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Abstract

For the delay differential equations

\[ \ddot{x}(t) + a(t)\dot{x}(g(t)) + b(t)x(h(t)) = 0, \quad g(t) \leq t, \quad h(t) \leq t, \]

and

\[ \ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(t) + a_1(t)\dot{x}(g(t)) + b_1(t)x(h(t)) = 0 \]

explicit exponential stability conditions are obtained.
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1 Introduction

This paper deals with the scalar linear delay differential equation of the second order with a damping term

\[ \ddot{x}(t) + a(t)\dot{x}(g(t)) + b(t)x(h(t)) = 0 \tag{1} \]
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and the equation which also involves nondelay terms

\[ \ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(t) + a_1(t)\dot{x}(g(t)) + b_1(t)x(h(t)) = 0. \] (2)

Such linear and nonlinear equations attract attention of many mathematicians due to their significance in applications. We mention here the monographs of Myshkis [17], Norkin [18], Ladde, Lakshmikantham and Zhang [15], Györi and Ladas [13], Erbe, Kong and Zhang [12], Burton [7], Kolmanovskiy and Nosov [14] and references therein.

In particular, Minorsky [16] in 1962 considered the problem of stabilizing the rolling of a ship by the “activated tanks method” in which ballast water is pumped from one position to another. To solve this problem he constructed several delay differential equations with damping of the form (1) and (2).

In spite of obvious importance in applications, there are only few papers on delay differential equations with damping.

In [10] the authors considered autonomous equation (2) and obtained stability results using analysis of the roots of the characteristic equation.

In [5] stability of the autonomous equation

\[ \ddot{x}(t) + ax(t) + bx(t-\tau) = 0 \] (3)

was studied using Lyapunov functions. It was demonstrated that if \( a > 0, b > 0 \) and \( b\tau < a \), then equation (3) is exponentially stable. Other results obtained by Lyapunov functions method can be found in [9, 19].

In [8] Burton and Furumochi applied fixed point theorems to equation (1) and obtained new stability results. In particular, the equation

\[ \ddot{x}(t) + \frac{1}{3} \dot{x}(t) + \frac{1}{48}x(t-16) = 0 \]

is exponentially stable, where the condition \( b\tau < a \) does not hold. Here \( b\tau = a \).

In [6, 7] some other stability conditions were obtained by the fixed point method for (1) in the case \( g(t) \equiv t, h(t) = t - \tau \).

To the best of our knowledge, there is only one paper [2] where stability of the general nonautonomous equation (1) was investigated. In [2] the authors applied the W-method [1] which is based on the application of the Bohl-Perron type theorem (Lemma 3 of the present paper).

Note also the paper [11] where nonoscillation of systems of delay differential equations was considered and on this basis several results on nonoscillation and exponential stability of second order delay differential equations were obtained.

Here we will employ the method of [2] and consider equation (2), which was not studied in [2]. Furthermore, we will use a new approach (also based on a Bohl-Perron type theorem) and obtain sharper stability results for equation (1) than in [2].

In particular, for (3) we obtain the same stability condition \( b\tau < a \) as in [5], but our results are applicable to more general nonautonomous equations as well.
2 Preliminaries

We consider the scalar second order delay differential equation (1) under the following conditions:

(a1) $a(t), b(t)$, are Lebesgue measurable and essentially bounded functions on $[0, \infty)$; 
(a2) $g : [0, \infty) \rightarrow \mathbb{R}, h : [0, \infty) \rightarrow \mathbb{R}$ are Lebesgue measurable functions, $g(t) \leq t$, $h(t) \leq t$, $t \geq 0$, $\lim_{t \to \infty} \sup (t - g(t)) < \infty$, $\lim_{t \to \infty} \sup (t - h(t)) < \infty$.

Together with (1) consider for each $t_0 \geq 0$ an initial value problem

$$
\ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(h(t)) = f(t), \quad t \geq t_0, \\
x(t) = \varphi(t), \quad \dot{x}(t) = \psi(t), \quad t < t_0, \quad x(t_0) = x_0, \quad \dot{x}(t_0) = x_0'.
$$

(4)

We also assume that the following hypothesis holds

(a3) $f : [t_0, \infty) \rightarrow \mathbb{R}$ is a Lebesgue measurable locally essentially bounded function, $\varphi : (-\infty, t_0) \rightarrow \mathbb{R}, \psi : (-\infty, t_0) \rightarrow \mathbb{R}$ are Borel measurable bounded functions.

**Definition.** A function $x : \mathbb{R} \rightarrow \mathbb{R}$ with locally absolutely continuous on $[t_0, \infty)$ derivative $\dot{x}$ is called a solution of problem (1), (5) if it satisfies equation (1) for almost every $t \in [t_0, \infty)$ and equalities (5) for $t \leq t_0$.

**Definition.** For each $s \geq 0$, the solution $X(t, s)$ of the problem

$$
\ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(h(t)) = 0, \quad t \geq s, \\
x(t) = 0, \quad \dot{x}(t) = 0, \quad t < s, \quad x(s) = 0, \quad \dot{x}(s) = 1
$$

(6)

is called the fundamental function of equation (1).

We assume $X(t, s) = 0$, $0 \leq t < s$.

Let functions $x_1$ and $x_2$ be the solutions of the following equation

$$
\ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(h(t)) = 0, \quad t \geq t_0, \quad x(t) = 0, \quad \dot{x}(t) = 0, \quad t < t_0,
$$

with initial values $x(t_0) = 1, \dot{x}(t_0) = 0$ for $x_1$ and $x(t_0) = 0, \dot{x}(t_0) = 1$ for $x_2$, respectively.

By definition $x_2(t) = X(t,t_0)$.

**Lemma 1** Let (a1)-(a3) hold. Then there exists one and only one solution of problem (1), (5) that can be presented in the form

$$
x(t) = x_1(t)x_0 + x_2(t)x_0' + \int_{t_0}^{t} X(t, s)f(s)ds - \int_{t_0}^{t} X(t, s)[a(s)\psi(g(s)) + b(s)\varphi(h(s))]ds,
$$

(7)

where $\varphi(h(s)) = 0$ if $h(s) > t_0$ and $\psi(g(s)) = 0$ if $g(s) > t_0$.

**Definition.** Eq. (1) is (uniformly) exponentially stable, if there exist $M > 0$, $\mu > 0$, such that the solution of problem (1), (5) has the estimate

$$
|x(t)| \leq M e^{-\mu(t-t_0)} \left[|x(t_0)| + \sup_{t<t_0} (|\varphi(t)| + |\psi(t)|)\right], \quad t \geq t_0,
$$

(8)
where $M$ and $\mu$ do not depend on $t_0$.

**Definition.** The fundamental function $X(t, s)$ of (1) has an exponential estimate if there exist positive numbers $K > 0, \lambda > 0$, such that

$$|X(t, s)| \leq K e^{-\lambda(t-s)}, \ t \geq s \geq 0. \quad (8)$$

For the linear equation (1) with bounded delays ((a2) holds) the last two definitions are equivalent.

Under (a2) the exponential stability does not depend on values of equation parameters on any finite interval.

**Remark.** All definitions and Lemma 1 can also be applied to equation (2), for which we will assume that conditions (a2)-(a3) hold and all coefficients are Lebesgue measurable essentially bounded on $[0, \infty)$ functions.

Consider the equation

$$\ddot{x}(t) + a\dot{x}(t) + bx(t) = 0, \quad (9)$$

where $a > 0, b > 0$ are positive numbers. This equation is exponentially stable. Denote by $Y(t, s)$ the fundamental function of (9).

**Lemma 2** [4] Let $a > 0, b > 0$.

1) If $a^2 > 4b$ then $\int_0^t |Y(t, s)|ds \leq \frac{1}{b}$, $\int_0^t |Y'(t, s)|ds \leq \frac{2a}{\sqrt{a^2 - 4b(a - \sqrt{a^2 - 4b})}}$.

2) If $a^2 < 4b$ then $\int_0^t |Y(t, s)|ds \leq \frac{4}{a\sqrt{4b - a^2}}$, $\int_0^t |Y'(t, s)|ds \leq \frac{2(a + \sqrt{4b - a^2})}{a\sqrt{4b - a^2}}$.

3) If $a^2 = 4b$ then $\int_0^t |Y(t, s)|ds \leq \frac{1}{b}$, $\int_0^t |Y'(t, s)|ds \leq \frac{2}{\sqrt{b}}$.

Let us introduce some functional spaces on a semi-axis. Denote by $L_\infty[t_0, \infty)$ the space of all essentially bounded on $[t_0, \infty)$ scalar functions and by $C[t_0, \infty)$ the space of all continuous bounded on $[t_0, \infty)$ scalar functions with the supremum norm.

**Lemma 3** [1] Suppose there exists $t_0 \geq 0$ such that for every $f \in L_\infty[t_0, \infty)$ both the solution $x$ of the problem

$$\ddot{x}(t) + a(t)\dot{x}(g(t)) + b(t)x(h(t)) = f(t), \ t \geq t_0, \quad x(t) = 0, \dot{x}(t) = 0, \ t \leq t_0,$$

and its derivative $\dot{x}$ belong to $C[t_0, \infty)$. Then equation (7) is exponentially stable.

**Remark.** A similar result is valid for equation (2).
Lemma 4 If $a(t) \geq 0$ is essentially bounded on $[0, \infty)$, the fundamental function $Z(t, s)$ of the equation
\[ \dot{x}(t) + a(t)x(g(t)) = 0 \] (10)
is positive: $Z(t, s) > 0, t \geq s \geq t_0 \geq 0$ and $t - g(t) \leq \delta$, then
\[ \int_{t_0 + \delta}^{t} Z(t, s)a(s)ds \leq 1 \text{ for all } t \geq t_0 + \delta. \]

Lemma 5 If $a(t) \geq \alpha > 0$ is essentially bounded in $[0, \infty)$, \(\limsup_{t \to \infty}(t - g(t)) < \infty\) and the fundamental function $Z(t, s)$ of equation (10) is positive, then (10) is exponentially stable and $Z(t, s)$ has an exponential estimate.

Lemma 6 Suppose $a(t) \geq 0$ and
\[ \int_{g(t)}^{t} a(s)ds \leq \frac{1}{e^t}, t \geq t_0 \geq 0. \]
Then the fundamental function of (10) is positive: $Z(t, s) > 0, t \geq s \geq t_0$.

3 Stability Conditions, I

In this section we consider equation (2) as a perturbation of an exponentially stable ordinary differential equation for which integral estimations of the fundamental function and its derivative are known.

We will start with the main result of [2].
Denote by $Y(t, s)$ the fundamental function of the equation
\[ \ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(t) = 0. \] (11)
If equation (11) is exponentially stable then there exist
\[ Y = \sup_{t > t_0} \int_{t_0}^{t} |Y(t, s)|ds < \infty, \quad Y' = \sup_{t > t_0} \int_{t_0}^{t} |Y'(t, s)|ds < \infty. \] (12)

Denote
\[ a = \left\{ \begin{array}{ll}
0, & g(t) \equiv t, \\
\sup_{t > t_0} a(t), & g(t) \not\equiv t,
\end{array} \right. \quad b = \left\{ \begin{array}{ll}
0, & h(t) \equiv t, \\
\sup_{t > t_0} b(t), & h(t) \not\equiv t,
\end{array} \right.
\]
\[ h = \max \left\{ \sup_{t > t_0}(t - g(t)), \sup_{t > t_0}(t - h(t)) \right\}. \]

Theorem A Suppose $a(t) \geq 0, b(t) \geq 0$, equation (11) is exponentially stable and for some $t_0 \geq 0$
\[ h < \frac{1}{a^2Y'' + abY' + bY''}. \]
Then (11) is exponentially stable.

Now we will apply the method of [2] to equation (2).
Theorem 1 Suppose $a(t) \geq 0, b(t) \geq 0$, equation (11) is exponentially stable and for some $t_0 \geq 0$
\[
\|a_1\|Y' + \|b_1\|Y < 1,
\]
where $\| \cdot \|$ is the norm in the space $L_\infty[t_0, \infty)$. Then (2) is exponentially stable.

Proof. Without loss of generality we can assume $t_0 = 0$. Consider the following problem
\[
\ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(t) + a_1(t)\dot{x}(g(t)) + b_1(t)x(h(t)) = f(t), \; t \geq 0,
\]
\[
x(t) = \dot{x}(t) = 0, \; t \leq 0.
\]

Let us demonstrate that for every $f \in L_\infty$ the solution $x$ of (13) and its derivative are bounded. Due to the zero initial conditions, we can assume that $h(t) = g(t) = 0, \; t < 0$.

The solution $x$ of (13) is also a solution of the following problem
\[
\ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(t) = z(t), \; t \geq 0, \; x(t) = \dot{x}(t) = 0, \; t \leq 0,
\]
with some function $z(t)$. Then
\[
x(t) = \int_0^t Y(t, s)z(s)ds, \; x'(t) = \int_0^t Y'_t(t, s)z(s)ds,
\]
where $Y(t, s)$ is the fundamental function of equation (11). Hence equation (13) is equivalent to the equation
\[
z(t) + a_1(t)\int_0^t Y'(g(t), s)z(s)ds + b_1(t)\int_0^t Y(h(t), s)z(s)ds = f(t).
\]
Equation (16) has the form $z + Hz = f$, which we consider in the space $L_\infty[0, \infty)$. We have
\[
\|H\| \leq \|a_1\|Y' + \|b_1\|Y < 1.
\]
Then for the solution of (16) we have $z \in L_\infty$.

Equalities (15) imply $\|x\| \leq Y\|z\|, \; \|x'\| \leq Y'\|z\|$.

By Lemma 3 equation (2) is exponentially stable. \qed

Consider now equation (2) with $a(t) \equiv a, b(t) \equiv b$. By Lemma 2 we have the following statement.

Corollary 1 Suppose for some $t_0 \geq 0$ one of the following conditions holds:
1) \[ a^2 > 4b, \]
\[
\frac{2a}{\sqrt{a^2 - 4b(a - \sqrt{a^2 - 4b})}}\|a_1\| + \frac{1}{b}\|b_1\| < 1,
\]
2) \[ 4b > a^2, \]
\[
\frac{2(a + \sqrt{4b - a^2})}{a\sqrt{4b - a^2}}\|a_1\| + \frac{4}{a\sqrt{4b - a^2}}\|b_1\| < 1,
\]
3) \[ a^2 = 4b, \]
\[
\frac{2}{\sqrt{b}}\|a_1\| + \frac{1}{b}\|b_1\| < 1,
\]
where $\| \cdot \|$ is the norm in the space $L_\infty[t_0, \infty)$. Then equation (2) is exponentially stable.
Example 1. Let us illustrate the exponential stability domain in Corollary 1 for two cases. If $a = 3$, $b = 2$ then $a^2 > 4b$ and the condition of 1) becomes $3|a_1| + 0.5|b_1| < 1$ for constant $a_1$, $b_1$ which corresponds to the domain inside the vertically stretched rhombus in Fig. 1. If $a = 3$, $b = 2.5$ then $a^2 < 4b$ and the condition of 2) becomes $2|a_1| + |b_1| < 0.75$ which is inside a smaller rhombus in Fig. 1.
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Figure 1: The domain inside the rhombus gives the area of parameters $a_1$, $b_1$ for the exponential stability of (2): for $a = 3$, $b = 2$ and $a = 3$, $b = 2.5$, respectively.

4 Stability Conditions II

In this section we consider equations (11) and (12) as perturbations of an exponentially stable ordinary differential equation for which only an integral estimation of its fundamental function is known.

Theorem 2 Suppose (11) is exponentially stable, (10) has a positive fundamental function $Z(t, s) > 0$, $t \geq s \geq t_0 \geq 0$, $a(t) \geq \alpha > 0$, $t - g(t) \leq \delta$, $t - h(t) \leq \tau$.

If for some $t_1 \geq t_0 + \delta$

$$Y \left[ \delta \| a \| \left( \| a \| \left\| \frac{b}{a} \right\| + \| b \| \right) + \tau \| b \| \left\| \frac{b}{a} \right\| \right] < 1,$$

(17)

where $Y$ is denoted in (12), $\| \cdot \|$ is the norm in the space $L_{\infty}[t_1, \infty)$, then equation (1) is exponentially stable.

Proof. Consider the following problem

$$\ddot{x}(t) + a(t)\dot{x}(g(t)) + b(t)x(h(t)) = f(t),$$
$$x(t) = \dot{x}(t) = 0, \ t \leq t_1.$$ 

(18)

As in the proof of Theorem 1 we can assume that $h(t) = g(t) = 0$, $t < t_1$. Let us demonstrate that for every $f \in L_{\infty}[t_1, \infty)$ the solution of problem (18) and its derivative are bounded.
The equation in problem (18) can be rewritten as
\[ \ddot{x}(t) + a(t)\dot{x}(t) + b(t)x(t) - a(t)\int_{g(t)}^{t} \ddot{x}(s)ds - b(t)\int_{h(t)}^{t} \dot{x}(s)ds = f(t). \] (19)

Equation (19) is equivalent to the following one
\[ x(t) - \int_{t_1}^{t} Y(t, s)a(s)\int_{g(s)}^{s} [a(\tau)\dot{x}(g(\tau)) + b(\tau)x(h(\tau))]d\tau ds - \int_{t_1}^{t} Y(t, s)b(s)\int_{h(s)}^{s} \dot{x}(\tau)d\tau ds = f_1(t), \] (20)

where \( f_1(t) = \int_{t_1}^{t} Y(t, s)f(s)ds \) and \( Y(t, s) \) is the fundamental function of equation (11). Hence \( f_1 \in L_\infty[t_1, \infty) \).

The equation in problem (18) can be rewritten in a different form
\[ \dot{x}(t) + \int_{t_1}^{t} Z(t, s)b(s)x(h(s))ds = r(t), \] (21)

where \( r(t) = \int_{t_1}^{t} Z(t, s)f(s)ds \), \( Z(t, s) \) is the fundamental function of (10). Since \( a(t) \geq 0 \) and \( Z(t, s) > 0 \), then by Lemma 3 fundamental function \( Z(t, s) \) has an exponential estimation. Hence \( r \in L_\infty[t_1, \infty) \).

From (18) and (20) we have
\[ x(t) = \int_{t_1}^{t} Y(t, s)a(s)\int_{g(s)}^{s} [a(\tau)\dot{x}(g(\tau)) + b(\tau)x(h(\tau))]d\tau ds - \int_{t_1}^{t} Y(t, s)b(s)\int_{h(s)}^{s} \dot{x}(\tau)d\tau ds = f_2(t), \] (22)

where
\[ f_2(t) = f_1(t) + \int_{t_1}^{t} Y(t, s)a(s)\int_{g(s)}^{s} f(\tau)d\tau ds. \]

Since \( \|f_2\| \leq \|f_1\| + Y\delta\|a\|\|f\| \), then \( f_2 \in L_\infty[t_1, \infty) \).

Substituting \( \dot{x} \) from (21) into (22), we obtain
\[ x(t) - \int_{t_1}^{t} Y(t, s)a(s)\int_{g(s)}^{s} [a(\tau)\int_{t_1}^{\tau} Z(g(\tau), \xi)b(\xi)x(h(\xi))d\xi]d\tau ds - \int_{t_1}^{t} Y(t, s)b(s)\int_{h(s)}^{s} \dot{x}(\tau)d\tau ds = f_3(t), \] (23)

where
\[ f_3(t) = f_2(t) - \int_{t_1}^{t} Y(t, s) \left[a(s)\int_{g(s)}^{s} r(g(\tau))d\tau - b(s)\int_{h(s)}^{s} r(\tau)d\tau\right]ds. \]

Since \( \|f_3\| \leq \|f_2\| + Y\|r\|(\|a\|\delta + \|b\|\tau) \) then \( f_3 \in L_\infty[t_1, \infty) \).

Equation (23) has the form \( x - Tx = f_3 \). Lemma 4 yields that
\[ \int_{t_1}^{g(t)} Z(g(t), s)b(s)ds \leq \sup_{t > t_1} \int_{t_1}^{t} Z(t, s)b(s)ds \leq \sup_{t > t_1} \int_{t_1}^{t} Z(t, s)a(s)\frac{b(s)}{a(s)}ds \leq \|b\| \frac{1}{\|a\|}. \]
Consider the equation with constant coefficients

\[ \ddot{x}(t) + a \dot{x}(g(t)) + b x(h(t)) = 0, \quad (24) \]

where \( a > 0, b > 0, t - g(t) \leq \delta, t - h(t) \leq \tau \).

**Corollary 2** Suppose \( a \delta \leq \frac{1}{e} \) and one of the following conditions holds:

1) \( a^2 \geq 4b, \quad 2\delta a + \frac{\tau b}{a} < 1, \)

2) \( a^2 < 4b, \quad 2\delta ab + \frac{\tau b^2}{a} < \frac{a\sqrt{4b-a^2}}{4}. \)

Then equation (24) is exponentially stable.

**Example 2.** Let us illustrate the exponential stability domain in Corollary 2 for both cases. If \( a = 3, b = 2 \) then \( a^2 > 4b \) and the condition of 1) becomes \( 6\delta + \frac{2}{3}\tau < 1 \). If \( a = 3, b = 2.5 \) then \( a^2 < 4b \) and the condition of 2) becomes \( 15\delta + \frac{25}{12}\tau < \frac{3}{4} \) or \( 20\delta + \frac{25}{9}\tau < 1 \). Here the inequality \( a \delta = 3\delta < 1/e \) should also be satisfied (the area under the horizontal line).

![Image showing a diagram with parameters \( \delta, a, \tau \) and \( \sigma \) and the area under the line \( a \sigma = 3\sigma = 1/e \) for the domain of parameters \( \tau, \sigma \) for the exponential stability of (24).

**Figure 2:** The domain inside the triangle under the horizontal line \( a \sigma = 3\sigma = 1/e \) gives the domain of parameters \( \tau, \sigma \) for the exponential stability of (24): for \( a = 3, b = 2 \) and \( a = 3, b = 2.5 \), respectively. The domain of parameters in the former case involves the domain in the latter case.

**Corollary 3** Suppose \( g(t) \equiv t, a^2 \geq 4b, \tau b < a \). Then equation (24) is exponentially stable.

**Remark.** Corollary 3 gives the same condition \( \tau b < a \) as was obtained by Burton in [5] for autonomous equation (3); however, equation (24) is not autonomous.

In Theorem 2 it was assumed that the first order equation (10) has a positive fundamental function. In the next theorem we will omit this restriction.
Theorem 3 Suppose (11) is exponentially stable, \(a(t) \geq \alpha > 0\), \(t - g(t) \leq \delta\), \(t - h(t) \leq \tau\).

If for some \(t_0 \geq 0\) the inequality \(\delta\|a\| < 1\) holds and

\[
Y \left[ \frac{(\delta\|a\|^2 + \tau\|b\|)(\|b\| + \delta\|b\|)}{1 - \delta\|a\|} + \delta\|b\| \right] < 1, \tag{25}
\]

where \(\| \cdot \|\) is the norm in the space \(L_\infty[t_0, \infty)\), then equation (7) is exponentially stable.

Proof. Without loss of generality we can assume \(t_0 = 0\) and \(h(t) = g(t) = 0\), \(t < 0\). As in the proof of Theorem 2 we will demonstrate that for every \(f \in L_\infty[0, \infty)\) the solution of (18) and its derivative are bounded.

First we will obtain an apriori estimation for the derivative of the solution of (18). Equation (18) can be rewritten in the form

\[
\ddot{x}(t) + a(t)\dot{x}(t) = f(t). \tag{26}
\]

Substituting \(\dot{x}\) from (18) into (26) we have

\[
\ddot{x}(t) + a(t)\dot{x}(t) + a(t) \int_{g(t)}^{t} [a(s)\dot{x}(g(s)) + b(s)x(h(s))] ds + b(t)x(h(t)) = r(t), \tag{27}
\]

where \(r(t) = f(t) + a(t) \int_{g(t)}^{t} f(s) ds\). Evidently \(r \in L_\infty[0, \infty)\).

Equation (27) is equivalent to the following one

\[
\dot{x}(t) + \int_{0}^{t} e^{-\int_{0}^{s} a(\xi)d\xi} \left( a(s) \int_{g(s)}^{s} [a(\tau)\dot{x}(g(\tau)) + b(\tau)x(h(\tau))] d\tau + b(s)x(h(s)) \right) ds = r_1(t), \tag{28}
\]

where \(r_1(t) = \int_{0}^{t} e^{-\int_{0}^{s} a(\xi)d\xi} r(s) ds\). Since \(a(t) \geq \alpha > 0\), then \(r_1 \in L_\infty[0, \infty)\).

Denote by \(\| \cdot \|_T\) the norm in the space \(L_\infty[0, T]\). From (28) we have

\[
\|\dot{x}\|_T \leq \delta(\|a\|\|\dot{x}\|_T + \|b\|\|x\|_T) + \left\| \frac{b}{a} \right\| \|x\|_T + \|r_1\|.
\]

Hence we obtain the following apriori estimation for \(\|\dot{x}\|_T\)

\[
\|\dot{x}\|_T \leq \frac{\delta\|b\| + \|b\|}{1 - \delta\|a\|} \|x\|_T + \frac{\|r_1\|}{1 - \delta\|a\|}. \tag{29}
\]

Equation (18) is equivalent to (20) which can be rewritten as

\[
x(t) + \int_{0}^{t} Y(t, s)a(s) \int_{g(s)}^{s} [a(\tau)\dot{x}(g(\tau)) + b(\tau)x(h(\tau))] d\tau ds - \int_{0}^{t} Y(t, s)b(s) \int_{h(s)}^{s} \dot{x}(\tau) d\tau ds = f_2(t), \tag{30}
\]
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where \( f_2(t) = f_1(t) + \int_0^t Y(t, s) a(s) \int_{g(s)} f(\tau) d\tau ds \), \( Y(t, s) \) is the fundamental function of (11). Then \( f_2 \in L_\infty[0, \infty) \) and

\[
\|x\|_T \leq Y \left[ |\delta| a(\|a\| \|\dot{x}\|_T + \|b\| \|x\|_T) + \|b\| \|\dot{x}\|_T \right] + \|f_2\|
\]

(31)

Inequalities (29) and (31) imply

\[
\|x\|_T \leq Y \left[ \frac{(|\delta| a)^2 + \|b\| (\|a\| \|\dot{x}\|_T + \|b\| \|x\|_T)}{1 - \delta \|a\|} + \delta \|b\| \right] \|x\|_T + C,
\]

where \( C \) is a positive number.

Inequality (32) has the form \( \|x\|_T \leq A \|x\|_T + C \), where \( A \) and \( C \) do not depend on \( T \) and \( 0 < A < 1 \). Hence \( x \in L_\infty[0, \infty) \). Inequality (29) implies \( \dot{x} \in L_\infty[0, \infty) \). By Lemma 3 equation (11) is exponentially stable.

Now let us apply the method of apriori estimation to equation (2).

**Theorem 4** Suppose (11) is exponentially stable, \( a(t) \geq \alpha > 0, t - g(t) \leq \delta, t - h(t) \leq \tau \).

If for some \( t_0 \geq 0 \) the inequality \( \frac{a_1}{a} < 1 \) holds and

\[
Y \left[ \frac{\|a_1\| (\|b\| \|a\| + \|b\|)}{1 - \|a_1\|} + \|b_1\| \right] < 1,
\]

(33)

where \( \| \cdot \| \) is the norm in the space \( L_\infty[0, \infty) \), \( Y \) is defined in (12), then equation (2) is exponentially stable.

**Proof.** Without loss of generality we can assume \( t_0 = 0 \). Let us demonstrate that for every \( f \in L_\infty[0, \infty) \) both the solution \( x \) of (13) and its derivative are bounded.

Equation (13) is equivalent to the following one

\[
\dot{x}(t) = -\int_0^t e^{-\int_s^t a(\tau) d\tau} [a_1(s) \dot{x}(g(s)) + b_1(s)x(h(s)) + b(s)x(s)] ds + r(t),
\]

(34)

where \( r(t) = \int_0^t e^{-\int_s^t a(\tau) d\tau} f(s) ds \). Evidently \( r \in L_\infty[0, \infty) \). Hence

\[
\|\dot{x}\|_T \leq \frac{a_1}{a} \|\dot{x}\|_T + \left( \|b\| \|a\| + \|b_1\| \right) \|x\|_T + \|r\|,
\]

where \( \| \cdot \|_T \) is the norm in \( L_\infty[0, T] \). Then

\[
\|\dot{x}\|_T \leq \frac{\|b\| + \|b_1\|}{1 - \frac{a_1}{a}} \|x\|_T + \frac{\|r\|}{1 - \frac{a_1}{a}}.
\]

(35)
Equation (13) is also equivalent to
\[
x(t) = -\int_0^t Y(t, s) [a_1(s)\dot{x}(g(s)) + b_1(s)x(h(s))] \, ds + f_1(t),
\]
where \(f_1(t) = \int_0^t Y(t, s)f(s)ds\), \(Y(t, s)\) is the fundamental function of (11). The first inequality in (12) implies \(f_1 \in L_{\infty}[0, \infty)\). Thus
\[
\|x\|_T \leq Y(\|a_1\|\|\dot{x}\|_T + \|b_1\|\|x\|_T) + \|f_1\|,
\]
which together with inequality (35) yields
\[
\|x\|_T \leq Y \left[ \|a_1\| \left( \frac{\|\dot{x}\|}{\underline{a}} + \frac{\|X_1\|}{\underline{a}} \right) + \|b_1\| \right] \|x\|_T + C.
\]
Here \(C\) is a positive number which does not depend on \(x\) and \(T\).

As in the proof of Theorem 3, we obtain that \(x\) and \(\dot{x}\) are bounded functions. Then by Lemma 3 equation (2) is exponentially stable. \(\square\)

**Remark.** If \(a_1(t) \equiv 0\) then the statements of Theorems 1 and 4 coincide.

**Corollary 4** Suppose \(a(t) \equiv a > 0\), \(b(t) \equiv b > 0\), \(a^2 \geq 4b\), \(t - g(t) \leq \delta\), \(t - h(t) \leq \tau\) and for some \(t_0 \geq 0\) we have \(a > \|a_1\|\), \(\|a_1\|(b + \|b_1\|) < (a - \|a_1\|)(b - \|b_1\|)\), where \(\|\cdot\|\) is the norm in the space \(L_{\infty}[t_0, \infty)\). Then equation (2) is exponentially stable.

**Example 3.** Let us illustrate the exponential stability domain in Corollary 4. If \(a = 3\), \(b = 2\) then \(a^2 > 4b\) and the condition becomes \(4|a_1| + 3|b_1| < 6\) for constant \(a_1, b_1\) (the domain inside the rhombus in Fig. 3) and bounded delays.

![Figure 3](image-url)

**Figure 3:** The domain inside a rhombus gives the area of parameters \(a_1, b_1\) for the exponential stability of (2) for \(a = 3\), \(b = 2\).

**Corollary 5** Suppose \(a_1(t) \equiv 0\), \(a(t) \equiv a > 0\), \(b(t) \equiv b > 0\), \(a^2 \geq 4b\), \(t - h(t) \leq \tau\) and for some \(t_0 \geq 0\) we have \(\|b_1\| < b\), where \(\|\cdot\|\) is the norm in the space \(L_{\infty}[t_0, \infty)\). Then equation (2) is exponentially stable.
5 Explicit Stability Conditions

In all previous results we have assumed that the ordinary differential equation (11) is exponentially stable and an estimation on the integral of its fundamental function is known. All these conditions can hold, as the following lemma demonstrates.

Lemma 7 Suppose for some \( t_0 \geq 0 \)
\[
a = \inf\limits_{t \geq t_0} a(t) > 0, \quad b = \inf\limits_{t \geq t_0} b(t) > 0, \quad B = \sup\limits_{t \geq t_0} b(t), \quad a^2 \geq 4B. \tag{37}
\]
Then the fundamental function of (11) is positive: \( Y(t, s) > 0, t > s \geq t_0. \)
Moreover, (11) is exponentially stable and for its fundamental function we have
\[
\int_{t_0}^t Y(t, s)b(s)ds \leq 1. \tag{38}
\]

As an application of Lemma 7, we will obtain new explicit stability conditions for equations (1) and (2).

Theorem 5 Suppose there exists \( t_0 \geq 0 \) such that condition (37) holds,
\[
\int_{g(t)}^t a(s)ds \leq \frac{1}{e}, \quad t \geq t_0, \tag{39}
\]
and \( t - g(t) \leq \delta, \quad t - h(t) \leq \tau \) for \( t \geq t_0. \)
If for some \( t_1 \geq t_0 + \delta \)
\[
\delta \left\| \frac{a}{b} \right\| \left( \left\| a \right\| \left\| \frac{b}{a} \right\| + \left\| b \right\| \right) + \tau \left| \frac{b}{a} \right| < 1, \tag{40}
\]
where \( \left\| \cdot \right\| \) is the norm in the space \( L_{\infty}[t_1, \infty) \), then equation (1) is exponentially stable.

Proof. Let us demonstrate that for every \( f \in L_{\infty}[t_1, \infty) \) the solution \( x \) of problem (18) and its derivative are bounded. The equation in problem (18) is equivalent to (23), which has the form \( x - Hx = f_3 \). Condition (39) and Lemma 6 imply that the fundamental function of equation (10) satisfies \( Z(t, s) > 0, t \geq t_0 \geq 0 \). Lemmas 4 and 6 yield that
\[
|(Hx)(t)| \leq \int_{t_1}^t Y(t, s)b(s)\left\{ \frac{a(s)}{b(s)} \int_{g(s)}^{g(t)} Z(g(\zeta), t, \xi)a(\zeta)\frac{b(\zeta)}{a(\zeta)}d\zeta + b(\zeta) \right\} d\zeta ds \| x \|
\]
\[
+ \int_{t_1}^t Y(t, s)b(s)\left[ \int_{g(s)}^{s} d\zeta \int_{t_1}^{s} Z(\zeta, \xi)a(\xi)\frac{b(\xi)}{a(\xi)}d\xi \right] ds \| x \|
\]
\[
\leq \delta \left\| \frac{a}{b} \right\| \left( \left\| a \right\| \left\| \frac{b}{a} \right\| + \left\| b \right\| \right) + \tau \left| \frac{b}{a} \right| \| x \|.
\]

Inequality (40) implies \( \| H \| < 1 \), hence the solution \( x \) of (23) and therefore of (1) is a bounded function. Equality (21) yields that \( \dot{x} \) is a bounded function. By Lemma 3 equation (1) is exponentially stable. \( \square \)
Corollary 6 Suppose there exists $t_0 \geq 0$ such that condition (37) holds, $g(t) \equiv 0$, $t - h(t) \leq \tau, t \geq t_0$. If $\| \frac{a_1}{b} \| < 1$, where $\| \cdot \|$ is the norm in the space $L_{\infty}[t_0, \infty)$, then equation (1) is exponentially stable.

Let us proceed to stability conditions for equation (2).

Theorem 6 Suppose there exists $t_0 \geq 0$ such that condition (37) holds, $t - g(t) \leq \delta, t - h(t) \leq \tau, t \geq t_0$. If $\| \frac{a_1}{b} \| < 1$ and

$$\left\| \frac{a_1}{b} \right\| \left( \left\| \frac{b_1}{b} \right\| + \left\| \frac{b_1}{b} \right\| \right) + \left( \left\| \frac{b_1}{b} \right\| + \left\| \frac{b_1}{b} \right\| \right) \| \frac{a_1}{b} \| < 1,$$

where $\| \cdot \|$ is the norm in the space $L_{\infty}[t_0, \infty)$, then equation (2) is exponentially stable.

Proof. We follow the proof of Theorem 4. From (35) and (36) we have

$$\| x \|_T \leq \int_0^T Y(t, s)b(s)ds \left( \left\| \frac{a_1}{b} \right\| \| \dot{x} \|_T + \left\| \frac{b_1}{b} \right\| \| x \|_T \right) + \| f_1 \| \leq \left( \left\| \frac{a_1}{b} \right\| \left\| \frac{b_1}{b} \right\| + \left\| \frac{b_1}{b} \right\| \right) \| x \|_T + C.$$

The end of the proof is similar to the proof of Theorem 4. \hfill \Box

Corollary 7 Suppose there exists $t_0 \geq 0$ such that condition (37) holds, $a_1(t) \equiv 0, t - h(t) \leq \tau, t \geq t_0$. If $\| \frac{b_1}{b} \| < 1$, where $\| \cdot \|$ is the norm in the space $L_{\infty}[t_0, \infty)$, then equation (2) is exponentially stable.
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