OPTIMAL THRESHOLDS FOR PRESERVING EMBEDDEDNESS OF ELASTIC FLOWS

TATSUYA MIURA, MARIUS MÜLLER, AND FABIAN RUPP

Abstract. We consider elastic flows of closed curves in Euclidean space. We obtain optimal energy thresholds below which elastic flows preserve embeddedness of initial curves for all time. The obtained thresholds take different values between codimension one and higher. The main novelty lies in the case of codimension one, where we obtain the variational characterization that the thresholding shape is a minimizer of the bending energy (normalized by length) among all nonembedded planar closed curves of unit rotation number. It turns out that a minimizer is uniquely given by a nonclassical shape, which we call “elastic two-teardrop”.

1. Introduction

In this paper we consider the embeddedness-preserving property of elastic flows of closed curves in Euclidean space in any codimension.

A one-parameter family of immersed closed curves \( \gamma : \mathbb{T}^1 \times [0, \infty) \to \mathbb{R}^n \), where \( \mathbb{T}^1 := \mathbb{R}/\mathbb{Z} \), is called elastic flow (or length-penalized elastic flow) if for a given constant \( \lambda > 0 \) the family \( \gamma \) satisfies the following equation:

\[
\partial_t \gamma = -2\nabla_s^2 \kappa - |\kappa|^2 \kappa + \lambda \kappa,
\]

where \( \kappa \) denotes the curvature vector \( \kappa := \partial_s \gamma \) and \( \nabla_s \) denotes the normal derivative with respect to the arclength parameter \( s \), that is \( \nabla_s \psi = \partial_s \psi - (\partial_s \psi, T)T \), where \( T := \partial_s \gamma \) denotes the unit tangent. In this paper we call this flow \( \lambda \)-elastic flow in order to make the value of \( \lambda \) explicit. The \( \lambda \)-elastic flow may be regarded as the \( L^2 \)-gradient flow of the modified (or length-penalized) bending energy \( E_\lambda \), which can be defined in terms of the bending energy \( B[\gamma] := \int_\gamma |\kappa|^2 \, ds \) and the length \( L[\gamma] := \int_\gamma \, ds \) by

\[
E_\lambda[\gamma] := B[\gamma] + \lambda L[\gamma] = \int_\gamma (|\kappa|^2 + \lambda) \, ds
\]

for a given \( \lambda > 0 \). In particular, the energy \( E_\lambda \) generically decreases along the flow.
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Similarly, a family $\gamma$ is called *fixed-length elastic flow* if it solves (1.1), where $\lambda$ depends on the solution and is given in the form of

$$\lambda(t) = \lambda[\gamma(\cdot, t)] = \frac{\int_\gamma(\cdot, t) (2\nabla s^2 \kappa + |\kappa|^2 \kappa, \kappa) \, ds}{\int_\gamma(\cdot, t) |\kappa|^2 \, ds}.$$  

The fixed-length elastic flow may be regarded as the $L^2$-gradient flow of the bending energy $B$ under the fixed-length constraint $L[\gamma] = L_0$ for a given $L_0 > 0$. For later use we also define the (scale-invariant) normalized bending energy $\bar{B}$ by

$$\bar{B}[\gamma] := \frac{L[\gamma]}{L[\gamma]} B[\gamma].$$  

The energy $\bar{B}$ decreases along the fixed-length elastic flow.

Long time existence of elastic flows from smooth initial data as well as smooth convergence to stationary solutions (which are elasticae due to Definition 2.1) are known to hold in general, see e.g. [8,9,11,27,31,34] and also the survey [26]. However, since elastic flows are of higher order, the global behavior of solutions is less understood. For example, due to the lack of maximum principle, generic higher order flows do not possess many kinds of *positivity preserving* type properties, such as embeddedness or convexity, cf. [4].

Our focus will be on embeddedness along elastic flows. In previous studies the authors found the following optimal energy threshold for all-time embeddedness in [31] ($n = 2$) and [29] ($n \geq 2$): Let $C_8 = \bar{B}[\gamma_8] > 0$ denote the energy $\bar{B}$ of a figure-eight elastica $\gamma_8$, see Definition 2.3 and Figure 1b. If an immersed closed curve $\gamma_0$ has the property that $\bar{B}[\gamma_0] < C_8$ (resp. $\frac{\lambda}{4\pi} E_\lambda[\gamma_0]^2 < C_8$), then the fixed-length elastic flow (resp. $\lambda$-elastic flow) starting from $\gamma_0$ is embedded for all time $t \geq 0$. This threshold is optimal since a figure-eight elastica is a nonembedded stationary solution of the flow. However, these results do not capture *embeddedness breaking along the flow* since the figure-eight elastica is initially not embedded.

Here we consider a slightly different problem, which is more natural in view of embeddedness “preserving”: Suppose that an initial closed curve is embedded. Then, what is the optimal (maximal) energy threshold below which the elastic flow must remain embedded for all time? Our main result reveals that this subtle difference yields a substantial improvement of the threshold value in the planar case $n = 2$, while in higher codimensions $n \geq 3$ the same threshold $C_8$ is still optimal. We now introduce a new constant $C_{2T} = \bar{B}[\gamma_{2T}] (> C_8)$ given by the energy $\bar{B}$ of an *elastic two-teardrop* $\gamma_{2T}$, which is a nonclassical shape and one of our new findings, see Definition 2.26 and Figure 1a. We can represent both $C_{2T}$ and $C_8$ by elliptic integrals rather explicitly, see (2.21) and (2.5), respectively. Then we define our new threshold by

$$C^*(n) := \begin{cases} C_{2T} & (n = 2), \\ C_8 & (n \geq 3). \end{cases}$$

The energy $\bar{B}$ decreases along the fixed-length elastic flow.
The numerical values are $C_{2T} \simeq 146.628$ and $C_8 \simeq 112.439$.

Our main result then reads as follows.

**Theorem 1.1.** If a closed smooth curve $\gamma_0 : \mathbb{T}^1 \to \mathbb{R}^n$ is embedded, and if

$$\bar{B}[\gamma_0] \leq C^*(n)$$

(resp. $\frac{1}{4\pi} E_{\lambda}[\gamma_0]^2 \leq C^*(n)$ for some $\lambda > 0$),

then the fixed-length elastic flow (resp. $\lambda$-elastic flow) with initial datum $\gamma_0$ remains embedded for all time $t \geq 0$.

In addition, for any $\varepsilon > 0$ (resp. $\varepsilon, \lambda > 0$) there exists an embedded closed smooth curve $\gamma_0 : \mathbb{T}^1 \to \mathbb{R}^n$ such that

$$\bar{B}[\gamma_0] \in (C^*(n), C^*(n) + \varepsilon]$$

(resp. $\frac{1}{4\pi} E_{\lambda}[\gamma_0]^2 \in (C^*(n), C^*(n) + \varepsilon]$)

and such that the fixed-length elastic flow (resp. $\lambda$-elastic flow) with initial datum $\gamma_0$ loses its embeddedness at some time $t_0 > 0$.

**Remark 1.2.** In the planar case $n = 2$ the limit profile of each elastic flow must be a circle whenever an initial curve is embedded, since the rotation number is preserved along the flow, while the only elastica with unit rotation number is a circle. For higher codimensions $n \geq 3$ this is not the case since there are other embedded elasticae. However, below the threshold $C_8$ both flows still converge to circles. This follows by a more quantitative argument, namely by energy quantization of closed elasticae, cf. [29, Section 4].
In the following, we briefly sketch our proof strategy in the case of the length-preserving flow. Since the normalized bending energy decreases, the main issue for the first part (embeddedness preserving) is to find an appropriate sub-level set of $\bar{B}$ in which all admissible closed curves must be embedded. On the other hand, in order to prove the optimality part (embeddedness breaking), the above sub-level set must be ‘widest’ and ‘approachable by embedded curves’. This observation naturally leads us to study a minimization problem for $\bar{B}$ among all closed curves that are not embedded but approachable by embedded ones. Once this minimization problem is solved, then we may take the minimum value as the desired threshold. We then perform a delicate perturbation of the optimal configuration to construct an embedded initial curve which yields loss of embeddedness. The proof of embeddedness breaking is strongly inspired by [4], but we need an additional topological argument in higher codimensions.

We now discuss more on how to detect the optimal thresholds. Since we are interested in minimization problems for $\bar{B}$, from now on we specify the natural $H^2$-Sobolev regularity for curves. We first recall the following general estimate for nonembedded closed curves, which is recently obtained by the last two authors for $n = 2$ [31] and by the first author for $n \geq 2$ [29].

**Theorem 1.3** ([29,31]). Let $n \geq 2$ and $\gamma : \mathbb{T}^1 \to \mathbb{R}^n$ be an immersed closed $H^2$-curve. If $\gamma$ has a self-intersection, then

$$\bar{B}[\gamma] \geq C_8,$$

where equality is attained if and only if $\gamma$ is a figure-eight elastica (in the sense of Definition 2.3).

This statement is luckily informative enough for our purpose whenever $n \geq 3$, even though its formulation does not take any approachability into account. This is because a figure-eight elastica is approachable by embedded curves if $n \geq 3$ via an out-of-plane perturbation. However, for $n = 2$ a figure-eight elastica is not even regularly homotopic to embedded curves; thus we need to impose an additional constraint on the minimizing problem. It turns out that a sufficient constraint is to fix the rotation number to be 1 (as with embedded curves); such a class contains all approachable curves by a continuity argument. For a planar curve $\gamma$, we define the (absolute) rotation number by $N[\gamma] := \frac{1}{2\pi} \int_\gamma k \, ds$, where $k$ denotes the signed curvature; the choice of the sign does not affect the value of $N$. The key ingredient in the planar case is

**Theorem 1.4.** Let $\gamma : \mathbb{T}^1 \to \mathbb{R}^2$ be an immersed closed $H^2$-curve. If $\gamma$ has a self-intersection and $N[\gamma] = 1$, then

$$\bar{B}[\gamma] \geq C_{2T},$$

where equality is attained if and only if $\gamma$ is an elastic two-teardrop (in the sense of Definition 2.26). Moreover, there exists no other solution to the corresponding variational inequality (2.6).
The optimal “two-teardrop” is now approachable by embedded curves, as desired. Note that the teardrop shape is reminiscent of the profile curve of the Willmore surface achieved by applying a Möbius inversion to a catenoid. However, the curves exhibit distinct shapes.

A remarkable point is that the elastic two-teardrop is of class $C^{2,1} = W^{3,\infty}$ but not $C^3$, in particular not globally an elastica. This loss of regularity is caused by the constraint on self-intersections. This phenomenon does not appear in Theorem 1.3 as a figure-eight elastica is by chance smooth, but is generically observed under the higher-multiplicity constraint, see [29, Theorem 1.3]. Theorem 1.4 reveals that the loss of regularity occurs even in the multiplicity-two case if we fix the rotation number $N$. This also implies the presence of a nonclassical local minimizer (two-teardrop) without fixing $N$ since fixing $N$ is an open condition. It is also remarkable that the loss of regularity occurs only when $N = 1$; accordingly, Theorem 1.4 classifies all possible solutions to the variational inequality (2.6) and their stability, see Remark 2.31 for details.

We prove Theorem 1.4 with variational techniques. The existence of a minimizer follows by a direct method. However, because of the constraints, one does not have a global Euler–Lagrange equation but just the variational inequality (2.6), which yields a free-boundary-type problem. To overcome this issue we first give a detailed analysis to reduce the possibility of self-intersections of solutions to (2.6). In fact, we prove that the only possible case is a single tangential self-intersection with opposite tangent directions, so that the objective curve can be divided into two parts — each of which is an embedded closed curve with a single cuspidal singularity and satisfies the elastica equation except at the cusp. We call such a curve an embedded cuspidal elastica (ECE). Our main effort is devoted to an exhaustive classification of all ECEs, where we conclude that there are only two possibilities; teardrop elasticae and heart-shaped elasticae, see Figure 2. We then perform a further analysis of the shapes of all possible composites of them and deduce that the composite of a teardrop elastica and its reflection is in fact the unique solution to (2.6). In particular, this implies uniqueness of minimizers.

The variational analysis of $\bar{B}$ among self-intersecting curves is also important in view of its strong connection to elastic knots, which model knotted springy wires, cf. [16, 17]. Along the way of the above proof (in Lemma 2.28) we encounter a unique critical composite of a teardrop elastica and a heart-shaped elastica as in Figure 3a, and this shape matches a known candidate of an elastic knot for the figure-eight knot class 4_1, which has been previously observed experimentally and numerically, cf. [2, 3, 20] and Figure 3b. In fact, we conjecture that our critical teardrop-heart gives an explicit parametrization of an (energy-minimal) elastic knot of class 4_1 in the sense of Gerlach–Reiter–von der Mosel [17], since Bartels–Reiter’s numerical computation suggests that such a planar shape has less energy than
an another typical candidate of spherical (non-planar) shape, cf. [3, Section 5.3].

![Teardrop elastica.](image1)
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**Figure 2.** Embedded cuspidal elasticae (ECEs).

![The critical teardrop-heart which arises in our analysis.](image3)

![A springy wire representing a figure-eight knot strives to achieve a teardrop-heart configuration.](image4)

**Figure 3.** Elastic teardrop-hearts.

Finally, we mention some relevant results on different flows for closed curves. The possibility of losing embeddedness or convexity is indicated by Linnér [23] in 1989 for a certain ($H^1$-)gradient flow of the bending energy, which is different from the elastic flows (see also [24]). For the surface diffusion flow, which is also different but of higher order and regarded as an $H^{-1}$-gradient flow of the length, Giga–Ito constructed examples losing embeddedness [18] and convexity [19], which are later extended by Blatt to a
wide class of higher order flows \[4\]. We remark that the analysis for the surface diffusion flow is more involved because of possible singularities in finite time, cf. \[6\]. Up to now global existence is ensured only for perturbations of circles, see e.g. \[13, 14, 35\] (and also \[30\] for a multiply-covered case). In particular, Wheeler’s result \[35\] gives an explicit (but non-optimal) quantitative sufficient condition for all-time embeddedness.

This paper is organized as follows: In Section 2 we prove Theorem 1.4. In Section 3 we apply Theorem 1.4 and Theorem 1.3 to prove Theorem 1.1.
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2. THE MINIMIZATION PROBLEM

This section is devoted to the proof of Theorem 1.4. First we fix some notation. We define

\[ H^2_{imm}(\mathbb{T}^1; \mathbb{R}^2) := \{ \gamma \in H^2(\mathbb{T}^1; \mathbb{R}^2) : |\gamma'(x)| \neq 0 \text{ for all } x \in \mathbb{T}^1 \}. \]

Analogously we define \( C^k_{imm}(\mathbb{T}^1; \mathbb{R}^2) \) and \( C^k_{imm}([a,b]; \mathbb{R}^2) \) for all \( k \geq 1 \). Further, we define the admissible set

\[ A_0 := \{ \gamma \in H^2_{imm}(\mathbb{T}^1; \mathbb{R}^2) : N[\gamma] = 1 \text{ and } \gamma \text{ is not injective} \}. \]

The first part of Theorem 1.4 can now be formulated equivalently as

\[ \inf_{\gamma \in A_0} \bar{B}[\gamma] \geq C_{2T} = \bar{B}[\gamma_{2T}], \]

where a rigorous definition of the minimizer \( \gamma_{2T} \) is given in Definition 2.26. The proof of \( 2.2 \) is the goal of this section.

2.1. Preliminaries about Euler’s elasticae.

Before we start we fix an important term that we will use throughout this article.

**Definition 2.1.** A regular curve \( \gamma : I \to \mathbb{R}^n \) is called \((\lambda-)elastica\) (for some \( \lambda \in \mathbb{R} \)) if it solves the elastica equation

\[ 2\nabla^2_s \kappa + |\kappa|^2 \kappa - \lambda \kappa = 0. \]

If \( \lambda \) is not specified, we simply say elastica.

The elastica equation appears in our context since it describes critical points of \( \bar{B} \) in \( H^2_{imm}(\mathbb{T}^1; \mathbb{R}^2) \) (without any constraint). We notice that critical points of \( \bar{B} \) without constraint are automatically smooth, see [12, Chapter 5].

In this section we recall some classical preliminaries about those elasticae. The first result already classifies all possible elasticae in \( \mathbb{R}^2 \) explicitly and exhaustively. See Appendix A for a brief review on elliptic functions.
Proposition 2.2 (Planar elasticae, see e.g. [31, Proposition B.8]). Let $I \subset \mathbb{R}$ be an interval and let $\gamma \in C^\infty(I; \mathbb{R}^2)$ be an elastica with signed curvature $k[\gamma]$. Then, up to rescaling, reparametrization and isometries of $\mathbb{R}^2$, $\gamma$ is given by one of the following elastic prototypes.

(i) (Linear elastica) $\gamma$ is a line, $k[\gamma] = 0$.

(ii) (Wavelike elastica) There exists $m \in (0, 1)$ such that

$$\gamma(s) = \left(\frac{2E(am(s, m), m) - s}{-2\sqrt{m}\csc(s, m)}\right).$$

Moreover $k[\gamma] = 2\sqrt{m}\csc(s, m)$.

(iii) (Borderline elastica)

$$\gamma(s) = \left(\frac{2\tanh(s) - s}{-2\text{sech}(s)}\right).$$

Moreover $k[\gamma] = 2\text{sech}(s)$.

(iv) (Orbitlike elastica) There exists $m \in (0, 1)$ such that

$$\gamma(s) = \frac{1}{m} \left(\frac{2E(am(s, m), m) + (m - 2)s}{-2\text{dn}(s, m)}\right).$$

Moreover $k[\gamma] = 2\text{dn}(s, m)$.

(v) (Circular elastica) $\gamma$ is a circle. In this case $k[\gamma] = \frac{1}{R}$, where $R$ is the radius of the circle.

In both the wavelike and the orbitlike case, the modulus $m$ is the main shape parameter for the curve.

Throughout this article we will use several important elasticae, which are listed in the table below.

| Name                  | Type           | Modulus $m$ | Reference          |
|-----------------------|----------------|-------------|--------------------|
| Figure-eight elastica | (ii): wavelike | $m_8 \simeq 0.8261$ | Definition 2.3, Figure 1 |
| Teardrop elastica     | (ii): wavelike | $m_T \simeq 0.7312$ | Definition 2.15, Figure 2a |
| Heart-shaped elastica | (iv): orbitlike| $m_H \simeq 0.8436$ | Definition 2.21, Figure 2b |

Table 1. Some important elasticae.

Since this article studies closed curves it is important to identify closed elasticae. It is classical (see e.g. [31, Lemma 5.4]) that only two configurations in $\mathbb{R}^2$ yield closed curves. The first one is given by the circular elastica. The second one is the figure-eight elastica, defined as follows.

Definition 2.3. A smooth curve $\gamma: I \to \mathbb{R}^2$ is called figure-eight elastica if it coincides up to scaling, isometries and reparametrization with

$$\gamma_8(x) := \left(\frac{2E(x, m_8) - F(x, m_8)}{-2\sqrt{m_8}\cos(x)}\right) \quad (x \in [0, 2\pi]),$$

where $m_8 \in (0, 1)$ is the unique zero of $m \mapsto 2E(m) - K(m)$ (cf. [31, Lemma B.4]). The notation $\gamma_8$ will be used exclusively for the specific
parametrization in (2.4). Notice that 
\[ k[\gamma_8](x) = 2\sqrt{m_8} \cos(x). \]
We also define
\[ C_8 := \bar{B}[\gamma_8] \left( = 32(2m_8 - 1)K(m_8)^2 \right). \]

This is actually a reparametrization of case (ii) of Proposition 2.2 with \( m = m_8 \). Indeed, \( s \mapsto \gamma_8(am(s,m_8)) \) falls into this class. The reason why we choose this different parametrization is that the second component is very easy to express.

Having characterized all closed planar elasticae we can formulate the following result, implying that a minimizer in \( A_0 \) cannot be found in the class of elasticae.

**Lemma 2.4.** The set \( A_0 \) does not contain an elastica.

**Proof.** By [31, Lemma 5.4] the only closed elasticae with a self-intersection are (up to scaling and isometries) given by \( \omega \)-fold circles (\( \omega \geq 2 \)) and \( \omega \)-fold figure-eight elasticae (\( \omega \geq 1 \)). For an \( \omega \)-fold covering of the circle one readily checks that \( N[\gamma] = \omega \geq 2 \), which means \( \gamma \notin A_0 \). If \( \gamma \) is a (one-fold) figure-eight elastica (as in Definition 2.3) one has
\[ N[\gamma] = N[\gamma_8] = \frac{\sqrt{m_8}}{\pi} \int_0^{2\pi} \frac{\cos(\theta)}{\sqrt{1 - m_8 \sin^2(\theta)}} \, d\theta = 0. \]

Hence the rotation number of the figure-eight is zero, and the same holds true for its multiple covers. In particular none of those curves lie in \( A_0 \).

Even though this result sounds not promising at first sight we will actually conclude many properties of minimizers from the fact that they cannot be elasticae.

### 2.2. Existence of minimizers and the variational inequality

In this section we prove existence of minimizers via the direct method. We first examine the structure of the admissible set \( A_0 \) defined in (2.1).

**Proposition 2.5.** The set \( A_0 \) is weakly closed in \( H^2_{imm}(T^1;\mathbb{R}^2) \) (with the weak relative topology of \( H^2(T^1;\mathbb{R}^2) \)).

**Proof.** Suppose that \( (\gamma_j)_{j \in \mathbb{N}} \subset A_0 \) is a sequence and \( \gamma \in H^2_{imm}(T^1;\mathbb{R}^2) \) such that \( \gamma_j \rightharpoonup \gamma \) weakly in \( H^2(T^1;\mathbb{R}^2) \). By Sobolev embedding we have \( \gamma_j \to \gamma \) in \( C^1_{imm}(T^1;\mathbb{R}^2) \). From [31] Lemma 4.1 and Lemma 4.3 we infer that the set of noninjective immersions is closed in \( C^1_{imm}(T^1;\mathbb{R}^2) \), and hence \( \gamma \) is noninjective. Thus there exist \( x_1, x_2 \in T^1 \), \( x_1 \neq x_2 \) such that \( \gamma(x_1) = \gamma(x_2) \). From the fact that \( N[\gamma] = 1 \) and using that by [10, Lemma 4.9] \( N[\cdot] \) is weakly continuous in \( H^2_{imm}(T^1;\mathbb{R}^2) \) we infer \( N[\gamma] = 1 \). All in all we conclude that \( \gamma \in A_0 \).

In the course of the minimization procedure we will make use of the many invariances of \( \bar{B} \). Recall that \( \bar{B} \) is invariant with respect to scaling, Euclidean isometries and reparametrization.
**Proposition 2.6.** There exists $\gamma_0 \in A_0$ such that

$$\bar{B}[\gamma_0] = \inf_{\gamma \in A_0} \bar{B}[\gamma].$$

**Proof.** Let $(\gamma_j)_{j \in \mathbb{N}} \subset A_0$ be such that $\bar{B}[\gamma_j] \to \inf_{\gamma \in A_0} \bar{B}[\gamma]$. Since $\bar{B}$ is scaling invariant, we can without loss of generality assume that $L[\gamma_j] = 1$ for all $j \in \mathbb{N}$. By reparametrization invariance we may as well assume that $|\gamma_j'(x)| = L[\gamma_j] = 1$ for all $x \in \mathbb{T}$ and all $j \in \mathbb{N}$. By translation invariance we may assume $\gamma_j(0) = (0,0)$ for all $j$. We show next that $(\gamma_j)_{j \in \mathbb{N}}$ is bounded in $H^2(\mathbb{T}; \mathbb{R}^2)$. To this end, observe that

$$\bar{B}[\gamma_j] = \int_0^1 |\partial_x^2 \gamma_j|^2 \, ds = \int_0^1 |\gamma_j''(x)|^2 \, dx.$$  

This implies that $(||\gamma_j'||_{L^2})_{j \in \mathbb{N}}$ is bounded. Moreover, $||\gamma_j'||_{L^2} = L[\gamma_j] = 1$ is also uniformly bounded in $j$. Further, $\gamma_j(0) = (0,0)$ implies

$$|\gamma_j(x)| = \left| \int_0^x \gamma_j(y) \, dy \right| \leq L[\gamma_j] = 1$$

and hence also $(||\gamma_j||_{L^2})_{j \in \mathbb{N}}$ is uniformly bounded in $j$. This yields that $(\gamma_j)_{j \in \mathbb{N}}$ is bounded in $H^2(\mathbb{T}; \mathbb{R}^2)$. We can now extract a subsequence (which we do not relabel) such that $\gamma_j \rightharpoonup \gamma_0$ for some $\gamma_0 \in H^2(\mathbb{T}; \mathbb{R}^2)$. By Sobolev embedding one also has $\gamma_j \to \gamma_0$ in $C^1(\mathbb{T}; \mathbb{R}^2)$. We now claim that $\gamma_0 \in H^2_{imm}(\mathbb{T}; \mathbb{R}^2)$. Indeed, one has for all $x \in \mathbb{T}$

$$|\gamma_0'(x)| = \lim_{j \to \infty} |\gamma_j'(x)| = \lim_{j \to \infty} L[\gamma_j] = 1.$$

In particular, $\gamma_0 \in H^2_{imm}(\mathbb{T}; \mathbb{R}^2)$ is parametrized by arclength and $L[\gamma_0] = 1$. Moreover, by Proposition 2.5 we infer that $\gamma_0 \in A_0$. In addition, weak lower semicontinuity of the $L^2$-norm implies

$$\bar{B}[\gamma_0] = \int_0^1 |\gamma_0''(x)|^2 \, dx \leq \liminf_{j \to \infty} \int_0^1 |\gamma_j''(x)|^2 \, dx = \liminf_{j \to \infty} \bar{B}[\gamma_j] = \inf_{\gamma \in A_0} \bar{B}[\gamma].$$

Therefore $\gamma_0$ is a minimizer. $\square$

In the following we will mainly examine a broader class than the class of minimizers — namely solutions of the variational inequality, defined as follows.

**Definition 2.7 (Variational inequality).** A curve $\gamma \in A_0$ is called a solution to the variational inequality of $\bar{B}$ if

$$\frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} \bar{B}[\gamma_\varepsilon] \geq 0$$

for all $(\varepsilon \mapsto \gamma_\varepsilon) \in C^1([0,\varepsilon_0); A_0)$ with $\gamma_0 = \gamma$, where $C^1([0,\varepsilon_0); A_0)$ is the set of all perturbations

$$\varepsilon \mapsto \gamma_\varepsilon \in C^1([0,\varepsilon_0); H^2_{imm}(\mathbb{T}; \mathbb{R}^2))$$

such that $\gamma_\varepsilon \in A_0$ for all $\varepsilon \in [0,\varepsilon_0)$. 


In the sequel we will only use linear perturbations of the form $\gamma_\epsilon = \gamma + \epsilon \phi \in \mathcal{A}_0$. By the Frechet differentiability of $L$ and $B$, any solution $\gamma$ to (2.6) satisfies that for all $\phi \in C^\infty(T^1; \mathbb{R}^2)$ such that $\gamma + \epsilon \phi \in \mathcal{A}_0$ for any small $\epsilon > 0$,

$$\frac{d}{d\epsilon} \bigg|_{\epsilon=0} \bar{B}[\gamma_\epsilon] = L[\gamma]DB[\gamma](\phi) + B[\gamma]DL[\gamma](\phi) \geq 0.$$ 

It is obvious that each minimizer $\gamma_0 \in \mathcal{A}_0$ solves the variational inequality. Solutions of the variational inequality can be seen as ‘critical points’ of the energy $\bar{B}$ in a generalized sense.

In the context of a standard critical point one would usually expect an equality statement in (2.6) and also allow for negative values of $\epsilon$ in the perturbations. There is no need for that — a perturbation in the direction of $\phi$ with a negative value of $\epsilon$ corresponds to a perturbation with $-\phi$ with a positive value of $\epsilon$. In our context it is important to distinguish between perturbations with $\phi$ and $-\phi$, since it may happen that only one of these is admissible in $\mathcal{A}_0$. We stress in this context that if we have a perturbation curve $(\epsilon \mapsto \gamma_\epsilon) \in C^1((-\epsilon_0, \epsilon_0); \mathcal{A}_0)$ with $\gamma_0 = \gamma$ we infer

$$(2.7) \quad 0 = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} \bar{B}[\gamma_\epsilon].$$

If $\gamma \in \mathcal{A}_0$ is not an inner point of $\mathcal{A}_0$ in the $H^2$-topology, some perturbations are not allowed in (2.6), which means that standard Euler-Lagrange methods and regularity theory might not apply. It will actually turn out that no minimizer $\gamma_0 \in \mathcal{A}_0$ is an inner point. This is why the minimizer $\gamma_{2T}$ will not be a (global) solution of the elastica equation.

The following lemma characterizes which perturbations are sufficient to conclude that the elastica equation is solved.

**Lemma 2.8** (see [31], Proof of Lemma 5.8). Let $\gamma \in H^2_{imm}((a, b); \mathbb{R}^2)$. Then the following statements are equivalent.

(i) For all $\phi \in C^\infty_0((a, b); \mathbb{R}^2)$ one has

$$L[\gamma]DB[\gamma](\phi) + B[\gamma]DL[\gamma](\phi) \geq 0.$$ 

(ii) For all $\phi \in C^\infty_0((a, b); \mathbb{R}^2)$ one has

$$L[\gamma]DB[\gamma](\phi) + B[\gamma]DL[\gamma](\phi) = 0.$$ 

(iii) For all $x \in (a, b)$ there exists an open neighborhood $U_x \subset (a, b)$ such that for all $\phi \in C^\infty_0(U_x; \mathbb{R}^2)$ one has

$$L[\gamma]DB[\gamma](\phi) + B[\gamma]DL[\gamma](\phi) = 0.$$ 

If one of the above statements holds true then $\gamma \in C^\infty_{imm}([a, b]; \mathbb{R}^2)$ and $\gamma$ solves the elastica equation (2.3) on $[a, b]$ for $\lambda = \frac{B[\gamma]}{L[\gamma]}$. The analogous statement remains true if one replaces $(a, b)$ by $T^1$.

Using these findings we will characterize solutions of the variational inequality.
2.3. Self-intersection properties and regularity of solutions to the variational inequality. In this section we study some properties of solutions of (2.6) concerning self-intersection. Precisely, we will prove that each solution to (2.6) may have only one tangential self-intersection. The arguments used in this section are similar to [31, Section 5].

For arbitrary $\gamma \in \mathcal{A}_0$ we introduce the notation

$$S[\gamma] := \{ p \in \mathbb{R}^2 : \mathcal{H}^0(\gamma^{-1}(\{p\})) > 1 \},$$

where $\mathcal{H}^0$ denotes the counting measure. For $p \in S[\gamma]$ we define the quantity

$$\text{mult}[\gamma](p) := \mathcal{H}^0(\gamma^{-1}(\{p\})).$$

Moreover the set of tangential self-intersections is denoted by

$$S_{\text{tan}}[\gamma] := \{ p \in S[\gamma] : \det((\gamma'(x_1), \gamma'(x_2))) = 0 \text{ for some } x_1 \neq x_2 \in \gamma^{-1}(\{p\}) \}.$$

Notice that $\det((\gamma'(x_1), \gamma'(x_2))) = 0$ yields (by linear dependence of $\gamma'(x_1)$ and $\gamma'(x_2)$) that $T_\gamma(x_1) = \pm T_\gamma(x_2)$, where $T_\gamma = \frac{\gamma'}{|\gamma'|}$ denotes the unit tangent of $\gamma$. In this section we will prove

**Proposition 2.9.** Let $\gamma_0 \in \mathcal{A}_0$ be a solution to (2.6). Then $S[\gamma_0] = S_{\text{tan}}[\gamma_0] = \{ p \}$ for some $p \in \mathbb{R}^2$ and $\text{mult}[\gamma](p) = 2$. In addition, for the two distinct points $a, b \in \gamma_0^{-1}(\{p\})$, the curves $\gamma_0|_{[a,b]}$ and $\gamma_0|_{[b,a]}$ are smooth and solve the elastica equation. (In particular, $\gamma_0|_{[a,b]}$ and $\gamma_0|_{[b,a]}$ are injective.) Moreover, $T_{\gamma_0}(a) = -T_{\gamma_0}(b)$.

We interpret here $[a, b]$ in a standard way if $a < b$ in $[0, 1)$ and otherwise we consider $[a, b + 1]$, in accordance with the identification $\mathbb{T}^1 \simeq \mathbb{R}/\mathbb{Z}$.

The above proposition characterizes the self-intersection properties and regularity of solutions of (2.6) — in an optimal way! Indeed, we have already shown in Lemma 2.4 that there must remain at least one exceptional point where the elastica equation is not solved.

We start with some preparations for the proof of Proposition 2.9. To this end, we first look at perturbations that do not affect the set of self-intersections.

**Lemma 2.10.** Suppose that $\gamma_0 \in \mathcal{A}_0$ is a solution to (2.6), $x \in \mathbb{T}^1$ and $\gamma_0(x) \notin S[\gamma_0]$. Then there exists an open neighborhood $U_x \subset \mathbb{T}^1$ of $x$ such that

$$L[\gamma_0]DB[\gamma_0](\phi) + B[\gamma_0]DL[\gamma_0](\phi) = 0 \text{ for all } \phi \in C_0^\infty(U_x; \mathbb{R}^2).$$

**Proof.** The proof follows the lines of [31, Lemma 5.7], with the tiny additional difficulty that the rotation number needs to be discussed. Since $\gamma_0^{-1}(S[\gamma_0])$ is closed, there exists $U_x \subset \mathbb{T}^1$, an open neighborhood of $x$, such that for all $\phi \in C_0^\infty(U_x)$ and $\varepsilon \in \mathbb{R}$ the perturbed curve $\gamma_0 + \varepsilon \phi$ has a self-intersection. The fact that $N[\cdot]$ is integer-valued and $H^2_{\text{mm}}$-continuous implies also that $N[\gamma_0 + \varepsilon \phi] = 1$ for $|\varepsilon|$ sufficiently small and fixed $\phi \in C_0^\infty(U_x)$. 


In particular $\gamma_0 + \varepsilon \phi \in \mathcal{A}_0$ for such $\varepsilon$ and $\phi$. By (2.7) we conclude

$$0 = \frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} L[\gamma_0 + \varepsilon \phi]B[\gamma_0 + \varepsilon \phi] = L[\gamma_0]DB[\gamma_0](\phi) + B[\gamma_0]DL[\gamma_0](\phi).$$

This implies that the elastica equation is solved at each point that is not a point of self-intersection.

**Proof of Proposition 2.9.** Let $\gamma_0 \in \mathcal{A}_0$ be a solution to (2.6). The proof is divided into several steps.

**Step 1:** We show $S[\gamma_0] = \{p\}$ for some $p \in \mathbb{R}^2$. To prove this we follow the lines of [31, Lemma 5.8]. Assume that there exist two distinct points $p, q \in S[\gamma_0]$. Fix $x \in \mathbb{T}^1$. Then either $\gamma_0(x) \neq p$ or $\gamma_0(x) \neq q$. Without loss of generality we may assume that $\gamma_0(x) \neq p$. Since $\gamma_0^{-1}(\{p\}) \subseteq \mathbb{T}^1$ is closed one can find an open neighborhood $U_x$ of $x$ such that $U_x \cap \gamma_0^{-1}(\{p\}) = \emptyset$. One readily checks that for each $\phi \in C_0^\infty(U_x; \mathbb{R}^2)$ there holds $\gamma_0 + \varepsilon \phi \in \mathcal{A}_0$ for $|\varepsilon|$ sufficiently small (since $p \in S[\gamma_0 + \varepsilon \phi]$ and $N[\gamma_0 + \varepsilon \phi] = 1$ for $|\varepsilon| \ll 1$). With this in hand we compute by (2.7) that for all $\phi \in C_0^\infty(U_x; \mathbb{R}^2)$ there holds

$$0 = \frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} L[\gamma_0 + \varepsilon \phi]B[\gamma_0 + \varepsilon \phi] = L[\gamma_0]DB[\gamma_0](\phi) + B[\gamma_0]DL[\gamma_0](\phi).$$

Since $x \in \mathbb{T}^1$ was arbitrary one concludes by Lemma 2.8 that $\gamma_0 \in \mathcal{A}_0$ is smooth and solves the elastica equation. This is a contradiction to Lemma 2.4.

**Step 2:** We show $\text{mult}[\gamma_0](p) = 2$ for the unique point $p \in S[\gamma]$. To show this we assume $\text{mult}[\gamma_0](p) \geq 3$. Then each $x \in \mathbb{T}^1$ has an open neighborhood $U_x$ that satisfies condition (iii) of Lemma 2.8 since $U_x$ can be taken so small that $\gamma^{-1}(p) \setminus U_x$ contains at least two points (cf. [31, Lemma 5.9]). Thereupon, Lemma 2.8 yields that $\gamma_0$ is smooth and solves the elastica equation. This is again a contradiction to Lemma 2.4.

**Step 3:** We show $S[\gamma_0] = S_{\text{tan}}[\gamma_0]$. If we assume that the unique self-intersection point $p \in \mathbb{R}^2$ is non-tangential, any small perturbation keeps the self-intersection so that $\gamma_0$ solves the elastica equation (see also [31, Lemma 5.12]). This is again a contradiction. We have shown that $S[\gamma_0] = S_{\text{tan}}[\gamma_0] = \{p\}$ for a singleton $p \in \mathbb{R}^2$ with $\gamma_0^{-1}(\{p\}) = \{a, b\}$ for two distinct values $a, b \in \mathbb{T}^1$.

**Step 4:** We show that the curves $\gamma_0|[a,b]$ and $\gamma_0|[b,a]$ are smooth elasticae (which are trivially injective except at their endpoints). Indeed, since $\gamma_0(x) \notin S[\gamma_0]$ for all $x \in (a,b)$ and all $x \in (b,a+1)$ one infers from Lemma 2.10 that point (iii) of Lemma 2.8 holds true on $[a,b]$ and $[b,a+1]$. Using Lemma 2.8 we obtain the claim.

**Step 5:** We show $T_{\gamma_0}(a) = -T_{\gamma_0}(b)$. By Step 3 one already has $T_{\gamma_0}(a) = \pm T_{\gamma_0}(b)$. Assume that $+ = +$. Choose a reparametrization of $\gamma_0$ with constant speed, which we call again $\gamma_0$ by abuse of notation. One readily checks (cf. [31, Lemma A.6]) that $\gamma_0 \in \mathcal{A}_0$. Moreover, we infer from our assumption that $\gamma_0(a) = \gamma_0(b)$ and $\gamma_0'(a) = \gamma_0'(b)$. In particular $\gamma_0 = $
\(\gamma_0|_{[a,b]}\) and \(\gamma_{02} := \gamma_0|_{[b,a]}\) are two \(C^1\)-closed curves. Notice that suitable reparametrizations of both such curves lie in \(H^2_{imm}(T^1, \mathbb{R}^2)\). Since \(\gamma_0\) may not have self-intersections except for \(\gamma_0(a) = \gamma_0(b) = p\) we obtain that \(\gamma_{01}\) and \(\gamma_{02}\) are closed embedded curves. By Hopf’s Umlaufsatz (see also [31, Lemma A.5]) one infers that \(N[\gamma_0] = 1\), that is, \(\frac{1}{2\pi} \int_{\gamma_0} k\, ds \in \{\pm 1\}\) for \(i = 1, 2\), and hence \(N[\gamma_0] = \frac{1}{2\pi} \int_{\gamma_{01}} k\, ds = \frac{1}{2\pi} \int_{\gamma_{01}} k\, ds + \frac{1}{2\pi} \int_{\gamma_{02}} k\, ds \in \{0, 2\}\). This is a contradiction to \(N[\gamma_0] = 1\) as \(\gamma_0 \in \mathcal{A}_0\). □

An important consequence of Proposition 2.9 is that each solution of (2.6) \(\gamma_0 \in \mathcal{A}_0\) is composed of two embedded cuspidal elasticae, defined as follows.

**Definition 2.11 (Embedded cuspidal elastica: ECE).** We call a smooth curve \(\gamma \in C^\infty_{imm}([a,b]; \mathbb{R}^2)\) an embedded cuspidal elastica (for short: ECE) if \(\gamma\) is an elastica such that \(\gamma|_{[a,b)}\) is injective, \(\gamma(a) = \gamma(b)\), and \(T_\gamma(a) = -T_\gamma(b)\).

The ECE property already gives a pretty explicit characterization of the solutions to the variational inequality — we will be able to classify all ECEs. This will reduce the amount of candidates for solutions dramatically. In order to characterize solutions of (2.6) exhaustively, we need to understand more about the regularity at the unique self-intersection point \(p = \gamma(a) = \gamma(b)\) determined in Proposition 2.9. We will derive an optimal global regularity statement that can be understood as a coupling condition.

**Lemma 2.12 (Global regularity, see also Appendix C).** Each solution \(\gamma \in \mathcal{A}_0\) of the variational inequality (2.6) has a reparametrization (of constant speed) that lies in \(W^{3,\infty}(T^1; \mathbb{R}^2)\). In particular, \(k[\gamma] \in C^0(T^1; \mathbb{R})\).

**Sketch of Proof.** The \(W^{3,\infty}\)-regularity follows essentially by the same principle as Dall’Acqua–Deckelnick’s proof for an obstacle problem [7, Theorem 5.1], which obtains regularity from one-sided perturbations. In fact, around the unique tangential self-intersection, the curve is represented by two graphs, and each of them allows one-sided perturbations, in the direction that maintains self-intersections. A crucial implication of this is that \(D\bar{B}\) can locally be represented by a Radon measure. If this Radon measure is finite, standard techniques yield the desired regularity. In [7, Theorem 5.1] this finiteness follows from an obstacle condition, while in our situation it does from the self-intersection properties, see Appendix C for details. □

We have obtained an additional coupling condition at the self-intersection point of a solution of (2.6). All in all, each solution consists of two ECEs whose curvatures match up at the endpoints.

### 2.4. Classification of ECEs.

Our goal in the next section is to characterize all ECEs. The main tool we will use is the explicit parametrization of planar elasticae, given in Proposition 2.2.

Before we start with our search for ECEs, we can rule out the prototypes (i), (iii), and (v) and all their rescalings, reparametrizations and isometric images: The linear case (i) and the circular case (v) are obvious, while...
the borderline case (iii) can also be ruled out immediately by the fact that the tangential angle \( \theta := \arg(T_\gamma) \in [0,2\pi] \) is strictly increasing between 0 and \( 2\pi \), see \[25\] Eq. (3.6)]. Indeed, if the borderline elastica \( \gamma \) had a self-intersection with antipodal tangents at \( p \) and \( \gamma^{-1}\{p\} = \{a,b\} \), then \( \theta(b) - \theta(a) = \pm \pi \), implying that \( \gamma|_{[a,b]} \) can be represented (after rotation) as a graph of a convex function. But this contradicts the assumption that \( \gamma(a) = \gamma(b) \).

We now examine the wavelike case and the orbitlike case in Sections 2.4.1 and 2.4.2 respectively.

2.4.1. Wavelike ECEs. We prove in this section that there exists (up to scaling, reparametrization and isometries of \( \mathbb{R}^2 \)) only one wavelike ECE — the teardrop elastica, cf. Figure 2a.

By Proposition 2.2 the modulus \( m \in (0,1) \) characterizes a wavelike elastica uniquely up to scaling, reparametrization and isometries of \( \mathbb{R}^2 \). We will show that only one modulus \( m = m_T \) leads to an ECE. For notational simplicity we define

\[
\alpha(m) := \arcsin\left(\frac{1}{2m}\right) \in (0, \frac{\pi}{2}] \quad (m \geq \frac{1}{2}).
\]

The modulus \( m_T \) is characterized as the unique root of

\[
f : \left[\frac{1}{2}, 1\right) \to \mathbb{R}, \quad f(m) := \int_0^{\pi-\alpha(m)} \frac{1 - 2m \sin^2 \theta}{\sqrt{1 - m \sin^2 \theta}} \, d\theta.
\]

Existence and uniqueness of \( m_T \) follow from Proposition 2.13 (Proof in Appendix B). For all \( m \in \left(\frac{1}{2}, 1\right) \) one has \( f'(m) < 0 \). Moreover, \( f\left(\frac{1}{2}\right) > 0 \) and \( f(m_8) < 0 \), where \( m_8 \in (0,1) \) is the root of \( m \mapsto 2E(m) - K(m) \) (which exists and is unique due to \[31\] Lemma B.4). In particular there exists a unique \( m_T \in (0,1) \) such that \( f(m_T) = 0 \). Moreover, \( m_T \in \left(\frac{1}{2}, m_8\right) \).

The numerical value of \( m_T \) is \( m_T \approx 0.7312 \), cf. Table 1.

In this section we will often fix a parametrization of wavelike elasticae that differs from the one in Proposition 2.2. Namely, we define

\[
\gamma(x|m) := \begin{pmatrix} 2E(x,m) - F(x,m) \\ -2\sqrt{m} \cos(x) \end{pmatrix} \quad (x \in \mathbb{R}).
\]

for some fixed \( m \in (0,1) \). Notice that \( s \mapsto \gamma(s|m) \) exactly yields the prototypical wavelike elastica in Proposition 2.2. In this way \( \gamma(\cdot|m) \) enjoys ‘(anti)periodic behavior’, i.e. for any \( m \in (0,1) \) and \( x \in \mathbb{R} \),

\[
\gamma(x + \pi|m) = \begin{pmatrix} \gamma^{(1)}(x|m) \\ -\gamma^{(2)}(x|m) \end{pmatrix} + \begin{pmatrix} 2(2E(m) - K(m)) \\ 0 \end{pmatrix},
\]

and hence also

\[
\gamma(x + 2\pi|m) = \gamma(x|m) + \begin{pmatrix} 4(2E(m) - K(m)) \\ 0 \end{pmatrix}.
\]
The main advantage of our chosen parametrization is now that the period does not depend on the modulus $m$.

For the proofs to come it is convenient to define for $x \in \mathbb{R}$ and $m \in (0, 1)$,

$$G(x, m) := \gamma(1)(x|m) = 2E(x, m) - F(x, m)$$

(2.13)

$$= \int_0^x \frac{1 - 2m \sin^2 \theta}{\sqrt{1 - m \sin^2 \theta}} \, d\theta.$$

In the sequel we will use many properties of $G$, summarized in the following

**Lemma 2.14.** For all $m \in (0, 1)$, $l \in \mathbb{Z}$, and $x \in \mathbb{R}$ there holds

(i) $G(-x, m) = -G(x, m)$;
(ii) $G(x + l\pi, m) = G(x, m) + 2l(2E(m) - K(m)) = G(x, m) + G(l\pi, m)$;
(iii) $G(\frac{\pi}{2}, m) = 2E(m) - K(m)$;
(iv) if $m < m_T$, then $G(x, m) = 0$ implies $x = 0$;
(v) the equation $G(x, m_T) = 0$ has exactly three solutions: $x = 0$ and $x = \pm (\pi - \alpha(m))$.

**Proof.** Statements (i), (ii), (iii) are immediate using Proposition A.3. We prove (iv) and (v), thus assuming $m < m_T$. Since if $m < 1/2$, then $G(\cdot, m)$ is strictly increasing (see $\partial_x G$ below) and thus (iv) is trivial, we may hereafter assume that $m \geq 1/2$. In view of symmetry in (i), it is sufficient to prove that $m \in [1/2, m_T)$ implies $G(x, m) > 0$ for all $x > 0$, while if $m = m_T$ then \{ $x > 0 \mid G(x, m_T) = 0$ \} = \{ $\pi - \alpha(m)$ \}. We compute

$$\partial_x G(x, m) = \frac{1 - 2m \sin^2(x)}{\sqrt{1 - m \sin^2(x)}}$$

$$\begin{cases}
= 0 & x = k\pi \pm \alpha(m) \quad (k \in \mathbb{Z}), \\
> 0 & x \in (k\pi - \alpha(m), k\pi + \alpha(m)) \quad (k \in \mathbb{Z}), \\
< 0 & x \in (k\pi + \alpha(m), (k + 1)\pi - \alpha(m)) \quad (k \in \mathbb{Z}).
\end{cases}$$

The following key behavior becomes visible: $G(\cdot, m)$ is strictly increasing on $(0, \alpha(m))$, decreasing on $(\alpha(m), \pi - \alpha(m))$, and again increasing on $(\pi - \alpha(m), \pi)$. By Proposition 2.13, we deduce that $G(\pi - \alpha(m), m) \geq 0$ (since $m \leq m_T$) with equality if and only if $m = m_T$. Hence $G(x, m) \geq \min\{G(0, m), G(\pi - \alpha(m), m)\} = 0$ for all $x \in (0, \pi)$, and equality holds if and only if $m = m_T$ and $x = \pi - \alpha(m)$. Now it is sufficient to show that $G(x, m) > 0$ for all $x \geq \pi$. Let $x \in [k\pi, (k + 1)\pi]$ with a positive integer $k \geq 1$. By the above behavior of $G$ on $[0, \pi]$ it is clear that $G(\pi, m) > 0$. By property (ii) and by the fact that $G(\cdot, m) \geq 0$ on $[0, \pi]$,

$$G(x, m) = G(x - k\pi, m) + 2k(2E(m) - K(m)) \geq 2k(2E(m) - K(m)).$$

Then by the estimate $m \leq m_T < m_S$ in Proposition 2.13 and by the fact that $2E(m) - K(m) > 0$ for all $m < m_S$ (cf. [31, Proof of Lemma B.4]), we deduce that $G(x, m) > 0$ for any $x \geq \pi$. The proof is now complete. \hfill \Box
We next define the teardrop elastica rigorously.

**Definition 2.15** (Teardrop elastica). Let \( a_T := -\pi + \alpha(m_T) \) and \( b_T := \pi - \alpha(m_T) \). Then \( \gamma_T := \gamma(\cdot |m_T)|_{a_T,b_T} \in C^\infty_{imm}([a_T,b_T];\mathbb{R}^2) \) is called teardrop elastica. We will also call rescalings, isometric images and reparametrizations teardrop elasticae. However we will use the notation \( \gamma_T \) only for the curve defined above.

**Proposition 2.16** (Existence of wavelike ECEs). Each teardrop elastica is an ECE.

**Proof.** It suffices to show that \( \gamma_T \) is an ECE. We first compute that

\[
\gamma(a_T|m_T) = \gamma(b_T|m_T).
\]

Indeed, Lemma 2.14 (v) and (2.13) yield \( \gamma^{(1)}(a_T|m_T) = -\gamma^{(1)}(b_T|m_T) = 0 \), while properties of cos yield that \( \gamma^{(2)}(a_T|m_T) = \gamma^{(2)}(b_T|m_T) \). Next we look at \( \gamma'(\cdot|m_T) \). Observe that by (2.13), the definition of \( b_T \), (2.8) and \( \sin^2(b_T) = \frac{1}{m_T} \),

\[
(\gamma^{(1)})'(b_T|m_T) = \frac{1 - 2m_T \sin^2(x)}{\sqrt{1 - m_T \sin^2(x)}}|_{x = b_T} = 0.
\]

Analogously, one shows \( (\gamma^{(1)})'(a_T|m_T) = 0 \). Now note that \( (\gamma^{(2)})'(x|m_T) = 2\sqrt{m_T \sin(x)} \) and hence \( (\gamma^{(2)})'(a_T|m_T) = -(\gamma^{(2)})'(b_T|m_T) \). We thus find that \( \gamma'(a_T|m_T) = -\gamma'(b_T|m_T) \) and hence

\[
T_{\gamma'(\cdot|m_T)}(a_T) = -T_{\gamma'(\cdot|m_T)}(b_T).
\]

Finally we show that \( \gamma(\cdot|m_T) \) is embedded on \([a_T,b_T] \). To this end, assume that there exist \( x_1,x_2 \in [a_T,b_T], x_1 < x_2 \), such that \( \gamma(x_1|m_T) = \gamma(x_2|m_T) \). By definition of \( a_T,b_T \) one has \( -\pi < x_1 < x_2 < \pi \). Since \( \gamma^{(2)}(x_2|m_T) = \gamma^{(2)}(x_1|m_T) \), i.e. \( \cos(x_1) = \cos(x_2) \), one has \( x_2 = -x_1 > 0 \). Since \( \gamma^{(1)}(x_1|m_T) = \gamma^{(1)}(x_2|m_T) = \gamma^{(1)}(-x_1|m_T) \) and \( \gamma^{(1)}(\cdot|m_T) \) is odd, we infer that \( \gamma^{(1)}(x_1|m_T) = \gamma^{(1)}(x_2|m_T) = 0 \). Hence \( x_2 \in (0,b_T) \) satisfies \( G(x_2,m_T) = 0 \). By Lemma 2.14 (v) however \( G(\cdot,m_T) = 0 \) has no solution in \((0,b_T) \). This is a contradiction. \( \square \)

The rest of this section is devoted to the proof of the following fact.

**Proposition 2.17** (Uniqueness of wavelike ECEs). Let \( a < b \) and suppose that \( \gamma \in C^\infty_{imm}([a,b];\mathbb{R}^2) \) is a wavelike ECE. Then \( \gamma \) is a teardrop elastica.

Before the proof we need some preparatory lemmas.

**Lemma 2.18.** Let \( m < m_T \). Then \( \gamma(\cdot|m) \) given by (2.10) does not have any self-intersection on \( \mathbb{R} \).

**Proof.** Let \( m < m_T \). We show that \( \gamma(\cdot|m) \) is injective on \( \mathbb{R} \). We may without loss of generality assume that \( m \geq \frac{1}{2} \) since for \( m < \frac{1}{2} \), \( \gamma^{(1)}(\cdot|m) \) is strictly increasing and hence injective. Thus from now on \( m \in [\frac{1}{2},m_T) \).

For a contradiction assume that there exist \( x_1,x_2 \in \mathbb{R}, x_1 \neq x_2 \) such that...
\( \gamma(x_1|m) = \gamma(x_2|m) \). By comparing first and second components we infer from (2.10) that \( G(x_1, m) = G(x_2, m) \) and \( \cos(x_1) = \cos(x_2) \). The latter equation yields \( x_2 = \pm x_1 + 2l \pi \) for some \( l \in \mathbb{Z} \). Now Lemma 2.14 (i),(ii) implies
\[
G(x_1, m) = G(x_2, m) = G(\pm x_1 + 2l \pi, m) = \pm G(x_1, m) + 4l(2E(m) - K(m)).
\]
In the case of "\( \pm = +\)" we obtain \( 0 = 4l(2E(m) - K(m)) \). However, \( x_1 \neq x_2 \) yields \( l \neq 0 \) and hence we infer that \( 2E(m) - K(m) = 0 \). This implies \( m = m_8 \), which contradicts \( m < m_T < m_8 \), due to Proposition 2.13. In the case of "\( \pm = -\)" we obtain \( G(x_1, m) = 2l(2E(m) - K(m)) = G(l \pi, m) \). Using once more Lemma 2.14 (ii) we infer that \( G(x_1 - l \pi, m) = 0 \). We infer from Lemma 2.14 (iv) that \( x_1 - l \pi = 0 \). However then \( x_2 = -x_1 + 2l \pi = l \pi = x_1 \), a contradiction.

**Lemma 2.19.** Let \( m > m_T \). Then there exist \( x_1, x_2 \in [0, 2\pi] \), \( x_1 \neq x_2 \) such that \( \gamma(x_1|m) = \gamma(x_2|m) \).

**Proof.** Since \( m > m_T \) we infer from Proposition 2.13 that
\[
G(\pi - \alpha(m), m) = \int_0^{\pi - \alpha(m)} \frac{1 - 2m \sin^2 \theta}{\sqrt{1 - m \sin^2 \theta}} \, d\theta < 0.
\]
Since the integrand is positive for small \( \theta > 0 \) we infer that there must exist \( y \in (0, \pi - \alpha(m)) \) such that \( G(y, m) = 0 \) by continuity. We claim that \( x_1 = \pi - y \) and \( x_2 = \pi + y \) yield a self-intersection. First note that \( \gamma(2)(\pi - y|m) = -2\sqrt{m} \cos(\pi - y) = -2\sqrt{m} \cos(\pi + y) = \gamma(2)(\pi + y|m) \). We conclude by Lemma 2.14 (i),(ii)
\[
\gamma(1)(\pi + y|m) - \gamma(1)(\pi - y|m) = G(\pi + y, m) - G(\pi - y, m) = 2G(y, m) = 0.
\]
The claim follows. \( \square \)

**Proof of Proposition 2.17.** Let \( \gamma \) and \( a < b \) be as in the statement. Up to isometries, scaling and reparametrization we may assume that \( \gamma = \gamma(|m) \) for some \( m \in (0, 1) \). Without loss of generality we may assume \( a \in [-\pi, 0] \), otherwise we use the periodicity properties (2.11) and (2.12) and examine an appropriate isometric image of \( \gamma \). We need to show that \( m = m_T \), \( a = a_T \) and \( b = b_T \). We first show \( m = m_T \). Assume the opposite. Note that \( m < m_T \) is impossible by Lemma 2.18. Hence we assume \( m > m_T \). By Proposition 2.13 we obtain (using \( f \) defined there)
\[
0 > f(m) = G(\pi - \alpha(m), m).
\]
Since \( G(x, m) > 0 \) for small \( x > 0 \) one obtains that there exists \( a_0 \in (0, \pi - \alpha(m)) \) such that \( G(a_0, m) = 0 \), i.e. \( \gamma(1)(a_0|m) = 0 \). Using this, the evenness of \( \gamma(2)(|m) \) and the periodicity (2.12) we obtain in particular \( \gamma(-a_0|m) = \gamma(a_0|m) \) and \( \gamma(2\pi - a_0|m) = \gamma(2\pi + a_0|m) \). Combining these
with \( a \in [-\pi, 0] \) and the embeddedness of \( \gamma(\cdot|m)|_{(a,b)} \), we find that there are only two possible cases:

\[
(2.14) \quad a \in [-\pi, -a_0], \; b \leq a_0, \quad \text{or} \quad a \in (-a_0, 0], \; b \leq 2\pi + a_0.
\]

Now we note that \( \gamma(a) = \gamma(b) \) and \( T_\gamma(a) = -T_\gamma(b) \) yield a set of four equations

\[
\begin{align*}
(\text{i}) & \quad G(a, m) = G(b, m), \\
(\text{ii}) & \quad -2\sqrt{m} \cos(a) = -2\sqrt{m} \cos(b), \\
(\text{iii}) & \quad 2D(a)\sqrt{m} \sin(a) = -2D(b)\sqrt{m} \sin(b), \\
& \quad \text{where } D(x) = |\gamma'(x)|^{-1} = \left( \sqrt{4m \sin^2(x)} + \frac{(1-2m\sin^2(x))^2}{1-m\sin^2(x)} \right)^{-1}, \\
(\text{iv}) & \quad D(a)\frac{1-2m\sin^2(a)}{\sqrt{1-m\sin^2(a)}} = -D(b)\frac{1-2m\sin^2(b)}{\sqrt{1-m\sin^2(b)}}, \quad \text{where } D(a) \text{ and } D(b) \text{ are as in (iii).}
\end{align*}
\]

Note that equation (ii) implies \( \cos(a) = \cos(b) \) and hence also \( \cos^2(a) = \cos^2(b) \), whereupon also \( \sin^2(a) = \sin^2(b) \). Since \( D(x) \) depends only on \( \sin^2(x) \) we infer \( D(a) = D(b) \). With this in hand we obtain \( (\cos(a), \sin(a)) = (\cos(b), -\sin(b)) \) and \( 1 - 2m\sin^2(a) = 0 \). We conclude from these equations that

\[
a = -b + 2\pi l \quad \text{for some } l \in \mathbb{Z},
\]

and

\[
a = k\pi \pm \arcsin \sqrt{\frac{1}{2m}} \quad \text{for some } k \in \mathbb{Z}.
\]

Combining these with (2.14), we need to consider only \( a = -\arcsin \sqrt{\frac{1}{2m}} = -\alpha(m) \in (-\frac{\pi}{2}, 0) \) (by (2.8)), and for \( b \) only the two possibilities \( b = -a \) or \( b = 2\pi - a \). The former case can be ruled out since in this case one has \( 1 - 2m\sin^2 x > 0 \) (i.e. \( G'(x, m) > 0 \)) for all \( x \in (a, b) \), a contradiction to equation (i). The latter case can also be ruled out since it yields \( a < 0 \) and \( b > 2\pi \), which contradict Lemma 2.19 and the embeddedness requirement. We have shown that \( m = m_T \). Thereupon it is straightforward with the explicit formula (2.10) and Lemma 2.14(v) to prove that (up to translations and isometries) \( a = a_T \) and \( b = b_T \). \( \square \)

2.4.2. Orbitlike ECEs. In this section we examine orbitlike ECEs. For this purpose we choose again reparametrizations of orbitlike elasticae in the same fashion as in the previous section. More precisely we define for this section

\[
(2.15) \quad \gamma(x|m) := \frac{1}{m} \left( \frac{2E(x, m) + (m - 2)F(x, m)}{-2\sqrt{1 - m\sin^2(x)}} \right) \quad (x \in \mathbb{R}),
\]

for arbitrary \( m \in (0,1) \). Again \( s \mapsto \gamma(am(s, m)|m) \) is a prototype of an orbitlike elastica in the sense of Proposition 2.2. The curve \( \gamma(\cdot|m) \) is \( \pi \)-periodic modulo shifts, more precisely

\[
(2.16) \quad \gamma(x + \pi|m) = \gamma(x|m) + \frac{1}{m} \left( \frac{2E(m) + (m - 2)K(m)}{0} \right) \quad (x \in \mathbb{R}, m \in (0,1)).
\]
It also has a reflection symmetry around $x = \frac{\pi}{2}$, more precisely

$$
\gamma\left(\frac{\pi}{2} + x|m\right) - \gamma\left(\frac{\pi}{2}|m\right) = R\left(\gamma\left(\frac{\pi}{2} - x|m\right) - \gamma\left(\frac{\pi}{2}|m\right)\right), \quad R = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.
$$

It is also convenient to express the first component by

$$
\gamma^{(1)}(x|m) = \int_0^x \frac{1 - 2 \sin^2 \theta}{\sqrt{1 - m \sin^2 \theta}} \, d\theta.
$$

As in the previous section we are interested in which configurations yield orbitlike ECEs. It will turn out that ECEs occur only for one unique modulus $m_H \in (0, 1)$ that is characterized by the unique solution $m \in (0, 1)$ to

$$
g(m) := \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \frac{1 - 2 \sin^2 \theta}{\sqrt{1 - m \sin^2 \theta}} \, d\theta = 2 \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \frac{1 - 2 \sin^2 \theta}{\sqrt{1 - m \sin^2 \theta}} \, d\theta = 0.
$$

Existence and uniqueness of such $m_H$ are ensured by

**Proposition 2.20** (Proof in Appendix [B].) The function $g$ defined in (2.19) is strictly decreasing in $(0, 1)$. Moreover there exists a unique $m_H \in (0, 1)$ such that $g(m_H) = 0$.

The numerical value of $m_H$ is $m_H \simeq 0.8436$, cf. Table 1.

**Definition 2.21** (Heart-shaped elastica). Let $a_H := -\frac{\pi}{4}$ and $b_H := \frac{5\pi}{4}$. Then $\gamma_H := \gamma(|m_H||a_H,b_H|) \in C_{imm}^\infty([a_H,b_H]; \mathbb{R}^2)$ is called heart-shaped elastica. We will also call rescalings, isometric images and reparametrizations of $\gamma_H$ heart-shaped elasticae, but the notation $\gamma_H$ will always fix the representative defined above.

Note carefully that the picture of the heart-shaped elastica in Figure 2b is a translated, rescaled and reflected version of the explicit parametrization $\gamma_H$.

We will show that the heart-shaped elastica is, up to invariances, the unique orbitlike ECE.

Our observations rely on a preparatory lemma which we will use very often in the sequel.

**Lemma 2.22** (Proof in Appendix [B].) For all $m \in (0, 1)$ one has $2E(m) + (m - 2)K(m) < 0$.

**Proposition 2.23** (Existence of orbitlike ECEs). Each heart-shaped elastica is an ECE.

**Proof.** It suffices to show that $\gamma_H$ is an ECE. By the representation (2.15), and by using (2.18) and (2.19) for $\gamma^{(1)}_H$ and $\sin^2\left(\frac{5\pi}{4}\right) = \sin^2\left(\frac{-\pi}{4}\right) = \frac{1}{2}$ for $\gamma^{(2)}_H$, we find that $\gamma\left(-\frac{\pi}{4}|m_H\right) = \gamma\left(\frac{5\pi}{4}|m_H\right)$. For the derivative we compute

$$
(\gamma^{(1)})'(x|m) = \frac{1 - 2 \sin^2(x)}{\sqrt{1 - m_H \sin^2(x)}}, \quad (\gamma^{(2)})'(x|m) = \frac{2 \sin(x) \cos(x)}{\sqrt{1 - m_H \sin^2(x)}}.
$$
A direct computation yields that $(\gamma^{(1)})'(-\frac{\pi}{4}|m_H) = (\gamma^{(1)})'\left(\frac{5\pi}{4}|m_H\right) = 0$ and also $(\gamma^{(2)})'(-\frac{\pi}{4}|m_H) = -(\gamma^{(2)})'\left(\frac{5\pi}{4}|m_H\right)$, and hence $T_{\gamma(\cdot|m_H)}(-\frac{\pi}{4}) = -T_{\gamma(\cdot|m_H)}\left(\frac{5\pi}{4}\right)$.

It remains to show that $\gamma(\cdot|m_H)|_{[-\frac{\pi}{4}, \frac{5\pi}{4}]}$ is injective. To this end assume that there exist $x_1, x_2$ such that $-\frac{\pi}{4} \leq x_1 < x_2 < \frac{5\pi}{4}$ and $\gamma(x_1|m_H) = \gamma(x_2|m_H)$. For the function $H(z) := \gamma^{(1)}(z|m_H) - \gamma^{(1)}\left(\frac{\pi}{2}|m_H\right)$ we notice by (2.18) and (2.19) that $H(-\frac{\pi}{4}) = H\left(\frac{5\pi}{4}\right) = 0$. Moreover by (2.18) we have $H' > 0$ on $(-\frac{\pi}{4}, \frac{\pi}{4})$ and $H' < 0$ on $\left(\frac{\pi}{4}, \frac{5\pi}{4}\right)$. This implies that $H > 0$ on $(-\frac{\pi}{4}, \frac{\pi}{4})$. Similarly $H < 0$ on $\left(\frac{\pi}{4}, \frac{5\pi}{4}\right)$, and hence we only need to consider $x_1, x_2 \in [-\frac{\pi}{4}, \frac{\pi}{4}]$ or $x_1, x_2 \in \left[\frac{\pi}{4}, \frac{5\pi}{4}\right]$. By reflection symmetry (2.17) we may assume that $x_1, x_2 \in [-\frac{\pi}{4}, \frac{\pi}{4}]$. By comparing the second components we infer that $\sin^2(x_1) = \sin^2(x_2)$ so that (by $x_1, x_2 \in [-\frac{\pi}{4}, \frac{\pi}{4}]$) $x_2 = -x_1$, and hence $x_1, x_2 \in [-\frac{\pi}{4}, \frac{\pi}{4}]$. However observe that

$$0 = (\gamma^{(1)}(x_2|m_H) - \gamma^{(1)}(x_1|m_H)) = \int_{x_1}^{x_2} \frac{1 - 2\sin^2 \theta}{\sqrt{1 - m_H \sin^2 \theta}} \, d\theta,$$

which is a contradiction since $1 - 2\sin^2 \theta > 0$ for all $\theta \in (-\frac{\pi}{4}, \frac{\pi}{4})$. \hfill $\Box$

Proposition 2.24 (Uniqueness of orbitlike ECEs). Let $a < b$ and suppose that $\gamma \in C^\infty_{imm}([a, b]; \mathbb{R}^2)$ is an orbitlike ECE. Then $\gamma$ is a heart-shaped elastica.

For the proof we need a preparatory lemma, similar to the wavelike case.

**Lemma 2.25.** Let $m \in (0, 1)$ be arbitrary. Then there exist distinct points $x_1, x_2 \in (-\frac{\pi}{4}, \frac{\pi}{4})$ such that $\gamma(x_1|m) = \gamma(x_2|m)$.

**Proof.** Note that, by (2.18), $\gamma^{(1)}(x|m)$ is positive for small $x > 0$ but for $x = \frac{\pi}{2}$ we obtain by Lemma 2.22, $\gamma^{(1)}\left(\frac{\pi}{2}|m\right) = \frac{1}{m}(2E(m)+(m-2)K(m)) < 0$. Hence there exists $y \in (0, \frac{\pi}{2})$ such that $\gamma^{(1)}(y|m) = 0$. We claim that $x_1 = -y$ and $x_2 = y$ yield a self-intersection. Indeed, since $\gamma^{(2)}(\cdot|m)$ is an even function we infer $\gamma^{(2)}(y|m) = \gamma^{(2)}(-y|m)$ and by the choice of $y$ and oddness of $\gamma^{(1)}$ we obtain $\gamma^{(1)}(y|m) = \gamma^{(1)}(-y|m) = 0$. \hfill $\Box$

**Proof of Proposition 2.24** Let $\gamma$ and $a < b$ be as in the statement. Up to isometries, scaling and reparametrisation we may assume that $\gamma = \gamma(\cdot|m)$ for some $m \in (0, 1)$.

We may also assume (performing possibly another shift and using (2.17)) that $a \in [-\frac{\pi}{4}, 0]$. We will now show that $a = -\frac{\pi}{4}, b = \frac{5\pi}{4}$ and $m$ satisfies (2.19). By (2.15) and (2.18) we deduce that the conditions $\gamma(a|m) = \gamma(b|m)$ and $T_{\gamma(\cdot|m)}(a) = -T_{\gamma(\cdot|m)}(b)$ amount to the following set of equations

(i) $\int_{a}^{b} \frac{1 - 2\sin^2 \theta}{\sqrt{1 - m \sin^2 \theta}} \, d\theta = 0$,

(ii) $\sqrt{1 - m \sin^2(a)} = \sqrt{1 - m \sin^2(b)}$, 

...
\begin{align*}
(iii) \; D(a) \left( \frac{2 \cos(a) \sin(a)}{\sqrt{1 - m \sin^2(a)}} \right) &= -D(b) \left( \frac{2 \cos(b) \sin(b)}{\sqrt{1 - m \sin^2(b)}} \right), \\
\quad \text{where } D(x) &= |\gamma'(x)|^{-1} = \left( \frac{4 \cos^2(x) \sin^2(x) + (1 - 2 \sin^2(x))^2}{1 - m \sin^2(x)} \right)^{-1/2}.
\end{align*}

(iv) \; D(a) \frac{1 - 2 \sin^2(a)}{\sqrt{1 - m \sin^2(a)}} = -D(b) \frac{1 - 2 \sin^2(b)}{\sqrt{1 - m \sin^2(b)}}, \quad \text{where } D(x) \text{ is as in (iii).}

Note that (ii) implies that \(\sin^2(a) = \sin^2(b)\) and hence also \(\cos^2(a) = \cos^2(b)\) which yields also \(D(a) = D(b)\). From (ii), (iii) and (iv) we conclude thereupon \(\sin^2(a) = \sin^2(b)\), \(\cos(a) \sin(a) = -\cos(b) \sin(b)\) and \(1 - 2 \sin^2(a) = 1 - 2 \sin^2(b) = 0\). As a consequence of these equations we obtain

\[ a, b \in \{l \pi \pm \frac{\pi}{4} : l \in \mathbb{Z} \} = \left\{ \frac{(2l+1)\pi}{4} : l \in \mathbb{Z} \right\} \]

and

\[ a = \pm b + k \pi \text{ for some } k \in \mathbb{Z}. \]

Since \(a \in [-\frac{\pi}{4}, 0]\) the only possibility for \(a\) is \(a = -\frac{\pi}{4}\). By Lemma \[2.25\]
\(\gamma(x_1|m) = \gamma(x_2|m)\) for some \(x_1 \neq x_2 \in [-\frac{\pi}{2}, \frac{\pi}{2}]\) and by \[2.16\] we also have \(\gamma(x_1 + \pi|m) = \gamma(x_2 + \pi|m)\). The fact that \(\gamma([m]|_{a,b})\) needs to be embedded and \(a = -\frac{\pi}{4}\) implies hence that \(b < \frac{3\pi}{4}\). All the previous considerations leave only three cases

\[ (a, b) = \begin{cases} 
\left( -\frac{\pi}{4}, \frac{\pi}{4} \right) & \text{(Case A)}, \\
\left( -\frac{\pi}{4}, \frac{3\pi}{4} \right) & \text{(Case B)}, \\
\left( -\frac{\pi}{4}, \frac{5\pi}{4} \right) & \text{(Case C)}. 
\end{cases} \]

Case A can be ruled out since \(1 - 2 \sin^2(\theta) > 0\) on \((-\frac{\pi}{4}, \frac{\pi}{4})\) and this is a contradiction to equation (i). Case B would contradict \(\cos(a) \sin(a) = -\cos(b) \sin(b)\), and hence this case is ruled out by equation (iii). The only remaining case is Case C, i.e. \(a = -\frac{\pi}{4}, b = \frac{3\pi}{4}\). This with equation (i) and the definition of \(m_H\) directly imply, using \[2.19\], that \(m = m_H\). The claim is shown. \hfill \Box

2.5. Uniqueness results for the variational inequality. Now that we have found all ECEs, there are only three types of candidates for solutions of \[2.6\] — and hence only three types of candidates for minimizers; compositions of two teardrop elasticae, one teardrop elastica and one heart-shaped elastica, and two heart-shaped elasticae.

From now on we use the shorthand notation \(\gamma = \gamma_1 \oplus \gamma_2\) if \(\gamma\) is the concatenation of two curves \(\gamma_1\) and \(\gamma_2\). In this sense we can say that each solution of \[2.6\] is of the form \(\gamma = [S_1(a_1 \gamma_{T/H} \circ \Phi_1)] \oplus [S_2(a_2 \gamma_{T/H} \circ \Phi_2)]\), where \(a_1, a_2 > 0\) are scaling factors, \(S_1, S_2\) are Euclidean isometries and \(\Phi_1, \Phi_2\) are reparametrizations. Sometimes our notation will swallow the reparametrizations \(\Phi_1, \Phi_2\) — but only if it is ensured that reparametrizations can be chosen in such a way that the curves lie in \(A_0\). Notice that this point is actually delicate, since passing through one of the components in a reverse direction will affect the total curvature \(N[\gamma]\). Luckily \(\gamma_T\) and \(\gamma_H\) have a symmetry: Passing through \(\gamma_T\) and \(\gamma_H\) in a reverse direction is actually
the same as passing through an isometric image of $\gamma_T$ or $\gamma_H$ in forward direction. This is easily checked since for $\gamma_H$ we already know the reflection symmetry (2.17) with the fact that $\frac{\pi}{2}$ is the midpoint of $a_H$ and $b_H$, while for $\gamma_T$ we infer from (2.10) and Lemma 2.14 the simpler symmetry

$$
(2.20) \quad \gamma_T(-x) = R\gamma_T(x), \text{ where } R \text{ is the same matrix as in (2.17)}.
$$

Hence we may actually assume that $\Phi_1$ and $\Phi_2$ are orientation-preserving — and can safely be disregarded.

What remains unclear is whether all configurations above actually yield solutions of the variational inequality (2.6). In this section we will finally show that only the elastic two-teardrop, rigorously defined as follows, yields a solution to (2.6).

**Definition 2.26** (Elastic two-teardrop). A curve $\gamma \in A_0$ is called elastic two-teardrop if it coincides up to scaling, isometries and reparametrization with $\gamma_{2T}$ defined by

$$
\gamma_{2T}(x) := \gamma_T(x - \pi + \alpha(m_T))
$$

for $x \in (0, 2(\pi - \alpha(m_T)))$, and

$$
\gamma_{2T}(x) := 2\gamma_T(\pi - \alpha(m_T)) - \gamma_T(x + \pi - \alpha(m_T))
$$

for $x \in (-2(\pi - \alpha(m_T)), 0)$, where $\alpha(m_T)$ is as in (2.8). The notation $\gamma_{2T}$ will be used exclusively for the above parametrization. We also define

$$
(2.21) \quad C_{2T} := \bar{B}[\gamma_{2T}]^2 = 32(2m_T - 1)F(\pi - \alpha(m_T), m_T)^2.
$$

We remark that this shape corresponds to $\gamma = S_1\gamma_T \oplus S_2\gamma_T$, for suitably chosen $S_1, S_2$. An important observation is that $a_1 = a_2$ needs to be ensured.

In the sequel we will rule out different combinations of $\gamma_T$ and $\gamma_H$ and different scaling factors $a_1, a_2$. We first rule out compositions of two heart-shaped elasticae.

**Lemma 2.27.** Let $\gamma \in H^2_{imm}(\mathbb{T}; \mathbb{R}^2)$ be composed of two (possibly rescaled and reparametrized) isometric copies of $\gamma_H$. Then $\gamma \notin A_0$.

**Proof.** We compute

$$
\int_{\gamma_H} k \, ds = \int_{-\frac{\pi}{2}}^{\frac{5\pi}{2}} k[\gamma_H]|\gamma_H'| \, d\theta = \int_{-\frac{\pi}{2}}^{\frac{5\pi}{2}} 2\sqrt{1 - m_H \sin^2(\theta)} \, d\theta = 3\pi.
$$

In particular each concatenation $\gamma$ of two copies of $\gamma_H$ satisfies either $N[\gamma] = 0$ or $N[\gamma] = \frac{1}{\sqrt{\pi}}(3\pi + 3\pi) = 3$. Hence $N[\gamma] = 1$ is impossible, implying $\gamma \notin A_0$. \hfill \Box

Another type to discuss is a combination of a teardrop elastica and a heart-shaped elastica. If $\gamma \in A_0$ is such combination then — according to Lemma 2.12 — $k[\gamma]$ is continuous. From this condition one can read off the admissible scaling factors $a_1, a_2$. 


Lemma 2.28. Suppose that \( \gamma \in H^2_{renorm}(T^1; \mathbb{R}^2) \) is of the form \( \gamma = S_1(a_1\gamma_T) \oplus S_2(a_2\gamma_H) \) for some \( a_1, a_2 > 0 \) and isometries \( S_1, S_2 \) of \( \mathbb{R}^2 \). Suppose further that \( k[\gamma] \) is continuous. Then \( \frac{a_2}{a_1} = \frac{\sqrt{2-m_H}}{\sqrt{2m_T-1}} \).

Proof. Let \( \gamma \) be as in the statement. Let \([a, b]\) denote the interval on which \( \gamma \) is a reparameterization of \( S_1(a_1\gamma_T) \); then \( \gamma \) is a reparameterization of \( S_2(a_2\gamma_H) \) on \([b, a]\). Notice that \( |k[\gamma_T]| \) (resp. \( |k[\gamma_H]| \)) takes the same value at the endpoints \( a_T, b_T \) (resp. \( a_H, b_H \)). With this in hand we can compute \( |k[\gamma](a)| \) in two ways. Firstly using (2.8)

\[
|k[\gamma](a)| = \frac{1}{a_1}|k[\gamma_T](a_T)| = \frac{2}{a_1}\sqrt{m_T} \left| \cos \left( \pi - \arcsin \sqrt{\frac{1}{2m_T}} \right) \right|
\]

\[
= \frac{2}{a_1}\sqrt{m_T} \left( 1 - \frac{1}{2m_T} \right) = \frac{1}{a_1}2\sqrt{2} - 1.
\]

Note that we have no way tell whether the isometry (or the reparametrization) connects \( a \) to the left endpoint \( a_T \) or the other endpoint \( b_T \), but since \( |k[\gamma_T](a_T)| = |k[\gamma_T](b_T)| \) this does not make a difference. In this context we also use that the isometry can only change the sign of \( k[\gamma] \). Secondly, we obtain with the same arguments

\[
|k[\gamma](a)| = \frac{1}{a_2}|k[\gamma_H](a_H)| = \frac{1}{a_2}2\sqrt{1-m_H} \sin^2\left( -\frac{\pi}{4} \right) = \frac{1}{a_2}\sqrt{2} - m_H.
\]

By the continuity assumption on \( k[\gamma] \) we obtain

\[
\frac{\sqrt{2}}{a_1}\sqrt{2m_T - 1} = \frac{\sqrt{2}}{a_2}\sqrt{2 - m_H},
\]

which proves the claim. \( \square \)

Having determined the rescaling ratio we will show that this “drop-heart”-type combination does not yield a solution of (2.6). We will argue that each combination with the above rescaling ratio must have more than one point of self-intersection. This will contradict Proposition 2.9 (see Figure 4).

Lemma 2.29. There exists no solution \( \gamma \in A_0 \) of (2.6) that is composed of one teardrop elastica and one heart-shaped elastica.

Proof. Assume that \( \gamma = S_1(a_1\gamma_T) \oplus S_2(a_2\gamma_H) \) solves (2.6), where \( S_1, S_2 : \mathbb{R}^2 \to \mathbb{R}^2 \) are isometries and \( a_1, a_2 > 0 \) are rescaling factors. The proof will be divided in two major steps.

Step 1: We first determine the parameters we introduced more accurately. Up to isometries and rescalings we may assume that \( S_1 = \text{id} \) and \( a_1 = 1 \), which implies that \( a_2 = \sqrt{\frac{2-m_H}{2m_T-1}} \) by the previous lemma. After those reductions we find that there exists an isometry \( S : \mathbb{R}^2 \to \mathbb{R}^2 \) such that \( \gamma = \gamma_T \oplus S(a_2\gamma_H) \). We observe that \( Sx = \widetilde{S}x + v \) for some \( v \in \mathbb{R}^2 \) and some \( \widetilde{S} \in O_2(\mathbb{R}) \) satisfying \( \det(\widetilde{S}) = -1 \), where the determinant formula
Figure 4. Plots of two different concatenations of $\gamma_T$ and $\gamma_H$. The rescaling ratio found in Lemma 2.28 will yield (exactly) the left hand figure — which has more self-intersections than predicted in Proposition 2.9.

holds true since $N[\gamma] = 1$ implies

$$\pm 2\pi = \int_\gamma k \, ds = \int_{\gamma_T} k[\gamma_T] \, ds + \det(\tilde{S}) \int_{\gamma_H} k[\gamma_H] \, ds = (\pi + \det(\tilde{S})3\pi).$$

Since $\gamma_T'(b_T) = (0, \sqrt{2})$, $\gamma'_H(a_H) = (0, -\frac{2}{\sqrt{1 - m}})$, and $T_{\gamma_T}(b_T) = \tilde{S}T_{\gamma_H}(a_H)$, and since $\gamma \in C^1(T^1; \mathbb{R}^2)$, we obtain $\tilde{S}(0, -1) = (0, 1)$. Since $\tilde{S} \in O_2(\mathbb{R})$ we obtain also $\tilde{S}(1, 0) = \pm(1, 0)$ and since $\det(\tilde{S}) = -1$ we infer that $\tilde{S}(1, 0) = (1, 0)$. Hence

$$\tilde{S} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

We infer that $\gamma = \gamma_T \oplus [\tilde{S}(a_2\gamma_H) + v]$, where $a_2$ and $\tilde{S}$ are as determined above and $v \in \mathbb{R}^2$ is a constant translation, which is determined by $v := \gamma_T(a_T) - \tilde{S}(a_2\gamma_H)(b_H)$, so that the endpoints of both curves are the same.

**Step 2:** We now prove that the above $\gamma = \gamma_T \oplus S(a_2\gamma_H)$ has a self-intersection different from $\gamma_T(a_T) = S(a_2\gamma_H)(b_H))$. This would contradict the self-intersection properties in Proposition 2.9 and thus complete the proof of Lemma 2.29.

By the explicit representation of $\gamma_T$ with (2.10) and representation (2.13), in particular by the second component being strictly decreasing on $(a_T, 0)$, we find that $\gamma_T|_{[a_T, 0]}$ can be represented by the graph $(u_T(y), y)$ of a continuous function $u_T : I_T \rightarrow \mathbb{R}$, where $I_T = [A_T, B_T] := [\gamma_T^{(2)}(0), \gamma_T^{(2)}(a_T)]$, such that $u_T(A_T) = u_T(B_H) = 0$ at the endpoints. By Lemma 2.14 (v) and by the fact that $G''(x, m_T) > 0$ around $x = 0$ we deduce that $u_T < 0$ on $(A_T, B_T)$. On the other hand, also by looking at the explicit representation of $\gamma_H$ with (2.15) and (2.18), we deduce that $\gamma_H|_{[\frac{3}{2}, 3]}$ can be represented by the graph $(u_H(y), y)$ of a continuous function $u_H$:
\( I_H \to \mathbb{R} \), where \( I_H = [A_H, B_H] := \left[ \gamma_H^{(2)} \left( \frac{3\pi}{4} \right), \gamma_H^{(2)} \left( \frac{\pi}{2} \right) \right] \), such that \( u_H(A_H) < \gamma_H^{(1)} \left( \frac{\pi}{2} \right) = u_H(B_H) \), where the first inequality follows by \((2.17)\) and \((2.19)\) with \( x = \frac{\pi}{2} \). Therefore, using the above expression of \( S \) and the fact that \( v(1) = -a_2 \tilde{\gamma}_H^{(1)} (b_H) = -a_2 \tilde{\gamma}_H^{(1)} (\frac{\pi}{2}) \), following from \((2.17)\) with \( x = \frac{3\pi}{4} \) and \((2.19)\), we find that \( S(a_2 \tilde{\gamma}_H) \mid_{\left[ \frac{3\pi}{4}, \frac{\pi}{2} \right]} \) is represented by \((u_H(y), y)\) with \( \tilde{u}_H : \tilde{I}_H \to \mathbb{R} \) defined by \( \tilde{I}_H = [\tilde{A}_H, \tilde{B}_H] := \left[ -a_2 B_H + v(2), -a_2 A_H + v(2) \right] \) and \( \tilde{u}_H(y) := a_2(u_H(-y - a_2^2) - u_H(B_H)) \). In particular, \( \tilde{u}_H(\tilde{A}_H) = 0 \) and \( \tilde{u}_H(\tilde{B}_H) < 0 \). Noting that by \((2.15)\) one has \( \gamma_H^{(2)} \left( \frac{3\pi}{4} \right) = \gamma_H^{(2)} \left( \frac{5\pi}{4} \right) = \gamma_H^{(2)} (b_H) \) and recalling that \( v \) is chosen so that \( v(2) = \gamma_H^{(2)} (a_T) - (\tilde{S}(a_2 \gamma_H))^{(2)} (b_H) = \gamma_H^{(2)} (a_T) + a_2 \gamma_H^{(2)} (b_H) \), we deduce that \( B_T = \tilde{B}_H \).

Now for the desired self-intersection property, in view of the intermediate value theorem for \( u_T - \tilde{u}_H \), it is sufficient to prove that \( \tilde{A}_H > A_T \), namely

\[
-a_2 \gamma_H^{(2)} \left( \frac{\pi}{2} \right) + \gamma_H^{(2)} (a_T) + a_2 \gamma_H^{(2)} (b_H) > \gamma_H^{(2)} (0).
\]

By direct computations using \((2.8)\) and \((2.10)\) we have \( \gamma_H^{(2)} (0) = -2\sqrt{m_T} \) and \( \gamma_H^{(2)} (a_T) = -2\sqrt{m_T} \cos \left( \pi - \arcsin \sqrt{\frac{1}{2m_T}} \right) = \sqrt{2} \sqrt{2m_T - 1} \), and by using \((2.15)\) we also have \( \gamma_H^{(2)} (b_H) = \gamma_H^{(2)} \left( \frac{5\pi}{4} \right) = -\frac{2}{m_H} \sqrt{1 - \frac{m_H}{2}} \) and \( \gamma_H^{(2)} \left( \frac{\pi}{2} \right) = -\frac{2}{m_H} \sqrt{1 - \frac{m_H}{2}} \). Therefore, also by using \( a_2 = \sqrt{\frac{2 - m_H}{2m_T - 1}} \), we find that \((2.22)\) is equivalent to

\[
Y := \sqrt{2} \sqrt{2m_T - 1} + 2 \sqrt{\frac{2 - m_H}{2m_T - 1} \left( \frac{1}{m_H} \sqrt{1 - \frac{m_H}{2}} - \frac{1}{m_H} \sqrt{1 - \frac{m_H}{2}} \right)} > -2\sqrt{m_T}.
\]

This follows by

\[
Y = \sqrt{2} \sqrt{2m_T - 1} - \sqrt{\frac{2 - m_H}{2m_T - 1} \frac{1}{\sqrt{1 - \frac{m_H}{2}}} + \sqrt{1 - \frac{m_H}{2}}} \geq \sqrt{2} \sqrt{2m_T - 1} - \sqrt{\frac{2 - m_H}{2m_T - 1} \frac{1}{\sqrt{1 - \frac{m_H}{2}}} = \sqrt{2} \frac{2m_T - 2}{\sqrt{2m_T - 1}} > -2\sqrt{m_T},
\]

where the last inequality follows by elementary computations with the analytic estimate \( m_T > \frac{2}{5} \) independently proved in Lemma \([3.1]\) Hence we obtain the desired contradiction to the self-intersection properties in Proposition \([2.9]\) \( \square \)

Finally, we examine combinations of two teardrop elasticae. The remaining task here is to determine all the scalings and isometries that may yield solutions of \((2.6)\). Since existence of minimizers is already ensured by Proposition \([2.6]\) we know that there must be at least one configuration that yields a solution.
Lemma 2.30. Suppose that $\gamma \in A_0$ is a solution to (2.6) composed of two teardrop elasticae. Then $\gamma = \gamma_{2T}$ (up to rescaling, reparametrization and isometries).

Proof. Suppose that $\gamma = [S_1(a_1\gamma_T)] \oplus [S_2(a_2\gamma_T)]$ solves (2.6). Up to isometries and rescaling we may assume that $S_1 = \text{id}$ and $a_1 = 1$. We need to show that also $a_2 = 1$ and $S_2 = v - \text{id}$ for some translation vector $v \in \mathbb{R}^2$ (which is uniquely determined by the condition $\gamma_T(a_T) = S_2(a_2\gamma_T(b_T))$).

Let $a, b \in T^1$ be such that $\gamma(a) = \gamma(b)$. First notice that $S_2x = \tilde{S}x + v$ for some $\tilde{S} \in O_2(\mathbb{R})$ and $v \in \mathbb{R}^2$. Comparing tangent vectors at the endpoints as in Step 1 of the proof of Lemma 2.29, we deduce that

\begin{equation}
(2.23) \quad \tilde{S} = \left( \begin{array}{cc}
\pm 1 & 0 \\
0 & -1
\end{array} \right).
\end{equation}

To determine the sign of the first entry we observe by Lemma 2.12

\begin{equation}
(2.24) \quad k[\gamma_T](b_T) = k[\gamma](b) = k[S_2(a_2\gamma_T)](a_T) = \frac{\det(\tilde{S})}{a_2} k[\gamma_T](a_T).
\end{equation}

An easy computation using Propositions 2.2 and 2.13 reveals that

\[ k[\gamma_T](a_T) = k[\gamma_T](b_T) = -\sqrt{2}\sqrt{2m_T - 1} \neq 0, \]

whereupon (2.24) yields $\frac{\det(\tilde{S})}{a_2} = 1$. As $a_2 > 0$ and $|\det(\tilde{S})| = 1$ we obtain $a_2 = 1$ and $\det(\tilde{S}) = 1$, so that $\tilde{S} = -\text{id}$, cf. (2.23). In particular, also $S_2 = v - \text{id}$ and it follows that $\gamma = \gamma_{2T}$. Now one would actually have to compute that $\gamma_{2T} \in A_0$ (e.g. $N[\gamma_{2T}] = 1$ and $\gamma_{2T}$ solves (2.6)). This however is not needed since existence of a solution to (2.6) is already ensured by Proposition 2.6 and $\gamma_{2T}$ is now (up to invariances) the only candidate. \(\square\)

Proof of Theorem 1.4. We have shown in Proposition 2.6 that a minimizer $\gamma_0 \in A_0$ exists. We have then formulated the variational inequality (2.6) as a necessary criterion for a minimizer. From Proposition 2.9 we conclude that each solution of the variational inequality must be composed of exactly two ECEs (cf. Definition 2.11), all of which we have classified in Section 2.4. By Lemma 2.27, Lemma 2.29 and Lemma 2.30 only a two-teardrop can yield a solution of (2.6). Since existence is already ensured, we obtain that each two-teardrop must be a minimizer. The claim follows by definition of $C_{2T}$. \(\square\)

We finally give a remark on the classification of solutions to (2.6) and their stability.

Remark 2.31. If a self-intersecting curve $\gamma \in H_{imm}^2(T^1; \mathbb{R}^2)$ has $N[\gamma] \neq 1$ and solves (2.6), then $\gamma$ must be an elastica. Indeed, if $N \neq 1$, then any local perturbation keeps the value of $N$ and thus retains a self-intersection by Hopf’s Umlaufsatz (cf. [31, Lemma A.5]), so that any solution to (2.6) must be globally an elastica. The known classification of closed planar elasticae (see e.g. [22, Theorem 0.1 and Corollary p. 87]) implies that for $N = 0$...
any solution to (2.6) must be a figure-eight elastica (stable) or its multiple covering (unstable), and for \( N = \nu \geq 2 \) a \( \nu \)-fold circle (stable), where the (in)stability means that the curve is a local minimizer (or not) in the \( H^2 \)-topology. Therefore, by Theorem 1.4, we completely classify all possible solutions to the variational inequality (2.6) and their stability among self-intersecting planar closed curves.

3. Consequences for the elastic flows

In this section, we will prove that the energy threshold for preservation of embeddedness in Theorem 1.1 is sharp, i.e. for any larger energy threshold we will construct an initially embedded curve which develops self-intersections in finite time.

Our main ingredient is the smooth dependence of the elastic flow on the initial datum.

3.1. Well-posedness of the flows. We have the following well-posedness result for the elastic flow of smooth curves, see also [4, Theorem 2.1] for a general result in codimension one.

**Theorem 3.1.** Let \( C^\infty_{imm}(\mathbb{T}^1; \mathbb{R}^n) \) denote the space of smoothly immersed curves and let \( n \geq 2 \). Then for each \( \gamma_0 \in C^\infty_{imm}(\mathbb{T}^1; \mathbb{R}^n) \) there exists a unique solution \( \gamma \in C^\infty(\mathbb{T}^1 \times [0, \infty); \mathbb{R}^n) \) of the elastic flow (1.1) with either \( \lambda > 0 \) fixed or \( \lambda \) given by (1.2). Moreover, the map \( C^\infty_{imm}(\mathbb{T}^1; \mathbb{R}^n) \times [0, \infty) \mapsto C^\infty_{imm}(\mathbb{T}^1; \mathbb{R}^n), (\gamma_0, t) \mapsto \gamma(\cdot, t) \) is smooth.

We will not prove Theorem 3.1 here, but we remark that a way to obtain the relevant well-posedness for small times is already roughly sketched in [11], where also long-time existence is proven. The idea is to prescribe an explicit tangential motion for the flow which transforms the initial value problem of the elastic flow into a quasilinear parabolic system. That system can then be solved by standard methods, after observing that the Lagrange multiplier (in the length-preserving case) is only of third order after integration by parts, see [15] for a related result. Moreover, for general geometric flows, a local well-posedness result has been proven in [21] and [25]. However, these results do not cover the case of general Lagrange multipliers or of codimension larger than one.

**Remark 3.2.** In the case of non-smooth initial data, it is still possible to find (unique) solutions to suitable weak formulations of the elastic flow, cf. [5,32,34]. As long as these flows possess spatial \( H^2 \)-regularity at any time and decrease the bending energy \( B \) (respectively \( E_\lambda \)), we may apply Theorems 1.3 and 1.4 in order to conclude embeddedness.

3.2. Optimality of the threshold in codimension one. We follow the ideas in [4] and construct a family of embeddings converging to an immersion with a tangential self-intersection. At this self-intersection, our example will
have velocities pointing towards each other, which makes the self-intersection attractive for the flow. This is achieved by stacking the graph of
\begin{equation}
\label{eq:3.1}
\left.\gamma\right|_{\alpha(x)} := x^4 + \alpha
\end{equation}
on top of graph\((-\gamma\right|_{\alpha})\) for \(\alpha > 0\). For both \(n = 2\) and \(n \geq 3\), we will perturb a suitable minimal shape, see Figures 5 and 6 below for an illustration of the idea.

In the case of codimension one, we will perturb an elastic two-teardrop \(\gamma_{2T}\) (as in Definition 2.26). The reason why we cannot directly work with \(\gamma_{2T}\) is that it will immediately become embedded under an elastic flow — in fact this follows from Theorem 1.4, Remark 3.2, the energy decay and the classification of closed elasticae. Geometrically, this means that the elastic flow pulls the self-intersection of \(\gamma_{2T}\) apart. In contrast to that, the two arcs of the self-intersection of the perturbed curve \(\eta_0\) in Lemma 3.3 below will be pulled towards each other. By Definition 2.15 and (2.20), after reparametrization and rotation we may assume that the elastic flow pulls the self-intersection of \(\gamma_{2T}\) apart. This is achieved by stacking the graph of \(\gamma_{2T}\) on top of graph\((-\eta_0)\) for \(t > 0\) where \(R\) is the reflection across the \(e_1\)-axis, i.e. \(R(u, v) = (-u, v)\) for \((u, v) \in \mathbb{R}^2\).

Moreover, for any curve \(\gamma: \mathbb{T}^1 \to \mathbb{R}^n\) we define the velocity field for the elastic flow by
\begin{equation}
\label{eq:3.2}
V[\gamma] := -2\nabla^2 \kappa - \left|\kappa\right|^2 \kappa + \lambda \kappa,
\end{equation}
where either \(\lambda > 0\) is a fixed number or \(\lambda = \lambda[\gamma]\) is given by (1.2). With this notation, the elastic flow equation (1.1) can be written as \(\partial_t \gamma(\cdot, t) = V[\gamma(\cdot, t)]\) for all \(t > 0\).

**Lemma 3.3.** Let \(\varepsilon > 0\). There exists a family of smooth curves \((\eta_0)_{\alpha \in [0, 1]} \subset C^\infty_{\text{imm}}(\mathbb{T}^1; \mathbb{R}^2)\) such that
\begin{enumerate}[label=(\roman*)]
\item \(B[\eta_0] \leq C_{2T} + \varepsilon\) for all \(\alpha \in [0, 1]\);
\item \(\eta_0\) is an embedding for all \(\alpha \in (0, 1]\);
\item \(\eta_0 \to \eta_0\) smoothly as \(\alpha \searrow 0\);
\item there exists \(\rho > 0\) such that we have \(\eta_0(x) = (x, \rho^2 u_\alpha(x))\) and \(\eta_0(\frac{1}{2} - x) = (x, -\rho^2 u_\alpha(x))\) for all \(x \in [-\frac{\rho}{2}, \frac{\rho}{2}]\). In particular, \(\eta_0(0) = (0, \eta_0^{(0)}(0) = 0\) and \(\eta_0(1, \eta_0^{(2)}(0) = 0\) and \(\eta_0^{(2)}(\frac{1}{2} \pm \frac{\rho}{2}) < 0\);\)
\item \(V[\eta_0](0) < 0\) and \(V[\eta_0](\frac{1}{2}) > 0\);
\item We have \(\eta_0(x) = R\eta_0(\frac{1}{2} - x)\).
\end{enumerate}

The shape of the curves \((\eta_0)_{\alpha \in [0, 1]}\) is illustrated in Figure 5.

**Proof of Lemma 3.3.** Let \(\varepsilon > 0\) and let \(\gamma_{2T}^* \in H^2_{\text{imm}}(\mathbb{T}^1; \mathbb{R}^2)\) be as above. After another appropriate reparametrization, we may assume that around
Figure 5. Perturbation of the elastic two-teardrop, cf. Lemma 3.3.

the self-intersection point at $x = 0$, the curve $\gamma^*_T$ is locally given as the graph of a function $v: (-\rho_0, \rho_0) \to \mathbb{R}$ for $\rho_0 > 0$, which is smooth, except at the origin. Moreover, $v \in C^2((-\rho_0, \rho_0); \mathbb{R}^2)$ by Lemma 2.12 and satisfies $v(0) = 0$, $v'(0) = 0$ and $v(x) = v(-x)$ as well as

$$0 < v(x) \leq Cx^2 \quad \text{and} \quad |v'(x)| \leq C|x| \quad \text{for all} \ x \neq 0.$$  

(3.3)

Let $\psi \in C^\infty_c(\mathbb{R})$ be a cut-off function with $\psi(x) = \psi(-x)$ for all $x \in \mathbb{R}$ and $\psi \equiv 1$ on $[-\frac{1}{2}, \frac{1}{2}]$ and supp $\psi \subset (-1, 1)$. For $0 \leq \rho < \rho_0$, we now replace $v$ by the smooth function $w_\alpha$, given by

$$w_\alpha(x) := \left(1 - \psi\left(\frac{x}{\rho}\right)\right)v(x) + \rho^2\psi\left(\frac{x}{\rho}\right)u_\alpha(x),$$

for $\alpha \in [0, 1]$. Clearly, we have $w_\alpha(x) = v(x)$ for $x \in (-\rho_0, -\rho] \cup [\rho, \rho_0)$ whereas $w_\alpha(x) = \rho^2u_\alpha(x)$ for $x \in [-\frac{\rho}{2}, \frac{\rho}{2}]$. Moreover, for all $\alpha \in [0, 1]$, we have by (3.3) and direct estimates

$$\|v'' - w''_\alpha\|_{L^2(-\rho_0, \rho_0)}^2 \leq C\|\psi''\|_{L^\infty}^2\rho^{-4}\int_{-\rho}^\rho (|v(x)|^2 + \rho^4|u_\alpha(x)|^2) \, dx$$

$$+ C\|\psi''\|_{L^\infty}^2\rho^{-2}\int_{-\rho}^\rho (|v'(x)|^2 + \rho^4|u_\alpha'|^2) \, dx$$

$$+ C\|\psi\|_{L^\infty}^2\int_{-\rho}^\rho (|v''(x)|^2 + \rho^4|u_\alpha''|^2) \, dx \leq C\rho.$$  

Similarly, one obtains $\|v - w_\alpha\|_{H^2(-\delta_0, \delta_0)}^2 \leq C\rho$. Around the self-intersection at $x = \frac{1}{2}$ we proceed similarly by symmetry. This way, we have constructed a smooth curve $\tilde{\gamma} = \tilde{\gamma}(\rho, \alpha): T^1 \to \mathbb{R}^2$. Now we get by continuity of the normalized bending energy, if we choose $\rho > 0$ small enough, that $\bar{B}[\tilde{\gamma}] \leq C_{2T} + \varepsilon$ for all $\alpha \in [0, 1]$. Fix any such $\rho > 0$ and define $\eta_\alpha := \tilde{\gamma}(\rho, \alpha)$ for $\alpha \in [0, 1]$. Then (i), (ii) and (iii) are satisfied.

Property (iv) follows directly from the construction.

For (v), we note that at $x = 0$ we have $\partial_x^k w_\alpha(0) = 0$ for $k = 1, 2, 3$. Hence, by the explicit representation of the elastic flow (1.1) in coordinates (see for
instance (A.4)), we have at $x = 0$

\[
V[\eta_0](0) = -2\nabla^2_\kappa - |\kappa|^2\kappa + \lambda \kappa |_{x=0}
\]

\[
= -2 \left( \frac{\partial^4 \eta_0}{\partial x \eta_0^4} \right) \bigg|_{x=0} = -48\rho^2(0, 1),
\]

such that $V[\eta_0](0) < 0$, where we used that $\partial_x \eta_0(0) = (1, \rho^2 \partial_x u_0(0)) = (1, 0)$. The statement at $x = \frac{1}{2}$ follows similarly.

Property (vi) follows by (3.2) and the symmetry of our construction.

We will now conclude that the flow of $\eta_\alpha$ develops self-intersections in finite time, if $\alpha > 0$ is small enough.

**Proposition 3.4.** Let $\varepsilon > 0$ and let $(\eta_\alpha)_{\alpha \in [0, 1]}$ be as in Lemma 3.3. Then, for $\alpha > 0$ small enough, the elastic flow with initial datum $\eta_\alpha$ develops at least two self-intersections in finite time.

**Proof.** Let $\eta_0$ and $\rho > 0$ be as in Lemma 3.3 for $\alpha \in [0, 1]$ and denote by $\Gamma_\alpha : \mathbb{T}^1 \times [0, \infty) \to \mathbb{R}^2$ the elastic flow with initial datum $\eta_0$. First, by Lemma 3.3 (iv) and by continuity of the flow $\Gamma_0$, we find for all $t > 0$ small enough

\[
\Gamma_0^{(2)}(\pm \frac{\rho}{4}, t) > 0,
\]

and using the flow equation (1.1) and Lemma 3.3 (v), we can also assume

\[
\Gamma_0^{(2)}(0, t) < 0.
\]

Using Lemma 3.3 (iii) and Theorem 3.1, we find for $t > 0$ and $\alpha > 0$ small enough

\[
\Gamma_\alpha^{(2)}(\pm \frac{\rho}{4}, t) > 0 \quad \text{and} \quad \Gamma_\alpha^{(2)}(0, t) < 0.
\]

It is a straightforward computation that if $R \in O_2(\mathbb{R})$ denotes the reflection over the $e_1$-axis the family of curves $(x, t) \mapsto RT_\alpha(\frac{1}{2} - x, t)$ is an elastic flow with initial datum $R\eta_\alpha(\frac{1}{2} - \cdot)$. By Lemma 3.3 (vi) and the uniqueness of the elastic flow (see Theorem 3.1), we thus find $\Gamma_\alpha(x, t) = R\Gamma_\alpha(\frac{1}{2} - x, t)$ for all $x \in \mathbb{T}^1$ and $t > 0$. However, by (3.5) and the classical intermediate value theorem, we find the existence of $x_1 \in (-\frac{\rho}{4}, 0)$ and $x_2 \in (0, \frac{\rho}{4})$ such that $\Gamma_\alpha^{(2)}(x_j, t) = 0$ for $j = 1, 2$. For any $j \in \{1, 2\}$, the symmetry then yields $\Gamma_\alpha^{(1)}(x_j, t) = \Gamma_\alpha^{(1)}(\frac{1}{2} - x_j, t)$ and $\Gamma_\alpha^{(2)}(x_j, t) = -\Gamma_\alpha^{(2)}(\frac{1}{2} - x_j, t) = 0$. Consequently, $\Gamma_\alpha(\cdot, t)$ possesses at least two self-intersections.

3.3. **Optimality in $\mathbb{R}^3$.** We now wish to prove the optimality of the energy threshold also for spatial curves. As in the two-dimensional case, this will be a consequence of a continuity argument for a small perturbation of a minimal curve, which in this case is the (planar) figure-eight elastica in $\mathbb{R}^3$.

Let $\gamma_8^\ast \in C^\infty(\mathbb{T}^1, \mathbb{R}^2)$ be a parametrization of the figure-eight elastica $\gamma_8$ (see Definition 2.3) with self-intersection at $\gamma_8^\ast(0) = \gamma_8^\ast(\frac{1}{2}) = 0$. Identifying
\[ \mathbb{R}^2 = \mathbb{R}^2 \times \{0\} \subset \mathbb{R}^3, \] we can view \( \gamma^*_8 \) as a space curve. Let \( T_1, T_2 \in \mathbb{S}^2 \cap \mathbb{R}^2 \) denote the tangent vectors at the self-intersections, i.e. \( T_1 := T_{\gamma^*_8}(0), T_2 := T_{\gamma^*_8}(\frac{1}{2}) \), see Figure 6 below. With \( e_3 := (0, 0, 1) \in \mathbb{R}^3 \), we have \( (T_1, T_2, e_3) \) is a (non-orthogonal) basis for \( \mathbb{R}^3 \) by [31, Lemma 5.6]. For the rest of this subsection, we will express vectors in \( \mathbb{R}^3 \) with respect to this coordinate system, i.e. \( (v^{(1)}, v^{(2)}, v^{(3)}) = v^{(1)}T_1 + v^{(2)}T_2 + v^{(3)}e_3 \) for \( v^{(1)}, v^{(2)}, v^{(3)} \in \mathbb{R} \).

**Lemma 3.5.** Let \( \varepsilon > 0 \). There exists a family of smooth curves \( (\eta_\alpha)_{\alpha \in [0, 1]} \subset C^\infty_{imm}(T^1; \mathbb{R}^3) \) such that

(i) \( \bar{B}[\eta_\alpha] \leq C_S + \varepsilon \) for all \( \alpha \in [0, 1] \);

(ii) \( \eta_\alpha \) is an embedding for all \( \alpha \in (0, 1] \);

(iii) \( \eta_\alpha \to \eta_0 \) smoothly as \( \alpha \searrow 0 \);

(iv) there exists \( \rho > 0 \) such that \( \eta_\alpha(x) = (x, 0, \rho^2 u_\alpha(x)) \) and \( \eta_\alpha(x + \frac{1}{2}) = (0, x, -\rho^2 u_\alpha(x)) \) for \( x \in [-\frac{\rho}{2}, \frac{\rho}{2}] \). In particular \( \eta_0(0) = \eta_0(\frac{1}{2}) = 0 \);

(v) we have \( V[\eta_0]^{(3)}(0) < 0 \) and \( V[\eta_0]^{(3)}(\frac{1}{2}) > 0 \).

A sketch of our construction can be found in Figure 6 below.

**Proof of Lemma 3.5.** Let \( \varepsilon > 0 \). In a neighborhood of \( x = 0 \), we can assume that \( \gamma^*_8 \) is given as the graph of a function \( v^{(2)} : (-\rho_0, \rho_0) \to \mathbb{R} \) over the \( T_1 \)-axis, i.e. \( \gamma^*_8(x) = (x, v^{(2)}(x), 0) \) for all \( x \in (-\rho_0, \rho_0) \). The choice of our coordinate system implies \( |v^{(2)}(x)| \leq C x^2 \) and \( |v^{(2)}'(x)| \leq C|x| \) for all \( x \in [-\rho_0, \rho_0] \). With \( \psi \) as in Lemma 3.3, we define smooth functions \( w^{(2)}_\alpha, w^{(3)}_\alpha : (-\rho_0, \rho_0) \to \mathbb{R}^2 \) by

\[
\begin{align*}
  w^{(2)}_\alpha(x) &:= \left(1 - \psi \left( \frac{x}{\rho} \right) \right) v^{(2)}(x), \\
  w^{(3)}_\alpha(x) &:= \rho^2 \psi \left( \frac{x}{\rho} \right) u_\alpha(x),
\end{align*}
\]

where \( u_\alpha \) is as in (3.1). Hence, the function

\[
\begin{align*}
  \gamma^*_8(x) &\quad x \in (-\rho_0, -\rho] \cup [\rho, \rho_0), \\
  (x, w^{(2)}_\alpha(x), w^{(3)}_\alpha(x)) &\quad x \in (-\rho, \rho),
\end{align*}
\]

is smooth. Around \( x = \frac{1}{2} \), we can perform a similar perturbation, writing \( \gamma^*_8 \) locally as a graph over the \( T_2 \)-axis and using \( -u_\alpha \) instead of \( u_\alpha \). This yields a closed curve \( \eta_\alpha \) for all \( \alpha \in [0, 1] \). Estimating the \( H^2 \)-norm as in (3.4) and choosing \( \rho > 0 \) small enough, we find \( \bar{B}[\eta_\alpha] \leq C_S + \varepsilon \) by continuity.

As in Lemma 3.3 the remaining statements (ii)-(v) can directly be deduced from the construction. \( \square \)

This is again enough to ensure that the curves \( \eta_\alpha \) become non-embedded in finite time under the elastic flow.
Figure 6. Out-of-plane perturbation of the figure-eight elastica, see Lemma 3.5.

Proposition 3.6. Let \( \varepsilon > 0 \) and let \((\eta_\alpha)_{\alpha \in [0, 1]}\) be as in Lemma 3.5. Then for \( \alpha > 0 \) small enough, the elastic flow with initial datum \( \eta_\alpha \) develops a self-intersection in finite time.

Proof. Let \((\eta_\alpha)_{\alpha \in [0, 1]}\) and \(\rho > 0\) be as in Lemma 3.5 and denote by \(\Gamma_\alpha : T^1 \times [0, \infty) \to \mathbb{R}^3\) the elastic flow with initial datum \(\eta_\alpha\).

Using Lemma 3.5 (v) and the smoothness of \(\Gamma_0\), for some \(c = c(\eta_0) > 0\), \(\delta = \delta(\eta_0) \in (0, \frac{\rho}{2})\) with \(\delta < \frac{1}{4}\) and \(\tau = \tau(\eta_0) > 0\) we have

\[
\begin{align*}
\partial_t \Gamma_0^{(3)}(x, t) &\leq -c, \quad \partial_t \Gamma_0^{(3)}(x + \frac{1}{2}, t) \geq c \quad \forall x \in [-\delta, \delta], t \in [0, \tau].
\end{align*}
\]

Since the map \(\Gamma_0\) is smooth by Theorem 3.1, we find some \(M = M(\eta_0, \tau) > 0\) such that

\[
\|\Gamma_0(t, \cdot) - \eta_0\|_{C^1} \leq Mt \quad \text{for all } t \in [0, \tau].
\]

Considering the planar curve \(\zeta_0 := (\eta_0^{(1)}, \eta_0^{(2)})\) and using Lemma 3.5 (iv), we find that \(\zeta_0\) possesses a unique non-tangential self-intersection at \(\zeta_0(0) = \zeta_0(\frac{1}{2}) = 0\). Now, by the transversality of the self-intersection, by [31, Lemma 5.12], there exists \(\omega_0 = \omega_0(\zeta_0) > 0\) such that any planar curve \(\zeta\) with \(\|\zeta - \zeta_0\|_{C^1} < \omega_0\) possesses a unique self-intersection at \(\zeta(x) = \zeta(\tilde{x})\). Moreover, this self-intersection is also non-tangential and the map

\[
\{\zeta \in C^1(T^1; \mathbb{R}^2) : \|\zeta - \zeta_0\|_{C^1} < \omega_0\} \to \mathbb{R}^2, \zeta \mapsto (x, \tilde{x})
\]

is \(C^1\), in particular Lipschitz continuous, after possibly reducing \(\omega_0\). Thus, there exists \(a = a(\zeta_0) > 0\) such that \(x \in [-a\omega, a\omega]\) and \(\tilde{x} \in [\frac{1}{2} - a\omega, \frac{1}{2} + a\omega]\) for all \(\zeta\) with \(\|\zeta - \zeta_0\|_{C^1} \leq \omega < \omega_0\).

Now, we successively pick parameters
continuous. By Lemma 3.5 (iv), we have
\[ \frac{\rho^2 \delta^4}{c} < \frac{\delta'}{2\pi M} < \tau \]
\[ \omega := \frac{\delta'}{a} < \omega_0; \]
(ii) \( \tau' = \tau'(\eta_0, \tau) > 0 \) such that \( \frac{\rho^2 \delta^4}{c} < \tau' < \frac{\delta'}{2\pi M} = \frac{\omega}{2} \);
(iii) \( \alpha_0 = \alpha_0(\eta_0, \delta', \tau) \) sufficiently small such that \( \| \Gamma_\alpha(\cdot, t) - \Gamma_0(\cdot, t) \|_{C^1} \leq \frac{\omega}{2} \) for all \( t \in [0, \tau], \alpha \in [0, \alpha_0] \), which is possible by Lemma 3.5 and Theorem 3.1.

We observe, that by (3.6), Lemma 3.5 (iv) and the choice of \( \tau' \), we have
\[ \Gamma_0^{(3)}(x, \tau') \leq \rho^2 x^4 - c\tau' \leq \rho^2 \delta^4 - c\tau' < 0 \] for all \( x \in [-\delta', \delta'] \).

Similarly, one obtains \( \Gamma_0^{(3)}(x + \frac{1}{2}, \tau') > 0 \) for all \( x \in [-\delta', \delta'] \). Thus, fixing some sufficiently small \( \alpha = \alpha(\eta_0, \delta, \delta', \tau, \tau') \in (0, \alpha_0) \), by Lemma 3.5 (iii) and Theorem 3.1, we may assume
\[ \Gamma^{(3)}(x, \tau') < 0, \quad \Gamma_0^{(3)}(\frac{1}{2} + x, \tau') > 0 \quad \text{for all } x \in [-\delta', \delta']. \]

Moreover, for all \( t \in [0, \tau'] \) by (iii) and (3.7) we have
\[ \| \Gamma_\alpha(\cdot, t) - \eta_0 \|_{C^1} \leq \| \Gamma_\alpha(\cdot, t) - \Gamma_0(\cdot, t) \|_{C^1} + \| \Gamma_0(\cdot, t) - \eta_0 \|_{C^1} \leq \frac{\omega}{2} + M\tau' = \omega. \]

Hence, we may apply the above argument for transversal self-intersections, based on [31] Lemma 5.12, to the projected planar curves
\[ Z_\alpha(\cdot, t) := (\Gamma^{(1)}_\alpha(\cdot, t), \Gamma^{(2)}_\alpha(\cdot, t)) \]
and deduce that for all \( t \in [0, \tau'] \) the curve \( Z_\alpha(\cdot, t) \) possesses a unique self intersection at \( Z_\alpha(x(t), t) = \tilde{x}(\tilde{t}), t) \), where by the choice of \( \delta' = \omega \), cf. (i), we have \( x(t) \in [-\delta', \delta'] \) and \( \tilde{x}(\tilde{t}) \in \left[ \frac{1}{2} - \delta', \frac{1}{2} + \delta' \right] \) for all \( t \in [0, \tau'] \).

Now, using that by Theorem 3.1 the flow \( Z_\alpha \) is smooth, and the properties of the map in (3.8) we deduce that \( [0, \tau'] \ni t \mapsto x(t) \) and \( [0, \tau'] \ni t \mapsto \tilde{x}(t) \) are continuous. Thus, the function \( f(t) := \Gamma^{(3)}_\alpha(x(t), t) - \Gamma^{(3)}_\alpha(\tilde{x}(t), t) \) is continuous. By Lemma 3.5 (iv), we have \( x(0) = 0 \) and \( \tilde{x}(0) = \frac{1}{2} \) and we find \( f(0) = 2\rho^2 u_\alpha(0) > 0 \) as \( \alpha > 0 \). On the other hand, we have \( x(\tau') \in [-\delta', \delta'] \) and hence by (3.9), we find \( \Gamma^{(3)}_\alpha(x(\tau'), \tau') < 0 \) and similarly \( \Gamma^{(3)}_\alpha(\tilde{x}(\tau'), \tau') > 0 \), so \( f(\tau') < 0 \). Consequently, there exists \( t \in (0, \tau') \) with \( f(t) = 0 \) and hence \( \Gamma_\alpha(x(t), t) = \Gamma_\alpha(\tilde{x}(t), t) \), so \( \Gamma_\alpha \) has a self-intersection.

**3.4. Preservation of embeddedness.** In this section, we will finally prove that below the energy thresholds in Theorem 1.1, the respective elastic flows remain embedded.

First, we recall the following consequences of the gradient flow nature of the elastic flows (1.1), see also [34] Section 4.2 for a precise discussion of the length-preserving case.

**Remark 3.7.** If \( \gamma : \mathbb{T}^1 \times [0, \infty) \to \mathbb{R}^n \) is an elastic flow with initial datum \( \gamma_0 \), then for all \( t \in (0, \infty) \) we have
(i) if $\lambda > 0$ is fixed, then $E_\lambda[\gamma(\cdot, t)] \leq E_\lambda[\gamma_0]$ with equality if and only if $\gamma_0$ is a $\lambda$-elastica (in the sense of Definition 2.1);  
(ii) if $\lambda$ is given by (1.2), then $B[\gamma(\cdot, t)] \leq B[\gamma_0]$ with equality if and only if $\gamma_0$ is an elastica.

Proof of Theorem 1.1. First, we assume that $\gamma_0$ is an elastica (resp. a $\lambda$-elastica). Then by Remark 3.7, the flow $\gamma(\cdot, t) \equiv \gamma_0$ is constant.

In the case of the length-preserving flow, using [29, Proposition 4.4] we find that $\gamma(\cdot, t) \equiv \gamma_0$ is an embedded circle for all $t > 0$ and the claim follows. If $\lambda > 0$ is fixed, by the simple estimate $ab \leq \frac{1}{4\lambda}(a + \lambda b)^2$ for $a, b \geq 0$ and the assumption we have

$$(3.10) \quad B[\gamma(\cdot, t)] \leq \frac{1}{4\lambda}E_\lambda[\gamma(\cdot, t)]^2 \leq C^*(n) \quad \text{for all } t \geq 0.$$  
Now, since $\gamma(\cdot, t) \equiv \gamma_0$ is embedded by assumption, [29, Proposition 4.4] yields that $\gamma(\cdot, t) = \gamma_0$ is an embedded circle for all $t \geq 0$, and the statement follows.

Hence, by Remark 3.7 we may now assume $B[\gamma(\cdot, t)] < B[\gamma_0]$ (respectively $E_\lambda[\gamma(\cdot, t)] < E_\lambda[\gamma_0]$) for all $t > 0$. For both $\lambda > 0$ fixed and $\lambda$ as in (1.2), from (3.10), we find $B[\gamma(\cdot, t)] < C^*(n)$ for all $t > 0$. If $n \geq 3$, the embeddedness then directly follows from [29, Theorem 1.1], cf. Theorem 1.3. If $n = 2$, we observe that $N[\gamma(\cdot, t)] = N[\gamma_0] = 1$ since the rotation number is invariant under regular homotopies. Therefore, since $B[\gamma(\cdot, t)] < C^*(2) = C_{2T}$ for all $t > 0$, the claim follows from Theorem 1.4.

For the optimality of the threshold, let $\varepsilon > 0$ and let $\eta_0$ be as in Lemma 3.3 for $n = 2$ and as in Lemma 3.5 for $n \geq 3$, with the identification $\mathbb{R}^3 \cong \mathbb{R}^3 \times \{0\} \subset \mathbb{R}^n$ for $n > 3$. By Propositions 3.4 and 3.6, the elastic flows of $\eta_0$ become non-embedded in finite time. For the length-preserving case, we observe that $B[\eta_0] \leq C^*(n) + \varepsilon$ by Lemmas 3.3 (i) and 3.5 (i) and the claimed optimality of the energy threshold follows. For the case of the $\lambda$-elastic flow with $\lambda > 0$, we define $r := \sqrt{\frac{B[\eta_0]}{4\lambda L[\eta_0]}} > 0$. Then, also the $\lambda$-elastic flow of $r\eta_0$ becomes non-embedded in finite time. For the energy of $r\eta_0$, we observe that

$$\frac{1}{4\lambda}E_\lambda[r\eta_0]^2 = \frac{B[r\eta_0]^2 + 2\lambda B[r\eta_0] + \lambda^2 L[r\eta_0]^2}{4\lambda} = \frac{r^{-2}B[\eta_0]^2 + 2\lambda B[\eta_0] + \lambda^2 r^2 L[\eta_0]^2}{4\lambda} = B[\eta_0] - C^*(n) + \varepsilon,$$

using the scaling behavior of the energies and Lemmas 3.3 (i) and 3.5 (i). Thus, also in this case the optimality property is proven.

Appendix A. Jacobi Elliptic functions

We provide some elementary properties of Jacobi elliptic functions, which can be found for example in [1, Chapter 16].
Definition A.1 (Amplitude Function, Complete Elliptic Integrals). Fix $m \in [0, 1)$. We define the Jacobi-amplitude function $\operatorname{am}(\cdot, m) : \mathbb{R} \to \mathbb{R}$ with modulus $m$ to be the inverse function of

$$\mathbb{R} \ni z \mapsto \int_0^z \frac{1}{\sqrt{1 - m \sin^2(\theta)}} \, d\theta \in \mathbb{R}$$

We define the complete elliptic integral of first and second kind as

$$K(m) := \int_0^{\pi/2} \frac{1}{\sqrt{1 - m \sin^2(\theta)}} \, d\theta, \quad E(m) := \int_0^{\pi/2} \sqrt{1 - m \sin^2(\theta)} \, d\theta$$

and the incomplete elliptic integral of first and second kind as

$$F(x, m) := \int_0^x \frac{1}{\sqrt{1 - m \sin^2(\theta)}} \, d\theta, \quad E(x, m) := \int_0^x \sqrt{1 - m \sin^2(\theta)} d\theta.$$  

Note that $F(\cdot, m) = \operatorname{am}(\cdot, m)^{-1}$.

Definition A.2 (Elliptic Functions). For $m \in [0, 1)$ the Jacobi elliptic functions are given by

$$\begin{align*}
\operatorname{cn}(\cdot, m) : \mathbb{R} &\to \mathbb{R}, \quad \operatorname{cn}(x, m) := \cos(\operatorname{am}(x, m)), \\
\operatorname{sn}(\cdot, m) : \mathbb{R} &\to \mathbb{R}, \quad \operatorname{sn}(x, m) := \sin(\operatorname{am}(x, m)), \\
\operatorname{dn}(\cdot, m) : \mathbb{R} &\to \mathbb{R}, \quad \operatorname{dn}(x, m) := \sqrt{1 - m \sin^2(\operatorname{am}(x, m))}.
\end{align*}$$

The following proposition summarizes all relevant properties and identities for the elliptic functions. They can all be found in [1, Chapter 16].

Proposition A.3.

(i) (Derivatives and Integrals of Jacobi Elliptic Functions) For each $x \in \mathbb{R}$ and $m \in (0, 1)$ we have

$$\begin{align*}
\frac{\partial}{\partial x} \operatorname{cn}(x, m) &= -\operatorname{sn}(x, m) \operatorname{dn}(x, m), \\
\frac{\partial}{\partial x} \operatorname{sn}(x, m) &= \operatorname{cn}(x, m) \operatorname{dn}(x, m), \\
\frac{\partial}{\partial x} \operatorname{dn}(x, m) &= -m \operatorname{cn}(x, m) \operatorname{sn}(x, m), \\
\frac{\partial}{\partial x} \operatorname{am}(x, m) &= \operatorname{dn}(x, m).
\end{align*}$$

(ii) (Derivatives of Complete Elliptic Integrals) For $m \in (0, 1)$ $E$ is smooth and

$$\begin{align*}
\frac{d}{dm} E(m) &= \frac{E(m) - K(m)}{2m}, \\
\frac{d}{dm} K(m) &= \frac{(m - 1)K(m) + E(m)}{2m(1 - m)}.
\end{align*}$$

(iii) (Trigonometric Identities) For each $m \in [0, 1)$ and $x \in \mathbb{R}$ the Jacobi elliptic functions satisfy

$$\begin{align*}
\operatorname{cn}^2(x, m) + \operatorname{sn}^2(x, m) &= 1, \\
\operatorname{dn}^2(x, m) + m \operatorname{sn}^2(x, m) &= 1.
\end{align*}$$
(iv) (Periodicity) All periods of the elliptic functions are given as follows, where \( l \in \mathbb{Z} \) and \( x \in \mathbb{R} \):

\[
\begin{align*}
\text{am}(lK(m), m) &= l\frac{\pi}{2}, \\
\text{cn}(x + 4lK(m), m) &= \text{cn}(x, m), \\
\text{sn}(x + 4lK(m), m) &= \text{sn}(x, m), \\
F\left(\frac{l\pi}{2}, m\right) &= lK(m), \\
E\left(\frac{l\pi}{2}, m\right) &= lE(m), \\
\text{am}(x + 2lK(m), m) &= l\pi + \text{am}(x, m), \\
F(x + l\pi, m) &= F(x, m) + 2lK(m), \\
E(x + l\pi, m) &= E(x, m) + 2lE(m).
\end{align*}
\]

(v) (Asymptotics of the Complete Elliptic Integrals)

\[
\lim_{m \to 1} K(m) = \infty, \quad \lim_{m \to 0} K(m) = \frac{\pi}{2}, \quad \lim_{m \to 1} E(m) = 1, \quad \lim_{m \to 0} E(m) = \frac{\pi}{2}.
\]

Appendix B. Some Computational Lemmas

Proof of Proposition 2.13. One readily computes with notation (2.8), standard trigonometric identities and the estimate \( \sin^4(\theta) \leq \sin^2(\theta) \),

\[
f'(m) = \frac{1 - 2m \sin^2(\pi - \arcsin \sqrt{\frac{1}{2m}})}{\sqrt{1 - m \sin^2(\pi - \arcsin \sqrt{\frac{1}{2m}})}} \frac{d}{dm} \left( \pi - \arcsin \sqrt{\frac{1}{2m}} \right)
\]

\[
+ \int_{0}^{\pi - \arcsin \sqrt{\frac{1}{2m}}} \left( -2 \sin^2(\theta) + \frac{1}{2} \left( 1 - 2m \sin^2(\theta) \right) \right) \frac{d\theta}{\sqrt{1 - m \sin^2(\theta)} \left( 1 - m \sin^2(\theta) \right)^{\frac{3}{2}}}
\]

\[
= \int_{0}^{\pi - \arcsin \sqrt{\frac{1}{2m}}} \frac{-3}{2} \sin^2(\theta) + m \sin^4(\theta)}{\left( 1 - m \sin^2(\theta) \right)^{\frac{3}{2}}} d\theta
\]

\[
\leq \int_{0}^{\pi - \arcsin \sqrt{\frac{1}{2m}}} \frac{-3}{2} \sin^2(\theta) + m \sin^4(\theta)}{\left( 1 - m \sin^2(\theta) \right)^{\frac{3}{2}}} d\theta.
\]

This expression is negative as \( m < \frac{3}{2} \). Now note that

\[
f\left(\frac{1}{2}\right) = \int_{0}^{\pi} \frac{\cos^2(\theta)}{1 - \frac{1}{2} \sin^2(\theta)} d\theta > 0.
\]

Moreover,

\[
f(m_8) = \int_{0}^{\pi - \arcsin \sqrt{\frac{1}{2m_8}}} \frac{1 - 2m_8 \sin^2(\theta)}{\sqrt{1 - m_8 \sin^2(\theta)}} d\theta + \int_{\frac{\pi}{2}}^{\pi - \arcsin \sqrt{\frac{1}{2m_8}}} \frac{1 - 2m_8 \sin^2(\theta)}{\sqrt{1 - m_8 \sin^2(\theta)}} d\theta.
\]
This is smaller than zero since the first integral equals $2E(m_8) - K(m_8) = 0$ and the second integral is negative as $1 - 2m_8 \sin^2(\theta) < 0$ for all $\theta \in \left[\frac{\pi}{2}, \pi - \arcsin \sqrt{\frac{1}{2m_8}}\right]$. Existence and uniqueness of the root $m = m_T$ follows from the intermediate value theorem and strict monotonicity. □

Proof of Proposition 2.20. We first show that $g$ is decreasing. To this end we expand $g = g(m)$ in a power series on $(0,1)$ and analyze the coefficients. We define for all $k \in \mathbb{N}$

$$A_k := \int_{-\frac{\pi}{4}}^{\frac{5\pi}{4}} \sin^{2k}(\theta) \, d\theta.$$ 

We compute

$$g(m) = \int_{-\frac{\pi}{4}}^{\frac{5\pi}{4}} (1 - 2\sin^2(\theta)) \sum_{k=0}^{\infty} \left(\frac{-1}{2}\right)^k (-1)^k \sin^{2k}(\theta)m^k \, d\theta$$

$$= \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \prod_{l=0}^{k-1} \left(-\frac{1}{2} - l\right) (A_k - 2A_{k+1})m^k$$

(B.1)

$$= \sum_{k=0}^{\infty} \frac{1}{k!} \prod_{l=0}^{k-1} \left(l + \frac{1}{2}\right) (A_k - 2A_{k+1})m^k.$$ 

Next we have a closer look at $A_k$. To this end observe that for all $k \in \mathbb{N}_0$

$$A_{k+1} = \int_{-\frac{\pi}{4}}^{\frac{5\pi}{4}} \sin^{2k+1}(\theta) \sin \theta \, d\theta$$

$$= \left[- \sin^{2k+1}(\theta) \cos \theta\right]_{-\frac{\pi}{4}}^{\frac{5\pi}{4}} + \int_{-\frac{\pi}{4}}^{\frac{5\pi}{4}} (2k + 1) \sin^{2k} \theta \cos^2 \theta \, d\theta$$

$$= -\frac{1}{2k} + (2k + 1)A_k - (2k + 1)A_{k+1}.$$ 

One infers that

(B.2) $$A_{k+1} = \frac{1}{2k + 2} \left(-\frac{1}{2k} + (2k + 1)A_k\right).$$ 

Using this we find that

(B.3) $$A_k - 2A_{k+1} = \frac{1}{2k + 2} \left(\frac{1}{2k-1} - 2kA_k\right).$$ 

Next we show via induction that $\frac{1}{2k+1} - 2kA_k \leq 0$ for all $k \geq 1$, equivalently $kA_k \geq \frac{1}{2k}$ for all $k \geq 1$. One can compute for $k = 1$ that $A_1 = \frac{3\pi - \frac{3\pi}{2}}{4} > \frac{1}{2}$. Next we assume that $kA_k \geq \frac{1}{2k}$ for some fixed $k \geq 1$ and compute with
(B.2) and the induction hypothesis

\[(k + 1)A_{k+1} = \frac{1}{2} \left( (2k + 1)A_k - \frac{1}{2^k} \right) \geq \frac{1}{2} \left( 2kA_k - \frac{1}{2^k} \right) \geq \frac{1}{2k-1} - \frac{1}{2^k} = \frac{1}{2^{k+1}}.\]

This yields the claim also for \(k + 1\). By induction the claim follows. Going back to (B.3) we find that \(A_k - 2A_{k+1} \leq 0\). Note that in the special case of \(k = 1\) we can actually obtain

\[A_1 - 2A_2 = \frac{1}{4} (1 - 2A_1) = \frac{1}{2} \left( 1 - \frac{3\pi}{4} \right) < 0.\]

Going back to (B.1) we obtain

\[g(m) = 1 + \sum_{k=1}^{\infty} \beta_k m^k \text{ for all } m \in (0, 1)\]

for some real numbers \(\beta_1, \beta_2, \ldots \leq 0\) and \(\beta_1 < 0\). This yields that \(g' = \sum_{k=1}^{\infty} k\beta_k m^{k-1} < 0 \text{ for all } m \in (0, 1),\) meaning that \(g\) is decreasing. Next we show that \(\lim_{m \to 0^+} g(m) > 0\) and \(\lim_{m \to 1^-} g(m) < 0\). It is easy to compute that

\[\lim_{m \to 0} g(m) = \int_{-\frac{\pi}{4}}^{\frac{5\pi}{4}} \left( 1 - 2 \sin^2(\theta) \right) d\theta = 1.\]

For the behavior as \(m \to 1\) we write

\[g(m) = \int_{-\frac{\pi}{4}}^{\frac{\pi}{4}} \frac{1 - 2 \sin^2(\theta)}{\sqrt{1 - m \sin^2(\theta)}} d\theta + \int_{\frac{\pi}{4}}^{\frac{5\pi}{4}} \frac{1 - 2 \sin^2(\theta)}{\sqrt{1 - m \sin^2(\theta)}} d\theta + \int_{\pi}^{\frac{\pi}{4}} \frac{1 - 2 \sin^2(\theta)}{\sqrt{1 - m \sin^2(\theta)}} d\theta.\]

Now since \(1 - 2 \sin^2(\theta) \geq 0\) and \(\sin^2(\theta) < \frac{1}{2}\) in the range of the first two integrals we can estimate

\[g(m) \leq \frac{1}{\sqrt{1 - \frac{\pi^2}{2}}} \left( \int_{-\frac{\pi}{4}}^{0} (1 - 2 \sin^2(\theta)) d\theta + \int_{-\frac{\pi}{4}}^{\frac{5\pi}{4}} (1 - 2 \sin^2(\theta)) d\theta \right) + \frac{2}{m} (2E(m) + (m - 2)K(m)) \leq \frac{\pi}{\sqrt{1 - \frac{\pi^2}{2}}} + \frac{2}{m} (2E(m) + (m - 2)K(m)).\]

Now we can take \(m \to 1\) and infer from Proposition (A.3)\(v\) that

\[\lim_{m \to 1} g(m) = -\infty.\]
The existence and uniqueness of the root follows now from the intermediate value theorem. □

Proof of Lemma 2.22 Define \( h(m) := 2E(m)/K(m) + (m - 2) \). Using the techniques of [31, Proof of Lemma B.4] we infer that \( \frac{d}{dm} E(m) < -\frac{1}{2} \) for all \( m \in (0, 1) \) and thus we infer that \( h'(m) < 0 \). Now note that \( \lim_{m \to 0^+} h(m) = 2\frac{\pi}{2} - 2 = 0 \), by Proposition A.3 (v). This and the negative derivative imply \( h(m) < 0 \) for all \( m \in (0, 1) \). The statement follows since \( 2E(m) + (m - 2)K(m) = h(m)K(m) \). □

Lemma B.1. \( m_T > \frac{2}{3} \).

Proof. Let \( f \) be as in (2.9). Since \( f \) is decreasing by Proposition 2.13 and \( m_T \) is the unique root of \( f \) it suffices to prove that \( f(\frac{2}{3}) > 0 \). Since \( \alpha(\frac{2}{3}) = \frac{\pi}{3} \) we obtain

\[
f(\frac{2}{3}) = \int_{0}^{\frac{\pi}{3}} \frac{1 - \frac{4}{3} \sin^2(\theta)}{\sqrt{1 - \frac{2}{3} \sin^2(\theta)}} d\theta.
\]

Using Weierstrass substitution \( u = \tan \frac{\theta}{2} \) we obtain

\[
f(\frac{2}{3}) = \int_{0}^{\sqrt{3}} \frac{1 - \frac{16}{3} \frac{u^2}{(1+u^2)^2}}{\sqrt{1 - \frac{8}{3} \frac{u^2}{(1+u^2)^2}}} \frac{2}{(1+u^2)} du
\]

\[
= \frac{2}{\sqrt{3}} \int_{0}^{\sqrt{3}} \frac{3(1+u^2)^2 - 16u^2}{\sqrt{3}(1+u^2)^2 - 8u^2(1+u^2)^2} \frac{1}{(1+u^2)^2} du
\]

\[
= \frac{2}{\sqrt{3}} \int_{0}^{\sqrt{3}} \frac{3 + 3u^4 - 10u^2}{\sqrt{3} + 3u^4 - 2u^2}(1+u^2)^2 du.
\]

(B.4)

We split the integral that appears into two parts. For \( u \in [\frac{1}{\sqrt{3}}, \sqrt{3}] \) we can estimate \( 3 + 3u^4 - 2u^2 = 3(1-u^2)^2 + 4u^2 \geq 4u^2 \). As a consequence, we have

\[
\frac{3 + 3u^4 - 10u^2}{\sqrt{3} + 3u^4 - 2u^2} = \sqrt{3} + 3u^4 - 2u^2 - 8 \frac{u^2}{\sqrt{3} + 3u^4 - 2u^2} \geq 2u - \frac{8u^2}{(2u)} = -2u,
\]

and thus (with the substitution \( z = u^2 \))

\[
\int_{\frac{1}{\sqrt{3}}}^{\sqrt{3}} \frac{3 + 3u^4 - 10u^2}{\sqrt{3} + 3u^4 - 2u^2(1+u^2)^2} du \geq -\int_{\frac{1}{\sqrt{3}}}^{\sqrt{3}} \frac{2u}{(1+u^2)^2} du
\]

\[
= -\int_{\frac{1}{\sqrt{3}}}^{3} \frac{1}{(1+z)^2} dz = -\frac{1}{2}.
\]
For $u \in [0, \frac{1}{\sqrt{3}}]$ we estimate $\sqrt{3 + 3u^4 - 2u^2} \leq \sqrt{3 + 3u^4 + 6u^2} = \sqrt{3}(1 + u^2)$. Moreover, the numerator in the integrand $3 + 3u^4 - 10u^2 = 3(3 - u^2)(\frac{3}{3} - u^2)$ is nonnegative in $[0, \frac{1}{\sqrt{3}}]$. Hence we can estimate

$$\int_{0}^{\frac{1}{\sqrt{3}}} \frac{3 + 3u^4 - 10u^2}{\sqrt{3 + 3u^4 - 2u^2(1 + u^2)^2}} \, du \geq \int_{0}^{\frac{1}{\sqrt{3}}} \frac{\sqrt{3}(3 - u^2)(\frac{1}{3} - u^2)}{(1 + u^2)^2} \, du.$$

One readily computes that $\frac{1}{\sqrt{3}} \left( \text{arctan}(u) - \frac{2u(u^2 - 1)}{(u^2 + 1)^2} \right)$ is an antiderivative for the integrand in the previous equation. Evaluating this antiderivative at the limits and using that $\text{arctan} \frac{1}{\sqrt{3}} = \frac{\pi}{6}$ we obtain

$$f \left( \frac{2}{3} \right) \geq \frac{2}{\sqrt{3}} \left( \frac{1}{4} + \frac{\pi}{6\sqrt{3}} - \frac{1}{2} \right) \geq \frac{2}{\sqrt{3}} \left( \frac{1}{2\sqrt{3}} - \frac{1}{4} \right) > 0,$$

where we have used $\pi > 3$ and $\sqrt{3} < 2$ in the last two steps. $\square$

**Appendix C. A detailed proof of optimal global regularity**

**Proof of Lemma 2.12.** Let $\gamma \in \mathcal{A}_0$ be a solution of (2.6). By Proposition 2.9 $\gamma$ has only one point of self-intersection with multiplicity two, say $p = \gamma(a) = \gamma(b)$. Furthermore, $\gamma$ is smooth away from $a, b$. Recall from Proposition 2.9 that $T_\gamma(a) = -T_\gamma(b)$. After rotation and translation we may assume that $p = 0$ and $T_\gamma(a) = (1, 0)$. By the implicit function theorem we infer that there exists $\delta > 0$ and an open neighborhood $U \subset \mathbb{R}^2$ of $0$ such that

$$\gamma(T^1) \cap U = \text{graph}(u_a) \cup \text{graph}(u_b)$$

for some functions $u_a, u_b \in W^{2,2}((-\delta, \delta))$.

We claim that we can choose $u_a, u_b$ in a way that $u_a(x) \leq u_b(x)$ for all $x \in [-\delta, \delta]$ with equality if and only if $x = 0$ and there exist $V_a, V_b \subset T^1$ open neighborhoods of $a$ respectively $b$ such that $x \mapsto (x, u_a(x))$ is a reparametrization of $\gamma|_{V_a}$ and $x \mapsto (x, u_b(x))$ is a reparametrization of $\gamma|_{V_b}$. Indeed, if one chooses arbitrary graph reparametrizations $u_a$ (resp. $u_b$) in $W^{2,2}((-\delta, \delta))$ on suitably small neighborhoods $V_a$ and $V_b$ then $u_a = u_b$ may only happen at $x = 0$ as this is the only point of self-intersection. If $u_b - u_a$ changes sign at $x = 0$ then each small perturbation of $\gamma$ in $V_a$ will also have a self-intersection (by the intermediate value theorem). The same will apply to perturbations in $V_b$. Having this we conclude from Lemma 2.8 that $\gamma \in \mathcal{A}_0$ is an elastica, a contradiction to Lemma 2.4. Hence $u_b - u_a$ may not change sign.
In the sequel we will frequently use the following expressions for our energies in terms of $u_a, u_b$.

$$\int_{\gamma|V_a} k^2 \, ds = \int_{-\delta}^{\delta} \frac{u''_a(x)^2}{(1 + u'_a(x)^2)^2} \, dx, \quad \int_{\gamma|V_a} 1 \, ds = \int_{-\delta}^{\delta} \sqrt{1 + u''_a(x)^2} \, dx.$$ 

Next fix $\phi \in C^0_0(-\delta, \delta)$ such that $\phi \geq 0$. For $t > 0$ let $\gamma_t$ be a curve that coincides with $\gamma$ outside of $V_a$ and with a suitable reparametrization of $x \mapsto u_a(x) + t \phi(x)$, $(x \in (-\delta, \delta))$ inside $V_a$. We claim that the perturbation curve $(t \mapsto \gamma_t)$ lies in $C^1([0, \varepsilon]; A_0)$. Indeed, one readily checks that for $t > 0$ small enough one has $\gamma_t \in H^2_{imm}(T^1; \mathbb{R}^2)$ and $N[\gamma_t] = 1$. Moreover, we observe that $(u_a + t \phi)(0) \geq u_a(0) = u_b(0)$ but $(u_a + t \phi)(-\delta) = u_a(-\delta) < u_b(-\delta)$. By the intermediate value theorem there exists $x_t \in (-\delta, 0)$ such that $(u_a + t \phi)(x_t) = u_b(x_t)$, implying that $\gamma_t$ is not injective. We conclude from (2.6) that

$$0 \leq \frac{d}{dt} \bigg|_{t=0} B[\gamma_t] L[\gamma_t] = L[\gamma] \frac{d}{dt} \bigg|_{t=0} \int_{-\delta}^{\delta} \frac{(u''_a + t \phi'')^2}{(1 + (u'_a + t \phi')^2)^2} \, dx$$

$$+ B[\gamma] \frac{d}{dt} \bigg|_{t=0} \int_{-\delta}^{\delta} \sqrt{1 + (u'_a + t \phi')^2} \, dx$$

$$= 2L[\gamma] \int_{-\delta}^{\delta} \frac{u''_a \phi''}{(1 + u'^2_a)^2} \, dx - 5L[\gamma] \int_{-\delta}^{\delta} \frac{u'^2_a u'_a \phi'}{(1 + u'^2_a)^2} \, dx$$

$$+ B[\gamma] \int_{-\delta}^{\delta} \frac{u'_a \phi'}{\sqrt{1 + u'^2_a}} \, dx.$$ 

Since $\phi \in C^\infty_0(-\delta, \delta), \phi \geq 0$, was arbitrary, the Riesz–Markow–Kakutani theorem yields a Radon measure $\mu$ on $(-\delta, \delta)$ such that for all $\phi \in C^\infty_0(-\delta, \delta)$ one has

$$2L[\gamma] \int_{-\delta}^{\delta} \frac{u''_a \phi''}{(1 + u'^2_a)^2} \, dx - 5L[\gamma] \int_{-\delta}^{\delta} \frac{u'^2_a u'_a \phi'}{(1 + u'^2_a)^2} \, dx$$

$$+ B[\gamma] \int_{-\delta}^{\delta} \frac{u'_a \phi'}{\sqrt{1 + u'^2_a}} \, dx = \int \phi \, d\mu.$$ 

We show next that $\mu$ is a multiple of the Dirac measure $\delta_0$ concentrated in zero. To this end, it suffices to show that for all $\phi \in C^\infty_0((-\delta, \delta) \setminus \{0\})$ one has $\int \phi \, d\mu = 0$. Fix $\phi \in C^\infty_0((-\delta, \delta) \setminus \{0\})$. Since $u_a < u_b$ on $(-\delta, \delta) \setminus \{0\}$ and supp$(\phi)$ is compact we can find $\varepsilon > 0$ such that $u_a + \varepsilon ||\phi||_{\infty} < u_b$ on supp$(\phi)$. In particular, for all $t \in (-\varepsilon, 0)$ one has $u_a + t \phi \leq u_b$ on $(-\delta, \delta)$ with equality only at $x = 0$. Now (by possibly shrinking $\varepsilon$) define for $t \in (-\varepsilon, 0)$ a curve in $\gamma_t \in A_0$ that coincides with $\gamma$ outside $V_a$ and with a reparametrization of $u_a + t \phi$ inside $V_a$. One readily checks that $t \mapsto \gamma_t$ lies in $C^1((-\varepsilon, \varepsilon); A_0)$. 


Equation (2.7) yields

\[
0 = \frac{d}{dt} \bigg|_{t=0} L[\gamma] B[\gamma] \\
= 2L[\gamma] \int_{-\delta}^{\delta} \frac{u'' \phi''}{(1 + u_a'^2)^{\frac{3}{2}}} \, dx - 5L[\gamma] \int_{-\delta}^{\delta} \frac{u''^2 u_a' \phi'}{(1 + u_a'^2)^{\frac{3}{2}}} \, dx \\
+ B[\gamma] \int_{-\delta}^{\delta} \frac{u_a' \phi'}{\sqrt{1 + u_a'^2}} \, dx.
\]

Since the right hand side coincides with \( \int \phi \, d\mu \) and \( \phi \in C^\infty_0((-\delta, \delta) \setminus \{0\}) \) was arbitrary we obtain \( \operatorname{supp}(\mu) \subset \{0\} \).

Hence \( \mu = c\delta_0 \) for some \( c \geq 0 \) and hence for all \( \phi \in C^\infty_0(-\delta, \delta) \) one has

\[
2L[\gamma] \int_{-\delta}^{\delta} \frac{u_a'^2 \phi'}{2(1 + u_a'^2)^{\frac{3}{2}}} \, dx = 5L[\gamma] \int_{-\delta}^{\delta} \frac{u''^2 u_a' \phi'}{2L[\gamma] \sqrt{1 + u_a'^2}} \, dx \\
- B[\gamma] \int_{-\delta}^{\delta} \frac{u_a' \phi'}{\sqrt{1 + u_a'^2}} \, dx + c \phi(0).
\]

Rewriting \( \phi(0) = \int_{-\delta}^{\delta} \chi(-\delta,0) \phi' \, dx \) we infer that

\[
\int_{-\delta}^{\delta} \frac{u_a''}{(1 + u_a'^2)^{\frac{3}{2}}} \phi'' \, dx \\
= \int_{-\delta}^{\delta} \left( \frac{5u''^2 u_a'}{2(1 + u_a'^2)^{\frac{3}{2}}} - \frac{B[\gamma]}{2L[\gamma]} \frac{u_a'}{\sqrt{1 + u_a'^2}} + \frac{c}{2L[\gamma]} \chi(-\delta,0) \right) \phi' \, dx.
\]

Note that the expression in parentheses lies in \( L^1(-\delta, \delta) \). A standard technique (see e.g. \cite{7}, Proof of Proposition 3.2) shows now that

\[
\frac{u_a''}{(1 + u_a'^2)^{\frac{3}{2}}} \in W^{1,1}(-\delta, \delta)
\]

and

\[
(C.1) \quad \frac{d}{dx} \frac{u_a''}{(1 + u_a'^2)^{\frac{3}{2}}} = \frac{5u_a'^2 u_a''}{2(1 + u_a'^2)^{\frac{3}{2}}} - \frac{B[\gamma]}{2L[\gamma]} \frac{u_a'}{\sqrt{1 + u_a'^2}} + \frac{c}{2L[\gamma]} \chi(-\delta,0) + D
\]

for a constant \( D \in \mathbb{R} \). By the chain rule we infer that

\[
(1 + u_a'^2)^{\frac{3}{2}} \in W^{1,1}(-\delta, \delta)
\]

and by the product rule (using the fact that \( W^{1,1}(-\delta, \delta) \subset C^0([-\delta, \delta]) \)) we conclude from (C.1) that

\[
u''_a \in W^{1,1}(-\delta, \delta).
\]

In particular, also

\[
u''_a \in C^0([-\delta, \delta]) \subset L^\infty(-\delta, \delta).
\]
Inserting this new information back into (C.1) we obtain

\[ \frac{d}{dx} u''_a (1 + u'^2_a)^{\frac{5}{2}} \in L^\infty(-\delta, \delta). \]

Arguing again with the chain rule and the product rule we infer that \( u''_a \in W^{1,\infty}(-\delta, \delta) \), which implies

\[ u_a \in W^{3,\infty}(-\delta, \delta). \]

Analogously, one shows that \( u_b \in W^{3,\infty}(-\delta, \delta) \). The above being shown, one readily checks that the arclength reparametrizations of \( \text{graph}(u_a) \) and \( \text{graph}(u_b) \) also lie in \( W^{3,\infty} \). We can conclude that each constant-speed reparametrization of \( \gamma \) lies in \( W^{3,\infty}(\mathbb{T}^1; \mathbb{R}^2) \). Indeed, such reparametrization of \( \gamma \) is smooth outside of \( a, b \) and given by a constant-speed reparametrization of a \( W^{3,\infty} \)-graph in neighborhoods of \( a \) and \( b \). The \( W^{3,\infty} \)-regularity is shown. Continuity of the curvature follows from the fact that by the previous findings the curvature of the constant-speed parametrization is continuous. Here we used the transformation law for the curvature under reparametrization. \( \square \)
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