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\section*{Abstract}

Based on a suite of molecular dynamics simulations, we propose a strategy for producing non-ideal plasmas with controllable properties over a wide range of densities between those of ultracold neutral plasmas and those of solid-density plasmas. We simulated the formation of non-equilibrium plasmas from photoionized, cool gases that are spatially precorrelated through neutral–neutral interactions that are important at moderate-to-high pressures. A wide range of physical properties, including Coulomb collisional rates, partial pressures, screening strengths, continuum lowering, interspecies Coulomb coupling, electron degeneracy and ionization states, were characterized across more than an order of magnitude variation in the initial gas pressure. A wide range of plasma properties are also found to vary when the initial pressure of a precorrelated gas is varied. Thus, we propose that non-ideal plasmas with tunable properties can be generated by photo-ionizing a dense, precorrelated gas. We find that the optimal initial density range for the gas is near a Kirkwood–Widom–Fisher line in the neutral–gas phase diagram. This strategy for generating non-ideal plasmas suggests experiments that have significant advantages over both ultracold and solid-density plasma experiments because the collisional, collective and recombination timescales can be tuned across many orders of magnitude, potentially allowing for a wider range of diagnostics. Moreover, the added costs of cooling ultracold plasmas and diagnosing dense matter with x-rays are eliminated.

\section*{1. Introduction}

The physics of non-ideal plasmas is important in a wide range of applications, including exploding wires\cite{1,2,3}, late-stage stellar evolution\cite{4,5,6,7,8}, interiors of giant planets\cite{9}, x-ray free electron laser (XFEL) experiments\cite{10,11,12,13}, inertial-confinement fusion (ICF) experiments\cite{14}, dusty plasmas\cite{15,16,17,18,19,20}, condensed matter\cite{21,22,23}, non-neutral plasmas\cite{24,25,26,27}, and ultracold neutral plasmas (UCNPs)\cite{28,29,30,31,32,33,34,35,36}. Each of these applications explores specific, narrow ranges of densities and temperatures and utilizes highly variable diagnostics. For example, dusty plasmas tend to form very strongly coupled monolayers that can be diagnosed at the individual particle level; however, it is more difficult to create three-dimensional, moderately coupled plasmas\cite{15}. Similarly, solid-density plasmas are generated at very high pressures, which yield highly transient and unstable states that are difficult to probe without large-scale facilities\cite{13,38,39,40}. In contrast, UCNPs require extremely low temperatures and are difficult to produce in the strongly coupled regime\cite{41,42}. Moreover, dusty plasmas and UCNPs are dominated by classical physics, whereas dense plasmas tend to be electronically quantum; one can transition smoothly between classical and quantum physics by isochorically heating a solid, but such experiments tend to be very expensive because the lasers involved in producing and diagnosing a plasma often require specialized XFEL facilities.

Given these considerations, it would be useful to have an alternate table-top method that allows for wide and continuous variations in density with independent control over the temperature and ionization state, including...
two-temperature variations (i.e., separate electron and ion temperatures). The desired method would allow for systematic control of plasma properties, including transport and relaxation, ionization-potential depression (IPD), the non-ideal multi-temperature equation of state (EOS), and screening involving strongly coupled electrons. Transport properties [43, 44] and relaxation processes [45–48] are important to validate and model dense plasma experiments. The advent of XFEL [49–51] has renewed interest in IPD (a.k.a. ‘continuum lowering’), and dense plasma experiments have been used to validate different IPD models [52–55]. An accurate EOS is essential for examining plasma evolution on the hydrodynamic scale, such as the evolution of fluid instabilities in ICF experiments [56, 57] or UCNP expansion into a vacuum [29]. Strongly coupled electrons, which are difficult to create at high densities because of degeneracy, have been of theoretical and experimental interest for several decades [21, 22], including, more recently, for their role in the conductance of liquid-helium surfaces [23]. Finally, such an approach could also serve as a platform for measuring coupled electron–ion modes, which have been of recent interest in dense two-temperature plasmas [38]. In fact, isolated experiments at these intermediate densities have been performed successfully [39–61]; however, controllability and tunability of plasma properties were not the focus of those experiments. Here, we present a unified approach for studying all of these properties over a wide range of coupling strengths, tuned with the initial pressure of the neutral gas.

Based on a large suite of molecular dynamics (MD) simulations, we propose an experimental procedure for creating three-dimensional non-ideal plasmas with controllable properties at densities between those of UCNPs and those of dense plasmas (defined here as plasmas created through shock or radiation heating of a solid or liquid). Our new paradigm builds upon previously successful examples of similar methods applied to UCNPs that employ a cold, photoionized gas at very low density [33]. UCNP experiments, however, are plagued by the process of disorder-induced heating (DIH) [31, 41], which prevents strong coupling despite plasma creation from ultracold gases (the ionic temperature immediately after ionization can be \(\sim 10^{-6} \text{ K}\)). DIH occurs as a consequence of creating a plasma in a non-equilibrium state [42]; the excess potential energy in the system is rapidly converted into kinetic energy. Mitigating DIH requires a precorrelated state (prior to ionization) [41], and strong coupling between ions has been shown to be theoretically possible in degenerate Fermi gases [41], Rydberg-blockaded gases [62] and optical lattices [63], all of which require very low temperatures. We employ a novel paradigm for precorrelation: compressing gases to high pressures at room temperature, thereby reducing the burden of trapping and cooling to extremely low temperatures. As with other plasmas produced through photoionization, this procedure allows the electron temperature to be tuned independently of the ion temperature, thereby permitting two-temperature studies in the non-ideal regime. Moreover, by operating at densities lower than solid, physical time scales of interest (e.g., collisional and collective) are effectively stretched (relative to dense plasma experiments [10–12]), and a wider range of diagnostics potentially becomes available.

The manuscript is organized as follows. In section 2, we propose an approach to mitigate DIH through pressure-induced precorrelation. Next, in section 3, we give an overview of the computational methods used to predict the behavior of materials under these conditions. Our results are presented in section 4 in terms of IPD, transport phenomena and EOS. Finally, conclusions are given in section 5.

2. Mitigation of DIH: pressure-induced precorrelation

Forming plasmas at low densities has numerous advantages, including the ability to control the ionization state, allowing for table-top visible lasers as probes and the relatively slow time scales associated with collisions and collective phenomena. However, DIH limits the Coulomb coupling parameter to an order of unity unless some mechanism for precorrelation is employed [64]. For this reason, cooling a gas to temperatures well below the DIH temperature has limited advantages. Conversely, in the extreme limit of employing a solid or liquid as a target, the ions are highly precorrelated [65, 66]; in fact, these systems can be viewed as ‘overcorrelated’ [67]. Such dense targets can be isochorically heated to various temperatures to achieve a range of plasma conditions. However, because of the high densities and pressures, these plasmas require large facilities for their creation and diagnosis.

To motivate our strategy, we review the process of DIH that occurs following photoionization of a neutral gas. The initial temperature \(T_0\) and the final temperature \(T_i\) are related to the spatial correlations in the initial and final states by [41]

\[
T_i = T_0 + \frac{1}{3} \int \frac{dk}{(2\pi)^3} \frac{v(k)}{\epsilon(k)} [S_0(k, T_0) - S_i(k, T_i)],
\]

where \(S_0(k, T_0)\) and \(S_i(k, T_i)\) are the initial and final ion–ion structure factors, respectively, \(v(k) = 4\pi\epsilon^2/k^2\) is the Coulomb potential in Fourier space, and \(\epsilon(k)\) is the dielectric response function. Because of the very large electron–ion mass ratio, the ion–ion collisions associated with the DIH process are much faster than electron–ion collisional processes, and this allows us to neglect any changes in the electrons during DIH. As a result, \(\epsilon(k)\) is
approximately constant during that short time interval (about one ionic plasma period [42]). Thus, to achieve large ion–ion coupling after DIH, an initial state with correlations similar to those of the desired plasma is needed.

Because of the issues mentioned above with ultracold and dense plasma experiments, we have examined DIH for modest temperatures at densities that lie between those of UCNPs and dense plasmas. To mitigate DIH in this intermediate density range, we propose precorrelating the neutral gas through strong neutral–neutral interactions. This is most easily accomplished by increasing the gas pressure to achieve various levels of precorrelation before ionization; photoionization is then used to form a two-temperature plasma. For conciseness, we will refer to a plasma formed through this procedure as a ‘pressure-induced precorrelated plasma’ (PIPP), and the basic idea is illustrated in figure 1. The ionic and electronic Coulomb couplings are shown in the left and right panels of the figure, respectively, where the mean ionization state has been taken to be \( \langle Z \rangle = 1 \). At very low density, but higher than that typical of UCNPs, neutral–neutral interactions are very weak. In this low-density regime, DIH leads to a final coupling parameter of order unity [41]; using this fact, we can solve for the DIH temperature (denoted by \( T_{\text{DIH}} \)) as a function of density:

\[
T_{\text{DIH}} \approx \langle Z \rangle^2 e^2 \left( \frac{4\pi n_i}{3} \right)^{1/3},
\]

where \( n_i \) is the ion density and \( e \) is the fundamental charge. \( T_{\text{DIH}} \) becomes of order room temperature (denoted by \( T_{\text{room}} \)) at a density of approximately \( n_i = 1.4 \times 10^{15} \text{ cm}^{-3} \) for \( \langle Z \rangle = 1 \). For densities in this range and above, there is little advantage to cooling the gas before ionization; this is indicated by a horizontal line at \( T_{\text{room}} \), and the critical density \( n_c \) is shown as a vertical line in the figure. These lines set the lower density and temperature limits of the PIPP regime in figure 1. The contours in the figure are the logarithm of the Coulomb coupling; if there were no correlations, the plasma could evolve through DIH to the contour labeled ‘0.0’, which sets the upper bound for PIPPs, as that state is already achievable with lower-density plasmas. Thus, in the PIPP region, a plasma can be formed from an uncooled gas, and any precorrelation from the modest density is expected to lead to a coupling parameter exceeding unity. The feasibility of producing plasmas in this manner should be addressed: a literature search revealed two experiments, labeled ‘UCLA’ [60, 61] and ‘Imperial College’ [59] in the figure, that fall near the PIPP regime. We also show a portion of the regime accessible by experiments at the National Ignition Facility (NIF); we note that PIPPs would, in principle, provide a platform for exploring physics relevant to NIF on a smaller scale, as can be seen by the constant coupling contours shared by both the PIPP regime and the NIF regime.

There are two main factors that dictated our choice of the candidate gas: (1) we preferred a gas that was used in one of the recent experiments that have conditions similar to PIPPs; this would favor the feasibility of the PIPP paradigm, (2) the size of the atoms constituting the gas must be such that the average interatomic distance in the

---

**Figure 1.** Notional region of PIPPs in temperature-density space. The ionic (left panel) and electronic (right panel) coupling parameters denoted by \( \Gamma_i \) and \( \Gamma_{ee} \), respectively, are shown in a temperature-density plane, taking the mean ionization state to be \( \langle Z \rangle = 1 \). (Here \( n_i \) and \( n_e \) denote the ion and electron densities and \( T_i \) and \( T_e \) denote the ion and electron temperatures, respectively.) The regime of ultracold neutral plasmas (UCNPs) is shown at the lower left, and the high-temperature regime of plasmas created at the National Ignition Facility (NIF) are shown at the upper right. Our proposed region for PIPPs is shown, as well; we define this region as those plasmas that are created from room-temperature gases and that have strong correlations created by the modest densities. We also show where previous experiments have been done, denoted by ‘Imperial College’ [59] and ‘UCLA’ [60, 61], suggesting the feasibility of PIPP experiments. The contours are log-scale coupling parameters that reveal how the very disparate plasmas probe similar dimensionless properties of the plasmas.
neutral gas state is similar to the average separation between the ions in the plasma state; this is an important requirement for DIH mitigation that follows from the discussion on DIH, as described above. The ‘UCLA’ experiments are some of the recent experiments that have conditions similar to PIPPs; these experiments employed helium, argon and xenon (Xe). Among the choices, Xe offers the largest interatomic separation in its neutral state that is similar to the average separation between Xe ions in the plasma state. For the above reasons, we have chosen to study neutral Xe gas in this work. We consider Xe at a temperature of 300 K, which is above its critical point [68], thereby avoiding liquid droplet formation. In the next section, we will discuss the computational models used for our studies of PIPPs generally, and dense Xe in particular.

3. Computational methods

Our primary approach is to employ a variety of MD models using effective pair potentials to simulate the process of creating PIPPs over a wide range of densities. Because PIPPs are created out of equilibrium and tend toward a two-temperature state, methods such as path integral Monte Carlo (PIMC) [69] and Kohn–Sham–Mermin density functional theory (DFT) [70] cannot be applied. PIMC is formulated around an equilibrium thermodynamic density matrix, and DFT formulations assume an equilibrium Fermi–Dirac distribution for the electrons; neither approach applies to a wide range of plasma experiments. Moreover, as PIPPs can span the classical to quantum regimes, PIMC and DFT would be extremely inefficient computationally. In this section, we describe computational methods appropriate to PIPPs.

We employ non-equilibrium MD using several interparticle potentials. The different potentials, described in detail below, are needed to model the neutral gas and the plasma state, including potentials needed to explore strong electron–ion coupling. We use a standard MD approach that employs a velocity-Verlet integrator, a Berendsen thermostat and periodic boundary conditions; typically, for each simulation, 10^4 or more particles were used. An equilibration phase was used for equilibrium simulations of the initial gas and for examinations of equation-of-state issues; otherwise, the simulations were non-equilibrium (e.g., entering the plasma state from the neutral state).

In section 3.1, we discuss the range of potentials needed to explore PIPP behavior using this MD approach. Three classes of potentials are needed to describe PIPPs. To examine precorrelation prior to ionization, we require an accurate neutral–neutral potential. Following ionization, we begin with the equilibrated initial state formed by the neutrals and evolve according to an effective ion–ion potential. For studies that involve details of the electronic state of the PIPP, we further require potentials that can be used to evolve the electrons as an independent species. Because the plasma potentials rely on knowledge of the atomic states, we discuss our generalized Saha model in section 3.2.

3.1. Interparticle interactions

Precorrelation in the neutral gas can be modeled using MD with an appropriate neutral–neutral potential. While a wide range of potentials exist for this case, such as the commonly used Lennard-Jones potential, we employed a potential chosen specifically for Xe. The neutral Xe–Xe interactions are known to be well described over a range of pressures by the exponential-6 (E6) potential [71–73]

$$u_{\text{E6}}^{\text{ff}}(r) = \frac{6 \varepsilon}{\eta - 6} \left( e^{\eta(1-r/\sigma)} - \frac{\eta}{6} \left( \frac{\sigma}{r} \right)^6 \right),$$

(3)

where \( r \) is the distance between two atoms, \( \varepsilon/k_B = 243.1 \text{K}, \eta = 13, \text{and } \sigma = 4.37 \text{Å} \) [73]. After equilibration, the gas is photoionized, and the interactions become dominated by Coulomb forces.

We do not directly model the ionization process, but rather assume that each neutral is instantly converted to an ion and that the formation of electronic screening clouds is rapid. The time scales involved are those of laser ionization, electron scattering, and ion equilibration. As the ionization is occurring, the electron subsystem equilibrates on a time scale of inverse electron plasma frequency, forming screening clouds around the ions. Subsequently, the ions respond on a time scale of the inverse ion plasma frequency, which is \( \sim 100–1000 \text{ times larger than the electron equilibration time scale. This ordering of the time scales is a valid assumption; however, for further validation, MD coupled with atomic kinetics is required. Further, we have assumed that 100% of the neutrals are ionized. When the ionization is below 100%, neutrals will start playing a role; however, their impact on DIH mitigation is unclear. It is possible that the advantages of precorrelation are minimized by the presence of the neutrals. On the contrary, since the neutrals are much less energetic than the ions, it is also possible that the neutral subsystem serves as a cooling bath for the ions, thereby mitigating DIH even further. In order to examine these different possibilities, it is required to perform MD with explicit ion–neutral and neutral–neutral interactions in addition to ion–ion interactions for different ionization fractions. Such detailed simulations to further examined our assumptions would be the focus of future work. Within the assumptions we have made, we
use the (precorrelated) final conditions from the neutral gas simulation as the initial conditions of the plasma simulation and evolve according to a plasma potential relevant for ion–ion interactions at the appropriate ionization level (see the following subsection for a more detailed discussion of our ionization model).

An accurate MD model for ion–ion interactions in this moderately dense regime is the Yukawa potential [41], which is given in Gaussian-cgs units by

$$u_{\gamma}(r) = \frac{Z_\alpha Z_\gamma e^2}{r} e^{-r/\lambda_\gamma}.$$  

Here, $Z_\alpha$ is the charge number of the $\alpha$th ion and $\lambda_\gamma$ is the degeneracy-corrected electron-screening length [74] (also referred to as Thomas–Fermi screening length) approximated by

$$\lambda_\gamma^2 \approx \sqrt{\frac{T_e^2}{4\pi e^4 n_e}}.$$  

where $T_e$ is the electron temperature (in energy units), and $E_F = \hbar^2 (3\pi^2 n_e)^{2/3}/2m_e$ is the electron Fermi energy for electron density $n_e$. We choose $Z_\alpha = \langle Z \rangle$ for all ions, where the mean ionization $\langle Z \rangle$ is calculated using a non-ideal Saha equation [75–77]; see section 3.2 for details. The Yukawa potential has found wide use in dusty plasmas [78] and UCNP’s [79] and has been analyzed in detail recently for dense plasmas [80]. Depending on the PIPP conditions, more development of the ion–ion potential may be called for; for example, as the electron–electron coupling is varied, PIPPs can explore a wider variety of potentials beyond the basic Yukawa potential. The Yukawa potential also neglects ionic core–core interactions beyond the Coulomb interaction; such interactions will be the subject of future work. For these initial studies, we employ the basic Yukawa form (4).

Despite the utility of the E6 and Yukawa potentials, they do not describe dynamic electronic degrees of freedom. For the second set of simulations, we allow for explicit electronic degrees of freedom through the use of quantum-statistical potentials (QSPs) [81–83]. In particular, we employ a QSP composed of a diffractive term from Hansen–McDonald [81] and a Pauli exclusion term between electrons derived from the low-density limit of the spin-averaged Lado potential [82, 83]

$$u_{\alpha\gamma}^Q(r) = \frac{Z_\alpha Z_\gamma e^2}{r} (1 - e^{-r/\lambda_{\alpha\gamma}}) - \delta_{\alpha\gamma} \delta_{e\gamma} T_e \ln \left( 1 - \frac{1}{2} e^{-r/\sqrt{\pi} \lambda_{\alpha\gamma}} \right),$$  

where $\lambda_{\alpha\gamma} = \hbar / (2\pi m_\gamma T_{\alpha\gamma})^{1/2}$ is the thermal de Broglie wavelength, $\mu_{\alpha\gamma}$ is the reduced mass, and $\delta_{\alpha\gamma}$ is the Kronecker delta. Note that the indices $(\alpha, \gamma)$ now run over the electrons as well as the ions. Recent comparisons of the QSP model with PIMC predictions for radial distribution functions (RDFs) across a wide range of conditions [84] reveal the accuracy of QSPs for the conditions of PIPPs.

3.2. Atomic ionization model

Because we are considering compressed gases that are below solid density, we employ a non-ideal Saha equation rather than an average-atom model [74] to compute ionization levels. The framework of the Saha approach has the additional advantage that it naturally yields the distribution of charge states, not only the average. In its ideal form, the well-known Saha equations [75, 76] describing the transitions between $N$ ionization states (in addition to the neutral state) are given by

$$\frac{n_{j+1} n_e}{n_j} = \frac{2 g_{j+1}}{\lambda_{e\gamma}^2 \delta_{e\gamma}} \exp \left( \frac{E_j}{T_e} \right) \equiv f_{j+1},$$  

for $j \in [0, N - 1]$, where $\{g_j\}$ are the statistical weights of the energy states, $\{E_j\}$ are the ionization energies, $\lambda_{e\gamma} = \hbar / (2\pi m_e T_{e\gamma})^{1/2}$ is the electron thermal de Broglie wavelength, and $n_j$ is the number density of the $j$th ionization state. Finally, conservation of charge, $n_e = \sum_j n_j$, and conservation of particle number, $n_0 = \sum_j n_j$, result in a closed system of equations. To solve this system, we follow the approach of Zaghoul et al [77]. We can write (6) as a single equation in terms of the concentrations $x_j = n_j / n_0$ and the mean ionization $\langle Z \rangle = \sum_j j x_j$ as

$$\langle Z \rangle^{N+1} + \sum_{k=1}^N n_i^{-k} \langle Z \rangle^k \prod_{j=1}^k f_j = 0.$$  

A root solver can be used to solve for $\langle Z \rangle$, and once $\langle Z \rangle$ is known, the individual species concentrations can be calculated from the following recursion relations:

$$x_0 = \langle Z \rangle \left( \sum_{k=1}^N \frac{k}{n_i^k \langle Z \rangle} \prod_{j=1}^k f_j \right)^{-1},$$  

$$x_j = \frac{n_{j+1} n_e}{n_j} x_{j+1}.$$
\[ x_{j+1} = \left( \frac{f_{j+1}}{n_i(Z)} \right) x_j \]  

For the specific case of Xe, we need to explore only the first few ionization states because of the limited temperature range of interest. Using the values obtained from [85], we take \( N = 5 \) and set \( \{ E_j \} = \{ 12, 21, 32, 46, 57 \} \) eV. We estimate the statistical weights by assuming that Xe, like other noble gases (beyond He), initially ionizes by losing electrons from the outermost \( p \)-subshell. Taking values from [77, 86], we have \( \{ g_j \} = \{ 1, 6, 9, 4, 9, 6 \} \). While the gas in consideration is below solid density, it is still compressed to form Xe–Xe correlations, and this basic Saha model must be extended to its non-ideal form to capture many-body screening effects.

In a dense plasma, the environment surrounding each atom can significantly modify the energy required for ionizing transitions. These modifications are collectively referred to as IPD because they tend to have the effect of lowering ionization energies. To capture the effects of IPD, we employ the standard method of Stewart and Pratt (SP) [50]. While our choice of IPD model is not unique, we do not expect large deviations from the SP model and other IPD models in this regime. In the SP model, the electrostatic potential about a point ion is calculated using the following two assumptions:

- Within the ion-sphere radius \( (r < a_i) \), the ion density is zero, and the electron density is constant. (Here, \( a_i \) is the ion-sphere radius defined as \( a_i = (3/4\pi n_i)^{1/3} \).
- Beyond the ion-sphere radius \( (r > a_i) \), the electrons and ions exhibit linear screening in terms of their respective screening lengths.

Solving the associated Poisson equation and enforcing \( C^2 \)-continuity in the potential results in an electrostatic potential that can be radially expanded about an ion position as \( u(r) \sim -Z_e e^2 /r + \Delta E_j \). The energy shifts \( \Delta E_j \) is the IPD energy shift. This energy shift associated with the \( j \)th ionization state is given by

\[
\Delta E_j = \frac{3Z_e^2 \lambda_{tot}^2}{2a_i^2} \left[ \left( \frac{a_i}{\lambda_{tot}} \right)^3 + 1 \right]^{2/3} - 1,
\]

where \( \lambda_{tot} = \lambda_e^{-2} + \lambda_i^{-2} \). The ion screening length can be estimated using Debye–Hückel (DH) theory to obtain

\[
\lambda_i^2 = \frac{T_e}{4\pi \langle Z \rangle^2 e^2 n_i}.
\]

As in the Yukawa potential, we must additionally incorporate degeneracy via the Thomas–Fermi length. From this SP model, the energy levels are then shifted according to \( \{ E_j \} \rightarrow \{ E_j - \Delta E_j \} \). The \( \langle Z \rangle \)-dependence in the energy shifts transforms (7) from a polynomial to a transcendental equation.

Figure 2 shows \( \langle Z \rangle \) and the energy shifts for the first (dashed) and second (solid) ionization levels of Xe, for densities corresponding to the initial pressures \( P = \{ 50, 62, 143, 1393 \} \) atm considered in section 4. The values of \( \langle Z \rangle \) for pressures from 62 to 143 atm are similar for the range of \( T_e \) considered. This similarity arises because the corresponding densities are similar \( (\sim 10^23 \text{ cm}^{-3}) \); however, the 50 atm case differs from the others for \( T_e \geq 4 \text{ eV} \) because of the lower densities for those cases \( (\sim 10^21 \text{ cm}^{-3}) \). The corresponding energy-level shifts are shown in the right panel. The Yukawa potentials used in the MD simulations employ these ionization states and the screening length (5).

While it remains unclear which IPD model is most appropriate, we have employed this standard model both to self-consistently predict an accurate ionization state to use in the MD simulations and to illustrate the degree to which IPD physics can be explored with PIPPs. Our goal here is not to develop Saha models beyond this standard description. Future plasma experiments employing dense gases could provide more insights into IPD, and more refined models could then be developed.

### 4. Plasma properties in the PIPP regime

Before we examine how plasma properties vary across the PIPP and what this reveals about our knowledge of non-ideal plasmas, we demonstrate some features of precorrelation induced by pressure. Simulations were performed in which we first equilibrated the MD using the E6 potential and computed the RDF. Then, from those initial positions and velocities, we evolved the plasma to equilibrium using the Yukawa potential. Results for four different initial gas pressures \( P_0 = \{ 50, 62, 143, 1393 \} \) atm are shown in figure 3. In the left four panels, we show the initial (gray) neutral–neutral RDFs, \( g_{nn}(r) \), and final (colored) ion–ion RDFs, \( g_{ii}(r) \). It is evident that higher pressures result in increased correlation in the initial gas, which in turn leads to smaller differences in the RDF between the gas and plasma states. Thus, DIIH can be controlled by varying the initial gas pressure, thereby allowing the Coulomb coupling of the resulting PIPP to be controlled.
While it is common to characterize non-ideal plasmas through the bare ionic Coulomb coupling parameter \( \Gamma_0 = \langle Z \rangle^2 e^2/a_i T_e \), PIPPs are two-temperature electron–ion mixtures that are not well characterized by \( \Gamma_0 \). For this reason, an effective coupling parameter can be used to capture the coupling of the system more accurately. One such effective coupling parameter that approximates the effect of screening is given by \( \Gamma_{ii}^\kappa = \Gamma_{ii} e^{-\kappa} \) [87], where \( \kappa = a_i/\lambda_e(T_e) \) is the screening parameter. The time evolution of these coupling parameters is shown in the right panel of figure 3, where \( \langle Z \rangle = 2 \) in each case. Over a range of initial gas pressures, the post-DIH \( \Gamma_{ii}^\kappa \) ranges from roughly 10 to 364, which covers most of the strong-coupling regime. When screening is included via \( \Gamma_{ii}^\kappa \), effective couplings from roughly 1 to 40 are obtained, with \( \kappa \) varying from 1.7 to 2.2 (see figure 6). Thus,
PIPPs can be used to create much larger variations in the effective coupling strength than can their UCNP counterparts \([62, 79]\).

To better understand why such a steep transition takes place as the initial pressure goes from 50 to 62 atm, we examine the underlying microfields of the plasma after photoionization. We introduce the microfield distribution

\[
p(F) = 4\pi F^2 \left\{ \sum_{j=1}^{N} \delta(F - F_j(0)) \right\},
\]

which represents the distribution of forces \(F\) (in units of \(e^2/\alpha_s^2\)) on the initial energy landscape of the system immediately after ionization; here \(N\) is the number of ions in the system, \(F_j(0)\) is the net force on the \(j\)th ion at \(t = 0\), where \(t = 0\) marks the instant of ionization, and \(\langle \rangle\) denotes the ensemble average. Following the analysis of \([42]\), the early-time temperature evolution can be described as \(\bar{T}(t) \approx \bar{T}(0) + (t/\tau_2)^2\), where \(\bar{T}\) is the temperature in units of \(e^2/\alpha_s^2\), \(t\) is time in units of inverse plasma frequency \(\omega_p^{-1}\), \(\tau_2 = 3/\sqrt{\langle F^2 \rangle}\), and \(\langle F^2 \rangle = \int dFF^2 p(F)\).

We can process our MD data to obtain microfields immediately after ionization of the correlated gas. Figure 4 shows \(p(F)\) for \(\langle Z \rangle = 1\) and initial pressures of 50, 62 and 143 atm; all \(p(F)\) were converged using \(10^5\) particles. As the initial pressure is increased from 50 to 143 atm, the peak of \(p(F)\) shifts towards smaller \(F\), and the width of \(p(F)\) decreases, thereby decreasing \(\langle F^2 \rangle\) from \(-6.6 e^2/\alpha_s^2\) to \(-0.1 e^2/\alpha_s^2\). This shift in the microfield distribution peak to a lower value of \(F\) indicates far more cancellations in the interparticle forces. Further, the most significant changes in \(p(F)\) occur from 50 to 62 atm, which could be attributed to a Fisher–Widom or Kirkwood line crossing, as suggested by the change in the RFDs from monotonic to oscillatory in figure 3\(^3\).

Having established that DIH can be partly mitigated in a controlled manner to achieve a range of coupling strengths, we turn to some of the unique plasma properties that can be measured with PIPPs. For these studies, we include the electronic degrees of freedom explicitly in the MD simulations through the use of QSPs for a more complete exploration of the relevant physics.

**4.1. Strong electron–ion coupling**

We begin by examining the intraspecies correlation functions \(g_{ii}(r), g_{ei}(r)\) and \(g_{ee}(r)\), which are shown in figure 5 for four different initial gas pressures; the RDFs are at the post-DIH temperature. There are some interesting features in the RDFs that merit a brief discussion. The electron–electron RDF undergoes a Kirkwood-like transition in the region near 50 atm, with its peak at the same location as the ion peak; there are strong correlations in the peak locations of \(g_{ii}(r)\) and \(g_{ei}(r)\) with those of \(g_{ee}(r)\), suggesting that the electrons are highly localized around the ions in these plasmas. Moreover, \(g_{ee}(0) > 1\) for most of the initial gas pressures considered, indicating that an effective attraction between electrons (mediated by the ions) exists.

\(^3\) While the monotonic–oscillatory crossover is similar in both the Kirkwood and Widom–Fisher cases, \([89]\) gives a precise distinction based on the structure of the poles of the correlation functions. We did not perform such an analysis here and therefore do not know which type of line we have; we leave that analysis for future work.
From these simulations, several simple plasma properties can be immediately examined. In particular, we can calculate the explicit coupling between the ions and electrons through an interspecies coupling parameter \( \Gamma_{\alpha\gamma} \), where

\[
\Gamma_{\alpha\gamma} = \frac{a_{\alpha\gamma} \bar{T}_{\alpha\gamma}}{a_{\alpha} a_{\gamma} \left( \frac{m_{\alpha} T_{\alpha} + m_{\gamma} T_{\gamma}}{m_{\alpha} + m_{\gamma}} \right) \left( \frac{m_{\alpha} + m_{\gamma}}{2} \right)}
\]

\( \bar{T}_{\alpha\gamma} = \frac{T_{\alpha} T_{\gamma}}{T_{\alpha} + T_{\gamma}} \).

Species masses are \( m_{\alpha} \) and \( m_{\gamma} \), the ion-sphere radius is \( a_{\alpha} \), and the electron-sphere radius is \( a_{\gamma} \). We can additionally examine the screening strength \( \kappa = \frac{a_{\alpha}}{\lambda_e} \) and degeneracy parameter \( \Theta = \frac{T_e}{E_F} \). Species couplings \( \Gamma_{\alpha\gamma} \) are shown in the left panel of figure 6, where we see that the largest variations in the species couplings occur in the 50–100 atm range. The coupling strength and degeneracy are shown in the right panel of figure 6, and while the screening parameter remained approximately constant, the degeneracy varied by a factor of more than three. We have also explored the more complex plasma properties of (1) IPD, (2) transport phenomena, and (3) EOS, which we have described in detail below.

### 4.2. Ionization potential depression

IPD has seen renewed interest recently in the context of dense plasma experiments \([53, 55]\). The energy shifts associated with IPD modify the ionization balance in a plasma, and this balance affects important properties such as opacity, the EOS, and transport coefficients. Further, these modifications to the ionization balance become more pronounced as the coupling increases. Despite the significance of IPD physics, there is a lack of well-established models that describe the phenomenon, as has been shown by recent dense plasma experiments \([55]\). The widely used SP model of IPD was found to increasingly disagree with measurements in these dense plasma experiments \([55]\) for the \( j \)th ionization state \([51]\), offered better agreement with IPD measurements for the same conditions. As shown in figure 7, the significant differences between the SP and Ecker–Kröll predictions of IPD for PIPP conditions are similar to those observed in dense plasma experiments. Thus, the lower energy-density environments of PIPPs (relative to dense plasmas) and their controllability over a range of densities enable these plasmas to provide an optimal platform for validating different IPD models without the complexities associated with dense plasma conditions.

\[
\Delta E_j = (Z_j + 1)\left( \langle Z \rangle + 1 \right)^{1/3} \left( \frac{e^2}{a_i} \right)
\]  

(13)
A notable feature in the IPD predictions is the sensitivity to pressure in the 50–62 atm range, a property shared with the other applications discussed below. Re-examining figure 3, we see that the gas RDF undergoes a monotonic-oscillatory transition, which is either a Kirkwood or Fisher–Widom transition [89]; this transition can be seen in particular in the 50–62 atm range (blue and green curves). Thus, establishing the Kirkwood/Fisher–Widom line for the gas of interest can yield considerable controllability.

4.3. Transport phenomena
Turning next to transport phenomena, which are critical to a hydrodynamic description of plasmas, PIPPs can provide a platform for exploring quantities such as transport coefficients (diffusivities, viscosities, conductivities, etc) that are relevant to conditions in ICF experiments [45, 57, 58, 74]. Most transport coefficients tend to be inversely proportional (or proportional) to a scattering cross section, which generally is not a transferable quantity among different transport processes [74]; however, we can explore the qualitative effects of variations in PIPP conditions on these cross sections by employing a Coulomb logarithm (CL) as a proxy. Here, we consider CLs of the form [74]
where the minimum impact parameter is given by
\[ b_{\text{min}} = |Z_e Z_i| e^2 / (2 T_{\text{ei}}), \]
and the maximum impact parameters are given by
\[ b_{\text{max}} = (\lambda_e^2 + a_i^2)^{-1} + (\lambda_i^2 + a_e^2)^{-1}/2 \]
and
\[ b_{\text{max}} = (\lambda_e^2 + a_i^2)^{1/2}, \]
with \( \lambda_i = (T_i / (4 \pi n_i (Z)_i^2 e^2))^{1/2} \) being the ionic screening length. This form is used to yield more physically relevant results in the strongly coupled regime, as the more common form \( \ln(b_{\text{max}} / b_{\text{min}}) \) is, in fact, negative in this regime. CLs are presented in Figure 8, where order-of-magnitude variations are seen in \( \Lambda_{\text{ei}} \). Note that all three CLs are near unity or smaller, representing the most theoretically challenging regime of transport in plasmas.

### 4.4. Equation of state

Finally, we examine PIPPs as a platform for investigating multi-temperature EOS models, which are essential to the hydrodynamic description of a plasma [90]. For example, large-scale experiments involving plasmas (e.g., ICF) require an accurate EOS for their design and interpretation [56, 57, 91, 92]. Because electrons and ions are at different temperatures in most laboratory plasmas, it is important to develop an accurate two-temperature EOS. Although theoretical efforts have explored this topic over many years [88, 93–96], much less experimental work on this subject has been conducted. To understand the role that PIPPs could play in such experimental studies, we calculate final system pressures using MD simulations as the initial pressure of the gas phase is varied.

Here, we present a two-temperature generalization for comparison with MD simulations. The total pressure of a multi-component system can be decomposed as
\[ P = \sum_{\alpha} P_{\alpha} + \sum_{\alpha \gamma} P_{\alpha \gamma}, \]
where \( P_{\alpha} = n_\alpha T_\alpha \) are the ideal pressures. For long-range interactions such as QSPs (i.e., interactions that scale as \( 1/r \) for large \( r \)), the excess pressures \( P_{\alpha \gamma} \) are individually divergent due to the interaction with the uniform background. It is thus useful to introduce the total correlation functions \( h_{\alpha \gamma}(r) = g_{\alpha \gamma}(r) - 1 \), which allow the uniform background contributions to cancel, and the change in excess pressures can instead be expressed in terms of the finite expressions
\[ \Delta P_{\alpha \gamma} = -\frac{n_\alpha n_\gamma}{6} \int dr \frac{d}{dr} h_{\alpha \gamma}(r). \]

These total correlation functions are connected to the direct correlation functions \( c_\alpha(r) \) through the multicomponent Ornstein–Zernike equations, which, in Fourier space, are given by
\[ h_{\alpha \gamma}(k) = c_{\alpha \gamma}(k) + \sum_j n_j c_{j \alpha}(k) h_j(k). \]
For comparison, we employ DH theory, which is commonly used to describe a number of plasma properties [60, 61, 97] due to its analytic simplicity. The DH limit is defined here by approximating the direct correlation functions in terms of the inter-particle interactions as 

$$v_{ij} \approx -\beta_{ii} u_{ij} + \text{const.},$$

where \(\beta_{ii} = 1/T_{ii}\) is the inverse of the mass-weighted cross temperature (in energy units) given by 

$$T_{ii} = (m_a T_a + m_e T_e)/(m_a + m_e).$$

This approximation, which is valid in the weakly-coupled limit, often yields convenient closed-form solutions for many quantities of interest, leading to its wide use. However, as is well known, DH theory fails above modest coupling. Abe has given the leading-order corrections to the DH approximation [98], which have been verified by Monte Carlo simulations [99], but less is known about the two-temperature case. Additionally, few experiments span the region over which the DH limit is accurate to the region over which Abe-like corrections become important and then fail themselves. PIPPs thus provide a natural platform for exploring all of these issues.

While using the QSPs as the interaction within the DH approximation would be a more consistent choice for comparison to the MD simulations, spurious results arise due to the multi-temperature nature of the calculation. For this reason, we instead choose the interaction to be the simpler Coulomb potential, 

$$u_{ij}(r) = Z_i Z_e e^2/r,$$

and thus the change in excess pressures can be expressed as 

$$\Delta P_{ex}^{ii} = \frac{1}{6} Z_i Z_e n_i n_{e} \int dr \left( \frac{e^2}{r} \right) h_{ii}(r)$$

$$= \frac{1}{6} Z_i Z_e n_i n_{e} \int \frac{dk}{(2\pi)^3} r(k) h_{ii}(k)$$

$$= \frac{1}{3\pi} Z_i Z_e e^2 n_i n_{e} \int_0^\infty dk \ h_{ii}(k).$$

Here, the two components are the ions (i) and the electrons (e), with \(Z_i = \langle Z_i \rangle, Z_e = -1\), and \(n_i = \langle Z_i \rangle n_i\), and we have used a tilde (\(\sim\)) to denote pressures calculated within the DH approximation. Using the Ornstein–Zernike equations (18), the total correlation functions can then be calculated as 

$$h_{ii} = \frac{1}{D} [n_i \phi_e^2 - (1 + n_e \phi_i) \phi_e],$$

$$h_{ie} = \frac{1}{D} [n_i \phi_e^2 - (1 + n_e \phi_i) \phi_e],$$

$$h_{ee} = -\frac{1}{D} \phi_e,$$

$$D \equiv (1 + n_i \phi_i)(1 + n_e \phi_e) - n_i n_e \phi_e^2,$$

where we have introduced the function \(\phi_{ie}(k) = 4\pi \beta_{ii} Z_i Z_e e^2/k^2\). We can then substitute these relations into (21) to obtain 

$$\Delta P_{ex}^{ii} = -\frac{2\pi}{3(k_+ + k_-)} \left( \beta_i + \frac{4\pi e^2 \langle Z_i \rangle n_i B}{k_- k_+} \right).$$
Ze:n~ &= \frac{-2\pi \langle Z \rangle^2 e^4n_i^2 \beta_e}{3(k_+ + k_-)}, \quad \Delta \Pi_{ie}^{ex} = \Delta \Pi_{ei}^{ex} = \frac{-2\pi \langle Z \rangle^2 e^4n_i^2 \beta_e}{3(k_+ + k_-)}, 

B \equiv \beta_i\beta_e - \beta_e^2 \tag{27, 28}

where the roots $k_\pm$ are defined as

$$k_\pm = \frac{2\pi e^2 \langle Z \rangle n_i [\beta_e + \langle Z \rangle \beta_i] \pm \sqrt{(\beta_e - \langle Z \rangle \beta_i)^2 + 4\langle Z \rangle^2 \beta_e^2}}{k_+ + k_-}. \tag{29}$$

It should be noted that $k_+^2$ is always real; however, the root $k_-^2$ becomes negative for $B < 0$, which leads to an unphysical result for the correlation functions and consequently the pressures. Given our definition of $T_{in}$, this spurious range is encountered for the temperature ratios $(m_\parallel/m_i)^2 < T_e/T_i < 1$, where we have assumed that $m_\parallel < m_i$. However, $T_e > T_i$ for our systems of interest, hence this regime will be avoided naturally. Finally, the total pressure is given by

$$P = n_iT_i + \langle Z \rangle n_iT_e + \Delta \Pi_{tot}^{ex}, \tag{30}$$

$$\Delta \Pi_{tot}^{ex} = \frac{-2\pi \langle Z \rangle^2 e^4n_i^2}{3(k_+ + k_-)} \left[ \beta_i\beta_e + 2\langle Z \rangle \beta_i + \beta_e + 4\pi \langle Z \rangle^2 (\langle Z \rangle + 1) \frac{e^2n_i B}{k_+ k_-} \right]. \tag{31}$$

In the single-temperature limit, where the temperature ratio is unity, many of the above quantities simplify dramatically. Here, we have $\beta = \beta_e = \beta_i = \beta_\omega$, and the correlation functions can be expressed as

$$h_{\omega\gamma}(k) = \frac{-Z_\omega Z_\gamma \nu\nu(k)}{1 + n_i\langle Z \rangle (\langle Z \rangle + 1) \nu\nu(k)}. \tag{32}$$

The total excess pressure reduces to

$$\Delta \Pi_{tot}^{ex} = \frac{-T}{24\pi \lambda_{DHH}}, \tag{33}$$

$$\lambda_{DHH} = (4\pi \langle Z \rangle e^2n_i \langle 1 + \langle Z \rangle \rangle)^{1/2}, \tag{34}$$

which is the standard DH result. Similarly, in the limit $T_e \gg T_i$, the leading-order excess pressure is given by the ion–ion correlations in the form $\Delta \Pi_{tot}^{ex} \sim -T_i/(24\pi \lambda_1^2)$, where $\lambda_1 = (4\pi \langle Z \rangle e^2n_i \langle 1 + \langle Z \rangle \rangle)^{-1/2}$.

The DH results provide useful formulae for estimating various quantities. Moreover, since it is well-known that the DH approximation fails for non-ideal plasmas, we use it to compare with the more accurate models to suggest which experiments are in regions beyond what DH is capable of describing. For example, as shown in the right panel of figure 9, the two methods predict total pressures with the opposite sign and disparate magnitudes. Note that we have reduced both $P$ and $\Delta \Pi_{tot}^{ex}$ by a factor of 10 to clearly show the variations in the other partial pressures. A striking observation is that the total pressure predicted by DH is negative in all cases because of the ion–ion excess pressure. Moreover, the electron–ion excess pressure has a sign opposite that of its MD analog. These observations lead us to conclude that the DH approximation severely breaks down for the PIPP conditions studied here. Such disparities between the DH and MD predictions call for validation of the different EOS models with experiments.

## 5. Summary, conclusion and outlook

In summary, we have proposed a strategy for creating non-ideal plasmas at densities intermediate to UCNPs and dense plasmas. Because these plasmas mitigate DIH through correlations induced by pressure, we refer to them as PIPPs. We have studied PIPPs through a series of MD simulations that simulate the neutral gas before ionization to establish neutral–neutral correlations. From those initial states, we further evolve the system in the plasma state to examine the impact of those correlations. We discovered that there is a narrow pressure range over which there is a transition from weak to strong DIH mitigation, which perhaps allows for diagnostics such as near-visible Thomson scattering and terahertz spectroscopy to be developed for non-ideal plasmas. Importantly, this behavior occurs near conditions of previous experiments.

We have quantified the potential range of coupling parameters that PIPPs might explore, using both bare and screened coupling parameters. We found, as shown in the left panel of figure 6, that the post-DIH $\Gamma_\parallel$ varies from roughly 10 to 364, which covers most of the strong-coupling regime. When the effect of screening is included, the effective coupling $\Gamma_\parallel^e$ varies from roughly 1 to 40. These predictions suggest much larger couplings than can be achieved by UCNPs. Through simulation studies with explicit electrons, we have also shown that novel strong coupling behavior among the electrons may be achievable with PIPPs. In particular, our results
indicate that an effective attractive interaction can be created in this intermediate density regime. This attraction, revealed through studies of \( g_\text{c}(r) \) in which \( g_\text{c}(0) > 1 \), is mitigated by strong electron–ion coupling. Because PIPPs allow for a wide range of electron temperatures, depending on the ionization laser energy, electron attraction is potentially very precisely controllable in PIPPs.

We also examined variations of a number of other quantities, including IPD and transport phenomena (using the CL as a generic proxy). IPD predictions for PIPPs using the SP and EK model (see figure 7) shows differences that are similar to the differences between the predictions of the two models observed in dense plasma experiments. Thus, the lower energy-density environments and their controllability over a range of densities enable these plasmas to provide an optimal platform for validating different IPD models without the complexities associated with dense plasma conditions. Figure 8 shows our predictions for ion–ion, ion–electron and electron–electron CLs; all are near unity or smaller, representing the most theoretically challenging regime of transport in plasma; in particular, the ion–ion CL shows a three order-of-magnitude variation over the range of initial gas pressures considered.

We performed a careful study of two-temperature EOS using MD with electrons simulated explicitly using QSPs; the MD predictions of two-temperature EOS were then compared with the EOS predicted by a two-temperature DH theory (see figure 9). The EOS predicted by DH theory differs significantly from the MD prediction of EOS, both in magnitude and sign, suggesting not only that PIPPs explore EOS regimes of interest, but also that experimental design studies cannot rely on DH theory. As an aside, our studies have also revealed the drastic failure of the two-temperature DH theory and motivate the need for more theoretical work on two-temperature equations of state.

There are many avenues for future work based on these studies. From a modeling point of view, the potentials could be improved to allow for more accuracy across larger ranges of pressure. Moreover, the models could be extended to elements other than Xe and to mixtures, perhaps involving molecules. With better models, and more species, interesting regimes of PIPPs could be better identified and used to motivate specific experiments. Our results also point to theoretical issues that require further development, such as CLs near zero and two-temperature equations of state. So far, we have not explored non-steady-state properties of PIPPs, or whether they can be sculpted or tagged [34, 36]. Most importantly, future work is needed to explore realistic experimental designs, and explore how a wider array of diagnostics might be included in these non-ideal plasma studies.
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