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We discuss the thermodynamics of a non-relativistic gas of bosons with a local repulsive interaction. In particular, we compute the temperature and density dependence of pressure, energy and entropy-density, superfluid and condensate-fraction, correlation length, specific heat, isothermal and adiabatic compressibility and various sound velocities. The $T \to 0$ limit approaches the quantum phase transition, while the universal critical behavior of a classical second order phase transition in the O(2) universality class determines the region around the critical temperature. Our non-perturbative flow equations based on exact functional renormalization cover all regions in the phase diagram.

I. INTRODUCTION

A gas of non-relativistic bosons with a repulsive point-like interaction is one of the simplest interacting statistical systems. Since the first experimental realization of Bose-Einstein condensation (BEC) [1] with ultracold gases of bosonic atoms, important experimental advances have been achieved, for reviews see [2, 3]. Thermodynamic observables like the specific heat [5] or properties of the phase transition like the critical exponent $\nu$ [6] have been measured in harmonic traps. Still, the theoretical description of these apparently simple systems is far from being complete. This is partly due to the failure of perturbation theory for several interesting regions in the phase diagram: the quantum critical behavior in the limit of zero temperature [7] or the critical behavior near the second order phase transition between the disordered and the BEC-phase. Also the generic infrared behavior in the BEC-phase, which is associated to a Goldstone boson, is non-perturbative [8]. This issue becomes particularly important in two- or one-dimensional systems.

In this paper we employ non-perturbative flow equations for an investigation of the thermodynamic quantities for interacting bosons in three dimensions. In this approach the complications of the long-distance physics can be isolated and solved by a stepwise integration of the fluctuation effects. Already in a simple truncation we obtain a rather complete picture of the temperature and density dependence of many thermodynamic observables. In turn, if some of these observables can be measured precisely, and if the finite size effects due to the trap are properly taken into account, one may use such observables as compressibility or sound velocity as a precise “thermometer” of the system. Simultaneous knowledge of two independent thermodynamic observables will be sufficient to determine the thermodynamic parameters – the temperature $T$ and the density $n$.

Furthermore, we study the dependence of the observables on the interaction strength. If the interaction strength can be varied experimentally, for example by its dependence on a magnetic fields, many aspects of our computations can be tested by observation. In particular, we have computed several non-analytic features near the phase transition. While the critical exponents and amplitude ratios in the immediate vicinity of the critical temperature $T_c$ are given by universal laws, the amplitudes themselves as well as the approach to criticality and the location and size of the critical region in the phase diagram are non-universal. The dependence of these quantities on the interaction strength may become an important test for non-perturbative methods.

II. METHOD

The thermodynamic properties of a statistical system in thermal and chemical equilibrium, are described by the grand canonical partition function

$$ Z = \text{Tr} e^{-\beta(H - \mu N)} = e^{-\beta \Omega_G}. $$

The trace operation includes a summation over all possible states of the system including varying particle number $N$. We use $\beta = 1/T$ with units where $\hbar = 1$. The object $\Omega_G$ is the thermodynamic potential of the grand canonical partition function. It has the differential

$$ d\Omega_G = -S dT - N d\mu - p dV. $$

The partition function has a functional integral representation

$$ Z = \int D\phi e^{-S[\phi]}, $$

where $\int D\phi = \prod_{\tau, \vec{x}} \int d\phi(\tau, \vec{x})$ sums over all possible field configurations $\phi(\tau, \vec{x})$. The variable $\tau$ is a periodic euclidean time coordinate in the range $\tau \in (0, \beta)$ and $\vec{x}$ denotes the usual position coordinate.

The microscopic action $S[\phi]$ includes the Hamiltonian and the chemical potential. For nonrelativistic bosons with a pointlike interaction it is given by

$$ S[\phi] = \int_{\tau, \vec{x}} \left\{ \phi^* (\partial_\tau - \Delta - \mu) \phi + \frac{1}{2} \lambda (\phi^* \phi)^2 \right\}. $$
We use energy units where $2M = 1$, with $M$ the mass of the atoms. Apart from the chemical potential and the kinetic energy we include a repulsive pointlike interaction. The interaction strength $\lambda \geq 0$ determines the scattering length $a$. For $\lambda = 0$ the functional integral in Eq. (3) is Gaussian and can be done analytically, however for $\lambda > 0$ this is not possible any more. For small $\lambda$, or more precisely small $\alpha n^{1/2}$, one might try to make a perturbative analysis by expanding in $\lambda$, but this often leads to infrared problems. Furthermore, we also want to cover the case of strong interactions.

The method we use to determine the partition function in Eq. (3) is of a different kind. We do not perform the functional integral in one step. Instead, we integrate out fluctuations with large momenta first and fluctuations with small momenta later. From a physical point of view it is not reasonable to include the effect of fluctuations up to an infinitely large momentum scale. A microscopic action as in Eq. (4) is an effective description of the physics at some momentum scale $\Lambda$ (somewhat smaller than the inverse Bohr radius $a^{-1}$). At larger momentum or for larger energies, the physics is modified. For example, one might have to include photons and electrons into the description and at even larger energies quarks and gluons. All this is not visible anymore in the “microscopic action” (4) – the fluctuations with momenta $q^2 < \Lambda^2$ have already been “integrated out”. Starting from Eq. (4), the computations of thermodynamics should only include fluctuations with momenta smaller than the “ultraviolet cutoff” $\lambda$.

On the other hand, any real system or any given physical observation has also an effective “infrared cutoff” scale $k_{ph}$, such that only fluctuations in the range $k_{ph}^{-1} \leq q^2 < \Lambda^2$ matter. It makes no sense to include fluctuations with a wavelength larger than the size of some macroscopic probe. Alternatively, $k_{ph}$ may also be set by an inverse characteristic wavelength of some measurement device. At the scale $k_{ph}$ we would like to dispose of an object similar to the action (4), with the difference that now all fluctuations with $q^2 > k_{ph}^2$ instead of $q^2 > \Lambda^2$ are integrated out. Such an “average action” (9) $\Gamma_{k_{ph}}$ averages out all structures with wavelength smaller than $k_{ph}^{-1}$ and only retains the “macroscopic” information about physics at the momentum scale $k_{ph}$. It will constitute a Landau-type theory for the macroscopic physics. Thermodynamic quantities can be easily derived from $\Gamma_{k_{ph}}$, since no further fluctuations need to be taken into account.

The basic challenge of a computation of thermodynamics from given microscopic laws is to build a bridge from the microscopic action $S = \Gamma_{\Lambda}$ to the average action $\Gamma_{k_{ph}}$. This can be a difficult task, since $\Gamma_{k_{ph}}$ may be rather different from $\Gamma_{\Lambda}$. Typically, a large part of the precise microscopic information is lost in the averaging procedure. On the other hand, new phenomena due to collective effects may appear in $\Gamma_{\Lambda}$, which are not directly visible in $\Gamma_{k_{ph}}$. The basic idea of our approach is to make the infrared cutoff scale $k$ variable. The result-
Here we use \( s = S/V \) for the entropy density and \( n = N/V \) for the particle density. The formal infinite volume limit corresponds to \( k_{\text{ph}} = 0 \). We can use our method to determine many thermodynamic quantities. Derivatives of \( U \) with respect to \( T \) and and \( \mu \) are taken numerically by solving the flow equation for close enough values of \( T \) and \( \mu \). The numerical effort is reduced and the accuracy increased by using an additional flow equation for

\[
n_k = -\frac{\partial}{\partial \mu} U_k \bigg|_{\hat{p} = \hat{p}_0(k)}, \quad (12)
\]

with \( n = n_{k_{\text{ph}}} \). The details of our method as well as explicit expressions for the flow equations can be found in [12]. The approximation scheme we use in this paper is basically the same as the one used there. Since we use an infrared cutoff only for momenta but not for frequencies, the correct ultraviolet convergence for the sum of the Matsubara frequencies is not automatically obeyed for the flow equations. We have checked that all thermodynamic quantities discussed in this paper show a satisfactory convergence of the Matsubara sum, except for the pressure. In the flow equation for \( p_k \) we set the frequency coefficients to their microscopic values \( \Omega = 1 \), \( \hat{V} = 0 \) for very large Matsubara frequencies \( |\hat{q}_0| > \Lambda_{\text{UV}}^{0} \).

For bosons with a pointlike repulsive interaction we found in [12] that the scattering length is bounded by the ultraviolet scale \( a < 3\pi/(4a) \). This is an effect due to quantum fluctuations similar to the “triviality bound” for the Higgs scalar in the standard model of elementary particle physics. For a given value of the dimensionless combination \( an^{1/3} \) we cannot choose \( \Lambda/n^{1/3} \) larger than \( 3\pi/(4an^{1/3}) \). For our numerical calculations we use \( \Lambda/n^{1/3} \approx 10 \). Other momentum scales are set by the temperature and the chemical potential. The lowest nonzero Matsubara frequency gives the momentum scale \( \Lambda_T^2 = 2\pi T \). For a Bose gas with \( a = 0 \) one has \( T_c/n^{1/3} \approx 6.025 \) such that \( \Lambda_{T_c}/n^{1/3} \approx 6.45 \). The momentum scale associated to the chemical potential is \( \Lambda_{\mu}^2 = \mu \). For small temperatures and scattering length one finds \( \mu \approx 8\pi an \) and thus \( \Lambda_{\mu}/n^{1/3} \approx \sqrt{8\pi an^{1/3}} \).

We finally note that the thermodynamic relations for intensive quantities can only involve dimensionless ratios. We may set the unit of momentum by \( n^{1/3} \). The thermodynamic variables are then \( T/n^{2/3} \) and \( \mu/n^{2/3} \). The thermodynamic relations will depend on the strength of the repulsive interaction \( \lambda \) or the scattering length \( a \), and therefore on a “concentration” type parameter \( an^{1/3} \).

III. DENSITY, SUPERFLUID DENSITY, CONDENSATE AND CORRELATION LENGTH

Let us start our discussion of the thermodynamic properties with the density. In the grand canonical formalism it is obtained by taking the derivative of the thermodynamic potential with respect to \( \mu \)

\[
n = -\frac{1}{V} \frac{\partial}{\partial \mu} \Omega_{\ell} = \frac{\partial p}{\partial \mu} |_{\ell}. \quad (13)
\]

We could compute the \( \mu \)-derivative of \( p \) numerically by solving the flow equation for \( U \) with neighboring values of \( \mu \). In [12] we also describe another method which employs a flow equation directly for \( n \). Since we often express dimensionful quantities in units of the interparticle distance \( n^{-1/3} \), it is crucial to have an accurate value for the density \( n \). Comparison of the numerical evaluation and the solution of a separate flow equation for \( n \) shows higher precision for the latter method and we will therefore employ the flow equation. We plot in Fig. 1 the density in units of the scattering length, \( na^{3} \), as a function of the dimensionless combination \( \mu a^{2} \).

For a comparison with experimentally accessible quantities we have to replace the interaction parameter \( \lambda \) in the microscopic action by a scattering length \( a \) which is a macroscopic quantity. For this purpose we start the flow at the UV-scale \( \Lambda_{\text{UV}} \) with a given \( \lambda \), and then compute the scattering length in vacuum \( (T = n = 0) \) by following the flow to \( k = 0 \) [12]. This is a standard procedure in quantum field theory, where a “bare coupling” \( (\lambda) \) is replaced by a renormalized coupling \( (a) \). For an investigation of the role of the strength of the interaction we may consider different values of the “concentration” \( c = an^{1/3} \) or of the product \( \mu a^{2} \). While the concentration is easier to access for observation, it is also numerically more demanding since for every value of the parameters one has to tune \( \mu \) in order to obtain the appropriate density. For this reason we rather present results for three values of \( \mu a^{2} \), i.e. \( \mu a^{2} = 2.6 \times 10^{-5} \) (case I), \( \mu a^{2} = 0.0040 \) (case II) and \( \mu a^{2} = 0.044 \) (case III). The prize for the numerical simplicity is a week temperature dependence of the concentration \( c = an^{1/3} \) for the three different cases, as shown in Fig. 2. Here and in the following figures case I, which corresponds to \( an^{1/3} \approx 0.01 \), is represented by the little crosses, case II with \( an^{1/3} \approx 0.05 \) by the dots and case III with \( an^{1/3} \approx 0.1 \) by the stars. It is well known that the critical temperature depends on the concentration \( c = an^{1/3} \). From our calculation we find
For small temperatures, we also show the corresponding curves obtained in the framework of Bogoliubov theory for temperatures $T / n^{2/3}$ as a function of the temperature $T$. This approximation assumes a gas of small temperatures for case III with $T / n^{2/3} \approx 0.088$ at $T = T_c$ in case III. Finally, $T_c / (n^{2/3}) = 7.75$ with $c = 0.088$. The latter is finite for $G$-universality class [14]. Indeed, the condensate density is given by $n_C = \bar{\phi}_0 \bar{\phi}_0$ where $\bar{\phi}_0$ is the expectation value of the boson field which serves as an order parameter in close analogy to e.g. the magnetization $\bar{M}$ in a ferromagnet. Eq. (15) is compatible with our findings, although our numerical resolution does not allow for a precise determination of the exponent $\beta$.

With our method we can also calculate the correlation length $\xi$. For temperatures $T < T_c$, one distinguishes between the Goldstone correlation length $\xi_G$ and the radial correlation length $\xi_R$. While the former is infinite, $\xi_G^{-1} = 0$, the latter is finite for $T < T_c$. It is also known

$$n_c(T) = B^2 \left( \frac{T_c - T}{T_c} \right)^{2\beta}$$

with $\beta = 0.3485$ the critical exponent of the three-dimensional XY-universality class [14]. Indeed, the condensate density is given by $n_C = \bar{\phi}_0 \bar{\phi}_0$ where $\bar{\phi}_0$ is the expectation value of the boson field which serves as an order parameter in close analogy to e.g. the magnetization $\bar{M}$ in a ferromagnet. Eq. (15) is compatible with our findings, although our numerical resolution does not allow for a precise determination of the exponent $\beta$.

With our method we can also calculate the correlation length $\xi$. For temperatures $T < T_c$, one distinguishes between the Goldstone correlation length $\xi_G$ and the radial correlation length $\xi_R$. While the former is infinite, $\xi_G^{-1} = 0$, the latter is finite for $T < T_c$. It is also known
as the “healing length”, given by

\[ \xi_R^{-2} = 2\lambda \rho_0 = 2 \frac{1}{A} \frac{\partial U}{\partial \rho} \rho_0 \quad (16) \]

and diverges only close to the phase transition. In the symmetric regime for \( T > T_c \) there is only one correlation length \( \xi = \frac{1}{\rho} \frac{\partial U}{\partial \rho} \rho_0 \), which also diverges for \( T \rightarrow T_c \). From the theory of critical phenomena one expects close to \( T_c \) the behavior

\[
\xi_R = f_R \left( \frac{T - T_c}{T_c} \right)^{-\nu} \text{ for } T < T_c
\]

\[
\xi = f^+ \left( \frac{T - T_c}{T_c} \right)^{-\nu} \text{ for } T < T_c. \quad (17)
\]

The critical exponent \( \nu = 0.6716 \) is again the one of the three-dimensional XY- or O(2) universality class. We plot our result for the correlation length in units of \( \xi_R n^{1/3} \) for \( T < T_c \) and \( \xi n^{1/3} \) for \( T > T_c \) as a function of the temperature \( T/n^{2/3} \) in Fig. 5.

![FIG. 5: (Color online) Correlation length \( \xi_R n^{1/3} \) for \( T < T_c \) and \( \xi n^{1/3} \) for \( T > T_c \) as a function of the temperature \( T/n^{2/3} \) for the cases I, II, and III.](image)

FIG. 5: (Color online) Correlation length \( \xi_R n^{1/3} \) for \( T < T_c \) and \( \xi n^{1/3} \) for \( T > T_c \) as a function of the temperature \( T/n^{2/3} \) for the cases I, II, and III.

The temperature derivative of the entropy density at constant particle density. Using the Jacobian, we can write

\[
\frac{\partial s}{\partial T} \bigg|_n = \frac{\partial (s, n)}{\partial (T, n)} \frac{\partial (T, \mu)}{\partial (T, n)} \frac{\partial (s, n)}{\partial (T, \mu)}. \quad (20)
\]

For the specific heat this gives

\[
c_v = \frac{T}{n} \frac{\partial s}{\partial T} \bigg|_{\mu} - \frac{\partial s}{\partial \mu} T \frac{\partial n}{\partial T} \bigg|_{\mu} \left( \frac{\partial n}{\partial \mu} \bigg|_{\mu} \right)^{-1}. \quad (21)
\]

Our result for the specific heat per particle is shown for different scattering lengths in Fig. 6. While this quantity is positive in the whole range of investigated temperatures, it is interesting to observe the cusp at the critical temperature. For small temperatures, the slope of this increase is smaller for larger concentration \( c \). We may consider a change of the volume \( V \) by a change in the trap, for example increasing \( V \) by making the trap shallower. If no particles are lost, \( N = \text{const.} \), an increase of \( V \) corresponds to a decrease of \( n \). Furthermore, if the change is adiabatic, the entropy and the entropy per particle, \( s/n \), remains constant. For constant \( s/n \) the ratio \( T/n^{2/3} = \gamma \) is fixed, as given by Fig. 6 for given \( s/n \).

![FIG. 6: (Color online) Entropy per particle \( s/n \) as a function of the dimensionless temperature \( T/n^{2/3} \) for the cases I, II, and III. For \( T/n^{2/3} < 5 \) we also plot the results obtained within the Bogoliubov approximation (dashed lines).](image)

IV. ENTROPY DENSITY, ENERGY DENSITY, AND SPECIFIC HEAT

The next thermodynamic quantity we investigate is the entropy density \( s \) and the entropy per particle \( s/n \). We can obtain the entropy as

\[
s = \frac{\partial p}{\partial T} \bigg|_\mu. \quad (18)
\]

We compute the temperature derivative by numerical differentiation, using flows with neighboring values of \( T \) and show the result in Fig. 6. For small temperatures our result coincides with the entropy of free quasiparticles in the Bogoliubov approximation (dashed lines in Fig. 6).

As it should be, the entropy per particle increases with the temperature. For small temperatures, the slope of this increase is smaller for larger concentration \( c \). We may consider a change of the volume \( V \) by a change in the trap, for example increasing \( V \) by making the trap shallower. If no particles are lost, \( N = \text{const.} \), an increase of \( V \) corresponds to a decrease of \( n \). Furthermore, if the change is adiabatic, the entropy and the entropy per particle, \( s/n \), remains constant. For constant \( s/n \) the ratio \( T/n^{2/3} = \gamma \) is fixed, as given by Fig. 6 for given \( s/n \).

An adiabatic increase of the volume therefore induces a lowering of the temperature, \( T = \gamma n^{2/3} \sim V^{-2/3} \). This allows for a continuous reversible variation of the temperature by means of a variation of the trap parameters. By an adiabatic increase of \( a \) (at fixed \( N \)) one can increase the ratio \( T/n^{2/3} \). This can be realized by a variation of a magnetic field, which may therefore be used to explore the phase transition and the region of \( T/n^{2/3} \) around the critical temperature.

From the entropy density \( s \) we infer the specific heat per particle,

\[
c_v = \frac{T}{n} \frac{\partial s}{\partial T} \bigg|_n, \quad (19)
\]
temperature $T_c$ which is characteristic for a second order phase transition. This behavior cannot be seen in a mean-field approximation, shown by the dashed lines in Fig. 7. The dashed lines show the Bogoliubov result for $c_v$ which coincides with our findings for small temperature. However, the characteristic cusp behavior cannot be seen in a mean-field theory.

In fact, close to $T_c$ the specific heat is expected to behave like

$$c_v \approx b_1 - b_2 \left( \frac{T - T_c}{T_c} \right)^{-\alpha} \quad \text{for} \quad T < T_c,$$

$$c_v \approx b_1 - b_2^+ \left( \frac{T - T_c}{T_c} \right)^{-\alpha} \quad \text{for} \quad T > T_c, \quad (22)$$

with the universal critical exponent $\alpha$ of the 3-dimensional XY universality class, $\alpha = -0.0146(8)$ [14].

The critical region, where the law $c_v \sim |T - T_c|^{-\alpha}$ holds, may be quite small. Our numerical differentiation procedure cannot resolve the details of the cusp.

In the grand canonical formalism, the energy density $\epsilon$ is obtained as

$$\epsilon = -p + Ts + \mu n. \quad (23)$$

(The total energy density density in the gravitational context reads $nMc^2 + \epsilon$.) We plot $p/(n^{5/3})$ as a function of temperature in Fig. 8 and the energy density $\epsilon/(n^{5/3})$ is plotted in Fig. 9. We have normalized the pressure such that it vanishes for $T = \mu = 0$. Technically we subtract from the flow equation of the pressure the corresponding expression in the limit $T = \mu = 0$. This procedure has to be handled with care and leads to an uncertainty in the offset of the pressure, i.e. the part that is independent of $T/n^{2/3}$ and $\mu/n^{2/3}$.

For zero temperature, the pressure is completely due to the repulsive interaction between the particles. For nonzero temperature, the pressure is increased by the thermal kinetic energy, of course. For the energy and the pressure we find some deviations from the Bogoliubov result already for small temperatures in cases I (crosses), II (dots), and III (stars). We also show the curves obtained in the Bogoliubov approximation for small temperatures (dashed lines).

V. COMPRESSIBILITY

The isothermal compressibility is defined as the relative volume change at fixed temperature $T$ and particle number $N$ when some pressure is applied

$$\kappa_T = \left. \frac{1}{V} \frac{\partial V}{\partial p} \right|_{T,N} = \left. \frac{1}{n} \frac{\partial n}{\partial p} \right|_{T}. \quad (24)$$
Very similar, the adiabatic compressibility is
\[
\kappa_S = -\frac{1}{V} \frac{\partial V}{\partial p}
\quad \big|_{S,N} = \frac{1}{n} \frac{\partial n}{\partial p}
\quad \big|_{s/n}
\] (25)
where now the entropy \( S \) and the particle number \( N \) are fixed. Let us first concentrate on the isothermal compressibility \( \kappa_T \). To evaluate it in the grand canonical formalism, we have to change variables to \( T \) and \( \mu \). With \( \partial p/\partial \mu \big|_{n,T} = n \) and \( \partial p/\partial n \big|_{T} = n \partial \mu/\partial n \big|_{T} \) one obtains
\[
\kappa_T = \frac{1}{n^2} \frac{\partial n}{\partial \mu} \big|_T.
\] (26)
This expression can be directly evaluated in our formalism by numerical differentiation with respect to \( \mu \).

The approach to the adiabatic compressibility is similar. Using again the Jacobian we have
\[
\kappa_S = \frac{1}{n} \frac{\partial n}{\partial \mu}
\quad \big|_{s/n} = \frac{1}{n} \frac{\partial (n, s/n)}{\partial (\mu, T)}
\] (27)
and also
\[
\frac{\partial (p, s/n)}{\partial (\mu, T)} = \frac{1}{n} \left( \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial s}{\partial \mu} - \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial n}{\partial \mu} \big|_{T} \right)
\] (28)
and
\[
\frac{\partial (p, s/n)}{\partial (\mu, T)} = \frac{1}{n} \left( \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial s}{\partial \mu} - \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial n}{\partial \mu} \big|_{T} \right)
\] (29)
In the last equations we used the Maxwell identity \( \frac{\partial p}{\partial \mu} \big|_{T} = \frac{\partial n}{\partial \mu} \big|_{T} \). Combining this we find
\[
\kappa_S = \frac{\left( \frac{\partial n}{\partial \mu} \big|_{T} \frac{\partial s}{\partial \mu} - \frac{\partial n}{\partial \mu} \big|_{T} \right)^2}{n^2 \frac{\partial p}{\partial \mu} \big|_{T} - 2sn \frac{\partial n}{\partial \mu} \big|_{T} + s^2 \frac{\partial n}{\partial \mu} \big|_{T}}
\] (30)
Since \( \partial s/\partial \mu \big|_{T} = (\partial^2 p/\partial T^2) \big|_{\mu} \) we need to evaluate a second derivative numerically. We plot the isothermal and the adiabatic compressibility in Figs. 10 and 11.

For the isothermal compressibility the temperature dependence is qualitatively different than in Bogoliubov theory already for small temperatures, while there seem to be only quantitative differences for the adiabatic compressibility. The perturbative calculation of the compressibility is difficult since it is diverging in the noninteracting limit \( an^{1/3} \to 0 \).

Very similar, the adiabatic compressibility is
\[
\kappa_S = -\frac{1}{V} \frac{\partial V}{\partial p}
\quad \big|_{S,N} = \frac{1}{n} \frac{\partial n}{\partial p}
\quad \big|_{s/n}
\] (25)
where now the entropy \( S \) and the particle number \( N \) are fixed. Let us first concentrate on the isothermal compressibility \( \kappa_T \). To evaluate it in the grand canonical formalism, we have to change variables to \( T \) and \( \mu \). With \( \partial p/\partial \mu \big|_{n,T} = n \) and \( \partial p/\partial n \big|_{T} = n \partial \mu/\partial n \big|_{T} \) one obtains
\[
\kappa_T = \frac{1}{n^2} \frac{\partial n}{\partial \mu} \big|_T.
\] (26)
This expression can be directly evaluated in our formalism by numerical differentiation with respect to \( \mu \).

The approach to the adiabatic compressibility is similar. Using again the Jacobian we have
\[
\kappa_S = \frac{1}{n} \frac{\partial n}{\partial \mu}
\quad \big|_{s/n} = \frac{1}{n} \frac{\partial (n, s/n)}{\partial (\mu, T)}
\] (27)
and also
\[
\frac{\partial (p, s/n)}{\partial (\mu, T)} = \frac{1}{n} \left( \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial s}{\partial \mu} - \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial n}{\partial \mu} \big|_{T} \right)
\] (28)
and
\[
\frac{\partial (p, s/n)}{\partial (\mu, T)} = \frac{1}{n} \left( \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial s}{\partial \mu} - \frac{\partial p}{\partial \mu} \big|_{T} \frac{\partial n}{\partial \mu} \big|_{T} \right)
\] (29)
In the last equations we used the Maxwell identity \( \frac{\partial p}{\partial \mu} \big|_{T} = \frac{\partial n}{\partial \mu} \big|_{T} \). Combining this we find
\[
\kappa_S = \frac{\left( \frac{\partial n}{\partial \mu} \big|_{T} \frac{\partial s}{\partial \mu} - \frac{\partial n}{\partial \mu} \big|_{T} \right)^2}{n^2 \frac{\partial p}{\partial \mu} \big|_{T} - 2sn \frac{\partial n}{\partial \mu} \big|_{T} + s^2 \frac{\partial n}{\partial \mu} \big|_{T}}
\] (30)
Since \( \partial s/\partial \mu \big|_{T} = (\partial^2 p/\partial T^2) \big|_{\mu} \) we need to evaluate a second derivative numerically. We plot the isothermal and the adiabatic compressibility in Figs. 10 and 11.

For the isothermal compressibility the temperature dependence is qualitatively different than in Bogoliubov theory already for small temperatures, while there seem to be only quantitative differences for the adiabatic compressibility. The perturbative calculation of the compressibility is difficult since it is diverging in the noninteracting limit \( an^{1/3} \to 0 \).

![FIG. 10: (Color online) Isothermal compressibility \( \kappa_T n^{5/3} \) as a function of temperature \( T/n^{2/3} \) for the cases I (crosses), II (dots), and III (stars). We also show the Bogoliubov result for small temperatures (dashed lines).](image1)

![FIG. 11: (Color online) Adiabatic compressibility \( \kappa_S n^{5/3} \) as a function of temperature \( T/n^{2/3} \) for the cases I (crosses), II (dots), and III (stars). We also show the Bogoliubov result for small temperatures (dashed lines).](image2)

VI. ISOTHERMAL AND ADIABATIC SOUND VELOCITY

The sound velocity of a normal fluid under isothermal conditions, i. e. for constant temperature \( T \) is given by
\[
\nu_T^2 = \frac{1}{M} \frac{\partial p}{\partial n} \big|_{T}.
\] (31)

We can obtain this directly from the isothermal compressibility
\[
M \nu_T^2 = (n \kappa_T)^{-1}
\] (32)
as follows from Eq. (24). We plot our result for \( \nu_T^2 \) in Fig. 12 recalling our units \( 2M = 1 \) such that \( \nu_T^2 \) stands for \( 2M \nu_T^2 \). This plot also covers the superfluid phase where the physical meaning of \( \nu_T^2 \) is partly lost. This comes since the sound propagation there has to be described by more complicated two-fluid hydrodynamics. In addition to the normal gas there is now also a superfluid fraction
VI. FIRST AND SECOND VELOCITY OF SOUND

For temperatures $0 < T < T_c$ there are two components of the gas: the superfluid and the normal part. It was shown by Landau [15] that this leads to two-fluid hydrodynamics with two distinct velocities of sound $c_{1/2}$ corresponding to different kinds of excitations.

The main reason for the existence of two sound velocities is that the entropy flow is carried only by the normal component while the particle flow (or equivalently mass-flow) is carried by both the normal and the superfluid part. The continuity equation for the conserved particle number reads

$$\partial_t n + \vec{\nabla} \cdot \vec{j} = 0,$$

where $\vec{j} = n_N \vec{v}_N + n_S \vec{v}_S$ is the (complete) particle number current and $\vec{v}_N$, $\vec{v}_S$ are the velocities of the normal ($n_N$) and superfluid ($n_S$) parts of the density, $n = n_N + n_S$. The conservation equation for the entropy reads

$$\partial_t s + \vec{\nabla} \cdot (s \vec{v}_N) = 0. \hspace{1cm} (36)$$

We work in linear order in an expansion in the velocities $\vec{v}_N$ and $\vec{v}_S$. To close the set of hydrodynamic equations for small $\vec{v}_N$, $\vec{v}_S$ we need the equations for momentum conservation

$$M \partial_t \vec{j} + \vec{\nabla} p = 0, \hspace{1cm} (37)$$

and for the change in the superfluid velocity

$$M \partial_t \vec{v}_S + \vec{\nabla} \mu = 0. \hspace{1cm} (38)$$

The last equation guarantees that the superfluid flow remains irrotational, $\vec{\nabla} \times \vec{v}_S = 0$.

From the combination of Eq. (35) and (37) one obtains

$$M \partial_t^2 n = \Delta p. \hspace{1cm} (39)$$

To linear order in $\vec{v}_S$ and $\vec{v}_N$ one infers from the combination of Eq. (35) and (36)

$$n_S \vec{\nabla} \cdot (\vec{v}_N - \vec{v}_S) = -\frac{n^2}{s} \partial_t (s/n). \hspace{1cm} (40)$$

We recover $s/n = \text{const.}$ for $n_S = 0$ as appropriate for the disordered phase. Similarly, the combination of Eq. (37) and (35) gives

$$M n_N \partial_t (\vec{v}_N - \vec{v}_S) = n \vec{\nabla} \mu - \vec{\nabla} p = -s \vec{\nabla} T. \hspace{1cm} (41)$$

The last equation uses the relation

$$\vec{\nabla} p = s \vec{\nabla} T + n \vec{\nabla} \mu \hspace{1cm} (42)$$
which follows directly from the differential of \( p \), Eq. (40). Combining now Eqs. (40) and (41) yields the analogue of Eq. (39).

\[
M \partial_T^2 (s/n) = \frac{s^2}{n^2} \frac{n_S}{n_N} \Delta T.
\]  

(43)

One next makes an ansatz for the thermodynamic variables in the form

\[
p = p_0 + \delta p, \quad T = T_0 + \delta T
\]

\[
n = n_0 + \delta n, \quad s/n = s_0/n_0 + \delta(s/n),
\]  

(44)

where \( p_0, T_0, n_0 \) and \( s_0 \) are constant in space and time whereas \( \delta p, \delta T, \delta n, \) and \( \delta(s/n) \) are small and vary like \( \sin[p(x-ct)] \). We use \( \delta T \) and \( \delta n \) as independent variables, with

\[
\delta p = \frac{\partial p}{\partial T} \bigg|_{n} \delta T + \frac{\partial p}{\partial n} \bigg|_{T} \delta n,
\]

\[
\delta(s/n) = \frac{\partial(s/n)}{\partial T} \bigg|_{n} \delta T + \frac{\partial(s/n)}{\partial n} \bigg|_{T} \delta n,
\]

(45)

in order to obtain from Eqs. (39) and (43) the wave equation

\[
\left( M \partial_T^2 \frac{\partial(s/n)}{\partial n} - \frac{s^2 n_S}{n^2 n_N} \right) \frac{\partial T}{\partial n} = M \partial_T \left[ \frac{s^2 n_S T}{n^2 n_N c_v} \right] \frac{\partial p}{\partial n} - \frac{s^2 n_S T}{n^2 n_N c_v} \frac{\partial p}{\partial n}. 
\]

(46)

As a condition for possible sound velocities \( c \) one obtains

\[
(M c^2)^2 - (M c^2) \left[ \frac{\partial p}{\partial n} + \frac{s^2 n_S T}{n^2 n_N c_v} \right] = 0.
\]

(47)

This relation uses

\[
c_v = T \frac{\partial(s/n)}{\partial T} \bigg|_{n}
\]

(48)

as well as

\[
\frac{\partial(s/n)}{\partial n} \bigg|_{T} = \frac{c_v}{T} \frac{\partial T}{\partial p} \bigg|_{n} \left[ \frac{\partial p}{\partial n} \bigg|_{T} - \frac{\partial p}{\partial n} \bigg|_{s/n} \right].
\]

(49)

The latter relation follows from

\[
\frac{\partial p}{\partial n} \bigg|_{s/n} = \frac{\partial p}{\partial n} \bigg|_{T} + \frac{\partial p}{\partial n} \bigg|_{s/n}
\]

(50)

together with

\[
\frac{\partial T}{\partial n} \bigg|_{s/n} = \frac{\partial(T, s/n)}{\partial(n, s/n)} = \frac{\partial(T, s/n)}{\partial(n, T)} \frac{\partial(s/n)}{\partial(n, n)}
\]

\[
= - \frac{\partial(s/n)}{\partial n} \bigg|_{T} T \frac{1}{c_v}.
\]

(51)

With these ingredients one can now solve Eq. (47) for the first and second velocity of sound. The numerical results as a function of temperature are shown in Fig. 14 and 15. We also show there the prediction from Bogoliubov theory for \( T \to 0 \) (short solid lines). For \( T/n^{2/3} < 1 \) our numerical determination becomes unreliable, since \( c_v^2 \) is dominated by a ratio of terms that vanish for \( T \to 0 \).
We observe that Eq. (47) can be written as

\[
(Mc^2)^2 - \left[ Mv_S^2 + \frac{n_S T s^2}{(n-n_S)c_v n^2} \right] (Mc^2) + \frac{n_S T s^2}{(n-n_S)c_v n^2} Mv_T^2 = 0,
\]

with the single fluid isothermal and adiabatic sound velocities \( v_T \) and \( v_S \) given by Eqs. (31) and (33). This shows that \( c \) coincides with \( v_S \) in the disordered phase where \( n_S = 0 \). An intuitive form of the wave equation can be written as

\[
\partial_t^2 \delta n = v_T^2 \Delta \delta n + (v_T^2 - v_S^2) \Delta \delta \tilde{T},
\]

\[
\partial_t^2 \delta \tilde{T} = (v_S^2 - v_T^2 + v_c^2) \Delta \delta \tilde{T} + v_c^2 \delta \delta n,
\]

with

\[
M \tilde{v}^2 = \frac{s^2 n_S T}{n^2(n-n_S)c_v}, \quad \delta \tilde{T} = \frac{\delta T}{\eta}
\]

and

\[
\eta = -\frac{T}{c_v} \frac{\partial(s/n)}{\partial n} \bigg|_T = \frac{\partial T}{\partial n} \left|_n \right. \frac{s/n}{n}.
\]

For fluctuations of \( \delta n \) and \( \delta \tilde{T} \) only \( v_T \), \( v_S \) and \( \tilde{v} \) matter. In the limit \( T \to 0 \) one observes \( v_S^2 \to v_T^2 \) such that the fluctuations \( \delta n \) are governed by the isothermal sound velocity \( v_T \). On the other hand, the velocity \( \tilde{v} \) characterizes the dynamics of a linear combination of \( \delta \tilde{T} \) and \( \delta n \).

VIII. CONCLUSIONS

For non-relativistic bosons with a repulsive pointlike interaction we have computed the dependence on temperature, density and the interaction strength of various thermodynamic observables: entropy, pressure, energy, specific heat, isothermal and adiabatic compressibility, isothermal and adiabatic sound velocity as well as the first and second velocity of sound in the superfluid phase. Non-analytic features at the critical temperature are clearly visible even though the limits of numerical differentiation do not allow a very fine resolution. The truncation of the functional flow remains rather simple, but we do not expect qualitative changes from the use of an extended truncation. The present truncation is already sufficient for reproducing correctly all expected qualitative features, both near the critical temperature of the phase transition between the superfluid and disordered phase and the quantum phase transition in the zero temperature limit. The long distance physics is under control and no infrared problems occur. Quantitative improvements may be achieved by an extension of the truncation and by increased numerical precision near the critical temperature.

The computation of the thermodynamic response functions enters the hydrodynamic equations. They can be used for an investigation of the motions of atoms in a trap. Precise knowledge of the thermodynamics may allow for precision studies of this motion under the influence of time varying trap geometry or time varying coupling strength.
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