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Abstract

We present a simple distributed algorithm that, given a regular graph consisting of two communities (or clusters), each inducing a good expander and such that the cut between them has sparsity $1/\text{polylog}(n)$, recovers the two communities.

More precisely, upon running the protocol, every node assigns itself a binary label of $m = \Theta(\log n)$ bits, so that with high probability, for all but a small number of outliers, nodes within the same community are assigned labels with Hamming distance $o(m)$, while nodes belonging to different communities receive labels with Hamming distance at least $m/2 - o(m)$. We refer to such an outcome as a community sensitive labeling of the graph.

Our algorithm uses $\Theta(\log^2 n)$ local memory and computes the community sensitive labeling after each node performs $\Theta(\log^2 n)$ steps of local work.

Our algorithm and its analysis work in the (random) population protocol model, in which anonymous nodes do not share any global clock (the model is asynchronous) and communication occurs over one single (random) edge per round. We believe, this is the first provably-effective protocol for community detection that works in this model.

Keywords: Distributed Community Detection, Population Protocols, Probabilistic Algorithms, Spectral Analysis.
1 Introduction

1.1 The model and the problem

Informally, a Population Protocol \[3, 4, 8\] is a dynamic distributed system consisting of a finite set of identical agents that interact over an underlying graph \(G = (V, E)\). In the discrete-time, random setting, at every round, a random edge \((u, v) \in E\) is activated and both endpoints \(u\) and \(v\) apply a fixed update rule (the same for every agent) to respectively compute their next states. Agents are anonymous (so, they have no unique IDs), they do not share any global clock, nor can they define a local labeling of their respective neighbors.

Population protocols received considerable attention in the recent past, mostly because they offer a distributed model that is minimal with respect to communication and computational capabilities. In several network scenarios (like many arising in biological systems or opportunistic networks), one cannot realistically assume the existence of a global clock and/or the simultaneous presence of all neighbors of an agent in a given round. Population protocols thus help capture key aspects of important processes in social networks, biological systems and other domains of interest in network science \[4, 8, 11, 18, 23, 27, 28\]. In particular, research in biology and nanotechnology has shown that population protocol algorithms can be implemented at the molecular level \[19\], at the same time highlighting deep connections between population protocols and important tasks of a computational nature in cell biology \[13\]. The same model is known as Chemical Reaction Networks in the field of molecular computing for fixed volume reactions \[23\].

Most recent studies on population protocols address complexity issues, i.e., the class of computational tasks population protocols can solve \[7, 4\] and/or focus on convergence bounds for key tasks in distributed computing, such as self-stabilizing consensus or majority computations \[3, 6, 8, 15, 43\]. Departing from these lines of work, in this paper we investigate the effectiveness of population protocols for community detection in graphs, a task which is not trivial even in a centralized setting \[25, 39\]. In one of the simplest versions of this problem, we want to design an algorithm that, given a regular clustered graph \[1\] \(G = ((V_1, V_2), E)\), is able to recover the communities \(V_1, V_2\). In a centralized setting, this amounts to computing a coloring \(C : (V_1 \cup V_2) \rightarrow \{\text{Blue}, \text{Red}\}\), so that nodes within the same community are assigned the same color and the two communities receive different colors.

Several notions of community (or cluster) appear in the literature \[15, 26, 42, 39\]. A natural one (including, the popular Stochastic Block Model \[12, 39, 38\] as an important case) refers to the expansion properties of the graph: Essentially, the two clusters \(V_1\) and \(V_2\) are connected over a sparse (or small conductance) cut, while both clusters exhibit large inner expansion/conductance. In the case of regular clustered graphs studied in this paper, if we call \(P\) the transition matrix of the random walk on \(G\), this condition is equivalent to asking that the second largest eigenvalue of \(P\) be \(1 - 1/\mathcal{O}(\log^2 n)\) and that the third largest be \(1 - \mathcal{O}(1)\). Community detection has been investigated extensively using a number of techniques, which include combinatorial algorithms \[25\], spectral-based techniques \[39, 21\], Metropolis approaches \[42\], and semidefinite programming \[1\], among others.

On the other hand, few distributed approaches have been proposed and rigorously analyzed so far \[10, 33, 35, 17\]. While these previous efforts are discussed in detail further in Section \[2\] here we emphasize that, to the best of our knowledge, no community detection algorithm working with provable guarantees in the population protocol model is currently available for any class of graphs.

1See Definition 2.

2In this paper, the two terms will be used interchangeably.
1.2 Our contribution

A first, non-obvious issue is the notion itself of a distributed solution for the community detection problem in the population protocol framework. Intuitively, a population protocol for this task should enable every node to tell “friend” from “foe”. A natural solution, and the one pursued in this paper, is a protocol that assigns each node a binary word, i.e., a signature or label, so that nodes from the same community are assigned labels with (very) small Hamming distance, while nodes from different communities receive labels that have (very) large Hamming distance. Such binary labels introduce a notion of similarity between nodes of the graph, in fact behaving like “profiles” that reflect community membership, hence the phrase Community Sensitive Labeling we use to refer to our approach. Actually, given the very-restrictive computational model we consider and given its probabilistic nature, we slightly relax the above requirements in two ways: i) We allow the existence of a small (i.e. $o(n)$) subset of “ill-labelled” nodes that may be assigned labels not reflecting their community membership and ii) We accept a small (i.e. $O(1/poly(n))$) probability that the (randomized) protocol might fail. More formally, if $\Delta(x,y)$ denotes the Hamming distance between two binary strings $x$ and $y$, we introduce the following notion of distributed community detection.

Definition 1 (Community sensitive labeling). Let $G = (V,E)$ be a graph, $V_1, V_2$ a partition of $V$ and let $\delta \in (0,1]$. A function $h : V_1 \cup V_2 \to \{0,1\}^m$, for some $m \in \mathbb{N}$, is a $\delta$-community sensitive labeling for partition $(V_1,V_2)$ of $G$ if, for a subset $\tilde{V} \subseteq V$, with $|\tilde{V}| \geq (1-\delta)|V|$, of the nodes, two constants $0 \leq c_1 < c_2 \leq 1$ exist, such that for all $u,v \in \tilde{V}$ we have

$$\Delta(h_u,h_v)\begin{cases} \leq c_1 m & \text{if } i_u = i_v \text{ (Case (i))}, \\ \geq c_2 m & \text{otherwise (Case (ii))}, \end{cases}$$

where $i_u = 1$ if $u \in V_1$ and $i_u = 2$ if $u \in V_2$.

Our algorithm is thus simple, lightweight and communication-efficient: the nodes exchange $O(n \log(n))$ bits of information, which is sublinear in the size of the graph if the graph is dense. Moreover, CSL meets all requirements of the (random) discrete-time population protocol model (see for instance [3]): In particular, nodes are anonymous and the updating rule requires neither a global clock nor a local labeling of link ports.

We analyze protocol CSL over the class of $(n,d,b)$-clustered regular graphs $G = ((V_1,V_2), E)$ [10] [17].

Definition 2 (Clustered regular graphs). Let $n \geq 2$ be an even integer and $d$ and $b$ two positive integers such that $b < d < n$. An $(n,d,b)$-clustered regular graph $G = ((V_1,V_2), E)$ is a graph

\[\text{where } i_u = 1 \text{ if } u \in V_1 \text{ and } i_u = 2 \text{ if } u \in V_2.\]
over node set \( V = V_1 \cup V_2 \), with \(|V_1| = |V_2| = n/2\) and such that: (i) Every node has degree \( d \) and (ii) Every node in \( V_1 \) has \( b \) neighbors in \( V_2 \) and every node in \( V_2 \) has \( b \) neighbors in \( V_1 \).

Our main result can be informally stated as follows (see Theorem 4 for a rigorous claim). Assume \( G = ((V_1, V_2), E) \) is an \((n, d, b)\)-clustered regular graphs, such that \( d \epsilon^2 / \log^2 n \gg b \) for some \( \epsilon = \epsilon(n) > 0 \) and such that the subgraphs induced by \( V_1 \) and \( V_2 \) are good expanders (equivalently, that the third largest eigenvalue of the transition matrix is at most a fixed constant bounded away from 1). Then, we prove that, if we run CSL on \( G \) for \( \Theta(\epsilon^{-1} n \log^2 n) \) rounds, the labels \( h_u \) are, with high probability\(^4\) (w.h.p.), a \( \delta \)-community sensitive labeling with \( c_1 = O(\epsilon) \), \( c_2 = 1/2 - O(\epsilon) \) and \( \delta = O(\sqrt{\epsilon}) \).

To implement the protocol, nodes require \( \Theta(\epsilon^{-1} \log^2 n) \) local memory and they set their respective labels within \( \Theta(\epsilon^{-1} \log^2 n) \) activations.

The class of graphs to which our analysis applies includes w.h.p. graphs sampled from the regular stochastic block model \([10, 17, 41]\) with appropriate parameters. The regular stochastic block model is defined as follows: given parameters \( a(n) \) and \( b(n) \), a random graph on \( n \) nodes is obtained by partitioning nodes into two equal-sized communities \( V_1 \) and \( V_2 \) and then sampling a random \( a(n)\)-regular graph over each of \( V_1 \) and \( V_2 \). A random \( b(n)\)-regular graph is then sampled between \( V_1 \) and \( V_2 \). The final graph is the union of the two edge sets. This model can be instantiated in different ways depending on how we sample the random regular graph (for example, via the uniform distribution over regular graphs, or by taking the disjoint union of random matchings). Thus, by definition, every graph sampled from the regular stochastic block model with parameters \( a(n) \) and \( b(n) \) is a \((n, a(n)+b(n), b(n))\)-clustered regular graph according to our definition. If \( a(n)/b(n) \gg \log^2 n \) then the condition that we require on the third largest eigenvalue is satisfied w.h.p. (see \([13, 17]\)), and in fact much stronger conditions are known.

An overview of the main new technical contribution of our analysis is deferred to Section 4.4. Here, we briefly discuss the two major technical challenges we need to tackle, namely, the (random) sparseness of the averaging process and the “asynchronicity” of the node labeling process.

The averaging process implemented by our protocol is a time-inhomogeneous Markov chain, which can be described by a sequence of multiplications between (very-sparse) stochastic matrices (see Section 4.3); that is, the state after \( t \) rounds is of the form \( W_1 \cdots W_1 \cdot x \) where \( x \) is the initial state and the \( W_i \) are i.i.d. samples from a certain distribution of sparse matrices. For a given initial state \( x \), it is easy to compute the expectation, over the choice of the matrices, of \( W_1 \cdots W_1 \cdot x \), but this calculation is not useful without a second-moment bound. Our first contribution, discussed in Section 4.3, is such a second-moment calculation, which proceeds via a double induction in which we keep track of the projection of the state on the indicator vector of the cut and the projection of the state on the space orthogonal to the cut.

This calculation shows that for every round \( t \) of the order of \( n \log n \) there is a good probability that most nodes, if they set their label according to the state at round \( t \), would set a label consistent with the community that they belong to. If we had a synchronous protocol, we would be done.

Nodes, however, are not aware of how many (global) rounds have elapsed, and they fix their label according to a count of the number of times they have been activated. All we can say is that w.h.p. all nodes will set their label in a round, say, between \( t_1 \) and \( 2t_1 \), where \( t_1 = \Theta(n \log n) \).

Our next result is to show that, during such a time window, it is true at every round that most nodes are “good” at that round, meaning that if they were to set their label at that round, they would do so consistently with the community they belong to. This cannot be obtained

\(^4\)A sequence of events \( \mathcal{E}_n, n = 1, 2, \ldots \) holds with high probability if \( P(\mathcal{E}_n) = 1 - \mathcal{O}(1/n^\gamma) \) for some positive constant \( \gamma > 0 \).
by taking a union bound over rounds, because the probability that a particular round has the
above property is only $1 - \epsilon$ for constant $\epsilon$, and the number of rounds is order of $n \log n$, and a
more subtle argument is required.

This is not yet enough for our purposes, because the time at which a node sets its label is
not independent of its state, and so it could be that even though at every round between $t_1$ and
$2t_2$ most nodes are “good” (and so most nodes are good in most rounds) all nodes choose a label
at one of the few rounds in which they are not good. To overcome this difficulty, we have to
show that most nodes are good at all times between $t_1$ and $2t_1$, which requires an additional
idea.

2 Related work

Several rigorous analysis of community detection algorithms focus over the so called stochastic
block models. Such models offer a popular framework for the probabilistic modelling of graphs
that present good clustering or community properties. They have been studied in a number of
areas, including computer science [12, 39, 38], probability [41], statistical physics [22] and social
sciences [30]. In the simplest version of the stochastic block model, we have a random graph
$G_{n,p,q}$ consisting of $n$ nodes and an edge probability distribution defined as follows: The node
set is partitioned into two subsets $V_1$ and $V_2$, each of size $n/2$; edges linking nodes belonging to
the same partition appear in $E$ independently at random with probability $p = p(n)$, while edges
connecting nodes from different partitions appear with probability $q = q(n) < p$.

As described in the previous subsection, we consider a natural variant of the stochastic block
models, the so called regular stochastic block model [10, 17, 41], where nodes have same inner
and out degree.

The literature related to community detection and stochastic block models is quite vast.
Thus, after a concise review of the general results for the reconstruction problem, we mainly
focus on those contributions concerning distributed approaches.

**General results for block reconstruction.** In general, the reconstruction problem has been
studied extensively using a multiplicity of techniques, which include combinatorial algorithms
[25], belief propagation [22] and variants of it [42], spectral-based techniques [39, 21], Metropolis
approaches [32], and semidefinite programming [11], among others. Spectral methods typically
consider the eigenvector associated to the second eigenvalue of the adjacency matrix $A$ of $G$, or
the eigenvector corresponding to the largest eigenvalue of the matrix $A - \frac{d}{n} J$ [12, 20, 21, 39],
since these are correlated with the hidden partition. More recently spectral algorithms have been
proposed [2, 21, 40, 36, 15] that find a weak reconstruction even in the sparse, tight regime.
Unlike the distributed setting, where the existence of light-weight protocols [29] is the main
issue (even in non-sparse regimes), in centralized setting strong attention has been devoted to
establishing sharp thresholds for weak and strong reconstruction. Define $a = np$ as the expected
internal degree (the number of neighbors that each node has on the same side of the partition)
and $b = nq$ as the expected external degree (the number of neighbors that each node has on the
opposite side of the partition). Decelle et al. [22] conjectured that weak reconstruction is possible
if and only if $a - b > 2\sqrt{a + b}$. This was proved by Massoulie and Mossel et al. [40, 38, 41].
Strong recovery is instead possible if and only if $a - b > 2\sqrt{a + b + \log n}$ [4]. Versions of the
stochastic block model in which the random graph is regular have also been considered [41, 17].
In particular Brito et al. [17] show that strong reconstruction is possible in polynomial-time
when $a - b > 2\sqrt{a + b - 1}$.

---

[A] $A$ is the adjacency matrix of $G$, $J$ is the matrix having all entries equal to 1, $d$ is the average degree and $n$ is the number of nodes.
Distributed eigenvector computation. In [33], Kempe and McSherry propose a synchronous distributed algorithm for spectral graph analysis. The algorithm works for any graph and, when executed over a clustered graph with a fixed planted partition (such as the random graphs sampled from $G_{n,p,q}$), it also computes the correct bipartition. On the other hand, this protocol is far from simple, it definitely does not work in the population protocol model, and, moreover, its convergence time is \textit{linear in the mixing time of the input graph}. This implies that, when the protocol is run over clustered graphs with a small cut between the two unknown clusters, its parallel convergence time can be superlogarithmic in $n$, or even $n^{\Omega(1)}$.

Label propagation algorithms (LPA). LPA [46] are simple protocols based on majority updating rules [6] and have been applied to several problems including community detection. Several papers present experimental results for such protocols on specific classes of clustered graphs [9, 37, 40]. To the best of our knowledge, the only rigorous analysis of LPA on planted partition graphs is the one presented in [33], where the authors propose and analyze an LPA on the stochastic block model $G_{n,p,q}$ for highly-dense topologies. The proposed algorithm requires every node to exchange messages with all its neighbors in the same round and its analysis considers $p = \Omega(1/n^{1/4-\varepsilon})$ and $q = O(p^2)$, a parameter range in which dense clusters of constant diameter separated by a sparse cut occur w.h.p. (for short \textit{w.h.p}). In this restricted setting characterized by a polynomial gap between $p$ and $q$, simple combinatorial and concentration arguments show that the protocol converges in constant expected time.

\textit{Averaging dynamics}. In [10], Becchetti et al. present a synchronous \textit{averaging dynamics} for community detection on the class of $(n,d,b)$-clustered regular graphs and that of almost-regular clustered graphs (a more general class including the stochastic block model). As in our protocol, every node $v$ has an initial value randomly set to $-1$ or $+1$ with equal probability. In each subsequent round $t \geq 1$, every node $v \in V$ updates its value to the average of the values of its neighbors at the end of the previous round. Running the averaging dynamics on any $(n,d,b)$-clustered regular graphs with $1 - 2b/d \gg \max \{\lambda_3, \lambda_n\}$ (where $\lambda_i$ denotes the $i$-th eigenvalue of the graph), the authors prove that if nodes are also equipped with a simple cluster coloring criterion, the process converges to a stable regime where all nodes are properly colored, w.h.p.: Nodes in the same cluster get the same color while any two nodes from different clusters get different colors. The convergence time is $O(\log n)$. They also prove that a slightly weaker cluster coloring is guaranteed by the same protocol in the class of almost-regular graphs including the stochastic block model with parameters $p(n) \gg \log n$ and $q(n)$ so that $(p - q) \gg n^{-2} \sqrt{p + q}$. Observe that the kind of community detection achieved by the averaging dynamics is stronger than community sensitive labeling obtained by our population protocol since the latter achieves a proper 2-coloring of the two hidden communities. Moreover, the class of clustered graphs they consider is wider than ours. On the other hand, in order to perform the local averaging rule, the required interaction model is the \textit{synchronous LOCAL} one [44]: At every round, each node in parallel must exchange informations with all their respective neighbors. Hence, despite its simplicity, the averaging dynamics does definitely not work in the population protocol model and, especially in non-sparse graphs, it is not efficient in terms of communication costs. We here remark that in several network scenarios (like the ones arising from biological systems and from opportunistic networks), it is not reasonable to assume the existence of a global clock and/or the simultaneous “presence” of all neighbors of an agent in a given round: Such features are in fact some of the main reasons to adopt population protocols for such applications. As a rough comparison between the work in [10] and the one presented here, one may consider

\footnote{Recall that we say that a sequence of events $\mathcal{E}_n$, $n = 1, 2, \ldots$ holds \textit{with high probability} if $P(\mathcal{E}_n) = 1 - O(1/n^\gamma)$ for some positive constant $\gamma > 0$.}

\footnote{Informally speaking, a dynamics is a lightweight protocol based on an elementary updating rule.}

\footnote{We write $f(n) \gg g(n)$ for $f(n) = \Omega(g(n))$.}
the latter population protocol as a (random) “sparsification” and “de-synchronization” of the averaging dynamics analyzed in [10]. As remarked in the previous subsection, the combination of “sparsification” and “de-synchronization” in the averaging process yields a set of issues the analysis of which represents our major technical contribution. In this regard, in Subsection 2.1 we review some previous analyses which are, in some respects, related to our.

Community detection through load balancing. In [47], Sun and Zanetti provided a first important step toward the design of a light-weight protocol for community detection to clustered graphs that works for a “sparse” interaction model: At every round, there is a random perfect matching (locally computed by the nodes) that defines the active links where communication can take place. As in [10] and in this paper, the protocol is based on averaging the values of the nodes \( u \) and \( v \) for every link of the current random matching and it makes use of a more sophisticated local coloring criterion. They consider a wider class of clustered graphs than ours and, for this class, they prove that their protocol construct a good coloring with probability larger than an absolute constant; we remark that, unlike ours, their current analysis gives no performance results with good concentration of probability. We believe that running \( \Theta(\log n) \) independent instances of their protocol and using a labeling criterion similar to ours, their protocol can be adapted to achieve community sensitive labeling for clustered regular graphs, w.h.p. Nonetheless, the latter vectorial version of their protocol would still leave the following crucial differences between their work and ours. Their algorithm does not work in the asynchronous population protocol model, since nodes need to share a global clock and require a local neighborhood labeling (for instance to get a random perfect matching at every round). The asynchronous behaviour of the nodes is one of the main technical issues we solved in the analysis of our protocol (see Section 4). Sun et al. prove that the product of \( O(\log n) \) random matrices behave similarly to its expectation, however this does not suffice to prove that the projection on the second eigenvector keeps sufficiently aligned to the its initial value after multiplying it for \( O(n \log n) \) random matrices: in order to achieve this goal we have to take a much deeper look at the behaviour of the averaging population protocol, as explained in Section 4.

2.1 Other potential approaches

The major technical problem one encounters in trying to sparsify the AVERAGING dynamics of [10] and to adapt it to the population protocol model is the fact that the dynamics evolves according to a product of random matrices. While nowadays the theory of random matrices provides some powerful tools for dealing with sums of matrices [13], the situation is still technically poor when dealing with products of singular matrices. Hence, our ad-hoc analysis in Section 4 carefully exploits the dynamics’ linear structure. In the following we discuss similar issues that have been tackled in previous works. Whether these previous approaches can be adapted or combined to improve our analysis is an intriguing open problem.

Khandekar et al. In [34], the following centralized algorithm is analyzed. A sequence of perfect matching \( (M(t))_{t \geq 1} \) is given, which satisfies a certain property (that we omit for brevity’s sake). At the outset, the vector of nodes’ values \( x \) is initialized to a random unitary vector orthogonal to \( \mathbf{1} \). Then, at each following (synchronous) round \( t \), each pair of nodes matched in \( M(t) \) averages their values. In [34] the authors leverage on a simple potential function argument to show that the nodes’ average value is close to the projection of \( x \) on \( \mathbf{1} \). The use of an analogous potential function for estimating the projection \( x \) on the eigenspace of the first two eigenvectors may circumvent some of the technical difficulties which arises, for example, in trying to adapt the analysis of [10].

Jain et al. Another related analysis is that of Oja’s algorithm given in [31]. Oja’s algorithm is a popular streaming algorithm for PCA of a matrix \( A \) where the initial vector \( w^{(0)} \) is iteratively
updated according to the rule \( \mathbf{w}^{(t+1)} = \mathbf{w}^{(t)} + \eta^{(t)} A^{(t)} \mathbf{w}^{(t)} \) where \( \eta^{(t)} \) is a suitable coefficient and \( \mathbf{E}[A^{(t)}] = A \). In our case, let us consider the Laplacian \( L \) of the underlying communication graph \( G = (V, E) \) expressed in terms of the incidence matrix \( B \) (in formulas, \( L = BB^{\top} \)), and let \( B_{(i,j)} \) be the adjacency matrix associated to edge \( (i, j) \) (i.e., \( B_{(i,j)} \) is zero everywhere excepts that at the entries \( i, j \) and \( j, i \)). If we consider the random matrix \( B \) sampled uniformly at random from \( \{ B_{(i,j)} \}_{(i,j)\in E} \) and set \( \eta^{(t)} = \frac{1}{t} \) for every \( t \), we get exactly the averaging population protocol we consider. However, again, it’s not clear how to adapt the analysis in [31] to obtain sufficiently good bounds on the projection of the initial random vector \( \mathbf{x} \) on the space of the first and second eigenvectors.

3 The averaging-based population protocol

In this section we propose a population protocol, called \( \text{CSL}(T, m) \), for community sensitive labelling. The simple structure of the protocol, described in Algorithm 1, executes \( m \) interleaved independent copies of an elementary procedure called \( \text{Averaging}(T) \), shown in Algorithm 2.

In \( \text{Averaging}(T) \), each node is equipped with a community sensitive label vector \( \mathbf{h}_u \in \{-1, 1\} \), a value (also called state) \( \mathbf{x}_u \in [-1, 1] \) (see Algorithm 2), a local time counter \( t_u \) which stores the node’s current number of activations and, finally, nodes keep a time upper bound \( T \). At each round, the two interacting nodes \( u \) and \( v \) exchange their values \( \mathbf{x}_u \) and \( \mathbf{x}_v \). The first time node \( u \) interacts, it initializes its value \( \mathbf{x}_u \) to a value chosen independently and u.a.r. in \( \{-1, +1\} \) while its label \( \mathbf{h}_u \) is set to \text{null}. After exchanging \( \mathbf{x}_u \) and \( \mathbf{x}_v \), \( u \) and \( v \) set \( \mathbf{x}_u, \mathbf{x}_v := (\mathbf{x}_u + \mathbf{x}_v)/2 \). Moreover, each of the two active nodes, say \( u \), checks whether it has made \( T \) activations, namely whether \( t_u = T \) (clearly, this event may not happen at the same round for the two active nodes): If this is the case (say this happens for node \( u \)), then \( \mathbf{h}_u \) takes \(-1 \) or \( +1 \) depending on the sign of the current value of \( \mathbf{x}_u \).

**Algorithm 1:** The pseudo-code of Protocol \( \text{CSL}(T, m) \) given for node \( u \in V \).

```plaintext

CSL(T, m)
Let \((u, v)\) be the active edge:
if \( u \) is not initialized then
  for \( j = 1 \) to \( m \) do
    set \( t_u(j) = 0 \), \( \mathbf{h}_u(j) := \text{null} \) and
    \( \mathbf{x}_u(j) := \text{rnd}(-1, +1) \)
  Jointly\(^4\) (with \( v \)) choose comp.
  \( j := \text{rnd}(1, \ldots, m) \)
  Receive \( \mathbf{x}_v \)
  \( \mathbf{x}_u(j) := (\mathbf{x}_u(j) + \mathbf{x}_v(j))/2 \)
  if \( t_u(j) < T \) then
    \( t_u(j) := t_u(j) + 1 \)
  if \( t_u(j) = T \) then
    \( \mathbf{h}_u(j) := \text{sgn}(\mathbf{x}_u(j)) \)
```

**Algorithm 2:** \( \mathbf{x}_u \) is the value that is updated by node \( u \). \( t_u \) is a clock counter local to \( u \). It is updated until the value \( T \). At this point, the bit \( \mathbf{h}_u \) is set. From this point onward, \( \mathbf{x}_u \) will continue to be updated, but \( \mathbf{h}_u \) is no longer modified.

```plaintext

Averaging(T)
Let \((u, v)\) be the active edge:
if \( u \) is not initialized then
  set \( t_u = 0 \), \( \mathbf{h}_u := \text{null} \) and
  \( \mathbf{x}_u := \text{rnd}(-1, +1) \)
Receive \( \mathbf{x}_v \)
\( \mathbf{x}_u := (\mathbf{x}_u + \mathbf{x}_v)/2 \)
if \( t_u < T \) then
  \( t_u := t_u + 1 \)
if \( t_u = T \) then
  \( \mathbf{h}_u := \text{sgn}(\mathbf{x}_u) \)
```

\(^4\)This instruction can be implemented using a simple strategy: \( u \) and \( v \) generate random values \( j_u \in [m] \) and \( j_v \in [m] \) exchange them and then set \( j = j_u + j_v \mod m \).

The reader may notice that the components \( \mathbf{x}_u \) are updated at every activation of \( u \) while the components of \( \mathbf{h}_u \) (yielding the community sensitive labeling) are set once and for all after \( T \) updates.
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In CSL\((T, m)\) instead, the memory of node \(u\) contains \(m\) copies of AVERAGING\((T)\): So, each node is equipped with a community sensitive label vector \(h_u \in \{-1, 1\}^m\), an averaging state vector \(x_u \in [-1, 1]^m\), a local time vector counter \(t_u \in \mathbb{N}^m\) and a time upper bound \(T\) (see Algorithm \(\ref{algorithm:averaging}\)). At each round, additionally to exchanging their values \(x_u\) and \(x_v\), the two interacting nodes \(u\) and \(v\) also agree on what random component \(j \in [m]\) to update: \(u\) and \(v\) set \(x_u(j), x_v(j) := (x_u(j) + x_v(j))/2\) and store in their respective counters \(t_u(j)\) and \(t_v(j)\) the current number of activations on component \(j\). Also, the first time node \(u\) interacts, it independently initializes every component \(j \in [m]\) of vectors \(x_u\) and \(h_u\) as in AVERAGING\((T)\).

In our proposed solution (Theorem \(\ref{theorem:main}\)), we have \(m = 10\varepsilon^{-1}\log n\) and \(T = \alpha \log n\) where \(\alpha\) is an absolute constant which is determined by the bound assumed on \(\lambda_3\) (see Definition \(\ref{definition:good-expansion}\)), and \(\varepsilon\) is a parameter which determines how many nodes will be misclassified by the algorithm.

### 4 Protocol analysis and the main result

In this section, we analyze protocol CSL\((T, m)\) on the class of regular clustered graphs defined in the introduction. Our analysis applies to clustered regular graphs having a relatively small cut between \(V_1\) and \(V_2\), meaning that \(b/d\) is small, and a good expansion inside the two clusters, a property that is equivalent to a bound on the third largest eigenvalue of the transition matrix of \(G\).

If \(A\) is the adjacency matrix of \(G\), let \(P = \frac{1}{d} A\) be the transition matrix of the random walk of \(G\). Then \(P\) is a symmetric matrix with \(n\) real eigenvalues \(1 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n\), and it is easy to see (cf. \(\ref{lemma:eigenvectors}\)) that, if \(\lambda_3 < 1 - b/d\), then the indicator vector of the cut \(\chi := 1_{V_1} - 1_{V_2}\) is an eigenvector of \(\lambda_2\), and \(\lambda_2 = 1 - b/d\). We are interested in graphs with a large gap between \(\lambda_3\) and \(\lambda_2\) and, specifically, we will refer to the following definition.

**Definition 3** (Clustered regular graphs with good inner expansion). An \((n, d, b)\)-clustered regular graph \(G = ((V_1, V_2), E)\) is said to have good inner expansion if, considering of the spectrum of its transition matrix \(P\), it holds that \(\lambda_3 \leq 1/2\).

### 4.1 The main theorem and an overview of the analysis

In this section we prove the main result of our paper. Specifically, Theorem \(\ref{theorem:main}\) below follows from Theorem \(\ref{theorem:inductive}\) (Section 4.2) and from Lemma \(\ref{lemma:inductive}\) (Section 4.3).

**Theorem 4.** Assume \(G\) is an \((n, d, b)\)-clustered regular graph with good inner expansion, such that \(\frac{d\epsilon}{\log n} \gg b\) for some \(\epsilon = \epsilon(n) > 0\). Then, w.h.p., protocol CSL\((10\log n, 10\epsilon^{-1}\log n)\) performs a \(\delta\)-community sensitive labeling of \(G\) (according to Definition \(\ref{definition:community-sensitive}\)), with \(c_1 = 4\epsilon\), \(c_2 = 1/6\) and \(\delta = \sqrt{\epsilon}\).

We next outline the flow and discuss the main ingredients of the analysis that brings to the above result. In Section 4.2 we define the goal that we wish the basic averaging protocol (Algorithm \(\ref{algorithm:averaging}\)) to achieve: To have each node \(u\) assign itself a binary value \(h_u\), such that, except for a small fraction of nodes, nodes in the same cluster have \(1 - o(1)\) probability of having the same value, and nodes in different clusters have \(\Omega(1)\) probability of having different values. By running \(\mathcal{O}(\log n)\) interleaved, mutually-independent copies of a process that has such properties (that is, by running Algorithm \(\ref{algorithm:averaging}\), each node \(u\) assigns itself an \(\mathcal{O}(\log n)\)-bit label \(h_u\) such that, except for a small fraction of nodes, w.h.p. nodes in the same cluster have labels with relative
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Hamming distance $o(1)$ and nodes in different clusters have relative Hamming distance $\Omega(1)$. According to Definition 1, we refer to such an outcome as community sensitive labeling.

As a warm-up to the analysis of Algorithm 2 in Section 1.3, we calculate the expected state after $t$ global steps given a fixed initial state $x \in \{-1, 1\}^n$. We see that for most choices of the initial state, the expected state after $n \log n$ steps is such that most nodes in the same cluster have the same sign; furthermore, for almost half of the initial states, most states in different clusters have different signs. This calculation is helpful to gain intuition about the probabilistic process, but it does not have any implication for what we aim to prove, in the absence of a second-moment bound. To see why the expected state can be quite far from the typical state, consider that if we take the expectation over the initial state $x$ as well, then the expected state is always the all-zero vector, at each time $t$.

In Section 4.3, we study the expected distance of the state at time $t$ from the projection of the initial state onto the all-one vector and to the indicator of the cut, and we show that, after $t \gg n \log n$ steps, the expected distance of this distance is at most $O(tb/nd)$, which is small if $b \ll d/\log n$. This bound is enough to argue that, if $b \ll \varepsilon^2 d/\log n$, there is a time $t_1 = \Theta(n \log n)$ at which there is a probability at least $1 - \varepsilon$ that, for all but an $\varepsilon$ fraction of nodes, nodes on the same clusters have the same sign; and there is a probability at least $1/2 - \varepsilon$ that, for all but an $\varepsilon$ fraction of nodes, nodes in different clusters have different signs. This would be enough to complete our analysis if we could make sure that all nodes set their value of $h$ at the same time $t_1$. Because of the asynchronous nature of the protocol, however, different nodes will set their respective value of $h$ at different times, in a window of width $O(n \log n)$.

We show that there is indeed a window of width $O(n \log n)$ during which most nodes are “good”, where being “good” is defined in such a way that if most nodes are good at the time in which they set their values of $h$ then our analysis is complete. Unfortunately, this is not yet enough: the time at which a node sets its value of $h$ is correlated to the random choices of the previous steps, and hence with the states at various times, thus it is not trivial to rule out that, although, at all times in the window of interest, most nodes are good, each node sets its value of $h$ at a time in which it is not good. To complete our analysis, we need to prove the stronger statement that most nodes are good at all times in the window of interest. We are able to prove this as well, under the stronger assumption that $b \ll d/\log^2 n$. Combining these ingredients allows us to complete the analysis of Algorithm 2.

### 4.2 A sufficient condition for community sensitive labeling

We first consider the behavior of algorithm AVERAGING($T$) on a graph $G = (V, E)$ where $V$ has a sparse cut $(V_1, V_2)$ that we wish to discover. For every node $u$, we define

$$p^T(u) = \begin{cases} P(h_u \neq \text{sgn}(\sum_{v \in V_1} x_v)) & \text{if } u \in V_1, \\ P(h_u \neq \text{sgn}(\sum_{v \in V_2} x_v)) & \text{if } u \in V_2, \end{cases}$$

where the randomness is over the choice of $x \sim \{-1, 1\}^n$ and over the execution of Algorithm 2 starting from the state $x$. We omit parameter $T$ from $p^T(u)$ when clear from context. We remark that $p(u)$ depends solely on the graph $G$ and the partition $(V_1, V_2)$.

To understand the point of this definition, consider the extreme case in which the cut $(V_1, V_2)$ is empty, and $V_1$ and $V_2$ induce connected graphs. Then the averaging process AVERAGING($T$) will converge to a global state in which all nodes in $V_1$ have a local state close to the average $\frac{2}{n} \sum_{v \in V_1} x_v$ and all nodes in $V_2$ have a state close to the average $\frac{2}{n} \sum_{v \in V_2} x_v$. Since $h_u$ is equal to the sign of the state of $u$ at a (random) round $\tau_u$, then if $T$ is chosen so that $\tau_u$ is large enough, we would expect $h_u$ to be typically equal to the sign of $\frac{2}{n} V_1$ if $u \in V_1$ and to the sign
of $\frac{2}{\pi} V_2$ if $u \in V_2$, and so $p(u)$ is small for all $u$. Then, a natural intuition here is that the above scenario is true for graphs with a sparse, rather than empty, cut, provided that the subgraphs induced by $V_1$ and $V_2$ are good expanders.

Now, considering $m$ independent copies of AVERAGING($T$), i.e. protocol CSL($T,m$) (for a sufficiently large $m$), the following theorem shows that the protocol performs community-sensitive labeling that works on the set of lucky nodes for which $p(u)$ is smaller than $\varepsilon$. We thus define the corresponding set of unlucky nodes

$$U^{\varepsilon,T}_{G, (V_1, V_2)} := \{ u \mid p^T(u) \geq \varepsilon \}$$

(we omit the parameters $T$, $G$ and $(V_1, V_2)$ from $U^{\varepsilon,T}_{G, (V_1, V_2)}$ when clear from context).

**Theorem 5.** Let $G = (V, E)$ be a graph, $V_1, V_2$ be a partition of $V$ and fix $\varepsilon \in (0, \frac{1}{12}]$. Then, CSL($T, 10\varepsilon^{-1} \log n$) computes a $\delta$-community sensitive labeling for partition $(V_1, V_2)$ of $G$ (according to Definition 1), with $c_1 = 4\varepsilon$, $c_2 = 1/6$ and $\delta = |U^{\varepsilon,T}|/n$.

**Proof.** The proof of the theorem relies on the mutual independence among the components of any label $h(\cdot)$ and some standard arguments. We remark that the aforementioned independence crucially depends on the fact that CSL($T, m$) updates one component per round (i.e. per interaction): The evolution of $x(j_1)$ and $x(j_2)$ depends solely on the respective initial vector values (which are independent), and on the sequence of sampled edges which update component $j_1$ and $j_2$ (which are independent conditional on their number).

Call $m := \frac{12}{\varepsilon} \log n$ and denote

$$h_{V_i} := (h_{V_i}(1), \ldots, h_{V_i}(m)), \quad \text{where } h_{V_i}(j) := \text{sgn} \left( \sum_{x \in V_i} x_w(j) \right).$$

We first claim that w.h.p. for every node $u \in V_1 \setminus U^\varepsilon$, $\Delta(h_u, h_{V_1}) \leq 2\varepsilon m$. Indeed, observe that by definition of $U^\varepsilon$,

$$E[\Delta(h_u, h_{V_1})] = p(u)m \leq \varepsilon m.$$ 

Since the $m$ components are mutually independent, the Chernoff bound [21] implies that $\Delta(h_u, h_{V_1}) \leq 2\varepsilon m$, w.h.p. A union bound over nodes in $V_1 \setminus U^\varepsilon$ implies the claim.

Henceforth, assume that $\Delta(h_u, h_{V_1}) \leq 2\varepsilon m$ for each $u \in V_1 \setminus U^\varepsilon$ and a similar claim for all nodes $v \in V_2 \setminus U^\varepsilon$.

Let us first consider the case $u, v \in V_1 \setminus U$ (the case $u, v \in V_2 \setminus U$ is similar). By triangle inequality, we get Case (i) of Definition 1

$$\Delta(h_u, h_v) \leq \Delta(h_u, h_{V_1}) + \Delta(h_{V_1}, h_v) \leq 4\varepsilon m.$$

Now, let us consider the case $u \in V_1 \setminus U$ and $v \in V_2 \setminus U$ (the symmetric case is similar). Since the initial values of $x_w(j)$ ($w \in V_1 \cup V_2$) are chosen independently and uniformly at random in $\{-1, 1\}$, a simple symmetry argument shows that the probability of the event “$\text{sgn}(\sum_{x \in V_1} x_w(j)) = \text{sgn}(\sum_{x \in V_2} x_w(j))$” is $1/2$. Hence, $E[\Delta(h_{V_1}, h_{V_2})] = m/2$ and from Chernoff bounds we get that

$$\Delta(h_{V_1}, h_{V_2}) \geq \frac{m}{3},$$

with all but a probability exponentially small in $m$. Henceforth, conditioning on the event “$\Delta(h_{V_1}, h_{V_2}) \leq \frac{m}{3}$”, by triangle inequality, we get

$$\Delta(h_u, h_v) \geq \Delta(h_{V_1}, h_{V_2}) - \Delta(h_u, h_{V_1}) - \Delta(h_{V_2}, h_v)$$
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\[ \geq \frac{m}{3} - 2\varepsilon m - 2\varepsilon m \geq \frac{m}{6}. \]

We thus have Case (ii) of Definition 1 concluding the proof. \hfill \Box

In the following subsections we will prove that if \( G = (V_1, V_2) \) is a \((n, d, b)\)-clustered regular graph with good inner expansions (i.e. \( \lambda_3 \leq 1/2 \) - see Definition 3), \( b \leq \varepsilon^3 d / \log^2 n \), and the protocol parameter \( T \) is fixed to \( 10 \log n \), then at least \( (1 - \mathcal{O}(\sqrt{\varepsilon})) \cdot n \) nodes \( u \) are lucky, i.e. \( |U^\varepsilon| = \mathcal{O}(\sqrt{\varepsilon} n) \), and thus the protocol finds a \((1 - \mathcal{O}(\sqrt{\varepsilon}))\)-community sensitive labeling for \( G \).

### 4.3 The evolution of the state: Expected state after \( t \) rounds

We here analyze the expected behaviour of Algorithm 2 over any fixed \((n, d, b)\)-clustered regular graph \( G = ((V_1, V_2), E) \) whose transition matrix \( P \) is such that \( \lambda_3 < 1 - \frac{b}{d} \) and, thus, \( \chi \) is an eigenvector of \( \lambda_2 = 1 - \frac{b}{d} \).

Let \( x \in \{-1, 1\}^n \), and let \( x^{(t)} \) be the global state of Algorithm 2 after \( t \) rounds, if initialized with the starting state \( x^{(0)} = x \). In this subsection we will compute \( \mathbb{E}[x^{(t)}] \) as a function of \( x \), and we will see that, for \( t = \Theta(n \log n) \), for most choices of \( x \), most nodes \( u \in V_1 \) satisfy

\[ \text{sgn}(\mathbb{E}[x^{(t)}]) = \text{sgn}(\sum_{v \in V_1} x_v) \]

and the same for most nodes in \( V_2 \).

Although this will not be directly helpful to bound the number of lucky nodes (see Theorem 5), this calculation will allow us to introduce various linear-algebraic facts that will be useful later, and it will provide intuition for the more complicated calculations to follow.

Observe that \( \{x^{(t)} : t \in \mathbb{N}\} \) is a Markov chain defined by the recursion

\[ x^{(t+1)} = W_t \cdot x^{(t)}, \]

where \( W_t \) is the appropriate random matrix that can be defined as follows. Namely, if we define \( A(i, j) \) as the matrix

\[ A(i, j) = I - \frac{(e_i - e_j)(e_i - e_j)^T}{2}, \]

where \( e_i \) and \( e_j \) are the column vectors of the standard base (see (21) and (22) in [16]), then \( W_t \) is the random matrix taking value \( A(i, j) \) with probability \( (1/n)P_{i,j} \).

Notice that random matrices \( \{W_t\}_{t \geq 0} \) are independent and identically distributed and they do not depend on the initial vector. Hence, since from (3) it follows that

\[ x^{(t)} = W_t \cdots W_1 x^{(0)}, \]

when we compute the expectation of \( x^{(t)} \) conditional on the initial vector being \( x \) we get

\[ \mathbb{E}[x^{(t)} | x^{(0)} = x] = \overline{W}^t \cdot x, \]

where we set \( \overline{W} = \mathbb{E}[W_0] \). In what follows, we will omit the conditioning on the initial vector when clear from context.

Since \( P \) is doubly stochastic we have that (see (24) and (25) in [16]),

\[ \overline{W} = \frac{1}{n} P + \left( 1 - \frac{1}{n} \right) I. \]

Observe that \( P \) and \( \overline{W} \) have the same eigenvectors. In particular, if \( (x, \lambda) \) is an eigenvector pair of \( P \), \( 1 - \frac{1 - \lambda}{n} \) is the eigenvalues associated to \( x \) in \( \overline{W} \), meaning that \( 1 \) is an eigenvector of \( \overline{W} \) with eigenvalue 1, \( \chi \) is an eigenvector of eigenvalue \( 1 - \frac{1 - \lambda}{n} \), and all other eigenvectors are orthogonal to \( 1 \) and \( \chi \), and have eigenvalues that are at most \( 1 - \frac{1 - \lambda}{n} \).
We write the initial state as
\[ x = x_\parallel + y + z, \]
where \( x_\parallel = \frac{1}{n} x^T 1 \cdot 1 \) is the component parallel to \( 1 \), \( y = \frac{1}{n} x^T \chi \cdot \chi \) is the component parallel to \( \chi \), and \( z \) is the component orthogonal to \( 1 \) and to \( \chi \). Then, from (1) and the spectrum of \( \mathcal{W} \) discussed above, we get
\[ \mathbb{E} \left[ x^{(t)} \mid x^{(0)} = x \right] = x_\parallel + \left( 1 - \frac{b}{dn} \right)^t y + \mathcal{W}' z \]
and, in particular,
\[ \| \mathbb{E} \left[ x^{(t)} \mid x^{(0)} = x \right] - x - y \| \leq \frac{tb}{dn} \| y \| + \left( 1 - \frac{1 - \lambda_3}{n} \right)^t \| z \|. \]
If \( t \gg \frac{1}{1 - \lambda_3} n \log n \) the second term on the right-hand side is small, and if \( b \ll dn/t \) so is the first term. Under such conditions, for most nodes \( u \), \( \mathbb{E} \left[ x^{(t)} \right]_u \) is close to \( (x_\parallel + y)_u \). Now notice that
\[ (x_\parallel + y)_u = \begin{cases} \frac{1}{n} x^T 1 + \frac{1}{n} x^T \chi = \frac{2}{n} \sum_{v \in V_1} x_v & \text{if } u \in V_1, \\ \frac{1}{n} x^T 1 - \frac{1}{n} x^T \chi = \frac{2}{n} \sum_{v \in V_2} x_v & \text{if } u \in V_2. \end{cases} \]
So, under conditions that make the right-hand-side of (7) small, and provided that \( \sum_{v \in V_1} x_v \) and \( \sum_{v \in V_2} x_v \) are sufficiently large in absolute value, we have that for most nodes \( u \in V_i \) (where \( i = 1, 2 \)) \( \text{sgn}(\mathbb{E} \left[ x^{(t)} \right]_u) = \text{sgn}(\sum_{v \in V_i} x_v) \), which looks similar to our goal of proving that for most nodes \( u \) there is a high probability that \( \text{sgn}(x_u^{(t)} \tau_u) = \text{sgn}(\sum_{v \in V_i} x_v) \), where \( \tau_u \) is the global round at which node \( u \) sets its value \( h(u) \).

4.4 The evolution of the state: Analysis in probability

In this subsection, we first derive a bound in probability analogous to (7), but with the actual vector \( x^{(t)} \) replacing the expected vector \( \mathbb{E} \left[ x^{(t)} \right] \) on the left-hand side (see Lemma 6); according to the previous notation, at each round \( t \), we write
\[ x^{(t)} = x_\parallel + y^{(t)} + z^{(t)}, \]
where \( x_\parallel \) is the component of \( x \) (and of \( x^{(t)} \)) parallel to \( 1 \), \( y^{(t)} \) is the component of \( x^{(t)} \) parallel to \( \chi \) and \( z^{(t)} \) is the component orthogonal to \( 1 \) and \( \chi \). Unlike the calculations in the above subsection, the bound in probability is quite non-trivial.

Then, in order to say that w.h.p. for most of the nodes \( u \) the value of \( x_u^{(t)} \) is close to \( (x_\parallel + y)_u \) when node \( u \) fixes its label, we will have to derive a bound in probability that holds for a whole window of global rounds, rather than for a fixed global round, so that we can replace a fixed round \( t \) with different rounds \( \tau_u \) for the various nodes (see Claim 11 and Lemma 9).

4.4.1 A bound on the second moment of \( \| y^{(t)} + z^{(t)} - y^{(0)} \| \)

We recall that, according to Theorem 4 throughout the section we consider a graph \( G \) which is an \((n, d, b, \varepsilon)\)-clustered regular graph with good inner expansion (Definition 3), such that \( d \gg \varepsilon^3 b \log^2 n \).

Lemma 6 (Second moment analysis). For every round \( t \gg \frac{n}{1 - \lambda_3} \log n \), it holds
\[ \mathbb{E} \left[ \| y^{(t)} + z^{(t)} - y^{(0)} \|^2 \right] \leq O \left( \frac{bt}{dn} \right). \]
The reader may notice that, if \( t \gg n^{1-\lambda_3 \log n} \) and \( b \ll \varepsilon d n/t \), then the previous lemma implies that
\[
\mathbb{E} \left[ \|x(t) - x\| - y(0)\|^2 \right] \overset{(a)}{=} \mathbb{E} \left[ \|y(t) + z(t) - y(0)\|^2 \right] \leq O(\varepsilon),
\]
where in \((a)\) we substituted \((9)\). So, we obtain the goal we declared at the end of the previous section since for example, using Markov inequality, we get
\[
P \left( \|x(t) - x\| - y(0)\| < \varepsilon^{1/4} \right) \geq 1 - O(\sqrt{\varepsilon}),
\]
that is a form of \((7)\) in probability.

The proof of Lemma 6 requires two technical claims and further work: all this is given after the following short discussion on the difficulties that come up in the proof.

We separately bound \( \mathbb{E} \left[ \|W_t \cdots W_1 y(0) - y(0)\|^2 \right] \) and \( \mathbb{E} \left[ \|W_t \cdots W_1 z(0)\|^2 \right] \). As for the former, there is a relatively simple proof by induction on \( t \); as for the latter, one can use the fact that \( z(0) \) is orthogonal to \( \chi \) to see that
\[
\mathbb{E} \left[ \|W_1 z(0)\|^2 \right] \leq \left( 1 - \frac{1 - \lambda_3}{n} \right) \|z(0)\|,
\]
which also suggests an inductive approach. Unfortunately, however, \( W_1 z(0) \) is not orthogonal to \( \chi \) anymore, and so applying \( W_2 \) to it will shrink on average the component orthogonal to \( \chi \) but preserve the component parallel to \( \chi \). To account for it, we set up a more complex induction, in which we keep track, at every round \( t \), of the expectation of the norm squared of the component of \( z(t) \) parallel to \( \chi \) and of the expectation of the norm squared of the component of \( z(t) \) orthogonal to \( \chi \).

**Claim 7.** Let \( W_1, \ldots, W_t \) be a sequence of rounds of AVERAGING(T) which includes \( c \) cross edges and \( t - c \) internal edges. Then, it holds that
\[
\|W_t \cdots W_1 \chi - \chi\|^2 \leq 4c.
\]
Furthermore, if \( W_1, \ldots, W_t \) are chosen randomly according to the AVERAGING(T) process, then it holds that
\[
\mathbb{E} \left[ \|W_t \cdots W_1 \chi - \chi\|^2 \right] \leq 4 \frac{tb}{d} \quad \text{and} \quad P \left( \|W_t \cdots W_1 \chi - \chi\|^2 \geq 8t \frac{b}{d} \right) \leq e^{-\Omega(bt/d)}.
\]

**Proof.** We first observe that
\[
\|W_t \cdots W_1 \chi - \chi\|^2 = \|W_t \cdots W_1 \chi\|^2 - 2\chi^T W_t \cdots W_1 \chi + \|\chi\|^2 \\
\leq 2n - 2\chi^T W_t \cdots W_1 \chi.
\]
Then to complete the proof, notice that if in a round \( \ell \in \{1, \ldots, t\} \) an internal edge \((u, v)\) is selected then
\[
\chi^T W_\ell w = \chi^T w
\]
While, in general, for every vector \( w \) such that \( \|w\|_\infty \leq 1 \), it holds
\[
\chi^T W_\ell w = \chi^T \left( w + \frac{1}{2}(w_u - w_v)1_v + \frac{1}{2}(w_v - w_u)1_u \right) \geq \chi^T w - 2.
\]

From the lemma hypothesis, we can use induction and get that
\[ \chi^T W_t \cdots W_1 \chi \geq n - 2c, \]
which implies the first part of the claim. The furthermore part follows by noting that the expected value of \( c \) after \( t \) rounds of the process is \( bt/d \), and that, for a sufficiently large \( t \), Chernoff bounds easily imply that \( c \) is concentrated around its expectation. \( \square \)

**Claim 8.** Let \( z \) be a vector orthogonal to \( 1 \) and \( \chi \). Then for every \( 0 \leq t \leq nd/b \) it holds that
\[ \mathbb{E} \left[ \| W_t \cdots W_1 z \|^2 \right] \leq \left( 5t \frac{b}{n^2 d} + \left( 1 - \frac{1 - \lambda_3}{n} \right)^t \right) \| z \|^2. \]

**Proof.** Let \( P_\chi \) be the projector on \( \chi \), that is \( P_\chi = \frac{1}{n} \chi \chi^T \) and let \( P_\perp = I - \frac{1}{n} \chi \chi^T \) be the projector on the space orthogonal to \( \chi \). Let us write
\[ W_t \cdots W_1 z = \tilde{y}^{(t)} + \tilde{z}^{(t)} \]
where
\[ \tilde{y}^{(t)} = P_\chi W_t \cdots W_1 z \quad \text{and} \quad \tilde{z}^{(t)} = P_\perp W_t \cdots W_1 z. \]
We will argue by induction that
\[ \mathbb{E} \left[ \| \tilde{y}^{(t)} \|^2 \right] \leq \frac{2t}{d} \| z \|^2, \quad (10) \]
and
\[ \mathbb{E} \left[ \| \tilde{z}^{(t)} \|^2 \right] \leq \left( \frac{3t^2 b}{d^2 n^2} + \left( 1 - \frac{1 - \lambda_3}{n} \right)^t \right) \| z \|^2. \quad (11) \]
The claim will then follow from Pythagoramas’s theorem and the hypothesis \( \frac{b}{md} \leq 1 \).

We will often use the observation that
\[ \chi^T \tilde{z}^{(t)} = 0 \quad \text{and} \quad 1^T \tilde{z}^{(t)} = 1^T P_\perp W_1, \ldots, W_t z = 1^T z = 0. \quad (12) \]
We have
\[ \mathbb{E} \left[ \| \tilde{y}^{(t+1)} \|^2 \right] = \mathbb{E} \left[ \| P_\chi W \tilde{y}^{(t)} + \tilde{z}^{(t)} \|^2 \right] \]
\[ = \mathbb{E} \left[ \| P_\chi W \tilde{y}^{(t)} \|^2 + 2 \tilde{y}^{(t)^T} P_\chi W \tilde{z}^{(t)} + \| P_\chi W \tilde{z}^{(t)} \|^2 \right]. \quad (13) \]
In the following we bound the three terms on the right hand side of the previous equation. As for the first term we have
\[ \mathbb{E} \left[ \| P_\chi W \tilde{y}^{(t)} \|^2 \right] \leq \mathbb{E} \left[ \| \tilde{y}^{(t)} \|^2 \right], \quad (14) \]
since \( P_\chi \) and \( W \) are matrices of spectral norm at most 1.

As for the second term, from (12) and the fact that \( \chi^T \overline{W} = \lambda_2 \cdot \chi^T \), we have
\[ \mathbb{E} \left[ 2 \tilde{y}^{(t)^T} P_\chi W \tilde{z}^{(t)} \right] = 2 \left( \mathbb{E} \left[ \tilde{y}^{(t)} \right] \right)^T \cdot \frac{1}{n} (\chi \chi^T) \cdot \overline{W} \cdot \mathbb{E} \left[ \tilde{z}^{(t)} \right] = 0. \quad (15) \]
As for the third term, observe that if \( W_{u,v} \) is the transition matrix corresponding to the choice of the edge \((u,v)\), then
\[ P_\chi W_{u,v} \tilde{z}^{(t)} = P_\chi \left( \tilde{z}^{(t)} + \frac{1}{2} \left( (\tilde{z}^{(t)}_u - \tilde{z}^{(t)}_v) 1_v + (\tilde{z}^{(t)}_v - \tilde{z}^{(t)}_u) 1_u \right) \right) \]
is an internal edge, and it is equal to $\text{sgn}_n(\chi_u - \chi_v)$. Plugging (14), (15) and (17) into (13) we can prove (10) as follows:

$$ \| \chi \|^2 = \frac{2b}{n^2d} \| \tilde{z} \|^2,$$

where in the last equality we used that $(\tilde{y}^{(t)} + \tilde{z}^{(t)})^T W^T W (\tilde{y}^{(t)} + \tilde{z}^{(t)}) = (\tilde{y}^{(t)} + \tilde{z}^{(t)})^T W (\tilde{y}^{(t)} + \tilde{z}^{(t)})$

because the last expectation is the expectation of the quadratic form of the Laplacian of the cross edges, which is at most $\frac{2}{n} \| \tilde{z} \|^2$ (each node $u$ is selected with probability $\frac{2}{n}$). Therefore, by plugging (14), (15) and (17) into (13) we can prove (10) as follows:

\[
\mathbf{E}\left[\|P_\chi W \tilde{z}^{(t)}\|^2\right] = \frac{1}{4n^2} \mathbf{E}\left[(\tilde{z}_u^{(t)} - \tilde{z}_v^{(t)})^2 :(\chi_u - \chi_v)^2\right] \| \chi \|^2
\]

\[
= \frac{b}{nd} \mathbf{E}\left[(\tilde{z}_u^{(t)} - \tilde{z}_v^{(t)})^2 \mid (u, v) \in E(V_1, V_2)\right]
\]

\[
\leq \frac{2b}{n^2d} \| \tilde{z}^{(t)} \|^2,
\]

where in the last equality we used that

$$ \| \tilde{z}^{(t)} \|^2 = \| P_\perp W_1 \cdots W_t z \|^2 \leq \| z \|^2$$

since the matrices $P_\chi$ and $W_1, \ldots, W_t$ are matrices of spectral norm at most 1.

As for (11), we need two facts. The first fact is that

\[
\mathbf{E}\left[\|\tilde{y}^{(t+1)}\|^2\right] \leq \mathbf{E}\left[\|\tilde{y}^{(t)}\|^2\right] + \mathbf{E}\left[\frac{2b}{n^2d} \| \tilde{z}^{(t)} \|^2\right]
\]

\[
\leq \ldots
\]

\[
\leq \frac{2b}{n^2d} \sum_{i=0}^{t} \mathbf{E}\left[\| \tilde{z}^{(t)} \|^2\right]
\]

\[
\leq \frac{2b}{n^2d} (t + 1) \| z \|^2,
\]

where in the last equality we used that

$$ \| \tilde{z}^{(t)} \|^2 = \| P_\perp W_1 \cdots W_t z \|^2 \leq \| z \|^2$$

since the matrices $P_\chi$ and $W_1, \ldots, W_t$ are matrices of spectral norm at most 1.

As for (11), we need two facts. The first fact is that

\[
\mathbf{E}\left[\|\tilde{y}^{(t+1)}\|^2\right] \geq \mathbf{E}\left[\|P_\chi W \tilde{z}^{(t)}\|^2\right] \geq \left(1 - \frac{4b}{dn}\right) \mathbf{E}\left[\|\tilde{y}^{(t)}\|^2\right],
\]

since with probability $1 - b/d$ we select an internal edge and $W \tilde{y}^{(t)} = \tilde{y}^{(t)}$, and with probability $b/d$ we select an external edge and we have that

$$ \| P_\chi W \tilde{y}^{(t)} \|^2 = \frac{\| \tilde{y}^{(t)} \|^2}{n} \| P_\chi W \chi \|^2
\]

$$ = \frac{\| \tilde{y}^{(t)} \|^2}{n^2} \cdot \chi^T W \chi \chi^T W \chi
\]

$$ = \frac{\| \tilde{y}^{(t)} \|^2}{n^2} \cdot (n - 2)^2 \geq \| \tilde{y}^{(t)} \|^2 \cdot \left(1 - \frac{4}{n}\right).$$

The second fact is that

\[
\mathbf{E}\left[\|\tilde{y}^{(t+1)} + \tilde{z}^{(t+1)}\|^2\right] = \mathbf{E}\left[\|W(\tilde{y}^{(t)} + \tilde{z}^{(t)})\|^2\right]
\]

$$ = \mathbf{E}\left[(\tilde{y}^{(t)} + \tilde{z}^{(t)})^T W^T W (\tilde{y}^{(t)} + \tilde{z}^{(t)})\right]
\]

$$ = (\tilde{y}^{(t)} + \tilde{z}^{(t)})^T W (\tilde{y}^{(t)} + \tilde{z}^{(t)})$$
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\[ = (\hat{y}(t))^T W \hat{y}(t) + 2(\hat{z}(t))^T W \hat{y}(t) + (\hat{z}(t))^T W \hat{z}(t) \]
\[ \leq \left( 1 - \frac{b}{dn} \right) \|\hat{y}(t)\|^2 + (\hat{z}(t))^T W \hat{z}(t) \]
\[ \leq \left( 1 - \frac{b}{dn} \right) \|\hat{y}(t)\|^2 + \left( 1 - \frac{1 - \lambda_3}{n} \right) \|\hat{z}(t)\|^2. \]  

(20)

Therefore, by combining (19), (20) and the fact that \( \hat{y}(t) \) and \( \hat{z}(t) \) are orthogonal we have

\[ \mathbb{E} \left[ \|\hat{z}(t+1)\|^2 \right] = \mathbb{E} \left[ \|\hat{y}(t+1) + \hat{z}(t+1)\|^2 - \|\hat{y}(t+1)\|^2 \right] \]
\[ \leq \mathbb{E} \left[ \frac{3b}{dn} \|\hat{y}(t)\|^2 + \left( 1 - \frac{1 - \lambda_3}{n} \right) \|\hat{z}(t)\|^2 \right] \]
\[ \leq \mathbb{E} \left[ \frac{6b^2}{d^2 n^2} \|z\|^2 + \left( 1 - \frac{1 - \lambda_3}{n} \right) \mathbb{E} \left[ \|z(t)\|^2 \right] \right] \]
\[ \leq \ldots \]
\[ \leq \left( \frac{3(t + 1)^2 b^2}{d^2 n^3} + \left( 1 - \frac{1 - \lambda_3}{n} \right)^{t+1} \right) \|z\|^2, \]

which concludes the proof.

We can now prove Lemma 6.

**Proof of Lemma 6.** Since \( y(t) \) and \( z(t) \) are orthogonal to \( 1 \) at each round \( t \), we have

\[ y(t) + z(t) = W_t \cdots W_1 y^{(0)} + W_t \cdots W_1 z^{(0)}, \]

which implies

\[ \mathbb{E} \left[ \|y(t) + z(t) - y^{(0)}\|^2 \right] = \mathbb{E} \left[ \|W_t \cdots W_1 y^{(0)} + W_t \cdots W_1 z^{(0)} - y^{(0)}\|^2 \right] \]
\[ \leq 2 \mathbb{E} \left[ \|W_t \cdots W_1 y^{(0)} - y^{(0)}\|^2 + \|W_t \cdots W_1 z^{(0)}\|^2 \right]. \]

It follows that

\[ \mathbb{E} \left[ \|W_t \cdots W_1 y^{(0)} - y^{(0)}\|^2 \right] = \mathbb{E} \left[ \|y^{(0)}\|^2 n^{-1} \cdot \|W_t \cdots W_1 x - x\|^2 \right] \]
\[ = \mathbb{E} \left[ \|y^{(0)}\|^2 n^{-1} \right] \cdot \mathbb{E} \left[ \|W_t \cdots W_1 x - x\|^2 \right] \leq \frac{2b^2}{dn} \]

where in the inequality we used Lemma 7 and

\[ \mathbb{E} \left[ \|y^{(0)}\|^2 \right] = \text{Var} \left( \frac{1}{\sqrt{n}} \sum_{u \in V_1} x_u \right) + \text{Var} \left( \frac{1}{\sqrt{n}} \sum_{u \in V_2} x_u \right) = \frac{1}{2}. \]
Thus, from Claim 8 we finally get
\[
\mathbb{E} \left[ \|W_t \cdots W_1 z^{(0)}\|^2 \right] \leq \left( \frac{3t^2 b^2}{d^2 n^3} + \left( 1 - \frac{1 - \lambda_3}{n} \right)^t \right) \mathbb{E} \left[ \|z^{(0)}\|^2 \right]
\]
\[
\leq \left( \frac{3t^2 b^2}{d^2 n^3} + \left( 1 - \frac{1 - \lambda_3}{n} \right)^t \right) n
\]
\[
\leq O(1) \cdot \left( \frac{bt}{dn} \right)^2 + \frac{1}{n^{O(1)}} \leq O \left( \frac{bt}{dn} \right),
\]
where we used the hypothesis on \( t \) and that
\[
\mathbb{E} \left[ \|z^{(0)}\|^2 \right] = \mathbb{E} \left[ \|x^{(0)}\|^2 \right] - \mathbb{E} \left[ \|x\|^2 \right] - \mathbb{E} \left[ \|y^{(0)}\|^2 \right] = n - \frac{3}{2}.
\]

4.4.2 Dealing with “asynchronicity”

We say that a node \( v \) is \( \varepsilon \)-good at time \( t \) if
\[
(x_v^{(t)} - (x_{\|v\|} + y_v^{(0)}))^2 \leq \frac{\varepsilon^2}{n},
\]
and we call it \( \varepsilon \)-bad otherwise. It follows from the definition that the number of \( \varepsilon \)-bad nodes at time \( t \) is at most \( (x_v^{(t)} - (x_{\|v\|} + y_v^{(0)}))^2 / (\varepsilon^2 / n) \). It thus holds that
\[
\#(\varepsilon\text{-good nodes at time } t) = n - \#(\varepsilon\text{-bad nodes at time } t)
\]
\[
\geq n - \frac{n}{\varepsilon^2} \|x^{(t)} - x\| - \|y^{(0)}\|^2
\]
\[
\overset{(a)}{=} n - \frac{n}{\varepsilon^2} \|y^{(t)} + z^{(t)} - y^{(0)}\|^2.
\]
where in (a) we used (6). If we pick \( t = \mathcal{O} \left( \frac{1}{\varepsilon^2} n \log n \right) \), and our graph is such that \( d \gg b \varepsilon^2 \log n \), then from Lemma 8 it follows that
\[
\mathbb{E} \left[ \|y^{(t)} + z^{(t)} - y^{(0)}\|^2 \right] \leq \varepsilon^4.
\]
Hence
\[
\mathbb{E}[\# \text{ non } \varepsilon\text{-good nodes at time } t] \leq \varepsilon^2 n
\]
and from Markov inequality
\[
\mathbb{P} \left( \text{there are } \geq (1 - \varepsilon)n \text{ nodes that are } \varepsilon\text{-good at time } t \right) \geq 1 - \varepsilon.
\]

If all nodes could set their value of \( h \) at that specific round \( t \), then it would be easy to apply an argument similar to the one that we will use in Lemma 12 below, and prove that most nodes are lucky (according to the definition of (un-)lucky nodes given in Section 4.2).

Unfortunately, the asynchronicity of our model requires us to understand whether nodes are good at all times of a long window. The next lemma gives a bound on the number of nodes that are good in a time-window that is large enough to guarantee that all of them will set the bits of their label within that window (under the hypotheses on \( G \) given at the beginning of the section).
Lemma 9 (Main). If \( t_1 = \Theta\left(\frac{n}{1-\xi_3} \log n\right) \) and \( \varepsilon^4 \gg \frac{b}{(1-\xi_3)\varepsilon} \log^2 n \), then

\[
P\left(\text{there are} \geq (1-\tilde{\varepsilon})n \text{ nodes that are } \varepsilon\text{-good at all times } t_1 \leq t \leq 2t_1 \right) \geq 1 - \varepsilon
\]

where \( \tilde{\varepsilon} = \frac{1}{1-\xi_3} e^{-\frac{2\log(1/\varepsilon)}{\log(1/\varepsilon)}}. \)

The main idea in the proof is to first show that there is probability strictly bigger than \( 1 - \varepsilon \) that, at each time \( t \) between \( t_1 \) and \( 2t_1 \), the number of \( \varepsilon \)-good nodes at time \( t \) is at least \( n(1-\varepsilon)/\log n \) (although the identity of such \( \varepsilon \)-good nodes can change from time to time). Using Lemma 6 we have already seen above that this is true for one fixed time step, but we cannot simply take a union bound, since we have \( n \log n \) time steps and only a \( 1 - \varepsilon \) probability of having the desired outcome in each step. Instead we will reason about how much \( \|y(t) + z(t) - y(0)\|^2 \) can change from time to time, if it is small at time \( t_1 \). Then we will show that this implies that, with probability \( 1 - \varepsilon \), there are at least \( n - \varepsilon n \) nodes that remain \( \varepsilon \)-good through the entire window of time between \( t_1 \) and \( t_2 \).

In order to prove Lemma 9 we need some preliminary results.

Claim 10. If \( t_1 = \Theta\left(\frac{n}{1-\xi_3} \log n\right) \) and \( \varepsilon^4 \gg \frac{b}{(1-\xi_3)\varepsilon} \log^2 n \), then

\[
P\left(\|y(t_1) - y(0)\|^2 \leq \frac{\varepsilon^3}{\log n} \land \|z(t_1)\|^2 \leq \frac{\varepsilon^3}{\log n}\right) \geq 1 - \varepsilon.
\]

Proof. From Lemma 6 and Markov inequality we have

\[
P\left(\|y(t_1) + z(t_1) - y(0)\|^2 \geq \frac{\varepsilon^3}{\log n}\right) \leq \frac{E\left[\|y(t_1) + z(t_1) - y(0)\|^2\right]}{\varepsilon^3/\log n} \leq \frac{bt_1 \log n}{\varepsilon^3} \leq \varepsilon,
\]

where in the last inequality we used the hypothesis on \( \varepsilon \). Since the vectors \( y(t_1) - y(0) \) and \( z(t_1) \) are orthogonal, we have

\[
\|y(t_1) + z(t_1) - y(0)\|^2 = \|y(t_1) - y(0)\|^2 + \|z(t_1)\|^2.
\]

It follows that whenever the left-hand side above is at most \( \varepsilon^3/\log n \) it must be the case that both terms on the right-hand side are at most \( \varepsilon^3/\log n \).

Next, we note that if \( y(t_1) \) is close to \( y(0) \) and \( z(t_1) \) is small, then there is a high probability that, for all \( t_1 \leq t \leq 2t_1 \), \( y(t) \) is close to \( y(0) \) and \( z(t) \) is small. Notice that such a fact cannot be proved using a union bound, because we have a constant probability bound of the event happening at a particular step, and we want it to happen for \( O(n \log n) \) consecutive steps.

Claim 11. If \( t_1 = \Theta\left(\frac{n}{1-\xi_3} \log n\right) \) and \( \varepsilon^4 \gg \frac{b}{(1-\xi_3)\varepsilon} \log^2 n \), then

\[
P\left(\forall t : t_1 \leq t \leq 2t_1 \ | \|y(t) + z(t) - y(0)\|^2 \leq \frac{9}{\log n} \varepsilon^4 - \frac{\log(1/\varepsilon)}{\log(1/\varepsilon)}\right) \geq 1 - 2\varepsilon.
\]

Proof. It suffices to show that, conditioned on the event of Claim 10 happening, the above event happens with probability at least \( 1 - \varepsilon \). Let \( M_t \) be the product of the random matrices \( W_t, \ldots, W_{t+1} \). Observe that \( y(t) + z(t) = M_t(y(t_1) + z(t_1)) \). Then

\[
\|y(t) + z(t) - y(0)\|^2 \leq 3\|y(t_1) - y(0)\|^2 + 3\|y(t) - y(t_1)\|^2 + 3\|z(t)\|^2
\]

\[
\leq 3\|y(t_1) - y(0)\|^2 + 3\|M_t y(t_1) - y(t_1)\|^2 + 3\|M_t z(t_1)\|^2. \quad (22)
\]
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With probability one,
\[\| M_t z(t_1) \|^2 \leq \| z(t_1) \|^2.\]  
(23)

Further, from Claim 7 with probability \(1 - \exp(-\Omega(t_1 b/d)) = 1 - n^{-\Omega(1)}\) it holds
\[\| M_t y(t_1) - y(t_1) \|^2 \leq \frac{t_1 b}{d} \cdot \frac{\| y(t_1) \|^2}{n}.\]  
(24)

Let us call a starting vector \(x\) **typical** if, \(\|x(0)\|^2 \leq 10 \log(1/\varepsilon)\). By Chernoff bounds, it is easy to see that a starting vector is **typical** with probability at least \(1 - \varepsilon^2\). By assuming that the starting vector \(x\) is **typical**, we can conclude
\[\|y(t_1)\| \leq \|y(0)\| + \|y(t_1) - y(0)\| \leq 4 \sqrt{\log(1/\varepsilon)} + \left(\frac{\varepsilon^3}{\log n}\right)^{1/2} \leq 5 \sqrt{\log(1/\varepsilon)}.\]  
(25)

Substituting (25), (24), and (23) in (22), and using a union bound over \(t \in [t_1, 2t_1]\), we get that for all such \(t\)
\[\|y(t) + z(t) - y(0)\|^2 \leq \frac{9 t_1 b}{d} \cdot \frac{\log(1/\varepsilon)}{n} \leq \frac{9}{\log n} \varepsilon^4 \frac{\log \log(1/\varepsilon)}{\log(t_1/\varepsilon)}\]
with probability at least \(1 - \varepsilon^2\), where in (a) we used the hypotheses on \(t_1\) and \(b\).

We are now ready to complete the proof of the Main Lemma.

**Proof of Lemma 9** For each \(t \in [t_1 + 1, 2t_1]\), define \(B_t\) to be the set of nodes \(v\) that are \(\varepsilon\)-bad at time \(t\).

Call \(A_{t+1} := V - B_{t+1}\) the complement of \(B_{t+1}\) and, for each \(t \in [t_1 + 2, t_2]\), let \(A_t\) denote the set of nodes in \(A_{t+1}\) that have not been averaged along a cross edge or with a node in \(B_t\). Inductively, if \(e_t = (u_t, v_t)\) is the edge chosen at time \(t\) then
\[A_t = \begin{cases} A_{t-1} & \text{if } e_{t-1} \text{ is not a cross edge and } e_{t-1} \cap B_{t-1} = \emptyset, \\ A_{t-1} \setminus \{u_t, v_t\} & \text{otherwise}. \end{cases}\]  
(26)

We make the following facts:

1. Every node \(v\) in \(A_{2t_1}\) was \(\varepsilon\)-good at all times between \(t_1\) and \(2t_1\), because it is a node whose value was good at time \(t_1 + 1\), and then was averaged only with nodes \(u\) on the same side of the partition (that is, such that \(\text{sgn}(y_u) = \text{sgn}(y_v)\)) and at times in which \(u\) was good as well.

2. The cardinality of \(A_{2t_1}\) is at least \((1 - \varepsilon)n\). To see why, observe that by Chernoff bounds and the hypotheses on \(t_1\) and \(b\), among the subsequent \(O(n \log n)\) rounds following \(t_1\), with high probability (i.e., at least \(1 - \varepsilon\)) there are at most \(O(bt_1/d) \leq O\left(\frac{\varepsilon n}{\log n}\right)\) cross edges. Moreover, by Claim 11 and Equation (21), there is a \(1 - O(\varepsilon)\) probability that each \(B_t\) has size at most \(\frac{9n}{\log n} 2^{-\frac{\log \log(1/\varepsilon)}{\log(t_1/\varepsilon)}}\), which implies that at most \(\frac{9n}{\log n} t_1 \leq O(\tilde{\varepsilon} n)\) edges incident to bad nodes are chosen, where \(\tilde{\varepsilon} = \frac{1}{\log n} \varepsilon^2 \frac{\log \log(1/\varepsilon)}{\log(t_1/\varepsilon)}\). By the definition of \(A_t\) (see 25), whenever a cross edge or an edge incident to \(B_t\) is chosen, the cardinality of \(A_t\) decreases by at most 2 compared to \(A_{t-1}\). It follows that
\[\mathbb{P}(\|A_{2t_1}\| \geq (1 - O(\varepsilon))n) \geq 1 - O(\varepsilon).\]

The two observations together imply the main lemma.
4.5 Wrapping up: The number of unlucky nodes

We can now provide an upper bound on the number of $(\sqrt{\varepsilon})$-unlucky nodes.

Lemma 12. If $t_1 = \Theta(\frac{n}{1-\lambda_3} \log n)$, $\varepsilon^4 \gg \frac{b}{(1-\lambda_3)^2} \log^2 n$, then the number of $\sqrt{\varepsilon}$-unlucky nodes is

$$|U^{\sqrt{\varepsilon}}| \leq O \left( 1 + \frac{1}{1-\lambda_3} \varepsilon^{1 - \frac{\log \log(1/\varepsilon)}{\log(1/\varepsilon)}} \right) \sqrt{\varepsilon} n.$$  

Proof. Let $L$ be the set of nodes that freeze their sign $h(v)$ according to the sign of $x_{\|,v} + y_v^{(0)}$,

$$L = \{ v \in V_1 \cup V_2 : \text{sgn} (x_{\|,v}^{(0)} + y_v^{(0)}) = \text{sgn} (x_{\|,v} + y_v^{(0)}) \}.$$  

We first observe that, given any $\varepsilon > 0$, if we have a lower bound on the expected size of $L$, namely $\mathbb{E}[|L|] \geq n - \varepsilon n$, then we have an upper bound on the number of unlucky nodes, namely $|U^{\sqrt{\varepsilon}}| \leq \sqrt{\varepsilon} n$. Indeed,

$$\mathbb{E}[|L|] = \sum_{u \in U^{\sqrt{\varepsilon}}} P (u \in L) + \sum_{u \notin U^{\sqrt{\varepsilon}}} P (u \in L) \leq (1 - \sqrt{\varepsilon}) |U^{\sqrt{\varepsilon}}| + n - |U^{\sqrt{\varepsilon}}| = n - \sqrt{\varepsilon} |U^{\sqrt{\varepsilon}}|. \quad (27)$$

We now give a lower bound on the expected size of $L$.

Let $\mathcal{E}$ be the event

$$\mathcal{E} = \{ |y_v^{(0)}| - |x_{\|,v}| \geq \frac{\varepsilon}{\sqrt{n}} \}.$$  

Notice that:

1. The value $|y_v^{(0)}| - |x_{\|,v}|$ does not depend on the node $v$, only on the initial assignment, and

2. If $\mathcal{E}$ holds then $|x_{\|,v} + y_v^{(0)}| \geq \frac{\varepsilon}{\sqrt{n}}$ and thus any node $u$ that is $\varepsilon$-good at round $\tau_u$ is in $L$.

Hence, for any node $u \in V_1 \cup V_2$ we have that

$$P (u \in L) \geq P (\mathcal{E} \land \{ u \text{ is } \varepsilon \text{-good at round } \tau_u \}) \geq P (\mathcal{E} \land \{ u \text{ is } \varepsilon \text{-good at all rounds } t \in [t_1, 2t_1] \} \land \{ \tau_u \in [t_1, 2t_1] \}) \geq 1 - P (\overline{\mathcal{E}}) - P (\{ u \text{ is not } \varepsilon \text{-good at some round } t \in [t_1, 2t_1] \}) - P (\tau_u \notin [t_1, 2t_1]) = P (u \text{ is } \varepsilon \text{-good at all rounds } t \in [t_1, 2t_1]) - P (\overline{\mathcal{E}}) - P (\tau_u \notin [t_1, 2t_1]). \quad (28)$$

In Appendix A (Lemma 13) we prove that with probability $1 - O(\varepsilon)$ it holds

$$|x \cdot 1 \pm x \cdot \chi| \geq \varepsilon \cdot \sqrt{n}$$

and with probability at least $\frac{1}{2} - O(\varepsilon)$ it holds

$$|x \cdot 1| \leq |x \cdot \chi| - \varepsilon \cdot \sqrt{n}.$$  

From the latter fact it follows that $P (\overline{\mathcal{E}}) \leq O(\varepsilon)$ and it is easy to see that $P (\tau_u \notin [t_1, 2t_1]) \leq 1/n$ (see, e.g., Lemma 1 in Appendix A). Hence, from (28) the expected size of $L$ is

$$\mathbb{E}[|L|] = \sum_u P (u \in L) \geq \mathbb{E}\left[ \# \{ u : u \text{ is } \varepsilon \text{-good at all rounds } t \in [t_1, 2t_1] \} \right] - O(\varepsilon) n - 1. \quad (29)$$
Finally, from Lemma 9 and Markov inequality it follows that

\[
E[\{u : u \text{ is } \varepsilon\text{-good at all rounds } t \in [t_1, 2t_1]\}] \\
\geq (1 - \frac{1}{1 - \lambda_2} \varepsilon^2 \frac{\log(1/\varepsilon^2)}{\log(1/\varepsilon^2)})n \\
\geq P\left(\text{there are } \geq (1 - \tilde{\varepsilon})n \text{ nodes that are } \varepsilon\text{-good at all times } t_1 \leq t \leq 2t_1\right) \geq 1 - \varepsilon,
\]

that is

\[
E[\{u : u \text{ is } \varepsilon\text{-good at all rounds } t \in [t_1, 2t_1]\}] \geq (1 - \varepsilon)(1 - \tilde{\varepsilon})n.
\]

Thus from (29) and the previous inequality we get that \(E[|L|] \geq (1 - \tilde{\varepsilon} - \varepsilon)n\) and the thesis follows from (27).

5 Future works

We have shown that there is a simple population protocol that can perform distributed community detection over the class of clustered regular graphs having two balanced communities. We believe that our spectral analysis may be extended to cover more general classes of graphs. For instance, by increasing the length of the labels, we think the protocol can find a good community sensitive labeling for regular clustered graphs with a constant number of balanced communities. Another possible generalization may concern some classes of almost-regular graphs such as that considered in [10] which includes the classic stochastic block model.
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lemmas

Lemma 13 (Projection on the first two eigenvectors).

For all $\varepsilon \in (0,1)$, for a random $x \in \{-1,1\}^n$, with probability at least $1 - O(\varepsilon)$ we have,

\[
P(|x \cdot 1 \pm x \cdot \chi| \geq \varepsilon \cdot \sqrt{n}) \geq 1 - O(\varepsilon)
\]

and

\[
P(|x \cdot 1| \leq |x \cdot \chi| - \varepsilon \cdot \sqrt{n} \mid |x \cdot 1 \pm x \cdot \chi| \geq \varepsilon \cdot \sqrt{n}) = \frac{1}{2}.
\]
Proof. Note that $x \cdot (1 + \chi) = 2x \cdot 1_{V_1}$ and $x \cdot (1 - \chi) = 2x \cdot 1_{V_2}$. Using properties of the binomial distribution, it is easy to see that

$$P \left( |x \cdot 1 + x \cdot \chi| \geq \varepsilon \sqrt{n} \land |x \cdot 1 - x \cdot \chi| \geq \varepsilon \sqrt{n} \right) \geq 1 - O(\varepsilon).$$

The above event implies $||x \cdot 1| - |x \cdot \chi|| \geq \varepsilon \sqrt{n}$. Since $x \cdot 1$ and $x \cdot \chi$ are independent sums of Rademacher random variables, they have the same chances of being positive or negative, thus with probability at least $\frac{1}{2}$ we will have $|x \cdot 1| \leq |x \cdot \chi|$. 

Let $\tau_v$ denote the time at which node $v$ freezes its value of $h_v$, i.e., the global round when the node $v$ achieves $T$ activations.

**Lemma 14.** If $T > 72 \log n$ and $t_1 = 3Tn/4$ then

$$P \left( \{\tau_v \mid v \in V\} \subseteq [t_1, 2t_1] \right) \geq 1 - \frac{1}{n}.$$

Proof. For each node $v$, let $X_v^{(i)} = 1_{[v \text{ is activated at round } i]}$. Fix a node $v$. By applying the Chernoff bound on the i.i.d. random variables $\{X_v^{(i)}\}_{i \geq 0}$, we have

$$P \left( \sum_{i=1}^{3Tn/4} X_v^{(i)} \geq T \right) \leq e^{-\frac{T}{36n}} \quad \text{and} \quad P \left( \sum_{i=1}^{3Tn/2} X_v^{(i)} \leq T \right) \leq e^{-\frac{T}{12n}}.$$

The claim follows by applying a union bound over the nodes. \qed
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