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S1. RAMAN MEASUREMENTS FOR THE GRAPHENE/Ni₉Mo₁ SAMPLE

Graphene has two main characteristic peaks in the Raman spectra, a first-order Raman scattering (RS) G peak at ~ 1582 cm⁻¹, which is a graphite-like line that can be observed in different carbon-based materials; and a second-order (double-resonance) RS 2D peak at ~ 2700 cm⁻¹, which is usually used as an indication of a perfect crystalline honeycomb-like structure. Graphene also possesses other second-order RS peaks such as D+D′ located at ~ 2450 cm⁻¹ and 2D′ at ~ 3200 cm⁻¹ and disorder-induced peaks such as D at ~ 1350 cm⁻¹ and D′ at ~ 1600 cm⁻¹.

Single-layer graphene is known to have three characteristic features: I_D/I_G ratio > 2 and a 2D peak fitted with a single Lorentzian with a full-width at half-maximum (FWHM) less than 40 cm⁻¹. Furthermore, I_D/I_G is usually used as an indicator of defects present in graphene, which increases with the increase of disorder in the graphene structure. Therefore, good-quality graphene possesses a small I_D/I_G ratio. The D peak was reported to change in shape, position and width by increasing the number of graphene layers. Also, the G peak is known to downshift with increasing the number of graphene layers but upshift with increasing the doping level. Moreover, the width of the 2D peak increases with the number of graphene layers. Therefore, we assess the quality of our transferred graphene based on these features. Figure S1 shows the room temperature (RT) Raman spectra for graphene transferred from the Ni₉Mo₁ film. The average peak positions and the average 2D FWHM of all the samples are listed in Table S1.

The Raman spectra of the transferred graphene from Ni₉Mo₁ (Figure S1 (a)) show a high I_D peak. Therefore, an argument similar to that used for the graphene transferred from Ni(111) can be applied here to explain the spectra. However, the wide spatial variation across the surface of the sample, which could be attributed to the formation of occasional strong Mo–C bonding between the graphene and the Ni₉Mo₁ film, makes it difficult to assess the quality of the graphene grown on Ni₉Mo₁ based on the 2D FWHM.

S2. X-RAY MAGNETIC CIRCULAR DICHROISM (XMCD) FORMULAE

The X-ray absorption amplitude (µ_XAS) and the X-ray magnetic circular dichroism (µ_XMCD) are expressed as:

\[ \mu_{\text{XAS}} = \frac{1}{2} (\mu_+ + \mu_-), \]  

and

\[ \mu_{\text{XMCD}} = \mu_+ - \mu_- . \]

\(\mu_+\) and \(\mu_-\) are the absorption coefficients for the right and left circularly polarized light, respectively, normalized to a common value.

According to the sum rules, XAS and XMCD spectra at the \(L_{2,3}\)-edge can be used to determine the 3d orbital angular momentum \(< L_z >\) and the spin angular momentum \(< S_z >\) using the following expressions:\(^{10,11}\)

\[ < L_z > = -2\hbar \cdot \int_{L_3+L_2} \left( \mu_+ + \mu_- \right) dE \]

\[ - \int_{L_3+L_2} (\mu_+ + \mu_- + \mu_{\text{XMCD}}) dE . \]
For the total magnetic moment, $\mu_\text{total} = \mu_\parallel + \mu_\perp + \mu_\text{XAS}$, is equal to $\mu_\text{XAS}$. In (2), $\mu_\text{XAS}$ is corrected for the light degree of polarization, $P$, and the light’s incident angle, $\theta$.

Therefore, it was multiplied by a factor $\frac{1}{P \cos \theta}$, where $\theta$ is measured with respect to the sample’s surface, while $\mu_\text{XAS}$ remains unchanged.\(^{14}\)

The orbital magnetic moment, $m_{o}$, is equal to $\mu_\parallel < L_> >$, whereas the spin magnetic moment, $m_{s}$, is given by $m_{s} = 2\mu_\perp < S_>$.\(^{11}\) For the total magnetic moment, $m_{total} = m_{o} + m_{s}$.\(^{11,15,16}\)

In contrast, since the XMCD at the $K$-edge measures the transitions from a non-spin-split $s$ orbital to $p$ orbital, only $m_{o}$ can be obtained.\(^{17,18}\)

$$m_{o} = -\frac{1}{3} \frac{n_{h}}{P \cos \theta} \int_{K} \mu_{\text{XMCD}}, \quad (5)$$

For the $K$-edge, $n_{h}$ becomes equal to $6 - n_{p}$, where $n_{p}$ is the electron occupation number in the $2p$ bands.\(^{18}\) Since $m_{s} = 2m_{o}/(g - 2)$, where $g$ is the gyromagnetic factor,\(^{19}\) $m_{total}$ can be estimated for the $K$-edge if $g$ is known.

**S.3. X-RAY REFLECTIVITY**

An X-ray reflectivity scan was performed on the rotated graphene sample using a 9 kW rotating anode Rigaku SmartLab X-ray diffractometer, with Cu $K_{\alpha}$ radiation with a wavelength of 1.541 Å (Figure S2). These data were initially difficult to analyse due to the fit being dominated by the extremely good statistics at low $Q$ around the critical edge. This is due to the problem that the Poisson error bars are smaller than the footprint correction.\(^{20,21}\) The line shape from the footprint distorts the data and the initial fit could not get past the critical edge and fit the rest of the film, which resulted in $\chi^2$ values in the many thousands. While it was possible to apply a simple footprint correction, we noted that the sample length and beam size parameters required were not only correlated to each other, but also correlated to the densities and roughnesses in the fit, leading to non-quantitative results. In order to minimise this problem, we applied a footprint correction to the data using the Reductus package\(^{22,23}\) yielding the fit shown in Figure S2(a) with $\chi^2 = 4$. However, there are still outstanding issues with the data, as indicated by the blue circles in the figure, and these are extremely difficult to solve. We could link these issues again to the footprint correction, which does not allow to generate a good fit or provides the possibility of co-fitting the XRR with the neutron results. We direct the interested reader to the Open Reflectivity Standards Organisation (ORSO) group\(^{24}\) seminar on this topic\(^{25}\) for a detailed discussion. These issues become again evident in the residuals trace plotted in panel (b) of Figure S2.

We would like to point out that Time of Flight (ToF) reflectometry method used for the polarized neutron reflectivity...
FIG. S2. XRR: Model based on model 9 from the PNR fitting, where the Ni layer is divided into two, with a graphene layer on the surface. The graphene layer thickness is constrained to be equal or thicker than 2 monolayers of graphene (8.1Å). (a) X-ray Fresnel reflectivity (b) Residuals for the XRR fit (c) Electron scattering length density profile. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals.

data does not suffer from the same problems with geometric footprint corrections as monochromatic reflectivity due to the nature of the ToF technique. The best fit to the XRR data was obtained using a model similar to model 9 from the PNR fit-
ting. The thickness of the Ni layer was nominally the same as
the intended growth thickness of ∼ 800 Å. However, the XRR
technique is less sensitive to the graphene layer due to the low
electron density of C compared to the Ni. This meant that we
had to limit the graphene thickness to a minimum thickness of
two monolayers in agreement with the SEM and Raman data.
What was qualitatively reproduced was that a graded Ni layer
density was required to get a good fit, as shown in panel (c) of
Figure S2. These thicknesses and roughnesses were then used
as initial starting points for the PNR modeling.

S4. POLARIZED NEUTRON REFLECTOMETRY
ANALYSIS

The primary analysis of the PNR data was performed using
the Refl1D software package from the National Center for
Neutron Research (NCNR) at the National Institute for Stan-
dards and Technology (NIST).26 Refl1D uses the Bayesian
analysis fitting package Bumps,27 for both obtaining the best
fit and performing an uncertainty analysis on the parameters
used to model the data. Refl1D is based on the Abeles optical
matrix method,28 along with interfaces approximated using
the method of Nérot and Croce.29 Refl1D allows multiple
data sets to be fitted simultaneously, which is advantageous in
this case due to the difficulty of detecting such a thin layer of
graphene on top of a thick layer of Ni metal. Hence the data
taken at the two temperatures (10 K and 300 K) were fitted
simultaneously for each sample to reduce the uncertainty in
the fitted parameters, such as the magnetic contrast variation.
This is akin to the isotopic contrast variation method used
as standard in non-polarized neutron reflectivity soft matter
experiments.30

A. Modeling methodology

The analysis was started on the rotated-domain graphene/Ni
sample using the simplest model possible as a starting point.
Once convergence was reached as defined in the Refl1D
documentation,31 an assessment was made taking into account
the improvement of the χ² and the uncertainty in the param-
eters as to whether to increase the complexity of the model
by adding more parameters. Prior knowledge of the sample
growth conditions and sample characterisation was also em-
ployed to aid in this process. We echo what is stated in the
Refl1D documentation31 that, since this is a parametric mod-
eling technique, we cannot say that a model is truly correct,
only that while it fits the observed data well, there may be
other possible solutions. We couple this argument with the
following points to analyse the reflectivity:

- A well-defined question for what the model is intended
to answer. This provides a measure of how well the
model is working, but most importantly, a point at
which to stop fitting the data. It can also be instrumen-
tal in determining if the data quality is insufficient to
answer the posed question. Having a well-defined anal-
ysis question, such as whether a particular layer is mag-
etic or how thick the surface layer is, is crucial for any
reflectivity analysis.
- Knowledge of the sample growth conditions to provide,
initial priors (maximum and minimum bounds on those
initial parameters) and a nominal starting structure for
the fitting model. In particular, the substrate material
parameters should be well known.
- Magnetic contrast variation, which is akin to solv-
ing simultaneous equations. The soft matter commu-
ity makes great use of contrast variation, both mag-
etic contrast and, more commonly, nuclear contrast,
by swapping out hydrogen for deuterium atoms.30 This
greatly aids them in reducing the parameter search
space and improves the uncertainty in their results.
- Secondary characterization techniques, which provide
crucial information that can be used as a cross-reference
for particular parameters to lock them down, e.g.
SQUID for the total magnetic moment of the sample.
This also becomes important when dealing with issues
arising from the inverse phase problem, such as mul-
tiple solutions with similar χ² value, i.e. multi-modal
fit solutions. Examples of this point are given later in
this SI. Furthermore, these techniques are also inval-
uable for setting priors.

Such information provides confidence in the validity of the
final model and avoids over-parameterization.

In the present case the questions are: Can the model confirm
that there is a graphene layer present and primarily is it mag-
etic? Can the magnitude of the magnetic moment be mea-
sured with any certainty?

Considering all the above points makes it possible to construct
a whole series of models and compare and contrast them, al-
lowing us to answer the stated questions confidently.

So to start the process, the initial model should be the simplest
model possible. It is taken as given that this should always be
the first model run in any reflectivity analysis. The aim is to
provide a null result to test against it to see if the graphene is
required to fit the data set.

Model 1 consists of a single layer of Ni on an Al₂O₃ substrate
with the Ni magnetism commensurate with the boundaries of
the Ni Layer. There are no magnetic dead layers or graphene
included.

Knowledge from the sample growth, along with the XRR,
SEM and Raman spectroscopy scans, were used to inform
the initial starting guesses for all parameters and, most im-
portantly, the prior (Max/Min) fit ranges. All priors were flat
in probability distribution.32

For the starting guess, the Ni thickness, where the nominal
growth thickness was intended to be 800 Å, which was con-
firmed (within 5%) by the XRR modeling, was allowed to
vary by 10% for a prior fit range. The physical density of
the Ni was taken from the NIST database for neutron scatter-
ing lengths and cross sections.33 For models that include
FIG. S3. PNR Model 1: Single Ni layer with commensurate magnetism. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

graphene, a density of 2.267 g/cm$^2$ was used. However, this was then allowed to vary by $\pm 25\%$, as the density is ill-defined depending on the graphene environment and its quality. Furthermore, the graphene thickness was known to be between 2 and 4 monolayers from the SEM and Raman scans. Therefore, the maximum prior was set initially to 12 – 15 Å (i.e. approximately 4 monolayers) with a 2 Å lower limit. The Ni magnetic moment was initially taken as 0.6 $\mu_B$/atom (508.6 emu/cm$^3$, giving approximately a Ni mSLD of $1.454 \times 10^{-6}$ Å$^{-2}$), and it was used as the maximum positive and maximum negative priors so the magnetic moment could vary through zero. The graphene magnetic moment was set to vary by the same amount as the Ni as the XMCD results indicate similar magnetism in both layers. A nominal density for Al$_2$O$_3$ of 3.98 g/cm$^2$ was used for the substrate and kept constant. The roughnesses of all layers were initially set to 5 Å and then they were allowed to vary from 2 Å to 50% of each layer’s starting thickness. However, for the substrate, this was set to a maximum of 50 Å. These prior ranges were then adjusted as needed, as described below.

The results for Model 1 are shown in Figure S3. Panel (a) displays the Fresnel reflectively ($R_{\text{Fresnel}}$) given by:

$$R_{\text{Fresnel}} = \frac{R}{R_{\text{Substrate}}},$$

which is the total reflectivity ($R$) divided by the calculated substrate reflectivity ($R_{\text{Substrate}}$). $R_{\text{Fresnel}}$ is plotted as it visually aids in finding discrepancies between the fit and the data. It is evident that the fit produced by this model does not match the depth of the fringes at low $Q$, as indicated by the blue circle.

The spin asymmetries (SA) of the 10 K and 300 K are presented in panels (b) and (c), respectively. The results show that the fit does not match the SA data at high $Q$ in the same regions where the $R_{\text{Fresnel}}$ curves up at high $Q$. This indicates a thin and magnetic layer is missing from the model, such as a thin graphene layer. Furthermore, the oscillations don’t match at low $Q$. Panel (d) shows the nuclear scattering length density (nSLD) profile. The insets show the 68% and 95% Bayesian confidence intervals from the Bumps fitting package, which gives an indication of how certain the model is with regard to the fit of the data. However, we stress that this only shows how well the current model fits the data, it does not confirm if the model is the correct one or not.

It follows from model 1 that a thin layer or layers is required to fit the high $Q$ data. This is not necessarily a graphene layer, it could be a thin magnetic dead layer. Therefore we constructed model 2 shown in Figure S4. This model consists of a single layer of Ni on an Al$_2$O$_3$ substrate where the Ni magnetism is now incommensurate with the boundaries of the Ni layer, i.e. we allow Ni dead layers with a moment that can vary from zero to the full Ni moment, and have thicknesses and roughnesses independent of the nSLD profile. Although this is intended as a null case, it slightly improves the $\chi^2$ however still fails to fit the low and high $Q$ regions that model 1 did not reproduce.

Model 3, shown in Figure S5, consists of a single layer of Ni on an Al$_2$O$_3$ substrate with the Ni magnetism commensurate with the boundaries of the Ni layer and a non-magnetic graphene layer on the top surface. This model produces a fit with a similar $\chi^2$ value to model 2 that still fails to sort the issues from the previous models at high and low $Q$ ranges.

The next step (model 4) is to allow the graphene layer to be magnetic as shown in Figure S6, while keeping the rest of the model the same as model 3. Although this produces a small step change in the $\chi^2$ value where the high $Q$ data is significantly improved, it does not capture the low $Q$ fringes. However, it provides evidence that we need the graphene layer to be magnetic to fit the data. At this point it seems likely that some combination of Ni dead layers and magnetic graphene...
FIG. S4. PNR Model 2: Ni layer with dead layers top and bottom. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

FIG. S5. PNR Model 3: Ni layer with commensurate magnetism and a non-magnetic graphene layer on the surface. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

maybe at play, however, certainty on the values eludes us since the fit cannot reproduce the low $Q$ data.

Model 5, shown in Figure S7, is another null model, where the statistics dominate, consisting of a single layer of Ni on an Al$_2$O$_3$ substrate with the Ni magnetism having dead layers at the top and bottom with a non-magnetic graphene layer at the surface. This model yields a significant improvement in $\chi^2$, as expected from the earlier model, hinting that some combination is required.

Model 6 takes model 5 and allows the graphene to be magnetic. This results in a magnetic discrepancy at the top interface due to a small region of magnetically dead Ni layer leading to magnetic graphene, as shown in the mSLD in Figure S8 (e). This also manifests as a spike in the magnetization of the graphene layer and is not physical.

Model 7, presented in Figure S9, removes the top Ni dead layer allowing continuous magnetism into the graphene layer. Although this model does not improve the $\chi^2$ value over model 6, it slightly improves the top interface. However, there are still issues highlighted by red circles shown in panels (d) and (e), where this time the Ni roughness violates the Névot-Croce$^{29}$ approximation and exceeds the thickness of the graphene. This produces non-physical magnetic profiles with a peak and dip at the interface regions, which is also present in Model 6. It is clear that the fit is limited by the low $Q$ features indicated by the blue circles in Figure S9 (a). Therefore, the fit cannot be improved at the high $Q$ range unless the low $Q$ is improved due to the weighting of the statistics.

It should be noted that the ReflID package allows for a full
FIG. S6. PNR Model 4: Ni layer with commensurate magnetism and a magnetic graphene layer on the surface. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

FIG. S7. PNR Model 5: Ni layer with dead layers top and bottom a non-magnetic graphene layer on the surface. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

matrix calculation, dispensing with the Névot-Croce approximation, and slicing up the interfaces, which was done with 2 Å slices. However, this dramatically increased the time for the analysis to converge, while a little difference was found between the two. Therefore, the decision was taken to keep the Névot-Croce approximation for the interfaces to save computational time.

Models 1—7 show that small changes to the graphene and magnetic dead layers have no effect on the low Q oscillations whose statistics are dominating the $\chi^2$ and so prevent a good fit of the high Q. It is noteworthy to mention that high Q fringes give information about the graphene layer, whereas that at low Q range provide details about the Ni film. Model 8, shown in Figure S10, takes model 7 and splits the Ni layer into two, allowing a large roughness between the two layers to grade the nSLD and mSLD, while the two are kept magnetically linked. Having two very similar nSLD layers allows some extra contrast and beat frequencies that can modify the amplitude of the Kiessig oscillations. This dramatically improves the $\chi^2$ and the uncertainties on the graphene layer as the fit is no longer dominated by the residuals at low Q. We have little justification for this, but as the Ni layer is relatively thick, if there is epitaxy to the Al$_2$O$_3$ substrate then the approximately 80 nm Ni(111) layer may relax its stress/strain across this thickness, producing an nSLD gradient across the layer. This also has an almost mirror image effect on the mSLD profile at 300 K.

Model 8 is a workable fit demonstrating magnetism in the graphene layer, however the graphene layer thickness reduces down to $\sim$ 2 Å, which is right at the fitting limit set for
FIG. S8. PNR Model 6: Ni layer with dead layers top and bottom and a magnetic graphene layer on the surface. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

FIG. S9. PNR Model 7: Ni layer with a dead layer at the substrate interface and continuous magnetism into a magnetic graphene layer on the surface. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

one monolayer. The uncertainty in the fitted parameter indicates that we are not very sensitive to it. At this point we have not included any information from other characterization techniques. Both SEM and Raman spectroscopy measurements suggest that the rotated-domain graphene/Ni(111) sample should have approximately two to three monolayers of graphene on the surface. Therefore, if we use this information to set the lower bound on the prior for the graphene thickness, we get model 9 (Figure S12) which produces a fit within the error of the $\chi^2$ value of model 8 but utilises all the available information.

To further demonstrate the validity of this choice, we obtain the correlation plots between parameters from the_reflID and nested sampler software packages. Although there were several bi-modal correlations in Model 8 and 9’s fits for the graphene thickness and the graphene and top Ni interface roughnesses, only some of the cleanest examples from model 9 are presented in Figure S13. The plots show how crucial the inclusion of secondary information is in determining the best model, as it effectively allows the selection of the right node. In our case, 20 to 25 Å of graphene is equivalent to 4 – 5 monolayers, but the SEM and Raman suggest that we only have 2 to 3 monolayers. Hence limiting the graphene thickness to 2 to 3 monolayers is a valid choice.

Four further checks were performed to study the sensitivity of the PNR modeling to the magnetic moment in the graphene layer. This is now a crucial check as all the fits discussed previously (i.e. before model 9) have been dominated by the residuals at low $Q$. These were not adequately modeled until the Ni layer was allowed to be graded. Therefore, model 10
FIG. S10. PNR Model 8: Ni layer with a dead layer at the substrate interface and continuous magnetism into a magnetic graphene layer on the surface. Graphene layer thickness is unconstrained. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

FIG. S11. PNR Model 9: Ni layer with a dead layer at the substrate interface and continuous magnetism into a magnetic graphene layer on the surface. The graphene layer thickness is constrained to be thicker than 2 monolayers of graphene (8.1 Å). (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

(Figure S12), is based on model 9, but the magnetic moment in graphene is fixed to zero. The fit produced a $\chi^2$ only slightly worse than model 9 see Table S2. This indicates we are still a little sensitive to the magnetism in graphene.

The next test (model 11) is where the graphene layer is removed entirely, the results of which are shown in Figure S14. Again, the magnetism in the Ni has dead layers on top and bottom. Surprisingly, this almost matches Model 9’s $\chi^2$, being fractionally worse but with overlapping error bars.

Models 12 and 13 shown in Figures S15 and S16 are copies of models 10 and 11, respectively, but with dead layers at the bottom interfaces only. The magnetism at the top is conformal with the nuclear structure as in model 9. Both produce worse fits than model 9 and lend weight to the idea that either a graphene layer or a top magnetic dead layer in the Ni is needed to improve the fit.

We have mentioned previously that we are concerned about the violation of the Névot-Croce approximation, where the roughness of a layer becomes larger than its thickness. This is clearly the case for some of the earlier models, with the thin graphene layer often becoming thinner than its roughness and that of the Ni layer directly below it. Until this point, we have endeavoured to prevent this from happening and have ensured that the graphene roughness can never exceed the graphene layer thickness via setting relevant priors (max/min fitting ranges with a flat probability profile as most analysis packages have by default).
FIG. S12. PNR Model 10: Ni layer with a dead layer at the substrate interface and continuous magnetism into a magnetic graphene layer on the surface. The Ni has been split into two continuous Ni layers to allow a gradient across the layer. The graphene layer is constrained so it cannot be thinner than 2 monolayers of graphene in line with the SEM and Raman results. It has also been set to be non-magnetic. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

FIG. S13. Correlation plots and posterior probability distributions for the parameters exhibiting bi-modal behaviour from Model 9. Secondary information (obtained from the SEM and Raman spectroscopy measurements) was used to select one mode as preferable in each case.

Due to the thin nature of graphene, it is hard to envisage a set of physical circumstances where this can hold true. This is because the graphene sits on a Ni surface that is an order of magnitude rougher than the thickness of the graphene. Therefore, it is more likely that the graphene layer is conformal to the roughness of the underlying Ni film. This is analogous to the tarmac of a road following the undulations of a set of hills over which it traverses. In this scenario, it holds that the roughness of the graphene will be larger than its thickness as it follows the contours of the Ni hills it sits upon and must therefore violate the Nérot-Croce approximation.
FIG. S14. PNR Model 11: Ni layer has dead layers at the bottom and top Ni interfaces. The Ni has been split into two continuous Ni layers to allow a gradient across the layer and the graphene layer has been removed. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

FIG. S15. PNR Model 12: a less realistic version of Model 10 for completeness. The Ni layer has a dead layer at the substrate interface only. The Ni has been split into two continuous Ni layers to allow a gradient across the layer. The graphene layer is constrained so it cannot be thinner than 2 monolayers of graphene in line with the SEM and Raman results. The graphene is set to be non-magnetic. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profile. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

Making the graphene roughness conformal with the Ni roughness is the basis for Model 14, shown in Figure S17. This model is identical to Model 8 in all other ways except for this detail. This produces a fit within the error of the \( \chi^2 \) of model 8, but slightly worse. However, the top surface of the sample appears more physical and removes the sharp drop due to the Ni roughness being greater than the graphene roughness and thickness. Interestingly this further constraint keeps the graphene layer thickness at 2 monolayers of graphene (approx 7 Å) without having to fix its priors. Therefore, there is no need to restrain this in line with the SEM and Raman data to two monolayers as was done for Model 9.

Model 14 also has the further effect that it causes the graphene magnetic moment to split such that at 300 K the \( m_{\text{Gr300 K}} = 0.03 [0.00, 0.16] \) \( \mu_B/\text{atom} \) and at 10 K it is \( m_{\text{Gr10 K}} = 0.41 [0.16, 0.52] \) \( \mu_B/\text{atom} \). This is significantly different to Model 9 where the moments are effectively the same at both temperatures \( m_{\text{Gr10 K}} = 0.53 [0.52, 0.54] \) \( \mu_B/\text{atom} \) and \( m_{\text{Gr300 K}} = 0.53 [0.51, 0.54] \) \( \mu_B/\text{atom} \), respectively. It should be noted that the XMCD result is the upper estimate for the total graphene magnetic moment at 300 K \( m_{\text{XMCD Gr300 K}} = 0.47 \mu_B/\text{atom} \), so does not rule the PNR result out.

A final observation on the rotated-domain graphene/Ni data set is that it is noticeable how the data has an upturn at the highest \( Q \) in the 10 K data set that is clearly missing in the 300 K data set, marked in Figure S17 by red and blue circles. For this to happen, there would need to be a reflective layer on the surface of the sample present only at low temperature. The
FIG. S16. PNR Model 13: a less realistic version of Model 11. The Ni layer has a dead layer at the substrate interface only. The Ni has been split into two continuous Ni layers to allow a gradient across the layer, and the graphene layer has been removed. (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profile. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

FIG. S17. PNR Model 14: A revised version of Model 8. In this case the roughness of the graphene layer has been set to match the roughness of the top Ni layer directly below, making the two interfaces fully conformal (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profile and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

cryostat used to collect this data is an Oxford Instruments helium flow cryostat with 30 mbar of Helium exchange gas. This requires multiple pump and purge procedures when mounting the sample to ensure there is no trapped air or water in the sample volume. However, if this procedure is rushed or there is a small leak, it is possible to condense liquid air or other gaseous condensates onto the surface of the sample. This has been observed in this cryostat on previous experiments in the extreme case of having not removed any air before cooling to 5 K, hence the rationale for taking this into account.

This case was modeled as a liquid air layer with a starting density of 0.87 g/cm$^3$ with a ratio of elements similar to air (i.e. 78% N, 21% O and 1% Ar). However, we can’t say with any certainty what this layer is composed of, so the density value was allowed to vary by ±100%. This condensate layer was only utilized in the model for the 10 K data and was not present in the 300 K part of the model. All other structural parameters were shared as in model 9, where the result are shown in Figure S18.

This dramatically affects the $\chi^2$ value, improving it considerably over Model 9. The 10 K fit has a clear upturn due to the inclusion of a small ≈23 Å condensate layer shown in panels (a) and (d) of Figure S18. The density of this layer drops by a third to 0.63 g/cm$^3$, however, since we don’t know what this layer truly consists of, we cannot learn much from this other than there is a thin low density layer at 10 K. Therefore, model 15 was very similar to model 9 except for the addition of the condensate layer at 10 K, which still presents the issue of the top interface roughnesses not being conformal. On the other hand, model 16 displayed in Figure S19 has the addi-
FIG. S18. PNR Model 15: A revised version of Model 9 where a liquid air “condensate” layer has been added to the surface of the 10 K model only, not included in the 300 K model. All other parameters are the same as in model 9 (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profiles for 10 K and 300 K. The inset is a zoomed-in region of the top interface showing the condensate layer at 10 K. (e) The magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

Additional constraint of the top Ni layer and the graphene roughnesses being conformal as in model 14. This produces a $\chi^2$ value slightly worse than model 15 but has a similar effect to model 14 on the magnetic moments, splitting them apart at 300 K and 10 K, as compared to them being almost identical in model 15. The main results for the best models 9, 14, 15 and 16 are summarized in Table S3.

We were faced with the conundrum of having 2 models with similar $\chi^2$ values. Taking into account the additional evidence provided by the SEM, Raman, XMCD and some basic physical conditions for roughnesses allows us to qualitatively select the model with two monolayers of graphene that are magnetic and has conformal roughness with the Ni layer below it, i.e. model 16.

Ideally, we would like a more rigorous quantitative measure applicable to the PNR fits to show that this is the most likely case, rather than just stating the assumptions. It is possible to obtain a more quantitative measure by refitting the models using a nested sampler\cite{2017arXiv170402067C,2018arXiv180108515M} to obtain the Bayesian evidence term. Nested sampling takes up vastly more computing time than the MCMC methods used to initially fit the data, hence it is prohibitive to do the majority of the fitting using this method. Therefore it was only used to compare models with very similar $\chi^2$'s and it is hard to make a clear judgement between them as to validity. Here we used the UltraNest package\cite{2017arXiv170402067C}.

The details of how nested sampling works are beyond the scope of this work. We direct the interested reader to the work of Skilling \textit{et al.} where nested sampling was developed as a method of Bayesian evidence determination. Primarily we used the work of McCluskey \textit{et al.} who deploys nested sampling for analysing neutron reflectivity data for soft matter experiments. They obtained the Bayesian evidence term and used it to compare different complexities in the models and which most meaningfully fit the data.

This approach avoids the risk of over-fitting as the Bayesian evidence is derived from an integral in parameter space and therefore scales with the number of parameters. It is akin to having a built-in Occam’s razor which means that any additional free parameters added to the model must significantly improve the likelihood of the fit in order for the evidence term to show an improvement. However, it is important also to note that the accuracy of the determined evidence depends on the prior probabilities chosen for each of the free parameters and therefore care should be taken to ensure that these are meaningful. All shared parameters between the models have strictly the same priors (uniform ranges and distribution). It is the setting of new additional parameter priors, in our case the graphene thickness and magnetism, as maximum and minimum ranges (assuming a uniform probability distribution as in our case) via our secondary evidence (SEM, Raman and XMCD) that allows us to get some measure of how including this information in the fit gives some validity to the models even when they have very similar $\chi^2$ values. Hence, the Bayesian evidence allows for the comparison of two models, with different numbers of parameters, given that the data they are applied to is the same.

The evidence term is outputted as a negative log-likelihood\cite{2017arXiv170402067C}. In this case, the larger the number is, the more probable the model is. For example, -2 is more probable than -5. There are ways of further utilising the evidence term, but we refer the reader to the literature with regards to these\cite{2017arXiv170402067C,2018arXiv180108515M}.

Models 9-16 were refitted in this manner following the outline by McCluskey \textit{et al.} The evidence terms derived from these fits are shown in Figure S20 (c) and summarized in Table S2. Figure S20 (a) displays the normalized $\chi^2$ values as a function
FIG. S19. PNR Model 16: A revised version of Model 9 where a liquid air "condensate" layer has been added to the surface of the 10 K model only, not included in the 300 K model. All other parameters are the same as in model 9 with the addition that the top Ni layer and Graphene roughnesses have been linked to make them conformal (a) Fresnel reflectivity for 10 K and 300 K, (b) and (c) show the spin asymmetries, (d) is the nuclear scattering length density (nSLD) profiles for 10 K and 300 K and (e) the magnetic scattering length density (mSLD) profiles. The grey banded regions around the SLD lines are the 95% Bayesian confidence intervals. The room temperature Fresnel reflectivity has been shifted by a factor of 50 for ease of display.

TABLE S2. Comparison of model parameters, $\chi^2$ values and Bayesian evidence terms.

| Model Number | Number of fitted Parameters | $\chi^2$ | $\chi^2$ error | Logz (Evidence) | Logz err |
|--------------|-----------------------------|----------|----------------|-----------------|----------|
| 9            | 28                          | 2.73     | ± 0.06         | -868.0          | ± 0.3    |
| 10           | 30                          | 2.86     | ± 0.06         | -915.0          | ± 0.7    |
| 11           | 27                          | 2.79     | ± 0.05         | -1097.6         | ± 0.5    |
| 12           | 26                          | 3.52     | ± 0.05         | -888.7          | ± 0.4    |
| 13           | 23                          | 2.95     | ± 0.05         | -927.1          | ± 0.4    |
| 14           | 27                          | 2.92     | ± 0.05         | -917.4          | ± 0.9    |
| 15           | 31                          | 2.11     | ± 0.06         | -698.2          | ± 0.4    |
| 16           | 32                          | 2.23     | ± 0.06         | -723.8          | ± 0.7    |

Table of Evidence: The logz(Evidence) value that is least negative is the most probable model.

FIG. S20. Panels (a) and (b) show the trends in $\chi^2$ vs the model number and number of parameters, respectively. Models 15 and 16 have the lowest (best) $\chi^2$ values. However, Model 15 is dismissed as the roughness of the graphene was allowed to be non conformal to the Ni as previously reasoned to be non-physical. (c) Bayesian evidence term as computed by the UltraNest nested sampler package. The least negative values are the ones that are most probable, in this case Models 15 and 16. The error bars in panel (c) are smaller than the data points.

It is abundantly clear from this that Model 15 and 16, with the
10 K condensate layer, are more probable than the previous models even with the addition of the extra layers parameters. The results also show that model 15 and 16 are very close, but model 15 is slightly better than 16 probabilistically.

At this point we need to consider models 15 and 16 in light of the initial questions restated below:

Can the model confirm that there is a graphene layer present and primarily is it magnetic? Can the magnitude of the magnetic moment be measured with any certainty?

Both models confirm the presence of a graphene layer and that it is magnetic, in agreement with the other characterisation techniques. Where we struggle is with the magnitude of the moment. The use of the physical constraint of setting the graphene layer roughness equal to that of the Ni layer below greatly effects the values of the moments, splitting them and making the 95% confidence interval much wider. However, while this approach is arguably more physical (please see the reasoning for model 14 above), the nested sampler clearly shows it is less probably than allowing the roughnesses free rein to vary. The XMCD taken at 300 K indicates an upper limit of the total moment in graphene to be $\approx 0.5 \pm 0.1 \mu_B$/atom assuming a 20% accuracy. This is bigger than the 300 K value of 0.23 $[0.02, 0.41] \mu_B$/atom from model 16 PNR fit. However, it should be noted that the XMCD value is the upper bound of the moment. Hence the actual value can be lower than this, which lends weight to model 16 for the PNR. So to overrule the nested sampler result, we need a very solid reason. We reasoned for Model 14 that we cannot envision a set of circumstances where the graphene layer would not follow the Ni layer roughness profile below it if Ni roughness is greater in size than the Gr layer thickness. The graphene is never more than $\approx 8 \text{ Å}$ thick for all 4 models (9, 14, 15 and 16), sitting on a reliable Ni roughness of $\approx 20 \text{ Å}$ if the Ni and graphene roughnesses are not linked or $\approx 10 \text{ Å}$ if they are. Hence the extra freedom of model 15 seems to be driving things non-physical. Considering the fact that the XMCD is an upper bound and does not rule out a smaller moment at 300 K, model 16 appears the most physical or to violate the fewest physical conditions. But we accept this last point is right on the limit and possibly beyond the statistics of the data.

In summary, the decision on the best PNR model was taken by considering the information obtained from the complementary techniques (SEM, Raman spectroscopy and XMCD). Therefore, model 16 was used to estimate the magnetic moment induced in graphene in the rotated-domain graphene/Ni sample. The same model was then used to fit the PNR data of the other systems; epitaxial graphene/Ni and graphene/Ni$_{50}$Mo$_{1}$ samples. The only exceptions were that the condensate layer was removed from the epitaxial graphene fit as the data contained no evidence for it. The Ni$_{50}$Mo$_{1}$ data fit also minimised the 10 K condensate layer upon fitting such that a better fit was achieved by removing it. It should be noted that the upturn in the Ni$_{50}$Mo$_{1}$ data is present at both 300 K and 10 K and is suspected to be a neutron background effect and not a condensate layer as in the rotated graphene.

### Table S3. Comparison of models 9, 14, 15 and 16. The values in the parenthesis are the lower and upper 95% Bayesian confidence limits.²⁷

| Model   | Temperature [K] | Thickness [nm] | Magnetic moment $[\mu_B$/atom] | Thickness [nm] | Magnetic moment $[\mu_B$/atom] |
|---------|----------------|----------------|-------------------------------|----------------|-------------------------------|
| Model 9 | 10 K           | 80.6(80.2,81.3)| 0.60(0.60,0.61) 0.57(0.56,0.57)| 0.86(0.81,1.04)| 0.53(0.52,0.54) 0.53(0.51,0.54)|
| Model 14| 10 K           | 82.7(81.4,83.7)| 0.62(0.61,0.62) 0.58(0.57,0.58)| 0.78(0.3,1.1)  | 0.48(0.16,0.52) 0.00(0.00,0.16)|
| Model 15| 10 K           | 81.2(80.2,81.9)| 0.60(0.60,0.61) 0.57(0.57,0.58)| 0.82(0.81,1.16)| 0.53(0.52,0.54) 0.51(0.47,0.53)|
| Model 16| 10 K           | 82.8(80.8,82.8)| 0.61(0.61,0.62) 0.58(0.57,0.58)| 0.82(0.81,1.2) | 0.41(0.28,0.48) 0.23(0.02,0.41)|
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