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1. PURPOSE
Colorectal Cancer (CRC) poses a great risk to public health. It is the third most common cause of cancer in the US\textsuperscript{1}. Development of colorectal polyps is one of the earliest signs of cancer. Early detection and resection of polyps can greatly increase survival rate to 90\%.\textsuperscript{2} Manual inspection can cause misdetections because polyps vary in color, shape, size, and appearance. To this end, Computer-Aided Diagnosis systems (CADx) has been proposed that detect polyps by processing the colonoscopic videos.\textsuperscript{3} The system acts a secondary check to help clinicians reduce misdetections so that polyps may be resected before they transform to cancer.

Polyps vary in color, shape, size, texture, and appearance. As a result, the miss rate of polyps is between 6\% and 27\%\textsuperscript{4} despite the prominence of CADx solutions. Furthermore, sessile and flat polyps which have diameter less than 10 mm are more likely to be undetected.\textsuperscript{5} Convolutional Neural Networks (CNN) have shown promising results in polyp segmentation.\textsuperscript{6–8} However, all of these works have a supervised approach and are limited by the size of the dataset. It was observed that smaller datasets reduce the segmentation accuracy of ResUNet++.\textsuperscript{9}

Self-supervision is a stronger alternative to fully supervised learning especially in medical image analysis since it redresses the limitations posed by small annotated datasets. From the self-supervised approach proposed by Jamaludin \textit{et al.},\textsuperscript{10} it is evident that pre-training a network with a proxy task helps in extracting meaningful representations from the underlying data which can then be used to improve the performance of the final downstream supervised task.

In summary, we train a U-Net to inpaint randomly dropped out pixels in the image as a proxy task. The dataset we use for pre-training is Kvasir-SEG\textsuperscript{11} dataset. This is followed by a supervised training on the limited Kvasir-Sessile\textsuperscript{12} dataset. Our experimental results demonstrate that with limited annotated dataset and a larger unlabeled dataset, self-supervised approach is a better alternative than fully supervised approach. Specifically, our self-supervised U-Net performs better than five segmentation models which were trained in supervised manner on the Kvasir-Sessile dataset.

2. METHODOLOGY

2.1 Datasets
- Kvasir-SEG\textsuperscript{11} contains 1000 polyp images and their segmentation masks. The size of the images vary between 332x487 and 1920x1072 pixels. Every image contains at least one polyp.
- Kvasir-Sessile\textsuperscript{12} contains 196 polyps with size smaller than 10 mm. Expert gastroenterologists have selected the flat and sessile polyps. This dataset is a subset of the Kvasir-SEG dataset.

For our supervised task, we randomly pick 10\% of the Kvasir-Sessile dataset to make the test set. From the remaining images, we make five folds of equal sizes and leave-one-fold-out for cross validation. The number of training, testing and validation images used for evaluating our models are shown in Table 1. We remove all the images from our pre-training dataset that are in the test set of our downstream supervised task. As a result, we use 980 images of Kvasir-SEG for pre-training.
Table 1. Datasets used in our experiments

| Dataset       | Used for          | Train images | Validation Images | Test Images | Input Size |
|---------------|-------------------|--------------|-------------------|-------------|------------|
| Kvasir-SEG    | Pre-training      | 980          | -                 | -           | Variable   |
| Kvasir-Sessile| Supervised Training| 140          | 36                | 20          | Variable   |

2.2 Proxy Inpainting Task

Inpainting of images is a technique where the source image has pixels which are randomly dropped out from it. The encoder of the model encodes the context of the image and compresses into a latent representation. The decoder uses this latent representation to fill in the missing pixels observed in the image. In doing so, the features learned by the model consider the color, shape, size and various other attributes of the input image distribution.

We pre-train our U-Net with an L2 reconstruction loss shown below:

\[ L_{rec}(x) = \| M \odot (x - F((1 - M) \odot x, \theta)) \|_{2}^{2} \]  

Here, M is a binary mask where the dropped image pixel has value 1 and it has value 0 wherever the pixel is not dropped. The model is represented by \( F(\cdot) \) and parameterised by \( \theta \). \( \odot \) represents element-wise product operation and \( x \in \mathbb{R}^{H \times W \times 3} \) is the input image.

2.3 Models for segmentation of flat and sessile polyps

We train five segmentation models in a fully supervised manner. The models used in this work are U-Net,\(^6\) Attention U-Net,\(^13\) R2U-Net,\(^14\) R2AU-Net\(^15\) and ResUNet++.\(^8\) We have used Tversky loss\(^16\) for all the supervised training experiments with \( \alpha = 0.4 \) and \( \beta = 0.6 \) found through grid search.

3. EXPERIMENTS AND RESULTS

3.1 Implementation Details

3.1.1 Pre-training and Supervised Experiments

We train all the models for 65 epochs with a batch size of 4. Only the U-Net is pre-trained with the Kvasir-SEG dataset. Supervised training is accomplished with Kvasir-Sessile dataset. For pre-training, the first 50 epochs are trained with a learning rate of 1e-5 and the remaining 15 epochs are trained with 1e-6. For supervised training, the first 50 epochs are trained with a learning rate of 1e-4 and the remaining 15 epochs are trained with 1e-5. We use data augmentation such as random flipping and random rotation. The pre-training step has an additional random pixel dropout augmentation as shown in Figure 1 (b). Each batch of images are trained with sizes 192x192, 320x320 and 512x512. Adam optimiser with default parameters has been used for training. We use PyTorch for all our experiments.
3.1.2 Evaluation

To prove the generalisation and performance improvement from pre-training, we do a five-fold cross validation experiment for all the models and use dice coefficient (DSC), mean IoU (mIoU), Precision and Recall to evaluate the models.

3.2 Results

From Table 2, we observe that self-supervised model consistently outperforms supervised models in all the metrics. In particular, we see U-Net with self-supervision increases the DSC by 0.29, 0.31, 0.32, 0.36 and 0.30 in comparison to DSC of fully supervised U-Net, Attention U-Net, R2U-Net, R2AU-Net and ResUNet++ respectively. Similarly, the mIoU has an improvement of 0.29, 0.31, 0.31, 0.34 and 0.29 increase relative to U-Net, Attention U-Net, R2U-Net and ResUNet++ respectively. The precision improves by 0.31, 0.39, 0.35, 0.36 and 0.35 relative to U-Net, Attention U-Net, R2U-Net, R2AU-Net and ResUNet++ respectively. Finally, the recall shows an improvement of 0.21, 0.18, 0.28, 0.35 and 0.2 relative to U-Net, Attention U-Net, R2U-Net, R2A-UNet and ResUNet++ respectively. Another observation to be made is the smaller DSC and mIoU of the larger models in comparison to the U-Net. The qualitative analysis of our findings are presented in Figure 2.

| Method                | DSC ± error | mIoU ± error | Precision ± error | Recall ± error |
|-----------------------|-------------|--------------|-------------------|----------------|
| U-Net                 | 0.31 ± 0.03 | 0.20 ± 0.03  | 0.42 ± 0.04       | 0.48 ± 0.04    |
| Attention U-Net       | 0.29 ± 0.04 | 0.18 ± 0.03  | 0.34 ± 0.04       | 0.51 ± 0.05    |
| R2U-Net               | 0.28 ± 0.05 | 0.18 ± 0.04  | 0.38 ± 0.08       | 0.41 ± 0.06    |
| R2AU-Net              | 0.24 ± 0.05 | 0.15 ± 0.03  | 0.37 ± 0.03       | 0.34 ± 0.08    |
| ResUNet++             | 0.30 ± 0.03 | 0.20 ± 0.03  | 0.38 ± 0.05       | 0.49 ± 0.04    |
| U-Net (with self-supervision) | **0.60 ± 0.05** | **0.49 ± 0.04** | **0.73 ± 0.06** | **0.69 ± 0.01** |

4. NEW OR BREAKTHROUGH WORK TO BE PRESENTED

To the best of our knowledge, this is the first use of self-supervision in polyp segmentation task. Prior works\(^7,8\) focused on fully supervised approaches wherein they modified the baseline U-Net and incorporated feature enhancement modules to strengthen the feature representation of the network. We demonstrate that pre-training a basic U-Net that is devoid of feature enhancement modules achieves superior performance in comparison to five existing segmentation models. We observe that challenging polyps can be detected more precisely with very limited annotated data if pre-training is done. Furthermore, we see that models with more trainable parameters perform poorer than U-Net with full supervision. Large models tend to overfit on small annotated datasets. Our results reflect this scenario. This also highlights the disadvantage of using large models with small annotated datasets. In conclusion, we believe that self-supervision is an important learning paradigm to make lightweight.
models generalise better to unseen data. This is particularly important if we want to implement Artificial Intelligence driven CADx in clinical practice where computing resources are not always present. We hope our work will aid future research in this direction.

5. CONCLUSION

We have shown that self-supervised U-Net in polyp segmentation task performs better than fully supervised models for the same training dataset. We compare our model against popular segmentation models that have feature enhancement modules (exception: U-Net). In particular, we show that segmenting challenging polyps that are flat can be segmented more precisely if we do self-supervision. We perform five-fold cross validation experiments with all models to show the generalisation and robustness of our approach. Our methodology is general which leaves area for research in other medical imaging domains.
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