An advanced computational intelligent framework to predict shear sonic velocity with application to mechanical rock classification
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Shear sonic wave velocity (Vs) has a wide variety of implications, from reservoir management and development to geomechanical and geophysical studies. In the current study, two approaches were adopted to predict shear sonic wave velocities (Vs) from several petrophysical well logs, including gamma ray (GR), density (RHOB), neutron (NPHI), and compressional sonic wave velocity (Vp).

For this purpose, five intelligent models of random forest (RF), extra tree (ET), Gaussian process regression (GPR), and the integration of adaptive neuro fuzzy inference system (ANFIS) with differential evolution (DE) and imperialist competitive algorithm (ICA) optimizers were implemented. In the first approach, the target was estimated based only on Vp, and the second scenario predicted Vs from the integration of Vp, GR, RHOB, and NPHI inputs. In each scenario, 8061 data points belonging to an oilfield located in the southwest of Iran were investigated. The ET model showed a lower average absolute percent relative error (AAPRE) compared to other models for both approaches. Considering the first approach in which the Vp was the only input, the obtained AAPRE values for RF, ET, GPR, ANFIS + DE, and ANFIS + ICA models are 1.54%, 1.34%, 1.54%, 1.56%, and 1.57%, respectively. In the second scenario, the achieved AAPRE values for RF, ET, GPR, ANFIS + DE, and ANFIS + ICA models are 1.25%, 1.03%, 1.16%, 1.63%, and 1.49%, respectively. The Williams plot proved the validity of both one-input and four-inputs ET model. Regarding the ET model constructed based on only one variable, Williams plot interestingly showed that all 8061 data points are valid data. Also, the outcome of the Leverage approach for the ET model designed with four inputs highlighted that there are only 240 “out of leverage” data sets. In addition, only 169 data are suspected. Also, the sensitivity analysis results typified that the Vp has a higher effect on the target parameter (Vs) than other implemented inputs. Overall, the second scenario demonstrated more satisfactory Vs predictions due to the lower obtained errors of its developed models. Finally, the two ET models with the linear regression model, which is of high interest to the industry, were applied to diagnose candidate layers along the formation for hydraulic fracturing. While the linear regression model fails to accurately trace variations of rock properties, the intelligent models successfully detect brittle intervals consistent with field measurements.

An accurate characterization of underground formations is the key to achieve optimized recovery of geo-energies, particularly in oil and gas reservoirs. Compressional (Vp) and shear (Vs) sonic wave velocities, routinely obtained from seismic surveys and wireline logging, play a first-order role in reservoir evaluation under in-situ conditions.
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Sonic velocity measurements provide significant insights into formation pore pressure\(^1\), rock physical properties, including porosity, pore geometry, pore fluid, and mineralogical content\(^2\)-\(^5\), as well as rock stiffness, strength, and brittleness of target strata\(^6\), with a wide range of applications from reservoir management and development\(^7\) to a variety of geotechnical, geotechnical and geophysical studies\(^8\)-\(^10\). Therefore, in-situ measurements of compressional and shear velocities, frequently using full-waveform recordings, for example, Schlumberger Dipole Sonic Imaging tool (DSI), should be incorporated into the standard practice for reservoir evaluation. However, given the high cost of implementation, borehole conditions, and out-of-date logging tools, acoustic shear velocity measurements are commonly missing spatially across the field or even partially at some intervals along the wellbore. As a consequence, field-scale characterizations primarily require filling in this data shortcoming.

Rock acoustic properties can be directly measured on core specimens in the laboratory. Nevertheless, laboratory measurements are more costly and time-consuming. Furthermore, multiple variables, including pore pressure, temperature, in-situ stresses, pore fluid, saturation degree, and rock mass scale properties, come to influence the sonic wave propagation across the rock\(^11\)-\(^14\). Replicating in-situ conditions in the laboratory may be challenging and introduce further uncertainties to the measurements. These experimental challenges have motivated researchers to develop shear velocity proxies from wireline logging data. Most notably, collecting velocity data from well logging, seismic, and laboratory measurements, Castagna et al.\(^15\) proposed a pioneering predictive model for shear velocity in siliciclastic rocks. They found an approximately linear relationship between shear and compressional velocities.

Castagna and Backus\(^16\) adapted the relation as a quadratic function for carbonate rocks. Since then, numerous empirical correlations have been proposed for shear velocity estimation in various rock types and saturated media, mainly in carbonate rocks, broadly encountered as hydrocarbon reservoirs\(^17\)-\(^20\). Such empirical correlations are advantageous from an implementation point of view because compressional sonic velocity profiles are available in almost all wells. Eskandari et al.\(^8\) incorporated other geo-logging variables (GR), bulk density (RHOB), laterolog deep (LLD), and neutron porosity (NPHI) into a multivariate regression to deal with the potential effects of other environmental, fluid, and rock properties on shear velocity and promote the generalization capability of the models.

During the past two decades, artificial intelligence (AI) has drawn increasing attention in petroleum engineering and geosciences owing to its capability and robustness in modeling complicated phenomena, including reservoir fluid and rock properties\(^19\)-\(^23\), hydrocarbon-bearing potential of source rocks\(^24\)-\(^27\), rock failure behavior\(^28\)-\(^30\), soil behavior\(^31\)-\(^33\) and seismic characterization\(^11\)-\(^12\). Predictive models thus got a boost with these new techniques. A great deal of research has also been dedicated to predicting shear velocity using a variety of artificial intelligent approaches\(^34\)-\(^36\). Utilized intelligent models were found to contribute to more accurate velocity estimations. But how reliable are reservoir evaluations established upon the estimated shear wave velocities? Indeed, can small errors in velocity estimations give rise to dramatic discrepancies in estimates of physical, hydraulic, and mechanical properties of formations, which, in turn, may pose notable imperfections in engineering designs? How does the credibility of predictive models evolve with emerging new techniques and optimization schemes? And how do input variables control the model prediction capabilities? These are a number of key questions that are less well addressed and deserve a renewed investigation.

This study seeks the answer to the raised questions in the light of extensive modeling efforts in the context of a case study. The prediction of rock acoustic properties is brought to maturity by developing a large set of AI models. The data come from Sarvak limestone in a developing oilfield in the southwest of Iran. The models are built using wireline logging tracks along a wellbore. The employed models, whose governing algorithms are described in detail in the present study, consist of random forest (RF), extra tree (ET), Gaussian process regression (GPR), Adaptive neuro fuzzy inference system (ANFIS), and its optimization with differential evolution (DE) and imperialist competitive algorithm (ICA). The accuracy of the developed models is analyzed using different criteria. The synthesized velocity profiles are utilized to evaluate rock elastic properties and discuss how artificial intelligence can help improve the detection of candidate layers for hydraulic fracturing. The study manifests how untrustworthy are the linear shear velocity proxies for reservoir evaluation purposes.

**Data collection and processing**

The candidate formation for this study is Sarvak carbonates of an oilfield in the southwest of Iran. The Sarvak formation, mainly composed of limestones, serves as a major oil-producing reservoir in this region. A variety of sedimentary features has been distinguished in Sarvak\(^35\), with the secondary porosity evaluated to range from 0 to 10% in the study area, implying a high degree of heterogeneity. The formation has an approximate thickness of 600 m, which is divided into upper and lower Sarvak layers separated by the 34-m-thick Ahmadi member. More than ten boreholes have been drilled to develop this reservoir, but only one well has full-waveform measurements registered by the Schlumberger DSI tool. Besides, conventional well logs, such as NPHI, RHOB, and GR, are available. The data set includes a total of 4048 data points, regularly recorded at depth intervals of 15.24 cm. Well logs are depth-matched and then subjected to environmental and hole size corrections.

The lack of shear velocity measurements has posed significant challenges in conducting geomechanical studies in this area and motivated us to develop a robust predictive model. In the first step, the selection of input variables is of paramount significance. To this end, we seek physically sound relationships between shear velocity (Vs) as the output and other logging data as the inputs. Sonic velocities in carbonate rocks were found to depend primarily on mineralogy and, more importantly, the amount and type of porosity\(^36\)-\(^37\). In formation evaluation, a combination of \(V_p\), GR, RHOB, and NPHI are frequently used for a detailed assessment of mineral contents and rock porosity. We establish two sets of predictive models: first, by using only \(V_p\) as the input parameter and then adopting the four well logs as the model variables, from now on referred to as one input and four inputs
models, respectively. The reason for developing the former group is to find out how reliable these simple and widely used models are to directly bridge between compressional and shear velocities.

**Model development and performance assessment**

**Modeling approaches. Gaussian process regression (GPR).** It was the late 1940s in which the Gaussian Process method was suggested and implemented for prediction purposes. This technique found its way into machine learning in the middle of the 1990s. After that, numerous computer simulations tests were performed and confirmed the Gaussian Process (GP) method’s high efficiency. One important positive point of Gaussian Process Regression (GPR) is its high power in processing multi-dimension, a limited number of samples, and non-linear difficulties. Generally, a GP is a group of random variables in which a restricted number of these variables have a joint Gaussian scattering. A Gaussian Process (GP) is identified through a mean function and a positively defined covariance (kernel) function.

Given a group of inputs \( D = \{ (x_i, y_i), i = 1, 2, \ldots, n \}, x_i \in \mathbb{R}^d \), and \( y_i \in \mathbb{R} \).

The mean function is determined through:

\[
m(x) = E[f(x)]
\]

Covariance function is given by:

\[
k(x, x') = E[(f(x) - m(x))(f(x') - m(x'))]
\]

In which: \( x, x' \in \mathbb{R}^d \), and it is required to estimate \( f(x) \) for the testing data \( x \), after that, the GP could be given as:

\[
f(x) \sim \text{GP}[m(x), k(x, x')]
\]

Because of the regression type of difficulty, the model is defined as below:

\[
y = f(x) + \xi
\]

Affecting \( \xi \sim N(0, \sigma_f^2) \) subsequently, the previous distribution of observed value \( y \) is given.

\[
y \sim N[0, K(X, X) + \sigma_f^2 I_n]
\]

The previous combination distribution of noted value \( y \) and estimated \( f(x) \) is achieved as below:

\[
\begin{bmatrix} y \\ f \end{bmatrix} \sim N\left(0, \begin{bmatrix} 0 & K(X, x) \\ K(X, X) + \sigma_f^2 I_n & K(x, x) \\ K(x, X) & K(x, x) \end{bmatrix} \right)
\]

\[K(X, X) = K_p = K_p\] is an \( n \times n \) sequence positive definite matrix, the element of the \( K_q = K(x, x) \) is implemented to calculate the correlation between \( x \) and \( y \), \( K(X, x) = K(x, X) \) is the \( n \times 1 \) sequence covariance matrix between testing data \( x \) and training samples \( X \). \( K(X, x) \) shows the covariance of the test data; \( I_n \) represents \( n \) dimensions unit matrix.

Accordingly, the posterior distribution of estimated value \( f(x) \) is achieved as below:

\[
P(f | x, X, y) \sim N(\mu, \Sigma)
\]

where:

\[
\mu = K(X, x)[K(X, X) + \sigma_f^2 I_n]^{-1}y
\]

\[
\Sigma = K(x, x) - K(X, x)[K(X, X) + \sigma_f^2 I_n]^{-1}K(x, X)
\]

\( \mu, \Sigma \) shows the mean and covariance of \( f(x) \).

**Kernel function.** The key role of kernel or covariance functions in the Gaussian process is controlling GPR’s accuracy. The employed kernel function in the current study is automatic relevance determination (ARD) exponential.

**Random forest (RF).** RF is made up of a series of decision trees that are used to train trees concurrently. This method uses the efficiency of decision trees as the final choice for its model. The RF classifier’s unique built-in feature selection attribute enables it to control a variety of input features without eliminating specific variables to minimize dimensionality.

The RF approach trains the classifier to use bootstrap aggregation (Bagging) to broaden the range of each tree in the forest. Markedly, the number of trees \( B \) is selected. \( B \) separates training data points from the core data according to this amount. Since bagging is viewed as an alternative for random sampling, around one-third of the database is unused to train each subtree. Any tree’s residual data is known as the “out-of-bag” data point (OOB).

In the RF method, due to the fact that the OOB may be applied to examine the model’s efficiency by examining the OOB errors, cross-validation is not required. For the training of any decision tree, it is mandatory to record the training sample for the tree. Suppose the training set as \( D = \{ (x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m) \} \).
$D_t$ highlights the training data for tree $h_t$, and $\hat{H}_{ooob}$ depicts the out-of-bag approximation result for sample $x$, thus 45:

$$\hat{H}_{ooob}(x) = \arg\max \sum_{t=1}^{T} I(h_t(x) = y)$$

(10)

And the error generalization for OOB data becomes:

$$e_{ooob}(x) = \frac{1}{|D|} \sum_{(x,y) \in D} I(h_{ooob}(x) \neq y)$$

(11)

The randomness operation of the RF is controlled by the value $K$, which is typically specified as $k = \log_2 d$ 45. To determine the feature worth of each component $X_i$, the factor is randomly quantized. The bellows value is used to quantify the relevance of a feature:

$$I(X_i) = \frac{1}{B} \sum_{t=1}^{B} OOBerr_{ti} - OOBerr_t$$

(12)

Here, $X_i$ denotes the permuted $i$th feature in the feature vector $X$, $B$ suggests the percentage of trees in the RF, and $OOBerr_{ti}$ symbolizes the method forecast error for the perturbed OOB sample containing the permuted feature $X_i$ for tree $t$. $OOBerr_t$ refers to the original OOB data sample that contains the permuted component.

The importance of the permutation feature signifies that an incredible importance quantity highlights that the feature is applicable in the estimation, and permuting the feature variable influences the model prediction. A minimal beneficial feature has no or little effect on the approximation of the system 46. It should be noticed that the minimum leaf size and parent size for the constructed RF model were set to 1 and 19, respectively.

**Extra tree (ET)**. ET is a method of learning that applies an averaging strategy on Decision Tree projections in order to improve correctness and reduce processing complexity 47,48. The additional tree strategy generates a random set of trees. Their estimates are retrieved accurately, using arithmetic averaging in regression challenges and majority voting in classification issues. One significant distinction between the extra tree method and other tree-based machine learning algorithms is that neuron division occurs randomly via extra tree cut sites.

The trees are built in the opposite direction of a bootstrap replica, using the entire learning sample. In regression challenges, the procedure of extra tree splitting requires two key variables: (i) the frequency of random splits at each neuron, denoted by $K$, and (ii) the smallest size of the sample utilized to break a neuron, written by $n_{min}$ 47,48.

The additional tree algorithm grows trees by identifying the amount of $K$ at each neuron and continuing this operation once leaves are reached. Unless all subsamples provide pure responses or the amount of learning samples is below $n_{min}$ 48, all subsamples produce pure responses. Extra trees are projected to adequately reduce variation by randomly assigning cut points and input features and by group averaging. Nonetheless, bias minimization can be accomplished by adding additional trees that utilize the complete original learning sample 47.

In formal terms, provided a training data, $X = \{x_1, x_2, \ldots, x_N\}$, where the sample $x_i = \{f_1, f_2, \ldots, f_D\}$ is the feature and $j \in \{1, 2, \ldots, D\}$. Extra trees generate $M$ unique DTs. In every DT, $S_j$ indicates a portion of the training data $X$ at child neuron $p$. Following that, the ETs algorithm selects the optimal split relating to $S_j$ and a random segment of features for each neuron $p^{34}$. It should be noted that the minimum leaf size and parent size for the developed ET model were set to 1 and 5, respectively.

**Adaptive neuro fuzzy inference system (ANFIS).** ANFIS, a widely used strategy for machine learning, combines neural networks with fuzzy systems. ANFIS’s primary purpose is to alleviate the constraints of neural networks and fuzzy systems while maximizing the positive points of both methodologies. ANFIS utilizes the ANN learning procedure to derive rules from input and output data, resulting in the creation of a self-adaptive neural fuzzy system 49. In general, three functions are available for building fuzzy systems: genfis1, genfis2, and genfis3 51. The genfis3 was used in the current report. The FIS framework is also constructed using a Sugeno system based on fuzzy C-means (FCM) clustering. Additionally, in fuzzy systems, membership functions may be chosen from a variety of functions 52. In the current research, a Gaussian function was applied. The ANFIS and ANN training in this work were accomplished using a hybrid technique. This technique combines backpropagation and least-squares prediction. The input membership function elements are computed using backpropagation, while the output membership function factors are measured using the least-squares methodology.

ANFISs architecture is composed of rules, input data, output membership functions, and membership degree functions. Fig. 1 illustrates the ANFIS design with two inputs. The first layer establishes each input’s reliance on distant fuzzy areas. The next layer increases the weight of rules ($w_i$) by raising the input numbers of each neuron. In the third step, the comparative weight of rules is determined. In the fourth stage, neurons are used to determine the contribution of rules to the output. The final layer, consisting a single neuron described as a stable neuron 53, is used to minimize the variance between the observed and forecasted output 54. As previously stated, the ANFIS paradigm is composed of five layers. The precise characteristics of each layer are listed below 54–58. In this research, for the designed ANFIS model by one input, the number of nodes and fuzzy roles were defined 16 and 3, respectively. However, the number of nodes and fuzzy roles for the formed ANFIS model by four inputs were set to 57 and 5, respectively.
Layer 1:
Layer 1 converts the incoming data to language terms. Each input criterion is associated with n neurons, each of which represents a preset linguistic phrase. The terms are produced in the initial layer in accordance with the previously specified membership functions. The Gaussian function used in this investigation is shown below:

\[ O^1_i = \beta(X) = \exp\left(-\frac{1}{2\sigma^2} (X - Z)^2\right) \] (13)

Z signifies the Gaussian membership function center in this calculation; O denotes the output layer; and \( \sigma \) reflects the variance term. The ANFIS program will optimize and alter these parameters during the learning period59,60.

Layer 2:59,60:

\[ O^2_i = W_i = \beta_{A_i}(X).\beta_{B_i}(X) \] (14)

Layer 3:
In this layer, the firing energy of each rule is distinguished from the overall firing capacity of all rules by normalizing the recorded firing power parameters using the following equation59,60:

\[ O^3_i = \frac{W_i}{\sum_i W_i} \] (15)

Layer 4:
This layer recognizes the linguistic phrases associated with the model’s output. The formula below determines the influence of each rule on the output of the model59,60:

\[ O^4_i = \overline{W}_i f_i = \overline{W}_i (m_i X_1 + n_i X_2 + r_i) \] (16)

In this formula, \( r_i, n_i, \) and \( m_i \) denotes linear variables. The adjustment and optimization of these variables are performed through ANFIS by the reduction of the discrepancy between predicted and target quantities59,60.

Layer 5:
This layer uses the weighted average summation technique to convert the complete collection of rules and an output to a numerical state according to the below calculation59,60:

\[ O^5_i = Y = \sum_i W_i f_i = \sum_i W_i f_1 + \sum_i W_i f_2 = \sum_i \frac{W_i f_i}{\sum_i W_i} \] (17)

Optimization algorithms. Imperialist competitive algorithm (ICA). ICA is a powerful technique based upon imperialism to expand the strength and law of a government far away from its geographical borders41. A first population starts this method as first countries—several best countries among the existing population regarded as the imperialists. Indeed, those countries with the minimum objective functions or costs, as an example, root mean square error (RMSE), are selected as the imperialists42.
The remaining population is considered as colonies and incorporated in the mentioned imperialists. After that, imperialistic competition starts between all the empires. Among the empires, the weakest one (with maximum RMSE) who is disabled to raise its strength and is disabled to succeed in the competition will be deleted from the competition. Thus, all colonies go toward their related imperialists associated with the competition between empires. In the end, hopefully, the mechanism of collapse will lead to reaching all the countries to a state where there is merely one empire around the globe (in the context of the issue), and all the other countries are colonies of that one empire. The most potent empire (with minimum RMSE) would be our remedy.

**Differential evolution (DE) optimizer.** The DE optimizer is a swarm-based stochastic optimized defined by Storn and Price. This practical algorithm has several merits: real coding, user-friendly, local searching feature, simplicity, and high speed. The algorithm operates through the same computational processes employed by other evolutionary algorithms. The differential evolution algorithm utilizes the dissimilarity of the parameter vectors for exploring the objective space.

**Statistical evaluation.** To show and compare the constructed models, several parameters, namely average percent relative error (APRE%), average absolute percent relative error (AAPRE%), root mean square error (RMSE), and standard deviation (SD), were implemented. Formulas of these equations are provided below:

1. Average percent relative error (APRE):
   \[ E_r = \frac{1}{n} \sum_{i=1}^{n} (E_i) \]  
   In which \( E_i \) is the relative deviation that is defined as:
   \[ E_i = \left( \frac{Vs(\text{exp}) - Vs(\text{cal})}{Vs(\text{exp})} \right) \times 100, i = 1, 2, 3, \ldots, n \]  

2. Average absolute percent relative error (AAPRE):
   \[ \text{AAPRE} = \frac{1}{n} \sum_{i=1}^{n} |E_i| \]  

3. Standard deviation (SD):
   \[ \text{SD} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (Vs(\text{exp}) - Vs(\text{cal}))^2} \]  

4. Root mean square error (RMSE):
   \[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Vs(\text{exp}) - Vs(\text{cal}))^2} \]

In addition, the relevancy factor \( r \) was calculated to analyze the relationship between the inputs and outputs. The following formula was applied to calculate the relevancy factor \( r \) for input data:

\[ r(input_k, output) = \frac{\sum_{i=1}^{n} (input_{k,i} - input_{ave,k})(output_i - output_{ave})}{\sqrt{\sum_{i=1}^{n} (input_{k,i} - input_{ave,k})^2 \sum_{i=1}^{n} (output_i - output_{ave})^2}} \]

While \( output \) highlights the value of \( i \)th estimated output, \( output_{ave} \) implies the mean value of approximated output. \( input_{k,i} \) displays the \( i \)th quantity of the \( k \)th input factor, while \( input_{ave,k} \) displays the mean amount of the \( k \)th input variable.

**Results and discussion**

**Assessment of the validity and accuracy of one input-developed models.** Table 1 summarizes the obtained values of the parameters mentioned above for train, test, and total datasets in which one variable \( V_s \) has been used as the input. As given in this table and Figs. 2 and 3, the smallest overall AAPRE (1.34%), RMSE (57.99), and standard deviation (0.019) belong to the extra tree (ET) model. After the extra tree model, the Gaussian process regression (GPR) indicates low values of overall AAPRE (1.54%) and RMSE (66.25). It is worth mentioning that the developed methods of Gaussian process regression (GPR) and random forest (RF) have closely similar AAPRE and RMSE values (Figs. 2 and 3). Likewise, a relatively similar performance for these two models can be concluded, based on the achieved values of AAPRE and RMSE. Collectively, the extra tree (ET) model can be regarded as the optimum model that estimated the target with substantially higher accuracy than those of the other models in the current study. The performance of the models based on the achieved error values can be summarized as below.
Figure 4 typifies the cross plots for the models utilized. The projected values are plotted versus the actual values in these illustrations. Cross plots exhibit the ideal model line by drawing the X=Y straight line amongst the experimental and approximation values. The closer the data on the plot are to the straight line, the better the model performs. As can be seen from these data, the predictions of the provided designs exhibit a high degree of

| Model                  | RMSE (m/s) | AAPRE% | APRE% | SD   |
|------------------------|------------|--------|-------|------|
| RF (Train)             | 67.10      | 1.56   | −0.02 | 0.0222 |
| RF (Test)              | 64.23      | 1.50   | −0.04 | 0.0212 |
| RF (All)               | 66.54      | 1.54   | −0.43 | 0.0220 |
| ET (Train)             | 55.23      | 1.29   | −0.04 | 0.0183 |
| ET (Test)              | 67.93      | 1.56   | −0.04 | 0.0225 |
| ET (All)               | 57.99      | 1.34   | −0.04 | 0.0192 |
| GPR (Train)            | 66.31      | 1.53   | −0.04 | 0.0220 |
| GPR (Test)             | 65.98      | 1.56   | −0.06 | 0.0219 |
| GPR (All)              | 66.25      | 1.54   | −0.05 | 0.0220 |
| ANFIS + DE (Train)     | 68.03      | 1.58   | −0.06 | 0.0226 |
| ANFIS + DE (Test)      | 63.70      | 1.50   | 0.03  | 0.0212 |
| ANFIS + DE (All)       | 67.19      | 1.57   | −0.07 | 0.0223 |
| ANFIS + ICA (Train)    | 68.37      | 1.59   | −0.06 | 0.0227 |
| ANFIS + ICA (Test)     | 64.07      | 1.51   | −0.12 | 0.0213 |
| ANFIS + ICA (All)      | 67.54      | 1.58   | −0.07 | 0.0224 |

Table 1. The statistical parameters measured for one input models.

Figure 2. The AAPRE values of the five developed models based on one input (Vp).

Figure 3. The RMSE values of the five constructed models based on one input (Vp).

ET > GPR > RF > ANFIS + DE > ANFIS + ICA

Figure 4 typifies the cross plots for the models utilized. The projected values are plotted versus the actual values in these illustrations. Cross plots exhibit the ideal model line by drawing the X=Y straight line amongst the experimental and approximation values. The closer the data on the plot are to the straight line, the better the model performs. As can be seen from these data, the predictions of the provided designs exhibit a high degree of
Figure 4. Plots of the developed paradigms (a) RF, (b) ET, (c) GPR, (d) ANFIS + DE, and (e) based on one input (Vp).
consistency along the unit slope line. Fig. 5 depicts the error distribution profile for the developed extra tree (ET) structure, which is the optimal model. The system is more realistic in this picture if the errors are concentrated in a smaller zone close the zero-error line. Clearly, a substantial proportion of data is located near the zero line of the relative error (RE). This denotes the high accuracy of the developed extra tree (ET) model.

Further, Fig. 6 depicts the cumulative frequency of the absolute relative error for the models used in this study. As indicated by this chart, the ET model is capable of approximating higher than 30% of Vs points with an absolute relative error of below 0.5 percent. Additionally, roughly 90% of the estimated Vs values through the ET model show an absolute relative error of lower than 3%. Correspondingly, The ET model’s superior performance in predicting the Vs in contrast to other approaches can be deduced.

Outlier detection and utility domain of the constructed ET model (one input model). Outlier detection is a time-efficient method for finding a data set that is distinct from the rest of the data in a databank. The Leverage technique is a well-known methodology for detecting outliers, as it is based on data residuals (the departure of a model’s expectations from experimental findings). A hat matrix (H) is given in the leverage approach to establish the hat indexes or leverage of data as follows:

\[ H = X \left( X^T X \right)^{-1} X^T \]  

In which, X denotes a two-dimensional matrix containing N rows (data sets) and K columns (model features). Furthermore, T represents the transpose multiplier. The diagonal components of H typify the hat values of data.

In a Williams plot, standardized residuals are plotted against hat values and various areas of out of leverage data, suspected data, and valid data are recognized. The standardized residuals’ formula (SR) for each data point is described as bellows:

\[ SR_i = \frac{\epsilon_i}{RMSE \sqrt{1 - H_{ii}}} \]  

In which \( \epsilon_i \) represents the deviation of the estimated data from its experimental value (estimated output-measured data), RMSE stands for the root mean square error of the model, and \( H_{ii} \) denotes the hat index of the \( ith \) data set.

In the leverage approach, warning leverage (\( H^* \)) is determined to reject or accept the model results and calculations. This criterion is known as \( H^* = \frac{3}{N - K - 1} \) and commonly, a value of 3 with an SD of ±3 from the mean is selected to cover 99% of the dispersed data. Under the circumstances in which most of data sets end up within the intervals of \( 0 \leq H_{ii} \leq H^* \) and \( -3 \leq SR \leq 3 \), it may be inferred that the proposed model and its approximations are valid, and the experimental data implemented for model development are reliable.

The data points in the ranges of \(-3 \leq SR \leq 3 \) and \( H^* \leq H \) are known as good high leverage points. These points are outside the applicability area of the used model. The data sets that are situated in the interval of \( SR < -3 \) or \( SR > 3 \) (notwithstanding their H value) are known as bad high leverage points. These data points are regarded as experimentally suspected data set that may be derived from an error over the experimental calculations. Figure 7 depicts the Williams plot and notably implies that all 8061 data points are valid data.
Group error analysis (one input models). In the group error technique, the error values along with the data in various intervals are measured and plotted. The data are separated into various intervals, and their error in each interval is measured and plotted\(^7\). In the present study, the Vp data points were divided into five sections, and the average AAPRE for each section was calculated. Figure 8 plots input values against AAPRE values for all five smart models. As can be observed, the extra tree (ET) model collectively provides lower AAPRE values compared to other models. However, it should be noted that although optimized ANFIS models demonstrate the higher AAPRE values in the range of 5784 to 6331 and 6331 to 6878 m/s than other models, the minimum AAPRE values within the first three sequences belong to these optimized models. Also, it is visible that for all five ranges of Vp values, the ANFIS model optimized with DE and ICA illustrates tightly similar trends.

Assessment of the validity and accuracy of four inputs-constructed models. Table 2 summarizes the achieved values of the statistical parameters for train, test, and total datasets. As given in this table...
and Figs. 9 and 10, the extra tree (ET) model provides the smallest overall AAPRE (1.03%), RMSE (47.55), and standard deviation (0.015). The Gaussian process regression (GPR) ranked second based on the mentioned errors’ values. The GPR model indicates low values of overall AAPRE (1.16%) and RMSE (54.76). Similar to the constructed models based on one input, a closely similar performance can be concluded for the Gaussian process regression (GPR) and random forest (RF) models due to their subtle differences in acquired AAPRE and RMSE. Likewise, it can be noticed that the optimization algorithms’ performances do not differ considerably from each other. Therefore, the extra tree (ET) model can be recognized as the ideal model approximating the target (Vs) with higher accuracy than the other created models in this paper.

The performance of the constructed models based on the acquired error values can be summarized as below:

\[
ET > GPR > RF > ANFIS + ICA > ANFIS + DE
\]

Even though the performance of the models developed with one input follows the above trend except for optimizers, generally lower error values have been obtained when models are developed with four inputs.

Figure 11 shows the plots of the applied systems. From these cross plots, it is apparent that the predictions of the applied models generally demonstrate a highly satisfactory agreement with the straight line. However, it can be observed that the data set belonging to the extra tree (ET) model (Fig. 11c) are closer to the unit slope line.
Illustrating the error distribution curve of the optimum model is another tool implemented to assess the developed models based on four inputs graphically. Figure 12 shows this curve for the developed extra tree (ET) as the ideal model. As it is visible, the major part of the data points has been situated near the zero line of the relative error (RE). This suggests the high accuracy of the developed extra tree (ET) model.

The cumulative frequency of the models’ absolute relative error applied based on four inputs, and created correlation is depicted in Fig. 13. As this figure clarifies, the ET model could estimate approximately 93% of Vs points with an absolute relative error of less than 3%. Correspondingly, the ET model’s superior effectiveness in forecasting Vs than other strategies can be concluded.

**Sensitivity analysis of the ET model (four inputs model).** Sensitivity analysis investigates the effect of a model’s input variation on the model’s output value. In this regard, the relevancy factor is a proper method. The relevancy factor calculates the amount of each input parameter influence on the output. A higher value of relevancy factor (r) for an input indicates a more prominent effect by that input on the output. Figure 14 typifies the effect of four inputs on the Vs as the target parameter in this research. It implies that the Vp has a considerably more significant influence on the Vs value in comparison with the other three inputs. Therefore, the generally similar performance of the one-input and four-input developed models based on the obtained errors can justify the sensitivity analysis outcome, denoting Vp used as the only input in the first scenario of this paper impose a higher impact on the Vs as the target parameter.

**Outlier detection and utility domain of the constructed ET model (four inputs model).** The result of the Leverage approach for the extra tree (ET) model constructed with four inputs is demonstrated in Fig. 15. It is plainly visible that most data sets are situated in the valid zone, and there are only 240 out of 8060 “out of leverage” data sets. Additionally, only 169 out of 8060 data points are suspected data. These amounts prove that the experimental data are reliable and that the developed ET model is statistically valid.

**Group error analysis (four inputs models).** Figure 16 indicates the Group error distribution of four inputs within five divided sequences. For the Vp input case, as demonstrated in Fig. 16a, the smallest AAPRE within the interval of 4144 to 4691 belongs to the GPR model. The extra tree (ET) model shows a lower AAPRE than that of
Figure 11. Cross plots of the developed models (a) RF, (b) ET, (c) GPR, (d) ANFIS + DE, and (e) ANFIS + ICA based on four inputs.
other developed methods for the other three ranges. Ultimately, in the range of 6332 to 6879, the random forest (RF) model indicates a lower AAPRE compared to those of other models.

In the case of the second input (GR) (Fig. 16b), it is evident that for all five defined intervals, the extra tree (ET) model has the minimum AAPRE. Regarding RHOB (Fig. 16c), the extra tree (ET) model generally typifies the lower AAPRE compared to other models. However, for the last defined range of RHOB values (> 2.72), the Gaussian process regression (GPR) model implies a notable lower AAPRE than that of other models. Finally, considering the NPHI input (Fig. 16d), the extra tree (ET) model collectively shows lower AAPRE values than other developed intelligent models.

**Implications to candidate selection for hydraulic fracturing.** Hydraulic fracturing widely serves as an essential technique to enhance the productivity of low-permeability hydrocarbon reservoirs. Massive hydraulic fracturing involves the injection of large volumes of water at high pressure and rates, making economic production from gas shales of nano-darcy-range permeability viable. However, not all depth intervals in the reservoir are appropriate for fracturing. Indeed, a promising selection of candidate layers for a fracturing completion is the key to ensure high profitability. The degree to which the rock is efficiently fractured to create a wide and sufficiently permeable fracture network for the hydrocarbon to flow is characterized by the brittleness index, $BI$.

$$BI = \frac{E}{\nu}$$

where $E$ is Young’s modulus (Pa) and $\nu$ is Poisson’s ratio. Consequently, the literature has witnessed in recent years tremendous efforts to develop accurate and credible brittleness models (see, for instance, Kivi et al. for a review). Among them, Rickman et al. proposed a brittleness index $BI$ by hypothesizing that brittle rocks possess relatively high Young’s modulus $E (Pa)$ and low Poisson’s ratio $\nu (\text{[-]})$, which is as follows.
where the superscripts “\(\text{min}\)” and “\(\text{max}\)” respectively stand for the least and highest elastic moduli values. The so-called elastic brittleness index has drawn widespread attention in field applications owing mainly to its simplicity and proficiency, proven through comparison with rock failure behavior in laboratory and field observations.

Elastic moduli can be conveniently evaluated from wireline logging data, which is written as:

\[
E = \frac{\rho V_s^2(3V_p^2 - 4V_s^2)}{V_p^2 - V_s^2} 
\]

(27)

\[
\nu = \frac{V_p^2 - 2V_s^2}{2(V_p^2 - V_s^2)} 
\]

(28)

where \(\rho [\text{kg/m}^3]\), \(V_p [\text{m/s}]\) and \(V_s [\text{m/s}]\) denote the rock’s bulk density and compressional and shear sonic velocities, respectively. Equations (23) to (25) point to the importance of developing shear velocity proxies in optimizing the hydraulic fracturing operation where full-waveform sonic data are partially or thoroughly missing.
To further highlight this significance, we evaluate the elastic moduli and brittleness profiles across the studied formation using the most accurate artificial intelligence models established in Sects. 4.1 and 4.2, i.e., ET models with one and four input variables, as well as linear regression model, which is of interest due to its simplicity to the industry. The extracted linear relation between the shear and compressional velocities is as follows:

\[ V_s = 0.476 \, V_p + 268.03 \]  \hspace{1cm} (29)

where the velocities are in m/s. The developed correlation represents a high accuracy, characterized by an AAPRE and RMSE of 2.2 and 89.03, respectively, which are comparable to the values achieved from artificial intelligence models (see Tables 1 and 2). The resultant statistics seem to attest to the high precision of the constructed linear model.

The reliability of the created models can also be inferred from the estimated profiles of Young’s modulus along with the examined formation (Fig. 17). The measured Young’s modulus tracks using modeled shear velocities (ET models and linear regression) and DSI data return almost a perfect match. However, discrepancies arise when comparing vertical distributions of Poisson’s ratio obtained from the mentioned three models (Fig. 17). The four-variable ET model estimates of shear velocity result in a Poisson’s ratio profile that is in good agreement with the actual one, i.e., calculated from DSI data. Although the single input ET model satisfactorily captures the general evolution trends of the Poisson’s ratio across the layer, a perfect quantitative match is missing. This comparison clearly highlights a key and complex dependence of sonic velocity on a set of contributing factors,
which a combination of well logging data can only realistically reflect this complexity. This inconsistency may not necessarily pose major uncertainties to our analysis because what matters in candidate selection for hydraulic fracturing is the relative sequence of brittleness and not its absolute value.

Interestingly, despite admissible velocity measurement capabilities, the linear model completely fails to estimate Poisson’s ratio profile neither qualitatively nor quantitatively. This disagreement is evidently due to the fact that Poisson’s ratio only depends on the ratio of compressional to shear velocity (see Eq. 25). Accordingly, the smaller the absolute value of the velocity intercept, the smaller the variability of Poisson’s ratio. Thus, the closer its value is to a constant controlled by the velocity ratio. The derived linear relation here narrows down the variation of Poisson’s ratio to as small as 0.3 to 0.32 (Fig. 18).

We assessed the brittleness profiles along the formation using equation (33) and the predicted elastic moduli. We also employed the well-established k-means clustering technique\(^{82}\) to develop a mechanical rock classification and diagnose rock classes of different brittleness ranges. After a trial-and-error procedure for clustering, we assumed four rock clusters for illustration purposes. One should bear in mind that the number of rock clusters should be determined based on the identified rock types through a detailed geological analysis of recovered cores and thin sections\(^{83}\). Furthermore, for a robust screening of sweet spots, the clustering should also take into account other affecting parameters such as rock porosity, permeability, saturation, and in-situ stresses, which is out of the scope of this study. As expected from elastic moduli predictions, a comparison of brittleness profiles and clusters associated with ET model evaluations and recorded velocities discloses a good agreement (Fig. 19). The lowermost 100 m of the formation and some scattered intervals in its middle and top (light and dark green clusters) are found to have relatively higher brittleness compared to the adjacent zones (purple and red clusters). Therefore, the former groups can be considered as target layers for hydraulic fracturing while the latter potentially act as fracture barriers. However, the regression-based brittleness estimate, inheriting errors from elastic parameter calculations, is not able to follow the overall trends, and the associated fracturing design would be misleading. Briefly, it can be concluded that using linear models to estimate the shear sonic velocity gives rise to certain uncertainties in evaluating the rock Poisson’s ratio and negatively impacts subsequent geo-mechanical studies. Hence, their application to fill in data gaps should be restricted or treated cautiously. Instead, the employed intelligent approaches provide powerful tools for velocity estimations and should be taken as common practice in the industry.

**Figure 17.** Vertical distributions of Young’s modulus along the formation. Calculations based on modeled shear velocities are illustrated in red, while measurements based on DSI data are included as blue curves on the background for the sake of comparison.
Conclusions

In this paper, two scenarios were adopted to estimate Vs from petrophysical well logs of GR, RHOB, NPHI, and Vp. For this objective, five different intelligent models of random forest (RF), extra tree (ET), Gaussian process regression (GPR), and the optimization of ANFIS with differential evolution (DE) and imperialist competitive algorithm (ICA) were employed.

In the first scenario, the target was predicted based on only Vp and the extra tree (ET) model provided lower AAPRE than other intelligent models. Furthermore, cross plotting the approximated Vp against its measured values for the extra tree (ET) model showed more uniformity than other implemented models. The error distribution curve also typified the high accuracy of the extra tree (ET) model. The cumulative frequency of the absolute relative error further supported better performance of the extra tree (ET) model than that of other developed models. Notably, the Williams plot of the data sets illustrated that all 8061 data point are valid. Ultimately, the group error analysis proved that the extra tree (ET) developed model has a lower AAPRE within all divided data sets than other models.

The second scenario predicted Vs from the integration of Vp, GR, RHOB, and NPHI inputs. Like the first approach, the minimum AAPRE was acquired by the extra tree (ET) model in this approach. Likewise, the cross plot of experimental Vp values versus its approximated values through the ET constructed model indicated more uniformity than other models. More acceptable performance for the ET model was demonstrated by its error distribution curve and cumulative frequency of the absolute relative error. The leverage approach also suggested that both measured data and the developed ET model are statistically valid. Also, the sensitivity analysis outcome denoted that the Vp has a higher impact on the target parameter (Vs) than other used inputs. Generally, it can be concluded that the second approach is more acceptable because of the lower achieved errors of its constructed models.

The field applicability of ET models as the most accurate developed intelligent approach was verified and compared with the linear regression model. The ET models, particularly that of the second scenario, satisfactorily estimated elastic moduli profiles in close quantitative agreement with field measurements and diagnosed brittle layers for hydraulic fracturing along Sarvak formation. Interestingly, although of acceptable accuracy, the regression-based velocity profile led to pronounced uncertainties in evaluating the rock Poisson’s ratio and subsequent geo-mechanical evaluations, for instance, as discussed in this study, the relative sequence of brittle layers for hydraulic fracturing. This highlights the outperformance of the established intelligent frameworks for sonic velocity estimations and strongly suggests their wide employment in reservoir evaluation practices. Nevertheless, the choice of appropriate input well-logging variables, particularly when any of the conventional variables
Figure 19. Britteness-based rock clustering of Sarvak formation. The first four tracks depict the extracted britteness profiles, distinguished by the source shear velocity, and what come next are the corresponding identified rock classes. The clusters are represented by red, purple, light, and dark green colors corresponding to an increasing order of britteness.
log data is not available, and a universal intelligent model for estimating shear sonic velocity for different rock types yet remain a topic of ongoing research.

Received: 22 October 2021; Accepted: 15 March 2022
Published online: 02 April 2022

References
1. Eaton, B. The equation for geopressure prediction from well logs. In Full Meeting of the Society of Petroleum Engineers of AIME (OnePetro, 1975).
2. Eberli, G., Baechle, G., Anselmetti, F. & Ince, M. Factors controlling elastic properties in carbonate sediments and rocks. Lead. Edge 22(7), 654–660 (2003).
3. Áreválo-López, H. & Dvorkin, J. Porosity, mineralogy, and pore fluid from simultaneous impedance inversion. Lead. Edge 35(5), 423–429 (2016).
4. Dvorkin, J., Walls, J. & Davalos, G. Velocity-porosity-mineralogy model for unconventional shale and its applications to digital rock physics. Front. Earth Sci. 8, 654 (2021).
5. Rahimzadeh Kivi, I., Zare-Reisabadi, M., Saemi, M. & Zamani, Z. An intelligent approach to brittleness index estimation in gas shale reservoirs: A case study from a western Iranian basin. J. Nat. Gas Sci. Eng. 44, 177–190 (2017).
6. Miah, M., Ahmed, S. & Zendehboudi, S. Model development for shear sonic velocity using geophysical log data: Sensitivity analysis and statistical assessment. J. Nat. Gas Sci. Eng. 88, 103778 (2021).
7. Anemangely, M., Ramezzanadeh, A. & Behboud, M. Geomechanical parameter estimation from mechanical specific energy using artificial intelligence. J. Pet. Sci. Eng. 175, 407–429 (2019).
8. Khatibi, S. & Aghajanpour, A. Machine learning: A useful tool in geomechanical studies, a case study from an offshore gas field. Energies 13(4), 3528 (2020).
9. Tavuz, H., Demirdag, S. & Caran, S. Thermal effect on the physical properties of carbonate rocks. Int. J. Rock Mech. Min. Sci. 47(1), 94–103 (2010).
10. Zhang, J. Pore pressure prediction from well logs: Methods, modifications, and new approaches. Earth-Science Rev. 108(1–2), 50–65 (2011).
11. He, W., Chen, Z., Shi, H., Liu, C. & Li, S. Prediction of acoustic wave velocities by incorporating effects of water saturation and effective pressure. Eng. Geol. 280, 105890 (2021).
12. Castagna, I., Batzle, M. & Eastwood, R. Relationships between compressional-wave and shear-wave velocities in clastic silicate rocks. Geophysics 50(4), 571–581 (1985).
13. Castagna, I. & Backus, M. Offset-Dependent Reflectivity—Theory and Practice of AVO Analysis (Society of Exploration Geophysicists, 1993).
14. Brocher, T. Empirical relations between elastic wave speeds and density in the Earth’s crust. Bull. Seismol. Soc. Am. 95(6), 2081 (2005).
15. Ameen, M., Smart, B., Somerville, J., Hammitton, S. & Naji, N. Predicting rock mechanical properties of carbonates from wireline logs (A case study: Arab-D reservoir, Ghaawar field, Saudi Arabia). Mar. Pet. Geol. 26(4), 430–444 (2009).
16. Maleki, S., Moradzadeh, A., Riabi, R., Golami, R. & Sadeghzadeh, F. Prediction of shear wave velocity using empirical correlations and artificial intelligence methods. NRIAG J. Astron. Geophys. 3(11), 70–81 (2014).
17. Vafaie, A. & Rahimzadeh Kivi, I. An investigation on the effect of thermal maturity and rock composition on the mechanical behavior of carbonateous shale formations. Mar. Pet. Geol. 116, 104315 (2020).
18. Eskandari, H., Rezaee, M. & Mohammadnia, M. Application of multiple regression and artificial neural network techniques to predict shear wave velocity from wireline log data for a carbonate reservoir South-West Iran. CSEG Rec. 42, 48 (2004).
19. Amiri-Ramscheh, B., Safaei-Farouji, M., Larestani, A., Zabibi, R. & Hemmati-Sarapardeh, A. Modeling of wax disappearance temperature (WDT) using soft computing approaches: Tree-based models and hybrid models. J. Pet. Sci. Eng. 208, 109774 (2021).
20. Mazloom, M. et al. Artificial intelligence based methods for asphaltene adsorption by nanocomposites: Application of group method of data handling, least squares support vector machine, and artificial neural networks. Nanomaterials 10(5), 890 (2020).
21. Rahimzadeh Kivi, I., Ameri Shahraibi, M. & Akbari, M. The development of a robust ANFIS model for predicting minimum miscibility pressure. Pet. Sci. Technol. 31(20), 2039–2046 (2013).
22. Shateri, M. et al. Comparative analysis of machine learning models for nanofluids viscosity assessment. Nanomaterials 10(9), 1767 (2020).
23. Safaei-Farouji, M. & Kadikhodaei, A. Application of ensemble machine learning methods for kerogen type estimation from petrophysical well logs. J. Pet. Sci. Eng. 208, 109455 (2021).
24. Harandizadeh, H. & Armaaghani, D. Prediction of air-overpressure induced by blasting using an ANFIS-PNN model optimized by GA. Appl. Soft Comput. 99, 106904 (2021).
25. Jing, H., Rad, H., Hasanipanah, M., Armaghanj, D. & Qasem, S. Design and implementation of a new tuned hybrid intelligent model to predict the uniaxial compressive strength of the rock using SFS-ANFIS. Eng. Comput. 37, 2717–2734 (2020).
26. Li, E. et al. Prediction of blasting mean fragment size using support vector regression combined with five optimization algorithms. J. Rock Mech. Geotech. Eng. 13(6), 1380–1397 (2021).
27. Ye, J., Koopialipoor, M., Zhou, J., Armaghanj, D. & He, X. A novel combination of tree-based modeling and Monte Carlo simulation for assessing risk levels of flyrock induced by mine blasting. Nat. Resour. Res. 30(1), 225–243 (2021).
28. Yu, C. et al. Optimal ELM–Harris Hawks optimization and ELM–Grasshopper optimization models to forecast peak particle velocity resulting from mine blasting. Nat. Resour. Res. 30(3), 2647–2662 (2021).
29. Momenti, E., Varivand, A., Dowlatsahi, M. & Armaaghani, D. An efficient optimal neural network based on gravitational search algorithm in predicting the deformation of geogrid-reinforced soil structures. Transp. Geotech. 26, 100446 (2021).
30. Zeng, J. et al. The effectiveness of ensemble-neural network techniques to predict peak uplift resistance of buried pipes in reinforced sand. Appl. Sci. 11(3), 908 (2021).
31. Lim, C., Mohamad, E., Motahari, M., Armaghanj, D. & Saad, R. Machine learning classifiers for modeling soil characteristics by geophysics investigations: A comparative study. Appl. Sci. 10(17), 5734 (2020).
32. Zhou, J. et al. Feasibility of stochastic gradient boosting approach for evaluating seismic liquefaction potential based on SPT and CPT case histories. I. Perform. Constr. Facil. 33(3), 04019024 (2019).
33. Rajabi, M., Bohloli, B. & Ahangar, E. Intelligent approaches for prediction of compressional, shear and Stoneley wave velocities from conventional well log data: A case study from the Sarvak carbonate reservoir in the Abadan Plain (Southwestern Iran). Comput. Geosci. 36(5), 647–664 (2010).
34. Zhang, Y., Zhong, H., Wu, Z., Zhou, H. & Ma, Q. Improvement of petrophysical workflow for shear wave velocity prediction based on machine learning methods for complex carbonate reservoirs. J. Pet. Sci. Eng. 192, 107234 (2020).
35. Alavi, M. Regional stratigraphy of the Zagros fold-thrust belt of Iran and its proforeland evolution. Am. J. Sci. 304(1), 1–20 (2004).
36. Anselmetti, F. & Eberli, G.Controls on sonic velocity in carbonates. Pure Appl. Geophys. 141(2), 287–323 (1993).
37. Vanorio, T. Scordalas, C. & Marko, G. The effect of chemical and physical processes on the acoustic properties of carbonate rocks. 
*Lead. Edge* **27**(8), 1040–1048 (2008).
38. Bernardo, J., Berger, J., David, A. & Smith, A. Regression and classification using Gaussian process priors. 
*Bayesian Stat.* **6**, 475 (1998).
39. Dudley, R. Sample functions of the Gaussian process. In *In Selected Works of RM Dudley* 187–224 (Springer, 2010).
40. Faciore, C. & Mark, C. Nonstationary covariance functions for Gaussian process regression. 
*Adv. Neural Inf. Process. Syst.* **16**, 273–280 (2003).
41. Yu, H. et al. The Gaussian process regression for TOC Estimation using wireline logs in shale gas reservoirs. In *International Petroleum Technology Conference* (OnePetro, 2016).
42. Misra, S. & Wu, Y. Machine learning assisted segmentation of scanning electron microscopy images of organic-rich shales with feature extraction and feature ranking. In *Machine Learning for Subsurface Characterization* 289 (2019).
43. Shaikhuna, T. et al. Decision tree and random forest models for outcome prediction in antibody incompatible kidney transplanta-
*Biomed. Signal Process. Control** **52**, 456–462 (2019).
44. Zhou, X., Lu, P., Zheng, Z., Tolliver, D. & Keramati, A. Accident prediction accuracy assessment for highway–rail grade crossings using random forest algorithm compared with decision tree. 
*Reliab. Eng. Syst. Saf.* **200**, 106931 (2020).
45. Breiman, L. Random forests. 
*Mach. Learn.* **45**(1), 5–32 (2001).
46. Yang, X., Chen, L. & Dongpu, C. Driver Behavior Recognition in Driver Intention Inference Systems. In *Advanced Driver Intention Inference 258* (Elsevier, 2012).
47. Geurts, P., Ernst, D. & Wehenkel, L. Extremely randomized trees. In *Machine Learning for Subsurface Characterization* 289 (2019).
48. Wehenkel, L., Ernst, D. & Geurts, P. Ensembles of extremely randomized trees and some generic applications. In *Proceedings of Robust Methods for Power System State Estimation and Load Forecasting* (2006).
49. Acosta, M. R., Ahmed, S., Garcia, C. & Koo, I. Extremely randomized trees-based scheme for stealthy cyber-attack detection in smart grid networks. 
*IEEE access* **8**, 19921–19933 (2020).
50. Zeinolabedini Rezaabad, M., Ghazanfari, S. & Salajegheh, M. ANFIS modeling with ICA, BBO, TLBO, and IWO optimization algorithms and sensitivity analysis for predicting daily reference evapotranspiration. 
*J. Hydrol. Eng.* **25**(8), 04020038 (2020).
51. Barak, S. & Sadegh, S. S. Forecasting energy consumption using ensemble ARIMA–ANFIS hybrid algorithm. 
*Int. J. Electr. Power Energy Syst.* **82**, 92–104 (2016).
52. Ouyang, H. Input optimization of ANFIS typhoon inundation forecast models using a Multi-Objective Genetic Algorithm. 
*J. Hydro-environment Res.* **19**, 16–27 (2018).
53. Naresh, C., Bose, P. S. C., Rao, C. S. & Selvaraj, N. Prediction of cutting force of AISI 304 stainless steel during laser-assisted turning process using ANFIS. 
*Mater. Today Proc.* (2020).
54. Jang, J., Sun, C. & Mizutani, E. Neuro-fuzzy and Soft Computing (Prentice Hall, 1997).
55. Lee, K. First Course on Fuzzy Theory and Applications (Springer, 2004).
56. Safari, H. et al. Assessing the dynamic viscosity of Na–K–Ca–Cl–H2O aqueous solutions at high-pressure and high-temperature conditions. 
*Ind. Eng. Chem. Res.* **53**(28), 11488–11500 (2014).
57. Dadkhah, M. et al. Prediction of solubility of solid compounds in supercritical CO2 using a connectionist smart technique. 
*Chem. Eng. J.* **120**, 181–190 (2017).
58. Tatar, A., Barati-Harooni, A., Najafi-Marghamalkei, A., Norouzi-Farimani, B. & Mohammad, A. Predictive model based on ANFIS for estimation of thermal conductivity of carbon dioxide. 
*Mol. Liq.* **224**, 1266–1274 (2016).
59. Karkevandi-Talkoohncheh, A. et al. Application of adaptive neuro fuzzy interface system optimized with evolutionary algorithms for modeling CO2-crude oil minimum miscibility pressure. 
*Fuel* **205**, 34–45 (2017).
60. Jang, J. Input selection for ANFIS learning. In *Proceedings of IEEE 5th International Fuzzy Systems 1493–1499* (IEEE, 1996).
61. Arashpaz-Gargari, E. & Lucas, C. Imperialist competitive algorithm: an algorithm for optimization inspired by imperialistic competition. 
In *2007 IEEE Congress on Evolutionary Computation* 4661–4667 (2007).
62. Armaghani, D., Mohamad, E., Narayanasamy, M., Narita, N. & Yagiz, S. Development of hybrid intelligent models for predicting TBM penetration rate in hard rock condition. 
*Tunn. Underg. Sp. Technol.* **63**, 29–43 (2017).
63. Abdollahi, M., Izzazadeh, A. & Abdollahi, D. Imperialist competitive algorithm for solving systems of nonlinear equations. 
*Comput. Math. with Appl.* **65**(12), 1894–1908 (2013).
64. Storn, R. & Price, K. Differential evolution—a simple and efficient heuristic for global optimization over continuous spaces. 
*Glob. Optim.* **11**(4), 341–359 (1997).
65. Panda, S. Differential evolution algorithm for SSCS-based damping controller design considering time delay. 
*J. Franklin Inst.* **348**(8), 1903–1926 (2011).
66. Panda, S. Robust coordinated design of multiple and multi-type damping controller using differential evolution algorithm. 
*Int. J. Electr. Power Energy Syst.* **33**(4), 1018–1030 (2011).
67. Suganthan, P. Differential evolution algorithm: Recent advances. In *International Conference on Theory and Practice of Natural Computing* 30–46 (Springer, 2012).
68. Barati-Harooni, A. et al. Estimation of minimum miscibility pressure (MMP) in enhanced oil recovery (EOR) process using N2 flooding using different computational schemes. 
*Fuel* **235**, 1435–1474 (2019).
69. Leroy, A. & Rousseau, P. Robust Regression and Outlier Detection (Wiley Series in Probability and Mathematical Statistics, 1987).
70. Goodal, C. 13 Computation using the QR decomposition. In *Handbook of Statistics* 478–508 (1993).
71. Gramatica, P. Principles of QSAR models validation: Internal and external. 
*QSAR Comb. Sci.* **26**(5), 694–701 (2007).
72. Mohammad, A., Eslamianesh, A., Gharagheizi, F. & Richon, D. A novel method for evaluation of asphaltene precipitation titration data. 
*Chem. Eng. Sci.* **78**, 181–185 (2012).
73. Hemmati-Sarapardeh, A., Larestani, A., Menad, N. & Hajirezaie, S. Applications of Artificial Intelligence Techniques in the Petroleum Industry (Gulf Professional Publishing, 2020).
74. Jarvie, D., Hill, R., Ruble, T. & Pollastro, R. Unconventional shale-gas systems: The Mississippian Barnett Shale of north-central Texas as one model for thermogenic shale-gas assessment. 
*Am. Assoc. Pet. Geol. Bull.* **91**(4), 475–499 (2007).
75. Rickman, R., Mullen, M., Petre, J., Grieser, W. & Kundert, D. A practical use of shale petrophysics for stimulation design optimization: All shale plays are not clones of the Barnett Shale. In *SPE Annual Technical Conference and Exhibition* (Society of Petroleum Engineers, 2008).
76. Mullen, J. Petrophysical characterization of the Eagle Ford Shale in south Texas. In *Canadian Unconventional Resources and Production and Operations Symposium* (OnePetro, 2010).
77. Jin, X., Shah, S., Roegiers, J. & Zhang, B. An integrated petrophysics and geomechanics approach for fracability evaluation in shale reservoirs. 
*SPE J.* **20**(03), 518–526 (2015).
78. Rahimzadeh Kivi, I., Ameri, M. & Molladavoodi, H. Shale brittleness evaluation based on energy balance analysis of stress-strain curves. 
*J. Pet. Sci. Eng.* **167**, 1–19 (2018).
79. Meng, F., Zhou, H., Zhang, C., Xu, R. & Lu, J. Evaluation methodology of brittleness of rock based on post-peak stress–strain curves. 
*Rock Mech. Rock Eng.* **48**(5), 1787–1805 (2015).
80. Grieser, W. & Bray, J. Identification of production potential in unconventional reservoirs. In *Production and Operations Symposium* (OnePetro, 2007).
81. Osorio, J. & Muzzio, M. Correlation Between Microseismicity and Geomechanics Factors Affecting the Hydraulic Fracturing Performance in Unconventional Reservoirs—A Field Case in Neuquén, Argentina. In 47th US Rock Mechanics/Geomechanics Symposium (OnePetro, 2013).
82. Spath, H. The Cluster Dissection and Analysis Theory Fortran Programs Examples (Prentice-Hall, 1985).
83. Saneifar, M., Aranibar, A. & Heidari, Z. Rock classification in the Haynesville Shale based on petrophysical and elastic properties estimated from well logs. Interpretation 3(1), SA69–SA73 (2015).

Author contributions
M.S.-F.: Writing-Original Draft, Data curation; Formal analysis, Methodology. M.H.: Writing-Original Draft, Validation. I.R.K.: Conceptualization, Writing-Original Draft, Validation, Data curation. A.H.-S.: Conceptualization, Writing-Review & Editing, Methodology, Validation, Supervision.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to A.H.-S.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022