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Abstract

We introduce two data completion algorithms for the limited-aperture problems in inverse acoustic scattering. Both completion algorithms are independent of the topological and physical properties of the unknown scatterers. The main idea is to relate the limited-aperture data to the full-aperture data via the prolate matrix. The data completion algorithms are simple and fast since only the approximate inversion of the prolate matrix is involved. We then combine the data completion algorithms with imaging methods such as factorization method and direct sampling method for the object reconstructions. A variety of numerical examples are presented to illustrate the effectiveness and robustness of the proposed algorithms.
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1 Introduction

The inverse scattering problems aim to determine the unknown objects from the measured wave fields. In many cases of practical interest, it is difficult or even impossible to obtain the full-aperture measurements all around the unknown objects, this motivates us to consider the so-called limited-aperture problems. The limited-aperture problems are fundamental in applications such as radar, sonar, geophysical exploration, medical imaging and nondestructive testing. Various reconstruction algorithms have been developed [1, 3, 8, 11, 15, 18, 19, 22, 23, 24, 25, 28] using the limited-aperture data directly. Although uniqueness of the inverse scattering problems can be proved in some cases [10], the performance of the reconstruction algorithms is not entirely...
satisfactory. A typical feature is that the “shadow region” is elongated in down range [11, 19]. Physically, the information from the “shadow region” is very weak, especially for high frequency waves [23]. For the two-dimensional problems, the numerical experiments of the decomposition methods in [25, 28] indicate that satisfactory reconstructions need an aperture not smaller than 180 degrees.

Other than directly using the limited-aperture data, one may first recover the full-aperture data or process the limited-aperture data in appropriate ways. From the perspective of recovering the data, it is numerically difficult to recover the full-aperture data since analytic continuation problems are severely ill-posed in general [2]. It is possible to design stable regularization methods for some specific problems. We refer to [12, 13] for stable regularization methods on analytic continuation to a strip domain with data given only on a line. We also refer to [9, 22] for a conditional stability estimate on a line or an analytic curve. By considering integral equation methods for solving the inverse scattering problems, one may also look for density functions of layer potentials that generate the measured data approximately by regularization, and then apply the density to obtain the full-aperture data [21, 22]. From the perspective of processing the data in appropriate ways, matched filters and related filters have been shown to be practical and powerful when dealing with limited-aperture data [4, 5, 6]. These filters are usually applied to the data before applying imaging methods. It is possible to see that processing the data in appropriate ways is the same as recovering the full-aperture data. Based on propagating modal formulation in a waveguide, [4] showed how to recover full-aperture data from limited-aperture data and applied such data in the implementation of the linear sampling method, where the idea is to relate the limited-aperture data to the full-aperture data via an ill-conditioned matrix.

In this paper we introduce two data completion algorithms in two dimensions. In the first algorithm, we represent the full-aperture data in the form of double Fourier series, and find that the corresponding Fourier coefficients are related to the limited-aperture data via two prolate matrices [26]. In the second algorithm, for each incident direction, we represent the far field data by the single layer potential, and find that the Fourier coefficients of the density are related to the limited-aperture data via a prolate matrix (which turns out to be same for every incident direction). The data completion algorithms are simple and fast since only the approximate inversion of the prolate matrix is involved. As an application, we then combine the data completion algorithms with imaging methods such as factorization method and direct sampling methods for the object reconstructions. We remark that both the data completion techniques and the sampling methods are independent of the physical and geometrical properties of the unknown objects. As a final remark, we restrict ourselves to the two dimensional case though extension to three dimensional case is similar yet to be done.

The paper is further organized as follows. In the next section, we introduce the mathematical model for the inverse acoustic scattering with limited-aperture backscattering data. In Section 3 we collect properties of the prolate matrix and discuss the backscattering multi-static response matrix to facilitate the data completion algorithms later on. Section 3 is devoted to the data completion algorithms. In Section 4, we introduce the object reconstruction algorithm by combining the proposed data completion algorithms and the well known sampling methods. Finally, a variety of numerical examples are presented to illustrate the effectiveness and robustness of the proposed algorithms in Section 5.
2 Mathematical model

Let \( D \subset \mathbb{R}^2 \) be an open and bounded domain with Lipschitz boundary \( \partial D \) such that the exterior \( \mathbb{R}^2 \setminus \overline{D} \) of \( D \) is connected. Here and throughout the paper we denote by \( \overline{D} \) the closure of the set \( D \) of points in \( \mathbb{R}^2 \). A confusion with the complex conjugate \( \overline{z} \) of \( z \in \mathbb{C} \) is not expected.

Furthermore, let \( k > 0 \) be the wavenumber and \( S := \{ (\cos \theta, \sin \theta)^T : \theta \in [-\pi, \pi] \} \) denote the unit circle in \( \mathbb{R}^2 \). The incident field of our particular interest is the plane wave \( u^{\text{in}}(x, \theta_d) := e^{ikx \cdot d}, \quad x \in \mathbb{R}^2 \)
with incident direction \( d = (\cos \theta_d, \sin \theta_d)^T \in S \). The scatterer \( D \) gives rise to a scattered field \( u^{\text{sc}}(x) \) satisfying

\[
\Delta u^{\text{sc}} + k^2 u^{\text{sc}} = 0 \quad \text{in } \mathbb{R}^2 \setminus \overline{D},
\]

\[
u^{\text{sc}} = -u^{\text{in}} \quad \text{on } \partial D,
\]

\[
\lim_{r := |x| \to \infty} r^{\frac{1}{2}} \left( \frac{\partial u^{\text{sc}}}{\partial r} - iku^{\text{sc}} \right) = 0.
\]

The well-posedness of the direct scattering problems (2.1)-(2.3) can be found in the standard monograph [10].

Note that we have restrict ourselves to the simplest case with the Dirichlet boundary condition (2.2) corresponding to a sound-soft obstacle. Boundary conditions other than (2.2) can also be considered, for example the Neumann boundary condition or the impedance boundary condition. The scatterer can also be an inhomogeneous medium. These boundary conditions represent the properties of the underlying scatterer, which are often not known in advance in practical situations. Our analyses and methods in the subsequent sections will be seen to be independent of these physical properties.

Every radiating solution of the Helmholtz equation has the following asymptotic behavior at infinity [18]

\[
u^{\text{sc}}(x) = \frac{e^{i\frac{\pi}{4}}}{\sqrt{8k\pi}} \frac{e^{ikr}}{\sqrt{r}} \left\{ u^{\infty}(\hat{x}) + \mathcal{O} \left( \frac{1}{r} \right) \right\} \quad \text{as } r := |x| \to \infty,
\]

uniformly with respect to all directions \( \hat{x} := x/|x| \in S \). Here, we identify \( \hat{x} = (\cos \theta_\hat{x}, \sin \theta_\hat{x})^T \) with \( \theta_\hat{x} \in [-\pi, \pi] \). The complex valued function \( u^{\infty}(\hat{x}) \) defined on \( S \) is known as the scattering amplitude or the far field pattern with \( \hat{x} \in S \) denoting the observation direction.

For the incident plane waves \( u^{\in\text{in}}(x, \theta_d) \) we denote the scattered field by \( u^{\text{sc}}(x, \theta_d) \) and its far field pattern by \( u^{\infty}(\theta_\hat{x}, \theta_d) \). Then the inverse scattering problem we consider in this paper is to identify the obstacle \( D \) from the following limited-aperture "backscattering" data

\[
\{ u^{\infty}(\theta_\hat{x}, \theta_d) : \quad \theta_\hat{x} \in [-\alpha, \alpha], \theta_d \in [\pi - \alpha, \pi + \alpha], \alpha \in (0, \pi] \}.
\]

3 Prolate matrix and backscattering multi-static response matrix

In this section, we collect properties of the prolate matrix which play an important role in the data completion algorithms. We also discuss the backscattering multi-static response matrix to facilitate the data completion algorithms later on.
**Notation 3.1.** We are going to work with matrices and vectors with negative indices for notational convenience. For $-N_1 \leq n \leq N_2$, we denote by 

$$b := (b_n), \quad -N_1 \leq n \leq N_2$$

as a $N_1 + N_2 + 1$ dimensional vector.

For $-M_1 \leq m \leq M_2$ and $-N_1 \leq n \leq N_2$, we denote by 

$$A := (A_{mn}), \quad -M_1 \leq m \leq M_2, -N_1 \leq n \leq N_2$$

as a $(M_1 + M_2 + 1) \times (N_1 + N_2 + 1)$ dimensional matrix.

### 3.1 Prolate Matrix

Let us denote

$$\phi_m(\theta) := \frac{1}{\sqrt{2\pi}} e^{im\theta}, \quad m = 0, \pm 1, \pm 2, \ldots$$

which form a complete orthonormal basis in $L^2(-\pi, \pi)$.

For fixed $\alpha \in (0, \pi]$, we first introduce a $N \times N$ matrix $P = P(\alpha)$ whose $mn$-th entry is given by

$$P_{mn} := \int_{-\alpha}^{\alpha} \phi_m(\theta)\overline{\phi_n(\theta)} d\theta$$

$$= \frac{1}{2\pi} \int_{-\alpha}^{\alpha} e^{i(m-n)\theta} d\theta$$

$$= \begin{cases} 
\alpha, & m = n \\
\frac{\sin((m-n)\alpha)}{\pi(m-n)}, & m \neq n.
\end{cases}$$

(3.1)

In particular, $P(\pi)$ is the identity matrix. Following [27], we conveniently set $P^\infty$ as the infinite matrix when $N = \infty$. This is the well known prolate matrix which also appears in signal processing [26, 27]. We collect some properties [26, 27] of the prolate matrix $P(\alpha)$ in the following lemma.

**Lemma 3.2.** For $\alpha \in (0, \pi]$, let $P(\alpha)$ be the $(2J + 1) \times (2J + 1)$ prolate matrix, and \{\sigma_j = \sigma_j(\alpha)\}^J_{j=-J}$ be the eigenvalues of $P(\alpha)$ numbered in decreasing order with corresponding normalized eigenfunctions \{\xi_j\}^J_{j=-J}.

- $1 > \sigma_{-J} > \sigma_{-J+1} > \cdots > \sigma_J > 0$;
- Let $\psi(a, b)$ be the number of eigenvalues of $P(\alpha)$ contained in $[a, b] \subset [0, 1]$. Then

$$\lim_{J \to \infty} \frac{\psi(a, b)}{2J + 1} = \frac{\varphi(a, b)}{2\pi},$$

where $\varphi(a, b)$ is the measure of the set of $\theta$'s with $a \leq g_\alpha(\theta) \leq b$, and

$$g_\alpha(\theta) := \begin{cases} 
1, & 0 \leq |\theta| \leq \alpha; \\
0, & \pi - \alpha \leq |\theta| \leq \pi.
\end{cases}$$

In particular, for any $0 < a < b < 1$, $\varphi(a, b) = 0$, i.e., the eigenvalues \{\sigma_j\} cluster near 1 and 0;
• The eigenvalues satisfy the following symmetric property:

\[ \sigma_j(\alpha) = 1 - \sigma_{-j}(\pi - \alpha), \quad j = -J, -J + 1, \ldots, J; \]

• Let \( N = 2J + 1 \), then as \( J \) becomes large,

\[ \sigma_N(\alpha) \approx C(N, \alpha)e^{-\gamma N}, \]

where

\[ \gamma := \log \left( \frac{\sqrt{2} + \sqrt{1 - \cos \alpha}}{\sqrt{2} - \sqrt{1 - \cos \alpha}} \right), \quad C(N, \alpha) := \sqrt{\pi} 2^{9/4} (1 - \cos \alpha)^{1/4} (1 + \cos \alpha)^{-1/2} N^{1/2}. \]

Correspondingly, the spectral condition number is

\[ \kappa(\mathcal{P}(\alpha)) \approx e^{\gamma N} \frac{C(N, \alpha)}{C(N, \alpha)}. \]

The proof can be found in the classical references, e.g., [14, 26, 27]. As can be seen from Lemma 3.2, the prolate matrix \( \mathcal{P} \) is very ill-conditioned for \( \alpha \in (0, \pi) \). This brings a great challenge to compute its inverse, which will be a key step of the subsequent data completion algorithms.

To compute the inverse of \( \mathcal{P} \), regularization techniques have to be used. Let the singular value decomposition of the symmetric real-valued matrix \( \mathcal{P} \) be

\[ \mathcal{P} = U \Sigma U^T, \quad (3.2) \]

with \( UU^T = I \) (where \( I \) is the identity matrix) and \( \Sigma = \text{diag}(\sigma_{-J}, \sigma_{-J+1}, \ldots, \sigma_J) \).

We seek to find an approximate inverse of \( \mathcal{P} \), denoted by \( \mathcal{P}^{-1} := U \Sigma^\dagger U^* \), where \( \Sigma^\dagger \) depends on the regularization technique.

**Regularization I:** we may first propose an approximation of \( \mathcal{P}^{-1} \) based on truncated SVD as follows. Let \( \sigma_{-J+J_\alpha}, \ldots, \sigma_J \) be the eigenvalues that are clustered near 0 (where the positive integer \( J_\alpha \) is determined by \( J \) and the aperture \((-\alpha, \alpha))\), we set

\[ \Sigma^\dagger = \text{diag}(\sigma_{-J}^{-1}, \sigma_{-J+1}^{-1}, \ldots, \sigma_{-J+J_\alpha-1}^{-1}, 0, \ldots, 0), \quad (3.3) \]

so that

\[ \mathcal{P}^{-1} = U \Sigma^\dagger U^*. \quad (3.4) \]

Later on, we use \( \mathcal{P}^{-1} \) to approximate \( \mathcal{P}^{-1} \) in the data completion procedure.

The physical intuition is related to Slepian’s spheroidal wave functions: By introducing \( \xi_m := \sum_{j=-J}^{J} U_j \phi_j \) we can find prolate spheroidal wave functions \( \{\xi_m\}_{m=-J}^J \) such that

\[ \int_{-\alpha}^{\alpha} \xi_m(\theta) \xi_n(\theta) \, d\theta = \delta_{mn} \sigma_m, \quad \int_{-\pi}^{\pi} \xi_m(\theta) \xi_n(\theta) \, d\theta = \delta_{mn}, \quad -J \leq m, n \leq J, \]

where \( \delta_{mn} \) denotes the Kronecker delta. This means that, when \( \sigma_m \) is close to 1, the “principal energy” of \( \xi_m \) is on the interval \((-\alpha, \alpha)\); and when \( \sigma_m \) is close to 0, the “principal energy” of \( \xi_m \) is on the interval \((-\pi, \pi) \setminus [-\alpha, \alpha)\). The data completion based on truncated SVD (3.4) means that
we only use the prolate spheroidal wave functions \( \{ \xi_m \}_{m=-J}^{J} \) (corresponding to eigenvalues that are not close to 0) which have “enough energies” over the aperture \((-\alpha, \alpha)\) where we have access to the limited-aperture measurements.

**Regularization II:** The second choice is to consider the regularization such that

\[
\mathbb{P}^\dagger = U \left( \frac{1}{\sigma_j + \epsilon} \right) U^*,
\]

or the Tikhonov regularization

\[
\mathbb{P}^\dagger = U \left( \frac{\sigma_j}{\sigma_j^2 + \epsilon} \right) U^*,
\]

where \( \epsilon > 0 \) is a regularization parameter. In this case, we take \( \mathbb{P}^\dagger \) to replace \( \mathbb{P}^{-1} \). From the point of view of Slepian’s spheroidal wave functions, this method attempts to use some information of the spheroidal wave functions with “small energy” on the interval \([-\alpha, \alpha]\).

### 3.2 Backscattering multi-static response matrix

The following symmetric property of the backscattering multi-static response (MSR) matrix is helpful in the data completion algorithms. To begin with, let

\[
\theta_{\hat{x}j} := (j-1)2\pi/M - \alpha, \quad \theta_{d_j} := (j-1)2\pi/M - \alpha + \pi, \quad j = 1, 2, \ldots, M.
\]

The MSR matrix \( \mathbb{F}_{\text{full}} \in \mathbb{C}^{M \times M} \) is defined as

\[
\mathbb{F}_{\text{full}} := \left( \begin{array}{ccc}
  u_{11}^\infty & u_{12}^\infty & \cdots & u_{1M}^\infty \\
  u_{21}^\infty & u_{22}^\infty & \cdots & u_{2M}^\infty \\
  \vdots & \vdots & \ddots & \vdots \\
  u_{M1}^\infty & u_{M2}^\infty & \cdots & u_{MM}^\infty 
\end{array} \right),
\]

where \( u_{ij}^\infty = u^\infty(\theta_{\hat{x}j}; \theta_{d_i}) \) for \( 1 \leq i, j \leq M \).

**Theorem 3.3.**

\[
\mathbb{F}_{\text{full}} = \mathbb{F}_{\text{full}}^T.
\]

**Proof.** This follows directly by the well known reciprocity relation [10]

\[
u^\infty(\theta_{\hat{x}j}; \theta_{d_i}) = u^\infty(\theta_{d_i} + \pi; \theta_{\hat{x}j} + \pi).
\]

This completes the proof. \( \square \)

Assume that only limited-aperture far field pattern can be measured. The measured data corresponds to a sub-matrix of \( \mathbb{F}_{\text{full}} \)

\[
\mathbb{F}_{\text{limit}}^{(L)} := \left( \begin{array}{ccc}
  u_{11}^\infty & u_{12}^\infty & \cdots & u_{1L}^\infty \\
  u_{21}^\infty & u_{22}^\infty & \cdots & u_{2L}^\infty \\
  \vdots & \vdots & \ddots & \vdots \\
  u_{L1}^\infty & u_{L2}^\infty & \cdots & u_{LL}^\infty 
\end{array} \right), \quad 1 \leq L < M.
\]
By partitioning the $M$-by-$M$ MSR matrix $\mathbf{F}_{\text{full}}$ to a 2-by-2 block matrix

$$
\mathbf{F}_{\text{full}} = \begin{pmatrix} F_{11} & F_{12} \\ F_{21} & F_{22} \end{pmatrix},
$$

(3.10)

where $F_{11} = F_{\text{limit}}^{(L)}$. We shall discuss how to recover $\mathbf{F}_{\text{full}}$ from $F_{\text{limit}}^{(L)}$ in the next section.

4 Data completion

4.1 Data completion based on Fourier series

In this subsection, we introduce the first data completion algorithm. The idea is to represent the full-aperture data in the form of double Fourier series, and to relate the corresponding Fourier coefficients to the limited-aperture data via two prolate matrices.

**Limited-aperture data using Fourier basis:** For the limited-aperture backscattering far field measurements $u^\infty(\theta_\hat{x}, \theta_d)$ with $\theta_\hat{x} \in [-\alpha, \alpha]$, $\theta_d \in [\pi - \alpha, \pi + \alpha]$, we introduce the the infinite dimensional matrix $B_{\alpha}^\infty$ with $pq$–entry given by $b_{\alpha}^{pq}$

$$
b_{\alpha}^{pq} := \int_{-\alpha}^{\alpha} \int_{\pi - \alpha}^{\pi + \alpha} u^\infty(\theta_\hat{x}, \theta_d) \phi_p(\theta_\hat{x}) \phi_q(\theta_d) ds(\theta_\hat{x}) ds(\theta_d), \quad p, q = 0, \pm 1, \cdots
$$

(4.11)

here we recall that the Fourier basis is given by $\phi_m(\theta) = \frac{1}{\sqrt{2\pi}} e^{im\theta}$, $m = 0, \pm 1, \pm 2, \cdots$.

**Full-aperture data using Fourier basis:** For the full-aperture backscattering far field measurements $u^\infty(\theta_\hat{x}, \theta_d)$, we introduce the infinite dimensional matrix $B_{\infty}$ with $pq$–entry given by $b_{pq}$

$$
b_{pq} := \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} u^\infty(\theta_\hat{x}, \theta_d) \phi_p(\theta_\hat{x}) \phi_q(\theta_d) ds(\theta_\hat{x}) ds(\theta_d), \quad p, q = 0, \pm 1, \cdots
$$

(4.12)

The full-aperture backscattering far field measurements in the Fourier basis correspond to the infinite dimensional matrix $B_{\infty}$.

Furthermore, given the knowledge of $B_{\infty}$, we can write down $u^\infty$ in (double) Fourier series as

$$
u^\infty(\theta_\hat{x}, \theta_d) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} b_{mn} \phi_m(\theta_\hat{x}) \phi_n(\theta_d), \quad \theta_\hat{x}, \theta_d \in [-\pi, \pi],
$$

(4.13)

and approximate $u^\infty$ using a truncated Fourier series as

$$
u^\infty(\theta_\hat{x}, \theta_d) \approx \sum_{m=-J}^{J} \sum_{n=-J}^{J} b_{mn} \phi_m(\theta_\hat{x}) \phi_n(\theta_d), \quad \theta_\hat{x}, \theta_d \in [-\pi, \pi],
$$

(4.14)

for $J$ large enough so that the approximation error is sufficiently small in the $L^2$ sense.

**Relation between limited-aperture data and full-aperture data:** We first derive a relation between the limited-aperture data and full-aperture data as follows.
Lemma 4.1. Let $B^\alpha_\infty$ and $B_\infty$ be given by (4.11) and (4.12) respectively. It holds that

$$B^\alpha_\infty = \mathbb{P}_{\tilde{x},\infty} B_\infty \mathbb{P}_{d,\infty},$$

(4.15)

where the infinite dimensional matrix $\mathbb{P}_{\tilde{x},\infty}$ is the prolate matrix (with dimension infinity) given by (3.1), and the infinite dimensional matrix $\mathbb{P}_{d,\infty}$ is given by $\mathbb{P}_{d,\infty} := ((-1)^{m-n} M_{mn})$.

Proof. Assume that the full-aperture measurements are given, then there is the double Fourier series expansion (4.13). Plugging this expression into the definition (4.11) yields

$$b^\alpha_{pq} = \mathbb{P}_{mp} b_{mn} \mathbb{P}_{nq} (-1)^{(n-q)}.$$

This proves (4.15) and completes the proof. \qed

Finite dimensional case: In practice, the measurements are discrete data. This motivates us to consider a finite dimensional space consisting of $\phi_n(\theta) = \frac{1}{\sqrt{2\pi}} e^{im\theta}$, $m = 0, \pm 1, \cdots, \pm J$ for a sufficiently large $J$. We shall discuss more details on the choice of $J$ in the foregoing analysis and numerical examples.

The following theorem in the finite dimensional case follows immediately from Lemma 4.1.

Theorem 4.2. Let $B^\alpha := \left(b^\alpha_{pq}\right)_{-J \leq p,q \leq J}$ and $B := \left(b_{pq}\right)_{-J \leq p,q \leq J}$ with $b^\alpha_{pq}$ and $b_{pq}$ given by (4.11) and (4.12) respectively. It holds that

$$B^\alpha = \mathbb{P}_{\tilde{x}} B \mathbb{P}_{d},$$

(4.16)

where $\mathbb{P}_{\tilde{x}}$ is the $(2J+1) \times (2J+1)$ prolate matrix given by (3.1), and $\mathbb{P}_{d}$ is the $(2J+1) \times (2J+1)$ matrix given by $\mathbb{P}_{d} := \left((-1)^{m-n} M_{mn}\right)$.

From limited-aperture data to full-aperture data: Now it is clear that the limited-aperture data is related to the full-aperture data via (4.16). Our goal is then to find $B$ or its approximation from $B^\alpha$ via (4.16). From the properties of the prolate matrix in Lemma 3.2 we have that the eigenvalues of $\mathbb{P}_{\tilde{x}}$ (and $\mathbb{P}_{d}$) are all positive, but they are clustered near 1 and 0, and hence the matrix $\mathbb{P}_{\tilde{x}}$ (and $\mathbb{P}_{d}$) is severely ill-conditioned. In fact the eigenvalues decay exponentially to 0 when $J$ becomes large. Therefore we can only hope to invert $\mathbb{P}_{\tilde{x}}$ (and $\mathbb{P}_{d}$) using regularization techniques in order to find $B$ from $B^\alpha$. We shall apply Regularizations I-II (3.4)-(3.6) to find approximate inverses of $\mathbb{P}_{\tilde{x}}$ and $\mathbb{P}_{d}$.

Now we are ready to summarize the first data completion algorithm named by DC-FS, which is based on the Fourier series.

Data Completion Algorithm 1. (DC-FS):

- **Step I**: Compute $B^\alpha = \left(b^\alpha_{pq}\right)$ from the measurements $\{u^\infty(\theta, \theta_d) : \theta \in [-\alpha, \alpha], \theta_d \in [\pi - \alpha, \pi + \alpha]\}$ by (4.11).
- **Step II**: Approximate $B$ by $\mathbb{P}_{\tilde{x}}^{\dagger} B^\alpha \mathbb{P}_{d}^{\dagger}$, where $\mathbb{P}_{\tilde{x}}^{\dagger}$ (resp. $\mathbb{P}_{d}^{\dagger}$) is the approximate inverse of $\mathbb{P}_{\tilde{x}}$ (resp. $\mathbb{P}_{d}$) using Regularizations I-II (3.4)-(3.6).
- **Step III**: Recover the full-aperture data by (4.14).
4.2 Data completion by solving integral equations

This subsection is devoted to a different data completion algorithm by solving an integral equation and the symmetric structure of the MSR matrix. Precisely, for each incident direction, we represent the far field data by the single layer potential, and find that the Fourier coefficients of the density are related to the limited-aperture data via a prolate matrix (which turns out to be same for every incident direction).

In a recent paper [21], the authors introduce a data completion algorithm based on solving the following integral equation

$$u^\infty(\hat{x}) = \int_{\partial B_r} e^{-ik\hat{x} \cdot y} \hat{\phi}(y) ds(y), \quad \hat{x} \in [-\alpha, \alpha] \subset [-\pi, \pi].$$

with a density $\hat{\phi} \in L^2(\partial B_r)$. Here, $\hat{x} = (\cos \theta \hat{x}, \sin \theta \hat{x})^T$, $B_r$ is a ball large enough such that the unknown object $D \subset B_r$. The idea is first to compute a regularized solution $\hat{\phi}$ of the equation (4.17) with limited-aperture data on $[-\alpha, \alpha]$, and to insert the regularization $\hat{\phi}$ into (4.17) to obtain the full aperture data on $[-\pi, \pi]$. We introduce here a novel technique to obtain an approximate solution $\phi$ of the boundary integral equation (4.17). To begin with, we set the polar coordinates $y = r(\cos \theta, \sin \theta)^T$ for any $y \in \partial B_r$.

Lemma 4.3. Assume that

$$\hat{\phi}(y) = \sum_{m=-\infty}^\infty \gamma_m(r) \phi_m(\theta), \quad y \in \partial B_r$$

solves equation (4.17). Let $\mathfrak{B}_m$ be the Bessel functions of order $m$. Then the infinite dimensional vector $\Gamma_\infty = 2\pi ((-i)^m \mathfrak{B}_m(kr) \gamma_m(r))$ is related to the limited-aperture data via

$$C_\infty = \mathbb{P}_\infty \Gamma_\infty,$$

where $\mathbb{P}_\infty = (p_{mn})$ is the infinite dimensional prolate matrix and $C_\infty$ is given by the limited-aperture data

$$C_\infty = (c_n := \left( \int_{-\alpha}^{\alpha} u^\infty(\hat{x}) \phi_{-n}(\hat{x}) d\hat{x} \right).$$

Proof. Recall the Jacobi-Anger expansion [10]

$$e^{-ik\hat{x} \cdot y} = 2\pi \sum_{m=-\infty}^\infty (-i)^m \mathfrak{B}_m(kr) \phi_m(\theta) \phi_{-m}(\theta), \quad y \in \mathbb{R}^2.$$ 

Inserting the above expansion and (4.18) into (4.17), by the orthogonality of $\phi_m(\theta)$, we have

$$u^\infty(\hat{x}) = 2\pi \sum_{m=-\infty}^\infty (-i)^m \mathfrak{B}_m(kr) \gamma_m(r) \phi_m(\theta), \quad \theta \in [-\alpha, \alpha].$$

Multiplying (4.21) by $\phi_{-n}(\hat{x})$ and integrating over $[-\alpha, \alpha]$, we obtain from the definition of $c_n (4.20)$ that

$$c_n = \sum_{m=-\infty}^\infty (-i)^m \mathfrak{B}_m(kr) \gamma_m(r) p_{mn}, \quad n = 0, \pm 1, \ldots, \pm \infty.$$
with \( \mathbf{p}_{mn} \) being the prolate matrix. This proves (4.19) and completes the proof. \( \square \)

**Finite dimensional case:** When only using a finite dimensional space consisting of \( \phi_m(\theta) = \frac{1}{\sqrt{2\pi}} e^{im\theta}, \) \( m = 0, \pm 1, \cdots \pm J \) for a sufficiently large \( J \), we have the following truncated version immediately from Lemma 4.3.

**Theorem 4.4.** Let \( \hat{\Phi}_J(y) = \sum_{m=-J}^{J} \gamma_m(r) \phi_m(\theta_y) \) be an approximation of the density \( \hat{\Phi}(y) \) (4.18). The coefficients \( \gamma_m(r) \) satisfies the following truncated form of (4.19), i.e.

\[
C = \mathbb{P} \Gamma, \tag{4.22}
\]

where \( C := (c_n)_{-J \leq n \leq J}, \mathbb{P} = (\mathbf{p}_{mn})_{-J \leq m, n \leq J}, \) and \( \Gamma := 2\pi \left( (-i)^{m} \mathbb{B}_m(\kappa r) \gamma_m(r) \right)_{-J \leq m \leq J}. \)

After solving for \( \Gamma \) (or equivalently \( \hat{\Phi}_J \)) using regularization techniques, then we can insert \( \hat{\Phi}_J \) into (4.17) to get an approximation of the full-aperture data. Now we can summarize the second algorithm named by DC-IE, which is obtained with the help of solving an integral equation.

**Data Completion Algorithm 2. (DC-IE):**

- **Step I:** For every incident direction \( d \in [\pi - \alpha, \pi + \alpha] \), do:
  - Compute the \( 2J + 1 \) dimensional vector \( C = (c_m) \) from the measurements \( \{u^\infty(\theta_x) : \theta_x \in [-\alpha, \alpha]\} \) by (4.20).
  - Find an approximate inverse \( \mathbb{P}^\dagger \) of \( \mathbb{P} \) using Regularizations I-II (3.4)-(3.6).
  - Approximate \( 2\pi \Gamma \) by \( 2\pi \hat{\Gamma} := \mathbb{P}^\dagger C. \)

Recover the full-aperture data (e.g. \( (\mathbb{F}_{11}, \mathbb{F}_{12}) \)) approximately by

\[
u_{\infty}(\theta_x) \approx \sum_{m=-J}^{J} (2\pi \hat{\Gamma})_m \phi_m(\theta_x), \quad \theta_x \in [-\pi, \pi].
\]

- **Step II:** Take \( \mathbb{F}_{21} := \mathbb{F}_{12}. \)
- **Step III:** Repeat Step I for incident directions \( d \in \mathbb{S} \setminus [\pi - \alpha, \pi + \alpha] \) to get \( \mathbb{F}_{22} \) to complete the algorithm.

**Remark 4.5.** There is another perspective of Data Completion Algorithm 2. Recall again the limited-aperture backscattering far field measurements \( u^\infty(\theta_x, \theta_d) \) with \( \theta_x \in [-\alpha, \alpha], \theta_d \in [\pi - \alpha, \pi + \alpha] \), we can define for each incident direction \( d \) that

\[
b_{\hat{\Phi}}(d) := \int_{-\alpha}^{\alpha} u^\infty(\theta_x, \theta_d) \phi(\theta_x) d\theta_x.
\]

Performing the same argument as in the proof of Lemma 4.1 and noting the definition of \( b_{mn} \) in (4.12), it follows that

\[
B^\alpha(d) = \mathbb{P} B(d), \tag{4.23}
\]

where \( B^\alpha(d) := \left( b_{\hat{\Phi}}^\alpha(d) \right)_{-J \leq m \leq J} \) and \( B(d) := \left( \sum_{n=-J}^{J} b_{mn} \phi_n(\theta_d) \right)_{-J \leq m \leq J} \) respectively. The relation between the limited-aperture and full-aperture data in (4.23) is equivalent (up to a termwise scaling) to (4.22) derived from solving the integral equations.
5 Imaging method for object reconstructions

After the data completion, many numerical methods using full-aperture data can be applied for reconstructing the shape and location of the underlying objects. In this paper, we recall two well-known non-iterative methods: the factorization method \cite{17, 18} and the direct sampling method \cite{20}.

**Factorization Method (FM):** We introduce the far-field operator \( F : L^2(\mathbb{S}) \to L^2(\mathbb{S}) \) by
\[
(Fg)(\hat{x}) := \int_{\mathbb{S}} u^{\infty}(\hat{x}, d)g(d)ds(d), \quad \hat{x} \in \mathbb{S}.
\]  
(5.1)

For any sampling point \( z \) in a sampling region, the factorization method yields the imaging function
\[
I_{FM}(z) := \frac{1}{\|g_z\|^2},
\]  
(5.2)

where \( g_z \) is the (regularized) solution to
\[
(F^{1/2}_F g_z)(\hat{x}) = e^{-ik\hat{x} \cdot z}, \quad \hat{x} \in \mathbb{S}.
\]  
(5.3)

Here \( F := |\Re F| + |\Im F| \). Theoretically, apart from some possible wave numbers, the equation (5.3) is solvable if and only if \( z \in D \). This implies that \( I_{FM}(z) \) is small for \( z \in \mathbb{R}^2 \setminus D \) and relatively large for \( z \in D \) \cite{17, 18}.

**Direct Sampling Method (DSM):** For any sampling point \( z \) in a sampling region, we consider the following imaging function
\[
I_{DSM}(z) := \left| \int_{\mathbb{S}} \int_{\mathbb{S}} u^{\infty}(\hat{x}, d)e^{-ikd \cdot z}e^{ik\hat{x} \cdot z}ds(d)ds(\hat{x}) \right|.
\]  
(5.4)

The imaging function \( I_{DSM}(z) \) is expected to peak when \( z \in \partial D \) and decays like the Bessel functions for sampling points away from the boundary. We refer to \cite{20} for the corresponding theoretical analysis and its connections with the other sampling methods.

Now we are ready to outline our imaging method for object reconstructions with limited-aperture data.

**Imaging Algorithm.**

- **Data completion:** Recover the full-aperture data approximately via Data Completion Algorithm DC-FS or DC-IE from limited-aperture data.

- **Sampling method:** Reconstruct the object by the imaging function \( I_{FM} \) or \( I_{DSM} \).

Finally, we remark that both the data completion algorithms proposed in this paper and the sampling methods we considered for the object reconstructions are independent of the a priori information of the unknown objects, which is quite important in many practical applications.
6 Numerical examples and discussions

In this section, we present some numerical examples to illustrate the performance of the data completion and imaging algorithms proposed in the previous sections. The numerical examples are divided into two groups. We first present some numerical examples to demonstrate how to use the data completion algorithms to recover the full-aperture data. The second group of numerical examples is to use the recovered data in the classical factorization method and direct sampling method for imaging.

The boundaries of the objects in our numerical experiments are parameterized as follows (see Fig. 1):

- **Peanut**: \( x(t) = \sqrt{3 \cos^2 t + 1}(\cos t, \sin t), \quad 0 \leq t \leq 2\pi \),
- **Disk**: \( x(t) = 2(\cos t, \sin t), \quad 0 \leq t \leq 2\pi \).

![True domain](image)

Figure 1: Domains considered.

In our simulations, the boundary integral equation method is used to compute the limited-aperture backscattering far field patterns \( u^\infty(\theta_x, \theta_d) \) for \( L \) equidistantly distributed observation directions and \( L \) equidistantly distributed incident directions over the limited-aperture. This gives the limited-aperture backscattering multi-static response (MSR) matrix \( F^{(L)}_{\text{limit}} \) given by (3.9). We further perturb \( F^{(L)}_{\text{limit}} \) by random noise using

\[
F^{(L),\delta}_{\text{limit}} = F^{(L)}_{\text{limit}} + \delta \| F^{(L)}_{\text{limit}} \| \left( R_1 + R_2 i \right),
\]

where \( R_1 \) and \( R_2 \) are two \( L \times L \) matrices containing pseudo-random values drawn from a normal distribution with mean zero and standard deviation one. The value of \( \delta \) used in our code is \( \delta := \| F^{(L),\delta}_{\text{limit}} - F^{(L)}_{\text{limit}} \| / \| F^{(L)}_{\text{limit}} \| \) which represents the relative error.

In all the subsequent examples, we set the wave number \( k = 5 \) and consider \( \delta = 5\% \) error level. There are \( L = 128 \) equidistantly distributed observation directions over the upper half circle.

6.1 Data completion results and discussions

This subsection is devoted to verifying the validity of the data completion algorithms \( \text{DC-FS} \) and \( \text{DC-IE} \) proposed in Section 4. We take the peanut shaped domain shown in Figure 1 as
the unknown object. To stabilize the data completion algorithms, the reconstructed data will be manually set to zero if its magnitude exceeds an appropriately chosen threshold.

To begin with, we illustrate the eigensystem of the prolate matrix. Figure 2 shows the corresponding eigenvalues and five prolate eigenfunctions with $J = 39$. Obviously, the eigenvalues are located in $[0, 1]$, the first half of them are close to 1 while the second half are close to 0. This makes it facile to choose the cut-off value when using TSVD. The eigenvalues are symmetric with respect to 0.5. The prolate eigenfunction $\xi_{30}$, which corresponds to the eigenvalue close to 1, is almost zero in $(\pi, 2\pi)$. The prolate eigenfunction $\xi_{50}$, which corresponds to the eigenvalue close to 0, is almost zero in $(0, \pi)$. In particular, the prolate eigenfunctions look like dumbbell in their nontrivial parts. These observations indicate that, to compute the prolate eigenfunction expansion from the partial measurements, it is well-conditioned (resp. ill-conditioned) to obtain the coefficients of the prolate eigenfunctions with relatively large (resp. almost zero) eigenvalues.

Figures 3-6 show the data completion results using the two proposed data completion algorithms DC-FS and DC-IE.

Figures 3-4 present the results using Regularization II (3.5) with parameter $\epsilon = 10^{-3}$. We find that $J = 9$ is a sufficiently good choice since the reconstructed data has been matched to the measurements in $[0, \pi]$. However, in the unavailable part $[\pi, 2\pi]$, the reconstructed data take the form of a dumbbell, which is the result of the dumbbell behavior of the prolate eigenfunctions corresponding to small eigenvalues.

Figures 5-6 present the results using Regularization I (3.4) with cut-off value $\sigma = 0.1$. Due to the truncated SVD, the eigenfunctions corresponding to eigenvalues smaller than $\sigma = 0.1$ are
not used. For large \( J = 39 \), as shown in Figures 5(c)(f), the reconstructed data is small over \((\pi, 2\pi)\). This is because that we mostly use the prolate eigenfunctions corresponding to large eigenvalues and those prolate eigenfunctions are small over \((\pi, 2\pi)\), see for example \( \Re(\xi_{30}) \) in Figure 2(b).

We also observe that the performance of data completion algorithm DC-IE seems a little bit better compared with the data completion algorithm DC-FS. This may be due to the fact that we have computed the inversion of only one prolate matrix in DC-IE.

We make a remark on the choice of \( J \). Since there are \( L = 128 \) equidistantly distributed directions (which will be used as quadrature points in the computation of \( B^\alpha \) (4.11) or \( C \) (4.20)) on the limited aperture with length \( \pi \), this implies that the frequency of \( e^{iJ\theta} \) cannot be too large in order to ensure a good quadrature approximation of \( B^\alpha \) (4.11) or \( C \) (4.20). In particular, in the wavelength \( \frac{2\pi}{J} \) of \( e^{iJ\theta} \), the number of quadrature points is \( \frac{2\pi L}{J \pi} = \frac{2L}{J} \). This gives a way to finding a good \( J \) in a heuristic way. This is further illustrated by Figure 4. When \( J = 39 \), one observes that the limited-aperture data on \((0, \pi)\) were not well approximated in Figure 4(c), where the number of quadrature points is approximately \( \frac{2\pi L}{J \pi} \approx 6 \) which seems not sufficiently enough.

![Figure 3](image-url)

**Figure 3:** Data completion for the far field pattern with incident direction \( d = (0, -1) \). Regularization II (3.5) with parameter \( \epsilon = 10^{-3} \).

### 6.2 Object reconstruction results and discussions

We consider the following four object reconstruction methods

- DSM using the limited aperture backscattering data directly;
Figure 4: Data completion for the far field pattern with incident direction \( d = (-1, 0) \). Regularization II (3.5) with parameter \( \epsilon = 10^{-3} \).

- DSM with DC-FS;
- DSM with DC-IE;
- FM with DC-IE.

For comparison of these reconstruction methods, we take \( J = 9 \) when using the data completion algorithms.

If not otherwise stated, for the data completion algorithm, we use Regularization II (3.5) with parameter \( \epsilon = 10^{-3} \). Figure 7 shows the reconstructions of a sound-soft peanut with the above mentioned object reconstruction methods. Obviously, the reconstructions improve with the help of the data completion algorithms. This can also be found in Figure 9 for a sound-soft disk. Numerically, the DSM seems to give better reconstructions, in particular on the illuminated parts. To illustrate the performance of imaging using different regularizations, Figure 8 shows the reconstructions using DC-IE with TSVD and Tikhonov regularization (with Morozov discrepancy principle). It is observed that Figure 8 is comparable to Figure 7.

We emphasize again that our data completion algorithms and object reconstruction methods are independent of the topological and physical properties of the unknown objects. To illustrate this, we show in Figures 10 and 11 the reconstruction results with Neumann boundary condition. It is observed that the lower half parts can also be well reconstructed, which further illustrate the potential of the data completion and imaging algorithms.

We conclude this section with some remarks. We have proposed two simple and fast data completion algorithms DC-FS and DC-IE. Both algorithms involve the inversion of the highly
ill-conditioned prolate matrix, which indicate the ill-posedness nature of analytic continuation. The choice of $J$ and the regularization methods play an important role in the data completion algorithms. We have illustrated the potential of the data completion algorithms and sampling methods. Broadly speaking, the data completion algorithms are also applicable to many other imaging methods with the reconstructed full-aperture data. Furthermore, it might still be possible to regularize the inverse of the prolate matrix in some other ways to potentially enhance the performance of the data completion algorithms and to facilitate the corresponding resolution analysis.
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Figure 6: Data completion for the far field pattern with incident direction \( d = (-1, 0) \). Truncated SVD is used with the cut-off value \( \sigma = 0.1 \).

Figure 7: Reconstructions of the sound-soft peanut.
Figure 8: Reconstructions of the sound-soft peanut using TSVD and Tikhonov regularization.
Figure 9: Reconstructions of the sound-soft disk.

Figure 10: Reconstructions of the sound-hard peanut.
DSM using partial data directly

DSM with DC-FS

DSM with DC-IE

FM with DC-IE

Figure 11: Reconstructions of the sound-hard disk.
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