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The treatment of intershell interactions remains a major challenge in the theoretical description of strongly correlated materials. Most previous approaches considered the influence of intershell interactions at best in a static fashion, neglecting dynamic effects. In this work, we propose a slave-rotor method that goes beyond this approximation by incorporating the effect of intershell interactions in a dynamic manner. Our method is derived and implemented as a quantum impurity solver in the context of dynamical mean field theory and benchmarked on a two-orbital model system. The results from our slave-rotor technique are found to be in good agreement with our reference calculations that include intershell interactions explicitly. We identify and analyze qualitative features emerging from the dynamic treatment. Our results thus provide qualitatively new insights, revealing the ambivalent effect of intershell interactions in strongly correlated materials.

PACS numbers: Valid PACS appear here

I. INTRODUCTION

Transition metal oxides (TMOs) constitute one of the most fascinating classes of solids. Historically, they were the first systems for which a breakdown of band theory was observed\(^{12}\) and since then, the interest in these compounds has hardly declined. The interaction-driven localization of electrons\(^{3,4}\) – the Mott metal-insulator transition and various ordering phenomena involving spin-, charge-, or orbital degrees of freedom or superconductivity are only examples of the rich physics displayed in these compounds\(^6\).

From a microscopic perspective, the properties of TMOs are largely dictated by the Coulomb interactions felt by the electrons in the \(d\)-orbitals on the transition metal ions. Even though these interactions are screened by intra-atomic, anionic and inter-site processes, typical values of the effective interactions still exceed several eV, and are thus comparable to or even larger than the relevant kinetic energies\(^6\).\(^{13}\)

Early theories, developed since the 1960s, have set up effective lattice models for describing the physics emerging from the interplay of Coulomb interactions and kinetic energy in TMOs. The most famous of these is probably the Hubbard model\(^8\) which offers a minimal description of correlated systems, considering only a single orbital. Despite its simplicity, it incorporates many of the effects found in strongly correlated materials, such as the the Mott metal-insulator transition\(^3\), antiferromagnetism\(^{15,17}\) or – depending on the lattice under consideration – superconductivity\(^{17,21}\).

Based on these early successes, more recently, intense research lines focusing on a quantitative theoretical description of correlated TMOs have emerged. The single orbital Hubbard model is indeed often a crude oversimplification. In most materials, more than one electronic band crosses the Fermi level and a faithful description of the physics thus requires low-energy models comprising multiple orbitals. In the case of TMOs, many of their interesting electronic response properties can be attributed to the strongly correlated nature of the partially filled transition metal \(d\)-shells. Orbital degeneracies (or lifting thereof by crystal field splittings)\(^{22,24}\), electronic filling and hybridizations provide additional degrees of freedom contributing to the rich landscape of phenomena observed in TMOs\(^5\).

The challenge to theory consists in the derivation of effective low-energy Hamiltonians taking these microscopic details into account. Ideally, this should be done by means of appropriate downfolding techniques\(^{25}\) applied directly to the continuum Coulomb Hamiltonian. However, constructing the interacting part of a low-energy Hamiltonian is a delicate issue. Here, immense progress has been made with the development of the constrained random phase approximation\(^{10,11}\) (cRPA) method. Within the cRPA, the partially screened effective Coulomb interactions are calculated by considering screening from degrees of freedom that lie outside of the low-energy window of interest.

Such (semi-)quantitative approaches nowadays provide access to explicit estimates of the effective Coulomb interactions and have revealed that not only the celebrated local “Hubbard U” on the transition metal \(d\)-shell is non-negligible: Depending on the compound, non-local interactions or intershell interactions between the \(d\)-shell and ligand \(p\)-orbitals can become important as well. This is consistent with early discussions on screening phenomena in solids\(^{30,28}\) and has also been the starting point to recent investigations studying the renormalization of local Coulomb interactions by intershell interactions\(^{29}\).

Including the ligand \(p\)-states can have important consequences on the physics of TMOs, especially for compounds...
assigned to the family of the late TMOs, where charge transfer is found to play an important role. Zaanen, Sawatzky and Allen early on argued that besides the effective d orbital Coulomb interaction, the charge-transfer energy constitutes a central quantity in the characterization of transition metal oxides.

To describe the physics of the late TMOs, the state-of-the-art thus consists in considering so-called d-p models that include both transition metal d orbitals, as well as ligand p orbitals. To get on top of the increasing complexity of performing numerical calculations on such models, the p-states are commonly treated as uncorrelated and intershell interactions are either ignored or treated within static mean field schemes.

Recently, an approach to include the effect of intershell interactions was suggested with the so-called shell-folding scheme. Within shell-folding, interactions of the correlated orbitals are treated on the same footing as intershell interactions with the ligands. It’s basic assumption is “perfect screening” of the correlated orbitals by the neighboring ligands, i.e. that the total charge within each Wigner-Seitz cell is a conserved quantity. This permits to derive an effective low-energy model without intershell interactions and with statically renormalized (reduced) effective Coulomb interactions.

However elegant the shell-folding approximation is, its dependence on the “perfect screening” assumption means that it will break down whenever charge fluctuations become too strong. Instead of pursuing such a procedure, one might consider skipping the final down-folding step and directly attempt to solve the low-energy model including intershell correlations and correlated ligands. This might work for the most simple model Hamiltonians; in the case of more realistic multi-orbital systems, however, the problem quickly becomes intractable.

In this paper, we propose a novel method that goes beyond the shell-folding approximation by explicitly incorporating charge fluctuations at moderate computational cost. Our method is to be understood as a solver for the Coulomb interactions.

In the following sections, we will elaborate a method to effectively describe the d-p interactions of such models at the cost of solving a model with interacting d orbitals only. In subsection II.B we then discuss how this scheme can be used in the context of DMFT.

A. The d-p model

Within DMFT a multi-orbital lattice model is mapped onto a quantum impurity model, which is described by the following Hamiltonian

\[ H = H_0 + H_{\text{int}} + H_{\text{hyb}}. \]  

Here, we consider the case of a d-p model with \( N^d + N^p \) orbitals, where \( N^d \) and \( N^p \) are the numbers of the correlated d orbitals and the ligand p orbitals, respectively. The non-interacting part of the Hamiltonian then reads

\[ H_0 = \sum_{m\sigma} \hat{d}^\dagger_{m\sigma} (-\mu + \epsilon^d_m) \hat{d}_{m\sigma} + \sum_{n\sigma} \hat{p}^\dagger_{n\sigma} (-\mu + \epsilon^p_n) \hat{p}_{n\sigma} + \sum_{mn\sigma\sigma'} (V_{nn'} \hat{d}^\dagger_{m\sigma} \hat{p}_{n\sigma} + \text{h.c.}), \]

and explicitly considers on-site hybridization between the orbitals of the two shells. The second term in describes the Coulomb interactions

\[ H_{\text{int}} = \frac{1}{2} \sum_{(m\sigma)\neq(m'\sigma')} U^{dd}_{mm'\sigma\sigma'} \hat{n}^d_{m\sigma} \hat{n}^d_{m'\sigma'} + \frac{1}{2} \sum_{(n\sigma)\neq(n'\sigma')} U^{pp}_{nn'\sigma\sigma'} \hat{n}^p_{n\sigma} \hat{n}^p_{n'\sigma'} + U^{dp}_{\sigma\sigma'} \hat{n}^d_{\sigma} \hat{n}^p_{\sigma'}. \]
It includes intra- and intershell interactions, with \( N_{\text{hyb}}^{d/p} = \sum_{n} \hat{n}_{n,\sigma}^{d/p} \).

Finally, the last term in (1) describes the hybridization between the correlated quantum impurity and the surrounding bath sites. It takes the form

\[
H_{\text{hyb}} = \sum_{nm,k} d_{n,m}^d V_{mm,k}^{dd} b_{m,k}^d + h.c.
\]

\[
+ \sum_{mn,k} \left\{ d_{m,n}^p V_{mn,k}^{dp} b_{m,k}^p + p_{n,m}^d V_{mm,k}^{dp} b_{m,k}^d \right\} + h.c.
\]

\[
+ \sum_{nn',k} p_{n,n'}^p V_{nn',k}^{pp} b_{n',k}^p + h.c.
\]

\[
+ \sum_{mn,k} E_{mn,k}^{dd} b_{m,k}^d b_{n,k}^d + \sum_{nn',k} E_{nn',k}^{pp} b_{n',k}^p b_{n,k}^p ,
\]

\[\text{(4)}\]

where the \( V \)'s describe the hybridization strengths, while the \( E \)'s specify the bath-site energies.

Switching to a functional integral formalism, this last term can be brought to a more elegant form by integrating out the bath sites

\[
S_{\text{hyb}} = \sum_{i\omega} \left\{ \sum_{mn,\sigma} d_{n,m}^d (i\omega) \Delta_{mn}^{dd}(i\omega) d_{m',\sigma}^d(i\omega) \right. \]

\[
+ \sum_{mn',\sigma} p_{n,m}^d (i\omega) \Delta_{mn'}^{pp}(i\omega) p_{n',\sigma}^d(i\omega) \right. \]

\[
+ \sum_{mn,k} \left\{ d_{m,n}^p (i\omega) \Delta_{mn}^{dp}(i\omega) p_{n,k}^d(i\omega) + h.c. \right\} \}
\]

\[
= \sum_{i\omega,\sigma} \left( \bar{d}_{i\sigma}^d(i\omega) \right) \Delta_{\sigma}(i\omega) \left( \bar{d}_{i\sigma}^d(i\omega) \right),
\]

\[\text{(5)}\]

where in the last line, we introduced a vector/matrix notation with

\[
(\bar{d}_{i\sigma}^d, \bar{p}_{i\sigma}^p) = (d_{1\sigma}^d, d_{2\sigma}^d, \ldots, d_{N_{\text{hyb}}^d,\sigma}^d, p_{1\sigma}^d, p_{2\sigma}^d, \ldots, p_{N_{\text{hyb}}^p,\sigma}^p)
\]

\[\text{(6)}\]

to get a more compact expression. The hybridization functions \( \Delta_{mn,\sigma}^{dd}(i\omega) \), \( \Delta_{mn',\sigma}^{pp}(i\omega) \) and \( \Delta_{mn,\sigma}^{dp}(i\omega) \) are related to the parameters in Eq. (4) by

\[
\Delta_{mn,\sigma}^{dd}(i\omega) = \sum_{m',k} V_{mm',k}^{dd} \frac{\tau_{m',k}}{i\omega - E_{m',k}^d} + \sum_{n,k} V_{mn,k}^{dp} \frac{\tau_{m,k}}{i\omega - E_{n,k}^p}
\]

\[\text{(7)}\]

\[
\Delta_{mn',\sigma}^{pp}(i\omega) = \sum_{n',k} V_{nn',k}^{pp} \frac{\tau_{n',k}}{i\omega - E_{n',k}^p} + \sum_{m,k} V_{mn,k}^{dp} \frac{\tau_{n,k}}{i\omega - E_{m,k}^d}
\]

\[\text{(8)}\]

\[
\Delta_{mn,\sigma}^{dp}(i\omega) = \sum_{m',k} V_{mm',k}^{dp} \frac{\tau_{m,k}}{i\omega - E_{m',k}^d} + \sum_{n',k} V_{mn,k}^{dp} \frac{\tau_{n,k}}{i\omega - E_{n',k}^p}
\]

\[\text{(9)}\]

They will be determined from the DMFT self-consistency condition, incorporating the structure of the lattice. In this sense, a non-zero \( \Delta_{mn,\sigma}^{dp}(i\omega) \) arises from inter-site hopping from one shell to another.

In the following, it will be convenient to introduce the \( (N^d + N^p) \times (N^d + N^p) \) matrix Green’s function

\[
G_{\sigma}(i\omega) = \left\langle \left( \bar{d}_{i\sigma}^d(i\omega) \right) \left( \bar{d}_{i\sigma}^d(0) \right) \right\rangle .
\]

\[\text{(10)}\]

Considering the case of TMOS, it might seem odd to find the ligand p orbitals on the same impurity as the d orbitals corresponding to the transition metal (TM). In realistic materials, such as NO or the cuprate superconductors, the TM atoms are rather surrounded by their oxygen ligands. The choice of our model can, however, be justified by considering a Zhang-Rice-type construction\[33\] in which a unitary transformation is applied to change basis from the original ligands to Wannier orbitals, centered on the TM. For details about the derivation, the reader may refer to the original paper by Zhang and Rice\[32\] a more pedagogic introduction can be found here\[35\].

Impurity models like (1) constitute complex many-body problems, for which there is, in general, no analytical solution. Still, the marvel of modern computational techniques, like the variety of available quantum Monte Carlo (QMC) solvers, allows for a numerical solution up to (in theory) arbitrary precision. In practice, however, one encounters problems: The computational complexity of most QMC algorithms scale very badly with the number of impurity orbitals (e.g. in the case of the continuous time hybridization expansion solver, the scaling is exponential). To make matters worse, a non-zero intershell hybridization function \( \Delta_{mn,\sigma}^{dp}(i\omega) \) in (5) will give rise to a negative sign problem. The method that we present in this paper is designed to tackle these problems, by considering an efficient hybrid approach, combining QMC with an analytical slave rotor technique. The technique is a direct extension of the shell folding technique, which we shall briefly review in the following.

**B. Shell folding**

The shell folding technique is based on the observation that, by means of a purely algebraic manipulation, we can re-write the interacting part of Hamiltonian (1) in a way that lets us separate fluctuations of the total charge from those of the individual orbitals. Indeed, this local Hamiltonian can be written as

\[
H_{\text{int}} = \frac{1}{2} \sum_{(m\sigma) \neq (m'n'\sigma')} \hat{U}_{mm'm'n'\sigma'}^dd \hat{n}_{m\sigma} \hat{n}_{m'n'\sigma'}^d \]

\[
+ \frac{1}{2} \sum_{(n\sigma) \neq (n'n'\sigma')} \hat{U}_{mm'n'n'\sigma'}^{dp} \hat{n}_{m\sigma} \hat{n}_{n'n'\sigma'}^p + \frac{U^{dp}}{2} (\hat{N} - Q_0)^2 ,
\]

\[\text{(11)}\]

with \( \hat{N} = \sum_{\sigma} (\hat{N}_{\sigma}^d + \hat{N}_{\sigma}^p) \) and \( \hat{U}_{mm'm'n'\sigma'}^{dd(pp)} = U_{mm'm'n'\sigma'}^{dd(pp)} - U^{dp} \).

\( Q_0 \) is an arbitrary, integer value that we introduced by
exploiting our freedom to redefine the chemical potential $\mu$.

In this notation, it becomes apparent that the inter-shell interaction $U^{dp}$ renormalizes the intra-shell interactions, while suppressing fluctuations of the total charge. The shell folding approximation assumes that charge fluctuations of the d-shell are perfectly compensated by those of the p-shell, which implies a constant total charge, such that we can drop the last term in (11). This way, one arrives at a Hamiltonian in which the d- and p-shell are decoupled. If, furthermore, the p orbitals are effectively treated by a static (Hartree/Hartree-Fock) approximation, the problem is simplified to one where only the d orbitals are interacting.

In the context of TMO’s, one argument to justify such an approximation is related to the manipulations applied to the lattice model, necessary to derive a single-site impurity model for both the TM and the ligands. Applying a Zhang-Rice-type transformation to obtain TM-centered ligand-type Wannier orbitals, one eventually arrives at a Hamiltonian, in which the amplitude of the inter-shell hoppings is rather small compared to the on-site hybridization between the TM and the Wannier orbitals on the same site. This implies that the dominant screening process for TM d orbitals on a given site is provided by charge fluctuations of the ligand-type Wannier orbitals on the same site, such that the overall charge of the site remains approximately constant.

III. SLAVE ROTOR FORMULATION OF THE D-P MODEL

In the following sections, we present an efficient way to extend the shell folding approximation, by deriving a theory that incorporates fluctuations of the total local charge $N$ in an analytic way.

We achieve this by employing the slave rotor technique, which was invented as a lightweight method to treat strongly correlated systems. The main idea is to re-write the original electronic operators by means of a rotor phase variable $\theta(\tau) \in [0; 2\pi)$, carrying the charge, and auxiliary “pseudo” fermions, carrying the spin. If the fluctuations of charge and spin live on different energy scales, it is possible to effectively decouple these degrees of freedom in a mean field fashion, which drastically simplifies the problem.

In case of our d-p problem, we want an effective way to treat the total charge corresponding to the operator $\sum_{\sigma} (\hat{N}^d_{\sigma} + \hat{N}^p_{\sigma})$. Following the logic of the shell-folding approximation, we assume that fluctuations of the total charge live on a different energy scale than the intra-shell fluctuations, therefore motivating us to apply a slave rotor decoupling.

A. Rotorization

We start by re-writing the electronic creation/annihilation operators as a product of rotor and pseudo fermionic operators, denoted with a “tilde”

$$
\tilde{d}^\dagger_{\sigma} = d^\dagger_{\sigma} e^{i\theta} \quad , \quad d_{\sigma} = d_{\sigma} e^{-i\theta}
$$

$$
\tilde{p}^\dagger_{\sigma} = p^\dagger_{\sigma} e^{i\theta} \quad , \quad p_{\sigma} = p_{\sigma} e^{-i\theta}. \tag{13}
$$

The new, composite operators act on an enlarged Hilbert space

$$
|\sigma^d_1 \ldots \sigma^d_{Q^d}, \sigma^p_1 \ldots \sigma^p_{Q^p}\rangle = |\sigma^d_1 \ldots \sigma^d_{Q^d}, \sigma^1_1 \ldots \sigma^{p}_{Q^p}\rangle \otimes |Q^d + Q^p - Q_0\rangle. \tag{14}
$$

where the integer $Q_0$ allows to shift the rotor ground state. For the most simple case of a model with only one d and one p orbital we can for instance set $Q_0 = 0$, such that the rotor ground state corresponds to the half-filled system. We then have states like $|0,0\rangle = |0,0\rangle - |2\rangle$, $|0,1\rangle = |0,0\rangle + |1\rangle$, $|1,0\rangle = |1,0\rangle + |0\rangle$, $|1,1\rangle = |0\rangle + |1\rangle$, and cetera.

The symbols $e^{i\theta}/e^{-i\theta}$ can be understood as ladder operators, raising/lowering the angular momentum $l$, which, for physical states, corresponds to the total charge $l \equiv Q^d + Q^p - Q_0$

$$
e^{i\theta} |l\rangle = |l+1\rangle \quad , \quad e^{-i\theta} |l\rangle = |l-1\rangle. \tag{15}
$$

The angular momentum states $|l\rangle$ are eigenstates of the angular momentum operator $\hat{L} = -i\partial_\theta$

$$
\hat{L} |l\rangle = l |l\rangle \quad , \tag{16}
$$

which is conjugate to the phase $|\theta, \hat{L}\rangle = i$.

The purpose of this new formalism is, that it allows us to replace the original total charge operator by this angular momentum operator, acting only on the auxiliary phase variable

$$
\hat{N} = \sum_{\sigma} (\tilde{N}^d_{\sigma} + \tilde{N}^p_{\sigma}) \rightarrow \hat{L} + Q_0 . \tag{17}
$$

The expanded Hilbert space will also contain states, where the angular momentum does not correspond to the cumulative electronic charge, e.g. $|0,0\rangle = |0,0\rangle - |1\rangle$, $|0,1\rangle = |0,0\rangle + |2\rangle$ or $|1,0\rangle = |1,0\rangle + |1\rangle$. In order for the substitution (17) to be valid, we need to eliminate such “unphysical” states. This can be done by means of a projector $\hat{P}_{phys}$, that can be formulated in terms of a static Lagrange multiplier $\phi_0$

$$
\hat{P}_{phys} = \int d\phi_0 \ e^{i\phi_0 (\hat{L} - \hat{N} + Q_0)} . \tag{18}
$$

This corresponds to adding an additional term to the Hamiltonian

$$
H \rightarrow H + h(\hat{L} - \hat{N} + Q_0) , \tag{19}
$$
where we substituted $h = -i\phi_0$. Integrating over $h$, one would exactly cancel all unphysical states and retrieve the physics of our original problem. In practice, however, one rather treats the constraint on average by fixing the Lagrange multiplier to its complex saddle point value. The value of $h$ is then defined by the saddle point condition

$$\langle \hat{L} \rangle_h = \langle \hat{N} \rangle_h - Q_0 .$$

(20)

Coming back to our d-p problem, the slave rotor formalism gives us the possibility to replace the last term in (11), which is quartic in the electronic fields (and otherwise dropped within the shell folding approximation), by a simple kinetic term

$$\frac{U_{dp}}{2}(\hat{N} - Q_0)^2 \rightarrow \frac{U_{dp}}{2} \hat{L}^2 .$$

(21)

### B. Deriving the Slave Rotor Hamiltonian

We proceed by applying the substitutions (12), (13) and (17) to the various parts of the Hamiltonian (1). A superscript $^{SR}$ will designate the parts of the transformed Hamiltonian.

The term incorporating the Lagrange multiplier (Eq. 19) is added to the free, atomic part

$$H_0^{SR} = \sum_{m\sigma} \hat{d}_m^\dagger (-\mu + \epsilon_m^d - h) \hat{d}_m + \sum_{n\sigma} \hat{p}_n^\dagger (-\mu + \epsilon_n^p - h) \hat{p}_n + \sum_{mn\sigma} \left( V_{mn} \hat{d}_m^\dagger \hat{p}_n + h.c. \right) + h.L ,$$

(22)

which otherwise does not change, since the rotor operators cancel each other out (e.g. $\hat{d}_m^\dagger e^{i\theta} \hat{p}_n e^{-i\theta} = \hat{d}_m^\dagger \hat{p}_n$).

This is not the case for the hybridization part Eq. (4), which transforms to

$$H_{hyb}^{SR} = \sum_{mm'k\sigma} \hat{d}_m^\dagger V_{mk}^d b_{mk\sigma}^{d\dagger} e^{i\theta} + h.c.
+ \sum_{mnk\sigma} \left( \hat{d}_m^\dagger V_{mnk}^d \hat{p}_k + \hat{p}_k^\dagger V_{mnk}^p \hat{d}_m \right) e^{i\theta} + h.c.
+ \sum_{nn'k\sigma} \hat{p}_n^\dagger V_{nn'k}^p b_{nk\sigma}^{d\dagger} e^{i\theta} + h.c.
+ \sum_{mm'k\sigma} F_{m} b_{mk\sigma}^{d\dagger} b_{mk\sigma} + \sum_{nn'k\sigma} F_{n} b_{nk\sigma}^{d\dagger} b_{nk\sigma} ,$$

(23)

where the time dependence of the phase variable $\theta(\tau)$ causes an explicit coupling between the pseudo fermions and rotor variables. Finally, we have got the interaction part

$$H_{int}^{SR} = \frac{1}{2} \sum_{(m\sigma) \neq (m'\sigma')} \tilde{U}_{mm'm'\sigma}^d \hat{n}_{m\sigma}^d \hat{n}_{m'\sigma'}^d
+ \frac{1}{2} \sum_{(n\sigma) \neq (n'\sigma')} \tilde{U}_{nn'n'\sigma}^p \hat{n}_{n\sigma}^p \hat{n}_{n'\sigma'}^p + U_{dp} \frac{1}{2} \hat{L}^2 \ ,$$

(24)

where we re-expressed the last term using the slave rotor angular momentum variable.

#### 1. Mean-field decoupling

Until now, the only approximation that we employed was to fix the Lagrange multiplier to its saddle point value $h$; otherwise everything is still treated exactly. Rewriting the Hamiltonian (1) in terms of the slave rotor formalism brought us one step closer to an effective, dynamic description of total charge fluctuations beyond shell folding. However, we traded a quartic fermionic term in (24) with an explicit interaction between slave rotor and pseudo fermionic variables in (23).

To make the problem tractable, we follow the strategy presented in Ref. [25] and decouple $H_{int}^{SR}$ in a mean-field fashion

$$H_{int}^{mean-field} = H_f + H_\theta .$$

(25)

The pseudo fermionic Hamiltonian $H_f$ reads

$$H_f = H_0^f + H_{int}^f + H_{hyb}^f ,$$

(26)

with

$$H_0^f = \sum_{m\sigma} \hat{d}_m^\dagger (-\mu + \epsilon_m^d - h) \hat{d}_m
+ \sum_{n\sigma} \hat{p}_n^\dagger (-\mu + \epsilon_n^p - h) \hat{p}_n
+ \sum_{mn\sigma} \left( V_{mn} \hat{d}_m^\dagger \hat{p}_n + h.c. \right) ,$$

$$H_{int}^f = \frac{1}{2} \sum_{(m\sigma) \neq (m'\sigma')} \tilde{U}_{mm'm'\sigma}^d \hat{n}_{m\sigma}^d \hat{n}_{m'\sigma'}^d
+ \frac{1}{2} \sum_{(n\sigma) \neq (n'\sigma')} \tilde{U}_{nn'n'\sigma}^p \hat{n}_{n\sigma}^p \hat{n}_{n'\sigma'}^p ,$$

(28)

$$H_{hyb}^f = \sum_{mm'k\sigma} \hat{d}_m^\dagger V_{mk}^d b_{mk\sigma}^{d\dagger} \langle e^{i\theta} \rangle_\theta + h.c.
+ \sum_{mnk\sigma} \left( \hat{d}_m^\dagger V_{mnk}^d \hat{p}_k + \hat{p}_k^\dagger V_{mnk}^p \hat{d}_m \right) \langle e^{i\theta} \rangle_\theta + h.c.
+ \sum_{nn'k\sigma} \hat{p}_n^\dagger V_{nn'k}^p b_{nk\sigma}^{d\dagger} \langle e^{i\theta} \rangle_\theta + h.c.
+ \sum_{mm'k\sigma} F_{m} b_{mk\sigma}^{d\dagger} b_{mk\sigma} + \sum_{nn'k\sigma} F_{n} b_{nk\sigma}^{d\dagger} b_{nk\sigma} ,$$

(29)
The decisive difference of this Hamiltonian compared to the original one is, that the new expressions do not contain any intershell interactions $\sim U^{dp}$. Apart from that, other differences include:

1. Compared to the bare energies of the $d$ and $p$ orbitals are shifted by the Lagrange multiplier $\hat{h}$, which emerged from the saddle point condition.

2. Since we adopted the shell folding notation, the interaction strengths in are reduced by the the intershell interaction

$$\tilde{U}^{dd} = U^{dd} - U^{dp} \quad (30)$$
$$\tilde{U}^{pp} = U^{pp} - U^{dp} \quad (31)$$

This can be further exploited for an effective treatment of the $p$-$p$ interactions.

3. The hybridization amplitudes with the bath sites are renormalized by $\langle e^{i\theta} \rangle$.

On the other hand, the rotor part of the mean-field Hamiltonian takes the simple form

$$H^R = \hbar \hat{L} + \frac{U^{dp}}{2} \hat{L}^2 + \frac{1}{2} E^{\text{f}}_{\text{kin}} (e^{i\theta} + e^{-i\theta}) \quad (32)$$

where $E^{\text{f}}_{\text{kin}}$ is the kinetic energy of the pseudo fermionic system, defined as

$$E^{\text{f}}_{\text{kin}} = \sum_{mn'k}\left\langle \hat{d}_{m'\sigma}^{\dagger} V^{dd}_{m'm'k} \hat{b}_{m'\sigma}^{d} \right\rangle_f$$
$$+ \sum_{mnk\sigma}\left\langle \hat{d}_{n'\sigma}^{\dagger} V^{dp}_{m'n'k} \hat{b}_{n'\sigma}^{p} \right\rangle_f$$
$$+ \sum_{mn'k\sigma}\left\langle \hat{b}_{n'\sigma}^{p} V^{pp}_{m'n'k} \hat{b}_{n'\sigma}^{p} \right\rangle_f$$
$$+ \sum_{mn'k\sigma}\left\langle \hat{b}_{n'\sigma}^{p} V^{pp}_{m'n'k} \hat{b}_{n'\sigma}^{p} \right\rangle_f$$
$$= \frac{1}{\beta} \sum_{i\omega}\left\langle e^{i\theta(\omega)} \right\rangle \sigma \{G^{\text{f}}_d(i\omega) \Delta(i\omega) \}.$$  

The label “$f$” indicates that these quantities correspond to the pseudo fermionic part of the mean-field Hamiltonian.

Within the mean-field formalism, the physical Green’s function factorizes to

$$G_\sigma(\tau) = G^{\text{f}}_\sigma(\tau) G^{\theta}(\tau),$$

where the pseudo fermion and the rotor Green’s function

$$G^{\text{f}}_\sigma(\tau) = \left\langle \begin{array}{c} \hat{d}_{\sigma}(\tau) \\ \hat{b}_{\sigma}(\tau) \end{array} \right\rangle_f,$$  

$$G^{\theta}(\tau) = \left\langle e^{-i(\theta(\tau) - \theta(0))} \right\rangle, \quad (36)$$

are defined with respect to the corresponding parts $H^f$ and $H^\theta$ of the mean-field Hamiltonian.

![FIG. 1. Rotor Green’s functions $G^\theta(\tau)$ for various parameters of the mean-field Hamiltonian $H^\text{m}$ (the “Atomic limit” is equal to $E^{\text{f}}_{\text{kin}} = 0$, $U^{dp} = 0.5$, $\beta = 40$ and $Q_0 = 2$. Panel (a) was evaluated at half filling $\langle \hat{L} \rangle_{\mu_0} = 0$, while panel (b) corresponds to the incommensurate filling $\langle \hat{L} \rangle_{\mu_0} = 0.2$. Note how the asymmetry caused by finite dopings is “washed out” by the last term in which is proportional to $E^{\text{f}}_{\text{kin}}$.

For a given set of hybridization strengths $V$’s and bath-site energies, the mean-field condition requires a self-consistent evaluation of the quantities $\langle e^{i\theta} \rangle_\theta$ and $E^{\text{f}}_{\text{kin}}$, while $h$ must be set such that saddle point condition is fulfilled.

Note that evaluating $E^{\text{f}}_{\text{kin}}$ still requires calculating $G^{\text{f}}(\tau)$ from the interacting impurity model. As compared to the original problem, the complexity of such calculations can be drastically reduced by acknowledging that often the intershell interaction $U^{dp}$ is of a similar magnitude as $U^{pp}$, such that $U^{pp} = U^{pp} - U^{dp}$ is small. The weak remaining interaction can be efficiently treated within a Hartree approximation. In this way, we end up with an quantum impurity model, in which the $p$ orbitals are non-interacting and can, therefore, be integrated out.

On the other hand, the rotor Green’s function $G^{\theta}(\tau)$ can be evaluated with minimal computational cost by diagonalizing the rotor Hamiltonian. This requires a truncation of the infinite spectrum of the rotor operator $\hat{L}$, which can then be written as a matrix of finite dimen-
sion. Upon increasing the dimension of the matrix, the results quickly converge towards those of the full $L$. FIG. 1 shows the rotor Green’s functions for different values of $E_{kin}^f$ and different fillings.

2. Spectral properties

In connection to realistic material investigations, the spectral function $A(\omega) = -\frac{1}{\pi} \text{Im} G(\omega)$ is of central interest, since it can be directly related to experimental photoemission and absorption spectra. The spectral function can be interpreted as a probability distribution function, whose integral thus has to be normalized to 1. This normalization is related to the anti-commutation relation of the electron operators $\{d, d^\dagger\} = 1$, $\{p, p^\dagger\} = 1$. By construction, this physical constraint is also fulfilled within the slave rotor formalism, since $\{de^{-i\theta}, d^\dagger e^{i\theta}\} = 1$ and $\{pe^{-i\theta}, p^\dagger e^{i\theta}\} = 1$. This still holds true for the mean-field implementation pursued in this paper. Indeed, using the Lehmann representation of the rotor Green’s function in the real frequency domain $G^d(\omega)$, one can easily show that the mean-field-induced factorization leads to a redistribution of spectral weight corresponding to the pseudo fermionic Green’s function $G^d_f(\omega)$.

3. Symmetry of the Rotor Green’s function

It is interesting to note that the rotor Green’s function is invariant under changes of the parameter $h$ that change the angular momentum $l$ by an integer value. This is most easily seen by considering the following transformation on the rotor Hamiltonian

$$H^\theta \rightarrow \tilde{H}^\theta = e^{-i\theta} H^\theta e^{i\theta} = h(\tilde{L} + 1) + \frac{U dp}{2} (\tilde{L} + 1)^2 + \frac{1}{2} E_{kin}^f (e^{i\theta} + e^{-i\theta}) .$$

(37)

Applying this transformation is equivalent to changing $h \rightarrow h + U dp$, and has the effect of decreasing the expectation value of the angular momentum

$$\langle \tilde{L} \rangle_{\tilde{H}^\theta} = \frac{1}{Z} \text{Tr} \{e^{-i\theta} e^{-\beta H} e^{i\theta} \tilde{L} \} = \langle \tilde{L} \rangle_{H^\theta} - 1 .$$

(38)

On the other hand, it is straightforward to show that applying this transformation to the Hamiltonian leaves the Green’s function unchanged

$$\bigg\langle e^{-i(\theta(\tau) - \theta(0))} \bigg\rangle_{\tilde{H}^\theta} = \bigg\langle e^{-i(\theta(\tau) - \theta(0))} \bigg\rangle_{H^\theta} .$$

(39)

This means that the rotor Green’s function is invariant under $h \rightarrow h + nU dp$, where $n \in \mathbb{Z}$ is an arbitrary integer. Furthermore, it implies that the symmetry property $G^d(\beta/2 + \tau) = G^d(\beta/2 - \tau)$, that can be observed in FIG. 1 (a) for a half filled system with $h = 0$ is periodically restored for $h = nU dp$, $n \in \mathbb{Z}$.

4. Simplifications at commensurate fillings

The above observations have some very practical implications. In particular, they allow for simplifications in the calculation of the rotor Green’s function at arbitrary integer fillings, which would otherwise only occur at half-filled systems due to particle-hole symmetry.

In the case of a half-filled system, the constraint [20] can be trivially fulfilled by setting $h = 0$, if the integer $Q_0$ is set equal to the number of orbitals. This holds true, irrespective of the value of $E_{kin}^f$.

Property [39] described in the previous section now implies, that the rotor Green’s function, at any commensurate filling $\langle \tilde{N} \rangle$, is identical to the one at half filling, corresponding to Hamiltonian [32] with $h = 0$.

Another way of seeing this is by reconsidering our freedom to choose the integer $Q_0$ in [14]. In the case of commensurate fillings $\langle \tilde{N} \rangle$, we can always set $Q_0 = \langle \tilde{N} \rangle$, such that the saddle point condition [20] is trivially fulfilled by a vanishing Lagrange multiplier $h = 0$, since

$$\langle \tilde{L} \rangle_{h=0} = \langle \tilde{N} \rangle - Q_0 = 0 .$$

(40)

In order to perform calculations at arbitrary commensurate fillings, it is thus sufficient to change the definition of the integer $Q_0$ and set $h = 0$.

C. Slave Rotor + Dynamical Mean Field Theory

In its essence, the slave rotor method described above can be seen as an efficient, approximate quantum impurity solver for the d-p problem described by Hamiltonian [1]. While the physics of impurity models is interesting by itself, much richer phenomena can be expected to emerge in lattice systems.

To describe such systems, our slave rotor method can be implemented in the framework of dynamical mean field theory [39] (DMFT).

This can be done in various ways. The most direct procedure would be to solve the mean-field system (Sec. [III B 1]) at every cycle of the DMFT loop. However, such an approach is conceivably inefficient, since solving the mean-field equations involves several runs of quantum Monte Carlo to get $G^f$ from Hamiltonian [26].

A more efficient strategy is to solve the mean-field equations at the same time as the DMFT self-consistency equations, by updating $\langle e^{i\theta} \rangle_0$, $E_{kin}^f$ and $h$ within the DMFT cycles.

The procedure is illustrated in FIG. 2 and consists of the following steps:
with

\[ H_0 = \sum_{\sigma} (e^d_{\sigma} - \mu) d^\dagger_{\sigma} d_{\sigma} + \sum_{\sigma} (e^p_{\sigma} - \mu) p^\dagger_{\sigma} p_{\sigma} \]

\[ + \sum_{\sigma} (V d^\dagger_{\sigma} p_{\sigma} + h.c.) \]

1. **Initialization:** The DMFT calculation is started with some initial guess for the Weiss field \( G^{\text{init}} \) or the hybridization function \( \Delta^{\text{init}} \) for the physical system. The pseudo fermionic hybridization function \( \Delta^f \) is set to \( \Delta^{\text{init}} \).

2. **Self-consistency loop:**

   (a) The hybridization function \( \Delta^f \) is transferred to the QMC solver, which evaluates the impurity Green’s function \( G^f \) corresponding to Hamiltonian \( \mathcal{H} \).

   (b) From the impurity Green’s function, we calculate the kinetic energy of the pseudo fermions via Eq. \( (33) \).

   (c) Using \( E^{f}_{\text{kin}} \), the rotor Green’s function \( G^\theta \) is evaluated from Hamiltonian \( \mathcal{H} \). FIG. 1 illustrates \( G^\theta (\tau) \) for two different fillings and various values of \( E^{f}_{\text{kin}} \).

   (d) The pseudo fermion- and rotor Green’s functions are used to reconstruct the physical Green’s function \( G(\tau) = G^f(\tau) G^\theta(\tau) \), which is used to calculate the self energy \( \Sigma \), the local Green’s function \( G_{\text{loc}} \), and, finally, the updates for the hybridization function \( \Delta \) and the Weiss field \( \mathcal{G} \).

   (f) The pseudo fermionic hybridization function is calculated as \( \Delta^f (\tau) = \Delta (\tau) (e^{\theta})^2 \mathcal{H} \), and transferred back to the QMC solver.

3. **Results:** The cycle is converged when the DMFT self-consistency condition \( G_{\text{loc}} = G_{\text{imp}} \) is fulfilled, and the values of \( (e^{\theta})^2 \mathcal{H} \) and \( E^{f}_{\text{kin}} \) are stabilized. If this is the case, the quantities of interest \( G(\omega), \Sigma(\omega), \) etc. can be extracted.

We note that FIG. 2 describes only one possible implementation of the slave rotor + DMFT method, leaving space for optimizations. In practice, e.g., it turned out that convergence can be further stabilized by updating \( E^{f}_{\text{kin}} \) (step (2) b)) and thus \( G^\theta \) only once every 3-5 cycles.

\[ H_{\text{hyb}} = \sum_{k\sigma} \left\{ \left[ d^\dagger_{\sigma} p^\dagger_{\sigma} \right] \left[ V_k^{dp} V_k^{dp} \right] \left[ b^\dagger_k b^\dagger_k \right] \right\} + \text{h.c.} \]

\[ + \sum_{k\sigma} E_k^{dp} b^\dagger_{k\sigma} b^\dagger_{k\sigma} + \sum_{k\sigma} E_k^{dp} b^\dagger_{k\sigma} b^\dagger_{k\sigma} \]

and

\[ H_{\text{int}} = \left( U^{dd} - U^{dp} \right) n^d_n n^d_n + \left( U^{pp} - U^{dp} \right) n^p_n n^p_n \]

\[ + \frac{U^{dp}}{2} \left( \tilde{N} - Q_0 \right)^2 . \]

The energies \( E_k^{dp} \) of the bath sites, as well as the hybridization matrix \( V_k \), are defined via the DMFT self-consistency equations and thus incorporate the structure of the lattice. In the following, we consider a two dimensional square lattice with on-site d-p hybridization \( V \) and intershell nearest neighbor hopping \( U^{dp} \), as depicted in FIG. 3. For the sake of simplicity, we will focus on the case where \( U^{dp} = U^{pp} \), such that \( U^{pp} = U^{pp} - U^{dp} = 0 \).
FIG. 3. Schematic representation of the two-orbital d-p model on a two-dimensional square lattice. Up to the chemical potential $\mu$, the d- and p-orbitals on each site are characterized by bare energy levels $\epsilon_d$ and $\epsilon_p$, respectively, with an on-site hybridization of strength $V$. In the spirit of the Zhang-Rice model, nearest-neighbor hoppings are d-to-p only, with a hopping-strength $t^{dp}$.

The hopping $t^{dp}$ will serve as our unit of energy and will thus be set to $t^{dp} = 1$.

The form of this model is reminiscent of the one resulting from the Zhang-Rice construction for the copper-oxide planes in Cuprate superconductors. In their paper, the construction is used to derive an effective two-orbital model on a two-dimensional square lattice, comprised of copper $d_{x^2-y^2}$ orbitals that hybridize with Wannier orbitals (formed as linear combinations of the oxygen $p_x$ and $p_y$ orbitals), centered at the d sites. In contrast to our model, the resulting system also includes hopping from the d orbitals to Wannier orbitals beyond nearest-neighbor sites, with an hopping amplitude that decreases as $|t_{ij}| \sim |r_i - r_j|^{-3}$.

B. Implementation and Benchmarking

In order to assess the performance of our slave rotor technique, it is benchmarked against reference results for which the full model Hamiltonian (41) – including inter-shell interactions – was solved with quantum Monte Carlo (QMC) techniques. In contrast to the other calculations, the reference curves are often afflicted by relatively high levels of noise. This is due to the negative sign problem, which emerges in QMC calculations for the interacting two-orbital model with off-diagonal hybridization. In order to contain the problem and render the DMFT calculations feasible, we rely on transformations of the orbital basis.

In addition to the reference calculations, the results of the slave rotor technique are compared to those obtained from the model with $U^{dp} = U^{pp} = 0$, as well as results from the shell folding scheme described in Section II B and from the Hartree-Fock approximation. Considering the case where $U^{dp} = U^{pp}$, both of the latter methods reduce the system to one where the p orbitals are effectively uncorrelated. The p electron fields can thus be integrated out and the problem is reduced to a correlated one-orbital model, which can be solved with quantum Monte Carlo techniques, without encountering

FIG. 4. Imaginary parts of the d orbital self energy, comparing the QMC results for the full Hamiltonian (reference) to results with $U^{dp} = U^{pp} = 0$ and to results obtained from different approximate techniques to treat the intershell interactions. Filling $N = 3$, model parameters $U^{dd} = 8.75$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $\Delta = 0$, $\beta = 32$. The on-site hybridization is $V = 3.5$ panel (a) and $V = 7$ in panel (b); the red arrows indicate the direction in which the results are changed by the intershell interactions, corresponding to a decrease (a) or an increase (b) in correlations.
a negative sign problem. This last point also holds true for the implementation of our slave rotor technique; in this case, however, p electron correlations are included via the slave rotors.

C. Representative results

In this section, we provide a proof of concept of our novel slave rotor method. For the sake of readability, we will only restrict ourselves to the most important results; a more exhaustive benchmark can be found in Appendix A where our method is tested in various parameter regimes.

Our slave rotor technique is a direct extension of the shell folding approach. As a first application, we thus show that it is able to cure the most important deficiencies of its progenitor: Being based on the assumption of generalized perfect screening, the shell folding scheme will always predict intershell interactions to decrease the correlations of the system. However, intershell interactions also lead to an increased energy cost for non-local charge excitations, thus increasing the electronic correlations. This can be demonstrated to hold true for finite on-site hybridization \( V \neq 0 \) by considering the atomic limit (see Appendix A and Ref. [10]).

First, we shall consider the case \( \langle \hat{N} \rangle = 3 \), which is motivated by the physics of transition metal oxides with partially filled d-bands and filled p-band (e.g. undoped CuO planes [33,37]). In this case, we can make use of the simplifications that come along in the case of commensurate fillings (see Sec. III B 4).

1. Two faces of intershell interactions

FIG. 3 illustrates the competition between these two effects by comparing the change in the imaginary parts of the d orbital self energies upon turning on intershell interactions for two different parameter sets. In panel (a), the on-site hybridization is set to \( V = 3.5 \), and intershell interactions decrease the correlations (red arrow up). On the other hand, setting \( V = 7 \), the effect is reversed and the additional interactions lead to an increase in correlations (red arrow down).

In both cases, the curve corresponding to the slave rotor approximation is rather close to the reference solution, correctly reproducing the effect of \( U^{dp} \) and \( U^{pp} \) for the different parameters. In contrast, the shell folding scheme drastically overestimates the decrease in correlations for both parameter sets. This is also the case for the Hartree-Fock approximations. While the corresponding results are better than the ones obtained from the shell folding approach, their deviations from the reference solutions are still bigger than those from the curves obtained from setting \( U^{dp} = U^{pp} = 0 \). This indicates error cancellation among higher-order terms and underlines the fact that naive low-order corrections can be worse than simply ignoring the intershell interactions.

2. Increasing the intershell interactions: The metal insulator transition

In FIG. 5 we show results from different methods for different strengths of \( U^{dp} (= U^{pp}) \). One effect of the intershell interactions is the redistribution of charge, induced by the effective change of the charge transfer energy \( \Delta \) due to the corresponding Hartree contribution. Here, we eliminate this effect by fixing the fillings of the d and the p orbitals to constant values \( \sum_d \langle n^d_\sigma \rangle = 1.1 \) and \( \sum_p \langle n^p_\sigma \rangle = 1.9 \). Without the Hartree terms, even weak intershell interactions significantly change the results, as can be seen in panel (a) of FIG. 5 where they correspond to only 10% of the d-d interaction. Further increasing \( U^{dp} \) and \( U^{pp} \) to 25% (panel (b)) and 50% (panel (c)) of \( U^{dd} \) leads to a localization of the conduction electrons, thus inducing a metal-insulator phase transition.

Comparing the different approximate schemes allows us to evaluate their performance for different intershell interaction strengths. As it can be anticipated from the perturbative character of the Hartree-Fock approximation, it succeeds rather well in approximating the effect of weak \( U^{dp} = U^{pp} \), slightly outperforming the slave rotor method (at least in the low frequency regime – a closer inspection of the high-frequency tail reveals a better performance of the slave-rotor methods). The shell folding scheme – generally presuming a reduction of the effective interaction strength – fails to predict the direction of the shift even at weak intershell interaction strengths.

The strength of our new slave rotor method becomes visible at stronger intershell interactions. In panels (b) and (c) of FIG. 5, the ever larger values of \( U^{dp} \) and \( U^{pp} \) push the system into the insulating phase, while the shell folding and Hartree-Fock approximations predict increasing spectral weight at the Fermi level. Only the slave rotor method reproduces the metal-insulator transition, giving even better results at stronger interactions. The fact that the slave rotor method is closer to the direct DMFT results at intermediate to strong interactions is reminiscent of analogous observations within the standard Slave Rotor method for the orbitally degenerate Hubbard model [38].

The performance of the slave rotor technique at weak interaction strengths could be optimized by discarding rotor states that are a priori unphysical, such as those with angular momentum \( Q^d + Q^p > 2(N^d + N^p) \) (\( N^d \) and \( N^p \) being the number of d and p orbitals, respectively; the factor two stems from the spin d.o.f.) and \( Q^d + Q^p < 0 \). Such an implementation has been suggested in Ref. [40] for the degenerate multi-orbital Hubbard model. In the case of our problem, such an approach would promise slightly better results in the case of incommensurate fillings. For incommensurate fillings, however, this technique is problematic since preserving the correct
non-interacting limit comes at the cost of violation of the fermionic anti-commutation relations, and vice versa.

3. Spectral properties - Results

FIG. 5 shows the spectral functions of the d and the p orbitals, comparing results from different methods. The parameters $\Delta, V$ and $\beta$ are equivalent to those in FIG. 4 (b), while $U^{dd} = 10, U^{dp} = U^{pp} = 0.5U^{dd}$ corresponds to a more strongly correlated regime. The results from all different calculations show sharp quasi-particle peaks at the Fermi level, both for the d and the p orbital, confirming the metallic character of the solution. Comparing panels (a) and (b), one remarks a strong similarity between the spectral functions of the two orbitals. This is due to the strong on-site hybridization $V = 7$ and the weak charge-transfer energy $\Delta = 0$. While this feature is captured by all techniques, only the results from the slave rotor approach remains close the reference curve at all energy scales. Remarkably, the shell folding and Hartree-Fock methods are outperformed by the quasi-particle approach, demonstrating that the slave rotor technique also provides decent results for the p orbitals. This is remarkable, since the correlations of the p orbitals are solely incorporated via the rotor Green’s function. A more extensive study of the spectral properties in different parameter regimes can be found in the Appendix.

It shall be noted that care must be taken in the interpretation of the real-frequency results. The spectral functions were obtained from analytic continuation of the Green’s functions on the Matsubara axis, which is known to be an ill-defined problem. Within the maximum entropy method which was applied here, the results depend on the specific choice of the default model. In order to allow for an objective comparison of the different methods, we used the same default model for all results corresponding to the same set of parameters.

Finally, we shall note that the spectral functions in FIG. 5, as well as most other spectral functions of metallic character shown in this paper exhibit little humps around the Fermi level. These are reminiscent of the specific form of the DOS of the 2d square lattice, renormalized by the quasi-particle $Z$ factor. Similar structures have been observed in previous works.

4. Incommensurate fillings

So far, we only considered systems at commensurate fillings. FIG. 6 shows the imaginary parts of the d orbital self energies for the case of an incommensurate total filling $N = 2.8$.

Compared to the results corresponding to case of $N = 3$, the slave rotor curves show a stronger deviation from the reference curves, which is particularly pronounced at lower frequencies. Earlier work already reported limitations of the slave rotor method (in the context of a sigma model approximation to the rotor Hamiltonian) away from half filling. Here, the increased inaccuracy at low frequencies is of a different origin, and must be attributed to the mean-field decoupling. At non-integer fillings, it is possible to have low-energy charge excitations; the energy scales thus cease to be well separated. On the other hand, the Hartree-Fock method performs remarkably well in the low-frequency regime close...
FIG. 6. Spectral functions of the d orbitals (a) and the p orbitals (b), comparing the QMC results for the full Hamiltonian (41) (reference) corresponding to model Hamiltonian (41) to results obtained from different approximate techniques to treat the intershell interactions: 1) Setting $U_{dp} = U_{pp} = 0$, 2) our Slave Rotor scheme, 3) Hartree-Fock and 4) Shell Folding. The total filling is set to $N = 2.8$, the model parameters are $U_{dd} = 10$, $U_{dp} = U_{pp} = 0.5U_{dd}$, $\Delta = 0$, $V = 7$, $\beta = 32$. All spectral functions were obtained from analytic continuation of the corresponding Green’s functions on the Matsubara axis by using the maximum entropy method.\[32\]

FIG. 7. Imaginary parts of the d orbital self energy, comparing the QMC results for the full Hamiltonian (41) (reference) corresponding to model Hamiltonian (41) to results obtained from different approximate techniques to treat the intershell interactions: 1) Setting $U_{dp} = U_{pp} = 0$, 2) our Slave Rotor scheme, 3) Hartree-Fock and 4) Shell Folding. The total filling is set to $N = 2.8$, the model parameters are $U_{dd} = 10$, $U_{dp} = U_{pp} = 0.5U_{dd}$, $\Delta = 0$, $V = 3.5$, $\beta = 32$. All spectral functions were obtained from analytic continuation of the corresponding Green’s functions on the Matsubara axis by using the maximum entropy method.\[32\]

to the Fermi level. Only at higher energies, the slave rotor method trumps the Hartree-Fock approximation, providing a good description of the high-frequency tail of the self energies.

As a final remark, it shall be noted that we observed the deviations to decrease upon approaching commensurate fillings, making our slave-rotor method well suited for applications in weakly doped regimes.

V. SUMMARY AND OUTLOOK

In summary, we have proposed a novel method that allows for an approximate description of intershell interactions in the context of impurity models with multiple electron shells. Our method is based on the shell folding approximation, which we have extended by taking into account the effect of fluctuations of the total local electron charge. This is achieved using the slave rotor technique, by introducing a rotor variable that represents the fluctuations of the total local charge.

Beyond the formal derivation of our technique, we have suggested and tested a practical implementation of our method, which relies on a simple mean-field decoupling of the rotor and fermionic degrees of freedom. In the case of a commensurate filling $\langle \hat{N} \rangle = 3$, we have found that the slave rotor method reproduces the different effects which intershell interactions can have on the electronic correlations, clearly outperforming the shell folding and the Hartree-Fock approximations. We further show that our method is capable of faithfully reproducing the scenario of an intershell interaction-driven metal-insulator transition. The quality of the slave rotor method is reduced in the case of incommensurate fillings. In this case, deviations from the reference results are found in the low frequency domain. Remarkably, however, the high frequency features are still reproduced accurately.

In this paper, we applied our method to a minimal model system. Its main merit, however, lies in its potential to allow calculations of more complex, realistic systems.

Potential applications of our method include all late transition metal oxides, where there is significant metal-to-ligand charge transfer. Even though intershell interactions in such compounds can be significant, they are usually ignored, or only treated on the Hartree-level. Here, our slave rotor method opens new routes for more
realistic calculations.

One application – and natural extension to the model Hamiltonian considered here – might be the three-band Emery model for cuprate systems. Theoretical studies on this model emphasized the importance of $U_{dp}$ in stabilizing the charge-transfer insulating state (in that work, the intershell interaction was, however, only treated on a Hartree level). More generally, our approach bears promise for treating late transition metal oxides, where d-p fluctuations are expected to play a role. An example would be NiO where the intershell interaction was calculated to be $U_{dp} = 2.2$ eV, which exceeds 25% of the d-d interaction. Including the corresponding terms might prove important to improve upon the – hitherto rather unsatisfactory – agreement between theoretical and experimental spectral properties. Similarly, our slave rotor method might be of use to further investigate the physics of other nickelate systems. Previous model studies were restricted to treating the ligand states as uncorrelated – or did not include them at all.

In the context of realistic materials calculations, it is of paramount interest to access real-frequency properties of the quantum systems such as the electronic spectral function. Here, the pathological problem of the analytic continuation could be circumvented by using methods like exact diagonalization or the numerical renormalization group, which would allow direct access to Green’s function. Since the rotor Hamiltonian can be easily diagonalized, the “composite”, physical spectrum could then be obtained directly.

The accuracy of the slave rotor method might be further improved by considering corrections beyond the mean-field approximation, which was applied to decouple the rotor and pseudo fermionic operators. This should also lead to an improved description in the case of incommensurate fillings. Another route might be to modify the rotor Green’s function to incorporate information about the anticipated low-energy behavior from analytic considerations. A similar approach has been successfully applied in the description of satellite features due to dynamic interactions.
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FIG. 8. Energy cost for a non-local charge transfer in the atomic limit (the lattice model corresponds to Hamiltonian (41) – see Fig. 3 – with $t_{dp} = 0$), with $N=3$ electrons per site. Various lines show the results for different charge-transfer energies; the d orbital interaction is fixed to $U_{dd} = 10$ and the on-site hybridization is $V = 3.5$.

Appendix A: Non-local charge excitation in the atomic limit

The results of the numeric simulations for the d-p model showed, that intershell interactions can have varying effects on the electronic correlations, depending on the parameter regimes under consideration. While screening from the ligand orbitals causes a decrease in correlation, there is an increased energy cost associated with non-local charge excitations, which can lead to an increase of correlations.

The latter effect is easily demonstrated in the atomic limit: Fig. 8 shows the energy cost of moving an electron from one lattice site to another (the corresponding system is illustrated in Fig. 3), when the initial filling per site is $N = 3$ and the sites are isolated from each other $t_{dp} = 0$. The figure clearly shows that, independently of the charge-transfer energy, intershell interactions increase the energy cost for displacing an electron. It must be noted that this is only true if the local hybridization $V \neq 0$. Otherwise, the result is independent of $U_{dp}$ and $U_{pp}$.

Appendix B: Benchmark test of the slave rotor technique

In this section we present results that allow for comparison of the slave rotor, shell folding and Hartree-Fock approximation in different parameter regimes. As before, we consider the two orbital model which we introduced
in Section [V A] the curves from the approximate methods are again benchmarked against those from the exact quantum Monte Carlo calculation (reference) and the results without \( U^{dp} \) and \( U^{pp} \). All figures in this section share the same structure: Panels (a) and (b) show the d- and p orbital Green’s functions on the imaginary time axis; the insets show the logarithm of the (absolute value of the) same quantities, in order to improve the distinction of the different curves. Panels (c) and (b) show the spectral functions of the d- and p orbitals, obtained from analytic continuation using the maximum entropy method [25]. Care must be taking when drawing conclusions from the comparison of these spectral functions, since the results of the analytic continuation algorithm is sensitive to the input parameters of the routine. Finally, panels (e) and (f) focus on the imaginary parts of the Green’s function and self-energy of the d orbital, which provides insights into the physics of the strongly correlated subspace. All of the following results were obtained at inverse temperature \( \beta = 32 \); as before, all parameters are given in units of the off-diagonal inter-site hopping \( t^{dp} \).

Fig. [9] and [10] were obtained at commensurate filling \( \langle N \rangle = 3 \), on-site hybridization \( V = 3.5 \) and bare charge-transfer energy \( \Delta = 0 \), for \( U^{dd} = 8.75 \) and \( U^{dd} = 10 \), respectively. In both cases, the additional interactions \( U^{dp} = U^{pp} = 0.5U^{dd} \) decrease the correlations. In Fig. [10] the system is in the vicinity of the metal-insulator transition, and deviations from the reference solution are stronger.

Fig. [11] was obtained at commensurate filling \( \langle N \rangle = 3 \) and on-site hybridization \( V = 3.5 \) however the bare charge-transfer energy and the d-d interaction are changed to \( \Delta = -5 \) and \( U^{dd} = 12.5 \), respectively. The increase of the bare p orbital energy leads to an enhanced p-d charge transfer, which amplifies the effect of the intershell interactions.

Fig. [12] and [13] show the results for commensurate filling \( \langle N \rangle = 3 \), on-site hybridization \( V = 7 \) and bare charge-transfer energy \( \Delta = 0 \), for \( U^{dd} = 10 \) and \( U^{dd} = 15 \), respectively. In the first case, the system is in the metallic regime and turning on \( U^{dp} = U^{pp} = 0.5U^{dd} \) leads to an increase in correlations. In Fig. [13] the system is a charge-transfer insulator. Here, the additional interactions result in a broadening of the spectral gap. The results from the shell folding and the Hartree-Fock approximations are completely off the reference results, even predicting metallic solutions. The result from the slave rotor method, on the other hand, is in good agreement with the reference.

Fig. [14] finally shows the results at an incommensurate filling \( \langle N \rangle = 2.8 \) with an on-site hybridization \( V = 3.5 \), bare charge-transfer energy \( \Delta = 0 \) and \( U^{dd} = 10 \). As explained above, the slave rotor solution shows a stronger deviation at low frequencies; the Hartree-Fock approximation, on the other hand is rather good in this regime. Only at higher frequencies, the slave rotor technique trumps the other methods.
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Parameters: $N = 3$, $U^{dd} = 8.75$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $V = 3.5$, $\Delta = 0$.

FIG. 9. Benchmarking different approximative methods to treat the intershell interaction in comparison to the Monte Carlo results for the full Hamiltonian Eq. (41) (black curve; “Reference”). Panels (a) and (b) show the imaginary time Green’s functions for the d and p orbital, respectively; panels (c) and (d) show the spectral functions for the d and p orbitals (respectively), obtained from the maximum entropy analytic continuation; panels (e) and (f) show the imaginary part of the Green’s function and self-energy (respectively) for the strongly correlated d orbital. $U^{dd} = 8.75$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $\epsilon^d = 0$, $\epsilon^p = 0$, $V = 3.5$, with total filling $N = 3$ and $\beta = 32$. 
Parameters: $N = 3$, $U^{dd} = 10$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $V = 3.5$, $\Delta = 0$.

FIG. 10. Benchmarking different approximative methods to treat the intershell interaction in comparison to the Monte Carlo results for the full Hamiltonian Eq. (41) (black curve; “Reference”). Panels (a) and (b) show the imaginary time Green’s functions for the d and p orbital, respectively; panels (c) and (d) show the spectral functions for the d and p orbitals (respectively), obtained from the maximum entropy analytic continuation; panels (e) and (f) show the imaginary part of the Green’s function and self-energy (respectively) for the strongly correlated d orbital. $U^{dd} = 10$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $\epsilon^d = 0$, $\epsilon^p = 0$, $V = 3.5$, with total filling $N = 3$ and $\beta = 32$. 

| Method                  | Color  | Description                      |
|-------------------------|--------|----------------------------------|
| Slave Rotor             | Blue   |                                 |
| Reference               | Black  |                                 |
| Shell Folding           | Red    |                                 |
| Hartree-Fock            | Green  | $U^{dp} = U^{pp} = 0$            |
Parameters: \( N = 3, \quad U^{dd} = 12.5, \quad U^{dp} = U^{pp} = 0.5 U^{dd}, \quad V = 3.5, \quad \Delta = -5. \)

FIG. 11. Benchmarking different approximative methods to treat the intershell interaction in comparison to the Monte Carlo results for the full Hamiltonian Eq. (41) (black curve; “Reference”). Panels (a) and (b) show the imaginary time Green’s functions for the d and p orbital, respectively; panels (c) and (d) show the spectral functions for the d and p orbitals (respectively), obtained from the maximum entropy analytic continuation; panels (e) and (f) show the imaginary part of the Green’s function and self-energy (respectively) for the strongly correlated d orbital. \( U^{dd} = 12.5, \quad U^{dp} = U^{pp} = 0.5 U^{dd}, \quad \epsilon^d = 0, \quad \epsilon^p = 5, \quad V = 3.5, \) with total filling \( N = 3 \) and \( \beta = 32. \)
Parameters: $N = 3$, $U^{dd} = 10$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $V = 7$, $\Delta = 0$.

FIG. 12. Benchmarking different approximative methods to treat the intershell interaction in comparison to the Monte Carlo results for the full Hamiltonian Eq. (41) (black curve; "Reference"). Panels (a) and (b) show the imaginary time Green’s functions for the d and p orbital, respectively; panels (c) and (d) show the spectral functions for the d and p orbitals (respectively), obtained from the maximum entropy analytic continuation; panels (e) and (f) show the imaginary part of the Green’s function and self-energy (respectively) for the strongly correlated d orbital. $U^{dd} = 10$, $U^{dp} = U^{pp} = 0$, $\epsilon^d = 0$, $\epsilon^p = 0$, $V = 7$, with total filling $N = 3$ and $\beta = 32$. 
Parameters: $N = 3$, $U^{dd} = 15$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $V = 7$, $\Delta = 0$.

FIG. 13. Benchmarking different approximative methods to treat the intershell interaction in comparison to the Monte Carlo results for the full Hamiltonian Eq. (41) (black curve; “Reference”). Panels (a) and (b) show the imaginary time Green’s functions for the d and p orbital, respectively; panels (c) and (d) show the spectral functions for the d and p orbitals (respectively), obtained from the maximum entropy analytic continuation; panels (e) and (f) show the imaginary part of the Green’s function and self-energy (respectively) for the strongly correlated d orbital. $U^{dd} = 15$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $\epsilon^d = 0$, $\epsilon^p = 0$, $V = 7$, with total filling $N = 3$ and $\beta = 32$. 
Parameters: $N = 2.8$, $U^{dd} = 10$, $U^{dp} = U^{pp} = 0.5U^{dd}$, $V = 3.5$, $\Delta = 0$.

FIG. 14. Benchmarking different approximative methods to treat the intershell interaction in comparison to the Monte Carlo results for the full Hamiltonian Eq. (41) (black curve; “Reference”). Panels (a) and (b) show the imaginary time Green’s functions for the d and p orbital, respectively; panels (c) and (d) show the spectral functions for the d and p orbitals (respectively), obtained from the maximum entropy analytic continuation; panels (e) and (f) show the imaginary part of the Green’s function and self-energy (respectively) for the strongly correlated d orbital. $U^{dd} = 10$, $U^{dp} = U^{pp} = 0$, $\epsilon^d = 0$, $\epsilon^p = 0$, $V = 3.5$, with total filling $N = 2.8$ and $\beta = 32$. 
Within the Hartree-Fock approximation, the p-p and inter-shell interactions are approximated on a mean-field level. Neglecting any spin-flipping terms, we get

\[ U^{pp} n^p_i n^p_j + U^{dp} (n^d_i + n^p_i)(n^p_j + n^p_j) \]
\[ \approx U^{pp} \left\{ n^p_i \left( n^p_i + n^p_j \right) + \left( n^p_j + n^p_j \right) \right\} \]
\[ + U^{dp} \left\{ (n^d_i + n^d_j)(n^p_i + n^p_j) + \left( n^p_i + n^d_j \right) (n^p_j + n^d_j) \right\} \]
\[ + \left\{ n^p_i + n^d_i \right\} \left\{ n^p_j + n^p_j \right\} \]
\[ - U^{dp} \left\{ \langle d^i_p \uparrow \rangle \langle p^i_d \downarrow \rangle + \langle d^i_p \downarrow \rangle \langle p^i_d \uparrow \rangle + \langle d^j_p \uparrow \rangle \langle p^j_d \downarrow \rangle + \langle d^j_p \downarrow \rangle \langle p^j_d \uparrow \rangle \right\} \]
\[ - U^{dp} \left\{ \langle d^i_p \uparrow \rangle \langle p^i_d \downarrow \rangle + \langle d^i_p \downarrow \rangle \langle p^i_d \uparrow \rangle + \langle d^j_p \uparrow \rangle \langle p^j_d \downarrow \rangle + \langle d^j_p \downarrow \rangle \langle p^j_d \uparrow \rangle \right\} \]

Within this approximation, the p electrons are treated as being effectively uncorrelated.
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