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Abstract

Sentence ordering aims to arrange the sentences of a given text in the correct order. Recent work frames it as a ranking problem and applies deep neural networks to it. In this work, we propose a new method, named BERT4SO, by fine-tuning BERT for sentence ordering. We concatenate all sentences and compute their representations by using multiple special tokens and carefully designed segment (interval) embeddings. The tokens across multiple sentences can attend to each other which greatly enhances their interactions. We also propose a margin-based listwise ranking loss based on ListMLE to facilitate the optimization process. Experimental results on five benchmark datasets demonstrate the effectiveness of our proposed method.

1 Introduction

Sentence ordering is the task of arranging sentences into an order so as to maximize the coherence of the text (Barzilay and Lapata, 2008). This task has been widely studied due to its significance in downstream tasks, such as determining the ordering of concepts in concept-to-text generation (Konstas and Lapata, 2012, 2013), information from various document in extractive multi-document summarization (Barzilay et al., 2002; Nallapati et al., 2017), and events in story generation (Fan et al., 2019; Zhu et al., 2020).

Early studies on sentence ordering generally use handcrafted linguistic features to model the document structure (Lapata, 2003; Barzilay and Lee, 2004; Barzilay and Lapata, 2008), which limits the application of these systems. Recent works apply neural networks to model the text coherence and solve the sentence ordering task. Typical methods are based on pointer network (Vinyals et al., 2015), which leverages attention as a pointer to select successively a member of the input sequence as the output. These methods (Gong et al., 2016; Cui et al., 2018; Wang and Wan, 2019; Yin et al., 2019) usually require sentence-by-sentence decoding to produce the reordered sentences. One drawback of such approaches is that the current time step prediction depends on the previous predictions, making it difficult for ordering a large set of sentences.

More recently, ranking-based frameworks and pre-trained language models have been applied to sentence ordering (Kumar et al., 2020; Prabhumoye et al., 2020). Different from sequential prediction, the ranking-based framework aims at predicting a global ranking score for each sentence and computing the order by sorting the scores. Sentence ordering can also benefit from the pre-trained language models (e.g., BERT (Devlin et al., 2019)), which enhance sentence representations. Prabhumoye et al. (2020) used BERT to judge the relative order between sentence pairs and applies a topological sort algorithm to infer the entire order. This method achieves the state-of-the-art performance, but with a high computational cost because it enumerates all sentence pairs. Kumar et al. (2020) proposed a method where each sentence is encoded by BERT and the interaction between sentences is captured by a transformer based on the sentence representations. The limitation here is that the separately encoded sentences cannot take the cross-sentence interactions between tokens into account. However, it is common that clues of sentence orders can be revealed by enabling across-sentence tokens to attend to each other. Taking the fourth sentence in Table 1 for example, “they” usually contributes little information in an isolated sentence representation, but

Table 1: An example of unordered sentences in a document and their correct order is on the left.

| (1) The family got together to go to the fair. |
| (2) When they arrived they saw some airplanes in the back of a truck. |
| (3) The kids had a hard time deciding what to ride first. |
| (4) Then they played some games to win prizes. |
| (5) Finally they played the dart game. |
when connected with “kids” in the third sentence, it becomes a strong indication of the sentence orders.

In this work, we propose a new structure to capture cross-sentence interactions between tokens for Sentence Ordering by fine-tuning BERT (which is called BERT4SO), and design a new listwise objective function accordingly. Instead of encoding each sentence separately, we propose to concatenate all sentences as a long sequence and leverage multiple [CLS] tokens to represent the sentences. Every token from any sentence can attend to others and their interaction information can thus be captured. Extensive experiments on five benchmark datasets demonstrate the effectiveness of our design. Besides, to further facilitate the optimization of our method, we also propose a margin-based ListMLE which successfully improve our method on small datasets.

2 Methodology

Assume that we have a set of $n$ sentences $\{s_{o_1}, \ldots, s_{o_n}\}$ with a random order $o = [o_1, \ldots, o_n]$, our task is to find the right order for these sentences $o^* = [o_1^*, \ldots, o_n^*]$. Following the existing work (Kumar et al., 2020; Prabhumoye et al., 2020; Zhu et al., 2021), this task is framed as a ranking problem, where the model is trained to predict a score $z_i$ for each sentence $s_i$, and the global order is determined by sorting it.

2.1 Fine-tuning BERT for Sentence Ordering

BERT (Devlin et al., 2019) is a pre-trained language model trained on several large corpora. Fine-tuning BERT has been successfully used in many downstream tasks such as question answering (Khashabi et al., 2020) and machine reading comprehension (Liu et al., 2019; Clark et al., 2019). Since BERT is pre-trained on tasks with only one or two sentences, it cannot be directly applied to sentence ordering with multiple sentences. Existing work (Kumar et al., 2020) alleviated this problem by encoding each sentence separately, but the interaction between tokens across sentences cannot be well-captured. In contrast, we propose to concatenate all sentences into a long sequence and use two segment embeddings in BERT to indicate their intervals. In so doing, each token can attend to all others so that the interaction among tokens can be captured. Moreover, after obtaining the contextual representations of sentences, we apply another multi-layer transformer to create the sentence representations at document level, which further capture the interactions among sentences. The final representation is used to calculate a score, and the global order is determined by sorting it.

Multiple Sentences Encoding

As illustrated in Figure 1, we insert a [CLS] token before each sentence and a [SEP] token after each sentence, and then concatenate all sentences as a long one. In the original BERT model, the [CLS] token is used to aggregate the features from a sentence or a sentence pair. We modify it by leveraging multiple [CLS] tokens to get representations for multiple sentences. Before feeding into BERT, three embeddings are used to represent a token: (1) Token embeddings are provided by pre-trained BERT. (2) In vanilla BERT, two segment embeddings ($E_A$ and $E_B$) are used to distinguish different sentences. To deal with multiple sentences within a document in our task, we propose to concatenate these segment embeddings alternatively to segment the whole sequence, e.g., for a document with three sentences $[s_1, s_2, s_3]$, the segment embeddings will be $[E_A, E_B, E_A]$. (3) Position embeddings are used to indicate the position of each token. The sum of the three embeddings is used as input to the BERT model. Then we use the output at the [CLS] position as the representation of each sentence.

Sentence Ordering

After obtaining the sentence representations, we stack several transformer layers as document encoder to further enhance the interaction between sentences and capture the document-level features. Different from sentence encoder, the input to document encoder is the sentence representations, thus it can capture more global perspective features. Finally, for each sentence $s_i$, we compute the final score $z_i$ by a decoder with two multi-layer perceptrons (MLPs) based on the sentence representations computed by the document encoder.
2.2 Margin-based ListMLE

ListMLE is a listwise ranking loss based on the relative order between each sentence and its following sentences\(^1\). It has been proven to be more effective (Kumar et al., 2020) than pointwise or pairwise losses in optimizing the transformer-based sentence ordering methods. Inspired by the idea of margin maximization in pairwise ranking (Joachims, 2002), we incorporate the idea into listwise loss in order to avoid underfitting and achieve a better convergence rate (Wang et al., 2018). For a document with \(n_i\) unordered sentences, assuming the correct order is \(o_i^t = [o_{i1}^t, \ldots, o_{in_i}^t]\), we propose the following modified margin-based listwise loss:

\[
\begin{align*}
F_j(k) &= \frac{\exp(z_{o_j^k})}{\sum_{l=j}^{n_i} \exp(z_{o_l^k})}, \\
\tilde{f}(j) &= \log F_j(j) + \sum_{k=j+1}^{n_i-1} \log(\gamma - F_j(k)), \\
L(\theta) &= -\sum_{i=1}^{N} \sum_{j=1}^{n_i-1} \frac{1}{n_i - j} \tilde{f}(j),
\end{align*}
\]

where \(\gamma\) is a hyperparameter. Eq. 1 is the normalized score of each sentence, and Eq. 2 aims at enlarging the margin of the correctly ordered sentence in \(j\)-th position, while lowering the margin of other sentences.

3 Experiments

3.1 Datasets and Evaluation Metrics

We conduct experiments on five datasets\(^2\). NeurIPS/AAN/NSF abstracts (Logeswaran et al., 2018). These datasets consist of abstracts from NeurIPS, ACL and NSF research award papers, including 3,259, 12,157, and 127,865 samples, respectively. The data are split into training, validation and test set according to the publication year. SIND captions (Huang et al., 2016). This is a visual story dataset with 50,200 stories. Each story contains five sentences. It is split into training, validation, and test set with the ratio of 8:1:1. ROCStory (Mostafazadeh et al., 2016). It is a commonsense story dataset with 98,161 stories. Each story comprises five sentences. We make an 8:1:1 random split on the dataset to get the training, validation and test set.

\(^1\)The computation of ListMLE is given in Appendix.
\(^2\)The download links can be found in the original paper. The detailed statistics of datasets and implementation of our model are presented in Appendix.

We use Kendall’s \(\tau\) and Perfect Match Ratio (PMR) as the evaluation metrics, both are commonly used in previous work (Gong et al., 2016; Logeswaran et al., 2018; Kumar et al., 2020).

Kendall’s \(\tau\): it is one of the most frequently used metrics for text coherence evaluation (Lapata, 2006; Logeswaran et al., 2018). It measures how much a ranking agrees with the ground-truth.

PMR: it calculates the percentage of samples for which the entire order of the sequence is correctly predicted (Chen et al., 2016).

3.2 Baseline Models

Various Pointer Network based Methods: CNN/LSTM+PtrNet (Gong et al., 2016), Variant-LSTM+PtrNet (Logeswaran et al., 2018), ATOrderNet (Cui et al., 2018), HierarchicalATNet (Wang and Wan, 2019), SE-Graph (Yin et al., 2019), and ATOrderNet+TwoLoss (Yin et al., 2020) all adopt CNN/RNN to obtain the representation for the input sentences and employ the pointer network as the decoder to predict order.

RankTxNet (Kumar et al., 2020) applies BERT and transformers to order the sentences. Different from ours, this model encodes each sentence separately and is trained by the ListMLE loss.

B-TSort (Prabhumoye et al., 2020)\(^3\) is the state-of-the-art model in sentence ordering. The model applies BERT to judge the relative order between each pair of sentences and build a graph based on the relative ordering. The global order is inferred by a topological sort algorithm on the graph.

3.3 Experimental Results

Table 2 shows the results of all models on the five datasets. We have the following observations:

(1) BERT4SO significantly outperforms all baselines on NSF, SIND, and ROCStory and achieves comparable results with the previous best method B-TSort on NeurIPS and AAN. Specifically, on ROCStory, BERT4SO outperforms B-TSort by around 5.5% \(\tau\) and 7.6% PMR. This result clearly demonstrates the effectiveness and wide applicability of our proposed method. (2) RankTxNet, B-TSort, and BERT4SO apply BERT for encoding sentences. We can see that they achieve better performance than other RNN-based ones. This demonstrates the superiority of applying BERT for sen-

\(^3\)Note that the results of B-TSort are slightly worse than those reported in the original paper, because the provided source code does not shuffle the sentence order on test set which arbitrarily improves the results.
Table 2: Results on five benchmark datasets. Models with \( \Diamond \) are implemented by provided source code while those with \( \heartsuit \) are implemented by ourselves. The numbers here are our runs of the model. \( \dagger \) and \( \ddagger \) denote significant improvements with our method in t-test with \( p < 0.01 \) and \( p < 0.05 \) respectively.

| Model              | NeurIPS \( \tau \) | NeurIPS PMR | AAN \( \tau \) | AAN PMR | NSF \( \tau \) | NSF PMR | SIND \( \tau \) | SIND PMR | ROCStory \( \tau \) | ROCStory PMR |
|--------------------|----------------------|-------------|----------------|----------|----------------|---------|----------------|-----------|----------------|---------------|
| CNN + PtrNet \( \heartsuit \) | 0.6976 | 19.36 | 0.6700 | 28.75 | 0.4460 | 5.95 | 0.4197 | 9.50 | 0.6538 | 27.06 |
| LSTM + PtrNet \( \heartsuit \) | 0.7373 | 20.95 | 0.7394 | 38.30 | 0.5460 | 10.68 | 0.4833 | 12.96 | 0.6787 | 28.24 |
| Variant-LSTM + PtrNet \( \heartsuit \) | 0.7258 | 22.02 | 0.7521 | 46.67 | 0.5544 | 10.97 | 0.4878 | 13.57 | 0.6852 | 30.28 |
| ATOrderNet \( \heartsuit \) | 0.7466 | 21.22 | 0.7493 | 40.71 | 0.5494 | 10.48 | 0.4823 | 12.27 | 0.7011 | 34.32 |
| HierarchicalATOrderNet \( \heartsuit \) | 0.7008 | 19.63 | 0.6956 | 30.29 | 0.5073 | 8.12 | 0.4814 | 11.01 | 0.6873 | 31.73 |
| SE-Graph \( \heartsuit \) | 0.7370 | 24.63 | 0.7616 | 41.63 | 0.5602 | 10.94 | 0.4804 | 12.58 | 0.6852 | 31.36 |
| ATOrderNet + TwoLoss \( \heartsuit \) | 0.7357 | 23.63 | 0.7531 | 41.59 | 0.4918 | 9.39 | 0.4952 | 14.09 | 0.7302 | 40.24 |
| RankTxNet \( \heartsuit \) | 0.7684 | 26.12 | 0.7744 | 38.84 | 0.4899 | 6.81 | 0.5528 | 14.80 | 0.7333 | 30.19 |
| B-TSort \( \heartsuit \) | 0.7884 | 30.59 | 0.8064 | 48.08 | 0.4813 | 7.88 | 0.5632 | 17.35 | 0.7941 | 48.06 |

Table 3: Results of BERT4SO trained on ensemble datasets of NeurIPS, AAN and NSF.

| Model             | NeurIPS \( \tau \) | NeurIPS PMR | AAN \( \tau \) | AAN PMR | NSF \( \tau \) | NSF PMR | ROCStory \( \tau \) | ROCStory PMR |
|-------------------|----------------------|-------------|----------------|----------|----------------|---------|----------------|---------------|
| Original          | 0.7778 | 30.70 | 0.8076 | 45.41 | 0.6379 | 13.00 | 0.5916 | 19.07 | 0.8487 | 55.65 |
| Ensemble          | 0.7516 | 24.13 | 0.8045 | 44.42 | 0.6344 | 12.78 | 0.5998 | 18.83 | 0.8468 | 55.04 |

Table 2: Results of BERT4SO trained on ensemble datasets of NeurIPS, AAN and NSF.

Table 3: Results of BERT4SO trained on ensemble datasets of NeurIPS, AAN and NSF.

Table 2: Results of BERT4SO trained on ensemble datasets of NeurIPS, AAN and NSF.

Table 3: Results of BERT4SO trained on ensemble datasets of NeurIPS, AAN and NSF.
References

Regina Barzilay, Noemie Elhadad, and Kathleen R. McKeown. 2002. Inferring strategies for sentence ordering in multidocument news summarization. J. Artif. Intell. Res., 17:35–55.

Regina Barzilay and Mirella Lapata. 2008. Modeling local coherence: An entity-based approach. Comput. Linguistics, 34(1):1–34.

Regina Barzilay and Lillian Lee. 2004. Catching the drift: Probabilistic content models, with applications to generation and summarization. In HLT-NAACL 2004, Boston, Massachusetts, USA, May 2-7, 2004, pages 113–120. The Association for Computational Linguistics.

Xinchi Chen, Xipeng Qiu, and Xuanjing Huang. 2016. Neural sentence ordering. CoRR, abs/1607.06952.

Kevin Clark, Minh-Thang Luong, Urvashi Khandelwal, Christopher D. Manning, and Quoc V. Le. 2019. BART: born-again multi-task networks for natural language understanding. In Proceedings of the 57th Conference of the Association for Computational Linguistics, ACL 2019, Florence, Italy, July 28-August 2, 2019, Volume 1: Long Papers, pages 5931–5937. Association for Computational Linguistics.

Baiyun Cui, Yingming Li, Ming Chen, and Zhongfei Zhang. 2018. Deep attentive sentence ordering network. In EMNLP 2018, Brussels, Belgium, October 31 - November 4, 2018, pages 4340–4349. Association for Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: pre-training of deep bidirectional transformers for language understanding. In NAACL-HLT 2019, Minneapolis, MN, USA, June 2-7, 2019, Volume 1 (Long and Short Papers), pages 4171–4186. Association for Computational Linguistics.

Angela Fan, Mike Lewis, and Yann N. Dauphin. 2019. Strategies for structuring story generation. In ACL 2019, Florence, Italy, July 28-August 2, 2019, Volume 1: Long Papers, pages 2650–2660. Association for Computational Linguistics.

Jingjing Gong, Xinchu Chen, Xipeng Qiu, and Xuanjing Huang. 2016. End-to-end neural sentence ordering using pointer network. CoRR, abs/1611.04953.

Ting-Hao (Kenneth) Huang, Francis Ferraro, Nasrin Mostafazadeh, Ishan Misra, Aishwarya Agrawal, Jacob Devlin, Ross B. Girshick, Xiaodong He, Pushmeet Kohli, Dhruv Batra, C. Lawrence Zitnick, Devi Parikh, Lucy Vanderwende, Michel Galley, and Margaret Mitchell. 2016. Visual storytelling. In NAACL HLT 2016, San Diego California, USA, June 12-17, 2016, pages 1233–1239. The Association for Computational Linguistics.

Thorsten Joachims. 2002. Optimizing search engines using clickthrough data. In Proceedings of the Eighth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, July 23-26, 2002, Edmonton, Alberta, Canada, pages 133–142. ACM.

Daniel Khashabi, Sewon Min, Tushar Khot, Ashish Sabharwal, Oyvind Tafjord, Peter Clark, and Hannaneh Hajishirzi. 2020. Unifedqa: Crossing format boundaries with a single QA system. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing: Findings, EMNLP 2020, Online Event, 16-20 November 2020, pages 1896–1907. Association for Computational Linguistics.

Ioannis Konstas and Mirella Lapata. 2012. Concept-to-text generation via discriminative reranking. In The 50th Annual Meeting of the Association for Computational Linguistics, Proceedings of the Conference, July 8-14, 2012, Jeju Island, Korea - Volume 1: Long Papers, pages 369–378. The Association for Computer Linguistics.

Ioannis Konstas and Mirella Lapata. 2013. Inducing document plans for concept-to-text generation. In EMNLP 2013, 18-21 October 2013, Grand Hyatt Seattle, Seattle, Washington, USA, A meeting of SIGDAT, a Special Interest Group of the ACL, pages 1503–1514. ACL.

Pawan Kumar, Dhanajit Brahma, Harish Karnick, and Piyush Rai. 2020. Deep attentive ranking networks for learning to order sentences. In AAAI 2020, IAAI 2020, New York, NY, USA, February 7-12, 2020, pages 8115–8122. AAAI Press.

Mirella Lapata. 2003. Probabilistic text structuring: Experiments with sentence ordering. In ACL 2003, 7-12 July 2003, Sapporo Convention Center, Sapporo, Japan, pages 545–552. ACL.

Mirella Lapata. 2006. Automatic evaluation of information ordering: Kendall’s tau. Comput. Linguistics, 32(4):471–484.

Sennan Liu, Shuang Zeng, and Sujian Li. 2020. Evaluating text coherence at sentence and paragraph levels. In Proceedings of The 12th Language Resources and Evaluation Conference, LREC 2020, Marseille, France, May 11-16, 2020, pages 1695–1703. European Language Resources Association.

Xiaodong Liu, Pengcheng He, Weizhu Chen, and Jianfeng Gao. 2019. Multi-task deep neural networks for natural language understanding. In Proceedings of the 57th Conference of the Association for Computational Linguistics, ACL 2019, Florence, Italy, July 28-August 2, 2019, Volume 1: Long Papers, pages 4487–4496. Association for Computational Linguistics.

Lajanugen Logeswaran, Honglak Lee, and Dragomir R. Radev. 2018. Sentence ordering and coherence modeling using recurrent neural networks. In AAAI 2018, IAAI 2018, EAAI 2018, New Orleans, Louisiana, USA, February 2-7, 2018, pages 5285–5292. AAAI Press.
Ilya Loshchilov and Frank Hutter. 2019. Decoupled weight decay regularization. In ICLR 2019, New Orleans, LA, USA, May 6-9, 2019. OpenReview.net.

Nasrin Mostafazadeh, Nathanael Chambers, Xiaodong He, Devi Parikh, Dhruv Batra, Lucy Vanderwende, Pushmeet Kohli, and James F. Allen. 2016. A corpus and evaluation framework for deeper understanding of commonsense stories. CoRR, abs/1604.01696.

Ramesh Nallapati, Feifei Zhai, and Bowen Zhou. 2017. Summarunner: A recurrent neural network based sequence model for extractive summarization of documents. In AAAI 2017, February 4-9, 2017, San Francisco, California, USA, pages 3075–3081. AAAI Press.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Köpf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. 2019. Pytorch: An imperative style, high-performance deep learning library. In NeurIPS 2019, 8-14 December 2019, Vancouver, BC, Canada, pages 8024–8035.

Shrimai Prabhumoye, Ruslan Salakhutdinov, and Alan W. Black. 2020. Topological sort for sentence ordering. In ACL 2020, Online, July 5-10, 2020, pages 2783–2792. Association for Computational Linguistics.

Oriol Vinyals, Meire Fortunato, and Navdeep Jaitly. 2015. Pointer networks. In NeurIPS 2015, December 7-12, 2015, Montreal, Quebec, Canada, pages 2692–2700.

Jiayun Wang, Sanping Zhou, Jinjun Wang, and Qi Qi Hou. 2018. Deep ranking model by large adaptive margin learning for person re-identification. Pattern Recognit., 74:241–252.

Tianming Wang and Xiaojun Wan. 2019. Hierarchical attention networks for sentence ordering. In AAAI 2019, IAAI 2019, EAAI 2019, Honolulu, Hawaii, USA, January 27 - February 1, 2019, pages 7184–7191. AAAI Press.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien Chaumond, Clement Delangue, Anthony Moi, Pierric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz, and Jamie Brew. 2019. Huggingface’s transformers: State-of-the-art natural language processing. CoRR, abs/1910.03771.

Fen Xia, Tie-Yan Liu, Jue Wang, Wensheng Zhang, and Hang Li. 2008. Listwise approach to learning to rank: theory and algorithm. In ICML 2008, Helsinki, Finland, June 5-9, 2008, volume 307 of ACM International Conference Proceeding Series, pages 1192–1199. ACM.

Yongjing Yin, Fandong Meng, Jinsong Su, Yubin Ge, Linfeng Song, Jie Zhou, and Jiebo Luo. 2020. Enhancing pointer network for sentence ordering with pairwise ordering predictions. In AAAI 2020, IAAI 2020, EAAI 2020, New York, NY, USA, February 7-12, 2020, pages 9482–9489. AAAI Press.

Yongjing Yin, Linfeng Song, Jinsong Su, Jiali Zeng, Chulun Zhou, and Jiebo Luo. 2019. Graph-based neural sentence ordering. In IJCAI 2019, Macao, China, August 10-16, 2019, pages 5387–5393. ijcai.org.

Yutao Zhu, Ruihua Song, Zhicheng Dou, Jian-Yun Nie, and Jin Zhou. 2020. Scriptwriter: Narrative-guided script generation. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, ACL 2020, Online, July 5-10, 2020, pages 8647–8657. Association for Computational Linguistics.

Yutao Zhu, Kun Zhou, Jian-Yun Nie, Shengchao Liu, and Zhicheng Dou. 2021. Neural sentence ordering based on constraint graphs. CoRR, abs/2101.11178.
Datasets | Max. | Avg. | Train | Val. | Test |
---|---|---|---|---|---|
NeurIPS ab. | 512 | 181.73 | 2,448 | 409 | 402 |
AAN ab. | 1,030 | 134.95 | 8,569 | 962 | 2,626 |
NSF ab. | 2,923 | 263.62 | 96,017 | 10,185 | 21,573 |
SIND captions | 288 | 58.61 | 40,155 | 4,990 | 5,055 |
ROCStory | 100 | 52.84 | 78,529 | 9,816 | 9,816 |

Table 4: The statistics of all datasets. Max. and Avg. stands for the maximum and average number of tokens in documents.

A ListMLE

ListMLE (Xia et al., 2008) is a surrogate loss to the perfect order 0-1 based loss function. Given a corpus with $N$ documents, the $i$th document with $n_i$ unordered sentences is denoted by $d_i = [s_1, \ldots, s_{n_i}]$. Assume the correct order of $d_i$ is $o_i^* = [o_{i1}^*, \ldots, o_{in_i}^*]$, then ListMLE is computed as:

$$L(\theta) = - \sum_{i=1}^{N} \log f(o_i^* | d_i), \quad (4)$$

$$f(o_i^* | d_i) = \prod_{j=1}^{n_i} \frac{\exp(z_{o_j}^*)}{\sum_{k=j}^{n_i} \exp(z_{o_k}^*)}. \quad (5)$$

With ListMLE, the model will assign the highest score for the first sentence and the lowest score for the last one.

B Statistics of Datasets

The statistics of all datasets are shown in Table 4.

C Implement Details

Our model is implemented by PyTorch (Paszke et al., 2019) and HuggingFace’s Transformers (Wolf et al., 2019). We train it on a TITAN V GPU with 12GB memory. We test {1,2,3} Transformer layers for the document encoder and choose two layers due to its best performance on validation set. The hidden size of the decoder is 200. AdamW optimizer (Loshchilov and Hutter, 2019) is applied for training. The learning rate is 5e-5 for sentence encoder (BERT) and document encoder (multi-layer transformers), and 5e-3 for MLPs. The batch size is 32. The model is trained with 5 epochs and 20% of all training steps are used for learning rate warming up. The margin hyperparameter $\gamma$ is tuned in {0.25, 0.5, 0.75, 1} and set as 1. All models are selected according to their performance (i.e., the sum of $\tau$ score and PMR score) on validation set.