Abstract

Existing method generates class activation map (CAM) by a set of fixed classes (i.e., using all the classes), while the discriminative cues between class pairs are not considered. Note that activation maps by considering different class pair are complementary, and therefore can provide more discriminative cues to overcome the shortcoming of the existing CAM generation that the highlighted regions are usually local part regions rather than global object regions due to the lack of object cues. In this paper, we generate CAM by using a few of representative classes, with aim of extracting more discriminative cues by considering each class pair to obtain CAM more globally. The advantages are twofold. Firstly, the representative classes are able to obtain activation regions that are complementary to each other, and therefore leads to generating activation map more accurately. Secondly, we only need to consider a small number of representative classes, making the CAM generation suitable for small networks. We propose a clustering based method to select the representative classes. Multiple binary classification models rather than a multiple class classification model are used to generate the CAM. Moreover, we propose a multi-layer fusion based CAM generation method to simultaneously combine high-level semantic features and low-level detail features. We validate the proposed method on the PASCAL VOC and COCO database in terms of segmentation groundtruth. Various networks such as classical network (Resnet-50, Resnet-101 and Resnet-152) and small network (VGG-19, Resnet-18 and Mobilenet) are considered. Experimental results show that the proposed method improves the CAM generation obviously.

1. Introduction

Generating class activation map (CAM) for deep classification network is an important task in computer vision. It is the basis of many weakly supervised computer vision tasks, such as segmentation\cite{9}\cite{22}\cite{2}\cite{5}, fine-grained classification\cite{14}\cite{16}\cite{18}, domain adaption\cite{6} and detection\cite{4}.

The existing CAM generation method consists of two steps: the training of the classification model, and the generation of the activation map. The training step is the basic step of CAM generation that can be summarized as

$$C = \text{CNN}_{c}(c_i | c_r)$$

where $c_i$ is the $i$th class for CAM generation, $c_r$ is the additional classes for comparison. $\text{CNN}_{c}$ is the deep classification network, and $C$ is the classification model by the training. The CAM generation indeed compares the differences between classes $c_i$ and $c_r$ so as to capture the discriminative regions inter the classes to form the activation region, where the activation regions are related to the class set $c_r$ used for comparing.

However, the existing method specifies $c_r$ as all the given classes, i.e., setting $c_r$ as a fixed set $\{c_1, ..., c_n\}$ (where $n$ is the number of the classes), and ignores the using of different classes of $c_r$, which leads to two problems. First, the highlighted region should be distinguished from all classes, resulting in the local region generation. Second, existing methods ignore the impact of the comparison classes on the CAM extraction. Note that by selecting appropriate $c_r$, more distinct regions can be activated, which results in more accurate activation map generation.

In order to observe the affection of the comparison classes, we conduct an experiment on CAM extraction by different comparison classes. Specifically, given the images of a class such as “Cat”, we consider the binary classification with comparison classes such as “Bottle”, “Chair”, and “Monitor”, and obtain the activation map for each binary classification task. Grad-CAM method\cite{15} is used to generate the activation map. Resnet-152 network is employed as backbone network, and PASCAL VOC 2012 dataset is considered. The original images, the corresponding class activation maps by each comparison class, and the activation map by all class (original Grad-CAM method) are displayed in Fig. 1.
Table 1. The results by Grad-CAM [15] on PASCAL VOC 2012 dataset, where the binary classification of all class pairs are considered. The value is the mIoU of the CAM (threshold by 0.15) and the segmentation groundtruth. The Top-k means to generate CAM by averaging the class activation maps of the best top k classes. “All” is the results by fusing CAM of all rest 19 classes. Grad-CAM is the baseline results by Grad-CAM. It is seen that the mIoU values of Top-k method are obviously larger than the traditional Grad-CAM method that uses all classes and one multi-class classification model.

| Class Name | Top1 | Top2 | Top3 | Top4 | All |
|------------|------|------|------|------|-----|
| aeroplane | 0.2703 | 0.2273 | 0.2140 | 0.1742 | 0.2136 |
| bottle | 0.2693 | 0.1705 | 0.2273 | 0.1345 | 0.2240 |
| boat | 0.2831 | 0.2047 | 0.1651 | 0.2255 | 0.5525 |
| cargo | 0.1991 | 0.1377 | 0.1872 | 0.1764 | 0.2349 |
| car | 0.2743 | 0.2003 | 0.2276 | 0.2099 | 0.3940 |
| cat | 0.2551 | 0.1818 | 0.2288 | 0.2934 | 0.2336 |
| sheep | 0.2551 | 0.1818 | 0.2288 | 0.2934 | 0.2336 |
| TVmonitor | 0.1991 | 0.1377 | 0.1872 | 0.1764 | 0.2349 |
| bottle | 0.2693 | 0.1705 | 0.2273 | 0.1345 | 0.2240 |
| boat | 0.2831 | 0.2047 | 0.1651 | 0.2255 | 0.5525 |
| cargo | 0.1991 | 0.1377 | 0.1872 | 0.1764 | 0.2349 |
| cat | 0.2551 | 0.1818 | 0.2288 | 0.2934 | 0.2336 |
| sheep | 0.2551 | 0.1818 | 0.2288 | 0.2934 | 0.2336 |
| TVmonitor | 0.1991 | 0.1377 | 0.1872 | 0.1764 | 0.2349 |

Figure 1. Examples of activation maps highlighted by different classes. The fusion maps and the activation maps by Grad-CAM are also displayed for comparison.

From the results, we can summarize that:

- The CAM extracted by different comparison classes are different. For example, the CAM by “Bottle” is very different from the one by “Monitor”.
- The CAM generated by all classes is blurred, while the results generated by the binary classification are more clear.
- The CAMs generated by these classes are complementary, such as the maps by “Chair” and “Monitor”.

Table 1 shows the objective values of the activation maps generated by all the binary classification models in PASCAL VOC validation dataset that further supports our observations. The activation map is extracted by Grad-CAM [15]. The objective value is the mIoU of the CAM mask (by threshold 0.15) and the segmentation groundtruth. The Top-k means to generate CAM by averaging the class activation maps of the best top k classes. “All” is the results by fusing CAM of all rest 19 classes. Grad-CAM is the baseline results by Grad-CAM. It is seen that the mIoU values of Top-k method are obviously larger than the traditional Grad-CAM method that uses all classes and one multi-class classification model. Specifically, given a
class \(c_i\) and its representative classes \(s = \{s_1, \ldots, s_N\}\), we generate the activation maps by each binary classification task \((c_i, s_k)\), and then combine them to generate the class activation map. We propose a multi-layer analysis fusion method with the aim of combining low-level and high-level features to enhance the CAM generation.

We conduct experiments on PASCAL VOC 2012 dataset with segmentation groundtruth. Several backbone networks including classical CNN network and small CNN network are considered. The experimental results show that the proposed method can obviously improve the CAM extraction with larger mIoU values.

2. Related Work

Several class activation map generation methods have been proposed recently \cite{zhou2016learning, chen2016attention, zhang2018cam, wang2019gradient, li2021attention}. Some methods first introduce the local mechanisms such as global max pooling \cite{zhou2016learning} and log-sum-exp pooling \cite{chen2016attention} to highlight the activation regions. Then, Zhou et al. \cite{zhou2016learning} propose CAM method that uses average pooling layer and FC layer to modify the high layers of the classification network. The CAM is then highlighted by averaging the last convolution layer weighted by the weights of the following FC layer. Better CAM can be generated. After that, several methods are proposed to enhance the CAM generation. An important extension is the Grad-CAM \cite{zhou2016learning} that uses the gradient signals to form the weights directly. Hence, the drawbacks of CAM that modifies the initial network is avoided.

By seeing the fact that the CAM generated by \cite{zhou2016learning} are usually local part region rather than the object regions, researchers try to solve such drawbacks to generate more activation regions. Erasing strategy that finds more activation regions by erasing the obtained regions is a useful solution, and is widely used. For example, Wei et al. \cite{wei2018learn} propose an adversarial erasing method that erases the obtained activation regions, and implement the CAM extraction again to obtain the next most activation regions. Such process iteratively implemented to find more regions. Kim et al. \cite{kim2018deep} propose a two-phase based method that first extract the activation map by CAM method. Then, the activation region is erased, and the rest region is send to the second phase learning by element-wise multiplication to extract more activation regions. Li et al. \cite{li2019adversarial} design additional loss for activation map that makes the output of classification network as small as possible when the activation regions are erased. Recently, Zhang et al. \cite{zhang2020adversarial} propose the adversarial complementary learning (ACoL) method that uses two classifier to extract the complementary object regions through the erasing operation. Better results can be obtained. However, these methods consider all classes, and fail to analyze the affects of the selection of the comparison classes that can provide more complementary regions.

3. The Proposed Method

The framework is shown in Fig. 2 where our method consists of three steps such as class selection step \(S\), CAM generation step \(A\), and fusion step \(F\).

Class selection step \(S\): Given a class \(c_i\) with images \(I_i = \{I_{i1}, \ldots, I_{in}\}\), and the rest classes \(\bar{c}_i = \{c_1, \ldots, c_{i-1}, c_{i+1}, \ldots, c_n\}\), we first select \(N\) classes from \(\bar{c}_i\) and build the representative class \(s = \{s_1, \ldots, s_N\}\) that will be used for extraction. We denote such process as \(s = S(c_i, \bar{c}_i)\).

CAM generation step \(A\): For each class \(s_k \in s, k = 1, \ldots, N\), we construct a binary classification task by class pair \((c_i, s_k)\), and extract the activation map \(M^k_{ij}\) for each image \(I_{ij}\) based on the binary classification by CAM extraction process \(A\), i.e., \(M^k_{ij} = A(I_{ij}, s_k)\).

Fusion step \(F\): Given the class activation maps \(M^k_{ij}, k = 1, \ldots, N\) for image \(I_{ij}\), we combine these activation maps by \(F\) process, i.e., \(M_{ij} = F(M^k_{ij}), k = 1, \ldots, N\), and the final class activation map \(M_{ij}\) is generated.

Here, we propose a clustering based method for process \(S\), and multiple binary based CAM fusion framework and a multi-layer based CAM extraction method for process \(A\). The merging method \(F\) is achieved simply by the map averaging. We next detail these steps.

3.1. The Class Selection Step: \(S\)

Intuitively, the class in \(s\) can be selected randomly. However, such process ignores the differences of classes on activating the regions. Here, we select the regions based on class similarity, and try to select classes that are very dissimilar. Two selection methods are proposed.

3.1.1 Selection by Similarity Sorting

The first one is a similarity-based sorting and selection method. Specifically, the similarity is represented by a matrix \(B\) where \(B_{ij}\) depicts the similarity between classes \(c_i\) and \(c_j\). For the class \(c_i\), the \(i\)th row means the similarities between the rest classes and \(c_i\). The larger the value, the more similar the two classes. By the similarity, we sort the class index by descending order. The classes in different positions has different similarity to \(c_i\), and they are different with each other. Therefore, we select classes from different positions. For simplicity, we use the fixed position for the selection.

An example can be found in Fig. 3 where the ranked classes of the class “aeroplane”, “bus”, and “cow” are displayed. It is seen that the “Car”, and “Train” are similar to the class “Bus”. They are highly likely to have the same activation region. Therefore, we intend to select one of them only as our representative class.
3.1.2 Generating the Similarity Matrix by False Classification

The sorting based selection method depends on accurate similarity matrix $B$. We use the false positive probability of the classification model to construct the similarity matrix. Specifically, we first train the classification model for all classes. Given an image $I_{ik}$, the output of the final softmax layer is the probability vector $v_{ik} = \{v_{ik}(1), \cdots, v_{ik}(n)\}$ where $v_{ik}(l)$ means the probability of the image classifying to class $c_l$. Then, for a pair of classes $(c_i, c_j)$, we sum the probability value of the images in $c_i$ classifying to class $c_j$, and use the sum value as the similarity value $B_{ij}$, i.e.,

$$B_{ij} = \sum_k v_{ik}(j)$$

(2)

It is seen that the larger the value of $B_{ij}$, the more similar the two classes $c_i$ and $c_j$.

3.1.3 Selection by Clustering Strategy

For the sorting-based selection method, it ensures that classes similar to $c_i$ have similar relationships, such as “Cow” and “Dog” to “Cat”. However, the relationships between its dissimilar classes are still unknown. To this end, we further consider all the relationships between classes, and use clustering to enhance the class selection.

Our idea is simple that we cluster all the classes into $N$ clusters according to their similarity relationships. Therefore, the similar classes are grouped into one class. We then select the class from different clusters, and form the representative class set.

The clustering is based on the similarity matrix $B$. Here, we use the method above to construct the similarity matrix $B$. Since the similarity is obtained by the classification model, it is hard to measure the similarity between a sample and a cluster center. The traditional k-means method cannot be directly applied here. To this end, we propose an improved K-means method by using the averaging distance to replace the distance between samples and cluster center.

Specifically, we first divide all the classes into $N$ clusters randomly. Then, for each class $c_i$, we calculate the average similarity value between $c_i$ and the samples in the cluster $g_j$, and move $c_i$ into the cluster with the largest average similarities. The above processes are iterative implemented until the stop of the updating. After clustering, we select one class from each cluster to form $c_s$. Here, we sort the classes in each cluster $g_j$ by the similarity values with the given class. Then, we select the $k'$th class from each cluster as $s_j$.
3.2. The Class Activation Map Generation Step: A

Rather than training a multi-class based model, our CAM extraction is based on multiple binary classification models. Specifically, given a class $c_i$ and a set of selected classes $s = \{s_1, \ldots, s_N\}$, we generate the activation map of $I_{ik} \in c_i$ by considering each class in $s$. First, we generate the activation map $M_{ij}^k$ based on the binary classification model with each class pair $(c_i, s_k)$. Then, we fuse the activation maps $M_{ij}^k$, $k = 1, \ldots, N$ to produce the final activation map.

Given two classes $(c_i, s_k)$, we extract the CAM based on Grad-CAM extraction method. Since the Grad-CAM uses high-level convolution features only, the high-level features lack location details, and makes the activation map blurred. Here, we improve grad-cam by multi-layer fusion. Specifically, we first extract the activation map by different feature layers. Then, we add these activation maps to obtain the final activation map.

The proposed network is shown in Fig. 4. Compared to the traditional Grad-CAM method, we not only generate the activation map in the last layer, but also output the activation map in the front layer, i.e., we add the grad-cam generation branch to each layer and generate a series of class activation maps, as shown in the figure. The final activation map $M_k$ is then achieved by fusing the previous activation maps. The fusion manner can be found in Fig. 5.

In training the classification network, many classical networks such as VGG-16, Resnet-50, Resnet-101, and Resnet-152 can be selected. Since we use binary classification in generating the CAM, the network with small size such as Resnet-18 and mobileNet can also be employed.

3.3. The Fusion Step: $F$

After obtaining the activation map $M_{ij}^k$ for all the classes in $s$, we average these activation maps, and obtain the final activation map, i.e., $M_{ij} = \sum_{k=1}^{N} M_{ij}^k$.

4. Experiment

4.1. Dataset

We verify our method by PASCAL VOC 2012 and COCO 2017 dataset. The PASCAL VOC 2012 contains 20 classes. The training dataset with 11658 images, and the validation dataset with 1449 images are used. In our experiment, all the classification models such as 20-class based classification model and multiple binary classification models are trained by the training dataset. The COCO 2017 dataset consists of 80 classes. We train the classification network on training dataset (by images with single class label only) and extract the class activation map from the validation dataset.

4.2. Experiment Setup

In normalizing the images, the short border of all images are resized to 224. Then, the center region with size 224 is cut out from the resized image as the normalized images. In our training, our batch size is set to 24.

Our 20-class based classification network is initialized by model pretrained on ImageNet. We set the initial learning rate to 0.0001. The learning rate is dynamically reduced with scale 0.5 when the reduction of the loss is very small within 5 epochs. A total of 200 epochs are trained in our experiments.

In training the binary classification network, the network pretrained on ImageNet is used as the initial model. We set the learning rate to 0.0001. we end the training when the classification accuracy is larger than 0.95 or the epoch number is larger than 10. We train our network on the NVIDIA GeForce GTX1080 with memory of 8GB using the PyTorch 0.4 framework.

4.3. Implementation Details

In generating the similarity matrix, we use the VGG-19 as the backbone network to train the classification model.
To generate accurate classification model, we select the images with single class label for training. Here, we use the images from PASCAL VOC dataset for simple. Note that the training images from other datasets such as COCO and ImageNet can also be used for the training here, since the classification network is used only to generate the similarity relationships between classes.

We set the cluster number as four empirically to make a trade off between the performance and training burden. We use the clustering method described above to cluster 20 classes into four classes with no less than 4 samples per cluster. It is interesting to see that the final clustering result
by our method is \{aeroplane, bird, cow, sheep\}, \{bicycle, bus, car, motorbike\}, \{boat, bottle, dining table, horse, person, potted plant, train\}, \{cat, chair, dog, sofa, tv monitor\} for PASCAL VOC dataset.

In generating the multi-layer CAM, for Resnet, we generate the CAM of each block (a total of 4 feature blocks), and add them together. Then, we multiply the sum map by the CAM of the final layer to obtain the final CAM. For VGG network, we generate the CAM from the convolution feature before max pooling layers (a total of 5 feature layers). The fusion method is the same to the Resenet. For Mobilenet, we add the CAM generation after each down-sampling layer.

4.4. Results on PASCAL VOC dataset

4.4.1 Subjective Results

Some class activation maps obtained by our method are displayed in Fig. 5 where the original images, the CAM by all classes (Grad-CAM), the CAM by our selected representative classes, and the final CAM are displayed. The Resnet-101 network is used for training. It is seen that the activation maps by these representative classes are different, and they are complementary. The class activation maps by our fusion method are better than the CAMs of each representative class and the initial Grad-CAM, which demonstrates the effectiveness of the proposed method.

Fig. 6 displays some activation maps by different layers. The original image, the class activation maps of different layers, and the fusion CAM are displayed. Resnet-101 is used. It is seen that the CAM by low-level layer depicts edges well but contains noise regions. The CAM of the high-level is blurred, but with more accurate localization. By their combination, the final CAM is more accurate.

4.4.2 Objective Results

We next show the objective results by our method and the comparison method. As we mainly verify the enhancement of our method on the existing class activation generation methods, we compare mainly with the baseline method such as Grad-CAM. Since the CAM generation is used widely in weakly supervised semantic segmentation, we use more detailed segmentation annotations as the groundtruth. The mIoU is used for verification. Larger the value of mIoU, better the CAM extraction. Since the CAM is a probability map rather than binary segmentation task, as usually used in the CAM evaluation, we use a threshold \(T = 0.15\) to threshold the class activation map, and obtain the segmentation mask.

We display the results in Table 2 and Table 3 for PASCAL VOC 2012 validation and training dataset respectively. The mIoU values by the baseline method (Grad-CAM [15]), the random selection method (selecting the representative classes randomly), the proposed cluster-based classification method and their combination with the proposed processes such as multi-layer CAM generation \(A\) and fusion method \(F\) are displayed. It is interesting to see from Table 2 that the random method improves the baseline method on network with small size, such as VGG-19, and Res-50, while the results becomes worse when the network is large, such as Res-101 and Res-152. By using the proposed multi-layer CAM generation method (i.e., process \(A\)), the results on all the networks are obviously improved. Such observation is also supported by Table 3 for training data. This demonstrates the effectiveness of the proposed multi-layer CAM generation.

Compared the networks in the row of “Baseline”, it is seen that larger network obtains better mIoU values such as 29.21 for Res-152 and 27.72 for Res-50. Compared the proposed method “S-1+A+F” with “Random+F”, we can see our method obviously improves the CAM generation. Moreover, the best mode for each network on validation network are “S-4+A+F”, “S-1+A+F” and “S-1+4+F” for Res-50, Res-101 and Res-152, respectively. For training dataset, the best mode are “S-4+A+F”, “S-1+A+F”, and “S-1+4+F” for Res-50, Res-101 and Res-152 that are the same to the validation dataset. This demonstrates the effectiveness of our combination mode.

In the view of ablation, we can see that when we delete our selection strategy (\(S\) and \(Rank\)), and our multi-layer CAM generation \(F\), the values decrease very large (34.66 to 27.24 on validation dataset, and 35.93 to 29.41 on training dataset). Meanwhile, when we delete the process \(A\), the mIoU values also decrease obviously. But when combing the selection strategy and multi-layer CAM generation, the proposed method becomes better than each of them. This further demonstrates the effectiveness of our combination.

We also show the mIoU values by network with small size, since our method is based on binary classification tasks that can be implemented by small network. The results are displayed in Table 4 where VGG-19 (VGG-19), Resnet-18 (Res-18) and Mobilenet-v2 (Mob) are displayed. It is seen that our method obviously improves the mIoU than baseline method. Meanwhile, sorting-based selection method obtains the best results among all of these manners. This indicates that sorting-based selection should be employed for small network. However, the mIoU values by cluster-based selection method are very close to the values of the sorting-based method (34.62 vs 35.87, 30.90 vs 31.23, 26.21 vs 26.31 for VGG-19, Res-18, and Mobilenet respectively). This further indicates the effectiveness of the proposed cluster-based selection method. It is also seen that the mIoU by very small network such as Res-18 and mobilenet are 31.23 and 26.31 by our method, which outperforms or be comparable to the baseline results by deeper network Res-152. We will study the implementation of the
Table 2. The mIoU values by baseline and the proposed method on PASCAL VOC validation dataset. The mIoU values by baseline and the proposed method. “Baseline” is the Grad-CAM since we use it as the basic CAM generation method. “Random” is the selection manner that randomly selects the representative classes. “S”, “A”, and “F” are our cluster based class selection, the multi-layer CAM generation, and our multiple binary classification based CAM generation method. “Rank-a” and “Rank-b” means the proposed fixed selection orders such as [3,9,14,17] and [3,8,13,18] respectively. “S-k” means the kth class ranked by the similarity is selected for each cluster.

| Method            | Res-50 | Res-101 | Res-152 |
|-------------------|--------|---------|---------|
| Baseline          | 25.49  | 27.94   | 27.24   |
| Random+F          | 27.06  | 26.38   | 25.72   |
| Random+A+F        | 28.77  | 32.68   | 33.56   |
| Rank-a+F          | 27.03  | 26.54   | 25.80   |
| Rank-a+A+F        | 29.34  | 32.57   | 33.39   |
| Rank-b+F          | 26.64  | 26.16   | 25.37   |
| Rank-b+A+F        | 29.17  | 32.86   | 33.30   |
| S-1+F             | 27.19  | 27.25   | 26.60   |
| S-2+F             | 28.40  | 33.43   | 34.66   |
| S-2+A+F           | 27.25  | 26.72   | 26.14   |
| S-3+F             | 26.86  | 32.88   | 33.48   |
| S-3+A+F           | 29.40  | 32.00   | 33.44   |
| S-4+F             | 26.27  | 25.45   | 24.76   |
| S-4+A+F           | 29.89  | 32.57   | 32.95   |

Table 3. The mIoU values by baseline and the proposed method on PASCAL VOC training dataset. The terms in the first row is the same to the ones in Table 2.

| Method            | Res-50 | Res-101 | Res-152 |
|-------------------|--------|---------|---------|
| Baseline          | 27.72  | 29.41   | 29.21   |
| Random+F          | 28.92  | 28.97   | 27.87   |
| random+A+F        | 30.15  | 33.80   | 35.11   |
| Rank-a+F          | 29.15  | 28.88   | 27.86   |
| Rank-a+A+F        | 30.33  | 33.98   | 34.96   |
| Rank-b+F          | 29.04  | 28.51   | 27.57   |
| Rank-b+A+F        | 30.23  | 33.98   | 34.71   |
| S-1+F             | 29.53  | 29.39   | 28.75   |
| S-1+A+F           | 29.72  | 34.43   | 35.93   |
| S-2+F             | 29.41  | 28.74   | 28.05   |
| S-2+A+F           | 29.76  | 34.26   | 34.75   |
| S-3+F             | 29.08  | 28.35   | 27.94   |
| S-3+A+F           | 30.26  | 33.17   | 34.82   |
| S-4+F             | 28.69  | 27.72   | 26.96   |
| S-4+A+F           | 31.01  | 33.68   | 34.22   |

4.5. Results on COCO 2017 Dataset

We next verify the proposed method on COCO 2017 dataset, which consists of 80 classes. In our verification, the mode “S-1+A+F” and ResNet101 are used. We train the classification network on training dataset (by images with single class) and extract the class activation map from the validation dataset.

The results by our method on COCO 2017 dataset are displayed in Fig. 7, where the original images (“Image”), the activation maps of different layers (“Layer1”-“Layer4”), the sum of the activation maps of the layers (“Adding”), and our final activation map (“Fusion”) are displayed. The activation maps by baseline method (“Grad-CAM”) and the groundtruth (“GT”) are also displayed for comparison. It is seen that the proposed method extracts the activation maps successfully from these images. Moreover, the activation maps by the proposed method (“Fusion”) are better than the rest maps and the baseline method [15].

The mIoU values on COCO 2017 dataset are shown in Table 5. “Ours” and “Our w/o fusion” are the results of our method using and without using the proposed multiple-layer based CAM generation method respectively. It is seen that using our multiple-layer based CAM generation method can obtain better results (15.41 vs 12.85). Furthermore, the mIoU values on COCO 2017 dataset are small, which is caused by the complicated backgrounds, the multiple class of objects and the multiple instances of each class in the images of COCO 2017 dataset. The mIoU value of each class by our method can be found in Fig. 8.
Figure 7. The activation maps by the proposed method on COCO 2017 dataset. “Layer1”, “Layer2”, “Layer3”, “Layer4” and “Adding” are the CAMs of four different layers, and the sum of the four maps. “Fusion” is our final results. “Grad-CAM” and “GT” are the baseline method [15] and groundtruth, respectively.

Figure 8. The mIoU values on COCO 2017 dataset by the proposed method and the existing methods. x-axis: the class name. y-axis: the mIoU value.

4.6. Comparisons with More Existing Methods

We finally compare our method with several existing methods such as CAM [21], Grad-CAM [15], ACoL [20] and CBAM [18]. The codes publicly released by the authors are used. Since the generation models on PASCAL VOC 2012 and COCO 2017 dataset are not provided in these source codes, we train the models by the two datasets. For CAM, we use ResNet101 as the backbone network. For ACoL, we use VGG19 (VGG16 is suggested in the released code) that can obtain better results as the backbone network. For CBAM, we use ResNet50 (obtains better results than ResNet101 in our experiments) as the backbone network.

Some subjective results are displayed in Fig. 9 where the original images, the activation maps by the existing methods and our method (“Fusion” and “w/o Fusion” are our methods using and without using the multiple-layer based CAM generation) are displayed. Groundtruth (“GT”) is also displayed. It is seen that our method obtains better maps than the existing methods.

The mIoU values by the comparison methods and our method are displayed in Table 5. The detailed mIoU values by these methods on COCO 2017 dataset can be found in Fig. 8. It is interesting to see that the results by ACoL and CBAM are smaller than CAM and Grad-CAM methods. The reason is that ACoL is based on erasing strategy

---

1. https://github.com/metalbubble/CAM
2. https://github.com/xiaomengyc/ACoL
3. https://github.com/Jongchan/attention-module
which performs well when the object is large, and the image contains single class of object. But when the objects are small, and the images contain multiple classes of objects as usually appeared in PASCAL VOC 2012 and COCO 2017 datasets, the objects are highly likely to be erased in the first stage, and second most activation regions by the second stage are usually the regions of different class of objects, which reduces the mIoU values. For CBAM, the attention model is used to enhance the convolution features. It focuses on attention regions that may belong to different classes. It is also seen that the proposed method outperforms the existing methods well, since our method selects representative classes for each class that can avoid the interferences of the classes, and generate better class activation maps.

### 5. Conclusion

This paper proposes a new class activation map generation method by selecting representative classes, with the aim of fusing the complementary regions activated by different classes. A clustering based class selection method is first proposed. The classification based similarity matrix construction and the improved k-means clustering method are proposed for the selection. Then, we propose a multi-layer based CAM generation method. The multiple binary classification based CAM generation with a simple fusion method is finally introduced to generate the activation map. Experimental results show that the proposed method can improve the basic Grad-CAM method obviously. Moreover, small CNN networks also work well on our method due to our multiple binary classification based strategy.
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