Abstract
Deep reinforcement learning (DRL) is a very active research area. However, several technical and scientific issues require to be addressed, amongst which we can mention data inefficiency, exploration-exploitation trade-off, and multi-task learning. Therefore, distributed modifications of DRL were introduced; agents that could be run on many machines simultaneously. In this article, we provide a survey of the role of the distributed approaches in DRL. We overview the state of the field, by studying the key research works that have a significant impact on how we can use distributed methods in DRL. We choose to overview these papers, from the perspective of distributed learning, and not the aspect of innovations in reinforcement learning algorithms. Also, we evaluate these methods on different tasks, and compare their performance with each other and with single actor and learner agents.
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1. Introduction
Deep reinforcement learning (DRL) has achieved remarkable success in a range of tasks, from real-world problems (Kalashnikov et al., 2018) to games (Silver et al., 2016). Moreover, focus on a large scale has caused to solve some challenging games such as StarCraft 2 (Vinyals et al., 2017) and Dota (OpenAI). While these successes have been considerable, the development has been mostly in single-task performance. Also, DRL heavily relied on trial-and-error and empirical evaluation, and need the agent to explore a lot that makes the time a bottleneck. Consequently, there is a significant demand for distributed approaches to advance this field.

At the same time, progress in distributed systems and algorithms has been fundamental to the recent success of deep learning. Various advancements in developing distributed variants of gradient descent algorithms, and deep learning frameworks (Goyal et al., 2017; You et al., 2017; Abadi et al., 2016) have been invented that scale-up training required for growth in the field. Thus, researchers proposed and developed distributed architectures for DRL empowering agents to learn from experience faster, leverage exploration strategies, and become capable of learning a diverse set of tasks simultaneously.

A novel characteristic of reinforcement learning is that the agent has an active impact on how the data is generated by interacting with its environment and storing experience trajectories. So DRL would utilize distributed methods by generating more data per time unit, in
addition to parallelizing gradient descent and other parallelizable computations in training. This article is an overview of current ongoing research directions by analyzing approaches using distributed methods in DRL and providing a unified view of the state-of-the-art. Our study is not meant to be exhaustive; we just review the research works that have a fundamental contribution to distributed DRL.

There have also been so many methods to multi-agent reinforcement learning (Bansal et al., 2017; Tampuu et al., 2017; Mordatch and Abbeel, 2018), in which, there are a number of agents operating within a single shared environment, each of which aims to optimize its long-term return by interacting with the environment and other agents. However, in this article, we review the papers seeking to solve a single-agent problem by exploiting parallel computation and decentralized data generation. Some works apply several distributed frameworks (like MapReduce) in large matrix multiplications (Li and Schuurmans, 2011). Nevertheless, they are not applicable to non-linear representations, so we do not review them.

This review paper is organized as follows. In the first step, we provide background on reinforcement learning and distributed learning, and introduce the basic concepts used in the rest of the paper (section 2). Section 3 presents and analyzes the notable approaches, their limitations, and their potential perspectives. We also illustrate a minimal representation for each method for deeper understanding and highlight their commonalities and differences. Finally, in section 4, we conclude by identifying each method’s empirical results, achievements, and issues.

2. Background

2.1 Reinforcement Learning

In a typical reinforcement learning framework (Sutton and Barto, 2018), an agent interacts sequentially with an environment $E$ to learn what actions it requires to take in any given state to maximize its long-term outcomes. At each time step $t$, the agent receives state $s_t$ and selects an action $a_t$ from some set of possible actions $A$ according to a distribution $\pi(s_t)$ called the policy (it is agent’s behavior function). In return, the agent receives a reward $r_t \in \mathbb{R}$, and transitions to the next state $s_{t+1}$, according to the reward function $r(s_t, a_t)$ and transition probability $p(s_{t+1}|s_t, a_t)$ respectively. The return $G_t = \sum_{i=0}^{\infty} \gamma^i r_{t+i}$ is the total collected return from time step $t$ with the discount factor $\gamma$.

By long-term outcome, we mean the value, or expected return $V_{\pi}(s) = \mathbb{E}_{\pi}[G_t|s_t = s]$ by following the policy $\pi$. In practice, we mostly encounter with the value of an action $a$ in state $s$: $Q_{\pi}(s, a) = \mathbb{E}_{\pi}[G_t|s_t = s, a_t = a]$. To reach the optimal policy, estimating the action-value function $Q_{\pi}$ of the optimal policy is sufficient, $Q_{\pi}(s, s) = \arg\max_{\pi} Q_{\pi}(s, a)$. We could use the Bellman equation (Bellman, 1957), which is a recursive formulation relating our current value to the value we make in the immediate future:

$$Q_{\pi}(s, a) = \mathbb{E}[r(s, a)] + \gamma \max_{a'} \mathbb{E}[Q_{\pi}(s', a')],$$

where $(s, a) \rightarrow s'$ is a random transition.

In value-based model-free RL algorithms, we represent the action-value function using a
function approximator such as a neural network (Tsitsiklis and Van Roy, 1997) with parameters $\theta$: $Q(s, a) \approx Q(s, a; \theta)$. One example of such a network is deep Q-networks, which aims to directly approximate the optimal action-value function using the Q-learning algorithm. In Q-learning, at every update iteration $i$, the parameters $\theta$ of the action-value function $Q(s, a; \theta)$ are updated to minimize the mean-squared Bellman error, by optimizing the following loss function:

$$L_i(\phi_i) = \mathbb{E}[(r(s, a) + \gamma \max_{a'} Q(s', a'; \phi_{i-1}) - Q(s, a; \phi_i))^2]$$

In some cases, value functions are complex so they make the learning process slow and unstable. Compared to value-based methods, the policy-based methods model and optimize the policy directly. The policy is usually modeled with a parameterized function $\pi(a|s; \phi)$, and learned by doing gradient ascent on $\mathbb{E}[G]$ (Sutton et al., 2000). Score-function estimator or REINFORCE (Williams, 1992) is one of the most generally-applicable gradient estimators and an example of such a method:

$$J(\phi) = \nabla_\phi \mathbb{E}[G] \approx \nabla_\phi \log \pi(a|s; \theta)G$$

This estimator is an unbiased estimate of $\nabla_\phi \mathbb{E}[G]$, but usually has high variance. We can subtract a baseline function $b(s)$ from the return $G$ to reduce policy gradient estimation variance while keeping it unbiased deriving $\nabla_\phi \log \pi(a|s; \theta)(G - b(s))$. It is common to choose the state-value function as a baseline $V_\pi(s) \approx b(s)$ that leads to a much lower variance. We can see $G - V_\pi(s)$ as an approximation of the advantage of action $a$ in state $s$: $A(a, s) = Q_\pi(s, a) - V_\pi(s)$. So it makes sense to learn the value function in addition to the policy, and combine the benefits of both value-based and policy-based approaches. That is what the Actor-Critic method does, where actor and critic update the policy parameters and value function parameters, respectively.

2.1.1 Proximal Policy Optimization

Proximal policy optimization, PPO (Heess et al., 2017) is an improvement to Trust region policy optimization, TRPO (Schulman et al., 2015), a policy-gradient-based method. TRPO could improve the solution to many of the complex continuous learning problems. TRPO’s idea emerged from the fact that previously, to achieve the best solutions, many of these kinds of tasks had been solved by precisely adjusting the reward function. However, this approach led to results that would respond poorly to the slightest change to the problem’s setting. Thus, the intent was to make the agent capable of acting with the same optimality while receiving a simple reward signal. The approach taken is to confront the agent with a spectrum of challenges in the environment with a growing difficulty. To make the idea beneficial, the information from recent experiences must not disregard early ones. In TRPO, to make the policy gradient robust, updated policy’s change from the old one, in terms of Kullback–Leibler divergence, is bound in a trust region (Schulman et al., 2015). PPO (Heess et al., 2017), as an approximation of TRPO, restricts the policy gradient via a KL-regularization term. The regularization term has a coefficient that increases by a scale factor if the policy update goes beyond the upper bound and decreases in the same way if it falls
below the lower bound. In contrast with TRPO, PPO eases the use of the framework in an extensively parallelized framework and with RNNs, due to the sole reliance on first-order gradients.

\[ J_{\text{PPO}}(\phi) = J(\phi) - \lambda \text{KL}[\pi_{\text{old}}|\pi_\phi] \]

Considering the interval \([\beta_{\text{lowKLtarget}}, \beta_{\text{highKLtarget}}]\) as the constraint on change in KL, in every iteration, if \(\text{KL}[\pi_{\text{old}}|\pi_\phi] > \beta_{\text{highKLtarget}}\), then \(\lambda \leftarrow \alpha \lambda\). On the other hand, if \(\text{KL}[\pi_{\text{old}}|\pi_\phi] < \beta_{\text{lowKLtarget}}\), we have \(\lambda \leftarrow \lambda/\alpha\).

### 2.2 Distributed Learning

Learning frameworks might seldom take a significant time to conclude, and computation power could not always increase to suit the needs. Parallelization usually comes to the rescue. Deep learning can get parallelized easily, and many of the distributed learning frameworks exploit this property. The DistBelief framework (Dean et al., 2012) introduces a distributed deep learning framework and shows that such approaches can drastically outperform deep learning run on a single machine, even in low parallelization levels. DistBelief benefits from model and data parallelism. Having model parallelism, DistBelief partitions and trains the model among multiple machines, and having data parallelism, it replicates the model, and each replica learns based on a different partition of data. DistBelief method does not assume any high-level synchronicity. (Krizhevsky, 2014) introduces another way to parallelize training convolutional neural networks with stochastic gradient descent, with a similar structure to the DistBelief method, but instead applying the resulting gradient updates synchronously. Recent RL frameworks mostly take advantage of neural networks for stochastic gradient descent. Regarding the bottlenecks, (Keuper and Preundt, 2016) does an in-depth overview of scalability in some supervised learning methods. Due to the requirement of sharing the parameter updates between the nodes, communication overheads emerge. Nevertheless, using larger batches and step sizes is a workaround to the mentioned problem, though it sacrifices the model’s accuracy. Finally, (Ben-Nun and Hoeffler, 2019) extensively analyzes concurrency concerns in multiple learning frameworks, an in-depth review of this subject. A reinforcement learning system consists of the environment, the actor, and the learner, communicating one another. Distributed RL architectures often take advantage of parallelism in either the learner or the actor independently, so it affects the computation cost and efficiency. Nevertheless, the components themselves might have independently parallelized components internally.

### 3. Methods and Architectures

#### 3.1 GORILA

The General Reinforcement Learning Architecture, GORILA (Nair et al., 2015), is an asynchronous distributed reinforcement learning architecture. Gorila has similarities with DQN [ref] in the algorithm, yet has multiple workers and learners, each running within a single machine, and stores a Q-network inside each. It utilizes the DistBelief method (Dean et al., 2012) to compute the stochastic gradient descent. The Gorila framework architecture con-
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Figure 1: Overview of GORILA architecture

sists of 4 main parts. The parameter server, the workers, the learners, and the replay buffer. The parameter server is the source of truth for the Q-network parameters $\theta$. Workers and learners each store a replica of $\theta$. Therefore, the parameter server tries to keep $\theta$ up-to-date in workers and learners. Each worker stores the parameters $\theta$, according to which it acts. It is just used for acting and does not partake in the stochastic gradient descent procedure. So it gets synced with the updates to the parameter server. Workers send their experience $(s, a, s', a')$, to the replay memory, placed either on an independent distributed database or inside the workers. Learners sample experiences from the replay buffer and perform the stochastic gradient descent update. Such in DQN, each learner keeps an "improving" Q-network, with parameters $\theta$ and an assumably "constant" target Q-network, with parameters $\theta^-$. The target network gets updated once in N iterations, such in DQN. The learner’s responsibility is to determine the loss from experiences sampled from the replay buffer. Still, the learner does not update the improving Q-network, as opposed to DQN, it sends the resulting gradient to the parameter server. The improving Q-network only gets synced whenever the parameter server updates $\theta$, because there are other learners issuing updates on $\theta$, and the outgoing update is not necessarily valid. The parameter server contains a DistBelief network. It is responsible for applying the incoming gradients from learners and sending network parameters to the Q-networks in learners and actors, as described above. The parameter server drops "outdated" gradient updates, making the parameters from this source reliable even on process and communication delays and failures. Several variants
of this architecture are categorized as called GORILA. The number of learners and actors could be anything, one or many, and the learner and actors could be "bundled," meaning that there is the same number of learners and actors, each couple placed in one machine. This variant reduces communication overhead, so it has better performance and was used to evaluate the framework.

3.2 A3C and A2C

In GORILA, the agent collects data in the replay buffer so that the data can be batched or sampled, non-stationarity is decreased, and updates are decorrelated. However, storing experiences in the replay buffer restricts the methods to off-policy algorithms, and requires more computation and memory per interaction. That is why in Asynchronous Advantage Actor-Critic (Mnih et al., 2016), short for A3C, multiple agents asynchronously run in parallel to generate data. This approach provides a more practical alternative to experience replay since parallelization also diversifies and decorrelates the data.

In A3C (Figure 2), there is a global network and many worker agents that each has its own parameters. Each of these agents interacts with its copy of the environment simultaneously as the other agents are interacting with their environments, and updates independently of the execution of other agents when they want to update their shared network. It is evident from its name that A3C moves to the actor-critic method from Q-learning compared to GORILA (on-policy methods are more stable than off-policy methods), and couples a DQN with a deep policy network for selecting actions. A3C exploits the multithreading capabilities of standard CPUs while GORILA relies heavily on a massively distributed architecture. Also, keeping the learners on a single machine removes the communication costs of sending gradients and parameters and reduces training time. Moreover, workers can use different exploration policies to explore different parts of the environment. In brief, the outline of every iteration of each worker’s program is:

1. Reset to the global network.
2. Interact with its copy of the environment.
3. Compute value and policy loss, and get gradients.
4. Update the global network.

A2C is a synchronous variant of A3C (the first A corresponding asynchronous is removed). In A3C, each worker agent talks to the global parameters independently, so sometimes the workers would perform with varying policies; hence, the accumulated update is not necessarily optimal. In contrast to A3C, a coordinator in A2C waits for all workers to complete their work before optimizing the global parameters, and then in the next iteration, each worker starts from the same policy. So the synchronized gradient update resolves mentioned inconsistency and works better with large batch sizes yet lacks the independence of workers. An overview of the architecture is shown in Figure 3. Batched A2C (Clemente et al., 2017) is a variant of A2C, which at each step, it generates a batch of actions and applies them to a batch of environments. Since game logic and rendering are computationally cheap, batched A2C has high performance in Atari games.

![Figure 3: Overview of A2C architecture](image)

### 3.3 IMPALA

Motivated by progress in distributed deep learning, Espeholt et al. (2018) proposed IMPALA (Importance Weighted Actor-Learner Architecture) to scale up DRL training to achieve high throughput. Similar to A3C, multiple actors interact with their environments in parallel. On the other hand, IMPALA separates acting from learning, and actors do not calculate gradients. Instead, they only produce trajectories of experience and communicate those data to a central learner, and the learner computes gradients and optimizes both policy and value functions. Each actor renews its parameters with the last version of the policy from the learner periodically (Figure 4).

IMPALA utilizes GPU and distributed deep learning methods to perform updates on mini-batches of data while parallelizing independent operations, and could be implemented on multiple learners learning synchronously between themselves. Decoupling the learning and acting also lets us add many actors to produce many more trajectories per time unit. Diversity in the environment and worker’s speed can limit performance in A2C (especially batched A2C), and since the actors do not wait for the learning step in decoupled architecture in IMPALA, the throughput of the system is increased.

At gradient computation time, the actor’s policy that has generated experiences might lag...
behind the learner’s policy by updates caused by other actor’s trajectories. To correct this gap, we need off-policy revisions; thus, Espeholt et al. (2018) introduced V-trace off-policy correction. Let value and policy functions parameterized by $\theta$ and $\phi$, respectively. Also, suppose a lightly older policy $\mu$ has stored trajectories in the replay buffer. So the n-step V-trace target for $V(s_t; \theta)$ is defined as:

$$v_t = V(s_t; \theta) + \sum_{i=t}^{t+n-1} \gamma^{i-t}(\prod_{j=t}^{i-1} c_j)\rho_i(r_i + \gamma V(s_{i+1}; \theta) - V(s_i; \theta)),$$

where $\rho_i = \min(\bar{\rho}, \frac{\pi(a_i|s_i; \phi)}{\mu(a_i|s_i)})$ and $c_j = \min(\bar{c}, \frac{\pi(a_j|s_j; \phi)}{\mu(a_j|s_j)})$ are truncated importance sampling (Ionides, 2008) weights. So the value function parameter is updated in the direction of:

$$\Delta \theta = (v_t - V(s_t; \theta))\nabla_\theta V(s_t; \theta),$$

and the policy parameters in the direction of the policy gradient:

$$\Delta \phi = \rho_t \nabla_\phi \log \pi(a_t|s_t; \phi)(r_t + \gamma v_{t+1} - V(s_t; \theta)) + \nabla_\phi H(\pi_\phi),$$

where $H(\pi_\phi)$ is an entropy bonus to encourage exploration for preventing premature convergence. More profound details of the algorithm and its analysis can be found in Espeholt et al. (2018).

### 3.4 Distributed PPO

Distributed Proximal Policy Optimization, DPPO (Heess et al., 2017), is a distributed reinforcement learning framework based on Proximal Policy Optimization, PPO, and improves over A3C in continuous problems. The applied architecture is similar to A2C and pretty straightforward. The architecture consists of a central chief and multiple workers. On every iteration, the chief sends the current parameters to the workers and anticipates the gradients to be calculated by the workers, with the PPO method. When the number of received gradient updates reaches a minimum, the chief applies the gradients’ average to the parameter networks for value and policy. Hence, the distributed framework could be considered equivalent to A2C.
3.5 Ape-X and R2D2

The approach introduced in (Horgan et al., 2018), entitled Ape-X, which was used and improved in the method of Recurrent Experience Replay Distributed Reinforcement Learning, R2D2 (Kapturowski et al., 2018), is a value-based framework similar to GORILA from the aspect of the distributed architecture. Ape-X aims to reduce variance and accelerate convergence and benefits from importance sampling and prioritized experience replay. That is, the learners sample the experiences with weights proportional to the difference that they would make. Since the older experiences with more priority are less disregarded, the gradient is less likely to overfit, regarding the latest experiences. So in a sense, prioritized replay aims the same purpose as PPO. Nevertheless, prioritized experience replay alone introduces a bias to the gradient updates; Therefore, importance sampling is responsible for canceling this bias. The Ape-X framework uses variants of DQN, such as the double Q-learning algorithm (Van Hasselt et al., 2016), and Deep Deterministic Policy Gradient (DDPG) (Mnih et al. 2016) multi-step bootstrap targets (Sutton, 1988), as the deep network for evaluation, and uses a dueling network architecture (Wang et al., 2016) as the function approximator. In Ape-X, parallelism happens more extensively in acting, and the variant with a single learner on a GPU has gained the best empirical performance. The model network in R2D2 is RNN-based, and like in Ape-X, double Q-learning with multi-step returns is used. R2D2
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APPLIES MODIFICATIONS ON THE MODEL NETWORK, AND THE EXPERIENCE REPLAY STORES OVERLAPPING SEQUENCES OF \((s, a, r)\) TUPLES OF EXPERIENCE INSTEAD OF THE DEFAULT \((s, a, r, s')\) TUPLES.

3.6 SEED RL

The most recent work analyzed in this paper is Espeholt et al. (2019) proposing an architecture named SEED RL (Scalable and Efficient Deep-RL), as shown in Figure 6, for making the most effective utilization of resources and accelerators, and scaling-up DRL. SEED RL is impressed by IMPALA and invented to solve its drawbacks.

One of IMPALA’s drawbacks is that actors use CPUs for neural network inference, which is computationally inefficient than using accelerators (Raina et al., 2009). Seldom, GPUs are used in actors inferences, that limits the number of actors. This issue becomes more critical as models get massive. Moreover, each actor operates two distinct tasks on one machine: model inference and environment rendering. This leads to unproductive resource utilization since these two tasks are not similar. Another issue is that in IMPALA, model parameters and experience trajectories are transferred between actors and learners. Thus, the required bandwidth could become a limiting factor.

A solution to some of these problems is single-machine IMPALA, which avoids CPU-based inferences and does not have bandwidth necessities. However, the number of actors is bounded since they are restricted by resource usage.

The key idea in SEED RL to overcome these drawbacks is that model inference, and trajectory collection is made in learner instead of actors. The whole design is somehow a single-machine structure with remote environments. So we can use batching inference and accelerators such as GPUs and TPUs (Jouppi et al., 2017) - AI accelerator application-specific integrated circuit, have multiple environments on the actor, avoid data transfer bottleneck by keeping parameters and states locally in the learner, and there is just a single task in each actor (which is conceptually an environment handler). Additionally, growing the number of parameters does not increase the demand for more actors.

![Figure 6: Overview of SEED RL architecture](image)

Nevertheless, a new problem could arise in this model. For each environment iteration, every actor sends its observation to the learner, making a decision, and sending the inferred action back to the actor. So this method can cause latency compared to previous methods in which the inference was not centralized. To decrease this latency, Espeholt et al. (2019) introduce an efficient library based on gRPC (a high-performance open-source RPC frame-
work), including asynchronous streaming RPCs (each actor’s connection to the learner is kept open). In this framework, a batching module is employed that batches multiple actor inference calls in a well-organized way. Furthermore, the framework utilizes Unix domain sockets in cases where actors can fit on the same machine, so latency and CPU overhead is minimized.

Consequently, SEED RL achieves to a million queries per second on a single machine, the number of actors can be increased to thousands of machines, the learner can be extended to thousands of cores and making it possible to train at millions of frames per second. Espeholt et al. (2019) adapt two algorithms into the SEED RL to make it successful: V-trace and R2D2.

Similar to IMPALA, the trajectories are off-policy, so V-trace is applied to compensate for the trajectories. Additionally, R2D2 has many improvements to DQN, especially recurrent distributed replay buffer, enabling RNNs to predict future values based on all past information. However, Espeholt et al. (2019) implement the replay buffer locally in the learner rather than keeping it distributed and diminish complexity by excluding a load of work. In this setup, the replay buffer is restricted by the learner’s memory, but they show it is not a problem for many ranges of tasks.

4. Results and Conclusion

We have reviewed distributed versions of standard reinforcement learning algorithms and explained that they could train neural network controllers on numerous domains in a stable way. We showed that stable training of deep neural networks is possible with both value-based and policy-based methods, and off-policy as well as on-policy methods in these frameworks.

In general, distributed methods in DRL are more data-efficient, scalable, and faster compared to single-actor methods. Also, they showed positive transfer from training in multi-task settings compared to training in the single-task setting. Furthermore, distributed DRL approaches significantly outperform single DRL methods. For instance, Figure 7 compares the learning speed of the DQN algorithm trained on an Nvidia K40 GPU with the A3C trained using 16 CPU cores on five Atari 2600 games.
Distributed DRL methods have been getting improved and evolved through time. Not surprisingly, their overall performance is advancing. For example, Figure 8 demonstrates an analysis of IMPALA’s performance and A3C performance on DMLab-30.

![Figure 8: Performance on DMLab-30 wrt. wall-clock time, from DeepMind blog](image)

Hardware systems and distributed deep learning are growing fast. This considerable growth makes the progress of distributed DRL inevitable. Therefore, we believe deploying distributed DRL techniques would be beneficial and efficient for every researcher with any computational resources. Recently, Badia et al. (2020) developed Agent57, the first DRL agent to obtain an above-the-human baseline score on all 57 Atari 2600 games. Different reinforcement learning algorithms and modifications are used Agent57, from distributed architecture to meta-controller for efficient exploration. Figure 9 illustrates the performances of some single-actor and some distributed architectures on the top 5% struggling games in Atari57 (The best one is Agent57). We think it is still an open and increasingly significant research area to scale-up DRL.
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