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Abstract

In this paper, we study an efficient algorithm for constructing point sets underlying quasi-Monte Carlo integration rules for weighted Korobov classes. The algorithm presented is a reduced fast component-by-component digit-by-digit (CBC-DBD) algorithm, which useful for situations where the weights in the function space show a sufficiently fast decay. The advantage of the algorithm presented here is that the computational effort can be independent of the dimension of the integration problem to be treated if suitable assumptions on the integrand are met. The new reduced CBC-DBD algorithm is designed to work for the construction of lattice point sets, and the corresponding integration rules (so-called lattice rules) can be used to treat functions in different kinds of function spaces. We show that the integration rules constructed by our algorithm satisfy error bounds of almost optimal convergence order. Furthermore, we give details on an efficient implementation such that we obtain a considerable speed-up of a previously known CBC-DBD algorithm that has been studied in [8]. This improvement is illustrated by numerical results.
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1 Introduction

In this paper we study numerical integration of functions defined over the $d$-dimensional unit cube. For an integrable function $f : [0,1)^d \rightarrow \mathbb{R}$, we denote the integral of $f$ by

$$I_d(f) := \int_{[0,1]^d} f(x) \, dx,$$

and we study the efficient construction of high-dimensional quadrature rules of the form

$$Q_N(f, (x_k)_{k=0}^{N-1}) := \frac{1}{N} \sum_{k=0}^{N-1} f(x_k)$$

for numerically approximating $I_d$. We assume that the integrand $f$ lies in a Banach space $(\mathcal{F}, \| \cdot \|_{\mathcal{F}})$, and that the integration nodes $x_0, \ldots, x_{N-1} \in [0,1)^d$ are to be chosen deterministically.
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Here $Q_N$ is called a quasi-Monte Carlo (QMC) rule, which is a special case of an equal-weight integration rule. One way to measure the quality of a QMC integration rule $Q_N$ is to consider the worst-case error in the unit ball of the space $(\mathcal{F}, \|\cdot\|_F)$, i.e.,

$$e_{N,d}(Q_N, \mathcal{F}) := \sup_{f \in \mathcal{F}} \left| I_d(f) - Q_N(f, (x_k)_{k=0}^{N-1}) \right|.$$

In general, it is highly non-trivial to choose the set of integration nodes such that the resulting rule has a low worst-case error. There are two main types of QMC point sets $\mathcal{P} = \{x_0, x_1, \ldots, x_{N-1}\}$, namely lattice point sets and digital nets. In this paper we consider lattice point sets, which are obtained by considering discrete subsets of $\mathbb{R}^d$ that are closed under both addition and subtraction and contain $\mathbb{Z}^d$ as a subset; by intersecting such a discrete set with the $d$-dimensional unit cube $[0, 1)^d$, we then obtain a lattice point set. We are interested in a special kind of lattice point sets that is essentially based on one generating vector $z$. These lattice point sets were first introduced by Korobov [14] and independently by Hlawka [12] and are among the most prominently studied QMC point sets to approximate multivariate integrals (see standard textbooks such as [5, 13, 19, 22], and also [6]). For a natural number $N \in \mathbb{N}$ and an integer generating vector $z \in \{1, 2, \ldots, N - 1\}^d$, a point set with points of the form

$$x_k := \left\{ \frac{k}{N} \right\} = \left\{ \frac{kz_1}{N}, \ldots, \frac{kz_d}{N} \right\} \in [0, 1)^d, \quad \text{for } k = 0, 1, \ldots, N - 1,$$

is called a rank-1 lattice point set, which we shall sometimes denote by $P(z, N)$. For vectors $x \in \mathbb{R}^d$ we apply $\{\cdot\}$ component-wise, where $\{x\} = x - \lfloor x \rfloor$ denotes the fractional part of $x$. A QMC rule using such a point set as integration nodes is called a (rank-1) lattice rule with generating vector $z$. We remark that, given $N$ and $d$, a rank-1 lattice rule is completely determined by the choice of the generating vector $z = (z_1, \ldots, z_d) \in \mathbb{Z}_N^d$, where we write $\mathbb{Z}_N := \{0, \ldots, N - 1\}$. However, it should be obvious that not every choice of a generating vector $z$ also yields a rank-1 lattice rule with good quality for approximating the integral, and it is usually necessary to tailor the choice of the integration nodes to the function space $\mathcal{F}$ under consideration. For lattice rules we consider certain Banach spaces which are based on assuming sufficient decay of the Fourier coefficients of their elements to guarantee certain smoothness properties. These spaces are called weighted Korobov classes, which we will denote by $E_{d,\gamma}^N$, where $d$ denotes the number of variables the functions depend on, $\alpha > 1$ is a real number frequently referred to as the smoothness parameter, and $\gamma = (\gamma_j)_{j \geq 1}$ is a sequence of strictly positive reals, which model the importance of different coordinates. The idea of these additional parameters $\gamma_j$, which we refer to as weights in the definition of the function spaces under consideration, goes back to Sloan and Woźniakowski [23], see also [10, 24], and this will be made more precise by incorporating the weights in the norm of the space $E_{d,\gamma}^N$ in Section 2. If we denote the variables in the integration problem by $x = (x_1, \ldots, x_d)$, a small value of $\gamma_j$ corresponds to a low influence of the variable $x_j$, while a large $\gamma_j$ means high influence of $x_j$. Regarding the role of these weights in integration problems, we favor a situation in which the weights decay sufficiently fast for coordinates with increasing indices, which helps in vanquishing the curse of dimensionality that is inherent to many high-dimensional problems. Indeed, under certain summability conditions on the weights, it is even possible to obtain bounds on the integration error that do not depend on the dimension of the problem at all. Such a situation is called strong polynomial tractability, see, e.g., [20], for a general reference.

Regarding the construction of generating vectors, for dimensions $d \leq 2$ explicit constructions of good generating vectors are available, see, e.g., [19, 22], but there are no explicit constructions of good generating vectors known for $d > 2$; how to find a generating vector $z$ that guarantees a low worst-case error of integration in a given function space is a crucial question regarding rank-1 lattice rules. One way to find good generating vectors is the component-by-component (CBC)
construction, which is based on a greedy algorithm choosing one component of the generating vector at a time. It was shown in [18] for prime $N$ (see also [2] for the case of composite $N$) that it is possible to find generating vectors yielding essentially optimal results for certain spaces of $d$-variate functions by the CBC construction. Furthermore, it was shown in [21] that a fast CBC construction can reduce the computational cost of these algorithms to only $O(dN \log N)$, by making use of a clever ordering of the points of a rank-1 lattice, and the Fast Fourier Transform.

In the paper [4] the weights $\gamma = (\gamma_j)_{j \geq 1}$ in a given function space were incorporated in the CBC construction of lattice rules. To be more precise, depending on the weight $\gamma_j$, $j \in \mathbb{N}$, the search space for the $j$th component $z_j$ of the generating vector $z$ can be shrunk as compared to the usual CBC construction, and this reduction is the motivation for the modified CBC algorithm to be called the “reduced” CBC construction. Under suitable assumptions on the integrands considered, it was shown in [4] that the lattice point sets obtained by the reduced CBC construction can still yield excellent results when used as integration nodes in a QMC rule, while the construction cost can be made independent of the dimension $d$ of the integration problem. It was also shown in [4] that the fast CBC construction principle of Nuyens and Cools, which was mentioned above, can be adapted to the reduced CBC construction.

A different construction algorithm for generating vectors of good lattice rules inspired by articles of Korobov (see [15] and [16], and [17] for an English translation) was dealt with in the recent paper [8], where a so-called component-by-component digit-by-digit (CBC-DBD) algorithm was presented. In this approach, one constructs the generating vector $z$ in a component-by-component (CBC) fashion, in which each component $z_j$ is assembled digit-by-digit (DBD). That is, for a number $N = 2^m$ of points we greedily construct the components $z_j$ bit-by-bit starting from the least significant bit. It was shown that the rules constructed by the CBC-DBD algorithm yield a convergence rate that is arbitrarily close to the optimal rate. It is also possible to have a fast implementation of the CBC-DBD algorithm which has a computational cost of $O(dN \log N)$, and also numerical results on the performance of the CBC-DBD algorithm are presented in [8]. We remark that the error analysis for the CBC-DBD algorithm is such that no prior knowledge of the smoothness parameter $\alpha$ is required to construct the generating vector. The resulting generating vector will still deliver the near optimal rate of convergence, for arbitrary smoothness parameters $\alpha > 1$, and this result can be stated independently of the dimension, assuming that the weights satisfy certain summability conditions.

In the present paper, we would like to study a combination of the reduced CBC algorithm from [4] and the CBC-DBD construction algorithm approach from [8], and present a reduced (fast) CBC-DBD algorithm for generating vectors of good lattice rules in high dimensions, assuming sufficiently fast decaying weights. This new algorithm will work by constructing the generating vector $z$ in a component-by-component (CBC) fashion in which each component $z_j$ is assembled digit-by-digit (DBD). However, the search space for each component will be reduced in comparison to what is shown in [8], thus speeding up the construction method. We will show that for suitable choices of weights the construction cost of the reduced fast CBC-DBD algorithm can be made independent of the dimension. The main aim of this paper is to show that one can reduce the construction cost of the lattice rule by making the search for later components smaller than the earlier ones, while still achieving (strong) polynomial tractability.

The structure of this paper is as follows. In the subsequent section (Section 2), we outline the general setting, and then our construction algorithm as well as the main result are stated and proved in Section 3. Section 4 contains remarks on how to efficiently implement our newly found algorithm and some numerical results.

Regarding notation, let $\mathbb{N} := \{1, 2, \ldots\}$ be the set of natural numbers, let $\mathbb{N}_0 := \{0, 1, 2, \ldots\}$, and let $\mathbb{Z}$ be the set of integers. Additionally, let the set of non-zero integers be denoted by $\mathbb{Z}_\ast := \mathbb{Z} \setminus \{0\}$. For sets of components we use fraktur font, e.g., $u \subseteq \mathbb{N}$. To denote the projection of a vector $x \in [0, 1)^d$ or $\ell \in \mathbb{Z}^d$ to the components in a set $u \subseteq [d] := \{1, \ldots, d\}$, we write
\(x_u := (x_j)_{j \in u}\) or \(\ell_u := (\ell_j)_{j \in u}\), respectively.

## 2 Setting and overview

We consider one-periodic real-valued \(L_2\) functions defined on \([0, 1]^d\) with absolutely convergent Fourier series

\[
f(x) = \sum_{\ell \in \mathbb{Z}^d} \hat{f}(\ell) e^{2\pi i \ell \cdot x}
\]

with \(\hat{f}(\ell) := \int_{[0,1]^d} f(x) e^{-2\pi i \ell \cdot x} \, dx\),

where \(\hat{f}(\ell)\) are the Fourier coefficients of \(f\) and \(\ell \cdot x := \sum_{j=1}^d \ell_j x_j = \ell_1 x_1 + \cdots + \ell_d x_d\) is the vector dot product.

It is known that rank-1 lattice point sets, as introduced in Section 1, have a property commonly referred to as the \textit{character property}. Indeed, for a rank-1 lattice point set with generating vector \(z \in \mathbb{Z}^d\), it is true that

\[
\frac{1}{N} \sum_{k=0}^{N-1} e^{2\pi i (\ell \cdot z) k/N} = \begin{cases} 
1 & \text{if } \ell \cdot z \equiv 0 \pmod{N}, \\
0 & \text{otherwise.}
\end{cases}
\]

We introduce the dual of a rank-1 lattice, which is of great importance in representing the error of approximating an integral by a lattice rule \(Q_N\).

**Definition 1** (Dual lattice). Let \(N \geq 2\) be the number of points and let \(z \in \{1, \ldots, N-1\}^d\) be the generating vector of a rank-1 lattice point set \(P(z, N)\). The dual lattice \(\Lambda^\top(z, N)\) of a rank-1 lattice \(P(z, N)\) is given by

\[
\mathcal{D} = \Lambda^\top(z, N) := \{\ell \in \mathbb{Z}^d \mid \ell \cdot z \equiv 0 \pmod{N}\}.
\]

For a non-empty set \(u \subseteq [d]\), we can further define

\[
\mathcal{D}_u = \mathcal{D}_u(z_u) := \{\ell_u \in \mathbb{Z}^{|u|} \mid \ell_u \cdot z_u \equiv 0 \pmod{N}\}.
\]

Then, to obtain the integration error for a given function \(f\) in terms of its Fourier coefficients, we interchange the order of summation and use the character property of the lattice points, and get

\[
Q_N(f, z) - I_d(f) = \sum_{\ell \in \mathbb{Z}^d} \hat{f}(\ell) \left[ \frac{1}{N} \sum_{k=0}^{N-1} e^{2\pi i (\ell \cdot z) k/N} \right] = \sum_{\ell \in \mathbb{Z}^d, \ell \cdot z \equiv 0 \pmod{N}} \hat{f}(\ell) \delta_N(\ell \cdot z),
\]

where, for \(a \in \mathbb{Z}\),

\[
\delta_N(a) := \frac{1}{N} \sum_{k=0}^{N-1} e^{2\pi i ak/N} = \begin{cases} 
1 & \text{if } a \equiv 0 \pmod{N}, \\
0 & \text{otherwise.}
\end{cases}
\]

For a vector \(\ell \in \mathbb{Z}^d\), smoothness parameter \(\alpha > 1\), and strictly positive weights \(\gamma = (\gamma_j)_{j \geq 1}\), we define

\[
r_{\alpha, \gamma}(\ell) := \prod_{j \in \text{supp}(\ell)} \gamma_j |\ell_j|^\alpha, \tag{1}
\]
where \( \text{supp}(\ell) := \{ j \in [d] : \ell_j \neq 0 \} \) is the support of \( \ell \). As usual, we define the empty product as one such that \( r_{\alpha, \gamma}(0) = 1 \). Formally, we will also use a function \( r_{1, \gamma} \) below, which is obtained by replacing \( \alpha \) by 1 in (1).

We then define our function space \( E_{d, \gamma}^\alpha \) of one-periodic real-valued \( L_2 \) functions defined on \([0, 1]^d\) with absolutely convergent Fourier series. The norm in this space is given as

\[
\|f\|_{E_{d, \gamma}^\alpha} := \sup_{\ell \in \mathbb{Z}^d} |\hat{f}(\ell)| r_{\alpha, \gamma}(\ell),
\]

and for \( \alpha > 1 \), dimension \( d \in \mathbb{N} \), and positive weight sequence \( \gamma = (\gamma_j)_{j \geq 1} \), our weighted function space is

\[
E_{d, \gamma}^\alpha := \left\{ f \in L^2([0, 1]^d) : \|f\|_{E_{d, \gamma}^\alpha} < \infty \right\}.
\]  

(2)

It is known (see, for example, [5]) that the worst-case error of an \( N \)-point rank-1 lattice rule generated by \( z \in \mathbb{Z}^d \) in the space \( E_{d, \gamma}^\alpha \) is given by

\[
e_{N, d, \alpha, \gamma}(z) = \sum_{0 \neq \ell \in \mathcal{D}} r_{\alpha, \gamma}^{-1}(\ell) = \sum_{0 \neq \ell \in \mathbb{Z}^d} \frac{\delta_N(\ell \cdot z)}{r_{\alpha, \gamma}(\ell)}.
\]  

(3)

We remark that the worst-case error (3) is sometimes referred to as \( P_{\alpha} \) in the literature on lattice rules. As pointed out above, it is the main goal of the present paper to state a new effective construction method for good instances of \( z \) such that \( e_{N, d, \alpha, \gamma}(z) \) is reasonably small.

It is well known, see, e.g., [22], that the optimal convergence rate of the worst-case integration error in the space \( E_{d, \gamma}^\alpha \) is of order \( \mathcal{O}(N^{-\alpha}) \). Furthermore, we would like to remark that in the literature on lattice rules often a slightly different, but related, function space than \( E_{d, \gamma}^\alpha \) is studied. Indeed, by modifying the norm in the space to \( \left( \sum_{\ell \in \mathbb{Z}^d} |\hat{f}(\ell)|^2 r_{\alpha, \gamma}(\ell) \right)^{1/2} \), one obtains a reproducing kernel Hilbert space, which is often referred to as “Korobov space”. It is known (see, e.g., [6]) that the worst-case error in that space corresponds to the square root of the worst-case error in \( E_{d, \gamma}^\alpha \), and so all results shown in the present paper can directly be carried over to related results for the Korobov space. Note also that, by using embedding results, any results on the error in \( E_{d, \gamma}^\alpha \) immediately yield results on the worst-case error of “tent-transformed” lattice rules in certain Sobolev spaces of functions whose mixed partial derivatives of order 1 and 2 in each variable are square integrable (with \( \alpha = 2 \) and \( \alpha = 4 \) in our notation, respectively), see [1, 5, 7, 9] for further details.

### 2.1 The quality criterion used in this paper

In this section and the following we shall always assume that the number \( N \) of points equals \( 2^m \), where \( m \in \mathbb{N} \). Furthermore, we assume that we are given a sequence of non-negative integers \( (w_j)_{j \geq 1} \) ordered in a non-decreasing fashion, to be more precise, \( w_1, w_2, \ldots \in \mathbb{N}_0 \) with \( 0 = w_1 \leq w_2 \leq \cdots \), and we put \( Y_j := 2^{w_j} \) for \( j \in [d] \). The numbers \( w_j \) for \( j \geq 1 \) are also called reduction indices, as they will help to reduce the computational cost of the CBC-DBD algorithm studied in this paper. In what follows, we set \( d^* \) as the largest \( j \) such that \( w_j < m \), i.e., \( d^* := \max\{ j \in \mathbb{N} : w_j < m \} \). Moreover, we will usually (unless stated otherwise) assume that the generating vector \( z \) of a lattice rule under consideration takes the form \( z = (Y_1 z_1, \ldots, Y_d z_d) \in \mathbb{Z}^d \), where \( z_j \in \{1, 3, 5, \ldots, 2^{m-w_j} - 1\} \) for \( j \in [d^*] \), and \( z_j \) is odd if \( j > d^* \) (in fact, we will often choose \( z_j = 1 \) for \( j > d^* \), but any choice of odd numbers \( z_j \) for those \( j \) would yield the same results for our lattices rules).

We define the following quality measure \( T_{\gamma}(N, z, w) \) for \( N \in \mathbb{N} \) and \( w = (w_1, \ldots, w_d) \in \mathbb{N}_0^d \) with \( 0 = w_1 \leq w_2 \leq \cdots \), by

\[
T_{\gamma}(N, z, w) := \sum_{0 \neq \ell \in \mathcal{M}_{N, d, w}} \frac{\delta_N(\ell \cdot z)}{r_{1, \gamma}(\ell)}.
\]  

(4)
where the set $M_{N,d,w}$ is defined as follows. Let
\[ M_{N,j,w_j} := \{-(2^{\max(0,m-w_j)} - 1), \ldots, 2^{\max(0,m-w_j)} - 1\} \quad \text{for } j \in [d]. \]

Furthermore, we write
\[ \{M_{N,j,w_j}^* := \left(\{-(2^{\max(0,m-w_j)} - 1), \ldots, 2^{\max(0,m-w_j)} - 1\} \setminus \{0\}\right). \]

Note that $M_{N,j,w_j}^* = \emptyset$ for $j > d^*$. Furthermore, let
\[ M_{N,d,w} = M_{N,1,w_1} \times \cdots \times M_{N,d,w_d}, \quad \text{and} \quad M_{N,d,w}^* = M_{N,1,w_1}^* \times \cdots \times M_{N,d,w_d}^* . \]

Then, for $\emptyset \neq u \subseteq [d]$, by $M_{N,|u|,w_u}$ and $M_{N,|u|,w_u}^*$, we denote the projections of $M_{N,d,w}$ and $M_{N,d,w}^*$ onto the components with indices in $u$, respectively. Likewise we define the auxiliary quantity
\[ T_{\alpha,\gamma}(N, z, w) := \sum_{0 \neq \ell \in M_{N,d,w}} \frac{\delta_N(\ell \cdot z)}{r_{\alpha,\gamma}(\ell)}. \]

Let us denote the Riemann zeta function by $\zeta(\alpha) := \sum_{n=1}^{\infty} n^{-\alpha}$ for $\alpha > 1$. Moreover, we write, for a non-empty set $u \subseteq [d]$,
\[ \gamma_u := \prod_{j \in u} \gamma_j, \]
and we put $\gamma_\emptyset = 1$.

The following proposition shows that we can use $T_{\alpha,\gamma}(N, z, w)$ as a suitable approximation to the worst-case error of a rank-1 lattice rule.

**Proposition 1.** Let $N = 2^w$, let $\gamma = (\gamma_j)_{j \geq 1}$ be a sequence of positive weights, let $z = (Y_1 z_1, \ldots, Y_d z_d) \in \mathbb{Z}^d$, and let $w = (w_j)_{j \geq 1}$ be a sequence in $\mathbb{N}_0$, with $0 = w_1 \leq w_2 \leq \cdots$. Furthermore, assume that all $z_j$, $j \in [d]$, are odd, and that $z_j \in \{1,3,5,\ldots,2^{n_j}-1\}$ for $j \in [d^*]$. Then, for $\alpha > 1$, we have that
\[ e_{N,d,\alpha,\gamma}(z) - T_{\alpha,\gamma}(N, z, w) \leq \sum_{0 \neq u \subseteq [d]} \gamma_u \frac{(4\zeta(\alpha))^{|u|}}{2^\alpha \max_0^{\infty}(0,m-\max_{j \in u} w_j)}. \]

**Proof.** We can rewrite the difference $e_{N,d,\alpha,\gamma}(z) - T_{\alpha,\gamma}(N, z, w)$ as
\[ \sum_{0 \neq u \subseteq [d]} \left( \sum_{\ell_u \in \mathbb{Z}^{|u|}} \frac{\delta_N(\ell_u \cdot z_u)}{r_{\alpha,\gamma_u}(\ell_u)} - \sum_{\ell_u \in M_{N,|u|,w_u}^*} \frac{\delta_N(\ell_u \cdot z_u)}{r_{\alpha,\gamma_u}(\ell_u)} \right), \]

motivating us to define, for $u \neq \emptyset$, $u \subseteq [d]$,
\[ T_{u,w_u} := \sum_{\ell_u \in \mathbb{Z}^{|u|}} \frac{\delta_N(\ell_u \cdot z_u)}{r_{\alpha,\gamma_u}(\ell_u)} - \sum_{\ell_u \in M_{N,|u|,w_u}^*} \frac{\delta_N(\ell_u \cdot z_u)}{r_{\alpha,\gamma_u}(\ell_u)}. \]

In the following we distinguish two cases for $\emptyset \neq u \subseteq [d]$, depending on whether $|u| = 1$

**Case 1:** Suppose that $|u| = 1$, i.e., $u = \{j\}$ for some $j \in [d]$. Then we have
\[ T_{u,w_u} = T_{\{j\},w_j}. \]
which follows from the fact that if \( \ell_j Y_j z_j \equiv 0 \pmod{N} \), this is equivalent to \( \ell_j \equiv 0 \pmod{2^{\max(0,m-w_j)}} \).

**Case 2:** For \( u \neq 0, u \subseteq [d] \) with \( |u| > 1 \), and \( i \in u \), we write, for short, \( \ell_{u \setminus \{i\}}, z_{u \setminus \{i\}} \in \mathbb{Z}_2^{[u]-1} \) to denote the projections of \( \ell \) and \( z \), respectively, onto those components with indices in \( u \setminus \{i\} \).

In this case, we estimate

\[
T_{u,w_u} \leq \sum_{i \in u} \sum_{\ell_i \in \mathbb{Z}_2^{[u]-1}} \sum_{|\ell| \geq 2^{\max(0,m-w_i)}} \frac{\delta_N(\ell_i Y_i z_i + \ell_{u \setminus \{i\}} \cdot z_{u \setminus \{i\}})}{r_{\alpha \gamma} u (\ell_u)}.
\]

For \( i \in u \) and \( \ell_{u \setminus \{i\}} \in \mathbb{Z}_2^{[u]-1} \), we write \( b := \ell_{u \setminus \{i\}} \cdot z_{u \setminus \{i\}} \), and consider the expression

\[
\sum_{|\ell_i| \geq 2^{\max(0,m-w_i)}} \frac{\delta_N(\ell_i Y_i z_i + b)}{r_{\alpha \gamma} \ell_u} = \gamma_u \sum_{|\ell_i| \geq 2^{\max(0,m-w_i)}} \frac{\delta_N(\ell_i Y_i z_i + b)}{r_{\alpha \gamma} \ell_u}.
\]

The case is then handled as follows:

\[
\frac{(t+1)2^{\max(0,m-w_i)-1}}{t2^{\max(0,m-w_i)}} \leq \sum_{t=1}^{(t+1)2^{\max(0,m-w_i)-1}} \sum_{\ell_i = t2^{\max(0,m-w_i)}} \frac{\delta_N(\ell_i Y_i z_i + b) + \delta_N(\ell_i Y_i z_i - b)}{t2^{\max(0,m-w_i)}}.
\]

where the last equality follows from the fact that

\[
\sum_{\ell_i = t2^{\max(0,m-w_i)}} \delta_N(\ell_i Y_i z_i + b) = 1
\]

holds since the congruence \( \ell_i Y_i z_i + b = \ell_i 2^{w_i} z_i + b \equiv 0 \pmod{N} \) is equivalent to \( \ell_i 2^{w_i} \equiv -z_i^{-1}b \pmod{N} \), and then the latter congruence can have at most one solution \( \ell_i \) in \( \{t2^{\max(0,m-w_i)}, \ldots, (t+1)2^{\max(0,m-w_i)} - 1\} \).
\[ T_{u,w} \leq \gamma_u 2\zeta(\alpha) \sum_{i \in u} \frac{1}{2^{\gamma_u \max(0,m-w_i)}} \prod_{\ell \in u \setminus \{i\} \in \mathbb{Z}^+} |\ell_j|^{-\alpha} \]

\[ = \gamma_u 2\zeta(\alpha) \sum_{i \in u} \frac{1}{2^{\gamma_u \max(0,m-w_i)}} \left( 2 \sum_{\ell=1}^{\infty} \frac{1}{\ell^\alpha} \right) |u|^{-1} \]

\[ = \frac{2\zeta(\alpha)^{|u|} \gamma_u |u|}{2^{\gamma_u \max(0,m-\max_{j \in u} w_i)}} \]

\[ \leq \frac{(4\zeta(\alpha)^{|u|} \gamma_u |u|}{2^{\gamma_u \max(0,m-\max_{j \in u} w_i)}} \]

In summary we obtain, by the results for both cases from above,

\[ \sum_{\emptyset \neq u \subseteq [d]} T_{u,w} \leq \sum_{\emptyset \neq u \subseteq [d]} \gamma_u \frac{(4\zeta(\alpha)^{|u|}}{2^{\gamma_u \max(0,m-\max_{j \in u} w_i)}} , \]

as claimed.

We have obtained a key ingredient for the worst-case error analysis from the result on the truncation error in Proposition 1.

## 3 The construction method for rank-1 lattice rules

In this section, we will introduce, formulate, and analyze a method for the construction of lattice rules. Firstly, we want to be able to estimate efficiently the quantity \( T_{\gamma}(N,z,w) \) in (4), which is needed for our construction method, and to do this we summarize some auxiliary statements which will be needed in the following analysis.

### 3.1 Preliminary results

The following lemma (see [8] for a proof) shows that the function \( \log(\sin^{-2}(\pi x)) \) can be written in terms of its truncated Fourier series with uniformly bounded remainder term. We also bear in mind that it cannot be evaluated in \( x = 0 \) and \( x = 1 \).

**Lemma 1.** Let \( N \in \mathbb{N} \), then for any \( x \in (0,1) \) there exists a \( \tau(x) \in \mathbb{R} \) with \( |\tau(x)| \leq 1 \) such that

\[ \log(\sin^{-2}(\pi x)) = \log 4 + \sum_{\ell=-(N-1)}^{N-1} \frac{e^{2\pi i \ell x}}{|\ell|} + \frac{\tau(x)}{N \|x\|} = \sum_{\ell=-(N-1)}^{N-1} \frac{e^{2\pi i \ell x}}{b(\ell)} + \frac{\tau(x)}{N \|x\|} , \]

with coefficients

\[ b(\ell) := \begin{cases} |\ell|, & \text{for } \ell \neq 0, \\ 1/\log 4, & \text{for } \ell = 0, \end{cases} \quad (5) \]

where \( \|x\| \) denotes the distance to the nearest integer of \( x \), i.e.,

\[ \|x\| := \min\{|x\}, 1 - \{x\} \].
What is more, we will make use of the following lemma, which was also proved in [8].

Lemma 2. For $j \in [d]$, let $u_j, v_j, \pi_j$, and $r_j$ be real numbers which satisfy

\[(a) \quad u_j = v_j + r_j, \quad (b) \quad |u_j| \leq \bar{u}_j, \quad (c) \quad \bar{u}_j \geq 1.\]

Then, for any subset $\emptyset \neq u \subseteq [d]$ there exists a $\theta_u$ with $|\theta_u| \leq 1$ such that the following identity holds,

\[
\prod_{j \in u} u_j = \prod_{j \in u} v_j + \theta_u \left( \prod_{j \in u} (\bar{u}_j + |r_j|) \right) \sum_{j \in u} |r_j|. \tag{6}
\]

### 3.2 The reduced CBC-DBD construction

We are now ready to study the reduced component-by-component digit-by-digit (CBC-DBD) construction for lattice rules. To this end, we assume again throughout the section that $N$ is of the form $2^m$ for some positive integer $m$; this choice of $N$ is natural as the components of the generating vector will be constructed digit by digit, i.e., bit by bit as we consider $N$ to be a power of 2. We first show the following estimate on the quantity $T_\gamma(N, z, w)$, which already indicates the target function to be minimized in Algorithm 1 below.

Theorem 1. Let $N = 2^m$, with $m > 3$, let $\gamma = (\gamma_j)_{j \geq 1}$ be positive weights, and let $w = (w_j)_{j \geq 1}$ be a sequence of reduction indices in $\mathbb{N}_0$ with $0 = w_1 \leq w_2 \leq \cdots$. Furthermore, let $Y_j := 2^{w_j}$ for $j \in [d]$, and let $z = (Y_1, z_1, \ldots, Y_d, z_d) \in \{1, \ldots, N-1\}^d$, where we assume that all $z_j$, $j \in [d]$, are odd, and that $z_j \in \{1, 3, \ldots, 2^{m-w_j} - 1\}$ for $j \in [d^*]$. Then the following estimate holds,

\[
T_\gamma(N, z, w) \leq \sum_{\emptyset \neq u \subseteq [d^*]} \frac{\gamma_u}{N} 2^{m|u|+1}(6 \log N)^{|u|}(1 + \log N) + \sum_{\emptyset \neq u \subseteq [d^*]} \frac{\gamma_u}{N} H_{N,u,w} - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|},
\]

where $j_u$ denotes the largest element of $u$ for $\emptyset \neq u \subseteq [d^*]$, where $d^* := \max \{ j \in \mathbb{N} : w_j < m \}$, and where

\[
H_{N,u,w} := \sum_{t=0}^{2^{-j_u} - 1} \left( (t+1)2^{m-w_j-1} \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right) \right).
\]

Proof. We have

\[
T_\gamma(N, z, w) = \sum_{\emptyset \neq \ell \in M^*_{N,d,w}} \frac{\delta_N(\ell \cdot z)}{r_1(\gamma(\ell))}
= \sum_{\emptyset \neq u \subseteq [d]} \gamma_u \sum_{\ell_u \in M^*_{N,u,w}} \frac{\delta_N(\ell_u \cdot z_u)}{\prod_{j \in u} |\ell_j|}.
\]

Note that $M^*_{N,u,w} = \emptyset$ if $u \cap \{d^* + 1, d^* + 2, \ldots, d\} \neq \emptyset$. Therefore, recalling the definition of $b(\ell)$ in (5),

\[
T_\gamma(N, z, w) = \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \sum_{\ell_u \in M^*_{N,u,w}} \frac{\delta_N(\ell_u \cdot z_u)}{\prod_{j \in u} |b(\ell_j)|}
= \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \sum_{\ell_u \in M^*_{N,u,w}} \frac{\delta_N(\ell_u \cdot z_u)}{\prod_{j \in u} b(\ell_j)}.
\]
We can analyze the first term in (7) as follows. We assume that

\[
\sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \sum_{\ell_u \in M_{N,|u|,u \cup \ell_u}^+} \frac{\delta_N (\ell_u \cdot z_u)}{\prod_{j \in u} b(\ell_j)}
\]

\[
\leq \left( \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \sum_{\ell_u \in M_{N,|u|,u \cup \ell_u}^+} \frac{\delta_N (\ell_u \cdot z_u)}{\prod_{j \in u} b(\ell_j)} \right) - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|}
\]

\[
= \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \sum_{\ell_u \in M_{N,|u|,u \cup \ell_u}^+} \frac{e^{2\pi i k \ell} z_u / N}{\prod_{j \in u} b(\ell_j)} - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|}
\]

\[
= \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \sum_{\ell_u \in M_{N,|u|,u \cup \ell_u}^+} \left( - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|} \right)
\]

\[
= \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \sum_{\ell_u \in M_{N,|u|,u \cup \ell_u}^+} \left( \log 4 + \sum_{\ell_j \in M_{N,j,u \cup \ell_u}^+} \frac{e^{2\pi i k \ell} z_j / 2^{|u|}}{|\ell_j|} \right) - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|}
\]

\[
= \left( \sum_{\emptyset \neq u \subseteq [d^*]} \sum_{k=0}^{N-1} \prod_{j \in u} \left( \log 4 + \sum_{\ell_j \in M_{N,j,u \cup \ell_u}^+} \frac{e^{2\pi i k \ell} z_j / 2^{|u|}}{|\ell_j|} \right) \right) - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|}
\]

(7)

We can analyze the first term in (7) as follows. We assume that

\[ u = \{j_1, j_2, \ldots, j_{|u|}\}, \]

such that \(1 \leq j_1 < j_2 < \cdots < j_{|u|}\). This implies

\[ m \geq m - w_{j_1} \geq m - w_{j_2} \geq \cdots \geq m - w_{j_{|u|}}. \]

Suppose now that \(k \in \{0, 1, \ldots, N - 1\}\) is such that \(k \not\equiv 0 \pmod{2^{|m - w_{j_i}|}}\). This also implies

\[ k \not\equiv 0 \pmod{2^{|m - w_{j_i}|}} \quad \forall i \in \{1, \ldots, |u|\}. \]

Therefore, for fixed \(\emptyset \neq u \subseteq [d^*]\), we can rewrite the inner sum over \(k\) of the first term in (7) as

\[
\sum_{k=0}^{N-1} \prod_{j \in u} \left( \log 4 + \sum_{\ell_j \in M_{N,j,u \cup \ell_u}^+} \frac{e^{2\pi i k \ell} z_j / 2^{|u|}}{|\ell_j|} \right)
\]

\[
\leq 2^{w_{j_{|u|}} - 1} \prod_{t=0}^{(t+1)/2^{m-w_{j_{|u|}} - 1}} \left( \log 4 + \sum_{\ell_j \in M_{N,j,u \cup \ell_u}^+} \frac{e^{2\pi i t \ell} z_j / 2^{|u|}}{|\ell_j|} \right)
\]

\[
= \sum_{t=0}^{2^{|m-w_{j_{|u|}}|} - 1} \left( \prod_{t=0}^{2^{|m-w_{j_{|u|}}|} - 1} \left( \log 4 + \sum_{\ell_j \in M_{N,j,u \cup \ell_u}^+} \frac{e^{2\pi i t \ell} z_j / 2^{|u|}}{|\ell_j|} \right) \right)
\]

\[
= \Sigma_u^{(1)} + \Sigma_u^{(2)}.
\]

(8)

Now we estimate the second summand \(\Sigma_u^{(2)}\) in (8) as follows,

\[
\Sigma_u^{(2)} \leq \Sigma_u^{(2)} \leq \sum_{t=0}^{2^{|m-w_{j_{|u|}}|} - 1} \prod_{t=0}^{2^{|m-w_{j_{|u|}}|} - 1} \left( \log 4 + \sum_{\ell_j \in M_{N,j,u \cup \ell_u}^+} \frac{1}{|\ell_j|} \right)
\]

\[
= \sum_{t=0}^{2^{|m-w_{j_{|u|}}|} - 1} \prod_{t=0}^{2^{|m-w_{j_{|u|}}|} - 1} \left( \log 4 + 2 \sum_{\ell=1}^{2^{|m-w_{j_{|u|}}|} - 1} \frac{1}{\ell} \right)
\]
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where we implicitly assumed that \( N \geq 3 \) (which is no significant restriction). Let us now analyze \( \Sigma_u^{(1)} \) in (8), where we proceed similarly to [8]. For \( j \in u \) we get

\[
\Sigma_u^{(1)} = \sum_{t=0}^{2^{|w_j|}-1} \sum_{k \in \mathbb{T}_t^{m-|w_j|}+1} \left( \prod_{j \in u} v_j(k) - \prod_{j \in u} u_j(k) + \prod_{j \in u} u_j(k) \right)
\]

\[
= \sum_{t=0}^{2^{|w_j|}-1} \sum_{k \in \mathbb{T}_t^{m-|w_j|}+1} \prod_{j \in u} u_j(k)
\]

\[
= \sum_{t=0}^{2^{|w_j|}-1} \sum_{k \in \mathbb{T}_t^{m-|w_j|}+1} \prod_{j \in u} u_j(k)
\]

\[
= \sum_{t=0}^{2^{|w_j|}-1} \sum_{k \in \mathbb{T}_t^{m-|w_j|}+1} (-\theta_u(k)) \left( \prod_{j \in u} (\varpi_j(k) + |r_j(k)|) \right) \sum_{j \in u} |r_j(k)|,
\]

(9)

where in (9) we used Lemma 2 with

\[
u_j = u_j(k) := \log \left( \frac{1}{\sin^2(\pi z_j k/2^m-w_j)} \right), \quad \varpi_j = \varpi_j(k) := 2 \log N,
\]

\[
v_j = v_j(k) := \log 4 + \sum_{\ell_j \in \mathbb{M}_{N,j,w_j}} e^{2\pi i k \ell_j z_j 2^{m-w_j}} / |\ell_j|, \quad r_j = r_j(k) := \frac{\tau_j(k)}{2^{m-w_j} \|z_j k/2^{m-w_j}\|},
\]

where the terms \( \theta_u(k) \) are defined analogously to Lemma 2, and satisfy \( |\theta_u(k)| \leq 1 \) and the \( \tau_j(k) \) are analogous to Lemma 1, and also satisfy \( |\tau_j(k)| \leq 1 \). It can be checked easily that the conditions in the lemmas are fulfilled. Indeed, Condition (a) in Lemma 2 is satisfied due to Lemma 1. Furthermore, as in [8, Proof of Theorem 2], we see that

\[
\sin^2 \left( \frac{\pi z_j k}{2^{m-w_j}} \right) \geq \left( \frac{1}{2^{m-w_j}} \right)^2.
\]

Therefore,

\[
|u_j(k)| = \log \left( \frac{1}{\sin^2(\pi z_j k/2^m-w_j)} \right) \leq \log \left( (2^{m-w_j})^2 \right) \leq 2 \log N = \varpi_j(k).
\]
Furthermore, \( \tau_j(k) \geq 1 \), as long as \( N \geq 2 \), which again is not a real restriction. Next we show how to bound the second summand in (9) independently of the choice of \( z \) as follows,

\[
\sum_{t=0}^{2^{w_j[u]-1}} \left( \sum_{k=t2^{m-w_j[u]}+1}^{(t+1)2^{m-w_j[u]}-1} (-\theta_u(k)) \left( \prod_{j \in u} (|u_j(k) + |r_j(k)|) \right) \sum_{j \in u} |r_j(k)| \right) 
\leq \sum_{t=0}^{2^{w_j[u]-1}} \left( \sum_{k=t2^{m-w_j[u]}+1}^{(t+1)2^{m-w_j[u]}-1} |\theta_u(k)| \left( \prod_{j \in u} \left( 2 \log N + 2^{m-w_j} \|z_jk/2^{m-w_j}\| \right) \right) \right) 
\times \sum_{j \in u} 2^{m-w_j} \|z_jk/2^{m-w_j}\| 
\leq \sum_{t=0}^{2^{w_j[u]-1}} \left( \sum_{k=t2^{m-w_j[u]}+1}^{(t+1)2^{m-w_j[u]}-1} |\theta_u(k)| \left( \prod_{j \in u} \left( 1 + 2 \log N \right) \sum_{j \in u} 2^{m-w_j} \|z_jk/2^{m-w_j}\| \right) \right) 
= \left( \prod_{j \in u} \left( 1 + 2 \log N \right) \right) \sum_{j \in u} 2^{w_j[u]-1} \left( \sum_{t=0}^{(t+1)2^{m-w_j[u]}-1} \sum_{k=t2^{m-w_j[u]}+1}^{2^{m-w_j[u]}-1} \frac{|\theta_u(k)| |\tau_j(k)|}{2^{m-w_j} \|z_jk/2^{m-w_j}\|} \right) 
\leq (1 + 2 \log N)^{|u|} \sum_{j \in u} \left( \sum_{t=0}^{2^{w_j[u]-1}} \sum_{k=t2^{m-w_j[u]}+1}^{2^{m-w_j[u]}-1} \frac{1}{2^{m-w_j} \|z_jk/2^{m-w_j}\|} \right) 
\leq (1 + 2 \log N)^{|u|} 2^{|u|} 2^{w_j[u]} (1 + \log N) 
\leq (1 + 2 \log N)^{|u|} 2^{|u|} (1 + \log N) 
\leq (1 + 2 \log N)^{|u|} 2^{|u|} (1 + \log N),
\]

where we used that \( 2^{|u|} \leq 2^{|u|} \), and that \( 2^{m-w_j} \geq 2^{m-w_j[u]} \) for \( j \in u \), and hence, if \( k \) runs through the integers \( \{t2^{m-w_j[u]}+1, \ldots, (t+1)2^{m-w_j[u]}-1\} \), the values of \( \|z_jk/2^{m-w_j}\| \) are a subset of the values of \( \|z_jk/2^{m-w_j}\| \) when \( k \) runs through the integers \( \{1, \ldots, 2^{m-w_j}-1\} \). Then, due to [15, Corollary of Proposition 4], we know that

\[
\sum_{k=1}^{2^{m-w_j[u]}-1} \frac{1}{2^{m-w_j} \|z_jk/2^{m-w_j}\|} \leq 2(1 + \log 2^{m-w_j}) \leq 2(1 + \log N). 
\]

Combining the estimates for \( \Sigma_u^{(1)} \) and \( \Sigma_u^{(2)} \), this yields

\[
\Sigma_u^{(1)} + \Sigma_u^{(2)} = 2^{|u|} (6 \log N)^{|u|} + H_{N,u,w} + (6 \log N)^{|u|} 2^{|u|} (1 + \log N) 
\leq 2^{|u|} (6 \log N)^{|u|} (1 + \log N) + H_{N,u,w},
\]

where

\[
H_{N,u,w} = \sum_{t=0}^{2^{w_j[u]-1}} \left( \sum_{k=t2^{m-w_j[u]}+1}^{(t+1)2^{m-w_j[u]}-1} \prod_{j \in u} u_j(k) \right). 
\]
Hence,

\[ T_\gamma(N, g, w) \leq \sum_{\emptyset \neq u \subseteq [d^*]} \frac{\gamma_u}{N} 2^{w_{j[u]}/2 - 1} (6 \log N)^{|u|} (1 + \log N) \]
\[ + \sum_{\emptyset \neq u \subseteq [d^*]} \frac{\gamma_u}{N} H_{N,u,w} - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|}. \]

\[ \square \]

In the following, we write

\[ H_{s,N,\gamma,w} := \sum_{\emptyset \neq u \subseteq [s]} \gamma_u H_{N,u,w}. \]

The next lemma motivates the choice of our quality function for the algorithm. In particular, assuming we have already fixed the first (i.e., the least significant) \( v - 1 \) bits of \( z_s \) for \( s \in [d^*] \), we would like to find out how good a specific choice for the \( v \)th bit is, in terms of \( H_{s,N,\gamma,w} \). To this end, we consider the average over all remaining \( m - w_s - v \) bits.

For the base 2-digit representation of a \( z_s \) with \( 1 \leq s \leq d \), we write

\[ z_s = z_s^{(0)} + z_s^{(1)}2 + z_s^{(2)}2^2 + \ldots. \]

**Lemma 3.** For an integer \( v \in \{1, \ldots, m - w_s - 1\} \), with \( m \in \mathbb{N} \) and \( s \in [d^*] \), let \( z \in \{0, 1\} \) and \( z = (z_1, \ldots, z_s) \in \mathbb{Z}^s \), and where the first \( v - 1 \) bits of \( z_s \) have been selected. We write \( z_{s,v-1} := z_s^{(0)} + z_s^{(1)}2 + \ldots + z_s^{(v-2)}2^{v-2} \), and \( \tilde{z}_s := z_s^{(0)} + z_s^{(1)}2 + \ldots + z_s^{(v-2)}2^{v-2} + 2^{v-1} \). Then the average of \( H_{s,N,\gamma,w} \) over the next \( m - w_s - v \) bit choices for \( z_s \) is given by

\[
\frac{1}{2^{m-w_s-v}} \sum_{\pi \in \mathbb{Z}_{2^{m-w_s-v}}} H_{s,N,\gamma,w}(z_1, \ldots, z_{s-1}, \tilde{z}_s + \pi 2^v)
= \sum_{t=v}^{m-w_s} \frac{1}{2^{t-v}} \sum_{\ell=0}^{2^{w_s}-1} \left( \sum_{\delta \equiv \ell 2^t, k \equiv 1 \pmod{2}} \gamma_u \log \left( \frac{1}{\sin^2 \left( \frac{\pi k}{2^{m-w_s}} \right)} \right) \right)
\times \prod_{j \in u, j \neq s} \log \left( \frac{\sin^2 \left( \frac{\pi j k}{2^{m-w_s}} \right)}{\sin^2 \left( \frac{\pi j}{2^{m-w_s}} \right)} \right)
+ S_{N,v,\gamma,w}(z),
\]

where the term \( S_{N,v,\gamma,w}(z) \), which is independent of \( z \) and \( \tilde{z} \), is given by

\[
S_{N,v,\gamma,w}(z) = \sum_{r=1}^{s-1} \sum_{k \equiv 0 \pmod{2^{m-w_r}}} \gamma_u \prod_{j \in u, j \neq s} \log \left( \frac{1}{\sin^2 \left( \frac{\pi j k}{2^{m-w_j}} \right)} \right)
+ \sum_{\ell=0}^{2^{w_s}-1} \sum_{t=1}^{v-1} \left( \sum_{\delta \equiv \ell 2^t, k \equiv 1 \pmod{2}} \gamma_u \prod_{j \in u, j \neq s} \log \left( \frac{1}{\sin^2 \left( \frac{\pi j k}{2^{m-w_s}} \right)} \right) \right)
\times \log \left( \frac{1}{\sin^2 \left( \frac{\pi z_{s,v-1} k}{2^{m-w_s}} \right)} \right)
+ \sum_{\ell=0}^{2^{w_s}-1} \frac{1}{2^{t-v} (\log 4)} \sum_{\delta \equiv \ell 2^t, k \equiv 1 \pmod{2}} \gamma_u \prod_{j \in u, j \neq s} \log \left( \frac{1}{\sin^2 \left( \frac{\pi j k}{2^{m-w_s}} \right)} \right).
\]
Proof. For arbitrary \( z = (z_1, \ldots, z_s) \), we can rewrite the quantity \( H_{s,N,\gamma,w} \) as follows,

\[
H_{s,N,\gamma,w} = H_{s,N,\gamma,w}(z) := N \sum_{\emptyset \neq u \subseteq [s]} \frac{\gamma_u}{N} H_{N,u,w}
\]

\[
= \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \sum_{t=0}^{2^{w/|u|}-1} \prod_{j \in u} (t+1)^{2^{m-\gamma_j}|u|+1} - \sum_{t=0}^{2^{w/|u|}-1} \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right)
\]

\[
= \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \sum_{t=0}^{2^{w/|u|}-1} \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right)
\]

\[
= \frac{1}{2^{m-w_s-v}} \sum_{\tau \in \mathbb{Z}_{2^{m-w_s-v}}} \sum_{r=1}^{s} \sum_{k=0}^{N-1} \sum_{\emptyset \neq u \subseteq [r]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right), \quad (11)
\]

Hence, we would like to estimate

\[
\frac{1}{2^{m-w_s-v}} \sum_{\tau \in \mathbb{Z}_{2^{m-w_s-v}}} \sum_{r=1}^{s} \sum_{k=0}^{N-1} \sum_{\emptyset \neq u \subseteq [r]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right) \cdot (12)
\]

where we now assume that \( z_s = z_{s,v} - 1 + z 2^{v-1} + \bar{z} 2^v = \tilde{z}_s + \bar{z} 2^v \). Observe that all terms in the sum over \( r \in \{1, 2, \ldots, s\} \) for which \( 1 \leq r \leq s - 1 \) are independent of \( \tau \), and from this we obtain the first sum in the definition of \( S_{m,v,\gamma,w} \). Therefore we need to analyze the remaining part of (12), which equals

\[
\frac{1}{2^{m-w_s-v}} \sum_{\tau \in \mathbb{Z}_{2^{m-w_s-v}}} \sum_{r=1}^{s} \sum_{k=0}^{N-1} \sum_{\emptyset \neq u \subseteq [r]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right).
\]

Now, we are going to use the general identity

\[
\sum_{k=1}^{2^{p-1}} f(k/2^p) = \sum_{t=1}^p \sum_{k \equiv 1 \pmod{2^t}}^{2^{t-1}} f(k/2^t). \quad (13)
\]

Then, we can write

\[
\frac{1}{2^{m-w_s-v}} \sum_{\tau \in \mathbb{Z}_{2^{m-w_s-v}}} \sum_{k=0}^{N-1} \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right)
\]

\[
= \frac{1}{2^{m-w_s-v}} \sum_{\tau \in \mathbb{Z}_{2^{m-w_s-v}}} \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right) \cdot \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \cdot (12)
\]

\[
= \frac{1}{2^{m-w_s-v}} \sum_{\tau \in \mathbb{Z}_{2^{m-w_s-v}}} \sum_{\emptyset \neq u \subseteq [s]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2(\pi z_j k/2^{m-w_j})} \right).
\]

14
\[
\begin{align*}
&= \frac{1}{2^{m-w_s-v}} \sum_{\pi \in \mathbb{Z}_{m-w_s-v}} 2^{w_s-1} \sum_{\ell=0}^{2^{w_s-1}} 2^{m-w_s-1} \sum_{k=1}^{\theta \not\subset [s]} \gamma_u \\
&\times \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi z_j \ell 2^{w_j-w_s} + \pi z_j k/2^{m-w_j}\right)} \right) \\
&= \frac{1}{2^{m-w_s-v}} \sum_{\pi \in \mathbb{Z}_{m-w_s-v}} 2^{w_s-1} \sum_{\ell=0}^{2^{w_s-1}} 2^{m-w_s-1} \sum_{k=1}^{\theta \not\subset [s]} \gamma_u \\
&\times \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi z_j \ell 2^{w_j-w_s} + (\pi z_j k/2^\ell)2^{w_j-w_s}\right)} \right) \\
&= \frac{1}{2^{m-w_s-v}} \sum_{\pi \in \mathbb{Z}_{m-w_s-v}} 2^{w_s-1} \sum_{\ell=0}^{2^{w_s-1}} 2^{m-w_s-1} \sum_{k=1}^{\theta \not\subset [s]} \gamma_u \\
&\times \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi z_j \ell 2^\ell k/2^{m-w_s} \right)} \right) \\
&= \frac{1}{2^{m-w_s-v}} \sum_{\pi \in \mathbb{Z}_{m-w_s-v}} 2^{w_s-1} \sum_{\ell=0}^{2^{w_s-1}} 2^{m-w_s-1} \sum_{k=1}^{\theta \not\subset [s]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi z_j \ell 2^\ell k/2^{m-w_s} \right)} \right) \\
&= \sum_{\ell=0}^{2^{w_s-1}} \sum_{t=1}^{m-w_s} (\ell+1)2^t-1 \sum_{k=1}^{(\ell+1)2^t-1} \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi z_j \ell 2^\ell k/2^{m-w_s} \right)} \right) \\
&\times \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi (z_s + z_s^v)k/2^\ell \right)} \right),
\end{align*}
\]

where we remind the reader that \( z_s = z_s^{(0)} + z_s^{(1)}2 + \cdots + z_s^{(v-2)}2^{v-2} + z_s^{2^{v-1}} \). Therefore, in the above summation, if \( t \in \{1, 2, \ldots, v-1\} \), then

\[
\sin^2(\pi (z_s + z_s^v)k/2^\ell) = \sin^2(\pi (z_s^{(0)} + \cdots + z_s^{(v-2)}2^{v-2})k/2^\ell).
\]

Consequently, we obtain

\[
\begin{align*}
&= \frac{1}{2^{m-w_s-v}} \sum_{\pi \in \mathbb{Z}_{m-w_s-v}} \prod_{k=0}^{N-1} \sum_{\theta \not\subset [s]} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi z_j k/2^{m-w_j} \right)} \right) \\
&= \sum_{\ell=0}^{2^{w_s-1}} \sum_{t=1}^{m-w_s} (\ell+1)2^t-1 \sum_{k=1}^{(\ell+1)2^t-1} \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi z_j \ell 2^\ell k/2^{m-w_s} \right)} \right) \\
&\times \prod_{j \in u} \log \left( \frac{1}{\sin^2\left(\pi (z_s + z_s^v)k/2^\ell \right)} \right).
\end{align*}
\]
where in the last step we proceeded exactly as in the proof of Lemma 6 in [8]. This, together
as
\[w(x) = \left(1 - 2^{v-t}\right) \log 4 + 2^{v-t} \log \left(\frac{1}{\sin^2(\pi z_s k/2^v)}\right)\],

where in the last step we proceeded exactly as in the proof of Lemma 6 in [8]. This, together
with the previous identity yields the claim. \(\square\)

We observe that in Lemma 3 only the first term depends on the \(v\)th bit \(z_s\) of \(z_s\), while
\(S_{N,v,\gamma,w}(z)\) is independent of this bit. This now leads to the introduction of the following digit-wise quality function for the reduced CBC-DBD algorithm which is based on the first term in (10). Note that the quality function is not exactly equal to the first term in (10), but we add further terms that, though independent of the argument of the function, facilitate fast implementation (see Section 4).

**Definition 2.** Let \(x \in \mathbb{N}\) be an odd integer, let \(m, d^* \in \mathbb{N}\), let \(w = (w_j)_{j \geq 1}\) be a sequence of reduction indices in \(\mathbb{N}_0\) with \(0 = w_1 \leq w_2 \leq \cdots\), and let \(\gamma = (\gamma_j)_{j \geq 1}\) be a sequence of positive weights. For \(1 \leq s \leq d^*\) and \(1 \leq v \leq m - w_s\) we define the quality function \(h_{s,v,m,\gamma,w} : \mathbb{Z} \to \mathbb{R}\) as
\[
h_{s,v,m,\gamma,w}(x) = \sum_{t=v}^{m-w_s-1} 2^{v-1} \sum_{k=t^2 + 1}^{(\ell+1)2^t-1} \sum_{u \subseteq s} \gamma_u \prod_{j \in u, j \neq s} \log \left(\frac{1}{\sin^2(\pi z_j k/2^{m-w_s})}\right)
\]
Theorem 2. Let \( \text{Algorithm 1} \) Reduced component-by-component digit-by-digit construction want to show that under certain suitable conditions on the weights \( \gamma \), Algorithm 1 can construct generating vectors which yield lattice point sets with very good properties if they are used as integration nodes in a QMC rule. For \( z = (Y_1 z_1, \ldots, Y_d z_d) \), we write \( z_s \) to denote the vector \((z_1, \ldots, z_s)\) for \( s \in [d]\).

Algorithm 1 Reduced component-by-component digit-by-digit construction

**Input:** Integer \( m \in \mathbb{N} \), dimension \( d \), \( w = (w_j)_{j \geq 1} \) with \( 0 = w_1 \leq w_2 \leq \cdots \) and \( Y_j = 2^w \) for \( j \in \{1, \ldots, d\} \), and positive weights \( \gamma = (\gamma_j)_{j \geq 1} \).

Set \( z_1 = z_{1,m} = 1 \) and \( z_{1,1} = z_{1,2} = \cdots = z_{d,1} = 1 \).

If \( d > d^* \), set \( z_{d^*+1} = \cdots = z_d = 1 \).

**Proof.** We will prove the stated estimate via an inductive argument over the selection of the \( m - w_s \) bits of the component \( z_s \) for \( s \in [d^*] \). We first observe that according to the formulation of Algorithm 1, the \( v \)-th bit of \( z_s \) with \( v \in \{2, \ldots, m - w_s\} \), has been selected by minimizing \( h_{s,v,m,\gamma,w}(z_{s,v-1} + z 2^{v-1}) \) with respect to the choices \( z \in \{0, 1\} \), and that we have chosen \( z_{s,v-1} \) by the same algorithm. By Lemma 3 and Definition 2 this is equivalent to minimizing

\[
\frac{1}{2^{m-w_s-v}} \sum_{z \in \mathbb{Z}_{2^{m-w_s-v}}} H_{s,N,\gamma,w}(z_1, \ldots, z_{s-1}, z_{s,v-1} + z 2^{v-1} + \bar{z} 2^v)
\]

with respect to \( z \in \{0, 1\} \). By the standard averaging argument, this yields

\[
\argmin_{z \in \{0, 1\}} \frac{1}{2^{m-w_s-v}} \sum_{z \in \mathbb{Z}_{2^{m-w_s-v}}} H_{s,N,\gamma,w}(z_1, \ldots, z_{s-1}, z_{s,v-1} + z 2^{v-1} + \bar{z} 2^v)
\]
where we split up $z_{s,v-1}$ according to Algorithm 1 such that $\tilde{z}$ is the $(v-1)$th bit of $z_s$, selected in the previous step of the algorithm. Noting that the inequality in (14) holds for any $v \in \{2, \ldots, m - w_s\}$, we can inductively use this estimate for $v = m - w_s, m - w_s - 1, \ldots, 2$ to obtain

$$H_{s,N,w}(z[s]) = \arg\min_{z \in \{0, 1\}^s} H_{s,N,w}(z_1, \ldots, z_{s-1}, z_{s,m-w_s-1} + z2^{m-w_s-1})$$

$$\leq \frac{1}{2} \sum_{v \in \mathbb{Z}_2 \mathbb{Z}_{2m-w_s-v}} H_{s,N,w}(z_1, \ldots, z_{s-1}, z_{s,v} - 2 + \tilde{z}2^{v-2} + \tilde{z}2^{v-1}),$$

where

$$H_{s,N,w}(z[s]) = \arg\min_{z \in \{0, 1\}^s} H_{s,N,w}(z_1, \ldots, z_{s-1}, z_{s,m-w_s-1} + z2^{m-w_s-1})$$

$$\leq \frac{1}{2} \sum_{v \in \mathbb{Z}_2 \mathbb{Z}_{2m-w_s-v}} H_{s,N,w}(z_1, \ldots, z_{s-1}, 1 + \tilde{z}2),$$

where we used that $z_{s,1} = 1$. Now setting $v = 1$ in our expression in Lemma 3 to equate the right-hand side term in (15), we get

$$H_{s,N,w}(z[s]) \leq \sum_{t=1}^{m-w_s} \frac{1}{2^{t-1}} \sum_{r=0}^{2^{w_s} - 1} \sum_{j=0}^{(t+1)2^t-1} \sum_{u \in \mathbb{Z} \mathbb{Z}_{2m-w_r}} \gamma_u \prod_{j \in u \atop j \neq s} \log \left( \frac{1}{\sin^2(\pi z_{j,k}2^{m-w_r})} \right)$$

$$\times \log \left( \frac{1}{\sin^2(\pi k/2)} \right)$$

$$+ \sum_{s=1}^{N-1} \sum_{k \equiv 0 \ (mod \ 2^{m-w_s})} \sum_{r \in \mathbb{Z} \mathbb{Z}_{2m-w_r}} \gamma_u \prod_{j \in u \atop j \neq s} \log \left( \frac{1}{\sin^2(\pi z_{j,k}2^{m-w_r})} \right)$$

$$+ \sum_{t=1}^{2^{w_s} - 1} \sum_{k=0}^{2^t - 1} \sum_{u \in \mathbb{Z} \mathbb{Z}_{2m-w_r}} \gamma_u \prod_{j \in u \atop j \neq s} \log \left( \frac{1}{\sin^2(\pi z_{j,k}2^{m-w_r})} \right).$$

Note that for odd $k$ we have $\log(\sin^{-2}(\pi k/2)) = \log 1 = 0$, so we obtain, using (11) and (13),

$$H_{s,N,w}(z[s]) \leq \sum_{t=0}^{2^{w_s} - 1} \sum_{k \equiv 0 \ (mod \ 2^{m-w_r})} \sum_{r \in \mathbb{Z} \mathbb{Z}_{2m-w_r}} \gamma_u \prod_{j \in u \atop j \neq s} \log \left( \frac{1}{\sin^2(\pi z_{j,k}2^{m-w_r})} \right)$$

$$+ \sum_{t=1}^{2^{w_s} - 1} \sum_{k=0}^{2^t - 1} \sum_{u \in \mathbb{Z} \mathbb{Z}_{2m-w_r}} \gamma_u \prod_{j \in u \atop j \neq s} \log \left( \frac{1}{\sin^2(\pi z_{j,k}2^{m-w_r})} \right).$$

$$= H_{s-1,N,w}(z[s_{-1}])$$

$$+ \sum_{t=0}^{2^{w_s} - 1} \sum_{k=\ell2^{m-w_s}+1}^{2^2^{m-w_s} - 1} \sum_{u \in \mathbb{Z} \mathbb{Z}_{2m-w_r}} \gamma_u \prod_{j \in u \atop j \neq s} \log \left( \frac{1}{\sin^2(\pi z_{j,k}2^{m-w_r})} \right)$$

$$= H_{s-1,N,w}(z[s_{-1}])$$

$$+ \sum_{t=0}^{2^{w_s} - 1} \sum_{k=\ell2^{m-w_s}+1}^{2^2^{m-w_s} - 1} \sum_{u \in \mathbb{Z} \mathbb{Z}_{2m-w_r}} \gamma_u \prod_{j \in u \atop j \neq s} \log \left( \frac{1}{\sin^2(\pi z_{j,k}2^{m-w_r})} \right).$$
Hence we have the claimed result.

Observe that due to Theorem 2,

\[ \gamma \sum_{k=0}^{N-1} \sum_{u \subseteq \{s+1\}} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2 (\pi z_j k/2^{m-w_j})} \right) \]

\[ = H_{s-1, N, \gamma, w(z_{[s-1]})} \]

\[ + (\log 4) \gamma_s \prod_{k=0}^{N-1} \sum_{u \subseteq \{s+1\}} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2 (\pi z_j k/2^{m-w_j})} \right) \]

\[ = H_{s-1, N, \gamma, w(z_{[s-1]})} \]

\[ + (\log 4) \gamma_s \left( 2^m - 2^{w_s} \right) \]

\[ + \sum_{r=1}^{s-1} \sum_{k=0}^{N-1} \sum_{\emptyset \neq u \subseteq \{r-1\}} \gamma_u \prod_{j \in u} \log \left( \frac{1}{\sin^2 (\pi z_j k/2^{m-w_j})} \right) \]

\[ \leq H_{s-1, N, \gamma, w(z_{[s-1]})} \]

\[ + (\log 4) \gamma_s \left( 2^m - 2^{w_s} \right) \]

\[ = H_{s-1, N, \gamma, w(z_{[s-1]})} \]

\[ + (\log 4) \left[ \gamma_s (2^m - 2^{w_s}) + \gamma_s H_{s-1, N, \gamma, w(z_{[s-1]})} \right] . \]

Hence we have the claimed result. □

Based on the result in Theorem 2 we can use an inductive argument to show that the quantity \( H_{s, N, \gamma, w} \) is sufficiently small if \( z_{[s]} \) has been constructed by Algorithm 1. We obtain the following estimate.

**Theorem 3.** Let \( m \in \mathbb{N} \), \( N = 2^m \), \( w = (w_j)_{j \geq 1} \) in \( \mathbb{N}_0 \) with \( 0 = w_1 \leq w_2 \leq \cdots \), and let \( \gamma = (\gamma_j)_{j \geq 1} \) be positive product weights. Furthermore, let the generating vector \( z = (Y_1 z_1, \ldots, Y_d z_d) \in \mathbb{Z}^d \) be constructed by Algorithm 1. Denote by \( z_{[s]} \) the vector \((z_1, \ldots, z_s)\) for \( s \in [d] \). Then the following upper bound on \( H_{s, N, \gamma, w(z_{[s]})} \) holds for \( s \in [d^*] \),

\[ H_{s, N, \gamma, w(z_{[s]})} \leq N \left[ -1 + a \prod_{j=1}^a \left( 1 + \gamma_j \log 4 \right) \right] . \]

**Proof.** Observe that due to Theorem 2,

\[ H_{s, N, \gamma, w(z_{[s]})} \leq H_{s-1, N, \gamma, w(z_{[s-1]})} + (\log 4) \left[ \gamma_s (2^m - 2^{w_s}) + \gamma_s H_{s-1, N, \gamma, w(z_{[s-1]})} \right] \quad (16) \]
holds for \(2 \leq s \leq d\). We can apply this estimate inductively to obtain the following,

\[
H_{s,N,\gamma,w}(z[\bar{s}])
\leq (1 + \gamma_s \log 4) \left[ (1 + \gamma_{s-1} \log 4) H_{s-2,N,\gamma,w}(z[s-2]) + \gamma_{s-1} (\log 4) (2^m - 2^{w_{s-1}}) \right] + \gamma_s (\log 4) (2^m - 2^{w_s})
\]

\[
= H_{s-2,N,\gamma,w}(z[s-2]) \prod_{j=s-1}^s (1 + \gamma_j \log 4) + \gamma_{s-1} (\log 4) (2^m - 2^{w_{s-1}}) + \gamma_s (\log 4) (2^m - 2^{w_s})
\]

\[
\leq \left( \prod_{j=s-1}^s (1 + \gamma_j \log 4) \right) \left[ (1 + \gamma_{s-2} \log 4) H_{s-3,N,\gamma,w}(z[s-3]) + \gamma_{s-2} (\log 4) (2^m - 2^{w_{s-2}}) \right] + \gamma_{s-1} (\log 4) (2^m - 2^{w_{s-1}}) + \gamma_s (\log 4) (2^m - 2^{w_s})
\]

\[
= H_{s-3,N,\gamma,w}(z[s-3]) \prod_{j=s-2}^s (1 + \gamma_j \log 4) + \gamma_{s-2} (\log 4) (2^m - 2^{w_{s-2}}) + \gamma_{s-1} (\log 4) (2^m - 2^{w_{s-1}}) + \gamma_s (\log 4) (2^m - 2^{w_s})
\]

Repeating this argument inductively, we finally arrive at

\[
H_{s,N,\gamma,w}(z[\bar{s}]) \leq H_{1,N,\gamma,w}(z_1) \prod_{j=2}^s (1 + \gamma_j \log 4) + \sum_{\emptyset \neq u \subseteq \{2:s\}} \gamma_u (\log 4)^{|u|} (2^m - 2^{\min_j \{w_j\}})
\]

\[
\leq H_{1,N,\gamma,w}(z_1) \prod_{j=2}^s (1 + \gamma_j \log 4) + \sum_{\emptyset \neq u \subseteq \{2:s\}} \gamma_u (\log 4)^{|u|} 2^m. \quad (17)
\]

However, recall that we have, by definition,

\[
H_{1,N,\gamma,w}(z_1) = H_{1,N,\gamma,w}(1) = \sum_{k=1}^{N-1} \gamma_1 u_1(k) = \gamma_1 \sum_{k=1}^{N-1} \log \left( \frac{1}{\sin^2(\pi k/2^m)} \right)
\]

\[
= -2\gamma_1 \sum_{k=1}^{N-1} \log \left( \sin \left( \frac{\pi k}{N} \right) \right) = \gamma_1 (N - m - 1) \log 4
\]

\[
\leq \gamma_1 N \log 4 - \gamma_1 \log 4 \leq \gamma_1 N \log 4,
\]

where we used the identity

\[
\sum_{k=1}^{N-1} \left( 2 \sin \left( \frac{\pi k}{N} \right) \right) = N.
\]

Consequently, combining this bound with (17), expanding the expression, and using that \(\gamma_u = \prod_{j \in u} \gamma_j\), finally gives

\[
H_{s,N,\gamma,w}(z[\bar{s}]) \leq N \gamma_1 (\log 4) \left[ \prod_{j=2}^s (1 + \gamma_j \log 4) \right] + N \sum_{\emptyset \neq u \subseteq \{2:s\}} \gamma_u (\log 4)^{|u|}
\]

\[
= N \left( \gamma_1 (\log 4) \prod_{j=2}^s (1 + \gamma_j \log 4) + (-1) \sum_{j=2}^s (1 + \gamma_j \log 4) \right)
\]

\[
= N \prod_{j=1}^s (1 + \gamma_j \log 4) - N = N \left[ -1 + \prod_{j=1}^s (1 + \gamma_j \log 4) \right],
\]

\[
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\]
which is the claim.

We are now able to show the main result regarding the reduced component-by-component digit-by-digit construction.

**Theorem 4.** Let \( N = 2^m \), with \( m \in \mathbb{N} \), let \( w = (w_j)_{j \geq 1} \) be a sequence in \( \mathbb{N}_0 \) with \( 0 = w_1 \leq w_2 \leq \cdots \), and let \( \gamma = (\gamma_j)_{j \geq 1} \) be positive product weights. Furthermore, denote by \( z = (z_1, \ldots, z_d) \) the corresponding generating vector constructed by Algorithm 1. Then the following estimate holds,

\[
T_\gamma(N, z, w) \leq \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \frac{2(6 \log N)^{|u|+1}}{2^{m - \max_{j \in u} w_j}}, \tag{18}
\]

**Proof.** Recall from Theorem 1 that

\[
T_\gamma(N, z, w) \leq \left( \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u 2^{w_j}|u|+1 (6 \log N)^{|u|} (1 + \log N) \right) \left( \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (1 + \gamma_j \log 4) \right)
+ \frac{1}{N} H_{d^*, N, \gamma, w} - \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u (\log 4)^{|u|}.
\]

Then, using the structure of product weights, along with the estimate for \( H_{d^*, N, \gamma, w} \) in Theorem 3, we obtain

\[
T_\gamma(N, z, w) \leq \frac{2(1 + \log N)}{N} \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u 2^{w_j |u|} (6 \log N)^{|u|}
+ \frac{1}{N} \left( 1 - \prod_{j=1}^{d^*} (1 + \gamma_j \log 4) \right) - \prod_{j=1}^{d^*} (1 + \gamma_j \log 4) + 1
= \frac{2(1 + \log N)}{N} \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u 2^{w_j |u|} (6 \log N)^{|u|}
\leq \sum_{\emptyset \neq u \subseteq [d^*]} \gamma_u \frac{2(6 \log N)^{|u|+1}}{2^{m - \max_{j \in u} w_j}},
\]

where we used that for a non-empty set \( u \subseteq [d^*] \) we have \( w_j |u| = \max_{j \in u} w_j \). This is the claimed result.

We now have the following corollary.

**Corollary 1.** Let \( N = 2^m \), with \( m \in \mathbb{N} \), let \( w = (w_j)_{j \geq 1} \) be a sequence in \( \mathbb{N}_0 \) with \( 0 = w_1 \leq w_2 \leq \cdots \), and let \( \gamma = (\gamma_j)_{j \geq 1} \) be positive product weights satisfying

\[
\sum_{j \geq 1} \gamma_j 2^{w_j} < \infty.
\]

Furthermore, denote by \( z = (z_1, \ldots, z_d) \) the generating vector constructed by Algorithm 1 run for the weights \( \gamma = (\gamma_j)_{j \geq 1} \). Then, for any \( \delta > 0 \) and each \( \alpha > 1 \), the generating vector \( z \) satisfies

\[
e_{N, d, \alpha, \gamma^\alpha}(z) \leq \frac{1}{N^\alpha} \left( C_1(\gamma^\alpha) + C_2(\gamma, \delta) N^\alpha \delta \right)
\]

with weight sequence \( \gamma^\alpha = (\gamma_j^\alpha)_{j \geq 1} \) and positive constants \( C_1(\gamma^\alpha) \) and \( C_2(\gamma, \delta) \), which are independent of \( d \) and \( N \). Additionally, if Algorithm 1 is run for weights \( \gamma^{1/\alpha} = (\gamma_j^{1/\alpha})_{j \geq 1} \) with \( \alpha > 1 \), satisfying

\[
\sum_{j \geq 1} \gamma_j^{1/\alpha} 2^{w_j} < \infty,
\]
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then, for any \( \delta > 0 \), the resulting generating vector \( \tilde{z} = (Y_1 \tilde{z}_1, \ldots, Y_d \tilde{z}_d) \) satisfies the error bound

\[
e_{\text{N},d,\alpha,\gamma}(\tilde{z}) \leq \frac{1}{N^\alpha} \left( F_1(\gamma) + F_2(\gamma^{1/\alpha}, \delta) N^{\alpha \delta} \right),
\]

with positive constants \( F_1(\gamma) \) and \( F_2(\gamma^{1/\alpha}, \delta) \), which are independent of \( d \) and \( N \).

**Proof.** We know from Proposition 1 that the worst-case error \( e_{\text{N},d,\alpha,\gamma}(z) \) satisfies

\[
e_{\text{N},d,\alpha,\gamma}(z) \leq \sum_{\emptyset \neq \mathcal{U} \subseteq [d]} \gamma_u \frac{(4 \zeta(\alpha))^{[u]}}{2^\alpha \max(0, m - \max_{j \in \mathcal{U}} w_j)} + T_{\alpha,\gamma}(N, z, w).
\]

Taking into account that we have product weights \( \gamma = \prod_{j \in \mathcal{U}} \gamma_j \), this yields

\[
e_{\text{N},d,\alpha,\gamma}(z) \leq \frac{1}{N^\alpha} \sum_{\emptyset \neq \mathcal{U} \subseteq [d]} \left( \prod_{j \in \mathcal{U}} (\gamma_j^{\alpha} 4 \zeta(\alpha)) \right) 2^{\alpha \max_{j \in \mathcal{U}} w_j} + T_{\alpha,\gamma}(N, z, w)
\]

\[
\leq \frac{1}{N^\alpha} \prod_{j=1}^d \left( 1 + \gamma_j^{\alpha} 4 \zeta(\alpha) 2^{w_j} \right) + T_{\alpha,\gamma}(N, z, w),
\]

where we used that for \( \emptyset \neq \mathcal{U} \subseteq [d] \) we have \( \max_{j \in \mathcal{U}} w_j \leq \sum_{j \in \mathcal{U}} w_j \). Since \( \alpha > 1 \), we can use an inequality sometimes called Jensen’s inequality, which states that \( \sum_{i=1}^n a_i \leq (\sum_{i=1}^n a_i^p)^{1/p} \) for non-negative \( a_1, \ldots, a_n \) and \( 0 \leq p \leq 1 \), and thus we have

\[
T_{\alpha,\gamma}(N, z, w) = \sum_{\emptyset \neq \mathcal{U} \subseteq \mathcal{M}_{N,d,w}} \frac{\delta_N(\ell \cdot z)}{r_{\alpha,\gamma}(\ell)} \leq \left( \sum_{\emptyset \neq \mathcal{U} \subseteq \mathcal{M}_{N,d,w}} \frac{\delta_N(\ell \cdot z)}{r_{\gamma}(\ell)} \right)^\alpha = (T_{\gamma}(N, z, w))^\alpha,
\]

and by Theorem 4 we know that the \( z \) generated by Algorithm 1 is such that

\[
T_{\gamma}(N, z, w) \leq \sum_{\emptyset \neq \mathcal{U} \subseteq [d^*]} \frac{\gamma_u 2(6 \log N)^{[u]}}{2^{w_j + m \max_{j \in \mathcal{U}} w_j}}.
\]

From this, we deduce, using \( \gamma_u = \prod_{j \in \mathcal{U}} \gamma_j \), that we have

\[
2^m T_{\gamma}(N, z, w) \leq 2(6 \log N) \sum_{\emptyset \neq \mathcal{U} \subseteq [d^*]} \frac{\gamma_u (6 \log N)^{[u]}}{2^{\max_{j \in \mathcal{U}} w_j}}
\]

\[
\leq 2(6 \log N) \sum_{\emptyset \neq \mathcal{U} \subseteq [d^*]} \left( \prod_{j \in \mathcal{U}} (6 \log N) \right) 2^\sum_{j \in \mathcal{U}} w_j
\]

\[
\leq 2(6 \log N) \prod_{j=1}^{d^*} (1 + \gamma_j (6 \log N) 2^{w_j})
\]

\[
\leq (1 + 2(6 \log N)) \prod_{j=1}^{d^*} (1 + \gamma_j (6 \log N) 2^{w_j})
\]

\[
\leq \tilde{C}(\delta/2) 2^{d^* \delta/2} \prod_{j=1}^{\infty} (1 + \gamma_j (6 \log N) 2^{w_j}),
\]

for arbitrary \( \delta > 0 \), where \( \tilde{C}(\delta/2) \) is a constant depending only on \( \delta \), and where we again used for \( \emptyset \neq \mathcal{U} \subseteq [d^*] \) that we have \( \max_{j \in \mathcal{U}} w_j \leq \sum_{j \in \mathcal{U}} w_j \). Due to the given condition imposed on the weights, i.e., \( \sum_{j \geq 1} \gamma_j 2^{w_j} < \infty \), we can use the result in [11, Lemma 3] to see that the product
in (19) can be bounded by \( \tilde{C}(\gamma, \delta)2^{m\delta} \), where \( \tilde{C}(\gamma, \delta) \) may depend on the weights \( \gamma \) and \( \delta \), but is independent of the dimension. This yields

\[
(T_\gamma(N, z, w))^\alpha \leq \frac{1}{N^\alpha} \left( \tilde{C}(\delta/2) \right)^\alpha \left( \tilde{C}(\gamma, \delta) \right)^\alpha N^{\alpha \delta}.
\]

Setting then \( C_1(\gamma^\alpha) = \prod_{j=1}^\infty (1 + \gamma_j^\alpha 4\zeta(\alpha)2^{\alpha w_j}) \), which is finite due to our assumption on the weights, and \( C_2(\gamma, \delta) = \left( \tilde{C}(\delta/2) \right)^\alpha \left( \tilde{C}(\gamma, \delta) \right)^\alpha \) we get the claimed estimate.

Similarly, for weights \( \gamma^{1/\alpha} \) and due to the condition imposed on the weights, i.e., \( \sum_{j \geq 1} \gamma_j^{1/\alpha} 2^{w_j} < \infty \), and by using the result in [11, Lemma 3] we have

\[
(T_{\gamma^{1/\alpha}}(N, z, w))^\alpha \leq \frac{1}{N^\alpha} \left( \tilde{C}(\delta/2) \right)^\alpha \left( \tilde{C}(\gamma^{1/\alpha}, \delta) \right)^\alpha N^{\alpha \delta}.
\]

Then setting \( F_1(\gamma) = \prod_{j=1}^\infty (1 + \gamma_j 4\zeta(\alpha)2^{w_j}) \) and \( F_2(\gamma^{1/\alpha}, \delta) = \left( \tilde{C}(\delta/2) \right)^\alpha \left( \tilde{C}(\gamma^{1/\alpha}, \delta) \right)^\alpha \) we get the claimed estimate. \( \square \)

The result in Corollary 1 involves two cases regarding the worst-case error behavior of the generating vectors constructed by Algorithm 1. To be more precise, we can run the algorithm with weights \( \gamma \), and hence it does not depend on the parameter \( \alpha \), then the algorithm produces a generating vector for which bounds on the worst-case errors in the spaces \( E_{d, \gamma}^\alpha \) hold simultaneously for all \( \alpha > 1 \). On the other hand, when we run Algorithm 1 with weights \( \gamma^{1/\alpha} \), we have a dependence on the parameter \( \alpha \), and the algorithm yields error bounds for the worst-case error in the spaces \( E_{d, \gamma}^\alpha \).

## 4 Fast implementation of the construction scheme

In this section we discuss the efficient implementation of the introduced reduced CBC-DBD algorithm and analyze its complexity.

### 4.1 Implementation and cost analysis of the reduced CBC-DBD algorithm

We recall the definition of the quality function in Definition 2, and we see that for product weights \( h_{d,v,m,\gamma,w} \) can be rewritten as follows. Let \( x \in \mathbb{N} \) be an odd integer, let \( m, d \in \mathbb{N} \), and let \( \gamma = (\gamma_j)_{j \geq 1} \) be positive product weights. For \( 1 \leq s \leq d, 1 \leq v \leq m - w_s \), and odd integers \( z_1, \ldots, z_{s-1} \) the quality function \( h_{s,v,m,\gamma,w} \) reads

\[
h_{s,v,m,\gamma,w}(x) := \sum_{t=v}^{m-w_s} \frac{1}{2^t} \sum_{\ell=0}^{2^s-1} \sum_{k=\ell 2^t+1}^{(\ell+1)2^t-1} \left( 1 + \gamma_s \log \left( \frac{1}{\sin^2(\pi k x/2^n)} \right) \right)
\]

\[
\times \prod_{j=1}^{s-1} \left[ 1 + \gamma_j \log \left( \frac{1}{\sin^2\left( \frac{\pi j k}{2^m} \right)} \right) \right],
\]

where the components \( z_1, \ldots, z_{s-1} \) have been determined in the previous steps of the algorithm. We are interested in the cost of a single evaluation of the function \( h_{s,v,m,\gamma,w} \), which is crucial for the total cost of Algorithm 1, hence we will discuss an efficient evaluation procedure in the following paragraph.

For integers \( t \in \{2, \ldots, m-w_s\} \) (note that we always have \( v \geq 2 \) in Algorithm 1, so we do not need to consider the case \( t = 1 \)) and odd \( k \in \{\ell 2^t + 1, \ldots, (\ell + 1)2^t - 1\} \) for \( \ell \in \{0, \ldots, 2^w - 1\} \),
we define \( r(s, t, k) \) as
\[
r(s, t, k) := \prod_{j=1}^{s} \left( 1 + \gamma_j \log \left( \frac{1}{\sin^2 \left( \frac{\pi z_j k 2^{m-w_s}}{2^{m-w_s}} \right)} \right) \right),
\]
and observe that for the evaluation of \( h_{s,v,m,\gamma,w}(x) \) we can compute and store the terms \( r(s-1, t, k) \) for suitable values of \( t \) since they are independent of \( v \) and \( x \). This way we can rewrite \( h_{s,v,m,\gamma,w}(x) \) as
\[
\sum_{t=v}^{m-w_s} \frac{1}{2^{t-v}} \sum_{k=\ell 2^t+1 \atop k \equiv 1 (\text{mod } 2)} r(s-1, t-w_s-1 + w_s, k) \left( 1 + \gamma_s \log \left( \frac{1}{\sin^2 \left( \pi k 2^{w_s}/2^v \right)} \right) \right).
\]
(20)

Note that if \( v \leq t \leq m-w_s \), then \( 0 \leq t-w_s-1 + w_s \leq t-w_s-1 + w_s \leq m-w_s-1 \). In Algorithm 1, after having determined \( z_s \), the values of \( r(s, v, k) \) for odd integers \( k \in \{ \ell 2^v + 1, \ldots, (\ell + 1)2^v - 1 \} \) with \( \ell \in \{0, \ldots, 2^{w_s} - 1 \} \) are computed via the recurrence relation
\[
r(s, t, k) = r(s-1, t-w_s-1 + w_s, k) \left( 1 + \gamma_s \log \left( \frac{1}{\sin^2 \left( \pi k 2^{w_s}/2^v \right)} \right) \right).
\]

Now, for an algorithmic implementation, we introduce the vector \( u = (u(1), \ldots, u(2^m-1)) \in \mathbb{R}^{2^m-1} \), whose components, for the current \( s \in \{1, \ldots, d^*\} \), are given by
\[
u(k 2^m-w_s-t) = \prod_{j=1}^{s} \left( 1 + \gamma_j \log \left( \frac{1}{\sin^2 \left( \frac{\pi z_j k 2^{m-w_s}}{2^{m-w_s}} \right)} \right) \right)
\]
for each \( t \in \{1, \ldots, m-w_s\} \) and corresponding odd index \( k \in \{ \ell 2^t + 1, \ldots, (\ell + 1)2^t - 1 \} \) for \( \ell \in \{0, \ldots, 2^{w_s} - 1 \} \). Note that \( k 2^m-w_s-t \) runs through the whole range \( \{1, \ldots, 2^m-1 \} \) when \( t, k, \text{ and } \ell \) are chosen as stated. Furthermore, note that the quantity \( u(k 2^m-w_s-t) \) corresponds to \( r(s, t, k) \) for \( t \geq 2 \), and that for the evaluation of \( h_{s,v,m,\gamma,w} \) we do not require the values of \( r(s, t, k) \) for \( t = 2, \ldots, v-1 \). Combining these findings leads to the following fast implementation of Algorithm 1.
Algorithm 2 Fast reduced component-by-component digit-by-digit algorithm

**Input:** Integers \( m, d \in \mathbb{N} \), positive product weights \( \gamma = (\gamma_j)_{j \geq 1} \), and integer reduction indices \((w_j)_{j \geq 1}\) with \( 0 = w_1 \leq w_2 \leq \cdots \).

for \( t = 2 \) to \( m = m - w_1 \) do
  for \( k = 1 \) to \( 2^t - 1 \) in steps of 2 do
    \[
    u(k2^{m-w_1-t}) = \left(1 + \gamma_1 \log \left( \frac{1}{\sin^2(\pi k/2^t)} \right) \right)
    \]
  end for
end for

Set \( s = 1 \) and let \( d^* \) be the largest integer such that \( w_{d^*} < m \).
Set \( z_{1,1} = \cdots = z_{d,1} = 1 \).
while \( s \leq \min\{d, d^*\} \) do
  for \( v = 2 \) to \( m - w_s \) do
    \[
    z^* = \arg\min_{z \in \{0,1\}} h_{s,v,m,\gamma,w}(z_{s,v-1} + z2^{v-1}) \text{ with } h_{s,v,m,\gamma,w} \text{ evaluated using (20)}
    \]
    \[
    z_{s,v} = z_{s,v-1} + z^*2^{v-1}
    \]
  end for
  for \( \ell = 0 \) to \( 2^{w_s} - 1 \) do
    for \( k = (\ell 2^v + 1) \) to \((\ell + 1)2^v - 1\) in steps of 2 do
      \[
      u(k2^{m-w_s-v}) = u(k2^{m-w_s-v}) \left(1 + \gamma_s \log \left( \frac{1}{\sin^2(\pi k_{s,v}/2^\ell)} \right) \right)
      \]
    end for
  end for
end while
if \( d > d^* \) then
  set \( z_{d^*+1} = \cdots = z_d = 1 \)
end if
Set \( z = (Y_1z_1, \ldots, Y_dz_d) \).

**Return:** Generating vector \( z = (Y_1z_1, \ldots, Y_dz_d) \) for \( N = 2^m \).

The computational complexity of Algorithm 2 is then summarized in the following theorem.

**Theorem 5.** Let \( N = 2^m \) with \( m \in \mathbb{N} \), let \( \gamma = (\gamma_j)_{j \geq 1} \) be a given sequence of positive weights, and let integer reduction indices \( w_j \) with \( 0 = w_1 \leq w_2 \leq \cdots \) be given. Moreover, denote by \( d^* \) the largest integer such that \( w_{d^*} < m \). Then Algorithm 2 constructs a generating vector \( z = (z_1, \ldots, z_d) \) using

\[
\mathcal{O} \left( \min\{d, d^*\} 2^m + \sum_{s=1}^{\min\{d, d^*\}} (m - w_s)2^m \right)
\]

operations and requiring \( \mathcal{O}(2^m) \) memory.

**Proof.** Due to the relation in (20), the cost of evaluating \( h_{s,v,m,\gamma,w}(x) \) for one fixed \( v \) can be reduced to \( \mathcal{O}(\sum_{t=v}^{m-w_s} \gamma_{w_s+t-1}) \) operations. Moreover, updating the values of \( u \) needs \( \mathcal{O}(\sum_{v=1}^m \gamma_{w_s+t-1}) \) operations, so the computational cost for one fixed \( v \) in the inner loop over \( v = 2, \ldots, m - w_s \) of Algorithm 2 is of order \( \mathcal{O}(\sum_{v=2}^m \gamma_{w_s+t-1}) \). Thus, the number of calculations in the inner loop over \( v = 2, \ldots, m - w_s \) of Algorithm 2 is of order

\[
\mathcal{O} \left( \sum_{v=2}^{m-w_s} \sum_{t=v}^{m-w_s} \gamma_{w_s+t-1} \right) = \mathcal{O} \left( \sum_{v=2}^{m-w_s} \gamma_{w_s+t} \right) = \mathcal{O} \left( (m - w_s)2^{m+1} - 2(m^1 - 2^{w_s+1}) \right)
\]

\[
= \mathcal{O} \left( (m - w_s)2^m \right).
\]
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Hence, the outer loop over \( s = 1, \ldots, \min\{d, d^*\} \), which is the main cost of Algorithm 2, can be executed in
\[
\mathcal{O}\left( \sum_{s=1}^{\min\{d, d^*\}} (m - w_s)2^m \right)
\]
operations. Furthermore, we observe that initialization and updating of the vector \( u \in \mathbb{R}^{2^m - 1} \) can both be executed in \( \mathcal{O}(\min\{d, d^*\}2^m) \) operations. Additionally, storing the vector \( u \) requires \( \mathcal{O}(2^m) \) of memory.

The run-time of Algorithm 2 can also be reduced further by precomputing and storing the \( 2^m \) values
\[
\log \left( \frac{1}{\sin^2(\pi k/2^m)} \right) \quad \text{for} \quad k = 1, \ldots, 2^m - 1.
\]

The derivation leading to the fast implementation in Algorithm 2 is using arguments that were also used in [8], where a non-reduced component-by-component digit-by-digit construction for lattice rules in weighted Korobov spaces has been studied.

5 Numerical results

In this section, we illustrate the error convergence behavior of the lattice rules constructed by the reduced fast CBC-DBD algorithm and display the computational complexity of the construction using numerical experiments. As in the previous section, we consider lattice rules in the weighted Korobov space \( E_{\alpha}^\gamma \) of smoothness \( \alpha > 1 \), and we assume product weights \( \gamma = \prod_{j \in \mathbb{N}} \gamma_j \) given in terms of positive reals \( (\gamma_j)_{j \geq 1} \). For \( \mathbf{z} = (z_1, \ldots, z_d) \), the worst-case error is then given by
\[
e_{N, d, \alpha, \gamma}(\mathbf{z}) = -1 + \frac{1}{2^m} \sum_{k=0}^{2^m - 1} \prod_{j=1}^{d} \left( 1 + \gamma_j \sum_{\ell \in \mathbb{Z}_*} e^{2\pi i k \ell z_j / 2^m} \right).
\]

To demonstrate the performance of the algorithm, we compare the worst-case errors of the constructed lattice rules as well as the algorithm’s computation times with the corresponding quantities obtained by the non-reduced component-by-component digit-by-digit algorithm, see [8]. Both constructions deliver lattice rules for the space \( E_{\alpha}^\gamma \) consisting of \( 2^m \) cubature points. The different algorithms have been implemented in double-precision and arbitrary-precision floating-point arithmetic, with the latter provided by the multi-precision Python library mpmath.

5.1 Error convergence behavior

Let \( m, d \in \mathbb{N} \), \( \alpha > 1 \), a sequence of positive weights \( \gamma = (\gamma_j)_{j \geq 1} \), and reduction indices \( (w_j)_{j \geq 1} \) with \( 0 = w_1 \leq w_2 \leq \cdots \) be given. In particular, we consider the convergence rate of the worst-case error \( e_{2^m, d, \alpha, \gamma}(\mathbf{z}) \) for different weight sequences \( \gamma = (\gamma_j)_{j \geq 1} \) of the form \( \gamma_j = c^j \) with \( c \in (0, 1) \) or \( \gamma_j = 1/j^q \) with \( q > 1 \) and reduction indices of the form \( w_j = \lfloor p \log_2 j \rfloor \) with \( p > 0 \). We display the computational results for dimension \( d = 100 \) for different sequences of product weights, different values of \( m \), and reduction indices \( w_j \). We stress that the almost optimal error rates of \( \mathcal{O}(N^{-\alpha+\delta}) \), as guaranteed by Corollary 1, may not always be visible for the weights, reduction indices, and ranges of \( N \) considered in our numerical experiments. The graphs shown are therefore to be understood as illustrations of the pre-asymptotic behavior of the worst-case error. Figures 1 and 2 show numerical results using different choices of weights \( (\gamma_j)_{j \geq 1} \) for reduction indices of the form \( w_j = \lfloor 2 \log_2 j \rfloor \) and \( w_j = \lfloor \frac{3}{2} \log_2 j \rfloor \), respectively. The generating vectors \( \mathbf{z} \) are obtained by the reduced fast CBC-DBD algorithm and the non-reduced fast CBC-DBD algorithm, respectively.
Error convergence in the space $E_{d, \gamma}^\alpha$ with $d = 100$, $\alpha = 2$, $w_j = \lfloor 2 \log_2 j \rfloor$.

(a) Weight sequence $\gamma = (\gamma_j)_{j=1}^d$ with $\gamma_j = 1/j^3$.

(b) Weight sequence $\gamma = (\gamma_j)_{j=1}^d$ with $\gamma_j = 1/j^8$.

(c) Weight sequence $\gamma = (\gamma_j)_{j=1}^d$ with $\gamma_j = (0.3)^j$.

(d) Weight sequence $\gamma = (\gamma_j)_{j=1}^d$ with $\gamma_j = (0.95)^j$.

Figure 1: Convergence of the worst-case errors $e_{N, d, \alpha, w_j}(z)$ in the weighted space $E_{d, \gamma}^\alpha$ for smoothness parameter $\alpha = 2$ with dimension $d = 100$ and reduction indices $w_j = \lfloor 2 \log_2 j \rfloor$. The generating vector $z$ is constructed via the reduced CBC-DBD construction and the non-reduced CBC-DBD construction for $N = 2^m$, respectively.
Error convergence in the space $E_{d,\gamma}^\alpha$ with $d = 100, \alpha = 2$, $w_j = \lfloor \frac{7}{2} \log_2 j \rfloor$.

Figure 2: Convergence of the worst-case errors $e_{N,d,\alpha,\gamma}(z)$ in the weighted space $E_{d,\gamma}^\alpha$ for smoothness parameter $\alpha = 2$ with dimension $d = 100$ and reduction indices $w_j = \lfloor \frac{7}{2} \log_2 j \rfloor$. The generating vector $z$ is constructed via the reduced CBC-DBD construction and the non-reduced CBC-DBD construction for $N = 2^m$, respectively.
The results in Figures 1 and 2 show that the reduced fast CBC-DBD algorithm constructs generating vectors of good lattice rules which have worst-case errors that are essentially comparable to those of lattice rules obtained by the non-reduced fast CBC-DBD algorithm. We observe asymptotic error rates for both algorithms considered. Only in Part (a) of Figures 1 and 2, respectively, the errors of the lattice rules obtained by the reduced construction seem to be significantly higher than those of the non-reduced case. This error behavior can be explained as follows. As illustrated in Figures 1 and 2, throughout we use \( b = 2 \) and \( \alpha = 2 \). Corollary 1 assures independence of the dimension \( d \) whenever the chosen weights \( \gamma_j \) satisfy

\[
\sum_{j \geq 1} \gamma_j b^{w_j} = \sum_{j \geq 1} \gamma_j 2^{w_j} < \infty.
\]  
(21)

However, the sequence of weights \( \gamma_j = 1/j^3 \) does not always satisfy Condition (21) if we choose the reduction indices as \( w_j = \lfloor p \log_2 j \rfloor \), since

\[
\sum_{j \geq 1} \gamma_j 2^{w_j} = \sum_{j \geq 1} j^{-3} 2^{[p \log_2 j]} \geq \sum_{j \geq 1} j^{-3} 2^p j^{-1} \geq \frac{1}{2} \sum_{j \geq 1} j^{p - 3}.
\]

The latter series only convergence if whenever \( 3 - p > 1 \), and this is not satisfied for our choices of \( p \) made in Figures 1 and 2, which is \( p = 2 \) and \( p = 7/2 \), respectively. Thus, this gives rise to the difference in the errors obtained by the reduced CBC-DBD and non-reduced CBC-DBD algorithms. This phenomenon is to be expected and shows that the reduction indices and the weights must be balanced carefully, and that in general the reduced algorithm works better for situations where the weights \( \gamma_j \) decay fast.

### 5.2 Computational complexity

Here, we illustrate the computational complexity of the reduced fast CBC-DBD construction in Algorithm 2 which was proved in Theorem 5. For this purpose, let \( N = 2^m \), let the weight sequence \( \gamma = (\gamma_j)_{j \geq 1} \) be given by \( \gamma_j = (0.95)^j \), and let the reduction indices be given by \( w_j = \lfloor \frac{3}{2} \log_2 j \rfloor \) for \( j \geq 1 \). We measure and compare the computation times of implementations of Algorithm 2 and the non-reduced fast CBC-DBD algorithm for lattice rules (see [8] for details on the implementation of the latter). Note that the chosen weight sequence does not affect the computation times. The timings were performed on an Intel Core i5 CPU with 2.3 GHz using Python 3.6.3.
Table 1: Computation times (in seconds) for constructing the generating vector $z$ of a lattice rule with $N = 2^m$ points in $d$ dimensions using the reduced CBC-DBD algorithm (bold font) and the non-reduced CBC-DBD construction (normal font) with $\alpha = 2$, $\gamma_j = (0.95)^j$, and $w_j = \left\lfloor \frac{3}{2} \log_2 j \right\rfloor$.

|    | $d = 50$ | $d = 100$ | $d = 500$ | $d = 1000$ | $d = 2000$ |
|----|----------|-----------|-----------|------------|------------|
| $m = 10$ | 0.077    | 0.154    | 0.799    | 1.571      | 3.182      |
|     | **0.017** | **0.018** | **0.02** | **0.021** | **0.025** |
| $m = 12$ | 0.128    | 0.252    | 1.224    | 2.424      | 4.908      |
|     | **0.035** | **0.046** | **0.052** | **0.054** | **0.057** |
| $m = 14$ | 0.211    | 0.415    | 2.044    | 4.049      | 8.256      |
|     | **0.066** | **0.089** | **0.138** | **0.136** | **0.141** |
| $m = 16$ | 0.43     | 0.874    | 4.363    | 8.796      | 17.631     |
|     | **0.103** | **0.152** | **0.299** | **0.354** | **0.359** |
| $m = 18$ | 1.467    | 2.982    | 14.924   | 30.545     | 59.967     |
|     | **0.195** | **0.272** | **0.577** | **0.761** | **0.904** |
| $m = 20$ | 7.222    | 14.538   | 73.21    | 147.759    | 294.616    |
|     | **0.5** | **0.623** | **1.146** | **1.516** | **1.931** |

In Table 1 we display the computation times for the construction of the generating vector $z$ via the two considered algorithms, where for the reduction indices we use $w_j = \left\lfloor \frac{3}{2} \log_2 j \right\rfloor$. We emphasize that the used algorithms solely construct the generating vector $z$ but do not calculate the worst-case error $e_{N,d,\alpha,\gamma}(z)$, which allows for an unbiased comparison between the considered algorithms. Table 1 illustrates a dramatic difference in the computational cost between the non-reduced fast CBC-DBD construction and the reduced fast CBC-DBD construction. The extent of the speed-up depends on the chosen reduction indices $w_j$. Note, however, that the reduction indices have to be chosen such that they are balanced with the weights, in order to guarantee useful error convergence.

6 Conclusion

In this paper, we have presented a combination of the CBC-DBD algorithm introduced in [8] and the reduced construction method in [4] for constructing good lattice rules for numerical integration in weighted Korobov spaces. In particular, we have aimed to gain from the reduced construction method to shrink the computational cost as compared to the non-reduced CBC-DBD algorithm. We showed that the reduced CBC-DBD construction with quality measure independent of the smoothness parameter $\alpha$, similarly to [8] also formulated for product weights, yields lattice rules which admit error convergence rates that are arbitrarily close to the optimal convergence order. We remark that there has recently been considerable interest in finding algorithms that guarantee some degree of universality with respect to the smoothness parameter and/or the weights (see, e.g., [3]), and also our result can be seen as a step in this direction. Furthermore, the errors can be bounded independently of the dimension if the weights satisfy suitable summability conditions. In addition to these theoretical results, we have derived a fast implementation of the considered algorithm. Numerical tests confirm our main findings.
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