Chaos in the border-collision normal form: A computer-assisted proof using induced maps and invariant expanding cones
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Abstract

In some maps the existence of an attractor with a positive Lyapunov exponent can be proved by constructing a trapping region in phase space and an invariant expanding cone in tangent space. If this approach fails it may be possible to adapt the strategy by considering an induced map (a first return map for a well-chosen subset of phase space). In this paper we show that such a construction can be applied to the two-dimensional border-collision normal form (a continuous piecewise-linear map) if a certain set of conditions are satisfied and develop an algorithm for checking these conditions. The algorithm requires relatively few computations, so it is a more efficient method than, for example, estimating the Lyapunov exponent from a single orbit in terms of speed, numerical accuracy, and rigor. The algorithm is used to prove the existence of an attractor with a positive Lyapunov exponent numerically in an area of parameter space where the map has strong rotational characteristics and the consideration of an induced map is critical for the proof of robust chaos.

1 Introduction

Piecewise-smooth dynamical systems have different evolution rules in different parts of phase space. They provide natural mathematical models for engineering applications involving impacts or on-off control strategies [1, 12], are useful for understanding biological systems including gene switching [5], and have been employed in computer science, particularly cryptography [13]. From a theoretical viewpoint, piecewise-linear systems are commonly used as a test-bed for understanding nonlinear dynamics as they are reasonably amenable to an exact analysis, an example being the Lozi map [14] as a piecewise-linear version of the Hénon map.

Although the ideas presented in this paper are more general, we use the two-dimensional border-collision normal form (2d BCNF) — a normal form for continuous maps on \( \mathbb{R}^2 \) comprised of two affine pieces, as our canonical example. The 2d BCNF is the family of difference
equations with \((x', y')^T = f(x, y)\) where

\[
f(x, y) = \begin{cases} 
A_L \begin{bmatrix} x \\ y \end{bmatrix} + \begin{bmatrix} \mu \\ 0 \end{bmatrix}, & x \leq 0, \\
A_R \begin{bmatrix} x \\ y \end{bmatrix} + \begin{bmatrix} \mu \\ 0 \end{bmatrix}, & x \geq 0,
\end{cases}
\]

and with

\[
A_L = \begin{bmatrix} \tau_L & 1 \\ -\delta_L & 0 \end{bmatrix}, \quad A_R = \begin{bmatrix} \tau_R & 1 \\ -\delta_R & 0 \end{bmatrix}.
\]

The 2d BCNF has been widely studied, see for instance [4, 8, 17] and references within. In this paper we restrict our attention to parameters with

\[
\tau_R \in \mathbb{R}, \quad \tau_L > 0, \quad \delta_L, \delta_R > 0, \quad \mu = 1,
\]

with which \(f\) is invertible and orientation-preserving. The role of \(\mu\) is to control the border-collision bifurcation: the 2d BCNF was originally derived in [16] as the leading order terms of a map for which a fixed point collides with a switching manifold when \(\mu = 0\). In view of a linear rescaling it is sufficient to consider \(\mu \in \{-1, 0, 1\}\) and we have put \(\mu = 1\). The condition \(\tau_L > 0\) is needed for the definition of the induced map in §4. If \(\tau_L = -\tau_R\) and \(\delta_L = \delta_R\) then the 2d BCNF reduces to the Lozi map.

In the seminal paper [2], Banerjee et. al. showed that the 2d BCNF is relevant for describing the behaviour of power converters and pointed out that strange attractors could exist over open sets of parameter values, a phenomenon they called robust chaos. A more recent formulation and rigorous proof of their insights can be found in [7, 11]. For the Lozi map such robust chaos had been established much earlier by Misiurewicz [15].

Whilst the proof of [11] establishes robust chaos in the 2d BCNF for the parameter constraints described in [2], it is clear from numerical simulations that these constraints are not optimal. The aim of this paper is to obtain implicit conditions for the existence of chaotic attractors which, whilst well-nigh impossible to verify by hand, are relatively easy to verify numerically and allow us to demonstrate (up to computer accuracy and over a discretised parameter grid) that the 2d BCNF has a chaotic attractor over larger regions of parameter space. This approach does not rely on the accurate simulation of individual orbits so is more reliable than an analysis based on a large number of points of one orbit where rounding errors can lead to misleading results.

The key tool used in this paper is an induced map. An induced map \(F\) is essentially a first return map for a particular subset of phase space. That is, for any point \(Z\) in this set, \(F(Z) = f^n(Z)\) where the number of iterations \(n\) is \(Z\)-dependent. Induced maps are heavily employed in the study of one-dimensional maps [3] and an application to the BCNF is given in [6]. In this paper we construct a trapping region and an invariant expanding cone for \(F\) in order to establish the existence of robust chaos for \(f\).

The sections of this paper are organised to follow the steps of the construction. First in §2 we define and characterise an induced map \(F\) for a well-chosen subset of phase space. Then
in §3 and §4 we derive conditions for $F$ to be well-defined and to have a forward invariant region $\Omega$. Although $F$ is not continuous and $F(\Omega)$ is not contained in the interior of $\Omega$ (as is necessary for $\Omega$ to be a trapping region and which implies the existence of an attractor in $\Omega$), these issues can be circumvented by imposing a cylindrical topology on $\Omega$.

In §5 we define invariant expanding cones and show how their existence implies a positive Lyapunov exponent. Then in §6, §7, and §8 we derive conditions for the existence of such a cone. The conditions are not given explicitly in terms of the parameters (1.2) but are based on the roots of quadratic polynomials so are elementary to check numerically. In §9 we explain why these conditions can we expected to hold when an additional constraint is placed on the parameters.

Then in §10 we collate the conditions into an algorithm which determines up to numerical accuracy whether or not all conditions hold for a given set of parameter values. This is illustrated for a two-dimensional slice of parameter space in §11. Finally in §12 we discuss generalisations and future directions.

2 The induced map

The switching manifold of (1.1) is the $y$-axis denoted by $\Sigma$. For all values of the parameters, $f(\Sigma)$ is the $x$-axis. For parameters satisfying (1.2), the map $(x',y')^T = f(x,y)$ has the property that

\[ \text{the sign of } y' \text{ is opposite to the sign of } x. \]  
\[ (2.1) \]

It follows immediately from this observation that if $Q_i$ denotes the closure of the $i^{th}$ quadrant of $\mathbb{R}^2$ then

\[ f(Q_1), f(Q_4) \subset Q_3 \cup Q_4, \]
\[ f(Q_2), f(Q_3) \subset Q_1 \cup Q_2, \]  
\[ (2.2) \]

as shown in Fig. 1. Let $\Phi$ be the set obtained by removing $\Sigma$ from $Q_3$, i.e.

\[ \Phi = \{(x,y) \mid x < 0, y \leq 0\}. \]  
\[ (2.3) \]

For a given map $f$ of the form (1.1) with (1.2), let $\Phi_{\text{pre}} = \bigcup_{n=1}^{\infty} f^{-n}(\Phi)$ be all points that eventually map to $\Phi$, and let

\[ \Phi_0 = \Phi_{\text{pre}} \cap \Phi. \]  
\[ (2.4) \]

**Definition 2.1.** The *induced map* $F : \Phi_0 \to \Phi$ is defined as

\[ F(Z) = f^n(Z), \text{ for the smallest } n \geq 1 \text{ for which } f^n(Z) \in \Phi. \]  
\[ (2.5) \]

Fig. 2 illustrates the construction of $F$. For the orbit shown we have $F(Z) = f_2^R(f_3^L(Z))$, where

\[ f_L(Z) = A_LZ + \begin{bmatrix} \mu \\ 0 \end{bmatrix}, \quad f_R(Z) = A_RZ + \begin{bmatrix} \mu \\ 0 \end{bmatrix}, \]  
\[ 3 \]
denote the components of $f$. Given the way $f$ maps the quadrants of $\mathbb{R}^2$ illustrated in Fig. 1, for any $Z \in \Phi_0$ there exist $p, q \geq 1$ such that

$$F(Z) = f^q_R(f^p_L(Z)). \tag{2.6}$$

In the remainder of this section we prove this assertion. Let

$$\Pi_L = \{(x, y) \mid x \leq 0, y \in \mathbb{R}\},$$
$$\Pi_R = \{(x, y) \mid x \geq 0, y \in \mathbb{R}\}, \tag{2.7}$$

denote the closed left and right half-planes.

**Definition 2.2.** Given $Z \in \mathbb{R}^2$, let $\chi_L(Z)$ be the smallest $i \geq 1$ for which $f^i(Z) \notin \Pi_L$ and let $\chi_R(Z)$ be the smallest $j \geq 1$ for which $f^j(Z) \notin \Pi_R$, if such $i$ and $j$ exist.

**Lemma 2.1.** Let $Z \in \Phi_0$. Then $p = \chi_L(Z)$ and $q = \chi_R(f^p_L(Z))$ exist and $F(Z)$ is given by (2.6).
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Figure 1: An illustration of the action of (1.1) with (1.2) on the quadrants of $\mathbb{R}^2$. For example the image of any point in $Q_1$ belongs to either $Q_3$ or $Q_4$. Take care to note that while this figure has rotational symmetry, the map does not have rotational symmetry (the origin $(0,0)$ maps to $(1,0)$).
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Figure 2: A sketch of part of the forward orbit of a point $Z \in \Phi_0 \subseteq \Phi$ illustrating the induced map $F(Z)$.
because its first component is negative (by the definition of \( \chi \)). Further, suppose the first component of \( f \) is non-positive (because the first component of \( f \) is negative) and so \( p = \chi_L(Z) = i \) and \( f^i(Z) = f^i_L(Z) \). Otherwise \( f^i(Z) \) lies on the positive \( y \)-axis in which case \( f^{i+1}(Z) \) lies on the positive \( x \)-axis and so \( p = \chi_L(Z) = i + 1 \) and \( f^{i+1}(Z) = f^{i+1}_R(Z) \). The number \( q = \chi_R(f^i_L(Z)) \) exists because the forward orbit of \( Z \) returns to \( \Phi \). Moreover, \( f^{p+q}(Z) = f^i_R(f^q_R(Z)) \) and \( f^{p+q}(Z) \in \Phi \) because its first component is negative (by the definition of \( \chi_R \)) and its second component is non-positive (because the first component of \( f^{p+q-1}(Z) \) is non-negative by the definition of \( \chi_R \)), thus \( f^{p+q}(Z) = F(Z) \). \end{proof}

### 3. Dividing phase space by preimages of the switching manifold

In this section we address the dynamics of \((1.1)\) in the left half-plane \( \Pi_L \). Since \( f_L \) is invertible and affine, \( f^{-i}_L(\Sigma) \) is a line for all \( i \geq 1 \). If this line is not vertical we write

\[
f_L^{-i}(\Sigma) = \{(x, y) \in \mathbb{R}^2 \mid y = m_i x + c_i\},
\]

where \( m_i \) and \( c_i \) are its slope and \( y \)-intercept. Let \( p^* \) be the smallest value of \( i \geq 1 \) for which \( m_i \geq 0 \), with \( p^* = \infty \) if \( m_i < 0 \) for all \( i \geq 1 \). Let \( \phi = \cos^{-1}\left(\frac{\sqrt{L}}{2 \sqrt{\delta_L}}\right) \in (0, \frac{\pi}{2}) \). As shown in [19],

\[
p^* = \begin{cases} \left\lceil \frac{\pi}{\phi} - 1 \right\rceil, & 0 < \tau_L < 2 \sqrt{\delta_L}, \\ \infty, & \tau_L \geq 2 \sqrt{\delta_L}. \end{cases}
\]

Moreover, for \( i = 1, \ldots, p^* \) the \( y \)-intercepts \( c_i \) form a decreasing sequence whereas the slopes \( m_i \) form an increasing sequence [19]. Consequently the regions

\[
D_1 = \{(x, y) \in \Pi_L \mid y > m_1 x + c_1\},
\]

\[
D_p = \{(x, y) \in \Pi_L \mid m_px + c_p < y \leq m_{p-1}x + c_{p-1}\},
\]

for \( p = 2, \ldots, p^* \), (3.3)

are disjoint and partition \( \Pi_L \) above \( f_L^{-p^*}(\Sigma) \), as shown in Fig. 3. Under \( f \) every point in \( D_1 \) maps to the interior of \( \Pi_R \), while for any \( p \in \{2, \ldots, p^*\} \) every point in \( D_p \) maps to \( D_{p-1} \) [19]. Consequently we have the following relationship between \( D_p \) and \( \chi_L \).

**Lemma 3.1.** If \( Z \in D_p \) then \( \chi_L(Z) = p \).

### 4. A trapping region for the induced map.

Notice \( p^* \geq 2 \) by (3.2). Furthermore, the preimage of \( \Sigma \) in \( \Pi_L \) consists of points with \( \tau_L x + y + 1 = 0 \) and so \( m_1 = -\tau_L \) and \( c_1 = -1 \). Given \( 1 \leq p_{\min} < p_{\max} \leq p^* \) (with \( p_{\max} \) finite), let

\[
S = (0, c_{p_{\max}}), \quad T = (0, c_{p_{\min}}).
\]

(4.1)
Observe that \( f(S) = (c_{p_{\text{max}}} + 1, 0) \) and \( f(T) = (c_{p_{\text{min}}} + 1, 0) \) are points on the \( x \)-axis with \( x \leq 0 \) (because \( c_{p_{\text{min}}} \leq c_1 = -1 \)). Also \( f_{p_{\text{max}}}^+(S) \in \Sigma \) and \( f_{p_{\text{min}}}^-(T) \in \Sigma \), so
\[
\chi_L(S) = p_{\text{max}} + 1, \quad \chi_L(T) = p_{\text{min}} + 1.
\]
Let
\[
\Omega = \left\{ (x, y) \in \Phi \left| \frac{c_{p_{\text{max}}} + 1}{c_{p_{\text{max}}}} (c_{p_{\text{max}}} - y) \leq x \leq \frac{c_{p_{\text{min}}} + 1}{c_{p_{\text{min}}}} (c_{p_{\text{min}}} - y) \right. \right\},
\]
be the quadrilateral with vertices \( S, T, f(S), \) and \( f(T) \), as shown in Fig. 4. Assume
\[
f(S), f(T) \in \Phi_{\text{pre}},
\]
so that \( q_S = \chi_R \left( f_{p_{\text{max}}}^+(S) \right) \) and \( q_T = \chi_R \left( f_{p_{\text{min}}}^-(T) \right) \) are well-defined, and let
\[
q_{\text{min}} = \min[q_S, q_T], \quad q_{\text{max}} = \max[q_S, q_T] + 1.
\]
As illustrated in Fig. 4, let \( U \) denote the point at which the line through \( F(S) \) and \( f^{-1}(F(S)) \) intersects \( \Sigma \), and similarly let \( V \) denote the point at which the line through \( F(T) \) and \( f^{-1}(F(T)) \) intersects \( \Sigma \).

From Fig. 4 it is intuitively clear that the desired property \( F(\Omega) \subseteq \Omega \) will require a number of conditions on the points \( U, V, F(S), \) and \( F(T) \). So that these conditions can be expressed in a way that a computer can check, we let \( \pi_i : \mathbb{R}^2 \rightarrow \mathbb{R} \), for \( i = 1, 2 \), be the standard projections onto the axes, \( \pi_1(x, y) = x \) and \( \pi_2(x, y) = y \).

**Proposition 4.1.** Suppose (4.4) is satisfied and
\[
\begin{align*}
\pi_2(U) &> \pi_2(S), \\
\pi_2(V) &< \pi_2(T), \\
\pi_1(f(S))\pi_2(F(S)) + \pi_2(S)\pi_1(F(S)) &< \pi_1(f(S))\pi_2(S), \quad \text{and} \\
\pi_1(f(T))\pi_2(F(T)) + \pi_2(T)\pi_1(F(T)) &> \pi_1(f(T))\pi_2(T).
\end{align*}
\]

![Figure 3: A sketch showing the regions \( D_1, \ldots, D_{p^*} \) in a case for which \( p^* = 3 \).](image-url)
Then $\Omega \subseteq \Phi_0$, $F(\Omega) \subseteq \Omega$, and

\begin{align}
 p_{\min} \leq \chi_L(Z) & \leq p_{\max}, \quad (4.10) \\
 q_{\min} \leq \chi_R(f^L(Z)) & \leq q_{\max}, \quad (4.11)
\end{align}

for all $Z \in \Omega$.

Conditions (4.6)–(4.9) can be interpreted more intuitively as

\begin{align}
 U & \text{ lies above } S, \quad (4.12) \\
 V & \text{ lies below } T, \quad (4.13) \\
 F(S) & \text{ lies to the right of the line through } S \text{ and } f(S), \quad (4.14) \\
 F(T) & \text{ lies to the left of the line through } T \text{ and } f(T), \quad (4.15)
\end{align}

respectively. These conditions are all satisfied in Fig. 4.

**Proof of Proposition 4.4.** By construction, $\Omega \subset \bigcup_{p=p_{\min}}^{p_{\max}} D_p$ (note $S \notin \Omega$ whereas $f(T) \in D_{p_{\min}}$).

This verifies (4.10) by Lemma 3.1.

Let $\Psi_L$ be the (compact filled) polygon formed by connecting (in order) the points $S, f(S), \ldots, f^{p_{\max}}(S), f^{p_{\min}}(T), \ldots, f(T), T,$

as shown in Fig. 5. These points all belong to $\Pi_L$, thus $\Psi_L \subset \Pi_L$. It is a simple exercise to show that $\Psi_L$ is simple (i.e. its boundary has no self-intersections). Then $f(\Psi_L) = f_L(\Psi_L)$ and since $f_L$ is affine $f(\Psi_L)$ is the polygon with vertices

\begin{align}
 f(S), f^2(S), \ldots, f^{p_{\max}+1}(S), f^{p_{\min}+1}(T), \ldots, f^2(T), f(T).
\end{align}

Figure 4: An example of $\Omega$ satisfying the conditions of Proposition 4.4. Here $p_{\min} = 2$, $p_{\max} = 4$, $q_{\min} = 2$, and $q_{\max} = 3$. By iterating the line segments $Sf(S)$ and $Tf(T)$ under $f$ we are able to form $F(\Omega)$ as shown. To produce this figure we used $(\tau_L, \delta_L, \tau_R, \delta_R) = (1.1, 0.4, 0.4, 2)$.
Observe $\Omega \subset \Psi_L$ and $f(\Psi_L) \cap \Pi_L \subset \Psi_L$. Thus for any $Z \in \Omega$ the forward orbit of $Z$ under $f$ remains in $\Psi_L$ until escaping $\Pi_L$ by arriving at $f^{x_L(Z)}_L(Z)$. Moreover $f^{x_L(Z)}_L(Z)$ belongs to the quadrilateral (or triangle if $p_{\text{min}} = 1$) with vertices

$$f^{p_{\text{max}}}(S), f^{p_{\text{max}}+1}(S), f^{p_{\text{min}}+1}(T), f^{p_{\text{min}}}(T),$$

call this region $\Delta$.

Now let $\Psi_R$ be the polygon formed by connecting the points

$$f^{p_{\text{max}}}(S), f^{p_{\text{max}}+1}(S), \ldots, f^{p_{\text{max}}+q_{S}-1}(S), U, V, f^{p_{\text{min}}+q_{T^{-1}}-1}(T), \ldots, f^{p_{\text{min}}+1}(T), f^{p_{\text{min}}}(T).$$

The polygon $\Psi_R$ is simple and belongs to $\Pi_R$. Thus $f(\Psi_R) = f_R(\Psi_R)$ is the polygon with vertices

$$f^{p_{\text{max}}+1}(S), f^{p_{\text{max}}+2}(S), \ldots, f^{p_{\text{max}}+q_{S}}(S), f(U), f(V), f^{p_{\text{min}}+q_{T}}(T), \ldots, f^{p_{\text{min}}+2}(T), f^{p_{\text{min}}+1}(T).$$

Since $\Delta \subset \Psi_R$ and $f(\Psi_R) \cap \Pi_R \subset \Psi_R$, the forward orbit of $f^{x_L(Z)}_L(Z) \in \Delta$ either fails to escape $\Pi_R$ (which below we show is not possible) or escapes $\Pi_R$ by arriving at $F(Z)$ in the polygon with vertices

$$U, f^{p_{\text{max}}+q_{S}}(S), f(U), f(V), f^{p_{\text{min}}+q_{T}}(T), V.$$  \hfill (4.16)

By (4.6)–(4.9) this implies $F(Z) \in \Omega$. Therefore, once we establish (4.11), which we do next, we have $\Omega \subset \Phi_0$ and $F(\Omega) \subset \Omega$.

We now use preimages of $\Sigma$ under $f_R$ to partition $\Delta$ into regions of constant $\chi_R$. For ease of explanation suppose $q_S < q_T$ as in Fig. 5 (the proof can be completed similarly if $q_S \geq q_T$). The line $f^{-q_{S}}_R(\Sigma)$ contains the points $f^{-q_{S}}(U)$ (which lies on $\partial \Delta$ — the boundary

Figure 5: Elements introduced in the proof of Proposition 4.1. Here $p_{\text{min}} = 2$, $p_{\text{max}} = 3$, $q_S = 3$, and $q_T = 4$ (so $q_{\text{min}} = 3$, and $q_{\text{max}} = 5$). The grey region is $\Psi_L$; the pink region is $\Delta$. Parts of preimages of $\Sigma$ under $f_R$ are shown as purple line segments. Two of these preimages divide $\Delta$ into three regions: in right-most region $\chi_R = 3$, in the middle region $\chi_R = 4$, and in the left-most region $\chi_R = 5$. To produce this figure we used $(\tau_L, \delta_L, \tau_R, \delta_R) = (1, 0.6, 1.2, 1.2)$. 8
of $\Delta$) and $f^{-qs}(V)$ (which lies below the $x$-axis), thus $f_R^{-qs}(\Sigma)$ intersects $\partial \Delta$ at $f^{-qs}(U)$ and some point $P^{(0)}$ on the edge connecting $f_{\text{max}}^{p+1}(S)$ and $f_{\text{min}}^{p-1}(T)$. Similarly if $qs < q_T - 1$ then for each $j = 1, 2, \ldots, q_T - qs - 1$, there exists a point $P^{(j)}$ on this edge and to the left of $P^{(j-1)}$ such that $f_R^{-qs-j}(\Sigma)$ intersects $\partial \Delta$ at $f^{-1}(P^{(j-1)})$ and $P^{(j)}$. Also $f_R^{-qs}(\Sigma)$ intersects $\partial \Delta$ at $f^{-1}(P^{q_T - qs - 1})$ and $f^{-qs}(V)$.

This shows that these preimages of $\Sigma$ have no intersections within $\Delta$ and partition $\Delta$ into $q_T - qs + 2$ polygonal regions. Call these regions $\Delta_q$, for $q = qs, qs + 1, \ldots, q_T + 1$, where $\Delta_q \subset \Delta$ has boundaries $f_R^{-q}(\Sigma)$ (unless $q = qs$) and $f_R^{-q}(\Sigma)$ (unless $q = q_T + 1$), and where $\Delta_q$ includes the first boundary but not the second. Now choose any $W \in \Delta \setminus \Sigma$ and let $q$ be such that $W \in \Delta_q$. By construction, $f^i(W) \in \Pi_R$ for all $i = 0, 1, \ldots, q - 1$ and $f^q(W) \in \Pi_R$. Thus $\chi_R(W) = q$ and this verifies (4.11).

Although $F$ is not continuous and $\Omega$ is not a trapping region (because it does not map to its interior) these deficiencies can be removed as follows. For all $c_{\text{max}} \leq \gamma \leq c_{\text{min}}$, we identify the point $(0, y)$ with its image $f(0, y)$ to endow $\Omega$ with a cylindrical topology.

**Proposition 4.2.** With the same assumptions as Proposition 4.1 in the cylindrical topology $F$ is continuous on $\Omega$ and $F(\Omega) \subset \text{int}(\Omega)$.

Before giving the proof of Proposition 4.2 it is worth sketching where problems arise and why the cylindrical topology is necessary. Consider two points, $X$ and $Y$ in $\Omega$ with $X \in D_p$ and $Y \in D_{p+1}$ and with $X$ close to $Y$. Then $f^p(X) = f^p(L) \in \Pi_R$ but $f^p(Y) = f^p(R) \in \Pi_L$. Even so, $f^p(X)$ and $f^p(Y)$ are close by continuity of $f_L$ and then the continuity of $f$ implies that $f^{p+1}(X)$ and $f^{p+1}(Y)$ are also close. Thus the transition from $\Pi_L$ to $\Pi_R$ does not create problems for the continuity of $F$.

Suppose now that $f^n(X)$ and $f^n(Y)$ are close but on different sides of $\Sigma$ with $n > p$, i.e. $f^n(X) = f(X) \in \Omega$ but $f^n(Y) \in \Pi_R$. Then $f^{n+1}(Y) = f(Y) \in \Omega$ and (by continuity across $\Sigma$) is close to $f^{n+1}(X)$, which is not in $\Omega$ (it is in $Q_2$). However, in the cylindrical topology obtained by identifying $\Sigma \cap \text{cl}(\Omega)$ with its image under $f$, which is on the $x$-axis, since $f^{n+1}(X)$ and $f^{n+1}(Y)$ are close in the Euclidean topology then so is $F(X)$ and $F(Y)$ in the induced cylindrical topology.

**Proof of Proposition 4.2.** Choose any $Z \in \Omega$ and let $n \geq 1$ be as in Definition 2.1. Let $Y \in \Omega$ be a point close to $Z$ in the cylindrical topology. Under $f$ the forward orbit of $Y$ is close to the forward orbit of $Z$ because in the cylindrical topology points in $\Sigma$ are identified with their images under $f$. Therefore $F(Y)$ is near $F(Z)$, establishing continuity, unless $f^i(Z) \in \partial \Omega$ (the boundary of $\Omega$) for some $i \in \{1, \ldots, n - 1\}$, in which case the forward orbit of $Y$ may return to $\Omega$ prematurely. If $f^{n-1}(Z) \in \partial \Omega$ then $f^{n-1}(Z) \in \Sigma$ so again $F(Y)$ is near $F(Z)$ by the definition of the cylindrical topology. But $f^i(Z) \in \partial \Omega$ for some $i \in \{1, \ldots, n - 2\}$ is actually not possible because, as shown in the proof of Proposition 4.1, the forward orbit of $Z$ is constrained to lie in $\Psi_L \cup \Psi_R$.

Also in the proof of Proposition 4.1 we showed that $F(\Omega)$ is contained in the polygon with vertices (4.16). By (4.6)–(4.9), this polygon does not intersect the line through $S$ and $f(S)$ nor the line through $T$ and $f(T)$. Thus $F(\Omega) \subset \text{int}(\Omega)$ in the cylindrical topology.  \[\square\]
5 Invariant expanding cones imply positive Lyapunov exponents

The induced map $F$ is piecewise-linear and its switching manifolds are preimages of $\Sigma$ under $f$. Let $\Xi \subset \Omega$ be the collection of all switching manifolds of $F$. Then for any $Z \in \Omega \setminus \Xi$ there exists a neighbourhood $N$ of $Z$ such that $F|_{N\cap \Omega} = f_R^p \circ f_L^q$ where $p$ and $q$ are as given in Lemma 2.1. In this neighbourhood $F$ is affine with $D F(Z) = A_R^q R A_L^p L$ where $p$ and $q$ are constant in each of the connected components of $\Omega \setminus \Xi$. Below $\| \cdot \|$ denotes the Euclidean norm on $\mathbb{R}^2$.

Definition 5.1. A nonempty set $C \subseteq \mathbb{R}^2$ is called a cone if $\alpha v \in C$ for all $v \in C$ and all $\alpha \in \mathbb{R}$. For the map $F$ on $\Omega$, a cone $C$ is

i) invariant if $DF(Z)v \in C$ for all $v \in C$ and all $Z \in \Omega \setminus \Xi$,

ii) contracting-invariant if $DF(Z)v \in \text{int}(C) \cup \{0\}$ for all $v \in C$ and all $Z \in \Omega \setminus \Xi$, and

iii) expanding if there exists $c > 1$ (an expansion factor) such that $\|DF(Z)v\| \geq c\|v\|$ for all $v \in C$ and all $Z \in \Omega \setminus \Xi$.

In this section we prove a general result on invariant expanding cones. Later in §8 we obtain conditions for the existence of a contracting-invariant cone. The result here can be applied to that cone because every contracting-invariant cone is also invariant. The advantage of a contracting-invariant cone, over one that is only invariant, is that it is robust to perturbations in $f$ (a detailed description and study of this is beyond the scope of this paper).

Assume $F(\Omega) \subseteq \Omega$ and let

$$\Xi_\infty = \bigcup_{i \geq 0} \{Z \in \Omega \mid F^i(Z) \in \Xi\}. \quad (5.1)$$

Note that $\Xi_\infty$ has zero Lebesgue measure. For any $Z \in \Omega \setminus \Xi_\infty$, the Jacobian matrix $DF^n(Z)$ is well-defined for all $n \geq 1$. The Lyapunov exponent for $Z$ in a direction $v \in \mathbb{R}^2$ is

$$\lambda(Z; v) = \lim_{n \to \infty} \frac{1}{n} \ln(\|DF^n(Z)v\|), \quad (5.2)$$

assuming this limit exists (sometimes the supremum limit is taken to avoid this issue). The Lyapunov exponent characterises the asymptotic rate of separation of the forward orbits of arbitrarily close points $Z$ and $Z + \delta v$. A positive Lyapunov exponent for a bounded orbit is a commonly used indicator of chaos. The following result shows that if there exists an invariant expanding cone, then almost every $Z \in \Omega$ has a positive Lyapunov exponent when the limit in (5.2) exists.

Proposition 5.1. Suppose $\Omega \subseteq \Phi_0$ and $F(\Omega) \subseteq \Omega$. Suppose there exists an invariant expanding cone $C \subseteq \mathbb{R}^2$ for $F$ on $\Omega$, and let $c > 1$ be a corresponding expansion factor. For all $v \in C$ and $Z \in \Omega \setminus \Xi_\infty$,

$$\liminf_{n \to \infty} \frac{1}{n} \ln(\|DF^n(Z)v\|) \geq \ln(c). \quad (5.3)$$
Proof. Let \( v_0 = v \) and for all \( n \geq 1 \) let \( v_n = DF^n(Z)v \). Then
\[
v_n = DF(F^{n-1}(Z))v_{n-1},
\]
for all \( n \geq 1 \). Since \( C \) is invariant for \( F \) on \( \Omega \), and \( F^{n-1}(Z) \in \Omega \) for all \( n \geq 1 \), (5.4) implies \( v_n \in C \) for all \( n \geq 1 \). Moreover, \( \|v_n\| \geq c\|v_{n-1}\| \) for each \( n \). Thus \( \|v_n\| \geq c^n\|v_0\| \) giving (5.3).

6 Dynamics of tangent vectors

Given \( p, q \geq 1 \), let \( M_{p,q} = A^p_R \cdot A^q_L \). Notice \( \det(M_{p,q}) = \delta^p_L \cdot \delta^q_R > 0 \) by (1.2). In order to construct an invariant expanding cone we study how vectors \( v \in \mathbb{R}^2 \) are transformed under multiplication by \( M_{p,q} \). To achieve this it suffices to consider unit vectors \((\cos(\theta), \sin(\theta))\), where \( \theta \in [0, \pi) \), because \( v \mapsto M_{p,q}v \) is a linear map and every \( v \in \mathbb{R}^2 \) is a scalar multiple of some such unit vector.

We endow \( \mathbb{R}^2 \) with a cylindrical topology by identifying the numbers 0 and \( \pi \). For any \( \theta_0, \theta_1 \in [0, \pi) \) the closed interval \([\theta_0, \theta_1]\) is defined as
\[
[\theta_0, \theta_1] = \begin{cases} 
\{ \theta \in \mathbb{R} \mid \theta_0 \leq \theta \leq \theta_1 \}, & \theta_0 \leq \theta_1, \\
\{ \theta \in \mathbb{R} \mid \theta \leq \theta_1 \} \cup \{ \theta \in \mathbb{R} \mid \theta \geq \theta_0 \}, & \theta_0 > \theta_1.
\end{cases}
\] (6.1)

Notice \( \tan : \mathbb{R} \to \mathbb{R} \cup \{ \infty \} \) is a bijection, thus \( \tan^{-1} \) is unambiguous. Here we have chosen to characterise vectors by their angle (or argument) \( \theta \) because this is well-defined for all \( v \neq 0 \). In [19] we were able to characterise vectors with their slope \( m = \tan(\theta) \), and this made calculations regarding \( v \mapsto M_{p,q}v \) somewhat simpler, because in that setting a vector corresponding to \( \theta = \frac{\pi}{2} \) (i.e. infinite slope) could not belong to an invariant expanding cone.

Multiplication by \( M_{p,q} \) induces an ‘angle map’ \( G_{p,q} : K \to K \). More precisely, \( G_{p,q}(\theta) \) is the angle of the vector \( M_{p,q}v \), where \( v = (\cos(\theta), \sin(\theta)) \). We also define \( H_{p,q} : K \to \mathbb{R} \) by \( H_{p,q}(\theta) = \|M_{p,q}v\| \). An example of these is shown in Fig. 6.

In the remainder of this section we show how \( G_{p,q} \) and \( H_{p,q} \) can be used to establish the properties of a cone. Given an interval \( J \subset K \) of the form (6.1), define the cone
\[
C_J = \{ \alpha (\cos(\theta), \sin(\theta)) \mid \alpha \in \mathbb{R}, \theta \in J \}.
\] (6.2)

Lemma 6.1. Suppose \( \Omega \) satisfies the conditions of Proposition 4.1 and let
\[
\Gamma = \{ (p, q) \mid p_{\min} \leq p \leq p_{\max}, q_{\min} \leq q \leq q_{\max} \}.
\] (6.3)

For \( F \) on \( \Omega \), the cone \( C_J \) is
i) invariant if \( G_{p,q}(J) \subset J \) for all \((p, q) \in \Gamma \),
ii) contracting-invariant if \( G_{p,q}(J) \subset \text{int}(J) \) for all \((p, q) \in \Gamma \), and
iii) expanding if \( H_{p,q}(\theta) > 1 \) for all \( \theta \in J \) and all \((p, q) \in \Gamma \).
Proof. Choose any $Z \in \Omega \setminus \Xi$; then by Proposition 4.1, $DF(Z) = A^q_R A^p_L$ for some $(p, q) \in \Gamma$. Choose any $v \in C_J$; then $v = \alpha(\cos(\theta), \sin(\theta))$ for some $\alpha \in \mathbb{R}$ and $\theta \in J$. Then $DF(Z)v = \beta(\cos(\phi), \sin(\phi))$ where $\phi = G_{p,q}(\theta)$ and $\beta = H_{p,q}(\theta)$. For (i) we have $\phi \in J$ so $DF(Z)v \in C_J$ and thus $C_J$ is invariant. For (ii) we have $\phi \in \text{int}(J)$ so $DF(Z)v \in \text{int}(C_J) \cup \{0\}$ and thus $C_J$ is contracting-invariant. Finally for (iii) we have $\beta > 1$ so $\|DF(Z)v\| > 1$ and thus $C_J$ is expanding.

7 Properties of $G_{p,q}$

By writing

$$M_{p,q} = A^q_R A^p_L = \begin{bmatrix} a & b \\ c & d \end{bmatrix},$$

(7.1)

we have

$$\tan(G_{p,q}(\theta)) = \frac{c \cos(\theta) + d \sin(\theta)}{a \cos(\theta) + b \sin(\theta)},$$

(7.2)

$$H_{p,q}(\theta) = \sqrt{(a \cos(\theta) + b \sin(\theta))^2 + (c \cos(\theta) + d \sin(\theta))^2}.$$  

(7.3)

We provide the following result without proof.

Figure 6: The angle map (7.2) (lower plot) and norm function (7.3) (upper plot) for $M_{1,0} = A_L$ with $\tau_L = 2.5$ and $\delta_L = 1$. 
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Lemma 7.1. The map $G_{p,q}$ is a degree-one circle map on $K$ with
\[
\frac{dG_{p,q}}{d\theta} = \frac{\det(M_{p,q})}{(H_{p,q}(\theta))^2}. \tag{7.4}
\]

That $G_{p,q}$ is a degree-one circle map is clear from the way it is defined (recall $\det(M_{p,q}) > 0$), while (7.4) can be obtained directly from (7.2) and (7.3).

From (7.2) we see that fixed points of $G_{p,q}$ satisfy
\[
b \tan^2(\theta) + (a - d) \tan(\theta) - c = 0. \tag{7.5}
\]
Note that $\theta$ is a fixed point of $G_{p,q}$ if and only if $(\cos(\theta), \sin(\theta))$ is an eigenvector of $M_{p,q}$.

Lemma 7.2. If
\[
\det(M_{p,q}) < \frac{1}{4} \trace(M_{p,q})^2, \tag{7.6}
\]
then $G_{p,q}$ has exactly two fixed points. At one fixed point, $\theta^s_{p,q}$, we have $\frac{dG_{p,q}}{d\theta} = \eta$, for some $\eta \in (0, 1)$, while at the other fixed point, $\theta^u_{p,q}$, we have $\frac{dG_{p,q}}{d\theta} = \frac{1}{\eta}$.

Note that $\theta^s_{p,q}$ is a stable fixed point of $G_{p,q}$ while $\theta^u_{p,q}$ is an unstable fixed point of $G_{p,q}$.

Proof. By (7.6), $M_{p,q}$ has eigenvalues $\lambda_1, \lambda_2 \in \mathbb{R}$ with $|\lambda_1| > |\lambda_2|$. First suppose $b \neq 0$. Then with $\tan(\theta) = \frac{\lambda - a}{b}$ the fixed point equation (7.5) reduces to the characteristic equation $\det(\lambda I - M_{p,q}) = 0$. Thus $\theta^s_{p,q} = \tan^{-1}\left(\frac{\lambda_1 - a}{b}\right)$ and $\theta^u_{p,q} = \tan^{-1}\left(\frac{\lambda_2 - a}{b}\right)$ are fixed points of $G_{p,q}$. Since (7.3) is quadratic in $\tan(\theta)$ and $\tan^{-1} : \mathbb{R} \rightarrow K$ is one-to-one, these are the only fixed points of $G_{p,q}$. From (7.2), (7.3), and (7.4) we obtain
\[
\frac{dG_{p,q}}{d\theta} = \frac{\det(M_{p,q})(1 + \tan^2(\theta))}{(a + b \tan(\theta))^2(1 + \tan^2(G_{p,q}(\theta)))}. \tag{7.7}
\]
By evaluating (7.7) at $\theta^s_{p,q}$ we obtain $\frac{dG_{p,q}}{d\theta}(\theta^s_{p,q}) = \frac{\lambda_2}{\lambda_1}$, where we have also substituted $\det(M_{p,q}) = \lambda_1 \lambda_2$. Thus $\eta = \frac{\lambda_2}{\lambda_1}$ and indeed $\eta \in (0, 1)$. Similarly $\frac{dG_{p,q}}{d\theta}(\theta^u_{p,q}) = \frac{\lambda_1}{\lambda_2} = \frac{1}{\eta}$.

Finally if $b = 0$ then $a = \lambda_1$ and $d = \lambda_2$, or vice-versa. By (7.5) the fixed points of $G_{p,q}$ are $\frac{\pi}{2}$ and $\tan^{-1}\left(\frac{c}{a - d}\right)$ and again from (7.7) we see that at these points $\frac{dG_{p,q}}{d\theta}$ has the values $\frac{\lambda_2}{\lambda_1}$ and $\frac{\lambda_1}{\lambda_2}$.

8 Existence of an invariant expanding cone

In this section we use the stable fixed points of the angle maps $G_{p,q}$ to construct an interval $J$ for which, if certain conditions are satisfied, the corresponding cone $C_J$ is invariant. We also show that $J$ can be enlarged slightly to obtain a cone that is contracting-invariant. Finally we characterise the expansion condition $H_{p,q}(\theta) > 1$.

Let $1 \leq p_{\min} < p_{\max}$ and $1 \leq q_{\min} < q_{\max}$ be given and suppose (7.6) is satisfied for all $(p, q) \in \Gamma$. 
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Definition 8.1. If there exists a closed interval \( J \subset K \) such that \( \theta^s_{p,q} \in J \) and \( \theta^u_{p,q} \notin J \) for all \((p, q) \in \Gamma\), then we say that the fixed points of the \( G_{p,q} \) are unmixed.

If the fixed points are unmixed, then the smallest such \( J \) (really the intersection of all such \( J \)) is an interval with stable fixed points as its endpoints. That is,

\[
J = [\theta^s_{p_1, q_1}, \theta^s_{p_2, q_2}],
\]

for some \((p_1, q_1), (p_2, q_2) \in \Gamma\). Fig. 7 shows an example.

Proposition 8.1. Suppose \((7.6)\) is satisfied for all \((p, q) \in \Gamma\) and the fixed points of the \( G_{p,q} \) are unmixed. With \( J \) given by \((8.1)\), \( G_{p,q}(J) \subseteq J \) for all \((p, q) \in \Gamma\). Moreover there exists \( \varepsilon > 0 \) such that for \( J_\varepsilon = [\theta^s_{p_1, q_1} - \varepsilon, \theta^s_{p_2, q_2} + \varepsilon] \) we have \( G_{p,q}(J_\varepsilon) \subseteq \text{int}(J_\varepsilon) \) for all \((p, q) \in \Gamma\).

Proof. Choose any \((p, q) \in \Gamma\). Then \( \theta^s_{p,q} \in J \). Since \( \frac{dG_{p,q}}{d\theta}(\theta^s_{p,q}) \in (0, 1) \) (by Lemma 7.2) for any sufficiently small interval \( I \) containing \( \theta^s_{p,q} \) we have \( G_{p,q}(I) \subseteq I \). Since \( \frac{dG_{p,q}}{d\theta} > 0 \) on \( K \) (by Lemma 7.1) \( G_{p,q}(J) \subseteq I \) remains true when \( I \) is enlarged to any interval containing no other fixed points of \( G_{p,q} \). Since the fixed points are unmixed, \( J \) is such an interval. That is, \( G_{p,q}(J) \subseteq J \).

Figure 7: An example of the angle maps \( G_{p,q} \) (lower plot) and the norm functions \( H_{p,q} \) (upper plot) for all \((p, q) \in \Gamma\). This figure was generated using \((\tau_L, \delta_L, \tau_R, \delta_R) = (1, 0.2, -1.2, 2)\) and \( p_{\text{min}} = 1, p_{\text{max}} = 3, q_{\text{min}} = 1, \) and \( q_{\text{max}} = 2 \). In this case the fixed points of the \( G_{p,q} \) are unmixed and the interval \( J \), equation \((8.1)\), is shown in the lower plot. From the upper plot notice that \( H_{p,q}(\theta) > 1 \) for all \( \theta \in J \) and all \((p, q) \in \Gamma\) as required for \( C_J \) to be expanding (see Lemma 6.1).
If \( \theta^*_{p,q} = \theta^*_{p_1,q_1} \) then \( \frac{dG_{p,q}}{d\theta}(\theta^*_{p,q}) \in (0,1) \) implies there exists \( \varepsilon^-_{p,q} > 0 \) such that
\[
G_{p,q}\left(\left[\theta^*_{p_1,q_1} - \varepsilon, \theta^*_{p_1,q_1}\right]\right) \subset \text{int}\left(\left[\theta^*_{p_1,q_1} - \varepsilon, \theta^*_{p_2,q_2}\right]\right),
\]  
(8.2)
for all \( \varepsilon \in (0,\varepsilon^-_{p,q}] \). If instead \( \theta^*_{p,q} \neq \theta^*_{p_1,q_1} \) then \( G_{p,q}(\theta^*_{p_1,q_1}) \in \text{int}(J) \) so again there exists \( \varepsilon^-_{p,q} > 0 \) such that \( (8.2) \) holds for all \( \varepsilon \in (0,\varepsilon^-_{p,q}] \). Similarly there exists \( \varepsilon^+_{p,q} > 0 \) such that
\[
G_{p,q}\left(\left[\theta^*_{p_2,q_2} - \varepsilon, \theta^*_{p_2,q_2}\right]\right) \subset \text{int}\left(\left[\theta^*_{p_1,q_1}, \theta^*_{p_2,q_2} + \varepsilon\right]\right),
\]
(8.3)
for all \( \varepsilon \in (0,\varepsilon^+_{p,q}] \). Then \( G_{p,q}(J_\varepsilon) \subset \text{int}(J_\varepsilon) \) for all \( (p,q) \in \Gamma \) with \( \varepsilon = \min_{(p,q) \in \Gamma} \left(\text{min}\left[\varepsilon^-_{p,q}, \varepsilon^+_{p,q}\right]\right) \).

In order for \( C_J \) to be expanding we require \( H_{p,q}(\theta) > 1 \) for all \( \theta \in J \) and all \( (p,q) \in \Gamma \). Solutions to \( H_{p,q}(\theta) = 1 \) satisfy
\[
(b^2 + d^2 - 1) \tan^2(\theta) + 2(ab + cd) \tan(\theta) + \left(a^2 + c^2 - 1\right) = 0,
\]
(8.4)
so if \( b^2 + d^2 - 1 \neq 0 \), as is generically the case, then \( (8.4) \) is quadratic in \( \tan(\theta) \) and consequently \( H_{p,q}(\theta) = 1 \) has at most two solutions on \( K \). When \( H_{p,q}(\theta) = 1 \) has exactly two solutions on \( K \), \( H_{p,q}(\theta) \) is decreasing at one solution, call it \( \theta_{p,q}^{\text{dec}} \), and increasing at the other solution, call it \( \theta_{p,q}^{\text{inc}} \). Then \( H_{p,q}(\theta) \leq 1 \) if and only if \( \theta \in \left[\theta_{p,q}^{\text{dec}}, \theta_{p,q}^{\text{inc}}\right] \) and so we have the following result.

**Lemma 8.2.** Suppose \( H_{p,q}(\theta) = 1 \) has exactly two solutions. Then \( H_{p,q}(\theta) > 1 \) for all \( \theta \in J \) if and only if
\[
J \cap \left[\theta_{p,q}^{\text{dec}}, \theta_{p,q}^{\text{inc}}\right] = \emptyset.
\]
(8.5)

## 9 Large values of \( p_{\min} \)

Here we impose the additional constraint
\[
\tau_L > \delta_L + 1,
\]
(9.1)
and show that if \( p_{\min} \) is sufficiently large then we can expect the fixed points of the \( G_{p,q} \) to be unmixed and the cone \( C_J \), with \( J \) as in Proposition 8.1, to be invariant and expanding. Condition (9.1) implies \( f \) has a saddle fixed point in \( Q_2 \) with positive eigenvalues. For large values of \( p \) the effect of the saddle dominates the nature of \( M_{p,q} \) in a way that is favourable for \( C_J \) to be invariant and expanding.

First observe that for any \( p \geq 1 \) we can write
\[
G_{p,q}(\theta) = G_{0,q}\left(G_{1,0}(\theta)\right).
\]
(9.2)
In (9.2) we apply the map \( G_{1,0} \) \( p \) times, then apply \( G_{0,q} \). Since \( M_{1,0} = A_L \), by Lemma 7.2 the condition (9.1) ensures \( G_{1,0} \) has unique stable and unstable fixed points \( \theta_{1,0}^{s} \) and \( \theta_{1,0}^{u} \) (shown in Fig. 6).
Proposition 9.1. Let \( q \geq 1 \). Suppose (9.1) is satisfied and \( G_{0,q}(\theta_{s,0}) \neq \theta_{u,0} \). Then (7.6) is satisfied for all sufficiently large values of \( p \geq 1 \) and \( \theta_{p,q} \to G_{0,q}(\theta_{s,0}) \) and \( \theta_{p,q} \to \theta_{u,0} \) as \( p \to \infty \). Also \( H_{p,q}(\theta) \to \infty \) as \( p \to \infty \) for all \( \theta \neq \theta_{u,0} \).

Proof. The basin of attraction of the stable fixed point \( \theta_{s,0} \) of \( G_{1,0} \) consists of all \( \theta \in K \) except the unstable fixed point \( \theta_{u,0} \) (because \( v \mapsto A_Lv \) is linear). Thus \( G_{1,0}(\theta) \to \theta_{s,0} \) as \( p \to \infty \) for all \( \theta \neq \theta_{u,0} \). Thus by (9.2), \( G_{p,q}(\theta) \to G_{0,q}(\theta_{s,0}) \) as \( p \to \infty \) for all \( \theta \neq \theta_{u,0} \). But \( G_{p,q} \) is a degree-one circle map (Lemma 7.1) and a diffeomorphism thus, for sufficiently large values of \( p \), must have a stable fixed point \( \theta_{p,q}^s \) with \( \theta_{p,q}^s \to G_{0,q}(\theta_{s,0}) \) as \( p \to \infty \) and an unstable fixed point \( \theta_{p,q}^u \) with \( \theta_{p,q}^u \to \theta_{u,0} \) as \( p \to \infty \). The existence of these fixed points implies (7.6).

By (9.1), \( A_L \) has eigenvalues \( 0 < \lambda_2 < \lambda_1 \). The stable fixed point \( \theta_{s,0} \) of \( G_{1,0} \) corresponds to the unstable eigen-direction of \( A_L \), thus \( H_{1,0}(\theta_{s,0}) = \lambda_1 \). For any \( \theta \neq \theta_{s,0} \), \( G_{1,0}^p(\theta) \to \theta_{s,0} \) implies \( H_{p,0}(\theta) \sim \lambda_1^p \), and so \( H_{p,q}(\theta) \to \infty \) because \( \det(A_R) = \delta_R \neq 0 \). \( \square \)

10 A computer-assisted proof of chaos

Algorithm 10.1. For a given map of the form (1.1) with (1.2) we perform the following steps.

i) Let \( p_{\text{max}} \) be the smallest \( p \in \{2, \ldots, \min\{p^*, 15\} \} \) for which (4.6) and (4.8) are satisfied with \( S = (0, c_p) \); if \( p_{\text{max}} \) does not exist STOP.

ii) Let \( p_{\text{min}} \) be the largest \( p \in \{1, \ldots, p_{\text{max}} - 1\} \) for which (4.7) and (4.9) are satisfied with \( T = (0, c_p) \); if \( p_{\text{min}} \) does not exist STOP.

iii) Let \( \Gamma \) be given by (6.3) using (4.5). If (7.6) is not satisfied for some \( (p, q) \in \Gamma \) then STOP.

iv) If the fixed points of the \( G_{p,q} \) are mixed (i.e. not unmixed) then STOP.

v) Let \( J \) be the interval in Proposition 8.1. If \( \theta_{\text{dec}}^{p,q} \) and \( \theta_{\text{inc}}^{p,q} \) do not exist or \( J \cap [\theta_{\text{dec}}^{p,q}, \theta_{\text{inc}}^{p,q}] \neq \emptyset \) for some \( (p, q) \in \Gamma \), then STOP, otherwise output CHAOS.

The upper bound of \( p = 15 \) imposed in Step 1 is a suitable finite bound to ensure the number of computations is finite. Algorithm 10.1 picks the largest and smallest allowed values of \( p_{\text{min}} \) and \( p_{\text{max}} \), respectively, in order to minimise the size of the set \( \Gamma \) and so minimise the number of conditions in Steps 3 – 5 that need to hold.

Theorem 10.2. Suppose Algorithm 10.1 outputs CHAOS. With \( \Omega \) as given in Proposition 9.1 and \( J \) as given in Proposition 8.1

\[
\liminf_{n \to \infty} \frac{1}{n} \ln(\|Df^n(Z)v\|) > 0, \tag{10.1}
\]

for all \( Z \in \Omega \setminus \Xi_{\infty} \) and all \( v \in C_J \).
Proof. Since Algorithm 10.1 does not stop in Steps 1 and 2, the assumptions in Proposition 4.1 hold so \( \Omega \subseteq \Phi_0 \) and \( F(\Omega) \subseteq \Omega \). Since Algorithm 10.1 does not stop in Steps 3 and 4, the assumptions in Proposition 8.1 hold so \( C_J \) is invariant by Lemma 6.1(i). Since Algorithm 10.1 does not stop in Step 5, (8.3) holds for all \((p, q) \in \Gamma\) thus \( C_J \) is expanding by Lemma 6.1(iii) and Lemma 8.2. Let \( c > 1 \) be an expansion factor for \( C_J \). Then (5.3) holds by Proposition 5.1. This implies the left hand-side of (10.1) is at least \( \frac{\ln(c)}{p_{\max} + q_{\max}} > 0 \).

11 Numerical results

In this section we illustrate Algorithm 10.1 over the two-dimensional slice of the parameter space of (1.1) defined by fixing \( \delta_L = 0 \), \( \delta_R = 2 \), \( \mu = 1 \).

(11.1)

First, Fig. 8 shows a two-parameter bifurcation diagram of (1.1) with (11.1). Coloured regions are where there exists a stable periodic solution of period at most 30. To characterise the long-term dynamics outside these regions, we computed the forward orbit of the origin over a grid of values of \( \tau_L \) and \( \tau_R \). Grey regions are where a numerically computed Lyapunov exponent for this orbit was negative; black regions are where this Lyapunov exponent was positive. White regions are where the orbit appeared to diverge.

Figure 8: A numerically obtained bifurcation diagram of (1.1) with (11.1). The map has a periodic attractor with period at most 30 in the coloured regions, some other attractor with negative Lyapunov exponent in the grey regions, an attractor with a positive Lyapunov exponent in the black regions, and no attractor in the white regions. The three dots indicate the parameter values of Fig. 10.
Fig. 9 illustrates the results of Algorithm 10.1 over the same parameter range. Shaded regions are where Algorithm 10.1 outputted chaos. In order to reveal some of the underlying processes, the region is light grey if $p_{\text{max}} - p_{\text{min}}$ is even and dark grey if $p_{\text{max}} - p_{\text{min}}$ is odd.

As expected these regions form a proper subset of the black regions of Fig. 8. That is, Algorithm 10.1 outputs chaos whenever our numerical estimation of the Lyapunov exponent is positive, but the converse is not necessarily true. Nevertheless, at least for the slice of parameter space shown, Algorithm 10.1 is quite successful in that it outputs chaos over the majority of the region where numerical simulations suggest a chaotic attractor exists.

Phase portraits corresponding to the three sample parameter combinations highlighted in Figs. 8 and 9 are shown in Fig. 10. In panels (a) and (c) Algorithm 10.1 outputted chaos with $(p_{\text{min}}, p_{\text{max}}) = (2, 6)$ in panel (a) and $(p_{\text{min}}, p_{\text{max}}) = (1, 5)$ in panel (c). For these parameter values Algorithm 10.1 appears to have a unique attractor (shown with blue dots). In panel (b) Algorithm 10.1 completed Steps 1 and 2, producing $(p_{\text{min}}, p_{\text{max}}) = (2, 4)$, but stopped at Step 3 because (7.6) is not satisfied for $(p, q) = (3, 2)$. Indeed for these parameter values (1.1) has an asymptotically stable period-5 solution (shown with blue triangles). The point $Z \in \Omega$ of this periodic solution satisfies $F(Z) = Z$ with $(p, q) = (3, 2)$ in (2.6).

As a final remark, for the considered parameter slice attractors are destroyed on the piecewise-smooth curve shown in Fig. 9. On this curve the stable and unstable manifolds of the saddle fixed point in $x < 0$ attain a ‘homoclinic corner’ (a first homoclinic tangency except the invariant manifolds are piecewise-linear). As seen in Fig. 8 the periodicity regions accumulate at the kinks of this curve and this was proved in a general setting in [20].
Figure 10: Phase portraits of (1.1) with \( \tau_L = 1.35 \), and three different values of \( \tau_R \) corresponding to the dots in Figs. 8 and 9. In each plot we show \( \Omega \) (as produced by Algorithm 10.1 and shaded light grey), \( F(\Omega) \) (dark grey), and a numerically computed attractor (blue).

12 Discussion

We have shown how numerical methods can be used to verify (up to numerical accuracy) a finite set of conditions that imply a chaotic attractor exists in the 2d BCNF. This avoids
lengthy computations and estimates of limiting quantities. There are further embellishments that could be employed, for example rather than check the conditions at individual points in parameter space one could determine codimension-one surfaces in parameter space that bound where each condition holds. If these surfaces bound an open subset of parameter space, then in this set the 2d BCNF exhibits robust chaos.

It remains to further relate the conditions to the dynamics of the map. If the failure of a condition does not correspond to the destruction of a chaotic attractor (which does occur in a similar setting in [19]), it may correspond to a crisis where the attractor jumps in size (see [10]) or experiences some tangible change to its geometry.

It is natural to ask how our approach can be applied to maps that are piecewise-smooth, but not piecewise-linear. If we do not drop the nonlinear terms used to create the 2d BCNF we expect that these terms can be controlled by assuming $\mu$ is small and rescaling. In this way the linear terms should dominate and the trapping region and contracting-invariant cone should persist. Already Young [21] has a theoretical analysis that shows nonlinear terms can be incorporated into the analysis in some settings.

The accurate simulation of long time solutions to piecewise-smooth systems can be a problematic (micro-chaos is one aspect of this [9]). The finite time calculations required by our geometric approach provides significantly more robustness to the use of computers for proving the existence of chaotic attractors.
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