I. Introduction

Active matter is one of the most fascinating and rapidly growing fields of soft matter. Advances in the synthesis of artificial swimmers, on both micro- and nanoscales, have opened the door to the unprecedented study of the individual dynamics as well as the collective behaviour of self-propelled particles. This in turn has led to intensive research both theoretically, where the fundamental properties of active matter are pursued, and experimentally, towards the creation of novel active materials.

An important challenge in understanding the behaviour of active matter is determining how shape can affect collective behaviour, as self-propelled anisotropic particles are expected to play an important role in the study of active matter. To date, only a few shapes have been explored in combination with active motion. Some notable examples include self-propelled L-shaped particles that have been created and studied by Kummel and collaborators, self-propelled dumbbells and self-propelled rods. In all of these studies remarkable results have been reported; the L-shaped swimmer shows gravitactic motion and can swim against the direction of gravity, active dumbbells assemble in rotating clusters, and rods can form swarms and lanes due to the emergent aligning interaction between the particles. The plethora of dynamic phenomena shows that the shape of an active particle can dramatically change the single particle and many particle dynamics.

Herein we explore the behaviour of a very simple particle, namely a repulsive square that self-propels in the direction perpendicular to one of its edges. It is already known that repulsive, active spheres and disks can phase separate due to their activity, a phenomenon known as motility induced phase separation (MIPS). However, how such behaviour might manifest in the case of anisotropic particles with four-fold symmetry is not a priori evident. Here, we explore the state diagram of self-propelled squares for a wide range of densities and magnitudes of self-propulsion, in order to fully map the behaviour of such a geometry. We explicitly compare our results with existing literature on self-propelled disks and rods with respect to the state behaviour, the phase coexistence and the coarsening properties of the different systems.

This paper is organized as follows. We start by introducing the model and the parameters of our simulations in Section II, and in Section III A we present the state diagram and give a general overview of the different states of the system. In Section III B we quantify certain properties of the phase coexistence regime, while in Section III C we focus on what we identify as state oscillations of the system. Finally, we look into the coarsening process in Section III D. Conclusions are given in Section IV.

II. Methods

A. Model

We consider a two-dimensional system, consisting of squares of length $\sigma$ in a periodic square box of length $L$. The position of the center of mass of the $i$-th particle at time $t$ is given by the vector $\mathbf{r}_i(t)$ while its orientation is given by the unit vector $\eta_i(t) = (\cos \theta_i(t), \sin \theta_i(t))$, where $\theta_i(t) \in [0,2\pi]$ is the angle between a fixed axis in the lab frame and a fixed axis on the particle. The axis on the particle is chosen such that the vector $\eta_i$ is perpendicular to one of the edges of the square. A schematic overview of the model can be found in Fig. 1.
The interaction between two particles is modeled as a soft repulsion between their points of closest approach. To this end, we first find the minimum distance vector between the surfaces of the two squares $i$ and $j$, which we denote here as $r_{ij}^{\text{min}}$. The force that acts between the two particles is then given by

$$F_{ij} = -\frac{\partial U(|r_{ij}^{\text{min}}|)}{\partial r_{ij}^{\text{min}}}.$$  

where $U(r)$ is a soft, yet steep, repulsive potential, specifically a slight modification of the Weeks–Chandler–Andersen potential:

$$\beta U(r) = \begin{cases} 4\beta \varepsilon \left(\frac{1}{r/\sigma + 0.8} \right)^{12} - \left(\frac{1}{r/\sigma + 0.8} \right)^6 + \frac{1}{4} & r/\sigma + 0.8 \leq 2^{1/6}, \\ 0 & r/\sigma + 0.8 > 2^{1/6}. \end{cases}$$

Here $\varepsilon$ parametrizes the strength of repulsion and $\beta = 1/k_B T$ is the inverse temperature of the system, with $k_B$ the Boltzmann constant and $T$ the temperature. For all our simulations we set $\beta \varepsilon = 40$. Note that in eqn (2), the shortest surface-to-surface distance $|r_{ij}^{\text{min}}|$ is increased by $0.8\sigma$ so that particles will repel each other only if their surface-to-surface distance is smaller than $(2^{1/6} - 0.8)\sigma \approx 0.322\sigma$. This reduces the effective roundness of our particles, so that the effects of the non-isotropic shape become more prominent. The corner rounding to the length ratio is approximately 0.14.

We then apply the force $F_{ij}$ on the surface point of particle $i$ that is closest to the surface of particle $j$, which we denote here as $r_i$. This creates a torque

$$T_{ij} = (r_i - r_j) \times F_{ij},$$

that acts on particle $i$, causing it to rotate around the axis $z$ that is perpendicular to the plane of movement. This torque tends to align the particles such that they become parallel when they are pushed towards one another.

B. Dynamics

To make the particles active, we include a self-propelling force of constant magnitude $F_{\text{sp}}$ that acts along $\eta$. Thus, the particles are self-propelled along one of their edges. Additionally, we consider our particles immersed in a solvent whose viscosity is parametrized by $\gamma$. Since we are interested in the regime that applies to the colloidal world, we use overdamped Langevin dynamics for the equations of motion, which include solvent–particle interactions implicitly and neglect the inertia of the particles. Thus, the translational and rotational equations of motion are

$$\frac{d\mathbf{r}_i(t)}{dt} = \beta D_T \left( \sum_{j \neq i} F_{ij}(t) + F_{\text{sp}} \eta_i(t) \right) + \sqrt{2D_T \gamma^2} A_i(t),$$

$$\frac{d\mathbf{\omega}_i(t)}{dt} = \beta D_R \sum_{j \neq i} \mathbf{T}_{ij}(t) \cdot \mathbf{z} + \sqrt{2D_R \gamma^2} A_i(t).$$

Here, the translational diffusion matrix $D_T = D_T(\eta_\parallel \eta_i + \eta_\perp \eta_i \perp)$ is a diagonal matrix in the particle frame of reference with $D_T = 1.08/(8\pi\gamma\delta^3 m)$, where $\delta$ is the radius of a disk with area $\sigma^2$, and $m$ is the particle’s mass. Similarly, $D_R = 1.32/(8\pi\gamma\delta^5 m)$ is the rotational diffusion coefficient of a single square. The unit vector $\eta_{i\perp}$ is perpendicular to $\eta_i$. Thermal noise is modeled via two white noise Gaussian terms denoted by $A_i^T$ and $A_i^R$, both of which have zero mean and unit variance. We define the unit of time $\tau$ as the time it takes for a free particle to diffuse over its length, i.e. $\tau = \sigma^2 D_T^{-1}$. Finally, $D_T^{1/2} = D_T^{1/2}(\eta_\parallel \eta_i + \eta_\perp \eta_i \perp)$.

Eqn (4) and (5) are integrated using an Euler–Maruyama integration scheme, with a time step of $dt = 10^{-5}\tau$. In the initial configuration of our simulations, particles are placed on a square lattice spanning the entire simulation box, with their orientations randomly distributed.

III. Results

A. State behavior

To investigate the state behavior of our system we performed Brownian Dynamics simulations of $N = 4900$ particles for a range of reduced densities $\bar{\rho} = \rho \sigma^3 = N \sigma^2/L^2$ and propulsion speeds $F_{\text{sp}} = \beta \rho F_{\text{sp}}$. The results of our simulations are summarized in the state diagram in Fig. 2.

We identify three distinct regions: a homogeneous fluid regime, a regime where there is coexistence between a dense and a dilute phase, and a region where the system oscillates between a homogeneous fluid state and a phase coexistence. In the regime where the density and the speed of self-propulsion are relatively small, the system is found to be in a homogeneous fluid state. Note that in this fluid, small and short-lived clusters can form due to collisions between the particles. In contrast, at sufficiently high densities and speeds of self-propulsion a kinetic trapping mechanism takes place, similar to that seen in self-propelled disks. Particles slow down significantly in dense regions due to frequent collisions with one another, which leads to a further increase in the local density.
Ultimately, this leads to phase coexistence between a high-density crystalline region and a low-density fluid, a phenomenon known as motility induced phase separation (see Fig. 3(a)). We also found that at low densities, the high density cluster sometimes breaks up into smaller clusters (see Fig. 3(b)) and then reforms. Note that this breakup is not typically observed in equilibrium coexistences once equilibrated.

Interestingly, between the homogeneous and the coexistence regime, we find an additional region where we observe oscillation between a homogeneous fluid state and a phase coexistence. Specifically, in this region if we start with a homogeneous fluid state, the system appears to undergo nucleation and growth, resulting in a single large cluster. However, as we explore in more detail in Section III C, at some point the cluster disintegrates completely and the system returns to a homogeneous fluid state. This process repeats itself continuously. In the following text, we refer to this region as the oscillatory regime of our state diagram.

In order to further clarify the differences between the three regimes in our state diagram, we plot in Fig. 4 the time evolution of two quantities: (i) the fraction of particles associated with the largest cluster in the system $f_{lc} = N_{lc}/N$, with $N_{lc}$ the number of particles in the largest cluster and $N$ the total number of particles, and (ii) the degree of clustering $\Theta = 1 - N_c/N^{3/2}$, where $N_c$ is the average number of clusters. $\Theta$ goes to zero for a system composed of single-particle clusters while it approaches unity when the mean cluster size becomes comparable to the total number of particles. We assign two particles to the same cluster if they exert non-zero forces on one another. We assign a parameter space point to the phase coexistence regime if, for the whole course of the performed simulation, the largest cluster fraction remains higher than 10%.

As expected, the homogeneous state shows minimal clustering ($\Theta \approx 0.3, f_{lc} \approx 0$), while in the case of phase coexistence the system is highly clustered ($\Theta \approx 0.9, f_{lc} \approx 0.9$). Following the time evolution of the curve that corresponds to the phase coexistence regime (coloured brown), we find that the sudden drops in $f_{lc}$ (Fig. 4(a)) are not simultaneously accompanied by a significant drop in $\Theta$ (Fig. 4(b)), and correspond to temporary breaking of the largest cluster into smaller pieces (for example see Fig. 3(b)). In contrast, from the curves that represent the oscillatory regime (coloured red), a correlation between the two quantities is clearly visible. This correlation suggests that the clustering of the whole system is dictated by the behaviour of the largest cluster in the system. The peaks observed in both quantities indicate nucleation, growth and breaking of a single cluster.

Moreover, in the phase coexistence regime all functions tend to their steady-state value immediately after the simulation begins, thus no nucleation time is required. This feature is shared for all points that we identify as phase coexistence states. This hints that these points may lie inside the spinodal.
lines of the system, if such a correspondence with equilibrium physics can be made. However, in the red curve of Fig. 4(a), which corresponds to the oscillatory regime, one can see distinct plateaus where the largest cluster in the system is very small ($f_{lc} \sim 0$), accompanied by the growth and destruction of the cluster. These features are shared by all the simulations that we identify to be in the oscillatory regime. Thus, we infer that what we identify as an oscillatory regime may coincide with the region between the binodal and the spinodal lines of the system. What remains unclear is whether the system would ever fully nucleate. Specifically, whether for a sufficiently large system and sufficiently long time, the oscillations would stop. We note that we have seen no sign of such stopping in our systems for any of the state points we have examined.

Comparison between our state diagram (Fig. 2) and the diagram of self-propelled disks (see for example Fig. 2(a) in ref. 30) shows that phase coexistence in our system requires much smaller propulsion speeds. We attribute this to the augmented average duration of a collision event between squares compared to disks, which arises due to the different shapes of the particles: squares cannot slip past each other when they collide as their flat surfaces tend to align the particles. This hinders their movement, especially when particles with anti-parallel self-propulsion axes collide. Moreover, the oscillatory regime is absent in the case of the isotropic disks. We will discuss how the anisotropic shape of the squares gives rise to this regime in Section III C.

We also note that we have observed no formation of lanes or swarms in our simulations. These dynamic states are seen in models where interparticle interactions tend to align the axes of self-propulsion of the colliding particles. For example, when two self-propelled rods collide, their axes of self-propulsion will tend to become parallel or anti-parallel. In the case of collision of two squares, even though the particles do become parallel after the collision, their axes of self-propulsion can also be perpendicular to one another. We conclude that the four-fold symmetry of squares, instead of the two-fold symmetry of rods, is enough to lead to the absence of lanes or swarms. A more detailed comparison between active squares and rods will be given in Section III C.

**B. Phase separation regime**

By inspection of the dense cluster that forms when phase separation takes place, we find that the cluster is composed of regions that resemble a square crystal. These regions are separated from one another by linear defects. See Fig. 5(a) for a closeup of such a cluster. Here, individual particles are coloured according to the absolute value of the bond orientational parameter

$$q_4(i) = \frac{1}{N_i} \sum_{j=1}^{N_i} e^{i \theta_{ij}},$$

where $N_i$ is the total number of neighbors of particle $i$, and $\theta_{ij}$ is the angle between the vector $\mathbf{r}_i - \mathbf{r}_j$ and an arbitrary lab axis. Neighboring particles are defined such that their center-to-center distance is smaller than 1.5σ. This bond order parameter detects local four-fold symmetry in the neighborhood of each particle.

In Fig. 5(b) we plot the bond orientational order averaged over all particles and many independent configurations

$$Q_4 = \frac{1}{N} \sum_{i=1}^{N} \langle q_4(i) \rangle,$$

as well as the global orientational order parameter

$$\Phi_4 = \frac{1}{N} \sum_{i=1}^{N} \left(e^{i \theta_{ij} \text{mod}(2\pi/4)} \right),$$

that detects global orientational order in the system. The modulus function takes into account the four-fold symmetry of the squares. We find that $Q_4$ takes non-zero values even in the homogeneous regime, as a result of the small clusters that form, and higher values in the phase coexistence regime. On the other hand, $\Phi_4$ remains close to zero in the homogeneous regime and sharply assumes non-zero values once phase separation occurs and a system size cluster forms.

We now study the local densities of the coexisting phases in the phase coexistence regime. We determine the densities of...
the two phases by identifying the peaks of the local density histogram of the system (not shown here), similar to previous studies of active matter systems.30,39 The local densities for the fluid ($\rho_f$) and the crystalline region ($\rho_x$) are plotted in Fig. 6. This figure suggests that the magnitude of self-propulsion alone determines the time averaged local densities of the dense and dilute phases, irrespective of the total system density. This property also holds for the motility induced phase separation of active disks and the liquid–gas coexistence of attractive particles.30,39 However, self-propelled squares pack better than self-propelled disks as the squares assemble in a square crystal rather than a hexagonal crystal. We would like to note that the seemingly lower values of the densities of the crystalline phase compared to the values reported for passive squares (ref. 32) do not necessarily imply a less efficient packing of self-propelled squares. The lower values are in fact caused by the range of our soft repulsive potential.

Moreover, in Fig. 6 we plot ($\rho_x + \rho_f$)/2 averaged over the different system densities. We find that, away from the critical point, this quantity follows linear scaling as a function of self-propulsion magnitude $F_{sp}$. This linear scaling is also found in equilibrium systems, where it is known as the law of rectilinear diameters.40 Close to the critical point, we cannot safely determine the local densities of the coexisting phases, as the peaks of the local density histograms flatten due to fluctuations in the density.

We have checked that the qualitative properties of the system remain the same for various system sizes. In particular, we have simulated a small number of the parameter space points for systems of 2500 and 8000 particles and found that the resulting state diagrams and coexisting densities remain essentially unchanged.

Moreover, we have also performed simulations for dense systems ($\bar{\rho} = 0.55$ and 0.6) for a limited number of self-propulsion magnitudes $F_{sp}$. We have validated that the local density of the dense phase for these simulations remains in close proximity with the values found in the simulations of more dilute systems. Hence, the high density part of the envelope shown in Fig. 6, which would correspond to a binodal envelope in an equilibrium system, is indeed collapsing onto one curve.

C. Oscillatory regime

In Fig. 7 we show a time series of snapshots of a system in the oscillatory regime. In each snapshot we superimpose the displacement field, unnormalized by density. To calculate this field, we divided the simulation box into a square lattice of cell length $7\sigma$, and summed the displacement of the particles in each cell, see eqn (4). Note that we have ignored the contribution from translational diffusion.

This figure shows two instances where the system transitions from a homogeneous fluid to a phase coexistence and back to the fluid. The two snapshots that show phase coexistence ($t/\tau = 610, 1089$) are taken slightly before the largest cluster breaks apart. In these two subfigures the displacement field clearly shows collective rotation of the cluster and formation of vortices. Inspection of the majority of breaking events in
the simulations, using the displacement field as a guide for the collective dynamics, reveals that rotation of the cluster is a general feature that precedes cluster destruction. Note that the packing of squares in the crystalline clusters of the oscillatory regime is similar to the phase separated regime as described in Section III B. That is, all clusters are composed of square crystalline domains. Also, the local densities of the clusters in the oscillatory regime have similar values to the local densities in Fig. 6, which correspond to the phase separated regime.

In an effort to quantify and understand the destruction of a large cluster, we plot three different quantities in Fig. 8: the fraction of particles belonging to the largest cluster \( f_{lc} \), the angular momentum \( L_{lc} \) of the largest cluster and the total potential energy of the system \( U_{tot} \). The angular momentum \( L_{lc}(t) \) is given by

\[
L_{lc}(t) = \sum_{i=1}^{N_{lc}} [\mathbf{dr}_i(t) \times (\mathbf{r}_i(t) - \mathbf{r}_{lc}(t))] \cdot \mathbf{z},
\]

where \( N_{lc} \) denotes the total number of particles in the largest cluster of the system, \( \mathbf{r}_{lc} \) is the center of the cluster and the displacement \( \mathbf{dr}_i \) is calculated from eqn (4) while omitting the term that accounts for translational diffusion. The potential energy of the system is calculated using eqn (1) and (2).

In Fig. 8 we see that the growth of a cluster (growth of \( f_{lc} \)) is accompanied by an oscillation of its angular momentum. When the cluster obtains its maximum size, the angular momentum of the cluster cannot change their orientation, the anisotropy of forces will eventually create one (Fig. 7(b)) or more (Fig. 7(d)) vortices that rotate the cluster as a whole.

Once a vortex appears, particles relocate and are free to collectively escape the cluster in large groups. In the oscillatory regime, the remaining pieces of the cluster may disintegrate completely so that the system returns to a homogeneous state, while in the phase coexistence regime at least one cluster survives due to the fast absorption of gas particles.

The behaviour of the squares can be contrasted with the behaviour of active disks, where no oscillations have been reported. In the case of disks, the particles that accumulate at the surface of a cluster also point towards the center of the cluster, but can leave the cluster once their axis of self-propulsion points outwards due to rotational diffusion. The cluster is then stabilized by an influx and outflux of particles at its surface. Moreover, particles in the inner layers can relax their orientation and hence no large torques accumulate. On the other hand, squares in the cluster are unable to rotate freely due to interactions with neighboring particles. This leads to accumulating internal forces and torques that rotate and eventually destabilize the cluster.

Oscillations between states have also been found in other active systems. Self-propelled dumbbells show very similar behaviour, and close to the binodal lines this system continuously moves from a clustered state to a uniform state. Furthermore, a system of self-propelled rods can also oscillate between an orientationally ordered state (phase coexistence between a band-like structure with nematic order and a uniform, low density fluid) and an aggregated state (phase coexistence between a dense cluster with no global orientational order and a fluid). Also, when the aggregated state is stable, large polar clusters continuously escape the cluster. What is common in the aforementioned systems and the system of self-propelled squares is that once an orientationally disordered aggregate forms, large stresses develop due to the inability of the clustered particles to relax their orientation. These large stresses will induce either the destruction of the aggregate, or the constant ejection of large groups of particles. As mentioned in ref. 38, the presence of large stresses and oscillations is not consistent with the phase separation of self-propelled disks, which is well captured by a classical description.

An open question, with regard to the state oscillations in all the aforementioned systems, is whether there is a characteristic frequency related to these oscillations. To fully answer such a question, one would have to study the time evolution of a system in the oscillatory regime (see for example Fig. 4) for a long period, which is currently outside of our computational capabilities. However, it should be noted that our system did not oscillate between two clearly distinctive states, but rather the crystalline cluster disintegrates at disparate stages of the
growth process. This is evident in Fig. 4(a), as the height of the different peaks, which corresponds to different cluster sizes, differs significantly for different disintegration points. Our results suggest that there is a broad distribution of phase separated states, which leads to cluster disintegration and that, in all likelihood, the oscillations are not associated with a characteristic frequency.

D. Coarsening

As we have already seen in Section III B, in the phase coexistence region we find static statistical properties similar to the properties of self-propelled disks and equilibrium systems. On the other hand, in Section III C, the study of the cluster dynamics demonstrated striking differences between self-propelled squares and disks. The differences in cluster dynamics motivate us to study the coarsening dynamics. Our main tools for this study are the structure factor \( S(k) \) and the averaged cluster size \( \langle N_{cs} \rangle \). \( S(k) \) is the orientation average of the full structure factor

\[
S(k) = \frac{1}{N} \sum_{i,j=1}^{N} e^{-ik \cdot (r_i - r_j)},
\]

and \( \langle N_{cs} \rangle = \sum_{A} A p_A \), where \( p_A \) is the normalized probability of finding a cluster of size \( A \) in the system.

To achieve better statistics and longer coarsening times, we used a system of 250,000 particles. Then, we compute the characteristic domain length \( L_d(t) \) using

\[
L_d(t) = 2\pi \left[ \frac{\sum_{k_{cut}} kS(k,t)dk}{\sum_{k_{cut}} S(k,t)dk} \right]^{-1},
\]

where \( k_{cut} \) is taken as the first minimum of \( S(k,t) \) and \( L \) is the length of the simulation box.

Using the structure factor and the characteristic domain length we test the dynamic scaling hypothesis for our system.\textsuperscript{41,42} According to this hypothesis, in two dimensions, the time behavior of the structure factor in the coarsening regime follows from the relation

\[
S(k,t) = [L_d(t)]^d f(kL_d),
\]

where \( f \) is a time independent function. In Fig. 9 we plot \( S(k)/L_d^2 \) for different (late) times, and we find that it indeed shows dynamic scaling behaviour, as the different curves fall onto each other for small wavelengths. Thus, we find that the domain structure in our system is actually time independent in the late time coarsening regime. On top of this, we see that the tail of the structure factor scales as \( L_d^{-1} k^{-3} \), in accordance with Porod's law in two dimensions.\textsuperscript{42}

We also study the coarsening dynamics by following the average cluster size \( \langle N_{cs} \rangle \) with time, shown in Fig. 10. This figure shows that cluster coarsening scales slightly faster than \( t \), up to the latest times we could simulate, and surpasses the \( t^{1/2} \) scaling that active disks\textsuperscript{30} and polar systems\textsuperscript{13} show. We have verified that the same super-diffusive coarsening scaling holds for other parameter space points. We speculate that the rapid coarsening might be caused by the peculiar dynamics of the individual clusters, as the clusters, apart from continuously breaking apart and reassembling, also move in space (see the ESIF). This movement boosts the frequency of cluster collisions. The two aforementioned effects may cause a ballistic growth of the average cluster size for all time scales we examined.

However, we would like to note that our results may be limited due to the finite size of our system, and in the infinite system size limit one may recover the scaling \( t^{1.2} \) for late times that should hold for diffusive systems with no hydrodynamic interactions, for example, a system of passive Brownian particles or self-propelled particles with no aligning interactions.\textsuperscript{44} Thus, further study needs to be done in this aspect.

IV. Conclusions and outlook

We have studied the state behavior of self-propelled Brownian squares using computer simulations. We find that for low densities and slow swimming speeds the system is in a uniform
fluid phase, while for high densities and fast swimmers the system phase separates into a high density and a low density phase. In between these two regimes, there is a third regime where the system oscillates continuously between the two aforementioned states.

By studying the phase coexistence regime, we found that the dense phase is made of square crystalline domains and that the time averaged local densities of the coexisting crystal and fluid are independent of the overall system density. Next, we demonstrated that the rupture of a crystalline cluster in the oscillatory regime is accompanied by a rotational motion of the cluster. This rotation originates from the large stresses that are developed in the interior of the cluster. Furthermore, we find that the system coarsens at a much faster rate than a purely diffusive system, which may be caused by the intriguing dynamics of individual clusters.

Comparing our results with existing literature for self-propelled disks, we discover that the two systems share many similarities, as they both undergo phase separation due to a kinetic trapping mechanism and the coexisting local densities are a function of the swimming speed alone. However, there are also striking differences, including the oscillatory regime and the fast, super-diffusive coarsening rates, which are possibly caused by the large stresses developed in a crystalline cluster of self-propelled squares.

The peculiar dynamics of clusters formed by self-propelled squares are also similar to the dynamics found in systems of self-propelled dumbbells and rods, as system spanning clusters can continuously form and disintegrate, and large groups of particles can frequently escape the main cluster. Future work should look into the stability of this oscillatory behaviour in the infinite system size limit, as well as measuring a possible periodicity of such clustering and disintegration events. Lastly, a more detailed comparison between the dynamic behaviour of different self-propelled and anisotropic particles may shed light on the universal features of the coarsening dynamics and the state behaviour near the phase separation regime.
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