Towards in-store multi-person tracking using head detection and track heatmaps
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ABSTRACT Computer vision algorithms are being implemented across a breadth of industries to enable technological innovations. In this paper, we study the problem of computer vision based customer tracking in retail industry. To this end, we introduce a dataset collected from a camera in an office environment where participants mimic various behaviors of customers in a supermarket. In addition, we describe an illustrative example of the use of this dataset for tracking participants based on a head tracking model in an effort to minimize errors due to occlusion. Furthermore, we propose a model for recognizing customers and staff based on their movement patterns. The model is evaluated using a real-world dataset collected in a supermarket over a 24-hour period that achieves 98% accuracy during training and 93% accuracy during evaluation.

INDEX TERMS Multiple object tracking, image classification, object detection, representation learning, heatmap.

I. INTRODUCTION Recent advancements in computer vision research on image classification, object detection, and object tracking enabled technological innovations in many industries including transportation [21], healthcare [33], and agriculture [32].

In this paper, we study the application of computer vision in retail industry. Specifically, our focus is on supporting in-store analytics based on customer tracking. Retailers are using such analytics to study buying patterns [18], combat fraud [3], and estimate in-store traffic [9].

The area of computer vision research that can be applied for the customer tracking problem is called multiple object tracking (MOT). MOT algorithms estimate the trajectory of different objects in a sequence which is usually a video. The standard approach in MOT algorithms is tracking-by-detection where a set of detections are extracted from the video frames and then used to guide the tracking process. A tracking algorithm associates such detections together by assigning the same ID to the detections that contain the same target.

There are multiple challenges affecting the accuracy of the MOT algorithms including occlusions and interactions between targets that can sometimes also have similar appearance. We propose to mount surveillance cameras on the ceiling and train MOT algorithms to use human heads for object detection as opposed to full bodies. This will help to reduce the effect of occlusions on the system performance.

Furthermore, the models built for customer tracking in retail industry should take into account additional behaviors that are specific to supermarkets, such as squatting when picking up products from lower shelves or standing in close proximity to one another when waiting in lines.

Note the importance of having robust ground truth datasets that help the researchers train, evaluate and compare their models. The presence of solid, publicly accessible datasets enable the progress in various research areas, including image classification via ImageNet [26], object detection via Pascal VOC [7] and Microsoft COCO [17], and object tracking via MOTChallenge [20].

Also note that in most retail stores staff members are also present in addition to customers. Hence, it becomes critical to be able to distinguish between customers and staff when analyzing video data from surveillance cameras. Furthermore, being able to identify staff members may enable a richer set
of analytical reports for retailers. For example, the following automated reports may become possible:

- number of staff members in a store at any given moment;
- for each staff member, how many hours are spent in a store;
- distribution of time spent at a cashier’s desk versus elsewhere;
- which employee opened/closed the store, and so on.

After analyzing the actual videos from surveillance cameras, we observe that customers and staff have distinct movement patterns. For example, in a supermarket, staff members spend more time behind a cashier’s desk whereas customers tend to browse the store aisles and stop by in front of a cashier’s desk when they are ready to check out. This observation leads to the following hypothesis: it may be possible to classify people appearing in videos obtained from in-store cameras as either customers or staff based on their movement patterns.

A. RESEARCH CHALLENGES

There are several challenges in multiple object tracking (MOT). The main difficulties in tracking multiple targets simultaneously include various occlusions and interactions between objects that can sometimes also have similar appearance [2].

The standard approach employed in MOT algorithms is a two-step process: a set of detections are first extracted from video frames as bounding boxes using object detection; then track IDs are assigned to those bounding boxes using object tracking. Note that both object detection and tracking algorithms are imperfect and contribute errors to the system’s performance.

Lastly, it is difficult to recognize a person in a video as either a customer or a staff member if the staff do not wear a uniform. In fact, some of the authors of this work either were at some point mistakenly perceived to be staff members in a supermarket or perceived other customers as staff members. The problem is amplified when such recognition is to be performed by a computer algorithm as opposed to a human.

B. OUR CONTRIBUTIONS

In summary, our key contributions are:

- **Fully annotated in-office dataset.** We release the annotated dataset of participants in an office environment exhibiting six different behaviors that are typical for supermarkets [1]. For each video sequence, 3 types of files are provided: image files in JPEG format, annotations in .XML format, and video files in .MP4 format.

- **Illustrative example of the use of the in-office dataset.** We evaluate the proposed head tracking model for multiple person tracking using a combination of object detection and object tracking algorithms. The effect of the errors contributed by these algorithms on the overall system performance is evaluated individually as well as collectively. Furthermore, the effect of skipping video frames on the system performance is also evaluated.

- **Customer and staff recognition based on track heatmaps.** We propose a model for customer and staff recognition in a supermarket environment based on their movement patterns. The model uses a two-step process as follows: 1) trajectories are used to generate heatmaps, 2) heatmaps are used as representation for learning a classification model. The model achieves a 93% test accuracy based on a sample of real-world data collected in a store.

- **Sample annotated supermarket dataset.** We also release the real-world dataset collected in a supermarket store [1]. This dataset contains the manually annotated tracks of customers and staff members based on a sample of a 24-hour video.

II. RELATED WORK

A. IMAGE CLASSIFICATION

In computer vision, image classification is a problem of producing a list of object categories present in the image such as humans or animals. Due to the importance of this problem, an annual competition called the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) has been held every year since 2010 [26]. The challenge is based on a “trimmed” version of the ImageNet dataset containing 1.2 million images spread over 1,000 categories [6]. In 2012, a breakthrough result has been achieved by Krizhevsky, et al. [14]. A deep convolutional neural network (CNN) called AlexNet reduced classification error rate from 26% to 15.3%. This was one of the first deep convolutional neural networks to achieve considerable accuracy in this challenge. In 2014, the winner of this competition was GoogLeNet that reduced classification error rate to 6.67%! The proposed network implemented a novel element called “inception” which drastically reduced the number of network parameters. The runner-up at the same competition was VGG-16 developed by Simonyan and Zisserman [27]. This model is appealing due to its uniform architecture. However, it consists of 138 million parameters which can be challenging to compute.

In 2015, a new SOTA result was obtained based on the idea of deep residual networks or ResNet [12]. It reduced the classification error rate further down to 3.57% which beats the human-level performance on this dataset. In this project, we use an updated version of ResNet that improves the learning of deep residual networks through the use of identity-based skip connections [13].

B. OBJECT DETECTION

Detecting persons in a video stream is an object detection problem. Fast, robust object detection algorithms are fundamental to the success of next-generation video processing systems. Such systems are capable of detecting various types of objects, such as airplanes, bicycles, birds, cars, persons, trains, and other objects [8].
Recently, deep convolutional neural networks have made significant advancements in image classification [15] and object detection [24]. Object detection is a more challenging task as it combines image classification with object localization. Given an image, an object detection algorithm produces one or more bounding boxes with the class label attached to each bounding box. Such algorithms are capable enough to deal with multi-class classification and localization as well as to deal with objects with multiple occurrences.

Modern systems approach object localization in either a multi-stage pipeline (RCNN [11], Fast RCNN [10], Faster RCNN [25]) or in a single-shot manner (YOLO [22], SSD [19]). The multi-stage pipeline approaches all share one feature in common: one part of their pipeline is dedicated to generating region proposals followed by a high quality classifier to classify those proposals. These methods are very accurate, but come at a high computational cost (low frame-rate); in other words, they are not well suited for real-time object detection. Hence, in this project we focus our attention on single-shot approaches.

An alternative way of doing object detection is by combining these two tasks into one network also known as single-shot detection. You Only Look Once (YOLO) is a popular algorithm among single-shot detector approaches for object detection [22]. YOLO divides every image into a grid of SxS and every grid predicts N bounding boxes and confidence for each class. So, SxSxN boxes are forecasted in total. Given a threshold, e.g. 30%, most predictions can be filtered out. The current iteration of this model is called YOLOv3 which is the version used in this project [23].

SSD also belongs in the single-shot detection family but runs a convolutional neural network on the input image only once and computes a feature map [19]. Then a small 3x3 sized convolutional kernel is run on this feature map to foresee the bounding boxes and class probabilities. The original SSD paper used the VGG-16 model as its convolutional neural network [27]. In this work, VGG-16 is replaced by the ResNet-50 model described in Section II-A.

C. MULTIPLE OBJECT TRACKING (MOT)

Multiple object tracking (MOT) is a computer vision task whose goal is to estimate the trajectory of different objects in a sequence which is usually a video. Compared to object detection, whose output is a collection of rectangular bounding boxes identified by their coordinates, height, and width, MOT algorithms also associate a target ID to each box. Recently, the algorithms that provide a solution to this problem have benefited from the rise of deep learning models [2]. This led to the creation of the MOTChallenge in 2015 which is a benchmark whose goal is to collect existing and new data and create a framework for the standardized evaluation of multiple object tracking methods [16]. Since then, new versions of these benchmarks have been released with more challenging and diverse video sequences [4], [5], [20].

The standard approach employed in MOT algorithms is tracking-by-detection: a set of detections are extracted from the video frames and are used to guide the tracking process [2]. A tracking algorithm associates such detections together by assigning the same ID to bounding boxes that contain the same target. Modern detection frameworks described in Section II-B ensure a reasonable detection quality. In this project, both YOLOv3 and SSD ResNet-50 detection models are used to compute the bounding boxes.

In 2015, a simple online and real-time tracking algorithm called SORT was ranked the best open source multiple object tracker in the MOTChallenge [1]. Despite only using a combination of familiar techniques such as the Kalman Filter and Hungarian algorithm for the tracking components, this approach achieved an accuracy comparable to SOTA trackers while maintaining high processing speed. In this project, we use an improved version of this algorithm called Deep SORT [30], [31]. It extends the original SORT algorithm by integrating appearance information based on a deep appearance descriptor.

The CLEAR MOT metrics were developed for the Classification of Events, Activities and Relationships (CLEAR) workshops held in 2006 [29] and 2007 [28]. Those metrics include MOTA (Multiple Object Tracking Accuracy) that serves as a summary of other simpler metrics which compose it. The simpler metrics are the following:

- **FP**: the number of false positives in the whole video;
- **FN**: the number of false negatives in the whole video;
- **IDSW**: the total number of ID switches;
- **GT**: the number of ground truth boxes.

The MOTA score is then defined as follows:

\[
MOTA = 1 - \frac{FN + FP + IDSW}{GT} \in (-\infty, 1].
\]

In this project, we use MOTA to evaluate the performance of various MOT algorithms.

III. IN-OFFICE DATASET DESCRIPTION

This dataset is generated using a video that was shot from a single camera in an office environment. The camera was mounted to the ceiling. Multiple participants were involved in the video where they followed six different scenarios that are typical for customers in a supermarket as follows:

- **hat**: participants are putting their hats on and off;
- **hide**: participants are using hands to cover their heads;
- **squat**: participants are squatting as if picking up products from lower shelves;
- **jacket**: participants are putting their jackets on and off;
- **light off**: lights are turned off while participants continue moving;
- **close**: participants are maintaining a close proximity to one another.

See Table I for an overview of the in-office dataset. It shows the total number of frames for each video sequence as well as the number of annotated frames. For each video sequence, 3 types of files are provided: image files in .JPEG format, annotations in .XML format, and the original videos in .MP4 format.
TABLE 1: Overview of the in-office dataset of participants in an office environment with six different behaviors

| Behavior | Video size | # of frames | # of annotations |
|----------|------------|-------------|------------------|
| Hat      | 31.3 MB    | 2,739       | 165 (6%)         |
| Hide     | 9.7 MB     | 817         | 817 (100%)       |
| Squat    | 11.1 MB    | 900         | 167 (18%)        |
| Jacket   | 17.1 MB    | 1,447       | 166 (11%)        |
| Light off| 15.5 MB    | 1,342       | 145 (10%)        |
| Close    | 12.2 MB    | 1,052       | 167 (15%)        |

IV. RECOGNIZING CUSTOMERS AND STAFF BASED ON TRAJECTORY HEATMAPS

Recognizing customers and staff based on their trajectories is not trivial. Recall that trajectories are represented by track IDs that are associated with a series of bounding boxes across a sequence of video frames. Note that bounding boxes are generated by an object detection algorithm while track IDs are generated as a result of an object tracking algorithm. Each of these algorithms is imperfect and have a certain error rate. This means that the output tracks may be erroneous as well.

Note that classifier algorithms expect numerical data which is typically provided in a vector or matrix form of fixed size. However, each track consists of a varying number of video frames that it appears in. So, the challenge is to come up with a meaningful representation of tracks of varying length as vectors or matrices of fixed length.

In this project, we propose a two-step process for converting trajectories of varying length to a fixed size representation as follows: 1) generate heatmaps based on trajectories, 2) use the heatmap images as representation for learning a classification model.

Step 1: Heatmap generation. A heatmap image’s size is set to the video frame size. Next, we accumulate exposure time per pixel for each object of interest, i.e. the participants’ heads as we use a head tracking model. Each head is represented as a circle whose center coincides with the center of the corresponding bounding box.

Step 2: Image classification. We use an existing image classification approach, namely a popular ResNet-50 model, which is described in Section II-A. The classification model is built using the heatmap images.

See the examples of trajectory heatmaps in Figure 1. It shows several examples of heatmaps generated using trajectories of people in a supermarket as well as an example of an erroneous trajectory heatmap. The staff member’s trajectory heatmap shows that she spent most of her time at a cashier’s desk located in the upper middle part of the image while the customer’s trajectory is concentrated around the specific aisles in the store.

The erroneous trajectories are frequently a result of an inanimate object whose appearances are similar to a human’s head. So, their trajectory’s heatmap looks like a bright circle as shown in Figure 1.

V. EVALUATION USING REAL DATA

A. EXPERIMENT SETUP

We conduct two sets of experiments using separate datasets. The first set of experiments is based on the in-office dataset. Specifically, we evaluate the effect of the errors of the individual components, namely object classification and object tracking as well as skipped frames, on the overall accuracy of the head tracking algorithm.

The second set of experiments is based on the real-world dataset collected in a supermarket store located in China. We apply the head tracking model to compute all tracks in this dataset. Then we generate a statistical sample of all the tracks, annotate it and evaluate the accuracy of the proposed customer versus staff classification.

B. EVALUATION OF HEAD TRACKING MODEL USING IN-OFFICE DATASET

In this experiment, we evaluate the effect of the errors contributed by the individual components on the overall accuracy of the head tracking algorithm. The individual components are object detection and object tracking. Both of these components are not perfect and add errors to the overall performance. Our goal is to estimate the errors contributed by each of these components individually, as well as the compound error by both components.

In addition, we also evaluate the effect of skipping video frames on the overall performance. We start by skipping 10% of the frames which means that 90% of frames are remaining in the dataset. The frames to skip are computed based on a given probability such as 10%. This is followed by skipping 20% of the frames meaning that 80% of the frames are remaining in the dataset. And so on, until 90% of the frames are skipped resulting in only 10% of the remaining frames.

Here is a summary of the evaluation combinations used in this set of experiments:

1) Effect of detection errors
   - Test set. bboxes<sub>system</sub> : tracks<sub>gt</sub>
   - Ground truth set. bboxes<sub>gt</sub> : tracks<sub>gt</sub>
2) Effect of tracking errors
   - Test set. bboxes<sub>gt</sub> : tracks<sub>system</sub>
   - Ground truth set. bboxes<sub>gt</sub> : tracks<sub>gt</sub>
3) Compound effect of tracking and detection errors
   - Effect of detection errors. bboxes<sub>system</sub> : tracks<sub>system</sub>
   - Effect of tracking errors. bboxes<sub>gt</sub> : tracks<sub>system</sub>
   - Compound effect. bboxes<sub>system</sub> : tracks<sub>system</sub>

These combinations will be explained in detail next.

1) Effect of detection errors

In the first experiment, we used two commonly used object detectors, namely YOLOv3 and SSD ResNet-50, for generating two sets of bounding boxes around heads in the video sequence. The bounding boxes are generated by the system, so we refer to them as bboxes<sub>system</sub>. Then we manually annotated the tracks associated with those bounding boxes for each of these algorithms. The tracks are manually annotated and considered true, so we refer to them as tracks<sub>gt</sub>.
This means that the overall performance of the head tracking algorithm should only depend on the accuracy of the object detection component since the track IDs are true, i.e. correct.

For the ground truth set, we first manually draw the bounding boxes around each head (bbox_{gt}) and then manually annotate each head’s track associated with the bounding boxes (tracks_{gt}). This allows us to evaluate the effect of the object detection algorithm on the overall accuracy of the head tracking model.

See the result of the experiment in Figure 2. Both object detection algorithms demonstrate a linear correlation with respect to the number of frames in the dataset and the MOTA performance metric. However, YOLOv3 appears to outperform SSD ResNet-50 for the head tracking task on this dataset.

2) Effect of tracking errors
In the second experiment, we use the manually drawn bounding boxes from the ground truth set, i.e. they are assumed to be true. Then we apply a DeepSORT tracking algorithm based on IOU matching strategy, i.e. without feature extraction, to generate tracks and compare it with a DeepSORT tracking algorithm with feature extraction.

FIGURE 1: Examples of heatmaps generated using trajectories of people in a supermarket

FIGURE 2: Effect of different detection algorithms on the overall accuracy of the head tracking algorithm.

See the result of the experiment in Figure 3. Although eventually DeepSORT with feature extraction outperforms a simpler model based on IOU matching strategy, it happens only when almost all video frames are preserved in the dataset. So, when skipping frames to speed up the processing pipeline, a simpler DeepSORT model may be sufficient for tracking purposes.

3) Compound effect of detection and tracking errors
The last experiment based on the in-office dataset evaluates the compound effect of the detection and tracking errors. Here, both head detection and head tracking are computed by the system. We compare the compound effect of these errors with the effect of errors in detection and the effect of errors in tracking components.

To compute the compound effect of detection and tracking errors, we use the bounding boxes generated by the head detection model based on YOLOv3 as it was shown to have a good performance compared to SSD ResNet-50. And then we use those detections as input to head tracking using DeepSORT IOU as it was shown to have a good performance compared to DeepSORT with feature extraction.

The system’s performance with the errors in detection and
the errors in tracking is described in Sections V-B1 and V-B2. In this experiment, we plot the compound effect of errors in detection and tracking together with the effect of errors in detection and the errors in tracking in the same graph. See the result of the experiment in Figure 4.

Note that the system’s performance with errors in tracking outperforms the system’s performance with the compound effect of errors in detection and tracking which is the expected behavior. However, the system’s performance with the compound effect of errors unexpectedly outperforms the system’s performance with errors in detection only. This is due to the behavior of the tracking algorithm which attempts to predict the missing frames in case of skipped frames. Thus, the resulting trajectories are closer to the ground truth with the true tracks that are missing frames.

C. CUSTOMERS AND STAFF RECOGNITION BASED ON TRAJECTORIES

In this experiment, we evaluate the accuracy of the algorithm that recognizes the customers and staff based on their trajectories. We use a 24-hour video shot from a camera located in a supermarket in China. The camera is mounted on the ceiling so we are able to apply our head tracking model for the generation of tracks.

See the overview of the collected dataset in Table 2. We use YOLOv3 to generate bounding boxes [23] and Deep SORT to generate tracks using the collected bounding boxes [30], [31].

Figure 5 shows the store activity based on the number of bounding boxes detected per each hour in the video sequence. The peaks of those activities occur in the 8th and 16th hours.

Figure 6 shows the same store’s activity using the number of tracks detected in each hour. Here, the peaks are slightly different, namely during the 10th and 15th hours.

As shown in Table 2, there are 11,005 tracks in total. Given the population size of 11,005 tracks, 95% confidence level, and 5% margin of error, the sample size is calculated to be 313. Hence, 313 tracks were randomly sampled from the full set of tracks and then manually annotated based on the following classes:

- 0: customer (36%)
- 1: staff (33%)
- 2: error (31%)

Note that the percentage of errors in sampled tracks is roughly 1/3, which is extremely high.

Most of the tracks in the sample are short which may explain the high error rate in those tracks. Thus, the decision was made to preprocess tracks by only preserving sufficiently long tracks for analysis. But how do we define “sufficiently long”? Let’s define “long” first. There are at least two

![FIGURE 4: Compound effect of errors in detection and tracking on the overall accuracy of the head tracking algorithm.](image)

![FIGURE 5: Overview of the unlabeled dataset by the number of bounding boxes detected per hour](image)

![FIGURE 6: Overview of the real-world dataset by the number of tracks detected per hour](image)
definitions of “long” with respect to tracks: either long in terms of the number of frames in a given track or long in terms of the distance covered in that track. We support both definitions as follows. We introduce the threshold for the acceptable number of frames per track which was empirically chosen to be 2,000 frames for this video sequence. Whereas the threshold for the distance covered in a track is set to be at least twice the width of the video frame, i.e. \( \text{distance} = \text{image}\_\text{width} \times 2 \).

The remaining number of tracks based on this filtering strategy is 920. Given the population size of 920, 95% confidence level and 5% margin of error, the sample size is calculated to be 272. Hence, 272 tracks were randomly sampled from the filtered set of tracks and then manually annotated based on the following classes:

- 0: customer (49%)
- 1: staff (49%)
- 2: error (2%)

So, there are only 2% of erroneous tracks in the sample dataset compared to 31% in the original dataset.

Next, we generate heatmaps for all tracks in the sample dataset, split them into train/validation/test datasets, build a classification model using ResNet-50, and evaluate its performance. The resulting train accuracy is 98% while the test accuracy is 93%. Hence, based on this real-world dataset the proposed model for customer and staff recognition shows a promising result that warrants further analysis.

VI. CONCLUSION

In this paper, we address the problem of customer and staff member tracking using in-store ceiling cameras. The proposed model uses head tracking as opposed to full body recognition to reduce the effect of occlusions. The model is illustrated using the in-office dataset where participants exhibit various behaviors that are typical for supermarkets. Multiple object detection and tracking algorithms are compared and their performance is evaluated with respect to the skip-frame ratio, which is a common technique for maintaining a reasonable speed when processing videos. Furthermore, a model for customer and staff recognition in a supermarket environment based on their movement patterns is proposed. The model shows solid results using a sample of the real-world dataset collected in a supermarket over a 24-hour period. Lastly, all of the annotated datasets are released as a contribution to the research community.
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