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With the rapid development of information technology, flipped classroom as a new type of mixed teaching mode relying on computer technology has changed the traditional teaching mode and formed a teaching process of "learning first and teaching later," and it has been used in many fields of teaching. Flipped classroom reverses the sequence of traditional teaching knowledge transfer and knowledge internalization and improves students’ autonomy. However, it is still in the exploratory stage of the specific impact of the flipped classroom teaching model on college students’ English autonomous learning ability. Therefore, this article proposes a novel college English flipped classroom teaching model based on big data and deep neural networks. The study has selected a total of 230 students in two classes of the second-year English major of a university as the research objects. Data are utilized to investigate the changes of the two groups of students’ English autonomous learning ability and English academic performance, to explore the specific changes of college students’ English autonomous learning ability and its influencing factors through interviews, and to predict and effectively analyze the weight of influencing factors through the deep neural network. This research enriches the theoretical research results of college students’ English autonomous learning ability under the flipped classroom teaching model, provides reference for the cultivation of college students’ English autonomous learning ability, and has certain reference significance for the optimization of the flipped classroom teaching model. The proposed research will support researchers and practitioners at college and university level.

1. Introduction

The traditional college English teaching model [1–3] deprives learners of English reading ability and communication ability, and it is difficult to tap learners’ learning potential. In addition, teachers spend too much time in the classroom, and learners lack opportunities for language communication and exercise. In the traditional teacher management model, the teacher is the protagonist of the college English teaching work model [4]. The learners have not developed good self-study habits; in the classroom, the learners are still passive and mechanically taking notes. As a result, many learners’ interest in English learning is not high, and the effect of English teaching activities is not ideal. In order to change these problems in English teaching, it is imperative to discover more effective English teaching models. The new curriculum standard advocates the improvement of students’ autonomous learning ability and innovation ability. It does not require teachers to teach knowledge content comprehensively, but to allow learners to learn independently. This is an important teaching concept in flipped classroom education practice. This article believes that using flipped classroom teaching mode to design high school English reading classes can be a good solution, making teachers become knowledge leaders [5]. With the development of flipped classroom technology, researchers have applied the flipped classroom teaching model to various subjects in teaching, but few researchers have applied it to English reading, especially in high school English teaching, so I believe that flipped classroom should be applied. Research in college English teaching is very valuable [6].

Flipped classroom is a new teaching mode [7–10]; that is, teachers can use modern electronic data and information
management technology to change the traditional English class into a need to distribute the learning materials to learners in advance, and the learners can design according to the teacher's education and teaching activities. The questions asked are studied independently before and after class. Teachers and students discuss with each other to solve difficult problems. It overturns the traditional forms of teaching and learning. To a large extent, "students listen and teachers speak" has been changed. Although there are already some problems in some high school education and teaching activities that require teachers to solve them through research and use of the flipped classroom teaching work model, there are still very few practices in English learning. In addition, the current flipped classroom is still based on platforms such as WeChat, which cannot guarantee learners' autonomous learning ability. The existing college English flipped classrooms cannot effectively solve these problems for us. Therefore, it is necessary to conduct some empirical research methods and use experiments to verify whether flipped classrooms have the ability to promote the development of English teaching [11].

Searching with the keywords of "flipped classroom" and "English teaching" indicated that there is a serious lack of research on college English teaching, and the design of the research content of English flipped classroom is also extremely incomplete, ignoring some system designs in the curriculum. In order to speed up the curriculum reform of college English education technology and improve the learning methods, skills, and class efficiency of English reading, it is essential to apply flipped classrooms to college English teaching practice activities [12].

This paper attempts to apply big data technology and deep neural network [13–16] technology to the college English flipped classroom teaching model and use this model to predict and analyze the factors affecting the quality of English flipped classrooms, which can further improve the teaching quality of flipped classrooms and become a flipped classroom. The paper also provides some valuable suggestions, including college English teaching design and research methods. The following are the main contributions points of this paper:

(i) This paper proposes a novel flipped classroom teaching model for college English based on big data and deep neural networks. First, it collects and sorts big data for flipped classrooms. Secondly, it uses deep neural networks to build a flipped classroom recommendation model to achieve personalized learning resource recommendation, which can improve the quality of college English flipped classroom teaching.

(ii) This paper combines the convolutional neural network and the gated recurrent unit to propose a college English flipped classroom prediction model. The model uses the convolutional neural network to automatically extract local features from the flipped classroom big data and is based on the learner's learning behavior. Related to timing, the model introduces a gated loop unit GRU, which enables the model to have good timing information extraction capabilities.

(iii) This paper also introduces an attention mechanism, which combines learner information and course information into the predictive model to improve the generalization ability of the predictive model.

The organization of the paper is given as follows. Section 2 briefly represents the related work to the proposed study. Section 3 of the paper shows the methodology section of the paper with in-depth details. Experiments and results of the paper are given in Section 4. The paper is concluded in Section 5.

2. Related Work

The term “flipped classroom” was first used by American economist Rach Pratt in 2000, and its meaning refers to the integration of our traditional classroom from inside to outside of the classroom. Flipped classroom is to reverse the learning process in the traditional sense, complete the teaching of knowledge before class, and complete the internalization of knowledge in class. American scholars believe that flipped classroom refers to the flipping of the classroom of “teaching in class and homework after class.” The idea is to flip the traditional learning process, complete the transfer of knowledge before class, and complete the internal knowledge in the classroom. In the process of transformation, flipped classroom is also called “reversal classroom.” It is relative to the classroom teaching method of traditional Chinese culture. The traditional classroom teaching is the teaching of relevant knowledge by the teacher in the classroom, and the learners are in the class. Later, the internalization of knowledge can be achieved through homework and practice [17].

The definition of “flipped classroom” in this article is as follows: learners use instructional videos or electronic textbooks produced by teachers for autonomous learning before class and conduct interactive activities between teachers and students or peers, as well as answering questions and cooperating in the classroom. As a form of education and teaching, flipped classroom is different from the traditional teaching model of “teacher speaks, students listen.” Instead, it allows learners to learn by watching the microvideo prepared by the teacher before class and summarize the content in the video. The content of the video mainly includes analysis of reading, grammatical points, background knowledge of reading materials, and related consolidation exercises. After completing the preclass microvideo study, learners can have a general understanding of the reading materials, better understand the subject and content of the reading materials, and clarify their own problems and deficiencies in the reading process. In the
course of the classroom, the learners use the inquiry learning method to discuss each other, help each other to complete each other’s problems, and exchange opinions so that the learners can draw lessons from the ideas of others. In addition, the learners are in the information. The communication platform can also provide better communication and discussion with teachers, which is extremely beneficial to learners. For some important and difficult points, learners can also review and consolidate knowledge through video review [18] and achieve the overall improvement of reading comprehension ability.

In flipped classroom education and teaching, the production of micro-videos is also extremely important. Learners need to summarize knowledge and key points by watching the videos themselves. After watching micro-videos, learners can have a general understanding of English reading materials. The background knowledge mentioned in the video can also help high school learners to expand their professional knowledge and consolidate their practice so that they can better understand the main ideas and content of the reading materials and ask themselves clearly the possible questions in the reading process [19].

The traditional teaching mode of reading is teacher-led and learners passively accept the knowledge. Teachers keep lecturing and learners keep taking notes. As a result, learners are limited in learning knowledge due to teaching activities, so the reform of English teaching mode is imperative. Nowadays, flipped classroom has attracted wide attention. This teaching mode can highly improve the classroom education and teaching efficiency. In classroom activities, teachers and learners form a positive atmosphere of teaching and learning. Among learners, inquiry-based learning methods are used to discuss the difficult problems with each other and help each other to complete the exchange of views, so as to enable learners to learn from others’ ideas and thus improve the quality of college English learning [20].

3. Methodology

In Figure 1, in the flipped classroom teaching model, teachers need to make micro-videos before class to promote good learning for learners and allow learners to carry out targeted training in education and teaching. Learners can explore solutions through group cooperative learning. For these issues, the teacher will finally give feedback and comments.

The following sections briefly show the methodology of the paper.

3.1. English Course Resource Recommendation

3.1.1. Problem Description. How to realize the personalized learning resources recommended is essential to analyze the relationship between learners and learning resources to flip the classroom teaching content. Providing personalized course is the key to big data acquisition course and to effective analysis, data mining, and other processing means, eventually recommending appropriate English curriculum resources to learners. Personalized learning resources recommended model can make use of the history of the learners’ learning resources for collecting information. The information study can be used as shown in Figure 2 in the history of the matrix. R is for learning resources, L represents the learner, the shaded part represents the learning resources learned by the learner, and the white blank part represents the learning resources not learned. To solve the problem is how to implement personalized learning resources through the historical information matrix recommendations; namely, the new learning resources in the recommended resources can meet the demand of learners.

3.1.2. Recommended Model. According to the personalized learning resources, a description of the problem is recommended. This paper constructs the recommendation model. This model can be summed up in two processes, namely, training process and recommendations, as shown in Figure 3. The training process includes learning platform data processing, such as algorithm design process, based on deep learning algorithm, optimizing the depth of the neural network [21–24], and more efficient and reasonable training process. The recommended process recommended models which are obtained by training process, obtaining the personalized learning resources. The recommendation model can be divided into three levels, in which the first and second levels belong to the training process, and the third level is the personalized learning resource recommendation process. In the first stage, in order to make the deep neural network work, it is necessary to obtain its input and output. For the input, this paper designs a feature selection model based on MIFS to describe and process the historical learning data. For output, the learner-resource bipartite graph association model is constructed, and the conditions of whether learning resources are recommended or not are defined. In the second stage, the depth of the neural network learning model is optimized through the first level of input and output; in order to address the problem of customized recommendation, a variety of neural network strategies are modeled and optimized, and a recommended model is available through the training phase of complex learning tools. The third level is where qualified learning resources can test data as input to the suggested model and can be recommended to adhere to the learners’ high accuracy of customized learning resources.

3.1.3. Feature Selection Module. The attributes of learners and learning resources have diversified characteristics. There are many factors that affect learners’ choice of learning resources, which may include characteristics such as gender, majors, learning goals, content preferences, learning styles, cognitive levels, and learning motivations; on the other hand, learning resources may have inherent attributes such as resource styles and interaction methods. Therefore, it is necessary to find the relationship between learners and resources among many features and establish a feature selection model to complete the input process of the recommendation method.
The filtering feature selection method can usually directly use the performance of the training data to evaluate the features, and it has nothing to do with the subsequent algorithm; the speed is faster, and the relationship between the actual data is selected, so the method based on mutual information feature selection (MIFS) is selected. The information describes the strength of the association between two random attributes or features and judges the correlation between a single feature and the target category, thereby reducing the redundancy of feature dimensions. Figure 4 shows the MIFS-based feature selection model.

In the MIFS-based feature selection method, the information measurement evaluation function is very important. Although the function has various forms, the purpose is to select the feature subset that has the greatest correlation with the category. The generalized information measurement evaluation function can be expressed as

\[ J(f) = \alpha \times g(C, f, S) - \delta, \]

where \( S \) is the selected feature, \( f \) is the candidate feature, \( C \) is the category, function \( g(C, f, S) \) is the amount of...
information between $C$, $f$, and $S$, that is, between the selected feature and the category after adding the candidate feature, $\alpha$ is the adjustment coefficient, used to adjust the degree of information brought by the addition of $f$, and $\beta$ is the penalty factor, used for the degree of redundancy that $f$ brings to $S$. Therefore, the simplest and most intuitive information measurement evaluation function can be

$$J(f) = g(C, f),$$  \hspace{1cm} (2)

where $g$ is mutual information and $\beta$ is the regulation coefficient. Then, all the candidate features are directly calculated as the evaluation function to prevent excessive redundancy in the preprocessing. Considering the correlation between features, $f$ is punished by the correlation
between feature \( f \) and the selected single feature \( s \), and the final evaluation function can be expressed as

\[
J(f) = g(C, f) - \beta \sum_{s \in S} g(s, f).
\]

It is particularly important to determine the learners’ preference for the features of learning resources. The selected features indicate some features that will affect learners’ choice of resources, such as the knowledge content and learning duration of resources. These features can be determined according to the sorting of known studies or the investigation methods. On behalf of the temporary, feature candidates are unsure if learners can learn the characteristics of some specific tools, such as learners’ age, professional history, gender, and category of the selected feature extraction, which will be used to calculate the selected features and candidate information correlation. The construction of final evaluation function is to add larger collected features and candidate information correlation. The purpose is to effectively alleviate the late use of data for deep learning training workload.

### 3.1.4. Student-Resource Bipartite Graph Correlation Model

This paper presents a bipartite graph association model of learner-resource and defines the learner set as \( L = \{l_1, l_2, \ldots, l_m\} \). The resource set is \( R = \{r_1, r_2, \ldots, r_n\} \). So can get a set by the learners and resource collections of binary relation matrix \( X_{mn} \). Row vector on behalf of the learners, column represents the learners to learn about the resources, if \( X_{mn} = 1 \), this indicates the learners to learn about the resources, if \( X_{mn} = 0 \) is not learned. In fact, this simple unitary processing cannot objectively reflect the degree of learners’ awareness of the learning resources, so learning the frequency of a particular resource cannot be ignored.

\[
X_{mn} = \begin{bmatrix}
X_{11} & X_{21} & \cdots & X_{m1} \\
X_{12} & X_{22} & \cdots & X_{m2} \\
\vdots & \vdots & \ddots & \vdots \\
X_{1n} & X_{2n} & \cdots & X_{mn}
\end{bmatrix}.
\]

Learners’ learning frequency of learning resources can reflect different degrees of preference. The average frequency of resource learning can be defined as

\[
\bar{\tau}(l_i) = \frac{\sum_{j=1}^{f} k(l_i, r_j)}{n(l_i)},
\]

where \( \bar{\tau}(l_i) \) represents the average number of times \( l_i \) of using learning resources, \( n(l_i) \) represents the number of learning resources \( l_i \) used, and \( \sum_{j=1}^{f} k(l_i, r_j) \) represents the total number of learning resources. The average number of times of using learning resources \( R(L_i) \) is taken as the critical value, which is the classification analysis of the recommendation model.

### 3.2. Deep Neural Network

#### 3.2.1. Attention Mechanism

The input information of the model can be represented by set \( X = [X^1, X^2, \ldots, X^T] \), and each element of the set \( X \) represents the input information at a certain moment. The index position of the selected information can be represented by the attention variable \( z \in [1, T] \). When \( z = t \), it means that the \( t \)-th information is selected in the input information set \( X \). Given a task-related query vector \( q \) and input information \( X \), first calculate the attention distribution (probability distribution) \( a_t \), which represents the \( t \) input information:

\[
a_t = \frac{\exp(X_t^T W q)}{\sum_{1 \leq t \leq T} \exp(X_t^T W q)}.
\]

The attention distribution can be interpreted as the degree to which the \( t \)-th information receives attention when the context queries \( q \). The input information is encoded by a “soft” information selection mechanism, which is called the soft attention mechanism (as shown in Figure 5):

\[
\text{attention} = \sum_{t=1}^{N} a_t X_t.
\]

The main role of the attention mechanism is to effectively reduce the dimension size of the input data of the model based on the corresponding network structure without changing the original position of the input data. In this way, the design defect of the traditional codec is avoided, and the input data is not limited to a fixed length, which reduces the information loss of the input data.

#### 3.3. GRU

As a kind of LSTM improved recursive neural network, GRU gated circulation unit has a simpler gate structure, which reduces a lot of matrix multiplication computation in the operation of neural network. At the same time, GRU networks can make better use of historical data and learn about the long-term dependence of information. The activation function of the neural network is responsible for mapping the input of the neuron to the output, which increases the nonlinear ability of the neural network model. The choice of activation function directly affects the performance of GRU network and other neural network structures. At present, activation functions commonly used in deep learning include Sigmoid function and tanh function belonging to the Sigmoid system and ReLU function of the Modifying Linear Unit (ReLU) system.

But the ReLU function also has drawbacks. Firstly, in the process of neural network training, part of the input will enter the hard saturated region of ReLU function so that some neurons will never be activated by any data again, resulting in neuronal necrosis. Secondly, the output of the ReLU function has no negative value, which will cause the
mean shift phenomenon of the output which is not the zero mean value. Mean shift is easy to cause the neurons in the lower layer to get the nonzero mean signal output by the upper layer as input, which makes it difficult to calculate the weight matrix \( W \) of the network. Therefore, this paper uses ELU to optimize the performance of the neural network. The ELU function expression and the derivative expression are as follows:

\[
f(x) = \begin{cases} 
    a(e^x - 1) & x \leq 0 \\
    x & x > 0
\end{cases}
\]

\[
f'(x) = \begin{cases} 
    a(e^x) & x \leq 0 \\
    1 & x > 0
\end{cases}
\]  

4. Experiments and Results

4.1. Experimental Environment. Since the experiment in this article needs to train a deep neural network, the scale is large, the structure is more complex, and the calculation scale is large. The programming language used is Python, the version is 3.6.5, the deep learning framework used is Pytorch 0.4, the IDE for program deployment is Pycharm, and all experiments are conducted in the same environment. All our experiments have been conducted on a desktop PC with an Intel Core i7-8700 processor and an NVIDIA GeForce GTX 1080 GPU.

4.2. Experimental Setup. To verify that the personalized learning resources recommended by the method in this paper meet the needs of learners, a series of experiments were conducted. Experimental data includes not only learning resource data, but also the historical data of learners’ learning. In the existing public data sets, such as EDX, World UC, and other data sets, it provides dozens of attributes, including course data, learner information, and learner behavior data. This paper also collects the flipped classroom big data from two classes of an English major in a university. In this experiment, the initial learning rate is set to 0.001, and after 15,000 and 20,000 iterations, the learning rate becomes one-tenth of the original, and 30 training data sets are fed each time.

4.3. Evaluation Index. Accuracy rate \( (P) \), recall rate \( (R) \), and \( F \)-score value \( (F) \) were used for evaluation in this paper. The calculation equation is as follows:

\[
P = \frac{TP}{TP + FP},
\]

\[
R = \frac{TP}{TP + FN},
\]

\[
F = \frac{2 \times P \times R}{P + R}.
\]  

4.4. Experimental Results. Table 1 is a sample used in this paper. It can be seen from the experimental results with the change of the sample size data sets that the algorithm precision \( (P) \) and the recall rate \( (R) \) will follow but are at a higher value. This paper that is constructed for personalized learning resources recommended problem model, and using machine learning algorithm is feasible and effective, with the classification of evaluation indexes. The \( P \) and \( R \) often cannot be in good value, such that sample 1 \( R \) value of the SVM algorithm is higher, but the \( P \) value is smaller, not set at this time from an indicator to judge its performance, therefore to \( F \)-score values \( (F) \) as recommended comprehensive evaluation index of performance. As you can see, the depth of the neural network designed (DE) on the \( F \) value is superior to the other traditional machine learning algorithms and has high value. In order to verify the method adapted to different scale data sets, combined with Table 2, it can be seen as the cumulative learning more and long time, in different times, due to the learners or other factors affect the situation. All kinds of indexes will change, but the trend is still good, as shown in Figures 6–8. For different samples along with the increase in quantity or learning time, three of the classification indexes will increase, studying the records. It is conducive to the correlation analysis between learners and learning resources and provides recommendation performance. From the algorithm comparison level, it can be seen that the algorithm based on deep neural network model is
Table 1: Data sample descriptions.

|                   | Sample 1 | Sample 2 | Sample 3 |
|-------------------|----------|----------|----------|
| Number of learners| 50       | 80       | 100      |
| Time (days)       | 15       | 15       | 30       |
| Learn the number of records | 7528 | 12015 | 30021 |

Table 2: Experimental results.

| Methods | Sample 1 | Sample 2 | Sample 3 |
|---------|----------|----------|----------|
|         | P        | R        | F        | P        | R        | F        | P        | R        | F        |
| DT      | 0.38     | 0.53     | 0.44     | 0.45     | 0.53     | 0.4      | 0.59     | 0.60     | 0.59     |
| SVM     | 0.45     | 0.53     | 0.48     | 0.54     | 0.55     | 0.54     | 0.66     | 0.68     | 0.57     |
| KNN     | 0.57     | 0.57     | 0.57     | 0.51     | 0.56     | 0.70     | 0.74     | 0.76     | 0.75     |
| Ours    | 0.62     | 0.61     | 0.71     | 0.60     | 0.65     | 0.75     | 0.78     | 0.78     | 0.76     |

Figure 6: Histogram of evaluation index results for sample 1.

Figure 7: Histogram of evaluation index results for sample 2.
better than other algorithms, indicating that the method proposed in this paper is consistent with and targeted to the practical problem of learning resource recommendation.

It can be clearly seen that the error between the predicted result and the actual result is the smallest, indicating that the improved deep neural network has good adaptability in predicting the frequency of learners’ learning resources and shows better performance than other algorithms. This is because, with the increase in learning behavior records, learners’ learning rules for resources become more and more obvious. The error judgment of regression analysis is helpful in predicting learners’ interests and can improve the teaching quality of college English flipped classrooms.

5. Conclusion

This paper proposes a novel college English flipped classroom teaching model based on big data and deep neural networks. The study selects a total of 230 students in two classes of the second-year English major of a university as the research objects. Data are utilized to investigate the changes of the two groups of students’ English autonomous learning ability and English academic performance, to explore the specific changes of college students’ English autonomous learning ability and its influencing factors through interviews, and to predict and effectively analyze the weight of influencing factors through the deep neural network. This research enriches the theoretical research results of college students’ English autonomous learning ability under the flipped classroom teaching model, provides reference for the cultivation of college students’ English autonomous learning ability, and has certain reference significance for the optimization of the flipped classroom teaching model.
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