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In light of the newly opened and rapidly growing GW window in multi-messenger astronomy, in order to fully take advantage of the new opportunities we are provided with, new ideas are required for a better and deeper employ of the state-of-the-art probes we handle. Following this goal, here we suggest a method to constrain the cosmological background, and the Hubble constant in particular, by future observations of gravitationally lensed radiation emitted by a single source in both the gravitational wave and the electromagnetic regimes. The lensing of the gravitational wave radiation, in fact, can leave a clear imprinting in the corresponding waveform, and we want to analyze if such kind of measurements can be successfully employed to better constrain the cosmological background. Thus, by making use of wave optics for the gravitational wave lensed signal, and of standard geometrical optics approximation for the electromagnetic one, we study the impact of different cosmological parameters on the value of the arrival time delay due to gravitational lensing, given specific GW frequencies, mass models of the lens, and redshifts and positions (with respect to the lens) of the source. Although the rate of lensing of gravitational waves is expected to be low, we show that even one single event could provide us with an uncertainty on $H_0$ comparable with present independent probes in a “pessimistic” scenario (with a pulsar population similar to present Pulsar Timing Array state), and of two orders smaller in an optimistic one (with a number of observed pulsars as large as that expected from the Square Kilometer Array). Thus, its role in the solution of the Hubble tension could be decisive.

I. INTRODUCTION

After the first combined detection of gravitational and electromagnetic waves [1] from the same source, a new multi-messenger window has officially opened for astronomy, bringing with it new great opportunities to give much deeper insights and understanding in many of the current main astrophysical [2] and cosmological [3, 4] puzzles.

One of the cosmological problems that the multi-messenger GW astronomy could help to solve is the so-called “Hubble tension” (see for example [5]). Historically speaking, the exact value of the Hubble constant $H_0$, i.e. the rate of expansion of our Universe today, has always been object of intense debates, basically due to its large errors. But in the latest years we have faced a more troublesome scenario: nowadays we are able to perform very precise measurements of $H_0$ in many independent ways, but such determinations do not agree among each other at an alarming statistically significant level.

At the present stage, on one hand we have the latest measurement provided by the Planck satellite using the Cosmic Microwave Background (CMB) [6] which gives $H_0 = 67.36 \pm 0.54$ km s$^{-1}$ Mpc$^{-1}$. Such a value is generally considered as inferred, because it heavily relies on the assumption of a cosmological model (in Planck it is a standard ΛCDM model [7]), and is strongly connected with early times physics (prior to and at recombination). On the other hand, we have local or late times observations mainly from the cosmic distance ladder [S+11], which have undergone a progressive improvement process, setting the latest estimate at a 1%-precision value, $H_0 = 74.03 \pm 1.42$ km s$^{-1}$ Mpc$^{-1}$. The discrepancy between these two reference measurements is thus established at 4.6$\sigma$ “...beyond a plausible level of chance” [10].

Other complementary probes and/or methods have been made available more recently, but without clarifying the picture: upgrades in the analysis of water masers in NGC4258 [11] have led to $H_0 = 73.5 \pm 1.4$ km s$^{-1}$ Mpc$^{-1}$, a 4.2$\sigma$ tension with Planck; gravitationally-lensed time delays from quasars [12, 13] analyzed within the $H_0$ Lenses in COSMOS (H0LiCOW) collaboration [14] have provided $H_0 = 73.3^{+1.7}_{-1.8}$ km s$^{-1}$ Mpc$^{-1}$, a 2.4% precision measurement with a 3.1$\sigma$ tension with Planck; the Dark Energy Survey (DES) collaboration [15] has used Type Ia Supernovae and Baryon Acoustic Oscillations in an “inverse distance ladder” method to give $H_0 = 67.8 \pm 1.3$ km s$^{-1}$ Mpc$^{-1}$ [10], which perfectly agrees with Planck and is thus in tension with local measurements from distance ladder.

Last but not least, the totally independent estimation provided by GW events is also available now: the LIGO collaboration [17] has obtained $H_0 = 70.0^{+12.0}_{-8.0}$ km s$^{-1}$ Mpc$^{-1}$ from the multi-messenger detection of a binary neutron star inspiral [1] hence setting in the middle of the contenders, but with a much larger error bar than previous probes, thus not helping to solve the tension, at least for now. Improvement have been obtained combining also radio signals [18], with a final value of $H_0 = 68.9^{+4.7}_{-4.6}$ km s$^{-1}$ Mpc$^{-1}$, which is, again, due to the relatively large errors, perfectly consistent with both Planck and local estimations.

A plethora of solutions have been proposed to explain or solve such a tension. Even if some criticisms inher-
ent to the distance ladder method, both for the procedure and for the existence of a local void \cite{19, 20} have been raised, they have been replied quite convincingly \cite{21, 22}. Thus, nowadays the main current scenario focuses on translating such observational tension in a tension between our description and understanding of both early and late time physics \cite{23, 25}.

While waiting for future surveys being operative and, possibly, decisive in setting clarity on this topic \cite{26}, the main goal now should be to find new potential probes (or new alternative ways to employ current probes) which might add information to the debate and be competitive with present measurements for what concerns the achievable precision. Following this main objective, in this work we will study which kind of information may be inferred from the measurement and the analysis of the arrival time difference (ATD) from a gravitational lensing event of both GWs and EM signals in a multi-messenger detection.

In \cite{27, 29} it was studied which kind of ATD one should expect to measure by varying mass modelling of the lens, the (redshift) position of the source, and the relative angular position between the lens and the source. It was found that a significant ATD is expected when considering a super massive binary black hole (SMBBH) emitting both EM radiation and GWs, with a very small frequency \((f \sim 10^{-8} \text{ Hz})\), lensed by a galaxy with a mass \(M_{\text{lens}} \sim 10^{11} M_\odot\). Although the probability to observe such event(s) is of the order of \(10^{-3} - 10^{-4}\) \cite{28}, it has been shown that they can modify with a clear signature the waveform of a detected GW. Thus, it would be interesting to investigate which kind of additional information, on the cosmological side, one could retain from at least one event.

Here we will explore how this imprinting depends on different cosmological parameters, including the Hubble constant, and if it might be used for cosmological purposes to infer, for example, the value of \(H_0\) and, more crucially, with which precision. As for GWs signal, we will assume they are detected and measured by pulsar timing array (PTA) observatories, like the presently running International PTA (IPTA), the collaboration between the three major PTA collaborations \cite{30} and, for the next future, by the Square Kilometer Array (SKA) \cite{31, 33}.

The article is organized as follows: in Sec. II we explain how to approach an ATD analysis in both GW and EM gravitational lensing events, and how it depends on the cosmological parameters; in Sec. III we explain how we proceed to obtain the uncertainty on the \(H_0\) measurement; in Sec. IV we summarize our results and discuss them; conclusions are drawn in Sec. V.

II. ARRIVAL TIME DIFFERENCE

The basic core of our study is the possibility to detect a gravitational lensing event by some foreground object (lens) which deviates both the EM and GW counterparts from the source. The typical depiction of a gravitational lensing system is shown in Figure 1. A difference in the corresponding (gravitational lensing-)time delays will depend on the relation between the wavelength of the lensed radiation and the mass of the lens, once all other possible sources of delays have been excluded and/or deleted (e.g., delays generating at the source). In fact, while for the EM signal this relation is typically negligible, i.e. the EM gravitational lensing can be described and studied in the geometrical optics regime, for GW we might need a wave optics approach, if some conditions are verified. In particular, when the GW has an extremely low frequency \((f \sim 10^{-8} \text{ Hz}), \text{i.e. very large wavelength, } \lambda \sim 1\text{ parsec}\) and the lensing object is a galaxy \((M_{\text{galaxy}} \simeq 10^{11} M_\odot)\), wave optics must be used to study the GW lensed signal and the geometrical optics approximation generally used for the EM counterpart must be abandoned.

The boundary between the two approximations is defined, among others, in \cite{28}: geometrical optics approximation breaks when

\[ M \leq 10^5 M_\odot \left( \frac{f}{\text{Hz}} \right)^{-1}, \quad (2.1) \]

where \(f\) is the frequency of the lensed radiation and \(M\) is the mass of the lens. For a galaxy with \(M \sim 10^{11} M_\odot\), if \(f \lesssim 10^{-6} \text{ Hz}\) (or \(\lambda \gtrsim 1.5\cdot 10^{14} \text{ m}\)), wave optics should be used. For \(f \approx 10^{-8} \text{ Hz}\), a typical SMBBH GW frequency probed by PTA, wave optics must be used for lenses with \(M \lesssim 10^{13} M_\odot\).

When this should happen, we might have the possibility to detect an ATD in the time delays of both EM and GW signals. Such ATD is operationally defined as

\[ \Delta t_{\text{EM-GW}}(y, w) = t_{\text{EM}}(y) - t_{\text{GW}}(y, w), \quad (2.2) \]

where \(t_{\text{EM}}\) and \(t_{\text{GW}}\) are the gravitational lensing time delays of the EM and GW signal, respectively; \(y\) is the position of the source in units of a characteristic radius on the lens plane, and \(w\) is the dimensionless frequency of the GW. See Figure 1 for geometrical configuration and next pages for definitions.

In order to understand how the ATD depends on the cosmological parameters, let us see how it is defined. In geometrical optics, the time delay is

\[ t(\theta, \beta) = \frac{1 + z_L}{c} D_L D_S \left[ \frac{1}{2} (\theta - \beta)^2 - \Psi(\theta) \right], \quad (2.3) \]

where angles and distances are defined in Figure 1, \(z_L\) is the redshift of the lens; and \(\Psi(\theta)\) is the effective lens potential defined as

\[ \Psi(\theta) = \frac{D_{LS}}{D_{L} D_{S} c^2} \int \Phi(D_L \theta, z) dz, \quad (2.4) \]

\(^1\) Note that for completeness one should write \(t_{\text{EM}, \pm}\), where \(\pm\) refers to the different magnification of the images. Here, we will focus only on the brighter image.
where $\Phi$ is the gravitational potential of the lens and $z$ is the line-of-sight coordinate. An alternative way to write the previous expression in terms of dimensionless quantities is:

$$t(x, y) = \frac{1+z_L}{c} \frac{D_S \xi_0^2}{D_L D_{LS}} \left[ \frac{1}{2} (x - y)^2 - \Psi(x) \right], \quad (2.5)$$

where $\xi_0$ is a reference scale length on the lens plane whose value depends on the mass model of the lens; $x = D_L \theta / \xi_0$ and $y = D_L \eta / D_S \xi_0 = D_L \beta / \xi_0$ are the dimensionless relative positions of the source and of the image; and $\Psi(x) = D_L^2 / \xi_0^2 \Psi(\theta)$ is the dimensionless lens potential. Finally, we define the dimensionless time delay as

$$T(x, y) = \frac{c}{1+z_L} \frac{D_L D_{LS}}{D_S \xi_0^2} . t(x, y). \quad (2.6)$$

In the case of an EM signal, we are in the geometrical optics regime, and we simply have:

$$T_{EM}(x, y) = T(x, y). \quad (2.7)$$

On the other hand, in the wave optics regime, the time delay is defined [28] as

$$T_{GW}(w, y) = -\frac{i}{\omega} \ln \left( \frac{F(w, y)}{|F(w, y)|} \right), \quad (2.8)$$

where $F(w, y)$ is the amplification factor [34]

$$F(w, y) = \frac{\omega}{2\pi i} \int d^2 x \exp[iwT(x, y)], \quad (2.9)$$

where the dimensionless frequency of the GW radiation is $w = \frac{1+z_L}{c} \frac{D_S \xi_0^2}{D_L D_{LS}} 2\pi f$, with $f$ the dimensional frequency.

### III. METHODOLOGY

In order to check with which precision the ATD can measure some cosmological parameters, and $H_0$ in particular, we will proceed as follows:

- we calculate $\Delta t_{EM-GW}$, from Eqs. (2.2) - (2.5), (2.7) and (2.8), for a large set of input vectors built on the cosmological parameters $\{\Omega_m, H_0, w_0\}$. We choose the range intervals for the parameters wide enough in order to have a full view of the behaviour of the ATD in the cosmological space;
- for each observational scenario (as described in Sec. III C) we calculate the corresponding expected uncertainty $\sigma_{\Delta t}$;
- we assume an independent prior on $\Omega_m$ from Planck$^3$ $\Omega_m = 0.3061 \pm 0.0052$;
- we infer the uncertainty on $H_0$ by crossing the above prior with the range in the ATD spanned by assuming the uncertainty $\sigma_{\Delta t}$.

In the following subsections we will provide more details about each step.

#### A. Lens models

In order to calculate the ATD $\Delta t_{EM-GW}$, the first ingredient we need to supply is a mass model for the lens. Many examples are available in the literature about the use of wave optics in gravitational lensing, examining especially the simplest case of a point mass lens [34, 35]. But as models get more complicated, the number of papers diminishes and only a few can be found with an in-depth calculations of all the useful expressions. That is because, while for a point mass lens the amplification factor integral is analytically solvable, in the case of more realistic models like the Singular Isothermal Sphere (SIS), or the Navarro-Frank-White (NFW) one [27, 36–38], we can only refer to numerical solutions.

\[^3\] Just for clarity of notation we will define the uncertainty on the EM-GW ATD as $\sigma_{\Delta t} \equiv \sigma_{\Delta t_{EM-GW}}$.

[https://wiki.cosmos.esa.int/planck-legacy-archive/index.php/Cosmological_Parameters]
We have chosen to focus our results on two mass models for the lens, exactly SIS and NFW. In order to calculate the ATD, we first have to solve the lens equation

$$\beta = \theta - \alpha(\theta),$$

(3.1)

where the reduced deflection angle is defined as $\alpha(\theta) = D_{LS}/D_S \hat{\alpha}(\theta)$, with $\hat{\alpha}$ the deflection angle. Equivalently, in dimensionless quantities the lens equation can be written as

$$y = x - \alpha(x),$$

(3.2)

where $\alpha(x) = D_L D_{LS}/\xi_0 D_S \hat{\alpha}(\xi_0 x)$ is the scaled deflection angle related to the dimensionless lens potential by

$$\nabla_x \Psi(x) = \alpha(x).$$

(3.3)

Actually, we will solve Eq. (3.2) in order to have $x(y)$, i.e. our main independent variable will be the position of the source on the lens plane, $y$ (that is why in Eq. (2.2) we express the ATD only as function of $y$ and $w$).

1. Singular Isothermal Sphere

The mass density profile of a SIS lens is given by:

$$\rho(r) = \frac{\sigma_s^2}{2\pi G r^2},$$

(3.4)

where $\sigma_s$ is the velocity dispersion of the stars in the galaxy and $r$ the distance from the center of the galaxy. Assuming an axially symmetric lens, the lens potential, Eq. (2.4), becomes

$$\hat{\Psi}(\theta) = \frac{4\pi \sigma_s^2 D_{LS}}{c^2 D_S} \theta,$$

(3.5)

or, in dimensionless quantities,

$$\Psi(x) = x,$$

(3.6)

where the characteristic radius in this case, is $\xi_0 = D_L \theta_E$, with $\theta_E$ the Einstein radius obtained from Eq. (3.1) when $\beta = 0$. To calculate the time delay in the wave optics regime, we have to obtain first the amplification factor. Assuming spherical symmetry for the lens, and using dimensionless quantities, Eq. (2.9) becomes [37]

$$F(w, y) = -iwe^{iy^2/2} \times \int_0^{\infty} dx J_0(w x) \exp \left\{ i w \left[ \frac{1}{2} x^2 - \Psi(x) \right] \right\},$$

(3.7)

where $J_0$ is the Bessel function of zeroth order. This integral does not have an analytic solution, therefore we must compute it numerically.

Finally, as this model is fully characterized by the parameter $\sigma_s$, we will consider a standard stellar dispersion value, $\sigma_s = 220$ km/s.

2. Navarro-Frank-White

The density profile in this case is [36]

$$\rho(r) = \frac{\rho_s}{r_s \left( 1 + \frac{r}{r_s} \right)^2},$$

(3.8)

where $\rho_s$ is the characteristic density of the halo and $r_s$ is its scale radius (it will be also considered as the characteristic length on the lens plane, $\xi_0$). The dimensionless lens potential is

$$\Psi(x) = \frac{16\pi G}{c^2} \rho_s r_s D_{LS} D_S g(x),$$

(3.9)

with the function $g(x)$ given by

$$g(x) = \frac{1}{2} \left\{ \left[ 2 \log(x) - \log(-4\sqrt{x^2 - 1 + 4i}) \right] \times \left[ \log(-\sqrt{x^2 - 1 + i}) - i \arctan(\sqrt{x^2 - 1}) \right] + i \log(-\sqrt{x^2 - 1 + i}) \arctan(\sqrt{x^2 - 1}) \right\} - \frac{1}{8} (\pi - 2i \log 2)^2,$$

(3.10)

For Eq. (3.10), we are using here the same name $g(x)$ as in [38] to ease the comparison between our Eq. (3.9) and its standard expression which makes use of the functions arctan and arctanh. Our formula is completely equivalent to those ones but more helpful from the numerical point of view because there is no need to switch between different definitions of $g(x)$ depending on the range of $x$ (see for example Page 37 of [38]), thus leading to faster calculations.

For the NFW case, we will analyze a realistic galaxy model as observed and described in [39].

B. Cosmological dependencies

At this point, it is interesting to have an insight on how the ATD might depend on the cosmological parameters, and in particular on $H_0$. First of all, one should note that most of the dependence comes from the angular diameter distance terms, which are defined as

$$D_A(z) = \frac{1}{1 + z} \int_0^z \frac{c \, dz'}{H(z')},$$

(3.11)

Thus, the angular diameter distances depend on the cosmological background through the Hubble parameter. In this paper we have considered two different cosmological scenarios: a standard ΛCDM model and a quintessence scenario, whose expansion histories can be described by the following expression:

$$H^2(z) = H_0^2 \left[ \Omega_k (1 + z)^2 + \Omega_m (1 + z)^3 + \Omega_{DE}(1 + z)^{3(1+w_0)} \right],$$

(3.12)
with: \( \Omega_m \), the matter density parameter today; \( \Omega_k \), the spatial curvature parameter; \( \Omega_{DE} = 1 - \Omega_m - \Omega_k \), the dark energy density parameter; and \( w_0 \) the dark energy equation of state parameter, which will be \(-1\), in the case of dark energy as a cosmological constant, and \( \text{const.} \neq -1 \) in the quintessence one. Our fiducial cosmological model will have \( \Omega_k = 0 \) and \( \Omega_m = 0.3061 \) as from latest Planck results.

From Eq. (3.11) one can easily derive the dependence on \( H_0 \) of the multiplicative factor appearing in Eq. (2.3): the ratio \( D_L D S / D_{LS} \) is simply \( \propto H_0^{-1} \). For other cosmological parameters, like \( \Omega_m \) and \( w_0 \) the dependence is less trivial, because of the required integrals which are also on different redshift intervals (depending on lens and source positions).

The final dependence of the ATD on \( H_0 \) is also connected to the mass model employed for the lens. In fact, for SIS, we can see how the EM time delay \( t_{EM} \propto H_0^{-1} \), while the GW time delay \( t_{GW} \) has not such an easy dependence because of the integral Eq. (3.7) which is employed in its derivation (although one can easily recognize that \( w \propto H_0^{-1} \)). For the NFW case, both \( t_{EM} \) and \( t_{GW} \) do not scale so easily with \( H_0 \), because of the non-linear dependence of the lens equation Eq. (3.2) on \( H_0 \) in the former case, and also because of the integral in the amplification factor.

For all these reasons, we have mainly relied on numerical analysis, using our own Mathematica code to calculate the ATD and find out its cosmological dependencies, and our own Python code for data analysis.

C. Sensitivity of observations

A crucial ingredient in this work is the uncertainty on the GW time delay. In [40] and [28] it is shown that, in a matched filtering analysis, the phase of the waveform can be measured with an accuracy corresponding to the inverse signal-to-noise ratio, \( \sigma \approx (S/N)^{-1} \). For example, if \( S/N = 10 \), we can measure the phase difference if \( \omega \Delta T_{EM-GW} \gtrsim 10^{-1} \) rad. From [41], the signal-to-noise ratio \( \rho^2 \) is defined as

\[
\rho^2 = \rho^2 \cdot (1 + z)^4 \left( \frac{f_{\text{orb}}}{T_{\text{obs}}} \right)^{-2/3}, \tag{3.13}
\]

where \( f_{\text{orb}} \) is the orbital frequency of the SMBBH emitting the radiation, \( f_{\text{obs}} \) is the lowest frequency detectable by the PTAs, and with

\[
\rho^2 = 4.26 \times 10^{-2} N_p (N_p - 1) \left( \frac{M}{10^8 M_{\odot}} \right)^{10/3} \left( \frac{T_{\text{obs}}}{10 \text{ yr}} \right)^{5/3} \times \left( \frac{100 \text{ Mpc}}{d_L} \right)^2 \left( \frac{100 \text{ ns}}{\sigma_{\text{rms}}} \right) \left( \frac{0.05 \text{ yr}}{\Delta \tau} \right), \tag{3.14}
\]

where \( N_p \) is the number of pulsars in the PTA, \( M = (M_1 M_2)^{3/5} / (M_1 + M_2)^{1/5} \) is the chirp mass of the SMBBH system, \( T_{\text{obs}} \) is the total baseline time of observation, \( d_L \) the luminosity distance to the source, \( \sigma_{\text{rms}} \) the root mean square of the timing noise, and \( 1/\Delta \tau \) is the cadence of the observations. The ATD error then is:

\[
\sigma_{\Delta \tau} = (2 \pi f \rho^2)^{-1}. \tag{3.15}
\]

We study two scenarios:

- a state-of-the-art sample made of 65 pulsars which are nowadays known and monitored [42];
- an “optimistic” future sample of 1000 pulsars which might be possibly detected by SKA [33].

Moreover, we also vary:

- the redshift of the source, for which we consider two values, \( z_S = 0.5, 1 \). Instead, the lens is always placed at \( z_L = 0.1 \);
- the real position of the source on the lens plane, assuming \( y = 0, 0.1, 1 \).

Other parameters are: luminosity distance \( d_L \sim 2.9 \) and 6.7 Gpc for \( z_L = 0.5, 1 \) for the fiducial cosmology we are assuming with \( H_0 = 68 \) and 74 km s\(^{-1}\) Mpc\(^{-1}\) respectively; the total observing time \( T_{\text{obs}} = 10 \) yr (and therefore \( f_{\text{obs}} = 1/T_{\text{obs}} = 2 \times 10^{-9} \) s\(^{-1}\)); the observing cadence is approximately one every 2 weeks [39], i.e. \( \Delta \tau = 2 \) weeks \( \approx 0.038 \) yr; and the timing noise \( \sigma_{\text{rms}} \approx 100 \) ns. Note that these values describe quite well current PTAs web of telescopes, but could be improved by future observatories. However, for what concerns the “optimistic” approach based on future observations, we have decided to rely on “conservative” values, as confirmed by recent papers (e.g. [43, 44]), thus altering only the number of observed pulsars, i.e. choosing \( N_p = 1000 \).

We summarize everything in Table I where we also explicitly display the resulting uncertainty on the time delay, \( \sigma_{\Delta \tau} \), expressed in days.

### Table I. Parameters used to analyze different PTAs scenarios, and corresponding error on the time arrival difference.

| \( z_L \) | \( M \) | \( T_{\text{obs}} \) | \( \sigma_{\text{rms}} \) | \( \Delta \tau \) | \( N_p \) | \( \sigma_{\Delta \tau} \) |
|------|------|------|------|------|------|------|
| 0.5  | (10^8 M_{\odot}) | (yr) | (ns) | (yr) | (days) |       |
| 1    | 5    | 10   | 100  | 0.038 | 1000 | 0.003 |
| 1    | 65   | 0.835 |       |       | 1.431 | 0.006 |

IV. RESULTS AND DISCUSSION

In order to find out the precision on \( H_0 \) which can be achieved by the detection of a combined GW-EM gravitational lensing signal, we first calculate the expected value
of the ATD in our fiducial cosmology. In the ΛCDM case we always consider two different values for the Hubble constant, i.e. \( H_0 = 68 \) and 74 km s\(^{-1}\) Mpc\(^{-1}\), but the main results (i.e. the errors on \( H_0 \)) are not dependent on this choice. Further, we calculate the error on the ATD, \( \sigma_{\Delta t} \), from each scenario we have described above, and from it we derive the possible confidence interval of an ATD detection.

Then, once we have our set of parameters vectors, built as \( \{ \Omega_m, H_0, \Delta t_{EM-GW} \} \) for the ΛCDM model and as \( \{ \Omega_m, w_0, H_0, \Delta t_{EM-GW} \} \) for the quiescence one, we select those values which both fit the confidence interval and cross-check the independent prior on \( \Omega_m \) which is derived from *Planck*.

Uncertainty on \( H_0 \) is then calculated as shown in the first row-second column panel of Fig. 2. There, the two values of the ATD are \( \Delta t = 43.471 \text{ days} \) (for \( H_0 = 68 \) km s\(^{-1}\) Mpc\(^{-1}\)) and \( \Delta t = 40.482 \text{ days} \) (for \( H_0 = 74 \) km s\(^{-1}\) Mpc\(^{-1}\)), with an error of \( \sigma_{\Delta t} = 0.835 \text{ days} \), as from Table I. The result of cross-checking our theoretically calculated values of the ATD with the *Planck* prior is the identification of the four points \( \{ A, B, C, D \} \). Thus, our final estimation of the error on \( H_0 \) is given by the greatest distance between these points. Results of this procedure is summarized Table III for all the cases we have taken into consideration.

As we can easily spot from Table I, and as shown in some selected cases in figs. 2 and 3, the results are quite promising. In the figures, the hatched regions (shown just as examples of possible outcomes of future observations) correspond to the expected measured value of the ATD for our fiducial cosmological model and two different values of the Hubble constant, \( H_0 = 68 \) km s\(^{-1}\) Mpc\(^{-1}\) (blue) and 74 km s\(^{-1}\) Mpc\(^{-1}\) (red), plus the error on the same quantity from the GW observation. The corresponding error on \( H_0 \) is given in the legend of the figure. The green horizontal bar defines the prior on \( \Omega_m \) from *Planck*. All time delays values are in days.

As we can see from Table I, when assuming a standard ΛCDM model, the estimated errors on the \( H_0 \) measurement in the best ("pessimistic") present scenario are \( \sigma_{H_0} \lesssim 2 \) km s\(^{-1}\) Mpc\(^{-1}\) for a NFW profile (and \( \lesssim 3.5 \) km s\(^{-1}\) Mpc\(^{-1}\) for a SIS one), thus being highly competitive with the other measurements of \( H_0 \) available today. It is important to stress that such an error could be achieved with only one single lensing event. Thus, even if such events are supposed to be rare, they would provide fundamental information.

It is also clear that both the distance (from the observer) and the relative position (with respect to the lens) of the source have a role in the cosmological inference. But while for the distance of the source the effect is not so strong (with the errors rising till \( \sigma_{H_0} \leq 3 \) km s\(^{-1}\) Mpc\(^{-1}\) for NFW and \( \leq 6 \) km s\(^{-1}\) Mpc\(^{-1}\) for SIS), the relative position has a much more decisive impact, with a notable (expected) degradation of the constraints for large offsets.

For future observatories the scenario is much more positive and, we would say, decisive. In fact, uncertainty on \( H_0 \) might be as low as 0.1 km s\(^{-1}\) Mpc\(^{-1}\) for NFW, and 0.15 km s\(^{-1}\) Mpc\(^{-1}\) for SIS, even in the case of large offsets (\( y = 1 \)). Consider that the latest best measurement of the Hubble constant have both higher uncertainty (\( \sigma_{H_0} = 0.54 \) in [6] and 1.42 in [10]), with respect to our estimations.

The quiescence case instead is different. Here, the parameters space is much bigger, the degeneracy among the cosmological parameters higher, and consequently the precision on \( H_0 \) is also worsened, with \( \sigma_{H_0} \sim 20 \) km s\(^{-1}\) Mpc\(^{-1}\) in the present scenario, and \( \sim 14 \) km s\(^{-1}\) Mpc\(^{-1}\) in the future one. One way to improve the error could be to have multiple observations, which will decrease the error as 1/\( \sqrt{n} \), with \( n \) the number of observations. In that case, with, e.g., 10 observations, we could have a much better uncertainty on \( H_0 \), comparable with present values from cosmic distance ladder. In this case, though, we need to consider that the probability of detection is quite low [28] and therefore it will be hard to collect an high number of observations.

V. CONCLUSIONS

In this work we have studied the possibility to constrain the Hubble constant by gravitational lensing from a multi-messenger detection of both GW and EM radiation of the same event. We have shown that in a ΛCDM universe, with one single event of lensing detected from a pulsar population similar to the present PTA sample (i.e. counting \( \sim 65 \) pulsars) we could match current precision on \( H_0 \) as obtained from distance ladder methods [10]. If we consider future observatories, like SKA, which will have a much larger array of pulsars (\( \sim 1000 \)), the errors will be improved by two orders of magnitudes, giving a considerable contribution in clarifying the Hubble tension problem. In the case of relaxing the cosmological background assumptions, for example by considering a quiescence model, the errors on \( H_0 \) are much bigger, as expected, given the larger degeneracy between the cosmological parameters. In this case, only multiple observations would help to refine the uncertainty to comparable and competitive levels, but the rarity of GW lensing would make this goal much harder. Furthermore, in a series of forthcoming papers, we are going to analyze in deeper details the role of the lens modelling in the cosmological background determination and “if and how” the ATD could be useful to provide high accuracy constraints also on the astrophysical scale.
Figure 2. Examples of the constraints on $H_0$ for a NFW lens. Blu hatched regions are for the case of $H_0 = 68$ km s$^{-1}$ Mpc$^{-1}$ and $\Omega_m = 0.306$; in red for $H_0 = 74$ km s$^{-1}$ Mpc$^{-1}$ and same $\Omega_m$. The plots on the left column are for the future “optimistic” scenario, with an array of $N_p = 1000$ pulsars; the right column describes the current scenario, $N_p = 65$. The first and third row have a source at $z = 0.5$; the second row has $z = 1$. The source position $y$ is displayed in the legend of the plots. The green horizontal bar defines the prior on $\Omega_m$ from Planck.
Table II. Uncertainty on the Hubble constant, calculated in different observational scenarios, as described in Sec. [11]

| $z_L$ | 0.5 | 1 |
|---|---|---|
| $\sigma_{\Delta \tau}$ (days) | 0.835 | 0.003 | 1.431 | 0.006 |
| $H_0$ (km s$^{-1}$ Mpc$^{-1}$) | 68 | 74 | 68 | 74 | 68 | 74 |
| $y$ ↓ | NFW - ΛCDM | | | |
| 0 | 1.37 | 1.55 | 0.06 | 0.06 | 2.19 | 2.47 | 0.06 | 0.07 |
| 0.1 | 1.62 | 1.85 | 0.06 | 0.06 | 2.60 | 2.94 | 0.06 | 0.07 |
| 1 | 4.15 | 4.69 | 0.07 | 0.07 | 7.00 | 6.60 | 0.08 | 0.09 |
| | NFW - quiessence | | | |
| 0 | 14.50 | 15.80 | 12.10 | 14.20 | 14.70 | 16.20 | 12.60 | 13.70 |
| 0.1 | 14.60 | 16.00 | 12.60 | 14.20 | 15.00 | 16.70 | 12.60 | 13.70 |
| 1 | 16.70 | 18.30 | 13.10 | 14.30 | 17.60 | 19.70 | 12.70 | 13.90 |
| | SIS - ΛCDM | | | |
| 0 | 2.80 | 3.15 | 0.06 | 0.07 | 4.56 | 5.13 | 0.07 | 0.08 |
| 0.1 | 3.06 | 3.43 | 0.06 | 0.07 | 5.03 | 5.63 | 0.07 | 0.08 |
| 1 | >10 | 9.70 | 0.10 | 0.10 | >10 | >10 | 0.17 | 0.16 |
| | SIS - quiessence | | | |
| 0 | 15.80 | 17.30 | 12.90 | 14.20 | 16.10 | 18.70 | 12.70 | 13.90 |
| 0.1 | 16.00 | 17.60 | 12.90 | 14.20 | 16.40 | 19.00 | 12.70 | 13.90 |
| 1 | >20.00 | >20.00 | 13.20 | 14.40 | >20.00 | >20.00 | 12.80 | 13.90 |
Figure 3. Examples of the constraints on $H_0$ for a SIS lens. Blu hatched regions are for the case of $H_0 = 68 \text{ km s}^{-1} \text{Mpc}^{-1}$ and $\Omega_m = 0.306$; in red for $H_0 = 74 \text{ km s}^{-1} \text{Mpc}^{-1}$ and same $\Omega_m$. The plots on the left column are for the future “optimistic” scenario, with an array of $N_p = 1000$ pulsars; the right column describes the current scenario, $N_p = 65$. The first and third row have a source at $z = 0.5$; the second row has $z = 1$. The source position $y$ is displayed in the legend of the plots. The green horizontal bar defines the prior on $\Omega_m$ from Planck.
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