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Abstract
In the context of this research work, we study the so-called problem of full snapshot reconstruction in hybrid antenna array structures that are utilized in mmWave communication systems. It enables the recovery of the snapshots that would have been obtained if a conventional (non-hybrid) Uniform Linear Antenna (ULA) array was employed. The problem is considered at the receiver side where the hybrid architecture exploits in a novel way antenna elements of a uniform linear array. To this end, the recommended scheme is properly designed so as to be applicable to overlapping and non-overlapping architectures. Moreover, the full snapshot recoverability is addressed for two cases, namely, for time-varying and constant signal sources. Simulation results are also presented to illustrate the consistency between the theoretically predicted behaviors and the simulated results, and the performance of the proposed scheme in terms Angle-of-Arrival (AoA) estimation, when compared to the conventional MUSIC algorithm and a recently proposed hybrid version of MUSIC (H-MUSIC).

Keywords: 5G; mmWave; hybrid architectures; AoA Estimation

1 Introduction
Communications in the millimeter wave (mmWave) spectrum is bringing a new era for the next generations of wireless and cellular telecommunication systems [1], [2], [3]. It will enable gigabit-per-second data rates thanks to the large bandwidth of available frequencies (namely, from 30 GHz to 300 GHz, and also THz) addressing the emerging demand of cellular networks for higher data rate. Due to the short wavelength of mmWave, more antenna elements can be packed into the same physical area, enabling the use of massive Multiple-Input and Multiple-Output (MIMO) antenna arrays at both the transmitter and the receiver. The leverage of mmWave with the promising massive MIMO physical layer technology will increase spectral and power efficiency, transmission throughput and network coverage of the fifth generation (5G) networks ensuring the successful support of a wide variety of emerging applications, such as Augmented Reality (AR), Virtual Reality (VR), Cloud-based Services, Smart City, Vehicular-to-Vehicular (V2V) or Vehicular-to-Everything (V2X) communication systems for autonomous vehicles, Machine-to-Machine (M2M)/ Internet-of-Things (IoT), multimedia etc [4].

However, the implementation of a conventional MIMO with a large-scale antenna array and a full digital precoding (combining) approach is still prohibitive. This is because each antenna element in the transmitter (receiver) is connected to a digital (analog) to analog (digital) converter and an Radio Frequency (RF) chain of analog elements. Such an option brings high implementation cost and large power consumption at mmWave band when the antennas are too many. An alternative approach to reduce the number of RF chains, is hybrid analog/digital architectures where processing is split between an analog and digital part. The analog part of a hybrid precoder (combiner) can be implemented by employing elements such as phase shifters, switches or lens antenna, to name some of the most common proposed in literature. Depending on the involved elements different hardware constraints arise [3]. In the literature, two main MIMO architectures have been proposed [5], [6] for the RF precoding (combining) matrix. In both cases, the aim is to find the optimal number of RF chains thus optimizing the cost, energy consumption and complexity. The first one (see Figure 2) is called fully-connected architecture, where each of the available RF chains is connected to all antenna elements. While, in the second one, the so-called partially-connected (see Figure 3) the involved RF chains are associated with unique non-overlapping sub-groups of antenna elements [7]. Assuming a network of phase-shifters, the main characteristics and
differences between these architectures are the following [8]: (i) A fully-connected network provides full precoding (combining) gain, achieves highly directive transmissions by adjusting the phases of transmitted signals in all antenna elements with constant modulus phase-shifters, but it has a high complexity. (ii) In a partially-connected network, for each RF chain, only the transmitted signals on the corresponding subset of antennas can be adjusted. For practical reasons, the partially-connected structure is often preferable, although it achieves reduced array gain and directivity, proportional to the number of subarrays. Also, it imposes the analog precoder (combiner) to be a block diagonal matrix of unit magnitude nonzero elements. Additionally, it has lower hardware complexity at the cost of beamforming gain, as compared to the fully-connected structure. The authors in [9] claim that there is no distinct solution for the hybrid structure that can offer the best trade-off between complexity and performance; thus a dynamic structure is needed depending on the application and channel conditions.

Since the wavelength at mmWave is shorter than the one in microwaves, material penetration will incur greater attenuation, thus increasing the significance of Line-Of-Sight (LOS) propagation and reflection. Due to severe path loss, a few reflecting paths could arrive at the receiver [2]. In this case, the channel is strongly sparse in the angle domain. The high propagation attenuation, the increased sensitivity to blockage, and the possible mobility of users, require mature signal processing techniques and novel insights in architectures and protocols to combat these challenges. Hence, severe propagation losses occurring at the mmWave band could be balanced by hybrid precoding (combining) techniques using massive MIMO technology, in order to provide high antenna array gain, through narrow directional beamforming, and sufficient spatial coverage [8].

The mmWave propagation environment is typically modeled via a geometric channel model which involves the Angles of Departure (AoD) and the Angles of Arrival (AoA) at the transmitter and receiver sides, respectively. It is noted, here, that the problem of estimating of AoD/AoA in the frame of array signal processing is closely related to the problem of channel estimation and beamforming in the frame of mmWave wireless communications. The core idea of parametric massive MIMO channel modeling is to estimate the involved angles and the respective complex factors instead of estimating the channel impulse response (communication viewpoint). The AoA estimation has been of particular interest to researchers for several decades and still remains an active area in wireless and mobile communication (e.g., radar, smart antenna) [10]. The AoA estimation algorithms have been designed to estimate the unknown angles from the received vector for a classical ULA. A beam scanning is applied by a full analog array to search the AoA, while spectrum based techniques can be employed for a full digital array. Many high resolution sub-space based methods have been developed, with the most widely used among them due to their simplicity, being the MUSIC (Multiple Signal Classification) [11], [12], [13] and ESPRIT (Estimation of Signal Parameters via Rotational Invariant Techniques) [14], [15] algorithms. Such algorithms exploit the structure of the signal/noise subspaces and estimate the desired angles as the points at which the received signal spectrum is maximized. However, the main drawback of these algorithms is that they are not compatible with the hybrid architectures that are proposed for mmWave transmitters (receivers). Moreover, these algorithms fail to resolve coherent/highly correlated signals which are very common in communication systems due to the multi-path phenomenon, thus their performance is degraded. Many methods have been suggested to treat the coherent case, which are applicable to Uniform Linear Arrays as well. The most representative are Spatial Smoothing (SS) [16] and Forward/Backward-SS (FB-SS) [17]. The role of spatial smoothing techniques is to decorrelate coherent signals and reconstruct a full-rank source signal covariance matrix.

A solution in [18] focuses on the design of high resolution AoA algorithms (e.g., of the MUSIC and ESPRIT type) for hybrid architectures assuming coherent source signals, a feature incorporated to the system model and proposed algorithms. Actually, the source signals consist of multi-path copies of a transmitted signal. Nevertheless, the algorithms proposed in [18] cannot handle effectively the coherent case unless the involved channels change at a rate that is close to the snapshot rate, which happens rarely in practice. Several experiments have been conducted to verify the behavior of H-MUSIC in terms of AoA estimation in a coherent environment for different rates of change of the involved channel. Additionally, some preliminary results are presented in our previous works [19], [20], where the AoA estimation problem is also investigated based on the reconstructed ULA snapshot. In both works, the MUSIC algorithm is applied in the reconstructed snapshots to estimate the unknown AoAs. It is pointed out, here, that, differently to [18] and more recent works [21], [22], this paper summarizes and extends previous findings providing an alternative approach to the problem. Specifically, unlike previous works which focus on new AoA estimation techniques, in this work the key idea is to develop techniques which, based on the sampled output of a hybrid array, will reconstruct the snapshots that would
have been captured using a conventional (non-hybrid) ULA. Obviously, having reconstructed the full ULA snapshots, any existing AoA estimation algorithm can subsequently be applied, hence, the extensive relevant literature can be still exploited. The main contributions of this paper are briefly the following:

1. An efficient preprocessing scheme is developed that leads to the acquisition of the baseband snapshot irrespective of the hybrid antenna array architecture, as if a non-hybrid antenna array was employed.

2. The new scheme is studied for two typical hybrid receiver architectures implemented through a network of phase shifters that are employed in order to create suitable combinations of the received signals from which the baseband snapshot is retrieved. By maximizing the Signal-to-Total-Noise-Ratio (STNR) of the restored snapshot, i.e. a signal dependent noisy term, the proposed scheme determines the optimal values of the phase shifters.

3. The full snapshot recoverability problem is treated for both cases of time-varying and constant source signals during sub-snapshots collection time. A different combiner matrix is applied for each sub-snapshot acquisition.

4. The theoretical findings regarding the proposed optimal reconstruction schemes are verified by extensive simulation experiments.

5. As already mentioned, once the full snapshots are reconstructed via the proposed schemes, then any suitable AoA estimation algorithm can be applied. The coherent case, commonly encountered in multi-path channel environments, can be treated by employing appropriate techniques (e.g. spatial smoothing-based) algorithm.

The paper is organized as follows: In Section 2 the system model is defined for both the conventional ULA and the hybrid structure receiver cases. In Section 3, the problem formulation for the full snapshot recovery is developed, along with the design issues of the analog combiner in the hybrid structure, investigating the issue for two different phase-shifter architectures. In Section 4, we show experimental results for the evaluation of the performance of the proposed scheme. Finally, Section 5 concludes the paper.

The following notations are used in this paper. Uppercase bold letters are matrices, lowercase bold letters are vectors, letters with a hat are estimations, $(\cdot)^T$ denotes the transposition, $(\cdot)^H$ denotes the complex conjugate transposition, $Tr(\cdot)$ denotes the trace of a matrix and $I$ is the identity matrix.

### 2 The System Model

Let us consider a Uniform Linear Array in which $L$ far-field, narrowband, bandpass signals impinge on. The $L$ signals arrive at the array from $L$ different directions. Moreover, the antenna array size $N$ is larger than the number of source signals, i.e. $N > L$ [15]. The spatial sampling depends on the wavelength of carrier frequency. In that case, to avoid spatial aliasing, the inter-element spacing should satisfy the condition

$$d = \frac{\lambda}{2T} = \frac{c}{2f_c}$$

where $c$ is the propagation speed and $\lambda$, $f_c$ are the carrier wavelength and frequency. Furthermore, each source signal $i$ is associated with an AoA denoted as $\theta_i$, where $i = 1, 2, \ldots, L$ and $\theta_i \in [-\pi, \pi]$. We assume that AoAs do not change during snapshots collection time. Thus, the signal array on the time instant $t$ can be written as

$$x(t) = A(\theta) s(t) + w(t),$$

where $x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]$ is a $N \times 1$ vector with the signals received by the $N$ array elements, $	heta = [\theta_1(t), \theta_2(t), \ldots, \theta_L(t)]$ is an $L \times 1$ vector with the AoA’s, $s(t) = [s_1(t), s_2(t), \ldots, s_L(t)]^T$ is an $L \times 1$ vector containing the source signals and $w(t) = [w_1(t), w_2(t), \ldots, w_N(t)]$ is the $N \times 1$ noise vector. Finally, $A(\theta)$ is the $N \times L$ array response matrix

$$A(\theta) = \begin{bmatrix} a(\theta_1) & a(\theta_2) & \cdots & a(\theta_L) \end{bmatrix},$$

where

$$a(\theta_i) = \frac{1}{\sqrt{N}} \begin{bmatrix} 1 & e^{j\frac{2\pi}{\lambda c} \sin \theta_i} & \cdots & e^{j\frac{2(N-1)(N+1)}{\lambda c} \sin \theta_i} \end{bmatrix}^T.$$ (3)

The sampled version of $x(t)$ is usually utilized either by a conventional receiver, where each antenna element is connected to an RF chain (see Figure 1), or by a hybrid structure receiver, where the signals of groups of antenna elements are, first, combined and the resulting signal is passed via an RF chain (see Figures 2, 3). These two cases are analyzed in detail in the following subsections.

#### 2.1 The classical ULA case

Each received signal is processed by an individual RF chain, where, among other, is downconverted, and, then, is sampled by the corresponding Analog-to-Digital-Converter (ADC). At discrete-time $n$, the baseband signal, called full snapshot, is

$$x(n) = A(\theta) s(n) + w(n),$$ (4)
where \( x(n), w(n) \in \mathbb{C}^N \), \( s(n) \in \mathbb{C}^L \) and \( w(n) \sim \mathcal{CN}(0, \sigma^2 I) \), while \( E[w(n)w^H(k)] = 0 \), for \( n \neq k \) and \( R_s = E[s(n)s^H(n)] \) the source signals autocorrelation matrix.

### 2.2 The hybrid case

We assume an antenna array with \( N \) elements which can be organized into \( L_r \) groups considering two widely-used analog beamforming architectures as shown in Figures 2, 3. In the partially-connected one, each group, called subarray, consists of \( M \) antenna elements and connects to one RF chain, where \( N = ML_r \). Furthermore, in the \( l \)th group (\( l = 1, 2, \ldots, L_r \)), the \( l \)th received signal (\( i = 1, 2, \ldots, M \)) is, first, processed by a phase-shifter by \( e^{j\phi_l(t)}, \phi_l(t) \in [-\pi, \pi] \), and, then, all of them are added up. In the fully-connected one, all antenna elements form \( L_r \) different antenna groups each of which connects to an RF chain. Similarly, each received signal at each antenna element is processed by a phase-shifter, and then, all of them are added up. In both architectures, the matrix \( B(t) \) of size \( L_r \times N \), known as analog combiner in the relevant literature [1], [23], constitutes the analog part of the hybrid structure, as well as the involved operations (depicted in Figures 2, 3). The receiver first processes the received signals using an \( L_r \times N \) combiner, \( B(t) \), implemented using phase shifters such that \( |B(i,j)| = 1 \). Therefore, the matrix \( B(t) \) maps the received signal \( x(t) \) to a reduced size signal vector \( r(t) \), namely, \( L_r \times 1 \), where

\[
r(t) = B(t)x(t). \tag{5}
\]

Finally, as in the classical case, \( r(t) \) passes through the available RF chains and the corresponding ADCs and the resulting baseband signal can be written as

\[
r(n) = B(n)x(n), \tag{6}
\]

or according to (4) in the following compact form,

\[
r(n) = B(n)A(\theta)s(n) + B(n)w(n). \tag{7}
\]

Inspecting (6), the reconstruction of the full snapshot in (4) depends on the inversion of matrix \( B(n) \). However, it is non-square with \( L_r < N \), i.e., it has more columns than rows, and thus, it is singular. In this case, the initial ULA snapshot \( x(n) \) cannot be restored. Hence, in the following section the adopted methodology for the full snapshot recovery is presented in detail.

### 3 Recovering the Full Snapshot

In this section, the problem of full snapshot reconstruction of the baseband signal in (4) is described. The adopted methodology consists of two parts: i) the problem formulation for the full snapshot estimation and ii) the appropriate RF combiner design assuming both cases of time-varying and constant source signals for the hybrid architectures described previously.

#### 3.1 Description of the procedure for recovering the full snapshot

Because of the hybrid architecture, as explained in the previous section, at discrete time \( n \), we obtain a sub-snapshot \( r(n) \) of size \( L_r \) instead of the desired one in (4). To reconstruct the full snapshot of (4), a number of sub-snapshots \( r(l) \) are collected and utilized. In the following, the description of this collection, which will permit the reconstruction of the full snapshot, will be presented. As it will be shown, the reconstruction accuracy depends, among other, on the variability of the source signals \[^{[1]}\] that impinge on the antenna array, which signals will be denoted as \( s_v(l) \) from now on. Both cases of time varying and constant source signals will be considered in the analysis of Section 3.2 where the optimal design of the respective combiners is discussed.

In more detail, let us assume that \( T \) signals

\[
r(l) = B(l)A(\theta)s_v(l) + B(l)w(l), \tag{8}
\]

are collected at time instants \( l = n, n + 1, \ldots, n + T - 1 \), which will be referred to as sub-snapshots in the following. By concatenating the \( T \) sub-snapshots into the \( T \times L_r \) vector

\[
\bar{r}(n) = \begin{bmatrix}
    r(n) \\
    r(n + 1) \\
    \vdots \\
    r(n + T - 1)
\end{bmatrix}, \tag{9}
\]

the input-output relation can be formulated as

\[
\bar{r}(n) = \begin{bmatrix}
    B(n)A(\theta)s_v(n) \\
    B(n + 1)A(\theta)s_v(n + 1) \\
    \vdots \\
    B(n + T - 1)A(\theta)s_v(n + T - 1) \\
    B(n)w(n) \\
    B(n + 1)w(n + 1) \\
    \vdots \\
    B(n + T - 1)w(n + T - 1)
\end{bmatrix} + \begin{bmatrix}
    \mathbf{0} \\
    \mathbf{0} \\
    \vdots \\
    \mathbf{0}
\end{bmatrix}, \tag{10}
\]

\[^{[1]}\]In many radio communication standards the involved signals exhibit fluctuations [24].
or, in a more compact form,
\[
F(n) = \tilde{B}(n)\tilde{A}(\theta)\tilde{s}_n(n) + \tilde{w}(n),
\]  
(11)

where
\[
\tilde{B}(n) = \begin{bmatrix}
B(n) & 0 & \ldots & 0 \\
0 & B(n+1) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & B(n+T-1)
\end{bmatrix},
\]  
(12)

\[
\tilde{A}(\theta) = \begin{bmatrix}
A(\theta) & 0 & \ldots & 0 \\
0 & A(\theta) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & A(\theta)
\end{bmatrix}
\]
(13)

and
\[
\tilde{s}_n(n) = [s^T_v(n) \ s^T_v(n+1) \ \ldots \ s^T_v(n+T-1)]^T.
\]
(14)

In the following, the vectors \(s_n(l)\) involved in (14) are modeled as the sum of a constant signal \(s(n)\) and a non-constant signal \(s_{nc}(l)\), i.e., \(s_n(l) = s(n) + s_{nc}(l)\), for \(l = n, n+1, \ldots, n+T-1\). Actually, it is practically infeasible to acquire constant source signals when operating at very high data rates (i.e., multiple Gbps depending on the mmWave carrier frequency), without oversampling. Therefore, here, the general case of non-constant signals is considered, as, the assumption of constant ones in a full snapshot period (usually encountered in the relevant literature [18]) can be treated as a special case, where \(s_n(l) = s(n)\) for \(l = n, n+1, \ldots, n+T-1\).

Specifically, the source signals vector in (14) can be rewritten as
\[
\tilde{s}_n(n) = \begin{bmatrix}
s(n) + s_{nc}(n) \\
s(n) + s_{nc}(n+1) \\
\vdots \\
s(n) + s_{nc}(n+T-1)
\end{bmatrix}
\]
(15)

Hence, by substituting (15) in (11) a collection of sub-snapshots of the hybrid array can be obtained as follows
\[
\tilde{F}(n) = \tilde{B}(n)\tilde{A}(\theta)\tilde{s}_n(n) + \tilde{w}(n)
\]
and
\[
\bar{F}(n) = \begin{bmatrix}
B(n)A(\theta)s(n) \\
B(n+1)A(\theta)s(n) \\
\vdots \\
B(n+T-1)A(\theta)s(n)
\end{bmatrix} + 
\]
(16)

or, in a more compact form,
\[
\tilde{F}(n) = B(n)A(\theta)s(n) + \tilde{B}(n)\tilde{A}(\theta)\tilde{s}_{nc}(n) + \tilde{w}(n),
\]
(17)

where
\[
B(n) = [B^T(n) \ B^T(n+1) \ \ldots \ B^T(n+T-1)]^T
\]
(18)

and
\[
\tilde{s}_{nc}(n) = [s^T_{nc}(n) \ s^T_{nc}(n+1) \ \ldots \ s^T_{nc}(n+T-1)]^T.
\]
(19)

The value of parameter \(T\) (i.e., the number of sub-snapshots) is selected such that the \(TL_c \times N\) matrix \(B(n)\) is invertible, thus, \(TL_r \geq N\) should hold. To ensure low sub-snapshots collection overhead the minimum value \(T = \frac{N}{L_c}\) is chosen, where the number of antenna elements \(N\) and the number of RF chains \(L_r\) are considered to be powers of two, i.e., \(N = 2^i\) and \(L_r = 2^j\) and \(i, j\) are integers. By applying different matrices \(B(l)\) for each \(l\), linear independent \(r(l)\)'s are collected. Due to the fact that \(B(n)\) is designed to be rectangular and full rank, its pseudo-inverse matrix \(B^H(n)\) is reduced to \(B^{-1}(n)\). In the following, from (17) an estimate \(\tilde{x}(n)\) of the full snapshot \(x(n)\) can be acquired as
\[
\tilde{x}(n) = B^{-1}(n)\tilde{F}(n).
\]
(20)

Hence, from (20) and as outlined in Algorithm 1, we can fully recover the full snapshot as
\[
x(n) = A(\theta)s(n) + B^{-1}(n)\tilde{w}(n) + B^{-1}(n)\tilde{B}(n)\tilde{A}(\theta)\tilde{s}_{nc}(n).
\]
(21)
According to (21), the $\hat{x}(n)$ is hindered by a term associated with the additive noise and an additional term which depends on the time variability of the received source signals. As it will be observed in the following, the variability in the source signals is treated as a noise term. Hence, in this case, the total noise term is

$$w''(n) = B^{-1}(n) \bar{w}(n) + B^{-1}(n) \bar{B}(n) \bar{A}(\theta) s_{nc}(n). \quad (22)$$

Considering now the special case of constant signals, namely, $s_v(l) = s(n)$, for $l = n, n + 1, \ldots, n + T - 1$, $\bar{s}_v(n)$ is simplified to

$$\bar{s}_v(n) = \begin{bmatrix} s(n) \\ s(n) \\ \vdots \\ s(n) \end{bmatrix}. \quad (23)$$

Hence, $\tilde{r}(n)$ can be written as

$$\tilde{r}(n) = B(n) A(\theta) s(n) + \bar{w}(n) \quad (24)$$

and the restored full snapshot in this case is given as

$$\hat{x}(n) = A(\theta) s(n) + B^{-1}(n) \bar{w}(n), \quad (25)$$

where the total noise term $w''(n)$ in (22) is reduced to

$$w''(n) = B^{-1}(n) \bar{w}(n). \quad (26)$$

### Algorithm 1: Proposed Scheme for the full snapshot reconstruction

1. **Input:** Number of antennas $N$, Number of RF chains $L$, SNR values, Number of sub-snapshots $T$
2. **Output:** Recovered snapshot $\hat{x}(n)$
3. Collect $T$ sub-snapshots from $L$ RF chains by applying $T$ different phase-shifter matrices $B(l)$, for $l = n, n + 1, \ldots, n + T - 1$, to formulate $\tilde{r}$ in (10)
4. Apply matrix $B^{-1}$ to (20)
5. Recover the full snapshot $\hat{x}$ as shown in (21) and (25), respectively

From (21) and (25) it is evident that the matrix $B(n)$ has an impact on the power of the noise terms thus affecting the subsequent utilization of the recovered signals, i.e., in AoA estimation. Hence, the matrix $B(n)$ should be determined appropriately so that it is invertible and well conditioned and, at the same time, it doesn’t increase the power of the noise term. Such a discussion and the relevant analysis are presented in the following section.

### 3.2 Problem formulation for the RF combiner design

In this section, the analysis is focused on the appropriate design of the RF combiner $B(n)$ matrix, i.e., the analog part of the hybrid structure for the minimum value of $T = \frac{N}{L}$.

The problem of interest in this paper is to design the $B(n)$, i.e., the analog part of the hybrid structure, such that the STNR after the application of the preprocessing scheme to be maximized. The STNR is defined as

$$STNR = \frac{Tr\{C\}}{Tr\{C_{w''}\}}. \tag{27}$$

where the power of the signal component of ULA snapshot $x(n)$ in (4), defined as

$$Tr\{C\} = Tr\{A(\theta) E[s(n)s^H(n)]A(\theta)^H\} = Tr\{A(\theta)R_AA(\theta)^H\}, \tag{28}$$

is kept constant and identical to the one in the reconstructed full snapshot. Hence, the STNR maximization is equivalent to the minimization of the total noise power $Tr\{C_{w''}\}$ which entails that the total noise term $w''(n) = B^{-1}(n) \bar{w}(n) + B^{-1}(n) \bar{B}(n) \bar{A}(\theta) s_{nc}(n)$ in (22) and the noise term in (4) have equivalent statistical properties (e.g., as to covariance matrix). It is noted here that in the special case of constant signals, $w''(n)$ is equal to $B^{-1}(n) \bar{w}(n)$. The desired minimization problem, which lies in the minimization of the power of the total noise term $w''(n)$, is written as,

$$\min_{B(n)} Tr\{C_{w''}\}, \text{ s.t. } B(n) \in \mathcal{S}, \tag{29}$$

where $C_{w''} = E\{w''(n)w''(n)^H\}$ is the covariance matrix of the noise term in (21) and $\mathcal{S}$ denotes the feasibility set of $B(n)$, namely, all matrices with elements being equal to exponentials that denote the phase-shifting operation of the hybrid architecture (either fully- or partially-connected). In particular, the set $\mathcal{S}$ consists of all $N \times N$ matrices, of the form

$$B(n) = \begin{bmatrix} B(n) \\ B(n + 1) \\ \vdots \\ B(n + T - 1) \end{bmatrix}. \tag{30}$$

The form of sub-matrices $B(n)$ in (30) captures both the structure and the operations, described in Section 3.1, and will be elaborated in the following. If the hybrid architecture is organized into non-overlapping
sub-arrays as depicted in Figure 2, in (30) the sub-
matrices are of the form
\[
B(l) = \begin{bmatrix}
    b_{11}^T & 0 & \ldots & 0 \\
    0 & b_{12}^T & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & b_{Lr}^T
\end{bmatrix}
\]
(31)

where \( b_{ij} \) is an \( M \times 1 \) vector with the phase-shifters’ values to be used by the \( j \)th subarray at time \( l = n, n + 1, \ldots, n + T - 1 \). Assuming a fully-connected architecture as in Figure 3 the sub-matrices in (30) are of the form
\[
B(l) = \begin{bmatrix}
    b_{11}^T \\
    b_{12}^T \\
    \vdots \\
    b_{Lr}^T
\end{bmatrix}
\]
(32)

and \( b_{ij} \) is an \( N \times 1 \) vector with the exponentials to be used by the \( j \)th subarray at time \( l = n, n + 1, \ldots, n + T - 1 \). Here, it should be noted that the same notation \( b_{ij} \) for two different sized vectors is utilized so as to keep the symbols simple and the dimension is implied by the context.

In the following, the minimization problem of (29) will be solved for the two architectures (Figures 2 and 3) under study and the two signal cases (i.e., for constant and non-constant signals described in (23) and (15), respectively). As it will be shown later, when constant signals are considered, the problem can be solved optimally, whereas for the non-constant signals the selection of the appropriate design becomes a more intriguing task.

**Constant Source Signals**

First, the special case of constant source signals will be considered. Under this case, the noise term \( \mathbf{w}^*(n) \) is equal to \( \mathbf{B}^{-1}(n)\mathbf{w}(n) \), as shown in (25), and the covariance matrix can be written as \( \mathbf{C}_{\mathbf{w}^*} = E\{\mathbf{B}^{-1}(n)\mathbf{w}(n)\mathbf{B}^{-1}(n)\mathbf{w}(n)^H\} \}. In order to solve the problem in (29), first, \( \mathbf{C}_{\mathbf{w}^*} \) is written in the following equivalent form,
\[
\mathbf{C}_{\mathbf{w}^*} = \mathbf{B}^{-1}(n)E\{\mathbf{w}(n)\mathbf{w}(n)^H\}(\mathbf{B}^{-1}(n))^H. \]
(33)

In the following, using (33), (29) will be solved for the two hybrid architectures. First, the partially-connected case will be treated.

In the partially-connected architecture, it can be proved, by employing (30), (31), that \( E\{\mathbf{w}(n)\mathbf{w}(n)^H\} = \sigma^2 \mathbf{M_I}_{N \times N} \), and, thus, \( \mathbf{C}_{\mathbf{w}^*} \) is written as
\[
\mathbf{C}_{\mathbf{w}^*} = \sigma^2 \mathbf{M} \left( \mathbf{B}^H(n)\mathbf{B}(n) \right)^{-1}. \]
(34)

Moreover, the following inequality will be used for determining a lower bound for the cost function in (29),
\[
Tr\{\mathbf{A}^{-1}\} \geq \sum_i \frac{1}{\left| \mathbf{A}_{ii} \right|}, \]
(35)

where \( \mathbf{A}_{ii} \) is the \( i \)th diagonal element of \( \mathbf{A} \) and the equality holds when \( \mathbf{A} \) is diagonal [25]. By substituting (34) in (29) and applying (35), the following lower bound can be derived,
\[
Tr\{\mathbf{C}_{\mathbf{w}^*} \} \geq \sigma^2 \mathbf{M} \sum_n \frac{1}{\left| \mathbf{B}^H(n)\mathbf{B}(n) \right|_{ii}} = \sigma^2 \mathbf{N}. \]
(36)

Inspecting (36), the lower bound is independent of the unknown \( \mathbf{B}(n) \) we are looking for. Therefore, any \( \mathbf{B}(n) \in \mathbf{S} \) can be considered as the optimal solution in (29). In our case, an optimal choice of \( \mathbf{B}(n) \) is the one for which the following condition is fulfilled
\[
\mathbf{B}^H(n)\mathbf{B}(n) = \mathbf{M_I},
\]
(37)

which subsequently makes the covariance matrix \( \mathbf{C}_{\mathbf{w}^*} \) diagonal and equal to the one of the noise term in (4), i.e., \( \mathbf{C}_{\mathbf{w}^*} = \sigma^2 \mathbf{I} \) (as observed by 34). In the following, such an optimal, in this setting, matrix will be described.

In order to determine a suitable \( \mathbf{B}(n) \in \mathbf{S} \), first, \( \mathbf{B}^H(n)\mathbf{B}(n) \) is written in the following more convenient form
\[
\mathbf{B}^H(n)\mathbf{B}(n) = \mathbf{B}^H(n)\mathbf{P}^T\mathbf{P}\mathbf{B}(n),
\]
(38)

where \( \mathbf{P} \) is an \( N \times N \) permutation matrix that changes the position of the rows of \( \mathbf{B}(n) \) in the following manner. The first row of each \( \mathbf{B}(k) \) goes at the top (see (30), (31)). Then, the second row of each \( \mathbf{B}(l) \) follows and so on. This matrix can be created from the identity matrix if its rows are moved similarly. The matrix \( \mathbf{TB}(n) \) can be written as
\[
\mathbf{P}\mathbf{B}(n) = \begin{bmatrix}
    
    \mathbf{F}_1 & 0 & \ldots & 0 \\
    0 & \mathbf{F}_2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & \mathbf{F}_{Lr}
\end{bmatrix},
\]
(39)

where \( \mathbf{F}_i, i = 1, 2, \ldots, L_r, \) is an \( M \times M \) matrix with its \( i \)th row equal to \( \mathbf{b}_{li}^T, l = n, n + 1, \ldots, n + M - 1. \)
After substituting (39) in (38), \( B^H(n)B(n) \) is a block diagonal matrix, as shown in (40), with the \( i \)th diagonal element being \( F_i^H F_i \), \( i = 1, 2, \ldots, L_r \).

\[
B^H(n)B(n) = \begin{bmatrix}
F_1^H F_1 & \vdots & 0 \\
0 & F_2 & \vdots & 0 \\
& \ddots & \ddots & \vdots \\
0 & \cdots & 0 & F_{L_r}^H F_{L_r}
\end{bmatrix} \tag{40}
\]

Thus, the desired condition depicted by (37) can be fulfilled if equivalently \( F_i^H F_i = M_l \).

An appropriate choice for the \( F_i \)'s, \( i = 1, 2, \ldots, L_r \), could be based on the Fourier matrix \( F_{N \times N} \), whose \((p,q)\)th element is given as \( \mathbb{F}[p,q] = e^{-j2\pi pq/N} \). Then, only the first \( M \) columns are kept and the resulting matrix is denoted as \( F_{N \times M} \). Finally, rows of \( F_i \), \( i = 1, 2, \ldots, L_r \), are set equal to the rows \( i, L_r + i, 2L_r + i, \ldots \) of \( F_{N \times M} \). These matrices fulfill the desired condition, namely, \( F_i^H F_i = M_l \). Hence, by utilizing these matrices, the phase shifters of the receiver in the partially-connected, hybrid case can be determined. It is noted here that the \( F_i \)'s are actually the beamforming matrices used by H-MUSIC in [18] in order to obtain the overall received vector, assuming \( T = M \), e.g. rectangular beamformers. It is worth mentioning that H-MUSIC can work with non-rectangular beamformers \( F_i \)'s, i.e. with \( T < M \), thus, with smaller size sub-snapshots and snapshots whose size will be less than the so-called full snapshot. Here, the case of the fully-connected architecture is investigated. In order to solve the problem in (29) by employing (32), it can be shown that \( E\{\mathbf{\bar{w}}(n)\mathbf{\bar{w}}^H(n)\} \) is a block diagonal matrix \( D(n) \) of size \( L \times L \) with diagonal elements of the form \( \mathbb{B}(l) \mathbf{B}^H(l) \) for \( l = n, n + 1, \ldots, n + T - 1 \). Using above, \( C_{w'} \) in (33) is written in the following equivalent form,

\[
C_{w'} = \sigma^2 \mathbb{B}^{-1}(n)D(n) \mathbb{B}^{-1}(n)^H
= \sigma^2 D(n) \mathbb{B}^{-1}(n)^H \mathbb{B}^{-1}(n)
= \sigma^2 (\mathbb{B}(n) \mathbf{B}^H(n))^{-1}
= \sigma^2 (\mathbb{B}(n) \mathbf{B}^H(n) D^{-1}(n))^{-1}.
\tag{41}
\]

By substituting (41) in (29) and applying (35), the following lower bound can be derived,

\[
Tr\{C_{w'}\} \geq \sigma^2 \sum_{i=1}^{N} \mathbb{B}(n) \mathbf{B}^H(n) D^{-1}(n)_{ii} = \sigma^2 N,
\tag{42}
\]

where, for deriving the last equality, \( \mathbb{B}(n) \mathbf{B}^H(n) D^{-1}(n)_{ii} = 1, \forall i \), is used, which can be proved by employing (30), (32) and observing the diagonal elements of the result.

Observing (42), any matrix could be utilized for deriving the lower bound. However, in this case, the matrix \( \mathbb{B}(n) \) is designed based on the Fourier matrix \( F_{N \times N} \), as this one has the properties of \( \mathbb{S} \). Then, sub-matrices of \( \mathbb{F} \) of size \( L_r \times N \) can be used for the design of \( \mathbb{B}(l) \)'s for \( l = n, n + 1, \ldots, n + T - 1 \) comprise the matrix \( \mathbb{B}(n) \) in (30). Hence, by utilizing these matrices the phase shifters of the receiver in the fully-connected, hybrid case can be determined, as, in this case, the minimum value in (36) is satisfied.

**Non-constant source signals**

In this section, the case of non-constant source signals will be elaborated. In order to solve the problem in (29), the covariance matrix, \( C_{w''} \), for the noise term \( w''(n) = \mathbb{B}^{-1}(n)\mathbf{\bar{w}}(n) + \mathbb{B}^{-1}(n)\mathbf{\bar{B}}(n)\mathbf{\bar{A}}(\theta)\mathbf{\bar{s}}_{nc}(n) \) can be written as

\[
C_{w''} = E\{w''(n)w''(n)^H\}
= \sigma^2 \mathbb{B}^{-1}(n)\mathbf{\bar{B}}^H(n) \mathbb{B}^{-1}(n)^H + \mathbb{B}^{-1}(n)\mathbf{\bar{B}}(n)\mathbf{\bar{A}}(\theta)\mathbf{\bar{s}}_{nc} \mathbf{\bar{A}}^H(\theta)\mathbf{\bar{B}}^H(n) \mathbb{B}^{-1}(n)^H
= \mathbb{B}^{-1}(n)(\sigma^2 \mathbf{\bar{B}}^H(n) + \mathbf{\bar{B}}(n)\mathbf{\bar{A}}(\theta)\mathbf{\bar{s}}_{nc} \mathbf{\bar{A}}^H(\theta)\mathbf{\bar{B}}^H(n)) \mathbb{B}^{-1}(n)^H.
\tag{43}
\]

By substituting (43) into the cost function of (29), the following equation can be written as

\[
Tr\{C_{w''}\} = Tr\{\mathbb{B}^{-1}(n)\mathbf{U} \mathbb{B}^{-1}(n)^H\},
\tag{44}
\]

where \( \mathbf{U} = \sigma^2 \mathbf{\bar{B}}(n)\mathbf{\bar{B}}^H(n) + \mathbf{\bar{B}}(n)\mathbf{\bar{A}}(\theta)\mathbf{\bar{s}}_{nc} \mathbf{\bar{A}}^H(\theta)\mathbf{\bar{B}}^H(n) \) and \( \mathbf{R}_{\mathbf{s}_{nc}} \) the non-constant signals correlation matrix of size \( TL \times TL \).

For the full snapshot reconstruction the preprocessing matrix \( \mathbb{B}(n) \) in (30) should not change the noise power, thus, the set of solutions \( \mathbb{S} \) is further restricted into a new set that consists of only unitary matrices, i.e., \( \mathbb{B}^{-1}(n) = \mathbf{B}^H(n) \). Hence, the trace of (44) can be further simplified as

\[
Tr\{C_{w''}\} = Tr\{\mathbf{B}^H(n)\mathbf{U} \mathbf{B}(n)\}
= Tr\{\mathbf{U} \mathbf{B}(n)\mathbf{B}(n)^H\}
= Tr\{\mathbf{U}\}
= Tr\{\mathbf{B}^H(n)\mathbf{U} \mathbf{B}(n)\mathbf{B}(n)^H\}
= Tr\{\mathbf{B}^H(n)\mathbf{U} \mathbf{B}(n)\mathbf{B}(n)^H\} + Tr\{\mathbf{B}(n)\mathbf{U} \mathbf{B}(n)\mathbf{B}(n)^H\}
= Tr\{\mathbf{B}(n)\mathbf{V} \mathbf{B}^H(n)\}
= Tr\{\mathbf{B}(n)\mathbf{V} \mathbf{B}^H(n)\}
\tag{45}
\]
where \( V = \sigma^2 I_{TN} + \tilde{A}(\theta) R_{\tilde{s}_n} \tilde{A}^H(\theta) \). Next, according to [25] the lower bound of (29), when the cost-function has the form of (45), can be written as

\[
Tr\{C_{W''}\} \geq \sum_{i=1}^{N} \lambda_i(V),
\]

where the \( \lambda_i \)'s, for \( i = 1, 2, \ldots, TN \), are the eigenvalues of the matrix \( V \).

Irrespective of the hybrid architecture, the minimum value in (46) is attained when the matrix \( \tilde{B}(n) \) equals the matrix of eigenvectors of \( V \) that correspond to the \( N \) smallest eigenvalues, sorted in an ascending order. It is noted here that \( \tilde{A}(\theta) R_{\tilde{s}_n} \tilde{A}^H(\theta) \) of size \( TN \times TN \) is a matrix of rank equal to \( TL \). If the number of antenna elements \( N \) and the number of sources \( L \) satisfy the condition \( TN - TL > N \) this entails that the \( N \) smallest eigenvalues are equal to \( \sigma^2 \), and so the minimum value in (46) can be written as \( \min Tr\{C_{W''}\} = \sigma^2 N \).

The solution in (46) that minimizes the problem in (29), does not have the desired phase shifters’ matrix structure because of the term \( \tilde{A}(\theta) R_{\tilde{s}_n} \tilde{A}^H(\theta) \) in matrix \( V \), which depends on the unknown AoAs.

Under the assumption of a low SNR regime, in the involved cost function in (45), the dominant term would be the one related to the additive noise, especially when the time variations of the source signals are not strong enough. Hence, in this case, (45) can be approximated by \( Tr\{\sigma^2 \tilde{B}(n) \tilde{B}^H(n)\} \). To design the \( B(n) \) for either partially-connected or fully-connected architecture, a similar process as the one followed in case of constant signals can be employed. As it has been already proved in the previous section, the Fourier matrix is an appropriate choice for the design of matrix \( B(n) \) for both hybrid architectures, as this one has the properties of \( S \) (i.e., all matrices with elements being equal to exponentials that denote the phase-shifting operation of the hybrid architecture) and satisfies the minimum value \( \sigma^2 N \) in (46).

Finally, in the medium to high SNR regime, the dominant term in matrix \( V \) is \( \tilde{A}(\theta) R_{\tilde{s}_n} \tilde{A}^H(\theta) \). Hence, the solution to the minimization problem in (29) is a matrix which actually depends on the unknown AoAs, which constitutes this case intractable, and the statistical properties of the time varying signals \( s_{nc}(l) \). Since, in this case, the solution to the minimization problem under study, is related to the unknown AoAs, any predefined matrix is expected to lead to a floor at the cost function of (45). This floor depends on how powerful the time-varying nature of the source signals are (namely, on the values of the covariance matrix \( R_{\tilde{s}_n} \), if one considers the model that is adopted here). Since the modeling of \( R_{\tilde{s}_n} \) is out of the scope of this paper a simple model for the time-varying signals \( s_{nc}(l) \) can be adopted. Specifically, they can be modeled as discrete random variables of Gaussian distribution assuming that their values are statistically independent of equal power, with known first and second order statistics (i.e., \( s_{nc}(l) \sim CN(0, \sigma^2_{nc}) \)). Under this model, the noise power behavior in (45) is verified in the simulations which are presented in the next section.

4 Results and Discussion

In this section, simulations are carried out to demonstrate the performance of the proposed scheme and verify its behavior under the various cases that have been studied previously. To be more specific, the recoverability of the full snapshot is considered for the problem of AoA estimation in 1D mmWave massive MIMO systems by employing MUSIC. The combination of the proposed full snapshot reconstruction scheme with the classical MUSIC algorithm is called hereafter PRE+MUSIC.

In the following, we assume that there are \( L = 4 \) signal sources. The constant part \( s(n) \) of the source signals is assumed to be an i.i.d. sequence of Quadrature Phase Shift Keying (QPSK) symbols. These signals impinge on the array with AoAs equal to 12.3°, 28.1°, 54.6°, 62.8°, respectively. The carrier frequency \( f_c \) is selected in the mmWave band and it is set to 30 GHz, which corresponds to a wavelength \( \lambda \) equals to 1 cm and antenna spacing 0.5 cm. An \( N = 32 \) elements antenna array is deployed in receiver side which, in the hybrid case, is grouped into \( L_c = 8 \) RF chains. In the following, three experiments will be presented.

In the first experiment we demonstrate how well the theoretical analysis, presented in Section 3.2, predict the performance of the proposed scheme for the full snapshot reconstruction and validate the agreement between the computed theoretical minimum of the total noise power \( Tr\{C_{W''}\} \), under the optimal DFT-based phase-shift combiner matrix in the case of constant signals. Moreover, the performance improvement of the proposed solution over the random phase-shift combiner matrix is also demonstrated. In the following experiments we investigate the performance of the proposed snapshot reconstruction scheme in the context of AoA estimation.

4.1 Noise Power in Reconstructed Snapshots

Let recall that, since the signal component power remains constant, the STNR values in (27) depend only on the corresponding total noise power \( Tr\{C_{W''}\} \), which, in the case of non-constant sources is dependent on the additive noise power \( \sigma^2 \) plus a term which depends on the non-constant signals power \( \sigma^2_{nc} \), treated
as noise term, as well. In special case of constant sources, the total noise term consists only of the additive noise. Hence, the power of the noise component \((w'(n))\) in reconstructed snapshot (see (22) for non-constant sources or (26) for constant ones) is depicted in Figure 4, versus the additive noise power \(\sigma^2\), for \(\sigma^2_{nc} = \{0, 0.01, 0.1\}\) (denoting the power of \(s_{nc}\)), when the Fourier matrix for the phase shifters is utilized, for the fully-connected architecture. It is worth to mention that the behavior of the cost function remains the same if, instead of the fully-connected architecture, the partially-connected architecture is adopted in each case. Furthermore, the theoretical minimum value in (36), (42) is also depicted in the same figure when the Fourier matrix is considered. Indeed, when \(\sigma^2_{nc} = 0\) the Fourier matrix achieves the minimum value and constitutes an optimal choice. As discussed in Section 3.2, the proposed phase shifters for both architectures, in the case when \(\sigma^2_{nc} \neq 0\), follow the minimum value at the low SNR regime. Additionally, as \(\sigma^2_{nc}\) increases, the floor of the cost function starts appearing in smaller values of SNR. Also, inspecting Figure 4, when considering random phase-shifters combiner matrices \(B(n)\) at the cost function in (44), it is observed that the theoretical minimum value of \(\sigma^2 N\) can’t be achieved because the inequality here is strict. Moreover, the use of random phase-shifters combiner matrix, shifted the total noise power values, however, the form of figures remained the same. Note that, the resulted figures in case of random phases combiner, illustrate the average values of \(Tr\{C_{w'}\}\) for 500 different random combininers.

4.2 Application of Full Snapshot Reconstruction

In this section, the application of the proposed scheme, under the AoA estimation performance, is evaluated versus the additive noise SNR (see Figures 5, 6 and 7, 8) and the number of required snapshots (see Figures 7, 8) for the covariance matrix estimation. In the first two experiments, the proposed scheme, called PRE+MUSIC, will be compared with H-MUSIC [18] in the same partially- and fully-connected hybrid antenna arrays, when the Fourier matrix is utilized, and MUSIC when the conventional antenna array is used. In the last experiment demonstrated in Figure 9, PRE+MUSIC performance is evaluated for both DFT-based and exponentials with random phases combiner matrix. It is interesting to note that, in the case of the PRE+MUSIC (as well as for the H-MUSIC) a number of \(T\) sub-snapshots are needed in order to reconstruct a full conventional snapshot as in (4). Thus, to make a fair comparison with the conventional MUSIC, we have assumed in the experiments that the number \(S_2\) of snapshots collected by MUSIC is \(T\) times the number of snapshots \(S_1\) used by the proposed scheme and H-MUSIC.

The performance measure that is used, i.e. the RMSE (Root-Mean-Square-Error) [26] of the estimated AoAs, is defined as

\[
RMSE = \sqrt{\frac{\sum_{m_c=1}^{M_c} \sum_{l=1}^{L} (\hat{\theta}_{m_c}(l) - \theta(l))^2}{LM_c}},
\]

where \(\hat{\theta}_{m_c}(l)\) is the estimate of true AoA \(\theta(l)\) in the \(m_c\)th Monte Carlo trial and \(M_c\) is the total number of trials which is set to 500. Finally, all schemes, in order to estimate the desired AoAs, are employed in the angular range from \(-90^\circ\) to \(90^\circ\) which is discretized with a 0.5\(^\circ\) step.

In the context of the first two experiments in Figures 5, 6 and 7, 8, first it is assumed that the full antenna array is organized into non-overlapping sub-arrays of the same size \(M = 4\) as in Figure 2. Specifically, we will demonstrate an experiment assuming that \(T = M = 4\), i.e., the number of sub-snapshots is equal to the number of antennas in each subarray, and a second experiment considering the fully-connected architecture, where all antenna elements contribute to each RF chain as shown in Figure 3. In the same experiments of this section, the fully connected architecture, as in Figure 3, is considered as well, given that \(L_r = 8\) and \(T = 4\) the desired number of sub-snapshots in order to construct a full snapshot \(N = 32\). In particular, in Figures 5, 6 we demonstrate the RMSE of the three schemes (i.e., PRE+MUSIC, H-MUSIC and MUSIC) versus the SNR for \(\sigma^2_{nc} = \{0, 0.01, 0.1\}\) and \(S_1 = 20\), \(S_2 = 80\), respectively. It can be observed that both schemes designed for hybrid antennas (i.e., PRE+MUSIC and H-MUSIC) have almost identical performance, which attains that of MUSIC for high SNR values. Also, MUSIC has the best performance at very low SNRs but, it is noted that MUSIC is applicable only to conventional ULAs and, for the same observation time, it utilizes \(T\) times more full snapshots, therefore, it is able to have a better estimation of the covariance matrix.

In the context of the second experiment in Figures 7, 8, the RMSE performance versus the number of snapshots is also evaluated for \(\sigma^2_{nc} = \{0, 0.01, 0.1\}\) and \(SNR = 20dB\). Obviously, as illustrated in Figures 7, 8 in the case of both architectures and irrespective of the non-constant signals power \(\sigma^2_{nc}\), the classical MUSIC algorithm can achieve better AoA estimation performance than the rest schemes, as, the number of snapshots actually used is larger. Moreover, it is also observed that the RSME performance is similar for all...
schemes for $S_1 \geq 8$ or $S_2 \geq 32$ despite MUSIC captures greater number of snapshots than the hybrid schemes. Also, concerning the source signals time-variations (in both architectures), it is observed that all schemes are not affected in terms of the AoA estimation and their behavior is approximately the same as in the case of constant sources.

Additionally, in the last experiment in Figure 9 the focus is solely on PRE+MUSIC, at which, it is depicted the impact of a random phase-shift combiner matrix in the AoA estimation. Since, the proposed scheme performance is slightly affected by the possible time variations of the source signals and the hybrid architecture type, this experiment is conducted assuming only the fully-connected architecture for constant value sources. As it was expected, the design of the combiner matrix based on DFT optimized the performance of PRE+MUSIC. Indeed, the cost function values and the lower bound impacted by the use of a random phase-shift matrix (as demonstrated in Figure 4), which impacted its performance under the AoA estimation problem, as well, as shown in Figure 9. This relates with the fact that, in the reconstructed full snapshot the noise term is not white if the $B(n)$ is not unitary.

We should refer that the use of orthogonal beamforming matrices, e.g. the use of the discrete Fourier matrix achieves the optimal behavior of the performance metric (RMSE) in terms AoA estimation. Non-orthogonal beamforming matrices, e.g., random beamforming matrices can be utilized as well. Notwithstanding, the performance in terms of the AoA estimation accuracy may be considerably degraded in comparison with its optimal behavior, as shown in Figure 9.

Ultimately, it should be noted that, irrespective of the adopted hybrid architecture and the power of the non-constant signal component, the performance of PRE+MUSIC in terms AoA estimation, is not affected by the floors that appear in the involved cost function in Figure 4, revealing that the discrete Fourier matrix is an appropriate choice for the design of the RF combiner.

5 Conclusions

In summary, we investigated the recoverability of a ULA snapshot applicable to sub- and fully-connected hybrid antenna arrays. The recommended scheme is able to recover the full snapshot as if we had a conventional antenna array either for time-varying source signals or constant signals. The phase shifters of the hybrid antenna array were designed with the aim to maximize the STNR of the restored snapshot. Finally, typical simulation results have been presented for the AoA estimation problem, confirming the efficacy of the proposed approach under the optimal solution.
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