Utilization of Transfer Learning Model in Detecting COVID-19 Cases From Chest X-Ray Images
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ABSTRACT

Diagnosis of COVID-19 pneumonia using patients’ chest x-ray images is new but yet important task in the field of medicine. Researchers from different parts of the globe have developed many deep learning models to classify COVID-19. The performance of feature extraction and classifier plays a vital role in recognizing the different patterns in the image. The pivotal process is the extraction of optimum features from the chest x-ray images. The main goal of this study is to design an efficient hybrid algorithm that integrates the robustness of MobileNet (using transfer learning approach) to extract features and support vector machine (SVM) to classify COVID-19. Experiments were conducted to test the proposed algorithm, and it was found to have a high classification accuracy of 95%.
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1. INTRODUCTION

Corona Virus Disease 2019 (COVID-19) is a new virus that was first discovered to be affecting humans in 2019 and it was found to be related to the same family of viruses as Severe Acute Respiratory Syndrome (SARS) (Lancet, 2020). It is a contiguous virus that have made its first appearance in Wuhan, China. Currently (as of 28 November 2020) 14,524,141 have died worldwide due to this virus. The rapid spread of this virus worldwide has resulted in a pandemic. India registered the first COVID-19 case on January 30 in Kerala and by February 03 two more cases were reported from the same city. In all three cases the infected individuals were students who have just returned back to India from Wuhan, China. The virus makes the immune system weaker which can eventually lead to death (Lancet, 2020; Razai et al., 2020). The virus is illustrated in Figure 1 and as it can be seen, the virus contain spikes on the crown of its outer surface which helps it in establishing a secured connection with human’s airway cells (Texas, n.d.). As of November 28, 2020; 62,165,882 people were infected worldwide and 42,951,570 have recovered (Jaiswal et al., 2019; Peng et al., 2020) in the world.
COVID-19 can spread often by physical touch between two individuals. In general, it is possible for an infected individual to infect other healthy individuals through breath, hand contact, touch, or mucosal contact (Peng et al., 2020). As the virus make its way to the lungs, infected individuals can suffer from pneumonia. Due to the extreme shortage of the expensive test kit, Real-time polymerase chain reaction (RT-PCR) (Xie et al., 2020) has further aggravated the situation. Hence, people with possible signs of pneumonia were prescribed a chest scan such as Computer Tomography (CT) scans and X-Rays to quickly diagnose and detect whether they are infected with COVID-19 or not. The presence of COVID-19 can be automatically detected with CT scans combined with deep learning techniques (Gozes et al., 2020; Li et al., 2020). In the recent years deep learning have demonstrated a promising result in various fields of research. For the medical field in particular, deep learning methodologies were found to deliver an improved accuracy on detecting different diseases using a data set of images such as images of chest X-Ray, retina image, and brain MRI (Mahmud et al., 2020; Mahmud et al., 2018). X-Ray machines are very useful as they offer a feasible and faster means of detecting disease through the process of scanning different human organs.

A professional radiologist usually performs the interpretation of different X-Ray images manually. These acquired images can be trained using deep learning models to assist medical experts in detecting patients with COVID-19. The detection of individuals with COVID-19 using deep learning is especially important when the X-Ray facility is available but there is a shortage in professional radiologist in the hospital. With that being said, developing a deep learning model to detect COVID-19 cases is a challenging task due to the scarcity of COVID-19 X-Ray images (Chakraborty et al., 2015; Garg et al., 2020; Muhammad et al., 2021). Thus, it is extremely difficult to efficiently train a very deep network. On the other, transfer-learning models are found to provide a feasible solution and they are widely implemented in several recently proposed solutions (Sethy & Behera, 2020). The conventional transfer-learning method, which uses deep networks pre-trained on ImageNet database to transfer its preliminary learning, cannot be the best option because the characteristics of COVID-19 patient’s chest X-Ray images may vary from other applications. Consequently, feature engineering and classification plays a vital role in image processing applications, especially in this case. Conventional hand-crafted feature extraction and selection is time consuming process. Deep learning architectures have been proven to be efficient in feature extraction for many applications (Sethy & Behera, 2020). The major contribution of this research work is to investigate the implementation of feature engineering method through knowledge transfer approach of combining the deep learning MobileNet model trained in different domain to a domain specific such as COVID-19 data set. SVM classifier was trained and tuned
with the extracted features to accelerate the classification process. Additionally, this research work will compare the accuracy of the traditional deep learning models with the proposed hybrid model. This research paper is structured as follows: Section 2 discusses the existing work in the automatic classification of COVID-19. Section 3 explains the proposed model and the developed architecture. Section 4 provides results and discussion on the conducted experiments. Section 5 summarizes the key findings of this work along with recommendations on a related future scope of work.

2. LITERATURE REVIEW

Machine learning algorithms (Ibrahim et al., 2020; Rasheed, 2020) extracts features to efficiently exploit features of interest from chest X-ray images to efficiently diagnose pneumonia. Features like mean, mode and kurtosis, are extracted from the chest X-rays and are classified using Multi-Layer Perceptron (MLP), logistic regression and random forests. Ambita et al. (Ambita et al., 2020) analyzed Chest X-rays (Al-Turjman & Deebak, 2020; Kolhar et al., 2020; Srivastava, 2020) using Support Vector Machine (SVM) and adaptive regression kernel descriptors for pneumonia detection. Khatri et al. (Khatri et al., 2020) identified Earth Mover’s Distance (EMD) for differentiating pneumonia and non-pneumonia from chest X-rays. Santos et al. (Varela-Santos & Melin, 2020) have suggested a methodology that determines Gray Level’s texture-based statistical features Co-occurrence Matrix (GLCM) and classified using neural network. Several deep learning experiments used chest X-ray image data to identify the disease (Jaiswal et al., 2019). The pneumonia X-ray images were classified using deep learning models (Baltruschat et al., 2019), namely fine-tuned, without fine-tuning, and the scratch-trained model. This model categorized the dataset into labels like age, gender, etc., by using the ResNet model. They also used the MLP as a method of classification and obtained 82.2% accuracy on average. The Competitive Network and Backpropagation Neural Network were used by Rahib Abyayev et al. (Abiyev & Ma‘aitah, 2018) to identify pneumonia.

The most prominent area of research for COVID-19 identification is based on transfer learning. Such works assess the levels of model fitting through customizing standard architectures, for COVID-19 detection. Apostolopoulos et al. (Apostolopoulos et al., 2020) used a transfer learning approach MobileNetV2 for classifying X-rays into multi class classifications. Farooq and Hafeez analyzed ResNet50 for classifying COVID-19 by modifying the training parameters (Farooq & Hafeez, 2020). Apostolopoulos and Mpesiana (Apostolopoulos & Mpesiana, 2020) performed InceptionNet, VGG19, XceptionNet, MobileNetV2 and Inception ResNetV2 for the chest X-ray classification by fine tuning parameters. Khan et al. (Khan et al., 2020) used XceptionNet for classifying COVID-19 from Chest X-rays by fine tuning the dropout layer. Mangal et al. designed CheXNet Convolutional Neural Network (CNN) (Mangal et al., 2020) by utilizing DenseNet121 as the transfer learning model. Using a deep learning model, Ioannis et al. (Apostolopoulos & Mpesiana, 2020) and Ying et al. (Song et al., 2020) obtained an accuracy of 98.75% and 86%, respectively. On the other hand, 3D CNN was used by Zheng et al. (Zheng et al., 2020) and the accuracy was found to be 90.8%.

3. PROPOSED MODEL

It is evident from the literature review that various research works has been carried out recently for the sake of detecting the COVID-19 cases accurately using chest X-ray images. Several studies have developed models using machine learning, deep learning, and transfer learning based on computer vision algorithms. In this research work, MobileNet and SVM are used to develop a hybrid model that aims at detecting COVID-19 cases accurately and efficiently using a chest X-ray image.

3.1 MobileNet

MobileNet is designed mainly from depth wise convolutions filters which are later used in inceptions to reduce computation time. This depth wise filter is a form of factorized convolutions that factorizes
the convolutions into depth wise and 1x1 point convolution. Each layer applies a single filter. The depth wise results are generated by the pointwise convolution. This includes two layers one for filtering and next one is for combining which result in reduction in the size and computation time. Figure 2 shows how a standard convolution is converted into depth wise and pointwise convolution.

(a) Standard Convolution Filters
(b) Depth wise Convolution Filters
(c) 1 X 1 Convolution Filters – Pointwise Convolution

As it can be seen from Figure 2, the main advantage of MobileNet is the application of a single filter to each input channel as indicated in the depth wise convolution channels. The pointwise convolution applies 1x1 convolution filter to merge the output of all the depth wise convolution.

Figure 2. shows the flow of MobileNet architecture

The input of the standard convolution is defined as $C_F \times C_F \times X N$ where $C_F$ is the convolution feature map with F feature maps and N inputs resulting in $C_o \times C_o \times X M$ where $C_o$ refers output feature map with 'o' feature maps with M outputs. The output feature map of standard convolution is given by equation 1, 2 and 3. ‘k’, ‘l’, ‘n’ refers to kernel size, number of output channels

$$C_{k,l,n} = \sum_{a,b,z} O_{a,b,z,n} F_{k+l-1,l+j-1,z}$$

Depth wise convolution along with filtering is given as
\[ C_{k,l,n} = \sum_{a,b,z} O_{a,b,z,n} F_{k+l-1,j-1,z} \] (2)

Where \( O \) refers the depthwise kernel layer. MobileNet uses 3 X 3 depth wise separable convolutions achieving 9 to 10 times less computation time. The reduction of computation is achieved by the equation 3 by expressing the convolution as a two step process.

\[
\frac{D_{OF} XD_{OF} XZXD_{OF} XD_{OF} + ZXN XD_{OF} XD_{OF}}{D_{OF} XD_{OF} XZNXD_{OF} XD_{OF}} \] (3)

The advantage of MobileNet architecture over CNN architecture is represented in the smaller computational network which results in less computation (Krause et al., 2015; Krizhevsky et al., 2012).

### 3.2 Support Vector Machine

Initially, SVMs were proposed for classifying the data and later prolonged for regression and learning process. Binary classifier using SVM resulted in either positive or negative results. It was later improved by merging the multi-class binary classifier. In addition, the SVM can also be used to map the input space into nonlinear cases. The linear classification is made equivalent to a nonlinear classification with the input space. The input feature can be mapped to a higher feature dimensions through maximal hyperplanes in SVM. Based on the kernel parameters and hyper parameters better accuracy can be achieved. The kernel parameters plays an important role in optimizing the data and identifying the best model (Szegedy et al., 2016).

### 4. RESULTS AND DISCUSSION

This section includes a complete overview of the dataset used during the experimentation process, feature extraction, model training, and validation. The performance of this model is evaluated and compared with other existing models and it is presented in the following sub-section. Figure 3 shows the proposed flow diagram this model utilizes to classify COVID-19 chest X-ray images.

### 4.1 Data Acquisition and Pre-Processing

The dataset used for the proposed work includes COVID-19 radiography images acquired from Kaggle (Kaggle, n.d.). The dataset contains a total of 535 images Where 219 of the images in the dataset are for individuals who have tested positive for COVID-19 and the remaining 316 of the images represents healthy individuals. Figure 4 shows a sample of COVID-19 images in which the arrows highlights the infected parts of the lungs.

### 4.2 Model Training and Validation

The proposed model is trained with the augmented chest X-ray images to analyze the pre-trained models. A prerequisite for the deep learning models is a large and labelled dataset to be used for training. The main constrain for the medical dataset is the availability of dataset and the expert classification to label the dataset. The open dataset available in Kaggle has a sufficient amount of Non-COVID-19 labelled images but a very small amount of COVID-19 labelled images. Hence, to avoid the unbalanced dataset issue, all 219 COVID-19 images along with a random selection of 316 Non-COVID-19 images are taken for training. A knowledge transfer learning method using MobileNet is experimented with various settings and finally the parameters are fine-tuned with the values as given in Table 1. The implementation of the MobileNet model was carried out using Keras library.
The model was trained for 50 epochs using ADAM optimizer with learning rate of 0.001. Figure 5 illustrates the learning process recorded by the proposed model with respect to the number of epochs, the training and validation curves of the model accuracy and loss are represented in (a) and (b), respectively. It is evident from Figure 5 that the training and validation accuracy stabilize well after 40 epochs. The convergence of the training and validation accuracy shows that the model has a good generalization ability to extract features corresponding to COVID-19 and Non-COVID-19 images.

The features are generated using the MobileNet transfer learning model and the features are classified using SVM classifier.

---

**Figure 3. Proposed flow diagram for classifying COVID-19 using Chest X-ray images**

**Table 1. Experimental setting for MobileNet Variable Parameters**

| Variables             | Fine-Tuned values |
|-----------------------|-------------------|
| Input Size            | 224x224x3         |
| Batch Size            | 32                |
| Learning Rate         | 0.001             |
| Learning rate decay   | 0.5               |
| Training Epochs       | 50                |
| Optimizer             | ADAM              |
Figure 4. Chest CT scan for individuals infected with COVID-19 (Ambita et al., 2020)

Figure 5. Learning process recorded by the proposed model with respect to the number of epochs.
4.3 Effectiveness of the Proposed Architecture

The effectiveness of the proposed architecture is analyzed using the accuracy, sensitivity, and the specificity performance evaluation metrics.

4.3.1 Accuracy

Accuracy is the frequency of which the predicted value matches with the actual value divided by total prediction made. The expression for accuracy is given by equation (4). TN refers to True Negative and TP refers to True Positive. FN and FP refers the False Negative and False Positive which are the model incorrect predictions.

\[
\text{Accuracy} = \frac{TN + TP}{TN + FN + TP + FP} \tag{4}
\]

4.3.2 Sensitivity and Specificity

The percentage of correctly identified positive data is called sensitivity whereas the percentage of correctly identified negative data is called specificity. In this case, the percent of images that are correctly identified as COVID-19 positive is called sensitivity and the percent of images that are correctly identified as Non-COVID-19 is called specificity and they are represented by equation 5 and 6, respectively.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{5}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{6}
\]

4.3.3 Results Comparison

Table 2 illustrates the comparison between the proposed hybrid model and the alternative CNN models suggested by other researchers. It is evident from Table 2 that the proposed hybrid model of MobileNet+SVM algorithm have achieved the highest accuracy (95%), sensitivity (91%) and specificity (97%). For a class imbalanced medical dataset, it is critical to analyze the performance of the model in terms of Sensitivity and Specificity apart from the accuracy. It is observed that

| Ref | Model                   | Accuracy | Sensitivity | Specificity |
|-----|-------------------------|----------|-------------|-------------|
| [27] | Inception               | 86.13    | 12.94       | 99.70       |
| [28] | Xception                | 85.57    | 75.00       | 89.00       |
| [27] | Inception ResNet v2     | 84.38    | 55.00       | 96.00       |
| Proposed Hybrid Model | MobileNet + SVM         | 95       | 91.00       | 97.00       |
the Inception and Inception with ResNetV2 shows the high specificity but a poor Sensitivity. This shows that the model does not have a good generalization ability to classify both COVID-19 and Non-COVID-19 cases. Xception network model ranks second in terms of accuracy, specificity, and sensitivity measures. The proposed hybrid algorithm fusing the efficient MobileNet and SVM classifier have outperformed the other models in terms of high classification accuracy as well as both sensitivity and specificity metrics.

Additionally, the MobileNet model has only 4.2 million parameters and 569 million multi-adds when compared to the 23.2 million parameters and 5000 multi-adds for Inception as shown in Table 3. This shows the significant computational efficiency of the MobileNet model when compared to other CNN models.

Table 3. MobileNet comparison with Inception

| Model       | Million Multi- Adds | Million parameters |
|-------------|---------------------|--------------------|
| Inception   | 5000                | 23.2               |
| MobileNet   | 569                 | 4.2                |

Hence, the performance of the proposed hybrid algorithm confirms the promising potential to diagnose SARS-Cov-2 precisely.

5. CONCLUSION

In this paper, a hybrid algorithm that integrates MobileNet and SVM classifier was proposed in detecting COVID-19 cases using chest X-ray image. The dataset used in training the model included 219 COVID-19 cases and 316 non-COVID-19 cases. The issue of unbalanced dataset size was addressed by utilizing knowledge transfer learning using MobileNet and it was carried out using Keras library. It was evident from the training and validation accuracy curves that stabilizes well after 40 epochs indicating a good generalization ability to extract features corresponding to COVID-19 case images. The extracted features were then classified using SVM. The performance and effectiveness of the proposed algorithm have been evaluated using three different metrics including accuracy, sensitivity, and specificity. The evaluation results were then compared to other models including Inception, Inception ResNet v2 and Xception from literature sources. From the comparison it was evident that the proposed model has outperformed the rest of the compared models. The proposed model resulted in accuracy of 95%, sensitivity of 91% and specificity of 97%. Although the Inception model had a higher accuracy of 99.7% however the sensitivity was only 12.94% making difficult to generalize its ability in classifying the COVID-19 cases accurately. Additionally, the proposed MobileNet model was found to have only 4.2 million parameters and 569 million multi-adds compared to 23.2 million parameters and 5000 multi-adds for the Inception model. Hence, a significant computational efficiency was observed in the proposed MobileNet model compared to other CNN models. Overall, the proposed hybrid model delivered a promising result in detecting COVID-19 cases which can be potentially used in hospitals where a professional radiologist may be scarce but X-ray is available. Directions for future work include exploring deep learning architecture namely one shot/fewer shot for smaller dataset and to tackle the imbalanced dataset challenge.
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