A Parallel Approach to HRTF Approximation and Interpolation Based on a Parametric Filter Model

German Ramos, Member, IEEE, Maximo Cobos, Senior Member, IEEE, Balázs Bank, Member, IEEE, and Jose A. Belloch, Member, IEEE

Abstract—Spatial audio-rendering techniques using head-related transfer functions (HRTFs) are currently used in many different contexts such as immersive teleconferencing systems, gaming, or 3-D audio reproduction. Since all these applications usually involve real-time constraints, efficient processing structures for HRTF modeling and interpolation are necessary for providing real-time binaural audio solutions. This letter presents a parametric parallel model that allows us to perform HRTF filtering and interpolation efficiently from an input HRTF dataset. The resulting model, which is an adaptation from a recently proposed modeling technique, not only reduces the size of HRTF datasets significantly, but also allows for simplified interpolation and real-time computation over parallel processors. In order to discuss the suitability of this new model, an implementation over a graphic processing unit is presented.

Index Terms—Binaural synthesis, graphic processing unit (GPU), head-related transfer function (HRTF) modeling, interpolation, parallel filters.

I. INTRODUCTION

NOWADAYS, head-related transfer functions (HRTFs) are used in different applications requiring realistic spatial audio rendering. HRTFs capture all the effects that a free-field sound wave experiences from its source to the listener’s ear drum. These effects are multiple, including those introduced by the acoustic path and the reflection and diffraction effects from a listener’s anatomical structure. Interaural time differences (ITD) and interaural level differences are the most important cues for localizing sources on the horizontal plane. Other shadowing effects and reflection patterns encoded in HRTFs have been shown to be very important for accurate source localization. Filtering caused by the pinna affects especially the propagation of high frequencies. The precise nature is determined by the ear shape and, thus, is unique to each individual. Also, the upper torso reflects frequencies (especially in the mid-range) to produce very short time-delayed echoes. The length of these time delays varies with the elevation of the sound source. All this information is used by the brain to localize a sound source in the space, exploiting differences between ear signals as well as monaural and dynamic cues [1]. HRTFs are currently used in immersive sound applications [2], such as stereo enhancement, surround simulation, virtual reality, auralization, video conferencing systems, and video games. Low-order models of HRTFs can significantly reduce the computational cost of all these applications [3], [4]. However, these models must be accurate enough to keep the perceptual characteristics of the original HRTFs unaltered. In this context, different solutions have already been proposed for HRTF modeling. Some approaches are based on analytical models of the head that allow us to simulate relevant propagation and diffraction effects [5]. Others, such as the one presented in this letter, follow an empirical approach where digital filters are used to approximate the HRTF behavior [3], [4], [6].

The contribution described in this letter is based on the infinite impulse response (IIR) parametric model presented by the authors in [7], aimed at approximating HRTF responses by using a chain of parametric digital filters such as the ones used in audio equalization [8], [9]. Parametric approaches allow us to describe HRTFs with a limited set of parameters instead of the whole set of filter coefficients, reducing the amount of information needed to describe a complete HRTF dataset. Moreover, parametric methods result in additional benefits such as the simplification of the interpolation procedures needed for synthesizing HRTFs corresponding to spatial angles missing in the original HRTF dataset [10], [11]. While the previous work in [7] was shown to provide all the above benefits by implementing a chain of second-order sections (SOS), the data dependencies within the proposed sequential structure prevent taking advantage of current parallel processors embedded into state-of-the-art devices. To overcome this limitation, this letter proposes an adaptation of the original SOS chain model into a parallel one, which can be efficiently implemented on parallel processors, such as graphics processing units (GPUs). These can be found in most of the mobile/multimedia devices, being a general-purpose computational resource that can be successfully exploited in
log-frequency and dB magnitude value. A postoptimization process is carried out to improve the interaction among SOS stages (see [7] for details). Once the HRTF from a given direction has been modeled, the parameters for neighboring directions are estimated by evolving the already constructed filter parameters as a starting point.

III. PARALLEL MODEL BY PARTIAL FRACTION EXPANSION

Although the previous parametric model provides satisfactory results, its sequential structure is not well suited to be implemented over a parallel processor such as a multicore machine or a GPU. The simplest solution for obtaining a mathematically equivalent model is to perform a series-to-parallel conversion by classical partial fraction expansion (PFE) [13]. Once the model has been designed as a series of \( N \) SOS defined by its coefficients \( b_k^{(i)} \) and \( a_k^{(i)} \), \( k = 0, 1, 2 \), a transformation to parallel is performed by finding the new coefficients: \( K, b_k^{(i)} \), and \( a_k^{(i)} \), \( k = 0, 1, 2 \). This leads to the model shown in Fig. 3. Note that the ITD block remains unaltered, but now the different SOS stages can be evaluated in parallel due to the nonexistence of data dependencies. Assuming normalized coefficients with \( a_0^{(i)} = 1 \), the overall response can be now be rewritten as

\[
H(z) = \prod_{i=1}^{N} \frac{b_0^{(i)} + b_1^{(i)} z^{-1} + b_2^{(i)} z^{-2}}{1 + a_1^{(i)} z^{-1} + a_2^{(i)} z^{-2}} = K + \sum_{i=1}^{N} \frac{b_0^{(i)} + b_1^{(i)} z^{-1}}{1 + a_1^{(i)} z^{-1} + a_2^{(i)} z^{-2}}.
\]

While both the sequential and the PFE model have identical responses, an example will bring up the limitations of the latter. Consider for this purpose a model with \( N = 6 \) SOS for a left HRTF at azimuth \( \phi = 5^\circ \) and elevation \( \theta = 0^\circ \) from subject 3 of CIPIC database [14], as shown in Fig. 4(a). The responses of the individual SOS are displayed in black thin lines and their complex addition result in the same response as the sequential model. In contrast to the series implementation, the phase interaction between the individual responses now becomes more relevant. Consider now the response at the next available direction (\( \phi = 10^\circ \)) in Fig. 4(b). Despite the similarities of the overall response at both angles, some of the individual SOS responses are very different from the ones at the previous angular direction (close to 20 dB with significant dc-level differences between them). As a result, although both models are equivalent, the large differences in the individual SOS responses between consecutive angles do not allow a simplified interpolation procedure of the original model by interpolating neighboring parameters.
Fig. 4. PFE with $N = 6$ SOS at two consecutive positions. (a) $\phi = 5^\circ$. (b) $\phi = 10^\circ$.

fact, even considering the improvements obtained by using a delayed implementation of the IIR part, as recently proposed in [15], the differences of the responses for consecutive angles are still considerably large, preventing the implementation of a simple interpolation procedure.

IV. PARAMETRIC PARALLEL MODEL

Once the limitations of the PFE model have been detected, the need arises for better parallel structures allowing simple HRTF interpolation. While parallel filter banks have been widely used in audio processing and equalization [16]–[19], this is the first work considering a parametric approach for HRTF approximation. The novelty resides in combining the advantages of parallel filter banks with those provided by parametric models, making this approach more efficient from a modeling and computational point of view.

Fig. 5 shows the proposed parallel filter structure. The series of low-shelving $SH_1$ and peak filters $PK_i$ have been replaced by a parallel combination of a direct path, a low-pass filter $LP_1$, and bandpass filters $BP_i$, all of them again defined by their parameters ($\omega_i$, $G_i$, and $Q_i$). The filter $SHL_1$ is replaced by a combination of the direct path and the $LP_1$, while the $PK_i$ result from combining the direct path with the $BP_i$. One of the benefits of this approach is that all the bandpass filters $BP_i$ have zero $b_1$ coefficient, and $b_2 = -b_0$. This comes from the fact that the bilinear transform of an analog second-order bandpass with a single zero at the origin has the numerator of the form $b_0(1 - z^{-2})$. For the low-pass filter, $b_2 = b_0$. This allows saving two multiplications and accumulations for all the bandpass SOS as it will be seen in Section V, obtaining a reduction in computational cost close to a 40% with respect to the sequential model of the same number of sections (or allows increasing the number of sections for the same computational cost).

With the proposed structure, the sequential algorithm has been adapted to consider the new parallel scheme, keeping the optimization process unaltered. Now, the phase interaction between the SOS becomes relevant. Fig. 6 shows the parametric parallel model of the HRTF at $\phi = 0^\circ$ obtained with 12 SOS. Note that the model matches the original (smoothed) HRTF response with small deviations of $\pm 1$ dB. The black thin lines represent the individual SOS responses. Solid-line responses have positive gain to create peaks on the response, while dotted-line ones have negative gain to create valleys.

A. Number of Sections

Fig. 7 shows the evolution of the perceptually motivated cost function [7] with respect to the number of SOS both for the serial
and the parallel models. The same HRTF used in Fig. 6 has been used as the target. Note that the behavior is almost identical for both models. When $N \geq 12$, the improvement is marginal. In fact, a set of listening tests were carried out considering the serial parametric model, concluding that the perceptual scores between original HRTFs and the approximated ones were not statistically significant for $N = 12$ [7]. This is expected since the magnitude differences are minor and both models provide minimum-phase responses.

### B. Interpolation

Fig. 8 shows part of a set of designed and interpolated HRTFs with $N = 16$, with the evolution of the SOS frequencies (represented as connected dots). Solid lines are designed models, while dashed lines are interpolated models obtained by simple linear interpolation of the parameters from the two adjacent designed models. Contiguous responses are shown with an offset of 10 dB for the sake of clarity. Note that there are only minor deviations between the original and interpolated responses. Due to the complex interactions between sections, the parametric parallel model needs additional SOS with respect to the serial one to achieve equivalent fitting performance, especially at extreme angles. With $N = 16$ (as in Fig. 8), the result is almost identical to one obtained with the original SOS chain model with $N = 12$. However, the number of required operations still remains lower since the parallel model needs less operations per SOS, as discussed before.

### V. GPU-Based Implementation and Performance

To evaluate the practical benefits of the above parallel model, a GPU implementation that uses Compute Unified Device Architecture has been considered. Besides the advantages provided by the proposed filtering structure, alternative optimizations can be achieved with parallel processors. For example, when multiple simultaneous sources are to be rendered, all the operations related to the filtering of different source signals can be performed in parallel.

The implementation uses each GPU thread to compute a section $H_i(z)$ of the model (the low-pass $L P_1$, and the bandpass $B P_2$ to $B P_N$) of the total $32M$ filters ($M$ sound sources in a binaural system; a maximum of $N = 16$ SOS per filter; and two output channels, left and right). Fig. 9 presents the implementation of each thread, where an optimized structure has been employed in order to achieve a common processing scheme for all the SOS.

An Nvidia Tesla K20Xm and an audio card were used, configured to provide 8, 16, 32, and 64 samples per channel every 0.18, 0.36, 0.72, and 1.45 ms, respectively ($f_s = 44.1$ kHz). The maximum number of sound sources that can be managed in real time for the above latencies are 280, 575, 930, and 1230 for each latency value. Additionally, an equivalent serial implementation providing approximately the same accuracy (12 SOS) has been implemented on the GPU for comparison purposes. While the latencies are the same, the number of sound sources that can be managed in real time is significantly reduced, reaching only 15 sources in the best case. These poor results are due to the fact that the serial model is penalized when implemented on a parallel-oriented architecture, such as a GPU.

### VI. Conclusion

In this letter, a parametric parallel filter bank approach for HRTF modeling and interpolation has been presented. The model is based on a previous SOS-chain-based model that allows for an efficient parametric description of complete HRTF sets and provides an efficient interpolation procedure between angular adjacent responses. After showing the limitations of PFE for adapting the original model, a novel parametric parallel filter-bank design has been proposed, with almost identical responses to the original model and yet suitable for linear parameter interpolation. At the same time, a reduction in the size of the database of the complete HRTF set is obtained. The practical advantages of the proposed model are demonstrated by means of a GPU implementation of the HRTF model, showing that up to 1230 sources can be managed in real time using a state-of-the-art GPU hardware unit.
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