Breaking the quantum Cramér-Rao bound with non-Markovian memory effects
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Linear optics provides versatile means to simulate and control the dynamics of open quantum systems. Here, the polarization and frequency of photons often represent the system and its environment, respectively. Recently, the photon’s path degree of freedom and the effects of interference have been considered as well, giving rise to the concept of “open system interference”. Such models have been shown to beat traditional parameter estimation schemes in certain scenarios. In this work, we study the sensitivity of non-Markovian memory effects arising from an open system Mach-Zehnder interferometer. Our protocol provides an alternative way to get around the quantum Cramér-Rao theorem, proving itself a noteworthy option for more conventional parameter estimation protocols.

I. INTRODUCTION

Open quantum systems are characterized by their interaction with the environment [1]. Due to these system-environment interactions, open systems typically become classical, which is harmful for quantum technologies using realistic quantum systems as their building blocks. However, the quantum-to-classical transition does not always occur monotonically, as open systems may sometimes regain information previously lost in the environment. Such dynamics is often dubbed non-Markovian [2–7]. Great efforts have been made to understand quantum non-Markovianity and harness non-Markovian memory effects in noisy quantum applications. For example, non-Markovianity has been shown to enhance the performance of Deutsch-Josza algorithm [8], quantum teleportation [9, 10], and quantum key distribution [11].

Linear optics provides a proof-of-concept testbed in which to study open-system dynamics [12–19]. Here, the polarization degree of freedom of photons is often interpreted as the open quantum system, their own frequency plays the role of an environment, and the system-environment interaction is implemented in a birefringent medium. Although the total polarization-frequency system is closed and undergoes unitary dynamics, one obtains nonunitary polarization dephasing when averaging over the frequency. Most notably, this model corresponds directly to a qubit coupled to bosonic bath [1] [19] [20]. Recent works related to linear optical open-system simulators have also considered the path degree of freedom and the interactions induced by beam splitters [21] [22]. “Open system interferometer” (coined in [21]) refers to interferometers where the polarization dynamics affects interference and/or vice versa. In Ref. [21], the Authors were interested in the open-system (polarization) dynamics caused by coherent mixing of different dephasing channels, how it affects the interference within a Mach-Zehnder interferometer, and how the interference, in turn, affects the following dynamics. It was found that, in this context too, superposing different evolution paths can induce memory effects (cf. [23]). Perhaps more interestingly, it was also shown that monitoring such dynamics can be used in parameter estimation outside of the interferometer’s more common working region, i.e., when the path probabilities no longer carry information about the parameter of interest.

In this paper, we study non-Markovian memory effects arising from interacting subenvironments (frequency and path) within an open system interferometer. Prior works have studied similar effects of inter-environmental correlations (see, e.g., Refs. [24, 25]), but our motivation is different. Here, we are interested if the open system interferometer can beat its traditional counterpart also in the interferometric region by harnessing memory effects. We numerically analyze the memory effects’ sensitivity with respect to the memory-inducing parameter, i.e., the path difference of an unbalanced Mach-Zehnder interferometer, and make an exciting discovery. Concentrating on the global features of a quantum dynamical map allows us to break the quantum Cramér-Rao bound (QCRB) [26] which, until quite recently [27] [31], was believed to give the ultimate measurement precision. Our results therefore have twofold significance: They help to better understand non-Markovian dynamics of open quantum systems while simultaneously providing a powerful tool for quantum sensing and quantum metrology.

This paper is organized as follows. In Section II, we go through the necessary background of open quantum systems, non-Markovianity, and parameter estimation. In Section III, we introduce our protocol. The main results of this paper are presented in Section IV with fixed example parameters. Section V concludes the paper.

II. OPEN QUANTUM SYSTEMS, NON-MARKOVIANITY, AND PARAMETER ESTIMATION

A quantum system $S$ is said to be open if it interacts with some other system, dubbed its environment $E$ [1]. As a consequence, information carried by $S$ typically transforms into correlations between $S$ and $E$. Trace dis-
tance $D_{tr}(\rho_1, \rho_2) = \frac{1}{2}\text{tr}|\rho_1 - \rho_2|$ provides an intuitive way to characterize this information flow, as it is directly proportional to the distinguishability of two (open-system) states $\rho_1$ and $\rho_2$. $S$ carries less information if $\rho_1$ and $\rho_2$ become less distinguishable under some environment-induced mapping $\rho \mapsto \Phi(\rho)$.

The dynamics of open quantum systems is often described by completely positive and trace-preserving (CPTP) maps, or channels $\Phi$, under which the trace distance can never increase, i.e., $D_{tr}(\Phi(\rho_1), \Phi(\rho_2)) \leq D_{tr}(\rho_1, \rho_2)$. However, because the total system $SE$ is closed, the open system $S$ may sometimes regain some of the previously lost information. In such situations the trace distance can temporally increase, though never exceeding its initial value. According to the Breuer, Laine, and Piilo (BLP) definition, such nonmonotonic behavior of trace distance indicates non-Markovian dynamics and the presence of memory effects.

We note that there is no sole, universally agreed definition of quantum (non-)Markovianity. Still, the revivals of trace distance coincide with many other indicators of non-Markovianity. Most notably—and in the case of single-qubit dephasing, which we will be dealing with—the increase of trace distance coincides with the violation of completely positive (CP) divisibility.

The BLP-measure of quantum non-Markovianity is more formally defined as

$$N(\Phi) = \max_{\rho_{1,2}(0)} \int dt \sigma(t, \rho_{1,2}(0)),$$

where $\sigma(t, \rho_{1,2}(0)) = \frac{d}{dt}D_{tr}(\rho_1(t), \rho_2(t))$. Hence, the BLP-measure simply gives the total increase of trace distance upon the whole time evolution induced by the channel $\Phi$, maximized with respect to the initial state pair $\rho_{1,2}(0)$. In this work, we simulate these memory effects in a quantum optical setting and analyze their sensitivity in parameter estimation.

In sensitivity analysis, one is often interested in how some $\lambda$-dependent observable $O(\lambda)$ changes with small changes of $\lambda$. Here, $\lambda$ is the parameter being estimated. For small enough changes $|\delta \lambda| << 1$, we can write

$$\langle O(\lambda + \delta \lambda) \rangle \approx \langle O(\lambda) \rangle + \frac{\partial \langle O(\lambda) \rangle}{\partial \lambda} \delta \lambda,$$

where $\langle O \rangle$ denotes the observable’s expectation value.

The difference $|\langle O(\lambda + \delta \lambda) \rangle - \langle O(\lambda) \rangle|$ can be experimentally detected if it is greater than the standard deviation $\Delta O := \sqrt{\langle O^2 \rangle - \langle O \rangle^2}$. Smaller differences could be interpreted as a result of the observable’s intrinsic spread. Thus, $\delta \lambda$ needs to satisfy

$$|\delta \lambda| \geq \frac{\Delta O}{\frac{\partial \langle O(\lambda) \rangle}{\partial \lambda}}$$

to be experimentally detectable. The value $\delta \lambda'$ that saturates the inequality is called the observable’s sensitivity. Assuming parameter-independent measurements, the sensitivity is bounded from below by the QCRB:

$$|\delta \lambda'| \geq \frac{1}{\sqrt{M H(\lambda)}},$$

Here, $M$ is the number of measurements and $H(\lambda)$ is the quantum Fisher information which, for pure states $|\psi\rangle$, can be written as

$$H(\lambda) = 4(\langle \partial_\lambda \psi | \partial_\lambda \psi \rangle - |\langle \partial_\lambda \psi | \psi \rangle|^2),$$

where $|\partial_\lambda \psi \rangle = \partial |\lambda \psi \rangle / \partial \lambda$.

### III. Protocol

Our parameter estimation protocol goes as follows. First, we encode the parameter $\lambda$ into the environment with inter-environmental interactions. We then let the open system interact with the environment and monitor its dynamics. If we detect memory effects, we are able to estimate $\lambda$. In this paper, we are especially interested in how small changes $\delta \lambda$ affect the memory effects. The protocol is illustrated in Fig. 1.

The protocol can be realized in linear optical framework. Here, the polarization degree of freedom of a single photon is interpreted as the open system, and its path and frequency act as the environment. The parameter we are interested in is the path difference of an unbalanced Mach-Zehnder interferometer.
Hadamard operators, we obtain the output state
\[ |\Psi_{\text{out}}\rangle = \frac{1}{2}|\psi(0)\rangle \otimes \left( \int df(f) \left( e^{i2\pi f x_0/c} + e^{i2\pi f x_1/c} \right) |f\rangle \otimes |0\rangle + \int df(f) \left( e^{i2\pi f x_0/c} - e^{i2\pi f x_1/c} \right) |f\rangle \otimes |1\rangle \right), \]
where \( g(f) \) is the photon’s probability amplitude to be in the frequency state \( |f\rangle \).

The photon is guided into a Mach-Zehnder interferometer with the arm lengths of \( x_0 \) and \( x_1 \) (see Fig. 2). Assuming 50:50 beam splitters and describing them with Hadamard operators, we obtain the output state \[ |\Psi_{\text{out}}\rangle = \frac{1}{2}|\psi(0)\rangle \otimes \left( \int df(f) \left( e^{i2\pi f x_0/c} + e^{i2\pi f x_1/c} \right) |f\rangle \otimes |0\rangle + \int df(f) \left( e^{i2\pi f x_0/c} - e^{i2\pi f x_1/c} \right) |f\rangle \otimes |1\rangle \right), \]
where \( c \) is the speed of light. At this stage, the subenvironments represented by the path and frequency degrees of freedom have become entangled if \( \Delta x := x_0 - x_1 \neq 0 \), while the open system (polarization) and environment are still uncorrelated.

The photon is then guided into a combination of birefringent crystals, where the polarization and frequency interact according to the unitary transformation \( U(t)|\lambda\rangle \otimes |f\rangle = e^{i2\pi f n_\lambda t}|\lambda\rangle \otimes |f\rangle \). Here, \( n_\lambda \) is the crystals’ refractive index corresponding to the polarization component \( \lambda = H, V \). In the following, we shall write \( \Delta n = n_H - n_V \).

Taking partial trace over frequency and path, we obtain the polarization state
\[ \rho(t) = \left( \begin{array}{cc} |C_H|^2 & C_H^* C_V \kappa(t) \\ C_H C_V^* \kappa(t) & |C_V|^2 \end{array} \right), \]
where the decoherence function \( \kappa(t) \) is the Fourier transform of the frequency distribution \( |g(f)|^2 \) \[15\]. Using the Gaussian spectrum \( |g(f)|^2 = \exp \left[ -\frac{1}{2} \left( \frac{f - \mu}{\sigma} \right)^2 \right]/\sqrt{2\pi\sigma^2} \), we get
\[ \kappa(t) = e^{i2\pi t/\Delta n^2 - \frac{1}{2}(2\pi t/\Delta n)^2}. \]

We notice that the state \( \rho(t) \) does not depend on \( \Delta x \). However, if we only monitor one of the exit paths \( j = 0, 1 \), we obtain the (normalized) state
\[ \rho_j(t) = \left( \begin{array}{cc} |C_H|^2 & C_H C_V \kappa_j(t) \\ C_H C_V^* \kappa_j(t) & |C_V|^2 \end{array} \right), \]
where
\[ \kappa_j(t) = \frac{1}{4 P_j} \left[ 2 \kappa(t) + (-1)^j \kappa(t + \Delta x/c(\Delta n)) \right. \right. \]
\[ + (-1)^j \kappa(t - \Delta x/c(\Delta n)) \right]. \]
\[ P_j = \frac{1}{2} \left\{ 1 + (-1)^j \exp \left[ -\frac{1}{2} (2\pi \Delta x/c)^2 \cos(2\pi \Delta x/c) \right] \right\} \]
is the probability to detect the photon on exit path \( j \).

The path-wise decoherence function \( \kappa_j(t) \) describes how all the polarization components combine in the second beam splitter and interfere afterwards in the birefringent crystals. That is, \( 2\kappa(t) \) describes how the parallel components \( H + H \) and \( V + V \) behave, whereas \( \kappa(t \pm \Delta x/c(\Delta n)) \) describes the dynamics of \( H + V \) and \( V + H \), each pair originating from the two paths inside the interferometer.

Assuming the decoherence functions \( \kappa(t) \) and \( \kappa_j(t) \) with the channels \( \Phi_i^H \) and \( \Phi_j^H \), respectively, we can write the lossless polarization dynamics following the second beam splitter as
\[ \rho(t) = \Phi_i^H(\rho(0)) + \Phi_j^H(\rho(0)). \]

Our task is now to estimate \( \Delta x \) by using the BLP-non-Markovianity of \( \Phi_j^H \). Note that here we are guaranteed to always have valid CPTP maps. If we had dephasing of polarization also inside the interferometer, we would need to describe the final open-system dynamics with completely positive and trace-nonincreasing (CPTNI) quantum operations, as in \[21\].

IV. SENSITIVITY OF MEMORY EFFECTS

With dephasing channels, the initial state pair \( |\pm\rangle = \frac{1}{\sqrt{2}} (|H\rangle \pm |V\rangle) \) generally maximizes the revivals of trace
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FIG. 3. Trace distance dynamics of the initial state pair $|±\rangle$ as functions of the thickness of quartz and with different values of $\Delta x$. $\mu = c/(780 \text{ nm})$, $\sigma = 5.68 \times 10^{11}$ Hz, and $\Delta n = 0.009$.

With this choice, the trace distance equals the absolute value of the decoherence function. For example, $|\kappa(t)| = \exp\left(-2\pi \sigma \Delta n t^2/2\right)$ decreases monotonically, making the total channel $\Phi^f$ in Eq. (12) Markovian.

However, the channels $\Phi^f_0$ and $\Phi^f_1$ can both be Markovian (M+M), non-Markovian (nM+nM), or one Markovian, the other non-Markovian (M+nM or nM+M), as we will soon see. Here, the path difference $\Delta x$—and so, the concurrency of the environment state—acts as the source of non-Markovianity (see the Appendix for details).

From here on, let us focus on the channel $\Phi^f_0$. The channel $\Phi^f_1$ is handled in a similar fashion. To visualize the memory effects and their dependency on $\Delta x$, we have plotted the trace distance dynamics of the state pair $\Phi^f_0(|±\rangle|±\rangle)$ in Fig. 3 with different values of $\Delta x$. With the example parameters, we see a sudden emergence of non-Markovian memory effects around $\Delta x = 5070$ nm. However, in Fig. 3 we also have $P_0 < 0.01$, which means that the memory effects are extremely hard to measure.

Fig. 4—with Fig. 4(e) corresponding to Fig. 3—better illustrates the interplay of $P_0$ and $N(\Phi^f_0)$. The path probability $P_0$ oscillates with a frequency determined by $\mu$ and approaches 1/2 with a damping rate determined by $\sigma$. Interestingly, the BLP-non-Markovianity $N(\Phi^f_0)$—which is evaluated numerically in Fig. 4—peaks at the local minima of $P_0$. Similarly, $N(\Phi^f_1)$ peaks at the local minima (maxima) of $P_1$ ($P_0$). With small values of $\Delta x$, the peaks are very narrow and do not overlap. This enables the M+M, M+nM, and nM+M combinations of the channels. As the peaks become wider and wider with increasing $\Delta x$, they both approach the constant value of 1/2 and, when overlapping, make both of the channels non-Markovian (nM+nM).

Although the $N(\Phi^f_0)$-peaks become wider, they are always much narrower than the corresponding $P_0$-dips. Thus, the memory effects would seem to provide a much more sensitive method to estimate $\Delta x$. To estimate the sensitivity of memory effects in a more rigorous fashion, we adapt the formalism of Eq. (3). It is straightforward to compute the derivative $\frac{\partial N(\Phi^f_0)}{\partial \Delta x}$ numerically, but we also need the memory effects’ standard deviation. And because $N(\Phi^f_0)$ is not an observable, there is not much sense in writing $\Delta N = \sqrt{\langle N^2 \rangle - \langle N \rangle^2}$. Instead, we define $\Delta N(\Phi^f_0)$ as the standard deviation of perturbed non-Markovianities $\tilde{N}(\Phi^f_0)$ obtained from several runs of the following algorithm.

FIG. 4. Probabilities $P_0$ (black, dashed) and the corresponding BLP-non-Markovianities $N(\Phi^f_0)$ (blue, solid) as functions of the path difference $\Delta x$. The panels (e)–(h) are magnifications of the panels (a)–(d), respectively, where the magnified regions have been indicated with shading. $\mu = c/(780 \text{ nm})$, $\sigma = 5.68 \times 10^{11}$ Hz, and $\Delta n = 0.009$. 
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The sensitivities do not depend on M, and the QCRB does not depend on ∆x. μ = c/(780 nm),
σ = 5.68 × 10^11 Hz, and ∆n = 0.009.

At each value of ∆x, we simulate additional noise (e.g.
dark counts, background photons, and imperfections in
the birefringent crystals) so that
\[ ρ_0(t) = \Phi_0(ρ(0)) + \left( e_{1}(t) e^{-i\epsilon_3(t)} \right) e_{2}(t) \epsilon_1(t), \]  
where \( e_{1}(t) \) and \( e_{2}(t) \) are drawn from a normal distribution with mean 0 and standard deviation \( \tilde{\sigma} \), and the random phase \( \epsilon_3(t) \) is drawn from a uniform distribution from 0 to 2\( \pi \). At each time step from 0 to coherence time, we draw separate noise terms for the initial states
—redrawing them if the resulting state is nonphysical. Once the whole trace distance dynamics is fixed, we
fit \( |\rho_0(t)\rangle \) on it and evaluate \( \mathcal{N}(\Phi_0^t) \).

In Fig. 5, we have plotted the simulated sensitivities of memory effects (blue dots) with four different full widths (FW=60\( \sigma \)) of the additional random noise. The time steps, ranging from 2\( \pi \sigma \Delta n \text{min} = 0 \) to 2\( \pi \sigma \Delta n \text{max} = 5 \), were of the width 2\( \pi \sigma \Delta n \text{str} = 0.01 \). At each value of ∆x, the algorithm was repeated 100 times to obtain \( \Delta \mathcal{N}(\Phi_0^t) \).

The black, dashed curve in Fig. 5 is the sensitivity of \( P_0 \) with the observable used in Eq. (3) being \( \mathbb{I} \otimes \mathbb{I} \otimes |0\rangle\langle 0| \). The red, solid line is the QCRB, calculated using Eqs. (1) and (4) and the state to which in which the difference is
imprinted, \[ \frac{1}{2} \int d f \mathcal{G}(f) (e^{i2\pi f_0/c | f \rangle \otimes |0\rangle + e^{i2\pi f_1/c | f \rangle \otimes |1\rangle} | 0 \rangle \langle 0 | ) \] ; When evaluating the QCRB, the measurement stage can be disregarded [27]. With our parameter choices, QCRB \( \approx 62 \text{ nm}/ \sqrt{M} \).

With a small number of measurements, the memory effects beat the QCRB by a few orders of magnitude. And even with more noise and measurements, when Eq. (4) is satisfied, the memory effects are clearly much more sensitive than the corresponding path probabilities that never reach the bound. Fig. 5 corresponds to Fig. 4(f), where \( P_0 > 0.27 \), meaning that the protocol does not suffer too much from losses.

Recent advancements in ultra-sensitive parameter estimation are based on parameter-dependent measurements [27]—overlooked by the quantum Cramér-Rao theorem—and our protocol falls into this category, too. Our protocol depends on \( \Delta x \) in the sense that, to fully capture the memory effects (or their absence), the process tomography needs to extend until \( t \approx |\Delta x|/c \). However, the conflict with the quantum Cramér-Rao theorem may be resolved in even simpler terms. While the usual parameter estimation framework is based on measurements on some probe state, we are interested in channels generated by \( \Delta x \). Like parameter-dependent measurements, the global properties of channels are not considered by the quantum Cramér-Rao theorem.

V. CONCLUSIONS AND DISCUSSION

In this work, we have introduced an alternative source of non-Markovianity in the linear optical framework and analyzed its sensitivity with respect to the memory-inducing parameter, namely, the path difference of an unbalanced Mach-Zehnder interferometer. The path difference entangles two subenvironments (frequency and path) with each other, after which the open-system (polarization) dynamics is described by a Markovian convex combination of two CPTP maps that can be either Markovian or non-Markovian. Post-selecting only one of the maps and measuring its BLP-non-Markovianity allows us to probe the path difference (and hence, the concurrence of the frequency-path state) with high accuracy.

Numerical analysis implies that the sensitivity of memory effects can not only beat that of the corresponding path probability but the QCRB itself—proving decoherence and non-Markovianity as useful resources. We are able to break the QCRB, because we go beyond the standard parameter estimation scheme where one extracts information on parameter \( \lambda \) by measurements on state \( \rho \). Instead, we focus on the global properties of the channel \( \Phi_0^t \). This raises an important question for future research: What is the corresponding precision limit for quantum processes? Previous works related to noisy parameter estimation have treated channels as snapshots of the open-system dynamics, giving interaction time dependent bounds [39,41], but here we mean the overarching dynamics. In the case of this paper, such a limit would effectively rule out certain bandwidths of random noise.

Although our results have exciting implications on parameter estimation, the protocol also has its shortcomings. With small path differences the memory effects—though extremely sensitive—become less probable to appear, and if they do, the photon counts are equally low. Still, as our results highlight the great flexibility of open system interferometers, an optimal parameter estimation protocol might combine more traditional methods with ours.
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APPENDIX: ENTANGLED ENVIRONMENT AS THE SOURCE OF NON-MARKOVIANITY

Here, we elaborate on the entangled environment acting as the source of non-Markovianity. The entanglement of a pure state $|\Psi\rangle$ can be quantified by the concurrence:

$$C(\Psi) = \sqrt{2(1 - \text{tr}[\rho_M^2])},$$  \hspace{1cm} (A1)

where $\rho_M$ is the reduced density matrix obtained by partial tracing over $M$. Here, we are interested in the environment state appearing in Eq. (7). Taking partial trace over its frequency (or path) degree of freedom gives us

$$C(\Psi) = \sqrt{1 - e^{-2\pi\Delta x/(c\Delta n)}}.$$  \hspace{1cm} (A2)

Consequently, as we are probing $\Delta x$, we are also probing the concurrence of the environment state. In fact, we would have the same concurrence even without the second beam splitter of the Mach-Zehnder interferometer. However, the paths need to be superposed in order to achieve the cross-terms $\kappa(t\pm\Delta x/(c\Delta n))$ that are responsible for the revivals of the trace distance. Finally, while the post-selection of $\Phi_0$ or $\Phi_1$ is crucial to witness the memory effects, it does not fuel them in any way.
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