We address the relatively unexplored problem of hyper-parameter optimization (HPO) for federated learning (FL-HPO). We introduce **Federated Loss SuRface Aggregation** (FLoRA), the first FL-HPO solution framework that can address use cases of tabular data and gradient boosting training algorithms in addition to stochastic gradient descent/neural networks commonly addressed in the FL literature. The framework enables single-shot FL-HPO, by first identifying a good set of hyper-parameters that are used in a single FL training. Thus, it enables FL-HPO solutions with minimal additional communication overhead compared to FL training without HPO. Our empirical evaluation of FLoRA for Gradient Boosted Decision Trees on seven OpenML data sets demonstrates significant model accuracy improvements over the considered baseline, and robustness to increasing number of parties involved in FL-HPO training.

1 Introduction

Traditional machine learning (ML) approaches require training data to be gathered at a central location where the learning algorithm runs. In real world scenarios, however, training data is often subject to privacy or regulatory constraints restricting the way data can be shared, used and transmitted. Examples of such regulations include the European General Data Protection Regulation (GDPR), California Consumer Privacy Act (CCPA), Cybersecurity Law of China (CLA) and HIPAA, among others. Federated learning (FL), first proposed in [1], has recently become a popular approach to address privacy concerns by allowing collaborative training of ML models among multiple parties where each party can keep its data private.

**FL-HPO problem.** Despite the privacy protection FL brings along, there are many open problems in FL domain [2, 3], one of which is hyper-parameter optimization for FL. Existing FL systems require a user (or all participating parties) to pre-set (agree on) multiple hyper-parameters (HPs) (i) for the model being trained (such as number of layers and batch size for neural networks or tree depth and number of trees in tree ensembles), and (ii) for the the aggregator (if such hyper-parameters exist). Hyper-parameter optimization (HPO) for FL is important because the choice of HPs can have dramatic impact on performance. This is particularly important for tabular data (where datasets can be radically different from each other) as well as image data and neural nets.

While HPO has been widely studied in the centralized ML setting, it comes with unique challenges in the FL setting. First, existing HPO techniques for centralized training often make use of the entire data set, which is not available in FL. Secondly, they train a vast variety of models for a large number of HP configurations which would be prohibitively expensive in terms of communication and training time in FL settings. Thirdly, one important challenge that has not been adequately explored in FL literature is support for tabular data, which are widely used in enterprise settings. One of the best models for this setting are based on gradient boosting tree algorithms which are
not based on the stochastic gradient descent training algorithm used for neural networks. Recently, a few approaches have been proposed for FL-HPO, however they focus on handling HPO using personalization techniques [8] and neural networks [4]. To the best of our knowledge, there is no HPO approach for FL systems to train non-neural network models, such as XGBoost that are particularly common in the enterprise setting.

**Scope.** In this paper, we address the aforementioned challenges of FL-HPO. We focus on the problem where the model HPs are shared across all parties and we seek a set of HPs and train a single model that is eventually used by all parties for testing/deployment. Moreover, we impose three further requirements that make the problem more challenging: (C1) we do not make any assumption that two models with different HPs can perform some form of “weight-sharing” (which is a common technique used in various HPO and neural architecture search (NAS) schemes for neural networks to reduce the computational overhead of HPO and NAS), allowing our solution to be applied beyond neural networks [4]. (C2) we seek to perform “single-shot” FL-HPO, where we have limited resources (in the form of computation and communication overhead) which allow training only a single model via federated learning (that is, a single HP configuration), and (C3) we do not assume that parties have independent and identically distributed (IID) data distributions.

**Contributions.** Given the above FL-HPO problem setting, we make the following contributions:

- (§3) We present a novel framework Federated Loss Surface Aggregation (FLoRA) that leverages meta-learning techniques to utilize local and asynchronous HPO on each party to perform single-shot HPO for the global FL-HPO problem.
- (§4) We evaluate FLoRA on the FL-HPO of Gradient Boosted Decision Trees (GBDTs) [5] on seven classification datasets from OpenML [6], highlighting (i) its performance relative to the baseline, (ii) the effect of various choices in this scheme, (iii) the effect of the number of parties on the performance, and (iv) finally, we empirically demonstrate that FLoRA works under high heterogeneous (Non-IIDness) parties distributions.

2 Related work

Despite fruitful research results on FL regarding advanced learning algorithms [7–8], data heterogeneity [9–10], personalization [11–13], fairness [15–16], system design [17–19] and privacy-preserving frameworks [20–22] etc., there are only a few focusing on hyper-parameters tuning for FL [23–24]. In [23], Dai et al. address Federated Bayesian Optimization. The problem setup is quite different than FL-HPO in that they focus on a single party using information from other parties to accelerate its own Bayesian Optimization. The works in [24–26] consider adaptation of learning rate in SGD-based FL training. Inspired from the neural architecture search technique of weight-sharing, [4, 8] proposed FedEx, a FL-HPO framework to accelerate a general hyper-parameter tuning procedure, i.e., successive halving algorithm (SHA), for many SGD-based FL algorithms. In contrast to these approaches, our framework is also applicable to non SGD-training settings and minimizes HPO overhead by being a one-shot approach.

While HPO has been widely studied in the centralized ML setting, it comes with unique challenges in the FL setting. First, existing HPO techniques for centralized training often make use of the entire data set, which is not available in FL. Secondly, they train a vast variety of models for a large number of HP configurations which would be prohibitively expensive in terms of communication and tra Beyond grid-search for HPO, random search is a very competitive baseline because of its simplicity and parallelizability [27]. Sequential model-based optimization (SMBO) [28] is a common technique with different ‘surrogate models’ such as Gaussian processes [29], random forests [30], radial basis functions [31], and tree-parzen estimators [32]. However, black-box optimization is a time consuming process because the expensive black-box function evaluation involves model training and scoring (on a held-out set). Efficient multi-fidelity approximations of the black-box function based on some budget (training samples/epochs) combined with bandit learning can skip unpromising candidates early via successive halving [33, 34] and HyperBand [35]. However, these schemes essentially perform an efficient random search and are well suited for search over discrete spaces or discretized continuous spaces. BOHB [36] combines SMBO (with TPE) and HyperBand for improved optimization. The problem of HPO has been extended from ML model configurations to the configuration of complete ML pipelines – the Combined Algorithm Selection and HPO (or CASH) problem – with many increasingly efficient algorithms [37–41]. All these techniques rely on multiple (partial or full) trainings of models with different HP configurations, and hence are not
practical for the single-shot FL-HPO problem. Instead of starting the HPO from scratch for every dataset (which is usually a very expensive process), meta-learning can be used to refine the search space and warm start the search [42]. The usual techniques involve “meta-features” for data sets that are used to develop a notion of similarity between data sets. This is then used for any new data set (on which HPO needs to be performed) to identify similar previously processed data sets [38][33]. The HPO on previously processed data sets are also utilized to (i) generate promising initial HPs for the HPO on any new data set [44][43], and/or (ii) prune the HPO search space, removing unpromising areas, allowing the HPO solver to focus its attention on useful parts of the search space [46][47]. For the purposes of FL-HPO, we can view the per-party data sets as “similar” data sets, even though we do not assume them to be IID, and explore how the meta-learning technique of learning good HPO initialization as a potential way of tackling single-shot FL-HPO.

3 Methodology

In the centralized ML setting, we would consider a model class \( M \) and its corresponding learning algorithm \( A \) parameterized collectively with HPs \( \theta \in \Theta \), and given a training set \( D \), we can learn a single model \( A(M, \theta, D) \rightarrow m \in M \). Given some predictive loss \( \mathcal{L}(m, D') \) of any model \( m \) scored on some holdout set \( D' \), the centralized HPO problem can be stated as

\[
\min_{\theta \in \Theta} \mathcal{L}(A(M, \theta, D), D').
\]  

(1)

In the most general FL setting, we have \( p \) parties \( P_1, \ldots, P_p \) each with their private local training data set \( D_i, i \in [p] \). Let \( D = \bigcup_{i=1}^{p} D_i \) denote the aggregated training data set and \( \overline{D} = \{ D_i \}_{i \in [p]} \) denote the set of per-party data sets. Each model class (and corresponding learning algorithm) is parameterized by global HPs \( \theta_G \in \Theta_G \) shared by all parties and per-party local HPs \( \theta_L^{(i)} \in \Theta_L, i \in [p] \) with \( \Theta = \Theta_G \times \Theta_L \). FL systems usually include an aggregator with its own set of HPs \( \phi \in \Phi \).

Finally, we would have a FL algorithm \( \mathcal{F} \left( M, \phi, \theta_G, \{ \theta_L^{(i)} \}_{i \in [p]}, A, \overline{D} \right) \rightarrow m \in M \) that takes as input all the relevant HPs and per-party data sets and generates a model. In this case, the FL-HPO problem can be stated in the two following ways depending on the desired goals: (i) For a global holdout data set \( D' \) (a.k.a. a validation set, possibly from the same distribution as the aggregated data set \( D \)), we solve the following problem:

\[
\min_{\phi \in \Phi, \theta_G \in \Theta_G, \{ \theta_L^{(i)} \}_{i \in [p]} \in \Theta_L, i \in [p]} \mathcal{L} \left( \mathcal{F} \left( M, \phi, \theta_G, \{ \theta_L^{(i)} \}_{i \in [p]}, A, \overline{D} \right), D' \right).
\]  

(2)

(ii) An alternative problem would involve per-party holdout data sets \( D_i', i \in [p] \) and we solve the following problem:

\[
\min_{\phi \in \Phi, \theta_G \in \Theta_G, \{ \theta_L^{(i)} \}_{i \in [p]} \in \Theta_L, i \in [p]} \text{Agg} \left( \left\{ \mathcal{L} \left( \mathcal{F} \left( M, \phi, \theta_G, \{ \theta_L^{(i)} \}_{i \in [p]}, A, \overline{D} \right), D_i' \right), i \in [p] \right\} \right),
\]  

(3)

where \( \text{Agg} : \mathbb{R}^p \rightarrow \mathbb{R} \) is some aggregation function (such as average or maximum) that scalarizes the \( p \) per-party predictive losses.

Contrasting problem (1) to problems (2) & (3), we can see that the FL-HPO is significantly more complicated than the centralized HPO problem. In the ensuing presentation, we focus on problem (2) although our proposed single-shot FL-HPO scheme can be applied and evaluated for problem (3). We simplify the FL-HPO problem in the following ways: (i) we assume that there is no personalization so there are no per-party local HPs \( \theta_L^{(i)}, i \in [p] \), and (ii) we only focus on the model class HPs \( \theta_G \), deferring HPO for aggregator HPs \( \phi \) for future work. Hence the problem we will study is stated as for a fixed aggregator HP \( \phi \):

\[
\min_{\theta_G \in \Theta_G} \mathcal{L} \left( \mathcal{F} \left( M, \phi, \theta_G, A, \overline{D} \right), D' \right).
\]  

(4)

This problem appears similar to the centralized HPO problem (1). However, note that the main challenge in (4) is the need for a federated training for each set of HPs \( \theta_G \), and hence it is not practical (from a communication overhead perspective) to apply existing off-the-shelf HPO schemes to problem (4). In the subsequent discussion, for simplicity purposes, we will use \( \theta \) to denote the global HPs, dropping the “\( G \)” subscript.
3.1 Leveraging local HPOs

While it is impractical to apply off-the-shelf HPO solvers (such as Bayesian Optimization (BO) [28], Hyperopt [32], SMAC [30], and such), we wish to understand how we can leverage local and asynchronous HPOs in each of the parties. We begin with a simple but intuitive hypothesis underlying various meta-learning schemes for HPO [42,48]: if a HP configuration \( \theta \) has good performance for all parties independently, then \( \theta \) is a strong candidate for federated training.

**Algorithm 1:** Single-shot FL-HPO with Federated Loss Surface Aggregation

```plaintext
1 FLoRA(\( \Theta, \mathcal{M}, \mathcal{A}, \{(D_i, D'_i)\}_{i \in [p]}, T \) → \( m \)
2     for each party \( P_i, i \in [p] \) do
3         Run HPO to generate \( T \) (HP, loss) pairs
4             \( E^{(i)} = \{(\theta^{(i)}_t, L^{(i)}_t), t \in [T], \theta^{(i)}_t \in \Theta, L^{(i)}_t := L(A(\mathcal{M}, \theta^{(i)}_t, D), D') \} \) (5)
5     end
6     Collect all \( E^{(i)}, i \in [p] \) in aggregator
7     Generate a unified loss surface \( \ell : \Theta \rightarrow \mathbb{R} \) using \( \{E^{(i)}, i \in [p]\} \)
8     Select best HP candidate \( \theta^* \leftarrow \arg \min_{\theta \in \Theta} \ell(\theta) \)
9     Learn final model with federated training: \( m \leftarrow \mathcal{F}(\mathcal{M}, \phi, \theta^*, \mathcal{A}, \mathcal{T}) \)
10    return \( m \)
```

With this hypothesis, we present our proposed algorithm FLoRA in Algorithm 1. In this scheme, we allow each party to perform HPO locally and asynchronously with some adaptive HPO scheme such as BO (line 3). Then, at each party \( i \in [p] \), we collect all the attempted \( T \) HPs \( \theta^{(i)}_t, t \in [T] \) and their corresponding predictive loss \( L^{(i)}_t \) into a set \( E^{(i)} \) (line 3, equation (5)). Then these per-party sets of (HP, loss) pairs \( E^{(i)} \) are collected at the aggregator (line 5). This operation has at most \( O(pT) \) communication overhead (note that the number of HPs are usually much smaller than the number of columns or number of rows in the per-party data sets). These sets are then used to generate an aggregated loss surface \( \ell : \Theta \rightarrow \mathbb{R} \) (line 6) which will then be used to make the final single-shot HP recommendation \( \theta^* \in \Theta \) (line 7) for the federated training to create the final model \( m \in \mathcal{M} \) (line 8).

We will discuss the generation of the aggregated loss surface in detail in §3.2. Before that, we briefly want to discuss the motivation behind some of our choices in Algorithm 1.

**Why adaptive HPO?** The reason to use adaptive HPO schemes instead of non-adaptive schemes such as random search or grid search is that this allows us to efficiently approximate the local loss surface more accurately (and with more certainty) in regions of the HP space where the local performance is favorable instead of trying to approximate the loss surface well over the complete HP space. This has advantages both in terms of computational efficiency and loss surface approximation.

**Why asynchronous HPO?** Each party executes HPO asynchronously, without coordination with HPO results from other parties or with the aggregator. This is in line with our objective to minimize communication overhead. Although there could be strategies that involve coordination between parties, they could involve many rounds of communication. Our experimental results show that this approach is effective for the datasets we evaluated for.

3.2 Loss surface aggregation

Given the sets \( E^{(i)}, i \in [p] \) of (HP, loss) pairs \( \{(\theta^{(i)}_t, L^{(i)}_t), i \in [p], t \in [T]\} \) at the aggregator, we wish to construct a loss surface \( \ell : \Theta \rightarrow \mathbb{R} \) that best emulates the (relative) performance loss \( \ell(\theta) \) we would observe when training the model on \( \mathcal{T} \). Based on our hypothesis, we want the loss surface to be such that it would have a relatively low \( \ell(\theta) \) if \( \theta \) has a low loss for all parties simultaneously. However, because of the asynchronous and adaptive nature of the local HPOs, for any HP \( \theta \in \Theta \), we would not have the corresponding losses from all the parties. For that reason, we will model the loss surfaces using regressors that try to map any HP to their corresponding loss. In the following, we present four ways of constructing such loss surfaces:

**Single global model (SGM).** We merge all the sets \( E^{(i)}, i \in [p] \) into \( E \) and use it as a training set for a regressor \( f : \Theta \rightarrow \mathbb{R} \), which considers the HPs \( \theta \in \Theta \) as the covariates and the corresponding loss as the dependent variable. For example, we can train a random forest regressor on this training set \( E \). Then we can define the loss surface \( \ell(\theta) := f(\theta) \). However, this loss surface does not have our
We define the loss surface as while the extremely optimistic and pessimistic SGM and MPLM respectively would be relatively less (such as Gaussian Process Regressor) as (HP, loss) pairs, we can train a regressor that provides uncertainty quantification around its predictions.

Table 1: Comparison of different loss surfaces (the 4 rightmost columns) for FLoRA relative to the HistGradientBoostingClassifier to select a meaningful single-shot baseline. For this, we choose the default HP configuration of

| Data               | Party max/min | SGM | SGM+U | MPLM | APLM |
|--------------------|---------------|-----|-------|------|------|
| EEG eye state      | 1.005         | 0.1507 | 0.1347 | 0.1233 | 0.1279 |
| Electricity        | 1.009         | 0.1848 | 0.1518 | 0.1089 | 0.1381 |
| Heart statlog      | 1.109         | 0.6904 | 0.5543 | 0.8930 | 0.5008 |
| Oil spill          | 1.205         | 0.7086 | 0.4032 | 0.5678 | 0.5328 |
| PC3                | 1.044         | 0.6639 | 0.7220 | 0.3921 | 0.3797 |
| Pollen             | 1.016         | 0.4328 | 0.5403 | 0.4269 | 0.6896 |
| Sonar              | 1.055         | 1.3298 | 0.4058 | 0.9215 | 0.7094 |
| Aggregate          | -             | 0.5944 ± 0.3997 | 0.416 ± 0.21 | 0.4905 ± 0.3286 | 0.4391 ± 0.2375 |

desirable properties: it is actually overly optimistic – under the assumption that every party generates unique HPs during the local HPO, this single global loss surface would assign a low loss to any HP \( \theta \) which has a low loss at any one of the parties. This implies that this loss surface would end up recommending HPs that have low loss in just one of the parties.

**Single global model with uncertainty (SGM+U).** Given the merged set \( E \) of the per-party sets of (HP, loss) pairs, we can train a regressor that provides uncertainty quantification around its predictions (such as Gaussian Process Regressor) as \( f : \Theta \rightarrow \mathbb{R}, u : \Theta \rightarrow \mathbb{R}^+, \) where \( f(\theta) \) is the mean prediction of the model at \( \theta \in \Theta \) while \( u(\theta) \) quantifies the uncertainty around this prediction \( f(\theta) \). We define the loss surface as \( \ell(\theta) := f(\theta) + \alpha \cdot u(\theta) \) for some \( \alpha > 0 \). This loss surface does prefer HPs that have a low loss even in just one of the parties, but it penalizes a HP if the model estimates high uncertainty around this HP. Usually, a high uncertainty around a HP would be either because the training set \( E \) does not have many samples around this HP (implying that not many parties thought that the region where this HP lies is a region for low loss), or because there are multiple samples in the region around this HP but parties do not collectively agree that this is a promising region for HPs. Hence this makes SGM+U more desirable than SGM, giving us a loss surface that estimates low loss for HPs that are simultaneously thought to be promising to multiple parties.

**Maximum of per-party local models (MPLM).** Instead of a single global model on the merged set \( E \), we can instead train a regressor \( f(i) : \Theta \rightarrow \mathbb{R}, i \in [p] \) with each of the per-party set \( E(i), i \in [p] \) of (HP, loss) pairs. Given this, we can construct the loss surface as \( \ell(\theta) := \max_{i \in [p]} f(i)(\theta) \). This can be seen as a much more pessimistic loss surface, assigning a low loss to a HP only if it has a low loss estimate across all parties.

**Average of per-party local models (APLM).** A less pessimistic version of MPLM would be to construct the loss surface as the average of the per-party regressors \( f(i), i \in [p] \) instead of the maximum, defined as \( \ell(\theta) := \frac{1}{p} \sum_{i=1}^{p} f(i)(\theta) \). This is also less optimistic than SGM since it will assign a low loss for a HP only if its average across all per-party regressors is low, which implies that all parties observed a relatively low loss around this HP.

Intuitively, we believe that loss surfaces such as SGM+U or APLM would be the most promising while the extremely optimistic and pessimistic SGM and MPLM respectively would be relatively less promising, with MPLM being superior to SGM. In the following section, we evaluate all these loss surface empirically in the single-shot FL-HPO setting.

## 4 Empirical evaluation

In this section, we evaluate our proposed scheme and different loss surfaces for the FL-HPO of gradient boosted decision trees on OpenML classification problems. Specifically, we focus on the histogram based gradient boosting, available as HistGradientBoostingClassifier in the scikit-learn.ensemble module of the scikit-learn library. The precise HP search space is described in Appendix A.2. First, we fix the number of parties \( p = 3 \) and compare our proposed scheme to a baseline on 7 data sets. Then we study the effect of increasing the number of parties from \( p = 3 \) to \( p = 10 \) on the performance of our proposed scheme on 3 data sets. The data is randomly split across parties. Finally, we evaluate our proposed FLoRA in a real FL testbed IBM FL using its default HP setting as a baseline.

**Single-shot baseline.** To appropriately evaluate our proposed single-shot FL-HPO scheme, we need to select a meaningful single-shot baseline. For this, we choose the default HP configuration of HistGradientBoostingClassifier in scikit-learn as the single-shot baseline. We choose this baseline for two main reasons: (i) this default HP configuration in scikit-learn is set manually.
based on expert prior knowledge and extensive empirical evaluation, and (ii) this HP configuration is also used as the default for gradient boosting decision trees in the Auto-Sklearn package [38, 51], one of the leading open-source AutoML python packages, which maintains a carefully selected portfolio of default configurations.

**Data set selection.** For our evaluation of single-shot HPO, we consider 7 binary classification data sets of varying sizes and characteristics from OpenML [6] such that there is at least a significant room for improvement over the performance single-shot baseline. We consider data sets which have at least > 3% potential improvement in balanced accuracy. See Appendix A.1 for details on data.

**Implementation.** We consider two implementations for our empirical evaluation. In our first set of experiments in §4.1 and §4.2 we emulate the final FL (Algorithm 1, line 8) with a centralized training using the pooled data. We chose this implementation because we want to evaluate the final performance of any HP configuration (baseline or recommended by FLoRA) in a statistically robust manner with multiple train/validation splits (for example, via 10-fold cross-validation) instead of evaluating the performance on a single train/validation. This form of evaluation is extremely expensive to perform in a real FL system. This form of evaluation also allows us to evaluate how the performance of our single-shot HP recommendation fairs against that of the best-possible HP found via a full-scale centralized HPO. This is again not feasible in a real FL system. To highlight that our proposed scheme do translate to improved performance in a real FL testbed, we utilize the IBM FL library [50] on 3 of the data sets in §4.3 In that case, we report the metrics on a single train/test split.

**Evaluation metric.** In all data sets, we consider the balanced accuracy as the metric we wish to maximize. For the local per-party HPOs (as well as the centralized HPO we execute to compute the regret), we maximize the 10-fold cross-validated balanced accuracy. For the experiments in §4.1 and §4.2, we report the 10-fold cross-validated balanced accuracy. For the experiments in §4.3, with a real FL system, we report the balanced accuracy of any HP (baseline or recommended by FLoRA) on a single train/test split. Given balanced accuracy as the evaluation metric, we utilize (1 - balanced accuracy) as the loss $L_{a}^{(i)}$ in Algorithm 1.

### 4.1 Comparison to single-shot baseline

In our first set of experiments for 3-party FL-HPO ($p = 3$), we compare our proposed scheme with the baseline across different data sets and report the relative regret for different choices of the loss surfaces in Table 1. In this table, we also report the following ratio in the second column as the “Party max/min”: $(1 - \min_{c\in[p]}L_{c}^{(i)})/(1 - \max_{c\in[p]}L_{c}^{(i)})$, where $L_{c}^{(i)} = \min_{t\in[T]}L_{c}^{(i)}$ is the minimum loss observed during the local asynchronous HPO at party $i$. This ratio is always greater than 1, and highlights the difference in the observed performances across the parties. A ratio closer to 1 indicates that all the parties have relatively similar performances on their training data, while a ratio much higher than 1 indicating significant discrepancy between the per-party performances, implicitly indicating the difference in the per-party data distributions. Table 1 indicates that there are significant differences for Oil spill and Heart statlog data sets and very small differences for the Electricity and EEG eye state data sets.

The results indicate that, in almost all cases, with all loss functions, our proposed scheme is able to improve upon the baseline to varying degrees (there is only one case where SGM performs worse than the baseline on Sonar). On average (across the data sets), SGM+U and APLM perform the best as we expected, with both of them also having significantly smaller standard deviations for the relative regret compared to SGM and MPLM. MPLM performs better than SGM both in terms of average and standard deviation. Looking at the individual data sets, we see that, for data sets with low “Party max/min” (EEG eye state, Electricity), all the proposed loss surface have low relative regret, indicating that the problem is easier as expected. For data sets with high “Party max/min” (Heart statlog, Oil spill), the relative regret of all loss surfaces are higher (but still much smaller than 1), indicating that our proposed single-shot scheme can show improvement even in cases where there is significant difference in the per-party losses (and hence data sets).

### 4.2 Effect of increasing number of parties

In the second set of experiments, we study the effect of increasing the number of parties in the FL-HPO problem on 3 data sets. We present the relative regrets (along with
Table 2: Effect of increasing the number of parties on FLoRA with different loss surfaces. The experimental setup is described in §4.2.

| Data       | # parties | Party max/min | SGM   | SGM+U  | MPLM  | APLM  |
|------------|-----------|---------------|-------|--------|-------|-------|
| EEG eye state | 3         | 1.005         | 0.1507| 0.1347 | 0.1233| 0.1279|
| 14580 rows   | 6         | 1.011         | 0.0685| 0.0023 | 0.0753| 0.0890|
|             | 10        | 1.033         | 0.0822| 0.0000 | 0.1644| 0.0137|
| Electricity  | 3         | 1.009         | 0.1848| 0.1518 | 0.1089| 0.1381|
| 45312 rows   | 6         | 1.007         | 0.2626| 0.2198 | 0.1907| 0.1420|
|             | 10        | 1.005         | 0.0447| 0.0700 | 0.3385| 1.1254|
| Pollen      | 3         | 1.016         | 0.4328| 0.5403 | 0.4269| 0.6896|
| 3848 rows    | 6         | 1.101         | 1.0239| 0.9164 | 0.5403| 0.5644|
|             | 10        | 1.159         | 1.0478| 0.7313 | 0.7522| 1.1254|

the “Party max/min”) in Table 2. We notice that increasing the number of parties does not have a significant effect on the “Party max/min” for the Electricity data set, but significantly increases for the Pollen data set (making the problem harder). For the EEG eye state, the increase in the “Party max/min” with increasing number of parties is moderate. The results indicate that, with low or moderate increase in “Party max/min” (EEG eye state, Electricity), the proposed scheme is able to achieve low relative regret – the increase in the number of parties does not directly imply degradation in performance. However, with significant increase in “Party max/min” (Pollen), we see a significant increase in the relative regret (eventually going over 1 in a few cases). The difference in data size with Pollen having far fewer data points than the others is likely to have an impact on the performance as well. It is important to note that in this challenging case, MPLM (the most pessimistic loss function) has the most graceful degradation in relative regret compared to the remaining loss surfaces.

4.3 Federated Learning testbed evaluation

We now conduct experiments in a FL testbed, utilizing IBM FL library [50], which contains an implementation of HistGradientBoostingClassifier for FL [8]. More specifically, we reserved 40% of oil spill and electricity and 20% of EEG eye state as hold-out test set to evaluate the final FL model performance while each party randomly sampled from the rest of the original dataset to obtain their own training dataset. We use the same HP search space as in Appendix A.2. Our target metric for all experiments is balanced accuracy. Each party will run HPO to generate $T = 500$ (HP, loss) pairs and use those pairs to generate loss surface either collaboratively or by their own according to different aggregation procedures described in §3.2. Once the loss surface is generated, the aggregator uses Hyperopt [32] to select the best HP candidate and train a federated XGBoost model via the IBM FL library using the selected HPs. Table 3 summarizes the experimental results for 3 datasets, indicating that FLoRA can significantly improve over the baseline in IBM FL testbed.

Table 3: Performance of FLoRA with the IBM-FL system in terms of the balanced accuracy on a holdout test set (higher is better). The baseline is still the default HP configuration of HistGradientBoostingClassifier in scikit-learn.

| Data      | # parties | # training data per party | Baseline | SGM   | SGM+U  | MPLM  | APLM  |
|-----------|-----------|--------------------------|----------|-------|--------|-------|-------|
| Oil spill | 3         | 200                      | 0.5895   | 0.7374| 0.5909 | 0.7061| 0.7332|
| EEG eye state | 3         | 3,000                    | 0.8864   | 0.9153| 0.9211 | 0.9251| 0.9245|
| Electricity| 6         | 4,000                    | 0.8448   | 0.8562| 0.8627 | 0.8621| 0.8624|

5 Conclusions and next steps

How to effectively select HP in FL settings is an unsolved problem. In this paper, we introduced FLoRA, a single-shot FL-HPO algorithm that can be applied to a variety of ML models. Our experimental evaluation shows that FLoRA can produce HPO configurations that outperform the baseline and deal with highly heterogeneous distributions among parties. We plan to evaluate FLoRA on more data sets and FL-HPO of more machine learning methods (such as random decision forests, nearest neighbor models, kernel machines, neural network) to further quantify its performance. Moreover, we plan to extend our proposed algorithm to go from single-shot (one HP recommendation for one FL training) to a few-shot setup (where we would be allowed to perform a very small number of FL trainings). Finally, we plan to extend this approach to allow for personalization, using local party-specific HPs.
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