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Abstract
The Laplace transform of the first exit time from a finite interval by a spectrally negative $\alpha$-stable Ornstein-Uhlenbeck process ($1 < \alpha \leq 2$) is provided in terms of the Wright’s generalized hypergeometric function $2\Psi_1$. The Laplace transform of first passage times is also derived for some related processes such as the process killed when it enters the negative half line and the process conditioned to stay positive. The law of the maximum of the associated bridges is computed in terms of the $q$-resolvent density. As a byproduct, we deduce some interesting analytical properties for some Wright’s generalized hypergeometric functions.

1 Introduction and main result
Let $Z := (Z_t, t \geq 0)$ be a spectrally negative $\alpha$-stable process, with $\alpha \in (1, 2]$, defined on a filtered probability space $(\Omega, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$. We recall that $Z$ is a càdlàg process with stationary and independent increments which fulfills the scaling property $(Z_{ct}, t \geq 0) \overset{(d)}{=} (c^{1/\alpha}Z_t, t \geq 0)$, for any $c > 0$, where $\overset{(d)}{=}$ denotes equality in distribution. Due to the absence of positive jumps, it is possible to extend its characteristic exponent on the negative imaginary line to derive its Laplace exponent, $\psi$, which has the following form

$$\psi(u) = u^\alpha, \quad u \geq 0. \quad (1.1)$$

We refer to Bertoin’s monograph [3, Chap. VII] for an excellent account on stable processes. Doob [8] introduced the $\alpha$-stable Ornstein-Uhlenbeck process $X := (X_t, t \geq 0)$, with parameter $\lambda > 0$, defined, for any $t \geq 0$ and $x \in \mathbb{R}$, by

$$X_t = e^{-\lambda t} \left( x + Z_{\tau(t)} \right) \quad (1.2)$$
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where $\tau(t) = \frac{\alpha^\lambda - 1}{\alpha}$. Note that for $t > 0$, $X$ is the solution to the linear stochastic differential equation
\[
dX_t = -\lambda X_t \, dt + dZ_t,
\]
with $X_0 = x$. Next, let
\[
H_{0,a} = \inf\{s \geq 0; X_s \notin (0, a)\}
\]
be the first exit time from the interval $(0, a)$ by $X$. The aim of this paper is to characterize the Laplace transform of the stopping time $H_{0,a}$. This generalizes the result of Bertoin [3] who solved the exit problem, for a completely asymmetric stable process (i.e. the case $\lambda = 0$), in terms of the Mittag-Leffler functions. The main motivation to study this problem is to understand better the fluctuations of one-sided Markov processes beyond the Lévy ones.

Beside, the exit time distribution of these processes is a key quantity in many applied fields, see, for instance, the Kyprianou’s monograph [16] for a wide range of applications of exit time distributions and Patie [19] for the pricing of lookback options in affine term structure models. We proceed by recalling that the Wright’s generalized hypergeometric (for short Wh) function is defined as, see [9, 1,Section 4.1],
\[
_p\Psi_q \left( \begin{array}{c} (A_1, a_1), \ldots, (A_p, a_p) \\ (B_1, b_1), \ldots, (B_q, b_q) \end{array} \mid z \right) = \sum_{n=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma(A_i n + a_i) z^n}{\prod_{j=1}^{q} \Gamma(B_j n + b_j) n!},
\]
where $p, q$ are nonnegative integers, $a_i \in \mathbb{C} \ (i = 1 \ldots p)$, $b_j \in \mathbb{C} \ (j = 1 \ldots q)$ and the coefficients $A_i \in \mathbb{R}^+ \ (i = 1 \ldots p)$ and $B_j \in \mathbb{R}^+ \ (j = 1 \ldots q)$ are such that $1 + \sum_{i=1}^{p} B_i - \sum_{j=1}^{q} A_i \geq 0$. Under such conditions, it follows from the following asymptotic formula of ratio of gamma functions, see e.g. [17],
\[
\frac{\Gamma(z + \gamma)}{\Gamma(z + \gamma + \alpha)} = z^{-\alpha} \left[ 1 + \frac{(-\alpha)(2\gamma - \alpha - 1)}{2z} + O(z^{-2}) \right], \quad |\arg z| < \pi - \delta,
\]
that $_p\Psi_q (z)$ is an entire function with respect to $z$. Next, we introduce the functions
\[
\mathcal{N}_q(x) = \frac{\alpha(\alpha \lambda)^{1-\frac{1}{\alpha}} x^{-\frac{1}{\alpha}}}{\Gamma(\frac{1}{\alpha})} 2\Psi_1 \left( \begin{array}{c} (1,1), \left(1, 1 + \frac{1}{\alpha} \right) - \frac{1}{\alpha} \\ (\alpha, \alpha) \end{array} \mid \lambda x^\alpha \right), \quad \Re(x) \geq 0, \Re(q) > \lambda(1 - \alpha),
\]
and
\[
\mathcal{N}^q(x) = \frac{1}{\Gamma(\frac{1}{\alpha})} 2\Psi_1 \left( \begin{array}{c} (1,1), \left(1, \frac{1}{\alpha} \right) \\ (\alpha, 1) \end{array} \mid \lambda x^\alpha \right), \quad \Re(x) \geq 0, \Re(q) > \lambda(1 - \alpha).
\]
In particular, we write
\[
\mathcal{N}(x) = \lim_{q \to d} \Gamma \left( \frac{q}{\alpha \lambda} \right) \mathcal{N}_q(x)
\]
\[
= \alpha(\alpha \lambda)^{1-\frac{1}{\alpha}} x^{-\frac{1}{1-\frac{1}{\alpha}}} 2\Psi_1 \left( \begin{array}{c} (1,1), \left(1, 1 - \frac{1}{\alpha} \right) \\ (\alpha, \alpha) \end{array} \mid \lambda x^\alpha \right), \quad \Re(x) \geq 0.
\]
We stress that these specific entire functions are members of the class of generalized Fox-Wright functions which recently have played an increasingly significant role in various types of applications see e.g. [17] and [22]. We also mention that Schneider [23] and later Zolotarev [24] used these functions for some interesting representations of stable distributions. We are now ready to state our main result.
Theorem 1.1. Let $0 \leq x \leq a$ and $q \geq 0$. Then,

$$\mathbb{E}_x[e^{-qH_{0,a}}] = \mathcal{N}_q(x) + \frac{N_q(x)}{N_q(a)}(1 - \mathcal{N}_q(a)).$$

Remark 1.2. In the case $\alpha = 2$, that is when $X$ is the classical Ornstein-Uhlenbeck process, a straightforward computation leads to the known result, see e.g. [22, Formula 7.3.0.1],

$$\mathbb{E}_x[e^{-qH_{0,a}}] = \frac{S\left(\frac{x}{2}; \sqrt{2\lambda a}; \sqrt{2\lambda x}\right) + S\left(\frac{x}{2}; \sqrt{2\lambda a}; 0\right)}{S\left(\frac{x}{2}; \sqrt{2\lambda a}; 0\right)}$$

where

$$S(q; x; y) = \frac{\Gamma(q)}{\pi}e^{(x^2+y^2)/4}(D_{-q}(x)D_{-q}(y) - D_{-q}(x)D_{-q}(y)), q > 0$$

and

$$D_{-q}(z) = 2^{q/2}e^{-z^2/4} \sum_{n=0}^{\infty} \frac{\Gamma(n+q)}{n!}(-1)^n(\sqrt{2q})^n, z \in \mathbb{C},$$

stands for the parabolic cylinder function.

2 Proof

Let $H_a$ (resp. $\kappa_a$) denotes the upward (resp. downward) first passage time of $X$ at the level $a$. The proof of the Theorem is based on the following identities, for $0 \leq x \leq a$,

$$\mathbb{E}_x[e^{-qH_{0,a}}] = \mathbb{E}_x[e^{-q\kappa_a}1_{\{\kappa_a < H_a\}}] + \mathbb{E}_x[e^{-qH_a}1_{\{H_a < \kappa_a\}}]$$

$$= \mathbb{E}_x[e^{-q\kappa_a}] + \mathbb{E}_x[e^{-qH_a}1_{\{H_a < \kappa_a\}}] \left(1 - \mathbb{E}_a[e^{-q\kappa_a}]\right)$$

(2.1)

where the last line follows from the strong Markov property. Thus, we need to compute the Laplace transform of the first passage time at 0 and the first exit time of the interval $(0,a]$ from above of $X$. That will be done in several steps. First, we provide some general results on $X$ which will be useful for the sequel. Then, we compute the resolvent density of $X$ at the origin. Finally, by combining some martingale and potential theory devices, we derive the above mentioned Laplace transforms.

2.1 Some preliminary results

We start by recalling that the distribution of $Z_1$ is absolutely continuous with a continuous, everywhere positive density denoted by $p$, i.e. $\mathbb{P}(Z_1 \in dx) = p(x)dx$. It is plain from (2.2) and the scaling property of $Z$ that

$$\mathbb{E}_x[e^{\alpha X_1}] = \exp\left(e^{-\lambda x} + \frac{\psi(u)}{\alpha \lambda} \left(1 - e^{-\alpha \lambda}\right)\right), u \geq 0.$$
The choice of considering the transition densities with respect to the invariant measure will be justified in Section 2.3. Moreover, it is known that each point of the real line is regular (for itself), that is for any \(x \in \mathbb{R}\), \(\mathbb{P}_x(\tilde{H}_x = 0) = 1\), where \(\tilde{H}_x = \inf\{s > 0; X_s = x\}\), see Shiga [26]. As a consequence, for each singleton \(\{y\} \in \mathbb{R}\), \(X\) admits a local time, denoted by \(L^y_t\), see e.g. [5]. The continuous additive functional \(L^y\) is determined by its \(q\)-potential, \(u^q\), which is finite for any \(q > 0\) and given by

\[
u^q(x,y) = \mathbb{E}_x \left[ \int_0^\infty e^{-qt} dL^y_t \right].
\]

From the definition of \(L^y\) and the strong Markov property, we obtain the identity, see [5, Chap. V.3],

\[
\mathbb{E}_x \left[ e^{-qH} \right] = \frac{\nu^q(x,y)}{u^q(y,y)}, \quad x, y \in \mathbb{R}.
\]

For any \(q > 0\), let \(R^q\) be the \(q\)-resolvent of \(X\) which is defined, for every positive measurable function \(f\), by

\[
R^q f(x) = \int_0^\infty e^{-qt} \int f(y)p_t(x,y)p^\lambda(y)dy dt, \quad x \in \mathbb{R},
\]

where \(r^q(.,.)\) is the resolvent density of \(X\) with respect to the invariant measure. We summarize in the following some properties of the characteristics of \(X\).

**Proposition 2.1.** 1. For \(q > 0\), the mapping \((x,y) \mapsto r^q(x,y)\) is continuous and bounded by \(\max(q^{-1}, 0)\) on \(\mathbb{R} \times \mathbb{R}\).

2. The \(q\)-potential of \(L^y\) is related to the resolvent density of \(X\) as follows

\[
u^q(x,y) = r^q(x,y)p^\lambda(y), \quad x, y \in \mathbb{R}.
\]

3. Finally, the infinitesimal generator of \(X\) is given, for \(f \in C^2_0(\mathbb{R})\), the space of twice continuously differentiable functions vanishing at infinity, by

\[
A^{(\lambda)} f(x) = \left( \frac{c_\alpha}{\alpha - 1} - \lambda x \right) f'(x) + \int_{-\infty}^0 \left( f(x + y) - f(x) - y f'(x) 1_{\{|y| < 1\}} \right) c_\alpha |y|^{-\alpha - 1} dy
\]

where \(c_\alpha = -\frac{\alpha}{\Gamma(1-\alpha)} > 0\).

**Proof.** Since each point of the real line is regular (for itself) and \(X\) is recurrent, the fine topology coincides with the initial topology of \(\mathbb{R}\), the first claim follows from Bally and Stoica [11, Proposition 3.1]. The second claim is deduced from the following

\[
R^q f(x) = \mathbb{E}_x \left[ \int_{y \in \mathbb{R}} df(y) \int_0^\infty e^{-qt} dL^y_t \right]
\]

\[
= \int_{y \in \mathbb{R}} df(y) \nu^q(x,y).
\]
Finally, for \( f \in C^2_c(\mathbb{R}) \), we have
\[
A^{(\lambda)} f(x) = \lim_{t \downarrow 0} \frac{\mathbb{E}_x[f(X_t)] - f(x)}{t} = \lim_{t \downarrow 0} \frac{\mathbb{E} \left[ f(e^{-\lambda t}(x + Z_{\tau(t)}) \right] - f(e^{-\lambda t}x) \frac{\tau(t)}{t} + \frac{f(e^{-\lambda t}x) - f(x)}{t}.}
\]

As for \( t \downarrow 0 \), \( \tau(t)/t \to 1 \), \( \mathbb{E}_x[f(e^{-\lambda t}(x + Z_{\tau(t)}) - f(e^{-\lambda t}x) \frac{\tau(t)}{t} \to A^{(0)} f(x) \) and by Taylor expansion \( f(e^{-\lambda t}x) - f(x) \to -\lambda x f'(x) \) uniformly, we obtain the expression for \( A^{(\lambda)} \).

2.2 The resolvent density at the origin

We carry on by computing the constants \( r^q := r^q(0,0) \), the resolvent density at the origin, and \( u^q := u^q(0,0) \). These quantities will be useful in the proof of the main result.

**Proposition 2.2.** For any \( q > 0 \), we have
\[
r^q = \frac{1}{\alpha \lambda} B \left( \frac{\alpha - 1}{\alpha}, \frac{q}{\alpha \lambda} \right) \quad u^q = \frac{(\lambda \alpha)^{1/\alpha - 1} \Gamma \left( \frac{\alpha}{\alpha \lambda} \right)}{\alpha \Gamma \left( \frac{1}{\alpha \lambda} + 1 - \frac{1}{\alpha} \right)}
\]

where \( B \) and \( \Gamma \) stand for the beta and the gamma functions.

**Proof.** From the expression of the density of the semigroup \( \mathbb{P}_t \), we get
\[
r^q = \int_0^\infty e^{-q t} p_t(0,0) dt = \frac{p(0)}{p^\lambda(0)} \int_0^\infty e^{-q t} \tau^t(t) dt = \frac{p(0)}{p^\lambda(0)} (\lambda \alpha)^{1/\alpha - 1} B \left( 1 - \frac{1}{\alpha}, \frac{q}{\alpha \lambda} \right)
\]

where \( \tau^t(t) = \tau(t)^{-1/\alpha} e^{\lambda t} \) and the last line follows after performing the change of variable \( u = e^{\alpha \lambda t} - 1 \) and from the following integral representation of the Beta function, see e.g \[13, p. 376\],
\[
B(z_1, z_2) = \int_0^\infty u^{z_1 - 1} (1 + u)^{- z_1 - z_2} du, \quad \Re(z_i) > 0, \ i = 1, 2.
\]

Finally, by means of the continuity and the scaling property of the stable densities, we deduce that \( \lim_{x \to 0} \frac{p(x)}{p^\lambda(x)} = (\alpha \lambda)^{- \frac{1}{\alpha}} \), which gives the first claim. Finally, recalling that \( u^q = r^q p^\lambda(0) \), with \( p^\lambda(0) = (\alpha \lambda)^{1/\alpha - 1} \sin(\pi \alpha / \alpha) \Gamma \left( 1 + \frac{1}{\alpha} \right) \), see \[23, \text{Formula 4.9.1}\], the proof is completed by using the recurrence and reflection formulæ for the Gamma function
\[
\Gamma(\nu + 1) = \nu \Gamma(\nu) \quad \text{and} \quad \Gamma(\nu) \Gamma(1 - \nu) = \frac{\pi}{\sin(\pi \nu)}.
\]
Next, we leave aside the proof of the Theorem and start a short digression regarding the description of the length of the excursions away from 0 by $X$. Let us denote by $\sigma := (\sigma_l, l \geq 0)$ the right continuous inverse of the continuous and increasing functional $(L^0_t, t \geq 0)$. It is plain that $\sigma$ is a subordinator. Let us now introduce the recurrent $\delta$-dimensional radial Ornstein-Uhlenbeck process with drift parameter $\mu > 0$, which is defined, for $0 < \delta < 1$, as the non-negative solution to

$$dR_t = \left(\frac{\delta - 1}{2R_t} - \mu R_t\right)dt + dB_t$$

where $B$ is a Brownian motion. It is well-known that, under the condition $1 \leq \delta < 2$, the point $\{0\}$ is a recurrent state for $R$ and we denote by $\sigma^{(\delta, \mu)}$ the inverse local time at 0 of $R$.

We are now ready to state the following.

**Corollary 2.3.** The Lévy measure of the subordinator $\sigma$ is absolutely continuous with density $g$ given, for any $s > 0$, by

$$g(s) = \frac{\alpha - 1}{\Gamma\left(\frac{1}{\alpha}\right)} \left(\frac{\alpha \lambda}{\sinh \left(\frac{\alpha \lambda}{2} s\right)}\right)^{2 - 1/\alpha} G(s).$$

Moreover, we have the following identity

$$(\sigma_l, l \geq 0) \overset{(d)}{=} (\sigma^{(\delta, \mu)})_l, l \geq 0$$

where the normalization of the local time of $R$ is $C = \frac{(\alpha - 1)}{\Gamma\left(\frac{1}{\alpha}\right)}$.

**Proof.** It is well known that the Laplace exponent of $\sigma$ is expressed in terms of the $q$-potential of the local time as follows, see e.g. [5, Chap. V.3],

$$-\log \left(\mathbb{E}[e^{-q\sigma_1}]\right) = \frac{1}{u^q}.$$

Moreover, since the transition probabilities of $X$ are diffuse, $\sigma$ is a driftless subordinator. Thus, its Laplace exponent has the following form

$$\frac{1}{u^q} = \int_0^\infty (e^{-qs} - 1)G(ds)$$

for a measure $G$ on $[0, \infty]$ satisfying $\int_0^\infty (1 \wedge s)G(ds) < \infty$. Denoting $C_{\alpha} = \left(\frac{1}{\alpha}\right)^{1/\alpha - 1}$, we have, with $G(s) = G(s)$,

$$C_{\alpha} \Gamma\left(\frac{\alpha}{\alpha} + 1 - \frac{1}{\alpha}\right) = q \int_0^\infty e^{-qs}G(s) ds.$$

We deduce the expression for the density $g$ from the following integral representation of the ratio of gamma functions

$$\frac{\Gamma\left(\frac{\alpha}{\alpha} + 1 - \frac{1}{\alpha}\right)}{\Gamma\left(\frac{\alpha}{\alpha} + 1\right)} = \frac{\alpha \lambda}{\Gamma\left(\frac{1}{\alpha}\right)} \int_0^\infty e^{-qs}(e^{\alpha \lambda s} - 1)^{1/\alpha - 1} ds.$$

Finally, comparing with formula (16) in Pitman and Yor [21], we deduce that $g$ is also the density of the Lévy measure of the inverse local time of $R$ with dimension $\delta = \frac{\alpha}{\alpha}$ and parameter $\mu = \frac{\alpha \lambda}{2}$. The identity follows from the injectivity of the Laplace transform and the fact that $\sigma$ is a Lévy process.
2.3 The dual process

We introduce the dual process of $X$, denoted by $\hat{X}$, relative to the invariant measure $p^\lambda(y)dy$. That is, denoting by $\hat{R}^q$, the resolvent of $\hat{X}$, we have for every positive measurable function $f$,

$$\hat{R}^q f(x) = \int f(y)r^q(y,x)p^\lambda(y)dy, \ x \in \mathcal{X}.$$ 

Moreover, we shall need the expression of the Laplace transform of $H_a$, for $x \leq a$, which has been evaluated by Hadjiev [14], see also Novikov [18] for a similar result, as follows

$$\mathbb{E}_x[e^{-qH_a}] = \frac{H_a(x)}{H_q(a)}, \ q \geq 0, \tag{2.3}$$

where

$$H_q(x) = \frac{1}{\Gamma(q)} \int_0^\infty e^{(\alpha \lambda)x - u x^{\frac{q}{\alpha}} - u du.}$$

$\mathcal{H}$ admits also a representation in terms of the Wgh functions. Indeed, from the integral representation above, one gets

$$\mathcal{H}_q(x) = \left[ \frac{1}{\Gamma(q)} \sum_{n=0}^{\infty} \Gamma \left( \frac{n+q}{\alpha} \right) \right] \frac{1}{n!} (\alpha \lambda)^\frac{q}{\alpha} x^n$$

$$= \left[ \frac{1}{\Gamma(q)} \right] \mathbb{E}_x \left[ (\frac{1}{\alpha}, \frac{q}{\alpha}) \right] \frac{1}{n!} (\alpha \lambda)^\frac{q}{\alpha} x^n.$$ 

We deduce that $\mathcal{H}$ admits an analytical continuation on the whole complex plane with respect to $x$ and is analytic on the domain ($q \in \mathbb{C}; \Re(q) > \frac{1}{\alpha}$).

**Lemma 2.4.** $\hat{X}$ is an $\alpha$-stable Ornstein-Uhlenbeck of parameter $\lambda$ driven by $\hat{Z} = -Z$, the dual of $Z$ with respect to the Lebesgue measure. Consequently, for $q \geq 0$, $x \leq a$, we have

$$\mathbb{E}_a[e^{-q\hat{H}_x}] = \frac{H_a(-x)}{H_q(-a)}$$

where $\hat{H}_x$ stands for the upward first passage time of $\hat{X}$ at the level $x$. Moreover, for $q > 0$,

$$r^q(a,a) = r^qH(a)\hat{H}(-a)$$

$$r^q(x,a) = r^qH(x)\hat{H}(-a).$$

**Proof.** We write $\mathcal{L}(p)(u) := \int \rho e^{ux}p(x)dx$. We have $p^\lambda(u) = e^{\lambda \frac{u}{\alpha}}$ where $\mathcal{L}(p^\lambda)(u)$, $\Re(u) \geq 0$. Then, denoting by $A^{(-\lambda)}$ the infinitesimal generator of $X^{(-\lambda)}$, the stable Ornstein-Uhlenbeck process with parameter $-\lambda$, we derive easily

$$\mathcal{L} \left( A^{(-\lambda)} p^\lambda \right)(u) = \lambda \left( -u \frac{\partial}{\partial u} p^\lambda(u) - p^\lambda(u) \right) + \psi(u)p^\lambda(u)$$

$$= -\lambda p^\lambda(u).$$

Hence, $p^\lambda(.)$ is $-\lambda$-invariant for $X^{(-\lambda)}$. We deduce, from the expression of the semigroup $A^{(-\lambda)}$ and the stationarity of $X$, the following absolute continuity relationship, with obvious notation,

$$d\mathbb{P}^{(\lambda)}(X_t)_{|X_i} = e^{\lambda \frac{t}{\alpha}} \frac{p^{(\lambda)}(X_t)}{p^{(\lambda)}(x)} d\mathbb{P}^{(\lambda)}(X_t)_{|X_i}, \ t > 0.$$
Next, we write

\[ \hat{p}_t(x,y) = (p^\lambda(y))^{-1} \tau(t)^{-1/\alpha} e^{\lambda t} \hat{p}(\tau(t)^{-1/\alpha} e^{\lambda t} y - x) \]

\[ = (p^\lambda(y))^{-1} (-\tau(-t))^{-1/\alpha} p\left((-\tau(-t))^{-1/\alpha} e^{-\lambda t} x - y\right) \]

\[ = (p^\lambda(y))^{-1} e^{\lambda t} q_t(-\lambda)(y,x) = p_t(y,x), \]

which gives the first claim. The expression of the Laplace transform of \( \hat{H}_x \) is obtained by following a line of reasoning similar to Shiga [26, Theorem 3.1]. Finally, by means of the duality relationship between the resolvent densities

\[ r^q(x,a) = E_x[e^{-qH_0}]r^q(a,a) \]

and

\[ r^q(x,a) = E_x[e^{-qH_0}]r^q(a,a). \]

\[ 2.4 \text{ The first hitting and passage time at 0} \]

We recall that the \( \theta \)-scale function of \( Z \), denoted by \( \mathcal{W}^\theta \), has been computed by Bertoin [4] as follows

\[ \mathcal{W}^\theta(x) = x^{\alpha-1} \mathcal{E}_{\alpha,\alpha}(\theta^{1/\alpha} x) \alpha, \Re(x) \geq 0, \]

where \( \mathcal{E}_{\alpha,\beta} \) stands for the Mittag-Leffler function which is expressed in term of the Whittaker function by

\[ \mathcal{E}_{\alpha,\beta}(x) = 1 \Psi_1 \left( \begin{array}{c} 1,1 \\ \beta,\alpha \end{array} | x \right) . \]

We write simply \( \mathcal{Y}(\theta^{1/\alpha} x) = \alpha^{1-1/\alpha}\mathcal{W}^\theta(x) \).

**Lemma 2.5.** For any \( x, q \geq 0 \), we have

\[ E_x[e^{-qH_0}] = H_q(x) - \mathcal{N}_q(x) \]  \quad (2.4)

and

\[ E_x[e^{-qN_0}] = \mathcal{N}_q(x) - \alpha^{-1} \mathcal{N}_q(x). \]  \quad (2.5)
Proof. We deduce from (1.2) that \( T_0^- = \tau(H_0^0) \) a.s., where \( T_0^- \) stands for the downward hitting time of \( Z \) at 0. Thus,

\[
\mathbb{E}_x \left[ e^{-qH_0^0} \right] = \mathbb{E}_x \left[ (\alpha \lambda T_0^- + 1)^{-\frac{\alpha}{\alpha \lambda}} \right]. \tag{2.6}
\]

Moreover, Doney [7] showed that the law of \( T_0^- \) is characterized by

\[
\int_0^\infty e^{-\beta x} \mathbb{E}_x \left[ e^{-\theta T_0^-} \right] \, dx = \frac{1}{\beta - \theta^{1/\alpha}} - \frac{\alpha \theta^{1-1/\alpha}}{\beta^\alpha - \theta^\alpha},
\]

where the right-hand side is defined by continuity for \( \beta, \theta > 0 \). Noting that for \( \beta > \theta \)

\[
\frac{1}{\beta^\alpha - \theta^\alpha} = \sum_{n=1}^\infty \beta^{-\alpha n} \theta^{n-1},
\]

so inverting the Laplace transform yields, for \( x \geq 0 \),

\[
\mathbb{E}_x \left[ e^{-\theta T_0^-} \right] = e^{\theta^{1/\alpha} x} - \mathcal{V}(\theta^{1/\alpha} x). \tag{2.7}
\]

Next, setting \( \bar{\theta} = \alpha \lambda \theta \) and using a device introduced by Shepp [25] in the case of the Brownian motion, we integrate both sides of the previous identity by the measure \( \frac{1}{\Gamma(q)} e^{-\theta^{1/\alpha} x} \) to get

\[
\frac{1}{\Gamma(q)} \int_0^\infty \mathbb{E}_x \left[ e^{-\theta T_0^-} \right] e^{-\theta^{1/\alpha} x} \, d\theta = \frac{1}{\Gamma(q)} \int_0^\infty \left( e^{\theta^{1/\alpha} x} - \mathcal{V}(\theta^{1/\alpha} x) \right) e^{-\theta^{1/\alpha} x} \, d\theta.
\]

By using the change of variable \( u = \theta(\alpha \lambda T_0^- + 1) \) on the left hand side and observing that

\[
\frac{1}{\Gamma(q)} \int_0^\infty \mathcal{V}(\theta^{1/\alpha} x) e^{-\theta^{1/\alpha} x} \, d\theta = \mathcal{N}_q(x),
\]

we obtain from (2.6) that

\[
\mathbb{E}_x \left[ e^{-qH_0^0} \right] = \mathcal{H}_q(x) - \mathcal{N}_q(x).
\]

The expression of the Laplace transform of \( \kappa_0 \) is obtained in a similar way. Indeed, it is plain that \( \kappa_0 = \tau(\eta_0) \) a.s. with \( \eta_0 = \inf\{ s \geq 0; Z_s < 0 \} \). Thus,

\[
\mathbb{E}_x \left[ e^{-q\kappa_0} \right] = \mathbb{E}_x \left[ (\alpha \lambda \eta_0 + 1)^{-\frac{\alpha}{\alpha \lambda}} \right].
\]

Moreover, we know, see e.g. [4], that

\[
\mathbb{E}_x \left[ e^{-\theta \eta_0} \right] = \mathcal{E}_{\alpha,1}(\bar{\theta} x^\alpha) - \alpha^{-1} \mathcal{V}(\bar{\theta} x^\alpha).
\]

As above, integrating both sides of the latter equation by the measure \( \frac{1}{\Gamma(q)} e^{-\theta^{1/\alpha} x} \) we obtain

\[
\mathbb{E}_x \left[ e^{-qH_0^0} \right] = \mathcal{H}_q(x) - \mathcal{N}_q(x).
\]

\[
\Box
\]

2.5 First exit time from above

We denote by \( r_0^0 \) (resp. \( \bar{r}_0^0 \)), the resolvent density of the process \( X \) (resp. \( \bar{X} \)) killed when entering the negative line.
Lemma 2.6. For any \(a \geq x > 0\) and \(q \geq 0\), we have

\[
E_x[e^{-qH_a}I_{\{H_a < \kappa_0\}}] = \frac{N_q(x)}{N_q(a)}, \tag{2.8}
\]

\[
\mathbb{P}_x[H_a < \kappa_0] = \frac{N(x)}{N(a)}. \tag{2.9}
\]

Proof. First, for \(0 < x \leq a\), note that

\[
E_x[e^{-qH_a}I_{\{H_a < \kappa_0\}}] = \frac{r^q_0(x, a)}{r^q_0(a, a)}.
\]

Next, from the strong Markov property and the absence of negative jumps for \(\hat{X}\), we get, for \(x, a > 0\),

\[
\hat{r}^q_0(a, x) = \hat{r}^q(a, x) + E_a[e^{-qH_0}]r^q(0, x).
\]

Moreover, the switch identity for Markov processes, see [5, Chap.VI], tells us that \(\hat{r}^q_0(x, a) = r^q_0(a, x)\). Thus,

\[
\hat{r}^q_0(x, a) = r^q(x, a) + H_q(-a)r^q(0, x).
\]

However, from (2.4), we deduce that, for \(x \geq 0\),

\[
r^q(x, 0) = E_x[e^{-qH_0}]r^q = r^q(H_q(x) - N_q(x)).
\]

Hence, from Lemma 2.4, we get

\[
r^q_0(x, a) = r^qN_q(x)H_q(-a), \quad 0 < x \leq a. \tag{2.10}
\]

The continuity of the resolvent density yields

\[
r^q_0(a, a) = r^qN_q(a)H_q(-a), \quad 0 < a,
\]

which proves the first claim. The second assertion (2.9) is obtained by passage to the limit as \(q\) tends to 0, see (1.3).

Finally, the proof of the Theorem is completed by combining (2.1), (2.5) and (2.8).

3 Some concluding remarks

We proceed by studying the law of the first passage time of some (Markov) processes, the laws of which are constructed from the one of \(X\). In order to simplify the notation we shall work in the canonical setting. That is, we denote by \(D\) the space of càdlàg paths \(\omega : [0, \zeta) \rightarrow \mathbb{R}\) where \(\zeta = \zeta(w)\) is the lifetime. \(D\) will be equipped with the Skorohod topology, with its Borel \(\sigma\)-algebra \(\mathcal{F}\), and the natural filtration \((\mathcal{F}_t)_{t \geq 0}\). We keep the notation \(X\) for the coordinate process. Let \(\mathbb{P}_x\) (resp. \(E_x\)) be the law (resp. the expectation operator) of the stable Ornstein-Uhlenbeck process starting at \(x \in \mathbb{R}\).
3.1 The $\alpha$-stable Ornstein-Uhlenbeck Process Conditioned to Stay Positive

It is plain from (2.9) that the function $N$ is a positive invariant function for the $\alpha$-stable Ornstein-Uhlenbeck process killed at $\kappa_0$. Thus, one can define a new probability measure $P^\dagger$ on $D((0,\infty))$ by setting, for $x > 0$,

$$P^\dagger_x(A) = \frac{1}{N(x)}\mathbb{E}_x[N(X_t), A, t < \kappa_0], \quad A \in F_t. \quad (3.1)$$

$P^\dagger$ is a Doob’s $h$-transform of the killed process. It is plain that the lifetime $\zeta$ is infinite and that $X$ is a $(P^\dagger_x, F, F_t)$ strong Markov process. Moreover, $P^\dagger_x$ drifts to $+\infty$. It turns out that $P^\dagger_x$ can be identified as the law of $P_x$ conditioned by the event "$X$ stays positive". Indeed following [2], we introduce $P_{x,y}^{(0,y)}$, for $0 < x < y$, the law of the initial Ornstein-Uhlenbeck process starting from $x$, conditioned to make its first exit from $(0,y)$ through $y$ and killed when it hits $y$. Then, from the strong Markov property, we have, for any Borel set $A \in F_t$,

$$P_{x,y}^{(0,y)}(A, t < \zeta) = \frac{1}{N(x)}\mathbb{E}_x[N(X_t), A, t < \kappa_0, t < H_y].$$

By monotone convergence, as $y$ tends to $\infty$, we obtain (3.1). Let us still denote by $H_a$ the first passage time of the canonical process $X$ at the level $a > x$. Finally, let $r^q_t(x,y)$ denotes the resolvent density of $(X, P^\dagger)$. Observing that

$$\lim_{x \to 0} \frac{N_y(x)}{N(x)} = \frac{1}{\alpha \lambda r^q},$$

we deduce, from the definition of $P^\dagger_x$, (2.8) and (2.10), the following.

**Corollary 3.1.** Let $q \geq 0$ and $0 < x \leq a$, then

$$\mathbb{E}_x^\dagger[e^{-q H_a}] = \frac{N(a)N_y(x)}{N(x)N_y(a)}.$$

Moreover, the family of probability measures $(P^\dagger_x)_{x > 0}$ converges as $x \to 0^+$ in the sense of finite-dimensional distributions to a law which is characterized by

$$r^q_t(0, y) = \frac{1}{\alpha \lambda}N(y)H_q(-y), \quad 0 < y.$$

3.2 The Law of the Maximum of Bridges

In what follows, we readily extend a result of Pitman and Yor [20] regarding the law of maximum of diffusion bridges to our context. Recall that the $\alpha$-stable Ornstein-Uhlenbeck process is a strong Markov process with right continuous paths. From (2.2), it is plain that for any $t > 0$, its transition densities $p_t(x,y)$ are absolutely continuous with respect to the invariant measure and everywhere positive. Moreover, there exists a second right process $\hat{X}$ in duality with $X$ relative to the invariant measure. Under these conditions Fitzsimmons et al. [11] construct the bridges of $X$ by using Doob’s method of $h$-transform. More precisely, let us denote by $P_{x,y}^t$ the law of $X$ started at $x$ and conditioned to be at $y$ at time $t$. We have the following absolute continuity relationship, for $l < t$,

$$dP_{x,y}^t|_{P_{x,y}^l} = \frac{p_{t-l}(X_t,y)}{p_t(x,y)} \ dP_{x,y}^l|_{P_{x,y}^l}. \quad (3.2)$$
Let us denote by $M_t$ the maximum of the canonical process $X$ up to time $t > 0$. The law of the maximum of the bridge of $(X,\mathbb{P})$ is characterized in the following.

**Corrollary 3.2.** For $q > 0$, $x, y, a \in \mathbb{R}$ with $x, y \leq a$, we have

$$
\int_0^\infty e^{-qt} \mathbb{P}_{x,y}^t(M_t \geq a) p_t(x,y) \, dt = r^q(a,y) \frac{H_q(x)}{H_q(a)}.
$$

In particular, for the standard bridges, with $a \geq 0$, the expression simplifies to

$$
\int_0^\infty e^{-qt} \mathbb{P}_{0,0}^t(M_t \geq a) p_t(0,0) \, dt = r^q(a) \left( 1 - N_q(a) \right).
$$

**Proof.** Thanks to the absolute continuity relationship (3.2) and Doob’s optional stopping theorem, we have

$$
\mathbb{P}_{x,y}^t(H_a \in dl) p_t(x,y) = p_{l-t}(a,y) \mathbb{P}_x(H_a \in dl).
$$

Then, integrating both sides, we get

$$
\mathbb{P}_{x,y}^t(H_a \geq t)p_t(x,y) = \int_0^t p_{l-t}(a,y) \mathbb{P}_x(H_a \in dl).
$$

Next, we use the fact that $\mathbb{P}_{x,y}^t(H_a \leq t) = \mathbb{P}_{x,y}^t(M_t \geq a)$. Finally by taking the Laplace transform with respect to $t$, and by noticing the convolution on the right hand side of (3.3), we complete the proof.

**Remark 3.3.** It is plain that such a result could be derived for spectrally negative Lévy processes for which one can construct bridges by $h$-transform. It is, for instance, the case when the density of the Lévy process is absolutely continuous which implies that this density is positive all over the interior of its support, see Sharpe [24].

### 3.3 Analytical properties of some Wgh functions

We end up by providing some interesting properties of the Wgh functions.

**Corrollary 3.4.** For $1 < \alpha \leq 2$ and $x > 0$, the functions

$$
q \mapsto \frac{\Gamma(q + 1 - \frac{1}{\alpha})}{\Gamma(1 - \frac{1}{\alpha})} \frac{2 \Psi_1 \left( \frac{(1,1), (1,1 - \frac{1}{\alpha})}{(\alpha, \alpha)} \middle| x^\alpha \right)}{2 \Psi_1 \left( \frac{(1,1), (1,q + 1 - \frac{1}{\alpha})}{(\alpha, \alpha)} \middle| x^\alpha \right)},
$$

$$
q \mapsto \frac{\Gamma(q)}{1 \Psi_0 \left( \frac{(\frac{1}{\alpha}, q)}{x} \right)}
$$

are Laplace transforms of infinitely divisible distributions concentrated on the positive line. Finally, the mapping

$$
q \mapsto \frac{\Gamma(\alpha)}{1 \Psi_1 \left( \frac{(1,1)}{(\alpha, \alpha)} \middle| q \right)}
$$

is the Laplace transform of a self-decomposable distribution concentrated on the positive line.
Proof. From the absence of positive jumps, it is plain that for any \(0 < c < a\), we have,

\[(H_a, P_{<0}^+) \overset{(d)}{=} (H_c, P_{<0}^+) + (H_a, P_{<0}^+)\]

and from the strong Markov property the two random variables on the right hand side are independent. Then, following Kent [15], by splitting the interval \([0, a]\) in subintervals, we may express \((H_a, P_{<0}^+)\) as the limit of a null triangular array. Thus, \((H_a, P_{<0}^+)\) is infinitely divisible, see Feller [10]. From Corollary 3.1 and by developing the same reasoning with the stopping time \((H_a, P_0)\), we deduce the first assertion. Finally, in the limit case \(\lambda \to 0\), the upward first passage time process \((T_a)_{a>0}\) of the spectrally negative \(\alpha\)-stable process conditioned to stay positive is a \(\frac{1}{\alpha}\)-self-similar additive process. Hence, for any fixed \(a\), the law of \(T_a\) is self-decomposable, see e.g. Sato [22]. The proof is completed.

Acknowledgment. I am indebted to two anonymous referees for constructive and valuable comments. I am also grateful to Marc Yor for bringing the work of Schneider to my attention. This work was partially carried out while I was visiting the Department of Mathematics of ETH Zürich. I would like to thank the members of this group for their hospitality.

References

[1] V. Bally and L. Stoica. A class of Markov processes which admit a local time. *Ann. Probab.*, 15(1):241–262, 1987. [MR0877600]

[2] J. Bertoin. An extension of Pitman’s theorem for spectrally positive Lévy processes. *Ann. Probab.*, 20(3):1464–1483, 1992. [MR1175272]

[3] J. Bertoin. *Lévy Processes*. Cambridge University Press, Cambridge, 1996. [MR1406564]

[4] J. Bertoin. On the first exit time of a completely asymmetric stable process from a finite interval. *Bull. London Math. Soc.*, 28:514–520, 1996. [MR1396154]

[5] R.M. Blumenthal and R.K. Getoor. *Markov Processes and Potential Theory*. Academic Press, New York, 1968. [MR0264757]

[6] A.N. Borodin and P. Salminen. *Handbook of Brownian Motion - Facts and Formulae*. Probability and its Applications. Birkhäuser Verlag, Basel, 2nd edition, 2002. [MR1912205]

[7] R.A. Doney. Hitting probabilities for spectrally positive Lévy processes. *J. London Math. Soc.*, 2(44):566–576, 1991. [MR1149016]

[8] J.L. Doob. The Brownian movement and stochastic equations. *Ann. Math.*, 43(2):351–369, 1942. [MR0006634]

[9] A. Erdélyi, W. Magnus, F. Oberhettinger, and F.G. Tricomi. *Higher Transcendental Functions*, volume 3. McGraw-Hill, New York-Toronto-London, 1955. [MR0066666]

[10] W.E. Feller. *An Introduction to Probability Theory and its Applications*, volume 2. Wiley, New York, 2nd edition, 1971.

[11] P.J. Fitzsimmons, J. Pitman, and M. Yor. Markovian bridges: Construction, Palm interpretation, and splicing. *Seminar on Stochastic Processes*, pages 101–134, 1992. [MR1278079]
Two-sided exit problem for stable OU process

[12] R. Gorenflo, F. Mainardi, and H. M. Srivastava. Special functions in fractional relaxation-oscillation and fractional diffusion-wave phenomena. In D. Bainov, editor, Proceedings of the Eighth International Colloquium on Differential Equations (Plovdiv, 1997), pages 195–202, Utrecht, 1998. VSP. [MR1644941]

[13] I.S. Gradshteyn and I.M. Ryzhik. Table of Integrals, Series and Products. Academic Press, San Diego, 6th edition, 2000. [MR1773820]

[14] D.I. Hadjiev. The first passage problem for generalized Ornstein-Uhlenbeck processes with nonpositive jumps. In Séminaire de Probabilités XIX, 1983/84, volume 1123 of Lecture Notes in Math., pages 80–90. Springer, Berlin, 1985. [MR0889469]

[15] J. Kent. Some probabilistic properties of Bessel functions. Ann. Probab., 6(5):760–770, 1978. [MR0501378]

[16] A.E. Kyprianou. Introductory Lectures on Fluctuations of Lévy Processes with Applications. Universitext. Springer-Verlag, Berlin, 2006. [MR2250061]

[17] N.N. Lebedev. Special Functions and their Applications. Dover Publications, New York, 1972. [MR0350075]

[18] A. A. Novikov. The martingale approach in problems on the time of the first crossing of nonlinear boundaries. Trudy Mat. Inst. Steklov., 158:130–152, 1981 (English version 1983). [MR0662841]

[19] P. Patie. On a martingale associated to generalized Ornstein-Uhlenbeck processes and an application to finance. Stochastic Process. Appl., 115(4):593–607, 2005. [MR2128632]

[20] J. Pitman and M. Yor. Decomposition at the maximum for excursions and bridges of one-dimensional diffusions. In Itô’s Stochastic Calculus and Probability Theory, pages 293–310. Springer, Tokyo, 1996. [MR1439532]

[21] J. Pitman and M. Yor. On the lengths of excursions of some Markov processes. In Séminaire de Probabilités XXXI, volume 1655 of Lecture Notes in Math., pages 272–286. Springer, Berlin, 1997. [MR1478737]

[22] K. Sato. Lévy Processes and Infinitely Divisible Distributions. Cambridge University Press, Cambridge, 1999. [MR1739520]

[23] W. R. Schneider. Stable distributions: Fox functions representation and generalization. In Stochastic processes in classical and quantum systems (Ascona, 1985), volume 262 of Lecture Notes in Phys., pages 497–511. Springer, Berlin, 1986. [MR0870201]

[24] M.J. Sharpe. Support of convolution semigroups and densities. In Probability Measures on Groups and Related Structures XI (H. Heyer, Ed.), pages 364-369. World Scientific Publishing, River Edge, 1995. [MR1414946]

[25] L.A. Shepp. A first passage problem for the Wiener process. Ann. Math. Stat., 38:1912–1914, 1967. [MR0217879]

[26] T. Shiga. A recurrence criterion for Markov processes of Ornstein-Uhlenbeck type. Probab. Theory Related Fields, 85(4):425–447, 1990. [MR1061937]
[27] H.M. Srivastava and P.W. Karlsson. *Multiple Gaussian Hypergeometric Series*. Ellis Horwood Series: Math. Appl. Ellis Horwood Ltd., Chichester, 1985. [MR834358]

[28] V. Uchaikin and M. Zolotarev. *Chance and Stability - Stable Distributions and their Applications*. Modern Probability and Statistics. VSP, Utrecht, 1999. [MR1745764]

[29] V. M. Zolotarev. On representation of densities of stable laws by special functions. *Theory of Probability and its Applications*, 39(2):354–362, 1994. [MR1404693]