An Exponential Varying-Parameter Neural Network for Repetitive Tracking of Mobile Manipulators

1. Introduction

Robotic arms have attracted increasing attention in engineering applications. Various algorithms and methodologies have been investigated for the kinematics of the robotic arms. Among the existed robot arms, redundant manipulators have played an enormous role in industrial control for repeatable dull work, such as equipping [1], automation [2, 3], and manufacturing [4, 5]. A manipulator is defined as redundancy when the degrees of freedom (DOF) are more than the minimum required to fulfil a given task by the end effector. One of the most important issues in the operating space is the redundancy resolution that is the solutions for trajectory of each free joint vector when a primary task of the end effector is given in the Cartesian path. The redundant DOF produces infinite feasible solutions to redundancy resolution schemes. For example, multiobjective grabbing is studied in motion planning of redundant manipulators, which utilized the closed-loop pseudo-inverse technology and a genetic inherit algorithm [6–8]. Minimum velocity optimization based on pseudo-inverse focusing on decreasing the sum of squares of joint velocities is investigated in [8]. However, it cannot guarantee the non-singularities of each joint angle. Moreover, the repetitiveness of the end effector with the redundant manipulator may not be realized.

To obtain widely flexible operation space for special tasks, algorithms about kinematics of the mobile manipulators have been studied by industry, military, and aerospace control [9, 10]. The integration of a mobile manipulator consists of a mobile platform and a robot manipulator upside. How to coordinate the given task with the gross movement completed by the mobile base is a comprehensive problem. It is a challenge subject to realize repetitiveness of a mobile manipulator on the inverse motion scheme. Tchon firstly exploited an endogenous configuration algorithm for repetitive kinematics of the mobile manipulators [11]. Further investigations about the spatial vector and extended Jacobian for inverse kinematics of the mobile manipulator are presented in [12–14]. With the development of neural networks, various solutions have been shown due to the distributed storage, adaptive capability, and easy implementation. He et al. proposed an adaptive neural network model for rehabilitation with unknown kinematic system.
In [16], a unknown model with Jacobian matrix adaptation for repetitive control was presented. For unknown dynamic systems, various optimization programming of parameter estimation via the neural network model are studied with the condition of friction compensation and fuzzy control [17–19]. In [20], a feasible controller for a flexible mobile manipulator system concerning the kinematic vibration was designed. A great deal of recurrent neural network (RNN) is mainly focusing online solution for time-varying problems. Among these neural solutions, a systematic methodology of the Zhang neural network (ZNN) gradually formalized since 2008 [21–23]. Despite of the success contribution of ZNN models, the convergent time of the dynamic ZNN is infinite, which is not satisfying the situation for real-time processing. A serial of finite time neural network models are presented to accelerate the convergent speed [24–28]. Considering the joint limitation of the mobile manipulator, an energy minimization resolution via the velocity variable and accelerated velocity variable was established to guarantee the norm of the velocity to zero and realize repetitiveness of mobile manipulators. A serial of finite time neural networks are considered the varying coefficient of the neural networks.

Kinematic control of the robot arm via neural networks is a popular trend for different trajectory tracking. To remedy the drifting joint phenomenon, an extended motion scheme at the joint-velocity level has been proposed [30]. In [31], a neural dynamic method is exploited for repetitive kinematics of a dual-arm manipulator. With the development of neural dynamics, neural network technologies in cooperative control of multiple manipulators have been sprung up. A distributed task allocation from the perspective of competitive control for multiple manipulators was proposed in [32]. Recurrent neural networks for distributed multiple manipulators have been evaluated in executing the given tasks [33].

However, the position rehabilitation of each joint of the robotic arms is an important direction in robotic kinematics, which can avoid joint-physical limitation and realize repeatable motion task. This is our main motivation for the present research. To satisfy the faster convergent requirement, different from the fixed parameter neural network model such as ZNN, an exponential varying-parameter neural network (EVPNN), is constructed in this paper. It is noted as varying-parameter neural network because the scaling parameter of the EVPNN is varying with time. It is necessary to point out that the proposed EVPNN is prompt to solve complex online optimization, such as trajectory planning of a mobile manipulator.

The remainder of this paper is organized as follows. Section 2 gives the kinematic formulation of the mobile manipulator. In Section 3, an EVPNN model is constructed and analyzed for solving the repetitive kinematic scheme. Simulation results on a mobile manipulator with three wheels are shown in Section 4. Section 5 concludes the paper.

The main contributions of this manuscript are highlighted as follows:

1. A novel EVPNN is presented and analyzed to solve the repetitive trajectory tracking of mobile manipulators under external noises. It is the first time to construct such an EVPNN model for solving this inverse redundancy scheme.

2. Theoretical analysis proves that the novel EVPNN can reduce to zero in exponential convergent rate and obtain high convergent precision.

3. Simulation comparisons between the EVPNN and the ZNN illustrate the exponential convergent rate, higher convergent accuracy, and strong robustness of the EVPNN when both neural solutions are applied to realize the repeatable motion of mobile manipulators.

2. Fundamentals, Scheme, and QP Formulation

Kinematic analysis of the manipulator is demonstrated in experiments with the seven-DOF (degree-of-freedom) mobile-base PA10 robot. PA10 robotic arm in [34] is composed of three links, connected together by a set of joints. Moreover, the mechanical arm can move flexibly by adding three Swedish wheels to the base, thus breaking the space limitation.

2.1. Redundant Manipulator Kinematics. For mobile manipulators, the issue of kinematics can be described as studying the relation between the movement of each joint angle and the pose of the end effector without considering torques for the motor system. The forward kinematic equation is as follows:

\[ r(t) = f(\theta(t)), \]

where \( \theta(t) \in R^n \) denotes the joint angle vector of an n-DOF manipulator with respect to time \( t \). \( r(t) \in R^m \) denotes the end-effector’s position vector in the \( m \)-dimensional Cartesian space. Besides, it also reaches consensus on \( n > m \). When given a specific construct of the robot arm and some parameters about it, forward-kinematics mapping function \( f(\cdot): R^n \rightarrow R^m \) can be obtained.

According to the definition of equation (1), the inverse kinematic equation at the velocity level is considered as follows:

\[ \dot{r}(t) = J(\theta(t))\dot{\theta}(t), \]

where \( J(\theta(t)) = \partial f(\theta(t))/\partial \theta(t) \), and \( J(\theta(t)) \in R^{m \times n} \) is called the Jacobian matrix. \( \dot{r}(t) = dr(t)/dt \) and \( \dot{\theta}(t) = d\theta(t)/dt \) denote the velocity and joint velocity, respectively.

2.2. Kinematic Analysis of the Mobile Platform. We now consider a mobile platform with three Swedish wheels, and the geometric analysis of the mobile base in the global
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can be depicted as in Figure 1. In [35], the motion constraint is described as

$$\begin{bmatrix}
\dot{P}_A \\
\dot{\alpha}
\end{bmatrix} = \begin{bmatrix} M_2 \\ M_1 \end{bmatrix} \times \dot{\rho},
$$

(3)

where $P_A = [x_A, y_A]^T$ is the coordinate of center point $A$ of the mobile platform on the $x$-axis and $y$-axis. Consider that wheels in this paper do not move in the $z$-axis direction, so $z_A = 0$. Furthermore, $\dot{P}_A$ is the time derivative of $P_A$. $\alpha$ denotes the heading angle of the removable base, and $\dot{\alpha}$ is the angular velocity. In addition,

$$M_2 = \frac{2r}{3} \begin{bmatrix}
-\sin \alpha & -\sin \left(\frac{\pi}{3} - \alpha\right) & \sin \left(\frac{\pi}{3} + \alpha\right) \\
\cos \alpha & -\cos \left(\frac{\pi}{3} - \alpha\right) & -\cos \left(\frac{\pi}{3} + \alpha\right)
\end{bmatrix},$$

(4)

$$M_1 = \begin{bmatrix} r & r & r \\
\frac{r}{3} & \frac{r}{3} & \frac{r}{3}
\end{bmatrix},$$

(5)

$$\dot{\rho} = [\dot{\rho}_1, \dot{\rho}_2, \dot{\rho}_3]^T,$$

(6)

where $r$ denotes the radius of three wheels with the same structure and $I$ denotes the distance between center point $A$ and wheel. Then, $A$, $\dot{\rho}_2$, and $\dot{\rho}_3$ represent rotation speeds of three wheels, respectively.

2.3. Integration Analysis of the Wheeled Mobile Robot. As for the PA10 robot ($m = 3$ and $n = 7$) with the wheeled platform, the position of the end actuator is constrained by the heading angle and seven joint angles as follows:

$$r_G = \begin{bmatrix}
x_G \\
y_G \\
z_G
\end{bmatrix} = R(\alpha) f(\theta(t)) + \begin{bmatrix} P_A \\ 0 \end{bmatrix},$$

(7)

where $r_G$ denotes the position of the end effector based on the global coordinate system $\{O_G - X_G Y_G Z_G\}$. $R(\alpha)$ is an orthogonal rotation matrix between the mobile base and the robot arm, which is formulated as

$$R(\alpha) = \begin{bmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{bmatrix}. $$

(8)

Evaluate the derivative of equation (7) with respect to time after letting $F(\alpha, \theta) = R(\alpha) f(\theta(t))$, that is,

$$\dot{r}_G = \frac{\partial F(\alpha, \theta)}{\partial \beta} \cdot \frac{\partial \beta}{\partial t} + \begin{bmatrix} \dot{P}_A \\ 0 \end{bmatrix},$$

(9)

where $\beta = [\alpha, \theta]^T$. Then,

$$\dot{r}_G = J(\alpha, \theta) \begin{bmatrix} \dot{\alpha} \\
\dot{\theta}
\end{bmatrix} + \begin{bmatrix} \dot{P}_A \\ 0 \end{bmatrix},$$

(10)

where $J$ is the Jacobian matrix, $\dot{\alpha}$ is the angular velocity. In addition, $\dot{r}_G$ denotes the position of the end effector based on the global coordinate system $\{O_G - X_G Y_G Z_G\}$. $R(\alpha)$ is an orthogonal rotation matrix between the mobile base and the robot arm, which is formulated as

where $\Theta = [\rho; \theta] \in R^{10 \times 1}$. Moreover, $\sigma = [\eta_1 \sin((a(\alpha(t))) - \sin((a(0)))); \eta_2 (P_A(t) - P_A(0)); \eta_3 (\theta(t) - \theta(0))] \in R^{10 \times 1}$, in which three configurable parameters $\eta_1, \eta_2, \eta_3 > 0$ and so is $k$ in equation (13). $r_G^*$ denotes the ideal path of the manipulator. Furthermore, the criterion of the repetitive motion scheme can be expanded as

$$\frac{1}{2} \|Q \dot{\Theta} + \sigma \|^2_2 = \frac{1}{2} \|Q^{\top} Q \dot{\Theta} + \sigma^{\top} \sigma \|^2_2 + \frac{1}{2} \|\dot{\rho} \|^2_2. $$

(13)

subject to $\dot{r}_G = r_G^* + k (r_G^* - r_G)$.

where $Q = [Q_1; 0; I] \in R^{10 \times 10}$ with $I$ being a seven-dimensional identity matrix, and $Q_1 = \begin{bmatrix} M_1 \cos \alpha; M_2 \end{bmatrix}$. Moreover, $\sigma = [\eta_1 \sin((a(\alpha(t))) - \sin((a(0)))); \eta_2 (P_A(t) - P_A(0)); \eta_3 (\theta(t) - \theta(0))] \in R^{10 \times 1}$, in which three configurable parameters $\eta_1, \eta_2, \eta_3 > 0$ and so is $k$ in equation (13). $r_G^*$ denotes the ideal path of the manipulator. Furthermore, the criterion of the repetitive motion scheme can be expanded as

$$\frac{1}{2} \|Q \dot{\Theta} + \sigma \|^2_2 = \frac{1}{2} \|Q^{\top} Q \dot{\Theta} + \sigma^{\top} \sigma \|^2_2 + \frac{1}{2} \|\dot{\rho} \|^2_2. $$

Note that $\dot{\rho} = 0$ is a critical role in equation (13), this paper decides to omit it, reducing the complexity of the calculation process. Besides,
we set the analytic solution \( \hat{\Theta} \) as \( X, V = Q^T Q \), and \( S = Q^T a \). Therefore, equation (13) has been reformulated as

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2}X^T V X + S^T X \\
\text{subject to} & \quad MX = r_G^* + k(r_G^* - r_G).
\end{align*}
\] (15)

Using the relative Lagrange theorem can solve the above QP (quadratic programming) problem. Firstly, we set \( L(X(t), \lambda(t), t) = X^T V X + S^T X + \lambda^T (MX - r_G^* - k(r_G^* - r_G)) \) with \( \lambda(t) \in R^{23} \) denoting the Lagrange-multiplier vector. Then, partial derivation of \( L(X(t), \lambda(t), t) \) is evaluated with respect to \( X(t) \) and \( \lambda(t) \), respectively:

\[
\begin{align*}
\frac{\partial L(X(t), \lambda(t), t)}{\partial X(t)} &= VX + S + M^T \lambda = 0, \\
\frac{\partial L(X(t), \lambda(t), t)}{\partial \lambda(t)} &= MX - r_G^* - k(r_G^* - r_G) = 0.
\end{align*}
\] (16)

That is,

\[
H(t)Y(t) = G(t),
\] (17)

where

\[
\begin{align*}
H(t) &= \begin{bmatrix} V(t) & M^T(t) \end{bmatrix} \in R^{13 \times 13}, \\
Y(t) &= \begin{bmatrix} X(t) \lambda(t) \end{bmatrix} \in R^{13 \times 1}, \\
G(t) &= \begin{bmatrix} -S(t) \\
r_G^*(t) + k(r_G^* - r_G(t)) \end{bmatrix} \in R^{13 \times 1}.
\end{align*}
\] (18)

### 3. Time-Varying QP Solver

To approximate the solution of (17), we choose a vector-form error function \( E(t) = H(t)Y(t) - G(t) \) to track the time-varying solution \( Y(t) \) of equation (17). In other words, \( E(t) \) is used to measure the difference between \( Y(t) \) and its theoretical solution \( Y^*(t) \). The differential equation for \( E(t) \) gives

\[
\dot{E}(t) = \frac{dE}{dt} = \dot{H}(t)Y(t) + H(t)\dot{Y}(t) - \dot{G}(t).
\] (19)

Y. N. Zhang in [22] once came up with the following design formula to monitor time-varying \( E(t) \), which is called the ZNN:

\[
\dot{E}(t) = -\gamma \Phi(E(t)).
\] (20)

With the improvement of (20), an exponential varying-parameter form of such an error vector \( E(t) \) is introduced as (termed EVPNN)

\[
\dot{E}(t) = -\gamma \Psi^{\star a} \Phi(E(t)).
\] (21)

There are three regulable constants \( \gamma, \psi, \) and \( a \), which satisfy \( \gamma > 0, \psi \geq 1, \) and \( a \geq 0 \). Routinely, \( \Phi(\cdot) \) denotes the general form of the differentiable activation function, which is monotonically increasing and odd. Three frequently used \( \Phi(\cdot) \) (the scalar form of \( \Phi(\cdot) \)) are selected:

1. Linear type, \( \phi(e_i) = e_i \), with \( e_i \) denoting the \( i \)-th entry of \( E(t) \).
2. Biexponential type, \( \phi(e_i) = \exp(be_i) - \exp(-be_i) \), with \( b > 2 \).
3. Bipolar sigmoid type:

\[
\phi(e_i) = \frac{1 + \exp(-e_i)}{1 + \exp(-e_i)}
\] (22)

with \( e \geq 2 \) for \( 0 \leq |e_i| \leq 1 \).

At last, applying (21) to repetitive motion planning for the mobile PA10 manipulator, we obtain the following EVPNN model:

\[
Y(t) = -H(t)Y(t) + (I - H(t))Y(t) - X^* \Phi(H(t))Y(t) - G(t) + \dot{G}(t).
\] (23)

Figure 2 reveals the implementation process of the EVPNN model (23) thoroughly when solving the repeated motion planning of the mobile manipulator. In this control system, the controller represents the EVPNN model this paper proposed, and plant denotes the problem to be solved.

#### 3.1. Global Stability Analysis

**Theorem 1.** Given \( H(t) \) and \( G(t) \), the solution of \( Y(t) \) obtained by model (23) globally converges to the theoretical solution \( Y^*(t) \) when applied to solve the repetitive motion problem of the mobile manipulator (13).

**Proof.** Firstly, a nonnegative Lyapunov function \( v(t) \) is introduced in this part to prove the global stability of model (23), which is designed as

\[
v(t) = \frac{\|E(t)\|^2}{2} = \frac{E^T(t)E(t)}{2} \geq 0,
\] (24)

where \( v(t) = 0 \) as long as \( E(t) = 0 \). Then, a derivative of \( v(t) \) is taken with respect to time, that is,

\[
\dot{v}(t) = E^T(t)\dot{E}(t) = -\gamma \Psi^{\star a} \sum_{i=1}^{13} e_i(t)\phi(e_i(t)).
\] (25)

Considering \( \phi(\cdot) \) is a monotonically increasing odd function, it must satisfy \( e_i(t)\phi(e_i(t)) \geq 0 \) in equation (25). We have \( \dot{v}(t) \leq 0 \). By means of Lyapunov’s stability theory, the global stability of model (23) for solving repetitive movement is studied. \( \square \)

**Theorem 2.** Given time-varying matrices \( H(t) \) and \( G(t) \), the solution of \( Y(t) \) obtained by model (23) takes an exponentially convergent rate for the theoretical solution \( Y^*(t) \) when applied to solve the repetitive motion problem of the mobile manipulator (13).
Figure 2: The realization process of model (23) for solving the repeated motion planning of the mobile manipulator.

Proof. When adopting a specific linear activation function, equation (21) has been transformed as $e_i(t) = -\gamma \psi^{\varepsilon_{ta}} e_i(t)$, and then we get

$$e_i(t) = e_i(0) \exp \left( \frac{\gamma \psi^\varepsilon (1 - \psi^\varepsilon)}{\ln \psi} \right).$$

(26)

The convergence rate is $\gamma \psi^\varepsilon (\psi^\varepsilon - 1)/(\ln \psi)$. The same steps are followed to solve the ZNN in the linear condition, and we obtain that the convergent speed is $\gamma$. Taking derivation of two sides to time variable $t$, we have

$$\dot{z}(t) = (\psi^{\varepsilon t} - 1) \ln \psi,$$

(27)

where $\psi \geq 1$, $a \geq 0$, and $z(0) = 0$, and we find that $\dot{z}(t) \geq 0$. It is noted that $z(t)$ is always nonnegative, and $\gamma \psi^\varepsilon (\psi^\varepsilon - 1)/(\ln \psi) \geq \gamma$. Therefore, it comes to the conclusion that the EVPNN model employs a better exponential convergence performance.

When adopting the nonlinear activation function in (21), such as bipolar sigmoid function, we get

$$e_i(t) = \frac{2}{\varepsilon} \ln \left( \frac{1}{2} \left( \exp \left( \frac{\varepsilon c}{2} \right) + \sqrt{\exp(\varepsilon c) + 4} \right) \right),$$

(28)

where

$$\zeta = \frac{\gamma \psi^\varepsilon (1 + \exp(-\varepsilon)) (1 - \psi^\varepsilon)}{(1 - \exp(-\varepsilon)) \ln \psi} + \frac{2 \ln(1 - \exp(-\varepsilon)) \ln \psi}{\varepsilon} + e_i(0).$$

(29)

In order to reflect the superexponential convergence of the model under the nonlinear activation function, we compare $\dot{v}_b$ and $\dot{v}_l$ with Lyapunov function (25), with $\dot{v}_b$ and $\dot{v}_l$ denoting the bipolar sigmoid type and linear type:

$$\dot{v}_b - \dot{v}_l = -\gamma \psi^{\varepsilon_{ta}} \sum_{i=1}^{13} e_i(t) \left( \frac{(1 - \exp(-\varepsilon c)(t))}{1 + \exp(-\varepsilon c)(t)} \right) - e_i(t).$$

(30)

Let

$$\Gamma(e_i(t)) = \frac{t(1 - \exp(-\varepsilon c)(t))}{1 + \exp(-\varepsilon c)(t)} - e_i(t),$$

(31)

where $t = (1 + \exp(-\varepsilon))/(1 - \exp(-\varepsilon))$. The second derivative of $\Gamma(e_i(t))$ is taken with regard to $e_i(t)$, that is,

$$\ddot{\Gamma}(e_i(t)) = \frac{d^2 \Gamma(e_i(t))}{de_i^2(t)} = \frac{2 \varepsilon^2 \exp(-\varepsilon c)(1 + \exp(-\varepsilon c))-1}{(1 + \exp(-\varepsilon c))^2}.$$

(32)

If $0 \leq e_i \leq 1$, $\ddot{\Gamma}(e_i(t)) < 0$. It is proved that $\Gamma(e_i(t))$ is a convex function when $e_i(t) \in [0, 1]$. Besides, $\Gamma(0) = \Gamma(1) = 0$. Therefore, $\Gamma(e_i(t))$ is constantly greater than zero in the case of $e_i(t) \in [0, 1]$, $(1 - \exp(-\varepsilon c)(t))/1 + \exp(-\varepsilon c)(t))$ as well as $e_i(t)$ are odd functions. It means that $\Gamma(e_i(t)) < 0$ in the case of $e_i(t) \in [-1, 0]$. $\hat{v}_b(t) < \hat{v}_l(t)$. We can come to a conclusion that the EVPNN model equipped with the bipolar sigmoid activation function has a superior exponential convergence. The proof is thus completed. $\square$

3.2. Robustness Analysis. Due to the existences of various kinds of noises, a robust compensator is designed based on the control theory in this section.

**Theorem 3.** Even in the environment of external interference $\zeta(t)$, the analytical solution $Y(t)$ of the QP problem solved by disturbed model (33) can converge to the theoretical solution $Y^*(t)$ globally, or the calculated error $E(t)$ can be controlled within a certain range with the upper bound of $E(t)$ limited by $(1 + \sqrt[3]{13})/2c \gamma \psi^{\varepsilon_{ta}}$.

Proof. For solving QP problem (13) under the pollution of an external bounded disturbance $\xi(t) \in R^{13 \times 1}$, we have the following disturbed EVPNN model:

$$\dot{Y}(t) = -H(t)Y(t) + (I - H(t))\dot{Y}(t) - \gamma \psi^{\varepsilon_{ta}} \Phi(H(t)Y(t) - G(t)) + G(t) + \zeta(t).$$

(33)

Then, equation (33) can be reduced to a formula concerning the error function $E(t)$, which is described as

$$\dot{E}(t) = -\gamma \psi^{\varepsilon_{ta}} \Phi(E(t)) + \zeta(t).$$

(34)

Taking equation (34) into the time derivative of the Lyapunov function defined before, we have

$$\dot{v}(t) = -\gamma \psi^{\varepsilon_{ta}} \sum_{i=1}^{13} e_i(t) \Phi(e_i(t)) + \sum_{i=1}^{13} e_i(t) \zeta_i(t).$$

(35)

Letting $\|\zeta(t)\|_{F} \leq \varphi$, with $\varphi > 0$ and $\|\cdot\|_{F}$ denoting Frobenius norm, we obtain

$$\dot{v}(t) \leq -\sum_{i=1}^{13} e_i(t) \left( \gamma \psi^{\varepsilon_{ta}} \Phi(e_i(t)) - \varphi \right).$$

(36)

For the convenience of research, we further get

$$\dot{v}(t) \leq -\sum_{i=1}^{13} (t) \left( \gamma \psi^{\varepsilon_{ta}} \Phi(|e_i(t)|) - \varphi \right) = -\sum_{i=1}^{13} e_i(t) |B(t)|.$$

(37)

where $B_i(t) = \gamma \psi^{\varepsilon_{ta}} \Phi(|e_i(t)|) - \varphi$. 
On account of the uncertainty of $B_i(t)$, we cannot judge the positive and negative of $v(t)$ directly. Thus, we will analyze the following two situations:

1. If $B_i(t) \geq 0$, it follows that $\dot{v}(t) < 0$. By means of the Lyapunov stability theorem, it is proved that the error between the analytical solution calculated by disturbed model (33) and the ideal solution converges to zero globally.

2. If $B_i(t) < 0$, it will happen that $\dot{v}(t) \leq 0$. Next, we will focus on the second and worst situation. Supposing that $\phi_i \in [c_i, t]$, where $c \geq 1$, we have

$$\dot{v}(t) \leq -c\psi^{1/3} \sum_{i=1}^{13} e_i(t) \left( |e_i(t)| - \frac{\psi}{c\psi^{1/3}} \right) = \sum_{i=1}^{13} Z_i(t),$$

where $Z_i(t) = -c\psi^{1/3} |e_i(t)| - \phi/c\psi^{1/3}$. By deriving $Z_i(t)$ about $|e_i(t)|$, we easily find that $Z_i(t)$ achieves maximum $\psi^2/4c\psi^{1/3}$ when $|e_i(t)| = \phi/2c\psi^{1/3}$. In addition, the sum of the top 12 elements $\sum_{i=1}^{12} Z_i(t)$ and the other is the 13th element $Z_{13}(t)$. Now, assume that

$$Z_i(t) = \frac{\psi^2}{4c\psi^{1/3}}, \quad \forall i = 1, 2, \ldots, 12. \quad (39)$$

There is no doubt that $\sum_{i=1}^{12} Z_i(t)$ is maximal in this case. It will follow that

$$\sum_{i=1}^{13} Z_i(t) = -c\psi^{1/3} |e_{13}(t)|^2 + \psi |e_{13}(t)| + \frac{3\psi^2}{2c\psi^{1/3}}. \quad (40)$$

Since the previous assumption is that the upper bound of $\dot{v}(t)$ is positive, that is to say, $\sum_{i=1}^{13} Z_i(t) > 0$. Consequently, for each $i \in [1, 13]$, we have

$$\max |e_i(t)| \leq \frac{(1 + \sqrt{13}) \phi}{2c\psi^{1/3}}. \quad (41)$$

Therefore, every $|e_i(t)|$ has an upper bound and will never exceed it.

### 4. Simulations, Comparisons, and Tests

In this section, for testing the reliability and accuracy of two models (23) and (33), we apply them to the PA10 mobile manipulator, respectively, with the task of running star-shaped and as well as cardioid tracking paths when we take joint drifting phenomenon into consideration initially. Moreover, for the purpose of highlighting the superiority of the proposed model, the analysis compared with the ZNN model is also added. The ZNN model is described as follows:

$$\begin{align*}
\dot{Y}(t) &= -H(t)Y(t) + (I - H(t))\dot{Y}(t) - \gamma \Phi(H(t))Y(t) \\
&\quad - G(t) + \dot{G}(t).
\end{align*} \quad (42)$$

In addition, considering the existence of external interference $\zeta(t)$, we have the following disturbed ZNN model:

$$\dot{Y}(t) = -H(t)Y(t) + (I - H(t))\dot{Y}(t) - \gamma \Phi(H(t))Y(t) \\
&\quad - G(t) + \dot{G}(t) + \zeta(t). \quad (43)$$

In these simulations, we set $\eta_1 = \eta_2 = \eta_3 = k = 10$ in (13) uniformly. The radius of all three wheels is 10 cm, and point $A$ on the mobile platform is 30 cm away from the center of the wheel. The initial state of the mobile base is set as $\alpha(0) = 0\, \text{rad}$ and $\rho(0) = [0, 0, 0]^{T}$. As for manipulator PA10, the desired initial joints are $\theta(t) = [0, -\pi/4, 0, \pi/2, 0, -\pi/4, 0]^{T}$, then the actual initial joints are $\theta(0) = [0, -\pi/4, 0, \pi/2, 0, 2-\pi/4, 0]^{T}$, and the sixth joint has been deviated 2 rad.

#### 4.1. Star-Shaped Path Tracking Control

The end effector is expected to track a star-shaped path firstly. The relevant parameters of the EVPNN are $y = 10$, $\psi = 2$, and $a = 1$. For a fair comparison, the related parameter $y$ is also set to 10 in (42) and (43). Then, we select a general linear function as the activation function, that is, $\Phi(E(t)) = E(t)$. The expression of the desired trajectory is shown as follows:

$$\begin{align*}
r_x^* (t) &= \cos^3 \left( 2\pi \cdot \sin \left( \frac{\pi T}{27} \right) \right) + 0.0354, \\
r_y^* (t) &= \sin^3 \left( 2\pi \cdot \sin \left( \frac{\pi T}{27} \right) \right), \\
r_z^* (t) &= 0.7518,
\end{align*} \quad (44)$$

where $T$ represents the task execution time, and $T = 10$ s in this simulation.

The corresponding simulation results of the EVPNN without noise are shown in Figures 3 and 4(a). Specifically, Figures 3(a) and 3(b) provide a vertical view and a horizontal view for the entire mobile manipulator, respectively. The desired trajectory and actual path of the end effector are shown in Figure 3(c) together. Figure 3(d) shows each joint angle profile, and it is clearly seen that proposed model (23) can make joints turn back to the desired initial position during the tracking task. As can be seen in Figure 4, the EVPNN model makes the end effector of PA10 accomplish star-shaped tracking path tasks excellently, and the final position error of the end effector in three dimensions is smaller than 2×10^{-3} m. Besides, the position error using ZNN model (42) is shown in Figure 4(b), and the final position error is only smaller than 2×10^{-3} m. Comparing the EVPNN model and ZNN model, the former is much better than the latter for mobile manipulator tracking control.

To demonstrate the robustness of model (33), Figure 5 shows the corresponding simulation results of disturbed ZNN (43) and EVPNN model (33) under the external noise $\zeta(t) = 0.1 \times [\sin(4t), \cos(4t), \ldots, \cos(4t)]^{T}$. Figure 5(a) gives the desired trajectory and actual path of the end effector when using the EVPNN, and Figure 5(b) shows the desired trajectory and actual path of the end effector.
when using the ZNN. It is obvious to see that the actual path of the EVPNN is very close to the desired trajectory, and the actual path of the ZNN cannot reach the desired trajectory on the contrary. (X_hus, EVPNN has much better robustness.

4.2. Cardioid Path Tracking Control. For further validating the model, this section is designed to track a cardioid path by the PA10 manipulator. The desired trajectory is functioned from the x-axis, y-axis, and z-axis, which is listed as follows:

\[ r_x^* = 3.2 \cos\left(2 \pi \cdot \sin\left(\frac{\pi t}{27}\right)\right) - 1.6 \cos\left(4 \pi \cdot \sin\left(\frac{\pi t}{27}\right)\right) + 0.0354, \]

\[ r_y^* = 1.6 \sin\left(2 \pi \cdot \sin\left(\frac{\pi t}{27}\right)\right) - 0.8 \sin\left(2 \pi \cdot \sin\left(\frac{\pi t}{27}\right)\right), \]

\[ r_z^* = 0.7518, \]

(45)
where $T$ denotes the execution time, which is set to 10 s by default.

In this task, we choose the bipolar sigmoid function as the nonlinear activated function with parameter $\varepsilon = 3$. Furthermore, $\gamma = 10$, $\psi = 2$, and $\alpha = 1$ are set the same as before. Consequently, the moving trails of the mobile base as well as the end effector from the top view angle and side-looking angle are observed in Figures 6(a) and 6(b), respectively. Especially in Figure 6(b), the final completed trajectory is closed, even though the initial position is not on the predetermined one, namely, each joint angle will eventually approach to the initial wanted angle, thus completing the complex repetitive task. The movement changes of each joint angle in detail are depicted in Figure 6(d). From
Figure 6(c), the dotted line representing the ideal path is completely coincident with the asterisk line representing the actual running one, regardless of the intentional deviation $\theta_6$ at the beginning.

Comparing Figures 7(a) and 7(b), position errors composed by $E_X, E_Y,$ and $E_Z$ are all rapidly decreased to zero in 2 s. However, in ultimate 10 s, the error precision of the ZNN model is less than $2 \times 10^{-3}$ m, while that of Figure 7(a) is merely $10^{-5}$ m.

All of the above are simulated in an undisturbed environment. However, external interference is added in the following experiments. As seen from Figure 8(b), when the noise is considered, the ZNN model oscillates more obviously. That is to say, there is a large error between the desired
5. Conclusion

This paper is aimed at solving the problem of repetitive motion of the PA10 manipulator with a mobile base. After analysis, it can be transformed into a quadratic programming problem mathematically. Then, the key point of this paper is to propose an improved QP solver that is EVPNN model (23). Next, we prove that the EVPNN model is stable globally and robust by theories. At last, two specific simulation examples have been practiced and thus verified that the proposed model can solve the motion planning problem of redundant mobile manipulator. Furthermore, we also
discuss the movement of the end effector with and without external interference and make some comparisons with existing ZNN model (42) as well as (43). The final experimental results show the superiority of the proposed model, that is to say, the EVPNN model possesses higher convergence accuracy and stronger anti-interference performance. However, most research works mainly focus on the continuous dynamic system. For the realization of potential hardware implementation, discrete-time algorithms may be investigated. It is worth mentioning that the EVPNN model can be applied to mathematical calculations, control problems, and electronic circuits.
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