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Abstract
In this paper, we aim to develop distributed continuous-time algorithms over directed graphs to seek the Nash equilibrium in a noncooperative game. Motivated by the recent consensus-based designs, we present a distributed algorithm with a proportional gain for weight-balanced directed graphs. By further embedding a distributed estimator of the left eigenvector associated with zero eigenvalue of the graph Laplacian, we extend it to the case with arbitrary strongly connected directed graphs having possible unbalanced weights. In both cases, the Nash equilibrium is proven to be exactly reached with an exponential convergence rate. An example is given to illustrate the validity of the theoretical results.
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1 Introduction
Nash equilibrium seeking in noncooperative games has attracted much attention due to its broad applications in multi-robot systems, smart grids, and sensor networks [1–3]. In such problems, each decision-maker/player has an individual payoff function depending upon all players’ decisions and aims at reaching an equilibrium from which no player has incentive to deviate. Information that one player knows about others and the information sharing structure among these players play a crucial role in resolving these problems. In a classical full-information setting, each player has access information including its own objective function and the decisions taken by the other players in the game [4–6]. As the decisions of all other agents can be not directly available due to the privacy concerns or communication cost, distributed designs only relying on each player’s local information are of particular interest, and sustained efforts have been made to generalize the classical algorithms to this case via networked information sharing.

In multi-agent coordination literature, the information structure (or the information sharing topology) among agents is often described by graphs [7]. Following this terminology, the Nash equilibrium seeking problem in the classical full-information setting involves a complete graph where any two players can directly communicate with each other [4, 5, 8–10]. A similar scenario is the case when this full-decision information is obtained via broadcasts from a global coordinator [11]. By contrast, distributed rules via local communication and computation do not require this impractical assumption on the information structure.

To overcome the difficulty brought by the lack of full information, a typical approach is to leverage the consensus-based mechanism to share information via network diffusion [12–15]. To be specific, each player maintains a local estimate vector of all players’ decisions and updates this vector by an auxiliary consensus process with its neighbors. After that, the player can implement a best-response or gradient-play rule with the estimate of the joint decision. For example, the authors conducted an asynchronous gossip-based algorithm for finding a Nash equilibrium in
The two awake players will appoint their estimates as their average and then take a gradient step. Similar results have been delivered for general connected graphs by extending classical gradient-play dynamics [17, 18]. Along this line, considerable progress has been made with different kinds of discrete-time or continuous-time Nash equilibrium seeking algorithm with or without coupled decision constraints even for nontrivial dynamic players [19–26]. However, all these results except a few for special aggregative games heavily rely on the assumption that the underlying communication graph is undirected, which definitely narrows down the applications of these Nash equilibrium seeking algorithms.

Based on the aforementioned observations, this paper is devoted to the solvability of the Nash equilibrium seeking problem for general noncooperative games over directed graphs. Moreover, we aim to obtain an exponential convergence rate. Note that the symmetry of information sharing structure plays a crucial role in both analysis and synthesis of existing Nash equilibrium seeking algorithms. However, the information structure will lose such symmetry over directed graphs, which certainly makes the considered problem more challenging.

To solve this problem, we start from the recent work [17]. In [17], the authors presented an augmented gradient-play dynamics and showed the dynamics converge to consensus on the Nash equilibrium exponentially fast under undirected and connected graphs. We will first develop a modified version of gradient-play algorithms for weight-balanced digraphs by adding a proportional gain, and then extend it to the case with arbitrary strongly connected digraph by further embedding a distributed estimator of the left eigenvector associated with zero eigenvalue of the graph Laplacian. Under some similar assumptions on the cost functions as in [17], we show that the developed two algorithms can indeed recover the exponential convergence rate in both cases. Moreover, by adding such a free-chosen proportional gain parameter, we provide an alternative way to remove the extra graph coupling condition other than singular perturbation analysis as that in [17]. To the best knowledge of us, this is the first exponentially convergent continuous-time result to solve the Nash equilibrium seeking problem over general directed graphs.

The remainder of this paper is organized as follows: Some preliminaries are presented in Sect. 2. The problem formulation is given in Sect. 3. Then, the main designs are detailed in Sect. 4. Following that, an example is given to illustrate the effectiveness of our algorithms in Sect. 5. Finally, concluding remarks are given in Sect. 6.

2 Preliminaries

In this section, we present some preliminaries of convex analysis [27] and graph theory [7] for the following analysis.

2.1 Convex analysis

Let $\mathbb{R}^n$ be the $n$-dimensional Euclidean space and $\mathbb{R}^{n \times m}$ be the set of all $n \times m$ matrices. $1_n$ (or $0_n$) represents an $n$-dimensional all-one (or all-zero) column vector and $1_{n \times m}$ (or $0_{n \times m}$) all-one (or all-zero) matrix. We may omit the subscript when it is self-evident. $\text{diag}(b_1, \ldots, b_p)$ represents an $n \times n$ diagonal matrix with diagonal elements $b_i$ with $i = 1, \ldots, n$. $\text{col}(a_1, \ldots, a_p)$ $= [a_1, \ldots, a_p]^T$ for column vectors $a_i$ with $i = 1, \ldots, n$. For a vector $x$ and a matrix $A$, $\|x\|$ denotes the Euclidean norm and $\|A\|$ the spectral norm.

A function $f: \mathbb{R}^m \rightarrow \mathbb{R}$ is said to be convex if, for any $0 \leq a \leq 1$ and $\xi_1, \xi_2 \in \mathbb{R}^m$, $f(a\xi_1 + (1-a)\xi_2) \leq af(\xi_1) + (1-a)f(\xi_2)$. It is said to be strictly convex if this inequality is strict whenever $\xi_1 \neq \xi_2$. A vector-valued function $\Phi: \mathbb{R}^m \rightarrow \mathbb{R}^n$ is said to be $\omega$-strongly monotone, if for any $\xi_1, \xi_2 \in \mathbb{R}^m$, $(\xi_1 - \xi_2) \cdot \Phi(\xi_1) - \Phi(\xi_2) \geq \omega \|\xi_1 - \xi_2\|^2$.

2.2 Graph theory

A weighted directed graph (digraph) is described by $G = (N, \mathcal{E}, A)$ with the node set $N = \{1, \ldots, N\}$ and the edge set $\mathcal{E}$. $(i,j) \in \mathcal{E}$ denotes an edge from node $i$ to node $j$. The weighted adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$ is defined by $a_{ii} = 0$ and $a_{ij} \geq 0$. Here $a_{ij} > 0$ iff there is an edge $(i,j)$ in the digraph. The neighbor set of node $i$ is defined as $N_i = \{j \mid (i,j) \in \mathcal{E}\}$. A directed path is an alternating sequence $i_1e_1i_2e_2 \ldots e_ki_k$ of nodes $i$ and edges $e_m = (i_m,i_{m+1}) \in \mathcal{E}$ for $m = 1, 2, \ldots, k$. If there is a directed path between any two nodes, then the digraph is said to be strongly connected. The in-degree and out-degree of node $i$ are defined by $d_i^n = \sum_{j=1}^N a_{ji}$ and $d_i^m = \sum_{j=1}^N a_{ij}$. A digraph is weight-balanced if $d_i^n = d_i^m$ holds for any $i = 1, \ldots, N$. The Laplacian matrix of $G$ is defined as $L \triangleq D^m - A$, where $D^m = \text{diag}(d_1^m, \ldots, d_N^m)$. Note that $L1_N = 0_N$ for any digraph. When $L$ is weight-balanced, we have $1_N^T L = 0_N^T$, and the matrix $\text{Sym}(L) \triangleq \frac{L + L^T}{2}$ is positive semidefinite.

Consider a group of vectors $\{v_1, v_2, \ldots, v_N\}$ with $a_i$ the $i$th standard basis vector of $\mathbb{R}^N$, i.e., all entries of $a_i$ are zero except the $i$-th, which is one. These vectors are verified to be linearly independent. We apply the Gram-Schmidt process to them and obtain a group of orthonormal vectors $\{\hat{a}_1, \ldots, \hat{a}_N\}$. Let $M_1 = \hat{a}_1 \in \mathbb{R}^N$ and $M_2 = \hat{a}_2, \ldots, \hat{a}_N \in \mathbb{R}^{N \times (N-1)}$. It can be verified that $M_1 = \frac{1}{\sqrt{\lambda_N}} 1_N^T M_1$, $M_1^T M_1 = 1_N$, $M_2^T M_2 = I_{N-1}$, $M_1^T M_2 = 0_{N-1}$, and $M_1 M_2^T + M_2 M_1^T = I_N$.

Then, for a weight-balanced and strongly connected digraph, we can order the eigenvalues of $\text{Sym}(L)$ as $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_N$ and further have $\lambda_2 I_{N-1} \leq M_2^T \text{Sym}(L) M_2 \leq \lambda_N I_N$.

3 Problem formulation

In this paper, we consider a multi-agent system consisting of $N$ agents labeled as $N = \{1, \ldots, N\}$. They play an
$N$-player noncooperative game defined as follows: Agent $i$ is endowed with a continuously differentiable cost function $J_i(z_i, z_{-i})$, where $z_i \in \mathbb{R}$ denotes the decision (or action) profile of agent $i$ and $z_{-i} \in \mathbb{R}^{N-1}$ denotes the decision profile of this multi-agent system except for agent $i$. In this game, each player seeks to minimize its own cost function $J_i$ by selecting a proper decision $z_i$. Here we adopt a uni-dimensional decision variable for the ease of presentation and multiple dimensional extensions can be made without any technical obstacles.

The equilibrium point of this noncooperative game can be defined as in [5].

**Definition 1** Consider the game $G = \{N, J, \mathbb{R}\}$. A decision profile $z^* = \text{col}(z_1^*, \ldots, z_N^*)$ is said to be a Nash equilibrium (NE) of the game $G$ if $J_i(z_i^*, z_{-i}^*) = J_i(z_i, z_{-i}^*)$ for any $i \in N$ and $z_i \in \mathbb{R}$.

At a Nash equilibrium, no player can unilaterally decrease its cost by changing the decision on its own, and thus all agents tend to keep at this state. Denote $F(z) = \text{col}(\nabla J_1(z_1, z_{-1}), \ldots, \nabla J_N(z_N, z_{-N})) \in \mathbb{R}^N$ with $\nabla J_i(z_i, z_{-i}) \triangleq \frac{\partial}{\partial z_i} J_i(z_i, z_{-i}) \in \mathbb{R}$. Here $F$ is called the pseudogradient associated with $J_1, \ldots, J_N$.

To ensure the well-posedness of our problem, the following assumptions are made throughout the paper:

**Assumption 1** For each $i \in N$, the function $J_i(z_i, z_{-i})$ is twice continuously differentiable, strictly convex and radially unbounded in $z_i \in \mathbb{R}$ for any fixed $z_{-i} \in \mathbb{R}^{N-1}$.

**Assumption 2** The pseudogradient $F$ is $l$-strongly monotone and $l$-Lipschitz for two constants $l, l > 0$.

These assumptions have been used in [17] and [21]. Under these assumptions, our game $G$ admits a unique Nash equilibrium $z^*$ which can be characterized by the equation $F(z^*) = 0$ according to Propositions 1.4.2 and 2.2.7 in [28].

In a full-information scenario when agents can have access to all the other agents’ decisions, a typical gradient-play rule

$$
\dot{z}_i = -\frac{\partial J_i}{\partial z_i}(z_i, z_{-i}), \quad i \in N
$$

can be used to compute this Nash equilibrium $z^*$. In this paper, we are more interested in distributed designs and assume that each agent only knows the decisions of a subset of all agents during the phase of computation.

For this purpose, a weighted digraph $\mathcal{G} = (N, \mathcal{E}, \mathcal{A})$ is used to describe the information sharing relationships among the agents with node set $N$ and weight matrix $\mathcal{A} \in \mathbb{R}^{N \times N}$. If agent $i$ can get the information of agent $j$, then there is a directed edge from agent $j$ to agent $i$ in the graph with weight $a_{ij} > 0$. Note that agent $i$ may not have the full-information of $z_j$ except the case with a complete communication graph. Thus, we have a noncooperative game with incomplete partial information. This makes the classical gradient-play rule unimplementable.

To tackle this issue, a consensus-based rule has been developed in [17] and each agent is required to estimate all other agents’ decisions and implement an augmented gradient-play dynamics:

$$
\dot{z}_i^t = -\sum_{j=1}^N a_{ij}(z_i^t - \bar{z}_i^t) - R_i \nabla J_i(z_i^t),
$$

where $R_i = \text{col}(0_{N-1}, 1, 0_{N-i})$ and $z^t = \text{col}(z_1^t, \ldots, z_N^t)$. Here $z^t \in \mathbb{R}^N$ represents agent $i$’s estimate of all agents’ decisions with $z_i^t = \hat{z}_i^t$ and $z_{-i}^t = \text{col}(z_i^t, \ldots, z_{i-1}^t, z_{i+1}^t, \ldots, z_N^t)$. Function $\nabla J_i(z_i^t) = \frac{\partial}{\partial z_i} J_i(z_i^t, z_{-i}^t)$ is the partial gradient of agent $i$’s cost function evaluated at the local estimate $\hat{z}_i^t$.

For convenience, we define an extended pseudogradient as $F(z) = \text{col}(\nabla J_1(z_1^t), \ldots, \nabla J_N(z_N^t)) \in \mathbb{R}^N$ for this game $G$. The following assumption on this extended pseudogradient $F$ was made in [17]:

**Assumption 3** The extended pseudogradient $F$ is $l_F$-Lipschitz with $l_F > 0$.

Let $l = \max\{l, l_F\}$. According to Theorem 2 in [17], along the trajectory of system (1), $z^t(t)$ will exponentially converge to $z^*$ as $t$ goes to $+\infty$ if graph $\mathcal{G}$ is undirected and satisfies a strong coupling condition of the form: $\lambda_2 > \frac{\bar{F}}{l_F} + l$. Note that the coupling condition might be violated in applications for a given game and undirected graph (since the scalars $\lambda_2$ and $\frac{\bar{F}}{l_F} + l$ are both fixed). Although the authors in [17] further relaxed this connectivity condition by some singular perturbation technique, the derived results are still limited to undirected graphs.

In this paper, we assume that the information sharing graph is directed and satisfies the following condition:

**Assumption 4** Digraph $\mathcal{G}$ is strongly connected.

The main goal of this paper is to exploit the basic idea of algorithm (1) and develop effective distributed variants to solve this problem for digraphs under Assumption 4 including undirected connected graphs as a special case. Since the information flow might be asymmetric in this case, the resultant equilibrium seeking problem is thus more challenging than the undirected case.

**4 Main result**

In this section, we first solve our Nash equilibrium seeking problem for the weight-balanced digraphs and then extend the derived results to general strongly connected ones with unbalanced weights.
4.1 Weight-balanced graph

To begin with, we make the following extra assumption:

**Assumption 5** Digraph $\mathcal{G}$ is weight-balanced.

Motivated by algorithm (1), we propose a modified version of gradient-play rules for game $G$ as follows:

$$
\dot{z}^i = -\alpha \sum_{j=1}^{N} a_{ij}(z^i - z^j) - R_i \nabla J_i(z^i),
$$

where $R_i$, $z^j$ are defined as above and $\alpha > 0$ is a constant to be specified later. Putting it into a compact form, we have

$$
\dot{z} = -\alpha L z - R F(z),
$$

where $z = \text{col}(z^1, \ldots, z^N)$, $R = \text{diag}(R_1, \ldots, R_N)$ and $L = L \otimes I_N$ with the extended pseudogradient $F(z)$.

Different from algorithm (1) and its singularly perturbed extension presented in [17], we add an extra parameter $\alpha$ to increase the gain of the proportional term $L z$. With this gain being large enough, the effectiveness of algorithm (3) is shown as follows:

**Theorem 1** Suppose Assumptions 1–5 hold. Let $\alpha > \frac{1}{\lambda_2} (\frac{l^2}{2} + l)$. Then, for any $i \in \mathcal{N}$, along the trajectory of system (3), $z^i(t)$ exponentially converges to $z^*$ as $t$ goes to $+\infty$.

**Proof** We first show that at the equilibrium of system (3), $z_i$ indeed reaches the Nash equilibrium of game $G$. In fact, letting the righthand side of (2) be zero, we have $\alpha L z^* + R F(z^*) = 0$. Premultiplying both sides by $1_N \otimes I_N$ gives

$$
0 = \alpha (1_N \otimes I_N) (L \otimes I_N) z^* + (1_N \otimes I_N) R F(z^*).
$$

Using $1_N L = 0$ gives $0 = (1_N \otimes I_N) R F(z^*)$. By the notation of $R$ and $F$, we have $F(z^*) = 0$. This further implies that $L z^* = 0$. Recalling the property of $L$ under Assumption 4, one can determine some $\theta \in \mathbb{R}^N$ such that $z^* = 1 \otimes \theta$. This means $F(1 \otimes \theta) = 0$ and thus $V_f(\theta_1, \theta_2) = 0$, or equivalently, $F(\theta) = 0$. That is, $\theta$ is the unique Nash equilibrium $z^*$ of $G$ and $z^* = 1 \otimes z^*$.

Next, we show the exponential stability of system (3) at its equilibrium $z^* = 1 \otimes z^*$. For this purpose, we denote $\tilde{z} = z - z^*$ and perform the coordinate transformation $\tilde{z}_1 = (M_1^T \otimes I_N) \tilde{z}$ and $\tilde{z}_2 = (M_2 \otimes I_N) \tilde{z}$. It follows that

$$
\dot{\tilde{z}}_1 = -(M_1^T \otimes I_N) R \Delta,
$$

$$
\dot{\tilde{z}}_2 = -\alpha (M_2^T L M_2) \otimes I_N \tilde{z}_2 - (M_2^T \otimes I_N) R \Delta,
$$

where $\Delta \triangleq F(z) - F(z^*)$.

Let $V(\tilde{z}_1, \tilde{z}_2) = \frac{1}{2}(\|\tilde{z}_1\|^2 + \|\tilde{z}_2\|^2)$. Then its time derivative along the trajectory of system (3) satisfies that

$$
\dot{V} = -\tilde{z}_1^T (M_1^T \otimes I_N) R \Delta - \tilde{z}_2^T (M_2^T \otimes I_N) R \Delta
- \alpha \tilde{z}_2^T [(M_2^T L M_2) \otimes I_N] \tilde{z}_2
= -\tilde{z}_1^T R \Delta - \alpha \tilde{z}_2^T [(M_2^T \text{Sym}(L) M_2) \otimes I_N] \tilde{z}_2
\leq -\alpha \lambda_2 \|\tilde{z}_2\|^2 - \tilde{z}_1^T R \Delta.
$$

(4)

Since $\tilde{z} = (M_1 \otimes I_N) \tilde{z}_1 + (M_2 \otimes I_N) \tilde{z}_2 \triangleq \tilde{z}_1 + \tilde{z}_2$, we split $\tilde{z}$ into two parts to estimate the above cross term and obtain that

$$
\dot{V} \leq -\frac{l}{\sqrt{N}} \|\tilde{z}_1\| \|\tilde{z}_2\| + l \|\tilde{z}_2\|^2 - \frac{l}{\sqrt{N}} \|\tilde{z}_1\|^2.
$$

(5)

Bringing inequalities (4) and (5) together gives

$$
\dot{V} \leq -\frac{l}{\sqrt{N}} \|\tilde{z}_1\| \|\tilde{z}_2\| - (\alpha \lambda_2 - l) \|\tilde{z}_2\|^2 + \frac{2l}{\sqrt{N}} \|\tilde{z}_1\| \|\tilde{z}_2\|
= -\|\tilde{z}_1\| \|\tilde{z}_2\| A_\alpha \left[ \|\tilde{z}_1\| \|\tilde{z}_2\| \right]
$$

with $A_\alpha = \left[ \frac{\alpha \lambda_2 - l}{\alpha \lambda_2 - l + 1} \right]$. When $\alpha > \frac{1}{\lambda_2} (\frac{l}{2} + 1)$, matrix $A_\alpha$ is positive definite. Thus, there exists a constant $\nu > 0$ such
that

$$\dot{V} \leq -\nu V.$$  

Recalling Theorem 4.10 in [29], one can conclude the exponential convergence of $z(t)$ to $z^*$, which implies that $z'(t)$ converges to $z^*$ as $t$ goes to $+\infty$. The proof is thus complete. \hfill \Box

**Remark 1** Algorithm (3) is a modified version of the gradient-play dynamics (1) with an adjustable proportional control gain $\alpha$. The criterion to choose $\alpha$ clearly presents a natural trade-off between the control efforts and graph algebraic connectivity. By choosing a large enough $\alpha$, this theorem ensures the exponential convergence of all local estimates to the Nash equilibrium $z^*$ over weight-balanced digraphs and also provides an alternative way to remove the restrictive graph coupling condition presented in [17].

### 4.2 Weight-unbalanced graph

In this subsection, we aim to extend the preceding design to general strongly connected digraphs. In the following, we first modify (3) to ensure its equilibrium as the Nash equilibrium to general strongly connected digraphs. In the following, $\lambda_1$ denotes the smallest eigenvalue of the $N \times N$ Laplacian matrix $L = D - A$, where $A$ is the adjacency matrix of $G$. In [17], $\lambda_1$ is known and $\lambda_1 > 0$. By Theorem 4.16 in Chap. 6 of [30], $\lambda_1 = 0$ for any $i \in N$. Here we use this vector $\xi$ to correct the graph imbalance in system (2) as follows:

$$\dot{\xi} = -\alpha L \xi + RF(\xi).$$

(7)

Similar ideas can be found in [14] and [31]. We put this system into a compact form

$$\dot{z} = -\alpha L_N z - RF(z),$$

(8)

where $L = \text{diag}(\xi_1, \ldots, \xi_N)$ and $L_N = \Lambda L \otimes I_N$. It can be easily verified that $L_N$ is the associated Laplacian of a new digraph $\Gamma'(\xi)$, which has the same connectivity topology as digraph $\Gamma$ but with scaled weights, i.e., $a_{ij}' = \xi_i a_{ij}$ for any $i, j \in N$. As this new digraph $\Gamma'$ is naturally weight-balanced, we denote $\lambda_2'$ as the minimal positive eigenvalue of $\text{Sym}(\Lambda_L)$. Here is an immediate consequence of Theorem 1.

**Lemma 1** Suppose Assumptions 1–4 hold and let $\alpha > \lambda_2'(\frac{1}{\lambda_2} + 1)$. Then, for any $i \in N$, along the trajectory of system (8), $z'(t)$ exponentially converges to $z^*$ as $t$ goes to $+\infty$.

Note that the aforementioned vector $\xi$ is usually unknown to us for general digraphs. To implement our algorithm, we embed a distributed estimation rule of $\xi$ into system (7) as follows:

$$\dot{\xi} = -\sum_{j=1}^{N} a_{ij}(\xi_j - \xi_i),$$

(9)

where $\xi_i = \text{col}(\xi_1^i, \ldots, \xi_N^i)$ with $\xi_j^i(0) = 1$ and $\xi_j^i = 0$ for any $j \not= i \in N$.

Here the diffusion dynamics of $\xi_i^i$ is proposed to estimate the eigenvector $\xi$ by $\text{col}(\xi_1^i, \ldots, \xi_N^i)$. The following lemma shows the effectiveness of (9).

**Lemma 2** Suppose Assumption 4 holds. Then, along the trajectory of system (9), $\xi_i^i(t) > 0$ for any $t \geq 0$ and exponentially converges to $\xi_i$ as $t$ goes to $+\infty$.

**Proof** Note that the matrix $-L$ is essentially nonnegative in the sense that $\kappa L - L$ is nonnegative for all sufficiently large constant $\kappa > 0$. Under Assumption 4, $-L$ is also irreducible. By Theorem 3.12 in Chap. 6 of [30], the matrix exponential $\exp(-Lt)$ is componentwise positive for any $t \geq 0$. As the evolution of $\xi_i^i(t) = \text{col}(\xi_1^i, \ldots, \xi_N^i)$ is governed by $\dot{\xi}_i^i = -L \xi_i^i$ with initial condition $\xi_i^i(0) = \text{col}(0, 1, 0)$. Thus, $\xi_i^i(t) = \exp(-Lt) \xi_i^i(0) > 0$ for any $t$. By further using Theorems 1 and 3 in [12], we have that $\xi_i^i(t)$ exponentially converges to the value $\xi_i^i = \frac{\xi_i^i(0)}{\sum_{i=1}^{N} \xi_i^i(0)}$. Therefore, $\xi_i^i(t)$ exponentially converges to the value $\xi_i^i = \frac{\xi_i^i(0)}{\sum_{i=1}^{N} \xi_i^i(0)}$. Since $\xi_i^i(0)$ is a left eigenvector of $L$ associated with eigenvalue 0, one can easily verify that $\xi_i^i > 0$. Under Assumption 4, 0 is a simple eigenvalue of $L$. Then, there must be a constant $c \not= 0$ such that $\xi = c \xi^*$. Note that $\xi^+ = \xi^* + 1$. One can conclude that $c = 1$ and thus complete the proof. \hfill \Box

The whole algorithm to seek the Nash equilibrium is presented as follows:

$$\dot{z}' = -\alpha \sum_{j=1}^{N} a_{ij}(z' - z_j) - R_i \nabla i f_i(z'),$$

(10)

with $\xi_j^i(0) = 1$ and $\xi_j^i = 0$ for any $j \not= i \in N$.

Bringing Lemmas 1 and 2 together, we provide the second main theorem of this paper.

**Theorem 2** Suppose Assumptions 1–4 hold and let $\alpha > \lambda_2'(\frac{1}{\lambda_2} + 1)$. Then, for any $i \in N$, along the trajectory of system (10), $z'(t)$ exponentially converges to $z^*$ as $t$ goes to $+\infty$. 

\newpage
**Proof** First, we put the algorithm into a compact form:

\[
\begin{align*}
\dot{z} &= -\alpha \Lambda_\Lambda z - RF(z), \\
\dot{\xi} &= -L\xi,
\end{align*}
\]  

(11)

where \(L_\Lambda = \Lambda' \otimes I_N\) and \(\Lambda' = \text{diag}(\xi_1, \ldots, \xi_N)\). From this, one can further find that the composite system consists of two subsystems in a cascaded form as follows:

\[
\begin{align*}
\dot{z} &= -\alpha \Lambda_\Lambda z - RF(z) - \alpha \left(\frac{\Lambda_\Lambda}{\Lambda'} \otimes I_N\right) z, \\
\dot{\xi} &= -L\xi,
\end{align*}
\]

where \(\Lambda_\Lambda\) is defined as in (8) and \(\Delta_\Lambda = \Lambda' - \Lambda\). Note that the term \(\alpha \left(\frac{\Lambda_\Lambda}{\Lambda'} \otimes I_N\right) z\) can be upper bounded by \(\gamma_p \exp(-\beta_p t)\|z\|\) for some positive constants \(\gamma_p\) and \(\beta_p\) according to Lemma 2. By viewing \(\alpha \left(\frac{\Lambda_\Lambda}{\Lambda'} \otimes I_N\right) z\) as a vanishing perturbation of the upper subsystem, the unperturbed \(z\)-subsystem is globally exponentially stable at its equilibrium \(z^* = \text{col}(z_1, \ldots, z_N)\) by Lemma 1. Recalling Corollary 9.1 in [29], the whole algorithm (11) is globally exponentially stable at its equilibrium. This implies that along the trajectory of system (11), \(z(t)\) exponentially converges to \(z^*\) as \(t\) goes to \(+\infty\). The proof is thus complete. □

**Remark 2** In contrast to the algorithm (2) with proportional gains in Theorem 1, this new rule (10) further includes a distributed left eigenvector estimator to compensate the imbalance of the graph Laplacian. Compared with those equilibrium seeking results in [15, 17, 18] for undirected graphs, the proportional control and graph imbalance compensator together facilitate us to solve this problem for strongly connected digraphs including undirected graphs as its special case.

### 5 Simulation

In this section, we present an example to verify the effectiveness of our designs.

Consider an eight-player noncooperative game. Each player has a pay-off function of the form

\[
J_i(x_i, x_{-i}) = c_i x_i - x_i f(x)
\]

with \(x = \text{col}(x_1, \ldots, x_8)\) and \(f(x) = D - \sum_{i=1}^8 x_i\) for a constant \(D > 0\). Suppose the communication topology among the agents is depicted by a digraph in Fig. 1 with all weights as one. The Nash equilibrium of this game can be analytically determined as \(z^* = \text{col}(z_1, \ldots, z_8)\) with \(z_i^* = 46 - 4i\).

Since the communication graph is directed and weight-unbalanced, the gradient-play algorithm developed in [17] might fail to solve the problem. At the same time, Assumptions 1–4 can be easily confirmed. Then we can resort to Theorem 2 and use algorithm (10) to seek the Nash equilibrium in this eight-player noncooperative game.

For simulations, let \(c_i = 4i\) and \(D = 270\). We sequentially choose \(\alpha = 2\) and \(\alpha = 10\) for algorithm (10). Since the righthand side of our algorithm is Lipschitz, we conduct the simulation via the forward Euler method with a small step size [32]. The simulation results are shown in Figs. 2–4. From Fig. 2, one can find that the estimate \(\xi(t)\) converges quickly to the left eigenvector of the graph.
Laplacian $\xi = \text{col}(4, 4, 3, 2, 1, 1, 1)/18$. At the same time, $\text{col}(z_1(t), \ldots, z_8(t))$ approaches the Nash equilibrium $z^*$ of this game for different proportional parameters. Moreover, a larger proportional gain $\alpha$ is observed to imply a faster rate of convergence. We also show the profile of $\eta_i(t) \triangleq t^2(z_i(t) - z_i^*)$ in Fig. 5 to confirm the exponential convergence rate when $\alpha = 10$. These results verify the effectiveness of our designs in resolving the Nash equilibrium seeking problem over general strongly connected digraphs.

6 Conclusion

Nash equilibrium seeking problem over directed graphs has been discussed with consensus-based distributed rules. By selecting some proper proportional gains and embedding a distributed graph imbalance compensator, the expected Nash equilibrium is shown to be reached exponentially fast over general strongly connected digraphs. In the future, we may use the adaptive high-gain techniques as in [21, 33] to extend the results to fully distributed versions. Another interesting direction is to incorporate high-order agent dynamics and nonsmooth cost functions.
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