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Abstract

The factorization of the universal $\mathcal{R}$-matrix corresponding to so called Drinfeld Hopf structure is described on the example of quantum affine algebra $U_q(\hat{sl}_2)$. As a result of factorization procedure we deduce certain differential equations on the factors of the universal $\mathcal{R}$-matrix, which allow to construct uniquely these factors in the integral form.
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1 Introduction

The theory of quantum groups is the origin of many group-theoretical methods for investigation of the quantum integrable models. The quantum group theory based on the quantum inverse scattering method \cite{FT} was described in the pioneering works \cite{D, J} as the Hopf algebra deformation of the universal enveloping algebras of contragredient Lie algebras. In most applications the quantum groups as the Hopf algebras appeared together with $R$-matrices, either in the form of numerical matrices or $L$-operators or universal $R$-matrices. The latter are the elements in the completed square of the corresponding Hopf algebras, which satisfy certain conditions. A direct consequence of these relations is the fact that the universal $R$-matrix satisfy Yang-Baxter relation and different $L$-operators and numerical $R$-matrices can be obtained from the universal one by specializing to certain representations of the original algebra.

Recently it became clear \cite{F, ABRR, JKOS} that the deformed algebras which are behind the integrability of the elliptic models \cite{ABF, Ba} and their counterparts from the quantum field theories \cite{ZZ} can be obtained using twisting procedure slightly relaxing the coassociativity axiom of the original Hopf algebras. The resulting algebras turn out to be the quasi-Hopf algebras \cite{D2}. The notion of the universal $R$-matrix survive during the twisting procedure although the algebra itself can loose some properties. The precise construction of the twisting element refers to the solution of certain difference equation. As a consequence, the universal $R$-matrix in twisted algebra appears in this approach as infinite product of shifted universal $R$-matrices for original quantum affine algebra, which is unobservable for practical use.

Another way to get the same result is to use so called 'new realization' of quantum affine algebras and their generalizations \cite{D1}. This realization was introduced by Drinfeld in order to show the deformation of standard loop basis of affine Lie algebras. It happened to be very useful in representation theory. 'New realization' possesses its own comultiplication structure (we call it 'Drinfeld comultiplication'), different from standard comultiplication structure for quantized Kac-Moody algebras. It was proved in \cite{KT} that this comultiplication structure can be obtained from the standard one as a twist by certain factor of universal $R$-matrix. Another advantage of 'new realizations' was noted in \cite{JKOS}: their elliptic analogs can be described with a help of very simple twist.

Enriquez, Felder and Rubtsov \cite{EF, ER} suggested to reverse the calculations in \cite{KT}: one can try to describe traditional Hopf structure of quantum affine algebras and their elliptic analogs starting from Drinfeld comultiplication and its elliptic analog. It follows from \cite{KT}, that this problem is equivalent to a Riemann type problem of factorization of essential part of the universal $R$-matrix for Drinfeld comultiplication. They managed to get in this way an $L$-operator description of elliptic face type algebras and generalized this approach to the curves of higher genus.

In this paper we develop the ideas of \cite{EF} and solve explicitly the factorization problem for quantum affine algebra $U_q(\hat{sl}_2)$. Our method is different from \cite{EF} and \cite{ER}. It is based on the use of the results of \cite{DK, DKP}, where an integral presentation of the universal $R$-matrix for Drinfeld comultiplication was studied. Applying the projectors which describe the factorization to this integral presentation we deduce differential equations for the factors of the universal $R$-matrix for $U_q(\hat{sl}_2)$. These differential equations have precise unique solution in noncommutative power series. In particular cases, for instance, for level one representations, they allow to describe an evaluation of the universal $R$-matrix in infinite-dimensional representations. The method is quite general, it can be applied for the elliptic and Yangian algebras as well, though we restrict ourselves to $U_q(\hat{sl}_2)$ in this paper.

The paper is organized as follows. First, we remind two descriptions of quantum affine algebra $U_q(\hat{sl}_2)$ and formulate the main results. Section 3 is devoted to 'new realization' of $U_q(\hat{sl}_2)$. We describe here its Hopf structure, the Hopf pairing between two Borel subalgebras in a current form and review all known description of the corresponding universal $R$-matrix and of the pairing tensor. In particular, we remind the results of \cite{DK, DKP}, where an integral presentation and the differential equation for the universal $R$-matrix was studied.

The main results are proved in Section 4. Here we first review the projection technique, elaborated
2. The ‘new realization’ of the quantum affine algebra $U_q(\widehat{sl}_2)$

1. $U_q(\widehat{sl}_2)$ as quantized Kac-Moody algebra.

Quantum affine algebra $U_q(\widehat{sl}_2)$ is an associative algebra generated by the elements, $e_{\pm \alpha_i}$, $k_{\alpha_i}^{\pm 1}$, $d$, $i = 0, 1$ subjected to the commutation relations:

$$[d, e_{\pm \alpha_i}] = \pm \delta_{ij} e_{\pm \alpha_i}, \quad k_{\alpha_i} e_{\pm \alpha_j} k_{\alpha_i}^{-1} = q_i^{\pm a_{ij}} e_{\pm \alpha_j}, \quad [e_{\alpha_i}, e_{-\alpha_j}] = \delta_{ij} \frac{k_{\alpha_i} - k_{\alpha_i}^{-1}}{q_i - q_i^{-1}}$$

(2.1)

and also the Serre relations

$$e_{\pm \alpha_i}^3 + [3] q_{\pm \alpha_i} e_{\pm \alpha_i} e_{\pm \alpha_i} + [3] q e_{\pm \alpha_i} e_{\pm \alpha_i} e_{\pm \alpha_i} + e_{\pm \alpha_i} e_{\pm \alpha_i}^3 = 0, \quad i \neq j,$$

(2.2)

where $[n]_q = \frac{q^n - q^{-n}}{q - q^{-1}}$ is Gauss $q$-number and $a_{ij} = (\alpha_i, \alpha_j)$ is Cartan matrix of the affine algebra $\widehat{sl}_2$.

The element $c$ given by the relation

$$q^c \equiv k_{\alpha_0} k_{\alpha_1}$$

(2.3)

is central and its value on the particular representation is called ‘level’.

One of the possible Hopf structures is given by the formulas:

$$\Delta(e_{\alpha_i}) = e_{\alpha_i} \otimes 1 + k_{\alpha_i} \otimes e_{\alpha_i}, \quad \Delta(e_{-\alpha_i}) = 1 \otimes e_{-\alpha_i} + e_{-\alpha_i} \otimes k_{\alpha_i}^{-1}$$

$$\Delta(k_{\alpha_i}) = k_{\alpha_i} \otimes k_{\alpha_i}, \quad \Delta(d) = d \otimes 1 + 1 \otimes d$$

$$\varepsilon(e_{\pm \alpha_i}) = 0, \quad \varepsilon(k_{\alpha_i}^{\pm 1}) = 1, \quad \varepsilon(d) = 0,$$

(2.4)

$$a(e_{\alpha_i}) = -k_{\alpha_i}^{-1} e_{\alpha_i}, \quad a(e_{-\alpha_i}) = -e_{-\alpha_i} k_{\alpha_i}, \quad a(k_{\alpha_i}^{\pm 1}) = k_{\alpha_i}^{\mp 1}, \quad a(d) = -d,$$

where $\Delta$, $\varepsilon$ and $a$ are comultiplication, counit and antipode maps respectively.

2. The ‘new realization’ of $U_q(\widehat{sl}_2)$.

The so called new realization of quantum affine algebras was introduced by V. Drinfeld in [D]. In this description the algebra $U_q(\widehat{sl}_2)$ is generated by the infinite set of generators $d$, $q^c$, $k^{\pm 1}$, $e_n$, $f_n$, $n \in \mathbb{Z}$, $a_{\pm m}$, $m \geq 0$ subjected to quadratic commutation relations, which are given as formal power series identities on their generating functions

$$e(z) = \sum_{n \in \mathbb{Z}} e_n z^{-n}, \quad f(z) = \sum_{n \in \mathbb{Z}} f_n z^{-n},$$

$$\psi^\pm(z) = \sum_{n \geq 0} \psi_{n}^{\pm} z^{\mp n} = k^{\pm 1} \exp \left( \pm (q - q^{-1}) \sum_{n > 0} a_{\pm n} z^{\mp n} \right),$$

(2.5)
as follows:

\[ [q^c, \text{everything}] = 0 \, , \]

\[ x^d e(z) x^{-d} = e(xz) , \quad x^d f(z) x^{-d} = f(xz) , \quad x^d \psi^\pm(z) x^{-d} = \psi^\pm(xz) \, , \quad (2.6a) \]

\[ (z - q^2 w) e(z) e(w) = (q^2 z - w) e(w) e(z) \, , \quad (2.6b) \]

\[ (z - q^{-2} w) f(z) f(w) = (q^{-2} z - w) f(w) f(z) \, , \quad (2.6c) \]

\[ \frac{(q^{c/2} z - q^{-2} w)}{(q^{2-c/2} z - w)} \psi^+(z) e(w) = e(w) \psi^+(z) \, , \quad (2.6d) \]

\[ \frac{(q^{c/2} z - q^{-2} w)}{(q^{-2-c/2} z - w)} \psi^+(z) f(w) = f(w) \psi^+(z) \, , \quad (2.6e) \]

\[ \psi^-(z) e(w) = \frac{(q^{-2-c/2} z - w)}{(q^{-2+c/2} z - q^{-2} w)} e(w) \psi^-(z) \, , \quad (2.6f) \]

\[ \psi^-(z) f(w) = \frac{(q^{-2+c/2} z - w)}{(q^{c/2} z - q^{-2} w)} f(w) \psi^-(z) \, , \quad (2.6g) \]

\[ \frac{(z - q^{-c} w) (z - q^{-2+c} w)}{(q^{2-c} z - q^{-2} w)} \psi^+(z) \psi^-(w) = \psi^-(w) \psi^+(z) \, , \quad (2.6h) \]

\[ \psi^+(z) \psi^+(w) = \psi^+(w) \psi^+(z) \, , \quad (2.6i) \]

\[ [e(z), f(w)] = \frac{1}{q - q^{-1}} \left( \delta(z/q^2 w) \psi^+(z q^{-c/2}) - \delta(z q^c / w) \psi^-(w q^{-c/2}) \right) \, , \quad (2.6j) \]

where \( \delta(z) = \sum_{n \in \mathbb{Z}} z^n \).

The coalgebraic structure of the algebra \( U_q(\hat{sl}_2) \) which is equivalent to \( [2,4] \) cannot be formulated in total currents \( [2,3] \). Let

\[ e_+(z) = \oint \frac{dw}{2 \pi w} \frac{e(w)}{1 - w/z} = \sum_{k \geq 0} e_k z^{-k} , \quad e_-(z) = - \oint \frac{dw}{2 \pi w} \frac{e(w) z/w}{1 - z/w} = - \sum_{k < 0} e_k z^{-k} \quad (2.7) \]

\[ f_+(z) = \oint \frac{dw}{2 \pi w} \frac{f(w) w/z}{1 - w/z} = \sum_{k \geq 0} f_k z^{-k} , \quad f_-(z) = - \oint \frac{dw}{2 \pi w} \frac{e(w)}{1 - z/w} = - \sum_{k < 0} f_k z^{-k} \]

be the half-currents. Then the coalgebraic structure of \( U_q(\hat{sl}_2) \) in new realization have the form (see [KLP], where the formulas \( [2.8] \) have been proved in slightly different situation)

\[ \Delta(e_\pm(z)) = e_\pm(z) \otimes 1 + \sum_{k \geq 0} (-q)^k (q - q^{-1})^{2k} f_\pm^k (z q^{c_1}) \otimes e_\pm^{k+1} (z q^{c_1}) \, , \quad (2.8a) \]

\[ \Delta(f_\pm(z)) = 1 \otimes f_\pm(z) + \sum_{k \geq 0} (-q)^{-k} (q - q^{-1})^{2k} f_\pm^{k+1} (z q^{c_2}) \otimes \psi_\pm (z q^{c_2}) e_\pm^k (z q^{c_2}) \, , \quad (2.8b) \]

\[ \Delta(\psi_\pm(z)) = \sum_{k \geq 0} (-1)^k [k + 1] q (q - q^{-1})^{2k} f_\pm^k (z q^{2+c_2}) \otimes \psi_\pm (z q^{c_2}) e_\pm^k (z q^{2+c_2}) \, , \quad (2.8c) \]

where \( c_1 = c \otimes 1 \) and \( c_2 = 1 \otimes c \).

3. The connection between two descriptions.

In the original paper [D] the Chevalley generators were presented in terms of the current generators. In the case under consideration they have the form:

\[ e_{\alpha_1} = e_0 , \quad e_{-\alpha_1} = f_0 , \quad e_{\alpha_0} = q^c f_1 k^{-1} , \quad e_{-\alpha_0} = k e_{-1} q^{-c} , \quad k_{\alpha_1} = k , \quad k_{\alpha_0} = q^c k^{-1} . \quad (2.9) \]
The inverse formulas appeared lately in [K, KT] in general case of arbitrary quantum affine algebra $U_q(\hat{g})$ (see also [Da] for $U_q(sl_2)$). It turns out the the generators in ‘new realization’ coincide up to central elements with Cartan-Weyl generators of quantum affine algebra. We describe shortly this construction in case under consideration.

First of all, define the generators

$$e_\delta \overset{\text{def}}{=} e_{\alpha_1}e_{\alpha_0} - q^2 e_{\alpha_0}e_{\alpha_1}, \quad e_{-\delta} \overset{\text{def}}{=} e_{-\alpha_0}e_{-\alpha_1} - q^{-2} e_{-\alpha_1}e_{-\alpha_0}.$$  

They satisfy the commutation relation

$$[e_{\delta}, e_{-\delta}] = \frac{q^c - q^{-c}}{q - q^{-1}}.$$

Now we define the Cartan-Weyl basis of $U_q(\hat{g}_2)$. For $n \geq 0$ we define the generators which correspond to all real roots $\pm \alpha_1 \pm n\delta$,

$$E_{\alpha_1+n\delta} \overset{\text{def}}{=} [2]_q^{-n} \left( \text{ad} e_{\delta} \right)^n e_{\alpha_1}, \quad E_{\alpha_1-n\delta} \overset{\text{def}}{=} q^n [2]_q^{-n} \left( \text{ad} e_{-\delta} \right)^n e_{\alpha_1},$$

$$E_{-\alpha_1+n\delta} \overset{\text{def}}{=} q^{-cn}[-2]_q^{-n} \left( \text{ad} e_{\delta} \right)^n e_{-\alpha_1}, \quad E_{-\alpha_1-n\delta} \overset{\text{def}}{=} [-2]_q^{-n} \left( \text{ad} e_{-\delta} \right)^n e_{-\alpha_1}.$$ 

Define also auxiliary generators

$$E_{n\delta} = [E_{\alpha_1}, E_{-\alpha_1+n\delta}], \quad E_{-n\delta} = [E_{\alpha_1-n\delta}, E_{-\alpha_1}], \quad n > 0$$

related to imaginary roots $\pm n\delta$ generators $a_{\pm n}$

$$\pm (q - q^{-1}) \sum_{n=0}^\infty q^{\pm \frac{n^2}{2}} E_{\pm n\delta} z^{\mp n} = k^{\pm 1}_{\alpha_1} \exp \left( \pm (q - q^{-1}) \sum_{n>0} a_{\pm n} z^{\mp n} \right).$$

The identification with Drinfeld’s generators reads as follows

$$e_n = E_{\alpha_1+n\delta}, \quad f_n = E_{-\alpha_1+n\delta}, \quad \forall n \in \mathbb{Z}, \quad \psi_0^\pm = k^{\pm 1}_{\alpha_1},$$

$$E_{n\delta} \equiv \frac{q^{-\frac{n^2}{2}}}{q - q^{-1}} \psi_n^+, \quad n > 0, \quad E_{-n\delta} \equiv - \frac{q^{\frac{n^2}{2}}}{q - q^{-1}} \psi_n^-, \quad n < 0.$$  

### 2.2 The main results

Let us remind that a universal $\mathcal{R}$-matrix for the quantum affine algebra $U_q(\hat{g})$ is an element in some completion of $U_q(\hat{g}) \otimes U_q(\hat{g})$ which satisfies

$$\mathcal{R}\Delta(x) = \Delta'(x)\mathcal{R}, \quad \forall x \in U_q(\hat{g}), \quad (2.10a)$$

$$(\Delta \otimes \text{id})\mathcal{R} = \mathcal{R}^{13}\mathcal{R}^{23}, \quad (\text{id} \otimes \Delta)\mathcal{R} = \mathcal{R}^{13}\mathcal{R}^{12}, \quad (2.10b)$$

where for $\Delta(x) = x(1) \otimes x(2), \Delta'(x) = x(2) \otimes x(1)$ means the opposite comultiplication and if $\mathcal{R} = \sum a_i \otimes b_i, \mathcal{R}^{13}$ means $\sum a_i \otimes 1 \otimes b_i,$ etc.

It is known [KT] that the universal $\mathcal{R}$-matrix for quantum affine algebra with Hopf structure given by (2.4) have the following form

$$\mathcal{R}_{\text{can}} = \mathcal{R}_+^{21} \cdot \mathcal{K} \cdot \mathcal{R}_+^{1-}, \quad (2.11)$$

where $A^{21}$ means the transposition of the left and right tensor space and the element $\mathcal{K}$

$$\mathcal{K} = q^{-\frac{h(\hat{h})}{2}} q^{-\frac{\epsilon d + d \epsilon}{2}} \exp \left( (q^{-1} - q) \sum_{n>0} \frac{n}{[2n]_q} a_n \otimes a_{-n} \right) q^{-\frac{\epsilon d + d \epsilon}{2}} \quad (2.12)$$
depends only on the Cartan and imaginary root generators. The $R$-matrix (2.11) belongs to the tensor product $U_q(b_+) \otimes U_q(b_-)$, where $U_q(b_+)$ is generated by $e_m$, $m \geq 0$, $k^{\pm 1}$, $a_n$, $f_n$, $n > 0$ and $U_q(b_-)$ is generated by $f_n$, $n \leq 0$, $k^{\pm 1}$, $a_m$, $e_m$, $m < 0$. The multiplicative expressions for the elements $R_{\pm, \mp}$ are known (see [KT] or formulas (4.1) below).

The main subject of the paper is an integral presentation for the factors $R_{\pm, \mp}$ of the universal $R$-matrix (2.11). Let $d_\alpha$ be the following gradation operator:

\[ [d_\alpha, e(z)] = e(z), \quad [d_\alpha, f(z)] = -f(z), \quad [d_\alpha, \psi_\pm(z)] = 0 \]

and (do not confuse $\tau$ with spectral parameter)

\[ R_{\pm, \mp}(\tau) = \tau^{-d_\alpha \otimes 1} R_{\pm, \mp} \tau^{d_\alpha \otimes 1}, \quad \overline{R}_{\pm, \mp}(\tau) = 1 \otimes 1 + \sum_{n>0} R_{\pm, \mp}^{(n)} \tau^n. \]  

The following differential equations can be regarded as a main result of the paper.

**Theorem 1** Let $q^N \neq 1$ for $N \in \mathbb{Z} \setminus \{0\}$. Then

\[ \frac{dR_{+, -}(\tau)}{d\tau} = R_{+, -}(\tau) \cdot I_{+, -}(\tau), \]  

\[ \frac{dR_{-, +}(\tau)}{d\tau} = I_{-, +}(\tau) \cdot R_{-, +}(\tau), \]  

where

\[ I_{\pm, \mp}(\tau) = \sum_{n>0} I_{\pm, \mp}^{(n)} \tau^n \]

and

\[ I_{+, -}^{(n)} = \frac{(-1)^n(q^{-1} - q)}{[n]_q!([n-1]_q)!} \oint \frac{dz}{2\pi iz} S_{j_0}^{n-1}(f_+(z)) \otimes S_{e_0}^{n-1}(e_-(z)) \]  

\[ I_{-, +}^{(n)} = \frac{(-1)^n(q^{-1} - q)}{[n]_q!([n-1]_q)!} \oint \frac{dz}{2\pi iz} S_{j_0}^{n-1}(f_-(z)) \otimes S_{e_0}^{n-1}(e_+(z)) \].

The screening operators $S_{e_0}$ and $S_{j_0}$ are defined through left/right adjoint actions (2.4) which use the standard Hopf structure (2.4):

\[ S_{e_0}(x) = e_0 x - kxk^{-1}e_0, \quad S_{j_0}(x) = j_0 x - j_0 k^{-1} j_0 k. \]

It is possible also to express the action of these screening operators on the fields $e_\pm(z)$ and $f_\pm(z)$ via the powers of the fields:

\[ S_{e_0}^{n-1}(e_\pm(z)) = \prod_{k=2}^n (1 - q^{2(k-1)}) e_\pm(z), \quad S_{j_0}^{n-1}(f_\pm(z)) = \prod_{k=2}^n (q^{-2(k-1)} - 1) f_\pm(z). \]

The differential equations (2.15a) and (2.15b) define the recurrence relations between homogeneous components $R_{\pm, \mp}^{(n)}$ of $R_{\pm, \mp}(\tau)$. Moreover, these equations have unique solutions in power series over $\tau$ with initial conditions $R_{\pm, \mp}(0) = 1 \otimes 1$.

**Theorem 2** The elements $R_{\pm, \mp}$ can be presented as series of multiple formal integrals

\[ R_{\pm, \mp} = 1 \otimes 1 + \sum_{n>0} \overline{R}_{\pm, \mp}^{(n)} \]

\[ \times \oint \frac{dz_1}{z_1} \cdots \oint \frac{dz_m}{z_m} S_{j_0}^{j_0-1}(f_+(z_1)) \cdots S_{j_0}^{j_0-1}(f_+(z_m)) \otimes S_{e_0}^{j_0-1}(e_+(z_1)) \cdots S_{e_0}^{j_0-1}(e_+(z_m)) \]
and
\[ C_+(j_1, j_2, \ldots, j_m) = \frac{(q^{-1} - q)^m}{j_1(j_1 + j_2)(j_1 + j_2 + j_3) \cdots (j_1 + j_2 + \cdots + j_m)} \prod_{i=1}^m \frac{1}{[j_i]_q ![j_i - 1]_q !}, \]
\[ C_-(j_1, j_2, \ldots, j_m) = \frac{(q^{-1} - q)^m}{j_m(j_m + j_{m-1})(j_m + j_{m-1} + j_{m-2}) \cdots (j_m + j_{m-1} + \cdots + j_1)} \prod_{i=1}^m \frac{1}{[j_i]_q ![j_i - 1]_q !}. \]

(2.20)

Applying the results of \([DM]\), we can prove that in integral representations of level \( k > 0 \) the fields \( e_\pm(z) \) and \( f_\pm(z) \) are annihilated by \( k + 1 \)-th degree of screenings. So we have under the same condition on \( q \)

**Corollary 1** Let the \( \mathcal{R} \)-matrix \([2.11]\) acts in tensor product of integrable representations, one of which has level \( k > 0 \). Then the summation indices \( j_i, \ i = 1, \ldots, m \) in \([2.19]\) satisfy the inequalities \( 1 \leq j_i \leq k \). In particular, if one of the representations has level 1, then the \( \mathcal{R} \)-matrix \([2.11]\) has a form

\[ \mathcal{R}_{\text{can}} = \exp \left( \frac{q^{-1} - q}{2\pi i} \oint \frac{dz}{z} e_+ (z) \otimes f_- (z) \right) \cdot \mathcal{K} \cdot \exp \left( \frac{q^{-1} - q}{2\pi i} \oint \frac{dz}{z} f_+ (z) \otimes e_- (z) \right), \]

(2.21)

where the factor \( \mathcal{K} \) is given by \([2.12]\).

### 3.1 The universal \( \mathcal{R} \)-matrix in a multiplicative form

In \([1]\) the quantum affine algebras have been constructed by means of the quantum double construction with comultiplication different from those given in formulas \((2.4)\). This is so called Drinfeld Hopf structure written in terms of generating functions as follows:

\[ \Delta^{(1)} e(z) = e(z) \otimes 1 + \psi^-(zq^{q^2}) \otimes e(zq^{-1}), \]

(3.1a)

\[ \Delta^{(1)} f(z) = 1 \otimes f(z) + f(zq^2) \otimes \psi^+(zq^{q^2}), \]

(3.1b)
\[ \Delta^{(1)} \psi^\pm (z) = \psi^\pm (zq^{\frac{\sigma}{2}}) \otimes \psi^\pm (zq^{-\frac{\sigma}{2}}), \quad (3.1c) \]
\[ a^{(1)}(e(z)) = - \left( \psi^-(zq^{-\frac{\sigma}{2}}) \right)^{-1} e(zq^{-c}), \quad a^{(1)}(f(z)) = -f(zq^{-c}) \left( \psi^+(zq^{\frac{\sigma}{2}}) \right)^{-1}, \quad (3.1d) \]
\[ a^{(1)}(\psi^\pm(z)) = (\psi^\pm(z))^{-1}, \quad a^{(1)}(c) = -c, \quad a^{(1)}(d) = -d, \quad (3.1e) \]
\[ \varepsilon(c) = \varepsilon(d) = \varepsilon(e(z)) = 0, \quad \varepsilon(\psi^\pm(z)) = 1. \quad (3.1f) \]

There exists two Drinfeld's Hopf structures. That is why we denoted coproduct and antipode maps in (3.1) as \( \Delta^{(1)} \) and \( a^{(1)} \). The counit maps are the same in the all Hopf structures considered in this paper, so we do not use for them different notations. The second structure is given by the formulas

\[ \Delta^{(2)}e(z) = e(z) \otimes 1 + \psi^+(zq^{-\frac{\sigma}{2}}) \otimes e(zq^{-c_1}), \quad (3.2a) \]
\[ \Delta^{(2)}f(z) = 1 \otimes f(z) + f(zq^{-c_2}) \otimes \psi^-(zq^{-\frac{\sigma}{2}}), \quad (3.2b) \]
\[ a^{(2)}(e(z)) = - \left( \psi^+(zq^{\frac{\sigma}{2}}) \right)^{-1} e(zq^{\sigma}), \quad a^{(2)}(f(z)) = -f(zq^{\sigma}) \left( \psi^-(zq^{\frac{\sigma}{2}}) \right)^{-1}, \quad (3.2c) \]
and the rest maps are the same as in (3.1).

To exploit the method of quantum double construction we should decompose the algebra under consideration into two Borel subalgebras corresponding to the chosen Hopf structure. This decomposition for (3.1) is \( U_F = \{ f(z), \psi^+(z), c, d \} \) and \( U_E = \{ e(z), \psi^-(z), c, d \} \). The pairing between these dual subalgebras can be reconstructed from comparing the general multiplication in quantum double with the commutation relations (2.6a) and (2.6b). The only nontrivial pairings between generators are \( \langle c, d \rangle = \langle d, c \rangle = 1 \) and (in terms of the formal series)

\[ \langle f(w), e(z) \rangle = \frac{1}{q^{-1} - q} \delta(z/w) \quad (3.3) \]

and

\[ \langle \psi^+(w), \psi^-(z) \rangle = g \left( \frac{z}{w} \right) = \frac{q^2 - \frac{\sigma}{w}}{1 - q^2 \frac{\sigma}{w}} = q^2 + (q^2 - q^{-2}) \sum_{k>0} q^{2k} \frac{z^k}{w^k}. \quad (3.4) \]

The pairing (3.3) and (3.4) \( U_F \otimes U_E \to \mathbb{C} \) is the Hopf pairing, satisfying the property

\[ \langle k_1 f, k_2 e \rangle = \langle k_1, k_2 \rangle \langle f, e \rangle \quad (3.5) \]

for any \( k_1 \in K_+, \ k_2 \in K_-, \ f \in U_f, \ e \in U_e \). Here \( K_{\pm} \) are the algebras, generated by \( q^{\pm h}, \ a_n \) for \( n \geq 0 \) and \( n \leq 0 \) and \( U_f \) and \( U_e \) are nilpotent subalgebras of \( U_F \) and \( U_E \) which are generated only by modes \( f_n \) and \( e_n \), \( n \in \mathbb{Z} \) respectively. The property (3.5) signifies that the universal \( \mathcal{R} \)-matrix corresponding to the coproduct \( \Delta^{(1)} \) will have factorized form

\[ \mathcal{R} = \mathcal{K} \cdot \overline{\mathcal{R}}, \quad (3.6) \]

where \( \mathcal{K} \) is given by (2.12).

To describe the element \( \overline{\mathcal{R}} \) one should consider the restriction of the pairing (3.3) and (3.4) on the dual subalgebras \( U_f \) and \( U_e \). It can be obtained inductively and have the form

\[ \langle f(z_1) \cdots f(z_n), e(w_1) \cdots e(w_n) \rangle = (q^{-1} - q)^{-n} \sum_{\sigma \in S_n} \prod_{k} \delta \left( \frac{z_k}{w_{\sigma(k)}} \right) \prod_{k<l} g \left( \frac{z_k}{z_l} \right). \quad (3.7) \]

As usual, one should start with different Cartan elements \( c, d \) and \( \psi_0^\pm \) in these dual subalgebras and factorizing over simple central elements identify these Cartan elements. In this way one can prove the relation \( \psi_0^+ = (\psi_0^-)^{-1} \).
where the series $g(z)$ is given by the formula (3.4) and $S_n$ is symmetric group of permutations of $n$ elements. The Hopf pairing between $U_e$ and $U_f$, corresponding to comultiplication $\Delta^{(2)}$ has analogous form (see (3.10) below).

The element $\overline{R}$ in the multiplicative form reads as follows \cite{KT}

$$\overline{R} = \prod_{n \in \mathbb{Z}} \exp_{q^2} \left( (q^{-1} - q) f_{-n} \otimes e_n \right),$$

where

$$\exp_{q^2}(x) = 1 + x + \frac{x^2}{1 + q^2} + \frac{x^3}{(1 + q^2)(1 + q^2 + q^4)} + \cdots + \frac{x^n}{(n)q^2!} + \cdots,$$

where $(a)_{q^2} = \frac{a^{\omega_{q^2}-1}}{q^2-1}$. In terms of the pairing the formula (3.8) is equivalent to the relation

$$\langle f_{-n_1}^{k_1} \cdots f_{-n_s}^{k_s}, e_{m_1}^{l_1} \cdots e_{m_s}^{l_s} \rangle = \prod_i \delta_{n_i, m_i} \cdot \delta_{k_i, l_i} \cdot (q^{-1} - q)^{k_i}(k_i)q^2!$$

for all $n_1 < \ldots < n_s$, $m_1 < \ldots < m_s$, which can be deduced from (3.7) by induction.

Note that the ordering of the $q$-exponents in (3.8) dictates that modes $f_n$ in the first tensor space are ordered by nonincreasing indices while $e_n$ in the second tensor space by nondecreasing order, so the element $\overline{R}$ belongs to the tensor product of certain completion of the nilpotent subalgebras $U_f$ and $U_e$, such that the element (3.8) is well defined operator when it acts in the tensor product of lowest weight representation with arbitrary one or in tensor product of arbitrary representation with highest weight representation.

A distinguished feature of the pairing (3.7) which follows from the form (3.8) is that it provides a way to order any monomial of generators $e_n$ as a sum of monomials $e_{k_1} \cdots e_{k_n}$ with nondecreasing indices $k_i$, $k_1 \leq \ldots \leq k_n$ and to order any monomial of generators $f_n$ as a sum of monomials $f_{l_1} \cdots f_{l_n}$ with nonincreasing indices $l_i$, $l_1 \geq \ldots \geq l_n$. For the orderings in opposite directions one should use the pairing corresponding to comultiplication $\Delta^{(2)}$:

$$\langle e(w_1) \cdots e(w_n), f(z_1) \cdots f(z_n) \rangle^{(2)} = (q - q^{-1})^{-n} \sum_{\sigma \in S_n} \prod_k \delta_{\frac{z_k}{w_{\sigma(k)}}} \prod_{k < l} g'(\frac{z_l}{z_k}),$$

where

$$g'(z) = \frac{q^2 - z}{1 - q^{-2}z} = q^{-2} + (q^{-2} - q^2) \sum_{k>0} q^{-2k}z^k.$$

An application of this technique is presented in the Appendix.

### 3.2 Integral presentation for the element $\overline{R}'$ and the fundamental differential equation

It is a common place to extend highest (lowest) weight representations of a Kac-Moody algebra to a representations of bigger algebra. This algebra can be defined as a completion with respect to a minimal topology, compatible with action on highest weight representations \cite{DK}. Since we are interested only by separate action of the algebras $U_e$ and $U_f$, these completions can be defined quite explicitly. Namely, the completed algebras $\overline{U}_e$ and $\overline{U}_f$, which act in highest weight representations, are generated as linear spaces by the series over monomials $e_{k_1} \cdots e_{k_i} (f_{k_1} \cdots f_{k_i})$ where $k_1 \leq \ldots \leq k_i$ and $\sum_i k_i$ is fixed. Analogously, for the completed algebras $\overline{U}_e$ and $\overline{U}_f$, which act in lowest weight representations, we use the series over monomials, ordered in opposite direction.

The following presentation of the universal $\mathcal{R}$-matrix was constructed in \cite{DK} in a completed tensor product of $\overline{U}_f \otimes \overline{U}_e$:

$$\overline{R}' = \mathcal{K} \cdot \overline{R},$$

\begin{equation}
(3.12)
\end{equation}
where $\mathcal{K}$ coincides with $R_{(2.12)}$ and

$$\mathcal{K} = 1 + \sum_{n>0} \frac{1}{n!(2\pi i)^n} \oint_{D_n} \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n} t(z_1) \cdots t(z_n).$$ (3.13)

Here

$$t(z) = (q^{-1} - q)f(z) \otimes e(z)$$ (3.14)

and $D_n$ is $n$-dimensional torus $|z_i| = 1$ for $|q| > 1$ and is the $n$-cycle $|z_i \prod_{j=1,\ldots,n,j \neq i} (z_i - q^2 z_j) | = 1$,

$i = 1, \ldots, n$ for any $q$, such that $q^N \neq 1$ , $N \in \mathbb{Z} \setminus \{0\}$ and the integrand is understood as analytical continuation of the product $t(z_1) \cdots t(z_n)$ from the region $|z_1| \gg |z_2| \gg \ldots \gg |z_n|$.

The results of the paper are strongly based on the following

**Proposition 3.1** (DKP) (i) The action of $\mathcal{R}$-matrix $R_{(2.12)}$ in tensor product of highest weight modules is well defined and coincides with the action of the $\mathcal{R}$-matrix $R_{(3.4)}$:

(ii) The element $\mathcal{R}'(\tau) = \tau^{-d_a \otimes 1} \mathcal{K} \tau^{d_a \otimes 1}$ satisfy the following differential equation:

$$\tau \frac{d\mathcal{R}'(\tau)}{d\tau} = \mathcal{R}'(\tau) \cdot I(\tau) = I(\tau) \cdot \mathcal{R}'(\tau).$$ (3.15)

Here the generating series $I(\tau)$ also belongs to the tensor product of the same completions $U^\leq_f \otimes U^\leq_e$ and so is a well defined operator acting in the tensor product of h.w.r. The coefficients of the formal series $I(\tau)$

$$I(\tau) = \sum_{n=1}^{\infty} I^{(n)} \tau^n$$ (3.16)

are the commuting quantities

$$I^{(n)} = \frac{(q - q^{-1})(-1)^n}{[n - 1]_q! [n]_q!} \oint \frac{dz}{2\pi i z} f^{(n)}(z) \otimes e^{(n)}(z)$$ (3.17)

constructed from the composed currents $f^{(n)}(z)$ and $e^{(n)}(z)$ (their definitions of the multiple residues are given by $I_{(1.23)}$

$$f^{(n)}(z) = (q^{-1} - q)^{n-1} [n]_q! [n - 1]_q! f(q^{2(n-1)} z)f(q^{2(n-2)} z) \cdots f(z),$$

$$e^{(n)}(z) = (q - q^{-1})^{n-1} [n]_q! [n - 1]_q! e(z) e(q^2 z) \cdots e(q^{2(n-1)} z).$$ (3.18)

The composed currents can be obtained inductively as the residues of the products of the preceding currents and by the constructions the composed currents are elements from the completions $U^\leq_f \otimes U^\leq_e$. The commutativity of the zero modes of two-tensors

$$\ell^{(n)}(z) = \frac{(q - q^{-1})(-1)^n}{[n - 1]_q! [n]_q!} f^{(n)}(z) \otimes e^{(n)}(z)$$ (3.19)

follows from the commutation relations

$$[\ell^{(n)}(z_1), \ell^{(m)}(z_2)] = \delta(q^{2n} z_1/z_2) \ell^{(n+m)}(z_1) - \delta(q^{-2m} z_1/z_2) \ell^{(n+m)}(z_2).$$ (3.20)

Due to this commutativity the differential equation can be easily solved

$$\mathcal{K}' = \exp \left(\sum_{n>0} \frac{I^{(n)}}{n}\right) = \exp \left((q - q^{-1}) \sum_{n>0} \frac{(-1)^n}{[n - 1]_q! [n]_q!} \oint \frac{dz}{2\pi i z} f^{(n)}(z) \otimes e^{(n)}(z)\right).$$ (3.21)
3.3 The pairing tensor as a formal integral \[\mathcal{E}_f, \mathcal{E}_e\]

In the completions \(\mathcal{U}_e^\prec, \mathcal{U}_e^\succ, \mathcal{U}_f^\prec\) and \(\mathcal{U}_f^\succ\) the defining relations for the total currents can be strengthened.

Lemma 3.1 (i) In the algebras \(\mathcal{U}_e^\prec\) and \(\mathcal{U}_f^\prec\) the following identity of formal power series take place:

\[
e(z_1) \cdots e(z_n) = \prod_{k<l} g\left(\frac{z_k}{z_l}\right) e(z_n) \cdots e(z_1), \quad f(z_1) \cdots f(z_n) = \prod_{k<l} g'\left(\frac{z_k}{z_l}\right) f(z_n) \cdots f(z_1)
\]  

(3.22)

(ii) In the algebras \(\mathcal{U}_f^\succ\) and \(\mathcal{U}_e^\succ\) the following identity of formal power series take place:

\[
e(z_1) \cdots e(z_n) = \prod_{k<l} g'\left(\frac{z_k}{z_l}\right) e(z_n) \cdots e(z_1), \quad f(z_1) \cdots f(z_n) = \prod_{k<l} g\left(\frac{z_k}{z_l}\right) f(z_n) \cdots f(z_1),
\]

where \(g(z)\) and \(g'(z)\) are given by the series \((3.4)\) and \((3.11)\) respectively.

Proof. One can prove the statement of this Lemma using pairing arguments and explicit formula \((3.7)\) for the pairing. For instance, the pairing \((3.7)\) can be extended by continuity to the pairing of \(\mathcal{U}_e^\prec\) with \(U_f\). Then

\[
(q^{-1} - q^2) \left\langle f(w_1) f(w_2), e(z_1) e(z_2) - g\left(\frac{z_2}{z_1}\right) e(z_2) e(z_1)\right\rangle =
\]

\[
= \delta\left(\frac{z_1}{w_1}\right) \delta\left(\frac{z_2}{w_2}\right) g\left(\frac{z_2}{w_1}\right) \delta\left(\frac{z_1}{w_2}\right) -
\]

\[
- g\left(\frac{z_1}{w_1}\right) \left[ \delta\left(\frac{z_2}{w_1}\right) \delta\left(\frac{z_1}{w_2}\right) + g\left(\frac{z_1}{z_2}\right) \delta\left(\frac{z_2}{w_1}\right) \delta\left(\frac{z_1}{w_2}\right) \right] \equiv 0,
\]

where the vanishing is due to the functional relation \(g(z)g(z^{-1}) = 1\). Note that for two of four equalities in Lemma 3.1 we should use the Hopf pairing \((3.10)\) attached to the coproduct \(\Delta^{(2)}\).

Let us introduce the following formal integral

\[
\mathcal{R}' = \exp\left(\oint \frac{dz}{2\pi i} t(z)\right) : = \sum_{n \geq 0} \frac{(q^{-1} - q)^n}{n!(2\pi i)^n} : \oint \cdots \oint \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n} f(z_1) \cdots f(z_n) \otimes e(z_1) \cdots e(z_n) :,
\]

(3.24)

The dots \(:\cdots:\) mean the following ordering of the result of the formal integration: we present the monomial of generators \(e_n\) as a sum of monomials \(e_{k_1} \cdots e_{k_n}\) with increasing indices \(k_i, k_1 \leq \cdots \leq k_n\) and to order any monomial of generators \(f_n\) as a sum of monomials \(f_{l_1} \cdots f_{l_n}\) with decreasing indices \(l_i, l_1 \geq \cdots \geq l_n\). The procedure is correctly defined only for \(|q| < 1\) since the resulting coefficients at ordered monomials include the sums of geometric progressions. The element \(\mathcal{R}'\) belongs, by a construction, to a completed tensor product of \(\mathcal{U}_f^\succ\) and \(\mathcal{U}_e^\prec\).

Lemma 3.2

\[
\mathcal{R}', x \otimes 1) = x, \quad (\mathcal{R}', 1 \otimes y) = y
\]

(3.25)

for any \(x \in \mathcal{U}_f^\prec\) and \(y \in \mathcal{U}_e^\prec\).

Let us calculate, for instance, \((\mathcal{R}', e(z_1) e(z_2) \otimes 1)\). Due to the formulas of the pairing, we have after integrations of delta-functions:

\[
(\mathcal{R}', e(z_1) e(z_2) \otimes 1) = \frac{1}{2} (e(z_1) e(z_2) + g(z_2/z_1) e(z_2) e(z_1))
\]

which is equal to \(e(z_1) e(z_2)\) due to Lemma 3.1. Due to the Lemma 3.2, we can use \(\mathcal{R}'\) as a tensor of pairing between \(\mathcal{U}_f^\succ\) and \(\mathcal{U}_e^\prec\). Moreover, we will see further, that it actually coincides with \((3.8)\) and thus use further for \(\mathcal{R}'\) the same notation \(\mathcal{R}\).
Nevertheless, from the definition we can define an action of (3.24) only on tensor product of lowest weight and highest weight representations; also the quantum double, including \( U_f \) and \( U_e \) as dual Hopf subalgebras is not correctly defined due to divergences. Thus we use the expression (3.24) not as the universal \( \mathcal{R} \)-matrix, but as a tensor of pairing.

4 Factorization of the universal \( \mathcal{R} \)-matrix

As it was mentioned in Introduction, we want, following [EF, ER], to decompose the factor \( \mathcal{R} \) of the universal \( \mathcal{R} \)-matrix (3.6), corresponding to Drinfeld comultiplication, into a product of two cocycles, which can be used for restoring of the canonical comultiplication structure (2.4) and corresponding \( \mathcal{R} \)-matrix. For multiplicative presentation of \( \mathcal{R} \) (3.8) such a factorization is clear: 

\[
\mathcal{R} = \mathcal{R}^{+,-} \cdot \mathcal{R}^{-,+}
\]

where \( \mathcal{R}^{+,-} \) consists of the product of \( q \)-exponents \( \exp_q^2 \left( (q^{-1} - q)f_n \otimes e_n \right) \) for \( n < 0 \) and \( \mathcal{R}^{-,+} \) consists of the product of \( q \)-exponents for \( n \geq 0 \), such that the universal \( \mathcal{R} \)-matrix for canonical comultiplication has a form

\[
\mathcal{R}_{\text{can}} = \prod_{n \geq 0} \exp_q^2 \left( (q^{-1} - q)f_n \otimes e_n \right) \cdot \mathcal{K} \cdot \prod_{n > 0} \exp_q^2 \left( (q^{-1} - q)f_n \otimes e_n \right).
\]

(4.1)

Our goal is to develop general technique of factorization applicable to a situation when multiplicative expression for \( \mathcal{R} \)-matrix is missing. Algebraical background for such a factorization consists of the use of projection operators from (current) Borel subalgebras to their orthogonal subalgebras, developed in [EF, ER]. Its survey is given in the first subsection and is applied to the tensors from previous subsection in the second one.

The projections of the contour integrals \( \mathcal{R}' \) are not well defined. Still, we notice in the next subsection, that the projections of the logarithmic derivatives of \( \mathcal{R}' \) make sense and we use this to deduce differential equations for the factors \( \mathcal{R}^{\pm,\mp} \), which determine them uniquely. The main technical problem reduces to the calculation of the projections of the composed currents, entering into differential equations for \( \mathcal{R}' \). This is done is the last subsection with a help of screening operators. These calculations finish the proof of main theorems.

4.1 The biorthogonal decompositions of Hopf algebras

Let \( \mathcal{A} \) be a bialgebra with unit and counit, \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) be two subalgebras of \( \mathcal{A} \) satisfying the following conditions:

(i) Algebra \( \mathcal{A} \) admits a decomposition \( \mathcal{A} = \mathcal{A}_1 \mathcal{A}_2 \), that is the multiplication map

\[
\mu: \mathcal{A}_1 \otimes \mathcal{A}_2 \to \mathcal{A}
\]

is an isomorphism of linear spaces;

(ii) \( \mathcal{A}_1 \) is left coideal, \( \mathcal{A}_2 \) is right coideal:

\[
\Delta(\mathcal{A}_1) \subset \mathcal{A} \otimes \mathcal{A}_1, \quad \Delta(\mathcal{A}_2) \subset \mathcal{A}_2 \otimes \mathcal{A}.
\]

(4.3)

Then the operators

\[
P^1_A: P^1_A(a_1a_2) = a_1 \varepsilon(a_2), \quad P^2_A: P^2_A(a_1a_2) = \varepsilon(a_1)a_2, \quad a_1 \in \mathcal{A}_1, \quad a_2 \in \mathcal{A}_2
\]

are well defined projection operators from \( \mathcal{A} \) to \( \mathcal{A}_i \), satisfying the following property:

\[
\mu(P^1_A \otimes P^2_A)\Delta(a) = a
\]

(4.4)
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Let \( \mathcal{A} \) be a bialgebra with unit and counit, \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) be two subalgebras of \( \mathcal{A} \) satisfying the following conditions:

(i) Algebra \( \mathcal{A} \) admits a decomposition \( \mathcal{A} = \mathcal{A}_1 \mathcal{A}_2 \), that is the multiplication map
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\mu: \mathcal{A}_1 \otimes \mathcal{A}_2 \to \mathcal{A}
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is an isomorphism of linear spaces;

(ii) \( \mathcal{A}_1 \) is left coideal, \( \mathcal{A}_2 \) is right coideal:

\[
\Delta(\mathcal{A}_1) \subset \mathcal{A} \otimes \mathcal{A}_1, \quad \Delta(\mathcal{A}_2) \subset \mathcal{A}_2 \otimes \mathcal{A}.
\]

(4.3)

Then the operators

\[
P^1_A: P^1_A(a_1a_2) = a_1 \varepsilon(a_2), \quad P^2_A: P^2_A(a_1a_2) = \varepsilon(a_1)a_2, \quad a_1 \in \mathcal{A}_1, \quad a_2 \in \mathcal{A}_2
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are well defined projection operators from \( \mathcal{A} \) to \( \mathcal{A}_i \), satisfying the following property:

\[
\mu(P^1_A \otimes P^2_A)\Delta(a) = a
\]

(4.4)
for any \( a \in A \). Here \( \varepsilon \) is counit. In Sweedler notation (4.1) means
\[
P_A^1(a')P_A^2(a'') = a.
\]

The correctness of definition of \( P_A^i \) follows from the condition (i). Denote by \( \phi : A \to A \) the linear map \( \phi(a) = P_A^1(a')P_A^2(a'') \). We claim that \( \phi \) is the map of left \( A_1 \)-modules and of right \( A_2 \)-modules, that is, \( \phi(a_1 a) = a_1 \phi(a) \), \( \phi(aa_2) = \phi(a)a_2 \). Indeed, for any \( a_1 \in A_1 \), \( a \in A \) we have
\[
\phi(a_1 a) = P_A^1(a_1 a')P_A^2(a'') = a_1 P_A^1(a')P_A^2(a'').
\]
From (4.3) we know that \( a_i'' \in A_1 \), so \( P_A^2(a_i'' a'') = \varepsilon(a_i'')P_A^2(a'') \) and
\[
\phi(a_1 a) = P_A^1(a_1 a')P_A^2(a'') = P_A^1(a_1 a')P_A^2(a'') = a_1 P_A^1(a')P_A^2(a'') = a_1 \phi(a)
\]
In analogous manner we prove, that \( \phi(aa_2) = \phi(a)a_2 \). Noting that \( \phi(1) = 1 \), we conclude that \( \phi(a) = a \) for any \( a \in A \).

Let now \( B \) be bialgebra dual to \( A \) with opposite comultiplication, that is there exists nondegenerate Hopf pairing \( \langle \cdot, \cdot \rangle : A \otimes B \to \mathbb{C} \), satisfying the conditions
\[
\langle a, b_1 b_2 \rangle = \langle \Delta(a), b_1 \otimes b_2 \rangle, \quad \langle a_1 a_2, b \rangle = \langle a_2 \otimes a_1, \Delta(b) \rangle,
\]
and \( \mathcal{R} = \sum a^\alpha \otimes b_\alpha \) be the tensor of the pairing. Let \( \mathcal{R}_i = (P_A^i \otimes \text{id})\mathcal{R} \). The addition identity (4.4) yields the factorization
\[
\mathcal{R} = \mathcal{R}_1 \cdot \mathcal{R}_2.
\]
Indeed, the tensor \( \mathcal{R} \) is uniquely characterized by one of the properties
\[
\langle \mathcal{R}, b \otimes 1 \rangle = b, \quad \text{for any } b \in B, \quad \langle \mathcal{R}, 1 \otimes a \rangle = a, \quad \text{for any } a \in A.
\]
Let us calculate \( \langle \mathcal{R}_1 \mathcal{R}_2, 1 \otimes a \rangle \). We have
\[
\langle \mathcal{R}_i, 1 \otimes a \rangle = \langle (P_A^i \otimes \text{id})\mathcal{R}, 1 \otimes a \rangle = P_A^i(\mathcal{R}, 1 \otimes a) = P_A^i(a).
\]
Then
\[
\langle \mathcal{R}_1 \mathcal{R}_2, 1 \otimes a \rangle = \langle \mathcal{R}_1, 1 \otimes a' \rangle \langle \mathcal{R}_2, 1 \otimes a'' \rangle = P_A^1(a')P_A^2(a'') = a
\]
due to (4.4). It proves (4.5).

We can get a factorization of \( \mathcal{R} \), \( \mathcal{R} = \mathcal{R}_2 \mathcal{R}_1 \) if we start from the decomposition \( B = B_1 B_2 \) into a product of two subalgebras, being right and left (since the opposite comultiplication is used in the pairing) coideals of \( B \): \( \Delta(B_1) \subset B_1 \otimes B \), \( \Delta(B_2) \subset B \otimes B_2 \) and use \( \mathcal{R}_i = (1 \otimes P_B^i)\mathcal{R} \), where \( P_B^1(b_1 b_2) = b_1 \varepsilon(b_2) \), \( P_B^2(b_1 b_2) = b_1 \varepsilon(b_2) \). The natural question arise: when these two decomposition coincide, that is \( \mathcal{R}_1 = \mathcal{R}_1 \), \( \mathcal{R}_2 = \mathcal{R}_2 \)? We claim the following

**Proposition 4.1** The decomposition of pairing tensor induced by the decomposition of the algebra \( A \) coincides with the decomposition of this tensor induced by the decomposition of the algebra \( B \) if \( A_i \) and \( B_j \) are mutually orthogonal, that is
\[
\langle a_i, b_j \rangle = \varepsilon(a_i)\varepsilon(b_j), \quad \text{for any } a_i \in A_i, b_j \in B_j, \quad i \neq j.
\]
Indeed, let us compute \( \langle \mathcal{R}_1, b \otimes a \rangle \) and \( \langle \mathcal{R}_1, b \otimes a \rangle \) for any \( a \in A \), \( b \in B \). We have
\[
\langle \mathcal{R}_1, b_1 b_2 \otimes a_1 a_2 \rangle = \langle a_1 \varepsilon(a_2), b_1 b_2 \rangle = \varepsilon(a_2)\langle a_1', b_1 \rangle \langle a_1'', b_2 \rangle.
\]
We know that \( a_i'' \in A_1 \), so
\[
\langle \mathcal{R}_1, b_1 b_2 \otimes a_1 a_2 \rangle = \varepsilon(a_2)\varepsilon(b_2)\langle a_1', \varepsilon(a_1''), b_1 \rangle = \varepsilon(a_2)\varepsilon(b_2)\langle a_1', b_1 \rangle.
\]
Analogously,
\[
\langle \mathcal{R}_1, b_1 b_2 \otimes a_1 a_2 \rangle = \langle a_1 a_2, b_1 \varepsilon(b_2) \rangle = \varepsilon(b_2) \langle a_1, b'_1 \rangle \langle a_2, b'_1 \rangle = \\
= \varepsilon(a_2) \varepsilon(b_2) \langle a_1, b'_1 \rangle = \varepsilon(a_2) \langle a_1, b_1 \rangle
\]
since \( b'_1 \in \mathcal{B}_1 \). We see that \( \mathcal{R}_1 = \bar{\mathcal{R}}_1 \). The same story takes place for other pair. We call further the decompositions \( \mathcal{A} = \mathcal{A}_1 \mathcal{A}_2 \), \( \mathcal{B} = \mathcal{B}_1 \mathcal{B}_2 \), satisfying the condition describe above, as biorthogonal decompositions of \( \mathcal{A} \) and \( \mathcal{B} \equiv (\mathcal{A}^{*})^{op} \).

Let now \( \mathcal{A} \) be a Hopf algebra and element \( \mathcal{R} \) is considered as an element from square tensor of its quantum double \( D(\mathcal{A}) \). For any biorthogonal decomposition the tensors \( \mathcal{R}_2 \) and \((\mathcal{R}_1^2)^{-1}\), where \( \mathcal{R}_i = (P^i_\mathcal{A} \otimes 1)\mathcal{R} = (1 \otimes P^i_\mathcal{B})\mathcal{R} \in \mathcal{A}_i \otimes \mathcal{B}_i = (P^i_\mathcal{A} \otimes P^i_\mathcal{B})\mathcal{R} \) are two cocycles in the double \( D(\mathcal{A}) \), that is,
\[
\mathcal{R}_2^{12} \cdot (\Delta \otimes 1) \mathcal{R}_2 = \mathcal{R}_2^{23} \cdot (1 \otimes \Delta) \mathcal{R}_2 , \\
(\Delta' \otimes 1) \mathcal{R}_1 \cdot \mathcal{R}_1^{12} = (1 \otimes \Delta') \mathcal{R}_1 \cdot \mathcal{R}_1^{23} .
\]
Indeed, both sides belong to \( \mathcal{A}_2 \otimes D(\mathcal{A}) \otimes \mathcal{B}_2 \). From the other hand, we have
\[
(\Delta' \otimes 1) \mathcal{R}_1 \cdot \mathcal{R}_1^{12} \cdot (\Delta \otimes 1) \mathcal{R}_2 = (1 \otimes \Delta') \mathcal{R}_1 \cdot \mathcal{R}_1^{23} \cdot \mathcal{R}_2^{23} \cdot (1 \otimes \Delta) \mathcal{R}_2
\]
due to the properties of universal \( \mathcal{R} \)-matrix, so the coassociator
\[
\Phi = \mathcal{R}_2^{12} \cdot (\Delta \otimes 1) \mathcal{R}_2 \cdot \left( \mathcal{R}_2^{23} \cdot (1 \otimes \Delta) \mathcal{R}_2 \right)^{-1}
\]
can be presented also as
\[
\Phi = \left( (\Delta' \otimes 1) \mathcal{R}_1 \cdot \mathcal{R}_1^{12} \right)^{-1} \cdot (1 \otimes \Delta') \mathcal{R}_1 \cdot \mathcal{R}_1^{23}
\]
and thus belongs to the intersection of \( \mathcal{A}_2 \otimes D(\mathcal{A}) \otimes \mathcal{B}_2 \) and \( \mathcal{A}_1 \otimes D(\mathcal{A}) \otimes \mathcal{B}_1 \), which means that it has a form \( 1 \otimes d \otimes 1 \) for some \( d \in D(\mathcal{A}) \). Then the pentagon identity on \( \Phi \) says that there is no nontrivial coassociator of such a form.

### 4.2 Application to the algebra \( U_q(\hat{sl}_2) \)

Let \( U^+_F \) be a subalgebra of \( U_F \), generated by all \( a_n, f_n, n > 0 \) and \( q^h; U^-_F \) be a subalgebra of \( U_F \), generated by all \( f_n, n \leq 0 \). We choose them as \( A_1 \) and \( A_2 \). The corresponding projectors will be denoted as \( P^{\pm*}_f \) and \( P^{\pm*}_e \). Let also \( U^-_E \) be a subalgebra of \( U_E \), generated by all \( a_n, e_n, n < 0; U^+_e \) be a subalgebra of \( U_e \subset U_E \), generated by all \( e_n, n \geq 0 \). We choose them as \( B_1 \) and \( B_2 \). The corresponding projectors will be denoted as \( P^-_e \) and \( P^+_e \). That is,
\[
P^{\pm*}_f(a_1 a_2) = a_1 \varepsilon(a_2), \quad P^{\pm*}_f(a_1 a_2) = \varepsilon(a_1) a_2, \quad a_1 \in U^+_F, \quad a_2 \in U^-_F, \quad (4.6)
\]
\[
P^-_e(a_1 a_2) = a_1 \varepsilon(a_2), \quad P^+_e(a_1 a_2) = \varepsilon(a_1) a_2, \quad a_1 \in U^-_E, \quad a_2 \in U^+_e. \quad (4.7)
\]
It follows from the definition of the open sets in \( U^+_F \) and \( U^-_E \) \[DKP\], that the projections of small enough open neighborhoods of zero are zero, which means that the projectors can be defined also on the completed spaces:
\[
P^{\pm*}_f : U^+_F \to U^+_F, \quad P^{\pm*}_e : U^-_F \to U^-_F, \quad P^+_e : U^-_E \to U^+_e, \quad P^-_e : U^+_E \to U^-_E. \quad (4.8)
\]

The subalgebras \( U^+_F, U^-_F, U^-_E, U^+_e \) and the corresponding projectors (4.6) and (4.7) satisfy all the conditions of biorthogonal decomposition and can be applied to decomposition of the pairing tensor \( \mathcal{K} \cdot \bar{\mathcal{R}} \). Due to the property (3.5) of the Hopf pairing, the factorization (4.7) in this case has the form
\[
\mathcal{K} \cdot \bar{\mathcal{R}} = \mathcal{K} \cdot \mathcal{R}_{+-} \cdot \mathcal{R}_{-+}, \quad (4.9)
\]
Here generated by all elements of dual subalgebras. So they coincide, as well as in the notations.

Since the projections admit prolongation to completed (in opposite directions) subalgebras, the application of \((P_\pm^* \otimes P_\mp^*)\) to the tensor is well defined, and we can repeat the arguments of the previous subsection to the factorization of this tensor. So we have an equality

\[
\mathcal{R}'' = \mathcal{R}'_+ \cdot \mathcal{R}'_- \cdot \mathcal{R}'_{++} \cdot \mathcal{R}'_{--},
\]

where

\[
\mathcal{R}_{\pm,\mp} = (P_\pm^* \otimes 1)\mathcal{R} = (1 \otimes P_\mp^*)\mathcal{R} = (P_\pm^* \otimes P_\mp^*)\mathcal{R}.
\]

It coincides with the natural factorization for multiplicative expression of the universal \(\mathcal{R}\)-matrix, mentioned in the beginning of this section.

We need also further another pair of projections operators, connected to the comultiplication \(\Delta^{(2)}\). Their restrictions to the algebras \(U_f\) and \(U_e\) can be defined as follows. Let \(U_f^+\) be a subalgebra of \(U_f\), generated by all \(f_n, n > 0\) and \(U_e^-\) be a subalgebra of \(U_e\), generated by all \(e_n, n < 0\). We put

\[
P_f^-(a_1a_2) = a_1\varepsilon(a_2), \quad P_f^+(a_1a_2) = \varepsilon(a_1)a_2, \quad a_1 \in U_f^-, \quad a_2 \in U_f^+,
\]

\[
P_e^{**}(a_1a_2) = a_1\varepsilon(a_2), \quad P_e^{*+}(a_1a_2) = \varepsilon(a_1)a_2, \quad a_1 \in U_e^{**}, \quad a_2 \in U_e^{*+}.
\]

As before, they can be prolonged to corresponding completed algebras.

The computation of the projections for the products of the currents can be carried out by means of the commutation relations between half-currents \((2.7)\) \(e_\pm(z)\) and \(f_\pm(z)\), where we put everywhere \(z = z_1/z_2\):

\[
e_{\pm}(z_1)e_{\pm}(z_2) = g(z^{-1})e_{\pm}(z_2)e_{\pm}(z_1) + \psi(z^{-1}) \left( z^{-1}e^2_{\pm}(z_1) + e^2_{\pm}(z_2) \right),
\]

\[
e_{\pm}(z_1)e_{\pm}(z_2) = g'(z)e_{\pm}(z_2)e_{\pm}(z_1) + \psi'(z) \left( e^2_{\pm}(z_1) + ze^2_{\pm}(z_2) \right),
\]

\[
e_{+}(z_1)e_{-}(z_2) = g(z^{-1})e_{-}(z_2)e_{+}(z_1) + \psi(z^{-1}) \left( z^{-1}e^2_{+}(z_1) + e^2_{-}(z_2) \right),
\]

\[
e_{-}(z_1)e_{+}(z_2) = g'(z)e_{+}(z_2)e_{-}(z_1) + \psi'(z) \left( e^2_{-}(z_1) + ze^2_{+}(z_2) \right),
\]

\[
f_{\pm}(z_1)f_{\pm}(z_2) = g'(z^{-1})f_{\pm}(z_2)f_{\pm}(z_1) + \psi'(z^{-1}) \left( f^2_{\pm}(z_1) + z^{-1}f^2_{\pm}(z_2) \right),
\]

\[
f_{\pm}(z_1)f_{\pm}(z_2) = g(z)f_{\pm}(z_2)f_{\pm}(z_1) + \psi(z) \left( zf^2_{\pm}(z_1) + f^2_{\pm}(z_2) \right),
\]

\[
f_{+}(z_1)f_{-}(z_2) = g'(z^{-1})f_{-}(z_2)f_{+}(z_1) + \psi'(z^{-1}) \left( f^2_{+}(z_1) + z^{-1}f^2_{-}(z_2) \right),
\]

\[
f_{-}(z_1)f_{+}(z_2) = g(z)f_{+}(z_2)f_{-}(z_1) + \psi(z) \left( zf^2_{-}(z_1) + f^2_{+}(z_2) \right).
\]

Here

\[
g(z) = \frac{q^2 - z}{1 - q^2 z}, \quad g'(z) = \frac{q^2 - z}{1 - q^2 z}, \quad \psi(z) = \frac{1 - q^2}{1 - q^2 z}, \quad \psi'(z) = \frac{1 - q^2}{1 - q^2 z}.
\]

For the calculation of the projection of the product of the currents, say \(P_f^{**}(f(z_1) \cdots f(z_n))\) we first replace the product of the currents by the sum of the products of half-currents \(f_\pm(z_i)\), using the relation \(f(z) = f_+(z) - f_-(z)\), then move successively all the \(f_-(z_i)\) to the right and all \(f_+(z_i)\) to the left. The projector \(P_f^{**}\) kills all the factors \(f_-(z_i)\) which stand from the right leaving at the end the products of some \(f_+(z_i)\).
4.3 Differential equations for the elements $\mathcal{R}_{\pm,\mp}(\tau)$

Let us rewrite the differential equation (3.15) for the element $\mathcal{R} \in U_f \otimes U_e$ in the form

$$I(\tau) = (\mathcal{R}(\tau))^{-1} \cdot \frac{d\mathcal{R}(\tau)}{d\tau} = \frac{d\mathcal{R}(\tau)}{d\tau} \cdot (\mathcal{R}(\tau))^{-1}$$

and act by left and right hand sides of this equality onto tensor product of highest weight modules over $U_f(\mathfrak{sl}_2)$. According to the Proposition 3.3 we can replace the element $\mathcal{R}$ by its multiplicative counterpart $\mathcal{E}$ which possesses the factorization (4.9). Equations (4.15) will have the form

$$(\mathcal{R}_{+,+}(\tau))^{-1} \cdot \frac{d\mathcal{R}_{+,+}(\tau)}{d\tau} + \frac{d\mathcal{R}_{+-}(\tau)}{d\tau} \cdot (\mathcal{R}_{--}(\tau))^{-1} = \mathcal{R}_{--,}(\tau) \cdot I(\tau) \cdot (\mathcal{R}_{--,}(\tau))^{-1},$$

$$(\mathcal{R}_{+,+}(\tau))^{-1} \cdot \frac{d\mathcal{R}_{+,+}(\tau)}{d\tau} + \frac{d\mathcal{R}_{+-}(\tau)}{d\tau} \cdot (\mathcal{R}_{--}(\tau))^{-1} = (\mathcal{R}_{+,+}(\tau))^{-1} \cdot I(\tau) \cdot \mathcal{R}_{+,+}(\tau).$$

Let us apply the projections $P_f^+ \otimes P_e^-$ to the equality (4.16a) and $P_f^- \otimes P_e^+$ to the equation (4.16b). Let us consider (4.16a). It is clear that the projection $P_f^+ \otimes P_e^-$ kills the second term in the l.h.s. of this equality and the first term is stable under this projection. Let us apply the same projections to the r.h.s. of (4.16a). As we already mentioned the generating series $I(\tau)$ contain the elements which belong to the tensor product $U_f \otimes U_e$ (see details in [DKP]). According to this completions application of the projection $P_f^+$ and $P_e^-$ means the following. One should move all generators which belong to subalgebra $U_f^-$ to the left in the first tensor space of the r.h.s. of (4.16a) and kill all the terms which contain these sort of generators on the left. Analogously, for the projection $P_e^-$ in the second tensor space of the r.h.s. of (4.16a) we will move all generators which belong to $U_e^+$ to the right and kill all the terms where such generators survive on the right hand side. We conclude that

$$(P_f^+ \otimes P_e^-)\mathcal{R}_{+,+}(\tau) = 1 \otimes 1$$

and

$$(P_f^+ \otimes P_e^-) \left( \mathcal{R}_{+,+}(\tau) \cdot I(\tau) \cdot (\mathcal{R}_{+,+}(\tau))^{-1} \right) = (P_f^+ \otimes P_e^-) I(\tau) \equiv I_{\pm,\mp}(\tau).$$

The substitution of (4.17) to (4.16a) and (4.16b) proves the following

**Proposition 4.2** The projections $\mathcal{R}_{+,+}(\tau) = (P_f^+ \otimes P_e^-)\mathcal{R}(\tau)$ of the universal $\mathcal{R}$ matrix $\mathcal{R}(\tau)$ (see (2.14)) satisfy the following differential equations:

$$\tau (\mathcal{R}_{--,}(\tau))^{-1} \cdot \frac{d\mathcal{R}_{--,}(\tau)}{d\tau} = (P_f^- \otimes P_e^+) I(\tau),$$

$$\tau \frac{d\mathcal{R}_{--}(\tau)}{d\tau} (\mathcal{R}_{--,}(\tau))^{-1} = (P_f^+ \otimes P_e^-) I(\tau),$$

where $I(\tau)$ is given by (3.10) and (3.11).

One can see that the differential equations (4.18) and (4.19) are equivalent to the following recurrence relations:

$$n\mathcal{R}_{+,+}^{(n)} = \mathcal{R}_{+,+}^{(n-1)} + \mathcal{R}_{+,+}^{(n-2)} I_1^{(1)} + \cdots + \mathcal{I}_{+,+}^{(1)} I_{+,+}^{(n-1)} + I_{+,+}^{(n)},$$

$$n\mathcal{R}_{--,}^{(n)} = I_1^{(1)} \mathcal{R}_{--,}^{(n-1)} + I_1^{(2)} \mathcal{R}_{--,}^{(n-2)} + \cdots + I_{--,}^{(n-1)} \mathcal{R}_{--,}^{(1)} + I_{--,}^{(n)}.$$

The system of the recurrent relations (4.20) with noncommutative coefficients $I_{\pm,\pm}^{(n)}$ have formal solution

$$\mathcal{R}_{\pm,\mp}^{(n)} = \sum_{m=1}^{n} \sum_{j_1+j_2+\cdots+j_m=n} C_{\pm}(j_1,j_2,\ldots,j_m) I_{\pm,\pm}^{(1)} I_{\pm,\pm}^{(2)} \cdots I_{\pm,\pm}^{(j_m)},$$
The application of the screening operators to a factorization problem is based on their compatibility with currents (4.17) onto subalgebras $U_{e,f}^\pm$. We solve this problem in the next subsection.

### 4.4 Projections of composed currents and screening operators

To calculate the projections to the subalgebras $U_{e,f}^\pm$ from the composed currents we need the following recurrent definitions of these currents

$$e^{(n)}(z) = - \lim_{w \to z} e^{(n-1)}(z q^2) e(w) \frac{dw}{w} = - \oint_{w \text{ around } z} \frac{dw}{2\pi i w} e^{(n-1)}(z q^2) e(w),$$

$$f^{(n)}(z) = \lim_{w \to z} f^{(n-1)}(z) f(w) \frac{dw}{w} = \oint_{w \text{ around } z} \frac{dw}{2\pi i w} f^{(n-1)}(z) f(w),$$

Let us define the screening operators $S_{e_0}, \tilde{S}_{e_0}, S_{f_0}, \tilde{S}_{f_0}$, which act as the following $q$-commutators in the algebra $U_q(\mathfrak{sl}_2)$:

$$S_{e_0}(x) = e_0 x - k x k^{-1} e_0, \quad S_{f_0}(x) = x f_0 - f_0 k x k^{-1},$$

$$\tilde{S}_{e_0}(x) = x e_0 - e_0 k^{-1} x k, \quad \tilde{S}_{f_0}(x) = f_0 x - k^{-1} x k f_0.$$

The screening operators coincide with adjoint action of the elements $e_0$ and $f_0$ with respect to comultiplication (2.4):

$$S_{e_0}(x) = e'_0 \cdot x \cdot a (e''_0), \quad S_{f_0}(x) = a (f''_0) \cdot x \cdot f'_0,$$

and are connected via the conjugation by $k$:

$$\tilde{S}_{e_0}(x) = - q^2 k^{-1} S_{e_0}(x) k, \quad \tilde{S}_{f_0}(x) = - q^{-2} k^{-1} S_{f_0}(x) k.$$

The application of the screening operators to a factorization problem is based on their compatibility with projection operators.

**Lemma 4.1**

(i) Subalgebras $U_{e,f}^\pm$ are invariant with respect to the screening operators $S_{e_0}$ and $\tilde{S}_{e_0}$: subalgebras $U_{e,f}^\mp$ are invariant with respect to the screening operators $S_{f_0}$ and $\tilde{S}_{f_0}$;

(ii) The screening operators $S_{e_0}$ and $\tilde{S}_{e_0}$ commute with the projectors $P_{e}^\pm$; the screening operators $S_{f_0}$ and $\tilde{S}_{f_0}$ commute with the projectors $P_{f}^\pm$:

$$P_{e}^\pm S_{e_0}(x) = S_{e_0} P_{e}^\pm(x), \quad P_{e}^\pm \tilde{S}_{e_0}(x) = \tilde{S}_{e_0} P_{e}^\pm(x), \quad x \in U_e,$$

$$P_{f}^\pm S_{f_0}(x) = S_{f_0} P_{f}^\pm(x), \quad P_{f}^\pm \tilde{S}_{f_0}(x) = \tilde{S}_{f_0} P_{f}^\pm(x), \quad x \in U_f.$$
The proof of statement (i) of the Lemma consists of a short calculation based on the use of (2.6c) and (2.6d). The statement (ii) follows from (i) together with a remark, that \( \varepsilon S(x) = 0 \) for any screening \( S \) in consideration.

The main result of this subsection is the following

**Proposition 4.3** The projections of the currents \( e^{(n)}(z) \) and \( f^{(n)}(z) \) onto subalgebras \( U^\pm_{e,f} \) are given by the formulas

\[
P_e^+ \left( e^{(n)}(z) \right) = S_{e_0}^{n-1} \left( e_+ (zq^{2(n-1)}) \right), \quad P_e^- \left( e^{(n)}(z) \right) = -S_{e_0}^{n-1} \left( e_-(z) \right), \quad (4.28a)
\]

\[
P_f^+ \left( f^{(n)}(z) \right) = S_{f_0}^{n-1} \left( f_+ (z) \right), \quad P_f^- \left( f^{(n)}(z) \right) = -S_{f_0}^{n-1} \left( f_-(zq^{2(n-1)}) \right). \quad (4.28b)
\]

**Proof.** One can prove by induction (see [DKP] for details) that the currents \( e^{(n)}(z) \) and \( f^{(n)}(z) \) satisfy the following quadratic relations:

\[
(w - zq^{2(n-2)})(w - zq^{2(n-1)})e(w)e^{(n-1)}(z) = q^{2(n-1)}(w - zq^{-2})(w - z)e^{(n-1)}(z)e(w), \quad (4.29a)
\]

\[
(w - zq^{2(n-2)})(w - zq^{2(n-1)})f^{(n-1)}(z)f(w) = q^{2(n-1)}(w - zq^{-2})(w - z)f(w)f^{(n-1)}(z), \quad (4.29b)
\]

Moreover, the product \( e(w)e^{(n-1)}(z) \) has unique simple pole at \( w = q^{2(n-1)}z \); the product \( e(w)e^{(n-1)}(z) \) has unique simple zero at \( w = q^{-2}z \); the product \( f(w)f^{(n-1)}(z) \) has unique simple pole at \( w = q^{-2}z \); and the product \( f(w)f^{(n-1)}(z) \) has unique simple zero at \( w = q^{2(n-1)}z \).

It means that the residues in (4.23a)-(4.23d) can be presented as the following formal integrals:

\[
e^{(n)}(z) = \oint \frac{dw}{2\pi iw} \left( e^{(n-1)}(zq^2)e(w) - q^{-2(n-1)}e(w)e^{(n-1)}(zq^2)\alpha_n \left( \frac{z}{w}; q \right) \right), \quad (4.30a)
\]

\[
= \oint \frac{dw}{2\pi iw} \left( e(w)e^{(n-1)}(z) - q^{-2(n-1)}e^{(n-1)}(z)e(w)\beta_n \left( \frac{w}{z}; q \right) \right), \quad (4.30b)
\]

\[
f^{(n)}(z) = \oint \frac{dw}{2\pi iw} \left( f^{(n-1)}(z)f(w) - q^{2(n-1)}f(w)f^{(n-1)}(z)\beta_n \left( \frac{z}{w}; q^{-1} \right) \right), \quad (4.30c)
\]

\[
= \oint \frac{dw}{2\pi iw} \left( f(w)f^{(n-1)}(zq^2) - q^{2(n-1)}f^{(n-1)}(zq^2)f(w)\alpha_n \left( \frac{w}{z}; q^{-1} \right) \right), \quad (4.30d)
\]

where

\[
\alpha_n(x; q) = \frac{1 - q^{2(n-1)}x}{(1 - x)(1 - q^2x)}, \quad \beta_n(x; q) = \frac{1 - q^2x}{(1 - q^{-2(n-1)}x)(1 - q^{-2(n-1)}x)}. \quad (4.31)
\]

The r.h.s. of (4.30a)-(4.30d) can be presented as total integrals of left/right adjoint actions of the currents \( e(w) \) and \( f(w) \) with respect to coproduct \( \Delta^{(1)} \). For instance, the relation (4.30a) we can read as

\[
e^{(n)}(z) = \int \frac{dw}{2\pi iw} a_+ \left( e(w) \right) X e'(w),
\]

where \( X = e^{(n-1)}(zq^2) \).

We can rewrite (4.30a)-(4.30d) as

\[
e^{(n)}(z) = e^{(n-1)}(zq^2)e_0 - q^{-2(n-1)}e_0 e^{(n-1)}(zq^2) + \sum_{k<0} \alpha_{n,k}(q)e_k e^{(n-1)}(zq^2)z^{-k}, \quad (4.32a)
\]

\[
e^{(n)}(z) = e_0 e^{(n-1)}(z) - q^{-2(n-1)}e^{(n-1)}(z)e_0 + \sum_{k>0} \beta_{n,k}(q) e^{(n-1)}(z)e_k z^{-k}, \quad (4.32b)
\]

\[
f^{(n)}(z) = f^{(n-1)}(z)f_0 - q^{2(n-1)}f_0 f^{(n-1)}(z) + \sum_{k<0} \beta_{n,k}(q^{-1}) f_k f^{(n-1)}(z)z^{-k}, \quad (4.32c)
\]
\[ f^{(n)}(z) = f_0 f^{(n-1)}(z q^2) - q^{2(n-1)} f^{(n-1)}(z q^2) f_0 + \sum_{k>0} \alpha_{n,k}(q^{-1}) f^{(n-1)}(z q^2) f_k z^{-k}, \]  

(4.32d)

where \( \alpha_{n,k}(q) \) and \( \beta_{n,k}(q) \) are coefficients of the expansion of the rational functions \( \alpha_n(x; q) \) and \( \beta_n(x; q) \) into series with respect to \( x \).

Due to the definitions (4.7) and (4.11) of the projection operators, the sums in the right hand sides of (4.32) disappear under corresponding projections and we obtain

\[
P_e^+ \left( e^{(n)}(z) \right) = P_e^+ \left( e^{(n-1)}(z q^2) e_0 - q^{-2(n-1)} e_0 e^{(n-1)}(z q^2) \right) = P_e^+ \hat{S}_{e_0} e^{(n-1)}(z q^2),
\]

(4.33a)

\[
P_e^- \left( e^{(n)}(z) \right) = P_e^- \left( e_0 e^{(n-1)}(z) - q^{2(n-1)} e^{(n-1)}(z) e_0 \right) = P_e^- \hat{S}_{e_0} e^{(n-1)}(z),
\]

(4.33b)

\[
P_f^+ \left( f^{(n)}(z) \right) = P_f^+ \left( f^{(n-1)}(z) f_0 - q^{-2(n-1)} f_0 f^{(n-1)}(z) \right) = P_f^+ \hat{S}_{f_0} f^{(n-1)}(z),
\]

(4.33c)

\[
P_f^- \left( f^{(n)}(z) \right) = P_f^- \left( f_0 f^{(n-1)}(z q^2) - q^{2(n-1)} f^{(n-1)}(z q^2) f_0 \right) = P_f^- \hat{S}_{f_0} f^{(n-1)}(z q^2).
\]

(4.33d)

Iteration of the formulas (4.33) together with (4.26), (4.27), proves the Proposition 4.3. The additional minus in (4.28) appear due to the definitions (2.7) \( P_f^- (e(z)) = -e_-(z) \) and \( P_f^- (f(z)) = -f_-(z) \). Note that the coefficients in front of \( e^{(n-1)}(z) e_0 \) and \( f_0 f^{(n-1)}(z) \) in (4.33b) and (4.33c) are changed in contrast to (4.32b) and (4.32c) in order to have possibility to apply the statement of the Lemma 4.2.

The combination of Propositions 4.2 and 4.3 complete the proof of Theorems 1 and 2. Note that in its formulations the screenings \( \hat{S}_{e_0} \) and \( \hat{S}_{f_0} \) do not appear. We can avoid their use since

\[
\hat{S}_{f_0}^k (f_+(z)) \otimes \hat{S}_{e_0}^k (e_-(z)) = \hat{S}_{f_0}^k (f_+(z)) \otimes \hat{S}_{e_0}^k (e_-(z))
\]

because of (4.25). The Corollary 1 to Theorem 2 is also a direct consequence of the Proposition 4.3 due to [DM].

The adjoint action of the screening operators onto half-currents can be expressed through the powers of these half-currents. We have the following

**Lemma 4.2**

\[
S_{e_0}^{n-1} (e_+(z)) = \prod_{k=2}^{n} (1 - q^{-2(k-1)}) e_+^n(z), \quad S_{e_0}^{n-1} (e_-(z)) = \prod_{k=2}^{n} (1 - q^{2(k-1)}) e_-^n(z),
\]

(4.34)

\[
S_{f_0}^{n-1} (f_+(z)) = \prod_{k=2}^{n} (q^{2(k-1)} - 1) f_+^n(z), \quad S_{f_0}^{n-1} (f_-(z)) = \prod_{k=2}^{n} (q^{-2(k-1)} - 1) f_-^n(z).
\]

**Proof.** Let us first equality in (4.34) since the rest are analogous. The proof is by induction over \( n \). For \( n = 2 \) the identity

\[
\hat{S}_{e_0} (e_+(z)) = [e_0, e_+(z)]_{q^{-2}} = e_0 e_+(z) - q^{-2} e_+(z) e_0 = (1 - q^{-2}) e_+^2(z).
\]

follows from the commutation relations (2.6c). Suppose that the identity \( \hat{S}_{e_0}^{m-1} (e_+(z)) = \prod_{k=2}^{m} (1 - q^{-2(k-1)}) e_+^m(z) \) is valid for \( m = 2, \ldots, n - 1 \). Then we calculate

\[
\hat{S}_{e_0}^{n} (e_+(z)) = \prod_{k=2}^{n} (1 - q^{-2(k-1)}) \hat{S}_{e_0} (e_+^{n-1}(z)) = \prod_{k=2}^{n} (1 - q^{-2(k-1)}) e_+^n(z)
\]

which prove the Lemma.

This Lemma allows one to write down the integral formulas for the elements \( R_{\pm, \pm}^{(n)} \) in the form of the formal integrals from two-tensors constructed from powers of half-currents:

\[
R^{(n)}_{\pm, \pm} = (-2\pi i)^{-n} \sum_{m=1}^{n} \sum_{j_1 + j_2 + \ldots + j_m = n} \hat{C}_{\pm} (j_1, j_2, \ldots, j_m) \times
\]

\[
\int \cdots \int \frac{dz_1}{z_1} \cdots \frac{dz_m}{z_m} f^{j_1}_\pm (z_1) \cdots f^{j_m}_\pm (z_m) \otimes e^{j_1}_\pm (z_1) \cdots e^{j_m}_\pm (z_m)
\]

(4.35)
We would like to factorize the element \((3.24)^{5.1}\) Another form of the differential equations and combinatorial identity. We will give the proof of this identity, proposed by A. Okounkov.

Let

\[
C_+(j_1, j_2, \ldots, j_m) = \frac{(q^{-1} - q)^{2n-m}}{j_1(j_1 + j_2)(j_1 + j_2 + j_3) \cdots (j_1 + j_2 + \cdots + j_m)} \prod_{i=1}^{m} \frac{1}{[j_i]},
\]

\[
C_-(j_1, j_2, \ldots, j_m) = \frac{(q^{-1} - q)^{2n-m}}{j_m(j_m + j_{m-1})(j_m + j_{m-1} + j_{m-2}) \cdots (j_m + j_{m-1} + \cdots + j_1)} \prod_{i=1}^{m} \frac{1}{[j_i]}.
\]

Note, that the presentation \((4.35)\) is specific for the case under consideration and in general situation of \(U_q(\hat{g})\) the only possibility is to use the screening operators.

5 Factorization of the formal pairing tensor

The recurrence relations and corresponding differential equations for the factorized part of \(\mathcal{R}\)-matrix can be also deduced from the factorization of the pairing tensor in a form of formal integral. We will see that in this approach they appear in a different form. Its equivalence to the results above reduces to certain combinatorial identity. We will give the proof of this identity, proposed by A. Okounkov.

5.1 Another form of the differential equations and combinatorial identity

We would like to factorize the element \((3.24)\)

\[
\overline{\mathcal{R}} = \exp \int t(z) \frac{dz}{z} := \sum_{n \geq 0} \frac{1}{n!} \int \cdots \int \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n} t(z_1) \cdots t(z_n): (5.1)
\]

into a product

\[
\overline{\mathcal{R}} = \mathcal{R}_{+-} \cdot \mathcal{R}_{-+}. (5.2)
\]

Here, as before, \(t(z) = (q^{-1} - q)f(z) \otimes e(z)\). If we use the notation \((a \otimes b)_{\pm,\mp}\) for \(P_f^\pm(a) \otimes P_e^\pm(b)\), then the relation \((5.2)\) means that

\[
\mathcal{R}_{\pm,\mp} = \sum_{n \geq 0} \frac{1}{n!} \int \cdots \int \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n} (t(z_1) \cdots t(z_n))_{\pm,\mp}.
\]

Let

\[
\overline{\mathcal{R}}^{(n)} = \frac{1}{n!} \int \cdots \int \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n} t(z_1) \cdots t(z_n):
\]

and

\[
\mathcal{R}_{\pm,\mp}^{(n)} = \frac{1}{n!} \int \cdots \int \frac{dz_1}{z_1} \cdots \frac{dz_n}{z_n} (t(z_1) \cdots t(z_n))_{\pm,\mp}.
\]

Then the factorization \((5.2)\) is equivalent to

\[
\overline{\mathcal{R}}^{(n)} = \sum_{0 \leq l \leq n} \mathcal{R}_{\pm,\mp}^{(l)} \mathcal{R}_{\mp,\pm}^{(n-l)}. (5.3)
\]

We can calculate, for example, \(\mathcal{R}_{\pm,\mp}^{(n)}\) using \((5.3)\) by induction over \(n:\)

\[
\mathcal{R}_{\pm,\mp}^{(n)} = \frac{1}{n} \left( : \overline{\mathcal{R}}^{(n-1)} \int t(z) \frac{dz}{z} : \right)_{\pm,\mp} = \frac{1}{n} \sum_{0 \leq l \leq n-1} \mathcal{R}_{\pm,\mp}^{(n-1-l)} \left( : \mathcal{R}_{\mp,\pm}^{(l)} \int t(z) \frac{dz}{z} : \right)_{\pm,\mp}, (5.4)
\]

Denote by

\[
\tilde{j}_{\mp,\pm}^{(l)} = \left( : \mathcal{R}_{\mp,\pm}^{(l)} \int t(z) \frac{dz}{z} : \right)_{\mp,\pm}, \quad \tilde{j}_{\pm,\mp}^{(l)} = \left( : \int t(z) \frac{dz}{z} \mathcal{R}_{\pm,\mp}^{(l)} : \right)_{\pm,\mp}, (5.5)
\]
\[ \mathcal{I}_{\pm,\mp}(\tau) = \sum_{n>0} i^{(n)}_{\pm,\mp} \tau^n \]

With these notations we can organize the recurrence relations (5.4) as the following differential equations.

**Proposition 5.1** The following differential equations follow from the factorization (5.2):

\[ \tau \frac{\partial R_{+,+}(\tau)}{\partial \tau} = R_{+,+}(\tau) \cdot \mathcal{I}_{+,+}(\tau), \quad (5.6) \]

\[ \tau \frac{\partial R_{-,+}(\tau)}{\partial \tau} = \mathcal{I}_{-,+}(\tau) \cdot R_{-,+}(\tau), \quad (5.7) \]

Due to the uniqueness of logarithmic derivative, we should have the identifications:

\[ \mathcal{I}_{\pm,\mp}(\tau) = I_{\pm,\mp}(\tau). \quad (5.8) \]

The calculation of the integrals (5.5) is very nontrivial technical problem. Nevertheless, we can get some profit comparing (5.6), (5.7) with (2.15a), (2.15b). Comparing the expressions (5.5) with (2.17) and (4.34) we see that the equality (5.8) can be considered as an effective way to calculate the integrals (5.5).

Using pairing arguments we will demonstrate in the Appendix that more general then (5.8) identities

\[ \oint \cdots \oint \frac{dz_1}{z_1} \cdots \frac{dz_k}{z_k} \left( (f(z_1) \cdots f(z_k))_{+} f_+(z_{k+1}) \right) \otimes \left( (e(z_1) \cdots e(z_k))_{+} e_-(z_{k+1}) \right) = k! (1 - q^2)^k \frac{1}{(k+1)q^2} f^{k+1}(z_{k+1}) \otimes e^{-1}(z_{k+1}), \quad (5.9a) \]

\[ \oint \cdots \oint \frac{dz_1}{z_1} \cdots \frac{dz_k}{z_k} \left( f_-(z_{k+1}) (f(z_k) \cdots f(z_1))_{+} \right) \otimes \left( e_+(z_{k+1})(e(z_k) \cdots e(z_1))_{+} \right) = k! (1 - q^2)^k \frac{1}{(k+1)q^2} f^{-1}(z_{k+1}) \otimes e^{k+1}(z_{k+1}). \quad (5.9b) \]

(as well as (5.8)) are equivalent to certain combinatorial identities. In particular, the equality (5.9a) is equivalent for \( |q| < 1 \) to

\[ \frac{1}{(n)_q!(n+1)_q!} = (1 - q^2)^n \sum_{0 \leq \lambda_n \leq \cdots \leq \lambda_1} C_{(\lambda)}(q) q^{4(\lambda_1 + 2\lambda_2 + \cdots + n \lambda_n)}, \quad (5.10) \]

where the constants \( C_{(\lambda)}(q) \) are parameterized by the partition \( \{\lambda_m\} \) of natural number \( n \)

\[ C_{(\lambda)}(q) = \prod_{i=1}^{n} \frac{1}{(\lambda_i - \lambda_{i+1})q^2}, \quad (5.11) \]

and \( \{\lambda'_j\} \) is dual to \( \{\lambda_k\} \) partition: \( \lambda'_j = \#k \), such that \( \lambda_k \geq j \). In (5.11) we assume that \( (0)_q! \equiv 1 \). Alternatively, these constants \( C_{(\lambda)}(q) \) can be defined as follows. Let \( m : \{\lambda_1, \ldots, \lambda_n\} \to \{m_1, \ldots, m_k\} \), \( 1 \leq k \leq n \) be a map described by the following rule

\[ \lambda_1, \ldots, \lambda_n \to \lambda_1, \ldots, \lambda_{m_1}, \lambda_{m_1+1}, \ldots, \lambda_{m_1+m_2}, \ldots, \lambda_{m_1+\cdots+m_{k-1}+1}, \ldots, \lambda_{m_1+\cdots+m_k} \]

such that \( \lambda_1 = \ldots = \lambda_{m_1} > \lambda_{m_1+1} = \ldots = \lambda_{m_1+m_2} > \ldots > \lambda_{m_1+\cdots+m_{k-1}+1} = \ldots = \lambda_{m_1+\cdots+m_k} \). Then the coefficients \( C_{(\lambda)}(q) \) are given by \( \prod_{i=1}^{k} \frac{1}{(m_i)q^2} \).

A. Okounkov proposed an independent proof of this identity, based on the specialization formula for Macdonald polynomials \( \mathbb{M} \), proved in full generality by I. Cherednik \( \mathbb{C} \).
Consider the Cauchy identity for Macdonald polynomials:

\[
\prod_{i,j} \frac{(tx_iy_j)_\infty}{(x_iy_j)_\infty} = \sum_{\lambda} P_\lambda(x; q, t) Q_\lambda(x; q, t),
\]

where \((a)_\infty = (1 - a)(1 - qa)(1 - q^2a) \cdots\), where \((a)_\infty = (1 - a)(1 - qa)(1 - q^2a) \cdots\), \(P_\lambda\) are Macdonald polynomials, and \(Q_\lambda\) are dual Macdonald polynomials, corresponding to Young diagram \(\lambda\). Set

\[
x = (t, t^2, t^3, \ldots, t^n, 0, 0, \ldots), \quad y = (t, t^2, \ldots, t^n, t^{n+1}, t^{n+2}, \ldots)
\]

and

\[
q = 0,
\]

which specializes Macdonald polynomials to Hall-Littlewood polynomials. Then the left-hand side of (5.12) becomes

\[
\frac{1}{(1 - t)^n(n + 1)!},
\]

and due to the formula (VI.6.11') from the book [M] for evaluating a Macdonald polynomial at a point \((t, t^2, \ldots, t^n)\)

\[
P_\lambda(t, \ldots, t^n; 0, t) = \ell(\lambda) \prod_{i=1}^{\ell(\lambda)} \frac{1 - t^{n-i+1}}{1 - t^{\lambda_i - 1}}.
\]

and also

\[
Q_\lambda(t, \ldots, t^{n+1}, t^{n+2}, \ldots; 0, t) = t^{n(\lambda) + |\lambda|},
\]

the right hand side of (5.12) becomes

\[
(n)_! \sum_{\ell(\lambda) \leq n} \frac{t^2 \sum i\lambda_i}{\prod_{k \geq 0} [\lambda_k - \lambda_{k+1}]}.
\]

In the formulas (5.14) and (5.15), \(n(\lambda) = \sum_i (i - 1) \lambda_i\), \(|\lambda| = \sum_i \lambda_i\) and \(\ell(\lambda) = \lambda'_1\) is the number of rows of the diagram \(\lambda\). Comparing (5.13) and (5.16) at \(t = q^2\) we obtain (5.10).

### 5.2 Some examples of calculations and vanishing of the cross terms in the integrals

Let us demonstrate how the factorization works in the simplest term \(\mathcal{R}^{(2)}\). It has the form

\[
\frac{(q^{-1} - q)^2}{(2\pi i)^2} \frac{1}{2} \oint d(z_1 d(z_2) (f_+(z_1) - f_-(z_1))(f_+(z_2) - f_-(z_2)) \otimes (e_+(z_1) - e_-(z_1))(e_+(z_2) - e_-(z_2))
\]

The action of projection operators \(P_f^+ \otimes P_e^-\) described above results in the following formula:

\[
\frac{(q^{-1} - q)^2}{(2\pi i)^2} \frac{1}{2} \oint d(z_1 \frac{dz_2}{z_2}) \left(f_+(z_1)f_+(z_2) - \psi(\frac{z_1}{z_2}, f_+(z_2)) \otimes \left(e_+(z_1)e_+(z_2) - \psi(\frac{z_2}{z_1}, e_+(z_2)) \right)\right).
\]

We can open the brackets and look to four summands. First, we leave the regular term as it is. The integrals

\[
\frac{1}{2\pi i} \oint \frac{dz_1}{z_1} e_-(z_1) \psi \left(\frac{z_1}{z_2}\right) \quad \text{and} \quad \frac{1}{2\pi i} \oint \frac{dz_1}{z_1} f_+(z_1) \psi \left(\frac{z_2}{z_1}\right)
\]

vanish due to definitions (or analytical properties of \(f_+(z)\) and \(e_-(z)\)). For the last term we need to calculate the integral

\[
\frac{1}{2\pi i} \oint \frac{dz_1}{z_1} \psi \left(\frac{z_1}{z_2}\right) \psi \left(\frac{z_2}{z_1}\right) \frac{1 - q^2}{1 + q^2}
\]
to obtain

\[ \mathcal{R}_{\pm,=}^{(2)} = \frac{(q^{-1} - q)^2}{2} \left( \oint \oint \frac{dz_1}{2\pi i z_1} \frac{dz_2}{2\pi i z_2} f_+ (z_1) f_+ (z_2) \otimes e_- (z_1) e_- (z_2) + \frac{1 - q^2}{1 + q^2} \oint \frac{dz}{2\pi i z} f_+^2 (z) \otimes e_-^2 (z) \right) \]

which obviously coincide with (2.19) for \( n = 2 \).

As we can see from this exercise the most subtle point of these procedure is the vanishing of the cross terms (5.19). We can observe these vanishing property in general case. Indeed, the relations

\[ \mathcal{R}_{\pm,=} = (P_{f}^{\pm*} \otimes 1) \mathcal{R} = (1 \otimes P_{e}^{\mp}) \mathcal{R} = (P_{f}^{\pm*} \otimes P_{e}^{\mp}) \mathcal{R} \]

are equivalent to the equalities

\[
\begin{align*}
\oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} (f(z_1) \cdots f(z_n))_{\pm} \otimes (e(z_1) \cdots e(z_n))_{=} &= 0 \\
\oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} (f(z_1) \cdots f(z_n))_{\pm} \otimes e(z_1) \cdots e(z_n) &= (5.20) \\
\oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} f(z_1) \cdots f(z_n) \otimes (e(z_1) \cdots e(z_n))_{=} &= (5.21)
\end{align*}
\]

To proceed further we need the following Proposition 5.2. Let \( I \subset \{1, ..., n\} \), \( I = \{i_1 < ... < i_k\} \), \( J = \{1, ..., n\} \setminus I \), \( J = \{j_1 < ... < j_{n-k}\} \) be some subsets from the set \( \{1, ..., n\} \). For these sets denote by \( g_{I,J}(z_1, ..., z_n) \) and \( g'_{I,J}(z_1, ..., z_n) \) the following formal power series:

\[ g_{I,J}(z_1, ..., z_n) = \prod_{i \in I \setminus j \in J} g \left( \frac{z_i}{z_j} \right), \quad g'_{I,J}(z_1, ..., z_n) = \prod_{i \in I \setminus j \in J} g' \left( \frac{z_i}{z_j} \right). \]

**Proposition 5.2** The following equalities of formal power series take place in \( \mathcal{U}_f^> \otimes \mathcal{U}_e^< \):

\[
\begin{align*}
f(z_1) \cdots f(z_n) &= \sum_{I, J} g_{I,J}(z_1, ..., z_n) (f(z_{i_1}) \cdots f(z_{i_k}))_{+} (f(z_{j_1}) \cdots f(z_{j_{n-k}}))_{-} + (5.22a) \\
e(z_1) \cdots e(z_n) &= \sum_{I, J} g'_{I,J}(z_1, ..., z_n) (e(z_{i_1}) \cdots e(z_{i_k}))_{-} (e(z_{j_1}) \cdots e(z_{j_{n-k}}))_{+} + (5.22b)
\end{align*}
\]

**Proof.** For the proof let us apply (1.23) to the product \( f(z_1) \cdots f(z_n) \). We obtain

\[
f(z_1) \cdots f(z_n) = \mu (P_{f}^{+*} \otimes P_{f}^{-}) (1 \otimes f(z_1) + f(z_1) \otimes \psi^+ (z_1)) \cdots (1 \otimes f(z_n) + f(z_n) \otimes \psi^+ (z_n)) = \sum_{I \subset \{1, ..., n\}, J = \{i_1 < ... < i_k\}} (f(z_{i_1}) \cdots f(z_{i_k}))_{+} (a(z_1) \cdots a(z_n))_{-},
\]

where \( a(z_k) = \psi^+ (z_k) \) if \( k \in I \) and \( a(z_k) = f(z_k) \) otherwise. Moving all the \( \psi^+ (z_k) \) to the left in the product \( a(z_1) \cdots a(z_n) \) and noting that \( \varepsilon (\psi^+ (z_k)) = 1 \), we get the statement of the Proposition.

Let us consider the sum of the integrals

\[
\sum_{I, J} \oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} g_{I,J}(z_1, ..., z_n) (f(z_{i_1}) \cdots f(z_{i_k}))_{+} (f(z_{j_1}) \cdots f(z_{j_{n-k}}))_{-} \otimes e(z_1) \cdots e(z_n)
\]

which means that we replaced the product \( f(z_1) \cdots f(z_n) \) in the first tensor space using the statement of the proposition 5.2.
We can reorder the product $e(z_1) \ldots e(z_n)$ by means of (3.22) and rewrite this integral in a form
\[
\sum_{l, j} \oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} (f(z_{i_1}) \cdots f(z_{i_k}))_+ (f(z_{j_1}) \cdots f(z_{j_{n-k}}))_- \otimes e(z_1) \cdots e(z_k) e(z_{j_1}) \cdots e(z_{j_{n-k}})
\]
Now we separate integrations over $z_{i_1}, \ldots, z_{i_k}$ and over $z_{j_1}, \ldots, z_{j_{n-k}}$ and for the first integration use (5.20) (+) and for the second – (5.20) (−). As a result, we have
\[
\sum_{l, j} \oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} g_{l, j}(z_1, \ldots, z_n) (f(z_{i_1}) \cdots f(z_{i_k}))_+ (f(z_{j_1}) \cdots f(z_{j_{n-k}}))_- \otimes e(z_1) \cdots e(z_n) =
\]
\[
= \sum_{l, j} \oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} (f(z_{i_1}) \cdots f(z_{i_k}))_+ (f(z_{j_1}) \cdots f(z_{j_{n-k}}))_- \otimes (e(z_{i_1}) \cdots e(z_{i_k}))_- (e(z_{j_1}) \cdots e(z_{j_{n-k}}))_+ .
\]
This proves that the cross terms in the integral
\[
\oint \cdots \oint \prod_{i} \frac{dz_i}{z_i} (f(z_1) \cdots f(z_n))_+ \otimes (e(z_1) \cdots e(z_n))_-
\]
vanish.
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Appendix A. Pairing calculations

The aim of this Appendix is two-fold. First, we will prove the equivalence between equalities (5.9) and combinatorial identity (5.10). Second, we explain several hints how to work with orthogonal dual bases in nilpotent subalgebras of $U_q(\hat{sl}_2)$ during this proof. At the end, we exploit the evaluation homomorphism in order to verify the factorization of the element $\mathcal{R}$.

1. Equivalence between (5.9) and (5.10).

Using multiplicative presentation of the element $\mathcal{R}$ (3.8) we can define the dual bases in nilpotent subalgebras $\mathcal{U}_f^+$ and $\mathcal{U}_e^-$ corresponding to decomposition of the algebra $U_q(\hat{sl}_2)$ into two Borel subalgebras associated with first Drinfeld Hopf structure:
\[
E^{(n)} = \{ e_{p_1} e_{p_2} \cdots e_{p_n} \mid p_1 \leq p_2 \leq \cdots \leq p_n \},
\]
\[
F^{(p)} = \{ C_{\{p\}}(\mathbf{q}) f_{-p_1} f_{-p_2} \cdots f_{-p_n} \mid p_1 \leq p_2 \leq \cdots \leq p_n \},
\]
\[
\langle F^{(p)}, E^{(m)} \rangle = \delta^{(m)}_{\{p\}} = \delta^m_{p_1} \delta^m_{p_2} \cdots \delta^m_{p_n}, \quad p_k, m_k \in \mathbb{Z},
\]
where $C_{\{p\}}$ are given by (5.11). We see from (A.1) that ordered monomials of the generators $e_n$ in the completion $\mathcal{U}_e^-$ are dual to the non-ordered monomials constructed from modes $f_n$ in the completion $\mathcal{U}_f^+$. 

Let us calculate left hand side of identity (5.9a). To do this we rewrite the products of the currents \( f(z_1) \cdots f(z_k) \) and \( e(z_1) \cdots e(z_k) \) in ordered form using the dual basis in the subalgebras \( U_f^\geq \) and \( U_e^\leq \):

\[
f(z_1) \cdots f(z_k) = \sum_{p_1 \geq \cdots \geq p_k} C_{\{p\}}(q) \langle f(z_1) \cdots f(z_k), e_{-p_1} \cdots e_{-p_k} \rangle f_{p_1} \cdots f_{p_k}, \quad \text{(A.2a)}
\]

\[
e(z_1) \cdots e(z_k) = \sum_{s_1 \leq \cdots \leq s_k} C_{\{s\}}(q) \langle f_{-s_1} \cdots f_{-s_k}, e(z_1) \cdots e(z_k) \rangle f_{p_1} \cdots f_{p_k}. \tag{A.2b}
\]

Then we have

\[
\oint \frac{dz_1}{z_1} \cdots \oint \frac{dz_k}{z_k} \left( (f(z_1) \cdot f(z_k))_+ f_+(z) \right)_{-} \otimes \left( (e(z_1) \cdot e(z_k))_- + e_-(z) \right)_{-} = \quad \text{(A.3)}
\]

\[
\times \oint \frac{dz_1}{z_1} \cdots \oint \frac{dz_k}{z_k} (f_{-s_1} \cdots f_{-s_k}, e(z_1) \cdots e(z_k)) \langle f(z_1) \cdots f(z_k), e_{-p_1} \cdots e_{-p_k} \rangle = \quad \text{(A.7)}
\]

\[
\Delta \quad k! \sum_{0 \leq p_1 \leq \cdots \leq p_k} C_{\{p\}}(q) (f_{-p_1} \cdots f_{-p_k} f_+(z))_+ \otimes (e_{p_1} \cdots e_{p_k} e_-(z))_. \tag{A.4}
\]

The last step to prove the equivalence of (5.9a) to the combinatorial formula (5.10) is to use the formulas

\[
(f_{-p_1} \cdots f_{-p_k} f_+(z))_+ = \prod_{m=1}^{k} (1 - q^{2m}) q^{2(p_k+2p_{k-1}+\cdots+k_p)} f_+^{k+1}(z)_{-p_1-\cdots-p_k}, \tag{A.5a}
\]

\[
(e_{p_1} \cdots e_{p_k} e_-(z))_+ = \prod_{m=1}^{k} (1 - q^{2m}) q^{2(p_k+2p_{k-1}+\cdots+k_p)} e_-^{k+1}(z)_{p_1+\cdots+p_k}.
\tag{A.5b}
\]

which are particular cases of more general formulas

\[
\left( f_{-}^{n-k+1}(z_1) f_{+}^{n-k+1}(z_2) \right)_{+} = \prod_{m=n-k-1}^{n} \frac{1 - q^{2m}}{1 - q^{2m} z_1/z_2} f_{+}^{n+1}(z_2), \tag{A.5a}
\]

\[
\left( e_{+}^{n-k+1}(z_1) e_{-}^{n-k+1}(z_2) \right)_{-} = \prod_{m=n-k-1}^{n} \frac{1 - q^{2m}}{1 - q^{2m} z_2/z_1} e_{-}^{n+1}(z), \tag{A.5b}
\]

\[
\left( f_{+}^{n-k+1}(z_1) f_{+}^{k}(z_2) \right)_{+} = \prod_{m=n-k-1}^{n} \frac{(1 - q^{2m}) z_1/z_2}{1 - q^{2m} z_1/z_2} f_{+}^{n+1}(z_1), \tag{A.5c}
\]

\[
\left( e_{+}^{n-k+1}(z_1) e_{+}^{k}(z_2) \right)_{+} = \prod_{m=n-k-1}^{n} \frac{(1 - q^{2m}) z_2/z_1}{1 - q^{2m} z_2/z_1} e_{+}^{n+1}(z_1). \tag{A.5d}
\]

2. Equivalence between multiplicative and integral forms of the pairing tensor.

In \( U_f^\geq \otimes U_e^\leq \) there is an identity

\[
\prod_{n \in \mathbb{Z}} \exp q^2 \left( (q^{-1} - q) f_{-n} \otimes e_n \right) =: \exp \left( (q^{-1} - q) \oint f(z) \otimes e(z) \right), \tag{A.6}
\]
where, as usual, the dots in r.h.s. means the antiordering in left tensor space and ordering in right tensor space.

In order to prove (A.6) we need two formulas

\[
\oint dz_1 \ldots \oint dz_n \langle f(w_1) \ldots f(w_n), e(z_1) \ldots e(z_n) \rangle \langle f(z_1) \ldots f(z_n), e(u_1) \ldots e(u_n) \rangle = n!(q^{-1} - q)^{-n} \langle f(w_1) \ldots f(w_n), e(u_1) \ldots e(u_n) \rangle
\]  

(A.7)

and

\[
\langle f_{-p_1} f_{-p_2} \ldots f_{-p_n}, e_{s_1} e_{s_2} \ldots e_{s_n} \rangle = \delta_{p_1, s_1} \delta_{p_2, s_2} \ldots \delta_{p_n, s_n} C_{[p]}(q)(q^{-1} - q)^{-n}
\]  

(A.8)

for \( p_1 \leq p_2 \leq \ldots \leq p_n \) and \( s_1 \leq s_2 \leq \ldots \leq s_n \). The first formula can be proved using simple combinatorics and explicit formulas for the pairing (3.7) and the second one is the direct consequence of the factorization property of this pairing.

Now the statement of (A.6) follows from the following calculation

\[
\frac{1}{n!} \oint dz_1 \ldots \oint dz_n f(z_1) \ldots f(z_n) \otimes e(z_1) \ldots e(z_n) = \sum_{p_1 \leq \ldots \leq p_n} C_{[p]}(q) f_{-s_1} \ldots f_{-s_n} \otimes e_{p_1} \ldots e_{p_n} \times
\]

\[
\times \oint dz_1 \ldots \oint dz_n \langle f_{-p_1} \ldots f_{-p_n} \otimes e(z_1) \ldots e(z_n) \rangle \langle f(z_1) \ldots f(z_n) \otimes e_{s_1} \ldots e_{s_n} \rangle = \sum_{p_1 \leq p_2 \leq \ldots \leq p_n} C_{[p]}(q) f_{-p_1} \ldots f_{-p_n} \otimes e_{p_1} \ldots e_{p_n}
\]  

(A.9)

3. Evaluation map and universal \( R \)-matrix.

Let \( E, F \) and \( H \) be generators of \( U_q(s \lambda_2) \) with standard commutation relations

\[
q^H E q^{-H} = q^2 E, \quad q^H F q^{-H} = q^{-2} F, \quad [E, F] = \frac{q^H - q^{-H}}{q - q^{-1}}
\]  

(A.10)

An evaluation map \( \mathcal{E}_{v_a} : U_q(s \lambda_2) \to U_q(s \lambda_2) \otimes \mathbb{C}[[a, a^{-1}]] \) is defined as follows:

\[
\mathcal{E}_{v_a}(e_n) = a^n q^{nH} E, \quad \mathcal{E}_{v_a}(f_n) = a^n F q^{-nH}, \quad \mathcal{E}_{v_a}(\psi_n^\pm) = \pm(q - q^{-1}) a^n q^{nH} \left( EF - q^n FE \right).
\]  

(A.11)

Under this map the half currents will take the form

\[
\mathcal{E}_{v_a}(f_-(z)) = -F \frac{1}{1 - \frac{a}{q} q^{-H}} E, \quad \mathcal{E}_{v_a}(e_+(z)) = \frac{1}{1 - \frac{a}{q} q^{-H}} E,
\]

\[
\mathcal{E}_{v_a}(f_+(z)) = F \frac{\frac{a}{q} q^{H}}{1 - \frac{a}{q} q^{-H}} E, \quad \mathcal{E}_{v_a}(e_-(z)) = -\frac{\frac{a}{q} q^{H}}{1 - \frac{a}{q} q^{-H}} E.
\]  

(A.12)

Using formulas (4.34) we can write down the formulas for the projections of two-tensors \( I_{\pm, \mp}^{(n)} \) as the contour integrals over unit circles (\( |a| < 1, |a| < 1 \))

\[
\mathcal{E}_{v_a} \otimes \mathcal{E}_{v_b} \left( I_{\pm, \mp}^{(n)} \right) = \frac{(q^{-1} - q)^{2n-1}}{(2\pi i)^n [n]_q} \oint_{|z|=1} \frac{dz}{z} F \frac{\frac{a}{q} q^{H}}{1 - \frac{a}{q} q^{-H}} \ldots F \frac{\frac{a}{q} q^{H}}{1 - \frac{a}{q} q^{-H}} \otimes \frac{\frac{\pm}{q} q^{H}}{1 - \frac{\pm}{q} q^{-H}} E \ldots \frac{\frac{\pm}{q} q^{H}}{1 - \frac{\pm}{q} q^{-H}} E,
\]

(A.13a)

\[
\mathcal{E}_{v_a} \otimes \mathcal{E}_{v_b} \left( I_{\pm, \mp}^{(n)} \right) = \frac{(q^{-1} - q)^{2n-1}}{(2\pi i)^n [n]_q} \oint_{|z|=1} \frac{dz}{z} F \frac{1}{1 - \frac{a}{q} q^{-H}} \ldots F \frac{1}{1 - \frac{a}{q} q^{-H}} \otimes \frac{1}{1 - \frac{\pm}{q} q^{-H}} E \ldots \frac{1}{1 - \frac{\pm}{q} q^{-H}} E.
\]  

(A.13b)
Commutation relations (A.10) and Cauchy theorem allow one to calculate these integrals to obtain:

\[ E_{v_a} \otimes E_{v_b} \left( f_{+,+-}^{(n)} \right) = \frac{(q^{-1} - q)^{2n-1}}{[n]_q} \sum_{j=1}^{n} \prod_{i 
eq j}^{n} \frac{q^{2(i-j)}}{1 - q^{2(i-j)}} \prod_{\ell=1}^{n} \frac{Z q^{2(\ell+j-1)}}{1 - Z q^{2(\ell+j-1)}} E^n \otimes E^n, \]  
(A.14a)

\[ E_{v_a} \otimes E_{v_b} \left( I_{-,+}^{(n)} \right) = \frac{(q^{-1} - q)^{2n-1}}{[n]_q} F^n \otimes E^n \sum_{j=1}^{n} \prod_{i 
eq j}^{n} \frac{1}{1 - q^{2(i-j)}} \prod_{\ell=1}^{n} \frac{1}{1 - Z^{-1} q^{2(\ell+j-1)}} , \]  
(A.14b)

where

\[ Z = \frac{a}{b} q^{H \otimes 1 - 1 \otimes H}. \]

For the other hand the expressions for \( E_{v_a} \otimes E_{v_b} \left( R_{+,\mp}^{(n)} \right) \) can be found in [KTS]:

\[ E_{v_a} \otimes E_{v_b} \left( R_{+,\mp}^{(n)} \right) = \frac{\frac{q^{-1} - q}{(n)_{q^{-1}}}}{Z} \left( \prod_{i=1}^{n} \frac{q^{2i} Z}{1 - q^{2i} Z} \right) F^n \otimes E^n, \]  
(A.15a)

\[ E_{v_a} \otimes E_{v_b} \left( R_{-,+}^{(n)} \right) = \frac{\frac{q^{-1} - q}{(n)_{q^{2}}} Z^{-1}}{Z} F^n \otimes E^n \left( \prod_{i=1}^{n} \frac{1}{1 - q^{2i} Z^{-1}} \right) . \]  
(A.15b)

We checked for \( n = 2, 3 \) that the elements (A.15) satisfy recurrence relations (4.20a) and (4.20b) with \( I_{\pm,\mp}^{(n)} \) given by (A.14). Unfortunately, we did not manage to verify directly the corresponding differential equations for \( E_{v_a} \otimes E_{v_b} (R_{\pm,\mp}(\tau)) \). It would be interesting to find such a proof.
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