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Abstract—For reaching dependable high-precision clock synchronization (CS) upon IoT networks, the distributed CS paradigm adopted in ultra-high reliable systems and the master-slave CS paradigm adopted in high-performance but unreliable systems are integrated. Meanwhile, traditional internal clock synchronization is also integrated with external time references to achieve efficient stabilization. Low network connectivity, low complexity, high precision, and high reliability are all considered. To tolerate permanent failures, the Byzantine CS is integrated with the common CS protocols. To tolerate transient failures, the self-stabilizing Byzantine CS is also extended upon open-world IoT networks. With these, the proposed intro-stabilizing Byzantine CS solution can establish and maintain synchronization with arbitrary initial states in the presence of permanent Byzantine faults. With the formal analysis and numerical simulations, it is shown that the best of the CS solutions provided for the ultra-high reliable systems and the high-performance unreliable systems can be well integrated upon IoT networks to derive dependable high-precision CS even across the traditional closed safety-boundary.
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I. INTRODUCTION

Clock synchronization (CS) is fundamental in designing traditional Distributed Real-Time Systems (DRTS) [1]–[3], [4], [5], and today’s Real-Time Embedded Systems (RTES) [6], Cyber-Physical Systems (CPS), Wireless Sensor Networks (WSN), Internet of Things (IoT), and many other distributed systems. In practice, by providing a sparse global time base [7], [8] for distributed applications [6], not only the communication efficiency can be improved with statically optimized Time Division Multiple Access (TDMA) schedules [8] but the system design and verification [9], [10] can be greatly simplified in comparison with that of asynchronous real-time systems [11]. Traditionally, as the required resources in providing the fault-tolerant CS service are often expensive, only a small number of real-world DRTS systems (such as the high-end safety-critical systems in avionics) can acquire some kind of reliable global time base. While most of the other DRTS systems can only be built upon some unreliable CS schemes [12], [13] or even be deployed under the traditional globally asynchronous architecture [14]. With the rapid development of embedded computing and communication technologies, this situation changes drastically. On one aspect, the required communication and computation in implementing the fault-tolerant CS become more and more affordable, with the progress of low-end embedded Commercial-Off-The-Shelf (COTS) devices such as the Ethernet, embedded processors, and Field Programmable Gate Array (FPGA). On the other aspect, with the boost of everywhere computing and communicating, various modern DRTS systems are booming in accommodating ever-changing personal and social needs. As a result, being built upon multiscales networks comprised of Wide Area Network (WAN), Local Area Network (LAN), and Personal Area Network (PAN) [15] with different networking technologies including traditional Ethernet, Software Defined Network (SDN), Time-Sensitive Networking (TSN), Software-Defined Radio (SDR), and even Radio Frequency Identification (RFID), these modern DRTS systems exhibit great diversity and complexity. In this background, dependable CS would play a more and more critical role in seamlessly integrating the trustworthy services for the diversified DRTS applications.

However, there is still a big gap between the dependability of the CS solutions provided in the emerging diversified DRTS and that provided in traditional DRTS. At one extreme, high-end DRTS (like trains and civil aircraft) often requires the Mean-Time-To-Failure (MTTF) to be significantly better than 109 hours [16], [17]. To satisfy this, distributed CS systems are often built upon small-scale communication networks with statically connected homogenous components. In this context, Byzantine-fault-tolerant [18] CS (BFT-CS) solutions [19], [20], [21] are provided with the assumption that a fraction of the distributed components can fail arbitrarily [22], [23], or saying, under the full control of a malicious adversary. Further, self-stabilizing [24] BFT-CS (SS-BFT-CS) solutions [25], [26], [27], [28], [29], [30], [31], [32], [33] are also provided with tolerating both transient system-wide failures and an amount of permanent Byzantine component failures.

At the other extreme, the CS schemes, such as Network Time Protocol (NTP) [12] and Precision Time Protocol (PTP) [13], referenced in the emerging IoT systems [15], [34] often inevitably run in large-scale open environment (such as the Internet) with dynamically connected members. In this context, the proposed CS solutions are seldom under the assumption of a non-cryptographic adversary or even just the common computationally limited attackers [35], [36]. Although some existing works deal with the attack-monitoring [37], [38] or reconfiguration problems [39] upon open-world networks, the current results are far from being sufficient in concerning
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the possible far-reaching influence of future DRTS, especially the IoT systems [40]. For example, with the ever-evolving communication technologies, today there are SDN, SDR, TSN, and various kinds of customized and non-standardized more intelligent switches and routers. As more and more core network functions are developed with programmable and flexible devices such as embedded processors and Field-Programmable Gate Array (FPGA), the failure modes of these devices are more and more unpredictable. However, malign faults are seldom considered in building practical IoT systems. For another example, some industrial safety-critical applications can be attacked by open-world hackers and result in loss of control (as the recent accident encountered by the Colonial Pipeline [41]). Especially in considering that there might be a great number of safety-critical applications to be built upon various IoT systems, the internal operations of these systems should be safe enough. In this respect, the dependability of CS solutions (such as the master-slave paradigm taken in PTP) proposed in the emerging IoT systems (might be with a massive number of sensors and actuators) is far below that of the SS-BFT-CS solutions taken in traditional DRTS. And this would expose the IoT systems to risks of uncovered common malfunctions [42, 43], undetected attacks, or even undesired emergences [44] in considering the so-called one-in-a-million events [45] or just the unknown intelligent invaders with limited computational resources.

A. Motivation

To mitigate this gap, we aim to provide CS solutions with both high reliability and high performance upon the emerging IoT networks. Concretely, we would investigate the intro-stabilizing (IS) BFT-CS problem upon IoT networks where some kind of external clocks are expected to be utilized while such kind of external clocks is not always reliable. The so-called intro-stabilization is extended from the traditional concept self-stabilization [24] to provide discreet use of the external resources like the open-world reference clocks. Meanwhile, the BFT-CS problem is investigated in sparsely connected low-degree IoT networks. Also, by leveraging the existing CS schemes like the PTP as low-layer primitives, we expect that the advantages of the original CS schemes, such as hardware-optimized time precision and computational efficiency, can be inherited in the overall CS systems. In presenting the IS-BFT-CS solution, we would also discuss the decoupled and easier error-detecting, correcting, fault-tolerant startup, and restartup procedures in the presence of the malicious adversary. With this, we expect that the reliability, efficiency, and synchronization qualities of the CS systems can be better integrated by complementing traditional BFT-CS solutions with widely available time references given in the open world.

B. Main obstacles

In considering the overall problem, firstly, as real-world IoT networks are often across the WAN, LAN, and PAN areas [15], the first-of-all question is how a dependable CS system can be deployed in such an all-scale network. From the traditional viewpoints [22, 23, 45], current assumptions about the open-world adversaries might be overoptimistic. For example, an unknown number of attackers arbitrarily distributed on the Internet may be very familiar with the provided CS algorithms. Meanwhile, they can often well-disguise themselves to attack the target systems. What is more, if these intelligent network neighbors can attack some system from somewhere of the open-world network for a while, it is no reason to think that they would not attack it intermittently from elsewhere of the network. In this situation, the attack-monitoring [46, 37, 38] for the synchronization states and multi-source selection [47] may be insufficient. Notice that such worst cases in the open world is much different from that in the closed world where all components are only exposed to physical permanent failures and unintentional system-wide transient failures within the strictly closed safety-boundary of the system.

Secondly, in considering malign faults in practical IoT systems, as we can hardly restrict the kinds of hardware devices, networking schemes, or low-layer protocols in developing the CS systems, the failure modes of the synchronization nodes can hardly be restricted. In this context, it is safe to assume that these synchronization nodes can fail arbitrarily, for example, sending very different clock information and local states to different recipients. Meanwhile, with the fault-independence assumption of distributed systems, it is unlikely that more than a fixed number of synchronization nodes are faulty at the same time in a real-world IoT system, providing that this system is operated in a distributed and closed way. In this situation, it is often sufficient to assume that at most $f$ nodes are faulty arbitrarily in the $n$-node distributed synchronization system while all the other $n-f$ nodes are nonfaulty. With this, the core problem is to provide the desired distributed services with the nonfaulty nodes in the presence of up to $f$ arbitrarily faulty nodes that are arbitrarily chosen and fully controlled by a malicious adversary. This is in line with the core abstraction of the classical Byzantine General Problem (BGP [48]). In the literature (and also in this paper), the arbitrary faults that happened in the distributed nodes are referred to as the Byzantine faults. Meanwhile, the distributed nodes being suffered from the Byzantine faults are referred to as the Byzantine nodes.

Thus, in the IoT networks, to validate the assumption that there are at most $f$ Byzantine nodes in the system, we do not allow the core BFT-CS algorithms to run across the WAN area. Meanwhile, as the terminal devices (such as the sensors and actuators) deployed in the PAN area of the IoT systems [15] are often energy-constraint (like the passive RFID tags), they can hardly be utilized as synchronization servers physically. So, we only allow these low-power end devices to be passively synchronized, just like the thin clients and thick clients proposed in [49]. We see that there are several existing synchronization protocols such as Flooding Time Synchronization Protocol (FTSP) [50] and Timing-sync Protocol for Sensor Networks (TPSN) [51] aiming for synchronizing the low-power end devices with the edge nodes, for example, the digital-twins [52], of the upper-layer networks. However, although these synchronization protocols pave the promising way for far-reaching observing, modeling, and controlling
of the infinite physical world, they are mainly provided in the open-world wireless networks and take the master-slave paradigm, which cannot establish nor maintain the desired synchronization states of the system in the presence of the so-called Byzantine faults. So, in viewing the big picture, it is urgent to build a reliable synchronization between the so-called edge nodes. Thus, we confine the main problem in this paper as to synchronize the devices in the LAN area with sufficient dependability, precision, and accuracy, while also providing a minimized safe interface in optionally communicating with the upper-layer CS schemes and the lower-layer CS schemes. With this minimized safe interface, the CS of LAN can be better integrated with the existing CS schemes of WAN and PAN.

Despite the whole problem, the confined LAN-layer CS problem is still nontrivial in IoT systems. From the traditional viewpoints, one main obstacle in implementing a BFT-CS solution upon a practical LAN network is the insufficient connectivity of real-world communication infrastructures. Namely, as is manifested in the classical Byzantine agreement (BA) problem [53], the network connectivity should be at least \(2f + 1\) in tolerating up-to \(f\) Byzantine faults. Alternatively, to mitigate this, practical high-end solutions [54] also invest in designing specific hardware Byzantine filters [45]. However, real-world LAN networks of IoT systems can hardly afford sufficiently high connectivity nor sufficiently designed Byzantine filters.

Despite the limited network connectivity, there are also other obstacles. Firstly, the required computation, storage, and communication in executing the BFT-CS algorithms often grow fast with the increase of the system scale. As there can be a massive number of nodes being deployed in the IoT networks, high scalability of the BFT-CS solutions is desired. Besides, as real-world communication infrastructures of IoT are diversified in physical interfaces (such as wired, wireless, optical) and technical standards (such as legacy Ethernet, Gbit Ethernet, SDN, TSN), an additional obstacle is that not all devices in the heterogeneous network can be directly connected. Also, as the numbers of network interface controllers (NIC) in devices like the Ethernet switches are always bounded, only networks with bounded node-degrees can be provided. Last but not least, the precision and accuracy required in the CS might be far below the maximal possible delay experienced in the IoT networks, which means that the basic fault-tolerant CS solutions provided in bounded-delay message-passing networks cannot be directly employed in IoT networks.

C. New possibilities

Nevertheless, there are also new possibilities. Firstly, with today’s modularized communication technologies, an embedded IoT device can be equipped with several NIC modules, such as the Wireless Fidelity (WIFI) module, the fast Ethernet module, and the Gbit Ethernet module, to perform diversified measuring, monitoring, and even modeling functions [52]. In this background, these devices can often connect more than one kinds of communication infrastructures. As is shown in Fig. 1, each computing device (for example, the leftmost blocks) is allowed to communicate with more than one kind of bridge devices (the colored blocks) in the typical real-world heterogeneous LAN network. Following our former work [55], such computing devices can be employed as multi-degree nodes in the LAN networks.

Secondly, unlike the traditional high-reliable CS solutions deployed in the fly-by-wire [23, 6, 50] applications, the required overall weight, volume, and power supplies of the CS systems in IoT applications can be largely relaxed. Also, the needed recovery time of the IoT systems can be largely relaxed in most real-world applications in comparison with that of avionics systems. Moreover, as there are often various available external time references (such as the NTP and GPS clocks) in common IoT systems, various strategies can be proposed to utilize these external time references. In this context, self-recovery is not required to be theoretically self-stabilizing but is expected to be more accessible, flexible, and still reliable. For example, it is promising to seek ways to utilize available external time references while avoiding the intelligent attackers to leverage this as a new way to sabotage the system. So, here the new problem is to efficiently synchronize the IoT networks with available external resources in the presence of various faults.

Besides, as is investigated in [55], some easy fault-tolerant operations can also be performed on the side of the bridge devices (such as the customized Ethernet switches, SDN switches [57]) or at least be performed on some embedded server node (the rightmost blocks in Fig. 1) being connected to each kind of communication infrastructure. With this, each kind of communication infrastructure together with the server node connected to it can be viewed as an abstracted node (i.e., a single fault-containment region, FCR [23, 23, 58]) in the LAN area. By this trade-off, the original arbitrarily connected communication infrastructures can remain unchanged while the minimal network connectivity required in classical BFT-CS solutions can largely be supported to some extent in some kind of bounded-degree networks.

D. Basic ideas and main contribution

In this paper, we provide an IS-BFT-CS solution upon IoT networks where the communication infrastructures are heterogeneous, and the computing devices and the bridge devices are all sparsely connected (with bounded node-degrees).

Firstly, for the efficiency of networking, we only require that each kind of communication network be arbitrarily connected
which is also the minimum requirement in the original IoT networks), and there are more nonfaulty communication networks than faulty ones. With this, as it is unlikely that there are more than a half number of the communication networks being faulty at the same time, the reliability of the overall CS system can be enhanced. The basic idea is that, as we can deploy much more terminal nodes in the system than the available communication networks, the insufficient connectivity of the physical networks can be largely compensated by viewing the subnetworks as super nodes being inter-connected with a number of terminal nodes. With this shrinking operation, the abstracted network would gain sufficient connectivity at the expense of increased failure rates of the super nodes. Now by allowing almost half of the super nodes to fail arbitrarily, the networking problem and the fault-tolerance problem can be better balanced.

Secondly, for the high-quality and efficient CS, we employ the original CS schemes as synchronization primitives to achieve high synchronization precision without changing the underlying realizations of the primitives. With this, the provided BFT CS algorithms can achieve synchronization precision in a similar order to the original CS schemes in the presence of Byzantine faults. The basic idea is that, although synchronization precision provided in SS-BFT-CS solutions is often restricted by the maximal message delays, this precision can be further improved in stabilized CS systems by utilizing high-precision CS protocols like PTP as underlying primitives. For this, as the stabilized CS system can provide well-separated semi-synchronous rounds, synchronous protocols such as the approximate agreement can be well simulated in a semi-synchronous manner with temporally well-separated remote clock readings. So, with the basic convergence property of the approximate agreement, the synchronization precision can be in the same order as the bounded errors of the remote clock readings and bounded clock drifts.

Thirdly, for the efficiency of the IS-BFT-CS solution, the exact Byzantine agreement is avoided in establishing and maintaining the synchronization. Moreover, the required stabilization time only depends on the number of the communication networks (denoted as $n_1$) and is independent of the number of the terminal devices (denoted as $n_0$). Furthermore, once the system is stabilized, the complexity of computation, communication, and storage would be linear to $\max\{n_0, n_1\}$. The basic idea is that, by constructing a closed safety boundary for the core CS system, the internal operations of the system within the closed safety boundary can be largely independent of the unknown open-world attacks. With this, we can safely utilize some open-world time resources in the presence of possible attacks from open-world intelligent adversaries, as long as the adversaries cannot know when the open-world time resources are utilized. Concretely, in the provided IS-BFT-CS solution, the open-world time resources are only utilized when the system is not stabilized. This kind of property of the CS system is not much investigated in the existing works but may improve the reliability of real-world CS systems without adding great investments.

E. Paper layout

In the rest of the paper, the related work is presented in Section II with emphasis on the integration of distributed BFT-CS provided for the ultra-reliable DRTS applications and the common master-slave CS provided for high-performance, high-precision, but unreliable applications. The system abstraction of the considered IoT networks is given in Section III. In Section IV and Section V, the basic non-stabilizing BFT-CS and the basic IS-BFT-CS algorithms are successively introduced. The worst-case analysis of these algorithms is presented in Section VI. In Section VII, simulation results are also given in measuring the average performance of the IS-BFT-CS solution. Finally, the paper is concluded in Section VIII.

II. RELATED WORKS

A. Classical problem and solutions

Dependable clock synchronization is a fundamental problem in building dependable DRTS applications. Traditionally, as the certification authorities in the aviation industry demand convincing proof in showing the MTTF of the certified system being better than $10^9$ hours [23, 17, 16], significant efforts have been devoted to providing ultra-high reliable CS solutions. To this end, as it is impossible to exhibit the desired system dependability by testing more than 100000 years [16], distributed fault-tolerant methods are developed under the assumption that the MTTF of the independent hardware components might be with several orders of magnitude below (as can be experimentally observed) than that of the desired systems [23]. Under such assumptions, real-world distributed fault-tolerant systems are built by deploying sufficiently redundant subsystems [2, 59, 60, 4]. Moreover, as one cannot easily show the behaviors of the faulty subsystems being under some restricted patterns, it is often necessary [45] to assume that the faulty subsystems can fail arbitrarily, i.e., being Byzantine [48]. In this context, classical BFT-CS algorithms are proposed in satisfying the dependability demanded in communities ranging from aviation, on-ground transportation, manufacturing industries, and other safety-critical realms [19, 61, 62, 20].

Besides the basic BFT, the CS algorithms running for the dependable DRTS applications are also required to be self-stabilizing [24] in tolerating transient system-wide failures caused by uncovered transient disturbances [22] such as some severe interference like lighting [45] and other unforeseen environmental hazards. Namely, after the arbitrary transient disturbance, as long as a sufficient number of DRTS components are not physically damaged, synchronization should still be globally established between the undamaged components within the desired stabilization time. As all the variable values recorded in the RAM devices of the DRTS system can be arbitrarily altered during the transient disturbance, an SS-BFT-CS algorithm should work under all possible initial states of the system. In this context, several deterministic SS-BFT-CS algorithms [63, 26, 33] with linear stabilization time have been proposed upon completely connected networks (CCN). Furthermore, to break the hard lower-bounds on the stabilization time and complexity of the message, probabilistic SS-BFT-CS solutions [64, 65, 66, 5, 30, 33] are also explored.
B. From theory to reality

However, most real-world industrial SS-BFT-CS solutions [45] are not built upon pure SS-BFT-CS algorithms. For example, the Time-Triggered Architecture (TTA) [60] takes a lightweight SS-BFT startup procedure [67, 56, 68] where some kinds of hardware Byzantine filters [45], such as the central guardians [54, 59] in the Time-Triggered Protocol (TTP) or monitor-pairs [4] in Time-Triggered Ethernet (TTEthernet), are employed. With this, the advantage is that the stabilization time and complexity of the CS algorithms can be reduced in accommodating the stringent requirement of avionics and automotive industries. However, the expense is that the hardware Byzantine filters should be implemented and verified very carefully in both the design and realization processes to show adequate assumption coverage. Except for some high-end safety-critical applications, most common DRTS applications cannot afford such a delicate implementation.

Besides the SS-BFT startup problem, a more fundamental restriction in applying the classical BFT solutions in typical DRTS applications is the networking problem. As most of the efficient SS-BFT-CS solutions [26, 5] are built upon CCN, real-world systems should provide sufficient network connectivity in simulating the original SS-BFT-CS solutions. For this, the most straightforward networking scheme is to connect all the computing devices with a bus or a star topology [2, 3]. Obviously, the disadvantage of such a naive solution is that the bus or the central bridge device in the star topology forms a single point of failure, which goes far from the original intention of distributed fault-tolerance. A better networking scheme employs two stars or switches [69, 56, 70] in eliminating the single point of failure. However, such a basic redundancy can only tolerate benign failures of the bridge devices. In the literature, there are also BFT solutions that tolerate Byzantine faults in both computing devices and bridge devices [71, 72]. But these BFT solutions are often based upon special localized broadcast devices and synchronous communication networks and do not aim for solving the SS-BFT-CS problem. In [52], an SS-BFT-CS solution that tolerates Byzantine faults in both computing devices and bridge devices is proposed with expected exponential stabilization time and relaxed synchronization precision. So an interesting question is how to safely reduce the stabilization time with available external time resources in the open-world networks.

Lastly, in considering the synchronization precision, although classical BFT-CS solutions can provide some deterministic precision and accuracy under the assumption of bounded message delays and bounded clock drift rates, these original properties often need to be further optimized to support ultra-high synchronization requirements. For example, some prototype solution [73] that integrates the time-triggered communication and the IEEE 1588 protocol [13] exists in providing high synchronization precision for prototype TTEthernet, but without considering the BFT nor the self-stabilizing problem. Later in the standard TTEthernet [4], such high synchronization precision is supported with hardware-supported transparent clocks [4]. However, restricted failure-mode of the Time-Triggered switches is required, which is then supposed to be supported with specially designed monitor-pairs (can be viewed as the hardware Byzantine filters [45]). Other high-precision CS solutions, such as the one provided in the White-Rabbit (WR) project [74], can even achieve sub-nanosecond precision by integrating both Synchronous Ethernet (SyncE) and PTP. But it is only provided in the master-slave paradigm without considering malign faults. In the extended PTP solutions [75], people also seek ways to enhance the reliability of PTP with redundant servers. But these solutions are not for the Byzantine fault tolerance problem nor the stabilization (self-stabilization or intro-stabilization) problem. As far as we know, there is no integration of SS-BFT-CS solution and IEEE 1588 upon sparsely connected network in DRTS applications without assuming some components generating benign faults only.

C. The missing world for synchronizing IoT

We can see that, for the CS problem, although the communication infrastructures of IoT are not better than that of traditional DRTS, they are not much worse, especially in the LAN area. But existing CS schemes proposed for IoT (such as PTP) are mainly derived from the server-client paradigm (including the master-slave one, the same below) proposed for the Internet and WSN, while seldom from the distributed paradigm proposed for traditional DRTS. However, the server-client CS schemes adopted on the Internet, such as the NTP [12] and Simple NTP (SNTP) [70], are not intentionally provided for real-time applications and can only provide best-effort services with coarse time precision. Meanwhile, the CS schemes provided for the WSN, such as the FTSP [50], TPSN [51] and other wireless synchronization protocols [49, 77, 78] [52], are mainly for large-scale dynamical networks consisting of tiny wireless devices with strictly restricted power-supply and physical communication radius. Besides, these CS schemes are provided mainly for real-time measurements but not for hard-real-time controls like the CPS applications. As a result, most of these CS schemes cannot tolerate Byzantine faults of some critical servers, masters, or other kinds of central nodes. This would gravely restrict the reliability of the emerging far-reaching large-scale IoT systems. For a simple example, some middle-layer NTP servers deployed in the CS systems may be attacked by some stealthy attackers (hard to detect) to send and relay inconsistent messages to all other nodes. However, the receivers cannot always distinguish the faulty messages from the correct ones without employing Byzantine fault-tolerance. Viewing the CS solutions provided for the Internet and the WSN as vivid instances of social world synchronization and physical world synchronization, respectively, we see a missing link between these two ultimate worlds in looking forward to the future dependable IoT applications. But unfortunately, this cannot be fixed by only adopting some other kind of server-client solutions, such as gPTP [79] and ReversePTP [80].

To mend this, just between the social world where the members are intellectually unrestricted and the physical world where the devices are physically restricted, there might be a better place where certainties can be built upon firm realistic foundations. Namely, in the words of the multi-layer networks,
the internal CS (ICS) in the LAN should be as dependable as possible to minimize the influence of uncertainties raised from both the WAN and PAN sides. In this context, the main problem is to provide efficient high-reliable ICS upon the LAN networks of IoT while maintaining the advantages (high-precision, low-complexity, low-cost, etc.) of the original unreliable CS protocols (such as PTP or even the ultra-high-precision WR). Also, as external time is often available in the IoT systems, some kinds of external time references may be helpful. Further, providing that the ICS systems can be well designed, the remaining problem is integrating these systems with external CS (ECS). For this, integrations of ECS and ECS are provided in the literature [21][22][23]. But up to now, with our limited knowledge, the SS-BFT (and IS-BFT) ICS solution upon heterogeneous IoT networks is still missing.

III. System model and the main problem

In this section, we give a basic model to characterize the discussed heterogeneous IoT network in handling the related CS problem. Generally, the whole IoT system $\mathcal{N}$ is constituted by three kinds of subsystems: the WAN systems, the LAN systems, and the PAN systems. For the confined CS problem, we first introduce the LAN system and then briefly introduce its interfaces to the other two kinds of systems.

A. The LAN system

As is presented in Fig. 1 an LAN system (denoted as $\mathcal{L}$) consists of $n_0 \geq 6$ terminal nodes (denoted as $i \in V_0$ with $V_0 = \{1, \ldots, n_0\}$) and a heterogeneous bridge network $G$. The heterogeneous bridge network $G$ is comprised of $n_1 \geq 3$ disjoint (homogeneous) bridge subnetworks, denoted as $G_s \in G$ for $s \in S = \{1, \ldots, n_1\}$. Each such bridge subnetwork $G_s = (B_s, E_s)$ consists of $|B_s|$ connected bridge nodes, each denoted as $b_{s,q} \in B_s$, and $|E_s|$ bidirectional communication channels. As $G$ is homogeneous, the bridge nodes $b_{s_1,q_1}$ and $b_{s_2,q_2}$ cannot be directly connected whenever $s_1 \neq s_2$. The terminal nodes can be connected to the bridge nodes with bidirectional connections (denoted as $E_0$) but with the node-degree of every terminal node being no more than $d_0$. Also, the node-degree of every bridge node is no more than $d_1$. Thus, the network topology of $\mathcal{L}$ is a bounded-degree undirected graph, denoted as $\mathbf{H} = (V_0 \cup B_1 \cup \cdots \cup B_{n_1}, E_0 \cup E_1 \cup \cdots \cup E_{n_1})$. Generally, the bridge network $G$ can also be wholly or partially homogeneous. Here we consider the worst cases. Practically, as the number of the communication infrastructures is often limited, we assume $n_1$ is a fixed number equal to or greater than 3. For simplicity, we assume $d_0 = n_1$ and each $i \in V_0$ is a synchronization server node being directly connected to the $n_1$ bridge subnetworks. It is obvious that $\mathbf{H}$ can be extended with an $O(\log n_0)$ diameter for any $d_1 \geq 3$.

In providing backward compatibility, we assume that each bridge subnetwork $G_s$ is directly connected to a network-manager node $s \in S$ with a bidirectional communication channel (as the server nodes in Fig. 1). The terminal nodes $V_0$ and the network-manager (manager for short) nodes $S$ are all referred to as the computing nodes, as they can perform the required computation. The bridge nodes in a nonfaulty $G_s$ can deliver the messages from the manager node $s$ and the terminal nodes directly connected to $G_s$ following the underlying CS protocol $P$ and communication protocol $C$. When considering babbling-idiot failures [22] of the terminal nodes, the bridge nodes are assumed to be able to perform some rate-constrained communication for the incoming messages from the terminal nodes. Concretely, $P$ and $C$ can be respectively interpreted as PTP (or even WR) and some rate-constrained communication channels between the computing nodes and the bridge nodes can be equivalent to the failures of the computing nodes, the communication channels between them are assumed reliable.

In considering BFT of the terminal nodes, we assume up-to $f_0$ nodes in $V_0$ can fail arbitrarily since the real-time instant $t = t_0$. For simplicity, the real-time $t$ is assumed to be a universal physical time, such as the Newmanian time. And if not specified, the discussed time, instants, durations and time intervals are all referred to the real-time. For our purpose, we assume the system in an arbitrary state at $t_0$, and we only discuss the system since $t_0$. With this, if a terminal node is not a Byzantine node, it is a nonfaulty node that always behaves according to $P, C,$ and the provided upper-layer CS algorithms. Besides, as the failures of the communication channels between the computing nodes and the bridge nodes can be equivalent to the failures of the computing nodes, the communication channels between them are assumed reliable.

In considering BFT of the bridge nodes and the manager nodes, as we allow that the bridges in each bridge subnetwork can be arbitrarily connected, each bridge subnetwork $G_s$ together with the manager node $s$ are deemed as a single FCR. Concretely, a bridge subnetwork $G_s$ is nonfaulty during a time interval $[t, t']$ if and only if (iff) all bridge nodes and the internal communication channels in $G_s$ are nonfaulty during $[t, t']$. We say a bridge node $b$ being nonfaulty during $[t, t']$ iff $b$ correctly delivers the messages during $[t, t']$. In supporting the bounded-delay model [26], to correctly deliver a message $m$ in $b$, $b$ is required to deliver $m$ within a bounded message delay $\delta_b$ in executing $P$ and $C$. Practically, this bounded-delay requirement can be easily supported with rate-constrained Ethernet or even traditional Ethernet under low traffic loads [86][87][88][73].

For CS, firstly, we assume that each nonfaulty computing node $i$ is equipped with a hardware clock $H_i$. To approximately measure the time, each $H_i$ can generate ticking events with a nominal frequency $1/T_H$, where $T_H$ is the nominal ticking cycle. As the accuracy of real-world clocks is imperfect, the actual ticking cycles of $H_i$ are allowed to arbitrarily fluctuate within the range $[\gamma T_H, (1+\gamma)T_H]$, where $\gamma \geq 0$ is the maximal drift-rate of the hardware clocks. At every instant $t$, the nonfaulty node $i$ can read the hardware clock $H_i$ as the number of the counted ticking events, denoted as $H_i(t)$ and referred to as the hardware-time of $i$ at $t$. In considering the stabilization problem, $H_i(t_0)$ is assumed to take arbitrary values in a finite set $\{\tau_{\max}, \ldots, \tau_{\max}\}$, where $|x| = \{0, 1, \ldots, x-1\}$ is the set of the first $x$ nonnegative integers. And since $t_0$, $H_i(t_0)$ would not be written outside the hardware clock and would monotonically increase with respect to $i$ in counting the ticking events when $H_i(t) < \tau_{\max} - 1$. When $H_i(t) = \tau_{\max} - 1$, $H_i$ would return to 0 in counting the next ticking event and then continue to count the following ticking events. As $H_i$ is
read-only, it can be used for realizing the timers with fixed
timeouts. In performing clock adjustments in executing the
CS algorithms, other kinds of clocks should be defined. For
simplicity, the value of the local clock $C_i$ at instant $t$
can be defined as $C_i(t) = (H_i(t) + \text{offset}_i^t(t)) \mod \tau_{\text{max}}$, where $\text{offset}_i^t(t)$ is the value of the local-offset variable $\text{offset}_i^t$ at $t$. In
executing the CS algorithms, the local-time $C_i(t)$ is allowed
to be read (or saying $C_i$ being used as input) at any $t$ by the
$\mathcal{P}$ protocol running in $i$. Also, $C_i(t)$ is allowed to be written
(or saying $C_i$ being adjusted) at any $t$ by the CS algorithms
running in $i$. With this, the basic accuracy of $H_i(t)$ can be
shared in $C_i(t)$ while the timers and the adjustments of the
local clocks are decoupled.

Sometimes, we also need one or more kinds of logical
clocks for convenience. For example, by defining the logical
clock of node $i$ as $L_i(t) = (C_i(t) + \text{offset}_i(t)) \mod \tau_{\text{max}}$, $L_i(t)$ is called the logical-time of $i$ at $t$. Here, the
difference of the logical-time and the local-time of $i$ is represented
as the logical-offset variable $\text{offset}_i$ in $i$. In this way, the
basic accuracy and synchronization precision of $C_i(t)$ can be
shared in $L_i(t)$ while the unnecessary coupling between the
$\mathcal{P}$ and the upper-layer CS algorithms can be avoided.
It should be noted that the upper-layer CS algorithms are
not completely decoupled with the underlying $\mathcal{P}$ protocol, as
we allow the upper-layer CS algorithms to adjust $C_i$ instead
of $L_i$ (or equivalently, we allow the underlying $\mathcal{P}$ protocol
to use $L_i$ instead of $C_i$ as its input). But such coupling is
made as small as possible and can be supported in real-world
realizations such as the common embedded systems. Besides the
$L$ clocks, other kinds of clocks can also be defined upon the
local-time $C_i(t)$ or directly upon the hardware-time $H_i(t)$.
For example, we can define some alien clock of node $i$ as
$Y_i(t) = (H_i(t) + \text{offset}_i^t(t)) \mod \tau_{\text{max}}$ (can be specifically called the alien-time). In considering the stabilization problem, all
the offset variables for the clocks can be arbitrary valued in $\lfloor \tau_{\text{max}} \rfloor$ at $t_0$. For convenience, as the hardware-times,
local-times, logical-times, and alien-times are all circularly
valued in $\lfloor \tau_{\text{max}} \rfloor$, we define $\tau_1 \oplus \tau_2 = (\tau_1 + \tau_2) \mod \tau_{\text{max}}$
and $\tau_1 \ominus \tau_2 = (\tau_1 - \tau_2) \mod \tau_{\text{max}}$. And to measure the
difference of two such times $\tau_1$ and $\tau_2$, we define $d(\tau_1, \tau_2) = \min\{\tau_1 \ominus \tau_2, \tau_2 \ominus \tau_1\}$.

On the whole, by viewing each bridge subnetwork $G_s$
together with the corresponding manager node $s$ as an abstracted
bridge node $j \in V_1$ ($V_1 = \{n_0 + 1, \ldots, n_0 + n_1\}$), $H$ can be
further simplified as a completely connected bipartite network
(CCBN) $G = (V, E)$ with $V = V_0 \cup V_1$ and $E$ making the
complete bipartite topology $K_{n_0, n_1}$. An abstracted bridge
node $j \in V_1$ is nonfaulty iff $G_s$, $s$, and the communication channels
between them are nonfaulty. The failures of the edges in $E$
are equivalent to the failures of the nodes in $V_0$. With this,
we assume that up-to $f_0 = \lceil (n_0 - 1)/2 \rceil$ terminal nodes in $V_0$
and $f_1 = \lceil (n_1 - 1)/2 \rceil$ abstracted bridge nodes in $V_1$ can fail
arbitrarily since $t_0$. All faulty nodes in $V_0$ and $V_1$ are
denoted as $F_0$ and $F_1$, respectively. The nonfaulty nodes are
correspondingly denoted as $U_0 = V_0 \setminus F_0$, $U_1 = V_1 \setminus F_1$
and $U = U_0 \cup U_1$. As the network diameter of each $G_s$
can be bounded within $O(\log n_0)$, the overall delay of a message
from a node $i \in U_0$ to a node $j \in U_1$ (and vice versa)
can be bounded within $2\delta_\epsilon + O(\log n_0)\delta_\epsilon$, where $\delta_\epsilon$ is
an upper-bound of the processing delay for every message in
every nonfaulty computing node. For convenience, we assume
the maximal overall message delay between $i$ and $j$ is less
than $\delta_\epsilon$. For discussing CS upon the abstracted CCBN $G$,
the clocks of each $s \in S$ are also used as the clocks of the
responding node $j \in V_i$. For convenience, we use $s(j) = j - n_0$
to denote the corresponding manager node that is
abstracted in $j$. Also, for every $s \in S$, we use $s^{-1}(s) = s + n_0$
to denote the corresponding abstract node $j \in V_1$. This is
only for strictly differentiating $j$ and $s$ in avoiding possible
confusion. No algorithm really needs to compute $s(j)$ nor $s^{-1}(s)$. Similarly, we also define $s(V') = \{s(j) | j \in V'\}$
and $s^{-1}(S') = \{s^{-1}(s) | s \in S'\}$ for every $V' \subseteq V_1$ and
$S' \subseteq S$, respectively.

Upon existing works [86, 87, 88, 73, 84, 4, 89, 85, 57, 79, 90],
the given assumptions can be practically supported with
today’s COTS devices commonly used in IoT networks. Also,
it is often easier to add more terminal nodes than to add more
communication networks in the IoT networks. By allowing
$n_0 > 5f_0$ and $n_1 > 2f_1$, the minimal realization of the IS-
BFT-CS system only requires $n_1 = 3$, which is easier to be
supported in real-world systems than the minimal requirement
of deterministic BA (DBA) upon CCN.

B. The interfaces for the two sides

In the IoT system $\mathcal{N}$, the LAN system $\mathcal{L}$ should connect to
one or more lower-layer PAN systems for interconnecting the
things. Moreover, $\mathcal{L}$ is often connected to one or more higher-
layer WAN networks for interconnecting of more things, as is
shown in Fig. 2

![Fig. 2: The external interfaces of the LAN network.](image)

For the lower-layer side of $\mathcal{L}$, each terminal node $i \in V_0$ in
the network $H$ can serve as a synchronization server for the
connected PAN nodes which serve as synchronization clients.
These PAN nodes can be low-power receivers, mobile stations,
even in-hand or wearable devices with dynamic accesses.
Each terminal node $i \in V_0$ can connect to more than one
PAN network for scalability. In the overall synchronization
system, the communication between the terminal nodes in $V_0$
and the PAN nodes is unidirectional. Namely, each nonfaulty
terminal node $i \in U_0$ periodically broadcasts its current clock
to the connected PAN nodes. Meanwhile, the messages from
the PAN nodes are all ignored by $U_0$ in the synchronization system.

For the upper-layer side of $L$, firstly, each manager node $s \in S$ in the network $H$ can be configured as a synchronization client for the connected WAN nodes. These WAN nodes, denoted as $Z$ with $|Z| = n_2$, serve as time-abundant external synchronization stations. Namely, each node $z \in Z$ can access at least one kind of external time (UTC, TAI, etc.) with well-configured timing devices (such as GPS receivers, PTP clients, or just NTP clients), providing that the node $z$ is nonfaulry. For simplicity and without loss of generality, we assume the external time is represented as the universal physical time $t$. And $z \in Z$ is nonfaulty during $[t_1, t_2]$ iff every connected nonfaulty manager node $s \in S$ always reads the reference clock of $z$ (denoted as $R_z(t)$) with $\forall t \in [t_1, t_2] : R_{z,s}(t) \in [t - e_0, t + e_0]$, where $e_0$ is the external time precision. In the overall CS system, each $z \in Z$ can connect to more than one LAN network (like $L$) for scalability.

Now at the side of $L$, each $s \in S$ is typically connected to one node in $Z$. Each $s$ can also connect to more than one node in $Z$ to tolerate some permanent faults that happened in $Z$ (such as shown in Fig. 2). Obviously, if more than one-half of the nodes in $Z$ is always nonfaulty, the BFT-CS problem is trivial by taking the majority from the timing information given by $Z$ in every nonfaulty $s \in S$. In this case, we also say that the external time is available in $s$. However, this timing information is from the open world, we cannot ensure that a sufficiently large number of nodes in $Z$ would always withstand all intelligent attacks from the open world. So the external time is not always available in $s$. This differs from the transient failures that should be tolerated with self-stabilization in traditional DRTS. Namely, with the more realistic consideration of the open-world malignity, the intelligent attacks might be launched with an arbitrary frequency and deliberately designed intermittent periods. Here, to differentiate it from the traditional self-stabilization problem and the Byzantine General problem, we can view the open-world time references in the overall synchronization problem as some resources in some Dark Forest[91]. Namely, the so-called Dark Forest[91] might be a good (but sometimes being regarded as over-permissive) metaphor of the open-world resources (the forest) along with the unknown dangers (the darkness). We argue that this kind of problem is not well handled in the open world and it might also be over-optimistically neglected in the emerging large-scale IoT systems.

In the context of the Dark Forest[91], the nodes in $S$ should not always depend on the open-world timing information to update their clocks. Instead, at every instant $t$, each nonfaulty $s \in S$ should select a subset $Z_s(t) \subseteq Z$ to decide its current time servers. And when $Z_s(t) = \emptyset$, it indicates that $s$ does not use any timing information given by $Z$ at $t$. So, a pure ICS solution is provided if $Z_s(t) = \emptyset$ always holds for every nonfaulty $s \in S$ and every $t$, just as the traditional ICS solutions. And an external-time-based ICS solution is provided if $Z_s(t) = \emptyset$ holds whenever the system is stabilized while $Z_s(t)$ can be nonempty when the system is not stabilized. In considering the dependability of the CS system in the context of the Dark Forest, the provided IS-BFT-CS solution is an external-time-based ICS solution. In this vein, the clocks $Y_{\alpha-1}(s)$ derived from $R_{z,s}(t)$ for all $s \in S$ and $z \in Z$ are called the alien clocks. When the external time is available in $s$, we also say $Y_{\alpha-1}(s)$ is available.

C. The underlying protocols

To the underlying CS protocol $P$, we assume that if two nonfaulty nodes $i$ and $j$ are connected by a nonfaulty bridge subnetwork $G_\alpha$, they can synchronize with $i$ with $G_\alpha$ and vice versa. Concretely, suppose that a point-to-point CS instance of $P$, denoted as $P_{j,i}$, runs between a server node $j \in U$ and a client node $i \in U$ since $t_0$ and no other instance of $P$ runs between $i$ and $j$ nor any adjustment of $C_j$ happens. Then, by running $P_{j,i}$ in the server node $j$ and the client node $i$, $i$ can remotely read the local clock $C_j(t)$ as $\hat{C}_{j,i}(t)$. And if for all $t \in [t_0 + \Delta_0, +\infty)$

$$d(\hat{C}_{j,i}(t) - C_j(t)) \leq \varepsilon_0$$

holds, we say $P$ is with the synchronization precision $\varepsilon_0$ and a stabilization time $\Delta_0$ (which includes the time for establishing the master/slave hierarchy and establishing the master-slave synchronization precision). Further, if for all $\delta \leq \Delta$

$$|\hat{C}_{j,i}(t + \delta) - \hat{C}_{j,i}(t)| - \delta \leq \varrho_0\delta + \varepsilon_0$$

also holds, we say $P$ is with the accuracy $\varrho_0$ for $\varepsilon_0$ and $\Delta$. For $P_{j,i}$, we assume $\varepsilon_0$ and $\Delta_0$ are all fixed numbers specified by the concrete realization of $P$. And as no adjustment of $C_j$ happens, the accuracy $\varrho_0$ of $P$ can be no worse than $\rho$ for $\varepsilon_0$ and some $\Delta \approx \tau_{\text{max}}$ (slightly less than $\tau_{\text{max}}$, the same below). In considering Byzantine faults, if $j$ is faulty, $\hat{C}_{j,i}(t)$ would be an arbitrary value in $[\tau_{\text{max}}]$ at any given $t$. Here, the nodes $i$ and $j$ can be arbitrary computing nodes that are directly connected to a bridge subnetwork.

In considering adjustments of $C_j$, for simplicity, we assume that the $P$ protocol updates the remote clocks with the instantaneous adjustments rather than the continuous adjustments. Namely, when $j \in U$ and an adjustment of $C_j(t)$ (shown as the solid curve in Fig. 5) happens at $t_2$, although there can be a period $[t_2, t_3]$ during which $C_j(t)$ might be measured in node $i \in U$ as a value $\hat{C}_{j,i}(t)$ being arbitrarily distributed in the intersection of a vertical line and the two disjoint grey regions $ABCD$ and $A'B'C'D'$, this value cannot be inside the white region $CDAB'$ at any given $t \in [t_2, t_3]$. Calling $[t_2, t_3]$ as an updating span of $C_j$, for every such updating span, we require that the updating duration $t_3 - t_2$ is bounded by $\tau_0$, after which $[1]$ and $[2]$ should hold until the beginning of the next updating span. This requirement can be supported in most real-world hardware PTP realizations. Also, we note that the realizations of $P$ with continuous adjustments can also be accepted in the $P$-based CS algorithms provided in this paper. But to our aim, as the clock-updating time-bound $\tau_0$ should be as small as possible for reaching faster stabilization, instantaneous updating is preferred as it can often be much faster than the continuous one. Also, as we should consider the worst-case performance of the CS solution, software optimization of the synchronization precision would not much help.
Lastly, to the underlying communication protocol $C$, for every $i,j \in U$, $a(j)$ can correctly communicate with $i$ by sending messages to $G_s$ and vice versa. In the abstracted CCBN, every node $j \in U_1$ can send arbitrary message $m$ to every $i \in V_0$ at any instant $t \geq t_0$. For efficiency, $j$ can also broadcast $m$ to all nodes in $V_0$. When $i \in U_0$ receives such a message $m$, $i$ can deduce the sender of $m$ in $V_1$ with the connected communication channels. Also, every $j \in U_1$ can deduce the sender of $m$ in $V_0$ with the nonfaulty bridge network $G_{ij}$ and the fixed communication ports. The messages can be signature-free, just like the unauthenticated messages sent in standard Ethernet, but should be with bounded frequencies and bounded lengths.

D. The synchronization problem

Now assume $n_0 > 5f_0$, $r_1 > 2f_1$, and there are no more than $f_0$ and $f_1$ Byzantine nodes in respectively $V_0$ and $V_1$ since $t_0$ (at which the system $L$ can be with arbitrary initial system state). Then, the nodes in $U$ should be synchronized with the desired synchronization precision $\varepsilon$ and accuracy $g_1$ upon $G$ since $t_1$, where the actual stabilization time $t_1 - t_0$ is expected to be sufficiently small. Concretely, for the distributed CS, we say the $X$ clocks ($X$ can be $C$, $L$, or $Y$) of $P$ are $(\varepsilon, g, \Delta)$-synchronized during $[t_1, t_2]$ iff

$$\dot{d}(X_i(t) - X_j(t)) \leq \varepsilon$$  

(3)

$$[X_i(t') \cap X_j(t) - (t' - t)] \leq g_1(t' - t) + \varepsilon$$  

(4)

hold for all $i, j \in P$ and all $t', t \in [t_1, t_2]$ with $0 \leq t' - t \leq \Delta$. With this, it is required that the $C$ clocks (and thus the $L$ clocks) of $U$ should be $(\varepsilon_1, g_1, \Delta)$-synchronized during $[t_1, +\infty)$ with some $\Delta \approx \tau_{\text{max}}$. And when this happens, we say $L$ is $(\varepsilon_1, g_1)$-synchronized (and also stabilized) with the stabilization time $\Delta_1 = t_1 - t_0$. As the $X$ clocks used in this paper are all with the same value range $[\tau_{\text{max}}]$. $\Delta \approx \tau_{\text{max}}$ can be a common parameter in all cases. So for simplicity we say the $X$ clocks are $(\varepsilon, g, \Delta)$-synchronized. To avoid DBA, we do not always require the stabilization time being a deterministically fixed duration. Instead, a randomized stabilization time with an acceptable expectation $\Delta_1$ is also allowed.

In the context of the IoT networks, as the alien clocks are often but not always available, we should seek some discreet ways to integrate the ICS system with the alien clocks. By assuming that the failures of the nodes in $L$ are independent of those of the alien clocks, the new problem posed here is to construct some more efficient complementary system to integrate the closed-world resources with the open-world resources. The real-world scenario is that, with the minimized safe interface of $L$, the failures that happened in the ICS system can be largely assumed to be independent of that of the alien clocks. Meanwhile, as the external time sources are often maintained in good condition, and the external attacks can often be promptly detected and handled with attack-monitoring \cite{37, 38}, the alien clocks can be available most of the time. So, when the ICS system experiences some transient system-wide failures (often caused by improper internal operations or some temporary device malfunctions), the probabilities of unavailable alien clocks are low. Thus, this kind of availability of the alien clocks can be leveraged to integrate traditional ICS and the open-world time resources more discreetly.

IV. Non-stabilizing BFT-CS Algorithms Upon $G$

In this section, we first provide some non-stabilizing BFT-CS algorithms built upon some particular initial system states. Then we will use some of these algorithms as building blocks for constructing the IS-BFT-CS solution in the following section. For simplicity, we will prefer the abstracted nodes $V_1$ to the manager nodes $S$ in describing the algorithms running in the abstracted bridge nodes, although the algorithms for $V_1$ might actually run in the manager nodes in concrete realizations.

A. BFT remote clock reading

Firstly, to be compatible with the underlying protocol $P$, we give the definition of the initially $\delta$-synchronized state.

Definition 1: $L$ is initially $\delta$-synchronized upon $G$ with $P$ at $t$ iff $t$ is not in any updating span of $C_i$ for all $i \in U$ and $t \geq t_0 + \Delta_0 \land \forall i, j \in U : d(C_i(t), C_j(t)) \leq \delta$  

(5)

Now suppose that the system $L$ is initially $\delta_0$-synchronized (upon $G$ with $P$, the same below) at $t_1$. With this, to provide BFT-CS for the nonfaulty nodes in $G$, the most natural method is to run the $P$ protocol for each pair of nodes $j \in U_1$ and $i \in U_0$ with $j$ being the server and $i$ being the client. Then, for every $t \geq t_1$, each node $i \in U_0$ can remotely read the local clock $C_j(t)$ of $j \in U_1$ as $C_j(t)$ in $i$ at $t$ with an error bounded by $\varepsilon_0$. Now as the local clocks of the nodes in $U$ are initially stabilized within $\delta_2$, every node $i \in U_0$ knows $d(C_j(t), C_i(t)) \leq \delta(t)$ with some bounded $\delta(t)$ when $j \in U_1$ and $t \in [t_1, t_1 + \delta_0]$. Thus, by computing the actual difference of $C_i(t)$ and $C_j(t)$ as $\tau_j(t) = C_j(t) - C_i(t)$, $i$ knows the values $\tau_j(t)$ are within a bounded range for all remote nodes $j \in U_1$. So, by taking the median of $\tau_j(t)$ for all $j \in V_1$ in each node $i$, the returned values of the FTA (fault-tolerant averaging) \cite{92} operations in all nodes $i \in U_0$ would be in a bounded range.

Following this simplest idea, denoting the underlying server-client $P$ protocol running for the server $j$ and client $i$ as $P_{j,i}$ (referred to as the forward $P$ protocol), the basic BFT remote clock reading algorithm BFT_READ is shown in Fig. 4.
but not yet be executed) in each node \( i \in U \) would not be executed during the ongoing execution (if it exists) of any function in \( i \). If there are several pending functions in \( i \), their execution orders can be arbitrarily scheduled as long as the overall maximal message delay is still bounded in \( \delta_4 \).

for every node \( i \in U_0 \):
    initialize at \( t \) //with the initially \( \delta_1 \)-synchronized state
    1: run \( \mathcal{P}_{i,j} \) for each \( j \in V_1 \);
    readClock at \( t \) //read remote clocks at \( t \)
    2: \( \tau := C_i(t) \); determine \( \delta(t) \) as \( \delta \);
    3: for all \( j \in V_1 \) do \( \tau_{j,i} := \hat{C}_{j,i}(t) \circ (\tau \oplus \delta) \);
    4: end for
    5: set \( \tau \) as the median of \( \tau_{j,i} \) for all \( j \in V_1 \); //with \( n_1 > 2f_1 \)
    6: \( \text{offset}_i := \tau \ominus \delta \)

for every node \( j \in U_1 \):
    initialize at \( t \) //with the initially \( \delta_1 \)-synchronized state
    7: run \( \mathcal{P}_{j,i} \) for each \( i \in U_0 \);

Fig. 4: The BFT_READ algorithm.

Note that the BFT_READ algorithm does not require that the node \( i \in U_0 \) must actually adjust its own clock with the readClock function. It depends on concrete applications. Sometimes, calling the readClock function in responding to some irregular local events in \( i \) would suffice. In other situations where the synchronized clocks are frequently referenced, the readClock function can also be called in \( i \) to periodically adjust the logical clock \( L_i(t) \) in tracing the synchronized clock at any given \( t \). As we allow \( n_1 = 2f_1 + 1 \), the median function is used to tolerate one Byzantine node in \( V_1 \) without the convergence property.

Obviously, the BFT_READ algorithm along has several problems. Firstly, during each call of the readClock function, the bound \( \delta(t) \) is dynamically determined. Surely \( \delta(t) \) can also be always determined as a constant number. But as the local clocks of nodes in \( U_1 \) would drift away from the initial synchronization precision \( \delta_1 \) without further synchronization, the median taken for the circularly-valued remote clocks may not always be correct if \( \delta(t) \) is constant. Secondly, the median function can only ensure its outputs in nodes of \( U_0 \) are within the range of the original inputs from \( U_1 \). Now as the ranges of \( \tau_{j,i}(t) \) for \( j \in U_1 \) in each \( i \) would grow wider with the accumulated clock drifts in \( U_1 \), the worst-case synchronization error \( \delta(t) \) in \( U_0 \) would grow larger accordingly. In overcoming this, the local clocks of nodes in \( U_1 \) should also be periodically synchronized.

B. The basic synchronizer

To synchronize the local clocks of nodes in \( U_1 \), here we want to simulate the synchronous approximation agreement \([23]\) upon the CCBN \( G \) with \( n_0 > 3f_0 \) and \( n_1 > 2f_1 \). Concretely, with the initial precision \( \delta_1 \), besides running the forward \( \mathcal{P}_{j,i} \) protocols as clients, the nodes in \( U_0 \) can also act as servers to reversely synchronize the nodes in \( U_1 \) with the backward \( \mathcal{P}_{i,j} \) protocols. The so-called backward \( \mathcal{P}_{i,j} \) protocols are very like the ones proposed in ReversePTP. The main difference is that there are \( n_1 \) nodes to be synchronized, not just the central node in ReversePTP. Despite this difference, both the ReversePTP instances and the common PTP instances can be employed in realizing the backward \( \mathcal{P}_{i,j} \) protocols. Upon this, the basic BFT-CS algorithm (also called the basic synchronizer) BFT_SYNC is shown in Fig. 5.

for every node \( i \in U_0 \):
    initialize at \( t \) //with the initially \( \delta_1 \)-synchronized state
    1: run \( \mathcal{P}_{i,j} \) and \( \mathcal{P}_{j,i} \) for each \( j \in V_1 \);
    2: \( \text{offset}_i := 0 \); reset timer \( \tau_w \);
    at local-time \( k\tau_0 + \delta_3 \) //read the new clock
    3: writeLogicalClock(V_i, C_i(t), \delta_0);
    4: set timer \( \tau_w \) with \( \delta_4 \) ticks;
    when timer \( \tau_w \) is expired
    5: \( C_i(t) := C_i(t) \oplus \text{offset}_i \); //adjust the local clock
    6: \( \text{offset}_i := 0 \);
    writeLogicalClock(\( R, \tau, \delta \)) at \( t \) //write the logical clock
    7: for all \( j \in R \) do \( \tau_{j,i} := \min\{\hat{C}_{j,i}(t) \circ (\tau \oplus \delta, 2\delta)\} \);
    8: end for
    9: set \( \tau \) as the median of \( \{\tau_{j,i} \mid j \in V_1\} \); //with \( n_1 > 2f_1 \)
    10: \( \text{offset}_i := \tau \ominus \delta \)

for every node \( j \in U_1 \):
    initialize at \( t \) //with the initially \( \delta_1 \)-synchronized state
    11: run \( \mathcal{P}_{j,i} \) and \( \mathcal{P}_{i,j} \) for each \( i \in V_0 \);
    12: \( \text{offset}_j := 0 \); reset timer \( \tau_w \);
    at local-time \( k\tau_0 + \delta_1 \) //read the new clock
    13: writeLogicalClock(V_j, C_j(t), \delta_0);
    14: set timer \( \tau_w \) with \( \delta_2 \) ticks;
    when timer \( \tau_w \) is expired
    15: \( C_j(t) := C_j(t) \oplus \text{offset}_j \); //adjust the local clock
    16: \( \text{offset}_j := 0 \);
    writeLogicalClock(\( R, \tau, \delta \)) at \( t \) //write the logical clock
    17: for all \( i \in V_0 \) do
    18:     if \( i \in R \) then \( \tau_{i,j} := \min\{\hat{C}_{i,j}(t) \circ (\tau \oplus \delta, 2\delta)\} \);
    19:     else \( \tau_{i,j} := 0 \);
    20: end if
    21: end for
    22: set \( \tau_1 \) and \( \tau_2 \) as the \( (f_0 + 1) \)th smallest and largest \( \tau_{i,j} \);
    23: \( \text{offset}_j := ((\tau_1 + \tau_2)/2) \ominus \delta \) //FTA with \( n_0 > 3f_0 \)

Fig. 5: The BFT_SYNC algorithm.

During the initialization of the basic synchronizer, every nonfaulty node runs both the forward and backward \( \mathcal{P} \) instances and resets its logical clocks and timers. Here we say a timer (such as the timer \( \tau_w \)) is reset (denoted as \( \tau_w = \tau_{max} \)) if it is closed and would not run again before the next scheduling of it. And we say a timer is set with \( \delta \) if it is scheduled with a timeout \( \delta \) after which the timer would be expired and reset. The timeout is counted with the ticks of the hardware clock in case it is affected by upper-layer clock adjustments. For clarity, all ticks referred to in this paper are the ticks of the hardware clocks. With this, for every \( i \in U_0 \), at each local-time \( k\tau_0 + \delta_3 \) (for \( k \in [\lceil \tau_{max}/\tau_0 \rceil] \) with \( \tau_{max} \mod \tau_0 = 0 \), \( i \)
reads the remote clocks and use the median of these readings as the logical clock of $i$. After another $\delta_4$ ticks, $i$ adjusts its local clock with its logical clock. Similarly, for the backward synchronization, each node $j \in U_1$ reads the remote clocks and uses the fault-tolerant averaging of these readings as its logical clock at each local-time $k\tau_0 + \delta_1$. Then, $j$ uses it to adjust its local clock after another $\delta_2$ ticks.

Note that in line 5 and line 15 we allow $C_i(t)$ and $C_j(t)$ to be adjusted by $L_i(t)$ and $L_j(t)$, respectively. This is necessary as the underlying $\mathcal{P}$ protocol in the server nodes should use the adjusted clocks rather than the original freely-drifting ones to ensure the differences of the referenced clocks in all nonfaulty server nodes being always in a bounded range. But to avoid undesired asynchronous clock adjustments, firstly, the newly acquired clock values are not directly written to the local clocks. Instead, the new values are first written to the logical clocks (with lines 5 and 13) and then written to the local clocks after some statically determined delays. This is for simulating the synchronous approximate agreement upon $G$ with lines 22 and 23. And secondly, in lines 7 and 18, the offsets of the logical clocks would always be within $[0,2\delta]$. With this, the adjustments of the local clocks would be no more than $\delta_1$ even when the system is not initially $\delta_1$-synchronized. As the clock adjustments performed by the basic synchronizer are for maintaining some synchronized states of the system, these clock adjustments are called the basic adjustments.

In Fig. 6 the temporal dependencies of the referred clocks are described with the labeled arrows. The clocks $C_i$, $L_i$ and $\hat{C}_{i,j}$ (on the left side of Fig. 6) are of the node $i \in U_0$. And the clocks $C_j$, $L_j$ and $\hat{C}_{i,j}$ (on the right side of Fig. 6) are of the node $j \in U_1$. Then, $C_i$ would be written with $L_i$ after $\delta_4$ ticks in $i$. And then, for the backward synchronization, with the underlying $\mathcal{P}_{i,j}$ protocol, $\hat{C}_{i,j}$ can be updated with the adjusted $C_i$ during the next $\delta_1$ time (here we assume that the actual delay can be arbitrarily distributed in $[0,\delta_1]$). So by properly setting $\delta_1$, $L_j$ can be correctly written with the all updated $\hat{C}_{i,j}$ for all $i \in U_0$. And by waiting for another $\delta_2$ ticks, $C_j$ can be correctly written with $L_j$.

So, the remaining problem is to determine the time parameters $\delta_1$, $\delta_2$, $\delta_3$, $\delta_4$, $\delta_5$, and $\delta_6$. Firstly, $d(\hat{C}_{i,j}(t), C_j(t)) \leq \delta_5$ and $d(C_i(t), \hat{C}_{i,j}(t)) \leq \delta_6$ should hold in executing line 5 and line 13 of the BFT_SYNC algorithm with the initially $\delta_1$-synchronized state. Secondly, $\delta_1$, $\delta_2$, $\delta_3$, and $\delta_4$ should be determined to ensure the basic synchronization procedure simulating the desired synchronous approximate agreement, as is shown in Fig. 7.

In Fig. 7 the strictly separated synchronization phases in $U_0$ ($U_1$) are denoted as $s_1$ and $s_2$ ($j_1$ and $j_2$), respectively. It should be noted that the actual slowest and fastest nodes can change over time. Here the case is just for describing the desired basic synchronization procedure. Arrows still represent the influences between the clocks. For example, the leftmost curved arrow (on the local-time of $i_1$) represents that the local clock $C_i$ is adjusted at $\delta_3 + \delta_4$ with the logical clock $L_i$ being written at $\delta_3$. And the straight arrows represent the clock distributions from the server-clocks to the client-clocks with the underlying $\mathcal{P}$ protocols. Here, as the local clocks of all nodes in $U$ are initially synchronized within $\delta_1$, the synchronization phases (separated by the long dotted lines in Fig. 7) in the distributed nonfaulty nodes can be well-separated in real-time if the synchronization precision can be maintained within some fixed bounds. In Section VI we would see that with properly configured time parameters, the desired synchronization precision can be maintained in $L$ with the initially $\delta_1$-synchronized state. Note that the basic settings of the time parameters are for strictly separating the synchronization phases shown in Fig. 7. Actually, by setting one or both of the parameters $\delta_1$ and $\delta_2$ being 0, the synchronization procedure can also be realized in a rather wait-free manner. For simplicity, we take strictly separated synchronization phases in this paper. With this, a basic synchronization round of the initially $\delta_1$-synchronized $L$ can be defined with any periodically appearing synchronization phase shown in Fig. 7. For instance, the time interval $[t', t'']$ can be viewed as a basic synchronization round of $L$. And for every $i \in U$, when $C_i(t) \in [(k-1)\tau_0, k\tau_0)$ with $k \geq 1$, we say $i$ is in its $k$th local basic synchronization round.

C. The strong synchronizer

Besides the basic synchronizer, an additional pulse synchronizer is provided with the BFT_PULSE_SYNC algorithm, as is shown in Fig. 8. The basic synchronizer together with the pulse synchronizer are called the strong synchronizer. Here the readers might wonder why more than one synchronization algorithm is provided. Roughly speaking, with the strong synchronizer, we can provide some easier evidence that once such evidence is observed in a nonfaulty node $j \in V_1$, $j$ would know that the system would be stabilized in an expected way. Upon this, if all nodes in $U_1$ observe such evidence for a sufficiently long time, the extra self-stabilizing procedure
would not be performed. We would further explain this when we construct the stabilizer with this strong synchronizer. Here we first describe the BFT_PULSE_SYNC algorithm and its relationship to the BFT_SYNC algorithm. For simplicity, we assume \( n_0 > 5 f_0 \) for the BFT_PULSE_SYNC algorithm.

for every node \( i \in U_0 \):
  at local-time \( k k_{p13} \tau_0 \):
  if \( \delta_{15} \) ticks passed since the last pulsing event then
    send pulse-\( k \) to each \( j \in V_1 \); /the pulsing event
  end if
  always
  \( P_k = \{ j \mid i \text{ receives pulse-} k \text{ from } j \text{ in the latest } \delta_{16} \text{ ticks} \} \);
  if \( \exists k' \mid |P_{k'}| \geq n_1 - f_1 \) then /with \( n_1 > 2 f_1 \)
    \( k^* := k' \); set timer \( \tau_w^{i} \) with \( \delta_{17} \) ticks;
  end if
  when timer \( \tau_w^{i} \) is expired
    \( \tau' := k^* k_{p13} \tau_0 + \delta_{10} \);
    for all \( i \in V_0 \) do \( \tau_{j,i} := \bar{C}_{j,i}(t) \odot \tau' \);
  end for
  set \( \tau \) as the median of \( \{ \tau_{j,i} \mid j \in V_1 \} \); /with \( n_1 > 2 f_1 \)
  \( C_i(t) := \tau' \oplus \tau, \text{ offset}_{i,j} = 0; \)
  set protect, as 1 until \( C_i \mod \tau_0 = 0; \)

for every node \( j \in U_1 \):
  always
  \( P_k = \{ i \mid j \text{ receives pulse-} k \text{ from } i \text{ in the latest } \delta_{10} \text{ ticks} \} \);
  if \( \exists k' \mid |P_{k'}| \geq n_0 - 2 f_0 \) then /with \( n_0 > 5 f_0 \)
    \( k^* := k' \);
    set timer \( \tau_w^{i} \) with \( \delta_{11} \) ticks;
  end if
  when timer \( \tau_w^{i} \) is expired
    \( \tau' := k^* k_{p13} \tau_0 + \delta_{18} \);
    for all \( i \in V_0 \) do \( \tau := \bar{C}_{i,j}(t) \odot \tau' \);
  end for
    if \( \tau \leq \delta_{10} \) then \( \tau'_{j,i} = \tau; \)
    else \( \tau'_{j,i} = 0; \)
  end if
  end for
  set \( \tau_{j}^{1} \) and \( \tau_{j}^{2} \) as the \( (f_0 + 1) \)th smallest and largest \( \tau_{j}'; \)
  \( C_j(t) := \tau' \oplus (\tau_{j}^{1} + \tau_{j}^{2})/2; \text{ offset}_{j} = 0; /\text{FTA} \)
  set protect, as 1 until \( C_j \mod \tau_0 = 0; \)
  at local-time \( k k_{p13} \tau_0 \) and \( \delta_{12} \);
  if timer \( \tau_w^{i} \) is set in the last \( \delta_{12} \) ticks then
    send pulse-\( k^* \) to each \( i \in V_0 \);
  end if

Fig. 8: The BFT_PULSE_SYNC algorithm.

As is shown in Fig. 8, firstly, by setting \( k_{p13} > 1 \), the additional synchronization would be performed with a lower frequency than the basic synchronization. This is for well separating the additional pulse-like sparse synchronization events. Besides, with line 1 of the BFT_PULSE_SYNC algorithm (\( i \) would count the ticks since the beginning if \( i \) has not yet sent the first pulse), a node \( i \in U_0 \) would not send any two pulses within \( \delta_{15} \) ticks. This would provide some good properties for constructing the overall IS-BFT-CS solution. Here, when it runs in the desired way, this additional synchronization procedure adds some header rounds (or saying headers) into the original synchronization procedure, as is shown in Fig. 9.

In each such synchronization header (the yellow block in Fig. 9), there should be at least \( n_0 - 2 f_0 \) nodes in \( U_0 \) sending their pulses (shown in Fig. 9 as bold arrows) in a short duration no more wider than \( \delta_{10}/(1+\rho) - \delta_\epsilon \). In this sense, these nodes in \( U_0 \) are called a pulsing clique in \( U_0 \), as all their pulses are within a sufficiently narrow duration.

![Fig. 9: The desired header-body synchronization procedure.](image)

Then, to perform the desired additional synchronization in the presence of such a pulsing clique, the lines from 14 to 27 of the BFT_PULSE_SYNC algorithm (denoted as the B_1 block) should be executed with a higher priority than all lines of the BFT_SYNC algorithm. Namely, when a node \( j \in U_1 \) writes the logical clock \( L_j \) and adjusts the local clock \( C_j \) in executing the B_1 block, any attempt to write \( L_j \) or \( C_j \) in the BFT_SYNC algorithm would be preempted and canceled during a bounded time interval. This is for avoiding the undesired output of the FTA operation of the BFT_SYNC algorithm to overwrite the desired output of the B_1 block in the presence of a desired pulsing clique. Moreover, we use the a flag \( protect \), \( \in \{ 0, 1 \} \) (with the default value 0) in the algorithm for each node \( j \in U_0 \) to indicate that if the clocks of \( j \) should be protected from being adjusted outside this algorithm. Concretely, the clocks of \( j \) can be adjusted outside the algorithm if and only if \( protect \) is 0 at \( t \) in node \( j \). Besides, the executions of the B_1 block can also be preempted and canceled by themselves when two or more such executions are temporally overlapped. In other words, the latter execution of the B_1 block always has the higher priority (with even canceling the cancelation of clock-writings implemented in the former executions). Thus, with a pulsing clique, the local clocks of all \( j \in U_1 \) would be semi-synchronously adjusted with the line 26 of the BFT_PULSE_SYNC algorithm. And all these local clocks would at least be synchronized with the precision in the same order of \( \delta_{10} \). Similarly, the nodes in \( U_0 \) would also be synchronized with such a coarse precision in the presence of the desired pulsing clique. Then, although this precision could be coarser than the desired final synchronization precision, it is not a problem as the synchronization header is followed by the synchronization body in executing the BFT_SYNC algorithm. Namely, in the synchronization body (shown in Fig. 9 as the green blocks following the leftmost yellow one), a \( (k_{p13} - 1) \)-round synchronous approximate agreement is simulated (one
such round is also shown in Fig. 7 in $[I, t']$. With this, by the end of the synchronization body of the desired synchronization procedure, the local clocks (and also the logical clocks) of all nodes in $U$ would be synchronized with the desired precision. In simulating the approximate agreement, the convergence rate can be further improved by employing the advanced FTA functions given in [22]. Here the basic solution employs the basic FTA function (with convergence rate $1/2$) for simplicity.

Generally, this header-body synchronization procedure is called a two-stage synchronization procedure. To make this two-stage synchronization procedure work in the presence of a pulsing clique in $U_0$, firstly, the first stage should deterministically bring all local clocks of the nodes in $U_1$ into the expected coarser precision. This is implemented by the $\text{BFT} \_\text{Pulse} \_\text{Sync}$ algorithm by making all pulsing cliques in $U_0$ being well-separated in real-time. Secondly, the second stage should deterministically simulate the synchrononous approximate agreement. This is implemented by the $\text{BFT} \_\text{Sync}$ algorithm with an initially $\delta_1$-synchronized state at the end of the first stage. In Section [VI] we would show that this procedure can be performed with properly configured time parameters. For simplicity, the header cycle (i.e., the nominal duration of a header) is also set as the basic cycle $\tau_0$ (i.e., the nominal duration of basic synchronization round). And a header can be viewed as a special kind of basic synchronization round.

V. BASIC IS-BFT-CS SOLUTION

The $\text{BFT} \_\text{Sync}$ and $\text{BFT} \_\text{Pulse} \_\text{Sync}$ algorithms are not self-stabilizing, since either an initially $\delta_1$-synchronized state or a pulsing clique is required in executing these algorithms. For stabilization, the system should be synchronized in some desired time with all possible initial states. In this section, we provide a basic IS-BFT-CS solution.

A. The problem of stabilization

As there might be no initially $\delta_1$-synchronized state at $t_0$ nor any desired pulsing clique since $t_0$, reliable synchronization cannot be established with only the strong but still non-stabilizing synchronizer. For stabilization, some kind of BFT stabilizers can be employed. The so-called BFT stabilizers, such as the ones proposed and utilized in [93, 94, 95], are able to convert non-stabilizing BFT protocols to the corresponding stabilizing ones. For example, the self-stabilizing DBA (SS-DBA) algorithm proposed in [94] is used as a primitive in construction the deterministic SS-BFT-CS in [26]. For some other examples, some resynchronization algorithms are used as BFT stabilizers in the SS-BFT-CS algorithms in [33, 5]. Obviously, if the manager nodes are fully connected, we can directly employ some existing SS-BFT-CS algorithms [26, 5, 30, 33] to construct the core synchronization system and then distribute the clocks of the manager nodes to the whole system.

However, the existing SS-BFT-CS solutions have several disadvantages in the specific context of IoT networks. Firstly, building upon the classical bounded-delay assumption, all the existing SS-BFT-CS solutions are with synchronization precision no better than $o(d')$, where $d'$ is the maximal message delay in the corresponding communication networks. In contrast, CS protocols such as PTP can often achieve better precision with several low-cost hardware and software optimizations. Secondly, most existing SS-BFT-CS solutions are constructed by periodically executing some kind of BA protocol, which generates additional complexity even when the system is stabilized. In contrast, CS protocols such as PTP require very sparse resources in maintaining the stabilized state of the system. Thirdly, although some randomized SS-BFT-CS algorithm does not rely on BA protocols, the expectation of the stabilization time is at least $O(n)$, where $n$ is the number of the synchronization nodes in the system. In contrast, CS protocols such as PTP trivially have a deterministic constant stabilization time. Fourthly, almost all existing SS-BFT-CS solutions require CCN in exchanging the synchronization messages. In contrast, the most common PTP protocols can run upon tree topologies without the message being exchanged between client nodes (with a pre-configured grandmaster).

And lastly, migrating the SS-DBA-based BFT-stabilizer into CCBN is also not a trivial task and would generate many more messages, especially with $n_1 = 2f_1 + 1$. In contrast, some variants of PTP, such as ReversePTP, do not require exchanging any message between the clients in electing a new grandmaster.

In mitigating these disadvantages, we provide a basic IS-BFT-CS solution upon CCBN with discreetly utilized external times. Generally, the overall framework of the IS-BFT-CS solutions is shown in Fig. [10]. With the developed strong synchronizer, the main problem here is to construct the BFT stabilizer.

![Fig. 10: The overall framework of IS-BFT-CS.](image)

The BFT stabilizer should have the following properties. Firstly, the system should reach the stabilized state from an arbitrary initial state in the desired time. And secondly, for efficiency, once the system is stabilized, no nonfaulty node would detect the undesired system state. So no corrector would be called further. For this, the BFT stabilizer can be constructed in two steps. In the first step, we would construct some detector (or saying state-checker, monitor, etc.) to detect some undesired state of the system. In the second step, some corrector (or saying state-resetter, repairer) would be called to bring the state of the system into the desired one. As is required, no single point of failure is allowed. So the detector and corrector can only be implemented in a fault-tolerant way.

Also, here we want to design the synchronizers, detectors, and correctors in a more decoupled way. One benefit of
this would be that the basic building blocks would then be integrated with other extra supports such as external times and other resources more easily. And with the decoupled strong synchronizer and corrector, once the system is stabilized, the corrector would not be active before the happening of the next transient system-wide failure. With this, we expected that the synchronization precision and overall performance could be further improved.

For this, the basic BFT stabilizer is built with the structure shown in Fig. 11.

![Fig. 11: The basic BFT stabilizer.](image)

### B. The basic detectors

To construct the BFT stabilizer, firstly, the **S** DETECTOR algorithm is provided in Fig. 12 to act as the strong detector. For a concrete example, the set operation and the expired condition of the timer \( \tau_d \) are implemented by the line 3 and line 5 of the **S** DETECTOR algorithm, respectively. Other timers (such as \( \tau_w \) and \( \tau_u \)) can be implemented similarly for fast stabilization. Here the timer \( \tau_d \) is used as a watchdog timer to count the ticks passed since the last satisfaction of the condition in line 2 of the **S** DETECTOR algorithm. So if \( \tau_d \) is expired in \( j \in U_1 \), \( j \) knows that the system is not stabilized, by which we say \( j \) is alerted.

#### Algorithm for Strong Detector

```plaintext
for every node \( j \in U_1 \):
    always
1: \( P_k = \{ i | j \) receives pulse-\( k \) from \( i \) in the latest \( \delta_{13} \) ticks\};
2: if \( \exists k' \mid |P_k| \geq n_0 - f_0 \) then
3: \( \tau_d := H_j(t) \oplus (\delta_{14} - 1) \);
4: end if
5: if \( \tau_d \oplus H_j(t) > \delta_{14} \land \tau_d \neq \tau_{\text{max}} \) then \( \tau_d := \tau_{\text{max}} \);
6: end if
7: alerted_\( j \) := (\( \tau_d = \tau_{\text{max}} \));
```

#### Algorithm for Clique Detector

The detector is called strong (a slight abuse of the concept proposed in [96]) in that all possible undesired system states would be eventually detected in all nonfaulty nodes while some of the detected ones may not be actually the undesired cases. This kind of false alarm is largely inevitable in designing the detector in the presence of Byzantine nodes. But if the system is stabilized for a sufficiently long time, no false alarm would be generated. So it leaves for some kind of correctors to take appropriate actions in responding to the alarms (including the false-alarms) being generated in the strong detector.

Similarly, other detectors can be designed to detect any other observable system states. For example, the clique detector **Q** DETECTOR shown in Fig. 13 can tell if there is a possible pulsing clique in the current local basic synchronization round (the line 13 and line 27 of the **BFT-PULSE_SYNC** algorithm can be realized similarly). The **S** DETECTOR and **Q** DETECTOR are called the basic detectors.

#### Algorithm for Clique Detector

```plaintext
for every node \( j \in U_1 \):
    always
1: if \( \tau_w \neq \tau_{\text{max}} \) then pulsed_\( j \) := 1;
2: end if
3: if \( C_j(t) \) mod \( k_{\text{pl}} \tau_0 > \tau_0 + (1 + \rho)\delta_4 \) then pulsed_\( j \) := 0;
4: end if
```

Fig. 13: The **Q** DETECTOR algorithm.

### C. The basic corrector

The basic corrector is constructed as the **H** CORRECTOR algorithm shown in Fig. 14 with the alien clocks (shown in the grey color in Fig. 11 and given in Section III). Concretely, the **H** CORRECTOR algorithm running in every \( j \in U_1 \) uses the alien clock \( Y_j \) (in executing line 4 of the **H** CORRECTOR algorithm) as some kind of temporary synchronized clock to adjust \( C_j \) when the system is not stabilized. So, when the system is not stabilized, the alien clocks \( Y_j \) for all \( j \in U_1 \) are assumed to be at least coarsely synchronized.

#### Algorithm for Basic Corrector

```plaintext
for every node \( j \in U_1 \):
    at local-time \( (kk_{\text{pl}} + 1)\tau_0 \)
1: \( \text{coin}_j := \text{random} \{ (0, 1) \} \);
2: if EoR then \( \text{EoR} \) is observed
3: set protect_\( j \) as 1;
4: \( C_j(t) := Y_j(t) \); \( \text{offset}_j := 0 \);
5: else set protect_\( j \) as 0;
6: end if
```

Fig. 14: The **H** CORRECTOR algorithm.

Generally, in the **H** CORRECTOR algorithm, not only the alien clocks but any kind of synchronized clocks can be employed to provide the reference clocks \( Y_j \) for all \( j \in U_1 \), providing that these clocks can be coarsely synchronized when \( L \) is not synchronized. However, as the stabilization time and message complexity of traditional SS-BFT-CS solutions are often prohibitively high, the alien clocks can be utilized here to reduce the stabilization time of the overall IS-BFT-CS system. Now providing that \( Y_j \) are coarsely synchronized for all \( j \in U_1 \) with the precision \( e_1 \), the **H** CORRECTOR algorithm would mainly act as some kind of clock merger to merge \( C_j \) and \( Y_j \) at some appropriate instants. Concretely, only if the node \( j \) observes the evidence of resynchronization (EoR), \( j \) would use its alien-time \( Y_j(t) \) to overwrite its local-time \( C_j(t) \). To our aim, the EoR condition checked in line 2 (of the **H** CORRECTOR algorithm, the same below) can be configured in \( j \) as

\[
\text{EoR} = (\text{alerted}_j \land (\neg \text{pulsed}_j \lor \text{coin}_j)) \tag{6}
\]

to give chances for both fast and stable synchronization of \( C_j \) for all \( j \in U_1 \). As \( \neg \text{pulsed}_j \) implies \( \text{alerted}_j \) when \( \text{EoR} \) is
checked in node $j$. EoR can also be computed as $\neg\text{pulsed}_j \lor (\text{alerted}_j \land \text{coin}_j)$. Roughly speaking, in running the intro-
stabilizing BFT-CS algorithms with EoR, once any internal synchronizer (i.e., except the alien clocks) might work, the EoR condition is expected to be false, and thus the clock-
merge operation is expected to be forbidden. When no such internal synchronizer works, the EoR condition is expected to be true, and thus the clock-merge operation is expected to be allowed.

For this, besides the $\text{alerted}_j$ and $\text{pulsed}_j$ signals from the detectors, we also employ the $\text{coin}_j$ flag, which is the result of the coin tossed in executing line $\text{II.1}$ when $C_j(t) \mod k_{\text{pulsed}} = \tau_0$. This $\text{coin}_j$ flag is necessary as some node in $U_1$ might observe $\text{pulsed}_j$ while some other nodes in $U_1$ might observe $\neg\text{pulsed}_j$ during their overlapped header-body synchronization procedures. In this situation, there might be some nodes that want to be synchronized by the $Y$ clocks while the others do not. To reconcile this, every node $j \in U_1$ can toss an unbiased coin during every header-body synchronization procedure to decide if it would like to be synchronized by the $Y_j$ clock or not when $\text{alerted}_j \land \text{pulsed}_j$ is observed. For better performance, some biased coins can also be employed. Here we take the unbiased coin for simplicity. Notice that we can also compute EoR as $\text{alerted}_j \land \text{coin}_j$ to simplify the analysis. However, with this simplification, some non-worst-cases optimization is also sacrificed, as it is more likely that some nodes in $U_1$ would observe $\neg\text{pulsed}_j$ when the system is not synchronized.

Lastly, to be integrated with the strong synchronizer, the execution of the H\_CORRECTOR algorithm has a lower prior-
ity than that of the BFT\_PULSE\_SYNC algorithm. Namely, however the local clock $C_j$ would be adjusted in executing the BFT\_PULSE\_SYNC algorithm, this adjustment would not be canceled by setting $\text{protect}_j$ as 1 in executing the H\_CORRECTOR algorithm. Meanwhile, the execution of the H\_CORRECTOR algorithm still has a higher priority than that of the BFT\_SYNC algorithm. It should be noted that as the $\text{protect}_j$ flag is set as 1 in executing the BFT\_PULSE\_SYNC only when $C_j \mod k_{\text{pulsed}} = \tau_0$, the local state $\text{protect}_j = 1$ set in executing the H\_CORRECTOR algorithm would not be changed by executing the BFT\_PULSE\_SYNC algorithm.

VI. Formal Analysis

Now we show that by configuring the constant parameters referenced in the algorithms according to the constraints shown in Table I and Table II (some constraints are relaxed for simplicity), the provided algorithms make an IS-BFT-
CS solution upon $G$. Some concrete configurations for the constant parameters are later given in Table III.

Besides the constant parameters, each node $i \in U$ also uses some local variables in running the algorithms. In the analysis, we use $x(i)$ to denote the local variable $x$ used in $i \in U$ when it is needed to differentiate the different nodes. And the value of $x$ (or $x(i)$) at $t$ is denoted as $x(t)$ (or $x(i)(t)$). For example, the value of $\text{offset}_i$ in running the BFT\_SYNC algorithm in node $i \in U$ at $t$ can be denoted as $\text{offset}_i(t)$ (or simplified as $\text{offset}(t)$). Also, we assume that each line of the algorithms is atomically executed. And when any line of the algorithms is being executed in $i \in U$ at $t$, we assume that $x(t)$ takes the value after the execution of this line.

As is shown in the algorithms, the timers can also be represented as local variables. In considering stabilization, all the local variables might have arbitrary values at $t_0$. In the algorithms, as we always check the timers with value ranges as small as possible, all these timers can be locally stabilized within their scheduled ticks. And for all the other local variables, it is trivial to show that the history values recorded before $t_0$ can be overwritten within the maximal

### Table I: The constraints of the parameters used in the algorithms

| No. | Constraints |
|-----|-------------|
| I.1 | $\delta_1 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.2 | $\delta_2 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.3 | $\delta_3 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.4 | $\delta_4 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.5 | $\delta_5 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.6 | $\delta_6 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.7 | $\delta_7 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.8 | $\delta_8 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.9 | $\delta_9 \geq (\theta_1 + \delta_0)(1 + \rho)$ |
| I.10 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.11 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.12 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.13 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.14 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.15 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.16 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.17 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.18 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.19 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.20 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.21 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.22 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.23 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.24 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.25 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.26 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.27 | $(\sigma_1 + \delta_0)(1 + \rho)$ |
| I.28 | $(\sigma_1 + \delta_0)(1 + \rho)$ |

### Table II: The other related parameters and constraints

| No. | Constraints |
|-----|-------------|
| II.1 | $\theta_1 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.2 | $\theta_2 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.3 | $\theta_3 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.4 | $\theta_4 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.5 | $\theta_5 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.6 | $\theta_6 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.7 | $\theta_7 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.8 | $\theta_8 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.9 | $\theta_9 = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.10 | $\theta_{10} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.11 | $\theta_{11} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.12 | $\theta_{12} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.13 | $\theta_{13} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.14 | $\theta_{14} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.15 | $\theta_{15} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.16 | $\theta_{16} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.17 | $\theta_{17} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.18 | $\theta_{18} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.19 | $\theta_{19} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.20 | $\theta_{20} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.21 | $\theta_{21} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.22 | $\theta_{22} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.23 | $\theta_{23} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.24 | $\theta_{24} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.25 | $\theta_{25} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.26 | $\theta_{26} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.27 | $\theta_{27} = 2\delta_1/(1 + \rho) + \delta_0$ |
| II.28 | $\theta_{28} = 2\delta_1/(1 + \rho) + \delta_0$ |
scheduled ticks of the timers. So for convenience, we assume that all the local variables used in the algorithms are over-written at least once since \( t_0 \) at some instant \( t_c > t_0 \). With the provided algorithms, we have \( t_c \in [t_0, t_0 + \Delta_c) \), where \( \Delta_c = \delta_1 + (1 - \rho) + \delta_2 \) is called the local recovery time. As all the local variables used in the algorithms can be recovered from all the possible incorrect values before \( t_c \), a node in \( U \) can be referred to as a correct node since \( t_c \) (following \( [94] \) and \( [25] \)).

In the analysis, when the clocks are added or subtracted with small quantities (such as the timeouts, the reading errors, the message delays, the adjustment cycles), as \( \tau_{\text{max}} \) is assumed to be far greater than such quantities, the default (i.e., would be automatically performed in the computer) mod operations can be ignored. Especially in representing the value range of the clocks, we would use the common operators \( + \) and \( - \) rather than \( \oplus \) and \( \ominus \). For example, the value range \( [\tau - \delta, \tau + \delta] \) of a clock would actually be \( [\tau - \delta + \tau_{\text{max}}, \tau_{\text{max}}] \cup [0, \tau + \delta] \) if \( \tau - \delta < 0 \) and would actually be \( [\tau - \delta, \tau_{\text{max}}] \cup [0, \tau + \delta - \tau_{\text{max}}] \) if \( \tau + \delta \geq \tau_{\text{max}} \). But for simplicity, we would rather take the common representation \( [\tau - \delta, \tau + \delta] \). Also, the default rounding operations on the discrete ticks are ignored in handling the multiplication and division operations (one can add an extra tick in each such operation to derive a sufficiently safe configuration). All these ignored operations (modular and rounding) can be trivially added when needed.

Firstly, for the strong synchronizer, we give the definition of a synchronization point.

**Definition 2:** \( t \) is a \( \delta \)-synchronization point iff \( \mathcal{L} \) is initially \( \delta \)-synchronized at \( t \), no pulse is being transmitted or processed in \( \mathcal{L} \) at \( t \), the timers \( \tau_u \), \( \tau_v^* \) are all reset at \( t \), and no line nor block of the BFT_SYNC or BFT_PULSE_SYNC algorithm is being executed at \( t \).

For example, the vertical dotted lines \( t = t_1, t = t_3, t = t_4, t = t_6 \), and \( t = t_7 \) in Fig. 7 all correspond to some synchronization points. But \( t_2 \) and \( t_5 \) (in Fig. 7) are not synchronization points, since they are covered in some updating spans of the local clocks. Similarly, in Fig. 9 \( t_2, t_4, t_6 \), and \( t_8 \) can be synchronization points while \( t_1, t_3, \) and \( t_5 \) cannot be. Generally, with the synchronization points, the synchronization phases in the synchronized system can be well-separated. For analysis, here we further define some specific synchronization points between the separated synchronization phases.

**Definition 3:** \( t \) is a \( (\delta, \delta', k) \)-synchronization point iff \( t \) is a \( \delta \)-synchronization point and \( \exists j \in U_1 : C_j(t) = k \tau_0 + \delta' - \delta \).

**A. The basic synchronizer**

In this subsection, we assume the BFT_SYNC algorithm runs alone (i.e., all the other algorithms are ignored here), and the system is in an initial \( \delta \)-synchronized state. With this, we show that the BFT_SYNC algorithm can maintain the synchronized state of the system with the strictly separated synchronization phases shown in Fig. 7. Especially, we show that the synchronous approximate agreement can be simulated in CCBN with \( n_0 > 3f_0 \) and \( n_1 > 2f_1 \). The instants \( t_x \) (for \( x = 1, 2, \ldots, 6 \)) referenced in Lemma 1 correspond to the ones shown in Fig. 7. As is mentioned, this is mainly for the ease of reading and can be further optimized for shorter synchronization cycles when it is needed. And for simplicity, we do not redefine the parameters given in Table 1 and Table II in the proofs. The readers can easily check the relations of the parameters used in the proofs with these tables. By this, we can also avoid the magic numbers and premature calculations being scattered in the proofs.

**Lemma 1:** If there is a \( (\delta, \delta_1, k) \)-synchronization point \( t_0' \) with some \( \delta \leq \delta_1 \) and \( k \in \mathbb{Z}^+ \), then there is a \( (\delta', \delta_1, k + 1) \)-synchronization point \( t' \in \tau_0' + T_{\text{max}}, t_0' + T_{\text{max}} \) with some \( \delta' \leq \alpha + \varepsilon_1 \) and \( \mathcal{L} = (2\delta', \rho) \)-synchronized during \( [t_0', t'] \).

**Proof:** As \( t_0' \) is a \( (\delta, \delta_1, k) \)-synchronization point, there is some \( j_0 \in U_1 \), satisfying \( C_{j_0}(t_0') = k \tau_0 + \delta - \delta_1 \) and \( \forall j \in U : d(C_{j_0}(t_0'), C_j(t_0')) \leq \delta \). So we have \( C_j(t_0') \in [k \tau_0 + \delta - 2\delta, k \tau_0 + \delta_1] \) for all \( j \in U \). As \( \tau_{\text{max}}(t_0') = \tau_{\text{max}} \) and no line of the BFT_SYNC algorithm is being executed at \( t_0' \), the \( \tau_{\text{max}} \) timer would remain being closed and \( L_1 \) and \( C_1 \) would not be adjusted before some line (of the BFT_SYNC algorithm, the same below) being executed in \( j \) since \( t_0' \).

As \( C_j(t_0') \in [k \tau_0 + \delta - 2\delta, k \tau_0 + \delta_1] \) in every node \( i \in U_0 \), \( L_i \) and \( C_i \) would not be adjusted during \( [t_0', t_3] \) with \( t_3 = t_0' + \theta_2 + \theta_1 + \delta_2 - \delta_1 \) (see Table 1 and Table II). For some \( j \) \( j \in U_1 \), a node \( j \in U_1 \), we would write \( C_j, i(t_j'(t_j') = t_0' + \theta_1 \). Denoting \( c_j(i, j) = C_j(i, j) \cap (C_j(t_0') - \delta_3) \), as \( \forall j \in U_0, \forall j \in U_1 \), \( d(C_j(t_0'), C_i(t_0')) \leq \varepsilon_0 \), \( d(C_j(t_0'), C_i(t_0')) \leq \varepsilon_1 \). Then, every node \( j \in U_1 \) would execute line 15 during \( [t_2, t_3] \) with \( t_3 = t_0' + \theta_2 + \theta_1 \). So we have \( \forall j_1, j_2 \in U_1 : d(C_j(t_1), C_j(t_2)) \leq \delta_3 + 2\rho \theta_2 \) and \( \forall j \in U_1, \forall j \in U_1 : d(C_j(t_1), C_j(t_2)) \leq \delta_3 + 2\rho \theta_2 \). Then, every node \( j \in U_1 \) would execute line 15 during \( [t_2, t_3] \).

Then, every node \( j \) in \( U_1 \) would adjust \( L_j \) and \( C_j \) and would not set \( \tau_{\text{max}} \) during \( [t_2, t_3] \) with \( t_3 = t_0' + (\tau_0 - \delta_0)/(1 + \rho) \). So we have \( \forall j_1, j_2 \in U_1 : d(C_j(t_1), C_j(t_2)) \leq \delta_3 + 2\rho \theta_2 \leq \delta_3 + 2\rho \theta_2 \). Then, every node \( j \) \( j \in U_0 \) would execute line 5 during \( [t_5, t_6] \) with \( t_6 = t_0' + \theta_1 \). Also, denoting \( c_j(i, j) = C_j(i, j) \cap (C_j(t_0') - \delta_0) \), as \( \forall j \in U_0, \forall j \in U_1 \), \( d(C_j(t_0'), C_i(t_0')) \leq \varepsilon_0 \). Then, every node \( j \) \( j \in U_0 \) would execute line 5 during \( [t_5, t_6] \) with \( t_6 = t_0' + \theta_2 + \delta_1 - \delta_0 \). So we have \( \forall j_1, j_2 \in U_0 : d(C_j(t_1), C_j(t_2)) \leq \delta_3 + 2\rho \theta_2 \). Then, every node \( i \), \( i \in U_0 \) would execute line 15 during \( [t_4, t_5] \) with \( t_5 = t_0' + \theta_2 + \delta_1 - \delta_0 \). So we have \( \forall j_1, j_2 \in U_0 : d(C_j(t_1), C_j(t_2)) \leq \delta_3 + 2\rho \theta_2 \).
∀i ∈ U : τ^{(0)}_{i} (t_5) = τ_{max}.

Then, as t_6 - t_5 ≥ δ_0, we have ∀i ∈ U_0, j ∈ U_1 : d(C_j(t), C_i(t)) ≤ δ_0 ∧ d(C_j(t), C_i(t)) ≤ δ_0 for all t ∈ [t_6, t_7] with t_7 ≥ t_6 being the earliest instance satisfying C_j(t) = (k + 1) δ_0 + δ_1 for some j ∈ U. So there is a δ'-synchronization point t' ∈ [t_6, t_7] satisfying δ_j'_0 ∈ U_1 : C_j'_0(t') = (k + 1) δ_0 + δ_1 - δ'. As the maximal difference of the logical clocks of the nodes in U is within 2δ' during [t_0', t_1'], in which every node in U adjusts its logical clock at most once with no more than 2δ' ≤ δ_0 clock-adjustment, L is (2δ', ρ)-synchronized during [t_0', t_1'] with t' ∈ [t_0' + T_{min}, t_0' + T_{max}].

Corollary 1: If the premise of Lemma 1 holds, L would be (2δ_c, δ_c)-synchronized since t + cT_{max} with δ_c ≤ ρ + 2δ_c/T_{min} and δ_c ≤ αδ + ε_k/(1 - α).

Proof: Denote δ(1) = δ and δ(2) = δ' for the parameters δ and δ' used in Lemma 1, respectively. By applying Lemma 1, we have δ(1) = αδ(0) + ε_k with t_1 ∈ [t + T_{min}, t + T_{max}]. As the premise of Lemma 1 also holds for t_1, we have δ(2) = αδ(1) + ε_k with t_2 ∈ [t + T_{min}, t + T_{max}]. Iteratively, we have δ(2) = α^2δ + ε_k(1 - α^2)/(1 - α) ≤ α^2δ + ε_k/(1 - α) with t_2 ∈ [t + cT_{min}, t + cT_{max}]. As δ(0) ≤ δ_0, we have δ(c) ≤ δ(c - 1) for all c ∈ Z^+. So the synchronization precision 2δ(c) and the accuracy δ(c) ≤ ρ + 2δ(c)/T_{min} can be maintained in L since t_0.

Notice that in the provided algorithms, we use the basic FTA functions in simulating the basic approximate agreement, which achieves the basic convergence rate α_0 = 1/2. For faster convergence, the FTA functions can be replaced as the advanced ones to achieve the convergence rate α = ((n_0 - 2f_0 - 1)/f_0 + 1)^{-1} (see [22] for details). For example, with n_0 > 5f_0, we would get a better convergence rate α ≤ 1/4. And this is in line with our basic system settings.

B. The strong synchronizer and strong detector

Now we show that with the strong synchronizer and the strong detector, if a node j ∈ U_1 does not detect the undesired system state, i.e., alerted(t_j) = 0 holds for some t, then L can be deterministically synchronized in a finite time. In this subsection, we assume that only the BFT_SYNC, BFT_PULSE_SYNC, and S_DETECTOR algorithms run.

Firstly, denoting the always guarded condition in line 15 of the BFT_PULSE_SYNC algorithm as A_1 and the lines from 16 to 27 of the same algorithm in responding to the satisfaction of A_1 as B_1, we give the definition of the semi-synchronous execution of the B_1 block.

Definition 4: The nodes in U_1 perform a δ-synchronous execution of the B_1 block during [t, t'] iff for every node j ∈ U_1, there is an execution of the B_1 block during [t, t'] such that for every line l ∈ B_1, l is not preempted or canceled and the execution instances of l are at most δ apart in all nodes of U_1.

Analogously, denoting the always guarded condition in line 8 of the BFT_PULSE_SYNC algorithm as A_0 and the lines from 9 to 13 as B_0, we can also define the semi-synchronous execution of the B_0 block by taking place by taking U_0 as U_0. Now we first show that the A_1 condition would not be satisfied very frequently, and thus the B_1 block would be eventually executed in the semi-synchronous way when the A_1 condition is satisfied in all nodes of U_1 during a sufficiently short period.

Lemma 2: If the A_1 condition is satisfied in nodes j_1, j_2 ∈ U_1 (j_1 and j_2 can be the same or different nodes) at t_1 and t_2 with t_2 > t_1, then t_2 - t_1 ∈ (σ_1, σ_2).

Proof: Denote the sets P_{j_1} η satisfying the A_1 condition at t_1 and t_2 as P_{k_1} and P_{k_2}, respectively. As |P_{k_1}| ≥ n_0 - 2f_0, there are at least n_0 - 3f_0 nonfaulty nodes in every such P_{k_1}. As n_0 > 5f_0, there exists i_0 ∈ U_0 ∩ P_{k_1} ∩ P_{k_2} for otherwise it can only be 2(n_0 - 3f_0) ≤ n_0 - f_0. For such every i_0, if its pulse is received in any j_1 ∈ U_1 at some t', this pulse can only be sent at some t'' ∈ [t'' - δ_0, t''] and thus can only be received in j_2 ∈ U_1 during [t', t'' + δ_0]. So if the A_1 condition is satisfied in j_1 and j_2 with receiving the same pulse of i_0, then t_2 - t_1 ≤ σ_1 holds. Otherwise, if two pulses are sent by any i ∈ U_0 at t'_1 and t'_2 with t'_2 > t'_1, with the condition in line 1 we have t'_2 - t'_1 ≥ ε with ε = δ_1 + (1/ρ). So within any ε - δ_0 time, at most one pulse from i_0 would be received in the nodes of U_1. So if t_2 - t_1 > δ_0 + δ_10/(1 - ρ), we have t_2 - t_1 > ε - δ_0 - δ_10/(1 - ρ).

Lemma 3: If the A_1 condition is satisfied in every j ∈ U_1 at some t'_j ∈ [t'_0, t'_0 + σ_2], then there exists t'' ∈ [t'_0, t'_0 + σ_1 + σ_2] such that the A_1 condition is satisfied in every j ∈ U_1 at some t'' ∈ [t'' - σ_1, t'' + σ_3] and all nodes in U_1 would perform a δ-synchronous execution of the B_1 block during [t'' - σ_1, t'' + σ_3] with δ = σ_1 + 2ρσ_3.

Proof: As the A_1 condition is satisfied in every j ∈ U_1 at some t'_j ∈ [t'_0, t'_0 + σ_2], with Lemma 2 we have t'_j - t'_j ≤ 2σ_2 ∈ [0, σ_1] with t'_j being the last instant when the A_1 condition is satisfied in j before t'_j + σ_2. Again with Lemma 2 we have max_{j_1,j_2∈U_1} |t'_j - t'_j| ≤ σ_1. As σ_2 > 2σ_1, we have max_{j_1,j_2∈U_1} |t'_j - t'_j| ≤ σ_1 also with Lemma 2. Now as the A_1 condition would not be satisfied in every node j during (t'_j, t'_j + σ_2), all nodes in U_1 would perform a δ-synchronous execution of the B_2 block during [t'' - σ_1, t'' + σ_3] with some t'' ∈ [t'_0, t'_0 + σ_1 + σ_2].

Now we show that the semi-synchronous approximate agreement can be initiated if the strong detector cannot detect the undesired system state in any node j ∈ U_1. For the ease of reading, like Lemma 1, here the instants t_x (for x = 1, 2, ..., 6) referenced in Lemma 4 correspond to the ones shown in Fig. 9.

Lemma 4: If there is j_0 ∈ U_1 with alerted(t_j_0) = 0 at some t ≥ t_0 + σ_5, then there is a (δ_1, δ_1 + k, k + 1) synchronization point in [t - σ_5, t + σ_5] with some δ ≤ δ_1 and k ∈ Z^+

Proof: Firstly, as alerted(t_j_0) = 0, the condition of line 4 of the S_DETECTOR algorithm is satisfied at some t' ∈ [t - δ_14/(1 - ρ) - δ_1, t] in j_0. As t' ≥ t_0 + σ_7 and |P'(t')| ≥ n_0 - f_0 hold for some k, at least n_0 - 2f_0 nodes in U_0 send their pulses with their local clocks being τ = kδ_3 + 7δ_7 during [t' - σ_7, t'] with t' - σ_7 ≥ t_0. Denoting P = P_k(t') ∩ U_0, we have |P| ≥ n_0 - 2f_0 and P being a pulsing clique in U_0. So for every node j ∈ U_1 we have P ⊆ P_k(t'_j) with some t'_j ∈ [t'_j, t'_j + σ_1 + δ_4] and some t'_0 ∈ [t' - σ_7, t']. So as (σ_7 + δ_4)(1 + ρ) ≤ δ_10, the A_1 condition
would be satisfied at $t'_j$ for every node $j \in U_1$ with the same $k$.

Then, by applying Lemma 2 and Lemma 3 as the $A_1$ condition is satisfied in every $j \in U_1$ at $t'_j \in [t_6', t_6 + \sigma + \delta, t_7]$ the $B_1$ block would be semi-synchronously executed in every node $j \in U_1$ during $[t'_j, t'_j + \delta]$ In executing these lines in every node $j \in U_1$, as only the values in $[0, \delta]$ would be input to $\tau_{ij}(j)$ in executing line 21 of the BFT_SYNC algorithm, the same below, $C_j(t''_j) \in [\tau(j_0) - \delta, \tau(j_0) + \delta]$ trivially holds when $C_j$ is adjusted by executing line 25 at some $t''_j \in [t'_j, t'_j + \delta]$. As $\forall j \in U_1$ : $k(t''_j) = k$, we have $\forall j, j' \in U_1 : \tau(j_0) - \delta, \tau(j_0) + \delta] = k_{kpl_2} s_{kj} + \delta$. So with Lemma 3 as $t''_j \in [t'_j, t'_j + \delta]$ with some $t''_j \in [t'_j, t'_j + \delta]$ we have $\forall j \in U_1$ : $C_j(t''_j) \in [\tau(j_0) - \delta, \tau(j_0) + \delta]$ and $\forall j, j' \in U_1 : \tau(C_j(t''_j)) = \tau(C_j(t''_j)) = k_{kpl_2} s_{kj} + \delta$. So, with line 13 all attempts to write $L_j$ or $C_j$ in the BFT_SYNC algorithm would be cancelled before $C_j$ reaching $(k_{kpl_2} s_{kj} + \delta)$ for some $j \in U_1$. In other words, all nodes in $U_1$ would have been coarsely synchronized by the pulsing clique $P$ with a precision no worse than $\delta$, statically scheduled pulsing instants. As all attempts to write $L_j$ or $C_j$ in the BFT_SYNC algorithm would be cancelled before $C_j$ reaching $(k_{kpl_2} s_{kj} + \delta)$ all the nodes in $U_1$ would send their pulses during $[t_2, t_3]$ with $t_3 = t_2 + \sigma$. Then, similar to the proof of Lemma 3, the $A_0$ condition would be satisfied at some $t'_i \in [t_2, t_3]$ for every node $i \in U_0$ and the $B_0$ block would be semi-synchronously executed in $U_0$ during $[t_2, t_3]$ with $t_4 = t_3 + \delta$ and $t_5 = t_4 + \sigma$ and every node $i \in U_0$ would read the synchronized local clocks of $U_1$ and set $C_i$ with these readings during $[t_2, t_3]$. And with line 13 all attempts to write $L_i$ or $C_i$ in the BFT_SYNC algorithm would be cancelled before $C_i$ reaching $(k_{kpl_2} s_{ij} + 1) \tau_i$. So, we have $\forall i, j \in U : \tau(C_i(t'_i), C_j(t'_j)) \leq \delta = \delta_2 + 2c_0 + 2\rho \tau_i$ for all $t \in [t_5, t_6], \tau_i$ where $t_6$ is the first instant that some node $j \in U_1$ satisfying $C_i(t) = (k_{kpl_2} s_{ij} + 1) \tau_i + \delta_2 - \delta$ since $t_2$. As every $C_j$ is updated as some value no more than $k_{kpl_2} s_{ij} + \delta_2$ at some $t \in [t_5, t_6], \tau_i$ we have $t_6 - t'_i \geq (\tau_i - \delta_2 - \delta) / (1 + \rho)$. So with $t_5 = t_4 + \sigma = t_3 + \delta + \sigma = t_2 + \sigma + \delta + \sigma$ and $t_6 = t_5 + \delta_2 + \sigma + \delta = t_2 + \sigma + \delta + \delta + \sigma + \delta + \delta + \delta + \delta + \delta + \delta + \delta + \delta + \delta$. It is easy to see that the semi-synchronous approximation agreement can bring the system to a desired synchronized state at the beginning of the new synchronization header.

Lemma 5: If there is a $\{\delta, \delta_1, k_{kpl_2} + 1\}$-synchronization point $t'_0 \in [t_0, t_0 + \delta]$, with any $\delta \in [\varepsilon_1/2, \delta]$ and $k \in \mathbb{Z}^+$, then there is a $\{\delta, 0, (k + 1)k_{kpl_2}\}$-synchronization point $t''_0 \in [t_0, t_0 + \delta + \delta_1 \tau_{min} - \delta_1 / (1 + \rho), t_0 + \delta + \delta + \delta_1 \tau_{max}]$ with $\delta \leq \varepsilon_1 / 2, c = k_{kpl_2} - 1$, $\rho = (2\delta, 0 + 2\delta^2 / (1 + \rho))$, and $\delta_1 = \delta_1 / (1 + \rho)$ and $\delta_0 = $ (2\delta, 0 + 2\delta^2 / (1 + \rho))$-synchronized during $[t''_0, t''_0 + \delta]$ and every node in $U_0$ sends a pulse during $[t''_0, t''_0 + \delta + \delta_1 \tau_{max}]$. Then, by iteratively applying Lemma 5 and Lemma 6 the conclusion is satisfied with $t' = t''_0$.

C. The basic corrector

As there might be no synchronization point nor any initially $\delta_1$-synchronized state, some kind of corrector is employed. As is introduced, the basic corrector comprises a clock merger and the alien clocks. As the alien clocks are assumed to be
synchronized when $\mathcal{L}$ is not synchronized, we mainly study the basic clock merger. Like [64], here we always assume $|U_1| = n_1 - f_1$. Namely, when the number of the actually faulty nodes in $V_1$ is less than $f_1$, some nonfaulty nodes in $V_1$ can be viewed as the faulty ones. Upon this, when all nodes in $U_1$ are synchronized, as all actually nonfaulty nodes in $V_1$ can be synchronized by the pulsing cliques, the overall stabilization of the system is trivial.

For convenience, we assume the alien clocks $Y_j$ for all $j \in U_1$ satisfying $|Y_j(t) - t| \leq \varepsilon_j/2 \leq \varepsilon_0$ when $\mathcal{L}$ is not stabilized. This kind of $Y_j$ clocks are easy to be realized. For example, we can simply realize $Y_j$ with the remote readings of $R_{z, e(j)}$ in every node $j \in U_1$. Concretely, each manager node $s \in S$ can be configured as a synchronization client with some WAN node $z \in Z$ being configured as the synchronization server. Here, $z \in Z$ can be an external synchronization station (or a multi-source time server or a set of such servers with running a BFT algorithm like BFT_READ) being connected to $s$ with the minimized safe interface.

Now we show that with some probability $\mathcal{L}$ would be coarsely synchronized and then be finely synchronized when $\mathcal{L}$ is not stabilized.

Lemma 7: During $[t_1, t_2]$ with $t_1 \mod k_{\text{plas}}\tau_0 = k_{\text{plas}}\tau_0/2$ and $t_2 + \delta_4 \leq t_1 \leq t_2 - 3k_{\text{plas}}\tau_0$, if $\forall t \in [t_1, t_2], \forall j \in U_1$, $\text{alerted}_j(t) = 1$, then with a probability $\eta_1 = 2^{3(1 - n_1) + 1}$ that $\mathcal{L}$ would be $(\varepsilon_1, \rho_1)$-synchronized since some $t' \in [t_1, t_2]$.

Proof: For every node $j \in U_1$, if $\forall t \in [t_1, t_1 + k_{\text{plas}}\tau_{\text{max}}]$, $\text{pulsed}_j = 0$ holds, then the basic-adjustments of $C_j$ are restricted in executing the BFT_SYNC algorithm, $C_j(t') \mod k_{\text{plas}}\tau_0 = \tau_0$ would be satisfied in $j$ with some $t' \in [t_1, t_1 + k_{\text{plas}}\tau_{\text{max}}]$. Otherwise, if $\forall t \in [t_1, t_1 + k_{\text{plas}}\tau_{\text{max}}], \text{pulsed}_j = 0$ does not hold, as the execution of the BFT_PULSE_SYNC algorithm has the highest priority, $C_j(t') \mod k_{\text{plas}}\tau_0 = \tau_0$ would also be satisfied in $j$ with some $t' \in [t_1, t_1 + k_{\text{plas}}\tau_{\text{max}}]$.

In both cases, the lines 1 and 2 of the $H_\text{CORRECTOR}$ algorithm would be executed during $[t_1, t_1 + \delta_4]$. Now as $\forall t \in [t_1, t_2]$, $\text{alerted}_j(t) = 1$ holds, with at least a probability $1/2$ that $j$ would observe $\text{EoR}^{(j)}(t) = 1$ when executing line 5 (of the $H_\text{CORRECTOR}$ algorithm, the same below) during $[t_1', t_1' + \delta_4]$.

In this case, the lines 3 to 4 would be executed in every $j \in U_1$ during $[t_1, t_1 + (k_{\text{plas}} + 1)\tau_{\text{max}} + \delta_4]$. When the line 4 is executed in $j$, $C_j$ would be written as $Y_j$. So during $[t_1, t_1 + (k_{\text{plas}} + 1)\tau_{\text{max}} + \delta_4]$, line 2 would be executed in every such $j$ at most twice. Thus, there is at least a probability $2^{3(1 - n_1) + 1}$ that the local clocks $C_j$ for all $j \in U_1$ are written by $Y_j$ by some $t'' \in [t_1, t_1 + (k_{\text{plas}} + 1)\tau_{\text{max}} + \delta_4]$. And with line 5 the basic-adjustments of $C_j$ in every node $j$ would be cancelled since $C_j$ have been written by $Y_j$. So, during the next execution of the line 2 in every node $j \in U_1$, as the clock drifts of $C_j$ since $t''$ would be no more than $p_k k_{\text{plas}}\tau_{\text{max}}$, every node $j \in U_1$ would observe $\text{pulsed}_j = 1$ (this step can be omitted if the simplified EOR condition is employed). Thus, there is at least a probability $1/2$ that $\text{EoR}^{(j)}(t) = 0$ would be observed in $j$ during this execution. And during this execution, the $C$ clocks of all nodes in $U_1$ would be coarsely synchronized with a precision no worse than $\varepsilon_2 + 2p_k k_{\text{plas}}\tau_{\text{max}} \leq \delta_4$. In this case, by applying Lemma 1 Corollary 1 Lemma 5 and Lemma 6 $\mathcal{L}$ would be $(\varepsilon_1, \rho_1)$-synchronized at some $t' \in [t_1, t_2]$. And as every node $j \in U_1$ would set $\text{alerted}_j(t') = 0$, the EoR condition would not be satisfied since $t'$. So $\mathcal{L}$ would be $(\varepsilon_1, \rho_1)$-synchronized since $t'$.

Lemma 8: If some $j_0 \in U_1$ satisfies $\text{alerted}_{j_0}(t) = 0$ with some $t \geq t_0 + \delta_4$, then with a probability $\eta_2 = 2^{(1 - n_1) + 1} \mathcal{L}$ would be $(\varepsilon_1, \rho_1)$-synchronized since some $t' \in [t, t + \delta_4]$.

Proof: As the the $H_\text{CORRECTOR}$ algorithm would not be effective (i.e., to execute the lines 3 to 4 when $\text{alerted}_j = 0$ and would not be effective with at least a probability $1/2$ when $\text{pulsed}_j = 1$, the result of Theorem 1 still hold with at least the probability $\eta_2$.

Theorem 2: The expected stabilization time of $\mathcal{L}$ is no more than $\Delta_1$.

Proof: Denote $t(0)$ as the first instant satisfying $t(0) \geq t_0 + \delta_4$ and $t(0) \mod k_{\text{plas}}\tau_0 = k_{\text{plas}}\tau_0/2$. Denote $t(k + 1) = (t(k) + 3k_{\text{plas}}\tau_0)$. For every $I_k = ([t(k), t(k) + 3k_{\text{plas}}\tau_0])$, by applying Lemma 7 and Lemma 8 there is at least a probability $\min\{\eta_2, \eta_1\}$ that $\mathcal{L}$ would be $(\varepsilon_1, \rho_1)$-synchronized since some $t' \in I_k$. So the expected stabilization time of $\mathcal{L}$ is no more than $\Delta_1 + 3k_{\text{plas}}\tau_0/\eta_1 + \sigma_4$.

D. Theoretical results of some concrete instances

Given the basic system parameters, some concrete configurations of the algorithm parameters that can meet all the constraints (listed in Table 1 and Table 2) are shown in Table III. Each column of the values in Table III corresponds to some concrete system settings. For convenience, all the time parameters shown in Table III are represented in seconds. For example, if the value of the time parameter $\tau_0$ is represented as $2.469858$ and the nominal ticking cycle of the hardware clock is $8$ ns, $\tau_0$ should be configured as $[2.469858 \times 125000000]$ ticks.

In the first case (shown as the Case I in the first column of the values in Table III), the similar below), the network is configured as $n_0 = 6, f_0 = 1, n_1 = 3$ and $f_1 = 1$. With this, the parameters $\delta_p = 100 \mu$s and $\delta_4 = 1000 \mu$s are set with typical message delays that can be supported in common LAN networks shown in Fig. 1. The parameters $\Delta_0 = 1$ s, $\rho = 10^{-4}$, $\varepsilon_0 = 1 \mu$s, and $\delta_0 = 1$ s can be supported in the most common hardware PTP realizations. And the parameter $\varepsilon_2 = 50$ ms can be easily supported with common NTP clients. But unfortunately, it shows that the expected overall stabilization time $\Delta_1$ can be nearly $1000$ s with these basic system settings. This is mainly because the basic synchronization cycle is restricted by $\delta_4$. So, it is suggested that the updating spans of the underlying CS protocols should be as short as possible. Another reason for the enlarged stabilization time is that the number of the nodes in $U_0$ is insufficient to minimize $k_{\text{plas}}$.

In the second case, all system parameters remain the same as the first case except that we set $n_0 = 6$ and $f_0$ as $100$ and $3$, respectively. It is easy to see that the probability of more than $3$ nodes in 100 independent nodes being simultaneously faulty is very small. In the table, it shows that with the larger $n_0/f_0$, $\Delta_1$ can be reduced with the smaller $k_{\text{plas}}$. Also, the synchronization precision and accuracy can be improved.
with the smaller $\alpha$. This means that the stabilization can be accelerated, and the synchronization qualities can be improved by deploying more terminal nodes. However, in comparing the first two cases, these improvements are insignificant. In these two cases, the final synchronization precision $\varepsilon_1$ is coarse if it is compared to the underlying $P$ protocol. This is mainly because the synchronization precision is restricted by the indeterminacy (measured as $\delta_5$ in considering the worst cases) of the processing delays in collecting the remote clock readings. Another reason is that the clock drifts during a basic synchronization round can be more significant than the errors of remote clock readings. For example, as the maximal clock drift-rate $\rho$ is set as $10^{-4}$ and the nominal synchronization cycle $\tau_0$ can be in the order of several seconds, the accumulated clock drifts in the convergence process can be at the order of several milliseconds even with the improved convergence rate.

In the third case, the network is configured as $n_0 = 6$, $f_0 = 1$, $n_1 = 5$ and $f_1 = 2$. As is discussed in Section IV with the larger $f_1$, the reliability and the scalability of the system can be better balanced. For the system parameters, firstly, with the sub-nanosecond CS protocol WR, we set $\varepsilon_0 = 1 n s$. As SyncE is also employed in WR, we can accordingly set a much smaller hardware clock drift-rate $\rho = 10^{-6}$ (actually can be better than this even without employing SyncE in the typical working environment of PTP [97]). The parameters $\delta_0 = 50 \mu s$, $\delta_p = 20 \mu s$, and $\delta_q = 100 \mu s$ can be supported in some customized Ethernet [93]. And the parameter $\varepsilon_2 = 1 m s$ can be easily supported with some external time resources like GPS clocks. It shows that the expected overall stabilization time $\Delta_1$ can be greatly reduced with this setting. Meanwhile, the final synchronization precision and accuracy can also be improved, as they mainly depend on $\rho$, $\delta_6$, $\alpha$, and $\varepsilon_0$. However, as the synchronization precision provided by the external time reference (like the common NTP clients) is very coarse in comparison to the WR protocol, it needs a significant $k_{pl}^\alpha$ to bring the system from a coarsely synchronized state to the final stabilized precision. Also, as there are $f_1 = 2$ faulty networks to be tolerated, the expected stabilization time $\Delta_1$ is enlarged to several ten seconds.

In the last case, we again set $n_0 = 100$, $f_0 = 3$, $n_1 = 3$ and $f_1 = 1$ as in the second case. In this case, the synchronization precision $\varepsilon_1$ can be improved to the order of several microseconds. Besides, the expected overall stabilization time $\Delta_1$ is reduced to about $3 s$, which can be much faster than the average manual operations. This is mainly because $f_1$ is reduced to 1, with which the probability $\eta_1$ can be significantly improved. Another reason is that $k_{pl}^\alpha$ is minimized to 3 with the large $n_0/f_0$.

It should be noted that the stabilization time being analyzed here is under the consideration of the worst cases. In considering many non-worst cases, the average stabilization time can often be much less than $\Delta_1$, as is shown in the next section. Meanwhile, the IS-BFT-CS solution is constructed without utilizing any kind of exact Byzantine agreement. This can significantly improve the efficiency of the BFT CS system as high message complexity is often required in exact Byzantine agreements. Compared to other BFT CS protocols that do not rely on the exact Byzantine agreement, the proposed IS-BFT-CS solution can reduce the stabilization time by discretely utilizing the open-world time resources. For example, even with $\delta_s = 1 \mu s$, $\rho = 10^{-6}$, and omitting all other delays, the expected stabilization time of the original hopping-based SS-BFT-CS [64] would still be more than five days in tolerating just one Byzantine fault. With a much-relaxed system setting as the Case IV, the expected stabilization time of the proposed IS-BFT-CS solution is less than three seconds. This is mainly because the stabilization of the BFT CS system can be significantly accelerated by referencing the temporarily synchronized external clocks when the BFT CS system is not stabilized.

### VII. Numerical Simulations

In the former sections, we have provided a basic IS-BFT-CS solution upon CCBN by integrating the decoupled strong synchronizer, basic detectors, clock merger, and the alien clocks. Then, this basic solution is analyzed with all worst-case considerations. Namely, by assuming a malicious adversary who can arbitrarily configure the initial states of the $L$ system, arbitrarily control the message delays and clock drifts in some bounded ranges, and arbitrarily choose a number of nodes in the $L$ system being Byzantine, we have shown how the given IS-BFT-CS solution can reach stabilization in considering all worst-case scenarios. In practice, however, not only the abilities to work under worst-case scenarios

| Para. | Case I | Case II | Case III | Case IV |
|-------|--------|---------|----------|---------|
| $(n_0, f_0)$ | $(6, 1)$ | $(100, 3)$ | $(6, 1)$ | $(100, 3)$ |
| $(n_1, f_1)$ | $(3, 1)$ | $(3, 1)$ | $(5, 2)$ | $(3, 1)$ |
| $\rho$ | 0.0001 | 0.0001 | 1e−06 | 1e−06 |
| $\varepsilon_0$ | 1e−06 | 1e−06 | 1e−07 | 1e−07 |
| $\varepsilon_2$ | 0.05 | 0.05 | 0.05 | 0.05 |
| $\delta_5$ | 0.0001 | 0.0001 | 2e−05 | 2e−05 |
| $\delta_4$ | 0.001 | 0.001 | 0.001 | 0.001 |
| $\delta_3$ | 1 | 1 | 5e−05 | 5e−05 |
| $\delta_2$ | 1.05157 | 1.05142 | 0.001200 | 0.001200 |
| $\delta_1$ | 1.04157 | 1.03142 | 0.002020 | 0.002020 |
| $\delta_0$ | 1.31359 | 1.31605 | 0.006231 | 0.006230 |
| $\delta_4$ | 0.104419 | 0.103403 | 0.002020 | 0.002020 |
| $\delta_3$ | 0.052062 | 0.051554 | 0.001000 | 0.001000 |
| $\delta_2$ | 0.052285 | 0.051776 | 0.001000 | 0.001000 |
| $\delta_1$ | 0.010814 | 0.009304 | 0.000452 | 0.000450 |
| $\delta_0$ | 0.006404 | 0.005649 | 0.000326 | 0.000325 |
| $\delta_{10}$ | 0.006142 | 0.031612 | 0.001797 | 0.001788 |
| $\delta_{11}$ | 0.006306 | 0.005551 | 0.000306 | 0.000305 |
| $\delta_{12}$ | 0.006406 | 0.005651 | 0.000326 | 0.000325 |
| $\delta_{13}$ | 0.023824 | 0.020805 | 0.001144 | 0.001139 |
| $\delta_{14}$ | 0.004305 | 0.003551 | 0.000106 | 0.000105 |
| $\delta_{15}$ | 0.104567 | 7.502047 | 0.06751 | 0.033683 |
| $\delta_{16}$ | 9.463187 | 7.086999 | 0.043308 | 0.021643 |
| $\delta_{17}$ | 0.102221 | 0.010711 | 0.006632 | 0.006630 |
| $\delta_{18}$ | 0.102321 | 0.010811 | 0.00652 | 0.006500 |
| $\tau_0$ | 2.469858 | 2.465287 | 0.009222 | 0.009221 |
| $\tau_1$ | 0.250 | 0.31 | 0.250 | 0.31 |
| $k_{pl}^{\alpha}$ | 4 | 3 | 6 | 3 |
| $\eta_1$ | 0.031250 | 0.031250 | 0.039906 | 0.031250 |
| $\varepsilon_1$ | 0.0033 | 0.0026 | 6.1e−06 | 4.7e−06 |
| $\varepsilon_2$ | 0.0015 | 0.0012 | 0.00074 | 0.00058 |
| $\Delta_1$ | 10 | 7.7 | 0.067 | 0.034 |
| $\Delta_1$ | 978.4 | 732.5 | 42.7 | 2.7 |
but the average performance of the CS systems are of great importance. Especially in considering average performance in the presence of Byzantine faults, the average stabilization time may also be an essential property. In this section, we further measure the average stabilization time of the given CS solution with stochastic message delays and uniformly distributed initial systems states. By doing this, the average property (with stochastic initial system states) can be measured without losing the worst-case consideration for tolerating the Byzantine nodes.

A. Simulation model in measuring average stabilization time

For simplicity, the EoR condition checked in executing the line 2 of the EoR algorithm can be computed as \( \text{alerted}_j \land \text{coin}_j \). With this, the core synchronization process of the IS-BFT-CS solution can be reduced as follows. Firstly, with the analysis of the strong synchronizer, when there is a desired synchronization point, the stabilization of the \( \mathcal{L} \) system would only depend on the tossed coins. Namely, as there might be some node \( j \) still observing \( \text{alerted}_j(t) = 1 \) when \( \mathcal{L} \) is not stabilized, \( \text{coin}_j \) is expect to be 0 in executing the line 2 of the H_CORRECTOR algorithm to allow \( \mathcal{L} \) to be synchronized with the strong synchronizer. Secondly, with the analysis of the basic corrector, such kind of synchronization point can also be reached by the tossed coins, as long as no node \( j \in U_1 \) observes \( \text{alerted}_j(t) = 0 \). Thirdly, if some node \( j \in U_1 \) observes \( \text{alerted}_j(t) = 0 \), the stabilization of the \( \mathcal{L} \) system still only depends on the tossed coins. Thus, we get that the simulation time can be safely reduced to the discrete instants when some node \( j \in U_1 \) executes the line 2 of the H_CORRECTOR algorithm.

With the discrete simulation time, the simulation process can be further separated into three subprocesses. During the initial subprocess, the \( \mathcal{L} \) system is started with an arbitrary initial state (being simulated with uniformly distributed local clocks for our aim here). Then, the randomized initial subprocess proceeds until some desired system states appear with the desired synchronization point and the current coins being tossed in the desired way, with which the deterministic convergence subprocess starts. Then, when all nodes in \( U_1 \) observe \( \text{alerted}_j(t) = 0 \), the simulation process enters the deterministic stabilized subprocess. Thus, the measurement performed here is to count the time passed in the first two subprocesses during every simulation process.

B. Simulation results

The simulation results of the four system settings corresponding to the four cases of Table III are shown in Fig. 15 to Fig. 18 respectively. For every system setting, the collected distribution (of 10000 instances) of the stabilization time (still being measured in seconds) and a randomly chosen simulation process are respectively shown in the left and right subfigures.

In Fig. 15, the stabilization time is simulated with the system setting 1 (Case I of Table III) the similar below). It shows that although the expected stabilization time is about 1000 seconds in considering the worst-case initial system state, the average result can be much better. This is mainly because that some very special cases in the worst-case consideration are very unlikely encountered in some real-world stochastic environment.

![Fig. 15: Average stabilization time with system setting I](image1)

![Fig. 16: Average stabilization time with system setting II](image2)

In Fig. 16, the stabilization time is simulated with the system setting 2. It is easy to see that the average stabilization time can also be reduced by deploying more terminal nodes in improving \( \alpha \).

In Fig. 17, the stabilization time is simulated with the system setting III. In comparing the average stabilization time with existing solutions, the state-of-the-art randomized SS-BFT-CS solution FATAL proposed in \cite{65} achieves the average stabilization time of several seconds (about 5 s) in the presence of two Byzantine nodes in CCN without employing exact Byzantine agreement and external time resources. Here, by setting \( f_1 = 2 \) in Case III, the average stabilization time reached in the provided IS-BFT-CS solution (less than 1 s) is much shorter than FATAL \cite{65}. It should also be noted that the experimental results reported in \cite{66} are given in the background of tiny-sized Systems-on-Chips (SoCs), with which the basic synchronization cycles are often less than one microsecond. In our cases, the basic synchronization cycles are much larger. So, it is shown that by discreetly utilizing the available external time in IoT systems, the average stabilization time can be greatly reduced in comparing with traditional randomized SS-BFT-CS solutions without employing exact Byzantine agreement. It should be noted that, as the Byzantine faults are hard to be well-generated in experimental environments, the given results integrates the analysis of the deterministic aspect of the BFT algorithms and the simulation of the stochastic aspect of the randomized algorithm. Comparing with the experimental results \cite{66}, the Byzantine faults are more safely handled with the reduced simulation model.
Lastly, in Fig. [18] the stabilization time is simulated with the system setting IV. Comparing Case IV with Case III, it shows that although the worst-case stabilization time can be greatly reduced with a smaller $f_1$, the average performance of the system with a slightly larger $f_1$ is not much worse than the case $f_1 = 1$. This is mainly because some extreme conditions that may exponentially increase the stabilization time are very unlikely satisfied with stochastic initial system states. However, in considering the worst-case scenarios, these extreme conditions can be satisfied, and thus the expected stabilization time would be significantly enlarged. This is the main difference between the average properties and the worst-case ones considered in the former section.

![Fig. 17: Average stabilization time with system setting III](image1)

![Fig. 18: Average stabilization time with system setting IV](image2)

VIII. CONCLUSION

In this paper, we have investigated the IS-BFT-CS problem and provided an IS-BFT-CS solution upon heterogeneous IoT networks. Firstly, by abstracting the LAN-layer networks as CCBN and providing the minimized safe interface for the two sides, the IS-BFT-CS problem is identified in the context of the open-world networks. With this, the basic IS-BFT-CS solution is provided upon CCBN, which utilizes the open-world time resources as temporary synchronized external clocks (i.e., the alien clocks) for achieving faster stabilization. Meanwhile, for better integrating the distributed BFT-CS and the master-slave CS, we have presented a modularized framework and provided an IS-BFT-CS solution upon heterogeneous IoT networks. With this, the basic IS-BFT-CS solution is provided upon CCBN, which utilizes the open-world time resources as temporary synchronized external clocks (i.e., the alien clocks) for achieving faster stabilization. Meanwhile, for better integrating the distributed BFT-CS and the master-slave CS, we have presented a modularized framework and provided an IS-BFT-CS solution upon heterogeneous IoT networks. In measuring the properties of the provided solution, formal analysis and numerical simulations are successively presented.

In the practical perspective, we have shown that with several arbitrarily connected heterogeneous (or homogeneous) communication subnetworks, some reliable, efficient, and high-precision ICS systems can be built upon CCBN by integrating the common high-precision server-client CS and the traditional ultra-high reliable distributed CS with discreet use of the external time references. Also, in considering the various real-world and future IoT applications, we have shown that different kinds of underlying CS protocols can be utilized under the same IS-BFT-CS framework with reusable building blocks (such as the synchronizers, the detectors, the clock mergers). In the theoretical perspective, we have shown that intro-stabilization provides a discreet way to integrate traditional BFT algorithms with some new open-world resources. Meanwhile, only $n_1 > 2f_1$ is required in the provided IS-BFT-CS solution upon CCBN, which outperforms the traditional Byzantine resilience for reaching self-stabilization in CCN.

Despite the merits, the provided IS-BFT-CS solutions can be further improved in several ways. Firstly, the CCBN network model might over-abstract real-world large-scale IoT systems. Future IS-BFT-CS solutions can be developed upon multi-layer CCBN and even sparsely connected bipartite networks for better scalability. For example, we can build a multi-layer IS-BFT-CS system where the manager nodes in each such intro-stabilizing layer would establish their alien clocks by referencing to the clocks of upper layer nodes. Also, in constructing the IS-BFT-CS solutions with the external time, the algorithms provided in this paper are rather heuristic than optimal in stabilization time, message complexity, and synchronization precision. Moreover, in providing external time service, the IS-BFT-CS solutions should be further safely integrated with ECS solutions.

REFERENCES

[1] H. Kopetz, “Sparse time versus dense time in distributed real-time systems,” in [1992 Proceedings of the 12th International Conference on Distributed Computing Systems, 1992, Conference Proceedings, pp. 460–467.

[2] H. Kopetz and G. Grunsteidl, “TTP - a time-triggered protocol for fault-tolerant real-time systems,” in FTCS-23 The Twenty-Third International Symposium on Fault-Tolerant Computing, 1993, Conference Proceedings, pp. 524–533.

[3] R. Makowitz and C. Temple, “Flexray - a communication network for automotive control systems,” in 2006 IEEE International Workshop on Factory Communication Systems, 2006, pp. 207–212.

[4] AS6802, Time-Triggered Ethernet. SAE International, 2011.

[5] D. Dolev, M. Fugger, U. Schmid, and C. Lenzen, “Fault-tolerant algorithms for tick-generation in asynchronous logic: Robust pulse generation,” Journal of the ACM, vol. 61, no. 5, 2014.

[6] H. Kopetz, Real-Time Systems: Design Principles for Distributed Embedded Applications. Springer Publishing Company, 2011.

[7] ———, “Why do we need a sparse global time-base in dependable real-time systems?” in 2007 IEEE International Symposium on Precision Clock Synchronization for Measurement, Control and Communication, 2007, Conference Proceedings, pp. 13–17.
[37] E. Lisova, M. Gutierrez, W. Steiner, E. Uhlemann, J. Akerberg, R. Dobrin, and M. Bjorkman, “Protecting clock synchronization,” *JECE*, vol. 2016, 2016b.

[38] E. Lisova, E. Uhlemann, J. Akerberg, and M. Bjorkman, “Monitoring of clock synchronization in cyber-physical systems: A sensitivity analysis,” in *2017 International Conference on Internet of Things, Embedded Systems and Communications (INTEC)*, 2017, Conference Proceedings, pp. 134–139.

[39] M. Feldmann, C. Scheideler, and S. Schmid, “Survey on algorithms for self-stabilizing overlay networks,” *ACM Comput. Surv.*, vol. 53, no. 4, Jul. 2020.

[40] S. K. Jha, N. Panigrahi, and A. Gupta, “Timing-sync protocol for sensor networks,” in *Proceedings of the 1st International Conference on Embedded Networked Sensor Systems*, ser. SenSys ’03. New York, NY, USA: Association for Computing Machinery, 2003, p. 138–149.

[41] P. Jia, X. Wang, and X. Shen, “Digital-twin-enabled intelligent distributed clock synchronization in industrial iot systems,” *IEEE Internet of Things Journal*, vol. 8, no. 6, pp. 4548–4559, 2021.

[42] D. Dolev, “The byzantine generals strike again,” *Journal of Algorithms*, vol. 3, no. 1, pp. 14–30, 1982.

[43] P. V. Estrela and L. Bonebakker, “Challenges deploying ptpv2 in a global financial company,” in *2012 IEEE International Symposium on Precision Clock Synchronization for Measurement, Control and Communication*, 09 2012, pp. 1–6.

[44] W. Alghamdi and M. Schukat, “Cyber attacks on precision time protocol networks—a case study.” *Electronics*, vol. 9, p. 1398, 08 2020.

[45] H. Kopetz, O. Höftberger, B. Frömel, F. Brancati, and A. Bondavalli, “Toward an understanding of emergence in systems-of-systems,” in *2015 10th System of Systems Engineering Conference (SoSE)*, 2015, Conference Proceedings, pp. 214–219.

[46] K. Driscoll, B. Hall, H. Sivencrona, and P. Zumsteg, “Byzantine fault tolerance, from theory to reality,” *Computer Safety, Reliability, and Security, Proceedings*, vol. 2788, pp. 235–248, 2003.

[47] D. Dolev, J. Y. Halpern, and H. R. Strong, “On the possibility and impossibility of achieving clock synchronization,” *Journal of Computer and System Sciences*, vol. 32, no. 2, pp. 230–250, 1986.

[48] L. Lamport, R. Shostak, and M. Pease, “The byzantine generals problem,” *Acm Transactions on Programming Languages and Systems*, vol. 4, no. 3, pp. 382–401, 1982.

[49] S. K. Mani, R. Durairaj, P. Barford, and J. Sommers, “An architecture for iot clock synchronization,” in *Proceedings of the 8th International Conference on the Internet of Things*, ser. IOT ‘18. New York, NY, USA: Association for Computing Machinery, 2018.

[50] M. Maróti, B. Kusy, G. Simon, and A. Lédeczi, “The floating time synchronization protocol,” in *Proceedings of the 2nd International Conference on Embedded Net-
berg, 2003, pp. 7–19, an updated version appears in http://arxiv.org/abs/cs.DC/0608096.

[64] S. Dolev and J. L. Welch, “Self-stabilizing clock synchronization in the presence of byzantine faults,” Journal of the Acm, vol. 51, no. 5, p. 780–799, Sep. 2004.

[65] D. Dolev, M. Fugger, C. Lenzen, and U. Schmid, “Fault-tolerant algorithms for tick-generation in asynchronous logic: Robust pulse generation,” Stabilization, Safety, and Security of Distributed Systems, vol. 6976, pp. 163–+, 2011.

[66] D. Dolev, M. Fugger, M. Posch, U. Schmid, A. Steininger, and C. Lenzen, “Rigorously modeling self-stabilizing fault-tolerant circuits: An ultra-robust clocking scheme for systems-on-chip,” Journal of Computer and System Sciences, vol. 80, no. 4, pp. 860–900, 2014.

[67] W. Steiner and H. Kopetz, “The startup problem in fault-tolerant time-triggered communication,” in International Conference on Dependable Systems and Networks (DSN’06), 2006, Conference Proceedings, pp. 35–44.

[68] I. Saha, S. Roy, and S. Ramesh, “Formal verification of fault-tolerant startup algorithms for time-triggered architectures: A survey,” Proceedings of the IEEE, vol. 104, no. 5, pp. 904–922, 2016.

[69] G. Bauer, H. Kopetz, and P. Puschnner, “Assumption coverage under different failure modes in the time-triggered architecture,” in ETFA 2001. 8th International Conference on Emerging Technologies and Factory Automation. Proceedings, 2001, Conference Proceedings, pp. 333–341 vol.1.

[70] T. Steinbach, F. Korf, and T. C. Schmidt, “Comparing time-triggered ethernet with flexray: An evaluation of competing approaches to real-time for in-vehicle networks,” in 2010 IEEE International Workshop on Factory Communication Systems Proceedings, 2010, pp. 199–202.

[71] K. Q. Yan and Y. H. Chin, “Achieving byzantine agreement in a processor and link fallible network,” in Proceedings of the 8th Annual International Phoenix Conference on Computers and Communications, Scottsdale, AZ, USA, 1989, pp. 407–412.

[72] S. C. Wang, Y. H. Chin, K. Q. Yan, and C. Chen, “Achieving byzantine agreement in a generalized network model,” in Compeuro 89, Vlsi & Computer Peripherals Vlsi & Microelectronic Applications in Intelligent Peripherals & Their Interconnection Networks, 1989.

[73] A. Ademaj and H. Kopetz, “Time-triggered ethernet and ieee 1588 clock synchronization,” in 2007 IEEE International Symposium on Precision Clock Synchronization for Measurement, Control and Communication, 2007, pp. 41–43.

[74] P. Moreira, J. Serrano, T. Włostowski, P. Loschmidt, and G. Gaderer, “White rabbit: Sub-nanosecond timing distribution over ethernet,” in 2009 International Symposium on Precision Clock Synchronization for Measurement, Control and Communication, 2009, pp. 1–5.

[75] H. Muhr, G. Gaderer, M. Horauer, and N. Kerö, “Extending ieee 1588 to fault tolerant synchronization with a worst case precision in the 100 ns range,” 2013. [Online]. Available: http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.11.385.2110"

[76] D. L. Mills, “Rfc 4330,” 2006, [accessed 12-March-2021]. [Online]. Available: https://tools.ietf.org/html/rfc4330

[77] P. Jia, X. Wang, and K. Zheng, “Distributed clock synchronization based on intelligent clustering in local area industrial iot systems,” IEEE Transactions on Industrial Informatics, vol. 16, no. 6, pp. 3697–3707, 2020.

[78] B. Zhou, F. Guo, and M. Vuran, “Timestamp-free clock synchronization for iot using carrier frequency offset,” IEEE Transactions on Mobile Computing, pp. 1–1, 2020.

[79] IEEE, IEEE Standard for Local and Metropolitan Area Networks—Timing and Synchronization for Time-Sensitive Applications, IEEE Std., 2020.

[80] T. Mizrahi and Y. Moses, “Reverseptp: A clock synchronization scheme for software-defined networks,” International Journal of Network Management, vol. 26, 07 2016.

[81] F. Cristian and C. Fetzer, “Fault-tolerant external clock synchronization,” in Proceedings of 15th International Conference on Distributed Computing Systems, 1995, pp. 70–77.

[82] C. Fetzer and F. Cristian, “Integrating external and internal clock synchronization,” Real-Time Systems, vol. 12, no. 2, pp. 123–171, 1997.

[83] H. Kopetz, A. Ademaj, and A. Hanzlik, “Integration of internal and external clock synchronization by the combination of clock-state and clock-rate correction in fault-tolerant distributed systems,” 25th Ieee International Real-Time Systems Symposium, Proceedings, pp. 415–425, 2004.

[84] IEEE, IEEE Standard for Local and Metropolitan Area Networks—Bridges and Bridged Networks, IEEE Std., 2018.

[85] S. Schneele and F. Geyer, “Comparison of ieee avb and afdx,” in Proceedings of the 31st Ieee/Aiaa Digital Avionics Systems Conference, Williamsburg, Virginia, USA, 2012, pp. 1–24.

[86] J. Y. Le Boudec, P. Thiran, and S. Giordano, “A short tutorial on network calculus ii: Min-plus system theory applied to communication networks,” Iiscas 2000: Ieee International Symposium on Circuits and Systems - Proceedings, Vol Jv, pp. 365–368, 2000.

[87] J. Loeser and H. Haertig, “Low-latency hard real-time communication over switched ethernet,” in Proceedings. 16th Euromicro Conference on Real-Time Systems, 2004. ECRTS 2004., 2004, Conference Proceedings, pp. 13–22.

[88] ———, “Using switched ethernet for hard real-time communication,” International Conference on Parallel Computing in Electrical Engineering, pp. 349–353, 2004.

[89] T. Steinbach, H.-T. Lim, F. Korf, T. C. Schmidt, D. Herrscher, and A. Wolisz, “Tomorrow’s in-car interconnect? a competitive evaluation of ieee 802.1 avb and time-triggered ethernet (as6802),” in Vehicular Technology Conference (VTC Fall), 2012 IEEE. IEEE, 2012, pp. 1–5.
[90] W. Steiner, P. G. Peón, M. Gutiérrez, A. Mehmed, G. Rodríguez-Navas, E. Lisova, and F. Pozo, “Next generation real-time networks based on it technologies,” in 2016 IEEE 21st International Conference on Emerging Technologies and Factory Automation (ETFA), 2016, Conference Proceedings, pp. 1–8.

[91] C. Liu, The Dark Forest. Tor Books, 2016.

[92] D. Dolev, N. A. Lynch, S. S. Pinter, E. W. Stark, and W. E. Weihl, “Reaching approximate agreement in the presence of faults,” Journal of the Acm, vol. 33, no. 3, pp. 499–516, 1986.

[93] A. Daliot and D. Dolev, “Self-stabilization of byzantine protocols,” Self-Stabilizing Systems, Proceedings, vol. 3764, pp. 48–67, 2005.

[94] ——, “Self-stabilizing byzantine agreement,” in Proceedings of the Twenty-Fifth Annual ACM Symposium on Principles of Distributed Computing, ser. PODC ’06. New York, NY, USA: Association for Computing Machinery, 2006, p. 143–152.

[95] D. Dolev and E. N. Hoch, “On self-stabilizing synchronous actions despite byzantine attacks,” in Distributed Computing, A. Pelc, Ed. Berlin, Heidelberg: Springer Berlin Heidelberg, 2007, pp. 193–207.

[96] T. D. Chandra and S. Toueg, “Unreliable failure detectors for reliable distributed systems,” J. ACM, vol. 43, no. 2, p. 225–267, Mar. 1996.

[97] Texas Instruments, “An-1728 ieee 1588 precision time protocol time synchronization performance,” https://www.ti.com/lit/an/snla098a/snla098a.pdf. 2013.

[98] S. Yu, J. Zhu, and J. Yang, “Reaching self-stabilising distributed synchronisation with cots ethernet components: the walden approach,” Real-Time Systems, vol. 57, no. 4, pp. 347–386, 2021.