General comparison theorems for the Klein–Gordon equation in $d$ dimensions
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We study bound-state solutions of the Klein–Gordon equation

$$\varphi''(x) = \left[ m^2 - (E - v f(x))^2 \right] \varphi(x),$$

for bounded vector potentials which in one spatial dimension have the form $V(x) = v f(x)$, where $f(x) \leq 0$ is the shape of a finite symmetric central potential that is monotone non-decreasing on $[0, \infty)$ and vanishes as $x \to \infty$. Two principal results are reported. First, it is shown that the eigenvalue problem in the coupling parameter $v$ leads to spectral functions of the form $v = G(E)$ which are concave, and at most uni-modal with a maximum near the lower limit $E = -m$ of the eigenenergy $E \in (-m, m)$. This formulation of the spectral problem immediately extends to central potentials in $d > 1$ spatial dimensions. Secondly, for each of the dimension cases, $d = 1$ and $d \geq 2$, a comparison theorem is proven, to the effect that if two potential shapes are ordered $f_1(r) \leq f_2(r)$, then so are the corresponding pairs of spectral functions $G_1(E) \leq G_2(E)$ for each of the existing eigenvalues. These results remove the restriction to positive eigenvalues necessitated by earlier comparison theorems for the Klein–Gordon equation.
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I. INTRODUCTION

The elementary comparison theorem of non-relativistic quantum mechanics states that if two potentials are ordered, then the respective bound-state eigenvalues are correspondingly ordered:

$$V_1 \leq V_2 \implies E_1 \leq E_2.$$

In the non-relativistic case (Schrödinger’s Equation), this is a direct consequence of the min-max principle since the Hamiltonian $H = -\Delta + V$ is bounded from below, and the discrete spectrum can be characterized variationally [1]. However, the min-max principle is not valid in a simple form in the relativistic case because the energy operators are not bounded from below [2–4]. Regarding the Klein–Gordon equation, since only a few analytical solutions are known, the existence of lower and upper bounds for the eigenvalues is important, and establishing comparison theorems for the eigenvalues of this equation is of considerable interest. We suppose that the vector potential $V$ is written in the form $V(x) = v f(x)$, where $v > 0$ and $f(x)$ are defined respectively as the coupling parameter and the potential shape. The literature does provide explicit solved examples, such as the square-well potential [5, 6], the exponential potential [7, 8], the Woods-Saxon potential, and the cusp potential [9]. Based on these examples it is clear that the relation $E(v)$ is not monotonic as it is in the Dirac relativistic equation [10–13], and indeed for Schrödinger’s non-relativistic equation. Consequently, comparison theorems for the Klein Gordon equation were restricted to positive energies [14–16], and some are only valid for the ground state. In the present study, we have established new comparison theorems valid for negative potentials and for both positive and negative eigen-energies, and not just for the ground state. Throughout this paper, $V$ represents the time component of a four-vector; the scalar potential (a linear perturbation of the mass) is assumed to be zero.

The idea that had a profound effect on the present work and, in particular, eliminated an earlier positivity restriction for energies, was our thinking of $v$ as a function of $E$. This enabled us to arrive
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at a function \( v(E) \), whereas \( E(v) \) is a two-valued expression. In section 2, we establish the principal features of the spectral curves \( v(E) \) for the class of negative bounded potentials that vanish at infinity. In section 3 we solve the Klein–Gordon equation analytically for the square-well potential in \( d \geq 1 \) dimensions. In section 4 we prove some comparison theorems: the principal results claim that for any discrete eigenvalue \( E \in (-m, m) \) and negative potential-shape functions \( f_1(r) \) and \( f_2(r) \) we have \( f_1(r) \leq f_2(r) \implies v_1 \leq v_2 \). In section 5 we exhibit a complete recipe for spectral bounds for this class of potentials based on comparisons with the exactly soluble square-well problem.

II. GENERAL FEATURES OF THE SPECTRAL CURVE \( G(E) = v(E) \).

A. One-dimensional case

The Klein–Gordon equation in one dimension is given by:

\[
\varphi''(x) = \left[ m^2 - (E - V(x))^2 \right] \varphi(x),
\]

where \( \varphi'' \) denotes the second order derivative of \( \varphi \) with respect to \( x \), natural units \( h = c = 1 \) are used, and \( E \) is the energy of a spinless particle of mass \( m \). We suppose that the potential function \( V \) is expressed as \( V(x) = vf(x) \) with \( v > 0 \) and \( f \) satisfies the following conditions:

1. \( V(x) = vf(x), x \in \mathbb{R} \), where \( v > 0 \) is the coupling parameter and \( f(x) \) is the potential shape;
2. \( f \) is even \( f(x) = f(-x) \);
3. \( f \) is not identically zero and non-positive;
4. \( f \) is attractive, that is \( f \) is monotone non-decreasing over \([0, \infty)\);
5. \( f \) vanishes at infinity, i.e \( \lim_{x \to \pm \infty} f(x) = 0 \).

We also assume that \( V(x) = vf(x) \) is in this class of potentials, for which the Klein–Gordon equation \( \square \varphi = m^2 \varphi \) has at least one discrete eigenvalue \( E \), and that equation \( \square \varphi = m^2 \varphi \) is the eigen-equation for the eigenstates. Because of condition 5, equation \( \square \varphi = m^2 \varphi \) has the asymptotic form

\[
\varphi'' = (m^2 - E^2)\varphi,
\]

at infinity, with solutions \( \varphi(x) = C_1e^{\sqrt{k}x} + C_2e^{-\sqrt{k}x} \), where \( C_1 \) and \( C_2 \) are constants of integration, and \( k = m^2 - E^2 \). The radial wave function of \( \varphi \) vanishes at infinity; thus, \( C_1 = 0 \). Since \( \varphi \in L^2(\mathbb{R}) \), then \( k > 0 \) which means that

\[
|E| < m. \tag{2}
\]

Suppose that \( \varphi(x) \) is a solution of \( \square \varphi = m^2 \varphi \). Then by direct substitution we conclude that \( \varphi(-x) \) is another solution of \( \square \varphi = m^2 \varphi \). Thus, by using linear combinations, we see that all the solutions of this equation may be assumed to be either even or odd. Hence, if \( \varphi \) is even then \( \varphi'(0) = 0 \), and if \( \varphi \) is odd then \( \varphi(0) = 0 \). Since \( \varphi \in L^2(\mathbb{R}) \) then \( \int_{-\infty}^{\infty} \varphi^2 dx < \infty \). This means that the wave functions can be normalized and consequently we shall assume that \( \varphi \) satisfies the normalization condition

\[
||\varphi||^2 = \int_{-\infty}^{\infty} \varphi^2(x) dx = 1. \tag{3}
\]

Definition II.1. We denote by \( \langle f \rangle \) and \( \langle f^2 \rangle \) the mean values of \( f \) and \( f^2 \) respectively, where \( \langle \varphi, \psi \rangle = \int_{-\infty}^{\infty} \varphi(x)\psi(x) dx \) is the inner product on \( L^2(\mathbb{R}) \), that is \( \langle f \rangle = \langle \varphi, f\varphi \rangle = \int_{-\infty}^{\infty} f(x)\varphi^2(x) dx \) and \( \langle f^2 \rangle = \langle \varphi, f^2\varphi \rangle = \int_{-\infty}^{\infty} f^2(x)\varphi^2(x) dx \).

Lemma II.1.

\[
2E\langle f \rangle < v\langle f^2 \rangle, \forall |E| < m. \tag{4}
\]
We observe that the domain of $E$ and $v$ and it follows by (4), $E \geq v$. Let $\phi$ denote the partial derivative of $E$ with respect to $v$. 

Theorem II.1. If $E \phi$ is solution of the Klein–Gordon equation (1), then we have:

$$E \phi = (E^2 - m^2) \phi,$$

and it follows

$$\langle \phi, K \phi \rangle = \langle \phi, (E^2 - m^2) \phi \rangle = E^2 - m^2.$$

We observe that the domain of $K$ is $D_K = H^2(\mathbb{R})$, where $H^2(\mathbb{R})$ is the Sobolev space defined as follows:

$$H^2(\mathbb{R}) = \{ \phi \in L^2(\mathbb{R}) : \phi', \phi'' \in L^2(\mathbb{R}) \}.$$

Since $||K \phi|| = |E^2 - m^2| \cdot ||\phi|| \leq m^2 ||\phi||$ for all $\phi \in D_K$, then $K$ is a bounded operator. This implies that $K$ is continuous. We also observe that $K$ is symmetric, that is to say: $\langle \phi, K \psi \rangle = (K, \psi)$. We now consider a family of Klein–Gordon spectral problems where $v = v(E)$ is a function of $E$.

Let $E_\phi$ denote the partial derivative of $\phi$ with respect to $E$. If we differentiate the normalization integral with respect to $E$, we obtain the orthogonality relation $\langle \phi, \phi_E \rangle = 0$. Furthermore, differentiating equation (7) with respect to $E$ we obtain:

$$\langle \phi_E, K \phi \rangle + \langle \phi, K \phi_E \rangle + \langle \phi, K \phi_E \rangle = 2E.$$

The symmetry of $K$ and the orthogonality of $\phi$ and $\phi_E$ imply that

$$\langle \phi, K \phi_E \rangle = \langle \phi_E, K \phi \rangle = (E^2 - m^2) \langle \phi, \phi_E \rangle = 0.$$

Then by using the expression

$$K_E = 2v f + 2Ev f - 2vv_E f^2$$

in equation (8), we obtain the key equation for our theorem in this section, namely:

$$v_E = \frac{E - v(f)}{E(f) - v(f^2)}.$$

**Theorem II.1.** If $E \geq v(f)$, then $E_1 \leq E_2 \Rightarrow v(E_1) \geq v(E_2)$; and if $E < v(f)$, then $E_1 < E_2 \Rightarrow v(E_1) < v(E_2)$.

**Proof.** If $E \geq 0$, then $v_E \geq 0$, and the theorem holds immediately. On the other hand, if $E < 0$, then by (4), $E(f) < 2E(f) < v(f^2)$, which means that $E(f) - v(f^2) < 0$. Thus $v(f) \leq E < 0 \Rightarrow v_E > 0$, and $E < v(f) \Rightarrow v_E < 0$. Therefore, the theorem has been proven.
Theorem II.2. The spectral curve $G(E)$ is concave for all $E$, $|E| < m$

Proof. Suppose that for any $|E_i| < m$, $\varphi_i$ is the corresponding wave function,
\[
\langle f_i \rangle = \int_{-\infty}^{\infty} f(x) \cdot (\varphi_i)^2 dx,
\]
and
\[
\langle f_i^2 \rangle = \int_{-\infty}^{\infty} f^2(x) \cdot (\varphi_i)^2 dx.
\]
Let the maximum value of $G(E)$ be equal to $v_{cr}$. By theorem II.1, the corresponding value of $E$ is $E_{cr} = v_{cr}(f_{cr})$. Consider the point $A(E_{cr}, v_{cr}(f_{cr}))$ and fix the point $B(E_n, v_n)$ on the spectral curve $G(E)$, where $v_n = G(E_n)$, such that $E_n \neq E_{cr}$ and $E_n \in (-m, m)$. Then
\[
(AB): G_c(E) = v_{cr} + \frac{v_{cr} - v_n}{\langle f_{cr} \rangle - E_n} (E - v_{cr}(f)).
\]
Assume, without loss of generality, that $E_{cr} < E_n$, and consider the function $t(E) = G(E) - G_c(E)$ where $E \in [E_{cr}, E_n]$. Then
\[
t'(E) = \frac{dt}{dE} = \frac{E - v(f)}{E(f) - v(f^2)} + \frac{v_n - v_{cr}}{v_{cr}(f_{cr}) - E_n},
\]
which vanishes at the point $(E_m, G(E_m))$ with
\[
E_m = \frac{v_m E_n (f_m) - v_m v_{cr} (f_{cr}) + v_m v_{cr} (f_m^2) - v_m v_n (f_m^2)}{E_n - v_{cr} (f_{cr}) + (f_m) (v_{cr} - v_n)}
\]
\[
= \frac{v_m (f_m) (E_n - v_{cr} (f_{cr})) + v_m (f_m)^2 (v_{cr} - v_n) + v_m (f_m^2) (v_{cr} - v_n) - v_m (f_m)^2 (v_{cr} - v_n)}{E_n - v_{cr} (f_{cr}) + (f_m) (v_{cr} - v_n)}.
\]
Hence
\[
E_m = v(f_m) + \frac{v_m (v_{cr} - v_n) \cdot \frac{(f_m^2) - (f_m)^2}{E_n - v_{cr} (f_{cr}) + (f_m) (v_{cr} - v_n)}}{E_n - v_{cr} (f_{cr}) + (f_m) (v_{cr} - v_n)}.
\]
Since $t'(E_{cr}) > 0$ and $t(E_{cr}) = t(E_n) = 0$, then the point $(E_m, G(E_m))$ must be a maximum point of $t(E)$ over the interval $[E_{cr}, E_n]$ and $t(E) \geq 0$ over $[E_{cr}, E_n]$. This means that the chord $[AB]$ is always beneath the spectral curve $G(E)$ over $[E_{cr}, E_n]$ and the proof is complete.

We observe that $\varphi$ is not necessarily required to be a node-free state, this means that the previous theorem is valid for all states, ground state and any excited state.

B. $d$-dimensional cases ($d > 1$):

The Klein–Gordon equation in $d$ dimensions is given by
\[
\Delta_d \psi(r) = [m^2 - (E - V(r))^2] \psi(r),
\]
where natural units $\hbar = c = 1$ are used and $E$ is the discrete energy eigenvalue of a spinless particle of mass $m$. We suppose here that the vector potential function $V(r)$, $r = ||r||$, is a radially-symmetric Lorentz vector potential (the time component of a space-time vector), which satisfies the following conditions:

1. $V$ is not identically zero and non-positive, that is $V \leq 0$;
2. $V$ is attractive;
3. $V$ vanishes at $\infty$.

The operator $\Delta_d$ is the $d$-dimensional Laplacian. Hence, the wave function for $d > 1$ can be expressed as $\Psi(r) = R(r) Y_{l_1,...,l_{d-1}}(\theta_1, \theta_2, ..., \theta_{d-1})$, where $R \in L^2(\mathbb{R}^d)$ is a radial function and $Y_{l_1,...,l_{d-1}}$ is a normalized hyper-spherical harmonic with eigenvalues $l(l + d - 1)$, $l = 0, 1, 2, ...$. The radial part of the above Klein–Gordon equation can be written as:
\[
\frac{1}{r^{d-1}} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial}{\partial r} R(r) \right) = \left[ m^2 - (E - V(r))^2 + \frac{l(l + d - 2)}{r^2} \right] R(r),
\]
where $R$ satisfies the second-order linear differential equation
\[ R''(r) + \frac{d - 1}{r} R'(r) = \left[ m^2 - (E - V(r))^2 + \frac{l(l + d - 2)}{r^2} \right] R(r). \]

Applying the change of variable $R(r) = r^{-\frac{d-1}{2}} \varphi(r)$, we obtain the following reduced second-order differential equation:
\[ \varphi''(r) = \left[ m^2 - (E - V(r))^2 + \frac{Q}{r^2} \right] \varphi(r), \tag{12} \]
where
\[ Q = \frac{1}{4}(2l + d - 1)(2l + d - 3), \]
with $l = 0, 1, 2, \ldots$ and $d = 2, 3, 4, \ldots$, which is the radial Klein-Gordon equation for $d > 1$ dimensions.

The reduced wave function $\varphi$ satisfies $\varphi(0) = 0$ and $\lim_{r \to \infty} \varphi = 0$ \cite{18}. For bound states, the normalization condition is:
\[ \int_0^\infty \varphi^2(r) dr = 1. \]

Since $V$ vanishes at $\infty$, then equation (12) becomes
\[ \varphi'' = (m^2 - E^2) \varphi \]
near infinity, which means that $|E| < m$ by the same reasoning as used for equation (2). Since the derivative of the term $\frac{Q}{r^2}$ in equation (12) with respect to $E$ is equal to zero, then by the same reasoning the relation (4) is also valid for all other $d > 1$ dimensions. We define the operator
\[ K = -\frac{\partial^2}{\partial r^2} + 2Evf - v^2 f^2 + \frac{Q}{r^2}. \]

We have
\[ \langle K \rangle = \langle (E^2 - m^2) \varphi, \varphi \rangle = E^2 - m^2. \]

As in the previous section, $K$ is bounded and symmetric with $D_K = H^2(\mathbb{R}^d)$. We consider the same family of Klein–Gordon spectral problems with $v = v(E)$ Since $K_E = 2vf + 2Ev_E f - 2v_E f^2$, then we obtain the same relation as in the one-dimensional case,
\[ v_E = \frac{E - v(f)}{E(f) - v(f^2)}. \]

**Theorem II.3.** If $E \geq v(f)$, then $E_1 \leq E_2 \Rightarrow v(E_1) \leq v(E_2)$, and if $E < v(f)$, then $E_1 < E_2 \Rightarrow v(E_1) > v(E_2)$.

**Proof.** Same as Theorem II.1.

**Theorem II.4.** The spectral curve $G(E)$ is concave for all $|E| < m$

**Proof.** Same as Theorem II.2

We observe that as in the one-dimensional case, this theorem does not require the radial wave function to be node-free; it’s valid for both ground and excited states.
Figure 1: Graphs of the function $v(E)$ in the square-well potential, for the ground state and the first excited state. We exhibit an explicit expression in section 5.

Figure 2: Graphs of the function $v(E)$ in the Woods-Saxon potential shape $f(x) = \frac{1}{1 + e^{b(|x| - 1)}}$ with $b = \frac{20}{7}$, for the ground state, the first excited state, and the second excited state. The graphs are plotted using a numerical shooting method of our own.
III. EXACT SOLUTION FOR THE KLEIN–GORDON EQUATION WITH THE SQUARE-WELL POTENTIAL

1. One dimensional case: Consider the Klein–Gordon equation in dimension $d = 1$: \( \varphi''(x) = [m^2 - (E - g(x, t))^2] \varphi(x) \), and the square-well potential

\[
g(r, t) = \begin{cases} 
-v_0, & |x| \leq t \\
0, & \text{elsewhere}
\end{cases}
\]

where $v_0 > 0$. For $x < -t$, we get: \( \varphi''(x) = (m^2 - E^2) \varphi(x) \). Thus, \( \varphi(x) = Ae^{-kx} + Be^{kx} \) with \( k^2 = m^2 - E^2 \). Since \( \varphi \) vanishes at \( -\infty \), then \( A = 0 \) and \( \varphi(x) = Be^{kx} \). Similarly, for \( x > t \) we obtain \( \varphi(x) = Ce^{-kx} \). For \( |x| \leq t \), \( \varphi''(x) + w^2 \varphi(x) = 0 \) with \( w = \sqrt{(E + v_0)^2 - m^2} \). Then \( \varphi(x) = D \sin(wx) + E \cos(wx) \). Since, as shown in section II-A, all the solutions are either even or odd, then the even solution is

\[
\varphi(x) = \begin{cases} 
B e^{kx}, & x < -t \\
E \cos(wx), & |x| \leq t \\
C e^{-kx}, & x > t
\end{cases}
\]

and the odd solution is

\[
\varphi(x) = \begin{cases} 
B e^{kx}, & x < -t \\
D \sin(wx), & |x| \leq t \\
C e^{-kx}, & x > t
\end{cases}
\]

Regarding the even solution, since \( \varphi \) is required to be continuously differentiable at \( t \), then

\[
E \cos(w t) = C e^{-k t},
\]

and

\[
-E w \sin(w t) = -C k e^{-k t}.
\]

Dividing equation (13) by (14), we obtain the eigenvalue equation

\[
w \tan(w t) = k.
\]

Similarly, the eigenvalue equation for the odd states reads

\[
w \cot(w t) = -k.
\]

These equations allow us to compute the eigenvalue \( v_0 \) given the energy \( E \).

2. \( d > 1 \) dimensional cases: The radial part of the Klein–Gordon equation reads

\[
R''(r) + \frac{d-1}{r} R'(r) = \left[ m^2 - (E - g(r, t))^2 + \frac{l(l + d - 2)}{r^2} \right] R(r),
\]

where \( l = 0, 1, 2, ... \) and

\[
g(r, t) = \begin{cases} 
-v_0, & r \leq t \\
0, & \text{elsewhere}
\end{cases}
\]

with \( v_0 > 0 \). For \( d = 3 \), the eigenvalue equation is

\[
\frac{j_1''(k; t)}{j_1'(k; t)} = \frac{h_1^{(1)}(ikt)}{h_1^{(1)}(ikt)},
\]

(18)
where $k_i^2 = (E + v_0)^2 - m^2$, $k_i^2 = m^2 - E^2$, $i^2 = -1$, $j_i$ is the spherical Bessel function of the first kind, and $h_i^{(1)}$ is the Hankel function of the first kind. In particular, the eigenvalue equation for the $s$-states ($l = 0$) is \[19\]:

$$ k_i \cot(k_i t) = -k. $$

To generalize for any $d$-dimensional case, we consider the reduced form of the radial part of the Klein–Gordon equation \[12\]. For $r < t$, we write it as

$$ r^2 \varphi'' + [k_i^2 r^2 - Q] \varphi(r) = 0. $$

Changing the variable $r$ into $\sigma = k_i r$ we obtain the following differential equation:

$$ \sigma^2 \varphi''(\sigma) + [\sigma^2 - \nu(\nu + 1)] \varphi(\sigma) = 0, $$

where $\nu = \frac{2l + d - 3}{2}$. This is the Ricatti-Bessel equation with solution $\varphi(\sigma) = C_1 \sigma j_\nu(\sigma) + C_2 \sigma y_\nu(\sigma)$ \[20\], where $y_\nu$ is the spherical Bessel function of the second kind. Since we have an irregular point at $\sigma = 0$, then $C_2 = 0$. For $r > t$ we obtain the differential equation

$$ r^2 \varphi''(r) + [-k_i^2 r^2 - Q] \varphi(r) = 0. $$

Using the change of variable $\sigma = ikr$ we obtain

$$ \sigma^2 \varphi''(\sigma) + [\sigma^2 - \nu(\nu + 1)] \varphi(\sigma) = 0, $$

whose general solution is \[20\] $\varphi(\sigma) = W_1 \sigma h_\nu^{(1)}(\sigma) + W_2 \sigma h_\nu^{(2)}(\sigma)$, where $h_\nu^{(2)}$ is the Hankel function of the second kind. Since $\varphi \in L^2(\mathbb{R})$, then $W_2 = 0$. Since $\varphi$ is continuously differentiable at $r = t$, then the corresponding eigenvalue equation is

$$ \left[ (k_i t) j_i(k_i t) \right]' - \left( ik t \right) h_i^{(1)}(ikt)' \right] = \left[ (ik t) h_i^{(1)}(ikt) \right]. $$

**IV. COMPARISON THEOREMS FOR PAIRS OF POTENTIAL FUNCTIONS WITH DIFFERENT POTENTIAL SHAPES**

**A. $d = 1$ dimensional case**

Consider the Klein–Gordon equation in one dimension

$$ \varphi''(x) = [m^2 - (E - V(x))^2] \varphi(x), $$

where natural units $\hbar = c = 1$ are used, and $E$ is the energy of a spinless particle of mass $m$. We assume that $V(x) = uf(x)$ with the same conditions in **Section 0.2.1**, that is:

1. $V = uf$, where $u > 0$ is the coupling parameter and $f$ is the potential shape of $V$;
2. $V$ is an even function, that is $V(x) = V(-x)$;
3. $V$ is not identically zero and a non-positive function, i.e $V \leq 0$;
4. $f$ is attractive, that is $f$ is monotone non-decreasing over $[0, \infty)$;
5. $f$ vanishes at infinity, i.e \( \lim_{x \to \pm \infty} f(x) = 0 \)

By similar reasoning in section **Section 0.2.1**, we have $|E| < m$, and all the solutions of equation \[20\] are either even or odd functions. We also assume that the wave function in this section satisfies the normalization condition, i.e.

$$ ||\varphi||^2 = \int_{-\infty}^{\infty} \varphi^2(x) dx = 1. $$

\[21\]
In this section, we consider the parameter \( a \in [0,1] \) and the two potential shapes \( f_1 \) and \( f_2 \) with 
\[ f = f(a, x) = f_1(x) + a[f_2(x) - f_1(x)], \]
where \( f_1 \leq f_2 \leq 0 \). Hence \( f \leq 0 \), attractive, even, vanishes at infinity, \( f(0, x) = f_1(x) \) when \( a = 0 \), and \( a = 1 \) when \( f(1, x) = f_2(x) \), and
\[
\frac{\partial f}{\partial a} = f_2(x) - f_1(x) \geq 0. \tag{22}
\]

Hence, \( f \) is monotone non-decreasing in the parameter \( a \). The idea in this section is to study the variations of the coupling \( v \) with respect to \( a \), provided \( v = v(a) \) and the value of \( E \) is given as a constant, that is \( \frac{\partial E}{\partial a} = 0 \), and \( -m < E < m \). We again consider the symmetric bounded operator \( K \) in \([5]\), and we define \( \varphi_a \) to be the partial derivative of \( \varphi \) with respect to \( a \). Differentiating equation \((7)\) with respect to \( a \) we get:
\[
\langle \varphi_a, K \varphi \rangle + \langle \varphi, K \varphi_a \rangle + \langle \varphi, K \varphi_a \rangle = 0 \tag{23}
\]
Applying the partial derivative with respect to \( a \) to equation \((21)\) and using the symmetry of \( K \), we obtain the new orthogonality relation
\[
\langle \varphi_a, K \varphi \rangle = \langle \varphi, K \varphi_a \rangle = (E^2 - m^2)\langle \varphi_a, \varphi \rangle = 0.
\]
We also have:
\[
K_a = 2Ev_a f + 2Ev(f_2 - f_1) - 2vv_a f^2 - 2v^2 f(f_2 - f_1),
\]
with \( v_a \) defined as \( \frac{\partial v}{\partial a} \). Equation \((23)\) becomes:
\[
Ev_a(f) + Ev \int_{-\infty}^{\infty} \left( f_2(x) - f_1(x) \right) \varphi^2(x)dx - v v_a(f^2) - v^2 \int_{-\infty}^{\infty} f(2(x) - f_1(x)) \varphi^2(x)dx = 0.
\]
This leads us to the following relation:
\[
v_a = \frac{v I}{E(f) - v(f^2)}, \tag{24}
\]
where
\[
I = \int_{-\infty}^{\infty} \left( f_2(x) - f_1(x) \right) \left( v f(x) - E \right) \varphi^2(x)dx. \tag{25}
\]
In the next two lemmas, we shall use the parity of \( \varphi \) and study the sign of \( \varphi'' \) on the interval \([0, \infty)\).

**Lemma IV.1.** If \( \varphi \) is the node-free (ground) state, then \( \varphi'' \) changes its sign only once over \([0, \infty)\).

**Proof.** Let \( \varphi''(x) = 0 \). Then from equation \((20)\) we get \( m^2 - (E - V(x))^2 = 0 \), which means that \( V(x) = E - m \) or \( V(x) = E + m \). Since \( |E| < m \) and \( V(x) \leq 0 \), then \( V \neq E + m \). Hence, \( V(x) = E - m \) and \( \varphi''(x) = 0 \iff x = V^{-1}(E - m), \) where \( V^{-1} \) is the inverse of the monotone function \( V \).

1. **\( V \) is unbounded near \( 0 \):** Since \( V \) is unbounded near \( 0 \), then \( \varphi'' < 0 \) near \( 0 \), and since \( V \) vanishes at \( \infty \), equation \((20)\) becomes \( \varphi'' = (m^2 - E^2) \varphi > 0 \). Hence, \( \varphi \) is concave on \([0, V^{-1}(E - m))\) and convex on \((V^{-1}(E - m), \infty)\).

2. **\( V \) is bounded; that is: \( V_0 \leq V \leq 0 \):** Since \( \varphi \) is an even state, then \( \varphi'(0) = 0 \), which means that \( y = \varphi(0) \) is an equation of the tangent line to \( \varphi \) at \( x = 0 \).

If \( \varphi \) is convex near \( 0 \), then \( \varphi'' \) must change its sign at some \( x_1 \in [0, \infty) \) since we know that \( \varphi \) vanishes near \( \infty \). However, equation \((20)\) becomes \( \varphi'' = (m^2 - E^2) \varphi > 0 \) near \( \infty \), which means that \( \varphi \) is convex near \( \infty \). Thus \( \varphi'' \) should again change its sign at some \( x_2 \in [x_1, \infty) \). This means that \( \varphi \) has two inflection points on \([0, \infty)\), which is a contradiction. Hence, \( \varphi \) is concave on \([0, V^{-1}(E - m))\) and convex on \((V^{-1}(E - m), \infty)\).
Lemma IV.2. \( \varphi'' \) changes its sign at least once over \([0, \infty)\), for any excited state \( \varphi \).

Proof. Using the parity of \( \varphi \), it is sufficient to study the sign of \( \varphi'' \) on the interval \([0, \infty)\). If \( V \) is unbounded near 0, then \( \varphi'' < 0 \) near 0 and \( \varphi'' > 0 \) near \( \infty \). If \( V \) is bounded; that is \( V_0 \leq V \leq 0 \) where \( V_0 = V(0) \), then we divide the proof into the following two cases:

1. \( \varphi \) has only one node: Suppose that \( \varphi \) has one node \( \alpha \), then \( \varphi''(x) = 0 \iff x = \alpha \) or \( x = V^{-1}(E - m) \). If \( \varphi(x) > 0 \) for \( x > \alpha \), then \( \varphi \) should attain a maximum value since it vanishes near \( \infty \), and thus \( \varphi'' < 0 \). However, by the same condition that \( \varphi \) vanishes near \( \infty \), \( \varphi'' \) should change its sign one more time. This means that \( V^{-1}(E - m) \in (\alpha, \infty) \). Therefore

   (A) if \( \varphi(x) > 0 \) for \( x > \alpha \), then \( \varphi''(x) < 0 \) for \( x \in (\alpha, V^{-1}(E - m)) \), and \( \varphi''(x) > 0 \) for \( x \in (0, \alpha) \cup (V^{-1}(E - m), \infty) \);

   (B) if \( \varphi(x) < 0 \) for \( x > \alpha \), then \( \varphi''(x) > 0 \) for \( x \in (\alpha, V^{-1}(E - m)) \), and \( \varphi''(x) < 0 \) for \( x \in (0, \alpha) \cup (V^{-1}(E - m), \infty) \).

2. \( \varphi \) has \( n \) nodes, \( n \geq 2 \): Suppose that \( \varphi \) has \( n \) nodes, \( x = \alpha_1, \alpha_2, ..., \alpha_n \), \( n \geq 2 \). Then

   \[ \varphi''(x) = 0 \iff m^2 - (E - V(x))^2 = 0 \text{ or } \varphi(x) = 0, \]

which means that

   \[ x = \alpha_1, \alpha_2, ..., \alpha_n \text{ or } V^{-1}(E - m). \]

We shall now study the concavity of \( \varphi \) over the interval \((\alpha_{n-1}, \infty)\): If \( \varphi(x) > 0 \) on \((\alpha_{n-1}, \alpha_n)\), then \( \varphi \) must attain a maximum value at some \( x_0 \in (\alpha_{n-1}, \alpha_n) \) and \( \varphi \) is concave on \((\alpha_{n-1}, \alpha_n)\).

For \( x > \alpha_n \), \( \varphi \) changes both its sign and concavity. Thus \( \varphi \) becomes convex and negative for \( x > \alpha_n \). However, since \( \alpha \) vanishes near \( \infty \), then \( \varphi'' \) vanishes and changes its sign one more time somewhere after its last node. This implies that \( V^{-1}(E - m) \in (\alpha_n, \infty) \), and therefore \( \varphi''(x) < 0 \) for \( x \in (\alpha_{n-1}, \alpha_n) \cup (V^{-1}(E - m), \infty) \), and \( \varphi''(x) > 0 \) for \( x \in (\alpha_n, V^{-1}(E - m)) \). By the same reasoning, if \( \varphi(x) < 0 \) on \((\alpha_{n-1}, \alpha_n)\), then \( \varphi''(x) > 0 \) for \( x \in (\alpha_{n-1}, \alpha_n) \cup (V^{-1}(E - m), \infty) \), and \( \varphi''(x) < 0 \) for \( x \in (\alpha_n, V^{-1}(E - m)) \).

\[ \square \]

Lemma IV.3. The integral \( I \) defined in relation (25) is non-positive for any state \( \varphi \).

Proof. We first write equation (20) as

\[ (\varphi(x))E^2 - (2\varphi(x)\varphi(x))E + (\varphi''(x) - m^2\varphi(x) + v^2f^2(x)\varphi(x)) = 0. \]

This is a quadratic equation in \( E \), and we have

\[ E = vf(x) \pm \frac{\sqrt{v^2f^2(x)\varphi(x)^2 - (\varphi(x)\varphi''(x) - m^2\varphi(x) + v^2f^2(x)\varphi(x)^2)}}{\varphi(x)}. \]

Then

\[ E = vf(x) - \sqrt{m^2 - \frac{\varphi''(x)}{\varphi(x)}}, \]

or

\[ E = vf(x) + \sqrt{m^2 - \frac{\varphi''(x)}{\varphi(x)}}, \]

(26)

(27)
In solution (26), \( \varphi'' \) cannot change its sign because if \( \varphi''(x) < 0 \), then

\[
v f(x) - \sqrt{m^2 - \varphi''(x)} \leq -\sqrt{m^2 - \varphi''(x)} < -m,
\]

and we already know that \(|E| < m\). Hence, since we have shown in Lemma 0.3.2 that \( \varphi'' \) changes its sign, then \( E \) can only take the second solution (27). Therefore, the relation (25) becomes:

\[
I = \int_{-\infty}^{\infty} (f_2(x) - f_1(x)) \sqrt{m^2 - \frac{\varphi''(x)}{\varphi(x)}} \varphi^2(x) dx \leq 0.
\]

\[\square\]

**Theorem IV.1.**

\[
f_1(x) \leq f_2(x) \Rightarrow v_1 \leq v_2,
\]

for all \( x \in [0, \infty) \).

**Proof.** Consider the relation (24). If \( E \geq 0 \), then \( E(f) - v(f^2) < 0 \), and if \( E < 0 \), then using the relation (4) we also get the same result. Thus, the denominator of equation (24) is negative for all \(|E| < m\). Since we also proved in Lemma 0.3.3 that \( I \leq 0 \), then \( v_a \geq 0 \) for all \( a \in [0, 1] \) and \( E \in (-m, m) \). This result completes the proof of the theorem. \[\square\]

**B. d-dimensional cases \((d > 1)\)**

In this section, we use the same reduced Klein–Gordon equation stated in (12), with \( \varphi \) satisfying \( \varphi(0) = 0 \) and the same normalization condition \( \int_{-\infty}^{\infty} \varphi^2(r) dr = 1 \). We assume the same conditions for the potential shape \( f \) as in section 0.3.1. This proof is not valid for the s-states of the 2-dimensional case, that is to say for \( d = 2 \) and \( l = 0 \). We shall prove this in the next section.

**Lemma IV.4.** \( \varphi'' \) changes its sign at least once, for any state \( \varphi \).

**Proof.**

1. **\( \varphi \) is a node-free state:** \( \varphi''(r) = 0 \iff m^2 - (E - V(r))^2 + \frac{Q}{r^2} = 0 \), and near \( \infty \), \( \varphi'' = (m^2 - E^2)\varphi > 0 \), which means that \( \varphi \) is convex near \( \infty \). If \( \varphi \) is concave near \( \infty \), then the theorem is proved. If \( \varphi \) is convex near \( \infty \), then \( \varphi'' \) should change its sign at least at some solutions \( \{r_1, r_2\} \), of the equation \( m^2 - (E - V(r))^2 + \frac{Q}{r^2} = 0 \), in order to be positive near \( \infty \).

2. **\( \varphi \) has one node:** Suppose that \( \varphi \) has one node \( \alpha \), then \( \varphi''(r) = 0 \iff r = \alpha \) or \( r = r_1, r_2, ..., r_n \), where the \( r_i \)'s are roots of the equation \( m^2 - (E - V(r))^2 + \frac{Q}{r^2} = 0 \), \( i = 1...n \). We now study the sign of \( \varphi'' \) for \( r > \alpha \): If \( \varphi(r) > 0 \), then, owing to the fact that \( \varphi \) vanishes at \( \infty \), it should attain a maximum value over the interval \( (\alpha, \infty) \) becoming concave near \( \alpha^+ \). Similarly, we deduce that \( \varphi''(r) \) should change its sign at least once over \( (\alpha, \infty) \), implying that there exists \( r_i \in (\alpha, \infty) \). If \( \varphi(r) < 0 \), then we can also prove this lemma by the same reasoning.

3. **\( \varphi \) has \( n \) nodes, \( n \geq 2 \):**

Suppose that \( \varphi \) has \( n \) nodes, \( \alpha_1, \alpha_2, ..., \alpha_n \) with \( n \geq 2 \).

Then \( \varphi''(r) = 0 \iff m^2 - (E - V(r))^2 + \frac{Q}{r^2} = 0 \) or \( \varphi = 0 \), which means:

\[
r = \alpha_1, \alpha_2, ..., \alpha_n, r_1, r_2, ..., r_n, \text{ where the } r_i \text{'s are the solutions of the equation }
m^2 - (E - V(r))^2 + \frac{Q}{r^2} = 0, \text{ } i = 1, 2, ..., n.
\]

We study the concavity of \( \varphi \) over the interval \( (\alpha_{n-1}, \alpha_n) \):

If there exists some \( r_i \in (\alpha_{n-1}, \alpha_n) \), then \( \varphi'' \) changes its sign at least once over \( (\alpha_{n-1}, \alpha_n) \)

If there isn't any inflection point of \( \alpha \) between \( \alpha_{n-1} \) and \( \alpha_n \), then \( \varphi'' \) doesn't change its sign on \( (\alpha_{n-1}, \alpha_n) \); however, since \( \varphi \) vanishes at \( \infty \), then there must be at least one inflection point \( r_i \in (\alpha_{n-1}, \alpha_n) \), which means that \( \varphi \) changes its concavity at least once over \( (\varphi_{n-1}, \infty) \).
Lemma IV.5. The integral \( I \) defined in relation (25) is non-positive for any state \( \varphi \) and for all \( d > 1 \), except for the \( s \)-states of \( d = 2 \), that is: when \( d = 2 \) and \( l = 0 \).

Proof. The expression (20), written as

\[
(\varphi(r))E^2 - (2vf(r)\varphi(r))E + \left(\varphi''(r) - m^2\varphi(r) + v^2f^2(r)\varphi(r) - \frac{Q}{r^2}\varphi(r)\right) = 0,
\]

is a quadratic equation in \( E \).

Thus,

\[
E = vf(r) \pm \sqrt{m^2 + Q \frac{r^2}{r^2} - \frac{\varphi''(r)}{\varphi(r)}}.
\]

If \( \varphi''(r) < 0 \), then \( vf(r) - \sqrt{m^2 + Q \frac{r^2}{r^2} - \frac{\varphi''(r)}{\varphi(r)}} < -m \), which means that \( E \) cannot take this value since \( |E| < m \). Hence,

\[
E = vf(r) + \sqrt{m^2 + Q \frac{r^2}{r^2} - \frac{\varphi''(r)}{\varphi(r)}}.
\] (28)

Using relation (28) in (25) we get:

\[
I = -\int_0^\infty (f_2(r) - f_1(r))\sqrt{m^2 + Q \frac{r^2}{r^2} - \frac{\varphi''(r)}{\varphi(r)}}\varphi(r)^2 dr \leq 0.
\]

Theorem IV.2.

\[ f_1(r) \leq f_2(r) \implies v_1 \leq v_2, \]

for all \( r \in [0, \infty) \) and \( d > 1 \), except for the \( s \)-states for \( d = 2 \), that is, when \( d = 2 \) and \( l = 0 \).

Proof. Same proof as theorem 0.3.1

C. S-States for the 2-dimensional case

The reduced Klein–Gordon equation in this case reads

\[
\varphi''(r) = \left[m^2 - (E - V(r))^2 - \frac{1}{r^2}\right]\varphi(r).
\]

Thus \( E = vf(r) \pm \sqrt{m^2 - \frac{1}{r^2} - \frac{\varphi''(r)}{\varphi(r)}} \). Eliminating the solution \( E = vf(r) - \sqrt{m^2 - \frac{1}{r^2} - \frac{\varphi''(r)}{\varphi(r)}} \) fails because of the existence of the term \( -\frac{1}{r^2} \), and consequently, the proof of theorem 0.3.1 is not valid. Thus, we use the non-reduced form of the Klein–Gordon radial equation, namely

\[
R''(r) + \frac{d-1}{r}R'(r) = \left[m^2 - (E - V(r))^2 + \frac{l(l+d-2)}{r^2}\right]R(r),
\]

where \( d = 2, l = 0, \) and \( \int_0^\infty R^2(r) dr = 1 \). Hence,

\[
R''(r) + \frac{1}{r}R'(r) = \left[m^2 - (E - V(r))^2\right]R(r).
\] (29)
We assume that \( V = vf \), with \( f \) satisfying the same conditions of section 0.3.1. Define the symmetric operator
\[
K = -\frac{\partial^2}{\partial r^2} - \frac{\partial}{\partial r} + 2Evf - v^2f^2.
\]
Then
\[
\langle K \rangle = E^2 - m^2.
\]
(30)
Differentiating (30) with respect to the parameter \( a \) we get
\[
\langle R_a, KR \rangle + \langle R, K_a R \rangle + \langle R, KR_a \rangle = 0,
\]
(31)
where \( K_a = \frac{\partial K}{\partial a} \).
But
\[
\frac{\partial}{\partial a} \left[ \int_0^\infty R^2(r)dr \right] = 2 \int_0^\infty R(r) \frac{\partial R(r)}{\partial a} = 0.
\]
Then we obtain the orthogonality relation \( \langle R, R_a \rangle = \langle R_a, R \rangle = 0 \).

Thus, using \( K_a \) in equation (31) we obtain
\[
v_a = \frac{v}{E\langle f \rangle - v\langle f^2 \rangle} \left[ \int_0^\infty (f_2(r) - f_1(r))(vf(r) - E)R^2(r) \right]
\]
(32)
Writing the equation (29) as
\[
(R(r))E^2 - 2(vf(r)R(r))E + (R''(r) + \frac{1}{r}R'(r) + v^2f^2(r)R(r)) - m^2R(r) = 0,
\]
we obtain a quadratic equation of \( E \). Thus
\[
E = vf(r) \pm \sqrt{m^2 - \frac{R''(r)}{R(r)} - \frac{R'(r)}{rR(r)}},
\]
(33)

**Lemma IV.6.** There exists an interval \( J \subset [0, \infty) \) such that \(-\frac{R''(r)}{R(r)} - \frac{R'(r)}{rR(r)} > 0\).

**Proof.**
1. **R is a node-free state:**
\[
R''(r) = 0 \iff m^2 - (E - V(r))^2 - \frac{R'(r)}{rR(r)} = 0 \iff V(r) = E \pm \sqrt{m^2 - \frac{R'(r)}{rR(r)}}.
\]
If \( R \) is decreasing near 0, then \(-\frac{R'(r)}{rR(r)} > 0\) near 0.
If \( R \) is increasing near 0, then it must attain a maximum value at some \( r_0 \in [0, \infty) \) and end up decreasing since \( \lim_{r \to \infty} R(r) = 0 \). Thus, \(-\frac{R'(r)}{rR(r)} > 0\) on \((r_0, \infty)\).
Hence, in both cases \( R \) must be decreasing on a subset \((r_0, \infty)\) of \([0, \infty)\), and \(\sqrt{m^2 - \frac{R'(r)}{rR(r)}} > m\) on this subset interval.
Therefore, $V$ cannot take the value $E + \sqrt{m^2 - \frac{R'(r)}{rR(r)}}$ since $V$ is non-positive and

$$R''(r) = 0 \iff V(r) = E - \sqrt{m^2 - \frac{R'(r)}{rR(r)}}.$$  \hfill (34)

Let $r_i$ be a root of equation (34).

If $r_i \in (r_0, \infty)$, then $J = (r_0, r_i)$.

If $r_i \notin (r_0, \infty)$, then there must exist at least another inflection point $r_j \in (r_0, \infty)$ because $R$ vanishes at infinity, which also implies that $R > 0, R' < 0, \text{ and } R'' < 0$ on $(r_0, r_j)$. Therefore, $J = (r_0, r_j)$.

2. **R is an excited State:** Suppose that $R$ has $n$ nodes $\alpha_1, \alpha_2, \ldots, \alpha_n$ and consider the interval $(\alpha_n, \infty)$.

Then

$$R'' = 0 \iff m^2 - (E - V(r))^2 \frac{R'(r)}{rR(r)} = 0.$$  \hfill (35)

If $R$ is increasing near $\alpha^+$, then it should attain a maximum value at some $r_0 \in (\alpha_n, \infty)$, become decreasing, and change its concavity at $r_i \in (r_0, \infty)$, where $r_i$ is a root of equation (35), since $\lim_{x \to \infty} R(r) = 0$. Hence, $R > 0, R' < 0, \text{ and } R'' < 0$ on $(r_0, r_i)$ and therefore $J = (r_0, r_i)$.

If $R$ is decreasing near $\alpha^+$, then by the same reasoning we conclude that $R < 0, R' > 0, \text{ and } R'' > 0$ on $(r_0, r_i)$ and $J = (r_0, r_i)$.

Since we have proven the existence of an interval $J$ such that $-\frac{R''(r)}{R(r)} = \frac{R'(r)}{rR(r)} > 0$, and since $|E| < m$, then the option $E = vf(r) - \sqrt{m^2 - \frac{R''(r)}{R(r)} - \frac{R'(r)}{rR(r)}}$ in expression (33) is falsified.

Therefore

$$E = vf(r) + \sqrt{m^2 - \frac{R''(r)}{R(r)} - \frac{R'(r)}{rR(r)}}.$$  \hfill (36)

**Theorem IV.3.**

$$f_1(r) \leq f_2(r) \implies v_1 \leq v_2,$$

for all $r \in [0, \infty)$.

**Proof.** Using the expression (36) in equation (32) we get

$$v = \frac{\int_0^\infty \left[ (f_2(r) - f_1(r)) \sqrt{m^2 - \frac{R''(r)}{R(r)} - \frac{R'(r)}{rR(r)}} R^2(r) \right] dr}{\int_0^\infty \left[ \sqrt{m^2 - \frac{R''(r)}{R(r)} - \frac{R'(r)}{rR(r)}} R^2(r) \right] dr} > 0.$$

Hence, the proof is complete. \hfill \square
V. SQUARE-WELL SPECTRAL BOUNDS FOR GENERAL BOUNDED POTENTIAL SHAPES

In this section we exhibit a complete recipe for finding square-well potential bounds for any bounded potential shape \( f \) in the class considered in the previous sections, and consequently, spectral bounds for the coupling \( v \), provided the energy is fixed. We have chosen the square-well potential because we know the analytical solution for the Klein–Gordon problem with this potential. Before showing this solution, we state the following lemma:

**Lemma V.1.** Consider the \( d \)-dimensional Klein–Gordon equation \((d \geq 0)\)

\[
\varphi''(r) = \left[ m^2 - (E - V(r))^2 + \frac{Q}{r^2} \right] \varphi(r),
\]

where \( V(r) = vf(r) \) and \( f \) belongs to the class of potential shapes defined in the previous sections. We define \( s > 0 \) and \( E_1 \) to be the new energy corresponding to the potential \( V_1(r) = v(f(r) - s) \). Then \( |E + vs| < m \) and \( E_1 = E - vs \).

**Proof.** For \( r \to +\infty \), the Klein–Gordon equation becomes \( \varphi''(r) = \left[ m^2 - (E + vs)^2 \right] \varphi(r); \) thus, \( \varphi(r) = C_1 e^{kr} + C_2 e^{-kr} \) with \( k = \sqrt{m^2 - (E + vs)^2} \). Since \( \varphi \) vanishes at \( \infty \), then \( C_1 = 0 \), and since \( \varphi \in L^2(\mathbb{R}) \), then \( |E + vs| < m \). Moreover, we can write

\[
\varphi''(r) = \left[ m^2 - (E - vs - V(r) + vs)^2 + \frac{Q}{r^2} \right] \varphi(r) = \left[ m^2 - (E - vs - v(f(r) - vs))^2 + \frac{Q}{r^2} \right] \varphi(r) = \left[ m^2 - ((E - vs) - V_1(r))^2 + \frac{Q}{r^2} \right] \varphi(r).
\]

Therefore, \( E_1 = E - vs \).

A. A compact recipe for general spectral bounds

Consider an attractive potential \( V(r) = vf(r) \), where \( f \) is a bounded potential shape in the class defined in the previous sections. We want to find the best square-well spectral bounds for the graph \( v = G(E) \).

We define the downward vertically-shifted square-well potential

\[
g(r, t_1) = \begin{cases} f(0), & r \leq t_1 \\ f(t_1), & \text{elsewhere} \end{cases}
\]

with \( s > 0 \), and the square-well potential

\[
g(r, t_2) = \begin{cases} f(t_2), & r \leq t_2 \\ 0, & \text{elsewhere} \end{cases}
\]

Thus, \( g(r, t_1) \leq f(r) \leq g(r, t_2) \) for all \( r \geq 0 \), and for each pair of contact points \( \{t_1, t_2\} \). We observe that \( f(r) \) has infinite families of lower and upper bounds \( G_L^{(t_1)}(E) \leq G(E) \leq G_U^{(t_2)}(E) \), where \( G_L^{(t_1)}(E) \) and \( G_U^{(t_2)}(E) \) are the respective spectral functions \( v_L(E) \) and \( v_U(E) \). The final step is to optimize over the parameter \( t \) in order to obtain the best square-well spectral bounds for \( G(E) \), that is

\[
G_L(E) = \max_{t_1 > 0} G_L^{(t_1)}(E) \leq G(E) \leq G_U(E) = \min_{t_2 > 0} G_U^{(t_2)}(E).
\]

These functions are extracted from the eigenvalue equations [15] and [16] for the one-dimensional case, and from [18] and [19] in the higher dimensional cases. For example, we consider a square-well potential with depth \( A \) and semi-width \( b \) in dimension \( d = 1 \). Define the new variables \( e = Eb, \mu = mb, \) and \( t = b[(E + A)^2 - m^2]^{\frac{1}{2}} \). Then from equation [15], the ground state solution becomes:

\[
e(t) = \pm \left[ \mu^2 - (t \cdot \tan(t))^2 \right]^{\frac{1}{2}} \text{ and } u(t) = (t^2 + \mu^2)^{\frac{1}{2}} - e(t).
\]

For definiteness, we now assume \( \mu = 1 \). We observe that \( e = 0 \) when \( t = t_0 \approx 0.860334 \). The graph depicting \( u = G(e) \) is shown in Figure 2:
B. The Woods-Saxon potential in 1 - dimension

We consider the Woods-Saxon potential $V(x) = vf(x)$, where $f(x) = -1 \left(1 + e^{\left(\frac{|x|}{q} - 1\right)}\right)^{-1}$, and $q > 0$ is a range parameter. We are interested in finding an upper bound and a lower bound for the coupling constant $v$, for any given value of $|E| < m$ and for $q = 0.005$. Since the Klein–Gordon equation with the square-well potential had been solved analytically, we use a square-well potential as an upper bound for $f$, and another downward vertically-shifted square-well as a lower bound. We define the functions

$g_u(x, 0.9675) = \begin{cases} 
-0.9984, & |x| \leq 0.9675 \\
0, & \text{elsewhere} 
\end{cases}$

and

$g_l(x, 1.03) = \begin{cases} 
-1.001, & |x| \leq 1.03 \\
-0.0025, & \text{elsewhere} 
\end{cases}$

Since $f_l(x) \leq f(x) \leq f_u(x)$ for all $x \in (-\infty, +\infty)$, then according to theorem III.1, we conclude that $G_L(E) = v_l \leq v \leq G_U(E) = v_u$, where $v_l$ and $v_u$ are the respective couplings for $f_l$ and $f_u$. For example, if we fix $E = -0.512574196$, we get $v_u = 1.81478$ and $v_l = 1.79017$. Hence we conclude that $1.79017 \leq v \leq 1.81478$. This result has been verified numerically, using our own shooting method realized in Maple, and with which we find $v = 1.80494$. 

Figure 3: $u$ versus $e$
Figure 4: Graphs for $v_l$, $v$, and $v_u$ versus $E$ for $-1 < E < 1$.

Figure 5: Graphs for $v_l$, $v$, and $v_u$ versus $E$ for $0 < E < 0.5$. 
VI. CONCLUSION

The radial reduced eigenequations for a one-particle potential model might in suitable units be written, for the non-relativistic and Klein-Gordon cases respectively, as:

- (NR)
  \[ \varphi''(r) = \left[ (2m)(vf(r) - E) + \frac{Q}{r^2} \right] \varphi(r), \]

- (KG)
  \[ \varphi''(r) = \left[ m^2 - (E - vf(r))^2 + \frac{Q}{r^2} \right] \varphi(r), \]

where \( Q = \frac{1}{4}(2l + d - 1)(2l + d - 3) \), the potential has shape \( f(r) < 0 \) and coupling parameter \( v > 0 \). We note that a slightly different formulation of the Klein–Gordon equation is required if \( d = 2 \) and \( \ell = 0 \). By familiarity with well-known Schrödinger examples, or by a variational analysis of them we expect, for suitable \( v > v_0 > 0 \), to find bound states with nonrelativistic energies \( E(v) \) having monotonic behaviour \( E'(v) < 0 \) if the potential shape \( f(r) \) is negative. However, these assumptions are not correct for the corresponding Klein–Gordon eigenvalues. This makes it difficult to design physically realistic potential models for relativistic problems.

In this paper, we first represent the relation between the coupling \( v \) and a discrete Klein-Gordon eigenvalue \( E \) by writing \( v \) as a function \( v = G(E) \) of \( E \) for \( -m < E < m \). We show generally that the spectral curve \( v = G(E) \) is concave, and at most unimodal with a maximum close to \( E = -m \).

For the purpose of comparing the spectral implications of a change in the potential shape, a bridging parameter \( a \in [0, 1] \) is introduced such that \( f = f_1 + a(f_2 - f_1) \). By studying the dependence of \( v \) on \( a \) for each fixed value of \( E \), we establish the comparison theorem \( f_1 \leq f_2 \implies G_1(v) \leq G_2(v) \).
These results are valid for all negative and positive eigenenergies, and for both ground and excited states. They allow us to devise spectral approximations in much the same way as is possible for the corresponding Schrödinger problem where the discrete spectrum can be defined variationally and the concomitant comparison theorems follow almost automatically by means of variational arguments. As an illustration, we are able to use the exact solution of the square-well problem to construct upper and lower bounds for the discrete Klein–Gordon spectrum generated by any given member of the class of bounded negative potentials that we have considered in the present study.
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