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Abstract

Separability problem is a long-standing tough issue in quantum information theory. In this paper, we propose a general method to detect entanglement via arbitrary measurement \( X \), by which several novel criteria are established. The new criteria are found incorporate many of the prevailing ones in the literatures. Our method is applicable as well to the steering detection, which possesses a merit of ignoring the knowledge of involved quantum states. A concept of measurement orbit, which plays an important role in the detection of entanglement and steering, is introduced, which enlightens our understanding of uncertainty relation. Moreover, an extension of symmetric informationally complete positive operator-valued measures (SIC-POVM), viz. symmetric complete measurements (SCM), is proposed, and employed to reconstruct the quantum state analytically.

1 Introduction

Since Einstein, Podolsky and Rosen questioned the completeness of quantum mechanics [1], the enigmatic correlation between far apart quantum systems arouses more and more attentions with the time going. People now realize that there are several different types of nonclassical correlation, such as quantum entanglement [2, 3], Bell nonlocality [4],
quantum steering [5] and so on. These correlations are normally associated with certain entangled states, and to ascertain the entanglement tends to be an NP-hard issue with the increase of dimension, even for the bipartite system [6].

In recent years, many methods were proposed to distinguish the entangled states from the unentangled states [2, 3]. Nevertheless, these methods are either hard to operate, like positive map theory [7], or satisfy only one of the necessary and sufficient conditions for entanglement. It should be noted that the positive partial transpose (PPT) criterion [8] is necessary and sufficient just for systems $2 \times 2$ and $2 \times 3$ [7]. For high dimensional systems, the PPT entangled states [9, 10] may result in the bound entanglement problem [11]. To capture these “weaker” PPT entangled states, some new criteria have been proposed. We know that the uncertainty relation is closely related to the entanglement [12] and especially the method by means of it (named local uncertainty relation criterion, LUR) is effective for the detection of some PPT entangled states [13]. More generally, entanglement can be uncovered by a concave-function uncertainty relation [14]. In addition, it is proved that covariance matrix criterion is equivalent to a LUR criterion [15, 16]. Quantum Fisher information (QFI) has also been employed to detect the entanglement, which complements the criterion based on variance and LUR [17]. The computable cross norm or realignment (CCNR) criterion [18, 19] is also an effective way of detecting PPT entangled states. However, it is not a necessary and sufficient condition, even for 2-qubit system [20]. Furthermore, the correlation matrix criteria based on Bloch representation provides as well a class of effective methods [21, 22]. Recently, a entanglement criterion based on SIC-POVM is proposed [23], which may outperform the CCNR in some cases.

In comparison with the bipartite system, multipartite entanglement encounters more challenges due to the complexity of multipartite system. It is realized that the bipartite methods implies somehow the detection of the multipartite entanglement, and in fact
various multipartite criteria have been successfully developed, such as the genuine multipartite entanglement criterion [24], quantum Fisher information method for multipartite system [25–29], correlation tensor criteria [30, 31] and so on [32–36]. Very recently, we notice that a necessary and sufficient criterion for $N$-qubit system is given [37]. More detailed progresses about entanglement criteria can be found in reviews [2, 3].

Though Schrödinger proposed the concept of steering as early as 1935 [38, 39], people pay less attention to it until Wiseman et al. [40] formulated the definition in 2007. Quantum steering is an intermediate quantum correlation between quantum entanglement and Bell nonlocality [40]. Recently, many steering criteria have been developed, similar to entanglement detection, such as criteria via various uncertainty relations [41–45] and so on (see e.g. recent review [5]). Notice, the phenomenon of quantum steering has been explicitly displayed by a series of miraculous experiments [46–50].

In attempt to detect quantum correlations, such as quantum entanglement and steering, one needs first to determine a group of observables or measurements. The CCNR and ESIC criteria belong to the orthogonal measurement (OM) and SIC-POVM measurement, respectively. In fact, generally, one can employ arbitrary measurement to set up a nonlocal correlation criteron, in which each observable can be aligned along arbitrary direction on the Poincaré sphere. In this work, we are about to propose a general method to obtain entanglement and steering criteria for the arbitrary measurement. To this end, a concept of the measurement orbit will be introduced, which exhibits explicitly the entanglement and steering detection. We will prove the equivalence of correlation matrix criteria and optimal entanglement witness which can be found in the measurement orbit. In addition, it is demonstrated that the measurements lying in the same measurement orbit possess a common variance uncertainty relation, which results in the optimal LUR criterion in the measurement orbit.
This paper is organized as follows. In section 2 and 3, we develop some necessary
concepts and tools for the establishment of entanglement and steering criteria. In section
4, we give out a general variance uncertainty relation in summation belonging to the
whole measurement orbit $O(X)$ of arbitrary measurement $X$ and introduce a class of
measurement SCM for the qudit system. In section 5, entanglement and steering criteria
are obtained for arbitrary measurement. The last section is devoted to a brief conclusion.

2 Quantum observables and representation

Generally, physical observables are described as Hermitian operators in quantum mechan-
ics. For qubit system, it is convenient, for instance, to parametrize traceless operators by
unit vectors on the Poincaré sphere, i.e., $X = \vec{n} \cdot \vec{\sigma}$, where $\vec{\sigma}$ is the vector with components
of Pauli matrices; $\vec{n}$ is the unit vector in Euclidean space of dimension 3. Similarly, for
qudit system, an arbitrary observable $X$ can be parametrized as

$$X = \vec{n} \cdot \Pi = n_0 \Pi_0 + \hat{n} \cdot \vec{\pi},$$

where $\Pi_0 = \sqrt{\frac{2}{d}} 1$ and $\{\Pi_\mu = \pi_\mu\}_{\mu=1}^{d^2-1}$ is orthogonal basis of $su(d)$ Lie algebra, satisfying
the following relations:

$$\pi_\mu = \pi_\mu^\dagger, \quad \text{Tr}[\pi_\mu] = 0,$$

$$\pi_\mu \pi_\nu = \frac{2}{d} \delta_{\mu\nu} 1 + \sum_\gamma (i f_{\mu\nu\gamma} + g_{\mu\nu\gamma}) \pi_\gamma,$$

with $g_{\mu\nu\gamma}$ and $f_{\mu\nu\gamma}$ the completely symmetric and antisymmetry tensors respectively. It
is easy to check that $\{\Pi_\mu\}_{\mu=0}^{d^2-1}$ satisfies the following orthogonal relation

$$\text{Tr}[\Pi_\mu \Pi_\nu] = 2 \delta_{\mu\nu}.$$

Obviously, $\vec{n}$ is a real $d^2$-dimensional vector which origins from the hermiticity of observ-
able $X$ and the first component $n_0$ of $\vec{n}$ gives the trace of $X$, that is, $\text{Tr}[X] = \sqrt{2d} n_0$. 
According to above, an observable can be decomposed into two parts, with trace and without trace, of which the traceless one constitutes a sphere with radius $\alpha$ in $(d^2 - 1)$-dimensional space. When we only consider the traceless observables, the sphere can be viewed as a generalized Poincaré sphere of qubit system.

Eq. (1) establishes a relation between real vector $\vec{n}$ and observable $X$, that means an operation may map to a real vector. Correspondingly, we can define a measurement set $\mathcal{M}_m$:

$$\mathcal{M}_m := \{X = (X_1, \cdots, X_m)^T | X_\mu = X^\dagger_\mu \} ,$$

(4)

where the measurement $X$ means a group of operators $X_1, X_2, \cdots, X_m$.

A measurement is termed homogeneous if it is traceless, its components possess the same length $|\hat{n}| = \sqrt{\sum_{i=1}^{d^2-1} n_i^2} = \alpha$. Accordingly, we have

$$\text{Tr}[X^2] = 2|\vec{n}|^2 = 2\alpha^2 + \frac{1}{d}\text{Tr}^2[X] .$$

(5)

Therefore, a homogeneous measurement corresponds to $m$ real vectors $\hat{n}_i$ of dimension $(d^2 - 1)$ with $|\hat{n}_i| = \alpha$, i.e.,

$$X \rightarrow \text{CP} := \left(\hat{n}_1, \hat{n}_2, \cdots, \hat{n}_m\right) .$$

(6)

Here, the ends of vectors $\hat{n}_1, \hat{n}_2, \cdots, \hat{n}_m$ can be viewed as vertexes of a convex polytope(CP) in $(d^2 - 1)$-dimensional space, which implies a measurement set is linked with a convex polytope. We then have:

**Proposition 1.** A traceless homogeneous measurement $X$ corresponds to a convex polytope in $(d^2 - 1)$-dimensional space.

Moreover, we define the orbit of measurement set $\mathcal{M}_m$ under orthogonal group $O(m)$ as

$$\mathcal{O}(X) := \{OX | O \in O(m)\} , \forall X \in \mathcal{M}_m ,$$

(7)
which partitions \( \mathcal{M}_m \) to disjoint equivalence classes under the action of \( O(m) \) \[51\]. According to the definition, two measurements are equivalent if \( Y = OX \), or in other words they lie in the same orbit.

3 Representation of quantum state

Based on the discussion in preceding section we now attempt to characterize a quantum state by measurement \( X \). Similar to observable, a quantum state, in terms of density matrix can be parameterized as

\[
\rho = \frac{1}{2} \vec{r} \cdot \Pi = \frac{1}{d} \mathbb{1} + \frac{1}{2} \hat{r} \cdot \vec{I}.
\] (8)

Here, \( r_0 = \sqrt{2/d} \) and \( |\vec{r}| \leq \sqrt{2} \) due to the normalization and the positive semidefiniteness of \( \rho \), respectively. \( \hat{r} \) is usually referred as the Bloch vector of quantum state \( \rho \) in the literature. In light of quantum mechanics, the expectation of observable \( X_\mu \) reads

\[
\langle X_\mu \rangle = \text{Tr} [\rho X_\mu] = \vec{n}_\mu \cdot \vec{r}.
\] (9)

Therefore, a given quantum state can be characterized by the real vector stemming from the measurement \( X \):

\[
\vec{x} := (\langle X_1 \rangle, \langle X_2 \rangle, \cdots)^T,
\] (10)

which inspires us to define a convex set of \( \mathcal{B}(X) \) to characterize a set of quantum states illustrated in Fig. 1.

**Definition 1.** Given a measurement \( X \), one can establish a mapping from density matrix \( \rho \) to \( m \)-dimensional real vector \( \vec{x} \), \( \rho \mapsto \langle X_\mu \rangle = \text{Tr} [\rho X_\mu] \mapsto \vec{x} \). The \( \mathcal{B}(X) \) is employed to signify the set of various \( \vec{x} \), i.e. \( \mathcal{B}(X) = \{ \vec{x} | \langle X_\mu \rangle = \text{Tr} [\rho X_\mu], \forall \rho \} \).
Figure 1: Representation of quantum state under measurement $X$. Every quantum state maps to a real vectors $\bar{x}$, whose set is denoted as $\mathcal{B}(X)$. The boundary of $\mathcal{B}(X)$ corresponds to the pure states with the mixed states inside. If measurements $X$ and $Y$ lie in the same orbit, $\mathcal{B}(X)$ and $\mathcal{B}(Y)$ are equivalent up to a rotation.

From the above definition, one can readily find $\mathcal{B}(X)$ possessing the following properties (see Appendix A for proof).

**Proposition 2.** $\mathcal{B}(X)$ is a bounded closed convex set; $\mathcal{B}(X)$ is a convex hull consisting of vectors $\bar{x}$ corresponding to pure states, that is, $\mathcal{B}(X) = \text{conv}(\{\bar{x}|x_\mu = \text{Tr}[\rho X_\mu], \rho^2 = \rho, \forall \rho\});\ \forall X \in \mathcal{M}_m$, measurements lying in the same orbit $\mathcal{O}(X)$ have a common $\mathcal{B}(X)$ up to a rotation in $m$-dimensional space.

Generally, in order to expand a vector in $d$-dimensional space, we need at least $d$ linearly independent vectors. In this sense, one can expand the density matrix by measurement $X$

$$\rho = \sum_\mu \omega_\mu X_\mu .$$

(11)

Here, $\text{dim span} \{X_\mu\}_{\mu=1}^m = d^2$ and the coefficients $\omega_\mu$ will not be unique in case $m > d^2$. If density matrix can be constructed from measurement $X$, the coefficient $\omega_\mu$ can then be expressed in linear combination of $x_\mu = \text{Tr}[\rho X_\mu]$, which is related to the Gram matrix

$$\Omega_{\mu\nu} := \text{Tr}[X_\mu X_\nu] .$$

(12)
$\Omega$ is generally positive semidefinite and will be positive definite when \{\(X_{\mu}\)\} are linearly independent \[52\]. Because \(x_{\mu} = \sum_{\nu} \omega_{\nu} \text{Tr}[X_{\mu} X_{\nu}] = \sum_{\nu} \Omega_{\mu \nu} \omega_{\nu}\), we can condense it to
\[
\vec{x} = \Omega \vec{\omega}. \tag{13}
\]
Given a measurement \(X\), Eq. (13) is a set of linear equations with respect to \(\omega_{\mu}\), whose general solution can be obtained through the Moore-Penrose inverse \(\Omega^{-}\) \[53, 54\]
\[
\vec{\omega} = \Omega^{-} \vec{x} + (1 - \Omega^{-} \Omega) \vec{x}_0 \tag{14}
\]
with \(\vec{x}_0\) an arbitrary vector. By dint of the properties of the Moore-Penrose inverse, we may have the following relation (see Appendix B for proof)
\[
\text{Tr}[\rho^2] = \vec{\omega}^T \Omega \vec{\omega} = \vec{x}^T \Omega^{-} \vec{x}, \tag{15}
\]
which is irrelevant with the vector \(\vec{x}_0\). Since \(\Omega^{-}\) is a real symmetric matrix, it can be diagonalized by some orthogonal matrix \(O\). Then, we have
\[
\text{Tr}[\rho^2] = \sum_{\mu} \lambda_{\mu} x_{\mu}^2. \tag{16}
\]
Here, \(\vec{x}' = O \vec{x}\) and \(O \Omega^{-} O^T = \text{diag}\{\lambda_1, \lambda_2, \cdots, \lambda_{d^2}\}\). Hence, for linearly independent measurement \{\(X_{\mu}\), \(B(X)\)\} satisfies constraint
\[
\frac{\text{Tr}[\rho^2]}{\lambda_{\text{max}}} \leq |\vec{x}|^2 \leq \frac{\text{Tr}[\rho^2]}{\lambda_{\text{min}}}. \tag{17}
\]
Here, \(\lambda_{\text{max}}\) and \(\lambda_{\text{min}}\) are maxima and minima of \{\(\lambda_1, \lambda_2, \cdots, \lambda_{d^2}\)\}, respectively; and \(\lambda_i > 0\) due to the positive definiteness of \(\Omega^{-1}\).

4 Complete measurements and uncertainty relation

With the preceding discussion, we now come to the issue of uncertainty relation for arbitrary measurement \(X\) in form of variance summation.

\[1\]If \(X_{\mu}\) are linearly independent, then \(\Omega\) will be invertible and \(\Omega^{-} = \Omega^{-1}\).
The variance of observable $X$ on the quantum state $\rho$ is given by

$$V(\rho, X) = \text{Tr}[\rho X^2] - \text{Tr}[\rho X]^2.$$  \hfill (18)

We can therefore describe the uncertainty of a measurement $X$ by

$$V(\rho, X) := \sum_{\mu} V(\rho, X_\mu).$$  \hfill (19)

One may readily find the following properties for $V(\rho, X)$ (see Appendix C for proof).

**Proposition 3.**

1. Variance of observable $X$ is independent of its trace, i.e.

$$V(\rho, X = \hat{n} \cdot \Pi) = V(\rho, X = \hat{n} \cdot \bar{\pi}).$$  \hfill (20)

2. The quantity $V(\rho, X)$ is an invariant of the measurement orbit $\mathcal{O}(X), \forall X \in \mathcal{M}_m$.

3. Additivity of $V(\rho, X)$ exists for product states:

$$V \left( \bigotimes_i \rho^{(i)}, \sum_i X^{(i)} \right) = \sum_i V(\rho^{(i)}, X^{(i)}).$$  \hfill (21)

Here, $X^{(i)}$ stands for the $i$'th subsystem of a comprehensive measurement.

4. The quantity $V(\rho, X)$ is a concave function of the convex set of density matrices, i.e.

$$V \left( \sum_i p_i \rho_i, X \right) \geq \sum_i p_i V(\rho_i, X)$$  \hfill (22)

with $p_i$ the probability of state being the $\rho_i$.

For an arbitrary measurement $X$, one can calculate $\sum_{\mu} X_\mu^2$ as per Eq. (1):

$$\sum_{\mu=1}^{m} X_\mu^2 = \frac{m h^2}{d^2} \mathbf{1} + \frac{2h}{d} \sum_\mu \hat{n}_\mu \cdot \bar{\pi} + C'.$$  \hfill (23)

Here, $\text{Tr}[X_\mu] = h$, $C' = \sum_\mu (\hat{n}_\mu \cdot \bar{\pi})^2 = \sum_{k,l} N_{kl} \bar{\pi}_k \bar{\pi}_l$ and $N = \sum_\mu \hat{n}_\mu \hat{n}_\mu^T$. The first term is a constant matrix, the last two terms rely on the structure of the measurement convex
polytope. $C'$ is a homogeneous polynomial of generators $\pi_\mu$, which is just the quadratic Casimir operator of $\mathfrak{su}(d)$ Lie algebra. According to Proposition 3, for $\mathcal{V}(\rho, X)$ we only need to consider the traceless measurement $X$, i.e. $h = 0$, and

$$\mathcal{V}(\rho, X) = \langle C' \rangle - |\vec{x}|^2.$$  

(24)

Hence, $\mathcal{V}(\rho, X)$ is a measurement orbit invariant. Note, Eq. (24) holds for the whole measurement orbit $\mathcal{O}(X)$.

The above discussion may be summarized as the following theorem:

**Theorem 1.** Given a measurement $X$, all measurements in the same measurement orbit satisfy a common state-independent uncertainty relation

$$\mathcal{V}(\rho, X) \geq S, \ S = \min_\rho (\langle C' \rangle - |\vec{x}|^2).$$  

(25)

Here, $C' = \sum_{k,l} N_{kl} \pi_k \pi_l$, $N = \sum_\mu \hat{n}_\mu \hat{n}_\mu^T$ and $x_\mu = \text{Tr}[\rho X_\mu]$.

Furthermore, the bound $S$ can be written as $S = \min_\rho (\langle C' \rangle - \max_{\vec{x} \in \mathcal{B}(X)} |\vec{x}|^2)$. For qubit system, one can choose Pauli matrices $\vec{\sigma}$ as Lie algebra base, $C' = \sum_\mu (\hat{n}_\mu \cdot \vec{\sigma})^2 = \sum_\mu |\hat{n}_\mu|^2 \mathbf{1}$.

**Corollary 1.** For qubit system, given that a traceless homogeneous measurement $X$, then all the measurements lying in its measurement orbit have the common state-independent uncertainty relation

$$\mathcal{V}(\rho, X) \geq S, \ S = m \alpha^2 - \max_{\vec{x} \in \mathcal{B}(X)} |\vec{x}|^2.$$  

(26)

Here, $\alpha = |\hat{n}_\mu|$ and $m$ is the component number of measurement $X$ or the vertex number of the measurement convex polytope.

Because of $x_\mu = \text{Tr}[\rho X_\mu] = \hat{n}_\mu \cdot \hat{r}$, then we have

$$\max_{\vec{x} \in \mathcal{B}(X)} |\vec{x}|^2 = \max_\vec{r} \sum_\mu (\hat{n}_\mu \cdot \hat{r})^2.$$  

(27)
Here, \( \hat{r} \) is Bloch vector. Because the Bloch space of qubit system is a 3-dimensional unit sphere, it is ready to calculate Eq. (27). Consider a dichotomy measurement \( (\hat{n}_1, \hat{n}_2) \), which has a angle \( \theta \) between its components, we have

\[
S = 2 - \max_{\hat{r}}( (\hat{n}_1 \cdot \hat{r})^2 + (\hat{n}_2 \cdot \hat{r})^2 )
\]

with \( |\hat{n}_1| = |\hat{n}_2| = \alpha = 1 \). Without loss of generality, one can fix measurement in \( x-y \) plane and take \( \hat{n}_1 = (1, 0, 0)^T, \hat{n}_2 = (\cos \theta, \sin \theta, 0)^T \). It is enough to only consider Bloch vector in \( x-y \) plane and one can take \( \hat{r} = (\cos \delta, \sin \delta, 0)^T \), then

\[
S = 2 - \max_{\delta}(\cos^2 \delta + \cos^2(\delta - \theta))
\]

\[
= 1 - |\cos \theta| .
\]

It can be proved that the extreme value can be achieved in \( \delta = \frac{\theta}{2} + n\pi, \theta \in [0, \pi/2] \) and \( \delta = \frac{\pi - \theta}{2} + n\pi, \delta \in [\pi/2, \pi] \) respectively. Thus, for qubit system, a dichotomy measurement with a angle \( \theta \) between its components satisfies the state-independent uncertainty relation

\[
\mathcal{V}(\rho, \mathbf{X}) \geq 1 - |\cos \theta|,
\]

which reproduces the result of Ref. [55]. It is worth noting that the variance summation uncertainty relation has a well-defined state-independent bound \( S \), which still holds in mixed form [56, 57]. However, we can demonstrate there is no state-independent bound in variance product situation. Taking qubit system as an example, according to Robertson uncertainty relation [58], a dichotomy measurement with angle \( \theta \) between its components satisfies uncertainty relation

\[
V(\rho, X_1)V(\rho, X_2) \geq \left| \frac{1}{2} \langle [X_1, X_2] \rangle \right|^2 .
\]

Under the Bloch representation, the commutator between two observables can be expressed as

\[
[X_1, X_2] = 2i(\hat{n}_1 \times \hat{n}_2) \cdot \vec{\sigma} .
\]
Here, we make use of the commutation relation $[\sigma_\mu, \sigma_\nu] = 2i \sum_\gamma \epsilon_{\mu\nu\gamma} \sigma_\gamma$ and $\epsilon_{\mu\nu\gamma}$ signifies the 3-order completely antisymmetric tensor. Thus, we have

$$|\langle[X_1, X_2]\rangle| = 4|\hat{n}_1 \times \hat{n}_2) \cdot \hat{r}|.$$  \hspace{1cm} (34)

Uncertainty relation Eq. (32) can be reformulated as Bloch form

$$V(\rho, X_1)V(\rho, X_2) \geq 4|\hat{n}_1 \times \hat{n}_2) \cdot \hat{r}|^2.$$  \hspace{1cm} (35)

Obviously if Bloch vector $\hat{r}$ lies in the plane of $\hat{n}_1, \hat{n}_2$, the right hand side is identically zero, and the left-hand side hence has no nontrivial state-independent bound.

Furthermore, considering anticommutator relation $\{\sigma_\mu, \sigma_\nu\} = 2\delta_{\mu\nu}\mathbb{1}$ and hence $\langle\{X_1, X_2\}\rangle = 2\hat{n}_1 \cdot \hat{n}_2$, the Schrödinger type uncertainty relation [59]

$$V(\rho, X_1)V(\rho, X_2) \geq \frac{1}{2} \left|\langle[X_1, X_2]\rangle\right|^2 + \frac{1}{2} \left|\langle\{X_1, X_2\}\rangle - \langle X_1\rangle\langle X_2\rangle\right|^2$$  \hspace{1cm} (36)

can then be expressed as

$$V(\rho, X_1)V(\rho, X_2) \geq 4|\hat{n}_1 \times \hat{n}_2) \cdot \hat{r}|^2 + |\hat{n}_1 \cdot \hat{n}_2) - (\hat{n}_1 \cdot \hat{r})(\hat{n}_2 \cdot \hat{r})|^2.$$  \hspace{1cm} (37)

If Bloch vector $\hat{r}$ is perpendicular to the plane of measurement $\hat{n}_1, \hat{n}_2$, then

$$V(\rho, X_1)V(\rho, X_2) \geq 1 + 3\sin^2 \theta.$$  \hspace{1cm} (38)

And if Bloch vector $\hat{r}$ is in the plane of the measurement, without loss of generality, one can fix measurement in $x - y$ plane and take $\hat{n}_1 = (1, 0, 0)^T, \hat{n}_2 = (\cos \theta, \sin \theta, 0)^T$ and Bloch vector $\hat{r} = (\cos \delta, \sin \delta, 0)^T$, then

$$V(\rho, X_1)V(\rho, X_2) \geq \left|\cos \theta - \cos \delta \cos(\delta - \theta)\right|^2$$  \hspace{1cm} (39)

If $\delta = \theta$, the right hand side still vanishes identically. It is concluded that the variance product uncertainty relation has no nontrivial state-independent bound.
Generally, for a qudit system, it is not readily to obtain $S$. $C'$ depends on structure of the measurement convex polytope. The highly symmetrical measurement will definitely simplify calculations. For the simplest case, the measurement convex polytope just is a regular $(d^2 - 1)$-simplex. Thus, we define the following measurement.

**Definition 2.** For a $d$-dimensional quantum system, there always exist the following symmetrical complete measurement (SCM)

$$\{X_\mu = \vec{n}_\mu \cdot \Pi | \cos \langle \hat{n}_\mu, \hat{n}_\nu \rangle = \frac{-1}{d^2 - 1}, \mu \neq \nu \}_{\mu=1}^{d^2} ,$$  \hspace{1cm} (40)

where $\text{Tr}[X_\mu] = h, |\hat{n}_\mu| = \alpha$ and $\{\hat{n}_\mu\}$ constitutes a regular $(d^2 - 1)$-simplex geometrically.

Obviously, the symmetric informationally complete positive operator-valued measures (SIC-POVM) [60, 61] is a special case of SCM. Based on above definition, one can conclude the following properties of SCM (see Appendix D for proof).

**Proposition 4.** Elements of SCM satisfy the following properties

$$\sum_{\mu=1}^{d^2} X_\mu = dh\mathbb{1} , \quad \sum_{\mu=1}^{d^2} X_\mu^2 = (h^2 + 2d\alpha^2)\mathbb{1} ,$$

$$\text{Tr}[X_\mu X_\nu] = \frac{h^2}{d} + \frac{2\alpha^2 (d^2 \delta_{\mu\nu} - 1)}{d^2 - 1} .$$  \hspace{1cm} (41)

And if $\alpha^2 = \frac{d - 1}{2d^2}, h = \frac{1}{d}$ and $X_\mu \geq 0$, SCM will be an SIC-POVM.

Due to the symmetry of SCM, we can reconstruct quantum state by SCM and calculate $|\vec{x}|^2$ analytically, which are given in the following theorem (see Appendix E for proof).

**Theorem 2.** Quantum state $\rho$ can be reconstructed as by an SCM

$$\rho = \frac{d^2 - 1}{2d^2 \alpha^2} \sum_{\mu} x_\mu X_\mu + \left( \frac{1}{d} - \frac{h^2(d^2 - 1)}{2d^2 \alpha^2} \right) \mathbb{1} ,$$  \hspace{1cm} (43)
where \( x_\mu = \text{Tr}[\rho X_\mu] \) and \( \alpha, h > 0 \). And the bound of \( \mathcal{B}(X) \) is related to the purity \( \text{Tr}[\rho^2] \) of quantum state

\[
|\vec{a}|^2 = \frac{2d\alpha^2 (d\text{Tr}[\rho^2] - 1)}{d^2 - 1} + h^2 . \tag{44}
\]

Here, \( \alpha > 0, h \geq 0 \).

Simultaneously, we reach the following uncertainty relation equality for SCM.

**Corollary 2.** SCM measurement satisfies uncertainty relation equality

\[
\mathcal{V}(\rho, X) = \frac{2d^2 (d - \text{Tr}[\rho^2])}{d^2 - 1} \alpha^2 . \tag{45}
\]

Here, \( d \) denotes the dimension of Hilbert space.

The parameter \( \alpha \) is not essential and we can take \( \alpha = 1 \). Eq. (45) stems from the structure of SCM. Considering that the purity \( 1/d \leq \text{Tr}[\rho^2] \leq 1 \), the state-independent uncertainty relation follows

\[
\frac{2d^2}{d + 1} \leq \mathcal{V}(\rho, X) \leq 2d . \tag{46}
\]

5 Quantum entanglement and steering detection

5.1 Entanglement detection

Next, we discuss the entanglement detection in bipartite quantum system equipped with those concepts and tools developed in above sections. A bipartite state \( \rho \), lies in Hilbert space \( H_A \otimes H_B \), is entangled if it cannot be decomposed into [62]

\[
\rho = \sum_k p_k |\psi_k\rangle \langle \psi_k| \otimes |\phi_k\rangle \langle \phi_k| . \tag{47}
\]
Here, $|\psi_k\rangle \in H_A$, $|\phi_k\rangle \in H_B$ and $\sum_k p_k = 1, p_k > 0$. Consider arbitrary measurements $X^A$ and $X^B$ on systems A and B respectively, one may define the following correlation matrices

$$C_{\mu\nu} := \langle X^A_\mu \otimes X^B_\nu \rangle,$$  \hspace{1cm} (48) 

$$\gamma_{\mu\nu} := \langle X^A_\mu \rangle \langle X^B_\nu \rangle - C_{\mu\nu}.$$

Here, $\langle X^A_\mu \rangle = \text{Tr}[\rho_A X^A_\mu]$, and the reduced density matrix $\rho_A = \text{Tr}_B[\rho]$, similarly for $B$. In general, one can expand a bipartite density matrix by $\Pi_\mu \otimes \Pi_\nu$, i.e.,

$$\rho = \frac{1}{4} \sum_{\mu\nu} \chi_{\mu\nu} \Pi_\mu \otimes \Pi_\nu.$$ \hspace{1cm} (50)

Here, the coefficient matrix $\chi_{\mu\nu} = \text{Tr}[\rho (\Pi_\mu \otimes \Pi_\nu)]$ with $\chi_{00} = \frac{2}{d}$ due to $\text{Tr}[\rho] = 1$, which characterizes the bipartite quantum state. $C$ and $\gamma$ imply the correlation information of the quantum state corresponding to the implemented measurements. It is found that $C, \gamma$ and $\chi$ satisfy the following relationship (see Appendix F for proof)

$$C = M_A^T \chi M_B,$$ \hspace{1cm} (51) 

$$\gamma = M_A^T (\chi' - \chi) M_B.$$ \hspace{1cm} (52)

Here, $M_A = (\vec{n}_1^A, \vec{n}_2^A, \cdots, \vec{n}_m^A)$, $M_B = (\vec{n}_1^B, \vec{n}_2^B, \cdots, \vec{n}_m^B)$ correspond to the implemented measurements in the two subsystems respectively and $\chi'_{\mu\nu} = \text{Tr}[(\rho_A \otimes \rho_B)(\Pi_\mu \otimes \Pi_\nu)] = \frac{d}{2} \chi_{\mu0} \chi_{0\nu}$. This relationship can be generalized to $N$-partite system

$$C_{\mu_1\mu_2\cdots\mu_N} = \sum_{\nu_1\nu_2\cdots\nu_N} \prod_{i=1}^{N} \vec{n}_{\mu_i\nu_i}^{(i)} \chi_{\nu_1\nu_2\cdots\nu_N},$$ \hspace{1cm} (53)

where $C$ and $\chi$ are $N$ order tensor and $\vec{n}_{\mu_i}^{(i)}$ are measurements corresponding to $i$'th subsystem and similarly for $\gamma$. Furthermore, it is found that the trace norm of the correlation matrices $C, \gamma$ are invariant in the measurement orbit (seeing Appendix G for proof).
Observation 1. $\|C\|_{tr}$ and $\|\gamma\|_{tr}$ are measurement orbit invariants, where $\|X\|_{tr}$ denotes trace norm i.e., the sum of singular values of matrix $X$.

In Section 2, we established a map between quantum state and a bounded closed convex set $B(X)$, which implies a separable criterion for the arbitrary measurements (see Appendix H for proof).

Theorem 3. For arbitrary measurements $X^A$ and $X^B$, the correlation matrix $C$ of the separable states satisfies

$$\|C\|_{tr} \leq \kappa,$$

otherwise it is an entangled state. Here, $\kappa = \kappa_A \kappa_B$ and $\kappa_A = \max_{\vec{x}^A \in B(X^A)} |\vec{x}^A|, \kappa_B = \max_{\vec{x}^B \in B(X^B)} |\vec{x}^B|$.

Considering that Observation 1 and Proposition 2, any pairs of measurements in the same measurement orbit leads to the same criteria, which is general result of Proposition 3 in Ref. [23]. In the Tables 1 and 2, we list the value $\max_{\vec{x} \in B(X)} |\vec{x}|$ for SCM and some measurements occurred in the references, which recovers separability criteria in these references and derives new separability criteria based on SCM.

Corollary 3. For measurement SCM, the correlation matrix $C$ of the separable states satisfies

$$\|C\|_{tr} \leq \frac{2d\alpha^2}{d+1} + h^2,$$

and if $\alpha^2 = \frac{d-1}{2d}, h = \frac{1}{d}$, ESIC criterion [23] can be obtained.

Theorem 3 also implies how to construct entanglement witness $W$ [3, 63] for arbitrary measurements $X^A$ and $X^B$. The following matrix is an entanglement witness

$$W = \kappa I - \sum_{\mu} X^A_\mu \otimes X^B_\mu.$$
Table 1: The values \( \max_{\vec{x} \in B(\mathbf{x})} |\vec{x}| \) of four classes of measurements. Measurement \( \{ \frac{h}{\sqrt{d}}, \frac{\pi}{\sqrt{2}} \} \) corresponds to result in Ref. [64] and the orthogonal measurement (OM) \( \{ X_\mu | \text{Tr}[X_\mu X_\nu] = \delta_{\mu \nu} \} \) corresponds to the well-known CCNR criterion [18, 20] and measurement \( \{ \pi_\mu \} \) recovers de Vicente’s correlation matrix criterion [21].

| Measurement | SCM \( \{ \frac{h}{\sqrt{d}}, \frac{\pi}{\sqrt{2}} \} \) | \( \{ \pi_\mu \} \) | OM |
|-------------|--------------------------------|-----------------|-----|
| \( \max_{\vec{x} \in B(\mathbf{x})} |\vec{x}| \) | \( \sqrt{\frac{2d\alpha^2}{d+1} + \frac{h^2}{d}} \) | \( \sqrt{\frac{d-1+h^2}{d}} \) | \( \sqrt{\frac{2(d-1)}{d}} \) | 1 |

Table 2: SIC-POVM as a special case of SCM. If \( \alpha^2 = \frac{d-1}{2d^2}, h = \frac{1}{d} \), we recover the separability criteria in Ref. [23] and this criterion is independent on the existence of SIC-POVM which agrees with Ref. [64].

| SCM | \( \alpha^2 = \frac{d-1}{2d^2}, h = \frac{1}{d} \) | \( h = 0 \) |
|-----|---------------------------------|----------------|
| \( \max_{\vec{x} \in B(\mathbf{x})} |\vec{x}| \) | \( \sqrt{\frac{2}{d(d+1)}} \) | \( \sqrt{\frac{2d\alpha^2}{d+1}} \) |

And there exist an optimal entanglement witness in the measurement orbits \( O(X^A) \) and \( O(X^B) \)

\[
\mathcal{W}_O = \kappa \mathbb{1} - \sum_\mu \tilde{X}_\mu^A \otimes \tilde{X}_\mu^B. \tag{57}
\]

Here, \( \tilde{X}_\mu^A = (O^A)^T X^A, \tilde{X}_\mu^B = (O^B)^T X^B \) and \( O^A, O^B \) correspond to a singular value decomposition of \( C \), i.e. \( C = O^A \Sigma (O^B)^T \). The entanglement witness \( \mathcal{W}_O \) is equivalent to Theorem 3 (see Appendix I for proof). On the other hand, we notice that the sum of the diagonal elements of \( \gamma \) is related to the quantities \( \mathcal{V}(\rho, X^A + X^B) \), and \( \mathcal{V}(\rho_A, X^A), \mathcal{V}(\rho_B, X^B) \)

\[
2 \sum_\mu \gamma_{\mu \mu} = (\mathcal{V}(\rho_A, X^A) + \mathcal{V}(\rho_B, X^B)) - \mathcal{V}(\rho, X^A + X^B). \tag{58}
\]

Here, \( X^A + X^B \) is a measurement of bipartite, i.e. \( (X^A + X^B)_\mu = X^A_\mu \otimes 1 + 1 \otimes X^B_\mu \).

It is interesting that Eq. (58) is very similar to quantum mutual information [65] in form. More importantly, Eq. (58) implies a stronger separability condition. Via Proposition 3
and the concavity of variance, we have

$$\mathcal{V}(\rho_{\text{sep}}, \mathbf{X}^A + \mathbf{X}^B) \geq S_A + S_B.$$  \hfill (59)

Here, $S_A, S_B$ are the optimal bound of uncertainty relation of subsystems, that is,

$$S_A = \min_{\rho^A} \mathcal{V}(\rho^A, \mathbf{X}^A), \quad S_B = \min_{\rho^B} \mathcal{V}(\rho^B, \mathbf{X}^B).$$  \hfill (60)

Eq. (59) is called as local uncertainty relation (LUR) criterion [12, 66]. However, LUR criterion encounters obstacle of how to find the optimal measurement in practice [66], which is an uncomfortable shortage of that. From the perspective of the optimization, this optimization problem can be expressed as

$$\begin{align*}
\text{minimize} \quad & \mathcal{V}(\rho, \mathbf{X}^A + \mathbf{X}^B) - S_A - S_B \\
\text{subject to} \quad & \mathbf{X}^A \in \mathcal{M}_A^m, \quad \mathbf{X}^B \in \mathcal{M}_B^m.
\end{align*}$$  \hfill (61)

To detect entanglement of quantum state $\rho$, we should accomplish the exhaustive search for all the measurements. Nevertheless, it is not necessary to exhaust all the measurements but only all the measurement orbits due to invariance of $\mathcal{V}(\rho, \mathbf{X})$ in the measurement orbits. Thus we conclude the following more effective LUR criterion.

**Theorem 4.** For arbitrary measurements $\mathbf{X}^A$ and $\mathbf{X}^B$, the separable states satisfy the following local uncertainty relation

$$\min_{\mathbf{X}^A \in \mathcal{O}(\mathbf{X}^A), \mathbf{X}^B \in \mathcal{O}(\mathbf{X}^B)} \mathcal{V}(\rho, \mathbf{X}^A + \mathbf{X}^B) \geq S_A + S_B.$$  \hfill (62)

otherwise it is an entangled state. Here, $S_A, S_B$ are the optimal bound of uncertainty relation of subsystems, that is, $S_A = \min_{\rho^A} \mathcal{V}(\rho^A, \mathbf{X}^A), S_B = \min_{\rho^B} \mathcal{V}(\rho^B, \mathbf{X}^B)$.

Theorem 4 can be reformulated by correlation matrix $\gamma$. In light of Eq. (58) and the
Table 3: The values $S$ and $V(\rho, X)$ for the aforementioned measurements. If we take the orthogonal measurement $\{X_\mu | \text{Tr}[X_\mu X_\nu] = \delta_{\mu\nu}\}$, we have $\|\gamma\|_{\text{tr}} \leq \frac{2 - (\text{Tr}[\rho_A^2] + \text{Tr}[\rho_B^2])}{2}$ for separable states, which is Theorem 2 in Ref. [67].

| Measurement | SCM          | $\{\frac{h}{\sqrt{d}}, \frac{\pi}{\sqrt{2}}\}$ | OM     |
|-------------|--------------|-----------------------------------------------|--------|
| $S$         | $\frac{2d^2 \alpha^2}{d^2 + 1}$ | $d - 1$                                     | $d - 1$ |
| $V(\rho, X)$ | $\frac{2d^2 (d - \text{Tr}[\rho^2]) \alpha^2}{d^2 - 1}$ | $d - \text{Tr}[\rho^2]$ | $d - \text{Tr}[\rho^2]$ |

orbit invariance of $V(\rho, X)$, we have

$$
\min V(\rho, X_A + X_B) = \left(V(\rho_A, X_A) + V(\rho_B, X_B)\right) - 2 \max \sum_{\mu} \gamma_{\mu\mu} \tag{63}
$$

In the optimal case, we obtain a tidy result $\max \sum_{\mu} \gamma_{\mu\mu} = \|\gamma\|_{\text{tr}}$ (see Appendix J for proof). Thus, we conclude the following separability condition equivalent to Theorem 4.

**Theorem 5.** For arbitrary measurements $X_A$ and $X_B$, the correlation matrix $\gamma$ of the separable states satisfies

$$
\|\gamma\|_{\text{tr}} \leq \frac{\left(V(\rho_A, X_A) - S_A\right) + \left(V(\rho_B, X_B) - S_B\right)}{2} \tag{64}
$$

otherwise it is an entangled state.

Similar to Theorem 3, Theorem 5 leads to the same criteria in the same measurement orbit. In the Table 3, we list the values $S$ and $V(\rho, X)$ for the aforementioned measurements, which gives new separability criteria via Theorem 5. And then, we compare the relations between these criteria based on these three measurements. Since the separability is invariant under the SLOCC transformation [68, 69], we consider the normal form of bipartite state Eq. (50)

$$
\tilde{\rho} = \frac{1}{d^2} \mathbf{1} \otimes \mathbf{1} + \sum_{\mu\nu} \tilde{\chi}_{\mu\nu} \pi_{\mu} \otimes \pi_{\nu} \tag{65}
$$
The following corollaries give the relations between criteria based on Theorem 3 and Theorem 5 respectively (see Appendix K for proof).

**Corollary 4.** Under the normal form, the Theorem 3 gives the equivalent separability criteria for measurements SCM, \( \{ \frac{h}{\sqrt{d}}, \pi \} \) and \( \{ X_\mu | \text{Tr}[X_\mu X_\nu] = \delta_{\mu\nu} \} \)
\[ \| \tilde{\chi} \|_{tr} \leq \frac{2(d - 1)}{d}. \] (66)

**Corollary 5.** Theorem 5 gives the equivalent separability criteria for measurements SCM, \( \{ \frac{h}{\sqrt{d}}, \pi \} \) and \( \{ X_\mu | \text{Tr}[X_\mu X_\nu] = \delta_{\mu\nu} \} \)
\[ \| \chi' - \chi \|_{tr} \leq 2 - \text{Tr}[\rho_A^2] - \text{Tr}[\rho_B^2]. \] (67)

In Ref. [23], authors conjecture that ESIC criterion [23] is stronger than CCNR criterion [18, 20]. Corollary 4 shows that ESIC criterion is equivalent to CCNR criterion under the normal form. For illustrations, we calculate the entangled regions for Bell diagonal states \( \rho = \frac{1}{4}(1 \otimes 1 + \sum_\mu t_\mu \sigma_\mu \otimes \sigma_\mu) \) [70] by Corollary 4, i.e. \( |t_1| + |t_2| + |t_3| > 1 \), which is a necessary and sufficient condition. Thus, considering that SLOCC transformation, Corollary 4 is a necessary and sufficient condition of entanglement for 2-qubit system. Next, we compare Corollary 5 with the known criteria by 3 \times 3 Horodecki’s bound entangled states with the white noise
\[ \rho(t, p) = p\rho_H(t) + (1 - p)\frac{1}{9}. \] (68)
Here, \( \rho_H(t) \) is Horodecki’s bound entangled states [9]. Fig. 2 shows detection results of the three criteria (CCNR, ESIC, and Corollary 5). In this case, Corollary 5 detects the more entangled states.

### 5.2 Steering witness

In 2007, Wiseman et al. [40] formulated the concept of Schrödinger’s steering [38, 39], i.e. the quantum state \( \rho \) will be steerable (by Alice), if the joint probability distribution
Figure 2: Entanglement detection of Horodecki’s $3 \times 3$ bound entangled states with white noise $\rho(t, p)$. The orange dashdotted, blue dashed, and red solid curves are detection results of CCNR, ESIC, and Corollary 5 respectively. The light gray region denotes the entangled region. Corollary 5 detects the more entangled states.

$P(a, b|X^A, X^B; \rho)$ cannot be expressed as the following local hidden state model

$$P(a, b|X^A, X^B; \rho) = \sum_\xi \varphi(a|X^A, \xi) \text{Tr}[\Pi^B_b \rho_\xi] \varphi_\xi .$$

Equation (69)

Here, $\varphi(a|X^A, \xi)$ is any possible probability distribution of Alice and $\Pi^B_b$ is the projector on the Bob’s subspace associated to the measurement result $b$. $\varphi_\xi$ is a normalized distribution involving hidden variable $\xi$. Equivalently, the separable states Eq. (47) also can be defined by the following similar joint probability distribution

$$P(a, b|X^A, X^B; \rho) = \sum_\xi \text{Tr}[\Pi^A_a \rho^A_\xi] \text{Tr}[\Pi^B_b \rho^B_\xi] \varphi_\xi .$$

Equation (70)

Here, $\Pi^A_a$ is similar to $\Pi^B_b$ and $\rho^A_\xi = |\psi_\xi\rangle \langle \psi_\xi|, \rho^B_\xi = |\phi_\xi\rangle \langle \phi_\xi|$. Considering that the similarity between definitions of entanglement and steering, we can detect steering by similar methods. It is found that the entanglement criteria based on correlation matrices $\mathcal{C}$ and $\gamma$ can be generalized to detect quantum steering. We obtain the following steering
criterion based on correlation $C$ (see Appendix L for proof).

**Theorem 6.** For arbitrary measurements $X^A$ and $X^B$, the correlation matrix $C$ of the unsteerable states satisfies

$$\|C\|_{tr} \leq \kappa,$$

(71)

otherwise it is a steerable state (by Alice). Here, $\kappa = \kappa_A \kappa_B$, $\kappa_A = \min_{X^A \in O(X^A)} \sqrt{\sum_\mu \lambda_{\max}((X^A)^2)}$, $\kappa_B = \max_{\vec{x}^B \in B(X^B)} |\vec{x}^B|$ and $\lambda_{\max}(X)$ refers to the maximal eigenvalue of $X$.

For illustration, we calculate 2-qubit Werner states $\rho_W = p |\psi_s\rangle \langle \psi_s| + \frac{1-p}{4} 1$ and $|\psi_s\rangle$ is the singlet state. In case of two settings, i.e. $X^A = X^B = (\vec{n}_1 \cdot \vec{\sigma}, \vec{n}_2 \cdot \vec{\sigma})^T$ and the included angle $\langle \vec{n}_1, \vec{n}_2 \rangle = \delta$, we have $\kappa_A \leq \sqrt{2}, \kappa_B = \sqrt{2 + \sin 2\delta}$ and $\|C\|_{tr} = 2p$. Thus, Werner states are steerable (by Alice) if $p > \sqrt{1 + \sin 2\delta/2}$ and when $\delta = 3\pi/4$, we can detect the most steerable states $p > 1/\sqrt{2}$ in this scenario which agrees with the result in Ref. [46]. For orthogonal measurement $X^A = X^B = (\frac{1}{\sqrt{2}}, \frac{\sigma_x}{\sqrt{2}}, \frac{\sigma_y}{\sqrt{2}}, \frac{\sigma_z}{\sqrt{2}})^T$, we have $\kappa_A \leq \sqrt{2}, \kappa_B = 1$ and $\|C\|_{tr} = (3p+1)/2$, which shows that Werner states are steerable (by Alice) if $p > (2\sqrt{2} - 1)/3$. In Ref. [40, 45], authors show that Werner states are steerable iff $p > 1/2$ with infinite settings. It is possible to detect the more steerable states if we employ the more observables. Our method provides alternative simple method for steering witness.

And then, we give the steering criteria based on the correlation matrix $\gamma$ and LUR. Via Eq. (69) and the concavity of the variance, it is readily to reach the following inequality of the joint observable $X^A + X^B$ for the unsteerable state $\rho_{ns}$

$$V(\rho_{ns}, X^A + X^B) \geq \sum_{\xi} \phi_{\xi} \left[ V(\phi(a|X^A, \xi)) + V(\rho_{\xi}, X^B) \right],$$

(72)

where $V(\phi(a|X^A, \xi))$ is the variance of distribution $\phi(a|X^A, \xi)$. Immediately, for arbitrary
measurements $X^A$ and $X^B$, we have

$$\mathcal{V}(\rho_{ns}, X^A + X^B) \geq \sum_{\xi} \varphi_{\xi} \left[ \sum_{\mu} V(\varphi(a_{\mu}|X^A_\mu, \xi)) + V(\rho_{\xi}, X^B) \right].$$

(73)

Here, $\{a_{\mu}\}$ are eigenvalues of $X^A_\mu$. Since Alice’s site can design any possible probability distribution, the incompatibility of the measurement $X^A$ can reach zero i.e.,

$$\sum_{\mu} V(\varphi(a|X^A_\mu, \xi)) = 0.$$ Thus, we have

$$\mathcal{V}(\rho_{ns}, X^A + X^B) \geq S_B.$$ (74)

Thus, we recover the steering criterion based on LUR in Ref. [43], which is very similar to the entanglement case Eq. (59). Accordingly, we also obtain the following more effective LUR steering criterion.

**Theorem 7.** For arbitrary measurements $X^A$ and $X^B$, the unsteerable states satisfy the following local uncertainty relation

$$\min_{X^A \in \mathcal{O}(X^A), X^B \in \mathcal{O}(X^B)} \mathcal{V}(\rho, X^A + X^B) \geq S_B,$$ (75)

otherwise, it will be steerable (by Alice). Here, $S_B$ is the optimal uncertainty bound of the Bob’s subsystem, that is, $S_B = \min_{\rho_B} \mathcal{V}(\rho_B, X^B)$.

Similar to entanglement case, if we detect steering by Eq. (74) straightforwardly, it is likely to fail. Theorem 7 automatically optimizes measurements in the measurement orbits. In Ref. [43, 71], authors also derive steering criteria based on uncertainty relations and they show that how to optimize measurement of Alice’s site which results in strong criteria. However, the optimization procedures rely on quantum state to be tested and when there is a lack of knowledge about quantum state it will be not effective enough. Theorem 7 can automatically optimize measurements in the measurement orbits which
ensures the effectiveness of this criterion in most cases even though quantum states are unknown. Equivalently, we can reformulate the criterion via correlation matrix $\gamma$, i.e.

$$\|\gamma\|_{\text{tr}} \leq \frac{\mathcal{V}(\rho_A, X^A) + \mathcal{V}(\rho_B, X^B) - S_B}{2}. \quad (76)$$

It is possible to enhance the above steering criteria again if we allow to adjust Alice’s measurement $X^A$. To be specific, let Alice’s observables contain real parameters $\xi_\mu$, i.e. $\xi_\mu X^A_\mu$ and then we have

$$\gamma'_{\mu\nu} = \langle \xi_\mu X^A_\mu \rangle \langle X^B_\nu \rangle - \langle \xi_\mu X^A_\mu \otimes X^B_\nu \rangle$$

$$= \xi_\mu \gamma_{\mu\nu}, \quad (77)$$

whose matrix form is $\gamma' = \Xi \circ \gamma$. Here, $\Xi = (\tilde{\xi}, \cdots, \tilde{\xi})$ is a $m \times m$ matrix and $\tilde{\xi} = (\xi_1, \cdots, \xi_m)^T$. $A \circ B$ denotes Hadamard product, i.e. $(A \circ B)_{\mu\nu} = A_{\mu\nu}B_{\mu\nu}$. The enhanced steering criterion follows.

**Theorem 8.** For arbitrary measurements $X^A$ and $X^B$, the correlation matrix $\gamma$ of the unsteerable states satisfies

$$\|\Xi \circ \gamma\|_{\text{tr}} \leq \frac{\mathcal{V}(\rho_A, \tilde{\xi} \circ X^A) + \mathcal{V}(\rho_B, X^B) - S_B}{2}, \quad (79)$$

otherwise it is a steerable state (by Alice) and $\tilde{\xi} \circ X^A = (\xi_1 X^A_1, \cdots, \xi_m X^A_m)^T$.

If only consider the single parameter, i.e. $\xi_1 = \cdots = \xi_m = \xi$, we have the following simple corollary.

**Corollary 6.** For arbitrary measurements $X^A$ and $X^B$, the correlation matrix $\gamma$ of the unsteerable states satisfies

$$\|\gamma\|_{\text{tr}} \leq \frac{\xi^2 \mathcal{V}(\rho_A, X^A) + \mathcal{V}(\rho_B, X^B) - S_B}{2\xi}, \quad (80)$$

otherwise it is a steerable state (by Alice) and $\xi$ is a positive real parameter.
Considering that quantum states with normal form Eq. (65), they have the maximally disordered subsystems, i.e. $\rho_A = \rho_B = \frac{1}{d}I$, which implies $\mathcal{V}(\rho_A, \vec{\xi} \circ X^A) = 2 \sum_\mu \xi_\mu^2 (\hat{n}_\mu^A)^2 / d$, $\mathcal{V}(\rho_B, X^B) = 2 \sum_\mu (\hat{n}_\mu^B)^2 / d$ and $X^A_\mu = \hat{n}_\mu^A \cdot \Pi = n_{0\mu} \Pi_0 + \hat{n}_\mu^A \cdot \vec{\pi}$, $X^B_\mu = \hat{n}_\mu^B \cdot \Pi = n_{0\mu} \Pi_0 + \hat{n}_\mu^B \cdot \vec{\pi}$.

Therefore, there is corollary as follows.

**Corollary 7.** For arbitrary measurements $X^A$ and $X^B$, the correlation matrix $\gamma$ of the unsteerable states with normal form Eq. (65) satisfies

$$\|\Xi \circ \gamma\|_{tr} \leq \frac{2 \sum_{\mu=1}^{2m} \xi_\mu^2 (\hat{n}_\mu^A)^2 + 2 \sum_{\mu=1}^{2m} (\hat{n}_\mu^B)^2 - dS_B}{2d},$$

(81)

otherwise it is a steerable state (by Alice).

And then, we test the strength of our steering criteria via some specific examples.

**Random two-qubit states with the Hilbert-Schmidt distribution.** If a square random matrix $A$ whose entries are drawn independently according to the standard complex Gaussian distribution, then the density matrix $\rho = AA^\dagger / \text{Tr}[AA^\dagger]$ obeys the Hilbert-Schmidt distribution [23]. To test Corollary 6, we choose measurement $X^A = X^B = \vec{\sigma}$. Fig. 3 illustrates the results on 50 000 two-qubit states which are generated randomly according to the Hilbert-Schmidt distribution. As can be seen, the strength of criterion depends on parameter $\xi$ and the most about 4% steerable states can be detected with parameter about 0.54.

**Bell diagonal states.** We consider the following Bell diagonal states [70]

$$\rho_{BD} = \frac{1}{4} \left( 1 \otimes 1 + \sum_{\mu=1}^{3} t_\mu \sigma_\mu \otimes \sigma_\mu \right).$$

(82)

We still choose Pauli matrix $X^A = X^B = \vec{\sigma}$ and let $\xi_\mu = t_\mu$, then we have $\|\Xi \circ \gamma\|_{tr} = \sum_{\mu=1}^{3} t_\mu^2$. Via Corollary 7, if $\rho_{BD}$ is steerable (by Alice), then we have $t_1^2 + t_2^2 + t_3^2 > 1$. 
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Figure 3: Randomly generated two-qubit states. The plot illustrates the strength of Corollary 6 on 50 000 two-qubit states which are generated randomly according to the Hilbert-Schmidt distribution. The strength of criterion depends on parameter $\xi$ and the most about 4% steerable states can be detected with parameter about 0.54.

Isotropic states. Via the Bloch representation, isotropic states can be reformulated as [72]

$$\rho_{I} = \frac{1}{d^2} \mathbf{1} \otimes \mathbf{1} + \frac{1}{4} \sum_{\mu=1}^{d^2-1} \frac{2\eta}{d} \pi_{\mu} \otimes \pi_{\mu}^{T}. \quad (83)$$

Here, $0 < \eta \leq 1$. Choosing measurement $X^{A} = X^{B} = \vec{\pi}$, then we have $\mathcal{V}(\rho, \vec{\pi}) = 2(d - \text{Tr}[\rho^2])$. Let $\xi = \eta$, then $\rho_{I}$ is steerable (by Alice), if $\|\gamma\|_{tr} = 2\eta(d^2 - 1)/d > (\eta^2(d^2 - 1) + (d - 1))/d\eta$, i.e. $\eta > 1/\sqrt{d+1}$ which agrees with the steering criteria from entropic uncertainty relation [44].

6 Conclusions

In this paper, we consider the entanglement and steering detection in the perspective of measurement. Criteria for Entanglement are established based on the correlation matrices $\mathcal{C}$ and $\gamma$ of arbitrary measurements, which in some sense provides a unified framework
for the study of entanglement. The concept of measurement orbit is proposed, which enables the understanding of entanglement detection more transparent. As a simple corollary of the correlation matrix $\mathcal{C}$ criterion, we find ESIC and CCNR criteria are equivalent in normal form. The criteria via correlation matrix $\mathcal{C}$ are found equivalent to the entanglement witness, which paves a way to construct entanglement witness for arbitrary measurement. Variance uncertainty relation is obtained by means of measurement orbit, applicable to the development of effective entanglement criteria. For qudit system, we introduce the concept of SCM, a generalization of SIC-POVM, employed to reconstruct quantum state analytically. With measurement orbit, the equivalence of the entanglement criteria from matrix $\gamma$ and LUR is proved. Naturally, these methods can be transplanted to the steering detection. Steering criteria based on the correlation matrices $\mathcal{C}$ and $\gamma$ are obtained, and the equivalent LUR criteria are established. To detect steering effectively, performing proper measurement is crucial. The criteria in this work can automatically optimize the measurement, even without the knowledge of quantum state.
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A The proof of Proposition 2

Proof. —The convexity of the set $\mathcal{B}(X)$ is related to the convexity of quantum state $\rho$. We know that the set of quantum states is the convex hull of pure states $|\psi_k\rangle\langle\psi_k|$, i.e.

$$\rho = \sum_k p_k |\psi_k\rangle\langle\psi_k| . \quad (84)$$

Here, $\sum_k p_k = 1$ and $p_k > 0$. So, we have $x_\mu = \sum_k p_k \langle \psi_k | X_\mu | \psi_k \rangle$ and $|\vec{x}| = \sqrt{\sum_\mu \text{Tr}[\rho X_\mu]^2} < \infty$, which demonstrates that $\mathcal{B}(X)$ is bounded by a convex hull constructed by vectors $\vec{x}$ of corresponding to pure states. Assuming that $X'_\mu = \sum_\nu O_{\mu\nu} X_\nu$, we have

$$x'_\mu = \text{Tr}[\rho X'_\mu] = \sum_\nu O_{\mu\nu} \text{Tr}[\rho X_\nu] \quad (85)$$

$$= \sum_\nu O_{\mu\nu} x_\nu \quad (86)$$

whose matrix form is $\vec{x}' = O \vec{x}$. Thus, $\mathcal{B}(X') = \{ \vec{x}' = O \vec{x} | x_\mu = \text{Tr}[\rho X_\mu], \forall \rho \}$. 

B The proof of Eq. (15)

The Eq. (15) in the main text is

$$\text{Tr}[\rho^2] = \vec{\omega}^T \Omega \vec{\omega} = \vec{x}^T \Omega^{-1} \vec{x} . \quad (87)$$

Proof. —A density matrix can be expanded by $X_\mu$ linearly

$$\rho = \sum_\mu \omega_\mu X_\mu . \quad (88)$$
Thus

\[
\text{Tr}[\rho^2] = \sum_{\mu\nu} \omega_\mu \text{Tr}[X_\mu X_\nu] \omega_\nu \\
= \sum_{\mu\nu} \omega_\mu \Omega_{\mu\nu} \omega_\nu \\
= \vec{\omega}^T \Omega \vec{\omega}.
\]  

(89)

(90)

(91)

Here, \( \Omega_{\mu\nu} = \text{Tr}[X_\mu X_\nu] \). \( \vec{\omega} \) can be viewed as the general solution of linear equation \( \Omega \vec{\omega} = \vec{x} \) which can be obtained via the Moore-Penrose inverse \( \Omega^- \) [53, 54]

\[
\vec{\omega} = \Omega^- \vec{x} + (1 - \Omega^- \Omega) \vec{x}_0.
\]

(92)

Here, \( \Omega^- \) is referred as the Moore-Penrose inverse of \( \Omega \) and satisfies the following Moore-Penrose conditions [53]

\[
\Omega \Omega^- = \Omega, \\
\Omega^- \Omega \Omega^- = \Omega^- ,
\]

(93)

(94)

(\( \Omega \Omega^- \))\(^T\) = \( \Omega \Omega^- \),

\[
(\Omega^- \Omega)^T = \Omega^- \Omega.
\]

(95)

(96)

It is noted that the Moore-Penrose inverse \( \Omega^- \) satisfying the four conditions is unique. In light of these conditions of the Moore-Penrose inverse \( \Omega^- \), we have

\[
\text{Tr}[\rho^2] = \vec{\omega}^T \Omega \vec{\omega}
\]

\[
= (\Omega^- \vec{x} + (1 - \Omega^- \Omega) \vec{x}_0)^T \Omega (\Omega^- \vec{x} + (1 - \Omega^- \Omega) \vec{x}_0)
\]

\[
= (\vec{x}^T \Omega^- + \vec{x}_0^T (1 - \Omega \Omega^-)) \Omega (\Omega^- \vec{x} + (1 - \Omega^- \Omega) \vec{x}_0)
\]

\[
= \vec{x}^T \Omega^- \Omega \Omega^- \vec{x} + \vec{x}_0^T \Omega^- \Omega (1 - \Omega^- \Omega) \vec{x}_0 + \\
\vec{x}_0^T (1 - \Omega \Omega^-) \Omega \Omega^- \vec{x} + \vec{x}_0^T (1 - \Omega \Omega^-) \Omega (1 - \Omega^- \Omega) \vec{x}_0
\]

\[
= \vec{x}^T \Omega^- \vec{x}.
\]

(97)

Here, we also make use of \( \Omega = \Omega^T \) and \((\Omega^-)^T = (\Omega^T)^-\).
C The proof of Proposition 3

Proof. — The first conclusion can be straightforwardly proved by definition of variance. For the second one, considering that two measurements $X, X'$ and $X'_\mu = \sum_\nu O_{\mu\nu} X_\nu$, we have

$$
\sum_\mu \text{Tr}[\rho X^2_\mu] = \sum_\mu \text{Tr}[\rho \sum_{\nu\nu'} O_{\mu\nu} O_{\mu\nu'} X_\nu X_{\nu'}]
$$

(98)

$$
= \sum_{\nu\nu'} \text{Tr}[\rho \sum_{\mu} O_{\mu\nu} O_{\mu\nu'} X_\nu X_{\nu'}]
$$

(99)

$$
= \sum_{\nu\nu'} \text{Tr}[\rho \delta_{\nu\nu'} X_\nu X_{\nu'}]
$$

(100)

$$
= \sum_{\nu} \text{Tr}[\rho X^2_\nu].
$$

(101)

Here, $O O^T = 1$. Similarly, we have $\sum_\mu \text{Tr}[\rho X^2_\mu] = \sum_\mu \text{Tr}[\rho X'_\mu]^2$. Thus,

$$
\mathcal{V}(\rho, X) = \mathcal{V}(\rho, X').
$$

(102)

The third one is due to the additivity of variance i.e.

$$
\mathcal{V} \left( \bigotimes_k \rho^{(k)} \sum_i X^{(i)} \right)
$$

$$
= \text{Tr} \left[ \bigotimes_k \rho^{(k)} \left( \sum_i X^{(i)} \right)^2 \right] - \text{Tr} \left[ \bigotimes_k \rho^{(k)} \sum_i X^{(i)} \right]^2
$$

$$
= \sum_{ij} \text{Tr} \left[ \bigotimes_k \rho^{(k)} X^{(i)} X^{(j)} \right] - \sum_{ij} \text{Tr} \left[ \bigotimes_k \rho^{(k)} X^{(i)} \right] \text{Tr} \left[ \bigotimes_k \rho^{(k)} X^{(j)} \right]
$$

$$
= \sum_i \text{Tr} [\rho^{(i)} (X^{(i)})^2] + \sum_{i \neq j} \text{Tr} \left[ \bigotimes_k \rho^{(k)} X^{(i)} X^{(j)} \right]
$$

$$
- \sum_i \text{Tr} [\rho^{(i)} X^{(i)}]^2 - \sum_{i \neq j} \text{Tr} \left[ \bigotimes_k \rho^{(k)} X^{(i)} X^{(j)} \right]
$$
\[ = \sum_i V(\rho^{(i)}, X^{(i)}) . \] (103)

The fourth one is due to the concavity of variance i.e.

\[
V \left( \sum_i p_i \rho_i, X \right) = \sum_i p_i \text{Tr}[\rho_i X^2] - \left( \sum_i p_i \text{Tr}[\rho_i X] \right)^2 \\
\geq \sum_i p_i \text{Tr}[\rho_i X^2] - \sum_i p_i \text{Tr}[\rho_i X]^2 \\
= \sum_i p_i V(\rho_i, X) \tag{104}
\]

The inequality is due to the nonnegativity of the variance, that is, \( \sum_i p_i \alpha_i^2 - (\sum_i p_i \alpha_i)^2 \geq 0 \), and \( \alpha_i = \text{Tr}[\rho_i X] \). \( \square \)

**D The proof of Proposition 4**

Firstly, we give an interesting lemma which is used in the next proof.

**Lemma 1.** Provided that we have a matrix in such a form

\[
A = \begin{pmatrix}
\vec{a}_1 & \vec{a}_2 & \cdots & \vec{a}_{d+1} \\
1/\sqrt{d+1} & 1/\sqrt{d+1} & \cdots & 1/\sqrt{d+1}
\end{pmatrix} . \tag{105}
\]

Here, \( \vec{a}_i \) are \( d \)-dimensional real column vectors and \( |\vec{a}_i| = \sqrt{\frac{d}{d+1}} \). Then, \( A \) is invertible if and only if \( \{\vec{a}_1, \vec{a}_2, \ldots, \vec{a}_{d+1}\} \) configures a \( d \)-simplex and \( A \) is orthogonal if and only if \( \{\vec{a}_1, \vec{a}_2, \ldots, \vec{a}_{d+1}\} \) configures a regular \( d \)-simplex.

**Proof.** —If \( A \) is invertible, the homogeneous linear equation group \( A\vec{x} = 0 \) has only null solution, that is

\[
\sum_{i=1}^{d+1} x_i \vec{a}_i = 0 , \sum_{i=1}^{d+1} x_i = 0 , \tag{106}
\]

if and only if \( x_1 = x_2 = \cdots = x_{d+1} = 0 \), which is equivalent to \( \vec{a}_1, \vec{a}_2, \ldots, \vec{a}_{d+1} \) are affine independent and they constitute a \( d \)-simplex [73]. And if \( \{\vec{a}_1, \vec{a}_2, \ldots, \vec{a}_{d+1}\} \) configures
a regular $d$-simplex, the angles $\theta$ between any two vectors of $\{\vec{a}_1, \vec{a}_2, \cdots, \vec{a}_{d+1}\}$ satisfy $\cos \theta = -\frac{1}{d}$. Then, it is readily to check $A^T A = 1$ as follow

$$[A^T A]_{ij} = \vec{a}_i \cdot \vec{a}_j + \frac{1}{d+1} = \delta_{ij}. \tag{107}$$

Here, we have used $|\vec{a}_i|^2 + \frac{1}{d+1} = 1$ and $\vec{a}_i \cdot \vec{a}_j + \frac{1}{d} = \frac{d}{d+1} \cos \theta + \frac{1}{d+1} = 0, i \neq j$. On the contrary, we can prove that $\{\vec{a}_1, \vec{a}_2, \cdots, \vec{a}_{d+1}\}$ configures a regular $d$-simplex via the columns orthonormality of $A$. □

The proof of Proposition 4.

Proof. —In light of representation introduced in the main text, an element of SCM can be parameterized as

$$X_\mu = \vec{n}_\mu \cdot \Pi = \frac{h}{d} \mathbb{1} + \hat{n}_\mu \cdot \vec{\bar{n}}. \tag{108}$$

Considering that $\{\hat{n}_\mu\}_{\mu=1}^{d^2}$ constitutes a regular $d$-simplex, which implies $\sum_{\mu=1}^{d^2} \hat{n}_\mu = 0$, we reach

$$\sum_{\mu=1}^{d^2} X_\mu = dh \mathbb{1}. \tag{109}$$

For an arbitrary measurements $X$ with $\text{Tr}[X_\mu] = h$

$$\sum_{\mu=1}^{m} X_\mu^2 = \sum_{\mu=1}^{m} (\vec{n}_\mu \cdot \Pi)^2 \tag{110}$$

$$= \sum_{\mu=1}^{m} (n_0 \Pi_0 + \hat{n}_\mu \cdot \vec{\bar{n}})^2 \tag{111}$$

$$= mn_0^2 \Pi_0^2 + 2n_0 \Pi_0 \sum_{\mu} \hat{n}_\mu \cdot \vec{\bar{n}} + \sum_{\mu} (\hat{n}_\mu \cdot \vec{\bar{n}})^2 \tag{112}$$

$$= \frac{m h^2}{d^2} \mathbb{1} + \frac{2h}{d} \sum_{\mu} \hat{n}_\mu \cdot \vec{\bar{n}} + C'. \tag{113}$$
Here, $C' = \sum_{\mu}(\hat{n}_\mu \cdot \overrightarrow{\pi})^2 = \sum_{k,l} N_{kl} \pi_k \pi_l$ and $N = \sum_{\mu} \hat{n}_\mu \hat{n}_\mu^T$. The first term is constant matrix and the last two terms depend on structure of $\{\hat{n}_\mu\}$. The following matrix is an orthogonal matrix via Lemma 1

$$A = \begin{pmatrix} \bar{a}_1 & \bar{a}_2 & \cdots & \bar{a}_{d^2} \\ 1/d & 1/d & \cdots & 1/d \end{pmatrix}. \quad (114)$$

Here, $\bar{a}_i = \sqrt{\frac{d^2 - 1}{d}} \bar{e}_i$, $|\bar{e}_i| = 1$ and $\{\bar{e}_i\}$ constitutes a regular $(d^2 - 1)$-simplex.

Thus

$$AA^T = \begin{pmatrix} \sum_{\mu} \bar{a}_\mu \bar{a}_\mu^T & 0 \\ 0 & 1 \end{pmatrix} = 1, \quad (115)$$

and then

$$\sum_{\mu} \bar{e}_\mu \bar{e}_\mu^T = \frac{d^2}{d^2 - 1} 1. \quad (116)$$

Thoughout the whole proof, $1$ denotes identity matrix in corresponding Hilbert space. If $X$ is an SCM, that is, $\{\hat{n}_\mu\}$ constitutes a regular $(d^2 - 1)$-simplex, we have

$$N = \sum_{\mu} \hat{n}_\mu \hat{n}_\mu^T = \alpha^2 \sum_{\mu} \bar{e}_\mu \bar{e}_\mu^T = \frac{d^2 \alpha^2}{d^2 - 1} 1. \quad (117)$$

Thus

$$C' = \sum_{k,l} N_{kl} \pi_k \pi_l = \frac{d^2 \alpha^2}{d^2 - 1} \sum_k \pi_k^2 \quad (118)$$

$$= 2d \alpha^2 1, \quad (119)$$

where $\sum_k \pi_k^2 = \frac{2(d^2 - 1)}{d} 1$ is the quadratic Casimir operator of $\mathfrak{su}(d)$ Lie algebra. Then we reach

$$\sum_{\mu=1}^{d^2} X^2_\mu = (\hbar^2 + 2d \alpha^2) 1. \quad (120)$$
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The third relation can be calculated straightforwardly

\[
\text{Tr}[X_\mu X_\nu] = 2\hat{n}_\mu \cdot \hat{n}_\nu = 2n_0^2 + 2\hat{n}_\mu \cdot \hat{n}_\nu \quad \text{(121)}
\]

\[
= \frac{h^2}{d} + \frac{2\alpha^2(d^2\delta_{\mu\nu} - 1)}{d^2 - 1}. \quad \text{(122)}
\]

Here, we have used \(\cos \langle \hat{n}_\mu, \hat{n}_\nu \rangle = -\frac{1}{d^2 - 1}, \mu \neq \nu\). If \(\alpha^2 = \frac{d^3 - 1}{2d^3}, h = \frac{1}{d}\) and \(X_\mu \geq 0\),

\[
\sum_{\mu=1}^{d^2} X_\mu = 1, \quad \sum_{\mu=1}^{d^2} X_\mu^2 = \frac{1}{d^2}, \quad \text{Tr}[X_\mu X_\nu] = \frac{d\delta_{\mu\nu} + 1}{d(d + 1)}, \quad \text{(123)}
\]

which just is an SIC-POVM.

\[\Box\]

**E  The proof of Theorem 2**

Firstly, we calculate the Moore-Penrose inverse for the following form of matrix

\[
A = \xi \mathbb{1} + \eta J_d, \quad \text{(124)}
\]

where, \(J_d\) is a \(d\)-dimentional all-ones matrix all whose elements are equal to one and \(\xi, \eta\)

are two real parameters. Assuming that \(A\) is invertible, its inverse can be expressed as

\[
A^{-1} = \xi' \mathbb{1} + \eta' J_d. \quad \text{(125)}
\]

Taking into matrix equation \(AA^{-1} = \mathbb{1}\), we have

\[
\xi' = \frac{1}{\xi}, \quad \eta' = -\frac{\eta}{\xi(\xi + d\eta)}. \quad \text{(126)}
\]

Thus, if \(\xi \neq 0, -d\eta\), \(A\) is invertible and \(A^{-1} = \frac{1}{\xi} \mathbb{1} - \frac{\eta}{\xi(\xi + d\eta)} J_d\). Here, we don’t care about \(\xi = 0\). If \(\xi = -d\eta\), \(A = \eta(J_d - d\mathbb{1})\) is singular but we can calculate its Moore-Penrose inverse

\[
A^- = \frac{1}{\eta} \left( \frac{1}{d^2} J_d - \frac{1}{d} \mathbb{1} \right). \quad \text{(127)}
\]

Here, if \(\eta = 0\), \(A^- = 0\). It can be checked that Eq. (127) satisfies the four Moore-Penrose conditions Eqs. (93) to (96). The proof of Theorem 2 is as follow.
Proof. — As a complete measurement set, a density matrix can be reconstructed by an SCM

\[ \rho = \sum_{\mu} \omega_{\mu} X_{\mu} . \]  

(128)

Here, \( \sum_{\mu} \omega_{\mu} = \frac{1}{\hbar} \) due to \( \text{Tr}[\rho] = 1 \). For an SCM, we have

\[ \Omega_{\mu\nu} = \text{Tr}[X_{\mu}X_{\nu}] = \frac{\hbar^2}{d} + \frac{2\alpha^2 (d^2 \delta_{\mu\nu} - 1)}{d^2 - 1} , \]

(129)

that is

\[ \Omega = \frac{2\alpha^2 d^2}{d^2 - 1} \mathbb{1} + \left( \frac{\hbar^2}{d} - \frac{2\alpha^2}{d^2 - 1} \right) J_{d^2} . \]

(130)

In light of above discussions, if \( h \neq 0 \), \( \Omega \) is invertible and

\[ \Omega^{-1} = \frac{d^2 - 1}{2\alpha^2 d^2} \mathbb{1} + \left( \frac{1}{d^3 \hbar^2} - \frac{d^2 - 1}{2\alpha^2 d^4} \right) J_{d^2} . \]

(131)

Thus

\[ \rho = \sum_{\mu} \omega_{\mu} X_{\mu} = \sum_{\mu\nu} \Omega^{-1}_{\mu\nu} x_{\nu} X_{\mu} \]

(132)

\[ = \frac{d^2 - 1}{2\alpha^2 d^2} \sum_{\mu} x_{\mu} X_{\mu} + \left( \frac{1}{d^3 \hbar^2} - \frac{d^2 - 1}{2\alpha^2 d^4} \right) \sum_{\nu} x_{\nu} \sum_{\mu} X_{\mu} \]

(133)

\[ = \frac{d^2 - 1}{2\alpha^2 d^2} \sum_{\mu} x_{\mu} X_{\mu} + \left( \frac{1}{d^3 \hbar^2} - \frac{d^2 - 1}{2\alpha^2 d^4} \right) d^2 \hbar^2 \mathbb{1} \]

(134)

\[ = \frac{d^2 - 1}{2\alpha^2 d^2} \sum_{\mu} x_{\mu} X_{\mu} + \left( \frac{1}{d^3 \hbar^2} - \frac{(d^2 - 1) \hbar^2}{2\alpha^2 d^4} \right) d^2 \hbar^2 \mathbb{1} \]

(135)

Here, we make use of \( \sum_{\mu} X_{\mu} = d \hbar \mathbb{1} \) in the second line. In the main text, we reach the following equation

\[ \text{Tr}[\rho^2] = \bar{x}^T \Omega^{-1} \bar{x} . \]

(136)
Taking Eq. (131) into Eq. (136)

\[
\text{Tr}[\rho^2] = \frac{d^2}{2\alpha^2d^2} |\vec{x}|^2 + \left( \frac{1}{d^3h^2} - \frac{d^2}{2\alpha^2d^4} \right) \vec{x}^T J_{d^2} \vec{x}
\]

(137)

\[
= \frac{d^2}{2\alpha^2d^2} |\vec{x}|^2 + \left( \frac{1}{d} - \frac{h^2(d^2 - 1)}{2\alpha^2d^2} \right).
\]

(138)

Here, \( \vec{x}^T J_{d^2} \vec{x} = (\sum_{\mu} x_{\mu})^2 = d^2h^2 \). Thus,

\[
|\vec{x}|^2 = \frac{2d\alpha^2 \left( d\text{Tr}[\rho^2] - 1 \right)}{d^2 - 1} + h^2.
\]

(139)

If \( \text{Tr}[X_\mu] = h = 0 \), in order to expand density matrix, we need identity matrix \( \mathbb{1} \) additional, i.e.

\[
\rho = \sum_{\mu=0}^{d^2} \omega_\mu X_\mu = \frac{1}{d} \mathbb{1} + \sum_{\mu=1}^{d^2} \omega_\mu X_\mu.
\]

(140)

Here, \( X_0 = \mathbb{1} \) and \( \omega_0 = \frac{1}{d} \). Since \( X_\mu \) are linearly dependent, the coefficients \( \omega_\mu \) will be no unique. But we can still calculate \( \text{Tr}[\rho^2] \) by Eq. (136). When \( h = 0 \), we have

\[
\Omega = d \oplus \Omega',
\]

(141)

where, \( \Omega' = -\frac{2\alpha^2}{d^2 - 1} (J_{d^2} - d^2\mathbb{1}) \). Via Eq. (127)

\[
\Omega' = \frac{d^2 - 1}{2\alpha^2d^2} \left( \mathbb{1} - \frac{1}{d^2} J_{d^2} \right).
\]

(142)

Making use of \( (A \oplus B)^- = A^- \oplus B^- \), we have

\[
\Omega^- = \frac{1}{d} \oplus \Omega'^-.
\]

(143)

Thus

\[
\text{Tr}[\rho^2] = \vec{x}^T \Omega^- \vec{x} = \frac{1}{d} x_o^2 + \vec{x}^T \Omega'^- \vec{x}
\]

(144)

\[
= \frac{d^2 - 1}{2\alpha^2d^2} |\vec{x}|^2 + \frac{1}{d}.
\]

(145)

Here, \( x_o = \text{Tr}[\rho\mathbb{1}] = 1 \). Thus,

\[
|\vec{x}|^2 = \frac{2d\alpha^2 \left( d\text{Tr}[\rho^2] - 1 \right)}{d^2 - 1}.
\]

(146)
The proof of Eqs. (51) and (52)

The Eqs. (51), (52) in the main text is

\[ C = M_A^T \chi M_B, \tag{147} \]
\[ \gamma = M_A^T (\chi' - \chi) M_B. \tag{148} \]

Here, \( M_A = (\vec{n}_1^A, \vec{n}_2^A, \cdots) \), \( M_B = (\vec{n}_1^B, \vec{n}_2^B, \cdots) \) correspond to the implemented measurements in the two subsystems respectively and \( \chi'_{\mu\nu} = \text{Tr}[(\rho_A \otimes \rho_B)(\Pi_\mu \otimes \Pi_\nu)] = \frac{d}{2} \chi_{\mu0} \chi_{0\nu}. \)

**Proof.** —The correlation matrices \( C \) and \( \gamma \) are defined as

\[ C_{\mu\nu} = \langle X^A_\mu \otimes X^B_\nu \rangle, \tag{149} \]
\[ \gamma_{\mu\nu} = \langle X^A_\mu \rangle \langle X^B_\nu \rangle - \langle X^A_\mu \otimes X^B_\nu \rangle. \tag{150} \]

Here, \( X^A_\mu = \vec{n}_\mu^A \cdot \Pi \) and \( X^B_\nu = \vec{n}_\nu^B \cdot \Pi \). Considering that \( \rho = \frac{1}{4} \sum_{ij} \chi_{ij} \Pi_i \otimes \Pi_j \)

\[ C_{\mu\nu} = \text{Tr} \left[ \rho (X^A_\mu \otimes X^B_\nu) \right] \tag{151} \]
\[ = \text{Tr} \left[ \frac{1}{4} \sum_{ij} \chi_{ij} \Pi_i \otimes \Pi_j \left( \sum_{kl} n_{j}^{A} n_{kl}^{B} \Pi_k \otimes \Pi_l \right) \right] \tag{152} \]
\[ = \frac{1}{4} \sum_{ij} \chi_{ij} \sum_{kl} n_{j}^{A} n_{kl}^{B} \text{Tr} \left[ \Pi_k \Pi_l \otimes \Pi_j \Pi_l \right] \tag{153} \]
\[ = \sum_{ij} \chi_{ij} \sum_{kl} n_{j}^{A} n_{kl}^{B} \delta_{ik} \delta_{jl} \tag{154} \]
\[ = \sum_{ij} n_{j}^{A} \chi_{ij} n_{lj}^{B}, \tag{155} \]

whose matrix form is

\[ C = M_A^T \chi M_B, \tag{156} \]

and \( M_A = (\vec{n}_1^A, \vec{n}_2^A, \cdots) \), \( M_B = (\vec{n}_1^B, \vec{n}_2^B, \cdots) \). Here, we make use of the orthogonal relation
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\[ \text{Tr}[\Pi_\mu \Pi_\nu] = 2\delta_{\mu\nu}. \] For \( \gamma \), we only need to notice
\[
\langle X^A_\mu \rangle \langle X^B_\nu \rangle = \text{Tr}[(\rho_A \otimes \rho_B)(X^A_\mu \otimes X^B_\nu)]
= \sum_{ij} n^A_{\mu i} \chi'_{ij} n^B_{\nu j}
\]
Here, \( \chi'_{ij} = \text{Tr}[(\rho_A \otimes \rho_B)(\Pi_i \otimes \Pi_j)] \). In addition, we have \( \rho_A = \text{Tr}_B[\rho] = \sqrt{2d} \sum \chi_{i0} \Pi_i \) and \( \rho_B = \text{Tr}_A[\rho] = \sqrt{2d} \sum j \chi_{0j} \Pi_j \), thus \( \chi'_{ij} = d^{1/2} \chi_{i0} \chi_{0j} \). Finally, we have
\[
\gamma = M_A^T(\chi' - \chi)M_B.
\]

**G  The proof of Observation 1**

*Proof.* —We have proved that the correlation matrix \( \mathcal{C} \) and \( \gamma \) can be written as
\[
\mathcal{C} = M_A^T \chi M_B, \quad \gamma = M_A^T(\chi' - \chi)M_B.
\]
Here, \( M_A = (\vec{n}_1^A, \vec{n}_2^A, \ldots, \vec{n}_m^A) \), \( M_B = (\vec{n}_1^B, \vec{n}_2^B, \ldots, \vec{n}_m^B) \) and \( X^A_\mu = \vec{n}_\mu^A \cdot \Pi \), \( X^B_\nu = \vec{n}_\nu^B \cdot \Pi \). Assuming that there are two measurements \( X^A \) and \( X^A' \) lying in the same orbit, i.e. \( X^A_\mu' = \sum \nu O_{\mu\nu}^A X^A_\nu \) and \( O^A(O^A)^T = 1 \). Via the orthogonal relation \( \text{Tr}[\Pi_\mu \Pi_\nu] = 2\delta_{\mu\nu} \), we have
\[
n^A_{\mu k}' = \sum \nu O_{\mu\nu}^A n^A_{\nu k},
\]
which can be rewritten as the following matrix form \( M_A^T = O^A M_A^T \). Similarly, we have \( M_B^T = O^B M_B^T \). Thus
\[
\|C'\|_{tr} = \|M_A^T \chi M_B\|_{tr}
= \|O^A(M_A^T \chi M_B)(O^B)^T\|_{tr}
= \|C\|_{tr}.
\]
Similarly, we can prove that $\|\gamma\|_{\text{tr}}$ also is a measurement orbit invariant. 

**H  The proof of Theorem 3**

*Proof.* — For a separable state $\rho = \sum_k p_k |\psi_k\rangle \otimes |\phi_k\rangle$, we have

$$C_{\mu\nu} = \langle X^A_\mu \otimes X^B_\nu \rangle = \sum_k p_k \langle X^A_\mu \rangle_k \langle X^B_\nu \rangle_k$$

$$= \sum_k p_k x^A_{\mu k} x^B_{\nu k},$$

which can be rewritten as the following matrix form

$$C = \sum_k p_k \bar{x}^A_k (\bar{x}^B_k)^T.$$  

(168)

Here, $\bar{x}^A_k = (\langle X^A_1 \rangle_k, \langle X^A_2 \rangle_k, \cdots)^T$ and similarly for $\bar{x}^B_k$. Thus

$$\|C\|_{\text{tr}} \leq \sum_k p_k \|\bar{x}^A_k (\bar{x}^B_k)^T\|_{\text{tr}} = \sum_k p_k \|\bar{x}^A_k\| \|\bar{x}^B_k\|$$

(169)

$$\leq \max_{\bar{x}^A \in \mathcal{B}(X^A)} \|\bar{x}^A\| \max_{\bar{x}^B \in \mathcal{B}(X^B)} \|\bar{x}^B\|.$$ 

(170)

Here, we have used the convexity of norm for the first inequality and the boundedness of the convex set $\mathcal{B}(X)$ for the second inequality.

**I  The proof of Eqs. (56) and (57)**

The Eqs. (56), (57) in the main text is

$$\mathcal{W} = \kappa \mathbb{I} - \sum_\mu X^A_\mu \otimes X^B_\mu,$$  

(171)

$$\mathcal{W}_O = \kappa \mathbb{I} - \sum_\mu \bar{X}^A_\mu \otimes \bar{X}^B_\mu.$$

(172)

Here, $\bar{X}^A = (O^A)^T X^A$, $\bar{X}^B = (O^B)^T X^B$ and $O^A, O^B$ correspond to a singular value decomposition of $C$, i.e. $C = O^A \Sigma (O^B)^T$. 
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Proof. — Obviously, $W$ is a Hermitian operator. Thus, we only need to prove $\text{Tr}[W \rho_{\text{sep}}] \geq 0$.

$$\text{Tr}[W \rho_{\text{sep}}] = \kappa - \sum_{\mu} \langle X^A_\mu \otimes X^B_\mu \rangle$$

$$= \kappa - \sum_i p_i \sum_{\mu} \langle X^A_\mu \rangle_i \langle X^B_\mu \rangle_i$$

$$= \kappa - \sum_i p_i \vec{x}_i^A \cdot \vec{x}_i^B$$

$$\geq \kappa - \sum_i p_i |\vec{x}_i^A| |\vec{x}_i^B| \geq 0 . \quad (173)$$

And then we prove that Theorem 2 is equivalent to the optimal entanglement witness $W_O$.

$$\text{Tr}[W_O \rho_{\text{sep}}] = \kappa - \sum_{\mu} \langle \tilde{X}^A_\mu \otimes \tilde{X}^B_\mu \rangle$$

$$= \kappa - \sum_{\mu} \left( \sum_{\mu'} (O^A)_{\mu\mu'}^T X^A_{\mu'} \otimes \sum_{\nu'} (O^B)_{\mu\nu'}^T X^B_{\nu'} \right)$$

$$= \kappa - \sum_{\mu} \sum_{\mu'} (O^A)_{\mu\mu'}^T (O^B)_{\mu\nu'}^T \langle X^A_{\mu'} \otimes X^B_{\nu'} \rangle$$

$$= \kappa - \sum_{\mu} \sum_{\mu'} (O^A)_{\mu\mu'} C_{\mu\nu'} O^B_{\nu'}$$

$$= \kappa - \text{Tr}[(O^A)^T C O^B]$$

$$= \kappa - \text{Tr}[\Sigma]$$

$$= \kappa - \|C\|_\text{tr} . \quad (174)$$

Here, we make use of the singular value decomposition of $C = O^A \Sigma (O^B)^T$. \hfill \Box
J The proof of $\max \sum \mu \gamma_{\mu \mu} = \| \gamma \|_{\text{tr}}$

von Neumann’s trace theorem [74]. Let the ordered singular values of $A, B \in M_n$ be $\sigma_1(A) \geq \cdots \geq \sigma_n(A)$ and $\sigma_1(B) \geq \cdots \geq \sigma_n(B)$. Then

$$\text{Re} \, \text{Tr}[AB] \leq \sum_i^n \sigma_i(A)\sigma_i(B).$$

(181)

If $B = U$ and $UU^\dagger = 1$, we reach the following corollary from von Neumann’s trace theorem

$$\text{Re} \, \text{Tr}[AU] \leq \sum_i^n \sigma_i(A) = \| A \|_{\text{tr}},$$

(182)

and the maximum can be reached with $U = WV^\dagger$, where $A = V\Sigma W^\dagger$ is a singular value decomposition of $A$. Thus, if $A$ is a real matrix, we have

$$\max_{O \in O(n)} \text{Tr}[AO] = \| A \|_{\text{tr}}.$$

(183)

Here, $O(n)$ is orthogonal group in dimension $n$. Thus

$$\max_{x^A \in O(x^A), x^B \in O(x^B)} \frac{\sum \mu \gamma_{\mu \mu}}{\text{max}_{O^A, O^B \in O(m)}} \sum \mu \left[ \left< \sum_{\mu^\prime} O^A_{\mu \mu^\prime} X^A_{\mu^\prime} \right| \left< \sum_{\nu^\prime} O^B_{\mu^\prime \nu^\prime} X^B_{\nu^\prime} \right> \right]$$

(184)

$$= \left< \sum_{\mu^\prime} O^A_{\mu \mu^\prime} X^A_{\mu^\prime} \otimes \sum_{\nu^\prime} O^B_{\mu^\prime \nu^\prime} X^B_{\nu^\prime} \right>$$

(185)

$$= \max_{O^A, O^B \in O(m)} \sum_{\mu \mu^\prime} \sum_{\nu \nu^\prime} O^A_{\mu \mu^\prime} O^B_{\mu^\prime \nu^\prime} \left[ \left< X^A_{\mu^\prime} X^B_{\nu^\prime} \right> - \left< X^A_{\mu^\prime} \otimes X^B_{\nu^\prime} \right> \right]$$

(186)

$$= \max_{O^A, O^B \in O(m)} \sum_{\mu \mu^\prime} O^A_{\mu \mu^\prime} \gamma_{\mu \mu^\prime} (O^B)_{\mu^\prime \mu}^T$$

(187)

$$= \max_{O^A, O^B \in O(m)} \text{Tr}[O^A \gamma (O^B)^T]$$

(188)

$$= \max_{O \in O(m)} \text{Tr}[\gamma O]$$

(189)

$$= \| \gamma \|_{\text{tr}}.$$

(190)

Here, $O = (O^B)^T O^A$ and we make use of the corollary Eq. (183) of von Neumann trace theorem.
K  The proof of Corollaries 4 and 5

Proof. —Corollary 4: For the orthogonal measurement \( \{X_\mu | \text{Tr}[X_\mu X_\nu] = \delta_{\mu\nu}\} \), \( \sqrt{2} M_A \) and \( \sqrt{2} M_B \) are orthogonal matrices and \( \|C\|_{\text{tr}} = \|M_A^T \chi M_B\|_{\text{tr}} = \frac{1}{2} \|\chi\|_{\text{tr}} \). Thus, CCNR criterion can be reformulated as \( \|\chi\|_{\text{tr}} \leq 2 \). For normal form, we have

\[
\tilde{\rho} = \frac{1}{d^2} \mathbb{1} \otimes \mathbb{1} + \tilde{\chi}_{\mu\nu} \pi_\mu \otimes \pi_\nu .
\]  

(191)

Thus, \( \chi = \chi_{00} \oplus \tilde{\chi} = \frac{2}{d} \oplus \tilde{\chi} \) and \( \|\chi\|_{\text{tr}} = \frac{2}{d} \oplus \|\tilde{\chi}\|_{\text{tr}} = \frac{2}{d} + \|\tilde{\chi}\|_{\text{tr}} \leq 2 \), that is, \( \|\tilde{\chi}\|_{\text{tr}} \leq \frac{2(d-1)}{d} \).

For measurement \( \{\sqrt{d} \mathbb{1}, \frac{\pi_\mu}{\sqrt{2}}\} \), we have the separability condition via Theorem 1

\[
\|C\|_{\text{tr}} = \|M_A^T \chi M_B\|_{\text{tr}} \leq \frac{d - 1 + h^2}{d} .
\]  

(192)

Here, \( M_A = M_B = \frac{h}{\sqrt{2}} \oplus \frac{1}{\sqrt{2}} \mathbb{1} \) and \( \chi = \frac{2}{d} \oplus \tilde{\chi} \) for normal form. Thus, \( \|\tilde{C}\|_{\text{tr}} = \|\frac{h^2}{d} \oplus \frac{1}{2} \tilde{\chi}\|_{\text{tr}} = \frac{h^2}{d} + \frac{1}{2} \|\tilde{\chi}\|_{\text{tr}} \leq \frac{d-1+h^2}{d} \), that is, \( \|\tilde{\chi}\|_{\text{tr}} \leq \frac{2(d-1)}{d} \). For measurement SCM, we have the separability condition via Theorem 1

\[
\|C\|_{\text{tr}} = \|M_A^T \chi M_B\|_{\text{tr}} \leq \frac{2d\alpha^2}{d+1} + h^2 .
\]  

(193)

Here,

\[
M_A = (\tilde{n}_1^A, \tilde{n}_2^A, \ldots, \tilde{n}_{d^2}^A) = \left(\frac{h}{\sqrt{23}} \tilde{n}_1^A, \frac{h}{\sqrt{23}} \tilde{n}_2^A, \ldots, \frac{h}{\sqrt{23}} \tilde{n}_{d^2}^A\right) ,
\]  

(194)

and \( \tilde{n}_1^A, \tilde{n}_2^A, \ldots, \tilde{n}_{d^2}^A \) constitute a regular \((d^2 - 1)\)-simplex, similarly for \( M_B \). Thus, in light of Eq. (117), we have

\[
M_A M_A^T = \left(\frac{dh^2}{2} \sum_{\mu} \tilde{n}_\mu^A (\tilde{n}_\mu^A)^T\right) = \frac{dh^2}{2} \oplus \frac{d^2 \alpha^2}{d^2 - 1} \mathbb{1} .
\]  

(195)
Similarly, \( M_B M_B^T = \frac{d\hbar^2}{2} \oplus \frac{d^2\alpha^2}{d^2 - 1} \mathbb{1} \). Trace norm can be rewritten as \( \|C\|_{\text{tr}} = \text{Tr} \left[ \sqrt{CC^T} \right] \), thus

\[
\|C\|_{\text{tr}} = \text{Tr} \left[ \sqrt{\chi M_B M_B^T \chi^T M_B M_B^T} \right] \tag{196}
\]

\[
= \text{Tr} \left[ \sqrt{\hbar^4 \oplus \left( \frac{d^2\alpha^2}{d^2 - 1}\right)^2 \tilde{\chi} \tilde{\chi}^T} \right] \tag{197}
\]

\[
= \hbar^2 + \frac{d^2\alpha^2}{d^2 - 1} \|\tilde{\chi}\|_{\text{tr}} \tag{198}
\]

where, \( \chi = \frac{2}{d} \oplus \tilde{\chi} \) for normal form. Finally, we obtain \( \|\tilde{\chi}\|_{\text{tr}} \leq \frac{2(d-1)}{d} \).

**Corollary 5:** It is very similar to the proof of Corollary 4. We only need to notice that the first column and row of \( \chi' - \chi \) are zero, that is \( \chi' - \chi = 0 \oplus \kappa \) and \( \kappa_{\mu\nu} = \chi'_{\mu\nu} - \chi_{\mu\nu} \), \( \mu, \nu = 1, 2, \ldots, d^2 - 1 \).

### L The proof of Theorem 6

**Proof.** —For a unsteerable state, the joint probability distribution always can be expressed

\[
P(a, b|X^A, X^B; \rho) = \sum_{\xi} \varphi(a|X^A, \xi) \text{Tr}[\Pi^B_b \rho_\xi] \varphi_\xi \tag{199}
\]

So, the correlation matrix elements can be written as

\[
C_{\mu\nu} = \langle X^A_\mu \otimes X^B_\nu \rangle = \sum_{a_\mu, b_\nu} a_\mu b_\nu P(a_\mu, b_\nu|X^A_\mu, X^B_\nu; \rho)
\]

\[
= \sum_{a_\mu, b_\nu} a_\mu b_\nu \left( \sum_{\xi} \varphi(a_\mu|X^A_\mu, \xi) \text{Tr}[\Pi^B_b \rho_\xi] \varphi_\xi \right)
\]

\[
= \sum_{\xi} \left( \sum_{a_\mu} a_\mu \varphi(a_\mu|X^A_\mu, \xi) \right) \text{Tr}[\sum_{b_\nu} b_\nu \Pi^B_b \rho_\xi] \varphi_\xi
\]

\[
= \sum_{\xi} \alpha_{\xi\mu} \text{Tr}[X^B_\nu \rho_\xi] \varphi_\xi
\]

\[
= \sum_{\xi} \varphi_\xi \alpha_{\xi\mu} x^B_{\xi\nu}. \tag{200}
\]
Here, \( \{a_\mu\}, \{b_\nu\} \) are eigenvalues of \( X^A_\mu \) and \( X^B_\nu \) respectively and \( \alpha_{\xi\mu} = \sum_{a_\mu} a_\mu \varphi(a_\mu | X^A_\mu, \xi) \), \( x^B_{\xi\nu} = \text{Tr}[X^B_\nu b_\xi] \). Thus, the correlation matrix \( C \) is

\[
C = \sum_\xi \varphi_\xi \vec{\alpha}_\xi (\vec{x}^B_\xi)^T.
\] (201)

Here, \( \vec{\alpha}_\xi = (\alpha_{\xi1}, \alpha_{\xi2}, \cdots)^T \) and \( \vec{x}^B_\xi = (\langle X^B_1 \rangle_\xi, \langle X^B_2 \rangle_\xi, \cdots)^T \). In order to reach the final result, we need to calculate the bound of \(|\vec{\alpha}_\xi|\),

\[
|\vec{\alpha}_\xi| = \sqrt{\sum_{\mu} \alpha_{\xi\mu}^2}
\] (202)

\[
= \sqrt{\sum_{\mu} \left( \sum_{a_\mu} a_\mu \varphi(a_\mu | X^A_\mu, \xi) \right)^2}
\] (203)

\[
\leq \sqrt{\sum_{\mu} \sum_{a_\mu} a_\mu^2 \varphi(a_\mu | X^A_\mu, \xi)}
\] (204)

\[
\leq \sqrt{\sum_{\mu} \max \{a_\mu^2\}}
\] (205)

\[
= \sqrt{\sum_{\mu} \lambda_{\text{max}}((X^A_\mu)^2)}.
\] (206)

Here, \( \lambda_{\text{max}}(X) \) refers to the maximal eigenvalue of \( X \) and the first inequality is due to the nonnegativity of the variance. Thus

\[
\|C\|_{\text{tr}} \leq \sum_\xi \varphi_\xi ||\vec{\alpha}_\xi (\vec{x}^B_\xi)^T||_{\text{tr}} = \sum_\xi \varphi_\xi |\vec{\alpha}_\xi| ||\vec{x}^B_\xi||
\] (207)

\[
\leq \sqrt{\sum_{\mu} \lambda_{\text{max}}((X^A_\mu)^2)} \max_{\vec{x}^B \in B(X^B)} |\vec{x}^B|.
\] (208)

We have proved that \( \|C\|_{\text{tr}} \) is a measurement orbit invariant in Observation 1. So, the optimal result is to optimize the \( \sqrt{\sum_{\mu} \lambda_{\text{max}}((X^A_\mu)^2)} \) in the measurement orbit, that is,
\[
\min_{X^A \in \mathcal{O}(X^A)} \sqrt{\sum_{\mu} \lambda_{\max}((X^A_{\mu})^2)}. \quad \text{Finally, we have}
\]

\[
\|\mathcal{C}\|_{\text{tr}} \leq \min_{X^A \in \mathcal{O}(X^A)} \sqrt{\sum_{\mu} \lambda_{\max}((X^A_{\mu})^2) \max_{\vec{x}^B \in \mathcal{B}(X^B)} |\vec{x}^B|}. \quad (209)
\]
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