We show that a quantum particle subjected to a positive force in one path of a Mach-Zehnder interferometer and a null force in the other path may receive a negative average momentum transfer when it leaves the interferometer by a particular exit. In this scenario, an ensemble of particles may receive an average momentum in the opposite direction of the applied force due to quantum interference, a behavior with no classical analogue. We discuss some experimental schemes that could verify the effect with current technology, with electrons or neutrons in Mach-Zehnder interferometers in free space and with atoms from a Bose-Einstein condensate.

Interference phenomena on quantum systems can lead to extremely curious physics. The most canonical example is the double-slit experiment, which according to Feynman “has in it the heart of quantum mechanics” [1–3]. Other intriguing examples are delayed-choice experiments [4–7], quantum erasers [8–11], “interaction-free” measurements [12–14], and quantum delayed-choice experiments [15–17], among many others.

Here we discuss another very curious quantum interference effect inspired by a recent work from Aharonov et al. [18]. In their article, the authors show that the classical limit of quantum optics is achieved in a strange way when we look at how photons transfer momentum to a mirror inside an interferometer, if the mirror position is treated quantum-mechanically. They showed that, depending on at which port of the interferometer the photon exits, it may transfer to the mirror an average momentum in the opposite direction that one would expect, due to an interference effect. This can be seen as a quantum random walk in the momentum space [19], in which the interferometer beam splitters play the role of a quantum coin that decides whether the mirror will be pushed by the photon or not, while under suitable post-selection it ends up being pulled.

We generalize this result upon considering anomalous momentum transfers to general quantum objects and by considering that the momentum transfer in one of the arms of the interferometer may be of the same order of magnitude than the initial momentum uncertainty of the quantum object, not necessarily in the weak interaction regime considered in Ref. [18]. These generalizations lead us to some proposals for feasible experiments that could observe an anomalous momentum transfer to a quantum object due to the quantum interference of force. Some of them use quantum particles (electrons or neutrons) propagating in a Mach-Zehnder interferometer in free space, with a force that acts in only one of the interferometer arms. Another one uses an interferometer based on the internal degrees of freedom of atoms from a Bose-Einstein condensate, with a force that acts differently on these internal states. With an appropriate post-selection, the quantum superposition of a positive force with no force in an ensemble of quantum particles may generate a negative average momentum transfer to these particles. No classical system can present this behavior, such that the quantum interference of force that we discuss here is a genuinely quantum effect.

To discuss the effect, let us consider a quantum particle propagating through a two-paths Mach-Zehnder interferometer. In our experimental proposals, these paths can be either actually spatially separated paths, as in Fig. 1, or can represent two different internal states of the particle. Let us first consider the case of an electron propagating in a Mach-Zehnder interferometer, as depicted in Fig. 1. Later we will discuss a proposal where the paths are the internal states of atoms from a Bose-Einstein condensate. During our discussion, only the $z$ component of the particles wave function will be considered, since the
plane of propagation is the $x-y$ plane (see Fig. 1), while the force acts only in the $z$ direction.

First, the electron propagation path is split by a beam splitter BS$_1$ into two paths A and B. Path A is free from the influence of any force, while on path B an external electric field generates a force in the $\hat{z}$ direction. The paths are re-joined at a second beam splitter BS$_2$, where they are mixed towards exit ports C and D. We will consider that the first beam splitter has a reflection coefficient $ir$ (with $r$ real) and a transmission coefficient $t = \sqrt{1-r^2}$, while the second one has reflection and transmission coefficients equal to $i/\sqrt{2}$ and $1/\sqrt{2}$ respectively. If $|\Phi\rangle$ is the prepared initial momentum state of the electron, then after the first beam splitter the state becomes

$$|\Phi_1\rangle = t|\Phi, A\rangle + ir|\Phi, B\rangle,$$

where $|\Phi, j\rangle$ stands for the electron propagating through path $j$ with the state $|\Phi\rangle$ representing the quantum state of the $z$ component of the electron wave function.

After BS$_1$ each component A and B will evolve differently, until they reach the second beam splitter BS$_2$. Due to the different propagation lengths and interactions associated with each path, the electron state inside the interferometer just before BS$_2$ is:

$$|\Phi_2\rangle = t|\Phi, A\rangle + ire^{i\beta}|\Phi', B\rangle,$$

where $|\Phi', B\rangle$ stands for the change in the momentum state of the component traveling through path B, and $\beta$ is the phase difference between the arms due to propagation.

Finally, after BS$_2$ we will have on exit ports C and D the respective (non-normalized) states

$$|\Phi_C\rangle = \frac{t}{\sqrt{2}}|\Phi\rangle - \frac{re^{i\beta}}{\sqrt{2}}|\Phi'\rangle,$$

$$|\Phi_D\rangle = \frac{t}{\sqrt{2}}|\Phi\rangle + \frac{re^{i\beta}}{\sqrt{2}}|\Phi'\rangle.$$  

We keep the $1/\sqrt{2}$ factors in the above expressions so that $\int |\langle p|\Phi_C\rangle|^2 dp + \int |\langle p|\Phi_D\rangle|^2 dp = 1$, where $p$ is the component of the electron momentum in the $z$ direction.

In our analysis, we consider that the external force $F$ displaces the electron $z$ momentum wave function by a positive quantity $\delta$ without changing its form. This can be achieved with an impulsive force, characterized by a potential acting during a very short period of time [20]. In this case, the evolved electron state after its propagation through path A is $|\langle p|\Phi\rangle| \approx e^{-i\frac{\beta}{2}}|\Phi(p - \delta)\rangle$, where $|\Phi(p)\rangle$ is the initial electron wave function and $\gamma$ represents a possible extra phase.

Finally, we can write the wave functions corresponding to the states of Eqs. (3) and (4), respectively, as

$$\Phi_C(p) = \langle p|\Phi_C\rangle = \frac{t}{\sqrt{2}}\Phi(p) - \frac{re^{i\alpha}}{\sqrt{2}}\Phi(p - \delta),$$

$$\Phi_D(p) = \langle p|\Phi_D\rangle = \frac{t}{\sqrt{2}}\Phi(p) + \frac{re^{i\alpha}}{\sqrt{2}}\Phi(p - \delta),$$

with $\alpha = \beta + \gamma$ and $r = \sqrt{1-t^2}$.

We can now investigate how the average $z$ momentum of the final wave functions associated with exit ports C and D relate to that of the initial wave function $\Phi(p)$. We will specify $\Phi(p)$ as a Gaussian function with width $W$ and zero mean value,

$$\Phi(p) = \frac{\pi^{-\frac{1}{4}}}{\sqrt{W}} \exp\left[-\frac{1}{2}\left(\frac{p}{W}\right)^2\right].$$

To maximize the anomalous force effect, we will fix $\alpha = 2n\pi$ with integer $n$ in Eqs. (5) and (6), which can be achieved by adjusting the relative A and B path lengths.

The average momentum of the wave function at a port $j$ is $\langle p\rangle_j = 1/P_j \int p|\Phi_j(p)|^2 dp$, where $P_j = \int |\Phi_j(p)|^2 dp$ is the probability that the electron will exit through port $j$. In Fig. 2 we plot the
average momentum \( \langle p \rangle_C \) of the electrons selected at port C in units of the Gaussian width \( W \), as a function of the BS1 transmission coefficient \( t \) and of the momentum kick \( \delta \), also in units of \( W \). The electron wave function is given by Eq. (5) with \( e^{i\alpha} = 1 \) and \( \Phi(p) \) from Eq. (7). The red region is where \( \langle p \rangle_C < 0 \). The transparent plane corresponds to \( \langle p \rangle_C = -0.7W \).

We plot in Fig. 3 the components \( t\Phi(p) / \sqrt{2} \) and \( r\Phi(p - \delta) / \sqrt{2} \) of Eq. (5) when \( \Phi(p) \) is given by Eq. (7), for \( t = 0.85 \) and \( \delta = 0.2W \). The resulting wave function \( \Phi_C(p) \) is the difference between these two components, as seen in Eq. (5) when \( e^{i\alpha} = 1 \). In Fig. 3, \( \Phi_C(p) \) is also plotted, and it has an average momentum around \(-0.3W\). We can see that the positive momentum part of the displaced function \( r\Phi(p - \delta) \) subtracts more from the positive than from the negative momentum part of \( r\Phi(p) \), leaving an amplitude that is higher on the negative than on the positive momentum part of \( \Phi_C(p) \). This is why the superposition of a positive-mean with a zero-mean function can result in a negative-mean one. It is a destructive interference effect on momentum wave functions, which is why we call it an interference of force. It is also clear that no such anomalous force occurs if the displacement \( \delta \) is larger than the wave function width \( W \), since the interference would be negligible in this case. But it is not necessary that \( \delta \ll W \), as considered in Ref. [18]. When \( \delta \) is smaller than \( W \), but of the same order of magnitude, as in Fig. 3, the anomalous force is maximized while the final wave function keeps a considerable amplitude, which means this case should be easier to be observed in an experiment.

In general, quantum particles suffer diffraction through the interaction with energy potentials, exchanging momentum with the agent of that potential. However, when the gradient of the potential does not vary much in the region occupied by the particle wave function, Ehrenfest’s theorem tells us that the average momentum gained by the particle should be the expected classical one, computed as the result of a classical force acting on the particle [21]. The component of the wave function that propagates through path B in the interferometer of Fig. 1 does receive an average momentum equal to the classically computed one. But when this component interferes with the component that propagates through path A with no momentum exchange, the average momentum

![Figure 2: Average momentum \( \langle p \rangle_C \) of the electrons selected at port C in units of the Gaussian width \( W \), as a function of the BS1 transmission coefficient \( t \) and of the momentum kick \( \delta \), also in units of \( W \).](image)

![Figure 3: Components of the wave function of Eq. (5) when \( \Phi(p) \) is given by the Gaussian function of Eq. (7), with \( t = 0.85 \), \( \delta = 0.2W \), and \( e^{i\alpha} = 1 \): \( r\Phi(p) / \sqrt{2} \) (blue dotted curve), \( r\Phi(p - \delta) / \sqrt{2} \) (red traced curve), and \( \Phi_C(p) \) (continuous purple curve).](image)
received by the particle when it exits by port C can be in the opposite direction in relation to the classically expected one, as depicted in Figs. 2 and 3. This interference of different momentum exchanges, which may result in a momentum displacement that corresponds to a force applied in the opposite direction, is a genuinely quantum effect with no classical analogue.

One could wonder if the described process suggests that momentum is not being conserved. Or, stated in another way, how could we get the electron with average momentum in a direction if it has only gained momentum in the opposite one? In order to understand this we have to stress that, because the negative momentum transfer takes place with destructive interference, the successful selection of the electron at the interferometer port C must be unlikely. For instance, in the case illustrated in Fig. 3 the probability $P_C$ that the electron comes out at port C is around 6%. To have a quantitative view of that, we plot in Fig. 4 $P_C$ as a function of $t$ and $\delta/W$. By comparison with Fig. 2, clearly the region with most negative average momenta coincides with the lowest probabilities of successful selection. Let us take a look at the discarded events. If we compute the momentum average $\langle p \rangle_D$ of the case that the electron is selected on port D of the interferometer, we see that the whole range of average momenta is positive (Fig. 5). When we sum both averages weighed by their respective probabilities, we see that

$$P_C \langle p \rangle_C + P_D \langle p \rangle_D = t^2 \langle p \rangle_\Phi + r^2 \langle p \rangle_{\Phi'},$$  

(8)

where $\langle p \rangle_\Phi$ and $\langle p \rangle_{\Phi'}$ are the momentum averages calculated with the corresponding states $|\Phi, A\rangle$ and $|\Phi', B\rangle$ of Eq. (2). This is exactly what we would expect for conservation of momentum, since $r^2$ and $t^2$ are the respective probabilities that the electron has or has not interacted with the external field, such that the Ehrenfest theorem is not violated. What the post-selection allows us to do, then, is a re-arrangement of the probabilities of selecting the electron with certain transverse momentum eigenvalues. We correlate most of the amplitude for positive $z$ momentum with the electron exiting through port D, and leave the negative values associated with the electron exiting at C. The impression that momentum is not conserved then comes from the fact that we are discarding many detection events.

Matter interferometry is an extensively developed field, with decades of research on electron, neutron and atom interferometers [22–25]. Mach-Zehnder interferometers with electrons in free space can be constructed with diffraction gratings acting as beam splitters and mirrors [26, 27]. It should not be difficult to place a capacitor in one of the arms of the interferometer, since this was already done with similar atomic interferometers [28–30]. A thin metallic foil should be placed between the interferometer arms near the capacitor to avoid the presence of the capacitor
field on path A of Fig. 1. The gratings with 100 nm periodicity used in Ref. [27], when illuminated by their 6 keV electron beam source, can generate a separation of 55 μm between the two paths at a distance of 35 cm from the grating. In Ref. [28], which performs the interferometer with atoms, this separation is enough to have control of different capacitor tensions for each beam path. By using the slit of 1.5 μm of Ref. [27] for the initial electron spatial state preparation, we approximate it by a Gaussian profile and estimate the beam width after 1 m of propagation to be 1.7 μm, such that the wave function spreading is small. In this setup, for capacitor plates separated by 1 mm with a length of 1 cm in the beam propagation direction and with an applied tension of 0.2 mV, the displacement of the momentum wave function is around 10% of its width, compatible to the displacement needed to show the anomalous force effect. So the experimental verification of the effect should be feasible with current technology.

It should also be possible to perform the experimental verification of the quantum interference of force with neutron interferometers [31, 32]. Nowadays it is possible to apply different magnetic fields on each arm of a Mach-Zehnder neutron interferometer [33, 34]. If this setup is adapted to apply an inhomogeneous magnetic field in one of the interferometer arms, producing a Stern-Gerlach force, and no field on the other, it should be possible to produce the superposition of a positive force with a null force on the neutrons resulting in an average negative momentum transfer to them with the appropriate post-selection.

Another possibility for the experimental verification of the quantum interference of force is in a setup with atoms from a Bose-Einstein condensate when the atomic trap is turned off. In this case, paths A and B of Fig. 1 can be associated to internal atomic states |A⟩ and |B⟩ with an energy difference on the microwave region and definite magnetic moments in the z direction. If the atoms are all initially in the state |Φ(p)|⟩|A⟩, where |Φ(p)| represents the quantum state of the z component of the atoms wave function in momentum space, a microwave pulse resonant with the transition can create the superposition t [Φ(p)|⟩|A⟩ + √1−t²|Φ(p)|⟩|B⟩], where t (assumed real) depends on the duration and amplitude of the microwave pulse. The subsequent application of an inhomogeneous magnetic field that generates a Stern-Gerlach force during a short period of time can create the state t |Φ(p−δa)|⟩|A⟩ + √1−t²|Φ(p−δb)|⟩|B⟩, where δa and δb depend on the duration and spatial configuration of the inhomogeneous magnetic field and on the z component of the magnetic moments of the states |A⟩ and |B⟩ respectively. A microwave resonant π/2 pulse can then transform this state into t |Φ(p−δa)|⟩|A⟩ + |B⟩) + √2 + t √1−t²|Φ(p−δb)|⟩−|A⟩ + |B⟩)/√2. The application of a second inhomogeneous magnetic field, but now transmitting the opposite momentum in relation to the previous one, followed by a selection of the atoms in the atomic state |A⟩, generates the momentum state t/√2 [Φ(p)|⟩−√1−t²/√2|Φ(p−δb)|⟩−|A⟩ + |B⟩)/√2. This state is associated to the same momentum wave function as Eq. (5) with e^{iα} = 1 and δ = δb−δa and can thus show the anomalous force effect. The combination of a total positive momentum transfer with a total zero momentum transfer to the atoms may result in a negative average momentum transfer.

In summary, we have shown how the quantum superposition of a positive force on a quantum particle with no force on the particle may result in a “negative force” on that particle, in a phenomenon that we named quantum interference of force. We also presented proposals for feasible experiments that could verify this effect with current technology. The quantum interference of force can generate rather curious effects, such as an effective attraction between electrons in an interferometer when we post-select by which exit each electron leaves the interferometer [35].
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