AN EXACT SOLUTION FOR THE RESOURCE-CONSTRAINED CONSTRUCTION SCHEDULING PROBLEM
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Abstract. Reduced time and, by the same token, the cost of the project is a crucial factor in contemporary construction. This article presents a method for the exact optimisation of a resource-constrained scheduling problem. Based on the Critical Path Method, graph theory and linear programming, an algorithm was developed and the FROPT program was written in Matlab to minimise the execution time of the task. By using the newly-created program, sample networks were calculated and the results were compared with results obtained by using the MS Project scheduling program (using approximation algorithm). The execution time obtained by using FROPT were on average 10% shorter than those obtained using MS Project. In selected cases the improvement in execution time reached 25%. A deterministic approach to the problem may shorten planned project times and bring financial benefits. Due to the exponential complexity of the algorithm, it is most useful in solving small or highly coherent networks. The algorithm and program may result in benefits not offered by commercial software for planners of building projects.
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Introduction

There is no doubt that in today’s world, time is extremely valuable. This is nowhere more evident than in the construction sector, where every second can be calculated into an equivalent cash amount. Of course, a golden mean must be found between reduction of execution time and the costs which that reduction entails. However, if construction works can be accelerated solely by means of correct organisation of work, then it is always advisable to do so. The efficient and reasonable management of available tools, specialist and machinery reduces the total execution time, and thus the cost of the project. Work becomes more efficient and the investor does not need to bear large financial burdens due to down time caused by poor organisation. It is very important from the perspective of construction practice to optimize the duration of a construction project with limited resources because of possible cost penalties connected with delays. An experienced engineer is able to make decisions about which activities should be carried out first, and which can be postponed. It should be noted though, that each construction project is unique, and no one is able to analyse in his or her head all the possible scenarios and choose the best from among them. Even with the use of commercially available specialist software tools, it is not always possible to obtain the optimal schedule (Kaklauskas, Zavadskas 2015; Kapliński 2008).

The Resource-Constrained Project Scheduling Problem (RCPSP) network model is an extension of the Critical Path Method (CPM). In addition to execution time, every activity in a network is assigned in advance the resources which are required for its completion. Finding the minimal time for the execution of
a project with constrained resources is a well-known and well-studied problem (Marcinkowski 2002). The golden age of research in this area was in the 1960s (Weaver 2006). In modern times, metaheuristic algorithms are most often used (due to the computational complexity of the problems) which include simulated annealing (Boctor 1996), artificial neural networks (Ömer, Umit 2015), tabu search (Omer 2010), genetic algorithms (Sou-Sen, Tzung-Heng 2010), swarm algorithms (Tran et al. 2015), hybrid algorithms (Bettemir, Sonmez 2014; Wang, Fang 2012), and memetic algorithms (Safaeei, Shams-Javi 2011). Many variations on the RCPSP theme have also arisen: energy saving scheduling (Miyamoto et al. 2014), scheduling with transportation delays (Quilliot, Toussaint 2012), and priority-rule methods (Andreas et al. 2013). There are many programs are useful in finding solutions to such problems (MS Project, Procore, Aconex), but no manufacturer identifies the methods or algorithms used in these programs. The majority of these programs also do not supply the optimal solution, at best giving an approximation of one. Therefore, it is important to examine this issue and consider methods to obtain the optimal solution.

The aim of this article is to attempt to find the minimum time for the execution of a project with constrained resources. Based on the CPM, and using linear programming in the Matlab language, an algorithm was developed and the FROPT (FRont OPTimization) program was written. FROPT is non-commercial software, and was developed for research purposes at the Cracow University of Technology; it may be shared among those interested in the construction planning industry. Example solutions for networks generated in FROPT are presented here. In order to verify these results, they were compared with those obtained by using MS Project.

1. Description of the problem

The algorithm described below is an adaptation and extension of the mathematical method of solving the problem of scheduling with constrained resources as described in academic works (Ignasiak 2001, 1975). A network with constrained resources is a generalisation of the CPM. In this case however, each activity has two parameters: \( d_i \) – duration and \( z_i \) – demand of a given activity for a resource. Resource is taken to mean a renewable good which serves to execute an activity, for example an employee or piece of machinery. There are also certain constraints on the amounts of resources. Constraint is represented by \( z_{\text{max}} \). A front of activities \( F_j \) in a network is a set of activities in which any two activities of this set may not belong to the same path. By execution of the project, we understand a column vector of non-negative real numbers \( T_j \) clearly assigned to the fronts \( F_j \). The number \( T_j \) should be interpreted as the duration of consecutive fronts.

In regard to optimisation of project execution time, one must strive to fulfil the condition given in formula 1:

\[
\sum_j T_j \rightarrow \min. \tag{1}
\]

Among the fronts, a pair of contrary fronts should be identified. The fronts \( F_i = \{Ck, Cl\} \) and \( F_j = \{Cm, Cn\} \) are contrary if the activity \( Ck \) precedes them on the activity path \( Cm \), while the activity \( Cn \) precedes the activity \( Cl \). Such a pair may not appear in execution. Transformation of the network into a highly coherent graph eliminates the problem of contrary fronts. Such a graph may be constructed by adding dummy activities with zero duration and demands on resources.

Each dummy activity may possess two lines. In order to find the optimal solution, further calculations should be performed on all the representatives of the highly coherent (acyclic) graphs.

The relation between the fronts and activities are presented mainly in the form of a matrix of incidence \( A_{ij} \). This is a binary matrix. If at the axis of the \( i \) and \( j \) lines of the column there is a value of 1, then the \( i \) activity belongs to the \( j \) front.

The meaning of the demand of the front for resources should now be defined. This will be the sum of demands for resources of the activities which comprise the front. The calculation method is presented in formula 2:

\[
z(F_j) = \sum_i z_i, \text{ for } i \text{ so that: } C_i \in F_j. \tag{2}
\]

Fronts whose values \( z(F_j) \) exceed the permissible resources \( z_{\text{max}} \) may not be taken into consideration.

The durations of specific activities are calculated as the sum of the duration of the fronts which include the activity. This is presented in formula 3:

\[
D(C_i) = \sum_j T_j, \text{ for } j \text{ so that: } C_i \in F_j. \tag{3}
\]

The problem discussed may be reduced to the issue of linear programming shown in formula 4:
find $T_j$, so that:

$$\begin{align*}
\sum_j T_j & \rightarrow \min, \\
\lambda \sum_j A_{ij} T_j & = d_i, \\
\lambda \sum_j z_j A_{ij} & \leq z_{\text{max}}.
\end{align*}$$

(4)

where: $A_{ij}$ – is the matrix of incidence of fronts with activities, $T_j$ – is the duration of these, $d_i$ – is the duration of particular activities, $z_j$ – is the demand of particular activities for resources, $z_{\text{max}}$ – is the resource constraint.

2. Algorithm

The FROPT algorithm finds the shortest possible execution time for a network with constrained resources. The program was entirely implemented in the Matlab R2014a with an additional module for optimisation (Optimization Toolbox). For the program to work correctly, the following assumptions must be met (these are also requirements of the CPM):

- A single initial and final peak (event). The initial event must have only outgoing activities, while the final event must have only incoming activities. All other events have gaps (activities) both incoming and outgoing.
- Nodes must be numbered by successive positive integers in the order that they are completed.
- There may not be cycles in the graph.
- Durations of all activities and their demands for resources must be known.
- Available resources must be at least equal to the maximum demand of individual activities. There is no pre-established constraint, however cases in which available resources exceed the maximum demand of the front do not add anything new.
- If at least two activities lead directly from peak $i$ to $j$, they should be replaced with a graph in which peak $k$ is introduced. One activity $i-j$ remains unchanged, while the other is replaced by activities $i-j$ and $k-j$. One of the activities is dummy (zero duration and zero demand for resources), and the other has the parameters of the activity which was replaced.

The complete FROPT algorithm is presented in Fig. 1. After entering starting data the numbering of the nodes and activities should be changed. For a graph like this, a family of highly coherent graphs is generated. Next, check whether the representatives of the family contain a cycle. For graphs which do not meet this condition, a matrix of incidence is generated and analysis is carried out to find the optimal solution using linear programming. For the optimal solution, the fronts are sorted based on the structure of the network. The final stage is the generation of a Gannt chart. This is a deterministic algorithm, so it always finds an optimal solution. The algorithm possesses exponential computational complexity $O(2^n)$.

The algorithm for finding fronts in the form of a matrix of incidence with activities for a given network goes as follows (let $N$ mean the number of activities in a given front):

1. For $N = 1$ each of the activities may be a front. The matrix $F$ and supplementary unit matrices $D$ and $C$ should be placed. The variable “$i$” means the number of fronts in the matrix $D$, and the variable “$j$” in matrix $C$.

2. $N = N + 1$

3. For each number from 1 to “$i$” and from 1 to “$j$”, check whether $D_i$ and $C_j$ may be a front (all activities belonging to front $D_i$ and $C_j$ do not lay on the same path and meet the demands
for available resources). If such a front can exist (and does not belong to matrix $F$), it should be saved in the supplementary variable $E$ and added to matrix $F$. In this way $N$-activity fronts are found

4. If $N$-activity fronts are not found, the algorithm finishes its operation, and the result is the matrix of incidence $F$. Otherwise, matrix $C$ should be overwritten with variable $E$, variable $E$ should be zeroed, and proceed to step 2

This algorithm finds the same fronts repeatedly, therefore it is necessary to check whether a given front has not already been added to the matrix $F$ (if so, this front should not be taken into consideration a second time).

FROPT is a program without a graphic user interface. Data is fed from the level of the Matlab environment console or in the form of an m-file. The correct operation of the program requires defining the 4-column matrix describing the network. Subsequent columns designate: the number of the initial activity peak, the number of the final peak, activity duration, the demand of an activity for resources. Next, the loop function must be used, which accepts as arguments the created matrix and the maximum available demands (see an example of using the function in Fig. 3). The program shows first of all the minimum realization time and the organization of task performance in the form of the Gantt chart as well as additional information (that is less practically important), such as the matrix of realization times for all representatives of highly coherent graphs. FROPT requires basic programming knowledge; however, there is a possibility to extend it by a graphic interface in regard to data feeding or to adapt it as an extension to the existing scheduling programs. The authors of the present paper have access to the source code and documentation of the FROPT program. The program is being further developed.

3. Solution for an example network

3.1. Example 1

The network shown in Figure 2 is assumed. The network possesses 11 nodes and 16 activities. The available resources have been set with a value of 10. For a problem formulated in this way, an execution time of 18 units was obtained. To transform this into a highly coherent graph, as many as 21 dummy activities must be added between the peaks. The number of network to be calculated is $2^{21} = 2,097,152$, in order to find the optimal solution. Attention should also be paid to the assignment of the resources at the end of the project. There may be some disproportion of resource usage. Without interfering in the structure of the network, we can switch the execution date of the last two fronts. This will cause available resources to be released at the end of the project. We can also carry out activity 15 earlier (together with activity 16). This will mean that the usage of resources over time will be more balanced.

This network was also calculated using Microsoft Project. The execution time was 22, which is considerably worse than the time obtained by FROPT. The difference between these results is 18%. Figure 3 presents the code of the program, the schedule obtained with the use of FROPT and the schedule obtained with the use of MSP for data from network 1.

A comparison was also made between the execution times for different values of available resources. The results are presented in Figure 4 in the form of a chart and tables. The smallest number of resources was 9 (the highest demand for resources of a single activity), and the largest number was 29 (the highest demand of a front). The chart shows a maximum of 16 resources, as the results obtained for a larger number were the same as those obtained by using the CPM. It can be seen that in the majority of cases, the execution time can be reduced by from 7% to 18% in comparison with those returned by MS Project. In one case only were the results obtained by both programs the same.

The achievement by the FROPT program of results which are 18% better than those of MS Project is very satisfying in terms of the execution time of a project. Even when the execution time of a construction project is only shortened by 7% or 9%, there are considerable savings in terms of lowering costs (for 11 resources, a time of 15.5 was obtained).
An analysis was also carried out of the optimal execution times of the network for particular representatives of highly coherent graphs (for the resource constraint value of 10). As was previously mentioned, in order to find the minimum time, more than two million networks were calculated. It appears that only 1026 of them did not contain cycles and could be processed further. This is a mere 0.05% of all the possible representatives of highly coherent graphs. This means that the greatest effort is required by the task of finding graphs without cycles.

### 3.2. Example 2

An interesting feature of the problem is when non-integers are returned for a network in which the durations of the activities are all integers. It appears that for small networks, such a result may be obtained. Figure 5 shows just such a network. There are three parallel activities leading from peak 1 to peak 2. Each of them requires 1 resource and has a duration of 1 time unit. However, in accordance with the assumptions described above, two additional dummy activities should be added (with zero duration and zero demand for resources). For available resources with a value of 2, the solution is not obvious.

![Chart showing the duration dependent on available resources](image)
The solution for the network is quite surprising, as for all of the integer durations and demands for resources, the result is a calculable non-integer (Fig. 6). This results from the fact that the structure of the network and the assumptions allow the execution of an activity to be paused and later resumed when resources become available. The network presented is the smallest one in which such a property was observed.

An analysis of the above network was also carried out using MS Project. The Microsoft program returned an execution time for the schedule shown above of 2 units (Fig. 6). This means that the FROPT result is 25% better.

3.3. Example 3

Figure 7 in MSP presents in the form of a table the scope of work, duration times and the required number of workers to make a reinforced concrete foundation with a foundation wall using prefabricated concrete blocks during the realisation of two identical buildings. Tasks on plots are performed in the technological order while tasks between the plots are independent. A given number of people is assigned for each task. The contractor has a team consisting of maximum 9 workers. Figure 7 also shows the schedule obtained in MSP. Figure 8 presents the schedule obtained with the use of FROPT (dummy activities have been removed from the diagram). The realisation time with the use of MSP is 19 workdays while with the use of FROPT 17.5 days. The result obtained in FROPT is therefore by almost 9% better than in MSP. This proves the usefulness of the method and the program for scheduling projects with constrained resources.

Final conclusions

The presented problem is important in construction. The application of the FROPT program can reduce the duration of a project by means of correct organisation of work. Completing a project in a shorter time allows the building contractor to avoid penalties.

The program we developed serves to find an exact solution to resource-constrained project scheduling problems (RCPSP) by optimising execution time. FROPT is non-commercial software, and was developed for research purposes at the Cracow University of Technology; it may be shared among those interested in the construction planning industry.

Based on our research, the following conclusions can be made:

– The algorithm used in the FROPT program is effective. It finds optimal solutions in finite time. It is a deterministic algorithm, however it is characterised by exponential complexity, which restricts its potential application to small networks or ones of a specific structure.

– Due to the computational complexity of the problem, a deterministic approach is not effective for large networks. For some networks, the calculation time could amount to several years, which is of course unacceptable. A solution for this problem may be the application of distributed computing or the application of heuristic algorithms (for example genetic algorithms or the Monte Carlo method).
For large networks with a coherent structure (where few dummy activities are needed to transform the network into a highly coherent graph) the execution time of the program will be acceptable to the user. Removal of activities from such a graph (those activities which can be removed due to conditions which must be fulfilled by the CPM network) paradoxically results in an increase in the number of representatives of highly coherent graphs which must be calculated, increasing the execution time of the program.

The use of the FROPT can provide as much as 25% reductions in execution time in comparison to the results obtained using MS Project. This was the best result obtained for a given network (Example 2). For a fairly regular network (Example 1), reductions of as much as 18% were obtained. On average, approximately 7–10% improvements were noted. The time-saving depended on the structure of the network, its size, and on available resources. A shorter execution time can directly influence savings. Optimisation is carried out strictly in terms of organisation of work; other factors are not considered. It can be assumed then, that using the same available resources, the time required for works can be shortened, and thus made cheaper.

The FROPT program does not calculate optimal resource distribution. The amount of resources used during the works should be, as far as possible, at a consistent level. If the distribution of resources is unsatisfactory, corrections may be entered into the schedule manually, taking into account time reserves afforded by activities which lie outside of the critical chain.

For a sufficiently large amount of available resources, both programs return the same execution times (equivalent to solutions offered by the Critical Path
Method). It should be noted though, that in order to obtain results equal to those delivered by CPM, it is sufficient to use a mere fraction of the available resources. This means that shorter execution times can be achieved with far fewer resources than had been anticipated.

- As Example 2 showed, for networks with durations of activities expressed in integers, it was possible to obtain non-integer execution times. This is caused by the distribution of resources and the possibility to interrupt certain activities. This concerns networks with fronts which include at least three activities.

- As shown in example 3, the presented method and the FROPT program are useful for scheduling real projects with constrained resources.

Summing up, the following areas for further research can be defined. To develop exact methods for scheduling with constrained resources, the problem of the generation of acyclic networks should be considered, which will significantly improve the performance time of programs. A further development of metaheuristic methods and the introduction of more efficient deterministic algorithms may improve our understanding of the problem. In the case of the development of quantum computers, deterministic methods should be developed, as computational complexity will cease to be relevant and exact solutions will be achievable within acceptable times.
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