Multiclass sentiment analysis on COVID-19-related tweets using deep learning models
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Abstract COVID-19 is an infectious disease with its first recorded cases identified in late 2019, while in March of 2020 it was declared as a pandemic. The outbreak of the disease has led to a sharp increase in posts and comments from social media users, with a plethora of sentiments being found therein. This paper addresses the subject of sentiment analysis, focusing on the classification of users’ sentiment from posts related to COVID-19 that originate from Twitter. The period examined is from March until mid-April of 2020, when the pandemic had thus far affected the whole world. The data is processed and linguistically analyzed with the use of several natural language processing techniques. Sentiment analysis is implemented by utilizing seven different deep learning models based on LSTM neural networks, and a comparison with traditional machine learning classifiers is made. The models are trained in order to distinguish the tweets between three classes, namely negative, neutral and positive.
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1 Introduction

Internet growth is rapidly developing and affects every aspect of our lives. This development continues to increase day after day due to the exploding volume of data and information. Most of these data is created through human interaction in social networks where social media platforms like Twitter, Facebook and LinkedIn make distant communication feasible. One of the most popular social network applications is Twitter, which provides all sorts of information and allows its users to post text messages called “tweets.”

The SARS-CoV-2 virus (COVID-19) pandemic started in December 2019. The virus was first detected in the Wuhan region of China [1] and is affecting 221 countries and territories around the globe. It is a new strain of coronavirus that until then had not been identified in humans. This virus mainly affects the respiratory system, although other organ systems are involved. Symptoms are associated with lower respiratory tract infections, such as fever, dry cough and shortness of breath. Moreover, headache, dizziness, generalized weakness, vomiting and diarrhea were observed. It is now widely known that the respiratory symptoms of COVID-19 are highly heterogeneous, ranging from minimal symptoms to severe hypoxia with acute respiratory distress syndrome (ARDS) [2].

The coronavirus pandemic seems to have further strengthened citizens’ relationship with social media. An increasing number of people now spend more time on

1 https://www.worldometers.info/coronavirus/
2 https://www.who.int/health-topics/coronavirus
social media platforms since the outbreak of the health crisis. Twitter has been widely used for sharing ideas, opinions and feelings related to the pandemic due to its popularity and ease of access [3]. Moreover, this platform has been exploited by many government officials worldwide as a communication channel to the general public with the ultimate purpose to regularly share policy updates and news related to the pandemic [4].

Given the unprecedented circumstances of uncertainty that the pandemic created, this paper contributes to understanding the public behavior, and specifically, it quantifies and validates the emotional and psychological conditions that prevail among citizens of different countries around the world. Its ultimate purpose is to characterize the psychological well-being during the early stage of the COVID-19 outbreak, while this infectious disease constitutes a controversial global topic in social media that is worth studying.

This study presents a number of deep learning models which aim at categorizing the sentiment found in the posts of Twitter users. The sentiment that classifiers are utilized to distinguish is either negative, neutral or positive, and the topic of these tweets concerns the COVID-19 pandemic. More to the point, the dataset used in the paper concerns the period between March and April 2020, when the disease had already spread around the world, while the cases were constantly increasing and new measures in order to limit further spread of the disease were announced. The number of tweets was 44,955 and this was mainly due to the fact that the sentiment that prevails in each recording has been manually categorized. For the sentiment identification that prevails in the tweets, 7 different deep learning models were implemented consisting of long short-term memory (LSTM/BiLSTM) recurrent neural networks and 6 models based on traditional machine learning algorithms.

We highlight that our paper introduces a novel framework that makes use of information from social media for understanding public behavior during the most popular topic of our days, COVID-19 pandemic. Our proposed framework compares the different types of sentiments expressed in a number of months in relation to the rise of the number of cases, which impacted the economy and had different levels of lock downs. We use LSTM and bidirectional LSTM (BiLSTM) model with bag of words (BoW) and term frequency-inverse document frequency (TF-Idf) for word representation for building a language model. Moreover, we use the BERT model as well as different machine learning models to compare the results from these classification algorithms. This framework is focused on multi-label sentiment classification, consisting of three different classes, namely negative, neutral and positive.

The rest of the paper is organized as follows. Section 2 presents related work on coronavirus tweet analyses. Section 3 overviews the basic concepts and algorithms used in this paper, while in Sect. 4, the implementation details are presented. Section 5 presents the research results, and finally, Sect. 6 depicts conclusions and draws directions for future work.

2 Related work

Social network analysis on COVID-19 tweets using machine learning techniques is considered a popular field of data mining, owing to the extensive and still growing available literature. Initially, authors in [5] used latent Dirichlet allocation (LDA) in order to recognize unigrams, bigrams, salient topics, themes and sentiments from 4 million Twitter messages between March 1 and April 21, 2020, related to the COVID-19 pandemic. The dataset was constructed by using a list of 25 popular hashtags, and the results provided useful insights about health-related emergency situations. Another research paper that uses LDA for topic modeling is the one proposed in [6]. The authors focus on identifying the sentiment that prevails during the coronavirus outbreak, with fear being the most dominant one.

Moreover, the authors in [7] conducted a social network and content analysis on tweets collected between March 27 and April 4, 2020, with the ultimate purpose of understanding what led to the conspiracy theory that 5G towers in the UK are closely related to the spread of the pandemic. Another work considers classifier ensembles formed by diversified components that are promising for tweet sentiment analysis [8]. The authors compared bag of words and feature hashing-based strategies for the representation of tweets and depicted their advantages and drawbacks, where classifier ensembles were obtained from the combination of lexicons, bag of words, emoticons and feature hashing.

Furthermore, a database of COVID-19-related tweets was analyzed aiming to provide insight toward mask usage in [9]. Classification was implemented to separate tweets into different high-level themes and topics within each theme. For each of these clusters, a sentiment profile was built and later on checked as to identify how it changed over a five-month period. Natural language processing techniques were used for applying an abstractive text summarization model.

LSTM neural networks has been widely used for forecasting COVID-19 infection for multiple countries especially in the period of lockdown [10–12]. Additionally, a sentiment analysis research paper based on posts from Sina Weibo, a popular Chinese social media platform, was presented in [13]. The posts were classified into 3
categories (negative, neutral and positive) with the use of a fine-tuned unsupervised BERT model and a Tf-Idf model for topic post identification. Sentiment classification was, also, implemented by the authors of [14]. Specifically, negative and positive sentiment classification was implemented with the use of naive Bayes and logistic regression machine learning techniques. This research paper compares the results of these classifiers on two datasets that consisted of tweets of shorter and longer length, with the former technique being the most accurate in both. Another approach that deals with sentiment classification is that of [15]. The authors examined how the lockdown at the end of March of 2020 affected people in India based on a dataset consisting of 24,000 tweets, which were extracted using two prominent hashtags. The results showed that despite the negative sentiment that appeared, positive tweets were the dominant ones.

Furthermore, the authors in [16] incorporate deep neural networks for the problem of forecasting aviation demand time series, where they utilized various models and identified the best implementation among several strategies. One of the most recent works exhibits an LSTM-CNN based system for classification [17]. Specifically, the classification task was improved as the proposed method reduced the execution time by values ranging from 30 to 42%. Thus, the effectiveness of LSTM neural network and its important contribution for specific tasks was proved.

### 3 Preliminaries

The classifiers presented are based on deep learning techniques and specifically on LSTM models. A detailed description of the various categorizers is presented, and the way the input data is utilized is explained. The data consist of various types, either textual, after initially received various preprocessing techniques, or purely numerical together with preprocessed textual. After training the models, they are able to categorize the sentiment into three distinct categories, which are negative, neutral and positive.

#### 3.1 Text preprocessing

The text preprocessing phase consists of several steps as we aim to reduce the complexity of our proposed method. Specifically, all characters are converted to lowercase, and the hyperlinks are removed as they do not add any useful linguistic information [18–20]. Furthermore, mentions and hashtags that are often used on Twitter messages to attract other users attention are also eliminated. Regular expressions were also utilized in order to replace some meaningful words, such as the username. In many research papers [8, 21, 22], the removal of these words is followed, but in this case their replacement was chosen due to the fact that deep learning techniques are considered to respond better to as much information as possible, so that the meaning of the sentence is not lost when dealing with text data. This is the reason why stop word removal was not implemented.

Contractions’ correction was another module to be utilized as in the English language, and especially when writing informally like in Twitter, many are the words that get converted into shortened versions. The transformation of these words into their initial form is required because the concise and the complete version of a word are treated as two completely different words, thus leading to an increase in the dimensionality and cost of calculation.

Part-of-speech (POS) tagging was in the following implemented so as to extract the useful features and enhance the proposed deep learning model. In this module, each token acquires a special tag, called the POS Tag. This tag indicates the part of speech (noun, verb, adjective, etc.) to which the token belongs, while it contains additional information about its grammatical category.

Furthermore due to the limited number of characters allowed in tweets, abbreviations are widely used on such platforms and need to be efficiently handled. Their conversion back into their initial full form was implemented by manually creating a dictionary which contained the most well-known abbreviations with their complete expression. In this dictionary, the most common emoticons were also included along with their semantic meaning.

An additional step in correcting typographical and spelling errors is the utilization of the “autocorrect” Python library. This particular library replaces words that are not considered to be correctly spelled with words that are perceived as most appropriate based on the letters that this library finds in the word of interest.

Tokenization and lemmatization were also considered; the first module includes the process of disintegrating the text into smaller sections called “tokens”. Each term of each tweet is then stored within a token list, and the text’s tokens appear based on their natural order. Regarding lemmatization with the utilization of previously produced POS tags and the use of the WordNet Lemmatizer, every word from the tweets was transformed into its base or dictionary form. This is implemented by reducing inflected words into a root word that exists in the vocabulary.

#### 3.2 LSTM architecture

LSTM neural networks belong to the category of recurrent neural networks (RNNs) and were initially proposed in [23]. This variation of RNNs is widely used in the field of deep learning because it has been proved to be very
effective in modeling long-term dependencies, while it eliminates the vanishing or exploding gradient problem. Moreover, this category uses a special gateway mechanism that decides which pieces of information to remember, which to update and which to pay attention to. These abilities are based on the cell and do not take into consideration the update as well as the output gate that LSTMs are composed of. The architecture described above is illustrated in Fig. 1.

The equations that govern the operation of LSTMs, based on the previous figure, are presented below. In Eq. 1, the update gate consists of a sigmoid function that decides which pieces of information to remember, \( c(t) \) in the memory cell \( c(t) \).

\[
\Gamma_u^{(t)} = \sigma \left( W_u \left[ x^{(t-1)}, x(t) \right] + b_u \right)
\]  

(1)

The forget gate that is presented in Eq. 2 consists of a sigmoid function, which takes the current input of cell \( x(t) \) and the output of the previous one \( x(t-1) \), deciding which parts of the old output should be removed in order to free a substantial part of memory.

\[
\Gamma_f^{(t)} = \sigma \left( W_f \left[ x^{(t-1)}, x(t) \right] + b_f \right)
\]  

(2)

Equation 3 depicts the output gate which consists of a sigmoid function that decides which memory cell information will be extracted.

\[
\Gamma_o^{(t)} = \sigma \left( W_o \left[ x^{(t-1)}, x(t) \right] + b_o \right)
\]  

(3)

Equation 4 presents \( \tilde{c} \), which is a layer consisting of the hyperfunction tanh that takes the same inputs as before and creates a vector of all possible values from the new input.

\[
\tilde{c}(t) = \tanh \left( W_c \left[ x^{(t-1)}, x(t) \right] + b_c \right)
\]  

(4)

The new cell state is presented in Eq. 5, where the outputs of the Eqs. 2 and 4 are multiplied to update the new memory cell. This is added to the old memory \( c(t-1) \) multiplied by the forget gate, so that \( c(t) \) occurs.

\[
c(t) = \Gamma_f^{(t)} \times (t-1) + \tilde{c}(t) \times \Gamma_o^{(t)}
\]  

(5)

The memory cell goes through a layer composed of a tanh function creating a vector of all possible values and multiplied with the output gate the hidden state is obtained; this information is forwarded to the next unit of the LSTM.

\[
x(t) = \Gamma_o^{(t)} \times \tanh c(t)
\]  

(6)

### 3.3 Word Embeddings

Analyzing word embeddings, we would say that they are a type of representation that allows words with similar meanings to have similar representations [25, 26]. Being considered a significant discovery, they have led to impressive performance of deep learning methods in natural language processing (NLP) problems.

The four most common word embedding techniques are presented below. Initially, the embedding layer, where the representation of words are learned together with a neural network model. In the following, the second is Word2Vec, which was proposed in [27] and is one of the most popular templates for developing pre-trained word vector representations [28]. The next method is GloVe, which is an extension of the previous model [29], proposed in [30–32].

The last technique is the newly proposed embedding method based on transformers, namely as Bert [33–36]. Bert is thought to be a state-of-the-art discovery in the field of NLP with the ability to provide better results than other methods [37, 38]. All of the aforementioned techniques are utilized for the implementation of the deep learning models of our paper.

### 4 Implementation

#### 4.1 Dataset

For the scope of this research paper, the dataset used consisted of tweets related to COVID-19 pandemic\(^3\), with the categorization of sentiment being manually extracted.

---

\(^3\) [https://www.kaggle.com/datatattle/covid-19-nlp-text-classification]
implemented. Initially, the dataset consisted of tweets classified into extremely negative, negative, neutral, positive and extremely positive sentiment. Our aim at classifying the data into three categories led to merging the extremely negative and negative tweets in the same class, while the same happened for the data belonging to the extremely positive and positive class, respectively. As a result, the number of tweets per each sentiment class is presented in Table 1.

The data was collected in the period from 2/3/2020 to 14/4/2020 and the tweets included are exclusively in the English language. The period taken into consideration is when the coronavirus had already spread throughout the world and the pandemic created unprecedented situations with long-term quarantines to reduce the spread of the virus, traveling restrictions, etc. This new everyday life is depicted in this dataset, and specifically in Figs. 2 and 3 with the most common hashtags and bigrams after preprocessing.

4.2 Overview of the deep learning models

In the following, 7 different deep learning models were implemented consisting of long short-term memory (LSTM/BiLSTM) neural networks with the use of the Tensorflow and Keras libraries. The classifiers are structured with the sequential or functional APIs of the aforementioned libraries, regarding the needs of the model.

1. Simple LSTM The first layer of the classifier is the Keras embedding layer, which is widely used for text data. This requires the input data to be encoded to integers so that each word is represented by a single integer. After this requirement is met, the embedding layer is initialized with random weights, and during the training, a vector representation of each word of the dataset is created. The output of the previous layer is entered in the SpatialDropout1D layer. This process is performed to prevent the problem of overfitting, and subsequently, the data is introduced into 3 LSTM and 3 batch normalization layers, alternately. Finally, a dense layer of shape 3 decides which sentiment prevails in the examined tweet. Concretely, the SpatialDropout1D layer is met in models 1 – 4 and 7, while the last one is inserted in all 7 models.

2. GloVe LSTM GloVe pre-trained embeddings along with 3 LSTM and 3 Dropout layers are utilized. The first layer, as in the previous case, is the embedding layer. The difference, however, is that an already pre-trained vector representation of the words is introduced, as a result of which existing knowledge is transferred to the proposed method. This way, there is no need for embedding layer training with the number of learning parameters to be dramatically reduced.

3. BiLSTM The differentiation of this model is related to the choice of the type of the LSTM neural network, where in this case the BiLSTM was selected [39, 40]. Its ability to summarize the content of the text, both forwards and backwards, is tested in [41]. As a result, a Keras embedding layer combined with a SpatialDropout1D, a single BiLSTM and a Dropout layer is implemented.

4. Gensim LSTM The embedding layer used here consists of pre-trained word embeddings acquired from the data we had at our disposal. The Word2Vec algorithm was used for the implementation of the vector representation of words, and specifically, the CBOW training method was used. The rest of the model consists of a BiLSTM and a Dropout layer.

5. Bert LSTM The word embeddings are produced by the Keras Layer, which receives as input the input_word_ids, the input_mask and the segment_ids of the text data. These inputs are inserted into the pre-trained Bert encoder bert\_en\_uncased\_L – 12\_H – 768\_A – 12\footnote{https://tfhub.dev/tensorflow/bert\_en\_uncased\_L-12\_H-768\_A-12/}. This pre-trained encoder is derived from English language texts coming from Wikipedia and the BooksCorpus dataset, which contain about 2, 5 billion and 800 million words, respectively. Keras layer, however, produces two outputs, namely the pooled\_output and sequence\_output. The first output contains the vector representation for the entire input phrase (tweet), while the second one contains the representation for each token. Based on the purpose of this work, the output we are interested in is the sequence\_output, since it contains the word embeddings needed for the rest of the model. The output of this layer is inserted into a BiLSTM and later on a Dropout layer.

6. Bert Tokenizer LSTM The tokens that the embedding layer receives as input are based on the Bert Tokenizer, called WordPiece Tokenizer [34]. This Tokenizer was chosen to be separately tested due to the innovative way in which it splits words into tokens and we aim at evaluating its behavior throughout our data. As previously, the next layers are the BiLSTM and Dropout.

7. Text & Numerical Data LSTM This model receives as input, in addition to the text data, a set of numerical data. The numerical data is related to the following features in Table 2. The text data is inserted into an embedding layer, whose output is inserted into a BiLSTM and then in a Dropout layer. The numerical data, after getting normalized, constitute the input of a dense layer, whose output is getting concatenated with
the output of the Dropout layer of the text data. The output of the concatenation layer forms the input for the final dense layer.

Each deep learning model receives as input preprocessed textual data and makes use of an embedding layer that transforms each word into a vector representation of size equal to 200. In the current work, different kinds of embedding layers are tested. All models, except for Bert LSTM, consist of a SpatialDropout1D layer that is used for avoiding overfitting while training. In this layer, the output of the embedding layer is given as input, while the output of SpatialDropout1D is inserted into an LSTM or BiLSTM, depending on the model. After each LSTM or BiLSTM layer, a Batch Normalization or a Dropout layer is utilized where these layers are used for overfitting avoidance.

Batch Normalization has the ability to normalize the data it receives at input. Specifically, it implements a transformation that keeps the average output close to 0 and
the standard deviation close to 1. Dropout sets to a value equal to 0 different elements of each input with a certain frequency, so that while the model is trained, it does not efficiently learn the training data. Regarding the model of interest, different numbers of LSTM/BiLSTM and Batch Normalization/Dropout layers are used. The output of the last Batch Normalization/Dropout layer is given as input to a dense layer consisting of 3 neurons that are responsible for deciding the sentiment that prevails on the examined tweet.

After the complete design of all the LSTM models, the compile function of the Keras library is employed, which undertakes the configuration of the model for training. The categorical cross-entropy was included in the definitions of this function as a loss function. This function is used to create classifiers with multiple classes. At the same time, Adam was defined as the model optimizer, with the learning rate differing per model.

An example of the architecture of the LSTM models proposed is depicted in Fig. 4.

In order to identify the parameters that lead to the creation of the optimal classifier, different values of the hyperparameters for each model were tested. Regarding batch size, different values between 8 and 128 showed best results depending on the designed classifier. When it comes to embedding size, three different cases were examined, namely 100, 200 and 300. After implementing a set of tests, the results showed that when considering size equals to 100, then not much information related to each word of the tweet is captured, while an embedding dimension of 300 does not contribute to the increase in the detection accuracy.

The learning rate achieved several values ranging from 0.00001 to 0.01. The results showed that Bert Tokenizer LSTM model responds better with a very low learning rate; specifically, the learning rate in this case was equal to 0.00001. On the other hand, simple LSTM has a learning rate of 0.005, and the other models perform better with the default Keras value, that is, 0.001.

Regarding the parameters that lead to the creation of the optimal classifier, the configuration is presented in Table 3.

### 4.3 Overview of the machine learning models

For comparison purposes, 6 traditional machine learning models are also implemented. These are based on three classifiers, namely naive Bayes, decision tree and random forest, combined with Tf-Idf and bag of words techniques. These techniques are widely used in sentiment classification studies and it is worth taking them under consideration [42–45].

1. **Tf-Idf & Multinomial Naive Bayes** The operation of this classifier is based on the Tf-Idf technique [46] and it evaluates how relevant a word is in a document in terms of a document collection. The TfidfVectorizer function of the sklearn library was used to implement the Tf-Idf technique. By creating the matrix that assigned the corresponding Tf-Idf value to each word in each tweet, the data were inserted into a Multinomial Naive Bayes model [47]. This algorithm was chosen due to the fact that it is primarily used in NLP problems.

2. **Tf-Idf & Decision Tree** In this model, the same Tf-Idf technique was followed, where the produced matrix was inserted into a Decision Tree classifier [48].

3. **Tf-Idf & Random Forest** As in the two previous models, the Tf-Idf technique of converting words to numbers was implemented. Random Forest was used as the corresponding classifier [49].

4. **BoW & Multinomial Naive Bayes** This classifier utilized the conversion of words into numbers with the bag of words (BoW) technique [50]. BoW is a widely used NLP algorithm, which is based on the frequency of words in the text. The difference with Tf-Idf is that it just creates a set of vectors calculating the count of word occurrences in the document, while the Tf-Idf model contains information on the more as well as the less important words. Finally, the data were inserted into the Multinomial Naive Bayes classifier.

5. **BoW & Decision Tree** This classifier was designed using the aforementioned BoW technique in conjunction with the Decision Tree algorithm.
The last classifier implemented is the one based on the Random Forest algorithm in combination with the BoW technique.

## 5 Evaluation

The evaluation of the proposed models has been conducted with the use of the Kaggle dataset, and the models were evaluated based on their ability to classify tweets sentiment effectively. The performance of the models was measured in terms of accuracy, which is one of the most commonly used metrics for the evaluation of a system prediction. Moreover, precision, recall and F1_score were also calculated as presented in the following equations. Due to the fact that the problem we are dealing with is related to multi-class classification, for the determination of the values of the evaluation indices (accuracy, precision, recall and F1_score) the one vs. all approach was used.

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (7)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (8)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad (9)
\]

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} = \frac{TP}{TP + \frac{1}{2}(FP + FN)} \quad (10)
\]

The number of samples that are correctly classified in terms of sentiment is those called true positive (TP). Instead, all those samples that were considered by the classifier to belong to a class when they actually do not are called false positive (FP). At the same time, those items that are classified in a class other than the one they truly belong to are considered as false negative (FN). Finally, all other elements are called true negative (TN). To the latter category belong those items that neither belong to nor were classified in the class of interest.

The accuracy, precision, recall and F1 score of the proposed models are presented in Table 4. Bert Tokenizer LSTM achieved the best performance in terms of the four metrics, followed by Text & Numerical Data LSTM, BiLSTM and Bert LSTM. The traditional machine learning approaches, e.g., Tf-Idf and BoW, as expected, performed worse than corresponding deep learning techniques. The highest value of accuracy is 90%, whereas the lowest is 61% and the same stands for the other 3 metrics as well for Bert Tokenizer LSTM and Tf-Idf & Decision Tree, respectively.

The confusion matrix of the Bert Tokenizer LSTM model is illustrated in Fig. 5. The diagonal elements represent the number of tweets for which the predicted label is equal to the true label, while off-diagonal elements are those that are mislabeled by the classifier. The higher the diagonal values of the confusion matrix the better, indicating many correct predictions, that is the correctly classified tweets.

The next part of evaluation includes the results assessment in varying train/validation and test set percentages. Specifically, the three following configurations were utilized in order to measure the efficacy and compare the settings of the proposed models.

1. 60% train/validation - 40% test
2. 70% train/validation - 30% test
3. 80% train/validation - 20% test

6. **BoW & Random Forest** The last classifier implemented is the one based on the Random Forest algorithm in combination with the BoW technique.
The results of the three different configurations are presented in Tables 5, 6 and 7. As given in Table 4, Bert Tokenizer LSTM has the highest values for all three different data splits, followed by Text & Numerical Data LSTM, BiLSTM and Bert LSTM, whereas the worst metrics are considered for Tf-Idf and bag of words (BoW) techniques.

Finally, Table 8 presents the results for all the proposed models for each one of the three sentiments utilized in our paper. We can see that for the majority of techniques, positive tweets achieve highest percentage to be correctly classified in contrast to negative and neutral. Bert Tokenizer LSTM achieves the highest values for all three metrics, whereas Tf-Idf and bag of words (BoW) techniques have the lowest values.

![Confusion Matrix](image)

**Fig. 5** Confusion Matrix of Bert Tokenizer LSTM model

| Model                                    | Accuracy | Precision | Recall | F1 score |
|------------------------------------------|----------|-----------|--------|----------|
| Simple LSTM                              | 0.78     | 0.79      | 0.78   | 0.78     |
| GloVe LSTM                               | 0.80     | 0.80      | 0.80   | 0.80     |
| BiLSTM                                   | 0.83     | 0.83      | 0.83   | 0.83     |
| Gensim LSTM                              | 0.67     | 0.70      | 0.67   | 0.68     |
| Bert LSTM                                | 0.82     | 0.82      | 0.82   | 0.82     |
| Bert Tokenizer LSTM                      | 0.90     | 0.90      | 0.90   | 0.90     |
| Text & Numerical data LSTM               | 0.83     | 0.83      | 0.83   | 0.83     |
| Tf-Idf & Multinomial naive Bayes         | 0.65     | 0.67      | 0.65   | 0.60     |
| Tf-Idf & Decision tree                   | 0.61     | 0.61      | 0.61   | 0.61     |
| Tf-Idf & Random forest                   | 0.70     | 0.70      | 0.70   | 0.70     |
| BoW & Multinomial naive Bayes            | 0.69     | 0.69      | 0.69   | 0.69     |
| BoW & Decision tree                      | 0.63     | 0.63      | 0.63   | 0.63     |
| BoW & Random forest                      | 0.72     | 0.72      | 0.72   | 0.71     |

**Table 4** Accuracy, precision, recall and F1 score of proposed models

| Model                                    | Accuracy | Precision | Recall | F1 score |
|------------------------------------------|----------|-----------|--------|----------|
| Simple LSTM                              | 0.79     | 0.78      | 0.78   | 0.79     |
| GloVe LSTM                               | 0.79     | 0.79      | 0.79   | 0.79     |
| BiLSTM                                   | 0.82     | 0.82      | 0.82   | 0.82     |
| Gensim LSTM                              | 0.63     | 0.67      | 0.63   | 0.63     |
| Bert LSTM                                | 0.81     | 0.81      | 0.81   | 0.81     |
| Bert Tokenizer LSTM                      | 0.88     | 0.89      | 0.88   | 0.88     |
| Text & Numerical data LSTM               | 0.83     | 0.83      | 0.83   | 0.83     |
| Tf-Idf & Multinomial naive Bayes         | 0.65     | 0.67      | 0.65   | 0.59     |
| Tf-Idf & Decision tree                   | 0.59     | 0.59      | 0.59   | 0.59     |
| Tf-Idf & Random forest                   | 0.69     | 0.68      | 0.69   | 0.68     |
| BoW & Multinomial naive Bayes            | 0.67     | 0.66      | 0.67   | 0.67     |
| BoW & Decision tree                      | 0.60     | 0.61      | 0.60   | 0.61     |
| BoW & Random forest                      | 0.69     | 0.69      | 0.69   | 0.69     |

**Table 5** Model evaluation with data split 60/40

The results of the three different configurations are presented in Tables 5, 6 and 7. As given in Table 4, Bert Tokenizer LSTM has the highest values for all three different data splits, followed by Text & Numerical Data LSTM, BiLSTM and Bert LSTM, whereas the worst metrics are considered for Tf-Idf and bag of words (BoW) techniques.

Finally, Table 8 presents the results for all the proposed models for each one of the three sentiments utilized in our paper. We can see that for the majority of techniques, positive tweets achieve highest percentage to be correctly classified in contrast to negative and neutral. Bert Tokenizer LSTM achieves the highest values for all three metrics, whereas Tf-Idf and bag of words (BoW) techniques have the lowest values.
6 Conclusions and future work

In this paper, a set of models was implemented, which aims to categorize the sentiment of tweets posted from users of the Twitter platform. Specifically, the sentiment that classifiers have to forecast is either negative, neutral or positive and the topic of the tweets is focused on the COVID-19 pandemic, which appeared in December 2019. More to the point, this particular dataset used in our work, consisting of 44,955 tweets, concerns the start of the pandemic crisis, and specifically the period March–April 2020, when the COVID-19 cases are constantly increasing with the government of each country announcing new measures to limit the spread.

In order to predict the sentiment of each tweet from the dataset, 7 different deep learning models were created consisting of LSTM neural networks and 6 models based on traditional machine learning techniques. The results obtained from the evaluation of the models based on the analysis of the sentiment vary, depending on the classifier and/or the word embedding technique, that was designed. The best classifier according to all the evaluation tests implemented is the Bert Tokenizer LSTM with appreciable difference from the second ones. Deep learning classifiers, except Gensim LSTM (due to lack of enough data for accurate word embeddings creation), are able to classify the sentiment with accuracy that exceeds 78\% whereas the maximum percentage of the traditional machine learning models is 72\%. When using different train/validation and test splits, the results vary with the deep learning models being the most accurate.

Regarding future work, variations and combinations of the proposed set of models presented in this work are worth trying, in order to study whether it is possible to further improve the accuracy. Furthermore, the existing classifiers could be tested in larger datasets to verify the high levels of accuracy achieved in sentiment detection. In addition to the larger volume of the dataset, it is important to add more

| Model                     | Accuracy | Precision | Recall | F1 score |
|---------------------------|----------|-----------|--------|----------|
| Simple LSTM               | 0.82     | 0.82      | 0.82   | 0.82     |
| GloVe LSTM                | 0.81     | 0.81      | 0.81   | 0.81     |
| BiLSTM                    | 0.84     | 0.84      | 0.84   | 0.84     |
| Gensim LSTM               | 0.63     | 0.65      | 0.63   | 0.63     |
| Bert LSTM                 | 0.83     | 0.83      | 0.83   | 0.83     |
| Bert Tokenizer LSTM       | 0.91     | 0.91      | 0.91   | 0.91     |
| Text & Numerical data LSTM| 0.84     | 0.84      | 0.84   | 0.84     |
| Tf-Idf & Multinomial naive Bayes | 0.65   | 0.68      | 0.65   | 0.60     |
| Tf-Idf & Decision tree    | 0.60     | 0.60      | 0.60   | 0.60     |
| Tf-Idf & Random forest    | 0.70     | 0.69      | 0.70   | 0.69     |
| BoW & Multinomial naive Bayes | 0.67   | 0.67      | 0.67   | 0.67     |
| BoW & Decision tree       | 0.61     | 0.61      | 0.61   | 0.61     |
| BoW & Random forest       | 0.71     | 0.71      | 0.70   | 0.70     |

| Model                     | Accuracy | Precision | Recall | F1 score |
|---------------------------|----------|-----------|--------|----------|
| Simple LSTM               | 0.83     | 0.83      | 0.83   | 0.83     |
| GloVe LSTM                | 0.83     | 0.84      | 0.83   | 0.83     |
| BiLSTM                    | 0.85     | 0.85      | 0.85   | 0.85     |
| Gensim LSTM               | 0.68     | 0.71      | 0.68   | 0.69     |
| Bert LSTM                 | 0.84     | 0.84      | 0.84   | 0.84     |
| Bert Tokenizer LSTM       | 0.91     | 0.91      | 0.91   | 0.91     |
| Text & Numerical data LSTM| 0.85     | 0.85      | 0.85   | 0.85     |
| Tf-Idf & Multinomial naive Bayes | 0.65   | 0.69      | 0.65   | 0.60     |
| Tf-Idf & Decision tree    | 0.60     | 0.61      | 0.60   | 0.60     |
| Tf-Idf & Random forest    | 0.71     | 0.71      | 0.71   | 0.70     |
| BoW & Multinomial naive Bayes | 0.67   | 0.67      | 0.67   | 0.67     |
| BoW & Decision tree       | 0.64     | 0.64      | 0.64   | 0.64     |
| BoW & Random forest       | 0.72     | 0.72      | 0.71   | 0.71     |
numerical features than those contained in the set used for the purposes of this work. Moreover, the inefficiencies of single models can be resolved by applying several combination techniques, which will lead to more accurate results as in [51, 52]. Finally, the impact of explainable machine learning can be also considered for future work as the produced explainable models will maintain a high level of learning performance (in terms of prediction accuracy) as well as will explain their rationale, characterize their strengths and weaknesses, and convey an understanding of how they will behave in the future [53, 54]. These models will be combined with state-of-the-art human–computer interface techniques capable of translating models into understandable and useful explanation dialogues for the end user.

| Model                     | Sentiment | Precision | Recall | F1 score |
|---------------------------|-----------|-----------|--------|----------|
| Simple LSTM               | Negative  | 0.79      | 0.81   | 0.80     |
|                           | Neutral   | 0.63      | 0.84   | 0.72     |
|                           | Positive  | 0.86      | 0.72   | 0.79     |
| GloVe LSTM                | Negative  | 0.80      | 0.83   | 0.82     |
|                           | Neutral   | 0.69      | 0.79   | 0.74     |
|                           | Positive  | 0.84      | 0.77   | 0.80     |
| BiLSTM                    | Negative  | 0.83      | 0.85   | 0.84     |
|                           | Neutral   | 0.79      | 0.78   | 0.78     |
|                           | Positive  | 0.84      | 0.82   | 0.83     |
| Gensim LSTM               | Negative  | 0.72      | 0.70   | 0.71     |
|                           | Neutral   | 0.48      | 0.76   | 0.59     |
|                           | Positive  | 0.77      | 0.60   | 0.67     |
| Bert LSTM                 | Negative  | 0.83      | 0.83   | 0.83     |
|                           | Neutral   | 0.77      | 0.77   | 0.77     |
|                           | Positive  | 0.82      | 0.83   | 0.82     |
| Bert Tokenizer LSTM       | Negative  | 0.90      | 0.93   | 0.91     |
|                           | Neutral   | 0.85      | 0.84   | 0.85     |
|                           | Positive  | 0.92      | 0.88   | 0.90     |
| Text & Numerical data LSTM| Negative  | 0.82      | 0.87   | 0.84     |
|                           | Neutral   | 0.83      | 0.74   | 0.78     |
|                           | Positive  | 0.84      | 0.83   | 0.83     |
| Tf-Idf & Multinomial naive Bayes | Negative  | 0.74      | 0.68   | 0.71     |
|                           | Neutral   | 0.71      | 0.04   | 0.07     |
|                           | Positive  | 0.58      | 0.85   | 0.69     |
| Tf-Idf & Decision tree    | Negative  | 0.60      | 0.59   | 0.60     |
|                           | Neutral   | 0.50      | 0.52   | 0.51     |
|                           | Positive  | 0.67      | 0.66   | 0.67     |
| Tf-Idf & Random forest    | Negative  | 0.72      | 0.67   | 0.69     |
|                           | Neutral   | 0.69      | 0.53   | 0.60     |
|                           | Positive  | 0.70      | 0.81   | 0.75     |
| BoW & Multinomial naive Bayes | Negative  | 0.72      | 0.75   | 0.73     |
|                           | Neutral   | 0.57      | 0.42   | 0.49     |
|                           | Positive  | 0.70      | 0.74   | 0.72     |
| BoW & Decision tree       | Negative  | 0.62      | 0.58   | 0.60     |
|                           | Neutral   | 0.53      | 0.59   | 0.56     |
|                           | Positive  | 0.68      | 0.68   | 0.68     |
| BoW & Random forest       | Negative  | 0.75      | 0.68   | 0.71     |
|                           | Neutral   | 0.66      | 0.57   | 0.61     |
|                           | Positive  | 0.72      | 0.81   | 0.76     |
Data availability The datasets generated during and/or analyzed during the current study are available from the corresponding author on reasonable request.
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