Random noise suppression and super-resolution reconstruction algorithm of seismic profile based on GAN
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Abstract
In this paper, we propose a random noise suppression and super-resolution reconstruction algorithm for seismic profiles based on Generative Adversarial Networks, in anticipation of reducing the influence of random noise and low resolution on seismic profiles. Firstly, the algorithm used the residual learning strategy to construct a de-noising subnet to accurately separate the interference noise on the basis of protecting the effective signal. Furthermore, it iterated the back-projection unit to complete the reconstruction of the high-resolution seismic sections image, while responding sampling error to enhance the super-resolution performance of the algorithm. For seismic data characteristics, designed the discriminator to be a fully convolutional neural network, used a larger convolution kernels to extract data features and continuously strengthened the supervision of the generator performance optimization during the training process. The results on the synthetic data and the actual data indicated that the algorithm could improve the quality of seismic cross-section, make ideal signal-to-noise ratio and further improve the resolution of the reconstructed cross-sectional image. Besides, the observations of geological structures such as fractures were also clearer.
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Introduction
The seismic profile can accurately describe the subsurface geological structure and is an important basis for the exploration of resources such as oil and gas reservoirs. The seismic imaging resolution is impacted negatively by surface structure, acquisition environment and complex subsurface structure. Seismic noise contamination is another factor that is not conducive to subsequent processing, inversion and interpretation. Many solutions have been proposed and published to tackle this problem. For example, de-noising aspects such as f-k domain filtering (Margrave 2001), wavelet transform (Zhang and Guanquan 1997), curvelet transform (Sun Chengyu and Juncal 2019), etc., using filtering noise reduction or transform domain methods to separate effective waves, better filtering out coherent interference and random interference. In terms of resolution enhancement, such as de-convolution (Yan et al. 2014), inverse Q filtering (Dai et al. 2018) and spectral whitening (Chen chuanren, Zhou Xixiang, 2000), the resolution is enhanced by some ways such as compressing the duration of seismic wavelet and broadening the effective frequency band of the signal.

With the daily use of massive seismic data, traditional filtering, de-convolution and other methods are inadequate in processing seismic data. Rapid developments in computer technology are being adopted by petroleum industry for improving the quality of seismic data through techniques such as image processing. Among them, there are de-noising and super-resolution reconstruction algorithm based on deep learning (Dong et al. 2014). These techniques can quickly achieve high-quality seismic section reconstruction, effectively improving the signal-to-noise ratio and resolution and is widely used in the improvement of seismic profile quality by learning the mapping relationship between high- and low-quality data. Han et al. (Weixue and Yatong, 2018)
constructed a deep CNN model for seismic profile de-noising and used the learning residual method to better separate random noise. Liu et al. (2018) raised a deep learning algorithm to suppress imaging noise and scattering noise. It achieved good application results in three-dimensional post-stack seismic data. Yuan et al. (2019) combined super-resolution reconstruction technology and came up with a seismic profile reconstruction method based on convolutional neural network (CNN) (Simonyan and Zisserman 2014). Choi et al. (2019) increased the depth of the model and used multilayer convolution and pooling operations to extract feature information in the image. Ultimately they realized the end-to-end mapping between high-resolution and low-resolution profile images. Halpert (2018) applied Generative Adversarial Network (Goodfellow et al. 2014) (GAN) to improve the quality of seismic profile images. Compared with CNN-based algorithms, the resolution of seismic profile was further improved. The above algorithms have made breakthroughs in removing section noise and improving the resolution of the section image. However, the present research regards de-noising and super-resolution reconstruction as separate parts, which increases the time complexity of the algorithms. Moreover, most super-resolution algorithms are sensitive to noisy data (Wang 2020). When reconstructing the low-resolution noisy seismic sections, they are less effective.

In 2020, Li et al. (2020) completed de-noising and super-resolution reconstruction in the same model as well as presented a collaborative seismic data de-noising and super-resolution reconstruction algorithm (Deep Learning for simultaneous seismic image super-resolution and denoising, SSRDN), which enhanced the processing power of the model noisy data, reduced the effective loss of information and improved the quality of seismic profile after the reconstruction. SSRDN is based on the U-Net structure (Ronneberger et al. 2015). It still has shortcomings in the processing of high-frequency details. Conversely, it provides new ideas for the processing of noisy low-resolution seismic sections and promotes the advancement of high-quality seismic section reconstruction techniques.

From the perspective of synchronous noise removal and super-resolution reconstruction, this paper provided seismic random noise suppression and super-resolution reconstruction algorithm based on GAN. The de-noising module of the algorithm combined the residual learning idea to directly learn the characteristic distribution of noise and indirectly obtain the noise-free seismic section by difference calculation. The super-resolution reconstruction module used the principle of back projection (Li et al. 2020) to improve the accuracy of sampling layer mapping. Simultaneously, it completes the reconstruction of high-resolution seismic sections in multiple steps through iterative upper and lower projection units. The algorithm was supported by the generator and the discriminator. The de-noising and super-resolution reconstruction of the seismic profile had significant effects, effectively polishing up the signal-to-noise ratio and resolution of the seismic profile.

**Materials and methods**

**Generative adversarial network**

The Generative Adversarial Network (GAN) (Goodfellow et al. 2014) is an unsupervised deep learning framework composed of generators and discriminators. The design is inspired by the “two-person zero-sum game” in game theory. The structure is shown in Fig. 1.

GAN adopts the method of confrontation training to cross-optimize the generator (Generator, G) and the discriminator (Discriminator, D), and the objective function (Goodfellow et al. 2014) is as Eq. (1).

$$\min_G \max_D V(G, D) = E_{x \sim P_{\text{data}}}(\log D(x)) + E_{z \sim P(z)}(\log (1 - D(G(z))))$$  \hspace{1cm} (1)

In the formula (1), $x$ is real data; $P_{\text{data}}$ is the real data distribution; $z$ is randomly distributed noise data; $E$ represents expected value; $\log D(x)$ is the authenticity judgment of the input data by the discriminator; $G(z)$ is the output result of the noise data after the generator.

During GAN training, first fix the generator to optimize the discriminator. The discriminator is responsible for outputting a real value in the range of $[0, 1]$ to indicate the probability of whether the input data are true or not. Its purpose
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**Fig. 1** Generative adversarial network structure
is to maximize the objective function. When the discriminator reaches the optimum, start training the generator and the generator uses the interaction with the discriminator to continuously optimize its own parameters, thereby generating "real data" that the discriminator cannot distinguish. The optimization process of D and G (Goodfellow et al. 2014) can be expressed by Eqs. (2) and (3).

\[
D^* = \arg \max_D V(G, D) \tag{2}
\]

\[
G^* = \arg \min_G V(G, D^*_G) \tag{3}
\]

In the above two equations, \(D^*_G\) and \(G^*\) are the optimal solutions of the discriminator and generator, respectively.

The model structure of this article

Aiming at the particularity and complexity of seismic profile data, a neural network structure based on GAN was designed and an algorithm for simultaneous de-noising and super-resolution reconstruction was proposed to ameliorate the quality of low-signal-to-noise ratio and low-resolution seismic profiles. The generator G and the discriminator D constituted the main body of the network model. The generator was a deep convolutional neural network structure. It took noisy low-resolution seismic profile images as input. Through residual learning de-noising and upper and lower back projection units, it achieved super-resolution reconstruction of the data and finally mapped the features to the output space step by step and generate high-resolution seismic images without noise. The discriminator was a fully convolutional neural network. It took the generator output data and real data as input. After the hidden layer, the features were sampled and transformed. The judgment matrix representing authenticity was output. The average value of the matrix elements was taken as the probability value of the judgment input source. G and D influenced each other during iterative update, which promoted the continuous improvement of image reconstruction quality.

Generator

The generator consists of two parts, a de-noising module and a super-resolution reconstruction module. The structure is shown in Fig. 2. Among them, the first 5 layers are de-noising sub-networks with the combination of 3×3 convolution, batch normalization and LeakyReLU activation layer as the core unit. They remove the clean data in the hidden layer implicitly and separate the noise from the noisy image. With an aim to alleviate the training pressure of deep neural networks, this paper used the method of predicting residual images (Zhang et al. 2016) to learn the data distribution of noise, corrected the learning direction with the mean square error (MSE) loss of noise and used the difference calculation to get the feature image without noise, which was employed in the next stage of super-resolution reconstruction work. The network de-noising process (Zhang et al. 2016) is shown in Eq. (4).

\[
I_{\text{denoise}} = I_{\text{input}} - I_{\text{noise}} \tag{4}
\]

In this formula, \(I_{\text{input}}\) was the input noise-containing low-resolution seismic image; \(I_{\text{noise}}\) was the included noise data; \(I_{\text{denoise}}\) was the noise-reduced data. The purpose of the de-noising subnet was to learn \(I_{\text{noise}}\) and indirectly obtained \(I_{\text{denoise}}\). In addition, so as to avoid edge artifacts, this paper adopted zero-value padding to keep the feature map size consistent.

With regard to the characteristics of high density of seismic sections and complex textures, the algorithm constructed interconnected upper and lower projection units, and applied the corrective feedback mechanism of alternating up- and down-sampling to achieve the restoration of more detailed features. The network selected transposed convolution as the up-sampling layer and convolution as the down-sampling layer to calculate the projection error to complete the self-correction of the sampling layer. The structure of the projection unit is shown in Fig. 3.

\[
H_0' = (L^{s-1} * p_s) \uparrow s \tag{5}
\]
Convolve down-sampling:

\[ L'_0 = (H'_0 * g'_t) \downarrow s \]  

(6)

Calculate the up-sampling error:

\[ e'_t = L'_0 - L'^{-1} \]  

(7)

Error up-sampling:

\[ H'_1 = (e'_t * q_t) \uparrow s \]  

(8)

Output high-resolution features:

\[ H'_t = H'_0 + H'_1 \]  

(9)

Assume that the low-resolution feature data input to the upper projection unit was \( L'^{-1} \). After transposed convolution, it was mapped to high-resolution space to obtain \( H'_0 \). On the one hand, it was used as the input of the lower projection unit. On the other hand, it performed convolution operation to obtain the sampling error, and then re-downsampled \( H'_0 \) to the low-resolution space to obtain \( L'_0 \). The error \( e'_t \) is calculated from the difference with the \( L'^{-1} \) and \( L'_0 \). \( e'_t \) was transposed and convolution up-sampled and then fused with \( H'_0 \) to obtain the final high-resolution output result \( H'_t \). The calculation process of the upper projection unit (Haris et al. 2018) was as formula (5–9):

**Transpose the up-sampling convolution** In the formula, * is the convolution operation; \( p_t \) and \( g_t \), respectively, represent transposed convolution and ordinary convolution; \( s \) is sampling factor. The lower projection unit mapped the high-resolution feature map to the low-resolution space. The process was similar to that of the upper projection unit. The calculation process (Haris et al. 2018) was as shown in Eqs. (10–14):

The cascaded upper and lower projection units represent different image degradation and high-resolution components. In order to obtain high-frequency information of different dimensions, this article combined the high-resolution feature maps of multiple upper projection units to enrich the content of the reconstructed image. Furthermore, \( 1 \times 1 \) convolution was used to fuse and reduced the dimensionality of features, which could promote feature flow propagation and increase network convergence speed while avoiding feature redundancy in this paper.

Convolve downsampling:

\[ L'_0 = (H'^* g'_t) \downarrow s \]  

(10)

Transpose the up-sampling convolution:

\[ H'_0 = (L'_0 * p'_t) \uparrow s \]  

(11)

Calculate the down-sampling error:

\[ e''_t = H'^*_0 - H'_t \]  

(12)

Error down-sampling:

\[ L'_1 = (e''_t * g'_t) \downarrow s \]  

(13)

Output low-resolution features:

\[ L'_t = L'_0 + L'_1 \]  

(14)

**Discriminator**

There were 7 layers of discriminators in the model in this paper. Feature extraction is performed on the input data to obtain low-dimensional discrimination information. The output size was a matrix \( X \) of \( 30 \times 30 \times 1 \). Each value \( X_{i,j} \) in the matrix represents the authenticity judgment of the corresponding area in the input image. The probability value in the range of 0–1 could be obtained by averaging all (Isola et al. 2017) \( X_{i,j} \), which could be used as a basis for judging whether the input image was true and natural. As a discriminator, it was similar to the “loss function” of the training generator and its structure is shown in Fig. 4.
For the purpose of increasing the size of the receptive field in the deep neural network and obtaining information in a larger neighborhood of the input data, the convolutional layer in the discriminator used a convolution kernel with a size of 4 × 4 and a step size of 2. At the same time, to avoid network over-fitting, the maximum pooling layer was adopted to reduce the feature scale and the number of data and parameters in the network.

**Loss function**

The loss function of the algorithm was the weighted sum of content loss and counter loss, where content loss was composed of noise MSE loss and image MSE loss (Guo et al. 2019). The specific definition of the loss function is shown in Eq. (15).

\[
L = L_{\text{noise}}^{DN} + \lambda_1 L_{\text{pixel}}^{SR} + \lambda_2 L_{\text{gen}}
\]  

(15)

In the formula, the function of \( \lambda_1 \) and \( \lambda_2 \) was to weigh multiple loss functions so that they could work at the same level.

The content loss was composed of the average MSE loss between the residual image and the expected noise image, and the average MSE loss between the seismic image was reconstructed by the generator and the actual high-resolution seismic image. The purpose of designing content loss was to ensure the accuracy of noise prediction and the integrity of the low-frequency part of the image. The smaller the MSE value, the better the algorithm performance. The noise MSE loss function and the image MSE loss function (Nicolson and Paliwal 2019) were as Eqs. (16) and (17).

\[
L_{\text{noise}}^{DN} = \frac{1}{N} \sum_{i=1}^{N} (y^n_i - y^n)^2
\]

(16)

\[
L_{\text{pixel}}^{SR} = \frac{1}{N} \sum_{i=1}^{N} (y^l_i - y^l)^2
\]

(17)

\( N \) was pairs of \( N \) the noise-free low-resolution-no-noise high-resolution seismic image; \( y^n \) was the predicted noise; \( y^r \) was the real noise; \( y^l \) represented the noise-free high-resolution image; \( y^s \) was a real high-resolution seismic image without noise.

Apart from the content loss, this paper combined the characteristics of the generated confrontation network, added the confrontation loss to the overall loss function and encouraged the generator to strengthen the ability of image de-noising and super-resolution reconstruction. Additionally, it also enhanced the perceptual quality of the reconstructed image. The anti-loss (Ledig et al. 2017) is defined in Eq. (18).

\[
L_{\text{gen}} = \sum_{n=1}^{N} - \log D_{\theta_D}(G_{\theta_G}(I^{\text{input}}))
\]

(18)

\( G_{\theta_G}(I^{\text{input}}) \) stands for the seismic profile image after the generator de-noises and improves the resolution; \( D_{\theta_D}(G_{\theta_G}(I^{\text{input}})) \) is the probability that the discriminator judged the generator data to be true.

**Experiment and results**

**Model training**

Before the training of de-noising and super-resolution reconstruction models, a large number of noise-free high-resolution two-dimensional seismic sections needed to be prepared as training samples. However, the seismic data collected on-site cannot meet the high-standard experimental requirements. In this paper, a forward simulation method was used to synthesize multiple 3D seismic data volumes, and a total of 800 pairs of training samples are extracted to be used in the training of the network model. First the 2D seismic profile was extracted from the high-quality 3D synthetic data as a reference sample for training, then Gaussian white noise was added to the 3D synthetic data, and the noisy 2D seismic profile was collected from the 3D synthetic data. After down-sampling by 2 times, the final input of the network was obtained data. Figure 5 shows part of the training samples.
where the size of the three-dimensional synthetic data volume is $256 \times 256 \times 306$, and Fig. 5e is an example of the input data for the network model of this article.

To avoid network over-fitting, cross-validation training was used and 200 pairs of experimental data were applied as the validation set to evaluate the model performance and make timely adjustments. The experiment chooses Adam (Kingma and Adam 2014) as the optimization algorithm, sets the batch size (batch_size) to 16, the number of iterations (epochs) to 500, and the initial value of the learning rate to 1e-4, and fine-tuned it in each iteration. The hyper-parameters involved in the article are $\lambda_1=0.5$ and $\lambda_2=0.03$.

In this paper, the signal-to-noise ratio (SNR) (Hui et al. 2020), peak-signal-to-noise ratio (PSNR) (Yubing et al. 2006), and structural similarity (SSIM) (Yubing et al. 2006) were selected as objective evaluation indicators to measure the effect of the experiment, which were employed to quantitatively explain the de-noising of data and reconstruction accuracy. SNR and PSNR were used to measure the de-noising ability of the algorithm, both in dB. SSIM was used to measure the super-resolution reconstruction quality of the algorithm. The value range was $[0, 1]$. The larger the value, the higher the resolution of the reconstructed image. The three were defined as:

$$ f_{SNR} = 10 \log \frac{\sum_{i=0}^{W} \sum_{j=0}^{H} (y_{ij})^2}{\sum_{i=0}^{W} \sum_{j=0}^{H} (y_{ij} - y'_{ij})^2} $$

(19)
\[
\begin{align*}
    f_{\text{PSNR}} &= 10 \log_{10} \left( \frac{2^s - 1}{f_{\text{MSE}}(y, y')} \right) \\
    f_{\text{MSE}}(y, y') &= \frac{1}{WH} \sum_{i=1}^{W} \sum_{j=1}^{H} (y_{ij} - y'_{ij})^2 \\
    f_{\text{SSIM}} &= \frac{(2\mu_y \mu_{y'} + C_1)(2\sigma_{yy'} + C_2)}{(\mu_y^2 + \mu_{y'}^2 + C_1)(\sigma_y^2 + \sigma_{y'}^2 + C_2)} \\
\end{align*}
\]

(20)

(21)

is a high-resolution seismic profile image without noise; \( y' \) was the reconstructed image; \( W \) and \( H \), respectively, represent the number of columns and rows of the image; \( f_{\text{MSE}} \) is the mean square error function; \( \mu_y \) and \( \mu_{y'} \), respectively, represent the mean value of \( y \) and \( y' \); \( \sigma_y \) and \( \sigma_{y'} \) are the variance of \( y \) and \( y' \), respectively; \( \sigma_{yy'} \) is the covariance of \( y \) and \( y' \).

The model training results are shown in Fig. 6. When the iterations were 400 times, the fluctuation of the loss curve and the average peak signal-to-noise ratio curve of the validation set was small, but there was still a trend of change. When the number of iterations is close to 500, the loss and the average peak signal-to-noise ratio of the verification set tended to converge.

### Model experiment

Synthetic seismic data were used to conduct model experiments to verify the effectiveness of the algorithm in this paper. Randomly tested with noisy and low-resolution two-dimensional synthetic data. The experimental results are shown in Fig. 7. Figure 7 a is a high-quality data image with well-imaging faults and strata, and Fig. 7 b adds Gaussian random noise on the basis of Figure a and down-sampling by 2 times. The SNR value is 6.281 dB, the PSNR value is 13.307 dB, and the SSIM value is 0.392. Figure 7 c is obtained after de-noising and improving the resolution by the algorithm in this paper. Comparing Fig. 7 a and c, it could be seen that the seismic profile image reconstructed by the algorithm was basically the same as that before degradation, with complete structural features and clear geological edges, which effectively removed noise interference and effectively improved the clarity of the fault distribution (as indicated by the arrow).

Objective evaluation indicators to evaluate the reconstruction effect of this paper are shown in Fig. 7, and the results are given in Table 1. The SNR value of the seismic profile after reconstruction by the algorithm increased by 15.772 dB, and the PSNR value increased by 17.168 dB, indicating that the signal-to-noise ratio of the reconstructed profile image has improved and the interference noise was effectively removed. The SSIM value increased by 0.434 compared to the input data, denoting the reconstruction. The seismic profile had been greatly improved in terms of structure and contrast. The image quality and resolution have been effectively ameliorated.

To highlight the advanced nature of the model in this paper, compared with the SSRDN of wavelet transform, synchronous seismic data de-noising and reconstruction algorithm, the objective data and subjective quality of the reconstructed profile image were compared. In order to better observe the improvement effect of the seismic profile resolution after reconstruction by the algorithm, the high-quality synthetic seismic profile image taken at random a was down-sampled by 2 times to obtain a low-resolution seismic profile Figure b. Figure c was obtained after adding Gaussian noise on the basis of Figure b. Figure c has an SNR value of 9.046 dB, a PSNR value of 16.135 dB, and an SSIM value of 0.417. Figure c is used as the input data of each algorithm for de-noising and super-resolution processing.

Subjective effects of the experiment are shown in Fig. 8. It could be seen from Fig. 8 that the wavelet transform removed part of the noise of the noisy seismic profile, but the noise still remained and the profile information disturbed by the noise cannot be fully recovered. As a pure
de-noising algorithm, the wavelet transform did not change the resolution of the profile image. SSRDN had a greater improvement in de-noising and reconstruction compared to the wavelet transform. Compared with Figure c, most of the noise was effectively removed. Compared Figure b, the section resolution had also been improved (as indicated by the arrow). The values of SNR, PSNR, and SSIM are 16.392 dB, 23.504 dB, and 0.694, respectively. The reconstruction effect of the algorithm in this paper was the best, the quality of the profile was significantly improved after reconstruction, and the residual noise level dropped. Compared with Figure b, the layer-to-layer boundary was clearer and the thin. Layer resolution was also improved (as shown in the rectangular box). The values of SNR, PSNR, and SSIM were 21.025 dB, 29.382 dB and 0.863, which were 4.633 dB, 5.878 dB and 0.169, respectively, higher than SSRDN. The de-noising and super-resolution performance were better than SSRDN.

Twenty synthetic seismic profile images were randomly took with different signal-to-noise ratios and divided into two groups. The average SNR, average PSNR, and average SSIM values of the input data were compared with the corresponding indexes of the reconstructed image. Then the reconstruction performance of wavelet transform, SSRDN, and the algorithm in this paper was comprehensively evaluated. The objective data are shown in Table 2. For input seismic profiles with different signal-to-noise ratios and resolutions, the algorithm could achieve ideal reconstruction results. The average SNR, PSNR, and SSIM values of the reconstructed seismic profile images were higher than those of the other two algorithms. Moreover, the average loss time was less than wavelet transform and SSRDN. Integrating subjective effects and objective data, the algorithm in this paper had the best effect in reconstructing synthetic seismic sections. This was due to the powerful feature processing capabilities of the GAN network, as well as the construction of joint de-noising and super-resolution reconstruction modules.
For the purpose of proving the application value of the algorithm in this paper, the model trained on synthetic seismic data was used to conduct experiments on actual seismic data of the F3 block in the North Sea of the Netherlands and a block in the western part of China.

Block F3 in the North Sea of the Netherlands (Isola et al. 2017) covers an area of about $16 \times 32$ km$^2$ consisting of 646 inlines and 947 crosslines with a sampling rate of 1 ms. Figure 9a is a two-dimensional post-stack seismic profile in the inline direction of the F3 block data volume. The profile quality is poor due to a certain degree of noise and low-resolution interference. Figures b, c and d are the experimental results of wavelet transform, SSRDN, and the algorithm of this paper for Figure a, respectively. Among them, the seismic profile after wavelet transform noise reduction was relatively fuzzy, and only part of the noise interference was removed. The improvement of the profile resolution contribution is minimal. In contrast to Figure a, the reconstruction of the seismic profile after SSRDN had a greater improvement in clarity and the faults were more prominent. Nevertheless, the problem of inconspicuous edge details still existed. The reconstruction effect of the algorithm in this paper was better than the other two algorithms. After reconstruction, the structure of the profile was clearer, the continuity of the event axis was enhanced, and the resolution of the weak reflection layer was affected by noise and low resolution. The distribution of small structures such as upper discontinuities was also more clear (as shown in the rectangular box). In order to better display the reconstructed discontinuity state, the part in the rectangular box was enlarged and displayed. The pictures in Figure e were the corresponding ones in Figure a, Figure b, Figure c, and Figure d from left to right. From Figure e, we could see that the resolution of the discontinuities reconstructed by the algorithm was the

**Table 2 Objective data comparison of reconstruction performance of each algorithm**

| SNR_in dB | PSNR_in dB | SSIM_in | Algorithm                  | SNR_out dB | PSNR_out dB | SSIM_out | Time spent/s |
|----------|------------|---------|----------------------------|------------|-------------|----------|--------------|
| 4.577    | 11.601     | 0.316   | Wavelet transform          | 7.930      | 14.753      | 0.408    | 0.536        |
| 7.347    | 15.082     | 0.453   | SSRDN                      | 15.103     | 23.062      | 0.633    | 0.379        |
|          |            |         | Algorithm in this paper    | 19.629     | 28.371      | 0.827    | 0.341        |
| 9.046    | 16.135     | 0.417   | Wavelet transform          | 9.402      | 15.229      | 0.532    | 0.515        |
| 15.082   | 18.116     | 0.453   | SSRDN                      | 18.116     | 25.153      | 0.764    | 0.338        |
|          |            |         | Algorithm in this paper    | 23.795     | 31.062      | 0.906    | 0.209        |

**Fig. 8** Comparison of seismic profile image effects after reconstruction of various algorithms. a High-quality two-dimensional synthetic seismic profile image. b The seismic profile after down-sampling by 2 times. c The seismic profile after down-sampling by 2 times and adding noise (SNR = 9.046 dB, PSNR = 16.135 dB, SSIM = 0.417). d Wavelet transform experimental results. e SSRDN reconstruction result. f The reconstruction results of the algorithm in this paper.

**Discussion**

For the purpose of proving the application value of the algorithm in this paper, the model trained on synthetic seismic data was used to conduct experiments on actual seismic data of the F3 block in the North Sea of the Netherlands and a block in the western part of China.

Block F3 in the North Sea of the Netherlands (Isola et al. 2017) covers an area of about $16 \times 32$ km$^2$ consisting of 646 inlines and 947 crosslines with a sampling rate of 1 ms. Figure 9a is a two-dimensional post-stack seismic profile in the inline direction of the F3 block data volume. The profile quality is poor due to a certain degree of noise and low-resolution interference. Figures b, c and d are the experimental results of wavelet transform, SSRDN, and the algorithm of this paper for Figure a, respectively. Among them, the seismic profile after wavelet transform noise reduction was relatively fuzzy, and only part of the noise interference was removed. The improvement of the profile resolution contribution is minimal. In contrast to Figure a, the reconstruction of the seismic profile after SSRDN had a greater improvement in clarity and the faults were more prominent. Nevertheless, the problem of inconspicuous edge details still existed. The reconstruction effect of the algorithm in this paper was better than the other two algorithms. After reconstruction, the structure of the profile was clearer, the continuity of the event axis was enhanced, and the resolution of the weak reflection layer was affected by noise and low resolution. The distribution of small structures such as upper discontinuities was also more clear (as shown in the rectangular box). In order to better display the reconstructed discontinuity state, the part in the rectangular box was enlarged and displayed. The pictures in Figure e were the corresponding ones in Figure a, Figure b, Figure c, and Figure d from left to right. From Figure e, we could see that the resolution of the discontinuities reconstructed by the algorithm was the
highest. The distribution was clearer (as indicated by the yellow arrow), and the discontinuity state in the original section was improved to a greater extent. Experiments on the F3 block proved the advantages of the synchronous de-noising and super-resolution reconstruction algorithms, as well as the effectiveness and advancement of this algorithm in improving the quality of seismic sections.

In anticipation of testing the reconstruction effect of the algorithm on the actual seismic data of different blocks, a post-stack seismic section of a certain western block was used for experiments. The result is shown in Fig. 10. Figure a is a seismic profile image in the crossline direction, which was affected by a certain degree of noise and low resolution. Figures b, c, and d are the experimental results of wavelet

---

**Fig. 9** Comparison of the experimental results of different methods on the seismic section of F3 block. a F3 block Inline385. b Wavelet transform experimental results. c SSRDN algorithm reconstruction results. d Algorithm reconstruction results in this paper. e Local area zoom in the red box.
transform, SSRDN, and the algorithm in this paper. The experiment time was 0.472 s, 0.338 s, and 0.307 s. It could be seen from Fig. 10 that the wavelet transform caused the image to be too smooth and part of the effective information was lost. The seismic profile after SSRDN reconstruction increased, but the processing of small details was insufficient, and the resolution of the thin layer was less improved than Figure a (As indicated by the red arrow). The resolution of the seismic profile image reconstructed by the algorithm was the highest. After noise interference was removed and the reconstruction of the profile distortion was decreased. The definition of the thin layer boundary is effectively improved and the continuity of the event axis was increased (as indicated by the red arrow). Moreover, the number of cracks that could be recognized by the naked eye was more than that of SSRDN (as shown in the rectangular box), and the distribution of cracks was clearer.

Combining the experimental results of F3 block and a western block, the algorithm proposed in this paper could effectively remove the noise interference of actual seismic data, while performing super-resolution reconstruction of low-resolution seismic sections, effectively improving the signal-to-noise ratio of seismic sections and resolution by the more ideal application value.

Fig. 10 Comparison of experimental results of different methods on a seismic section in a western block. a Crossline 1929 in a western block. b Wavelet transform experimental results. c SSRDN algorithm reconstruction results. d Algorithm reconstruction results in this paper

Conclusions

Generative Adversarial Network (GAN) has powerful feature learning and generation capabilities. It has outstanding advantages in the application of reconstruction of high-quality seismic sections. In this paper, researches on synchronous de-noising and super-resolution reconstruction were carried out. A random noise suppression and super-resolution reconstruction model based on the GAN seismic profile was constructed to solve the problem of severe noise and low-resolution interference from the seismic profile. The algorithm combined residual de-noising and super-resolution reconstruction modules to remove the random noise contained in the post-stack seismic profile and employed an iterative back
projection unit to further improve the resolution of the denoised profile, which effectively improves the quality of the seismic profile. Experimental results on synthetic seismic data and actual seismic data showed that the algorithm in this paper could effectively remove the random noise in the seismic profile, improve the SNR and PSNR values of the input data and increase the resolution of the profile. After reconstruction, the definition of the geological structures such as the fractured layer in the profile was significantly improved, and the quality of the profile is further heightened. Compared with algorithms such as SSRDN, it had faster operating efficiency and better reconstruction performance, which could provide support for the reliability and accuracy of subsequent seismic and geological interpretation.
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