Fluid Temperature Detection Based on its Sound with a Deep Learning Approach
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Abstract: The present study, the main idea of which was based on one of the questions of I.P.T.2018 competition, aimed to develop a high-precision relationship between the fluid temperature and the sound produced when colliding with different surfaces, by creating a data collection tool. In fact, this paper was provided based on a traditional phenomenological project using the well-known deep neural networks, in order to achieve an acceptable accuracy in this project. In order to improve the quality of the paper, the data were analyzed in two ways:

I. Using the images of data spectrogram and the known V.G.G.16 network.
II. Applying the data audio signal and a convolutional neural network (C.N.N.).
Finally, both methods have obtained an acceptable precision above 85%.

Index Terms: Fluid temperature; data spectrogram; V.G.G.16 (Visual Geometry Group); C.N.N (Convolutional Neural Network); the environmental sounds; sound classification; physical-computational research; Deep learning

1. Introduction

Understanding the environmental sounds, including fluid sounds, is regarded as a forward step towards building environmental smart system because the environmental sounds form a wide range of our everyday voice events. Therefore, understanding the fluid sound, as a part of the surrounding voice events, plays an important role in solving the problem of environmental sound classification. In addition, the observations of this project have shown that an approximation of the temperature of a fluid is one of the information derived from fluids sound. Thus, analyzing a fluid sound makes it possible to obtain an approximation of fluid temperature, in addition to understanding a part of the environmental sounds.

Nowadays, deep learning, as a branch of machine learning, has provided significant advantages in various fields, including sound analysis. Further, the use of deep learning has considerably increased compared to the previous periods, considering the growing power of computer hardware [1,2]. This information networking method has been transformed from mathematical theory to a practical macro-data analysis system and used at national managerial levels to a simple Google search. This method has commonly used in different fields and today, even the public are using technologies derived from this method, either knowingly or unknowingly.

However, using this method at the community level does not necessarily mean that scientific and academic institutions do not use this method in their research because it has been highly considered in analyzing laboratory data from the beginning. For example, the high-level projects of recent years have utilized this method or its corresponding methods in their analysis section. Analyzing a massive volume of data over a little period of time, eliminating human error during the data analysis process, and transforming the data abstract properties into analytic features are among the reasons, which have often led researchers to use this method. In this regard, the physical-computational research carried out with this approach are as follows: quantum key distribution [3,4], quantum error correction [5], wave function reconstruction and optimization [6], improving the efficiency of quantum annealing [7], sampling from many-body systems [8], analyzing phase-transition phenomenon [9-11], quantum tomography [12], designing quantum experiments [13,14], wave propagation analysis [15], quantum topology [16], surface codes analysis [17], analyzing Fermi-Hubbard model [18], and analyzing superconducting qubit [19].
Regarding the above-mentioned properties and achievements, this method was used in this project to enhance its scientific grade and technical accuracy.

Deep learning is a subset of the feature learning while feature learning is a subset of machine learning, and ultimately, machine learning is a subset of deep learning (Fig.1).

In general, machine learning means linear or nonlinear modeling by artificial neural networks. More specifically, the mechanism of machine learning is such that a set of tagged (classified) data (words, images, and sounds) with certain features are sent to the network layer by layer, and then, the network is trained using these data (if new data is given to the network, it determines the tag type of that data depending on its features). In each layer, the network estimates the tag type of data based on the given features, and attributes one percentage of the error to itself according to the obtained results (the loss function determines this percentage error) and corrects itself to optimize the results (reaching the lowest possible error percentage). In other words, the network behaves data as an optimization problem.

In shallow learning, which is the opposite of deep learning, it is necessary to first specify the features of data sent to the network. Before using the network, the programmer should search for patterns in data to use them in the network. Given the specified features, the network only attempts to create a relationship with tags, resulting in intensifying the workload of the programmer and increasing the probability of human error. However, in the deep learning, the network layers search all data to find features related to the tags and then, transfer them to the classifier, in order to present estimations about data tags through their combination. Thus, it is no longer necessary to previously determine the features in data by the programmer [20].

In deep learning, the workload of the programmer is less, and the network does more work and consequently, has more complexity (Fig.2).

This action in deep learning is performed by increasing the number of data and layers (more layers mean more depth). In fact, increasing the number of data and layers provides the ground for obtaining a more accurate network (in the other types of machine learning, an increase in data leads the accuracy to a certain amount, which does not exceed a specified limit. (Fig.3) shows the fact that the performance of traditional machine learning methods plateaus while the performance of deep learning does not as we add more data [21]. For this reason, processing deep learning requires powerful hardware and more data compared to other subsets of machine learning.
In summary, the use of this method slightly increases the final cost of the project, which is why other subsets of the machine learning such as shallow learning are used during some scientific projects, although deep learning has been preferred in this project to increase the quality of work.

It should be noted that the accuracy resulted from increasing data in deep learning is at a higher level with respect to the other types of machine learning.

Technically, the analysis of sounds (or the analysis of any sequential linear or nonlinear time dependency such as films) in machine learning is performed using time-dependent networks (networks dependent on the order of data) in such a way that the features of each data depend on the features of the previous data. This process can be implemented by creating short-term memory, although the volume of this memory is different in various networks.

The "long short-term memory architecture", as one of the most popular architectures of time-dependent networks, along with convolutional architecture are two of the most important and popular neural networks. The importance of "long short-term memory" architecture is that most networks had the capacity of up to 10 time-step before the emergence of networks with this architecture in 1997. However, the presentation of this architecture created a huge difference in the capability of communication between data with hundreds of steps, and hence, led to the significant use of time-dependent networks [20]. Recurrent neural networks are another type of time-dependent networks, which allow converting a sequence with unknown length to a vector with constant magnitude, while maintaining many of the syntactic and structural properties of the input sequence. Some researchers believe that these networks are the most important innovation of neural networks in the field of natural language processing.

In general, the recurrent neural network is a function that receives an input with non-constant magnitude (such as a sentence) as a sequence of n d_{in}-dimensional vectors and returns an output vector y with d_{out} dimension:

\[
y_n = RNN(x_{1:n})
\]

\[
x_n \in \mathbb{R}^{d_{in}}, y_n \in \mathbb{R}^{d_{out}}
\]

where \(x_{1:n}\) represents the input sentence, whose words are mapped and stacked together with embedding vectors. Additionally, the output \(y_n\) can be used at various tasks; for example, it is possible to obtain a representation \(y_n\) for each data and give it to the classifier as an input, in order to train the network [23-26]. Nevertheless, the networks used in this project are convolutional and VGG16 networks.

The convolutional neural networks consist of neurons with learnable (adjustable) weights and biases. Each neuron receives several inputs and then, calculates the product of the weights in the inputs, and finally, presents a result using a non-linear transformation (activation) function. The whole network proposes a differentiable score function so that the raw pixels of the input image are located on the one side while the scores related to each class are on the other side. These types of networks still have a cost function such as SVM and Softmax in their mostly fully-connected layer [27].

VGG16 was introduced by the researchers of the “Visual Graphics Group” in Oxford. This network is known for its pyramidal shape, in which the layers close to the image are wider while the farther layers are deeper. VGG16 network consists of a series of convolutional-computational layers, behind which are pooling layers that shrink the layers [28].

Despite the recent development of many time-dependent networks, deep learning is mainly focused on image processing and some of the studies conducted in this area are distinguishing and categorize driving signs [29], house numbers [30], handwritten digits [31], CT scan [32], and electron microscopic images [33]. Considering the sound processing field, few studies have been conducted in this field, especially classifying and grading fluids sounds, except the analysis and recognition of human voices, which is a highly active area and works such as speech [34-40] recognition have been performed in this regard. However, studies have been recently conducted on the classification of fluids sounds in other areas, including human heartbeat [41], urban sounds [42-48] (natural sounds such as children's
play sounds, car horns, air conditioning sound, engine sounds, etc.), and music [49-56], using deep learning. To the best of our knowledge, no article has been published in the field of classifying and identifying sounds created by fluids, by applying deep learning. As a result, the present study can be considered as an innovative article in this regard.

Given the relationship between fluid temperature and the sound created by the fluid, it can be said that the quantity of dynamic viscosity ($\mu/P$) is the intermediate between these two parameters. This quantity, which examines the adhesion and friction between the particles of a material in a macroscopic way, is related to the fluid temperature based on Equation 2. addition, dynamic viscosity has a relationship with the sound created by the fluid, due to its impact on the number and velocity of the waves and bubbles after the fluid collision with the surface [57].

$$\mu(T) = 2.414 \times 10^{-5} \times 10^{247.8/(T-140)}$$ (2)

The following cases are among the applications derived from this relationship:

- Determining the fluid temperature (Industrial example: Determining the temperature of the molten metals in the iron melting furnaces using this relationship, instead of applying a laser thermometer, due to its lower price and higher accessibility (mobile phones)).
- Specifying the dynamic viscosity of the fluid by Equation 2 (this method is less expensive, more accessible, and faster than the conventional laboratory methods such as Brookfield viscometer).
- Defining the purity of fluids (an increase in fluid impurities changes the dynamic viscosity of the fluid depending on the type of impurities).
- Characterizing the temperature of fluids in natural environments and with few facilities such as waterfalls and rivers.
- Determining the temperature of fluids, in which the conventional thermometric methods cannot be used due to the high temperature or acid-alkaline nature (Specific example: The laser thermometer fails to determine the temperature of the transparent bodies).

2. Materials and Methods

A. Data Acquisition

In this experiment, the data acquisition process was performed using the device shown in (Fig.4). This device consisted of:

- An aquarium of glass type with a base area of $6.27 dm^2$ and a height of $22.5 cm$ (total volume of $14.1075 liter$), where the water outlet is located at its bottom face at a distance $119.5 cm$ from the inclined surface (water drain);
- An inclined surface with an angle of $29.7448^{\circ}$ is of aluminum type with an area of $284 cm^2$, which is $23.0 cm$ below the water outlet from the pipe and inside the acoustic environment;
- An acoustic environment, in order to reduce the voice interference at the water drain location.
- Heating systems and thermometer with an accuracy of $\pm 0.1 k$ and model “HANYOUNG ED6-FPMAP4”, which can operate at temperatures between $-100$ to $400^{\circ}C$ and have an IP68 standard;
- The water transfer system (pipe) with a length of $2 m$, a diameter of $7.2 \pm 0.05 mm$ and the skin thickness of $1 \pm 0.05 mm$, which is drawn from the aquarium (heating place) to the acoustic medium special for sound recording;
- Microphone with model "Huawei stereo 0178" at a distance $38 cm$ from the point of water collision or the inclined surface.

The mechanism of device operation is such that $3.5 liter$ of water in the aquarium reached the desired temperature using the available heating system and then, transferred to the sound recording acoustic environment through water transfer system, in order to be left on the inclined surface. The sound of water collision with the inclined surface was recorded by the microphone and tagged as the main data of the project.

Using this device, $765 s$ data were recorded with the format m4a and in two channels in an asymmetric way (inequality of the number of members in each group) at $6$ temperature groups. The interval between each of the two groups was a temperature with a distance of $10^{\circ}C$ and all of these groups were in the temperature range of $20.8^{\circ}C$ to $72^{\circ}C$.

The limitation of the temperature range is due to the following reasons:

- The temperature cannot be less than $20.8^{\circ}C$ because the water spillway is at a lower height to minimize the error of the sound of droplets created by water collision with the inclined surface. For this reason, cold water cannot be converted into drops due to the high adhesion of its droplets.

Copyright © 2021 MECS I.J. Image, Graphics and Signal Processing, 2021, 1, 28-39
The temperature cannot be higher than 72°C because of the limitation of the heating system and heat loss in the aquarium, which prevent the temperature from rising.

![Fig.4. The configuration of the test setup; a pictorial guide to the explanations](image)

**B. General Pre-processing**

Implementing deep learning algorithms require grouping and tagging data by default, as well as determining the type of using any data by the network. The network used in this project is not an exception from this rule, and accordingly, 80% of the whole 765 data were assigned to the training data and 20% of the remaining data was assigned to the test data.

Meanwhile, in this project, the data of each category were recorded sequentially and continuously to have the least difference with each other (the main difference of the data should be only the type of their category). Then, the whole data were divided into separate data with a length of 1s for utilization in the network. The audio format was also converted from m4a to wav in order to reduce the volume of network processing (due to the change from encrypted file to unencrypted one).

Further, since the type and mode of noise distribution are not the same in different data and the network may consider the noises in any data as an attribute for that data, a normal noise (with a normal distribution in each data) was added to all data. This noise is visible in all data and therefore, the network fails to learn it because it cannot use the noise to differentiate between data.

**C. Network Training**

This research has addressed the classification of fluids with different temperatures based on their sound, by using the two following approaches:

1) Classification based on the spectrogram image [47,58]
2) Classification based on the raw audio signal

1) Classification based on the spectrogram image:

In order to evaluate an audio signal from the viewpoint of the spectrogram, each sound can be considered as an image, and the problem of sound classification should be converted to the problem of image classification. To this aim, different well-known networks such as VGG16 (which is used in this article), VGG19, and ResNet can be used to follow the process.

The spectrogram of a time signal is obtained by a short-time Fourier transform (STFT). After acquiring the signal spectrogram, the dimensions of the spectrograph images will change to 224x224 to make it suitable for entering into the VGG16 network.

The standard form of displaying the audio signal is such that its horizontal axis is the time in seconds and its vertical axis is in Hertz (Hz).

This chart is data with a temperature of 20.8°C for the 10th second (Fig.5).
The blue signal is related to the Percussive chart rate while the red signal is for the Harmonic chart rate. The 10th second is data with a temperature of 20.8°C (Fig. 6).

The low and high spectrograms are for the Percussive and Harmonic chart rates, respectively. Spectrograms are obtained by Python programming (Fig. 7).
This chart is data with a temperature of 20.8°C for the tenths second.

Before entering data into the network, a pre-processing step is performed on the images of the spectrograph as follows:

- Image enhancement using contrast-limited adaptive histogram equalization (CLAHE)
- Data Augmentation such as: Crop, mirror, mini-batch strategy

The model was trained using the Adam algorithm, Batch size 20, with 4500 Epochs. The initial learning rate was set to 0.001 and in each 500 Epoch, the value of 0.5 was reduced from the learning rate. In this study, the categorical cross-entropy cost function was used due to the 6 classes of the problem (Fig.8).

Fig.8. (59) VGG16 Network Architecture

Second place in the I.L.S.V.R.C 2014 competition, 13 convolutional layers, 3 fully-connected layers, and 5 "max pooling" layers with dimensions 2×2 [28,59].

This layer divides the image (matrix) into pieces with 2×2 dimensions and inserts the maximum value (determined based on the weights) between four parameters of each piece, instead of the entire piece (to reduce the computations) [61] (Fig.9).

Fig.9. [60] Illustrating the function of "max pooling" layer with dimensions 2×2

2) Classification based on the raw audio signal:

Considering the classification of data based on the raw form of the audio signal, the data were entered into a one-dimensional convolutional network (below architecture) as a tensor with dimension (48000x1x1). The dimensions of width and depth were added to the data in terms of dummy axes, in order to make possible the use of the convolutional operator in networks. Before entering data into the network, a series of preprocessing operations were performed on the data as follows:

- Normalizing data
- Standardizing the mean and standard deviation of all data

Then, the data were entered into the convolutional network, which is called the Thermo Fluid Convolution Neural Network (TFCNN), based on its convolutional architecture and its function, i.e. detecting the temperature of a fluid. The "categorical Cross-entropy" cost function was used to train this network. Further, we used the stochastic gradient descent optimization algorithm with the training rate 0.001 and the number of Epoch 30000, which was reduced from the learning rate 0.1 in each 2000 Epoch.

4 convolutional layers, 1 global average pooling layer, and 1 max pooling layer with dimensions 2×2.
The features of all tags (classes) are combined together in fully-connected layers. However, the features of each separate tag are given to the cost function in the “global average pooling” layer [62] (Fig.10).

Fig.10. TFCNN network architecture
Table 1. Experimental Results

| Input           | Accuracy        |
|-----------------|-----------------|
| VGG16 Spectrogram | 91.46% ± 1.02%  |
| TFCNN Raw audio signal | 86.33% ± 3.06% |

D. TFCNN Function:

The above table (Table 1) specifies the performance of the model in terms of average accuracy and standard deviation on the test data. As observed, using image spectroscopy, the VGG16 network presents a better performance in classifying fluids sound compared to TFCNN network, which performs classification using the raw audio signal. The reason for the high standard deviation in the TFCNN network performance compared to VGG16 is that some of the signals have an inherent noise caused by the test error and the testing equipment. The amount of this noise varies from data to another, making difficult to eliminate the noise and cause misclassification.

Table 2. Processing information

| Processing system | Google collaborator |
|-------------------|---------------------|
| Processing time   | 0.56s               |

3. Conclusions

The present study sought to present two networks for detecting the temperature of a fluid based on its sound, where TFCNN network worked directly with the raw audio signal of the fluid and performed the classification on data. On the other hand, the other network with the VGG16 architecture worked on the spectrogram images of audio signals as inputs and transformed the problem of fluids sound classification into the classification of spectrogram images resulted from the input signal. In order to achieve better performance, a series of preprocessing operations were performed on training data (both audio signal and spectrogram images), which improved the accuracy of the network performance in the classification of fluids sound. The data used in this research were collected through fluid sounds with different temperatures and used in the classification of fluids based on temperature. This paper represents the first research on the relation between sound of the fluids while colliding with a surface and their temperature. By using more advanced equipment such as more efficient heating system and high-level microphone, results would be more accurate. Also, this research could be expanded by studying the relation between sound of other fluids while colliding with a surface and their temperature.
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