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Abstract

Multi-Focus Image Fusion (MFIF) is one of the promising techniques to obtain all-in-focus images to meet people’s visual needs and it is a precondition of other computer vision tasks. One of the research trends of MFIF is to solve the defocus spread effect (DSE) around the focus/defocus boundary (FDB). In this paper, we present a novel generative adversarial network termed MFIF-GAN to translate multi-focus images into focus maps and to get the all-in-focus images further. The Squeeze and Excitation Residual Network (SE-ResNet) module as an attention mechanism is employed in the network. During the training, we propose reconstruction and gradient regularization loss functions to guarantee the accuracy of generated focus maps. In addition, by combining the prior knowledge of training condition, this network is trained on a synthetic dataset with DSE based on an α-matte model. A series of experimental results demonstrate that the MFIF-GAN is superior to several representative state-of-the-art (SOTA) algorithms in visual perception, quantitative analysis as well as efficiency.
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1. Introduction

In the field of digital photography, depth-of-field (DOF) is the distance between the nearest and the farthest objects that are in acceptably sharp focus [1]. However, the limited DOF leads to multi-focus regions and the defocus spread effect (DSE) [2]. An example of the couple source images (a) (b) and the desired result (c) are shown in Fig.1.

![Image: Example of MFIF images and desired fusion result](image.png)

Figure 1: The source of MFIF images and desired fusion result

To address this problem, MFIF has been studied as a technique to fuse multiple images focused at different regions or depths in the same scene, so that the obtained fused all-in-focus images retain the clear information of the source images. It is a pre-condition for various kinds of computer vision tasks, such as localization, object detection, recognition and segmentation [3, 4].

The past few decades have witnessed the rapid development of abundant MFIF algorithms. Generally, the classic MFIF algorithms can be categorized into two groups: transform domain and spatial domain methods [5]. The idea of the former is to transform the images from original image space into an abstract feature space so that the active level of source images can be detected and measured easily. Then a desired image is reconstructed from feature space into image space after merging the active feature according to a certain fusion strategy [2]. The typical transform domain MFIF methods include the non-subsampled contourlet transform (NSCT) methods [6, 7], the sparse representation (SR) methods [8, 9] and the combined NSCT-SR method [10]. The drawback is that these algorithms often produce non-realistic results, even in
the areas far away from the FDB [11].

Apart from the first group, the spatial domain methods mainly include pixel-based, block-based and region-based algorithms [12]. Because in the field of MFIF, it is assumed that each pixel, block or region is either focused or defocused [13]. Hence, they aim at determining the FDB precisely.

The pixel-based image fusion methods generally employ a focus measure to detect the focused pixels from the source images and generate the decision maps or weight maps. Then some refinement algorithms, such as guided filtering [14], are utilized as post-processing to correct the decision maps. Finally, the all-in-focus images are fused by refined decision maps acting on the source images. The pixel-based methods are usually sensitive to noise because of ignoring the information about the spatial neighbors.

The block-based image fusion algorithms crop the source images into same blocks. Then the focused blocks are determined by comparing the focus measure of the corresponding blocks. However, block-based techniques generally are sensitive and restricted to the block-size [12]. In order to avoid the problem of the block-size selection, De et al. [12] and Bai et al. [15] proposed adaptive block-based algorithms through a quad-tree structure to further divide the blocks between focused and defocused to find out the focus maps.

The region-based algorithms, such as boundary finding based methods [16], firstly segment the source images by image segmentation techniques, and then image fusion is performed by measuring clarity of the corresponding regions and combining the detected focused regions. However, the efficiency and performance of the region-based algorithms are usually influenced by the segmentation procedures.

In the past few years, Deep Learning (DL) has aroused researchers widespread interests for its surprising effectiveness in computer vision (CV) applications. Liu et al. [17] made the first attempt to use convolutional neural networks (CNNs) for MFIF. In their work, the siamese architecture was used to extract

\footnote{They are essentially same as the focus map mentioned in the rest of this paper.}
the feature of the focused and defocused regions. Guo et al. [18] proposed a fully convolutional network for focus detection. Inspired by the DL tools and region-based methods, deep semantic segmentation and edge detection algorithms [19, 20] are employed in MFIF to capture the clear focus maps.

At present, one of the important research trends of MFIF is to solve the DSE around the FDB and to get higher quality fusion images further. Actually, the DSE describes a common phenomenon that regions far away from the FDB are focused or defocused totally, while in patches near the FDB, focused and defocused area may exist simultaneously [19]. In other words, this boundary sometimes is a ribbon region with uncertain width instead of a clear curve.

More precisely, when the foreground is in focus, the blurred background object will not influence the clear foreground object, that is, the boundary of FDB is clear as displayed in Fig.2(a) $I_A$. However, when the foreground is defocused, the blurred foreground will permeate the background. Obviously, blurred foreground object is mildly bigger than itself as shown in Fig.2(b) $I_B$.

![Figure 2: $I_A$ without DSE and $I_B$ suffers from DSE](image)

In this paper, we present a new MFIF algorithm termed MFIF-GAN which is fed with color source images and output the fused all-in-focus image. This algorithm adopt Squeeze and Excitation (SE) block based SE-ResNet [21] as attention mechanism. The reconstruction loss and gradient penalty are utilized to acquire images with higher quality. In the end, the generated initial focus maps are processed by small region removal as a post-processing algorithm in a computational efficient manner. In order to further improve the quality of the
fused images, we synthesize a large-scale training set suffering from the DSE by applying an α-matte boundary defocus model [11] to the VOC 2012 dataset [22].

Several experiments are carried out to verify the performance of our network. The results demonstrate that MFIF-GAN outperforms several typical SOTA algorithms regarding 12 evaluation metrics. And the images fused by MFIF-GAN are also better than other methods visually. In addition, a series of ablation experiments are conducted to study the role of each module in our network.

The contributions of this paper are as follows:

1. A new color image fusion algorithm used SE-blocks as attention mechanism is proposed. The loss function added with the $\ell_1$-norm reconstruction and gradient penalty is used innovatively.

2. A more realistic training dataset with DSE is constructed using an α-matte model which can be a new benchmark training dataset for other supervised algorithms.

3. Training on this new dataset makes a better performance around the FDB visually and on the corresponding metrics than several existing SOTA methods.

4. The computationally lightweight post-processing is directly incorporated into the fusion algorithm. The fusion speed of this algorithm is highest with respect to the above methods.

The rest of this paper is arranged as follows. In section 2 a briefly review of the related works is provided in which the α-matte model, FuseGAN and attention mechanisms are introduced. And the deficiencies of the baseline work FuseGAN are discussed. Section 3 describes the details of the proposed network. Then, experiments are conducted in section 4 to evaluate the proposed method both in qualitative and quantitative. And the necessary of some contents in the network is discussed in ablation experiments. At last discussions and conclusions are drawn in section 5.
2. Related Works

2.1. \(\alpha\)-matte Model for MFIF Datasets

Due to the lack of the large scale datasets of multi-focus images, several data generation methods based on public natural image datasets were adopted in many CNN based algorithms [13, 17, 23, 24, 25] to meet the actual requirements. For example, in FuseGAN [13], a multi-focus image dataset was synthesized based on PASCAL VOC 2012 dataset [22]. Guo et al. and Fidel et al. used CIFAR-10 and MS COCO respectively to constructed MFIF training datasets [26, 18].

However, none of them take the DSE into account. The unrealistic training data may limit the performance of theses algorithms [11]. Recently, Ma et al. [11] proposed a novel \(\alpha\)-matte model which provides a insightful perspective to understand DSE and real world multi-focus images. In addition, this model can easily generate couple images as training datasets with DSE. More details about training data generation is discussed in section 4.1.1.

2.2. FuseGAN for Multi-Focus Images to Focus Map Translation

Inspired by the conditional generative adversarial network (cGAN) [27] for image-to-image task, FuseGAN [13] was proposed to solve the MFIF task. Given the requirement of dual inputs and single output, the encoder of the generator in FuseGAN proposed is designed as a siamese network like [17]. Then the objective function of LSGAN [28] was employed. At last, a convolutional conditional random fields (ConvCRFs) based technique [29] was exploited to refine the initial focus maps. Compared with other spatial domains methods (BF [16], DSIFT [30], CNN [17]), the focus region detected by FuseGAN is closer to the ground truth. In our experiments, FuseGAN is regarded as a baseline network.

The disadvantages of FuseGAN are summarized as follows. (1) It is designed for gray images. Obviously, this will lose important color information and it may limit the application of the method. (2) The adversarial loss of FuseGAN is borrowed from LSGAN. It is worth noting that the distinction between images
will be excessively magnified by \( \ell_2 \)-norm, which makes the training unstable. (3) As for the additional reconstruction loss, the coefficient \( \lambda_{rec} \) of the binary cross entropy loss in the loss function of generator is set very large which has no interpretability. And Aritra Ghosh et al. [31] argued that the cross entropy loss is commonly sensitive to label noise in classification tasks. (4) Last but not least, FuseGAN exploited ConvCRFs to refine initial focus maps. It should be noted that ConvCRFs will break down if the all-in-focus images as ground truth are not available. So it often lead to unsatisfactory results in the real applications.

2.3. Attention Mechanisms and SENet

Apart from traditional CNNs, some researches attend to strengthen the representation of networks to focus on salient objects in images for particular tasks. It should be precisely noted that in MFIF issues, the procedure of producing a retinal focus map equates finding the objects which are in or out of focus.

As an attention mechanism, Hu et al. proposed the SE block [21] consisting of a squeeze and a excitation operation, which model the interdependencies between the channels of feature maps to recalibrate them. The first squeeze module outputs a global distribution of features by aggregating feature maps across spatial dimensions. And using a gating mechanism, the excitation operation produces a collection of weights which represents the relationships between the channels of features.

Meanwhile, with the flexible nature, the SE block could be directly integrated into other network architectures such as residual networks [32] and inception networks [33] as atomic building blocks. And experiments have demonstrated that the basic SE-ResNet module could bring significant improvement with respect to existing CNNs in a computational efficient way. In our work, this module is exploited in the parallel network structure to extract the implicit features with multi-channels.
3. The Proposed Method

Lots of previous MFIF algorithms have achieved good fusion performances, but few works take the DSE into account. For example, an unsupervised generative adversarial network [34] as a similar work compared with ours which has complex structure and well-designed loss function do not analyse the essence of the DSE. In this section, we propose a novel GAN-based network for the MFIF task, especially for alleviating the DSE. To begin with, we introduce the symbols used in this paper.

Let \( I \) stand for the all-in-focus image. In the synthetic training set, it is regarded as the ground truth. The binary matrix \( F \) represents a focus map, where \( F_{ij} = 1 \) if \((i, j)\) pixel is in focus and 0 otherwise. The focus map generated by the network and the one refined by post-processing are denoted by \( \hat{F} \) and \( \hat{F}_{\text{final}} \) respectively. One of the source images \( I_A \) corresponds to the one which has a clear foreground with a blurred background. While another source image \( I_B \) suffering from the DSE has a blurred foreground with a clear background.

3.1. Architecture of the Network

As a variant of GAN [35], MFIF-GAN also consists of two fundamental modules: a generator and a discriminator. The architecture of proposed MFIF-GAN is shown in Fig.3. The generator in MFIF-GAN is fed with the source color images \( I_A \) and \( I_B \) aiming to generate focus map \( \hat{F} \). The input of the discriminator is the concatenation of \( I_A, I_B \) and the (ground truth or generated) focus map. In our work, the aim of the generator is to reconstruct focus maps as accurately as possible, while the purpose of the discriminator is to distinguish the generated focus maps from the real ones.

**Generator G:** The \( G \) includes an encoder, a tensor concatenation module and a decoder. In order to effectively process color images, the encoder is designed as six branches of parallel sub-networks sharing parameters for each channel of source images.
Figure 3: The workflow of the training and the detail architecture of MFIF-GAN. The convolution layer, transposed convolution layer, BatchNorm layer, Rectified Linear Unit and fully connected layer are denoted as Conv, Deconv, BN, ReLU and FC respectively. The number under every block represents the channel number of Conv or Deconv. The array in bracket on every block indicates the kernel, stride and padding size of Conv or Deconv respectively.

Each sub-network in encoder is composed of three convolutional modules and nine residual blocks. In order to reduce computation burden, the 2nd and 3rd convolutional modules with a stride of 2 down-sample feature maps. Furthermore, inspired by SE-Net [21] as an attention mechanism, each residual block is equipped with a SE block as SE-ResNet module to find the interdependencies between the channels of feature maps and extract the most informative components of the images. In every SE-ResNet module, the SE block is attached to the non-identity branch which is a defaulted residual module with two convolutional layers and batch normalization (BatchNorm) [36] to guarantee the squeeze and excitation module work before addition with the identity branch.

In the tensor concatenation part, six feature maps extracted by the en-
coder from each channel are averaged to obtain the global features $Feature_A$, $Feature_B$ of $I_A$ and $I_B$, respectively. Then, this two features are concatenated on third channel.

In the decoder layer, the concatenated features are upsampled and deconvolved through two transposed convolutional layers for reconstruction. Finally, the single-channel focus map is outputted by a convolutional and activating layer.

**Discriminator $D$:** In the discriminator, eight convolutional layers are used to compress the input data continuously until the final sigmoid activation function is used to judge the input focus map is real or generated. Specifically, the input is a 7-channel tensor, i.e., the concatenation of source images and a focus map generated by $G$ or the real one from the training dataset. The padding and stride size of convolutional layers for down-sampling is set to guarantee the final output is a single element for judgment.

### 3.2. Loss Function

The objective function plays an important role in deep learning. Some works indicated the original GAN suffers from training instability because of the loss function. That is, during the $D$ and $G$ is trained to optimality alternately, the Jensen-Shannon divergence between the real data distribution $P_{\text{data}}$ and the noise distribution $P_z$ is minimized \[35\], which often leads to vanishing gradients. As a improved GAN, WGAN \[37\] still suffers from either vanishing or exploding gradients without retional tuning of the clipping threshold $c$ \[38\].

So in our work, we adopted the improved training of WGAN \[38\], the adversarial loss function of $D$ and $G$ are listed as equation \[1\] and \[2\] respectively:

\[
\mathcal{L}_{adv}(D) = \mathbb{E}_{I,F \sim P_{I,F}}[D(I,F)] - \mathbb{E}_{I \sim P_I}[D(I,G(I))] \tag{1}
\]

\[
\mathcal{L}_{adv}(G) = -\mathbb{E}_{I \sim P_I}[D(I,G(I))] \tag{2}
\]

where $I,F \sim P_{I,F}$ in \[1\] denotes the inputs of $D$ follow the joint distribution of the images and focus maps from the real data.
As the main contribution in their work, the gradient penalty $L_{gp}$ is added into the loss function of $D$ to stabilize the training process and further improve the quality of generated focus maps. That is:

$$L_{gp} = \mathbb{E}_{I,\tilde{F} \sim p_{I,F}}[\left(\|\nabla_{\tilde{F}} D(I,\tilde{F})\|_2 - 1\right)^2]$$ (3)

where $\tilde{F}$ is sampled uniformly along a straight line between a pair of the focus map $F$ and the generated one $\hat{F}$.

According to [31], compared with cross entropy loss used in FuseGAN, the loss function based on mean absolute value of error is more robust to noise. Therefore, as for $G$, we employ the $\ell_1$-norm as reconstruction loss $L_{rec}$ to measure the difference between the generated focus maps and the real ones, as shown in equation 4:

$$L_{rec} = \mathbb{E}_{I,F \sim p_{I,F}}[|F - G(I)|]$$ (4)

So the total loss functions of MFIF-GAN can be defined by equations 5 and 6:

$$\min_D \mathcal{L}(D) = L_{adv}(D) + \lambda_{gp} L_{gp}$$ (5)

$$\min_G \mathcal{L}(G) = L_{adv}(G) + \lambda_{rec} L_{rec}$$ (6)

We use $\lambda_{gp} = 10$ defaulted in [38] for all experiments. In order that $\lambda_{gp}$ and $\lambda_{rec}$ are used to adjust these two additional loss terms to the same level of importance, the value of $\lambda_{rec}$ is set as same as $\lambda_{gp}$.

3.3. Post-processing in MFIF-GAN

The initial focus maps generated by $G$ often suffer from mis-registration or noise resulting in an unsatisfactory fusion image. Hence, the initial focus maps need refinement. We employ the small region removal (SRR) strategy. The SRR works on the binary matrix and it removes the region whose number of pixels is smaller than a threshold $N$. In this paper, we set $N = 0.001WH$, where $W$ and $H$ are the width and height of an image, respectively. After post-processing, the final focus maps $\hat{F}_{final}$ can be obtained. This porcessing is so simple and effective that it does not increase computational burden.
4. Experiments

We conduct a series of experiments to verify the performance of the MFIF-GAN. The illustrations and tables will be discussed in detail to achieve the visual and quantitative comparison. In addition, the effectiveness and rationality of the proposed method have also been proved by ablation experiments.

4.1. Experiments Preparation

4.1.1. Dataset

Training a supervised neural network needs a large amount of samples with ground truth. However, to the best of knowledge, there still lacks publicly available MFIF training datasets which take the DSE into account. Therefore, we apply $\alpha$-matte model [11] to the PASCAL VOC 2012 database [22] to construct a synthetic training dataset with DSE which will be termed $\alpha$-matte dataset.

The PASCAL VOC 2012 is a well-known image segmentation database, each image of which corresponds to a segmentation map. We regard the binary segmentation map as a focus map $F$ (matte $\alpha^C$ in [11]). Using the focus map $F$, the clear foreground $FG^C$ and background $BG^C$ can be get as follows:

\[
FG^C = F \ast I \tag{7}
\]

\[
BG^C = (1 - F) \ast I \tag{8}
\]

where $\ast$ means production pixel by pixel.

The blurred focus map $F^B$ (matte $\alpha^B$ in [11]) can be obtained by applying a gaussian filter $G(x,y;\sigma)$ as kernel function to corresponding $F$. That is:

\[
F^B = G(x,y;\sigma) \otimes F \tag{9}
\]

where $\otimes$ presents the convolution operator. The blurred foreground $FG^B$ and background $BG^B$ can be acquired in the same way.

Finally, according to the $\alpha$-matte model, a pair of training images $I_A$ and $I_B$ with only two valid surface (foreground surface $S_{FG}$ and background surface ...
$S_{BG}$ can be obtained by equations 10 and 11 respectively.

\[ I_A = S_{FG}^{\text{clear}} + S_{BG}^{\text{blurry}} = FG^C + (1 - \alpha^C) * BG^B = F * I + (1 - F) * \{G(x,y;\sigma) \otimes [(1 - F) * I]\} \]  

\[ I_B = S_{FG}^{\text{blurry}} + S_{BG}^{\text{clear}} = FG^B + (1 - \alpha^B) * BG^C = G(x,y;\sigma) \otimes (F * I) + (1 - G(x,y;\sigma) \otimes F) * [(1 - F) * I] \]  

In order to verify the influence of the training sets constructed by the α-matte model, basing on the general MFIF training dataset generation raised in [26], we synthesize an another dataset without DSE for the ablation experiment. In what follows, we call it conventional MFIF training dataset. In formula, the source images are obtained by 12 13.

\[ I_A = F * I + (1 - F) * (G(x,y;\sigma) \otimes I) \]  

\[ I_B = F * (G(x,y;\sigma) \otimes I) + (1 - F) * I \]  

As for testing data, the famous Lytro [39] dataset is utilized widely for its relatively high quality (basically meeting the requirements of multi-focus image with mild DSE). In addition, a new dataset called MFF in the wild (MFFW) [2] which significantly suffers from DSE is conducted in the test. In order to verify the performance of our algorithms comprehensively, 10 pairs of gray images termed grayscale in a survey of SOTA [40] is also used.

4.1.2. Training and Testing Paradigm

In the training stage, we optimize $G$ and $D$ alternately. In order to better optimize the objective function and simplify the updating strategy of learning rate, we use the adam with two parameters $\beta_1$ and $\beta_2$ which are initialized to 0.5 and 0.999, respectively. And the linear declining strategy is used to update the learning rates of $G$ and $D$ both initialized to 0.0001. Besides, the update rate ratio between $G$ and $D$ is 1 : 5, which means that $G$ is updated once after updating $D$ for five times.
In the testing phase, we only retain $G$ followed by a post-processing SRR to generate the focus map $\hat{F}$ and refine it. The processed focus map $\hat{F}_{\text{final}}$ is used to extract the clear regions of the source images and reconstruct the all-in-focus images as followed:

$$I_{\text{fused}} = I_A * \hat{F}_{\text{final}} + I_B * (1 - \hat{F}_{\text{final}}) \quad (14)$$

For the grayscale dataset, samples are tripled to form images with 3 channels as inputs of $G$.

### 4.1.3. Experimental Process

Our network is compared with eight representative SOTA methods, including spatial domain methods Quadtree \[15\] and DSIFT \[30\], transform domain methods NSCT \[6\], CSR \[41\] and MWGF \[42\], deep learning based methods MMF-Net \[11\], FuseGAN \[13\] and CNN \[17\].

Specifically, MMF-Net only provides the fused images on Lytro dataset which can be directly use\[2\]. Apart from DSIFT\[3\], four methods (NSCT\[4\], Quadtree\[5\], CSR\[6\] and MWGF\[7\]) are all designed for gray images. Therefore, we separately apply these algorithms to R, G and B channels of color images, and at last combine the fusion results on the third channels. As for CNN, we utilize the official codes and pre-trained weights\[8\] to output the fused images.

At last, the official codes of FuseGAN are unavailable, so we re-implement and re-train FuseGAN by ourselves. Note that FuseGAN is trained on the conventional MFIF training dataset and the other fundamental training configuration is set as default.

---

\[1\] https://github.com/xytmhy/MMF-Net-Multi-Focus-Image-Fusion
\[2\] http://www.esience.cn/people/liuyu1/Codes.html
\[3\] https://github.com/yullu316316/MST-SR-Fusion-Toolbox
\[4\] https://github.com/uzeful/Quadtree-Based-Multi-focus-Image-Fusion
\[5\] http://www.esience.cn/people/liuyu1/Codes.html
\[6\] https://www.researchgate.net/publication/307415978_MATLAB_Code_of_Our_Multi-focus_Image_Fusion_Algorithm_MWGF
\[7\] http://home.ustc.edu.cn/~liuyu1

---
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4.2. Comparison with SOTA Methods

In this subsection, twelve objective evaluation metrics used to assess fusion images quality are briefly introduced and the detailed quantitative results with respect to the proposed MFIF-GAN and SOTA methods are then listed. To evaluate the performance of our network in visual perspective intuitively, the fusion results with detailed magnified of all methods are compared to verify the improvement of the proposed algorithm with regard to the DSE.

4.2.1. Quantitative Assessment Metrics

In order to assess the fusion performance of different algorithms comprehensively, twelve quantified metrics are used. Which is mutual information $MI$ [43], Tsallis entropy based metric $TE$ [44], nonlinear correlation information entropy $NCIE$ [45], gradient-based metric $Q_G$ [46], $Q_M$ proposed by Pen-Wei Wang et al. [47], spatial frequency $SF$ [48], structure similarity based metric $SSBM$ proposed by Cui Yang et al. (also named Yang’s metric $Q_Y$) [49], Chen-blum metric $Q_CB$ [50], linear index of fuzziness $LIF$ [51], average gradient $AG$ [52], mean square deviation $MSD$ [24] and gray level difference $GLD$ [24]. Detailed mathematical expressions for these metrics are not listed here due to the page limitation.

It is worth to note that the fused images assessed are better if all metrics are larger except for $LIF$. These metrics have different emphases, so none of them is better than all others. The first eight traditional metrics (i.e. $MI$, $TE$, $NCIE$, $Q_G$, $Q_M$, $SF$, $Q_Y$ and $Q_CB$) are widely used in assessment of images quality for their characteristics of computing agreements of fused images with the sources.

In spite of the generalized employment of these metrics, some research demonstrated that they often lead to confused judgment [53]. Ignoring the existence of DSE, images fused by previous works cannot capture abundant in-

\footnote{The implementation of these metrics are available at \url{https://github.com/zhengliu6699/imageFusionMetrics}}
formation existing around the FDB. And the measure of these narrow area is so small that conventional metrics which focus on overall image consistency always fail to quantify these details. In addition, these metrics evaluate fused images with the sources, they do not work if the number of source images is larger than the default (usually two). To deal with these problems, the last four metrics (i.e. \textit{LIF}, \textit{AG}, \textit{MSD} and \textit{GLD}) are used merely to measure the features of fused images in spite of the sources. And they are more reliable in terms of whether the boundaries are clear [2].

4.2.2. Quantitative Comparison

In this part, the average performance of MFIF-GAN on Lytro, MFFW and grayscale datasets will be compared with these representative SOTAs using the above evaluation metrics. The specific results is shown in Tab[1]

Based on the Lytro dataset, firstly, it can be clearly seen that on the first eight traditional metrics, our proposed MFIF-GAN trained on the \(\alpha\)-matte dataset is generally superior to the other methods. Moreover, on the last four metrics which evaluate the quality around FDB, MFIF-GAN can still take the lead in addition to the MMF-Net which is specially designed and optimized for the DSE. The absolute advantage of our MFIF-GAN compared with the other SOTAs is obviously listed based on the MFFW. As for the grayscale dataset, our method can also stay ahead with the Quadtree generally.

4.2.3. Visual Comparison of Details

People pay more attention to the details on the premise that the overall fusion result is good. So the detailed contrast of these algorithms are provided visually on the 20th image in Lytro and the 11th in MFFW as shown in Fig[4]. The superiority of MFIF-GAN is illustrated intuitively, especially in the region around the FDB.

Furthermore, by comparing the Fig[4(h)] and [4(i)] [4(q)] and [4(r)] respectively, it can be seen that if \(I_A\), as the input of ConvCRFs in the FuseGAN, is replaced with \(I_B\) suffers from DSE, the edge of the foreground object will be much clearer.
Table 1: Averaged scores of fusion result based on Lytro, MFFW and grayscale datasets by various algorithms on 12 metrics. The best, the second, and the third best results are highlighted in bold, double underlining, and underlining, respectively.
Figure 4: The fusion results on Lytro (20th) and MFFW (11th) with detail magnified of all algorithms. The FuseGAN_Ib exhibits the fusion result by FuseGAN with ConvCRF which feed with $I_B$ as ground truth.
4.2.4. Solution to Mitigating the DSE

In this section, by comparing the details of the background and foreground about the baseline work FuseGAN and our MFIF-GAN, we illustrated the solution of our method to mitigating the DSE.

As we discussed above, when the all-in-focus image do not exist, the $I_A$ has to be used as ground truth for the ConvCRFs in the FuseGAN. However, the DSE will vanish when it comes to $I_A$, which means the FDB in $I_A$ is definitely clear. Thus the output of this algorithm is a focus map which has a sharp edge of real foreground objects. According to the $\alpha$-matte model theory and the experience in daily observation, using this focus map will result in two completely different situations in the procedure of extracting clear information from the pair of source images:

When $I_A$ is processed, the extracted foreground region is ideal. In contrast, when it comes to $I_B$, because of the existence of DSE, there will be a part of the foreground information diffuses into the background. So the diffusion laying outside the foreground objects will remain in the clear background (as shown clearly in the Fig.4(h) and 4(q)). So there will be a fuzzy FDB region, which is the diffusion of the foreground in $I_B$ in essential. That partially explains why the undesirable result can be alleviated to some extend when $I_A$ is substituted with $I_B$, as shown in Fig.4(i) and 4(r).

Actually, this part of the information about the clear background from the real edge to the diffuse edge is indeed missed as it is covered by the diffusion of the foreground in figure $I_B$. That is exactly the consequence of the DSE, which can not be eliminate absolutely. Moreover, this region is irregular, as its width is affected by the shape of the foreground and the distance from different positions to the sensor. So it is extremely complex and nontrivial to ideally handle the FDB region.

One of the solutions is to generate focus maps which are mildly larger than the real foreground objects. Using these focus maps can remain the background information around the foreground in $I_A$. Actually, the foreground region of
focus maps obtained by MFIF-GAN is a little larger than the corresponding foreground object, which is exactly what we expected.

Figure 5: (a) exhibits the $\hat{F}_{final}$ generated by MFIF-GAN with SRR; (b) shows the $\hat{F}_{final}$ produced by FuseGAN with ConvCRF; (c) is the difference between two focus maps; (d) and (e) shows the background and foreground extracted respectively by $\hat{F}_{final}$ in (a); (f) and (g) are the counterparts extracted by $\hat{F}_{final}$ in (b); (h) and (i) are fusion results of MFIF-GAN and FuseGAN respectively with detail magnified.

Then, to illustrate this statement, we make the difference between two sets of focus maps which produced by baseline FuseGAN and MFIF-GAN respectively.
As shown in Fig.5(c), the appearance of white edges indicates this statement obviously. This characteristic brings MFIF-GAN with admirable performance around the FDB.

In order to show the improvement brought by this characteristic more clearly and intuitively, we used these two focus maps respectively to extract the foreground and background of the pair of source images. As shown in Fig.5(d) and 5(e), the background extracted by the larger focus map generated by MFIF-GAN eliminates partially the edge dispersion from the fuzzy foreground to the clear background, that is DSE. Meanwhile the extracted foreground contains part of the blurred background which can smooth the FDB. In contrast, as shown clearly in Fig.5(f) and 5(g), even though the foreground extracted by the focus map generated by FuseGAN seems to be ideal, the extracted background in Fig.5(f) retains DSE around the edge.

4.2.5. Execution Time

This section is about the comparison of computational efficiency. Instead of using complex computations, MFIF-GAN employs tensor operations that simply import model parameters trained previously, so the advantages of parallel computing can greatly increase the computational efficiency. Tab.2 lists the mean execution time of each method on the testing datasets. The experiments are carried out on a computer with Intel Core i7-10700K CPU @ 3.8GHz and RTX 2080ti GPU.

| Method | CNN | MWGF | Quadtree | DSIFT | CSR | NSCT | FuseGAN | MFIF-GAN |
|--------|-----|------|----------|-------|-----|------|---------|----------|
| Lytro  | 25.6188 | 1.9677 | 0.5416 | 0.9095 | 120.9291 | 1.7989 | 0.4976 | 0.2229 |
| MFFW   | 28.6874 | 2.2521 | 0.4922 | 1.6303 | 139.3664 | 2.2881 | 0.5019 | 0.2236 |
| grayscale | 18.0621 | 0.4808 | 0.3029 | 0.7909 | 28.9021 | 0.4929 | 0.2883 | 0.1344 |

Table 2: Averaged used time comparison of methods for pre-pair images fusion (unit: seconds)

Because the fusion results of MMF-net are used directly, this method is not involved in the comparison. FuseGAN needs extra post-processing, so we record the time with respect to the generation of the initial focus maps, post-
processing for refinement and final fusion. The average time used are (Lytro) 0.2135s, 0.2355s, 0.0486s; (MFFW2) 0.2156s, 0.2393s, 0.047s; (grayscale) 0.078s, 0.1969s, 0.0133s respectively.

4.3. Ablation Experiments

As mentioned above, the contributions of this paper includes a new network with attention module and gradient penalty as loss function, the simple but effective post-processing strategy and training the network on an \( \alpha \)-matte dataset. To validate the effectiveness of these contributions, a series of ablation experiments are conducted here. Tab. 3 list the results and discussions are reported below.

Firstly, the gradient penalty is removed in the loss function of the discriminator to show the effect brought by this regularization module. From the first column in Tab. 3 we can see this part of loss function can also enhance the ability of the algorithm.

To evaluate the validity for the usage of post-processing SRR, this refinement procedure is removed in MFIF-GAN. The numerical results are shown in the second column in Tab. 3. It can be intuitively observed that with this simple and effective processing, the performance of our model can be improved significantly.

Then, the SE-ResNet block is replaced by general ResNet to prove the improvement brought by attention mechanism. And the test result is listed in the third column in Tab. 3. We can see that MFIF-GAN with SE-ResNet achieves better performance than the network without SE-block in residual module.

Finally, in order to verify the effectiveness of the \( \alpha \)-matte model, we generate the conventional MFIF training dataset also based on VOC 2012 using the focus map directly. Our model is trained on both datasets. As shown in last two columns in Tab. 3, MFIF-GAN performed better than the counterpart trained on the conventional MFIF dataset generally, which means the new \( \alpha \)-matte dataset really promotes the performance of our method.
Table 3: Averaged scores of fusion results based on Lytro, MFFW and grayscale datasets in ablation experiments. The best, the second, and the third best results are highlighted in bold, double underlining, and underlining, respectively. The first two columns are MFIF-GAN without gradient penalty and post-processing. The attention in third column is the model in which the SE-ResNet block is replaced by ResNet And the alpha represents the MFIF-GAN trained by the conventional MFIF dataset without using the α-matte model.
4.4. Discussions of Experiments

From above of the ablation experiments, each of these factors contributes to the performance of the results to some extent, but generally none of them is more crucial than others.

By combining the Tab.1 and Tab.3, it is most worthy to note that without any one of factors, our algorithm still has a big advantage over other SOTAs, which indicates that proposed MFIF-GAN with a new architecture and reconstruction loss function has strong robustness for gradient regularization, attention mechanism and training dataset. It also shows that our work is able to get rid of over-dependence on the post-processing to some extent.

What is more, by comparing the results of the FuseGAN and MFIF-GAN which trained on the same conventional dataset, the FuseGAN as a baseline is still inferior to the MFIF-GAN generally.

5. Conclusions

In this paper, we propose a generative adversarial network termed MFIF-GAN for the MFIF task. The innovation is that attention mechanism is exploited in the network which has a new architecture with six branches to extract features. And the $\ell_1$-norm reconstruction loss and gradient penalty is creatively added to the optimization function to improve the quality of the outputs. Moreover, the SRR algorithm for post-processing is used to refine the initial focus maps in a computational effective way. Last but not least, based on a synthetic $\alpha$-matte training dataset, this novel end-to-end color multi-focus image fusion algorithm can fuse more realistic images especially around the FDB. The essential point of our work is that the proposed method can guarantee the contents in generated focus maps are mildly larger than the corresponding foreground objects, which can simulate the DSE and further exactly avoid this annoying effect.

As a new fusion algorithm, the extensive experiments demonstrate that our MFIF-GAN is superior to other representative SOTA methods on visual per-
ception, quantitative analysis and efficiency, which can bring more satisfactory pretreatment to other computer vision tasks.
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