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Abstract—In software project management, risk management is a critical factor. Project managers use existing lists of risk or perform brainstorming to identify the risks. However, it is not easy to perceive all the risks objectively. As a result, some risks are perceived based on subjective impression, which leads to risk biases. So, our goals are (i) We clarify the risk perception of developers to enhance the reliability of the brainstorming, and (ii) we calibrate the risk assessment based on a mathematical model to make more accurate risk list. In the analysis, we collected data concerning the risk perception of 69 professional software developers via a questionnaire. The average number of years of experience among these professionals was 18.3. Using the dataset, we applied factor analysis to clarify the factors that affect the evaluation of risk impact. The questionnaire was based on the risk perception theory established by Slovic, in which “dread” and “unknown” are the major factor of risk perception. The analysis result shows that (i) risk experience (i.e., whether a developer actually faced the risk or not) sometimes affects risk assessment (evaluation of risk impact), (ii) risk perception is considered to be based on unknown and dread factors, and (iii) risk assessment can be calibrated by a mathematical model (the average absolute error was 0.20).
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I. INTRODUCTION

How do we ensure that self-driving cars, nuclear power plants, railway systems and heart monitors are safe and reliable? That is the topic of risk management. Fault tree analysis [25] is an exceedingly popular technique in this context, employed by many institutions such as NASA, ESA, Honeywell, Ford, Airbus, Toyota, and Shell.

In software project management, risk management is one of the important factors. For example, project risk management is one of the knowledge areas of the Project Management Body of Knowledge (PMBOK) [13]. According to the Project Management Institute’s PMBOK, risk management is one of the ten knowledge areas in which a project manager must be competent. Risk management procedures consist of identifying, prioritizing, planning, monitoring and controlling the risks. Project managers use existing risk lists or perform brainstorming to identify the risks. Some studies such as [26] involved asking project managers about the risks of software development projects and their impact, in order to develop these risk lists.

Generally, it is difficult to perceive all the risks objectively. As a result, some risks are perceived based on subjective impression, which could lead to risk biases. Risk biases refer to the difference between the objective risk (i.e., probability of the risk) and the subjective risk [12]. For example, the probability of the accidents of aircraft is far lower than that for automobile accidents. However, several people do not recognize this difference owing to the risk biases.

In this study, we assume that the perception of the risks is affected by actual experience with the risks. As a result, risk identification may be biased by the experience. The risk lists are often made by a survey, and it includes major risks (e.g., insufficient/inappropriate staffing) to help risk assessment. For example, when the risk list is made but subjects do not have enough experience of some risks, the list will have some biases (i.e., some major risks may be overlooked). Similarly, when the brainstorming is conducted but project members do not have enough experience of some risks, the result will be also biased.

To cope with the bias on the identification of the risks, we focus on a principal study regarding risk perception conducted by Slovic [33]. He identified three factors that affected the perception of 81 risks. A series of studies on risk perception clarified that “dread risk” and “unknown risk” are the two major factors concerning risk perception, and these factors affect the risk biases. We will decrease the risk biases on the brainstorming of risk identification explained above, when one should be explicitly aware of these two factors, and the accuracy and correctness of the risk perception and risk assessment based on these factors should be discussed. For instance, if a project member assigns some weight to “dread” when evaluating the impact of a risk, the project members should discuss the correctness of this perception.

Also, it is expected to calibrate the risk list based on answers of subjects when subjects do not have enough experience of some risks. The list is calibrated by the mathematical model which uses answers of the dread and unknown factors as independent variables. The goal of our study is to calibrate the risk assessment based on the analysis of the risk perception of the developers. So, we investigated software project risks via a questionnaire, and analyzed the risk perception of software
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developers. The main contributions of the study are to clarify the following aspects by analyzing the responses of many professional developers:

- Risk experience sometimes affects risk assessment (evaluation of risk impact) (in subsection III.A);
- Risk perception is considered to be based on unknown and dread factors (in subsection III.C);
- Risk assessment can be calibrated by mathematical models (in section IV).

Although we analyzed only two risks, they are two out of 11 major risks shown by Keil et al. [17], and therefore the analysis results are expected to be applicable to some risks. The data is precious because our data was collected from many professional developers, although many studies do not use such data (i.e., the data was collected from students, and the number of professional subjects was smaller than our study on many studies). Sjoberg et al. [32] surveyed experiments in software engineering studies, and indicated that 72.6 percent of the experiments adopted only students as subjects, 18.6 percent adopted only professionals, and 8.0 percent adopted mixed group. Mean of the subjects of them were 56.0, 20.0, and 49.3 respectively.

It seems natural that the risk assessment is affected by actual experience with the risks (i.e., whether a developer actually faced the risk or not). However, past studies that investigated software project risks using a questionnaire (e.g., [19]) did not consider the risk experience, confirming that the experience was not regarded indispensable in past studies. In empirical software engineering, it is important to confirm the developers' knowledge by quantitative data analysis [15]. This is because such knowledge is sometimes regarded as incorrect, based on the quantitative data analysis.

The established theories in other fields are not always applicable to the field of software engineering. Therefore, some studies analyzed the applicability of such established theories to the software engineering field [16]. From the viewpoint, this paper may be regarded as a replicated study, and major contribution of the replication is that it was performed asking large numbers of professional software engineers. In addition, we analyzed the feasibility of calibration of risk assessment (see section IV).

II. DATA COLLECTION

A. Investigation by Questionnaire

To analyze the risk perception of software engineers, we applied the questionnaire method [8], which is often used in psychology. In the questionnaire, the developers studied two risks, and responded to the questions asked in the questionnaire by stating the extent to which they agree or disagree with each presented statement. Q3 … Q11 are five grade scales (1: agree … 5: disagree). The details of each of these questions are as follows:

1) Risk A: Failure to gain user commitment;
2) Risk B: Insufficient/inappropriate staffing;

• Question 1 (Q1): Impact to success / failure of software project: 10 grade (1: less impact … 10: more impact);

• Question 2 (Q2): Frequency of your own experience of risks: 3 grades (1: rarely, 2: occasionally, 3: often);
• Question 3 (Q3): The risk is difficult to control by developers;
• Question 4 (Q4): Damage to stakeholders is large when the risk occurs;
• Question 5 (Q5): Several stakeholders suffer when the risk occurs;
• Question 6 (Q6): Probability of the risk is increasing;
• Question 7 (Q7): The occurrence of risk causes your own dismissal or bankruptcy of your company;
• Question 8 (Q8): The influence is observed immediately when the risk occurs;
• Question 9 (Q9): Stakeholders have accurate knowledge regarding the risk;
• Question 10 (Q10): The influence of the risk to the project is clarified scientifically;
• Question 11 (Q11): The risk is a new problem that has manifested in recent years

Risk A and Risk B were selected from the major risks to software projects, listed by Keil et al. [19]. We focused on high and low ranked risks in the list, because we assumed that the rank is affected by the risk perception of developers, and therefore, the difference in the perception is large between high and low rank risks. When the difference is large, the bias can be analyzed more easily. Note that low rank risks are still one of the major risks. Next, from the risks, we selected the risks that were easy to understand and for which the risk recognition of the developers was considered to be different (i.e., controllability by developers was different).

Q3 … Q7 are questions related to the “dread risk”. Q8 … Q11 are questions related to the “unknown risk”. In Slovic’s study [33], the factor “dread risk” related to 10 risk characteristics (e.g., controllable, global catastrophic, and high risk to future generations). The factor “unknown risk” related to five risk characteristics (e.g., new risk, and risk to known science). To enhance the response rate and reliability of the response, we disregarded the characteristics that did not relate

| TABLE I. NUMBER OF EMPLOYEES OF RESPONDENTS’ ORGANIZATION |
|---------------------------------------------------------|
| Number of respondents | Ratio |
| Under 300            | 26    | 38% |
| 300 … 1,000          | 10    | 14% |
| Over 1,000           | 33    | 48% |

| TABLE II. AVERAGE TEAM SIZE OF A PROJECT IN THE ORGANIZATION OF THE RESPONDENTS |
|-----------------------------------------------------------------------------|
| Number of respondents | Ratio |
| Under 10                | 27    | 39% |
| 10 … 50                 | 22    | 32% |
| Over 50                 | 20    | 29% |
III. ANALYZING RISK PERCEPTION

A. Relationship between Experience and Evaluation of Risk

Influence of respondents' attributes: Risk evaluation (i.e., answer to Q1) may be affected by the attributes of respondents such as years of development experience. For example, a developer who has 10 years of experience answers 7 to Q1 of risk A. However, a developer who has 15 years of experience answers 10. In this example shown in Table 4, the years of experience affects the answer to Q1 (i.e., there is a positive relationship between the years of experience and Q1). To clarify such a relationship, we analyzed the relationship between the evaluation of risk and attributes of respondents, using the Pearson correlation coefficient and correlation ratio. The correlation ratio is used to analyze the relationship between a nominal variable (i.e., the attributes listed in Table 3) and a numerical variable. The correlation coefficient was calculated by pairing the years of development experience with Q1 (see Table 5). The correlation ratio was calculated between development support (whether respondents were engaged in development support or not; a dummy variable) with Q1.

As listed in Table 5, the strength of each relationship was small (basic statistics of each attribute are shown in Tables 1, 2, and 3). Therefore, risk evaluation (Q1) and risk experience (Q2) are not considered to be affected by the attributes of developers such as years of experiences. Therefore, we do not consider the influence of respondents' attributes when analyzing risk evaluation and risk experience.

Influence of experience of risk: When a developer actually faces risk, the evaluation of the influence of risk on software project may change. Thus, we analyzed the relationship between risk evaluation (answer to Q1) and frequency of risk experience (answer to Q2). To analyze the relationship, we stratified the dataset based on the frequency of experience and calculated the average risk evaluation for each risk (i.e., risks A and B). We did not use the correlation coefficient because the relationship between risk evaluation and risk experience was not linear, and the relationship was different for each risk. This may be affected by interpretation of “2: occasionally”, one of the choices included in Q2 (frequency of experience).

Table 6 summarizes the results of the analysis. For risk A, developers evaluated that the influence of risk was small when the frequency of experience was small. The differences between the average risk evaluation was approximately 1.0 for each frequency of experience (i.e., rarely, occasionally, and often), and the difference was statistically significant (p-value was 0.00). In contrast, for risk B, when the frequency of experience is low, the evaluation of the influence of risk was slightly higher (Note that the difference was not statistically significant (p-value was 0.72)). That is, for a high-ranked risk in the list [17], when the frequency of experience was low, the evaluation of the influence of risk was also low. For a low-ranked risk in the list, the tendency was opposite. The result suggests that the frequency of experience is considered to be sometimes related to the evaluation of the influence of risk.

---
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B. Factors of Risk Perception

We applied factor analysis to derive major factors that summarize risk perception. The analysis procedure was similar to that generally applied to make psychological scale in psychology [21]. First, to make the scale, questions to measure constructs (i.e., dread and unknown) are made (i.e., Q3 … Q11). Then, using factor analysis, the questions which do not relate to the constructs very much are eliminated, as shown in Figure 1. Finally, the reliability of the scale is evaluated by Cronbach’s alpha.

Applicability of factor analysis: First, we checked applicability of factor analysis to the dataset collected in this study by using Kaiser–Meyer–Olkin (KMO) and Bartlett’s test of sphericity. They are used to clarify whether there is any relationship between the variables. When KMO is larger than 0.5 and Bartlett’s test of sphericity is significant, there are relationships between variables [24]. Therefore, we can apply factor analysis. On the dataset, KMO was 0.56 and the p-value of Bartlett’s test of sphericity was 0.00. Thus, factor analysis can be applied to the dataset.

**Decision of the number of factors:** Next, we decided the number of factors. The number of factors is decided by selecting factors whose eigenvalues were not smaller than 1 [10], or applying preset value that has already been established by past studies. When we selected factors whose eigenvalues were not smaller than 1, the number of factors was four. However, communality was larger than 1. This means that the analysis is not proper. When we set the number of factors as three, only Q6 of factor loading was larger than 0.4 (standard criterion [14]) on the third factor. Additionally, the relationship between the third factor and the evaluation of the influence of risk was weak. Therefore, we set the number of factors as two in the following analysis.

Note that although in Section II, we assumed two factors (i.e., dread risk and unknown risk) to settle the questions Q3 … Q11, it is not natural that two factors were identified by the factor analysis. In psychology, factors are considered first, and questions are generated based on the factors [30], similar to the procedure in our study. However, if the questions are not appropriate, factor analysis cannot be applied (i.e., the results of KMO and Bartlett’s test of sphericity indicates inappropriateness of factor analysis).
Selecting and naming factors: Lastly, we selected two factors and named them. We used unweighted least-squares as the factor extraction method (It is used to build a model). We applied promax rotation (It is used to interpret the built model).

The ratio of variance explained of all questions by the two factors was 40.7%. The correlation coefficient between the factors was 0.19, and the value was relatively small. The results suggest that the performance of the factor analysis was appropriate to some extent. Table 7 lists the factor pattern after rotation. Italic numbers denote factor loadings greater than 0.4. The factor loadings of Q4 and Q5 were high for the first factor identified in the above analysis. The factor loadings of Q9 and Q10 were high for the second factor. Q4 and Q5 are questions on risk characteristics (see section II) related to dread risk identified in Slovic’s study [33]. Q9 and Q10 are questions on the characteristics relating to unknown risk. Hence, we named the first factor as “dread factor” and the second factor as “unknown factor”.

To evaluate the reliability of the dread factor and the unknown factor, we used Cronbach’s alpha. When the alpha is 0.5, it is regarded as acceptable [9]. The alpha of the dread factor was 0.77 and that of the unknown factor was 0.58. So, the factors are reliable.

C. Relationship between Risk Experience and Perception

We analyzed the relationship between the factors (average answers to questions selected by the factor analysis) and the frequency of experience. First, we calculated the subscale score to summarize the answers to 9 questions (Q3 … Q11) to “dread” and “unknown” factors for each respondent. The calculation is based on the results of the factor analysis. To calculate the score, questions whose factor loadings are high are selected, and the average or sum of answers to the questions is used. In the analysis, we used the average of answers to Q4 and Q5 (see subsection III.B) as the subscale score of the dread factor. Furthermore, we used the average of answers to Q9 and Q10 as the subscale score of the unknown factor.
In the next step, we focused on experienced and non-experienced developers separately and analyzed to which factor they gave weight, when risk impact was evaluated. To do so, we stratified the dataset based on the frequency of experience and compared the correlation coefficients (i.e., strength of relationships) of risk impact (Q1) and each factor (subscale scores of the dread and unknown factors). Although there is no strict criterion for the correlation coefficient, when the absolute value of the correlation coefficient varies from 0.2 to 0.4, the relationship is often regarded as weak in health care sciences [35] (In social sciences, when the value varies from 0.15 to 0.3, it is regarded as a weak relationship, while a value varying from 0.4 to 0.6, it is regarded as weak in natural sciences [34]).

Table 8 shows the correlation coefficient stratified by the frequency of experience. It denotes relationship between the risk impact (i.e., Q1) and the factors. When the frequency was “3 (often)”, correlation coefficients of both factors (subscale scores) were statistically significant, and the correlation coefficient of dread was larger. When the frequency was “2 (occasionally)”, only the correlation coefficient of dread factor was statistically significant, and the correlation coefficient of unknown was very small. When the frequency was “1 (rarely)”, both correlation coefficients were not statistically significant. This may be because the number of data points was small. The correlation coefficient of unknown was larger than that of dread in this case.

Dread factor (subscale score) is the average of extent of damage (Q4) and range of damage (Q5). Therefore, experienced respondents are considered to evaluate the impact of risk, giving weight to the damage to project and stakeholders. In contrast, non-experienced respondents are regarded to give weight to unknown aspects of risk, when evaluating the impact. Since unknown factor was average of knowledge of risk (Q9 and Q10).

Lastly, we further investigated on how non-experienced and experienced respondents evaluated risk A and risk B, based on the analysis (i.e., experienced developers focused on the dread factor of risk, and non-experienced developers focused on the unknown factor of risk). As shown in Table 9, we calculated the average of subscale scores of the risks, stratifying the dataset according to the kind of risks. Non-experienced respondents evaluated that the impact of risk A (user commitment) is higher than that of risk B (inappropriate staffing). This is because the unknown factor of risk B was larger than that of risk A, although the dread factor of risk A was larger than that of risk B. That is, non-experienced respondents are considered to give weight to unknown factor, when evaluating impact of the risks. For experienced respondents, the dread factor of risk A was slightly higher than that of risk B. This would affect the fact that the impact of risk A was slightly higher than that of risk B. Note that we did not statistically test the difference, since we mainly focus on the correlation coefficients shown in Table 8, and we refer Table 9 to discuss the results.

The dataset used in the analysis was collected from expert developers (see subsection II.B). However, the evaluation of the impact of risks (especially risk A) was different between developers for whom the frequency of experience was often (i.e., Q2 = 3), and developers for whom the frequency was rarely (i.e., Q2 = 1). Slovic’s study [33] illustrated the difference between experts and non-experts. In contrast, the result of our study suggests that risk perception of expert software developers may be biased, if they do not actually face the risk.

IV. CALIBRATING RISK ASSESSMENT BY EXTRAPOLATION

A. Overview

When making the risk list based on a questionnaire (e.g., [19]), there may be no or few developers whose frequency of experience of risk was often (Q2 = 3). So, we evaluated the feasibility of predicting risk impact (Q1) evaluated by them. Certainly, developers whose frequency was often may be also biased. However, we can only use the evaluation of developers to assess risk, and their evaluation is considered to be reliable comparatively. Similarly, some studies proposes methods to calibrate survey results with statistical models [20].

The easiest way to predict the risk impact is using the mean of risk impact evaluated by developers whose frequency of experience of risk was rarely or occasionally (i.e., Q2 = 1 or 2). Also, we can predict the evaluation by extrapolation with linear regression. That is, Q2 is used as an independent variable, and linear regression clarified the linearity between Q1 and Q2 when Q2 = 1 and 2. Next, ‘3 (often)’ is input to Q2 to predict Q1. To clarify the purpose of the analysis, we set the following research questions:

- **RQ1**: Which method (i.e., linear regression or mean) is better to predict the risk evaluation?
- **RQ2**: For software projects with a few highly experienced developers, what value (i.e., mean of the developers or prediction) should be used to measure the success or failure of a software project?

B. Procedure of the Experiment

To clarify RQ1, we constructed 8 models, as shown in Table 10. Before making the models, we removed data points on which Q2 was 3. The procedure of constructing model R1A and R1B is as follows (see figure 2):

1) Removed data points on which Q2 was 3;
2) Stratified the dataset into risk A and B;
3) Built R1A and R1B model on the subset;
4) Predicted Q1A and Q1B, setting Q2 as 3 (extrapolation). Model R2A, R2B, R3A, and R3B were made in a similar way. The models were made to predict the dread and unknown factors (subscale score). The values predicted by them were used in model R4R and R4M.
Model R4R and R4M are same (i.e., their regression coefficients are same), but the values input to independent variables are different. The procedure of constructing these models is as follows (see figure 3):

1) Removed data points on which Q2 was 3;
2) Built R4R model;
3) Stratified the dataset into risk A and B;
4) Built $R_{2A}$, $R_{3A}$, $R_{2B}$, and $R_{3B}$ models on the subsets;
5) Predicted $Q_{1A}$, setting Q2 as 3 and using the value predicted by $R_{2A}$ and $R_{3A}$;
6) Predicted $Q_{1B}$, setting Q2 as 3 and using the value predicted by $R_{2B}$ and $R_{3B}$.

Model R1, R2, R3, and R4R use linear regression, and model M1, M2, M3 use arithmetic mean, to answer RQ1. R4M uses both.

To answer RQ1, we changed the number of data points where Q2 was 3, to calculate the mean of Q1 of them. The procedure of constructing these models is as follows (see figure 4):

1) Randomly selected the data points where Q2 was 3,
2) Mean of Q2 on the subset was calculated,
3) Mean of Q2 on the whole dataset was calculated,
4) Absolute error between (2) and (3) was calculated,
5) Repeated (1) … (4) 20 times, and calculated average of the absolute error.

Accuracy evaluation: To evaluate the accuracy of the models, we used absolute error. When the difference is large, the accuracy is regarded as low. We calculated the difference between the values predicted by the models, and the mean of Q1 evaluated by developers whose frequency of experience of risk was often (Q2 = 3). That is, data fitted to build the models is the subset of the dataset where Q2 is 1 and 2. Test data to evaluate the model is the subset where Q2 is 3.

C. Results of the Experiment

Summary of RQ1: The result is shown in figure 5. In the figure, R1 (average of absolute error of $R_{1A}$ and $R_{1B}$) was the smallest among R1, M1, R4R, and R4M models (i.e., models whose dependent variable was Q1). M4R was the second lowest among the models. Although the absolute error of M2 and M3 was small, the error of R4M was larger than that of R4R. So, the answer of RQ1 is “Linear regression is better than mean to predict risk evaluation. Especially, model R1 is the best to predict that”.

Summary of RQ2: The result is shown in figure 6. When the number of data points in which Q2 was 3 was smaller than 5, the absolute error of model R4R was smaller than the mean of the model of R4R. Moreover, when the number of datasets is smaller than 16, the error of model M1 was smaller than the mean of the subset. So, the answer of RQ2 is “For software projects with a few highly experienced developers, it is better to use the predicted value as risk impact”.

V. DISCUSSION

A. Validity of the Questionnaire

We investigated the risk perception of software developers by using a questionnaire which includes 9 items based on Slovic’s study [33]. Although Slovic’s work included more items, past studies did not always use all the items [1, 11] (i.e., they used around 10 items), because it is sufficient to analyze risk perception using a lesser number of items. In section III.B,
using the dataset collected by the questionnaire, we applied factor analysis to reduce 9 items into two factors (dread risk and unknown risk). Next, we analyzed the relationship between the factors (calculated by weighted sum of the items) and frequency of experience of risks in subsection III.C.

Note that we used the 9 items which were scientifically established in the other fields, as a matter of practical convenience. That is, we do not assert that anything but these 9 items are not needed to understand various aspects of risk assessment of software developers. Also, we showed that the relationship between the frequency of risk experience and evaluation of risk impact is understood reasonably, based on the two factors established in the other fields (made by factor analysis). This does not mean that only these two factors affect risk assessment of software developers (i.e., there may be other factors which affect the risk assessment).

**B. Threats to Validity**

**Internal validity:** In the analysis, we clarified that the frequency of experience of risk affects the risk perception and evaluation of risk impact. The frequency of risk experience may be affected by the years of experience and development process in which the developers are engaged. That is, they may affect the frequency of experience, and the relationship affects the analysis results. However, as shown in Table 5, the relationship was very weak. Therefore, the years of experience and development process do not affect the results.

The evaluation of risk impact may be affected by an average team size. For example, if the team size is large, the risk impact (e.g., loss of cost) may also be large. However, it did not affect the risk evaluation, as shown in Table 5. Therefore, the analysis of risk impact is not affected by the average team size.

**External validity:** In the analysis, we used only two kinds of risk. We clarified that the frequency of experience affects the evaluation of risk impact. It is not clear that the frequency of experience affects any kind of risk, e.g., the frequency of experience may not affect certain risks. However, the frequency of experience affects one (i.e., risk A) out of 11 major risks shown by Keil et al. [17] at least. Therefore, we cannot ignore the influence of the frequency. The data is collected from various professional developers, and therefore, the influence will be observed on various software projects. Similarly, we analyzed risk perception of developers using only two risks. However, the theory of the risk perception is established in other fields, and we acquired similar results on two out of 11 major risks. So, we consider that software developers often perceive risks based on dread and unknown factors. The risk perception may not be always different when the frequency is different. However, for some risks, the risk perception was different, as shown in this study. Therefore, it is important to clarify the risk perception using the questionnaire, and check the difference in the risk assessment of the software projects. It will assist in smooth discussion.

Moreover, the calibration shown in section 4 was effective on two out of 11 major risks, even when the difference of assessment caused by experience was not significant (i.e., risk B). The accuracy of the prediction of the risk evaluation may not be always high at any risk, although the accuracy of the model will be high at some risks. We only show the feasibility of the prediction.

**Construct validity:** Dread factor and unknown factor are widely used in other fields, and our questionnaire is based on the past studies. Dread factor and unknown factor are very simply derived (i.e., sum of part of answers; See subsection 3.2). Therefore, the dread factor and unknown factor are considered to be properly constructed. In addition, the evaluation of risk impact (i.e., 10 grades) is the same as a past study [17]. Therefore, we think that the evaluation method is appropriate.

**C. Calibration Based on the Analysis Results**

The analysis results can be applied to the following situations:

**Brainstorming among developers:** When the project members are identifying the project risks (see section 1), the members can evaluate risk impact more precisely by the result. At first, answers to the questionnaire used in the analysis are collected from the members. After that, they refer to the summery of the answers of the questionnaire, and reconsider the risk impact based on the result of the analysis results. For example, if there is a risk for which the frequency of experience is low and the unknown factor is high, reconsideration of the impact of the risk is needed because the members may give too much weight to unknown factor.

**Investigation of risk impact:** When we collect the evaluation of risk impact from the developers to identify major risks of the software project, like Keil et al. [17], we can calibrate the risk impact mathematically using the questionnaire used in the study. To do that, the frequency of experience and questions about risk perception are collected when the risk impact is investigated. After the data collection, the frequency and questions are used as independent variables, and the risk impact is used as a dependent variable, to make a regression model. The model is expected to calibrate the risk impact. The feasibility of the calibration is evaluated above.

**VI. RELATED WORK**

**Risk Management:** The majority of risk management studies deal with normative techniques of managing risk (e.g., [3], [4], [5], [6], [23]). A few studies have classified software risk items ([2], [27], [28], [31]). These studies consider software risks along several dimensions and have provided some empirically determined insights of typical software risks and their variations. For example, Keil et al. [17] asked 41 project managers in United States, Finland, and Hong Kong to clarify risk factors. As risk factors, Ronponen et al. [29] clarified six risk groups such as scheduling and management of requirements. However, these studies did not analyze risk perception based on “dread” and “unknown” factors, which Slovic clarified.

**Risk Perception:** The concept that different stakeholders perceive software projects in different ways is also well established in the literature [22]. Keil et al. [18] have demonstrated, for example, that users and project managers differ in terms of their project risk perceptions. In addition, though it is fair to assume that outsiders would see more risks than insiders, we found no empirical studies in the literature on the influence of outsiders on risk perception and behavior.
Theoretically, the purpose of a checklist is to provide a comprehensive risk profile and bring attention to risks that might otherwise be neglected [31]. From this perspective, a checklist is expected to help practitioners identify more risk factors than they would otherwise be able to identify without the aid of such a tool. Prior work has demonstrated that such tools can influence practitioners’ risk perception (e.g., [7], [19], [22]). For instance, Keil et al. [19] analyzed the influence of probability of the risk when deciding to continue a software development project. In the analysis, subjects were students. The study did not use “dread” and “unknown” factors from Slovic’s study, but gave subjects to probability of the risks directly. That is, the viewpoint of the analysis is different from our study.

VII. CONCLUSION

It is important to manage risks in software development. To manage the risks, risks that may occur in the project are identified by some methods such as brainstorming, and risk treatment plans are made based on that. However, risk recognition is considered to include biases, which may affect the accuracy of identification of the risks. To recognize the risks precisely, we clarified the risk recognition of software developers. Our study identified the risk recognition quantitatively using the questionnaires based on Slovic’s study.

The procedure of the analysis was as follows:

1) We collected the answers to a questionnaire from 69 professional software developers (section II). The data is valuable in terms of its rarity (section I).
2) We clarified that the respondents’ attributes such as years of experience did not affect other variables, and evaluation of risk impact was affected by the frequency of risk experience (subsection III.A).
3) Using factor analysis, the responses of the questionnaires were compressed to two factors (“dread” and “unknown”) (subsection III.B).
4) We clarified that the strength of “dread” (average of Q4 and Q5) and “unknown” (average of Q9 and Q10) factors were different among risks when the experience of risk was different among the developers. The difference is considered to affect the recognition to severity of each risk (subsection III.C).
5) We evaluated the prediction accuracy of evaluation of risk impact, assuming that there are not many developers whose frequency of experience was often (section IV).

The following is the summary of the analysis results:

- Risk experience sometimes affects evaluation of risk impact. Therefore, the experience should be asked to assess the risks.
- Risk perception is considered to be based on unknown and dread factors. Risk perception tends to be different when risk experience is different. So, considering the perception, risk assessment among project members is expected to be improved.
- Evaluation of risk impact can be calibrated, if there are few developers who have rich experience of risk. So, when making the risk list by questionnaire, it is better to collect risk experience and answers related to dread and risk factors for the calibration.

Our future work will involve collecting risk assessment of other kinds of risks using our questionnaire to evaluate the applicability of the results.
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