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Abstract

Modelling and simulation of mixed-traffic zones is an important tool for transportation planners to assess safety, efficiency, and human-friendliness of future urban areas. This paper addresses problems of calibration and transferability of existing shared space models when applied to scenarios that differ in terms of cultural aspects, traffic conditions, and spatial layout. In particular, the first contribution of this work is an enhancement of the Game-Theoretic Social Force Model (GSFM) by a generic methodology for largely automated model calibration; we illustrate the use of the calibration method for a shared space environment in Germany. The second contribution is an investigation into transferability of shared space models. We define criteria for model transferability and present a case study, in which we analyse and evaluate transferability of the model we constructed based on the “German dataset” to a different shared space environment from China. Our results indicate that although – as to be expected – the model faces difficulties to replicate the movement behaviours of road users from a new environment, by adding social norms (derived through analysis) of that environment to our model, satisfactory improvement of model accuracy can be obtained with limited effort.
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I. Introduction

Shared space design principles [1] have been attracting notable attention over the past years as an alternative to traditional regulated traffic designs. Unlike the latter, shared space design usually trades road signs, signals, and markings against higher levels of direct interaction between mixed traffic participants (e.g. cars, bikes, pedestrians); this interaction is largely guided by social protocols and informal rules.

Numerous European cities reconstruct their city centres by adopting shared space principles; some examples are the Laweiplein intersection in the Dutch town Drachten, Skvallertorget in Norrköping, and Kensington High Street in London [2]. Increasing demands and in particular the absence of explicit traffic regulations and thereby caused vagueness makes it critical to investigate and assess safety issues in shared spaces during the planning phase.

Compared to regulated traffic designs, road users in shared spaces interact more frequently to coordinate their trajectories, to avoid and to resolve conflicts. Here, we define the notion of conflict in accordance with [3] as “an observable situation in which two or more road users approach each other in time and space to such an extent that there is a risk of collision if their movements remain unchanged”. Realistically modelling, simulating, and analysing the motion behaviour of mixed traffic users including interactions for conflict avoidance or resolution can reproduce the operation of mixed-traffic environment, which can be useful for measuring traffic safety and efficiency (average road user delays and road capacity) of that environment [4]. Note: In this paper, conflict and interaction are used interchangeably.

Understanding the way heterogeneous road users make decisions and behave while interacting with others is far from trivial. Each interaction is the result of complex human decision-making processes, depends on the transport mode, the situation dynamics and many individual factors (e.g. age, gender, or driving experience [5]). Therefore, modelling mixed traffic interactions is challenging; to the best of our knowledge, until now, only few works investigate modelling and simulation of shared spaces. In related research on shared spaces modelling (see Section II), we find two types of approaches: (1) extensions of the social force model (SFM) [6], a physics-based model of pedestrian dynamics, to deal with heterogeneous physical actors [7, 8, 9]; and (2) Cellular Automata (CA) models [10, 11, 12], which are also used to model movement behaviour of heterogeneous road users in case there are clear rules for traffic regulations – which is not the case in most shared space environments.

The aforementioned approaches can well represent single
bilateral conflicts, which means, for any road user and any point in time, only a single explicit conflict with one other user can be handled; however, in realistic shared space scenarios, we often encounter the existence of multiple conflicts between different road users and groups ([13]). While the SFM provides some implicit capability to handle implicit conflicts using addition of forces, it does not cover explicit interaction, e.g. based on signalling or other communication. In our previous work, we combined SFM with a game theoretic model to also capture multiple conflicts [14].

However, previous research (including ours) has so far failed to address the transferability of their simulation models. By this, we mean the ability of a model to reproduce realistic behaviour in environmental settings that are different from one(s) the model has been constructed for, with no or only little modification and adaptation.

In this paper, following a review of related work in Section II, we describe the architecture of our Game-Theoretic Social Force Model (GSFM) for shared spaces (Section III). Section IV contains the first contribution of this paper: we propose a generic method for calibrating our model for a set of given scenarios and illustrate its use for a shared space environment in Germany. The core of this method is a feature selection process used to find the features which have the highest influence on human decision-making in complex traffic situations. In Section V, we describe the second contribution, which is an investigation into transferability of shared space models. We define criteria for transferability of models, and present a case study in which we analyse and evaluate transferability of the model constructed based on the German dataset to a shared space environment in China, which is different in terms of culture (norms), traffic conditions, and spatial layout.

The results of this case study indicate that there are considerable differences in model characteristics in different cultural areas; however, by adding some social norm knowledge, we find that our initial model can be adapted to the new environment with reasonable effort, achieving satisfactory performance.

II. RELATED WORK

Previous works on modelling mixed traffic interactions mostly use rule-based models (e.g. Cellular Automata (CA) [15]), or force-based models, most notably the Social Force Model (SFM) [6].

In CA models, the environment consists of identical discrete cells and the movement of road users is conducted by a set of predefined rules. CA models have been used to model interaction among homogeneous road users e.g. pedestrians [16, 15], cars [17, 18] and also to model mixed traffic such as in [10], for modelling car-following and lane-changing behaviours of cars and motorcycles or in [11], to model pedestrians-to-cars interactions at crosswalks or in [19], for modelling the movement behaviours of bicycles and vehicles to analyse the influence of bicycle-to-vehicle conflicts on traffic delay. In the classical SFM, different motivations and interactions of road users are described by differential equations adding up a set of simple attractive and repelling forces influencing movement of a road user at a specific place and time. SFM was originally proposed for modelling pedestrian dynamics [20, 21, 22]. It has been extended for modelling movement of vehicles, adding vehicle influence on pedestrians as separate forces [23, 24], or by adding new forces for short-range conflicts and rule-based constraints for long-range conflicts [8]. [9] extends SFM for modelling both vehicles and bicycles by using long-range collision avoidance mechanisms.

In simple scenarios, both CA-based and SFM-based models work well. While decision-theoretic models such as probabilistic and game-theoretic models are more capable to capture complex human decision-making process [6]. They can be used for handling complex conflict scenarios where agents need to choose an action among different alternatives to maximise their performance. In [25], Pascucci et al. used a logit model for handling complex conflict scenarios. In a logit model, each decision maker chooses an action based on present data but without considering what others might do. In [26], Fujii et al. used a discrete choice model to capture pedestrian’s decision making in pedestrian-to pedestrian interaction. Game-theoretic models have been frequently used to illustrate the decision making processes of road users during interactions, for example, to describe pedestrian-to-car interaction in a shared space, merging-give way interaction of cars, lane-changing interaction of cars, or cyclist-car driver interaction at zebra crossings in [7, 14, 27] and [28], respectively. In a non-cooperative game-theoretic model, each decision maker makes a decision by predicting others’ decision, similar to real-world road users [28].

III. AGENT-BASED SIMULATION MODEL

We have been developing agent-based model, named Game-Theoretic Social Force Model (GSFM), the initial version of this being described in [14], to represent and execute the movement behaviour of pedestrians and cars. In this section, we give a short overview of the principles underlying GSFM. In the GSFM architecture (see Fig. 1), the movement of each
road user (in the following denoted as agent) is handled by three interacting modules covering different functionality: trajectory planning, force-based modelling, and game-theoretic decision-making. GSFM is implemented on a BDI (Belief, Desire, Intention) platform, LightJason [29], which allows to flexibly and declaratively design and explain the workflow logic of GSFM. Based on the current situation of the environment, the BDI controller selects the module to be activated, which then notifies the controller upon completion of its task.

The trajectory planning module is responsible for computing free-flow trajectories for all agents by considering static obstacles such as boundaries, benches, status or trees in the shared space environment. We transform the simulation environment into a visibility graph [30] to perform the A* algorithm [31] for trajectory planning.

The force-based modelling and the game-theoretic decision-making modules are in charge of handling interactions among road users. These interactions are categorised into two categories based on the observation of the shared space video data and on Helbing’s classification of road agents’ behaviour [6]: simple interaction (percept → act) and complex interaction (percept → choose an action from different alternatives → act). These interactions can also be classified based on the number and types of road users involved namely, pedestrian-to-pedestrian, car-to-car, single or multiple pedestrian(s)-to-cars, and multiple pedestrian(s)-to-car interactions, which, also fall into the previous category.

The force-based module is the operational module i.e. the physical execution of road users’ movement is handled here. This module captures also simple interactions between road users. It uses the classical SFM to model each agent’s driving force towards destination (\(D_{i}^{o}\)), repulsive force from static obstacle (\(I_{iW}\)) and from other road users (\(I_{ij}\)). Here, \(D_{i}^{o} = \frac{\dot{g}_{i}(t) - \dot{g}_{j}(t)}{\tau}\) for a relaxation time \(\tau\) and \(\dot{g}_{i}(t)\) are the desired and current velocities of agent i respectively, \(I_{ij} = V_{ij}^{o} \exp \left(\frac{-\bar{d}_{ij}(t)}{\sigma}\right) \hat{n}_{ij} F_{ij}\) and \(I_{iW} = U_{iW}^{o} \exp \left(\frac{-\bar{d}_{iW}(t)}{\kappa}\right) \hat{n}_{iW}\), where \(V_{ij}^{o}\) and \(U_{iW}^{o}\) are the interaction strengths, and \(\sigma\) and \(\kappa\) indicate the range of these repulsive interactions, \(\bar{d}_{ij}(t)\) and \(\bar{d}_{iW}(t)\) are the distances from i to j, or i to W at a specific time, \(\hat{n}_{ij}\) and \(\hat{n}_{iW}\) denote the normalised vectors. \(F_{ij} = \lambda + (1 - \lambda) \frac{1 - \cos \theta_{ij}}{2}\) represents the fact that human are mostly influenced by the objects which can be captured within their field of view [32]. Here, \(\lambda\) is a parameter which represents the strength of interactions from behind and \(\theta_{ij}\) denotes the angle between i and j. In GSFM, SFM is extended to capture car following interaction (\(I_{i}^{following}\)) and pedestrian-to-vehicle reactive interaction (\(I_{i}^{stopping}\)). If \(d_{ij} \geq D_{min}\), \(I_{i}^{following} = \bar{n}_{iW}\), i maintains the direction of movement, otherwise, i decelerates. Here, \(D_{min}\) is the minimum vehicle distance, and \(d_{ij}\) is the distance between i and j (leader car). \(I_{i}^{stopping}\) happens only if pedestrian(s) have already initiated walking in front to the vehicle. Then the vehicle decelerates to let the pedestrian(s) pass.

The game-theoretic module is responsible for handling complex interactions i.e. pedestrian(s)-to-car(s) or car-to-car interaction. These interactions are modelled by Stackelberg game, a sequential leader-follower game where both leader and follower players try to maximise their utility: by leader choosing a strategy first considering all possible reactions of followers and the followers reacting based on leader’s chosen strategy [7]. The game is solved (find the optimal strategy pair) by using the sub-game perfect Nash equilibrium (SPNE), depicted by Eq. (1).

\[
SPNE = \{s_{l} | S_{l} | \max(u_{l}(s_{l}, B_{l})), \forall S_{l} \in S_{l}\}.
\]

The equation (2) represents the best answer from the follower. Here, \(S_{l}, S_{f}, u_{l}, u_{f}\) and \(B_{l}\) denote the strategies of leader and followers, utilities regarding the respective strategies and their strategy sets respectively. Each complex interaction is handled by an individual game and the games are independent on each other. For each game, the number of leaders is set to one but the followers can be more, and the faster agent (i.e. car) is selected as the leader unless the situation involves more than one cars (e.g. pedestrian(s)-to-cars), then the one who detects the conflict first is set as leader. The
way to calculate the payoff matrix of the game is discussed in Subsection IV. In GSFM, Continue, Decelerate and Deviate (pedestrian only) are the possible actions for agents.

- Continue: Any pedestrian \( \alpha \) crosses vehicle \( \beta \) from the point \( p_\alpha = x_\beta(t) + S_A * \vec{e}_\beta \), if line(\( x_\alpha(t), E_\alpha \)) intersects line(\( x_\alpha(t) + S_A * \vec{e}_\alpha, x_\beta(t) - \frac{S_A}{2} * \vec{e}_\beta \)), otherwise free-flow movement is continued. Here, \( \vec{e} \) is the direction vector, \( S_A \) denotes scaling factor, \( x(t) \) and \( E \) represent current and goal positions respectively. In case of vehicles, they always follow their free-flow movement.

- Decelerate: Road users decelerate and in the end stop (if necessary). For pedestrians, \( \text{newSpeed}_\alpha = \frac{\text{Speed}_\alpha(t)}{2} \) and in case of vehicles, \( \text{newSpeed}_\beta = \text{Speed}_\beta(t) - \text{decRate} \)

Here, \( \text{decRate} = \begin{cases} \frac{\text{Speed}_\alpha(t)}{2}, & \text{if distance}(x_\alpha, \beta) \leq D_{\text{min}}, \\ \frac{\text{Speed}_\beta(t) - \text{decRate}}{\text{distance}(x_\beta) - D_{\text{min}}}, & \text{otherwise}. \end{cases} \)

\( D_{\text{min}} \) is the critical spatial distance.

- Deviate: A pedestrian \( \alpha \) passes a vehicle \( \beta \) from behind a position \( p_\alpha = x_\beta(t) - S_A * \vec{e}_\beta(t) \) (as long as \( \beta \) stays in range of the field of view (FOV) of \( \alpha \)) and after that \( \alpha \) resumes moving towards its original destination.

Although these modules take control alternatively without following any sequence, at the start of the simulation, GSFM maintains a hierarchy among them: it starts with trajectory planning with the premise that agents plan their trajectories (at the granularity of landmarks) before they actually start moving. Once trajectories are obtained, the force-based module is activated to bring about the agents' physical movement. Conflict recognition and classification are performed at regular intervals using Algorithm 1. In case of complex conflict, the BDI controller activates the game-based module. Once the strategies are selected, the BDI controller activates the force module to execute the selected strategies. The BDI controller also prioritises different interactions based on their severity, such as, for cars, \( t_{\text{stopping}} \) takes priority over \( t_{\text{game}} \) and \( t_{\text{game}} \) gets precedence on simple interaction like car following.

To sum up, the process of modelling the movement behaviour of any target agent \( i \) at any time step \( t \) in GSFM is presented in Eq. (3)-(4).

\[
\begin{align*}
\text{Pedestrian: } \frac{d\vec{v}_i}{dt} &= \left( \vec{D}_i^0 + \Sigma \vec{T}_{ijW} + \Sigma \vec{T}_{ij} \right) \text{ or } \vec{T}_{\text{game}}, \quad (3) \\
\text{Car: } \frac{d\vec{v}_i}{dt} &= \vec{D}_i^0 \text{ or } \vec{T}_{\text{following}} \text{ or } \vec{T}_{\text{game}} \text{ or } \vec{T}_{\text{stopping}}, \quad (4)
\end{align*}
\]

IV. Calibration Methodology

The GSFM model has a large number of parameters, which can be classified into three categories: (1) parameters of the SFM interactions, e.g. range of repulsive interaction between pedestrians, (2) safety measurements, e.g. pedestrian-to-car safety distance, and (3) parameters defining the payoff matrices for game playing.

To calibrate these parameters and validate the performance of the proposed model, we extract 104 real-world interaction scenarios from the Hamburg Bergedorf station dataset (HBS) in the German City Hamburg [33]. This dataset contains trajectories of 1115 pedestrians and 331 vehicles from one large video clip. The layout of this shared space is a street with pedestrian crossing from both sides, as visualised in Figure 2. At each time step, a road user’s position is given by a 2D vector in the pixel coordinate system and the pixel-to-meter conversion scale is also given with the dataset. Each time step in HBS is equal to 0.5 seconds. Extracted scenarios include pedestrian-to-car interactions with or without car following interactions, multi-user (MUC) i.e. conflict among multiple road users, where all users in the conflict are co-dependent e.g. pedestrians-to-car interaction and multiple conflicts (MC) where all users are not co-dependent like pedestrian(s)-to-cars road crossing scenario. We divide the scenarios in two parts, one for calibration (66%) and another part for validation (34%).

Figure 2: Mixed trajectories from a shared space in Hamburg.

The criteria we use for estimating the performance of our model in both calibration (see Section IV) and evaluation processes (V) are:

1. the displacement error, i.e., the average Euclidean distance error (ADE) that measures the aligned error for each step and report the value averaged over the path.

2. the speed deviation to measure the pairwise speed difference of simulated and real speed of each road user
Algorithm 1 Conflict Recognition Algorithm

1: function CONFLICT RECOGNITION(setofCars, setofPedestrians)  \( \triangleright \) \( V_R \leftarrow \) View Range, \( S_C \leftarrow \) Scaling Factor
2:     conflictSet \( \leftarrow \{\} \)  \( \triangleright \) \( x(t) \leftarrow \) Current Position, \( G \leftarrow \) Goal, \( \vec{e} \leftarrow \) Moving Direction
3:     setofAll \( \leftarrow \) setofCars \( \cup \) setofPedestrians  \( \triangleright \) \( \hat{n} \leftarrow \) Normalized Vector, \( D_{min} \leftarrow \) Critical Spatial Distance
4:     for each \( i \in \) setofCars do
5:         competitiveCars \( \leftarrow \{\} \), competitivePeds \( \leftarrow \{\} \)  \( \triangleright \) \( i\).getPreviousConflict() \( \leftarrow \) get competitive users of \( i \) from previously detected but active conflicts of \( i \)
6:         if \( i\).inIntersectionZone() then
7:             for each \( j \in \) setofAll and \( j \neq i \) and \( \vec{j} \in i\).getPreviousConflict() and \( \vec{j} \in j\).getConflict() do
8:                 if distance\((i, j)\) \( \leq V_R \) and ((\( \exists j \in \) setofCars and (\( \theta_{\vec{e}_i\vec{n}_j} \leq 90^\circ \) or \( \theta_{\vec{e}_i\vec{n}_j} \geq 270^\circ \)) or (\( \exists j \in \) setofPedestrians and (\( \theta_{\vec{e}_i\vec{n}_j} \leq 113^\circ \) or \( \theta_{\vec{e}_i\vec{n}_j} \geq 247^\circ \))) then
9:                     predictedPosition\(_i\) \( \leftarrow x_i(t) + S_C * i\).maxSpeed() * \( \vec{e}_i \)
10:                    predictedPosition\(_j\) \( \leftarrow x_j(t) + S_C * j\).maxSpeed() * \( \vec{e}_j \)
11:                    if distance\((predictedPosition\(_i\), predictedPosition\(_j\)) \leq D_{min} \) then
12:                        if \( \exists j \in \) setofCars then competitiveCars \( \cup \{j\} \) end if
13:                    else competitivePeds \( \cup \{j\} \) end if
14:                end if
15:             end if
16:         end for
17:     else for each \( j \in \) setofPedestrians and \( \vec{j} \in i\).getPreviousConflict() do
18:             if distance\((i, j)\) \( \leq V_R \) and (\( \theta_{\vec{e}_i\vec{n}_j} \leq 113^\circ \) or \( \theta_{\vec{e}_i\vec{n}_j} \geq 247^\circ \)) then
19:                 backPosition\(_j\) \( \leftarrow x_j(t) - j\).diameter() * \( \vec{e}_j \)
20:                if lineSegmentIntersect\((backPosition\(_j\), G_j, x_i(t), G_i)\) then competitivePeds \( \cup \{j\} \) end if
21:            end if
22:         end if
23:     conflictSet \( \cup \) CONFLICT CLASSIFICATION\((i, competitivePeds, competitiveCars, setofCars)\)
24: end for
25: return conflictSet
26: end function

31: function CONFLICT CLASSIFICATION\((u,p,c,\text{cars})\)
32:     competitiveUsers \( \leftarrow \{\} \), \( mC \leftarrow \{\} \)
33:     if \( p \neq \emptyset \) and \( c \neq \emptyset \) then return \( \{u, \) competitiveUsers \( \cup p \cup c, \) Pedestrian\((s)\)-to-Cars\}\)
34:     else if \( p == \emptyset \) and \( c \neq \emptyset \) then return \( \{u, \) competitiveUsers \( \cup c, \) Car-to-Car\}\)
35:     else if \( u\).inIntersectionZone() and \( p \neq \emptyset \) and \( c == \emptyset \) then
36:         return \( \{u, \) competitiveUsers \( \cup p, \) Pedestrian\((s)\)-to-Car\}\)
37:     else if \( u\).inRoadZone() and \( p \neq \emptyset \) then
38:         \( \forall x \in \) cars: if \( (x\).nearestCompetitor() \( == u\).nearestCompetitor()\) then \( mC \cup \{x\}, x\).getConflict() \( \leftarrow \{\} \)
39:         if \( mC \neq \emptyset \) then return \( \{u, \) competitiveUsers \( \cup p \cup mC, \) Pedestrian\((s)\)-to-Cars\}\)
40:     else return \( \{u, \) competitiveUsers \( \cup p, \) Pedestrian\((s)\)-to-Car\}\)
41: end if
42: else return \( \{u, \) competitiveUsers, No New Conflict\} end if
43: end function
over all time steps.

3. **error in decision-making** to measure the difference between the simulated decision and the decision taken by the real road users to handle the same situation (use only for calibration).

We calibrate the parameters of our model in two steps: We start with calibrating the SFM and safety parameters using a genetic algorithm (see Subsection i; then, we select the important features for payoff estimation using backward elimination and optimise the value of the parameters related to these features using a genetic algorithm (Subsection ii). More details are given in the Subsections iii and iv. Subsection v shows the results of applying the method to a real-world data set from Germany.

**i. Genetic Algorithm**

Genetic algorithms [34] reflect natural processes of evolution by selecting the fittest individuals of the current population in order to produce offspring for the next generation. These algorithms are widely used to address optimisation problems, and are also applied to calibrating model parameters [35, 36]. The main properties of a genetic algorithm are as follows:

- **Population**: The algorithm starts with a set of individuals, called a *population*. Each individual, known as *chromosome*, is a candidate solution to the problem: in our case, the values of the chosen parameters for calibration. Each parameter in a chromosome is called a *gene*. Genes are appended into a string to form a chromosome.

- **Fitness Function**: Calculates the fitness and gives a score to each candidate solution.

- **Selection operator**: Chooses the individuals of the population as parents, randomly or by using fitness as probability, for the creation of offspring.

- **Crossover**: The chosen parents in the selection phase exchange their genes among themselves until the crossover point is reached. A crossover point is chosen by e.g. arithmetic operations or random choice.

- **Mutation**: To keep population diversity and prevent premature convergence, this process randomly modifies the genes of the offspring.

The workflow between these processes to calibrate the parameters of our simulation model are visualised in Figure 3. The algorithm starts with a random initial population. Each chromosome, i.e. set of parameters, is fed into the simulation model to obtain outputs, which are later compared with real-world data to calculate the fitness score of the chromosome.

**ii. Feature Selection**

When modelling real-world situations, selecting most relevant features from many potential variables is an important task to decrease the complexity and improve the performance of the model. Backward elimination is one of the simple but widely used feature selection methods [37]. The steps of this method are as follows:

1. Select a significance level (p-value, e.g. for this paper: 0.09). A p-value is a statistical measure that is used to determine whether the null hypothesis is true or not. Our null hypothesis is that the chosen variables for the model have no influence on the results.
2. Fit the model with all variables.
3. Select the variable with the highest p-value. If its p-value is greater than the preset value, go to step 4; else the null hypothesis will be rejected. Which means the remaining set of features are relevant to the model, so the process will terminate.
4. Eliminate this feature.
5. Fit the model with the rest of the features, and go back to step 3.
iii. Calibration of SFM and Safety Parameters

The list of the SFM and safety parameters that need to be calibrated is given in Table 1. Here, PP, PC, and CC denote pedestrian-to-pedestrian, pedestrian-to-car, and car-to-car interactions, respectively.

For calibrating these twelve parameters (including six single-valued and three parameters with multiple values), we use the genetic algorithm, described in Subsection IV.i. The algorithm starts with a randomly generated population. Each input chromosome to GSFM is formed of twelve genes (for twelve parameters); GSFM simulates all training scenarios from the dataset (HBS) and gives the simulated position of the players, to handle that scenario, are compared to compute the payoff function denoted in Equation 5. The last column of Table 1 shows the values of the respective parameters.

\[ f_{score} = \left( \frac{\sum_{E}^{T} \left( \sum_{t}^{U} \left( \hat{P}_{u}^{real} - \hat{P}_{u}^{Simulated} \right) \right) / T}{/U} \right) / E \]  

\((5)\)

iv. Calibration of Game Parameters

To calculate the payoff matrix of the game, firstly, all actions of the players are ordinally valued with the assumption that they prefer to reach their destination safely and quickly. Secondly, nine relevant observable features are considered to capture courtesy behaviours and situation dynamics. Let, \( \alpha \) be a road user who needs to interact with another user \( \beta \), then the feature are the following:

- \textbf{OwnSpeed:} \[ \begin{cases} S_{current}, & \text{if } \alpha \text{ is a car} \\ 1, & \text{if } \alpha \text{ is a pedestrian & } S_{current} > S_{high} \\ 0, & \text{otherwise} \end{cases} \]

- \textbf{CompetitorSpeed:} has value 1, if current speed of \( \beta \), \( S_{current} < S_{normal} \), otherwise 0.
- \textbf{NOAI:} the number of active interactions of \( \alpha \) as a car.
- \textbf{CarStopped:} has value 1 if \( \alpha \) (as a car) already stopping to give way to another user \( \beta' \), otherwise 0.
- \textbf{CarFollowing:} has value 1 if \( \alpha \) is a car driver following another car \( \beta' \), otherwise 0.

- \textbf{Angle:}

\[ \begin{cases} 8, & \text{if } (\theta_{\hat{e}_{\beta}n_{\alpha}} < 16^{\circ} & \theta_{\hat{e}_{\beta}n_{\alpha}} \geq 0^{\circ}) \text{or} \theta_{\hat{e}_{\beta}n_{\alpha}} > 344 \\ 7, & \text{if } (\theta_{\hat{e}_{\beta}n_{\alpha}} \leq 42^{\circ} & \geq 16^{\circ}) \text{or} (\theta_{\hat{e}_{\beta}n_{\alpha}} \leq 344^{\circ} & \geq 318^{\circ}) \\ 6, & \text{if } (\theta_{\hat{e}_{\beta}n_{\alpha}} < 65^{\circ} & \geq 42^{\circ}) \text{or} (\theta_{\hat{e}_{\beta}n_{\alpha}} < 318^{\circ} & \geq 295^{\circ}) \\ 5, & \text{if } (\theta_{\hat{e}_{\beta}n_{\alpha}} < 90^{\circ} & \geq 65^{\circ}) \text{or} (\theta_{\hat{e}_{\beta}n_{\alpha}} < 295^{\circ} & \geq 270^{\circ}) \\ 1, & \text{otherwise} \end{cases} \]

To select the most relevant features among the above-mentioned features for pedestrian-to-car interactions from the perspective of both pedestrian and car, we perform the backward elimination process, described in Subsection ii. To compute the p-value of each features, we choose a multinomial logit model because of its categorical structure of response; three discrete outcomes for pedestrian and two for car, as visualised in Table 2-5.

The list of the game parameters with their calibrated values is given in Table 6. For calibrating these parameters, we also use the genetic algorithm, given in Section i but with a different fitness function, described in Equation 6. For each training-scenario from the HBS dataset, the real and simulated decisions (i.e. accelerate/decelerate/deviate) of each involved road users, to handle that scenario, are compared to calculate the fitness score. The simulated decisions are computed using the payoff matrix in Figure 4, built on the selected features given in Table 3 and 5.

\[ f_{score} = \sum_{E} \left( \sum_{t} \left( \frac{1}{A_{u}^{real} = A_{u}^{Simulated}} \right) / U \right) / E \]  

\((6)\)

\textbf{Note:} Because of insufficient car-to-car complex interaction scenarios, we could not calibrate the game parameters for car-to-car interactions. Even though the \textit{Angle} feature for the decision making of cars has a higher p-value than our preset value, \textit{Angle} is used to calculate car’s utility to maintain higher accuracy. Keeping counts on the number of times / frequency a car has been giving way in car-to-pedestrian interactions and considering this for calculating the payoff matrix is part of our future work.
Table 1: The list of the SFM and safety parameters with their calibrated values

| Symbol  | Type   | Description                                | Unit      | Value       |
|---------|--------|--------------------------------------------|-----------|-------------|
| $V^{o}_{\alpha \beta}$ | SFM    | Interaction strength for other user        | $m^2s^{-2}$ | 1.4 (PP), 10.0 |
| $U^{o}_{\alpha B}$    | SFM    | Interaction strength for obstacle          | $m^2s^{-2}$ | 10.0        |
| $\sigma$              | SFM    | Range of repulsive interaction for other   | m         | 0.4 (PP), 0.2 (PC) |
| $R$                  | SFM    | Range of repulsive interaction for obstacle| m         | 0.2         |
| $\lambda$             | SFM    | Anisotropic parameter                      | —         | 0.2         |
| $D_{\text{min}}$      | Safety measure | Critical spatial distance                 | m         | 8.0 (PC & CC) |
| $S_A$                 | Safety measure | Scaling factor for Continue & deviate actions | m         | 7.0         |
| $V_R$                 | Safety measure | Range of view                             | m         | 18.4        |
| $S_C$                 | Safety measure | Scaling factor for Conflict recognition    | —         | 9.0         |

Figure 4: The complete payoff matrices of pedestrian-to-car interactions with all considered actions.
Table 2: Before backward elimination (Car)

| Variable      | Coefficient | Standard error | P-value |
|---------------|-------------|----------------|---------|
| OwnSpeed      | -0.6371     | 0.1178         | 0.0000  |
| CompetitorSpeed | 0.5841     | 0.2558         | 0.0224  |
| NOAI          | 0.2352      | 0.1087         | 0.0305  |
| CarStopped   | 1.7215      | 0.3960         | 0.0000  |
| Angle        | 0.0755      | 0.0677         | 0.2654  |
| CarFollowing | 0.0627      | 0.2533         | 0.8044  |
| MinDist      | -0.0548     | 0.0244         | 0.0246  |
| GivewayNr    | -0.3577     | 0.1251         | 0.0043  |

Table 3: After backward elimination (Car)

| Variable      | Coefficient | Standard error | P-value |
|---------------|-------------|----------------|---------|
| OwnSpeed      | -0.6363     | 0.1177         | 0.0000  |
| CompetitorSpeed | 0.5927     | 0.2536         | 0.0194  |
| NOAI          | 0.2368      | 0.1084         | 0.0290  |
| CarStopped   | 1.7116      | 0.3960         | 0.0000  |
| Angle        | 0.0690      | 0.0626         | 0.2698  |
| CarFollowing | 0.0627      | 0.2533         | 0.8044  |
| MinDist      | -0.0548     | 0.0244         | 0.0246  |
| GivewayNr    | -0.3569     | 0.1250         | 0.0043  |

v. Calibration Results

The accuracy of our model in decision making is shown in Figure 5. The off-diagonal elements of the decision matrices denote the situations where the simulated decision differs from the observed one. The accuracy of 90.27% (for cars) and 80.71% (for pedestrians) on the training-scenarios and 88.37% (for cars) and 84.48% (for pedestrians) on the testing scenarios can be considered satisfactory, given the fact that the behaviours of road users may strongly depend on individual properties (such as age, gender) and conditions e.g. time pressure, which are currently not considered considered in our model.

Figure 6 visualises the deviation of real from simulated trajectories and speeds of all road users involved in 104 selected real scenarios from the HBS dataset. The mean and standard deviation in the speed difference are: 0.6430 ms⁻0.5 and 0.3179 ms⁻0.5 (cars); 0.1767 ms⁻0.5 and 0.1051 ms⁻0.5 (pedestrians) and in the trajectory difference are: 4.6274 m and 3.720 m (cars); 1.7013 m and 1.2907 m (pedestrians).

V. Evaluation of Transferability

To examine the transferability of our model, we validate the model by the scenarios extracted from a dataset from Dalian University of Technology campus in China [38] (labelled DUT in the following). We observe that the DUT scenario differs from the HBS dataset in terms of environment layout, traffic conditions, and the social norms followed by the road users. The DUT dataset includes trajectories of 1793 pedestrians and 69 vehicles from a roundabout and an intersection, 11 and 17 video clips, respectively. We extracted 37 car-to-crowd interaction scenarios from the DUT dataset, which is less in number than the ones from HBS because of the short length of the clips from DUT. However, these scenarios contain a larger set of participants compared to the HBS scenarios.

Figure 8 shows the performance of our calibrated model (using the HBS dataset in Section IV) on the DUT dataset. The mean and standard deviation in the difference of real and simulated speeds of all road users involved in all the DUT scenarios are: 0.9835ms⁻0.5 and 0.4371ms⁻0.5 (cars); 0.2633 ms⁻0.5 and 0.0947ms⁻0.5 (pedestrians); and the mean and standard deviation in the difference of trajectories are: 6.8976 m and 4.3551 m (cars); 5.6098 m and 9.4942 m (pedestrians).

Figure 8 shows that the performance of our model drops for the new data set, as the behaviour of road users in the HBS and DUT datasets differs, following are some findings in difference of their behaviours:

- In the DUT dataset, road users maintain less inter-
Table 4: Before backward elimination (Pedestrian): taken accelerate as the baseline strategy for the logit model

| Variable      | Accelerate → Decelerate | Accelerate → Deviate |
|---------------|-------------------------|----------------------|
|                | Coefficient | Standard error | P-value | Coefficient | Standard error | P-value |
| OwnSpeed       | 0.5386      | 0.1140         | 0.0000   | 0.2204      | 0.1489         | 0.1390   |
| CompetitorSpeed| -2.3644     | 0.6279         | 0.0002   | -1.1938     | 0.7315         | 0.1027   |
| CarStopped    | -0.3278     | 0.0525         | 0.0000   | -0.0418     | 0.0728         | 0.5661   |
| Angle         | 0.6576      | 0.3031         | 0.0300   | 0.6796      | 0.3970         | 0.0869   |
| CarFollowed   | 1.5395      | 0.9734         | 0.1137   | -0.9600     | 0.7152         | 0.1795   |

Table 5: After backward elimination (Pedestrian): taken accelerate as the baseline strategy for the logit model

| Variable      | Accelerate → Decelerate | Accelerate → Deviate |
|---------------|-------------------------|----------------------|
|                | Coefficient | Standard error | P-value | Coefficient | Standard error | P-value |
| OwnSpeed       | 0.5429      | 0.1125         | 0.0000   | 0.1175      | 0.0699         | 0.0925   |
| CompetitorSpeed| -2.3320     | 0.6261         | 0.0002   | -1.3282     | 0.6926         | 0.0552   |
| CarStopped    | -0.3259     | 0.0520         | 0.0000   |             |                |         |
| Angle         | 0.6805      | 0.3016         | 0.0241   | 0.5662      | 0.3257         | 0.0822   |

Figure 5: The decision matrices of pedestrians and cars.
Table 6: The list of game parameters with calibrated values

| Symbol        | Value | Symbol   | Value |
|---------------|-------|----------|-------|
| Gown speed    | 11    | G_noai   | 3     |
| G_competitor speed | 11   | G_stopped | 2   |
| G_angle       | 1     | G_distance | 1    |

Figure 6: The difference in trajectory and speed of real and simulated pedestrians and cars of the HBS dataset.

Figure 7: Mixed trajectories from the DUT dataset.

Figure 8: The difference in trajectory and speed of real and simulated pedestrians and cars of the DUT dataset.
We try to add these differences to our model, so that it can cope with the new situation more realistically. Figure 9 shows the adjusted way to calculate payoff matrix for the DUT dataset. For the DUT dataset, the MinDist feature is also modified and divide into two parts: PedestrianMinDist: has value distance(\(\alpha\), \(\beta\)), if manhattanDistance(\(\alpha\), \(\beta\)) < \(D_{\text{min}}\) and distance(\(\alpha\), \(\beta\)) - manhattanDistance(\(\alpha\), \(\beta\)) \(>\) \(N\), otherwise 0 and CarMinDist: has value manhattanDistance(\(\alpha\), \(\beta\)), if manhattanDistance(\(\alpha\), \(\beta\)) < \(N\) and \(S_{\text{current}}\) > \(S_{\text{high}}\) (\(\alpha\) as a pedestrian), otherwise 0. We denote the euclidean distance between \(\alpha\) and \(\beta\) as distance(\(\alpha\), \(\beta\)).

Figure 10 shows the performance of the adjusted model for the DUT dataset on the DUT scenarios. The mean and standard deviation in the difference of real and simulated speeds are: 0.8263 ms\(^{-0.5}\) and 0.472ms\(^{-0.5}\) (cars); 0.2787ms\(^{-0.5}\) and 0.1155ms\(^{-0.5}\) (pedestrians) and the mean and standard deviation in the difference of trajectories are: 4.774 m and 3.39 m (cars); 3.691 m and 1.6837 m (pedestrians). The results show a large improvement in the trajectory modelling of both pedestrians and cars. Moreover, the speed performance of cars has slight improvement but pedestrian is slightly degraded. The model shows satisfactory improvement in performance by only adding some social norms in payoff estimation process, reducing the value of the view ranged \(V_R\) and safety distance \(D_{\text{min}}\) (by performing a sensitivity analysis similar the one in [20]), and skipping I\(\text{stopping}\). Calibrating the model parameters, including new parameters M and N, for the DUT dataset is part of our future work.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented a methodological approach to calibrate and validate agent-based simulation models for shared spaces involving pedestrians and vehicles, created with our Game-Theoretic Social Force Model (GSFM) modelling approach. We proposed a generic calibration method that uses a genetic algorithm to automatically calibrate model parameters, and uses backward elimination techniques to select the most relevant features for a given model for complexity reduction and performance improvement.

We also analysed the transferability of our simulation model, i.e., the ability to successfully apply a shared space model extracted for one specific shared space environment to a different target environment, with only little modification and adaptation. On the one hand, our results confirm the rather obvious conjecture that applying a given model that is calibrated to a specific type of shared space environment, to an arbitrary different environment will lead to relatively poor results. On the other hand, our cases study reveals that by adding some social norms extracted for our target environment, our initial model can be adapted with reasonable effort to the new environment, achieving satisfactory performance.

Thus, our study provides evidence that re-using shared-space models may be feasible across a large range of environments, given appropriate methodological support for calibration. Even though our calibration method has only been tested for GSFM modelling approach, we believe that, due to the general nature of GSFM and the calibration procedure described in Section IV, and through our experience in combining GSFM with other model types (e.g. deep learning based ones [39]), our results have good potential for generalisation to other modelling paradigms. Proving this is a task for future work. In addition, our future research will focus on calibrating the game parameters for a wider range of road users (e.g., including cyclists) and interactions (e.g., vehicle-to-vehicle), and calibrating the complete model using the DUT and other open source datasets of shared spaces. Most importantly, we shall work on recognition and modelling of different navigation patterns of individual user types and studying larger scenarios to explore the scalabilty of various interaction types and our simulation model.
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