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Abstract

When applied to stiff, linear differential equations with time-dependent forcing, Runge–Kutta methods can exhibit convergence rates lower than predicted by the classical order condition theory. Commonly, this order reduction phenomenon is addressed by using an expensive, fully implicit Runge–Kutta method with high stage order or a specialized scheme satisfying additional order conditions. This work develops a flexible approach of augmenting an arbitrary Runge–Kutta method with a fully implicit method used to treat the forcing such as to maintain the classical order of the base scheme. Our methods and analyses are based on the general-structure additive Runge–Kutta framework. Numerical experiments using diagonally implicit, fully implicit, and even explicit Runge–Kutta methods confirm that the new approach eliminates order reduction for the class of problems under consideration, and the base methods achieve their theoretical orders of convergence.
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1 Introduction

Consider the linear, constant-coefficient, inhomogeneous system of ordinary differential equations

\[ y' = f(t, y) = Ly + g(t), \quad y(t_0) = y_0, \quad t \in [t_0, t_f], \]

where \( y(t) \in \mathbb{C}^d \). Problems of this form frequently arise from the spatial discretization of linear partial differential equations (PDEs). In this case, \( L \in \mathbb{C}^{d \times d} \) approximates spatial differential operators and \( g(t) \) accounts for time-dependent source terms and boundary conditions.

Runge–Kutta methods are widely used to integrate (1). One step of an \( s \)-stage Runge–Kutta method using timestep \( h = t_{n+1} - t_n \) is given by

\[
Y_i = y_n + h \sum_{j=1}^{s} a_{i,j} f(t_n + c_j h, Y_j), \quad i = 1, \ldots, s, \tag{2a}
\]

\[
y_{n+1} = y_n + h \sum_{j=1}^{s} b_j f(t_n + c_j h, Y_j), \tag{2b}
\]

and its coefficients are concisely represented by the Butcher tableau

\[
\begin{array}{c|c}
  c & A \\
  \hline
  b^T
\end{array}
\]

(3)

An important special case of (1) is the Prothero–Robinson (PR) test problem [2]:

\[ y' = \lambda(y - \phi(t)) + \phi'(t), \quad y(0) = \phi(0). \tag{4} \]

In their seminal work, Prothero and Robinson analyzed the error and stability of Runge–Kutta methods applied to (4) as \( \text{Re}(h\lambda) \to -\infty \) and \( h \to 0 \). For this seemingly innocuous problem, the order of convergence for a Runge–Kutta method may be lower than what is predicted by classical order condition theory: a phenomenon referred to as \textit{order reduction}. Classical order condition theory [3, Sections I.7 and II.3] typically requires \( f \) to have a moderate Lipschitz constant that is independent of the timestep \( h \), and for the PR problem, this assumption does not hold. The analysis of order reduction has been extended to many other classes of problems including linear PDEs [4–6] and general, nonlinear problems [7, 8].

It is well-known that the Runge–Kutta simplifying assumptions

\[
B(p) : \quad b^T c^{k-1} = \frac{1}{k}, \quad k = 1, \ldots, p, \tag{5a}
\]

\[
C(q) : \quad A c^{k-1} = \frac{c^k}{k}, \quad k = 1, \ldots, q, \tag{5b}
\]
mitigate the order reduction phenomenon [9, Section IV.15]. A method satisfying $B(p)$ and $C(q)$ with $p \geq q$ is said to have stage order $q$. Ideally, a method would have the stage order equal to the classical order, but in many cases, this cannot be achieved. Explicit Runge–Kutta methods, for example, have a maximum stage order of one, while diagonally implicit methods have a maximum stage order of two. The concept of weak stage order (WSO) has been explored in [10]. As the name suggests, it considers weaker but sufficient conditions to avoid order reduction. In [6, 11], the authors derive a rigorous error expansion and order conditions for stiff, parabolic PDEs. Similar results have been derived for the PR problem in [12, 13].

An approach used to address order reduction in initial boundary value problems is a modified treatment of the boundary conditions in the stages (2a) [14–17]. Many of these utilize time derivatives of the boundary conditions which would not be required in a traditional Runge–Kutta stage. One can interpret this as a composite method where a Runge–Kutta method is used to treat the differential operators, and a multi-derivative scheme is used to treat the boundary conditions.

In this work, we propose integrating (1) using a general-structure additive Runge–Kutta (GARK) method [18] to eliminate order reduction. For an arbitrary “base” Runge–Kutta method used to treat the linear term $Ly$, we derive a different, fully implicit Runge–Kutta scheme used to treat the forcing $g(t)$. Our approach does not increase the number of linear solves per step nor does it require time derivatives of $g(t)$. In many cases, we are able to reduce the number of $g(t)$ evaluations per step compared to the base method. Furthermore, unlike stage order conditions, there are no restrictions on the order for explicit or diagonally implicit method structures. In fact, no order conditions need to be imposed on the base method beyond classical order conditions; order reduction is mitigated by imposing order conditions on the companion method.

The remainder of this paper is organized as follows. In section 2, the new GARK-based methods for solving (1) are derived. Section 3 develops the error analysis and order condition theory. Sections 4 to 6 provide three numerical experiments that test the convergence properties of Runge–Kutta methods and their GARK extensions and validate the new methodology. Connections to previous work on alleviating order reduction are explained in section 7. Finally, the findings of the paper are summarized in section 8.

### 2 Method Formulation

We will consider a splitting of (1) into the linear term and the time-dependent forcing term:

$$y' = \underbrace{Ly}_{=:f^{(1)}(t,y)} + \underbrace{g(t)}_{=:f^{(2)}(t,y)}.$$  \hspace{1cm} (6)
A general, two-way partitioned GARK scheme solves (6) as follows [18]:

$$Y_i^{(1)} = y_n + h \sum_{j=1}^{s^{(1)}} a_{i,j}^{(1,1)} L Y_j^{(1)} + h \sum_{j=1}^{s^{(2)}} a_{i,j}^{(1,2)} g(t_n + c_j^{(2)} h), \quad i = 1, \ldots, s^{(1)},$$

$$Y_i^{(2)} = y_n + h \sum_{j=1}^{s^{(1)}} a_{i,j}^{(2,1)} L Y_j^{(1)} + h \sum_{j=1}^{s^{(2)}} a_{i,j}^{(2,2)} g(t_n + c_j^{(2)} h), \quad i = 1, \ldots, s^{(2)},$$

$$y_{n+1} = y_n + h \sum_{j=1}^{s^{(1)}} b_j^{(1)} L Y_j^{(1)} + h \sum_{j=1}^{s^{(2)}} b_j^{(2)} g(t_n + c_j^{(2)} h). \quad (7)$$

In contrast to (2), the stages in (7) are partitioned, there are four sets of $A$ coefficient matrices used in the stages, and two sets of $b$ coefficients. Note that the computation of $y_{n+1}$ in (7) does not involve $Y_i^{(2)}$. With $Y_i^{(1)}$ serving as the only useful stages, it may appear that (7) degenerates into an additive Runge–Kutta (ARK) method which does not have partitioned stages. This is not the case, however, as the GARK formalism allows the additional flexibility of treating the linear term and forcing terms with a different number of stages. That is, $A^{(1,2)}$ can be rectangular.

We can simplify and rewrite (7) in the compact form

$$Y^{(1)} = \mathbf{1}_{s^{(1)}} \otimes y_n + \left( A^{(1,1)} \otimes Z \right) Y^{(1)} + h \left( A^{(1,2)} \otimes \mathbf{I}_{d \times d} \right) g(t_n + c^{(2)} h), \quad (8a)$$

$$y_{n+1} = y_n + \left( b^{(1)T} \otimes Z \right) Y^{(1)} + h \left( b^{(2)T} \otimes \mathbf{I}_{d \times d} \right) g(t_n + c^{(2)} h), \quad (8b)$$

where $\otimes$ denotes the Kronecker product, $\mathbf{1}_{s^{(1)}}$ is a vector of ones of dimension $s^{(1)}$, and $Z = hL$. We also use the notation

$$Y^{(1)} := \begin{bmatrix} Y_1^{(1)} \\ \vdots \\ Y_{s^{(1)}}^{(1)} \end{bmatrix}, \quad g(t_n + c^{(2)} h) := \begin{bmatrix} g(t_n + c_1^{(2)} h) \\ \vdots \\ g(t_n + c_{s^{(2)}}^{(2)} h) \end{bmatrix}.$$

We represent the simplified method (8) compactly with the tableau

$$\begin{array}{c|c}
\mathbf{c}^{(1)T} & \mathbf{c}^{(2)T} \\
A^{(1,1)} & A^{(1,2)} \\
b^{(1)T} & b^{(2)T}
\end{array} \quad (9)$$

We refer to $(A^{(1,1)}, b^{(1)}, c^{(1)})$ as the base method. The coefficients $(A^{(1,2)}, b^{(2)}, c^{(2)})$ do not necessarily define a Runge–Kutta method because $A^{(1,2)}$ can be rectangular. Nevertheless, we refer to it as the companion method.
The implicitness of (8) is entirely determined by the structure of \( A^{\{1,1\}} \). With \( f^{(2)} \) only a function of time, we can make \( A^{\{1,2\}} \) a fully-dense matrix without incurring additional function evaluations or linear solves.

3 Order Conditions

For the error analysis in this section, we will assume that \( g(t) \) is at least \( p \)-times differentiable. Thus, the exact solution \( y(t) \) is \( p + 1 \)-times differentiable.

3.1 Classical Order Conditions

For sufficiently small \( h \), we can rely on existing, tree-based GARK order condition theory to analyze the local truncation error of the new method (8). We present these order conditions in the following theorem which is proved in Appendix A.

**Theorem 1** (Classical order conditions) The method (8) applied to (1) has classical order \( p \) if and only if

\[
\begin{align*}
    b^{(1)\top} (A^{\{1,1\}})^{k-1} 1_{s_{\{1\}}} &= \frac{1}{k!}, & 1 \leq k \leq p \\
    b^{(2)\top} c^{(2)} \times (k-1) &= \frac{1}{k}, & 1 \leq k \leq p \\
    b^{(1)\top} (A^{\{1,1\}})^{k-1} A^{\{1,2\}} c^{(2)} \times (\ell-1) &= \frac{(\ell - 1)!}{(\ell + k)!}, & 1 \leq k, \ell \text{ and } k + \ell \leq p,
\end{align*}
\]

where “\( \times \)” in an exponent indicates an element-wise power of a vector.

3.2 Stiff Order Conditions

Before the asymptotic regime is reached, a method satisfying (10) may exhibit an order of convergence less than \( p \). In order to characterize this behavior we need to reexamine the local truncation error produced at each step and the accumulated global error.

We define the global errors at step \( n \) in the stages (8a) and solution (8b) to be

\[
E_n := y\left( t_n + c^{(1)h} \right) - Y^{\{1\}} = \begin{bmatrix}
y\left( t_n + c^{(1)h}_1 \right) - Y^{\{1\}}_1 \\
\vdots \\
y\left( t_n + c^{(1)h}_{s_{\{1\}}} \right) - Y^{\{1\}}_{s_{\{1\}}} \end{bmatrix}
\]

\[
e_n := y(t_n) - y_n,
\]

respectively.
In (8a), we replace the initial condition \( y_n \) with \( y(t_n) \) and replace the stages \( Y^{[1]} \) with \( y(t_n + c^{[1]}h) \):

\[
y(t_n + c^{[1]}h) = 1_{s(1)} \otimes y(t_n) + \left( A^{[1,1]} \otimes Z \right) y(t_n + c^{[1]}h) \\
+ h \left( A^{[1,2]} \otimes I_{d \times d} \right) g(t_n + c^{[2]}h) + \Delta_n \\
= 1_{s(1)} \otimes y(t_n) + \left( A^{[1,1]} \otimes Z \right) y(t_n + c^{[1]}h) \\
+ h \left( A^{[1,2]} \otimes I_{d \times d} \right) y'(t_n + c^{[2]}h) \\
- \left( A^{[1,2]} \otimes Z \right) y(t_n + c^{[2]}h) + \Delta_n.
\]  

(12)

In general, the exact solution does not exactly satisfy the stage equations, and thus, there is a stage defect \( \Delta_n \). A Taylor expansion yields

\[
\Delta_n = \sum_{k=1}^{p} \frac{c^{[1]}_k - k^{[1,2]} c^{[2]}_k \times (k-1)}{k!} \otimes \left( h^k y^{(k)}(t_n) \right) \\
+ \sum_{k=0}^{p} \frac{A^{[1,2]} c^{[2]}_k - A^{[1,1]} c^{[1]}_k}{k!} \otimes \left( h^k Z y^{(k)}(t_n) \right) + R_n.
\]

The term \( R_n \) contains the remainder terms from the Taylor series. For brevity, we will defer writing the full form of these terms until the end of the derivation. We use \( R_n \) instead of a more typical \( O(h^{p+1}) \) because the residuals depend on \( Z \), which, in turn, can depend on \( h \) in arbitrary ways.

The global error in the stages follows by subtracting (8a) from (12):

\[
E_n = 1_{s(1)} \otimes e_n + \left( A^{[1,1]} \otimes Z \right) E_n + \Delta_n \\
= \left( I_{ds(1) \times ds(1)} - A^{[1,1]} \otimes Z \right)^{-1} \left( 1_{s(1)} \otimes e_n + \Delta_n \right).
\]

Now we can repeat the process for the step (8b) by substituting \( y(t_n) \) for \( y_n \) and \( y(t_{n+1}) \) for \( y_{n+1} \):

\[
y(t_{n+1}) = y(t_n) + \left( b^{[1]} \otimes Z \right) y(t_n + c^{[1]}h) - \left( b^{[2]} \otimes Z \right) y(t_n + c^{[2]}h) \\
+ h \left( b^{[2]} \otimes I_{d \times d} \right) y'(t_n + c^{[2]}h) + \delta_n, \\
\delta_n = \sum_{k=1}^{p} \frac{1 - k b^{[2]} c^{[2]}_k \times (k-1)}{k!} h^k y^{(k)}(t_n) \\
+ \sum_{k=0}^{p} \frac{b^{[2]} c^{[2]}_k - b^{[1]} c^{[1]}_k}{k!} h^k Z y^{(k)}(t_n) + r_n.
\]

(13)
Note the step defect $\delta_n$ also contains a remainder term $r_n$.

The global error recurrence is obtained by subtracting (8b) from (13). This yields

$$e_{n+1} = e_n + \left( b^{(1)T} \otimes Z \right) E_n + \delta_n = R^{(1)}(Z)e_n + \text{lte}_n,$$

where the linear stability function is given by

$$R^{(1)}(z) = 1 + zb^{(1)} \left( I_{s(1) \times s(1)} - zA^{\{1,1\}} \right) 1_{s(1)}.$$  

(15)

The local truncation error at step $n$ is

$$\text{lte}_n = \left( b^{(1)T} \otimes Z \right) \left( I_{ds(1) \times ds(1)} - A^{\{1,1\}} \otimes Z \right)^{-1} \Delta_n + \delta_n$$

(16a)

$$= \sum_{k=0}^{p} W_k(Z) \frac{h^k}{k!} y^{(k)}(t_n) + Q_n,$$

(16b)

with the Taylor series remainders combining to give

$$Q_n = \left( b^{(1)T} \otimes Z \right) \left( I_{ds(1) \times ds(1)} - A^{\{1,1\}} \otimes Z \right)^{-1} R_n + r_n$$

$$= \left( y^{(p+1)}(\xi_n) + \tilde{W}_{p+1}(Z)y^{(p+1)}(\zeta_n) \right) \frac{h^{p+1}}{(p+1)!},$$

for some $\xi_n \in (t_n, t_{n+1})$ and $\zeta_n \in \mathbb{R}^{s(2)}$ with $\zeta_{n,i}$ between $t_n$ and $t_n + c^{i(2)}_i h$ for $i = 1, \ldots, s(2)$. The local error coefficients are defined as

$$W_0(z) = z \left( b^{(2)T} 1_{s(2)} - b^{(1)T} 1_{s(1)} \right)$$

$$+ z^2 b^{(1)T} \left( I_{s(1) \times s(1)} - zA^{\{1,1\}} \right)^{-1} \left( A^{\{1,2\}} 1_{s(2)} - A^{\{1,1\}} 1_{s(1)} \right),$$

$$W_k(z) = 1 + \tilde{W}_k(z) 1_{s(2)},$$

$$\tilde{W}_k(z) = \left( b^{(2)T} + z b^{(1)T} \left( I_{s(1) \times s(1)} - zA^{\{1,1\}} \right)^{-1} A^{\{1,2\}} \right) \left( z(C^{(2)})^k - k(C^{(2)})^{k-1} \right), \quad k \geq 1,$$

(17)

where $C^{(2)} = \text{diag}(c^{1(2)}, \ldots, c^{s(2)}_{s(2)})$. For simplicity, both (15) and (17) have been written in a scalar form but are rational matrix functions of $Z$.

We can expand (16b) further by expressing it as a multivariate series in $h$ and $Z$:

$$\text{lte}_n = \sum_{k=0}^{p} \sum_{\ell=0}^{\infty} w_{k,\ell} h^k \frac{Z^\ell}{k!} y^{(k)}(t_n) + Q_n.$$  

(18)
The coefficients \( w_{k,\ell} \) are found by taking a Maclaurin series of \( W_k(z) \):

\[
w_{k,\ell} = \begin{cases} 
0, & k = 0, \ell = 0, \\
b^{(2)} T_1 s^{(2)} - b^{(1)} T_1 s^{(1)}, & k = 0, \ell = 1, \\
b^{(1)} T (A^{(1,1)})^{\ell-2} (A^{(1,2)} T_1 s^{(2)} - A^{(1,1)} T_1 s^{(1)}), & k = 0, \ell > 1, \\
1 - k b^{(2)} T c^{(2)} - (k-1)t, & k > 0, \ell = 0, \\
b^{(2)} T c^{(2)} - k b^{(1)} T A^{(1,2)} c^{(2)} - (k-1)t, & k > 0, \ell = 1, \\
(A^{(1,2)} T c^{(2)} - k A^{(1,1)} A^{(1,2)} c^{(2)} - (k-1)t), & k > 0, \ell > 1.
\]

(19)

For a nonstiff problem, that is, when \( Z = O(h) \) and \( L \) is independent of \( h \), we can simplify (18) to

\[
\text{lte}_n = \sum_{k=0}^{p} \sum_{\ell=0}^{\infty} w_{k,\ell} h^{k+\ell} L^\ell y^{(k)}(t_n) + Q_n
\]

\[
= \sum_{k=0}^{p} \left( \sum_{\ell=0}^{k} w_{\ell,k-\ell} L^{k-\ell} y^{(\ell)}(t_n) \right) h^k + Q_n.
\]

Note that the terms \( L^\ell y^{(k)}(t_n) \) can be linearly independent for arbitrarily large values of \( k \) and \( \ell \). In general, we must set \( w_{k,\ell} = 0 \) for \( k + \ell \leq p \) to achieve \( \text{lte}_n = O(h^{p+1}) \). When \( w_{k,\ell} \) are viewed as elements of an infinite-dimensional matrix, a triangular region must be zero. More formally, the equivalence of nonstiff order conditions is summarized in the following diagram:

\[
\text{lte}_n = O(h^{p+1}) \iff w_{k,\ell} = 0 \text{ for } k, \ell \geq 0 \text{ and } k + \ell \leq p \]

(10)

\[
W_k(z) = O(h^{p+1-k}) \text{ for } 0 \leq k \leq p
\]

As expected, we can recover the tree-based order conditions given in (10) from (18).

For stiff problems, however, \( h \) and \( Z \) can have a more complex relationship, and \( W_k(z) \) are not necessarily bounded by powers of \( h \). Consequently, more stringent order conditions are necessary: we have to completely cancel out \( W_k(z) \) for \( k = 0, \ldots, p \). Using the infinite-dimensional matrix interpretation of \( w_{k,\ell} \), we must set a rectangular region to zero instead of a triangular region.

**Theorem 2** \( W_k(z) \equiv 0 \text{ if and only if } w_{k,\ell} = 0 \text{ for } \ell = 0, \ldots, s^{(1)} + 1. \)
Proof. Note that we can express the local error coefficients \( (17) \) as

\[
W_k(z) = \frac{n_{k,0} + n_{k,1}z + \cdots + n_{k,s(1)}z^{s(1)+1}}{d_{k,0} + d_{k,1}z + \cdots + d_{k,s(1)}z^{s(1)}} = \sum_{\ell=0}^{\infty} w_{k,\ell} z^\ell,
\]

with \( d_{k,0} \neq 0 \).

\((\Leftarrow)\) Suppose that \( w_{k,\ell} = 0 \) for \( \ell = 0, \ldots, s(1) + 1 \). From \( (20) \), \( n_{k,i} = \sum_{j=0}^{\min(i,s(1))} w_{k,i-j} d_{k,j} = 0 \) for \( i = 0, \ldots, s(1) + 1 \). Thus, \( W_k(z) \equiv 0 \).

\((\Rightarrow)\) For the order direction of the proof, it is clear that if \( W_k(z) \equiv 0 \), the Maclaurin series coefficients \( w_{k,\ell} = 0 \) for \( \ell \geq 0 \). \( \square \)

Following the idea of Prothero and Robinson, we can also examine the behavior of local truncation error \((16)\) when \( Z \rightarrow -\infty \). In this limit, we cannot rely on the power series expansion in \( Z \) used in \((18)\); instead, we consider a Laurent series in \( Z \):

\[
\text{Lte}_n = \sum_{k=0}^{p} \sum_{\ell=-1}^{\infty} x_{k,\ell} \frac{h^k Z^{-\ell}}{k!} y^{(k)}(t_n) + Q_n.
\]

To ensure this series exists, we require \( b^{(1)^T} \) to be in the rowspace of \( A^{(1,1)} \) and any zero eigenvalues of \( A^{(1,1)} \) to be regular. Thus, there exists a \( v \in \mathbb{R}^{s(1)} \) such that \( v^T A^{(1,1)} = b^{(1)^T} \), and \( A^{(1,1)} \) has a Jordan decomposition of the form

\[
A^{(1,1)} = S^{-1} \begin{bmatrix} \Lambda & 0 \\ 0 & 0 \end{bmatrix} S,
\]

where \( \Lambda \) contains the Jordan blocks for nonzero eigenvalues. As an intermediate step in the expansion of local error coefficients \((17)\), note that

\[
z b^{(1)^T} \begin{bmatrix} I_{s(1)} & z A^{(1,1)} \end{bmatrix}^{-1} = v^T S^{-1} \begin{bmatrix} z \Lambda (I - z \Lambda)^{-1} & 0 \\ 0 & 0 \cdot I \end{bmatrix} S = z b^{(1)^T} S^{-1} \begin{bmatrix} - \sum_{\ell=1}^{\infty} (z \Lambda)^{-\ell} & 0 \\ 0 & 0 \end{bmatrix} S \equiv -b^{(1)^T} \sum_{\ell=0}^{\infty} z^{-\ell} \Omega^{\ell+1},
\]

where \( \Omega = (A^{(1,1)})^D \) is the Drazin inverse \([19]\) of \( A^{(1,1)} \). In particular, \( \Omega = (A^{(1,1)})^{-1} \) when \( A^{(1,1)} \) is invertible, but the Drazin inverse also accounts for methods with explicit stages. Substituting \((21)\) into \((17)\) yields:

\[
x_{k,\ell} = \begin{cases} \begin{aligned} b^{(1)^T} & \Omega^{\ell+2} \begin{bmatrix} A^{(1,1)} & 1_{s(1)} - A^{(1,2)} 1_{s(2)} \end{bmatrix}, & k = 0, \ell \geq 0, \\ (b^{(2)^T} - b^{(1)^T} \Omega A^{(1,2)}) c^{(2) \times k}, & k \geq 0, \ell = -1, \\ \end{aligned} \\
\begin{aligned} 1 - k (b^{(2)^T} - b^{(1)^T} \Omega A^{(1,2)}) c^{(2) \times (k-1)} \\ -b^{(1)^T} \Omega^2 A^{(1,2)} c^{(2) \times k} \\ b^{(1)^T} \Omega^{\ell+2} \begin{bmatrix} A^{(1,2)} c^{(2) \times k} \end{bmatrix} \\ -k A^{(1,1)} A^{(1,2)} c^{(2) \times (k-1)} \\ \end{aligned}, & k > 0, \ell = 0, \\
\end{cases} \]

\((22)\)
Unless \( x_{k,-1} = 0 \) for \( k \geq 0 \), \( \lim_n \) diverges as \( |Z| \to \infty \). Equation (22) suggests the following sufficient condition to ensure \( W_k(z) \) is bounded away from its poles:

\[
\mathbf{b}^{(2)T} = \mathbf{b}^{(1)T} \mathbf{Ω}^{(1,2)}. \tag{23}
\]

If \( \mathbf{A}^{(1,1)} \) is invertible and the GARK scheme (8) is stiffly accurate [18, Definition 3.3], that is

\[
\mathbf{e}_{s(1)}^T \mathbf{A}^{(1,1)} = \mathbf{b}^{(1)T} \quad \text{and} \quad \mathbf{e}_{s(1)}^T \mathbf{A}^{(1,2)} = \mathbf{b}^{(2)T}, \tag{24}
\]

then (23) is automatically satisfied.

### 3.3 Simplifying Assumptions

Extensions of traditional Runge–Kutta simplifying assumptions (5) to the GARK framework have been proposed in [20]. Quadrature simplifying assumptions are defined as

\[
B^{(σ)}(p) : \quad \mathbf{b}^{(σ)T} \mathbf{c}^{(σ)(k-1)} = \frac{1}{k}, \quad k = 1, \ldots, p. \tag{25}
\]

A method satisfying \( B^{(σ)}(1) \) for all \( σ \) is said to be consistent with (1). This condition is both necessary and sufficient for classical first order convergence. The stage order simplifying assumption in (5b) extends to

\[
C^{(σ,μ)}(q) : \quad \mathbf{A}^{(σ,μ)} \mathbf{c}^{(μ)(k-1)} = \frac{\mathbf{c}^{(σ)k}}{k}, \quad k = 1, \ldots, q. \tag{26}
\]

The commonly-used internal consistency assumption [18, Definition 2.3] is equivalent to \( C^{(σ,μ)}(1) \) for all \( σ \) and \( μ \).

**Theorem 3** Suppose the GARK method (8) has coefficients satisfying the simplifying assumptions \( B^{(σ)}(p) \) and \( C^{(1,σ)}(q) \) for \( σ = 1, 2 \). Then \( W_k(z) \equiv 0 \) for \( k = 0, \ldots, \min(p,q) - 1 \).

**Proof** Assume \( B^{(σ)}(p) \) and \( C^{(1,σ)}(q) \) hold for \( σ = 1, 2 \). Since \( W_0(z) \) has a different form than the other residuals in (17), we will treat it separately. One can easily verify that \( W_0(z) \equiv 0 \) when \( p,q \geq 1 \). For \( k = 1, \ldots, \min(p,q) - 1 \) we have

\[
W_k(z) = \left( 1 - k \mathbf{b}^{(2)T} \mathbf{c}^{(2)(k-1)} \right) + \mathbf{b}^{(2)T} \mathbf{c}^{(2)k} - k \mathbf{b}^{(1)T} \mathbf{A}^{(1,2)} \mathbf{c}^{(2)(k-1)} z
\]

\[
+ \sum_{ℓ=2}^{∞} \mathbf{b}^{(1)T} \left( \mathbf{A}^{(1,1)} \right)^{ℓ-2} \left( \mathbf{A}^{(1,2)} \mathbf{c}^{(2)k} - k \mathbf{A}^{(1,1)} \mathbf{A}^{(1,2)} \mathbf{c}^{(2)(k-1)} \right) z^ℓ
\]

\[
= \mathbf{b}^{(2)T} \mathbf{c}^{(2)k} - \mathbf{b}^{(1)T} \mathbf{c}^{(1)k} z
\]

\[
+ \sum_{ℓ=2}^{∞} \mathbf{b}^{(1)T} \left( \mathbf{A}^{(1,1)} \right)^{ℓ-2} \left( \mathbf{A}^{(1,2)} \mathbf{c}^{(2)k} - \mathbf{A}^{(1,1)} \mathbf{c}^{(1)k} \right) z^ℓ
\]
The result in theorem 3 is slightly weaker than what can be achieved with unpartitioned Runge–Kutta methods. When we cast a Runge–Kutta method as a GARK method, the result in theorem 3 can be sharpened by one order, i.e., $W_{\min(p,q)}(z) \equiv 0$. From theorem 3, we also see that the minimal conditions of consistency and internal consistency imply $W_0(z) \equiv 0$.

### 3.4 Global Error and Convergence

Following [9, Section IV.15], the accumulation of local truncation errors into the global error $e_n$ is found by unrolling the error recurrence given in (14):

$$e_{n+1} = \left( R^{(1)}(Z) \right)^{n+1} e_0 + \sum_{j=0}^{n} \left( R^{(1)}(Z) \right)^{n-j} \text{lte}_j.$$

**Theorem 4** Let $\langle \cdot, \cdot \rangle$ denote an inner product on $\mathbb{C}^d$ and $\|\cdot\|$ denote the induced norm. Assume the linear operator in (1) satisfies

$$\forall y : \text{Re}(y, Ly) \leq \mu \|y\|^2, \quad \mu \leq 0. \tag{27}$$

If the GARK scheme (8) has an A-stable base method and satisfies

$$0 = w_{k,\ell}, \text{ for } k = 0, \ldots, p \text{ and } \ell = 0, \ldots, s^{(1)} + 1, \tag{28a}$$

$$\bar{W}_{p+1}(z) \text{ uniformly bounded over } \{z \in \mathbb{C} : \text{Re}(z) \leq \mu\}, \tag{28b}$$

then there exists a positive constant $C$ such that for $t_f = t_0 + nh$ fixed, the global error is bounded by

$$\|e_n\| \leq C \max_{t \in T} \left\| y^{(p+1)}(t) \right\| h^p, \tag{29}$$

where $C$ is a constant depending only on $\mu$, the timespan, and the method coefficients. The set $T$ is the timespan enlarged if abscissae lie outside the standard range:

$$T = \left[ t_0 + \min\left(0, c_1^{(2)}, \ldots, c_s^{(2)} \right) h, t_f + \max\left(0, c_1^{(2)} - 1, \ldots, c_s^{(2)} - 1 \right) h \right].$$

**Remark 1** When (1) is stiff, the exact solution can have an initial phase of rapid exponential decay. During this time, $y^{(p+1)}(t)$ in (29) can become disproportionally large. This is a consideration not just for our GARK methods but for all B-convergent Runge–Kutta schemes as well. Outside of the initial transient phase, the derivatives of $y$ can be bounded by a moderately-sized value.

**Proof** By the assumptions of A-stability and (27), we can apply Theorem 4 from [21, Section 2] to show

$$\left\| R^{(1)}(Z) \right\| \leq \sup_{\text{Re}(z) \leq \mu} \left| R^{(1)}(z) \right| \leq 1.$$
Eliminating Order Reduction with GARK Methods

Equation (28b) implies there must exist finite constants $\ell_i$ depending only on $\mu$ and method coefficients such that
\[
\|\tilde{W}_{p+1,i}(Z)\| \leq \sup_{\text{Re}(z) \leq \mu} |\tilde{W}_{p+1,i}(z)| = \ell_i, \quad i = 1, \ldots, s^{(2)}.
\]

With the help of (16) and theorem 2, (28a) implies
\[
\|\text{lte}_n\| = \left\|y^{(p+1)}(\xi_n) + \tilde{W}_{p+1}(Z)g^{(p+1)}(\xi_n)\right\| h^{p+1} \leq \frac{1 + \sum_{i=1}^{s^{(2)}} \ell_i}{(p + 1)!} \max_{t \in T} \left\|y^{(p+1)}(t)\right\| h^{p+1}.
\]
Thus, the global error satisfies the inequality
\[
\|e_n\| \leq \sum_{j=0}^{n-1} \left\|R^{(1)}(Z)\right\|^{n-1-j} \|\text{lte}_j\|
\leq \sum_{j=0}^{n-1} \|\text{lte}_j\|
\leq \frac{t_f - t_0}{(p + 1)!} \left(1 + \sum_{i=1}^{s^{(2)}} \ell_i\right) \max_{t \in T} y^{(p+1)}(t) h^p.
\]

Note that $C$ is a finite constant with the desired dependencies. \qed

4 Numerical Schemes and Empirical Prothero–Robinson Convergence

In this section, we will examine the error and convergence properties of singly diagonally implicit Runge–Kutta (SDIRK) methods applied to
\[
y' = -200(y - \cos(t)) - \sin(t), \quad y(0) = 1, \quad t \in [0, 1].
\]
This is a special case of the PR test problem (4) with $\lambda = -200$ and $\phi(t) = \cos(t)$.

4.1 Order Two

First, we will start with the popular, second order, L-stable SDIRK method [22]
\[
\begin{pmatrix}
1 - \frac{1}{\sqrt{2}} & 1 - \frac{1}{\sqrt{2}} & 0 \\
1 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & 1 - \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{pmatrix},
\]
(31)
which we will refer to as SDIRK2. Substituting its coefficients into (16) and (17) reveals that
\[ \text{lte}_n = \frac{(4 - 3\sqrt{2})Z}{2((\sqrt{2} - 2)Z + 2)^2} h^2 y''(t_n) + \frac{(7 - 5\sqrt{2})Z - 3\sqrt{2} + 4}{6((\sqrt{2} - 2)Z + 2)^2} h^3 y^{(3)}(t_n) + \cdots. \] (32)

For a nonstiff ODE, \( Z = O(h) \), and \( \text{lte}_n = O(h^3) \). If we take \( Z \to -\infty \) the differential equation becomes an algebraic equation and \( \text{lte}_n = 0 \). Between these extremes, there are “moderately stiff” problems for which the leading term of (32) can cause order reduction.

In order to eliminate this problematic second order error, we extend SDIRK2 to a GARK method (8) such that
\[ W_k(z) \equiv 0 \quad \text{for} \quad k = 0, 1, 2. \]
This introduces the new coefficients \( A^{(1,2)} \), \( b^{(2)} \), and \( c^{(2)} \). We make the somewhat arbitrary choice \( c^{(2)} = \left[ 0, 1, 1 \right] \). We impose the stiff accuracy property \( b^{(2)}^T = c^{(1,2)}_s \). Using theorem 2, the unspecified coefficients in \( A^{(1,2)} \) are uniquely determined by the order conditions
\[ w_{k,\ell} = 0, \quad \text{for} \quad k = 0, 1, 2 \quad \text{and} \quad \ell = 0, 1, 2, 3. \]

Solving them, we arrive at the following method with tableau (9):

\[
\begin{array}{c|ccc}
1 - \frac{1}{\sqrt{2}} & 1 & 0 & \frac{1}{2} & 1 \\
1 - \frac{1}{\sqrt{2}} & 0 & -\frac{9}{\sqrt{2}} & 10\sqrt{2} - 14 & \frac{17}{2} & -6\sqrt{2} \\
\frac{1}{\sqrt{2}} & 1 - \frac{1}{\sqrt{2}} & 2\sqrt{2} - \frac{3}{2} & 6 - 4\sqrt{2} & 2\sqrt{2} - \frac{3}{2} \\
\frac{1}{\sqrt{2}} & 1 - \frac{1}{\sqrt{2}} & 2\sqrt{2} - \frac{3}{2} & 6 - 4\sqrt{2} & 2\sqrt{2} - \frac{3}{2} \\
\end{array}
\] (33)

We name this scheme SDIGARK2, and it has
\[ \text{lte}_n = \frac{(3 - 2\sqrt{2})Z - 12\sqrt{2} + 16}{6((\sqrt{2} - 2)Z + 2)^2} h^3 y^{(3)}(t_n) + \cdots. \]

Figure 1 shows numerical results of SDIRK2 and SDIGARK2 when applied to (30). We can see that SDIRK2 suffers from order reduction, while SDIGARK2 maintains an order of convergence of at least two.

### 4.2 Order Three

In contrast to (31), the third order method we consider next is neither L-stable nor stiffly accurate. The method is named SDIRK3 and has the tableau [23]

\[
\begin{array}{c|ccc}
\frac{\sqrt{3} + 3}{6} & \frac{\sqrt{3} + 3}{6} & 0 \\
\frac{3 - \sqrt{3}}{6} & -\frac{1}{\sqrt{3}} & \frac{\sqrt{3} + 3}{6} \\
\frac{1}{2} & 1 & \frac{1}{2} \\
\end{array}
\] (34)
Fig. 1: Convergence and order for the methods (31) and (33) when applied to the PR problem (30).

With a local truncation error of

$$
lte_n = \frac{(2\sqrt{3} + 3)Z^2}{2((\sqrt{3} + 3)Z - 6)^2} h^2 y''(t_n) + \frac{(3\sqrt{3} + 5)Z^2}{6((\sqrt{3} + 3)Z - 6)^2} h^3 y^{(3)}(t_n) + \cdots, $$$n

order reduction is expected outside of the $Z = O(h)$ regime. We derive a GARK version of (34) following a similar methodology to the one used in section 4.1, but select $c^{(2)} = [-2 -1 0 1]$. For constant stepsizes, this choice only requires one evaluation of $g$ per step because $g(t_n - 2h), \ldots, g(t_n)$ were already computed in previous steps. One can view this as treating the linear term of (1) with SDIRK3 and the forcing term with a linear multistep method. Our new method SDIGARK3a, given by

$$
\begin{array}{c|cccc}
\sqrt{3}+3 & 3-\sqrt{3} & -2 & -1 & 0 & 1 \\
\hline
\sqrt{3}+3 & 0 & -3\sqrt{3}-5 & 11\sqrt{3}+18 & -13\sqrt{3}-15 & 11\sqrt{3}+20 \\
\sqrt{3} & 6 & 7\sqrt{3}+13 & -25\sqrt{3}-48 & 29\sqrt{3}+75 & -17\sqrt{3}-22 \\
-\frac{1}{\sqrt{3}} & 6 & \frac{\sqrt{3}+3}{36} & \frac{-\sqrt{3}-4}{12} & \frac{\sqrt{3}+11}{12} & \frac{12-\sqrt{3}}{36} \\
\frac{1}{2} & 1 & \frac{\sqrt{3}+3}{36} & \frac{-\sqrt{3}-4}{12} & \frac{\sqrt{3}+11}{12} & \frac{12-\sqrt{3}}{36} \\
\end{array}
$$

has $W_k(z) \equiv 0$ for $k = 0, \ldots, 3$ so that

$$
lte_n = \frac{(2\sqrt{3} + 5)Z + 2\sqrt{3} + 3}{2 ((\sqrt{3} + 3)Z - 6)^2} h^4 y^{(4)}(t_n) + \cdots.
$$

Figure 2 plots the errors produced by various third order schemes when integrating (30). It confirms order reduction for SDIRK3, and interestingly, the convergence line for SDIGARK3a has a cusp around 250 steps. While the error is still consistent with the bounds from theorem 4, the instantaneous order of
convergence dips below three following the cusp. This occurs because $W_4(z)$ has a root at $z \approx -0.7637$, and around this point, the leading error term no longer dominates the local truncation error. We note SDIGARK2 did not have this behavior because its root of $W_3(z)$ is positive.

One way to avoid this behavior is by choosing coefficients such that the dominant error coefficient $W_4(z)$ is independent of $z$. With an additional stage ($s^{(2)} = 5$), it is possible to enforce the additional constraint $w_{4,\ell} = 0$ for $\ell \geq 1$, and thus, $W_4(z) \equiv \frac{1}{24} - \frac{1}{6} b^{(2)} T c^{(2)} \times 3$. Our updated method, SDIGARK3b, has a constant leading error term and the tableau

\begin{align*}
\begin{array}{cccccc}
\frac{\sqrt{3} + 3}{6} & \frac{3 - \sqrt{3}}{6} & -3 & -2 & -1 & 0 & 1 \\
\frac{\sqrt{3} + 3}{6} & 0 & 17\sqrt{3} + 29 & -10\sqrt{3} - 17 & 73\sqrt{3} + 123 & -11 & 5 \\
\frac{-1}{\sqrt{3}} & 6 & -137\sqrt{3} + 141 & 79\sqrt{3} + 141 & 3 \times 56 & -341\sqrt{3} - 507 & 144 \\
\frac{1}{2} & 1 & 1 & -5(\sqrt{3} + 2) & 11\sqrt{3} + 23 & -3\sqrt{3} - 7 & 13\sqrt{3} + 53 \\
\frac{1}{2} & 1 & 2 & -\frac{5(\sqrt{3} + 2)}{6} & 11\sqrt{3} + 23 & -3\sqrt{3} - 7 & 13\sqrt{3} + 53 \\
\end{array}
\end{align*}

It maintains an order of at least three in fig. 2. Also included in the figure is the convergence results for the WSO3 Runge–Kutta method.

\begin{align*}
0.13756543551 & \quad 0.13756543551 & \quad 0 & \quad 0 & \quad 0 \\
0.80179011576 & \quad 0.56695122794 & \quad 0.23483888782 & \quad 0 & \quad 0 \\
2.33179673002 & \quad -1.08354072813 & \quad 2.96618223864 & \quad 0.44915521951 & \quad 0 \\
0.59761291500 & \quad 0.59761291500 & \quad -0.43420997584 & \quad -0.05305815322 & \quad 0.88965521406 \\
0.59761291500 & \quad -0.43420997584 & \quad -0.05305815322 & \quad 0.88965521406 & \quad .
\end{align*}

(36)
from [10, page 458] which has order and weak stage order three. While SDIGARK3a and SDIGARK3b have slightly larger errors than (36), they solve half as many linear systems and enjoy equal $A^{1,1}_{i,i}$.

5 Space-Time Convergence on a Hyperbolic PDE

For a second numerical experiment, we will solve the following PDE used in [4]:

$$
\frac{\partial u}{\partial t} = -\frac{\partial u}{\partial x} + \frac{t - x}{(1 + t)^2}, \quad x, t \in [0, 1],
$$

$$
u(t, 0) = \frac{1}{1 + t}, \quad t \in [0, 1],
$$

$$
u(0, x) = 1 + x, \quad x \in [0, 1].
$$

It possesses the simple solution $u(t, x) = (1 + x)/(1 + t)$. We discretize in space with a first order, upwind finite difference scheme on the uniform grid $x_i = ih$, where $i = 0, \ldots, d$ and $h = \frac{1}{d}$. This discretization is exact because the true solution is linear in space. Note that $h$ is used as both the spatial grid size and the timestep in (8). The semidiscretized form of (37) is

$$
y' = \begin{bmatrix}
-\frac{1}{h} & \frac{1}{h} & \cdots & \frac{1}{h} \\
\frac{1}{h} & -\frac{1}{h} & \cdots & \frac{1}{h} \\
\vdots & \ddots & \ddots & \ddots \\
\frac{1}{h} & \cdots & \frac{1}{h} & -\frac{1}{h}
\end{bmatrix} y + \begin{bmatrix}
\frac{t - x_1}{(1 + t)^2} + \frac{1}{h} \frac{1}{1 + t} \\
\frac{t - x_2}{(1 + t)^2} \\
\vdots \\
\frac{t - x_d}{(1 + t)^2}
\end{bmatrix} \in \mathbb{R}^d, \quad (38)
$$

and is of the form (1). We will examine the convergence as space and time are simultaneously refined. We report the global errors computed in the $\ell^\infty$ norm at the final timestep: $\|v_d\|_\infty$.

For the time discretization, we use the classical fourth order Runge–Kutta method (RK4) [1]

$$
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1/2 & 1/2 & 0 & 0 \\
1/2 & 0 & 1/2 & 0 \\
1 & 0 & 0 & 1 \\
1/6 & 1/3 & 1/3 & 1/6
\end{array}
$$

which by (16) has the local truncation error

$$\text{lte}_n = \frac{Z^3}{96} h^2 y''(t_n) + \frac{Z^3 - 2Z^2}{576} h^3 y^{(3)}(t_n) + \frac{Z^3 - 4Z^2 + 8Z}{4608} h^4 y^{(4)}(t_n) + \frac{Z^3 - 6Z^2 + 32Z}{46080} h^5 y^{(5)}(t_n) + O(Z^3 h^6).$$
If \( Z = \mathcal{O}(h) \), we recover \( \text{lte}_n = \mathcal{O}(h^5) \) as expected. For (38), however, \( Z = \mathcal{O}(1) \) and the local truncation error is only \( \mathcal{O}(h^2) \). Starting with (39) as the base method, we can construct a GARK method (8) that satisfies

\[
  w_{k,\ell} = 0, \quad \text{for } k = 0, \ldots, 4 \text{ and } \ell = 0, \ldots, 5.
\]

to avoid order reduction. With \( s^{(2)} = 5 \) and abscissae like that of a linear multistep method, we uniquely arrive at the following method which we will refer to as GARK4:

\[
\begin{array}{cccccc}
0 & 0.5 & 0.5 & 1 & -3 & -2 & -1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5 & 0 \\
0 & 0.5 & 0 & 0 & -1 & \frac{1}{8} & -\frac{3}{8} & \frac{17}{24} & \frac{1}{16} \\
0 & 0 & 1 & 0 & -\frac{1}{16} & \frac{1}{3} & -\frac{5}{8} & 1 & \frac{17}{48} \\
1 & 0.5 & 0.5 & 0.5 & 0.5 & 0.5 & 0.5 & 0.5 & 0.5 \\
\end{array}
\]

(40)

GARK4 has the local truncation error

\[
  \text{lte}_n = \frac{3Z^3 + 17Z^2 + 41Z + 12I_{d \times d} h^5 y^{(5)}(t_n) + \mathcal{O}(Z^3 h^6)}{1440},
\]

and therefore, should not exhibit order reduction when applied to (38). Indeed, this is verified in the convergence results presented in fig. 3.

![Convergence and order for the methods (39) and (40) when applied to the advection problem (38).](image-url)

**Fig. 3**: Convergence and order for the methods (39) and (40) when applied to the advection problem (38).
6 Time-Dependent Heat Equation Experiment

Our final experiment models the transient dynamics of heat in an aluminum heat sink via the PDE

$$\frac{\partial u}{\partial t}(t, x) = \frac{k}{c_p \rho} \nabla^2 u(t, x), \quad x \in \Omega \subset \mathbb{R}^3, \quad t \in [0, t_f], \quad (41a)$$

$$u(t, x) = T_\infty \left(1 + 0.1 \sin\left(\frac{\pi t}{2t_f}\right)\right), \quad x \in \partial\Omega_{\text{bottom}} \quad (41b)$$

$$\frac{\partial u}{\partial n}(t, x) = \frac{h_c}{k} (u(t, x) - T_\infty), \quad x \in \partial\Omega \setminus \partial\Omega_{\text{bottom}}, \quad (41c)$$

$$u(0, x) = T_\infty, \quad x \in \Omega. \quad (41d)$$

The domain $\Omega$ and snapshots of the solution are plotted in fig. 4. The bottom face of the heat sink, $\Omega_{\text{bottom}}$, is in contact with a CPU and has a temperature specified by a time-dependent, Dirichlet boundary condition. All other faces are in contact with the air and have convective, Robin boundary conditions. Finally, the model’s parameters are listed in table 1.

| Variable   | Description                          | Value       |
|------------|--------------------------------------|-------------|
| $t_f$      | end time                              | 30 s        |
| $T_\infty$ | ambient air temperature               | 293 K       |
| $k$        | thermal conductivity                 | 225.94 W m$^{-1}$ K$^{-1}$ |
| $c_p$      | specific heat capacity               | 900 J K$^{-1}$ kg$^{-1}$ |
| $\rho$     | mass density                         | 2698 kg m$^{-3}$ |
| $h_c$      | convective heat transfer coefficient  | 90 W m$^{-2}$ K$^{-1}$ |

Table 1: Parameters for heat equation (41).

Using MATLAB’s PDE Toolbox, a second order, continuous finite element method is applied to the spatial dimensions of (41). The meshed heat sink contains 31139 elements and $d = 65570$ degrees of freedom. The resulting ODE is of the form (1) but with a mass matrix.

Fully implicit Runge–Kutta methods are some of the best-equipped to solve (1), but even these are susceptible to order reduction. For example, $s$-stage RadauIA methods have classical order $2s - 1$ but stiff order $s - 1$ for the PR problem [2, Table 1]. Consider the third order RadauIA method

$$l_{te_n} = \frac{Z^2}{6} (Z^2 - 4Z + 6I_{d \times d})^{-1} h^2 y''(t_n) + \cdots. \quad (42)$$
Following the same strategy used to derive SDIGARK3b in section 4.2, we arrive at the following GARK extension to (42):

\[
\begin{array}{cccccc}
0 & 2/3 & -3 & -2 & -1 & 0 & 1 \\
1/4 & -1/4 & 81/162 & 11/162 & -17/162 & 53/162 & -73/162 \\
1/4 & 5/12 & -37/486 & 95/486 & 137/486 & 389/486 & 32/486 \\
1/4 & 3/4 & -11/216 & 7/27 & -5/27 & 28/216 & 67/216 \\
\end{array}
\]

\[
l_{te, n} = \frac{1}{72} h^4 y^{(4)}(t_n) + \cdots. \quad (43)
\]

The eigenvalues of \( L \) for the discretized heat equation are all real and lie in the range \([-121314, -0.33]\). For the range of \( h \) used in our convergence experiments, the spectral radius of \( Z \) can be as large as 40438. This is problematic for the local error of (42), and indeed, order reduction is exhibited in the convergence results of fig. 4. With the GARK Radau IA scheme having a leading error term independent of \( Z \), the global order of convergence is consistently three.
7 Connections to Existing Analyses

We now show how existing analyses of order reduction of Runge–Kutta methods can be viewed as special cases of the GARK analysis in this work.

If we set

\[ A^{1,1} = A^{1,2} = A, \quad b^{(1)} = b^{(2)} = b, \quad c^{(1)} = c^{(2)} = c, \]  

(44)

the GARK method (8) degenerates into the traditional Runge–Kutta method (2). If we assume that this method has classical order \( p \), the local error coefficients (17) simplify to

\[
\begin{align*}
W_0(z) &= 0 \\
W_k(z) &= 1 + \left( b^T + zb^T (I_{s \times s} - zA)^{-1} A \right) (zc^k - kc^{k-1}) \\
&= zb^T (I_{s \times s} - zA)^{-1} (c^k - kAc^{k-1}), \quad k \geq 1.
\end{align*}
\]

(45)

With (44), coefficients (19) read

\[
w_{k,\ell} = \begin{cases} 
0, & \text{if } k = 0, \\
1 - kb^T c^{-1}, & \text{if } k > 0, \ell = 0, \\
b^T A^{\ell-1} (c^k - kAc^{k-1}), & \text{if } k > 0, \ell \geq 1,
\end{cases}
\]

(46)
and (47) becomes

\[
x_{k,\ell} = \begin{cases} 
0, & k = 0, \ell \geq 0, \\
0, & k \geq 0, \ell = -1, \\
1 - b^T \Omega c^k, & k > 0, \ell = 0, \\
b^T \Omega^{\ell+1} (c^k - kA c^{k-1}), & k > 0, \ell > 0,
\end{cases}
\]  
(47)

where we have used the fact that \( b^T \Omega A = b^T \).

The analysis of weak stage order conditions [10, equation 3] defines the functions

\[
g^{(k)} = -\frac{1}{k} z b^T \left( I_{s \times s} - z A \right)^{-1} (c^k - kA c^{k-1}), \quad k \geq 1,
\]

which match (45) up to an inconsequential scaling. Consider, for example, the Runge–Kutta method (36) which has weak stage order three. One can verify that \( g^{(k)}(z) \equiv W_k(z) \equiv 0 \) for \( k = 1, 2, 3 \). In fact, weak stage order \( \tilde{q} \) is equivalent to \( g^{(k)}(z) \equiv W_k(z) \equiv 0 \) for \( k = 1, \ldots, \tilde{q} \).

Ostermann and Roche use the functions

\[
W_k(z) = b^T \left( I_{s \times s} - z A \right)^{-1} (c^k - kA c^{k-1}) / (1 - R(z)), \quad k \geq 1
\]  
(48)

for the analysis of Runge–Kutta methods applied to linear, parabolic PDEs posed in Hilbert spaces [6]. Again, order reduction can be mitigated by setting \( W_k(z) \equiv 0 \) for an appropriate set of \( k \). For small \( z \), a series expansion of \( W_k(z) \) is shown in [6, page 406]. The requirement \( W_k(z) \equiv 0 \) for \( k = 1, \ldots, p - 1 \) yields the order conditions

\[
b^T A^\ell c^k - k b^T A^{\ell+1} c^{k-1} = 0, \quad 0 \leq \ell \leq p - k - 1, \text{ and } 1 \leq k \leq p - 1.
\]  
(49)

These correspond with our results in (46). The slightly different scaling of (48) compared to (45) allows Ostermann and Roche to expand the global error in terms of \( h^{k+1} W_k(Z) Z y^{(l)}(t) \) where \( l = k, k + 1 \). This is in contrast to the \( h^k W_k(Z) y^{(k)}(t) \) we use. Depending on the spectral properties of \( Z \) and the choice of norm, \( \nu \) can be rational in \( h^{k+1} \| W_k(Z) Z y^{(l)}(t) \| = \mathcal{O}(h^\nu) \). With some care, the approach of Ostermann and Roche can be extended to GARK methods and can explain fractional orders of convergence.

The nonstiff order conditions (49) also appear in the global error analysis of Runge–Kutta methods applied to the PR problem [12, page 108]. Further, Rang expands the global error about \( z = \infty \) to derive stiff order conditions [12, equations 20 and 21]. These match our \( x_{k,\ell} \) coefficients in (47).

Finally, we note there is a strong connection between our GARK-based approach and the technique of modifying boundary conditions within Runge–Kutta stages to eliminate order reduction [14–17]. Recall, for example, GARK4
from (40). One can verify with a Taylor expansion that

\[
\left( A^{\{1,2\}} \otimes I_{d \times d} \right) \mathbf{g} \left( t_n + c^{\{2\}} h \right) = \begin{bmatrix} 0 \\ \frac{1}{2} g(t_n) \\ \frac{1}{6} g(t_n) + \frac{h}{4} g'(t_n) \\ g(t_n) + \frac{h}{2} g'(t_n) + \frac{h^2}{4} g''(t_n) \end{bmatrix} + O(h^5).
\]

These are exactly the modified boundary conditions given in [14, equations 2.10 to 2.12] for RK4. Conversely, it is possible to convert modified boundary conditions into the companion method of (8) by “undoing” the Taylor series. We can see both techniques control the local truncation error in a similar manner but differ in the treatment of \( g \): linear combinations at different times versus linear combinations of derivatives.

8 Conclusions

Even on simple, linear ODEs, Runge–Kutta methods are susceptible of order reduction: the actual order of convergence may be lower than that predicted by the order condition theory. In the last several decades, studies into B-convergence and stiff order conditions have addressed issues of order reduction but in ways that are often expensive. The solutions involve additional order conditions, which often require additional stages or more coupling among stages, which increases the computational costs.

This work develops an inexpensive approach to avoiding order reduction in linear problems that only changes the number of forcing evaluations. The GARK framework has provided the necessary foundation to couple Runge–Kutta methods, possibly with differing numbers of stages, for the linear and forcing terms. Our approach contains previous works on alleviating order reduction as special cases. We have presented an error analysis that makes no assumptions on the dependence of \( Z \) on \( h \) and derived conditions to ensure convergence independent of the stiffness. Finally, our numerical experiments have shown the computational effectiveness of the new schemes on problems like the scalar PR problem as well as more challenging PDEs. There are several possible extensions to this work including nonlinear problems and application of implicit-explicit (IMEX) methods.

Appendix A Proof of Classical Order Conditions

Proof of theorem 1 In order to use N-tree order condition theory [18, 24], we switch to an autonomous form of (6):

\[
\tilde{y}' = \begin{bmatrix} L & 0 \\ 0 & 0 \end{bmatrix} \tilde{y} + \begin{bmatrix} g(t) \\ 0 \end{bmatrix}, \quad \tilde{y} = \begin{bmatrix} y \\ t \end{bmatrix} \in \mathbb{R}^{d+1}.
\]
Note that the original method (8) is equivalent to the GARK scheme
\[
\begin{array}{cccc}
A^{1,1} & A^{1,2} & c^{(1)} \\
A^{2,1} & A^{2,2} & c^{(2)} \\
b^{(1)^T} & b^{(2)^T} & 1 \\
b^{(1)^T} & b^{(2)^T} & 1
\end{array}
\]
applied to (A1). This three-partitioned method is order \( p \) if and only if
\[
\sum_{t \in T_3} \left( \Phi(t) - \frac{1}{\gamma(t)} \right) F(t)(\tilde{y}) = 0,
\]
where \( T_3 \) is the set of three-trees, and \( \rho, \Phi, \gamma \) are the order, elementary weight, and density of a tree, respectively. Tree vertices for partitions one, two, and three are represented by \( \circ, \bullet, \) and \( \square \), respectively. The elementary differentials for (A1) simplify to
\[
F(t)(\tilde{y}) = \begin{cases} 
\tilde{y}, & \text{if } t = \emptyset, \\
0, & \text{if } t = \square, \\
L 0 \\
0 0 & F(u)(\tilde{y}), & \text{if } t = \frac{u}{\bigcirc}, \text{ where } u \in T_3, \\
[g^{(m)}(t)] & \text{if } t = \begin{array}{c}
\bigcirc \\
m \end{array}, \text{ where } m \geq 0, \\
0_{d+1}, & \text{otherwise.}
\end{cases}
\]
For the elementary differentials that do not vanish, we split their corresponding trees into four sets. The first are trees where all vertices are \( \circ \) and singly-branched. By considering their GARK elementary weights and densities, we recover the order conditions (10a). Similarly, bushy trees with \( \bullet \) as the root and \( \square \) for the leaves yield (10b). Next, trees of the form
\[
\begin{array}{c}
\bullet \\
\circ \\
\circ
\end{array} \quad \text{and} \quad \begin{array}{c}
\square \\
\begin{array}{c}
\bigcirc \\
m \end{array}
\end{array}
\]
lead to (10c). Finally, the tree \( \square \) corresponds to a trivially true order condition because \( b^{(3)} = [1] \).
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