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Abstract—We consider the problem of finding a policy that maximizes an expected reward throughout the trajectory of an agent that interacts with an unknown environment. Frequently denoted Reinforcement Learning, this framework suffers from the need of large amount of samples in each step of the learning process. To this end, we introduce parameter critic, a formulation that allows samples to keep their validity even when the parameters of the policy change. In particular, we propose the use of a function approximator to directly learn the relationship between the parameters and the expected cumulative reward. Through convergence analysis, we demonstrate the parameter critic outperforms gradient-free parameter space exploration techniques as it is robust to noise. Empirically, we show that our method solves the cartpole problem which corroborates our claim as the agent can successfully learn an optimal policy while learning the relationship between the parameters and the cumulative reward.

I. INTRODUCTION

Consider the problem of maximizing the performance of an agent interacting with the environment. Reinforcement Learning (RL) provides a framework in which the agent can learn the best action to take by subsequently receiving rewards from the environment with which it interacts [1]. By knowing its state, the agent chooses an action, reaches a new state, and receives a reward. Specifically, the agent’s objective is to maximize the cumulative reward throughout a trajectory of states and actions. Due to its success, RL has become an ubiquitous tool that has shown successful results in autonomous driving [2], [3], robotics [4], communications [5] and many others.

Despite its success, one drawback of RL remains in the inefficient use of data. In short, most RL algorithms have in their core an iterative method that improves the expected discounted returns of the policy. The update step is done by deciding the direction of improvement based on a gradient taking condition on an expectation on the value of the given policy [6], [7]. These methods are able to reduce variance (e.g. Montecarlo methods), however all the samples obtained in an iteration become useless on the following one. This is a consequence of conditioning on the value of the parameters, which, once they are updated on the learning step, the samples remain futile thereafter.

In this work we introduce parameter critic, a function approximator which learns the relationship between the parameters of the agent and the expected reward or objective function. Gradient free optimization is then used directly on the learned function [8], [9]. Older samples therefore do not become obsolete, as they are noisy evaluations of the objective function which are used to fit the parameter critic. These imperishable samples contrast the samples used to update the Q-function in actor-critic methods which are conditioned on the actor parameter, and therefore lose their merit once the actor parameter changes.

Apart from introducing the parameter critic, there are two other main contributions from this work. First, we establish finite sample complexity bounds for the proposed algorithm which encompasses all categories of reinforcement learning problems (i.e. finite / infinite horizon, finite / continuous state-action space, stochastic / deterministic policy parametrization, non-linear parametrizations). This analysis captures the relationship between function approximation error and the zeroth-order perturbation which points to feasibility in practice. Finally, using the random horizon rollout trick of [10] to obtain unbiased estimates of the expected performance function (J), we propose a method to obtain unbiased samples of an infinite horizon objective. This connection enables the the extension of similar zeroth-order methods to infinite horizon problems [9], [11].

Our results are corroborated numerically on two separate problems. First, consider an example in one dimension to both build intuition on the parametric critic framework as well as highlight the superior performance of our method in noisy settings. Second, we benchmark our scheme on the canonical cart-pole problem, which elucidates a major advantage to parameter space learning. Namely, decreasing the network size results in faster convergence. These implications admit several directions for future work, which are detailed in the conclusion.

II. REINFORCEMENT LEARNING AS BLACK BOX OPTIMIZATION

We consider the reinforcement learning problem (RL), where an agent moves through a state space S and takes actions in some action space A. After taking an action, the agent transitions to a new state according to an unknown probability for which a reward is revealed by the environment according to the reward function R : S × A → R. The agent’s task is to accumulate as much reward as possible for some possibly infinite set horizon length H. Formally this problem can be encapsulated as a Markov decision process (MDP) as a tuple (S, A, P, R, γ), where the constant γ ∈ (0, 1) is a discount factor which determines how much the future rewards matter to the behavior of the agent.
In particular, we consider the case where the policy, which can be either stochastic \( \pi : S \to P(A) \) or deterministic \( \pi : S \to A \), is parametrized by some \( \theta \in \Theta \subset \mathbb{R}^p \).

For consistency in notation, let both the stochastic and deterministic action be denoted by \( a_t \sim \pi_\theta(s_t) \). We define the value function \( V : S \to \mathbb{R} \) as the expected accumulated rewards throughout a trajectory based on the horizon length,

\[
V_H(s) := \mathbb{E}_\tau \left[ \sum_{t=1}^H R(s_t, a_t) \pi_\theta(s_t) \right] | s_0 = s ,
\]

(1)

\[
V_\infty(s) := \mathbb{E}_\tau \left[ \sum_{t=1}^\infty \gamma^{t-1} R(s_t, a_t) \pi_\theta(s_t) \right] | s_0 = s ,
\]

(2)

where the expectation is taken with respect to the trajectory \( \tau \equiv \{s_0, a_0, s_1, a_1, \ldots \} \). The problem of interest is to obtain the parameters \( \theta \) that maximize the expected value function \( V \). To this end, the objective function \( J(\theta) \) that we can write as follows:

\[
\max_{\theta} \left[ J(\theta) := \mathbb{E}_{s \sim \rho_0} [V(s)] \right] ,
\]

(3)

where \( \rho_0 \) is the initial state distribution. For the finite horizon case, unbiased samples of the objective function can be obtained by sampling a state from the initial state distribution \( \rho_0 \) and rolling out the system \( H \) steps [9]. For the infinite horizon case, unbiased samples can also be obtained in a similar fashion, but they additionally require sampling the rollout length from a geometric distribution [10], [12] (see Section II-B). In either case, by rolling out the system, an unbiased sample of the objective function \( J \) is obtainable.

As such, similar to the literature [13], [14], we choose to characterize the parametrized RL problem as a black box optimization problem, where we seek to maximize the objective function \( J(\theta) \) using the noisy unbiased samples of the objective function only. Before we proceed to characterize our proposed solution, we first state some fundamental regularity assumptions.

**Assumption 1 (Bounded Objective and Gradient)** There are \( \mathcal{J}, \beta > 0 \) such that for all \( \theta \in \Theta, |J(\theta)| \leq \mathcal{J} \) and \(|\nabla \theta J(\theta)| \leq \beta \).

**Assumption 2 (Smoothness)** The objective function \( J(\theta) \) is differentiable with respect to \( \theta \) over the entire domain, and it is \( L \)-Lipschitz and \( G \)-smooth. That is, there is a number \( L < \infty \) such that for every \( \theta_1, \theta_2 \in \Theta \),

\[
\| J(\theta_1) - J(\theta_2) \| \leq L \| \theta_1 - \theta_2 \| ,
\]

and there is a number \( G < \infty \) such that for every \( \theta_1, \theta_2 \in \Theta \),

\[
\| \nabla J(\theta_1) - \nabla J(\theta_2) \| \leq G \| \theta_1 - \theta_2 \| .
\]

Assumption 1 can be achieved by requiring the reward to be bounded, which is standard for deriving performance guarantees in policy search literature [12], [15], [16] and is typically held in practice [17]. Assumption 2 is also standard for convergence rate guarantees presented in Section III.

**A. Zeroth Order Optimization**

In this section, we will overview the zeroth order optimization approach for solving the black box optimization problem described previously. We begin by defining the smoothing parameter \( \mu > 0 \) and Gaussian perturbation \( \mathbf{u} \sim \mathcal{N}(0, I_p) \).

Then, we approximate the gradient of the objective function \( J(\theta) \) with respect to the parameters by obtaining two noise rollouts of the system in opposite directions \( \hat{J}(\theta + \mu \mathbf{u}), \hat{J}(\theta - \mu \mathbf{u}) \). The \( \mu \)-smooth objective function surrogate can be defined by

\[
J_\mu(\theta) := \mathbb{E}_\mathbf{u} [J(\theta + \mu \mathbf{u})] .
\]

(4)

Using a two-point evaluation of the original objective function \( J(\theta) \), we are able to sample an unbiased estimate of \( \nabla \theta J_\mu(\theta) \). Namely, we recall the key property from [18] later extended to a wider class of functions in [19].

**Lemma 1** [19, Lemma 2] For every \( \mu > 0 \), the \( \mu \)-smoothed objective function surrogate \( J_\mu \) is differentiable, and its gradient admits the representations

\[
\nabla \theta J_\mu(\theta) \equiv \mathbb{E}_{\mathbf{u} \sim \mathcal{N}(0, I_p)} \left[ \frac{J(\theta + \mu \mathbf{u}) - J(\theta)}{\mu} \right] \mathbf{u} \]

\[
\equiv \mathbb{E}_{\mathbf{u} \sim \mathcal{N}(0, I_p)} \left[ \frac{J(\theta + \mu \mathbf{u}) - J(\theta - \mu \mathbf{u})}{2\mu} \right] \mathbf{u} .
\]

(5)

(6)

For the remainder of the paper, we will be using the symmetric form of the gradient estimate, i.e. (6). Using this zeroth order approximation of the gradient, stochastic gradient descent can be applied to solve problem [4]. The parameter update takes the form

\[
\theta_{t+1} = \theta_t + \eta \frac{\hat{J}(\theta + \mu \mathbf{u}) - \hat{J}(\theta - \mu \mathbf{u})}{2\mu} \mathbf{u} ,
\]

(7)

where \( \hat{J}(\theta + \mu \mathbf{u}) \) and \( \hat{J}(\theta - \mu \mathbf{u}) \) are unbiased samples of the objective function. The analysis of [9] admits \( \delta \)-convergence to a stationary point of \( J(\theta) \) with \( O(p^2/\delta^3) \) samples.

**B. The Infinite Horizon Case**

In this section, we show how to use the random horizon trick to extend black box methods to infinite horizon problems. By selecting a random horizon length \( H \) from a geometric distribution parameterized by \( 1 - \gamma \), where \( \gamma \in (0, 1) \) is the discount factor, [10, Proposition 2] showed that the reward collected is an unbiased estimate of the value function. This procedure is detailed in Algorithm [1].

**Proposition 1** The infinite horizon J-function sampler Algorithm [1] is unbiased; i.e. \( \mathbb{E}[J(\theta)] = J(\theta) \).

Further, it was shown in [20, Lemma 2] that the procedure has finite variance. Using the fact that Algorithm [1] admits an unbiased sample of the value function with finite variance, we can trivially extend the convergence results of [9, Theorem 2] to the infinite horizon problem.
Algorithm 1 Infinite Horizon J-function Sampler [10]

Require: Initial state distribution $\rho^0$, Parameters $\theta$
Sample $H \sim \text{Geom}(1 - \gamma)$, Initialize $J \leftarrow 0$
Draw $s_0 \sim \rho_0$
Select initial action $a_0 \sim \pi_\theta(s_0)$
for $t = 1, \ldots, H - 1$ do
Collect Reward $\hat{J} \leftarrow \hat{J} + R(s_t, a_t)$
Advance System $s_{t+1} \sim P(s_t | s_{t+1}, a_t)$
Select Action $a_{t+1} \sim \pi_\theta(s_{t+1})$
end for
Collect Reward $\hat{J} \leftarrow \hat{J} + R(s_T, a_T)$

Again, we reiterate the main advantage of our approach relies on the fact that the rollout data collection never loses its validity even if the policy changes. In other words, to train our parameter critic, we can use the whole collection of pairs parameters-expected returns, with which we will reduce the total variance of the gradient estimator. This approach is particularly useful when sampling pairs is noisy, costly, or time consuming.

Remark 1 The way we obtain rollouts for the cumulative expected returns in Algorithm [7] only depends on the parameters $\theta$. In the literature [10], [12], [20], rollouts are generally done as a function of a fixed state-action pair.

III. VARIANCE REDUCTION WITH FUNCTION APPROXIMATION

Although unbiased samples of the objective function can be obtained, in general they tend to be noisy due to the possible stochasticity of the system, initial starting position, policy, and random horizon length (for infinite horizon problems). Monte-Carlo rollouts are a naive variance reduction technique, however averaging over several rollouts can be very costly in practice. Instead, we draw motivation from actor-critic algorithms, which use function approximation for a critic which acts as a variance reduction method. Unlike actor-critic algorithms, which require finding the optimal action-value function (frequently denoted $Q(s, a)$ which represents the expected return starting from s and taking action a) estimate for each action iteration [21], we propose directly learning the an objective function surrogate $F : \Theta \times \Omega \rightarrow \mathbb{R}$ parametrized by $\omega \in \Omega \subset \mathbb{R}^q$ which is learned over all the actor iterates.

While in practice the parametrized surrogate function $F(\theta, \omega)$ can take the form of any function approximator (such as Radial Basis Function (RBF) kernels, neural networks, or linear function approximation, for example) we choose to focus on a simple single-layer neural network for our theoretical guarantees. This network takes the form

$$F(\theta, \omega) := \sum_{i=1}^{N} c_i \sigma(\langle a_i, \theta \rangle + b_i) + c_0$$

where $N$ is the number of neurons in the network and the point wise non-linear function $\sigma : \mathbb{R} \rightarrow \mathbb{R}$ is the sigmoid activation function

$$\sigma(x) = \frac{1}{1 + e^{-2x}}.$$  

We let $\omega = (c_0, a_1, b_1, c_1, \ldots a_N, b_N, c_N)$, $\omega \in \mathbb{R}^{(n+2)N+1}$ denote the collective parameters. The choice of this specific form of neural network is due to well known the global approximation guarantees [22], [23], though it is important to note that similar results are possible with deep neural networks with fewer neurons [24]. Global function approximation theorems state that for any $\epsilon > 0$, with a sufficiently large network size, there exists an $\omega^*$ such that for all $\theta \in \Theta$, 

$$\max_{\theta \in \Theta} |F(\theta, \omega^*) - J(\theta)| \leq \epsilon^*.$$  

Gradient methods may be used to learn the optimal parameter $\omega^*$. In particular, as loss function $\ell(\cdot, \cdot)$, we propose minimizing the mean squared error (MSE) between the function approximator and the stochastic unbiased estimates which would have otherwise been used for the zeroth order parameter update in [7]. That is, given a set of parameters $\mathcal{X} = \{\theta_1, \theta_2, \ldots, \theta_{2T}\}$ and stochastic evaluations of the objective function $\mathcal{Y} = \{J(\theta_1), J(\theta_2), \ldots J(\theta_{2T})\}$, we solve the empirical risk minimization with square 2-norm,

$$w_T \in \arg \min_{\omega} \frac{1}{2T} \sum_{t=1}^{2T} \ell(F(\theta_t, \omega), \hat{J}(\theta_t)).$$  

Here we sum to $2T$ due to the parameter-objective function evaluation pair collection prescribed by Algorithm [2]. Although [11] is NP-hard in the worst case, we downplay its complexity similar to what was done in [12]. In particular, [25] and [26] have shown that networks with the single layer structure we consider satisfy certain geometric properties which enable the solution to be achieved via trust-region methods [27]. As such, we let the function approximator update take the form of a gradient update on the MSE loss on the batch $(\mathcal{X}, \mathcal{Y})$ of size $B$

$$\omega_{t+1} = \omega_t - \alpha \nabla_\omega \ell(\mathcal{Y}, F(\mathcal{X}, \omega_t)),$$  

where $\alpha > 0$ is the function approximator stepsize. At each time $t$, we define the function approximation error to be

$$\varepsilon_t := \sup_{\theta} |F(\theta, \omega_t) - J(\theta)|.$$  

Through the use of gradient methods to update the parameter critic, we assume that $\varepsilon_t$ approaches $\epsilon^*$ as $t$ grows. The specific criterion for convergence of our algorithm depends on the average of the error iterates, which we define by $\bar{\varepsilon}_T := 1/T \sum_{t=1}^{T} \varepsilon_t$, as will be shown in the following subsection.

A. Function Critic Zeroth Order Gradient

Returning to the RL framework, we seek to obtain the parameters $\theta$ that maximize the objective function $J(\theta)$. The function approximator estimate of the objective function then replaces the zeroth order parameter update from [7], so that the actor parameter update becomes

$$\theta_{t+1} = \theta_t + \eta \frac{F(\theta_t + \mu u_t, \omega_t) - F(\theta_t - \mu u_t, \omega_t)}{2\mu} u_t,$$  

where $\eta$ is the learning rate.
Algorithm 2 Gradient Free Parameter Critic Learning

Require: \( \theta_0, \omega_0, \alpha, \mu, \eta, \mathcal{X} = \emptyset, \mathcal{Y} = \emptyset \)

for \( t = 0, 1, \ldots \) do
    Sample \( u_t \sim \mathcal{N}(0, I_p) \)
    Obtain noisy estimates \( \hat{J}(\theta_t + \mu u_t) \) and \( \hat{J}(\theta_t - \mu u_t) \)
    Add \( \theta_t + \mu u_t \) and \( \theta_t - \mu u_t \) to \( \mathcal{X} \)
    Add \( \hat{J}(\theta_t + \mu u_t) \) and \( \hat{J}(\theta_t - \mu u_t) \) to \( \mathcal{Y} \)
    Update function approximator:
    \[
    \omega_{t+1} = \omega_t - \alpha \nabla_{\omega} \ell(Y, F(X, \omega_T))
    \]
    Update actor:
    \[
    \theta_{t+1} \leftarrow \theta_t + \eta \frac{F(\theta_t + \mu u_t, \omega_t) - F(\theta - \mu u_t, \omega_t)}{2\mu} u_t
    \]
end for

with \( \eta > 0 \) being the stepsize. The novel zeroth-order RL algorithm with function approximation is shown in Algorithm 2. The sets \( \mathcal{X} \) and \( \mathcal{Y} \) are obtained by following the zeroth-order parameter sequence. That is, at each iteration of the algorithm, the parameters \( \theta_t \pm \mu u_t \) and the stochastic evaluation \( \hat{J}(\theta_t \pm \mu u_t) \) are added to the sets \( \mathcal{X} \), \( \mathcal{Y} \). These samples are imperishable, as they can be continually sampled to update the parameter critic throughout the entire algorithm. Eventually, enough samples will be added so that with a sufficiently large batch size, (11) is obtainable and (10) holds.

\[ \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \| \nabla J(\theta_t) \|^2 \leq \mathcal{O} \left( \frac{1}{T^{1/2}} + \frac{\bar{\epsilon}_T}{\mu} + \mu + \frac{\bar{\epsilon}_T^2}{T^{1/2} \mu^2} \right) \]

**Proof:** See the Appendix.

Theorem 1 suggests that when \( \mu \) is of order \( \mathcal{O}(T^{-1/2}) \) and \( \bar{\epsilon}_T \) is of order \( \mathcal{O}(T^{-3/2}) \), a \( \delta \) convergence to a stationary point is achievable with \( \varepsilon \)-accuracy, finding this set of parameters with noisy samples as in (11) may not be possible. Nevertheless, Theorem 1 provides an intuitive understanding on when a parameter critic will be able to solve the solution. The key comes from a closer inspection of the \( \mu + \bar{\epsilon}_T / \mu \) term. While in theory, we want \( \mu \) to be as small as possible, values such as \( \mu = \{1, .5, 1\} \) are known to not only converge but also lead the agent to meaningful solutions [20]. This suggests that in practice, the function approximation average error only needs to be less than the zeroth-order perturbation \( \mu \).

**IV. Numerical Results**

In this section, we show empirical success on the use of a parameter critic. In particular, we first consider a trivial problem with varying sample noise to show where our method becomes useful. Second, we show that our method scales to higher dimensions by solving the canonical cartpole problem.

**A. When to use a Parameter Critic**

We first consider the trivial problem of minimizing the function

\[ J(\theta) = ||\theta||^2, \]

where \( \theta \in \mathbb{R} \). A parameter critic with a single hidden layer of 256 neurons is learned on noisy samples drawn from a Gaussian distribution \( \mathcal{N}(0, \sigma^2) \). On each before each actor update step, a single sample is randomly drawn from the buffers \( \mathcal{X}, \mathcal{Y} \) which is used to update the parameter critic.

**Figure 1** compares the performance of Algorithm 2 with the finite difference parameter space update without a parameter critic [2]. Shown in red, the update using the parameter critic convergence to \( \theta \) is of the order of \( \mathcal{O}(10^{-3}) \) regardless of the sample noise. In contrast, the update without a parameter critic only outperforms Algorithm 2 in the case of figure 2(a) when the sample noise is small \( (\sigma = 0.01) \).

We corroborate in practice the convergence of the parameter critic even in a noisy system. The convergence stems from the parameter critic’s ability to use samples throughout the whole trajectory, gathering enough data to make the approximation error (10) small enough thus reducing the variance of the zeroth order update (14). Using a parameter critic can be seen to be particularly valuable when the system is noisy, as only using samples of the system does not converge in practice.

Fig. 1: Illustration of the effect of the parameter critic in reducing the noise of the samples.
Fig. 2: Average of $\log \|\theta\|^2$ with confidence bounds over 50 trials with (red) and without (blue) the parameter critic. Learning rate, smoothing parameter, and parameter critic stepsize set to $\eta = 0.1$, $\mu = 0.005$, and $\alpha = 0.005$ respectively. Objective sample noise increases from left to right ($\sigma = \{0.01, 1, 1\}$).

Fig. 3: Cartpole simulations for three different actors parameterized by a two layer fully connected NN with $256$ hidden units in the first and second layer respectively. Regarding the parameter critic, a three layer NN is used, with $256$, $128$, and $1$ neuron in the first, second and third layer respectively.

B. Cartpole

In this section, we benchmark our framework on a classical control problem, balancing a cartpole. This problem is featured in the OpenAI Gym toolkit [28]. The state consists of the position and velocity of the cart and the angular position and velocity of the pole. The action space consists on the force applied to the cart. The initial state in randomly drawn, and a terminal episode consists of the angular position of the pole exceeding the limits of $[-12^\circ, 12^\circ]$ or the position of the cart $[-2.4, 2.4]$. The rollouts consist of 200 episodes, with a positive reward of $r = +1$ when the system is inside the bounds and $-1$ otherwise.

For both the actor and the parameter critic, two fully connected neural networks (NN) were used. In the case of the actor, the NN consists of two linear layers followed by a hyperbolic tangent. We benchmarked our framework for 3 different NN, with $[64, 32]$, $[54, 22]$, and $[34, 22]$ hidden units in the first and second layer respectively. In the case of the parameter critic, a three layer NN is used, with $256$, $128$, and $1$ neuron in the first, second and third layer respectively. In both cases, we are using ReLu as the non-linearity between layers. In the case of the actor, the parameters used for Algorithm 2 were actor learning rate $\eta = 5^{-5}$, $\mu$-smoothing parameter is $\mu = 0.5$ and critic learning rate $\gamma = 10^{-8}$. Due to memory limitations in practice, we resort to a usual practice of only storing the last $B = 50$ rollout samples. Besides, in order to reduce the variance of the gradient of the critic $\nabla_{\omega} \ell(Y, F(X, \omega))$, we are using a mini-batch $b = 20$ which is uniformly drawn from the buffer.

In figure 3(a) we plot the performance of the agent, namely we plot $J(\theta_t)$, with respect to the iteration for three NN of different sizes. Overall, all NN are capable of balancing the cartpole after 80000 iterations. Furthermore, as expected, the smallest NN achieves the fastest convergence. This can be explained by the fact that a smaller NN for the actor, means a smaller subspace to be learned by the parameter critic.

In figure 3(b) we evaluate the mean square error between the parameter critic $F(\theta_t, \omega_t)$ and the noisy estimates of the rollouts $\hat{J}(\theta_t)$. In all, there are three distinctive phases in the learning trajectories. The first one takes place between the very beginning and 30 thousand iterations. Here the MSE of the parameter critic is high and the performance of the actor is poor, this suggests that the actor is not able to learn due to the error in the parameter critic. The second phase starts after the first one and ends at around 60 thousands iterations. In this phase the parameter critic overfits the noisy rollout samples $\hat{J}(\theta_t)$, thus the error is small, but the actor does not learn something meaningful as the zeroth order update is not precise. The last phase, starts at 60 thousand iterations and takes place once the parameter critic successfully learns the dependence between the objective function $J$ and the parameters $\theta$. The performance in the actor increases until it converges to 200. Notice that the MSE
for the parameter critic remains still, this is due to the noise in the samples, in statistics this error sometimes receives the name of irreducible error.

V. Future Directions and Conclusion

In this work, we introduced a variance reduction technique in which a function approximator is learned on the parameter space of an agent’s policy. By interactions with the environment, samples of the performance of a policy are obtained and a parameter critic learns their dependence. We showed both theoretically and in practice how this approach is particularly useful when the system is noisy and rollouts are costly to obtain. Being able to evaluate the objective function directly has extensions beyond black-box reinforcement learning. In particular, constrained reinforcement learning is solvable through primal dual methods, though they require evaluations of the objective function in the dual update step [29]. These methods will also perform well in multi-agent reinforcement learning with Graph Neural networks, where the size of the network is smaller compared to the state space of the problem. Our method can also be extended to work in parallel with multiple agents communicating to obtain a better estimate of the parameter critic. We leave these avenues for future work.
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Appendix

A. Auxiliary Lemmas and proofs

Lemma 2 Let Assumptions 7 and 2 be in effect. Then, it is true that

\[ \| \nabla_{\theta} F_{\mu}(\theta_t, \omega_t) - \nabla J(\theta_t) \| \leq \frac{1}{\mu} \sqrt{\| \theta - \theta_t \| + 2 \mu \| \omega - \omega_t \|} \]

with

\[ \nabla_{\theta} F_{\mu}(\theta_t, \omega_t) := \mathbb{E}_{\mathcal{U}} \left[ \frac{F(\theta_t + \mu \mathcal{U}, \omega_t) - F(\theta_t - \mu \mathcal{U}, \omega_t)}{2\mu} \right] \]

Proof: We can start by writing down a tautological equality, and then add and subtract \( \nabla_{\theta} F_{\mu}(\theta_t) \) to the right hand side,

\[ \nabla_{\theta} F_{\mu}(\theta_t, \omega_t) - \nabla J(\theta_t) = \nabla_{\theta} F_{\mu}(\theta_t, \omega_t) - \nabla_{\theta} F_{\mu}(\theta_t) + \nabla_{\theta} F_{\mu}(\theta_t) - \nabla J(\theta_t) \]

---

---
We can take norms, apply the triangle inequality, and by Lemma 1 we obtain
\[ \|\nabla \phi F_{\mu}(\theta_t, \omega_t) - \nabla J(\theta_t)\| \]
\[ \leq \|\nabla \phi F_{\mu}(\theta_t, \omega_t) - \nabla \phi J_{\mu}(\theta_t)\| \]
\[ + \|\nabla \phi J_{\mu}(\theta_t) - \nabla J(\theta_t)\| \]
\[ \leq \mathbb{E}_u \left[ \frac{F(\theta_t + \mu u, \omega_t) - F(\theta_t - \mu u, \omega_t)}{2\mu} u \right] \]
\[ - \mathbb{E}_u \left[ \frac{J(\theta + \mu u) - J(\theta - \mu u)}{2\mu} u \right] \]
\[ + \mathbb{E}_u \left[ \nabla \phi J_{\mu}(\theta_t + \mu u) - \nabla J(\theta_t)\right]. \]
Notice that this last line holds by the Monotone Convergence Theorem. We then apply the Jensen’s inequality on the norm function, the G-smooth Assumption 2 function approximation bound \( \epsilon_t \) according to (10), and the fact that \( \mathbb{E}_u[\|u\|] \leq \sqrt{p} \) as \( u \sim N(0, I_p) \), to obtain,
\[ \|\nabla \phi F_{\mu}(\theta_t, \omega_t) - \nabla J(\theta_t)\| \leq \left( \frac{\epsilon_t}{\mu} + \sqrt{2} \right) \mathbb{E}_u[\|u\|] \]
\[ \leq \epsilon_t \mu^{-1} \sqrt{p} + \sqrt{2} \mu \sqrt{p}. \]

**Lemma 3** Let Assumptions 2 and 2 be in effect. Then it is true that
\[ \mathbb{E}_t \left[ \left\| \frac{F(\theta_t + \mu u, \omega_t) - F(\theta_t - \mu u, \omega_t)}{2\mu} u_t \right\|^2 \right] \]
\[ \leq \frac{10}{3} \left( Lp^2 + \frac{\epsilon_t^2}{\mu} \right). \]
**Proof:** For brevity in notation, let \( \nabla \phi F_{\mu}(\theta_t, \omega_t) \) stand for the gradient estimate at time \( t \) given on left hand side of (15) inside the norm squared. Add and subtract \( J(\theta_t + \mu u) + J(\theta_t - \mu u) \), and rearrange to obtain
\[ \nabla \phi F_{\mu}(\theta_t, \omega_t) = \frac{J(\theta_t + \mu u) - J(\theta_t - \mu u)}{2\mu} u_t \]
\[ + \frac{F(\theta_t + \mu u, \omega_t) - F(\theta_t + \mu u)}{2\mu} u_t \]
\[ + \frac{J(\theta_t - \mu u) - F(\theta_t - \mu u, \omega_t)}{2\mu} u_t. \]
Take the norm squared of both sides and apply \( \|a + b + c\|^2 \leq 10 (\|a\|^2 + \|b\|^2 + \|c\|^2) / 3 \) to obtain
\[ \|\nabla \phi F_{\mu}(\theta_t, \omega_t)\|^2 \]
\[ \leq \frac{10}{3} \left\| \frac{J(\theta_t + \mu u) - J(\theta_t - \mu u)}{2\mu} u_t \right\|^2 \]
\[ + \frac{10}{3} \left\| \frac{F(\theta_t + \mu u, \omega_t) - F(\theta_t + \mu u)}{2\mu} u_t \right\|^2 \]
\[ + \frac{10}{3} \left\| \frac{J(\theta_t - \mu u) - F(\theta_t - \mu u, \omega_t)}{2\mu} u_t \right\|^2. \]
Take the expected value of both sides. Finally, we bound the expected value of the square of the norm of the normal vector \( \mathbb{E}[\|u\|^2] = p^2 \), and we bound the first term by Lipschitz Assumption 2 and the second and third terms by function approximation error \( \epsilon_t \) according to (10) to obtain the final result,
\[ \mathbb{E}[\|\nabla \phi F_{\mu}(\theta_t, \omega_t)\|^2] \leq \frac{10}{3} \left( Lp^2 + \frac{\epsilon_t^2 p}{2\mu^2} \right). \]

Now we are ready to prove the main theorem.

**B. Proof of Theorem 2**
Using the assumption that \( J(\theta) \) is \( L \)-smooth, we have
\[ J(\theta_{t+1}) \geq J(\theta_t) + (\theta_{t+1} - \theta_t)^T \nabla J(\theta_t) - L\|\theta_{t+1} - \theta_t\|^2. \]
Let \( \eta \) denote the conditional expectation taken relative to history up to iteration \( t-1 \). Further, let \( \eta \nabla \phi F_{\mu}(\theta_t, \omega_t) \) denote the expected update \( \theta_t - \theta_{t-1} \) as shown in algorithm 2. Then, we obtain
\[ \mathbb{E}_t \left[ J(\theta_{t+1}) \right] \geq J(\theta_t) + \eta \nabla \phi F_{\mu}(\theta_t, \omega_t)^T \nabla J(\theta_t) \]
\[ - \eta^2 \mathbb{E}_t \left[ \left\| \frac{F(\theta_t + \mu u_t, \omega_t) - F(\theta_t - \mu u_t, \omega_t)}{2\mu} u_t \right\|^2 \right]. \]
Add and subtract \( \eta \nabla J(\theta_t)^T \nabla J(\theta) \) and apply Lemma 3 to obtain
\[ \mathbb{E}_t \left[ J(\theta_{t+1}) \right] \geq J(\theta_t) + \eta \nabla \phi F_{\mu}(\theta_t, \omega_t)^T \nabla J(\theta_t) \]
\[ - \eta^2 \mathbb{E}_t \left[ \left\| \frac{F(\theta_t + \mu u_t, \omega_t) - F(\theta_t - \mu u_t, \omega_t)}{2\mu} u_t \right\|^2 \right]. \]
Using Cauchy-Schwartz and the fact that \( J(\theta) \) is \( G \)-Lipschitz, and Assumption 1 to bound \( \|\nabla \phi F_{\mu}(\theta_t, \omega_t) \|^2 \) by \(-\beta\|\nabla F(\theta_t, \omega_t) \| \) to obtain
\[ \mathbb{E}_t \left[ J(\theta_{t+1}) \right] \geq J(\theta_t) + \eta \nabla J(\theta_t)^T \nabla J(\theta_t) \]
\[ - \eta^2 \mathbb{E}_t \left[ \left\| \frac{F(\theta_t + \mu u_t, \omega_t) - F(\theta_t - \mu u_t, \omega_t)}{2\mu} u_t \right\|^2 \right]. \]
Take the total expectation and invoke Lemma 2 to obtain
\[ \mathbb{E}_t \left[ J(\theta_{t+1}) \right] \geq J(\theta_t) - \eta^2 \beta \sqrt{p} \left( \epsilon_t \mu^{-1} + G\mu \right) \]
\[ + \eta \mathbb{E}_t \left[ \nabla J(\theta_t)^T \nabla J(\theta_t) \right] - \eta^2 \beta \sqrt{p} \left( \epsilon_t \mu^{-1} + G\mu \right). \]
Reorder terms and sum until \( T \) and divide by \( 1/(\eta T) \)
\[ \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}_t \left[ \nabla J(\theta_t)^T \nabla J(\theta_t) \right] \leq \frac{J(\theta_0) - E[J(\theta_T)]}{\eta T} + 2\beta \epsilon T \mu^{-1} \sqrt{p} \]
\[ + G\beta + \frac{10}{3} L^3 \eta p^2 + \frac{10}{3} L^3 \eta \epsilon^2 \mu^{-2} \]
Bound \( J(\theta_0) - E[J(\theta_T)] \) by \( 2J \) by Assumption 1. Define \( \epsilon_T = \sum_{t=1}^{T} \epsilon_t / T \). Set \( \eta = T^{-1/2} \) to conclude the proof.