Research on the incremental learning SVM algorithm based on the improved generalized KKT condition
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Abstract. In order to adapt to the classification of the large-scale data and the dynamic data, this paper proposes an incremental learning strategy of SVM called GGKKT–ISVM algorithm based on the generalized KKT condition. The algorithm sets the generalized extension factors by the samples distribution density in order to make the useful samples become new support vectors, and it trains a new classifier. Then this algorithm modifies the classifier secondly, and it can not only keep the historical classification information, also can make full use of the new samples’ information, and structure the classifier that has stronger generalization ability. The experimental results show that the algorithm has a good classification effect.

1. Introduction
Support vector machine (SVM) is proposed by Vapnik et al. [1], which is a new tool to solve machine learning problems by the means of the quadratic programming method. SVM has been widely used in classification problems because of their excellent learning performance. However, with the development of science and technology, the traditional SVM can’t meet the classification demands of the large-scale data and the dynamic data. In order to solve the above problems, the incremental learning algorithm of SVM—ISVM (Incremental Support Vector Machine) [2-5] is proposed. Compared with the traditional SVM, ISVM can make full use of the historical training results and effectively learn the new structural information in real time. At the same time, ISVM reduces the training time after adding new samples, and it does not need to save all the historical data, which greatly reduces the occupation of storage space. Therefore, it is very great significant to study the ISVM algorithms [6].

At present, the research on ISVM algorithms mainly focuses on the optimization of the support vectors (SV) [7-10]. The earliest ISVM algorithm was proposed by Syed et al. [2]. This algorithm used the original support vectors and the new added samples as the SV to train the new classifier, but it ignored the effects of the non-support vectors that are close to the classification boundary. Li and Wang proposed other improved ISVM algorithms [11, 12]. Besides the above strategies based on the samples’ pre-selection, many scholars and experts have proposed ISVM algorithms based on KKT condition and Lagrange multiplier methods [8, 10, and 12].

In order to retain the original training results and the useful information, how to select a new SV set has become an important research direction of the ISVM algorithms.
2. KKT condition and GKKT condition

2.1. The relationship between KKT condition and samples distribution
SVM can attribute the classification problems to the following convex semi-definite programming problem:

$$\max \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} y_i y_j \alpha_i \alpha_j K(x_i, x_j)$$

$$s.t. \sum_{i=1}^{l} y_i \alpha_i = 0$$

$$0 \leq \alpha_i \leq C, i = 1, 2, \ldots, l$$

(1)

The solution of the above problems is the classification function: $y f(x) = \text{sgn}(f(x))$, in which, $f(x)$ is the decision function. Only if each sample in the training set $x$ satisfies the following KKT condition:

$$\begin{align*}
\alpha_i = 0 & \Rightarrow y_i f(x_i) \geq 1 \\
0 < \alpha_i < C & \Rightarrow y_i f(x_i) = 1 \\
\alpha_i = C & \Rightarrow y_i f(x_i) \leq 1
\end{align*}$$

(2)

$\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_l)$ is the optimal solution of the above programming problem.

Setting $(x_i, y_i)$ is the new sample, the distribution of samples against KKT condition can be divided into the following three types [13]:

1. $(x_i, y_i)$ located between the two classification intervals, it and its homogeneous samples are on the same side of the boundary. It can be correctly classified by the original classifier, and satisfies: $0 \leq y_i f(x_i) < 1$.

2. $(x_i, y_i)$ located between the two classification intervals, it and its homogeneous samples are on the opposite side of the boundary. It can’t be correctly classified by the original classifier, and satisfies: $-1 \leq y_i f(x_i) \leq 0$.

3. $(x_i, y_i)$ located outside the classification intervals, it and its homogeneous samples are on the opposite side of the boundary. It can’t be correctly classified by the original classifier, and satisfies: $y_i f(x_i) < -1$.

In summary, the samples against KKT condition satisfy: $y_i f(x_i) < 1$.

As is shown in Figure 1, the solid points represent the positive samples and the hollow points represent the negative samples. $f(x) = 0$ represents a classification hyperplane by training the original samples, and $g(x) = 0$ represents the updated classification hyperplane after adding the new samples. $P_1, P_2, P_3, P_4$ are the support vectors for the original classifier. When the new samples $N_1, N_2, N_3, N_4$ are added, the classifier will change. The support vectors for the new classifier become: $N_1, P_2, P_3, N_4$ which are the non-support vectors for the original classifier.

Theorem 1. Setting $(x_i, y_i)$ is a new sample, and $f(x)$ is the decision function according to the original classifier, if $(x_i, y_i)$ satisfies the KKT condition of the original classifier, it will not change the original SV set, otherwise, if $(x_i, y_i)$ violates the KKT condition, it will cause the SV set to change [14].

Theorem 2. If a new sample violates the KKT condition of the original classifier, some non-support vectors in the original data set may be converted to the support vectors after the incremental learning [15].

It can be seen from Theorem 1: the samples that violate the KKT condition will affect the final decision function. Therefore, the samples that violate the KKT condition will possibly change the information of the original classifier. It can be seen from Theorem 2: In the process of reconstructing...
the SV set, if we only consider the new samples which violate the KKT condition and the previous support vectors, ignoring the original non-support vectors, the updated SV set may not be optimal and the updated classification is also not optimal. Therefore, the non-support vectors that are closer to the classification interval in the original data set also need to be considered to add into the new SV set.

2.2. The relationship between GKKT condition and samples distribution

As is shown in Figure 1, the classification hyperplane may rotate because of the addition of the new samples. Therefore, when we reconstruct the SV set, we should consider extending the KKT condition by adding the generalized extension factors in order to avoid losing the useful samples’ information which are close to the classification intervals, thus we obtain the generalized KKT (GKKT) condition. So the samples that violate the GKKT condition will satisfy:

\[ y_f(x) \leq 1 + \delta \]  

in which, \( \delta \) is the generalized extension factor. If the samples are divided into the following three categories: (1) set \( U \) : the samples that violate the KKT condition. (2) set \( V \) : the samples of the original SV set. (3) set \( W \) : the samples that satisfy the KKT condition, and are close to the classification intervals. So, when \( \delta = 0 \), the samples that violate the GKKT condition are set \( UV \); when \( \delta > 0 \), the samples that violate the GKKT condition are \( U \cup V \cup W \).

3. Improved ISVM algorithm based on GKKT condition

This paper sets up the generalized extension factors based on the density of each class of samples, expanding the KKT condition as GKKT condition in order to add into the new SV set some non-support vectors which are far away from its class center as well as on the same side of its class center. Then we will train the classifier according to the new SV and modify it, and make it have better generalization ability.

3.1. Calculation of the GKKT extension factors

Supposing the original date set is \( A \), the samples which satisfy \( y_i \cdot f(x_i) > 1 \) in the positive class (negative class) of set \( A \) make up the set \( T^+ (T^-) \) i.e., these samples are outside the intervals. The denser the samples are in set \( T^+ (T^-) \), the closer the center of such samples are to the trained classifier interval boundary, thus the more the non-support vectors near the interval boundary. Therefore, the GKKT extension factors can be selected according to the distribution density of each class of the samples, so
that the useful information can be selected more effectively. Thus, we can use the following formulas to calculate the GKKT extension factors, \( \delta_+ \) and \( \delta_- \):

\[
\delta_+ = 1 - \rho_+, \quad \delta_- = 1 - \rho_-,
\]

in which, \( \rho_+ = \frac{\sum_{i=1}^{n_+} d_{i+}}{d_{\max+}} \) and \( \rho_- = \frac{\sum_{i=1}^{n_-} d_{i-}}{d_{\max-}} \) respectively reflect the distribution density of the samples in set \( T_+ \) and \( T_- \). \( d_{i+} = \|x_i - c_+\| \) represents the distance between the sample \( i \) in the set \( T_+ \) and the positive class center \( c_+ \), \( d_{j-} = \|x_j - c_-\| \) represents the distance between the sample \( j \) in the set \( T_- \) and the negative class center \( c_- \). \( n_+ \) and \( n_- \) respectively are the number of the samples of set \( T_+ \) and \( T_- \). \( d_{\max+} \) and \( d_{\max-} \) is the maximum distance between all samples in the set \( T_+ \) (or \( T_- \)) and the corresponding class center. Finally, we get a new GKKT condition:

\[
y \cdot f(x) \leq 1 + \delta = 1 + (1 - \rho) , \quad \delta \in \{ \delta_+, \delta_- \}, \rho \in \{ \rho_+, \rho_- \}
\]

3.2. The process of the GGKKT-ISVM algorithm

In this paper, the ISVM algorithm based on the improved GKKT condition is called GGKKT–ISVM algorithm and its process is as follows:

**Precondition.** Set \( A \) is the original data set, set \( B \) is the new data set, and the positive and negative samples of set \( A \) satisfying condition: \( y_i \cdot f(x_i) > 1 \) respectively make up set \( T_+ \) and set \( T_- \).

**Algorithm goal.** Obtaining the optimal SVM classifier based on \( A \cup B \).

Step1. We use the samples in set \( A \) to train the Old-classifier, and get the classification prediction function \( f_0(x) \), and the support vectors marked as \( SV_0 \).

Step2. If some samples in set \( B \) violate the KKT condition of the Old-classifier and put these samples into set \( B_1 \), and put the rest of samples into set \( B_2 \), then turn into Step3, otherwise, if there are no samples against the KKT condition, the algorithm ends and the Old-classifier is the final classifier.

Step3: Formula (4) is used to calculate the density of the samples in set \( T_+ \) and set \( T_- \), and then we can get the generalized extension factors for the positive samples and the negative samples.

Step4: For the samples in set \( A \) and set \( B \), we select the samples against the GKKT condition according to the formula (5), and construct the new support vectors marked as \( SV_1 \);

Step5: We use the samples in \( SV_1 \) to train and form a new classifier marked as New-classifier, and get a new classification prediction function \( f_1(x) \);

Step6: If all samples in the set \( B_2 \) satisfy the GKKT condition of the New-classifier, then the New-classifier is the final classifier and turn to Step8. If there are samples in set \( B_2 \) against the GKKT condition of the New-classifier, they will be put into set ADD.

Step7: We will train a new classifier with the samples in the set \( SV_1 \cup ADD \), and get the New1-classifier and prediction functions \( f_1(x) \);

Step8: If we get new samples again, we will repeat Step2-Step7 and update the SVM classifier.

4. Experiment and the analysis of the experimental results

In order to verify the effectiveness of the proposed method, we have a numerical simulation experiment on PC. We use Gaussian RBF kernel function in this experiment, and the value of parameters are \( \gamma = 4.0 \), \( C = 200 \). In this experiment, Simple-ISVM, PISVM [16] and GGKKT-ISVM proposed in this paper are used for comparison, and combined with UCI data sets for testing. The data sets of UCI used in this paper and their data characteristics are shown in Table 1. In this experiment, each data set is divided into 5 parts. In order to test the SVM incremental learning algorithms, we use the first 100 examples as the
initial training samples, the 100 examples as the incremental training samples every time. We repeat the process for 3 times, and select 100 examples as the testing samples after each incremental learning. The classification accuracy after each incremental learning of these algorithms is shown in Table 2.

Table 1. The description of the UCI data sets used in this experiment.

| Data set           | Dimension | Sample size |
|--------------------|-----------|-------------|
| WDBC               | 30        | 569         |
| Banana             | 2         | 5300        |
| Phoneme            | 5         | 5404        |
| Mammographic       | 4         | 748         |
| Robert Navigation  | 24        | 5456        |
| Vowel              | 10        | 528         |

Table 2. The classification accuracy comparison of the different ISVM algorithms.

| Data sets           | Number of incremental learning | Simple-ISVM | PISVM | GGKKT-ISVM |
|---------------------|--------------------------------|-------------|-------|------------|
| WDBC                | 1                              | 87.0        | 88.0  | 87.0       |
|                     | 2                              | 94.0        | 96.0  | 94.0       |
|                     | 3                              | 95.0        | 96.0  | 96.0       |
| Banana              | 1                              | 73.0        | 73.0  | 73.0       |
|                     | 2                              | 77.0        | 73.0  | 80.0       |
|                     | 3                              | 81.0        | 75.0  | 80.0       |
| Phoneme             | 1                              | 78.0        | 80.0  | 79.0       |
|                     | 2                              | 76.0        | 80.0  | 83.0       |
|                     | 3                              | 58.0        | 80.0  | 80.0       |
| Mammographic        | 1                              | 0.57        | 0.94  | 0.96       |
|                     | 2                              | 0.61        | 0.90  | 0.96       |
|                     | 3                              | 0.96        | 0.96  | 0.96       |
| Robert Navigation   | 1                              | 91.0        | 86.0  | 92.0       |
|                     | 2                              | 92.0        | 86.0  | 92.0       |
|                     | 3                              | 94.0        | 86.0  | 95.0       |
| Vowel               | 1                              | 93.0        | 89.0  | 94.0       |
|                     | 2                              | 96.0        | 93.0  | 90.0       |
|                     | 3                              | 95.0        | 92.0  | 96.0       |

5. Conclusion

From the experimental results, we can see that the majority samples’ classification accuracy increases continuously with the increase of the increment learning times, and the GGKKT-ISVM algorithm proposed in this paper has the higher accuracy rate of classification. The algorithm uses the distribution characteristics of the samples to construct the GKKKT condition, which can better select the samples that violate the original KKT condition and are closed to the classification hyperplane. At the same time, this algorithm also makes a second modification for the classifier. This improved algorithm can avoid the loss of the useful non-support vectors of the Simple-ISVM algorithm, and also can avoid the shift of the hyperplane because only one sample is added every time in the PISVM algorithm. It has better generalization ability.
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