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Abstract
We proposed a novel method for 2D image compression-encryption whose quality is demonstrated through accurate 2D image reconstruction at higher compression ratios. The method is based on the DWT-Discrete Wavelet Transform where high frequency sub-bands are connected with a novel Hexadata crypto-compression algorithm at compression stage and a new fast matching search algorithm at decoding stage. The novel crypto-compression method consists of four main steps: 1) A five-level DWT is applied to an image to zoom out the low frequency sub-band and increase the number of high frequency sub-bands to facilitate the compression process; 2) The Hexa data compression algorithm is applied to each high frequency sub-band independently by using five different keys to reduce each sub-band to 1/6 of its original size; 3) Build a look up table of probability data to enable decoding of the original high frequency sub-bands, and 4) Apply arithmetic coding to the outputs of steps (2) and (3). At decompression stage a fast matching search algorithm is used to reconstruct all high frequency sub-bands. We have tested the technique on 2D images including streaming from videos (YouTube). Results show that the proposed crypto-compression method yields high compression ratios up to 99% with high perceptual quality images.
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1 Introduction

Image compression has acquired increased importance within the context of data streaming, satellite communications, and remote sensing techniques. Large transmission bandwidths
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mean high cost and massive amounts of storage space, leading to the requirements for fast and efficient image and data compression algorithms [4,5]. JPEG is a lossy coding method considered adequate as an image compression tool [1, 2] for many applications including photography, web browsing, image editing and printing. However, with the development of multimedia technologies and the need to secure data while reducing the amount of bandwidth and storage space, research on multimedia compression and encryption have become hot topics. Due to the characteristics of large data volumes and real time requirements, traditional ciphers need improvements to be efficiently applied to data.

The latest international image compression standards JPEG2000 [7, 9] is widely used and it is our purpose to develop a secure compression method based on JPEG2000 codec. Some algorithms have been reported [8, 10] in the literature keeping the file format unchanged and at low computational cost, but not secure. If one adds standard encryption/decryption to these algorithms, processing time becomes a major bottleneck for real time image and video processing and transmission or streaming. There are other aspects to consider such as the time required for coding/decoding and other processing requirements [11, 12]. It is acknowledged in the literature the it is still difficult to perform compression and encryption in a time-efficient way as noted by Chang and Liu [13]. In an attempt to reduce processing time, methods have been proposed combining compression and encryption into a single process [14, 15] resulting in high computationally intensive methods which are, above all, insecure techniques. In video processing, encryption and decryption times can be reduced by using partial or selective encryption. Partial encryption can be very effective to many applications since high speed encryption is obtained by selectively encrypting sensitive data components [16, 17].

Our aims are to develop image compression methods that yield high compression ratios with high perceptual quality of image, secure and of fast execution. In this paper, we build on the concept of compression with partial encryption by proposing a method of data compression that generates a set of data-dependent compression keys. The proposed method is based on converting sets of six data items into single floating-point values derived from the data-dependent keys. An overview of the method is depicted in Fig. 1. A 5-level DWT-Discrete Wavelet Transform is applied to the image. The fifth level LL of the DWT is subjected to arithmetic coding while the other levels representing high frequency coefficients are combined together and subjected to the Hexadata method proposed here, then zeros are removed from the data followed by arithmetic coding.

The Hexadata method generates a set of compression keys. Lest the keys not be compromised, the method is a secure crypto-compression on its own. It is thus, a per-file crypto compression method which, for security in depth, only the keys need be further encrypted by the AES-Advanced Encryption Standard method providing absolute security while not compromising the speed of decoding. However, it is not in the scope of this paper to discuss the extra AES step, neither to demonstrate mathematically the security of the generated keys. The remaining of this paper is organized as follows. Section 2 introduces the Discrete Wavelet Transform and Section 3 describes the Hexadata method for compression and decompression. Experimental results are presented in Section 4 and conclusions in Section 5.

2 The discrete wavelet transform (DWT)

Recent image compression methods, especially at low bit rate, play a significant role in applications such as storage on low memory devices, data transmission over narrow-band channels, wireless
communication and data streaming over the Internet. It has been shown in the literature that wavelet-based coding can provide improvements in image quality at higher compression ratios.

DWT is a multi-resolution decomposition technique of the input signals. Signals are first decomposed into two subspaces namely low-frequency sub-band (achieved through low-pass filtering) and high-frequency (high-pass filtering) sub-band. For the classical DWT, a low-pass digital filter and a high-pass digital filter implement the forward decomposition of a signal. Both the digital filters are derived using the scaling function and the corresponding wavelets [3]. The system down-samples the signal by banks of half-band filters resulting in the decomposition process [6].

In this work we use a five-level DWT decomposition to reduce the low-coefficient values (i.e. zoom-in LL size) and to increase the number of high-frequency coefficients. Additionally, the high-frequencies at the first level (i.e. LH1, HL1 and HH1) are set to zero. This is because higher image resolution helps the DWT to remove insignificant coefficients from high-frequency sub-bands and the ability of DWT to recover approximately the original 2D image without the need for LH1, HL1 and HH1 sub-bands [18–20]. All the others high-frequency sub-bands in the lower levels are compressed by our approach as illustrated in Fig. 1.

After a five-level DWT is applied to the 2D image, a quantization process is applied to each sub-band independently. The quantization process is based on dividing a sub-band by a uniform value, as described by the following equation:

$$H_Q = \text{round}\left(\frac{H}{Q}\right)$$  \hspace{1cm} (1)

Where $0 < Q \leq \text{Max}$. The maximum value (Max) of Q is the maximum of a high-frequency sub-band which means that Q is strictly data-dependent, and $H_Q$ represents a quantized high-frequency sub-band. Here $Q$ is the quantization value, which means all the coefficients are divided by a single value $Q$ then rounded to integer. Due to the properties of the DWT, each low-frequency sub-band is quantized by Eq. (1) (i.e. $L_Q = \text{round}(L/Q)$) before being decomposed into further sub-bands.

![Fig. 1 The proposed 2D image crypto-compression](image-url)
3 The Hexadata crypto-compression method

The GMPR-Geometric Modelling and Pattern Recognition Research proposed Hexa-data compression is a method to perform data compression with high compression ratios. The main novel step is that from a data represented as an array or a matrix of integer values, divide the data into blocks of 6 items, and convert each such set to a single floating-point through hierarchical two-level key sets. The steps in the algorithm are:

1. Generate three keys and convert each three data items to a single value by multiplying each value by their respective key and sum over the result. The output from such triplet encoding is an ordered list or array of coded values [18, 20]. The following equation represents triplet encoding:

\[ e(i) = K1 \times d(n) + K2 \times d(n + 1) + K3 \times d(n + 2) \]  

Where \( e(i) \) is the encoded output from a stream of original data \( d(n) \).

2. The output from step 1 is converted to another stream of encoded data by multiplying each value by their respective second level keys as shown in Fig. 2 and the following equation represents the second level encoding:

\[ C(j) = K4 \times e(p) + K5 \times e(p + 1) \]  

Where \( C(j) \) is the final encoded output from previous encoded data \( e(i) \). The key values \( K1, K2, K3, K4 \) and \( K5 \) are generated by a key generator algorithm according to the following steps [18, 20]:

During crypto-compression, the probabilities of compressed data are computed resulting in a data set that we call Limited-Data [18, 20], which are used later at decompression stage as shown in Fig. 3.

3.1 The crypto-compression step

In this section we illustrate the encoding steps. Assume we have the following input: Data = [65, 8, 90, 8, 100, 12, 1, 0, 8, 23, 0, 9, 1, 0, 8, 23, 0, 9] (data size is 18). The keys for the first level are generated from the key generator algorithm: \( L1 = [1, 169, 28, 390] \). The keys for the second level are generated from a random number between 0 and 1: \( L2 = [1, 0.905] \) Where: \( L1 = [K1, K2, K3] \) and \( L2 = [K4, K5] \).

In Fig. 4, we stress that sorting by the first data item is a very important function in our proposed method as it is used in the decompression stage for fast search. Meanwhile, the relevant 6 data items are saved in a Limited-Data array, because these data will later be used to recover the original data. The Limited-Data array is sorted by the insert sort algorithm as each data item is generated. It is one of popular sorting methods [21] with linear time complexity \( O(n) \) given that data are sorted in ascending order as they are included in the array.

The main reason to remove the output and replace by "Nil", is to reduce the size of the Limited-Data array. Also, the outputs required to decrypt the data and can be separately encrypted for higher security such as by the AES method. The last step in the algorithm is
to apply Arithmetic Coding to the Limited-Data and the output to produce a stream of compressed data.

Some observations are made as follows. In the example above, L2 seems to have many data items and may be wrongly interpreted as a handicap to compression. But the fact is that most of the data are repeated in 2D images which help to achieve a high compression ratio. In a five level DWT transform it would normally mean that more than 50% of data are zero or insignificant. The approach works well and yields compression ratios up to 99% with good perceptual quality of the image as shown in Section 5.

3.2 The decoding step

The decoding algorithm represents the inverse of Hexa-data crypto-compression algorithm. It starts by computing the summation of each 6 relevant data from Limited-Data through equation Eq. (3) by using the same keys (K1 – K5). Figure 5 illustrates the decoding steps.

Decompression begins by matching each generated set of possible data with the outputs in the Limited-Data and, if the match is successful, the result contains the values we are after namely the relevant 6 data items representing the decoded data. It is a simple search within a look up table with time complexity of $O(\log n)$, because the array is sorted and a binary search algorithm is used for fast recovery.

Note that a binary search requires the Limited-Data be sorted in ascending order according to the output. The algorithm compares each item of compressed data with the middle value Limited-Data. If the values match, then its relevant 6 data items are returned (i.e. the 6 relevant

Original data (size $n$)

![Diagram of original data](image)

Coded data at first level (size $n/3$)

![Diagram of coded data at first level](image)

Coded data at second level (size $[n/3]/2$)

![Diagram of coded data at second level](image)

Fig. 2 The structure of the Hexa-data lossless crypto-compression algorithm
Fig. 3 Limited-Data represents the unique data set from the compressed data. This set represents the space search, which is used at decompression stage.

Fig. 4 Example of the Hexadata coding algorithm at work.
items are the decoded data). Otherwise, if the data value is less than the middle element of the Limited-Data, then the algorithm is repeated on the sub-array to the left of the middle element or, if the value is greater, on the sub-array to the right [21]. The possibility of a “Not Matched” does not exist, because the Limited-Data has been previously built at compression time containing one item of each original data. This decoding method runs much faster than our previous algorithm proposed in the Patent WO 2016/135510A1 [22].

3.3 Removing Zeros from high-frequency sub-band

After the five level DWT is applied to the 2D image, at 5th level the LL5 size is very small and can be reduced to a few bytes by Arithmetic Coding. Meanwhile, all other high-frequency sub-bands are encoded by the proposed Hexa-data crypto-compression method. In order to achieve higher compression ratios, the output from the Hexadata algorithm can still be further compressed by removing zeros from the encoded data.

To separate zeros from nonzero data, a zero-array is computed by detecting the number of zeros between two nonzero values. For example, assume that a data set \( H = \{29,023.567, 0, 0, 0, 9457.334, 0, 0, 0, 0, -7123.123\} \) represents an encoded high-frequency sub-band. The zero-array will be \( Z = \{0,3,0,5,0\} \) where the zeros are placeholders for nonzero data and the other numbers are the zero counts between two consecutive non-zero data. Techniques to further increase the compression ratio can be applied here, such as replacing the number “5” with “3” and “2” to increase the probability (i.e. the re-occurrence) of redundant data [18]. This would yield a new equivalent zero-array as \( Z = \{0,3,0,3,2,0\} \). Finally, each encoded high-

---

**Fig. 5** Hexadata decoding steps

---

Compressed-Encrypted Data

Binary Search algorithm

Using Binary Search algorithm for fast matching Compressed-Encrypted Data with the output in Limited-Data

**Limited Data** (Output) | **(Relevant 6 data)**
---|---
458378.365 | 1 0 8 23 0 9
2880134.14 | 65 8 90 8 100 12

65, 8, 90, 8, 100, 12, 1, 0, 8, 23, 0, 9, 1, 0, 8, 23, 0, 9,
frequency sub-band has its own zero-array and nonzero-array and each array is compressed by arithmetic coding for higher compression ratios.

4 Experimental results

The proposed image decoding starts by recovering the high-frequency sub-bands. At the 5th level the high-frequency sub-bands (LH5, HL5 and HH5) are recomposed with LL5 (i.e. apply inverse DWT) to generate new LL4 which is recomposed with its relevant high-frequencies. This process continues until the last LL at the 1st level is recovered. In the process, all other levels of LL, HL, LH and HH are recovered completing thus, the 2D image decoding. The experimental results described here were implemented in MATLAB R2014a running on an Intel Core i7-3740QM microprocessor (4 cores).

Results are described in two ways: first, the method is applied to images of different sizes and their visual quality are assessed with Root Mean Square Error (RMSE) and Peak Signal to Noise Ratio (PSNR). Second, the proposed compression technique is applied to a stream of video images. Table 1 shows the first part of results by applying the crypto-compression method to three selected images shown in Fig. 6.

In Table 1, “L” and “H” refer to quantization value “Q” (see Eq. 1), which is applied to both low and high frequency sub-bands in each level respectively. Meanwhile, “N” refers to “No quantization” for the high-frequency sub-band at the first level DWT – otherwise image quality would be seriously compromised.

Figure 6 illustrates the perceptual quality of decoded images. The images on the left are decoded from crypto-compression with low compression ratios with high image quality, while decompressed images on the right refer to high compression ratios with good image quality. The results in Fig. 6 demonstrate that our proposed crypto-compression method is capable of compressing images at low bit rate while preserving image details.

Additionally, Table 2 shows our proposed Hexa-data compression applied to 2D images of various sizes for 3D reconstruction from a single image. The 3D mesh reconstruction is based on Convolutional Neural Networks (CNN), which depend on training on an appropriate set of 2D images and 3D facial models. The CNN technique works with a single 2D face image and camera lens alignment is not required (i.e. it does not need calibration for an image), it accepts arbitrary facial poses and expressions, and its output is the reconstructed 3D facial geometry. After the Hexa-data method is applied, the decoded images are uploaded to the website and after a few seconds a 3D model is returned as shown in Fig. 7. The main reason to test our method on 3D reconstruction is to provide another level of perceptual assessment of the quality of the compression and decoding methods. Anyone without any training can perform a visual assessment of the quality of a 3D reconstructed face. Furthermore, the widespread of 3D applications into VR-Virtual Reality and AR-Augmented Reality enabled by a range of 3D applications (i.e. Autodesk, 3Dmax, MeshLab, Geomagic, and a range of Animation studios) depend on 2D images.

In a second test, we applied our proposed crypto-compression method to a 720dpi video sequence. We used Windows movie maker application to grab images from the video and the compression method was applied to each image independently (i.e. we did not resort to other video compression techniques). Results are summarized in Table 3 and Fig. 8 shows the performance of the coding and decoding method respectively.
Concerning crypto-compression as presented here, we do not perform a comparative analysis with other techniques because the final crypto-compressed file consists of the compressed data, arithmetic coding probabilities, compression keys, generated limited-data and Hexa-data probabilities. All such information is included for each image as a file header and the header itself can be as large as the actual compressed data. Normally the size of the header file can represent around 25% of the final crypto-compressed file. Since state-of-the-art methods do not have such headers as they are not designed with security in mind, it would not lead to a fair comparison: if header information is removed and only the actual compressed data sizes are compared it would be wrong, as our data cannot be decompressed without header information. If header information is added to the compressed data still would not be right as the size of the header is data-dependent and a direct comparison would yield inconclusive results as some files would be larger and some would be equivalent to standard methods.

The purpose of the research reported here is to demonstrate that the method can be applied to image and video compression where security (or sensitivity) of data is a concern. Furthermore, it is demonstrated that the method yields recovery of the original images with high quality. Although results reported in Table 3 are impressive in terms of compression ratios, we are working on improving these for image and video sequences with a follow on in-depth comparative analysis with state-of-the-art methods. Research is under way and results will be reported in the near future.

5 Conclusion

This paper has proposed and demonstrated a novel method for image crypto-compression for 2D images and illustrated the quality of compression through objective measures such as
Fig. 6 Crypto-compressed and decoded by our proposed method. (a) Girl image original size 6.59 MB (1920 × 1200 pixels). Left: decompressed image with RMSE=6.4. Right: decompressed Image with RMSE=8.3. (b) Fish image, original size 23.5 MB (3504 × 2336 pixels). Left: decompressed image with RMSE=2.6. Right: decompressed image RMSE=4.3. (c) Relax image, original size 19.3 MB (3184 × 2124 pixels). Left: decompressed image with RMSE=4.6. Right: decompressed image with RMSE=6.1.

Table 2 Hexa-data Crypto-Compression results for 2D images used in 3D applications

| 2D Image | Original Size | Compressed Size | Bpp-Bits per pixel | Quantization factor | RMSE | PSNR |
|----------|---------------|-----------------|--------------------|---------------------|------|------|
| Face1.BMP | 1.0 MB        | 14.1 KB         | 0.013              | L=[1 2 2 2 2]       | 4.8  | 41.3 |
|          |               |                 |                    | H=[N 30 20 20 10]   |      |      |
|          |               |                 |                    | L=[2, 3]            |      |      |
|          |               |                 |                    | H=[N 30 30 20 10]   |      |      |
| Face2.BMP | 7.17 MB       | 24.6 KB         | 0.0033             | L=[2 2 2 2 1]       | 4.9  | 41.2 |
|          |               |                 |                    | H=[N 30 30 20 10]   |      |      |
|          |               |                 |                    | L=[3 2 2 2 2]       |      |      |
|          |               |                 |                    | H=[N 30 30 20 10]   |      |      |
| Face3.BMP | 3.0 MB        | 60.1 KB         | 0.019              | L=[1 1 2 2 1]       | 4.2  | 41.8 |
|          |               |                 |                    | H=[N 30 20 10 5]    |      |      |
|          |               |                 |                    | L=[2 2 2 2 1]       |      |      |
|          |               |                 |                    | H=[N 30 30 20 5]    |      |      |
RMSE and PSNR and the perceived quality of the visualization. As per JPEG2000, our proposed method is based on DWT, but it is different in the way it is applied. It incorporates

- Uncompressed 2D images
- Decoded 2D images from Hexadata crypto-compression
- The decompressed 2D images converted to 3D faces

**Fig. 7** (a) Uncompressed images: (Left) Face1 (744 × 480), (Middle) Face2 (1936 × 1296), and (Right) Face3 (1024 × 1024), (b) Compressed and decoded 2D images by our approach, (c) The decompressed 2D images used to reconstruct 3D faces by using the web 3D application, (d) 3D faces saved as 3D objects used in 3D applications

RMSE and PSNR and the perceived quality of the visualization. As per JPEG2000, our proposed method is based on DWT, but it is different in the way it is applied. It incorporates

| Video name | Total original size | Each frame size (1280 × 720) | No. of Frames | Movie duration (sec.) | Total crypto-compression size | Quantization factor | Average RMSE and PSNR for all the frames |
|------------|---------------------|-----------------------------|---------------|----------------------|-----------------------------|--------------------|----------------------------------------|
|            | Y                   | CbCr                        |               |                      |                             |                    |                                        |
| Video 1    | 1.15 GB             | 2.63 MB                     | 452           | 22.6                 | 19.7 MB                    | L = [1 2 2 , 2 1 ]   | L = [1 2 2 , 2 2 ] | RMSE: 3.2 | PSNR: 43 |
|            |                     |                             |               |                      |                             | H = [N 10 , 20 , 10 5 ] | H = [N 10 , 20 , 10 5 ] |                                        |
| Video 2    | 1.41GB              | 2.63 MB                     | 550           | 27.5                 | 37 MB                      | L = [1 1 1 , 2 2 ]   | L = [1 1 2 , 2 2 ] | RMSE: 3.7 | PSNR: 42.4 |
|            |                     |                             |               |                      |                             | H = [N 30 , 20 , 20 10 ] | H = [N 30 , 20 , 20 10 ] |                                        |
a number of additional steps at compression stage notably the minimization of high frequency encoding by the Hexa-data algorithm and fast matching search algorithm at decompression stage. The results showed that our approach yields good image quality with high compression ratios. Furthermore, it is demonstrated that it is able to reconstruct 3D surfaces based on 2D images also at high compression ratios. At the same time, the compressed image data are encoded by five different keys; this added a novel feature to our compression algorithm that
can be exploited in security applications. A summary of the method main advantages and disadvantages is given below.

Advantages:

- The method uses a five-level DWT to increase the number of high frequencies and keep a single low-frequency sub-band (i.e. the low-frequencies can compress to a few bytes depending on image size).
- At each level the high-frequencies sub-bands are combined together followed by the Hexadata method applied to the combined sub-bands to reduce the matrix size, leading to increased compression ratios, and coding the matrix by using five different keys. This is the main feature of our proposed algorithm lending it to secure data compression using partial encryption.
- At decompression stage, a fast matching search algorithm is used to decode the high-frequency matrix, using the five symmetric keys from the compression steps. The generation and use of such keys render the proposed method suitable for security applications, as data can only be decompressed with the keys. Another feature of the algorithm is that it runs much faster than our previous work proposed in the patent [22].
- The experiments show that the technique is suitable for real-time applications such as compression of 3D data and video data streaming. Moreover, compression ratios up to 99% can be achieved without significant image degradation. Equally, the method can be applied to video sequences with good image quality.

Disadvantages:

- The information needed to decode the data (keys, limited-data, image and block size in the form of a look up table) are kept in the header file and such information increases the compressed data size.
- The complexity of the crypto-compression steps is greater than that of existing codecs due to the coding of each six items of data which also increases the execution time for large images.

Further work includes the mathematical analysis of the crypto-compression method – that is, what would be the required effort to decode the image if the compression keys and other information in the look up table were not available. In addition, we are investigating making the AES an integral component of the crypto-compression method such that it can be widely used for secure data compression and encryption.
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