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Abstract

We prove exponential decay of correlations for a class of $C^{1+\alpha}$ uniformly hyperbolic skew product flows, subject to a uniform nonintegrability condition. In particular, this establishes exponential decay of correlations for an open set of geometric Lorenz attractors. As a special case, we show that the classical Lorenz attractor is robustly exponentially mixing.

1 Introduction

Although there is by now an extensive literature on statistical properties for large classes of flows with a certain amount of hyperbolicity, the situation for exponential decay of correlations remains poorly understood. Groundbreaking papers by Chernov and Dolgopyat [10, 11] proved exponential decay for certain Anosov flows, namely (i) geodesic flows on compact surfaces with negative curvature, and (ii) Anosov flows with $C^1$ stable and unstable foliations. The method was extended by [14] to cover all contact Anosov flows (which includes geodesic flows on compact negatively curved manifolds of all dimensions).

Outside the situation where there is a contact structure, [10, 11] relies heavily on the smoothness of both stable and unstable foliations, a situation which is pathological [13]: for Anosov flows, typically neither foliation is $C^1$.

Baladi & Vallée [7] introduced a method, extended by [6], for proving exponential decay of correlations for flows when the stable foliation is $C^2$. This is still pathological for Anosov flows. However, for uniformly hyperbolic (Axiom A) flows it can happen
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robustly that one (but not both) of the foliations is smooth. This formed the basis for
the paper by Araújo & Varandas [5] obtaining exponential decay of correlations for a
nonempty open set of geometric Lorenz attractors with $C^2$ stable foliations. Then [1]
obtained exponential decay for a nonempty open set of Axiom A flows with $C^2$ stable foliations.

In this paper, we point out how to relax the regularity condition in [7] from $C^2$ to $C^{1+\alpha}$. Combining this with the ideas from [6], we are able to prove exponential
decay of correlations for flows with a $C^{1+\alpha}$ stable foliation satisfying a uniform nonintegriability condition (UNI). This improvement is particularly useful in the case of the
classical Lorenz attractor where the stable foliation of the flow can be shown to be $C^{1+\alpha}$ (see [2, Lemma 2.2]), but it seems unlikely that the foliation is $C^2$. Uniform non-
integrability was recently established for such Lorenz attractors [2]. This includes the
classical Lorenz attractor and also vector fields that are $C^1$ close. Hence we obtain:

Theorem 1.1 The classical Lorenz attractor is robustly exponentially mixing.

The remainder of this paper is organized as follows. In Section 2, we consider
exponential decay of correlations for a class of nonuniformly expanding skew product
semiflows satisfying UNI, and extend the result of [7] by showing that certain $C^2$
hypotheses can be relaxed to $C^{1+\alpha}$. In Section 3, we prove the analogous result for
nonuniformly hyperbolic skew product flows. In Section 4, we apply our main results
to geometric Lorenz attractors and Axiom A flows.

Notation Write $a_n = O(b_n)$ or $a_n \ll b_n$ if there is a constant $C > 0$ such that
$a_n \leq b_n$ for all $n$.

2 Semiflows over $C^{1+\alpha}$ expanding maps with $C^1$
roof functions

In this section, we prove a result on exponential decay of correlations for a class
of expanding semiflows satisfying a uniform nonintegrability condition (called UNI
below). We work mainly in an abstract framework analogous to the one in [7] except
that we relax the condition that the expanding map is $C^2$.

Uniformly expanding maps Fix $\alpha \in (0, 1]$. Let $\{(c_m, d_m) : m \geq 1\}$ be a count-
able partition mod 0 of $Y = [0, 1]$ and suppose that $F : Y \to Y$ is $C^{1+\alpha}$ on each
subinterval $(c_m, d_m)$ and extends to a homeomorphism from $[c_m, d_m]$ onto $Y$. Let
$\mathcal{H} = \{h : Y \to [c_m, d_m]\}$ denote the family of inverse branches of $F$, and let $\mathcal{H}_n$ denote
the inverse branches for $F^n$.

We say that $F : Y \to Y$ is a $C^{1+\alpha}$ uniformly expanding map if there exist constants
$C_1 \geq 1$, $\rho_0 \in (0, 1)$ such that
(i) $|h'|_{\infty} \leq C_1 \rho_0^\alpha$ for all $h \in \mathcal{H}_n$,
(ii) $| \log |h'|_\alpha \leq C_1$ for all $h \in \mathcal{H}$,
where $| \log |h'|_\alpha = \sup_{x \neq y} | \log |h'|(x) - \log |h'|(y)|/|x - y|$. Under these assumptions, it is standard that there exists a unique $F$-invariant absolutely continuous probability measure $\mu$ with $\alpha$-Hölder density bounded above and below.

**Expanding semiflows** Suppose that $R : Y \to \mathbb{R}^+$ is $C^1$ on partition elements $(c_m, d_m)$ with $\inf R > 0$. Define the suspension $Y^R = \{(y, u) \in Y \times \mathbb{R} : 0 \leq u \leq R(y)\}/\sim$ where $(y, R(y)) \sim (Fy, 0)$. The suspension flow $F_t : Y^R \to Y^R$ is given by $F_t(y, u) = (y, u + t)$ computed modulo identifications, with ergodic invariant probability measure $\mu^R = (\mu \times \text{Leb})/\bar{R}$ where $\bar{R} = \int_Y R \, d\mu$. We say that $F_t$ is a $C^{1+\alpha}$ expanding semiflow provided

(iii) $|(R \circ h)'|_{\infty} \leq C_1$ for all $h \in \mathcal{H}$.
(iv) There exists $\epsilon > 0$ such that $\sum_{h \in \mathcal{H}} e^{\epsilon|R \circ h|_{\infty}} |h'|_{\infty} < \infty$.

**Uniform nonintegrability** Let $R_n = \sum_{j=0}^{n-1} R \circ F^j$ and define

$$\psi_{h_1, h_2} = R_n \circ h_1 - R_n \circ h_2 : Y \to \mathbb{R},$$

for $h_1, h_2 \in \mathcal{H}_n$. We require

(UNI) There exists $D > 0$, and $h_1, h_2 \in \mathcal{H}_{n_0}$, for some sufficiently large integer $n_0 \geq 1$, such that $\inf |\psi'_{h_1, h_2}| \geq D$.

The requirement “sufficiently large” can be made explicit. There are constants $C_3$ and $C_4$ in Lemmas 2.7 and 2.12 below that depend only on $C_1, \rho_0, \alpha$ and the spectral properties of the transfer operator of $F$. We impose in addition the condition $C_4 \geq 6C_3$. Then we require $n_0$ sufficiently large that

$$C_1^\alpha C_4^{\alpha n_0} (4\pi/D)^\alpha \leq \frac{1}{4}(2 - 2 \cos \frac{\pi}{12})^{1/2} \leq \frac{1}{4},$$

$$2\rho^{n_0}(1 + C_1^\alpha C_4) \leq 1,$$

$$C_4^{\alpha} \rho^{n_0} \leq \frac{1}{3},$$

where $\rho = \rho_0^\alpha$. From now on, $n_0$ and $h_1, h_2$ are fixed throughout the paper.

**Function space** Define $F_\alpha(Y^R)$ to consist of $L^\infty$ functions $v : Y^R \to \mathbb{R}$ such that $\|v\|_{\infty} = |v|_{\infty} + |v|_\alpha < \infty$ where

$$|v|_\alpha = \sup_{(y, u) \neq (y', u)} \frac{|v(y, u) - v(y', u)|}{|y - y'|^{\alpha}}.$$
Define \( F_{\alpha,k}(Y^R) \) to consist of functions with \( \|v\|_{\alpha,k} = \sum_{j=0}^{k} \|\partial_t^j v\|_{\alpha} < \infty \) where \( \partial_t \) denotes differentiation along the semiflow direction.

We can now state the main result in this section. Given \( v \in L^1(Y^R), w \in L^\infty(Y^R) \), define the correlation function

\[
\rho_{v,w}(t) = \int v w \circ F_t d\mu - \int v d\mu \int w d\mu.
\]

**Theorem 2.1** Assume conditions (i)--(iv) and UNI. Then there exist constants \( c, C > 0 \) such that

\[
|\rho_{v,w}(t)| \leq C e^{-ct}\|v\|_{\alpha,2}\|w\|_{\infty},
\]

for all \( v \in F_{\alpha,2}(Y^R), w \in L^\infty(Y^R), t > 0 \).

An alternative, and more symmetric, formulation is to require that \( v, w \in F_{\alpha,1}(Y^R) \). The current formulation has the advantage that we can deduce the almost sure invariance principle (ASIP) for the time-1 map \( F_1 \) of the semiflow.

**Corollary 2.2 (ASIP)** Assume conditions (i)--(iv) and UNI, and suppose that \( v \in F_{\alpha,3}(Y^R) \) with \( \int_Y v d\mu^R = 0 \). Then the ASIP holds for the time-1 map: passing to an enriched probability space, there exists a sequence \( X_0, X_1, \ldots \) of iid normal random variables with mean zero and variance \( \sigma^2 \) such that

\[
\sum_{j=0}^{n-1} v \circ F_j^i = \sum_{j=0}^{n-1} X_j + O(n^{1/4}(\log n)^{1/2}(\log \log n)^{1/4}), \text{ a.e.}
\]

The variance is given by

\[
\sigma^2 = \lim_{n \to \infty} \frac{1}{n} \int \left( \sum_{j=0}^{n-1} v \circ F_j^i \right)^2 d\mu = \sum_{n=-\infty}^{\infty} \int v v \circ F_n^i d\mu.
\]

The degenerate case \( \sigma^2 = 0 \) occurs if and only \( v = \chi \circ F_1 - \chi \) for some \( \chi \), where \( \chi \in L^p \) for all \( p < \infty \).

**Proof** This is immediate from [2, Theorem 5.2].

Suppose that \( \phi_t : M \to M \) is an ergodic semiflow defined on a compact Riemannian manifold \( M \) with probability measure \( \nu \) such that there is a semiconjugacy \( \pi : Y^R \to M \) satisfying \( \pi_*\nu^R = \nu \) and \( \phi_t \circ \pi = \pi \circ F_t \). Suppose further that \( C^2 \) observables \( v : M \to \mathbb{R} \) lift to observables \( v \circ \pi \in F_{\alpha,2}(Y^R) \). Then it is immediate that \( \tilde{\rho}_{v,w}(t) = \int v w \circ \phi_t d\nu - \int v d\nu \int w d\nu \) decays exponentially for \( v \in C^2(M), w \in L^\infty(M) \). As in [11], it follows from interpolation that \( v : M \to \mathbb{R} \) is required only to be Hölder:
Corollary 2.3 For any $\eta > 0$, there exist constants $c, C > 0$ such that
\[ |\bar{\rho}_{v,w}(t)| \leq Ce^{-ct}\|v\|C_{\eta}\|w\|_{\infty} \]
for all $v \in C_{\eta}(M), w \in L^{\infty}(M), t > 0$.

Proof Let $\delta \in (0, 1)$. We can choose $\tilde{v} \in C^{2}(M)$ with $|v - \tilde{v}|_{\infty} \leq \delta^{\eta}\|v\|_{C_{\eta}}$ and $\|\tilde{v}\|_{C^{2}} \leq \delta^{-2}\|v\|_{\infty}$.

Let $\tilde{c}, \tilde{C} > 0$ be the constants in Theorem 2.1. Then
\[ |\bar{\rho}_{\tilde{v},w}(t)| \leq \tilde{C}e^{-\tilde{c}t}\|\tilde{v}\|_{C^{2}}\|w\|_{\infty} \leq \tilde{C}e^{-\tilde{c}t}\delta^{-2}\|v\|_{\infty}\|w\|_{\infty}. \]
Also
\[ |\bar{\rho}_{v,w}(t) - \bar{\rho}_{\tilde{v},w}(t)| \leq 2|v - \tilde{v}|_{\infty}\|w\|_{\infty} \leq 2\delta^{\eta}\|v\|_{C_{\eta}}\|w\|_{\infty}. \]
Setting $\delta = e^{-\tilde{c}t/(2 + \eta)}$, we obtain the desired result with $c = \tilde{c}\eta/(2 + \eta)$. ■

Remark 2.4 In this setting, we obtain from [2] that the ASIP for the time-1 map $\phi_{1}$ holds for all mean zero observables $v \in C^{1+\eta}(M)$. Moreover, by [2, Section 6], the degenerate case $\sigma^{2} = 0$ is of infinite codimension.

The remainder of this section is devoted to the proof of Theorem 2.1.

2.1 Twisted transfer operators

For $s \in \mathbb{C}$, let $P_{s}$ denote the (non-normalised) twisted transfer operator,
\[ P_{s} = \sum_{h \in \mathcal{H}} A_{s,h}, \quad A_{s,h}v = e^{-sR_{0}}|h'|v \circ h. \]

For $v : Y \rightarrow \mathbb{C}$, define $\|v\|_{\alpha} = \max\{|v|_{\infty}, |v|_{\alpha}\}$ where $|v|_{\alpha} = \sup_{x \neq y}|v(x) - v(y)|/|x - y|$. Let $C^{\alpha}(Y)$ denote the space of functions $v : Y \rightarrow \mathbb{C}$ with $\|v\|_{\alpha} < \infty$. It is convenient to introduce the family of equivalent norms
\[ \|v\|_{b} = \max\{|v|_{\infty}, |v|_{\alpha}/(1 + |b|^{\alpha})\}, \quad b \in \mathbb{R}, \]
Note that
\[ \|vw\|_{b} \leq 2\|v\|_{b}\|w\|_{b} \quad \text{for all } v, w \in C^{\alpha}(Y). \quad (2.4) \]

Proposition 2.5 Write $s = \sigma + ib$. There exists $\epsilon \in (0, 1)$ such that the family $s \mapsto P_{s}$ of operators on $C^{\alpha}(Y)$ is continuous on $\{\sigma > -\epsilon\}$. Moreover, $\sup_{|\sigma| < \epsilon} \|P_{s}\|_{b} < \infty$. 
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By standard perturbation theory, for any eigenfunctions \(P\) such that \(\sup C\) positive, we may suppose throughout that \(\|h'\| \leq e^{C_1} \text{diam } h(Y) \leq e^{C_1}\). Using the inequality \(t \leq 2 \log(1 + t)\) valid for \(t \in [0, 1]\), we obtain \(\|h'x - h'y\|/\|h'y\| \leq 2 \log(h'x/h'y) \leq 2C_1|y - y'|\alpha\) and so

\[
|h'x - h'y| \leq 2C_1|h'y||x - y|\alpha, \quad \text{for all } h \in \mathcal{H}, x, y \in Y.
\]

(2.5)

Note that

\[
|A_{s,h}v| \leq e^{tRoh}|h'|v|\infty.
\]

so \(\sup_{\|s\| \leq \varepsilon} |P_s|\infty < \infty\) by (iv). Also,

\[
(A_{s,h})v(x) - (A_{s,h})v(y) = (e^{-\sigma Roh(x)} - e^{-\sigma Roh(y)})h'xv(hx) + e^{-\sigma Roh(y)}(e^{-ibRoh(x)} - e^{-ibRoh(y)})h'xv(hx) + e^{-\sigma Roh(y)}(h'x - |h'y|)v(hx) + e^{-\sigma Roh(y)}|h'y|(v(hx) - v(hy)),
\]

and so

\[
|(A_{s,h})v|_\alpha \leq e^{tRoh}|\sigma|C_1|h'|\infty|v|\infty + e^{tRoh}|2|b|\alpha C_1'h'|\infty|v|\infty \\
+ e^{tRoh}|2C_1'h'|\infty|v|\infty + e^{tRoh}|h'|\infty|v|\alpha C_1\alpha
\leq C_1 e^{tRoh}|h'|\infty\{(2 + |\sigma| + 2|b|\alpha)|v|\infty + |v|\alpha\},
\]

where we have used (2.5) for the third term and the inequality \(|e^{it} - 1| \leq 2 \min\{1, |t|\}\) for the second term. Altogether, \(\|A_{s,h}\|_b \leq (1 + |\sigma| + |b|\alpha)(1 + |b|\alpha)^{-1} e^{tRoh}|h'|\infty\). Shrinking \(\varepsilon\) slightly, it follows from (iv) that the series \(\sum_{h \in \mathcal{H}} \|A_{s,h}\|_b\) converges to \(P_s\) uniformly in \(\sigma \in S\) for any compact subset \(S \subset [-\varepsilon, \infty)\).

The unperturbed operator \(P_0\) has a simple leading eigenvalue \(\lambda_0 = 1\) with strictly positive \(C^\alpha\) eigenfunction \(f_0\). By Proposition 2.5, there exists \(\varepsilon \in (0, 1)\) such that \(P_{\sigma}\) has a continuous family of simple eigenvalues \(\lambda_{\sigma}\) for \(|\sigma| < \varepsilon\) with associated \(C^\alpha\) eigenfunctions \(f_{\sigma}\). Shrinking \(\varepsilon\) if necessary, we can ensure that \(\lambda_{\sigma} > 0\) and \(f_{\sigma}\) is strictly positive for \(|\sigma| < \varepsilon\).

**Remark 2.6** By standard perturbation theory, for any \(\delta > 0\) there exists \(\varepsilon \in (0, 1)\) such that \(\sup_{|\sigma| < \varepsilon} |\lambda_\sigma - 1| < \delta, \sup_{|\sigma| < \varepsilon} |f_\sigma|/f_0 - 1|\infty < \delta\) and \(\sup_{|\sigma| < \varepsilon} |f_\sigma|/f_0 - 1|_\alpha < \delta\).

Hence, we may suppose throughout that

\[
\frac{1}{2} \leq \lambda_{\sigma} \leq 2, \quad \frac{1}{2}f_0 \leq f_{\sigma} \leq 2f_0, \quad \frac{1}{2}|f_0|_\alpha \leq |f_{\sigma}|_\alpha \leq 2|f_0|_\alpha.
\]

Next, for \(s = \sigma + ib\) with \(|\sigma| \leq \varepsilon\) we define the normalised transfer operators

\[
L_s v = (\lambda_{\sigma} f_{\sigma})^{-1} P_{\sigma}(f_{\sigma} v) = (\lambda_{\sigma} f_{\sigma})^{-1} \sum_{h \in \mathcal{H}} A_{s,h}(f_{\sigma} v).
\]

In particular, \(L_0 1 = 1\) for all \(\sigma\) and \(|L_s|\infty \leq 1\) for all \(s\) (where defined).
2.2 Lasota-Yorke inequality

Set $C_2 = C_1^2/(1 - \rho)$, $\rho = \rho_0^2$. Then

(i) $|\log |h'|_\alpha \leq C_2$ for all $h \in \mathcal{H}_n$, $n \geq 1$,

(ii) $|(R_n \circ h)'|_\infty \leq C_2$ for all $h \in \mathcal{H}_n$, $n \geq 1$.

Using the arguments form the beginning of the proof of Proposition 2.5, it follows from (i) that

$$e^{-C_2} \text{diam } h(Y) \leq |h'| \leq e^{C_2} \text{diam } h(Y), \text{ for all } h \in \mathcal{H}_n, n \geq 1.$$  \hspace{1cm} (2.6)

In particular $\sum_{h \in \mathcal{H}_n} |h'| \leq e^{C_2}$.

Also

$$|h' x - h' y| \leq 2C_2 |h' y||x - y|^\alpha, \text{ for all } h \in \mathcal{H}_n, n \geq 1, x, y \in Y.$$  \hspace{1cm} (2.7)

Write

$$L^n_s v = \lambda^{-n}_\sigma f^{-1}_\sigma \sum_{h \in \mathcal{H}_n} A_{s,h,n}(f_\sigma v), \quad A_{s,h,n} v = e^{-sR_n \circ h}|h'| v \circ h.$$

Lemma 2.7 There is a constant $C_3 > 1$ such that

$$|L^n_s v|_\alpha \leq C_3 (1 + |b|^{\alpha}) |v|_\infty + C_3 \rho^n |v|_\alpha \leq C_3 (1 + |b|^{\alpha}) \{ |v|_\infty + \rho^n \|v\|_b \},$$

for all $s = \sigma + ib$, $|\sigma| < \epsilon$, and all $n \geq 1$, $v \in C^{\alpha}(Y)$.

Proof Compute that

$$\begin{align*}
(A_{s,h,n} v)(x) - (A_{s,h,n} v)(y) &= (e^{-\sigma R_n \circ h(x)} - e^{-\sigma R_n \circ h(y)}) e^{-ib R_n \circ h(x)} h' x |v(hx) \\
&+ e^{-\sigma R_n \circ h(y)} e^{-ib R_n \circ h(x)} h' x |v(hx) \\
&+ e^{-s R_n \circ h(y)} (|h' x| - |h' y|) v(hx) + e^{-s R_n \circ h(y)} |h' y| (v(hx) - v(hy)) \\
&= J_1 + J_2 + J_3 + J_4.
\end{align*}$$

Using (iii) and (2.7),

$$|J_1| \leq e^{-\sigma R_n \circ h(y)} |\sigma| C_2 |x - y||h' x||v(hx)| \leq C_2 (1 + 2C_2) e^{-\sigma R_n \circ h(y)} |h' y| |v|_\infty |x - y|^{\alpha}$$

$$= C_2 (1 + 2C_2) (A_{\sigma,h,n} |v|_\infty)(y) |x - y|^{\alpha}.$$  

Similarly, $|J_2| \leq 2C_2 (1 + 2C_2) |b|^{\alpha} (A_{\sigma,h,n} |v|_\infty)(y) |x - y|^{\alpha}$, $|J_3| \leq 2C_2 (A_{\sigma,h,n} |v|_\infty)(y) |x - y|^{\alpha}$ and $|J_4| \leq C_1 \rho^n (A_{\sigma,h,n} |v|_{\alpha})(y) |x - y|^{\alpha}$. Hence

$$|(A_{s,h,n} v)(x) - (A_{s,h,n} v)(y)|$$

$$\leq C_2' \{(1 + |b|^{\alpha}) (A_{\sigma,h,n} |v|_\infty)(y) + \rho^n (A_{\sigma,h,n} |v|_{\alpha})(y)\} |x - y|^{\alpha}.$$
Using $|f_\sigma|_\infty f_\sigma^{-1}|_\infty \leq 4|f_0|_\infty f_0^{-1}|_\infty < \infty$ and $|f_\sigma|_\alpha f_\sigma^{-1}|_\infty \leq 4|f_0|_\alpha f_0^{-1}|_\infty < \infty$, we obtain

$$|(A_{s,h,n}(f_\sigma v))(x) - (A_{s,h,n}(f_\sigma v))(y)| \leq C_2''\{(1 + |b|^\alpha)(A_{s,h,n}(f_\sigma v))(y) + \rho^n(A_{s,h,n}(f_\sigma v))(y)\}|x - y|^\alpha.$$ 

Hence

$$\lambda_\sigma^{-n}f_\sigma(y)^{-1}\left|(\sum_{h \in H_n} A_{s,h,n}(f_\sigma v))(x) - (\sum_{h \in H_n} A_{s,h,n}(f_\sigma v))(y)\right| \leq C_2''\{(1 + |b|^\alpha)(L_\sigma^n(|v|_\infty))(y) + \rho^n(L_\sigma^n(|v|_\alpha))(y)\}|x - y|^\alpha = C_2''\{(1 + |b|^\alpha)|v|_\infty + \rho^n|v|_\alpha\}|x - y|^\alpha.$$ 

Finally,

$$(L_\sigma^n v)(x) - (L_\sigma^n v)(y) = (1 - f_\sigma(x)f_\sigma(y)^{-1})\lambda_\sigma^{-n}f_\sigma(x)^{-1}\left(\sum_{h \in H_n} A_{s,h,n}(f_\sigma v)(x)\right) + \lambda_\sigma^{-n}f_\sigma(y)^{-1}\left(\sum_{h \in H_n} A_{s,h,n}(f_\sigma v)(y)\right),$$

and so using $|1 - f_\sigma(x)f_\sigma(y)^{-1}| \leq C_2''|x - y|^\alpha$,

$$|(L_\sigma^n v)(x) - (L_\sigma^n v)(y)| \leq C_2''|x - y|^\alpha|L_\sigma^n(|v|)|_\infty + C_2''\{(1 + |b|^\alpha)|v|_\infty + \rho^n|v|_\alpha\}|x - y|^\alpha \leq C_3\{(1 + |b|^\alpha)|v|_\infty + \rho^n|v|_\alpha\}|x - y|^\alpha$$

completing the proof. 

**Corollary 2.8** $\|L_\sigma^n\|_b \leq 2C_3$ for all $s = \sigma + ib$, $|\sigma| < \epsilon$, and all $n \geq 1$.

**Proof** It is immediate that $|L_\sigma^n|_\infty \leq |v|_\infty \leq \|v\|_b$. By Lemma 2.7, $|L_\sigma^n v|_\alpha \leq 2C_3(1 + |b|^\alpha)\|v\|_b$. Hence $\|L_\sigma^n\|_b \leq \max\{1, 2C_3\} = 2C_3$. 

### 2.3 Cancellation Lemma

Suppose that $\epsilon \in (0, 1)$ is chosen as in Subsection 2.1. Let $C_4$ be a constant to be specified later (see Lemma 2.12). Throughout $B_\delta(y) = \{x \in Y : |x - y| < \delta\}$.

Given $b \in \mathbb{R}$, we define the cone

$$C_b = \left\{(u, v) : u, v \in C^\alpha(Y), u > 0, 0 \leq |v| \leq u, |\log u|_\alpha \leq C_4|b|^\alpha, |v(x) - v(y)| \leq C_4|b|^\alpha u(y)|x - y|^\alpha \quad \text{for all } x, y \in Y \right\}.$$ 

Let $\eta_0 = \frac{1}{2}((\sqrt{7} - 1) \in (\frac{2}{3}, 1)$. 

---
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Lemma 2.9 Assume that the (UNI) condition is satisfied (with associated constants $D > 0$ and $n_0 \geq 1$). Let $h_1, h_2 \in \mathcal{H}_{n_0}$ be the branches from (UNI).

There exists $\delta > 0$ and $\Delta = 2\pi/D$ such that for all $y \in B_{\delta/|b|}(y_1)$, $s = \sigma + ib$, $|\sigma| < \epsilon$, $|b| > 4\pi/D$, and all $(u,v) \in \mathcal{C}_b$ we have the following:

For every $y_0 \in Y$ there exists $y_1 \in B_{\Delta/|b|}(y_0)$ such that one of the following inequalities holds on $B_{\delta/|b|}(y_1)$:

Case 1: $|A_{s,h_1,n_0}(f_\sigma v) + A_{s,h_2,n_0}(f_\sigma v)| \leq \eta_0 A_{\sigma,h_1,n_0}(f_\sigma u) + A_{\sigma,h_2,n_0}(f_\sigma u)$.

Case 2: $|A_{s,h_1,n_0}(f_\sigma v) + A_{s,h_2,n_0}(f_\sigma v)| \leq A_{\sigma,h_1,n_0}(f_\sigma u) + \eta_0 A_{\sigma,h_2,n_0}(f_\sigma u)$.

Proof Choose $\delta > 0$ sufficiently small that

$$C_1^\alpha C_4^\delta < \frac{1}{6}, \quad \frac{2}{3}e^{C_1^\alpha C_4^\delta} < \eta_0, \quad \delta < \frac{2\pi}{D}, \quad 2C_2^\delta < \frac{\pi}{6}.$$  

By (i), if $y \in B_{\delta/|b|}(y_0)$, then $|h_m y - h_m y_0| \leq C_1^\rho_0^m \delta/|b|$ for $m = 1, 2$. Hence

$$|v(h_m y) - v(h_m y_0)| \leq C_4|b|^\alpha |u(h_m y_0)||h_m y - h_m y_0|^\alpha \tag{2.8}$$

$$\leq C_1^\alpha C_4^\delta u(h_m y_0) \leq \frac{1}{6} u(h_m y_0), \quad m = 1, 2.$$  

Also, for $y \in B_{\delta/|b|}(y_0)$,

$$|\log u(h_m y_0) - \log u(h_m y)| \leq C_4|b|^\alpha |h_m y_0 - h_m y|^\alpha \leq C_1^\alpha C_4^\delta,$$

and so

$$\frac{2}{3} u(h_m y_0) \leq \frac{2}{3} e^{C_1^\alpha C_4^\delta} u(h_m y) \leq \eta_0 u(h_m y). \tag{2.9}$$

Similarly, given $\xi \in (0, 4\pi/D)$, using (2.1) we have that for all $y \in B_{\xi/|b|}(y_0)$,

$$|v(h_m y) - v(h_m y_0)| \leq C_1^\alpha C_4^\rho_0^m (4\pi/D)^\alpha u(h_m y_0) \tag{2.10}$$

$$\leq \frac{1}{4}(2 - 2 \cos \frac{\pi}{12})^{1/2} u(h_m y_0) \leq \frac{1}{4} u(h_m y_0), \quad m = 1, 2.$$  

Case 1. Suppose that $|v(h_m y_0)| \leq \frac{1}{2} u(h_m y_0)$ for $m = 1$ or $m = 2$. Then for $y \in B_{\delta/|b|}(y_0)$, using (2.8) and (2.9),

$$|v(h_m y)| \leq |v(h_m y_0)| + |v(h_m y) - v(h_m y_0)| \leq \frac{1}{2} u(h_m y_0) + \frac{1}{6} u(h_m y_0) = \frac{2}{3} u(h_m y_0) \leq \eta_0 u(h_m y).$$

Hence $|A_{s,h_1,n_0}(f_\sigma v)(y)| \leq \eta_0 A_{s,h_1,n_0}(f_\sigma u)(y)$ for all $y \in B_{\delta/|b|}(y_0)$ and Case $h_m$ holds with $y_1 = y_0$.

Case 2. It remains to consider the situation where $|v(h_m y_0)| > \frac{1}{2} u(h_m y_0)$ for both $m = 1$ and $m = 2$.

Write $A_{s,h_1,n_0}(f_\sigma v)(y) = r_m(y)e^{i\theta_m(y)}$ for $m = 1, 2$ and let $\theta(y) = \theta_1(y) - \theta_2(y)$. Choose $\delta > 0$ as above and $\Delta = 2\pi/D$. An elementary calculation [7, Lemma 2.3]
shows that if \( \cos \theta \leq \frac{1}{2} \) then \( r_1 e^{i\theta_1} + r_2 e^{i\theta_2} \leq \max\{r_0 r_1 + r_2, r_1 + r_0 r_2\} \) and we are finished. So it remains to show that \( \cos \theta(y) \leq \frac{1}{2} \) for all \( y \in B_{\delta/|b|}(y_1) \) for some \( y_1 \in B_{\Delta/|b|}(y_0) \). Equivalently, we must show that \( |\theta(y) - \pi| \leq 2\pi/3 \). Throughout, it suffices to restrict to \( y \in B_{\xi/|b|}(y_0) \) where \( \xi = \delta + \Delta < 2\Delta = 4\pi/D \).

Note that \( \theta = V - b\psi \) where \( \psi = \psi_{h_1,h_2} \) and \( V = \arg(v \circ h_1) - \arg(v \circ h_2) \). We begin by estimating \( V(y) - V(y_0) \) for \( y \in B_{\xi/|b|}(y_0) \). For this, it is useful to note by basic trigonometry that if \( |z_1|, |z_2| \geq c \) and \( |z_1 - z_2| \leq c(2 - 2\cos \omega)^{1/2} \) where \( c > 0 \) and \( |\omega| < \pi \), then \( |\arg(z_1) - \arg(z_2)| \leq \omega \). For \( m = 1, 2 \),

\[
|v(h_my) - v(h_my_0)| \leq \frac{1}{4} u(h_my_0)(2 - 2\cos \frac{\pi}{12})^{1/2},
\]  
(2.11)

by (2.10). Using in addition that we are in Case 2,

\[
|v(h_my)| \geq |v(h_my_0)| - |v(h_my) - v(h_my_0)| \\
\quad \geq \frac{1}{2} u(h_my_0) - \frac{1}{4} u(h_my_0) = \frac{1}{4} u(h_my_0).
\]  
(2.12)

It follows from (2.11) and (2.12) that \( |\arg(v(h_my)) - \arg(v(h_my_0))| \leq \pi/12 \). We conclude that

\[
|V(y) - V(y_0)| \leq \pi/6.
\]  
(2.13)

By (UNI),

\[
|b(\psi(z) - \psi(y_0))| \geq |b||z - y_0| \inf |\psi'| \geq D|b||z - y_0| = (2\pi/\Delta)|b||z - y_0|.
\]

Since \( |b| > 4\pi/D \), the interval \( B_{\Delta/|b|}(y_0) \subset Y \) contains an interval of length at least \( \Delta/|b| \), so it follows that \( b(\psi(z) - \psi(y_0)) \) fills out an interval around 0 of length at least 2\( \pi \) as \( z \) varies in \( B_{\Delta/|b|}(y_0) \). In particular, we can choose \( y_1 \in B_{\Delta/|b|}(y_0) \) such that

\[
b(\psi(y_1) - \psi(y_0)) = \theta(y_0) - \pi \mod 2\pi.
\]

Hence

\[
\theta(y_1) - \pi = V(y_1) - b\psi(y_1) - \pi + \theta(y_0) - V(y_0) + b\psi(y_0) = V(y_1) - V(y_0),
\]

so by (2.13), \( |\theta(y_1) - \pi| \leq \pi/6 \). It follows from (iii) that \( |\psi'|_\infty \leq 2C_2 \). Hence for \( y \in B_{\delta/|b|}(y_1) \),

\[
|\theta(y) - \pi| \leq \frac{\pi}{6} + |\theta(y) - \theta(y_1)| \\
\quad \leq \frac{\pi}{6} + \frac{b}{2}|\psi(y) - \psi(y_1)| + |V(y) - V(y_0)| + |V(y_1) - V(y_0)| \\
\quad \leq \frac{\pi}{6} + 2C_2 \delta + \frac{\pi}{6} + \frac{\pi}{6} \leq 2\pi/3,
\]

as required. \( \blacksquare \)

For each choice of \( y_0 \) in Lemma 2.9 we let \( I \) denote a closed interval containing \( B_{\delta/|b|}(y_1) \) on which the conclusion of the lemma holds. Write type(\( I \)) = \( h_m \) if we
are in case \( h_m \). Then we can find finitely many disjoint intervals \( I_j = [a_j, b_j+1] \), \( j = 0, \ldots, N - 1 \), (where \( 0 = b_0 \leq a_0 < b_1 < a_1 < \cdots < b_N \leq a_N = 1 \)) of type \( I_j \in \{h_1, h_2\} \) with \( \text{diam}(I_j) \in [\delta/|b|, 2\delta/|b|] \) and gaps \( J_j = [b_j, a_j], \ j = 0, \ldots, N \) with \( 0 < \text{diam}(J_j) \leq 2\Delta/|b| \).

Let \( \eta \in [\eta_0, 1) \) and define \( \chi : Y \to [\eta, 1) \) as follows:

- Set \( \chi \equiv 1 \) on \( Y \setminus (\text{range}(h_1) \cup \text{range}(h_2)) \).
- On \( \text{range}(h_1) \), we require that \( \chi(h_1(y)) = \eta \) for all \( y \) lying in the middle-third of an interval of type \( h_1 \) and that \( \chi(h_1(y)) = 1 \) for all \( y \) not lying in an interval of type \( h_1 \).
- Similarly, on \( \text{range}(h_2) \), we require that \( \chi(h_2(y)) = \eta \) for all \( y \) lying in the middle-third of an interval of type \( h_2 \) and that \( \chi(h_2(y)) = 1 \) for all \( y \) not lying in an interval of type \( h_2 \).

Since \( \text{diam}(I_j) \geq \delta/|b| \), we can choose \( \chi \) to be \( C^1 \) with \( |\chi'| \leq \frac{3(1-\eta)|b|}{\delta P} \) where \( P = \min_{m=1,2}\{\inf |h_m''|\} \). From now on, we choose \( \eta \in [\eta_0, 1) \) sufficiently close to 1 that \( |\chi'| \leq |b| \).

**Corollary 2.10** Let \( \delta, \Delta \) be as in Lemma 2.9. Let \( |b| > 4\pi/D, \ (u, v) \in C_b \). Let \( \chi = \chi(b, u, v) \) be the \( C^1 \) function described above (using the branches \( h_1, h_2 \in H_{n_0} \) from \( (\text{UNI}) \)). Then \( |L_{s_0}^a v| \leq L_{s_0}^a (\chi u) \) for all \( s = \sigma + ib, \ |\sigma| < \epsilon \).

Let \( \hat{I} = \bigcup_{j=0}^{N-1} \hat{I}_j \) where \( \hat{I}_j \) denotes the middle-third of \( I_j \). Each gap \( J_j, j = 1, \ldots, N - 1 \), lies between two intervals \( I_{j-1} \) and \( I_j \). Let \( \hat{J}_j \) be the interval consisting of \( J_j \) together with the rightmost third of \( I_{j-1} \) and the leftmost third of \( I_j \). (Also we define \( \hat{J}_0 \) and \( \hat{J}_N \) with the obvious modifications.) Set \( \hat{J} = \bigcup_{j=0}^{N-1} \hat{J}_j \). Then \( Y = \hat{I} \cup \hat{J} \).

By construction, \( \text{diam}(\hat{I}_j) \geq \frac{1}{3}\delta/|b| \) and \( \text{diam}(\hat{J}_j) \leq (\frac{4}{3}\delta + 2\Delta)/|b| \). In particular, there is a constant \( \delta' = \delta/(4\delta + 6\Delta) > 0 \) (independent of \( b \)) such that \( \text{diam}(\hat{I}_j) \geq \delta' \text{diam}(\hat{J}_j) \) for \( j = 0, \ldots, N - 1 \). Since \( d\mu/d\text{Leb} \) is bounded above and below, there is a constant \( \delta'' > 0 \) such that \( \mu(\hat{I}_j) \geq \delta'' \mu(\hat{J}_j) \).

**Proposition 2.11** Suppose that \( w > 0 \) is a \( C^\alpha \) function with \( |\log w|_a \leq K|b|^\alpha \). Then \( \int_{\hat{I}_j} w \, d\mu \geq \delta'' \int_{\hat{I}_j} w \, d\mu, \) where \( \delta'' = \frac{1}{2}\delta'' \exp\{-2(2\delta + 2\Delta)^\alpha K\} \).

**Proof** Let \( x \in \hat{I}_j, \ y \in \hat{J}_j \). Then \( |x - y| \leq (2\delta + 2\Delta)/|b| \) and so \( |w(x)/w(y)| \leq e^{K'} \) where \( K' = (2\delta + 2\Delta)^\alpha K \). It follows that

\[
\int_{\hat{I}_j} w \, d\mu \geq \mu(\hat{I}_j) \inf_{\hat{I}_j} w \geq \delta'' e^{-K'} \mu(\hat{J}_j) \sup_{\hat{J}_j} w = 2\delta'' \mu(\hat{J}_j) \sup_{\hat{J}_j} w \geq 2\delta'' \int_{\hat{J}_j} w \, d\mu,
\]

and the result follows. (The factor 2 takes care of the extra interval \( \hat{J}_N \).)
2.4 Invariance of cone condition

Lemma 2.12 There is a constant $C_4$ depending only on $C_2$, $|f_0^{-1}|_{\infty}$ and $|f_0|_{\alpha}$ such that for $n_0$ satisfying (2.2) the following holds:

For all $(u, v) \in C_b$, we have that

$$(L^\sigma_{\alpha}(\chi u), L_{\alpha}^{n_0}v) \in C_b,$$

for all $s = \sigma + ib$, $|\sigma| < \epsilon$, $|b| \geq 1$. (Here, $\chi = \chi(b, u, v)$ is from Corollary 2.10.)

Proof Let $\hat{u} = L^\sigma_{\alpha}(\chi u)$, $\hat{v} = L_{\alpha}^{n_0}v$. Since $\chi u \geq \eta u > 0$ and $L_{\sigma}$ is a positive operator, we have that $\hat{u} > 0$. The condition $|\hat{v}| \leq \hat{u}$ follows from Corollary 2.10. It remains to show that $|\log \hat{u}|_{\alpha} \leq C_4|b|^\alpha$ and that $|\hat{v}(x) - \hat{v}(y)| \leq C_4|b|^\alpha \hat{u}(y)|x - y|^\alpha$.

Now

$$\frac{\hat{u}(x)}{\hat{u}(y)} = \frac{f_\sigma(y)}{f_\sigma(x)} \sum_{h \in H_{\alpha}} (A_{\sigma, h, n_0}(f_\sigma \chi u))(x) \chi(x) \frac{h^\alpha}{h^\alpha} \exp\left\{ \frac{\sigma}{\alpha} R_{\alpha} \chi(hx) \right\} \frac{h^\alpha}{h^\alpha} \exp\left\{ \frac{\sigma}{\alpha} R_{\alpha} \chi(hy) \right\} \frac{h^\alpha}{h^\alpha} \exp\left\{ \frac{\sigma}{\alpha} R_{\alpha} \chi(hy) \right\}.$$

Note that $|\log f_\sigma|_{\alpha} \leq 4|f_0^{-1}|_{\infty} f_0|_{\alpha}|x - y|^\alpha$. Hence $f_\sigma(y)/f_\sigma(x) \leq \exp\{4|f_0^{-1}|_{\infty} f_0|_{\alpha}|x - y|^\alpha\}$.

Recall that $\chi \in [\frac{1}{2}, 1]$ and $|\chi'| \leq |b|$. Hence $|\log \chi| \leq 2|b|$ so that $|\log \chi(x) - \log \chi(y)| \leq 2|b||x - y|$. Also, since $\chi \in [\frac{1}{2}, 1]$, we have $|\log \chi(x) - \log \chi(y)| \leq \log 2 < 1$. Hence

$$|\log \chi(x) - \log \chi(y)| \leq 2 \min\{1, |b||x - y|\} \leq 2|b|^\alpha |x - y|^\alpha.$$

We compute that

$$\left| \frac{(A_{\sigma, h, n_0}(\chi u))(x)}{(A_{\sigma, h, n_0}(\chi u))(y)} \right| \leq \exp\{C_2|x - y|\} \exp\{C_2|x - y|^\alpha\} \exp\{4|f_0^{-1}|_{\infty} f_0|_{\alpha}|C_1|x - y|^\alpha\} \times \exp\{2C_1^\alpha|b|^\alpha |x - y|^\alpha\} \exp\{C_1^\alpha C_4 \rho_{n_0}^\alpha|b|^\alpha |x - y|^\alpha\}.$$

Let $C_4 = 8|f_0^{-1}|_{\infty} f_0|_{\alpha} C_1 + 5C_2$ and choose $n_0$ as in (2.2). In particular, $C_1^\alpha C_4 \rho_{n_0}^\alpha \leq C_2$. Then

$$\log \frac{\hat{u}(x)}{\hat{u}(y)} \leq (8|f_0^{-1}|_{\infty} f_0|_{\alpha} C_1 + 5C_2)|b|^\alpha |x - y|^\alpha = C_4|b|^\alpha |x - y|^\alpha,$$

so we obtain that $|\log \hat{u}|_{\alpha} \leq C_4|b|^\alpha$.

The verification that $|\hat{v}(x) - \hat{v}(y)| \leq C_4|b|^\alpha \hat{u}(y)|x - y|^\alpha$ involves a calculation similar to the one in the proof of Lemma 2.7, though it is convenient to reorder the terms slightly. First write

$$\hat{v}(x) - \hat{v}(y) = (L^\sigma_{\alpha}(v))(x) - (L^\sigma_{\alpha}(v))(y) = I_1 + I_2$$
where
\[ I_1 = \lambda^{-n_0} f_{\sigma}(x)^{-1} \left\{ \left( \sum_{h \in \mathcal{H}_{n_0}} A_{s,h,n_0}(f_{\sigma}v) \right)(x) - \left( \sum_{h \in \mathcal{H}_{n_0}} A_{s,h,n_0}(f_{\sigma}v) \right)(y) \right\}, \]
\[ I_2 = (f_{\sigma}(y)f_{\sigma}(x)^{-1} - 1)\lambda^{-n_0} f_{\sigma}(y)^{-1} \left( \sum_{h \in \mathcal{H}_{n_0}} A_{s,h,n_0}(f_{\sigma}v) \right)(y). \]

Now
\[ (A_{s,h,n_0}v)(x) - (A_{s,h,n_0}v)(y) = (e^{-\sigma R_{n_0}h(x)} - e^{-\sigma R_{n_0}h(y)})e^{-ibR_{n_0}h(x)}|h'x|v(hx) + e^{-\sigma R_{n_0}h(y)}e^{-ibR_{n_0}h(x)}|h'x|(v(hx) - v(hy)) + e^{-\sigma R_{n_0}h(y)}e^{-ibR_{n_0}h(x)}(|h'x| - |h'y|)v(hy) + e^{-\sigma R_{n_0}h(y)}(e^{-ibR_{n_0}h(x)} - e^{-ibR_{n_0}h(y)})|h'y|v(hy) = J_1 + J_2 + J_3 + J_4. \]

Since \((u, v) \in \mathcal{C}_b\) and \(|b| \geq 1\), it follows from (2.2) that
\[ |v(hx)| \leq |v(hy)| + C_4|b|^\alpha u(hy)C_1^\alpha \rho^{\alpha}|x - y|^\alpha \leq u(hy) + |b|^\alpha u(hy) \leq 2|b|^\alpha u(hy). \]

Hence using (iii1) and (2.7),
\[ |J_1| \leq e^{-\sigma R_{n_0}h(y)}C_2|\sigma||x - y||h'x||v(hx)| \leq 2|b|^\alpha e^{-\sigma R_{n_0}h(y)}C_2(2C_2 + 1)|x - y||h'y|u(hy) \leq 2C_2(2C_2 + 1)|b|^\alpha (A_{s,h,n_0}u)(y)|x - y|^\alpha. \]

Similarly, \(|J_2| \leq (2C_2 + 1)|b|^\alpha (A_{s,h,n_0}u)(y)|x - y|^\alpha, |J_3| \leq 2C_2(A_{s,h,n_0}u)(y)|x - y|^\alpha, |J_4| \leq 2C_2^2|b|^\alpha (A_{s,h,n_0}u)(y)|x - y|^\alpha\).

Altogether,
\[ |(A_{s,h,n_0}v)(x) - (A_{s,h,n_0}v)(y)| \leq C'|b|^\alpha (A_{s,h,n_0}u)(y)|x - y|^\alpha. \]

Since \(|f_\sigma|_\infty \leq 2|f_0|_\infty, |f_\sigma^{-1}|_\infty \leq 2|f_0^{-1}|_\infty\) and \(\chi \geq \frac{1}{2}\), it follows that
\[ |(A_{s,h,n_0}(f_\sigma v))(x) - (A_{s,h,n_0}(f_\sigma v))(y)| \leq 8C'|f_0|_\infty |f_0^{-1}|_\infty |b|^\alpha (A_{s,h,n_0}(f_\sigma \chi u))(y)|x - y|^\alpha. \]

Hence
\[ |I_1| \leq 4|f_0|_\infty |f_0^{-1}|_\infty \lambda^{-n_0} f_{\sigma} f_{\sigma}^{-1} \sum_{h \in \mathcal{H}_{n_0}} |(A_{s,h,n_0}(f_\sigma v))(x) - (A_{s,h,n_0}(f_\sigma v))(y)| \leq 32C'|f_0|_\infty^2 |f_0^{-1}|_\infty^2 |b|^\alpha \hat{u}(y)|x - y|^\alpha. \]

A simpler calculation gives
\[ |I_2| \leq |f_{\sigma}(y)f_{\sigma}(x)^{-1} - 1|L_{n_0}(|v|))(y) \leq 2|f_{\sigma}(y)f_{\sigma}(x)^{-1} - 1|(L_{n_0}(\chi u))(y) \leq 8|f_0^{-1}|_\infty |f_0|^\alpha |x - y|^\alpha \hat{u}(y). \]

Hence \(|\hat{\varphi}(x) - \hat{\varphi}(y)| \leq C_4 |b|^\alpha \hat{u}(y)|x - y|^\alpha\) as required. \(\blacksquare\)
2.5 \( L^2 \) contraction

Lemma 2.13 There exist \( \epsilon, \beta \in (0, 1) \) such that

\[
\int |L_s^{mn} v|^2 \, d\mu \leq \beta^m |v|_\infty^2
\]

for all \( m \geq 1, s = \sigma + ib, |\sigma| < \epsilon, |b| \geq \max\{4\pi/D, 1\} \), and all \( v \in C^\alpha(Y) \) satisfying \( |v|_\alpha \leq C_4 |b|^\alpha |v|_\infty \).

Proof Define \( u_0 := 1, v_0 = v/|v|_\infty \) and inductively,

\[
u_{m+1} = L_s^{n_0}(\chi m u_m), \quad v_{m+1} = L_s^{n_0}(v_m),\]

where \( \chi m = \chi(b,u_m,v_m) \). It is immediate from the definitions that \( (u_0, v_0) \in C_b \), and it follows from Lemma 2.12 that \( (u_m, v_m) \in C_b \) for all \( m \). Hence inductively the \( \chi m \) are well-defined as in Corollary 2.10.

We will show that there exists \( \beta \in (0, 1) \) such that \( \int u_{m+1}^2 \, d\mu \leq \beta \int u_m^2 \, d\mu \) for all \( m \). Then

\[
|L_s^{mn} v| = |v|_\infty |L_s^{mn} v_0| = |v|_\infty |v_m| \leq |v|_\infty u_m
\]

so that

\[
\int |L_s^{mn} v|^2 \, d\mu \leq |v|_\infty^2 \int u_m^2 \, d\mu \leq \beta^m |v|_\infty^2 \int u_0^2 \, d\mu = \beta^m |v|_\infty^2,
\]

as required.

Now

\[
u_{m+1} = \lambda_n f_\sigma^{-1} \sum_{h \in H_n} e^{-\sigma R_{u_m} h} |h|'(f_\sigma \chi_m u_m) \circ h
\]

\[
= \lambda_n f_\sigma^{-1} \sum_{h \in H_n} \{ |h'|^{1/2} f_\sigma^{1/2} u_m \circ h \} \{ e^{-\sigma R_{u_m} h} |h'|^{1/2} (f_\sigma^{1/2} \chi_m) \circ h \},
\]

so by Cauchy-Schwarz

\[
u_{m+1}^2 \leq (\lambda_n f_\sigma)^{-2} \sum_{h \in H_n} |h'| (f_\sigma u_m^2) \circ h \sum_{h \in H_n} e^{-2\sigma R_{u_m} h} |h'| (f_\sigma \chi_m^2) \circ h
\]

\[
\leq (\lambda_n f_\sigma)^{-2} \left| f_\sigma \right|_{\infty} \left| f_\sigma \right|_{\infty} \sum_{h \in H_n} |h'| (f_\sigma u_m^2) \circ h \sum_{h \in H_n} e^{-2\sigma R_{u_m} h} |h'| (f_\sigma \chi_m^2) \circ h
\]

\[
\leq \xi(\sigma) L_n (u_m^2) L_\sigma (\chi_m^2)
\]

where (noting that \( \lambda_0 = 1 \)),

\[
\xi(\sigma) = (\lambda_{\sigma}^{-2} \lambda_{2\sigma})^{n_0} \left| f_\sigma \right|_{\infty} \left| f_\sigma \right|_{\infty} \left| f_{2\sigma} \right|_{\infty} \left| f_{2\sigma} \right|_{\infty} \left| f_\sigma \right|_{\infty} \left| f_{2\sigma} \right|_{\infty}.
\]
As in Subsection 2.3, we write $Y = \hat{I} \cup \hat{J}$. If $y \in \hat{I}$ then $y$ lies in the middle third of an interval of type $h_1$ or $h_2$. Suppose without loss that the type is $h_1$. Then $\chi_m(h_1(y)) = \eta$. Hence

$$ (L_{2\sigma \chi_m}^{\nu_0})(y) \leq \lambda_{2\sigma}^{-\nu_0} f_{2\sigma}(y)^{-1} \left\{ \eta^2 e^{-2\sigma R_{nu_0}^0 h_1(y)} |h'_1(y)| f_{2\sigma}(h_1(y)) \right\} + \sum_{h \in H_{nu_0}, h \neq h_1} e^{-2\sigma R_{nu_0}^0 h(y)} |h'(y)| f_{2\sigma}(h(y)) $$

$$ = (L_{2\sigma}^{\nu_0 1})(y) - (1 - \eta^2) \lambda_{2\sigma}^{-\nu_0} f_{2\sigma}(y)^{-1} e^{-2\sigma R_{nu_0}^0 h_1(y)} |h'_1(y)| f_{2\sigma}(h_1(y)) $$

$$ \leq 1 - (1 - \eta^2)^{2-(\nu_0+2)} |f_0|_{\infty}^{-1} \inf f_0 e^{-2|R_{nu_0}^0 h_1|} \inf |h'_1| = \eta_1 < 1. $$

In this way we obtain that there exists $\eta_1 < 1$ such that

$$ u_{m+1}^2(y) \leq \begin{cases} \xi(\sigma) \eta_1 (L_{0}^{\nu_0} u_m^2)(y), & y \in \hat{I} \\ \xi(\sigma) (L_{0}^{\nu_0} u_m^2)(y), & y \in \hat{J} \end{cases}. $$

Since $(u_m, v_m) \in C_6$ it follows in particular that $|\log u_m|_\alpha \leq C_4 |b|_\alpha$. Hence $u_m^2(hx)/u_m^2(hy) \leq \exp \{2C_4 C_1^\nu |b|_\alpha |x - y|_\alpha \} \leq \exp \{|b|_\alpha |x - y|_\alpha \}$ by (2.2). Let $w = L_0^{\nu_0} (u_m^2)$. Then

$$ w(x) = \frac{f_0(y) \sum_{h \in H_{nu_0}} |h'_x| f_0(hx) u_m^2(hx)}{f_0(x) \sum_{h \in H_{nu_0}} |h'_y| f_0(hy) u_m^2(hy)} $$

where

$$ \frac{|h'_x| f_0(hx) u_m^2(hx)}{|h'_y| f_0(hy) u_m^2(hy)} \leq \exp \{C_2 |x - y|_\alpha \} \exp \{|f_0|_{-1} \inf f_0 |x - y|_\alpha \} \exp \{|b|_\alpha |x - y|_\alpha \}. $$

Hence $|\log w|_\alpha \leq K |b|_\alpha$ where $K = 2 |f_0|_{-1} \inf f_0 |x - y|_\alpha + 2C_2$, and so $w$ satisfies the hypotheses of Proposition 2.11. Consequently, $\int_{\hat{I}} w \, d\mu \geq \delta''' \int_{\hat{J}} w \, d\mu$. Let $\beta' = \frac{1 + \eta_1 \delta'''}{1 + \delta'''} < 1$. Then $\delta''' = \frac{1 - \beta'}{\beta' - \eta_1}$ and so

$$(\beta' - \eta_1) \int_{\hat{I}} w \, d\mu \geq (1 - \beta') \int_{\hat{J}} w \, d\mu,$$

which rearranges to give

$$ \eta_1 \int_{\hat{I}} w \, d\mu + \int_{\hat{J}} w \, d\mu \leq \beta' \int_{\hat{Y}} w \, d\mu. $$

Hence

$$ \int_{\hat{Y}} u_{m+1}^2 \, d\mu \leq \xi(\sigma) \left( \eta_1 \int_{\hat{I}} L_0^{\nu_0} (u_m^2) \, d\mu + \int_{\hat{J}} L_0^{\nu_0} (u_m^2) \, d\mu \right) $$

$$ \leq \xi(\sigma) \beta' \int_{\hat{Y}} L_0^{\nu_0} (u_m^2) \, d\mu = \xi(\sigma) \beta' \int_{\hat{Y}} u_m^2 \, d\mu. $$
Finally by Remark 2.6 we can shrink $\epsilon$ if necessary so that $\xi(\sigma)\beta' \leq \beta < 1$ for $|\sigma| < \epsilon$.

### 2.6 From $L^2$ contraction to $C^\alpha$ contraction

The next result shows how to pass from $L^1$ estimates to $L^\infty$ estimates.

**Proposition 2.14** For any $B > 1$, there exists $\epsilon \in (0, 1)$, $\tau \in (0, 1)$, $C_5 > 0$ such that

$$|L_s^n v|^2 \leq C_5(1 + |b|^\alpha)\tau^n|v|\infty \|v\|_b + C_5B^n|v|\infty \int |v| \, d\mu,$$

for all $s = \sigma + ib$, $|\sigma| < \epsilon$, $n \geq 1$, $v \in C^\alpha(Y)$.

**Proof** Modifying the Cauchy-Schwarz argument in the proof of Lemma 2.13,

$$|L_s^n |v| \leq \lambda_{\sigma}^{-n}f_\sigma^{-1} \sum_{h \in \mathcal{H}_n} e^{-\sigma R_n oh}|h'|(f_\sigma|v|) \circ h$$

$$= \lambda_{\sigma}^{-n}f_\sigma^{-1} \sum_{h \in \mathcal{H}_n} \{e^{-\sigma R_n oh}|h'|^{1/2}(f_\sigma|v|)^{1/2} \circ h\} \{|h'|^{1/2}(f_\sigma|v|)^{1/2} \circ h\}$$

so

$$|L_s^n |v|^2 \leq \lambda_{\sigma}^{-2n}f_\sigma^{-2} \sum_{h \in \mathcal{H}_n} e^{-2\sigma R_n oh}|h'|(f_\sigma|v|) \circ h \sum_{h \in \mathcal{H}_n} |h'|(f_\sigma|v|) \circ h$$

$$\leq (\lambda_{\sigma}^{-2\lambda_{2\alpha}})^n \xi(\sigma) L_{2\alpha}(\|v\|) L_0^n(\|v\|)$$

where $\xi(\sigma) = |f_0/f_\sigma|\infty |f_{2\sigma}/f_\sigma|\infty |f_\sigma/f_0|\infty |f_\sigma/f_{2\sigma}|\infty \leq 16$. By Remark 2.6,

$$|L_s^n v|_\infty^2 \leq 16B^n|v|\infty |L_0^n(|v|)|\infty,$$  \hspace{1cm} (2.14)

where $B$ is arbitrarily close to 1. Since $L_0$ is the normalised transfer operator for the uniformly expanding map $F : Y \rightarrow Y$, there are constants $C' > 0$, $\tau_1 \in (0, 1)$ such that $|L_0^n w|_\infty \leq C'\tau_1^n\|w\|_\alpha$ for all $w \in C^\alpha(Y)$ with $\int w \, d\mu = 0$ and all $n \geq 1$. Note that $\|w\|_\alpha \leq (1 + |b|^\alpha)\|w\|_b$ for all $b$.

Taking $w = |v| - \int |v| \, d\mu$, we obtain that $|L_0^n(|v|) - \int |v| \, d\mu|_\infty \leq 2C'\tau_1^n\|v\|_\alpha$ and hence $|L_0^n(|v|)|_\infty \leq 2C'(1 + |b|^\alpha)\tau_1^n\|v\|_b + \int |v| \, d\mu$. Substituting into (2.14), we obtain

$$|L_s^n v|_\infty \leq 32C'(1 + |b|^\alpha)(B\tau_1)^n|v|\infty \|v\|_b + 16B^n|v|\infty \int |v| \, d\mu.$$

Finally, shrink $B > 1$ if necessary so that $\tau = B\tau_1 < 1$. 

\hspace{1cm}
Corollary 2.15 There exists $\epsilon \in (0, 1)$, $A > 0$ and $\beta \in (0, 1)$ such that
\[
\|L_s^{4mn_0}v\|_b \leq \beta^m\|v\|_b
\]
for all $m \geq A\log |b|$, $s = \sigma + ib$, $|\sigma| < \epsilon$, $|b| \geq \max\{4\pi/D, 1\}$, and all $v \in C^\alpha(Y)$ satisfying $|v|_\alpha \leq C_d|b|^\alpha|v|_\infty$.

Proof Substituting $L^n_s v$ in place of $v$ in Proposition 2.14 and applying Corollary 2.8,
\[
|L_s^{2n}v|^2 \leq 2C_5C_7(1 + |b|^\alpha)^0|v|_\infty\|v\|_b + C_5B^n|v|_\infty\left(\int |L_s^n v|^2 d\mu\right)^{1/2}.
\]
By Lemma 2.13,
\[
|L_s^{2m}v|^2 \leq 2C_5C_7(1 + |b|^\alpha)^0|v|_\infty\|v\|_b + C_5B^{2m}|v|_\infty\beta^m|v|_\infty,
\]
for all $m \geq 1$. Shrinking $B > 1$ if necessary there exists $\beta_1 < 1$ such that
\[
|L_s^{2m}v|^2 \leq 4C_5C_7(1 + |b|^\alpha)^0|v|_\infty\|v\|_b.
\]
Hence, there exists $A > 0$, $\beta_2 < 1$, such that $|L_s^{2m}v|^2 \leq \beta_2^m|v|_\infty\|v\|_b$ for all $m \geq A\log |b|$, and so
\[
|L_s^{2m}v|_\infty \leq \beta_2^m\|v\|_b \quad \text{for all } m \geq A\log |b|. \tag{2.15}
\]
Next, substituting $L^n_s v$ for $v$ in Lemma 2.7,
\[
|L_s^{2n}v|_\alpha \leq C_3(1 + |b|^\alpha)\{\|L_s^n v\|_\infty + \rho^n\|L_s^n v\|_b\} \leq 2C_5^2(1 + |b|^\alpha)\{\|L_s^n v\|_\infty + \rho^n\|v\|_b\}.
\]
Taking $n = 2mn_0$, and using (2.15),
\[
|L_s^{4mn_0}v|_\alpha \leq 2C_3^2(1 + |b|^\alpha)\{\beta_2^m\|v\|_b + \rho^{2mn_0}\|v\|_b\} \leq 4C_3^2(1 + |b|^\alpha)\beta_3^m\|v\|_b
\]
for all $m \geq A\log |b|$. This combined with (2.15) shows that $\|L_s^{4mn_0}v\|_b \leq 4C_3^2\beta_3^m\|v\|_b$ for all $m \geq A\log |b|$. Finally the choices of $\beta_3$ and $A$ can be modified to absorb the constant $4C_3^2$.

Theorem 2.16 Let $D' = \max\{4\pi/D, 2\}$. There exists $\epsilon \in (0, 1)$, $\gamma \in (0, 1)$ and $A > 0$ such that $\|P_s^n\|_b \leq \gamma^n$ for all $s = \sigma + ib$, $|\sigma| < \epsilon$, $|b| \geq D'$, $n \geq A\log |b|$.

Proof We claim that there exists $\epsilon \in (0, 1)$, $\gamma_1 \in (0, 1)$, $A, C > 0$ such that $\|L_s^{4mn_0}\|_b \leq C\gamma_1^m$ for all $s = \sigma + ib$, $|\sigma| < \epsilon$, $|b| \geq \max\{4\pi/D, 2\}$, $m \geq A\log |b|$.

Suppose that the claim holds. Write $n = 4mn_0 + r$ where $r < 4n_0$. By Corollary 2.8,
\[
\|L_s^n\|_b \leq \|L_s^r\|_b\|L_s^{4mn_0}\|_b \leq 2C_3C\gamma_1^m \ll (\gamma_1^{1/(4n_0)})^n.
\]
By definition, \( P_s v = \lambda_s f_s L_s(f_s^{-1} v) \) so using the fact that \( \|f_s\|_\alpha \) and \( \|f_s^{-1}\|_\alpha \) are bounded for \( |\sigma| < \epsilon \), we obtain from (2.4) that \( \|P_s\|_b \leq \lambda_s^2 \|L_s\|_b \leq (\gamma_1^{1/(4\alpha_0)} \lambda_\sigma)^n \).

By Remark 2.6 we can arrange that \( \gamma_1^{1/(4\alpha_0)} \lambda_\sigma \leq \gamma < 1 \) for \( |\sigma| < \epsilon \). Then \( \|P_s\|_b \leq C\gamma^n \) for all \( n \geq A \log |b| \). Finally, we can increase \( A \) and modify \( \gamma \) to absorb the constant \( C \) proving the theorem.

The verification of the claim splits into two cases. In the harder case \( |v|_\alpha \leq C_4|b|^{\alpha}|v|_\infty \), the claim follows from Corollary 2.15.

It remains to deal with the simpler case where \( |v|_\alpha > C_4|b|^{\alpha}|v|_\infty \). Recall that \( C_4 \geq 6C_3 \geq 6 \) so

\[
|L_s^{n_0} v|_\infty \leq |v|_\infty < (C_4|b|^{\alpha})^{-1} |v|_\alpha \leq (C_4|b|^{\alpha})^{-1}(1 + |b|^{\alpha})\|v\|_b \leq 2C_4^{-1}\|v\|_b \leq \frac{1}{3}\|v\|_b.
\]

By Lemma 2.7 and (2.3),

\[
|L_s^{n_0} v|_\alpha \leq (1 + |b|^{\alpha})\{C_3|v|_\infty + C_3\rho_0^{n_0}\|v\|_b\} \leq (1 + |b|^{\alpha})\{2C_3C_4^{-1}\|v\|_b + \frac{1}{3}\|v\|_b\} = \frac{2}{3}(1 + |b|^{\alpha})\|v\|_b.
\]

Hence \( \|L_s^{n_0}\|_b \leq \frac{2}{3} \).

2.7 Proof of Theorem 2.1

In this subsection, we show to proceed from Theorem 2.16 to the main result.

Define the Laplace transform \( \hat{\rho}_{v,w}(s) = \int_0^{\infty} e^{-st} \rho_{v,w}(t) \, dt \). The key estimate is the following:

**Lemma 2.17** There exists \( \epsilon > 0 \) such that \( \hat{\rho}_{v,w} \) is analytic on \( \{\text{Re} \, s > -\epsilon\} \) for all \( v \in F_\alpha(Y^R) \), \( w \in L^\infty(Y^R) \). Moreover, there is a constant \( C > 0 \) such that \( |\hat{\rho}_{v,w}(s)| \leq C(1 + |b|^{1/2})\|v\|_\alpha |w|_\infty \) for all \( s = \sigma + ib \) with \( \sigma \in [-\frac{1}{2}\epsilon, 0] \).

**Proof of Theorem 2.1** By Lemma 2.17, \( \hat{\rho}_{v,w} \) is analytic on \( \{\text{Re} \, s > -\epsilon\} \). The inversion formula gives

\[
\rho_{v,w}(t) = \int_\Gamma e^{st} \hat{\rho}_{v,w}(s) \, ds,
\]

where we can take \( \Gamma = \{\text{Re} \, s = -\frac{1}{2}\epsilon\} \).

Applying Taylor’s Theorem as in [11, Section 4, VI],

\[
\hat{\rho}_{v,w}(s) = \rho_{v,w}(0)s^{-1} + \rho_{\partial v,w}(0)s^{-2} + s^{-2}\hat{\rho}_{\partial^2 v,w}(s).
\]

By Lemma 2.17, \( |s^{-2}\hat{\rho}_{\partial^2 v,w}(s)| \ll |s|^{-2}(1+|b|^{1/2})\|v\|_{\alpha,2}|w|_\infty \ll (1+|b|^{3/2})^{-1}\|v\|_{\alpha,2}|w|_\infty \) for \( \sigma = -\frac{1}{2}\epsilon \) and the result follows.

In the remainder of this section, we prove Lemma 2.17. Given \( v, w \in L^\infty(Y^R) \), \( s \in \mathbb{C} \), define

\[
v_s(y) = \int_0^{R(y)} e^{su}v(y, u) \, du, \quad w_s(y) = \int_0^{R(y)} e^{-su}w(y, u) \, du.
\]
Let \( \hat{J}_n(s) = \int_Y e^{-sR_n} v_s \circ F^n \, d\mu \). By Section A, \( \hat{p}_{v,w}(s) = J_0(s) + (1/\bar{R}) \Psi(s) \) where \( |J_0(s)| \ll |v|_\infty |w|_\infty \) and \( \Psi(s) = \sum_{n=1}^\infty \hat{J}_n(s) \).

Let \( A, D' \) be as in Theorem 2.16. We split the proof into three ranges of \( n \) and \( b \): (i) \( |b| \leq D' \), (ii) \( n \leq A \log |b| \), \( |b| \geq 2 \), and (iii) \( |b| \geq D' \), \( n \geq A \log |b| \). Lemma 2.17 follows from Lemmas 2.19, 2.22, 2.23 below.

**Proposition 2.18** \( \Re e^{1/2} \leq 2e^{-1}e^{\epsilon R} \) and \( \int_Y e^{\epsilon R} \, d\mu < \infty \).

**Proof** The first statement follows from the inequality \( te^t \leq e^{2t} \) which holds for all \( t \in \mathbb{R} \). By (2.6),

\[
\int_Y e^{\epsilon R} \, d\mu = \sum_{h \in \mathcal{H}} \int_{h(Y)} e^{\epsilon R} \, d\mu \leq \sum_{h \in \mathcal{H}} \text{diam} \, h(Y)e^{\epsilon R|h|_\infty} \leq e^{C_2} \sum_{h \in \mathcal{H}} e^{\epsilon R|h|_\infty} \leq \infty
\]

which is finite by condition (iv).

**Lemma 2.19 (The range \( n \leq A \log |b| \), \( |b| \geq 2 \).)** There exists \( \epsilon > 0 \), \( C > 0 \) such that

\[
\sum_{1 \leq n \leq A \log |b|} |\hat{J}_n(s)| \leq Ce^{-2(1 + |b|^{1/2})|v|_\infty |w|_\infty}
\]

for all \( v, w \in L^\infty(Y^R) \) and for all \( s = \sigma + ib \) with \( \sigma \in [-\frac{1}{2}\epsilon, 0], \ |b| \geq 2 \).

**Proof** Note that \( |v_s| \leq R(y)|v|_\infty \) and \( |w_s| \leq R(y)e^{\frac{1}{2}R(y)}|w|_\infty \leq 2\epsilon^{-1}e^{R(y)}|w|_\infty \). Hence

\[
|\hat{J}_n(s)| \leq 2\epsilon^{-1}|v|_\infty |w|_\infty \int_Y e^{\frac{1}{2}R_n} R e^{\epsilon R} \circ F^n \, d\mu.
\]

It is convenient to introduce the normalised twisted transfer operators \( Q_s \) given by

\[
\int_Y Q_s f \, g \, d\mu = \int_Y e^{-sR} f \circ F \, d\mu
\]

for \( f \in L^\infty(Y) \), \( g \in L^1(Y) \). Note that \( Q_s f = f_0^{-1} P_s(f_0 f) \) and hence (like \( P_s \)) has spectral radius at most \( \lambda_\sigma \). Hence

\[
\int_Y e^{\frac{1}{2}R_n} R e^{\epsilon R} \circ F^n \, d\mu \leq 2\epsilon^{-1} \int_Y e^{\epsilon R} \circ F^n \, d\mu \leq 2\epsilon^{-1} \int_Y Q^n e^{\epsilon R} \, d\mu = 2\epsilon^{-1} \int_Y Q^n e^{\epsilon R} \, d\mu \leq 2\epsilon^{-1} |Q^n|_\infty \int_Y e^{\epsilon R} \, d\mu.
\]

It follows from Proposition 2.18 that there is a constant \( C' > 0 \) such that

\[
|\hat{J}_n(s)| \leq C'e^{-2|\sigma|_\infty} |v|_\infty |w|_\infty.
\]

Recall that \( \lambda_{-\epsilon} = (1 + \delta) \) where \( \delta = \delta(\epsilon) \to 0 \) as \( \epsilon \to 0 \). We can arrange that \( \delta A < \frac{1}{3} \). Then \( \lambda_{-\epsilon}^{A \log |b|} = |b|^{A \log (1 + \delta)} \leq |b|^{1/3} \). Hence

\[
\sum_{1 \leq n \leq A \log |b|} |\hat{J}_n(s)| \leq AC' \epsilon^{-2} \log |b| |b|^{1/3} |v|_\infty |w|_\infty,
\]
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and the result follows.

We recall the definition of the seminorm on $F_\alpha(Y^R)$ given by 
\[ ||v||_\alpha = |v|_\infty + |v|_\alpha \]
where $|v|_\alpha = \sup_{x \neq y} \sup_{0 \leq u \leq R(x) \wedge R(y)} |v(x, u) - v(y, u)|/|x - y|^\alpha$.

**Proposition 2.20** Let $h \in \mathcal{H}$. Then
\[ |v_s \circ h|_\infty \leq |R \circ h|_\infty |v|_\infty, \quad ||v_s \circ h||_\alpha \leq (C_1 + |R \circ h|_\infty) ||v||_\alpha, \]
for all $v \in F_\alpha(Y^R)$, and all $s = \sigma + ib$ with $\sigma \in [-\frac{1}{2} \epsilon, 0]$.

**Proof** The first estimate is immediate. Also,
\[ |v_s(x) - v_s(y)| \leq |v|_\infty R(x) - R(y) + |v|_\alpha \max\{R(x), R(y)\}|x - y|^\alpha, \]
so the second estimate follows from conditions (i) and (iii).

**Proposition 2.21** There exists a constant $C_6 > 0$ such that
\[ |w_s|_1 \leq C_6 \epsilon^{-1} ||w||_\infty, \quad |P_s(f_0v_s)|_\infty \leq C_6 \epsilon^{-1} ||v||_\infty, \quad ||P_s(f_0v_s)||_b \leq C_6 \epsilon^{-1} ||v||_\alpha, \]
for all $v \in F_\alpha(Y^R)$, $w \in L^\infty(Y^R)$, and all $s = \sigma + ib$ with $\sigma \in [-\frac{1}{2} \epsilon, 0]$.

**Proof** First, by Proposition 2.18.
\[ |w_s|_1 = \int_Y |w_s| \, d\mu \leq \int_Y \int_0^{R(y)} e^{\frac{1}{2}R(y)} |w(y, u)| \, du \, d\mu \leq |w|_\infty \int_Y Re^{\frac{1}{2}R} \, d\mu \ll \epsilon^{-1} ||w||_\infty. \]

Recall that $P_s v = \sum_{h \in \mathcal{H}} A_{s, h} v$ where $A_{s, h} v = e^{-sRoh} |h'| v \circ h$. Hence using Proposition 2.20,
\[ |A_{s, h}(f_0v_s)|_\infty \leq e^{\frac{1}{6} |Roh|_{\infty}} |h'| |f_0 \circ h|_\infty |v_s \circ h|_\infty \leq |f_0|_\infty |v|_\infty e^{\frac{1}{6} |Roh|_{\infty}} |R \circ h|_\infty |h'| \leq 2 \epsilon^{-1} |f_0|_\infty |v|_\infty e^{\epsilon |Roh|_{\infty}} |h'|. \]

By condition (iv),
\[ |P_s(f_0v_s)|_\infty \leq 2 \epsilon^{-1} |f_0|_\infty |v|_\infty \sum_{h \in \mathcal{H}} e^{\epsilon |Roh|_{\infty}} |h'| \ll \epsilon^{-1} ||v||_\infty. \]

Finally, it follows from the proof of Proposition 2.5 that
\[ |A_{s, h}(f_0v_s)|_\alpha \ll (1 + |b|_\alpha) e^{\frac{1}{6} |Roh|_{\infty}} |h'|_{\infty} |v_s \circ h|_\alpha. \]

By Proposition 2.20,
\[ |A_{s, h}(f_0v_s)|_\alpha \ll (1 + |b|_\alpha) e^{\frac{1}{6} |Roh|_{\infty}} |h'|_{\infty} R \circ h|_\infty |v|_\alpha \ll \epsilon^{-1} (1 + |b|_\alpha) e^{\epsilon |Roh|_{\infty}} |h'|_{\infty} |v|_\alpha. \]

Hence by condition (iv), $|P_s(f_0v_s)|_\alpha \ll \epsilon^{-1} (1 + |b|_\alpha) |v|_\alpha$ and it follows that $||P_s(f_0v_s)||_b \ll \epsilon^{-1} ||v||_\alpha$.  \[ \square \]
Lemma 2.22 (The range $|b| \leq D'$) There exists $\epsilon > 0$, $C > 0$ such that $|\Psi(s)| \leq C|s|^\alpha|\mu|\leq \alpha$ for all $v \in F_\alpha(Y^R)$, $w \in L^\infty(Y^R)$ and for all $s = \sigma + ib$ with $\sigma \in [-\frac{1}{2}\epsilon, 0]$, $|b| \leq D'$.

Proof Replacing $v$ by $v - \int_Y v d\mu^R$, we can suppose without loss that $v$ lies in the space $B = \{v \in F_\alpha(Y^R) : \int_Y \int_0^R v(y, u) du d\mu = 0\}$.

It is again convenient to introduce the normalised twisted transfer operators $Q_s : C^\alpha(Y) \to C^\alpha(Y)$ mentioned in the proof of Lemma 2.19. We have

$$
\Psi(s) = \sum_{n=1}^\infty \int_Y Q_s^n v_s w_s d\mu = \int_Y (I - Q_s)^{-1}(Q_s v_s) w_s d\mu = \int_Y Z_s v w_s d\mu,
$$

where $Z_s v = (I - Q_s)^{-1}(Q_s v_s)$.

Consider the family of operators $Z_s : B \to C^\alpha(Y)$. We claim that this family is analytic on $\{\text{Re} s > 0\}$ and admits an analytic extension beyond the imaginary axis. Shrinking $\epsilon$ if necessary, we can ensure that $Z_s$ is analytic on the region $\{s \in [-\epsilon, 0] \times [-D', D']\}$ and hence there is a constant $C' > 0$ such that $\|Z_s v\|_\alpha \leq C'\|v\|_\alpha$. It then follows from Proposition 2.21 that $|\Psi(s)| \leq C'\|v_s\|_\alpha|w_s|_1 \leq C'C^2\epsilon^{-2}\|v\|_\alpha|w|_\infty$ for all $s \in [-\epsilon/2, 0] \times [-D', D']$.

Note that $Q_s f = f_0^{-1} P_s(f_0 f)$. Writing $s = \sigma + ib$, the spectral radius of $P_s$ and hence $Q_s$ is at most $\lambda_0$ where $\lambda_0 = 1$ and $\lambda_0 < 1$ for $\sigma > 0$. In particular, $Z_s$ is analytic on $\{\text{Re} s > 0\}$. Hence to prove the claim, it remains to show that $Z_s$ is analytic on a neighborhood of $s = ib$ for each $b \in \mathbb{R}$.

For $|\text{Re} s| \leq \epsilon$ (with $\epsilon > 0$ sufficiently small), it follows from Lemma 2.7 that the essential spectral radius of $L_s$, and hence $Q_s$, is strictly less than 1, so the spectrum close to 1 consists of isolated eigenvalues.

For $s = ib$ with $b \neq 0$, we have the aperiodicity property that $1 \not\in \text{spec} Q_{ib}$. To see this, suppose that $Q_{ib} f = f$ for some $f \in C^\alpha(Y)$. By definition, $Q_s$ is the $L^2$ adjoint of $f \mapsto e^{isf} f \circ F$ and hence $e^{ibf} f \circ F = f$. Choose $q \geq 1$ so that $|qb| > D'$ and set $\tilde{b} = qb$, $\tilde{f} = f^q$. Then $e^{ib\tilde{f}} \tilde{f} \circ F = \tilde{f}$ and hence $Q_{ib} \tilde{f} = \tilde{f}$ and $P_{ib}(f_0 \tilde{f}) = f_0 \tilde{f}$. By Theorem 2.16, $f \equiv 0$.

It follows that for each $b \neq 0$ there is an open set $U_b$ containing $ib$ such that $1 \not\in \text{spec} Q_s$ for all $s \in U_b$. Hence $(I - Q_s)^{-1} : C^\alpha(Y) \to C^\alpha(Y)$ is analytic on $U_b$. By Proposition 2.21, $Z_s : B \to F_\alpha(Y)$ is analytic on $U_b$.

Finally we consider the point $s = 0$. For $s$ near to 0, let $\pi_s$ denote the spectral projection corresponding to the eigenvalue $\lambda_s$ for $Q_s$. In particular, $\pi_0 f = \int_Y f d\mu$. Then $Q_s = \lambda_s \pi_s + E_s$ where $\pi_s E_s = E_s \pi_s$ and $E_s$ is a strict contraction uniformly in $s$ near 0. Hence $Z_s v = \sum_{n=1}^\infty Q_s^n v_s = (1 - \lambda_s)^{-1} \lambda_s \pi_s v_s + Y_s v$ where $Y_s$ is analytic in a neighborhood of 0. Moreover, $\lambda_s = 1 + cs + O(s^2)$ where $c \neq 0$, so $Z_s$ has at worst a simple pole at 0. But $\pi_0 v_0 = \int_Y \int_0^R v(y, u) du d\mu = 0$, so $Z_s : B \to F_\alpha(Y)$ is analytic on a neighborhood of 0 completing the proof.
Lemma 2.23 (The range $|b| \leq D'$, $n \geq A \log |b|$.) There exists $\epsilon > 0$, $C > 0$ such that

$$\sum_{n \geq A \log |b|} |\hat{J}_n(s)| \leq C e^{-2\|v\|_\alpha |w|_{\infty}},$$

for all $v \in F_\alpha(Y^\mathbb{R})$, $w \in L^\infty(Y^\mathbb{R})$ and for all $s = \sigma + ib$ with $\sigma \in [-\frac{1}{2} \epsilon, 0]$, $|b| \leq D'$.

Proof Using the fact that $L_n(e^{-sR_n}v) = f_0^{-1}P_n(e^{-sR_n}f_0v) = f_0^{-1}P_s(f_0v)$ we have

$$\hat{J}_n(s) = \int_Y f_0^{-1}P_s(P_s(f_0v)) w_s \, d\mu.$$

By Theorem 2.16,

$$\sum_{n \geq A \log |b|} \|P_n f\|_\infty \leq \sum_{n \geq A \log |b|} \|P_n\|_b \|f\|_b \leq \sum_{n \geq A \log |b|} \gamma^n \|f\|_b \leq (1 - \gamma)^{-1} \|f\|_b,$$

so the result follows from Proposition 2.21.

3 Flows over $C^{1+\alpha}$ hyperbolic skew products

In this section, we prove a result on exponential decay of correlations for a class of skew product flows satisfying UNI, by reducing to the situation in Section 2. Our treatment is analogous to [6].

Uniformly hyperbolic skew products Let $X = Y \times Z$ where $Y = [0, 1]$ and $Z$ is a compact Riemannian manifold. Let $f(y, z) = (Fy, G(y, z))$ where $F : Y \to Y$, $G : Y \times Z \to Z$ are $C^{1+\alpha}$.

We say that $f : X \to X$ is a $C^{1+\alpha}$ uniformly hyperbolic skew product if $F : Y \to Y$ is a uniformly expanding map satisfying conditions (i) and (ii) as in Section 2, with absolutely continuous invariant probability measure $\mu$, and moreover

(v) There exist constants $C > 0$, $\gamma_0 \in (0, 1)$ such that $|f^n(y, z) - f^n(y, z')| \leq C \gamma_0^n |z - z'|$ for all $y \in Y$, $z, z' \in Z$.

Let $\pi : X \to Y$ be the projection $\pi(y, z) = y$. This defines a semiconjugacy between $f$ and $F$. Note that $\{\pi^{-1}(y) : y \in Y\}$ is an exponentially contracting stable foliation.

Proposition 3.1 Given $v : X \to \mathbb{R}$ continuous, define $v_+, v_- : Y \to \mathbb{R}$ by setting $v_+(y) = \sup_z v(y, z)$, $v_-(y) = \inf_z v(y, z)$. Then the limits

$$\lim_{n \to \infty} \int_Y (v \circ f^n)_+ \, d\mu \quad \text{and} \quad \lim_{n \to \infty} \int_Y (v \circ f^n)_- \, d\mu$$

exist and coincide for all $v$ continuous. Denote the common limit by $\int_X v \, d\mu_X$; this defines an $f$-invariant ergodic probability measure $\mu_X$ on $X$. Moreover, $\pi_* \mu_X = \mu$. 
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Proof. See [4, Section 6].

Recall that \( L = L_0 \) denotes the normalised transfer operator for \( F : Y \to Y \).

**Proposition 3.2** (a) Suppose \( v \in C^0(X) \). Then the limit

\[
\eta_y(v) = \lim_{n \to \infty} (L^n v_n)(y), \quad v_n(y) = v \circ f^n(y,0),
\]

exists for all \( y \in Y \) and defines a probability measure supported on \( \pi^{-1}(y) \). Moreover \( y \mapsto \eta_y(v) \) is continuous and

\[
\int_X v \, d\mu_X = \int_Y \int_{\pi^{-1}(y)} v \, d\eta_y \, d\mu(y).
\] (3.1)

(b) There exists \( C > 0 \) such that, for any \( v \in C^\alpha(X) \), the function \( y \mapsto \overline{v}(y) = \int_{\pi^{-1}(y)} v \, d\eta_y \) lies in \( C^\alpha(Y) \) and \( \| \overline{v} \|_\alpha \leq C \| v \|_\alpha \).

Proof. This follows from Propositions 3 and 5 respectively of [9].

**Hyperbolic skew product flows** Suppose that \( R : Y \to \mathbb{R}^+ \) is \( C^1 \) on partition elements \((c_m, d_m)\) with \( \inf R > 0 \). Define \( R : X \to \mathbb{R}^+ \) by setting \( R(y, z) = R(y) \). Define the suspension \( X^R = \{(x, u) \in X \times \mathbb{R} : 0 \leq u \leq R(x) \}/\sim \) where \((x, R(x)) \sim (fx, 0)\). The suspension flow \( f_t : X^R \to X^R \) is given by \( f_t(x,u) = (x, u + t) \) computed modulo identifications, with ergodic invariant probability measure \( \mu^R_X = (\mu_X \times \text{Leb})/R \).

We say that \( f_t \) is a \( C^{1+\alpha} \) hyperbolic skew product flow provided \( f : X \to X \) is a \( C^{1+\alpha} \) uniformly hyperbolic skew product as above, and \( R : Y \to \mathbb{R}^+ \) satisfies conditions (iii) and (iv) as in Section 2. If \( F : Y \to Y \) and \( R : Y \to \mathbb{R}^+ \) satisfy condition UNI from Section 2, then we say that the skew product flow \( f_t \) satisfies UNI.

**Function space** Define \( F_a(X^R) \) to consist of \( L^\infty \) functions \( v : X^R \to \mathbb{R} \) such that \( \| v \|_a = |v|_\infty + |v|_\alpha < \infty \) where

\[
|v|_\alpha = \sup_{(y,z,u) \neq (y',z',u)} \frac{|v(y, z, u) - v(y', z', u)|}{(|y - y'| + |z - z'|)^\alpha}.
\]

Define \( F_{a,k}(X^R) \) to consist of functions with \( \| v \|_{a,k} = \sum_{j=0}^k \| \partial_t^j v \|_a < \infty \) where \( \partial_t \) denotes differentiation along the flow direction.

We can now state the main result. Given \( v \in L^1(X^R) \), \( w \in L^\infty(X^R) \), define the correlation function

\[
\rho_{v,w}(t) = \int v \, w \circ f_t \, d\mu^R_X - \int v \, d\mu^R_X \int w \, d\mu^R_X.
\]
Theorem 3.3 Assume that $f_t : X \to X$ is a $C^{1+\alpha}$ hyperbolic skew product flow satisfying the UNI condition. Then there exist constants $c, C > 0$ such that
\[ |\rho_{v,w}(t)| \leq Ce^{-ct}\|v\|_{\alpha,2}\|w\|_{\alpha}, \]
for all $v \in F_{\alpha,2}(X^R)$, $w \in F_{\alpha}(X^R)$, $t > 0$.

Remark 3.4 Again, it follows by interpolation (as in Corollary 2.3) that if the suspension flow is an extension of an ergodic flow on a compact Riemannian manifold $M$, then exponential decay of correlations holds for Hölder observables $v, w : M \to \mathbb{R}$.

In the remainder of this section, we prove Theorem 3.3 following [6]. Let $\gamma = \gamma^\alpha_0$.

Define $\psi_t : Y^R \to \mathbb{Z}^+$ to be the number of visits to $Y$ by time $t$:
\[ \psi_t(y,u) = \max\{n \geq 0 : u + t > R_n(y)\}. \]

Proposition 3.5 There exist $\delta, C > 0$ such that
\[ \int_{Y^R} \gamma^{\psi_t} d\mu^R \leq Ce^{-\delta t} \text{ for all } t > 0. \]

Proof Write
\[ \int_{Y^R} \gamma^{\psi_t} d\mu^R = \sum_{n=0}^{\infty} \gamma^n \mu^R \{ (y,u) : R_n(y) < u + t \leq R_{n+1}(y) \} \]
\[ \leq \sum_{n=0}^{\infty} \gamma^n \mu^R \{ t \leq R_{n+1}(y) \} = (1/R) \sum_{n=0}^{\infty} \gamma^n \int_Y R 1_{\{R_{n+1} > t\}} d\mu. \]

By Cauchy-Schwarz and Markov’s inequality,
\[ \int_Y R 1_{\{R_n > t\}} d\mu \leq |R|^2 \mu(R_n > t)^{1/2} = |R|^2 \mu(e^{\delta R_n} > e^{\delta t})^{1/2} \]
\[ \leq |R|^2 e^{-\frac{t}{2}\delta t} \left( \int_Y e^{\delta R_n} d\mu \right)^{1/2}. \]

Recall that the normalised twisted transfer operator $L_\sigma$ is defined for $\sigma \in \mathbb{R}$ near 0 with leading eigenvalue $\lambda_\sigma$ satisfying $\lambda_0 = 1$. We have
\[ \int_Y e^{\delta R_n} d\mu = \int Y L_0^n e^{\delta R_n} d\mu = \int Y L_{-\delta}^n 1 d\mu, \]
so $\int_Y e^{\delta R_n} d\mu \leq \lambda_\sigma^{n\delta}$. Since $\lambda_0 = 1$, we can shrink $\delta$ so that $\tilde{\gamma} = \gamma^{1/2}_\lambda < 1$. Then
\[ \int_{Y^R} \gamma^{\psi_t} d\mu^R \ll \sum_{n=0}^{\infty} \gamma^n e^{-\frac{t}{2}\delta t} \lambda^{n/2}_\delta = \sum_{n=0}^{\infty} \tilde{\gamma}^n e^{-\frac{t}{2}\delta t} \ll e^{-\frac{t}{2}\delta t}, \]
as required.
Proof of Theorem 3.3 Without loss, we may suppose that \( \int_{X_R} v \, d\mu_X = 0 \). Define the semiconjugacy \( \pi^R : X^R \to Y^R, \pi^R(x,u) = (\pi x, u) \), so \( F_t \circ \pi^R = \pi^R \circ f_t \) and \( \pi^R * \mu_X^R = \mu^R \). Define \( w_t : Y^R \to \mathbb{R} \) by setting

\[
w_t(y,u) = \int_{x \in \pi^{-1}(y)} w \circ f_t(x,u) \, d\eta_y(x).
\]

Then \( \rho_{v,w}(2t) = I_1(t) + I_2(t) \), where

\[
I_1(t) = \int_{X_R} v \, d\mu_X - \int_{X_R} v \circ F_t \, d\mu_X,
\]

\[
I_2(t) = \int_{X_R} w_t \circ F_t \, d\mu_X.
\]

Now \( I_1(t) = \int_{X_R} v (w \circ f_t - w_t \circ \pi^R) \, d\mu_X \), so \( |I_1(t)| \leq |v|_\infty \int_{X_R} |w \circ f_t - w_t \circ \pi^R| \, d\mu_X \). Using the definitions of \( \pi^R \) and \( w_t \),

\[
w \circ f_t(x,u) - w_t \circ \pi^R(x,u) = w \circ f_t(x,u) - w_t(\pi x, u)
\]

\[
= \int_{x' \in \pi^{-1}(\pi x)} (w \circ f_t(x,u) - w \circ f_t(x', u)) \, d\eta_x(x').
\]

Recall that \( \gamma = \gamma_0^\alpha \). It follows from condition (v) that

\[
|w \circ f_t(x,u) - w_t \circ \pi^R(x,u)| \ll \int_{x' \in \pi^{-1}(\pi x)} |w|_\alpha \gamma_\psi(t)(x') \, d\eta_x(x')
\]

\[
= |w|_\alpha \gamma_\psi(t)(x,u) = |w|_\alpha \gamma_\psi \circ \pi^R(x,u).
\]

Hence

\[
|I_1(t)| \ll |v|_\infty |w|_\alpha \int_{X_R} \gamma_\psi \circ \pi^R \, d\mu_X = |v|_\infty |w|_\alpha \int_{Y_R} \gamma_\psi \, d\mu_R.
\]

By Proposition 3.5, \( |I_1(t)| \ll |v|_\infty |w|_\alpha e^{-\delta t} \) for some \( \delta > 0 \).

Next, define \( \bar{v} : Y^R \to \mathbb{R} \) by setting \( \bar{v}(y,u) = \int_{x \in \pi^{-1}(y)} v(x,u) \, d\eta_y(x) \). Since \( \int_{X_R} v \, d\mu_X = 0 \), it follows from Proposition 3.2(a) that \( \int_{Y_R} \bar{v} \, d\mu_R = 0 \). Moreover, \( I_2(t) = \int_{Y_R} \bar{v} \circ f_t \, d\mu_R = \bar{\rho}_{\bar{v},w_t}(t) \) where \( \bar{\rho} \) denotes the correlation function on \( Y^R \). By Proposition 3.2(b), \( \bar{v} \in F_{\alpha,2}(Y^R) \) and \( \|\bar{v}\|_{\alpha,2} \ll \|v\|_{\alpha,2} \). Clearly, \( |w_t|_\infty \leq |w|_\infty \). Hence it follows from Theorem 2.1 that there exists \( c > 0 \) such that \( |I_2(t)| \ll e^{-ct} \|\bar{v}\|_{\alpha,2} |w_t|_\infty \ll e^{-ct} \|v\|_{\alpha,2} |w|_\infty \) completing the proof.

4 Applications to smooth flows

In this section, we mention applications of our results to certain open sets of Lorenz flows and Axiom A flows in \( \mathbb{R}^3 \).
4.1 Lorenz-like flows

We consider \( C^\infty \) vector fields \( X : \mathbb{R}^3 \to \mathbb{R}^3 \) possessing an equilibrium \( p \) which is Lorenz-like: the eigenvalues of \((DX)_p\) are real and satisfy
\[
\lambda_{ss} < \lambda_s < 0 < -\lambda_s < \lambda_u. \tag{4.1}
\]

The definition of geometric Lorenz attractor is fairly standard, and implies in particular that there is a robust topologically transitive attractor containing the equilibrium \( p \). By Morales et al. [16], such an attractor is singular hyperbolic with a dominated splitting into a one-dimensional uniformly contracting subbundle and a two-dimensional subbundle with uniform expansion of area. It follows that there is a uniformly contracting strong stable foliation \( \mathcal{F}^{ss} \) for the flow and a uniformly contracting stable foliation \( \mathcal{W}_g^{s} \) for the associated Poincaré map \( g \). (We refer to [16] for a precise statement of these properties. See also [3].) Tucker [19] showed that the classical Lorenz attractor is an example of a geometric Lorenz attractor.

Quotienting \( g \) along stable leaves in \( \mathcal{W}_g^{s} \) leads to a one-dimensional map \( \bar{g} \). Tucker [19] proved moreover that for the classical Lorenz equation \( X_0 \), and nearby vector fields, the one dimensional map \( \bar{g} \) is locally eventually onto (l.e.o.). For convenience, we say that \( X \) satisfies l.e.o. if \( \bar{g} \) satisfies l.e.o.

It is often the case that a smoothness assumption is imposed on the foliation \( \mathcal{W}_g^{s} \). Here we require smoothness also of \( \mathcal{F}^{ss} \). Following [2], we say that \( X \) is strongly dissipative if the divergence of the vector field \( X \) is strictly negative, and moreover the eigenvalues of the singularity at \( p \) satisfy the additional constraint \( \lambda_u + \lambda_{ss} < \lambda_s \). By [2, Lemma 2.2] the foliation \( \mathcal{F}^{ss} \) (and hence the foliation \( \mathcal{W}_g^{s} \)) is \( C^{1+\alpha} \) for a strongly dissipative geometric Lorenz attractor.

**Remark 4.1** Strong dissipativity is clearly a \( C^1 \) open condition. Moreover, for the classical Lorenz equations with vector field \( X_0 : \mathbb{R}^3 \to \mathbb{R}^3 \), we have
\[
\text{div} X_0 \equiv -\frac{41}{3}, \quad \lambda_s = -\frac{8}{3}, \quad \lambda_u \approx 11.83, \quad \lambda_{ss} \approx -22.83,
\]
so condition (4.1) and strong dissipativity are satisfied. Consequently the foliations \( \mathcal{F}^{ss} \) and \( \mathcal{W}_g^{s} \) are \( C^{1+\alpha} \) for \( X_0 \) and for nearby vector fields.

For \( \alpha > 0 \), let \( U_{1+\alpha} \) denote the set of \( C^\infty \) vector fields \( X : \mathbb{R}^3 \to \mathbb{R}^3 \) possessing a geometric Lorenz attractor, satisfying the l.e.o. condition, with a \( C^{1+\alpha} \) strong stable foliation \( \mathcal{F}^{ss} \) for the flow and hence a \( C^{1+\alpha} \) stable foliation \( \mathcal{W}_g^{s} \) for the Poincaré map.

For vector fields in \( U_{1+\alpha} \), the quotient one-dimensional map \( \bar{g} \) is a \( C^{1+\alpha} \) nonuniformly expanding map with a “Lorenz-like” singularity corresponding to the Lorenz-like equilibrium.

Since \( \bar{g} \) is l.e.o., we can choose an interval \( Y \) in the domain of \( \bar{g} \) and an inducing time \( \tau : Y \to \mathbb{Z}^+ \) such that \( F = \bar{g}^\tau : Y \to Y \) is a piecewise \( C^{1+\alpha} \) uniformly expanding map satisfying the assumptions in Section 2. In particular, conditions (i) and (ii)
are satisfied. The absolutely continuous invariant probability measure for $F$ leads in a standard way to an SRB measure $\mu$ supported on the attractor for the flow. All mixing properties discussed below are with respect to $\mu$.

Since the strong stable foliation $F_{ss}$ is $C^{1+\alpha}$, it is possible as in [1, 2, 5] to choose a $C^{1+\alpha}$-embedded Poincaré section consisting of strong stable leaves. The properties above of $F = \bar{g}^\tau$ are unchanged, but the return time function $r$ to the Poincaré section is $C^{1+\alpha}$ and constant along stable leaves in $W^s_{\bar{g}}$ and hence restricts to a $C^{1+\alpha}$ return time function, also denoted $r$, for the quotient system. Inducing leads to a piecewise $C^{1+\alpha}$ induced return time function $R : Y \to \mathbb{R}^+$ given by $R(y) = \sum_{j=0}^{\tau(y)-1} r(\bar{g}^j y)$. Conditions (iii) and (iv) in Section 2 are verified in [5, Section 4.2.2] and [5, Section 4.2.1] respectively. Hence the quotient induced semiflow is a $C^{1+\alpha}$ expanding semiflow as defined in Section 2. Similarly, the induced flow (starting with $g$ instead of $\bar{g}$ and using the same inducing time $\tau$) is a $C^{1+\alpha}$ hyperbolic skew product flow as defined in Section 3. To establish exponential decay of correlations, it remains to verify the UNI condition.

**Verification of UNI on $U_{1+\alpha}$, $\alpha > 0$.** Araújo et al. [2] established joint nonintegrability of the stable and unstable foliations, and it is well-known [11, 1] that this is equivalent to UNI. For completeness we sketch the proof of the UNI condition.

Let $\alpha_0$ denote the partition $\{(c_m, d_m)\}$ of $Y$ in the definition of the uniformly expanding map $F : Y \to Y$. Let $\alpha_1$ denote the corresponding partition of the cross-section $X$ for the Poincaré map $f$ for the induced flow, obtained from $\alpha_0$ by including stable leaves. (In [2], the partition for $f$ is denoted $\alpha > 0$.)

Let $a \in \alpha_1$ be a partition element for $f$. Following [2], the temporal distortion function $D : a \times a \to \mathbb{R}$ is defined almost everywhere on $a \times a$ by the formula

$$D(y, z) = \sum_{j=-\infty}^{\infty} \left\{ r(g^j y) - r(g^j[y, z]) - r(g^j[z, y]) + r(g^j z) \right\}$$

$$= \sum_{j=-1}^{\infty} \left\{ r(g^j y) - r(g^j[y, z]) - r(g^j[z, y]) + r(g^j z) \right\},$$

where $[y, z]$ is the local product of $y$ and $z$, and the second equality follows since $r$ is constant along stable manifolds. (Note that $f$, $F$, $\bar{F}$ in [2] correspond to $g$, $f$, $F$ here.) The main technical result of [2] states that the stable and unstable foliations for the flow are not jointly integrable:

**Lemma 4.2** There exists $a \in \alpha_1$ and $y, z \in a$ such that $D(y, z) \neq 0$.

**Proof** This is implicit in [2, Theorem 3.4], as we now show.

Let $\hat{f} : \Delta \to \Delta$ be the Young tower constructed in [2, Subsection 3.2] with partition $\hat{\alpha}$. (We refer to [2] for the prerequisite definitions.) Still following [2, Subsection 3.2],
the temporal distortion function $D$ on $Y$ extends to $\Delta$ via the formula
\[
D(p, q) = \sum_{j=-\infty}^{\infty} \{ \hat{r}(\hat{f}^j p) - \hat{r}(\hat{f}^j [p, q]) - \hat{r}(\hat{f}^j [q, p]) + \hat{r}(\hat{f}^j q) \}.
\]

By [2, Theorem 3.4], there exists $\ell \geq 0$ and $\hat{a}, \hat{a}' \in \hat{a}$ lying in the $\ell'$th level of $\Delta$, and there exists $p = (y, \ell) \in \hat{a}$, $q = (z, \ell) \in \hat{a}'$, such that $D(p, q) = 0$.

Since the local product on the tower is given by $[p, q] = ([y, z], \ell)$ it follows from the definitions (recalling again that $f$ in [2] is denoted $g$ here) that
\[
D((y, \ell), (z, \ell)) = \sum_{j=-\infty}^{\infty} \{ r \circ g^j(g^i y) - r \circ g^j(g^i [y, z]) - r \circ g^j(g^i [z, y]) + r \circ g^j(g^i z) \}
= \sum_{j=-\infty}^{\infty} \{ r \circ g^j(y) - r \circ g^j([y, z]) - r \circ g^j([z, y]) + r \circ g^j(z) \} = D(y, z).
\]

Hence $D(y, z) = D(p, q) \neq 0$ as required.

**Corollary 4.3** The UNI condition holds for $\mathfrak{X} \in \mathcal{U}_{1+\alpha}$, for all $\alpha > 0$.

**Proof** Let $a \in \alpha_1$, $y, z \in a$. Write $D(y, z) = D_0(y, [y, z]) + D_0(z, [z, y])$ where
\[
D_0(y, z) = \sum_{j=1}^{\infty} \{ r(g^{-j} y) - r(g^{-j} z) \}
\]
is defined for $y, z \in a$ lying in the same unstable manifold for $f$. The proof of [2, Lemma 3.1] establishes that there is a sequence of partition elements $a_i \in \alpha_1$ and pairs of points $y_i, z_i \in a_i$ with $y_0 = y$, $z_0 = z$ and $y_{i+1} = f y_i$, $z_{i+1} = f z_i$ for $i \geq 1$, such that
\[
D_0(y, z) = \sum_{i=1}^{\infty} \{ \tilde{R}(y_i) - \tilde{R}(z_i) \}.
\]

Now suppose for contradiction that UNI fails. By [6, Proposition 7.4], there is a $C^1$ function $\zeta$ and a locally constant function $\ell$ (constant on elements of $\alpha_1$) such that $R = \zeta \circ f - \zeta + \ell$. Since $R$ is constant along stable manifolds and $\zeta = -\sum_{j=0}^{n-1} R \circ f^j + \sum_{j=0}^{n-1} \ell \circ f^j + \zeta \circ f^n$, it follows that $\zeta$ is constant along stable manifolds. Substituting into the formulas for $D_0$ and $D$, we obtain $D_0(y, z) = \zeta(y) - \zeta(z)$ and
\[
D(y, z) = \zeta(y) - \zeta([y, z]) + \zeta(z) - \zeta([z, y]) = 0.
\]

Hence $D \equiv 0$ on $a \times a$ for all $a \in \alpha$, contradicting Lemma 4.2.

**Proof of Theorem 1.1** It follows from [19] and Remark 4.1 that there exists $\alpha > 0$ such that $\mathfrak{X}_0 \in \text{Int} \, \mathcal{U}_{1+\alpha}$. By Theorem 3.3 and Corollary 4.3, exponential decay of correlations holds for all $\mathfrak{X} \in \mathcal{U}_{1+\alpha}$.
Remark 4.4 Previous results in the literature on mixing for Lorenz attractors are as follows. (For simplicity, we do not stated the optimal conditions under which each individual result is known to be valid.)

By [18], weak mixing implies Bernoulli (and hence mixing) for vector fields in $U_{1+\alpha}$, and [15] showed that these properties indeed hold. Moreover, by [2], all vector fields in $U_{1+\alpha}$ have superpolynomial decay of correlations. That is, for $C^\infty$ observables $v, w : \mathbb{R}^3 \to \mathbb{R}$ the correlation function $\rho_{v,w}(t)$ decays faster than any polynomial rate. These results apply to the classical Lorenz equations $\mathcal{X}_0$.

The first results on exponential decay of correlations for geometric Lorenz attractors were obtained by [5] who showed that vector fields in $U_2$ have exponential decay of correlations (for Hölder observables). The above remarks show that this set has nonempty interior. However, it seems unlikely that $\mathcal{X}_0 \in U_2$, so the classical Lorenz attractor was not covered.

Finally, we note related work of [8] and [12] which sets out a program to prove exponential decay of correlations for maps and flows with discontinuities.

Corollary 4.5 For vector fields in $U_{1+\alpha}$, the ASIP for the time-1 map of the corresponding flow (cf. Corollary 2.2) holds for Hölder mean zero observables $v : \mathbb{R}^3 \to \mathbb{R}$.

Proof This follows from Theorem 1.1 by the methods in [2].

Remark 4.6 Theorem C in [2] already covers the ASIP for the time-1 map if $\mathcal{X} \in U_{1+\alpha}$, provided the observable $v$ is $C^\infty$. The result here applies to all Hölder observables.

Remark 4.7 The results presented in this subsection rely heavily on [2]. The only parts of [2] that are redundant are Subsections 3.4 and 3.5 together with Proposition 2.6 and the last statement of Proposition 2.5.

4.2 Axiom A flows

In [1], it is shown that in all dimensions greater than two, there is an open set of Axiom A flows with exponential decay of correlations. Roughly speaking, these are flows with $C^2$ strong stable foliation (forced by a domination condition which is robust) satisfying the UNI condition.

An immediate consequence of Theorem 3.3 is that we recover and extend the result in [1] in the three-dimensional case, since we require only that the strong stable foliation is $C^{1+\alpha}$ (which is forced by a weaker domination condition). We conjecture that the same is true in higher dimensions. To prove this it would be necessary to check that our extension of [7] to the $C^{1+\alpha}$ situation works in the higher-dimensional setting of [6, Section 2.1]. We have chosen to restrict attention to the lowest dimensional situation in this paper since it avoids certain technicalities and it suffices for the important case of Lorenz attractors.
A Correlation function of a suspension semiflow

In this appendix, we recall a formula of Pollicott [17] for the correlation function corresponding to a suspension semiflow or flow.

Proposition A.1 $\rho_{v,w}(t) = \sum_{n=0}^{\infty} J_n(t)$ where

$$J_n(t) = \begin{cases} \int_{Y^R} 1_{\{t+u<R(y)\}} v(y,u) w(y,t+u) d\mu^R, & n = 0 \\ \int_{Y^R} 1_{\{R_n(y)<t+u<R_{n+1}(y)\}} v(y,u) w(F^n y, t+u-R_n(y)) d\mu^R, & n \geq 1 \end{cases}$$

Proof Write

$$\rho(t) = \int_{Y^R} 1_{\{u<t+u\}} v(y,u) w \circ F_t(y,u) d\mu^R$$

$$= \int_{Y^R} 1_{\{u<t+u<R(y)\}} v(y,u) w \circ F_t(y,u) d\mu^R$$

$$+ \sum_{n=1}^{\infty} \int_{Y^R} 1_{\{R_n(y)<t+u<R_{n+1}(y)\}} v(y,u) w \circ F_t(y,u) d\mu^R.$$ 

The result follows.

Let $\hat{\rho}_{v,w}(s)$ denote the Laplace transform of $\rho_{v,w}(t)$. Similarly, let $\hat{J}_n(s)$ denote the Laplace transform of $J_n(t)$. We note that $\hat{\rho}$ and $\hat{J}_n$ are analytic on $\{s \in \mathbb{C} : \text{Re } s > 0\}$. It is easily checked that $\hat{J}_n$ is analytic on the whole of $\mathbb{C}$ for each $n$. We require explicit bounds for the case $n = 0$.

Proposition A.2 For each $a > 0$ there exists $C > 0$ such that $|J_0(s)| \leq C|v|_\infty|w|_\infty$ for all $s \in \mathbb{C}$ with $\text{Re } s \geq -a$.

Proof Begin by writing

$$\hat{J}_0(s) = \int_0^{\infty} e^{-st} \int_{Y^R} 1_{\{t+u<R(y)\}} v(y,u) w(y,t+u) d\mu^R dt$$

$$= (1/\bar{R}) \int_{Y} \int_0^{R(y)} \int_0^{R(y)-u} e^{-st} v(y,u) w(y,t+u) dt du d\mu.$$ 

Hence

$$|\hat{J}_0(s)| \leq |v|_\infty|w|_\infty (1/\bar{R}) \int_{Y} \int_0^{R(y)} \int_0^{R(y)-u} e^{at} dt du d\mu$$

$$\leq |v|_\infty|w|_\infty (1/\bar{R}) a^{-2} \int_{Y} e^{\alpha R} d\mu \ll |v|_\infty|w|_\infty$$ 

by Proposition 2.18.
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Proposition A.3 For $n \geq 1$, $\hat{J}_n(s) = (\bar{R})^{-1} \int_Y e^{-sR_n v_s} w_s \circ F^n \, d\mu$ where

$$v_s(y) = \int_0^{R(y)} e^{su} v(y, u) \, du, \quad w_s(y) = \int_0^{R(y)} e^{-su} w(y, u) \, du.$$

Proof First note that

$$\hat{J}_n(s) = \int_0^{\infty} e^{-st} J_n(t) \, dt = (\bar{R})^{-1} \int_Y \int_0^{R(y)} \int_{R_n(y) - u}^{R_n(y) + 1} e^{-st} v(y, u) w(F^n y, t + u - R_n(y)) \, dt \, du \, d\mu.$$

The substitution $u' = t + u - R_j(y)$ yields

$$\hat{J}_n(s) = (\bar{R})^{-1} \int_Y \left( \int_0^{R(y)} e^{su} v(y, u) \, du \right) \left( \int_0^{R(F^j y)} e^{-su'} w(F^n y, u') \, du' \right) e^{-sR_n(y)} \, d\mu,$$

which is the required formula.

Acknowledgement V.A. was partially supported by CNPq, PRONEX-Dyn.Syst. and FAPESB (Brazil). I.M. was partially supported by a European Advanced Grant StochExtHomog (ERC AdG 320977) and by CNPq (Brazil) through PVE grant number 313759/2014-6.

References

[1] V. Araújo, O. Butterley and P. Varandas. Open sets of Axiom A flows with exponentially mixing attractors. Preprint, 2014. arXiv:1402.6654.

[2] V. Araújo, I. Melbourne and P. Varandas. Rapid mixing for the Lorenz attractor and statistical limit laws for their time-1 maps. Comm. Math. Phys. To appear.

[3] V. Araújo and M. J. Pacifico. Three-dimensional flows. Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics] 53. Springer, Heidelberg, 2010.

[4] V. Araujo, M. J. Pacifico, E. R. Pujals and M. Viana. Singular-hyperbolic attractors are chaotic. Trans. Amer. Math. Soc. 361 (2009) 2431–2485.

[5] V. Araújo and P. Varandas. Robust exponential decay of correlations for singular-flows. Comm. Math. Phys. 311 (2012) 215–246. Updated version at arXiv:1101.2915.
[6] A. Avila, S. Gouëzel and J. Yoccoz. Exponential mixing for the Teichmüller flow. *Publ. Math. Inst. Hautes Études Sci.* (2006) 143–211.

[7] V. Baladi and B. Vallée. Exponential decay of correlations for surface semi-flows without finite Markov partitions. *Proc. Amer. Math. Soc.* 133 (2005) 865–874 (electronic).

[8] O. Butterley and P. Eslami. Exponential mixing for skew products with discontinuities. *Trans. Amer. Math. Soc.* To appear. arXiv:1405.7008.

[9] O. Butterley and I. Melbourne. Disintegration of invariant measures for hyperbolic skew products. Preprint, 2015. arXiv:1503.04319.

[10] N. I. Chernov. Markov approximations and decay of correlations for Anosov flows. *Ann. of Math.* 147 (1998) 269–324.

[11] D. Dolgopyat. On the decay of correlations in Anosov flows. *Ann. of Math.* 147 (1998) 357–390.

[12] P. Eslami. Stretched exponential mixing for $C^{1+\alpha}$ skew products with discontinuities. *Ergodic Theory Dynam. Systems.* To appear. Published online: 22 July 2015.

[13] B. Hasselblatt and A. Wilkinson. Prevalence of non-Lipschitz Anosov foliations. *Ergodic Theory Dynam. Systems* 19 (1999) 643–656.

[14] C. Liverani. On contact Anosov flows. *Ann. of Math.* 159 (2004) 1275–1312.

[15] S. Luzzatto, I. Melbourne and F. Paccaut. The Lorenz attractor is mixing. *Commun. Math. Phys.* 260 (2005) 393–401.

[16] C. A. Morales, M. J. Pacifico and E. R. Pujals. Robust transitive singular sets for 3-flows are partially hyperbolic attractors or repellers. *Ann. of Math.* 160 (2004) 375–432.

[17] M. Pollicott. On the rate of mixing of Axiom A flows. *Invent. Math.* 81 (1985) 413–426.

[18] M. Ratner. Bernoulli flows over maps of the interval. *Israel J. Math.* 31 (1978) 298–314.

[19] W. Tucker. A rigorous ODE solver and Smale’s 14th problem. *Found. Comput. Math.* 2 (2002) 53–117.