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Abstract

Before we proposed an algebraic technics for the Hamiltonian approach to the evolution systems of partial differential equations, including systems with constraints. Here we further develop this approach and present the defining system of equations (suitable for the computer calculations), characterizing the Hamiltonian operators of the given form. We illustrate our technics by a simple example.
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1 Introduction.

In the previous paper [1] we proposed an algebraic technics (based on the book [2], Chapter VII) for the Hamiltonian approach to the evolution systems of partial differential equations, including systems with constraints. Here we further develop this approach and present the defining system of equations (suitable for the computer calculations) for the classification of the Hamiltonian operators of the given form.

We work in the frames of the algebra-geometrical approach to partial differential equations (see, for example, [2], [3], [4]). We hope that our results will be helpful in the studies connected with the papers [5] – [19].

We use the following general notations:
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\[ F = \mathbb{R}, \mathbb{C}, \quad N = \{1, 2, 3, \ldots \} \subset \mathbb{Z}_+ = \{0, 1, 2, \ldots \}; \]

\[ M = \{1, \ldots, m\}, \quad m \in \mathbb{N}; \]

\[ \mathbb{I} = \mathbb{Z}_+^M = \{i = (i^1, \ldots, i^m) \mid i^\mu \in \mathbb{Z}_+, \mu \in M\}. \]

All linear operations are done over the number field \( F \). The summation over repeated upper and lower indices is as a rule assumed.

### 2 The differential algebra.

The main object in our construction is a differential algebra \((\mathcal{F}, \mathcal{D}_H)\), where (see [1], for details and motivations):

\[ \mathcal{F} \text{ is an unital (i.e., containing the unit element) associative commutative algebra;} \]

\[ \mathcal{D} = \mathcal{D}(\mathcal{F}) \text{ is the Lie algebra of all differentiations of the algebra } \mathcal{F}, \text{ it is assumed that } \mathcal{D} = \mathcal{D}_V \oplus \mathcal{D}_H; \]

\[ \mathcal{D}_V = \mathcal{D}_V(\mathcal{F}) \text{ is the vertical subalgebra of the Lie algebra } \mathcal{D} \text{ with the formal } \mathcal{F}-\text{basis } \partial = \{\partial_a \mid a \in \mathbb{A}\}, [\partial_a, \partial_b] = 0, a, b \in \mathbb{A}, \mathbb{A} \text{ is an index set, in particular, } \mathcal{D}_V = \{X = X^a \partial_a \mid X^a \in \mathcal{F}\}, \text{ where for any } L \in \mathcal{F} \text{ the action } \partial_a L \neq 0 \text{ only for a finite number of indices } a \in \mathbb{A}; \]

\[ \mathcal{D}_H = \mathcal{D}_H(\mathcal{F}) \text{ is the horizontal subalgebra of the Lie algebra } \mathcal{D} \text{ with the } \mathcal{F}-\text{basis } D = \{D_\mu \mid \mu \in \mathbb{M}\}, [D_\mu, D_\nu] = 0, \mu, \nu \in \mathbb{M}; \]

\[ [D, \mathcal{D}_V] \subset \mathcal{D}_V, \text{ i.e. } [D_\mu, V] \in \mathcal{D}_V \text{ for all } \mu \in \mathbb{M} \text{ and } V \in \mathcal{D}_V. \]

Remind, that the set \( \mathcal{D} \) has two algebraic structures: the structure of a Lie algebra with the commutator \([X, Y] = X \circ Y - Y \circ X\), as the Lie bracket, and the structure of a \( \mathcal{F} \)-module with \((K \cdot X)L = K \cdot (XL)\), which are related by the matching condition \([X, L \cdot Y] = (XL) \cdot Y + L \cdot [X, Y]\) for all \( K, L \in \mathcal{F} \), and for all \( X, Y \in \mathcal{D} \).

For any index sets \( \mathbb{A}, \mathbb{B} \) the set \( \mathcal{F}_\mathbb{B}^\mathbb{A} = \{\eta = (\eta^\mu_a) \mid \eta^\mu_a \in \mathcal{F}, \ a \in \mathbb{A}, \ b \in \mathbb{B}\} \) has the structure of a \( \mathcal{F} \)-module with the component-wise multiplication, i.e., \( K \cdot \eta = (K \cdot \eta^\mu_a) \in \mathcal{F}_\mathbb{B}^\mathbb{A} \) for all \( K \in \mathcal{F}, \ \eta \in \mathcal{F}_\mathbb{B}^\mathbb{A} \).

We denote by \( \hat{\mathcal{F}}_\mathbb{B}^\mathbb{A} \) the \( \mathcal{F} \)-module of all elements \( \eta = (\eta^\mu_a) \in \mathcal{F}_\mathbb{B}^\mathbb{A} \), s.t. for any upper index \( a \in \mathbb{A} \) only a finite number of components \( \eta^\mu_a \neq 0 \). In
3 Horizontal differential operators.

We call a linear mapping $P(D) : F \to F$ (i.e., $P(D) \in \text{End}_F(F)$) a horizontal differential operator, if $P(D) = P_i \cdot D^i$, where the indices $i = (i^1, \ldots, i^m) \in \mathbb{I}$, coefficients $P = (P_i) \in \hat{F}_F$, differential monomials $D^i = (D_1)^{i^1} \circ \ldots \circ (D_m)^{i^m}$, so $P(D) L = P_i \cdot D^i L$ for all $L \in F$. The set of all horizontal differential operators we denote by $F[D]$. It is an unital associative algebra with the the multiplication defined by the composition rule. In the same way for any four index sets $A, B, A', B'$ the $F[D]$-module $F^B_{A'} [D]$ of matrix horizontal differential operators

$$P(D) : \hat{F}^A_B \to \hat{F}^A_{B'}, \quad \eta = (\eta^a_b) \mapsto \chi = (\chi^a_{b'}), \quad \chi^a_{b'} = P^a_{b' a i} \cdot D^i \eta^a_b,$$

is defined, where $P = (P^a_{b' a i}) \in \hat{F}^A_{B'A'}$. $P(D) = (P^a_{b' a i} \cdot D^i)$.

For every pair of index sets $A, B$ there is defined the natural pairing

$$\langle \cdot, \cdot \rangle : \hat{F}^A_B \times \hat{F}^B_A \to F, \quad \eta = (\eta^a_b), \zeta = (\zeta^b_a) \mapsto \langle \eta, \zeta \rangle = \eta^a_b \cdot \zeta^b_a.$$

For every horizontal differential operator $P(D) : \hat{F}^A_B \to \hat{F}^{A'}_{B'}$ there is defined the Lagrange dual operator

$$\hat{P}(D) : \hat{F}^{B'}_{A'} \to \hat{F}^B_A, \quad \zeta = (\zeta^b_{a'}) \mapsto \omega = (\omega^b_a), \quad \omega^b_a = (-D)^i (\zeta^b_{a'} \cdot P^a_{b' a i}).$$
where $\tilde{P} = (\tilde{P}_{ab'i}) \in \tilde{\mathcal{F}}_{AB}^{BA'}$, $\mathcal{P}(D) = (\tilde{P}_{ab'i} \cdot D^i) = ((-D)^i \circ P_{b'a})$, and the Green’s formula (the integration by parts)

$$\langle \zeta, \mathcal{P}(D)\eta \rangle - \langle \mathcal{P}(D)\zeta, \eta \rangle = D_{\mu} \psi^{\mu} \text{ for all } \zeta \in \mathcal{F}_{BA'}, \eta \in \mathcal{F}_{A'},$$

holds with some current $\psi = (\psi^{\mu}(\zeta, \mathcal{P}(D), \eta)) \in \mathcal{F}^M$.

**Assumption 1.** We assume that the differential algebra $(\mathcal{F}, \mathcal{D}_H)$ is horizontally exact, i.e. a horizontal differential operator $\mathcal{P}(D) = P_i \cdot D^i = 0$ (i.e., $\mathcal{P}(D)K = 0$ for all $K \in \mathcal{F}$) iff the coefficients $P_i = 0$ for all $i \in \mathbb{I}$.

Note, that in this case, the same is also true for matrix operators.

### 4 The main ingredients

The main components, instruments and assumptions here are (see [1], for more detail):

- the horizontal differential operator

$$D : \mathcal{F} \rightarrow \mathcal{F}_M, \quad K \mapsto DK = (D_{\mu}K);$$

- the horizontal differential operator

$$\text{Div} = -\tilde{D} : \mathcal{F}_M \rightarrow \mathcal{F}, \quad \psi = (\psi^{\mu}) \mapsto \text{Div} \psi = D_{\mu} \psi^{\mu};$$

- the horizontal differential operator

$$\nabla : \mathcal{F}^A \rightarrow \mathcal{F}_M^A, \quad \phi = (\phi^a) \mapsto \eta = (\eta^a_{\mu}), \quad \eta^a_{\mu} = D_{\mu} \phi^a + \Gamma^a_{\mu b} \cdot \phi^b;$$

- the Lagrange dual operator

$$\tilde{\nabla} : \mathcal{F}^M_A \rightarrow \mathcal{F}_A^A, \quad \chi = (\chi^a_{\mu}) \mapsto f = (f_a), \quad f_a = -D_{\mu} \chi^a_{\mu} + \Gamma^b_{\mu a} \chi^b_{\mu};$$

- the vertical differential operator $\partial : \mathcal{F} \rightarrow \mathcal{F}^A, \quad K \mapsto \partial K = (\partial_a K)$.

The operator $\nabla$ is correctly defined due to assumption $\Gamma = (\Gamma^b_{\mu a}) \in \mathcal{F}_{MA}.}$
Proposition 1. The compositions \( \partial \circ \text{Div}, \nabla \circ \partial : \mathcal{F}^M \rightarrow \mathcal{F}_A \), and the equality \( \partial \circ \text{Div} + \nabla \circ \partial = 0 \) holds.

Proof. Indeed, for any \( \psi = (\psi^\mu) \in \mathcal{F}^M \) we have

\[
(\partial \circ D^\mu)\psi^\mu + (\nabla \circ \partial)\psi^\mu = -[D^\mu, \partial_a] + \Gamma^b_{\mu a} \partial_b \psi^\mu = 0,
\]

in the accordance with the definition of the symbol \( \Gamma \).

We also need:

- the linear subspace \( \mathcal{E} = \text{Ker} \nabla \) of the linear space \( \mathcal{F}_A \);
- the set \( \mathcal{D}_E = \mathcal{D}_E(\mathcal{F}) = \{V \in \mathcal{D}_V \mid [D^\mu, V] = 0, \mu \in M\} \) of all evolutionary differentiations of the algebra \( \mathcal{F} \).

The set \( \mathcal{D}_E \) is a subalgebra of the Lie algebra \( \mathcal{D}_V \), because \( [\mathcal{D}_E, \mathcal{D}_E] \subset \mathcal{D}_E \) due to the Jacobi identity for commutators, but it is not a submodule of the \( \mathcal{F} \)-module \( \mathcal{D}_V \) (see, e.g., [3]).

Proposition 2. The mapping \( \text{ev} : \mathcal{E} \rightarrow \mathcal{D}_E, \phi = (\phi^a) \mapsto \text{ev}_\phi = \phi^a \cdot \partial_a \), is an isomorphism of linear spaces. Moreover, the structure of the Lie algebra on \( \mathcal{D}_E \) defines the isomorphic structure on \( \mathcal{E} \) by the rule:

\[
[\phi, \psi] = \xi, \quad \phi = (\phi^a), \psi = (\psi^a), \xi = (\xi^a), \quad \xi^a = \text{ev}_\phi \psi^a - \text{ev}_\psi \phi^a, \quad a \in A.
\]

Proof. The proof is done by the direct test.

Proposition 3. For every horizontal differential operator \( P(D) = (P_{\mu}^a \cdot D^i) : \mathcal{F}_B \rightarrow \mathcal{F}_A \), for its Lagrange dual \( \ast P(D) = ((-D)^i \circ P_{\mu}^a) : \mathcal{F}_A \rightarrow \mathcal{F}_B \) and for any \( \phi \in \mathcal{E} \) the following statements hold:

- \( [\text{ev}_\phi, P(D)] = \text{ev}_\phi P(D) = ((\text{ev}_\phi P_{\mu}^a) \cdot D^i) \); \\
- \( [\text{ev}_\phi, \ast P(D)] = \text{ev}_\phi \ast P(D) = ((-D)^i \circ (\text{ev}_\phi P_{\mu}^a)) = [\text{ev}_\phi, P(D)]^*, \)

i.e., the evolutionary differentiation \( \text{ev}_\phi \) acts here coefficient-wise.

Proof. The proof is based on the characteristic property of the evolutionary differentiations.
Assumption 2. We assume that there exist an index set $A$ and a horizontal differential operator $J = J(D): \mathcal{F}^A \to \mathcal{F}^A$, $\phi = (\phi^{\alpha}) \mapsto \phi = (\phi^{\alpha})$, s.t.,

(a) the composition $\nabla \circ J = 0$, i.e., $\text{Im } J \subset \text{Ker } \nabla$,

(b) the commutator $[\text{ev}_\phi, J] = 0$ for all $\phi \in \mathcal{E}$.

In more detail, $J = (J^{\alpha}_i \cdot D^i), J^{\alpha}_i \in \mathcal{F}^A, \phi^\alpha = J^{\alpha}_i \cdot D^i \phi^\alpha$.

Proposition 4. Let the horizontal differential operator $J^*: \mathcal{F}_A \to \mathcal{F}_A$ be the Lagrange dual to $J: \mathcal{F}^A \to \mathcal{F}^A$, then

(a*) the composition $J^* \circ \mathcal{\nabla} = 0$,

(b*) the commutator $[\text{ev}_\phi, J^*] = 0$ for all $\phi \in \mathcal{E}$.

Proof. The proof is done by the direct test. \qed

5 The Lie-Poisson structures.

We shall use the notation:

- $\mathfrak{F} = \mathcal{F}/\text{Im Div} = \{\int K = K + \text{Div } \mathcal{F}^M \mid K \in \mathcal{F}\}$;

- $\mathcal{E} = \mathcal{F}^A, \mathcal{E}^* = \text{Hom}_\mathcal{F}(\mathcal{E}; \mathcal{F}) = \mathcal{F}_A$.

Here, $\mathfrak{F}$ is the linear space of all functionals over $\mathcal{F}$, $\mathcal{E}$ is a linear space, and $\mathcal{E}^*$ is its dual. The natural projection $\mathcal{F} \to \mathfrak{F}$ is defined by the rule: $K \mapsto \int K = K + \text{Div } \mathcal{F}^M$.

Assumption 3. We assume that the differential algebra $(\mathcal{F}, \mathcal{D}_H)$ is of the du Bois-Reymond type, i.e., it has the following property: for a given $K \in \mathcal{F}$ the equality $\int K \cdot L = 0$ is valid for all $L \in \mathcal{F}$ iff $K = 0$.

By Propositions 1 and 4, $\partial: \text{Im Div} \to \text{Im } \mathcal{\nabla}$ and $\mathcal{J} \circ \mathcal{\nabla} = 0$, hence we have the sequence of linear spaces:

$$\mathcal{F}/\text{Im Div} \xrightarrow{\partial} \mathcal{F}_A/\text{Im } \mathcal{\nabla} \xrightarrow{\mathcal{J}} \mathcal{F}_A.$$}

In particular, the linear mapping (the variational derivative)
• $\delta = J \circ \partial : \mathfrak{g} \to \mathcal{E}^*$, $\int K \mapsto \delta K = J(\partial K)$,

is defined.

**Definition 1.** The Lie-Poisson structure over the differential algebra $(\mathcal{F}, \mathfrak{D}_H)$ is a bilinear mapping (the Lie-Poisson bracket)

$$\{\cdot, \cdot\} : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}, \quad \int K, \int L \mapsto \{\int K, \int L\},$$

with the properties:

- $\{\int K, \int L\} + \{\int L, \int K\} = 0$; (skew-symmetry)
- $\mathcal{J}I(\int K, \int L, \int M) = \{\int K, \{\int L, \int M\}\} + \text{c.p.} = 0$; (Jacobi identity)

where the abbreviation “c.p.” stands for the cyclic permutation of arguments $\int K, \int L, \int M \in \mathfrak{g}$. In this case, the pair $(\mathfrak{g}, \{\cdot, \cdot\})$ is a Lie algebra.

**Definition 2.** We define the bracket $\{\cdot, \cdot\}$ by the rule:

$$\{\int K, \int L\} = \int \langle \delta K, \Lambda(D)\delta L \rangle$$

for all $\int K, \int L \in \mathfrak{g}$, where a horizontal differential operator

$$\Lambda(D) : \mathcal{E}^* \to \mathcal{E}, \quad f = (f_\alpha) \mapsto \phi = (\phi^\alpha), \quad \phi^\alpha = \Lambda^{\alpha\beta}_i \cdot D_i f_\beta, \quad \alpha \in \Lambda,$$

the set of the coefficients $\Lambda = (\Lambda^{\alpha\beta}_i) \in \mathcal{F}_\mathfrak{g}^{\text{AA}}$. Below we always assume that the operator $\Lambda(D)$ is the Lagrange skew-adjoint, i.e., $\Lambda(D) + \Lambda^*(D) = 0$.

In this case, the bracket $\{\cdot, \cdot\}$ is skew-symmetric, and the problem left is to find a possibly simple and effective test for the operator $\Lambda(D)$ to be Hamiltonian, i.e., to ensure the Jacobi identity to be valid.

In the paper [1] we have proved the following algebraic analog of the Theorem 7.8 from the book [2].

**Lemma 1.** The Jacoby identity has the following representation:

$$\mathcal{J}I(\int K, \int L, \int M) = \int \langle \delta K, [\text{ev}_{\phi(L)}, \Lambda(D)]\delta M \rangle + \text{c.p.} = 0,$$

where $\phi(L) = (J \circ \Lambda(D) \circ \delta) L$, $\Lambda(D) = (\Lambda^{\alpha\beta}_i \cdot D_i)$ is a horizontal differential skew-adjoint operator.
Here we refine this result to a form more convenient for actual calculations.

**Definition 3.** We shall say that the Jacobi identity holds in the strengthened form if
\[ \int [f, [\text{ev}_{\phi(g)}, \Lambda(D)] h] + \text{c.p.} = 0, \]
for all \( f, g, h \in \mathcal{E}^* \), where \( \phi(g) = (J \circ \Lambda(D))g \).

**Lemma 2.** In the conditions of the Lemma 1 the Jacobi identity in the strengthened form can be written as
\[ R_{k\ell}^{a\beta\gamma} \cdot D^k g_{\beta} \cdot D^l h_{\gamma} + (-D)^l \left( R_{k\ell}^{\beta\alpha} \cdot g_{\beta} \cdot D^k h_{\gamma} \right) + (-D)^k \left( R_{k\ell}^{\gamma\alpha} \cdot D^l g_{\beta} \cdot h_{\gamma} \right) = 0 \]
for all \( g, h \in \mathcal{E}^* \), \( \alpha, \beta, \gamma \in \Lambda \), \( k, l \in \mathbb{I} \), where the coefficients
\[ R_{k\ell}^{a\beta\gamma} = R_{k\ell}^{a\beta\gamma}(\Lambda) = \langle i \rangle \cdot J_{\ell_1}^a \cdot D_i \lambda_{\ell_1} \cdot \partial_a \Lambda_{i\ell_1}^{a\gamma}. \]

**Proof.** We need to refine the expression
\[ \int [f, [\text{ev}_{\phi(g)}, \Lambda(D)] h] = \int f_a \cdot [\text{ev}_{\phi(g)}, \Lambda_{i\ell_1}^{a\gamma} \cdot D^l] h_{\gamma}, \]
where \( f, g, h \in \mathcal{E}^* \). Here, \( \phi(g) = (J \circ \Lambda(D))g \), i.e.,
\[ \phi^a(g) = J_{\ell_1}^a \cdot D_i (\lambda_{\ell_1} \cdot D^k g_{\beta}) = J_{\ell_1}^a \cdot (i) \cdot D_i \lambda_{\ell_1} \cdot D^k g_{\beta} = (i) \cdot J_{\ell_1}^a \cdot D_i \lambda_{\ell_1} \cdot D^k g_{\beta}. \]

Hence, by Proposition 3,
\[ \int f_a \cdot [\text{ev}_{\phi(g)}, \Lambda_{i\ell_1}^{a\gamma} \cdot D^l] h_{\gamma} = \int f_a \cdot (i) \cdot J_{\ell_1}^a \cdot D_i \lambda_{\ell_1} \cdot D^k g_{\beta} \cdot \partial_a \Lambda_{i\ell_1}^{a\gamma} \cdot D^l h_{\gamma} = \int R_{k\ell}^{a\beta\gamma} \cdot f_a \cdot D^k g_{\beta} \cdot D^l h_{\gamma}. \]

Thus,
\[ \int (\delta K, [\text{ev}_{\phi(L)}, \Lambda(D)] \delta M) + \text{c.p.} \]
\[ = \int R_{k\ell}^{a\beta\gamma} \cdot (f_a \cdot D^k g_{\beta} \cdot D^l h_{\gamma} + g_{\alpha} \cdot D^k h_{\beta} \cdot D^l f_{\gamma} + h_{\alpha} \cdot D^k f_{\beta} \cdot D^l g_{\gamma}) \]
\[ = \int (R_{k\ell}^{a\beta\gamma} \cdot f_a \cdot D^k g_{\beta} \cdot D^l h_{\gamma} + R_{k\ell}^{\beta\alpha} \cdot D^l f_{\alpha} \cdot g_{\beta} \cdot D^k h_{\gamma} + R_{k\ell}^{\gamma\alpha} \cdot D^k f_{\alpha} \cdot D^l g_{\beta} \cdot h_{\gamma}) \]
\[ = \int f_a \cdot (R_{k\ell}^{a\beta\gamma} \cdot D^k g_{\beta} \cdot D^l h_{\gamma} + (-D)^l (R_{k\ell}^{\beta\alpha} \cdot g_{\beta} \cdot D^k h_{\gamma}) + (-D)^k (R_{k\ell}^{\gamma\alpha} \cdot D^l g_{\beta} \cdot h_{\gamma})), \]
where we twice used the Green’s formula of the integration by parts. Clear, the last representation and the assumed du Bois-Reymond property of the differential algebra \((\mathcal{F}, \mathcal{O}_H)\) imply our claim. \(\square\)
Theorem 1. In the conditions of the Lemma 2 the Jacoby identity in the strengthened form is reduced to the system: 
\[ Q = Q(\Lambda) = Q_{kl}^{\alpha\beta\gamma} = 0, \]
for all \( \alpha, \beta, \gamma \in A, \ k, l \in I, \)
where
\[ Q_{kl}^{\alpha\beta\gamma} = Q_{kl}^{\alpha\beta\gamma}(\Lambda) = R_{kl}^{\alpha\beta\gamma} + (-1)^j (p, k, l-i) D^p R_{ij}^{\beta\gamma\alpha} + (-1)^i (p, k, j, l) D^p R_{ij}^{\alpha\beta\gamma}, \]
and \( (p, k, l-i), (p, k, j, l) \) are the trinomial coefficients.\(^1\)

Proof. Indeed, here
\[ R_{kl}^{\alpha\beta\gamma} \cdot D^k g_{\beta} \cdot D^l h_{\gamma} + (-D)^l (R_{kl}^{\beta\gamma\alpha} \cdot g_{\beta} \cdot D^k h_{\gamma}) + (-D)^k (R_{\alpha\beta\gamma} \cdot D^l g_{\beta} \cdot h_{\gamma}) \]
\[ = R_{kl}^{\alpha\beta\gamma} \cdot D^k g_{\beta} \cdot D^l h_{\gamma} + (-1)^j (p, k, l-i) D^p R_{ij}^{\beta\gamma\alpha} \cdot g_{\beta} \cdot D^l h_{\gamma} \]
\[ + (-1)^i (p, k, j, l) D^p R_{ij}^{\alpha\beta\gamma} \cdot g_{\beta} \cdot D^l h_{\gamma} \]
\[ = R_{kl}^{\alpha\beta\gamma} \cdot D^k g_{\beta} \cdot D^l h_{\gamma} + (-1)^j (p, k, l-i) D^p R_{ij}^{\beta\gamma\alpha} \cdot D^k g_{\beta} \cdot D^l h_{\gamma} \]
\[ + (-1)^i (p, k, j, l) D^p R_{ij}^{\alpha\beta\gamma} \cdot D^k g_{\beta} \cdot D^l h_{\gamma} = 0 \]
To complete the proof it is enough to use the assumed horizontal exactness of the differential algebra \((F, D_H)\).

6 Evolution without constraints.

Here (see \[\text{[1]}\], for more detail), the algebra \( F = C_f^{\infty}(XU) \) is the algebra of all smooth functions on the infinite dimensional space \( XU = X \times U \), depending on a finite number of the arguments \( x^\mu, u^\alpha_i \), where
- \( X = \mathbb{R}^M = \{ x = (x^\mu) \mid x^\mu \in \mathbb{R}, \ \mu \in M \} \) is the space of independent variables;
- \( U = \mathbb{R}^A = \{ u = (u^\alpha) \mid u^\alpha \in \mathbb{R}, \ \alpha \in A \} \) is the space of dependent variables, \( A \) is a finite index set;
- \( U = \mathbb{R}^A_1 = \{ u^\alpha_i \mid u^\alpha_i \in \mathbb{R}, \ \alpha \in A, \ i \in I \} \) is the space of differential variables, \( u^\alpha_i = u^\alpha_0 \).

\(^1\)Remind, the polynomial coefficients are \( (j_1 \ldots j_p) = \left( \begin{array}{c} \mathbb{R} \\ j_1 \ldots j_p \end{array} \right), i = j_1 + \ldots + j_p \). In particular, the binomial coefficient \( \left( \begin{array}{c} i \\ j \end{array} \right) = \left( \begin{array}{c} i \\ i - j \end{array} \right). \)
The Lie subalgebra $D_H$ has the $\mathcal{F}$-basis $D = \{D_\mu \mid \mu \in \mathbb{M}\}$, where the total partial derivatives

$$D_\mu = \partial_{x^\mu} + u^\alpha_{i+\mu} \partial_{u_i}, \quad i + (\mu) = (i^1, \ldots, i^\mu + 1, \ldots, i^m).$$

The Lie subalgebra $D_V$ has the $\mathcal{F}$-basis $\{\partial_{u_i^\alpha} \mid \alpha \in A, \ i \in \mathbb{I}\}$, thus, here, $a = \binom{\alpha}{i}$, $A = \binom{\alpha}{1}$, and the commutator

$$[D_\mu, \partial_{u_i^\alpha}] = -\partial_{u_{i+\mu}^\alpha}, \quad \text{i.e.,} \quad \Gamma^\beta_i = -\delta^\beta_i \delta^\beta_j + (\mu), \quad \alpha, \beta \in A, \ i, j \in \mathbb{I}, \ \mu \in \mathbb{M}.$$ 

Note, the pair $\binom{\beta}{i}$ is the single upper index, while $\binom{\alpha}{i}$ is the single lower index.

Further, in this situation,

- $\nabla : \mathcal{F}_1^A \to \mathcal{F}_\mathbb{M}^A$, $\phi = (\phi^\alpha_i) \mapsto \eta = (\eta^\alpha_i)$, $\eta^\alpha_i = D_\mu \phi^\alpha_i - \phi^\alpha_{i+\mu}$;
- $j : \mathcal{F}^A \to \mathcal{F}_1^A$, $\phi = (\phi^\alpha) \mapsto \phi = (\phi^\alpha_i)$, $\phi^\alpha_i = D_i \phi^\alpha = \delta^i_k \delta^\beta_j \cdot D^k \phi^\beta$;
- $\text{Ker} \ j = 0$, $\text{Im} \ j = \text{Ker} \ \nabla$, $[\text{ev}_{\phi}, j] = 0$ for all $\phi \in \mathcal{E}$;
- $Q^{\alpha \beta \gamma}_{kl} = R^{\alpha \beta \gamma}_{kl} + (-1)^j \big(j \big)_ {p,k,l=0} D^p R^{\beta \alpha \gamma}_{ij} + (-1)^i \big(i \big)_ {p,k,j=0} D^p R^{\gamma \alpha \beta}_{ij}$;
- $R^{\alpha \beta \gamma}_{kl} = \binom{i}{j} D^{l-r} \Lambda^{\alpha \beta \gamma}_{k-l} \cdot \partial_{u_{i+1}} D_{u_i}^{\alpha \gamma}, \quad \alpha, \beta, \gamma \in A, \ k, l, i, r, j, p \in \mathbb{I}$.

7 The simplest case.

Here,

- $X = \mathbb{R}$, $U = \mathbb{R}$, $U = \mathbb{R}_i$, $\mathbb{I} = \mathbb{Z}_+$, $\mathcal{F} = \mathcal{C}_\text{fin}^\infty (\mathbb{X} U)$;
- $D = \partial_x + u_{i+1} \partial_{u_i}$, $[D, \partial_{u_i}] = -\partial_{u_{i-1}}, \ i \in \mathbb{I}$.

Further in this case, the horizontal differential operator $\Lambda(D) = \sum_{i=0}^s \Lambda_i \cdot D^i$, where the order $s \in \mathbb{N}$, the coefficients $\Lambda_i = \Lambda_i(u_0, u_1, \ldots, u_{n(i)}) \in \mathcal{F}$, $0 \leq i \leq s$. In particular (see Lemma \[2\] Theorem \[1\]),

- $R_{kl} = \binom{i}{j} D^{l-r} \Lambda_{k-l} \cdot \partial_{u_i} A_{l}, \ k, l, i, r, j, p \in \mathbb{I}$;
- $Q_{kl} = R_{kl} + (-1)^j \big(j \big)_ {p,k,l=0} D^p R_{ij} + (-1)^i \big(i \big)_ {p,k,j=0} D^p R_{ij}$;
- $\text{supp} \ R = \{(k, l) \in \mathbb{I}^2 \mid l \leq s, \ k \leq n(l) + s\}$.
• $sp\, R_{kl} = \{(r, i) \in \mathbb{I}^2 \mid \max\{0, k - s\} \leq r \leq k, \, r \leq i \leq n(l)\}$.

**Proposition 5.** With these notations,

$$R_{kl} = \sum_{sp\, R_{kl}} (\binom{i}{k}) D^{i-r} \Lambda_{k-r} \cdot \partial_{u_i} \Lambda_l, \quad (k, l) \in \text{supp} \, R,$$

and $R_{kl} = 0$ for $(k, l) \notin \text{supp} \, R$.

Further, we split

$$Q_{kl} = R_{kl} + Q'_{kl} + Q''_{kl}, \quad (k, l) \in \text{supp} \, Q,$$

where $\text{supp} \, Q = \text{supp} \, R \cup \text{supp} \, Q' \cup \text{supp} \, Q'' \subset \mathbb{I}^2$,

- $\text{supp} \, Q' = \bigcup_{(i, j) \in \text{supp} \, R} \{(k, l) \in \mathbb{I}^2 \mid k \leq j, \, l \geq i, \, k + l \leq i + j\}$,
- $\text{supp} \, Q'' = \bigcup_{(i, j) \in \text{supp} \, R} \{(k, l) \in \mathbb{I}^2 \mid k \geq j, \, l \leq i, \, k + l \leq i + j\}$.

By definition, $R_{kl} = 0$ for $(k, l) \notin \text{supp} \, R$, $Q'_{kl} = 0$ for $(k, l) \notin \text{supp} \, Q'$, where $\# =', ''$.

### 7.1 The example.

Let us consider the operator $\Lambda(D) = \lambda D + \frac{1}{2} D \lambda$, $\lambda = \lambda(u_0, \ldots, u_n) \in \mathcal{F}$, $n \in \mathbb{Z}_+$. Here, $s = 1$, $\Lambda_0 = \frac{1}{2} D \lambda$, $\Lambda_1 = \lambda$, $n(i) = n + 1 - i$ for $i = 0, 1$, hence, $n(i) + i = n + 1$. The operator $\Lambda(D)$ is the Lagrange skew-adjoint by construction. According to Theorem 1, the function $\lambda$ is defined by the system of differential equations $Q_{kl} = Q_{kl}(\lambda) = 0$, $k, l \in \mathbb{I}$.

As one can calculate, $\text{supp} \, R = \{(k, l) \in \mathbb{I}^2 \mid l \leq 1, k \leq n(l) + 1\}$.

Let us denote $\lambda_{u_i} = \partial_{u_i} \lambda, \, i = 0, \ldots, n$, and set

$$\binom{i}{k} = \binom{i}{k} + 2\binom{i}{k-1}, \quad \binom{\binom{i}{k}}{p, k-1} = \binom{\binom{i}{k}}{p, k-1, l} - \binom{\binom{i}{k}}{p, k-1, l-1} = \frac{(k-l)!}{p! k! l!}, \quad p + k + l = i + 1.$$

Now (remind, we assume the summation over the repeated upper and lower indices in the natural limits),

$$R_{kl} = \binom{i}{k} D^{i-r} \Lambda_{k-r} \cdot \partial_{u_i} \Lambda_l = (k - r = 0, 1) = \binom{i}{k} D^{i-k} \Lambda_0 + \binom{i}{k} D^{i-k} \Lambda_1 \cdot \partial_{u_i} \Lambda_l = \frac{1}{2} \binom{i}{k} D^{i-k} \lambda + 2 \binom{i}{k} D^{i-k} \lambda \cdot \partial_{u_i} \Lambda_l = \frac{1}{2} \binom{i}{k} D^{i-k} \lambda \cdot \partial_{u_i} \Lambda_l.$$
In particular,
\[ R_{k1} = \frac{1}{2} \binom{i}{k} D^{i+1-k} \lambda \cdot \lambda_{u_i}, \quad k = 0, \ldots, n + 1, \]  
(1)
while
\[ R_{k0} = \frac{1}{4} \binom{i}{k} D^{i+1-k} \lambda \cdot \partial_{u_i} (D \lambda) = (D \circ \partial_{u_i} + \partial_{u_{i-1}}) = \]
\[ = \frac{1}{4} \binom{i}{k} D^{i+1-k} \lambda \cdot \partial_{u_i} + (\binom{i}{k} D^{i+1-k} \lambda \cdot \lambda_{u_{i-1}} = (\binom{i+1}{k} - \binom{i}{k}) = (k_{k-1}) = \]
\[ = \frac{1}{4} \binom{i}{k} (D^{i+2-k} \lambda \cdot \lambda_{u_i} + D^{i+1-k} \lambda \cdot D \lambda_{u_i}) + (\binom{i}{k} D^{i+2-k} \lambda \cdot \lambda_{u_i}) = \]
\[ = \frac{1}{4} (D (\binom{i}{k} D^{i+1-k} \lambda \cdot \lambda_{u_i}) + (\binom{i}{k} D^{i+1-(k-1)} \lambda \cdot \lambda_{u_i}), \]
that is
\[ R_{k0} = \frac{1}{2} (DR_{k1} + R_{k-1,1}), \quad k = 0, \ldots, n + 2. \]  
(2)
Further,
\[ Q'_{kl} = (-1)^j \binom{j}{p_{k,l-1}} D^p R_{ij} = (j = 0, 1) = (\binom{0}{p_{k,l-1}}) D^p R_{i0} - (\binom{1}{p_{k,l-1}}) D^p R_{i1} = \]
\[ = \delta^0_k R_{i0} - \delta^1_k R_{i1} + \delta^0_{k+(l-1)} R_{i1} = (DR_{i1} + R_{i-1,1} = 2R_{i0}) = \]
\[ = -(\delta^0_k R_{i0} + \delta^1_k R_{i1}) = -R_{lk}, \]
that is
\[ Q'_{kl} = -R_{lk}, \quad l = 0, \ldots, n + 2, \quad k = 0, 1. \]  
(3)
Still further,
\[ Q''_{kl} = (-1)^j \binom{j}{p_{k,l-1}} D^p R_{ij} = (j = 0, 1) = \]
\[ = (-1)^j \binom{j}{p_{k,l-1}} D^p R_{i0} - (-1)^j \binom{j}{p_{k,l-1}} D^p R_{i1} = (2R_{i0} = DR_{i1} + R_{i-1,1}) = \]
\[ = \frac{1}{2} (-1)^j \binom{j}{p_{k,l-1}} D^p (DR_{i1} + R_{i-1,1}) + (-1)^j \binom{j}{p_{k,l-1}} D^p R_{i1} = \]
\[ = \frac{1}{2} (-1)^j ((p_{-1,k,l}) - (p_{k-1,l})) D^p R_{i1} = \]
\[ = \frac{1}{2} (-1)^j ((p_{-1,k,l}) - (p_{k-1,l})) D^p R_{i1}, \]
where we used the equality
\[ (p_{-1,k,l}) + (p_{k-1,l}) = (p_{k,l+1}), \quad \text{remind } p + k + l = i + 1. \]
Thus,
\[ Q''_{kl} = \frac{(-1)^j}{2} \binom{j}{p_{k,l-1}} D^p R_{i1}, \quad i = 0, \ldots, n + 1, \quad p + k + l = i + 1 \leq n + 2. \]  
(4)
Note, \( Q''_{kl} = - Q''_{kl} \) due to the equality \( \left( \frac{i}{p_{kl}} \right)' = - \left( \frac{i}{p_{kl}} \right)' \) (see the definition).

At last,

\[
Q_{kl} = Q_{kl}(\lambda) = R_{kl} - R_{lk} + \frac{(-1)^i}{2} \left( \frac{i}{p_{kl}} \right)' D^p R_{i1} = - Q_{lk}. \tag{5}
\]

Our aim now is to find all functions \( \lambda = \lambda(u_0, \ldots, u_n) \in \mathcal{F}, n \in \mathbb{Z}_+ \), such that \( Q(\lambda) = (Q_{kl}(\lambda)) = 0 \). It is convenient to start with the equation \( Q_{1,n+1} = 0, n \in \mathbb{N} \). Here, \( R_{1,n+1} = 0, R_{n+1,1} = \lambda \cdot \lambda_{u_n} \), while

\[
Q''_{1,n+1} = \frac{(-1)^n}{2} \left( \frac{i}{p_{1,n+1}} \right)' D^p R_{i1} = \frac{(-1)^n}{2} \left( \frac{n+1}{0,1,n+1} \right)' R_{n+1,1} = \frac{(-1)^n}{2} R_{n+1,1}.
\]

Thus,

\[
Q_{1,n+1} = - R_{n+1,1} + \frac{(-1)^n}{2} R_{n+1,1} = \left( \frac{(-1)^n}{2} - 1 \right) R_{n+1,1} \quad \left\{ \begin{array}{l}
= 0, n = 2, \\
\ne 0, n > 2.
\end{array} \right.
\]

Hence, the equation \( Q_{1,n+1} = 0 \) implies \( \partial_{u_n} \lambda = 0 \) for \( n > 2 \), in other words, \( \lambda = \lambda(u_0, u_1, u_2) \). The case \( n = 2 \) needs further detailed research. Namely, here,

\[
\begin{align*}
Q_{04} &= 0 - R_{40} + \frac{(-1)^2}{2} R_{31} = - \frac{1}{2} R_{31} + \frac{(-1)^2}{2} R_{31} = 0, \\
Q_{03} &= 0 - R_{30} - \frac{1}{2} R_{21} + \frac{3}{2} D R_{31} = D R_{31} - R_{21}, \\
Q_{02} &= 0 - R_{20} + \frac{1}{2} (3 D^2 R_{31} - 2 D R_{21} + R_{11}) = \frac{3}{2} D (D R_{31} - R_{21}) = \frac{3}{2} D Q_{03}, \\
Q_{01} &= R_{01} - R_{10} + \frac{1}{2} (D^3 R_{31} - D^2 R_{21} + D R_{11} - R_{01}) = \frac{1}{2} D^2 Q_{03}, \\
Q_{13} &= 0 - R_{31} + R_{31} = 0, \\
Q_{12} &= 0 - R_{21} + \left( \frac{3}{2} D R_{31} - \frac{1}{2} R_{21} \right) = \frac{3}{2} Q_{03},
\end{align*}
\]

where we used the formulas (2) and (5). All other equations are non relevant. Thus, the only relevant equation is the following: \( Q_{03} = D R_{31} - R_{21} = 0 \). Here,

\[
\begin{align*}
R_{31} &= \lambda \cdot \lambda_{u_2}, \\
D R_{31} &= D \lambda \cdot \lambda_{u_2} + \lambda \cdot D \lambda_{u_2}, \\
R_{21} &= \lambda \cdot \lambda_{u_1} + \frac{5}{2} D \lambda \cdot \lambda_{u_2}, \\
Q_{03} &= \lambda \cdot D \lambda_{u_2} - \frac{3}{2} D \lambda \cdot \lambda_{u_2} - \lambda \cdot \lambda_{u_1} = u_3 (\lambda \cdot \lambda_{u_2} - \frac{3}{2} \lambda_{u_2}^2) + \tilde{Q}_{03}(u_0, u_1, u_2).
\end{align*}
\]

The equation \( \lambda \cdot \lambda_{u_2} - \frac{3}{2} \lambda_{u_2}^2 = 0 \) has the general solution \( \lambda = (\phi u_2 + \psi)^{-2} \), where the functions \( \phi, \psi(u_0, u_1) \in \mathcal{F} \) are arbitrary. The reduced equation has the form

\[
\tilde{Q}_{03} = \lambda \cdot (\overline{\lambda u_1 u_2 u_2} + \lambda_{u_2 u_2} u_1) - \frac{3}{2} (\lambda u_1 u_2 + \lambda u_2 u_1) \cdot \lambda_{u_2} - \lambda \cdot \lambda_{u_1} = 0,
\]
where
\[
\lambda_u = -2(\phi u_2 + \psi)^{-3}(\phi u_2 + \psi u_i), \quad i = 0, 1,
\]
\[
\lambda_i u_2 = -2(\phi u_2 + \psi)^{-3}(\phi u_i u_2 + \psi u_i), \quad i = 0, 1.
\]

After the substitution and some simple computations we get the final form of this equation
\[
\tilde{Q}_{03} = 2(\phi u_2 + \psi)^{-5}(\psi u_1 - \phi u_0 u_1) = 0.
\]
The resulting equation \(\psi u_1 - \phi u_0 u_1 = 0\) has the general solution
\[
\phi(u_0, u_1) = \chi(v(u, v)|_{u=u_0, v=u_1^2/2}, \quad \psi(u_0, u_1) = \chi(u(u, v)|_{u=u_0, v=u_1^2/2},
\]
where \(\chi(u, v) \in C^\infty(\mathbb{R}^2)\) is an arbitrary smooth function.

We summarize our calculations as the following theorem.

**Theorem 2** (cf. [7], [8]). The differential operator \(\Lambda(D) = \lambda D + \frac{1}{2}D\lambda, \lambda \in \mathcal{F}\), is Hamiltonian iff \(\lambda = (\phi u_2 + \psi)^{-2}\), where the functions \(\phi, \psi(u_0, u_1) \in \mathcal{F}\) are defined by the formulas (6).
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