Primordial anisotropies in gauged hybrid inflation
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Abstract. We study primordial anisotropies generated in the model of gauged hybrid inflation in which the complex waterfall field is charged under a U(1) gauge field. Primordial anisotropies are generated either actively during inflation or from inhomogeneities modulating the surface of end of inflation during waterfall transition. We present a consistent δN mechanism to calculate the anisotropic power spectrum and bispectrum. We show that the primordial anisotropies generated at the surface of end of inflation do not depend on the number of e-folds and therefore do not produce dangerously large anisotropies associated with the IR modes. Furthermore, one can find the parameter space that the anisotropies generated from the surface of end of inflation cancel the anisotropies generated during inflation, therefore relaxing the constrains on model parameters imposed from IR anisotropies. We also show that the gauge field fluctuations induce a red-tilted power spectrum so the averaged power spectrum from the gauge field can change the total power spectrum from blue to red. Therefore, hybrid inflation, once gauged under a U(1) field, can be consistent with the cosmological observations.
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1 Introduction

Precision observations from WMAP [1, 2] and PLANCK [3, 4] have provided strong supports for inflation as the leading theory for early universe and as a mechanism to generate the primordial seeds for the cosmological structures. The basics predictions of inflation are near scale-invariant, near Gaussian and near adiabatic perturbations on Cosmic Microwave Background (CMB) which are well consistent with the recent cosmological observations. The simplest models of inflation consist a single scalar field which is minimally coupled to gravity with an appropriate flat potential to support a long enough period of slow-roll inflation.

Statistical isotropy of universe is a key assumption in standard cosmology which is well-motivated theoretically and is supported by different cosmological observations at different scales and red-shifts. Statistical isotropy on large scale is also motivated from the Copernicus point of view that there may not exist a preferred direction or reference point in sky. Having this said, there are evidences for the violation of statistical isotropy both in WMAP results and also in PLNCK results, for a detailed review see [5]. The PLANCK data implies a detection of dipole asymmetry.

The possibility of a quadrupolar asymmetry in primordial curvature perturbation power spectrum was also studied by PLANCK team. If one parameterizes the primordial power spectrum via

\[ \mathcal{P}_R = \mathcal{P}_R^{(0)} \left(1 + g_s (\hat{p} \cdot \hat{k})^2\right) \]

in which \(\mathcal{P}_R^{(0)}\) represents the isotropic power spectrum, \(\hat{k}\) represents the momentum direction in Fourier space and \(\hat{p}\) is the preferred direction in the sky, then the PLANCK data shows \(-0.05 < g_s < 0.05\) and \(-0.36 < g_s < 0.36\) from \(L = 0, L = 2\) modes respectively at 95%
This was also studied recently in [6] using the PLANCK data yielding $g_\ast = 0.002 \pm 0.016$ at 68% CL. Although there is no observational indication for quadrupolar asymmetry in primordial power spectrum, but the the possibility of having a primordial quadrupolar asymmetry is intriguing both theoretically and observationally.

An interesting mechanism in generating quadrupolar asymmetry in primordial power spectrum is to consider anisotropic inflation in the presence of a U(1) gauge field. As is well-known, the simple U(1) gauge field minimally coupled to gravity suffers from the conformal invariance such that both at the level of background and also at the level of perturbations the gauge fields are exponentially diluted. In order to overcome this difficulty, it is necessary to break the conformal invariance during inflation. A simple mechanism to break conformal invariance is to couple the gauge field to the inflaton field $\phi$ non-minimally via $f(\phi)^2 F_\mu F^\mu/4$ in which $F_{\mu\nu}$ is the gauge field strength and $f(\phi)$ is the inverse of the gauge kinetic coupling [7, 8]. With an appropriate choice of the coupling $f(\phi)$ one can break the conformal invariance such that an attractor mechanism is generated for the gauge field dynamics [9]. The key property of this attractor mechanism is that the fraction of the gauge field energy density to the total energy density reaches at the order of slow-roll parameters and remains nearly constant once the attractor phase has been reached [9]. As a result, one can generate statistical anisotropy which is small but nonetheless observable. There have been many works on anisotropic inflation and magneto-genesis with the conformal coupling $f(\phi)^2 F_\mu F^\mu$ [9–56], for a review see [57–59].

The idea of generating primordial anisotropy at the surface of end of inflation was pioneered by Yokoyama and Soda in [30]. In this scenario, the surface of end of inflation is controlled by the waterfall field which is coupled to a U(1) gauge field. It is argued in [30] that the inhomogeneities sourced by the gauge field fluctuations $\delta A_\mu$ at the surface of end of inflation can lead to statistical anisotropies. In the spirit this is similar to idea used in [60] to generate curvature perturbations at the end of inflation for models containing interacting scalar fields. The proposal employed in [30] was reviewed critically in [14] using a more rigorous application of $\delta N$ formalism. It is argued in [14] that the mechanism as suggested in [30] does not work since the evolution of the gauge field during inflation has not been taken into account.

One important development in this context was the extension of $\delta N$ and separate universe approach [61–67] to anisotropic backgrounds such as Bianchi I universe [68]. In [68] the $\delta N$ formalism for anisotropic inflation scenarios is presented in which the back-reactions of the gauge field on inflaton field in the attractor regime and the evolution of the gauge field dynamics during inflation has been considered. In particular, it is shown that in anisotropic inflation model of [9], the gauge field fluctuations enter into $\delta N$ formula via $\delta A/\dot{A}$ so the fraction $\delta A/\dot{A}$ behaves like the ratio $\delta \phi/\phi$ for a light scalar field in a dS background. For earlier works on $\delta N$ in models with vector fields see [69, 70].

In this work, we study the model of gauged hybrid inflation in which the waterfall is a complex scalar field coupled to the U(1) gauge field. The interesting property of this model is that primordial anisotropies can be generated both during inflation and also at the surface of end of inflation via waterfall phase transition. Similar to [68], we present the $\delta N$ formalism to calculate the anisotropic power spectrum and the bispectrum. This also allows us to revisit the original idea of Yokoyama-Soda in [30]. One novel feature of generating anisotropies at the surface of end of inflation is that the large unwanted anisotropy sourced by the cumulative IR contributions of super-horizon modes [71], scaling like $N^2$ as a function of the total number of e-folds $N$, does not show up.
The rest of the paper is organized as follows. In section 2 we present our set up, the gauged hybrid inflation model, in which both the inflaton field and the gauge field are coupled to the waterfall field responsible to terminate inflation abruptly. Towards the end of this section we present our $\delta N$ formula to second order in inflation and gauge field perturbations. In section 3 we present the power spectrum analysis and calculate $g_*$ in this model. In section 4 we present the bispectrum analysis followed by our discussions and summaries in section 5. We relegates some technicalities of the $\delta N$ analysis into appendices.

2 Gauged hybrid inflation

In this section we study our setup of anisotropic inflation, the gauged hybrid inflation model. The system contains the inflaton field $\phi$, the complex waterfall field $\psi$ and the gauge field $A_\mu$. As in standard hybrid inflation scenarios [72, 73], the waterfall field is responsible to terminate inflation abruptly. In this model, both inflaton and the gauge field are coupled to waterfall field so the surface of end of inflation is controlled both by the inflaton field and the gauge field. Similar to the mechanism of generating curvature perturbations from inhomogeneities at the surface of end of inflation [60, 74–76], the gauge field fluctuations source anisotropy at the surface of end of inflation as advocated in [30]. Here we study anisotropies generated at the surface of end of inflation as well as anisotropies generated actively during inflation [77–82] using a consistent $\delta N$ formalism following the method employed in [68].

2.1 The model

The model of gauged hybrid inflation is based on the action [13, 14]

$$S = \int d^4x \sqrt{-g} \left[ \frac{M_P^2}{2} R - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} D_\mu \psi D^\mu \bar{\psi} - \frac{f^2(\phi)}{4} F_{\mu \nu} F^{\mu \nu} - V(\phi, \psi, \bar{\psi}) \right],$$  \hspace{1cm} (2.1)

in which $\phi$ is the inflaton field, $\psi$ is the complex waterfall field and the covariant derivative is given by

$$D_\mu \psi = \partial_\mu \psi + ie \psi A_\mu.$$  \hspace{1cm} (2.2)

Here $e$ is the gauge coupling representing the interaction between the gauge field and the waterfall field. Finally, the gauge field strength is defined by

$$F_{\mu \nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu = \partial_\mu A_\nu - \partial_\nu A_\mu.$$  \hspace{1cm} (2.3)

As mentioned before, the gauge kinetic coupling $f(\phi)$ is chosen appropriately to break the conformal invariance such that the gauge field survives the expansion both at the background level as well as at the perturbations level.

As usual we consider the configurations in which the potential is axially symmetric and $V(\psi, \bar{\psi}, \phi) = V(\chi, \bar{\chi})$ in which the waterfall field is decomposed into the radial and the angular parts $\psi(x) = \chi(x) e^{i\theta(x)}$. The potential is given by the standard hybrid inflation potential [72]

$$V(\phi, \chi) = \frac{\lambda}{4} \left( \chi^2 - \frac{M_P^2}{\lambda} \right)^2 + \frac{g^2}{2} \phi^2 \chi^2 + \frac{m^2}{2} \phi^2,$$  \hspace{1cm} (2.4)

in which $\lambda$ and $g$ are two dimensionless couplings and $m$ and $M$ are two mass parameters.
In our analysis below we choose the unitary gauge in which \( \theta(x) = 0 \) so we neglect the phase of the waterfall in the background and perturbations analysis.

To be specific, we assume that the background gauge field is turned on along the \( x \) direction with the background component \( A_\mu = (0, A(t), 0, 0) \). In the presence of the gauge field we lose the rotational invariance and the system reduces to Bianchi type I universe. As studied in [9] with the appropriate choice of the conformal coupling \( f(\phi) \) the system reaches the attractor regime in which the fraction of the gauge field energy density to the total energy density becomes at the order of slow-roll parameter. In particular, the back-reactions of the gauge field to inflaton dynamics is non-negligible. As we shall see this play crucial roles in calculating the anisotropies generated in the system.

The background Bianchi I metric is given by

\[
ds^2 = -dt^2 + e^{2\alpha(t)} \left( e^{-4\sigma(t)} dx^2 + e^{2\sigma(t)} (dy^2 + dz^2) \right)
\]

in which \( \alpha(t) \) represents the average number of e-foldings, \( \dot{\alpha} \) represents the corresponding isotropic Hubble expansion rate while \( \dot{\sigma}(t) \) represents the anisotropic expansion rate. Note that because of our assumption that the gauge field is turned on along the \( x \)-direction, we still have a subset of two-dimensional rotational symmetry in \( y-z \) plane. Demanding that the level of anisotropy is small in order to be consistent with the cosmological observations we require \( |\dot{\sigma}/\dot{\alpha}| \ll 1 \).

The total energy density from the gauge field and the inflaton field is

\[
E = V(\phi, \chi) + e^{-2N+4\sigma} \left( \frac{1}{2} f^2(\phi) A^2 + \frac{e^2 \chi^2}{2} A^2 \right),
\]

in which we have neglected the scalar fields kinetic energy in the slow-roll limit. Also to simplify the notation, we have used \( \alpha(t) = N(t) \) representing the number of e-foldings. From eq. (2.6) we see that the gauge field has two contributions in total energy density, the first term in the big bracket coming from its kinetic energy and the second term in the big bracket coming from its contribution to the potential energy with the coupling \( e^2 \chi^2 \). As we shall see both terms play key roles in generating anisotropies. The latter contribution has the interesting new effect that the gauge coupling \( e \) induces a new time-dependent mass term \( e^2 e^{-2N} A_\mu A^\mu \) for the waterfall field. As in standard hybrid inflation [72, 73] we consider the vacuum dominated regime in which \( \chi \) is very heavy during inflation so it rapidly goes to its instantaneous minimum \( \chi = 0 \) during inflation. In standard hybrid inflation models inflation abruptly ends when the inflaton field reaches the critical value, \( \phi = \phi_c \equiv M/g \) in which the waterfall field becomes tachyonic and rolls down quickly to its global minimum \( |\chi| = \mu \equiv M/\sqrt{\lambda}, \phi = 0 \). However, in our system the coupling of gauge field to waterfall field modifies the surface of end of inflation. Specifically, the effective mass of waterfall is

\[
\left. \frac{\partial^2 \mathcal{E}}{\partial \chi^2} \right|_{\chi = 0} = g^2 (\phi^2 - \phi_c^2) + e^2 e^{-2N+4\sigma} A^2.
\]

In the absence of the gauge field, the moment of waterfall instability is determined when \( \phi = \phi_c \). However, in the presence of gauge field the condition of waterfall instability is modified. More specifically, the condition of waterfall phase transition from eq. (2.7) can be rewritten as

\[
\phi_f^2 + \frac{e^2}{g^2} A_f^2 = \phi_c^2
\]
in which $\phi_f$ and $A_f$ represents the fields values at the surface of end of inflation. Note that in the absence of gauge field the waterfall phase transition happens at $\phi_f = \phi_e = M/g$.

Note that we have chosen the convention such that the time of end of inflation corresponds to $N \equiv N_f = 0$ and count the number of e-foldings such that $N(t) = -\int_{t_f}^{t} dt H < 0$. In order to solve the flatness and the horizon problem in FRW cosmology we need at least 60 e-foldings so at the start of inflation $N \equiv N_e \simeq -60$.

As mentioned before, we consider the limit that the waterfall field is very heavy during inflation and it quickly rolls down to its instantaneous minimum $\chi = 0$ so the potential driving inflation approximately is

$$V \simeq \frac{M^4}{4\lambda} + \frac{1}{2} m^2 \phi^2.$$  \hspace{1cm} (2.9)

Imposing the slow-roll condition that the inflaton field is light during inflation requires $p_e \gg 1$ in which $p_e$ is given via

$$p_e \equiv \frac{M^4}{2\lambda m^2 M_p^2}.$$  \hspace{1cm} (2.10)

On the other hand, the assumption that the waterfall field is much heavier than the Hubble expansion rate during inflation requires $\lambda M_p^2 / M^2 \gg 1$. Furthermore, the condition of vacuum domination during inflation implies $\lambda / g^2 \ll M^2 / m^2$. Finally, we work in the limit where the waterfall phase transition is very sharp and inflation abruptly ends once the tachyonic instability occurs, corresponding to $\lambda M_p^2 / M^2 \gg p_e$ [89].

### 2.2 The attractor solution

Here we study the attractor solution in the light of [9]. The background fields equations are given by

$$\dot{\phi} \left( f^2(\phi)e^{\alpha+4\sigma} \dot{A} \right) = -e^2 \chi^2 e^{\alpha+4\sigma} A,$$  \hspace{1cm} (2.11)

$$\ddot{\phi} + 3\dot{\alpha} \dot{\phi} + \phi (m^2 + g^2 \chi^2) - f(\phi) f_\phi(\phi) \dot{A}^2 e^{-2\alpha+4\sigma} = 0,$$  \hspace{1cm} (2.12)

$$\ddot{\chi} + 3\dot{\alpha} \dot{\chi} + \left( \lambda \left( \chi^2 - \frac{M^2}{\lambda} \right) + g^2 \phi^2 \right) \chi + e^2 \chi A^2 e^{-2\alpha+4\sigma} = 0,$$  \hspace{1cm} (2.13)

$$\frac{1}{2} \ddot{\phi}^2 + \frac{1}{2} \chi^2 + V(\phi, \chi) + \left( \frac{1}{2} f^2(\phi) \dot{A}^2 + \frac{e^2 \chi^2}{3} A^2 \right) e^{-2\alpha+4\sigma} = 3 M_P^2 \left( \ddot{\alpha}^2 - \dot{\sigma}^2 \right),$$  \hspace{1cm} (2.14)

$$V(\phi, \chi) + \left( \frac{1}{6} f^2(\phi) \dot{A}^2 + \frac{e^2 \chi^2}{3} A^2 \right) e^{-2\alpha+4\sigma} = M_P^2 \left( \ddot{\alpha} + 3\dot{\alpha}^2 \right),$$  \hspace{1cm} (2.15)

$$\left( \frac{1}{3} f^2(\phi) \dot{A}^2 - \frac{e^2 \chi^2}{3} A^2 \right) e^{-2\alpha+4\sigma} = M_P^2 (3\dot{\sigma}^2 - \ddot{\sigma}).$$  \hspace{1cm} (2.16)

in which a dot indicates derivative with respect to $t$. As can be seen in the above equations of motion, this system of coupled differential equations is too complicated to be solved analytically. However, if we note that we are looking in small anisotropy limit, $|\dot{\sigma} / \ddot{\sigma}| \ll 1$, the situation simplifies considerably. In this limit, one can neglect the contribution of the gauge field in Friedmann equation, eq. (2.14), so the background expansion is controlled by the isotropic potential term as in usual isotropic slow-roll inflationary scenarios. However, the effects of the gauge field becomes important in inflaton dynamics so one can not neglect its
back-reaction in Klein-Gordon equation, eq. (2.12). Fortunately, we can solve the system in this limit as we shall see below.

Note that since the gauge coupling \( e \) plays role only near the end of inflation, one can safely neglect the right hand side of eq. (2.11) for the most period of inflation. Therefore, one can easily solve eq. (2.11) to obtain

\[
\dot{A}_x = f(\phi)_{-2} e^{-2\alpha(t) - 4\sigma(t)} p_A ,
\]

(2.17)

where \( p_A \) is a constant of integration.

We are interested in the small anisotropy limit, \(|\dot{\sigma}/H| \ll 1\), so the background expansion is mainly supported by the isotropic potential term as in conventional models of inflation. In order for the anisotropy to be small, we demand that \( R \ll 1 \) in which

\[
R \equiv \frac{\dot{A}^2 f(\phi)e^{-2\alpha}}{2V} .
\]

(2.18)

In this view \( R \) measures the ratio of the electric field energy density, \( \rho_{em} \), associated with the gauge field to the total potential energy density. Therefore, to have small anisotropies, we require \( \rho_{em} \ll V \). Although the anisotropy is small, \( R \ll 1 \), so the Hubble expansion rate in modified Friedmann equation (2.14) is mainly dominated by the isotropic potential term, but the back-reactions of the gauge field on the inflaton field induce an effective mass for the inflaton as given by the last term in eq. (2.12). This in turn will affect the dynamics of the inflaton field.

Now, let us determine the form of the conformal coupling \( f(\phi) \) necessary to break the conformal invariance and to obtain a near scale-invariant gauge field power spectrum. As studied in [9] during the attractor limit we require \( R \) to be small but nearly constant. For this to happen we require \( f(\phi) \propto e^{-2\alpha} = a^{-2c} \) with \( c > 1 \) is a numerical parameter of the model. Indeed, for a generic potential \( V(\phi) \) the background scale factor is given by

\[
a \propto \exp\left[ - \int d\phi \frac{V}{M_P^2 V_\phi} \right] .
\]

(2.19)

So if we choose

\[
f \propto \exp\left[ 2c \int d\phi \frac{V}{M_P^2 V_\phi} \right]
\]

(2.20)

we obtain \( f \propto a^{-2c} \) as required. Therefore, as mentioned in [9], the exact form of \( f \) therefore depends on the form of the potential. For the hybrid potential given approximately by eq. (2.9) one obtains

\[
\int d\phi \frac{V}{M_P^2 V_\phi} = \frac{M^4}{4\Lambda M_P^2 m^2} \ln\left( \frac{\phi}{\phi_f} \right) = \frac{p_c}{2} \ln\left( \frac{\phi}{\phi_f} \right) ,
\]

(2.21)

in which \( p_c \) is defined in eq. (2.10) and \( \phi_f \) is the value of the inflaton field at the end of inflation \( \eta = \eta_f \). Therefore, to obtain the attractor solution, from eqs. (2.20) and (2.21) we require

\[
f(\phi) = \left( \frac{\phi}{\phi_f} \right)^{c p_c} = \left( \frac{\phi}{\phi_f} \right)^p
\]

(2.22)
in which we have defined \( p \equiv c p_c \). Alternatively, we can also write \( f(\phi) \) in terms of \( a(\eta) \). Using eq. (2.19), we get

\[
 f(\phi) = \left( \frac{a(\eta)}{a_f} \right)^{-2c} = (\frac{\eta}{\eta_f})^{2c}. \tag{2.23}
\]

In order for the gauge field fluctuations to survive the expansion and obtain a near-scale invariant gauge field power spectrum we require \( p \geq p_c \). The particular case \( p = p_c \), which we refer to as the critical case, is very interesting. As we shall see, this is the case in which \( R = 0 \) to first order in slow-roll parameter while the gauge field excitations become scale-invariant. As a result the gauge field plays the role of an isocurvature field during inflation. In this limit, there is no anisotropy generated during inflation and all anisotropies, as in [30], are generated at the surface of the end of inflation via the inhomogeneous end of inflation effect.

We have chosen the convention that at the time of end of inflation, \( \eta = \eta_f \), the conformal factor becomes unity and one restores the standard isotropic FRW universe after inflation. This means that the ansatz eq. (2.23) or eq. (2.22) is valid only during inflation, \( \eta \leq \eta_f \) and \( \phi \geq \phi_f \). One has to provide a dynamical mechanism to stabilize the gauge kinetic coupling to a finite perturbative value at the end of inflation and during the reheating period. We follow the phenomenological approach that this can be achieved, at least in principle, without affecting the predictions of inflation on super-horizon scales.

As shown in [9] during the attractor regime \( R \) is given by

\[
 R = \frac{c - 1}{2c} \epsilon = \frac{1}{2} I \epsilon, \tag{2.24}
\]

where \( \epsilon \equiv -\dot{H}/H^2 \) is the slow-roll parameter and we have defined the anisotropy parameter \( I \) via

\[
 I \equiv \frac{c - 1}{c} = \frac{p}{p_c} - 1. \tag{2.25}
\]

Combined with the definition of \( R \) in eq. (2.18) we obtain

\[
 \dot{A}^2 f^2 e^{-2\alpha} = I \epsilon V. \tag{2.26}
\]

As we shall see below, this equation will be the key equation to find \( \delta N \) in terms of \( \delta \phi \) and \( \delta \dot{A} \).

During the attractor phase the inflaton evolution is given by [9]

\[
 M_P^{-2} \frac{d\phi}{d\alpha} \simeq -\frac{V_{\phi}}{V} + \frac{c - 1}{c} \frac{V_{\phi}}{V}. \tag{2.27}
\]

Interestingly, this equation means that the back-reactions of the gauge field on the inflaton field change the effective mass of the inflaton field as given by the second term above.

### 2.3 Solving for \( N \)

Having specified the form of \( f(\phi) \) we are ready to solve \( N \) in terms of background fields dynamics. First, let us calculate \( N \) as a function of the scalar field \( \phi \). As described before, during the attractor phase the gauge field’s back-reaction on inflaton dynamics is not negligible. The evolution of \( \phi \) as a function of number of e-folds is given in eq. (2.27) which for our potential yields

\[
 \frac{d\phi}{d\alpha} = (I - 1) \frac{M_P^2 V_{\phi}}{V} = (I - 1) \frac{2\phi}{p_c}. \tag{2.28}
\]
Note that the effects of gauge field back-reaction on inflaton dynamics is captured by the factor $I$ in eq. (2.28). If we set $I = 0$, then the gauge field has no effect on inflaton dynamics and one recovers the standard formula for $N(\phi)$ as in conventional hybrid inflation scenarios. Note that this is the critical limit in which the gauge field plays the role of an iso-curvature field during inflation. In other words, in the critical case we have turned on the conformal factor $f(\phi)$ such that the gauge field fluctuations barely survive the background expansion and becomes exactly scale-invariant.

One can easily solve eq. (2.28) to obtain

$$N(\phi) \simeq \frac{p_c}{2(I - 1)} \ln \left( \frac{\phi}{\phi_f} \right).$$

(2.29)

Note that we have replaced $\alpha = N$ and used the convention that $N$ is counted from the time of end of inflation $N_f = 0$ such that at the start of inflation where $\phi = \phi_i$, we have $N = N_i \simeq -60$. Eq. (2.29) is one of our starting key formula to find the final $\delta N$ expression.

Now we calculate $N$ as a function of the background gauge field dynamics. The key information is that during the attractor phase $R$ reaches a constant value as given by eq. (2.24). Plugging eq. (2.24) for definition of $R$ in eq. (2.18) and noting that $f \simeq (a/a_f)^{-2} = e^{-2N}$ we obtain

$$A = \sqrt{\frac{2R}{3}} M_P \left( e^{3N} - 1 \right) + A_f,$$

(2.30)

in which $A_f$ denotes the value of the gauge field at the end of inflation. From eq. (2.30) we see that the gauge field is completely negligible during the most of the period of inflation in which $N < 0$ and grows exponentially towards the end of inflation when it approaches its final value $A_f$. Note that in the critical case in which $R \to 0$, we have $A \simeq A_f$ as expected for an iso-curvature field.

Alternatively, one can invert eq. (2.30) to find $N$ as a function of $A$

$$N = \frac{1}{3} \ln \left( \sqrt{\frac{3}{2R}} \left( \frac{A - A_f}{M_P} \right) + 1 \right).$$

(2.31)

This is our second key formula to express the final formula of $\delta N$ in terms of the background fields perturbations.

Our last task in finding $\delta N$ is to take into account the contributions from the surface of the end of inflation in $\delta N$. Here we follow closely the method developed in multi-brid inflation [83, 84]. We parameterize the surface of end of inflation in eq. (2.8) via [14]

$$\phi_f = \phi_c \cos \gamma, \quad A_f = \frac{g \phi_c}{e} \sin \gamma.$$

(2.32)

We note that $\gamma$ should be treated as an independent variables so when we calculate $\delta N$, we have to take into account the perturbations in $\gamma(\phi, A)$ which represents the contribution of the surface of the end of inflation in $\delta N$.

### 2.4 Calculating $\delta N$

Our goal is to calculate $\delta N$ up to second order in $\delta \phi$ and $\delta A$ perturbations. We relegate the details of the analysis to appendix A. However, before using $\delta N$ formalism in this setup, one
has to verify the validity of the gradient expansion and the separate Universe approach as studied in [63, 65–67]. We demonstrate the validity of the separate Universe approach for our setup to second order in perturbation theory in appendix B. This will allow us to use $\delta N$ formalism to calculate the power spectrum and the bispectrum.

Calculating $\delta N(\phi, A)$ up to second order we have

$$
\delta N = N_{\phi} \delta \phi + N_{A} \delta A + N_{\phi A} \delta \phi \delta A + \frac{N_{\phi \phi}}{2} \phi^2 + \frac{N_{\phi A}}{2} \phi \delta A^2 + \frac{N_{AA}}{2} \delta A^2
$$

$$
+ N_{\phi \phi} \delta \phi \delta A_x + N_{\phi A} \delta \phi \delta A_x + N_{AA} \delta A \delta A ,
$$

(2.33)

in which to leading order in $R \ll 1$, for linear terms we have

$$
N_{\phi} = \frac{p_c}{2(I-1)} \phi + \frac{e M_{P} p_c}{6 \phi_c g(I-1) \cos \gamma} \tan \gamma \frac{f_{\phi}}{f} \sqrt{6 R}
$$

(2.34)

$$
N_{A} = \left( - \frac{2 N I}{(I-1)} + \frac{e p_c}{6 g(I-1) \cos \gamma} \phi_c \frac{\tan \gamma M_{P} \sqrt{6 R}}{\phi_c} \right) \left( \frac{1}{A} \right)
$$

(2.35)

$$
N_{A} = \frac{e p_c}{2 g \phi_c (I-1) \cos \gamma}
$$

(2.36)

We note that in above expressions, the first term in $N_{\phi}$ represents the usual contribution in curvature perturbations from the inflaton field except with the small correction from the gauge field back-reaction given by the factor $I$ in the denominator. The second term in $N_{\phi}$, proportional to $e$, represents the contribution in isotropic power spectrum from the inhomogeneities generated at the surface of end of inflation. On the other hand, the first term in $N_{A}$, containing $N I$, represents the anisotropies generated actively during inflation from $\delta \dot{A}$ fluctuations. This is the crucial contribution first derived in the analysis of [68] in the $\delta N$ formalism. Furthermore, the second term in $N_{A}$ containing $e$, represents the anisotropies generated purely at the surface of end of inflation again from the $\delta \dot{A}$ fluctuations. This is obtained for the first time in this work in the context of $\delta N$ formalism. As we shall see, this is the term which captures the anisotropies generated from the surface of end of inflation as envisaged by Yokoyama and Soda in [30]. Finally, the term $N_{A}$ represents the anisotropies generated purely from the surface of end of inflation from $\delta \dot{A}$ fluctuations. This is the term which was included in the analysis of [14]. As we shall see below, the contribution from $N_{A}$ term is exponentially suppressed compared to the contribution from $N_{\phi}$ and $N_{A}$, consistent with the analysis of [14]. However, in the analysis of [14] the crucial contribution of $N_{A}$, eq. (2.35), was not included which has led to the conclusion different than the result obtained in [30].

Correspondingly, for the non-linear terms we get

$$
N_{\phi \phi} = - \frac{p_c}{2(I-1)} \frac{1}{\phi^2} - \frac{2 N I}{(I-1)} \left( \left( \frac{f_{\phi}}{f} \right)^2 + \frac{f_{\phi \phi}}{f} \right) + \frac{e^2 M_P^2 p_c}{6 g^2 \phi_c^2 (I-1)} \frac{(\sin^2 \gamma + 1)}{\cos^4 \gamma} \left( \frac{f_{\phi}}{f} \right)^2 I \epsilon
$$

$$
- \frac{2 e I p_c}{3 g(I-1)^2 \cos^2 \gamma} \frac{\tan \gamma M_P \frac{f_{\phi \phi}}{f}}{\phi_c f_{\phi}^2} \sqrt{6 R} + \frac{e p_c}{2 g(I-1) \cos \gamma} \frac{\tan \gamma M_P f_{\phi \phi}}{f \phi_c} \sqrt{\frac{2 R}{3}}
$$

(2.37)

$$
N_{A A} = \frac{e^2 p_c}{2 g^2 \phi_c^2 (I-1)} \frac{(\sin^2 \gamma + 1)}{\cos^4 \gamma}
$$

(2.38)

$$
N_{A A} = \left( - \frac{2 N I}{(I-1)} + \frac{e^2 R p_c}{3 g^2 (I-1)} \frac{(\sin^2 \gamma + 1)}{\cos^4 \gamma} \frac{M_P^2}{\phi_c^2} - \frac{2 e I p_c}{3 g(I-1)^2 \cos \gamma} \frac{\tan \gamma M_P \frac{\sqrt{6 R}}{\phi_c}}{I} \right) \left( \frac{1}{A} \right)^2
$$

(2.39)
where $V$ by\* Note that this is calculated at the time when the mode of interest leaves the horizon, denoted as usual the initial Bunch-Davies vacuum when the mode of interest is deep inside the horizon.

\[ N_{\phi} = \frac{e^2 p_c}{6g^2(I-1)} \frac{(\sin^2 \gamma + 1) M_P f_{\phi}}{\cos^2 \gamma} \frac{\sqrt{6R}}{\phi_c f} \frac{\pi}{g(I-1)^2 \cos \gamma \phi_c f} \]

\[ N_{AA} = \left( \frac{e^2 p_c}{6g^2(I-1)} \frac{(\sin^2 \gamma + 1) M_P}{\cos^2 \gamma} \frac{\sqrt{6R}}{\phi_c f} \frac{\pi}{g(I-1)^2 \cos \gamma} \right) \frac{1}{A} \]

\[ N_{A\phi} = \frac{\pi I p_c}{(I-1)^2 \phi} \frac{4NI}{(I-1) - \phi_c f} + \frac{e^2 M_P^2 p_c}{6g^2(I-1) \phi_c^2} \frac{(\sin^2 \gamma + 1) \phi_c f}{\cos^4 \gamma} \frac{\pi}{f I \epsilon} \]

\[ + \frac{e^2 p_c}{6g(I-1) \cos \gamma \phi_c f} \frac{\pi}{\sqrt{6R}} \frac{1}{1 - 4I}. \]

For the future reference, we note that if we set $I = 0$ in the above expressions, we obtain the results in the critical limit $p = p_c$ in which the gauge field does not back-react on the inflaton dynamics and its contributions into anisotropies are generated purely from the surface of end of inflation controlled by the gauge coupling $e$.

### 2.5 Seed quantum fluctuations

Having calculated $\delta N$ to second order in fields perturbations we are ready to calculate the power spectrum and the bispectrum. Before doing that, we need some information about the statistical properties of $\delta \phi$ and $\delta A$ fluctuations necessary for $\delta N$ analysis. As usual, we take $\delta \phi$ to be a near scale-invariant perturbations with amplitude $H/2\pi$ at the time of horizon crossing such that

\[ \langle \delta \phi_k \delta \phi_{k'} \rangle \equiv (2\pi)^3 P_{\delta \phi}(k) \delta^3(k + k'), \quad P_{\delta \phi} \equiv \frac{k^3}{2\pi^2} P_{\phi}(k) = \left( \frac{H_*}{2\pi} \right)^2. \]

Note that this is calculated at the time when the mode of interest leaves the horizon, denoted by $\ast$, when $k = a_* H_*$. To find the power spectrum of gauge field fluctuations we solve the mode function for $\delta A_i$ with the initial Bunch-Davies vacuum when the mode of interest is deep inside the horizon. The canonically normalized gauge field quantum fluctuations are decomposed via [71]

\[ \delta A_i = \sum_{\lambda = \pm} \int \frac{d^3 k}{(2\pi)^{3/2}} e^{ik \cdot x} \tilde{\epsilon}_\lambda(k) \frac{\hat{V}_i}{f}, \]

where

\[ \hat{V} = a_\lambda(k) V_\lambda(k) + \dagger a_\lambda(-k) V_\lambda^*(k). \]

As usual $a_\lambda(k)$ and $a_\lambda^\dagger(k)$ represent the annihilation and the creation operators. Furthermore, $\epsilon_\lambda$ represents the circular polarization for $\lambda = \pm$, satisfying $\hat{k} \cdot \epsilon_\pm(k) = 0$, $k \times \epsilon_\pm(k) = \mp ik \epsilon_\pm(k)$, $\epsilon_\lambda(-k) = \epsilon_\lambda^*(k)$, normalized such that $\epsilon_\lambda(k) \cdot \epsilon_\lambda^*(k) = 1$ and

\[ \sum_{\lambda} \epsilon_{\lambda,i}(k) \epsilon_{\lambda,j}^*(k) = \delta_{ij} - \hat{k}_i \hat{k}_j. \]

Finally, the mode functions $V_\lambda(k)$ satisfies the evolution equation

\[ V_\lambda(k)'' + \left( k^2 - \frac{f''}{f} \right) V_\lambda(k) = 0, \]

\[ -10- \]

in which a prime denotes the derivative with respect to conformal time $d\eta = dt/a(t)$. With $f$ given in eq. (2.22) the normalized gauge field mode function has the same form as that of a massless scalar field in dS background

$$V_\lambda(k) \simeq \frac{1 + ik\eta}{\sqrt{2k^3/2\eta}} e^{-ik\eta}. \quad (2.48)$$

As a result, on super-horizon scales we obtain [68]

$$\frac{\delta \dot{A}}{\dot{A}} = \frac{1}{M_P} \sqrt{\frac{3}{2R}} \frac{H}{\sqrt{2k^3}} \sum_\lambda \tilde{c}_\lambda \quad (k > aH) \quad (2.49)$$

eq (2.49) shows that $\delta \dot{A}/\dot{A}$ is scale-invariant on super-horizon scales which is crucial for our analysis below. This is a consequence of turning on the conformal factor $f(\phi)$ with the specific form given in eq. (2.22).

One crucial point to mention is that although $V_\lambda(k)$ has the profile of a massless scalar field fluctuations as given in eq. (2.48), but the profile of gauge field $\delta A$ is related to $V_\lambda(k)$ by additional factor of $f(\phi)^{-1}$ as shown in eq. (2.44). As a result, the power spectrum of $\delta A$, $P_{\delta A}$, is hugely suppressed compared to $P_{\delta \phi}$. More specifically

$$P_{\delta A} = \frac{1}{f(\phi)^2} P_{\delta \phi} \simeq e^{4N_\ast} \frac{P_{\delta \phi}}{3}. \quad (2.50)$$

Noting that $N_\ast \simeq -60$, we conclude that $P_{\delta A} \ll P_{\delta \phi}$. This was the key argument in [14] as why the method employed in [30] does not work. As we discussed in previous sub-section, in the paragraph after eq. (2.36), in order to reproduce the results of [30] correctly, we have to take into account the contribution of $\delta \dot{A}/\dot{A}$, represented by $N_\dot{A}$ in eq. (2.35), which is scale-invariant as given in eq. (2.49) following the method developed in [68]. This was the crucial missing piece in the analysis of [14].

3 Power spectrum

Having calculated $\delta N$ to second order in eq. (2.33) we can calculate the power spectrum and the bispectrum using the standard formula

$$R(x, t) = \delta N(\phi, A). \quad (3.1)$$

The power spectrum analysis are presented here while the bispectrum analysis are given in next section.

The quantities $N_\phi$, $N_A$ and $N_\dot{A}$ are given in eqs. (2.36), (2.35) and (2.36). As a result

$$P_R = N_\phi^2 P_{\delta \phi} + \dot{A}^2 N_A^2 P_{\delta \dot{A}/\dot{A}} + N_\dot{A}^2 P_{\delta A} \quad (3.2)$$

As argued in eq. (2.50), one can safely neglect the contribution of $P_{\delta A}$ in the above formula since it is exponentially suppressed compared to $P_{\delta \phi}$. This is reminiscent of the argument used in [14]. However, as will show, the source of anisotropy is actually from $P_{\delta \dot{A}/\dot{A}}$. Neglecting the contribution of $P_{\delta A}$ we obtain

$$P_R \simeq P_R^{(0)} + \dot{A}^2 N_A^2 P_{\delta \dot{A}/\dot{A}}, \quad (3.3)$$
in which the isotropic power spectrum is calculated to be
\[ P_R(0) = N_\phi^2 P_{\delta \phi} = \left( \frac{p_c H_\phi}{4\pi \phi_*} \right)^2 \left[ 1 + \frac{e p_c M_P \tan \gamma}{g \phi_c \cos \gamma \sqrt{3 R}} \right]^2, \tag{3.4} \]
in which an asterisk represents the time of horizon crossing \( s \),
\[ k = a_s H_* \]
and the relation
\[ f_{\phi} / f \simeq p_c / \phi \]
has been used. Furthermore, it is assumed that \( I \ll 1 \) which follows from the observational constraint as we shall see below, see also \([68, 79]\).

Now we calculate the anisotropy generated during and at the surface of end of inflation coming from \( P_{\delta \dot{A} / \dot{A}} \). First, from eq. (2.49), we note that
\[ P_{\delta \dot{A} / \dot{A}} = \frac{k^3}{2\pi^2} \left( \frac{\delta \dot{A}_x(k_1) \delta \dot{A}_x(k_2)}{A_x} \right) = \frac{3H^2 \sin^2 \theta}{8\pi^2 M_P^2 R}, \tag{3.5} \]
in which \( \cos \theta = \hat{n} \cdot \hat{k} \) represents the angle between the preferred direction (in our notation the \( x \)-direction) and the wave-number. Using the expression for \( N_A \) given in eq. (2.35), the anisotropy in power spectrum becomes
\[ \Delta P_R \equiv \dot{A}^2 N_A^2 P_{\delta \dot{A} / \dot{A}} = \left( -2NI + \frac{e p_c \tan \gamma M_P}{6g} \sqrt{6R} \right)^2 \frac{3H^2 \sin^2 \theta}{8\pi^2 M_P^2 R}. \tag{3.6} \]
On the other hand, using the relation \( R = I\epsilon /2 \) and
\[ \epsilon \simeq \frac{2\phi_*^2}{p_c^2 M_P^2} \tag{3.7} \]
and assuming \( \phi_* \simeq \phi_f \) which is a good approximation in hybrid inflation, the fractional change in power spectrum due to anisotropies from the gauge fields is
\[ \frac{\Delta P_R}{P_R^{(0)}} = \left( \frac{\sqrt{24IN^2} - \frac{e}{g} \tan \gamma}{1 + \frac{e p_c M_P \tan \gamma}{g \phi_c \cos \gamma \sqrt{3 R}}} \right)^2 \sin^2 \theta. \tag{3.8} \]
Now, in the limit in which \( R = I\epsilon /2 \ll 1 \) (assuming the pre-factor in denominator above does not diverge for typical value of \( e \) and \( \gamma \)) we obtain
\[ g_* \simeq - \left( \frac{\sqrt{24IN^2} - \frac{e}{g} \tan \gamma}{1 + \frac{e p_c M_P \tan \gamma}{g \phi_c \cos \gamma \sqrt{3 R}}} \right)^2. \tag{3.9} \]
This is one of the main result of this paper.

Eq. (3.9) is very interesting. The first term in the bracket captures the effects of anisotropy generated actively during inflation \([68, 71, 79, 82]\). As is well-known the anisotropy generated during inflation is given by
\[ g_*^{\text{IR}} = -24IN^2 \tag{3.10} \]
in which the subscript \( \text{IR} \) indicates the accumulative contributions of the IR modes which leave the horizon at \( N \) e-folds towards the end of inflation. As mentioned in \([71]\) the IR contribution can become too large so in order not to produce too much anisotropy from IR
accumulations one requires that \( N \) is not too large. With \( N = 60 \) to solve the flatness and the horizon problem, and \(|g_\star| \lesssim 10^{-2} \) in order to satisfy the observational bounds, one requires \( I \lesssim 10^{-7} \).

The second term in eq. (3.9) represents the anisotropy generated purely from the surface of end of inflation. This is the contribution advocated originally in [30]. Denoting this contribution by \( g_e \) we have

\[
g_e = -\frac{e^2}{g^2} \tan^2 \gamma. \tag{3.11}
\]

Note that this term exists even when \( I = 0 \). This is the critical limit in which the gauge field becomes an iso-curvature field which does not contribute into power spectrum during inflation but can generate additional anisotropic curvature perturbations from the inhomogeneities generated at the surface of end of inflation a la Lyth [60]. We can also compare our expression for \( g_e \) with the value for \( g_\star \) obtained in [30], see also [14] and [31]. Interestingly, we find that in the physical limit in which \(|g_\star| \ll 1\), our value for \( g_e \) agrees with \( g_\star \) obtained in [30]. This may seem somewhat surprising, since in the analysis of [30] the exponential evolution of the gauge field during inflation and the effects of \( N \dot{A} \) in \( \delta N \) expansion is not taken into account. However, the analysis of [30] relies crucially on the idea of [31] in which the inhomogeneities at the surface of end of inflation are generated from a scale-invariant perturbation, which in our case it is \( \delta \dot{A}/\dot{A} \). The fact that the fluctuations \( \delta \dot{A}/\dot{A} \) are massless and scale-invariant guarantees that the method proposed in [60] still applies in the analysis of [30]. This is the reason why the results obtained in [30] are correct as a matter of principle independent of their somewhat ad-hoc \( \delta N \) analysis.

One curious conclusion from eq. (3.9) is that one can choose the parameter space such that the anisotropies generated actively during inflation are cancelled from the anisotropies generated from the surface of end of inflation, yielding \( g_\star = 0 \). For this to happen one requires

\[
\tan \gamma = \frac{2}{e} \sqrt{24 I N^2}. \tag{3.12}
\]

For a given value of number of e-foldings \( N \), this determines how one should approach the surface of end of inflation in order to obtain \( g_\star = 0 \). Of course, in this limit, one should take into account the sub-leading terms containing factors of \( I \) in \( 1 - I \) expressions and so on in \( \delta N \) expression in previous sub-section. Nonetheless, it may be possible to achieve \( g_\star = 0 \) to higher order in \( I \) too.

One interesting implication of eq. (3.9) is that one does not need to impose the strong fine-tuning \( I \lesssim 10^{-7} \) anymore. The smallness of \( g_\star \) is now controlled by the near cancellation of the two terms in eq. (3.9) instead of requiring the first term, containing \( \sqrt{I N^2} \), itself to be small.

Now let us look at the spectral tilt, \( n_s \). Similar to [50] we have

\[
n_s - 1 = \frac{d \ln \mathcal{P}_R}{d \ln k} = \left(n_s^{(0)} - 1\right) + \frac{\cos^2 \theta}{1 + g_\star \cos^2 \theta} \frac{d g_\star}{d \ln k}, \tag{3.13}
\]

in which \( n_s^{(0)} \) represents the spectral index obtained from the isotropic power spectrum. In conventional models of hybrid inflation in which the waterfall is a real field and is not gauged under the \( U(1) \) field \( n_s^{(0)} > 1 \) so the power spectrum is blue-tilted. As a result, the simple models of hybrid inflation are ruled out from the PLANCK data which requires \( n_s < 1 \).
On the other hand, with \( g_s \) given in eq. (3.9), the change in spectral index induced by anisotropies, \( \Delta n_s \), in the limit \(|g_s| \ll 1\) is obtained to be

\[
\Delta n_s \simeq -\sqrt{-96Ig_s} \left< \cos^2 \theta \right> = -\sqrt{-96Ig_s} \frac{3}{3},
\]

in which we have taken the average value \( \left< \cos^2 \theta \right> = 1/3 \).

Interestingly, anisotropies, once averaged over the whole sky, generate a red-tilted power spectrum. This may help to generate a red-tilted power spectrum for hybrid inflation. As an example, suppose we take \( g_s \sim -10^{-2} \) and \( I \sim 10^{-2} \), then we obtain \( \Delta n_s \sim -0.03 \) which can bring the value of \( n_s \) in models of gauged hybrid inflation within the desired range of PLANCK data. Having this said, this value of \( I \) may seem too large compared to results obtained in [68, 71, 79, 82]. However, in those works anisotropies are generated during inflation so \( g_s \) is given in eq. (3.10), yielding \( I \sim 10^{-7} \). However, in our model, as we mentioned before, anisotropies generated at the surface of end of inflation can nearly cancel the anisotropies generated during inflation so one can saturate the observational bound on \( g_s \) without requiring very small value of \( I \). Therefore, taking a value of \( I \) much larger than the value required in [68, 71, 79, 82] is easy in our model.

Before ending this section we comment that we have neglected the contributions of the waterfall quantum fluctuations and the longitudinal excitation in curvature perturbations. The reason is that the waterfall is very massive during inflation and its power spectrum is highly blue-tilted. As studied in great details in [89–94] the contributions of the waterfall on large scale (i.e. CMB scale) curvature perturbations are exponentially suppressed. Similarly, the longitudinal mode is very massive and its excitations are highly suppressed compared to the transverse modes. As demonstrated in [82] in a similar model, the contributions of the longitudinal excitation in curvature perturbations are exponentially suppressed compared to the transverse mode.

4 Bispectrum

In this section we calculate the Bispectrum of our model. For similar analysis in anisotropic inflation background of [9] see [71, 85]. As demonstrated in [68] the main contribution in bispectrum comes from the \( N_{AA} \) terms. The contributions from terms containing \( N_{\phi\phi} \) are slow-roll suppressed as demonstrated by Maldacena [86]. Furthermore, similar to power spectrum case, terms containing \( N_{AA}, N_{A\phi} \) and \( N_{\phi\phi} \) are suppressed as argued in eq. (2.50). In addition, one can check that the contribution from the term \( N_{A\phi} \) is suppressed by a factor of \( 1/N \) compared to the contribution from the \( N_{AA} \) term. As a result, in our analysis below we consider the contributions from \( N_{AA} \) term.

Calculating the three point function, and taking \( I \ll 1 \), we obtain

\[
\langle R(k_1)R(k_2)R(k_3) \rangle \simeq \frac{1}{2} N_{AA}(k_1)N_{AA}(k_2)N_{AA}(k_3)
\]

\[
\times \int \frac{d^3p}{(2\pi)^3} \left< \delta \hat{A}_x(k_1) \delta \hat{A}_x(k_2) \delta \hat{A}_x(p) \delta \hat{A}_x(k_3 - p) \right> + 2 \text{perm.}
\]

\[
= \left( N_{k_1} I - \frac{e^2 R_{Pc} \sin^2 \gamma + 1}{6g^2} \frac{M_P^2 e P c \tan \gamma M_P}{3g \cos \gamma \phi_c} \right)
\]

\[
\times \left( 2N_{k_1} I - \frac{e P_c \tan \gamma M_P}{6g \cos \gamma \phi_c} \right) \left( 2N_{k_2} I - \frac{e P_c \tan \gamma M_P}{6g \cos \gamma \phi_c} \right)
\]

\[
\times \int \frac{d^3p}{(2\pi)^3} \left< \frac{\delta \hat{A}_x(k_1)}{A} \frac{\delta \hat{A}_x(k_2)}{A} \frac{\delta \hat{A}_x(p)}{A} \frac{\delta \hat{A}_x(k_3 - p)}{A} \right> + 2 \text{perm.},
\]
in which \( N_k \) represents the time when the mode \( k_i \) leaves the horizon. Calculating the convolution integrals and defining the bispectrum \( B_R(k_1, k_2, k_3) \) via

\[
\langle R(k_1) R(k_2) R(k_3) \rangle = (2\pi)^3 \delta^3(k_1 + k_2 + k_3) B_R(k_1, k_2, k_3)
\]

we get

\[
B_R(k_1, k_2, k_3) \simeq \frac{18e^2}{R^2} \left( 2N_k, I - \frac{e p_c \tan \gamma M_P}{6g \cos \gamma \phi_c \sqrt{6R}} \right) \left( 2N_k, I - \frac{e p_c \tan \gamma M_P}{6g \cos \gamma \phi_c \sqrt{6R}} \right) \times (4.3)
\]

\[
(4.3)
\]

\[
\left( N_k, I - \frac{e^2 P_\epsilon}{6g^2} \frac{(\sin^2 \gamma + 1) M_P^2}{\phi_c^2} - \frac{e I p_c \tan \gamma M_P}{3g \cos \gamma \phi_c \sqrt{6R}} \right)
\]

\[
(4.4)
\]

\[
C(k_1, k_2) \equiv \left( 1 - (\hat{k}_1, \hat{n})^2 - (\hat{k}_2, \hat{n})^2 + (\hat{k}_1, \hat{n}) (\hat{k}_2, \hat{n}) (\hat{k}_1, \hat{k}_2) \right).
\]

As in the power spectrum case, the bispectrum is generated both during inflation and at the end of inflation. The bispectrum generated during inflation in eq. (4.3) are represented by \( N_k, I \) factor while the bispectrum generated from inhomogeneous end of inflation effect are controlled by the gauge coupling \( e \).

Now let us look at the bispectrum generated purely during inflation by setting \( e = 0 \) in eq. (4.3). In this limit, we obtain

\[
B_R(k_1, k_2, k_3)|_{IR} = 288I N_k, N_k, N_k \left( C(k_1, k_2) P_0(k_1) P_0(k_2) + 2\text{perm.} \right) \quad (e = 0).
\]

(4.6)

This is an exact agreement with the result obtained in [68, 71].

Now let us look at the critical case in which the gauge field plays the role of an iso-curvature field, \( I = 0 \), and the bispectrum is generated purely at the surface of end of inflation. In this limit, we get

\[
B_R(k_1, k_2, k_3)|_{e} = - \frac{2e^4 \sin^2 \gamma (1 + \sin^2 \gamma)}{p_c g^4 \cos^4 \gamma} \left( C(k_1, k_2) P_0(k_1) P_0(k_2) + 2\text{perm.} \right), \quad (p = p_c, I = 0).
\]

(4.7)

Comparing eqs. (4.6) and (4.7), we find that the bispectrum generated at the surface of end of inflation always has an opposite sign compared to the bispectrum generated during inflation.

It is instructive to look at the non-Gaussian parameter \( f_{NL} \) defined in the squeezed limit \( k_1 \ll k_2 \simeq k_3 \) via

\[
f_{NL}(k_1, k_2, k_3) = \lim_{k_i \to 0} \frac{5}{12} \frac{B_{\zeta}(k_1, k_2, k_3)}{P_{\zeta}(k_1) P_{\zeta}(k_2)}.
\]

(4.8)

If we further assume \( N_{k_1} \simeq N_{k_2} \simeq N_{k_3} \) and noting that \( R = I \epsilon /2 \) and using eq. (3.7), from eq. (4.3) we obtain

\[
f_{NL} = - \frac{5g g_*}{R} \left[ N I - \frac{e I}{g} \sqrt{\frac{2I}{3}} \tan \gamma - \frac{e^2 R}{3p_c g^2} \frac{1 + \sin^2 \gamma}{\cos^2 \gamma} \right] C(k_1, k_2).
\]

(4.9)
This is an interesting result. Specially, consider the situation in which eq. (3.12) is satisfied so $g_* = 0$. Then eq. (4.9) also indicates that $f_{NL} = 0$. In other words, the anisotropies generated actively during inflation are canceled by the anisotropies generated from the surface of end of inflation both at the level of power spectrum and bispectrum.

In the limit $e = 0$ one obtains the known result that

$$f_{NL}(k_1, k_2)|_{IR} = \frac{240JN(k_1)N(k_2)^2C(k_1, k_2)}{(k_1 \ll k_2 \simeq k_3)} (e = 0) \quad (4.10)$$

On the other hand, for the critical case with $I = 0$ we obtain

$$f_{NL}(k_1, k_2)|_e = -\frac{5e^4}{3p_e g^4} \frac{\sin^2 \gamma (1 + \sin^2 \gamma)}{\cos^4 \gamma} C(k_1, k_2) = -\frac{5g_*^2}{3p_e} \frac{1 + \sin^2 \gamma}{\sin^2 \gamma} C(k_1, k_2)$$

$$(k_1 \ll k_2 \simeq k_3) \quad (I = 0). \quad (4.11)$$

To satisfy the observational bound from the PLANCK data, one should not produce too much non-Gaussianity. However, we note that the anisotropic non-Gaussianity given by the shape function $C(k_1, k_2)$ is quite different than the known non-Gaussian shapes. In the critical case in which $I = 0$ and all anisotropies are generated at the surface of end of inflation, this is easy to satisfy. Indeed, eq. (4.11) indicates that if $\gamma$ is not very close to zero, then $f_{NL}$ is quite negligible with small $g_*$. On the other hand, if anisotropy is generated predominantly during inflation, then eq. (4.10) indicates that $f_{NL}$ is at the order of few which can be detectable.

Similar to the case of power spectrum, eqs. (4.7) and (4.11) have the interesting property that they do not depend on the length of the duration of inflation. As a result, the IR anisotropy problem associated with the model such as [68, 71, 79, 82] in which primordial anisotropies are generated during inflation does not show up in models in which anisotropies are generated exclusively at the surface of end of inflation.

It is also constructive to compare our expression for $f_{NL}|_e$ with $f_{NL}$ obtained in [30]. Taking the limit in which the direction-dependence in their formula collapses to our expression $C(k_1, k_2)$ their formula for $f_{NL}$ scales like (in our notation) $(e^6/g^6) \tan^4 \gamma (1 + \tan^2 \gamma)$ which is different than our result obtained in eq. (4.11).

5 Summary and discussions

In this work we have studied primordial quadrupole asymmetry in models of gauged hybrid inflation. As we mentioned there are two mechanisms to generate primordial anisotropies from gauge fields: either actively from IR contributions during inflation or from the inhomogeneities generated at the surface of end of inflation via the waterfall mechanism. The anisotropies generated during inflation suffers from the IR problem in which $g_*$ grows as $N^2$ which leads to too much anisotropies to be compatible with the observation. Similarly, in this mechanism $f_{NL}$ scales like $N^3$ which is again problematic in the light of recent data indicating no detectable non-Gaussianity. On the other hand, the mechanism of generating primordial anisotropy at the surface of end of inflation has the appealing feature that it does not suffer from the above mentioned IR problem. In this mechanism, the gauge field is an iso-curvature field which has negligible contribution in total energy density so it does not affect the inflaton dynamics. However, it modulates the waterfall mechanism yielding to inhomogeneities at the
surface of end of inflation. As a result, this generates primordial anisotropies purely at the end of inflation as pioneered by Yokoyama and Soda \cite{30}.

In this work we have employed a consistent $\delta N$ mechanism, similar to \cite{68}, to calculate the curvature perturbations up to second order. We have clearly identified the contributions in anisotropic power spectrum from the above two mechanisms as given in eq. (3.9). The two limiting cases are given by eqs. (3.10) and (3.11). Similarly, the different contributions in bispectrum are identified as given by eq. (4.3) with the two limiting cases given in eqs. (4.10) and (4.11).

The combined effects of generating anisotropies during inflation and at the surface of end of inflation have some interesting observational implications. First, one can choose the parameter space such that these two source of anisotropies cancel each other’s contributions so there is no net primordial anisotropies both at the level of power spectrum and bispectrum. Second, the anisotropic power spectrum are red-tilted. After averaging the anisotropic power spectrum over the sky, the total power spectrum can become red-tilted. This is an interesting observation which can save models of hybrid inflation which in the absence of gauge fields predict a blue-tilted power spectrum in contrast with cosmological observations.
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A The $\delta N$ analysis

In this appendix we outline the details of the $\delta N$ analysis leading to eqs. (2.36)–(2.42). The starting equations are

$$N = \frac{p_c}{2(I-1)} \ln \left( \frac{\phi}{\phi_f} \right)$$

$$= \frac{1}{3} \ln \left( \sqrt{\frac{3}{2R}} \left( \frac{A - A_f}{M_P} \right) + 1 \right).$$

In addition during inflation, from the attractor condition we have

$$R = \frac{\dot{A}_x^2 f(\phi)^2 e^{-2\alpha}}{2V} \approx \frac{I \epsilon}{2}$$

in which the last approximate equality is for the general case when $p > p_c$ and $I \neq 0$. In this view $R$ is treated as a free parameter which should be varied when calculating $\delta N$. This is because in general $N$ is defined in the phase space as a function of $(\phi, \dot{\phi})$ and $(A_x, \dot{A}_x)$. Because of the slow-roll conditions we can solve for $\dot{\phi}$ in terms of $\phi$ so we do not need to vary $\delta \phi$ as an independent variable. However, for the gauge field, because of the gauge invariance, it is $\dot{A}_x$ (i.e. $F_{hx}$) which is physical and not $A_x$ itself. The contribution of gauge field $A_x$ (and not its derivative) only appears at the surface of end of inflation in which the gauge
symmetry is spontaneously broken due to Higgs mechanism and the gauge field becomes massive. Therefore, $\delta N$ has contributions both from $\delta A_x$ and $\delta \dot{A}$. 

Finally, the surface of end of inflation is parameterized by the angle $\gamma$ via

$$\phi_f = \phi_c \cos \gamma, \quad A_f = \frac{g \phi_c}{e} \sin \gamma. \quad \text{(A.4)}$$

Expressing the surface of end of inflation in this way, the dependent variables $\phi_f$ and $A_f$ are traded in terms of the independent variable $\gamma$.

Now our goal is to use the constraint eqs. (A.3) and (A.4) to find $\delta N$ in terms of initial fluctuations $\delta \phi, \delta A$ and $\delta \dot{A}$. In the expressions below, we keep $N$ general, but it is understood that we evaluate the initial perturbations at the time of horizon crossing corresponding to $N \approx -60$.

Varying eq. (A.1) with respect to variables $\phi, \phi_f$ and $I$ (or $R$) yields

$$\delta N = N_{,X_I} \delta X_I + \frac{1}{2} N_{,X_I X_J} \delta X_I \delta X_J \quad \text{(A.5)}$$

in which $X_I$ collectively represents the variables $\{\phi, \phi_f, I\}$. Note that when $I \neq 0$ and $R \approx I \epsilon/2$, we can use $\delta I$ and $\delta R$ interchangeably. Calculating the derivatives, we have

$$N_{,\phi} = \frac{p_c}{2(I-1)\phi}, \quad N_{,\phi_f} = \frac{-p_c}{2(I-1)\phi_f}, \quad N_{,I} = -\frac{p_c}{2(I-1)^2} \ln \frac{\phi}{\phi_f} = -\frac{N}{I-1} \quad \text{(A.6)}$$

Varying the attractor condition, eq. (A.3), yields

$$
\frac{\delta R}{R} = \frac{\delta I}{I} = \frac{2f_{,\phi} \delta \phi + 2\delta \dot{A}_x}{A} + \left( \frac{f_{,\phi}}{f} \right)^2 \delta \phi^2 + \left( \frac{\delta \dot{A}}{A} \right)^2 \frac{4f_{,\phi} \delta \dot{A}_x}{f} \delta \phi \\
- 2\delta N \left( 1 + \frac{2f_{,\phi}}{f} \delta \phi + \frac{2\delta \dot{A}_x}{A} \right) + 2\delta N^2. 
\quad \text{(A.7)}
$$

On the other hand, varying eq. (A.4) with respect to the independent variable $\gamma$ to second order yields

$$\delta \phi_f = \phi_c \left[ -\sin \gamma (\delta_1 \gamma + \delta_2 \gamma) - \frac{1}{2} \cos \gamma (\delta_1 \gamma)^2 \right], \quad \text{(A.8)}$$

in which $\delta_1 \gamma$ and $\delta_2 \gamma$ respectively show the first and second order perturbations in $\gamma$.

Plugging eqs. (A.8) and (A.7) in eq. (A.5), and neglecting the sub-leading terms $\delta N^2$ and $\delta I^2$ for $I \ll 1$, yields

$$\delta N \approx -\left[ \frac{p_c}{2\phi} + 2N \frac{f_{,\phi}}{f} \right] \delta \phi + 2N^2 \frac{\delta \dot{A}_x}{A} - \frac{p_c}{2} \tan \gamma \delta_1 \gamma - \frac{p_c}{2} \tan \gamma \delta_2 \gamma \\
+ \left[ N I \left( \frac{f_{,\phi}}{f} + \left( \frac{f_{,\phi}}{f} \right)^2 \right) - \frac{p_c I f_{,\phi}}{\phi f} + \frac{p_c}{4 \phi^2} \right] \delta \phi^2 + N I \left( \frac{\delta \dot{A}_x}{A} \right)^2 + \left[ 4N I \frac{f_{,\phi}}{f} - \frac{p_c}{\phi} \right] \frac{\delta \dot{A}_x}{A} \delta \phi \\
- \frac{p_c}{4} (\delta_1 \gamma)^2 - I p_c \tan \gamma \left( \frac{f_{,\phi}}{f} \delta \phi + \frac{\delta \dot{A}_x}{A} \right) \delta_1 \gamma. \quad \text{(A.9)}$$

\[ \text{JCAP05(2014)016} \]
Similarly, varying eq. (A.2) to second order yields

$$\delta N = N_{Y_f}@\delta Y_f + \frac{1}{2} N_{Y_f Y_f}@\delta Y_f \delta Y_f$$

(A.10)

in which $Y_f$ collectively represents the variables $\{\phi, A_f, R\}$. Note that in formula for $N$ given in eq. (A.2) it is $R$ and not $I$ which appears. This is crucial for the critical case in which $I = 0$ but $R$ is still a free parameter containing information for $A_e$. Calculating the derivatives, we have

$$N_{,A} = \frac{e^{-3N}}{M_P \sqrt{6R}}, \quad N_{,A_A} = \frac{e^{-3N}}{2RM_P^2}, \quad N_{,AA} = \frac{e^{-6N}}{2R^2M_P^2}, \quad N_{,RR} = \frac{e^{-6N}}{2R^2M_P^2} (2 - e^{-3N} - e^{-6N})$$

Plugging eqs. (A.10) and (A.7) in eq. (A.10) to leading order yields

$$\delta N = -\frac{1}{3} (1 - e^{-3N}) \left[ \frac{f_\phi \delta \phi + \delta A}{f} \right]^2 + \frac{e^{-3N}}{\sqrt{6R}} \delta A \frac{e^{-3N} g_\phi}{\sqrt{6R}} e_{M_P} \cos \gamma (\delta_1 \gamma + \delta_2 \gamma) - \frac{e^{-6N}}{4R^2M_P^2} \left[ \frac{g_\phi e_{M_P} \sin \gamma e^{-3N}}{M_P} - \frac{6N}{2e^2M_P^2} \right] (\delta_1 \gamma)^2 + \frac{g_\phi e_{M_P} \cos \gamma e^{-6N} \delta_1 \gamma \delta A}{2ReM_P^2}
$$

$$\left[ \frac{1}{2} (1 - e^{-3N}) \left[ \left( \frac{f_\phi}{f} \right)^2 + \frac{f_\phi}{f} \right] \delta \phi^2 + \left( \frac{\delta A}{A} \right) \right] + \frac{e^{-6N}}{3M_P^2} \left( \frac{f_\phi}{f} \delta \phi + \frac{\delta A}{A} \right) (-\delta A + \frac{g \cos \gamma}{e} \delta_1 \gamma)
$$

(A.13)

Now we have two formulas for $\delta N$, given by eqs. (A.13) and (A.9). Similar to [83] we can use these two equations to eliminate $\delta_1 \gamma$ and $\delta_2 \gamma$ in terms of initial perturbations $\delta \phi$, $\delta A$ and $\delta \dot{A}$. We find

$$\delta_1 \gamma = \frac{e}{g \phi_c \cos \gamma} \left( \delta A + \frac{2R^2}{3M_P} \left( \frac{\delta A}{A} + \frac{f_\phi}{f} \delta \phi \right) \right)
$$

$$\delta_2 \gamma = \frac{eM_P \sqrt{6R}}{g \cos \gamma \phi_c} \left[ \frac{e \sin \gamma}{2g \cos^2 \gamma \phi_c} \left( \delta A^2 \frac{M_P \sqrt{6R}}{M_P^2} + \frac{M_P^3}{3} \left( \frac{\delta A}{A} \right)^2 \right) + \frac{2 \delta A \delta \dot{A}}{3A} + \frac{2f_\phi}{3f} \delta \phi \delta A
$$

$$+ \left( \frac{f_\phi}{6f} \right)^2 + \frac{eM_P \sin \gamma}{18g \cos^2 \gamma \phi_c} \sqrt{6R} \left( \frac{f_\phi}{f} \right)^2 \right) \delta \phi^2 + \frac{f_\phi}{3f} \left( 1 + \frac{e \sin \gamma M_P \sqrt{6R}}{3g \cos^2 \gamma \phi_c} \right) \delta \phi \frac{\delta A}{A} \right]
$$

(A.14)

Now we plug back $\delta \gamma$ to either of eqs. (A.13) or (A.9) yielding our final formula for $\delta N$ given in eqs. (2.34)-(2.42).
B Investigating the validity of separate universe assumption

Before using the $\delta N$ formalism, one has to verify the validity of the gradient expansion and the separate universes approach in our model. For isotropic FRW background containing interacting scalar fields this was studied in [63, 65–67]. In this picture, each local Hubble patch behaves as a background FRW universe with the effects of a very long mode to rescale the background quantities such as $a(t), H, \rho$ and $p$ appropriately. For the model of anisotropic inflation this was first demonstrated in [68]. In this appendix, we prove the validity of separate universe approach in our current model of gauged hybrid inflation. Because of the complexity of waterfall dynamics, we demonstrate this up to second order in perturbation theory which enables us to calculate the power spectrum and the bispectrum. In principle, one can prove the validity of $\delta N$ to all orders in perturbation theory, but this is beyond the scope of this work.

Let us start with the general Bianchi I background with three different background scale factors

$$ds^2 = -dt^2 + a_1(t)^2 dx^2 + a_2(t)^2 dy^2 + a_3(t)^2 dz^2.$$ \hfill (B.1)

Following the notations used in [87] we define

$$H_i(t) = \frac{\dot{a}_i}{a_i}, \quad H \equiv \frac{1}{3} \sum_{i=1}^{3} H_i.$$ \hfill (B.2)

Here $H_i$ represents the Hubble expansion rate for the $i$-th direction with $i = 1, 2, 3$ and a dot indicates the derivative with respect to cosmic $t$.

To solve the background fields equations one has to specify the form of energy momentum tensor. The general form of energy momentum tensor $T_{\mu\nu}$ for an imperfect fluid is given by [88]

$$T_{\mu\nu} = (\rho + p) u_\mu u_\nu + pg_{\mu\nu} + g_{\mu\nu} q_{\nu} + \pi_{\mu\nu}$$ \hfill (B.3)

with the conditions

$$q_\mu u^\mu = 0, \quad \pi_{\mu\mu} = 0, \quad \pi_{\mu\nu} = \pi_{\nu\mu}, \quad \pi_{\mu\nu} u^\nu = 0.$$  

Here $u^\mu$ represents the four-vector associated with the fluid, $\rho$ is the energy density, $p$ represents the isotropic pressure, $\pi_{\mu\nu}$ stands for the trace-free anisotropic pressure (stress) and $q^\mu$ is the heat conduction.

The background Einstein equations are

$$3H^2 = \sum_{i>j} \dot{H}_i \dot{H}_j = \frac{\dot{\rho}}{M_P^2},$$ \hfill (B.4)

$$\dot{T}^{0}_{i} = \ddot{\rho}_i = 0 \quad \hfill (B.5)$$

$$M_P^{-2} \ddot{H}_i = -3M_P^{-2} \bar{H} \bar{H}_i + \frac{1}{2}(\bar{\rho} - \bar{p}) + \bar{\pi}_i.$$ \hfill (B.6)

In this notation, $\bar{H}_i$ represents the background Hubble expansion rates while $\bar{\rho}, \bar{p}$ and so on are the background values of the fluid’s physical parameters. Also note that we have defined $\bar{H}$ as the effective Hubble expansion rate appearing in Friedmann equation, eq. (B.4), which should not be mistaken with the conformal Hubble expansion rate usually used in literature.
On the other hand, the energy conservation equation $u_\mu \nabla_\nu T^{\mu\nu} = 0$ yields

$$-u_\mu \nabla_\nu T^{\mu\nu} = \dot{\rho} + 3H(\rho + \bar{p}) + \bar{H} \delta_i^j \delta_i^j = 0. \tag{B.7}$$

where $\bar{H} = \sum_i \dot{H}_i / 3$.

Let us now look at the perturbations. We follow the notation used in \cite{67} in our $\delta N$ analysis. We denote the order of spatial derivative or the gradient expansion by $\epsilon = k/aH$ while the perturbations are denoted by $\delta_i$. In general, one has to allow three different gradient expansion parameters $\epsilon_i$ for three different spatial directions $\epsilon_i = k/a_i H_i$. However, in order to simplify the analysis we assume $\epsilon_i \sim \epsilon$ but the extension to the general case will be easy.

Using the standard ADM formalism the perturbations in metric are parameterized as

$$ds^2 = -N^2 dt^2 + \gamma_{ij}(dx^i + \beta_i dt)(dx^j + \beta_j dt), \tag{B.8}$$

in which, as usual, $N$ is the lapse function, $\beta_i$ represents the shift vectors and $\gamma_{ij}$ is the three-dimensional spatial metric. Furthermore, it is instructive to decompose the spatial metric into

$$\gamma_{ij} = a_i(t) a_j(t) e^{\psi_i(x,t) + \psi_j(x,t)} \tilde{\gamma}_{ij}, \tag{B.9}$$

in which $a_i(t)$ represents the scale factor for the $i$-th spatial direction and $\psi_i(x,t)$ is similar to curvature perturbation $\psi$ for the isotropic background.

As studied in \cite{68}, one important step in the analysis of the gradient expansion for the Einstein equations is the ordering of the shift functions $\beta^i$. In \cite{68}, for the model of anisotropic inflation, it was shown that $\beta^i = O(\epsilon)$ to all orders in perturbation theory. Here we demonstrate that, although quantum back-reactions induce non-zero shift function $\beta^i$, these corrections can still be neglected as the shift function is at the second order in perturbation theory $\beta^i = O(\delta^2)$. In the following we demonstrate this point in details.

In order to find an estimation for the shift function $\beta^i$, it is enough to use $(0,i)$ component of the Einstein equation. Using the definition of energy-momentum tensor for an imperfect fluid, one finds

$$\delta T^i_0 = -N \delta q^i + \epsilon O(\delta) + \beta O(\delta). \tag{B.10}$$

On the other hand, employing the $(i,0)$ component of Einstein equation, the heat transfer can be related to the shift function as

$$\delta q^i = -(\bar{\rho} + \bar{p} + \bar{\pi}^i) \beta^i + \epsilon O(\delta) + \beta O(\delta). \tag{B.11}$$

Let us simplify the above equation in order to estimate the amplitude of $\beta^i$. In our specific model one can simply show that $\bar{\pi}^i \sim I H^2 \ll \epsilon H^2$. As a result the shift function $\beta^i$ can be estimated as

$$\beta^i \simeq \frac{-\delta q^i}{\epsilon H^2 M_P^2}, \tag{B.12}$$

in which $\epsilon$ denotes the slow-roll parameter and should not be mistaken with the gradient expansion parameter. Now using the action, eq. (2.1), the heat transfer can be read as

$$\delta q^i = -\frac{1}{N} \left[ f^2(\phi) T^i_m m^m + i e (\delta \psi^* \partial_0 \delta \psi - \delta \psi \partial_0 \delta \psi^*) A^i + e^2 \delta \psi^2 A_0 A^i \right]. \tag{B.13}$$
It has been previously shown in [68] that the first term in the big bracket above, denoting the heat transfer of electromagnetism, is $O(\epsilon)$. Below we find the order of the gradient expansion of the other two terms in eq. (B.13).

In the main text we chose unitary gauge by setting the complex phase of the waterfall field to be zero. In the following, it is more helpful to choose the Coulumb-radiation gauge in which $A_0 = \partial_i A_i = 0$. As a result, the third term in eq. (B.13) is zero and we are left only with the second term in eq. (B.13).

Note that the waterfall is extremely heavy during inflation so the background value of the waterfall field is pinned to zero before the waterfall phase transition. In addition, the quantum fluctuations of the waterfall field after horizon crossing are continuously damped till the time of waterfall instability after which the modes start growing exponentially as a result of the tachyonic instability [89–95].

Before doing any explicit calculation it is worth discussing how the waterfall dynamics can contribute to the heat transfer. For a moment suppose that every waterfall quantum fluctuations in the vicinity of the transition point has the following solution

$$\delta \psi_k(n) = \delta \psi_k(0) e^{-i\omega(t)t + \Omega(t)t},$$

(B.14)
in which $n \equiv N - N_c$ and $N_c$ represents the time of the waterfall phase transition. Here $\omega(t)$ and $\Omega(t)$ are two real functions quantifying the frequency of the oscillations and the growth rate of each mode respectively.

Looking at eq. (B.13), we conclude that only the oscillatory phase $\omega(t)$ of the solution can contribute into the second term in eq. (B.13). Therefore, only modes which become classical but still have oscillatory behavior will contribute to this term. This takes place near the waterfall transition point when the modes become classical but still may have weak oscillatory behaviors.

Let us now examine the above intuition more carefully. The evolution equation for the quantum mode $v_k \equiv a\delta \psi_k$ can be read as [89]

$$v''_k + \left( k^2 - \frac{2 + \epsilon^2 n}{\tau^2} \right) v_k = 0,$$

(B.15)
in which the prime denotes the derivation respect to conformal time $\tau$ and $\epsilon_\psi$ is a large number measuring the tachyonic mass of the waterfall quantum fluctuations [89]. In order to estimate the heat transfer one can assume that every mode becomes classical when $\omega_k \tau \sim \lambda \sim 1$ in which $\omega_k$ is the time-dependent frequency in the above equation $\omega^2_k \equiv k^2 - (2 + \epsilon^2 n)/\tau^2$. It is evident that there is a narrow band of momenta which can contribute to the heat transfer

$$k^2_{\text{min}} = \frac{\lambda + 2 + \epsilon^2}{\tau^2} < k^2 < k^2_{\text{max}} = \frac{2 + \epsilon^2}{\tau^2}.$$  

(B.16)

As a starting point let us estimate the background value of the heat transfer

$$\delta \bar{q}^i = -\frac{1}{N} ie Im [\delta \psi^* \partial_0 \delta \psi]_0 \bar{A}^i,$$

(B.17)
in which the charge density of waterfall field can be estimated as

$$ie Im [\delta \psi^* \partial_0 \delta \psi]_0 \simeq \frac{e}{a} \int_{k_{\text{min}}}^{k_{\text{max}}} d^3k \omega_k(t)|\delta \psi_k|^2.$$

(B.18)
For simplicity, in the vicinity of the transition point, for the narrow band of momenta given in eq. (B.16), the frequency of the modes can be estimated as \( \omega_k(t) \sim 1/\tau \) so one has

\[
ie \text{Im} [\delta \psi^* \partial_0 \delta \psi]_0 \sim eH \frac{H_0^2}{4\pi^2}, \tag{B.19}
\]

in which we have used the fact that the short modes around the transition point have the following amplitude [94]

\[
\delta \psi_S(n) = \frac{H_0}{\sqrt{2k}k_c} e^{-n}. \tag{B.20}
\]

Adding up these results, from eq. (B.12), one finds the following relation for the background value of shift function \( \bar{\beta}^i \)

\[
\bar{\beta}^i \sim \frac{e H A^i}{4\pi^2 eM_p^2} = \mathcal{P}_R \frac{e A^i}{H}. \tag{B.21}
\]

As one can see, the shift function has a small value at the background level. Although its value can be ignored in the background equation, but still it can give rise to complications in the perturbation equations. Therefore, it is helpful to estimate the amplitude of \( \beta^i \) induced from the waterfall effects. Using the relation \( a^{-2} \dot{A} = 2R \dot{V} \), with \( R \) being the ratio of the gauge field energy density to the total energy density, one finds that

\[
\frac{e A_f}{H} \simeq 3R \ll 1. \tag{B.22}
\]

Moreover, one has \( \mathcal{P}_R = \mathcal{O}(\delta^2) \). As a result one concludes that

\[
\bar{\beta}^i \sim R \delta^2 \ll \delta^2. \tag{B.23}
\]

This indicates that \( \bar{\beta}^i \) is not larger than the second order in perturbations. Let us now estimate the amplitude of perturbations in shift function, \( \beta_k^i \), for each mode \( k \). Following the same method as above one can simply find that

\[
\beta_k^i \sim R (\delta \psi^2)^k. \tag{B.24}
\]

Now let us look at the \( \delta N \) prescription for this model with a background value of \( \beta^i \). In an FRW universe the local Hubble expansion rate for each direction in the presence of perturbations is defined as \[68\]

\[
H_i(x, t) = \frac{\dot{H}_i + \dot{\psi}(x, t)}{N}. \tag{B.25}
\]

With some analysis one can show that in the case of non-zero shift function \( \beta^i \), the above prescription is modified to

\[
H_i(x, t) = \frac{\dot{H}_i + \dot{\psi}(x, t) + \partial_i \beta^i + \sum_{i \neq j} \beta_j \partial^i \psi^j - \beta_i \partial^i \psi^i}{N}. \tag{B.26}
\]

with no sum on repeated \( i \) indices.
The δN formalism is at hand noting that from the equations above one has the following formula for the number of e-fold expansion for each direction

\[
N_i(x, t_1, t_2) \equiv \int_{t_1}^{t_2} H_i(x, t) dt = \int_{t_1}^{t_2} \bar{H}_i dt + \int_{t_1}^{t_2} \bar{\psi}_i dt + \int \partial_i \beta^j \psi^j dt + \int (\beta_j \partial^j \psi - \beta^j \partial_j \psi^j) dt.
\] (B.27)

The first two terms above are the same as in [68] while the remaining terms originate from the presence of non-zero \( \beta^i \). With a simple reasoning one can show that these additional terms do not play any role for the correlation functions which we are interested in. From eq. (B.23), one concludes that the contribution of the last term in eq. (B.27) is at the third order of perturbation theory while to calculate the power spectrum and the bispectrum we need δN formula up to second order in perturbations.

Moreover, it can be shown that the contribution of \( \partial_i \beta^i \) in eq. (B.27) is not important. To see this note that any Fourier mode of the square of the waterfall perturbations \( (\delta \psi^2)_{k} \) can have non-zero correlations only with itself. In other words, the square of waterfall fluctuations \( (\delta \psi^2)_{k} \) can be treated as an individual fluctuation similar to fluctuation of other primary fields such as \( \delta \phi \). In this view, the only connected diagram associated with the two-point correlation function which contains \( (\delta \psi)_{k} \) is \( (\delta \psi^2)_{k} (\delta \psi^2)_{k'} \). It is vivid that this contribution to the two point correlation function is at the fourth order of perturbation theory while the leading order terms from other fields are at the second order. Similarly, the contribution of the waterfall field in the bispectrum can just emerge from the contractions of the form \( (\delta \psi^2)_{k} (\delta \psi^2)_{k'} (\delta \psi^2)_{k''} \) which is at the sixth order in perturbation theory, negligible compared to leading terms which are at the third order. Therefore, one concludes that despite the presence of a non-zero shift function in the vicinity of waterfall transition, any corrections due to heat transfer modification are too small to disrupt the separate Universe assumption.

Finally, from eq. (B.27) one concludes

\[
N_i(x, t_1, t_2) - \bar{N}_i(t) = \psi_i(t_2) - \psi_i(t_1) + \mathcal{O}(\epsilon^2, \delta^3),
\] (B.28)

which, up to \( \mathcal{O}(\epsilon^2, \delta^3) \), is the same δN formula as in [68]. As it is shown in appendix A, to calculate the power spectrum and the bispectrum we need δN formula only up to second order in perturbations. Therefore, we conclude that it is legitimate to apply δN formalism in our analysis of power spectrum and bispectrum.

Finally we comment that the waterfall dynamics is not expected to induce observable curvature perturbations on large scales as studied in e.g. [89–94], for related works see also [95–104]. The waterfall dynamics affect only small scales, modes which leave the horizon around the time of waterfall.

References

[1] WMAP collaboration, C.L. Bennett et al., Nine-Year Wilkinson Microwave Anisotropy Probe (WMAP) Observations: Final Maps and Results, Astrophys. J. Suppl. 208 (2013) 20 [arXiv:1212.5225] [asPIRE].

[2] WMAP collaboration, G. Hinshaw et al., Nine-Year Wilkinson Microwave Anisotropy Probe (WMAP) Observations: Cosmological Parameter Results, Astrophys. J. Suppl. 208 (2013) 19 [arXiv:1212.5226] [asPIRE].

[3] PLANCK collaboration, P.A.R. Ade et al., Planck 2013 results. XVI. Cosmological parameters, arXiv:1303.5076 [asPIRE].
[4] Planck collaboration, P.A.R. Ade et al., Planck 2013 results. XXII. Constraints on inflation, arXiv:1303.5082 [inSPIRE].

[5] Planck collaboration, P.A.R. Ade et al., Planck 2013 results. XXIII. Isotropy and statistics of the CMB, arXiv:1303.5083 [inSPIRE].

[6] J. Kim and E. Komatsu, Limits on anisotropic inflation from the Planck data, Phys. Rev. D 88 (2013) 101301 [arXiv:1310.1605] [inSPIRE].

[7] M.S. Turner and L.M. Widrow, Inflation Produced, Large Scale Magnetic Fields, Phys. Rev. D 37 (1988) 2743 [inSPIRE].

[8] B. Ratra, Cosmological ‘seed’ magnetic field from inflation, Astrophys. J. 391 (1992) L1 [inSPIRE].

[9] M.-a. Watanabe, S. Kanno and J. Soda, Anisotropic Inflationary Universe with Anisotropic Hair, Phys. Rev. Lett. 102 (2009) 191302 [arXiv:0907.1030] [inSPIRE].

[10] V. Demozzi, V. Mukhanov and H. Rubinstein, Magnetic fields from inflation?, JCAP 08 (2009) 025 [arXiv:0907.1030] [inSPIRE].

[11] J. Martin and J. Yokoyama, Generation of Large-Scale Magnetic Fields in Single-Field Inflation, JCAP 01 (2008) 025 [arXiv:0711.4307] [inSPIRE].

[12] R. Emami, H. Firouzjahi and M.S. Movahed, Inflation from Charged Scalar and Primordial Magnetic Fields?, Phys. Rev. D 81 (2010) 083526 [arXiv:0908.4161] [inSPIRE].

[13] R. Emami, H. Firouzjahi, S.M. Sadegh Movahed and M. Zarei, Anisotropic Inflation from Charged Scalar Fields, JCAP 02 (2011) 005 [arXiv:1010.5495] [inSPIRE].

[14] R. Emami and H. Firouzjahi, Issues on Generating Primordial Anisotropies at the End of Inflation, JCAP 01 (2012) 022 [arXiv:1111.1919] [inSPIRE].

[15] S. Kanno, J. Soda and M.-a. Watanabe, Cosmic Magnetic Fields from Inflation and Backreaction, JCAP 12 (2009) 009 [arXiv:0908.3509] [inSPIRE].

[16] R.K. Jain and M.S. Sloth, On the non-Gaussian correlation of the primordial curvature perturbation with vector fields, JCAP 02 (2013) 003 [arXiv:1210.3461] [inSPIRE].

[17] J.M. Wagstaff and K. Dimopoulos, Particle Production of Vector Fields: Scale Invariance is Attractive, Phys. Rev. D 83 (2011) 023523 [arXiv:1011.2517] [inSPIRE].

[18] K. Yamamoto, M.-a. Watanabe and J. Soda, Inflation with Multi-Vector-Hair: The Fate of Anisotropy, Class. Quant. Grav. 29 (2012) 145008 [arXiv:1201.5309] [inSPIRE].

[19] P.V. Moniz and J. Ward, Gauge field back-reaction in Born-Infeld cosmologies, Class. Quant. Grav. 27 (2010) 235009 [arXiv:1007.3299] [inSPIRE].
[26] C.G. Boehmer and D.F. Mota, CMB Anisotropies and Inflation from Non-Standard Spinors, *Phys. Lett. B* 663 (2008) 168 [arXiv:0710.2003] [inSPIRE].

[27] T.S. Koivisto and D.F. Mota, Vector Field Models of Inflation and Dark Energy, *JCAP* 08 (2008) 021 [arXiv:0805.4229] [inSPIRE].

[28] A. Maleknejad, M.M. Sheikh-Jabbari and J. Soda, Gauge-flation and Cosmic No-Hair Conjecture, *JCAP* 01 (2008) 016 [arXiv:1109.5573] [inSPIRE].

[29] A. Maleknejad and M.M. Sheikh-Jabbari, Revisiting Cosmic No-Hair Theorem for Inflationary Settings, *Phys. Rev. D* 85 (2012) 123508 [arXiv:1203.0219] [inSPIRE].

[30] S. Yokoyama and J. Soda, Primordial statistical anisotropy generated at the end of inflation, *JCAP* 08 (2008) 005 [arXiv:0805.4265] [inSPIRE].

[31] D.H. Lyth and M. Karciauskas, Modulation of the waterfall by a gauge field, *JCAP* 01 (2013) 031 [arXiv:1209.4266] [inSPIRE].

[32] S. Baghram, M.H. Namjoo and H. Firouzjahi, Large Scale Anisotropic Bias from Primordial non-Gaussianity, *JCAP* 08 (2013) 048 [arXiv:1303.4368] [inSPIRE].

[33] K. Dimopoulos, M. Karciauskas, D.H. Lyth and Y. Rodriguez, Statistical anisotropy of the curvature perturbation from vector field perturbations, *JCAP* 05 (2009) 013 [arXiv:0809.1055] [inSPIRE].

[34] M. Karciauskas, The Primordial Curvature Perturbation from Vector Fields of General non-Abelian Groups, *JCAP* 01 (2012) 014 [arXiv:1104.3629] [inSPIRE].

[35] K. Dimopoulos, M. Karciauskas and J.M. Wagstaff, Vector Curvaton with varying Kinetic Function, *Phys. Rev. D* 81 (2010) 023522 [arXiv:0907.1838] [inSPIRE].

[36] K. Dimopoulos and M. Karciauskas, Parity Violating Statistical Anisotropy, *JHEP* 06 (2012) 040 [arXiv:1203.0230] [inSPIRE].

[37] E. Dimastrogiovanni, N. Bartolo, S. Matarrese and A. Riotto, Non-Gaussianity and Statistical Anisotropy from Vector Field Populated Inflationary Models, *Adv. Astron.* 2010 (2010) 752670 [arXiv:1001.4049] [inSPIRE].

[38] C.A. Valenzuela-Toledo, Y. Rodriguez and D.H. Lyth, Non-Gaussianity at tree- and one-loop levels from vector field perturbations, *Phys. Rev. D* 80 (2009) 103519 [arXiv:0909.4064] [inSPIRE].

[39] C.A. Valenzuela-Toledo and Y. Rodriguez, Non-Gaussianity from the trispectrum and vector field perturbations, *Phys. Lett. B* 685 (2010) 120 [arXiv:0910.4208] [inSPIRE].

[40] B. Himmetoglu, C.R. Contaldi and M. Peloso, Instability of anisotropic cosmological solutions supported by vector fields, *Phys. Rev. Lett.* 102 (2009) 111301 [arXiv:0809.2779] [inSPIRE].

[41] B. Himmetoglu, C.R. Contaldi and M. Peloso, Instability of the ACW model and problems with massive vectors during inflation, *Phys. Rev. D* 79 (2009) 063517 [arXiv:0812.1291] [inSPIRE].

[42] B. Himmetoglu, C.R. Contaldi and M. Peloso, Ghost instabilities of cosmological models with vector fields nonminimally coupled to the curvature, *Phys. Rev. D* 80 (2009) 123530 [arXiv:0909.3524] [inSPIRE].

[43] M. Giovannini, On the variation of the gauge couplings during inflation, *Phys. Rev. D* 64 (2001) 061301 [astro-ph/0104290] [inSPIRE].

[44] M. Giovannini, Magnetogenesis, spectator fields and CMB signatures, *Phys. Lett. B* 659 (2008) 661 [arXiv:0711.3273] [inSPIRE].

[45] K.E. Kunze, CMB and matter power spectra from cross correlations of primordial curvature and magnetic fields, *Phys. Rev. D* 87 (2013) 103005 [arXiv:1301.6105] [inSPIRE].
[46] T. Kahniashvili, A. Brandenburg, L. Campanelli, B. Rattra and A.G. Tevzadze, Evolution of inflation-generated magnetic field through phase transitions, *Phys. Rev. D* 86 (2012) 103005 [arXiv:1206.2428] [inSPIRE].

[47] Y. Rodriguez, J.P. Beltran Almeida and C.A. Valenzuela-Toledo, The different varieties of the Suyama-Yamaguchi consistency relation and its violation as a signal of statistical inhomogeneity, *JCAP* 04 (2013) 039 [arXiv:1301.5843] [inSPIRE].

[48] J.P. Beltran Almeida, Y. Rodriguez and C.A. Valenzuela-Toledo, The Suyama-Yamaguchi consistency relation in the presence of vector fields, *Mod. Phys. Lett. A* 28 (2013) 1350012 [arXiv:1112.6149] [inSPIRE].

[49] F.R. Urban, Pseudoscalar N-flation and axial coupling revisited, *Phys. Rev. D* 88 (2013) 063525 [arXiv:1307.5215] [inSPIRE].

[50] J. Ohashi, J. Soda and S. Tsujikawa, Observational signatures of anisotropic inflationary models, *JCAP* 04 (2013) 039 [arXiv:1301.5843] [inSPIRE].

[51] J. Ohashi, J. Soda and S. Tsujikawa, Anisotropic Non-Gaussianity from a Two-Form Field, *Mod. Phys. Lett. A* 28 (2013) 1350012 [arXiv:1112.6149] [inSPIRE].

[52] J. Ohashi, J. Soda and S. Tsujikawa, Anisotropic power-law k-inflation, *Phys. Rev. D* 88 (2013) 063525 [arXiv:1307.5215] [inSPIRE].

[53] T. Fujita and S. Yokoyama, Higher order statistics of curvature perturbations in IFF model and its Planck constraints, *JCAP* 09 (2013) 009 [arXiv:1306.2992] [inSPIRE].

[54] M. Shiraishi, S. Yokoyama, K. Ichiki and T. Matsubara, Scale-dependent bias due to primordial vector field, *Mon. Not. Roy. Astron. Soc.* 432 (2013) 2331 [arXiv:1301.2778] [inSPIRE].

[55] A. Linde, S. Mooij and E. Pajer, Gauge field production in supergravity inflation: Local non-Gaussianity and primordial black holes, *Phys. Rev. D* 87 (2013) 103506 [arXiv:1212.1693] [inSPIRE].

[56] N. Bartolo, S. Matarrese, M. Peloso and A. Ricciardone, Anisotropy in solid inflation, *JCAP* 08 (2013) 022 [arXiv:1306.4160] [inSPIRE].

[57] A. Kandus, K.E. Kunze and C.G. Tsagas, Primordial magnetogenesis, *Phys. Rept.* 505 (2011) 1 [arXiv:1007.3891] [inSPIRE].

[58] J. Soda, Statistical Anisotropy from Anisotropic Inflation, *Class. Quant. Grav.* 29 (2012) 083001 [arXiv:1201.6434] [inSPIRE].

[59] A. Maleknejad, M.M. Sheikh-Jabbari and J. Soda, Gauge Fields and Inflation, *Phys. Rept.* 528 (2013) 161 [arXiv:1212.2921] [inSPIRE].

[60] D.H. Lyth, Generating the curvature perturbation at the end of inflation, *JCAP* 11 (2005) 006 [astro-ph/0510443] [inSPIRE].

[61] M. Sasaki and E.D. Stewart, A General analytic formula for the spectral index of the density perturbations produced during inflation, *Prog. Theor. Phys.* 95 (1996) 71 [astro-ph/9507001] [inSPIRE].

[62] D. Wands, K.A. Malik, D.H. Lyth and A.R. Liddle, A New approach to the evolution of cosmological perturbations on large scales, *Phys. Rev. D* 62 (2000) 043527 [astro-ph/0003278] [inSPIRE].

[63] D.H. Lyth, K.A. Malik and M. Sasaki, A General proof of the conservation of the curvature perturbation, *JCAP* 05 (2005) 004 [astro-ph/0411220] [inSPIRE].

[64] D.H. Lyth and Y. Rodriguez, The Inflationary prediction for primordial non-Gaussianity, *Phys. Rev. Lett.* 95 (2005) 121302 [astro-ph/0504045] [inSPIRE].
A. Naruko, Y.-i. Takamizu and M. Sasaki, *Beyond $\delta N$ formalism*, 
*Prog. Theor. Exp. Phys.* 2013 (2013) 043E01 [arXiv:1210.6525] [InSPIRE].

A. Naruko, *A General proof of the equivalence between the $\delta N$ and covariant formalisms*, 
*Europhys. Lett.* 98 (2012) 69001 [arXiv:1202.1516] [InSPIRE].

N.S. Sugiyama, E. Komatsu and T. Futamase, *The $\delta N$ Formalism*, 
*Phys. Rev. D* 87 (2013) 023530 [arXiv:1208.1073] [InSPIRE].

A. Naruko, *A General proof of the equivalence between the $\delta N$ and covariant formalisms*, 
*Europhys. Lett.* 98 (2012) 69001 [arXiv:1202.1516] [InSPIRE].

N.S. Sugiyama, E. Komatsu and T. Futamase, *The $\delta N$ Formalism*, 
*Phys. Rev. D* 87 (2013) 023530 [arXiv:1208.1073] [InSPIRE].

A.A. Abolhasani, R. Emami, J.T. Firouzjaee and H. Firouzjahi, *$\delta N$ formalism in anisotropic inflation and large anisotropic bispectrum and trispectrum*, *JCAP* 08 (2013) 016 [arXiv:1302.6986] [InSPIRE].

K. Dimopoulos, M. Karciauskas, D.H. Lyth and Y. Rodriguez, *Statistical anisotropy of the curvature perturbation from vector field perturbations*, *JCAP* 05 (2009) 013 [arXiv:0809.1055] [InSPIRE].

C.A. Valenzuela-Toledo, Y. Rodriguez and J.P. Beltran Almeida, *Feynman-like Rules for Calculating $n$-Point Correlators of the Primordial Curvature Perturbation*, *JCAP* 10 (2011) 020 [arXiv:1107.3186] [InSPIRE].

N. Bartolo, S. Matarrese, M. Peloso and A. Ricciardone, *The anisotropic power spectrum and bispectrum in the $f(\phi)F^2$ mechanism*, *Phys. Rev. D* 87 (2013) 023504 [arXiv:1210.3257] [InSPIRE].

A.D. Linde, *Hybrid inflation*, *Phys. Rev. D* 49 (1994) 748 [astro-ph/9307002] [InSPIRE].

E.J. Copeland, A.R. Liddle, D.H. Lyth, E.D. Stewart and D. Wands, *False vacuum inflation with Einstein gravity*, *Phys. Rev. D* 49 (1994) 6410 [astro-ph/9401011] [InSPIRE].

F. Bernardeau, L. Kofman and J.-P. Uzan, *Modulated fluctuations from hybrid inflation*, *Phys. Rev. D* 70 (2004) 083004 [astro-ph/0403315] [InSPIRE].

G. Dvali, A. Gruzinov and M. Zaldarriaga, *A new mechanism for generating density perturbations from inflation*, *Phys. Rev. D* 69 (2004) 023504 [astro-ph/0303591] [InSPIRE].

H. Assadullahi, H. Firouzjahi, M.H. Namjoo and D. Wands, *Curvaton and the inhomogeneous end of inflation*, *JCAP* 12 (2012) 024 [arXiv:1207.7006] [InSPIRE].

T.R. Dulaney and M.I. Gresham, *Primordial Power Spectra from Anisotropic Inflation*, *Phys. Rev. D* 81 (2010) 103532 [arXiv:1001.2301] [InSPIRE].

A.E. Gumrukcuoglu, B. Himmetoglu and M. Peloso, *Scalar-Scalar, Scalar-Tensor and Tensor-Tensor Correlators from Anisotropic Inflation*, *Phys. Rev. D* 81 (2010) 063528 [arXiv:1001.4088] [InSPIRE].

M.-a. Watanabe, S. Kanno and J. Soda, *The Nature of Primordial Fluctuations from Anisotropic Inflation*, *Prog. Theor. Phys.* 123 (2010) 1041 [arXiv:1003.0056] [InSPIRE].

H. Funakoshi and K. Yamamoto, *Primordial bispectrum from inflation with background gauge fields*, *Class. Quant. Grav.* 30 (2013) 135002 [arXiv:1212.2615] [InSPIRE].

K. Yamamoto, *Primordial Fluctuations from Inflation with a Triad of Background Gauge Fields*, *Phys. Rev. D* 85 (2012) 123504 [arXiv:1203.1071] [InSPIRE].

R. Emami and H. Firouzjahi, *Curvature Perturbations in Anisotropic Inflation with Symmetry Breaking*, *JCAP* 10 (2013) 041 [arXiv:1301.1219] [InSPIRE].

M. Sasaki, *Multi-brid inflation and non-Gaussianity*, *Prog. Theor. Phys.* 120 (2008) 159 [arXiv:0805.0974] [InSPIRE].

A. Naruko and M. Sasaki, *Large non-Gaussianity from multi-brid inflation*, *Prog. Theor. Phys.* 121 (2009) 193 [arXiv:0807.0180] [InSPIRE].
M. Shiraishi, E. Komatsu, M. Peloso and N. Barnaby, Signatures of anisotropic sources in the squeezed-limit bispectrum of the cosmic microwave background, *JCAP* 05 (2013) 002 [arXiv:1302.3056] [insPIRE].

J.M. Maldacena, Non-Gaussian features of primordial fluctuations in single field inflationary models, *JHEP* 05 (2003) 013 [astro-ph/0210603] [insPIRE].

P.G. Miedema, W.A. van Leeuwen, Cosmological perturbations in Bianchi type-I Universe, *Phys. Rev.* D 47 (1993) 8.

G.F.R. Ellis and H. van Elst, Cosmological models: Cargèse lectures 1998, in *Proceedings of the NATO Advanced Study Institute on Theoretical and Observational Cosmology, Cargèse, France, August 17–29, 1998*, M. Lachièze-Rey ed., Kluwer Academic, Boston (1999) [NATO Adv. Study Inst. Ser. C. Math. Phys. Sci. 541 (1999) 1] [gr-qc/9812046] [insPIRE].

A.A. Abolhasani and H. Firouzjahi, No Large Scale Curvature Perturbations during Waterfall of Hybrid Inflation, *Phys. Rev.* D 83 (2011) 063513 [arXiv:1005.2934] [insPIRE].

A.A. Abolhasani, H. Firouzjahi and M. Sasaki, Curvature perturbation and waterfall dynamics in hybrid inflation, *JCAP* 10 (2011) 015 [arXiv:1106.6315] [insPIRE].

D.H. Lyth, Issues concerning the waterfall of hybrid inflation, *Prog. Theor. Phys. Suppl.* 190 (2011) 107 [arXiv:1005.2461] [insPIRE].

D.H. Lyth, The hybrid inflation waterfall and the primordial curvature perturbation, *JCAP* 05 (2012) 022 [arXiv:1201.4312] [insPIRE].