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ABSTRACT. The Bargmann algebra and centrally-extended Newton-Hooke algebras describe the non-relativistic symmetries of massive particles in flat and curved spacetimes, respectively. These three algebras all arise as deformations of the universal central-extension of the static kinematical Lie algebra. In this paper, we classify the $N=1$ super-extensions for each of these algebras in $(3+1)$-dimensions, up to isomorphism. We then identify the non-empty branches of the algebraic variety describing the $N=2$ super-extensions of these algebras. We find 9 isomorphism classes in the $N=1$ case and 22 branches in the $N=2$ case. We then give a brief discussion on some applications of these Lie superalgebras, including their possible uses for non-relativistic supergravity and holography.

CONTENTS

1. Introduction 1
  1.1. Background 1
  1.2. Outline of Paper 3

2. Introduction to Formalism 3
  2.1. Kinematical Lie Algebras 4
  2.2. Kinematical Lie Superalgebras 5

3. $N=1$ Extensions of the Generalised Bargmann Algebras 6
  3.1. Setup for the $N=1$ Calculation 6
  3.2. Classification 9
  3.3. Summary 10

4. $N=2$ Extensions of the Generalised Bargmann Algebras 11
  4.1. Setup for the $N=2$ Calculation 11
  4.2. Establishing Branches 17
  4.3. Classification 20
  4.4. Summary 44

5. Discussion 45

Acknowledgements 48

References 48

1. Introduction

1.1. Background. The idea of modelling spacetime geometrically was pioneered by Albert Einstein in his theory of general relativity. The equivalence principle underlyng this theory requires the spacetime geometry to be pseudo-Riemannian. Thus, this model builds upon special relativity; namely, it has local Lorentz symmetry at its core. However, not all physical phenomena of interest appear to us in an intrinsically Lorentzian relativistic way. A large body of literature is emerging, which aims to generalise Einstein’s idea to allow other kinematical symmetries to dictate the geometry of spacetime.

The question of which symmetries may describe physical systems has lead to the recent classification of kinematical Lie algebras [1–4]. This classification divides into four distinct types: Riemannian, pseudo-Riemannian, Galilean and Carrollian. The former two are those traditionally posited to describe kinematical systems, but it is the latter two that are receiving renewed interest.

One reason for this interest has its roots in the search for a quantum theory of gravity. Conventional approaches try to access the quantum gravity corner of the Bronstein cube via general relativity or relativistic quantum field theory. However, a possible third approach to relativistic quantum gravity may lie in first producing a non-relativistic quantum gravity theory.

As is often the case when exploring new territory, it is best to start from somewhere familiar. Beginning from a Lorentzian system in $(D+2)$-dimensions, a null reduction down to $(D+1)$-dimensions produces a
non-relativistic counterpart. This process has led not only to non-relativistic versions of gravity [5–8] but non-relativistic versions of string theory [9, 10], holography [11, 12] and supersymmetric quantum field theories [13, 14]. There are several other approaches to forming non-relativistic (super)gravity theories currently under investigation, including gauging known symmetry algebras, such as the Bargmann algebra [6, 15–18] and super-Bargmann algebra [18, 19], producing new algebras to gauge and Lagrangians through expansion procedures [10, 20, 21] and finding extensions that may allow for the production of an action [22–31]. Applying these approaches to Maxwellian extensions of Newtonian gravity is also an active field of research [32–35], and non-relativistic symmetries and geometries have even found their place in double field theory [36–39].

It may be thought that since the Newton-Cartan (NC) geometry one obtains by gauging the Bargmann algebra may be found via a null reduction of general relativity in flat space [6], a similar story may be true for the centrally-extended Newton-Hooke algebras, which are the curved equivalents. Namely, that the non-relativistic geometries obtained through the gauging of the centrally-extended Newton-Hooke algebras may be obtained via null reductions of anti-de Sitter (AdS) and de Sitter (dS) space. However, this is not the case. Seeking a unified description of these algebras, we note that the Galilean and Newton-Hooke spacetimes are described by NC structures $(\tau, h)$ in which the clock one-form is closed, $d\tau = 0$ [40]. In a recent work by José Figueroa-O’Farrill, it is shown that these NC structures arise via a null reduction of a particular type of Bargmann space [41]. More explicitly, these Bargmann spaces are described by a triple $(B, g, \xi)$ consisting of a $(D + 2)$-dimensional Lorentzian manifold $B$, a Lorentzian metric $g$, and a null, nowhere-vanishing vector field $\xi$, such that $\nabla \xi = 0$ [45]. In other words, $g$ is a Brinkmann metric, or $(B, g)$ is a pp-wave [44]. Using light-cone coordinates, we may write

$$g = 2du dv + A(u, x) du^2 + B_i(u, x) du dx^i + g_{ij}(u, x) dx^i dx^j \quad \text{and} \quad \xi = \frac{\partial}{\partial v}, \quad (1.1.1)$$

where $u$ and $v$ are our light-cone coordinates, and $i, j = 1, \ldots, D – 1$. Now, taking the quotient of $B$ with respect to the isometry subgroup generated by $\xi$, one obtains an NC space, $N = B/\xi$. Using the musical isomorphism

$$\xi^a = g(\xi, -) = du \quad (1.1.2)$$

produces the clock one-form on the base space, while the spatial metric $h$ is defined

$$h(\alpha, \beta) = g^{-1}(\pi^*(\alpha), \pi^*(\beta)), \quad (1.1.3)$$

where $\alpha, \beta \in \Omega^1(N)$, and $\pi : B \to N$ is the projection of this trivial principle $\mathbb{R}$ bundle. The Galilean and Newton-Hooke spacetimes then arise through different choices of $h$ for our NC base space $(N, \tau, h)$. In this picture, the central-extended Galilean and Newton-Hooke algebras may be thought of as the Lie algebras for the isometry groups of the total spaces, or, equivalently, in the following way. Taking the flat case as our example, the Galilean algebra $g$ arises as the centraliser of the null Killing vector $\xi$ in the Lie algebra of Killing vector fields $\mathfrak{K}$:

$$\mathfrak{K} = \{X \in \mathfrak{X}(B)| \mathcal{L}_x g = 0\}$$

$$\mathfrak{g} = \{X \in \mathfrak{K}| [X, \xi] = 0\}. \quad (1.1.4)$$

This Lie algebra may admit a central-extension $\langle \xi \rangle$ fitting into the short exact sequence

$$0 \to \langle \xi \rangle \to \mathfrak{g} \to \mathfrak{g}/\langle \xi \rangle \to 0. \quad (1.1.5)$$

The Bargmann algebra is then the non-trivial central extension, i.e. the extension that does not admit a splitting such that $g = \mathfrak{g}/\langle \xi \rangle + \langle \xi \rangle$ as a Lie algebra. The centrally-extended Newton-Hooke algebras then appear in an identical manner when $g$ is replaced in this story by $\mathfrak{n}_+$.

The primary aim of the present paper is to provide a set of super-extensions for the Bargmann and centrally-extended Newton-Hooke algebras in $(3 + 1)$-dimensions to facilitate future investigations into non-relativistic physics. It may be read as a case study for the development of a formalism for classifying kinematical Lie superalgebras (KLsAs) which began in [46]. We will first address the issue of introducing a central extension, $Z$, before describing how to generalise the construction for extended supersymmetry.

As far as we are aware, this is the first classification of super-extensions for these algebras. Several papers have asked what the possible "super-kinematics" are, and discussed either $N = 1$ [47] or $N = 2$ [48] super-extensions of the kinematical Lie algebras first identified by Bacry and Lévy-LeBlond in their pioneering paper [49]. Others consider contractions of the anti-de Sitter (AdS) superalgebra $osp(1|4)$ [50–52]. However, we believe this is the first attempt to classify these centrally-extended kinematical Lie algebras.

---

1These results are also shown in [42–44].

2Thank you to José Figueroa-O’Farrill for this interpretation.
In the $N = 1$ case, we will provide a full classification, analogous to that of the non-centrally extended kinematical Lie superalgebras in [46]. However, the $N = 2$ case is considerably more involved. Therefore, in this instance, we will stop short of explicitly identifying each super-extension of the algebras and instead highlight which brackets are allowed to be non-vanishing. Thus we are able to identify important features, such as which generators appear in the bracket $\{Q, Q\}$ and which act on the supercharges, without burdening the reader with excessive detail. However, should the reader wish to investigate a particular type of super-extension further, we will provide the required tools.

For the present paper, we will use the classification of non-trivial central extensions of kinematical Lie algebras in $(3 + 1)$-dimensions presented in [4] as our starting point (see Table 1). This list includes the Bargmann $\mathfrak{g}$ and centrally-extended Newton-Hooke algebras $\mathfrak{n}_{\pm}$, as well as the centrally-extended static kinematical Lie algebra $\mathfrak{a}$, of which the former three are all deformations. ² From now on, we will refer to these algebras collectively as generalised Bargmann algebras.

Table 1. Generalised Bargmann algebras in $D = 3$

| GBA | Nonzero Lie brackets in addition to $[J,J] = J$, $[J,B] = B$, $[J,P] = P$ | Comments |
|-----|-------------------------------------------------|----------|
| 1   | $[B, P] = Z$                                    | $\mathfrak{a}$ |
| 2   | $[B, P] = Z$ $[H,B] = B$ $[H,P] = -P$          | $\mathfrak{n}_-$ |
| 3   | $[B, P] = Z$ $[H,B] = P$ $[H,P] = -B$          | $\mathfrak{n}_+$ |
| 4   | $[B, P] = Z$ $[H,B] = -P$                      | $\hat{0}$ |

1.2. Outline of Paper. In section 2, we will introduce the objects of interest and describe the classification problem we wish to solve. In particular, section 2.1 will introduce kinematical Lie algebras and their central extensions, and setup the universal generalised Bargmann algebra, which plays a crucial role in ensuring we do not duplicate our calculations later on. In section 2.2, we give a brief definition of kinematical Lie superalgebras and define the classification problem. The exact details of the quaternionic formalism in the $N = 1$ and $N = 2$ cases are left until sections 3.1 and 4.1, respectively.

In section 3, we classify the $N = 1$ super-extensions of the generalised Bargmann algebras. As mentioned above, section 3.1 sets up the quaternionic formalism for the $N = 1$ super-extensions. There are also some useful preliminary results presented here, and a discussion on the possible basis transformations $G \subset GL(s_0) \times GL(s_1)$ for the $N = 1$ kinematical Lie superalgebras. In section 3.2, we classify the $N = 1$ super-extensions of the four algebras before summarising our findings in section 3.3. This final section includes a discussion on unpacking the quaternionic formalism to a notation that may be more familiar to the reader.

Section 4 investigates the $N = 2$ super-extensions of the generalised Bargmann algebras. Following the same pattern as section 3, section 4.1 introduces the quaternionic formalism for the $N = 2$ case. It includes some preliminary results and the definition of the group of basis transformations $G$ for these superalgebras. Section 4.2 identifies four different branches of possible super-extension for the investigation in section 4.3. The results are summarised in section 4.4, where there is also a brief discussion on unpacking the $N = 2$ quaternionic formalism. Finally, in section 5, we give some concluding remarks and discuss possible future directions for this work.

The classifications in this paper adopt an unconventional formalism, and the details of how we arrive at our results can be quite involved, particularly for the $N = 2$ case. For those pressed for time or interested solely in the superalgebras in the classification, the following sections present the required reading to access the results. For the quaternionic formalism in the $N = 1$ case, see section 3.1, and, in the $N = 2$ case, see section 4.1. Sections 3.3 and 4.4 include discussions on unpacking the notation to something more conventional in the $N = 1$ and $N = 2$ cases, respectively. Table 3 contains the results of the $N = 1$ classification, and Table 6 contains the results of the $N = 2$ analysis.

2. Introduction to Formalism

In this section, we will introduce the concept of a kinematical Lie (super)algebra and set up the classification problem we wish to solve in this paper. Of particular importance is the definition of our universal generalised Bargmann algebra, which will be used throughout both the $N = 1$ and $N = 2$ classification problems. All the statements made in this section assume that we are working in three spatial dimensions, $D = 3$.

²In this paper, we will not use the standard notation for the static kinematical Lie algebra $s$; instead, we will use $a$ for Aristotelian, since this is the sole example of an Aristotelian algebra in this paper. This notational change allows us to use $a$ when referring to kinematical Lie superalgebras.
2.1. Kinematical Lie Algebras. A kinematical Lie algebra (KLA) $\mathfrak{t}$ is a 10-dimensional real Lie algebra containing a rotational subalgebra $\mathfrak{r}$ isomorphic to $\mathfrak{so}(3)$ such that, under the adjoint action of $\mathfrak{r}$, it decomposes as $\mathfrak{t} = \mathfrak{r} \oplus 2\mathfrak{V} \oplus \mathbb{R}$, where $\mathfrak{V}$ is a three-dimensional $\mathfrak{so}(3)$ vector module and $\mathbb{R}$ is a one-dimensional $\mathfrak{so}(3)$ scalar module. We will denote the real basis for this Lie algebra as $[J_1, B_1, P_1, H]$, where $J_1$ is the generator for the subalgebra $\mathfrak{r}$, $B_1$ and $P_1$ span our two copies of $\mathfrak{V}$, and $H$ spans the $\mathfrak{so}(3)$ scalar module. The Lie brackets common to all kinematical Lie algebras are

$$[J_1, J_1] = \epsilon_{ijk} J_k \quad [J_1, B_1] = \epsilon_{ijk} B_k \quad [J_1, P_1] = \epsilon_{ijk} P_k \quad [J_1, H] = 0. \quad (2.1.1)$$

The classification of these algebras was first presented in [53], completing the work of [49], in which the kinematical Lie algebras admitting parity and time-reversal automorphisms were classified. Throughout this paper, we will frequently use the following abbreviated notation for the Lie brackets of these algebras.

$$[J_1, B_1] = \epsilon_{ijk} B_k \quad \text{is equivalent to} \quad [J, B] = B$$

$$[H, B_1] = P_1 \quad \text{is equivalent to} \quad [H, B] = P$$

$$[B_1, P_1] = \delta_{ij} H \quad \text{is equivalent to} \quad [B, P] = H,$$

*et cetera.* The static kinematical Lie algebra, of which all other KLAs are deformations, admits a universal central extension $[\mathfrak{g}] = \mathfrak{so}(3)$ scalar module in the underlying vector space. Let $\mathfrak{Z}$ span this extra copy of $\mathbb{R}$. Our centrally-extended static kinematical Lie algebra is spanned by $J, B, P, H$, and $\mathfrak{Z}$, with non-vanishing brackets

$$[J, J] = J \quad [J, B] = B \quad [J, P] = P \quad [B, P] = \mathfrak{Z}. \quad (2.1.3)$$

All other centrally-extended kinematical Lie algebras are deformations of this algebra; therefore, these brackets are common to all such algebras. For a complete classification of the centrally-extended kinematical Lie algebras see Table 2, taken from [4]. The three sections of this table, starting from the top, are the non-trivial central extensions, the trivial central extensions, and, finally, the non-central extensions of kinematical Lie algebras.

### Table 2. Centrally-extended kinematical Lie algebras in $D = 3$

| KLA | Nonzero Lie brackets in addition to $[J, J] = J, [J, B] = B, [J, P] = P$ | Comments |
|-----|------------------------------------------------------------------|---------|
| 1   | $[B, P] = \mathfrak{Z}$ | â |
| 2   | $[B, P] = \mathfrak{Z}$ | $[H, B] = B$ | $[H, P] = -P$ | $[B, B] = \epsilon \oplus \mathbb{R} \mathbb{Z}$ |
| 3   | $[B, P] = \mathfrak{Z}$ | $[H, B] = B$ | $[H, P] = -B$ | $[B, B] = -J$ | $p \oplus \mathbb{R} \mathbb{Z}$ |
| 4   | $[B, P] = \mathfrak{Z}$ | $[H, B] = -P$ | $[B, B] = -J$ | $so(4, 1) \oplus \mathbb{R} \mathbb{Z}$ |
| 5   | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(5) \oplus \mathbb{R} \mathbb{Z}$ |
| 6   | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 2) \oplus \mathbb{R} \mathbb{Z}$ |
| 7   | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \oplus \mathbb{R} \mathbb{Z}$ |
| 8   | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^4$ |
| 9   | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^{3,1}$ |
| 10  | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^{3,1}$ |
| 11  | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^{3,1}$ |
| 12  | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^{3,1}$ |
| 13  | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^{3,1}$ |
| 14  | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^{3,1}$ |
| 15  | $[B, P] = \mathfrak{Z}$ | $[H, B] = \mathfrak{Z}$ | $[B, B] = \mathfrak{Z}$ | $so(3, 1) \times \mathbb{R}^{3,1}$ |

In the present paper, we will focus solely on the first of these sections, and it shall be exclusively the algebras of this section that we are referring to when using the term *generalised Bargmann algebras.* It is useful for our later calculations to define a *universal* generalised Bargmann algebra. In addition to the standard kinematical brackets given in (2.1.1), this algebra has non-vanishing brackets

$$[B, P] = Z \quad [H, B] = \lambda B + \mu P \quad [H, P] = \eta B + \varepsilon P, \quad (2.1.4)$$

where $\lambda, \mu, \eta, \varepsilon \in \mathbb{R}$. Setting these four parameters to certain values allows us to reduce to the four cases of interest. For example, $\hat{g}$ is given by setting $\lambda = \eta = \varepsilon = 0$ and $\mu = -1$. By beginning with the universal algebra, and only picking our parameters, and, thus, our algebra, when we can no longer make progress in the universal case, we reduce the amount of repetition in our calculations.

---

4Note, the universal generalised Bargmann algebra is not a Lie algebra for arbitrary $\lambda, \mu, \eta, \varepsilon$. It is used here simply as a computational tool.
2.2. Kinematical Lie Superalgebras. An $N$-extended kinematical Lie superalgebra (KLSA) $\mathfrak{s}$ is a real Lie superalgebra $\mathfrak{s} = \mathfrak{s}_0 \oplus \mathfrak{s}_1$, such that $\mathfrak{s}_0 = \mathfrak{t}$ is a kinematical Lie algebra, and $\mathfrak{s}_1$ consists of $N$ copies of $\mathfrak{s}$, the real four-dimensional spinor module of the rotational subalgebra $\tau \cong \mathfrak{so}(3)$.

Under the isomorphism $\tau \cong \mathfrak{sp}(1)$, $\mathfrak{s}$ may be described as a copy of the quaternions where $\tau$ acts via left quaternion multiplication. We will denote the quaternions by $\mathbb{H}$ and the quaternion units by $1, j, k$, where $jj = k$, and $\bar{\beta} = -\bar{\beta}$. Now, to incorporate the $s_0$ generators into this formalism, we introduce the following injective $\mathbb{R}$-linear maps:

\[
\begin{align*}
J : \text{Im}(\mathbb{H}) &\to s_0 \quad \text{such that} \quad J(\omega) = \omega_1 J_1 \quad \text{where} \quad \omega = \omega_1 j + \omega_2 j + \omega_3 k \in \text{Im}(\mathbb{H}) \\
B : \text{Im}(\mathbb{H}) &\to s_0 \quad \text{such that} \quad B(\beta) = \beta_1 B_1 \quad \text{where} \quad \beta = \beta_1 j + \beta_2 j + \beta_3 k \in \text{Im}(\mathbb{H}) \\
P : \text{Im}(\mathbb{H}) &\to s_0 \quad \text{such that} \quad P(\pi) = \pi_1 P_1 \quad \text{where} \quad \pi = \pi_1 \bar{j} + \pi_2 j + \pi_3 k \in \text{Im}(\mathbb{H}).
\end{align*}
\]

We may now write the kinematical brackets of (2.1.1) using these maps and the standard quaternion calculus as follows.

\[
\begin{align*}
[J, J] &= J \implies [J(\omega), J(\omega')] = \frac{1}{2} J([\omega, \omega']) \\
[J, B] &= B \implies [J(\omega), B(\beta)] = \frac{1}{2} B([\omega, \beta]) \\
[J, P] &= P \implies [J(\omega), P(\pi)] = \frac{1}{2} P([\omega, \pi]) \\
[J, H] &= 0 \implies [J(\omega), H] = 0,
\end{align*}
\]

where $\omega = \beta, \pi \in \text{Im}(\mathbb{H})$, $[\omega, \beta] := \omega\bar{\beta} - \beta\omega$, and $\omega\bar{\beta}$ is given by quaternion multiplication. The additional brackets for the universal generalised Bargmann algebra may also be written in this quaternionic notation as

\[
\begin{align*}
[B, P] &= Z \implies [B(\beta), P(\pi)] = \text{Re}(\bar{\beta}\pi)Z \\
[H, B] &= \lambda B + \mu P \implies [H, B(\beta)] = \lambda B(\beta) + \mu P(\beta) \\
[H, P] &= \eta B + \epsilon P \implies [H, P(\pi)] = \eta B(\pi) + \epsilon P(\pi).
\end{align*}
\]

To write the $s_1$ generators in this language, we will use the injective $\mathbb{R}$-linear map

\[
Q : \mathbb{H}^N \to s_1 \quad \text{such that} \quad Q(\theta) = \theta_0 Q_0 \quad \text{where} \quad \theta \in \mathbb{H}^N,
\]

and $\{Q_0\}$ form a real basis for $s_1$.

The exact form of the brackets involving $Q$ will depend on whether we are considering the $N = 1$ or $N = 2$ case; therefore, we will leave this discussion to sections 3.1 and 4.1, respectively. The only important point, for now, is that the bracket $[J, Q]$ is fixed from the outset in both these instances.

A super-extension $s$ of one of our generalised Bargmann algebras $\mathfrak{t}$ will be a kinematical Lie superalgebra such that $s_0 = \mathfrak{t}$. To determine the super-extensions of the generalised Bargmann algebras, we, therefore, begin by letting $s_0$ be our universal generalised Bargmann algebra. We then need to specify the Lie brackets $[H, Q], [Z, Q], [B, Q], [P, Q]$, and $[Q, Q]$. Each of the $s_0, s_1$ components of the bracket must be an $\tau$-equivariant endomorphism of $s_1$, while the $s_1$ component must be an $\tau$-equivariant map $\tau^s s_1 \to s_0$. The space of possible brackets will be a real vector space $\mathcal{J}$. We then use the super-Jacobi identities to cut out an algebraic variety $\mathcal{J} \subset \mathcal{J}$. Since we are exclusively interested in supersymmetric extensions, we restrict ourselves to those Lie superalgebras for which $[Q, Q]$ is non-vanishing, which define a sub-variety $\mathcal{J} \subset \mathcal{J}$. This sub-variety may be unique to each generalised Bargmann algebra; therefore, it is at this stage we start to set the parameters of the universal algebra, where applicable. The isomorphism classes of the remaining kinematical Lie superalgebras are then in one-to-one correspondence with the orbits of $\mathcal{J}$ under the subgroup $G \subset \text{GL}(s_0) \times \text{GL}(s_1)$. The group $G$ contains the automorphisms of $s_0 = \mathfrak{t}$ and additional transformations which are induced by the endomorphism ring of $s_1$. The form of this subgroup will be discussed in the $N = 1$ and $N = 2$ cases in sections 3.1.2 and 4.1.2, respectively.

In the $N = 1$ case, we will identify each orbit of $\mathcal{J}$ explicitly, giving a full classification of the generalised Bargmann superalgebras in this instance. However, in the $N = 2$ case, we will only identify the non-empty branches of $\mathcal{J}$. Each branch will have a unique set of $[s_0, s_1]$ and $[s_1, s_1]$ brackets for the associated generalised Bargmann algebra. Thus we are able to highlight the form of the possible super-extensions without spending too much time pinpointing exact coefficients.

\[^{5}\text{So long as to keep the notation consistent, when referring to the } \mathfrak{so}(3) \text{ scalar module basis elements } H \text{ and } Z \text{ in this formalism, we will use } H \text{ and } Z. \text{ Therefore, if we consider } J(\omega) = \omega_1 J_1 \text{ to be the map between } J \text{ and } J, \text{ the map between } H \text{ and } H \text{ is } H = H. \text{ Similarly, } Z = Z.\]

\[^{6}\text{It may be important to note at this stage that } \theta = \theta_1 j + \theta_2 j + \theta_3 k \text{ is just a quaternion with real components } \theta_1 \text{; there are no Grassmann variables here.}\]
3. $N = 1$ Extensions of the Generalised Bargmann Algebras

Our investigation into generalised Bargmann superalgebras begins with the simplest case, $N = 1$. Section 3.1 will complete our set up for this case by specifying the precise form of the $[s_0, s_1]$ brackets for the universal generalised Bargmann superalgebra are

$$[B(\bar{\beta}), P(\pi)] = \text{Re}(\bar{\beta} \pi)Z \quad [H, B(\bar{\beta})] = \lambda B(\bar{\beta}) + \mu P(\bar{\beta}) \quad [H, P(\pi)] = \eta B(\pi) + \epsilon P(\pi),$$

where $\bar{\beta}, \pi \in \text{Im}(H)$ and $\lambda, \mu, \eta, \epsilon \in \mathbb{R}$. We now want to specify the possible $[s_0, s_1]$ and $[s_1, s_1]$ brackets. From ([46]), we have

$$[J(\omega), Q(\theta)] = \frac{\omega}{2} Q(\theta \omega) \quad [B(\beta), Q(\theta)] = Q(\beta \theta) \quad [P(\pi), Q(\theta)] = Q(\pi \theta) \quad [H, Q(\theta)] = Q(\theta h),$$

where $\omega, \pi, \beta \in \text{Im}(H)$, $\theta, \bar{\theta}, \eta, \epsilon \in \mathbb{R}$. Since $Z$ is just another $\mathfrak{so}(3)$ scalar module, and, therefore, the analysis of the bracket $[Z, Q]$ will be identical to that of $[H, Q]$, we know we can write

$$[Z, Q(\theta)] = Q(\theta z),$$

where $z \in \mathbb{H}$. Having added this additional generator, the possible $[s_1, s_1]$ brackets are now $\mathfrak{so}(3)$-equivariant elements of $\text{Hom}_{\mathbb{R}}(\mathbb{R}^2, \mathbb{R}) = \text{Hom}_{\mathbb{R}}(3V \oplus \mathbb{R}, 3V \oplus 2\mathbb{R}) = 9 \text{Hom}_{\mathbb{R}}(V, V) \oplus 2 \text{Hom}_{\mathbb{R}}(\mathbb{R}, \mathbb{R})$. As may have been expected, given that we did not alter the vectorial sector of the algebra, the number of $\text{Hom}_{\mathbb{R}}(V, V)$ elements does not change. However, now that we have an additional $\mathfrak{so}(3)$ scalar module, we have an additional scalar map, so

$$[Q(\theta), Q(\theta')] = n_0 |\theta|^2 H + n_1 |\theta|^2 Z - J(\theta n_2 \bar{\theta}) - B(\theta n_3 \overline{\theta}) - P(\theta n_4 \overline{\theta}),$$

where $n_0, n_1 \in \mathbb{R}$ and $n_2, n_3, n_4 \in \text{Im}(H)$. This expression polarises to

$$[Q(\theta), Q(\theta')] = n_0 \text{Re}(\theta \overline{\theta}') H + n_1 \text{Re}(\theta \overline{\theta}') Z - J(\theta' n_2 \overline{\theta} + \theta n_2 \bar{\theta}') - B(\theta' n_3 \overline{\theta} + \theta n_3 \overline{\theta}') - P(\theta' n_4 \overline{\theta} + \theta n_4 \overline{\theta}').$$

3.1.1. Preliminary Results. Following the example of ([46]), we will now consider the super-Jacobi identities for this super-extension of the generalised Bargmann algebra and use them to define our variety $\mathcal{J}$. We have three types of Jacobi identity to consider

1. $[s_0, s_0, s_1]$,
2. $[s_0, s_1, s_1]$, and
3. $[s_1, s_1, s_1]$.

We do not need to consider the $(s_0, s_0, s_0)$ case as we already know that these are satisfied by the generalised Bargmann algebras. Equally, we do not need to include $J$ in our investigations as the identities involving the rotational subalgebra $\mathfrak{r}$ impose the $\mathfrak{so}(3)$-equivariance of the brackets, which we already have by construction. Now, let us consider each type of identity in turn. In the following discussions, we will only write down explicitly those identities which are not trivially satisfied.

$[s_0, s_0, s_1]$.

By imposing these super-Jacobi identities, we ensure that $s_1$ is an $s_0$ module, not just an $\mathfrak{so}(3)$ module. The $(s_0, s_0, s_1)$ identities can be summarised as follows.
Lemma 3.1. The following relations between $H, Z$ implied by the corresponding t-brackets:

$$[H, Z] = \lambda H + \mu Z \implies [x, \hbar] = \lambda x + \mu z$$
$$[H, B] = \lambda B + \mu P \implies [\hbar, \hbar] = \lambda \hbar + \mu \bar{\hbar}$$
$$[H, P] = \lambda B + \mu P \implies [\hbar, \hbar] = \lambda \hbar + \mu \bar{\hbar}$$
$$[Z, B] = \lambda B + \mu P \implies [\hbar, z] = \lambda \hbar + \mu \bar{\hbar}$$
$$[Z, P] = \lambda B + \mu P \implies [\hbar, z] = \lambda \hbar + \mu \bar{\hbar}$$

$$(3.1.6)$$

$${\bf Substituting in the relevant brackets, we find}$$

$$Q(\theta x h) = \lambda Q(\theta h) + \mu Q(\theta x) + Q(\theta x z).$$

$$(3.1.8)$$

Using the injectivity of $Q$, we arrive at

$$[x, \hbar] = \lambda \hbar + \mu z.$$  

$$(3.1.9)$$

Finally, the $[B, P, Q]$ identity is

$$[B(\beta), [P(\pi), Q(\theta)]]] = [[B(\beta), P(\pi)], Q(\theta)] + [P(\pi), [B(\beta), Q(\theta)]].$$  

$$(3.1.10)$$

Substituting in the brackets from (3.1.2), we arrive at

$$Q(\theta \pi \theta \pi) = \text{Re}(\bar{\beta} \pi)(\lambda Q(\theta \hbar) + \mu Q(\theta x)) + \bar{Q}(\pi \beta \theta \bar{\hbar}).$$

$$(3.1.11)$$

Letting $\beta = \pi = \bar{i}$, we find

$$[\hbar, \bar{\hbar}] = \lambda \hbar + \mu z.$$  

$$(3.1.12)$$

Now, let $\beta = \bar{i}$ and $\pi = \bar{j}$. In this case, the $\lambda$ and $\mu$ terms vanish and we are left with

$$0 = \bar{\hbar} + \bar{\bar{\hbar}} = 0.$$  

$$(3.1.13)$$

By imposing these super-Jacobi identities, we ensure that the $[Q, \bar{\theta}]$ bracket is an $s_i$-equivariant map $\bigotimes s_i \rightarrow s_i$. The $(s_0, s_1, s_3)$ identities can be difficult to study if we are trying to be completely general; however, we know that all four algebras in Table 1 can be written as specialisations of the universal generalised Bargmann algebra:

$$[B, P] = Z \quad [H, B] = \lambda B + \mu P \quad [H, P] = \eta B + \epsilon P,$$  

$$(3.1.14)$$

where $\lambda, \mu, \eta, \epsilon \in \mathbb{R}$. Therefore, we may use the brackets of this algebra to obtain the following result.

Lemma 3.2. The $[H, Q]$ identity produces the conditions

$$0 = n_i \text{Re}(\hbar) \quad \text{where} \quad i \in \{0, 1\},$$
$$0 = \text{Re}(\bar{\hbar} + m_2 \bar{\hbar})$$
$$0 = n_3 + m_4 = n_3 + m_3 \bar{\hbar}$$
$$0 = n_4 + m_4 = n_4 + m_4 \bar{\hbar}. 

$$

$$(3.1.15)$$

The $[Z, Q]$ identity produces the conditions

$$0 = n_i \text{Re}(\hbar) \quad \text{where} \quad i \in \{0, 1\},$$
$$0 = \text{Re}(\bar{\hbar} + m_2 \bar{\hbar})$$

$$0 = n_j + m_j \bar{\hbar} \quad \text{where} \quad j \in \{2, 3, 4\}. 

$$

$$(3.1.16)$$

The $[B, Q]$ identity produces the conditions

$$0 = n_0 \text{Re}(\theta \beta \theta \bar{\hbar})$$
$$0 = \text{Re}(\bar{\theta} \beta (\theta \pi + 2 \theta m_2 \bar{\hbar}))$$
$$0 = \text{Re}(\theta \beta \theta \bar{\hbar} + \beta \theta \bar{m}_2 \bar{\hbar})$$
$$\lambda n_0 |\theta|^2 \beta + \frac{1}{4} |\theta \beta m_2 \bar{\hbar}| = 0 = \text{Re}(\theta \beta \bar{\theta} \beta) + \beta \theta \bar{m}_2 \bar{\hbar}$$
$$\mu n_0 |\theta|^2 \beta = 0 = \text{Re}(\theta \beta \theta \bar{\hbar} + \beta \theta \bar{m}_2 \bar{\hbar}) 

$$(3.1.17)$$
The \([P, Q, Q]\) identity produces the conditions
\[
0 = n_0 \Re(\bar{\theta} \eta \eta_0)
\]
\[
0 = \Re(\bar{\eta}(\eta_3 - 2n_1 \bar{\theta}))
\]
\[
0 = \eta_1 \Re(\bar{\theta} \eta_2 + \pi \theta \eta_4)
\]
(3.1.18)

Proof. The \([H, Q, Q]\) super-Jacobi identity is written
\[
[H, [Q(0), Q(0)]] = 2[H, Q(0)], Q(0)].
\]
(3.1.19)

Using (3.1.2) and (3.1.4), we find
\[
- B(\theta(\lambda n_3 + \eta n_4) - P(\theta(\mu n_3 + \epsilon n_4)) = 2n_0 \Re(\bar{\theta} \eta_0) H + 2n_1 \Re(\bar{\theta} \eta_0) Z
\]
\[
- J(\theta n_2 \bar{\omega} \bar{\eta} + \theta \eta n_2 \bar{\eta}) - B(\theta n_3 \bar{\omega} \bar{\eta} + \theta \eta n_3 \bar{\eta}) - P(\theta n_4 \bar{\omega} \bar{\eta} + \theta \eta n_4 \bar{\eta}).
\]
(3.1.20)

Comparing \(H, Z, J, B,\) and \(P\) coefficients, and using the injectivity and linearity of the maps \(J, B,\) and \(P,\) we find
\[
0 = n_1 \Re(\bar{\eta} h) \quad \text{where} \quad i \in \{0, 1\}
\]
\[
0 = \eta n_2 + n_4 \bar{h}
\]
(3.1.21)

The calculations for the \([Z, Q, Q]\) identity follows in an analogous manner. The key difference in this case is that the L.H.S. vanishes in all instances since \(Z\) commutes with all basis elements. The \([B, Q, Q]\) identity is
\[
[B(\beta), (Q(\theta), Q(\theta))]) = 2[B(\beta), Q(\theta)], Q(\theta)].
\]
(3.1.22)

Substituting in the relevant brackets, the L.H.S. becomes
\[
\text{L.H.S.} = -\lambda n_0 |\bar{\theta}|^2 B(\beta) - \frac{1}{2} B(\theta n_2 \bar{\eta}) - \Re(\bar{\theta} \eta n_4 \bar{\eta}) Z,
\]
(3.1.23)

and the R.H.S. becomes
\[
\text{R.H.S.} = 2n_0 \Re(\bar{\theta} \eta_0 \bar{\beta}) H + 2n_1 \Re(\bar{\theta} \eta_0 \bar{\beta}) Z
\]
\[
- J(\theta n_2 \bar{\omega} \eta_0 + \theta \eta n_2 \eta_0) - B(\theta n_3 \bar{\omega} \eta_0 + \theta \eta n_3 \eta_0) - P(\theta n_4 \bar{\omega} \eta_0 + \theta \eta n_4 \eta_0).
\]
(3.1.24)

Again, comparing coefficients and using the injectivity and linearity of our maps, we get
\[
0 = n_0 \Re(\bar{\theta} \eta_0 \bar{\beta})
\]
\[
0 = \Re(\bar{\eta} \theta n_4 + n_2 \bar{\eta})
\]
\[
0 = 0 \Re(\bar{\theta} \eta_2 + \theta \eta n_2 \bar{\eta})
\]
(3.1.25)

The \([P, Q, Q]\) results follow in identical fashion by replacing \(b\) with \(\eta_1\) and \(\bar{\eta}\) with \(\pi\).

The last super-Jacobi identity to consider is the \((s_1, s_1, s_1)\) case, \([Q, Q, Q]\).

Lemma 3.3. The \([Q, Q, Q]\) identity produces the condition
\[
n_0 h + n_1 z = \frac{1}{4} n_2 + n_4 \bar{b} + n_4 \bar{p}.
\]
(3.1.26)

Proof. The \([Q, Q, Q]\) identity is
\[
0 = [[Q(\theta), Q(\theta)], Q(\theta)].
\]
(3.1.27)

Using (3.1.4), and the brackets in (3.1.2), we find
\[
0 = [n_0 |\bar{\theta}|^2 H + n_1 |\bar{\theta}|^2 Z - J(\theta n_2 \bar{\eta}) - B(\theta n_3 \bar{\eta}) - P(\theta n_4 \bar{\eta}), Q(\theta)]
\]
\[
= n_0 |\bar{\theta}|^2 Q(\theta \bar{h}) + n_1 |\bar{\theta}|^2 Q(\theta \bar{z}) - \frac{1}{2} Q(\theta n_2 \bar{\eta}) - Q(\theta n_3 \bar{\eta} \bar{b}) - Q(\theta n_4 \bar{\eta} \bar{p})
\]
(3.1.28)

Since \(Q\) is injective, this gives us
\[
n_0 h + n_1 z = \frac{1}{4} n_2 + n_4 \bar{b} + n_4 \bar{p}.
\]
(3.1.29)
3.1.1. **Basis Transformations.** As well as modifying the super-Jacobi identities presented in [46], the new \( so(3) \) scalar also impacts the subgroup \( G \subset GL(s_3) \times GL(s_1) \) of basis transformation for kinematical Lie superalgebras. All the automorphisms in \( G \) generated by \( so(3) \) remain the same for \( b, p, \) and \( h \), but we may now add how \( z \) transforms. These automorphisms act by rotating the three imaginary quaternionic bases \( i, j, \) and \( k \) by an element of \( SO(3) \). In particular, we have a homomorphism \( Ad : Sp(1) \to \text{Aut}(H) \) defined such that for \( u \in Sp(1) \) and \( s \in H, \text{Ad}_u(s) = u s u^\dagger \). The map \( \text{Ad}_u \) then acts trivially on the real component of \( s \) and via \( SO(3) \) rotations on \( \text{Im}(H) \). Therefore, \( \tilde{B} = B \circ \text{Ad}_u, \tilde{P} = P \circ \text{Ad}_u, H = H, \tilde{Q} = Q \circ \text{Ad}_u \). Since \( Z \) is an \( so(3) \) scalar, \( \tilde{Z} = Z \). Substituting this with \( \bar{Q} = Q \circ \text{Ad}_u \) into the \( [Q, Q] \) bracket, we find that \( \tilde{z} = u z u \). Additionally, substituting these transformations into the \( [Q, Q] \) bracket, we see that \( c_1 \) remains inert. The other type of transformations to consider are the \( so(3) \)-equivariant maps \( s \to s \). Since we now have two \( so(3) \) scalars, we can have

\[
\hat{H} = a H + b Z \\
\tilde{Z} = c H + d Z
\]

where \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}(2, \mathbb{R}) \). (3.1.30)

The \( so(3) \) vector and spinor maps remain unchanged from those given in [46]. In particular, \( \hat{Q}(s) = Q(s q) \) for \( q \in H^x \). Substituting \( H, \tilde{Z} \) and \( \bar{Q} \) into the brackets

\[
[\hat{H}, \hat{Q}(\theta)] = \hat{Q}(\theta \hat{h}) \\
[\tilde{Z}, \hat{Q}(\theta)] = \hat{Q}(\theta \tilde{z})
\]

we find

\[
\hat{h} = q(a h + b z) q \begin{pmatrix} 1 \\ -1 \end{pmatrix} \\
\tilde{z} = q(c h + d z) q \begin{pmatrix} 1 \\ -1 \end{pmatrix}
\]

These means that the transformation in \( G \) produce the following basis changes

\[
\begin{align*}
J & \mapsto J \circ \text{Ad}_u \\
B & \mapsto e B \circ \text{Ad}_u + f P \circ \text{Ad}_u \\
P & \mapsto h B \circ \text{Ad}_u + i P \circ \text{Ad}_u \\
H & \mapsto a H + b Z \\
Z & \mapsto c H + d Z \\
Q & \mapsto Q \circ \text{Ad}_u \circ R_n
\end{align*}
\]

These transformations may be summarised by \( \{ A = (a \ b \ c \ d), C = (\xi \ \xi'), q, u \} \in \text{GL}(\mathbb{R}^2) \times \text{GL}(\mathbb{R}^2) \times \mathbb{H}^x \times \mathbb{H}^x \).

3.2. **Classification.** The calculations for classifying the super-extensions of \( \hat{h} \) and \( \hat{g} \) all follow identically. It will, therefore, only be stated once below. However, the central extension of the static kinematical Lie algebra is a little different, so will be treated first.

3.2.1. \( \hat{h} \). Using the preliminary results from Lemma 3.1 in section 3.1.1, we find \( b = p = x = 0 \). Substituting these quaternions into the \( [B, Q, Q] \) and \( [P, Q, Q] \) identities with the relevant brackets, we get \( n_2 = 0, n_3 = 0 \) and \( n_4 = 0 \). Then, wanting \( [Q, Q] \neq 0 \), the \( [H, Q, Q] \) conditions tells us that \( \text{Re}(h) = 0 \). Finally, Lemma 3.3 reduces to \( n_0 h = 0 \). Therefore, we have two possible cases: one in which \( n_0 = 0 \) and \( h \in \text{Im}(H) \) and another in which \( h = 0 \) and \( n_0 \) is unconstrained. In the former case, the subgroup \( G \subset GL(s_3) \times GL(s_1) \) can be used to set \( h = k \) and \( n_1 = 1 \), such that the only non-vanishing brackets involving \( Q \) are

\[
[H, Q(\theta)] = Q(\theta k) \quad \text{and} \quad [Q(\theta), Q(\theta)] = \theta^2 Z.
\]

Notice, however, that this case also allows for \( h = 0 \), leaving only

\[
[Q(\theta), Q(\theta)] = \theta^2 Z.
\]

In the latter case, we can use \( G \) to scale \( n_0 \) and \( n_1 \), so the non-vanishing brackets are

\[
[Q(\theta), Q(\theta)] = \theta^2 H + \theta^2 Z.
\]

3.2.2. \( \hat{g} \). Using the preliminary results of Lemmas 3.1 and 3.3, we instantly find \( b = p = x = 0 \), and, subsequently, \( n_0 h = \frac{1}{4} n_2 \). The super-Jacobi identity \( [B, Q, Q] \) then tells us that \( n_2 = n_3 = n_4 = 0 \) and the identity \( [P, Q, Q] \) gives us \( n_3 = 0 \). Thus, the \( (s_1, s_1, s_1) \) condition is trivially satisfied. The only remaining condition is from \( [H, Q, Q] \), which tells us \( n_1 \text{Re}(h) = 0 \). Since we want \( [Q, Q] \neq 0 \), we must have \( n_1 \neq 0 \), therefore, \( h \in \text{Im}(H) \). Using \( G \) to set \( h = k \) and \( n_1 = 1 \), we have non-vanishing brackets

\[
[H, Q(\theta)] = Q(\theta k) \quad \text{and} \quad [Q(\theta), Q(s)] = \theta^2 Z.
\]

Similar to the \( \hat{h} \) case, the restriction \( h \in \text{Im}(H) \) does not remove the choice \( h = 0 \). Therefore, we may also have

\[
[Q(\theta), Q(s)] = \theta^2 Z.
\]
as the only non-vanishing bracket.

3.3. **Summary.** Table 3 lists all the $N = 1$ generalised Bargmann superalgebras we have classified. Each Lie superalgebra is an $N = 1$ super-extension of one of the generalised Bargmann algebras given in Table I, taken from [4]. It is interesting to compare this list of $N = 1$ super-extensions of centrally-extended kinematical Lie algebras to the list of centrally-extended $N = 1$ kinematical Lie superalgebras given in Table 4. This table is a reduced and adapted version of one given in [46], where we have only kept those extensions built upon the static, Newton-Hooke, and Galilean algebras.

Notice that only one of the generalised Bargmann superalgebras is present in the classification of centrally-extended kinematical Lie superalgebras, S2. Although it does not match exactly, we can use the basis transformations in $G \subset GL(s_l) \times GL(s_l)$ to bring it into the same form as the second superalgebra in Table 4. This result shows us that, in general, super-extending and centrally-extending kinematical Lie algebras are not commutative processes.

![Table 3](image)

The first column gives each generalised Bargmann superalgebra a unique identifier, and the second column tells us the underlying generalised Bargmann algebra $t$. The next four columns tell us how the $s_l$ generators $H, Z, B,$ and $P$ act on $Q$. Recall, the action of $J$ is fixed, so we do not need to state this explicitly. The final column then specifies the $[Q, Q]$ bracket.

![Table 4](image)

The first column identifies the kinematical Lie algebra $t$ underlying the extensions. The second column indicates whether the central extension has been introduced in the $[B, P]$ bracket. The next four columns show the $[s_{ij}, s_{ij}]$ brackets for the KLSA. As we can see, the only non-vanishing case is $[H, Q(\theta)] = Q(\theta h)$, where $\theta \in H$ and $h \in \operatorname{Im}(H)$. The final column then tells us whether the central extension enters the $[Q, Q]$ bracket.

3.3.1. **Unpacking the Notation.** Although the quaternionic formulation of these superalgebras is convenient for our purposes, it is perhaps unfamiliar to the reader. Therefore, in this section, we will convert the $N = 1$ superextension for the Bargmann algebra into a more conventional format. The brackets for this algebra, excluding the $s_{ij}$ brackets which have already been discussed in section 2.2, take the form

$$[H, Q(\theta)] = Q(\theta h) \quad \text{and} \quad [Q(\theta), Q(\theta)] = [\theta]^2 Z.$$  

(3.3.1)
Letting \( Q(\theta) = \sum_{a=1}^{4} \theta_a Q_a \), where \( \theta = \theta_4 + \theta_1 \beta + \theta_2 \bar{\beta} + \theta_3 \kappa \), we can rewrite these brackets as
\[
[H, Q_a] = \sum_{b=1}^{4} Q_b \Sigma^b \quad \text{and} \quad [Q_a, Q_b] = \delta_{ab} Z, \tag{3.3.2}
\]
where, for \( \sigma_2 \) being the second Pauli matrix,
\[
\Sigma = \begin{pmatrix} 0 & i\sigma_2 \\ -i\sigma_2 & 0 \end{pmatrix}. \tag{3.3.3}
\]

4. **N = 2 Extensions of the Generalised Bargmann Algebras**

Having established the introduction of the central extension \( Z \) into our classification problem in section 3, we now look to introduce an additional \( so(3) \) spinor module. Section 4.1 will describe the setup for the \( N = 2 \) generalised Bargmann superalgebras, before extending the preliminary results from [46] to this case. It is also in this section that the group of basis transformations \( G \) will be adapted for extended supersymmetry. The number of additional parameters in this case means that there are several branches of super-extension for each generalised Bargmann algebra. In section 4.2, we use the preliminary results from the \( \{ s_0, s_\beta, s_1 \} \) super-Jacobi identities to identify four possible branches. Each branch is then explored in detail in section 4.3 where we identify the non-empty sub-branches, which are summarised in section 4.4.

4.1. **Setup for the N = 2 Calculation.** For completeness, recall that, in addition to the standard kinematical Lie brackets, the brackets for the universal generalised Bargmann superalgebra are
\[
\begin{align*}
[B(\beta), P(\pi)] &= \text{Re}(\bar{\beta}\pi)Z \\
[H, B(\beta)] &= \lambda B(\beta) + \mu P(\beta) \\
[H, P(\pi)] &= \eta B(\pi) + \epsilon P(\pi),
\end{align*}
\]
where \( \beta, \pi \in \text{Im}(H) \) and \( \lambda, \mu, \eta, \epsilon \in \mathbb{R} \). Because we now have two spinor modules, the brackets involving \( s_1 \) need to be adapted from those given in [46]. We will continue to use the map \( Q \) for the odd dimensions; however, it now acts on \( \theta \), a vector in \( H^2 \). We will choose \( H^2 \) to be a left quaternionic vector space such that \( H \) acts linearly from the left and all \( 2 \times 2 \) \( H \) matrices act on the right. Therefore, writing \( \theta \) out in its components, we have
\[
\theta = (\theta_1, \theta_2), \tag{4.1.2}
\]
where \( \theta_1, \theta_2 \in H \). The \( \{ s_0, s_1 \} \) brackets are again the \( so(3) \)-equivariant endomorphisms of \( s_1 \). Since we choose \( so(3) \) to act via left quaternionic multiplication, the commuting endomorphisms are all those that may act on the right. In the present case, these are elements of \( \text{Mat}_2(H) \). Thus the brackets containing the \( so(3) \) scalars are
\[
\begin{align*}
[H, Q(\theta)] &= Q(\theta H) \\
[Z, Q(\theta)] &= Q(\theta Z),
\end{align*}
\]
where \( H, Z \in \text{Mat}_2(H) \). In [46], \( [J, Q], [B, Q] \) and \( [P, Q] \) were described by Clifford multiplication \( V \otimes S \to S \), which is given by left quaternionic multiplication by \( \text{Im}(H) \). The space of such maps is isomorphic to the space of \( \tau \)-equivariant maps of \( S \), which is a copy of the quaternions. Now with \( s_1 = S \oplus S \), we have four possible endomorphisms of this type. Labelling the two spinor modules \( S_1 \) and \( S_2 \), we may use the Clifford action to map \( S_1 \) to \( S_1 \), \( S_1 \) to \( S_2 \), \( S_2 \) to \( S_1 \), or \( S_2 \) to \( S_2 \). All of these maps may be summarised as follows
\[
\begin{align*}
[J(\omega), Q(\theta)] &= \frac{1}{2} Q(\omega \theta) \\
[B(\beta), Q(\theta)] &= Q(\beta \theta B) \\
[P(\pi), Q(\theta)] &= Q(\pi \theta P),
\end{align*}
\]
Here, \( \omega, \beta, \pi \in \text{Im}(H) \) and \( B, P \in \text{Mat}_2(H) \). Finally, consider the \( [Q, Q] \) bracket. This will consist of the \( so(3) \)-equivariant \( \mathbb{R} \)-linear maps \( \bigotimes^2 s_1 \to s_0 \). To write down these maps, we make use of the \( so(3) \)-invariant inner product on \( s_1 \)
\[
\langle \theta, \theta' \rangle = \text{Re}(\theta \theta^\dagger) \quad \text{where} \quad \theta, \theta' \in H^2 \quad \theta^\dagger = \bar{\theta}^T. \tag{4.1.5}
\]
This bracket’s \( so(3) \)-invariance is clear on considering left multiplication by \( u \in \text{sp}(1) \) and noting \( \text{sp}(1) \cong so(3) \). We can now use this bracket to identify \( \bigotimes^2 s_1 \) with the symmetric \( \mathbb{R} \)-linear endomorphisms of \( s_1 \cong S^2 \cong H^2 \), i.e. the maps \( \mu : H^2 \to H^2 \) such that \( \langle \mu(\theta), \theta' \rangle = \langle \theta, \mu(\theta') \rangle \). A general \( \mathbb{R} \)-linear map of \( H^2 \) may be written
\[
\mu(\theta) = \phi(\theta) M \quad \text{where} \quad \phi \in \text{Im}(H) \quad \text{and} \quad M \in \text{Mat}_2(H). \tag{4.1.6}
\]
Now, inserting this definition into the condition for a symmetric endomorphism, we obtain the following two cases:
1. \( \phi \in \mathbb{R} \) and \( M = M^\dagger \)
2. \( \phi \in \text{Im}(H) \) and \( M = -M^\dagger \).
The first instance gives us our $\mathfrak{so}(3)$ scalar modules in $\mathbb{O}^2 S^2$; therefore, these will map to either $H$ or $Z$ in $s_0$ to ensure we have $\mathfrak{so}(3)$-equivariance. The condition on $M$ states that it must be of the form

$$M = \begin{pmatrix} a & b + m \\ b - m & c \end{pmatrix} = a \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + b \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + c \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} + m \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

(4.1.7)

where $a, b, c \in \mathbb{R}$ and $m \in \text{Im}(H)$. We can make sense of this result using the decomposition of the odd part of the superalgebra, $s_1 \cong S^2 \cong S \otimes \mathbb{R}^2$, and our knowledge of the maps in $\text{Hom}(\mathbb{O}^2 S, s_0)$ derived from [46]. Symmetrising the decomposed $s_1$, we get $\mathbb{O}^2 S^2 \cong \mathbb{O}^2 S \otimes \mathbb{O}^2 R^2 \otimes \Lambda^2 S \otimes \Lambda^2 R^2$. Notice that the coefficients for the $\mathbb{O}^2 \mathbb{R}^2$ basis elements result in multiplying $\theta \in S^2$ by $\mathbb{R}$ on both the left and right. Thus we find three copies of the scalar map in $\mathbb{O}^2 S \rightarrow \mathbb{R} \oplus 3\mathbb{V}$, one for each of the $\mathbb{O}^2 \mathbb{R}^2$ basis. Similarly, the coefficient for the $\Lambda^2 \mathbb{R}^2$ basis element produces the three scalar maps in $\Lambda^2 S \rightarrow 3\mathbb{R} \oplus \mathbb{V}$. Thus the above matrix accounts for the $\mathfrak{so}(3)$ scalar maps in both the symmetric and anti-symmetric components of the decomposition.

Now, the second case gives us our $\mathfrak{so}(3)$ vector modules in $\mathbb{O}^2 S^2$; therefore, these will map to $B, P$, or $J$ to ensure $\mathfrak{so}(3)$-equivariance. The condition on $M$ in this case produces

$$M = \begin{pmatrix} r & -d + l \\ -d - l & r \end{pmatrix} = r \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + l \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + r \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} + d \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$

(4.1.8)

where $r, l, d \in \text{Im}(H)$ and $d \in \mathbb{R}$. Again, we can understand this result through the decomposition of $s_1$. From [46], we know that the $\mathfrak{so}(3)$ vectors in $\text{Hom}(\mathbb{O}^2 S, s_0)$ come from simultaneous left and right quaternionic multiplication by $\text{Im}(H)$. These are precisely the maps we find in the coefficients for the $\mathbb{O}^2 \mathbb{R}^2$ basis, as expected through the decomposition of $\mathbb{O}^2 S^2$. Finally, we recover the $\mathfrak{so}(3)$ vector in $\Lambda^2 S \rightarrow 3\mathbb{R} \oplus \mathbb{V}$ as the coefficient to the $\Lambda^2 \mathbb{R}^2$ basis.

Putting all this together, we may write

$$[Q(\theta), Q(\theta')] = (\theta, \theta N_0) H + (\theta, \theta N_1) Z + (\theta, J\theta N_1) + (\theta, B\theta N_3) + (\theta, P\theta N_4),$$

(4.1.9)

where $N_0, N_1$ are quaternion Hermitian, and $N_2, N_3, N_4$ are quaternion skew-Hermitian, as stated above, and

$$J = J_{i_0} + J_{i_1} + J_{i_2}, \quad B = B_{i_0} + B_{i_1} + B_{i_2}, \quad P = P_{i_0} + P_{i_1} + P_{i_2}.$$

(4.1.10)

Using the fact that $\text{Re}(\omega J) = J(\omega)$ and $N_i = N_i^\dagger$, for $i \in \{0, 1\}$, we can write

$$[Q(\theta), Q(\theta')] = \text{Re}(\theta N_0 \theta^\dagger H) + \text{Re}(\theta N_1 \theta^\dagger Z) - J(\theta N_2 \theta^\dagger) - B(\theta N_3 \theta^\dagger) - P(\theta N_4 \theta^\dagger).$$

(4.1.11)

This polarises to

$$[Q(\theta), Q(\theta^\dagger)] = \frac{1}{2} \left( \text{Re}(\theta N_0 \theta^\dagger H) + \text{Re}(\theta N_1 \theta^\dagger Z) - J(\theta N_2 \theta^\dagger) - B(\theta N_3 \theta^\dagger) - P(\theta N_4 \theta^\dagger) \right).$$

(4.1.12)

4.1.1. Preliminary Results. As in the $N = 1$ case, we can form a number of universal results that will help us when investigating the super-extensions of the generalised Bargmann algebras. The following subsections will cover the $(s_0, s_0, s_0), (s_0, s_1, s_0), \text{and } (s_1, s_1, s_1)$ identities, respectively.

$$\{s_0, s_0, s_0\}.$$

In the $N = 1$ case, $h, z, b, p \in \mathbb{H}$, and in the $N = 2$ case $H, Z, B, P \in \text{Mat}_2(\mathbb{H})$. Since $\mathbb{H}$ and $\text{Mat}_2(\mathbb{H})$ are both associative, non-commutative algebras, the algebraic manipulations are the same in both cases. Therefore, the $N = 1$ results generalise to the $N = 2$ case; the only difference being that the variables are $2 \times 2$ matrices rather than $\mathbb{H}$ elements.

**Lemma 4.1.** The following relations between $H, Z, B, P \in \text{Mat}_2(\mathbb{H})$ are implied by the corresponding $\varepsilon$-brackets:

$$[H, Z] = hH + \mu Z \implies [Z, H] = \lambda H + \mu Z.$$

$$[H, B] = \lambda B + \mu P \implies [B, H] = \lambda B + \mu P.$$

$$[H, P] = \lambda B + \mu P \implies [P, H] = \lambda B + \mu P.$$

$$[Z, B] = \lambda B + \mu P \implies [B, Z] = \lambda B + \mu P.$$

$$[Z, P] = \lambda B + \mu P \implies [P, Z] = \lambda B + \mu P.$$

$$[B, B] = AB + \mu P + vJ \implies B^2 = \frac{1}{2} AB + \frac{1}{2} \mu P + \frac{1}{4} v.$$

$$[P, P] = AB + \mu P + vJ \implies P^2 = \frac{1}{2} AB + \frac{1}{2} \mu P + \frac{1}{4} v.$$

$$[B, P] = \lambda H + \mu Z \implies BP + PB = 0 \text{ and } [B, P] = \lambda H + \mu Z.$$

**Proof.** See the proof of Lemma 3.1 for the algebraic manipulations that produce the above results. \qed
(s_0, s_1, s_1).

As in the N = 1 case, we use the universal generalised Bargmann algebra to simplify our analysis here. Recall the brackets for this algebra are

\[ [B, P] = Z, \quad [H, B] = \lambda B + \mu P, \quad [H, P] = \eta B + \varepsilon P, \]

where \( \lambda, \mu, \eta, \varepsilon \in \mathbb{R} \). Using these brackets, we obtain the following result.

**Lemma 4.2.**

The \([H, Q, Q]\) identity produces the conditions

\[ \begin{align*}
0 &= HN_i + N_iH^\dagger & \text{where} & & i \in \{0, 1, 2\} \\
\lambda N_3 + \eta N_4 &= HN_3 + N_3H^\dagger \\
\mu N_3 + \varepsilon N_4 &= HN_4 + N_4H^\dagger.
\end{align*} \]

The \([Z, Q, Q]\) identity produces the conditions

\[ 0 = ZN_i + N_iZ^\dagger \quad \text{where} \quad i \in \{0, 1, 2, 3, 4\}. \]

The \([B, Q, Q]\) identity produces the conditions

\[ \begin{align*}
0 &= BN_0 - N_0B^\dagger \\
N_4 &= BN_1 - N_1B^\dagger \\
0 &= \beta \theta BN_2\theta^\dagger + \theta N_2(\beta \theta B)^\dagger \\
\lambda \text{Re}(\theta N_0\theta^\dagger)\beta + \frac{1}{2}[\beta, \theta N_2\theta^\dagger] &= \beta \theta BN_4\theta^\dagger + \theta N_4(\beta \theta B)^\dagger \\
\mu \text{Re}(\theta N_0\theta^\dagger)\beta &= \beta \theta BN_4\theta^\dagger + \theta N_4(\beta \theta B)^\dagger.
\end{align*} \]

The \([P, Q, Q]\) identity produces the conditions

\[ \begin{align*}
0 &= PN_0 - N_0P^\dagger \\
-N_3 &= PN_1 - N_1P^\dagger \\
0 &= \pi \theta PN_2\theta^\dagger + \theta N_2(\pi \theta P)^\dagger \\
\eta \text{Re}(\theta N_0\theta^\dagger)\pi &= \pi \theta PN_4\theta^\dagger + \theta N_4(\pi \theta P)^\dagger \\
\varepsilon \text{Re}(\theta N_0\theta^\dagger)\pi + \frac{1}{2}[\pi, \theta N_2\theta^\dagger] &= \pi \theta PN_4\theta^\dagger + \theta N_4(\pi \theta P)^\dagger,
\end{align*} \]

where \( \beta, \pi \in \text{Im}(\mathbb{H}) \) and \( \theta \in \mathbb{H}^\dagger \).

**Proof.** Beginning with the \([H, Q, Q]\) identity, we have

\[ \text{L.H.S.} = -[H, B(\theta N_4\theta^\dagger)] - [H, P(\theta N_4\theta^\dagger)] \]

\[ = -B(\theta(\lambda N_3 + \eta N_4)\theta^\dagger) - P(\theta(\mu N_3 + \varepsilon N_4)\theta^\dagger). \]

Substituting \([H, Q(\theta)] = Q(\theta H)\) into the R.H.S. and using the polarised form of the \([Q, Q]\) bracket, we find

\[ \text{R.H.S.} = B(\theta(\lambda N_3 + \eta N_4)\theta^\dagger) + P(\theta(\mu N_3 + \varepsilon N_4)\theta^\dagger)Z \]

\[ - J(\theta(\lambda HN_2 + N_2H^\dagger)\theta^\dagger) - B(\theta(\mu HN_3 + N_3H^\dagger)\theta^\dagger) - P(\theta(\varepsilon HN_4 + N_4H^\dagger)\theta^\dagger). \]

Comparing coefficients and using the injectivity and linearity of the maps \( J, B \) and \( P \), we get the desired conditions. The \([Z, Q, Q]\) result follows in an analogous manner. Consider the \([B, Q, Q]\) Jacobi identity

\[ [B(\beta), [Q(\theta), Q(\theta)]] = 2[[B(\beta), Q(\theta)], Q(\theta)]. \]

Since \( B \) commutes with \( Z \) and \( B \), the L.H.S. takes the following form

\[ \text{L.H.S.} = B(\beta), Re(\theta N_0\theta^\dagger)J - J(\theta N_2\theta^\dagger) - P(\theta N_4\theta^\dagger) \]

\[ = -\text{Re}(\theta N_0\theta^\dagger)(\lambda B(\beta) + \mu P(\beta)) + \frac{1}{2}B(\theta N_2\theta^\dagger, \beta) - \text{Re}(\theta N_4\theta^\dagger)Z. \]

Turning attention to the R.H.S., we find

\[ \text{R.H.S.} = B(\beta), \theta N_0\theta^\dagger + \theta N_0B^\dagger \theta^\dagger \theta\beta)H + \text{Re}(\theta BN_1\theta^\dagger + \theta N_1B^\dagger \theta^\dagger \beta)Z \]

\[ - J(\beta BN_2\theta^\dagger + \theta N_2B^\dagger \theta^\dagger \beta) - B(\beta BN_3\theta^\dagger + \theta N_3B^\dagger \theta^\dagger \beta) - P(\beta BN_4\theta^\dagger + \theta N_4B^\dagger \theta^\dagger \beta). \]
Using the property $\tilde{\beta} = -\beta$, since $\beta \in \text{Im}(H)$, and the cyclic property of $\text{Re}$, the first two terms can have their coefficients written in the form

$$\text{Re}(\beta \theta BN_i \theta^\dagger + \theta N_i B^\dagger \theta^\dagger \tilde{\beta}) = \text{Re}(\beta \theta (BN_i - N_i B^\dagger) \theta^\dagger),$$

(4.1.22)

for $i \in \{0, 1\}$. Again, comparing coefficients we obtain the desired results. The $[P, Q, Q]$ case follows identically. \qed

\begin{itemize}
\item \{s_1, s_1, s_1\}
\end{itemize}

The last super-Jacobi identity to consider is the $\{s_1, s_1, s_1\}$ case, $[Q, Q, Q]$.

**Lemma 4.3.** The $[Q, Q, Q]$ identity produces the condition

$$\text{Re}(\theta N_i \theta^\dagger)\theta H + \text{Re}(\theta N_i \theta^\dagger)\theta Z = \frac{1}{2} \theta N_2 \theta^\dagger \theta + \theta N_3 \theta^\dagger \theta B + \theta N_4 \theta^\dagger \theta P.$$  

(4.1.23)

**Proof.** The $[Q, Q, Q]$ identity is written

$$0 = [[Q(\theta), Q(\theta)], Q(\theta)].$$  

(4.1.24)

Substituting in the $[Q, Q]$ bracket, this becomes

$$0 = [\text{Re}(\theta N_0 \theta^\dagger)H + \text{Re}(\theta N_2 \theta^\dagger)Z - J(\theta N_2 \theta^\dagger) - B(\theta N_3 \theta^\dagger) - P(\theta N_4 \theta^\dagger), Q(\theta)].$$  

(4.1.25)

Finally, using the brackets in (4.1.3) and (4.1.4) and the injectivity of $Q$, we obtain the desired result. \qed

4.1.2. **Basis Transformations.** We will investigate the subgroup $G \subset \text{GL}(s_0) \times \text{GL}(s_1)$ by first looking at the transformations induced by the adjoint action of the rotational subalgebra $r \cong \mathfrak{so}(3)$. We will then look at the $\mathfrak{so}(3)$-equivariant maps transforming the basis of the underlying vector space. These will act via Lie algebra automorphisms in $s_0$ and endomorphisms of the $\mathfrak{so}(3)$ module $S^2$ in $s_1$. Note, in the former case, where the automorphism is induced by $ad_{\lambda}$, each $\mathfrak{so}(3)$ module will transform into itself, while, in the latter case, when the transformation is some $\mathfrak{so}(3)$-equivariant map, the modules transform into one another. For completeness, at the end of the section, we determine the automorphisms of each generalised Bargmann algebra.

Recall that $\text{Sp}(1)$ is the double-cover of $\text{Aut}(H)$, and $\text{Aut}(H) \cong \text{SO}(3)$. We, therefore, write $\lambda \in \text{Aut}(H)$ as $\lambda(s) = usu$ for some $u \in \text{Sp}(1)$, which will act trivially on the real component of $s$ and rotate the imaginary components. Using this result, we can represent the action of $\text{Aut}(H)$ on the $\mathfrak{so}(3)$ vector modules in $s_0$ by pre-composing the linear maps $J$, $B$, and $P$ with $\text{Ad}_u$, for $u \in \text{Sp}(1)$. To preserve the kinematical brackets in $[s_0, s_0]$, we must pre-compose with the same $u$ for each map. Note, $\mathfrak{so}(3)$ acts trivially on $H$ and $Z$, so these basis elements will be left invariant under these automorphisms. For $s_1$, we restrict to the individual copies of $S$ through diagonal matrices. To preserve the $[J, Q]$ bracket, we must pre-compose with the same $u$ as above.

Therefore, we write $\tilde{Q}(\theta) = Q(\theta)\tilde{u}$. We can now investigate how these automorphisms affect our brackets

$$[J(\omega), Q(\theta)] = \frac{1}{2} Q(\omega \theta), \quad [B(\beta), Q(\theta)] = Q(\beta \theta B), \quad [P(\pi), Q(\theta)] = Q(\pi \theta P).$$  

(4.1.26)

$$[Q(\theta), Q(\theta)] = \text{Re}(\theta N_0 \theta^\dagger)H + \text{Re}(\theta N_2 \theta^\dagger)Z - J(\theta N_2 \theta^\dagger) - B(\theta N_3 \theta^\dagger) - P(\theta N_4 \theta^\dagger).$$

Transforming the basis, we have

$$[\tilde{J}(\omega), \tilde{Q}(\theta)] = \frac{1}{2} \tilde{Q}(\omega \theta), \quad [\tilde{B}(\beta), \tilde{Q}(\theta)] = \tilde{Q}(\beta \theta \tilde{B}), \quad [\tilde{P}(\pi), \tilde{Q}(\theta)] = \tilde{Q}(\pi \theta \tilde{P}).$$  

(4.1.27)

$$[\tilde{Q}(\theta), \tilde{Q}(\theta)] = \text{Re}(s_0 \theta N_0 \theta^\dagger)\tilde{H} + \text{Re}(s_0 \theta N_2 \theta^\dagger)\tilde{Z} - \tilde{J}(\theta N_2 \theta^\dagger) - \tilde{B}(\theta N_3 \theta^\dagger) - \tilde{P}(\theta N_4 \theta^\dagger),$$

with $\tilde{H} = H$, $\tilde{Z} = Z$, $\tilde{J} = J \circ \text{Ad}_u$, $\tilde{B} = B \circ \text{Ad}_u$, $\tilde{P} = P \circ \text{Ad}_u$, and $\tilde{Q} = Q \circ \text{Ad}_u$, where it is understood that $\text{Ad}_u$ acts diagonally on the $s_1$ basis, $Q$. The transformed matrices are

$$\tilde{H} = DHD^{-1}, \quad \tilde{B} = DBD^{-1}, \quad \tilde{Z} = DZD^{-1}, \quad \tilde{P} = DPD^{-1}, \quad \tilde{N}_i = D_N i D^{-1}.$$  

(4.1.28)

where $D = u\mathbb{1}$ for $u \in \text{Sp}(1)$ and $i \in \{0, 1, \ldots, 4\}$. Therefore, $D^{-1} = D^\dagger = u\mathbb{1}$. These automorphisms simultaneously rotate all quaternions, all the components of the matrices $H, Z, B, P$ and $N_i$, by the same $\text{Sp}(1)$ element.
Next, we want to consider the \( \mathfrak{so}(3) \)-equivariant linear maps which leave the rotational subalgebra invariant: \( (J, B, P, H, Z, Q) \rightarrow (J, \tilde{B}, \tilde{P}, \tilde{H}, \tilde{Z}, \tilde{Q}) \). These take the general form

\[
\begin{align*}
\tilde{H} &= aH + bZ \\
\tilde{Z} &= cH + dZ \\
\tilde{B}(\beta) &= eB(\beta) + fP(\beta) + gJ(\beta) \\
\tilde{P}(\pi) &= hB(\pi) + iP(\pi) + jJ(\pi) \\
\tilde{Q}(\theta) &= Q(\theta M),
\end{align*}
\]  

(4.1.29)

where \( a, ..., j \in \mathbb{R} \) and \( M \in GL(H^2) \). Crucially,

\[
A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL(2, \mathbb{R}) \quad \text{and} \quad C = \begin{pmatrix} e & f & g \\ h & i & j \\ 0 & 0 & 1 \end{pmatrix} \in GL(3, \mathbb{R}),
\]  

(4.1.30)

act on \( (H, Z)^T \) and \( (B, P, J)^T \), respectively. Each of the generalised Bargmann algebra allows different transformations of this type; however, there are some important general results. Therefore, we will begin by working through the analysis of these maps with the universal generalised Bargmann algebra before focussing on each algebra separately.

As in the \( N = 1 \) case, the checking of brackets that include \( J \) is really verifying that the above maps are \( \mathfrak{so}(3) \)-equivariant, so this does not give us any information not already presented. The first bracket we will consider is \( [B, P] = Z \). Substituting in the maps of (4.1.29), we find the following important results:

\[
d = ei - fh, \quad c = 0, \quad \text{and} \quad g = j = 0.
\]  

(4.1.31)

The vanishing of \( c \) tells us that \( d \neq 0 \) if we are to have \( A \in GL(2, \mathbb{R}) \). Also, the vanishing of \( g \) and \( j \) shows that we can reduce \( C \) to an element of \( GL(2, \mathbb{R}) \),

\[
C = \begin{pmatrix} e & f \\ h & i \end{pmatrix},
\]

acting on \( (B, P)^T \). The remaining \([s_0, s_1]\) brackets are \([H, B]\) and \([H, P]\), which produce

\[
0 = \lambda e(a - 1) + \eta af - \mu h \quad 0 = \eta(e - ai) + \epsilon h - \lambda ah \\
0 = \lambda f - \epsilon af + \mu(i - ea) \quad 0 = \eta f + \epsilon i(1 - a) - \mu ah,
\]

(4.1.33)

respectively. Clearly, these conditions are dependent on the exact choice of generalised Bargmann algebra, so we will leave these results in this form for now.

Now, since the \([s_0, s_1]\) and \([s_1, s_1]\) brackets are so far independent of the chosen algebra, the following results will hold for all the generalised Bargmann algebras. Reusing (4.1.27), in this instance we find

\[
\begin{align*}
\tilde{H} &= M(aH + bZ)M^{-1} \\
\tilde{Z} &= dMZM^{-1} \\
\tilde{B} &= M(eB + fP)M^{-1} \\
\tilde{P} &= M(hB + iP)M^{-1}
\end{align*}
\]

(4.1.34)

Putting the two types of transformation in \( G \) together, we have

\[
\begin{align*}
J &\mapsto J \circ Ad_u \\
B &\mapsto eB \circ Ad_u + fP \circ Ad_u \\
P &\mapsto hB \circ Ad_u + iP \circ Ad_u \\
H &\mapsto aH + bZ \\
Z &\mapsto dZ \\
Q &\mapsto Q \circ Ad_u \circ R_M.
\end{align*}
\]  

(4.1.35)

These transformations may be summarised by \( (A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, C = \begin{pmatrix} e & f & g \\ h & i & j \\ 0 & 0 & 1 \end{pmatrix}, M, u) \in GL(\mathbb{R}^2) \times GL(\mathbb{R}^2) \times GL(H^2) \times \mathbb{R}^\infty \). Now that we have the most general element of the subgroup \( G \subset GL(s_0) \times GL(s_1) \) for \( s_0 = t \) the universal generalised Bargmann algebra, we can restrict ourselves to the automorphisms of \( s_0 \) and set the parameters \( \lambda, \mu, \eta, \epsilon \in \mathbb{R} \) to determine the automorphism group for each of the generalised Bargmann algebras. The results of this investigation are presented in Table 5.
In this instance, all the conditions vanish as \( \lambda = \mu = \eta = \epsilon = 0 \); therefore, the matrices \( A \) and \( C \) are left as stated above.

\[ \hat{a} \]

Having \( \lambda = -\epsilon = 1 \) and \( \mu = \eta = 0 \), the conditions in (4.1.33) become

\[
\begin{align*}
0 &= e(a-1) \quad \text{and} \quad 0 = h(1+a) \\
0 &= f(1+a) \quad \text{and} \quad 0 = i(1-a).
\end{align*}
\]

(4.1.36)

Notice, if \( a \notin \{\pm 1\} \) then \( C \) must vanish, which cannot happen if we are to retain the basis elements \( B \) and \( P \). Therefore, we are left with two cases: \( a = 1 \) and \( a = -1 \). In the former instance, we have automorphisms with

\[
A = \begin{pmatrix} 1 & b \\ 0 & e^2 + h^2 \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} e & h \\ 0 & e \end{pmatrix}.
\]

(4.1.37)

In the latter instance, we have

\[
A = \begin{pmatrix} -1 & b \\ 0 & -eh \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} 0 & h \\ f & 0 \end{pmatrix}.
\]

(4.1.38)

In this case, \( \lambda = \epsilon = 0 \) and \( \mu = -\eta = 1 \). Therefore, our constraints become

\[
\begin{align*}
0 &= h + af \\
0 &= e - ai \\
0 &= i - ae \quad \text{and} \quad 0 = f + ah.
\end{align*}
\]

(4.1.39)

Taking the expressions for \( h \) and \( i \) from the conditions on the left and substituting them into the conditions on the right, we find

\[
0 = (1 - a^2)f \quad \text{and} \quad 0 = (1 - a^2)e.
\]

(4.1.40)

If \( a^2 \neq 1 \), we would need both \( f \) and \( e \) to vanish, which contradicts our assumption that \( C \in \text{GL}(2, \mathbb{R}) \). Therefore, we need \( a^2 = 1 \), which presents two cases: \( a = 1 \) and \( a = -1 \). In the former instance, we find automorphisms of the form

\[
A = \begin{pmatrix} 1 & b \\ 0 & e^2 + h^2 \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} e & h \\ 0 & e \end{pmatrix}.
\]

(4.1.41)

In the latter instance, we get

\[
A = \begin{pmatrix} -1 & b \\ 0 & -e^2 - h^2 \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} e & h \\ h & -e \end{pmatrix}.
\]

(4.1.42)

Finally, we have \( \lambda = \eta = \epsilon = 0 \) and \( \mu = -1 \), which, when substituted into (4.1.33), produces

\[
0 = h \quad \text{and} \quad i = ae.
\]

(4.1.43)

Therefore, automorphisms for the Bargmann algebra take the form

\[
A = \begin{pmatrix} a & b \\ 0 & ie \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} e & f \\ 0 & ae \end{pmatrix}.
\]

(4.1.44)

**Table 5. Automorphisms of the generalised Bargmann algebras**

| \( \hat{a} \) | \( (a \ b), (e \ f) \) |
| \( \hat{n}_- \) | \( \begin{pmatrix} 1 & b \\ 0 & ei \end{pmatrix}, \begin{pmatrix} e & 0 \\ 0 & i \end{pmatrix} \cup \begin{pmatrix} -1 & b \\ 0 & -h \end{pmatrix}, \begin{pmatrix} 0 & h \\ f & 0 \end{pmatrix} \) |
| \( \hat{n}_+ \) | \( \begin{pmatrix} 1 & b \\ 0 & e^2 + h^2 \end{pmatrix}, \begin{pmatrix} e & h \\ -h & e \end{pmatrix} \cup \begin{pmatrix} -1 & b \\ 0 & -e^2 - h^2 \end{pmatrix}, \begin{pmatrix} e & h \\ h & -e \end{pmatrix} \) |
| \( \hat{g} \) | \( \begin{pmatrix} a & b \\ 0 & ie \end{pmatrix}, \begin{pmatrix} e & f \\ 0 & ae \end{pmatrix} \) |

| \( \hat{a} \) | \( (a \ b), (e \ f) \) |
| \( \hat{n}_- \) | \( \begin{pmatrix} 1 & b \\ 0 & ei \end{pmatrix}, \begin{pmatrix} e & 0 \\ 0 & i \end{pmatrix} \cup \begin{pmatrix} -1 & b \\ 0 & -h \end{pmatrix}, \begin{pmatrix} 0 & h \\ f & 0 \end{pmatrix} \) |
| \( \hat{n}_+ \) | \( \begin{pmatrix} 1 & b \\ 0 & e^2 + h^2 \end{pmatrix}, \begin{pmatrix} e & h \\ -h & e \end{pmatrix} \cup \begin{pmatrix} -1 & b \\ 0 & -e^2 - h^2 \end{pmatrix}, \begin{pmatrix} e & h \\ h & -e \end{pmatrix} \) |
| \( \hat{g} \) | \( \begin{pmatrix} a & b \\ 0 & ie \end{pmatrix}, \begin{pmatrix} e & f \\ 0 & ae \end{pmatrix} \) |

(4.1.44)
4.2. Establishing Branches. Before proceeding to the discussion in which the non-empty sub-branches are identified, we first establish the possible \([s_0, s_1]\) brackets. More specifically, we establish the possible forms for \(Z, H, B, P \in \text{Mat}_2(\mathbb{H})\). In this section, we focus solely on the results of Lemma 4.1 concerning the \((s_0, s_0, s_1)\) super-Jacobi identities. Using the universal generalised Bargmann algebra, we find that \(B, P \in \text{Mat}_2(\mathbb{H})\), which encode the brackets \([B, Q]\) and \([P, Q]\), respectively, form a double complex. Analysing this structure, we identify four possible cases:

1. \(B = 0\) and \(P = 0\)
2. \(B = 0\) and \(P \neq 0\)
3. \(B \neq 0\) and \(P = 0\)
4. \(B \neq 0\) and \(P \neq 0\).

Taking each of these cases in turn, we find forms for \(Z\) and \(H\) to establish four branches. These branches will form the basis for our investigations into the possible super-extensions for each of the generalised Bargmann algebras in section 4.3.

Using the results of Lemma 4.1, we notice that \(B^2 = P^2 = 0\) and \(BP + PB = 0\); therefore, \(B\) and \(P\) are the differentials of a double complex in which the modules are \(s_1\). What does this mean for the form of \(B\) and \(P\)? Notice that we could simply set \(B\) and \(P\) to zero. However, assuming at least one component of these matrices is non-vanishing, we find the following cases. Take \(P\) as our example and let

\[
P = \begin{pmatrix} p_1 & p_2 \\ p_3 & p_4 \end{pmatrix}.
\]

The fact that this squares to zero tells us

\[
p_1^2 + p_2p_3 = 0 \quad \text{and} \quad p_1p_2 + p_2p_4 = 0 \quad \text{and} \quad p_3p_1 + p_4p_3 = 0 \quad \text{and} \quad p_3p_2 + p_4^2 = 0.
\]

There are two cases, \(p_3 = 0\) and \(p_3 \neq 0\), which we shall now consider in turn.

In the \(p_3 = 0\) case, the constraints in (4.2.2) become

\[
p_1^2 = 0 \quad \text{and} \quad p_1p_2 + p_2p_4 = 0 \quad \text{and} \quad p_2^2 = 0.
\]

Therefore, \(p_1 = p_4 = 0\) and \(p_2\) is unconstrained, leaving the matrix

\[
P = \begin{pmatrix} 0 & p_2 \\ 0 & 0 \end{pmatrix}.
\]

In the \(p_3 \neq 0\) case, we can use the first and third constraints of (4.2.2) to get \(p_2 = -p_2^2p_3^{-1}\) and \(p_4 = -p_3^2p_4^{-1}\), respectively. These choices trivially satisfy the second and fourth constraints such that we arrive at

\[
P = \begin{pmatrix} p_1 & -p_2^2p_3^{-1} \\ p_3 & -p_3^2p_4^{-1} \end{pmatrix}.
\]

In a completely analogous manner, we find

\[
B = \begin{pmatrix} 0 & b_2 \\ b_3 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} b_1 & -b_2^2b_3^{-1} \\ b_3 & -b_3b_1b_3^{-1} \end{pmatrix}.
\]

Now, what does the anti-commuting condition tell us about the non-vanishing matrices? Notice, we have four options:

1. \(p_3 \neq 0\), \(b_3 \neq 0\),
2. \(p_3 \neq 0\), \(b_3 = 0\),
3. \(p_3 = 0\), \(b_3 \neq 0\), and
4. \(p_3 = 0\), \(b_3 = 0\).

**Option 1.** Here we will find three distinct sub-options. Interestingly, these three sub-options are equivalent to options 2, 3, and 4 above. Substituting the matrices associated with \(p_3 \neq 0\) and \(b_3 \neq 0\) into \(BP + PB = 0\) gives us

\[
0 = b_1p_1 - b_2^2b_3^{-1}p_3 + p_1b_1 - p_2^2p_3^{-1}b_3
\]

\[
= -b_1^2p_3p_3^{-1} + b_2^2b_3^{-1}p_3p_1p_3^{-1} - p_1b_2^2b_3^{-1} + p_2^2p_3^{-1}b_3b_3^{-1}
\]

\[
0 = b_3p_1 - b_2b_3b_3^{-1}p_3 + p_3b_1 - p_3p_1p_3^{-1}b_3
\]

\[
0 = -b_3^2p_3p_3^{-1} + b_2b_3b_3^{-1}p_3p_1p_3^{-1} - p_3b_2^2b_3^{-1} + p_3p_1p_3^{-1}b_3b_3^{-1}.
\]

Multiplying the first of these conditions on the right by \(b_1b_3^{-1}\) and adding it to the second condition, we obtain

\[
0 = b_1(p_1 - b_2b_3^{-1}p_3)(b_1b_3^{-1} - p_1p_3^{-1}).
\]

Since the quaternions have no zero-divisors, one of these terms must vanish. The vanishing of the second is equivalent to the vanishing of the third, so we have two sub-options:

1.1 \(b_1 = 0\), and
In the latter case, the third and fourth conditions of (4.2.7) are trivially satisfied, but in the former case, a little more work is required. Setting \( b_1 = 0 \), we obtain

\[ 0 = b_3 p_1^{-1} p_3^{-1} \quad \text{and} \quad 0 = b_3 p_1 - p_3 p_1 p_3^{-1} b_3. \]  

(4.2.9)

Again, using the fact the quaternions have no zero-divisors, these conditions mean this sub-option further divides into two sub-options:

1.1.1 \( b_3 = 0 \), and
1.1.2 \( p_1 = 0 \),

with \( p_3 \) left free. Recall that to arrive at these options we first made a choice to multiply the first condition of (4.2.7) by \( b_1 b_3^{-1} \). We could equally have multiplied by \( p_1 p_3^{-1} \) such that case 1.1 above read \( p_1 = 0 \). (Notice, the second case is symmetric, so would remain the same in this instance.) Analogous subsequent calculations would lead to sub-options \( p_3 = 0 \) and \( b_1 = 0 \). Putting all of this together, we have four sub-options to consider:

Sub-option 1: \( B = 0 \)

\[ P = \begin{pmatrix} p_1 & -p_1^2 p_3^{-1} \\ p_3 & -p_3 p_1 p_3^{-1} \end{pmatrix} \]

Sub-option 2: \( B = \begin{pmatrix} 0 & 0 \\ b_3 & 0 \end{pmatrix} \)

\[ P = \begin{pmatrix} 0 & 0 \\ p_3 & 0 \end{pmatrix} \]

(4.2.10)

Sub-option 3: \( B = \begin{pmatrix} b_1 & -b_1^2 b_3^{-1} \\ b_3 & -b_3 b_1 b_3^{-1} \end{pmatrix} \)

\[ P = 0 \]

Sub-option 4: \( B = \begin{pmatrix} b_1 & -b_1^2 b_3^{-1} \\ b_3 & -b_3 b_1 b_3^{-1} \end{pmatrix} \)

\[ P = \begin{pmatrix} p_1 & -p_1^2 p_3^{-1} \\ p_3 & -p_3 p_1 p_3^{-1} \end{pmatrix} \] where \( b_1 b_3^{-1} = p_1 p_3^{-1} \).

In fact, this list can be simplified further. For all generalised Bargmann algebras, we can choose a transformation \((1, 1, M, 1)\), where, \( M \) takes the form

\[ M = \begin{pmatrix} 1 & -b_1 b_3^{-1} \\ 0 & 1 \end{pmatrix} \]  

(4.2.11)

such that sub-option 4 becomes sub-option 2. In summary, the \( p_3 \neq 0 \) and \( b_3 \neq 0 \) assumption lead to three separate sub-options.

Sub-option 1: \( B = 0 \)

\[ P = \begin{pmatrix} p_1 & -p_1^2 p_3^{-1} \\ p_3 & -p_3 p_1 p_3^{-1} \end{pmatrix} \]

Sub-option 2: \( B = \begin{pmatrix} 0 & 0 \\ b_3 & 0 \end{pmatrix} \)

\[ P = \begin{pmatrix} 0 & 0 \\ p_3 & 0 \end{pmatrix} \]  

(4.2.12)

Sub-option 3: \( B = \begin{pmatrix} b_1 & -b_1^2 b_3^{-1} \\ b_3 & -b_3 b_1 b_3^{-1} \end{pmatrix} \)

\[ P = 0 \]

Option 2. Letting \( p_3 \neq 0 \) and \( b_3 = 0 \), the anti-commuting condition tells us

\[ 0 = b_2 p_3 \quad \text{and} \quad p_1 b_2 = b_2 p_3 p_1 p_3^{-1}. \]  

(4.2.13)

Using the first condition, \( b_2 = 0 \), and, with \( b_3 = 0 \), we are left with sub-option 1 above.

Option 3. Now, consider \( p_3 = 0 \) and \( b_3 \neq 0 \). Substituting the relevant forms of \( P \) and \( B \) into the anti-commuting condition, \( BP + PB = 0 \), we find

\[ 0 = p_2 b_3 \quad \text{and} \quad b_1 p_2 = p_2 b_3 b_1 b_3^{-1}. \]  

(4.2.14)

This is identical to option 2 only \( b \) and \( p \) have been swapped. Therefore, we have a similar result: \( p = 0 \) such that we have sub-option 3 above.

Option 4. The final case to consider is \( p_3 = 0 \) and \( b_3 = 0 \), where

\[ P = \begin{pmatrix} 0 & p_2 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 0 & b_2 \\ 0 & 0 \end{pmatrix}. \]  

(4.2.15)

These strictly upper-triangular matrices are equivalent to the strictly lower-triangular matrices of sub-option 2 above. Thus, again, we find no new cases to carry forward.

To simplify the rest of the calculations, we will choose to use the transformation in (4.2.11) for all generalised
Bargmann algebras and all options. Combining the case in which both B and P vanish with the non-vanishing options, we find

Case 1: \( B = 0 \) \( \Rightarrow \) \( P = 0 \)

Case 2: \( B = 0 \) \( \Rightarrow \) \( P = \begin{pmatrix} 0 & 0 \\ \varepsilon P_3 & 0 \end{pmatrix} \)

Case 3: \( B = \begin{pmatrix} 0 & 0 \\ \varepsilon B_3 & 0 \end{pmatrix} \) \( \Rightarrow \) \( P = \begin{pmatrix} 0 & 0 \\ \varepsilon P_3 & 0 \end{pmatrix} \)

Case 4: \( B = \begin{pmatrix} 0 & 0 \\ B_3 & 0 \end{pmatrix} \) \( \Rightarrow \) \( P = 0 \).

In all cases, it is a straightforward computation to show that \([B, P] = Z\) tells us that \( Z = 0 \). Therefore, we are left with only \( H \) to determine. From the results in Lemma 4.1, the conditions we have including \( B, P \) and \( H \) are

\[
[B, H] = \lambda B + \mu P \quad \text{and} \quad [P, H] = \eta B + \varepsilon P. \tag{4.2.17}
\]

**Case 1.** The vanishing of \( B \) and \( P \) in this instance, when substituted into (4.2.17), means we do not obtain any conditions on \( H \). Thus, we find a branch with matrices

\[
B = P = Z = 0 \quad \text{and} \quad H \text{ unconstrained.} \tag{4.2.18}
\]

**Case 2.** Notice that the vanishing of \( B \) means that the second condition in (4.2.17) becomes

\[
\varepsilon \begin{pmatrix} 0 & 0 \\ \varepsilon P_3 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ \varepsilon P_3 & 0 \end{pmatrix} \begin{pmatrix} h_1 & h_2 \\ h_3 & h_4 \end{pmatrix} - \begin{pmatrix} h_1 & h_2 \\ h_3 & h_4 \end{pmatrix} \begin{pmatrix} 0 & 0 \\ \varepsilon P_3 & 0 \end{pmatrix}. \tag{4.2.19}
\]

This gives us two constraints

\[
0 = h_2 p_3, \quad \text{and} \quad \varepsilon p_3 = p_3 h_1 - h_4 p_3. \tag{4.2.20}
\]

The first constraint here tells us that either \( h_2 \) or \( p_3 \) must vanish. In the latter instance, we recover the matrices from case 1. In the former instance, we can use the second constraint to write \( h_4 \) in terms of \( h_1 \) and obtain the matrices

\[
B = Z = 0 \quad P = \begin{pmatrix} 0 & 0 \\ \varepsilon p_3 & 0 \end{pmatrix} \quad H = \begin{pmatrix} h_1 & 0 \\ p_3 h_1 - h_4 p_3 & -\varepsilon \end{pmatrix}. \tag{4.2.21}
\]

The first condition in (4.2.17) does not add any new branches to those already given as, with \( B = 0 \), it reduces to \( 0 = \mu P \). Therefore, for those generalised Bargmann algebras with \( \mu \neq 0 \), it gives the branch identified in case 1, and, for those with \( \mu = 0 \), it leaves \( p_3 \) free to fix \( h_4 \) as prescribed for the branch presented in this case.

**Case 3.** Substituting the \( B \) and \( P \) associated with this case into (4.2.17), we get the following constraints

\[
0 = h_2 B_3, \quad 0 = h_2 p_3, \quad \lambda B_3 + \mu p_3 = b_3 h_1 - h_4 B_3, \quad \eta B_3 + \varepsilon p_3 = p_3 h_1 - h_4 p_3. \tag{4.2.22}
\]

The first two constraints above tell us that if \( h_2 \neq 0 \), then we again arrive at the branch with \( B = P = Z = 0 \) and \( H \) unconstrained. Letting \( h_2 = 0 \), we focus on the second two constraints. Notice, for this branch to be distinct from the other two, we require \( b_3 \neq 0 \) and \( p_3 \neq 0 \). These assumptions allow us to take inverses of both \( b_3 \) and \( p_3 \) in the following calculations. Multiplying the third constraint on the right by \( b_3^{-1} \), we can rearrange for \( h_4 \) and substitute this into the fourth constraint to get

\[
\eta B_3 + \varepsilon p_3 = p_3 h_1 - b_3 h_1 b_3^{-1} p_3 + \mu p_3 b_3^{-1} p_3 + \lambda p_3. \tag{4.2.23}
\]

Multiplying this expression by \( b_3^{-1} \) on the left and rearranging, we find

\[
[u, h_1] = -\mu u^2 + (\varepsilon - \lambda) u + \eta \tag{4.2.24}
\]

where \( u = b_3^{-1} p_3 \). Alternatively, we could have chosen to multiply the fourth condition on the right by \( p_3^{-1} \) to get our expression for \( h_4 \) and substituted this into the third constraint. Multiplying this on the left by \( p_3^{-1} \) produces the similar condition

\[
[v, h_1] = \eta v^2 + (\lambda - \varepsilon) v + \mu \tag{4.2.25}
\]

where \( v = p_3^{-1} b_3 \). Depending on the generalised Bargmann algebra in question, one of these will prove more useful than the other. We will leave these constraints in this form to be analysed separately for each generalised Bargmann algebra.
4.2.17

\[ 0 = \mathfrak{h}_2 \mathfrak{b}_3 \quad \text{and} \quad \lambda \mathfrak{b}_3 = \mathfrak{b}_3 \mathfrak{h}_1 - \mathfrak{h}_4 \mathfrak{b}_3. \quad (4.2.26) \]

From the first expression above, if \( \mathfrak{b}_2 \neq 0 \), we recover the branch presented in case 1. However, setting \( \mathfrak{b}_2 = 0 \), \( \mathfrak{b}_3 \) is general, and we can use the second constraint to write \( \mathfrak{h}_4 \) in terms of \( \mathfrak{h}_1 \) and \( \mathfrak{b}_3 \):

\[ P = Z = 0 \quad B = \begin{pmatrix} 0 & 0 \\ \mathfrak{b}_3 & 0 \end{pmatrix} \quad H = \begin{pmatrix} \mathfrak{h}_1 & 0 \\ \mathfrak{h}_3 & \mathfrak{b}_3 \mathfrak{h}_1 \mathfrak{b}_3^{-1} - \lambda \end{pmatrix}. \quad (4.2.27) \]

The second constraint in (4.2.17) does not produce any new branches for \( B, P, \) and \( H \). Substituting in \( P = 0 \), it becomes \( 0 = \eta \mathfrak{b} \). Therefore, if \( \eta \neq 0 \), \( B \) must vanish leaving the branch from case 1; and, if \( \eta = 0 \), \( \mathfrak{b}_3 \) is left free so we can write \( \mathfrak{b}_4 \) as prescribed for the branch presented here.

In summary, we have the following three branches for all generalised Bargmann algebras

1. \( B = P = Z = 0 \) and \( H \) unconstrained
2. \( B = Z = 0 \) \( P = \begin{pmatrix} 0 & 0 \\ \mathfrak{b}_3 & 0 \end{pmatrix} \) \( H = \begin{pmatrix} \mathfrak{h}_1 & 0 \\ \mathfrak{h}_3 & \mathfrak{b}_3 \mathfrak{h}_1 \mathfrak{b}_3^{-1} - \epsilon \end{pmatrix} \)
3. \( P = Z = 0 \) \( B = \begin{pmatrix} 0 & 0 \\ \mathfrak{b}_3 & 0 \end{pmatrix} \) \( H = \begin{pmatrix} \mathfrak{h}_1 & 0 \\ \mathfrak{h}_3 & \mathfrak{b}_3 \mathfrak{h}_1 \mathfrak{b}_3^{-1} - \lambda \end{pmatrix} \)

There is also a possible fourth branch depending on the generalised Bargmann algebra:

\[ Z = 0 \quad H = \begin{pmatrix} \mathfrak{h}_1 & 0 \\ \mathfrak{b}_3 & \mathfrak{h}_4 \end{pmatrix} \quad B = \begin{pmatrix} 0 & 0 \\ \mathfrak{b}_3 & 0 \end{pmatrix} \quad P = \begin{pmatrix} 0 & 0 \\ \mathfrak{b}_3 & 0 \end{pmatrix}, \quad (4.2.28) \]

subject to

\[ [u, \mathfrak{h}_1] = -\mu u^2 + (\epsilon - \lambda)u + \eta \quad \text{and} \quad [v, \mathfrak{h}_1] = \eta v^2 + (\lambda - \epsilon)v + \mu \quad (4.2.29) \]

where \( u = \mathfrak{b}_3^{-1} \mathfrak{b}_3 \) and \( v = \mathfrak{b}_3^{-1} \mathfrak{b}_3 \).

4.3. \textbf{Classification.} In this section, we complete the story started in section 4.2. Each branch we identified in section 4.2 encodes the possible \([\mathfrak{s}_i, \mathfrak{s}_j]\) brackets for a generalised Bargmann superalgebra \( \mathfrak{s} \). Here, we take each branch in turn and find corresponding \([\mathfrak{Q}, \mathfrak{Q}]\) brackets. Since our interests are in supersymmetry, we will always impose the condition that \( [\mathfrak{Q}, \mathfrak{Q}] \neq 0 \); therefore, we are only interested in branches for which at least one of the \( N_i \) matrices does not vanish. Note, the imposition of this condition means that the various branches identified here belong to the sub-variety \( \mathcal{Y} \) of the real algebraic variety cut out by the super-Jacobi identities \( \mathcal{J} \subset \mathcal{Y} \).

We will begin our investigation into each branch by stating the associated matrices, \( B, P, H, Z \in \text{Mat}_2(\mathfrak{h}) \). These matrices are then substituted into the conditions from Lemmas 4.2 and 4.3, which use the Lie brackets of the universal generalised Bargmann algebra. This process produces a system of equations containing \( B, P, H, Z \) encoding the \([\mathfrak{s}_i, \mathfrak{s}_j]\) components of the bracket, the matrices \( N_i \) for \( i \in \{0, 1, \ldots, 4\} \) encoding the \([\mathfrak{s}_1, \mathfrak{s}_j]\) components of the bracket, and the four parameters of the universal generalised Bargmann algebra, \( \lambda, \mu, \eta, \epsilon \in \mathbb{R} \). Any conditions which do not contain one of the parameters \( \lambda, \mu, \eta, \epsilon \) are analysed and possible dependencies among the \( N_i \) matrices are found. Once these dependencies have been established, we start setting parameters to consider the various generalised Bargmann algebras. In branches 1 and 2, we will see that multiple generalised Bargmann algebras produce the same set of conditions. In these instances, we will highlight the relevant algebras but only analyse the system once to avoid repetition.

In branches 2, 3 and 4, we find that the vanishing of certain matrices \( N_i \) imposes the vanishing of other \( N_i \). Thus, we end up with a chain of dependences, which lead to different sub-branches. These sub-branches will be labelled such that sub-branches with a larger branch number will have more non-vanishing matrices \( N_i \). For example, sub-branch 2.2 may have non-vanishing \( N_0 \) and \( N_1 \), but sub-branch 2.3 may additionally have non-vanishing \( N_3 \). Within each sub-branch, we regularly find two options: one in which \( N_0 \) vanishes, leaving \( H \) free, and one in which \( H = 0 \) such that \( N_0 \) is unconstrained. Using sub-branch 2.2 as our example, the former instance, with \( N_0 = 0 \), will be labelled 2.2.i, and the latter instance will be labelled 2.2.ii. In branch 4, we will find some instances in which both \( N_0 \) and \( H \) can be non-vanishing. Using sub-branch 4.3 as an example, we will label these cases as 4.3.iii.

Each sub-branch is designed to have a unique set of non-vanishing matrices. However, the components within the matrices are not completely fixed by the super-Jacobi identities. Therefore, each sub-branch is given as a tuple \( \{ M, \mathcal{C}, X \} \), where \( M \) labels the underlying generalised Bargmann algebra, and \( X \) will be the branch number. This tuple consists of \( M \), the subset of matrices in \( \{ B, P, H, Z, N_0, N_1, N_2, N_3, N_4 \} \) describing the branch, and \( \mathcal{C} \), the set of constraints on the components of the matrices. After stating \( \{ M, \mathcal{C} \} \) for a given sub-branch, we proceed to a discussion on possible parameterisations of the super-extensions in the sub-branch. In particular, the
Since the second condition must hold for all \( \theta \in \mathbb{H} \), therefore, we will define its components as necessary. Throughout this section, we will use the following forms for the quaternion Hermitian matrices:

\[
N_0 = \begin{pmatrix} a & c \\ \bar{d} & b \end{pmatrix} \quad \text{and} \quad N_1 = \begin{pmatrix} c & r \\ \bar{f} & d \end{pmatrix},
\]

where \( a, b, c, d \in \mathbb{R} \), and \( e, f, g \in \mathbb{H} \). The quaternion skew-Hermitian matrices will be defined

\[
N_3 = \begin{pmatrix} e & f \\ -\bar{f} & \bar{e} \end{pmatrix} \quad \text{and} \quad N_4 = \begin{pmatrix} \eta & m \\ -\bar{m} & \bar{\eta} \end{pmatrix},
\]

where \( e, g, \eta, \bar{\eta} \in \text{Im}(\mathbb{H}) \) and \( f, m \in \mathbb{H} \). We will only briefly need to consider parts of the \( N_2 \) matrix explicitly; therefore, we will define its components as necessary.

### 4.3.1. Branch 1.

\[
B = P = Z = 0 \quad \text{and} \quad H \text{ unconstrained.}
\]

Using the remaining conditions from the \( (s_0, s_1, s_2, s_3) \) and \( (s_1, s_2, s_3) \) super-Jacobi identities, we can look to find some expressions for the matrices \( N_i \). The conditions derived from the \( [B, Q, Q] \) identity in Lemma 4.2 immediately give \( N_4 = 0 \) due to the vanishing of \( B \). Similarly, the \( [P, Q, Q] \) conditions give us \( N_3 = 0 \) due to the vanishing of \( P \). We are thus left with

\[
0 = \mu \text{Re}(\theta N_0 \bar{\theta}^\dagger) \\
0 = \eta \text{Re}(\theta N_0 \bar{\theta}^\dagger) \\
0 = \lambda \text{Re}(\theta N_0 \bar{\theta}^\dagger) + \beta + \frac{\beta}{2} |\beta| \theta \\
0 = \epsilon \text{Re}(\theta N_0 \bar{\theta}^\dagger) + \frac{\beta}{2} |\beta| \theta
\]

Since \( [\epsilon, d] \) is perpendicular to both \( e \) and \( d \) for \( e, d \in \mathbb{H} \), the final two conditions can be reduced to

\[
0 = \lambda \text{Re}(\theta N_0 \bar{\theta}^\dagger) \\
0 = \beta + \frac{\beta}{2} |\beta| \theta
\]

Substituting \( \theta = (1, 0), \beta = (0, 1), \) and \( \beta = (1, 1) \) into the \( N_2 \) conditions above, we find that

\[
N_2 = \begin{pmatrix} 0 & e \\ -e & 0 \end{pmatrix},
\]

where \( e \in \mathbb{R} \). Now substituting \( \theta = (1, \bar{\beta}) \) into the \( N_2 \) conditions, we find

\[
0 = -2e|\beta| \bar{\beta}.
\]

We can choose any \( \beta \in \text{Im}(\mathbb{H}) \); therefore, we may choose \( \beta = \bar{\beta} \). Thus we find that \( e \) must vanish, making \( N_2 = 0 \). This result reduces the conditions further:

\[
0 = \mu \text{Re}(\theta N_0 \bar{\theta}^\dagger) \\
0 = \eta \text{Re}(\theta N_0 \bar{\theta}^\dagger) \\
0 = \lambda \text{Re}(\theta N_0 \bar{\theta}^\dagger) |\beta| \\
0 = \epsilon \text{Re}(\theta N_0 \bar{\theta}^\dagger) |\beta|
\]

Focussing on the conditions common to all generalised Bargmann algebras, i.e. those conditions which do not contain \( \lambda, \mu, \eta, \) or \( \epsilon \), we have only

\[
0 = H N_i + N_i H^\dagger \quad i \in \{0, 1\} \\
0 = \text{Re}(\theta N_0 \bar{\theta}^\dagger) |\theta|
\]

Since the second condition must hold for all \( \theta \in \mathbb{H} \), we find that either

(i) \( N_0 = 0 \) and \( H \neq 0 \), or
(ii) \( N_0 \neq 0 \) and \( H = 0 \).
We can now split this analysis in two depending on the generalised Bargmann algebra of interest. First, we will discuss the algebras in which at least one of the parameters $\lambda, \mu, \eta, \varepsilon$ are non-vanishing. Subsequently, we will consider the algebras in which all of these parameters vanish. The former instance encapsulates $\mathfrak{n}_\pm$ and $\mathfrak{g}$, and the latter encapsulates $\hat{a}$.

$\mathfrak{n}_\pm$ and $\mathfrak{g}$.

All of these algebras have non-vanishing values for at least one of the parameters $\lambda, \mu, \eta, \varepsilon$. Therefore, all have the conditions for branch 1 reduce to

\begin{align}
0 &= \mathbf{HN}_i + \mathbf{N}_i \mathbf{H}^\dagger \quad i \in \{0, 1\} \\
0 &= \text{Re}(\theta \mathbf{N}_0 \mathbf{N}_0^\dagger) \\
0 &= \text{Re}(\theta \mathbf{N}_0 \mathbf{N}_0^\dagger)\theta \mathbf{H}.
\end{align}

(4.3.11)

Substituting $\theta = (1, 0)$, $\theta = (0, 1)$, and $\theta = (1, 1)$ into the second condition above, we find that

\[ \mathbf{N}_0 = \begin{pmatrix} 0 & \text{Im}(\mathbf{q}) \\ -\text{Im}(\mathbf{q}) & 0 \end{pmatrix}. \]

(4.3.12)

Now substitute $\theta = (1, i)$ into this condition using the convention that $\mathbf{q} = \mathbf{q}_1 \mathbf{i} + \mathbf{q}_2 \mathbf{j} + \mathbf{q}_3 \mathbf{k}$ to find

\[ 0 = \text{Re}(\theta \mathbf{q}_1) = \mathbf{q}_1. \]

(4.3.13)

Using $\theta = (1, j)$ and $\theta = (1, k)$, we get analogous expressions for $\mathbf{q}_2$ and $\mathbf{q}_3$, so $\mathbf{q} = 0$. Therefore, $\mathbf{N}_0 = 0$, and we cannot produce a super-extension in sub-branch 1.ii for these generalised Bargmann algebras.

The only remaining matrices are $\mathbf{H}$ and $\mathbf{N}_1$, such that

\[ 0 = \mathbf{HN}_1 + \mathbf{N}_1 \mathbf{H}^\dagger, \]

(4.3.14)

with no constraints on $\mathbf{H}$ and $\mathbf{N}_1 = \mathbf{N}_1^\dagger$. So far, we have not used any basis transformations for this branch; therefore, we can choose $\mathbf{N}_1$ to be the canonical quaternion Hermitian form, 1. The above condition then states that $\mathbf{H}^\dagger = -\mathbf{H}$. Thus, this branch produces one non-empty sub-branch for $\mathfrak{n}_\pm$ and $\mathfrak{g}$, with the set of non-vanishing matrices given by

\[ \mathcal{M}_{\mathfrak{n}_\pm} = \{ \mathbf{H} = \begin{pmatrix} \mathbf{b}_1 & \mathbf{b}_2 \\ -\mathbf{b}_2 & \mathbf{b}_3 \end{pmatrix}, \quad \mathbf{N}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \}. \]

(4.3.15)

Although already explicit in the forms of $\mathbf{H}$ and $\mathbf{N}_1$, we note that the set of constraints for this sub-branch is

\[ \mathcal{C}_{\mathfrak{n}_\pm} = \{ \mathbf{H}^\dagger = -\mathbf{H}, \quad \mathbf{N}_1 = \mathbf{N}_1^\dagger \}. \]

(4.3.16)

Our only comment on $\mathbf{H}$ going into the analysis of this branch was that it was unconstrained; therefore, we may choose to have $\mathbf{H} = 0$. Thus there is certainly a super-extension in this sub-branch, one with only $\mathbf{N}_1 = \mathbb{I}$ non-vanishing. However, wanting to introduce some more parameters, we may let $\mathbf{b}_1$, $\mathbf{b}_2$ and $\mathbf{b}_3$ be non-vanishing. These quaternions can be fixed using the group of basis transformations $\mathbf{G} \subset \text{GL}(\mathfrak{g}_3) \times \text{GL}(\mathfrak{g}_1)$ by noticing that $\mathbf{H}^\dagger = -\mathbf{H}$ tells us that $\mathbf{H} \in \text{sp}(2)$. Therefore, the residual $\text{Sp}(2) \subset \text{GL}(\mathfrak{g}_1)$ which fixes $\mathbf{N}_1 = \mathbb{I}$ acts on $\mathbf{H}$ via the adjoint action of $\text{Sp}(2)$ on its Lie algebra. Thus, we can make $\mathbf{H}$ diagonal and choose the two imaginary quaternions parameterising it, arriving at

\[ \mathbf{H} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{and} \quad \mathbf{N}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]

(4.3.17)

\[ \hat{a}. \]

Since $\hat{a}$ has $\lambda = \mu = \eta = \varepsilon = 0$, the conditions in (4.3.9) become

\begin{align}
0 &= \mathbf{HN}_i + \mathbf{N}_i \mathbf{H}^\dagger \quad i \in \{0, 1\} \\
0 &= \text{Re}(\theta \mathbf{N}_0 \mathbf{N}_0^\dagger)\theta \mathbf{H}.
\end{align}

(4.3.18)

Unlike the $\mathfrak{n}_{\pm}$ and $\mathfrak{g}$ case, these conditions do not instantly set $\mathbf{N}_0 = 0$; therefore, we may have super-extensions with either (i) $\mathbf{N}_0 = 0$ and $\mathbf{H} \neq 0$, or (ii) $\mathbf{N}_0 \neq 0$ and $\mathbf{H} = 0$. First, setting $\mathbf{H} \neq 0$, we know this imposes $\mathbf{N}_0 = 0$, and, as in the $\mathfrak{n}_{\pm}$ and $\mathfrak{g}$ case, we may use the basis transformations to set $\mathbf{N}_1 = \mathbb{I}$, such that $\mathbf{H}^\dagger = -\mathbf{H}$. Therefore, one of the possible super-extensions for $\hat{a}$ has non-vanishing matrices

\[ \mathcal{M}_{\hat{a}, 1, i} = \{ \mathbf{H} = \begin{pmatrix} \mathbf{b}_1 & \mathbf{b}_2 \\ -\mathbf{b}_2 & \mathbf{b}_3 \end{pmatrix}, \quad \mathbf{N}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \}. \]

(4.3.19)

As before, the set of conditions for this super-extension is

\[ \mathcal{C}_{\hat{a}, 1, i} = \{ \mathbf{H}^\dagger = -\mathbf{H}, \quad \mathbf{N}_1^\dagger = \mathbf{N}_1 \}. \]

(4.3.20)
and we can use $G$ to fix the quaternions in $\mathfrak{h}$. Alternatively, setting $N_0 \neq 0$, we need $H = 0$. Thus the second possible super-extension in this branch has

$$M_{a,1,ii} = \{N_0 = \begin{pmatrix} a & b \\ \bar{a} & \bar{b} \end{pmatrix}, \quad N_1 = \begin{pmatrix} c & r \\ \bar{r} & d \end{pmatrix}\} \text{ and } \bar{e}_{a,1,ii} = \{N_0^0 = N_0, \quad N_1^0 = N_1\}. \quad (4.3.21)$$

Since the primary constraint on these matrices is that both be non-vanishing, we can choose to have $b, a, c$ and $r$ vanish. Using the scaling symmetry of the $s_0$ basis elements present in $G \subset GL(s_0) \times GL(s_1)$, we can write down the super-extension

$$N_0 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}. \quad (4.3.22)$$

Therefore, this sub-branch is not empty. Additionally, we may choose to keep all the parameters in the matrices of $M_{a,1,ii}$ and use the basis transformations to fix them. In particular, we can let $N_0 = 1$. This choice leaves us with a residual $Sp(2)$ action with which to fix the parameters of $N_1$, which may give us $N_1 = 1$.

### 4.3.2. Branch 2.

$$B = Z = 0 \quad P = \begin{pmatrix} 0 & 0 \\ \bar{p}_3 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} p_1 & 0 \\ \bar{p}_3 & \bar{p}_3 \bar{p}_1 \bar{p}_3^{-1} - \epsilon \end{pmatrix}. \quad (4.3.23)$$

As above, it is useful to exploit the vanishing matrices of the branch to simplify the conditions from Lemmas 4.2 and 4.3. In particular, the $[B, Q, Q]$ super-Jacobi identity tells us $N_4 = 0$ due to the vanishing of $B$. The rest of the $[B, Q, Q]$ conditions tells us that

$$0 = \lambda \text{Re}(\theta N_0 \theta^\dagger) + \frac{1}{2} [\beta, \theta N_2 \theta^\dagger]$$

$$0 = \mu \text{Re}(\theta N_0 \theta^\dagger) \beta. \quad (4.3.24)$$

The $[P, Q, Q]$ conditions become

$$0 = PN_0 - N_0 P^\dagger$$

$$-N_3 = PN_1 - N_1 P^\dagger$$

$$0 = \pi \text{Re}(\theta N_0 \theta^\dagger) + \theta N_3 (\pi \theta P)^\dagger$$

$$\eta \text{Re}(\theta N_0 \theta^\dagger) \pi = \pi \text{Re}(\theta N_3 \theta^\dagger) + \theta N_3 (\pi \theta P)^\dagger$$

$$0 = \epsilon \text{Re}(\theta N_0 \theta^\dagger) \pi + \frac{1}{2} [\pi, \theta N_2 \theta^\dagger]. \quad (4.3.25)$$

Since the conditions from the $[Z, Q, Q]$ identity are all satisfied due to $Z = 0$, the final conditions are

$$0 = H N_i + N_i H^\dagger \quad \text{where } \quad i \in \{0, 1, 2\}$$

$$\lambda N_3 = H N_3 + N_3 H^\dagger$$

$$0 = \mu N_3, \quad (4.3.26)$$

from $[H, Q, Q]$. The result from Lemma 4.3 then gives us

$$\text{Re}(\theta N_0 \theta^\dagger) \theta H = \frac{1}{2} \theta N_2 \theta^\dagger \theta. \quad (4.3.27)$$

As in branch 1, the conditions

$$0 = \lambda \text{Re}(\theta N_0 \theta^\dagger) + \frac{1}{2}[\beta, \theta N_2 \theta^\dagger] \quad \text{and} \quad 0 = \epsilon \text{Re}(\theta N_0 \theta^\dagger) \pi + \frac{1}{2} [\pi, \theta N_2 \theta^\dagger], \quad (4.3.28)$$

tell us that $N_2 = 0$. Therefore, the conditions reduce further to

$$0 = \mu N_3$$

$$0 = H N_i + N_i H^\dagger \quad \text{where } \quad i \in \{0, 1\}$$

$$0 = PN_0 - N_0 P^\dagger$$

$$\lambda N_3 = H N_3 + N_3 H^\dagger$$

$$0 = \lambda \text{Re}(\theta N_0 \theta^\dagger) \beta$$

$$-N_3 = PN_1 - N_1 P^\dagger$$

$$\forall \beta, \pi \in \text{Im}(H), \forall \theta \in H^2. \quad (4.3.29)$$

$$0 = \mu \text{Re}(\theta N_0 \theta^\dagger) \beta$$

$$\eta \text{Re}(\theta N_0 \theta^\dagger) \pi = \pi \text{Re}(\theta N_3 \theta^\dagger) + \theta N_3 (\pi \theta P)^\dagger$$

$$0 = \epsilon \text{Re}(\theta N_0 \theta^\dagger) \pi$$

$$0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H$$

We can now use the following two conditions common to all generalised Bargmann algebras to highlight the possible sub-branches:

$$-N_3 = PN_1 - N_1 P^\dagger \quad \text{and} \quad 0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H. \quad (4.3.30)$$

Substituting the $N_3$ from (4.3.2) and the $N_3$ from (4.3.3) into the first condition here, we can write

$$N_3 = \begin{pmatrix} 0 & c p_3 \\ -c \bar{p}_3 & \bar{r} p_3^\dagger - r \bar{p}_3 \end{pmatrix}. \quad (4.3.31)$$
This result tells us that \( N_3 \) is dependent on \( N_1 \); if \( N_1 = 0 \) then \( N_3 = 0 \). Therefore, we may organise our investigation into the possible super-extensions by considering each of the following sub-branches in turn

1. \( N_1 = 0 \) and \( N_3 = 0 \),
2. \( N_1 \neq 0 \) and \( N_3 = 0 \),
3. \( N_1 \neq 0 \) and \( N_3 \neq 0 \).

Next, consider the condition from the \([Q, Q, Q] \) identity:

\[ 0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H. \]  

(4.3.32)

Notice, this is identical to the condition from the \([Q, Q, Q] \) identity we found in branch 1. Therefore, as before, we have two cases to consider in each sub-branch:

1. \( N_0 = 0 \) and \( H \neq 0 \), and
2. \( N_0 \neq 0 \) and \( H = 0 \).

We will now consider each generalised Bargmann algebra in turn to determine whether they have super-extensions associated to these sub-branches.

\( \hat{a} \).

In addition to the conditions already discussed in producing the possible sub-branches,

\[ -N_3 = \pi N_1 - N_1 \pi^\dagger \quad \text{and} \quad 0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H, \]

(4.3.33)

substituting \( \lambda = \mu = \eta = \varepsilon = 0 \) into (4.3.29) leaves us with

\[ 0 = HN_i + N_i H^\dagger \quad \text{where} \quad i \in \{0, 1, 3\} \]

\[ 0 = PN_0 - N_0 \pi^\dagger \]

\[ 0 = \pi \theta \pi N_3 \theta^\dagger + \theta N_3 (\pi \theta \pi)^\dagger. \]

(4.3.34)

None of these conditions force the vanishing of any more \( N_i \); therefore, \textit{a priori} we may find super-extensions in each of the sub-branches. The only restriction to the matrices so far has been the re-writing of \( N_3 \):

\[ N_3 = \begin{pmatrix} 0 & c\bar{p}_3 \\ -c\bar{p}_3 & \bar{r}p_3 - \bar{p}_3 x \end{pmatrix}. \]

(4.3.35)

**Sub-branch 2.1.** Setting \( N_1 = N_3 = 0 \), we are left with only \( N_0 \), subject to

\[ 0 = HN_0 + N_0 H^\dagger \quad \text{and} \quad 0 = PN_0 - N_0 \pi^\dagger. \]

(4.3.36)

We know that we may have two possible cases for this sub-branch: either (i) \( N_0 = 0 \) and \( H \neq 0 \), or (ii) \( N_0 \neq 0 \) and \( H = 0 \). Since we need \( N_0 \neq 0 \) for a supersymmetric extension, we must have the latter case. This leaves only the second condition above with which to restrict the form of \( N_0 \). Since \( p_3 \neq 0 \), this tells us

\[ 0 = a \quad \text{and} \quad 0 = p_3 q - \bar{a} \bar{p}_3. \]

(4.3.37)

Thus the sub-branch is given by

\[ M_{a,2.1.ii} = \{ p = \begin{pmatrix} 0 \\ p_3 \\ 0 \\ 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 \\ q \end{pmatrix} \} \quad \text{and} \quad E_{a,2.1.ii} = \{ 0 = p_3 q - \bar{a} \bar{p}_3 \}. \]

(4.3.38)

This sub-branch is parameterised by two collinear quaternions \( p_3 \) and \( q \), and a single real scalar \( b \), such that it defines an 8-dimensional space in the sub-variety \( \mathbb{S} \). Notice that we can choose either \( q = 0 \) or \( b = 0 \) and this sub-branch remains supersymmetric. Choosing the former case, we can use the endomorphisms of \( s_1 \) to set \( p_3 = \mathbb{I} \) and the scaling symmetry of \( H \) to produce

\[ P = \begin{pmatrix} 0 & 0 \\ \mathbb{I} & 0 \end{pmatrix} \quad \text{and} \quad N_0 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]

(4.3.39)

In the latter case, we can still choose \( p_3 = \mathbb{I} \), and the condition in \( E_{a,2.1.ii} \) will impose that \( q \) must also lie along \( \mathbb{I} \). Again using the scaling symmetry of \( H \) in \( G \subset \text{GL}(s_1) \times \text{GL}(s_1) \), we arrive at

\[ P = \begin{pmatrix} 0 & 0 \\ \mathbb{I} & 0 \end{pmatrix} \quad \text{and} \quad N_0 = \begin{pmatrix} 0 & \mathbb{I} \\ -\mathbb{I} & 0 \end{pmatrix}. \]

(4.3.40)

These two examples turn out to be the only super-extensions in this sub-branch. Keeping both \( b \) and \( q \) at the outset, we can use the endomorphisms of \( s_1 \) to set \( b = 0 \) while imposing that \( p_3 \) and \( q \) lie along \( \mathbb{I} \). Thus, in this case, we could always retrieve the second example above.
Sub-branch 2.2. Setting $N_1 \not= 0$ but keeping $N_3 = 0$, the conditions in (4.3.33) and (4.3.34) become

$$0 = PN_1 - N_1P^\dagger \quad \text{where} \quad i \in \{0, 1\}. \quad (4.3.31)$$

Importantly, we can now have super-extensions in either of the two cases: (i) $N_0 = 0$ and $H \not= 0$, or (ii) $N_0 \not= 0$ and $H = 0$. In the former case, in which $N_0 = 0$, (4.3.33) and (4.3.34) become

$$0 = PN_1 - N_1P^\dagger \quad \text{and} \quad 0 = HN_1 + N_1H^\dagger. \quad (4.3.32)$$

The first of these conditions tells us that

$$N_1 = \begin{pmatrix} 0 & r \\ \overline{r} & d \end{pmatrix}, \quad (4.3.33)$$

such that $0 = p_3r - \overline{r}\overline{p}_3$. Substituting this $N_1$ into the latter condition, we find

$$0 = b_1r + r[p_3b_1p_3^{-1}] \quad \text{and} \quad 0 = \text{Re}(h_3r) + d \text{Re}(h_1). \quad (4.3.34)$$

Assuming $r \not= 0$ and $b_1 \not= 0$, take the real part of the first constraint to get $\text{Re}(b_1) = 0$. Alternatively, with $r = 0$, $d \not= 0$ for $N_1 \not= 0$; therefore, the second constraint would also impose $\text{Re}(h_1) = 0$. This result allows us to simply the constraints to

$$0 = \text{Re}(b_1) \quad 0 = [b_1, r p_3] \quad 0 = \text{Re}(h_3r). \quad (4.3.35)$$

In fact, the second constraint above is satisfied by

$$0 = p_3r - \overline{r}\overline{p}_3, \quad (4.3.36)$$

so the set of constraints on this sub-branch becomes

$$\mathcal{G}_{a, 2.2.1} = \{0 = \text{Re}(b_1), \quad 0 = \text{Re}(h_3r), \quad 0 = p_3r - \overline{r}\overline{p}_3\}. \quad (4.3.37)$$

Subject to these constraints, we have the following non-vanishing matrices

$$M_{a, 2.2.1} = \left\{P = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} b_1 & 0 \\ p_3 & p_3b_1p_3^{-1} \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ \overline{r} & d \end{pmatrix} \right\}. \quad (4.3.38)$$

This sub-branch consists of two collinear quaternions $p_3$ and $r$, one quaternion $b_1$ that is perpendicular to these two in $\text{Im}(H)$, and one imaginary quaternion $h_1$. In addition, there is a single real scalar, $d$. Notice that if $H$ vanishes, we produce a system that is equivalent to the one found in sub-branch 2.1.ii; therefore, this sub-branch is certainly non-empty. However to investigate the role of $H$, we will require at least one of its components to be non-vanishing. To simplify $H$ as far as possible, let $b_1 = 0$. Now we can choose either $r$ or $d$ to vanish while maintaining supersymmetry. Letting $r \not= 0$, we can use the endomorphisms of $s_{ij}$ on $p_3$ and $b_3$, and employ the scaling of $Z$ on $N_1$ to arrive at

$$P = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 0 & 0 \\ 0 & -\delta \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ \overline{r} & d \end{pmatrix}. \quad (4.3.39)$$

Thus, there exist super-extensions in this sub-branch for which $H \not= 0$. Wanting to be more be a little more general, we can choose for only $b_3$ to vanish. Then, using the endomorphisms in $\text{GL}(s_{ij})$, we can set $r = \delta d$ such that $p_3$ also lies along $\delta$. Utilising the scaling symmetry of $P$ and $Z$ in $\text{GL}(s_{ij})$, we can remove the constants from the matrices $P$ and $N_1$ to get

$$P = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad N_1 = \begin{pmatrix} 0 & \delta \\ -\delta & 1 \end{pmatrix}. \quad (4.3.40)$$

Employing the residual endomorphisms of $s_{ij}$, we can now choose $b_1$ to lie along $I$. This change allows us to use the scaling symmetry of $H$ in $\text{GL}(s_{ij})$ such that $H$ becomes

$$H = \begin{pmatrix} \delta & 0 \\ 0 & \delta \end{pmatrix}. \quad (4.3.41)$$

Now, returning to the latter case, in which $H$ vanishes, we have only

$$0 = PN_1 - N_1P^\dagger \quad \text{where} \quad i \in \{0, 1\}, \quad (4.3.42)$$

which tells us that

$$N_0 = \begin{pmatrix} 0 & q \\ \bar{q} & b \end{pmatrix} \quad \text{and} \quad N_1 = \begin{pmatrix} 0 & r \\ \overline{r} & d \end{pmatrix}, \quad (4.3.43)$$

where

$$0 = p_3q - \bar{q}\overline{p}_3 \quad \text{and} \quad 0 = p_3r - \overline{r}\overline{p}_3. \quad (4.3.44)$$

Therefore, the set of non-vanishing matrices is given by

$$M_{a, 2.2.ii} = \left\{P = \begin{pmatrix} 0 & 0 \\ q & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & q \\ \bar{q} & b \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ \overline{r} & d \end{pmatrix} \right\}. \quad (4.3.45)$$
subject to
\[ \mathcal{C}_{a,2.2,i} = \{0 = p_3 q - q p_3 \quad \text{and} \quad 0 = p_3 r - r p_3\}. \] (4.3.56)

Notice that the matrices \( N_0 \) and \( N_1 \) and the constraints on their components take the same form as the matrix \( N_0 \) and its constraints in sub-branch 2.1.ii. However, this sub-branch is distinct. Notice that, using the endomorphisms of \( s_1 \) and the conditions in \( \mathcal{C}_{a,2.2,i} \), we can make all the quaternions parameterising this sub-branch of \( \mathcal{S} \) lie along \( \hat{i} \). The scaling symmetry of \( P \) may then be employed to set \( p_3 = \hat{i} \), leaving only \( b \) and \( d \) unfixed. The last of the endomorphisms of \( s_1 \) may set one of these parameters to zero, but not both; therefore, we cannot have \( N_0 = N_1 \), which would be a necessary condition for this sub-branch to be equivalent to \( \{ M_{a,2.1,ii}, \mathcal{C}_{a,2.1,ii} \} \). However, we can fix all the parameters of this sub-branch. Had we chosen \( q = b \hat{i} \) with the initial \( s_1 \) endomorphism and set \( d = 0 \), we could scale \( H \) and \( Z \) to find
\[ P = \begin{pmatrix} 0 & 0 \\ \hat{i} & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & \hat{i} \\ -\hat{i} & 1 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & \hat{i} \\ -\hat{i} & 0 \end{pmatrix}. \] (4.3.57)

Thus, this sub-branch is non-empty and we can fix all parameters in each super-extension it contains.

**Sub-branch 2.3.** Finally, with \( N_1 \neq 0 \) and \( N_3 \neq 0 \), we can substitute \( \theta = (0, 1) \) into
\[ 0 = \pi \theta P N_3 \theta^\dagger + \theta N_3 (\pi \theta P) \dagger \] (4.3.58)
to find \( c = 0 \). Therefore, \( N_1 \) and \( N_3 \) are reduced to
\[ N_1 = \begin{pmatrix} 0 & \frac{r}{d} \\ \frac{r}{d} & d \end{pmatrix} \quad \text{and} \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & \mp p_3 - p_3 \frac{r}{d} \end{pmatrix}. \] (4.3.59)

Recall, the condition
\[ 0 = \text{Re} (\theta N_0 \theta^\dagger) \theta H \] (4.3.60)
tells us that either (i) \( N_0 = 0 \) and \( H \neq 0 \), or (ii) \( N_0 \neq 0 \) and \( H = 0 \). Letting \( N_0 = 0 \), the final conditions for this sub-branch are
\[ 0 = H N_i + N_i H^\dagger \quad \text{where} \quad i \in \{1, 3\}. \] (4.3.61)

From the discussion in sub-branch 2.2.i, we know that the \( N_1 \) case produces the constraints
\[ 0 = \text{Re} (q_1), \quad 0 = [h_1, r p_3], \quad \text{and} \quad 0 = \text{Re} (h_3 r). \] (4.3.62)

Interestingly, the \( N_3 \) condition adds no new constraints to this set; therefore, we have
\[ \mathcal{C}_{a,2.3,i} = \{0 = \text{Re} (q_1), \quad 0 = [h_1, r p_3], \quad 0 = \text{Re} (h_3 r)\}. \] (4.3.63)

The corresponding matrices for this sub-branch are given by
\[ M_{a,2.3,i} = \{ P = \begin{pmatrix} 0 & 0 \\ p_3 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & 0 \\ h_3 & p_3 h_1 p_3^{-1} \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & \frac{r}{d} \\ \frac{r}{d} & d \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & \mp p_3 - p_3 \frac{r}{d} \end{pmatrix} \}. \] (4.3.64)

To establish the existence of super-extensions in this sub-branch, begin by setting \( H = 0 \) and \( d = 0 \). The endomorphisms of \( s_1 \) may be used to set \( p_3 \) to lie along \( \hat{i} \) and scale \( r \) such that \( r \in \text{Sp}(1) \). We can then utilise the automorphisms of \( \hat{i} \) and the scaling symmetry of \( P \) and \( B \) in \( \text{GL}(s_0) \) to set \( r \) and fix the parameters in \( P \) and \( N_3 \). This leaves us with a super-extension whose matrices are written
\[ P = \begin{pmatrix} 0 & 0 \\ \hat{i} & 0 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 1 + j \\ 1 - j & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & k \end{pmatrix}. \] (4.3.65)

Using this parameterisation, we can also introduce \( h_1 \). Substituting \( p_3 = \hat{i} \) and \( r = 1 + j \) into the constraints of \( \mathcal{C}_{a,2.3,ii} \), we find
\[ P = \begin{pmatrix} 0 & 0 \\ \hat{i} & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 - k & 0 \\ 0 & 1 + k \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 1 + j \\ 1 - j & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & k \end{pmatrix}. \] (4.3.66)

Looking to include \( h_3 \) or \( d \) leads to the introduction of parameters that cannot be fixed using the basis transformations \( G \subset \text{GL}(s_0) \times \text{GL}(s_1) \) and the constraints.

In the latter case, for which \( N_0 \neq 0 \), the only remaining condition is
\[ 0 = P N_0 - N_0 P^\dagger, \] (4.3.67)
which we know from the previous sub-branches, tells us that \( p_3 \) and \( q \) are collinear, and that \( a = 0 \). Therefore, the non-vanishing matrices for this sub-branch are
\[ M_{a,2.3,ii} = \{ P = \begin{pmatrix} 0 & 0 \\ p_3 & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 \quad q \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & \frac{r}{d} \\ \frac{r}{d} & d \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & \mp p_3 - p_3 \frac{r}{d} \end{pmatrix} \}. \] (4.3.68)

and the constraints are given by
\[ \mathcal{C}_{a,2.3,ii} = \{0 = p_3 q - q p_3\}. \] (4.3.69)
This sub-branch of $\mathcal{S}$ has 13 real parameters, being parameterised by two collinear quaternions $p_3$ and $r$, an additional quaternion $r$ and two real scalars, $b$ and $d$. Letting $d = 0$ and $q = 0$, we can use the same transformations as in sub-branch 2.3.i to fix

$$P = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 1 + i \\ 1 - i & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & \bar{k} \end{pmatrix}.$$  \hspace{1cm} (4.3.70)

Subsequently employing the scaling symmetry of $H$ in $GL(s_\mathbb{H})$, we can fix $b$ such that

$$N_0 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (4.3.71)

Therefore, there are certainly super-extensions in this sub-branch. We can introduce either $q$ or $d$ while continuing to fix all the parameters of the super-extension; however, attempting to include both leads to the inclusion of a parameter that we cannot fix with the constraints of $\mathcal{C}_{a,.2.3.i}$ and basis transformations in $G$.

### n-

Setting $\mu = \eta = 0$, $\lambda = 1$ and $\epsilon = -1$, the conditions reduce to

$$0 = \Re(0N_0\theta^\dagger)$$

where $i \in \{0, 1\}$

$$0 = \Re(0N_0\theta^\dagger)$$

Using this result, the first condition above tells us

$$0 = \pi \theta PN_3 \theta^\dagger + \theta N_3 (\pi \theta P)^\dagger$$

Hence, we cannot have any solutions along sub-branches satisfying case (ii) for $\mathcal{n}$. We are left with

$$0 = \Re(0N_0\theta^\dagger)$$

$$0 = \Re(0N_0\theta^\dagger)$$

Using this result, the first condition above tells us

$$0 = \Re(0N_0\theta^\dagger)$$

$$0 = \Re(0N_0\theta^\dagger)$$

Sub-branch 2.1. Since $N_1$ and $N_3$ are the only possible non-vanishing matrices encoding the $[Q, Q]$ bracket, we cannot have a super-extension in this branch.

### Sub-branch 2.2.

With $N_3 = 0$, we are left with

$$0 = \Re(0N_0\theta^\dagger)$$

$$0 = \Re(0N_0\theta^\dagger)$$

The latter condition tells us that $p_3$ and $r$ are collinear and $0 = cp_3$. Since we must have $p_3 \neq 0$ in this branch, we have $c = 0$. Using this result, the first condition above tells us

$$0 = \Re(0N_0\theta^\dagger)$$

In fact, utilising the collinearity of $p_3$ and $r$, the first of these constraints becomes

$$0 = (2 \Re(\bar{h}_1) + 1) \Re(p_3 r).$$  \hspace{1cm} (4.3.76)

Thus, we have

$$\mathcal{C}_{a,.2.2.i} = \{0 = \bar{r} p_3 - p_3 r, \quad 0 = (2 \Re(\bar{h}_1) + 1) \Re(p_3 r), \quad 0 = \Re(\bar{h}_3 r) + d(\Re(\bar{h}_1) + 1)\}.  \hspace{1cm} (4.3.77)

The non-vanishing matrices in this instance are

$$N_{a,.2.2.i} = \{P = \begin{pmatrix} 0 & 0 \\ p_3 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & 0 \\ h_3 & 0 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ d & 0 \end{pmatrix}\}.$$  \hspace{1cm} (4.3.78)

Therefore, the sub-branch in $\mathcal{S}$ for these super-extensions of $\mathcal{n}$. is parameterised by two collinear quaternions $p_3$ and $r$, two quaternions encoding the action of $H$ on $s_1$, $h_1$ and $h_3$, and one real scalar $d$. Notice, this is the first instance in which setting some parameters to zero imposes particular values for other parameters in the extension. In particular, the vanishing of $r$ imposes $\Re(\bar{h}_1) = -1$ by the third constraint in $\mathcal{C}_{a,.2.2.i}$, since $d \neq 0$ in this instance. However, if $r = 0$, the second constraint implies $2 \Re(\bar{h}_1) = -1$. In the former case, we can set $b_3$ and the imaginary part of $h_1$ to zero. Using the endomorphisms of $s_1$ to set $p_3 = i$, we can subsequently employ the scaling symmetry of $H$ and $Z$ to obtain a super-extension with matrices

$$P = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad N_1 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$  \hspace{1cm} (4.3.79)

Therefore, there exist super-extensions in this sub-branch for which $r = 0$. Letting $r \neq 0$, we may again use the endomorphisms of $s_1$ to impose that $p_3$ lies along $\bar{r}$; however, due to the first constraint in $\mathcal{C}_{a,.2.2.i}$ this
also means that \( r \) lies along \( \hat{i} \). Utilising the scaling symmetry of the \( s_9 \) basis elements, we may write down the matrices

\[
P = \begin{pmatrix} 0 & 0 \\ \hat{i} & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{and} \quad N_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

(4.3.80)

Thus, super-extensions for which \( r \neq 0 \) exist in this sub-branch. In both cases, residual \( s_1 \) endomorphisms may be used to set \( h_3 \) and the imaginary part of \( h_1 \) should we choose to include them.

**Sub-branch 2.3.** Setting \( N_3 \neq 0 \), we must now consider

\[
0 = \pi \theta P N_3 \theta^\dagger + \theta N_3 (\pi \theta P)^\dagger,
\]

(4.3.81)

which, on substituting in \( \theta = (0, 1) \), tells us that \( c = 0 \). Therefore, as in sub-branch 2.2, the first condition of (4.3.73) tells us

\[
0 = \hat{h}_1 r + r \hat{p}_3 \hat{h}_3 \hat{p}_3^{-1} + 1
\]

\[
0 = \text{Re}(\hat{h}_3 r) + d(\text{Re}(h_1) + 1).
\]

(4.3.82)

However, unlike sub-branch 2.2, \( r \) and \( \hat{p}_3 \) are not collinear since the imaginary part of \( \hat{p}_3 r \) makes up the only non-vanishing component of \( N_3 \):

\[
N_3 = \begin{pmatrix} 0 & 0 \\ 0 & \bar{r} \hat{p}_3 - \hat{p}_3 r \end{pmatrix}.
\]

(4.3.83)

Substituting this \( N_3 \) into its condition from the \([H, Q, Q]\) identity, we find

\[
(1 - 2 \text{Re}(\hat{h}_3)) \text{Im}(l) = [\text{Im}(\hat{h}_4), \text{Im}(l)],
\]

(4.3.84)

where \( \hat{h}_4 = \hat{p}_3 \hat{h}_3 \hat{p}_3^{-1} + 1 \) and \( 0 = \bar{r} \hat{p}_3 - \hat{p}_3 r \). Since \( \text{Im}(l) \) is perpendicular to \([\text{Im}(\hat{h}_4), \text{Im}(l)]\), both sides of this expression must vanish separately. Substituting \( h_4 \) and \( l \) into the above expressions, we find

\[
0 = (1 + 2 \text{Re}(\hat{h}_1)) \text{Im}(\hat{p}_3 r) \quad \text{and} \quad 0 = [\hat{h}_1, r \hat{p}_3].
\]

(4.3.85)

As stated above, \( r \) and \( \hat{p}_3 \) are not collinear; therefore, the first constraint here tells us that

\[
2 \text{Re}(\hat{h}_1) = -1.
\]

(4.3.86)

Substituting this result into the second constraint in (4.3.82), we find

\[
2 \text{Re}(\hat{h}_3 r) = -d.
\]

(4.3.87)

Putting all these results together, the constraints are

\[
\varepsilon_{\text{a..2.3.1}} = \{ 2 \text{Re}(\hat{h}_1) = -1, \quad 2 \text{Re}(\hat{h}_3 r) = -d, \quad 0 = [\hat{h}_1, r \hat{p}_3] \},
\]

(4.3.88)

for the non-vanishing matrices

\[
M_{\text{a..2.3.1}} = \{ P = \begin{pmatrix} 0 & 0 \\ \hat{i} & 0 \end{pmatrix}, \quad H = \begin{pmatrix} \hat{h}_1 & \hat{p}_3 \hat{h}_3 \hat{p}_3^{-1} + 1 \\ \hat{p}_3 \hat{h}_3 \hat{p}_3^{-1} + 1 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & \bar{r} \\ -1 & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & \bar{r} \hat{p}_3 - \hat{p}_3 r \end{pmatrix} \}.
\]

(4.3.89)

Notice, the sub-branch in \( \mathcal{F} \) describing these super-extensions of \( \hat{a}_- \) is parameterised by four quaternions \( \hat{p}_3, \hat{h}_1, \hat{h}_3 \), and \( r \), and one real scalar \( d \). Wanting to establish the existence of super-extensions in this sub-branch, we can choose to set \( h_3, d, \) and the imaginary part of \( h_1 \) to zero. Then, utilising the endomorphisms of \( s_j \), we can impose that \( \hat{p}_3 \) must lie along \( \hat{i} \) and that \( r \) must have unit norm. Subsequently employing \( \text{Aut}(\mathbb{H}) \) to fix \( r \), we can finally scale \( H, Z, P, \) and \( B \) to get the super-extension

\[
P = \begin{pmatrix} 0 & 0 \\ \hat{i} & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 1 + \bar{r} \\ 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 1 - j & 0 \end{pmatrix}.
\]

(4.3.90)

Having established that this sub-branch is not empty, we may look to introduce the components we have set to zero for this example. Notably, we may introduce the imaginary part of \( \hat{h}_1 \) while still fixing all parameters using the basis transformations \( G \subset \text{GL}(s_9) \times \text{GL}(s_1) \). However, the inclusion of either \( h_3 \) or \( d \) will introduce parameters that cannot be fixed.
\[ \hat{n}_i \text{ and } \hat{\varpi}. \]

Substituting \( \lambda = \epsilon = 0, \mu = \pm 1 \) into the conditions of (4.3.29),\(^7\) we instantly have \( N_3 = 0 \) and
\[
\begin{align*}
0 &= \bar{H}N_i + N_i H^\dagger \quad \text{where } i \in \{0, 1\} \\
0 &= \bar{P}N_i - N_i P^\dagger \quad \text{where } i \in \{0, 1\} \\
0 &= \text{Re}(\theta N_0 \theta^\dagger) \theta H \\
0 &= \pm \text{Re}(\theta N_0 \theta^\dagger) \varpi.
\end{align*}
\]

(4.3.92)

The final condition here states that \( N_0 = 0 \); therefore, \( N_1 \) is the only possible non-vanishing matrix of those encoding \( [Q, Q] \). This result tells us there will be no sub-branch 2.1 or 2.3 for these algebras and no sub-branch satisfying case \((ii)\), in which \( N_0 \neq 0 \). Therefore, the conditions reduce to
\[
0 = \bar{H}N_1 + N_1 H^\dagger \quad \text{and} \quad 0 = \bar{P}N_1 - N_1 P^\dagger.
\]

(4.3.93)

Under the assumption that \( p_3 \neq 0 \) for this branch of super-extensions, the latter condition tells us that \( \epsilon = 0 \) and that \( p_3 \) and \( \varpi \) are collinear:
\[
0 = \bar{\varpi}(\bar{r}p_3 - p_3 \varpi).
\]

(4.3.94)

Substituting these results into the first condition, we find
\[
0 = \text{Re}(\bar{h}_1), \quad 0 = [\bar{h}_1, \sigma p_3] \quad \text{and} \quad 0 = \text{Re}(\bar{h}_3 \varpi).
\]

(4.3.95)

Notice that since \( p_3 \) and \( \varpi \) are collinear, the second constraint is instantly satisfied. Thus, our constraints reduce to
\[
\hat{\theta}_{\bar{h}_3, \sigma} = [0 = \text{Re}(\bar{h}_1), \quad 0 = \text{Re}(\bar{h}_3 \varpi), \quad 0 = \bar{\varpi}(\bar{r}p_3 - p_3 \varpi)].
\]

(4.3.96)

The non-vanishing matrices in this instance are
\[
\hat{M}_{\bar{h}_3, \sigma} = \{P = \begin{pmatrix} 0 & 0 \\ \bar{p}_3 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} \bar{h}_1 & 0 \\ \bar{h}_3 & \varpi \bar{h}_1 \bar{p}_3^{-1} \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & \varpi \\ \bar{r} & 0 \end{pmatrix} \}.
\]

(4.3.97)

This sub-branch has identical \( (\hat{M}, \hat{\theta}) \) to sub-branch 2.2.1 for \( \hat{\alpha} \). Therefore, for a discussion on the existence of such super-extensions, we refer the reader to the discussion found there.

### 4.3.3. Branch 3.

\[ P = Z = 0 \quad B = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 & 0 \end{pmatrix} \quad H = \begin{pmatrix} \bar{h}_1 & 0 \\ \bar{h}_3 & \bar{b}_3 \bar{h}_1 \bar{b}_3^{-1} - \lambda \end{pmatrix}. \]

(4.3.98)

Exploiting the vanishing of \( Z \) and \( P \), we can reduce the conditions from Lemmas 4.2 and 4.3. In particular, the vanishing of \( P \), when substituted into the conditions from the \( [P, Q, Q] \) super-Jacobi identity, tells us that \( N_3 = 0 \) and
\[
0 = \eta \text{Re}(\theta N_0 \theta^\dagger) \pi \\
0 = \epsilon \text{Re}(\theta N_0 \theta^\dagger) \pi + \frac{1}{2}[\pi, \theta N_2 \theta^\dagger].
\]

(4.3.99)

The \( [B, Q, Q] \) identity then produce
\[
0 = BN_0 - N_0 B^\dagger \\
N_4 = BN_1 - N_1 B^\dagger \\
0 = \beta \theta B N_2 \theta^\dagger + \theta N_2 (\beta \theta B)^\dagger \\
0 = \lambda \text{Re}(\theta N_0 \theta^\dagger) \beta + \frac{1}{2}[\beta, \theta N_2 \theta^\dagger] \\
\mu \text{Re}(\theta N_0 \theta^\dagger) \beta = \beta \theta B N_4 \theta^\dagger + \theta N_4 (\beta \theta B). \]

(4.3.100)

The conditions from the \( [Z, Q, Q] \) identity are satisfied since \( Z = 0 \), and, lastly, the \( [H, Q, Q] \) super-Jacobi identity produces
\[
0 = \bar{H}N_i + N_i H^\dagger \quad \text{where } i \in \{0, 1, 2\} \\
0 = \eta N_4 \\
\epsilon N_4 = HN_4 + N_4 H^\dagger.
\]

(4.3.101)

From Lemma 4.3, we get
\[
\text{Re}(\theta N_0 \theta^\dagger) \theta H = \frac{1}{2} \theta N_2 \theta^\dagger \theta.
\]

(4.3.102)

\(^7\)Whether we are in the \( \hat{n}_+ \) or \( \hat{n}_- \) case makes no difference: the distinction between the two is the value of \( \eta \), which, if non-vanishing, would add the condition
\[
0 = \text{Re}(\theta N_0 \theta^\dagger) \pi.
\]

(4.3.91)

This condition sets \( N_0 = 0 \), but we already have this result from another condition. Therefore, the super-extensions are the same for both of these generalised Bargmann algebras.
As in both previous branches, the conditions
\[ 0 = \lambda \text{Re}(\theta N_0 \theta^\dagger) \beta + \frac{1}{2} [\beta, \theta N_2 \theta^\dagger] \]
\[ 0 = \varepsilon \text{Re}(\theta N_0 \theta^\dagger) \pi + \frac{1}{2} [\pi, \theta N_2 \theta^\dagger], \]
(4.3.103)
tell us \( N_2 = 0 \), such that, putting everything together, we have
\[ 0 = \eta N_4 \]
\[ 0 = H N_i + N_i H^\dagger \quad \text{where} \quad i \in \{0, 1\} \]
\[ 0 = B N_0 - N_0 B^\dagger \]
\[ 0 = \eta \text{Re}(\theta N_0 \theta^\dagger) \pi \]
\[ 0 = \lambda \text{Re}(\theta N_0 \theta^\dagger) \beta \]
\[ 0 = \varepsilon \text{Re}(\theta N_0 \theta^\dagger) \pi \]
\[ 0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H \]
(4.3.104)

We can now use some of the conditions common to all generalised Bargmann algebras to identify possible sub-branches with which we can organise our investigations. Substituting the \( N_4 \) from (4.3.2) and the \( N_i \) from (4.3.3) into the condition
\[ N_4 = B N_1 - N_1 B^\dagger, \]
(4.3.105)
we can write \( N_4 \) in terms of the parameters in \( N_1 \) and \( B \):
\[ N_4 = \begin{pmatrix} 0 & -c b_3 \\ c b_3 & -b_3 \end{pmatrix}. \]
(4.3.106)

Notice that this means \( N_4 \) is completely dependent on \( N_1 \): if \( N_1 = 0 \) then \( N_4 = 0 \). Therefore, in general, we have the following sub-branches:

1. \( N_1 = 0 \) and \( N_4 = 0 \),
2. \( N_1 \neq 0 \) and \( N_4 = 0 \),
3. \( N_1 \neq 0 \) and \( N_4 \neq 0 \).

Also, as in branches 1 and 2, the condition derived from the \([Q, Q, Q] \) identity tells us that either \( N_0 \) or \( H \) vanishes. We will consider both of these cases within each sub-branch, identifying them as

(i) \( N_0 = 0 \) and \( H \neq 0 \), and
(ii) \( N_0 \neq 0 \) and \( H = 0 \).

Setting \( \lambda = \mu = \eta = \varepsilon = 0 \), the conditions in (4.3.104) reduce to
\[ 0 = H N_i + N_i H^\dagger \quad \text{where} \quad i \in \{0, 1\} \]
\[ 0 = B N_0 - N_0 B^\dagger \]
\[ 0 = \beta \theta B N_1 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger \]
\[ 0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H \]
\[ N_4 = B N_1 - N_1 B^\dagger. \]
(4.3.107)

As in branch 2, none of these conditions force the vanishing of any more \( N_i \); therefore, super-extensions may be found in each of the sub-branches. In fact, because of the symmetry of the generators \( B \) and \( P \) in this generalised Bargmann algebra, we may use automorphisms to transform the above conditions into those in (4.3.33) and (4.3.34), which describe the super-extensions of \( \hat{a} \) in branch 2. More explicitly, substitute the transformation with matrices
\[ A = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad C = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \text{and} \quad M = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \]
(4.3.108)
and the quaternion \( u = 1 \), into (4.3.34). Putting the transformed matrices into the conditions of (4.3.107), we recover the conditions of (4.3.33) and (4.3.34). Therefore, all the super-extensions of \( \hat{a} \) in this branch are equivalent to the super-extensions of branch 2. Thus, for this particular generalised Bargmann algebra, this branch produces no new super-extensions.
Therefore, the constraints in this instance are given by
\[ 0 = \Re(\theta N_0^{\dagger} \beta) \quad \text{and} \quad 0 = -\Re(\theta N_0^{\dagger}) \pi \] (4.3.110)

The conditions
\[ 0 = \Re(\theta N_0^{\dagger} \beta) \quad \text{and} \quad 0 = -\Re(\theta N_0^{\dagger}) \pi \] (4.3.111)

Notice, this result tells us that we cannot have any sub-branches satisfying case (ii); therefore, all sub-branches \( [M, \bar{C}] \) discussed below will have a subscript ending in \( i \). Like the \( \hat{a} \) case, this generalised Bargmann algebra allows for an automorphism which transforms the conditions for this branch into the conditions for branch 2. However, in this instance, this branch will produce some distinct super-extensions. This result is a consequence of the parameters \( \epsilon \) and \( \lambda \) and their appearance in \( H \). In branch 2, the matrix \( H \) is written as
\[ H = \begin{pmatrix} \hat{h}_1 & 0 \\ \hat{h}_3 & 0 \end{pmatrix} \] (4.3.112)

and in this branch, it is written
\[ H = \begin{pmatrix} \hat{h}_1 & 0 \\ \hat{h}_3 & 0 \end{pmatrix} \] (4.3.113)

Since \( \tilde{a} \) has \( \epsilon = -1 \) and \( \lambda = 1 \), this matrix differs in these branches, if only be a sign. Thus, although the investigations into the super-extensions of \( \tilde{a} \) in this branch will be very similar to those in the previous branch, we will give a partial presentation of them here to demonstrate any consequences of this change in sign. In particular, we will omit the discussions on the existence of super-extensions and parameter fixing as these require only trivial adjustments from those found in branch 2.

**Sub-branch 3.1.** As \( N_0 = 0 \), we cannot have both \( N_1 \) and \( N_4 \) vanish; therefore, there is no super-extension in this sub-branch.

**Sub-branch 3.2.** Letting \( N_1 \neq 0 \) and \( N_4 = 0 \), we are left with only the conditions
\[ 0 = \Re(\theta N_0^{\dagger} \beta) \quad \text{and} \quad 0 = \Re(\theta N_0^{\dagger}) \pi \] (4.3.114)

The second condition above tells us that
\[ 0 = \Re(\theta N_0^{\dagger} \beta) \quad \text{and} \quad 0 = \Re(\theta N_0^{\dagger}) \pi \] (4.3.115)

As \( \mathbb{B}_3 \neq 0 \) by assumption, \( c = 0 \). Substituting this result into the first condition above, we find
\[ 0 = \Re(\theta N_0^{\dagger} \beta) \quad \text{and} \quad 0 = \Re(\theta N_0^{\dagger}) \pi \] (4.3.116)

Using the collinearity of \( \mathbb{B}_3 \) and \( r \), the first of these constraints tells us that
\[ 0 = (2 \Re(\theta_1) - 1) \Re(\mathbb{B}_3 r) \] (4.3.117)

Therefore, the constraints in this instance are given by
\[ \mathcal{E}_{\tilde{a}, 3.2.1} = \{ 0 = \mathbb{B}_3 r - \bar{r} \mathbb{B}_3, \quad 0 = (2 \Re(\theta_1) - 1) \Re(\mathbb{B}_3 r), \quad 0 = \Re(\mathbb{B}_3 r) + d(\Re(\theta_1) - 1) \} \] (4.3.118)

The non-vanishing matrices in this instance are
\[ \mathcal{M}_{\tilde{a}, 3.2.1} = \left\{ B = \begin{pmatrix} 0 & 0 \\ \bar{r} \mathbb{B}_3 & \bar{r} \mathbb{B}_3 \end{pmatrix}, \quad H = \begin{pmatrix} \hat{h}_1 & 0 \\ \hat{h}_3 & \Re(\theta_1) - 1 \end{pmatrix} \right\} \] (4.3.119)

This sub-branch of \( \mathcal{S} \) is parameterised by two collinear quaternions \( \mathbb{B}_3 \) and \( r \), two quaternions encoding the action of \( H \) on \( \mathbb{B}_3, \hat{h}_1 \) and \( \hat{h}_3 \), and one real scalar \( d \). Notice that the real component of \( \hat{h}_1 \) varies depending on whether \( r \) vanishes. Together with the super-extensions in sub-branch 2.2.1 for \( \tilde{a} \), these are the only super-extensions that demonstrate this type of dependency. If \( r = 0 \), the first two constraints of \( \mathcal{E}_{\tilde{a}, 3.2.1} \) are trivial, and the third condition tell us that \( \Re(\theta_1) = 1 \), since \( d \neq 0 \) for \( N_1 \neq 0 \). However, if \( r \neq 0 \), the second constraint
requires \(2 \text{Re}(\mathfrak{h}_1) = 1\). In this instance, the third constraint then becomes \(2 \text{Re}(\mathfrak{h}_3\mathfrak{r}) = d\). As the matrices and conditions for this sub-branch are so similar to those in 2.2.i, we refer the reader the discussion on existence of super-extensions and parameter fixing presented there.

**Sub-branch 3.3.** Finally, let \(N_1 \neq 0\) and \(N_4 \neq 0\). The condition
\[
0 = \beta \theta N_4 \theta^\dagger + \theta N_4 (\beta \theta)^\dagger
\]
(4.3.120)

imposes \(c = 0\), such that
\[
N_1 = \begin{pmatrix} 0 & r \\ \bar{r} & d \end{pmatrix} \quad \text{and} \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & \bar{b}_3 \mathfrak{r} - \bar{r} \bar{b}_3 \end{pmatrix}.
\]
(4.3.121)

This result reduces the conditions in (4.3.111) to
\[
0 = H N_1 + N_1 H^\dagger \\
-N_4 = H N_4 + N_4 H^\dagger.
\]
(4.3.122)

Substituting the \(N_4\) from (4.3.121) into the second condition above, we have
\[
-l = [\mathfrak{h}_4, \mathfrak{r}],
\]
(4.3.123)

where \(l = \bar{b}_3 \mathfrak{r} - \bar{r} \bar{b}_3\) and \(\mathfrak{h}_4 = [\bar{b}_3 \mathfrak{h}_1 \bar{b}_3^{-1} - 1\). We can rewrite this condition as
\[
(1 + 2 \text{Re}(\mathfrak{h}_4))l = [l, \mathfrak{h}_4].
\]
(4.3.124)

Notice that the R.H.S. of this expression must lie in \(\text{Im}(H)\) and be orthogonal to \(l\), which is imaginary by construction. Therefore, both sides of this expression must vanish independently:
\[
0 = (1 + 2 \text{Re}(\mathfrak{h}_4))l \quad 0 = [l, \mathfrak{h}_4].
\]
(4.3.125)

Substituting \(l\) and \(\mathfrak{h}_4\) into these constraints, we find
\[
0 = (2 \text{Re}(\mathfrak{h}_1) - 1)(\bar{b}_3 \mathfrak{r} - \bar{r} \bar{b}_3) \quad \text{and} \quad 0 = [\mathfrak{h}_1, \mathfrak{r} \bar{b}_3],
\]
(4.3.126)

respectively. For \(N_4\) to not vanish, we must have \(\text{Im}(\bar{b}_3 \mathfrak{r}) \neq 0\), so, by the first constraint above, we need \(2 \text{Re}(\mathfrak{h}_1) = 1\). The first condition in (4.3.122) produces the same constraints as in sub-branch 3.2; namely,
\[
0 = \bar{h}_1 \mathfrak{r} + r \bar{b}_3 \mathfrak{h}_1 \bar{b}_3^{-1} - 1 \\
0 = \text{Re}(\bar{h}_3 \mathfrak{r}) + d(\text{Re}(\mathfrak{h}_1) - 1).
\]
(4.3.127)

Notice that the requirement of setting \(2 \text{Re}(\mathfrak{h}_1) = 1\) makes the second constraint here \(2 \text{Re}(\bar{h}_3 \mathfrak{r}) = d\), and that the first constraint is equivalent to \(0 = [\mathfrak{h}_1, \mathfrak{r} \bar{b}_3]\). Therefore, the constraints on this sub-branch are given by
\[
\mathcal{M}_{\mathfrak{h}_1, 3.3.} = \{ d = 2 \text{Re}(\bar{h}_3 \mathfrak{r}), \quad 1 = 2 \text{Re}(\mathfrak{h}_1) \quad \text{and} \quad 0 = [\mathfrak{h}_1, \mathfrak{r} \bar{b}_3] \},
\]
(4.3.128)

and the non-vanishing matrices are
\[
\mathcal{M}_{\mathfrak{h}_1, 3.3.} = \{ B = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} \mathfrak{h}_1 & 0 \\ \mathfrak{h}_3 & \bar{b}_3 \mathfrak{h}_1 \bar{b}_3^{-1} - 1 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ \bar{r} & d \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & \bar{b}_3 \mathfrak{r} - \bar{r} \bar{b}_3 \end{pmatrix} \}.
\]
(4.3.129)

For the discussion on existence of super-extensions and how to fix the parameters of the matrices describing this sub-branch of \(\mathcal{S}\), we refer the reader to sub-branch 2.3.i. The application of the discussion to the present case requires only minor adjustments.

\(\mathfrak{n}_+\).

Substituting \(\lambda = \epsilon = 0, \mu = 1, \text{and} \eta = -1\) into the results for Lemmas 4.2 and 4.3, we find
\[
0 = -N_4 \\
0 = H N_1 + N_1 H^\dagger \quad \text{where} \quad i \in \{0, 1, 4\} \\
0 = B N_0 - N_0 B^\dagger \\
0 = -\text{Re}(\theta N_0 \theta^\dagger) \pi \\
0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H.
\]
(4.3.130)

Therefore, \(N_4\) vanishes, and \(N_0\) vanishes by \(0 = -\text{Re}(\theta N_0 \theta^\dagger) \pi\). This leaves us with
\[
0 = H N_1 + N_1 H^\dagger \quad \text{and} \quad 0 = B N_1 - N_1 B^\dagger.
\]
(4.3.131)

Notice that these conditions are similar to those of (4.3.93), which describe the super-extensions of \(\mathfrak{n}_+\) in branch 2. In fact, we can utilise the automorphisms of \(\mathfrak{n}_+\) to transform the above conditions into those in (4.3.93). Unlike the \(\mathfrak{n}_-\) case, since \(\mathfrak{n}_+\) has vanishing \(\epsilon\) and \(\lambda\), there is no discrepancy between the transformed matrices and those of branch 2; therefore, the super-extensions of \(\mathfrak{n}_+\) in branches 2 and 3 are equivalent. Thus, we have no
new super-extensions here.
\( \hat{\eta} \).

Substituting \( \lambda = \eta = \epsilon = 0 \) and \( \mu = -1 \) into (4.3.104), we have
\[
0 = HN_i + N_i H^\dagger \quad \text{where} \quad i \in \{0, 1, 4\} \\
0 = BN_0 - N_0 B^\dagger \\
0 = \text{Re}(\theta N_0 \theta^\dagger) \theta H
\]

With these conditions, we can now investigate the three sub-branches.

**Sub-branch 3.1.** We cannot have \( N_1 = N_4 = 0 \), since the vanishing of \( N_4 \) means \( N_0 = 0 \) through
\[
-\text{Re}(\theta N_0 \theta^\dagger) \beta = \beta \theta BN_4 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger.
\]

This would cause all \( N_i \) to vanish such that \( [Q, Q] = 0 \). Therefore, there is no super-extension in this sub-branch.

**Sub-branch 3.2.** With only \( N_1 \neq 0 \), the conditions reduce to
\[
0 = HN_1 + N_1 H^\dagger \quad \text{and} \quad 0 = BN_1 - N_1 B^\dagger.
\]

Notice that this is the same set of conditions as the \( \hat{\eta}_1 \) case above. Therefore, we may expect the analysis for this generalised Bargmann algebra to be analogous. However, there is a very important distinction. In the \( \hat{\eta}_1 \) case, we were able to use the automorphisms to transform the conditions into those of sub-branch 2.2. This automorphism is not permitted by the generalised Bargmann algebra \( \hat{\eta} \). Therefore, although the analysis will be the same *mutatis mutandis* as that of sub-branch 2.2, the resulting super-extensions will be distinct.

Now, since \( N_1 \) is the only possible non-vanishing matrix in the \( [Q, Q] \) bracket, it must have non-zero components. The latter condition above tells us that \( c = 0 \) and \( b_3 \) and \( r \) are collinear quadrilaterals, while the former condition imposes
\[
0 = h_1 r + r \bar{b}_3 h_1 \bar{b}_3^{-1} \\
0 = \text{Re}(h_1 r) + d \text{Re}(h_1).
\]

Notice that if \( r = 0 \), we need \( d \neq 0 \) for the existence of a super-extension; therefore, the final constraint above would impose \( \text{Re}(h_1) = 0 \). Similarly, if \( r \neq 0 \), the first constraint would also enforce \( \text{Re}(h_1) = 0 \). Thus, in all super-extensions, we require \( \text{Re}(h_1) = 0 \). Using this result, these two constraints simplify to
\[
0 = [h_1, r \bar{b}_3] \quad \text{and} \quad 0 = \text{Re}(h_3 r).
\]

However, since \( b_3 \) and \( r \) are collinear and it is only the imaginary part of \( r \bar{b}_3 \) that will contribute to \( [h_1, r \bar{b}_3] \), the first of these constraints is already satisfied. Therefore, the final set of constraints on this sub-branch is
\[
\mathcal{C}_{\hat{\eta}, 3.2.1} = \{ 0 = b_3 r - \bar{r} \bar{b}_3, \quad 0 = \text{Re}(h_1), \quad 0 = \text{Re}(h_3 r) \}.
\]

Subject to these constraints, we have non-vanishing matrices are
\[
\mathcal{M}_{\hat{\eta}, 3.2.1} = \begin{Bmatrix} B = \begin{pmatrix} 0 & 0 \\ b_3 & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & 0 \\ b_3 & b_3 b_1 b_3^{-1} \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ \frac{d}{r} & 0 \end{pmatrix} \end{Bmatrix}.
\]

Since this \( (M, C) \) is analogous to the one found in branch 2 for \( \hat{\eta}_1 \) and \( \hat{\eta} \), we will omit the discussion on existence of super-extensions and parameter fixing.

**Sub-branch 3.3.** Finally, with \( N_4 \neq 0 \), we can think of setting \( N_0 \neq 0 \) and \( H = 0 \). But first, try setting \( N_0 = 0 \) to allow \( H \neq 0 \). The conditions become
\[
0 = HN_i + N_i H^\dagger \quad \text{where} \quad i \in \{1, 4\} \\
N_4 = BN_1 - N_1 B^\dagger \\
0 = \beta \theta BN_4 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger.
\]

Notice that the second condition above allows us to write \( N_4 \) in terms of \( B \) and \( N_1 \):
\[
N_4 = \begin{pmatrix} 0 & c \bar{b}_3 \\ c b_3 & -c \bar{b}_3 \end{pmatrix}.
\]

The third condition then imposes \( c = 0 \), since \( b_3 \neq 0 \), leaving us with
\[
N_1 = \begin{pmatrix} 0 & r \\ \frac{d}{r} & 0 \end{pmatrix} \quad \text{and} \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & -r b_3 - \bar{r} \bar{b}_3 \end{pmatrix}.
\]
Using these matrices in the final conditions,  
\[ 0 = H N_i + N_i H^\dagger \quad \text{where} \quad i \in \{1, 4\}, \]  
(4.3.142)  
produces  
\[ 0 = [h_1, r \hat{b}_3], \]  
(4.3.143)  
when \( i = 4 \), and, when \( i = 1 \), we obtain  
\[ 0 = h_1 r + r \hat{b}_3 b_1 \hat{b}_3^{-1} \]  
\[ 0 = \text{Re}(h_3 r) + d \text{Re}(h_1). \]  
(4.3.144)  
Since \( r \neq 0 \) for \( N_4 \neq 0 \), the first condition here states that \( \text{Re}(h_1) = 0 \). Therefore, the constraints on the parameters of this super-extension are given by  
\[ e_{\phi, 3.3;i} = \{0 = \text{Re}(h_1), \ 0 = [h_1, r \hat{b}_3], \ 0 = \text{Re}(h_3 r)\}. \]  
(4.3.145)  
The non-vanishing matrices associated with this sub-branch are  
\[ M_{\phi, 3.3;i} = \{ B = \begin{pmatrix} 0 & 0 \\ \hat{b}_3 & 0 \end{pmatrix}, \ N_0 = \begin{pmatrix} 0 & 0 \\ -2c |\hat{b}_3|^2 & 0 \end{pmatrix}, \ N_1 = \begin{pmatrix} c & r \\ \frac{r}{d} & d \end{pmatrix}, \ N_4 = \begin{pmatrix} 0 & -\hat{c} \hat{b}_3 \\ \hat{b}_3 r - r \hat{b}_3 \end{pmatrix} \}. \]  
(4.3.146)  
The \((M, C)\) of this sub-branch is the same mutatis mutandis as that of sub-branch 2.3.i for \( \hat{a} \); therefore, we refer the reader to the discussion found there on existence of super-extensions and parameter fixing.

Finally, let \( N_0 \neq 0 \) such that \( H = 0 \). The conditions remaining from (4.3.132) are  
\[ 0 = BN_0 - N_0 B^\dagger \]  
\[ N_4 = BN_1 - N_1 B^\dagger \]  
\[ -\text{Re}(\theta N_0 \theta^\dagger) = \beta \theta N_4 \theta^\dagger + \theta N_4 (\theta N B)^\dagger. \]  
(4.3.147)  
We know how the second condition acts from the discussion at the beginning of this branch. The first of these conditions tells us  
\[ 0 = a \quad \text{and} \quad 0 = b \hat{b}_3 q - \hat{q} b_3, \]  
(4.3.148)  
and the third, substituting in \( \theta = (0, 1) \), produces  
\[ -2 \text{Re}(s \hat{b}_3) - b |\hat{q}|^2 = 2c |\hat{b}_3|^2. \]  
(4.3.149)  
Now substituting \( \theta = (1, s) \) into the third condition, we find  
\[ -2 \text{Re}(s \hat{b}_3) - b |\hat{q}|^2 = 2c |\hat{b}_3|^2 |\hat{b}_3|^2. \]  
(4.3.150)  
Therefore, using the previous result and letting \( s = 1, s = 1, s = \hat{j}, \text{ and } s = \hat{k} \), we see that all components of \( q \) must vanish. We thus have non-vanishing matrices  
\[ M_{\phi, 3.3;i} = \{ B = \begin{pmatrix} 0 & 0 \\ \hat{b}_3 & 0 \end{pmatrix}, \ N_0 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \ N_1 = \begin{pmatrix} c & r \\ \frac{r}{d} & d \end{pmatrix}, \ N_4 = \begin{pmatrix} 0 & -\hat{c} \hat{b}_3 \\ \hat{b}_3 r - r \hat{b}_3 \end{pmatrix} \}. \]  
(4.3.151)  
Interestingly, there are no additional constraints to the parameters of this sub-branch; therefore, \( e_{\phi, 3.3;i} \) is empty. Notice the sub-branch of \( \mathcal{X} \) for this type of super-extension is parameterised by two quaternions \( \hat{b}_3 \) and \( r \), and two real scalars \( c \) and \( d \). To demonstrate that this sub-branch is not empty, we begin by setting both \( r \) and \( d \) to zero. This choice allows us to utilise the endomorphisms of \( \hat{s}_1 \) to set \( \hat{b}_3 = i \) and \( c = 1 \). Employing the scaling symmetry of the basis elements, we arrive at  
\[ B = \begin{pmatrix} 0 & 0 \\ \hat{b}_3 & 0 \end{pmatrix}, \ N_0 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \ N_1 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \ N_4 = \begin{pmatrix} 0 & \hat{i} \hat{b}_3 \\ \hat{b}_3 r - r \hat{b}_3 \end{pmatrix}. \]  
(4.3.152)  
We may now look to introduce \( r \) and \( d \). Again using the endomorphisms of \( \hat{s}_1 \), we can impose that \( \hat{b}_3 \) must lie along \( i \), set \(|r|^2 = 1 \), and choose \( \sqrt{2c} = 1 \). This choice for \( r \) imposes that \( r \in \text{Sp}(1) \), and we may utilise \( \text{Aut}(H) \) to fix \( \sqrt{2}r = 1 + i \). Having chosen \( r \neq 0 \), we can always employ the residual endomorphisms of \( \hat{s}_1 \) to set \( d = 0 \).

Using the only remaining symmetry, the scaling of \( H, Z, B, \text{ and } P \), we find  
\[ B = \begin{pmatrix} \frac{0}{\sqrt{2}} & 0 \\ 0 & 0 \end{pmatrix}, \ N_0 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \ N_1 = \begin{pmatrix} 1 & 1 + \hat{i} \\ 1 - \hat{i} & 0 \end{pmatrix}, \ N_4 = \begin{pmatrix} 0 & \hat{i} \\ \hat{i} & 2i \end{pmatrix}. \]  
(4.3.153)
4.3.4. Branch 4.

\[
Z = 0 \quad H = \begin{pmatrix} \h_1 & 0 \\ \h_3 & h_4 \end{pmatrix} \quad B = \begin{pmatrix} 0 & 0 \\ b_3 & 0 \end{pmatrix} \quad P = \begin{pmatrix} 0 & 0 \\ p_3 & 0 \end{pmatrix},
\]

(subject to
\[
[u, h_1] = -\mu u^2 + (\lambda - \epsilon)u + \eta \quad \text{or} \quad [v, h_1] = \eta v^2 + (\lambda - \epsilon)v + \mu,
\]

where \(0 \neq u = \bar{\mathbb{D}}_3^{-1}p_3\) and \(0 \neq v = p_3^{-1}\bar{\mathbb{D}}_3\). Recall, we keep both of these constraints as, depending on the generalised Bargmann algebra under investigation, one of them will prove more useful than the other. We still need to determine the generalised Bargmann algebras for which this branch could provide a super-extension. Therefore, we will consider each algebra in turn, and analyse those for which the above constraints may hold.

\[\hat{\mathfrak{a}}.\]

Setting \(\lambda = \mu = \eta = \epsilon = 0\) in (4.3.155), we could still get a super-extension, as long as we impose

\[0 = [u, h_1].\]

Throughout this section, we will choose to write parameters in terms of \(\mathbb{D}_3\); therefore, we write \(p_3 = \mathbb{D}_3 u\) and \(\bar{h}_4 = \mathbb{D}_3 h_3\mathbb{D}_3^{-1}\), where \(u \in H\). Notice that the significance of \(u\) is only manifest when \(h_1 \neq 0\): when \(h_1\) vanishes, we are simply replacing \(p_3\) with \(u\). However, since \(u\) will be important is several instances, we will always use this notation.

Since neither \(B\) nor \(P\) vanish, there are no immediate results as in the three previous branches: all the conditions of Lemmas 4.2 and 4.3 must be taken into consideration. However, as with branches 2 and 3, we can organise our investigations based on dependencies. In particular, the conditions

\[
N_4 = BN_1 - N_1 B^\dagger \\
-N_3 = PN_1 - N_1 P^\dagger \\
\frac{1}{2}[\beta, \theta N_2 \theta^\dagger] = \beta \theta BN_3 \theta^\dagger + \theta N_3 (\beta \theta B)^\dagger \\
\frac{1}{2}[\pi, \theta N_2 \theta^\dagger] = \pi \theta PN_4 \theta^\dagger + \theta N_4 (\pi \theta P)^\dagger,
\]

show us that if \(N_1\) vanishes, so must \(N_2, N_3,\) and \(N_4\). Additionally, the vanishing of either \(N_3\) or \(N_4\) means we must have \(N_2 = 0\). Therefore, we can divide our investigations into the following sub-branches.

1. \(N_1 = N_2 = N_3 = N_4 = 0\)
2. \(N_1 \neq 0\) and \(N_2 = N_3 = N_4 = 0\)
3. \(N_1 \neq 0, N_3 \neq 0,\) and \(N_2 = N_4 = 0\)
4. \(N_1 \neq 0, N_4 \neq 0,\) and \(N_2 = N_3 = 0\)
5. \(N_1 \neq 0, N_3 \neq 0, N_4 \neq 0,\) and \(N_2 = 0\)
6. \(N_1 \neq 0, N_2 \neq 0, N_3 \neq 0,\) and \(N_4 \neq 0\).

Unlike branches 1, 2 and 3, the \([Q, Q, Q]\) super-Jacobi identity will not always result in the cases (i), in which \(N_0 = 0\) and \(H \neq 0\), or (ii), in which \(N_0 \neq 0\) and \(H = 0\). There are instances in which both \(N_0\) and \(H\) may not vanish. These cases, will be labelled (iii).

**Sub-Branch 4.1.** With only \(N_0\) left available, it cannot vanish for a supersymmetric extension to exist. Therefore, the \([Q, Q, Q]\) identity,

\[
\text{Re}(\theta N_0 \theta^\dagger) \theta H = 0,
\]

tells us we must have \(H = 0\). The remaining conditions are then

\[0 = BN_0 - N_0 B^\dagger \quad \text{and} \quad 0 = PN_0 - N_0 P^\dagger,
\]

which tell us

\[0 = a, \quad 0 = \bar{\mathbb{D}}_3 a - \bar{q} \bar{a} \quad \text{and} \quad 0 = \bar{\mathbb{D}}_3 uq - \bar{q} \bar{u} \bar{b}.
\]

This sub-branch thus has non-vanishing matrices

\[
B = \begin{pmatrix} 0 & 0 \\ b_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ p_3 & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & q \\ q & b \end{pmatrix},
\]

subject to the constraints

\[0 = \bar{\mathbb{D}}_3 a - \bar{q} \bar{a}, \quad 0 = \bar{\mathbb{D}}_3 uq - \bar{q} \bar{u} \bar{b}.
\]

Notice that these matrices and constraints are very similar to \((\mathbb{M}_{6.2.1.a}, \mathbb{C}_{6.2.1.b})\). In fact, employing the automorphisms of \(\hat{\mathfrak{a}}\), we can show that the above system is equivalent to sub-branch 2.1.ii. Using the endomorphisms of \(s_1\) and the constraints above, we can set \(b_3, p_3, a, q\) to lie along \(\mathbb{E}\), and set \(b = 0\). In particular, this
means that \( u \in \mathbb{R} \). Scaling \( B, P, \) and \( H \), we find the matrices
\[
B = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ \bar{u} & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & \bar{u} \\ -\bar{u} & 0 \end{pmatrix},
\]
which under the basis transformation with
\[
C = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]
recovers the maximal super-extension of sub-branch 2.1.ii. Thus, this sub-branch does not contribute any new super-extensions to \( \hat{a} \).

**Sub-branch 4.2.** The \( \{ Q, Q, Q \} \) identity still imposes that either \( N_0 \) or \( H \) must vanish in this sub-branch; however, we can now consider the case where \( N_0 = 0 \) as we have \( N_1 \neq 0 \). First, consider case (i), with \( N_0 = 0 \) such that \( H \neq 0 \). The conditions remaining are
\[
0 = HN_1 + N_1 H^\dagger
\]
\[
0 = BN_1 - N_1 B^\dagger
\]
\[
0 = PN_1 - N_1 P^\dagger,
\]
The latter two conditions tell us that \( c = 0 \) and \( b_3 \) is collinear with \( b_{3u} \) and \( r \). Substituting these results into the first condition, we find
\[
0 = \bar{h}_1 r + r \bar{b}_3 h_1 \bar{b}_3^{-1}
\]
\[
0 = \text{Re}(\bar{h}_1 r) + d \text{Re}(h_1).
\]
We know from the analysis of branch 3 that demanding \( N_1 \neq 0 \) under these conditions imposes \( \text{Re}(h_1) = 0 \); and, that having the condition
\[
0 = \bar{b}_3 r - \bar{r} \bar{b}_3
\]
means we always satisfy the imaginary part of
\[
0 = h_1 \bar{r} + r \bar{b}_3 \bar{h}_1 \bar{b}_3^{-1}.
\]
Putting all this together, we find the constraints on this sub-branch to be
\[
0 = \text{Re}(h_1), \quad 0 = \text{Re}(h_3 r), \quad 0 = \bar{b}_3 r - \bar{r} \bar{b}_3, \quad 0 = \bar{b}_3 ur - \bar{r} \bar{u} \bar{b}_3, \quad 0 = \{ u, h_1 \}.
\]
The non-vanishing matrices are then
\[
B = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 u & 0 \end{pmatrix}, \quad H = \begin{pmatrix} \bar{h}_1 \\ \bar{b}_3 \end{pmatrix} \begin{pmatrix} 0 & \bar{b}_3 \\ 0 & 0 \end{pmatrix}^{-1} \quad \text{and} \quad N_1 = \begin{pmatrix} 0 & r \\ \bar{r} & d \end{pmatrix}.
\]
Notice that \( \bar{b}_3, r \) and \( \bar{b}_3 u \) all being collinear implies that \( u \in \mathbb{R} \). Thus the final constraint is satisfied, and, as in sub-branch 4.1, we can use the endomorphisms of \( s_1 \) and the automorphisms of \( \hat{a} \) to rotate \( B \) and \( P \) such that we only have the matrix \( P \), in which \( g_3 = \bar{1} \). The resulting matrices and constraints are then equivalent to those found in sub-branch 2.2.ii, and, therefore, this sub-branch does not produce any new super-extensions for \( \hat{a} \).

Now, considering case (ii), let \( H = 0 \). The remaining conditions are
\[
0 = BN_1 - N_1 B^\dagger \quad \text{where} \quad i \in \{ 0, 1 \}
\]
\[
0 = PN_1 - N_1 P^\dagger \quad \text{where} \quad i \in \{ 0, 1 \}.
\]
Therefore, \( N_0 \) and \( N_1 \) take the same form in this instance: both \( a \) and \( c \) vanish, with \( q \) and \( r \) being collinear to both \( b_3 \) and \( \bar{b}_3 \). In summary, the constraints are
\[
0 = \bar{b}_3 q - \bar{q} \bar{b}_3, \quad 0 = \bar{b}_3 u q - \bar{q} \bar{u} \bar{b}_3, \quad 0 = \bar{b}_3 r - \bar{r} \bar{b}_3, \quad 0 = \bar{b}_3 ur - \bar{r} \bar{u} \bar{b}_3,
\]
and the non-vanishing matrices are
\[
B = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 u & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & q \\ \bar{q} & b \end{pmatrix}, \quad \text{and} \quad N_1 = \begin{pmatrix} 0 & r \\ \bar{r} & d \end{pmatrix}.
\]
Through the same use of the subgroup \( G \subset \text{GL}(s_{\bar{0}}) \times \text{GL}(s_{\bar{1}}) \) as discussed for case (ii), we find that this sub-branch is equivalent to 2.2.ii for \( \hat{a} \).
Sub-branch 4.3. Now with $N_3 \neq 0$, we can use

$$-N_3 = PN_4 - N_1 P^\dagger \quad \text{and} \quad 0 = \pi \theta P N_3 \theta^\dagger + \Theta N_3 (\pi \theta P)^\dagger$$  \hspace{1cm} (4.3.174)

to first write $N_4$ in terms of $P$ and $N_1$ before setting $c = 0$ by substituting $\theta = (0, 1)$ into the latter condition. This produces the matrix

$$N_3 = \begin{pmatrix} 0 & 0 \\ 0 & \tilde{r}u_b \end{pmatrix}. \hspace{1cm} (4.3.175)$$

Since $N_3$ and $B$ are non-vanishing, the condition from the $[Q, Q, Q] \text{ identity no longer states that we must set}$

$$\text{either } N_0 \text{ or } H \text{ to zero. We have} \hspace{2cm} (4.3.176)$$

$$\text{Substituting } \theta = (0, 1) \text{ into the above condition, we find} \hspace{2cm} (4.3.177)$$

$$b \bar{b}_3 = (\tilde{r}u_b \bar{e}_3 - \bar{b}_3 \bar{u}r) b_3 \quad \text{and} \quad b \bar{b}_1 = 0. \hspace{2cm} (4.3.178)$$

which tell us $a$ and $c$ vanish, and

$$0 = \bar{b}_3 q - \bar{q} \bar{b}_3, \quad 0 = \bar{b}_3 u_q - \bar{q} \bar{u} b_3, \quad \text{and} \quad 0 = \bar{b}_3 r - \bar{r} \bar{b}_3. \hspace{2cm} (4.3.179)$$

Using these results and the rewriting of $\bar{b}_3$ in (4.3.177), the conditions from the $[H, Q, Q] \text{ identity are instantly}$

$$\text{satisfied. Therefore, the constraints on the parameters of this sub-branch are} \hspace{2cm} (4.3.180)$$

$$0 = \bar{b}_3 q - \bar{q} \bar{b}_3, \quad 0 = \bar{b}_3 u_q - \bar{q} \bar{u} b_3, \quad 0 = \bar{b}_3 r - \bar{r} \bar{b}_3, \quad \text{and} \quad b \bar{b}_3 = (\tilde{r}u_b \bar{e}_3 - \bar{b}_3 \bar{u}r) b_3. \hspace{2cm} (4.3.181)$$

Notice that the first three constraints here tell us that $\bar{b}_3$ is collinear with both $q$ and $r$ and that $\bar{b}_3 u$ is collinear

$$\text{with } q. \text{ In particular, were we to use the endomorphisms of } e_1 \text{ to set } q \text{ to lie along } \bar{i}, \text{ both of these}$

$$\text{constraints would all lie along } \bar{i} \text{ as well. Thus, } \bar{b}_3 u \in \Re, \text{ such that } N_3 = 0. \text{ Therefore, this sub-branch is empty.} \hspace{2cm} (4.3.182)$$

Sub-branch 4.4. This sub-branch will be very similar to the one above due to the similarity in the conditions

$$\text{the super-Jacobi identities imposes on } N_3 \text{ and } N_4. \text{ Using} \hspace{2cm} (4.3.183)$$

$$N_4 = BN_1 - N_1 B^\dagger \quad \text{and} \quad 0 = \beta \theta B N_4 \theta^\dagger + \Theta N_4 (\beta \theta B)^\dagger, \hspace{2cm} (4.3.184)$$

we know $N_4$ may be written

$$N_4 = \begin{pmatrix} 0 & 0 \\ 0 & b \bar{b}_3 - \bar{r} \bar{b}_3 \end{pmatrix}. \hspace{2cm} (4.3.185)$$

Lemma 4.3 then tells us that

$$\text{Substituting } \theta = (0, 1) \text{ into this condition produces} \hspace{2cm} (4.3.186)$$

$$b \bar{b}_3 = (\bar{b}_3 r - \bar{r} \bar{b}_3) b_3 u \quad \text{and} \quad b \bar{b}_1 = 0. \hspace{2cm} (4.3.187)$$

Since $\bar{b}_3 u \neq 0$ and $\bar{b}_3 r - \bar{r} \bar{b}_3 \neq 0$ by assumption, $b$ cannot vanish; therefore, $\bar{b}_1 = 0$. The conditions

$$0 = PN_4 - N_1 P^\dagger \quad \text{where} \quad i \in \{0, 1\} \hspace{2cm} (4.3.188)$$

tell us that both $a$ and $c$ vanish, and

$$0 = \bar{b}_3 q - \bar{q} \bar{b}_3, \quad 0 = \bar{b}_3 u_q - \bar{q} \bar{u} b_3, \quad \text{and} \quad 0 = \bar{b}_3 r - \bar{r} \bar{b}_3. \hspace{2cm} (4.3.189)$$

Finally, we have the conditions from the $[H, Q, Q] \text{ identity, which impose} \hspace{2cm} (4.3.190)$$

$$0 = \text{Re}(\bar{b}_3 q) \quad \text{and} \quad 0 = \text{Re}(\bar{b}_3 u r). \hspace{2cm} (4.3.191)$$

However, using the form of $\bar{b}_3$ in (4.3.184) and the collinearity of $\bar{b}_3 u$ with $q$ and $r$, both of these constraints are already satisfied. Therefore, the final set of constraints on this sub-branch is

$$0 = \bar{b}_3 q - \bar{q} \bar{b}_3, \quad 0 = \bar{b}_3 u_q - \bar{q} \bar{u} b_3, \quad 0 = \bar{b}_3 r - \bar{r} \bar{b}_3, \quad b \bar{b}_3 = (\bar{b}_3 r - \bar{r} \bar{b}_3) b_3 u. \hspace{2cm} (4.3.192)$$

Notice that the first three constraints tell us that $\bar{b}_3, \bar{b}_3 u, q$, and $r$ are collinear. This tells us that $\bar{b}_3 r \in \Re$; therefore, significantly, $N_4 = 0$. Thus this sub-branch is empty.
Sub-branch 4.5. Now with non-vanishing $N_3$ and $N_4$, we can begin by using
\[
-N_3 = PN_1 - N_1 P^\dagger \quad \text{and} \quad N_4 = BN_1 + N_1 B^\dagger,
\]
and
\[
0 = \pi \theta PN_3 \theta^\dagger + \theta N_3 (\pi \theta P)^\dagger \quad \text{and} \quad 0 = \beta \theta BN_3 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger,
\]
which
\[
N_1 = \begin{pmatrix} 0 & r \\ d & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ \bar{r}\bar{b}_3 - \bar{b}_3 ur & 0 \end{pmatrix} \quad \text{and} \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & \bar{b}_3 r - \bar{r}\bar{b}_3 \end{pmatrix}.
\]
Using these results, substitute $\theta = (0, 1)$ into the condition from the $[Q, Q, Q]$ identity to find
\[
\bar{b}b_3 = (\bar{r}\bar{b}_3 - \bar{b}_3 ur)\bar{b}_3 + (\bar{b}_3 r - \bar{r}\bar{b}_3)\bar{b}_3 u \quad \text{and} \quad \bar{b}b_3 = 0.
\]
As in all previous sub-branches, the $[P, Q, Q]$ and $[B, Q, Q]$ conditions on $N_0$ tell us
\[
0 = a, \quad 0 = \bar{b}_3 a - \bar{a}\bar{b}_3 \quad \text{and} \quad 0 = \bar{b}_3 u a - \bar{a}\bar{b}_3.
\]
Finally, the $[H, Q, Q]$ identities tell us
\[
0 = \text{Re}(h_3 q) + b \text{Re}(h_1) \quad \text{and} \quad 0 = \text{Re}(h_3 r) + d \text{Re}(h_1)
\]
\[
0 = h_1 q + q \bar{b}_3 h_1 \bar{b}_3, \quad \text{and} \quad 0 = h_1 r + r \bar{b}_3 h_1 \bar{b}_3.
\]
Since, by assumption, $N_1 \neq 0$, these constraints mean we must have $\text{Re}(h_1) = 0$. If $r = 0$, we would need $d \neq 0$, which, when substituted into $0 = d \text{Re}(h_1)$, mean $\text{Re}(h_1) = 0$. Alternatively, if $r \neq 0$, we multiply
\[
0 = h_1 r + \bar{r} \bar{b}_3 h_1 \bar{b}_3
\]
on the right by $r^{-1}$ and take the real part to obtain $\text{Re}(h_1) = 0$. Knowing this, we can use the fact $\bar{b}_3 h_1 \bar{b}_3 \in \text{Im}(H)$ to rewrite the remaining imaginary part of this constraint as
\[
0 = [h_1, r \bar{b}_3].
\]
Additionally, since $\text{Re}(h_1) = 0$, we can use $0 = \bar{b}_3 q - \bar{q}\bar{b}_3$ to instantly satisfy the condition
\[
0 = h_1 q + q \bar{b}_3 h_1 \bar{b}_3^\dagger.
\]
These results leave us with
\[
\mathcal{C}_{a,4.5.iii} = \{0 = \bar{b}_3 q - \bar{q}\bar{b}_3, \quad 0 = \bar{b}_3 u a - \bar{a}\bar{b}_3, \\
0 = \text{Re}(h_1 q), \quad 0 = \text{Re}(h_3 r), \quad 0 = \text{Re}(h_1), \\
0 = [h_1, r \bar{b}_3], \quad 0 = b h_1, \quad \bar{b}h_3 = -2 \text{Im}(b_3 ur) \bar{b}_3 + 2 \text{Im}(b_3 r) \bar{b}_3 u\}.
\]
Subject to these constraints, the non-vanishing matrices are
\[
\mathcal{M}_{a,4.5.iii} = \left\{ B = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ \bar{b}_3 u & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & 0 \\ \bar{b}_3 & \bar{b}_3 h_1 \bar{b}_3^{-1} \end{pmatrix}, \\
N_0 = \begin{pmatrix} 0 & q \\ \bar{q} & b \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ \bar{r} & d \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ \bar{r}\bar{b}_3 - \bar{b}_3 ur & 0 \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & \bar{b}_3 r - \bar{r}\bar{b}_3 \end{pmatrix}\right\}.
\]
The wealth of parameters describing this sub-branch mean we will only highlight one parameterisation of these super-extensions here, though many more may exist. In particular, we will choose to set $b$, $d$ and $\bar{b}_3$ to zero. We will also utilise the subgroup $G < \text{GL}(\mathfrak{s}_3) \times \text{GL}(\mathfrak{s}_3)$ to impose that $\bar{b}_3 \mathfrak{s}_3$ and $\bar{b}u \mathfrak{s}_3$ lie along $\mathfrak{t}$. The residual endomorphisms of $\mathfrak{s}_3$ may then scale $r$ such that its norm becomes 1. Employing $\text{Aut}(\mathfrak{h})$, we can set $h_1$ to lie along $\mathfrak{h}$ as well. Having made these choices, the constraint
\[
0 = [h_1, r \bar{b}_3]
\]
tells us $r \in \mathbb{R}(1, i)$. Notice that for $N_3$ and $N_4$ to be non-vanishing $r$ must have a real component; therefore, to simplify the form of the matrices in our example, we will choose $r = 1$. The remaining constraints in $\mathcal{C}_{a,4.5.iii}$ are then satisfied, and we can use the scaling symmetry of the $\mathfrak{s}_3$ basis elements to produce
\[
B = \begin{pmatrix} 0 & 0 \\ \mathfrak{h} & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ \mathfrak{h} & 0 \end{pmatrix}, \quad H = \begin{pmatrix} \mathfrak{h} & 0 \\ 0 & \mathfrak{h} \end{pmatrix}.
\]
\[
N_0 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]
Sub-branch 4.6. We find that this sub-branch is empty using the analysis from the previous sub-branch. Again, we use

\[
-N_3 = PN_1 - N_1 P^\dagger \quad \text{and} \quad N_4 = BN_1 + N_1 B^\dagger, \tag{4.3.201}
\]

to write

\[
N_3 = \begin{pmatrix}
0 & 0 \\
0 & \bar{\xi} + \bar{\eta} + \bar{\delta} + \bar{\nu}
\end{pmatrix}, \quad N_4 = \begin{pmatrix}
0 & 0 \\
0 & \bar{\xi} - \bar{\eta} - \bar{\delta} - \bar{\nu}
\end{pmatrix}. \tag{4.3.202}
\]

Substituting these matrices into

\[
\begin{align*}
\frac{1}{2}[\beta, \theta N_2 \theta^\dagger] &= \beta \theta BN_4 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger, \\
\frac{1}{2}[\pi, \theta N_2 \theta^\dagger] &= \pi \theta PN_4 \theta^\dagger + \theta N_4 (\pi \theta P)^\dagger,
\end{align*}
\]

the R.H.S. of both of these constraints vanishes, setting \(N_2 = 0\). Therefore, this sub-branch is empty.

\(\hat{n}_-\).

Setting \(\mu = \eta = 0, \lambda = 1\) and \(\varepsilon = -1\), the first condition in (4.3.155) becomes

\[
[u, \hat{h}_1] = 2u. \tag{4.3.204}
\]

Since \([u, \hat{b}_1]\) is perpendicular to \(u\) in \(\text{Im}(H)\) this branch cannot provide a super-extension for \(\hat{n}_-\).

\(\hat{n}_+\).

In this case, for which \(\lambda = \varepsilon = 0, \mu = 1\), and \(\eta = -1\), the first constraint in (4.3.155) gives us

\[
[h_1, u] = u^2 + 1. \tag{4.3.205}
\]

Taking the real part of (4.3.205) produces

\[
\text{Re}(u^2) = -1, \tag{4.3.206}
\]

therefore, \(u \in \text{Im}(H)\), such that \(|u|^2 = 1\), i.e. it is a unit-norm vector quaternion, or right versor. The imaginary part of (4.3.205) imposes

\[
[u, \hat{b}_1] = 0. \tag{4.3.207}
\]

Thus, we could get a super-extension of \(\hat{n}_+\) in this branch. Wishing to write our parameters in terms of \(\hat{b}_3\), we have \(\hat{g}_3 = \hat{b}_3 u\) and \(\hat{b}_3 = \hat{b}_3 (\hat{b}_1 - u)\hat{b}_3^{-1}\), where \(u \in \text{Im}(H)\), such that \(|u|^2 = -1\).

As with the \(\hat{a}\) case above, all of the conditions of Lemmas 4.2 and 4.3 must be taken into account. The conditions

\[
N_4 = BN_1 - N_1 B^\dagger \quad \text{and} \quad -N_3 = PN_1 - N_1 P^\dagger \tag{4.3.208}
\]

tell us that if \(N_1 = 0, N_3 = 0\) and \(N_4 = 0\). Substituting these results into

\[
\begin{align*}
-\text{Re}(\theta N_0 \theta^\dagger) &= \pi \theta PN_3 \theta^\dagger + \theta N_3 (\pi \theta P)^\dagger, \\
\text{Re}(\theta N_0 \theta^\dagger) &= \beta \theta BN_4 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger, \\
\frac{1}{2}[\beta, \theta N_2 \theta^\dagger] &= \beta \theta BN_4 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger, \\
\frac{1}{2}[\pi, \theta N_2 \theta^\dagger] &= \pi \theta PN_4 \theta^\dagger + \theta N_4 (\pi \theta P)^\dagger,
\end{align*}
\]

we see that if \(N_3\) or \(N_4\) vanish, so must \(N_0\) and \(N_2\). Equally, if \(N_3\) vanishes \(N_4\) necessarily vanishes and vice versa due to

\[
-N_4 = HN_3 + N_3 H^\dagger \quad \text{and} \quad N_3 = HN_4 + N_4 H^\dagger. \tag{4.3.210}
\]

Therefore, based on these dependencies, our investigation into this branch of possible super-extensions of \(\hat{n}_+\) divides into the following sub-branches.

1. \(N_1 \neq 0, N_0 = N_2 = N_3 = N_4 = 0\)
2. \(N_1 \neq 0, N_3 \neq 0, N_4 \neq 0, N_0 = N_2 = 0\)
3. \(N_1 \neq 0, N_3 \neq 0, N_4 \neq 0, N_0 \neq 0 \text{ and } N_2 = 0\)
4. \(N_1 \neq 0, N_3 \neq 0, N_4 \neq 0, N_0 = 0 \text{ and } N_2 \neq 0\)
5. \(N_1 \neq 0, N_3 \neq 0, N_4 \neq 0, N_0 \neq 0 \text{ and } N_2 \neq 0\)

Unlike the super-extensions of \(\hat{n}_+\) found in branches 1, 2 and 3, the \([Q, Q, Q]\) identity will not impose that either \(N_0\) or \(H\) must vanish. In the first sub-branch above, we instantly see that \(N_0 = 0\); therefore, the super-extensions found here are extensions satisfying (i). However, all other sub-branches have either non-vanishing \(N_3\) or non-vanishing \(N_4\). Since \(B \neq 0\) and \(P \neq 0\), the \([Q, Q, Q]\) identity will now form relationships between \(N_0, N_3\) and \(N_4\) with, in general, \(H \neq 0\). Therefore, these super-extensions, for which \(N_0 \neq 0 \text{ and } H \neq 0\), will be labelled (iii) to distinguish them from the cases (i) and (ii).
Sub-branch 4.1. With only $N_1 \neq 0$, the conditions from Lemmas 4.2 and 4.3 reduce to
\[
0 = HN_3 + N_1 H^\dagger \\
0 = PN_1 - N_1 P^\dagger \\
0 = BN_1 - N_1 B^\dagger.
\] (4.3.211)
The latter two conditions tell us
\[
0 = c, \quad 0 = b_3 r - \bar{r} \bar{b}_3 \quad \text{and} \quad 0 = b_3 u r - \bar{r} \bar{u} \bar{b}_3,
\] (4.3.122)
which, when substituted into the first conditions, produce
\[
0 = \text{Re}(h_1) \quad \text{and} \quad 0 = \text{Re}(h_3 r).
\] (4.3.213)
Therefore, the non-vanishing matrices for this super-extension are
\[
B = \begin{pmatrix} 0 & 0 \\ b_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ b_3 u & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & b_3 (h_1 - u) b_3^{-1} \\ h_3 & b_3 (h_1 - u) b_3^{-1} \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & r \\ d & 0 \end{pmatrix},
\] (4.3.214)
subject to the constraints
\[
0 = [u, h_1], \quad 0 = \text{Re}(h_1), \quad 0 = \text{Re}(h_3 r), \quad 0 = b_3 r - \bar{r} \bar{b}_3, \quad 0 = b_3 u r - \bar{r} \bar{u} \bar{b}_3, \quad \psi^2 = -1.
\] (4.3.215)
However, notice that the final three constraints listed above require one of $b_3, u$ or $r$ to vanish. Since neither $b_3$ or $u$ can vanish in this sub-branch, it must be that $r = 0$. Therefore, the final set of matrices is
\[
M_{a,.4.1} = \{ B = \begin{pmatrix} 0 & 0 \\ b_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ b_3 u & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & 0 \\ h_3 & b_3 (h_1 - u) b_3^{-1} \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 0 \\ d & 0 \end{pmatrix} \},
\] (4.3.216)
and the final set of constraints is
\[
\mathcal{E}_{a,.4.1} = \{ [u, h_1], \quad 0 = \text{Re}(h_1), \quad \psi^2 = -1 \}.
\] (4.3.217)
To demonstrate that this sub-branch of $\mathcal{S}$ is not empty, choose to set $h_1$ and $h_3$ to zero. Using the endomorphisms of $\mathcal{S}$ and $\text{Aut}(H)$ on $b_3$ and $u$, respectively, we may write $b_3 = i$ and $u = j$. Employing the scaling symmetry of $Z$, we arrive at the super-extension
\[
B = \begin{pmatrix} 0 & 0 \\ i & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ b_3 u & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & 0 \\ h_3 & b_3 (h_1 - u) b_3^{-1} \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 & 0 \\ d & 0 \end{pmatrix}.
\] (4.3.218)
Thus, this sub-branch is not empty. We may then introduce $h_1$ while continuing to fix all the parameters of the super-extension; however, this cannot be achieved on introducing $h_3$.

Sub-branch 4.2. Now with $N_3 \neq 0$ and $N_4 \neq 0$ as well as $N_1 \neq 0$, we can use the conditions
\[
-N_3 = PN_1 - N_1 P^\dagger \quad 0 = \beta B N_3 \theta^\dagger + \theta N_3 (\beta B)^\dagger \quad 0 = \beta B N_4 \theta^\dagger + \theta N_4 (\beta B)^\dagger \\
N_3 = BN_1 - N_1 B^\dagger \quad 0 = \pi \theta P N_3 \theta^\dagger + \theta N_3 (\pi \theta P)^\dagger \quad 0 = \pi \theta P N_4 \theta^\dagger + \theta N_4 (\pi \theta P)^\dagger,
\] (4.3.219)
and the analysis of branches 2 and 3 to write
\[
N_1 = \begin{pmatrix} 0 & r \\ \bar{r} & d \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & -r \bar{b}_3 - b_3 u r \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & b_3 r - \bar{r} \bar{b}_3 \end{pmatrix}.
\] (4.3.220)
This leaves only the $[H, Q, Q]$ conditions:
\[
0 = HN_3 + N_3 H^\dagger \\
-N_4 = HN_3 + N_3 H^\dagger \\
N_3 = HN_4 + N_4 H^\dagger.
\] (4.3.221)
We know from sub-branch 4.1.i that, since $c = 0$, the first of these produces
\[
0 = \text{Re}(h_1) \quad \text{and} \quad 0 = \text{Re}(h_3 r).
\] (4.3.222)
Writing $\bar{r} \bar{u} \bar{b}_3 - b_3 u r = -2 \text{Im}(b_3 u r)$ and $b_3 r - \bar{r} \bar{b}_3 = 2 \text{Im}(b_3 r)$ to simplify our expressions, the second and third conditions give us
\[
\text{Im}(b_3 r) = h_4 \text{Im}(b_3 u r) + \text{Im}(b_3 u r) b_3^{-1} \\
\text{Im}(b_3 r) = h_4 \text{Im}(b_3 u r) + \text{Im}(b_3 u r) b_3^{-1},
\] (4.3.223)
respectively, where $h_4 = b_3 (h_1 - u) b_3^{-1}$. Notice that since $h_1, u \in \text{Im}(H)$, and $h_4$ is written in terms of the adjoint action of $b_3 \in H$, $h_4 \in \text{Im}(H)$. Therefore, using $h_4 = -h_4$, we find
\[
\text{Im}(b_3 r) = -[h_4, [h_4, \text{Im}(b_3 r)]] \quad \text{and} \quad \text{Im}(b_3 u r) = -[h_4, [h_4, \text{Im}(b_3 u r)]]].
\] (4.3.224)
This imposes the constraint that \( \text{Im}(b_{32}^*) \) and \( \text{Im}(b_{33}^*) \) must be perpendicular to \( h_4 \) in \( \text{Im}(h) \). The constraints for this sub-branch are summarised as follows.

\[
\mathcal{E}_{a_{1,4.2.3}} = \{ 0 = [b_1, u], \quad -1 = u^2 \quad 0 = \text{Re}(h_1), \quad 0 = \text{Re}(b_{32}^*), \\
\text{Im}(b_{32}^*) = -[h_4, \text{Im}(b_{33}^*)], \quad \text{Im}(b_{33}^*) = -[h_4, \text{Im}(b_{33}^*)] \}.
\]

\( (4.3.225) \)

The non-vanishing matrices are then

\[
\begin{align*}
\mathcal{M}_{a_{1,4.2.3}} &= \{ B = \begin{pmatrix} 0 & 0 \\ b_{32} & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ b_{33} & 0 \end{pmatrix}, \quad H = \begin{pmatrix} h_1 & 0 \\ b_{33} & b_{32}(h_1 - u)b_{33}^{-1} \end{pmatrix}, \\
N_1 &= \begin{pmatrix} 0 & r \\ d & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & -2 \text{Im}(b_{32}^*) \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & 2 \text{Im}(b_{32}^*) \end{pmatrix}. \end{align*}
\]

\( (4.3.226) \)

To demonstrate the existence of super-extensions in this sub-branch, we will begin by simplifying our parameter set as much as possible. In particular, we begin by setting both \( h_3 \) and \( d \) to zero. We then utilise \( \text{Aut}(H) \) and the endomorphisms of \( s_1 \) to set \( u = \frac{2}{3} \) and impose that \( b_{33} \) lies along \( \bar{l} \). Notice that with \( u \) along \( \bar{l} \), the first constraint in \( \mathcal{E}_{a_{1,4.2.3}} \) tells us that \( h_1 \) must also lie along \( \bar{l} \), as must \( h_4 = b_{33}(h_1 - u)b_{33}^{-1} \). With these choices, the two constraints involving \( h_4 \) impose \( r \in \mathbb{R}(1, \bar{j}) \), and that \( |h_1| = \frac{2}{3} \) or \( |h_1| = \frac{2}{3} \). Residual endomorphisms then allow us to scale \( r \) such that it has unit norm. Finally, we can scale the \( s_{(j)} \) basis elements to arrive at

\[
\begin{align*}
B &= \begin{pmatrix} 0 & 0 \\ \bar{l} & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ k & 0 \end{pmatrix}, \quad H = \begin{pmatrix} j & 0 \\ 0 & j \end{pmatrix}, \\
N_1 &= \begin{pmatrix} 0 & r \\ 1 - j & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & k + j \end{pmatrix}. \end{align*}
\]

\( (4.3.227) \)

**Sub-branch 4.3.** The beginning of the investigation of this sub-branch is identical to that of the previous sub-branch. The \([P, Q, Q]\) and \([B, Q, Q]\) identities produce

\[
\begin{align*}
-N_3 &= P N_1 - N_1 P^\dagger \quad 0 = \beta \theta B N_3 \theta^\dagger + \theta N_3 (\beta \theta B)^\dagger, \\
N_4 &= B N_1 - N_1 B^\dagger \quad 0 = \pi \theta P N_4 \theta^\dagger + \theta N_4 (\pi \theta P)^\dagger,
\end{align*}
\]

where the first two conditions give \( N_3 \) and \( N_4 \) the form

\[
N_3 = \begin{pmatrix} \frac{1}{\sqrt{2}} \text{c}_{b_{32} u} & -\text{c}_{b_{33} u} \\ -\text{c}_{b_{33} u} & \text{c}_{b_{32} u} \end{pmatrix} \quad \text{and} \quad N_4 = \begin{pmatrix} 0 & \text{c}_{b_{33} \bar{u}} \\ \text{c}_{b_{33} \bar{u}} & -\text{c}_{b_{32} \bar{u}} \end{pmatrix}.
\]

\( (4.3.228) \)

Substituting this \( N_3 \) with \( 0 = (0, 1) \) into

\[
0 = \beta \theta B N_3 \theta^\dagger + \theta N_3 (\beta \theta B)^\dagger,
\]

we acquire

\[
0 = 2 \text{c}_{b_{32} u}^2 \text{Im}(\beta u) \quad \forall \beta \in \text{Im}(H).
\]

\( (4.3.229) \)

As, by assumption, \( b_{33} \neq 0 \) and \( u \neq 0 \), this imposes \( c = 0 \), such that

\[
N_1 = \begin{pmatrix} 0 & r \\ d & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & -\text{c}_{b_{33} \bar{u}} \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & \text{c}_{b_{33} \bar{u}} \end{pmatrix}.
\]

\( (4.3.230) \)

With this form of \( N_3 \) and \( N_4 \),

\[
-\text{Re}(\theta N_0 \theta^\dagger) \pi = \pi \theta P N_3 \theta^\dagger + \theta N_3 (\pi \theta P)^\dagger \\
\text{Re}(\theta N_0 \theta^\dagger) \beta = \beta \theta B N_4 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger,
\]

have a vanishing R.H.S., showing that \( N_0 \neq 0 \). This result contradicts our assumption that \( N_0 \neq 0 \); therefore, this sub-branch does not contain any super-extensions.

**Sub-branch 4.4.** Letting \( N_0 = 0 \) and \( N_2 \neq 0 \), we can use

\[
-N_3 = P N_1 - N_1 P^\dagger \quad 0 = \beta \theta B N_4 \theta^\dagger + \theta N_4 (\beta \theta B)^\dagger \\
N_4 = B N_1 - N_1 B^\dagger \quad 0 = \pi \theta P N_4 \theta^\dagger + \theta N_3 (\pi \theta P)^\dagger,
\]

\( (4.3.231) \)

to again write

\[
N_1 = \begin{pmatrix} 0 & r \\ d & 0 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ 0 & -\text{c}_{b_{33} \bar{u}} \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & 0 \\ 0 & \text{c}_{b_{33} \bar{u}} \end{pmatrix}.
\]

\( (4.3.232) \)

Substituting these \( N_1 \) into

\[
\frac{1}{2}[\theta, \theta N_2 \theta^\dagger] = \beta \theta B N_3 \theta^\dagger + \theta N_3 (\beta \theta B)^\dagger \\
\frac{1}{2}[\pi, \theta N_2 \theta^\dagger] = \pi \theta P N_4 \theta^\dagger + \theta N_4 (\pi \theta P)^\dagger,
\]

the R.H.S. vanishes for both, showing \( N_2 = 0 \), contradicting our initial assumption in this sub-branch.
Sub-branch 4.5. With none of the $N_1$ vanishing, we start again by writing $N_3$ and $N_4$ in terms of $N_1$ using conditions from the $[P, Q, Q]$ and $[B, Q, Q]$ identities:

$$
N_3 = \begin{pmatrix} 0 & -\bar{c}_3^* u \\ -c_3 u & \bar{r}\bar{b}_3 - \bar{b}_3 ur \end{pmatrix} \quad \text{and} \quad N_4 = \begin{pmatrix} 0 & -\bar{c}_3^* \\ c_3 u & \bar{b}_3 r - \bar{r}\bar{b}_3 \end{pmatrix}.
$$

(4.3.237)

Letting

$$
N_2 = \begin{pmatrix} n & m \\ -\bar{m} & \bar{n} \end{pmatrix}
$$

where $n, \bar{l} \in \text{Im}(\mathcal{H})$, $m \in \mathbb{H}$,

(4.3.238)

we can use

$$
\frac{1}{2}[\beta, \theta N_2 \theta^\dagger] = \theta \mathcal{B} \mathbf{N}_3 \theta^\dagger + \theta \mathbf{N}_4 (\beta \theta \mathcal{B})^\dagger
$$

(4.3.239)

to write $N_2$ in terms of $b_3$ and $u$. First let $\theta = (0, 1)$ to find

$$
\frac{1}{2}[\beta, l] = -c[\beta, \bar{b}_3 u b_3] \quad \forall \beta \notin \text{Im}(\mathcal{H}).
$$

(4.3.240)

Therefore,

$$
l = -2c b_3 u \bar{b}_3.
$$

(4.3.241)

Next, substitute in $\theta = (1, 1)$ to get

$$
[\beta, 2 \text{Im}(m)] + \frac{1}{2}[\beta, l] = -c[\beta, b_3 u \bar{b}_3].
$$

(4.3.242)

Using the previous result, this tells us that $\text{Im}(m) = 0$. Analogous calculations with $\theta = (0, 1)$ and $\theta = (1, 1)$ show that, in fact, all of $m$ must vanish. Finally, substituting in $\theta = (1, 0)$ into (4.3.239), we find $n = 0$ since the R.H.S. vanishes. Therefore, we are left with

$$
N_2 = \begin{pmatrix} 0 & 0 \\ 0 & -2c b_3 u \bar{b}_3 \end{pmatrix}.
$$

(4.3.243)

We would have arrived at the same expression had we used $N_3$ and

$$
\frac{1}{2}[\pi, \theta N_2 \theta^\dagger] = \pi \mathcal{B} \mathbf{N}_3 \theta^\dagger + \theta \mathbf{N}_4 (\pi \theta \mathcal{B})^\dagger.
$$

(4.3.244)

This form of $N_2$ automatically satisfies all other conditions it is involved in from both the $[B, Q, Q]$ and $[P, Q, Q]$ identities. Finally, we can put this $N_2$ into

$$
0 = \mathcal{H} N_2 + N_2 \mathcal{H}^\dagger
$$

(4.3.245)

to get

$$
0 = \bar{b}_3 \mathcal{H} + \mathcal{H} \bar{b}_3,
$$

(4.3.246)

where $b_3 = b_3(b_1 - u) \bar{b}_3^{-1}$ and $l = -2c b_3 u \bar{b}_3$. Working through some algebra, noting $\text{Re}(u^2) = -1$ and the fact $c \neq 0$ for $N_2 \neq 0$, we arrive at $b_1 u = \bar{b}_3 u$. Since $u \in \text{Im}(\mathcal{H})$, this forces $b_1 \in \text{Im}(\mathcal{H})$ such that $u$ and $b_1$ are collinear.

Now turn to $N_0$ and consider

$$
-\text{Re}(\theta \mathbf{N}_0 \theta^\dagger) = \pi \mathcal{B} \mathbf{N}_3 \theta^\dagger + \theta \mathbf{N}_4 (\pi \theta \mathcal{B})^\dagger
$$

(4.3.247)

$$
\text{Re}(\theta \mathbf{N}_0 \theta^\dagger) \beta = \theta \mathbf{N}_4 (\beta \theta \mathcal{B})^\dagger.
$$

(4.3.248)

Letting $\theta = (1, 0)$ in either of these conditions, we find that $\alpha = 0$. Next, substituting $\theta = (0, 1)$ into the second condition produces

$$
-b = 2c |b_3|^2.
$$

(4.3.249)

We would have arrived at the same result had we substituted into the first condition and used the fact $|u|^2 = 1$.

Now substituting $\theta = (1, s)$ into the second condition, we find

$$
-2 \text{Re}(\bar{s} a) - b |b|^2 = 2c |b|^2 |b_3|^2.
$$

(4.3.250)

Therefore, using the previous result and letting $s = 1$, $s = 0$ and $s = k$, we see that all components of $q$ must vanish. All other conditions on $N_0$ are now automatically satisfied, leaving

$$
N_0 = \begin{pmatrix} 0 & 0 \\ 0 & -2c |b_3|^2 \end{pmatrix}.
$$

(4.3.251)

Equipped with these $N_i$, we can now analyse the condition from Lemma 4.3:

$$
\text{Re}(\theta \mathbf{N}_0 \theta^\dagger) \theta \mathcal{H} = \frac{1}{2} \mathbf{N}_2 \theta^\dagger \theta + \theta \mathbf{N}_3 \theta^\dagger \theta \mathcal{B} + \theta \mathbf{N}_4 \theta^\dagger \theta \mathcal{P}.
$$

(4.3.252)

Letting $\theta = (0, 1)$:

$$
-2c |b_3|^2 (b_3 \bar{b}_3 (h_1 - u) \bar{b}_3^{-1}) = -c b_3 u \bar{b}_3 (0 \quad -\text{Im}(\bar{b}_3 u r) \quad (b_3 \quad 0) + \text{Im}(b_3 r) \quad (b_3 u \quad 0)).
$$

(4.3.253)

Concentrating on the second component, we have

$$
-2c |b_3|^2 b_3 (h_1 - u) \bar{b}_3^{-1} = -c b_3 u \bar{b}_3.
$$

(4.3.254)
Using the fact $\|b_3\|^2b_3 = b_3$ and cancelling relevant terms leaves

$$2b_3h_1b_3 = 0.$$ \hfill (4.3.254)

Since, by assumption $b_3 \neq 0$, we get $h_1 = 0$. The first component of (4.3.252) gives us a prescription for $h_3$,

$$-2c|b_3|^2b_3 = -2\text{Im}(b_3\bar{u}r)b_3 + 2\text{Im}(b_3r)b_3u,$$ \hfill (4.3.255)

therefore, we can fully describe $H$ in terms of $B$, $P$, and $N_1$.

The final conditions to consider are those from the $[H, Q, Q]$ super-Jacobi identity for $N_1$, $N_3$ and $N_4$. First, the $N_1$ condition tell us

$$0 = c\bar{b}_3 + r\bar{d}b_3^{-1} \quad 0 = \text{Re}(b_3r).$$ \hfill (4.3.256)

Notice that the second constraint here is automatically satisfied by the first, since $c \neq 0$ for a non-vanishing $N_0$. Substituting this expression for $b_3$ into the previous prescription, we find

$$|r|^2|b_3|^2b_3\bar{d}b_3^{-1} = [\text{Im}(b_3\bar{r}), \text{Im}(b_3u\bar{r})] + \text{Re}(b_3\bar{u}r)\text{Im}(b_3\bar{r}) - \text{Re}(b_3r)\text{Im}(b_3u\bar{r}).$$ \hfill (4.3.257)

Now, the constraints that $N_3$ and $N_4$ conditions produce are the ones given in sub-branch 4.2.iii:

$$\text{Im}(b_3\bar{r}) = -[h_4, [h_4, \text{Im}(b_3\bar{r})]] \quad \text{and} \quad \text{Im}(b_3u\bar{r}) = -[h_4, [h_4, \text{Im}(b_3u\bar{r})]].$$ \hfill (4.3.258)

These tell us that $\text{Im}(b_3\bar{r})$ and $\text{Im}(b_3u\bar{r})$ are perpendicular to $h_4$ in $\text{Im}(H)$. Therefore, the expression in (4.3.257) becomes

$$0 = \text{Re}(b_3\bar{r}), \quad 0 = \text{Re}(b_3u\bar{r}) \quad \text{and} \quad |r|^2b_3\bar{u}b_3 = [\text{Im}(b_3\bar{r}), \text{Im}(b_3u\bar{r})].$$ \hfill (4.3.259)

Putting all of these constraints together, we have

$$c_{a_{a_{a_{a_{a_{, 4.5.iii}}}}}} = [u^2 = -1, \quad \text{Im}(b_3\bar{r}) = -[h_4, [h_4, \text{Im}(b_3\bar{r})]], \quad \text{Im}(b_3u\bar{r}) = -[h_4, [h_4, \text{Im}(b_3u\bar{r})]], \quad 0 = \text{Re}(b_3\bar{r}), \quad 0 = \text{Re}(b_3u\bar{r}), \quad |r|^2b_3\bar{u}b_3 = [\text{Im}(b_3\bar{r}), \text{Im}(b_3u\bar{r})]],$$ \hfill (4.3.260)

for non-vanishing matrices

$$M_{a_{a_{a_{a_{a_{a_{, 4.5.iii}}}}}}} = \left\{ B = \begin{pmatrix} 0 & 0 \\ \bar{d}b_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ b_3u & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 0 & 0 \\ -c^{-1}b_3\bar{u}b_3^{-1} & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & -2[c\bar{b}_3] \\ 0 & 0 \end{pmatrix}, \quad N_1 = \begin{pmatrix} c \bar{v} \\ \bar{v} \end{pmatrix}, \quad N_2 = \begin{pmatrix} 0 & 0 \\ 0 & -2c\bar{b}_3u\bar{b}_3 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & c\bar{b}_3 \bar{u} \\ -c\bar{b}_3u \end{pmatrix}, \quad N_4 = \begin{pmatrix} c\bar{b}_3 \bar{u} \bar{v} - c\bar{b}_3 \\ 2\text{Im}(b_3\bar{r}) \end{pmatrix} \right\}.$$ \hfill (4.3.261)

To demonstrate that there are super-extensions in this sub-branch, we will first simplify this system by letting parameters vanish where possible. In particular, $v$ and $d$ in $N_1$ may be set to zero. This reduces $c_{a_{a_{a_{a_{a_{a_{, 4.5.iii}}}}}}}$ to contain only $u^2 = -1$. Now we can use the endomorphisms of $e_1$ to impose $b_3 = i$, $u = j$ and $c = 1$. With these choices, the matrices become

$$B = \begin{pmatrix} 0 & 0 \\ \frac{i}{k} & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ k & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 0 & 0 \\ 0 & j \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & 0 \\ 0 & -2 \end{pmatrix}, \quad N_1 = \begin{pmatrix} 0 \frac{i}{k} \\ 0 \frac{j}{k} \end{pmatrix}, \quad N_2 = \begin{pmatrix} 0 & 0 \\ 0 & -2k \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & 0 \\ -k & 0 \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 \frac{i}{k} \\ \frac{j}{k} \frac{i}{k} \end{pmatrix}.$$ \hfill (4.3.262)

As there are no restrictions on the parameter $d$, we may introduce it without affecting our other parameter choices; however, this is not the case for $v$. There are several constraints in $c_{a_{a_{a_{a_{a_{a_{, 4.5.iii}}}}}}}$ involving $v$; therefore, we need to examine these constraints to determine whether new parameters must be chosen. Interrogating

$$\text{Im}(b_3\bar{r}) = -[h_4, [h_4, \text{Im}(b_3\bar{r})]] \quad \text{and} \quad \text{Im}(b_3u\bar{r}) = -[h_4, [h_4, \text{Im}(b_3u\bar{r})]]$$ \hfill (4.3.263)

with the parameter choices stated above, we find that $v$ must vanish. In particular, due to $h_4 = b_3u\bar{b}_3^{-1}$ having unit length, we cannot replicate the analysis of sub-branch 4.2.iii, where the magnitude of $h_4$ was necessarily either $\frac{\sqrt{3}}{2}$ or $-\frac{\sqrt{3}}{2}$. Thus, we cannot produce a super-extension in this sub-branch for which $v \neq 0$. This simplifies the above ($M, \mathcal{C}$), such that the remaining constraints are

$$c_{a_{a_{a_{a_{a_{a_{, 4.5.iii}}}}}} = [u^2 = -1],$$ \hfill (4.3.264)

and the non-vanishing matrices are now

$$M_{a_{a_{a_{a_{a_{a_{, 4.5.iii}}}}}} = \left\{ B = \begin{pmatrix} 0 & 0 \\ \bar{d}b_3 & 0 \end{pmatrix}, \quad P = \begin{pmatrix} 0 & 0 \\ b_3u & 0 \end{pmatrix}, \quad H = \begin{pmatrix} 0 & 0 \\ 0 & \bar{b}_3u\bar{b}_3^{-1} \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & 0 \\ 0 & -2c|b_3|^2 \end{pmatrix}, \quad N_1 = \begin{pmatrix} c \bar{v} \\ \bar{v} \end{pmatrix}, \quad N_2 = \begin{pmatrix} 0 & 0 \\ 0 & -2c\bar{b}_3u\bar{b}_3 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 0 & c\bar{b}_3 \bar{u} \bar{v} - c\bar{b}_3 \\ 0 \end{pmatrix}, \quad N_4 = \begin{pmatrix} c\bar{b}_3 \bar{u} \bar{v} - c\bar{b}_3 \\ 0 \end{pmatrix} \right\}. $$ \hfill (4.3.265)
Finally, substitute \( \lambda = \eta = \epsilon = 0 \) and \( \mu = -1 \) into the second constraint in (4.3.155) to investigate the \( \hat{g} \) case. We find

\[ [v, h_1] = -1, \]

which, since \([v, h_1] \in \text{Im}(H)\), is inconsistent. Therefore, we cannot get a super-extension of \( \hat{g} \) in this branch.

4.4. Summary. Table 6 lists all the sub-branches of \( \mathcal{N} \) we found that contain \( \mathcal{N} = 2 \) generalised Bargmann superalgebras. Each Lie superalgebra in one of these branches is an \( \mathcal{N} = 2 \) super-extension of one of the generalised Bargmann algebras given in Table 1, taken from [4]. It is interesting that \( Z \) only appears in

\[ [B, P] = Z \quad \text{and} \quad [Q, Q] = Z. \quad (4.4.1) \]

Therefore, in all instances, \( Z \) remains central after the super-extension. In particular, this means that we may always find a kinematical Lie superalgebra (without a central-extension) by taking the quotient of our generalised Bargmann superalgebra \( s \) by the \( \mathbb{R} \)-span of \( Z, s/\langle Z \rangle \).

Table 6. Sub-branches of \( \mathcal{N} = 2 \) generalised Bargmann superalgebras (with \( [Q, Q] \neq 0 \))

| (S)B | \( \mathfrak{f} \) | \( H \) | \( Z \) | \( B \) | \( P \) | \( [Q, Q] \) |
|------|---------|------|-------|------|-----|----------------|
| 1.i  | \( a \) | \checkmark | \( Z \) |
| 1.ii | \( a \) | \checkmark | \( H + Z \) |
| 2.1.ii | \( a \) | \checkmark | \( H \) |
| 2.2.i | \( a \) | \checkmark | \checkmark | \( Z \) |
| 2.3.i | \( a \) | \checkmark | \checkmark | \( Z + B \) |
| 2.3.ii | \( a \) | \checkmark | \checkmark | \( H + Z + B \) |
| 4.5.iii | \( a \) | \checkmark | \checkmark | \( H + Z + B + P \) |
| 1.i | \( a_- \) | \checkmark | \( Z \) |
| 2.2.i | \( a_- \) | \checkmark | \( Z \) |
| 2.3.i | \( a_- \) | \checkmark | \checkmark | \( Z + P \) |
| 3.2.i | \( a_- \) | \checkmark | \checkmark | \( Z \) |
| 3.3.i | \( a_- \) | \checkmark | \checkmark | \( Z + P \) |
| 1.i | \( a_+ \) | \checkmark | \( Z \) |
| 2.2.i | \( a_+ \) | \checkmark | \( Z \) |
| 4.1.i | \( a_+ \) | \checkmark | \checkmark | \( Z \) |
| 4.2.iii | \( a_+ \) | \checkmark | \checkmark | \( Z + B + P \) |
| 4.5.iii | \( a_+ \) | \checkmark | \checkmark | \( H + Z + B + P \) |
| 1.i | \( \hat{a} \) | \checkmark | \( Z \) |
| 2.2.i | \( \hat{a} \) | \checkmark | \( Z \) |
| 3.2.i | \( \hat{a} \) | \checkmark | \checkmark | \( Z \) |
| 3.3.i | \( \hat{a} \) | \checkmark | \checkmark | \( Z + P \) |
| 3.3.ii | \( \hat{a} \) | \checkmark | \checkmark | \( H + Z + P \) |

The first column indicates the sub-branch of generalised Bargmann superalgebras, so that the reader may navigate back to find the conditions on the non-vanishing parameters of these superalgebras. The second column then tells us the underlying generalised Bargmann algebra \( \mathfrak{f} \). The next four columns tells us which of the \( s_0 \) generators \( H, Z, B, \) and \( P \) act on \( Q \). Recall, \( J \) necessarily acts on \( Q \), so we do not need to state this explicitly. The final column shows which \( s_0 \) generators occur in the \([Q, Q]\) bracket.

4.4.1. Unpacking the Notation. Although the formalism employed in this classification was useful for our purposes, it may be unfamiliar to the reader. Therefore, in this section, we will convert one of the \( \mathcal{N} = 2 \) super-extensions of the Bargmann algebra in sub-branch 3.3.ii into a more standard notation. The \( s_0 \) brackets have already been discussed in section 2.2, so we will concentrate solely on the \([s_0, s_1]\) and \([s_1, s_1]\) brackets,

\[ [B(\beta), Q(\theta)] = Q(\beta B) \quad \text{and} \quad [Q(\theta), Q(\theta)] = \text{Re}(\theta N_0 \theta^\dagger) H + \text{Re}(\theta N_1 \theta^\dagger) Z - P(\theta N_1 \theta^\dagger), \quad (4.4.2) \]
where
\[
B = \begin{pmatrix} 0 & 0 \\ \frac{1}{b_3} & 0 \\ 0 & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & 0 \\ 0 & -2c|b_3|^2 \end{pmatrix}, \quad N_1 = \begin{pmatrix} c & r \\ -f & d \end{pmatrix}, \quad N_4 = \begin{pmatrix} 0 & -c\bar{b}_3 \\ c\bar{b}_3 & b_3r - \bar{r}\bar{b}_3 \end{pmatrix}.
\]

Let \([Q_a^1]\) be a real basis for the first \(\mathfrak{so}(3)\) spinor module in \(s_1 = S^1 \oplus S^2\) where \(a \in \{1, 2, 3, 4\}\), and \([Q_a^2]\) be a basis for the second \(\mathfrak{so}(3)\) spinor module. Letting \(\theta = (\theta_1, \theta_2)\), and substituting the above matrices into the \([s_{\theta_1}, s_{\theta_2}]\) bracket, we get
\[
[B(\beta), Q^1(\theta_1)] = 0 \quad \text{and} \quad [B(\beta), Q^2(\theta_2)] = Q^1(\beta \theta_2 b_3).
\]
Substituting \(\theta = \theta' = (\theta_1, 0), \theta = (\theta_1, 0)\) and \(\theta' = (0, \theta_2)\), and \(\theta = \theta' = (0, \theta_2)\) into the \([s_{\theta_1}, s_{\theta_2}]\) bracket we find
\[
[B(\beta), Q^1(\theta_1)] = c\theta_1^3 Z
\]
\[
(Q^1(\theta_1), Q^2(\theta_2)) = R_{c \theta_1} \bar{Z} - \frac{4}{P}(\theta_2 b_3 \bar{\theta}_1 - \theta_1 \bar{b}_3 \theta_2)
\]
\[
[Q^2(\theta_2), Q^2(\theta_2)] = -2c|b_3|^2[\theta_2 |H + d|\theta_2|^2Z - P(\theta_2 \bar{b}_3 r - \bar{r}\bar{b}_3) \bar{\theta}_2).
\]

For the purposes of the present example, we will set the parameters of this super-extension as specified in (4.3.152); therefore, we have \([s_{\theta_1}, s_{\theta_2}]\) brackets
\[
[B(\beta), Q^1(\theta_1)] = Q^2(\beta \theta_2 b_3) \quad \text{and} \quad [B(\beta), Q^2(\theta_2)] = 0,
\]
and \([s_{\theta_1}, s_{\theta_2}]\) brackets
\[
(Q^1(\theta_1), Q^1(\theta_1)) = \theta_1^2 Z, \quad (Q^1(\theta_1), Q^2(\theta_2)) = -\frac{4}{P}(\theta_2 \theta_1 \theta_1 + \theta_1 \theta_2^2) \quad \text{and} \quad [Q^2(\theta_2), Q^2(\theta_2)] = \theta_2 |H.
\]
Now, we can write
\[
[B_1, Q_{a_1}^1] = \sum_{b=1}^{4} Q_{a_1}^1 b_1 b_a \quad [Q_{a_1}^1, Q_{b_1}^1] = \delta_{ab} Z \quad [Q_{a_1}^1, Q_{a_2}^2] = \sum_{i=1}^{3} P_i \Gamma^i_{ab}, \quad [Q_{a_1}^1, Q_{b_1}^2] = \delta_{ab} H.
\]
Our brackets then produce the \(\beta_i\) matrices
\[
\beta_1 = \begin{pmatrix} -\frac{1}{2} & 0 \\ 0 & 1 \end{pmatrix}, \quad \beta_2 = \begin{pmatrix} 0 & -\sigma_1 \\ -\sigma_1 & 0 \end{pmatrix}, \quad \beta_3 = \begin{pmatrix} 0 & \sigma_3 \\ \sigma_3 & 0 \end{pmatrix},
\]
and the symmetric \(\Gamma^1\) matrices
\[
\Gamma^1 = \begin{pmatrix} -\frac{1}{2} & 0 \\ 0 & 1 \end{pmatrix}, \quad \Gamma^2 = \begin{pmatrix} 0 & -\sigma_1 \\ -\sigma_1 & 0 \end{pmatrix}, \quad \Gamma^3 = \begin{pmatrix} 0 & \sigma_3 \\ \sigma_3 & 0 \end{pmatrix},
\]
where \(\sigma_1\) and \(\sigma_3\) are the first and third Pauli matrix, respectively. This \(N = 2\) Bargmann superalgebra takes the same form as the \((2 + 1)\)-dimensional Bargmann superalgebra utilised in [19].

5. DISCUSSION

In this paper, we classified the \(N = 1\) super-extensions of the generalised Bargmann algebras with three-dimensional spatial isotropy up to isomorphism. We also presented the non-empty sub-branches of the variety \(\mathcal{J}\) describing the \(N = 2\) super-extensions of the generalised Bargmann algebras. To simplify this classification problem, we utilised a quaternionic formalism such that \(\mathfrak{so}(3)\) scalar modules were described by copies of \(F\), \(\mathfrak{so}(3)\) vector modules were described by copies of \(\mathfrak{l}(\mathfrak{h})\), and \(\mathfrak{so}(3)\) spinor modules were described by copies of \(\mathfrak{h}\). We began by defining a universal generalised Bargmann algebra, which, under the appropriate setting of some parameters, may be reduced to the centrally-extended static kinematical Lie algebra \(\mathfrak{a}\), the centrally-extended Newton-Hooke algebras \(\mathfrak{a}_{ij}\), or the Bargmann algebra \(\mathfrak{b}\). The most general form for the \([s_{\theta_1}, s_{\theta_2}]\) and \([s_{\theta_1}, s_{\theta_2}]\) bracket components were found before substituting them into the super-Jacobi identities and finding the constraints on the parameters for these maps. Because of the formalism in use, solving these constraints amounted to some linear algebra over the quaternions, and paying attention to the allowed basis transformations \(G \subset \text{GL}(s_0) \times \text{GL}(s_1)\). Since we are only interested in supersymmetric extensions of these algebras, we limited ourselves to those branches which allow for non-vanishing \([Q, Q]\). The results of the \(N = 1\) and \(N = 2\) analyses are in Tables 3 and 6, respectively. We found 9 isomorphism classes in the \(N = 1\) case, and 22 non-empty sub-branches in the \(N = 2\) case.

These classifications have a few interesting features. The \(N = 1\) classification showed that if we centrally-extended a kinematical Lie algebra before finding its super-extensions, we will generally obtain very different results than if we super-extended the algebra before finding its central extensions. It would be interesting to investigate whether there are any special properties of those generalised Bargmann superalgebras which can arise through both procedures.

Although, not particularly interesting in the \(N = 1\) case, the double complex structure found in which \(B\) and \(P\) act as the differentials on modules \(s_1\) may be interesting to study for \(N \geq 2\). Notice that this interpretation is possible due to the kinematical Lie algebras having \([B, B] = [P, P] = 0\); therefore, we will have a double complex
on any Lie superalgebra with these brackets. In particular, all non-relativistic and ultra-relativistic kinematical Lie algebras have these brackets: this structure will be present for all investigations into extended supersymmetry for Galilean and Carrollian spacetimes. Thus a full understanding of this structure may shed some light on extended supersymmetry in these regimes.

As with the classification of the $N = 1$ super-extensions of the non-centrally-extended kinematical Lie algebras in [46], both the $N = 1$ classification and $N = 2$ branch analysis presented here demonstrate that each generalised Bargmann algebra can have many possible super-extensions. With the exception of the superalgebras of sub-branch 2.1.ii for the centrally-extended static KLA $\tilde{\alpha}$, every super-extension has the central extension $Z$ in the $[Q, Q]$ component of the bracket. Therefore, understanding the significance of the supersymmetry containing this internal component appears to be vital for a full understanding of these generalised Bargmann superalgebras and their phenomenology.

A clear next step in this project would be to determine the automorphism groups for each of the generalised Bargmann superalgebras to determine their admissible Lie super pairs as was done for the kinematical Lie superalgebras without central extension in [46]. With this information, we could then classify the possible generalised Bargmann superspaces in $(3+1)$-dimensions, and, "superising" the work in [40], find the geometric properties of these spaces, such as the invariant structures and their associated symmetries.

In this paper, we restricted ourselves to only the first section in Table 2; therefore, another obvious extension to the current work would be to classify the super-extensions for the algebras in the other two sections. One further direction of investigation would be to classify the generalised Bargmann superalgebras for different dimensions $D$ and higher $N$. Notice that the formalism introduced in section 4.1 could easily be recycled for investigations into $D = 3$ kinematical Lie superalgebras with $N > 2$. Wanting to explore $N$-extended super-extensions, we would only change the size of the $s_1$ vector space and the quaternionic matrices, ensuring we were working with $s_1 = \bigoplus_{i=1}^{N} S^i$, where $S^i$ is a copy of the four-dimensional real $so(3)$ spinor module, and $H, Z, B, P \in \text{Mat}_{N}(\mathbb{H})$. It may also be interesting to look at $D = 2$ due to the connection with Chern-Simons theories (see [23, 26]), and to determine the invariant tensors for the Lie superalgebras presented in this paper and try to map them down to the invariant tensors for the Lie superalgebras in one dimension lower.

In addition to introducing more $so(3)$ spinor modules into the $s_1$ vector space as suggested above, we could look to extend the $s_0$ vector space. Having demonstrated how one may incorporate the extra $so(3)$ scalar generator $Z$ into the underlying vector space, we could introduce the additional generators to consider classifying Maxwell superalgebras, or graded conformal Lie superalgebras, extending the work of [56] in the latter case.

For future research, it is interesting that many of these superalgebras can be gauged to produce supergravity theories in $(3+1)$-dimensions. Following the relativistic case, for a superalgebra to gauge to a non-trivial supergravity theory, we must have the commutator of two (local) supersymmetry transformations producing a (local) spacetime translation; therefore, $[Q, Q]$ must have $H, P$, or $H$ and $P$ on the right-hand-side. A list of the sub-branches in which such generalised Bargmann superalgebras are found is given in Table 7.

Another exciting application of the superalgebras classified here lies in possible holographic dualities. There is an extensive literature investigating non-relativistic holography (see [16, 57-59] for a few examples), in which torsional Newton-Cartan (TNC) geometries are dual to Hořava-Lifshitz gravity. On the Newton-Cartan side of this duality, we have some geometry that may be obtained by gauging a non-relativistic algebra [60]; therefore, we may consider taking any of the generalised Bargmann algebras as our starting point. To obtain the dual theory, we may use the following procedure. Let $\phi$ be an isomorphism which exchanges the two $so(3)$ scalar modules $H$ and $Z$, and exchanges the two $so(3)$ vector modules $B$ and $P$. To be more explicit, define $\phi$ as

$$\phi : s \rightarrow s' \text{ such that } \phi(H) = Z, \phi(B_i) = P_i, \phi(Z) = H, \phi(P_i) = B_i, \phi(Q^A_a) = Q^A_a,$$

where $i$ runs over $so(3)$ vector indices $\{1, 2, 3\}$, $a$ runs over $so(3)$ spinor indices $\{1, 2, 3, 4\}$, and $A$ labels our spinor module $\{1, 2\}$. Focussing solely on the generalised Bargmann superalgebras described in Table 8, the $N = 1$ cases have two brackets in common:

$$[B(\beta), P(\pi)] = \text{Re}(\beta\pi)Z \text{ and } [Q(s), Q(s)] = |s|^2Z.$$

For the $N = 2$ superalgebras, these two brackets are very similar:

$$[B(\beta), P(\pi)] = \text{Re}(\beta\pi)Z \text{ and } [Q(s), Q(s)] = \text{Re}(sN_1s^5)Z,$$

Non-relativistic superalgebras with $[Q, Q] = Z$ have been considered in papers such as [54, 55].
Table 7. Supergravity Algebras

| S | t  | (S)B | H | Z | B | P | [Q, Q] |
|---|----|------|---|---|---|---|--------|
| 3 | ˆa | -   | ✓ |   | H | Z |        |
| - | ˆa | 1.ii |   |   | H |   | H + Z  |
| - | ˆa | 2.1.i | ✓ |   |   |   | H      |
| - | ˆa | 2.3.i | ✓ | ✓ | Z | B |        |
| - | ˆa | 2.3.i | ✓ | ✓ | H | Z | B + P  |
| - | ˆa | 4.5.iii | ✓ | ✓ | H | Z | B + P |
| - | ˆa- | 2.3.i | ✓ | ✓ | Z | P |        |
| - | ˆa- | 3.3.i | ✓ | ✓ | Z | P |        |
| - | ˆa+ | 4.2.iii | ✓ | ✓ | Z | B | P      |
| - | ˆa+ | 4.5.iii | ✓ | ✓ | H | Z | B + P |
| - | ˆg | 3.3.i | ✓ | ✓ | Z | P |        |
| - | ˆg | 3.3.ii | ✓ |   | H | Z | P      |

The first column gives the unique identifier for the \( N = 1 \) generalised Bargmann superalgebras \( s_i \), and the second column tells us the underlying generalised Bargmann algebra \( t \). For the \( N = 2 \) superalgebras, the third column indicates the sub-branch the generalised Bargmann superalgebra comes from, so that the reader may navigate back to find the conditions on the non-vanishing parameters of the superalgebra. The next four columns tell us which of the \( s_0 \) generators \( H, Z, B, \) and \( P \) act on \( Q \). Recall, \( J \) necessarily acts on \( Q \), so we do not need to state this explicitly. The final column shows which \( s_0 \) generators occur in the \([Q, Q]\) bracket.

where \( N^i_1 = N^1_1 \). Notice that by sending \( Z \) to \( H \), the two \( s \) brackets including the mass generator \( Z \) become \([B, P] = H\) and \([Q, Q] = H\); thus, under this isomorphism, we obtain Carroll superalgebras from these generalised Bargmann superalgebras.\(^9\) By exchanging the \( \mathfrak{so}(3) \) vector modules \( B \) and \( P \) as well, we have the following interpretation for the generalised Bargmann superalgebra. The centrally-extended static kinematical Lie algebra \( \hat{a} \), with only \([B, P] = Z\), becomes the Carroll algebra. The centrally-extended dS Galilean algebra \( \hat{a}_- \) becomes

\[
[B, P] = H, \quad [Z, B] = -B, \quad [Z, P] = P.
\]

Interpreting \( Z \) as a dilatation, these are the brackets for the Carroll Lifshitz algebra first discussed in \([61]\). In fact, our \( N = 1 \) extension of this algebra is very similar to the superalgebra found to describe the Carroll superparticle in \([62]\). The only difference being that, in our context, \([Z, Q] = Q\), whereas they have the dilatation acting trivially on \( Q \). That we have such a bracket may not be too surprising given the two \( N = 1 \) Galilean superalgebras found in \([46]\). There, we found the Galilean superalgebra obtained through a contraction of the Poincaré superalgebra, in which the only bracket involving \( s_1 \) was \([Q, Q] = -P\); but, we also found a super-extension of the Galilean algebra which included \([H, Q] = Q\). Analogously, it may be that since the super-extension of the Carroll-Lifshitz algebra presented in \([62]\) comes from a limit, this bracket is not present. The centrally-extended AdS Galilean algebra \( \hat{a}_+ \) and the Bargmann algebra become

\[
[B, P] = H, \quad [Z, B] = P, \quad [Z, P] = -B,
\]

and

\[
[B, P] = H, \quad [Z, B] = P,
\]

respectively. For now, we do not have any interpretation for these Lie algebras; however, it may be of interest to explore which theories require an extension of the Carroll algebra by a generator that acts on the \( \mathfrak{so}(3) \) vector modules through a rotation (the \( \hat{a}_+ \) case) or a nilpotent matrix (the \( \hat{g} \) case). Using this isomorphism, we may systematically produce Carroll superalgebras corresponding to each of the generalised Bargmann superalgebras. With these connections to non-relativistic holography, it would be interesting to use the methods applied in this classification to the generalised Lifshitz and Schrödinger algebras presented in \([56]\).

If interested in extending this work to Lifshitz algebras, it is important to note that papers concentrating on supersymmetric Lifshitz field theories such as \([63, 64]\) utilise a super-extension of the Lifshitz algebra in which the modules of \( s_1 \) transform as scalars under \( \mathfrak{so}(3) \). Therefore, the classification method highlighted in this paper would need to be modified to take this change of \( \mathfrak{so}(3) \) action into account.

\(^9\)This duality was also recognised in the non-supersymmetric context in \([45]\).
Table 8. Generalised Bargmann superalgebras with $[Q, Q] = Z$

| S | t | (S) | H | Z | B | P | [Q, Q] |
|---|---|-----|---|---|---|---|--------|
| 1 | â | –  | $\varnothing$ | Z |
| 2 | â | –  | $\checkmark$ | $\varnothing$ | Z |
|    | â | 1.i | $\checkmark$ | $\varnothing$ | Z |
|    | â | 2.2.i | $\checkmark$ | $\checkmark$ | Z |
| 4 | n_0 | –  | Z |
| 5 | n_1 | –  | $\checkmark$ | Z |
|    | n_2 | 1.i | $\checkmark$ | Z |
|    | n_2 | 2.2.i | $\checkmark$ | $\checkmark$ | Z |
|    | n_2 | 3.2.i | $\checkmark$ | $\checkmark$ | Z |
| 6 | n_3 | –  | Z |
| 7 | n_3 | –  | $\checkmark$ | Z |
|    | n_3 | 1.i | $\checkmark$ | Z |
|    | n_3 | 2.2.i | $\checkmark$ | $\checkmark$ | Z |
|    | n_3 | 4.1.i | $\checkmark$ | $\checkmark$ | Z |
| 8 | i_0 | –  | Z |
| 9 | i_0 | –  | $\checkmark$ | Z |
|    | i_0 | 1.i | $\checkmark$ | Z |
|    | i_0 | 2.2.i | $\checkmark$ | $\checkmark$ | Z |
|    | i_0 | 3.2.i | $\checkmark$ | $\checkmark$ | Z |

The first column gives the unique identifier for each of the $N = 1$ generalised Bargmann superalgebras $S$, and the second column tells us the underlying generalised Bargmann algebra $t$. For the $N = 2$ superalgebras, the third column indicates the sub-branch the generalised Bargmann superalgebra comes from, so that the reader may navigate back to find the conditions on the non-vanishing parameters of the superalgebra. The next four columns tell us which of the $s_{\mathbb{C}}$ generators $H$, $Z$, $B$, and $P$ act on $Q$. Recall, $J$ necessarily acts on $Q$, so we do not need to state this explicitly. The final column shows which $s_{\mathbb{C}}$ generators occur in the $[Q, Q]$ bracket.

Acknowledgements

I am grateful to José Figueroa-O’Farrill for first proposing this project and his continual guidance throughout. I would also like to thank Jan Rosseel for his incredibly helpful comments on a previous version of this paper. Finally, I want to thank Jelle Hartong for bringing my attention to the supersymmetric Aristotelian literature. This work is funded by the Engineering and Physical Sciences Research Council (EPSRC).

References

[1] Tomasz Andrzejewski and José Miguel Figueroa-O’Farrill. “Kinematical lie algebras in 2 + 1 dimensions”. In: J. Math. Phys. 59.6 (2018), p. 061703. doi: 10.1063/1.5025785. arXiv: 1802.04048 [hep-th].
[2] José Figueroa-O’Farrill. “Classification of kinematical Lie algebras”. In: (2017). arXiv: 1711.05676 [hep-th].
[3] José M. Figueroa-O’Farrill. “Higher-dimensional kinematical Lie algebras via deformation theory”. In: J. Math. Phys. 59.6 (2018), p. 061702. doi: 10.1063/1.5016616. arXiv: 1711.07363 [hep-th].
[4] José M. Figueroa-O’Farrill. “Kinematical Lie algebras via deformation theory”. In: J. Math. Phys. 59.6 (2018), p. 061701. doi: 10.1063/1.5016288. arXiv: 1711.06111 [hep-th].
[5] Kevin T. Grosvenor et al. “Homogeneous Nonrelativistic Geometries as Coset Spaces”. In: Class. Quant. Grav. 35.17 (2018), p. 175007. doi: 10.1088/1361-6382/aad0f9. arXiv: 1712.03980 [hep-th].
[6] Eric Bergshoeff et al. “Newton-Cartan Gravity and Torsion”. In: JHEP 10 (2017), p. 194. doi: 10.1007/JHEP10(2017)194. arXiv: 1708.05414 [hep-th].
REFERENCES

[7] B. Julia and H. Nicolai. “Null-Killing vector dimensional reduction and Galilean geometrodynamics”. In: Nuclear Physics B 439.1 (1995), pp. 291–323. ISSN: 0550-3213.
DOI: https://doi.org/10.1016/0550-3213(94)00584-2.
URL: http://www.sciencedirect.com/science/article/pii/0550321394005842.

[8] Eric Bergshoeff et al. “Torsional Newton-Cartan Geometry”. In: Geometric Science of Information. Ed. by Frank Nielsen and Frédéric Barbaresco. Cham: Springer International Publishing, 2017, pp. 367–374. ISBN: 978-3-319-68445-1.

[9] J. Klusoň. “Remark About Non-Relativistic String in Newton-Cartan Background and Null Reduction”. In: JHEP 05 (2018), p. 041. DOI: 10.1007/JHEP05(2018)041. arXiv: 1803.07336 [hep-th].

[10] Troels Harmark et al. “Relating non-relativistic string theories”. In: JHEP 11 (2019), p. 071. DOI: 10.1007/JHEP11(2019)071. arXiv: 1907.01663 [hep-th].

[11] Troels Harmark, Jelle Hartong and Niels A. Obers. “Nonrelativistic strings and limits of the AdS/CFT correspondence”. In: Phys. Rev. D 96.8 (2017), p. 086019. DOI: 10.1103/PhysRevD.96.086019. arXiv: 1705.03535 [hep-th].

[12] Morten H. Christensen et al. “Torsional Newton-Cartan Geometry and Lifshitz Holography”. In: Phys. Rev. D 89 (2014), p. 061901. DOI: 10.1103/PhysRevD.89.061901. arXiv: 1311.4794 [hep-th].

[13] Eric Bergshoeff et al. “Non-Relativistic Supersymmetry on Curved Three-Manifolds”. In: (May 2020). arXiv: 2005.09001 [hep-th].

[14] Roberto Auzzi et al. “Renormalization properties of a Galilean Wess-Zumino model”. In: JHEP 06 (2019), p. 048. DOI: 10.1007/JHEP06(2019)048. arXiv: 1904.08404 [hep-th].

[15] Roel Andringa et al. “Newtonian Gravity and the Bargmann Algebra”. In: Class. Quant. Grav. 28 (2011), p. 105011. DOI: 10.1088/0264-9381/28/10/105011. arXiv: 1011.1145 [hep-th].

[16] Jelle Hartong and Niels A. Obers. “Hořava-Lifshitz gravity from dynamical Newton-Cartan geometry”. In: JHEP 07 (2015), p. 155. DOI: 10.1007/JHEP07(2015)155. arXiv: 1504.07461 [hep-th].

[17] Eric Bergshoeff, Jan Rosseel and Paul Townsend. “Non-relativistic limits and three-dimensional coadjoint Poincare gravity”. In: Journal of Physics: Conference Series 1194 (Apr. 2019), p. 012013. DOI: 10.1088/1742-6596/1194/1/012013.
URL: https://doi.org/10.1088/1742-6596%2F1194%2F1%2F012013.

[18] Eric Bergshoeff et al. “Nonrelativistic superparticle in a curved background”. In: Phys. Rev. D 90.6 (2014), p. 065006. DOI: 10.1103/PhysRevD.90.065006. arXiv: 1406.7286 [hep-th].

[19] Roel Andringa et al. “3D Newton–Cartan supergravity”. In: Class. Quant. Grav. 30 (2013), p. 205005. DOI: 10.1088/0264-9381/30/20/205005. arXiv: 1305.6737 [hep-th].

[20] Dennis Hansen, Jelle Hartong and Niels A. Obers. “Action Principle for Newtonian Gravity”. In: Phys. Rev. Lett. 122.6 (2019), p. 061106. DOI: 10.1103/PhysRevLett.122.061106. arXiv: 1807.04765 [hep-th].

[21] Dennis Hansen, Jelle Hartong and Niels A. Obers. “Non-Relativistic Gravity and itsCoupling to Matter”. In: JHEP 06 (2020), p. 145. DOI: 10.1007/JHEP06(2020)145. arXiv: 2001.10277 [gr-qc].

[22] Joaquim Gomis, Axel Kleinschmidt and Jakob Palmkvist. “Symmetries of M-theory and free Lie superalgebras”. In: JHEP 03 (2019), p. 160. DOI: 10.1007/JHEP03(2019)160. arXiv: 1809.09171 [hep-th].

[23] Joaquim Gomis et al. “Newton-Hooke/Carrollian expansions of (A)dS and Chern-Simons gravity”. In: JHEP 20 (2020), p. 009. DOI: 10.1007/JHEP02(2020)009. arXiv: 1912.07564 [hep-th].

[24] Eric Bergshoeff, Joaquim Gomis and Patricio Salgado-Rebolledo. “Non-relativistic limits and three-dimensional coadjoint Poincare gravity”. In: (Jan. 2020). arXiv: 2001.11790 [hep-th].

[25] José A. de Azcárraga, Diego Gütik and José M. Izquierdo. “Extended D = 3 Bargmann supergravity from a Lie algebra expansion”. In: (Apr. 2019). DOI: 10.1088/j.nuclphysyb.2019.114706. arXiv: 1904.12786 [hep-th].

[26] Jose A. de Azcárraga et al. “Generating Lie and gauge free differential (super)algebras by expanding Maurer-Cartan forms and Chern-Simons supergravity”. In: Nucl. Phys. B 662 (2003), pp. 185–219. DOI: 10.1016/S0550-3213(03)00342-0. arXiv: hep-th/0212347.

[27] Javier Matulich, Stefan Prohazka and Jakob Salzer. “Limits of three-dimensional gravity and metric kinematical Lie algebras in any dimension”. In: JHEP 07 (2019), p. 118. DOI: 10.1007/JHEP07(2019)118. arXiv: 1903.09165 [hep-th].

[28] Georgios Papageorgiou and Bernd J. Schroers. “A Chern-Simons approach to Galilean quantum gravity in 2+1 dimensions”. In: JHEP 11 (2009), p. 009. DOI: 10.1088/1126-6708/2009/11/009. arXiv: 0907.2880 [hep-th].
REFERENCES

[29] Joaquim Gomis et al. “Symmetries of post-Galilean expansions”. In: Phys. Rev. Lett. 124.8 (2020), p. 081602. doi: 10.1103/PhysRevLett.124.081602. arXiv: 1910.13560 [hep-th].

[30] Eric Bergshoeff et al. “Lie Algebra Expansions and Actions for Non-Relativistic Gravity”. In: JHEP 08 (2019), p. 048. doi: 10.1007/JHEP08(2019)048. arXiv: 1904.08304 [hep-th].

[31] Luca Romano. “Non-Relativistic Four Dimensional p-Brane Supersymmetric Theories and Lie Algebra Expansion”. In: (June 2019). doi: 10.1088/1361-6382/ab8bbc. arXiv: 1906.08220 [hep-th].

[32] Patrick Concha, Marcelo Ipinza and Evelyn Rodríguez. “Generalized Maxwellian exotic Bargmann gravity theory in three spacetime dimensions”. In: (Apr. 2020). arXiv: 2004.01203 [hep-th].

[33] Patrick Concha and Evelyn Rodríguez. “Non-Relativistic Gravity Theory based on an Enlargement of the Extended Bargmann Algebra”. In: JHEP 07 (2019), p. 085. doi: 10.1007/JHEP07(2019)085. arXiv: 1906.00086 [hep-th].

[34] Luis Avilés et al. “Non-Relativistic Maxwell Chern-Simons Gravity”. In: JHEP 05 (2018), p. 047. doi: 10.1007/JHEP05(2018)047. arXiv: 1802.08453 [hep-th].

[35] Patrick Concha et al. “Three-dimensional Maxwellian Extended Newtonian gravity and flat limit”. In: (June 2020). arXiv: 2006.13128 [hep-th].

[36] Chris D.A. Blair. “A worldsheat supersymmetric Newton-Cartan string”. In: JHEP 10 (2019), p. 266. doi: 10.1007/JHEP10(2019)266. arXiv: 1908.00074 [hep-th].

[37] Kevin Morand and Jeong-Hyuck Park. “Classification of non-Riemannian doubled-yet-gauged spacetime”. In: Eur. Phys. J. C 77.10 (2017). [Erratum: Eur.Phys.J.C 78, 901 (2018)], p. 685. doi: 10.1140/epjc/s10052-017-5257-z. arXiv: 1707.03713 [hep-th].

[38] Sung Moon Ko et al. “Dynamics of Perturbations in Double Field Theory & Non-Relativistic String Theory”. In: JHEP 12 (2015), p. 144. doi: 10.1007/JHEP12(2015)144. arXiv: 1508.01121 [hep-th].

[39] David S. Berman, Chris D.A. Blair and Ray Otsuki. “Non-Riemannian geometry of M-theory”. In: JHEP 07 (2019), p. 175. doi: 10.1007/JHEP07(2019)175. arXiv: 1902.01867 [hep-th].

[40] José Figueroa-O’Farrill, Ross Grassie and Stefan Prohazka. “Geometry and BMS Lie algebras of spatially isotropic homogeneous spacetimes”. In: JHEP 08 (2019), p. 119. doi: 10.1007/JHEP08(2019)119. arXiv: 1905.00034 [hep-th].

[41] José Figueroa-O’Farrill. “On the intrinsic torsion of spacetime structures”. In: (Sept. 2020). arXiv: 2009.01948 [hep-th].

[42] G.W. Gibbons and C.E. Patricot. “Newton-Hooke space-times, Hpp waves and the cosmological constant”. In: Class. Quant. Grav. 20 (2003), p. 5225. doi: 10.1088/0264-9381/20/23/016. arXiv: hep-th/0308200.

[43] C. Duval et al. “Bargmann structures and Newton-Cartan theory”. In: Phys. Rev. D 31 (8 Apr. 1985), pp. 1841–1853. doi: 10.1103/PhysRevD.31.1841. url: https://link.aps.org/doi/10.1103/PhysRevD.31.1841.

[44] C. Duval, Gary W. Gibbons and P. Horvathy. “Celestial mechanics, conformal structures and gravitational waves”. In: Phys. Rev. D 43 (1991), pp. 3907–3922. doi: 10.1103/PhysRevD.43.3907. arXiv: hep-th/0512188.

[45] C. Duval et al. “Carroll versus Newton and Galilei: two dual non-Einsteinian concepts of time”. In: Class. Quant. Grav. 31 (2014), p. 085016. doi: 10.1088/0264-9381/31/8/085016. arXiv: 1402.0657 [gr-qc].

[46] José Figueroa-O’Farrill and Ross Grassie. “Kinematical superspaces”. In: (2019). arXiv: 1908.11278 [hep-th].

[47] J. Rembielinski and W. Tybor. “Possible Superkinematics”. In: Acta Phys. Polon. B 15 (1984), pp. 611–615.

[48] P. Kosinski, J. Rembielinski and W. Tybor. “Extended Superkinematics”. In: Acta Phys. Polon. B 16 (1985), pp. 827–830.

[49] Henri Bacry and Jean-Marc Lévy-Leblond. “Possible Kinematics”. In: Journal of Mathematical Physics 9.10 (1968), pp. 1605–1614. doi: 10.1063/1.1664490. eprint: https://doi.org/10.1063/1.1664490. url: https://doi.org/10.1063/1.1664490.

[50] V Hussin, J Negro and M A del Olmo. “Kinematical superalgebras”. In: Journal of Physics A: Mathematical and General 32.27 (Jan. 1999), pp. 5097–5121. doi: 10.1088/0305-4470/32/27/309. url: https://doi.org/10.1088/0305-4470%2F32%2F27%2F309.

[51] R. Campoamor-Stursberg and Michel Rausch de Traubenberg. “Kinematical superalgebras and Lie algebras of order 3”. In: J. Math. Phys. 49 (2008), p. 063506. doi: 10.1063/1.2942414. arXiv: 0801.2630 [hep-th].
[52] Chao-Guang Huang and Lin Li. “Possible Supersymmetric Kinematics”. In: Chin. Phys. C 39.9 (2015), p. 093103. doi: 10.1088/1674-1137/39/9/093103. arXiv: 1409.5498 [hep-th].

[53] H. Bacry and J. Nuyts. “Classification of ten-dimensional kinematical groups with space isotropy”. In: Journal of Mathematical Physics 27.10 (1986), pp. 2455–2457. doi: 10.1063/1.527306. eprint: https://doi.org/10.1063/1.527306. URL: https://doi.org/10.1063/1.527306.

[54] Adiel Meyer, Yaron Oz and Avia Raviv-Moshe. “On Non-Relativistic Supersymmetry and its Spontaneous Breaking”. In: JHEP 06 (2017), p. 128. doi: 10.1007/JHEP06(2017)128. arXiv: 1703.04740 [hep-th].

[55] T.E. Clark and S.T. Love. “Non-relativistic supersymmetry”. In: Nuclear Physics B 231.1 (1984), pp. 91–108. issn: 0550-3213. doi: https://doi.org/10.1016/0550-3213(84)90308-0. URL: http://www.sciencedirect.com/science/article/pii/0550321384903080.

[56] José M. Figueroa-O’Farrill. “Conformal Lie algebras via deformation theory”. In: J. Math. Phys. 60.2 (2019), p. 021702. doi: 10.1063/1.5055929. arXiv: 1809.03603 [hep-th].

[57] Jelle Hartong, Elias Kiritsis and Niels A. Obers. “Lifshitz spacetimes for Schrödinger holography”. In: Phys. Lett. B 746 (2015), pp. 318–324. doi: 10.1016/j.physletb.2015.05.010. arXiv: 1409.1519 [hep-th].

[58] Morten H. Christensen et al. “Boundary Stress-Energy Tensor and Newton-Cartan Geometry in Lifshitz Holography”. In: JHEP 01 (2014), p. 057. doi: 10.1007/JHEP01(2014)057. arXiv: 1311.6471 [hep-th].

[59] Jelle Hartong, Elias Kiritsis and Niels A. Obers. “Field Theory on Newton-Cartan Backgrounds and Symmetries of the Lifshitz Vacuum”. In: JHEP 08 (2015), p. 006. doi: 10.1007/JHEP08(2015)006. arXiv: 1502.00228 [hep-th].

[60] Eric A. Bergshoeff, Jelle Hartong and Jan Rosseel. “Torsional Newton–Cartan geometry and the Schrödinger algebra”. In: Class. Quant. Grav. 32.13 (2015), p. 135017. doi: 10.1088/0264-9381/32/13/135017. arXiv: 1409.5555 [hep-th].

[61] G.W. Gibbons, Joaquim Gomis and C.N. Pope. “Deforming the Maxwell-Sim Algebra”. In: Phys. Rev. D 82 (2010), p. 065002. doi: 10.1103/PhysRevD.82.065002. arXiv: 0910.3220 [hep-th].

[62] Eric Bergshoeff, Joaquim Gomis and Lorena Parra. “The Symmetries of the Carroll Superparticle”. In: J. Phys. A 49.18 (2016), p. 185402. doi: 10.1088/1751-8113/49/18/185402. arXiv: 1503.06083 [hep-th].

[63] Shira Chapman, Yaron Oz and Avia Raviv-Moshe. “On Supersymmetric Lifshitz Field Theories”. In: JHEP 10 (2015), p. 162. doi: 10.1007/JHEP10(2015)162. arXiv: 1508.03338 [hep-th].

[64] Igal Arav, Yaron Oz and Avia Raviv-Moshe. “Holomorphic Structure and Quantum Critical Points in Supersymmetric Lifshitz Field Theories”. In: JHEP 11 (2019), p. 064. doi: 10.1007/JHEP11(2019)064. arXiv: 1908.03220 [hep-th].