The Statistical Mechanics of Stretched Polymers
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Abstract. We describe some recent results concerning the statistical properties of a self-interacting polymer stretched by an external force. We concentrate mainly on the cases of purely attractive or purely repulsive self-interactions, but our results are stable under suitable small perturbations of these pure cases. We provide in particular a precise description of the stretched phase (local limit theorems for the end-point and local observables, invariance principle, microscopic structure). Our results also characterize precisely the (non-trivial, direction-dependent) critical force needed to trigger the collapsed/stretched phase transition in the attractive case. We also describe some recent progress: first, the determination of the order of the phase transition in the attractive case; second, a proof that a semi-directed polymer in quenched random environment is diffusive in dimensions 4 and higher when the temperature is high enough. In addition, we correct an incomplete argument from [7].
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1 Introduction

The statistical mechanics of stretched polymers has already a long history (see, e.g., [2, 15]) and has known a strong revival in recent years, thanks in particular to remarkable experimental progress (in particular, the development of micromanipulation techniques, such as optical tweezers and atomic force microscopy, that allow a direct experimental realization of such a situation, making it possible, for example, to measure precisely the force/extension relation for given polymer chains).

In the present review, the polymers are always assumed to be long, flexible chains, which means that we are studying the polymer chains at a scale large compared to their persistence length. It should be noted, however, that our techniques should be able to handle a non-trivial persistence length, or even the case of a semiflexible polymer, the persistence length of which is comparable to its length.

The physical situation we want to analyze is depicted in Figure 1. Namely, we consider a long polymer chain, pulled by forces $F$ and $-F$ at its extrem-
ities. However, this setting is slightly inconvenient, as the spatial location of the polymer is not fixed. To lift the ambiguity, we fix one of the end-points at the origin, and apply a force $F$ to the other end-point. Obviously, the two descriptions are physically completely equivalent.

There are two contributions to the polymer energy: the first one is the internal energy due to the self-interaction, which will be denoted by $\Phi$; the second is the contribution due to the work done by the force, $-\langle F, D \rangle_d$, where $D$ is the total extension of the polymer (i.e., the position of its free end-point).

All this review, except Sections 5 and 6 is based on the work [7], in which proofs of the various statements made below can be found.

In Appendix A, we provide an alternative to an incomplete argument we gave in [7].

Acknowledgments. Y.V. is happy to thank Sacha Friedli and Bernardo de Lima for their wonderful organization of the XIIth Brazilian School of Probability, and the invitation to contribute this text. This work was partially supported by Swiss NSF grant #200020-121675.

2 The model

2.1 Polymer configurations and their distribution

A configuration of the polymer is given by a length $n$ nearest-neighbor path on $\mathbb{Z}^d$, $\gamma = (\gamma(0), \ldots, \gamma(n))$, with $\gamma(0) = 0$. Notice that there would be no problems in considering more general geometries (e.g., finite-range jumps).

To each configuration $\gamma$ of the polymer, we associate an internal energy $\Phi(\gamma)$ given by

$$\Phi(\gamma) \overset{\text{def}}{=} \sum_{x \in \mathbb{Z}^d} \phi(\ell_x(\gamma)),$$

where $\ell_x(\gamma)$ is the local time of $\gamma$ at $x$, $\ell_x(\gamma) \overset{\text{def}}{=} \sum_{i=0}^{n} 1_{\{\gamma(i) = x\}}$. The function $\phi : \mathbb{N} \to \mathbb{R}$ is a non-decreasing function satisfying $\phi(0) = 0$.

Remark 2.1. Here, and in the following, we are considering local times at vertices. We could just as well have considered more general local potentials, e.g., local times through (possibly directed) edges.

We shall consider two classes of interaction potentials $\phi$: attractive and repulsive. They are characterized as follows.

• Repulsive self-interactions. These are characterized by

$$\phi(\ell_1 + \ell_2) \geq \phi(\ell_1) + \phi(\ell_2).$$
The terminology can be easily understood: The energetic cost of placing $\ell_1 + \ell_2$ monomers at a given vertex $x$ is higher than that of placing $\ell_1$ monomers at a vertex $x$ and $\ell_2$ monomers at a different vertex $y$. Since lower energies are favored, this will induce a self-repulsion of the chain.

- **Attractive self-interactions.** These are similarly characterized by

$$\phi(\ell_1 + \ell_2) \leq \phi(\ell_1) + \phi(\ell_2).$$

The same argument as before shows that this induces a self-attraction of the chain. In the attractive case, we can, without loss of generality, make the following further assumption on $\phi$:

$$\lim_{\ell \to \infty} \frac{\phi(\ell)}{\ell} = 0. \quad (1)$$

Indeed, if $\phi$ was growing super-linearly, then the energy would always dominate the entropy (which obviously grows linearly with the chain length), and the polymer would always concentrate on two vertices. On the other hand, if there is a linear part in $\phi$, then it can be taken out, since the total length of the polymer is fixed, and thus the contribution of the linear part is independent of the polymer configuration. In the following, we shall always assume that (1) is fulfilled when considering self-attractive interactions.

**Remark 2.2.** In this review, we only discuss attractive and repulsive potentials. Our results, however, are stable under perturbations. This is explained in details in [7].

Let now $F \in \mathbb{R}^d$ be the force applied at the free end-point. Our model is defined by the following probability measure on paths $\gamma = (\gamma(0), \ldots, \gamma(n))$,

$$\mathbb{P}_n^F(\gamma) \overset{\text{def}}{=} \frac{1}{Z_n^F} e^{-\Phi(\gamma) + \langle F, \gamma(n) \rangle_d}.$$

Before finishing this section, let us mention how a few classical polymer models can be embedded into our framework.

**2.2 Some examples**

**The self-avoiding walk (SAW).** This is the standard model for self-repelling paths, with countless applications in polymer physics. It is defined by the probability measure giving equal weight to all length $n$ nearest-neighbor paths $\gamma$ on $\mathbb{Z}^d$ satisfying the condition that no vertex is visited.
more than once. It is immediate to see that this corresponds to the particular choice
\[
\phi(\ell) = \begin{cases} 
\infty & \text{if } \ell \geq 2 \\
0 & \text{if } \ell \in \{0, 1\}. 
\end{cases}
\]

**The Domb-Joyce model.** There are numerous models of weakly self-avoiding walk, in which the hard-core self-avoidance condition characterizing the SAW is replaced by a soft-core penalty for multiple visits of a given vertex. The best-known such model is the Domb-Joyce model, in which the energy of a polymer chain $\gamma$ is given by
\[
\beta \sum_{0 \leq i < j \leq n} 1_{\{\gamma(i) = \gamma(j)\}},
\]
for some $\beta > 0$. It is easily verified that this corresponds to setting
\[
\phi(\ell) = \frac{1}{2} \beta \ell (\ell - 1).
\]

**The discrete sausage.** This model has been studied in many papers under various names and interpretations. We chose this name in analogy with its continuous counterpart in which an underlying Brownian motion replaces the simple random walk. In this model, the energy of a polymer chain $\gamma$ is simply given by $\beta$ times the number of different vertices visited by $\gamma$. This corresponds to the particular choice
\[
\phi(\ell) = \begin{cases} 
\beta & \text{if } \ell \geq 1 \\
0 & \text{if } \ell = 0. 
\end{cases}
\]

The above interaction is obviously attractive.

**The reinforced polymer.** This is a generalization of the previous model, formally analogous to a reinforced random walk. Let $(\beta_k)_{k \geq 1}$ be a non-increasing sequence of non-negative real numbers. The contribution to the energy of a given configuration $\gamma$ due to the $k^{th}$ visit at a given vertex is given by $\beta_k$. In other words,
\[
\phi(\ell) = \sum_{k=1}^{\ell} \beta_k.
\]
The polymer in an annealed random potential. Another important example of polymer model with attractive self-interaction is given by a polymer in an annealed random potential. Let \((V_x)_{x \in \mathbb{Z}^d}\) be a collection of i.i.d. non-negative random variables (the random potential). Given a realization \(\theta\) of the environment, the quenched weight associated to a polymer configuration \(\gamma\) is

\[
w_{\text{qu}}(\gamma) \overset{\text{def}}{=} e^{-\sum_{i=0}^{n} V_{\gamma(i)}(\theta)}.
\]

(2)

It associates to each monomer the value of the potential at its location. The annealed weight of a polymer configuration corresponds to averaging the quenched weight w.r.t. the environment,

\[
w_{\text{an}}(\gamma) \overset{\text{def}}{=} \mathbb{E} w_{\text{qu}}(\gamma).
\]

(3)

Physically, this corresponds to a situation in which both the polymer and the environment have had time to reach equilibrium. It is easy to check that the probability measure associated to the annealed weights corresponds to choosing

\[
\phi(\ell) = -\log \mathbb{E} e^{-\ell V}.
\]

2.3 The inverse correlation length

In our analysis, a crucial role is played by the 2-point function and the associated inverse correlation length. The 2-point function is defined, for \(\lambda \in \mathbb{R}\) and \(x \in \mathbb{Z}^d\), by

\[
G_{\lambda}(x) \overset{\text{def}}{=} \sum_{\gamma:0 \to x} e^{-\Phi(\gamma)-\lambda |\gamma|} \overset{\text{def}}{=} \sum_{\gamma:0 \to x} W_{\lambda}(\gamma),
\]

where the sum runs over all nearest-neighbor paths \(\gamma\) from 0 to \(x\) (of arbitrary length), and \(|\gamma|\) denotes the length of \(\gamma\). It is easy to see that \(G_{\lambda}(x)\) is finite (for all \(x \in \mathbb{Z}^d\)) as soon as \(\lambda > \lambda_0\), where

\[
\lambda_0 = \lim_{n \to \infty} \frac{1}{n} \log \sum_{\substack{\gamma:|\gamma|=n \\ \gamma(0)=0}} e^{-\Phi(\gamma)}
\]

is essentially the free energy per monomer associated to a (free) polymer chain. The above limit is well defined by sub- (super-) additivity in the repulsive (attractive) case. It can also be shown that \(\lambda_0 \in (0, \infty)\) always holds, with \(\lambda_0 = \log(2d)\) in the attractive case [4, 7]

Moreover, the 2-point function is infinite (for all \(x \in \mathbb{Z}^d\)) when \(\lambda < \lambda_0\), so that there is a transition at the critical value \(\lambda_0\). Indeed, \(\lambda < \lambda_0\) readily
implies divergence of the bubble diagram $\sum_x G_\lambda(x)^2 = \infty$. In view of, e.g., (A.2) in [7], this already implies divergence of the two-point function in the repulsive case. On the other hand in the attractive case $G_\lambda(0) = \infty$ as soon as $\lambda < \lambda_0$. The divergence of the two-point function for every $x$ follows, since in the attractive case $G_\lambda(x) \geq H_\lambda(x)G_\lambda(0)$, where $H_\lambda(x) > 0$ is the contribution of all the paths $\gamma : 0 \mapsto x$ which are stopped upon arrival to $x$.

When $\lambda > \lambda_0$, not only is the 2-point function finite, but it is actually exponentially decreasing as a function of $x$. This exponential decay is best encoded in the inverse correlation length $\xi_\lambda : \mathbb{R}^d \rightarrow \mathbb{R}$, defined by

$$
\xi_\lambda(x) \overset{\text{def}}{=} \lim_{k \to \infty} -\frac{1}{k} \log G_\lambda([kx]), \quad (\lambda > \lambda_0)
$$

where $[x] \in \mathbb{Z}^d$ denotes the component-wise integer part of $x \in \mathbb{R}^d$. It can be proved that the inverse correlation length is well-defined, and is an equivalent norm on $\mathbb{R}^d$. It measures the directional rate of decay of the 2-point function, in the sense that

$$
G_\lambda(x) = e^{-\xi(n_x)\|x\|(1+o(1))},
$$

where $n_x = x/\|x\|$ and the function $o(1)$ converges to zero as $\|x\|$ goes to infinity.

An important object associated to the correlation length $\xi_\lambda$ is the Wulff shape $K_\lambda$, defined by

$$
K_\lambda \overset{\text{def}}{=} \{ F \in \mathbb{R}^d : \langle F, x \rangle_d \leq \xi_\lambda(x), \forall x \in \mathbb{R}^d \}.
$$

The name Wulff shape is inherited from continuum mechanics, where $K_\lambda$ is the equilibrium crystal shape once $\xi_\lambda$ is interpreted to be a surface tension (i.e., $K_\lambda$ is the convex set with support function $\xi_\lambda$). Alternatively, one can describe $K_\lambda$ in terms of polar norms, as was done, e.g., in [5]: Introducing the polar norm

$$
\xi_\lambda^*(F) \overset{\text{def}}{=} \max_{x \neq 0} \frac{\langle F, x \rangle_d}{\xi_\lambda(x)} = \max_{\xi_\lambda(x) = 1} \langle F, x \rangle_d,
$$

we see that $K_\lambda$ can be identified with the corresponding unit ball,

$$
K_\lambda = \{ F : \xi_\lambda^*(F) \leq 1 \}.
$$

In general, the family $(K_\lambda)_{\lambda \geq \lambda_0}$ is an increasing (w.r.t. inclusion) sequence of convex subsets of $\mathbb{R}^d$ (actually, convex bodies as soon as $\lambda > \lambda_0$).
2.4 Behavior of the correlation length as $\lambda \downarrow \lambda_0$

As will be explained in the next section, the behavior of $\xi_\lambda$ as $\lambda \downarrow \lambda_0$ has an important impact on the behavior of the polymer under stretching. In this respect, the following dichotomy between attractive and repulsive models can be established:

$$\xi_{\lambda_0}(x) \overset{\text{def}}{=} \lim_{\lambda \downarrow \lambda_0} \xi_\lambda(x) \begin{cases} 0 & \text{in the repulsive case,} \\ >0 & \text{in the attractive case.} \end{cases}$$

We refer to [4, 7] for the attractive case. The repulsive part is worked out in the Appendix. The behavior of $\xi_{\lambda_0}$ has an immediate impact on the limiting shape $K_{\lambda_0}$: $K_{\lambda_0}$ has non-empty interior in the attractive case, whereas $K_{\lambda_0} = \{0\}$ in the repulsive case.

3 Macroscopic behavior of the polymer

Let us say that the polymer is in the collapsed phase if and only if

$$\lim_{n \to \infty} \mathbb{P}^F_n(\frac{1}{n} |\gamma_n| > \epsilon) = 0, \quad \forall \epsilon > 0.$$ 

This means that, in the macroscopic scaling limit, the polymer has no extension. We call the complementary phase the stretched phase.

The following theorem describes the macroscopic behavior of the polymer depending on the intensity of the applied force.

**Theorem 3.1.**

The polymer is

$$\begin{cases} \text{in the collapsed state if } F \in \mathring{K}_{\lambda_0}, \\ \text{in the stretched state if } F \notin K_{\lambda_0}. \end{cases}$$

In the repulsive case, we have seen that $K_{\lambda_0} = \{0\}$, and we can thus conclude that any non-zero applied force results in the polymer being macroscopically stretched. In the attractive case, however, $K_{\lambda_0} \neq \emptyset$, and the polymer remains macroscopically collapsed for small enough applied forces. This corresponds to the intuition: In the attractive case, the self-interaction favors the collapsed phase, while the force favors the stretched phase, and the phase transition is a consequence of this competition.

Notice that Theorem 3.1 does not describe the behavior of the polymer when the force belongs to the boundary of $K_{\lambda_0}$. This critical case is delicate and is still under investigation in the case of attractive self-interaction; see also Section 5. This question in the case of repulsive self-interaction reduces
to proving that the critical polymer (i.e., without any applied force) is sub-ballistic. This is still an open problem, even for the SAW in dimensions 2, 3 and 4! Of course, it should be possible (but less interesting) to establish diffusivity in high enough dimensions using a suitable version of the lace expansion.

4 Description of the stretched phase

We now turn to the description of the polymer in the stretched phase. We treat simultaneously the cases of attractive and repulsive self-interactions, as the results in that phase are identical. The only assumption is thus that $F \not\in K_{\lambda_0}$, or, equivalently, that

$$F \in \partial K_{\lambda} \text{ for some } \lambda > \lambda_0. \quad (4)$$

The above $\lambda$ should be viewed as a conjugate parameter.

4.1 Distribution of the end-point

The first natural problem is to determine the distribution of the free end-point of the polymer. The following result guarantees that the polymer is indeed in the stretched regime: There exists $\bar{v}_F \in \mathbb{R}^d \setminus \{0\}$, $\epsilon > 0$ and $c > 0$ such that

$$\mathbb{P}^{F_n} \left( \frac{1}{n^n} \gamma(n) \not\in B_\epsilon(\bar{v}_F) \right) \leq e^{-cn}. \quad (5)$$

This can then be strengthened into a strong local limit result. More precisely, there exists a rate function $J_F$ that is strictly convex and real analytic on $B_\epsilon(\bar{v}_F)$ and possesses a non-degenerate quadratic minimum at $\bar{v}_F$, and a positive, real analytic function $G$ on $B_\epsilon(\bar{v}_F)$ such that

$$\mathbb{P}^{F_n} \left( \frac{1}{n^n} \gamma(n) = x \right) = \frac{G(x)}{n^{d/2}} e^{-nJ_F(x)} (1 + o(1)), \text{ as } n \to \infty,$$

uniformly in $x \in \frac{1}{n^n} \mathbb{Z}^d \cap B_\epsilon(\bar{v}_F)$.

4.2 Description of the microscopic structure

4.2.1 Decomposition into irreducible pieces In the previous subsection, we have described the Gaussian fluctuations of the end-point of the polymer in the stretched phase. It is also natural, and physically relevant, as will be explained below, to describe the structure of the whole polymer chain at the microscopic scale. The crucial structural fact established in [7] is that whenever the pulling force $F$ is strong in the sense of (4), one is entitled to ignore
all polymer configurations apart from those admitting a decomposition into irreducible pieces (see Fig. 2),

$$\gamma = \omega_L \Pi \omega_1 \Pi \cdots \Pi \omega_m \Pi \omega_R,$$

(5)

where $\Pi$ denotes concatenation. As Fig. 2 indicates, there are three types of irreducible pieces: the two extremal ones $\omega_L, \omega_R$, which could be viewed as boundary conditions, and the bulk ones $\omega_1, \ldots, \omega_m$. In either case, the size distribution of these pieces (e.g., diameter) has exponentially decaying tails \[7\]. Consequently, the boundary conditions have no impact on the large scale properties of such polymers and, for the sake of a more transparent notation, we shall ignore them in the sequel, considering instead a simplified model with only bulk irreducible pieces present. Let us describe the family $\Omega$ of the latter. Recall that we fixed the pulling force $F$ and the conjugate parameter $\lambda > \lambda_0$, such that $F \in \partial K_\lambda$. For $\kappa \in (0, 1)$ define a positive cone $Y \overset{\text{def}}{=} \{ \mathbf{x} \in \mathbb{Z}^d : |\langle \mathbf{x}, F \rangle_d| > \kappa \xi_\lambda(\mathbf{x}) \}$. It is convenient to choose $\kappa$ sufficiently small to ensure that $Y$ contains one of the neighbors of the origin.

Given a path $\gamma = (\omega(0), \ldots, \omega(l))$, we say that $\omega(k)$ is a \textbf{cone-point} of $\omega$ if $k = 1, \ldots, l - 1$, and

$$(\omega(0), \ldots, \omega(k-1)) \subset \omega(k) - Y \text{ and } (\omega(k+1), \ldots, \omega(l)) \subset \omega(k) + Y.$$  

We say that a path $\omega$ is \textbf{irreducible} if it does not contain cone points and, in addition is \textbf{cone-confined} in the following sense,

$$\omega \subseteq (\omega(0) + Y) \cap (\omega(l) - Y).$$

(6)

We denote by $\Omega$ the set of irreducible paths, identifying paths differing only by $\mathbb{Z}^d$ shifts.

Note that the set $\Omega$ is adjusted to $F$ and, accordingly, to $\lambda$. However, the definitions are set up in such a way that one may use the same set $\Omega$ for

**Figure 2** The decomposition of a path $\gamma$ into irreducible pieces.
all pulling forces in a neighborhood of $F$. This is important for application
of analytic local limit theory, which is behind most of the results we derive.
There are two canonical variables associated with $\omega = (\omega(0), \ldots, \omega(l)) \in \Omega$. The first one is the number of steps, $|\omega| = l$. The second one is the
displacement, $D(\omega) = \omega(l) - \omega(0)$. Then, as was proved in [7],
$$
P_F^\lambda(\omega) = \exp\{\phi(1) - \Phi(\omega) - \lambda |\omega| + \langle F, D(\omega) \rangle_d\}
$$
is a probability measure on $\Omega$ with exponentially decaying tails: There exist
$\nu_1, \nu_2 > 0$, such that uniformly in $l \geq 0$,
$$
P_F^\lambda(|\omega| > l) + P_F^\lambda(|D(\omega)| > l) \leq \nu_1 e^{-\nu_2 l}. \quad (7)
$$
Consider the product measure $\otimes P_F^\lambda$ on the space of countable strings
$(\omega_1, \omega_2, \ldots)$ of elements $\omega_i \in \Omega$. Recall our convention to ignore bound-
ary pieces in (5). Then one can express the canonical partition function $Z_F^\lambda$
in terms of the grand-canonical measure $\otimes P_F^\lambda$ as follows:
$$
Z_F^\lambda = e^{\lambda n} \sum_N \otimes P_F^\lambda\left(\sum_{i=1}^N |\omega_i| = n\right). \quad (8)
$$
Similarly, for $x \in Y$, one can express two point functions,
$$
G(x) = e^{-(F,x)_d} \sum_N \otimes P_F^\lambda\left(\sum_{i=1}^N D(\omega_i) = x\right). \quad (9)
$$
In view of the Cramer-type condition (7), relations (8) and (9) pave the
way for a comprehensive local limit description of the microscopic geo-
metry of polymer chains in the corresponding canonical ensembles. Applications
for statistics of a general class of local observables are discussed in
[7]. For example one readily infers that, under $P_F^\lambda$, typical polymers $\gamma$
are composed of $(1 + O(1/\sqrt{n})) n/|F| + O(\log n)$ irreducible pieces whose lengths are at
most $O(\log n)$. In particular, the following invariance principle holds.

4.2.2 An invariance principle As before, let $\lambda > \lambda_0$ and $F \in \partial K_\lambda$. Then [7]
there exists an $\mathbb{R}^d$-neighborhood $U$ of $F$ such that the function $\mu = \mu(H)$,
which is defined through the relation $H \in K_\mu$ (note that in this notation
$\mu(F) = \lambda$), is analytic on $U$ and, furthermore, the Hessian $\Sigma_F \Delta = d^2 \mu(F)$ is
non-degenerate.

In terms of $\mu$ the average displacement per step is given by $\bar{v}_F = \nabla \mu(F)$ [7].
Now, for a given $\gamma$ with $|\gamma| = n$, let $\gamma = \omega_1 \Pi \cdots \Pi \omega_m$ be its irreducible
decomposition. Again, recall that for simplicity we ignore boundary pieces in
Figure 3  Pincus’ blobs picture (adapted from [2]). Under tension, the polymer decomposes into a succession of independent “blobs” of a size given by the correlation length $1/\xi$. Inside each blob, the corresponding piece of polymer has the same scaling properties as a critical (i.e., without applied forces) polymer.

(5). With the irreducible decomposition at hand, we define the interpolated trajectory $g_n = g_n[\gamma] : [0, 1] \to \mathbb{R}^d$ as follows: (1) Let $\mathcal{G}_n : [0, n] \to \mathbb{R}^d$ be the linear interpolation through the space-time points

$$(0, 0), (|\omega_1|, D(\omega_1)), (|\omega_1| + |\omega_2|, D(\omega_1) + D(\omega_2)), \ldots, (n, \sum_1^m D(\omega_i)).$$

(2) For $t \in [0, 1]$ define $g_n(t) = (\mathcal{G}_n(tn) - tn\bar{v}_F) / \sqrt{n}$.

Then $(g_n, \mathbb{P}_n^F)$ weakly converges to the law of $\sqrt{\sum F} B_t$, $t \in [0, 1]$, where $B$ is the standard Brownian motion on $\mathbb{R}^d$.

4.2.3 Pincus’ blobs  In 1976, in order to derive various scaling properties of stretched polymers (which he modeled by SAW), Pincus introduced a heuristic description of the polymer now known as Pincus’ blobs picture. The latter assumes that, in the stretched phase, the polymer’s structure is that of a string of “blobs”, which possess (in the terminology used in the present paper) the following characteristic properties:

- statistical independence;
- sizes of the order of the correlation length $\lambda(F)$;
- the same scaling properties as non-stretched polymers.

It seems likely that the decomposition into irreducible pieces described in the previous subsection should yield the rigorous counterpart to this blobs picture, but a precise identification would require substantially more work.

On the positive side, we already know that the irreducible pieces are statistically independent (modulo the fact that their total length is fixed to $n$).

Concerning the sizes of the irreducible pieces, our estimates do not allow us to say that they are of the order of the correlation length. One does
have a weak version of such a claim: Coarse-graining the polymer at the correlation scale yields an object that does indeed admit a decomposition into irreducible pieces of the right scale, but our estimates are too poor to be converted into estimates for the underlying microscopic object. This seems however to be a purely technical issue, and, at least for a subclass of these polymer models, one should be able to improve on the latter estimates.

The most difficult aspect seems to be the last one. It is not actually really clear to us what the statement exactly means, but it seems to require a good understanding of the collapsed phase, which seems to be quite difficult in general, although this might be easier in the attractive case (using, e.g., the technology described in [17]), or in high enough dimensions (using, e.g., the lace expansion).

A related question of interest is to understand how \( \bar{v}_F \) scales with the applied force \( F \). Pincus’ conjecture is that \( \bar{v}_F \propto F^\chi \), where \( \chi = (1/\nu) - 1 \) with \( \nu \) the exponent characterizing the growth of the free polymer, \( \mathbb{E}_n(||D||) \propto n^\nu \). Of course, the determination (and even existence!) of the exponent \( \nu \) itself is an open problem in general (e.g., for the SAW below the critical dimension).

In any case, providing a rigorous version of this heuristic picture would be very interesting for two reasons: First, its validity is taken as a basic assumption in many works in polymer physics (see [2, 15] and references therein), and, second, its validity, especially in the regime when \( Fn^\nu \) is not very large (in our work, we only consider the regime in which \( n > n_0(F) \), for some fixed \( F \), so our results shed no light on this problem yet), is not considered obvious even from the point of view of Theoretical Physics [9].

5 Order of the collapsed/stretched phase transition

As we have seen above, there is a non-trivial phase transition between a collapsed and a stretched phase in the case of polymers with self-attractive interactions. In this section, we present some preliminary results describing in more details the behavior of the polymer at this transition.

The problem investigated is the determination of the order of the phase transition. Let us fix a direction \( h \in \partial\mathbf{K}_{\lambda_0} \) and consider a force of the form \( F = \alpha h \), \( \alpha \in \mathbb{R}^+ \). The criterion used is the behavior of the macroscopic position of the free end-point of the polymer which, as we have seen, is given by 0 in the collapsed phase (\( \alpha < 1 \)), and by \( \bar{v}_F \neq 0 \) in the stretched phase (\( \alpha > 1 \)). We say that the transition is of first order if the position is discontinuous at the transition: \( \lim_{\alpha \downarrow 1} \bar{v}_F \neq 0 \), and is of continuous otherwise. (The order turns out not to depend on the chosen direction \( h \).)
This question has already been investigated in the Physics’ literature \cite{10} (see also the earlier work \cite{6}) for the particular case of the discrete sausage, \( \Phi = \beta \# \{ \gamma(k) : 0 \leq k \leq n \} \) (which is equivalent to a random walk among annealed killing traps). The conclusion drawn by the authors for this particular model are the following: The transition is of continuous in the one-dimensional case, but of first order in all higher dimensions. Their argument was analytic in \( d = 1 \), but relied entirely on numerical evidences for \( d \geq 2 \).

In the case of the Wiener sausage, a lot of information has been extracted about the behavior of the path in the collapsed regime: In dimension 1, \cite{3, 11} (and also \cite{12} for soft obstacles) provide a detailed description of the path for all subcritical forces. In higher dimensions, the results seem to be restricted to the case \( F = 0 \), see \cite{16} for the two-dimensional Wiener sausage and \cite{14} for the higher-dimensional Wiener sausage; similar results for the two-dimensional discrete sausage have been obtained in \cite{1}. The order of the transition itself does not seem to have been investigated rigorously in these works.

It turns out, however, that it is easy to verify that the transition is continuous for the one-dimensional discrete sausage. Namely,

\textbf{Theorem 5.1.} Assume that \( d = 1 \) and \( \phi(\ell) = \beta 1_{\{ \ell \geq 1 \}} \) (1d discrete sausage). Let \( h \in \partial K_{\lambda_0} \). There exist \( a_1, a_2, a_3 > 0 \) such that, for any \( \epsilon > 0 \),

\[
\mathbb{P}^{\alpha h} \left( \frac{1}{n} D(\gamma) > \epsilon \right) \leq e^{-a_1 \epsilon^2 n},
\]

for all \( n \geq a_2 \beta \epsilon^{-3} \lor a_2 \epsilon^{-2} |\log \epsilon| \) and all \( \alpha > 1 \) satisfying \( |\alpha - 1| \leq a_3 \epsilon/h \). In particular, \( \lim_{\alpha \downarrow 1} \bar{v}_{\alpha h} = 0 \) and the transition is continuous.

\textbf{Proof.} Let us write \( Z_{n,x}^{\lambda,F} = \sum_{\gamma:0 \to x} e^{-\Phi(\gamma) - \lambda |\gamma| + (F,D(\gamma))} \). We use the following convention: We drop \( F \) and/or \( \lambda \) from the notation when they take value 0, and similarly drop \( x \) or \( n \) from the notation when the corresponding constraint is removed. For example, we write \( Z_{x}^{\lambda} = \sum_{\gamma:0 \to x} e^{-\Phi(\gamma) - \lambda |\gamma|} \). Also, given a partition function \( Z \) and a family of paths \( \mathcal{A} \), we write \( Z[\mathcal{A}] \) for the corresponding partition function restricted to paths in \( \mathcal{A} \).

We can assume that \( h > 0 \) (i.e., \( h = \xi_{\lambda_0}(1) \)). We first bound from above the numerator of the probability:

\[
Z_{n}^{\alpha h}[D(\gamma) > \epsilon n] = \sum_{x > \epsilon n} e^{\lambda_0 n} Z_{n,x}^{\lambda_0,\alpha h} \leq \sum_{x > \epsilon n} e^{\lambda_0 n} \sum_{x > \epsilon n} e^{\lambda_0 n + \alpha h x} Z_{n,x}^{\lambda_0}
= \sum_{x > \epsilon n} e^{\lambda_0 n + \alpha h x} Z_{n,x}^{\lambda_0} Z_{x}^{\lambda_0} \leq e^{\lambda_0 n} \sum_{x > \epsilon n} e^{(\alpha - 1) h x} \frac{Z_{n,x}^{\lambda_0}}{Z_{x}^{\lambda_0}},
\]
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since \( \alpha h x = \xi x_0(x) + (\alpha - 1)h x \) and \( Z^\alpha x \leq e^{-\xi x_0(x)} \) (by sub-additivity).

Moreover,

\[
Z^{\lambda_0}_{n,x} = \mathbb{E}_{\text{SRW}} \left[ e^{-\Phi(X_{[0,n]}), X_n = x} \right] \leq e^{-\beta x} \mathbb{P}_{\text{SRW}} (X_n = x),
\]

while, using \( \tau_x = \min \{ n \geq 1 : X_n = x \} \),

\[
Z^{\lambda_0}_x = \sum_{n \geq 0} \mathbb{E}_{\text{SRW}} \left[ e^{-\Phi(X_{[0,n]}), X_n = x} \right] \geq e^{-\beta x} \sum_{n \geq 0} \mathbb{P}_{\text{SRW}} (\tau_1 \tau_x \leq n) \geq e^{-\beta x} \mathbb{P}_{\text{SRW}} (\tau_1 \tau_x \leq n) \geq \frac{1}{x+1} e^{-\beta x}.
\]

We thence have, for some \( c_1 > 0 \),

\[
Z^{\alpha h}_{n} [D(\gamma) > \epsilon n] \leq e^{\lambda_0 n} (n + 1) \sum_{x > \epsilon n} e^{(\alpha - 1)h x} \mathbb{P}_{\text{SRW}} (X_n = x) \leq e^{\lambda_0 n} (n + 1) \sum_{x > \epsilon n} e^{(\alpha - 1)h x - c_1 x^2/n} \leq e^{\lambda_0 n} e^{-c_2 \epsilon^2 n},
\]

provided that \( (\alpha - 1)h \ll \epsilon \) and \( n \gg e^{-2|\log n|} \).

Let us now turn to the denominator. We have, with \( M = (n/\beta)^{1/3} \),

\[
Z^{-\alpha h}_{n} [0 \leq \gamma(k) < M, \forall k \leq n] \geq e^{-\beta M} e^{\lambda_0 n} \mathbb{P}_{\text{SRW}} (0 \leq X_k < M, \forall 1 \leq k \leq n) \geq e^{\lambda_0 n} e^{-c_3 \beta^{2/3} n^{1/3}},
\]

since \( \mathbb{P}_{\text{SRW}} (0 \leq X_k < M, \forall 1 \leq k \leq n) \geq \exp(-c n/M^2) \), for some \( c > 0 \).

Finally,

\[
\mathbb{P}_{\alpha h} (D(\gamma) > \epsilon n) \leq e^{(-c_2 \epsilon^2 - c_3 \beta^{2/3} n^{-2/3}) n} \leq e^{-c_4 \epsilon^2 n},
\]

provided \( n \) is so large that \( n^{-2/3} \beta^{2/3} \ll \epsilon^2 \).

Although the previous result confirms the corresponding prediction in [10], it seems that among one-dimensional self-attractive polymer models, this behavior is pathological. Indeed, as the following heuristic argument indicates, the generic situation in dimension 1 should be that the transition is continuous at high temperatures only, and becomes of first order at low temperatures.

This can be easily understood (at a heuristic level at least) by considering what happens for the variant of the discrete sausage in which \( \phi_2(\ell) = \beta 1_{\ell \geq 1} + \beta 1_{\ell \geq 2} \).

The discrete sausage is equivalent to a random walk among annealed killing traps in one dimension. What made the above proof work is that,
for the walk to reach a distant point \( x \), it must be the case that there are no obstacles between 0 and \( x \). But once this happens, the random walk can reach \( x \) in a diffusive way at virtually no additional cost.

In the variant, however, the situation is completely different, at least when \( \beta \gg 1 \). Indeed, it is equivalent to a random walk among annealed i.i.d. traps coming in two colors: each vertex is independently occupied by a black trap with probability \( p = 1 - e^{-\beta} \), by a white trap with probability \( p \), by both with probability \( p^2 \), or is empty. The random walk dies if it steps on a black trap, or if it visits at least twice a white trap. By the same reasoning as before, we see that there must be no black traps in the interval between 0 and \( x \). Now there are two possible strategies: either we remove all traps altogether in this interval, or we force the walk to move ballistically (since it cannot visit more than once each remaining (white) trap, and has to cross them to reach \( x \)). A simple computation shows that, at large \( \beta \), the second alternative is much less costly, and thus the critical pinned polymer should be ballistic. The situation is opposite at small \( \beta \), and in this case the polymer should travel diffusively in an interval essentially free of traps.

This is reminiscent of what happens for the one-dimensional Brownian bridge among pointlike obstacles, for which it is proved \cite{13} that it is favorable for the Brownian motion to go ballistically to its final point when the obstacles are soft, but not in the case of hard obstacles.

Let us turn now to our (still preliminary) results in dimensions 2 and higher. In the one-dimensional case, we essentially reduced the analysis of the order of the transition to determining whether typical paths \( \gamma : 0 \to x \) are ballistic at \( \lambda = \lambda_0 \) (for large \( \|x\| \)). Such a relationship still holds in higher dimensions, and is the core of our approach to this problem. Namely, the following argument shows that ballistic behavior of typical polymers \( \gamma : 0 \to x \) at \( \lambda = \lambda_0 \) implies that the transition is of first order.

Let \( h \in K_{\lambda_0}, \alpha > 1 \) and \( \rho > 0 \). Using the fact that \( \xi_{\lambda_0}(x) > \langle h, x \rangle_d \), for all \( x \in \mathbb{R}^d \), and proceeding as above, we can write

\[
Z_{n}^{ah} \left[ \|D(\gamma)\| \leq \rho n \right] = \sum_{x : \|x\| \leq \rho n} e^{\lambda_0 n + \alpha \langle h, x \rangle_d} Z_{n,x}^{\lambda_0} \leq \sum_{x : \|x\| \leq \rho n} e^{\lambda_0 n + \alpha \langle h, x \rangle_d} Z_{x}^{\lambda_0} \leq \sum_{x : \|x\| \leq \rho n} e^{\lambda_0 n + \alpha \xi_{\lambda_0}(x)} Z_{x}^{\lambda_0} \leq e^{\lambda_0 n + (\alpha - 1) \kappa \rho n + o(n)},
\]

where \( \kappa = \sup_{\|x\|=1} \xi_{\lambda_0}(x) \).

On the other hand, let \( x_h \) be the unit vector dual to \( h \). Assume that one can show the following ballisticity statement: There exists \( \tilde{\rho} > 0 \) such that,
with \( x = [\bar{m}x_h] \),
\[
\mathbb{P}_x^\lambda(\vert \gamma \vert = n) \geq e^{-o(n)}, \quad \text{as } n \to \infty. \tag{10}
\]

Then, using this \( x \), we would have, since \( Z_x^\lambda \propto e^{-\xi(x)} \) and \( \langle h, x \rangle_d = \xi_0(x) \),
\[
Z_n^{\alpha h} \geq e^{\lambda_0 n} e^{\alpha \langle h, x \rangle_d} Z_{n,x}^\lambda Z_x^\lambda \geq e^{\lambda_0 n} e^{(\alpha-1)\xi(x) - o(n)} \mathbb{P}_x^\lambda(\vert \gamma \vert = n)
\geq e^{\lambda_0 n} e^{(\alpha-1)\xi_0(x_h)\bar{m} - o(n)},
\]
which would allow us to conclude that the transition is of first order, since this would imply that, for small enough \( \rho \),
\[
\mathbb{P}_n^{\alpha h}(\|D(\gamma)\| \leq \rho n) \leq e^{-c(\alpha)n},
\]
for any \( \alpha > 1 \) and \( n \) large enough.

The higher dimensional problem is thus reduced to proving (10). One natural way to proceed is to try to extend the Ornstein-Zernike analysis developed in [7] for the case \( \lambda > \lambda_0 \) to the case \( \lambda = \lambda_0 \). This requires a slightly different coarse-graining, and a substantially refined argument and is still under progress. One part of the argument is already complete and explains a fundamental difference between dimensions 1 and higher. It follows from the coarse-graining argument alluded to above that there always exists a ballistic random tube of (in average) bounded cross-section connecting 0 and \( x \) inside which the polymer has to remain. In dimensions 2 and higher, this forces the polymer to move ballistically, since staying inside this tube longer than needed has a high entropic cost. In dimension 1, however, as there is no transverse direction in which to escape the tube, this entropic cost disappears and the polymer can behave diffusively (although it does not necessarily do so, as discussed above).

6 Semi-directed polymer in a quenched random environment

As already mentioned, the case of a polymer in an annealed random potential falls into the general framework considered in the present paper. In this section, following a work in progress, we present some partial new results concerning the case of a stretched polymer in a quenched weak disorder. The full account will be published elsewhere.

The strength of the disorder will be modulated by an additional parameter \( \beta \geq 0 \). Accordingly, we adjust the quenched and the annealed weights in (2) and (3) as
\[
w_{\alpha,\beta}^\theta(\gamma) = e^{-\beta \sum_{i=0}^n V_{\gamma(i)}(\theta) - \lambda \vert \gamma \vert} \quad \text{and} \quad w_{\lambda,\beta}(\gamma) = E w_{\lambda,\beta}^\theta(\gamma).
\]
Given $N \in \mathbb{N}$ define
\[ H^{-N} = \left\{ x = (x_1, \ldots, x_d) \in \mathbb{Z}^d : x_1 < N \right\} \]
and its outer vertex boundary $L_N = \partial H^{-N}$. Consider the family $D_N$ of nearest neighbor paths from the origin 0 to $L_N$, and define the corresponding quenched and annealed partition functions,
\[ Z_{\theta}^\varnothing_N = Z_{\theta}^\varnothing_N(\lambda, \beta) = \sum_{\gamma \in D_N} w_{\lambda, \beta}(\gamma) \quad \text{and} \quad Z_N = \mathbb{E} Z_{\theta}^\varnothing_N(\lambda, \beta). \]

We shall assume that the distribution of $V_x$-s has bounded support and that it satisfies $0 \in \text{supp}(V) \subseteq [0, \infty)$. The former condition can be relaxed (see, e.g., [4]), whereas the latter is just a normalization condition.

It has been recently proved by Flury [4] and then reproved by Zygouras [18] that in four and higher dimensions for any $\lambda > \lambda_0 = \log(2d)$ the annealed and the quenched free energies are equal once $\beta$ is small enough. Namely, for all $\beta$ sufficiently small there exists $\xi = \xi(\lambda, \beta) > 0$ such that
\[ -\lim_{N \to \infty} \frac{1}{N} \log Z_{\theta}^\varnothing_N = \xi = -\lim_{N \to \infty} \frac{1}{N} \log Z_N. \tag{11} \]

This is an important result: In sharp contrast with models of directed polymers, the model of semi-directed polymers does not have an immediate underlying martingale structure and, subsequently one has to look for different (and arguably more intrinsic) ways to study it.

We shall take (11) as the starting point. Since, as explained in preceding sections, we fully control the annealed weights, there are some consequences at hand. First of all, it immediately follows from Chebyshev inequality that, given $\nu > 0$, we may eventually ignore in the quenched ensemble sub-families $A_N \subset D_N$ which satisfy $Z_N(A_N) \leq e^{-\nu N} Z_N$. In particular, we can continue to restrict attention to paths $\gamma \in D_N$ which admit the irreducible decomposition (5) with only bulk irreducible paths present. Next, the constant $\xi$ in (11) can be identified in terms of inverse correlation length as $\xi = \xi(\lambda, e_1)$, where $e_1$ is the unit vector in the first coordinate direction. More precisely, as in (9), we can express the annealed partition function as
\[ Z_N = \sum_{x \in L_N} G_\lambda(x) = e^{-N \xi} \sum_M \otimes P^{\xi e_1} (\sum_{i=1}^M \langle D(\omega_i), e_1 \rangle) = N. \tag{12} \]

Here is our refinement of the result by Flury and Zygouras,
Theorem 6.1. Let $d \geq 4$. Then for every $\lambda > \lambda_0$ there exists $\beta_0 = \beta_0(\lambda, d)$, such that for every $\beta \in [0, \beta_0)$ the limit;

$$\Xi^\theta = \lim_{N \to \infty} \Xi^\theta_N \overset{\Delta}{=} \lim_{N \to \infty} \frac{Z_N^\theta}{Z_N} \in (0, \infty), \quad (13)$$

exists $P$-a.s. and in $L^2(\Omega)$.

Our second result gives a kind of justification to the prediction that semi-directed polymers should be diffusive at weak disorder: The random weights $w^\theta_{\lambda, \beta}$ give rise to a (random) probability distribution $\mu^\theta_N$ on $D_N$. For a polymer $\gamma = (\gamma(0), \ldots, \gamma(\tau)) \in D_N$; $\tau = |\gamma|$, define $X(\gamma)$ as the $\mathbb{Z}^{d-1}$-valued transverse coordinate of its end-point; $\gamma(\tau) = (N, X(\gamma))$.

Theorem 6.2. Let $d \geq 4$. Then for every $\lambda > \lambda_0$ there exists $\hat{\beta}_0 = \hat{\beta}_0(\lambda, d)$, such that for every $\beta \in [0, \hat{\beta}_0)$ the distribution of $X$ obeys the diffusive scaling with a non-random diffusivity constant $\sigma = \sigma(\beta, \lambda) > 0$ in the following sense:

$$\lim_{N \to \infty} \Xi^\theta_N \mu^\theta_N \left( \frac{|X(\gamma)|^2 - \sigma^2 N}{N} \right) = 0 \quad \text{in } L^2(\Omega). \quad (14)$$

Above $\sigma(\beta, \lambda)$ is precisely the (transversal) diffusivity constant of the corresponding annealed polymer model. That is $\sigma$ is the Gaussian curvature of $\partial K_\lambda$ at $\xi(e_1)$.

We conclude this section with a brief comment regarding (13). One way to read (12) is to claim that the quantity $t^\lambda(x) \overset{\Delta}{=} e^{\xi x_1} G^\lambda(x)$ satisfies a $d$-dimensional renewal relation,

$$t^\lambda(x) = \sum_y t^\lambda(y) q^\lambda(x - y), \quad (15)$$

where

$$q^\lambda(z) = \mathbb{E}q^\lambda(z) \overset{\Delta}{=} \mathbb{E} \left\{ e^{\xi z_1} \sum_{\omega \in \Omega} w^\theta_{\lambda, \beta}(\omega) \right\}.$$ 

The quenched version of (15) is,

$$t^\theta_\lambda(x) = \sum_y t^\theta_\lambda(y) q^\theta_\lambda(x - y),$$

where $v^\lambda_{\theta}$ is the corresponding shift of random environment. Set $q^\theta_\lambda = \sum_y q^\theta_\lambda(y)$. Then the limit $\Xi^\theta$ in (13) is actually recovered through the following Ansatz,

$$\Xi^\theta = 1 + \sum_x t^\theta_\lambda(x) \left( q^\theta_\lambda - 1 \right). \quad (16)$$
Appendix A: Divergence of the correlation length for self-repulsive polymers

In this section, we provide a proof that the correlation length of self-repulsive polymers diverges as $F \downarrow 0$. This corrects the incomplete argument given in [7]\textsuperscript{1}. By convexity, it is enough to consider $\xi_\lambda \overset{\Delta}{=} \xi_\lambda(e_1)$.

**Proposition A.1.** In the case of repulsive potentials,

$$\xi_{\lambda_0} = \lim_{\lambda \downarrow \lambda_0} \xi_\lambda = 0.$$ 

**Proof.** The potential being repulsive, we know that $Z_n \geq e^{\lambda_0 n}$, for all $n \geq 1$, and thus can deduce that

$$\sum_{x \in \mathbb{Z}^d} G_{\lambda_0}(x) = \sum_{n \geq 1} Z_n e^{-\lambda_0 n} = \infty. \quad (17)$$

We are going to show that a non-vanishing $\xi_{\lambda_0}$ would contradict the latter statement. Let us define $\alpha \overset{\Delta}{=} \lim_{\ell \to \infty} \frac{\phi(\ell)}{\ell}$.

**Lemma A.1.** Assume that

$$\xi_{\lambda_0} = \lim_{\lambda \downarrow \lambda_0} \xi_\lambda > 0. \quad (18)$$

Then, $\alpha > \log 2d - \lambda_0$. In particular, there exist $c_1 > 0$ and $c_2 < \infty$, such that

$$\lambda_0 \ell + \phi(\ell) \geq \ell(c_1 + \log 2d) - c_2, \quad (19)$$

for all $\ell \in \mathbb{N}$.

**Proof.** Indeed, assume that $\alpha \leq \log 2d - \lambda_0$. Then $\phi(\ell) \leq \ell(\log 2d - \lambda_0)$. Consequently, for $\lambda = \lambda_0 + \epsilon$,

$$(\lambda_0 + \epsilon)|\gamma| + \sum_x \phi(\ell_x(\gamma)) \leq (\log 2d + \epsilon)|\gamma|.$$ 

As a result, $\xi_\lambda \leq \xi_{\epsilon}^{SRW}$, where the latter is the Lyapunov exponent of the simple random walk with killing rate $\epsilon$, known to tend to zero as $\epsilon$ tends to zero.

Let $G_K = [-K, \ldots, K]^d$ be the cube of radius $K$.

\textsuperscript{1}We are grateful to Jean Bérard for pointing out this flaw.
Lemma A.2. Assume (18). Then for every $K$ there exists $\nu_1 = \nu_1(K)$ such that

$$\sum_{\gamma(0)=0, \gamma \subseteq G_K} W_{\lambda_0}(\gamma) \leq \nu_1(K).$$  \hfill (20)

Proof. By (19),

$$W_{\lambda_0}(\gamma) \leq e^{c_2(2K+1)^d-c_1|\gamma|} \left(\frac{1}{2d}\right)^{|\gamma|},$$

for every $\gamma$ such that $\gamma(0) = 0$ and $\gamma \subseteq G_K$. \hfill \qed

Let $G_K$ be the set of paths $\gamma = (\gamma(0), \ldots, \gamma(n))$ such that $\gamma \setminus \gamma(n) \in G_K$ and $\gamma(n) \in \partial_{\text{out}} G_K$.

Lemma A.3. Assume (18). Then there exist $\nu_2 < \infty$ and $\nu_3 > 0$ such that

$$\sum_{\gamma \in \mathcal{C}_K} W_{\lambda_0}(\gamma) \leq \nu_2 e^{-\nu_3 K}.$$  \hfill (21)

Proof. The proof goes along the lines of the Hammersley-Welsh method as exposed in the book [8]. Let us say that $\gamma = (\gamma(0), \ldots, \gamma(n))$ is a half-space path if $\gamma(0) = 0$ and

$$\langle \gamma(\ell), \vec{e}_1 \rangle_d < \langle \gamma(n), \vec{e}_1 \rangle_d,$$

for all $\ell < n = |\gamma|$. The set of half-space paths with $(\gamma(n), \vec{e}_1)_d = K$ will be denoted as $\mathcal{P}_K$. Evidently, (21) will follow from

$$\sum_{\gamma \in \mathcal{P}_K} W_{\lambda_0}(\gamma) \leq \frac{\nu_2}{2d} e^{-\nu_3 K}.$$  \hfill (22)

In order to prove (22), let us define yet another set of paths: We shall say that $\gamma$ is a cylindrical path; $\gamma \in \mathcal{C}_K$, if $\gamma \in \mathcal{P}_K$ and, in addition,

$$\langle \gamma(\ell), \vec{e}_1 \rangle_d \geq 0,$$

for all $\ell = 0, \ldots, |\gamma|$. The function

$$\mathbb{C}_\lambda(K) \triangleq \sum_{\gamma \in \mathcal{C}_K} W_\lambda(\gamma)$$

is finite for all $\lambda > \lambda_0$. By our assumption on the potential $\Phi$,

$$\mathbb{C}_\lambda(K+L) \geq e^{-\phi(1)} \mathbb{C}_\lambda(K) \mathbb{C}_\lambda(L).$$
Therefore, \( K \mapsto e^{-\phi(1)}C_\lambda(K) \) is super-multiplicative. By convexity of the inverse correlation length, 
\[
\lim_{K \to \infty} \frac{1}{K} \log C_\lambda(K) \leq -\xi_\lambda.
\]
It follows that,
\[
C_\lambda(K) \leq e^{\phi(1)-K\xi_\lambda(\vec{e}_1)},
\]
uniformly in \( K \) and in \( \lambda > \lambda_0 \). By monotone convergence, (23) holds at \( \lambda_0 \) as well.

Next, each path \( \gamma \in \mathcal{P}_K \) can be canonically (that is, by a series of reflections) mapped into a concatenation of cylindrical paths, 
\[
\gamma \mapsto \gamma_1 \amalg \gamma_2 \amalg \cdots \amalg \gamma_r,
\]
with \( \gamma_i \in C_{M_i} \) such that, \( M_1 \geq K, M_1 > M_2 > \cdots > M_r \) and, in addition,
\[
W_{\lambda_0}(\gamma) \leq e^{r\phi(1)} \prod W_{\lambda_0}(\gamma_i).
\]
It follows that
\[
\sum_{\gamma \in \mathcal{P}_K} W_{\lambda_0}(\gamma) \leq e^{\phi(1)} \max_{M \geq K} C_{\lambda_0}(M) \times \prod_{M=1}^{\infty} \left( 1 + e^{\phi(1)} C_{\lambda_0}(M) \right).
\]
The target inequality (22) follows now from (23).

In view of (20) and (21) the coarse-graining procedure of [7] implies that once Assumption (18) holds, \( \sum_x G_{\lambda_0}(x) \) is (even exponentially) convergent, which is in contradiction with (17).

References

\[1\] Bolthausen, E. (1994). Localization of a two-dimensional random walk with an attractive path interaction. \textit{Ann. Probab.} 22, 2, 875–918.

\[2\] de Gennes, P.-G. (1979). \textit{Scaling concepts in polymer physics}. Cornell University Press.

\[3\] Eisele, T. and Lang, R. (1987). Asymptotics for the Wiener sausage with drift. \textit{Probab. Theory Related Fields} 74, 1, 125–140.

\[4\] Flury, M. (2007a). Coincidence of lyapunov exponents for random walks in weak random potentials. \textit{Preprint, arXiv:math/0608357}.

\[5\] Flury, M. (2007b). Large deviations and phase transition for random walks in random nonnegative potentials. \textit{Stochastic Process. Appl.} 117, 5, 596–612.

\[6\] Grassberger, P. and Procaccia, I. (1982). Diffusion and drift in a medium with randomly distributed traps. \textit{Phys. Rev. A} 26, 6, 3686–3688.
[7] Ioffe, D. and Velenik, Y. (2008). Ballistic phase of self-interacting random walks. In *Analysis and Stochastics of Growth Processes and Interface Models*. Oxford University Press, 55–79.

[8] Madras, N. and Slade, G. (1993). *The self-avoiding walk*. Probability and its Applications. Birkhäuser Boston Inc., Boston, MA.

[9] Maggs, A. C., Leibler, S., Fisher, M. E., and Camacho, C. J. (1990). Size of an inflated vesicle in two dimensions. *Phys. Rev. A* **42**, 2, 691–695.

[10] Mehra, V. and Grassberger, P. (2002). Transition to localization of biased walkers in a randomly absorbing environment. *Physica D: Nonlinear Phenomena* **168-169**, 244–257.

[11] Povel, T. (1995). On weak convergence of conditional survival measure of one-dimensional Brownian motion with a drift. *Ann. Appl. Probab.* **5**, 1, 222–238.

[12] Povel, T. (1997). Critical large deviations of one-dimensional annealed Brownian motion in a Poissonian potential. *Ann. Probab.* **25**, 4, 1735–1773.

[13] Povel, T. (1998). The one-dimensional annealed δ-Lyapunov exponent. *Ann. Inst. H. Poincaré Probab. Statist.* **34**, 1, 61–72.

[14] Povel, T. (1999). Confinement of Brownian motion among Poissonian obstacles in $\mathbb{R}^d$, $d \geq 3$. *Probab. Theory Related Fields* **114**, 2, 177–205.

[15] Rubinstein, M. and Colby, R. H. (2003). *Polymer Physics*. Oxford University Press.

[16] Sznitman, A.-S. (1991). On the confinement property of two-dimensional Brownian motion among Poissonian obstacles. *Comm. Pure Appl. Math.* **44**, 8-9, 1137–1170.

[17] Sznitman, A.-S. (1998). *Brownian motion, obstacles and random media*. Springer Monographs in Mathematics. Springer-Verlag, Berlin.

[18] Zygouras, N. (2009). Lyapounov norms for random walks in low disorder and dimension greater than three. *Probab. Theory Related Fields* **143**, 3-4, 615–642.