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Abstract—Cross-view image geolocalization provides an estimate of an agent’s global position by matching a local ground image to an overhead satellite image without the need for GPS. It is challenging to reliably match a ground image to the correct satellite image since the images have significant viewpoint differences. Existing works have demonstrated localization in constrained scenarios over small areas but have not demonstrated wider-scale localization. Our approach, called Wide-Area Geolocalization (WAG), combines a neural network with a particle filter to achieve global position estimates for agents moving in GPS-denied environments, scaling efficiently to city-scale regions. WAG introduces a trinomial loss function for a Siamese network to robustly match non-centered image pairs and thus enables the generation of a smaller satellite image database by coarsely discretizing the search area. A modified particle filter weighting scheme is also presented to improve localization accuracy and convergence. Taken together, WAG’s network training and particle filter weighting approach achieves city-scale position estimation accuracies on the order of 20 meters, a 98% reduction compared to a baseline training and weighting approach. Applied to a smaller-scale testing area, WAG reduces the final position estimation error by 64% compared to a state-of-the-art baseline from the literature. WAG’s search space discretization additionally significantly reduces storage and processing requirements. We include in our submission a video demonstrating particle filter convergence results for WAG compared to the baseline for the Chicago test area.

I. INTRODUCTION

There are many scenarios in which GPS is unavailable or untrustworthy, such as urban canyons where building height causes GPS signals to be blocked, dropout, jamming and spoofing. A supplement to GPS that can provide accurate global localization is desirable so that poor GPS coverage can be enhanced or replaced. A promising solution to this problem is ground-to-aerial geolocalization (GTAG), shown in Fig. 1, which matches ground-view camera images to aerial satellite images of the same location [1]–[5]. GTAG effectively addresses the GPS issue because these image matches alone generate an accurate location estimate over time. Satellite imagery is widely available even in areas without reliable GPS coverage, and it is the only outside data needed for GTAG.

GTAG is a challenging problem due to the large viewpoint difference between the ground and satellite image views. Although significant advances have been made in recent years thanks to the introduction of deep learning to the problem [1], [3], [4], [6]–[8], image retrieval alone only accurately matches to the correct satellite image approximately 50% of the time. Hence, recent works [3], [4], [8], [9] leverage a temporal localization aspect to improve localization performance beyond that which is achieved solely with image retrieval. However, these works require many constraints: access to noisy GPS data along the whole test path [8], [9], perfect knowledge of initial location [3], search area constrained to less than 2.5 km² [3], [4]. These works cannot scale to accurate localization across an entire city with limited initialization because of the increased difficulty in matching imagery against a larger satellite database, demonstrated by [10]. The constraints of these works all decrease the effective size of the satellite database to enable accurate localization.

City-wide GTAG requires a larger satellite image database to match against, which would cause existing works to experience performance drops.

Our contribution. Our approach, Wide-Area Geolocalization (WAG), makes several important changes to existing GTAG methods that enables city-wide localization on a scale that previous systems cannot demonstrate. First, WAG maintains a coarser satellite image database instead of a dense database as required by previous methods. This is achieved by WAG’s additional training with a trinomial...
loss to robustly match non-centered satellite images. As a result, WAG effectively covers a large testing area, but also has faster computation and reduced storage. Second, WAG improves a particle filter algorithm by using a Gaussian measurement model that incorporates the maximum satellite image similarity from the entire database. We observe that this change more accurately models the noise in the similarity measurements. These changes in total enable WAG to produce more accurate localization across a larger area with fewer constraints than previous systems. In summary, we demonstrate the following benefits of WAG in this paper: 1) reduces average and final estimation error, 2) reduces convergence time of particle filter, and 3) reduces storage and computational burden.

II. RELATED WORKS

Ground-to-aerial image matching. The area of ground-to-aerial image matching pushes the limits of previous image matching solutions because it involves very different viewpoints. Initial works attempted to address this challenge using traditional computer vision techniques [10]–[13], but recent deep learning-based approaches have vastly improved the matching performance [14]. Siamese networks [15] (i.e., two jointly trained networks that produce an embedding scheme; also known as metric learning) are frequently used for this ground-to-satellite image matching [1], [3]–[7], [16]–[20]. Typical approaches are based on the goal of one-to-one image retrieval: given a ground image and a database of satellite images, determine which satellite image is the best match. Performance is measured as the retrieval on top-k, which is the fraction of ground images that successfully rank their matching satellite image in the top-k of the entire satellite image database. Recall at top-1 lies at around 50% [7], which means that image retrieval alone can only match a ground image to the correct satellite image 50% of the time. With 50% recall at top-1, we cannot trust that a single image retrieval gives us the correct satellite image match. One effective way to determine an accurate location estimate is to combine the information from many different image matches over time. Unlike those image retrieval focused systems, WAG is designed to maximize the localization information gained from combining image matches over time.

Particle filter implementations. Several previous works have used a particle filter to address the need for temporal localization [3], [4], [9]–[11]. Particle filters use random discrete particles to estimate a probabilistic distribution of a state hypothesis given control inputs and sensor measurements. In GTAG, particle filters estimate the agent location given odometry information and similarity measurements from the Siamese network. Using a particle filter improves the localization performance over using image retrieval alone, but previous works that have used this approach require dense sampling of the localization area into satellite images, which generates a large database – (e.g., a satellite image for every 5 m [3] or one for each particle [4]). Those approaches must sample satellite images densely because their neural networks are designed assuming that all ground images will be centered within the matching satellite image. The large number of satellite images generated from dense sampling makes city-wide localization infeasible due to the computational and storage burden, since an embedding must be stored and a similarity must be calculated for each database image. In contrast, WAG requires a much smaller satellite image database by sampling satellite imagery more coarsely and hence facilitates city-wide localization with little computational and storage burden.

III. METHODS

A. Overview of Approach

WAG mainly consists of a strategy for creating a satellite image database, a Siamese network, and a particle filter (see Fig. 2). WAG first constructs a database of satellite images by coarsely sampling the entire search area. WAG then uses the Siamese network to preprocess all satellite images in the database before runtime to accelerate measurement updates. During runtime, the ground image is embedded by the Siamese network and the similarity between the ground embedding and each satellite embedding is calculated, producing a similarity matrix. Then, the particle filter receives measurements from the similarity matrix and odometry as input to produce a location estimate at each time step. Now, we describe each sub-system in detail.

B. Satellite Image Database

Previous works require dense sampling of the localization area for satellite images [3], [4] because of how their neural networks were trained. In particular, [3], [4] require specific constraints on where the ground images are taken, such as requiring ground images to be centered within their matching satellite images. Figure 3 shows the difference between positive (centered) image pairs and semi-positive (non-centered) pairs. In previous works, each ground image could only be matched to the positive part of a satellite image— the green middle portion of Fig. 3. Hence, the satellite database must contain enough images to cover the search area in green, significantly increasing the number of satellite images needed for localization within an area. However, requiring such dense sampling of satellite images increases the amount of computation that must be done to match each ground image to a satellite image, resulting in a system that cannot function close to real-time on large localization areas.

Instead, we took an alternative approach that coarsely samples the localization area and enables WAG to also use the blue portion of Fig. 3 for localization. Specifically, motivated by [8], we train our Siamese network to match both centered (positive) image pairs and non-centered (semi-positive) image pairs, so that all of the area within a satellite image can be matched against. Thus WAG can fully utilize each satellite image and does not need to cover the search area with the positive portion of satellite images. As a result of this process we can generate a database with much fewer images.

Trinomial loss. WAG has additional network training to improve its performance on non-centered semi-positive pairs
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Fig. 2. Diagram of WAG. Satellite embeddings are generated before runtime with the coarsely sampled satellite image database and the Siamese network that was trained with trinomial loss. During runtime, the ground embedding is generated at each time step and combined with the satellite embeddings to create a similarity matrix. Odometry and measurements from the similarity matrix are input to the particle filter with a Gaussian measurement model to generate a location estimate.

Fig. 3. Positive pairs vs. semi-positive pairs. For the satellite image outlined in solid black, a ground image taken in the green shaded center region (ground image shown outlined in green) makes a positive pair and a ground image taken in the blue shaded region (ground image shown outlined in blue) makes a semi-positive pair.

and therefore enable coarser sampling of satellite images. We take [7]'s binomial loss in Eq. 1 one step further by adding Eq. 2's term for semi-positive pairs to create trinomial loss, Eq. 3:

\[
\mathcal{L}_b = \frac{\log(1 + e^{-\alpha_p(S_p - m_p)})}{N_p \alpha_p} + \frac{\log(1 + e^{\alpha_n(S_n - m_n)})}{N_n \alpha_n} 
\]

(1)

\[
\mathcal{L}_{semi} = \frac{\log(1 + e^{-\alpha_{semi}(S_{semi} - m_{semi}))}}{N_{semi} \alpha_{semi}} 
\]

(2)

\[
\mathcal{L}_{trinomial} = \mathcal{L}_b + \mathcal{L}_{semi}. 
\]

(3)

Here the p, n, and semi subscripts refer respectively to the positive, negative, and semi-positive image pair types. Additionally, \( \alpha \) is the weight that adjusts the magnitude of the gradient for each pair type, \( S \) is the cosine similarity of a pair of embeddings, \( m \) is the average similarity value of that pair type, and \( N \) is the number of pairs of that type. \( \mathcal{L}_b \) is the sum of a positive and negative loss term, introduced in [7]. Works previous to [8] treated semi-positive pairs as the same as negative pairs, since they assumed that each ground image would always have a perfectly centered satellite image that should be treated as its only match. This was inherent in the performance metrics used– recall at top-k measures how similar the embedding of the one true centered satellite image is to the query ground image. Ref. [8] incorporated a new loss function to improve performance on semi-positive pairs, but our testing revealed its performance drops from 41.1% recall on top-1 for positive image pairs to 3.7% recall on top-1 for semi-positive image pairs. Our additional trinomial loss training improves performance on semi-positive pairs and enables coarse satellite image sampling in which a ground image will frequently not have a centered satellite match.

C. Particle Filter Measurement Model

WAG also modifies the particle filter measurement model compared to prior work [3], [4], which uses an exponential measurement model:

\[
P(z_t | x_t) = \beta e^{-\beta d_t^k},
\]

(4)

where \( z_t \) is the sensor measurement for timestep \( t \), \( x_t \) is the agent pose at \( t \), \( d_t^k \) is the Euclidean distance between the embedding pair for satellite image \( k \) and the ground image from \( t \), and \( \beta \) is a tuning parameter. The exponential measurement model assumes that as image pair Euclidean distance decreases, the probability of a match increases exponentially. However, our key observation is that an exponential measurement model does not generally match the empirical data distribution for Euclidean distance between positive and semi-positive pairs, as demonstrated in Fig. 4. The data follows a Gaussian distribution, and the exponential measurement model does not properly account for noise in the neural network output. This mismatch causes wrong estimates of the likelihood of measurements, which affects particle filter convergence.
Given that the measurement for each ground-satellite pair is the difference between the maximum database similarity and the query pair similarity at that time step, \( z_t = \max(s_i) - s^k_t \). WAG instead uses the Gaussian measurement model:

\[
P(z_t|x_t) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{\max(s_i) - s^k_t}{\sigma} \right)^2 \right), \tag{5}
\]

which better captures the output distribution of the neural network. The covariance \( \sigma \) was set to 0.1 to approximately fit the output distribution observed in the validation data for positive and semi-positive pairs shown in Fig. 5. WAG also uses cosine similarity instead of Euclidean distance. In addition, the use of \( z_t \) as the measurement causes the distribution to be zero mean, which removes the need to find the distribution mean, another tuning parameter.

IV. RESULTS

A. Experimental Setup

We perform localization experiments in two settings: a large scale localization with very noisy location initialization across the entire city of Chicago, and a small-scale localization with perfect location initialization across a neighborhood in Singapore. These were experiments with simulated data: panoramic ground images and overhead satellite images from Google Maps Static API and odometry measurements from the ground-truth displacement between images with added noise proportional to displacement. In Chicago, the satellite imagery was sampled approximately every 60 meters into a 256 \( \times \) 256 grid of non-overlapping satellite image tiles. In Singapore, the satellite imagery was sampled approximately every 90 meters into a 16 \( \times \) 16 grid. These grid sizes were chosen to maintain the same image size and resolution that the network was trained on; satellite images of size 640 \( \times \) 640 pixels with a resolution of approximately 0.1 m/pixel.

Both experiments use the neural network in [8] trained with trinomial loss from epoch 30 for an additional 15 epochs with the values in Table I. The filter in both settings has 100,000 particles and uses the Gaussian measurement model in Eq. 5. In the Chicago experiment, the particle filter was initialized with a Gaussian distribution centered 1.3 km from the true location (standard deviation of 2.97 km). In the Singapore experiment, the particle filter was initialized at the ground-truth location exactly. The Chicago experiment added 2\% noise to the ground-truth odometry and the Singapore experiment added 5\% odometry noise.

B. Computation and Storage

Our ability to do coarser satellite image sampling provides greater flexibility for computation and storage and enables a wider variety of applications for robotics. Since previous systems required all ground images to be centered within their satellite image pairs, for a given test area they required many satellite images, hence many satellite image embeddings had to be computed and stored before runtime (see Fig. 6).

The number of satellite images also affects computation because at each time step the similarity must be calculated between the ground embedding and every satellite embedding. Figure 7 demonstrates the timing required for a single particle filter measurement update with 1.9552 \( \times \) 10^{-3} s as the estimated time for each similarity calculation (the average for our system). WAG has a similarity matrix calculation time of \( \approx \)1.28 seconds for the Chicago test area of nearly 300 km\(^2\), while CVM-Net would take \( \approx \)3.8 minutes. WAG’s timing in Chicago would make real-time localization feasible as that test path does a measurement update approximately every 250 m, which would likely take at least 10 seconds for any ground agent to travel in a city environment.

C. Large-scale Test: Chicago

Experiment details. To demonstrate WAG’s ability to localize within a very large area, we complete a localization experiment on the scale of the entire city of Chicago. The true simulated path is shown in Fig. 8, overlaid with our estimated location at each time step. We ran this experiment with WAG and a baseline that is similar to WAG, but which is not trained with trinomial loss and which uses the

---

**TABLE I**

| Parameter                      | Symbol | Value |
|-------------------------------|--------|-------|
| Positive pair weight          | \( \alpha_p \) | 5     |
| Semi-positive pair weight     | \( \alpha_s \) | 6     |
| Negative pair weight          | \( \alpha_n \) | 20    |
| Positive pair average similarity | \( m_p \) | 0     |
| Semi-positive pair average similarity | \( m_s \) | 0.3   |
| Negative pair average similarity | \( m_n \) | 0.7   |
measurement function in Eq. 4 in its particle filter (consistent with the approach in [3], [4]) instead of the proposed one in Eq. 5.

Estimation error. Even with an initialization as far from the agent as Fig. 9(a), WAG has a final estimation error of 21 m (visible in Fig. 9(b)) that is so small that it is comparable to the scale of the satellite tiles used for localization. Thus the estimation accuracy of WAG has essentially reached the noise floor of the system. Fig. 10 compares the estimation error of WAG’s particle filter and the baseline as the simulated agent moves. The error is the Euclidean distance between the actual location and the output of the particle filter, which is the weighted average of the locations of the particles. Over the time period shown, WAG has an average estimation error of 314 m, versus 1.5 km for the baseline. The baseline has a final estimation error of 1236 m. To the best of the authors’ knowledge, WAG is the only GTAG system in the literature that localizes this accurately over such a large area.

Convergence. Figure 11 compares the mean squared error of the particle locations at each time step, which can be viewed as a measure of convergence [21]. WAG converges to a mean squared error of less than 60 m (the satellite image size) after 74 filter updates, while the baseline does not reach that level of convergence in the time period tested. WAG converges to the particle filter distribution shown by the red dots in the inset of Fig. 12 while the baseline terminates with the particle distribution shown in Fig. 12 (blue dots), which still shows significant estimation error.

Trinomial loss ablation. Fig. 13 compares the estimation error for two identical WAG systems except that one did not receive trinomial loss training. Both use the measurement model from Eq. 5. The particle filter converges more quickly (74 filter updates compared to 146) and has lower average estimation error (314 m vs. 776 m) with trinomial loss. The additional training with the trinomial loss improves image retrieval performance with semi-positive image pairs and contributes towards improved particle filter performance.

Multiple path result summary. Table II summarizes results comparing WAG to the baseline on three test paths in Chicago. The first, C-1, is the path discussed previously (Fig. 8). C-2 is a 36 km long path of 104 time steps in southern Chicago and C-3 is a 41 km long path of 143 time steps in eastern Chicago. Our results demonstrate that WAG consistently outperforms the baseline in final estimation error, average estimation error, and convergence time. The
baseline did not converge on any of the paths tested.

TABLE II

COMPARISON OF RESULTS ON CHICAGO TEST PATHS–
BASELINE: WITHOUT TRINOMIAL LOSS AND WITH EXPONENTIAL
MEASUREMENT MODEL

| Metric and System Type | C-1  | C-2  | C-3  |
|------------------------|------|------|------|
| Average Error (m)      | 1529 | 1186 | 2290 |
| Baseline               | 314  | 948  | 2130 |
| WAG                    |      |      |      |
| Final Error (m)        | 1236 | 1175 | 1880 |
| Baseline               | 21   | 11   | 53   |
| WAG                    |      |      |      |
| Convergence Time (time steps) | 74   | 98   | 101  |
| Baseline               |      |      |      |

TABLE III

COMPARISON OF RESULTS ON SINGAPORE TEST PATHS

| Metric and System Type | Singapore |
|------------------------|-----------|
| Average Error (m)      | Baseline (CVM-Net [3]) | WAG |
|                        | 16.39      | 5.92 |

D. Small-scale Test: Singapore

To demonstrate the ability of WAG to perform well on smaller scale localization tasks like those demonstrated in [3], [4], [8], we have attempted to simulate the experiment performed by [3], which was done in a region of Singapore called “One North”. We have produced a path similar to that in [3] with ground images from Google Static API; the locations of these images are shown in Fig. 14 with WAG’s estimate overlaid. The path is approximately 5 km long and the overhead satellite imagery that bounds it covers approximately 1.5 km × 1.5 km. The initial location of the agent is provided exactly as in [3], so this scenario can be viewed as an odometry drift reduction test. We did not have access to the neural network, CVM-Net, or the particle filter implementation used in [3], so we can only compare to their reported results. Ref. [3] uses visual odometry, but here we add 5% noise to our simulated odometry, which is more than the average noise reported in [22], the source of the visual odometry algorithm used in [3]. The results in Table III show that WAG decreases the final estimation error by 63.9%.

V. CONCLUSION

WAG presents a significant contribution towards the application of geolocalization systems to mobile robotics. Previous works have pushed the field further towards improving computer vision benchmarks, but have largely treated robotic applications as an afterthought. This work designs a system that improves aspects key to robotics– in the coarser satellite image database that reduces computation and storage requirements and in the Gaussian measurement model that enables faster and more accurate particle filter convergence.

WAG accurately localizes across several hundred square kilometers of Chicago, a scale not previously demonstrated.
WAG has lower average error than the baseline as it localizes in this Chicago test area and it converges to location estimates faster. In addition to its impressive localization at a large scale, WAG also outperforms [3]’s reported results from localizing on a smaller scale of several dozen square kilometers in Singapore. Concurrently, WAG requires ≈175 times less satellite imagery and hence computes similarity matrices for particle filter measurement updates much faster than the baseline and requires many times less storage space for satellite embeddings.

Overall, WAG represents an improvement in the flexibility of geolocalization systems for mobile robotics. It maintains similar levels of accuracy to previous systems while reducing storage requirements, reducing computation, and enabling accurate localization on a city-wide scale as well as on a neighborhood-wide scale. Future work on this topic includes further optimization of computation to push the system closer to real-time, testing on real platforms in addition to in simulation, and improving localization accuracy beyond the scale of the satellite image tile size.
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