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ABSTRACT

Data plays a vital role in machine learning studies. In the research of recommendation, both user behaviors and side information are helpful to model users. So, large-scale real scenario datasets with abundant user behaviors will contribute a lot. However, it is not easy to get such datasets as most of them are only held and protected by companies. In this paper, a new large-scale dataset collected from a knowledge-sharing platform is presented, which is composed of around 100M interactions collected within 10 days, 798K users, 165K questions, 554K answers, 240K authors, 70K topics, and more than 501K user query keywords. There are also descriptions of users, answers, questions, authors, and topics, which are anonymous. Note that each user’s latest query keywords have not been included in previous open datasets, which reveal users’ explicit information needs.

We characterize the dataset and demonstrate its potential applications for recommendation study. Multiple experiments show the dataset can be used to evaluate algorithms in general top-N recommendation, sequential recommendation, and context-aware recommendation. This dataset can also be used to integrate search and recommendation and recommendation with negative feedback. Besides, tasks beyond recommendation, such as user gender prediction, most valuable answerer identification, and high-quality answer recognition, can also use this dataset. To the best of our knowledge, this is the largest real-world interaction dataset for personalized recommendation.

1 INTRODUCTION

In recent years, with the development of the Internet industry, there is a huge amount of information generated at all times, and information overload has also arisen. How to help users find information that meets their needs is an important issue, and the personalized recommendation system [27] is considered as an important way to solve this problem. At present, personalized recommendation technology is playing a more and more important role in many scenarios, such as shopping, video, reading, social networking, etc.

However, it is hard for researchers to get open large-scale real scenario datasets with abundant user interactions for the recommendation study, as most of them are only held and protected by big companies. Most of the existing open large-scale datasets, such as Amazon dataset, MovieLens dataset, are in e-commerce or movie scenario, and lack user interaction logs with the recommendation systems.

This paper presents a new dataset, named ZhihuRec, to fill this gap, which is collected from Zhihu, a socialized knowledge-sharing community. Unlike previous scenarios, the socialized knowledge-sharing community allows users to share high-quality knowledge in the community by asking and answering questions, which has rich textual information and a genuine semantic relationship between questions and answers. Users are shown with a recommendation Q&A list when entering this system, and they can search Q&As with free queries, so both recommendation and query behaviors exist in this scenario.

ZhihuRec is a large dataset with detailed feature information in a socialized Q&A scenario. It retains complete user interactions (e.g., click, skip, query, etc.), timing, and content information. This allows researchers to verify the performance of different types of recommendation algorithms, such as collaborative filtering, content-based recommendation, sequential-based recommendation, knowledge-enhanced recommendation, and hybrid recommendation.

Besides, due to the abundant information in ZhihuRec, it can be applied to not only recommendation studies but also user modeling (e.g., gender prediction, user interest prediction), the combination of search & recommender system, and other interesting topics.

There are mainly three advantages of the ZhihuRec dataset:

(1) To the best of our knowledge, ZhihuRec is the largest public recommendation dataset, containing various user interactions collected from an online knowledge-sharing community called Zhihu. The dataset is publicly available and can be downloaded from https://github.com/THUIR/ZhihuRec-Dataset.

(2) ZhihuRec dataset provides abundant content information, including questions, answers, profiles, topics. Especially, users’ query logs are also revealed, which has not been contained before.

(3) Besides recommendation studies such as top-N recommendation, context-aware recommendation, ZhihuRec can be used in various research areas, such as user modeling and integrating of search and recommendation study.

http://jmcauley.ucsd.edu/data/amazon/
https://grouplens.org/datasets/movielens/
http://www.zhihu.com/
Table 1: The differences between ZhihuRec and some popular recommendation datasets. o denotes that the ZhihuRec dataset contains the favorite of answers

| Dataset  | Textual Content | User Profile | Item Attributes | Timestamps | Impression | Click | Search query | rating/favourite |
|----------|----------------|--------------|-----------------|------------|------------|-------|--------------|-----------------|
| Movielens| √              |              | √               | √          | √          | √     |              | √               |
| Amazon   | √              |              | √               | √          |            | √     |              | √               |
| Yelp     | √              |              | √               | √          |            | √     | √            | √               |
| Xing     | √              |              | √               | √          |            |       |              | √               |
| Adressa  | √              |              | √               | √          |            | √     | √            | √               |
| ZhihuRec | √              |              | √               | √          | √          | √     | √            | o               |

2 RELATED WORK

Recommendation system [2, 19] has been a research hotspot in recent years. Some typical recommendation datasets have been widely used and contributed a lot to the research of recommender systems. One type of recommendation dataset mainly records the user’s static information, such as ratings and favorites. The other type of dataset mainly records the user’s dynamic behavior information, such as clicks and impressions.

Typical static recommendation datasets like movielens dataset usually contain user-item interactions, timestamps and some metadata [8]. Old movielens dataset such as movielens-100k has small data size and contains only a few user profiles and movie attributes, recently movielens dataset such as movielens-20M has much larger data size and more movie attributes such as tags. Amazon dataset and Yelp dataset also contain textual content of user reviews [9, 17, 20]. Another new dataset named Adressa [7] (in news recommendation scenario) provides useful information for the recommendation, while the dataset is a bit small (only 15514 users and 923 items are included). These datasets usually contain information about ratings or favorites. Although there is no individual favorite relationship in the ZhihuRec dataset, the total number of personal favorites is recorded.

Recently, Xing dataset, released in RecSys Challenge 2017 [1], contains large-scale user click and impression logs in job recommendation scenarios and detailed content information. This dataset contains scarce impression information, which can be regarded as implicit negative feedback of users. The difference between us is that ZhihuRec provides rich text information from the questions and answers, and it also offers search queries.

Besides the classical news, e-commerce, and movie recommendation scenarios, knowledge sharing communities (Question & Answer platform) have been widely used these years, such as Quora and Zhihu. Previous studies focus on natural language processing technology, such as reading comprehension and answer ranking, based on datasets (e.g.: SQuAD [23], Question Answering Corpus [12] and AQUA-RAT [18]) in this scenario. With the rapid growth of recommendation and large-scale Q&A pairs, Q&A pair recommendation is necessary for users to provide them better services. Thus, we want to share a recommendation dataset with all user-item interactions and the content of users and items (Q&A here).

To show the differences between ZhihuRec and previous recommendation studies, Table 1 is proposed. It shows that the ZhihuRec dataset contains more information and types than traditional recommendation datasets, including all information other datasets contain and some user query keywords.

3 DATASET CONSTRUCTION

3.1 Data Sampling

The raw dataset is collected from May 3, 2018, to May 13, 2018. In the mobile scenario, over 1.3M users are involved. All the title and content information of users & items (answers) are contained, and this dataset's language is Chinese. The users whose click number is less than 10 times are removed, and each user keeps his or her at most 160 latest interaction logs (including clicks and impressions). The average interaction number of each user is calculated, and we randomly sampled about 798k users to ensure the total user-answer interaction number is about 100M. User clicks are viewed as positive interaction, and user impressions (without clicks) are viewed as negative interaction. All user profiles are collected, and the attributes of all the topics of users are also collected. All answers the users interacted with are also collected, and from their attributes, all involved question attributes, author profiles, and topic attributes are also collected in the dataset. The process of ZhihuRec dataset construction is depicted in figure 1.

Besides, each user’s at most 20 query logs are also recorded in the dataset. It is totally different from interaction logs. User’s query

https://grouplens.org/datasets/movielens/
http://jmcauley.ucsd.edu/data/amazon/
https://www.yelp.com/dataset/
http://reclab.idi.ntnu.no/dataset/
https://www.quora.com
https://www.zhihu.com
Table 2: The impression fields of ZhihuRec dataset.

| Field      | Description                                      |
|------------|--------------------------------------------------|
| userID     | Id of user                                      |
| #Impressions | user-answer impression                           |
| answerID_i | Id of the i-th answer                           |
| showtime_i | show time of the i-th answer                     |
| runtime_i  | read time of the i-th answer                     |

Table 3: The query fields of the ZhihuRec dataset.

| Field      | Description                                      |
|------------|--------------------------------------------------|
| userID     | Id of user                                      |
| #queries   | the total number of queries the user submitted   |
| keywords_i | the keywords in the user’s i-th query            |
| querytime_i | query timestamp of the user’s i-th query       |

keywords and the timestamp are recorded in the query log. The query keywords are very critical in information retrieval, and it is very convenient for cross-platform applications.

Table 2 shows the fields of each impression record in ZhihuRec and their descriptions. All users’ clicked and non-clicked impressions are recorded in the dataset according to answer read time. Table 3 shows the fields of each query record in the ZhihuRec dataset and their descriptions. All users’ query keywords and the timestamp are recorded in the dataset.

As the ZhihuRec dataset contains about 100M user-answer interactions, it is also called Zhihu100M. Two smaller datasets randomly sampled from Zhihu100M dataset called Zhihu20M and Zhihu1M are also constructed to facilitate various application requirements. They contain about 20M and 1M user-answer impression logs and can be viewed as a medium-size dataset and a relatively small-size dataset. Some statistic information of them are displayed in Table 4.

Table 4: ZhihuRec Statistics

| Dataset       | Zhihu100M   | Zhihu20M   | Zhihu1M    |
|---------------|-------------|------------|------------|
| #users        | 798,086     | 554,976    | 7,963      |
| #answers      | 159,878     | 342,737    | 81,214     |
| #impressions  | 99,978,523  | 19,999,502 | 1,000,026  |
| #queries      | 3,900,243   | 779,104    | 38,148     |
| #users with queries | 501,198   | 10,061     | 4,975      |
| #clicks       | 26,981,583  | 5,395,962  | 271,725    |
| avg impressions | 125.27     | 125.09     | 125.58     |
| avg #clicks   | 33.81       | 33.75      | 34.12      |
| avg #clicks : #non-clicks | 1 : 2.71 | 1 : 2.71 | 1 : 2.68 |
| avg #queries per user | 4.89      | 4.87       | 4.79       |

3.2 Data Characteristics

User profiles and item attributes are all recorded in the ZhihuRec. This dataset retains the content information of users, questions, answer, and authors. Table 5 shows the attributes of users, table 6 shows the attributes of answers, table 7 shows the attributes of questions and table 8 shows the attributes of authors. As shown in Tables, there are abundant features about users, questions, answers, and authors comprehensively modeling both users and items (answers). There is no authorID in question attributes; the reason is many people can modify the questions in the Zhihu QA community over time. Notice that authorIDs are different from userIDs, which means if one person plays both roles of user and author in the dataset, his authorID and userID are not the same, as publisher and reader should not be shared.

Each user or question also has several topic words (from 0 to 70,308), which are labeled by the user himself/herself (user topic words) or system users (question topic words, all users can edit
Table 8: Main author profiles in ZhihuRec dataset, author ID is hashed, all information has been anonymized

| Demographics | QA Community related |
|--------------|----------------------|
| authorID     | #followers           |
| isExcellentAuthor |                   |
| isExcellentAnswerer |            |

Figure 2: Distribution of user registration time

Figure 3: Distribution of users with different #topics

Figure 4: Distribution of questions with different #topics, each question has at least one topic

Figure 5: Distribution of answers with different #topics, each answer has at least one topic

Figure 6: Distribution of users with different #queries

To the best of our knowledge, the ZhihuRec dataset is the largest public recommendation dataset collected from Zhihu online knowledge-sharing community containing almost all kinds of information such as abundant content information, user-answer interactions (clicks and impressions), user query logs, user profiles, answer attributes, question attributes, author profiles and topic attributes.

3.3 Anonymization and Privacy Protection

As the whole dataset is collected from a real scenario from real users, it is necessary to protect user privacy. Thus, not all content information of users is released.

All IDs in the ZhihuRec dataset are all anonymized and hashed. All text information such as the titles of questions, the content of the answers, the description of topics, and query keywords are split into words, and all the words are replaced by digital numbers. All the text features in user profiles (such as gender, register type, login frequency, province, city) are all transferred to digital numbers, too. Thus the detailed information of user-profiles and article attributes can not be referenced from the ZhihuRec dataset.

Sensitive user information such as date of birth, work history, and education history has been removed. The network information of users (e.g., IP addresses) has also been removed.

Users’ explicit feedback to answer such as like, thank, collection, comment, dislike and report is hid, only statistic description to answers such as #get_like, #get_thank, #get_collection, #get_comment, #get_dislike and #get_report is provided.

3.4 Statistic and Characteristic

To better understand the ZhihuRec dataset scale, Table 4 provides some basic statistics. As outlined in the table, the dataset is much larger than the traditional recommendation dataset, closer to the training set for the real production environment.
have less than 3 queries, and the distribution shows a log-like decay. However, there are many users with 20 queries, and the reason is that we did a truncation here (at most 20 recent query keywords of the user will be maintained).

4 DATASET APPLICATION IN MULTIPLE RECOMMENDATION TASKS

4.1 General Top N Recommendation

Users’ interaction logs are contained in the ZhihuRec dataset; from the perspective of the recommender system, the answers the users interacted in the logs can be viewed as items. This information is suitable for collaborative filtering [29], which contains the main methods in the general top N recommendation. To evaluate the performance of ZhihuRec dataset, 5 recommendation algorithms are applied in Zhihu1M dataset.

- **Pop**: This baseline always recommends the most popular answers (clicked by users) in the training set.
- **ItemKNN[6]**: This method selects the top K nearest answer neighbors and uses their information to make predictions.
- **BPR [24]**: This method applies the Bayesian Personalized Ranking objective function to optimize Matrix Factorization.
- **LightGCN[11]**: This method uses graph convolution network to enhance the performance of collaborative filtering.
- **ENMF[4]**: An non-sampling neural recommendation model with efficient neural matrix factorization.

The experiment has been done with RecBole [31]. The embedding size for user and answer is 64 for all methods. The neighbor number of ItemKNN is 100. Leave-one-out is adopted. Experimental results are shown in Table 9.

Table 9: Top-N Recommendation Results on Zhihu1M

| Model   | HR@10 | HR@20 | NDCG@10  | NDCG@20  |
|---------|-------|-------|----------|----------|
| Pop     | 0.0123| 0.0198| 0.0063   | 0.0081   |
| ItemKNN | 0.0129| 0.0222| 0.0063   | 0.0086   |
| BPR     | 0.0225| 0.0391| 0.0110   | 0.0152   |
| LightGCN| 0.0259| 0.0467| 0.0122   | 0.0174   |
| ENMF    | 0.0311| 0.0543| 0.0147   | 0.0210   |

4.2 Sequential Recommendation

Sequential recommendation play an important role in improving many recommendation tasks’ performance, as they reveal user’s dynamic preferences. It is also a kind of top N recommendation. Usually, the difference between sequential recommendation and traditional recommendation is that sequential recommendation needs clear time information. It uses the item sequence interacted by the user as the input and sorts the item according to the interaction timestamp. It is also trending in the recommendation system. As all the users’ interactions are logged in ZhihuRec dataset, in this paper, four state of art sequential models (FPMC [25], GRU4Rec [13], NARM [16], SASRec [14]) have been applied in Zhihu1M dataset.

- **FPMC** [25]: This method is based on personalized transition graphs over underlying Markov chains and combines MF.
- **GRU4Rec** [13]: A session-based model that uses RNN to capture sequential dependencies and make predictions.
- **NARM** [16]: This method uses a hybrid encoder with an attention mechanism to capture the user’s intention.
- **SASRec** [14]: A sequential model that adopts the self-attention layer to capture the dynamic user interaction sequences.

The experiment has been done with RecBole [31]. The embedding size for user and answer is 64 for all methods. Leave-one-out is used. Experimental results are shown in Table 10.

Table 10: Sequential Recommendation Results on Zhihu1M

| Model     | HR@10 | HR@20 | NDCG@10 | NDCG@20 |
|-----------|-------|-------|---------|---------|
| FPMC      | 0.0189| 0.0339| 0.0091  | 0.0129  |
| GRU4Rec   | 0.0285| 0.0501| 0.0136  | 0.0191  |
| NARM      | 0.0291| 0.0510| 0.0136  | 0.0191  |
| SASRec    | 0.0314| 0.0539| 0.0152  | 0.0208  |

4.3 Context-aware Recommendation

Context-aware recommendation models use features from users, items, and context to enhance model performance [3, 30]. Context-aware recommendation combines the advantage of different recommendation models such as collaborative filtering, content-based model to get better recommendations; this dataset is very suitable for context-aware recommendation. As usually described in the click prediction task, the interaction representation by that one user clicks one answer is labeled to 1, and the interaction representation by that one user has an impression, but without clicking one answer is labeled to 0. As depicted in [15], AUC (Area Under Curve, higher is better) is consistent under-sampling and is used as the evaluation metric. In this paper, 4 state-of-the-art context-aware models are applied in Zhihu1M dataset.

- **Wide&Deep** [5]: Proposed by Google, which combines deep neural network and linear model, and widely used in real scenarios.
- **NFM** [10]: A neural model that uses Bi-Interaction Layer to model second-order feature interactions.
- **ACCM[28]**: This is an attentional collaborative & content model that unifies both content and user interactions.
- **CC-CC** [26]: This method uses the adaptive “Feature Sampling” strategy for the recommendation.

The experiment has been done with CC-CC toolbox. The embedding size of user and answer is 64 for all methods. For each user, the last click and impressions after the last click are treated as the test set, the click right before the last click, and the impressions that happened between the click right before the last click and the last click are treated as the validation set, and others are treated as the training set. Experimental results are shown in Table 11.

Table 11: Context-aware Recommendation Results on Zhihu1M

4.4 Discussion on Other Possible Recommendation Applications

4.4.1 Cross scenario Recommendation. As mentioned above, users’ query keywords are also included in the ZhihuRec dataset; the
queries that the users have been searched for can be regarded as their explicit information need. While previous recommendation studies mainly focus on learning from users’ implicit feedback. It will be helpful if more researchers try to integrate search and recommendation, which will help understand users’ information needs better and provide better information services. The dataset can be applied to this kind of study due to its abundant query and recommendation logs.

4.4.2 Recommendation with negative feedbacks. When the users interact with answers, they give positive and negative feedbacks to them. Positive feedbacks are like the users’ click, bookmark, and like the answers. Negative feedbacks are like the users delete and skip the answers. Traditional recommendation dataset lacks negative feedback, suffers from one-class problem [21]. ZhihuRec dataset records both positive feedback and negative feedback of the users. As mentioned in [22], utilizing negative user preference can improve recommendation quality; this dataset is suitable for recommendation models with negative feedbacks.

5 TASKS BEYOND RECOMMENDATION

Besides the usage for recommendation, we present two experiments of potential usage directions of the ZhihuRec dataset:

5.1 Most Valuable Answerer Identification

We collected all the user profiles in the Zhihu100M dataset and named those users whose likes of his average answer are larger or equal to 50 as most valuable answerer and the others as non-most valuable answerer. The number of most valuable answerer is 22,818 (2.86%), and the number of non-most valuable answerer is 775,268 (97.14%). The features are selected from the user to do this task are gender, login frequency, the number of users, questions and topics the user followed, the number of the user’s answers, questions and comments, the number of comments, supports, and against the user gets, register type, register platform. We use six models as our baselines: LinearSVC, Decision Tree (DT), Naive Bayes (NB), K-nearest neighbors (KNN), Random Forest (RF), Multilayer Perceptron (MLP). The toolbox we choose is sklearn. The evaluation metric we use is accuracy, precision, recall, and f1. We use 5-fold cross-validation and experimental results are shown in Table 12.

5.2 High Quality Answer Recognition

We collected all the answer features in the Zhihu100M dataset and named those answers which are recommended by the editor as high-quality answers and the others as non-high quality answers. The number of high-quality answers is 13,333 (2.40%) and the number of non-high-quality answers is 541,643 (97.60%). The features are selected from the answer to do this task are whether the answer is anonymous and excellent answer, whether the answer contains pictures and videos, the number of thanks, supports, comments, favorites, against and helpless the answer gets. We use six models as our baselines: SVM with the linear kernel (LinearSVC), Decision Tree (DT), Naive Bayes (NB), K-nearest neighbors (KNN), Random Forest (RF), Multilayer Perceptron with one hidden layer of 100 nodes (MLP). The toolbox we choose is sklearn. The evaluation metric we use is accuracy, precision, recall, and f1. We use 5-fold cross-validation and experimental results are shown in Table 13.

6 CONCLUSIONS

This paper presents a new dataset of the online knowledge-sharing community, which aims to contribute to personalized recommendations. To the best of our knowledge, it is the largest dataset with detailed content features, including users, items, impressions, authors, topics, and user interaction logs with search queries and clicks on recommendation results. Experimental results on state-of-art algorithms have been depicted. This dataset is feasible to be used in researches on context-aware recommendation, sequential recommendation, recommendation with negative feedback, integrating search and recommendation, and user profiling and item attribute modeling. This dataset is publicly available and contains abundant information in interaction logs and query keywords which is suitable for cross-platform researches.
