Predicting the discharge coefficient of oblique cylindrical weir using neural network techniques
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Abstract
Cylindrical weir shapes offer a steady-state overflow pattern, where the type of weirs can offer a simple design and provide the ease-to-pass floating debris. This study considers a coefficient of discharge (Cd) prediction for oblique cylindrical weir using three diameters, the first is of \( D_1 = 0.11 \text{ m} \), the second is of \( D_2 = 0.09 \text{ m} \), and the third is of \( D_3 = 0.065 \text{ m} \), and three inclination angles with respect to channel axis, the first is of \( \theta_1 = 90^\circ \), the second is of \( \theta_2 = 45^\circ \), and the third is of \( \theta_3 = 30^\circ \). The Cd values for total of 56 experiments are estimated by using the radial basis function network (RBFN), in addition of comparing that with the back-propagation neural network (BPNN) and cascade-forward neural network (CFNN). Root mean square error (RMSE), mean square error (MSE), and correlation coefficient (CC) statics are used as metrics measurements. The RBFN attained superior performance comparing to the other neural networks of BPNN and CFNN. It is found that, for the training stage, the RBFN network benchmarked very small RMSE and MSE values of 1.35E-12 and 1.83E-24, respectively and for the testing stage, it also could benchmark very small RMSE and MSE values of 0.0082 and 6.80E-05, respectively.
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Introduction
In hydro system projects, the discharge coefficient (Cd) of measuring the flow on weirs can be counted as one of the highest considerations for water controls. Many efforts have been made as a result of costly experiments to apply mathematical models for classifying the hydraulic specifications of oblique weirs. In the case of mathematical modelling, the soft computing methods are stated and computational fluid dynamics (CFD) techniques are used. For the CFD, turbulence models utilizing numerical analyses together with the Navier–Stokes calculations are solved by Yuce et al. (2015) and Gholami et al. (2014). A number of commercial softwares such as the Open source Field Operation and Manipulation (Open FOAM) have recently been provided for utilizing the CFD techniques. Exploiting the CFD for modelling the movement of an oblique cylindrical weir was reported by Yuce et al. (2015). It is notable that Yuce et al. (2015) have investigated the hydraulic characteristics of the weir of oblique cylindrical. It has been reported that utilizing the soft computing methods with the CFD modelling for expecting the discharge coefficient of oblique weirs. Cylindrical weirs have two characteristics of flow: firstly a stable pattern and secondly the simplicity in design. The floating debris can be ensured to be easy to pass especially when the channel width is limited. So, oblique weirs have an advantage of comparing with normal weirs when higher flood discharge is required to lowering the upstream head. Oblique weir increases the effective length of weir axes on the channel width which consequently increases the efficiency of weir. The Cd was predicted by Chelang et al. (2018) by using the adaptive neuro-fuzzy inference system (ANFIS) and multi-layer perceptron (MLP) techniques. Results
of running 143 labs were used for operation prediction. The results showed that the ANFIS technique modeled the discharge coefficient better than the MLP. Haghiabi et al. (2018) estimated the Cd of triangular labyrinth weir. The study presented 293 experiments, and the gamma test was conducted to gain the effective parameters of the Cd. The accuracy of model is tested using the root mean square error (RMSE). The prior work of Azimfar et al. (2018) can be considered as a study example for pivot weirs discharge coefficient. They improved discharge coefficient for the flow conditions of submerge and free. Discharge coefficient is necessary in this area, because it is dimensionless. This makes employable in too many applications. The authors of this study concentrated on Bernoulli method and they utilized momentum equations. Better expectation accuracy for discharge coefficient of a rectangular weir with sharp edges was planned by Ebtehaj et al. (2018), where multi-objective machine learning (ML) techniques were exploited. They generalized a set of methods in the essential tools as the ANFIS was utilized and the system was supported by the genetic algorithm (GA) for denoting data handling and membership functions. Their system is being a multi-objective data expectation tool with the presence of one value decomposition. Some regression-based techniques and different single objective data expectation styles are also compared to the multi-objective system. Therefore, the study can be counted as a comprehensive literature. Nezami and Nekooie (2015) empirically investigated the discharge coefficient of trapezoidal side weir. They recognized in submerged flow a relationship for De-Marchi’s coefficient. The performance of radial basis function networks (RBFNs), support vector machine (SVM), and multilayer perceptron networks were explored by Norouzi et al. (2019) for evaluating the labyrinth weirs discharge coefficient with quarter-round crests. The superior method has an understandable accuracy according to the simulation results. For instance, the correlation coefficient ($R^2$), mean absolute relative error (MARE), and RMSE values computed for the superior training method are 0.884, 0.0327, and 0.0156, respectively. Bonakdari et al. (2015) expected the triangular side weir discharge coefficient by utilizing the ANFIS.

| Group No. | Weir type   | Series No. | Angle ($\theta$) | Model diameter (cm) | Run No. |
|-----------|-------------|------------|------------------|---------------------|---------|
| 1         | Traditional weir | A          | $90^\circ$       | 9                   | 1–5     |
|           |             |            |                  | 6.5                 | 6–10    |
|           |             |            |                  |                     | 11–15   |
| 2         | Oblique weir | B          | $45^\circ$       | 11                  | 16–20   |
|           |             |            |                  | 9                   | 21–25   |
|           |             |            |                  | 6.5                 | 26–30   |
| 3         | C           |            | $30^\circ$       | 11                  | 31–35   |
|           |             |            |                  | 9                   | 36–40   |
|           |             |            |                  | 6.5                 | 41–45   |

![Flow chart of the testing programme](image.png)
The aim of this investigation is to develop a suitable artificial neural network (ANN) model for predicting the Cd of oblique submerges cylindrical weir. The RBFN, BPNN, and CFNN models are adapted to accept five inputs of \( \frac{H_w}{R}, \frac{L}{R}, \frac{H_w}{D}, \frac{L}{H_w}, \) and \( \theta \) and one output of \( (C_d) \). As a result, the output values of \( C_d \) are intelligently predicted and this will lead to decrease the cost, efforts, and time of manually expecting the optimum values.

**Methodology**

The functional relationship for the discharge coefficient (or mathematically \( C_d \)) with the main flow parameters of normal and oblique cylindrical weirs can be expressed as follows. Yuce et al. (2015):

\[
f_0 \{ C_d, q, H_w, R, l, g, \rho, \mu, \theta \} = 0
\]

\[
C_d = f_1 \left\{ \frac{H_w}{R}, \frac{L}{R}, \frac{H_w}{D}, \frac{L}{H_w}, \theta \right\}
\]

Where:

- \( C_d \) is the discharge coefficient,
- \( q \) is the discharge over the weir per unit width \( (m^3/s/m) \),
- \( H_w \) is the energy head over the weir crest \( (m) \),
- \( R \) is the radius of the weir crest \( (m) \),
- \( D \) is weir diameter \( (m) \),
- \( L \) is the length of weir crest \( (m) \),
- \( H \) total head \( (m) \),
- \( d \) is the water upstream depth, the circular weir under investigation \( (m) \) (in terms of vertical and oblique weirs)
- \( g \) is the acceleration due to gravity \( (m/s^2) \),
- \( \mu \) is the dynamic viscosity of water \( Pa.s \),
- \( \rho \) is the mass density \( Ns^2/m^4 \) and
- \( \theta \) is the angle of inclination of the weir with the channel wall.

**Experimental work**

For the purpose of studying the effect of oblique submerged cylindrical weirs on flow characteristics, three models made from the plastic were created, placed, and examined with various angles with channel wall. The models were divided into three groups depending on the angle of their oblique with the channel side (\( \theta \)). The first group is traditional weir with \( \theta = 90^\circ \), the second and third group are oblique weir with \( \theta = 45^\circ \) and \( 30^\circ \). Each one of these group contains one series. The first series is A, the second series is B, and the third series is C. Series A is divided into three models based on the diameter of the weirs \( (D) \); Number one model with \( D_1 = 0.11m \), number two model with \( D_2 = 0.09 m \), and number three model with \( D_3 = 0.065 m \), also series B and C as the same as in series A, as shown in Table 1. Figure 1 flow chart of the testing programme and Fig. 2 the up view of the cylindrical weir method and open channel are represented, and they were used in this work. Figure 3 demonstrates the channel setup.

The value of cylindrical weir discharge coefficient is computed according to the following equation.

\[
q = Cd^* \frac{2}{3} \sqrt{\frac{2g}{3} * H_w^{1.5}}
\]

\[
H_w = H - D
\]

\[
H = d + \frac{q^2}{2g} * d^2
\]
Theoretical part

In the case of establishing an intelligent method for predicting the Cd values, an efficient RBFN network is proposed. The RBFN is a type of artificial neural networks (ANNs). It consists of three main layers: input layer, hidden layer, and output layer. In the hidden layer, a radial basis function (RBF) is exploited, whereas, in the output layer, a linear function is used by Parsaie (2016). The suggested RBFN structure is given in Fig. 4.

During the training stage, the RBFN generates the required weights by utilizing certain training data. These weights can be used later in the testing stage to evaluate new data that have not been given before.

The output values of the hidden layer are computed as in Eq. (6) Fausett (1994) and Kou et al. (2010). This equation is also known as the RBF:

\[ z_j = \exp\left(\frac{-||x-v_j||^2}{2\sigma^2}\right), \quad j = 1, 2, \ldots, p \]  

Where \( z_{j} \) is a hidden neuron’s output, \( x \) is the input vector and \( v_j \) is the vector of weights between the input and hidden layers, \( \sigma \) is a smoothing parameter for the Gaussian distribution function, and \( p \) is the number of hidden neurons.

\[ y = \sum_{j=1}^{p} z_j w_j \]  

(7)

Where \( y \) is the outcome of the single output neuron and \( w_j \) is the connected weights between the hidden and output layers.

The RBFN has many training advantages over other neural networks. These advantages can be highlighted as follows:

- Its training is so fast as it spends a very short time during the training stage, Kisi and Ay (2012). On the other hand, many other neural networks require long training times during the training stage.
- It needs only one iteration to fully accomplish the training stage, Kisi and Ay (2012). Whilst, some other neural networks (such as the back propagation, Cascade-forward, and Bayesian) are iterated until reaching their goal.
- It does not deceive by the local minima problem Kisi and Ay (2012) as other neural networks (such as the back propagation).
- It can easily remove or add training data because of its RBF facility as mentioned in Al-Nima (2017) and Al-Nima et al. (2017a). Whereas, other networks may require repeating the training stage.

### Table 2

| Neural network type | Number of trained epochs | Mean square error of train | Mean square error of test |
|---------------------|--------------------------|---------------------------|---------------------------|
| RBFN                | 1                        | 1.83E-24                  | 6.80E-05                  |
| CFNN                | 59                       | 3.45E-07                  | 7.79E-05                  |
| BPNN                | 306                      | 5.26E-08                  | 0.0002                    |
This network is effective as evidenced in Al-Nima et al. (2018) and Al-Nima (2012). The suggested RBFN network is compared with other ANN networks. These are the CFNN and BRNN. These networks can effectively be adapted and utilized as in Al-Nima et al. (2019a) and Raid Al-Nima (2013).

The most common statistical computation methods for evaluating the regression of proposed model are the MSE and RMSE. Minimum statistical values can refer to the best model. The RMSE and MSE can be computed as in the following equations:

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (C_{i,\text{observed}} - C_{i,\text{estimated}})^2}
\]

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (C_{i,\text{observed}} - C_{i,\text{estimated}})^2
\]

\[
R^2 = \frac{\sum_{i=1}^{N} (A_i - \bar{A}) (E_i - \bar{E})^2}{\sum_{i=1}^{N} (A_i - \bar{A})^2 \sum_{i=1}^{n} (E_i - \bar{E})^2}
\]

Where:

- \( N \) is the number of data set, \((C_i)\) is the discharge coefficient.
- \( A_i \) is the observed value from experimental work and \( E_i \) is the evaluated or estimated value, and \( \bar{A} \) and \( \bar{E} \) are the series mean value which are the estimated and observed.

These statistical computation methods are used in this study as they can give a good idea for evaluating the ANN models.

### Result and discussion

The acquired data from experimental work has been prepared for the ANN techniques. Furthermore, the dataset was partitioned into two groups: a group of training and a group of testing.

The proposed RBFN has been established and implemented. It has attained superior performance comparing to other neural networks (BPNN and CFNN). The employed inputs to the RBFN are \( H_w/R, L/R, H_w/D, L/H_w \), and \( \theta \). On the other hand, the employed output to the RBFN is \( C_d \). Table 2 demonstrates comparison results between the different neural networks.

From Table 2, it can be seen that the BPNN obtained a mean square error of 0.0002 for the training stage after 306 epochs. So, it spent very long time during the train. Regarding the testing stage, it obtained a means square error of 5.26E-08 and this can be considered as a moderate error testing value. This is expected as the BPNN is an old fashion of neural network and it has many drawbacks such as spending very long training time and its results are not so satisfied.

CFNN attained similar mean square error of 3.45E-07 for the training stage after 59 epochs. For the testing stage, it attained a mean square error of 7.79E-05 and this is the highest error testing value. This network has additional connections between the input and output layers. Therefore, it can spend moderate training time. However, its training and testing performances are still not satisfied.

| Method | Train data set | Test data set |
|--------|----------------|---------------|
|        | MSE RMSE \( R^2 \) | MSE RMSE \( R^2 \) |
| RBFN   | 1.83E-24 1.35E-12 0.999 | 6.80E-05 0.0082 0.993 |
| BRNN   | 5.26E-08 0.00023 0.997 | 0.0002 0.014 0.992 |
| CFNN   | 3.45E-07 0.0006 0.997 | 7.79E-05 0.009 0.991 |

**Fig. 5** The regressing relationship between the testing outputs of the RBFN and its desired target

**Fig. 6** Testing relationship between the RBFN output values and the desired target values
Obviously, the RBFN network benchmarked a smallest mean square error of 1.83E-24 for the training stage after only one epoch. Therefore, it is faster than all other compared neural networks. It also could benchmark the smallest testing error value of 6.80E-05.

Figure 5 provides the regressing relationship between the testing output of the RBFN and its desired target. Clearly, Fig. 5 shows a successful relationship between the desired testing target and the actual output of RBFN. The recorded regression value here is $R = 0.996$. This value is another evidence about the successfulness of our RBFN as it is so close from the optimal value $R = 1$. Figure 6 demonstrates another testing relationship between the desired target values and the RBFN output values.

From this figure, it can be observed that a very close relationship is shown between the desired target values and the RBFN output values. This is because that the curve of the output values is corresponding to the curve of the desired target values. Figures 7 and 8 show performances of training and testing stages, where scatter plots are depicts. The RMSE, MSE, and $R^2$ of each model in the training and testing stages are given in Table 3.

It can be yield that the RBFN model attained the best results of predicting the Cd compared to other networks. It can be signified as one of other approaches as in Al-Nima et al.

Fig. 7 Performance of model RBFN, BFNN, and CFNN during test period

Fig. 8 Performance of model RBFN, BFNN, and CFNN during training period
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Conclusion

In this paper, three theoretical models were improved. These are the RBFN, CFNN, and BRNN. To specify discharge coefficient for cylindrical weir with various angle of inclinations and various diameters, 56 experimental data series with combinations of different inputs were exploited. Estimating Cd values of the oblique cylindrical weirs is considered in this paper. Experiment dataset was utilized with different ANN techniques. The performance of the RBFN model was compared with the CFNN and BRNN. The comparison results indicated that the RBFN model performs better than the other models. The RBFN network benchmarked a smallest mean square error of 1.83E-24 for the training stage after only one epoch. Therefore, it is faster than all other compared neural networks. It also could benchmark the smallest testing error value of 6.80E-05. That is, the RBFN model reduced the RMSE in testing stage by 9% and 41% for the CFNN and BRNN, respectively.
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