SENTIMENT ANALYSIS OF DIGITAL WALLET SERVICE USERS USING NAÏVE BAYES CLASSIFIER AND PARTICLE SWARM OPTIMIZATION
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ABSTRACT—Digital wallet services adequately provides many benefits to its users. However, not all users of digital wallet services obtain a positive opinion about the service. Therefore, online transportation service companies need to carry out an analysis to determine general sentiment towards their products. The Naïve Bayes Classifier method represents a method that is simple, fast, excellent accuracy and obtains a comparatively excellent performance for classifying data. However, the Naïve Bayes Classifier method assumes that the attributes are independent so that it can cause the accuracy to obtain less than optimal. This study aims to improve the accuracy of the Naïve Bayes classification for the classification of public opinion on digital wallet services using Particle Swarm Optimization. This study manages data from Twitter as much as 490 tweet data. The test results with confusion matrix and ROC curves show an increase in the accuracy of the Naïve Bayes Classifier method for the Dana digital wallet from 60.00% to 91.67% and the iSaku digital wallet from 53.23% to 85.00%. The results of the T-Test and Anova test show that the test results of both classification methods provide significant differences in the accuracy value.
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INTRODUCTION

In recent years, the popularity of digital wallet services in Indonesia has experienced significant growth. Digital wallets represent electronic money that introduces people to easy, safe, and profitable cashless or non-cash payment methods (Aputra, Didi Rosiyadi, Windu Gata, & Syepry Maulana Husain, 2019). Based on Bank Indonesia data, there was an increase in the number of electronic money transactions including digital wallets at the end of 2019 soaring 79.3% to 5.2 billion compared to 2018 of 2.9 billion transactions. Moreover, the total nominal value of electronic money transactions experienced a drastic increase of 208.5%, reaching 145 trillion rupiahs. This figure has increased to 98 trillion rupiahs or almost three times compared to 2018 of 47 trillion rupiahs (Budiansyah, 2020). As of April 2020, 49 e-money companies have received official licenses from Bank Indonesia, including banks, technology, and communication companies (Indonesia, 2020).
Not all digital wallet services acquire several active users. This occurs due to a lack of public trust in the security of these services, and they still consider this as something new. Based on the research results of iPrice Group and App Annie, the ten digital wallet applications that have the most significant number of monthly active users in the second quarter of 2019 are GoPay, Ovo, Dana, LinkAja, Jenius, Go Mobile, iSaku, Sakuku, Doku, and Paytren, while the most downloaded digital wallet applications in the second quarter of 2019 are GoPay, Ovo, Dana, LinkAja, iSaku, Jenius, Go Mobile, Paytren, Sakuku, and Doku (Devita, 2019).

Digital wallet services adequately provides many benefits and advantages to their users. However, not all users of digital wallet services obtain a positive opinion of the service. In this digital era, people can provide opinions about a service, product, politics, and other topics through social media like Twitter (Mahendrajaya, Buntoro, & Setyawan, 2019). The number of daily Twitter users jumped up in the 3rd quarter of 2019, daily users on Twitter increased by 17% to 145 million users. One of the countries experiencing the most massive growth in active daily Twitter users in Indonesia (Linten, 2019). The number of tweets sent to Twitter is up to 500 million daily tweets and 200 billion tweets (Maulana, 2016).

Companies need to do sentiment analysis to find out what the public thinks about their products or services (Pertiwi, 2019). Sentiment analysis can extract public opinion on certain topics, politics, products, or services contained in unstructured texts (Saidah & Mayary, 2020).

The previous research related to the analysis of the sentiment of digital wallet service users, namely research conducted by Mahendrajaya, Buntoro, and Setyawan using the Lexicon Based and Support Vector Machine methods. The sentiment labeling of GoPay user comments from Twitter is 923 positive comments and 287 negative comments. The sentiment labeling implements the Lexicon Based method. This study implements the SVM method for classification of comparing two kernels. The linear kernel classification of comments as many as 1109 reviews got an accuracy value of 89.17% of the results. While the polynomial kernel with a comment classification of 1021 reviews got an accuracy value of 84.38%. The results of this study concluded that the classification of tweet data on Twitter for GoPay user comment reviews using the SVM method and linear kernel is good (Mahendrajaya et al., 2019).

Based on the description above, the researchers researched analyzing the sentiment of users of the Dana and iSaku digital wallet services, because not many have researched these digital wallets. We humbly propose implementing Particle Swarm Optimization to improve the Naïve Bayes classifier method in the classification of public opinion on digital wallet services. This study aims to increase the accuracy value and AUC value in the sentiment analysis of digital wallet service users by adding attribute weights using PSO to the Naïve Bayes Classifier method.

MATERIALS AND METHODS

The stages carried out in this study used the Cross Standard Industry Process for Data Mining or CRISP-DM methodology, as follows (Pratama, Pradnyana, & Arthana, 2020):

1. Business Understanding
   Business Understanding is a stage in recognizing a business process in a company or organization in the form of business objectives, assessing conditions and field problems, and their needs. In this case, the business objectives being carried out are to find out the opinions given by users of the digital wallet services Dana and iSaku and apply the Naïve Bayes Classifier and PSO methods to analyze the sentiment of digital wallet service users.

2. Data Understanding
   Data Understanding is the stage of collecting data, understanding data, and identifying problems related to data quality. This study manages tweet data in Indonesia from 19 June 2020 to 27 June 2020. The data collection process is by crawling tweet data from social media Twitter using the twitter search operator on Rapid Miner 9.1. The keywords used are @danawallet and iSaku. The data was taken from 19 June 2020 to 27 June 2020. From the results of the crawling, the data obtained were 490 tweets consisting of 272 tweet keywords @danawallet and 218 tweets with iSaku keyword.

3. Data Preparation
   Data Preparation is the stage of preparing data for the next data mining process by changing the data from unstructured text documents to structured data. The application of data preparation in analyzing the sentiment of users of the Dana and iSaku has several stages, including (Kurniawan & Susanto, 2019):
   a. Transform Case
      The process of changing all capital letters into lowercase letters contained in tweet data so that they are uniform.
b. Tokenize
   The process of tokenization is to cut sentences into sections or words based on punctuation such as commas, periods, and other punctuation as needed.

c. Stopword Removal
   This process stop removal is to eliminate unnecessary words. Omitting the word will not change the information in it.

d. Stemming
   The process stemming is to remove the affixes contained in words so that all words return to their root words.

4. Modeling
   Modeling is the stage of processing data from preparation results to obtain the required information. This processing process uses the Naive Bayes Classifier method to predict the probability of class membership and the addition of attribute weighting (attribute weighting) using PSO to increase accuracy in the classification of the Naive Bayes Classifier. Testing the proposed classification model uses the RapidMiner 9.1 application. We tested the classification model that was formed to measure the level of accuracy and AUC with randomly separated data with k-folds cross validation with k = 10. Measurement of accuracy using confusion matrix and AUC values using the ROC curve.

5. Evaluation
   Evaluation is to validate the formed model. This evaluation uses a confusion matrix and ROC curve and tests the significant difference between the weighting before and after weighting the attributes with PSO on the Naive Bayes Classifier using the T-Test and ANOVA methods.

RESULTS AND DISCUSSION

This chapter will explain the results and discussion of the research on the sentiment analysis of digital wallet service users.

1. Business Understanding
   In this study, the business objectives carried out were to determine the opinions given by users of Dana and iSaku digital wallet services, apply the Naive Bayes Classifier and PSO methods to analyze the sentiment of digital wallet service users, and find out the increase in the value of Accuracy and AUC value in sentiment analysis users of digital wallet services with additional weight attributes use PSO to the Naive Bayes Classifier method.

2. Data Understanding
   Data understanding of the data collection stage in this study is to retrieve tweet data with the crawling method from Twitter social media using the Twitter search operator on Rapid Miner 9.1 and enter the data in the form of Ms Excel to facilitate data processing. The data taken is only tweets in Indonesian. The keywords used are @danawallet and iSaku. The data was taken from 19 June 2020 to 27 June 2020. From the results of the crawling, the data obtained were 490 tweets consisting of 272 tweet keywords @danawallet and 218 tweets with iSaku keyword. The design of the tweet data crawling model is presented in Figure 2.

![Figure 2. Tweet Data Crawling Model Design](image)

The flow of the data collection process in Figure 2 is to search for tweet data on Twitter based on the entered keywords. The use of this keyword as a sentiment analysis dataset, removes duplicates from the dataset based on the specified attributes. The attribute in this research is text. Duplicate text represent the selected attribute has the same value in it. Select the attributes you want to display and delete other attributes and convert the obtained dataset into Ms file. Excel.
3. Data Preparation (Initial Data Processing)

The data from the crawling that has been previously obtained is still raw data, where the data still contains a lot of noise and is unstructured. Therefore, a preprocessing stage is needed to remove noise in words and data to make it more structured to facilitate research. Preprocessing in this study uses the Gata framework which can be accessed through http://www.gataframework.com/textmining. Gata framework is an alternative in the pre-processing text to process words in Indonesian because in the RapidMiner application the dictionary to change Indonesian acronyms and stopwords are still not available (Hermanto, Mustopa, & Kuntoro, 2020). Data from preprocessing results using Gata framework will be used as a dataset for testing models in the RapidMiner application.

4. Modeling

After carrying out the preprocessing stage, the next step is the classification process modeling process to determine a sentence as a member of the positive class or negative class based on the probability calculation value of the Naïve Bayes Classifier formula. If the probability value in a sentence having a positive class is greater than the negative class, then the sentence is included in the positive class. And if the probability of the sentence having a positive class is smaller than the negative class, then the sentence is included in the negative class. The overall results of the classification data can be seen in Table 1.

| No | Digital Wallets | Positive | Negative |
|----|----------------|----------|----------|
| 1. | Dana           | 152      | 120      |
| 2. | iSaku          | 104      | 114      |

5. Evaluation

Evaluation is done to validate the formed model. Evaluation is done by using the confusion matrix and ROC curve and testing the significant difference between before and after weighting the attributes with PSO in the Naïve Bayes Classifier using the T-Test and ANOVA methods. The results of the T-Test and Anova tests obtained a significant and more accurate model.

a. Testing the Fund Sentiment Model using the Naive Bayes Classifier

The first experiment was to test the classification model using the Naive Bayes Classifier method. The test design of the Fund sentiment classification model using the Naive Bayes Classifier method is presented in Figure 4.
In Table 2, it is explained that the results of testing the 10 fold cross-validation model of Dana’s sentiment were obtained as many as 272 data consisting of 152 positive data and 120 negative data. A total of 88 data were predicted to be class positive according to the positive class prediction and 64 data predicted class positive turned out to be in the negative class, 75 data were predicted to be class negative accordingly, namely included in the negative class prediction and as many as 45 data predicted to be class negative turns into a positive class. The results obtained by using the Naïve Bayes Classifier algorithm using Rapid Miner 9.1 get the Accuracy value = 60.00% and AUC = 0.599.

Table 2. Results of the Confusion Matrix Fund Sentiment using the Naïve Bayes Classifier

| Class | True Positive | True Negative | Accuracy |
|-------|---------------|---------------|----------|
| Pred. Positive | 88 | 45 | 66.17% |
| Pred. Negative | 64 | 75 | 53.96% |

Table 3. Results of Confusion Matrix Sentiment iSaku uses the Naïve Bayes Classifier

| Class | True Positive | True Negative | Accuracy |
|-------|---------------|---------------|----------|
| Pred. Negative | 30 | 18 | 62.50% |
| Pred. Positive | 84 | 86 | 50.59% |

Figure 5. ROC Fund Sentiment Curve using the Naïve Bayes Classifier

b. Sentiment Model Testing iSaku uses the Naïve Bayes Classifier

The first experiment was to test the classification model using the Naïve Bayes Classifier method. The test design of the sentiment classification model iSaku using the Naïve Bayes Classifier method is presented in Figure 6.

Figure 6. Design of Sentiment Classification Model iSaku uses the Naïve Bayes Classifier

In Table 3, it is explained that the test results of the model 10 fold cross-validation sentiment iSaku obtained as many as 218 data consisting of 104 positive data and 114 negative data. A total of 30 data were predicted to be class negative according to the class negative prediction, and 84 data predicted class negative turned out to be in a positive class, 86 data were predicted to be class positive according to the class positive prediction, and 18 data predicted class positive turned out to be in the class positive. negative. The results obtained by using the Naïve Bayes Classifier algorithm using Rapid Miner 9.1 get the Accuracy value = 53.23% and AUC = 0.520.

Table 3. Results of Confusion Matrix Sentiment iSaku uses the Naïve Bayes Classifier

| Class | True Positive | True Negative | Accuracy |
|-------|---------------|---------------|----------|
| Pred. Negative | 30 | 18 | 62.50% |
| Pred. Positive | 84 | 86 | 50.59% |

Figure 7. ROC Sentiment Curve iSaku using the Naïve Bayes Classifier
c. Testing the Fund Sentiment Model using the Naive Bayes Classifier and PSO

The second experiment was to test the classification model using the Naive Bayes Classifier and PSO methods. The test design of the Fund sentiment classification model using the Naive Bayes Classifier and PSO methods is presented in Figure 8.

![Figure 8. Design of a Fund Sentiment Model using NBC + PSO](image)

Based on the results of trials changing the value of Inertia Weight on the PSO, the highest Accuracy and AUC values are located at Population Size 7, the Maximum Number of Generation value is 100, and the Inertia Weight value 0.2 produces an Accuracy value of 91.67% and an AUC value of 0.750. Table 4 explains that from a sample of 0.1 used in the classification with the Naïve Bayes Classifier and PSO, 14 of the Fund’s digital wallet service users were predicted to be class positive, which was included in the positive class prediction and 1 data predicted class positive turned out to be in the negative class, 11. The data predicted in the negative class was by the negative class prediction, and 1 data predicted the negative class turned out to be in a positive class. The results obtained by using the Naïve Bayes Classifier algorithm and PSO using Rapid Miner 9.1 get an Accuracy value = 91.67% and AUC = 0.750.

|                | True Positive | True Negative | Class Precision |
|----------------|---------------|---------------|-----------------|
| Pred. Positive | 14            | 1             | 93.33%          |
| Pred. Negative | 1             | 11            | 91.67%          |
| Class Recall   | 93.33%        | 91.67%        |                 |

Table 4. Funds Sentiment Confusion Matrix Results using NBC + PSO

![Figure 9. ROC Fund Sentiment Curve using NBC + PSO](image)

d. Sentiment Model Testing iSaku uses the Naive Bayes Classifier and PSO

The second experiment was to test the classification model using the Naive Bayes Classifier and PSO methods. The test design of the sentiment classification model iSaku using the Naive Bayes Classifier and PSO methods is presented in Figure 10.

![Figure 10. Design of Sentiment Model iSaku uses NBC + PSO](image)

Based on the results of trials changing the value of Inertia Weight on the PSO, the highest Accuracy and AUC values are located at Population Size 7, the Maximum Number of Generation value is 100, and the Inertia Weight value 0.1 results in an Accuracy value of 85.00% and an AUC value of 0.800. Table 5 explains from a sample of 0.1 which is used in the classification with the Naïve Bayes Classifier and PSO users of the digital wallet service i. As much as 8 data is predicted to be a negative class according to that is included in the negative class prediction and 3 data predicted the negative class turns into the positive class, 10. The data was predicted to be class positive according to the positive class prediction, and as many as 0 data was predicted to be class positive, it turned out to
be in the negative class. The results obtained by using the Naive Bayes Classifier algorithm and PSO using Rapid Miner 9.1 get an Accuracy value = 85.00% and AUC = 0.800.

Table 5. Results of Confusion Matrix Sentiment iSaku use NBC + PSO

|                 | True Positive | True Negative | Class Precision |
|-----------------|---------------|---------------|-----------------|
| Pred. Negative  | 8             | 0             | 100.00%         |
| Pred. Positive  | 3             | 10            | 76.92%          |
| Class Recall    | 72.73%        | 100.00%       |

Further evaluation was carried out by researchers to test the validity of the classification model performance using the T-Test and Anova test.

e. T-Test and Anova test for Fund sentiment

The T-Test and Anova test designs for Fund sentiment on the RapidMiner 9.1 application are presented in Figure 12.

Table 7. T-Test Results of Naive Bayes Classification Model with NBC + PSO Fund Sentiment

| T-Test Significance | A                | B                | C                |
|---------------------|------------------|------------------|------------------|
|                     | 0.607 +/- 0.094  | 0.917 +/- 0.171  | 0.000            |

The Anova test results are presented in Table 8 showing that dk between groups (comparison) = 1, dk in residuals (denominator) = 18, and alpha = 0.050. Then the F table value is F0.050 (1.18) = 4.41, and F count = 25,245. The value of Fcount Ftable = 25,245> 4.41, then the two classification methods tested have a significant difference in the Accuracy value.
The evaluation results show that NBC + PSO is a fairly good combination of methods in classifying data. The use of PSO for attribute weighting affects increasing the value of Accuracy in analyzing the sentiment of users of Dana’s digital wallet services.

**f. T-Test and Anova test for sentiment iSaku**

The T-Test and Anova test design for sentiment iSaku in the RapidMiner 9.1 application are presented in Figure 13.

![Figure 13. Design of the T-Test and Anova Model Test for Classification of NBC with NBC + PSO Sentiment iSaku](image)

The results of the T-Test are presented in Table 9 shows that the NBC + PSO method has a significant difference in value because it has a probability of <0.050, namely 0.000 on the Naive Bayes Classifier method.

| T-Test Significance | A       | B       | C       |
|---------------------|---------|---------|---------|
|                     | 0.523 +/- 0.053 | 0.850 +/- 0.229 |
|                     | 0.000   |         |         |

Anova test results are presented in Table 10 showing that dk between groups (comparison) = 1, dk in residual (denominator) = 18, and alpha = 0.050. Then the F table value is F0.050 (1.18) = 4.41. and F count = 19,377. The value of Fcount > Ftable = 19,377 > 4.41, then the two classification methods tested have a significant difference in the Accuracy value.

| Source | Square Sums | DF | Mean Squares | F | Prob |
|--------|-------------|----|--------------|---|------|
| Between| 0.536       | 1  | 0.536        | 19.377 | 0.000 |
| Residuals| 0.497   | 18 | 0.028        |
| Total  | 1.033       | 19 |              |     |      |
The results of the classification of 490 tweet data using the Naive Bayes Classifier show that the Dana digital wallet has 152 positive sentiments and 120 negative sentiments, as well as the iSaku, has 104 positive sentiments and 114 negative sentiments. Testing tweet data using PSO can increase the Accuracy value and the AUC value. The increase was significant, previously the sentiment test using NBC only produced 60.00% and an AUC value of 0.599 after adding the PSO, the Accuracy value was 91.67% and the AUC value was 0.750, while for sentiment testing iSaku using NBC only produced 53.23% and a value AUC 0.520 after adding the PSO Accuracy value to 85.00% and 0.800 AUC value. Weighting the attributes using PSO has a major effect on the Accuracy results obtained, giving an increase of 31.67% for Fund sentiment and 31.77% for Sentiment iSaku. The results of the T-Test and Anova test show that the two classification methods tested have significant differences in the Accuracy value. NBC + PSO is a fairly good combination of methods in classifying data. The use of PSO for attribute weighting affects increasing the value of Accuracy in analyzing the sentiment of users of the Dana and iSaku digital wallet services.

### Conclusion
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