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Abstract

The Elo score has been extensively used to rank players by their skill or strength in competitive games such as chess, go, or StarCraft II. The Elo score implicitly assumes games have a strong additive—hence transitive—component. In this paper, we investigate the challenge of identifying transitive components in games. As a starting point, we show that the Elo score provably fails to extract the transitive component of some elementary transitive games. Based on this observation, we propose an alternative ranking system that properly extracts the transitive components in these games. Finally, we conduct an in-depth empirical validation on real-world game payoff matrices: it shows significant prediction performance improvements compared to the Elo score.

1 INTRODUCTION

Accurately evaluating and ranking players in games has been a concern for decades. For instance, in the context of chess, Elo (1961) stated that “The rating system shall provide: as close an estimate as possible of the current playing strength of an individual as computed from his performance in competition with other players”. The goal of the Elo score was to rank the players by their “skill” or “strength”. In this model, the probability of a confrontation outcome between two players is an increasing function of the difference in their Elo scores.

More recently, a surge of interest in evaluation and ranking for games has been triggered by the successes of multi-agent reinforcement learning agents in increasingly complex environments (Vinyals et al., 2019; Berner et al., 2019; Liu et al., 2021). Thus, having accurate and scalable ways to evaluate agents becomes crucial to monitoring agents’ learning, selecting the best agents, and performing evolutionary algorithms (Jaderberg et al., 2019). This interest yields alternatives and extensions of the Elo score (Herbrich et al., 2006; Minka et al., 2018) which take into account the sequential aspect of the games (Cardoso et al., 2019), to quantify potential uncertainty on the Elo score (Glickman, 2001; Herbrich et al., 2006; Sismanis, 2010). In addition, several regularizations can be added to the Elo score to improve its generalization (Sismanis, 2010) and sample complexity (Yan et al., 2022).

Self-play learning algorithms can now easily beat humans at games such as chess, shogi, or go (Silver et al., 2018; Bansal et al., 2018; Jaderberg et al., 2019), which are considered mostly transitive (if a beats b, and b beats c, then a beats c). However, designing learning algorithms for highly non-transitive games such as StarCraft II is much more challenging (Lanctot et al., 2017; Balduzzi et al., 2018, 2019). For instance, Vinyals et al. (2019) explains that self-play “is more forgetful” when trained to play StarCraft II. To “avoid cycles”, Vinyals et al. (2019) considered a form of play against a population of agents “by playing against all previous players in the league”.

Even though cyclic behaviors are observed in practice: in the games Age of Empires II (Horrigan, 2022), StarCraft II, (Vinyals et al., 2017) or Dota 2 (Berner et al., 2019). It seems that for many players, the transitive property is still valid (see for instance Figure 7a in Section 4). That is why the Elo score has been used to rank participants for multiple games and sports, from chess to basketball (NBA) or football (FIFA).

These notions of cyclicity and transitivity remain relatively qualitative and usually require expert domain knowledge to be assessed. To understand why some games are more cyclic than others, we propose quantifying the amount of cyclicity and transitivity in real-world games. More precisely, given $n$ players and their empirical payoff matrix $(P_{ij})_{1 \leq i, j \leq n}$, we propose new scores to answer the question:

1StarCraft II is considered to have cyclic components: a beats b, who beats c, who beats a.

2We would like to emphasize that our goal differs from standard empirical game theory (Walsh et al., 2003; Wellman, 2006) which aims at approximating the Nash of the game.
can one quantify the amount of transitivity of a zero-sum two-player game from empirical data?

The contributions of this work are the following:

- We propose a disc decomposition (Theorem 2) which yields a quantitative and tractable definition of the amount of transitivity of a real-world game.
- We compute this quantity for several real-world games, including chess and StarCraft II, which yields better predictions for new matchup outcomes.

The paper is organized as follows. Section 2 provides some background on zero-sum games and the Elo score. The proposed disc decomposition, based on the normal decomposition of skew-symmetric matrices, is developed in Section 3. Experiments on payoff matrices coming from real-world games played by bots and humans are provided in Section 4. All proofs can be found in the appendix.

Notation Capital bold letters denote matrices, and lowercase bold letters denote vectors. The set of integers from 1 to \( n \) is denoted \([n]\). The sigmoid function is written as \( \sigma \), and its inverse is written as \( \logit \). The binary cross entropy \( \text{bce} \) is denoted \( \mathcal{L} \).

Related Work We consider Balduzzi et al. (2018, 2019) to be our closest related works. Relying on combinatorial Hodge theory (Jiang et al., 2011), Balduzzi et al. (2018) proposed an extension of the Elo score, called \( m \)-Elo, which can express potential cyclic components. Given a payoff matrix \( P \) (Definition 2.1) they impose a transitive component \( u^{\text{Trans}} \equiv \left( \sum_j \logit(P)_{ij} \right)_{i \in [n]} \), then they compute the normal decomposition (Theorem 1) of the matrix \( \logit(P) - \left( u^{\text{Trans}} \right)^T - u^{\text{Trans}} \). Unlike the \( m \)-Elo, we do not impose the transitive component to correspond to an Elo score. In this work, we instead propose to directly compute the normal decomposition of \( \logit(P) \) and provide a principled result (Theorem 2) to interpret its main component in terms of transitivity of the induced disc game. Moreover, we show how to handle missing and infinite (when the probability of winning is 0 or 1 the logit is infinite) entries (Section 3.3). Balduzzi et al. (2019) proposed to compute the normal decomposition of \( 2P - 1 \) and visualize it as 2-dim embeddings but did not provide theorems or insights to interpret it. For ourselves we leverage the symmetric zero-sum game structure, on the other hand, previous works from the pairwise comparison community (Shah and Wainwright, 2017) relied on threshold singular value decomposition (Chatterjee, 2015) to provide statistical guarantees on the payoff matrix estimation.

While we focus on player strength evaluations for better matchup predictions, a related line of work consists of "only" ranking players without matchup predictions. Czarnecki et al. (2020) proposed to compute the Nash equilibria of empirical games to cluster players into level sets of "strength". However, when the game has more than two players or is not zero-sum, the computation of the Nash equilibrium is in a class of problem complexity called PPAD-complete (Chen et al., 2009; Daskalakis et al., 2009) which is considered intractable. Motivated by this intractability result Omidshafiei et al. (2019); Rashid et al. (2021) proposed a tractable ranking technique (\( \alpha \)-rank) theoretically grounded in the dynamical system theory.

2 BACKGROUND

2.1 Symmetric Zero-Sum Games

In this section, we first define symmetric zero-sum games (Definition 2.1), fully transitive and cyclic games (Definition 2.2). Then we provide two examples of games, the Elo game (Example 1) and the disc game (Example 2).

Definition 2.1. We define a symmetric zero-sum game through a probability matrix \( P \in \mathbb{R}^{n \times n} \), such that for all \( i, j \in [n] \), \( P_{ij} \in [0, 1] \) and \( P_{ij} = 1 - P_{ji} \). We call a player an index \( i \) of this matrix.

Using Definition 2.1 (i) \( P_{ij} > 0.5 \) can be seen as \( i \) beats \( j \) (ii) \( P_{ij} < 0.5 \) corresponds to \( i \) is beaten by \( j \) (iii) \( P_{ij} = 0.5 \) is a tie. For many real-world games, one can have access to large databases of human game outcomes: the symmetric zero-sum game payoff matrix can be estimated empirically. Along with this paper, we will use empirical payoff and symmetric zero-sum games interchangeably. We argue that real-world zero-sum games lie on a spectrum between being fully transitive (without any cycle) and being fully cyclic (all the players belong to the same cycle).

Definition 2.2. (Fully Cyclic and Transitive). The game \( P \) is said to be fully transitive if for all players \( i, j, k \), if \( P_{ij} > 0.5 \) and \( P_{jk} > 0.5 \) then \( P_{ik} > 0.5 \). The game \( P \) is said to be fully cyclic if there exists an ordering \( \gamma \) such that \( P_{\gamma(1)\gamma(2)} > 0.5, \ldots, P_{\gamma(n-1)\gamma(n)} > 0.5 \) and \( P_{\gamma(n)\gamma(1)} > 0.5 \).

The prototypical examples of fully transitive games are Elo games (Example 1, Figure 1 left): each player is assigned...
one score (the Elo), and the probability of the outcome between two players is an increasing function (a sigmoid) of the difference in the Elo scores.

**Example 1.** (Elo Game Balduzzi et al. 2019). Let \( u \in \mathbb{R}^n \),
\[
P_{ij} = \sigma(u_i - u_j), \text{ for all } i, j \in [n].
\]

One can easily show that Elo games (Example 1) are fully transitive. However, the "reciprocate" is false in general: in Section 2.2 we provide an example (Example 3) of a fully transitive game for which the Elo score fails to correctly rank players. On the other side of the spectrum, the typical example of a fully cyclic game is the cyclic disc game (Example 2, Figure 1 right), where each player is assigned two scores \((u_i, v_i)\).

**Example 2.** (Disc Game, Balduzzi et al. 2019). Let \( u, v \in \mathbb{R}^n \),
\[
P_{ij} = \sigma(u_i v_j - v_i u_j), \text{ for all } i, j \in [n].
\]

For example, if for all \( i \in [n] \), \( u_i = 1 \), the disc game is an Elo game (Example 1) and is transitive. One the other hand, if \( u = (\cos \frac{2\pi i}{n}) e_i[n] \), \( v = (\sin \frac{2\pi i}{n}) e_i[n] \), then the disc game is fully cyclic (Figure 1, right). The main contribution of Section 3.1 is to show that a disc game can be nothing else but fully transitive or fully cyclic (Proposition 1).

### 2.2 The Elo Score and its Limitations

In this section, we recall the definition of the stationary Elo score (Equation (1)). Then we recall one usual issue with the Elo score. Finally, we recall that the Elo score can fail on some transitive games (Example 3 and Figure 2).

**Recalls on the Elo score** For zero-sum symmetric empirical games, Elo (1978) proposed a rating system able to predict the probability of the outcome of a game between two agents. Given two agents \( i \) and \( j \), with a respective Elo score of \( u_i \) and \( u_j \), the probability of \( i \) beating \( j \) under the Elo model is \( P(i \text{ beats } j) = \sigma(\alpha(u_i - u_j)) \), where \( \alpha > 0 \) is a scaling factor which brings the values of \( u \) in a range which is easier to grasp for humans (for simplicity \( \alpha \) is set to 1). In a stationary regime, for an empirical payoff matrix \( P \), the Elo score \( u_{Elo}^i \) of each player \( i \) is defined as following (Balduzzi et al., 2018, Prop. 1), with \( \text{bce} \) being the binary cross entropy,
\[
u_{Elo}^i = \arg\min_u \sum_{i,j} \text{bce}(P_{ij}, \sigma(u_i - u_j)).
\]

**Issues with the Elo score** A first issue with the Elo score is that it assumes that the modeled game is additive (in the logit space): \( \text{logit}(P_{ij}) = \text{logit}(P_{jk}) = \text{logit}(P_{ik}) \). Hence the modeled game should be transitive, which is not always the case for real-world games (such as rock-paper-scissor or StarCraft II, for instance). Another issue with the Elo score is the following: even if a game is transitive, the Elo score can "fail" at ranking the players correctly. Indeed, there are some situations where the Elo score, a single scalar variable, is not expressive enough to predict the outcome of future confrontations.

**Example 3.** Here we define a family of three-player transitive games for all \( \gamma, \delta \in (0.5, 1] \). Contrary to Elo games (Example 1), outcome probabilities might be non-additive:
\[
P(\gamma, \delta) := \begin{pmatrix} 0.5 & \gamma & \gamma \\ 1-\gamma & 0.5 & \delta \\ 1-\gamma & 1-\delta & 0.5 \end{pmatrix}.
\]

Example 3 describes the payoff matrix of a game that is transitive for \( \gamma, \delta \in (0.5, 1] \), however when \( \gamma \) is close to 0.5 and \( \delta \) is close to 1—i.e., the second player slightly loses against the first one and significantly wins against the third one—Elo score fails to assign scores which yield correct matchup predictions between players. Figure 2 displays the set of values \( \gamma, \delta \) for which the Elo score fails (in red) and succeeds (in green) to correctly estimate the probability of winning between the first and the second players of the game \( P(\gamma, \delta) \) (Example 3). Despite the game being transitive (player 1 beats player 2 and 3 and player 2 beats player 3), there exists a significant range of values \( \gamma, \delta \), for which the Elo score assigns a larger score to player 2 than player 1, and thus wrongly predicts the outcome of the confrontation.

**Connection with Stochastically Transitive Models** Bradley-Terry-Luce and Thurstone models (Tutz, 1986; Atkinson et al., 1998; Negahban et al., 2012; Shah and Wainwright, 2017) are a generalization of the Elo model. There

---

3The Elo score is not unique and is defined up to a constant.
are used to stochastically approximate transitive models of a specific type of what we called symmetric zero-sum games with a strong transitive component. Similar limitations with the Elo score that the ones we present in Example 3 were previously mentioned by Shah and Wainwright (2017, Figure 1a). Moreover, Shah and Wainwright (2017) showed that there exist some transitive matrices (called SST matrices) which are poorly approximated by one-dimensional parametric models. This result motivates our main contribution, which is threefold: fully transitive which corresponds to a multi-dimensional parametric model which are poorly approximated by one-dimensional parametric models. This result motivates our main contribution, which corresponds to a multi-dimensional parametric model approximating a matrix that corresponds to a symmetric zero-sum game.

Failures of the Elo score to correctly ‘rank’ players for a transitive game (Example 3 and Figure 2) call for models which can handle a larger class of real-world games, going beyond Elo games. In Section 3 we propose a disc decomposition, which can correctly rank players on Example 3 (see Figure 3).

## 3 PROPOSED APPROACH

We now present our main contribution, which is threefold:

- First in Section 3.1 we thoroughly study the disc game, \( P_{ij} = \sigma(u_i v_j - v_i u_j) \), \( i, j \in [n] \) (Example 2). We show that depending on the values of \( u \) and \( v \), the disc game is either fully transitive or fully cyclic (Proposition 1).
- Then, in Section 3.2 we show that any empirical matrix from real-world zeros-sum games can be decomposed as a sum of disc games, with at most one transitive disc game (Theorem 1). This motivates our disc rating system which corresponds to the extraction of the empirical matrix’s main component (disc game). If this main component corresponds to a transitive (resp. cyclic) disc game, then the original game is mainly transitive (resp. cyclic).
- Finally in Section 3.3 we provide the optimization details needed to compute the proposed scores (Algorithm 2).

Given a payoff matrix \( P \) (Definition 2.1), the following diagram summarizes the proposed approach:

\[
P \xrightarrow{\text{logit}} \Lambda \xrightarrow{\text{skew-symmetric}} \tilde{\Lambda} \xrightarrow{\text{sigmoid}} \hat{P}.
\]

### 3.1 Detailed Study of the Disc Game

Section 2.1 provides examples of \( u, v \in \mathbb{R}^n \) values for which the disc game (Example 2) is fully transitive or fully cyclic. In this section, we show that there are no other options: a disc game is either be fully cyclic or fully transitive, depending on the of the values of \( u, v \in \mathbb{R}^n \).

**Proposition 1.** (A Disc Game is Fully Cyclic or Fully Transitive). Let \( u, v \in \mathbb{R}^n \) and \( P_{ij} = \sigma(u_i v_j - v_i u_j) \), \( i, j \in [n] \) be a disc game. Let \( U := \text{hull}\{ (u_i, v_i) \} \) be the convex hull of the players. If \( (0, 0) \) is not in the border of \( U \),

then the disc game is either fully transitive or fully cyclic. Precisely, the disc game is

1. **fully cyclic if and only if** \( (0, 0) \in \text{Int}(U) \).
2. **fully transitive if and only if** \( (0, 0) \notin \text{Int}(U) \).

The main takeaway from this result is that the convex hull of the players \( U \) is the key object to determine if the disc game is transitive or cyclic. The dichotomy happens around the origin. The next proposition states that if a disc game is transitive, then \( u \) and \( v \) can be reparametrized.

**Proposition 2.** (Reparametrization). Let \( u, v \in \mathbb{R}^n \) and \( P_{ij} := \sigma(u_i v_j - v_i u_j) \), \( i, j \in [n] \) be a transitive disc game. Then there exists a reparametrization of the disc game \((\tilde{u}_i, \tilde{v}_i)\) such that, for all \( i \in [n] \), \( \tilde{v}_i > 0 \), and

\[
\sigma(u_i v_j - v_i u_j) = P_{ij} = \sigma(\tilde{u}_i \tilde{v}_j - \tilde{v}_i \tilde{u}_j).
\]

The proof of this result relies on Proposition 1 and the hyperplane separation theorem (Boyd and Vandenberghe, 2004, Example 2.20). Because the reparametrization \((\tilde{u}_i, \tilde{v}_i)\) yields the same payoffs, it corresponds to the same disc game. Proposition 2 means that, without any loss of generality, one can consider that \( v_i > 0 \), \( i \in [n] \) for any transitive disc games.

In the next section, we will see that any empirical payoff \( P \) (Definition 2.1) can be transformed into a skew-symmetric matrix \( \Lambda \) and decomposed as a sum of disc games. We will then use Proposition 1 on the main disc game to assess the transitivity/cyclicity of the original empirical game \( \Lambda \).

### 3.2 Disc Decomposition

First, we recall a standard result on the decomposition of skew-symmetric matrices (Theorem 1): any real skew-symmetric matrix can be decomposed as a sum of matrices of the form \( uv^T - vu^T \), \( u, v \in \mathbb{R}^n \). Combining this result with Proposition 1, we finally show that zero-sum game payoff matrices have at most a single transitive disc game component (Theorem 2).

**Theorem 1.** (Normal Decomposition, Greub 1975). Suppose \( \Lambda \in \mathbb{R}^{n \times n} \) is such that \( \Lambda = -\Lambda^T \). Then, with \( k = [n/2] \), there exists \( \lambda_1 \geq \ldots \geq \lambda_k \) and \((u^{(l)}, v^{(l)})\) \( \in \mathbb{R}^n \times \mathbb{R}^n \), \( 1 \leq l \leq k \), such that \((u^{(l)}, v^{(l)})\) is an orthogonal family and \( \Lambda = \sum_{l=1}^{k} (u^{(l)} v^{(l)T} - v^{(l)} u^{(l)T}) \).

A proof of Theorem 1 can be found in Francinou et al. (2008, Sec. 2.5). Theorem 1 is sometimes referred to as the Schur decomposition of skew-symmetric matrices (Balduzzi et al., 2018, Prop. 2).

In the context of symmetric zero-sum games, the first takeaway of Theorem 1 is that such a game is a sum of disc perturbation on the points \((u_i, v_i)\).
Algorithm 1 Alternate Minimization

input : $A \in \mathbb{R}^{n \times n}$, $x, y \in \mathbb{R}^{n}$
init : $u, v \neq 0$
for $k = 1, 2, \ldots$, do

$$u \leftarrow \arg\min_u L(P, A + uv^T - vu^T)$$
$$+ \sum_{m=1}^{l-1} \frac{\|u_m\|^2}{\|v_m\|^2} + \sum_{m=1}^{l-1} \frac{\|v_m\|^2}{\|u_m\|^2}$$

$$v \leftarrow \arg\min_v L(P, A + uv^T - vu^T)$$
$$+ \sum_{m=1}^{l-1} \frac{\|u_m\|^2}{\|v_m\|^2} + \sum_{m=1}^{l-1} \frac{\|v_m\|^2}{\|u_m\|^2}$$

return $u, v$

Theorem 2. (An Empirical Game has at most a Single Transitive Disc Game)

Theorem 2 provides us with multiple insights. If one has access to an empirical game $P$, and one can compute the normal decomposition (Theorem 2) of the skew-symmetric matrix $\logit(P)$, then there exists at most one pair $(u^{1}, v^{1})$ such that the disc game defined by $P_{ij} = \sigma(u_{i}^{1}v_{j}^{1} - v_{i}^{1}u_{j}^{1})$, $i, j \in [n]$, is transitive.

Section 3.3 details main component computation when dealing with real data (e.g., missing and inexact entries).

3.3 Computational Details

Now we provide the details to compute the proposed score. Consider an empirical game $(P_{ij})_{i,j \leq n}$. One can compute the decomposition of $\logit(P)$ from Theorem 1 by solving the following optimization problem, with $L : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$, $L : x, \tilde{x} \mapsto \|\logit(x) - \tilde{x}\|^2$:

$$\min_{u^{(l)}, v^{(l)} \in \mathbb{R}^{n}, l \in [n]} f(u^{(l)}, v^{(l)}) = L(P, \sum_{l=1}^{k} u^{(l)}v^{(l)} - v^{(l)}u^{(l)}) + \sum_{i,j,l} L(P_{ij}, u_{i}^{(l)}v_{j}^{(l)} - v_{i}^{(l)}u_{j}^{(l)}) \quad (3)$$

s. t. $u^{(l)}, v^{(l)} = 0$, $1 \leq l < m \leq k$. (4)

The main challenge of this optimization problem is to maintain the orthogonality constraint between the components.

We propose Algorithm 2 which sequentially finds the $l^{th}$ main components $(u^{(l)}, v^{(l)})$ for $l \in [k]$. The $l^{th}$ pair of components is found with Algorithm 1 which maintains the orthogonality constraints by using a penalty term (inspired by the algorithm of Gemp et al. (2021) which computes PCA for large-scale problems). Note that in practice, empirical probability matrices can have 0 or 1 entries (for instance if a player $i$ always loses against player $j$, for which logit is not defined). That’s why in the experiments (Section 4) we use the following loss function $L : x, \tilde{x} \mapsto bce(x, \sigma(\tilde{x}))$ (where bce is the binary cross entropy).

Missing Entries Payoff matrices coming from real-world games played by humans usually contain missing entries: one does not have access to the matchups between all the players. For instance, on the Lichess website, there usually are few confrontations between low-ranked and high-ranked players. In other words, one only partially has access to $P_{ij}$, for $(i,j)$ in a given set of pairs of players $D_{\text{obs}} \subset [n] \times [n]$. Note that the optimization problem formulations based on Equation (3) can handle missing entries (by summing only on the available entries) as in Candès and Recht (2008); Candès and Plan (2009). With $k = 1$ pair of components, instead of the problem defined in Equation (18), the proposed disc decomposition with a partial set of observation $D_{\text{obs}}$ reads:

$$\min_{u, v, \text{s.t. } u^T v = 0} \sum_{(i,j) \in D_{\text{obs}}} L(P_{ij}, u_i v_j - v_i u_j) \ .$$

Interpretation of the Disc Decomposition in the Case $k = 1$

Let $(u^{\text{Disc}}, v^{\text{Disc}})$ be the first pair or component of the disc decomposition (Equation (3)). The probability of player $i$ beating player $j$ is given by

$$P(i \text{ beats } j) = \sigma(v_{i}^{\text{Disc}}v_{j}^{\text{Disc}} - v_{i}^{\text{Disc}}u_{j}^{\text{Disc}}) \ .$$

If it occurs that for all $j \in [n]$, $v_{j}^{\text{Disc}} > 0$, which corresponds to a transitive game (see Theorem 2 and Proposition 2), then the outcome probability can be written as $\sigma(u_{i}^{\text{Disc}}v_{i}^{\text{Disc}} - v_{i}^{\text{Disc}}u_{j}^{\text{Disc}}) = \sigma(v_{i}^{\text{Disc}}v_{j}^{\text{Disc}}(u_{i}^{\text{Disc}}v_{j}^{\text{Disc}} - u_{j}^{\text{Disc}}v_{i}^{\text{Disc}}))$. For a player $i$, the ratio $\frac{u_{i}^{\text{Disc}}}{v_{i}^{\text{Disc}}} \neq \frac{u_{i}^{\text{Disc}}}{v_{i}^{\text{Disc}}}$ can be interpreted as its strength, and $v_{i}$ as its consistency to beat lower-rated players (and be beaten by higher-rated players):

$$P(i \text{ beats } j) = \sigma(v_{i}^{\text{Disc}}v_{j}^{\text{Disc}}(u_{i}^{\text{Disc}} - u_{j}^{\text{Disc}})) \ .$$

If $\frac{u_{i}^{\text{Disc}}}{v_{i}^{\text{Disc}}} > \frac{u_{j}^{\text{Disc}}}{v_{j}^{\text{Disc}}}$ then $i$ beats $j$. The larger $v_{i}^{\text{Disc}}$, the larger the probability to win against a lower-rated player $(\frac{u_{i}^{\text{Disc}}}{v_{i}^{\text{Disc}}} > \frac{u_{j}^{\text{Disc}}}{v_{j}^{\text{Disc}}})$, but the larger the probability to lose against a higher rated player $(\frac{u_{i}^{\text{Disc}}}{v_{i}^{\text{Disc}}} < \frac{u_{j}^{\text{Disc}}}{v_{j}^{\text{Disc}}})$. This consistency score can be seen as a way to correct the Elo score which implicitly assumes that the strength of each player is linearly comparable in the logit space. For instance, one implicit bias of the Elo score is that if $i$ beats $j$ with probability $P_{ij}$ and $j$ beats $k$ with probability $P_{jk}$ then $i$ beats $k$ with
Algorithm 2 Compute Disc Decomposition

| input | $k \in \mathbb{N}$ (# of pairs of components) |
|-------|-------------------------------------|
| init  | $A = \mathbf{0}_{n \times k}$, $\mathbf{u} = \mathbf{0}_{n \times k}$, $\mathbf{v} = \mathbf{0}_{n \times k}$ |
| for $l = 1, 2, \ldots, k$ do |
| $\mathbf{u}^{(l)}, \mathbf{v}^{(l)} = \text{Algorithm 1}(A, \mathbf{u}, \mathbf{v}, l)$ |
| $A \leftarrow A + \mathbf{u}^{(l)}\mathbf{v}^{(l)\top} - \mathbf{v}^{(l)}\mathbf{u}^{(l)\top}$ |
| $\mathbf{u}_{1:i,l}^{\text{Disc}}, \mathbf{v}_{1:l,t}^{\text{Disc}} = \mathbf{u}^{(l)}, \mathbf{v}^{(l)}$ |
| return $(\mathbf{u}^{(l)}, \mathbf{v}^{(l)})_{1 \leq l \leq k}$ |

Figure 3: Disc Decomposition Manages to Rank Players for some Transitive Games. Let $\mathbf{u}^{\text{Disc}}, \mathbf{v}^{\text{Disc}}$ be the first pair of components computed using the stationary disc decomposition ($k = 1$ in Equation (3)). The logit of the probability of winning, $\mathbf{u}^{\text{Disc}}_{1}v^{\text{Disc}}_{2} − v^{\text{Disc}}_{1}u^{\text{Disc}}_{2}$, is displayed for multiples probability matrices of the transitive game (Example 3). Red dots indicate $\mathbf{u}^{\text{Disc}}_{1}v^{\text{Disc}}_{2} − v^{\text{Disc}}_{1}u^{\text{Disc}}_{2} > 0$, and green dots $\mathbf{u}^{\text{Disc}}_{1}v^{\text{Disc}}_{2} − v^{\text{Disc}}_{1}u^{\text{Disc}}_{2} < 0$. The size of the dots is proportional to $|\mathbf{u}^{\text{Disc}}_{1}v^{\text{Disc}}_{2} − v^{\text{Disc}}_{1}u^{\text{Disc}}_{2}|$. Contrary to the Elo score (Figure 2), the proposed disc decomposition can correctly rank players 1 and 2.

4 EXPERIMENTS

In this section, we perform experiments on real payoff matrices from Czarnecki et al. (2020) and real chess and StarCraft II data. For each type of data, we propose two kinds of experiments. First, we qualitatively compare and interpret the first pair of components the proposed disc decomposition ($k = 1$ in Equation (3)), directly in the probability space $P_{ij}$ ($L(x, \hat{x}) \mapsto ||x − \hat{x} − 1/2||^{2}$ in Equation (3)) or in the logit space logit $P_{ij}$ ($L : x, \hat{x} \mapsto \text{bce}(x, \sigma(\hat{x}))$ in Equation (3)). When possible, we reparametrized the disc decomposition $\mathbf{u}$ and $\mathbf{v}$ as in Proposition 2. Then some entries of the payoff matrix are hidden (as well as the symmetric entries), and each model is trained and evaluated to predict the missing entries (20% of the dataset). For this second experiment, we compare the following models:

- The usual Elo score (Elo, 1978), which relies on the assumption that the game is purely transitive.
- A variant of the Elo score with a quadratic loss (as in Elo ++, Sismanis 2010).
- Balduzzi et al. (2018) which has $2k + 1$ parameters ($k \in \{1, 2, 3\}$), where the payoff matrix is decomposed as $\text{grad}(\mathbf{A}) + \text{rot}(\mathbf{A})$, and then $\text{rot}(\mathbf{A})$ is approximated by the Schur decomposition.
- Balduzzi et al. (2019), where the payoff matrix is directly approximated by the Schur decomposition in the probability space (i.e., $2\mathbf{P} − 1$), which has $2k$ parameters.
- The proposed disc decomposition (Algorithm 2) which has $2k$ parameters ($k \in \{1, 2, 3\}$ pairs of components).

One can find the mathematical details of each model in Appendix A.2. Note that among the compared methods for matchups probability estimation, only Elo, Elo++, and the proposed disc decomposition (in the transitive case) are ranking methods.

4.1 Data from Czarnecki et al. (2020)

Comments on Figure 4 First, we investigate the visualization and the performance of some payoff matrices.
from Czarnecki et al. (2020). Figure 4 (and Figure 9 in Appendix B) display the payoff matrices (top row), the representation of Balduzzi et al. (2019) (middle row), and the proposed disc decomposition (bottom row) for games taken from Czarnecki et al. (2020). In these representations, one point represents one player: each player i is summarized by two scores (v_i, u_i), which correspond to the coordinate of each point. Figure 4 displays the representations for multiple payoff matrices: from a pure Elo game (Example 1), to a pure cyclic disc game Example 2, through an average of the payoff matrices in the log space: logit(P) = ratio · logit(P_{Elo}) + (1 − ratio) · logit(P_{Disc}). For a pure Elo game (top left), one can see that the proposed model recovers perfectly a transitive game (bottom left): the model recovers v_i = 1 for all the players i. On the other side of the spectrum, for a disc game (top right), the proposed method can find a disc game representation.

Comments on Table 1 It shows the prediction performances (MSE on unseen data) for each of these payoff matrices. Whereas the Elo score can predict almost perfectly the Elo game, the Elo score fails as soon as the Elo game assumption is violated. Conversely, the proposed disc decomposition can correctly predict the Elo game and the disc game. The proposed model can better predict future outcomes, from the Elo game to the disc game. For the Elo game, Elo, Elo ++ and our method yield similar performances (∼ 10^{−10}). For such small orders of magnitude, we believe that the difference between the methods is mostly due to numerical errors.

Figure 9 (in Appendix B) shows the representations for multiple real games played by computers (machine learning algorithms) from Czarnecki et al. (2020), including games considered transitive (Go and AlphaStar) and games considered cyclic (Blotto and Kuhn-Poker). One can see that the convex hull of the proposed representation does not contain 0 for games considered as mostly transitive: this validates Proposition 1.
Figure 5: Prediction Performances (the Higher, the Better) on Unseen Data. The prediction performances on unseen data of the Elo (which has one parameter), the mElo (Balduzzi et al. 2018, which has \(2k + 1\) parameters), and the proposed disc decomposition (Algorithm 2, which has \(2kn\) parameters) are compared on a wide range of payoff matrices from Czarnecki et al. (2020). With fewer parameters, the proposed disc decomposition yields better mean squared error than Balduzzi et al. (2018).

Figure 6: Normalized (Log)-Average Prediction Performances on all the Datasets from Czarnecki et al. (2020) (the Higher, the Better). Using fewer parameters, the proposed disc decomposition yields better prediction performances for unseen matchups.

Yields better predictions for the outcome probabilities. The improvements of the proposed disc decomposition are more significant for games considered cyclic, such as Blottos or Kuhn-Poker. ‘Bernoulli’ and ‘Random Game’ are generated at random. Since there is only noise in these games, the larger the number of parameters, the larger the overfitting (as observed in Figure 5). We currently do not have explanations for why a larger number of parameters does not yield better predictions on ‘Connect Four’ and ‘quoridor(size= 4)’ games. In Figure 6, the averaged MSE across all the games from Czarnecki et al. (2020) shows that, with fewer parameters, the proposed disc decomposition achieves better performances than (Balduzzi et al., 2018).

4.2 Human Data: Lichess and StarCraft (Figure 7)

For the game of chess, we used the Lichess elite database\(^6\). Lichess is an open-source platform allowing one to play chess online against other players, and the Lichess elite database consists of "all (standard) games from Lichess filtered to only keep games by players rated 2400+ against players rated 2200+." For our experiments, we used the data from August 2019 to May 2020, which contains more than 4.7 million games between more than 40,000 players. For StarCraft, we used the aligulac data\(^7\) from tournament with more than 1.7 millions of games, between 20,000 players. In StarCraft, each confrontation consists of multiple "games". We aggregated the games independently of the "race" used by the players. In both cases, the data we are using is public, anonymized, and only concerns non-sensitive information (matchup results). Elite players usually play online against others more often than amateur ones. Hence the number of matchups is larger for elite pairs of players, which yields a better estimation of the payoff matrix. In other words, it makes sense to restrict ourselves to "elite" players.

Influence of the Number of Matchups Real-world data has a lot of missing entries; hence the matchups payoff matrices (see Figure 7a) are incomplete. In Figure 7 a blue square indicates a confrontation between the players of the corresponding row and column. To decrease the noise in the estimation of the outcome probability, we only kept the probabilities coming from a large number of matchups between pairs of players. For chess (Figure 7a) and StarCraft (Figure 7b), we plotted the obtained representations as a function of this number of matchups.

Comments on Figure 7 It displays the proposed disc decomposition computed with Algorithm 1 in the probability space (middle) and logit space (bottom), for Lichess (Figure 7a) and StarCraft (Figure 7b). One can see that once the probability matrix is accurate enough (Figure 7a, right, more than 80 confrontations) the proposed method recovers a fully transitive game \(v_i > 0\). The proposed representation also yields a strong transitive component for 60 and 70 confrontations. For StarCraft, even by taking only the entries on the probability matrix with more than

\(^6\)https://lichess.org/team/lichess-elite-database

\(^7\)http://aligulac.com/
200 confrontations, one does not recover a representation as transitive as for chess. One interesting conclusion from this experiment is that our score naturally learns from human data that chess and StarCraft are transitive games. To conclude, as expected from expert knowledge, chess seems to be more transitive than StarCraft (on the studied datasets).

5 CONCLUSION

In this work, we first showed some limitations of the Elo score for transitive and cyclic games. Then we studied in detail the disc game: we showed that depending on \((u, v)\), the game is either cyclic or transitive. Based on this example, we proposed disc decomposition, which can recover the usual Elo score if the game is an Elo game and extend the Elo score to transitive non-Elo games and cyclic games. The theoretical results were extensively validated on real data.

Limitation The main weakness of this work is that it does not take into account a potential structure in the game. It is a strength and a weakness. On the one hand, it is a very general method that only requires matchup results between players. On the other hand, a lot of information could be leveraged from the specificity of the game player, e.g., its (a priori) transitive aspect (as in Balduzzi et al. 2019) or its sequential aspect (as in Herbrich et al. 2006 or Sismanis 2010). A second issue is that the proposed approach is less straightforward to interpret than the Elo. While the Elo assigns only one scalar per player, which can easily yield a ranking interpretation, the proposed scores can be harder to interpret if the game is not transitive.

Societal Impact Our work is primarily methodological: we do not see potential negative societal impacts.
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The appendix is organized as follows: Appendix A provides computational details on Algorithms 1 and 2. Appendix B provides additional experiments on data from Czarnecki et al. (2020) and StarCraft data. Finally, Appendix C contains the proofs of Propositions 1 and 2, Theorems 1 and 2.

A ADDITIONAL COMPUTATIONAL DETAILS

A.1 Computation Details

Gradient Computation In order to compute the proposed representation one needs to solve the following optimization problem ($k = 1$ in Equation (3))

$$\arg\min_{u,v, s.t. \ u^T v = 0} f(u, v) \triangleq \sum_{i=1}^{n} \sum_{j=1}^{n} \mathcal{L}(P_{ij}, u_i v_j - v_i u_j) .$$

Hence one needs to compute the gradient of $f$ with respect to $u$ and $v$. Below is provided the formula for these gradients

$$\nabla_u f(u, v) = \sum_{i,j} v_j \mathcal{L}'(P_{ij}, u_i v_j - v_i u_j) \mathbb{1}_{i=k} - v_i \mathcal{L}'(P_{ij}, u_i v_j - v_i u_j) \mathbb{1}_{j=k} , \quad (11)$$

$$\nabla_v f(u, v) = \mathcal{L}'(P, uv^T - vu^T) v - \mathcal{L}'(P, uv^T - vu^T)^T v . \quad (13)$$

With similar derivations, one can obtain

$$\nabla_v f(u, v) = \mathcal{L}'(P, uv^T - vu^T)^T u - \mathcal{L}'(P, uv^T - vu^T) u . \quad (14)$$

For instance, if $\mathcal{L}(\cdot, x) = ||-\sigma(x)||^2$, then $\mathcal{L}'(\cdot, x) = (1 - \sigma(x))\sigma(x)(\sigma(x) - \cdot)$. Once the gradients are computed, one can solve the problem in 10 using alternate minimization in $u$ and $v$: each optimization subproblem can be solved using the scipy implementation (Virtanen et al., 2020) of the l-BFGS algorithm (Liu and Nocedal, 1989).

Missing Entries Payoff matrices coming from real-world games played by humans usually contain missing entries: one does not have access to the matchups between all the players. For instance, on the Lichess website, there usually are few confrontations between low-ranked and high-ranked players. In other words, one only partially has access to $P_{ij}$, for $(i,j)$ in a given set of pairs of players $D^{obs} \subset [n] \times [n]$. Instead of the problem defined in Equation (10), the proposed disc decomposition with a partial set of observation $D^{obs}$ reads:

$$\arg\min_{u,v, s.t. \ u^T v = 0} f(u, v) \triangleq \sum_{(i,j) \in D^{obs}} \mathcal{L}(P_{ij}, u_i v_j - v_i u_j) . \quad (15)$$

A.2 Detailed on the Compared Methods

Table 1 compares the performance on unseen data of the following models for payoff matrices from Czarnecki et al. (2020)

- The usual Elo score (Elo, 1978)

$$u^{Elo} \in \arg\min_u \sum_{i,j} \mathcal{L}(P_{ij}, \sigma(u_i - u_j)) , \quad \text{with } \mathcal{L} : (x, \hat{x}) \mapsto bce(x, \hat{x}) . \quad (16)$$

- Elo ++ (Sismanis, 2010), without the sequential aspect

$$u^{Elo++} \in \arg\min_u \sum_{i,j} \mathcal{L}(P_{ij}, \sigma(u_i - u_j)) , \quad \text{with } \mathcal{L} : (x, \hat{x}) \mapsto \frac{1}{2} \|x - \hat{x}\|^2 . \quad (17)$$

- This work (logit space)

$$(u^{Disc}, v^{Disc}) \in \arg\min_{u,v, s.t. \ u^T v = 0} \sum_{i,j} \mathcal{L}(P_{ij}, u_i v_j - v_i u_j) , \quad \text{with } \mathcal{L} : (x, \sigma(\hat{x}) \mapsto bce(x, \sigma(\hat{x})) . \quad (18)$$
The work (probability space), which can be seen as a representation proposed in Balduzzi et al. (2019)

\[
(u^{\text{Disc}}, v^{\text{Disc}}) \in \arg\min_{u, v, s.t. \, u^T v = 0} \sum_{i,j} L(P_{ij}, u_i v_j - v_i u_j), \quad \text{with } L : (x, \hat{x}) \mapsto \frac{1}{2} \| x - \frac{1}{2} - \hat{x} \|^2 . \tag{19}
\]

- m-Elo (Balduzzi et al., 2018), with \( \bar{P} \triangleq \left( \frac{1}{n} \sum_j P_{ij} \right)_{1 \leq i \leq n} \)

\[
(u^{\text{m-Elo}}, v^{\text{m-Elo}}) \in \arg\min_{u, v, s.t. \, u^T v = 0} \sum_{i,j} L(P_{ij} - (\bar{P}_i - \bar{P}_j), u_i v_j - v_i u_j) , \tag{20}
\]

with \( L : (x, \hat{x}) \mapsto \frac{1}{2} \| x - \frac{1}{2} - \hat{x} \|^2 . \)

This work and the m-Elo are computed using Algorithm 2. Each optimization problem in the alternate minimization (Algorithm 1) is solved using the \textsc{scipy} (Virtanen et al., 2020) implementation of l-BFGS (Liu and Nocedal, 1989).

\section*{B ADDITIONAL EXPERIMENTS}

\subsection*{B.1 Data from Czarnecki et al. (2020)}

Figures 8 and 9 are similar to Figure 4, but the Nash clustering visualization from Czarnecki et al. (2020) has been added. For each payoff matrix, Czarnecki et al. (2020) successively compute Nash equilibria of empirical games to cluster players into level sets of “strength”. For each dot \( i \), \( v_i \) corresponds to the clustered index and \( u_i \) to the fraction of the population beaten by the cluster (this is different from our representation where each dot corresponds to a player). The number of clusters can be interpreted as a measure of transitivity: the larger the number of clusters, the more transitive the game.

\subsection*{B.2 Prediction Performance for StarCraft data}

Figure 10 shows the prediction performance on unseen entries for StarCraft II confrontations. As observed in Sismanis (2010), adding an extra parameter makes the models significantly overfit. That is why a regularization parameter was added to prevent overfitting:

\[
(u^{\text{Disc}}, v^{\text{Disc}}) \in \arg\min_{u, v, s.t. \, u^T v = 0} \sum_{i,j} L(P_{ij}, u_i v_j - v_i u_j) + \lambda \sum_i (v_i - 1)^2 , \tag{21}
\]

where the regularization parameter \( \lambda \) is chosen using cross-validation.

One can see on Figure 10 that the proposed regularized disc rating can yield better predictions than the usual Elo score. But improvements are not as impressive as for data from Czarnecki et al. 2020 (Figure 5). This might be due to a more difficult estimation of the payoff matrix: one only has access to an incomplete and potentially noisy estimation of the payoff matrix.

\section*{C PROOFS OF THEOREMS AND PROPOSITIONS}
Figure 8: From Elo to Disc Game. Payoff matrices (top) and visualization using Algorithm 1 in the probability space (second row), logit space (third row), or Czarnecki et al. (2020) (bottom), for multiple games with payoff $\text{logit}(P) = \text{ratio} \cdot \text{logit}(P^{\text{Elo}}) + (1 - \text{ratio}) \cdot \text{logit}(P^{\text{Disc}})$. 
Figure 9: **Transitive and Cyclic Games.** Payoff matrices (top) and visualization using Algorithm 1 in the probability space (second row), logit space (third row), or Czarnecki et al. (2020) (bottom), for multiple games with payoff from Czarnecki et al. (2020).

Figure 10: Prediction performances as a function of the number of matchups for the StarCraft data.
Proposition 1. (A Disc Game is Fully Cyclic or Fully Transitive). Let \( u, v \in \mathbb{R}^n \) and \( P_{ij} = \sigma(u_i v_j - v_i u_j) \), \( i, j \in [n] \) be a disc game. Let \( U := \text{hull} \{(u_i, v_i)\} \) be the convex hull of the players. If \((0, 0)\) is not in the border of \( U \), then there exists a reparametrization of the disc game \( = \text{Normal Decomposition, Greub 1975}. \)

The idea of the proof is to use the polar coordinates for all the points \( u, v \in U \).

Proof. Let us start this proof by showing that there always exists a cycle a size 3 in a larger cycle.

Lemma 1 A cycle of size \( n \) implies a cycle of size 3. If there exists \( u_1, \ldots, u_n \in U \) such that \( u_1 \rightarrow \ldots \rightarrow u_n \rightarrow u_1 \), then there exists \( u, v, w \in U \) such that \( u \rightarrow v \rightarrow w \rightarrow u \).

Proof. We will use a recursive argument. It is true for \( n = 3 \). Let us assume it is true for a given \( n \in \mathbb{N} \), then given \( u_1 \rightarrow \ldots \rightarrow u_n \rightarrow u_1 \) we have two possible cases:

1. \( u_1 \rightarrow u_n \rightarrow u_{n+1} \rightarrow u_1 \): In that case, we have proved the result.

2. \( u_1 \leftarrow u_n \rightarrow u_{n+1} \rightarrow u_1 \): In that case, it means that \( u_1 \rightarrow \ldots \rightarrow u_n \rightarrow u_1 \) and thus we can use the recurrence hypothesis that there exists a cycle of size 3 inside a cycle of size \( n \).

We can now show Proposition 1.

The idea of the proof is to use the polar coordinates for all the points \( (u_i, v_i) = (r_i, \theta_i) \in \mathbb{R}^2 \). We can notice that \( P_{ij} = \sigma(r_i r_j \sin(\theta_i - \theta_j)) \). Thus \( P_{ij} > 1/2 \) if and only if \( \theta_j + \pi > \theta_i > \theta_j \). If the game is cyclic it means that there exists a cycle of size 3. Without any loss of generality let us assume \( \theta_1 = 0 \). Then we have that \( \pi > \theta_2 > 0 \) and \( -\pi < \theta_3 < 0 \). Finally the fact that \( \theta_3 < \theta_2 + \pi \) implies that either \( \theta_2 > \pi/2 \) or \( \theta_3 < \pi/2 \). Thus this forms a triangle that contains \((0,0)\). Thus we can show that \((0,0)\) is in the interior of the convex set defined by three points of the cycle. If \((0,0)\) is in the interior of \( U \) then we can find a cycle.

Theorem 1. (Normal Decomposition, Greub 1975). Suppose \( A \in \mathbb{R}^{n \times n} \) is such that \( A = -A^\top \). Then, with \( k = [n/2] \), there exists \( \lambda_1 \geq \ldots \geq \lambda_k \) and \((u^{(l)}, v^{(l)}) \in \mathbb{R}^n \times \mathbb{R}^n, 1 \leq l \leq k \), such that \((u^{(l)}, v^{(l)}) \) is an orthogonal family and \( A = \sum_{l=1}^k (u^{(l)}v^{(l)\top} - v^{(l)u^{(l)\top}}). \)

Proof. Proof of Theorem 1 can be found in Francinou et al. (2008, Sec. 2.5) or Greub (1975, §8.16).

Theorem 2. (An Empirical Game has at most a Single Transitive Disc Game). Let \( P \) be the payoff matrix of a symmetric zero-sum game, and let \((u^{(l)}, v^{(l)}) \in \mathbb{R}^n \times \mathbb{R}^n \) be the normal decomposition of the skew-symmetric matrix \( \logit(P) \) (Theorem 1), then there exists at most one pair \((u^{(l)}, v^{(l)}) \in \mathbb{R}^n \times \mathbb{R}^n \) such that the disc game defined by \( P_{ij} = \sigma(u_i v_j - v_i u_j), i, j \in [n], \) is transitive.
Proof. The proof of Theorem 2 relies on

- The fact that \((u^{(l)}, v^{(l)})\) are orthogonal.
- The reparametrization property (Proposition 2).

The normal decomposition \((u^{(l)}, v^{(l)})\) is composed of orthogonal vectors \((v^{(l)})\) are orthogonal to each others and to \(u^{(l)}\). Suppose that there exist two transitive pairs of components, \((u^{(1)}, v^{(1)})\) and \((u^{(2)}, v^{(2)})\). Using Proposition 2 we consider the reparametrization such that \(v^{(1)}_i > 0\), for all \(i \in [n]\), and \(v^{(2)}_i > 0\), for all \(i \in [n]\), hence one has \(v^{(1)}_i v^{(2)}_i > 0\). In addition, since \(v^{(1)}\) and \(v^{(2)}\) are orthogonal we have that \(v^{(1)}_i v^{(2)}_i = 0\), which yields a contradiction. Hence there exists at most one transitive pair of components.
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