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Abstract—Deep-learning models have enabled performance leaps in analysis of high-dimensional functional MRI (fMRI) data. Yet, many previous methods are suboptimally sensitive for contextual representations across diverse time scales. Here, we present BoiT, a blood-oxygen-level-dependent transformer model, for analyzing multi-variate fMRI time series. BoiT leverages a cascade of transformer encoders equipped with a novel fused window attention mechanism. Encoding is performed on temporally-overlapped windows within the time series to capture local representations. To integrate information temporally, cross-window attention is computed between base tokens in each window. Here, we present BolT, a blood-oxygen-level-dependent transformer model, for analyzing multi-variate fMRI time series. BoiT leverages a cascade of transformer encoders equipped with a novel fused window attention mechanism. Encoding is performed on temporally-overlapped windows within the time series to capture local representations. To integrate information temporally, cross-window attention is computed between base tokens in each window. To gradually transition from local to global representations, the extent of window overlap and thereby number of fringe tokens are progressively increased across the cascade. Finally, a novel cross-window regularization is employed to align high-level classification features across the time series. Comprehensive experiments on large-scale public datasets demonstrate the superior performance of BoiT against state-of-the-art methods. Furthermore, explanatory analyses to identify landmark time points and regions that contribute most significantly to model decisions corroborate prominent neuroscientific findings in the literature.
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I. INTRODUCTION

Functional MRI (fMRI) measures blood-oxygen-level-dependent (BOLD) responses that reflect changes in metabolic demand consequent to neural activity [1], [2]. Recording BOLD responses at a unique combination of spatio-temporal resolution and coverage, fMRI provides the means to study complex cognitive processes in the human brain [3]–[6]. On the one hand, task-based fMRI enables researchers to associate stimulus or task variables with multi-variate responses across the brain [7]–[9]. Regions that are co-activated in the presence of a particular variable are taken to be involved in the cortical representation of that variable [10], and they are considered to be functionally connected [11]. On the other hand, characteristic multi-variate responses are also eminent in the absence of external stimuli or task, when the subject is merely resting [12]–[15]. In resting-state fMRI, co-activation patterns are typically used to define networks of brain regions, whose functional connectivity (FC) has been associated with various normal and disease states [7], [16]–[18]. Many prior studies have linked behavioral traits and prominent neurological diseases with FC features of BOLD responses [19]–[22].

Earlier fMRI studies adopted traditional machine learning (ML) to analyze multi-variate brain responses in order to decode task- or disease-related information. Since these ML methods use relatively compact models, feature extraction is typically employed to reduce dimensionality and factor out nuisance variability [23], [24]. A prominent approach first expresses FC features as the temporal correlations of BOLD responses across separate brain regions, and then uses methods such as support vector machines or logistic regression to classify external variables [25]–[28]. Later studies have instead adopted deep learning (DL) given its ability to capture complex patterns in high-dimensional data [29]–[33]. Various successful deep models have been proposed in the literature based on convolutional [34], graph [35], or recurrent architectures [36], [37] that process FC features. Yet, common FC features primarily reflect first-order inter-regional interactions, potentially disregarding higher-order interactions evident in recorded BOLD responses [38], [39]. To more directly access information in fMRI data, several recent studies have instead built classifiers using recurrent models or vanilla transformer models [40]–[42] on BOLD responses. While powerful, these recent architectures can introduce high computational burden when processing long time series, and they do not embody explicit mechanisms to capture contextual representations of multi-variate data across diverse time scales [43]–[45].

Here we propose a novel transformer architecture that directly operates on BOLD responses, BoiT, for fMRI time-series classification. To capture local representations, BoiT splits the time series into temporally-overlapping windows and employs a cascade of transformer blocks to encode window-specific representations of BOLD tokens (i.e., linear projections of responses measured across the brain at specific time points).
A logistic regression analysis on the landmark points in the Autism Brain Imaging Data Exchange (ABIDE) dataset [47].

At the end of the cascade, the encoded CLS tokens are introduced to maintain local sensitivity and compatibility with the hierarchical model structure. Meanwhile, task-relevant information exchange is promoted by a novel cross-window regularization that aligns these CLS tokens across windows. At the end of the cascade, the encoded CLS tokens are averaged across windows and a linear projection layer is used for classification.

Comprehensive demonstrations are reported for classification tasks on public datasets: gender detection from resting-state fMRI scans and cognitive task detection from task-based fMRI scans in the Human Connectome Project (HCP) dataset [46], and disease detection from resting-state fMRI scans in the Autism Brain Imaging Data Exchange (ABIDE) dataset [47].

BoiT achieves higher classification performance than prior traditional and deep-learning methods, including convolutional, graph, recurrent and transformer baselines. Ablation studies are presented that demonstrate the significant contribution of individual design elements to model performance, including learnable CLS tokens, split time windows, token fusion, cross-attention, and cross-window regularization. To interpret the representational information captured by BoiT, we devise an explanatory technique on the fused window attention operators. The proposed technique extracts gradient-weighted attention maps across the cascade to construct an importance map for BOLD tokens, and thereby identify landmark time points. A logistic regression analysis on the landmark points in time series performed to identify brain regions that contribute most significantly to the model’s decision. Explanatory analyses reveal task timings and relevant brain regions that corroborate established neuroscientific findings in the literature. Code for implementing BoiT is publicly available at https://github.com/icon-lab/BoiT.

Contributions:

- We introduce a novel transformer architecture to efficiently and sensitively analyze fMRI BOLD responses.
- A novel fused window attention mechanism is proposed with progressively grown window size to hierarchically capture local-to-global representations.
- A novel cross-window regularization is proposed on global classification features to align high-level representations across the time series.
- An explanatory technique is introduced for BoiT that evaluates the relevance of individual time points and brain regions to the classification decisions.

II. RELATED WORK

A. Traditional methods

Whole-brain fMRI data carry densely overlaid patterns of multi-variate responses, which can be difficult to isolate via univariate analysis [48], [49]. This has sparked interest in adoption of ML for multi-variate fMRI analysis [50], [51]. Earlier studies in this domain used traditional classifiers such as support vectors machines [52]–[54]. Because high-dimensional data are paired with models of limited complexity, feature selection is key to improving sensitivity in traditional models [55]–[57]. Accordingly, many traditional models are built on FC features derived from response correlations among brain regions-of-interest (ROIs), as these features are commonly considered to capture discriminative information about cognitive state [58]–[60].

B. Deep learning methods on FC features

In recent years, DL models have been adopted to elevate sensitivity in fMRI analysis. Some studies have used multi-layer perceptron (MLP) or convolutional neural network (CNN) models to extract high-level features of fMRI data [61]–[63] and then to classify external variables [64]–[66]. More commonly, classification models have been built based on FC features among brain ROIs for improved performance [34], [67], [68]. Given the brain’s intrinsic structure, graph neural networks (GNN) have gained traction wherein individual ROIs denote nodes and FC features among ROIs determine edge weights [69], [70]. To capture temporal variability in dynamic FC features, recurrent or transformer architectures have also been integrated to process the GNN outputs [71]. However, GNN-based models might suffer from over smoothing [72] or squashing [73] that can lower sensitivity to long-range dependencies. Furthermore, while methods that receive FC features as input can improve learning efficiency by mitigating nuisance variability, FC features typically reflect first-order interactions among ROIs, neglecting potential non-linear effects [74].

C. Deep learning methods on BOLD responses

Recurrent networks: An alternative approach to building models on pre-extracted FC features is to directly analyze BOLD responses in fMRI time series. Given the high degree of temporal correlation in BOLD responses, recurrent neural networks (RNNs) have been proposed to sequentially process fMRI data across time given CNN-based or ROI-extracted spatial representations [40], [75], [76]. Previously reported recurrent architectures in the fMRI literature include vanilla long short-term memory (LSTM) models [40], and hybrid convolutional LSTM models [75], [76]. While recurrent architectures are powerful in time series analysis, sequential processing introduces difficulties in model training on long time series due to vanishing gradients, and hence they may show suboptimal sensitivity to long-range interactions [77].

Vanilla transformers: Transformer architectures based on self-attention mechanisms have recently been introduced to address limitations of recurrent networks [78]. Given a sequence
of tokens, self-attention operators filter their inputs based on inter-token similarity to integrate long-range contextual information. A feed-forward network block, typically selected as an MLP, then encodes latent representations of the contextualized tokens. Several recent studies have employed vanilla transformers that process the entire fMRI time series as a single sequence [41], [79]. Vanilla transformers can manifest relatively limited sensitivity to local representations while emphasizing long-range temporal interactions. Moreover, they introduce quadratic computational complexity with respect to sequence length as self-attention requires similarity assessment between all pairs of tokens.

Efficient transformers: To sensitively analyze fMRI data across diverse time scales while mitigating computational burden, here we introduce a novel transformer architecture, BolT, based on a fused window self-attention mechanism (FW-MSA, Section III-A). Unlike previous methods that receive as input pre-extracted FC features [69], [71], [80]–[82], BolT performs learning on BOLD responses to improve sensitivity. Unlike vanilla transformers that process the time series as a single sequence to focus on global temporal representations [41], [79], BolT improves efficiency by splitting the time series into overlapping windows, and employs a cascaded transformer encoder that hierarchically extracts local-to-global representations.

Several recent studies have devised efficient transformer models with partially similar aims to our proposed approach. A computer vision study has introduced SwinT that restricts self-attention computations to non-overlapping local windows in a given sequence, and performs half-sequence-length shifts in the window position across alternating transformer blocks [83]. SwinT implicitly captures cross-window interactions via the window shifts, and it does not utilize high-level CLS tokens. Instead, BolT explicitly captures cross-window interactions by using overlapping windows along with cross-attention and token fusion between neighboring windows, and it utilizes dedicated CLS tokens to improve classification. A natural language processing study has proposed Longformer that restricts self-attention to a moving local window centered on each token for encoding the token in a single context, and it uses a global CLS token across the sequence that can degrade sensitivity to local representations [84]. In contrast, BolT encodes each token appearing in multiple overlapping windows in multiple contexts and then fuses these encodings, and it uses window-specific CLS tokens that are aligned with cross-window regularization for enhanced sensitivity.

Efficient transformers have also been adopted in medical image analysis tasks. A hybrid CNN-transformer model, IFTTNet, has been proposed that reduces dimensionality of input data with a convolutional module prior to the transformer [85]. While this approach reduces the sequence length for self-attention computations, it can compromise temporal resolution and sensitivity to local representations in time series analysis. Instead, BolT maintains local sensitivity by preserving temporal dimensionality across the cascade. Another study has introduced HATNet as a hybrid CNN-transformer model where the transformer module sequentially computes intra- and inter-window attention on non-overlapping windows [86]. This sequential approach can be suboptimal since inter-window computations are performed on self-attention outputs that ignore cross-window interactions. In contrast, BolT simultaneously computes self- and cross-attention in overlapping windows. A recent fMRI study has introduced a cascaded transformer, TFF, that splits the time series into separate windows to focus on local temporal representations [42]. TFF processes tokens in separate windows independently across the cascade and naively averages the encoded representations over windows, reducing sensitivity to long-range context. Instead, in each stage of the cascade, BolT uses FW-MSA modules to capture interactions that extend over broad time scales via learning-based fusion of information flow across windows.

III. Theory

For multi-variate analysis of four-dimensional (4D) fMRI data recorded in a subject, regional BOLD responses are first extracted using an external atlas parcellating the brain into R ROIs. The time series for a given ROI is taken as the average response across voxels within the ROI, z-scored to zero mean and unit variance. Our model learns to map these regional BOLD responses \( x \in \mathbb{R}^{T \times R} \) (where \( T \) is the number of time samples in the fMRI scan) onto class labels \( y \) (e.g., subject gender, cognitive task) depending on the task. Note that transformers expect a sequence of tokens as input. Here, we refer to a learnable linear projection of BOLD responses measured at a particular time index as a BOLD token, i.e., \( b(t) = f_b(x(t)) \in \mathbb{R}^N \), where \( t \) is the time index, \( f_b \) is the linear projection, \( N \) is the encoding dimensionality. The collection of BOLD tokens across the fMRI scan is then \( b = (b(0), ..., b(T-1)) \in \mathbb{R}^{T \times N} \). Latent representations of BOLD tokens are computed by a cascade of transformer blocks in BolT (Figure 1). The learned latent features \( h_f \) are then linearly projected onto individual class probabilities. To capture both local and global representations of BOLD tokens, the transformer blocks split the fMRI time series into \( F \) overlapping windows, and employ a novel fused window self-attention operator to assess interactions between base tokens in a given time window and fringe tokens in neighboring windows. In this section, we describe the architectural details of the proposed model and introduce an explanatory technique devised for BolT.

A. BolT

BolT embodies a cascade of transformer blocks and a final linear layer to perform classification. Unlike vanilla transformers [78], BolT comprises a novel FW-MSA module to enhance sensitivity to the diverse time scales of dynamic interactions in the brain, while maintaining linear scalability with the duration of fMRI scans (Figure 2). A regular MSA layer uses global attention across tokens resulting in quadratic complexity. In contrast, FW-MSA computes local attention within compact time windows extracted from the fMRI scan. Temporal windowing restricts token-to-token interactions to a focal neighborhood surrounding each window. The resultant local precision serves to improve the capture of subtle changes in brain activation dynamics [87]. To capture a window-level
latent representation, a $CLS$ token is also employed for use in downstream detection tasks [88]. Input $CLS$ tokens are initialized as tied vectors across separate time windows. The $CLS$ token for each window is concatenated to the query, value and key tokens in FW-MSA. The final layer uses output $CLS$ tokens to linearly map their aggregate features onto class logits.

**Fused window attention:** FW-MSA enables cross-window interactions by attention calculation between base tokens in a given window and fringe tokens in neighboring windows. To do this, FW-MSA first splits the entire collection of BOLD tokens $b \in \mathbb{R}^{T \times N}$ into $F = (T - W)/s + 1$ windows of size $W$ and stride $s$. The receptive field of a given window contains $W$ base tokens centrally, and $L$ fringe tokens on either side of the base. While processing the $i$-th window, FW-MSA receives as input a collection of $CLS$ ($CLS_i \in \mathbb{R}^N$) and BOLD ($b_i \in \mathbb{R}^{(W+2L)\times N}$) tokens. Let $Q_i \in \mathbb{R}^{(1+W)\times N}$ denote queries for base tokens, and $K_i \in \mathbb{R}^{(1+W+2L)\times N}$ and $V_i \in \mathbb{R}^{(1+W+2L)\times N}$ denote keys and values for the union of base and fringe tokens. Assuming $f_q, f_k$ and $f_v$ are learnable linear projections, the query, key and value for the $i$-th window are:

$$Q_i = f_q(\{CLS_i, b(i\times s), ..., b(i\times s+W-1)\}),$$
$$K_i = f_k(\{CLS_i, b(i\times s-L), ..., b(i\times s+W+L-1)\}),$$
$$V_i = f_v(\{CLS_i, b(i\times s-L), ..., b(i\times s+W+L-1)\}).$$

To leverage information in the temporal ordering of BOLD tokens, we incorporate a relative position bias in attention calculations [83], [89]:

$$Attention(Q_i, K_i, V_i) = \text{Softmax}(\frac{Q_iK_i^T}{\sqrt{d}} + B)V_i,$$  \hspace{1cm} (2)

where $B \in \mathbb{R}^{(1+W)\times (1+W+2L)}$ is a learnable positional bias matrix and $d$ is the feature dimensionality of the attention head. FW-MSA includes multiple attention heads, albeit expressions are given for a single head for simplicity. $B$ expresses the positioning of base and $CLS$ tokens with respect to all tokens in the receptive field including base, fringe and $CLS$ tokens. For BOLD tokens, $B$ parametrizes the potential range $[-W-L+1, W+L-1]$ of relative distances among tokens in different positions of the receptive field. For the $CLS$ token, it instead serves to distinguish the $CLS$ token from BOLD tokens.

**Token fusion:** FW-MSA calculates latent representations of each BOLD token given surrounding local context. Because each token appears in multiple windows, a token fuser is used to aggregate the resultant representations:

$$b^{(i)}[m] = \frac{1}{P} \sum_{p=0}^{P-1} b^{(i)}_p[m-1],$$ \hspace{1cm} (3)

where $m \in \{0, 1, ..., M-1\}$ is the index of the time window among $P$ windows that contain a particular token, $b^{(i)}_p[m-1]$ is the $i$-th input BOLD
Fig. 2: (a) Schematic of the fused window multi-head self-attention (FW-MSA) module. Input BOLD tokens are separated into an overlapping set of time windows of size $W$ and stride $s$. A CLS token is assigned to each window. A given window possesses a bilateral fringe region of size $L$ to permit interactions with neighboring windows. Within-window interactions are captured via attention among base tokens, whereas cross-window interactions are captured via attention between base and fringe tokens. For each BOLD token, attention-derived latent representations are then fused across the separate time windows in which it appears. (b) Attention calculations within a window. Query to the FW-MSA is a BOLD token from the window base, whereas key and value are BOLD tokens from the broader receptive field including the fringe region.

token, and $b^{(i)}[m]$ is the fused token. Token fusion facilitates exchange of information across windows, while maintaining a fixed number of BOLD tokens across transformer blocks. Following fusion, all tokens are forwarded to the MLP module.

**Cross-window regularization:** The first transformer block in BolT receives as input a single CLS token shared across the time windows. The transformer encoders then compute a unique CLS token for each window based on the BOLD tokens within its receptive field. If the latent space of window-level representations captured by the CLS tokens are largely incompatible, model performance in downstream classification tasks might be compromised. Thus, to encourage high-level representations that are consistent across time windows, we introduce a novel cross-window regularization as an additional loss term:

$$ L_{CWR} = \frac{1}{NF} \sum_{i=0}^{F-1} ||CLS_i[M-1] - \frac{1}{F} (\sum_{j=0}^{F-1} CLS_j[M-1]) ||^2 $$

(4)

where $CLS_i[M-1]$ is the encoded CLS token for the $i$-th window at the output of the last transformer block ($M$-th). The regularization term in Eq. 4 penalizes the deviation of individual CLS tokens from their mean over windows.

**B. Explanatory technique**

We introduce an explanatory technique for BolT that generates importance weights for BOLD tokens to assess their contribution to a given decision. To do this, we first derive gradient-weighted attention maps as inspired by recent computer vision studies [90]. Yet, we propose an adapted procedure for map calculation in FW-MSA to cope with the overlap and fusion operations across time windows (Alg. 1).

In the proposed procedure, gradient-weighted attention maps are calculated separately for each transformer block and each time window:

$$ \bar{A}_{mi} = E_h((\nabla A_{mi} \odot A_{mi})^+) $$

(5)

In Eq. 5, $A_{mi} \in \mathbb{R}^{(1+W) \times (1+W+2L)}$ is the attention map produced by the FW-MSA layer at the $m$-th block for the $i$-th window, and the first row and column of $A_{mi}$ are reserved for attention values related to the CLS token. The effect of map values onto the model output is characterized via $\nabla A_{mi}$, i.e., the gradient of the loss function with respect to $A_{mi}$. Meanwhile, $E_h$ denotes the averaging operator across attention heads for aggregation, $\odot$ is the Hadamard product to modulate the attention maps with the gradients, and $^+$ denotes rectification to prevent negative values. Within each transformer block, single-window attention maps are then aggregated to form a global attention map across the entire time
series, $\tilde{A}_G[m] \in \mathbb{R}^{(F+T) \times (F+T)}$ where $F$ is the number of windows, $T$ is the number of BOLD tokens. During aggregation, projections of fringe tokens that appear in multiple windows are averaged across windows. Assuming that $t = F + i \times s$ is the starting index of base tokens in the $i$-th window, $t'' = t' - L + p_l$ and $t''' = t'' + W + L - p_r$ respectively denote the starting and ending indices of the fringe tokens, where $p_l = \max(0, i \times s - L) - (i \times s - L)$ and $p_r = i \times s + W + L - \min(T, i \times s + W + L)$ are correction factors to handle windows near the edges of the time series. Receiving as input $\bar{A}_{mi}$, the projection in the $i$-th window is then expressed as:

$$\bar{A}_G[m](i, i) = \bar{A}_{mi}(0, 0)$$

$$\bar{A}_G[m](i, t'' : t'''') = \bar{A}_{mi}(0, 1 + p_l : -p_r)$$

$$\bar{A}_G[m](t' : t + W, i) = \bar{A}_{mi}(1 : 0)$$

$$\bar{A}_G[m](t' : t + W, t'' : t''') = \bar{A}_{mi}(1 : 1 + p_l : -p_r)$$

$$\bar{A}_G[m] = \bar{A}_G[m] \odot A_{norm}$$

Eq. (6) captures self-attention for $CLS_i$. Eq. (7) captures attention between $CLS_i$ and BOLD tokens within the receptive field of the $i$-th window. Eq. (8) captures attention between base BOLD tokens and the $CLS_i$ token, and Eq. (9) captures attention between base and fringe BOLD tokens. Note that $(a : -b + 1)$ selects between the $(a+1)$-th element from the start and the $b$-th element from the end. In Eq. (10), $A_{norm} \in \mathbb{R}^{(F+T) \times (F+T)}$ is an occurrence matrix that captures the number of times each token occurs across windows (i.e., all entries for a given token that appears in $n$ windows are set to $n$), and $\odot$ is Hadamard division used to normalize for repeated token occurrence.

Next, a token-relevance map $Rel[0]$ that represents the influence of each token onto other tokens in the time series is initialized as an identity matrix in $\mathbb{R}^{(F+T) \times (F+T)}$, implying that each token is initially self-relevant. The normalized attention maps are then used to progressively update the token-relevancy map across transformer blocks where $m \in [0, 1, ..., M - 1]$:

$$Rel[m + 1] = Rel[m] + \bar{A}_G[m]Rel[m].$$

Following the calculation of the token-relevancy map at the final FW-MSA module, importance weights for input BOLD tokens $w_{imp} \in \mathbb{R}^T$ are finally derived as:

$$w_{imp} = \frac{1}{F} \sum_{i=0}^{F-1} Rel[M](i, F :).$$

Importance weight of a BOLD token for the classification task is taken as the across-window average of relevancy scores between the $CLS$ tokens and the given BOLD token.

### IV. METHODS

#### A. Datasets

Demonstrations were performed on fMRI data from the HCP S1200 [46] and ABIDE I releases [47]. In HCP S1200, resting-state fMRI data (HCP-Rest) were analyzed to predict gender, and task-based fMRI data (HCP-Task) were analyzed to predict cognitive task. In ABIDE I, resting-state fMRI data were analyzed to detect Autism Spectrum Disorder (ASD). Details about datasets are provided below.

**HCP-Rest**: Preprocessed fMRI data from 1200 subjects released by the WU-Minn HCP consortium were analyzed [91]. For each subject, the first session of resting-state scans was used, and incomplete scans with shorter than 1200 time samples were excluded. HCP-Rest comprised a total of 1093 scans from 594 female and 499 male subjects.

**HCP-Task**: Preprocessed fMRI data from 1200 subjects released by the WU-Minn HCP consortium were analyzed [91]. The first session of task-based scans was used, where each subject performed seven different tasks in separate runs: emotion, relational, gambling, language, social, motor, and working memory. Incomplete scans were excluded. HCP-Task comprised a total of 7450 scans from 594 female and 501 male subjects.

**ABIDE-I**: Preprocessed fMRI data released by the Preprocessed Connectomes Project were analyzed [47], [92]. Low-quality scans that did not pass quality checks from all raters were excluded from analysis. ABIDE-I comprised a total of 871 scans from 403 patients with ASD and 468 healthy controls [80].

#### B. Experimental procedures

Experiments were conducted in PyTorch on an NVIDIA RTX 3090 GPU. Modeling was performed via a nested cross-validation procedure with 10 outer and 1 inner folds. Accordingly, subjects were split into non-overlapping training (80%), validation (10%), and test (10%) sets.
validation (10%), and test sets (10%). For fair comparison, all competing methods used identical data splits. For each competing method, hyperparameter selection was performed based on performance in the first validation set and selected parameters that showed near optimal performance across all datasets and atlases were used thereafter. The selected parameters included learning rate $\epsilon \in (10^{-6}, 10^{-1})$, number of epochs $\ell \in (5, 100)$ and mini-batch size $b \in (1, 100)$. Training was performed via the Adam optimizer. BolT was trained to minimize the following loss: $L = L_{CE} + \lambda \cdot L_{CW}$ where $L_{CE}$ is cross-entropy loss, and $\lambda = 0.1$ is the regularization coefficient for CWR loss set via cross-validation. Mean and standard deviation of model performance were reported across the test sets.

For each subject in the training set, fMRI time series were randomly cropped in the temporal dimension to 600 samples for HCP-Rest, 150 samples for HCP-Task, and 100 samples for ABIDE-I to improve stochasticity and learning efficiency [71]. Functional data were registered to corresponding structural data for each subject, and aligned to the MNI template. ROI definitions were implemented using two public brain atlases: the Schaefer atlas [93] with 400 regions labeled across seven intrinsic connectivity networks, and the AAL atlas [94] with 116 regions.

C. Implementation details

In this section, the architectural and hyperparameter details of BolT are summarized. BolT was trained for 20 epochs with a batch size of 32 and an initial learning rate of $10^{-4}$. The learning rate was increased to $2 \times 10^{-4}$ in the first 10 epochs and then gradually decreased to $10^{-5}$. A linear projection layer matched the dimensionality of input BOLD responses to the hidden dimensionality of the transformer blocks. A cascade of four blocks was used, each composed of FW-MSA and MLP modules that used layer normalization and skip connections. A hidden dimensionality of 400 and 40 attention heads with 20 kernels was used. Each block used layer normalization and skip connections. A dropout rate of 0.1 was used in both FW-MSA and MLP layers. FW-MSA modules, given a desired window size $W$, stride $s$ and fringe length $L$ were set proportionately as follows:

$$s = W \alpha, \quad L = m (W - s) \beta = m (1 - \alpha) W \beta,$$

where $m \in \{0, 1, ..., M - 1\}$ is the block index, $\alpha \in \mathbb{R}^+$ is the stride coefficient (i.e., proportionality constant), and $\beta \in \mathbb{Z}^+$ is the fringe coefficient. Note that the fringe length was progressively grown over transformer blocks as the number of fused tokens increased. Here, cross-validated search for $W \in (10, 200)$, $\alpha \in (0, 0.1, 1.0)$, $\beta \in (0, 3)$ was performed. Hyperparameters were selected as $W = 20$, $\alpha = 0.4$, $\beta = 2$.

D. Model complexity

Complexity of models that directly analyze BOLD responses as a temporal sequence depends on the extent of computations performed on the input sequence of BOLD tokens. Assume that the latent dimensionality of tokens is $N$ in a sequence of length $T$. Recurrent architectures process the tokens in the input sequence serially. As such, a recurrent layer follows a well-known $O(N^2T)$ complexity that scales linearly with the sequence length [40], [68], [76]. A convolution layer also has a linear $O(kN^2T)$ complexity where $k$ denotes the size of the convolution kernel. Meanwhile, vanilla transformers use regular MSA layers that exhaustively compute interactions between all time points in the input sequence, with $T$ queries and $T$ keys of dimensionality $N$. Thus, vanilla transformers such as BAN and IFT-Net incur $O(N^2T)$ complexity that scales quadratically with the input sequence length [41], [85].

In contrast, the FW-MSA layer in BolT computes focal interactions between time points in overlapping time windows. Each window has $W + 1$ queries and $W + 2L + 1$ keys. The complexity within a single window is $O(NW^2 + NWL)$. Given a total of $(T - W)/s$ windows for the entire sequence, the overall complexity is $O(NTW^2/s + NTWL/s)$. Selecting $s$ and $L$ as outlined in Eq.13, BolT incurs $O(NTW(1+\beta(\alpha)(1-\alpha)))$ complexity that linearly scales with sequence length. Other efficient transformers also show a similar linear trend [42], [83], [84], [86]. For instance, $L = 0$ (no cross-window attention) and $s = \frac{W}{2}$ result in a linear $O(NTW)$ complexity in SwinT [83], and $L = 0$ and $s = W$ result in $O(NTW)$ complexity in TFF and HATNet [42].

E. Competing methods

BolT was demonstrated against several state-of-the-art methods for fMRI classification including recent transformer, graph, convolutional and recurrent network models, along with a traditional classifier. The architecture, loss function and learning rate scheduler for each competing method were adopted from the original proposing papers.

SVM: A traditional model operating on static FC features was considered [80]. An $\ell_2$ regularized model with linear kernel was used. FC features were computed via Pearson’s correlation between ROI-level responses. The cross-validated hyperparameter was a regularization weight of $C=1$.

BrainNetCNN: A CNN model operating on static FC features of fMRI data was considered [34]. ROI-level features were processed with a cascade of two edge-to-edge, one edge-to-node, and one node-to-graph convolutional layers followed by three linear layers. FC features were computed via Pearson’s correlation. Cross-validated hyperparameters were $10^{-4}$ learning rate, 20 epochs, and 16 batch size.

BrainGNN: A GNN operating on static FC features of fMRI data was considered [69]. Taking ROIs as graph nodes, BrainGNN used a cascade of graph convolutional layers to assign nodes to clusters with learned embeddings, and used pooling layers to aggregate information with element-wise score normalization. FC features were computed via partial correlation [69]. Cross-validated hyperparameters were $10^{-2}$ learning rate, 50 epochs, and 100 batch size.

STAGIN: A GNN operating on dynamic FC features of fMRI data was considered [71]. STAGIN processed shifted windows across the time series by a four-layer GNN taking ROIs as nodes, deriving edges based on FC features, and calculating node features via a recurrent unit. Features extracted from each graph by a squeeze-excitation readout module were consolidated onto a single latent feature by a transformer. The
TABLE I: Performance of BolT variants ablated of essential design elements. Ablated elements were learnable \textit{CLS} tokens (\textit{CLS}), split time windows (Windowing), token fusion (Fusion), cross-attention between the base and fringe tokens (Cross Attn.), and cross-window regularization (CWR). When windowing is enabled, the annotation (G) denotes utilization of a global \textit{CLS} token shared across windows, whereas (L) denotes utilization of local \textit{CLS} tokens in each window. Results are shown based on both the Schaefer and AAL atlases. Accuracy, recall, precision and AUC metrics are reported as mean(std) across test folds. Bold-face indicates the top-performing model.

| Atlas  | Windowing | Fusion | Cross Attn. | CWR | Acc. (%) | Rec. (%) | Prec. (%) | AUC (%) |
|--------|-----------|--------|-------------|-----|----------|----------|-----------|---------|
| Schaefer | x         | x      | x           | x   | 86.35    | 85.76    | 84.74     | 94.59   |
|         |           |        |             |     | ±3.56    | ±4.94    | ±4.68     | ±1.57   |
|         | ✓         | x      | x           | x   | 89.65    | 88.38    | 89.15     | 96.03   |
|         |           |        |             |     | ±3.36    | ±5.63    | ±4.78     | ±1.23   |
| ✓(G)   | ✓         | x      | x           | x   | 84.99    | 89.78    | 79.95     | 93.63   |
|         |           |        |             |     | ±2.37    | ±4.76    | ±2.68     | ±1.58   |
| ✓(L)   | ✓         | x      | x           | x   | 89.65    | 88.77    | 88.71     | 96.79   |
|         |           |        |             |     | ±1.85    | ±3.27    | ±3.06     | ±0.90   |
| ✓(L)   | ✓         | ✓      | x           | x   | 90.29    | 89.57    | 89.34     | 97.15   |
|         |           |        |             |     | ±1.77    | ±2.54    | ±3.23     | ±1.01   |
| ✓(L)   | ✓         | ✓      | ✓           | x   | 91.03    | 89.97    | 90.42     | 97.09   |
|         |           |        |             |     | ±2.12    | ±2.70    | ±3.30     | ±1.10   |
| ✓(L)   | ✓         | ✓      | ✓           | ✓   | 91.85    | 90.58    | 91.51     | 97.35   |
|         |           |        |             |     | ±3.05    | ±4.97    | ±3.07     | ±1.06   |

| AAL    | x         | x      | x           | x   | 80.01    | 78.20    | 78.22     | 88.74   |
|        |           |        |             |     | ±3.06    | ±5.61    | ±3.88     | ±3.14   |
| ✓      | x         | x      | x           | x   | 83.12    | 80.80    | 82.25     | 90.88   |
|        |           |        |             |     | ±3.58    | ±5.38    | ±5.05     | ±1.91   |
| ✓(G)   | ✓         | x      | x           | x   | 78.74    | 85.00    | 73.02     | 88.41   |
|        |           |        |             |     | ±4.11    | ±5.07    | ±4.41     | ±3.41   |
| ✓(L)   | ✓         | x      | x           | x   | 86.85    | 87.20    | 84.78     | 93.57   |
|        |           |        |             |     | ±3.06    | ±4.30    | ±4.65     | ±2.25   |
| ✓(L)   | ✓         | ✓      | x           | x   | 87.04    | 87.60    | 84.73     | 93.80   |
|        |           |        |             |     | ±2.48    | ±4.96    | ±3.43     | ±2.13   |
| ✓(L)   | ✓         | ✓      | ✓           | x   | 87.13    | 85.80    | 86.17     | 94.12   |
|        |           |        |             |     | ±3.03    | ±5.39    | ±4.22     | ±1.98   |
| ✓(L)   | ✓         | ✓      | ✓           | ✓   | 87.31    | 86.99    | 85.65     | 94.29   |
|        |           |        |             |     | ±2.69    | ±4.49    | ±4.01     | ±2.05   |

TABLE II: Performance of BolT under varying window sizes \(W\). Results are shown based on the Schaefer and AAL atlases. Accuracy, recall, precision and AUC metrics are reported as mean±std across test folds. Bold-face indicates the top-performing model.

| Atlas  | Window size | Acc. (%) | Rec. (%) | Prec. (%) | AUC (%) |
|--------|-------------|----------|----------|-----------|---------|
| Schaefer | W=10        | 91.39±2.67 | 89.98±4.28 | 91.09±2.81 | 97.49±0.78 |
|         | W=20        | \textbf{91.85±3.05} | \textbf{90.58±4.97} | \textbf{91.51±3.07} | 97.35±1.05 |
|         | W=80        | 91.48±2.17 | 90.18±4.41 | 91.18±2.86 | \textbf{97.56±0.95} |
|         | W=200       | 88.74±2.73 | 84.77±5.92 | 90.04±2.34 | 96.32±1.44 |
| AAL     | W=10        | 86.58±2.68 | 86.20±4.77 | 84.88±3.98 | 93.83±2.10 |
|         | W=20        | \textbf{87.31±2.69} | \textbf{86.99±4.49} | \textbf{85.65±4.01} | \textbf{94.29±2.05} |
|         | W=80        | 86.39±4.42 | 86.00±4.56 | 84.71±5.88 | 94.17±2.30 |
|         | W=200       | 85.57±4.04 | 82.80±5.60 | 85.40±5.31 | 91.98±3.72 |

latent feature was linearly projected to class logits. A window size of 50 was prescribed, FC features were computed via
Pearson’s correlation [71]. Cross-validated hyperparameters were $2 \times 10^{-4}$ learning rate, 40 epochs, 8 batch size.

**LSTM**: An RNN model operating on BOLD responses was considered [40]. A single-layer LSTM model averaged hidden states across time samples, and performed classification via a sigmoid activation layer. Cross-validated hyperparameters were $10^{-3}$ learning rate, 30 epochs, 64 batch size.

**CNN-LSTM**: A convolutional RNN model operating on BOLD responses was considered [76]. CNN-LSTM was adopted to use 1D convolutions. Hidden states were averaged across time samples to perform classification via a sigmoid activation layer. Cross-validated hyperparameters were $10^{-3}$ learning rate, 50 epochs, and 64 batch size.

**GC-LSTM**: A graph convolutional RNN model operating on FC features was considered [68]. GC-LSTM was adopted to use the FC features to construct graph adjacency matrices on windowed time series, and it computed recurrent state updates via spectral graph convolution. The window size and stride were set to 120 and 2 sec, respectively [68]. Hidden states were averaged across time samples to perform classification via an MLP followed by a sigmoid activation layer [68]. Cross-validated hyperparameters were a learning rate of $10^{-3}$, 100 epochs, and a batch size of 16.

**SwinT**: A transformer model with a windowed attention mechanism proposed for computer vision tasks was considered [83]. For fair comparison, the number and hidden dimensionality of transformer blocks, number of attention heads, and window size were matched with BoiT. ROI-level responses were linearly projected to match the hidden dimensionality of the transformer blocks. Output tokens were averaged across windows and linearly projected onto class logits for classification [84]. Cross-validated hyperparameters were $2 \times 10^{-4}$ learning rate, 30 epochs, and 32 batch size.

**Longformer**: A transformer model with a windowed attention mechanism proposed for language tasks was considered [84]. Longformer uses sliding window attention for BOLD tokens, and global attention for the $CLS$ token. For fair comparison, the number and hidden dimensionality of transformer blocks, number of attention heads, and window size were matched with BoiT. ROI-level responses were linearly projected to match the hidden dimensionality of the transformer blocks. The global $CLS$ token output was linearly projected onto class logits for classification [84]. Cross-validated hyperparameters were $2 \times 10^{-4}$ learning rate, 40 epochs, and 32 batch size.

**BAnD**: A hybrid CNN-transformer model operating on BOLD responses was considered [41]. The CNN module suffered from suboptimal learning, so for fair comparison BAnD was implemented with ROI-level inputs as in BoiT. ROI-level responses were linearly projected to match the hidden dimensionality of the transformer. No windowing was performed on the time series. Cross-validated hyperparameters were $10^{-4}$ learning rate, 30 epochs, and 32 batch size.

**TFF**: A hybrid CNN-transformer model operating on BOLD responses was considered [42]. The CNN module was observed to suffer from suboptimal learning, so for fair comparison TFF was implemented with ROI-level inputs as in BoiT. ROI-level responses were linearly projected to match the hidden dimensionality of the transformer. The time series was split into windows of size 20 with shifts of 10, which were processed independently until the final layer where they were averaged [42]. Cross-validated hyperparameters were $10^{-5}$ learning rate, 30 epochs, and 32 batch size.

**IFT-Net**: A hybrid CNN-transformer model proposed for medical image analysis was considered [85]. IFT-Net was adopted to use 1D convolutional projections in attention layers where ROI-level responses were taken as input channels. ROI-level responses were linearly projected to match the hidden dimensionality of the transformer blocks. The output feature vector was fed to a sigmoid activation layer for classification. Cross-validated hyperparameters were $10^{-4}$ learning rate, 30 epochs, and 8 batch size.

**HATNet**: A hybrid CNN-transformer model proposed for medical image analysis was considered [86]. HATNet was adopted to use 1D CNN modules with ROI-level responses taken as input channels. The output of the CNN module was split into windows of size 16 and processed via the transformer module for classification [86]. Cross-validated hyperparameters were $10^{-4}$ learning rate, 100 epochs, and 32 batch size.

### Table III: Performance of logistic-regression models given as input most important tokens determined via the explanatory technique. Results are also given for logistic-regression models based on random tokens. Boldface indicates the top-performing model in each classification task.

|                     | LR (Important) | LR (Random) |
|---------------------|----------------|-------------|
| **HCP-Rest**        | Acc. (%)       | Rec. (%)    | Prec. (%)  | AUC (%)       |
|                     | 77.74±6.82    | 71.93±6.43 | 77.98±8.47 | 83.70±5.64   |
| **HCP-Task**        | Acc. (%)       | Rec. (%)    | Prec. (%)  | AUC (%)       |
|                     | 94.83±1.44    | 94.81±1.44 | 94.89±1.43 | 99.22±0.33   |
| **ABIDE-I**         | Acc. (%)       | Rec. (%)    | Prec. (%)  | AUC (%)       |
|                     | 60.44±3.55    | 46.81±4.80 | 59.71±4.84 | 62.26±4.65   |

### V. Results

#### A. Ablation studies

We conducted a series of ablation studies to evaluate the contribution of individual design elements in BoiT. The design elements included learnable and local (i.e., window-specific) $CLS$ tokens, split time windows, token fusion, cross-attention between base and fringe tokens, and cross-window...
regularization. Starting with a vanilla transformer variant, ablated variants were obtained by progressively introducing individual elements. The vanilla variant omitted all elements including CLS tokens, so classification was performed by linearly projecting the time average of encoded BOLD tokens at the output of the last transformer block. For all variants, the architecture and hyperparameters for the utilized components were matched with BoIT. To assess the contribution of a learnable CLS token, a variant was formed by introducing a global CLS token into the vanilla variant. Note that local CLS tokens are not applicable in this case since windowing was omitted. To assess the contribution of windowing, two variants were formed that used split time windows and either global or local CLS tokens, albeit omitted token fusion, cross attention and cross-window regularization. Since cross attention was not used, these variants split the time series into non-overlapping windows by setting stride equal to window size and fringe coefficient to 0 (i.e., $s = W$, $L = 0$). For the global CLS variant, attention for the CLS token was computed with all BOLD tokens in the time series, whereas attention for a BOLD token was restricted to the window it resided in. For the local CLS variant, attention computations for all tokens were restricted to local windows. To assess the contribution of token fusion, a variant was formed that used local CLS tokens, splitting into overlapping windows (i.e., $s = W\alpha$ as in BoIT) and token fusion, albeit omitted cross attention and cross-window regularization. Cross attention was omitted by setting $L = 0$. To assess the contribution of cross attention, a variant was formed that used local CLS tokens, splitting into overlapping windows, token fusion and cross-window attention (i.e., $L = m(1 - \alpha)W\beta$), albeit omitted cross-window regularization. Finally, to assess the contribution of cross-window regularization, a variant using all elements (i.e., BoIT) was employed where regularization was achieved via adding the loss term in Eq. 4.

Table I lists performance metrics for all ablated variants. First, we find that introduction of a learnable, global CLS token into the vanilla variant consistently improves performance metrics, demonstrating the utility of high-level CLS over low-level BOLD tokens in classification tasks. Second, a performance loss is incurred when the global CLS token is used along with split time windows, suggesting that the global token does not adequately capture local representations. In contrast, local CLS tokens in combination with windowing yield a performance boost, indicating the importance of using window-specific CLS tokens to learn local representations. Third, fusion of tokens with repeated occurrence in overlapping windows yields a further improvement. Note that the BOLD token for a given time point appears in a single window and is encoded in a single context for a non-overlapping split, whereas it appears in multiple windows and is encoded in multiple contexts for an overlapping split. Thus, improvements due to token fusion demonstrate the benefit of encoding representations of time points in diverse contexts. Fourth, enabling cross attention between base tokens in each window and neighboring fringe tokens increases performance, indicating the importance of this cross-attention mechanism for integration of contextual representations across neighboring windows. Lastly, we find that cross-window regularization that aligns window-specific CLS tokens contributes notably to model performance. This result indicates that the model benefits from coherence of representations in CLS tokens that are averaged.
across windows to implement classification. Overall, we find that the BoiT model including all of its design elements yields the highest performance among all variants.

Compared to the non-windowed variant with CLS, the ablated variant with windowing and local CLS tokens yields a notable performance improvement on the AAL atlas, albeit it shows relatively stable performance on the Schaefer atlas (Table 1). Since the measured fMRI data and modeling procedures were identical for the two atlases, this difference is best attributed to an interaction between window size and the temporal characteristics of ROI responses. In theory, a larger $W$ can be suited to analyze relatively slow varying responses, and a smaller $W$ can be suited to analyze relatively fast varying responses. A power spectral density analysis shows that ROI responses based on the AAL atlas that groups voxels based on anatomical proximity carry higher energy at high temporal frequencies, whereas responses based on the Schaefer atlas that groups voxels based on functional similarity carry higher energy at low temporal frequencies (not reported). In turn, we observe that the performance benefits from split time windows are maximized at $W=20$ for the AAL atlas, and at $W=200$ for the Schaefer atlas (not reported). Note, however, that BoiT does not only use basic windowing as in the ablated variant, but it also leverages additional window-related design elements including cross-attention between base and fringe tokens, token fusion and cross-window regularization. These elements promote information exchange across separate time windows, increasing the effective temporal receptive field for each window. As such, a small $W$ can serve to sensitively analyze a broad range of responses. Table II lists performance metrics for BoiT under varying window sizes. We find that optimal or near-optimal performance is attained at a compact window size of $W=20$ commonly for both atlases. This result suggests that window-related design elements in BoiT collectively introduce a degree of reliability against varying temporal frequency characteristics of BOLD responses.

Next, we examined the efficacy of the explanatory technique that computes an importance weight for each BOLD token (see Fig. 3). This importance weight is supposed to reflect the degree of discriminative information captured by the token for the respective detection task. We reasoned that if the explanatory technique computes reasonable weights, significant detection should be possible based on a subset of highly important tokens. To test this prediction, BOLD tokens in the time series were ordered according to their importance weights, significant detection should be possible based on a subset of highly important tokens. To test this prediction, BOLD tokens in the time series were ordered according to their importance weights. ROI definitions based on the Schaefer atlas were used for this analysis, since they yielded better performance in BoiT. Logistic-regression models were then built for the same detection task given as input a subset of five consecutive tokens [95], [96]. Table III lists detection performance based on the most important subset of tokens against that based on a subset of randomly selected tokens. While random tokens perform near chance level, important tokens achieve substantially higher performance. We also reasoned that detection performance should scale with the overall importance of the selected token subset. To examine this issue, separate logistic-regression models were built while the overall importance of the token subset was systematically reduced (Fig. 4). Detection performance elevates near-monotonically with increasing levels of token importance. Taken together, these results indicate that the importance weights returned by the explanatory technique closely reflect the contribution of individual tokens to model decisions.

B. Comparative demonstration of BoiT

We demonstrated BoiT for three main tasks in fMRI analysis: gender detection on HCP-Rest, cognitive task detection on HCP-Task, and disease detection on ABIDE-I datasets. BoiT was demonstrated against state-of-the-art traditional (SVM), CNN (BrainNetCNN), GNN (BrainGNN, STAGIN), RNN (LSTM, CNN-LSTM, GC-LSTM), and transformer (SwinT, Longformer, BaND, TFF, IFT-Net, HATNet) baselines. Demonstrations were performed using ROI definitions extracted via two different brain atlases. Performance metrics for competing methods for Schaefer atlas are listed in Table IV, and those for AAL atlas are listed in Table V. For each detection task and based on each atlas, BoiT outperforms all competing methods in each
metric (p<0.05, Wilcoxon signed-rank test), except for TFF that offers higher precision on ABIDE-I, SwinT that offers similar recall on ABIDE-I (AAL atlas), and SwinT, Longformer, and HATNet that offer similar AUC on HCP-Task. On average across atlases in gender detection, BoiT improves (accuracy, recall, precision, AUC) by (8.39, 11.13, 7.41, 5.87)% over transformer baselines, (10.96, 13.78, 9.58, 7.95)% over RNN baselines, (12.67, 11.85, 14.49, 12.10)% over GNN baselines, (11.92, 13.59, 12.78, 10.84)% over the CNN baseline, and (15.76, 23.51, 13.99, 14.00)% over the traditional baseline. Finally, in disease detection, BoiT achieves improvements of (5.11, 10.56, -1, 4.88)% over transformer baselines, (6.44, 9.63, 5.86, 7.22)% over RNN baselines, (8.58, 12.53, 9.43, 10.69)% over GNN baselines, (4.31, 0.64, 5.73, 4.46)% over the CNN baseline, and (4.05, 8.15, 4.23, 4.68)% over the traditional baseline. Taken together, these results indicate that BoiT enables significant performance benefits in detection tasks over prior traditional and DL methods.

In general, we observe that DL models yield superior performance than the traditional SVM baseline on HCP-Rest and HCP-Task, whereas SVM outperforms CNN, GNN, RNN, and a subset of transformer baselines in disease detection on ABIDE-I. Note that HCP-Rest and HCP-Task were acquired using relatively standardized protocols and scanner hardware in a compact set of imaging sites. In contrast, ABIDE-I was...
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TABLE V: Performance of competing methods and BOLT using AAL atlas for gender detection on the HCP-Rest dataset, task detection on the HCP-Task dataset and disease detection on the ABIDE-I dataset. Metrics are reported as mean±std across test folds. Boldface indicates the top-performing model in terms of each metric in individual classification tasks.

| Method     | HCP-Rest (AAL) | HCP-Task (AAL) | ABIDE-I (AAL) |
|------------|----------------|----------------|---------------|
|            | Acc.(%) Rec.(%) Prec.(%) | Acc.(%) Rec.(%) Prec.(%) | Acc.(%) Rec.(%) Prec.(%) |
| SVM        | 71.71 ± 3.76 65.40 ± 11.86 | 88.11 ± 1.46 88.14 ± 1.46 | 65.60 ± 3.14 55.00 ± 7.40 |
| BrainNetCNN | 71.16 ± 4.91 67.40 ± 9.21 | 90.56 ± 1.06 90.58 ± 1.07 | 64.01 ± 6.04 60.24 ± 9.33 |
| BrainGNN   | 69.79 ± 4.59 72.40 ± 9.70 | 79.73 ± 5.92 79.85 ± 5.88 | 61.40 ± 6.40 58.30 ± 9.33 |
| STAGIN     | 76.18 ± 3.10 72.20 ± 9.22 | 98.87 ± 0.60 98.86 ± 0.61 | 61.52 ± 3.49 52.69 ± 7.38 |
| LSTM       | 73.25 ± 4.48 73.10 ± 8.44 | 96.96 ± 0.69 96.97 ± 0.69 | 63.06 ± 3.96 45.81 ± 22.76 |
| CNN-LSTM   | 74.81 ± 3.15 66.40 ± 9.20 | 97.77 ± 0.60 97.76 ± 0.61 | 63.65 ± 5.42 49.47 ± 17.04 |
| GC-LSTM    | 77.27 ± 5.29 77.79 ± 14.57 | 93.14 ± 1.39 93.14 ± 1.39 | 60.05 ± 5.36 48.27 ± 19.80 |
| SwinT      | 78.37 ± 4.00 76.60 ± 6.69 | 99.23 ± 0.38 99.23 ± 0.38 | 66.78 ± 4.25 60.48 ± 6.38 |
| Longformer | 76.28 ± 4.30 63.00 ± 13.94 | 99.11 ± 0.42 99.11 ± 0.43 | 64.77 ± 4.71 58.69 ± 18.18 |
| BaND       | 78.55 ± 4.12 70.40 ± 8.38 | 98.16 ± 0.45 98.16 ± 0.45 | 63.12 ± 3.60 45.18 ± 12.53 |
| TFF        | 82.57 ± 4.05 81.80 ± 8.59 | 97.43 ± 1.00 97.43 ± 1.00 | 65.84 ± 3.87 46.30 ± 15.83 |
| IFF-Net    | 77.72 ± 4.85 76.00 ± 11.76 | 95.22 ± 5.58 95.17 ± 5.67 | 58.26 ± 4.72 32.11 ± 24.85 |
| HATNet     | 78.37 ± 2.15 74.60 ± 5.58 | 97.97 ± 0.35 97.96 ± 0.35 | 61.61 ± 5.64 54.59 ± 7.15 |
| BOLT       | 87.31 ± 2.69 86.99 ± 4.49 | 99.52 ± 0.39 99.52 ± 0.40 | 68.14 ± 2.81 60.49 ± 4.22 |

curated by aggregating data from a larger number of sites with more substantial variations in imaging protocols and hardware. In turn, the resultant data heterogeneity can limit generalization performance for DL methods with relatively high complexity, while the simpler SVM method starts performing competitively. That said, we observe that windowed transformer models including BOLT still outperform SVM in this case, implying a degree of reliability against data heterogeneity due to the generalization capabilities of self-attention operators combined with local sensitivity from split time windows. We also observe that all competing methods yield notably higher performance on HCP-Task, compared to HCP-Rest and ABIDE-I. This is expected as detecting divergent cognitive tasks from task-based fMRI scans that elicit responses in largely non-overlapping brain networks is relatively easier compared to detection tasks on resting-state fMRI scans. Here, we preferred to report HCP-Task since it is a highly relevant, benchmark dataset that is frequently reported in methodology studies on task-based fMRI analysis. Yet, future studies are warranted to examine the utility of BOLT in detecting BOLD-response differences among more similar cognitive tasks driving partly overlapping brain networks.

C. Explainability of BOLT

To interpret the spatio-temporal patterns of brain activation that contribute to BOLT’s decisions, we employed the explanatory technique to calculate token importance weights. Importance weights for each cognitive task in HCP-Task are shown in Fig. 3. Landmark time points of high importance closely align with transitions in the temporal structure of
task variables following an offset due to hemodynamic delay. For instance, periods of target maintenance following target appearance are attributed high importance in the working memory task, corresponding to abrupt changes in activation [96].

We then leveraged the landmark time points to identify brain regions critical for the detection tasks. To do this, a logistic-regression model was trained on top-five most important BOLD tokens, and model weights were taken to reflect the importance of individual ROIs for task performance [97]. As shown in Fig. 5 for gender detection, we find important ROIs across the attention and somatosensory networks in male subjects, and ROIs in prefrontal/frontal cortices and default mode network (DMN) in female subjects. This is consistent with previous reports on stronger FC features across sensorimotor cortices in males and across DMN in females [98], [99]. We further find important ROIs in visual networks for both genders. This result is aligned with a recent report suggesting that responses in visual regions might implicitly represent gender-discriminating information [71]. As shown in Fig. 6 for task detection, brain regions implicated with the target task are attributed high importance (e.g., sensorimotor regions in the Motor task, temporal regions in the Language task). As shown in Fig. 7 for ASD detection, we find important ROIs in healthy controls across the frontal-parietal network (FPN), thought to mediate goal-oriented, cognitively demanding behavior [100]. In contrast, ASD patients manifest important ROIs across DMN, with commonly reported over-activation in ASD [80], [101], [102]. Taken together, these results indicate that BoiT effectively captures task-relevant patterns of brain activation in both normal and disease states.

VI. DISCUSSION

Here, we introduced a transformer architecture that efficiently captures local-to-global representations of time series to perform detection tasks based on fMRI scans. The proposed architecture learns latent representations of fMRI data via a novel fused window attention mechanism that incorporates long-range context with linear complexity in terms of scan length. Detection is then performed based on learned high-level classification tokens regularized across time windows. Demonstrations were performed on resting-state and task-based fMRI data with superior performance against state-of-the-art baselines including convolutional, graph and transformer models.

In this study, we primarily built classification models with categorical output variables for gender, cognitive task, and disease. To improve classification performance, learnable CLS tokens were included that provide a condensed high-level representation of corresponding time windows. Note that the human brain does not only represent categorical variables, but it is also assumed to carry information regarding continuous stimulus or task features [103]. To analyze cortical representations of such continuous features, BoiT can be adapted to instead build regression models [9], [104], [105]. To do this, latent representations of BOLD tokens in downstream layers of BoiT can be coupled with linear or ReLU activation functions. This can enable BoiT to decode continuous stimulus or task variables from fMRI scans.

A common approach to interrogate brain function in computational neuroimaging studies is to build decoding models that predict stimulus or task features given as input measured brain activations [106], [107]. Following this framework, here we used BoiT to build decoding models that detect external features based on measured BOLD responses. An alternative
Fig. 6: Critical ROIs for cognitive task detection in HCP-Task. For each task, the top 2 percent of most influential ROIs were visualized. Elevated BOLD responses in highlighted ROIs imply the presence of the associated task.

framework rests on analysis of brain function by building encoding models that predict brain activations given as input stimulus/task features [108]–[112]. In cognitive neuroimaging studies, the experimental time course for the stimulus and/or cognitive task can be taken as input to BolT, and voxel-wise regression models can be built to estimate measured BOLD responses. It remains important future work to assess the efficacy of BolT in training encoding models.

Literature suggests that resting-state fMRI scans carry idiosyncratic information regarding disease progression in neurodevelopmental disorders [113], [114]. Based on this literature, we considered ASD detection using solely information from resting-state fMRI scans. Recent studies suggest that auxiliary information on patient demographics or scan protocols might help facilitate disease detection [115]. Moreover, some neurological diseases such as Alzheimer’s or dementia have complementary imaging signatures in other modalities such as structural or diffusion-weighted MRI [116]. Thus, it is reasonable to expect that disease detection performance with BolT can be further improved by incorporating auxiliary information as well as additional imaging modalities. Auxiliary information can be integrated via bypass channels near the output layers of BolT, whereas additional imaging modalities can be incorporated as added input channels alongside fMRI data.

As commonly practiced in many fMRI studies, here we first normalized each subject’s brain volume onto an anatomical template, and then used an anatomical atlas to define brain ROIs. Average BOLD responses in individual ROIs were then provided as input to BolT. Note that this approach ensures relatively consistent and comprehensive ROI definitions across subjects, permitting analyses in brain regions that do not have well established functional-localization procedures [117]. Yet, spatial registration to a common template involves a potentially lossy transformation of fMRI data. Such losses can be mitigated by defining ROIs in the brain spaces of individual subjects as opposed to a template. To do this, the registration transform between the subject and template brain spaces can be estimated. ROI boundaries in the template brain space can then be backprojected onto the individual subject brain space by inverting the estimated transformation [110], [118]. Alternatively, a CNN model can also incorporated in BolT to perform spatial encoding of volumetric MRI data prior to processing with the transformer blocks [41], [42].

Here we trained all competing models from scratch on fMRI data from several hundred subjects for each detection task. Given their relatively higher complexity against convolutional models, transformers are generally considered to require substantial datasets for successful learning [88], [119]. In applications where only compact datasets are available, pre-training and transfer learning procedures can be adopted to initialize the network weights in transformer architectures [120], [121]. Reliable augmentation via image synthesis based on advanced procedures such as diffusion modeling can also help alleviate data scarcity [122], [123]. Alternatively, complexity of self-attention modules can be mitigated by replacing regular dot-product attention operators with efficient kernelized operators [79]. Federated learning across multiple institutions might facilitate learning from large, diverse datasets without introducing privacy risks [124], [125]. Lastly, unsupervised learning strategies can also be adopted to permit training on partially labeled fMRI datasets from a larger subject cohort [42], [126]. A systematic exploration of the data efficiency of BolT against competing models remains an important topic for future research.

Fig. 7: Critical ROIs for ASD detection in ABIDE-I. The top 2 percent of most influential ROIs were visualized for ASD patients and healthy controls. Elevated BOLD responses in red ROIs imply the presence of the ASD condition, whereas elevated responses in blue ROIs imply a healthy condition.
In this study, we introduced a novel transformer model to improve classification performance on fMRI time series. BoiT leverages fused window attention to capture local interactions among temporally-overlapped time windows, and hierarchically grows window overlap to capture global representations. Token fusion and cross-window regularization are used to effectively integrate latent representations across the time series. Here, demonstrations were performed for gender and disease detection from resting-state fMRI and task detection from task-based fMRI. Furthermore, an explanatory technique was devised to interpret model decisions in terms of landmark time points and brain regions. Collectively, the proposed approach holds great promise for sensitive and explainable analysis of multi-variate fMRI data. BoiT may help detect other neurological disorders with characteristic influences on fMRI activation patterns, and classification of more intricate task variables during cognitive processing.
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