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This article considers the problem of preserving research software within the wider realm of digital curation, academic research libraries, and the scholarly record. We conducted a pilot study to understand the ecosystem in which research software participates, and to identify significant characteristics that have high potential to support future scholarly practices. A set of topical curation dimensions were derived from the extant literature and applied to select cases of institutionally significant research software. This approach yields our main contribution, a curation model and decision framework for preserving research software as a scholarly object. The results of our study highlight the unique characteristics and challenges at play in building curation services in academic research libraries.

Introduction

Software plays an increasingly vital role in the scholarly record. A recent survey of software users at academic institutions found that a large majority of respondents (180 of 215, or 84%) were creating their own source code (Alnoamany & Borghi, 2018). Software is now a ubiquitous and critical, if often invisible, component of evidence-based research in most scientific disciplines—and current and emerging practices for validating and reproducing of the empirical results in scholarship generally require understanding of and/or access to the software used by the original researchers (NASEM, 2016). Moreover, newly funded initiatives like the Software Heritage Foundation, Software Sustainability Institute, and the Software Preservation Network suggest an alignment across communities of practice on the importance of treating software as a first-class research object to be collected, preserved, and made accessible.

Academic research libraries are well-positioned to help scholars with organization and management of born-digital research outputs. Thus far, existing work to articulate best practices, approaches, and innovations for working with digital research content have largely been driven by the scientific research community outside of the library space (Belhajjame et al., 2014; Stodden et al., 2016). Notably, these approaches do not incorporate digital preservation strategies for sustaining meaningful access to digital content over time. Frameworks are often modeled on simple, static, and self-contained conceptions of data rather than reflecting complex, dynamic, and networked systems such as software. Because computational work often depends on platforms or independent components to function, the change or failure of components can present significant risks to integrity, functionality, and usability of computational artifacts (Kaltman, Wardrip-Fruin, Lowood, & Caldwell, 2014; Laurensen, 2017). Despite consensus from the research science community that reproducible scholarship is a cornerstone of scientific progress, the extent to which related standards and policies are being implemented in practice has not been evaluated. How can research libraries support the use and reuse of research software, to ensure that modern research needs are met and persist over time?
In this article, we aim to address this question by uniting and synthesizing ongoing work from the digital preservation sphere on complex digital objects (Dietrich & Adelstein, 2015; Thibodeau, 2002) with parallel research in research data management and scientific communities (National Academy of Sciences, National Academy of Engineering, and Institute of Medicine Committee on Ensuring the Utility and Integrity of Research Data in a Digital Age, 2009; Peng, Privette, Kearns, Ritchey, & Ansari, 2015). We introduce and describe a model and decision framework focused on six curation dimensions in support of preserving and providing access to software in research libraries. We use an ecosystem approach to provide the necessary holistic lens for analyzing and charting intersecting needs, uses, and, practices across different domains. Applying a cross-dimensional, cross-stakeholder perspective in our analysis allowed us to identify and model key curation criteria over the lifespan of research software, acknowledging both the technical competencies required to keep software “alive” and the lived, embedded social practices and needs of researchers and other stakeholders.

Background

Since the early 1990s, the persistence of scholarly digital information has been an area of concern for library and archives (Kenney & Personius, 1992; Rothenberg, 1999; Waters & Garrett, 1996). The maturation of scanning technologies led institutions to explore how digital technology could aid in preservation efforts. As an alternative to microfilm, digitally stored images could be easily shared across networks without compromising fidelity. Standardization of network protocols also helped institutions grow and share their collections of resources across domains, arguably laying the backbone for digital libraries (Arms, 2012). Despite a shared interest in both interoperability and networked research environments, there were divergences in how scholars and practitioners came to understand and define the landscape. Writing in 1999, Borgman calls attention to the “competing visions” on digital libraries. She argues that researcher communities tend to view digital libraries as “providers of content,” while libraries instead take a broader perspective as “services provided to the community” (Borgman, 1999, p. 231). As the growth in digital information continued to expand, there was an increasingly recognized lack of cohesion within university settings about departmental responsibilities and roles. In turn, it became difficult to prescribe collaborative and distributed activities for building shared infrastructure. Greenstein and Thorin (2002) describe the challenges of stewardship in scholarly research spaces with particular clarity:

Data produced as a byproduct of research are a crucial part of the scientific record... Together, these information resources constitute invaluable university assets that are at risk of loss because it remains difficult to locate responsibility and capacity for their long-term maintenance in any one department or in a departmental collaboration. (p. 34)

Early digital library proponents recognized that digital information needed to be actively cared for, in order to remain accessible. The threat posed by technological obsolescence of original storage media was noted in the literature as a core challenge for future access (Cleveland, 1998; Hedstrom, 1997). However, a narrow focus on these threats has, at times, mired the development and implementation of preservation strategies. As such, the current state of the field is that there are no longitudinal data points that can be used to assess the effectiveness of different preservation actions.

The impetus to engage with digitally created artifacts at the time of their creation is not novel for practitioners. In fact, calls in the archival literature to consider the full “life history” of documents date back to 1940 (Brooks, 1940). More recently, attention to resource creation has emphasized the role that record creators can play, from actively participating in the construction of the archival record (Shilton & Srinivasan, 2007) to encouragement for data producers to create “archive-ready data” (Hedstrom, Niu, & Marz, 2008). Having principle investigators and project managers involved in good documentation practices at the onset of a project can greatly improve tertiary use and value (National Research Council, 1995). Curators are advised to communicate early on with record creators because creators may not know the value of their possessions and may not understand the degree to which these possessions face degradation and loss (Paradigm Project, 2006). At the same time, contrasting the practices of digital archiving with digital curation highlights the importance of archivists’ interventions at the start of resource creation because “ignoring the front end of records creation is a recipe for submission information packages that are not worth ingesting” (Cunningham, 2008, p. 535).

The need for a comprehensive approach to the caretaking of digital research resources is recognized across a spectrum of scholarly communities (Boss & Broussard, 2017; Collberg & Proebsting, 2016; Lynch, 2017). Long-term use and value are most effectively supported through the application of quality metadata and documentation (Esnan, Davidson, Ross, & Anderson, 2004). However, the reuse of digital research resources in new contexts can still present difficulties. For example, the same data set can be used and interpreted by two different communities with entirely different purposes and outcomes (Borgman, Wallis, & Enyedy, 2007). Planning for these sorts of complexities is a critical aspect of developing sustainable research infrastructure that works across different domains, disciplines, and practices.

We conjecture that research libraries are well-positioned to lead or support curation actions across the entirety of the research software lifecycle. In parallel with changes to federal funding requirements, libraries have been at the forefront of emerging efforts to build capacity for research data management (RDM) services (Tenopir, Sandusky,
Allard, & Birch, 2014; Cox & Corrall, 2013). Despite the relatively new phenomenon of capturing software (and related outputs) as part of the scholarly record, libraries have a long history of collecting, preserving, and providing access to resources for the pursuit of knowledge (Norton, 1854). They qualify as sites of social infrastructure, a necessary corollary for endurable and persistent information structures (Paskin, 2002). Library interventions at the stage of resource creation have been shown to result in positive outcomes, including: producing new models for scholarly publishing and open access (Crow, 2002; Bonn & Furlough, 2015), establishing new roles for librarians doing outreach (ARL, 2009; Maron & Smith, 2009), increasing recognition of value for inside-out collection approaches (Dempsey, 2016), and highlighting the importance of incorporating diverse perspectives directly into collection-building (Sadler & Bourg, 2015).

An Ecosystem Approach to Modeling Software Curation

Our research design was iterative-inductive, working across multiple research phases to characterize and refine independent dimensions of a curation model and decision framework. We employed an ecosystem approach to model research software as a scholarly object to be collected, preserved, and made accessible. An ecosystem approach emphasizes “the material interdependencies among the group of organisms which form a community and the relevant physical features of the setting in which they are found, and the scientific task becomes one of investigating the internal dynamics of such systems and the ways in which they develop and change” (Geertz, 1963, p. 3). For this analysis, we adopted an inclusive definition of research software that includes software used as an object of research (as a direct object, as in software engineering; or as an instrumental object that affects humans and society, as in anthropology); software used by researchers to collect, interpret, process, or analyze data; and software produced by researchers to embody theories, models, or methods (see Hong, Crouch, Hettrick, Parkinson, & Shreeve, 2010 for a review of common software uses in research).

The central question guiding our work was: What significant ecosystem characteristics support long-term access to and use of research software for different communities of practice? Our approach is grounded in Moore’s theory of digital preservation, whereby effective preservation environments “validate communication from the past ... while communicating with the future” (Moore, 2008, p. 64). From this vantage point, curation is an ongoing, continuous process of caretaking that maintains significance across time and space for different communities. To our knowledge, the practices of software curation are largely undefined in the literature. In this research, we chose to define software curation as follows: the active caretaking practices to support the meaningful creation, use, and reuse of software as a research object.

Identifying Curation Dimensions

To identify relevant characteristics for modeling software curation, we first conducted an environmental scan and literature review in the following areas: research data management, game preservation, software and code studies, digital and data curation, and digital preservation. Our review was scoped to focus on research related to academic libraries. Thus, topics like software engineering or rights management were considered out of scope. In our analysis, we reviewed both empirical studies and practitioner guidelines to surface common topical areas. We applied a sociomaterial lens to broaden our analysis and understanding of intersecting drivers that influence curation actions throughout the research software lifecycle, adopting different stakeholder perspectives across domains and disciplines. Sociomaterial perspectives are well-suited for research that seeks “to make visible the material dynamics in practice situations—the relationships among bodies, tools, technologies, and settings—as well as human intentions, expertise, and communication” (Fenwick & Nimmo, 2015, p. 67). Crucially, we wanted to disregard “established, competing perspectives that privilege either a technological or a human-centric understanding of social phenomena” (Harris & Abedin, 2016, p. 8).

Following this analysis, we identified six focal areas—which we label curation dimensions—for research libraries developing services targeting software preservation. Each dimension broadly characterizes an area of attention for institutions to focus curation actions to improve preservation-readiness. We list these dimensions in alphabetical order in Table 1, and include the driving questions from the literature that provided grounding for each dimension, along with examples of potential values. We go on to summarize ways that libraries can support and facilitate curation services for preserving and providing access to research software.

Activities. While forecasting future uses of software is beyond the scope of this research, curation actions and preservation strategies should be grounded in understanding the potential activities different communities of practice might want to do with research software. Examples of potential activities that involve software include: publishing software with appropriate rights and licensing (Morin, Urban, & Sliz, 2012); using software to assist in qualitative analysis (Johnston, 2006); and reusing software to validate or verify previous research results (Miranda & Bertolino, 2017). Envisioning this range of activities can help articulate important relationships between entities that should be preserved. For example, imagine researcher Alice publishes new analysis of a data set using research software developed and maintained locally at her institution. Depending on the institutional collecting policy, curation actions that
facilitate future usability of that software might become a significant driver for preservation strategies. There are also actions that can improve or facilitate the activity of software reuse. For example, a number of recent studies suggest that standardization of software description encourages reuse (Altman, Borgman, Crosas, & Matone, 2015; Li, Greenberg, & Lin, 2016).

**Boundary conditions.** Researchers have different needs related to how they use research software, and software itself requires specific conditions to be functional. In this research, we use the term “boundary conditions” to refer to the significant attributes that characterize the research software experience. This term builds on the concept of essence from the digital preservation literature, defined as “a way of providing a formal mechanism for determining the characteristics that must be preserved for the record to maintain its meaning over time” (Heslop, Davis, & Wilson, 2002, p. 13). Boundary conditions document and communicate baseline functional behavior for research software, encouraging greater transparency and accountability (Gebru et al., 2018). At the same time, libraries must plan for the instability of fixed meanings for interactive content. All user interactions will generate inherently variable experiences because “the form or narrative of the work may only develop through incremental actions by users” (Abbott, 2012, p 62).

**Carriers.** Overall, standards for acquiring, processing, and describing born-digital materials have been relatively slow to develop, resulting in a high backlog of legacy media at collecting institutions. Processing legacy materials on different carriers can be challenging, due to a variety of technical factors, including: format obsolescence (Singh, 2009), hardware and/or software component failure (Rosenthal, Robertson, Lipkis, Reich, & Morabito, 2005), or the risk of alteration to original materials (Woods, Lee, & Garfinkel, 2011). Legacy media can also present challenges to traditional modes of archival processing, in which parallel arrangement and description of materials is encouraged to ensure archival integrity and provenance. Original media sources are not always accessed at the time of accessioning, due to resource shortages. While preservation strategies and actions depend on the object(s) being preserved, efforts to record software components (and relationships among them) should be robust and thorough (Hedstrom & Lee, 2002; Matthews, Shaon, Bicarregui, & Jones, 2010). A promising development for digital preservation has been the modification of the PREMIS data model, which was recently adapted to record representation information about computing environments (Dappert & Farquhar, 2009).

**Documentation.** Collecting institutions have long recognized the important role that documentation plays in maintaining value for research objects. The US National Archives and Records Administration (NARA) first began recognizing machine readable media as records in 1968. During the 1970s, NARA began to formally request that systems documentation accompany transfers of machine-readable records. Collecting software documentation provided essential context and could encompass “a wide range of evidential sources” including design specifications, tutorials, and even films of systems in use (Bearman, 1989). To accommodate the specifics of electronic records, the National Archives and Records Service developed two standardized inventory forms, GSA 7036 and GSA 7091, to record information about the media itself as well the use of content and potential restrictions.

More recently, Sköld (2018, p. 140) notes that video game preservation literature advocates collecting documentation as a means of capturing “the structure of social life and meaning-making” for communities of practice. Indeed, computer hobbyists and computational media scholars frequently use such documentation to reconstruct or remix software (Cover, 2013; Monroy-Hernandez, 2012). Because managing documentation can be time-consuming, research libraries should develop collection policies that

---

**TABLE 1.** Modeling software curation.

| Dimension          | Driving question                                                                 | Example values                                                                 |
|--------------------|----------------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Activities         | What potential activities might designated communities want to do with software? | Aggregate, analyze, cite, create, deposit, migrate, transform, publish, version, reuse |
| Boundary conditions| What characteristics of the software experience emphasize the transmission of information or assist with its comprehension? | Readability; file tree navigation; contextual metadata; installability; rights management |
| Carriers           | In what file and media formats are the resources of interest instantiated? What risks to future understanding are posed by these formats? | (Media) Removable magnetic media; LTO-9 tape; Paper printout: dot-matrix/ASCII; cloud-storage; S3-bucket (File) Java bytecode v1.2; Fortran 90 source; PDF/A-3 |
| Documentation      | What existing information documents design choices, intended uses, and methods of operations—and how can these be used to support choices made by curators or end-users? | Readme files; metadata; codebooks; methodology; scripts; correspondence |
| Purpose(s)         | Was there a specific intended task gap that needed to be filled?                  | to validate or test existing claims; to generate a research outcome; to document research process |
| Scenario(s)        | What potential future scenarios could support each desired activity? Who are the stakeholders in each scenario, and how/why do they interact? | Cross-cultural heritage artifact; amateur hobbyist project; legal evidence; part of a virtual experience; as a research tool |

---
include appraisal decisions about the kinds of materials the institution wants to retain.

In many cases, the software being curated is “legacy” software—software that is no longer currently maintained or developed. Such software may be still operational (although outdated), may no longer be executable on legacy systems, or may be inaccessible. In cases where legacy software itself is not accessible, documentation that describes software architecture or functionality can be sufficient context for scholars. As an example, consider the multiple implementations of the software program Eliza, built originally by MIT scientist Joseph Weizenbaum in the 1960s and widely considered to be the first “chatterbot.” The original source code has never been available so Eliza implementations are necessarily based on software descriptions from a paper Weizenbaum published (Chassanoff, 2018). For software stored on inaccessible or decayed media, accompanying documentation in the form of source code printouts or even previously videotaped interactions, can arguably provide scholars with sufficient information about expected functionality.

Purpose(s). Determining why research software was created and/or used can provide valuable context for future use. (Bearman, 1987). The range of purposes for software creation and use include: to validate research results (Hwang, Fish, Soito, Smith, & Kellogg, 2017), to investigate and fix source code bugs (Abdalkareem, Shihab, & Rilling, 2017), and to increase efficiency (Banker & Kauffman, 1991). In ideal cases, conversations can be conducted with resource creators to gather crucial information about the intended purpose and functionality of the software. Curation actions that capture the original purpose of creation can map easily to emerging standards for provenance metadata (for a review, see Cheney, Chong, Foster, Seltzer, & Vansummeren, 2009), defined as “a record that describes entities and processes involved in producing and delivering or otherwise influencing that resource” (Gil et al., 2010, section 2.1).

Scenario(s). In a typical research library setting, multiple stakeholders may be involved in the creation, acquisition, use, description, preservation, or reuse of software, each having distinct goals and motivations. Considering potential scenarios for software creation, use and reuse from the perspective of multiple stakeholders is an effective mechanism for mapping critical practices in the ecosystem. From this vantage point, one can easily imagine that different communities of practice have vastly different curation needs since “significance is in the eye of the stakeholder” (Dappert & Farquhar, 2009, p. 1). For example, researchers studying the history of software might be interested in viewing original documentation about a specific type of software; specifically, how it was developed or created, how it was intended to be used, who developed it and why. On the other hand, digital archivists acquiring software into their digital preservation system might be primarily interested in ensuring the integrity and trustworthiness of the object(s). Linking explicit needs to communities of practice through establishment of common scenarios can help guide and prioritize curation actions.

Case Study Design and Application

A case study approach was chosen to iteratively refine the model. First, we investigated an individual case, worked to describe the case in terms of the currently proposed dimensions, and then evaluated how well the applied dimensions served to guide preservation actions for future use. We then applied the final set of dimensions to the entire group of cases to identify remaining gaps and to understand and characterize patterns across all of the cases.

The case setting for this study was the Massachusetts Institute of Technology (MIT), a research institution rich with both technological development and technological histories. Since the 1940s, the Institute has excelled in the creation and production of software and software-based artifacts. Project Whirlwind, Sketchpad, and Project MAC are just a few of the monumental research computing projects with origins at MIT.
As an initial step, we conducted an informal survey of different types of research software and their corresponding locations (see Figure 1) across MIT’s campus. The purpose of this activity was to broadly identify the kinds of content that a research library might be interested in preserving. In our survey, we located research software content spread across different institutional and physical domains—faculty offices, department closets, webpages, and cloud servers—just a few of the many locations where we identified research software. For example, the Institute Archives & Special Collections (IASC) has over time acquired significant software and related content (for instance, project notebooks, printouts of source code) stored in their manuscript collections.

Following completion of the software survey, we began to formulate prototypical cases that described software curation scenarios encountered in research libraries. To develop these scenarios, we collected and analyzed three sources of data:

- a disciplinary literature review and environmental scan;
- compilation of software-related inquiries captured by the MIT Libraries’ Data Management Services (DMS) group;
- compilation of software-related projects at MIT with contacts and locations, where possible.

We began to iteratively develop a baseline instrument for conducting case study research, using the previous analysis to inform the scope and range of research questions. We also began to develop guidance documents and templates for gathering critical information about software creation, use, and reuse practices. For example, we drafted a Software Intake Form for content curators to record acquisition, documentation, and transfer information related to software (see Appendix A1). We then mapped representative scenarios (for instance, “Faculty member creates software-driven artwork/publication”) to identified examples at MIT, resulting in 12 potential cases. We reviewed and evaluated each case in terms of four criteria, which we assessed to be capable indicators of “information-rich” cases (Patton, 1990). Below is the evaluation matrix we used for case selection (see Table 2).

Both researchers evaluated the full list according to the criteria and rationale specified in the evaluation matrix, ultimately selecting five cases for further analysis.

| Evaluation criteria      | Rationale                                      |
|--------------------------|------------------------------------------------|
| Representativeness       | Case is likely found at other institutions     |
| Institutional importance | Case is likely of interest to MIT Libraries;   |
|                          | would want to acquire, preserve, and make      |
|                          | this content accessible over the long term     |
| Diversity                | Case provides ample representation of different types and locations of software |
| Participation            | Department/faculty/grad student is willing to participate in this research |

To test the applicability of the model and the identified curation dimensions, we conducted semistructured interviews with participants from five cases (see Table 3).

Each interview was recorded and transcribed. We opted to keep memos as a means of documenting decision-making or to note inconsistencies and areas for follow up. We used interviews as feedback mechanisms to continually refine the instruments and guidance templates. Following the completion of interviews, we created software curation profiles (SCPs) for each case describing significant software characteristics and outlining pathways for improving preservation-readiness (see Appendix A2 for an example of a completed SCP). We also developed a template that research libraries can use to assess institutional needs, evaluate capacity, and identify potential pain points in implementing services for research software curation and preservation (see Appendix A3).

Together, this corpus of cases includes exemplars of common software curation scenarios; provides considerable variation across the curation dimensions; and spans a broad range of potential software uses. Although not intended to be statistically representative, the corpus presents a broad spectra of curation challenges. We conjecture that if a model is able to identify the critical curation decisions across this corpus, it is likely to be successful when applied to other cases.

**Case Analysis and Discussion**

**The GRAPPLE Software**

Our first case analysis focused on materials in the J.C.R. Licklider collection, initially acquired in 1996 and currently housed at the IASC (J.C.R. Licklider Papers, 1938–1995). Licklider, widely hailed as an influential figure for his visionary ideas around personal computing and human–computer interaction, first came to MIT in 1950. The Licklider collection was initially suggested by an IASC archivist familiar with legacy software in different
archival collections. We focused attention on GRAPPLE, a dynamic graphical programming system developed while Licklider was at the MIT Laboratory for Computer Science. The GRAPPLE software offered a rich example of legacy software of significant institutional and historical interest.

In our case analysis, we first documented all of the materials in the collection in an Excel spreadsheet, noting format, box location, and folder where applicable. Materials included paper printouts of source code, interim user manuals, technical reports, project correspondence, and multiple undated, unidentified computer tapes. Many documents had multiple versions, typically distinguished by date and filename. The printouts of source code printouts usually totaled around 40 pages. The computer tapes have not yet been formatted for access.

**Applying curation dimensions to GRAPPLE.** While the software itself had not been formatted for access, the documentation contained in the collection provided substantial information about the software. Analysis of the user manual, technical reports, and source code printouts provides sufficient context for a scholarly understanding of the functionality and purpose of GRAPPLE. Other collection materials offer interesting conceptions of personal computing while also providing clear evidence that computer scientists such as Licklider regarded abstraction as an essential part of successful computer design. A pamphlet entitled “User Friendliness—And All That” notes the “problem” of mediating between “immediate end users” and “professional computer people” to successfully aid in a “reductionist understanding of computers.” This exemplifies the inherent paradox of curating and preserving born-digital materials like software: digital objects require active caretaking and maintenance to persist, but are functionally designed to make technical logic invisible to users (Chun, 2005). Enabling access and discovery points for the collection can begin with generating digitized, machine-readable output of documentation using optical character recognition (OCR), making it easily indexed and available for discovery.

According to the project’s final technical report, the purpose of the GRAPPLE project was “to explore the use of computer graphics in preparing programs and in monitoring the interpretation or execution of programs” (Licklider, 1988, p. 3) The report goes on to describe GRAPPLE’s intended functionality: providing a historical perspective into how computing documentation and instructions for programs operated at the time. For example, there is a verbose description of the different software functions and how a user might “move” through a typical setup. A short user manual was built into the software itself.

Considering the range of different scenarios for accessing the collection materials helps to illuminate the unique cultural and historical value of the software. Historians of programming languages might be interested in studying the evolution of the coding syntax contained in the GRAPPLE collection. The team used the now-defunct programming language MDL (which stands for “More Datatypes than Lisp”); numerous examples of MDL in action can be found through printouts of code packages. Hobbyists and vintage software enthusiasts could potentially reconstruct aspects of the software.

Much of the documentation included in the collection describes what the ideal user and environment for GRAPPLE are—specifying these boundary conditions provides important future benchmarks for evaluating a preserved system. For example, excerpts from an original project technical report included in the GRAPPLE collection describe how an interaction with GRAPPLE should take place:

> It exists as source language files and as what in MDL is called a file of partly executable, partly interpretable code. We assume that a programmer will carry out a multi-session programming project with a save file and its descendants. At the beginning of the first session, the programmer loads the initial save file, say grapple.save, into a Digital Equipment Corporation VAX computer (with BBN Computer Co. BitGraph terminal) operating under the Berkeley Unix 4.2 or 4.3, by typing mudsub grapple.save and then a line-feed. (Although both programs can deal with both cases, Unix mainly uses lowercase letters and MDL uses mainly uppercase letters.) Then, when the character string “RESTORED” appears on the screen, the MDL interpreter is running. The programmer starts GRAPPLE by typing <G> and a character that we shall call the DO-IT character. For the VAX computer with BitGraph terminal, the DO-IT character is the line-feed character (Licklider, 1988, p.19).

Such a vivid description of the interaction, along with describing intended functionality, provides important details about what the software should achieve in ideal operating conditions, and the conditions for its use.

Part of the GRAPPLE collection exists on magnetic media, a storage carrier that popularized in the 1960s. Despite nearly 60 years of existing in archival collections, an accurate count of legacy media, formats, and their conditions in archival institutions is unknown.

The different activities that one might use GRAPPLE for would be interesting to revisit today, considering the implementation challenges discussed by the GRAPPLE team at the time of coding and development. One obstacle to successful implementation noted by the team at the time of development was the limited graphical display environments. In their final project technical report from 1984, the GRAPPLE team described the potential of desktop icons for identifying objects and their representational qualities.

Our conclusion is that icons have very significant potential advantages over symbols but that a large investment in learning is required of each person who would try to exploit the advantages fully. As a practical matter, symbols that people already know are going to win out in the short term over
icons that people have to learn in applications that require more than a few hundred identifiers. Eventually, new generations of users will come along and learn iconic languages instead of or in addition to symbolic languages, and the intrinsic advantages of icons as identifiers (including even dynamic or kinematic icons) will be exploited. (Licklider, 1988, p.17)

Despite advances in technology, fundamental dynamics in the study of human–computer interaction remain relatively unchanged. Conducting a historical analysis of GRAPPLE using the assembled documentation shows evidence of a longstanding powerful relationship between representational symbols and the production of knowledge. What might it look like to bring to life today software that was conceived in the early days of personal computing, and what can that tell us about the relationship between humans, computers, and the interactions between and among them?

**Devising Curation Strategies for Legacy Software**

Below we use our case description and analysis of GRAPPLE to make recommendations for curation strategies that research libraries can adopt in order to support preservation and access goals for legacy software.

**Identify appraisal criteria.** Establishing appraisal criteria is an important first step that can be used to guide decisions about the selection of relevant materials for long-term access and retention. For hybrid collections that contain legacy software, determining appraisal criteria will require decision-making about the desired level of access and preservation to materials. What components of the collection should be made accessible? Does the software itself need to be executable? Making these decisions at the institutional level can guide the identification of appropriate preservation strategies (for instance, emulation, migration) based on the desired outcomes.

**Assemble relevant materials.** A significant challenge with legacy software lies in the gathering, identification, and overall assembling of relevant materials to provide necessary context for meaningful access and use. Locating and inventoring related materials (for instance, memos, technical requirements, user manuals) is an initial starting point. In some cases, meaningful materials may be spread across the web at different locations. While it remains a controversial method in archival practice, a documentation strategy may provide useful framing and guidance. MIT archivist Helen Samuels first introduced the idea, which treats archival practice as collaborative work among record creators, archivists, and users. Documentation strategies are an “analysis of the universe to be documented … and the formulation of a plan to ensure the adequate documentation of an ongoing issue or activity or geographic area” (Samuels, 1991, p. 126).

**Identify stakeholders.** Identifying the various stakeholders, either inside or outside an institution, can help to ensure proper transfer and long-term care of legacy software, along with managing potential rights issues or confirming expected functionality. Here we draw on Carlson’s (2010) work developing the Data Curation Profile Toolkit and define stakeholders as any group, organizations, individuals, or others having an investment in the software that you would feel the need to consult regarding access, care, use, and reuse of the software.

**Describe and catalog materials.** Preservation-readiness can be increased by thoroughly describing and cataloging selected materials, with an emphasis on capturing relationships among entities. In some cases, this may consist of describing aspects of the computing environment including hardware, software, file systems, libraries, and versioning. Depending on the media format, automated tools that extract and document dependencies can prove essential. In some cases where the software itself may not be accessible, describing related materials (that is, printouts of source code, technical requirements documentation) adequately can provide important points of access and enhance discoverability for collection materials.

**Digitize and OCR paper materials.** Paper printouts of source code and related documentation can be digitized according to established best practice workflows (Digital Library Federation, 2005). The use of OCR programs produces machine-readable output, enabling easy indexing of content to enhance discoverability and/or textual transcriptions. The latter option can make historical source code more portable for use in simulations or reconstructions of software.

**Migrate media.** Legacy software often resides on unstable media such as floppy disks or magnetic tape. The threats posed by unstable media are substantial, and have been long recognized in digital preservation (Hedstrom, 1997). Although there is a large body of research in the area of long-lived storage, economic and technical drivers remain barriers to the widespread adoption of durable media (Rosenthal et al., 2012). And despite a large body of good practice for conducting migrations, the migration of collections at scale and across technical platforms is a substantial challenge (Altman et al., 2014, section 4). In cases where access to the software itself is desirable, migrating and/or extracting media contents (where possible) to a more stable medium is recommended.

**Other Cases**

Previously, we described and analyzed the GRAPPLE legacy software by applying identified curation dimensions. In this section we summarize both the patterns and limitations we discovered in applying a parallel analysis to the selected cases in Table 3.

As described in our methodology section, the overall goal of our cross-case comparison was to explore,
articulate, and characterize curation pathways for improving preservation-readiness of software in research library settings. By applying a qualitative case study analysis to each of the cases, we were able to identify the set of features that were most important to making curatorial decisions across the collection.

In earlier stages of this research, we generated and considered a larger candidate set of curation dimensions. We used this set of features to probe the extent to which the candidate set of curation dimensions were individually necessary to characterize each of the individual features of the collection. We also analyzed whether these dimensions were collectively sufficient to characterize all of the critical features of the entire collection of cases.

The analysis of other cases suggested that the initial candidate curation dimensions could be simplified. Although a number of dimensions were present in the literature, they were not needed to support curation decisions on the collection examined. For example, we ended up removing the “stakeholders” and “motivations” dimensions from our list because they did not significantly factor into curation and/or preservation criteria for three of our five cases. We also removed “functions” because of overall redundancy with other dimensions: In our five cases, characterizing software’s function was not as significant as knowing the purpose of software or anticipating the different kinds of activities it could be used for.

At the same time, the relevancy and importance of the remaining curation dimensions was clarified through this examination of other cases. For example, envisioning motivating scenarios for software reuse helped to articulate potential curation actions for desired outcomes. In GRAPPLE’s case as a legacy historical artifact, providing digitized access to software documentation might be more useful than provisioning access to the stored media. However, in the case of Autofolio Babel, the original software creator describes how the lived experience of the software should factor into preservation planning for future use.

It’s not really a software concern at this point, but rather a concern for a system that includes software. And having Babel as the software component work — that’s more or less a subset. I wouldn’t want someone to take video of this and put that video out as a ‘preservation method. This needs to be a functioning computing machine for this to work, so the software preservation would be part of it from my standpoint (Chassanoff, 2018).

Finally, we used this examination of other cases to refine the terminology and definitions of the remaining dimensions. For example, “boundaries” was altered to “boundary conditions” to reflect the importance of characterizing software not just in terms of its constituent parts but also how it ideally functions in a given environment.

**Recommendations**

According to a recent content analysis of academic library websites, a large majority 185 (185 of ~282) research-intensive academics libraries are now offering RDM services (Yoon & Schultz, 2017). In contrast, only a few libraries provide explicit services for software curation and preservation. In part, this can be attributed to the conceptual, technical, and social challenges bound up in devising caretaking strategies in this sphere. Complexities run the gamut, from simply defining software as a preservation object to established methods optimizing the potential for reuse (Chassanoff, Borghi, AlNoamany, & Thornton, 2018).

We advocate for more collaborative approaches in research library settings among librarians, data managers, archivists, and technologists to design and architect scholarly infrastructure services that explicitly support the creation, use, reuse, and preservation of scholarship across the research lifecycle. For example, research libraries are well-positioned (but not always well-resourced) to provide services that encourage best practices for workflow planning and management of scholarly research. Hosting monthly workshops for researchers can help communities of practice stay abreast of emerging practices, projects, and developments. Developing and instituting training is another method for instituting active engagement practices with communities toward sustainable digital resource creation and preservation.

Software and software-driven artifacts are increasingly a critical aspect for the research community that libraries serve. Addressing software strategically serves an unmet institutional need and provides opportunities for collaborations with researchers early on in the process. Although libraries will need to invest in further expertise in software curation and preservation, the cost is incremental. The results will broaden the set of curation skills and infrastructure, which in turn makes librarian services more immediately useful and more likely to remain useful as researchers’ engagement with digital objects evolve.

**A Decision Framework for Improving Preservation-Readiness of Software**

We now focus attention on implementation pathways for research libraries and other stewardship organizations to improve preservation-readiness of research software. Drawing from key digital preservation models and theories reviewed during the initial phase of research, we map curation dimensions onto specific phases in the stewardship of research software (see Table 4). Our analysis draws on previous work by Nancy McGovern (2012), who conceptualized a template-based approach to aid organizations in managing digital content types over their lifetime. In our adaptation, we focus on relevant decision points for research libraries that can facilitate and guide the implementation of services for software curation.

*Software creation.* Research software can be created and used for a variety of different purposes, from validating results in previous studies to generating new research outcomes. Customized training and engagement with software
creators at this stage of research can be a useful intervention point for teaching research data management literacies. On the curation side, knowing the purpose of the original software can be very helpful in understanding how it can be used. In ideal cases, conversations can be conducted with software creators and/or primary user groups to gather this information. Broadly characterizing the different activities that research software can be used for helps curators determine priorities for what components should be preserved and made accessible. For example, if a primary purpose for the creation of software is to generate new research outcomes, then curation strategies should prioritize enabling software functionality over time. In terms of training, data management workshops can include the importance of creating well-documented “readme” files at the time of software creation. Workshops can also offer training in software unit testing and best practices for data management workflows.

**Software selection and appraisal.** Bearman (1987) notes, “Framing a software collecting policy begins with the definition of a schema which adequately depicts the universe of software in which the collection is to be a subset” (p. 16). Inventorying all potential materials of interest with some relationship to the software is one strategy. Does the binary code need to be retained? Is the research software linked to significant publications? Does software need to be executable in order to be useful? Answers to these questions can in turn be used to frame decision-making around the types of components to be collected, preserved, and made accessible. Collecting decisions can also be guided by foregrounding particular scholarly needs from a purposeful curation perspective, which emphasizes preservation outcomes in “combinations and states other scholars would find them most useful” (Palmer, Weber, Renear, & Muñoz, 2013, sec. Foundations…, unpaginated). In other words, what kinds of research software are institutionally-significant? What characterizes meaningful access and use/reuse for institutional research needs?

**Software acquisition and ingest.** Institutions acquiring software will need to be aware of the specific challenges associated with transfer and extraction of content from different types of storage carriers. Working with software that exists in binary format on a website will require a different set of skills and processes than reformatting or simply trying to access legacy software on magnetic media. What changes need to be made to the existing acquisition and ingest workflows in order to accommodate the different storage options for software? What kinds of quality assurance should be done to ensure that software has been fully acquired? What precautions need to be made for handling obsolete or at-risk media? Institutions should develop procedures for evaluating media carriers at the time of acquisition, to perform necessary transformations for unstable content.

**Software description and access.** Research librarians can also provide assistance by sharing emerging best practices aimed at addressing common researcher activities. For example, librarians can instruct faculty and staff on particular methods for improving source code discoverability, such as applying digital object identifiers (DOIs; GitHub, 2016) or submitting their software to trustworthy repositories that assign permanent DOIs, like Zenodo. To describe software in research collections, guidance can be drawn from Force 11’s Software Citation principles (Smith, Katz, Niemeyer, & Force11 Software Citation Working Group, 2016). Considering multiple points of access through rich description will improve software discoverability. Addressing legacy software in hybrid collections or backlogs may also require the development of new protocols.

| Research software stewardship phase | Dimensions | Decision points for stewardship organizations |
|-------------------------------------|------------|---------------------------------------------|
| Software creation                   | Boundary conditions; Carriers; Documentation; Purposes | Who are the key stakeholders who create, use, provide access to and preserve research software at your institution? What best practice training and workshops can libraries offer to aid in creating digital resources that are preservation-ready? |
| Software selection and appraisal    | Activities; Boundary conditions; Purposes; Scenarios | What kinds of software does your institution want to collect, preserve, and provide access to? What copyright/intellectual property issues are associated with collecting this software? Is there specific language that should be included in deposit agreements? |
| Software acquisition and ingest     | Activities; Boundary conditions; Carriers; Documentation | What changes need to be made to existing workflow to acquire software? Where will acquired materials be stored pre-ingest? What kinds of quality assurance should be done after acquisition? What precautions need to be made for handling obsolete/at-risk media? |
| Software description and access     | Activities; Documentation; Purposes; Scenarios | How should existing software in hybrid collections be described? What metadata schemas and standards are best suited for describing software? How will sensitive/copyright materials be flagged? |
| Software preservation and storage   | Boundary conditions; Carriers; Purposes; Scenarios | What preservation strategies best fit institutional commitment to software (e.g., migration, emulation, normalization, archival storage). What components of software do we want to preserve? Should original media carriers be preserved? Are there different priority levels that can be assigned based on media risk? |
for description and arrangement; depending on existing workflows and systems, integrating previously unprocessed media into existing collections can introduce synchronization challenges (Prael, 2018).

Software preservation and storage. Successfully collecting, preserving, and providing access to software as a research object will likely require significant policy and procedural development for research libraries. Beyond copyright and building capacity for technical challenges, institutions will need to understand and plan for the range of media carriers and resulting risk factors that are introduced. Maintenance activities like scheduled refreshments or migrations will be essential to ensure software persistence and integrity. At the same time, assessing the significant aspects of a collection can be an important directive for establishing priorities about preservation. End users desiring authentic experiences with particular research software may request access to emulation environments, prioritizing services for interacting with original hardware and software. Other preservation requirements may consist of storing legacy media off-site, while still retaining important documentation that provides historical information about software creation and use.

Summary

Born-digital materials are inherently complex and represent challenges for collecting institutions. Changes in form and format have vast implications for the preservation of scholarship, requiring different tools, technologies, and workflows. Our research modeled software curation as the active caretaking practices to support the meaningful creation, use, and reuse of software. Using an ecosystems approach, we frame research software stewardship within a larger context of intersecting sociomaterial needs, uses, and practices. While preservation criteria may change according to different stakeholder needs, we identified six topical areas of curation that can improve preservation-readiness across different phases of research software stewardship.

This study identifies a host of future areas of research with the potential for high-impact outcomes, including methods for extracting legacy content, development of digital preservation metadata and associated workflows, and understanding what different communities of practice require when reusing born-digital content. Further research is needed to test the proposed curation model we have developed, although we have begun pilot testing templates with recruited practitioners working on software preservation. At the same time, what defines the material boundaries of research software? How do institutions want to represent digital research objects for meaningful access and use? How should research libraries and archives approach and handle legacy media that has been stored separately from its original collection, sometimes untouched for years (or decades)? What caretaking strategies can support preservation goals? These open questions can serve as areas of future research.

Communities of practice have only recently begun to address these complexities and new approaches have been slow to emerge. The decision framework we have introduced provides a mechanism for research library staff to responsibly intervene at various points across the research software stewardship lifecycle, and provide guidance on curation actions that can be implemented. It also introduces a vision for shared collaboration and utilization of skill sets across domains in service to performing the “hard work of software history” (Lowood, 2013, p. 1). Effectively characterizing software in its dual role as both artifact and active producer of artifacts remains an essential piece of understanding and ensuring its complex value over time.
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