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Abstract

Recently there is a surge of interest in understanding the horizon-dependence of the sample complexity in reinforcement learning (RL). Notably, for an RL environment with horizon length $H$, previous work have shown that there is a probably approximately correct (PAC) algorithm that learns an $O(1)$-optimal policy using $\text{polylog}(H)$ episodes of environment interactions when the number of states and actions is fixed. It is yet unknown whether the $\text{polylog}(H)$ dependence is necessary or not. In this work, we resolve this question by developing an algorithm that achieves the same PAC guarantee while using only $O(1)$ episodes of environment interactions, completely settling the horizon-dependence of the sample complexity in RL. We achieve this bound by (i) establishing a connection between value functions in discounted and finite-horizon Markov decision processes (MDPs) and (ii) a novel perturbation analysis in MDPs. We believe our new techniques are of independent interest and could be applied in related questions in RL.
1 Introduction

Reinforcement learning (RL) is one of the most important paradigms in machine learning. What makes RL different from other paradigms is that it models the long-term effects in decision-making problems. For instance, in a finite-horizon Markov decision process (MDP), which is one of the most fundamental models for RL, an agent interacts with the environment for a total of $H$ steps and receives a sequence of $H$ random reward values, along with stochastic state transitions, as feedback. The goal of the agent is to find a policy to maximize the expected sum of these rewards values instead of any single one of them. Since decisions made at early stages could significantly impact the future, the agent must take possible future transitions into consideration when choosing the policy. On the other hand, when $H=1$, RL reduces to the contextual bandits problem in which it suffices to act myopically to achieve optimality.

Due to the important role of the horizon length in RL, Jiang and Agarwal [JA18] propose to study how the sample complexity of RL depends on the horizon length. More formally, let us consider the episodic RL setting, where the horizon length is $H$ and the underlying MDP has unknown and time invariant transition probabilities and rewards. Starting from some unknown but fixed initial state distribution, how many episodes of interaction with the MDP do we need to learn an $\epsilon$-optimal policy, whose value (the expected sum of rewards collected by the policy) differs from the optimal policy by at most $\epsilon V_{\text{max}}$? Here $V_{\text{max}}$ is the maximum possible sum of rewards in an episode and $\epsilon > 0$ is the target accuracy. Jiang and Agarwal [JA18] conjecture that the number of episodes required by the above problem depend polynomially on $H$ even when the total number of state-action pairs is a constant. Wang et al. [WDYK20] refute this conjecture by showing that the correct sample complexity of episodic RL is at most poly$(\log H/\epsilon)$ when there are constant number of states and actions. The result in [WDYK20] shows a surprising fact that one can achieve similar sample efficiency regardless of the horizon length of the RL problem. A number of recent results [ZJD20, MDSV21, ZDJ20, RLD+21] additionally improve the result in [WDYK20] to obtain more (computationally or statistically) efficient algorithm and/or in more general settings. However, these results all have the poly$(\log H/\epsilon)$ factor in their sample complexity, seemingly implying that the polylog$(H)$ dependence is necessary. Hence, it is natural to ask:

What is the exact dependence on the horizon length $H$ of the sample complexity in episodic RL?

The goal of the current paper is to answer the above question.

Compared to other problems in machine learning, RL is challenging mainly because it requires an effective exploration mechanism. For example, to obtain samples from some state in an MDP, one needs to first learn a policy that can reach that state with good probability. In order to decouple the sample complexity of exploration and that of learning a near-optimal policies, there is a line of research (see, e.g., [KS99, AMK13, SWW+18, Wan17, YW19, LWC+20]) studying the generative model setting, where a learner is able to query as many samples as possible from each state-action pair, circumventing the issue of exploration. The above sample complexity question is still well-posed even in the generative model. However, to achieve fair comparison with the RL setting, we measure the sample complexity as the number of batches, where a batch of queries corresponds to $H$ queries in the generative model. Indeed, in the episodic RL setting, the learner can also obtain $H$ samples in each episode. Nevertheless, we are not aware of any result addressing the above question even with a generative model.
1.1 Our Results

In this paper, we settle the horizon-dependence of the sample complexity in episodic RL by developing an algorithm whose sample complexity is completely independent of the planning horizon $H$. We state our results in the following theorems, which target RL with an $H$-horizon MDP (formally defined in Section 2) with state space $S$ and action space $A$.

**Theorem 1.1** (Informal version of Corollary 5.11). Suppose the reward at each time step is non-negative and the total reward of each episode is upper bounded by 1. Given a target accuracy $\epsilon > 0$ and a failure probability $\delta > 0$, our algorithm returns an $\epsilon$-optimal non-stationary policy with probability at least $1 - \delta$ by sampling at most $(|S||A|)^{O(|S|)} \cdot \log(1/\delta)/\epsilon^5$ episodes, where $|S|$ is the number of states and $|A|$ is the number of actions.

Notably, when the number states $|S|$, the number of actions $|A|$, the desired accuracy $\epsilon$ and the failure probability $\delta$ are all fixed constants, the (episode) sample complexity of our algorithm is also a constant. Our result suggests that episodic RL is possible with a sample complexity that is completely independent of the horizon length $H$.

In fact, we can show a much more general result besides finding the optimal policy. We actually prove that using the same number of episodes, one can construct an oracle that returns an $\epsilon$-approximation of the value of any non-stationary policy $\pi$, given as the following theorem.

**Theorem 1.2** (Informal version of Theorem 5.10). In the same setting as Theorem 1.1, with $(|S||A|)^{O(|S|)} \cdot \log(1/\delta)/\epsilon^5$ episodes, with probability at least $1 - \delta$, we can construct an oracle $O$ such that for every given non-stationary policy $\pi$, $O$ returns an $\epsilon$-approximation of the expected total reward of $\pi$.

This theorem suggests that even completely learning the MDP (i.e., being able to simultaneously estimate the value of all non-stationary policies) can be done with a sample complexity that is independent of $H$.

We now switch to the more powerful generative model and show that a better sample complexity can be achieved. In the generative model, the agent can query samples from any state-action pair and the initial state distribution of the environment. Here, the sample complexity is defined as the total number of batches of queries (a batch corresponds to $H$ queries) to the environment to obtain an $\epsilon$-optimal policy.\(^2\)

**Theorem 1.3** (Informal version of Theorem 6.3). Suppose the reward at each time step is non-negative and the total reward of each episode is upper bounded by 1. Given a target accuracy $\epsilon > 0$ and a failure probability $\delta > 0$, our algorithm returns an $\epsilon$-optimal non-stationary policy with probability at least $1 - \delta$ by sampling at most $O(|S|^6|A|^4 \log(1/\delta)/\epsilon^3)$ batches of queries in the generative model, where $|S|$ is the number of states and $|A|$ is the number of actions.

Compared to the result in Theorem 1.1, the sample complexity in Theorem 6.3 has polynomial dependence on the number of states and has better dependence on the desired accuracy $\epsilon$.

We remark that although our algorithms in Theorem 1.1 and Theorem 1.3 achieve tight dependence in terms of $H$, it does not aim to tighten the dependence on the number of states $|S|$, the

---

\(^1\)Without loss of generality, we set $V_{\text{max}} = 1$.

\(^2\)It is well-known that any algorithm requires $\Omega(H)$ queries to find a near-optimal policy (see, e.g., [LH12]), and thus it is reasonable to define a single batch to be $H$ queries.
number of actions $|A|$ and the desired accuracy $\epsilon$. In fact, the sample complexity of our algorithms have much worse dependence in terms of $|S|$, $|A|$ and $\epsilon$ compared to prior work. See Section 1.2 for a detailed discussion on prior work, and Section 3 for an overview of our techniques.

1.2 Related Work

In this section, we discuss related work on the sample complexity of RL in the tabular setting, where the number of states $|S|$, the number of actions $|A|$, and the horizon length $H$ are all assumed to be finite. There is a long line of research studying the sample complexity in tabular RL [KS02, BT03, Kak03, SLW’06, SL08, KN09, BT09, JOA10, SS10, LH12, ORVR13, DB15, AOM17, DLB17, OVR17, JAZBJ18, FPL18, TM18, DLWB19, DVCW19, SJ19, Rus19, ZJ19, ZZJ20, YD21, PBPH’20, NPB20, WDK20, ZJD20, MDSV21, ZJD20, RLD+21]. In most prior work, up to a scaling factor, the standard assumption on the reward values is that $r_h \in [0, 1/H]$ for all $h$ and hence $\sum_h r_h \leq 1$, where $r_h$ is the reward value collected at step $h$ of an episode. We refer this assumption as the reward uniformity assumption. However, Jiang and Agarwal [JA18] point out that one should only impose an upper bound on the summation of the reward values, i.e., $\sum_{h \in [H]} r_h \leq 1$, which we refer as the bounded total reward assumption, instead of imposing uniformity which could be much stronger. This new assumption allows a fair comparison between long-horizon and short-horizon problems, and is also more natural when the reward signal is sparse.

Also note that algorithms designed under the reward uniformity assumption can be modified to work under the bounded total reward assumption. However, the sample complexity is usually worsen by a $\text{poly}(H)$ factor. Many existing results in tabular RL focuses on regret minimization where the goal is to collect maximum cumulative rewards for a limit number of interactions with the environment. To draw comparison with our results, we convert them, using standard techniques, to the PAC setting, where the algorithm aims to obtain an $\epsilon$-optimal policy while minimizing the number of episodes of environment interactions (or batches of queries if in the generative model).

Under the reward uniformity assumption, a line of work have attempted to provide tight sample complexity bounds [AOM17, DB15, DLB17, DLWB19, JAZBJ18, OVR17]. To obtain an $\epsilon$-optimal policy, state-of-the-art results show that $\widetilde{O}\left(\frac{|S||A|}{\epsilon^2} + \frac{\text{poly}(|S||A||H|)}{\epsilon} \right)^3$ episodes suffice [DLWB19, AOM17]. In particular, the first term matches the lower bound $\Omega\left(\frac{|S||A|}{\epsilon^2}\right)$ up to logarithmic factors [DB15, OVR16, AOM17] while the second term has least linear dependence on $H$. Moreover, converting these bounds to the bounded total reward setting induces extra $\text{poly}(H)$ factors. For instance, the sample complexity in [AOM17, DLWB19] will become $\widetilde{O}\left(\frac{|S||A|H^2}{\epsilon^2} + \frac{\text{poly}(|S||A||H|)}{\epsilon} \right)$ under the bound total reward assumption.

Recently, there is a surge of interest of designing algorithms under the bounded total reward assumption. In particular, Zanette and Brunskill [ZB19] develop an algorithm which enjoys a sample complexity of $\widetilde{O}\left(\frac{|S||A|}{\epsilon^2} + \frac{\text{poly}(|S||A||H|)}{\epsilon} \right)$, where the second term still scales polynomially with $H$. Wang et al. [WDYK20] show that it is possible to obtain an $\epsilon$-optimal policy with a sample complexity of $\text{poly}(|S||A|/\epsilon) \cdot \log^3 H$, establishing the first sample complexity with $\text{polylog}(H)$ dependence on the horizon length $H$. They achieve this result by using the following ideas: (1) samples collected by different policies can be reused to evaluate other policies; (2) to evaluate all policies in a finite set $\Pi$, the number of sample episodes required is at most $\text{poly}(|S||A|/\epsilon) \cdot \log |\Pi| \cdot \log^2 H$; (3) establish a set of policies $\Pi$ that contains at least one $\epsilon$-optimal policy for any MDP.
by using an $\epsilon$-nets over the reward values and the transition probabilities. Here $\Pi$ contains all optimal non-stationary policies of each MDP in the $\epsilon$-net. The accuracy of the $\epsilon$-net needs to be at least $\text{poly}(\epsilon/H)$ and hence $|\Pi| = \text{poly}(\epsilon/H)^{|S||A|}$, which induces an inevitable $\log H$ factor. Other $\log H$ factors come from Step (2) where they use a potential function which increases from 0 to $H$ to measure the progress of the algorithm. It is unclear how to remove any of the log factors in their sample complexity upper bound, and they also conjecture that the optimal sample complexity could be $\Omega(\text{polylog}(H))$ which is refuted by our new result.

Another recent work [ZJD20] obtains a more efficient algorithm that achieves a sample complexity of $\tilde{O}\left(\frac{|S||A|}{\epsilon^2} + \frac{|S|^2|A|}{\epsilon}\right) \cdot \text{poly log } H$. Zhang et al. [ZJD20] achieve such a sample complexity by using a novel upper confidence bound (UCB) analysis on a model-based algorithm. In particular, they use a recursive structure to bound the total variance in the MDP, which in turn bounds the final sample complexity. However, their bound critically relies on the fact that the total variance of value function moments is upper bounded by $H$ which inevitably induces $\text{polylog}(H)$ factors. It is unlikely to get rid of all $\text{polylog}(H)$ factors in their sample complexity by following their approaches.

In the generative model, there is also a long line of research studying the sample complexity of finding near-optimal policies. See, e.g., [KS99, Kak03, SY94, AMK13, SWWY18, SWW+18, AKY19, LWC+20]. However, most of these work are targeting on the infinite-horizon discounted setting, in which case the problem becomes much easier. This is because in the infinite-horizon discounted setting, there always exists a stationary optimal policy, and the total number of such policies depends only on the number of states $|S|$ and the number of actions $|A|$. Sidford et al. [SWW+18] develop an algorithm based on a variance-reduced estimator which uses $\tilde{O}\left(\frac{|S||A|}{\epsilon^2} + H^2|S||A|\right)$ batches of queries to find an $\epsilon$-optimal policy under the reward uniformity assumption. However, their result relies on splitting samples into $H$ sub-groups, and therefore, the lower order term of their sample complexity fundamentally depends on $H$. To the best of our knowledge, even in the stronger generative model, no algorithm for finite-horizon MDPs achieves a sample complexity that is independent of $H$ under the bounded total reward assumption.

### 2 Preliminaries

**Notations.** Throughout this paper, for a given positive integer $H$, we use $[H]$ to denote the set \{0, 1, ..., $H - 1$\}. For a condition $\mathcal{E}$, we use $\mathbb{I}[\mathcal{E}]$ to denote the indicator function, i.e., $\mathbb{I}[\mathcal{E}] = 1$ if $\mathcal{E}$ holds and $\mathbb{I}[\mathcal{E}] = 0$ otherwise.

For a random variable $X$ and a real number $\epsilon \in [0, 1]$, its $\epsilon$-quantile $Q_\epsilon(X)$ is defined so that

$$Q_\epsilon(X) = \sup\{x \mid \Pr[X \geq x] \geq \epsilon\}.$$

**Markov Chains.** Let $C = (S, P, \mu)$ be a Markov chain where $S$ is the state space, $P : S \rightarrow \Delta(S)$ is the transition operator and $\mu \in \Delta(S)$ is the initial state distribution. A Markov chain $C$ induces a sequence of random states

$$s_0, s_1, \ldots$$

where for each $s_0 \sim \mu$ and $s_{h+1} \sim P(s_h)$ for each $h \geq 0$. 




Finite-Horizon Markov Decision Processes. Let $M = (S, A, P, R, H, \mu)$ be an $H$-horizon Markov Decision Process (MDP) where $S$ is the finite state space, $A$ is the finite action space, $P : S \times A \rightarrow \Delta(S)$ is the transition operator which takes a state-action pair and returns a distribution over states, $R : S \times A \rightarrow \Delta(\mathbb{R})$ is the reward distribution, $H \in \mathbb{Z}_+$ is the planning horizon (episode length), and $\mu \in \Delta(S)$ is the initial state distribution. In the learning setting, $P$, $R$ and $\mu$, are unknown but fixed, and $S$, $A$ and $H$ are known to the learner. Throughout, we assume $H = \Omega(|S| \log |S|)$ since otherwise we can apply existing algorithms (e.g. [ZJD20]) to obtain a sample complexity that is independent of $H$. Throughout the paper, for a state $s \in S$, we occasionally abuse notation and use $s$ to denote the deterministic distribution that always takes $s$.

Interacting with the MDP. We now introduce how a RL agent (or an algorithm) interacts with an unknown MDP. In the setting of Theorem 1.1, in each episode, the agent first receives an initial state $s_0 \sim \mu$. For each time step $h \in [H]$, the agent first decides an action $a_h \in A$, and then observes and moves to $s_{h+1} \sim P(s_h, a_h)$ and obtains a reward $r_h \sim R(s_h, a_h)$. The episode stops at time $H$, where the final state is $s_H$. Note that even if the agent decides to stop before time $H$, e.g. at time $\sqrt{H}$, this still counts as one full episode.

In the generative model setting (as in Theorem 1.3), the agent is allowed to start from any $s_0 \in S$ instead of $s_0 \sim \mu$, and is allowed to restart at any time. The sample complexity is defined as the number of batches of queries (each batch consists of $H$ queries) the agent uses.

Policy Class. The final goal of RL is to output a good policy $\pi$ with respect to the unknown MDP that the agent interacts with. In this paper, we consider (non-stationary) deterministic policies $\pi$ which choose an action $a$ based on the current state $s \in S$ and the time step $h \in [H]$. Formally, $\pi = \{\pi_h\}_{h=0}^{H-1}$ where for each $h \in [H]$, $\pi_h : S \rightarrow A$ maps a given state to an action. The policy $\pi$ induces a (random) trajectory

$$(s_0, a_0, r_0), (s_1, a_1, r_1), \ldots, (s_{H-1}, a_{H-1}, r_{H-1}), s_H,$$

where $s_0 \sim \mu$, $a_0 = \pi_0(s_0)$, $r_0 \sim R(s_0, a_0)$, $s_1 \sim P(s_0, a_0)$, $a_1 = \pi_1(s_1)$, $r_1 \sim R(s_1, a_1)$, \ldots, $a_{H-1} = \pi_{H-1}(s_{H-1})$, $r_{H-1} \sim R(s_{H-1}, a_{H-1})$ and $s_H \sim P(s_{H-1}, a_{H-1})$. Throughout the paper, all policies are assumed to be deterministic unless specified otherwise.

Value Functions. To measure the performance of a policy $\pi$, we define the value of a policy as

$$V^\pi_{M,H} = \mathbb{E} \left[ \sum_{h=0}^{H-1} r_h \right].$$

Note that in general a policy does not need to be deterministic, and it can even depend on the history in which case a policy chooses an action at time $h$ based on the entire transition history before $h$. It is well-known (see e.g. [Put94]) that the optimal value of $M$ can be achieved by a non-stationary deterministic optimal policy $\pi^\ast$. Hence, we only need to consider non-stationary deterministic policies.

The goal of the agent is then to find a policy $\pi$ with $V^\pi_{M,H} \geq V^\pi^\ast_{M,H} - \epsilon$, i.e., obtain an $\epsilon$-optimal policy, while minimizing the number of episodes of environment interactions (or batches of queries if in the generative model).
For a policy $\pi$, we also define
\[
Q^\pi_\delta(s,a) = Q_\delta \left[ \sum_{t=0}^{H-1} \mathbb{I}[s_t = s, a_t = a] \right].
\]
to be the $\delta$-quantile of the visitation frequency of a state-action pair $(s,a)$.

**Stationary Policies.** For the sake of the analysis, we shall also consider stationary policies. A stationary deterministic policy $\pi$ chooses an action $a$ solely based on the current state $s \in S$, i.e., $\pi_0 = \pi_1 = \ldots = \pi_{H-1}$. We use $\Pi_{st}$ to denote the set of all stationary policies. Note that $|\Pi_{st}| = |A||S|$.

We remark that when the horizon length $H$ is finite, the value of the best stationary policy and that of the best non-stationary policy can differ significantly. Consider the case when there are two states $s, s'$ and two actions $a, a'$. Starting from $s$, taking action $a$ will go back to $s$ and obtain a reward of $1/H$, while taking action $a'$ will go to $s'$ and obtain a reward of 1. Taking any action at $s'$ will go back to $s'$ with reward 0. In this case, the optimal non-stationary policy has value $2 - 1/H$ since it can exit $s$ at time $H$, while deterministic stationary policies can only have value $\leq 1$ (even random stationary policy can only achieve value $2 - \Omega(1)$).

For a stationary policy $\pi : S \to A$, we use $M\pi = (S, P\pi, \mu)$ to denote the Markov chain induced by $M$ and $\pi$, where the transition operator $P\pi$ is defined so that
\[
P\pi(s' | s) = P(s' | s, \pi(s)).
\]

**Assumption on Rewards.** Below, we formally introduce the bounded total reward assumption.

**Assumption 2.1 (Bounded Total Reward).** For any policy $\pi$, and a random trajectory $((s_0, a_0, r_0), (s_1, a_1, r_1), \ldots, (s_{H-1}, a_{H-1}, r_{H-1}), s_H)$ induced by $\pi$, we have

- $r_h \in [0, 1]$ for all $h \in [H]$; and
- $\sum_{h=0}^{H-1} r_h \leq 1$ almost surely.

As discussed in the previous section, this assumption is more general than the standard reward uniformity assumption, where $r_h \in [0, 1/H]$, for all $h \in [H]$. Throughout this paper, we assume that the above assumption holds for the unknown MDP that the agent interacts with.

The above assumption in fact implies a very interesting consequence on the reward values.

**Lemma 2.1.** Under Assumption 2.1, for any $M = (S, A, P, R, H, \mu)$ with $H \geq |S|$, for any $(s, a) \in S \times A$, if there exists a (possibly non-stationary) policy $\pi$ such that for the random trajectory $((s_0, a_0, r_0), (s_1, a_1, r_1), \ldots, (s_{H-1}, a_{H-1}, r_{H-1}), s_H)$ induced by executing $\pi$ in $M$, we have
\[
\Pr \left[ \sum_{h=0}^{H-1} \mathbb{I}[s_h, a_h] = (s,a) \right] > 1 \geq \epsilon
\]
for some $\epsilon > 0$, then $R(s,a) \leq 2|S|/H$ almost surely and therefore $\mathbb{E}[(R(s,a))^2] \leq 4|S|^2/H^2$. 6
Proof. By the assumption, there exists a trajectory

\[
((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H)
\]

such there exists \(0 \leq h_1 < h_2 < H\) with \((s_{h_1}, a_{h_1}) = (s, a)\) and \((s_{h_2}, a_{h_2}) = (s, a)\). Moreover,

\[
\mu(s_0) \prod_{h=0}^{h_2} P(s_{h+1} \mid s_h, a_h) > 0.
\]

We may assume \(h_1 < |S|\) and \(h_2 - h_1 \leq |S|\), since otherwise we can replace sub-trajectories that start and end with the same state by that state, and the resulting trajectory can still appear with strictly positive probability. Now consider the policy \(\hat{\pi}\) which is defined so that for each \(h < h_1\),

\[
\hat{\pi}_h(s_h) = a_h
\]

and for each \(t \in [h_2 - h_1, \ldots, h_2]\),

\[
\hat{\pi}_{h_1+t}(s_{h_1+t}) = \hat{\pi}_{h_1+(h_2-h_1)+t}(s_{h_1+t}) = \cdots = a_{h_1+t},
\]

i.e., repeating the trajectory’s actions in \([h_1, h_2]\) indefinitely. \(\hat{\pi}\) is defined arbitrarily for other states and time steps.

By executing \(\hat{\pi}\), with strictly positive probability, \((s, a)\) is visited for \(\lfloor H/|S| \rfloor \geq H/(2|S|)\) times. Therefore, by Assumption 2.1, \(R(s, a) \leq 2|S|/H\) with probability 1 and thus \(\mathbb{E}[(R(s, a))^2] \leq 4|S|^2/H^2\).

\[\square\]

Discounted Markov Decision Processes. We also introduce another variant of MDP, discounted MDP, which is specified by \(M = (S, A, P, R, \gamma, \mu)\), where \(\gamma \in (0, 1)\) is a discount factor and all other components have the same meaning as in an \(H\)-horizon MDP. Note that we consider discounted MDP only for the purpose of analysis, and the unknown MDP that the agent interacts with is always a finite-horizon MDP. The difference between a discounted MDP and an \(H\)-horizon MDP is that discounted MDPs have an infinite horizon length, i.e., the length of a trajectory can be infinite. Hence, to measure the value of a discounted MDP, suppose policy \(\pi\) obtains a random trajectory,

\[
(s_0, a_0, r_0), (s_1, a_1, r_1), \ldots, (s_h, a_h, r_h), \ldots,
\]

we denote

\[
V_{M,\gamma}^\pi = \mathbb{E} \left[ \sum_{h=0}^{\infty} \gamma^h r_h \mid s = s_0 \right]
\]

as the discounted value of \(\pi\). Throughout, for a (discounted or finite-horizon) MDP \(M = (S, A, P, R, \cdot, \mu)\), we simply denote \(V_{M,H}^\pi\) as the value function of \((S, A, P, R, H, \mu)\) and \(V_{M,\gamma}^\pi\) as the value function of \((S, A, P, R, \gamma, \mu)\).

3 Technical Overview

In this section, we discuss the techniques for establishing our results. To introduce the high-level ideas, we first start with the simpler setting, the generative model, where exploration is not a concern. We then switch to the more challenging RL setting, where we need to carefully design policies to explore the state-action space so that a good policy can be learned. For simplicity, throughout the discussion in this section, we assume \(|S|, |A|\) and \(1/\epsilon\) are all constants.
Algorithm and Analysis in the Generative Model. Our algorithm in the generative model is conceptually simple: for each state-action pair \((s, a)\), we draw \(O(H)\) samples from \(P(s, a)\) and \(R(s, a)\) and then return the optimal policy with respect to the empirical model \(\hat{M}\) which is obtained by using the empirical estimators for \(P\) and \(R\) (denoted as \(\hat{P}\) and \(\hat{R}\)). Here for simplicity, we assume \(R = \hat{R}\) which allows us to focus on the estimation error induced by the transition probabilities. Moreover, we assume that \(P\) differs from \(\hat{P}\) only for a single state-action pair \((s, a)\). To further simplify the discussion, we assume that there are only two different states on the support of \(P(s' \mid s, a)\) (say \(s_1\) and \(s_2\)).

In order to prove the correctness of the algorithm, we show that for any policy \(\pi\), the value of \(\pi\) in the empirical model \(\hat{M}\) is close to that in the true model \(M\). However, standard analysis based on dynamic programming shows that the difference between the value of \(\pi\) in \(\hat{M}\) and that in \(M\) could be as large as \(H\) times the estimation error on \(P(s, a)\), which is clearly insufficient for obtaining an algorithm which uses \(O(1)\) batches of queries. Our main idea here is to show that for most trajectories \(T\), the probability of \(T\) in the empirical model \(\hat{M}\) is a multiplicative approximation to that in the true model \(M\) with constant approximation ratio.

To establish the multiplicative approximation guarantee, our observation is that one should consider \(s_1\) and \(s_2\), the two states on the support of \(P(s, a)\), as a whole. To see this, consider the case where \(\hat{P}(s_1 \mid s, a) = P(s_2 \mid s, a) = 1/2\). Again, the additive estimation errors on both \(P(s_1 \mid s, a)\) and \(P(s_2 \mid s, a)\) are roughly \(O(1/\sqrt{H})\). Now, consider a trajectory that visits both \((s, a, s_1)\) and \((s, a, s_2)\) for \(H/2\) times. Note that the multiplicative approximation ratio between \(\hat{P}(s' \mid s, a)^{H/2}\) and \(P(s' \mid s, a)^{H/2}\) could be as large as \(\exp(\sqrt{H})\), for both \(s' = s_1\) and \(s' = s_2\). However, since \(\hat{P}(s_1 \mid s, a) + \hat{P}(s_2 \mid s, a) = 1\) as the empirical estimator \(\hat{P}(s, a)\) is still a probability distribution, it must be the case that \(\hat{P}(s_1 \mid s, a)/P(s_1 \mid s, a) = 1 - 2\delta\) and \(\hat{P}(s_2 \mid s, a)/P(s_2 \mid s, a) = 1 + 2\delta\) where \(\delta = P(s_1 \mid s, a) - \hat{P}(s_1 \mid s, a)\) and thus \(\delta \leq O(1/\sqrt{H})\). Since \((1 + 2\delta)^{H/2}(1 - 2\delta)^{H/2} = (1 - 4\delta^2)^{H/2}\) is a constant, \((\hat{P}(s_1 \mid s, a)^{H/2}(\hat{P}(s_2 \mid s, a))^{H/2}\) is a constant factor approximation to the true probability \((P(s_1 \mid s, a)^{H/2}(P(s_2 \mid s, a))^{H/2}\) due to cancellation.

In our analysis, to formalize the above intuition, for each trajectory \(T\), we take \(T\) into consideration only when \(|m_T(s, a, s') - P(s' \mid s, a) \cdot m_T(s, a)| \leq O(\sqrt{P(s' \mid s, a) \cdot H})\) for both \(s' = s_1\) and \(s' = s_2\). Here \(m_T(s, a)\) is the number of times that \((s, a)\) is visited on \(T\) and \(m_T(s, a, s')\) is the number of times that \((s, a, s')\) is visited on \(T\). By Chebyshev’s inequality (see Lemma 5.7 for details), we only ignore a small subset of trajectories whose total probability can be upper bounded by a constant. For the remaining trajectories, it can be shown that \(\hat{P}(s_1 \mid s, a)^{m_T(s, a, s_1)} \cdot \hat{P}(s_2 \mid s, a)^{m_T(s, a, s_2)}\) is a constant factor approximation to \(P(s_1 \mid s, a)^{m_T(s, a, s_1)} \cdot P(s_2 \mid s, a)^{m_T(s, a, s_2)}\), so long as \(|\hat{P}(s, a, s') - P(s, a, s')| \leq O(\sqrt{P(s, a, s') \cdot H})\) for both \(s' = s_1\) and \(s' = s_2\) due to the cancellation mentioned above. The formal argument is given in Lemma 5.5. Note that using \(O(H)\) samples, \(|\hat{P}(s, a, s') - P(s, a, s')| \leq O(\sqrt{P(s, a, s') \cdot H})\) holds only when \(P(s, a, s') \geq \Omega(1/H)\).

On the other hand, we can also ignore trajectories that visit \((s, a, s')\) with \(P(s, a, s') \leq O(1/H)\) since such trajectories have negligible cumulative probability by Markov’s inequality (formalized in Lemma 5.6).

The above analysis can be readily generalized to handle perturbation on the transition probabilities of multiple state-action pairs, and to handle the case when the transition operator \(P(\cdot \mid s, a)\) is not supported on two states. In summary, by using \(O(H)\) samples for each state-action pair \((s, a)\), the empirical model \(\hat{M}\) provides a constant factor approximation to the probabilities of all trajectories, except for a small subset of them whose cumulative probability can be upper bounded by a constant. Hence, for all policies, the empirical model provides an accurate estimate to its
value and thus, the optimal policy with respect to the empirical model is near-optimal.

**Exploration by Stationary Policies.** In the discussion above, we heavily rely on the ability of the generative model to obtain $\Omega(H)$ samples for each state-action pair. However, for the RL setting, it is not possible to reach every state-action pair freely. Although each trajectory contains $H$ state-action-state tuples (corresponding to a batch of queries in the generative model), these samples may not cover states that are crucial for learning an optimal policy. Indeed, one could use all possible deterministic non-stationary policies to collect samples, which shall then cover the whole state-action space. Unfortunately, such a naive method introduces a dependence on the number of non-stationary policies which is exponential in $H$. The sample complexity of other existing methods in the literature also inevitably depends on $H$ as their sample complexity intrinsically depends on the number of non-stationary policies.

In this work, we adopt a completely different approach for exploration. Our new idea is to show that if there exists a non-stationary policy that visits $(s, a)$ for $f$ times in expectation, then there exists a stationary policy that visit $(s, a)$ for $f/\exp(O(|S| \log |S|))$ times in expectation. This is formalized in Lemma 4.7. If the above claim is true, then intuitively, one can simply enumerate all stationary policies and sample $\exp(O(|S| \log |S|))$ trajectories using each of them to obtain $f$ samples of $(s, a)$. Note that there are only $|A|^{|S|}$ stationary policies, which is completely independent of $H$. In order to prove the above claim, we show that for any stationary policy $\pi$, its value in the infinite-horizon discounted setting is close to that in the finite-horizon undiscounted setting (up to a factor of $\exp(O(|S| \log |S|))$) by using a properly chosen discount factor (see Lemma 4.5). Note that this implies the correctness of the above claim since there always exists a stationary optimal policy in the infinite-horizon discounted setting.

In order to show the value of a stationary policy in the infinite-horizon discounted setting is close to that in the finite-horizon setting, we study reaching probabilities in time invariant Markov chains. In particular, we show in Lemma 4.4 that in a time invariant Markov chain, for any $H \geq |S|$, the probability of reaching a specific state $s$ within $H$ steps is close the probability of reaching $s$ within $4H$ steps, up to a factor of $\exp(O(|S| \log |S|))$. Previous literature on time invariant Markov chains mostly focus on the asymptotic behavior, and as far as we are aware, we are the first to prove the above claim. Note that this claim directly establishes a connection between the value of a stationary policy in the infinite-horizon discounted setting and that in the finite-horizon setting. Moreover, as a direct consequence of the above claim, we can show that if $H > 2|S|$, the value of a stationary policy within $H$ steps is close to that of the same policy within $H/2$ steps, up to a factor of $\exp(O(|S| \log |S|))$. This consequence is crucial for later parts of the analysis.

**From Expectation to Quantile.** The above analysis shows that if there exists a non-stationary policy that visits $(s, a)$ for $f$ times in expectation, then our algorithm, which uses all stationary policies to collect samples, visits $(s, a)$ for $f/\exp(O(|S| \log |S|))$ times in expectation. However, this does not necessarily mean that one can obtain $f$ samples of $(s, a)$ by sampling $\exp(O(|S| \log |S|))$ trajectories using our algorithm with good probability. To see this, consider the case when our policy visits $(s, a)$ for $H$ times with probability $1/\sqrt{H}$ and does not visit $(s, a)$ with probability $1 - 1/\sqrt{H}$. In this case, our policy may not obtain even a single sample for $(s, a)$ unless one rollouts the policy for $O(\sqrt{H})$ times. Therefore, instead of obtaining a visitation frequency guarantee which holds in expectation, it is more desirable to obtain a visitation frequency guarantee that holds with good probability.
To resolve this issue, we establish a connection between the expectation and the \( \epsilon \)-quantile of the visitation frequency of a stationary policy. We note that such a connection could not hold without any restriction. To see this, consider a policy that visits \((s, a)\) for \(H\) times with probability \(\epsilon/2\). In this case, the expected visitation frequency is \(\epsilon H/2\) while the \(\epsilon\)-quantile is zero. On the other hand, suppose the initial state \(s_0 = s\) almost surely, then such a connection is easy to establish by using the Martingale Stopping Theorem. In particular, in Corollary 4.9, we show that if there exists a non-stationary policy that visits \((s, a)\) for \(f\) times with probability \(\epsilon\), then there exists a stationary policy that visits \((s, a)\) for \(\epsilon f/\exp(O(|S|\log |S|))\) times with constant probability, when the initial state \(s_0 = s\) almost surely.

In general, the initial state \(s_0\) comes from a distribution \(\mu\) and could be different from \(s\) with high probability. To tackle this issue, in our algorithm, we simultaneously enumerate two stationary policies \(\pi_1\) and \(\pi_2\). \(\pi_1\) should be thought as the policy that visits \((s, a)\) with highest probability within \(H/2\) steps starting from the initial state distribution \(\mu\), and \(\pi_2\) should be thought as the policy that maximizes the \(\epsilon\)-quantile of the visitation frequency of \((s, a)\) within \(H/2\) steps when \(s_0 = s\). In our algorithm, we execute \(\pi_1\) before \((s, a)\) is visited for the first time, and switch to \(\pi_2\) once \((s, a)\) has been visited. Intuitively, we first use \(\pi_1\) to reach \((s, a)\) for the first time and then use \(\pi_2\) to collect as many samples as possible. As mentioned above, the value of a stationary policy within \(H\) steps is close to the value of the same policy within \(H/2\) steps, up to a factor of \(\exp(O(|S|\log |S|))\). Thus, by sampling the above policy (formed by concatenating \(\pi_1\) and \(\pi_2\)) for \(\exp(O(|S|\log |S|))\) times, we obtain at least \(f\) samples for \((s, a)\), if there exists a non-stationary policy that visits \((s, a)\) for \(f\) times with probability \(\epsilon\). This is formalized in Lemma 5.1.

**Perturbation Analysis in the RL Setting.** By the above analysis, suppose \(m(s, a)\) is the largest integer such that there exists a non-stationary policy that visits \((s, a)\) with probability \(\epsilon\) for \(m(s, a)\) times, then our dataset contains \(\Omega(m(s, a))\) samples of \((s, a)\). However, \(m(s, a)\) could be significantly smaller than \(H\) and therefore the perturbation analysis established in the generative model no longer applies here. For example, previously we show that if \(m_T(s, a, s') - P(s' | s, a) \cdot m_T(s, a) \leq O(\sqrt{P(s' | s, a) \cdot H})\), then \(\bar{P}(s_1 | s, a)^{m_T(s, a, s_1)} \cdot \bar{P}(s_2 | s, a)^{m_T(s, a, s_2)}\) is a constant factor approximation to \(P(s_1 | s, a)^{m_T(s, a, s_1)} \cdot P(s_2 | s, a)^{m_T(s, a, s_2)}\) when \(|\bar{P}(s, a, s') - P(s, a, s')| \leq O(\sqrt{P(s, a, s')/H})\) for both \(s' = s_1\) and \(s' = s_2\). However, if \(m(s, a) \ll H\), it is hopeless to obtain an estimate \(\bar{P}(s, a, s')\) with \(|\bar{P}(s, a, s') - P(s, a, s')| \leq O(\sqrt{P(s, a, s')/H})\). Fortunately, our perturbation analysis still goes through so long as \(m_T(s, a, s') \leq P(s' | s, a) \cdot m_T(s, a) + O(\sqrt{P(s' | s, a) \cdot m(s, a)})\) and \(|\bar{P}(s, a, s') - P(s, a, s')| \leq O(\sqrt{P(s, a, s')/m(s, a)})\), i.e., replacing all \(H\) appearances with \(m(s, a)\).

The above analysis introduces a final subtlety in our algorithm. In particular, \(m(s, a)\) in the empirical model \(\hat{M}\) could be significantly larger than that in the true model. On the other hand, the number of samples of \((s, a)\) in our dataset is at most \(O(m(s, a))\) where \(m(s, a)\) is defined by the true model. This means the value estimated in the empirical model \(\hat{M}\) could be significantly larger than that in the true model \(M\). To resolve this issue, we employ the principle of “pessimism in the face of uncertainty” and for each policy \(\pi\), the estimated value of \(\pi\) is set to be the lowest value among all models that lie the confidence set. Since the true model always lies in the confidence set, the estimated value is then guaranteed to be close to the true value.
4 Properties of Stationary Policies

In this section, we prove several properties of stationary policies. In Section 4.1, we first prove properties regarding the reaching probabilities in Markov chains, and then use them to prove properties for stationary policies in Section 4.2.

4.1 Reaching Probabilities in Markov Chains

Let $C = (S, P, \mu)$ be a Markov chain. For a positive integer $L$ and a sequence of states $T = (s_0, s_1, \ldots, s_{L-1}) \in S^L$, we write

$$p(T, C) = \mu(s_0) \cdot \prod_{h=0}^{L-2} P(s_{h+1} \mid s_h)$$

to denote the probability of $T$ in $C$. For a state $s \in S$ and an integer $L \geq 0$, we also write

$$p_L(s, C) = \sum_{(s_0, s_1, \ldots, s_{L-1}) \in S^L} p((s_0, s_1, \ldots, s_{L-1}, s), C)$$

to denote the probability of reaching $s$ with exactly $L$ steps.

Our first lemma shows that for any Markov chain $C$, for any sequence of $L$ states $T$ with $L > |S|$, there exists a sequence of $L'$ states $T'$ with $L' \leq |S|$ so that $p(T, C) \leq p(T', C)$.

**Lemma 4.1.** Let $C = (S, P, \mu)$ be a Markov chain. For a sequence of $L$ states $T = (s_0, s_1, \ldots, s_{L-1}) \in S^L$ with $L > |S|$, there exists a sequence of $L'$ states $T' = (s'_0, s'_1, \ldots, s'_{L'-1}) \in S^{L'}$ with $s'_{L'-1} = s_{L-1}$, $L' \leq |S|$ and $p(T, C) \leq p(T', C)$.

**Proof.** By pigeonhole principle, since $L > |S|$, there exists $0 \leq i < j < L$ such that $s_i = s_j$. Consider the sequence induced by removing $s_i, s_{i+1}, s_{i+2}, \ldots, s_{j-1}$ from $T$, i.e.,

$$T' = (s_0, s_1, \ldots, s_{i-1}, s_j, s_{j+1}, \ldots, s_{L-1}).$$

Since $s_i = s_j$, we have

$$p(T, C) = \mu(s_0) \cdot \prod_{h=0}^{L-2} P(s_{h+1} \mid s_h).$$

and

$$p(T', C) = \mu(s_0) \cdot \prod_{h=0}^{i-1} P(s_{h+1} \mid s_h) \cdot \prod_{h=j}^{L-2} P(s_{h+1} \mid s_h).$$

Therefore, we have $p(T, C) \leq p(T', C)$. We continue this process until the length is at most $|S|$. \qed

Combining Lemma 4.1 with a simple counting argument directly implies the following lemma, which shows that $\sum_{h=0}^{[S]-1} p_h(s, C) \leq \exp(O(|S| \log |S|)) \cdot \sum_{h=0}^{[S]-1} p_h(s, C)$. 

Lemma 4.2. Let \( C = (\mathcal{S}, P, \mu) \) be a Markov chain. For any \( s \in \mathcal{S} \),
\[
\sum_{h=0}^{4|\mathcal{S}|-1} p_h(s, C) \leq 4 \cdot |\mathcal{S}|^{|\mathcal{S}|-1} \cdot \sum_{h=0}^{4|\mathcal{S}|-1} p_h(s, C).
\]

Proof. Consider a sequence of \( L + 1 \) states \( T = (s_0, s_1, \ldots, s_L) \in \mathcal{S}^{L+1} \) with \( L \geq |\mathcal{S}| \) and \( s_L = s \). By Lemma 4.1, there exists another sequence of \( L' \) states \( T' = (s'_0, s'_1, \ldots, s'_{L'-1}) \in \mathcal{S}^{L'} \) with \( s'_{L'-1} = s_L = s \) and \( L' \leq |\mathcal{S}| \) so that \( p(T, C) \leq p(T', C) \). Therefore
\[
p(T, C) \leq p(T', C) \leq p_{L'-1}(s, C) \leq \sum_{h=0}^{|\mathcal{S}|-1} p_h(s, C),
\]
which implies
\[
p_L(s, C) = \sum_{(s_0, s_1, \ldots, s_{L-2}, s_{L-1}) \in \mathcal{S}^L} p((s_0, s_1, \ldots, s_{L-2}, s_{L-1}, s), C) \leq |\mathcal{S}|^L \sum_{h=0}^{|\mathcal{S}|-1} p_h(s, C).
\]
Therefore,
\[
\sum_{h=0}^{4|\mathcal{S}|-1} p_h(s, C) \leq 4 \cdot |\mathcal{S}| \cdot |\mathcal{S}|^{|\mathcal{S}|-1} \cdot \sum_{h=0}^{|\mathcal{S}|-1} p_h(s, C) = 4 \cdot |\mathcal{S}|^{|\mathcal{S}|} \cdot \sum_{h=0}^{|\mathcal{S}|-1} p_h(s, C).
\]

By applying Lemma 4.2 in a Markov chain \( C' \) with modified initial state distribution and transition operator, we can also prove that \( \sum_{h=0}^{4|\mathcal{S}|-1} p_{\beta h + \alpha}(s, C) \leq \exp \left( O(|\mathcal{S}| \log |\mathcal{S}|) \right) \sum_{h=0}^{|\mathcal{S}|-1} p_{\beta h + \alpha}(s, C) \) for any integer \( \alpha \geq 0 \) and integer \( \beta \geq 1 \).

Lemma 4.3. Let \( C = (\mathcal{S}, P, \mu) \) be a Markov chain. For any integer \( \alpha \geq 0 \) and integer \( \beta \geq 1 \), for any \( s \in \mathcal{S} \),
\[
\sum_{h=0}^{4|\mathcal{S}|-1} p_{\beta h + \alpha}(s, C) \leq 4 \cdot |\mathcal{S}|^{|\mathcal{S}|} \cdot \sum_{h=0}^{|\mathcal{S}|-1} p_{\beta h + \alpha}(s, C).
\]

Proof. We define a new Markov chain \( C' = (\mathcal{S}, P', \mu') \) based on \( C = (\mathcal{S}, P, \mu) \). The state space of \( C' \) is the same as that of \( C \). The initial state distribution \( \mu' \) is the same as the distribution of \( s_0 \) in \( C \), i.e., the distribution after taking \( \alpha \) steps in \( C \). The transition operator is defined so that taking one step in \( C' \) is equivalent to taking \( \beta \) steps in \( C \), i.e.,
\[
P'(s' \mid s) = \sum_{s_1, s_2, \ldots, s_{\beta-1} \in \mathcal{S}^{\beta-1}} P(s' \mid s_{\beta-1}) \cdot P(s_{\beta-1} \mid s_{\beta-2}) \cdots \cdot P(s_1 \mid s).
\]
Clearly, for any state \( s \in \mathcal{S} \), \( p_L(s, C') = p_{\beta L + \alpha}(s, C) \). By using Lemma 4.2 in \( C' \), for any \( s \in \mathcal{S} \), we have
\[
\sum_{h=0}^{4|\mathcal{S}|-1} p_h(s, C') \leq 4 \cdot |\mathcal{S}|^{|\mathcal{S}|} \cdot \sum_{h=0}^{|\mathcal{S}|-1} p_h(s, C'),
\]
which implies
\[
\sum_{h=0}^{4|S|-1} p_{h+\alpha}(s, C) \leq 4 \cdot |S|^{4|S|} \cdot \sum_{h=0}^{|S|-1} p_{h+\alpha}(s, C).
\]

Finally, Lemma 4.3 implies the main result of this section, which shows that for any \( L \geq |S|, \)
\[
\sum_{h=0}^{4L-1} p_h(s, C) \leq \exp(O(|S| \log |S|)) \cdot \sum_{h=0}^{L-1} p_h(s, C).
\]

**Lemma 4.4.** Let \( C = (S, P, \mu) \) be a Markov chain. For any \( s \in S \) and \( L \geq |S|, \)
\[
\sum_{h=0}^{2L} p_h(s, C) \leq 4 \cdot |S|^{4|S|} \cdot \sum_{h=0}^{L-1} p_h(s, C).
\]

**Proof.** Clearly,
\[
\sum_{h=0}^{L-1} p_h(s, C) \geq \sum_{h=0}^{|L/|S||-1} p_h(s, C) = \sum_{i=0}^{|L/|S||-1} \sum_{j=0}^{|S|-1} p_{|L/|S|| \cdot j + i}(s, C).
\]

For each \( 0 \leq i < |L/|S||, \) by Lemma 4.3, we have
\[
\sum_{j=0}^{|S|-1} p_{|L/|S|| \cdot j + i}(s, C) \geq \frac{1}{4|S|^{4|S|}} \sum_{j=0}^{4|S|-1} p_{|L/|S|| \cdot j + i}(s, C).
\]

On the other hand,
\[
\sum_{h=0}^{2L} p_h(s, C) \leq \sum_{i=0}^{|L/|S||-1} \sum_{j=0}^{((2L+1)/|L/|S||)-1} p_{|L/|S|| \cdot j + i}(s, C).
\]

Note that if \( |S| > L/2, \) then \( |(2L+1)/|L/|S||| = 2L + 1 < 4|S|. \) Moreover, if \( |S| \leq L/2, \) then we have \( |L/|S|| \geq 2L/3|S|, \) which implies
\[
|(2L+1)/|L/|S||| \leq |(2L+1)/L \cdot 3|S||/2 \leq |4|S|| = 4|S|.
\]

Hence, we have
\[
\sum_{h=0}^{2L} p_h(s, C) \leq \sum_{i=0}^{|L/|S||-1} \sum_{j=0}^{4|S|-1} p_{|L/|S|| \cdot j + i}(s, C) \leq 4 \cdot |S|^{4|S|} \cdot \sum_{h=0}^{L-1} p_h(s, C).
\]
\[\square\]
4.2 Implications of Lemma 4.4

In this section, we list several implications of Lemma 4.4 which would be crucial for analysis in later sections.

Our first lemma shows that for any MDP $M$ and any stationary policy $\pi$, for a properly chosen discount factor $\gamma$, $V^\pi_{M,\gamma}$ is a multiplicative approximation to $V^\pi_{M,H}$ with approximation ratio $\exp(O(|S| \log |S|))$.

**Lemma 4.5.** For any MDP $M$ and any stationary policy $\pi$, if $H \geq 2 \ln(8 \cdot |S|^{4|S|})$, by taking $\gamma = 1 - \ln(8 \cdot |S|^{4|S|}) \cdot \frac{1}{H}$, $\frac{1}{64 \cdot |S|^{8|S|}} V^\pi_{M,H} \leq V^\pi_{M,\gamma} \leq 2 V^\pi_{M,H}$.

**Proof.**

\[
V^\pi_{M,\gamma} = \sum_{s \in S} \sum_{h=0}^\infty \gamma^h \cdot p_h(s, M^\pi) \cdot \mathbb{E}[R(s, \pi(s))]
\]

\[
\leq \sum_{s \in S} \left( \sum_{h=0}^{H-1} p_h(s, M^\pi) + \sum_{i=1}^\infty \gamma^{H-2i-1} \left( \sum_{h=0}^{2^{i}-1} p_h(s, M^\pi) \right) \right) \cdot \mathbb{E}[R(s, \pi(s))].
\]

For each $i \geq 1$, by Lemma 4.4, for any $s \in S$,

\[
\gamma^{H-2i-1} \left( \sum_{h=0}^{2^{i}-1} p_h(s, M^\pi) \right) \leq \gamma^{H-2i-1} \cdot \left( 4 \cdot |S|^{4|S|} \right)^i \cdot \left( \sum_{h=0}^{H-1} p_h(s, M^\pi) \right)
\]

\[
\leq \left( 8 \cdot |S|^{4|S|} \right)^{-2i-1} \cdot \left( 4 \cdot |S|^{4|S|} \right)^i \cdot \left( \sum_{h=0}^{H-1} p_h(s, M^\pi) \right)
\]

\[
\leq \frac{1}{2^i} \cdot \left( \sum_{h=0}^{H-1} p_h(s, M^\pi) \right).
\]

Therefore,

\[
V^\pi_{M,\gamma} \leq \sum_{s \in S} 2 \cdot \left( \sum_{h=0}^{H-1} p_h(s, M^\pi) \right) \cdot \mathbb{E}[R(s, \pi(s))] = 2 V^\pi_{M,H}.
\]
On the other hand,

\[ V_{M,\gamma}^\pi = \sum_{s \in S} \sum_{h=0}^\infty \gamma^h \cdot p_h(s, M^\pi) \cdot \mathbb{E}[R(s, \pi(s))] \]

\[ \geq \sum_{s \in S} \sum_{h=0}^{H-1} \gamma^h \cdot p_h(s, M^\pi) \cdot \mathbb{E}[R(s, \pi(s))] \]

\[ \geq \gamma^H \cdot \sum_{s \in S} \sum_{h=0}^{H-1} p_h(s, M^\pi) \cdot \mathbb{E}[R(s, \pi(s))] \]

\[ = \gamma^H \cdot V_{M,H}^\pi = \left(1 - \frac{\ln(8 \cdot |S|^{4|S|})}{H}\right)^H \cdot V_{M,H}^\pi \]

\[ \geq (1/4)^{\ln(8 \cdot |S|^{4|S|})} \cdot V_{M,H}^\pi \geq \frac{1}{64 \cdot |S|^8} \cdot V_{M,H}^\pi. \]

As another implication of Lemma 4.4, for any MDP \( M \) and any stationary policy \( \pi \), we have

\[ V_{M,H/2}^\pi \geq \exp \left(-O(|S| \log |S|)\right) V_{M,H}^\pi. \]

**Lemma 4.6.** For any MDP \( M \) and any stationary policy \( \pi : S \rightarrow A \), if \( H \geq 2|S| \),

\[ V_{M,H/2}^\pi \geq \frac{1}{4 \cdot |S|^{4|S|}} V_{M,H}^\pi. \]

**Proof.** Note that

\[ V_{M,H/2}^\pi = \sum_{s \in S} \sum_{h=0}^{\lfloor H/2 \rfloor - 1} p_h(s, M^\pi) \cdot \mathbb{E}[R(s, \pi(s))]. \]

Since \( H \geq 2|S| \), by Lemma 4.4, for any \( s \in S \),

\[ \sum_{h=0}^{\lfloor H/2 \rfloor - 1} p_h(s, M^\pi) \geq \frac{1}{4 \cdot |S|^{4|S|}} \sum_{h=0}^{2\lfloor H/2 \rfloor} p_h(s, M^\pi) \geq \frac{1}{4 \cdot |S|^{4|S|}} \sum_{h=0}^{H-1} p_h(s, M^\pi). \]

Therefore,

\[ V_{M,H/2}^\pi \geq \frac{1}{4 \cdot |S|^{4|S|}} \sum_{s \in S} \sum_{h=0}^{H-1} p_h(s, M^\pi) \cdot \mathbb{E}[R(s, \pi(s))] = \frac{1}{4 \cdot |S|^{4|S|}} V_{M,H}^\pi. \]

\[ \square \]

As a corollary of Lemma 4.5, we show that for any \( H \)-horizon MDP \( M \), there always exists a stationary policy whose value is as large as the best non-stationary policy up to a factor of \( \exp \left(O(|S| \log |S|)\right) \).

**Corollary 4.7.** For any MDP \( M \), if \( H \geq 2\ln(8 \cdot |S|^{4|S|}) \), then there exists a stationary policy \( \pi \) such that

\[ V_{M,H}^\pi \geq \frac{1}{128 \cdot |S|^8} V_{M,H}^\pi. \]
Proof. In this proof we fix \( \gamma = 1 - \frac{\ln(8 \cdot |S|^{4(|S|+1)})}{H} \). We also use \( \tilde{\pi}^* \) to denote a non-stationary policy such that \( \tilde{\pi}^*_h = \pi^*_h \) when \( h \in [H] \) and \( \tilde{\pi}^*_h \) is defined arbitrarily when \( h \geq H \).

Clearly, there exists a stationary policy \( \pi \) such that for any (possibly non-stationary) policy \( \pi' \),
\[
V_{M,\gamma}^\pi \geq V_{M,\gamma}^{\pi'}.
\]

For a proof, see Theorem 5.5.3 in [Put94]. Clearly,
\[
V_{M,\gamma}^{\tilde{\pi}^*} \geq \gamma^H \cdot V_{M,H}^{\pi^*}.
\]

Moreover, by Lemma 4.5,
\[
V_{M,H}^{\pi} \geq \frac{1}{2} V_{M,\gamma}^{\pi} \geq \frac{1}{2} V_{M,H}^{\pi^*} \geq \frac{1}{2} \gamma^H \cdot V_{M,H}^{\pi^*} \geq \frac{1}{128} \cdot |S|^{8|S|} \cdot V_{M,H}^{\pi^*}.
\]

By applying Corollary 4.7 in an MDP with an extra terminal state \( s_{\text{terminal}} \), we can show that for any \((s, a) \in S \times A\), there always exists a stationary policy that visits \((s, a)\) in the first \( H/2 \) time steps with probability as large as the probability that the best non-stationary policy visits \((s, a)\) in all the \( H \) time steps, up to a factor of \( \exp(O(|S| \log |S|)) \).

Corollary 4.8. For any MDP \( M \), if \( H \geq 2 \ln(8 \cdot (|S| + 1)^{4(|S|+1)}) \), then for any \( z \in S \times A \), there exists a stationary policy \( \pi \), such that for any (possibly non-stationary) policy \( \pi' \),
\[
\Pr \left[ \sum_{h=0}^{(H/2)-1} \mathbb{I}[(s_h, a_h) = z] \geq 1 \right] \geq \frac{1}{512 \cdot (|S| + 1)^{12(|S|+1)}} \Pr \left[ \sum_{h=0}^{H-1} \mathbb{I}[(s'_h, a'_h) = z] \geq 1 \right],
\]

where
\[(s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H\]
is a random trajectory induced by executing \( \pi \) in \( M \) and
\[(s'_0, a'_0), (s'_1, a'_1), \ldots, (s'_{H-1}, a'_{H-1}), s'_H\]
is a random trajectory induced by executing \( \pi' \) in \( M \).

Proof. For the given MDP \( M = (S, A, P, R, H, \mu) \), we create a new MDP
\[M' = (S \cup \{s_{\text{terminal}}\}, A, P', R', H, \mu)\]
where \( s_{\text{terminal}} \) is a state such that \( s_{\text{terminal}} \notin S \). Moreover,
\[
P'(s, a) = \begin{cases} P(s, a) & s \neq s_{\text{terminal}} \text{ and } (s, a) \neq z \\ s_{\text{terminal}} & s = s_{\text{terminal}} \text{ or } (s, a) = z \end{cases}
\]
and
\[R'(s, a) = \mathbb{I}[(s, a) = z].\]
Clearly, for any policy $\pi$,

$$V_{M',H}^\pi = \Pr \left[ \sum_{h=0}^{H-1} \mathbb{I}[(s_h, a_h) = (s, a)] \geq 1 \right]$$

where

$$(s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H$$

is a random trajectory induced by executing $\pi$ in $M$. Therefore, by Corollary 4.7, there exists a stationary policy $\pi$ such that for any (possibly non-stationary) policy $\pi'$,

$$V_{M',H}^\pi \geq \frac{1}{128 \cdot (|S| + 1)^8 |S|} V_{M',H}^\pi'.$$

Moreover, by Lemma 4.6, for any (possibly non-stationary) policy $\pi'$,

$$V_{M',H/2}^\pi \geq \frac{1}{512 \cdot (|S| + 1)^{12} |S|} V_{M',H}^\pi'.$$

which implies the desired result.

Finally, by combining Lemma 4.6 and Corollary 4.7, we can show that for any $(s, a) \in S \times A$, if the initial state distribution $\mu$ is $s$ and there exists a non-stationary policy that visits $(s, a)$ for $f$ times with probability $\epsilon$ in all the $H$ steps, then there exists a stationary policy that visits $(s, a)$ for $\exp(-O(|S| \log |S|)) \cdot \epsilon \cdot f$ times with constant probability in the first $H/2$ steps.

**Corollary 4.9.** For a given MDP $M$ and a state-action pair $z = (s_z, a_z) \in S \times A$, suppose the initial state distribution $\mu$ is $s_z$ and $H \geq 2 \ln(8 \cdot |S|^{4|S|})$. If there exists a (possibly non-stationary) policy $\pi'$ such that $Q_{\pi'}^\epsilon(s_z, a_z) \geq f$ for some integer $0 \leq f \leq H$, then there exists a stationary policy $\pi$ such that

$$Q_{\pi}^{\pi}(s_z, a_z) = \frac{1}{2048 \cdot |S|^{12} |S|} \cdot \epsilon \cdot f$$

where

$$(s_0, a_0, r_0), (s_1, a_1, r_1), \ldots, (s_{H-1}, a_{H-1}, r_{H-1}), s_H$$

is a trajectory induced by executing $\pi$ in $M$.

**Proof.** If $f = 0$ then the lemma is clearly true. No consider the case $f > 0$. Consider a new MDP $M' = (S, A, P', R', H, \mu)$ where $R(s, a) = \mathbb{I}[(s, a) = z]$. Clearly, $V_{M',H}^\pi \geq \epsilon \cdot f$. By Corollary 4.7, there exists a stationary policy $\pi$ such that

$$V_{M',H}^\pi \geq \frac{1}{128 \cdot |S|^{8|S|}} \cdot \epsilon \cdot f.$$

By Lemma 4.6,

$$V_{M',H/2}^\pi \geq \frac{1}{512 \cdot |S|^{12|S|}} \cdot \epsilon \cdot f.$$

This implies $\pi(s_z) = a_z$. [End of proof]
Now we use \( X \) to denote a random variable which is defined to be
\[
X = \min\{h \geq 1 \mid (s_h, a_h) = z\}.
\]
Here the trajectory
\[
(s_0, a_0), (s_1, a_1), \ldots
\]
is induced by executing the stationary policy \( \pi \) in \( M' \). We also write \( \hat{X} = \min\{\lceil H/2 \rceil, X\} \). We use \( \{X_i\}_{i=1}^{\infty} \) to denote a sequence of i.i.d. copies of \( \hat{X} \). We use \( \tau \) to denote a random variable which is defined to be
\[
\tau = \min\left\{ i \geq 1 \mid \sum_{j=1}^{i} X_j \geq \lceil H/2 \rceil \right\}.
\]
Clearly, \( \tau \leq H/2 \) almost surely. Moreover, \( \pi \) is a stationary policy, the initial state distribution \( \mu = s_z \) deterministically and \( \pi(s_z) = a_z \), which implies \( \tau \) and \( \sum_{h=0}^{\lceil H/2 \rceil - 1} \mathbb{I}(s_h, a_h) = z \) have the same distribution. Indeed, whenever the trajectory \( (s_0, a_0), (s_1, a_1) \ldots \) visits \( z \), it corresponds to restart a new copy of \( \hat{X} \).

Now for each \( i > 0 \), we define \( Y_i = X_i - \mathbb{E}[\hat{X}] \). Clearly \( \mathbb{E}[Y_i] = 0 \). Let \( S_i = 0 \) and \( S_i = \sum_{j=1}^{i} Y_j \) for all \( i > 0 \). Clearly \( \tau \) is a stopping time, and
\[
\sum_{j=1}^{\tau} X_j \leq H
\]
since \( X_i \leq \lceil H/2 \rceil \) for all \( i > 0 \). By Martingale Stopping Theorem, we have
\[
\mathbb{E}[S_{\tau}] = \sum_{j=1}^{\tau} \mathbb{E}[X_j] - \mathbb{E}[\tau] \cdot \mathbb{E}[\hat{X}] = 0,
\]
which implies \( \mathbb{E}[\tau] \cdot \mathbb{E}[\hat{X}] \leq H \) and therefore
\[
\mathbb{E}[\hat{X}] \leq H/\mathbb{E}[\tau] = H/V_{M',\lceil H/2 \rceil}^{\pi} \leq 512 \cdot |S|^{12}|S| H/(\epsilon \cdot f),
\]
where we use the fact that
\[
V_{M',\lceil H/2 \rceil}^{\pi} = \mathbb{E} \left[ \sum_{h=0}^{\lceil H/2 \rceil - 1} \mathbb{I}(s_h, a_h) = z \right] = \mathbb{E}[\tau].
\]
Let \( \tau' = \left\lfloor \frac{1}{2048 \cdot |S|^{12} |S| \cdot \epsilon \cdot f} \right\rfloor \). By Markov’s inequality, with probability at least \( 1/2 \),
\[
\sum_{i=1}^{\tau'} X_i \leq 2\tau' \mathbb{E}[\hat{X}] \leq H/2,
\]
in which case \( \tau \geq \tau' \). Consequently,
\[
Q_{1/2}^{\pi} \left( \sum_{h=0}^{\lceil H/2 \rceil - 1} \mathbb{I}(s_h, a_h) = z \right) = Q_{1/2}(\tau) \geq \frac{1}{2048 \cdot |S|^{12} |S| \cdot \epsilon \cdot f}.
\]
\( \square \)
5 Algorithm in the RL Setting

In this section, we present our algorithm in the RL setting together with its analysis. Our algorithm is divided into two parts. In Section 5.1, we first present the algorithm for collecting samples together with its analysis. In Section 5.2, we establish a perturbation analysis on the value functions which is crucial for the analysis in later proofs. Finally, in Section 5.3, we present the algorithm for finding near-optimal policies based on the dataset found by the algorithm in Section 5.1, together with its analysis based on the machinery developed in Section 5.2.

5.1 Collecting Samples

In this section, we present our algorithm for collecting samples. The algorithm is formally presented in Algorithm 1. The dataset $D$ returned by Algorithm 1 consists of $N$ lists, where for each list, elements in the list are tuples of the form $(s, a, r, s') \in S \times A \times [0, 1] \times S$. To construct these lists, Algorithm 1 enumerates a state-action pair $(s, a) \in S \times A$ and a pair of stationary policies $(\pi_1, \pi_2)$, and then collects a trajectory using $\pi_1$ and $\pi_2$. More specifically, $\pi_1$ is executed until the trajectory visits $(s, a)$, at which point $\pi_2$ is executed until the last step.

**Algorithm 1 Collect Samples**

1: **Input:** number of repetitions $N$
2: **Output:** Dataset $D$ where $D = \left( \left( (s_{i,t}, a_{i,t}, r_{i,t}, s'_{i,t}) \right)_{t=0}^{|S||A|^2|S|H-1} \right)_{i=0}^{N-1}$
3: for $i \in [N]$ do
4: Let $T_i$ be an empty list
5: for $(s, a) \in S \times A$ do
6: for $(\pi_1, \pi_2) \in \Pi_{st} \times \Pi_{st}$ do
7: Receive $s_0 \sim \mu$
8: for $h \in [H]$ do
9: if $(s, a) = (s_{h'}, a_{h'})$ for some $h' < h$ then
10: Take $a_h = \pi_2(s_h)$
11: else
12: Take $a_h = \pi_1(s_h)$
13: Receive $r_h \sim R(s_h, a_h)$ and $s_{h+1} \sim P(s_h, a_h)$
14: Append $(s_h, a_h, r_h, s_{h+1})$ to the end of $T_i$
15: return $D$ where $D = (T_i)_{i=0}^{N-1}$

Throughout this section, we use $M = (S, A, P, R, H, \mu)$ to denote the underlying MDP that the agent interacts with. For each $(s, a) \in S \times A$ and $(\pi_1, \pi_2) \in \Pi_{st} \times \Pi_{st}$, let

$$(s_0^{s,a,\pi_1,\pi_2}, a_0^{s,a,\pi_1,\pi_2}, r_0^{s,a,\pi_1,\pi_2}), (s_1^{s,a,\pi_1,\pi_2}, a_1^{s,a,\pi_1,\pi_2}, r_1^{s,a,\pi_1,\pi_2}), \ldots, (s_h^{s,a,\pi_1,\pi_2}, a_h^{s,a,\pi_1,\pi_2}, r_h^{s,a,\pi_1,\pi_2}), s_H^{s,a,\pi_1,\pi_2}$$

by a trajectory where $s_0^{s,a,\pi_1,\pi_2} \sim \mu$ and $s_h^{s,a,\pi_1,\pi_2} \sim P(s_{h-1}^{s,a,\pi_1,\pi_2}, a_{h-1}^{s,a,\pi_1,\pi_2})$ for all $1 \leq h \leq H$, $r_h^{s,a,\pi_1,\pi_2} \sim R(s_h^{s,a,\pi_1,\pi_2}, a_h^{s,a,\pi_1,\pi_2})$ for all $h \in [H]$, and

$$a_h^{s,a,\pi_1,\pi_2} = \begin{cases} \pi_2(s_h^{s,a,\pi_1,\pi_2}) & (s, a) = (s_{h'}, a_{h'}) \text{ for some } h' < h \\ \pi_1(s_h^{s,a,\pi_1,\pi_2}) & \text{otherwise} \end{cases}$$
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for all \( h \in [H] \). Note that the above trajectory is the one collected by Algorithm 1 when a specific state-action pair \((s, a)\) and a specific pair of policies \((\pi_1, \pi_2)\) are used.

For any \( \epsilon \in (0, 1] \), define

\[
Q^*_\epsilon(s, a) = Q_\epsilon \left( \sum_{(s', a') \in S \times A} \pi_1 \sum_{i \in |\Pi_a|} \pi_2 \sum_{h=0}^{H-1} \mathbb{I}[ (s'_h, a'_h, \pi_1, \pi_2) = (s, a) ] \right).
\]

Clearly, \( Q^*_\epsilon(s, a) \) is the \( \epsilon \)-quantile of the frequency that \((s, a)\) appears in each \( T_i \).

In Lemma 5.1, we first show that for each \((s, a) \in S \times A\), if there exists a policy \( \pi \) that visits\((s, a)\) for \( m(s, a) \) times with probability at least \( \epsilon \), then

\[
Q^*_\epsilon \left( \exp(O(|S| \log |S|)) (s, a) \right) \geq m(s, a) / \exp(O(|S| \log |S|)).
\]

**Lemma 5.1.** Let \( \epsilon \in (0, 1] \) be a given real number. For each \((s, a) \in S \times A\), let \( m_\epsilon(s, a) \) be the largest integer such that there exists a (possibly non-stationary) policy \( \pi_{s,a} \) such that \( Q^*_\epsilon(s, a) \geq m_\epsilon(s, a) \). Then for each \((s, a) \in S \times A\),

\[
Q^*_\epsilon(|S|+1)^{-12(|S|+1)/1024} (s, a) \geq \frac{1}{4096 \cdot |S|^{12|S|}} \cdot \epsilon \cdot m_\epsilon(s, a).
\]

**Proof.** For each \((s, a) \in S \times A\), there exists a (possibly non-stationary) policy \( \pi_{s,a} \) such that \( Q^*_\epsilon(s, a) \geq m_\epsilon(s, a) \). Here we consider the case that \( m_\epsilon(s, a) \geq 1 \), since otherwise the lemma clearly holds. By Corollary 4.8, there exists a stationary policy \( \pi'_{s,a} \) such that

\[
\Pr \left[ \sum_{h=0}^{[H/2]-1} \mathbb{I}[ (s_h, a_h) = (s, a) ] \geq 1 \right] \geq \frac{\epsilon}{512 \cdot (|S|+1)^{12(|S|+1)}},
\]

where

\[
(s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H
\]

is a random trajectory induced by executing \( \pi'_{s,a} \) in \( M \).

In the remaining part of the analysis, we consider two cases.

**Case I:** \( m_\epsilon(s, a) \geq 4096 \cdot |S|^{12|S|}/\epsilon \). Let

\[
(s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H
\]

be a random trajectory induced by executing \( \pi'_{s,a} \) in \( M \). Let \( X_{s,a} \) be the random variable which is defined to be

\[
X_{s,a} = \left\{ \min\{ h \in [H] \mid (s_h, a_h) = (s, a) \} \quad \text{if there exists } h \in [H] \text{ such that } (s_h, a_h) = (s, a) \right\}
\]

\[
H \quad \text{otherwise}
\]

Clearly,

\[
\sum_{h'=0}^{H-1} \Pr[X_{s,a} = h'] \cdot \Pr \left[ \sum_{h=h'}^{H-1} \mathbb{I}[ (s_h, a_h) = (s, a) ] \geq m_\epsilon(s, a) \mid (s_{h'}, a_{h'}) = (s, a) \right]
\]

\[
= \Pr \left[ \sum_{h=0}^{H-1} \mathbb{I}[ (s_h, a_h) = (s, a) ] \geq m_\epsilon(s, a) \right] \geq \epsilon.
\]
Therefore, there exists $h' \in [H]$ such that
\[
\Pr[X_{s,a} = h'] > 0
\]
and
\[
\Pr \left[ \sum_{h=0}^{H-1} \mathbb{I}[(s_h, a_h) = (s, a)] \geq m_\epsilon(s, a) \mid (s_{h'}, a_{h'}) = (s, a) \right] \geq \epsilon.
\]
Note that we must have $\pi_{h'}(s) = a$, since otherwise $\Pr[X_{s,a} = h'] = 0$.

Now we consider a new MDP $M_s = (S, A, P, R, H, \mu_s)$ where $\mu_s = s$. Let $\bar{\pi}$ be an arbitrary policy so that $\bar{\pi}_h = (\pi_{s,a})_{h+h'}$ for all $h \in [H - h']$. Clearly,
\[
\Pr \left[ \sum_{h=0}^{H-1} \mathbb{I}[(s_h', a_h') = (s, a)] \geq m_\epsilon(s, a) \right] \geq \Pr \left[ \sum_{h=0}^{H-h'-1} \mathbb{I}[(s_h', a_h') = (s, a)] \geq m_\epsilon(s, a) \right] \geq \epsilon
\]
where
\[
(s_0', a_0'), (s_1', a_1'), \ldots, (s_{H-1}', a_{H-1}'), s_H'
\]
is a random trajectory induced by executing $\bar{\pi}$ in $M_s$. Therefore, by Corollary 4.9, there exists a stationary policy $\bar{\pi}_{s,a}$ such that
\[
\Pr \left[ \sum_{h=0}^{[H/2]-1} \mathbb{I}[(s_h'', a_h'') = (s, a)] \geq \frac{1}{2048 \cdot |S|^{12}|S|} \cdot \epsilon \cdot m_\epsilon(s, a) \right] \geq 1/2
\]
where
\[
(s_0'', a_0''), (s_1'', a_1''), \ldots, (s_{H-1}'', a_{H-1}'') , s_H''
\]
is a random trajectory induced by executing $\bar{\pi}_{s,a}$ in $M_s$. Since $m_\epsilon(s, a) \geq 4096 \cdot |S|^{12}|S|/\epsilon$ and thus
\[
\frac{1}{2048 \cdot |S|^{12}|S|} \cdot \epsilon \cdot m_\epsilon(s, a) \geq 1,
\]
we must have $\bar{\pi}_{s,a}(s) = a$.

Now we consider the case when $\pi_1 = \pi_{s,a}'$ and $\pi_2 = \bar{\pi}_{s,a}$. Since $\pi_1 = \pi_{s,a}'$,
\[
\Pr \left[ \sum_{h=0}^{[H/2]-1} \mathbb{I}[(s_h^{s,a,\pi_1,s_2}, a_h^{s,a,\pi_1,s_2}) = (s, a)] \geq 1 \right] \geq \frac{\epsilon}{512 \cdot (|S| + 1)^{12(|S|+1)}}.
\]
Therefore, let $X'_{s,a}$ be the random variable which is defined to be
\[
X'_{s,a} = \begin{cases} \min\{h \in [\lfloor H/2 \rfloor] \mid (s_h^{s,a,\pi_1,s_2}, a_h^{s,a,\pi_1,s_2}) = (s, a)\} & \text{if } (s_h, a_h) = (s, a) \text{ for some } h \in [\lfloor H/2 \rfloor] \text{.} \\
[\lfloor H/2 \rfloor] & \text{otherwise} \end{cases}
\]
We have that
\[
\Pr[X'_{s,a} \in [\lfloor H/2 \rfloor]] \geq \frac{\epsilon}{512 \cdot (|S| + 1)^{12(|S|+1)}}.
\]
Moreover, for each $h' \in [\lfloor H/2 \rfloor]$, since $\pi_2 = \bar{\pi}_{s,a}$,
\[
\Pr \left[ \sum_{h=h'}^{H-1} \mathbb{I}[(s_h^{s,a,\pi_1,s_2}, a_h^{s,a,\pi_1,s_2}) = (s, a)] \geq \frac{1}{2048 \cdot |S|^{12}|S|} \cdot \epsilon \cdot m_\epsilon(s, a) \mid (s_{h'}^{s,a,\pi_1,s_2}, a_{h'}^{s,a,\pi_1,s_2}) = (s, a) \right] \geq 1/2.
\]
Therefore,

\[
\Pr \left[ \sum_{h=0}^{H-1} I[(s_h^{s,a,p_1,p_2}, a_h^{s,a,p_1,p_2}) = (s, a)] \geq \frac{1}{2048 \cdot |S|^2 |S|} \cdot \epsilon \cdot m_\epsilon(s, a) \right] \\
\geq \sum_{h' = 0}^{[H/2]-1} \Pr[X_{s,a} = h'] \\
\cdot \Pr \left[ \sum_{h=h'}^{H-1} I[(s_h^{s,a,p_1,p_2}, a_h^{s,a,p_1,p_2}) = (s, a)] \geq \frac{1}{2048 \cdot |S|^2 |S|} \cdot \epsilon \cdot m_\epsilon(s, a) \mid (s_{h'}, a_{h'}) = (s, a) \right] \\
\geq \frac{\epsilon}{1024 \cdot (|S| + 1)^{12(|S|+1)}}.
\]

Since \( m_\epsilon(s, a) \geq 4096 \cdot |S|^2 |S| / \epsilon \), we have

\[
\Pr \left[ \sum_{h=0}^{H-1} I[(s_h^{s,a,p_1,p_2}, a_h^{s,a,p_1,p_2}) = (s, a)] \geq \frac{1}{4096 \cdot |S|^2 |S|} \cdot \epsilon \cdot m_\epsilon(s, a) \right] \geq \frac{\epsilon}{1024 \cdot (|S| + 1)^{12(|S|+1)}}
\]

and thus

\[
Q_{\epsilon/(|S|+1)-12(|S|+1)/1024}^\star(s, a) \geq \frac{1}{4096 \cdot |S|^2 |S|} \cdot \epsilon \cdot m_\epsilon(s, a).
\]

**Case II:** \( m_\epsilon(s, a) < 4096 \cdot |S|^2 |S| / \epsilon \). Consider the case when \( \pi_1 = \pi_2 = \pi'_{s,a} \). Clearly,

\[
\Pr \left[ \sum_{h=0}^{H-1} I[(s_h^{s,a,p_1,p_2}, a_h^{s,a,p_1,p_2}) = (s, a)] \geq 1 \right] \\
\geq \Pr \left[ \sum_{h=0}^{[H/2]-1} I[(s_h^{s,a,p_1,p_2}, a_h^{s,a,p_1,p_2}) = (s, a)] \geq 1 \right] \geq \frac{\epsilon}{512 \cdot (|S| + 1)^{12(|S|+1)}}
\]

and thus

\[
Q_{\epsilon/(|S|+1)-12(|S|+1)/1024}^\star(s, a) \geq \frac{1}{4096 \cdot |S|^2 |S|} \cdot \epsilon \cdot m_\epsilon(s, a).
\]

Now we show that for a given percentile \( \epsilon \), for the dataset \( D \) returned by Algorithm 1, for each \( (s, a) \in S \times A \), \( (s, a) \) appears for at least \( Q_{\epsilon/4}^\star(s, a) \) times for at least \( \Omega(N \cdot \epsilon) \) lists out of the \( N \) lists returned by Algorithm 1.

**Lemma 5.2.** Let \( \epsilon, \delta \in (0, 1] \) be a given real number. Let \( D \) be the dataset returned by Algorithm 1 where

\[
D = \left( \left( S_i | A \right) \right)_{i=0}^{N-1}.
\]

Suppose \( N \geq 16 / (\epsilon \cdot \log(3|S| |A| / \delta)) \). With probability at least \( 1 - \delta / 3 \), for each \( (s, a) \in S \times A \), we have

\[
\sum_{i=0}^{N-1} \sum_{t=0}^{\left| S_i | A \right|-1} I[(s_i, a_i) = (s, a)] \geq Q_{\epsilon/4}^\star(s, a) \geq N \epsilon / 8.
\]
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Proof. For each \((s, a) \in S \times A\), by the definition of \(Q_{\epsilon/4}^\ast (s, a)\), for each \(i \in [N]\), we have

\[
E \left[ \prod_{t=0}^{\lceil |S||A|\lceil |S|H-1} \prod_{t=0}^{\lceil |S||A|\lceil |S|H-1} \prod_{(s_i, t, a_i, t) = (s, a)} \right] \geq Q_{\epsilon/4}^\ast (s, a) \geq \epsilon/4.
\]

Hence, the desired result follows by Chernoff bound and a union bound over all \((s, a) \in S \times A\). \(\square\)

We also need a subroutine to estimate \(Q_{\epsilon_{\text{est}}}^\ast (s, a)\) for some \(\epsilon_{\text{est}}\) to be decided. Such estimates are crucial for building estimators for the transition probabilities and the rewards with bounded variance, which we elaborate in later parts of this section.

Our algorithm for estimating \(Q_{\epsilon_{\text{est}}}^\ast (s, a)\) is described in Algorithm 2. Algorithm 2 collects \(N\) lists, where for each list, elements in the list are tuples of the form \((s, a, r, s') \in S \times A \times [0, 1] \times S\). These \(N\) lists are collected using the same approach as in Algorithm 1. Once these \(N\) lists are collected, for each \((s, a) \in S \times A\), our estimate (denoted as \(\overline{m}^\ast (s, a)\)) is then set to be the \(\lceil N \cdot \epsilon_{\text{est}}/2\rceil\)-th largest element in \(F_{s, a}\), where \(F_{s, a}\) is the set of the number of times \((s, a)\) appear in each of the \(N\) lists.

**Algorithm 2** Estimate Quantiles

1. **Input:** Percentile \(\epsilon_{\text{est}}\), failure probability \(\delta_{\text{est}}\)
2. **Output:** Estimates \(\overline{m}^\ast : S \times A \rightarrow \mathbb{N}\)
3. Let \(N = \lceil 300 \log(6|S||A|/\delta_{\text{est}})/\epsilon_{\text{est}} \rceil\)
4. Let \(F_{s, a}\) be an empty multiset for all \((s, a) \in S \times A\)
5. for \(i \in [N]\) do
6. Let \(T_i\) be an empty list
7. for \((s, a) \in S \times A\) do
8. for \((\pi_1, \pi_2) \in \Pi_{\text{st}} \times \Pi_{\text{st}}\) do
9. Receive \(s_0 \sim \mu\)
10. for \(h \in [H]\) do
11. if \((s, a) = (s_{h'}, a_{h'})\) for some \(0 \leq h' < h\) then
12. Take \(a_h = \pi_2(s_h)\)
13. else
14. Take \(a_h = \pi_1(s_h)\)
15. Receive \(r_h \sim R(s_h, a_h)\) and \(s_{h+1} \sim P(s_h, a_h)\)
16. Append \((s_h, a_h, r_h, s_{h+1})\) to the end of \(T_i\)
17. for \((s, a) \in S \times A\) do
18. Add \(\sum_{t=0}^{T_i-1} \prod_{t=0}^{T_i-1} \prod_{t=0}^{T_i-1} \prod_{(s_t, a_t) = (s, a)}\) into \(F_{s, a}\) where
19. for \((s, a) \in S \times A\) do
20. Set \(\overline{m}^\ast (s, a)\) be the \(\lceil N \cdot \epsilon_{\text{est}}/2\rceil\)-th largest element in \(F_{s, a}\)
21. return \(\overline{m}^\ast\)

We now show that for each \((s, a) \in S \times A\), \(\overline{m}^\ast (s, a)\) is an accurate estimate of \(Q_{\epsilon_{\text{est}}}^\ast (s, a)\).
Lemma 5.3. Let \( \overline{m} \) be the function returned by Algorithm 2. With probability at least \( 1 - \delta_{\text{est}}/3 \),
for all \((s, a) \in S \times A\),
\[
Q_{\text{est}}^*(s, a) \leq \overline{m}(s, a) \leq Q_{\text{est}}^{\ast/4}(s, a).
\]

Proof. Fix a state-action pair \((s, a) \in S \times A\). For each \( i \in [N] \), define
\[
X_i = \mathbb{I} \left[ \sum_{t=0}^{T_i-1} \mathbb{I}[ (s_t, a_t) = (s, a) ] > Q_{\text{est}}^*(s, a) \right]
\]
where
\[
T_i = ((s_0, a_0, r_0, s'_0), (s_1, a_1, r_1, s'_1), \ldots, (s_{|T_i|-1}, a_{|T_i|-1}, r_{|T_i|-1}, s'_{|T_i|-1})).
\]

For each \( i \in [N] \), by the definition of \( Q_{\text{est}}^{\ast/4}(s, a) \), we have \( \mathbb{E}[X_i] \leq \epsilon_{\text{est}}/4 \) and thus \( \sum_{i=0}^{N-1} \mathbb{E}[X_i] \leq N \cdot \epsilon_{\text{est}}/4 \). By Chernoff bound, with probability at most \( \delta_{\text{est}}/6|S||A| \),
\[
\sum_{i=0}^{N-1} X_i \geq N \cdot \epsilon_{\text{est}}/3.
\]

On the other hand, for each \( i \in [N] \), define
\[
X_i = \mathbb{I} \left[ \sum_{t=0}^{T_i-1} \mathbb{I}[ (s_{i,t}, a_{i,t}) = (s, a) ] \geq Q_{\text{est}}^*(s, a) \right].
\]
where
\[
T_i = ((s_0, a_0, r_0, s'_0), (s_1, a_1, r_1, s'_1), \ldots, (s_{|T_i|-1}, a_{|T_i|-1}, r_{|T_i|-1}, s'_{|T_i|-1})).
\]

For each \( i \in [N] \), by the definition of \( Q_{\text{est}}^*(s, a) \), we have \( \mathbb{E}[X_i] \geq \epsilon_{\text{est}} \) and thus \( \sum_{i=0}^{N-1} \mathbb{E}[X_i] \geq N \cdot \epsilon_{\text{est}} \). By Chernoff bound, with probability at most \( \delta_{\text{est}}/(6|S||A|) \),
\[
\sum_{i=0}^{N-1} X_i \leq 2N \cdot \epsilon_{\text{est}}/3.
\]

Hence, by union bound, with probability at least \( 1 - \delta_{\text{est}}/(3|S||A|) \),
\[
\sum_{i=0}^{N-1} X_i < N \cdot \epsilon_{\text{est}}/3.
\]
and
\[
\sum_{i=0}^{N-1} X_i > 2N \cdot \epsilon_{\text{est}}/3,
\]
in which case the \( \lfloor N \cdot \epsilon_{\text{est}}/2 \rfloor \)-th largest element in \( F_{s,a} \) is in \( [Q_{\text{est}}^*(s, a), Q_{\text{est}}^{\ast/4}(s, a)] \). We finish the proof by a union bound over all \((s, a) \in S \times A\).
In Lemma 5.4, we show that using the dataset \( D \) returned by Algorithm 1, and the estimates of quantiles returned by Algorithm 2, we can compute accurate estimates of the transition probabilities and rewards. The estimators used in Lemma 5.4 are the empirical estimators, with proper truncation if a list \( T_i \) contains too many samples (i.e., more than \( \overline{m}_{\text{est}}(s,a) \)). As will be made clear in the proof, such truncation is crucial for obtaining estimators with bounded variance.

**Lemma 5.4.** Suppose Algorithm 2 is invoked with the percentile set to be \( \epsilon_{\text{est}} \) and the failure probability set to be \( \delta \), and Algorithm 1 is invoked with \( N \geq 16/\epsilon_{\text{est}} \cdot \log(3|S||A|/\delta) \). Let \( \overline{m}_{\text{est}} : S \times A \rightarrow \mathbb{N} \) be the estimates returned by Algorithm 2. Let \( D \) be the dataset returned by Algorithm 1 where

\[
D = \left( \left( s_{i,t}, a_{i,t}, r_{i,t}, s'_{i,t} \right) \right)_{t=0}^{N-1}.
\]

For each \((s,a) \in S \times A\), for each \( i \in [N] \) and \( t \in [|S||A| \cdot |A|^2 \cdot H] \), define

\[
\text{Trunc}_{i,t}(s,a) = \left \lceil \sum_{t'=0}^{t-1} \mathbb{I} \left[ \left( s_{i,t'}, a_{i,t'} \right) = (s,a) \right] < \overline{m}_{\text{est}}(s,a) \right \rceil.
\]

For each \((s,a,s') \in S \times A \times S\), define

\[
m_D(s,a) = \sum_{i=0}^{N-1} \sum_{t=0}^{\left| S \right| \left| A \right| \left| A \right| \cdot H - 1} \mathbb{I} \left[ \left( s_{i,t}, a_{i,t} \right) = (s,a) \right] \cdot \text{Trunc}_{i,t}(s,a),
\]

\[
\hat{P}(s' | s,a) = \frac{\sum_{i=0}^{N-1} \sum_{t=0}^{\left| S \right| \left| A \right| \left| A \right| \cdot H - 1} \mathbb{I} \left[ \left( s_{i,t}, a_{i,t}, s'_{i,t} \right) = (s,a,s') \right] \cdot \text{Trunc}_{i,t}(s,a)}{\max \left\{ 1, m_D(s,a) \right\}},
\]

\[
\hat{R}(s,a) = \frac{\sum_{i=0}^{N-1} \sum_{t=0}^{\left| S \right| \left| A \right| \left| A \right| \cdot H - 1} \mathbb{I} \left[ \left( s_{i,t}, a_{i,t} \right) = (s,a) \right] \cdot r_{i,t} \cdot \text{Trunc}_{i,t}(s,a)}{\max \left\{ 1, m_D(s,a) \right\}},
\]

and

\[
\hat{\mu}(s) = \frac{\sum_{i=0}^{N-1} \mathbb{I}[s_0 = s]}{N}.
\]

Then with probability at least \( 1 - \delta \), for all \((s,a,s') \in S \times A \times S\) with \( Q^*_{\text{est}}(s,a) > 0 \), we have

\[
\left| \hat{P}(s' | s,a) - P(s' | s,a) \right| \leq \max \left\{ \frac{512 \log(18|S|^2|A|/\delta)}{\overline{m}_{\text{est}}(s,a) \cdot N \cdot \epsilon_{\text{est}}}, \frac{32 \sqrt{\hat{P}(s' | s,a) \cdot \log(18|S|^2|A|/\delta)}}{\overline{m}_{\text{est}}(s,a) \cdot N \cdot \epsilon_{\text{est}}} \right\},
\]

\[
\left| \hat{R}(s' | s,a) - \mathbb{E}[R(s,a)] \right| \leq 8 \sqrt{\mathbb{E} \left[ (R(s,a))^2 \right] \cdot \log(18|S|^2|A|/\delta)} + \frac{8 \log(18|S|^2|A|/\delta)}{Q^*_{\text{est}}(s,a) \cdot N \cdot \epsilon_{\text{est}}},
\]

and

\[
|\hat{\mu}(s) - \mu(s)| \leq \sqrt{\frac{\log(18|S|/\delta)}{N}}.
\]
Proof. Fix a state-action pair \((s, a) \in S \times A\) and \(s' \in S\). For each \(i \in [N]\) and \(t \in [|S||A| \cdot |A|^{2|S|} \cdot H]\), let \(\mathcal{F}_{i,t}\) be the filtration induced by

\[
\{(s_{i,t}', a_{i,t}', r_{i,t}', s_{i,t}')\}_{t'=0}^{t-1}.
\]

For each \(i \in [N]\) and \(t \in [|S||A| \cdot |A|^{2|S|} \cdot H]\), define

\[
X_{i,t} = (\mathbb{I}[(s_{i,t}, a_{i,t}, s_{i,t}') = (s, a, s')] - P(s' | s, a)\mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)]) \cdot \text{Trunc}_{i,t}(s, a)
\]

and

\[
Y_{i,t} = \mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)] \cdot (r_{i,t} - \mathbb{E}[R(s, a)]) \cdot \text{Trunc}_{i,t}(s, a).
\]

Clearly,

\[
\mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}, s_{i,t}') = (s, a, s')] \cdot \text{Trunc}_{i,t}(s, a) | \mathcal{F}_{i,t}]
= P(s' | s, a) \cdot \mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)] \cdot \text{Trunc}_{i,t}(s, a) | \mathcal{F}_{i,t}]
\]

and

\[
\mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)] \cdot r_{i,t} \cdot \text{Trunc}_{i,t}(s, a) | \mathcal{F}_{i,t}]
= \mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)] \cdot \mathbb{E}[R(s, a)] \cdot \text{Trunc}_{i,t}(s, a) | \mathcal{F}_{i,t}],
\]

which implies

\[
\mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}, s_{i,t}') = (s, a, s')] \cdot \text{Trunc}_{i,t}(s, a)]
= P(s' | s, a) \cdot \mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)] \cdot \text{Trunc}_{i,t}(s, a)],
\]

and

\[
\mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)] \cdot r_{i,t} \cdot \text{Trunc}_{i,t}(s, a)]
= \mathbb{E}[\mathbb{I}[(s_{i,t}, a_{i,t}) = (s, a)] \cdot \mathbb{E}[R(s, a)] \cdot \text{Trunc}_{i,t}(s, a)],
\]

and thus

\[
\mathbb{E}[X_{i,t}] = \mathbb{E}[Y_{i,t}] = 0.
\]

Moreover, for any \(i \in [N]\) and \(0 \leq t' < t < |S||A| \cdot |A|^{2|S|} \cdot H\), we have

\[
\mathbb{E}[X_{i,t'} \cdot X_{i,t}] = \mathbb{E}[\mathbb{E}[X_{i,t'} \cdot X_{i,t} | \mathcal{F}_{i,t}]] = \mathbb{E}[X_{i,t'} \cdot \mathbb{E}[X_{i,t} | \mathcal{F}_{i,t}]] = 0
\]

and

\[
\mathbb{E}[Y_{i,t'} \cdot Y_{i,t}] = \mathbb{E}[\mathbb{E}[Y_{i,t'} \cdot Y_{i,t} | \mathcal{F}_{i,t}]] = \mathbb{E}[Y_{i,t'} \cdot \mathbb{E}[Y_{i,t} | \mathcal{F}_{i,t}]] = 0.
\]

Note that for each \(i \in [N]\),

\[
\mathbb{E}\left[\left(\sum_{t=0}^{(|S||A|-|A|^{2|S|}) \cdot H-1} X_{i,t}\right)^2\right] = \sum_{t=0}^{(|S||A|-|A|^{2|S|}) \cdot H-1} \mathbb{E}\left[(X_{i,t})^2\right]
\]
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Furthermore, for each $i \in [N]$ and $t \in [|S||A| \cdot |A|^{2|S|} \cdot H]$,
\[
\mathbb{E} \left[ X_{i,t}^2 \right] \leq \mathbb{E} \left[ \mathbb{I} \left[ (s_{i,t}, a_{i,t}, s'_{i,t}) = (s, a, s') \right] \cdot \text{Trunc}_{i,t}(s, a) \right] + \mathbb{E} \left[ \left( P(s' | s, a) \right)^2 \cdot \mathbb{I} \left[ (s_{i,t}, a_{i,t}) = (s, a) \right] \cdot \text{Trunc}_{i,t}(s, a) \right] \\
\leq 2P(s' | s, a) \cdot \mathbb{E} \left[ \mathbb{I} \left[ (s_{i,t}, a_{i,t}) = (s, a) \right] \cdot \text{Trunc}_{i,t}(s, a) \right] 
\]
and
\[
\mathbb{E} \left[ Y_{i,t}^2 \right] \leq \mathbb{E} \left[ \mathbb{I} \left[ (s_{i,t}, a_{i,t}) = (s, a) \right] \cdot (r_{i,t} - \mathbb{E}[R(s, a)])^2 \cdot \text{Trunc}_{i,t}(s, a) \right] \\
\leq \mathbb{E} \left[ \mathbb{I} \left[ (s_{i,t}, a_{i,t}) = (s, a) \right] \cdot \mathbb{E} \left[ (R(s, a))^2 \right] \cdot \text{Trunc}_{i,t}(s, a) \right] .
\]
Since
\[
\sum_{t=0}^{(|S||A| \cdot |A|^{2|S|} \cdot H)-1} \mathbb{I} \left[ (s_{i,t}, a_{i,t}) = (s, a) \right] \cdot \text{Trunc}_{i,t}(s, a) \leq \overline{m}^{st}(s, a),
\]
we have
\[
\mathbb{E} \left[ \left( \sum_{t=0}^{(|S||A| \cdot |A|^{2|S|} \cdot H)-1} X_{i,t} \right)^2 \right] \leq 2P(s' | s, a) \cdot \overline{m}^{st}(s, a)
\]
and
\[
\mathbb{E} \left[ \left( \sum_{t=0}^{(|S||A| \cdot |A|^{2|S|} \cdot H)-1} Y_{i,t} \right)^2 \right] \leq \mathbb{E} \left[ \left( R(s, a) \right)^2 \right] \cdot \overline{m}^{st}(s, a).\]

Now, for each $i \in [N]$, define
\[
\mathcal{X}_i = \sum_{t=0}^{(|S||A| \cdot |A|^{2|S|} \cdot H)-1} X_{i,t}
\]
and
\[
\mathcal{Y}_i = \sum_{t=0}^{(|S||A| \cdot |A|^{2|S|} \cdot H)-1} Y_{i,t}.
\]
We have $\mathbb{E}[\mathcal{X}_i] = \mathbb{E}[\mathcal{Y}_i] = 0$,
\[
\mathbb{E}[\mathcal{X}_i^2] \leq 2P(s' | s, a) \cdot \overline{m}^{st}(s, a)
\]
and
\[
\mathbb{E}[\mathcal{Y}_i^2] \leq \mathbb{E} \left[ \left( R(s, a) \right)^2 \right] \cdot \overline{m}^{st}(s, a).
\]
Also note that
\[
\sum_{i=0}^{N-1} \mathcal{X}_i = \sum_{i=0}^{N-1} \sum_{t=0}^{(|S||A| \cdot |A|^{2|S|} \cdot H)-1} \mathbb{I} \left[ (s_{i,t}, a_{i,t}, s'_{i,t}) = (s, a, s') \right] \cdot \text{Trunc}_{i,t}(s, a) - P(s' | s, a) \cdot m_D(s, a)
\]
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Lemma and we have $t = 2\sqrt{\frac{\overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \mathbb{E}[P(s') | s,a)] \cdot \log(18|S|^2|A|/\delta) + \log(18|S|^2|A|/\delta)}{m_D(s,a)}}$

By Bernstein’s inequality,

$$\Pr \left[ \left| \sum_{i=0}^{N-1} X_i \right| \geq t \right] \leq 2\exp \left( \frac{-t^2}{2 \cdot \overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \mathbb{E}[P(s') | s,a)] + t/3 \right).$$

Thus, by setting $t = 2\sqrt{\frac{\overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \mathbb{E}[P(s') | s,a)] \cdot \log(18|S|^2|A|/\delta) + \log(18|S|^2|A|/\delta)}{m_D(s,a)}}$, we have

$$\Pr \left[ \left| \sum_{i=0}^{N-1} X_i \right| \geq \frac{t}{9|S|^2|A|} \right] \leq \frac{1}{\delta}.$$

By applying a union bound over all $(s,a,s') \in S \times A \times S$, with probability at least $1 - \delta/9$, for all $(s,a,s') \in S \times A \times S$,

$$\left| \hat{P}(s'|s,a) - P(s'|s,a) \right| \leq 2\sqrt{\frac{\overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \mathbb{E}[P(s') | s,a)] \cdot \log(18|S|^2|A|/\delta) + \log(18|S|^2|A|/\delta)}{m_D(s,a)}}$$

which we define to be event $\mathcal{E}_P$. Note that conditioned on $\mathcal{E}_P$ and the events in Lemma 5.3 and Lemma 5.2, we have

$$Q^\text{st}_{\epsilon} (s,a) \leq \overline{\text{m}^\text{st}}(s,a) \leq Q^\text{st}_{\epsilon/4} (s,a),$$

which implies

$$m_D(s,a) \geq N \cdot \epsilon/8 \cdot Q^\text{st}_{\epsilon/4} (s,a) \geq N \cdot \epsilon/8 \cdot \overline{\text{m}^\text{st}}(s,a) \geq N \cdot \epsilon/8 \cdot Q^\text{st}_{\epsilon} (s,a),$$

and thus

$$\left| \hat{P}(s'|s,a) - P(s'|s,a) \right| \leq 2\sqrt{\frac{P(s'|s,a) \cdots}{\overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \epsilon}} + 8\log(18|S|^2|A|/\delta) \overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \epsilon$$

for all $(s,a,s') \in S \times A \times S$.

When

$$P(s'|s,a) \leq \frac{1024 \log(18|S|^2|A|/\delta)}{\overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \epsilon},$$

we have

$$16\sqrt{\frac{P(s'|s,a) \cdots}{\overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \epsilon}} \leq \frac{512 \log(18|S|^2|A|/\delta)}{\overline{\text{m}^\text{st}}(s,a) \cdot N \cdot \epsilon},$$
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and therefore
\[ \left| \hat{P}(s' \mid s, a) - P(s' \mid s, a) \right| \leq \frac{512 \log(18|S|^2|A|/\delta)}{m_{st}(s, a) \cdot N \cdot \epsilon_{est}} \leq \frac{512 \log(18|S|^2|A|/\delta)}{Q_{est}^{st}(s, a) \cdot N \cdot \epsilon_{est}}. \]

When
\[ P(s' \mid s, a) = \frac{1024 \log(18|S|^2|A|/\delta)}{m_{st}(s, a) \cdot N \cdot \epsilon_{est}}, \]
we have
\[ \left| \hat{P}(s' \mid s, a) - P(s' \mid s, a) \right| \leq 16 \sqrt{\frac{P(s' \mid s, a) \cdot \log(18|S|^2|A|/\delta)}{m_{st}(s, a) \cdot N \cdot \epsilon_{est}}} \leq \frac{P(s' \mid s, a)}{2} \]
and thus
\[ P(s' \mid s, a)/2 \leq \hat{P}(s' \mid s, a) \leq 2P(s' \mid s, a), \]
which implies
\[ \left| \hat{P}(s' \mid s, a) - P(s' \mid s, a) \right| \leq 32 \sqrt{\frac{P(s' \mid s, a) \cdot \log(18|S|^2|A|/\delta)}{m_{st}(s, a) \cdot N \cdot \epsilon_{est}}} \leq \frac{P(s' \mid s, a) \cdot \log(18|S|^2|A|/\delta)}{Q_{est}^{st}(s, a) \cdot N \cdot \epsilon_{est}}. \]

Hence, conditioned on $E_P$ and the events in Lemma 5.3 and Lemma 5.2, for all $(s, a, s') \in S \times A \times S$,
\[ \left| \hat{P}(s' \mid s, a) - P(s' \mid s, a) \right| \leq \max \left\{ \frac{512 \log(18|S|^2|A|/\delta)}{m_{st}(s, a) \cdot N \cdot \epsilon_{est}}, 32 \sqrt{\frac{P(s' \mid s, a) \cdot \log(18|S|^2|A|/\delta)}{m_{st}(s, a) \cdot N \cdot \epsilon_{est}}} \right\} \leq \max \left\{ \frac{512 \log(18|S|^2|A|/\delta)}{Q_{est}^{st}(s, a) \cdot N \cdot \epsilon_{est}}, 64 \sqrt{\frac{P(s' \mid s, a) \cdot \log(18|S|^2|A|/\delta)}{Q_{est}^{st}(s, a) \cdot N \cdot \epsilon_{est}}} \right\}. \]

By Bernstein’s inequality,
\[ \Pr \left[ \sum_{i=0}^{N-1} Y_i \geq t \right] \leq 2 \exp \left( \frac{-t^2}{\mathbb{E} [(R(s, a))^2] \cdot m_{st}(s, a) \cdot N + t/3} \right). \]
Thus, by setting $t = 2 \sqrt{\mathbb{E} [(R(s, a))^2]} \cdot m_{st}(s, a) \cdot N \cdot \log(18|S||A|/\delta) + \log(18|S||A|/\delta)$, we have
\[ \Pr \left[ \sum_{i=0}^{N-1} Y_i \geq t \right] \leq \delta/(9|S||A|). \]

By applying a union bound over all $(s, a, s') \in S \times A$, with probability at least $1 - \delta/9$, for all $(s, a) \in S \times A$,
\[ \left| \hat{R}(s' \mid s, a) - \mathbb{E}[R(s, a)] \right| \leq 2 \sqrt{\mathbb{E} [(R(s, a))^2]} \cdot \frac{m_{st}(s, a) \cdot N \cdot \log(18|S||A|/\delta)}{m_D(s, a)} + \frac{\log(18|S||A|/\delta)}{m_D(s, a)}, \]
which we define to be event $E_R$. Note that conditioned on $E_R$ and the events in Lemma 5.3 and Lemma 5.2, we have
\[ \left| \hat{R}(s' \mid s, a) - \mathbb{E}[R(s, a)] \right| \leq 8 \sqrt{\frac{\mathbb{E} [(R(s, a))^2] \cdot \log(18|S||A|/\delta)}{Q_{est}^{st}(s, a) \cdot N \cdot \epsilon_{est}}} + \frac{8 \log(18|S||A|/\delta)}{Q_{est}^{st}(s, a) \cdot N \cdot \epsilon_{est}}. \]
Finally, for each \( s \in \mathcal{S} \), for each \( i \in [N] \), define
\[
Z_i = \mathbb{I}[s_{i,0} = s] - \mu(s).
\]
Note that
\[
\sum_{i=0}^{N-1} Z_i = \sum_{i=0}^{N-1} \mathbb{I}[s_{0,i} = s] - N \cdot \mu(s).
\]
Therefore, by Chernoff bound, with probability at least \( 1 - \delta/(9|S|) \) we have
\[
|\hat{\mu}(s) - \mu(s)| \leq \sqrt{\frac{\log(18|S|/\delta)}{N}}.
\]
Hence, with probability at least \( 1 - \delta/9 \), for all \( s \in \mathcal{S} \), we have
\[
|\hat{\mu}(s) - \mu(s)| \leq \sqrt{\frac{\log(18|S|/\delta)}{N}}
\]
which we define to be event \( \mathcal{E}_\mu \).

We finish the proof by applying a union bound over \( \mathcal{E}_P, \mathcal{E}_R, \mathcal{E}_\mu \) and the events in Lemma 5.3 and Lemma 5.2.

### 5.2 Perturbation Analysis

In this section, we establish a perturbation analysis on the value functions which is crucial for the analysis in the next section. We first recall a few basic facts.

**Fact 5.1.** Let \( |x| \leq 1/2 \) be a real number, we have
1. \( x - x^2 \leq \log(1 + x) \leq x \);
2. \( 1 + x \leq e^x \leq 1 + 2|x| \).

We now prove the following lemma using the above facts.

**Lemma 5.5.** Let \( \overline{m} \geq 1, \overline{n} \geq n \geq 1 \) be positive integers. Let \( \epsilon \in [0, 1/(8\overline{n})] \) be some real numbers. Let \( p \in [1/\overline{m}, 1]^n \) be a vector with \( \sum_{i=1}^n p_i \leq 1 \). Let \( \delta \in \mathbb{R}^n \) be a vector such that for each \( 1 \leq i \leq n \), \( |\delta_i| \leq \epsilon \sqrt{p_i/\overline{m}} \) and \( \sum_{i=1}^n \delta_i \leq \epsilon \overline{n}/\overline{m} \). For every \( m \in [0, \overline{m}] \) and every \( \Gamma \in \mathbb{R}^n \) such that \( |\Gamma_i| \in [-\sqrt{p_i/\overline{m}}, \sqrt{p_i/\overline{m}}] \) for all \( 1 \leq i \leq n \), we have
\[
(1 - 8\overline{n}\epsilon) \prod_{i=1}^n p_i^{p_i m + \Gamma_i} \leq \prod_{i=1}^n (p_i + \delta_i)^{p_i m + \Gamma_i} \leq (1 + 8\overline{n}\epsilon) \prod_{i=1}^n p_i^{p_i m + \Gamma_i}.
\]

**Proof.** Note that
\[
\prod_{i=1}^n (p_i + \delta_i)^{p_i m + \Gamma_i} = \prod_{i=1}^n (p_i)^{p_i m + \Gamma_i} \cdot F
\]
where
\[
F = \prod_{i=1}^n \left( 1 + \frac{\delta_i}{p_i} \right)^{p_i m + \Gamma_i}.
\]
Clearly, 
\[ \log F = \sum_{i=1}^{n} (p_i m + \Gamma_i) \log \left(1 + \frac{\delta_i}{p_i}\right). \]

By the choice of \( \delta \), we have 
\[ \left| \frac{\delta_i}{p_i} \right| \leq \epsilon \leq \frac{1}{2}. \]

Using Fact 5.1, for all \( 1 \leq i \leq n \), we have 
\[ \frac{\delta_i}{p_i} - \frac{\delta_i^2}{p_i^2} \leq \log \left(1 + \frac{\delta_i}{p_i}\right) \leq \frac{\delta_i}{p_i}. \]

Hence we, 
\[ |\log F| \leq \sum_{i=1}^{n} m \delta_i + \sum_{i=1}^{n} \left(\frac{\Gamma_i |\delta_i|}{p_i} + \frac{\Gamma_i |\delta_i|^2}{p_i^2} + m \delta_i^2 \right). \]

Note that \( |\sum_{i=1}^{n} m \delta_i| \leq \epsilon \bar{n}, |\Gamma_i| |\delta_i| \leq \epsilon p_i, |\Gamma_i| \delta_i^2 \leq \epsilon^2 p_i \cdot \epsilon \sqrt{p_i/m} \leq \epsilon^2 p_i^2, \) and \( m \delta_i^2 \leq \epsilon^2 p_i. \) We have, 
\[ |\log F| \leq \epsilon \bar{n} + \epsilon^2 n + \epsilon^2 n \leq 4\epsilon \bar{n}. \]

By the choice of \( \epsilon \), we have \( 4\epsilon \bar{n} \leq 1/2 \), and therefore 
\[ 1 - 8\epsilon \bar{n} \leq \exp(|\log F|) \leq 1 + 8\epsilon \bar{n}. \]

In the following lemma, we show that for any \((s, a, s') \in S \times A \times S\), with probability at least \(1 - \delta\), the number of times \((s, a, s')\) is visited can be upper bounded in terms of the \(\delta/2\)-quantile of the number of times \((s, a)\) is visited and \(P(s' | s, a)\).

**Lemma 5.6.** For a given MDP \(M\). Suppose a random trajectory 
\[ T = ((s_0, a_0, r_0), (s_1, a_1, r_1), \ldots, (s_{H-1}, a_{H-1}, r_{H-1}), s_H) \]
is obtained by executing a (possibly non-stationary) policy \(\pi\) in \(M\). For any \((s, a, s') \in S \times A \times S\), with probability at least \(1 - \delta\), we have 
\[ \sum_{h=0}^{H-1} \mathbb{I}[(s, a, s') = (s_h, a_h, s_{h+1})] \leq \frac{2Q_{\delta/2} \left(\sum_{h=0}^{H-1} \mathbb{I}[(s, a) = (s_h, a_h)]\right) + 4}{\delta} \cdot P(s' | s, a). \]

**Proof.** For each \(h \in [H]\), define 
\[ I_h = \left\{ \begin{array}{ll} 1 & h = 0 \\ \mathbb{I} \left[ \sum_{t=0}^{h-1} \mathbb{I}[(s_t, a_t) = (s, a)] \leq Q_{\delta/2} \left(\sum_{h=0}^{H-1} \mathbb{I}[(s_h, a_h) = (s, a)]\right) + 1 \right] & h > 0 \end{array} \right. \]
Let \( \mathcal{E}_1 \) be the event that for all \(h \in [H]\), \(I_h = 1\). By definition of \(Q_{\delta/2}\), we have \(\Pr[\mathcal{E}_1] \geq 1 - \delta/2\).
For each \( h \in [H] \), let \( \mathcal{F}_h \) be the filtration induced by \{ \((s_0, a_0, r_0), \ldots, (s_h, a_h, r_h)\)\}. For each \( h \in [H] \), define
\[
    X_h = \mathbb{I} \left[ (s, a, s') = (s_h, a_h, s_{h+1}) \right] \cdot I_h
\]
and
\[
    Y_h = \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \cdot I_h.
\]

When \( h = 0 \), we have
\[
    \mathbb{E}[X_h] = \mathbb{E}[\mathbb{I} \left[ (s, a) = (s_0, a_0) \right] \cdot P(s' | s, a)] = \mathbb{E}[Y_h] \cdot P(s' | s, a).
\]

When \( h \in [H] \setminus \{0\} \), we have
\[
    \mathbb{E}[X_h | \mathcal{F}_{h-1}] = \mathbb{E}[\mathbb{I} \left[ (s, a, s') = (s_h, a_h, s_{h+1}) \right] \cdot I_h | \mathcal{F}_{h-1}] = \mathbb{E}[\mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \cdot I_h | \mathcal{F}_{h-1}] \cdot P(s' | s, a),
\]
which implies
\[
    \mathbb{E}[X_h] = \mathbb{E}[\mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \cdot I_h] \cdot P(s' | s, a) = \mathbb{E}[Y_h] \cdot P(s' | s, a).
\]

Note that
\[
    \sum_{h=0}^{H-1} Y_h \leq Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right) + 2,
\]
which implies
\[
    \mathbb{E} \left[ \sum_{h=0}^{H-1} X_h \right] \leq \left( Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right) + 2 \right) \cdot P(s' | s, a).
\]

By Markov’s inequality, with probability at least \( 1 - \delta/2 \),
\[
    \sum_{h=0}^{H-1} X_h \leq \frac{2Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right) + 4}{\delta} \cdot P(s' | s, a).
\]

which we denote as event \( \mathcal{E}_2 \).

Conditioned on \( \mathcal{E}_1 \cap \mathcal{E}_2 \) which happens with probability \( 1 - \delta \), we have
\[
    \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a, s') = (s_h, a_h, s_{h+1}) \right] = \sum_{h=0}^{H-1} X_h \leq \frac{2Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right) + 4}{\delta} \cdot P(s' | s, a).
\]

\[\square\]

In the following lemma, we show that for any \((s, a, s') \in S \times A \times S\), the number of times \((s, a, s')\) is visited should be close to the number of times \((s, a)\) is visited times \( P(s' | s, a) \).
Lemma 5.7. For a given MDP $M$. Suppose a random trajectory

$$T = ((s_0, a_0, r_0), (s_1, a_1, r_1), \ldots, (s_{H-1}, a_{H-1}, r_{H-1}), s_H)$$

is obtained by executing a policy $\pi$ in $M$. For any $(s, a, s') \in S \times A \times S$, with probability at least $1 - \delta$, we have

$$\left| \sum_{h=0}^{H-1} \mathbb{I}[(s, a, s') = (s_t, a_t, s_{t+1})] - P(s' \mid s, a) \cdot \sum_{h=0}^{H-1} \mathbb{I}[(s, a) = (s_t, a_t)] \right| \leq \frac{4Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I}[(s, a) = (s_t, a_t)] \right) + 8}{\delta} \cdot P(s' \mid s, a).$$

Proof. For each $h \in [H]$, define

$$I_h = \begin{cases} 1 & h = 0 \\ \mathbb{I} \left[ \sum_{t=0}^{h-1} \mathbb{I}[(s, a) = (s_t, a_t)] \leq Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I}[(s, a) = (s_h, a_h)] \right) + 1 \right] & h > 0. \end{cases}$$

Let $E_1$ be the event that for all $h \in [H]$, $I_h = 1$. By definition of $Q_{\delta/2}$, we have $\Pr[E_1] \geq 1 - \delta/2$.

For each $h \in [H]$, let $F_h$ be the filtration induced by $\{(s_0, a_0, r_0), \ldots, (s_h, a_h, r_h)\}$. For each $h \in [H]$, define

$$X_h = \mathbb{I}[(s, a, s') = (s_h, a_h, s_{h+1})] \cdot I_h - P(s' \mid s, a) \mathbb{I}[(s, a) = (s_h, a_h)] \cdot I_h.$$ 

As we have shown in the proof of Lemma 5.6, for each $h \in [H]$, $\mathbb{E}[X_h] = 0$. Moreover, for any $0 \leq h' < h \leq H - 1$, we have

$$\mathbb{E}[X_h X_{h'}] = \mathbb{E}[\mathbb{E}[X_h X_{h'} | F_{h-1}]] = \mathbb{E}[X_h \mathbb{E}[X_{h'} | F_{h-1}]] = 0.$$

Therefore,

$$\mathbb{E} \left[ \left( \sum_{h=0}^{H-1} X_h \right)^2 \right] = \mathbb{E} \left[ \sum_{h=0}^{H-1} X^2_h \right].$$

Note that for each $h \in [H]$,

$$X^2_h = (\mathbb{I}[(s, a, s') = (s_h, a_h, s_{h+1})] \cdot I_h - P(s' \mid s, a) \mathbb{I}[(s, a) = (s_h, a_h)] \cdot I_h)^2$$

$$\leq I_h \cdot \left( \mathbb{I}[(s, a, s') = (s_h, a_h, s_{h+1})] + (P(s' \mid s, a))^2 \cdot \mathbb{I}[(s, a) = (s_h, a_h)] \right).$$

As we have shown in the proof of Lemma 5.6, for each $h \in [H]$,

$$\mathbb{E}[I_h \cdot \mathbb{I}[(s, a, s') = (s_h, a_h, s_{h+1})]] = \mathbb{E}[I_h \cdot \mathbb{I}[(s, a) = (s_h, a_h)] \cdot P(s' \mid s, a),$$
which implies
\[
\mathbb{E} \left[ \left( \sum_{h=0}^{H-1} X_h \right)^2 \right] = \mathbb{E} \left[ \sum_{h=0}^{H-1} X_h^2 \right] \\
\leq \sum_{h=0}^{H-1} \mathbb{E} \left[ I_h \cdot \left( \mathbb{I} \left[ (s, a, s') = (s_h, a_h, s_{h+1}) \right] + (P(s' | s, a))^2 \cdot \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right) \right] \\
\leq 2P(s' | s, a) \cdot \sum_{h=0}^{H-1} \mathbb{E} \left[ I_h \cdot \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right] \\
\leq 2P(s' | s, a) \cdot \left( Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right) + 2 \right).
\]

By Chebyshev’s inequality, we have with probability at least \(1 - \delta/2\),
\[
\left| \sum_{h=0}^{H-1} X_h \right| \leq \sqrt{\frac{4Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_h, a_h) \right] \right) + 8}{\delta}} \cdot P(s' | s, a).
\]
which we denote as event \(\mathcal{E}_2\).

Conditioned on \(\mathcal{E}_1 \cap \mathcal{E}_2\) which happens with probability \(1 - \delta\), we have
\[
\left| \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a, s') = (s_t, a_t, s_{t+1}) \right] - P(s' | s, a) \cdot \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_t, a_t) \right] \right| \\
\leq \sqrt{\frac{4Q_{\delta/2} \left( \sum_{h=0}^{H-1} \mathbb{I} \left[ (s, a) = (s_t, a_t) \right] \right) + 8}{\delta}} \cdot P(s' | s, a).
\]

□

Using Lemma 5.5, Lemma 5.6 and Lemma 5.7, we now present the main result in this section, which shows that for two MDPs \(M\) and \(\hat{M}\) that are close enough in terms of rewards and transition probabilities, for any policy \(\pi\), its value in \(\hat{M}\) should be lower bounded by that in \(M\) up to an error of \(\epsilon\).

**Lemma 5.8.** Let \(M = (S, A, P, R, H, \mu)\) be an MDP and \(\pi\) be a policy. Let \(0 < \epsilon \leq 1/2\) be a parameter. For each \((s, a) \in S \times A\), define \(\overline{m}(s, a) := Q_{\epsilon/(|S||A|)}^\pi (s, a)\). Let \(\hat{M} = (S, A, \hat{P}, \hat{R}, H, \hat{\mu})\) be another MDP. If for all \((s, a, s') \in S \times A \times S\) with \(\overline{m}(s, a) \geq 1\), we have
\[
|\hat{P}(s' | s, a) - P(s' | s, a)| \leq \frac{\epsilon}{96|S|^2|A|} \cdot \max \left\{ \sqrt{\frac{\epsilon P(s' | s, a)}{72 \cdot \overline{m}(s, a) \cdot |S||A|}}, \frac{\epsilon}{72 \cdot \overline{m}(s, a) \cdot |S||A|} \right\},
\]
\[
|\mathbb{E}[\hat{R}|s, a] - \mathbb{E}[R|s, a]| \leq \frac{\epsilon}{24|S||A|} \cdot \max \left\{ \sqrt{\frac{\mathbb{E}[(R(s, a))^2]}{\overline{m}(s, a) \cdot |S||A|}}, \frac{1}{\overline{m}(s, a)} \right\}
\]
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and

\[ |\mu(s) - \tilde{\mu}(s)| \leq \epsilon/(6|\mathcal{S}|), \]

then

\[ V^\pi_{M,H} \geq V^\pi_{M,H} - \epsilon. \]

**Proof.** Define \( \mathcal{T} = (\mathcal{S} \times \mathcal{A})^H \times \mathcal{S} \) be set of all possible trajectories, where for each \( T \in \mathcal{T} \), \( T \) has the form

\[ ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H). \]

For a trajectory \( T \in \mathcal{T} \), for each \((s, a, s') \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}\), we write

\[ m_T(s, a) = \sum_{h=0}^{H-1} \mathbb{I}[(s_h, a_h) = (s, a)] \]

as the number times \((s, a)\) is visited and

\[ m_T(s, a, s') = \sum_{h=0}^{H-1} \mathbb{I}[(s_h, a_h, s_{h+1}) = (s, a, s')] \]

as the number of times \((s, a, s')\) is visited. We say a trajectory

\[ T = ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H) \in \mathcal{T} \]

is *compatible* with a (possibly non-stationary) policy \( \pi \) if for all \( h \in [H] \),

\[ a_h = \pi_h(s_h). \]

For a (possibly non-stationary) policy \( \pi \), we use \( \mathcal{T}^\pi \subseteq \mathcal{T} \) to denote the set of all trajectories that are compatible with \( \pi \).

For an MDP \( M = (\mathcal{S}, \mathcal{A}, P, R, H, \mu) \) and a (possibly non-stationary) policy \( \pi \), for a trajectory \( T \) that is compatible with \( \pi \), we write

\[ p(T, M, \pi) = \mu(s_0) \cdot \prod_{h=0}^{H-1} P(s_{h+1} | s_h, a_h) = \mu(s_0) \cdot \prod_{(s, a, s') \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}} P(s' | s, a)^{m_T(s, a, s')} \]

to be the probability of \( T \) when executing \( \pi \) in \( M \). Here we assume \( 0^0 = 1 \).

Using these definitions, we have

\[ V^\pi_{M,H} = \sum_{T \in \mathcal{T}^\pi} p(T, M, \pi) \cdot \left( \sum_{(s, a) \in \mathcal{S} \times \mathcal{A}} m_T(s, a) \cdot \mathbb{E}[R(s, a)] \right). \]

Note that for any trajectory \( T = ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H) \in \mathcal{T}^\pi \), if \( p(T, M, \pi) > 0 \), by Assumption 2.1,

\[ \sum_{(s, a) \in \mathcal{S} \times \mathcal{A}} m_T(s, a) \cdot \mathbb{E}[R(s, a)] \leq 1. \]
We define $T_1^\pi \subseteq \mathcal{T}^\pi$ be the set of trajectories that for each $T \in T_1^\pi$, for each $(s, a) \in S \times A$,

$$m_T(s, a) \leq \overline{m}(s, a).$$

By a union bound over all $(s, a) \in S \times A$, we have

$$\sum_{T \in \mathcal{T}^\pi \setminus T_1^\pi} p(T, M, \pi) \leq \epsilon/6.$$

We also define $T_2^\pi \subseteq \mathcal{T}^\pi$ be the set of trajectories that for each $T \in T_2^\pi$, for each $(s, a, s') \in S \times A \times S$,

$$|m_T(s, a, s') - m_T(s, a) \cdot P(s' | s, a)| \leq \sqrt{\frac{6P(s' | s, a)(4\overline{m}(s, a) + 8)|S||A|}{\epsilon}}.$$

By Lemma 5.7 and a union bound over all $(s, a) \in S \times A$, we have

$$\sum_{T \in \mathcal{T}^\pi \setminus T_2^\pi} p(T, M, \pi) \leq \epsilon/6.$$

Finally, we define $T_3^\pi \subseteq \mathcal{T}^\pi$ be the set of trajectories such that for each $T \in T_3^\pi$, for each $(s, a, s') \in S \times A \times S$,

$$m_T(s, a, s') \leq \frac{6|S||A|(2\overline{m}(s, a) + 4)}{\epsilon} \cdot P(s' | s, a).$$

By Lemma 5.6 and a union bound over all $(s, a) \in S \times A$, we have

$$\sum_{T \in \mathcal{T}^\pi \setminus T_3^\pi} p(T, M, \pi) \leq \epsilon/6.$$

Thus, by defining $T_{\text{pruned}}^\pi = T_1^\pi \cap T_2^\pi \cap T_3^\pi$, we have

$$\sum_{T \in T_{\text{pruned}}^\pi} p(T, M, \pi) \cdot \left( \sum_{(s, a) \in S \times A} m_T(s, a) \cdot \mathbb{E}[R(s, a)] \right) \geq V_{M, H}^\pi - \epsilon/2.$$

Note that for each $T \in T_{\text{pruned}}^\pi$ with

$$T = ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H),$$

for each state-action $(s, a) \in S \times A$, we must have $m_T(s, a) \leq \overline{m}(s, a)$. This is because $T \in T_1^\pi$. Moreover, for any $(s, a, s') \in S \times A \times S$, if $m_T(s, a, s') \geq 1$, then

$$P(s' | s, a) \geq \frac{\epsilon}{36|S||A||\overline{m}(s, a)|}.$$

This is because $T \in T_3^\pi$, and if

$$P(s' | s, a) < \frac{\epsilon}{36|S||A||\overline{m}(s, a)|},$$
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then
\[ m_T(s, a, s') \leq \frac{6|S||A|\left(2\overline{m}(s, a) + 4\right)}{\epsilon} \cdot P(s'|s, a) \leq \frac{36|S||A|\overline{m}(s, a)}{\epsilon} \cdot P(s'|s, a) < 1. \]

For each \((s, a) \in S \times A\), define
\[ S_{s,a} = \left\{ s' \in S \mid P(s'|s, a) \geq \frac{\epsilon}{36|S||A|} \right\}. \]

Therefore, for each \((s, a) \in S \times A\),
\[ \prod_{s' \in S} P(s'|s, a)^{m_T(s, a, s')} = \prod_{s' \in S_{s,a}} P(s'|s, a)^{m_T(s, a, s')} \]
and
\[ \prod_{s' \in S} \hat{P}(s'|s, a)^{m_T(s, a, s')} = \prod_{s' \in S_{s,a}} \hat{P}(s'|s, a)^{m_T(s, a, s')} \]
with
\[ |m_T(s, a, s') - m_T(s, a) \cdot P(s'|s, a)| \leq \sqrt{\frac{6P(s'|s, a)(4\overline{m}(s, a) + 8)|S||A|}{\epsilon}} \]
\[ \leq \sqrt{\frac{72P(s'|s, a)\overline{m}(s, a)|S||A|}{\epsilon}}. \]

Note that \(\sum_{s' \in S} \hat{P}(s'|s, a) - P(s'|s, a) = 0\), which implies
\[ \left| \sum_{s' \in S_{s,a}} \hat{P}(s'|s, a) - P(s'|s, a) \right| = \left| \sum_{s' \in S_{s,a}} P(s'|s, a) - \hat{P}(s'|s, a) \right| \leq \frac{\epsilon}{96|S||A|} \cdot \frac{\epsilon}{72 \cdot \overline{m}(s, a) \cdot |S||A|}. \]

By applying Lemma 5.5 and setting \(\bar{n}\) to be \(|S|\), \(n\) to be \(|S_{s,a}|\), \(\epsilon\) to be \(\epsilon/(96|S|^2|A|)\), and \(\overline{m}\) to be \(72 \cdot \overline{m}(s, a) \cdot |S||A|/\epsilon\), we have
\[ \prod_{s' \in S_{s,a}} \hat{P}(s'|s, a)^{m_T(s, a, s')} \geq \left(1 - \frac{\epsilon}{12|S||A|}\right) \prod_{s' \in S_{s,a}} P(s'|s, a)^{m_T(s, a, s')} \]

Therefore,
\[ \prod_{(s, a) \in S \times A} \prod_{s' \in S} \hat{P}(s'|s, a)^{m_T(s, a, s')} \geq \left(1 - \frac{\epsilon}{12|S||A|}\right)^{|S||A|} \prod_{(s, a) \in S \times A} \prod_{s' \in S} P(s'|s, a)^{m_T(s, a, s')}, \]
which implies
\[ \prod_{(s, a) \in S \times A} \prod_{s' \in S} \hat{P}(s'|s, a)^{m_T(s, a, s')} \geq (1 - \epsilon/6) \prod_{(s, a) \in S \times A} \prod_{s' \in S} P(s'|s, a)^{m_T(s, a, s')}. \]
For the summation of rewards, we have
\[
\sum_{(s,a) \in S \times A} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right|
\]
\[
= \sum_{(s,a) \in S \times A \mid m_T(s,a)=1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right|
\]
\[+
\sum_{(s,a) \in S \times A \mid m_T(s,a)>1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right|.
\]
For those \((s, a) \in S \times A\) with \(m_T(s,a) > 1\), we have \(\overline{m}(s,a) > 1\). By Lemma 2.1, we have
\[
\left| \mathbb{E}[\hat{R}(s,a)] - \mathbb{E}[R(s,a)] \right| 
\leq \frac{\epsilon}{24|S|A} \cdot \max \left\{ \sqrt{\frac{\mathbb{E}[(R(s,a))^2]}{\overline{m}(s,a)}}, \frac{1}{\overline{m}(s,a)} \right\} 
\leq \max \left\{ \frac{\epsilon}{12H}, \frac{\epsilon}{24|S|A\overline{m}(s,a)} \right\}.
\]
Since \(\sum_{(s,a) \in S \times A} m_T(s,a) \leq H\) and \(m_T(s,a) \leq \overline{m}(s,a)\), we have
\[
\sum_{(s,a) \in S \times A \mid m_T(s,a)>1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right| \leq \frac{\epsilon}{8}.
\]
For those \((s, a) \in S \times A\) with \(m_T(s,a) = 1\), we have
\[
\sum_{(s,a) \in S \times A \mid m_T(s,a)=1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right| \leq \frac{\epsilon}{24}.
\]
Thus,
\[
\sum_{(s,a) \in S \times A} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right| \leq \frac{\epsilon}{6}.
\]
For each \(T \in T_{\text{pruned}}^\pi\) with
\[
T = ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H),
\]
we have
\[
p(T, \widehat{M}, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[\hat{R}(s,a)] \right)
\]
\[
= \widehat{\mu}(s_0) \cdot \prod_{(s,a) \in S \times A} \prod_{s' \in S} \hat{P}(s' \mid s, a)^{m_T(s,a,s')} \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[\hat{R}(s,a)] \right)
\]
\[
\geq (\mu(s_0) - \epsilon/(6|S|)) \cdot (1 - \epsilon/6) \prod_{(s,a) \in S \times A} \prod_{s' \in S} P(s' \mid s, a)^{m_T(s,a,s')} \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[R(s,a)] - \epsilon/6 \right).
\]
Since
\[
\sum_{T \in T_{\text{pruned}}^\pi} p(T, M, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[R(s,a)] \right) \geq V_{M,H}^\pi - \epsilon/2,
\]
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we have
\[ V_{M,H}^\pi \geq \sum_{T \in T^*_{\text{pruned}}} p(T, \hat{M}, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[\hat{R}(s,a)] \right) \geq V_{M,H}^\pi - \epsilon. \]

Now we show that for two MDPs \( M \) and \( \hat{M} \) with the same transition probabilities and close enough rewards, for any policy \( \pi \), its value in \( \hat{M} \) should be upper bounded by that in \( M \) up to an error of \( \epsilon \).

**Lemma 5.9.** Let \( M = (S,A,P,R,H,\mu) \) be an MDP and \( \pi \) be a policy. Let \( \epsilon < \epsilon \leq 1/2 \) be a parameter. For each \( (s,a) \in S \times A \), define \( \overline{m}(s,a) = Q_{\epsilon/(12|S||A|)}(s,a) \). Let \( \hat{M} = (S,A,P,\hat{R},H,\mu) \) be another MDP. If for all \( (s,a) \in S \times A \) with \( m_T(s,a) \geq 1 \), we have
\[
\left| \mathbb{E}[\hat{R}|s,a] - \mathbb{E}[R|s,a] \right| \leq \frac{\epsilon}{24|S||A|} \cdot \max \left\{ \sqrt{\frac{\mathbb{E}[(R(s,a))^2]}{\overline{m}(s,a)}}, \frac{1}{\overline{m}(s,a)} \right\},
\]
then
\[ V_{\hat{M},H}^\pi \leq V_{M,H}^\pi + \epsilon. \]

**Proof.** We adopt the same notations as in the proof of Lemma 5.8. Recall that
\[ V_{M,H}^\pi = \sum_{T \in T^*} p(T, M, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[R(s,a)] \right). \]
and
\[ \sum_{T \in T^* \setminus T^*_{\pi}} p(T, M, \pi) \leq \epsilon/6. \]

As in the proof of Lemma 5.8, for the summation of rewards, we have
\[
\sum_{(s,a) \in S \times A} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right|
= \sum_{(s,a) \in S \times A | m_T(s,a) = 1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right|
+ \sum_{(s,a) \in S \times A | m_T(s,a) > 1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right|.
\]

For each \( T \in T^*_{\pi} \), for each \( (s,a) \in S \times A \), we must have \( m_T(s,a) \leq \overline{m}(s,a) \). Therefore, for those \( (s,a) \in S \times A \) with \( m_T(s,a) > 1 \), by Lemma 2.1, we have
\[
\left| \mathbb{E}[\hat{R}(s,a)] - \mathbb{E}[R(s,a)] \right| \
\leq \frac{\epsilon}{24|S||A|} \cdot \max \left\{ \sqrt{\frac{\mathbb{E}[(R(s,a))^2]}{\overline{m}(s,a)}}, \frac{1}{\overline{m}(s,a)} \right\} \leq \max \left\{ \frac{\epsilon}{12H}, \frac{\epsilon}{24|S||A|\overline{m}(s,a)} \right\}.
\]
Since \( \sum_{(s,a) \in S \times A} m_T(s,a) \leq H \) and \( m_T(s,a) \leq \overline{m}(s,a) \), we have
\[
\sum_{(s,a) \in S \times A | m_T(s,a) > 1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right| \leq \frac{\epsilon}{8}.
\]

For those \((s,a) \in S \times A\) with \( m_T(s,a) = 1 \), we have
\[
\sum_{(s,a) \in S \times A | m_T(s,a) = 1} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right| \leq \frac{\epsilon}{24}.
\]
Thus,
\[
\sum_{(s,a) \in S \times A} m_T(s,a) \cdot \left| \mathbb{E}[R(s,a)] - \mathbb{E}[\hat{R}(s,a)] \right| \leq \frac{\epsilon}{6}.
\]

Hence,
\[
V_{M,\mu}^\pi \leq \sum_{T \in T^* \setminus \hat{T}^*} \mathcal{P}(T,M,\pi) + \sum_{T \in \hat{T}^*} \mathcal{P}(T,M,\pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[\hat{R}(s,a)] \right) \\
\leq \frac{\epsilon}{6} + \sum_{T \in \hat{T}^*} \mathcal{P}(T,M,\pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[R(s,a)] + \epsilon/6 \right) \\
\leq V_{M,\mu}^\pi + \epsilon.
\]

5.3 Pessimistic Planning

We now present our final algorithm in the RL setting. The formal description is provided in Algorithm 3. In our algorithm, we first invoke Algorithm 1 to collect a dataset \( D \) and then invoke Algorithm 2 to estimate \( Q_{\pi}^{\varepsilon}(s,a) \) for some properly chosen \( \varepsilon \). We then use the estimators in Lemma 5.4 to define \( \hat{P}, \hat{R} \) and \( \hat{\mu} \). Note that Lemma 5.4 not only provides an estimator but also provides a computable confidence interval for \( \hat{P} \) and \( \hat{\mu} \), which we also utilize in our algorithm.

At this point, a natural idea is to find the optimal policy with respect to the MDP \( \hat{M} \) defined by \( \hat{P}, \hat{R} \) and \( \hat{\mu} \). However, our Lemma 5.8 only provides a lower bound guarantee for \( V_{M,H}^\pi \) without any upper bound guarantee. We resolve this issue by pessimistic planning. More specifically, for any policy \( \pi \), we define its pessimistic value to be
\[
\underline{V}^\pi = \min_{M \in \mathcal{M}} V_{M,H}^\pi
\]
where \( \mathcal{M} \) includes all MDPs whose transition probabilities are within the confidence interval provided in Lemma 5.4. We simply return the policy \( \pi \) that maximizes \( \underline{V}^\pi \). Since the true MDP lies in \( \mathcal{M} \), \( \underline{V}^\pi \) is never an overestimate. On the other hand, Lemma 5.8 guarantees that \( \underline{V}^\pi \) is also lower bounded by \( V_{M,H}^\pi \) up to an error of \( \epsilon \). Therefore, \( \underline{V}^\pi \) provides an accurate estimate to the true value of \( \pi \). However, note that Lemma 5.4 does not provide a computable confidence interval for the rewards. Fortunately, as we have shown in Lemma 5.9, perturbation on the rewards will not significantly increase the value of the policy and thus the estimate is still accurate.

We now present the formal analysis for our algorithm.
Algorithm 3 Pessimistic Planning

1: **Input:** desired accuracy \( \epsilon \), failure probability \( \delta \)
2: **Output:** An \( \epsilon \)-optimal policy \( \pi \)
3: Invoke Algorithm 1 with
   \[
   N = 2^{66} \cdot (|S| + 1)^{24(|S|+1)} \cdot \log(18|S|^2|A|/\delta) \cdot |S|^7|A|^5/\epsilon^5
   \]
   and receive
   \[
   D = \left( \left( (s_{i,t}, a_{i,t}, r_{i,t}, s'_{i,t}) \right)_{t=0}^{[S]|A|^2|S|-H-1} \right)_{i=0}^{N-1}
   \]
4: Invoke Algorithm 2 with
   \[
   \epsilon_{\text{est}} = \frac{\epsilon}{32768 \cdot |S||A|(|S| + 1)^{12(|S|+1)}}
   \]
   and \( \delta = \delta \), and receive estimates \( \tilde{\pi} : S \times A \rightarrow \mathbb{N} \)
5: For each \((s, a) \in S \times A\), for each \(i \in [N]\) and \(t \in [|S||A| \cdot |A|^2|S| \cdot H]\), define
   \[
   \text{Trunc}_{i,t}(s, a) = \mathbb{I} \left[ \sum_{\nu=0}^{t-1} \mathbb{I} \left[ (s_{i,\nu}, a_{i,\nu}) = (s, a) \right] < m_{\text{est}}(s, a) \right]
   \]
6: For each \((s, a, s') \in S \times A \times S\), define
   \[
   m_D(s, a) = \sum_{i=0}^{N-1} \sum_{t=0}^{[S]|A|^2|S|-H-1} \mathbb{I} \left[ (s_{i,t}, a_{i,t}) = (s, a) \right] \cdot \text{Trunc}_{i,t}(s, a),
   \]
   \[
   \hat{P}(s' | s, a) = \frac{\sum_{i=0}^{N-1} \sum_{t=0}^{[S]|A|^2|S|-H-1} \mathbb{I} \left[ (s_{i,t}, a_{i,t}, s'_{i,t}) = (s, a, s') \right] \cdot \text{Trunc}_{i,t}(s, a)}{\max \{1, m_D(s, a)\}},
   \]
   \[
   \hat{R}(s, a) = \frac{\sum_{i=0}^{N-1} \sum_{t=0}^{[S]|A|^2|S|-H-1} r_{i,t} \cdot \text{Trunc}_{i,t}(s, a)}{\max \{1, m_D(s, a)\}}
   \]
   and
   \[
   \tilde{\mu}(s) = \frac{\sum_{i=0}^{N-1} \mathbb{I} [s_0 = s]}{N}
   \]
7: Define \( \mathcal{M} \) to be a set of MDPs where for each \( M = (S, A, \tilde{P}, \tilde{R}, H, \tilde{\mu}) \in \mathcal{M}, \)
   \[
   \left| \hat{P}(s' | s, a) - \tilde{P}(s' | s, a) \right| \leq \max \left\{ \frac{512 \log(18|S|^2|A|/\delta)}{m^2(s, a) \cdot N \cdot \epsilon_{\text{est}}}, 32 \sqrt{\frac{\hat{P}(s' | s, a) \cdot \log(18|S|^2|A|/\delta)}{m^2(s, a) \cdot N \cdot \epsilon_{\text{est}}}} \right\}
   \]
   and
   \[
   \left| \tilde{\mu}(s) - \bar{\mu}(s) \right| \leq \sqrt{\frac{\log(18|S|/\delta)}{N}}
   \]
   for all \((s, a, s') \in S \times A \times S\)
8: For each (possibly non-stationary) policy \( \pi \), define \( V_{\pi} = \min_{M \in \mathcal{M}} V_{\pi, M, H} \)
9: **return** \( \text{argmax}_\pi V_{\pi} \)
Theorem 5.10. With probability at least $1 - \delta$, for any (possibly non-stationary) policy $\pi$,

$$|V^\pi - V^\pi_{M,H}| \leq \epsilon/2$$

where $V^\pi$ is defined in Line 8 of Algorithm 3. Moreover, Algorithm 3 samples at most

$$2^{66} \cdot (|S| + 1)^{24(|S|+1)} \cdot |A|^{2|S|} \cdot \log(12|S|^{2}|A|/\delta) \cdot |S|^{8}|A|^{6}/\epsilon^5.$$ trajectories.

Proof. By Lemma 5.4, with probability at least $1 - \delta$, for all $(s, a, s') \in S \times A \times S$, we have

$$|\hat{P}(s' \mid s, a) - P(s' \mid s, a)| \leq \max \left\{ \frac{512 \log(18|S|^2 |A|/\delta)}{Q_{\text{est}}^\ast (s, a) \cdot N \cdot \epsilon_{\text{est}}}, 32 \sqrt{\frac{\hat{P}(s' \mid s, a) \cdot \log(18|S|^2 |A|/\delta)}{Q_{\text{est}}^\ast (s, a) \cdot N \cdot \epsilon_{\text{est}}}} \right\},$$

$$|\hat{R}(s' \mid s, a) - E[R(s, a)]| \leq 8 \sqrt{\frac{E [(R(s, a))^2] \cdot \log(18|S|^2 |A|/\delta)}{Q_{\text{est}}^\ast (s, a) \cdot N \cdot \epsilon_{\text{est}}}} + 8 \log(18|S|^2 |A|/\delta) \cdot \frac{Q_{\text{est}}^\ast (s, a) \cdot N \cdot \epsilon_{\text{est}}}{Q_{\text{est}}^\ast (s, a) \cdot N \cdot \epsilon_{\text{est}}},$$

and

$$|\hat{\mu}(s) - \mu(s)| \leq \sqrt{\frac{\log(18|S|/\delta)}{N}}.$$ In the remaining part of the analysis, we condition on the above event.

by Lemma 5.1, for any (possibly non-stationary) policy $\pi$,

$$Q_{\text{est}}^\ast (s, a) \geq \frac{1}{4096} \cdot |S|^{12|S|} \cdot \epsilon/(24|S||A|) \cdot Q^\pi_{\epsilon/(24|S||A|)}(s, a).$$

Let $M = (S, A, P, R, H, \mu)$ be the true MDP. By Lemma 5.8, for any (possibly non-stationary) policy $\pi$, for any $M \in M$, we have

$$V^\pi_{M, H} \geq V^\pi_{M,H} - \epsilon/2.$$ Moreover, $M' = (S, A, P, \hat{R}, H, \mu) \in M$. Therefore, by Lemma 5.9,

$$V^\pi_{M', H} \leq V^\pi_{M,H} + \epsilon/2.$$ Consequently,

$$|V^\pi - V^\pi_{M,H}| \leq \epsilon/2.$$ Finally, the algorithm samples at most

$$(N + \lceil 300 \log(6|S||A|/\epsilon_{\text{est}}) \rceil) \times |S| \times |A| \times |A|^{2|S|} \leq 2^{66} \cdot (|S| + 1)^{24(|S|+1)} \cdot |A|^{2|S|} \cdot \log(18|S|^2 |A|/\delta) \cdot |S|^{8}|A|^{6}/\epsilon^5.$$ trajectories. □
Theorem 5.10 immediately implies the following corollary.

**Corollary 5.11.** Algorithm 3 returns a policy \( \pi \) such that

\[
V_{M,H}^\pi \geq V_{M,H}^{\pi^*} - \epsilon
\]

with probability at least \( 1 - \delta \). Moreover, the algorithm samples at most

\[
2^{66} \cdot (|S| + 1)^{24(|S| + 1)} \cdot |A|^{2|S|} \cdot \log(12|S|^2|A|/\delta) \cdot |S|^8|A|^6/\epsilon^5.
\]

trajectories.

## 6 Algorithm in the Generative Model

In this section, we present our algorithm in the generative model together with its analysis. The formal description of the algorithm is given in Algorithm 4. Compared to our algorithm in the RL setting, Algorithm 4 is conceptually much simpler. For each state-action pair \((s, a) \in S \times A\), Algorithm 4 first draws \( N \) samples from \( P(s, a) \) and \( R(s, a) \), and then builds a model \( \hat{M} \) using the empirical estimators. The algorithm simply returns the optimal policy for \( \hat{M} \). In the remaining part of this section, we present the formal analysis for our algorithm.

**Algorithm 4 Algorithm in Generative Model**

1: **Input:** desired accuracy \( \epsilon \), failure probability \( \delta \)
2: **Output:** An \( \epsilon \)-optimal policy \( \pi \)
3: Let \( N = 2^{29} \cdot |S|^5 \cdot |A|^3 \cdot H/\epsilon^3 \)
4: for \((s, a) \in S \times A\) do
5: Draw \( s'_0, s'_1, \ldots, s'_{N-1} \) from \( P(s, a) \)
6: Draw \( r_0, r_1, \ldots, r_{N-1} \) from \( R(s, a) \)
7: For each \( s' \in S \), let \( \hat{P}(s' \mid s, a) = \sum_{i=0}^{N-1} I[s'_i = s]/N \)
8: Let \( \hat{R}(s, a) = \sum_{i=0}^{N-1} r_i/N \)
9: Draw \( s_0, s_1, \ldots, s_{N-1} \) from \( \mu \)
10: For each \( s' \in S \), let \( \hat{\mu}(s) = \sum_{i=0}^{N-1} I[s_i = s]/N \)
11: return \( \arg\max_\pi V_{\hat{M},H}^\pi \) where \( \hat{M} = (S, A, \hat{P}, \hat{R}, H, \hat{\mu}) \)

The following lemma establishes a perturbation analysis similar to those in Lemma 5.8 and Lemma 5.9. Note that here, due to the availability of a generative model and thus one can obtain \( \Omega(H) \) samples for each state-action pair \((s, a) \in S \times A\), we can prove both upper bound and lower bound on the estimated value. This also explains why pessimistic planning is no longer necessary in the generative model setting.

**Lemma 6.1.** Let \( M = (S, A, P, R, H, \mu) \) be an MDP and \( \pi \) be a policy. Let \( 0 < \epsilon \leq 1/2 \) be a parameter. Let \( \hat{M} = (S, A, \hat{P}, \hat{R}, H, \hat{\mu}) \) be another MDP. If for all \((s, a, s') \in S \times A \times S\), we have

\[
|\hat{P}(s'|s, a) - P(s'|s, a)| \leq \frac{\epsilon}{192|S|^2|A|} \cdot \max \left( \frac{\epsilon P(s'|s, a)}{576 \cdot H \cdot |S|^2|A|}, \frac{\epsilon}{576 \cdot H \cdot |S|^2|A|} \right),
\]
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$$\left| \mathbb{E}[\hat{R}|s,a] - \mathbb{E}[R|s,a] \right| \leq \frac{\epsilon}{48|S||A|} \cdot \max \left\{ \sqrt{\frac{\mathbb{E}[(R(s,a))^2]}{H}}, \frac{1}{H} \right\},$$

and

$$|\mu(s) - \hat{\mu}(s')| \leq \epsilon/(12|S|),$$

then

$$\left| V_{M,H}^\pi - V_M^\pi \right| \leq \epsilon/2.$$ 

Proof. Define $T = (S \times A)^H \times S$ be set of all possible trajectories, where for each $T \in T$, $T$ has the form

$$((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H).$$

For a trajectory $T \in T$, for each $(s, a, s') \in S \times A \times S$, we write

$$m_T(s, a) = \sum_{h=0}^{H-1} \mathbb{I}(s_h = (s, a))$$

as the number times $(s, a)$ is visited and

$$m_T(s, a, s') = \sum_{h=0}^{H-1} \mathbb{I}(s_h = (s, a) \Rightarrow s_{h+1} = (s, a', s'))$$

as the number of times $(s, a, s')$ is visited. We say a trajectory

$$T = ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H) \in T$$

is compatible with a (possibly non-stationary) policy $\pi$ if for all $h \in [H]$,

$$a_h = \pi_h(s_h).$$

For a (possibly non-stationary) policy $\pi$, we use $T^\pi \subseteq T$ to denote the set of all trajectories that are compatible with $\pi$.

For an MDP $M = (S, A, P, R, H, \mu)$ and a (possibly non-stationary) policy $\pi$, for a trajectory $T$ that is compatible with $\pi$, we write

$$p(T, M, \pi) = \mu(s_0) \cdot \prod_{h=0}^{H-1} P(s_{h+1} | s_h, a_h) = \mu(s_0) \cdot \prod_{(s,a,a') \in S \times A \times S} P(s' | s, a)^{m_T(s,a,s')},$$

to be the probability of $T$ when executing $\pi$ in $M$. Here we assume $0^0 = 1$.

Using these definitions, we have

$$V_{M,H}^\pi = \sum_{T \in T^\pi} p(T, M, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[R(s,a)] \right).$$

Note that for any trajectory $T = ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H) \in T^\pi$, if $p(T, M, \pi) > 0$, by Assumption 2.1,

$$\sum_{(s,a) \in S \times A} m_T(s,a) \cdot \mathbb{E}[R(s,a)] \leq 1.$$
We define $T_1^\pi \subseteq T^\pi$ be the set of trajectories such that for each $T \in T_1^\pi$, for each $(s, a, s') \in S \times A \times S$, if $m_T(s, a, s') \geq 1$ then

$$P(s'|s, a) \geq \frac{\epsilon}{144|S||A|H}.$$  

By Lemma 5.6 and a union bound over all $(s, a) \in S \times A$, we have

$$\sum_{T \in T^\pi \setminus T_1^\pi} p(T, M, \pi) \leq \epsilon/12.$$  

We also define $\hat{T}_1^\pi \subseteq T^\pi$ be the set of trajectories such that for each $T \in \hat{T}_1^\pi$, for each $(s, a, s') \in S \times A \times S$, if $m_T(s, a, s') \geq 1$ then

$$\hat{P}(s'|s, a) \geq \frac{\epsilon}{72|S||A|H}.$$  

Again by Lemma 5.6 and a union bound over all $(s, a) \in S \times A$, we have

$$\sum_{T \in T^\pi \setminus \hat{T}_1^\pi} p(T, \hat{M}, \pi) \leq \epsilon/12.$$  

Now we show that

$$T^\pi \setminus T_1^\pi \subseteq T^\pi \setminus \hat{T}_1^\pi,$$

and therefore,

$$\sum_{T \in T^\pi \setminus \hat{T}_1^\pi} p(T, \hat{M}, \pi) \leq \epsilon/12.$$  

For each $T \in T^\pi \setminus \hat{T}_1^\pi$, if there exists $(s, a, s') \in S \times A \times S$ such that $m_T(s, a, s') \geq 1$ and

$$P(s'|s, a) < \frac{\epsilon}{144|S||A|H},$$

then

$$\hat{P}(s'|s, a) \leq P(s'|s, a) + \frac{\epsilon}{192|S|^2|A|} \cdot \max \left( \sqrt{\frac{\epsilon P(s'|s, a)}{576 \cdot H \cdot |S||A|}}, \frac{\epsilon}{576 \cdot H \cdot |S||A|} \right) < \frac{\epsilon}{72|S||A|H}.$$  

and thus $T \in T^\pi \setminus \hat{T}_1^\pi$. Moreover, for any $T \in T^\pi \setminus \hat{T}_1^\pi$, for all $(s, a, s') \in S \times A \times S$ with $m_T(s, a, s') \geq 1$, we have

$$P(s'|s, a) \geq \frac{\epsilon}{144|S||A|H} > 0.$$  

Note that this implies $p(T, M, \pi) > 0$. Furthermore, for all $(s, a, s') \in S \times A \times S$ with $m_T(s, a, s') \geq 1$, we have

$$\hat{P}(s'|s, a) \geq P(s'|s, a) - \frac{\epsilon}{192|S|^2|A|} \cdot \max \left( \sqrt{\frac{\epsilon P(s'|s, a)}{576 \cdot H \cdot |S||A|}}, \frac{\epsilon}{576 \cdot H \cdot |S||A|} \right) > 0$$

which implies $p(T, \hat{M}, \pi) > 0$.  
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We define $T^\pi_2 \subseteq T^\pi_1$ be the set of trajectories that for each $T \in T^\pi_2$, for each $(s, a, s') \in S \times A \times S$,

$$|m_T(s, a, s') - m_T(s, a) \cdot P(s'|s, a)| \leq \sqrt{\frac{576P(s'|s, a)H|S||A|}{\epsilon}}.$$ 

By Lemma 5.7 and a union bound over all $(s, a) \in S \times A$, we have

$$\sum_{T \in T^\pi_1 \setminus T^\pi_2} p(T, M, \pi) \leq \sum_{T \in T^\pi_1 \setminus T^\pi_2} p(T, M, \pi) \leq \epsilon/12.$$ 

Again, we define $\tilde{T}^\pi_2 \subseteq T^\pi$ be the set of trajectories that for each $T \in T^\pi_2$, for each $(s, a, s') \in S \times A \times S$,

$$|m_T(s, a, s') - m_T(s, a) \cdot \tilde{P}(s'|s, a)| \leq \sqrt{\frac{144\tilde{P}(s'|s, a)H|S||A|}{\epsilon}}.$$ 

Similarly, by Lemma 5.7 and a union bound over all $(s, a) \in S \times A$, we have

$$\sum_{T \in T^\pi_1 \setminus \tilde{T}^\pi_2} p(T, \tilde{M}, \pi) \leq \sum_{T \in T^\pi_1 \setminus \tilde{T}^\pi_2} p(T, \tilde{M}, \pi) \leq \epsilon/12.$$ 

Now we show that

$$T^\pi_1 \setminus T^\pi_2 \subseteq T^\pi_1 \setminus \tilde{T}^\pi_2,$$

and therefore,

$$\sum_{T \in T^\pi_1 \setminus \tilde{T}^\pi_2} p(T, \tilde{M}, \pi) \leq \epsilon/12.$$ 

For any $T \in T^\pi_1 \setminus T^\pi_2$, there exists $(s, a, s') \in S \times A \times S$ such that

$$|m_T(s, a, s') - m_T(s, a) \cdot P(s'|s, a)| \geq \sqrt{\frac{576P(s'|s, a)H|S||A|}{\epsilon}}.$$ 

Note that this implies

$$P(s'|s, a) \geq \frac{\epsilon}{144|S||A|H}$$

since otherwise $m_T(s, a, s') = 0$ (because $T \in T^\pi_1$) and therefore

$$|m_T(s, a, s') - m_T(s, a) \cdot P(s'|s, a)| \leq |H \cdot P(s'|s, a)| \leq \sqrt{\frac{576P(s'|s, a)H|S||A|}{\epsilon}}.$$ 

Since

$$P(s'|s, a) \geq \frac{\epsilon}{144|S||A|H},$$

we have

$$\tilde{P}(s' | s, a) \leq 2P(s' | s, a)$$

and

$$\left| \tilde{P}(s' | s, a) - P(s' | s, a) \right| \leq \sqrt{\frac{\epsilon \cdot P(s' | s, a)}{144|S||A|H}}.$$ 
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Hence,

\[ |m_T(s, a, s') - m_T(s, a) \cdot \hat{P}(s'|s, a)| \geq |m_T(s, a, s') - m_T(s, a) \cdot P(s'|s, a)| - H \cdot \frac{\sqrt{\frac{\epsilon \cdot P(s'|s, a)}{144|S||A|H}}}{\epsilon} \]

\[ > \sqrt{\frac{576P(s'|s, a)H|S||A|}{\epsilon}} - \sqrt{\frac{\epsilon \cdot P(s'|s, a) \cdot H}{144|S||A|}} \]

\[ \geq \sqrt{\frac{500P(s'|s, a)H|S||A|}{\epsilon}} \]

\[ \geq \sqrt{\frac{144\hat{P}(s'|s, a)H|S||A|}{\epsilon}} \]

and thus \( T \in T^*_1 \setminus \hat{T}_2^* \).

Note that

\[ V_{M,H}^{\pi} - \epsilon / 6 \leq \sum_{T \in T^*_2} p(T, M, \pi) \cdot \left( \sum_{(s, a) \in S \times A} m_T(s, a) \cdot E[R(s, a)] \right) \leq V_{M,H}^{\pi} \]

Similarly,

\[ V_{M,H}^{\hat{\pi}} - \epsilon / 6 \leq \sum_{T \in T^*_2} p(T, \hat{M}, \pi) \cdot \left( \sum_{(s, a) \in S \times A} m_T(s, a) \cdot E[\hat{R}(s, a)] \right) \leq V_{M,H}^{\hat{\pi}} \]

For each \((s, a) \in S \times A\), define

\[ S_{s,a} = \left\{ s' \in S \mid P(s'|s, a) \geq \frac{\epsilon}{72|S||A|H} \right\} \]

Therefore, for each \((s, a) \in S \times A\),

\[ \prod_{s' \in S} P(s'|s, a)^{m_T(s,a,s')} = \prod_{s' \in S_{s,a}} P(s'|s, a)^{m_T(s,a,s')} \]

and

\[ \prod_{s' \in S} \hat{P}(s'|s, a)^{m_T(s,a,s')} = \prod_{s' \in S_{s,a}} \hat{P}(s'|s, a)^{m_T(s,a,s')} \]

with

\[ |m_T(s, a, s') - m_T(s, a) \cdot P(s'|s, a)| \leq \sqrt{\frac{576P(s'|s, a)H|S||A|}{\epsilon}} \]

Note that \( \sum_{s' \in S} \hat{P}(s'|s, a) - P(s'|s, a) = 0 \), which implies

\[ \left| \sum_{s' \in S_{s,a}} \hat{P}(s'|s, a) - P(s'|s, a) \right| = \left| \sum_{s' \not\in S_{s,a}} P(s'|s, a) - \hat{P}(s'|s, a) \right| \leq \frac{\epsilon}{192|S||A|} \cdot \frac{\epsilon}{144 \cdot H \cdot |S||A|} \]
By applying Lemma 5.5 and setting \( n \) to be \(|S|\), \( n \) to be \(|S_a|\), \( \epsilon \) to be \( \epsilon/(192|S|^2|A|) \), and \( \overline{m} \) to be \( 576 \cdot |H| \cdot |S||A|/\epsilon \), we have

\[
\prod_{s' \in S_a} \hat{P}(s' | s, a)^{m_T(s, a, s')} \geq \left(1 - \frac{\epsilon}{24|S||A|}\right) \prod_{s' \in S_a} P(s' | s, a)^{m_T(s, a, s')}
\]

and

\[
\prod_{s' \in S_a} \hat{P}(s' | s, a)^{m_T(s, a, s')} \leq \left(1 + \frac{\epsilon}{24|S||A|}\right) \prod_{s' \in S_a} P(s' | s, a)^{m_T(s, a, s')}.
\]

Therefore,

\[
\prod_{(s, a) \in S \times A} \prod_{s' \in S} \hat{P}(s' | s, a)^{m_T(s, a, s')} \geq (1 - \epsilon/12) \prod_{(s, a) \in S \times A} \prod_{s' \in S} P(s' | s, a)^{m_T(s, a, s')},
\]

and

\[
\prod_{(s, a) \in S \times A} \prod_{s' \in S} \hat{P}(s' | s, a)^{m_T(s, a, s')} \leq (1 + \epsilon/12) \prod_{(s, a) \in S \times A} \prod_{s' \in S} P(s' | s, a)^{m_T(s, a, s')}.
\]

For the summation of rewards, we have

\[
\sum_{(s, a) \in S \times A} m_T(s, a) \cdot \left| \mathbb{E}[R(s, a)] - \mathbb{E}[\hat{R}(s, a)] \right| = \sum_{(s, a) \in S \times A} m_T(s, a) \cdot \left| \mathbb{E}[R(s, a)] - \mathbb{E}[\hat{R}(s, a)] \right| + \sum_{(s, a) \in S \times A} m_T(s, a) \cdot \left| \mathbb{E}[R(s, a)] - \mathbb{E}[\hat{R}(s, a)] \right|.
\]

For those \((s, a) \in S \times A\) with \(m_T(s, a) > 1\), since \(p(T, M, \pi) > 0\), by Lemma 2.1, we have

\[
\left| \mathbb{E}[\hat{R}(s, a)] - \mathbb{E}[R(s, a)] \right| \leq \frac{\epsilon}{48|S||A|} \cdot \max\left\{ \sqrt{\frac{\mathbb{E}[\hat{R}(s, a)]^2}{H}}, \frac{1}{H} \right\} \leq \max\left\{ \frac{\epsilon}{24H}, \frac{\epsilon}{48|S||A|H} \right\}.
\]

Since \(\sum_{(s, a) \in S \times A} m_T(s, a) \leq H\) and \(m_T(s, a) \leq H\), we have

\[
\sum_{(s, a) \in S \times A} m_T(s, a) \cdot \left| \mathbb{E}[R(s, a)] - \mathbb{E}[\hat{R}(s, a)] \right| \leq \frac{\epsilon}{16}.
\]

For those \((s, a) \in S \times A\) with \(m_T(s, a) = 1\), we have

\[
\sum_{(s, a) \in S \times A} m_T(s, a) \cdot \left| \mathbb{E}[R(s, a)] - \mathbb{E}[\hat{R}(s, a)] \right| \leq \frac{\epsilon}{48}.
\]

Thus,\[
\sum_{(s, a) \in S \times A} m_T(s, a) \cdot \left| \mathbb{E}[R(s, a)] - \mathbb{E}[\hat{R}(s, a)] \right| \leq \frac{\epsilon}{12}.
\]
For each \( T \in \mathcal{T}_2^\pi \) with
\[
T = ((s_0, a_0), (s_1, a_1), \ldots, (s_{H-1}, a_{H-1}), s_H),
\]
we have
\[
p(T, \hat{M}, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot E[\hat{R}(s,a)] \right)
= \mu(s_0) \cdot \prod_{(s,a) \in S \times A} \prod_{s' \in S} \hat{P}(s' \mid s,a)^{m_T(s,a,s')} \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot E[\hat{R}(s,a)] \right)
\]
where
\[
|\mu(s_0) - \mu(s_0)| \leq \epsilon/(12|S|),
\]
\[
\left| \sum_{(s,a) \in S \times A} m_T(s,a) \cdot E[\hat{R}(s,a)] - \sum_{(s,a) \in S \times A} m_T(s,a) \cdot E[R(s,a)] \right| \leq \epsilon/12,
\]
\[
\prod_{(s,a) \in S \times A} \prod_{s' \in S} \hat{P}(s' \mid s,a)^{m_T(s,a,s')} \geq (1 - \epsilon/12) \prod_{(s,a) \in S \times A} \prod_{s' \in S} P(s' \mid s,a)^{m_T(s,a,s')},
\]
and
\[
\prod_{(s,a) \in S \times A} \prod_{s' \in S} \hat{P}(s' \mid s,a)^{m_T(s,a,s')} \leq (1 + \epsilon/12) \prod_{(s,a) \in S \times A} \prod_{s' \in S} P(s' \mid s,a)^{m_T(s,a,s')}.
\]
Since
\[
V^\pi_{M,H} - \epsilon/6 \leq \sum_{T \in \mathcal{T}_2^\pi} p(T, M, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot E[R(s,a)] \right) \leq V^\pi_{M,H}
\]
and
\[
V^\pi_{M,H} - \epsilon/6 \leq \sum_{T \in \mathcal{T}_2^\pi} p(T, \hat{M}, \pi) \cdot \left( \sum_{(s,a) \in S \times A} m_T(s,a) \cdot E[\hat{R}(s,a)] \right) \leq V^\pi_{M,H},
\]
we have
\[
|V^\pi_{M,H} - V^\pi_{M,H}| \leq \epsilon/2.
\]

The following lemma provides error bound on the empirical model \( \hat{M} \) built by the algorithm. Note that the error bounds established here are similar to those in Lemma 5.4.

**Lemma 6.2.** With probability at least \( 1 - \delta \), for all \((s,a,s') \in S \times A \times S\):
\[
|\hat{P}(s' \mid s,a) - P(s' \mid s,a)| \leq \max \left\{ \frac{4 \sqrt{P(s' \mid s,a) \cdot \log(6|S|^2|A|/\delta)}}{N}, \frac{2 \log(6|S|^2|A|/\delta)}{N} \right\},
\]
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\[
\left| \hat{R}(s, a) - \mathbb{E}[R(s, a)] \right| \leq \max \left\{ 4 \sqrt{\mathbb{E}[\hat{R}(s, a)^2] \cdot \log(6|\mathcal{S}| |\mathcal{A}|/\delta)} / N, 2 \log(6|\mathcal{S}| |\mathcal{A}| / \delta) / N \right\}
\]

and
\[
|\hat{\mu}(s) - \mu(s)| \leq \sqrt{\frac{\log(|\mathcal{S}| / \delta)}{N}}.
\]

Proof. For each \((s, a, s') \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}\), by Bernstein’s inequality,
\[
\Pr \left[ \sum_{i=0}^{N-1} \mathbb{I}[s' = s'_i] - P(s' | s, a) \cdot N \geq t \right] \leq 2 \exp \left( - \frac{t^2}{2 \cdot N \cdot P(s' | s, a) + t/3} \right).
\]
Thus, by setting \(t = 2\sqrt{N \cdot P(s' | s, a) \cdot \log(6|\mathcal{S}|^2 |\mathcal{A}| / \delta) + \log(6|\mathcal{S}|^2 |\mathcal{A}| / \delta)} / N\), we have
\[
\Pr \left[ \sum_{i=0}^{N-1} \mathbb{I}[s' = s'_i] - P(s' | s, a) \cdot N \geq t \right] \leq \delta / (3|\mathcal{S}|^2 |\mathcal{A}|).
\]
By applying a union bound over all \((s, a, s') \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}\), with probability at least \(1 - \delta/3\), for all \((s, a, s') \in \mathcal{S} \times \mathcal{A} \times \mathcal{S}\),
\[
\left| \hat{R}(s', s) - P(s' | s, a) \right| \leq 2 \sqrt{\frac{P(s' | s, a) \cdot \log(6|\mathcal{S}|^2 |\mathcal{A}| / \delta)}{N} + \frac{\log(6|\mathcal{S}|^2 |\mathcal{A}| / \delta)}{N}} \leq \max \left\{ 4 \sqrt{\frac{P(s' | s, a) \cdot \log(6|\mathcal{S}|^2 |\mathcal{A}| / \delta)}{N}}, \frac{2 \log(6|\mathcal{S}|^2 |\mathcal{A}| / \delta)}{N} \right\}.
\]
By a similar argument, with probability at least \(1 - \delta/3\), for all \((s, a) \in \mathcal{S} \times \mathcal{A}\),
\[
\left| \hat{R}(s, a) - \mathbb{E}[R(s, a)] \right| \leq \max \left\{ 4 \sqrt{\frac{\mathbb{E}[\hat{R}(s, a)^2]}{N} \cdot \log(6|\mathcal{S}| |\mathcal{A}| / \delta) / N, \frac{2 \log(6|\mathcal{S}| |\mathcal{A}| / \delta)}{N} \right\}.
\]
Moreover, with probability at least \(1 - \delta/3\), for all \(s \in \mathcal{S}\), we have
\[
|\hat{\mu}(s) - \mu(s)| \leq \sqrt{\frac{\log(6|\mathcal{S}| / \delta)}{N}}.
\]
We complete the proof by applying a union bound. \(\square\)

Using Lemma 6.1 and Lemma 6.2, we can now prove the correctness of our algorithm.

**Theorem 6.3.** With probability at least \(1 - \delta\), Algorithm 3 returns a policy \(\pi\) such that
\[
V^\pi \geq V^* - \epsilon
\]
by using at most \(2^{30} \cdot |\mathcal{S}|^6 \cdot |\mathcal{A}|^4 / \epsilon^3\) batches of queries.
Proof. By Lemma 6.2, with probability at least $1 - \delta$, for all $(s, a, s') \in S \times A \times S$, we have

$$|\hat{P}(s'|s, a) - P(s'|s, a)| \leq \frac{\epsilon}{192|S||A|} \cdot \max \left\{ \sqrt{\frac{\epsilon P(s'|s, a)}{576 \cdot H \cdot |S||A|}}, \frac{\epsilon}{576 \cdot H \cdot |S||A|} \right\},$$

and

$$\left| E[\hat{R}|s, a] - E[R|s, a]\right| \leq \frac{\epsilon}{48|S||A|} \cdot \max \left\{ \sqrt{\frac{E[(R(s, a))^2]}{H}}, \frac{1}{H} \right\},$$

and

$$|\mu(s) - \hat{\mu}(s')| \leq \epsilon/(12|S|).$$

We condition on this event in the remaining part of this proof. By Lemma 6.2, for any (possibly non-stationary) policy $\pi$, we have

$$V_{\pi, M, H} - V_{\pi, M, H} \leq \epsilon/2.$$

Let $\pi$ be the policy returned by the algorithm. We thus have

$$V_{\pi, M, H} \geq V_{\pi, M, H} - \epsilon/2 \geq V_{\pi, M, H} - \epsilon/2 \geq V_{\pi, M, H} - \epsilon.$$

The total number of samples taken by the algorithm is

$$(|S||A| + 1) \cdot N \leq 2^{30} \cdot |S|^6 \cdot |A|^4 \cdot H/\epsilon^3.$$

\[\square\]
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