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Abstract

We provide nonlinear generalizations of a class of stochastic Gronwall inequalities that have been studied by von Renesse and Scheutzow (2010), Scheutzow (2013), Xie and Zhang (2020), Mehri and Scheutzow (2021) and Le and Ling (2021). This class of stochastic Gronwall inequalities is a useful tool for SDEs.

Our main focus are nonlinear generalizations of the Bihari-LaSalle type. Most of our estimates are sharp, in particular, we provide sharp constants for the stochastic Gronwall inequalities. The proofs are connected to the proof of a domination inequality by Lenglart (1977) and a proof by Pratelli (1976).

We apply our results to prove existence and uniqueness of global solutions of path-dependent SDEs driven by Lévy processes under a one-sided non-Lipschitz condition. Furthermore, we provide conditions for the existence of exponential moments of solutions of path-dependent SDEs driven by Brownian motion, which are similar to the conditions known for non-path-dependent SDEs.
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1 Introduction

In this article we study nonlinear generalizations of two stochastic Gronwall inequalities. Furthermore, we sharpen some of the constants. We apply these results to study existence and uniqueness of global solutions to path-dependent SDEs. Furthermore, we provide a criterion for the finiteness of exponential moments of solutions to path-dependent SDEs, which is similar to that known for non-path-dependent SDEs.

The following stochastic Gronwall inequality with supremum is due to von Renesse and Scheutzow [33, Lemma 5.4] and was generalized by Mehri and Scheutzow [24, Theorem 2.1]: Let \( \{X_t, t \geq 0\} \) be a non-negative stochastic process, that satisfies

\[
X_t \leq \int_{(0,t]} X^*_s \, dA_s + M_t + H_t \quad \text{for all } t \geq 0,
\]

where \( X^*_s = \sup_{u \in [0,s]} X_u \) denotes the running supremum. Here, \( M \) is a càdlàg local martingale that starts in 0, and \( H \) and \( A \) are suitable non-decreasing stochastic processes.
Then, for all $T > 0$ and $p \in (0, 1)$ there exists an explicit upper bound for $\mathbb{E}[\sup_{t \leq T} X_t^p]$ which does not depend on the martingale $M$ (i.e. it only depends on $p$, $T$, $A$ and $H$).

There is also a stochastic Gronwall inequality without supremum which is closely connected to the previous inequality with supremum. This result is due to Scheutzow [30, Theorem 4] and was generalized by Xie and Zhang [36, Lemma 3.8] to càdlàg martingales: If we assume instead of (1) the slightly stronger assumption that

$$X_t \leq \int_{[0,t]} X_s - dA_s + M_t + H_t \quad \text{for all } t \geq 0,$$

(2)

sharper bounds can be obtained.

Both previously mentioned inequalities are useful tools for SDEs. The stochastic Gronwall inequality with supremum is applied to study SDEs with memory, see for example [2], [3], [4], [5], [24], [31] and [33]. The stochastic Gronwall inequality without supremum is applied to study various SDEs without memory, see e.g. [8], [11], [12], [15], [18], [23], [28], [29], [32], [35] and [37].

Also nonlinear extensions of the stochastic Gronwall inequalities have been studied. We refer to the following extensions as stochastic $L^\theta$ Gronwall inequalities. Assume

$$X_t \leq \left( \int_{[0,t]} (X_s)^\theta dA_s \right)^{1/\theta} + M_t + H_t \quad \text{for all } t \geq 0,$$

(3)

Then, for $\theta \in (0, 1)$, a continuous local martingale $M$ and otherwise similar assumptions as before, upper bounds on $\mathbb{E}[\sup_{t \leq T} X_t^p]$, $p \in (0, \theta)$ which do not depend on the martingale $M$ can be derived, see Makasu [22, Theorem 2.2]. If in addition $X$ is assumed to be non-decreasing, estimates of $\mathbb{E}[\sup_{t \leq T} X_t^p]$ can by obtained all $\theta \in (0, \infty)$ by Le and Ling [20, Lemma 3.8], where the range of $p$ depends on whether $A$ is deterministic or random.

A further nonlinear extension of the stochastic Gronwall inequalities has been studied by Mekki, Nieto and Ouahab [25, Theorem 2.4]: For continuous local martingales a stochastic Henry Gronwall’s inequality with upper bounds that do not depend on the local martingale $M$ can be proven.

Further extensions of the stochastic Gronwall inequalities have been studied, where the upper bounds depend on the quadratic variation of the martingale $M$, see e.g. Makasu [22], Makasu [21] and Mekki, Nieto and Ouahab [25]. In the present paper, we focus on bounds which do not depend on the local martingale $M$. Furthermore, Hudde, Hutzenthaler and Mazzonetto [13] have extended the stochastic Gronwall inequality without supremum to the setting of Itô processes which satisfy a suitable one-sided affine-linear growth condition.

In this paper, we study the following nonlinear generalization of the above mentioned stochastic Gronwall inequalities: We replace the assumptions (1) and (2) by

$$X_t \leq \int_{[0,t]} \eta(X^*_s) dA_s + M_t + H_t \quad \text{for all } t \geq 0,$$

(4)

and

$$X_t \leq \int_{[0,t]} \eta(X^-_s) dA_s + M_t + H_t \quad \text{for all } t \geq 0,$$

(5)
respectively, where \(\eta : [0, \infty) \to [0, \infty)\) is a suitable non-decreasing function.

For continuous martingales, (4) has been studied by von Renesse and Scheutzow [33] in the context of global solutions of stochastic functional differential equations, but no explicit upper bounds for \(E\) were derived.

The Bihari-LaSalle inequality provides an upper bound for \(X_t\) in the deterministic case (i.e. \(M \equiv 0\)), see [6]. In [6] and [16] the integrator is of the form \(A(t) = \int_0^t \varphi(s)ds\), but we need a version where the integrator \(A\) is only càdlàg. As this version is difficult to find in the literature, we provide a short proof in the appendix, which goes along the lines of the standard proof.

**Lemma 1.1** ((Deterministic) Bihari-LaSalle inequality). Let \(H > 0\) be a constant, \(x : [0, \infty) \to [0, \infty)\) a càdlàg function and \(A : [0, \infty) \to [0, \infty)\) a non-decreasing càdlàg function with \(A(0) = 0\). Let \(\eta : [0, \infty) \to [0, \infty)\) be a continuous non-decreasing function satisfying \(\eta(u) > 0\) for \(u > 0\). Define \(G(v) := \int_C^v \frac{du}{\eta(u)}\) for some constant \(C > 0\). Assume that the function \(x\) satisfies

\[
x(t) \leq \int_{[0,t]} \eta(x(s^-))dA(s) + H \quad \forall t \in [0,T]
\]

for some \(T > 0\). If \(G(H) + A(T) \in \text{domain}(G^{-1})\), then the following inequality holds true:

\[
x(t) \leq G^{-1}(G(H) + A(t)) \quad \forall t \in [0,T].
\]

Note that the upper bound on \(x\) does not depend on the choice of the constant \(C > 0\) in the definition of \(G\). We obtain the well-known Gronwall inequality by choosing in Lemma 1.1 \(\eta(u) \equiv u\) i.e. \(G(u) \equiv \log(u)\), which implies the upper bound

\[
x(t) \leq H \exp(A(t)).
\]

For (4) we prove upper bounds on \(\text{E}[\sup_{t\in[0,T]} X_t^p]\), \(p \in (0, 1)\), which depend on whether \(\eta\) is concave or convex. For concave \(\eta\) we get bounds of the type:

\[
\|X_T^p\|_p \leq G^{-1}(G(\hat{c}_p\|H\|_p) + \hat{c}_pA_T)
\]

where \(G\) is defined as in Lemma 1.1 and \(\hat{c}_p\) and \(\hat{c}_p\) are constants which only depend on \(p\). For convex \(\eta\) the above estimate does not hold true in general. Instead, the following type of estimate can be shown:

\[
\|G^{-1}(G(X_T^p) - \hat{c}_pA_T)\|_p \leq \hat{c}_p\|H_T\|_p.
\]

For (5) we obtain similar bounds with improved constants. A summary of the stochastic Bihari-LaSalle inequalities obtained can be found in Table 2, see Section 2.3.

We also study extensions of the previously mentioned stochastic \(L^\theta\) Gronwall inequalities. We derive upper bounds for \(\text{E}[\sup_{t\in[0,T]} X_t^p]\) when (1) is replaced by

\[
X_t \leq \left(\int_{[0,t]} (X_{s^-})^\theta dA_s\right)^{1/\theta} + M_t + H_t \quad \mathbb{P}\text{-a.s } \forall t \geq 0,
\]

for some \(\theta \in (0, \infty)\). This inequality is a weaker assumption than (3), but coincides with (3) in the special case when \(X\) is non-decreasing. A summary of the bounds obtained can be found in Table 3, see Section 2.3.
We prove most nonlinear generalizations with a unified approach: Our procedure can be seen as a generalization of the proof of Lenglart’s inequality \[17\] Théorème I, Corollaire II. Our proofs are also linked to the proof of an inequality by Pratelli \[27\] Proposition 1.2 and to the proofs of the stochastic Gronwall inequalities by Mehri and Scheutzow \[24\] Theorem 2.1 and Xie and Zhang \[36\] Lemma 3.8.

## 2 Notation, assumptions and summary

We assume that all processes are defined on an underlying filtered probability space \((\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0})\) satisfying the usual conditions.

### 2.1 Notation and constants

For \(p \in (0, 1)\) define the following constants:

\[
\beta = (1 - p)^{-1}, \quad \alpha_1 = (1 - p)^{-1/p}, \quad \alpha_2 = p^{-1}.
\]

Let \(Y\) be a random variable. We use for \(p \in (0, 1]\) the notation (if well-defined)

\[
\mathbb{E}_{\mathcal{F}_0}[Y] := \mathbb{E}[Y \mid \mathcal{F}_0], \quad \|Y\|_p := \mathbb{E}[|Y|^p]^{1/p}, \quad \|Y\|_{p, \mathcal{F}_0} := \mathbb{E}[|Y|^p \mid \mathcal{F}_0]^{1/p}.
\]

Let \(X\) be a non-negative stochastic process with right-continuous paths. We use the following notation for the running supremum and its left limits:

\[
X^*_t := \sup_{0 \leq s \leq t} X_s \quad \forall t \geq 0, \quad X^*_{t-} := \lim_{s \uparrow t} X^*_s = \sup_{s < t} X_s \quad \forall t > 0.
\]

As usual, we set \(X^*_{0-} := X_0\). If \(X\) is càdlàg, then also \(X^*_{t-} = \sup_{s \leq t} X_s^*\) holds true. If \(X\) is only right-continuous, \(X^*_t\) can take values in \([0, +\infty]\).

Let \(\eta : [0, \infty) \to [0, \infty)\) be a non-decreasing function with \(\eta(u) > 0\) for \(u > 0\). As mentioned in the introduction, we define for some \(c > 0\)

\[
G(x) := \int_c^x \frac{du}{\eta(u)} \quad \forall x \in [0, \infty),
\]

noting that \(G(0) \in [-\infty, 0)\). Due to \(G\) being an increasing function, the inverse is well-defined on the range of \(G\). If \(G(0) = -\infty\), then we define the term \(G^{-1}(G(0) + a)\) for \(a \in (-\infty, \infty)\) by

\[
G^{-1}(G(0) + a) := \lim_{\varepsilon \to 0} G^{-1}(G(\varepsilon) + a) = 0.
\]

We also define for all \(x > 0\) and \(p \in (0, 1)\):

\[
\eta_p(x) := \frac{p}{1 - p} \eta(x^{1/p}) x^{1-1/p}, \quad \tilde{G}_p(x) := \int_c^x \frac{du}{\eta_p(u)}. \tag{9}
\]

The functions \(G\) and \(\tilde{G}_p\) are related as follows:

\[
\tilde{G}_p(x) = \int_c^x \frac{du}{\eta_p(u)} = \frac{1 - p}{p} \int_c^x \frac{du}{\eta(u^{1/p}) u^{1-1/p}} = (1 - p) \int_c^{x^{1/p}} \frac{du}{\eta(u)} \tag{10}
\]

In addition, a simple calculation gives \(\tilde{G}_p^{-1}(x) = (G^{-1}(\frac{1}{1-p})^p)\).
2.2 Assumptions

We study the following three cases:

**Definition 2.1 (Assumption $A_{\text{sup}}$).** Let

- $(X_t)_{t \geq 0}$ be an adapted non-negative right-continuous process,
- $(A_t)_{t \geq 0}$ be a predictable non-decreasing càdlàg process with $A_0 = 0$,
- $(H_t)_{t \geq 0}$ be an adapted non-negative non-decreasing càdlàg process,
- $(M_t)_{t \geq 0}$ be a càdlàg local martingale with $M_0 = 0$,
- $\eta : [0, \infty) \to [0, \infty)$ be a non-decreasing continuous function with $\eta(x) > 0$ for all $x > 0$.

We say the processes $X$, $A$, $H$, $M$ satisfy $A_{\text{sup}}$ if they satisfy the inequality below for all $t \geq 0$:

$$X_t \leq \int_{(0,t]} \eta(X_s^*)dA_s + M_t + H_t \quad \mathbb{P}\text{-a.s.} \quad (11)$$

The following assumption is slightly stronger:

**Definition 2.2 (Assumption $A_{\text{no sup}}$).** Under the same assumptions on the processes as in the previous definition, we say that the processes satisfy $A_{\text{no sup}}$ if in addition $X$ has left limits and the processes satisfy the following inequality for all $t \geq 0$:

$$X_t \leq \int_{(0,t]} \eta(X_s^-)dA_s + M_t + H_t \quad \mathbb{P}\text{-a.s.} \quad (12)$$

**Definition 2.3 (Assumption $A_{\text{sup, }\theta}$).** If in Definition 2.1 inequality (11) is replaced by

$$X_t \leq \left( \int_{(0,t]} (X_s^*)^{\theta}dA_s \right)^{1/\theta} + M_t + H_t \quad \mathbb{P}\text{-a.s.} \forall t \geq 0, \quad (13)$$

for some $\theta \in (0, \infty)$ we say the processes $X$, $A$, $H$, $M$ satisfy $A_{\text{sup, }\theta}$.

2.3 Summary of the results

The following three tables summarize some of the results in the literature and the results of this paper. The first table summarizes the stochastic Gronwall inequalities, the other two tables summarize the nonlinear generalizations. The constant $\alpha_1\alpha_2$ is the sharp constant from Lenglart’s inequality, $\alpha_2$ is the sharp constant from a monotone version of Lenglart’s inequality.
Assumption $A_{\sup}$, $\eta(x) \equiv x$ (Special case of $A_{\sup}$)

$A$ deterministic, $p \in (0, 1)$
- $H$ predictable or $\Delta M \geq 0$: $\|X_T^*\|_p \leq \alpha_1 \alpha_2 \|H_T\|_p e^{A_T}$
  
  $\|X_T^\ast\|_p \leq \alpha_1 \|H_T\|_p e^{A_T}$
  See Corollary 4.4

$E[H_T] < \infty$:
$\|X_T\|_p \leq \alpha_1 \|H_T\|_1 e^{A_T}$
  See Corollary 4.4

von Renesse and Scheutzow [33, Lemma 5.4], Mehri and Scheutzow [21, Theorem 2.1]:
- $H$ predictable: $\|X_T^\ast\|_p \leq c_1 \|H_T\|_p e^{c_2 A_T}$
  $c_1 = p^{-1} \alpha_1 \alpha_2$, $c_2 = p^{-1} c_p^2$

$\Delta M \geq 0$: $\|X_T^\ast\|_p \leq c_1 \|H_T\|_p e^{c_2 A_T}$
  $c_1 = (c_p + 1)/p$, $c_2 = p^{-1} (c_p + 1)/p$

$E[H_T] < \infty$: $\|X_T\|_p \leq c_1 \|H_T\|_1 e^{c_2 A_T}$
  $c_1 = \alpha_1 \alpha_2 p^{-1} / p$, $c_2 = p^{-1} c_p^2$

Corollary 4.2: Sharp constants for the three cases above
- $H$ predictable or $\Delta M \geq 0$:
  $c_1 = \alpha_1 \alpha_2$, $c_2 = \beta$

$E[H_T] < \infty$:
$\|X_T^\ast\|_p \leq c_1 \|H_T\|_1 e^{c_2 A_T}$
  $c_1 = \alpha_1 \alpha_2 p^{-1} / p$, $c_2 = p^{-1} c_p^2$

$A$ random, $0 < q < p < 1$
- $H$ predictable or $\Delta M \geq 0$:
  $\|X_T^\ast\|_q \leq \alpha_1 \alpha_2 \|H_T\|_p e^{A_T} \|e_{\beta A_T}\|_{qp/(p-q)}$
  See Corollary 4.4

$E[H_T] < \infty$:
$\|X_T^\ast\|_q \leq C \|H_T\|_1 e^{A_T} \|e_{\beta A_T}\|_{qp/(p-q)}$
  See Corollary 4.4

where $C$ is given by:

[Scheutzow [30, Theorem 4],
Xie and Zhang [36, Lemma 3.8]:
$C = (pq^{-1} (1 - p)^{-1} - 1)^{1/q}$

Slightly improved constant (Corollary 4.4):
$C = \alpha_1$

$E[H_T] < \infty$:
$\|X_T^\ast\|_q \leq C \|H_T\|_1 e^{\beta A_T} \|e_{\beta A_T}\|_{qp/(p-q)}$
  See Corollary 4.4

where $C$ is given by:

[Scheutzow [30, Theorem 4],
Xie and Zhang [36, Lemma 3.8]:
$C = (pq^{-1} (1 - p)^{-1} - 1)^{1/q}$

Slightly improved constant (Corollary 4.4):
$C = \alpha_1$

$\beta = (1 - p)^{-1}$, $\alpha_1 = (1 - p)^{-1/p}$, $\alpha_2 = p^{-1}$, $c_p = (\alpha_1 \alpha_2)^p$

Table 1: Summary of stochastic Gronwall inequalities (i.e. $\eta(x) \equiv x$)
| Assumption $A_{\alpha,sup}$ |
|----------------------------|
| (Special case of $A_{sup}$) |

$\sup_{x \in (0,1)} \frac{f(x)}{x} < \infty$, $A$ random

$\eta$ concave, $A$ deterministic, $p \in (0,1)$

- $H$ predictable or $\Delta M \geq 0$:
  $$||X_t^\eta||_p \leq \alpha_1 G^{-1}(G(\alpha_2||H_T||_p) + A_T)$$
  See Theorem 3.1

- $\mathbb{E}[H_T] < \infty$:
  $$||X_t^\eta||_p \leq \alpha_1 G^{-1}(||H_T||_1 + A_T)$$
  See Theorem 3.1

$\eta$ convex, $A$ continuous, $p \in (0,1)$

- $H$ predictable or $\Delta M \geq 0$:
  $$||\sup_{t \in (0,T]} G^{-1}(G(X_t)-A_t)||_p \leq \alpha_1 \alpha_2 ||H_T||_p$$
  See Theorem 3.6

- $\mathbb{E}[H_T] < \infty$:
  $$||\sup_{t \in (0,T]} G^{-1}(G(X_t)-A_t)||_p \leq \alpha_1 ||H_T||_1$$
  See Theorem 3.6

Constants:

$$\beta = (1-p)^{-1}$$
$$\alpha_1 = (1-p)^{-1/p}$$
$$\alpha_2 = p^{-1}$$

Table 2: Summary of stochastic Bihari-LaSalle inequalities

| Assumption $A_{\alpha,sup,\theta}$ and $X$ non-decreasing |
|-----------------------------------------------------------|

$\theta > 1$, $A$ random, $p \in (0,1)$

- $H$ predictable or $\Delta M \geq 0$:
  $$||e^{-\lambda T} X_t^\eta||_p \leq \beta^{1/p} \alpha_1 \alpha_2 ||H_T||_p$$
  See Theorem 3.13

- $\mathbb{E}[H_T] < \infty$ and $A$ continuous:
  Le and Ling [20] Lemma 3.8:
  $$||e^{-\lambda T} X_t^\eta||_1 \leq 2||H_T||_1$$
  See Theorem 3.13

$\theta < 1$, $A$ random, $p \in (0,1)$

- $H$ predictable or $\Delta M \geq 0$:
  $$||e^{-\lambda T} X_t^\eta||_p \leq \alpha_2 ||H_T||_p$$
  See Theorem 3.13

- $\mathbb{E}[H_T] < \infty$ and $A$ continuous:
  Le and Ling [20] Lemma 3.8:
  $$||e^{-\lambda T} X_t^\eta||_1 \leq ||H_T||_1$$
  See Theorem 3.13

Constants, notation:

$$\beta = (1-p)^{-1}$$
$$\alpha_1 = (1-p)^{-1/p}$$
$$\alpha_2 = p^{-1}$$

Table 3: Summary of stochastic $L^0$ Gronwall inequalities
3 Main results

3.1 Stochastic Bihari-LaSalle inequalities

3.1.1 Estimates for concave $\eta$

In the literature stochastic Gronwall inequalities have been studied, Theorem 3.1 provides a nonlinear generalization. The related results are mentioned in detail in Section 4. For Theorem 3.1 discussed in detail in Section 3.3.

Theorem 3.1 (A sharp stochastic Bihari-LaSalle inequality for concave $\eta$). Assume that $A$ is deterministic and $p \in (0, 1)$. For $\eta$ from $A_{\sup}$ or $A_{\nosup}$ we use the notation $\eta_p : (0, \infty) \mapsto [0, \infty)$, $x \mapsto \eta(x^{1/p})x^{1-1/p}$.

a) Assume Assumption $A_{\sup}$ (see Definition 2.1) and that $\eta_p$ is concave and non-decreasing. Then, the following assertions hold for all $t \geq 0$:

$$
\|X^*_t\|_{p,F_0} \leq \begin{cases} 
G^{-1}\left(G(\alpha_1\alpha_2\|H_t\|_{p,F_0}) + \beta A_t\right) & \text{if } \mathbb{E}[H_t^p] < \infty, H \text{ is predictable}, \\
G^{-1}\left(G(\alpha_1\alpha_2\|H_t\|_{p,F_0}) + \beta A_t\right) & \text{if } \mathbb{E}[H_t^p] < \infty, \Delta M \geq 0,
\end{cases}
$$

b) Assume Assumption $A_{\nosup}$ (see Definition 2.2). Then, the following assertions hold for all $t \geq 0$:

$$
\|X^*_t\|_{p,F_0} \leq \begin{cases} 
\alpha_1 G^{-1}\left(G(\alpha_2\|H_t\|_{p,F_0}) + A_t\right) & \text{if } \mathbb{E}[H_t^p] < \infty, H \text{ is predictable}, \\
\alpha_1 G^{-1}\left(G(\alpha_2\|H_t\|_{p,F_0}) + A_t\right) & \text{if } \mathbb{E}[H_t^p] < \infty, \Delta M \geq 0,
\end{cases}
$$

Remark 3.2 (Well-definedness of the upper bounds). a) In the deterministic Bihari-LaSalle inequality Lemma 1.1 the assumption $G(H) + A(T) \in \text{domain}(G^{-1})$ is needed. In the Theorem 3.1 we do not need a corresponding assumption, because this is automatically satisfied if $\eta$ or $\eta_p$ is concave: We have domain$(G^{-1}) = \text{range}(G) = (\lim_{\varepsilon \to 0} G(\varepsilon), \lim_{x \to \infty} G(x))$. Hence, it suffices to show $\lim_{x \to \infty} G(x) = \infty$. Concavity of $\eta$ implies that there exists some $K > 0$ such that $\eta(u) \leq Ku$ for all $u \in [c, \infty)$, and hence

$$
\lim_{x \to \infty} G(x) = \int_{\varepsilon}^{\infty} \frac{du}{\eta(u)} \geq \int_{\varepsilon}^{\infty} \frac{du}{Ku} = +\infty.
$$

Due to (10) a similar argument implies $\lim_{x \to \infty} G(x) = \infty$ if $\eta_p$ is concave.
b) Recall that if \( G(0) = -\infty \), we defined the term \( G^{-1}(G(0) + a) \) for \( a \in (-\infty, \infty) \) by
\[
G^{-1}(G(0) + a) := \lim_{\varepsilon \to 0} G^{-1}(G(\varepsilon) + a) = 0.
\]

**Remark 3.3** (Random \( A \)). Assume Assumption \( \mathcal{A}_{\text{sup}} \) and that \( A \) is increasing, continuous and not deterministic. Then, by a time shift, we can transform \( \mathcal{A}_{\text{sup}} \) to the case with a deterministic integrator. Using \( \int_{(0, A_t^{-1})} \eta(X^*_{s^{-}})dA_s = \int_{(0, t)} \eta(X^*_{A^{-1}})ds \), we have:
\[
X_{A_t^{-1}} \leq \int_{[0, t]} \eta(X^*_{A_s^{-}})ds + M_{A_t^{-1}} + H_{A_t^{-1}}. \quad \mathbb{P}\text{-a.s.}
\]
Setting for all \( t \geq 0 \)
\[
\tilde{X}_t \equiv X_{A_t^{-1}}, \quad \tilde{A}_t \equiv t, \quad \tilde{M}_t \equiv M_{A_t^{-1}}, \quad \tilde{H}_t \equiv H_{A_t^{-1}},
\]
we have that \( \tilde{X}, \tilde{A}, \tilde{M}, \tilde{H} \) with filtration \( (\mathcal{F}_{A_t^{-1}})_{t \geq 0} \) satisfy the assumption \( \mathcal{A}_{\text{sup}} \). In particular, **Theorem 3.1** implies in this case upper bounds on \( \mathbb{E}[\sup_{s \in [0, A_t^{-1}]} X^*_s] \).

**Remark 3.4** (On the relation between the concavity of \( \eta_p \) and \( \eta \)). Assume as in **Theorem 3.1** that \( \eta_p \) is concave and non-decreasing. Assume further, that \( \eta \) is twice differentiable. Then, concavity of \( \eta_p \) implies concavity of \( \eta \) which can be seen as follows. Fix some \( p \in (0, 1) \). We have for all \( y > 0 \):
\[
\eta(y) = \eta_p(y^p)y^{1-p} \quad \text{and} \quad \eta''(y) = p^2\eta''_p(y^p)y^{p-1} - p(1-p)y^{-p}(\eta_p(y^p) - \eta'_p(y^p)y^p).
\]
Due to concavity of \( \eta_p \) we have \( 0 \leq \eta_p(0) \leq \eta_p(z) + \eta'_p(z)(0 - z) \) and \( \eta''_p(z) \leq 0 \) for all \( z > 0 \), therefore \( \eta''(x) \leq 0 \) and hence \( \eta \) is concave.

**Remark 3.5** (Comparison of bounds in the cases \( \mathcal{A}_{\text{nosup}} \) and \( \mathcal{A}_{\text{sup}} \)). Recall that Assumption \( \mathcal{A}_{\text{nosup}} \) is a special case of Assumption \( \mathcal{A}_{\text{sup}} \). The bound given by **Theorem 3.1** b) is indeed better than the bound of **Theorem 3.1** a). This can be seen as follows: We show for all \( h > 0, x \geq 0 \)
\[
\alpha_1 G^{-1}(G(h) + x) \leq G^{-1}(G(\alpha_1 h) + \beta x)
\]
holds true. Fix some \( h > 0 \). Define for all \( x \geq 0 \):
\[
f(x) := \alpha_1^p G^{-1}(G(h) + x)^p = \alpha_1^p (\tilde{G}_p^{-1}(\tilde{G}_p(h^p) + (1-p)x)), \quad g(x) := G^{-1}(G(\alpha_1 h) + \beta x)^p = (\tilde{G}_p^{-1}(\tilde{G}_p(\alpha_1^p h^p) + (1-p)\beta x)).
\]
Here, we used \( (10) \). Note that \( f(0) = \alpha_1^p h^p = g(0) \). Furthermore, we have \( \alpha_1^p = \beta, \alpha_1^{-p} \in (0, 1) \) and
\[
f'(x) = (1-p)\alpha_1^p \frac{1}{\tilde{G}_p'(\alpha_1^{-p} f(x))} = (1-p)\alpha_1^p \eta_p(\alpha_1^{-p} f(x)) \quad \text{and} \quad g'(x) = (1-p)\beta \frac{1}{\tilde{G}_p'(g(x))} = (1-p)\alpha_1^p \eta_p(g(x)).
\]
The assumption that \( \eta_p \) is non-decreasing implies that \( f(x) \leq g(x) \) for all \( x \geq 0 \). Taking the \( p \)-th root implies the claim.
3.1.2 Estimates for convex $\eta$

Assume Assumption $\mathcal{A}_{\text{nosup}}$ and that $H$ is constant. If $\eta$ is convex, estimates of the type
\[
\|X_t^*\|_p \leq c_1 G^{-1}(c_2 G(c_3 H) + c_4 A_t) \tag{15}
\]
(where $c_1, c_2, c_3$ and $c_4$ are constants which depend only on $p \in (0, 1)$) are in general false: For processes $X$ which satisfy Assumption $\mathcal{A}_{\text{nosup}}$ for convex $\eta$, the quantity $\|X_t^*\|_p$ may explode at finite time and this type of behaviour cannot be captured by a bound of the type (15). This is discussed in more detail in the appendix, see [Counterexample 10.1]. In particular, estimates of the type (15) do not hold under the weaker Assumption $\mathcal{A}_{\text{sup}}$.

However, the estimate of the deterministic Bihari-LaSalle inequality (see e.g. [Lemma 1.1]) can be rearranged to
\[
G^{-1}(G(x(t)) - A(t)) \leq H.
\]
This rearranged inequality can be generalized to the stochastic case for convex $\eta$. The following theorem can be used to study the finiteness of exponential moments of path-dependent SDEs, see [Section 5]

**Theorem 3.6** (A sharp stochastic Bihari-LaSalle inequality for convex $\eta$). a) Assume Assumption $\mathcal{A}_{\text{nosup}}$. Furthermore, let $A$ be continuous, $\eta$ convex and $\eta(0) = 0$. Then, for $p \in (0, 1)$ the following estimates hold for all $T \geq 0$:

\[
\left\|G^{-1}(G(X_T^*) - A_T)\right\|_p \leq \left\|\sup_{t \in [0,T]} G^{-1}(G(X_t) - A_t)\right\|_p \leq \begin{cases} 
\alpha_1 \|H_T\|_{1,\mathcal{F}_0} & \text{if } \mathbb{E}[H_T] < \infty, \\
\alpha_1 \alpha_2 \|H_T\|_{p,\mathcal{F}_0} & \text{if } \mathbb{E}[H_T^p] < \infty \text{ and } \Delta M \geq 0, \\
\alpha_1 \alpha_2 \|H_T\|_{p,\mathcal{F}_0} & \text{if } \mathbb{E}[H_T^p] < \infty \text{ and } H \text{ is predictable.}
\end{cases}
\]

b) Assume Assumption $\mathcal{A}_{\text{sup}}$. Furthermore, let $A$ continuous, $\eta_p$ convex and $\eta_p(0) = 0$. Then, for $p \in (0, 1)$ the following estimates hold for all $T \geq 0$:

\[
\left\|G^{-1}(G(X_T^*) - \beta A_T)\right\|_{p,\mathcal{F}_0} \leq \begin{cases} 
\alpha_1 \|H_T\|_{1,\mathcal{F}_0} & \text{if } \mathbb{E}[H_T] < \infty, \\
\alpha_1 \alpha_2 \|H_T\|_{p,\mathcal{F}_0} & \text{if } \mathbb{E}[H_T^p] < \infty \text{ and } \Delta M \geq 0, \\
\alpha_1 \alpha_2 \|H_T\|_{p,\mathcal{F}_0} & \text{if } \mathbb{E}[H_T^p] < \infty \text{ and } H \text{ is predictable.}
\end{cases}
\]

The assumption that $A$ is continuous is not necessary when $\eta(x) \equiv x$. The assumption $\eta(0) = 0$ and $\eta(x) > 0$ for $x > 0$ can be replaced by $\eta(c_0) = 0$ for some $c_0 \geq 0$, if $X \geq c_0$ and $H \geq c_0$. In this case, we define $G$ using some $c > c_0$.

The constants $\alpha_1$ and $\alpha_1 \alpha_2$ are sharp, they are already sharp when $A \equiv 0$. The constant $\beta$ is sharp, it is already sharp when $A$ is deterministic, $H$ is deterministic and constant and $\eta(x) \equiv x$. Sharpness is discussed in [Section 3.3]

**Remark 3.7** (On the relation between the convexity of $\eta_p$ and $\eta$). By the same calculations as in the concave case, we have: Assume that $\eta$ is twice differentiable and that $\eta_p(0) = 0$. Then, the convexity of $\eta_p$ implies that $\eta$ is convex.

**Corollary 3.8.** We get in the case $\mathcal{A}_{\text{sup}}$ and $\mathbb{E}[H_T] < \infty$ of the previous theorem the following estimates.
a) For $\eta(x) = x$ for all $x \geq 0$, we have

$$\|e^{-\beta A T} X_T^*\|_{p, F_0} \leq \alpha_1 \|H_T\|_{1, F_0}.$$ 

b) For $\eta(x) = (x + 1) \log(x + 1)$ for all $x \geq 0$, we have

$$\|(X_T^* + 1)e^{-\beta A T} - 1\|_{p, F_0} \leq \alpha_1 \|H_T\|_{1, F_0}.$$ 

c) If $X \geq 1$, $H \geq 1$ and $\eta(x) = x \log(x)$, we have

$$\|e^{-\beta A T} (X_T^* + 1)\|_{p, F_0} \leq \alpha_1 \|H_T\|_{1, F_0}.$$ 

d) For $\eta(x) = (x + e) \log(x + e) \log(\log(x + e))$ for all $x \geq 0$, we have

$$\|e^{\log^{-\beta A T} (X_T^* + e)} - e\|_{p, F_0} \leq \alpha_1 \|H_T\|_{1, F_0}.$$ 

Proof of Corollary 3.8

a) For $\eta(x) = x$ and $c = 1$ we have $G(x) = \log(x)$ and $G^{-1}(x) = e^x$.

b) For $\eta(x) = (x + 1) \log(x + 1)$ and $c = e - 1$ we have

$$G(x) = \log(\log(x + 1)) and G^{-1}(x) = \exp(\exp(x)) - 1.$$ 

c) For $\eta(x) = x \log(x)$ and $c = e$ we have

$$G(x) = \log(\log(x)) and G^{-1}(x) = \exp(\exp(x)).$$ 

d) For $\eta(x) = (x + e) \log(x + e) \log(\log(x + e))$ and $c = e^e - e$ we have

$$G(x) = \log(\log(\log(x + e))) and G^{-1}(x) = \exp(\exp(\exp(x))) - e.$$ 

3.1.3 Estimates for general $\eta$

Now we study upper bounds of $X$ without imposing concavity or convexity assumptions on $\eta$. The estimate of the deterministic Bihari-LaSalle inequality (see e.g. Lemma 1.1) can be arranged as $G(x(t)) \leq G(H) + A(t)$. Theorem 3.9 is a stochastic version of this, which can be applied to study existence and uniqueness of solutions to path-dependent SDEs, see Section 5.

Theorem 3.9 (A stochastic Bihari-LaSalle inequality for $A_{sup}$). Assume Assumption $A_{sup}$. Furthermore, assume that $k_\eta := \sup_{x>0} \eta(x) < +\infty$. Then, we have the following estimate (where the terms take values in $[0, +\infty]$):

$$E_{F_0}[G(X_T^*)] \leq E_{F_0}[A_t] + G(E_{F_0}[H_t]) + k_\eta.$$ 

Assume that $\eta(x) \equiv x$ and assumption $A_{sup}$. Note that Theorem 3.1 implies upper bounds for $\|X_t\|_{p, F_0}$, Theorem 3.6 implies upper bounds for $\|X_t e^{-\beta A t}\|_{p, F_0}$ and Theorem 3.9 implies upper bounds for $E_{F_0}[\log(X_t^*)]$. In this sense Theorem 3.9 gives the weakest result.
3.2 Stochastic $L^\theta$ Gronwall inequalities

In this section we assume the assumption $A_{\sup, \theta}$. Hence, in particular we assume for all $t \geq 0$

$$X_t \leq \left( \int_{[0,t]} (X^*_s)^\theta dA_s \right)^{1/\theta} + M_t + H_t \quad \mathbb{P}\text{-a.s.}$$

**Remark 3.10** (Deterministic case). In the deterministic case, i.e. $M = 0$ this inequality has e.g. been studied by Willett and Wong [34, Theorem 1]. For a stochastic version with upper bounds of a similar type (depending on the quadratic variation of the martingale) has been studied by Makasu [22, Theorem 2.1]. We obtain upper bounds of a different structure.

**Remark 3.11** (Upper bounds on $\|X^*_t\|_{q,F_0}$). Estimates of the form

$$\|e^{-c_1 \cdot A_t} X^*_t\|_{p,F_0} \leq c_2 \tilde{H}, \quad \text{for some } p \in (0, 1),$$

for some constants $\tilde{H} \geq 0, c_1 > 0, c_2 > 0$, imply upper estimates on $\|X^*_t\|_{q,F_0}$ via Hölder’s inequality (using the exponents $p/q$ and $p/(p-q)$) for $q \in (0, p)$:

$$\|X^*_t\|_{q,F_0} \leq c_2 \tilde{H}\|e^{-c_1 \cdot A_t}\|_{qp/(p-q),F_0}.$$

Therefore, we only study upper bounds of $\|e^{-c_1 \cdot A_t} X^*_t\|_{p,F_0}$ in this section. In particular, these types of estimates to not require $\|e^{-c_1 \cdot A_t}\|_{qp/(p-q),F_0}$ to be finite.

We extend the results of Le and Ling [20, Lemma 3.8] in this section. Under similar assumptions this inequality has also been studied by Makasu [22, Theorem 2.2].

**Theorem 3.12** (Le and Ling: A monotone stochastic $L^\theta$ Gronwall inequality). Let $(X_t)_{t \geq 0}, (H_t)_{t \geq 0}$ be non-negative non-decreasing processes, let $(A_t)_{t \geq 0}$ be a continuous non-decreasing adapted process with $A_0 = 0$ and let $(M_t)_{t \geq 0}$ be a local martingale with $M_0 = 0$. Suppose that there exists a constant $\theta \in (0, \infty)$ such that with probability one,

$$X_t \leq \left( \int_{[0,t]} X^*_s dA_s \right)^{1/\theta} + M_t + H_t, \quad \forall t \geq 0.$$

Then, for any bounded stopping time $\tau$, we have:

$$\mathbb{E}[2^{-2^\theta A_{\tau}} X_{\tau}] \leq 2\mathbb{E}[H_{\tau}] \quad \text{when } \theta \geq 1,$$

$$\mathbb{E}[2^{-4A_{\tau}^{1/\theta}} X_{\tau}] \leq \mathbb{E}[H_{\tau}] \quad \text{when } \theta < 1.$$
a) If $A$ is continuous and $\theta > 1$, then for all $t \geq 0$:
\[
\| \exp\{-\beta^\theta A_t\} X_t^* \|_{p,F_0} \leq \begin{cases} 
\theta^{1/p} \alpha_1 \alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } H \text{ is predictable.} \\
\theta^{1/p} \alpha_1 \alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } \Delta M \geq 0, \\
\| H_t \|_{1,F_0} & \text{if } \mathbb{E}[H_t] < \infty.
\end{cases}
\]

b) If $\theta \leq 1$, then for all $t \geq 0$:
\[
\| \exp\{-\beta A_t\} X_t^* \|_{p,F_0} \leq \begin{cases} 
\alpha_1 \alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } H \text{ is predictable.} \\
\alpha_1 \alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } \Delta M \geq 0, \\
\| H_t \|_{1,F_0} & \text{if } \mathbb{E}[H_t] < \infty.
\end{cases}
\]

and
\[
\| \exp\{-A_t\} X_t^* \|_{1,F_0} \leq \theta \| H_t \|_{1,F_0} & \text{if } \mathbb{E}[H_t] < \infty.
\]

c) If $X$ is non-decreasing and $\theta > 1$, then for all $t \geq 0$:
\[
\| \exp\{-A_t\} X_t^* \|_{p,F_0} \leq \begin{cases} 
\theta^{1/p} \alpha_1 \alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } H \text{ is predictable.} \\
\theta^{1/p} \alpha_1 \alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } \Delta M \geq 0, \\
\| H_t \|_{1,F_0} & \text{if } \mathbb{E}[H_t] < \infty.
\end{cases}
\]

d) If $X$ is non-decreasing and $\theta \leq 1$, then for all $t \geq 0$:
\[
\| \exp\{-A_t^{(\theta)}\} X_t^* \|_{p,F_0} \leq \begin{cases} 
\alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } H \text{ is predictable.} \\
\alpha_2 \| H_t \|_{p,F_0} & \text{if } \mathbb{E}[H_t^p] < \infty \text{ and } \Delta M \geq 0, \\
\| H_t \|_{1,F_0} & \text{if } \mathbb{E}[H_t] < \infty.
\end{cases}
\]

and
\[
\| \exp\{-A_t^{(\theta)}\} X_t^* \|_{1,F_0} \leq \| H_t \|_{1,F_0} & \text{if } \mathbb{E}[H_t] < \infty.
\]

The constants $\alpha_1, \alpha_2$ and $\beta$ only depend on $p$, see (S).

Remark 3.14. If $A$ is continuous, then $A_t^{(\theta)} = A_t^{1/\theta}$ for $\theta < 1$. If $A$ is not continuous, we have e.g. by Remark 10.3 that $A_t^{(\theta)} \geq A_t^{1/\theta}$.

3.3 Sharpness of constants

Recall the following definition from (S) for $p \in (0,1)$:
\[
\beta = (1-p)^{-1}, \quad \alpha_1 = (1-p)^{-1/p}, \quad \alpha_2 = p^{-1}.
\]

The key idea of the proof of the following theorem is due to Michael Scheutzow.

Theorem 3.15 (Scheutzow: Sharpness of the constant $\beta$). Let $p \in (0,1)$ and assume that $\tilde{\alpha}$ and $\beta$ are positive constants (depending on $p$) such that for any non-negative adapted continuous process $(X_t)_{t \geq 0}$ which satisfies
\[
X_t \leq \int_0^t X_s^* ds + M_t + H, \quad \forall t \geq 0.
\]

for some continuous local martingale $(M_t)_{t \geq 0}$ and some constant $H > 0$, we have for all $t \geq 0$
\[
\| X_t^* \|_p \leq \tilde{\alpha} H \exp(\tilde{\beta} t).
\]

Then, $\tilde{\beta} \geq \beta$ holds true.
Corollary 3.16. The constant $\beta$ in Theorem 3.7 a), Theorem 3.6 b) and Theorem 3.13 (in the case $\theta = 1$) is sharp. It is already sharp when $\eta(x) \equiv x$, $A_t \equiv t$, $H$ is a constant and $M$ and $X$ are continuous processes.

The next theorem studies the sharpness of $\alpha_1$ and $\alpha_1\alpha_2$. The constant $\alpha_1\alpha_2$ is the constant which also appears in Lenglart’s domination inequality. In particular, Theorem 3.17 a) is closely connected to [9, Theorem 2.1]. Assertion b) of Theorem 3.17 is known in the literature, see for example [26, Theorem 7.6, p. 300].

Theorem 3.17 (Sharpness of the constants $\alpha_1$ and $\alpha_1\alpha_2$). Let $X$ be an adapted non-negative continuous process, $H$ an adapted non-negative non-decreasing continuous process, and $M$ a càdlàg local martingale with no negative jumps and $M_0 = 0$. Assume that for all $t \geq 0$ the inequality

$$X_t \leq H_t + M_t$$

holds true. Then:

a) For all $t \geq 0$ $\|X_t\|^p \leq \alpha_1\alpha_2\|H_t\|^p$ holds and the constant $\alpha_1\alpha_2$ is optimal.

b) For all $t \geq 0$ $\|X_t\|^p \leq \alpha_1\|H_t\|_1$ and the constant $\alpha_1$ is optimal. It is already optimal when $H$ is a constant and $M$ is continuous.

corollary 3.18. a) The constants $\alpha_1\alpha_2$ and $\alpha_1$ in Theorem 3.1 a) are sharp.

b) The constant $\alpha_1$ in Theorem 3.1 b) is sharp. If $\eta(x) \equiv x$, then $G(x) = \log(x)$ and $G^{-1}(x) = \exp(x)$. In particular, $\alpha_1\alpha_2$ also appears in the estimate of b) in this case and it is sharp.

c) The constants $\alpha_1\alpha_2$ and $\alpha_1$ in Theorem 3.6 are sharp.

d) If $\theta \leq 1$, then both constants $\alpha_1\alpha_2$ and $\alpha_1$ are sharp in Theorem 3.13. Both constants are in all above listed cases already sharp when $A \equiv 0$.

4 Stochastic Gronwall inequalities

In this section we summarize the results in the literature for the linear case $\eta(x) = x$ and compare them with the inequalities of this paper.

Von Renesse and Scheutzow [33, Lemma 5.4] developed a stochastic Gronwall inequality for continuous martingales to study stochastic functional differential equations. This result was further generalized by Mehri and Scheutzow [24, Theorem 2.1], who applied Lenglart’s domination inequality in the proof.

Theorem 4.1 (Mehri and Scheutzow: A stochastic Gronwall inequality for $A_{\sup}$). Assume Assumption $A_{\sup}$, that $A$ is deterministic and $\eta(x) \equiv x$. Then, the following estimates hold for $p \in (0, 1)$ and $T > 0$.

$$\|X_T\|^p_{p,F_0} \leq \begin{cases} p^{-1/p}c_p\|H_T\|^p_{p,F_0}e^{p^{-1}c_p A_T} & \text{if } \mathbb{E}[H_T^p] < \infty \text{ and } H \text{ is predictable,} \\ p^{-1/p}(c_p^p + 1)^{1/p}\|H_T\|^p_{1,F_0}e^{-1}(c_p^{p+1})^{1/p}A_T & \text{if } \mathbb{E}[H_T^p] < \infty \text{ and } \Delta M \geq 0, \\ p^{-1/p}c_p\|H_T\|^p_{1,F_0}e^{-1}c_pA_T & \text{if } \mathbb{E}[H_T] < \infty, \end{cases}$$

where $c_p = \alpha_1\alpha_2$. 

15
The following is a corollary of Theorem 3.13 (b), Theorem 3.17 and Theorem 3.15. It slightly sharpens the result above and extends it to predictable integrators $A$:

**Corollary 4.2** (A sharp stochastic Gronwall inequality for $\mathcal{A}_{\sup}$). Assume Assumption $\mathcal{A}_{\sup}$ (see Definition 2.1) and $p \in (0, 1)$. Then, the following estimates hold:

$$
\|e^{-\beta A_t}X^*_t\|_{p,F_0} \leq \begin{cases} 
\alpha_1\|H_t\|_{1,F_0} & \text{if } \mathbb{E}[H_T] < \infty, \\
\alpha_1\alpha_2\|H_t\|_{p,F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } \Delta M \geq 0, \\
\alpha_1\alpha_1\|H_t\|_{p,F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } H \text{ predictable}.
\end{cases}
$$

If $\|e^{\beta A_t}\|_{q/(p-q),F_0}$ is integrable, we have for $0 < q < p < 1$

$$
\|X^*_t\|_q \leq \begin{cases} 
\alpha_1\|H_t\|_{1,F_0}e^{\beta A_t}\|_{q/(p-q),F_0} & \text{if } \mathbb{E}[H_T] < \infty, \\
\alpha_1\alpha_2\|H_t\|_{p,F_0}e^{\beta A_t}\|_{q/(p-q),F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } \Delta M \geq 0, \\
\alpha_1\alpha_1\|H_t\|_{p,F_0}e^{\beta A_t}\|_{q/(p-q),F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } H \text{ predictable}.
\end{cases}
$$

The constants $\alpha_1, \alpha_2$ and $\beta$ only depend on $p$ and they are sharp, see (8).

A stochastic Gronwall lemma (in setting nearly identical to $\mathcal{A}_{\nosup}$ with $\eta(x) \equiv x$) was proven for continuous martingales $M$ by Scheutzow [30, Theorem 4]. This result was extended by Xie and Zhang [36, Lemma 3.8] to càdlàg martingales:

**Theorem 4.3** (Xie and Zhang: A stochastic Gronwall inequality for $\mathcal{A}_{\nosup}$). Assume Assumption $\mathcal{A}_{\nosup}$. Furthermore, assume that $\eta(x) \equiv x$ and $A$ is continuous. Then, for any $0 < q < \hat{p} < 1$ and $t \geq 0$, we have:

$$
\|X^*_t\|_q \leq \left(\frac{\hat{p}}{\hat{p} - q}\right)^{1/q} \|H_t\|_1 e^{\tilde{A}_t\|_{\hat{p}/(1-\hat{p})}}.
$$

The following corollary of Theorem 3.6 slightly extends and marginally sharpens Theorem 4.3.

**Corollary 4.4** (A sharp stochastic Gronwall inequality for $\mathcal{A}_{\nosup}$). Assume Assumption $\mathcal{A}_{\nosup}$ (see Definition 2.2) and $p \in (0, 1)$. Then, the following estimates hold:

$$
\|e^{-A_t}X^*_t\|_{p,F_0} \leq \begin{cases} 
\alpha_1\|H_t\|_{1,F_0} & \text{if } \mathbb{E}[H_T] < \infty, \\
\alpha_1\alpha_2\|H_t\|_{p,F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } \Delta M \geq 0, \\
\alpha_1\alpha_1\|H_t\|_{p,F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } H \text{ predictable}.
\end{cases}
$$

If $\|e^{\beta A_t}\|_{q/(p-q),F_0}$ is integrable, we have for $0 < q < p < 1$

$$
\|X^*_t\|_q \leq \begin{cases} 
\alpha_1\|H_t\|_{1,F_0}e^{A_t}\|_{q/(p-q),F_0} & \text{if } \mathbb{E}[H_T] < \infty, \\
\alpha_1\alpha_2\|H_t\|_{p,F_0}e^{A_t}\|_{q/(p-q),F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } \Delta M \geq 0, \\
\alpha_1\alpha_1\|H_t\|_{p,F_0}e^{A_t}\|_{q/(p-q),F_0} & \text{if } \mathbb{E}[H^p_T] < \infty \text{ and } H \text{ predictable}.
\end{cases}
$$

The constants $\alpha_1, \alpha_2$ and $\beta$ only depend on $p$, see (8).

**Remark 4.5** (Comparison of constants). Choose any $0 < q < p < 1$ and set $\hat{p} := qp(p + q - q)^{-1}$. Then, $q < \hat{p} < 1$ holds and Theorem 4.3 implies:

$$
\|X^*_t\|_q \leq \left(\frac{1}{q} \frac{1}{1 - p}\right)^{1/q} \|H_t\|_1 e^{A_t}\|_{q/(p-q)}.
$$
Noting that, due to $0 < q < p < 1$ we have
\[
\left( \frac{p}{q} \frac{1}{1-p} \right)^{1/q} \geq \left( \frac{1}{1-p} \right)^{1/q} \geq \left( \frac{1}{1-p} \right)^{1/p},
\]
the constant in Corollary 4.4 is slightly sharper than that in Theorem 4.3. For deterministic $A$ (i.e. $\hat{p} \to 1$ or $p \to q$), both theorems yield the same constant $(1 - q)^{-1/q}$ which is optimal in this case.

5 Applications: A Lévy driven path-dependent SDE

The stochastic Bihari-LaSalle inequalities are, like the stochastic Gronwall inequalities, useful tools to study SDEs (see also the references of stochastic Gronwall applications listed in the introduction). We demonstrate this for the following path-dependent SDE driven by a Lévy process with bounded jumps, more general SDEs could be studied (see e.g. [24]).

Assume an underlying filtered probability space $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \geq 0})$ satisfying the usual conditions. Let $L$ be an $\mathbb{R}^d$-valued Lévy process with bounded jumps and its Lévy-Itô decomposition given by
\[
L_t = b t + \sigma B_t + \int_{|\xi| \leq c} x \tilde{N}(t, d\xi) \quad \forall t \geq 0
\]
where $b \in \mathbb{R}^d$, $\sigma \in \mathbb{R}^{d \times m}$, $B$ a Brownian motion, $N$ an independent Poisson random measure on $\mathbb{R}^+ \times (\mathbb{R}^d \setminus \{0\})$ with Lévy measure $\nu$ and $c > 0$ some constant. We denote by $\tilde{N}$ the corresponding compensated Poisson random measure. For details, see for example [11] p. 126. We denote by $\| \cdot \|_F$ the Frobenius norm on $\mathbb{R}^{d \times m}$. Denote by $U := \{ \xi \in \mathbb{R}^d \mid 0 < |\xi| \leq c \}$ and set $\mathcal{U} := B(U)$, where $B(U)$ denotes the Borel $\sigma$-algebra on $U$.

We study the path-dependent SDE with random coefficients driven by $L$:
\begin{equation}
\begin{aligned}
&dX_t = f(t, X_t)dt + \int_{|\xi| \leq c} g(t, X_t, \xi) \tilde{N}(dt, d\xi) + h(t, X_t)dB_t \\
&X_t = z_t, t \in [-\tau, 0],
\end{aligned}
\end{equation}
where $\tau > 0$ is some constant and the initial condition $(z_t)_{t \in [-\tau, 0]}$ has càdlàg paths and is $\mathcal{F}_0$ measurable. Denote by $\mathcal{P}$ the predictable $\sigma$-algebra on $[0, \infty) \times \Omega$. We endow the space $C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d)$ with the topology generated by the uniform convergence on compact sets and denote by $\mathcal{B}(C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d))$ the ball Borel $\sigma$-algebra on $C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d)$. Assume that the coefficients
\[
f : ([0, \infty) \times \Omega \times C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d), \mathcal{P} \otimes \overline{\mathcal{B}(C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d)))} \to (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)),
\]
\[
g : ([0, \infty) \times \Omega \times C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d) \times U, \mathcal{P} \otimes \overline{\mathcal{B}(C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d))) \otimes \mathcal{U} \to (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)),
\]
\[
h : ([0, \infty) \times \Omega \times C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d), \mathcal{P} \otimes \overline{\mathcal{B}(C_\text{cadlag}([-\tau, \infty); \mathbb{R}^d))) \to (\mathbb{R}^{d \times m}, \mathcal{B}(\mathbb{R}^{d \times m}))
\]
are measurable mappings. For every $t \in [0, \infty)$, $\omega \in \Omega$, $\xi \in U$ assume that $f(t, \omega, x)$, $g(t, \omega, x, \xi)$ and $h(t, \omega, x)$ only depend on the path segment $x(s), s \in [-\tau, t)$. We denote by $f(t, x)$, $g(t, x, \xi)$ and $h(t, x)$ the corresponding random variables.

We study a less general SDE than [24 Theorem 3.3], but we have weaker assumptions on the coefficients, as we allow in (C1) and (C2) nonlinear upper bounds $\eta_1, \eta_2$. 17
Hypothesis 5.1. There exist non-negative functions $K \in L^1_{\text{loc}}([0, \infty), dt)$ and, for all $R > 0$, $K_R \in L^1_{\text{loc}}([0, \infty), dt)$ such that for all $x, y \in \text{Càdlàg}([-\tau, \infty); \mathbb{R}^d)$:

(C1) for $\sup_{s \in [-\tau, t]} |x(s)|$, $\sup_{s \in [-\tau, t]} |y(s)| \leq R$

$$2\langle x(t^-) - y(t^-), f(t, \omega, x) - f(t, \omega, y) \rangle + \int_U |g(t, \omega, x, \xi) - g(t, \omega, y, \xi)|^2 \nu(d\xi)$$

$$+ \|h(t, \omega, x) - h(t, \omega, y)\|_F^2 \leq L_R(t) \eta_1(\sup_{s \in [-\tau, t]} |x(s) - y(s)|^2),$$

(C2) $$2\langle x(t^-), f(t, \omega, x) \rangle + \int_U |g(t, \omega, x, \xi)|^2 \nu(d\xi) + \|h(t, \omega, x)\|_F^2 \leq K(t) \eta_2(1 + \sup_{s \in [-\tau, t]} |x(s)|^2),$$

(C3) $x \mapsto f(t, \omega, x)$ as a function from $\text{Càdlàg}([-\tau, \infty); \mathbb{R}^d)$ to $\mathbb{R}^d$ is continuous,

(C4) for $\sup_{s \in [-\tau, t]} |x(s)| \leq R$

$$|f(t, \omega, x)| + \int_U |g(t, \omega, x, \xi)|^2 \nu(d\xi) + \|h(t, \omega, x)\|_F^2 \leq K_R(t),$$

(C5) $\mathbb{E} [\sup_{s \in [-\tau, 0]} |z(s)|^2] < \infty,$

where $\eta_1, \eta_2 : [0, \infty) \to [0, \infty)$ are non-decreasing continuous functions with $\eta_i(x) > 0$ for all $x > 0$, $i = 1, 2$. Define

$$G_i(x) := \int_1^x \frac{du}{\eta_i(u)}, \quad \forall x > 0, i = 1, 2.$$

Assume:

$$k_{\eta_i} := \sup_{x > 0} \frac{x}{\eta_i(x)} < \infty \quad \text{for } i = 1, 2,$$

$$\int_0^\varepsilon \frac{du}{\eta_1(u)} = +\infty \quad \forall \varepsilon > 0 \quad \text{i.e. } \lim_{\varepsilon \to 0} G_1(\varepsilon) = -\infty,$$

$$\int_1^\infty \frac{du}{\eta_2(u)} = +\infty \quad \text{i.e. } \lim_{x \to \infty} G_2(x) = +\infty.$$

Remark 5.2. The assumption $\lim_{\varepsilon \to 0} G_1(\varepsilon) = -\infty$ implies that $\lim_{\varepsilon \to 0} \eta_1(\varepsilon) = 0$. Hence, (C1) and (C3) imply that for any fixed $\omega \in \Omega$ and $t \geq 0$ we have that the mappings

$$\text{Càdlàg}([-\tau, \infty); \mathbb{R}^d) \to L^2(U, \mathcal{U}, \nu), \quad x \mapsto g(t, \omega, x, \xi),$$

$$\text{Càdlàg}([-\tau, \infty); \mathbb{R}^d) \to \mathbb{R}^{d \times m}, \quad x \mapsto h(t, \omega, x)$$

are continuous.
5.1 Existence and uniqueness of strong solutions

Von Renesse and Scheutzow [33] studied existence and uniqueness of local and global solutions to stochastic functional differential equations driven by Brownian motion by using stochastic Gronwall inequalities and a nonlinear generalisation of a stochastic Gronwall lemma. In particular, they proved the existence of global solutions under a condition similar to (C2) of Hypothesis 5.1. Mehri and Scheutzow [24] generalized the stochastic Gronwall inequality of [33] to càdlàg martingales and studied a path-dependent SDE with càdlàg paths.

The following theorem is a nonlinear extension of [24, Theorem 3.3], our assumptions (C1) and (C2) of Hypothesis 5.1 include a nonlinear right-hand side. The proof is similar except that we use a stochastic Bihari-LaSalle inequality (Theorem 3.9) instead of a stochastic Gronwall inequalities and a nonlinear generalisation of a stochastic Gronwall inequality of [33] to càdlàg martingales and we also have a nonlinear monotonicity condition.

**Corollary 5.3** (Existence and uniqueness of global of solutions). Assume Hypothesis 5.1 holds. Then the SDE (16) has a unique strong global solution.

**Proof.** Proof of uniqueness of global solutions: Let $X$ and $Y$ be two global solutions of the SDE (16) with the same initial condition $(z_{t})_{t \in [-\tau, 0]}$. Define

$$
\tau(R) := \inf \{ t \geq 0 \mid |X_{t}| > R \text{ or } |Y_{t}| > R \}
$$

where we set $\inf \emptyset := +\infty$. Then, by Itô’s formula we have:

$$
|X_{t \wedge \tau(R)} - Y_{t \wedge \tau(R)}|^{2} = \int_{0}^{t \wedge \tau(R)} 2\langle X_{s^-} - Y_{s^-}, f(s, X) - f(s, Y) \rangle ds
$$

$$
+ \int_{0}^{t \wedge \tau(R)} \| h(s, X) - h(s, Y) \|_{F}^{2} ds
$$

$$
+ \int_{(0, t \wedge \tau(R))} \int_{U} |g(s, X, \xi) - g(s, Y, \xi)|^{2} \nu(\xi) ds + M_{t \wedge \tau(R)} \tag{17}
$$

where (C1) includes a nonlinear monotonicity condition.

$$
L_{R}(s) \eta_{1} \left( \sup_{u \in [0, s]} |X_{u} - Y_{u}|^{2} \right) ds + M_{t \wedge \tau(R)}
$$

We add a parameter $\varepsilon > 0$ to (17) and weaken it slightly:

$$
Z_{t} := |X_{t \wedge \tau(R)} - Y_{t \wedge \tau(R)}|^{2} + \varepsilon \leq \int_{0}^{t} \eta_{1}(Z_{s}^{*}) L_{R}(s) ds + M_{t \wedge \tau(R)} + \varepsilon.
$$
Applying [Theorem 3.9] to the process \((Z_t)_{t \geq 0}\) implies for any \(T > 0\):

\[
\mathbb{E}[G_1(\sup_{t \in [0,T]} |X_{t\wedge \tau(R)} - Y_{t\wedge \tau(R)}|^2 + \varepsilon)] \leq G_1(\varepsilon) + \mathbb{E}[\int_0^T L_R(s)ds] + k_{\eta,1}.
\]

Set \(p_\delta := \mathbb{P}[\sup_{t \in [0,T]} |X_{t\wedge \tau(R)} - Y_{t\wedge \tau(R)}|^2 > \delta]\). Due to \(x \rightarrow G_1(x)\) being increasing, we have for any \(\delta > 0\) and \(\varepsilon > 0\) that

\[
p_\delta G_1(\delta + \varepsilon) + (1 - p_\delta)G_1(\varepsilon) \leq \mathbb{E}[G_1(\sup_{t \in [0,T]} |X_{t\wedge \tau(R)} - Y_{t\wedge \tau(R)}|^2 + \varepsilon)] \leq G_1(\varepsilon) + \mathbb{E}[\int_0^T L_R(s)ds] + k_{\eta,1},
\]

which implies by rearranging (noting that \(G_1(\delta + \varepsilon) - G_1(\varepsilon) > 0\) and \(\lim_{\varepsilon \searrow 0} G_1(\varepsilon) = -\infty\):

\[
p_\delta \leq \frac{\mathbb{E}[\int_0^T L_R(s)ds] + k_{\eta,1}}{G_1(\delta + \varepsilon) - G_1(\varepsilon)} \rightarrow 0 \text{ for } \varepsilon \searrow 0.
\]

Hence, \(\mathbb{P}[\sup_{t \in [0,T]} |X_{t\wedge \tau(R)} - Y_{t\wedge \tau(R)}|^2 = 0] = 1\) for an \(T > 0, R > 0\), which implies the claim.

**Proof of the existence of strong global solutions:** We show the existence of a solution using the Euler method, see e.g. [19], [33], [24]. We define for \(n \in \mathbb{N}\) the Euler approximates as

\[
X_t^{(n)} := z_t, \quad t \in [-\tau, 0]
\]

\[
X_t^{(n)} := X_{\frac{k}{n}, t}^{(n)} + \int_{\left(\frac{k}{n}, t\right]} f(s, X_{\wedge k/n}^{(n)}) ds + \int_{\left(\frac{k}{n}, t\right]} \int_U g(s, X_{\wedge k/n}^{(n)}, \xi) \tilde{N}(ds, d\xi) + \int_{\left(\frac{k}{n}, t\right]} h(s, X_{\wedge k/n}^{(n)}) dB_s \quad \text{for } t \in \left(\frac{k}{n}, \frac{k+1}{n}\right], k \geq 0
\]

(18)

The Euler approximate \(X^{(n)}\) has càdlàg paths and is adapted. In particular, the stochastic integrals are well-defined. Define \(k(n, t) := \frac{k}{n}\) for \(t \in \left(\frac{k}{n}, \frac{k+1}{n}\right], k \geq 0\) and \(k(n, t) := t\) for \(t \in [-\tau, 0]\). Note that (18) can be rewritten as

\[
X_t^{(n)} = z_0 + \int_0^t f(s, X_{\wedge k(n,s)}^{(n)}) ds + \int_{[0,t]} \int_U g(s, X_{\wedge k(n,s),\xi}^{(n)}) \tilde{N}(ds, d\xi) + \int_0^t h(s, X_{\wedge k(n,s)}^{(n)}) dB_s
\]

(19)

Define the remainder

\[
p_t^{(n)} := X_{k(n,t)}^{(n)} - X_t^{(n)}, \quad t \in [-\tau, \infty).
\]

The stochastic process \(p^{(n)}\) is adapted and \(p^{(n)}(\frac{k}{n}+) = 0\) for every \(k \in \mathbb{N}_0\). Note that \(t \mapsto k(n, t)\) is càglàg and \(X_t\) is càdlàg. Therefore, \(p_t^{(n)}\) is neither càglàg nor càdlàg. Fix \(T \geq 0\) and define for \(R > 0\) the stopping times

\[
\tau_R^{(n)} := (\inf \{t \geq 0 \mid |X_t^{(n)}| > \frac{R}{3}\} \wedge T) \mathbb{1}_{\{R > \sup_{s \in [-\tau, 0]} |z_s|\}}.
\]
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Then
\[ |p_t^{(n)}| \leq \frac{2R}{3}, \quad |X_t^{(n)}| \leq \frac{R}{3}, \quad t \in (0, \tau_R^{(n)}). \] (20)

On \{R > 3 \sup_{s \in [-\tau, 0]} |z_s| \} the inequalities extend to \([-\tau, \tau_R^{(n)}]\) and we have \(\tau_R^{(n)} > 0\) (due to the right-continuity of \(X^{(n)}\)).

As \(T\) was arbitrary, it suffices to prove the existence of a strong solution on \([0, T]\). The existence proof is done in the following steps:

a) For every \(t \geq 0\), \(1_{(0, \tau_R^{(n)}]}(t) \sup_{u \in (k(n), t]} |p_u^{(n)}| \to 0\) in probability as \(n \to \infty\).

b) \(E[\varphi(1 + \sup_{u \in [0, T]} |X_u^{(n)}| | 2)] \leq C(T, R, n)\) for some \(C(T, R, n)\) satisfying
\[ \lim_{n \to \infty} C(T, R, n) = \tilde{C}(T) \] for all \(R > 0\).

c) \(\lim_{R \to \infty} \limsup_{n \to \infty} \mathbb{P}[\tau_R^{(n)} < T] = 0\).

d) \(\lim_{n, m \to \infty} \mathbb{P}\left[ \sup_{t \in [0, T]} |X_t^{(n)} - X_t^{(m)}| > \varepsilon\right] = 0\) for all \(\varepsilon > 0\).

e) There exists a càdlàg adapted process \((X_t)_{t \geq 0}\) such that
\[ \lim_{n \to \infty} \mathbb{P}\left[ \sup_{t \in [0, T]} |X_t^{(n)} - X_t| > \varepsilon\right] = 0\] for all \(\varepsilon > 0\) and \(X\) is a strong solution of equation (16) on \([0, T]\).

We only prove the steps [b] [c] [d] The remaining steps are proven as in [24] Theorem 3.3.

**Proof of [b]** Using Itô’s formula, we have for \(t \in [0, T]\):
\[
|X_t^{(n)}|^2 = |z_0|^2 + \int_0^t 2\langle X_{s^{-}}^{(n)}, f(s, X_{\wedge k(n,s)}) \rangle ds + \int_0^t \int_U |g(s, X_{\wedge k(n,s)}, \xi)|^2 \nu(d\xi) ds
+ \int_0^t ||h(s, X_{\wedge k(n,s)})||^2_T ds + M_t^{(n)},
\]
where \(M^{(n)}\) is a local martingale defined by
\[ M_t^{(n)} := \int_{[0, t]} \int_U 2\langle X_{s^{-}}^{(n)}, g(s, X_{\wedge k(n,s)}, \xi) \rangle d\tilde{N}(ds, d\xi)
+ \int_{[0, t]} \int_U |g(s, X_{\wedge k(n,s)}, \xi)|^2 \tilde{N}(ds, d\xi)
+ \int_0^t 2\langle X_{s^{-}}^{(n)}, h(s, X_{\wedge k(n,s)}) dB_s \rangle.\]

Using (C2) and (C4), we have (using \(\lim_{r \nearrow s} X_{r \wedge k(n,s)}^{(n)} = X_{k(n,s)}^{(n)} = \lim_{r \nearrow s} X_{k(n,r)}^{(n)}\)):
\[
|X_{t \wedge \tau_R^{(n)}}^{(n)}|^2 \leq |z_0|^2 + \int_0^{t \wedge \tau_R^{(n)}} 2\langle X_{s^{-}}^{(n)} - \lim_{r \nearrow s} X_{r \wedge k(n,s)}^{(n)}, f(s, X_{\wedge k(n,s)}) \rangle ds
+ \int_0^t K(s) \eta_2 (1 + \sup_{u \in [-\tau, s]} |X_{u \wedge \tau_R^{(n)}}^{(n)}|) ds + M_t^{(n)}
\leq |z_0|^2 + \int_0^{t \wedge \tau_R^{(n)}} 2|p_s^{(n)}| \tilde{K}_R(s) ds
+ \int_0^t K(s) \eta_2 (1 + \sup_{u \in [-\tau, 0]} |z_u|^2 + \sup_{u \in [-\tau, s]} |X_{u \wedge \tau_R^{(n)}}^{(n)}|^2) ds + M_t^{(n)}
\]
Set 

\[ H_t^{n,R} := 1 + \sup_{u \in [-\tau,0]} |z_u|^2 + |z_0|^2 + \int_0^{t \wedge \tau_R(n)} 2|p_{s}^{(n)}|K_R(s)\,ds, \]

and note that by dominated convergence, (20), (a) and (C5):

\[ \limsup_{n \to \infty} \mathbb{E}[H_t^{n,R}] \leq 1 + 2\mathbb{E}[\sup_{u \in [-\tau,0]} |z_u|^2] < \infty. \]  

(21)

The application of Theorem 3.9 to \( Y_t := 1 + \sup_{u \in [-\tau,0]} |z_u|^2 + |X_{t \wedge \tau_R(n)}^{(n)}|^2 \), which satisfies \( Y_t \leq \int_0^t K(s)\eta_2(Y_s^*)\,ds + M_t^{(n)} + H_t^{n,R} \), implies:

\[ \mathbb{E}[G_2(1 + \sup_{t \in [0,T]} |X_{t \wedge \tau_R(n)}^{(n)}|^2)] \leq \mathbb{E}[G_2(Y_T^*)] \leq G_2(\mathbb{E}[H_T^{n,R}]) + \mathbb{E}[\int_0^T K(t)\,dt] + k_{\eta_2}. \]  

(22)

Combining (21) with (22) implies the assertion.

**Proof of (c):** We have due to \( G_2(x) \geq 0 \) for \( x \geq 1 \) and \( \lim_{x \to \infty} G_2(x) = +\infty \):

\[ \limsup_{n \to \infty} \limsup_{R \to \infty} \mathbb{P}[\tau_R^{(n)} < T] \leq \limsup_{n \to \infty} \limsup_{R \to \infty} \mathbb{P}[\sup_{t \in [0,T]} |X^{(n)}_t| \geq R/3] + \lim_{R \to \infty} \mathbb{P}[\sup_{s \in [-\tau,0]} |z_s| \geq R/3] \]

\[ \leq \limsup_{n \to \infty} \sup_{R \to \infty} \mathbb{E}[G_2(1 + \sup_{t \in [0,T]} |X^{(n)}_t|^2)] \]

\[ = \limsup_{R \to \infty} \frac{G_2(1 + (R/3)^2)}{G_2(1 + (R/3)^2)} \]

\[ b \]

\[ \leq \limsup_{R \to \infty} \frac{C(T, R, n)}{G_2(1 + (R/3)^2)} \]

\[ b \]

\[ = 0. \]

**Proof of (d):** Set \( \tau^{n,m}_{R} := \tau^{(n)}_{R} \land \tau^{(m)}_{R} \). Itô’s formula gives for \( t \in [0,T] \):

\[ |X^{(n)}_{t \wedge \tau^{n,m}_{R}} - X^{(m)}_{t \wedge \tau^{n,m}_{R}}|^2 \leq M_{t \wedge \tau^{n,m}_{R}} + \int_0^{t \wedge \tau^{n,m}_{R}} 2(p^{(n)}_{s} - p^{(m)}_{s}, f(s, X^{(n)}_{s \land k(m,s)}) - f(s, X^{(m)}_{s \land k(m,s)}))\,ds \]

\[ + \int_0^{t \wedge \tau^{n,m}_{R}} |L_R(s)| \left( \sup_{u \in [-\tau,s]} |X^{(n)}_{u \land k(m,s)} - X^{(m)}_{u \land k(m,s)}|^2 \right)\,ds \]

\[ \leq M_{t \wedge \tau^{n,m}_{R}} + H_{t \wedge \tau^{n,m}_{R}} + \int_0^T L_R(s) \left( \sup_{u \in [-\tau,s]} |X^{(n)}_{u \wedge \tau^{n,m}_{R}} - X^{(m)}_{u \wedge \tau^{n,m}_{R}}|^2 \right)\,ds \]  

(23)
where
\[
P_t^{n,m,R} := 4 \mathbb{1}_{(0,\tau_{R}^{(n)})}(s) \sup_{u \in [k(n)s,s]} |p_u^{(n)}|^2 + 4 \mathbb{1}_{(0,\tau_{R}^{(m)})}(s) \sup_{u \in [k(m)s,s]} |p_u^{(m)}|^2,
\]
\[
H_t^{n,m,R} := \int_0^t \mathbb{1}_{(0,\tau_{R}^{n,m})}(s) \left(4|p_s^{(n)}| + |p_s^{(m)}|\right) \tilde{K}_R(s) ds + \int_0^t L_R(s) \left( 2 \sup_{u \in [-\tau,s]} |X_u^{n,m} - X_u^{m,m} |^2 + p_s^{n,m,R} \right) ds.
\]

This implies by \(\varepsilon\) and the references therein. Using the stochastic Bihari-LaSalle inequality for see e.g. by Cox, Hutzenthaler and Jentzen [7], Hudde, Hutzenthaler and Mazzonetto 5.2 Exponential moment estimates for path-dependent SDEs

\[
\text{We have due to dominated convergence, (20), a)} \text{ and (C5):}
\]
\[
\limsup_{n,m \to \infty} \mathbb{E}[H_T^{n,m,R}] = 0.
\]
We multiply (23) by 2 and add an \(\varepsilon > 0\). Then, Theorem 3.9 implies:
\[
\mathbb{E}[G_1(2 \sup_{t \in [0,T]} |X_t^{(n)} - X_t^{(m)}|^2 + \varepsilon)] \leq G_1(2\mathbb{E}[H_T^{n,m,R} + \varepsilon]) + \mathbb{E}[2 \int_0^T L_R(t) ds].
\]
Therefore, we have for any fixed \(a > 0\) (using the same argument as in the proof of uniqueness)
\[
\mathbb{P}[ \sup_{t \in [0,\tau_{R}^{n,m} \land T]} |X_t^{(n)} - X_t^{(m)}|^2 > a] \leq \frac{G_1(\mathbb{E}[H_T^{n,m,R} + \varepsilon]) - G_1(\varepsilon)}{G_1(a + \varepsilon) - G_1(\varepsilon)} \int_0^T L_R(s) ds \to \frac{\mathbb{E}[\int_0^T L_R(s) ds]}{G_1(a + \varepsilon) - G_1(\varepsilon)} \text{ for } n, m \to \infty.
\]
This implies by \(\varepsilon \to 0\) that \(\lim_{n,m \to \infty} \mathbb{P}[\sup_{t \in [0,\tau_{R}^{n,m} \land T]} |X_t^{(n)} - X_t^{(m)}|^2 > a] = 0 \text{ for any } a > 0\). By [C] we have:
\[
\limsup_{n,m \to \infty} \mathbb{P}[\sup_{t \in [0,T]} |X_t^{(n)} - X_t^{(m)}| > a] \leq \limsup_{R \to \infty} \limsup_{n,m \to \infty} \left( \mathbb{P}[T > \tau_{R}^{(n)}] + \mathbb{P}[T > \tau_{R}^{(m)}] + \mathbb{P}[\sup_{t \in [0,\tau_{R}^{n,m} \land T]} |X_t^{(n)} - X_t^{(m)}| > a] \right) = 0,
\]
which implies the claim. □

5.2 Exponential moment estimates for path-dependent SDEs

Exponential integrability bounds for solutions of non-path-dependent SDEs are known, see e.g. by Cox, Hutzenthaler and Jentzen [7], Hudde, Hutzenthaler and Mazzonetto [13] and the references therein. Using the stochastic Bihari-LaSalle inequality for \(\eta(x) = x(\log(x) + c)\) we provide a similar result for path-dependent SDEs driven by Brownian motion.

For \(U = (U(s,y))_{s \in [0,T], y \in \mathbb{R}^d} \in C^{1,2}([0,T] \times \mathbb{R}^d, \mathbb{R})\) we define for all \(x \in \text{Càdlàg}([-\tau, \infty); \mathbb{R}^d)\) and all \(t \geq 0\)
\[
(\mathcal{G}_{f,h} U)(t,x) := \left( \frac{\partial}{\partial s} U \right)(t,x(t)) + \left( \frac{\partial}{\partial y} U \right)(t,x(t)) f(t,x) + \frac{1}{2} \text{trace}(h(t,x)h(t,x)^T \text{Hess}_y U(t,x(t))).
\]
Here, $f$ and $h$ denote the coefficients of the SDE (16).

One difference of the following corollary to corresponding results for non-path-dependent SDEs, see [7, Corollary 2.4] and [13, Corollary 3.3], is, that we assume that $U$ is non-negative.

**Corollary 5.4** (Exponential moment estimates for path-dependent SDEs). Let $X$ be a solution of the SDE (16) and assume that $g \equiv 0$. Let $U = (U(s, y))_{s \in [0, T], y \in \mathbb{R}^d} \in C^{1,2}[0, T] \times \mathbb{R}^d, [0, \infty))$, and let $\gamma \geq 0$ and $\kappa \geq 0$. Assume that for all $x \in \mathcal{C}^\alpha(\mathbb{R}^d)$, $t \geq 0$

$$(G_{f,h}U)(t, x) + \frac{1}{2}\|\frac{\partial U}{\partial y}(t, x(t))h(t, x)\|^2 \leq \gamma \sup_{s \in [0,t]} U(s, x(s)) + \gamma \kappa.$$  

(24)

Then, for all $p \in (0, 1)$ and all $T \geq 0$

$$\mathbb{E}_{\mathcal{F}_0}\left[ \sup_{t \in [0,T]} \exp(pU(t, X_t)e^{-\gamma \beta T}) \right]^{1/p} \leq \alpha_1 \alpha_2 \|\exp(U(0, X_0))\|_{p, \mathcal{F}_0} e^{(\kappa + U_0)(1 - e^{-\gamma \beta T})},$$

where $U_0 := \sup_{s \in [0, t]} U(s, z_s)$ and $\alpha_1, \alpha_2$ and $\beta$ only depend on $p$ (see (8)).

**Proof of Corollary 5.4.** We apply Itô’s formula to compute $(Y_t)_{t \geq 0} := (U(t, X_t))_{t \geq 0}$:

$$dY_t = dU(t, X_t) = (G_{f,h}U)(t, X_t)dt + \left(\frac{\partial U}{\partial y}(t, X_t)h(t, X)\right)dB_t.$$  

We apply Itô’s Formula to compute $(Z_t)_{t \geq 0} := (\exp(Y_t))_{t \geq 0}$:

$$dZ_t = d\exp(Y_t) = \exp(Y_t)dY_t + \frac{1}{2}\exp(Y_t)d\langle Y \rangle_t$$

$$= \exp(Y_t)\left((G_{f,h}U)(t, X_t) + \frac{1}{2}\|\frac{\partial U}{\partial y}(t, X_t)h(t, X)\|^2\right)dt + M_t$$

$$\leq \gamma \exp(Y_t)(Y_t^* + \kappa + \sup_{s \in [0, t]} U(s, z_s))dt + \tilde{M}_t$$

where $M := \int_0^t V(Y_s)\left(\frac{\partial U}{\partial y}(s, X_s)h(t, X)dB_s$ is a local martingale which starts in $0$. By assumption $U \geq 0$, and therefore $Z \geq 1$. Hence, we have for $\eta(x) = x(\log(x) + \kappa + U_0)$ for $x \geq 1$, where $U_0 := \sup_{s \in [0, t]} U(s, z_s)$:

$$Z_t \leq Z_0 + \int_0^t \eta(Z_s^*)\gamma ds + \tilde{M}_t.$$  

Using that

$$G(x) = \log(\kappa + U_0 + \log(x)), \quad G^{-1}(x) = \exp(e^x - \kappa - U_0),$$

implies

$$\|G^{-1}(G(Z_T^*) - \beta A_T)\|_{p, \mathcal{F}_0} = \|\exp(\exp(\log(\kappa + U_0 + \log(Z_T^*)) - \beta \gamma T)) - \kappa - U_0\|_{p, \mathcal{F}_0}$$

$$= \|\exp(\exp(\log(\kappa + U_0 + \log(Z_T^*))e^{-\beta \gamma T}) - \kappa - U_0\|_{p, \mathcal{F}_0}$$

$$= \|\exp(\{\kappa + U_0 + \log(Z_T^*)\}e^{-\beta \gamma T}) - \kappa - U_0\|_{p, \mathcal{F}_0}$$

$$= \|(Z_T^*)^e^{-\beta \gamma T}\exp(\{\kappa + U_0\}e^{-\beta \gamma T})) - \kappa - U_0\|_{p, \mathcal{F}_0}.$$  

Applying Theorem 3.6 and rearranging the terms yields:

$$\sup_{t \in [0, T]} \exp(U(t, X_t)e^{-\gamma \beta T}) \leq \alpha_1 \alpha_2 \|Z_0\|_{p, \mathcal{F}_0} e^{-(\kappa + U_0)e^{-\gamma \beta T} e^{\kappa + U_0}}.$$  

□
The constants $\alpha_1$, $\alpha_2$ and $\beta$ occuring in the following examples are defined in (6) and they only depend on $p$.

**Example 5.5.** Let $X$ be a solution of the path-dependent SDE (16) and assume $g \equiv 0$. Choosing $U(t, x) := r \|x\|^2$ for some $r > 0$ in Corollary 5.4 implies: Assume there exist constants $\gamma_1 \geq 0$, $\gamma_2 \geq 0$ such that for all $t \in [0, T]$; $x \in \mathbb{C}$
\[
\langle x(t), f(t, x) \rangle \leq \gamma_1 \sup_{s \in [-\tau, t]} \|x(s)\|^2, \quad \|h(t, x)\|^2 \leq \gamma_2.
\]
Then, we have
\[
\mathbb{E}_{\mathcal{F}_0} \left[ \sup_{t \in [0, T]} \exp(pr\|X_t\|^2e^{-\gamma T}) \right]^{1/p} \leq \alpha_1 \alpha_2 \exp(U(0, X_0)) \|p, \mathcal{F}_0 e^{r(\kappa_U)0(1-e^{-rT})}
\]
where $\gamma := 2\gamma_1 + 2r\gamma_2$, $\kappa := \frac{r\gamma_2}{2\gamma_1 + 2\gamma_2}$.

This can be seen as follows: For this choice of $U$ (24) can be strengthened to:
\[
2r \langle x(t), f(t, x) \rangle + r\|h(t, x)\|^2 + 2r^2\|x(t)\|^2\|h(t, x)\|^2 \leq \gamma r \sup_{s \in [-\tau, t]} \|x(s)\|^2 + \gamma \kappa
\]
Choosing $\gamma$ and $\kappa$ such that $2r\gamma_1 + 2r^2\gamma_2 = \gamma r$ and $r\gamma_2 = \gamma \kappa$ implies the assertion.

**Example 5.6.** Let $X$ be a solution of the path-dependent SDE (16) and assume $g \equiv 0$. Choosing $U(t, x) := r(\|x\|^2 + 1)^{1/2}$ for some $r > 0$ in Corollary 5.4 implies: Assume there exist constants $\gamma_1 \geq 0$, $\gamma_2 \geq 0$ such that for all $t \in [0, T]$; $x \in \mathbb{C}$
\[
\langle x(t), f(t, x) \rangle \leq \gamma_1 \sup_{s \in [-\tau, t]} (\|x(s)\|^2 + 1)^{1/2} (1 + \|x(t)\|^2)^{1/2},
\]
\[
\|h(t, x)\|^2 \leq \gamma_2 \sup_{s \in [-\tau, t]} (\|x(s)\|^2 + 1)^{1/2}.
\]
Then, we have
\[
\mathbb{E}_{\mathcal{F}_0} \left[ \sup_{t \in [0, T]} \exp(pr(\|X_t\|^2 + 1)^{1/2}e^{-\gamma T}) \right]^{1/p} \leq \alpha_1 \alpha_2 \exp(U(0, X_0)) \|p, \mathcal{F}_0 e^{U_0(1-e^{-rT})}
\]
where $\gamma := \gamma_1 + \frac{r}{2} \gamma_2 + \frac{r}{2} \gamma_2$.

This can be seen as follows: For this choice of $U$ and using that trace(Hess$_g U(t, x(t))) \leq rd(1 + \|x(t)\|^2)^{-1/2}$ and trace($A_1A_2$) $\leq$ trace($A_1A_2$) for positive semidefinite matrices $A_1$, $A_2$, the assumption (24) to strengthened to
\[
(1 + \|x(t)\|^2)^{-1/2}r \langle x(t), f(t, x) \rangle + \frac{1}{2} \text{trace}(h(t, x)h(t, x)^T)rd(1 + \|x(t)\|^2)^{-1/2}
\]
\[
+ \frac{1}{2}(1 + \|x(t)\|^2)^{-1}r^2\|h(t, x)\|^2\|x(t)\|^2 \leq \gamma r \sup_{s \in [-\tau, t]} (\|x(s)\|^2 + 1)^{1/2}.
\]
Multiplying with $(1 + \|x(t)\|^2)^{1/2}r^{-1}$ implies:
\[
\langle x(t), f(t, x) \rangle + \frac{r}{2}\|h(t, x)\|^2 + \frac{1}{2}r(1 + \|x(t)\|^2)^{-1/2}\|h(t, x)\|^2\|x(t)\|^2
\]
\[
\leq \gamma \sup_{s \in [-\tau, t]} (\|x(s)\|^2 + 1)^{1/2}(1 + \|x(t)\|^2)^{1/2}.
\]
Choosing $\gamma := \gamma_1 + \frac{r}{2} \gamma_2 + \frac{r}{2} \gamma_2$ ensures, that the coefficients satisfy (24).
6 Main tool for the proofs

6.1 Key idea of the proofs

Repeatedly, we prove results of this paper by extending the proof of Lenglart’s inequality (see e.g. [17, Corollaire II] or [24, Lemma 2.2 (ii)] or the references listed in [24]).

**Lemma 6.1** (Lenglart’s domination inequality). Let $X$ be a non-negative adapted right-continuous process and let $H$ be a non-negative right-continuous non-decreasing predictable process such that $\mathbb{E}[X_\tau \mid \mathcal{F}_0] \leq \mathbb{E}[H_\tau \mid \mathcal{F}_0] \leq \infty$ for any bounded stopping time $\tau$. Then, for all $p \in (0, 1)$:

$$\left\| \sup_{t \geq 0} X_t \right\|_{p, \mathcal{F}_0} \leq \alpha_1 \alpha_2 \left\| \sup_{t \geq 0} H_t \right\|_{p, \mathcal{F}_0},$$

where the constants $\alpha_1$ and $\alpha_2$ only depend on $p$ and are defined in [8].

We will frequently use the formulas of the subsequent remark (see also the proof of [27, Proposition 1.2]):

**Remark 6.2** (Calculation of $Z^p$, $p \in (0, 1)$). Let $Z$ be a non-negative random variable and $p \in (0, 1)$. Then $Z^p$ can be calculated using the three formulas below.

$$Z^p = p \int_0^\infty 1_{\{Z \geq u\}} u^{p-1} du$$

$$Z^p = (1 - p) \int_0^\infty Z 1_{\{Z \leq u\}} u^{p-2} du$$

$$Z^p = p(1 - p) \int_0^\infty (Z \wedge u) u^{p-2} du \quad (25)$$

The third equality follows e.g. by using the first and second equality. In particular, we also have $Z^{p-1} = (1 - p) \int_0^\infty 1_{\{Z \leq u\}} u^{p-2} du$.

We provide a short sketch of the proof of Lemma 6.1 as we generalize this procedure in the subsequent proofs: First one proves for all $u > 0, \lambda > 0, t > 0$:

$$\mathbb{P}[X_t^* > u] \leq \frac{1}{u} \mathbb{E}[H_t \wedge (\lambda u)] + \mathbb{P}[H_t \geq \lambda u], \quad (26)$$

see [17, Théorème I] or [24, Lemma 2.2 (ii)]. Lenglart’s domination inequality follows by integrating equation (26) w.r.t. $u^{p-1} du$, applying the formulas (25) and optimizing over $\lambda$, i.e. choosing $\lambda = p$.

A generalization of (26) is provided in Lemma 6.3 for the cases $A_{\sup}, A_{nosup}$ and $A_{\sup, \theta}$. In the proofs of the results of this paper we often integrate at some point inequality (27) of Lemma 6.3 w.r.t. $d\mathbb{P} u^{p-1} du$.

6.2 Another Lenglart type inequality

**Lemma 6.3** below is the key step of the proofs of this paper. It is a generalization of Lenglart’s estimate (26), noting that

$$1_{\{X_t^* > u\}} \leq \frac{1}{u} (X_{t \wedge \sigma} \wedge u) \quad \text{for } \sigma := \inf\{s \geq 0 \mid X_s > u\},$$

where $X$ is some non-negative right-continuous process. As in the proof of [27, Proposition 1.2], we will sometimes work with $X_{t \wedge \sigma} \wedge u$ instead of $u 1_{\{X_t^* > u\}}$. 
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Lemma 6.3 (Lenglart type estimates). Fix some $T > 0$ and $p \in (0, 1)$. We consider the following 9 cases, which arise from combining $\mathcal{A}_{\sup}$, $\mathcal{A}_{\nosup}$ or $\mathcal{A}_{\sup,\theta}$ with one of the following three assumptions:

a) $H$ is predictable and $\mathbb{E}[H_T^p] < \infty$,

b) $M$ has no negative jumps and $\mathbb{E}[H_T^p] < \infty$,

c) $\mathbb{E}[H_T] < \infty$.

Fix arbitrary $u, \lambda > 0$ and set:

$$
\tau := \inf\{s \geq 0 \mid H_s \geq \lambda u\}, \quad \sigma := \inf\{s \geq 0 \mid X_s > u\},
$$

where $\inf \emptyset := +\infty$. Then, the following estimate holds true for all $t \in [0, T]$:

$$
\mathbb{1}_{\{X_t^* > u\}} u \leq X_t \wedge \sigma \wedge u \leq I_t^L + M_t^L + H_t^L,
$$

where $(I_t^L)_{t \geq 0}$ is a non-decreasing process containing the integral term with an additional indicator function

$$
I_t^L := I_t^{L,u} := \begin{cases} 
\int_{(0,t]} \eta(X_s^*) \mathbb{1}_{\{X_s^* \leq u\}} dA_s & \text{for } \mathcal{A}_{\sup}, \\
\int_{(0,t]} \eta(X_s^-) \mathbb{1}_{\{X_s^- \leq u\}} dA_s & \text{for } \mathcal{A}_{\nosup}, \\
\left(\int_{(0,t]} (X_s^*)^\theta \mathbb{1}_{\{X_s^* \leq u\}} dA_s\right)^{1/\theta} & \text{for } \mathcal{A}_{\sup,\theta}, 
\end{cases}
$$

the process $(M_t^L)_{t \geq 0}$ is the local martingale defined by

$$
M_t^L := M_t^{L,u} := \begin{cases} 
\lim_{n \to \infty} M_{t \wedge \tau^{(n)} \wedge \sigma} & \text{if } H \text{ is predictable and } \mathbb{E}[H_T^p] < \infty, \\
M_{t \wedge \tau \wedge \sigma} & \text{if } M \text{ has no negative jumps and } \mathbb{E}[H_T^p] < \infty, \\
M_{t \wedge \sigma} \mathbb{1}_{\{E_T[H_T] \leq u\}} & \text{if } \mathbb{E}[H_T] < \infty, 
\end{cases}
$$

(where $\tau^{(n)}$ denotes a localizing sequence of $\tau$ and $\tilde{M}_t := M_t + \mathbb{E}[H_T \mid F_t] - \mathbb{E}[H_T \mid F_0]$ for $t \in [0, T]$), and $(H_t^L)_{t \geq 0}$ is a non-decreasing process depending on $H$:

$$
H_t^L := H_t^{L,u} := \begin{cases} 
H_t \wedge (\lambda u) + u \mathbb{1}_{\{H_t \geq \lambda u\}} & \text{if } H \text{ is predictable and } \mathbb{E}[H_T^p] < \infty, \\
H_t \wedge (\lambda u) + u \mathbb{1}_{\{H_t \geq \lambda u\}} & \text{if } M \text{ has no negative jumps and } \mathbb{E}[H_T^p] < \infty, \\
E_{\mathcal{F}_0[H_T]} \wedge u & \text{if } \mathbb{E}[H_T] < \infty. 
\end{cases}
$$

Proof of Lemma 6.3. We denote by $Y$ the upper bound for $X$ which we have be $\mathcal{A}_{\sup}$, $\mathcal{A}_{\nosup}$ or $\mathcal{A}_{\sup,\theta}$ respectively; i.e. for all $t \geq 0$

$$
X_t \leq Y_t := M_t + H_t + \begin{cases} 
\int_{(0,t]} \eta(X_s^*) dA_s & \text{for } \mathcal{A}_{\sup}, \\
\int_{(0,t]} \eta(X_s^-) dA_s & \text{for } \mathcal{A}_{\nosup}, \\
\left(\int_{(0,t]} (X_s^*)^\theta dA_s\right)^{1/\theta} & \text{for } \mathcal{A}_{\sup,\theta}. 
\end{cases}
$$
**Step (a):** We first prove the inequality for the case that $H$ is predictable and $\mathbb{E}[H_T^p] < \infty$. Fix some $t \in [0, T]$. Because $H$ is predictable there exists a sequence of stopping times $(\tau^{(n)})_{n \in \mathbb{N}}$ that announces $\tau$. In particular, due to $H$ being non-decreasing, we have on $\{H_0 < \lambda u\}$ the inequality $H_{t \wedge \tau^{(n)} \wedge \sigma} \leq H_t \wedge (\lambda u)$. Moreover, by definition of $\sigma$ the equality

$$\{s \leq \sigma\} = \{s > \sigma\}^c = \{\exists \tau < s \mid X_\tau > u\}^c = \{X_\tau^* > u\}^c = \{X_\tau^* \leq u\}$$

holds true for all $s > 0$. Therefore, using (11), (12) or (13) respectively, we have on $\{H_0 < \lambda u\}$:

$$X_{t \wedge \tau^{(n)} \wedge \sigma} \leq I_t^L + M_{t \wedge \tau^{(n)} \wedge \sigma} + H_t \wedge (\lambda u).$$

Moreover, note that due to non-negativity of $X$, we have

$$X_{t \wedge \sigma} \wedge u - X_{t \wedge \tau^{(n)} \wedge \sigma} \wedge u \leq u 1_{\{\tau^{(n)} < t\}}.$$

The previous two inequalities imply on $\{H_0 < \lambda u\}$:

$$X_{t \wedge \sigma} \wedge u \leq \limsup_{n \to \infty} X_{t \wedge \tau^{(n)} \wedge \sigma} \wedge u + \limsup_{n \to \infty} \left(X_{t \wedge \sigma} \wedge u - X_{t \wedge \tau^{(n)} \wedge \sigma} \wedge u\right)$$

$$\leq I_t^L + \lim_{n \to \infty} M_{t \wedge \tau^{(n)} \wedge \sigma} + H_t \wedge (\lambda u) + \lim_{n \to \infty} u 1_{\{\tau^{(n)} < t\}},$$

$$\leq I_t^L + \lim_{n \to \infty} M_{t \wedge \tau^{(n)} \wedge \sigma} + H_t \wedge (\lambda u) + u 1_{\{H_t \geq \lambda u\}}.$$

On $\{H_0 \geq \lambda u\}$ we have

$$X_{t \wedge \sigma} \wedge u \leq u 1_{\{H_t \geq \lambda u\}}.$$

Noting that on $\{H_0 \geq \lambda u\}$ we have $\tau^{(n)} = \tau = 0$ and $M_0 = 0$, this implies by non-negativity of $I_t^L$ (27).

**Step (b):** Next we prove the inequality for the case that $M$ has no negative jumps and $\mathbb{E}[H_T^p] < \infty$. Fix again some $t \in [0, T]$. In the proof of the previous assertion we used $\lim_{n \to \infty} H_{t \wedge \tau^{(n)}} \leq H_t \wedge (\lambda u)$ on $\{H_0 < \lambda u\}$. As the existence of an announcing sequence of $\tau$ is not guaranteed if $H$ is not predictable, we need to take into account that $H$ might jump at time above $\lambda u$. To this end, we define for all $t \geq 0$:

$$\tilde{X}_t := X_{t \wedge \tau} 1_{\{t < \tau\}} = X_t 1_{\{t < \tau\}},$$

$$\tilde{Y}_t := M_{t \wedge \tau} + H_t \wedge (\lambda u) + \begin{cases} \int_{(0,t \wedge \tau]} \eta(X_s^*) dA_s & \text{for } A_{\text{sup}}, \\ \int_{(0,t \wedge \tau]} \eta(X_s^-) dA_s & \text{for } A_{\text{no sup}}, \\ \left(\int_{(0,t \wedge \tau]} (X_s^*)^\theta dA_s\right)^{1/\theta} & \text{for } A_{\text{sup, } \theta}. \end{cases}$$

It can be seen that $\tilde{X}$ is an adapted right-continuous process. Furthermore, $\tilde{Y}$ is non-negative: The local martingale $M$ having no negative jumps implies that $\tilde{Y}$ has no negative jumps, and hence $0 \leq \tilde{Y}_{t^-} = \tilde{Y}_t - \tilde{Y}_{t^-}$. This implies

$$\tilde{X}_t = \begin{cases} X_t & \text{on } \{t < \tau\} \\ 0 & \text{on } \{t \geq \tau\} \leq \begin{cases} Y_t & \text{on } \{t < \tau\} \\ \tilde{Y}_t & \text{on } \{t \geq \tau\} \leq \tilde{Y}_t \end{cases}.$$
for all \( t \geq 0 \). By construction we have \( \tilde{X}_s = X_s \) for \( s \in [0, t] \) on \( \{ \tau > t \} = \{ H_t < \lambda u \} \). Therefore, on \( \{ H_0 < \lambda u \} \) we have for all \( t \in [0, T] \)

\[
X_{t \land \sigma} \land u = \tilde{X}_{t \land \tau \land \sigma} \land u + \left( X_{t \land \sigma} \land u - \tilde{X}_{t \land \tau \land \sigma} \land u \right)
\]

\[
\leq \tilde{Y}_{t \land \sigma \land \tau} + u 1_{\{ \tau \leq t \}}
\]

\[
\leq I_t^L + M_{t \land \tau \land \sigma} + H_t \land (\lambda u) + u 1_{\{ H_t \geq \lambda u \}}.
\]

On \( \{ H_0 \geq \lambda u \} \) we have as before: \( X_{t \land \sigma} \land u \leq u 1_{\{ H_t \geq \lambda u \}} \). Combining the inequalities for \( \{ H_0 < \lambda u \} \) and \( \{ H_0 \geq \lambda u \} \) implies the claim.

**Step (c):** Now we prove the inequality for the case that \( \mathbb{E}[H_T] < \infty \). We weaken (11), (12) and (13) as follows:

\[
X_t \leq \tilde{M}_t + \mathbb{E}_{\mathcal{F}_0}[H_T] + \begin{cases} 
\int_{(0,t]} \eta(X^*_s) dA_s & \text{for } A_{\text{sup}}, \\
\int_{(0,t]} \eta(X^*_s) dA_s & \text{for } A_{\text{nosup}}, \\
\left( \int_{(0,t]} (X^*_s)^\theta dA_s \right)^{1/\theta} & \text{for } A_{\text{sup}, \theta},
\end{cases}
\]

where \( \tilde{M}_t := M_t + \mathbb{E}[H_T | F_t] - \mathbb{E}[H_T | \mathcal{F}_0] \). As our filtration satisfies by assumption the usual conditions, we may assume w.l.o.g. that \( \tilde{M} \) is càdlàg. We obtain for all \( u > 0 \) on \( \{ \mathbb{E}_{\mathcal{F}_0}[H_T] \leq u \} \):

\[
X_{t \land \sigma} \land u \leq I_t^L + \tilde{M}_{t \land \sigma} + \mathbb{E}_{\mathcal{F}_0}[H_T] \land u.
\]

Noting that \( X_{t \land \sigma} \land u \leq \mathbb{E}[H_T | \mathcal{F}_0] \land u \) on \( \{ \mathbb{E}_{\mathcal{F}_0}[H_T] \geq u \} \) implies the claim.

## 7 Proofs of the stochastic Bihari-LaSalle inequalities

**Remark 7.1.** In the proofs of the stochastic Bihari-LaSalle inequalities, we will frequently assume \( X \geq \varepsilon \) and \( H \geq \varepsilon \) for some \( \varepsilon > 0 \). We do this to ensure that terms like \( G(X_t) \) or \( G(H_t) \) are well-defined and to ensure that we may apply the deterministic Bihari-LaSalle inequality, see [Lemma 1.1]. We may do this without loss of generality because we can add an arbitrary \( \varepsilon > 0 \) to (11) (or similarly (12)) and slightly weaken it to obtain for all \( t \in [0, T] \):

\[
(X_t + \varepsilon) \leq \int_{[0,t]} \eta(X^*_s + \varepsilon) dA_s + M_t + (H_t + \varepsilon) \quad \mathbb{P}\text{-a.s.}
\]

Proving the assertions of the theorems for the processes \( (X_t + \varepsilon)_{t \geq 0} \), \( (A_t)_{t \geq 0} \), \( (M_t)_{t \geq 0} \) and \( (H_t + \varepsilon)_{t \geq 0} \) and then taking the limit \( \varepsilon \to 0 \) will imply the assertions for the general case \( X \geq 0, H \geq 0 \).

### 7.1 Proofs for concave \( \eta \) ([Theorem 3.1])

**Proof of [Theorem 3.1]**. We assume w.l.o.g. that the local martingale \( M^L \) from [Lemma 6.3] is a martingale.
Proof for predictable $H$ and $\Delta M \geq 0$: Fix some $t \in [0, T]$ and assume $\mathbb{E}[H_T^p] < \infty$. Assume that either $H$ is predictable or that $M$ has no negative jumps. Then Lemma 6.3 implies (under the assumption $\mathcal{A}_{\text{sup}}$) for all $u > 0, \lambda > 0, t > 0$:

$$1_{\{X_t^* > u\}} \leq \frac{1}{u} \int_{(0,t]} \eta(X_{s^-}^*) 1_{\{X_{s^-} \leq u\}} \, dA_s + \frac{1}{u} M_t^L + \frac{1}{u} H_t \wedge (\lambda u) + 1_{\{H_t \geq \lambda u\}},$$

We multiply the equation above with $pu^{p-1}$, take the conditional expectation given $\mathcal{F}_0$ and integrate over $u$. This implies (using Fubini):

$$\int_0^\infty \mathbb{P}_{\mathcal{F}_0}[X_t^* > u] pu^{p-1} \, du \leq \mathbb{E}_{\mathcal{F}_0} \left[ \int_{(0,t]} \eta(X_{s^-}^*) \int_0^\infty 1_{\{X_{s^-} \leq u\}} pu^{p-2} \, du \, dA_s \right] + \lambda \int_0^\infty \mathbb{E}_{\mathcal{F}_0}[(H_t \lambda^{-1}) \wedge u] pu^{p-2} \, du + \int_0^\infty \mathbb{P}_{\mathcal{F}_0}[H_t \lambda^{-1} \geq u] pu^{p-1} \, du.$$

Using (25) we have:

$$\mathbb{E}_{\mathcal{F}_0}[(X_t^*)^p] \leq \frac{p}{1-p} \mathbb{E}_{\mathcal{F}_0} \left[ \int_{(0,t]} \eta(X_{s^-}^*) (X_{s^-}^*)^{p-1} \, dA_s \right] + (\lambda(1-p))^{-1} \lambda^{-p} + \lambda^{-p} \mathbb{E}_{\mathcal{F}_0}[H_T^p].$$

An easy calculation gives that the choice $\lambda = p$ is optimal. Set $\eta_p(x) := \frac{p}{1-p} \eta(x^{1/p})x^{1-1/p}$ for all $x > 0$. Furthermore, by assumption, $\eta_p$ is concave and $A$ is deterministic. Therefore, we obtain by Jensen’s inequality for all $t \in [0, T]$:

$$
\mathbb{E}_{\mathcal{F}_0}[(X_t^*)^p] \leq \int_{(0,t]} \eta_p(\mathbb{E}_{\mathcal{F}_0}[(X_{s^-}^*)^p]) \, dA_s + (\alpha_1 \alpha_2)^p \mathbb{E}_{\mathcal{F}_0}[H_T^p]. \tag{29}
$$

Since $\eta_p$ is non-decreasing and $s \mapsto \mathbb{E}_{\mathcal{F}_0}[(X_{s^-}^*)^p]$ is càdlàg, we may apply the deterministic Bihari-LaSalle inequality (see Lemma 1.1) to the previous inequality. Recall the following definition and its properties (see (8)):

$$\tilde{G}_p(x) := \int_{cp}^x \frac{du}{\eta_p(u)}, \quad \text{satisfying} \quad \tilde{G}_p(x) = (1-p)G(x^{1/p}), \quad \tilde{G}_p^{-1}(x) = \left(G^{-1}(\frac{x}{1-p})\right)^p.$$

The deterministic Bihari-LaSalle inequality implies:

$$\|X_t^*\|_{p, \mathcal{F}_0} \leq \left\{ \tilde{G}_p^{-1} \left( \tilde{G}_p(\alpha_1^p \alpha_2^p \mathbb{E}_{\mathcal{F}_0}[H_T^p]) + A_T \right) \right\}^{1/p} = \left\{ \tilde{G}_p^{-1} \left( (1-p)G(\alpha_1 \alpha_2 \|H_T\|_{p, \mathcal{F}_0}) + A_T \right) \right\}^{1/p} = G^{-1} \left( G(\alpha_1 \alpha_2 \|H_T\|_{p, \mathcal{F}_0}) + \beta A_T \right) \cdot$$

Proof for $\mathbb{E}[H_T] < \infty$: The proof is very similar to the previous case. We take the conditional expectation of (27) given $\mathcal{F}_0$ and integrating w.r.t. $pu^{p-2} \, du$, which implies using (25):

$$\mathbb{E}_{\mathcal{F}_0}[(X_t^*)^p] \leq \frac{p}{1-p} \mathbb{E}_{\mathcal{F}_0} \left[ \int_{(0,t]} \eta(X_{s^-}^*) (X_{s^-}^*)^{p-1} \, dA_s \right] + \int_0^\infty (\mathbb{E}_{\mathcal{F}_0}[H_t] \wedge u) pu^{p-2} \, du$$

$$\quad = \mathbb{E}_{\mathcal{F}_0} \left[ \int_{(0,t]} \eta_p((X_{s^-}^*)^p) \, dA_s \right] + \alpha_1^p \mathbb{E}_{\mathcal{F}_0}[H_T^p] \tag{30}$$

The same arguments as in the proof for predictable $H$ imply the claim. \qed
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Proof of Theorem 3.1 [b]. We assume w.l.o.g. that $M$ is a martingale. As before, we define the following stopping times for some fixed $u, \lambda > 0$:

$$\tau_u := \inf\{s \geq 0 \mid H_s \geq \lambda u\}, \quad \sigma_u := \inf\{s \geq 0 \mid X_s > u\}.$$

We first prove the assertion for the case $\mathbb{E}[H_T] < \infty$, which is a simple extension of the proof given in [36, Lemma 3.8].

Proof for $\mathbb{E}[H_T] < \infty$: As $\eta$ is concave and $H$ is non-decreasing, we have for all $t \in [0, T]$:

$$\mathbb{E}_{\mathcal{F}_t}[X_{t \wedge \sigma_u} \wedge u] \leq \mathbb{E}_{\mathcal{F}_t}\left[\int_{(0,t] \wedge \sigma_u} \eta(X_s^-)dA_s + \mathbb{E}_{\mathcal{F}_t}[H_T]\right]$$

$$\leq \mathbb{E}_{\mathcal{F}_t}\left[\int_{(0,t]} \eta(X_{s^-} \wedge u) dA_s + \mathbb{E}_{\mathcal{F}_t}[H_T]\right]$$

$$\leq \int_{(0,t]} \eta(\mathbb{E}_{\mathcal{F}_t}[X_{s^-} \wedge u]) dA_s + \mathbb{E}_{\mathcal{F}_t}[H_T]$$

Recall that $X$ is a non-negative process. Therefore, dominated convergence implies that $t \mapsto \mathbb{E}[X(t \wedge \sigma_u) \wedge u]$ is càdlàg. Thus, we may apply the deterministic Bihari-LaSalle inequality [Lemma 1.1] which gives:

$$\mathbb{P}_{\mathcal{F}_0}[X_t^+ > u]u \leq \mathbb{E}_{\mathcal{F}_0}[X_{t \wedge \sigma_u} \wedge u] \leq G^{-1}(G(\mathbb{E}_{\mathcal{F}_0}[H_T]) + A_T) =: \delta$$

and hence

$$\|X_t^+\|_{p,\mathcal{F}_0}^p = p \int_0^\infty \mathbb{P}[X_t^+ > u]u^{p-1}du \leq p \int_0^\infty (\delta \wedge u)u^{p-2}du$$

$$= \frac{1}{1-p} \delta^p = \frac{1}{1-p} G^{-1}(G(\mathbb{E}_{\mathcal{F}_0}[H_T]) + A_T)^p$$

which implies the claim.

Proof for predictable $H$ and $\Delta M \geq 0$: Assume that $\mathbb{E}[H_T^p] < \infty$ and that either $H$ is predictable or $\Delta M \geq 0$. By [Lemma 6.3] (using the case $A_{\text{nasup}}$) we have

$$\mathbb{E}_{\mathcal{F}_t}[X_{t \wedge \sigma_u} \wedge u] \leq \mathbb{E}_{\mathcal{F}_t}\left[\int_{(0,t]} \eta(X_s^-)\mathbb{1}_{\{X_s^- \leq u\}}dA_s\right]$$

$$+ \lambda \mathbb{E}_{\mathcal{F}_t}[H_t \lambda^{-1} \wedge u] + u \mathbb{P}_{\mathcal{F}_0}[H_t \lambda^{-1} \geq u].$$

Integrating w.r.t to $p(1-p)u^{p-2}du$, using [Remark 6.2] and choosing $\lambda = p$ gives:

$$y(t) := p(1-p) \int_0^\infty \mathbb{E}_{\mathcal{F}_0}[X_{t \wedge \sigma_u} \wedge u]u^{p-2}du$$

$$\leq p \mathbb{E}_{\mathcal{F}_0}\left[\int_{(0,t]} \eta(X_s^-)(X_s^-)^{p-1}dA_s + p^{-p} \mathbb{E}_{\mathcal{F}_0}[H_T^p]\right]$$

$$\leq (1-p) \int_{(0,t]} \mathbb{E}_{\mathcal{F}_t}[\eta_p(X_{s^-}^p)]dA_s + \alpha_2^p \mathbb{E}_{\mathcal{F}_0}[H_T^p].$$

Due to $\eta_p$ being concave and non-decreasing and $\mathbb{E}[X_T^p] \leq y_t$, we obtain the inequality:

$$y(t) \leq (1-p) \int_{(0,t]} \eta_p(y(s^-))dA_s + \alpha_2^p \mathbb{E}_{\mathcal{F}_0}[H_T^p].$$
which implies by $\tilde{G}_p(x) = (1-p)G(x^{1/p})$ and $\tilde{G}^{-1}_p(x) = (G^{-1}\left(\frac{1}{1-p}\right))^p$ (see Section 2.1):

$$y(T) \leq \tilde{G}^{-1}_p(\tilde{G}_p(\alpha_0^p \mathbb{E}_{\mathcal{F}_0}[H^p_T]) + (1-p)A_T) = G^{-1}(G(\alpha_2\|H_T\|_{\mathcal{F}_0} + A_T)^p$$

which implies by $\mathbb{P}_{\mathcal{F}_0}[X^*_T > u] \leq \mathbb{E}_{\mathcal{F}_0}[X_{T\wedge \sigma_u} \wedge u]u^{-1}$

$$\|X^*_T\|_{\mathcal{F}_0}^p = \int_0^\infty p\mathbb{P}[X_T > u]u^{p-1}du \leq p \int_0^\infty \mathbb{E}_{\mathcal{F}_0}[X_{T\wedge \sigma_u} \wedge u]u^{p-2}du \leq \frac{1}{1-p}y(T) \leq \frac{1}{1-p}G^{-1}(G(\alpha_2\|H_T\|_{\mathcal{F}_0} + A_T)^p)$$

which implies the assertion.

\[\square\]

### 7.2 Proofs for convex $\eta$ (Theorem 3.6)

**Proof of Theorem 3.6** We assume w.l.o.g. that $H \geq c_0 + \varepsilon$ and $X \geq c_0 + \varepsilon$ on $\Omega$ for some constant $\varepsilon > 0$, see Remark 7.1.

**Proof of a):** Denote by $(Y_t)_{t \geq 0}$ to be the right-hand side of (12). Due to convexity of $\eta$ and $\eta(c_0) = 0$ there exists some $K > 0$ s.t. $\eta(x) \leq K(x - c_0)$ for $x \in [c_0, c]$ where $c$ denotes the constant from the definition of $G$, see (8). This implies $\lim_{x \to c_0} G(x) = -\infty$, in particular, $\text{domain}(G^{-1}) = \text{range}(G) = (-\infty, \lim_{x \to c_0} G(x))$. Moreover, we have $\text{range}(G^1) = \text{domain}(G) = (c_0, \infty)$. Therefore, the following definition is well-defined:

$$f: (c_0, \infty) \times (0, \infty) \mapsto (c_0, \infty), \quad (x, a) \mapsto G^{-1}(G(x) - a).$$

We have for all $x \in (c_0, \infty), a \in [0, \infty)$:

$$\frac{\partial}{\partial x} f(x, a) = \frac{G'(x)}{G'(G^{-1}(G(x) - a))} = \frac{\eta(f(x, a))}{\eta(x)},$$

$$\frac{\partial}{\partial a} f(x, a) = -\eta(f(x, a)),$$

$$\frac{\partial^2}{\partial a^2} f(x, a) = \frac{\eta(f(x, a))}{(\eta(x))^2}(\eta'(f(x, a)) - \eta'(x)).$$

We want to obtain an upper bound on $f(Y, A)$ using Itô’s formula. We first show that the jump term that occurs in the Itô formula is non-positive: By assumption $\eta'$ is non-decreasing. Due to $f(x, a) \leq x$, we have $\frac{\partial^2}{\partial a^2} f(x, a) \leq 0$. This implies that for all fixed $a > 0$ and for all $x, x + \Delta x \in (c_0, \infty)$

$$f(x + \Delta x, a) - f(x, a) - \frac{\partial}{\partial a} f(x, a)\Delta x \leq 0,$$

and therefore the jump term of $f(Y, A)$ in Itô’s formula is non-positive. Therefore, Itô’s formula implies:

$$df(Y_t, A_t) \leq \frac{\partial}{\partial x} f(Y_t, A_t) dY_t + \frac{\partial}{\partial a} f(Y_t, A_t) dA_t + \frac{1}{2} \frac{\partial^2}{\partial a^2} f(Y_t, A_t) [\gamma^c(Y^c, Y^c)]_t$$

$$\leq \eta(f(Y_t, A_t)) \frac{\eta'(Y_t)}{\eta(Y_t)} dA_t + \frac{\eta(f(Y_t, A_t))}{\eta(Y_t)} dH_t + \frac{\eta(f(Y_t, A_t))}{\eta(Y_t)} dM_t - \eta(f(Y_t, A_t)) dA_t$$

$$\leq \tilde{M}_t + dH_t,$$
for some local martingale $\hat{M}$ starting in 0. Note that $\Delta M \geq 0$ implies $\Delta \hat{M} \geq 0$. Due to $f \geq 0$, the family of processes $(f(Y, A))$, the process which is constant 0, $\hat{M}$, $H$) satisfy Assumption $A_{\sup}$ e.g. for $\tilde{\eta}(x) \equiv x$. Therefore, we obtain by Theorem 3.1

$$\|G^{-1}(G(X^*_T) - A_T)\|_p \leq \| \sup_{t \in [0,T]} G^{-1}(G(X_t) - A_t)\|_p$$

$$\leq \| \sup_{t \in [0,T]} G^{-1}(G(Y_t) - A_t)\|_p \leq \begin{cases} a_1 \|H_T\|_1 & \text{if } \mathbb{E}[H_T] < \infty, \\ a_1 \alpha_2 \|H_T\|_p & \text{if } \Delta M \geq 0, \mathbb{E}[H_T^p] < \infty, \\ a_1 \|H_T\|_p & \text{if } H \text{ predictable, } \mathbb{E}[H_T^p] < \infty. \end{cases}$$

Note that if $\eta(x) \equiv x$, then $f(x, a) = xe^{-a}$. Hence, $df(Y_t, A_t)$ can be calculated using Remark 10.2 implying the assertion for non-continuous $A$.

Proof of b): We first sketch the idea of the proof, then we provide the details. Fix some $p \in (0,1)$. We would like to transform inequality (11) of Assumption $A_{\sup}$ to an inequality for $((X^*_t)^p)_{t \in [0,T]}$ which satisfies Assumption $A_{\no sup}$ for some suitable $\tilde{\eta}_p$. Then assertion a) could be applied to obtain an estimate for $((X^*_t)^p)_{t \in [0,T]}$.

Heuristically, this transformation from $((X_t)_{t \in [0,T]}$ to $((X^*_t)^p)_{t \in [0,T]}$ could be achieved e.g. for the case that $\mathbb{E}[H_T] < \infty$ by integrating the following inequality which is given by Lemma 6.3 for $t \in [0,T]$

$$\mathbb{1}_{\{X_t > u\}} u \leq \int_{(0,t]} \eta(x) \mathbb{1}_{\{X_{s-} \leq u\}} dA_s + M^{L,u}_t + \mathbb{E}_{\mathcal{F}_0}[H_T] \wedge u,$$  \hspace{1cm} (32)

w.r.t. to $pu^{p-2}du$ to obtain for $Y_t \in [0,T] : = ((X^*_t)^p)_{t \in [0,T]}$ by the formulas (25) and (recalling $\eta_p(x) := \frac{1}{1-p} \eta(x^{1/p})x^{1-1/p}$)

$$Y_t \leq \int_{(0,t]} \eta_p(Y_{s-}) dA_s + \alpha_2 \mathbb{E}_{\mathcal{F}_0}[H_T]^p \wedge \hat{M}_t,$$  \hspace{1cm} (33)

where $\hat{M}_t := \int_0^t M^{L,u}_s pu^{p-2}du.$

However, it is not clear if e.g. $\hat{M}_t$ is a well-defined local martingale. To avoid technical problems, we change some details of this approach.

Fix some $T > 0$ and some $\hat{u} > \varepsilon$. Since $A$ is predictable, we may assume w.l.o.g. that $A_T$ is bounded by a finite constant. We will derive an inequality similar to that of Assumption $A_{\no sup}$ for $((X^*_t \wedge \hat{u}))_{t \in [0,T]}$. We use similar notation as in Lemma 6.3 for $u > 0$

$$\tau_u := \inf\{s \geq 0 \mid H_s \geq pu\}, \quad \sigma_u := \inf\{s \geq 0 \mid X_s > u\}.$$  

Recall from Lemma 6.3 for $t \in [0,T]$, $\lambda = p$ the definitions

$$H^{L,u}_t := \begin{cases} H(t \wedge \tau_u) + u \mathbb{1}_{\{H_{t} \geq pu\}} & \text{if } H \text{ is predictable and } \mathbb{E}[H_T^p] < \infty, \\ H(t \wedge \tau_u) + u \mathbb{1}_{\{H_{t} \geq pu\}} & \text{if } M \text{ has no negative jumps and } \mathbb{E}[H_T^p] < \infty, \\ \mathbb{E}_{\mathcal{F}_t}[H_T] \wedge u & \text{if } \mathbb{E}[H_T] < \infty, \end{cases}$$

$$M^{L,u}_t := \begin{cases} \lim_{n \to \infty} M^{(\lambda \wedge \sigma_u)}_{t \wedge \lambda \wedge \sigma_u} & \text{if } H \text{ is predictable, } \mathbb{E}[H_T^p] < \infty, \\ M_{t \wedge \tau_u \wedge \sigma_u} & \text{if } \Delta M \geq 0, \mathbb{E}[H_T^p] < \infty, \\ (M_{t \wedge \sigma_u} + \mathbb{E}[H_T | \mathcal{F}_{t \wedge \sigma_u}] - \mathbb{E}_{\mathcal{F}_0}[H_T]) \mathbb{1}_{\{\mathbb{E}_{\mathcal{F}_0}[H_T] \leq u\}} & \text{if } \mathbb{E}[H_T] < \infty, \end{cases}$$
where $\tau_u^{(n)}$ denotes an announcing sequence of $\tau_u$ if $H$ is predictable. It can be seen without further calculations that in the estimate (27) given in Lemma 6.3 we may replace $\tau_u$ by $\bar{\tau}_u$. By rearranging the previous inequality, we obtain that the local supermartingale $(M_t^{L,u})_{t \in [0,T]}$ has lower and upper bounds for $t \in [0,T]$:

$$1_{\{X^*_t > u\}} A_t \leq \int_{\{0,t\}} \eta(X^*_s) 1_{\{X^*_s \leq u\}} \mathrm{d}A_s + M_t^{L,u} \wedge u + H_t^{L,u}. \quad (34)$$

By rearranging the previous inequality, we obtain that the local supermartingale $(M_t^{L,u} \wedge u)_{t \in [0,T]}$ has lower and upper bounds for $t \in [0,T]$:

$$-(1+p)u - \eta(u)A_T \leq M_t^{L,u} \wedge u \leq u,$$

hence in particular, we have:

$$\sup_{t \in [0,T]} \sup_{u \in [0,\bar{u}]} |M_t^{L,u} \wedge u| \leq (1+p)\bar{u} + \eta(\bar{u})A_T.$$

Note that for $r > 0$ it holds $\{\sigma_u < r\} = \{\exists s < r \mid X_s > u\} = \{X^*_s > u\}$. Similarly, due to $H$ being càdlàg and non-decreasing, we have for $r > 0$ that $\{\tau_u \leq r\} = \{H_r \geq pu\}$.

This implies measurability of the following mappings for $\delta \in (0,1)$

$$(\Omega \times [0,\infty), F_t \otimes B([0,\infty))) \to (\Omega \times [0,\infty), F_t \otimes B([0,\infty)))$$

$$(\omega, u) \mapsto (\omega, \sigma_u \wedge t),$$

$$(\Omega \times [0,\infty), F_t \otimes B([0,\infty))) \to (\Omega \times [0,\infty), F_t \otimes B([0,\infty)))$$

$$(\omega, u) \mapsto (\omega, \tau_u \wedge t),$$

$$(\Omega \times [0,\infty), F_t \otimes B([0,\infty))) \to (\Omega \times [0,\infty), F_t \otimes B([0,\infty)))$$

$$(\omega, u) \mapsto (\omega, (\tau_u \wedge t - \delta)_+).$$

Therefore, also

$$(\Omega \times [0,\infty), F_t \otimes B([0,\infty))) \to (\mathbb{R}, B(\mathbb{R}))$$

$$(\omega, u) \mapsto \lim_{\delta \to 0} M_t^{\wedge \sigma_u \wedge (\tau_u \wedge t - \delta)_+}(\omega),$$

$$(\Omega \times [0,\infty), F_t \otimes B([0,\infty))) \to (\mathbb{R}, B(\mathbb{R}))$$

$$(\omega, u) \mapsto M_t^{\wedge \sigma_u \wedge \tau_u}(\omega),$$

$$(\Omega \times [0,\infty), F_t \otimes B([0,\infty))) \to (\mathbb{R}, B(\mathbb{R}))$$

$$(\omega, u) \mapsto M_t^{\wedge \sigma_u}(\omega)$$

are measurable mappings, where we use the notation $\tilde{M}_t := (M_t^{\wedge \sigma_u} + \mathbb{E}[H_T \mid F_t^{\wedge \sigma_u}]) - \mathbb{E}_{\bar{F}_0}[H_T] \mathbb{1}_{(\bar{F}_0[H_T]) \leq u}$ for all $t \in [0,T]$. Having discussed measurability and boundedness, we may now define for $t \in [0,T]$

$$\tilde{M}_t := \int_{\varepsilon}^{\bar{u}} (M_t^{L,u} \wedge u)pu^{p-2}du.$$

Dominated convergence ensures that $(\tilde{M}_t)_{t \in [0,T]}$ is a bounded càdlàg supermartingale. Now we may integrate (34) w.r.t. $1_{(\varepsilon,\bar{u})}pu^{p-2}du$:

$$(X^*_t \wedge \bar{u})^p - \varepsilon^p = \int_{\varepsilon}^{\bar{u}} 1_{\{X^*_t > u\}} pu^{p-1} du$$

$$\leq \int_{\varepsilon}^{\bar{u}} \int_{\{0,t\}} \eta(X^*_s) 1_{\{X^*_s \leq u\}} \mathrm{d}A_s pu^{p-2} du$$

$$+ \int_{\varepsilon}^{\bar{u}} (M_t^{L,u} \wedge u)pu^{p-2} du + \int_{\varepsilon}^{\bar{u}} H_t^{L,u} pu^{p-2} du$$

$$= \frac{p}{1-p} \int_{\{0,t\}} \eta(X^*_s \wedge \bar{u})((X^*_s \wedge \bar{u})^p - \bar{u}^{p-1}) \mathrm{d}A_s + \tilde{M}_t + \int_{\varepsilon}^{\bar{u}} H_t^{L,u} pu^{p-2} du.$$
We set $Y_t := (X_t^* \wedge \hat{u})^p$, $\hat{H}_t := \int_0^t H^L_{t,u} pu^{p-2} du$ for $t \in [0, T]$. Noting that $\int_0^\varepsilon H^L_{t,u} pu^{p-2} du \geq \varepsilon^p$ we have for $t \in [0, T]$:

$$Y_t \leq \int_{(0,t]} \eta_p(Y_{s^-}) dA_s + \hat{M}_t + \hat{H}_t.$$ 

We define similarly as in the proof of assertion a)

$$f: (0, \infty) \times (0, \infty) \mapsto [0, \infty), \quad (x, a) \mapsto \tilde{G}^{-1}_p(\tilde{G}_p(x) - a),$$

(see (9) for the definition and properties of $\tilde{G}_p$). By nearly identical arguments as in the proof of a), using that the bounded supermartingale $\hat{M}$ has a Doob Meyer decomposition, we obtain by an application of Itô’s formula

$$\mathbb{E}_{\mathcal{F}_0}[\tilde{G}^{-1}_p(\tilde{G}_p(Y_T) - A_T)] \leq \mathbb{E}_{\mathcal{F}_0}[\hat{H}_T].$$

In [Theorem 3.1] we calculated

$$\mathbb{E}_{\mathcal{F}_0}[\hat{H}_T] = \begin{cases} \alpha^p_1 \alpha^p_2 \mathbb{E}_{\mathcal{F}_0}[H^p_T] & \text{if either } H \text{ predictable or } \Delta M \geq 0, \mathbb{E}[H^p_T] < \infty, \\ \alpha^p_1 \mathbb{E}_{\mathcal{F}_0}[H^p_T] & \text{if } \mathbb{E}[H_T] < +\infty. \end{cases}$$

Using the relations between $\tilde{G}_p$ and $G$,

$$\tilde{G}_p(x) = (1 - p)G(x^{1/p}), \quad \tilde{G}^{-1}_p(x) = (G^{-1}(\frac{x}{1-p}))^p,$$

see (10), and taking the limit $\hat{u} \to \infty$ implies by monotone convergence the assertion:

$$\mathbb{E}_{\mathcal{F}_0}[G^{-1}(G(X_t^*) - \beta A_t)] \leq \begin{cases} \alpha^p_1 \alpha^p_2 \mathbb{E}_{\mathcal{F}_0}[H^p_T] & \text{if either } H \text{ predictable or } \Delta M \geq 0, \mathbb{E}[H^p_T] < \infty, \\ \alpha^p_1 \mathbb{E}_{\mathcal{F}_0}[H^p_T] & \text{if } \mathbb{E}[H_T] < +\infty. \end{cases}$$

\[ \square \]

7.3 Proof for general $\eta$ (Theorem 3.9)

Proof. We assume without loss of generality that $M$ is a martingale. Lemma 6.3 implies:

$$\mathbb{E}_{\mathcal{F}_0}[\mathbb{1}_{(X_t^* > u)} u] \leq \mathbb{E}_{\mathcal{F}_0}\left[ \int_{(0,t]} \eta(X_{s^-}^*) \mathbb{1}_{(X_{s^-}^* \leq u)} dA_s \right] + \mathbb{E}_{\mathcal{F}_0}[H_T] \wedge u. \tag{35}$$

We will integrate (35) w.r.t. $d\frac{1}{\eta(u)}$. Note that $\lim_{x \to \infty} \eta(x) = +\infty$. Furthermore, by integration by parts for Lebesgue-Stieltjes integrals, we have (see e.g. [10] Theorem A) and note that $\eta$ is continuous:

$$\int_{(a,b]} ud\frac{1}{\eta(u)} + \int_{(a,b]} \frac{1}{\eta(u)} du = \left. \frac{u}{\eta(u)} \right|_a^b.$$ 

We first calculate the single terms of (35) integrated w.r.t. to $d\frac{1}{\eta(u)}$ over $(\mathbb{E}_{\mathcal{F}_0}[H_T], \infty)$:

$$- \int_{\mathbb{E}_{\mathcal{F}_0}[H_T]} \mathbb{1}_{(X_t^* > u)} ud\frac{1}{\eta(u)} = \int_{\mathbb{E}_{\mathcal{F}_0}[H_T]} \frac{1}{\eta(u)} du - \left. \frac{u}{\eta(u)} \right|_{\mathbb{E}_{\mathcal{F}_0}[H_T]}^{X_t^*} = G(X_t^*) - G(\mathbb{E}_{\mathcal{F}_0}[H_T]) - \left. \frac{u}{\eta(u)} \right|_{\mathbb{E}_{\mathcal{F}_0}[H_T]}^{X_t^*}$$

$$- \eta(X_{t^-}^*) \int_{X_{t^-}^* \vee \mathbb{E}_{\mathcal{F}_0}[H_T]} d\frac{1}{\eta(u)} \leq 1$$

$$- \int_{\mathbb{E}_{\mathcal{F}_0}[H_T]} \mathbb{E}_{\mathcal{F}_0}[H_T] \wedge ud\frac{1}{\eta(u)} = \frac{\mathbb{E}_{\mathcal{F}_0}[H_T]}{\eta(\mathbb{E}_{\mathcal{F}_0}[H_T])}.$$
Combining the calculations, we obtain:

$$
\mathbb{E}_{\mathcal{F}_0}[G(X^*_T)] - G(\mathbb{E}_{\mathcal{F}_0}[H_T]) - \mathbb{E}_{\mathcal{F}_0}\left[\frac{u}{\eta(u)}|X^*_T\right] \leq \mathbb{E}_{\mathcal{F}_0}[A_T] + \frac{\mathbb{E}_{\mathcal{F}_0}[H_T]}{\eta(\mathbb{E}_{\mathcal{F}_0}[H_T])}.
$$

Rearranging the terms implies:

$$
\mathbb{E}_{\mathcal{F}_0}[G(X^*_T)] \leq G(\mathbb{E}_{\mathcal{F}_0}[H_T]) + \mathbb{E}_{\mathcal{F}_0}\left[\frac{X^*_T}{\eta(X^*_T)}\right] + \mathbb{E}_{\mathcal{F}_0}[A_T],
$$

which implies the claim. \(\square\)

8 Proof of the stochastic \(L^\theta\) Gronwall inequality \(\text{(Theorem 3.1)}\)

**Proof of Theorem 3.13** Denote by \(M^L\) the local martingale from Lemma 6.3 and assume w.l.o.g. that \(e^{-\mu A}dM^L\) is a martingale.

**Proof of \(b\)** We first prove the claim for the special case \(\theta = 1\) under the assumption that \(\mathbb{E}[H_T^p] < \infty\) and that either \(H\) is predictable or \(M\) has no negative jumps. Fix some \(u > 0\). Denote by \((Y_t)_{t \geq 0}\) the right-hand side of (27) divided by \(u\), i.e.

$$
Y_t := \frac{1}{u} \int_{(0,t]} X^*_s \mathbb{1}_{\{X^*_s \leq u\}} dA_s + \frac{1}{u} M^L_t + \frac{1}{u} H_t \wedge (\lambda u) + \mathbb{1}_{\{H_t \geq \lambda u\}}.
$$

(36)

Note that \(Y\) and \(M^L\) both depend on \(u\). Choose some \(\mu > 0\). We apply Itô’s formula to calculate \(e^{-\mu A}Y_t\), making use of \(A\) being predictable. Due to Remark 10.2 we obtain:

$$
e^{-\mu A}Y_t \leq Y_0 + \int_{(0,t]} e^{-\mu A_s} dY_s - \int_{(0,t]} \mu e^{-\mu A_s} Y_s dA_s
$$

Noting that by Lemma 6.3 \(\mathbb{1}_{\{X^*_s > u\}} \leq Y_s\) and \(0 \leq e^{-\mu A_s} \leq 1\) for all \(s \geq 0\), yields:

$$
e^{-\mu A} \mathbb{1}_{\{X^*_t > u\}} \leq Y_0 + \int_{(0,t]} e^{-\mu A_s} dY_s - \int_{(0,t]} \mu e^{-\mu A_s} \mathbb{1}_{\{X^*_s > u\}} dA_s
$$

$$
\leq \frac{1}{u} \int_{(0,t]} e^{-\mu A_s} X^*_s \mathbb{1}_{\{X^*_s \leq u\}} dA_s + \frac{1}{u} \int_{(0,t]} e^{-\mu A_s} dM^L_s
$$

$$
+ \frac{1}{u} H_t \wedge (\lambda u) + \mathbb{1}_{\{H_t \geq \lambda u\}} - \int_{(0,t]} \mu e^{-\mu A_s} \mathbb{1}_{\{X^*_s > u\}} dA_s.
$$

We will use the following formulas from Remark 6.2 for positive random variables \(Z\) and \(p \in (0, 1)\):

$$
Z^p = p \int_0^\infty \mathbb{1}_{\{Z > u\}} w^{p-1} \, du = p(1 - p) \int_0^\infty (Z \wedge u) \, w^{p-2} \, du
$$

(37)

$$
= (1 - p) \int_0^\infty Z \mathbb{1}_{\{Z \leq u\}} w^{p-2} \, du.
$$

We take the conditional expectation given \(\mathcal{F}_0\) and integrate w.r.t. \(pw^{p-1}du\). Using the previous formulas for \(Z^p\) gives:
\[\mathbb{E}_F_0[e^{-\mu A_t}(X_t^*)^p] \leq \frac{p}{1-p}\mathbb{E}_F_0[\int_{(0,t]} e^{-\mu A_s}(X_{s+}^*)^p dA_s]
- \mu\mathbb{E}_F_0[\int_{(0,t]} e^{-\mu A_s}(X_{s+}^*)^p dA_s]
+ \frac{\lambda}{1-p}\mathbb{E}_F_0[H_T^p \lambda^{-p}] + \mathbb{E}[H_T^p \lambda^{-p}]. \]

Choosing \(\mu = \frac{p}{1-p}\), \(\lambda = p\) implies:
\[\mathbb{E}_F_0[e^{-p/(1-p)A_T}(X_T^*)^p] \leq \frac{p}{1-p}\mathbb{E}_F_0[H_T^p].\]

Now we prove the assertion for \(\theta = 1\) and \(\mathbb{E}[H_T] < \infty\) by small modifications of the proof of the previous case. Fix some \(u > 0\) and denote by \(Y_t, t \in [0,T]\) the right-hand side of (27) divided by \(u\). By the same steps as before, we obtain:
\[e^{-\mu A_s}1_{\{X_t^*>u\}} \leq Y_0 + \int_{(0,t]} e^{-\mu A_s}dY_s - \int_{(0,t]} \mu e^{-\mu A_s}1_{\{X_t^*>u\}} dA_s \leq \frac{1}{u} \int_{(0,t]} e^{-\mu A_s}1_{\{X_t^*>u\}} dA_s + \frac{1}{u} \mathbb{E}_F_0[H_T] \wedge 1 \]
\[\leq \frac{1}{u} \int_{(0,t]} \mu e^{-\mu A_s}1_{\{X_t^*>u\}} dA_s + \frac{1}{u} \int_{(0,t]} e^{-\mu A_s} dM_s^L. \]

We choose again \(\mu = \frac{p}{1-p}\). We take the conditional expectation given \(\mathcal{F}_0\) and integrate w.r.t. \(p\mu^{-1}du\). This gives using (37):
\[\mathbb{E}_F_0[e^{-\frac{p}{1-p}A_T}(X_T^*)^p] \leq \frac{1}{1-p}\|H_T\|_{1,F_0}^p. \]

Now we prove the assertion for \(\theta < 1\): Set \(Y_t := \int_0^t (X_s^*)^{\theta} dA_s\) and \(\alpha = \theta^{-1}\). Then, by remark [Remark 10.3]
\[(\int_{(0,t]} (X_{s+}^*)^\theta dA_s)^{1/\theta} \leq \theta^{-1} \int_{(0,t]} (\int_{(0,s]} (X_t^* r_0)^\theta dA(r))^{1/\theta-1} (X_{s+}^*)^\theta dA_s \]
\[\leq \theta^{-1} \int_{(0,t]} (X_{s+}^*)^{1-\theta} \int_{(0,s]} A_s^{1/\theta-1} (X_{s+}^*)^\theta dA_s \]
\[= \theta^{-1} \int_{(0,t]} (X_{s+}^*) A_s^{1/\theta-1} dA_s. \]

The assertion follows from the case \(\theta = 1\) by setting \(A_{t}^{(\theta)} := \theta^{-1} \int_{(0,t]} A_s^{1/\theta-1} dA_s\) and insertiong (40) into (13).

**Proof of [a]**: Let \(\mathbb{E}[H_T^p] < \infty\) and assume that \(H\) is predictable or \(\Delta M \geq 0\). The following estimate holds true for any \(u > 0, \theta > 1, \epsilon > 0, t \geq 0\) by Young’s inequality:
\[(\int_{(0,t]} (X_{s+}^*)^\theta 1_{\{X_{s+}^* \leq u\}} dA_s)^{1/\theta} \]
\[\leq c\theta^{-1} \int_{(0,t]} (X_{s+}^*)^\theta 1_{\{X_{s+}^* \leq u\}} dA_s + c^{1/(\theta-1)}(1 - \theta^{-1})(X_{s+}^* (t^-) \wedge u). \]
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We set
\[ Z_t^{(1)} := 1_{\{X_t^* > u\}} - \frac{1}{u} e^{-1/(\theta - 1)} (1 - \theta^{-1}) (X_t^* \wedge u). \]
\[ Z_t^{(2)} := \frac{1}{u} e^{\theta - 1} \int_{[0,t]} X^*_s 1_{\{X^*_s \leq u\}} dA_s + \frac{1}{u} M_t^L + \frac{1}{u} H_t \wedge (\lambda u) + 1_{\{H_t \geq \lambda u\}}. \]

By Lemma 6.3 and (41) we have
\[ Z_t^{(1)} \leq Z_t^{(2)} \quad \forall t \geq 0. \]

As \( Z_2 \) is non-negative, we cannot apply Remark 10.2. Instead, we need the additional assumption that \( A \) is continuous and apply Itô’s formula. This implies for any constant \( \mu \in \mathbb{R} \):
\[ e^{-\mu A_t} Z_t^{(2)} = Z_0^{(2)} e^{-\mu A_0} + \int_{(0,t]} e^{-\mu A_s} dZ_s^{(2)} - \mu \int_{(0,t]} e^{-\mu A_s} Z_s^{(2)} dA_s. \]

Similar as in proof of Theorem 3.13, we have:
\[ e^{-\mu A_t} Z_t^{(1)} \leq e^{-\mu A_t} Z_t^{(2)} \leq Z_0^{(2)} + \int_{(0,t]} e^{-\mu A_s} dZ_s^{(2)} - \mu \int_{(0,t]} e^{-\mu A_s} Z_s^{(1)} dA_s. \]

We have \( p \int_0^{\infty} \mathbb{E}_{\mathcal{F}_0} \big[ |Z_t^{(1)}|^pu^{\gamma - 1} du \big] = c_{\theta} \mathbb{E}_{\mathcal{F}_0} \big[ |X_t^*|^p \big] \) where \( c_{\theta} := (1 - \frac{1}{1-p} e^{-1/(\theta - 1)} (1 - \theta^{-1})). \)

Hence, taking the conditional expectation given \( \mathcal{F}_0 \), integrating w.r.t. \( pu^{\gamma - 1} du \) and a very similar calculation as in the proof of the case \( \theta = 1 \) (see (38)) imply:
\[ c_{\theta} \mathbb{E}_{\mathcal{F}_0} \big[ e^{-\mu A_t} (X_t^*)^p \big] \leq \frac{p}{1 - p} \mathbb{E}_{\mathcal{F}_0} \bigg[ \int_{(0,t]} e^{-\mu A_s} (X_s^*)^p dA_s \bigg] - \mu c_{\theta} \mathbb{E}_{\mathcal{F}_0} \bigg[ \int_{(0,t]} e^{-\mu A_s} (X_s^*)^p dA_s \bigg] + \frac{p - p}{1 - p} \mathbb{E}[H_t^p]. \]

Hence, choosing \( \mu = \frac{p \theta - 1}{(1 - p) c_{\theta}} \) implies:
\[ c_{\theta} \mathbb{E}_{\mathcal{F}_0} \big[ \exp \{- \frac{p \theta - 1}{(1 - p) c_{\theta}} A_t\} (X_t^*)^p \big] \leq \frac{p - p}{1 - p} \mathbb{E}[H_t^p]. \]

Choosing \( c = (1 - p)^{-2(\theta - 1)} \) implies \( c_{\theta} = \theta^{-1} \), and therefore:
\[ \theta^{-1} \mathbb{E}_{\mathcal{F}_0} \big[ \exp \{- \frac{p}{(1 - p) \theta} A_t\} (X_t^*)^p \big] \leq \frac{p - p}{1 - p} \mathbb{E}[H_t^p]. \]

Now we assume instead, that \( \mathbb{E}[H_T] < \infty \). By redefining for \( t \in [0,T] \):
\[ Z_t^{(2)} := \frac{1}{u} e^{\theta - 1} \int_{[0,t]} X^*_s 1_{\{X^*_s \leq u\}} dA_s + \frac{1}{u} M_t^L + \left( u^{-1} \mathbb{E}_{\mathcal{F}_0} [H_T] \right) \wedge 1. \]

and the same arguments as before, we obtain for \( t \in [0,T] \):
\[ \theta^{-1} \mathbb{E}_{\mathcal{F}_0} \big[ \exp \{- \frac{p}{(1 - p) \theta} A_t\} (X_t^*)^p \big] \leq \frac{1}{1 - p} \mathbb{E}_{\mathcal{F}_0} [H_T]^p. \]
**Remark 10.2** implies (by the same arguments as in the proof of a)) for predictable \( E \). Similar arguments imply in the case \( \Delta M \geq 0 \), implies for \( \mu = p \), setting \( \theta > 1 \) and setting \( \mu = p \) and \( c = 1 \) and setting \( \theta > 1 \):

\[
\tilde{Z}_t^{(1)} := \frac{1}{u}X_t^* \wedge u - \frac{1}{u}(1-\theta^{-1})(X_t^* \wedge u) = \theta^{-1} \frac{1}{u}X_t^* \wedge u.
\]

Since \( \tilde{Z}_t \) is non-negative, we do not need the continuity assumption of \( A \). Applying [Remark 10.2](#) implies (by the same arguments as in the proof of a)) for predictable \( H \) or \( \Delta M \geq 0 \):

\[
\theta^{-1}EX_0[\exp\{pA_T\}(X_T^*)^p] \leq p^{-p}EX_0[H_T^p].
\]

Similar arguments imply in the case \( E[H_T] < \infty \) for all \( t \in [0, T] \):

\[
\theta^{-1}EX_0[\exp\{pA_T\}(X_T^*)^p] \leq EX_0[H_T^p].
\]

\( \square \)

## 9 Proof of sharpness

### 9.1 Proof of the sharpness of \( \beta \) (Theorem 3.15)

**Proof of Theorem 3.15.** We prove the assertion by defining families of processes \( \{X_{t}^{\varepsilon, \delta}, \varepsilon, \delta \in (0, 1)\} \) and \( \{M_{t}^{\varepsilon, \delta}, \varepsilon, \delta \in (0, 1)\} \) satisfying the assumptions of Theorem 3.15 such that

\[
\beta \geq \lim_{\delta \to 0} \lim_{\varepsilon \to 0} \lim_{t \to \infty} \frac{1}{t} \log(\alpha^{-1}H^{-1}\|(X_{t}^{\varepsilon, \delta})^*\|_{p}) \geq \frac{1}{1-p} = \beta.
\]

We use the notation

\[
X_{t}^{\varepsilon, \delta, p} := \sup_{0 \leq s \leq t} X_{s}^{p} \quad \forall t \geq 0,
\]

for \( p \in (0, 1) \) and non-negative continuous processes \( X \).

**Step 1:** General construction procedure

We fix some \( \varepsilon, \delta \in (0, 1) \). We define \( \{X_{t}^{\varepsilon, \delta}, t \geq 0\} \) by choosing a suitable continuous local martingale \( M_{t}^{\varepsilon, \delta} = \{M_{t}^{\varepsilon, \delta}, t \geq 0\} \) and defining for all \( t \geq 0 \):

\[
X_{t}^{\varepsilon, \delta} := \int_{0}^{t} (X_{s}^{\varepsilon, \delta})^* g_{\varepsilon, \delta}(s) ds + M_{t}^{\varepsilon, \delta} + 1
\]

\[
\leq \int_{0}^{t} (X_{s}^{\varepsilon, \delta})^* ds + M_{t}^{\varepsilon, \delta} + 1,
\]
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where \( g_{\varepsilon, \delta}(s) := \sum_{k=0}^{\infty} \mathbb{1}_{[(k+\varepsilon)\delta, (k+1)\delta]}(s) \) is a function which only takes values in \{0, 1\}. The local martingale \( M^{\varepsilon, \delta} \) will be chosen such that the non-negativity of \( X^{\varepsilon, \delta} \) is ensured.

**Step 2: Inductive construction of \( M^{\varepsilon, \delta} \)**

We define \( M^{\varepsilon, \delta} \) using a family of sped up Brownian motions: Define the following increasing homeomorphism:

\[
h : [0, \varepsilon, \delta) \to [0, \infty), \quad t \mapsto \log \left( \frac{2}{1 - (\varepsilon \delta)^{-1} t - 1} \right).
\]

Let \( \{(B^i_t)_{t \geq 0}, i \in \mathbb{N}_0\} \) be a family of independent Brownian motions on some suitable underlying probability space. We call \( \{B^i_{h(t)}, t \in [0, \varepsilon \delta)\} \) a sped up Brownian motion. We define the filtration for the local martingale \( M^{\varepsilon, \delta} \) as follows: We set \( \mathcal{F}_0 = \{0, \Omega\} \) and

\[
\tilde{\mathcal{F}}_t := \tilde{\mathcal{F}}_{k\delta} \vee \sigma(\{B^k_{h(r)} | r \in [0, (t - k\delta)] \cap [0, \delta \varepsilon)\}) \quad \forall t \in (k\delta, (k + 1)\delta], \quad k \in \mathbb{N}_0.
\]

We will denote by \( (\mathcal{F}_t)_{t \geq 0} \) the smallest augmented filtration containing \( (\tilde{\mathcal{F}}_t)_{t \geq 0} \). We choose \( (\mathcal{F}_t)_{t \geq 0} \) as our filtration for \( M^{\varepsilon, \delta} \). We define the local martingale \( M^{\varepsilon, \delta} \) inductively on \([0, \delta], (\delta, 2\delta], (2\delta, 3\delta], \ldots \) as follows.

**Step 2a: Definition of \( M^{\varepsilon, \delta}_t \) for \( t \in [0, \delta] \):** On \([0, \delta] \) we have \( g_{\varepsilon, \delta} = 0 \). We define \( M^{\varepsilon, \delta}_t \) such that \( X^{\varepsilon, \delta} \) remains non-negative. We choose:

\[
\tau_0 := \inf\{t \in [0, \varepsilon\delta) \mid B^0_{h(t)} + 1 = 0\},
\]

\[
M^{\varepsilon, \delta}_t := B^0_{h(t \wedge \tau_0)} \quad \text{on } \{\tau_0 < \varepsilon\delta\} \quad \forall t \in [0, \delta],
\]

where we set \( \inf \emptyset := 0 \), noting that this only happens on a set of measure zero and \( (\mathcal{F}_t)_{t \geq 0} \) is complete. Hence, we have defined \( M^{\varepsilon, \delta}_t, t \in [0, \delta] \). Note, that \( \tau_0 < \varepsilon\delta \), hence \( M^{\varepsilon, \delta}_t \) is constant on \( t \in [\varepsilon\delta, \delta] \). By construction, the following equalities hold \( \mathbb{P}\text{-a.s.}: \)

\[
X^{\varepsilon, \delta}_{\tau_0} = 0, \quad X^{\varepsilon, \delta}_t = \alpha(X^{\varepsilon, \delta}_{\tau_0})^*,
\]

where \( \alpha := (1 - \varepsilon)\delta < 1 \).

**Step 2b: Definition of \( M^{\varepsilon, \delta}_t \) for \( t \in (k\delta, (k + 1)\delta] \):** Now assume we have defined \( M^{\varepsilon, \delta} \) on \([0, k\delta] \) for some \( k \in \mathbb{N} \) and define it in \((k\delta, (k + 1)\delta]\). By definition, we have \( g_{\varepsilon, \delta} = 0 \) on \([k\delta, k\delta + \varepsilon\delta] \). Define:

\[
\tau_k := \inf\{t \in [k\delta, k\delta + \varepsilon\delta) \mid B^k_{h(t - k\delta)} + X^{\varepsilon, \delta}_{k\delta} = 0\},
\]

\[
M^{\varepsilon, \delta}_t := B^k_{h(t \wedge \tau_k - k\delta)} + M^{\varepsilon, \delta}_{k\delta} \quad \forall t \in (k\delta, (k + 1)\delta],
\]

setting \( \inf \emptyset := k\delta \), noting that this only happens on a set of measure 0. Again, \( M^{\varepsilon, \delta} \) is by construction constant on \([k + \varepsilon)\delta, (k + 1), \delta \] and we have \( \mathbb{P}\text{-a.s.}: \)

\[
X^{\varepsilon, \delta}_{\tau_k} = 0, \quad X^{\varepsilon, \delta}_{(k+1)\delta} = \alpha(X^{\varepsilon, \delta}_{\tau_k})^*.
\]

By definition, \( X^{\varepsilon, \delta}_t \) is non-negative and satisfies

\[
X^{\varepsilon, \delta}_t \leq \int_0^t (X^{\varepsilon, \delta}_s)^* \, ds + M^{\varepsilon, \delta}_t + 1
\]
and $M^{\varepsilon,\delta}$ is a local martingale with respect to the filtration $(\mathcal{F}_t)_{t \geq 0}$. The localizing sequence can be constructed as follows: Let $\tilde{\sigma}^{(n)}_k, n \in \mathbb{N}$ be a localizing sequence of $(B^k_{h((t-\kappa\delta)_+)})_{t \geq 0}$ taking values in $[k\delta, k\delta + \varepsilon\delta)$. Set
\[
\sigma^{(n)}_k = \begin{cases} 
\tilde{\sigma}^{(n)}_k & \text{on } \{\tilde{\sigma}^{(n)}_k < \tau_k\} \\
\infty & \text{else,} 
\end{cases}
\]
which is a localizing sequence of $(B^k_{h((t-\kappa\tau_k-\kappa\delta)_+)})_{t \geq 0}$. Then $\sigma^{(n)} := (\min_{k \in \mathbb{N}_0} \sigma^{(n)}_k) \land (n\delta)$ is a localizing sequence of $M^{\varepsilon,\delta}$.

It remains to find a good lower bound of $\|(X^{\varepsilon,\delta})^*\|_p$.

**Step 3:** Proof of $\|(X^{\varepsilon,\delta})^*\|_p \geq \frac{1-p+p\alpha}{1-p} \|(X^{\varepsilon,\delta})_{\tau_k-1}^*\|_p$ for all $p \in (0, 1), k \in \mathbb{N}$: Define for some fixed $c > 0$:
\[
\begin{align*}
\sigma_1 & := \inf\{t \geq 0 \mid (B^k_t + X^\varepsilon_{\tau_k})^p = (X^\varepsilon_{\tau_k-1})^p + c\}, \\
\sigma_2 & := \inf\{t \geq 0 \mid B^k_t + X^\varepsilon_{\tau_k} = 0\}.
\end{align*}
\]
Denote by $\mathcal{F}_k$ the $\sigma$-algebra generated by the set $\{B^k_t, i = 0, ..., k, t \geq 0\}$. Due to $X^\varepsilon_{\tau_k} = \alpha(X^\varepsilon_{\tau_k})^*$ we have $((X^\varepsilon_{\tau_k-1})^* + c)^{1/p} - X^\varepsilon_{\tau_k} \geq 0$. Moreover, we have
\[
\{(X^\varepsilon_{\tau_k})^* \geq (X^\varepsilon_{\tau_k-1})^* + c\} = \{\sigma_1 < \sigma_2\},
\]
and if $(X^\varepsilon_{\tau_k})^* > (X^\varepsilon_{\tau_k-1})^*$, then the supremum of $X^\varepsilon$ on $[0, \tau_k]$ must occur in $[k\delta, \tau_k]$, since $X^\varepsilon$ takes the values in $[0, \alpha(X^\varepsilon_{\tau_k-1})^*]$ and $\alpha < 1$. Therefore, by the independence of the Brownian motions $B_k, k \in \mathbb{N}_0$:
\[
P[(X^\varepsilon_{\tau_k})^* \geq (X^\varepsilon_{\tau_k-1})^* + c \mid \mathcal{F}_{k-1}] = P[\sigma_1 < \sigma_2 \mid \mathcal{F}_{k-1}] = \frac{X^\varepsilon_{\tau_k}}{((X^\varepsilon_{\tau_k-1})^* + c)^{1/p}},
\]
as $P[\sigma_1 < \sigma_2 \mid \mathcal{F}_{k-1}]$ is the conditional probability that $B^k$ hits $((X^\varepsilon_{\tau_k-1})^* + c)^{1/p} - X^\varepsilon_{\tau_k}$ before $X^\varepsilon_{\tau_k}$. Applying the previous equation gives:
\[
\begin{align*}
E[(X^\varepsilon_{\tau_k})^*]\ &= \int_0^\infty P[(X^\varepsilon_{\tau_k-1})^* \geq u] \, du \\
&= E\left[(X^\varepsilon_{\tau_k-1})^* + \int_0^\infty P[(X^\varepsilon_{\tau_k-1})^* \geq u] \, du\right] \\
&= E\left[(X^\varepsilon_{\tau_k-1})^* + \int_0^\infty P[(X^\varepsilon_{\tau_k})^* \geq (X^\varepsilon_{\tau_k-1})^* + c \mid \mathcal{F}_{k-1}] \, dc\right] \\
&= E[(X^\varepsilon_{\tau_k})^*] + \int_0^\infty \frac{X^\varepsilon_{\tau_k}}{((X^\varepsilon_{\tau_k-1})^* + c)^{1/p}} \, dc \\
&= E[(X^\varepsilon_{\tau_k})^*] + \frac{p}{1-p} E[(X^\varepsilon_{\tau_k-1})^* - 1 + p].
\end{align*}
\]
Applying, that $X^\varepsilon = \alpha(X^\varepsilon_{\tau_k})^*$ implies
\[
E[(X^\varepsilon_{\tau_k})^*] \geq \frac{1-p+p\alpha}{1-p} E[(X^\varepsilon_{\tau_k})^*].
\]

Step 4: Lower bound of $\| (X_{\epsilon,\delta}^X)^{*} \|_p$ for $p \in (0, 1)$: Noting that $\mathbb{E}[(X_{\tau_0}^\epsilon)^{*} p] = \frac{1}{1-p}$ and iterating (16) yields:

$$\mathbb{E}[(X_{\epsilon,\delta}^X)^{*} p] \geq \frac{1}{1-p} \left( \frac{1-p + p\alpha}{1-p} \right)^k = \frac{1}{1-p} \exp \left\{ k \delta \log \left( \frac{1-p + p\alpha}{1-p} \right)^{1/\delta} \right\}.$$ 
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By assumption, we have (due to $\| X_t^* \|_p \leq \tilde{\alpha} H \exp(\tilde{\beta} t)$ and $H := 1$) for all $k \in \mathbb{N}$:

$$\tilde{\beta} \geq (k\delta)^{-1} \log(\| (X_{k\delta}^\epsilon)^* \|_p) - (k\delta)^{-1} \log(\tilde{\alpha}).$$

Hence, for all $k \in \mathbb{N}$:

$$\tilde{\beta} \geq p^{-1} \log \left\{ \left( \frac{1-p + p\alpha}{1-p} \right)^{1/\delta} \right\} - (k\delta)^{-1} p^{-1} \log(1-p) - (k\delta)^{-1} \log(\tilde{\alpha}),$$

i.e.

$$\tilde{\beta} \geq \lim_{\delta \to 0} \lim_{\epsilon \to 0} \frac{1}{p\delta} \log \left( \frac{1-p + p\delta(1-\epsilon)}{1-p} \right) = \frac{\partial}{\partial x} \log(1 + \frac{1-p}{1-p} x) \bigg|_{x=0} = \frac{1}{1-p} = \beta$$

which implies the assertion.

9.2 Proof of the sharpness of $\alpha_1$ and $\alpha_1 \alpha_2$ (Theorem 3.17)

**Sketch of proof of** Theorem 3.17. **The inequalities follow e.g. from Theorem 3.1 by choosing** $A = 0$. **Here we only discuss the sharpness of the constants:**

Proof of $[\text{b}]$ Let $B$ be a Brownian motion on a suitable underlying filtered probability space. Choose $H_t \equiv 1$. Let $\tau$ be the time $B$ first hits $-1$ and set $M_t := B_{t \wedge \tau}$ and $X_t := M_t + H_t$ for all $t \geq 0$. The stopping times $\tau$ ensures $X \geq 0$. An easy calculation gives $\| \sup_{t \geq 0} X_t \|_p = \alpha_1$, which implies the assertion of $[\text{b}]$.

Proof of $[\text{a}]$. Fix some $p \in (0, 1)$. In the proof of [9, Theorem 2.1]) families of continuous processes $X^{(n)}, n \in \mathbb{N}$ and $H^{(n)}, n \in \mathbb{N}$ are defined, satisfying:

(i) $X^{(n)}$ is non-negative, adapted, continuous,

(ii) $H^{(n)}$ is non-negative, adapted, continuous, non-decreasing,

(iii) $\mathbb{E}[X^{(n)}] \leq \mathbb{E}[H^{(n)}]$ for all bounded stopping times $\tau$,

(iv) and

$$\alpha_1 \alpha_2 = \lim_{n \to \infty} \frac{\sup_{t \geq 0} X^{(n)}_t}{\sup_{t \geq 0} H^{(n)}_t}.$$ 

To prove assertion $[\text{a}]$ it remains to show the existence of a family of local martingales with non-negative jumps $M^{(n)}, n \in \mathbb{N}$ starting in 0 such that $X^{(n)}_t \leq H^{(n)}_t + M^{(n)}_t$ for all $t \geq 0, n \in \mathbb{N}$. 
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To this end, we first shortly recall the definition of $X^{(n)}$ and $H^{(n)}$ from [10, Theorem 2.1]): Let $Z$ be an exponentially distributed random variable on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with $\mathbb{E}[Z] = 1$. Set
$$a : [0, \infty) \rightarrow [0, \infty), \quad t \mapsto \exp(t/p).$$
Define for all $t \geq 0$
$$\tilde{X}_t := a(Z)1_{(Z, \infty)}(t), \quad \tilde{H}_t := \int_0^{t \wedge \tau} a(s)ds.$$
Choose $\tilde{\tau}_t := \sigma(\{Z \leq r\} \mid 0 \leq r \leq t)$ for all $t \geq 0$. The compensator of $\tilde{X}$ is $\tilde{H}$ due to $Z$ being exponentially distributed. Now we use $\tilde{X}$ and $\tilde{H}$ to construct the families of processes $X^{(n)}, n \in \mathbb{N}$ and $H^{(n)}, n \in \mathbb{N}$. Assume w.l.o.g. that there exists a Brownian motion $B$ on $(\Omega, \mathcal{F}, \mathbb{P})$ such that $B$ is independent of $Z$. Denote by $(\mathcal{F}_t)_{t \geq 0}$ the smallest filtration satisfying the usual conditions which contains $(\mathcal{F}_t)$ and with respect to which $B$ is a Brownian motion. Denote by $g_{n+1} : [0, \infty) \rightarrow [0, 1]$ a continuous non-decreasing function such that
$$g_{n,n+1}(t) = 0 \quad \forall t \in [0, n], \text{ and } g_{n,n+1}(t) = 1 \quad \forall t \in [n + 1, \infty).$$
Define:
$$\tau^{(n)} := \inf\{t \geq n + 1 \mid \tilde{X}_n + (B_t - B_{n+1})1_{(t \geq n+1)} = 0\},$$
$$X^{(n)}_t := g_{n,n+1}(t)\tilde{X}_n + (B_{t \wedge \tau^{(n)}} - B_{t \wedge (n+1)}),$$
$$H^{(n)}_t := \tilde{H}_{t \wedge n}.$$The stopping time $\tau^{(n)}$ ensures that $X^{(n)}$ is non-negative. Define
$$M^{(n)}_t := \tilde{X}_{t \wedge n} - \tilde{H}_{t \wedge n} + B_{t \wedge \tau^{(n)}} - B_{t \wedge (n+1)},$$
which is a local martingale (recall that $\tilde{H}$ is the compensator of $\tilde{X}$). Moreover,
$$X^{(n)}_t \leq \tilde{X}_{t \wedge n} + (B_{t \wedge \tau^{(n)}} - B_{t \wedge (n+1)}) \leq H^{(n)}_t + M^{(n)}_t.$$It is easily seen that $M$ only has non-negative jumps, as $\tilde{X}$ only has non-negative jumps.

10 Appendix

10.1 Proof of the (deterministic) Bihari-LaSalle inequality

Proof of Lemma 1.1. Denote by $y(t)$ the right-hand side of (6), which is a (non-decreasing) function of finite variation. One can apply for example Ito’s formula to calculate the deterministic function $G(y(t))$, noting that $G$ only needs to be once continuously differentiable, because $y$ is a process of bounded variation. We obtain, noting that the jump terms of Ito’s formula are non-positive in this case, that:
$$G(y(t)) - G(y(0)) = \int_{[0,t]} G'(y(s^-))dy(s) + \text{Jump terms of Ito’s formula} \leq \int_{[0,t]} \frac{dy(s)}{\eta(y(s^-))} \leq \int_{[0,t]} \frac{dy(s)}{\eta(x(s^-))} = A(t).$$Rearranging the terms, noting that $y(0) = H$ and applying $G^{-1}$ (if possible) implies the assertion.
10.2 A counterexample for convex \( \eta \)

We provide a counterexample why bounds of the type (15) are not possible for general \( \eta \).

**Counterexample 10.1.** Let \((W_t)_{t \geq 0}\) be a Brownian motion on a suitable underlying filtered probability space and let \(x_0 > 0\) and \(\gamma > 0\) be constants. Define:

\[
X_t := e^{\gamma(x_0 + W_t)^2} \quad \forall t \geq 0.
\]

An application of Itô’s formula implies that \(X\) satisfies the following equation:

\[
dX_t = 2\gamma(x_0 + W_t)X_t dW_t + (\gamma + 2\gamma^2(x_0 + W_t)^2)X_t dt
\]

\[
= \eta(X_t) dt + dM_t
\]

where \(dM_t := 2\gamma(x_0 + W_t)X_t dW_t, \ t \geq 0\) is a local martingale starting in 0, and \(\eta(x) := \gamma(1 + 2\log(x))x \) for \(x \geq 1\). Note, that \(X_t \geq 1\). Extend \(\eta\) to a convex non-decreasing function on \([0, \infty)\) with \(\eta(0) = 0\).

Hence, \(X\) as defined above satisfies

\[
X_t \leq \int_0^t \eta(X_s) ds + M_s + e^{\gamma x_0^2}, \quad \forall t \geq 0.
\]

Furthermore, we have

\[
\|X_t^p\|_p \in \begin{cases} [0, \infty) & \text{for } p\gamma T < \frac{1}{2} \\ \{\infty\} & \text{for } p\gamma T \geq \frac{1}{2} \end{cases}, \quad (48)
\]

which can be seen as follows: For the case \(p\gamma T > 1/2\), we have:

\[
\|X_t^p\|_p \geq \mathbb{E}[X_t^p] = \int_{-\infty}^{\infty} \exp(p\gamma(x_0 + \sqrt{t}w)^2) \exp(-w^2/2) dw
\]

\[
= \int_{-\infty}^{\infty} \exp((p\gamma T - 1/2)w^2 + 2x_0p\gamma \sqrt{t}w + p\gamma x_0^2) dw
\]

which is not finite for \(p\gamma T \geq \frac{1}{2}\). For the case \(p\gamma T < 1/2\) we use the estimate \(\|X_t^p\|_{\tilde{q}} \leq (1 - \tilde{q})^{1/\tilde{q}} \mathbb{E}[e^{\gamma x_0^2} + \int_0^T \eta(X_s) ds]\) (by e.g. [Theorem 3.1]). We have:

\[
\mathbb{E}[\eta(X_t)] = \int_{-\infty}^{\infty} \gamma(1 + 2\gamma(x_0 + \sqrt{t}w)^2) \exp(\gamma(x_0 + \sqrt{t}w)^2) \exp(-w^2/2) dw
\]

\[
\leq \int_{-\infty}^{\infty} \gamma(1 + 2\gamma(x_0 + \sqrt{t}w)^2) \exp((\gamma T - 1/2)w^2 + 2\gamma x_0 \sqrt{t}|w| + \gamma x_0^2) dw
\]

which is finite when \(\gamma T < \frac{1}{2}\). Hence, we have

\[
\mathbb{E}[\sup_{t \in [0, T]} \exp(\gamma q(x_0 + W_t)^2)] < \infty \text{ for all } q \in (0, 1), \gamma T < 1/2,
\]

which implies

\[
\mathbb{E}[\sup_{t \in [0, T]} \exp(\gamma p(x_0 + W_t)^2)] < \infty \text{ for all } pT < 1/2.
\]

Hence, we have shown (48).

Furthermore, we have for all \(x \geq 1, y \geq 0\):

\[
G(x) := \int_1^x \frac{dw}{\eta(w)} = \frac{1}{2\gamma} \log(2\log(x) + 1), \quad G^{-1}(y) = e^{2\gamma y/2 - 1/2}.
\]

As \(G\) and \(G^{-1}\) are bounded on bounded subintervals of \([1, \infty)\), (48) is a contradiction to \(X\) having an upper bound of the type (15), as (15) would imply that \(\|X_t^p\|_p\) remains finite for all \(t \geq 0\) and any fixed \(p \in (0, 1)\).
10.3 Two remarks on jump terms

In some of the proofs we use Itô’s formula. If the integrator $A$ has jumps, then jump terms occur in the Itô’s formulas we use. The next two remarks analyse the jump terms we encounter. Recall that $A$ is always assumed to be predictable.

**Remark 10.2** (Analysis of the jump terms in Itô’s formula). Let $Z$ be a non-negative semimartingale and $A$ a predictable non-decreasing process of finite variation. Then

$$e^{-A_t} Z_t \leq Z_0 e^{-A_0} + \int_{(0,t]} e^{-A_s} dZ_s - \int_{(0,t]} e^{-A_s} Z_{s^-} dA_s$$

holds true.

This can be seen as follows. Note that since $Z$ is a semimartingale and $e^{-A}$ is predictable and a process of finite variation, we have (see e.g. [14, Proposition I.4.49 (a) and (b)]):

$$\int_{(0,t]} \Delta e^{-A_s} dZ_s = [Z, e^{-A}]_t = \int_{(0,t]} \Delta Z_s e^{-A_s} = \sum_{s \leq t} \Delta Z_s \Delta e^{-A_s}.$$ 

Hence, due to $A$ being predictable, we may rearrange Itô’s formula as follows:

$$e^{-A_t} Z_t = Z_0 e^{-A_0} + \int_{(0,t]} e^{-A_s} dZ_s - \int_{(0,t]} e^{-A_s} Z_{s^-} dA_s$$

$$- \int_{(0,t]} \Delta e^{-A_s} dZ_s + \int_{(0,t]} Z_{s^-} \Delta e^{-A_s} dA_s$$

$$+ \sum_{s \leq t} \left( e^{-A_s} Z_s - e^{-A_s} Z_{s^-} - e^{-A_{s^-}} \Delta Z_s + e^{-A_{s^-}} Z_{s^-} \Delta A_s \right)$$

$$= Z_0 e^{-A_0} + \int_{(0,t]} e^{-A_s} dZ_s - \int_{(0,t]} e^{-A_s} Z_{s^-} dA_s$$

$$+ \sum_{s \leq t} Z_{s^-} e^{-A_s} (1 + \Delta A_s - e^{\Delta A_s})$$

Noting that the last term is non-positive since $\Delta A_s \geq 0$ for all $s > 0$, the claim follows.

**Remark 10.3** (Analysis of the jump terms in Itô’s formula). Let $\alpha > 1$ and let $Y$ be a predictable, non-decreasing process. By rearranging Itô’s formula (noting that we only need $x \mapsto x^\alpha$ to be $C^1$ since $Y$ is of finite variation), we obtain:

$$Y_s^\alpha = Y_0^\alpha + \alpha \int_{(0,t]} Y_s^{\alpha - 1} dY_s + \sum_{s \leq t} \left( \alpha (Y_s^{\alpha - 1} - Y_{s^-}^{\alpha - 1}) \Delta Y_s \right.$$  

$$+ Y_s^\alpha - Y_{s^-}^\alpha - \alpha Y_{s^-}^{\alpha - 1} \Delta Y_s \right)$$

$$= Y_0^\alpha + \alpha \int_{(0,t]} Y_s^{\alpha - 1} dY_s + \sum_{s \leq t} \left( Y_s^\alpha - Y_{s^-}^\alpha - \alpha Y_{s^-}^{\alpha - 1} \Delta Y_s \right)$$

$$\leq Y_0^\alpha + \alpha \int_{(0,t]} Y_s^{\alpha - 1} dY_s.$$ 
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