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Abstract
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1. Introduction

Consensus of multi-agent systems (MASs) is one of the most commonly used protocols in networked control systems with a wide range of applications. It aims to make all agents to reach an agreement. Some results for consensus of first order agents can be found in many early papers. For example, analysis of Laplacian was used to formulate the convergence conditions in [1] and a convergence proof for discrete-time systems based on a theoretical property of infinite products of stochastic matrices was presented in [2]. More works on consensus of higher order and nonlinear systems include [3, 4, 5, 6] and references therein.

Network communication is an essential factor in a consensus problem. Over a network, the information, which usually refers to agents’ states, is transmitted and shared. However, passing messages through a common network lead to risk of information leakage or tampering. This has motivated significant amount of researches on maintaining security and privacy of individuals’ information within a network. It is worth noting that network topology plays an important role in many performance characteristics of a network such as consensus value, convergence rate and its information privacy. For example, a linear system with an undirected topology achieves average consensus [7, 8], while that with a directed leader-following topology leads to consensus on the leader’s state.

During a consensus process, information exchange is critical while agents also intend to keep their states confidential to both external eavesdroppers and/or other internal agents within the network. In order to prevent information disclosure or tampering attack, different models and techniques for network security and privacy have been widely studied. Models involving adversarial agents attempting to make a system unstable were studied in [9, 10]. A connectivity-broken attack model was introduced in [11]. Differentially private iterative consensus was studied in different settings; see, e.g., [12, 13] for privacy-preserving average consensus and [14] for maximum consensus.

Cryptosystem is another important tool for information security [15, 16]. It has been used in various privacy-preserving algorithms. For instance, a Paillier encryption based cloud-computing algorithm was introduced in [17, 18]. The cloud server is a trusted third-party which receives encrypted data from agents and executes computation. A Paillier encrypted observer-based control paradigm was proposed in [19] for enhancement of cybersecurity in networked control systems. Paillier encryption was also exploited in
distributed networks [15, 20]. Introducing cryptosystem to MASs may prevent agents’ states from being detected by eavesdroppers. However, due to the difficulties of applying privacy-preserving algorithms while guaranteeing system stability, so far most of the privacy-preserving algorithms are limited to linear systems with undirected network topologies which lead to average consensus; see, e.g., [12, 13, 21, 22]. The research work proposed in this paper follows this line of research and focuses on directed network topologies.

It should be noted that there exist substantial differences in designing privacy-preserving algorithms for MASs under undirected and directed topologies. On one hand, to allow privacy-preserving algorithms, we must introduce time-varying weights that are capable of carrying proper randomness. This however induces the technical challenge in maintaining consensus with time-varying weights. To formulate the consensus behavior in this scenario, we introduce the concept of structural consensus in this paper. It basically requires achievement of consensus with arbitrary variation (within a specified range) of nonzero weights while the zero weights are always kept. The concept is borrowed from the structural controllability studied in [23, 24] and the references therein. Usually, it is impossible to achieve consensus in a network equipped with directed time-varying weights which does not ensure a constant left eigenvector associated with the zero eigenvalue for the asymmetric time-varying Laplacian.

On the other hand, in undirected networks, a pair of neighbors use the same coupling weights, which brings more risk of individuals’ states leakage. For instance, information disclosure occurs when an agent knows it is the only neighbor of another agent; see, e.g., [15, 16]. Whereas in directed networks, this risk is lower since the coupling weights become asymmetric. It motives us to introduces a new Paillier encryption based privacy-preserving consensus algorithm for systems under directed leader-following topologies. We propose a confidential communication algorithm and the consensus conditions, under which all agents can exchange information with neighbors and eventually reach the agreement without leakage of states to either neighbors or eavesdroppers. By applying the privacy-preserving algorithm, some uncertainties are brought into the nonzero coupling weights of system’s network topology. In particular, the sufficient conditions for both first order and second order MASs to reach structural consensus are presented and the differences are discussed.

The rest of this paper is organized as follows. The system dynamics and problem formulation are presented in Section 2. In Section 3, the conditions for structural consensus under the proposed paradigm are provided. Section 4
presents the cryptographic communication algorithms for both first order and second order MASs. Section 5 gives a numerical example. Finally, Section 6 concludes the paper with some remarks.

2. Problem Formulation

In this section, we introduce the network topology, system dynamics and formulate the structural consensus problem and its cryptographic implementation with the attack model under study. Specifically, we consider a network of \( N \geq 2 \) agents with a directed leader-following topology.

Let \( G(V, E) \) denote the graph of a network of agents where the set of nodes and edges are presented by \( V \) and \( E \), respectively. Each element of \( V = \{1, \ldots, N\} \) represents one node (agent) and each element \((i, j) \in E\) represents the edge from \( i \) to \( j \). A directed path is a sequence of nodes \( i_1, i_2, \ldots, i_r \) such that \((i_1, i_2), (i_2, i_3), \ldots, (i_{r-1}, i_r) \in E \). Node \( i \) is said to be connected to node \( j \) if there is a directed path from \( i \) to \( j \). A set of nodes which are connected to \( i \) is defined as its neighbors, i.e., \( N_i = \{j \in V \mid (j, i) \in E\} \). A connected graph without cycles is called a tree. A directed spanning tree of graph \( G \) is a tree which includes all nodes in \( G \) and there exists a directed path from root to any other nodes. The root of a spanning tree is called a leader. The adjacency matrix \( A \) with its \((i, j)\)-entry \( a_{ij} \) is defined as follows: \( a_{ij} > 0 \) if \((j, i) \in E\); and \( a_{ij} = 0 \) otherwise. The Laplacian matrix \( L \) with its \((i, j)\)-entry \( l_{ij} \) is defined as \( l_{ij} = -a_{ij}, i \neq j, \) and \( l_{ii} = \sum_{j=1,j\neq i}^{N} a_{ij} \).

A simple MAS model of first order dynamics is represented by the following discrete-time difference equations

\[
x_i[k+1] = x_i[k] + u_i[k], \quad i = 1, 2, \ldots, N,
\]

where \( k = 0, 1, \ldots \) represents the time sequence throughout the paper. In this model, \( x_i \in \mathbb{R} \) is the agent state and the control input is given by

\[
u_i[k] = \epsilon \sum_{j \in N_i} a_{ij}[k](x_j[k] - x_i[k]), \quad i = 1, 2, \ldots, N,
\]

where \( \epsilon > 0 \) is the iteration step size and \( a_{ij}[k] \)'s are the time-varying coupling weights defined as the \((i, j)\)-entry of the adjacency matrix \( A[k] \) at the time \( k \) with \( a_{ij}[k] \geq 0 \) and \( a_{ii}[k] = 0 \). In particular, \( a_{ij}[k] > 0 \) for \( j \in N_i \) and \( a_{ij}[k] = 0 \) otherwise.

The closed-loop system composed of (1) and (2) can be rewritten in an aggregated form as follows,

\[
x[k+1] = F[k]x[k]
\]
where

\[ x = [x_1, x_2, \ldots, x_N]^T, \quad F[k] = I - \epsilon L[k]. \] (4)

**Remark 1.** In this paper, we consider a scenario where the system network represented by the adjacency matrix \( A[k] \) is directed in the sense of exploiting information, whereas the communication channels between agents are bidirectional. The reason for using bidirectional communication comes from the requirements of applying public-key cryptosystem, which allows agents to acquire a needed value without knowing the process variables in computing.

An MAS model of second order dynamics is represented by

\[
p_i[k + 1] = p_i[k] + v_i[k], \\
v_i[k + 1] = v_i[k] + u_i[k], \quad i = 1, 2 \ldots, N, \tag{5}
\]

where \( p_i, v_i \in \mathbb{R} \) are the states of the agent \( i \) and can be regarded as the position and velocity, respectively. The following control law drives the group of agents in (5) toward reaching consensus asymptotically

\[
u_i[k] = \gamma_1 \sum_{j \in N_i} a_{ij}[k] (p_j[k] - p_i[k]) \\
+ \gamma_2 \sum_{j \in N_i} a_{ij}[k] (v_j[k] - v_i[k]), \quad i = 1, 2 \ldots, N, \tag{6}
\]

for two positive coefficients \( \gamma_1 \) and \( \gamma_2 \) satisfying a certain conditions. Again, the closed-loop system can be put in the form (3) with

\[
p = [p_1, p_2, \cdots, p_N]^T, \quad v = [v_1, v_2, \cdots, v_N]^T, \\
x = [p^T, v^T]^T, \quad F[k] = \begin{pmatrix} I_N & I_N \\ -\gamma_1 L[k] & I_N - \gamma_2 L[k] \end{pmatrix}. \tag{7}
\]

Next, we will formulate the main problem studied in this paper. For this purpose, we specify a constant \( \delta \) as follows,

\[ 0 < \delta < a_{ij}[0], \quad \forall 1 \leq i, j \leq N, a_{ij}[0] > 0, \tag{8}\]

which denotes a lower bound of the nonzero coupling weights at the initial time.
Definition 1. The MAS $[3]$ is said to achieve structural consensus if there exists $\sigma[k] \in \mathbb{R}$ (first order dynamics) or $\sigma[k] \in \mathbb{R}^2$ (second order dynamics) such that

$$\lim_{k \to \infty} (x[k] - \sigma[k] \otimes 1_N) = 0,$$  \hspace{1cm} (9)

for any

$$a_{ij}[k] \left\{\begin{array}{ll}
\in [a_{ij}[0] - \delta, a_{ij}[0] + \delta], & a_{ij}[0] > 0 \\
= 0, & a_{ij}[0] = 0 \end{array}\right..$$  \hspace{1cm} (10)

Here, $1_N$ is the $N$-dimensional vector whose entries are 1.

Remark 2. The network weights are time-varying in the setting. Note that once the iteration step size $\epsilon$ in (4) is decided, the stability of first-order systems can also be proved using the property of products of stochastic matrices. However, the results cannot be extended to second-order systems due to the fact that $F[k]$ in (7) is no longer stochastic. For second order systems, it is usually impossible to achieve consensus in a network equipped with directed time-varying weights which does not ensure a constant left eigenvector associated with the zero eigenvalue for the asymmetric time-varying Laplacian. Therefore, we consider the special leader-following topology whose Laplacian matrix $L[k]$ always attains an eigenvalue 0 associated with a right eigenvector $1_N$ and a constant left eigenvector $w = (0, \cdots, 0, 1, 0, \cdots, 0)^T$ with the entry 1 corresponding to the leader.

As explained earlier, our main objective is to establish privacy-preserving consensus strategy for a network of agents with both first order and second order dynamics under a directed topology. To this end, the first task of this paper is to find the conditions for $\epsilon$ (first order dynamics) or $\gamma_1$ and $\gamma_2$ (second order dynamics) under which the structural consensus is achieved.

Then the second task is to consider agent privacy when implementing the consensus algorithm. In particular, we consider disclosure attack by malicious neighbors and/or eavesdroppers. The objective is to keep each agent’s information private to itself as defined below. In other words, we do not consider false signal injection attack, which can be detected by, e.g., applying digital signature.

Definition 2. An agent’s privacy is said to be preserved if its initial state remains unknown to others during the whole consensus process.
In the present scenario, the adversaries are the neighbors or eavesdroppers that receive and collect communicating messages in order to compute or estimate the agent’s initial states. If the initial states are disclosed, an agent’s trajectory can be reconstructed easily since system dynamics, i.e., (1) or (5), are assumed to be public knowledge. To achieve this task, we use cryptographic implementation (using Paillier encryption) of the consensus algorithm as well as keeping the network weights $a_{ij}[k]$ secret with the agent who generates them. It then becomes apparent that structural consensus as the first task is the prerequisite which allows randomness in generating time-varying $a_{ij}[k]$ required for establishing the second task.

3. Structural Consensus

In this section, we aim to give the explicit conditions for $\epsilon$ (first order dynamics) or $\gamma_1$ and $\gamma_2$ (second order dynamics) under which structural consensus is achieved, thus achieving the first task.

3.1. First order Dynamics

**Theorem 1.** Consider the MAS [3] with (4) in a network equipped with a directed leader-following topology containing a spanning tree. For a specific $\delta$ satisfying (8) and $a_{ij}[k]$ satisfying (10), the MAS achieves structural consensus if the parameter $\epsilon$ satisfies

$$\epsilon < \frac{1}{\max_{1 \leq i \leq N} (\|\alpha_i\|_1 + \delta \|\alpha_i\|_0)},$$

where $\alpha_i$ is the $i$-th row of $A[0]$, $\|\cdot\|_1$ and $\|\cdot\|_0$ denote 1-norm and 0-norm, respectively.

**Proof:** In the first order system under a directed leader-following topology containing a spanning tree, the leader is a special agent whose dynamic as in (1) has control input $u_1[k] = 0$. From the structure analysis of the Laplacian matrix $L[k]$ of such a topology, it has an eigenvalue 0 associated with a left eigenvector $w$ and a right eigenvector $1_N$. Then, the iteration matrix $F[k]$ has an eigenvalue 1 associated with the same eigenvectors.

From (10), the diagonal elements of $L$ satisfy, for $i = 1, 2, \ldots, N$,

$$|l_{ii}[k]| \leq |l_{ii}[0]| + \delta \|\alpha_i\|_0. \tag{12}$$

Since $|l_{ii}[0]| = \|\alpha_i\|_1$, the inequality (12) together with (11), implies

$$|\epsilon l_{ii}[k]| < 1. \tag{13}$$
According to the Gershgorin Circle Theorem, every eigenvalue $\lambda$ of the matrix $\epsilon L[k]$ lies within at least one of the Gershgorin discs

$$D(\epsilon l_{ii}[k], \epsilon \sum_{j \neq i} |l_{ij}[k]|) = D(\epsilon l_{ii}[k], \epsilon l_{ii}[k]).$$

(14)

Here, $D(M, R)$ represents a circle closed set centered at $M$ with radius $R$. From (13), every eigenvalue $\lambda$ of the matrix $\epsilon L[k]$ lies within the interior of the set $D(1, 1)$ except one eigenvalue 0. Furthermore, the iteration matrix $F[k]$ has one eigenvalue 1 and all the others within the unit circle.

Next, we will prove that the system (3) of such an iteration matrix $F[k]$ converges to the leader's state. Let $J$ be the Jordan canonical form of $F[0]$. The following transformation can be defined

$$F[0] = PJP^{-1},$$

(15)

where $J = \begin{bmatrix} 1 & 0 \\ 0 & \tilde{J} \end{bmatrix}$, $P = \begin{bmatrix} 1_N & M_{N \times (N-1)} \end{bmatrix}$ and $P^{-1} = \begin{bmatrix} w^T \\ W_{(N-1) \times N} \end{bmatrix}$.

Note that all the eigenvalues of $\tilde{J}$ lie within the unit circle. For $k = 1, 2, \ldots$, the similarity transformation on $F[k]$ gives

$$F[k] = PQ[k]P^{-1}$$

(16)

for $Q[k] = \begin{bmatrix} 1 & 0 \\ 0 & \tilde{Q}[k] \end{bmatrix}$. As $Q[k]$ is a similar matrix of $F[k]$, $\tilde{Q}[k]$ is a Schur matrix with all eigenvalues within the unit circle.

At time $k$, the state $x[k]$ can be calculated by

$$x[k] = (\prod_{\tau=k-1}^0 F[\tau])x[0] = P \begin{bmatrix} 1 \\ 0_{N-1} \end{bmatrix} \prod_{\tau=k-1}^0 \tilde{Q}[\tau] P^{-1} x[0].$$

Since $\tilde{Q}[k], k = 0, 1, 2, \ldots$, are Schur matrices whose eigenvalues have norms upper bounded by a constant less than 1, one has $\lim_{k \to \infty} \prod_{\tau=k-1}^0 \tilde{Q}[\tau] = 0_{(N-1) \times (N-1)}$, and hence

$$\lim_{k \to \infty} x[k] = P \begin{bmatrix} 1 \\ 0_{N-1} \end{bmatrix} 0_{(N-1) \times (N-1)} P^{-1} x[0]$$

$$= (w^T x[0]) 1_N.$$ 

(17)

Therefore, structural consensus is achieved in the sense of (9) with $\sigma[k] = w^T x[0]$. 

\(\blacksquare\)
Remark 3. An MAS of first order dynamics has the matrix $F[k]$ defined in \[4\]. In order to reach consensus, all the eigenvalues of $F[k]$ must be within the unit circle in complex plane, except for the eigenvalue 1. This requires $\epsilon L[k]$’s eigenvalues to be within the circle centered at $(-1,0)$ with radius of 1, which can be guaranteed by choosing a sufficiently large $\epsilon$ according to the Gershgorin Circle Theorem, because all the eigenvalues of $L[k]$ stay in a disk which is in the right half complex plane and is tangent to the y-axis. A larger $\epsilon$ makes Gershgorin disk smaller.

3.2. Second order Dynamics

We first give two technical lemmas. The main theorem follows. Denote the zero eigenvalue of the Laplacian $L[k]$ by $\mu_1[k] = 0$. The other $N - 1$ eigenvalues, denoted by $\mu_i[k], i = 2, \ldots, N$, have the following property.

**Lemma 1.** For a specific $\delta$ satisfying (8) and $a_{ij}[k]$ satisfying (10), there exist $\pi/2 > \theta_{\text{max}} > 0$ and $r_{\text{min}}, r_{\text{max}} > 0$, such that the nonzero eigenvalues of $L[k]$ are

$$\mu_i[k] = r_i[k]e^{i\theta_i[k]}, \ i = 2, \ldots, N$$

for

$$\theta_i[k] \in [-\theta_{\text{max}}, \theta_{\text{max}}], \ r_i[k] \in [r_{\text{min}}, r_{\text{max}}],$$

if the directed leader-following topology contains a spanning tree.

**Proof:** The Laplacian matrix $L[k]$ has $N - 1$ eigenvalues of positive real parts as the topology contains a spanning tree (see, e.g., Theorem 1 in [1]), that is, $-\pi/2 < \theta_i[k] < \pi/2, \ r_i[k] > 0, \ i = 1, 2, \ldots, N$. The eigenvalues continuously depend on the parameters $a_{ij}[k], i, j = 1, 2, \ldots, N$, of $L[k]$. Therefore, with the change to $a_{ij}[k]$ in a compact set, i.e., $a_{ij}[k] \in [a_{ij}[0] - \delta, a_{ij}[0] + \delta]$, the eigenvalues are also in a compact set. As a result, there exist $\pi/2 > \theta_{\text{max}} > 0$ and $r_{\text{min}}, r_{\text{max}} > 0$ to make boundaries of $\theta_i[k]$ and $r_i[k]$ in the sense of (19). The proof is thus completed. 

**Lemma 2.** Consider $\varrho < 1$ and $\kappa > 0$ satisfying the following inequalities

$$\frac{1 - \sqrt{1 - \varrho}}{r_{\text{min}}} < \kappa < \frac{1 + \sqrt{1 - \varrho}}{r_{\text{max}}} \cos \theta_{\text{max}}$$

(20)
for $\theta_{\text{max}}$, $r_{\text{min}}$ and $r_{\text{max}}$ given in Lemma 1. Let $\rho > 1$ be the solution to
\[
\frac{2\rho - 1}{(\rho - 1)^2} = \varrho \cot \theta_{\text{max}}.
\]
Then, the matrix $F[k]$ in (7) with
\[
\gamma_1 = \frac{2\kappa}{2\rho - 1}, \quad \gamma_2 = \rho \gamma_1,
\]
has $2(N - 1)$ eigenvalues whose norms are upper bounded by a constant less than 1 and an eigenvalue 1 of algebraic multiplicity two.

Proof: Consider (3) with $F[k]$ defined in (7). Given that the Laplacian $L[k]$ has one 0 eigenvalue associated with eigenvector $1_N$ and all the others $N - 1$ positive, one can easily conclude that $F[k]$ has an eigenvalue 1 of algebraic multiplicity two. The corresponding generalized right eigenvectors are $r_{F1} = (1_N^T, 0_N^T)^T$ and $r_{F2} = (0_N^T, 1_N^T)^T$ and the generalized left eigenvectors $w_{F1} = (0_N^T, w_1^T)^T$ and $w_{F2} = (w_1^T, 0_N^T)^T$.

The existence of $\varrho < 1$ and $\kappa > 0$ satisfying (20) is guaranteed by the fact that there exists a sufficiently small $\varrho$ satisfying
\[
\frac{1 - \sqrt{1 - \varrho}}{1 + \sqrt{1 - \varrho}} < \frac{r_{\text{min}} \cos \theta_{\text{max}}}{r_{\text{max}}}.
\]

The solutions to the following second polynomial equation of $r_i$,
\[
\gamma_1(2\rho - 1)r_i^2 - 4r_i \cos \theta_i + \frac{4 \sin^2 \theta_i}{(\rho - 1)^2} = 0,
\]
are
\[
r_i^*(\theta_i) = \frac{2 \cos \theta_i \pm 2 \sqrt{\cos^2 \theta_i - \frac{(2\rho - 1)\sin^2 \theta_i}{(\rho - 1)^2}}}{\gamma_1(2\rho - 1)}.
\]
From
\[
\frac{(2\rho - 1)}{(\rho - 1)^2} = \cot \theta_{\text{max}} \leq \frac{\cos^2 \theta_i}{\sin^2 \theta_i},
\]
one has
\[
\frac{2 \cos \theta_i \pm 2 \sqrt{\cos^2 \theta_i - \frac{(2\rho - 1)\sin^2 \theta_i}{(\rho - 1)^2}}}{\gamma_1(2\rho - 1)} \geq \frac{2(1 + \sqrt{1 - \varrho}) \cos \theta_i}{\gamma_1(2\rho - 1)} \geq \frac{(1 + \sqrt{1 - \varrho}) \cos \theta_{\text{max}}}{\kappa} > r_{\text{max}}.
\]
and
\[
\frac{2 \cos \theta_i - 2 \sqrt{\cos^2 \theta_i - \frac{(2 \rho - 1) \sin^2 \theta_i}{(\rho - 1)^2}}}{\gamma_1 (2 \rho - 1)} \leq \frac{2 (1 - \sqrt{1 - \varrho}) \cos \theta_i}{\gamma_1 (2 \rho - 1)} \leq \frac{1 - \sqrt{1 - \varrho}}{\kappa} < r_{\min}.
\]
As a result, for any \( r_i \in [r_{\min}, r_{\max}] \),
\[
\gamma_1 (2 \rho - 1) r_i^2 - 4 r_i \cos \theta_i + \frac{4 \sin^2 \theta_i}{(\rho - 1)^2} \gamma_1 < 0,
\]
is equivalent to
\[
(2 \gamma_2 - \gamma_1) r_i^2 - 4 r_i \cos \theta_i + \frac{4 \gamma_1 \sin^2 \theta_i}{(\gamma_2 - \gamma_1)^2} < 0,
\]
or
\[
(2 \gamma_2 - \gamma_1) |\mu_i[k]|^2 - 4 \Re(\mu_i[k]) + \frac{4 \gamma_1 \Im^2(\mu_i[k])}{(\gamma_2 - \gamma_1)^2 |\mu_i[k]|^2} < 0.
\] (23)
Next, one has
\[
\gamma_1 - 2 \gamma_2 = \frac{2 \kappa (1 - 2 \rho)}{2 \rho - 1} = -2 \kappa
\]
\[
> -2 \frac{1 + \sqrt{1 - \varrho}}{r_{\max}} \cos \theta_{\max} > -4 \frac{\cos \theta_i}{r_i},
\]
that is equivalent to
\[
\gamma_1 - 2 \gamma_2 > -4 \Re(\mu_i[k]) \frac{1}{|\mu_i[k]|^2}.
\] (24)
Obviously, one has
\[
\gamma_2 > \gamma_1 > 0
\] (25)
due to \( \rho > 0 \).

Theorem 1 and Theorem 2 of [3] reveal the connection between the spectrum of \( F[k] \) in (7) and the parameters \( \gamma_1 \) and \( \gamma_2 \). In particular, if \( \gamma_1 \) and \( \gamma_2 \) satisfy (23), (24), and (25) for all the nonzero eigenvalues \( \mu_i[k] \) of \( L[k] \), then \( F[k] \) has \( 2(N - 1) \) eigenvalues inside the unit cycle (whose norms are less
than one) and an eigenvalue 1 of algebraic multiplicity two. Moreover, as 
\( \mu_i[k] \), \( i = 2, \cdots, N \), are valued in a compact set for all \( k \), so are the \( 2(N - 1) \) 
eigenvalues of \( F[k] \). As a results, the norms of these \( 2(N - 1) \) eigenvalues 
are upper bounded by a constant less than 1. This completes the proof. ■

By using these two technical lemmas, we can prove the following theorem.

**Theorem 2.** Consider the MAS \[ \text{(3)} \] with \[ \text{(7)} \] in a network equipped with 
a directed leader-following topology containing a spanning tree. For a specific 
\( \delta \) satisfying \[ \text{(8)} \] and \( a_{ij}[k] \) satisfying \[ \text{(10)} \], the MAS achieves structural 
consensus if the parameters \( \gamma_1 \) and \( \gamma_2 \) are selected in Lemmas 1 and 2.

**Proof:** From Lemmas 1 and 2, the matrix \( F[k] \) has \( 2(N - 1) \) eigenvalues 
whose norms are upper bounded by a constant less than 1 and an eigenvalue 1 
of algebraic multiplicity two. Let us introduce a nonsingular matrix:

\[
P = \begin{bmatrix} r_{F1} & r_{F2} & M_{2N \times (2N-2)} \end{bmatrix}, \quad P^{-1} = \begin{bmatrix} w_{F1}^T & w_{F2}^T \\ W_{(2N-2) \times 2N} \end{bmatrix}.
\]

It gives the Jordan canonical form of \( F[k] \) as follows

\[
Q[k] = P^{-1}F[k]P = \begin{bmatrix} 1 & 1 & 0_{2 \times (2N-2)} \\ 0 & 1 & \tilde{Q}[k] \\ 0_{(2N-2) \times 2} & \end{bmatrix}
\]

where \( \tilde{Q}[k] = WF[k]M \) is a Schur matrix whose eigenvalues have norms 
upper bounded by a constant less than 1. Next, we can calculate \( x[k] \) by

\[
x[k] = (\prod_{\tau=k-1}^{0} F[\tau])x[0] = P \begin{bmatrix} 1 & k & 0_{2 \times (2N-2)} \\ 0 & 1 & \prod_{\tau=k-1}^{0} \tilde{Q}[\tau] \\ 0_{(2N-2) \times 2} & \end{bmatrix} P^{-1}x[0].
\]

With \( \lim_{k \to \infty} \prod_{\tau=k-1}^{0} \tilde{Q}[\tau] = 0_{(2N-2) \times (2N-2)} \), one has

\[
\lim_{k \to \infty} (x[k] - P \begin{bmatrix} 1 & k & 0_{2 \times (2N-2)} \\ 0 & 1 & 0_{(2N-2) \times (2N-2)} \\ 0_{(2N-2) \times 2} & \end{bmatrix} P^{-1}x[0]) = 0,
\]

\[
\lim_{k \to \infty} (x[k] - \begin{bmatrix} 1_N w^T & k1_N w^T \\ 0_N & 1_N w^T \end{bmatrix} \begin{bmatrix} p[0] \\ v[0] \end{bmatrix}) = 0.
\]
which is equivalent to (9) with
\[
\sigma[k] = \left[ \begin{array}{c} w^T p[0] + kw^T v[0] \\ w^T v[0] \end{array} \right].
\]

The proof is thus completed. ■

**Remark 4.** For MASs of second order dynamics, the conditions for \(\gamma_1\) and \(\gamma_2\) to guarantee structural consensus is expressed in a more complicated form than those for first order dynamics. The idea is to keep all the eigenvalues of \(F[k]\) staying within the unit circle except for the eigenvalue 1. From the proof of Lemma 2, it suffices to select the parameters \(\gamma_1\) and \(\gamma_2\) to satisfy (23), (24), and (25). In fact, (24) is redundant and automatically implied by (23). In other words, with \(\gamma_2 > \gamma_1\) fixed, the eigenvalues must satisfy (23), which holds if they are located within the region bounded by the closed curve defined by (22) in a complex plane. With different choices of \(\gamma_1\) and \(\gamma_2\), the closed curves are illustrated in Fig. 1. It is worth mentioning that none of the Gershgorin disks of \(L[k]\) can be inside this area, because all the disks are tangent to the imaginary axis.

4. Cryptographic Implementation

In a distributed network, communication happens between each pair of neighbors. Specifically, the control input \(u_i[k]\) of each agent \(i\) can be regarded
\[ u_i[k] = \sum_{j \in N_i} u_{ij}[k], \tag{27} \]

where \( u_{ij}[k] \) is the information that agent \( i \) requires from agent \( j \), specified according to the consensus law (2) or (6). In the following discussion, \( u_{ij}[k] \) is called the “message” agent \( i \) receives from agent \( j \). If agent \( i \) becomes a malicious neighbor of agent \( j \), it intends to use the received messages to infer agent \( j \)’s initial condition, i.e., privacy.

In the following, we present a privacy-preserving algorithm for the agents to update their states using Paillier algorithm. There exist two set of keys, namely public key \( K_{Pub} \) and private key \( K_{Prv} \), used for encryption and decryption, respectively. The algorithm includes generating keys, encrypting data, and decrypting data. Paillier encryption has an additive semi-homomorphic property. Under Paillier encryption, the property \( \mathcal{E}(m_1) \cdot \mathcal{E}(m_2) = \mathcal{E}(m_1 + m_2) \) holds, where \( m_1 \) and \( m_2 \) are plaintexts and \( \mathcal{E} \) denotes the encryption function.

We consider the scenario where one of the agents, say Alice, updates \( x_A[k] \) using the communication with Bob, one of its neighbors, without loss of generality. In order to protect the privacy, our algorithms consider injecting uncertainty into coupling couples, i.e., \( a_{ij}[k] \)'s. For simplicity of notation, in the algorithm, \( x_A[k], x_B[k], \) and \( a_{AB}[k] \) are written as \( x_A, x_B, \) and \( a_{AB} \) respectively. The term \( \mathcal{E}_i(m) \) stands for the ciphertext that is computed by encrypting the plaintext \( m \) with agent \( i \)'s public key \( K_{iPub} \).

We consider Alice as a curious agent trying to calculate states of Bob, which is one of Alice’s neighbors, by collecting its own states, i.e., \( x_A[k] \) and the message received from Bob, i.e., \( u_{AB}[k] \). From time \( k = 0 \) to \( k = k_c \), the information obtained by Alice is listed as follows,

\[ u_{AB}[k] = \epsilon a_{AB}[k](x_B[k] - x_A[k]), \tag{28} \]

for the first order case, or,

\[
\begin{align*}
\epsilon a_{AB}[k] & = \gamma_1 a_{AB}[k](p_B[k] - p_A[k]) \\
& + \gamma_2 a_{AB}[k](v_B[k] - v_A[k]),
\end{align*}
\tag{29}
\]

for the second order case. We see that in each iteration, Alice collects more unknowns than equations, which makes the equation set unsolvable. Hence privacy of both Alice and Bob is preserved under Algorithms 1 and 2, when they adopts the first order and second order dynamics, respectively.
Algorithm 1 Information exchange in directed networks (first order dynamics)

Preparation (Alice):
At initial time $k = 0$, generate a pair of public key $K_A^{Pub}$ and private key $K_A^{Prv}$, then send $K_A^{Pub}$ to all its neighbors, including Bob.

Preparation (Bob):
At time $k$, generate a random number within a certain interval: $a_{AB} \in (a_{AB}[0] - \delta, a_{AB}[0] + \delta)$.

Step 1 (Alice):
Encrypt state:
$$x_A \to -x_A \xrightarrow{E_A(-x_A)} \text{sent to } Bob.$$ 

Step 2 (Bob):
Operate state:
$$x_B \xrightarrow{E_A(x_B)} E_A(-x_A) = E_A(x_B - x_A) \to (E_A(x_B - x_A))^{a_B} = E_A(a_{AB} \cdot (x_B - x_A)) \xrightarrow{\text{sent to }} Alice.$$ 

Step 3 (Alice):
Decrypt state:
$$E_A(a_{AB} \cdot (x_B - x_A)) \xrightarrow{E^{-1}} a_{AB} \cdot (x_B - x_A) = u_{AB}.$$ 

The statement regarding the second objective is summarized in the following theorems for first order dynamics and second order dynamics, respectively.

**Theorem 3.** Consider the MAS (3) with (4) implemented in Algorithm 1 in a network equipped with a directed leader-following topology containing a spanning tree. For a specific $\delta$ satisfying (8), $a_{ij}[k]$’s satisfying (10) are assigned and known only by agent $j$, and the parameter $\epsilon$ satisfies (11). The MAS achieves structural consensus and all the agents’ privacy are preserved.

**Theorem 4.** Consider the MAS (3) with (7) implemented in Algorithm 2 in a network equipped with a directed leader-following topology containing a spanning tree. For a specific $\delta$ satisfying (8), $a_{ij}[k]$’s satisfying (10) are assigned and known only by agent $j$, and the parameters $\gamma_1$ and $\gamma_2$ are selected in Lemmas 2 and 2. The MAS achieves structural consensus and all the agents’ privacy are preserved.

**Proof:** The proofs for the two theorems are similar and only that for Theorem 3 is given below. It is known from the previous section that the MAS
Algorithm 2 Information exchange in directed networks (second order dynamics)

Preparation (Alice):
(1) At initial time $k = 0$, generate a pair of public key $K_{A}^{Pub}$ and private key $K_{A}^{Prv}$, then send $K_{A}^{Pub}$ to all its neighbors, including Bob.

Preparation (Bob):
(1) At time $k$, generate a random number within a certain interval: $a_{AB} \in (a_{AB}[0] - \delta, a_{AB}[0] + \delta)$.

Step 1 (Alice):
(1.1) Encrypt position: $p_{A} \rightarrow -p_{A} \xrightarrow{\xi} \mathcal{E}_{A}(-p_{A}) \xrightarrow{\text{sent to}} \text{Bob.}$
(1.2) Encrypt velocity: $v_{A} \rightarrow -v_{A} \xrightarrow{\xi} \mathcal{E}_{A}(-v_{A}) \xrightarrow{\text{sent to}} \text{Bob.} \text{Step 2 (Bob):}$

(2.1) Operate position: $p_{B} \xrightarrow{\xi} \mathcal{E}_{A}(p_{B}) \rightarrow \mathcal{E}_{A}(p_{B}) \cdot \mathcal{E}_{A}(-p_{A}) = \mathcal{E}_{A}(p_{B} - p_{A}) \rightarrow (\mathcal{E}_{A}(p_{B} - p_{A}))^{\gamma_{1}a_{AB}} = \mathcal{E}_{A}((\gamma_{1}a_{AB} \cdot (p_{B} - p_{A})).$
(2.2) Operate velocity: $v_{B} \xrightarrow{\xi} \mathcal{E}_{A}(v_{B}) \rightarrow \mathcal{E}_{A}(v_{B}) \cdot \mathcal{E}_{A}(-v_{A}) = \mathcal{E}_{A}(v_{B} - v_{A}) \rightarrow (\mathcal{E}_{A}(v_{B} - v_{A}))^{\gamma_{2}a_{AB}} = \mathcal{E}_{A}((\gamma_{2}a_{AB} \cdot (v_{B} - v_{A})).$
(2.3) Combine $p$ and $v$: $\mathcal{E}_{A}(\gamma_{1}a_{AB} \cdot (p_{B} - p_{A})) \cdot \mathcal{E}_{A}(\gamma_{2}a_{AB} \cdot (v_{B} - v_{A})) = \mathcal{E}_{A}(\gamma_{1}a_{AB} \cdot (p_{B} - p_{A}) + \gamma_{2}a_{AB} \cdot (v_{B} - v_{A})) \xrightarrow{\text{sent to}} \text{Alice.}$

Step 3 (Alice):
Decrypt and operate:
$\mathcal{E}_{A}(\gamma_{1}a_{AB} \cdot (p_{B} - p_{A}) + \gamma_{2}a_{AB} \cdot (v_{B} - v_{A})) \xrightarrow{\mathcal{E}^{-1}} \gamma_{1}a_{AB} \cdot (p_{B} - p_{A}) + \gamma_{2}a_{AB} \cdot (v_{B} - v_{A}) = u_{AB}$. 
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achieves structural consensus. So, we only prove the preservation of privacy. It suffices to examine the possibility of agent’s information being disclosed to either an eavesdropper or a malicious neighbor. Let us consider an arbitrary pair of agents, say Alice and Bob, and check if Alice or Bob’s privacy is violated during the process of updating Alice’s state $x_A[k]$.

Firstly, an eavesdropper can obtain access to the communicating messages. In particular, in Steps 1 and 2 of Algorithm 1, the messages are $E_A(-x_A)$ and $E_A(a_{AB} \cdot (x_B - x_A))$. Since these messages are encrypted by Alice’s public key $K_{Pub}^A$, they can not be decrypted by an eavesdropper without Alice’s private key $K_{Pri}^A$. Therefore, neither Alice nor Bob’s state information is disclosed.

Secondly, we examine if Bob (or Alice), when regarded as a malicious agent, can infer the privacy of Alice (or Bob) using the available information. According to Algorithm 1, Bob receives only one message, i.e., $E_A(-x_A)$, which is incomprehensible because he does not have $K_{Pub}^A$. So, when Bob is a malicious neighbor, he can not infer the privacy of Alice. Next, we consider the case where Alice is a malicious neighbor and she aims to reconstruct Bob’s state by collecting the messages received from Bob, i.e., $u_{AB}[k]$, as well as its own states $x_A[k]$. From $k = 0$ to $k = k_c$, the information obtained by Alice is listed as follows

$$u_{AB}[k] = a_{AB}[k](x_B[k] - x_A[k]), \quad k = 0, 1, \ldots k_c,$$

where $u_{AB}[k]$ and $x_A[k]$ are known to Alice. From the set of equations (30), we see that in each iteration, Alice collects more unknowns than equations, which makes the set of equations unsolvable for a unique solution. Therefore, Alice can not infer the privacy of Bob.

**Remark 5.** It is worth mentioning that time-varying weights $a_{ij}[k]$’s are used in the networked system under consideration. This is because constant weights may result in higher risk of disclosure of agents’ trajectories. Suppose Alice tends to infer Bob’s states by collecting the messages $u_{AB}[k]$ with a constant $a_{AB}$. As a result, she can generate a set of equations as follows

$$u_{AB}[0] = a_{AB}(x_B[0] - x_A[0]),$$

$$\vdots$$

$$u_{AB}[k] = a_{AB}(x_B[k] - x_A[k]),$$

which contains significantly less unknown variables. Consider a possible scenario in which $\frac{u_{AB}[T]}{u_{AB}[0]} = \frac{x_A[T]}{x_A[0]} = \beta$, one can easily conclude that the Bob’s
position is \( x_B[T] = \beta x_B[0] \). In other words, Alice is able to infer Bob’s initial state (privacy) at time \( T \).

**Remark 6.** For a networked system of an undirected topology, it is impossible to keep the weight \( a_{ij} \) to agent \( j \) because of the symmetric property \( a_{ij} = a_{ji} \). Therefore, Algorithm 1 or 2 does not apply for undirected topologies. Different design strategies for \( a_{ij} \) can be found in [15, 16] for undirected topologies. Also, for a networked system of an undirected topology, one has \( u_{ij} = -u_{ji} \), regardless of the design strategy of \( a_{ij} \). When consensus occurs at \( k \), Alice knows Bob’s state from \( x_B[k] = x_A[k] \) and his input \( u_B[k] = u_{BA}[k] = -u_{AB}[k] \) when Bob has a sole neighbor Alice. In this scenario, Alice can infer Bob’s initial state using the dynamics \( x_B[k+1] = x_B[k] + u_B[k] \). However, for the directed topology case, this risk is avoided because a malicious agent cannot take advantage of the property \( u_{ij} = -u_{ji} \).

5. Simulation

In Section 4, it is shown that the agents’ states can not be derived by knowing system dynamics as well as collecting communicating messages. In this section, numerical simulation is used to further demonstrate the established result. We consider a leader-following system consisting of four agents, namely \( L, A, B \) and \( C \). The topology presented in Fig. 2 with the initial coupling weights set as 1. In particular, the agent \( A \) computes \( u_A[k] \) to update its state, i.e., \( x_A[k] \), by communicating with \( B \) and \( L \). We present the communicating messages between agents \( A \) and \( B \) to show that their states cannot be derived by collecting messages.

The first simulation was conducted for the agents of first order dynamics with the initial states \( x_L[0] = 30, x_A[0] = 40, x_B[0] = 50, \) and \( x_C[0] = -20 \). The specific \( \delta = 0.5 \) satisfying (8) is selected and the control parameter is \( \epsilon = 0.4 \). As shown in Fig. 3, the actual states of agents \( A, B \) and \( C \) converge to \( x_L[k] \), which is the constant state of the leader \( L \). From Fig. 4 and Fig. 5, one can observe that without decryption, the messages transmitted in the network are incomprehensible. The actually input received and encrypted by agent \( A \) is shown in Fig. 6. In addition, the average computational time cost for each agent at each iteration in Algorithm 1 is presented in Table 1, using Matlab R2018b on a CPU of 2.3 GHz Quad-Core Intel Core i5.

The simulation was repeated for five agents of second order dynamics by applying Algorithm 2 with the parameters \( \delta = 0.5, \gamma_1 = 0.3, \) and \( \gamma_2 = 0.75 \). Similar results were observed and the plots are omitted here. It is worth
noting that the nonzero eigenvalues of the Laplacian $L[k]$ are located within the region bounded by the closed curve defined by (22) in a complex plane, as illustrated in Fig. 7.

6. Conclusion

In this paper, a Paillier encryption based privacy-preserving consensus algorithm has been presented to prevent agents’ initial states from being disclosed to either an eavesdropper or a malicious neighbor. We have studied a directed leader-following topology for both first order and second order systems. Given that information is sent under encryption with the public key of an agent, it remains intact against eavesdroppers. We have also shown that the privacy of agents would not be violated by malicious neighbors. Together with the proof of confidentiality, we have also presented the sufficient conditions for reaching structural consensus under a directed network with time-varying coupling weights.
Figure 3: Trajectories of agents’ states in the simulated network.

Figure 4: Message sent by agent A in Step 1 of Algorithm.
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