Reducing Randomness of Non-Regular Sampling Masks for Image Reconstruction
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Abstract—Increasing spatial image resolution is an often required, yet challenging task in image acquisition. Recently, it has been shown that it is possible to obtain a high resolution image by covering a low resolution sensor with a non-regular sampling mask. Due to the masking, however, some pixel information in the resulting high resolution image is not available and has to be reconstructed by an efficient image reconstruction algorithm in order to get a fully reconstructed high resolution image. In this paper, the influence of different sampling masks with a reduced randomness of the non-regularity on the image reconstruction process is evaluated. Simulation results show that it is sufficient to use sampling masks that are non-regular only on a smaller scale. These sampling masks lead to a visually noticeable gain in PSNR compared to arbitrary chosen sampling masks which are non-regular over the whole image sensor size. At the same time, they simplify the manufacturing process and allow for efficient storage.

Index Terms—Image Reconstruction, Non-Regular Sampling, Signal Extrapolation, Image Sensor, Resolution Enhancement

I. INTRODUCTION

In most imaging applications, image sensors with high resolution (HR) are required. By using existing low resolution (LR) imaging systems and applying super resolution (SR) techniques [1], an HR image can be obtained without replacing existing LR sensors by models with higher resolution. SR is typically based on registration, interpolation, and deblurring and usually, multiple LR images are necessary in order to obtain an HR image. There are also SR techniques that may be applied to single LR images [2].

Recently, a different approach for increasing the camera resolution has been proposed in [3]. The idea is to cover an LR sensor with a non-regular sampling mask and reconstruct an HR image afterwards. The principle of this idea is illustrated in Fig. 1. An LR sensor with regular large pixels (Fig. 1a) is covered with a sampling mask so that a non-regular sampling pattern on an HR grid occurs (Fig. 1b). The light gray color denotes the area sensitive to light. Each large pixel of the LR sensor is divided into four quadrants where three of them are randomly covered and as a consequence not sensitive to light. Since due to the masking only 25% of the pixel size is available, this is called 1/4 sampling. Although all directly sampled areas are randomly distributed on the HR grid, the underlying image sensor architecture with all the electronic parts is still regular. Missing pixels on the HR grid have to be reconstructed by a suitable reconstruction method in order to obtain a fully reconstructed HR image (Fig. 1c). As suggested in [3], a high image quality can be achieved by using Frequency Selective Extrapolation (FSE) [4].

It has been shown in [5] and [6] that sampling image data on a non-regular grid causes less aliasing. This effect is visible from evolution, since rod/cone cells in human eyes are spatially randomly distributed [7]. Thus, using the image acquisition system mentioned above and due to the non-regular subsampling of the area sensitive to light, aliasing in the reconstructed image can be reduced. In this paper, the effects of non-regular subsampling on image reconstruction and the influence of the non-regularity of the sampling masks are evaluated. Thereby, sampling masks are generated where the non-regularity only occurs on smaller blocks which are then repeated to match the image sensor size. This may benefit the manufacturing process of such a sampling mask, since only a small template has to be stored. Throughout this work, non-regular always means that the samples are distributed non-regularly over the whole sensor size employing the idea of 1/4 sampling.

The paper is organized as follows: The next section shows different sampling architectures. Extensive simulations are presented in Section III and the results are given in Section IV. Section V concludes the paper.
with the two-dimensional discrete Fourier transform in frequency domain and can be expressed as

\[ S[k, l] = F\{s[m, n]\} \]

of different sampling masks in Fig. [2] it can be seen that in case of regular subsampling four equally dominant peaks occur. Thus, the subsampled signal has spectral overlapping which leads to the well-known phenomenon of aliasing. For non-regular 1/4 sampling over the whole sensor size, as shown in Fig. [2], the signal has only one dominant peak and all other frequencies contribute as weak noise. Masks with smaller blocks of size \( b \) also have only one dominant peak. Other frequencies, however, may contribute more than in the completely non-regular case, but always less than in the regular case. For the idea of 1/4 sampling and the reconstruction of incompletely masked images it is important to design a sampling mask that guarantees the fewest aliasing and supports the reconstruction.

### III. Measurements

In this section, different sampling architectures mentioned in Section II are evaluated regarding their influence on image reconstruction. Therefore, two different sets of test images are used. The first set consists of 24 images of size 768 x 512 pixels from the KODAK image library. These images are widely used for comparing image processing techniques. The second set consists of 100 images of size 1200 x 1200 pixels, where only the first 24 images are used. This archive is intended for scientific purposes and was published by TECNICK [8]. The images of both test sets are converted to grayscale. Sampling masks are generated from regular (Fig. [2], \( b = 2 \)) to non-regular over the whole image sensor size (Fig. [2], \( b = \text{max} \)). Up to now, the latter has been used in [3] just to demonstrate the ability of 1/4 sampling to reconstruct HR images from LR image sensors. Furthermore, sampling masks with blocks of size \( b = 2^i \) and \( i = 2, \ldots, 7 \) are generated as presented in Section II. For 1/4 sampling, there are

\[ N_{\text{masks}} = 4^{5/2} \]
possible solutions to design a sampling mask for a specific block of size \( b \). \( b = 2 \) would result in four regular masks. For \( b = 4 \), there are 256 possible ways of generating a sampling mask including those that are regular (\( b = 2 \)) or have regular "super-pixels" (see Fig. [3]). The latter may occur when four resulting sampling points of \( 2 \times 2 \) regular large pixels form one \( 2 \times 2 \) "super-pixel" on the HR grid. For \( b = 8 \), there are already around 4.3 billion possibilities which is, especially for even higher values of \( b \), computational not feasible. Therefore, for each block of size \( b \), 256 randomly picked sampling masks are selected for simulation. In the end, seven sets consisting of 256 different sampling masks and one set consisting of four regular masks (\( b = 2 \)) are used. As suggested in [3], Frequency Selective Extrapolation (FSE) [3] may be applied to obtain a reasonable HR image quality. Additionally, linear interpolation (LIN) and steering kernel regression (SKR) [3] are utilized to compare the image reconstruction quality and the influence of the sampling masks on different reconstruction methods. Each of the test images is multiplied with one of the corresponding 256 sampling masks. It is then reconstructed and an average PSNR over all 24 images for each set is computed.

IV. Results and Discussion

Table I shows PSNR results in dB for several non-regular sampling masks with different blocks of size \( b \) and a comparison between LIN, SKR, and FSE for the two test data sets. All values are measured in dB and taken for the particular mask that gives the best results for each image reconstruction method. LIN performs best for a sampling mask with \( b = 4 \) which is shown in Fig. [3]. Although this sampling mask is regular but not separable, an average gain of 0.62 dB is possible compared to a completely regular sampling mask which is separable (Fig. [3b]). In Fig. [3c], the sampling mask is illustrated that performs well for SKR. It also has blocks of size \( b = 4 \) but it appears more random. Compared to a regular subsampling, this leads to a gain of 0.57 dB. Using a non-regular sampling mask for FSE gives a gain of 0.88 dB compared to a regular sampling mask. It can also be seen from the table that FSE outperforms LIN and SKR by up to 0.97 dB concerning the overall reconstruction quality. This can be achieved by using a sampling mask with \( b = 8 \). The best mask for this block size is displayed in Fig. [3]. A sampling mask which performs worst for all regarded reconstruction methods is shown in Fig. [3a]. Here, the before mentioned "super-pixel" can be seen. In Fig. [3b], another unfavorable mask is shown. Here, clumps and constellations look like "super-pixel" occur which are not suited for the reconstruction process.

Similar results have been developed in [10] but rather for completely random sampling patterns and not for 1/4 sampling. It has been stated that randomized sampling patterns have to be optimized in a way that an uniformity in the distribution of the samples is guaranteed. When employing 1/4 sampling, however, it just has to be ensured that clumps and other constellations in sampling masks are avoided, since these masks per se are more uniform than totally random generated masks. Comparing the mask that gives the best results (Fig. [3d]) to 1/4 sampling mask which are non-regular over the whole sensor size (Fig. [3a]), there is little difference in the structure of the sampling mask. The difference between the best and the worst non-regular sampling mask with \( b = \max \) is only 0.03 dB which means that the probability is very high to choose such a sampling mask. Regular masks are also included in \( b = \max \) but it is very unlikely to choose them.

In Fig. [4] image detail examples for three different images (house, text, roof) are illustrated. The images in Fig. [4] represent the images \( f_l[u, v] \) that an LR sensor would measure. Fig. [4] shows the images \( f[m, n] \) that a masked LR sensor would acquire followed by HR images \( f[m, n] \) reconstructed by LIN, SKR, and FSE (Fig. [4d,e]). The original images \( f[m, n] \) which are only theoretically available are shown in Fig. [4]. It can be clearly seen that severe aliasing occurs in images that are taken by an LR sensor. Regarding the captured HR images, many pixels have to be reconstructed. SKR performs better than LIN on preserving edges. However, an impulsive-like noise impairs the visual quality. Compared to the original images, FSE gives the best visual results.

In Fig. [5] image detail examples of fence reconstructed by FSE for non-regular sampling masks with different blocks of size \( b \) are shown. The left one is again the image that an LR sensor would measure and the right one is the original image. In Fig. [5], the image has been reconstructed for \( b = 2 \). It can clearly be seen that in this case severe aliasing occurs. Using
leads to a visually noticeable gain in PSNR of up to 0 dB. Compared to just picking randomly a sampling mask efficiently be stored and then repeated to any sensor size that is non-regular only on a smaller scale. These templates can process may be simplified by using sampling masks that are non-regular sampling masks. Moreover, the manufacturing quality. Each regarded reconstruction method may benefit from sampled image data in order to obtain a reasonable HR image efficient image reconstruction method like FSE for non-regular visual quality and may give even slightly better results. Reducing the non-regularity to $b = \text{max}$ (Fig. 5c) leads to an almost aliasing free image. Reducing the non-regularity to $b = 8$ (Fig. 5d) preserves this visual quality and may give even slightly better results.

The measurements show that it is important to employ an efficient image reconstruction method like FSE for non-regular sampled image data in order to obtain a reasonable HR image quality. Each regarded reconstruction method may benefit from non-regular sampling masks. Moreover, the manufacturing process may be simplified by using sampling masks that are non-regular only on a smaller scale. These templates can efficiently be stored and then repeated to any sensor size that is needed. Compared to just picking randomly a sampling mask which is non-regular over the whole image sensor size this also leads to a visually noticeable gain in PSNR of up to 0.3 dB.

V. CONCLUSION

It has been shown that for increasing the spatial resolution by non-regular masking of a low resolution sensor and a subsequent image reconstruction, an efficient reconstruction algorithm like FSE is required in order to obtain a high resolution image. Different sampling masks and their influence on image reconstruction have been evaluated. Reducing the non-regularity by applying 1/4 sampling only on smaller templates and repeat them to match the sensor size leads to a visually noticeable gain in PSNR compared to arbitrary picked sampling masks that are non-regular over the whole image sensor. This insight is important for the idea of 1/4 sampling and future work will cover the design and mathematical description of an ideal sampling mask.
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