The notion of graph filters can be used to define generative models for graph data. In fact, the data obtained from many examples of network dynamics may be viewed as the output of a graph filter. With this interpretation, classical signal processing tools, such as frequency analysis, have been successfully applied with analogous interpretation to graph data, generating new insights for data science. What follows is a user guide on a specific class of graph data, where the generating graph filters are low pass; i.e., the filter attenuates contents in the higher graph frequencies while retaining contents in the lower frequencies. Our choice is motivated by the prevalence of low-pass models in application domains such as social networks, financial markets, and power systems. We illustrate how to leverage properties of low-pass graph filters to learn the graph topology and identify its community structure; efficiently represent graph data through sampling; recover missing measurements; and denoise graph data. The low-pass property is also used as the baseline to detect anomalies.

Introduction

A growing trend in signal processing and machine learning is to develop theories and models for analyzing data defined in irregular domains, such as graphs. Graphs often express relational ties, such as social, economic, and gene networks, for which several mathematical and statistical models relying on graphs have been proposed to explain trends in the data [1]. Another case is that of physical infrastructures (utility networks, including gas and water delivery, and transportation systems), where physical laws, in addition to connectivity, define the structure in signals.

For a period of time, the graphical interpretation was primarily used in statistics, with the aim of making inferences about graphical models. Meanwhile, the need for processing graph data has led to the emerging field of graph signal processing (GSP), which takes a deterministic and system theoretic approach to justify the properties of graph data and inspire the associated signal processing algorithms. A cornerstone of GSP is the formal definition of graph filter, which extends...
the notions of the linear time-invariant (LTI) filtering of time series signals to processing data that are defined on a graph as well as graph signals.

In a similar vein as LTI filters in discrete-time signal processing, a graph filter can be classified as either low pass, band-pass, or high pass, depending on its graph frequency response. Among them, this article focuses on low-pass graph filters and the graph signals generated from them. These graph filters capture a smoothing operation applied to the input graph signals, which is a common property of processes observed in physical/social systems (see the “Models of Low-Pass Graph Signals” section). As a motivating example, in Figure 1, we illustrate a social systems (see the “Models of Low-Pass Graph Signals” which is a common property of processes observed in physical/social systems (see the “Models of Low-Pass Graph Signals”) section). For more details, the readers are referred to excellent prior overview articles, such as [2] and [3]. We denote vectors through boldface lowercase letters (x) and use uppercase letters for matrices (A). The operation $\text{Diag}(x)$ creates a diagonal matrix with elements from vector x.

We focus on a weighted undirected graph $G = (N, E)$ with n nodes such that $N = \{1, \ldots, n\}$, and $E \subseteq N \times N$ is the edge set. A graph signal is a function $x : N \rightarrow \mathbb{R}$ that can be represented by an n-dimensional vector $x = (x(i))_{i \in N}$. A graph shift operator (GSO) is a matrix $S \in \mathbb{R}^{n \times n}$ satisfying $[S]_{ij} \neq 0$ if and only if $i = j$ or $(i, j) \in E$. When multiplied by a graph signal $x$, each entry of the shifted graph signal is a linear combination of the one-hop neighbors’ values, therefore “shifting” the graph signal with respect to the graph topology. In this

Figure 1. The eigenvalue spectra of (a) a social network, with opinion dynamics data from a roll call during the 110th U.S. Senate (sample covariance matrix $C_s$); (b) a power network, including voltage data from a synthetic 2,000 bus power system test case known as ACTIVSp2000 (sample covariance matrix $C_p$); and (c) a financial network, incorporating the daily returns of Standard & Poor’s (S&P) 100 stocks from May 2018 to August 2019 (sample covariance matrix $C_f$). These data admit physical/social models that can be regarded as low-pass filtered graph signals. A salient feature of their low-pass nature is observed as the low-rank property of the sample covariance matrices.
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is the “spectrum” of the graph signal \( x \), where \(|\hat{x}_i|^2\) represents the signal power at the \( \lambda \text{th frequency.} \)

An important concept to modeling data with GSP is the
graph filtering operation. To this end, a linear graph filter is
described as the linear operator
\[
\mathcal{H}(L) = \sum_{p=0}^{P-1} h_p L^p = U \left( \sum_{p=0}^{P-1} h_p \Lambda^p \right) U^T,
\]
where \( P \) is the filter order (it can be infinite) and \( \{h_p\}_{p=0}^{P-1} \) are the filter’s coefficients; as a convention, we use \( L^0 = I \) and \( \Lambda^0 = 0^0 = 1 \). From (3), one can see that the graph filter has an interpretation that is similar to an LTI filter in discrete-time signal processing, where the former replaces the time shifts by powers of the GSO. Meanwhile, the second expression in (3) defines the frequency response as the diagonal matrix \( h(\Lambda) : = \sum_{p=0}^{P-1} h_p \Lambda^p \). A graph signal \( y \text{ is said to be filtered by } \mathcal{H}(L) \text{ with the input excitation } x \text{ when} \)
\[
y = \mathcal{H}(L)x.
\]
To better appreciate the effects of the graph filter, note that the \( \lambda \text{th frequency component of } y \text{ is} \)
\[
\tilde{y}_i = h(\lambda_i) \hat{x}_i, i = 1, \ldots, n,
\]
where \( h(\lambda) : = \sum_{p=0}^{P-1} h_p \lambda^p \) is the transfer function of the graph filter, or, equivalently, we have \( \tilde{y} = h(\lambda) \odot \hat{x} \). It is similar to the convolution theorem in discrete-time signal processing.

**Low-pass graph filter**

Inspired by (5), we define the ideal low-pass graph filter with a cutoff frequency \( \lambda_c \) through setting the transfer function as \( h(\lambda) = 1, \lambda \leq \lambda_c \text{ and zero otherwise} \). Alternatively, one

\[
\tilde{x}_i = u_i^T x, i = 1, \ldots, n,
\]
and \( \tilde{x} = U^T x \) is called the GFT of \( x \). The magnitude of the
GFT vector \(|x|\) the “spectrum” of the graph signal \( x \), where \(|\hat{x}_i|^2\) represents the signal power at the \( \lambda \text{th frequency.} \)

An important concept to modeling data with GSP is the
graph filtering operation. To this end, a linear graph filter is
described as the linear operator
\[
\mathcal{H}(L) = \sum_{p=0}^{P-1} h_p L^p = U \left( \sum_{p=0}^{P-1} h_p \Lambda^p \right) U^T,
\]
where \( P \) is the filter order (it can be infinite) and \( \{h_p\}_{p=0}^{P-1} \) are the filter’s coefficients; as a convention, we use \( L^0 = I \) and \( \Lambda^0 = 0^0 = 1 \). From (3), one can see that the graph filter has an interpretation that is similar to an LTI filter in discrete-time signal processing, where the former replaces the time shifts by powers of the GSO. Meanwhile, the second expression in (3) defines the frequency response as the diagonal matrix \( h(\Lambda) : = \sum_{p=0}^{P-1} h_p \Lambda^p \). A graph signal \( y \text{ is said to be filtered by } \mathcal{H}(L) \text{ with the input excitation } x \text{ when} \)
\[
y = \mathcal{H}(L)x.
\]
To better appreciate the effects of the graph filter, note that the \( \lambda \text{th frequency component of } y \text{ is} \)
\[
\tilde{y}_i = h(\lambda_i) \hat{x}_i, i = 1, \ldots, n,
\]
where \( h(\lambda) : = \sum_{p=0}^{P-1} h_p \lambda^p \) is the transfer function of the graph filter, or, equivalently, we have \( \tilde{y} = h(\lambda) \odot \hat{x} \). It is similar to the convolution theorem in discrete-time signal processing.

**Low-pass graph filter**

Inspired by (5), we define the ideal low-pass graph filter with a cutoff frequency \( \lambda_c \) through setting the transfer function as \( h(\lambda) = 1, \lambda \leq \lambda_c \text{ and zero otherwise} \). Alternatively, one

The squared Frobenius norm of the graph derivative, also
known as the graph quadratic form [2], provides an idea of the
smoothness of the graph signal \( x \):
\[
S_2(x) := \frac{1}{2} \| \nabla x \|_F^2 = x^T L x = \sum_{i,j} A_{ij} (x_i - x_j)^2.
\]
Observe that if \( x_i \approx x_j \) for any neighboring nodes \( i, j \), then
\( S_2(x) \approx 0 \). Therefore, we say that a graph signal is smooth if
\( S_2(x)/\|x\|_2 \) is small.

Let us take a closer look at the graph quadratic form
\( S_2(x) \). We set the eigendecomposition of the Laplacian
matrix as \( L = U \Lambda U^T \) and assume that it has eigenvalues
of multiplicity one, ordered as \( \Lambda = \text{Diag}(\lambda_1, \ldots, \lambda_n) \)
with \( 0 = \lambda_1 < \lambda_2 < \cdots < \lambda_n \), and that \( U = (u_1, u_2, \ldots, u_n) \),
with \( u_1 \in \mathbb{R}^n \), is the eigenvector for \( \lambda_1 \). Observe that, for any \( x \in \mathbb{R}^n \), it holds that \( S_2(x)/\|x\|_2 \geq S_2(u_1)/\|u_1\|_2 = \lambda_1 \),
and, for any \( x \) that is orthogonal to \( u_1 \), it that holds
\( S_2(x)/\|x\|_2 \geq S_2(u_2)/\|u_2\|_2 = \lambda_2 \), and so on for the other
eigenvectors. The observation indicates that the larger the
eigenvalue, the more oscillatory the eigenvector is across the
vertex set. In particular, the smallest eigenvalue \( \lambda_1 = 0 \) is
associated with the flat, all-ones eigenvector \( u_1 = (1/\sqrt{n}) 1 \),
as seen in Figure 2. The preceding motivates the definition of
graph frequencies as the eigenvalues \( \lambda_1, \ldots, \lambda_n \) and the description
of the graph Fourier transform (GFT) basis as the set of
eigenvectors \( U \) [4]. Therefore, the \( \lambda \text{th frequency component of} \)
\( x \) is defined as the inner product between \( u_i \) and \( x \),
\[
\tilde{x}_i = u_i^T x, i = 1, \ldots, n,
\]
can say that a graph filter is low pass if its frequency response is concentrated on the low graph frequencies. In this article, we adopt the following definition from [6].

**Definition 1**
For any $1 \leq k \leq n - 1$, define the ratio

$$\eta_k := \frac{\max \{ |h_1(\lambda_{k+1})|, \ldots, |h_k(\lambda_n)| \}}{\min \{ |h_1(\lambda_1)|, \ldots, |h_k(\lambda_2)| \}}.$$ (6)

The graph filter $\mathcal{H}(L)$ is k low pass if and only if the low-pass ratio $\eta_k$ satisfies $\eta_k \in (0, 1)$. The integer parameter $k$ characterizes the bandwidth, or the cutoff frequency of the low-pass filter is at $\lambda_k$. The ratio $\eta_k$ quantifies the "strength" of the low-pass graph filter. Upon passing a graph signal through $\mathcal{H}(L)$, the high-frequency components (greater than $\lambda_k$) are attenuated by a factor that is less than or equal to $\eta_k$. Using this definition, the ideal $k$-low-pass graph filter has the ratio $\eta_k = 0$, whose filter order has to be at least $p \geq n - k + 1$ and whose transfer function $h(\lambda)$ has $[\lambda_{k+1}, \ldots, \lambda_n]$ as its roots. Finally, a $k$-low-pass graph signal refers to a graph signal that is the output of a $k$-low-pass filter subject to a "well-behaved" excitation (i.e., it does not possess strong high-pass components), which includes, but is not limited to, white noise.

**The impact of graph topologies**

From Definition 1, one observes that the low-pass ratio $\eta_k$ of a graph filter depends on the filter’s coefficients $\{h_p\}_{p=1}^P$ and the graph Laplacian matrix’s spectrum $\lambda_1, \ldots, \lambda_n$. The condition $\lambda_k \ll \lambda_{k+1}$ facilitates the design of a $k$-low-pass graph filter with a favorable ratio of $\eta_k \ll 1$ and a low filter order $P$. As an example, the order-one graph filter $\mathcal{H}(L) = I - \lambda_n^{-1}L$ is k low pass, with the ratio $\eta_1 = \lambda_n - \lambda_{k+1}/\lambda_n - \lambda_k = 1 - (\lambda_k - \lambda_{k+1}/\lambda_n - \lambda_k)$, where $\eta_1$ is small if $\lambda_k \ll \lambda_{k+1}$.

An example of graph topologies favoring the condition $\lambda_k \ll \lambda_{k+1}$ is the stochastic block model (SBM) [7] for describing random graphs with $k$ blocks/communities with nodes in $\mathcal{N}$ partitioned as $\mathcal{N}_1, \ldots, \mathcal{N}_k$. Consider a simplified SBM with $k$ equal-size blocks specified by a membership matrix $Z \in \{0, 1\}^{n \times k}$ such that $Z_{ii} = 1$ if and only if $i \in \mathcal{N}_i$ and a latent model $B \in \{0, 1\}^{k \times k}$, where $B_{jk}$ is the probability of the edges between the nodes in block $j$ and $\ell$. We consider the homogeneous planted partition model (PPM) such that $B = b_{11} + aI$, with $b, a > 0$. With the above specification, the adjacency matrix $A$ is a symmetric binary matrix with independent entries satisfying $E [A] = ZBZ^T$. When the graph size grows to infinity ($n \to \infty$), the Laplacian matrix of an SBM–PPM graph converges almost surely to its expected value [7, Th. 2.1]:

$$L \xrightarrow{a.s.} E[L] = \frac{n(a + kb)}{k} I - Z(b_{11} + aI)Z^T.$$

(7)

From the preceding, it can be shown that $\lambda_{k+1} - \lambda_k = n/a \gg 1$ for $E[L]$, i.e., a favorable graph model for $k$-low-pass graph filters. Finally, the bottom-$k$ eigenvectors of the expected Laplacian associated with $\lambda_1, \ldots, \lambda_k$ can be collected into the matrix $\tilde{\Phi}(kn)ZP$, where $P$ diagonalizes the matrix $B$. In other words, the eigenvectors corresponding to the bottom-$k$ eigenvalues of $L$ will reveal the block structure.

In contrast, Erdős-Rényi graphs have Laplacian matrices that do not generally satisfy $\lambda_k \ll \lambda_{k+1}$. In fact, asymptotically ($n \to \infty$), the empirical distribution of the eigenvalues of Laplacian matrices tends to the free convolution of the standard Gaussian distribution and Wigner’s semicircular law [8]. Such a spectrum does not favor the design of a $k$-low-pass graph filter with $\eta_k \ll 1$, reflecting the fact that block structures and communities do not emerge in Erdős-Rényi graphs.

**Low-pass graph-temporal filter**

When the excitation to a graph filter is time varying, and the topology is fixed, we consider a graph-temporal filter [9] with the impulse response

$$\mathcal{H}(L, t) := \sum_{p=0}^{P-1} h_p(t)L^p$$

(8)

such that the graph filter’s output is given by the time-domain convolution $y(t) = \sum_{s=0}^{S-1} \mathcal{H}(L, t-s)x_s(t)$. The filter is causal, and $x_s = 0$ for $s < 0$. We can apply a $z$ transform and the GFT to the graph signal process $\{x_s\}_{s \geq 0}$ to obtain the $z$-GFT signal, $\hat{X}(z)$, given by

$$X(z) = \sum_{r=0}^{\infty} x_r z^{-r}, \quad \hat{X}(z) = U^T X(z),$$

(9)

which represents $\{x_s\}_{s \geq 0}$ in the joint $z$ graph frequency domain. With that, we obtain the input-output relation of $Y(z) = \hat{H}(z) \hat{X}(z)$ and the graph-temporal joint transfer function $E(\lambda, z) := \sum_{p=0}^{\infty} \sum_{s=0}^{S-1} h_p\lambda^sz^{-r}$. A class of graph-temporal filters for modeling graph signal processes is the GF-autoregressive moving average (ARMA) $(q, r)$ filter, whose input-output relation in the time domain and the $z$-GFT domain are described as, respectively,

$$y_s = \mathcal{A}(L)y_{s-1} + \ldots + \mathcal{A}_q(L)y_{s-q}$$

$$= B_0(L)x_s + \ldots + B_r(L)x_{s-r},$$

(10)

$$\hat{a}(z) \ast \hat{Y}(z) = \hat{b}(z) \ast \hat{X}(z),$$

(11)

where $\hat{a}(z) = 1 - \sum_{i=1}^{q} \hat{a}_iz^{-i}$ and $\hat{b}(z) = \sum_{i=0}^{r} \hat{b}_iz^{-i}$ are the $z$ transform of the graph frequency responses of the graph filter taps $\{\mathcal{A}(L)\}_{q=1, \ldots, q}$, $\{B_r(L)\}_{r=0}^r$ for the GF-ARMA $(q, r)$ filter. Note that the joint frequency response is given by $E(\lambda, z) = [\hat{b}(z)]/[\hat{a}(z)]$, whose poles and zeros may vary depending on the graph frequencies $\lambda_1, \ldots, \lambda_n$. A relevant case is when $\mathcal{H}(L, t)$ is a low-pass graph-temporal filter. Similar to Definition 1, we say that $\mathcal{H}(L, t)$ is low pass with a cutoff frequency $(\lambda_c, \omega_0)$ and ratio $\eta_c$ if

$$\eta_c = \frac{\max_{\lambda \in [\lambda_c, \ldots, \lambda_1], \omega \in [0, \omega_0]} |E(\lambda, e^{j\omega})|}{\min_{\lambda \in [\lambda_c, \ldots, \lambda_1], \omega \in [0, \omega_0]} |E(\lambda, e^{j\omega})|} < 1.$$ (12)

Graph signals filtered by a low-pass graph-temporal filter are also commonly found in applications, as we will illustrate next.

**Models of low-pass graph signals**

Before studying the GSP tools for low-pass graph signals, a natural question is: Where can one find such graph signals?
It turns out that many physical and social processes are naturally characterized by low-pass graph filters. In this section, we present various examples and show that their generation processes can be represented as outputs from low-pass graph filters.

**Diffusion model**

The first case pertains to observations from a diffusion process, and its variants are broadly applicable in network science. As an example, we consider the heat diffusion model in [10]. In it, the relevant graph is a proximity graph where each node \( i \in \mathcal{N} \) is a location (e.g., cities), and if locations \( i, j \) are close to each other, then \((i, j) \in E\). The graph is endowed with a symmetric weighted adjacency matrix encoding the distance between locations. The graph signal \( y_t \in \mathbb{R}^n \) encodes the temperature of \( n \) locations at time \( t \), and let \( x_0 \in \mathbb{R}^n \) be the initial heat distribution. The temperature of a location is diffused to its neighbors. Let \( \sigma > 0 \) be a constant, and we have

\[
y_t = e^{-\sigma tL}x_0 = (I - \sigma tL + \frac{(\sigma t)^2}{2}L^2 - \cdots)x_0, \tag{13}
\]

where (13) is a discretization of the heat diffusion equation [12]. Since \( LL = 0 \), the matrix exponential \( e^{-\sigma tL} = I - \sigma tL + \frac{(\sigma t)^2}{2}L^2 - \cdots \) is row stochastic. The temperature at time \( t \) is thus a weighted average of neighboring locations’ temperatures at \( t = 0 \); i.e., this is a diffusion dynamical process.

To understand (13) under the context of low-pass filtering, we observe that \( y_t \) is a filtered graph signal with the excitation \( x_0 \) and the graph filter \( H(L) = e^{-\sigma tL} \). We verify that \( H(L) \) is \( k \) low pass with Definition 1 for any \( k < n \). Note that the low-pass ratio \( \eta_k \) is

\[
e^{-\sigma \lambda_k t} = \frac{e^{-\sigma \lambda_{k+1} t}}{e^{-\sigma \lambda_k t}},
\]

Because \( \lambda_{k+1} > \lambda_k \) and \( \sigma > 0 \), we see that \( H(L) \) is a \( k \)-low-pass graph filter for any \( k = 1, \ldots, n - 1 \).

We have assumed that \( x_0 \) is an impulse excitation affecting the system only at the initial time. In practice, the excitation signal may not be an impulse, and the output graph signal \( y_t \), is expressed as the convolution \( y_t = \sum_{s=0}^{t} e^{-\sigma (t-s)\lambda k} x_s \). This corresponds to a low-pass graph-temporal filter with the joint transfer function \( H(\lambda, z) = (1 - e^{-\lambda \mathcal{L}^{-1}} z^{-1})^{-1} \). Besides, the diffusion process is common in network science, as similar models arise in contagion processes and product adoption, to name a few.

**Opinion dynamics**

This example pertains to opinion data mined from social networks with the influence of external excitation [6], [11]. The relevant graph \( G \) is the social network graph, where each node \( i \in \mathcal{N} \) is an individual and \( E \) is the set of friendships. Similar to the previous case study, this graph is endowed with a symmetric weighted adjacency matrix \( A \), where the weights measure the trust among pairs of individuals. Let \( \alpha \in (0, \lambda_0^{-1}), \beta \in (0, 1) \) be parameters of individuals’ trust toward others and susceptibility to external influences, respectively. The evolution of opinions follows that of a combination of DeGroot’s and Friedkin-Johnsen’s models [14], which is a GF-AR(1) model [a special case of ARMA \((q, r), q = 1 \) and \( r = 0 \)]:

\[
y_{t+1} = (1 - \beta)(I - \alpha L)y_t + \beta x_t, \tag{14}
\]

where \( y_t \in \mathbb{R}^n \) is a graph signal of individuals’ opinions at time \( t \) and \( x_t \in \mathbb{R}^n \) is a graph signal of the external opinions perceived by the social network. Note that this also corresponds to a low-pass graph-temporal filter with the joint transfer function \( H(\lambda, z) = \beta[1 - (1 - (1 - \beta)(1 - \alpha \mathcal{L}^{-1}) z^{-1}])^{-1} \).

To discuss the steady state of (14), let us assume that \( x_t \equiv x \) for simplicity. Considering (14), we observe that \( y_{t+1} \) is a convex combination of \( x \) and the weighted average of the neighbors’ opinions at time \( t \) and that it is formed by taking a weighted average of neighboring signals in \( y \), using a diffusion operator \( I - \alpha L \). The recursion is stable, leading to the steady-state (or equilibrium) opinions

\[
y = \lim_{t \to \infty} y_t = (I + \alpha L)^{-1} x = H(L)x, \tag{15}
\]

where we have defined \( \alpha = \beta(1 - \alpha)/\alpha > 0 \) and \( y \) is a filtered graph signal excited by \( x \).

The graph filter in (13) is given by \( H(L) = (I + \alpha L)^{-1} \). To verify that it is a \( k \)-low-pass graph filter with Definition 1, we note that, for any \( k < n \), the low-pass ratio \( \eta_k \) is

\[
\frac{1 + \alpha \lambda_k}{1 + \alpha \lambda_{k+1}} = 1 - \phi \frac{\lambda_{k+1} - \lambda_k}{1 + \alpha \lambda_k}.
\]

Again, we observe that, as \( \lambda_{k+1} > \lambda_k \), the preceding graph filter is \( k \) low pass for any \( k = 1, \ldots, n - 1 \). However, we remark that this low-pass ratio may be undesirable with \( \eta_k \approx 1 \) when \( \alpha \ll 1 \). Interestingly, a generative model similar to (14) is found in equilibrium problems, such as quadratic games [13].

Two remarks are in order. First, social networks are typically directed, and this suggests using a nonsymmetric shift operator, as opposed to the symmetric Laplacian matrix, which we used for the simplicity of exposition. Second, many alternative models for social network interactions are nonlinear, and linear GSP is insufficient in those contexts.

**Finance data**

Financial systems, such as stock markets and hedge funds, periodically produce return reports about their business performance. A collection of these reports can be studied as graph signals, where the relevant graph \( G \) consists of nodes \( \mathcal{N} \) that are financial institutions and edges \( E \) that are business ties between them. The issue of whether business results are correlated according to business ties has been studied [14]. Moreover, the returns are affected by a number of common factors [15]. Inspired by [14] and [15, Ch. 12.2], let \( \beta \in (0, 1) \) be the strength of external influences; a reasonable model for the transient dynamics of the graph signal \( y_t \) of business performance measures is also a GF-AR(1):

\[
y_{t+1} = (1 - \beta)(I - \alpha L)y_t + \beta x_t, \tag{14}
\]
\[ y_{t+1} = (1 - \beta) \mathcal{H}(L)y_t + \beta Bx_t, \tag{16} \]

where \( \mathcal{H}(L) \) is an unknown but low-pass graph filter, \( B \in \mathbb{R}^{n \times r} \) represents the factor model affecting financial institutions, and \( x \in \mathbb{R}^r \) is the excitation strength. The equilibrium of (14) is

\[ y = \lim_{t \to \infty} y_t = \left( \frac{1}{\beta} I - \frac{\beta}{\beta} \mathcal{H}(L) \right)^{-1} Bx \equiv \tilde{\mathcal{H}}(L)Bx, \]

where \( \beta = 1 - \beta \). We see that \( Bx \) is the excitation signal and that the equilibrium \( y \) is the filter output. Suppose that \( \mathcal{H}(L) \) is a \( k \)-low-pass graph filter with the frequency response satisfying \( h(\lambda) \geq 0 \); then, for \( \mathcal{H}(L) \), we can evaluate the low-pass ratio \( \eta_k \) as

\[ 1 - \frac{\beta \left( \min_{\lambda_{k+1} \ldots \lambda_n} h(\lambda_{k+1}) \right)}{1 - \beta \left( \max_{\lambda_{k+1} \ldots \lambda_n} h(\lambda_{k+1}) \right)}. \]

Because \( \min_{\lambda_{k+1} \ldots \lambda_n} h(\lambda_{k+1}) - \max_{\lambda_{k+1} \ldots \lambda_n} h(\lambda_{k+1}) > 0 \) since \( \mathcal{H}(L) \) is a \( k \)-low-pass graph filter itself, we observe that \( \mathcal{H}(L) \) is again \( k \) low pass, according to Definition 1.

For \( y \) to be a \( k \)-low-pass graph signal, one also has to assume that \( Bx \) is not high pass (i.e., not orthogonal to a low-pass one). This is a mild assumption, as the latent factor affecting financial institutions is either independent of the network or aligned with the communities. Above all, we remark that (16) is an idealized model, where determining the exact representation is an open problem in economics; see [14] and [15].

**Power systems**

In the case of power systems, the relevant graph \( G = (N, \mathcal{E}) \) is the electrical transmission line network. The node (as well as the bus) set includes generator buses, \( N_G = \{1, \ldots, |N_G|\} \), and nongenerator/load buses, \( N_L = N \setminus N_G \). The edge set \( \mathcal{E} \) refers to the transmission lines connecting the buses. The branch admittance matrix, \( Y \), models the effect of transmission lines and is a complex symmetric matrix associated with \( G \), where \( [Y]_{ij} \) is the complex admittance of the branch between nodes \( i \) and \( j \), provided that \( (i,j) \in \mathcal{E} \). The graph signals we consider are the complex voltage phasors, denoted as \( v_i \in \mathbb{C}^n \), at time \( t \). They can be obtained using PMUs [16] installed on each bus \( i \in N \). The GSO, in this case, is a diagonally perturbed branch admittance matrix,

\[ S_{\text{grid}} := Y + \text{Diag}(\{ y_s^T y_i^T(0) \}), \tag{17} \]

where \( y_i \in \mathbb{C}^{N_G} \) is the generator admittance and \( y_i^T(0) \in \mathbb{C}^{N_G} \) is the load admittance at \( t = 0 \).

Note that \( S_{\text{grid}} \) is a GSO on the grid graph, as \( [S_{\text{grid}}]_{ij} = 0 \) if \( (i,j) \notin \mathcal{E} \). The complex symmetric matrix \( S_{\text{grid}} \) can be decomposed as \( S_{\text{grid}} = U \Lambda U^T \), where \( U \) is a complex orthogonal matrix satisfying \( U^T U = I \) and \( \Lambda \) is a diagonal matrix with diagonal elements \( \{\lambda_1, \ldots, \lambda_n\} \) sorted as \( 0 < \lambda_1 \leq \cdots \leq \lambda_n \); see [17] for modeling details. Let \( t_i^\ell \in \mathbb{C}^n \) be the outgoing current at each node at time \( t \), given by \( t_i^\ell := \{ y_s^T \circ \exp(x) \}_{s=1}^0 \), where elements in \( \exp(x) \in \mathbb{C}^{N_G} \) are the internal voltage phasors at the generator buses. Applying Kirchoff’s current law in a quasi-steady state, the voltage phasors \( v_i \in \mathbb{C}^n \) are

\[ v_i = S_{\text{grid}}^{-1} t_i^\ell + w_i = \mathcal{H}(S_{\text{grid}}) t_i^\ell + w_i, \tag{18} \]

where \( w_i \in \mathbb{C}^n \) captures the slow time-varying nature of the load and other modeling approximations. In other words, \( v_i \) is a graph signal obtained by the graph filter \( \mathcal{H}(S_{\text{grid}}) = S_{\text{grid}}^{-1} \) and the excitation signal \( t_i^\ell \in \mathbb{C}^n \). In particular, we observe that \( \mathcal{H}(S_{\text{grid}}) = S_{\text{grid}}^{-1} \) is a low-pass graph filter. Consider any \( k \leq n \); the low-pass ratio \( \eta_k \) is

\[ ||\lambda_k||^2 / ||\lambda_{k+1}||^2. \]

Because power grids tend to be organized as communities to serve different areas that have high population densities, the system admittance matrix \( Y \) is block diagonal and sparse. In particular, with \( k \) communities in the grid graph, these facts indicate that the graph filter is \( k \) low pass, satisfying \( \eta_k < 1 \).

The excitation graph signal \( t_i^\ell \) itself has a low-rank structure, as \( |t_i^\ell| = 0 \) if \( i \notin N_G \). The temporal dynamics of \( x_t \) can be described as an AR(2) filter [9] using a reduced generator-only shift operator \( S_{\text{red}} \in \mathbb{C}^{N_G} \) with the graph-temporal transfer function \( \mathbb{H}(\lambda_{\text{red}}, z) \):

\[ x_t = \sum_{s=0}^{t} \mathcal{H}(S_{\text{red}}, t-s) p_s, \]

\[ \mathbb{H}(\lambda_{\text{red}}, z) = \sigma_p^2 \left( 1 - \sum_{p=0}^{1} a_{p,1} \lambda_{\text{red}} z^{-1} - \sum_{p=0}^{1} a_{p,2} \lambda_{\text{red}} z^{-2} \right)^{-1}, \tag{19} \]

where \( p_s \) is the stochastic power input to the system. The graph-temporal filter is low pass in the time domain. The overall system in (18) has approximately the properties of a low-pass graph temporal filter, according to the definition in (12).

**User guide to low-pass GSP**

If we observe a set of low-pass graph signals, what can we learn from these signals? Can we find efficient representations for them? Can we exploit this structure to denoise the signal and detect anomalies? To answer these questions, we begin by studying two salient features of low-pass graph signals, namely the low-rank covariance matrix and smoothness as measured by the graph quadratic form. Then, we illustrate how these features can enable low-pass GSP to sample graph signals (and therefore compress them) to infer the graph topology and detect anomalous activities. Furthermore, when the graph topology admits a clustered structure, we highlight how these clusters emerge in the low-pass graph signals and provide insights on the optimal sampling patterns.

We now consider a set of \( m \) low-pass graph signals that can be modeled as outcomes of independent and identically distributed random experiments, given as

\[ y_i = \mathcal{H}(L)x_i + w_i, \quad i = 1, \ldots, m \tag{20} \]
such that $\mathcal{H}(L)$ is a $k$-low-pass graph filter defined on the Laplacian matrix, $x_t$ is the excitation signal, and $w_t$ is additive noise. For simplicity, we do not consider the more general low-pass graph-temporal processes and assume that $x_t, w_t$ are zero-mean white noise with $\mathbb{E}[x_t x_t^\top] = I, \mathbb{E}[w_t w_t^\top] = \sigma^2 I$. We remark that the following observations still hold for the general setting when $\mathbb{E}[x_t x_t^\top]$ is not white or even diagonal. The latter relaxation is important for the applications listed in the previous section. For instance, in opinion dynamics, the excitation signals may represent external opinions that do not affect the social network uniformly; e.g., they are news articles written in a foreign language.

**Low-rank covariance matrix**

From (20), it is straightforward to show that $\{y_t\}_{t=1}^m$ is zero mean with the covariance matrix

$$C_y = Uh(L)^2 U^\top + \sigma^2 I.$$  \hfill (21)

Recall that $\mathcal{H}(L)$ is a $k$-low-pass graph filter if $\eta \ll 1$, as defined in (6); the energy of $h(L)$ will be concentrated in the top-$k$ diagonal elements. Therefore, when the noise variance is small ($\sigma^2 \approx 0$), the low-pass graph signals lie approximately in $\text{span}(U_k)$, a $k$-dimensional subspace of $\mathbb{R}^n$.

**Sampling graph signals**

Since $k$-low-pass graph signals lie approximately in $\text{span}(U_k)$, it is possible to map the graph signals almost losslessly onto $k$-dimensional vectors. While the $k$-dimensional representation can be obtained by projecting on the space spanned by $U_k$, it is not necessary to do so. An alternative to generate this $k$-dimensional representation is by decimating the graph signals. To describe the setup, we let $\mathcal{N}_i = \{s_1, \ldots, s_{n_i}\} \subset \mathcal{N}$ be a sampling set with cardinality $n_i = |\mathcal{N}_i|$. A sampled version of $y_t$ is constructed as (we shall omit the subscript $\ell$ for brevity).

1. Select a subset $\mathcal{N}_i \subset \mathcal{N}$.
2. Set $y_{\text{samp}} = \Phi y$ where $\Phi_{s,j} = \begin{cases} 1, & \text{if } j = s_i, \\ 0, & \text{otherwise}, \end{cases}$ \hfill (22)

where $\Phi \in \mathbb{R}^{n \times n}$ is a fat sampling matrix. To recover $y$, we interpolate $y_{\text{samp}}$ using a matching linear transformation [18], giving $\hat{y} = \Psi y_{\text{samp}}$ with $\Psi \in \mathbb{R}^{n \times n_i}$ to be designed later. Clearly, when $n_i < n$, it is not possible to exactly recover an arbitrary graph signal.

We see that ensuring an exact recovery requires some conditions on the sampling set and the graph signal. Exactly recovering $y$ from its sampled version $y_{\text{samp}}$ would require the sampled graph signal to be in the range space of sampling matrix $\Phi$. We let $\tilde{y} = U_k y$ be the projection of $y$ onto the (low-frequency) subspace spanned by $U_k$ and $\tilde{w} = y - \tilde{y}$ be the projection error. The projected graph signal $\tilde{y}$ is a $k$-bandlimited (in fact, $k$-low-pass) graph signal. From [18, Th. 1], a sufficient condition for exact recovery is that if

$$\text{rank}(\Phi U_k) = k,$$ \hfill (23)

then there exists an interpolation matrix $\Psi \in \mathbb{R}^{n \times n}$ such that $\Psi \Phi y = \hat{y}$. In fact, it is possible to recover any $k$-bandlimited graph signal from its sampled version. We have

$$\hat{y} = \Psi y_{\text{samp}} = \hat{y} + \Psi \Phi \tilde{w} = y + (\Psi \Phi - I) \tilde{w}.$$ \hfill (24)

Because the $k$-low-pass graph signals lie approximately in $\text{span}(U_k)$, we have $\tilde{w} \approx 0$, provided that $n_i \ll 1$. Under condition (23), the sampling and interpolation procedure results in a small interpolation error.

Clearly, a necessary condition to satisfy (23) is $n_i \geq k$; i.e., we require at least the same number of samples as the bandwidth of the low-pass graph filter, which produces the graph signal $y$. Beyond the necessary stipulation, obtaining a sufficient condition for (23) can be difficult since it is not obvious to derive conditions on the sampling set. The design of the sampling set has been the focus of the work in [18]–[20], which proposed to find $\mathcal{N}_i$ via a greedy method or the graph spectral proxies. The preceding statements are valid for any graph signal that has sparse frequency support. In the case of low-pass graph signals, we can obtain insights into what type of sampling patterns are compatible with (23). Consider the special case of SBM–PPM graphs with $k$ blocks discussed previously. Note that, as $n \rightarrow \infty$, we have $U_k = \sqrt{k/n} ZP$ for this model, where $Z$ is the block membership matrix. Hence, condition (23) can be easily verified if $\mathcal{N}_i$ contains at least one node from each of the $k$ blocks.

In Figure 3, we consider a power system application. We first plot the magnitude of the GFT of the voltage graph signal with respect to normalized graph frequencies in log scale. From the linear decay, it is evident that the magnitude of the GFT coefficients at lower frequencies is higher, confirming that the signal is low pass in nature. The sampling pattern (or optimal placement of sensors) for the graph signal reconstruction is also shown in the figure. The block structure in the GSO for the electric grid guides the sampling strategy. In this example, the smallest singular value of $\Phi U_k$ is maximized by using a greedy algorithm [20].

**Blind community detection**

Another consequence of (21) relates to learning the block, or community, structure when the graph topology is unknown. When the graph topology is known, spectral clustering (SC) [7] is often the method of choice. The SC method computes the bottom-$k$ eigenvectors of the Laplacian as $U_k$ and partitions the $n$ nodes via $k$-means:

$$F = \min_{N_1, \ldots, N_k} F(N_1, \ldots, N_k; U_k)$$

$$:= \left( \sum_{i=1}^k \sum_{j \in N_i} \left| u_{i,j}^{\text{row}} - \frac{1}{|N_i|} \sum_{j \in N_i} u_{i,j}^{\text{row}} \right|_2 \right)^{1/2},$$ \hfill (25)

where $u_{i,j}^{\text{row}} \in \mathbb{R}^k$ is the $i$th row vector of $U_k$. In fact, this is an effective method for SBM–PPM graphs, where solving (25) reveals the true block membership [7].

Although only the graph signals $\{y_t\}_{t=1}^m$ are observed, we know from (21) that the covariance matrix $C_y$ will be
dominated by a rank-$k$ component spanned by $U_k$ under the low-pass assumption. In fact, this is precisely what we need for community detection (CD), as hinted in (25). To this end, [6] proposed the blind CD procedure, which includes the following steps:

1) Find the top-$k$ eigenvectors $U_k \in \mathbb{R}^{n \times k}$ of sample covariance $\hat{C}_y = 1/m \sum_{i=1}^{m} y_i y_i^\top$.

2) Apply $k$-means on the rows of $U_k$.

If we denote the detected communities as $\tilde{N}_1, \ldots, \tilde{N}_k$, then

$$F(\tilde{N}_1, \ldots, \tilde{N}_k; U_k) - F^* = O(\eta_k + \sigma + m^{-1/2}). \quad (26)$$

In other words, blind CD approaches the performance of SC if the graph filter is $k$ low pass with $\eta_k \ll 1$, the observation noise $\sigma$ is small, and the number of samples $m$ is large. Notice that (26) is a general result that holds even if $\mathbb{E}[x_i x_j^\top]$ is nondiagonal or low rank. Moreover, blind CD is shown to outperform a two-step approach that learns the graph first and then applies SC; see [6].

In Figure 4, we illustrate results for the CD of opinion dynamics and financial data by using information about the U.S. Senate during the 115th Congress (2017–2019) and daily return data for stocks in the S&P 100 index from February 2013 to December 2016, respectively. The observed steady-state graph signals $y_t$ for the opinion dynamics case are the aggregated vote records of each state, and we observe $m = 502$ voting rounds. In Figure 4(a), we apply blind CD to partition the states into $K = 2$ groups, where a close alignment between our results and the actual party memberships of this Congress is observed. The financial data set that we used contains $m = 975$ days of information for $n = 92$ stocks. In Figure 4(b), we apply blind CD to partition the stocks into $K = 10$ groups. Each of the detected communities includes companies of the same business type (for instance, Bank of America is with J.P. Morgan), showing the effectiveness of the method.

**Smooth graph signals**

As discussed previously, the graph quadratic form quantifies the smoothness of a graph signal. If $S_2(y) = y^\top Ly \leq \|y\|_2$, the graph signal $y$ is said to be smooth. For $k$-low-pass graph signals, we observe that
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**FIGURE 3.** (a) The magnitude of the GFT of the voltage graph signal plotted with respect to normalized graph frequencies. (b) The sampling pattern overlaid on the support of GSO $S_{grid}$ for placing synchrophasor sensors on the synthetic, 2,000-bus ACTIVSg power grid system by employing a greedy method to find $k = 100$ rows of $U_k$ so that the smallest singular value of $\Phi U_k$ is maximized (the first entries correspond to generator buses). This case emulates the grid for the state of Texas, where there are eight areas, which matches the number of communities evident from the GSO. (c) The reconstructed voltage graph signal using optimally placed sensors at a subset of buses (1,000–1,500). PMU: phasor measurement unit.
where \( \mathcal{H}(L) \) is \( k \) low pass, with \( \eta_l \ll 1 \), to derive the approximations. In the cases when \( \lambda_i \approx 0, i = 1, \ldots, k \), such as large SBM–PPM graphs with parameters \( a, b \) satisfying \( b < 1, a \approx 1 \), we expect the \( k \)-low-pass graph signal to be smooth; i.e., \( \mathbb{E}[S_2(y_l)] \approx 0 \).

The smoothness property can be used to learn the graph topology by fitting a Laplacian matrix that best smoothens the graph signals. This is exemplified by the estimator

\[
\min_{z_i \in \mathbb{R}^n} \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{\sigma} \| y_i - z_i \|^2 + z_i^T L z_i \right\}
\]

s.t. \( \text{Tr}(\hat{L}) = n, \hat{L}_{ii} = \hat{L}_{jj} \leq 0, \forall i \neq j, \hat{L}_{11} = 0 \).
where we have used the graph quadratic form, $z_i^\top L z_i$, to regulate the smoothness of $z_i \approx y_i$ with respect to the fitted $L$. Dong et al. [21] motivated (28) as a maximum a posteriori estimator for the Laplacian matrix, where $y_i \sim \mathcal{N}(0, L + \sigma^2 I)$ and $L'$ is the pseudo-inverse of the Laplacian matrix. This amounts to interpreting the data as outcomes of a Gaussian Markov random field, with a precision matrix chosen as the Laplacian, effectively connecting statistical graphical models to GSP models. Note that methods following insights similar to (28) can be found in [24] and [25].

For graph signals that are output from low-pass graph temporal filters, a smoothness property similar to (27) can also be exploited to interpolate missing data. Let $Y \in \mathbb{R}^{n \times m}$ be a matrix whose columns are $y_{i,t} = 1, 2, \ldots, m$, where $y_i$ is the graph signal at time $t$. Let $Y^{\text{amp}}$ be the sampled version of $Y$, where some values are missing at different node/time indices. The key for interpolating the data is to regularize via the graph quadratic form and the $\ell_2$ norm of the time derivative in addition to minimizing the $\ell_2$ misfit between the available samples $Y^{\text{amp}}$ and the reconstructed samples at known locations, $M(Y)$; i.e.,

$$
\min_{Y \in \mathbb{R}^{n \times m}} \| M(Y) - Y^{\text{amp}} \|_F^2 + \gamma \left( \sum_{t=1}^m \| y_{i,t} \|_2 L y_{i,t} + \sum_{t=1}^m \| y_{i,t} - y_{i,t-1} \|_2^2 \right).
$$

See [24] and the references therein for a detailed discussion.

**Anomaly detection with low-pass GSP**

Consider a model consistent with (20). The fact that the low-pass graph process is dominated by low graph frequency components can be considered the null hypothesis characterized by the low-pass properties, such as the low-rank covariance matrix and smoothness. On the other hand, many anomalies can be modeled as an additive sparse noise signal $w_i$, or a high-frequency graph signal. Such noise signals arise in several scenarios, including changes in the graph connectivity and parameters, contingencies in infrastructures, the result of malicious activities in social networks, and the sudden fall in the market value of a financial entity. High-frequency noise signals are also produced by a perturbation that is inconsistent with the generative model. For instance, in infrastructure networks, this could be symptomatic of malfunctioning sensors and even a false data injection attack (FDIA) [25].

Such anomalies cause a surge in the high-frequency spectral components of a low-pass graph signal, a fact that can be leveraged in a manner similar to the classical array processing problem of detecting a source embedded in noise. Formally, the observed signal under null and alternative hypotheses is described as

$$
y_i = \begin{cases} 
H(L) x_i, & \text{under } \mathcal{A}_0, \\
(\mathcal{H}(L) x_i + w_i, & \text{under } \mathcal{A}_1,
\end{cases}
$$

where $w_i$ is a high-frequency graph signal. Our task amounts to testing the hypothesis $\mathcal{A}_0, \mathcal{A}_1$ and estimating the locations of nonzeros in $w_i$, when the latter is a sparse signal and under $\mathcal{A}_1$.

Intuitively, we can apply a high-pass graph filter to distinguish between $\mathcal{A}_0$ and $\mathcal{A}_1$. Let $\mathcal{H}_{\text{HPF}}(L)$ be an ideal high-pass graph filter with the frequency response $h_{\text{HPF}}(\lambda) = 1, \lambda \geq \lambda_{i+1}$ and zero otherwise. Consider the test statistics as $\Gamma_i = \| \mathcal{H}_{\text{HPF}}(L) y_i \|_2^2$. Under $\mathcal{A}_0$ and the $k$-low-pass assumption, we have $\Gamma_i \leq \| \mathcal{H}_{\text{HPF}}(L) \mathcal{H}(L) y_i \|_2^2 = \| h_{\text{HPF}}(\lambda) \odot h(\lambda) \|_2^2 \ll \| y_i \|_2^2$, and thus the test statistics $\Gamma_i$ will be small. On the other hand, under $\mathcal{A}_1$, we obtain $\mathcal{H}_{\text{HPF}}(L) y_i \approx w_i$ since the anomalies consist of high graph frequency components. Thus, the test statistics $\Gamma_i$ will be large. Imposing a threshold of $\delta = \Theta(\eta_k)$, we can consider the detector

$$
\Gamma_i = \| \mathcal{H}_{\text{HPF}}(L) y_i \|_2^2 \leq \delta.
$$

Furthermore, if $\mathcal{A}_1$ holds, these anomaly events can be located from the support of $\mathcal{H}_{\text{HPF}}(L) y_i$.

As a demonstration, Figure 5(a) presents the magnitude of the GFT of the voltage graph signal after filtering using an ideal high-pass graph filter, $U^\top \mathcal{H}_{\text{HPF}}(L) y_i$. The voltage graph signal under the hypothesis of no anomaly is the output of a low-pass graph filter. When there is an FDIA, we observe an increase in the energy of the high-frequency components. For a simple implementation of high-pass graph filters, we may consider $\mathcal{H}_{\text{HPF}}(L) = L = D - A$, whose frequency response is given by $h(\lambda) = \lambda$. When applied on a graph signal $y_i$, we will observe the difference between $D y_i$ and $Ay_i$; the latter is a one-hop averaged version of $y_i$. We call this operation the spatial difference, which is similar to the method proposed in [26] for anomaly detection in social networks. See the illustration in Figure 5(b).

**Concluding remarks**

In this user guide, we highlighted the key elements of low-pass GSP in several applications, such as graph parameter inference and graph signal sampling, while emphasizing the intuition from time series analysis. We also discussed several physical models where low-pass GSP can be effectively used. However, the tools available for low-pass GSP are ever expanding, and they aid the discovery of new physical models where low-pass GSP can be applied. Additionally, there are several open research directions, as discussed in the following.

**Directed graphs**

Throughout this article, we have assumed that the observed data are supported on a graph topology that is undirected and that the shift operator (the Laplacian matrix) is symmetric. This is clearly not a truthful model for a lot of real systems, such as social and economic networks. The challenge of extending the existing GSP tools to directed graphs lies in defining the appropriate GFT basis. For instance, the properties of a circular shift matrix are what a directed shift operator should emulate.

Much of the prior research has focused on finding the appropriate GFT basis on directed graphs. The definition of frequency is again variational and the shift operator $S$ of the corresponding graph does not have to be symmetric [4]. More
formally, the idea of smoothness is defined as \(|x - \lambda_{\alpha}^{-1}Sx|_{\frac{2}{2}}\), where \(\lambda_{\alpha}\) is the maximum eigenvalue of \(S\). This is the definition used in [4] for GFT on directed graphs, where the GSO is set as the adjacency matrix \(A\) and the GFT is defined as \(\hat{y} = U^{-1}y\) such that \(U\) is obtained from the Jordan decomposition of the adjacency matrix \(A = UAU^{-1}\). Although \(U\) is a basis, it is not orthogonal, so the Parseval’s identity does not hold since \(||\hat{y}||_2 \neq ||y||_2\). That is not surprising since the norm of \(\hat{y}\) does not have the same physical interpretation of the power spectral density that applies to signals whose support is time. A potential fix is studied in [27], which searches for the GFT basis that minimizes the directed total variation; also see [28]. Unfortunately, the GFT basis does not admit a closed-form solution.

The tools discussed in this article, including sampling theory [18] and anomaly detection, may still work for low-pass graph signals on directed graphs, with minor adjustments. The challenge lies in the graph inference/learning methods since second-order statistics, such as correlations, are difficult to justify in directed graphs, where the notion of community is also ambiguous. A useful definition of community must first be studied before GSP tools can be applied for community inference in directed graphs.

**Low-pass graph signals in the edge space**

An alternative form of graph signals concerns those that are defined on the edges. They can be defined as the function \(f : E \rightarrow R\) and the equivalent vector \(f \in R^{E_{\alpha}}\), which are useful for describing flows on graphs, such as traffic in transportation networks. As suggested in [29], the shift operator can be taken as the edge Laplacian \(L_{\alpha} = B^\top B\), where \(B \in R^{n \times E_{\alpha}}\) is the node-to-edge incidence matrix. The null space of the edge Laplacian \(L_{\alpha}\) corresponds to the cyclic flow vector, which is also the eigenvector for the lowest graph frequency \(\lambda_1 = 0\). It is anticipated that a low-pass edge graph signal, whose energy is focused in the low graph frequencies, will consist mostly of cyclic flows within communities. An interesting direction is to develop a sampling theory for low-pass edge graph signals as well as the inference of the edge Laplacian matrix.

**Identifying low-pass graph signals**

So far, we have relied on domain knowledge about the data models to help justify various graph data as low-pass graph signals. For graph signals taken from an unknown system, one has to be cautious before applying this low-pass GSP user guide. Even though non-low-pass graph processes are rarely found in a natural setting, there is a crucial need to design tools for identifying low-pass graph signals. With known GSO, this can be done by inspecting the GFT spectrum; with unknown GSO, the problem is related to the joint estimation of the graph process and the topology; readers are referred to [30] for recent works in this direction.

**Acknowledgments**

We thank the anonymous reviewers and the guest editors for their useful feedback. This material is based on work supported, in part, by the U.S. Army Research Laboratory and the U.S. Army Research Office, under contract/grant W911NF2010153, and the National Science Foundation, under grant CCF-BSF: CIF: 1714672. Hoi-To Wai’s work is supported by the Chinese University of Hong Kong, under direct grant 4055135.
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