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ABSTRACT
In the Noisy Intermediate Scale Quantum (NISQ) era, the dynamic nature of quantum systems causes noise sources to constantly vary over time. Transient errors from the dynamic NISQ noise landscape are challenging to comprehend and are especially detrimental to classes of applications that are iterative and/or long-running, and therefore their timely mitigation is important for quantum advantage in real-world applications.

The most popular examples of iterative long-running quantum applications are variational quantum algorithms (VQAs). Iteratively, VQA’s classical optimizer evaluates circuit candidates on an objective function and picks the best circuits towards achieving the application’s target. Noise fluctuation can cause a significant transient impact on the objective function estimation of the VQA iterations’ tuning candidates. This can severely affect VQA tuning and, by extension, its accuracy and convergence.

This paper proposes QISMET: Quantum Iteration Skipping to Mitigate Error Transients, to navigate the dynamic noise landscape of VQAs. QISMET actively avoids instances of high fluctuating noise which are predicted to have a significant transient error impact on specific VQA iterations. To achieve this, QISMET estimates transient error in VQA iterations and designs a controller to keep the VQA tuning faithful to the transient-free scenario. By doing so, QISMET efficiently mitigates a large portion of the transient noise impact on VQAs and is able to improve the fidelity by 1.3x-3x over a traditional VQA baseline, with 1.6-2.4x improvement over over transient error in VQA iterations and designs a controller to keep the VQA tuning faithful to the transient-free scenario. By doing so, QISMET efficiently mitigates a large portion of the transient noise impact on VQAs and is able to improve the fidelity by 1.3x-3x over a traditional VQA baseline, with 1.6-2.4x improvement over alternative approaches, across different applications and machines.

CCS CONCEPTS
• Computer systems organization → Quantum computing.
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1 INTRODUCTION
Quantum computers leverage superposition, interference, and entanglement to give them significant computing advantage in chemistry [17], optimization [26], machine learning [6] and other domains of critical interest. In near-term quantum computing, called Noisy Intermediate-Scale Quantum (NISQ), we expect to work with machines which comprise 100-1000s of imperfect qubits [33].

Today, noise prevents quantum computers from surpassing the capabilities of classical computers in almost all applications. NISQ devices suffer from high error rates in the form of state preparation and measurement (SPAM) errors, gate errors, qubit decoherence, crosstalk, etc. These errors stem from multiple noise sources such as the imperfect classical control of the device, thermal fluctuations, destructive qubit coupling, imperfect insulation of the qubits, quasi-particles, and other external stimuli [9, 19, 24, 27, 36]. The dynamic nature of quantum systems causes these noise sources to constantly vary over time, with some noise sources experiencing greater transient fluctuations than others. Additionally, because current fabrication techniques lack the precision to make homogeneous quantum device batches, the transient noise properties are unique to each device.

Effectively understanding and mitigating different forms of error is critical for quantum advantage in real-world applications. Multiple error mitigation techniques have been explored on NISQ devices in the recent past [8, 10, 13, 22, 28, 29, 31, 37–41, 44]. While these techniques have the potential to greatly improve execution fidelity, they almost always view machine noise as static, or at least expect the noise to be stable for sufficiently long periods of time such that their characteristics can be adequately captured, appropriately characterized, and then effectively mitigated. Unfortunately, this is
This paper proposes QISMET, which actively avoids instances of transient errors. To the best of our knowledge, this work is among the first to study the effects of transient errors on VQAs.

To achieve this, QISMET estimates transient error in VQA iterations and designs a controller to keep the VQA iteration gradients faithful to the transient-free scenario. By doing so, QISMET efficiently mitigates a large portion of the effects of transient noise on VQAs and is able to improve the fidelity of VQAs by 1.3x-3x over a traditional VQA baseline, across different applications and machines, with 1.6-2.4x improvement over alternative approaches.

**Figure 1:** Optimal VQA convergence is obtained in the ideal noise-free scenario (orange). In reality, VQA is affected by static and transient noise, and estimates can be much worse than ideal (red). QISMET (green) attempts to avoid significant transient error and thereby reaches close to the otherwise unrealistic blue line with only static noise. Prior error mitigation proposals can help bring the blue (and green) closer to the orange.

The most popular examples of iterative long-running quantum applications are variational quantum algorithms (VQAs). VQAs are considered one of the most promising quantum tasks for near-term quantum advantage in the NISQ era. They have wide application in approximation [26], chemistry [30] etc, which are usually designed as minimization problems. VQAs are hybrid quantum-classical algorithms and they iteratively run a parameterized quantum circuit (QC) on the quantum machine. The QC parameters are optimized each iteration by a classical tuner/optimizer to try and approach the global minimum of the variational objective function. The classical optimizer inherently attempts to adjust the QC to the noise characteristics of the quantum device, and hence, in theory, gives VQAs the potential for quantum advantage even on noisy machines.

Transient errors can be severely detrimental to VQAs. Iteratively, the VQA tuner estimates gradients of some form [21] across multiple circuit candidates to choose the best set of VQA parameters for further tuning. The VQA tuner works under the underlying assumption that the noise landscape of the device is unchanged during this gradient estimation process across the candidates. This is often not the case. Noise fluctuation can cause a significant transient impact on the objective function estimation of one or more circuit candidates, and this can severely affect measured gradients and, therefore, the accuracy and convergence of VQA.

This discrepancy between VQA’s ideal and reality is illustrated in Fig.1. The orange line shows the scenario with no noise, which is unrealistic (unless noise is entirely mitigated). The goal is to follow this line as closely as possible during VQA evaluation. The blue line shows VQA estimations if only static noise was present (this could potentially encompass dynamic noise that varies at very coarse temporal granularity). This is again unrealistic, but most prior error mitigation and optimization proposals have focused primarily on this setting, attempting to lower this blue line to bring it closer to orange, achieving considerable benefits. The reality is represented by the red line which shows that VQA estimations are affected by both static as well as transient noise - traditional VQA optimizations can be less effective in dealing with transients.

This paper proposes QISMET: Quantum Iteration Skipping to Mitigate Error Transients, to navigate the dynamic noise landscape of VQA. QISMET tries to eliminate the effect of VQA transient errors to the maximum extent possible—lowering the red line in Fig.1 to bring it close to the blue line (shown in green). Other error mitigation techniques can be added orthogonally to bring the blue line (and, by extension, QISMET’s green line) closer to the orange ideal scenario.

QISMET is built with three key insights: (1) QISMET identifies a key capability in VQAs: a previous VQA iteration acts as an optimal reference circuit to estimate the effect of transient errors on a current VQA iteration. To utilize this, the current execution block reruns the reference circuit from the previous iteration, and the difference between the VQA outcomes is estimated. (2) Using traditional per-iteration gradient calculation, combined with QISMET’s novel transient error estimation, QISMET is able to predict an estimate of the transient-free gradient for every iteration. (3) Finally, QISMET designs a controller to decide if a particular iteration is acceptable to VQA or not. A VQA iteration is accepted only if the direction of the observed VQA gradient from the machine loosely matches the direction of the predicted transient-free gradient (relative to the previous iteration). In other words, a new set of VQA parameters is accepted only if the machine estimation of the parameters being good or bad, relative to the current parameters, matches the predicted transient-free estimation of the same (within some margin of error).

**Contributions and Results:**

1. To the best of our knowledge, this work is among the first to study the effects of transient errors on VQAs.
2. This paper proposes QISMET, which actively avoids instances of high fluctuating noise which have a significant transient error impact on specific VQA iterations and can severely impact VQA accuracy and convergence.
3. To achieve this, QISMET estimates transient error in VQA iterations and designs a controller to keep the VQA iteration gradients faithful to the transient-free scenario.
4. By doing so, QISMET efficiently mitigates a large portion of the effects of transient noise on VQAs and is able to improve the fidelity of VQAs by 1.3x-3x over a traditional VQA baseline, across different applications and machines, with 1.6-2.4x improvement over alternative approaches.
To diligently analyze the effects of transients, this work also builds transient error noise models for target VQA applications from observing real device transients. These are then integrated with the Qiskit simulator.

2 BACKGROUND

Quantum Information: A qubit can exist in a linear superposition of the basis states $|0\rangle$ and $|1\rangle$, taking the form of $|\psi\rangle = \alpha|0\rangle + \beta|1\rangle$. Together with other QC capabilities, this gives rise to the potential for quantum computers to outperform classical computers in certain applications. Qubits are manipulated through gates that modify their probability amplitudes, i.e., the coefficients of $|0\rangle$ and $|1\rangle$. There are many non-trivial single-qubit gates that can modify qubit state. Pairs of qubits can be manipulated via multi-qubit interactions such as the two-qubit controlled-$X$, or $CX$ gate. Together, these enable universal quantum computation.

Noise in the NISQ era: NISQ devices are error-prone and up to 100 qubits in size today [33]. These devices are extremely sensitive to external influences and require precise control, and as a result, some of the biggest challenges that limit scalability include limited coherence, gate errors, readout errors, and connectivity. We will dive deeper into different noise sources and errors in Section 3. Multiple forms of error mitigation strategies have been proposed to correct different forms of quantum errors. These include, but are not limited to, noise aware compilation [28, 40]; correcting measurement errors [8, 39]; scheduling for crosstalk [10, 29]; extrapolating for zero noise [20, 22, 23, 41]; decoherence mitigation through dynamical decoupling [7, 16, 18, 32, 38], spin-echo correction [15], gate scheduling [37]; etc. In addition, some of these can be used in conjunction to achieve better fidelity [34]. Many of these techniques make deployment decisions that are dependent on noise characteristics of qubits and gates which have to be captured through expensive full machine characterization, and are thus captured only at some coarse granularity of time (e.g., roughly once a day on IBMQ machines). Therefore, they are suboptimal in the presence of fine-granularity dynamic fluctuations.

Variational Quantum Algorithms: Variational algorithms expect to have innate error resilience due to hybrid alternation with a noise-robust classical optimizer [25, 30]. An overview of this process is illustrated in Fig. 2. There are multiple applications in the VQA domain such as the Quantum Approximate Optimization Algorithm (QAOA) [11] and the Variational Quantum Eigensolver (VQE) [30]. Our applications in this work target VQE but QISMET is broadly applicable across all VQAs. An important application of VQE is the ground state energy estimation of a molecule, a task that is exponentially difficult in general for a classical computer [14]. Estimating the molecular ground state has important applications in chemistry, such as determining reaction rates and molecular geometry. At a high level, VQE can be conceptualized as a guess-check-repeat algorithm. The check stage involves the preparation of a quantum state corresponding to the guess. This preparation stage is done in polynomial time on a quantum computer, but would incur exponential cost in general on a classical computer. This contrast gives rise to a potential quantum speedup for VQE [14]. The quantum circuit used in each iteration of VQE (and VQA in general) is termed an ansatz which describes the range of valid physical systems that can be explored and thus determines the optimization surface. Traditionally, the ansatz is parameterized by 1-qubit rotation gates. The VQA problem is represented as a Hamiltonian and is a linear combination of multiple Pauli terms. The lowest eigenvalue of the Hamiltonian corresponds to the system’s ground state energy [25]. Every iteration, the VQA objective function calculates the expectation value of this Hamiltonian. This objective function is derived from ansatz measurements over different bases. An illustration of this is shown in Fig. 8.

Classical Tuning for VQAs: The classical tuner/optimizer vari-}

3 MOTIVATION: TRANSIENT NOISE AND ITS IMPACT

3.1 Device Level

Non-uniformity among superconducting (SC) transmon qubits degrades the capacity of many near-term QC’s to execute meaningful quantum workloads. At the physical level, every superconducting transmon qubit is unique because of the unavoidable process variation during device fabrication. These unintended differences across a quantum chip are called defects. One of the most severe defects that stochastically appears during transmon manufacture is a two-level system (TLS) [27]. The name TLS might be confusing because a qubit, when working as intended, is also a system with two levels. However, the difference is that a TLS defect is inopportune placed such that it destructively couples to qubits during computation, significantly reducing the duration of time in which quantum state information can be maintained [24].
The Josephson Junction (JJ), or two superconductors separated by a thin metal-oxide insulator, is the critical component of the transmon qubit [12]. JJs are delicate components that must be fabricated with ultimate precision to achieve properties that enable the superconducting circuit to hold quantum state. Unfortunately, microscopic defects like TLS, taking the form of impurities inside materials or irregularities in atomic crystal structure, can appear in areas within the oxide layers or on the surface of the chip. TLS defects take on their own charge properties, and because each defect is unique, TLS is difficult to characterize. If TLS is close in proximity to the active components of the transmon, parasitic coupling causes qubit energy to be absorbed, causing fluctuation in qubit parameters such as $T_1$ (amplitude) and $T_2$ (phase) coherence times. Since transmon quantum systems are dynamic with evolving electric fields and states within JJs, the coupling strength of TLS that is near-resonant to a qubit varies over time, causing the qubit fluctuations to themselves be transient in nature [9, 36]. Apart from TLS, qubit parameters are also affected (potentially to a lesser degree) by thermal fluctuations, magnetic flux, quasi-particles, etc. [9, 19].

Fig.3 shows transient fluctuations in $T_1$ times observed over 65 hours on a transmon qubit [9] for reasons described above. It should be noted that not all fluctuations in $T_1$ times are detrimental to a target circuit. We expect circuits to suffer significant fidelity impact only from fluctuations that result in very low $T_1$ times. These are the outliers that are circled in the figure. Our expectation that impactful transients are an exception rather than the norm is evident in our analysis in the rest of this section and in our quantitative results. Furthermore, other fluctuating qubit parameters can also have significant impact; $T_1$ times are just one example.

### 3.2 Circuit Level

Fluctuations in $T_1$ times and other qubit/gate-level characteristics impact the execution of quantum circuits. The severity of impact could depend on:

- **Width of the QC**: More number of qubits increases the probability of high impact transients on some (or at least one) of the qubits,
- **Depth of the QC**: i) Deeper circuits are closer to the decoherence limit; therefore, a transient decrease in $T_1/T_2$ times can severely reduce circuit fidelity, and ii) deeper circuits usually imply more CX gates, which provide more sites for a substantial impact of error fluctuation,

Examples of the impact of transients on circuit fidelity are shown in Fig.4. The two primary figures show circuit fidelity data collected over a 45-hour period. Each data point is the average circuit fidelity obtained over a batch of 140 circuits over a one-hour period. The top circuit is a 4-qubit circuit with a depth of 6 CX gates. The average fidelity is around 83% and the total variation in fidelity is only around 5%. The bottom circuit is 8-qubits with a depth of approximately 50 CX gates. The average fidelity is around 25% and the variation is a concerning 35%. The zoomed figure at the bottom shows the fidelity variation over one of the batches, nearly 100% variation across the batch. The dashed line indicates a 90% threshold - in our applications we find that avoiding the extremes beyond this 90% is the most beneficial trade-off. More on this in Section 7.7.

### 3.3 Application Level (VQA)

Finally, the impact of transient errors on quantum circuits have a cumulative effective on long-running applications such as VQAs whose outcomes are influenced by per-iteration circuit fidelity. Discrepancies in gradient evaluations caused by transient noise fluctuations can lead the classical tuner to proceed along unfavorable directions in the VQA space, severely impeding convergence and accuracy. Section 4.1 discusses this in more detail.

A severe case of transient error affecting VQA is shown in Fig.5. This is obtained from an experiment run on IBMQ Jakarta over
Figure 5: Extreme impact of transient errors on VQA tuning (multiple sharp spikes), from an experiment run on IBMQ Jakarta over a 24-hour period.

roughly a 24-hour period. While we would ideally expect this VQA to somewhat monotonically converge to the minimum, multiple sharp spikes caused by transient fluctuations are seen. The spikes shown here are not the result of the optimizer jumping out of local minima - such spikes are smoother and of lower amplitude. Although the detrimental impact of some transient fluctuations might be negated over a few iterations (for instance, in the case of the first circled spike), others fluctuations have a more lasting impact (second circled spike). The end expectation value reached at the end of 500 iterations is no better than that at 100 iterations, clearly showcasing the detrimental impact of transient noise. While such severe impacts might not always occur, milder scenarios are very common and are still detrimental, especially for long running use cases.

4 QISMET PROPOSAL

4.1 Navigating the Dynamic Noise Landscape

In every iteration of VQA, a classical tuner evaluates the gradient along a particular direction. Subsequently, it chooses directions which are some function of the prior evaluated gradients. Although different optimizers might implement this in various ways, most gradient-based approaches are some interpretation of the above. For instance, in a simple steepest-path approach, the direction with the steepest gradient (towards the optimum) is chosen. This tuning approach is built on the fundamental assumption that the direction gradients evaluated are affected by the same noise environment.

Fig.6 shows the VQA landscape for a minimization task under different scenarios. The blue dot represents the current configuration. The other dots represent different VQA configurations evaluated by the tuner towards picking a subsequent configuration. The dot positions along the Y-axis show their objective function estimates obtained on the machine in the presence of transients. Dots above the dashed line are perceived by the VQA tuner to worsen the objective while those below are perceived to improve it (‘perceived’ because the true transient-free estimates can be different from the machine obtained estimates, which could be skewed by transients). The color and number of each dot is indicative of its true objective function estimate in the absence of transients - note that these true estimates are not simply known in reality. Green dots improve the objective while red dots worsen it and the numbers indicate the magnitude. In a steepest-gradient approach, the VQA tuner would ideally want to select the true minimum - a green dot with highest magnitude number. But in reality it picks the perceived minimum - i.e., the dot which is lowest in the vertical direction (indicated by arrow). This setting is key to understanding the impact of transients on VQA and the QISMET solution.

The ideal scenario with no transients is illustrated in Fig.6.a. Here, the configuration selected by the tuner, which is the lowest vertically, is, in fact, the green dot with highest magnitude (green-6). This is because the true and perceived estimates are equal in an ideal transient-free setting. Thus, it selects the true minimum among the evaluated samples. The effective VQA objective progress is shown in the inset at the bottom (moving lower is better) - in this case, it is optimal.

Unfortunately, this is often not the case in reality as shown in Fig.6.b. Transient noise induces discrepancies in the gradient evaluations, and this can cause the tuner to perceive configurations differently from their transient-free true estimates. This is indicated in the figure by the colors/magnitudes not being correlated with vertical positions. Some true good configurations are perceived as bad (green dots above the dashed line) and some true bad configurations are perceived as good (red dots below the dashed line). Furthermore, in this scenario, the perceived minimum which the tuner selects, i.e., the lowest dot in the vertical direction, is in fact a true bad configuration (red-3). Choosing this configuration throws the VQA optimization significantly farther from the optimum, creating upward spikes as seen in Fig.5 and thereby derailing accurate convergence. VQA progress is shown in the inset - the VQA objective worsens.

Fig.6.c shows how QISMET would navigate this realistic landscape with transient errors. By estimating the transient noise (discussed in Section 5.1), QISMET tries to identify which perceived gradients are opposite in direction to their true gradients. In other words, from Fig.6.b QISMET tries to predict which green dots are above the dashed line and which red dots are below. It then re-executes these configurations on the quantum device until they are aligned with their true gradient directions (i.e., greens go below the dashed line and reds go above) or the retry budget is exhausted. In Fig.6.c, the retried configurations are circled in black. Over the retrials, most (but not all) configurations realigned with their true gradient directions. The realignment would happen for a configuration if it is able to execute in an instance of low transient noise - this is highly probable since transients of significant detrimental effect are fairly uncommon (as seen in Figures 3 and 4). Eventually when selecting the new configuration, the tuner again selects the perceived minimum, i.e., the lowest vertical dot, but now this is a good true minimum (green-5), even if it is not the best (which was green-6 in the ideal case). Since the selected configuration is still a good true minimum it does not derail the VQA optimization even in the presence transients. VQA progress is shown in the inset - the VQA objective improves, even if not optimal (compared to the ideal
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Figure 6: QISMET navigating the VQA landscape. The pale blue dot represents the current configuration. Other dots represent different VQA configurations evaluated by the tuner. Y-axis positions indicate objective estimates (skewed by transients) as perceived by the VQA tuner - below the dashed line is perceived to be good. Numbers indicate true (transient-free) magnitude of objectives, while red and green indicate bad and good respectively. (a) In the ideal scenario, true and perceived estimates match and the tuner picks the true minimum (green-6). (b) In reality, the perceived minimum chosen by the tuner is a true bad configuration (red-3). (c) By estimating the transient effects, QISMET identifies some transient-affected configurations to be rerun. These are circled in black. Rerunning these configurations enables most of them to escape significant transients, thus most true and perceived estimates get reasonably aligned. The perceived minimum is then chosen, which is green-5. The inset squares show effective VQA objective progress (moving lower is better).

4.2 Per-iteration QISMET Functionality

Fig.7 shows an instance of how QISMET functions over multiple iterations of VQA. A sequence of VQA ‘jobs’ are run on the quantum machine - each job is a collection of independent circuits. If VQA is run with some error mitigation (measurement error mitigation, for example), job \( i \) would consist of circuits corresponding to the \( (i)^{\text{th}} \) VQA iteration (orange inner box) and some related error mitigation circuits (dark gray inner box). QISMET adds some reference circuits to job \( i \). These are the repeated circuits from the \((i - 1)^{\text{th}}\) VQA iteration (yellow box). Circuits in the other jobs shown can be similarly inferred from the figure. Progress in the VQA algorithm is determined by the QISMET controller which is shown in the triangle labeled ‘C’ between jobs. The following steps can occur:

1. Upon executing job \( \alpha \), the QISMET controller takes as input: a) iteration \((i - 1)^{\text{th}}\) circuits from the previous job \( \omega \) (yellow), b) its repetitions in the current job, i.e., iteration \((i - 1)^{\text{th}}\) circuits in job \( \alpha \) (yellow), and c) the primary circuits of job \( \alpha \), which correspond to iteration \((i)^{\text{th}}\) (orange). In this case, the controller is shown to make the decision that the impact of transient noise on the \((i)^{\text{th}}\) iteration is reasonable.

2. Thus, VQA proceeds to job \( \beta \) with its primary circuit as VQA iteration \((i + 1)^{\text{th}}\) (blue), along with other circuits, as shown in figure.

3. After completion of job \( \beta \), the QISMET controller now takes as input: a) the iteration \((i)^{\text{th}}\) circuits from the previous job \( \alpha \) (orange), b) its repetitions in the current job, i.e., iteration \((i)^{\text{th}}\) circuits in job \( \beta \) (orange), and c) the primary circuit of job \( \beta \), which correspond to iteration \((i + 1)^{\text{th}}\) (blue). In this instance, the controller is shown to make the decision that the transient noise impact is significant and can be detrimental to VQA.

4. Therefore, VQA does not proceed. Instead the VQA iteration \((i + 1)^{\text{th}}\) circuits along with other circuits are repeated via job \( \gamma \) (hence same coloring as job \( \beta \)). Note: since some transients effects can stay for extended time periods, the number of such rejections and repetitions is limited to some small max-out.

5. When the controller checks again (note that it obtains the iteration \((i)^{\text{th}}\) circuits in orange from job \( \alpha \)), it is deemed that significant fluctuation has passed and the current impact of transient noise is within reasonable limits.

6. Thus, VQA proceeds to job \( \delta \) with the primary circuit as VQA iteration \((i + 2)^{\text{th}}\), along with other circuits.

By taking steps as described above, the QISMET controller is able to navigate the dynamic noise VQA landscape, making decisions to the effect of Fig.9 as discussed in Section 4.1. Transient error estimation is discussed in Section 5.1 and controller logic in Section 5.2.

5 QISMET DESIGN

The QISMET proposal has two major components. The first component estimates transient error in each VQA iteration and uses this to make transient-free predictions. The second component uses the transient-free predictions to skip/retry particular iterations which are deemed harmful to VQA convergence.

5.1 Transient Estimation, Transient-Free Prediction

Fig.8 is a detailed expansion of any single iteration of Fig.7. Note that no error mitigation circuits from Fig.7 are shown. The left of Fig.8 shows the VQA iteration \((i)^{\text{th}}\) circuit that was run in the ‘previous’
job α. Its objective function (or energy) estimation on the machine is denoted by $E_m(i)$. To its right is ‘current’ job β in which two circuits are shown. The left circuit is the rerun of iteration ($i$) and its energy estimation on the machine is denoted by $E_{mR}(i)$. The right circuit is the iteration ($i + 1$) VQA circuit and its energy estimation on the machine is denoted by $E_m(i + 1)$. The machine gradient for iteration ($i + 1$) is $G_m(i + 1)$ and is the difference between the machine energy estimates of iterations ($i + 1$) and ($i$). This is the gradient estimate that a traditional VQA tuner would use towards parameter selection for the next iteration. QISMET estimates the transient error in iteration ($i + 1$) i.e., $T_m(i + 1)$, as the energy difference between the rerun of iteration ($i$) in job β and its original run in job α. QISMET then predicts the transient-free energy for iteration ($i + 1$) i.e., $E_p(i + 1)$, relative to ($i$) by removing the transient error component from $E_m(i + 1)$. The predicted transient-free gradient is then $G_p(i + 1)$. Equations are shown to the right of Fig.8. This data is passed onto the QISMET controller which is discussed next in Section 5.2.

Note that this assumes that the impact of the transient error on iteration ($i + 1$) is the same as that on iteration ($i$). Although this is not necessarily exactly true, circuit ($i$) is the closest possible reference circuit for transient noise estimation on circuit ($i + 1$), so its choice is justified.

### 5.2 Gradient Faithful QISMET Controller

Fig.9 is an illustration of different scenarios presented to the QISMET controller and the corresponding decisions made so that it achieves the navigation illustrated in Fig.6. The intuitive idea is that the controller accepts VQA iterations only if the directions of the true gradients (i.e., gradients obtained
In (d) and (e), the machine gradients and predicted transient-free gradients of \((i + 1)\) wrt \((i)\) are both negative, thus this iteration is acceptable.

In (c), the machine estimate for \((i + 1)\) has a positive gradient wrt \((i)\), but since the transient noise is significantly large, the predicted estimate (after negation of the transient noise) has a negative gradient. This is unacceptable since it makes a potentially bad VQA configuration be interpreted as a good one.

(f) is the inverse of (c) - again unacceptable because it makes a good VQA configuration be interpreted as bad.

Finally, the gradient swings within a specified error threshold region (pink shaded region) are always accepted. This is to avoid frequent skipping on less impacting transients. This is discussed and evaluated in Section 7.7.

5.3 Other Skipping and Filtering Techniques

It could be argued that an alternative intuitive solution is to avoid all instances in which transient noise is greater than some set threshold. The controller could simply be designed to skip a VQA iteration \((i)\) if \(\left|\text{abs}(\text{transient error}(i))\right| > \tau\). We find that such a solution is unsuitable because many transients (even of reasonable magnitude) that are constructive to VQA progress, are skipped, thus, affecting accuracy and substantially delaying convergence. A quantitative comparison is discussed in Section 7.3.

The above is a fundamental difference between the QISMET gradient faithful controller and other filtering techniques that are common in classical computing (such as in signal processing). For example, Kalman filtering [45] is a signal processing approach that uses a system’s environment model, some known inputs to that system, and multiple noisy measurements (say, from sensors), to build an understanding of the system’s noise/variation, and then calculate noise-free estimates. It is generally suitable to application settings with dynamic variations similar to our focus in this work. A key feature of such filtering techniques is that they treat all forms of measurement variance to be the same and eliminate the variance in a principled way by inferring some information from multiple measurements.

Unfortunately, this is less suited to the VQA tuning landscape. As discussed in Section 5.2, not all transients are harmful to VQA progress and only those that flip the gradient directions are detrimental and need to be avoided. From Fig.9, let’s consider scenarios (a) and (c). While both have significant transient error magnitudes, (a) is not detrimental to VQA progress and is accepted by QISMET while (c) is deemed detrimental and is rejected. In contrast, the Kalman Filter (and related techniques) will incorporate some information from both (a) and (c) towards its elimination of noise and estimation of the true value. When carefully tuned, the differences in these scenarios can be incorporated into the filter to some extent, but its efficiency will be limited. With less careful tuning, the filtering might, in fact, prove to be detrimental. We quantitatively showcase different filtering scenarios in Sec.7.4.

It should also be noted that Kalman and other classical filtering techniques work best when the signal and noise follow some specific fairly stable characteristics. Unfortunately, as per our current understanding of quantum devices, the transient noise dynamism
Table 1: TFIM VQA applications for simulation

| Application | Qubits | Ansatz | Reps | Machine + trial |
|-------------|--------|--------|------|-----------------|
| App1        | 6      | SU2    | 2    | Toronto (v1)    |
| App2        | 6      | RA     | 4    | Guadalupe (v1)  |
| App3        | 6      | RA     | 4    | Guadalupe (v2)  |
| App4        | 6      | SU2    | 4    | Toronto (v2)    |
| App5        | 6      | RA     | 8    | Cairo (v1)      |
| App6        | 6      | RA     | 8    | Casablanca (v1) |

is largely non-deterministic and constantly varying over fine granularities of time.

6 METHODOLOGY

6.1 Applications and General Infrastructure

QISMET is a software optimization that can be integrated with any VQA classical optimizer. We implement it in Python and use it with the Qiskit VQA framework [5], through which it interacts with quantum execution.

We limit ourselves to one VQA domain, the VQE, which was introduced in Section 2. Due to noisy machine limitations on circuit width and depth, applications are restricted to 6 qubits. Our evaluations encompass 2 Hamiltonians, 6 different ansatz, and 7 IBMQ machines (as well as simulation). We primarily use the SPSA classical tuner across all our evaluations.

Our primary focus is the one-dimensional TFIM (Transverse Field Ising Model) Hamiltonian, which is an ubiquitous model that has applications in understanding phase transitions in magnetic materials [42]. The TFIM is a desirable system since it is exactly solvable via classical means. Further, the Hamiltonian is easily constructed to create small problem sizes. We also evaluate the potential energy of the Hydrogen molecule over bond lengths of 0.4 - 2 Å.

We use the hardware efficient SU2 [2] and RA [1] ansatz which are of low depth and therefore suited to NISQ devices. The number of block repetitions in the ansatz is varied between 2, 4 and 8 repetitions. IBM Q machines targeted for machine runs are Guadalupe (27q), Toronto (27q), Sydney (27q), Casablanca (7q), Jakarta (7q), and Mumbai (27q). IBM Q machines from which traces are generated for simulation are Guadalupe (27q), Toronto (27q), Cairo (27q), and Casablanca (7q). Machine details can be found on the IBM Quantum Systems page [3]. TFIM simulation application details are summarized in Table 1.

6.2 Building Transient Noise Models for Simulation

While execution on real quantum machines is a must for the holistic evaluation of application fidelity, sufficient access to machines is still limited today, especially for long-running applications such as VQAs. Further, fair evaluation requires a deterministic environment across different points of comparison, as well as reproducible results to validate and improve upon the proposal. To enable longer VQA runs in a deterministic environment and for reproducible comparisons, we are required to explore the use of IBM’s quantum simulator (via Qiskit). Unfortunately, the noise models traditionally available to Qiskit are static over the period of a machine’s calibration cycle - they are refreshed roughly once per day.

To enable fine-granularity transient noise analysis in simulation, we build transient error traces for our target application-machine combinations. Per-iteration transient effects on VQA are captured and normalized to the magnitude of the VQA estimations. These transient effects are composited into a data structure and integrated into Qiskit’s VQA framework. In each simulated VQA iteration, an instance of transient noise is accessed from the data structure corresponding to the particular application-machine pair. This transient noise is factored in with existing static components from Qiskit’s noise models.

Furthermore, the magnitude of transient noise can also be varied to perform a wider range of analyzes, as shown in Fig.10. The figure shows a variety of transient noise magnitudes applied to a VQA application, varying from 0-50% of the ideal VQA objective estimations. Intuitively, it is evident that as the impact of transient noise increases, the accuracy and convergence of the VQA estimates worsen. Similar experiments can be performed to test the capability of new proposals - we use this simulator to extensively evaluate QISMET.

6.3 Evaluation Comparisons

We evaluate QISMET based on VQA energy estimates (using the standard Hartree Energy metric when applicable). In one or more experiments, we compare:

Baseline: Traditional VQA employing measurement error mitigation but no mitigation for transient errors.

QISMET: Baseline + control to estimate transients and skip/rerun iterations when appropriate. The QISMET error threshold is set so as to skip at most 10% of the iterations (found to be the most suitable - Section 7.7).

Blocking: A Qiskit SPSA optimization that only accepts VQA updates that move towards the objective.

Resampling: SPSA optimization that increases the number of times the gradient is sampled (we use 2x).

2nd-order: A Qiskit SPSA optimization that estimates second-order derivatives to condition the gradient.

Noise-free: An ideal scenario without any form of error (run on the Qiskit simulator).
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QISMET-conservative: QISMET with threshold set to skip at most 1% of the VQA iterations.

QISMET-aggressive: QISMET with threshold set to skip at most 25% of the VQA iterations.

Only-transients: An alternative proposed technique that skips VQA iterations if the estimated transient error is larger than some specified threshold.

Kalman: A classical filtering approach discussed in Section 5.3. It requires tuning filter hyper-parameters such as the Transition Coefficient (T), which is a linear estimation of the slope of the noise-free curve, and the Measurement Variance (MV), which is related to the variance in the noisy measurements.

7.1 Real Machine Experiments

First, we analyze VQA experiments run on the real IBMQ quantum machines. Note that the number of iterations that we can run on these machines is limited due to access constraints.

Fig.11 shows a comparison of QISMET against the baseline on a 6-qubit TFIM VQA on IBMQ Guadalupe. Both versions of the application are run for around 270 iterations, over a 48 hour period. The versions are run in a synchronous manner, so each iteration of the baseline is run temporally adjacent to the corresponding iteration of the QISMET version. Many instances of moderate transient error impact the baseline - two phases with transient errors are circled. While the baseline quickly recovers from the first transient phase, the second phase is more harmful, causing the VQA accuracy to somewhat stagnate over the next 50-100 iterations. These transient phases are predominantly avoided with QISMET, leading to a 40% improvement in VQA estimation over 270 iterations.

Fig.12 shows a comparison of QISMET against the baseline for the same 6-qubit TFIM VQA on IBMQ Sydney. Both versions of the application are run for around 350 iterations, over a 48 hour period. While the machine behavior is smooth for most of the tuning period, there is a single phase of significant turbulence (circled) which heavily impacts the baseline. QISMET is able to avoid this turbulent phase - QISMET is especially effective here since the transients only occur for a few iterations - once QISMET skips those errors, it is able to continue its steady progress, achieving a 50% improvement over the 350 iterations.

Fig.13 shows the QISMET benefits over the baseline on the primary vertical axis and the number of iterations run on the secondary vertical axis. Results are shown across 6 different IBM Q machines. QISMET improves the measured VQA expectation by by 29-51% across the machines, with a mean improvement of 39%. These improvements are achieved over 200-450 VQA iterations run on the devices. We expect that the relative QISMET benefits would be greater if more iterations were run since there would be increased potential for more transients to impact the baseline.
7.2 Comparing against SPSA Optimization Schemes

Fig. 14 shows simulated evaluations of App2 (see Table 1) for five schemes - Baseline, QISMET, Resampling, Blocking and 2nd-order. These are introduced in Section 6. Simulations are run for 2000 iterations using the SPSA tuner, with convergence generally beginning at around 1250 iterations. QISMET performs best, achieving a VQA expectation of -1.5, which is a 65% improvement over the baseline.

The Blocking and Resampling schemes also show some improvement over the baseline. While the Blocking scheme can avoid transient errors that move VQA away from the objective, it also hurts the ability to escape from local minima. Similarly, while the Resampling scheme’s improvement in samples offers some transient robustness, it has twice the computational cost per iteration and therefore can be 2x slower to converge. Therefore, the VQA improvements obtained from these are around 30% lower than QISMET. The 2nd-order scheme uses 2nd-order derivatives to influence the gradients calculated in each iteration. We observe this scheme to in fact be detrimental in the presence of transients - imperfect 2nd-order derivatives can potentially skew the gradients even further away from optimal. This scheme performs 35% worse than the baseline and roughly 2.5x worse than QISMET.

7.3 Alternative Only-Transients Skipping Approach

Fig. 15 shows the alternative skipping approach discussed in Section 5.3, evaluated for App1. Thresholds (based on which the controller decides to skip or not) vary from a very high threshold, which keeps the % of skips below 1% (99p), to a low threshold, which allows up to 50% of the iterations to be skipped (50p). In all scenarios, the resulting VQA estimates are worse than the baseline and the higher skipping thresholds always perform better. This is clearly indicative that the skipping technique is more harmful than useful, motivating the need for a more intelligent approach such as QISMET.

7.4 Comparing against Kalman filtering

Furthering the discussion in Section 5.3, we compare different Kalman instances (with different values of T and MV parameters - details in Section 6.3) in Fig. 16. We show its evaluation for App6, against the Baseline and Qismet, for 500 iterations, in simulation. Here, the Kalman filtering is applied on top of the noisy VQA tuning performed with SPSA. Note here that the T and MV values are tuned via an oracle approach, with noise known apriori, purely to maximize benefits.

We show 6 different Kalman instances with MV=0.01/0.1 and T=0.9/0.99/1 in Fig. 16. A low MV value indicates that the filter assumes low influence of variation in the machine measurements - thus the filter does not actively combat it. Thus, any instance of high transient noise significantly impacts the filter (seen in the pink line, for example). A high MV value indicates the possibility of high variation influence in the measurements - so the filter actively avoids this. Unfortunately, the filter is unable to differentiate between machine noise and actual algorithmic variance (navigating local minima etc) - thus, this filtering technique saturates quickly and poorly (seen in the dark blue line, for example). A T value far away from 1 imposes a forced downward descent on the estimated values - while this is helpful in true downward slopes, it is bad for escaping minima. In this application example, the most stable low estimate is produced by (MV=0.1, T=1) whereas the lowest but an erratic estimate is produced by (MV=0.01, T=1). While the estimates are as much as 1.4x better than the baseline, QISMET estimates are 3x better than the best Kalman variant, while also being stable.

7.5 Simulated Comparisons for Multiple Benchmarks

Next, in Fig. 17 we perform evaluation comparisons for five schemes - QISMET, Blocking, Resampling, 2nd-order , and Kalman filter, across the six applications listed in Table 1. All evaluations are simulated for 2000 iterations and optimized with the SPSA tuner. QISMET provides consistent benefits, always outperforming the baseline and competing schemes, achieving mean improvements
of 2x (up to 3x), 1.7x, 1.6x, 2.4x, and 1.85x respectively. Note that Blocking and Resampling schemes are inconsistent, offering a mean improvement over the baseline (1.2-1.25x), but perform worse on some applications (highlighted in red). As noted earlier, while these schemes have some robustness to transients, they are slow to accurate convergence due to increased per-iteration evaluation. The 2nd-order scheme consistently performs worse than the baseline and is not observed to be a suitable solution for transient errors. The Kalman filter hyper-parameters are tuned as discussed in Section 7.4 and only the best-case results are shown. While there is non-negligible improvement over the baseline, the benefits are fairly low due to the reasons described in Section 5.3. Clearly, Qismet achieves a considerably higher improvement. Also, the best Kalman instance varies across different applications, further highlighting the challenges. Finally, it should be noted that Qismet benefits are generally greater for deeper circuits and/or on traces from noisier machines. This is intuitive and in line with the discussion in Section 3.2.

7.6 Multi-VQA Experiments for Molecules
In molecular chemistry, it is important to estimate the difference in VQE estimates across multiple Hamiltonians [43]. Here, each Hamiltonian models a particular geometry of the molecule (usually different bond lengths), and the VQE estimate is a measure of the molecular potential energy. The difference between the energy estimates at different bond lengths is indicative of the chemical reaction rates for the molecule of interest. If transient noise affects some of the VQA experiments more than others, then the difference in energy estimates can be very skewed.

Fig.18 shows potential energy estimation for the $H_2$ molecule through simulation. This simulation setup only uses transient noise and no static noise component. Estimations are performed for 10 different $H - H$ bond lengths, each corresponding to a unique Hamiltonian and VQE experiment. The ideal noise-free scenario is shown, along with estimates obtained with Qismet and the baseline. Clearly, Qismet provides high-accuracy estimates, and the shape of the bell curve closely models the noise-free scenario. On the other hand, the baseline steadily deviates away from noise-free. Greater deviation is expected at higher bond lengths since the quantum component of the potential energy is more significant in this region (and therefore, so is the quantum error).

Figure 18: Effect of transient noise on multi-VQA experiments, shown by energy estimation of $H_2$.

7.7 Sweeping the Qismet Error Threshold
In Section 5.2, we discussed the use of a threshold to control the fraction of transients that are skipped by the Qismet controller. In Fig.19 three different thresholds are analyzed along with the baseline - these were introduced in Section 6. The evaluation is shown for two simulated use cases which experience low and high transient noise respectively.

Figure 19: Different Qismet error thresholds are analyzed on two simulated use cases which experience low and high transient noise respectively.
with low transient noise - too many iterations with low transient noise are skipped unnecessarily which delay convergence. In the scenario with high transient noise, the aggressive threshold still achieves considerable benefit since there are enough such impacting transients to skip. The best-case threshold is a good trade-off and is able to achieve the highest benefits in both scenarios, achieving a 1.2x and 3x improvement over the baseline, respectively. Note that intelligent dynamic thresholding can potentially be used to improve these benefits further, but is beyond our current scope.

8 DISCUSSION

8.1 Tuning QISMET Parameters

There are two tunable parameters in the QISMET framework. The more impactful one is the error threshold, which is discussed in Section 5.2 and evaluated in Section 7.7. If transient errors are very few and of very large magnitude, then conservative thresholds are suitable—QISMET will predominantly follow the baseline and only avoid the transient errors which clearly stand out as egregious occurrences. On the other hand, transient errors which are more frequent and of magnitudes that are not too large but still detrimental, will benefit from more aggressive thresholds.

The other tunable parameter is the retry budget or the maximum number of repetitions that QISMET will perform on any iteration that does not meet the error threshold. In this work we fix this to 5 repetitions. The optimal number for this budget could be derived from an understanding of the typical time duration for which transient effects last. As long as the execution time taken by the retry-budget number of repetitions is slightly greater than the transient error duration, then an instance without the transient error’s effects can be achieved for the given iteration. At the same time, if some device characteristic change occurs for a long time duration, i.e., it is not transient (e.g., machine re-calibration), then we would want the change to be quickly accepted by QISMET, and adapted to by the VQA tuner in future iterations. From our real device experiments, we observe that transient errors disappear in one or two repetitions.

8.2 QISMET Suitability

QISMET is most effective and has most significant benefits when transient errors are of high magnitude and of reasonably short duration. Such instances can be identified and skipped in just a single trial. Our empirical machine observations suggest that this is often the case. Transients of lower magnitude are not harmful to either QISMET or the baseline. There are some particular scenarios in which QISMET could perform poorly. One, if transient errors are gradually accumulating, then the errors would always be acceptable to the threshold but they might push VQA far from optimality. In this scenario though, QISMET would perform no worse than the baseline. Two, if high magnitude transient errors are of very long duration, then the effect of the transient is accepted after a retry budget worth of skips—thus, the negative impact on VQA estimation is similar to the baseline, but QISMET also suffers from lost iterations in this scenario—thus QISMET is worse off. While there could be other adversarial scenarios that negatively impact QISMET, quantum devices are too noisy today for contrived adversarial patterns to have any realistic likelihood of occurrence over a prolonged period.

8.3 QISMET Overheads

QISMET requires that each execution instance runs the current VQA iteration as well as a rerun of the previous iteration. In the absence of other error mitigation and/or supporting circuits, this means that the circuit execution overhead of QISMET is at least 2x (compared to a baseline with no transient errors). For the above scenario, in the absence of no skips, the overhead is exactly 2x, whereas the overhead increases with the number of skips. On most fairly reliable machines, the number of skips is extremely small—only the egregious transients are being avoided. However, it should be noted that error mitigation circuits (such as those to combat measurement errors) are often run alongside the primary circuit. These supporting circuits are often many in number, scaling in proportion to the number of measurement bits. In the presence of such circuits, QISMET overheads are reduced. Further, any QISMET overhead will only be negatively reflected if transients are entirely absent—in practical settings which do have some transients, avoiding them with QISMET substantially lowers the overall iteration and execution time cost.

Kalman comparison: While, at first glance, it may seem that there are no overheads to the Kalman filtering (since circuits are run only once), it should be noted that the oracle (or any) approach used to tune the hyper-parameters requires some profiling, which would likely be much more expensive than the QISMET scenario, as described above.

8.4 Other Classical Techniques

In Sec.7.4, we showed that QISMET can substantially outperform classical filtering techniques such as the Kalman filter. Other filtering techniques are also available, such as Constant False Alarm Rate (CFAR) [35] detection, which is used in radar systems to detect target returns against a background of noise and interference. Similar to Kalman, they are limited in their capability to avoid specific detrimental transients. Finally, while the above filtering techniques are fairly unsupervised, supervised techniques are impractical since there is no useful labeled training data available, since the data would have to be machine-application pair dependent and stable over long periods of time.

9 CONCLUSION

Transient errors can be very detrimental to quantum computing in the NISQ era, especially for long-running applications such as VQAs. This paper proposes QISMET to navigate the dynamic noise landscape of VQA. It actively avoids instances of high fluctuating noise which can have a significant transient error impact on specific VQA iterations. To achieve this, QISMET estimates transient noise in VQA iterations and designs a controller to keep the machine-obtained iteration gradients (specifically, their directions) faithful to their corresponding transient-free predicted estimates.
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