Inference of Stochastic Dynamical Systems from Cross-Sectional Population Data

Anastasios Tsourtis§, Yannis Pantazis¶, and Ioannis Tsamardinos§¶

Abstract. Inferring the driving equations of a dynamical system from population or time-course data is important in several scientific fields such as biochemistry, epidemiology, financial mathematics and many others. Despite the existence of algorithms that learn the dynamics from trajectorial measurements there are few attempts to infer the dynamical system straight from population data. In this work, we deduce and then computationally estimate the Fokker-Planck equation which describes the evolution of the population’s probability density, based on stochastic differential equations. Then, following the USDL approach [22], we project the Fokker-Planck equation to a proper set of test functions, transforming it into a linear system of equations. Finally, we apply sparse inference methods to solve the latter system and thus induce the driving forces of the dynamical system. Our approach is illustrated in both synthetic and real data including non-linear, multimodal stochastic differential equations, biochemical reaction networks as well as mass cytometry biological measurements.
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1. Introduction. In many scientific fields ranging from biology [17], single cell RNA sequencing [21],[18], ecology [31] and epidemiology [3], molecular motion in chemistry, traffic flows in transportation, cross-sectional data over time are gathered. Frequently, researchers can only collect and study cross-sectional data because the same subject cannot be measured again at different time points. For instance, biologists study protein signalling using mass cytometry technologies where each single cell is destroyed during measurement. Time-varying phenomena are typically modelled as deterministic or stochastic dynamical systems such as ordinary differential equations (ODEs), partial differential equations (PDEs), stochastic differential equations (SDEs) and variations. The discovery of the governing equations which drive the natural processes is crucial for the in-depth understanding of the complex interaction mechanisms, for forecasting the evolution of the studied phenomena and for making causal predictions on the effects of interventions. Unfortunately, and despite its usefulness, learning the dynamics of individual populations from cross-sectional data remains largely an open and challenging problem.

Discovering the governing equations from trajectorial data where the same subject is repeatedly measured at a series of time instances has been extensively studied during the last

§Computer Science Department, University of Crete, Heraklion, Greece (tsourtis@uoc.gr, tsamard.it@gmail.com).
¶Institute of Applied and Computational Mathematics, Foundation for Research and Technology - Hellas, Heraklion, Greece (pantazis@iacm.forth.gr).
∗Submitted to the editors December 10, 2020.

Funding: The research leading to these results has received funding from the European Research Council under the European Union’s Seventh Framework Programme (FP/2007-2013)/ERC Grant Agreement no. 617393; CAUSALPATH – Next Generation Causal Analysis project.
decade. Typically, a dynamics learning algorithm selects from a rich dictionary of non-linear functions (otherwise known as atoms or features or driving forces) which are candidates comprising the unknown system of equations. Given that sparsity is ubiquitous in many physical laws, sparse inference algorithms have been very successful in learning the driving dynamics both for ODEs [5, 20, 14, 7, 28] as well as for PDEs [25, 26, 27], and SDEs [4, 16]. Sparsity is critical for learning large systems from limited data and constitutes a form of complexity penalization and regularization [32, 8, 9]. Sparse optimization regression techniques aim to find the minimal subset of the dictionary that describes the data sufficiently well. Other approaches for dynamics learning based on Monte Carlo Bayesian sampling, [11] also exist. However, those approaches with the exception of the general framework in [22] are not transferable to cross-sectional data due to the absence of trajectories hence their inability to calculate the derivatives. Indeed, mean-field type approximations where the average trajectory is considered are not satisfactory due to the multi-modality in many cross-sectional datasets.

There exist recent works that approach the subject of system identification based on population data. At the equilibrium or steady-state regime the evolving pdf is not changing, thus data come from a single snapshot of the system. Weinreb et al. [34] used spectral graph theory with the Fokker-Planck formalism [15] in order to predict cell state temporal ordering in single-cell data. Their algorithm output is a unique gene regulatory network, based on multiple assumptions and accompanied by a discussion on limits on ab-initio population data dynamics inference from an equilibrium distribution. Hashimoto et al. [13] rigorously discuss recoverability assumptions of SDE inference both on the equilibrium and transient regime. Their approach is by the use of neural networks on cell differentiation cross-sectional data at few time points, under the assumption that there exists a potential related to the deterministic term in the unknown SDE. Again for dynamical cell differentiation inference, Marco et al. [21] use bifurcation analysis (for binary branching of the data) on evolving pdf’s in order to determine the coefficients of a pre-determined potential form (and thus the drift term of the SDE’s) along with network, provided that data have sufficient time resolution and low dimension. Krishnaswamy et al. [17] carried out cellular network inference from mass cytometry dynamical population data, based on conditional density resampling statistical techniques. During the final preparation of this paper, we came across the most relevant work to ours, which is under the light of operator approximation instead of differential equations inference. Taylor-King et al. [30] use as well, a weak formulation of the spatially evolving multimodal distributions. On the contrary, we extend the weak formulation to the temporal domain and our adopted Fokker-Planck formulation for SDE’s is the analog to their Perron-Frobenius operator. Our algorithm infers the dynamics whereas theirs tracks the evolution of dynamically important states (autonomous states i.e. like a Markov chain). From all the aforementioned works on this field, Hashimoto et al. explicitly infer the unknown functional form of the drift term in the non-equilibrium regime. In [13] and Ma et al. [19] a neural network is used to describe the drift term of the FP equation, whereas in [19] a weak formulation is used in order to connect the F.P. equation with the neural network, while the diffusion term is assumed constant.

We propose a novel population dynamics learning (PDL) algorithm that infers the parameters of the equation that describes the evolution of the data over time. Under the assump-
tion that the cross-sectional data have been generated by a system of stochastic differential equations, the evolution of the data probability density function (pdf) is described by the Fokker-Planck (FP) or forward Kolmogorov equation \([12]\). Inferring the coefficients of the FP equation from population data is essentially an inverse problem that requires solving the forward problem (i.e., compute the solution of the FP equation). However, this is not feasible due to the high-dimensionality of the FP equation which scales proportionally to the number of variables or species in biochemistry. Instead, we follow the Unified Sparse Dynamics Learning (USDL) framework \([22]\) and considerably extend the theory behind the USDL algorithm. The main technical novelty of this work is the weak space projection of FP equation both in time and space, resulting in a transformed yet equivalent atemporal system of equations. This weak space is spanned by appropriately chosen spatio-temporal test functions that best capture the dynamical information of the population data. The integrals involved in the weak space projection are high-dimensional, however, we can statistically estimate them using Monte Carlo approximation. Indeed, an important property of the PDL algorithm is the use of sample averages for the computation of the high-dimensional integrals making the proposed algorithm highly efficient. The last step of PDL algorithm is solving the atemporal system of linear equations using sparse inference algorithms such as Orthogonal Matching Pursuit (OMP) \([33]\) or Lasso \([32]\).

We demonstrate the effectiveness of PDL algorithm with two synthetic and one real dataset examples. The first example is a 2D non-linear SDE system with quadruple-well potential where we show that PDL is capable of correctly identifying the underlying driving forces, deterministic and random terms. This example demonstrates that it successfully recovers a multimodal distribution from population data. The second example is a four variable biochemical reaction network that emulates a signaling pathway cascade of proteins. We show that PDL algorithm learns the biochemical reactions from population data generated from a single experiment (data set), correctly. Additionally, we explore the hyper-parameter space demonstrating that there is a relatively large regime for the hyper-parameters where results are stable. The final example is a set of mass cytometry data \([17]\) that contains protein signalling interactions. PDL algorithm was able to forecast the evolution of the protein populations.

The manuscript is organized as follows. First, the SDE model over the dictionary and the deduced Fokker-Planck equation are presented along with assumptions. In section 3 the weak formulation of the FP equation is derived, with key points over the analytic calculations and numerical setup. The resulting system of integral equations is atemporal and linear with respect to the dictionary items. In subsection 3.2 we show how this reformulation of the problem belongs to the sparse signal recovery field, where a wide range of theoretical tools and algorithms can be utilized to solve it and thus perform (dictionary atom) feature selection. At this point we present our PDL algorithm, where we chose OMP to obtain a sparse solution. Finally in section 4, we demonstrate the efficacy of the PDL algorithm on synthetic and real temporal population data, followed by a discussion on advantages and limitations of our primal approach.

2. Preliminaries.
2.1. Population data. The \( p \)-th sample of a time-course dataset (i.e., a non-repeated measurement) at time point \( t_k \in \{ t_1, \ldots, t_K \} \) is denoted as

\[
(x_{k,p}^0 + \int_{t_1}^{t_k} dX_t, \ x_{k,p} \in \mathbb{R}^N)
\]

where \( X_t \) is the underlying \( N \)-dimensional stochastic process while \( x_{k,p}^0 \in \mathbb{R}^N \) are the initial i.i.d. data (i.e., \( X_{t_1} = x_{k,p}^0 \)). The i.i.d. assumption for the initial data renders the fact that each sample at each time point corresponds to a separate object. For each time-point, \( P \) samples that constitute a statistical approximation the probability distribution of the process are given. For the sake of simplicity, we do not consider extra measurement noise and the stochasticity of the data stems solely from the intrinsic randomness of the process.

2.2. SDE Modeling. We assume that the stochastic process \( X_t \in \mathbb{R}^N \) is described by a system of stochastic differential equations. An SDE constitutes of two parts: the deterministic part or drift and the stochastic part or the diffusion. We further assume that the drift can be written as a linear combination of potentially non-linear functions as well as the diffusion term has uncorrelated components. Under those assumptions, the mathematical formulation of the SDE is given by

\[
dX_t = A\psi(X_t)dt + \Sigma dB_t
\]

where \( A \in \mathbb{R}^{N \times Q} \) is the unknown and typically sparse connectivity (or coefficient or parameter) matrix to be estimated while \( \psi(\cdot) \) is a (given) \( Q \)-dimensional vector-valued vector function \( \psi: \mathbb{R}^N \rightarrow \mathbb{R}^Q \) which contains all the pre-determined candidate functions that might drive the dynamics. Candidate functions are usually powers, cross-products, fractions, trigonometric, exponential or logarithmic functions of the state variables leading to non-linear dynamical systems. \( B_t \in \mathbb{R}^N \) is an \( N \)-dimensional standard Brownian motion while the diffusion matrix \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_N) \) is diagonal. See Appendix A for detailed explanation.

2.3. Fokker-Planck Equation. The Fokker-Planck (FP) equation describes the probability density evolution of a stochastic process that follows an SDE. Let \( p(x, t) \) be the probability of observing the value \( x \) at time \( t \) defined by

\[
p(x, t) = \mathbb{P}(X_t = x \mid x_0 \sim p_0)
\]

Then the FP equation for Equation (2.2) is an \((N+1)\)-dimensional parabolic PDE given by

\[
\partial_t p(x,t) = -\sum_{n=1}^{N} a_n^T \partial_{x_n} \{ \psi(x)p(x,t) \} + \frac{1}{2} \sum_{n=1}^{N} \sigma_n^2 \partial^2_{x_n x_n} p(x,t)
\]

where \( a_n \in \mathbb{R}^Q \) is the \( n \)-th row of the connectivity matrix \( A \). Our goal is to learn the dynamical equations by solving (2.4), or in other words to determine the non-zero elements of matrices \( A \) and \( \Sigma \).

3. Population Dynamics Learning Algorithm.
3.1. Weak formulation of the FP equation. We proceed with the weak space formulation, which constitutes the transformation of the dynamical system inference to an equivalent atemporal one. This is achieved through the utilization of appropriate test-functions and intuitively, the procedure can be understood as a projection operator that multiplies the system’s equation by these test-functions and integrate over time and space. Under this setup, we avoid using a numerical differentiation scheme (such as finite differences) for the crucial and sensitive time derivative computation on the left-hand side of Equation (2.4), like [16, 20]. Subsequently we avoid discretization errors due to long (and possibly uneven) data sampling time intervals, dependent on the sampling time resolution. Additionally, the FP Equation (2.4) as a PDE is high-dimensional in principle, \((N + 1)\) dimensions in total so even a small variable size \(N\) renders the integrals (when solving Equation (2.4) for \(p(\cdot, t)\)) computationally intractable in practice for realistic systems. Thus weak formulation makes it computationally tractable.

The weak equation partially reverses the derivation procedure to return an integral formulation, which is less strict than the PDE. Essentially it is a projection of the system to a weak space spanned by test functions \(\phi_m(x, t) : \mathbb{R}^N \times \mathbb{R}^+ \rightarrow \mathbb{R}, m \in \{1, 2, \ldots, M\}\), which will be subsequently differentiated [10].

The weak space FP formulation for Equation (2.4) for \(\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_N)\) is given by:

\[
\int_0^T \int_D \phi_m(x, t) \partial_t p(x, t) dx dt = -\sum_{n=1}^N \int_0^T \int_D \phi_m(x, t) \partial_{x_n} \{ a_n^T \psi(x, t) p(x, t) \} dx dt
\]

\[+ \frac{1}{2} \sum_{n=1}^N \int_0^T \int_D \phi_m(x, t) \partial_{x_n x_n} \{ \sigma_n^2 p(x, t) \} dx dt, \quad m = 1, \ldots, M\] (3.1)

on the spatial domain \(D \subset \mathbb{R}^N\) and time domain \(T \in \mathbb{R}\) for the \(m\)-th test function. Thus we conclude with a set of \(M\) integral equations. We choose test functions in a way that their form is able to capture the data heterogeneity, form and time-scales as we discuss later on. As one can see, the integrals are \(N\)-dimensional as the variables \(\{X^n\}_{n=1}^N\) are coupled in general. In the following, we define these spatio-temporal functions as:

\[
\phi_m(x, t) := \tilde{\phi}_{m_1}(x) \tilde{\phi}_{m_2}(t)
\]

meaning that space \(\tilde{\phi}_{m_1}\) and time \(\tilde{\phi}_{m_2}\) have different functional forms in general and \(m_1 \in \{1, \ldots, M_1\}\), \(m_2 \in \{1, \ldots, M_2\}\), \(M_1 M_2 = M\). We proceed with analytic calculations in Appendix D.

At this point, we stress the fact that the weak space formulation does not affect the constants \(a_{nq}\) that constitute the unknown matrix \(A\) of the inference problem Equation (2.2) if one chose to proceed differently, solving the minimization problem directly as in [5]. In addition, the reader should not confuse the constants in (D.5) with the unknowns \(a_{nq}\).

In subsection 3.2 we proceed with a demonstration of how these equations form \(N\) systems of linear equations of order \(M\) each. This means that we get \(Q\) terms (one row) of the unknown matrix \(A \in \mathbb{R}^{N \times Q}\) when solving for each dimension \(n\).

3.1.1. Test functions of the Weak formulation. The role of test functions is vital for the inference problem since it is imperative that they accurately capture the information from the
time domain to the weak space spanned by the chosen test functions. Examples of test functions families are Fourier modes, B-splines, Legendre polynomials, Hermitian polynomials etc. They are required to be smooth, bounded, easy to compute and not necessarily orthogonal. The optimal choice and number of test functions depend on the specific problem at hand and there is no family that can perform optimally for every problem.

B-splines of order \( k \) are piece-wise polynomial functions of degree \( k - 1 \). Their derivatives are lower order polynomials which renders them an attractive choice in the differentiation of the weak form in Equation (D.6). In comparison to the Hermite and Legendre polynomials formerly used in ODE’s [22], the B-splines don’t drive off to increasingly larger absolute values as their order increases, so the computations contain significantly less numerical errors. B-splines were used as spatial test functions \( \bar{\phi}_{m_1}(x) \) whereas for the time domain we used Fourier modes \( \tilde{\phi}_{m_2}(t) \). The latter constitute varying sinusoidal functions that capture spatial data density changes over time. Figure 1 shows the weak space projection of data \( x(t) \sim p(x,t) \), first on spatial test functions \( \bar{\psi}_{m_1}(t) \) Figure 1(b) and subsequently on temporal test functions \( \tilde{\psi}_{m_2, m_1} \), Figure 1(c). Thus, population data are projected over all the combinations of the spatial and temporal test functions. The resulting system of linear equations (d) contains the same unknown constants, as discussed in Subsection 3.2.

3.1.2. Integral Computation with sample estimate. In the weak formulation of PDE’s every integral is an inner product (here in \( L^2 \)), as well as in Equation (3.1). In our problem setup, integrals can be seen as expectations \( \mathbb{E}_p(\cdot) \) since the factor \( p(x,t) \) is present in every one of them. Thus naive Monte Carlo multi-dimensional integration is feasible [1]. Actually, sampling is the only option in high-dimensional integrals. Moreover, it eliminates the need to approximate the probability density \( p(x,t) \) by numerical integration. These attractive properties are very important and allow for a fast and easy implementation. Details on the integral estimators are in Appendix E. The variance of the estimator in Equation (E.1) and consequently in (E.2) is \( O\left(\frac{1}{\sqrt{P}}\right) \). Note that the weak formulation still contains derivative estimation of the test functions in Equation (D.6) though we are absolved of the finite differences derivative estimation error \( O(\delta t_k) \) and variance \( O(p(x,t_{k+1}) - p(x,t_k)) \) associated with \( \frac{\partial p(x,t)}{\partial t} \). In addition, a typical finite differences approach would dictate a mesh discretization in \( N \) dimensions for every \( t \), which is numerically intractable even for small values of \( N \).

3.2. Solving the Linear System. Upon computation of the integrals over time and space, Equation (3.1) (specifically Equation (D.6)) is written as a system of linear equations:

\[
Z_{m_1,m_2,n} = \sum_{q=1}^{Q} a_{nq} \tilde{\Psi}_{m_1,m_2,n,q} + \frac{\sigma_n^2}{2} W_{m_1,m_2,n}, \quad n = 1, \ldots, N
\]

where the unknowns are a vector of coefficients \( a_n \in \mathbb{R}^Q \) plus diffusion coefficient \( \sigma_n \in \mathbb{R} \). \( Z_{m_1,m_2,n} \) contains the projected time derivatives of the density function \( p(X,t) \) on the \( m_1 \)-th spatial and \( m_2 \)-th temporal test functions. Respectively, \( \tilde{\Psi}_{m_1,m_2,n} \) constitutes the data in dictionary space, \( W_{m_1,m_2,n} \) the diffusion component, both subsequently projected onto weak space. One can think of \( \Psi \) as feature “transformation” of constructed feature matrix \( \Psi \). For
Figure 1. Visual depiction of weak space projection over spatial and temporal test functions. (a) Known one-dimensional evolving bimodal pdf \( p(x,t) \) to be learned. We show the continuous-time pdf for better visualization, though PDL algorithm considers time-course measurements at discrete time points. (b) Projection of \( q \)-th dictionary atom, based on data from \( p(x,t) \), on \( M_1 = 11 \) spatial B-spline test functions throughout the temporal range \([0,T]\) (continuous-time visualization, \( q \)-th atom is chosen linear). The initial distribution \( p_0(x) \) gradually splitting, is mostly captured by test-functions \( \tilde{\phi}_6(x) \), \( \tilde{\phi}_7(x) \), whereas the two equilibrium modes of \( x \) are primarily captured by \( \tilde{\phi}_4(x) \), \( \tilde{\phi}_5(x) \), \( \tilde{\phi}_8(x) \), \( \tilde{\phi}_9(x) \), because of their support. (c) Second projection of the data, formerly projected in space, over 3 temporal Fourier test functions of varying frequency (in total). Here only 3 are shown due to the high dimensionality of the \( M_1 \times M_2 \) combinations and one (out of \( Q \)) dictionary atoms. Eventually we get \( M_1 M_2 = M \) such spatio-temporal projections \( \langle \tilde{\phi}_m, \tilde{\psi}_n \rangle \) as shown in Equation (D.1). (d) Resulting matrix of a system of \( M \) linear equations in the weak space, for \( Q \) dictionary atoms, as described in Equation (3.4) \( (n = 1) \). Vector \( Z \) is obtained by similar projection involving the temporal derivatives \( \partial_t \tilde{\phi}(t) \).

the \( n \)-th variable, the linear system is given by:

\[
Z_n = \tilde{\Psi}_n a_n + \frac{\sigma_n^2}{2} W_n = \tilde{\Psi}_n^{\text{aug}} a_n^{\text{aug}}
\]

where \( Z_n \in \mathbb{R}^M \), \( \tilde{\Psi}_n \in \mathbb{R}^{M \times Q} \), \( a_n \in \mathbb{R}^Q \), \( W_n \in \mathbb{R}^M \) and can be solved in the least-squares sense (see next section). Note that due to (D.4) there is dependence of \( \tilde{\Psi} \) on \( n \). Thus we independently solve \( N \) linear systems of the form (3.4).

The usual approach of other works concludes to a linear system of equations such as Equation (3.3), without the integrals, and having a separate system for each time point. In effect, the dimensionality of the problem increases with measurements size whereas in our proposed USDL methodology, time is captured in the atemporal Equation (3.3) of predefined size \( M \), dependent on the input data smoothness. Hence there is no need for smoothing or subsampling (or block averaging) for computational cost reduction and convergence.
3.2.1. Minimization problem. Upon computation of matrices $Z_n$, $\tilde{\Psi}_n$ and $W_n$, the system (3.4) is written as:

$$Z = \Psi a$$

where we have appended the extra unknown $\sigma_n$ in vector $a_n$ (also appended vector $W_n$ in array $\tilde{\Psi}_n$) and dropped the index $n$ and $\tilde{}$ for simplicity of notation.

Solving (3.5) for $a$ lies in the category of regression problems. The resulting systems are over-determined because we use a large number of test functions and a broad family of potentially useful dictionary atoms, and a least-squares type minimization of the form $\min ||Z - \Psi a||$ over $a$, does not have a sparse solution but a full (dense) one. In practice, a dense solution means that there is a high correlation of the available candidate features (columns of $\Psi$) as a result of noise in the data (ill-conditioned matrix $\Psi$) and sparse regression is preferable. To achieve this, a minimization problem with penalization is solved instead:

$$\min_a ||a||_0 \quad \text{subject to} \quad ||Z - \Psi a||_2 \leq \epsilon,$$

which uses the $L^0$ norm over the minimization, where $||a||_0$ is the number of non-zero elements in $a$ and $\epsilon$ is the regression error.

In this work, learning is performed by determining a small subset of important features from an over-determined set of possible features ($Q$ in total), using a non-convex sparse regression greedy algorithm termed Orthogonal matching pursuit (OMP), that approximately solves problem (3.6). Apart from being fast, OMP has the important property that its hyper-parameter is easy to interpret and approximate from the input data. Another convenient attribute of OMP is that of adding prior knowledge, over the set of features describing the
unknown driving forces, in a straightforward way (see Subsection 4.1). This is important in applications where the user has a partial knowledge on the equation terms or performs interventions in a systematic way (see Appendix G).

Details on the minimization problem can be found in Appendix F.

3.3. PDL Pseudocode. The PDL algorithm is summarized in Algorithm 3.1 as well as in Figure 2. In case that the input consists of one time-series (trajectory), the former version of USDL [22] is applicable.

Algorithm 3.1 PDL (Population Dynamics Learning)

Input: population data: $P$ observations of $N$ variables over $K$ time points:
$S = \{x_1^p(t), \ldots, x_K^N(t)| t = t_1, \ldots, t_K\}_p^{P}$, dictionary $\psi_{1:Q}(x)$, set of test functions in time and space \{\phi_m\}_{m=1}^{M}. When data from ($R$) interventions are present, $S = \{S_1, \ldots, S^R\}$

Output: Inferred $\hat{A}$ s.t. $Z = \tilde{\Psi} \hat{A}$

1: $\Psi = \text{comp}_\text{psi}(S) \triangleright$ data on dictionary (basis) $\in \mathbb{R}^{T \times Q \times N}$
2: // Compute Weak Space projections $Z, \tilde{\Psi}, W$
3: for $n=1, \ldots, N$ do
4: for $r=1, \ldots, R$ do
5: for $m=1, \ldots, M$ do
6: $z^{(r)}_{n,m} \leftarrow \mathbb{E}_{p(x^{(r)}_n;t)}[\partial_t \phi_m(x^{(r)}_n(t), t)] \triangleright$ sample estimate for integral using ((E.2))
7: for $q=1, \ldots, Q$ do
8: $\tilde{\Psi}^{(r)}_{n,m} \leftarrow \mathbb{E}_{p(x^{(r)}_n;t)}[\partial x_n \phi_m(x^{(r)}_n(t), t) \psi_q(x^{(r)})] \triangleright \psi_q$: $q$-th column of $\Psi(, n)$
9: end for
10: $w^{(r)}_{n,m} \leftarrow \mathbb{E}_{p(x^{(r)}_n;t)}[\partial x_n x_n \phi_m(x^{(r)}_n(t), t)]$
11: end for
12: end for
13: $Z_n \leftarrow [z^{(1)}_{n,1:M}, \ldots, z^{(R)}_{n,1:M}] \triangleright \in \mathbb{R}^{M \times R}$
14: $W_n \leftarrow [w^{(1)}_{n,1:M}, \ldots, w^{(R)}_{n,1:M}]$
15: $\tilde{\Psi}_n \leftarrow [\tilde{\Psi}^{(1)}_{n,1:M}, \ldots, \tilde{\Psi}^{(R)}_{n,1:M}] \triangleright \in \mathbb{R}^{M \times Q}$
16: $a_n = \text{OMP}(Z_n, \tilde{\Psi}_n, W_n) \triangleright$ Solve sparse regression using OMP
17: end for
18: Estimate relative error
19: return $\hat{A} = [a_1, \ldots, a_N]^T \triangleright \in \mathbb{R}^{Q \times N}$

4. Experimental results. In this section we demonstrate the performance of our proposed PDL algorithm 1 on three different example paradigms: from synthetic multi-dimensional problems with known solutions (subsections 4.1 and 4.2) to a real data problem (subsection 4.3). We seek a parsimonious dynamical model with as few (non-linear) terms as possible, representing the available data.

1The code is available online at: https://github.com/mensxmachina/...
4.1. Learning the dynamics of a multimodal (joint) distribution. Our first system under study is based on multimodal SDE’s of two variables of different time scales and intrinsic stochastic noise. The drift term of each variable consists of a double-well potential (non-linear, fourth order) and both terms are of the same functional form with different coefficients resulting to low and high equilibration times of the corresponding stochastic processes $x_1, x_2$. We chose this well-studied paradigm because it is used to model a wide range of physical, financial and other phenomena, having the intrinsic difficulty of sample concentration on two modes over time. This data peculiarity, renders existing approaches of: a) averaging-out samples per time point towards a single trajectory or by b) averaging multiple trajectories into fewer in order to reduce computational cost and convergence issues, not applicable. The two-variable system of SDE’s is given by:

\begin{align}
\text{(4.1a)} \\
&dx_1 = -(x_1^3 - x_1)dt + \sigma_1 dW_1 \\
\text{(4.1b)} \\
&dx_2 = -(x_2^3 - 0.5^2x_2)dt + \sigma_2 dW_2
\end{align}

The deterministic drift term $a(x_1, t)$ consists of a double-well potential $U$ whose force is

\[ a(x) = -\nabla U(x) = -\nabla(\frac{x_1^4}{4} - \frac{x_1^2}{2}) = -(x_1^3 - x_1). \]

Figure 3 shows how the joint population data distribution of $x_1$ and $x_2$ evolves in time, approaching four potential minima. The importance of this demonstration lies in that our proposed PDL algorithm can handle multimodal population data, meaning that the initial distribution of samples splits into two sample regions as time progresses (see Figure 3). The known nonlinear analytic Equation (4.1) is used to generate noisy data of different stochastic noise level $\sigma_n$, given as input to our PDL algorithm. A polynomial dictionary including at least up to cubic terms is sufficient for this example, though we experimented with higher order dictionaries as well (see supplementary). In principle, richer dictionaries express the dynamics better while on the same time sparsity penalizes possible overfitting, though higher order terms can compensate for lower order ones and in the presence of highly noisy data, falsely provide a different solution due to uniden-
tifiability. For this two-dimensional case, the dictionary consists of 10 variable-combination terms in total: \( \psi(x) = \{1, x_1, x_2, x_1x_2, \ldots, x_2^2\} \). The inference problem (3.4) lies in defining the multiplicative constants of these terms \( a_n = [a_{n,1}, \ldots, a_{n,10}] \), for each variable, plus the diffusion constants \( \sigma_1, \sigma_2 \). Hence structure (feature selection of active terms in the dynamics) and parameter estimation (coefficients of active terms) is achieved. The approximated matrix \( \hat{A} \) having rows consisting of these multiplicative coefficients for each variable, is termed connectivity (or parameter or coefficient) matrix.

A lower value in the linear term constant in (3.4) (shallower double-well) results to slower convergence of the corresponding process, so for a successful inference across variables, the data should capture the dynamics of all the variables. According to the available data, an appropriate choice on the number of test functions (in space and time) has to be made; less test functions (space: bigger discretization \( dx \) intervals, time: low frequency modes) result to a coarser zoomed-out overview of the dynamical information whereas utilization of a large number of test functions (very fine \( dx \) mesh, additional high frequencies) results to poor sampling of the integrals in the weak formulation, given the fact that the number of time points and samples per time point of the dataset remain fixed.

The test functions used for this example are \( M_1 \) quadratic B-splines in space and \( M_2 \) Fourier modes in time. We determined that \( M_1 = 16 \) and \( M_2 = 31 \) suffice and thorough experimentation for setting hyper-parameters can be found in the supplementary material. The support of the B-splines used here, is defined by the range of each variable and by the variance of each cloud. In other words, the interval length under the non-zero area of a B-spline should be comparable to the average variance of the clouds of samples, in order to decipher their displacement. In this example case, the average cloud width of variable \( x_1 \) is 0.4 whereas for \( x_2 \) is 0.2, meaning that the support of each B-spline should be in this range. By employing \( M_1 = 16 \) equally spaced B-splines over \([-2:2]\), their support is 0.25, resulting to the model with the smallest relative error (discussed in more detail in the next section and in the Supplementary Material).

For this example system, we generate NoS trajectories of Equation (4.1) per intervention, via the Euler-Maruyama numerical integration scheme. A key assumption of population data is that samples are destroyed upon measurement (on measurement time points), so every sample comes from a different realization of dynamics up to that time point. Interventions are randomly picked activations (as discussed in Appendix G) from a pool of initial configuration distributions \( \{p_0^1(x), p_0^2(x), \ldots\} \) (see Supplementary). From a dynamical systems point of view, it is not guaranteed that spawned trajectories from a single small subset \( p_0 \) of the spatial domain can explore the system phase space thoroughly. In our case this translates in a roughly evenly spread amount of trajectories between the two meta-stable regions of the double well over time. For this reason, we employ additional activations (additional data sets) in order to correctly identify the terms involved in the underlying equation, that is, to include all the dominant terms (100% recall) and exclude additional terms (100% precision). Figure 4 shows the performance of the PDL algorithm over multiple interventions. As the number of samples increases (red line), the accuracy of the algorithm improves. The same holds when additional interventional data in the form of activations are included. The “relative error” a posteriori metric (defined as \( rr = \frac{||\hat{A} - A||_2}{||A||_2} \)) dictates improved inference as well.
Figure 4. Quantitative estimation of quality of inference for the quadruple-well example. (a) Precision and recall curves for increasing number of interventions having 200 and 400 samples per measurement time point (cloud of samples). Interventions are activations with randomly picked initial distribution $p_0$, providing rich dynamical information, improving the identifiability of the unknown system. Matrix $A$ contains the coefficient of each constructed feature which are candidate terms of the unknown system of differential equations (see Figure 2). Precision and recall indicate that the structure of inferred coefficient matrix $\hat{A}$ is recovered as we employ more activations. In addition, the relative error (b) measures the distance of inferred $\hat{A}$ coefficients from the true $A$. Error bars are calculated over 6 (IID) iterations (each including randomly picked activations from a set of initial distributions $p_0(x)$). $M_1 = 16$ B-splines spatial test functions and $M_2 = 31$ Fourier modes are used (more information on the setting of these parameters can be found in the Supplementary).

4.2. Inducing the dynamics of a synthetic protein reaction network: Cascade. We proceed with another synthetic data example system based on mass-action kinetics and carry out network inference from the recovered differential equations. We construct population data from a four-variable stochastic reaction system (Figure 5(b)) by generating multiple trajectories starting from an initial distribution $p_0 \sim \mathcal{N}(0, \Sigma_0)$. The motivation is the thorough understanding of the PDL inference capabilities and limitations, in a complex system that can be tuned in every aspect. Generalizations of this kind of dynamical systems (reaction networks) are applicable to various scientific/industrial fields and in Subsection 4.3 we proceed with real mass-cytometry data resembling this paradigm. Depending on the choice of dictionary one can, in principle account for unary, binary (i.e. $x_1 \rightarrow x_2 x_3$) or higher order species (variable) interactions, though we restrict to the linear case (Figure 5).

In biochemical kinetics applications, each variable might be a set of protein or gene abundances $x_1, x_2, \ldots, x_N$ involved in $N$ reactions. Each reaction $n$ is characterized by a propensity vector containing the reaction rates $k_1, \ldots, k_Q$ plus the diffusion coefficient $\sigma_n$, which are unknown and constitute the $n$-th row of matrix $A$. Our primary goal is to infer the sparse matrix $A$ and in effect, from its structure recover the ground truth reaction network of interacting variables Figure 5(a). Matrix $A$ encodes the direct causal interactions within the set of variables, so if element $a_{nq}$ is zero, then no direct causal interaction from $x_n$ to $x_q$ exists.

Figure 6 shows the population data distribution evolving in time along with generated trajectories upon inference of the dynamical system with the PDL algorithm (red solid lines). Success of inference is not affected for this one-intervention (activation) data example, as long as the time difference between clouds $dt$ in regions of steep dynamics is relatively small. For instance, we set measurement time difference $dt = 0.5$ time units between clouds, because the steepest derivative (fast dynamics) in the interval $[0 : 20]$ is that of variable $x_1$. In
Figure 5. (a) System of four Stochastic Differential equations resembling a reactions network cascade of four proteins (variables). \(x_1\) is converted to \(x_2\) at rate \(k_1\), \(x_2\) to \(x_3\) at rate \(k_2\), \(x_3\) to \(x_4\) at rate \(k_3\) and \(x_4\) is depleted at rate \(k_{4d}\). (b) Linear SDE system which corresponds to (a), compactly written as \(\dot{X} = AX + \Sigma W\). The last term in each equation is the diffusion, \(W_n\) is a Brownian motion and constant \(\sigma\) diffusion coefficients as in Subsection 4.1. Training data are generated by simulating multiple trajectories of (b), each starting from an initial distribution \(p_0\). Then samples per measurement time point constitute a cloud and collectively clouds are the population data, given as input to the PDL algorithm. Ultimately we infer the approximated connectivity matrix \(\hat{A}\) consisting of the reaction rates \(k_q\) and thus, from the structure of \(\hat{A}\), recover the variable network in (a).

real biochemical reaction sampling, measurement time points are very scarce, two orders of magnitude less than the measured samples per time point and pairwise further away as time progresses. The sequential association (pairwise coupling of a cascade) between variables in this specific demonstration implies, that unsuccessful inference of the first variable, affects correct prediction of trajectories of the whole system. The inference breaks down for this example for \(dt \geq 0.8\), where the rate of change in abundance of \(x_1\) is very steep to be accurately captured. For this reason, inference is equally satisfactory (wrt relative error) if we set \(dt \geq 0.8\) in the interval \([20 : 50]\) and while maintaining \(dt = 0.5\) in \([0 : 20]\). In practice, despite the scarcity of measurement times, protein abundances smoothly increase and subsequently decrease as shown variables \(x_2, x_3, x_4\) so variable \(x_1\) is an exaggerated example. On the other hand, the noise \(\sigma\) (associated with the variance of each cloud) should not be very high with respect to the range of the propagating mean protein abundance, as very high signal-to-noise (SNR) ratio can interfere with the recovery of a meaningful solution \(\hat{A}\) (by meaningful we imply that generating new data based on inferred \(\hat{A}\), the trajectory neither diverges nor underfits the training data). This is an unidentifiability problem because many SDE systems can be candidate solutions. As demonstrated in the quadruple-well example, additional data from interventions improve the learnt system and can compensate for high SNR. In Figure 6 we have separated the data in training (blue) and test (black) subsets, corresponding to different time intervals. In this way we assess the success of the generated model in forecasting. An extrapolation method would fail to capture the curvature, whereas by learning the governing equations, projection in time is accurate.

4.2.1. Setting algorithm hyper-parameters. Next we quantify the impact of the data parameters of: number of samples \(\text{NoS}\), sampling interval \(dt\) and algorithm parameters: \(M_1, M_2\), that need to be tuned for the successful inference of the unknown system. The ground truth \(A\) is known, so a metric such as the \(L_2\) distance or “relative error” is used
Figure 6. Population data (dots) for the four-variable system of SDE’s (synthetic protein Cascade) of Figure 5. The training data up to time $t = 50$ are shown in blue, whereas the test data (black) lie in the time interval $[50 : 90]$. The training data are given as input to the PDL algorithm and inference of the unknown connectivity matrix $\hat{A}$ represents a system of SDE’s similar to Figure 5 (b). Next, we simulate the SDE dynamics based on $\hat{A}$ using a numerical scheme, and generate a trajectory, here shown in red solid lines and estimate the goodness of fit in the training set (for clarity, we set the $\sigma = 0$ although it is accurately recovered). In addition, the test set provides a test bed for forecasting of the identified system, where other methods such as extrapolation (eg using Bezier curve) would fail to capture the curvature of the dynamics. Since variables $x_1, x_2, x_3, x_4$ depend sequentially, each one’s intrinsic stochastic noise $\sigma_n dW_n$ propagates along time in the form of increasing variance until reaching a steady state where it remains constant (here $\sigma_n = 0.01$ for all four variables). For comparison, we used SINDy with a linear dictionary and as input, one average time series based on 80% of randomly peaked samples of each cloud. The generated trajectories from $\hat{A}$ by SINDy are shown in black dotted lines and the inferred $\hat{A}$ is almost correct, although SINDy is not designed to recover the stochastic noise coefficient of the SDE’s. Both algorithms attain a relative error of 0.02 with respect to the ground truth connectivity matrix $A$, so the network in Figure 5 is recovered. We conclude that PDL attains good forecasting for various stochastic noise levels, with the added benefit of noise coefficient inference over SINDy.

Here. Otherwise we use the $L_2$ average distance between the generated trajectories based on $\hat{A}$ and input data averages, as a metric (subsection 4.3). Figure 7(a) shows the expected reduction in the relative error with increasing number of samples per cloud NoS, by improving the estimation of the integrals in Equation (3.1) thus reducing statistical noise. Even for NoS = 100, the principal terms (the terms present in every $\hat{A}$ estimate over randomly chosen test data sets) in the recovered solution $\hat{A}$ are very close to those of the ground truth $A$ and a plateau is reached over NoS = 350. We note that the relative error metric based on the inferred matrix $\hat{A}$ and ground truth $A$ is not an unbiased estimator, meaning that we cannot get arbitrarily close to zero by using more samples.

In Figure 7(b) we see the effect of sparser sampling times (higher $dt$) on the relative error. As intuitively expected, when the clouds are further away over the same time horizon, the dynamical information is less and the system becomes less identifiable as discussed in the beginning of subsection 4.2. Sparser sampling times when fast dynamics occur, negatively affect the projected derivative estimation on the left hand side of Equation (3.4) and consequently the relative error. For this system we observe a sharp increase in the relative error for $dt \geq 0.8$ time units.

In Figure 7(c), as the number of spatial test functions (B-splines) $M_1$ increases, the support of each B-spline is narrower since the range of the spatial domain remains fixed at $[-0.2 : 1.2]$ as defined by the training data (abundance range). In effect, the sampling of each integral of the weak form in Equation (D.6) is based on less samples thus providing a worse estimate.
Figure 7. PDL hyper-parameter tuning for the four protein Cascade system. Relative error quantification over: (a) increasing number of samples per time point, (b) increasing sampling time difference \([dt]\) between clouds, (c) increasing number of spatial test-functions \(M_1\), (d) increasing number of temporal test-functions \(M_2\) for different variance of clouds of samples (i.e. different stochastic noise coefficient \(\sigma\)). The optimal parameters that are set constant while varying the others as shown in (a)-(d) are \(\text{NaS} = 400\), \(dt = 0.5\), \(M_1 = 25\), \(M_2 = 15\) for this example of stochastic noise coefficient \(\sigma = 0.01\) and errorbars are over 6 i.i.d runs. We deduce that more samples per sampling time point improve the integral estimations of Equation (3.1), resulting in lower relative error as shown in (a). In (b) we see that as the sampling time difference between the clouds of data is increased more than 0.75 time units for this system, successful recovery of \(\hat{A}\) is not feasible. (c) demonstrates that by employing more B-splines, their support is decreased and as a consequence the relative error increases. The inferred solution \(\hat{A}\) collapses (relative error sharply approaches 1) when the support of the B-splines is much smaller (over 4 times smaller) than the variance of each propagating cloud. Increasing values of stochastic noise \(\sigma\), resulting to wider clouds, further verify this result. Temporal test functions parameter shown in (d) is less sensitive wrt the relative error. The optimal value of Fourier modes to be used is 15 for this example clouds sampling time difference set at \(dt = 0.5\) time units.

Moreover, the support (or width) of each B-spline should be equal or greater than the variance of each cloud in order for the algorithm to track their evolution over time. In other words, a cloud captured by only one B-spline at a given time point once, does not carry enough information that can be subsequently projected to temporal test functions and constitute a useful projected pdf. In this example, where the variance of the steady state clouds of samples is around 0.1 (\(\sigma = 0.01\)), the relative error spikes to 1 (cyan line) when 40 B-splines are used with 0.035 spatial units support. Increasing values of stochastic noise \(\sigma\), resulting to wider clouds, require wider B-splines hence smaller \(M_1\).

The number of temporal test functions \(M_2\) (Fourier modes) used, is related to encoding spatially projected information over time and depends on the curvature of the clouds over time and the placement of nodes of spatial test functions. Faster changes in time (steep curvature) require higher frequency sinusoidal functions. In Figure 7(d), by employing three temporal test functions \(M_2\), only the low frequency changes are identified. On the other hand, higher frequency sinusoidal functions encode noise thus deteriorating the relative error. This limitation of constantly improving the relative error by using more sinusoidal over fixed sampling rate [rate is determined directly by \(dt\) and its variability by \(M_1\)], is related to the Nyquist–Shannon sampling theorem in conjunction with the sampling time difference used in Figure 7(b). Although this hyper-parameter is less sensitive with respect to the others, we conclude that the determination of \(M_2\) is problem specific and tuned in accordance to \(M_1\), with respect to the metric chosen. More detailed experiments indicating the inter-dependence of these parameters are provided in the supplementary material (S.M.5).

4.3. Biochemical protein reaction network inference using Mass cytometry data. We proceed and evaluate our proposed methodology on real publicly available mass cytometry
data [17]. Mass cytometry cell analysis techniques are important for understanding cellular responses (stimuli from other cells, signals etc) by measuring tens of interacting proteins in each cell simultaneously (predefined times), over millions of cells. Given the high resolution it is expected to become a standard technique in medical sciences in the near future. Reconstructing the pathway upon activation (ordered relation and intensity between proteins) is a non-trivial task because only a few proteins inside the cells are measured and on top of that many interfering mechanisms with different rate are also occurring. Considering the above, it is very hard to reconstruct directly the complete system of interactions. However, network reconstruction would be more successful if restricted to subnetworks. The abundance of each protein can be described as a stochastic process affected by the abundance of other proteins, so the underlying model is chosen to be an SDE for each one. Using our Fokker Planck formulation, the propagating density of abundances in the form of population data, is a novel approach to this statistically limited data regime. Next, we focus on a subnetwork of four and eight proteins (supplementary). Our findings are compared qualitatively against other studies [17, 22] and from the KEGG database, since the exact interactions mechanism are unknown.

Experimental data belong to the population of naive $CD^4^+$ regulatory T-cells and the activation cocktail which stimulate the receptors CD3/CD28 were applied. We focus on the subnetwork containing proteins pCD3z, pSlp76, pErk and pS6, downstreaming the signal in this order (cascade). The mass-cytometry measurement times are closer at earlier times, where dynamics prevail though scarce as one can see in Figure 8 (upper left).

In the data set under study and mass cytometry data sets in general, sampling times are scarce resulting to poor dynamical information. Hence the algorithm would not able to deduce the underlying interactions correctly without more frequent temporal measurements (as shown in the supplementary material), as there exist multiple dynamics that could give rise to the measured distributions or in other words, multiple possibilities for the underlying mechanisms (see [34] for a thorough explanation on inference limitations on single-cell data). The current framework assumes Gaussian stochastic noise over each cloud, which does not hold upon inspection of the histograms. Variable variance as time progresses is another peculiarity of this data-set, as our current framework assumes constant $\sigma$. Last, smoothing out the dynamics of the propagating distributions is desirable in this context of: very limited measurement times, no additional interventions and high measurement noise of unknown number of unmeasured variables. For these reasons, we propose re-simulation of the input population data, by the collocation method (details in the supplementary and previous our publication [22, 23, 24]) and all the analyses in this subsection are based on re-simulated data. The collocation method, is a regularized least-squares minimization, taking account of the variance of each cloud of samples, along with their relative distance in time and thus provides a well-informed time-series (or multiple time-series in case of multimodality) on which population data are simulated. Re-simulation is vital for obtaining a meaningful solution under this particular regime, taking account of the advantages and limitations of PDL as discussed in Subsection 4.1 and Subsection 4.2. A more advanced method for curve fitting time-course gene expression data, along with a review on this subject can be found in [18], though the collocation method is satisfactory for our demonstrations.

We remark that by construction, there is no need of random term to be included in the inference, thus $\Sigma = 0$ in Equation (2.4). Nevertheless each cloud of samples is based on
a Gaussian distribution resembling measurement noise and the theoretical deductions from Equation (2.4) up to Equation (D.6) hold, known under the name of Liouville equation.

Despite the fact that the complete biochemical network is probably nonlinear with respect to the variables, the assumed model for inference is linear \( \frac{dX}{dt} = AX \), similar to subsection 4.2 (for \( \Sigma = 0 \)). The linear model is sufficient for this low dimensional\-single maximum paradigm and at the same time, the associated connectivity matrix \( A \) encodes only the direct causal interactions between the variables. Another inherent difficulty on the inference of this example is: a) the measurement error associated with machine errors, assumed to be additive and b) uncertainty error due to the fact that each measurement comes from a different cell and each cell has different concentrations of the measured quantities.

4.3.1. External forcing as prior knowledge: Four-protein pathway. A major modelling assumption of the formalism is that the modelled system is closed. Intuitively this means that only the variables considered, account for changes on each other over time (where non-modeled or stochastic forces are on top of these changes, casting the distributional clouds). On the contrary, this does not hold true for a real biochemical pathway where the proteins are sequentially converted to the next and in which we merely focus on a fraction of the variables. Considering all the aforementioned, we add driving protein CD3z to the inference, infer CD3z, use its data though never use it to generate trajectories for that particular particular variable. In this way we extract information from this driving variable, improve the inference of the other three, at the cost of not having a meaningful SDE describing CD3z (see demonstration in supplementary). PDL returns an SDE for CD3z that is good fit, though not meaningful as based on the others. The reason for the problematic inference for this variable arises because a combination of the linear dictionary terms, starting from an initial abundance distribution \( p_0(X) \), is used to describe the curvature of the sole driving variable, in a closed system. Hence additional interactions of the modelled variables are devised to account for the non-monotonic behavior of CD3z, which in principle is regulated by unmeasured non-modeled variables. Using but not inferring CD3z consists prior knowledge to the system because from a biological point of view, the CD3z protein lies in the cell surface being one of the gatekeepers of T-cell activation (signal transduction) [6].
Figure 8. Population data (dots) of four protein CD3z, SLp76, Erk and S6 abundances, based on re-simulated data as explained in subsection 4.3. (first row panels) The average generated trajectories based on inferred $\hat{A}$ matrices of 25 training sets are shown in black solid lines with error-bars, and their average $L_2$ distance from the collocated trajectories (red solid lines) is shown in the table. The driving protein CD3z is given as prior knowledge as mentioned in the main text. We used a quadratic dictionary which results to a more accurate $\hat{A}$ in comparison with the linear, based on the $L_2$ distance, although the pairwise associations between variables remain (graph). The difficulty of this example is finding a model that is minimally complex (low order terms) and at the same time capture the dynamics (curvature) and explain the interactions (qualitatively as graph and quantitatively as equations). The graph shows the inferred relations based on the structure of $\hat{A}$ and the dashed edge CD3z $\rightarrow$ S6 is a false positive that is not found in the bibliography, possibly an artifact of limited temporal measurements. We conclude that the inferred models $\hat{A}$ predict the behaviour of the input data satisfactorily. (second row panels) Use of $\hat{A}$ matrices from training set on test set of another activation-dosage (laboratory test), in order to estimate performance. Our assumption is that the underlying mechanisms remain the same over this protein subnetwork. We see that there is partial transferability of the inferred model, probably due to the difference of the driving protein CD3z affected by unmeasured proteins. Nevertheless, none of the trajectory deviates and qualitatively we claim that the underlying mechanism is the same in both data sets. (third row panels) Extra prior knowledge on Erk further improving the test set fitting, indicating the accuracy of our models and the limited knowledge of unmeasured proteins. Further experiments are included in the supplementary material SM1, SM7.

As we already mentioned, higher order dictionaries can be more precise though their use in interpreting the interactions is more complex. In fact, low sample sizes or infrequent
sampling, coupled with high order dictionaries run the risk of overfitting. In order to be able to achieve more precise fitting over the linear dictionary (shown in supplementary) and retain interpretability with respect to interactions, we added quadratic terms of the form $x_1^2, x_2^2, x_3^2, x_4^2$ to the dictionary Figure 8. Depending on the application, there is a trade-off between model complexity and interpretability.

Figure 8 shows the four-protein pathway, where the driving variable CD3z data is used for the inference of the rest; proteins Slp76, Erk and S6. In this way we use the past of the CD3z for the future trajectory of the SLp76, Erk and S6. Random subsampling (of size 800 samples per time point) of the mass-cytometry data, result to slightly different inferred dynamical systems or connectivity matrices $\hat{A}$. Based on those inferred matrices, we generate data trajectories using a numerical integration scheme (4-th order Runge-Kutta), starting from an initial configuration $p_0$ deduced from the population data at $t = 0$. As it is evident from the Figure 8 (first row panels), the generated trajectories based on the inferred systems are in accordance with the input population data, capturing the minima correctly. Examples of these, sequentially dependent systems, are sensitive to lagged or imprecise derivative estimations, because the errors are accumulated down the pathway. Next we try to assess the inferred matrices $\hat{A}$ on experimental data (test set) coming from another activation, corresponding to a different dosage. We do not know in advance if we can capture the dynamics correctly, although we expect that the underlying mechanisms should remain the same, with a different initial distribution $p_0$. Figure 8 (second row panels) shows a satisfactory (non-divergent) fit, not being able to capture the maxima exactly. This might hold for a number of reasons. First and foremost, we focus on the modelling of a subnetwork and there might be other, unmeasured mechanisms due to the different dosage. Secondly, we chose a quadratic polynomial that best fits the input data, though it might be less transferable for this dataset. Third, the accumulated error in this cascade, builds on the last protein S6. We further add protein Erk as prior knowledge and conclude to an improved estimation for the dynamics of the other proteins of the test set (Figure 8 last row panels). This implies that there exist hidden mechanisms, in the form of unmeasured proteins, affecting this four protein cascade and one of the assumptions we make is that there is no confounding (Appendix A). A similar conclusion for mass cytometry data on the differentiation of fibroblast cell line beyond a time point, is discussed in [30].

We show in the supplementary material that a linear dictionary is less accurate than a quadratic dictionary but slightly more transferable. Results on a bigger protein network are included.

5. Discussion. Our work lies in the identification of the underlying system of differential equations based on spatio-temporal data. We have presented a new robust algorithm, PDL, for the inference of stochastic dynamical systems based on population (or time-course) data. This work builds on our previous framework [22], extending from trajectoryal (or time-series) data to propagating distributions, with the deduction of the Fokker-Planck formalization. To the best of our knowledge, this is the first approach in deriving both the unknown drift and diffusion equation terms from population data, without transforming it into trajectories instead. The latter pdf evolution can be multimodal in principle, capturing meta-stability of the underlying unknown system and this is our major contribution to the field. In the synthetic
example cases, perfect identification of the stochastic dynamics was achieved. In addition to other methods that capture the deterministic parts of SDE’s (terms comprising the gradient of a potential) provided that the dynamics have reached a steady-state, we were able to recover the diffusion coefficient of SDE’s (noise term). A limitation of the current SDE model, not the PDL framework, is the assumptions of i) the diffusion coefficient in the noise term of the SDE being constant over time, ii) the Brownian motion random term being normally distributed. Nevertheless, these assumptions can be overcome, as shown in the main text, by re-simulation of the data with an equivalent data set. Moreover, deduction of an extended form of the FP equation for multiplicative Brownian motions can be derived analytically for these cases.

The cornerstone of our work, is the weak space formulation of the problem, transforming it to an atemporal one while preserving the unknown coefficients. In this way, we gain robustness against measurement noise, scalability to higher dimensions and longer times provided that an appropriate choice of test-functions is made. Along with test-functions, an appropriate choice of dictionary is crucial for solving this inverse problem. A dictionary lacking major terms (low expressive power) of the unknown equation cannot always be compensated by higher order terms, whereas a very rich dictionary (especially in the low sample or high measurement noise regimes) can induce spurious correlations and make sparse regression harder. There is no universal solution to this challenge, as it requires prior intuition on the dynamics of the data set in order to provide the algorithm with explanatory features.

The PDL algorithm, correctly identified the non-linear double-well system, having the intrinsic difficulties of bi-modality, different diffusion coefficients and different equilibration times. The algorithm is designed such that, additional data in the form of different initial conditions or interventions on variables, can be incorporated (in a straightforward manner on top of previous computations) and bolster its inference capabilities. Towards the same direction is the direct supply of prior knowledge, in case we have strong evidence of some dictionary terms being present. The majority of the algorithms of ODE’s or PDE’s are based on the approximation of temporal or spatial derivatives by a numerical scheme like finite differences, which are very sensitive to noise of “unclean” data. This fact requires smoothing techniques in order to produce reasonable approximations, though PDL shifts this burden to the (smooth) test-functions via the weak formulation.

In this current form, the algorithm requires the propagating distributions (clouds) to be be measured frequently, in order to be captured by the spatial test functions and subsequently, by the temporal test functions. This might prove to be a limitation in specific applications of the algorithm, nevertheless we proposed the collocation method as a practical solution. Although smoothing in time is avoided, we still need temporal information (either in the form of frequent measurement or with additional interventional data) in order to disambiguate the alternative dynamics, depending on the smoothness of the evolving clouds. We strongly believe that this limitation can be alleviated with a more sophisticated choice of data-driven test functions, which is under investigation. PDL scales well with increasing number of samples (used in the integral estimators), although the current implementation is restrained by the variable with the biggest range, which might prove slow for systems with unbalanced relative magnitudes of variables.

Application to mass-cytometry data, upon inspection making realistic assumptions on the interactions, concluded to results supported by the literature. Preprocessing by re-simulation
of the population data was mandatory due to uneven, distant measurement time-points along with non-Gaussian skewed pdf’s swamped in measurement noise, which violated the algorithm assumptions. The inferred subnetworks of interacting proteins included some additional interactions, though it was expected for this low-informative data set and our dictionary choice.

Appendix A. Model, Notation and Assumptions.

The general form of a system of SDE’s reads:

\[ dX_t = a(X_t, t)dt + b(X_t, t)dB_t \]

where the first term on the r.h.s. of Equation (A.1) is the deterministic term whereas the second term is the diffusion (random forcing). \( a(X_t, t) \) is a vector field called drift and \( b(X_t, t) \) is a matrix field called the diffusion coefficient of the process \( X_t \). \( B_t \) constitutes an \( N' \)-dimensional Brownian motion, so their product acts as a random force on top of the deterministic counterpart, which is normally distributed, thus not making the deterministic dynamics diverge in later times. Intuitively, the derivative of a Brownian motion \( dB_t \) can be understood as a continuous-time zero-mean white noise with variance one.

Assumption 1: The random term describes all the latent variables (unknown) acting on the variable being modelled. In case where no latent variables are present, the model reduces to an ODE (or PDE) where the deterministic term \( a(\cdot, t) \) takes over.

We choose an appropriately rich dictionary of functions (in other context termed dictionary atoms) \( \psi_q(X(t)) : \mathbb{R}^N \rightarrow \mathbb{R}, q = \{1, \ldots, Q\} \) which serve as basis functions for the drift term.

Assumption 2: The \( n \)-th deterministic drift term \( a(X^n_t, t) \) can be written exactly as a linear combination of the dictionary atoms by:

\[ a(X^n_t, t) = \sum_{q=1}^{Q} a_{n,q} \psi_q(X(t)) \]

Note that in general, \( \psi_q = \psi_q(X(t)) \) meaning that we include non-linear functions such as \( X^n_2(t), \cos(X^n(t)), X_nX_{n'} \) etc as well. The constants \( a_{n,q} \) make up the connectivity matrix \( A \in \mathbb{R}^{N \times Q} \) of unknown coefficients to be determined later and determines the interactions between variables \( X \).

Assumption 3: Time-invariant diffusion coefficient of each process \( X^n_t \)

\[ b(X^n_t, t) = \text{constant over time} = \begin{bmatrix} \sigma_1 \\ \sigma_2 \\ \vdots \\ \sigma_N \end{bmatrix} \]
In practice, time invariance means that unmeasured variables do not affect the process $X^n_t$ in a different manner throughout the time measurements. More complex forms of diffusion could better reflect reality though this simplification is sufficient for our modelling.

The covariance matrix of the diffusion of Equation (A.1) accounts for interactions between the unknown variables and is given by:

(A.4) $\Sigma(x) = \sigma(x)\sigma^T(x), \quad x \in \mathbb{R}^N, \Sigma \in \mathbb{R}^{N \times N}$

**Assumption 5**: The covariance matrix is diagonal:

(A.5) $\Sigma = \begin{bmatrix} \sigma_1^2 & 0 & \cdots & 0 \\ 0 & \sigma_2^2 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \cdots & \sigma_N^2 \end{bmatrix}$

This implies that there are no latent confounders in the dynamics. Only latent variables affecting one system variable $X^n_t$.

**Appendix B. Measurement Data.**

**B.1. 1-Dimensional SDE.** We define $L$ objects $\{O_l\}_{l=1}^L$ that propagate in time, where $O_l$ is a specific item i.e. protein concentration and $L \gg 1$. We further assume that time is continuous and each object value at time $t$: $O_l(t)$ is given by a stochastic process whose SDE is given by:

(B.1) $d(O_l(t)) = \mu((O_l)_{t,t})dt + \sigma(O_l,t)dW_t$

where the first term on the r.h.s. is the (deterministic) drift term whereas the second term is the diffusion (random forcing), as in Equation (A.1).

**B.2. Mass Cytometry measurements.** Instead of the 1-Dimensional value each object $O_l(t)$ acquires in time, we get $P$ measured values, at predefined measurement times $t_k \in \{t_1, t_2, \ldots, t_K\}$, each contaminated with measurement error. Let variable $X$ measure the objects and $S_t$ be the set of those measurements at time $t_k$

(B.2) $S_{tk} = \{x^p, \quad p = 1, \ldots, P_tk\}$

(B.3) $x^p_k = X(O_l(t_k)) = O_l(t_k) + \text{msnt.err}$

**Assumption 6**: $\text{msnt.err} \sim \mathcal{N}(0, \sigma_{\text{msnt}})$, which is a reasonable assumption for mass cytometry data and measurement data in general provided no bias along measurements. In the following synthetic examples, $\sigma_{\text{msnt}}$ can be chosen appropriately small, so that noise doesn’t flatten (dominate over) the distribution of samples per time-point. As we later explain, this error is incorporated in the latent variables, though from this point on, we consider as data, only the measurements $x^p_{n,k}$ ($n$ indicating variable index).
Note: We randomly pick $P$ out of the $L$ in total, on every non-repeated measurement time-point $t_k$. Each measurement destroys the object, so there cannot be $X(O_l(t_{k+1}))$ after $X(O_l(t_k))$. Instead we might measure $X(O_{l+7}(t_{k+1}))$ for instance, where $O_{l+7}$ has not been measured in $\{t_i\}_{i=1}^k$. Formally

$$\{O_{l'}\} \cap \{O_{l''}\} = \emptyset, t' \neq t''$$

This does not pose a problem, as we are interested in the distribution of the iid measured objects as a set (distribution at specific time point) and not in each individual object. The data we will be considering from this point on, can be written in vector form as:

$$S = [x^{(1)}(t_1), \ldots, x^{(1)}(t_K), \ldots, x^{(P)}(t_1), \ldots, x^{(P)}(t_K)]$$

**Assumption 7**: The measured objects $x^{(p)}$ are described by stochastic processes, although there is no one-to-one correspondence along measurement times. We will use this modelling assumption to formulate the time evolution of $S_{t_k} = \{x^{(p)}(t_k), \ldots, x^{(p)}(t_k)\}$ later on and the generalization to $N$ dimensions $S_{t_k}^N$.

We can now think of $X$ as a stochastic variable, having a density comprised of $P$ samples, on every time point $t_k$, where these samples come from $P$ realizations (termed trajectories) of the same underlying SDE.

The are two major categories of temporal data depending whether the same object (variable) is repeatedly measured or not; time series and time-course (or population) data. For the case of time series data, each object is measured sequentially over time at predefined sampling time-points. On the contrary, non-repeated measurements or time-course data, measure a different object at each time instant. This might be the case when the object is destroyed along the measurement process, as for instance, in mass cytometry (see discussion above), requiring re-initialization for data acquisition at later times. However, it is assumed that (under the same experimental conditions) all measured objects are drawn from the same unknown distribution.

**Appendix C. Fokker Planck: general form.**

The FP equation, for the general stochastic process Equation (A.1), is a $N+1$ dimensional parabolic PDE given by:

$$\partial_t p(x, t) = - \sum_{n=1}^N \partial_{x_n} \{a_n(x, t)p(x, t)\} + \frac{1}{2} \sum_{n_1, n_2=1}^N \partial^2 \partial_{x_{n_1}x_{n_2}} \{D_{n_1n_2}(x, t)p(x, t)\}$$

$$\text{(C.1)}$$

$$D_{n_1n_2}(x, t) = \frac{1}{2} \sum_{k=1}^{N'} b_{n_1,k}(x, t)b_{n_2,k}(x, t)$$

$$\text{(C.2)}$$

with initial condition $p(x, 0) = p_0(x)$. Upon the assumptions on the drift and noise terms (Appendix A), the special case considered in this manuscript is given by (2.4).

**Appendix D. Weak formulation.**
Equation (3.1) can be written as

\[
\langle \phi_m(x, t), \partial_t p(x, t) \rangle = -\sum_{n=1}^{N} \langle \phi_m(x, t), \partial_{x_n} \{a_n^T \psi(x, t)p(x, t)\} \rangle + \frac{1}{2} \sum_{n=1}^{N} \langle \phi_m(x, t), \partial_{x_n x_n} \{\sigma_n^2 p(x, t)\} \rangle, \quad m = 1, \ldots, M
\]

(D.1)

with \( \langle f, g \rangle = \int_{0}^{T} f(t)g(t)dt \) denoting the inner product between functions \( f \) and \( g \) in the \( L^2(\mathbb{R}^{N+1}) \) function space.

We proceed with integration by parts and after straightforward calculations:

\[
\int_{D} \phi_m(x, T)p(x, T)dx - \int_{D} \phi_m(x, 0)p(x, 0)dx - \int_{0}^{T} \int_{D} \partial_t \{\phi_m(x, t)\} p(x, t)dxdt = \sum_{n=1}^{N} \sum_{q=1}^{Q} a_{nq} \int_{0}^{T} \int_{D} \partial_{x_n} \{\phi_m(x, t)\} \psi_q(x)p(x, t)dxdt + \frac{1}{2} \sum_{n=1}^{N} \int_{0}^{T} \int_{D} \sigma_n^2 \partial_{x_n x_n} \{\phi_m(x, t)\} p(x, t)dxdt
\]

(D.2)

where we assume that the distribution is zero on the boundary \( p(x, t)|_{\partial D} = 0 \) for all \( t \). It is apparent that by applying the weak formulation, the derivatives are "shifted" to the test functions \( \phi_m \), which is one major advantage of our modeling approach.

As one can see, the integrals are \( N \)-dimensional as the variables \{\( X^n \)\}_{n=1}^{N} are coupled in general. In the following, we define these spatio-temporal functions as:

\[
\phi_m(x, t) := \tilde{\phi}_{m_1}(x)\tilde{\phi}_{m_2}(t)
\]

(D.3)

meaning that space \( \tilde{\phi}_{m_1} \) and time \( \tilde{\phi}_{m_2} \) have different functional forms and \( m_1 \in \{1, \ldots, M_1\}, m_2 \in \{1, \ldots, M_2\}, M_1 M_2 = M \). We choose test functions in a way that their form is able to capture the data heterogeneity, form and time-scales as we discuss later on. Moreover this is why their functional form are different in principle, though we could use the same family of functionals.

On top of the choice of (D.3), we proceed with the simplification regarding the (de)coupling of the spatial variables:

\[
\tilde{\phi}_{m_1}(x) \approx \tilde{\phi}_{m_1}(x_1) \ldots \tilde{\phi}_{m_1}(x_N)
\]

(D.4)

though the variable interactions are incorporated in the dictionary atoms because the drift term \( a_n \Psi(X) \) term constitutes of \( Q \geq N \) components (for a linear dictionary \( \Psi(X(t)) = X(t) \) and \( Q = N \)).

Superposition assumption: We assume that the unknown complex distribution \( p(x, t) \) can be written as a linear combination of simple, “appropriately chosen”, spatio-temporal test functions:

\[
p(x, t) = \sum_{m_1} \sum_{m_2} d_{m_1, m_2} \tilde{\phi}_{m_2}(t) \prod_{n} \tilde{\phi}_{m_1}(x_n)
\]

(D.5)
We proceed with Equation (D.2), for $n \in \{1, \ldots, N\}$ variables in total, so for the $n$-th component and $m_1$-th, $m_2$-th test functions we get:

$$\int_{D_n} \bar{\phi}_{m_1}(x_n)\tilde{\phi}_{m_2}(T)p(x_n,T)dx_n - \int_{D_n} \bar{\phi}_{m_1}(x_n)\tilde{\phi}_{m_2}(0)p(x_n,0)\,dx_n - \int_{0}^{T} \int_{D_n} \bar{\phi}_{m_1}(x_n)\partial_t\tilde{\phi}_{m_2}(t)p(x_n,t)\,dx_n\,dt$$

where we have $N \times M$ integral equations in total. Note that the first two integrals in the l.h.s. depend on the population data of $X(t_k)$ and $X(t_{K})$ so we consider them as constants $C_{m_1,m_2,n}$ computed once.

**Appendix E. Integral Estimators.** Suppose that we fix time $t = \tau$ and let $x_i$ be drawn from $p(x, \tau)$, as is the case with population data. Then for any function $f(x) : \mathbb{R}^N \mapsto \mathbb{R}$ we approximate:

$$\mathbb{E}_{p(x,\tau)}[f(x)] = \int_{D} f(x)p(x;\tau)\,dx \simeq \frac{1}{P} \sum_{i=1}^{P} f(x_i)$$

where $P$ is the number of samples considered. Also, we approximate the time integral on the discretized time domain $\{t_1 < t_2 < \cdots < t_K = T\}$ using the standard numerical analysis trapezoidal rule on $f(x,t) : \mathbb{R}^N \times \mathbb{R}^+ \mapsto \mathbb{R}$:

$$\mathbb{E}_{p(x,t)}[f(x,t)] = \int_{0}^{T} \int_{D} f(x,t)p(x,t)\,dx\,dt$$

$$\simeq \frac{1}{2} \sum_{k=1}^{K-1} \left( \int_{D} f(x,t_{k+1})p(x,t_{k+1})\,dx + \int_{D} f(x,t_k)p(x,t_k)\,dx \right) (t_{k+1} - t_k)$$

**Appendix F. Minimization problem.** In the ideal case where the number of rows (test functions) $M$ is equal to the number of columns (dictionary atoms) $Q$ in matrix $\Psi$, one could possibly solve the system directly and recover the correct coefficients provided that the noise in the data has not affected the condition of matrix $\Psi$. In principle though, the resulting systems are over-determined because we use a large number of test functions and a broad family of potentially useful dictionary atoms, and a least-squares type minimization of the form $\min \|Z - \Psi a\|$ over $a$, does not have a sparse solution but a full (dense) one. Formally

$$\min_{a} \|Z - \Psi a\|_2^2, \quad \text{with solution } \hat{a} = (\Psi^T\Psi)^{-1}\Psi^T Z$$

In practice, a dense solution means that there is a high correlation of the available candidate features (columns of $\Psi$) as a result of noise in the data (ill-conditioned matrix $\Psi$) and sparse regression is preferable. To achieve this, a minimization problem with penalization is solved instead:

$$\min_{a} \|a\|_0 \quad \text{subject to} \quad \|Z - \Psi a\|_2 \leq \epsilon,$$
which uses the $L^0$ norm over the minimization, where $||a||_0$ is the number of non-zero elements in $a$ and $\epsilon$ is the regression error. This is a non-linear, non-convex optimization problem (NP-hard) and the solution space grows exponentially with the size of $a$ making it computationally intractable. A usual approach is to relax the norm in the objective function and solve the convex $L^1$ least-squares minimization problem or the $L^1$-regularized form:

$$ \min_a \left( \frac{1}{2}||Z - \Psi a||_2^2 + \lambda ||a||_1 \right), $$

where sparsity is enforced by the $L^1$ norm and controlled by the positive Lagrange multiplier $\lambda$ [26]. In other words, $\lambda$ balances complexity and sparsity of the solution and an approximation algorithm solving (F.3) is LASSO [32]. See [16] for a two step modified Lasso suited for high dimensional, multiscale stochastic (unary/binary) reaction networks using time series data having intrinsic uneven noise. Our modelling assumption is that the underlying dynamics are governed by a few terms, which in mathematical terms translates in sparsity of the solution of (3.5).

We note that despite its computational advantages, the least-squares approach in system identification usually produces a “full” solution where each component of $a$ is nonzero despite the true structure being sparse, making inference algorithms sensitive to noise and undersampling. A computationally demanding alternative though robust against noise and outliers (avoiding over-sparsity) is the Entropic Regression system identification [2]. We demonstrate robustness of our proposed algorithm against outliers in the supplementary material provided.

One can combine the least-squares formulation with thresholding (either iterative [5, 4] or not, hard [5, 20] or soft [4]) and conclude to a desirable, sparse solution.

Hyper-parameter tuning is important, because an excessively sparse solution will under-fit the data whereas a nearly full solution will over-fit. The chosen criterion for OMP parameter tuning is the Bayesian Information Criterion (BIC) penalizing model complexity (more terms in the solution) and specifics can be found in the Supplementary. We remark that the sparse optimization problem penalizes the magnitude of the coefficients directly, so in order to avoid inclusion/exclusion of a feature whose vector magnitude differs substantially from the others, we normalize each column $\psi_q$ of $\Psi$ by its $L^2$-norm.

### Appendix G. System interventions: additional datasets from variable perturbations.

It is usually the case that multiple datasets of the same underlying mechanism are given as input. A significant attribute of the USDL methodology is the framework of handling additional data, of the same set of variables and sampling times. Let us assume for illustration purposes that we simulate a known differential equation multiple times while perturbing its variables and generate datasets, each containing many trajectories. These datasets can be categorized in two types: i) **activation**: starting the simulation from a different initial configuration, eventually evolving to a steady or equilibrium state, and ii) **inhibition**: neutralization of the effect of a specific variable over time.

Exploration of the phase space, through additional data, results in rich dynamical information as input to the inference problem, narrowing down the possible solutions to the minimization problem discussed in subsection 3.2.1. In other words, additional data make the unknown system more identifiable. On the contrary, as the number of state variables
increases, very large sample sizes are required for successful inference, which for biological laboratory experiment measurements cannot be available, though experimental perturbations can be performed instead. These type of variable perturbations can be incorporated through interventions [22]. Collectively, i) and ii) constitute interventions on the underlying system. Each different activation intervention \( r \), results to a new SLE of the form of Equation (3.5) (remark that we omit species index \( n \)) such that:

\[
Z^{(r)} = \Psi^{(r)} a^{(r)}
\]

where the unknown \( a^{(r)} \) vector should have been determined independently. On the contrary, we merge the weak space projected data into a larger SLE, so in matrix form we end up with Figure 9: where \( a \) is determined over all activations with a single call of the feature selection algorithm. In the examples in Section 4 we used activations, though we refer the reader to the supplementary material for the derivation of inhibitions for the SDE setup, similar to the ODE anzatz [22].

**Appendix H. Algorithm limitations.**

1. Might be slow for variables having wide range being captured by spatial test functions, though current matlab version is parallel and scales well.
2. Partial parameter setting based on fitting to average trajectories of the input data. Data driven test functions and automatic algorithm hyper-parameter estimation (\( M_1, M_2 \), feature selection stopping criteria) is under development.
3. Requires relatively short sampling times (w.r.t. the fastest dynamics) for adequate time-derivative component estimation [not particularly short, as short as a finite difference scheme would require]. Tackled with data resimulation (constrained smoothing or collocation method).
4. Requires Gaussian constant-variance noise. Tackled with resimulation of the data.
5. Depending on the identifiability or complexity of the system, it might require multiple interventions (activations/inhibitions) in order to gain insight from richer dynamics.

**Appendix I. Notation.**
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