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Abstract Condition monitoring is used as a tool for maintenance management and function as input to decision support. Thus the key parameters in preventing severe damage to railway assets can be determined by automatic real-time monitoring. The technique of radio-frequency identification (RFID) is increasingly applied for the automatic real-time monitoring and control of railway assets, which employs radio waves without the use of physical contact. In this work, a 243-km² area of Kuala Lumpur was selected. Because of its large size, determining the locations in which to install the RFID readers for monitoring the bogie components in the Kuala Lumpur railway system is a very complex task. The task involved three challenges: first, finding an optimal evolutionary method for railway network planning in order to deploy the RFID system in a large-area; second, identifying the large area that involved functional features; third, determining which station or stations should be given priority in applying the RFID system to achieve the most effective monitoring of the trains. The first challenge was solved by using a gradient-base cuckoo search algorithm for RFID system deployment. The second challenge was solved by determining all necessary information using geographic information system (GIS) resources. Because of the huge volume of data collected from GIS, it was found that the best method for eliminating data was to develop a new clustering model to separate the useful from the useless data and to identify the most suitable stations. Finally, the data set was reduced by developing a specific filter, and the information collected was tested by an analytic hierarchy process as a technique to determine the best stations for system monitoring and control. The results showed the success of the proposed method in solving the significant challenge of large-scale area conditions correlated with multi-objective RFID functions. The method provides high reliability in working with complex and dynamic data.
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1 Introduction

Railway transportation plays a major role in a country’s economic growth. Rail is six times as energy-efficient as road travel and four times as economical. It is also safe and convenient [1]. Malaysian railways are currently facing a
challenge in improving their reliability and speed in order to offer competitive services to the public and to enhance their importance as an alternative to road travel [2]. The scheduling of activities is crucial for achieving a well-functioning railway transportation system [3]. Maintenance activity is designed to prevent the unexpected breakdown of equipment, which may lead to reduced service quality and unexpected costs [4]. Rail transport in Malaysia involves heavy rail (including high-speed rail), monorail, and light rail transit (LRT) [5]. Table 1 presents the train lines in the Kuala Lumpur railway network. The main issues in railway maintenance are the lack of efficient and inexpensive technology for detecting problems and a lack of proper maintenance procedures [6]. Therefore, an effective railway maintenance strategy is needed to reduce overall costs while preserving the highest maintenance level [7].

Efficient planning of operations and maintenance can maximize the reliability and productivity of existing rail networks. Condition monitoring (CM) is a tool for maintenance management and function as input to decision support [8]. Products designed for condition monitoring of train vehicles are generally focused on bogie components, as the parameters of these critical components change during operation, posing safety issues [9]. Monitoring of train bogies is typically carried out by wayside monitoring devices installed along the track, as it would not be economical to monitor the condition of every component on a vehicle [10, 11].

Various types of wayside detection systems are commonly used today, including hot axle bearing (or hot axle box) detector (HABD), track acoustic array detector (TAAD), wheel impact load detector (WILD), weigh-in-motion detector, wheel profile detector (WPD), automatic vehicle identification (AVI) units, track circuit, fiber-optic sensor, and axle counter [12, 13].

In HABD systems, optical sensors are placed on the tracks. These sensors use infrared beams to measure critical parameters and then send the measured values wirelessly to the depot. However, a major obstacle to the use of optical sensors is the need to maintain a line of sight to detect the part status [9, 13, 14].

Wireless communication-based technology has recently been used to add layers of safety and reliability to the running of rail systems [15]. This has led to the need for intelligent condition monitoring systems using radio-frequency identification (RFID) devices. The RFID is used for automatic monitoring through radio waves without the use of the physical contact [16]. It is also one of the main components in the Internet of Things (IoT) paradigm [17].

In this work, RFID is used to automatically identify the temperature and vibration of the gears and motor in each bogie system. For this task, the RFID reader positions must be specified [18]. Thus a small number of readers and a huge number of tags need to be deployed according to the longitudinal locations of the bogies in the railway stations. This gives rise to important considerations: (1) the number of readers needed to cover all tags, and (2) where the readers should be placed. These questions are considered hard network planning (NP) problems.

Optimization techniques are very helpful in solving NP-hard problems [19]. Several RFID network planning algorithms have been developed to optimize NP function parameters. In this work, we propose a gradient-based cuckoo search (GBCS) algorithm for solving the RFID network planning problem.

A particular challenge in the operation and management of RFID systems in Kuala Lumpur is the large area of Kuala Lumpur (about 243 km²). This large area presents a huge number of possibilities for the GBCS algorithm, which lowers its performance and increases the iteration time. Thus, in order to achieve high-quality results, organization of the topological information regarding the train systems is necessary.

In this paper, a GBCS algorithm is combined with an analytic hierarchy process (AHP) to identify the main train

| Line no. and color | Line name          | Line length (km) | Number of stations |
|-------------------|--------------------|------------------|--------------------|
| 1                 | KTM Seremban Line | 135              | 29                 |
| 2                 | KTM Port Klang Line | 126             | 34                 |
| 3                 | LRT Ampang Line   | 27.4             | 18                 |
| 4                 | LRT Sri Petaling Line | 17.7         | 31                 |
| 5                 | LRT Kelana Jaya Line | 46.4         | 37                 |
| 6                 | KLIA Ekspres Line | 57               | 3                  |
| 7                 | KLIA Transit Line | 57               | 6                  |
| 8                 | KL Monorail Line  | 6.6              | 11                 |
| 9                 | MRT Line          | 51               | 34                 |
| 10                | Skypark Link Line | 24               | 5                  |
stations. RFID readers are then installed to record information on the train gears, motor temperature, and vibrations for condition monitoring and predictive maintenance purposes.

2 System Methodology

The methodology used in this work addresses the difficulties involved in railway RFID network planning in Kuala Lumpur, characterized by its large area, represented by a large number of railway stations, and the effect of RFID multi-objective network planning. The scenarios are developed in three main stages. The goal of the first stage is to find an efficient algorithm that can provide a superior method for solving large-scale RFID network planning problems. Here, the GBCS is found to be the best algorithm. In the second stage, the specific station positions are determined, along with all necessary information using geographic information system (GIS) resources (because there is no data set available). In the third stage, because of the large amount of data collected from GIS, the best method for eliminating data is found by developing a new clustering model to separate the useful from the useless data and to determine the most suitable stations. Finally, the data set is reduced by developing a specific filter, and the information obtained is tested using AHP to determine the best stations for system monitoring and control. The flow chart of the system methodology is shown in Fig. 1. The methodology process includes three stages: 1) the first stage is to use GIS Data Collection and specify primary effective stations using filter; 2) the second stage is to specify effective stations using AHP; 3) the third stage is to apply optimization technique to install RFID in effective station.

2.1 Applying the Geographic Information System (GIS)

GIS is an information storage system that can integrate different types of data. It has been used as a tool to analyze specific map information [20].

Many researchers have used GIS with RFID systems in urban transportation management planning [21, 22]. In this study, GIS was used to identify the station positions (Fig. 2), the train movement in each station, and all other necessary information including the train line elevation from ground level, train line obstacles such as different line tunnels that could affect reader signals, and the number of train lines at a station, including details such as line name and its number.

As shown in Table 1, there are 209 stations with 10 different rail lines, and the most suitable stations must be identified for installation of the RFID readers. Because of the vast amount of data collected from GIS, it was found that the best method for eliminating data and identifying the most suitable stations was by developing a new clustering model to separate the useful from the useless data. That means the filter will ignore the stations that have less lines and present the stations that have two or more than two lines. In other words, there is no benefit to put more than one station to control the same line’s train. Also, if we have a station used for three or more lines, the stations with a single pass of the same line’s train will be deleted or ignored because monitoring these trains will be covered through the effective stations. The effective stations were selected based on the following monitoring objective functions:

---

Fig. 1 Flow chart of the system methodology
1. Number of lines detected in a station, and the calculation method is shown in Eq. (1);
2. Effective stations selected and not effective stations eliminated. The filter algorithm is to sum up the number of each station’s passing lines and consists of the station vector, as shown in Eq. (2).

\[ S_t = \sum_{i=1}^{10} T_r_i \]  
\[ S_{tf} = [S_{t1}, S_{t2}, \ldots, S_{tn}] \]

where \( S_t \) is the number of lines passing the individual station, \( T_r_i = 1 \) if the line \( i \) passing the station, otherwise \( T_r_i = 0 \), and \( S_{tf} \) is the stations vector. The filter categorized stations by the number of lines’ trains that pass through the station. The filter will ignore the stations that have less than two lines and present the stations that have two or more than two lines. This resulted in three classes: class 1, stations with two lines’ train passes; class 2, stations with three lines’ train passes; class 3, stations with four lines’ train passes. All the stations ranked in these three classes are shown in Table 2.

Based on the filtering results, only six stations can be effectively used for installing RFID readers. The TBS and KL-Central were assigned a higher rank, as they are used by four different lines, while the other stations (i.e. Subang Jaya, Masjid Jamek, Maluri, and Chan Sow Lin) were assigned a lower rank because they are used less by trains. Based on the classification filter results in Table 2 above, some stations rank takes the same values, such as TBS with KL-central, Masjid Jamek with Subang and, Maluri with Chan sow. Therefore, they cause a fuzzy in detecting the optimal stations. To solve this problem, there must be a technique that presents the prior stations. The researcher found that AHP is one of the best techniques that can help to decide which stations have taken priority for this mission. Therefore the numerical results in Table 2 present as input representation to AHP technique in order to choose the priority stations for best monitoring and control. All the data collected will be used as input for choosing the stations that can be used as monitoring centers for all the Kuala Lumpur trains.

2.2 Developing the AHP Technique

The AHP methodology was used to evaluate and determine which train stations are the most suitable to be used as monitoring centers in the Kuala Lumpur railway system. Due to the large number of stations based on different trains, it is necessary to determine the appropriate station or stations in which to apply the RFID system to achieve the most effective monitoring system. The huge number of stations for the 10 lines’ trains operating in Kuala Lumpur required the use of a decision process to eliminate unnecessary stations and identify robust stations that could monitor trains effectively. The selection of optimal stations is a difficult decision process for managers and transportation planners. AHP is an efficient technique that can be easily understood and used by decision-makers to simplify the process [23, 24].

AHP modeling consists of three main steps: (1) outlining the problem and structuring the decision hierarchy, (2) creating the pairwise comparison matrix, and (3) calculating the weights of the criteria. Using this three-point model, an AHP framework was developed to facilitate the process [25], and the following steps were proposed:

**Step 1** Define the goal: The goal is to evaluate and select the proper stations to use as monitoring centers in the Kuala Lumpur railway systems.

**Step 2** Identify the criteria for station selection: The maximum number of trains detected in a station and the minimum number of similar trains identified in a station are applied as criteria for station selection.

**Step 3** Determine the stations to be used as monitoring centers: Highly effective stations are used in this study, namely TBS, KL-Central, Subang Jaya, Masjid Jamek, Maluri, and Chan Sow Lin stations, which are selected using the classification filter described in the previous section, the result is shown in Table 2.

**Step 4** Construct a hierarchy framework for the analysis: The criteria are structured into a hierarchy descending from the overall objective to the various stages. The top level of the hierarchy represents the defined objective, while the second level consists of two criteria for the station selection. Finally, the bottom level of the hierarchy represents the station alternatives. Two zones are selected for the AHP process, where each zone
represents a group of stations that can be correlated by neighborhood relationships based on the distance between stations, as shown in Fig. 3.

Step 5 Collect empirical information and data after building the AHP hierarchy: This stage consists of measurement and collection of data, which involves creating a set of evaluators.

Step 6 Perform pairwise comparisons for each level of criteria: Pairwise comparison decision matrices are obtained from two evaluators having experience in the field of railway engineering. The authors, together with the evaluators, compare the importance of the selection criteria in pairwise fashion according to the goal of the decision problem. These decisions are then combined using the geometric mean at each hierarchy level to obtain the corresponding consensus. A relational scale of real numbers from 1 to 9 is used for ranking, as presented in Table 3.

The purpose of this scale is to determine to what degree one station is more important than another station with
respect to the criteria. After completion of the pairwise comparison matrices, the weights of the criteria are calculated using the pseudo-code identification process shown in Fig. 4.

The results represent the priority station information used in the GBCS to determine optimal reader positions based on RFID objective functions.

### 2.3 Gradient-Based Cuckoo Search (GBCS)

This section presents the evolutionary algorithm used to solve the multi-objective functions based on correlations between actual tag positions and RFID reader propagation rate. A modified cuckoo search algorithm is correlated with the gradient of the objective function for this task [26, 27]. GBCS has proven to be a strong candidate algorithm for solving difficult optimization problems in large-scale areas. One of the most powerful features of GBCS search is the use of Lévy flight to generate a new solution. The Lévy flight technique focuses the search over a large area, as the steps are not restricted by area. Therefore, the use of the GBCS algorithm with small steps and occasional large jumps makes the GBCS unique among optimization algorithms, as it can be used efficiently in large-scale conditions with clustered big data [28, 29]. Thus, it can be a useful solution for RFID network planning in railway stations.

The main steps involved in this algorithm are as follows:

**Step 1** Read and transfer AHP results to the computational board to read GIS images.

**Step 2** Select proper stations for train monitoring.

**Step 3** Automatically select station images and then use mouse clicks to generate tag coordinates.

**Step 4** Evaluate the fitness value of each reader based on the objective functions used in the following equation:

The Friis transformation equation is used to determine the amount of power received from one antenna (with gain $G_1$) when transmitted from another antenna (with gain $G_2$), based on the distance ($r_{\text{max}}$) between them, and operating at wavelength $\lambda$ or frequency $f$, as in Eq. (3) [30, 31]:

$$P_R = P_T \times G_T \times G_R \times \left(\frac{\lambda}{4 \times \pi}\right)^2 \times \frac{1}{r_{\text{max}}^n}$$

where $P_R$ is the power input tag, $P_T$ is the power output reader, $G_R$ is the reader antenna gain, $G_T$ is the tag antenna gain, and $\lambda$ is the wavelength. In free space, the path loss (PL) exponent $n$ is set at 2, but in cluttered environments such as urban or suburban areas (with pipes and tunnels, etc.), the PL exponent $n$ may vary from 1 to 4.

The propagation domain of the RFID reader ($r_{\text{max}}$) can be determined from the set of the expressions (4), (5), and (6). Where $L_{\text{db}}$ is path loss in decibel, $L_{\text{m}}$ is path loss in meter, $C$ is light speed, $C = 299792458$ m/s, $f$ is operating frequency, here $f = 915$.

$$L_{\text{db}} = P_T + G_T + G_R + P_R$$

$$L_{\text{m}} = 10^{\frac{L_{\text{db}}}{10}}$$

$$r_{\text{max}} = \sqrt[4]{\frac{L_{\text{m}} \lambda}{4\pi}} \quad \text{where} \quad \lambda = \frac{C}{f}$$

The propagation range calculated in Eq. (6) is subject to the boundary conditions [31]

$$r_{\text{max}} \geq r_{\text{id}}$$

Where $r_{\text{id}}$ is the distance between the tag and reader in the working space, can be calculated by the following expression:

$$r_{\text{id}} = \sqrt{(x-x_t)^2 + (y-y_t)^2}$$

---

Table 3: Scale of relative performance (pairwise comparison) [24]

| Scale | Decision                        |
|-------|---------------------------------|
| 1     | Equal importance                |
| 3     | Moderately greater importance of one over another |
| 5     | Essential importance            |
| 7     | Very strong importance          |
| 9     | Extremely high importance       |

---

Fig. 3 AHP process
where $x, y$ are the coordinates of the reader and $x_i, y_i$ are the coordinates of the tag.

The optimal number of RFID readers $N_i$ is calculated using the formulae (8) and (9) [30]:

$$\text{cov}_i = \max_{i \in \text{RS}} \left( r_{\text{max}} - r_{\text{id}} \right) \quad (8)$$

$$N_i = \sum_{i \in \text{TS}} k \cdot \text{cov}_i \quad (9)$$

where $\text{cov}_i$ is the coverage rate of tags in the propagation domains (RS). $N_i$ is reader number in the working domain (TS). And $k$ is the number of tags groups in the working domain.

The tag coverage rate $\text{cov}$ in the specified area, which represents a significant and important objective function of RFID technology, is determined as expression 10: [30]

$$\text{cov} = \frac{\max_{i \in \text{TS}} \text{cov}_i}{N_t} = \frac{\text{detected tag}}{\text{total tags}} \quad (10)$$

where $\text{cov}$ is the coverage rate of the tags in the TS range, $\text{cov}_i$ is the coverage rate of the tags specified within reader $i_{\text{th}}$ propagation range, $N_t$ is the number of tags distributed in the working domain. The base of tags distribution $N_t$ is dependent on: 1) the number of train pass through the station; 2) the number of car-sets of each train; 3) the number of bogie system in each car-set of train; 4) the number of electrical motor and gear in each bogie. Reader collisions usually occur in very dense environments where multiple readers try at the same time to interrogate tags. As a result of such situations, the unaccepted level of misreads can be reached. Reader collision avoidance objective can be defined as the expression 11.

$$I_{\text{min}} = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \text{dis}(R_i, R_j - (r_i + r_j)) \quad (11)$$

where $N$ is the number of readers. dis is the function to compute the distance between readers. $(r_i, r_j)$ are the interference ranges for reader $i$ and reader $j$, and $(R_i, R_j)$ is the position of the $i_{\text{th}}$ and $j_{\text{th}}$ reader in terms of the $x$–$y$ axis respectively. The goal is to locate readers far from each other in order to avoid or minimize interference. According to the above formula the interference condition can be occurred when the sum of interrogation ranges of two readers $(r_i + r_j)$ is greater than the center to center distance “d” between the same readers $[(r_i + r_j) > d]$. The interference rate can be calculated by the Eq. (12):

$$I = \frac{\text{Interfered Tags}}{\text{Total Tags}} = \frac{\sum_{i,j} \text{Cov}_i \cap \text{Cov}_j}{N_t} \quad (12)$$

where $\text{cov}_j$ is the coverage rate of the tags specified within reader $j_{\text{th}}$ propagation range.

The formulas presented above will be applied in the set of evaluation functions as an objective function [32]. In the original algorithm, when new nests are generated from the replaced nests via a random step, the magnitude and the direction of the step are both random.

$$x_j^{(r+1)} = x_j^{(r)} + \alpha(\oplus)\text{levy}(\lambda) \quad (13)$$

Notation $x_j^0$: initial number of host nests or initial solution. $x_j^{r+1}$: Generate a new solution randomly by levy flight. $\alpha$: is a real number denoting the step size, $\alpha > 0$. $\oplus$: Product denotes entry-wise multiplications. $\text{levy}(\lambda)$: A Levy flight is a random walk where the step-lengths are distributed according to a heavy-tailed probability distribution as shown in Eq. 14.

$$\text{levy} u = r^{-\lambda} \quad 1 < \lambda < 3 \quad (14)$$

$u$ is leap path of levy flying.

The modification in the present algorithm GBCS, the researcher resaved the randomness of the magnitude of the step. However, direction is calculated based on the gradient sign of the objective function. When the gradient is negative, the direction of step will be positive. If the gradient is positive, the direction of step will be negative. Based on the present sequence, new nests will be generated randomly from the worst nests but in the direction of the minimum number of old nests. Thus, (Eq. 13) is replaced by

$$x_j^{r+1} = x_j^{r} + \text{step}_i \odot \text{sign} \left( -\frac{\text{step}_i}{\delta f_i} \right) \quad (15)$$

$$\text{step}_i = \alpha \left( x_j^0 - x_k^0 \right) \quad (16)$$

Notation $x_j^0, x_k^0$: are two different solutions generated and selected randomly by random permutation. $\delta f_i$: is the gradient of the objective function at each variable, that is $\delta f_i/\delta u_i$. The results of this process will establish the coverage rate of tags and the reader numbers and positions in the selected stations.

The best solution is then documented for each reader:

**Step 5** Update the gradient position of all readers using Eq. (16).

**Step 6** Evaluate the fitness value of each reader for comparison with the previous best fitness position.

| Table 4 Zone 1 analytical hierarchy process matrix |
|-----------------------------------------------|
| TBS  | KL-Central | Subang Jaya |
|------|------------|-------------|
| TBS  | 1          | 7           | 4            |
| KL-Central | 0.14   | 1.00        | 0.20         |
| Subang Jaya  | 0.25   | 5.00        | 1.00         |
Step 7 If the fitness value achieved is a global best, then the optimal reader position and iteration have been achieved.

3 Results and Discussion

This study combined a GBCS approach with the AHP technique. AHP identified a set of stations for train line monitoring using a GBCS algorithm. The AHP model in this study prioritized stations based on their rank. The results of the classification filter in Sect. 2.1 can be seen in Table 2.

The results of station ranking are presented in Table 2. The 6 selected stations represent the stations that can effectively monitor all the trains in Kuala Lumpur. They were selected using a filtering technique based on Eqs. (1 and 2). The TBS and KL-Central, which are used by four different lines’ trains with various times, have been given a higher rank. The reason for choosing these stations as higher-ranking stations is the wide range of trains used, and thus the high possibility for monitoring the train bogies. The other stations (i.e. Subang Jaya, Masjid Jamek, Maluri, and Chan Sow Lin) are given lower ranks because they are used less by the trains. The data collected can be used as input for selecting the stations to be used as centers for monitoring all of the Kuala Lumpur trains, and the information detected is used for managing train maintenance. The next process is to reduce the large amount of data to optimize the maintenance schedule. The AHP will determine a set of priorities for effective stations. The AHP takes a decision for a train using a series of pairwise comparisons, and then synthesizes the results as shown in Tables 4 and 5. Two zones are selected for the AHP process. In this step, each zone represents a group of stations that can be correlated by neighborhood relationships including the distance between stations, the number of trains that cross each station, and the repetition of the symmetrical trains that can be activated through stations. These considerations will be the regional assumption for the clustering process. We observe that the number of comparisons is a combination of the number of stations to be compared. Since we have three stations in zone 1 (TBS, KL-Central, and Subang Jaya) and three stations in zone 2 (Maluri, Masjid Jamek, and Chan Sow), we have three comparisons in each zone. The diagonal elements of the matrix are always 1, and we fill the upper triangular matrix based on evaluators and fill the lower triangular matrix using the reciprocal values of the upper diagonal. The tables below show the number of comparisons.

After completing the pairwise comparison matrices, the weights of the criteria are calculated using the pseudo-code identification process as shown in Fig. 4.

Tables 6 and 7 show the priority factor (or normalized principal eigenvector) indicating the relative weights among the stations in each zone. The priority station evaluation for the TBS, KL-Central, and Subang Jaya stations is 67.52%, 7.26%, and 25.21%, respectively, while for the Maluri, Chan Sow Lin, and Masjid Jamek stations it is 56.03%, 31.18%, and 12.79%, respectively. The most preferred stations are Maluri, Subang Jaya, and TBS, which cover nine trains. The stations denoted with a red color (TBS, Subang Jaya, and Maluri) cover all train lines (except the KL Monorail Line because of its different elevation). Based on these data specifications, GIS information is collected.

The highlighted values observe the priority vectors for the stations. The results show that the top 3 stations suitable for monitoring the railway system is TBS, Maluri and Subang Jaya. The AHP technique assigned different final priorities for the alternatives as a helpful method for making a decision. Apparently, the best alternative is TBS station which was not ranked as the best choice in the primary consideration as shown in Table 5. It is covered
four trains operation. Also, there is a close link between the
station TBS and Subang station, for that the potential effect
between them make them in higher ranks (67.52%, 25.21%)
the same rule applied in the second zone with Maluri station. The contribution in this work is the corre-
lation between zones when applied the AHP. It is seen that
the Maluri took higher value from the Subang station
value. This is due to the importance of the trains passes
through this station. The results were obtained using a
GBCS algorithm with GIS images to achieve optimal
solutions for RFID network planning multi-objective
problems. All simulations were conducted with 7500 iter-
ations and 50 independent runs. The results for the three
selected stations are described below.

3.1 Maluri Station Results

The method proposed in this study ranks the proper choices
for problem classification, and has fewer memory
requirements and provides faster responses. The graphical
tag distribution results for the Maluri station are presented
in Fig. 5. It can be observed that the tags were limited by
station domain range conditions. Each tag was identified by
an \((x, y)\) position and collected as a group based on bogie
location.

Figure 5 shows the indicators in red and white represen-
ting vibration and temperature tags, respectively. The
distribution base was the number of electrical motors and
gears in each bogie. Each motor and gear needed a tem-
perature and vibration tag to monitor its situation. The
working area scenario used 40 RFID tags based on bogie
longitudinal location in Kuala Lumpur, Malaysia. Five
RFID readers were distributed to cover all tags. The initial
reader number was specified based on the maximum
possible number of readers for the station area. Reader
limitations and primary positions were generated based on
GIS information. The plotted results indicate RFID readers
with a blue plus (+) sign. Reader coordinates are shown as
red stars (*), and their interrogation range is shown as black
dashed circles. Figure 6 shows the simulation results.

3.2 Subang Jaya Station Results

The results for Subang Jaya station are shown in Fig. 7. It
can be seen that tags were limited by domain range con-
ditions in both the KTM and LRT stations based on the
bogie longitudinal locations. Each tag was identified using
an \((x,y)\) position based on bogie location for each train line.

![Fig. 5 Maluri station tag distribution results](image)

![Fig. 6 Maluri station simulation results](image)
temperature tags, respectively. The distribution base was the number of electrical motors and gears in each bogie. Each motor and gear needed a temperature and vibration tag to monitor their condition.

The plotted results, as shown in Fig. 8, indicate RFID readers using blue plus (+) signs. Reader coordinates are shown using blue stars (*), and their interrogation range is shown as a blue dashed circle.

The working area was 7700 m², and 176 RFID tags with 10 RFID readers were distributed.

### 3.3 TBS Station Results

The tag distribution for the TBS station is shown in Fig. 9. Red and white indicators represent vibration and temperature tags, respectively. Each tag was identified using an (x,y) position and collected as a group based on bogie location.
The working area was 11,000 m$^2$, and 176 RFID tags with 10 RFID readers were used, as shown in Fig. 9. The results are plotted in Fig. 10, and indicate RFID readers using blue plus (+) signs. Reader coordinates are demonstrated using green stars (*), and their interrogation range is shown as a green dashed circle.

The numerical results shown in Table 8 demonstrate the differences in solution quality for large railway RFID network planning problems.

In this study we determined effective stations for RFID reader installation in order to detect and monitor bogie temperature and vibration for maintenance issues. These stations covered all train lines (except the KL Monorail Line because of its different elevation). An effective maintenance strategy was achieved that reduces overall maintenance costs without reducing the level of maintenance itself. Additionally, RFID reader distribution is an economical process. The magnitude of the objective function was minimized to improve the quality of service (QoS). The use of AHP improved the reliability of the GBCS algorithm to provide better solutions in large and complex areas with large amounts of tag data. With traditional methods using the GBCS algorithm, it is not possible to achieve significant results. By combining it with AHP, the algorithm was able to identify only those stations needed to monitor the entire Kuala Lumpur train network. This unique capability represents a novel method for monitoring large areas such as cities with an unlimited number of distributed tags.

The methodology will help in developing a novel and unique monitoring system in real time. By using GIS technology, AHP, RFID, and the GBCS algorithm, the methodology provides a complete system for condition monitoring in large-scale areas of modern railway management systems. One of the most powerful features of the new methodology is the use of GIS technology, which enables the method to be employed in any country in the world that has a complex network of railway systems.

### 4 Conclusion

Monitoring complex railway systems is vital to railway management, and includes the implementation of a predictive maintenance system for evaluating the future status of the monitored parts in order to reduce risks related to failures and to avoid service disruptions. In Kuala Lumpur, the railway network involves 10 essential rail lines. The trains run on these lines need to be monitored to improve maintenance quality and reduce risk. RFID systems provide a unique object monitoring service and record unusual changes in real time through radio waves without the use of physical contact. In the present work, this target was achieved by combining AHP and GBCS. The method was tested in real train stations in Kuala Lumpur, and showed significant results in determining working RFID domains and specific RFID reader distribution. The proposed method can facilitate rail monitoring and maintain railway system stability in the face of potential disturbances. It can improve railway maintenance by dynamic monitoring and scheduling for preventive maintenance activities. Also, this method can optimize traditional maintenance problems for large-area sets by tackling changes in temperature and vibration of train gear box and electrical motors. Dynamic time monitoring provides information during each train stop in a station. The results here identified three stations (TBS, Maluri, and Subang Jaya) as reader locations and positioned 25 readers to detect the temperature and vibration responses from train gears and motors. The present

![Fig. 10 TBS station simulation results](image_url)

| Stations          | Number of tags used | Tag coverage (%) | Number of readers | Number of overlapping tags | Fitness (%) |
|-------------------|---------------------|------------------|-------------------|----------------------------|-------------|
| Maluri station    | 40                  | 100              | 5                 | 0                          | 100         |
| Subang Jaya station | 176                | 93.75            | 10                | 1                          | 80.84       |
| TBS station       | 176                 | 98.9             | 10                | 2                          | 81.28       |
method provides high reliability in working with complex and dynamic information.

The main contributions of this study are as follows:

1. Development of a novel AHP objective function that provides proper RFID domains in the form of a working station area. This is useful for specifying effective station positions based on GIS maps and train movement.

2. The combination of the AHP method with GBCS to specify optimal reader positions and number based on the working train station domain.
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