Spin Hamiltonians are as hard as Boson Sampling
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Aaronson and Arkhipov showed that predicting or reproducing the measurement statistics of a general linear optics circuit with a single Fock-state input is a classically hard problem. Here we show that this problem, known as boson sampling, is as hard as simulating the short time evolution of a large but simple spin model with long-range XY interactions. The conditions for this equivalence are the same for efficient boson sampling, namely having small number of photons (excitations) as compared to the number of modes (spins). This mapping allows efficient implementations of boson sampling in small quantum computers and simulators and sheds light on the complexity of time-evolution with critical spin models.

Boson sampling requires (i) an optical circuit with $M$ modes, randomly sampled from the Haar measure; (ii) an input state with $N \ll M$ photons, with at most one photon per mode; (iii) photon counters at the output ports that post-select events with at most one photon per port. Under these conditions, the probability distribution for any configuration $\mathbf{n} \in \mathbb{Z}_M^2$, $p(n_1, n_2, \ldots, n_M) = |\gamma_{\mathbf{n}}|^2$, is proportional to the permanent of a complex matrix whose computation is $\#\text{-P}$ hard. This result, combined with some reasonable conjectures [1], implies that linear optics and interferometers have computing power that exceeds that of classical computation, and that the classical simulation of random optical circuits with non-classical inputs likely involves itself an exponential overhead of resources. More recently, boson sampling has been generalized to consider other input states [2,3], extensions to Fourier sampling [4] or trapped ion implementations [5]. Boson sampling has also been related to practical problems, such as the prediction of molecular spectra [6] and quantum metrology [7]. Finally, there are other quantum models, such as circuits of commuting quantum gates [8] which also establish potential limits of what can be classically simulated.

In this article we prove that boson sampling is equivalent to a many-body problem with spins that interact through a long-range, XY coupling and evolve for a very short time, of the order of a single hopping or spin-swap event. The model involves a bipartite set of input and output spins

$$H = \sum_{i,j=1}^{M} \sigma^+_{\text{out},j} R_{ji} \sigma^-_{\text{in},i} + H.c.,$$

joined by the (unitary) matrix $R$. We show that the time evolution of an initial state that has only $N$ excited input spins approximates the wavefunction of the boson sampling problem after a finite time $t = \pi/2$. All errors in this mapping can be assimilated to bunching of excitations in the optical circuit, and the mapping succeeds whenever boson sampling actually does.

Where does Hamiltonian (1) come from? It arises from a setup with two-level systems as photon-emitters and detectors at the entrance and exit of an $M$-port interferometer [cf. Fig. 1]. An interpretation of this setup in terms of earlier works with qubits in photonic waveguides shows it contains a coherent, photon-mediated interactions of the form (1), accompanied by collective dissipation terms. In addition of this physical motivation, our work introduces a new physical problem that has the same complexity as boson sampling, but which can be reproduced on state-of-the art quantum simulators and small quantum computers. Unlike boson sampling, spin sampling may be implemented using error correction, an idea that pushes the boundaries of what can be experimentally implemented beyond the limitations of linear optical circuits.

RESULTS

The boson sampling Hamiltonian

Before studying the spin model (1), let us develop a Hamiltonian for boson sampling. Let $R$ a the unitary matrix...
transformation implemented by the circuit in Fig. 1b. $R$ is sampled from $U(M)$ according to the Haar measure, and has associated an equivalent Hamiltonian

$$H_{BS} = \sum_{i,j=1}^{M} (\hat{b}_i^\dagger R_{ji} a_i + \text{H.c.}) + \sum_{j=1}^{M} \omega (\hat{b}_j^\dagger b_j + a_j^\dagger a_j).$$

for the input and output modes, $a$ and $b$, of the problem. Evolution with this Hamiltonian transforms the initial state of boson sampling

$$|\phi(0)\rangle = a_1^\dagger \cdots a_N^\dagger |\text{vac}\rangle,$$

into the $N$ boson sampling superposition

$$|\phi(\pi/2)\rangle = (-i)^N \prod_{i=1}^{N} R_{ji} \hat{b}_j^\dagger |\text{vac}\rangle,$$

with a photon distribution given by the permanents $|\gamma_i|^2 = \mathbb{P} |\text{vac}\rangle (\hat{b}_1^{n_1} \cdots \hat{b}_N^{n_N} |\phi(\pi/2)\rangle |^2, n_i \in \{0,1\}.$$

**Dilute limit**

The final state in Eq. (1) contains a non-zero probability of two or more bosons accumulating in the same mode. It can be split as in Fig. 2

$$|\phi\rangle = Q |\phi\rangle + |\varepsilon\rangle,$$

where $Q |\phi\rangle$ is the projection onto states with zero or one boson per site and $|\varepsilon\rangle$ contains bunched states. For the errors $|\varepsilon\rangle$ to be eliminated in postselection while maintaining the efficiency of the sampling, the number of modes must be larger than the number of excitations. Formally the limit seems to be $M \approx N^2 \log^2(N)$, while $M \approx N^2$ is the suspected ratio [11] at which sampling becomes efficient, with bounds being tested theoretically and experimentally [11,13].

**Spin sampling**

The assumption of ‘diluteness’ of excitations, which is needed for the efficient sampling of bosons, not only ensures that we have a small probability of boson bunch at the end of the beam-splitter dynamics, but also at all times. More precisely, the probability of bunching of particles in the state $|\phi(t)\rangle$, estimated by $\|Q |\phi(t)\rangle\|^2$, roughly grows in time and is bounded by the final postselection success probability [cf. Ref. [15]]. In other words, boson sampling dynamics is efficient only when it samples states with at most one boson per mode, the so called hard-core-boson (HCB) subspace or the spin space. In this situation one would expect that the models [1,2] and [2] become equivalent, with the soft-boson corrections becoming negligible.

A formal solution for this error

$$|\delta(t)\rangle = -i \int_0^t e^{-iQH_{BS}Q(t-\tau)QH_{BS}} |\varepsilon(\tau)\rangle d\tau.$$ (7)

Bounds for the different terms in this integral provide us with the core result (see supplementary material [14]):

$$\|\delta(t)\|_2 \leq \frac{N^2}{\sqrt{M}},$$ (8)

which states that the error probability at $t = \pi/2$ is negligible when $N \sim \mathcal{O}(M^{1/4})$. In that material we also show numerical evidence [15] that this bound can be at least improved to $N \sim \mathcal{O}(M^{1/3})$. Moreover, we show that the same bounds apply for the variation distance between the probability distributions associated to the quantum states $Q |\phi\rangle$ and $|\psi\rangle$, the measure used by Aaronson and Arkhipov in Ref. [1].

Equation (7) shows that the errors due to using a spin model for boson sampling feed from bunching events in
the original problem, $|\delta\rangle \propto |\varepsilon\rangle$, which are prevented by the HCB condition. For times short enough, these errors amount to excitations being “back-scattered” to the “in” spins. This means that sampling errors can be efficiently postselected in any given realization of these experiments, rejecting measurement outcomes where there contain less than $N$ excitations in the $\sigma^+_{out,j}$ spins. In this case, what we characterized as an error becomes a postselection success probability, $P_{ok} = 1 - \|\delta\|^2$.

**Quantum computing**

Our previous results suggest an efficient implementation of boson sampling in a general purpose quantum computer using the following algorithm: (i) Prepare a quantum register with $M + M$ qubits, encoding the input and output spins, respectively. (ii) Initialize the register to the state $|\psi(0)\rangle = |1, \ldots, 1, N, 0_{N+1}, \ldots, 0_{2M}\rangle$. (iii) Implement the unitary $U = \exp(-iH\pi/2)$, where $H$ is given by (1). (iv) Measure the quantum register. Postselect experiments where the $N$ qubits are at zero, recording the resulting state of the output qubits to estimate the sampling probability. Note that step (iii) may overcome the accuracy limitations of optical devices with the use of error correction, allowing scaling to arbitrarily large problems. It is worth mentioning that while a general purpose quantum computer might implement boson sampling via the Schwinger representation of bosons, this would require larger number of qubit resources, and a greater complexity in implementing beam-splitting operations, while our spin sampling problem requires a smaller Hilbert space, and has a natural implementation on a small quantum computer.

**Quantum simulation**

We can use a quantum simulator with spins to implement spin sampling. As a concrete application, let us assume that we have a quantum simulator that implements the Ising model with arbitrary connectivity and coupling to a transverse magnetic field

$$H_{Ising} = \sum_{a,b=1}^{2M} J_{a,b} \sigma^x_a \sigma^y_b + B \sum_{a=1}^{2M} \sigma^z_a. \quad (9)$$

In the limit of very large transverse magnetic field, $|B| \gg \|J\|$, we can map this problem via a rotating wave approximation to the Hamiltonian (1) where the coupling matrix is $J_{i,j+M} = J_{i+M,j} = R_{ij}, (i, j = 1, \ldots, M)$.

The Ising interaction (1) is already present in trapped ions quantum simulators with phonon-mediated interactions [16], a setup which has been repeatedly demonstrated in experiments [17][19], even for frustrated models [20][21], extremely large 2D crystals [22], and in particular in the XY limit [23]. Another suitable platform for this kind of simulations is the D-Wave machine or equivalent superconducting processors with long-range tunable interactions [24][26]. These devices can now randomly sample $J$ from a set of unitaries over a graph that is a subset of the available connectivity graph. Since the number of spins is very large, with over 900 good-quality qubits available, we expect that those simulations would surpass the complexity of the sampling problems that can be modeled in state-of-the-art linear optics circuits.

**Complexity theory**

Our mapping of boson sampling to spin evolution shows that classically simulating the dynamics of long-range interacting spin models at short times has exactly the same complexity, which if the conjectures in Ref. [1] hold, is $\#P$ hard. More precisely, if spin sampling were to be solvable in a classical computer, then we would approximate the boson sampling solution with precision $N^2/\sqrt{M}$, which would imply a collapse of the polynomial hierarchy [1]. We have thus established a new family of problems that are efficiently simulatable in a quantum computer but not on a classical one.

This idea connects to earlier results that relate the difficulty of classically simulating time-evolution due to very fast entanglement growth [27][28]. It also does not contradict the fact that free fermionic problems can be efficiently sampled because model [1] only maps to free fermions for a subclass of matrices, $\mathcal{R}$, which are tridiagonal.

There are other remarks to be done about our work and its place in the existing literature. First of all, it can be argued that spins or qubits are the underlying components of a quantum computer whose computation will in general amount to evolution with an effective Hamiltonian. This argument is bogus in that the resulting Hamiltonian will, in general, not be physically implementable, involving interactions to an arbitrary number of spins and distance. Moreover, even if certain models such [1] are universal and may encode quantum computations [29][30], the timescales of our result amount to a single hopping event, which is scarcely the time to implement a single quantum gate and not an arguably complex computation. Finally, while at least one work has established connections between the collapse of the polynomial hierarchy and spin models [8], that works builds on the conjecture that the complex partition function of a spin model is already in $\#P$, and thus time-evolution of those spin models is hard to be approximated, which is instead the conclusion of this work.

Summing up, we have established that boson sampling can also be efficiently implemented using spins or qubits interacting through a rather straightforward XY Hamiltonian. This map opens the door to simulating this problem with quantum simulators of spin model, of which we have offered two examples: trapped ions and superconducting circuits. Moreover, the same map states that
boson sampling can be efficiently simulated in a general purpose quantum computer.

**METHODS**

**Linear model**

We build new orthogonal modes \( c_j = R_{j} a_j \), that satisfy the appropriate bosonic commutation relations,

\[
[c_m, c_n^\dagger] = \sum_i R_{m i} R_{n i} = (R^\dagger R)_{m,n} = \delta_{n,m}.
\]

These canonical modes almost diagonalize the previous Hamiltonian, which becomes a sum of beam-splitter models

\[
H_{BS} = \sum_j (b_j^\dagger c_j + c_j^\dagger b_j).
\]

The dynamics of this Hamiltonian involves a swap of excitations from the normal modes \( c_i \) into the output modes \( b_i \), so that after a time \( t = \pi/2 \) the initial state \( |3\rangle \) is transformed into \( |4\rangle \).

It is very important to remark that the state \( |\phi(t)\rangle \) can at all times be written as

\[
|\phi(t)\rangle = \sum_{n=0}^{N} \cos(t)^n \sin(t)^{N-n} |\xi_{n,M}\rangle,
\]

where \( |\xi_{n,M}\rangle \) is the output state of a Boson-Sampling problem with \( n \) input excitations in \( M \) modes. Thus, \( |\phi(t)\rangle \) has the bunching statistics of efficiently sampled Boson-Sampling problems, and it is ruled by the boson birthday paradox [1]. This is in sharp contrast with actual intermediate states in a random interferometer, which may contain a lot of bunching before the bosons exit the circuit, and it is due to the fact that the model that we use to recreate the BS output states, \( H \), does not describe those intermediate stages, where the dynamics of individual beam-splitters matters.

**A. Spin model bounds**

Equation (4) arises from the simple Schrödinger equation

\[
i\partial_t |\delta\rangle = QH_{BS}Q |\delta\rangle + QH_{BS} |\varepsilon\rangle.
\]

As explained above, it shows that the errors in approximating the boson sampling with spins result from the accumulation of processes that, through a single application of \( H_{BS} \), undo a pair of bosons from \( \varepsilon \), taking this vector into the hard-core boson sector.

We now bound the maximum error probability as an integral of two norms. For that we realize that out of \( \varepsilon \), \( QH_{BS} \) cancels all terms that have more than one mode with double occupation. Thus,

\[
\epsilon^{1/2} = \|\delta\|_2 \leq \int_0^t \|QH_{BS}P_{bpair}\|_2 \|P_{bpair} |\varepsilon(\tau)\rangle\|_2 d\tau,
\]

where \( Q \) is a projector onto HCB states with \( N \) particles and \( P_{bpair} \) is a projector onto the states with \( N-2 \) isolated bosons and 1 pair of \( b \) bosons on the same site. As explained in the supplementary material [15], the value \( \|P_{bpair} |\varepsilon(\tau)\rangle\|_2 \) is the probability of finding a single bunched pair in the full bosonic state. Combining a similar bound by Arkhipov [1] with the actual structure of the evolved state, we find

\[
\|P_{bpair} |\varepsilon(\tau)\rangle\|_2 \leq \mathcal{O}\left(\frac{N}{\sqrt{M}}\right),
\]

which works provided that \( N = \mathcal{O}(M^{3/4}) \). We have also shown [15] that the operator norm \( \|QH_{BS}P_{bpair}\|_2 \) is strictly smaller than the maximum kinetic energy of \( N \) bosons in the original model, \( H_{BS} \), so that

\[
\|QH_{BS}P_{bpair}\|_2 \leq N.
\]

Combining both bounds we finally end up with [8].

Note that because we only work with our bound for times \( \|U\|_2 t \leq \pi/2 \), the Boson-Sampling error \( \|\varepsilon\| \) contains only some multiply occupied sites at the out modes, \( b_j \). Moreover, because of the construct in \( \delta \), the dominant contribution from \( \varepsilon \) to the error consists on emptying a single bunched site \( b_j \) and using it to refill an input boson, \( a_k \), leading to a spin configuration where an excitation has been “back-scattered” to \( \sigma_{m,k} \).
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\section{Boson Sampling Dynamics}

Let us begin with the beam-splitter Hamiltonian

\[ H_{BS} = \sum_j (b_j^\dagger c_j + c_j^\dagger b_j). \]  

defined in terms of the transformed modes

\[ c_j^\dagger = \sum_i R_{ji} a_i^\dagger. \]

We need to study how the evolution of an initial state with \( N \ll M \) excitations

\[ |\psi\rangle = \prod_{k=1}^N a_k^\dagger |0\rangle, \]

For that we write down the Heisenberg equations for operators evolving as \( O(t) = e^{-iHt} O e^{iHt} \)

\[ \frac{d}{dt} b_j^\dagger = -i[H, b_j^\dagger] = -i c_j^\dagger; \]
\[ \frac{d}{dt} c_j^\dagger = -i b_j^\dagger, \]

which has as solutions

\[ b_j^\dagger(t) = \cos(t) b_j^\dagger(0) - i \sin(t) c_j^\dagger(0), \]
\[ c_j^\dagger(t) = \cos(t) c_j^\dagger(0) - i \sin(t) b_j^\dagger(0). \]

Inverting the relation \[ \text{[16]} \], we recover

\[ a_k^\dagger(t) = \sum_j R_{jk}^* c_j^\dagger(t) \]
\[ = \cos(t) R_{jk}^* R_{j\ell} a_{\ell}^\dagger(0) - i \sin(t) R_{jk}^* b_j^\dagger(0) \]
\[ = \cos(t) a_k^\dagger(0) - i \sin(t) R_{jk}^* b_j^\dagger(0), \]

where we implicitly assume summation over repeated indices. Dynamics under Hamiltonian \[ \text{[15]} \] is coherently transferring population from the \( a \) to the \( b \) modes, as in

\[ |\phi(t)\rangle = \prod_{k=1}^N \left( \cos(t) a_k^\dagger - i \sin(t) R_{jk}^* b_j^\dagger \right) |0\rangle. \]

At time \( t = \pi/2 \) all population is transferred

\[ |\phi(\pi/2)\rangle = \prod_{k=1}^N a_k^\dagger(\pi/2) |0\rangle, \]

\[ a_k^\dagger(\pi/2) = (-i) \sum_j R_{jk}^* b_j^\dagger. \]

But in-between, \( |\phi(t)\rangle \) may be regarded as a coherent superposition of different boson-sampling instances, \( \xi_{BS,n} \)

where only \( n = 0, 1, \ldots, N \) bosons participate and fed into the \( M \) output modes, while \( N, N - 1, \ldots, 0 \) remain in the input modes. In other words, we have

\[ |\phi(t)\rangle = \sum_{n=0}^N \left( \frac{N}{n} \right)^{1/2} \cos(t)^{N-n} \sin(t)^n |\xi_{BS,n}\rangle, \]

with normalized states \( |\xi_{BS,n}\rangle \).

It is important now to discuss each of these states, which we may write as

\[ |\xi_{BS,n}\rangle \propto \sum_{\{k,j\}} a_k^\dagger (\pi/2) \cdots a_n^\dagger (\pi/2) \times \]
\[ \times a_j^\dagger (0) \cdots a_{j_{N-n}}^\dagger (0) |0\rangle, \]

and which consist on \( N - n \) excitations that stay in the input modes (\( a_j(0) \)) and \( n \) excitations that have been fully transferred to \( a_k(\pi/2) \), which are linear combinations of the \( b_k(0) \) modes. In other words, each of these instances \( |\xi_{BS,n}\rangle \) represent themselves the outcome of a Boson Sampling experiments with \( n \) input excitations and they will have the properties and statistics of bunching events of any boson sampling problem of such size \[ \text{[1]} \], a fact that we will use for proving bounds on the distance between \( |\phi(t)\rangle \) and the hard-core-boson subspace at all times.

\section{Comparison with Optics}

It is very important to understand while the bunching statistics of \( |\phi(t)\rangle \) does not contradict the behavior of actual optical circuits. In this work we are only studying the unitary transformation implemented by a boson sampling circuit. That transformation is generated by our toy Hamiltonian, \( H_{BS} \)

\[ W_{BS} := \exp(-i H_{BS} \pi/2), \]

but intermediate stages have no other physical reality than being an aid in proving our other results regarding the separation between boson and spin transformations. In particular, the optical transformation \( W_{BS} \) will in general be implemented as a sequence of elementary transformations —beam splitters and phase shifters—,

\[ W_{BS} = \prod_i W_i, \]

and intermediate stages of those transformations will, in absolute generality, lead to highly bunch and also highly entangled states which may be useful for other purposes. However, the final state \( W_{BS} |\phi(0)\rangle \) can not be highly bunched, or otherwise it would not fit the framework of boson-sampling (And indeed it is not, following Arkhipov’s boson birthday paradox).
II. BUNCHING BOUNDS

If we want Boson Sampling to be efficient, we need to impose that the number of bunching events in $|\phi(\pi/2)\rangle$ remains small with increasing problem size. Such property is guaranteed on average by the random unitaries $U$ sampled with the Haar measure, as explained by Arkhipov and Kuperberg in the boson-birthday paradox paper [1]. Below we will use the fact that the number of bunching events in $|\phi(\pi/2)\rangle = |\xi_{BS,N}\rangle$ indeed upper-bounds the number of bunches in each of its constituents, $|\xi_{BS,n}\rangle$, and use this idea to draw conclusions on the distance between the true Boson Sampling problem and the HCB spin model.

We cannot sufficiently stress the fact that the number of bunching events in $|\phi(t)\rangle$ is not related to the number of bunching events in the intermediate stages of a linear optics circuit. In order to implement a boson sampler one has to combine beam splitters that at different stages of the circuit cause the accumulation of the bosons. However, while those intermediate states in the construct are essential to reach the final Boson Sampling states, $|\xi_{BS,n}\rangle$, none of those intermediate states belongs to the family of states at the output of the circuit, $|\xi_{BS,s}\rangle$, which must have a low bunching probability (and which do, as shown by Ref. [1]).

A. One-bunching events

For the purposes of bounding the error from the spin-sampling model, we need to bound the part of the error $|\varepsilon\rangle$ that contains a single pair of bosons on the same site, on top of a background of singly occupied and empty states. We have labeled that component $||P_{\text{bpair}}\varepsilon||_2^2$. However, as discussed in Ref. [1], bounding that probability is harder than bounding the probability $p_{\text{HCB}}(N, M)$ of having no bunching event in a state with $N$ bosons in $M$ modes, distributed according to the random matrices $R_{ji}$. This probability is

$$p_{\text{HCB}}(N, M) = \prod_{a=0}^{N} \frac{M-a}{M+a} \approx e^{-N^2/M}$$

for dilute systems $N = O(M^{3/4})$. We now use (i) that the state $|\phi(t)\rangle$ in Eq. (24) is made of a superposition of states with $n = 0, 1, \ldots, N$ bosons distributed through the $M$ modes, (ii) that due to the randomness of $R$, each of these components shares the same statistical properties of the boson-sampling states [1], (iii) the probability distribution $p_{\text{HCB}}(N, M)$ is monotonously decreasing with $N$. Using Eq. (25) and this idea we arrive at

$$||Q\phi(t)||_2^2 \simeq \sum_{n=0}^{N} \binom{N}{n} \cos^2((N-n)\sin(t)2^n p_{\text{HCB}}(n, M))$$

$$\geq \sum_{n=0}^{N} \binom{N}{n} \cos^2((N-n)\sin(t)2^n p_{\text{HCB}}(N, M))$$

$$= (\cos(t)^2 + \sin(t)^2)^N p_{\text{HCB}}(N, M)$$

$$= p_{\text{HCB}}(N, M).$$

Using the fact that $Q|\phi\rangle$ and $|\varepsilon\rangle$ are orthogonal and thus $||\phi||_2^2 = ||Q\phi||_2^2 + ||\varepsilon||_2^2$, we can find a very loose bound for the error probability of single bunching events

$$||P_{\text{bpair}}\varepsilon||_2^2 \leq ||\varepsilon||_2^2 \leq 1 - p_{\text{HCB}}(N, M).$$

Note that this bound can be translated into an upper bound of $O(N^2/M)$ using the fact that the exponential falls faster than $1 - N^2/M$.

III. HCB OPERATOR BOUND

In addition to bounding the error vector, we also need to bound the norm of an operator that brings back population from the error subspace into the hard-core-boson subspace. Because $||P_{\text{bpair}}\varepsilon||_2$ is already rather small, we can afford a loose bound for the operator $||QH_{BS}P_{\text{bpair}}||$, which is the other part of the integral. The argument is basically as follows. First, we notice that all operators in the product, $Q, H_{BS}$ and $P_{\text{bpair}}$, commute with the total number of particles, which in our problem is exactly $N$. We can thus study the restrictions of these operators to this sector, which we denote as $P_N O P_N$ for each operator, where $P_N$ is the projector onto the space with $N$ particles. We then realize that $||AB||_2 \leq ||A||_2 ||B||_2$ and since the projectors have norm 1,

$$||QH_{BS}P_{\text{bpair}}||_2 \leq ||QP_N H_{BS} P_N P_{\text{bpair}}||_2$$

$$\leq ||Q||_2 ||P_N H_{BS} P_N||_2 ||P_{\text{bpair}}||_2$$

$$= ||P_N H_{BS} P_N||_2.$$

Notice now that $P_N H_{BS} P_N$ is just the Hamiltonian of $N$ free bosons, without hard-core restrictions of any kind. In other words, it is the restriction of $H_{BS} = \sum_k (b_k^{\dagger} c_k + \text{H.c.})$ to a situation where $\sum_k c_k^{\dagger} c_k + b_k^{\dagger} b_k = N$. We introduce superposition modes, $\alpha_{k\pm} = (c_k \pm b_k)/\sqrt{2}$, and diagonalize

$$H_{BS} = \sum_k (\alpha_{k+}^{\dagger} \alpha_{k+} - \alpha_{k-}^{\dagger} \alpha_{k-}),$$

where the constraint is the same $\sum_k \alpha_{k+}^{\dagger} \alpha_{k+} + \alpha_{k-}^{\dagger} \alpha_{k-} = N$. Since the largest eigenvalues (in modulus) are obtained by filling $N$ of these normal modes with the same
frequency sign, we have

$$\|QH_{BS}P_{\text{bpair}}\|_2 \leq \|P_NH_{BS}P_N\|_2 = N. \quad (35)$$

Note that this proof does not make use of any properties of $H$ such as the fact that it is built from random matrices. As explained in the body of the letter, if we sample $QH_{BS}P_{\text{bpair}}$ randomly with the Haar measure and average the resulting norms, the bound seems closer to $O(\sqrt{N})$.

We have strong evidence that this bound can be significantly improved using the properties of random matrices $R_{ij}$ and the structure of $QH_{BS}\varepsilon$. In particular, we have numerical evidence that the average norm over the Haar measure is $\|QH_{BS}P_{\text{bpair}}\|_2 \propto O(N^{1/2})$, which improves the requirement for efficient spin sampling $N \propto O(M^{1/3})$. Fig. 3 shows the average and standard deviation of the operator norm obtained by sampling random bosonic circuits with $N = 2 - 6$ particles in $M = 7 - 60$ modes, creating random unitaries according to the Haar measure and estimating the norm of the operator $QH_{BS}P_{\text{bpair}}$ with a sparse singular value solver. Note how, despite the moderate sample size (200 random matrices for each size) the standard deviation is extremely small, indicating the low probability of large errors and the efficiency of the sampling.

**IV. VARIATION DISTANCE**

Throughout this manuscript, we have found bounds according to the 2-norm, in contrast to Aaronson and Arkhipov work, whose results are expressed in terms of the variation distance between probability distributions (this is, 1-norm). However, our proof above can be written in a similar way as the one given by Aaronson and Arkhipov, that is

$$|p_1 - p_2| := \sum_n |p_1(n) - p_2(n)|, \quad (36)$$

which represents total difference between probabilities for all configurations $n = (n_1, \ldots, n_M)$ of the occupations at the output ports. In our model, the probability distribution associated to boson sampling would be

$$p_1(n) = |\langle n|\phi(t)\rangle|^2 = \|\phi(n)\|^2, \quad (37)$$

where if we focus on events with $n_i \in \{0, 1\}$, we can replace $\phi$ with $Q\phi$. The corresponding probability for the spin model would be

$$p_2(n) = |\langle n|\psi(t)\rangle|^2 = \|\psi(n)\|^2, \quad (38)$$

Using the above expressions for the probability distributions, we can write down the following identities for the total variation distance [36].

$$\sum_n |p_1(n) - p_2(n)| = \sum_n \|\psi(n)\|^2 - \|\phi(n)\|^2
= \sum_n \|\psi(n)\|^2 - \|\phi(n)\|^2
= \frac{1}{2} \sum_n |(\psi(n) + \phi(n)|\delta(n)) + \langle \delta(n)|\psi(n) + \phi(n)\rangle|,$$

where $|\delta(n)| = |\psi(n) - \phi(n)|$. Hence, it follows that

$$\sum_n \|\psi(n)\|^2 - \|\phi(n)\|^2
\leq 2 \sum_n \|\phi(n)\|^2|\delta(n)| + \sum_n \|\delta(n)\|^2
\leq 2 \left(\sum_n \|\phi(n)\|^2\right)^{1/2} \left(\sum_n \|\delta(n)\|^2\right)^{1/2} + \|\delta\|_2^2
= 2\|\phi\|_2\|\delta\|_2 + \|\delta\|_2^2, \quad (40)$$

Since the boson sampling wavefunction is normalized, $\|\phi\|_2 = 1$, and $\|\delta\|_2 \leq 1$ we finally get the next tight bound for the variation distance

$$|p_1 - p_2| \leq 3\|\delta\|_2 = O\left(\frac{N^2}{\sqrt{M}}\right). \quad (41)$$
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