EXPANDING KÄHLER-RICCI SOLITONS COMING OUT OF KÄHLER CONES

RONAN J. CONLON AND ALIX DERUELLE

Abstract. We give necessary and sufficient conditions for a Kähler equivariant resolution of a Kähler cone, with the resolution satisfying one of a number of auxiliary conditions, to admit a unique asymptotically conical (AC) expanding gradient Kähler-Ricci soliton. In particular, it follows that for any \( n \in \mathbb{N}_0 \) and for any negative line bundle \( L \) over a compact Kähler manifold \( D \), the total space of the vector bundle \( L \otimes (n+1) \) admits a unique AC expanding gradient Kähler-Ricci soliton with positive curvature operator on \((1,1)\)-forms is path-connected.

1. Introduction

1.1. Overview. A Ricci soliton is a triple \((M, g, X)\), where \( M \) is a Riemannian manifold with a complete Riemannian metric \( g \) and a complete vector field \( X \) satisfying the equation

\[
\text{Ric}(g) - \frac{1}{2} \mathcal{L}_X g + \lambda g = 0 \tag{1.1}
\]

for some \( \lambda \in \{-1, 0, 1\} \). We call \( X \) the soliton vector field. A soliton is said to be steady if \( \lambda = 0 \), expanding if \( \lambda = 1 \), and shrinking if \( \lambda = -1 \). Moreover, if \( X = \nabla^g f \) for some real-valued smooth function \( f \) on \( M \), then we say that \((M, g, X)\) is a gradient soliton. In this case, the soliton equation (1.1) reduces to

\[
\text{Ric}(g) - \text{Hess}(f) + \lambda g = 0.
\]

If \( g \) is Kähler with Kähler form \( \omega \), then we say that \((M, g, X)\) (or \((M, \omega, X)\)) is a Kähler-Ricci soliton if in addition to \( g \) and \( X \) satisfying (1.1), the vector field \( X \) is real holomorphic. In this case, one can rewrite the soliton equation

\[
\rho_{\omega} - \frac{1}{2} \mathcal{L}_X \omega + \lambda \omega = 0, \tag{1.2}
\]

where \( \rho_\omega \) is the Ricci form of \( \omega \). If \( g \) is a Kähler-Ricci soliton and if \( X = \nabla^g f \) for some real-valued smooth function \( f \) on \( M \), then we say that \((M, g, X)\) is a gradient Kähler-Ricci soliton.

The study of Ricci solitons and their classification is important in the context of Riemannian geometry. For example, they provide a natural generalisation of Einstein manifolds. Also, to each soliton, one may associate a self-similar solution of the Ricci flow [CK04, Lemma 2.4] which are candidates for singularity models of the flow.

Given now an expanding gradient Ricci soliton \((M, g, X)\) with quadratic Ricci curvature decay and appropriate decay on the derivatives, one may associate a unique tangent cone \((C_0, g_0)\) with a smooth link [CD15, Der14, Sie13] which is then an initial condition of the Ricci flow \( g(t), t \geq 0 \), associated to the soliton in the sense that \( \lim_{t \to 0^+} g(t) = g_0 \) as a Gromov-Hausdorff limit [CD15, Remark 1.5]. The work of this paper is motivated by the converse statement, namely, the following problem.

Problem. For which metric cones \( C_0 \) is it possible to find an expanding (gradient) Ricci soliton with tangent cone \( C_0 \)? Or more generally, given a metric cone \((C_0, g_0)\), when is it possible to find a Ricci flow \( g(t), t \geq 0 \), such that \( \lim_{t \to 0^+} g(t) = g_0 \) in the Gromov-Hausdorff sense?
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A metric cone with its radial vector field satisfies (1.1) with \( \lambda = 1 \) up to terms of order \( O(r^{-2}) \) with \( r \) the distance from the apex of the cone, hence it defines an “approximate” expanding gradient Ricci soliton. So heuristically, the question here is whether or not one can perturb the cone metric to define an actual expanding gradient Ricci soliton.

The second author has shown that one can always solve the above problem when the link of the cone \( C_0 \) is a sphere with positive curvature operator bounded below by \( \text{Id} \) \cite{Der14, Der16}, and a recent result due to Lott and Wilson \cite{LW16} shows that the above question has a positive answer at the level of formal expansions. When the cone \( C_0 \) is Kähler, Siepmann \cite{Sie13} has shown that the above question always has an affirmative answer when \( C_0 \) is furthermore Ricci-flat and admits an equivariant resolution satisfying certain topological conditions.

In this paper, we also consider this problem in the Kähler category. More precisely, we extend the aforementioned result of Siepmann to Kähler cones in general (without the need for Ricci-flatness). This leads to new examples of expanding gradient Kähler-Ricci solitons generalising those complete expanding gradient Kähler-Ricci soliton examples found in \cite{Cao97, DW11, FIK03, FW11, Sie13}. Moreover, we show uniqueness of expanding gradient Kähler-Ricci solitons asymptotic to a given cone with a fixed soliton vector field and prove that the space of certain solitons of this type on \( \mathbb{C}^n \) with positive curvature operator on \((1, 1)\)-forms is path-connected.

### 1.2. Main results

Our first main result is the following theorem, which is a generalisation of Theorem 5.3.1 of \cite{Sie13} where the Kähler cone \( C_0 \) is assumed to be Ricci-flat.

**Theorem A (Existence and uniqueness).** Let \( C_0 \) be a Kähler cone with complex structure \( J_0 \), Kähler cone metric \( g_0 \), Ricci curvature \( \text{Ric}(g_0) \), and radial function \( r \). Let \( \pi : M \to C_0 \) be a Kähler resolution of \( C_0 \) with complex structure \( J \) and exceptional set \( E \) such that

1. the real torus action on \( C_0 \) generated by \( J_0 r \partial_r \) extends to \( M \) so that \( X = \pi^*(r \partial_r) \) lifts to \( M \);
2. \( H^1(M) = 0 \) or \( H^{1, 0}(M) = 0 \) or \( X|_A = 0 \) for \( A \subset E \) for which \( H_1(A) \to H_1(E) \) is surjective.

Then for each \( c > 0 \), there exists a unique expanding gradient Kähler-Ricci soliton \( g_c \) on \( M \) with soliton vector field \( X = \pi^*(r \partial_r) \), the lift of the vector field \( r \partial_r \) on \( C_0 \), and with \( L_{JX} g_c = 0 \), such that

\[
|\langle \nabla^k \rangle (\pi_*(g_c - c_0 - \text{Ric}(g_0))|_{g_0} \leq C(k) r^{-4-k} \quad \text{for all } k \in \mathbb{N}_0
\]

if and only if

\[
\int_V (i \Theta)^k \wedge \omega^{\dim C V-k} > 0
\]

for all positive-dimensional irreducible analytic subvarieties \( V \subset E \) and for all \( 1 \leq k \leq \dim C V \) for some Kähler form \( \omega \) on \( M \) and for some curvature form \( \Theta \) of a hermitian metric on \( K_M \).

We call a resolution of \( C_0 \) satisfying condition (a) here an equivariant resolution. Such a resolution of a complex cone always exists; see \cite[Proposition 3.9.1]{Kol07}. What is not clear a priori is if this resolution satisfies condition \(1.3\). From \(1.2\), one can see that \(1.3\) is in fact a necessary condition on \( M \) in Theorem A to admit an expanding Kähler-Ricci soliton. Furthermore, as remarked in \cite{HL16}, an asymptotically conical (AC) Kähler manifold of complex dimension \( n \geq 2 \) can only have one end, hence in these dimensions having one end is also a necessary condition on \( M \) in Theorem A to admit asymptotically conical Kähler-Ricci solitons.

Regarding the regularity of the soliton metrics of Theorem A, we note that there exist examples of expanding gradient Ricci solitons of non-Kähler type asymptotic to a cone up to only finitely many derivatives \cite{Der16}. We further remark that each of the conditions of hypothesis (b), together with the fact that \( JX \) is Killing with \( J \) the complex structure on \( M \), forces our solitons to be gradient; see Lemma 2.11 and the remarks thereafter, as well as Corollary A.9. On the other hand, these assumptions do allow us to reformulate the problem as a complex Monge-Ampère equation which we can then solve. Our proof of the existence of a solution to this equation follows closely the work of the second author that developed the analysis in the case that the asymptotic cone is not Ricci-flat \cite{Der14, Der16} and the work of Siepmann \cite{Sie13}. 
As an application of Theorem A we obtain the following generalisation of \cite[Theorem 4.20(ii)]{DW11}.

**Corollary B (Examples).** Let \( n \in \mathbb{N}_0 \) and let \( L \) be a negative line bundle over a compact Kähler manifold \( D \). Moreover, let \( \tilde{L} \) denote the line bundle \( p_1^!\mathcal{O}_\mathbb{P}^n(-1) \otimes p_2^!L \to \mathbb{P}^n \times D \) over \( \mathbb{P}^n \times D \) with \( p_1 : \mathbb{P}^n \times D \to \mathbb{P}^n \) and \( p_2 : \mathbb{P}^n \times D \to D \) the projections, let \( L^x \) denote the blowdown of the zero section of \( \tilde{L} \), blowdown \( \mathbb{P}^n \subset \tilde{L} \) to obtain \( L^\oplus(n+1) \) and let \( \pi : L^\oplus(n+1) \to \tilde{L}^x \) denote the further blowdown of the zero section of \( L^\oplus(n+1) \). Finally, let \( g_0 \) be a Kähler cone metric on \( \tilde{L}^x \) with Ricci curvature \( \text{Ric}(g_0) \) and with radial function \( r \) such that \( \frac{1}{a} \cdot r \partial r \) is the Euler vector field on \( \tilde{L} \setminus \{0\} \) for some \( a > 0 \).

Then for all \( c > 0 \), there exists a unique expanding gradient Kähler-Ricci soliton \( g_c \) on the total space of \( L^\oplus(n+1) \) with soliton vector field \( X = \pi^*(r\partial_r) \) a scaling of the Euler field on \( L^\oplus(n+1) \) by \( a \), such that

\[
|\langle \nabla^{g_0} k \Pi \rangle g_c - cg_0 - \text{Ric}(g_0)\rangle|_{g_0} \leq C(k) r^{-4-k} \quad \text{for all } k \in \mathbb{N}_0
\]  

if and only if \( c_1(K_D \otimes (L^*)^\oplus(n+1)) > 0 \).

Here we are able to take any regular Kähler cone metric on \( \tilde{L}^x \), which amounts to choosing an arbitrary Kähler metric on \( \mathbb{P}^n \times D \), in contrast to \cite[Theorem 4.20(ii)]{DW11} where the metric on \( \mathbb{P}^n \times D \) was required to be the Fubini-Study metric on \( \mathbb{P}^n \) times a Kähler-Einstein metric on \( D \).

Notice that when \( n = 0 \), Corollary B asserts that the total space of \( L^\oplus \) admits an expanding gradient Kähler-Ricci soliton asymptotic to a cone at infinity for any negative line bundle \( L \) over a projective manifold \( D \) and for any \( p \) such that \( c_1(K_D \otimes (L^*)^\oplus) > 0 \). Corollary B follows from Theorem A after applying the adjunction formula and noting that \( \pi : L^\oplus(n+1) \to \tilde{L}^x \) is a Kähler equivariant resolution of \( L^x \) with respect to any positive scaling of the standard \( S^1 \)-action on these bundles and that \( X \) restricted to the zero set of \( L^\oplus(n+1) \), that is, the exceptional set of the resolution \( \pi \), vanishes, so that the final condition of hypothesis (b) of Theorem A is satisfied with \( A = E \).

We next state a result concerning the uniqueness of expanding Kähler-Ricci solitons with a fixed holomorphic vector field.

**Theorem C (General uniqueness).** Let \((M, \omega_1, X_i)_{i=1,2}\) be two complete expanding gradient Kähler-Ricci solitons on a non-compact Kähler manifold \( M \) with the same holomorphic vector field \( X \), i.e., \( \omega_1 \) and \( \omega_2 \) are two Kähler forms on \( M \) that satisfy

\[
\rho_{\omega_i} - \frac{1}{2}L_X\omega_i + \omega_i = 0 \quad \text{for } i = 1, 2,
\]

where \( \rho_{\omega_i} \) is the Ricci form of \( \omega_i \). Suppose in addition that \( |\omega_1 - \omega_2|_{g_1}(x) = O(d_{g_1}(x, x_0)^{\lambda}) \) for some \( \lambda < 0 \), where \( d_{g_1}(\cdot, x_0) \) denotes the distance to a fixed point \( x_0 \in M \) measured with respect to the Kähler metric \( g_1 \) associated to \( \omega_1 \).

(i) If \( \lambda \in (-2, -1) \) and \( \rho_{\omega_i} \geq 0 \) for \( i = 1, 2 \), then \( \omega_1 = \omega_2 \).

(ii) If \( \lambda < -2, |\pi_1(M)| < \infty \), and the difference between the scalar curvatures \( |s_{\omega_1} - s_{\omega_2}| = o(1) \) at infinity, then \( \omega_1 = \omega_2 \).

Note that, using elementary Morse theory, one can show that the hypotheses of (i) imply that \( M \) is diffeomorphic to \( \mathbb{R}^{2n} \) (see Proposition \[X, 5\]). Bryant \cite{Bry08} in fact proved more; he showed that expanding gradient Kähler-Ricci solitons with non-negative Ricci curvature can exist only on \( \mathbb{C}^n \).

If two expanding gradient Ricci solitons \( g_1, g_2 \) are asymptotic to the same cone with respect to the same diffeomorphism, then in fact \( |g_1 - g_2|_{g_1} = O(d_{g_1}(x, x_0)^{-k}) \) for any \( k \geq 0 \); see \cite{Der15b} for details. Thus, this observation, together with Theorem \( C \) imply the uniqueness statement of Theorem A. In general, Theorem \( C \) does not require the existence of an asymptotic cone in order to be applied.

\[\text{By the Euler vector field on a vector bundle } E, we mean the infinitesimal generator of the homotheties of } E.\]
The uniqueness issue on compact gradient shrinking Kähler-Ricci solitons has already been solved by Tian and Zhu; in [TZ00], they treat the case where the vector field is fixed and in [TZ02] they remove this constraint and solve the general case. Chodosh and Fong [CF10] proved uniqueness for expanding gradient Kähler-Ricci solitons with positive bisectional curvature asymptotic to the cone \((\mathbb{C}^n, 2 \text{Re}(\partial \bar{\partial} (| \cdot |^2 a)))\) for some \(a \in (0, 1)\), where \(| \cdot |\) is the Euclidean norm on \(\mathbb{C}^n\).

For expanding gradient Ricci solitons which are not necessarily Kähler and possess no sign assumption on the curvature, but are asymptotic to a cone at infinity, the uniqueness question has been treated by the second author [Der15b]. The result there can be seen as a “unique continuation” statement at infinity; in particular, the methods are very different from those used by Tian and Zhu. In [Der15b], the cone at infinity is assumed to be Ricci-flat in contrast to Theorem C. Let us also mention that the uniqueness statement of Siepman [Sie13, Theorem 5.4.5] assumes that the Kähler potential, together with its derivatives, decay exponentially to zero at infinity, in which case the uniqueness issue reduces to a uniqueness problem for solutions to a complex Monge-Ampère equation. However, this assumption is too strong in general.

In the proof of Theorem A we reduce the analysis to a complex Monge-Ampère equation with a transport term given by the action of the lift \(X\) of the radial vector field \(r \partial_r\) on Kähler potentials.

**Theorem D** (Existence, PDE version). Let \(\pi : M \to C_0\) be a resolution of a Kähler cone \(C_0\) of complex dimension \(n\) satisfying hypotheses (a) and (b) of Theorem A. Then, with notation as in Theorem A, let \(\omega\) be a Kähler form on \(M\) satisfying \(L_X \omega = 0\) with
\[
| (\nabla^{g_0})^k (\pi_* \omega - \omega_0) |_{g_0} \leq C(k) r^{-2-k} \quad \text{for all} \ k \in \mathbb{N}_0,
\]
where \(\omega_0\) denotes the Kähler form of the Kähler cone metric \(g_0\) on \(C_0\). Then for any \(F = O(r^{-2})\) together with its derivatives, there exists a unique function \(\varphi = O(r^{-2})\) together with its derivatives, such that
\[
\begin{align*}
\omega_{\varphi} &:= \omega + i \partial \bar{\partial} \varphi > 0, \\
-\varphi + \log \frac{(\omega + i \partial \bar{\partial} \varphi)^n}{\omega^n} + \frac{1}{2} X \cdot \varphi &= F.
\end{align*}
\] (1.6)

We refer the reader to the end of Section 4 for a precise statement of Theorem D.

Notice that the vector field \(X\) in this theorem is unbounded and thus the analysis involved in its proof is not straightforward. Indeed, the linearized operator \(\Delta_{\omega_0} + X/2\) is unitarily conjugate to a harmonic oscillator of the asymptotic form \(\Delta_{\omega_0} - c^2\) for some positive constant \(c\). On one hand, such a linearized operator is naturally symmetric on a certain \(L^2\)-space endowed with a measure that is asymptotic to \(e^{r^2/4 |\omega_0|}\). In particular, it can be shown to have a pure discrete spectrum; c.f. [Der15a]. On the other hand, the fact that the convergence rate to the asymptotic cone is only quadratic, hence polynomial, forces us to consider the same Schauder spaces as in the Riemannian setting [Der10].

On proving a family version of Theorem A, namely Theorem 11.1, we are able to deduce from the results of Perelman proved in [TZ07] (see also [BEG13, Chapter 6]) that the space of certain expanding gradient Kähler-Ricci solitons on \(\mathbb{C}^n\) with positive curvature operator on \((1, 1)\)-forms is path-connected. More precisely, we prove the following.

**Theorem E** (Path-connectedness). Let \(g_0\) be a Kähler cone metric on \(\mathbb{C}^n\) with radial function \(r\) such that \(a \cdot r \partial_r\) is the Euler vector field on \(\mathbb{C}^n\) for some \(0 < a < 1\) and such that the corresponding Kähler metric induced on \(\mathbb{P}^{n-1}\) by \(g_0\) has positive curvature operator on \((1, 1)\)-forms. Then for all \(c > 0\), the unique expanding gradient Kähler-Ricci soliton \(g_c\) satisfying (1.5) (with \(\pi = \text{Id}\)) on \(\mathbb{C}^n\) with soliton vector field \(r \partial_r\) has positive curvature operator on \((1, 1)\)-forms and is connected to Cao’s expanding gradient Kähler-Ricci soliton [Cao97] with tangent cone \((\mathbb{C}^n, c \text{Re}(\partial \bar{\partial} | \cdot |^2 a), r \partial_r)\) by a smooth one-parameter family of expanding gradient Kähler-Ricci solitons, each with positive curvature operator on \((1, 1)\)-forms and asymptotic to a Kähler cone at infinity.
Note that Cao’s expanding gradient Kähler-Ricci solitons do indeed have positive curvature operator on (1, 1)-forms; see [CZ05] for the relevant computations.

Theorem 1.3 echoes the results of the second author [Der16] where the path-connectedness of the space of asymptotically conical expanding gradient Ricci solitons with positive curvature operator is proved. Note that the positivity of the curvature operator on (1,1)-forms is not an open condition. Consequently, as in [Der16], one must use certain soliton identities (see Appendix A) to show that its positivity is preserved along the path provided by the family version of Theorem A.

1.3. Outline of paper. We begin in Section 2 by recalling the basics of expanding Kähler-Ricci solitons and introducing the main analytic tools needed in the setting of asymptotically conical (AC) manifolds. We then construct a background AC Kähler metric and set up the complex Monge-Ampère equation in Section 3. Our background metric will be conical at infinity, hence it will be an approximate expanding Kähler-Ricci soliton. We then prove Theorem D in Sections 4 – 8 which gives us a solution to the complex Monge-Ampère equation, allowing us to perturb our background metric to an expanding gradient Kähler-Ricci soliton.

The proof of Theorem D follows closely the work of Siepmann [Sie13]. We implement the continuity method as in the seminal work of Aubin [Aub78] and Yau [Yau78] on the existence of Kähler-Einstein metrics. The relevant function spaces comprising functions invariant under the extension of the torus action generated by the cone are introduced in Section 4. The openness part of the continuity method is then proved in Section 5 followed by a proof of the a priori estimates for the closedness part in Section 6. The toric invariance of the function spaces is crucial here in the proof of the a priori $C^0$-estimate on the radial derivative $X \cdot \varphi$; see Proposition 6.3. Section 7 is then devoted to proving a bootstrapping phenomenon for (1.6). As noted previously, the presence of the unbounded vector field $X$ makes the analysis more difficult; for instance, the so-called weighted $C^0$-estimates for the radial derivative $X \cdot \varphi$, where $\varphi$ solves (1.6), have to be proved before the $C^2$-estimates in order to avoid a circular argument. Section 8 then completes the proof of Theorem D.

In Section 9, we prove the uniqueness statement, namely Theorem C before completing the proof of Theorem A in Section 10. We then prove Theorem E in Section 11 that is, that the space of certain expanding gradient Kähler-Ricci solitons on $\mathbb{C}^n$ with positive curvature operator on (1, 1)-forms is path-connected. A family version of Theorem A is required for the proof of this. We include it in Section 11 as Theorem 11.1. Finally, Appendix A gathers together some background technical results.
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2. Preliminaries

2.1. Riemannian cones. For us, the definition of a Riemannian cone will take the following form.

**Definition 2.1.** Let $(S,G_S)$ be a compact connected Riemannian manifold. The Riemannian cone $C_0$ with link $S$ is defined to be $\mathbb{R}^+ \times S$ with metric $g_0 = dr^2 \oplus r^2 G_S$ up to isometry. The radius function $r$ is then characterized intrinsically as the distance from the apex in the metric completion.

Suppose that we are given a Riemannian cone $(C_0, g_0)$ as above. Let $(r, x)$ be polar coordinates on $C_0$, where $x \in S$, and for $t > 0$, define a map

$$\nu_t : S \times [1, 2] \ni (r, x) \mapsto (tr, x) \in S \times [t, 2t].$$

One checks that $\nu_t^*(g_0) = t^2 g_0$ and $\nu_t^* \circ \nabla^{g_0} = \nabla^{g_0} \circ \nu_t^*$, where $\nabla^{g_0}$ is the Levi-Civita connection of $g_0$.

**Lemma 2.2.** Suppose that $\alpha \in \Gamma((TC_0)^{op} \otimes (T^*C_0)^{\otimes q})$ satisfies $\nu_t^*(\alpha) = t^k \alpha$ for every $t > 0$ for some $k \in \mathbb{R}$. Then $|\nabla^{g_0})^l \alpha|_{g_0} = O(r^{k+p-q-l})$ for all $l \in \mathbb{N}_0$.

We shall say that "$\alpha = O(r^k)$ with $g_0$-derivatives" whenever $|\nabla^{g_0})^k \alpha|_{g_0} = O(r^{k-l})$ for every $k \in \mathbb{N}_0$. We will then also say that $\alpha$ has “rate at most $\lambda$”, or sometimes, for simplicity, “rate $\lambda$”, although it should be understood that (at least when $\alpha$ is purely polynomially behaved and does not contain any log terms) the rate of $\alpha$ is really the infimum of all $\lambda$ for which this holds.

2.2. Kähler cones. Boyer-Galicki [BG08] is a comprehensive reference here.

**Definition 2.3.** A Kähler cone is a Riemannian cone $(C_0, g_0)$ such that $g_0$ is Kähler, together with a choice of $g_0$-parallel complex structure $J_0$. This will in fact often be unique up to sign. We then have a Kähler form $\omega_0(X,Y) = g_0(J_0 X, Y)$, and $\omega_0 = \frac{i}{2} \partial \bar{\partial} r^2$ with respect to $J_0$.

The vector field $r \partial_r$ on a Kähler cone is real holomorphic and $J_0 r \partial_r$ is real holomorphic and Killing. This latter vector field is known as the Reeb field. The closure of its flow in the isometry group of the link of the cone generates the holomorphic isometric action of a real torus on $C_0$ that fixes the apex of the cone. We call a Kähler cone “quasiregular” if this action is an $S^1$-action (and, in particular, “regular” if this $S^1$-action is free), and “irregular” if the action generated is that of a real torus of rank $> 1$.

Given a Kähler cone $(C_0, \omega_0 = \frac{i}{2} \partial \bar{\partial} r^2)$ with radius function $r$, it is true that

$$\omega_0 = r dr \wedge \eta + \frac{1}{2} r^2 d\eta$$

where $\eta = i(\partial - \partial) \log r$.

Clearly, any Kähler cone metric on $L^x$, the contraction of the zero section of a negative line bundle $L$ over a projective manifold, with some positive multiple of the radial vector field equal to the Euler vector field on $L \setminus \{0\}$, is regular. In fact, as the following theorem states, this property characterizes all regular Kähler cones.

**Theorem 2.4 (BG08 Theorem 7.5.1).** Let $(C_0, \omega_0)$ be a regular Kähler cone with Kähler cone metric $\omega_0 = \frac{i}{2} \partial \bar{\partial} r^2$, radial function $r$, and radial vector field $r \partial_r$. Then:

(i) $C_0$ is biholomorphic to the blowdown $L^x$ of the zero section of a negative line bundle $L$ over a projective manifold $D$, with $a \cdot r \partial_r$ equal to the Euler field on $L \setminus \{0\}$ for some $a > 0$.

(ii) Let $p : L \to D$ denote the projection. Then, writing $\omega_0$ as in (2.1), we have that $\frac{1}{2} d\eta = p^* \sigma$ for some Kähler metric $\sigma$ on $D$ with $|\sigma| = 2\pi a \cdot c_1(L^*)$.

Conversely, as the next example shows, one can always endow $L^x$ with the structure of a regular Kähler cone metric.

**Example 2.5 (BG08 Theorem 7.5.2).** Let $L$ be a negative line bundle over a projective manifold $D$ and let $p : L \to D$ denote the projection. Then $L$ has a hermitian metric $h$ with $i \partial \bar{\partial} \log h$ a Kähler
form on $D$. Set $r^2 = (h|z|^2)^a$ for any $a > 0$. Then $\frac{r^2}{2}$ defines the Kähler potential of a Kähler cone metric on $L^\times$, the contraction of the zero section of $L$, with Kähler form $\omega_0 = \frac{i}{2} \partial \overline{\partial} r^2$ and radial vector field $r \partial_r$, a scaling of the Euler vector field on $L \setminus \{0\}$ by $\frac{1}{a}$. Finally, writing $\omega_0$ as in (2.1), we have that $\frac{i}{2} d\eta = p^* \sigma$, where $\sigma = a \cdot i \partial \overline{\partial} \log h$ is a Kähler form on $D$ with $|\sigma| = 2\pi a \cdot c_1(L^\times)$.

We call the Kähler metric $\sigma$ on $D$ from Theorem 2.4 and Example 2.5 the transverse Kähler form of $\omega_0$ on $D$.

2.3. Type II deformations of Kähler cones. One may deform a Kähler cone $(C_0, \omega_0 = \frac{i}{2} \partial \overline{\partial} r^2)$ as follows. Let $J_0$ denote the complex structure on $C_0$. Then take any smooth real-valued function $\varphi$ on $C_0 \cup \mathbb{R}$ with $\mathcal{L}_{r \partial_r} \varphi = J_0 \partial_r \varphi = 0$ such that $\tilde{\omega}_0 = \frac{i}{2} \partial \overline{\partial} (r^2 e^{2\varphi}) > 0$. The form $\tilde{\omega}_0$ will define a new Kähler cone metric on $C_0$ with radial function $\tilde{r} := re^\varphi$ and radial vector field $\tilde{r} \partial_{\tilde{r}} = r \partial_r$. Let $\tilde{\eta} = i(\tilde{\theta} - \varphi) \log \tilde{r}$. Then, by (2.1), $\tilde{\omega}_0$ may be written as

$$\tilde{\omega}_0 = \frac{i}{2} \partial \overline{\partial} (r^2 e^{2\varphi}) = \tilde{r} \tilde{d}\tilde{r} \wedge \tilde{\eta} + \frac{1}{2} r^2 d\tilde{\eta} = \tilde{r} \tilde{d}\tilde{r} \wedge \tilde{\eta} + \frac{1}{2} r^2 (d\eta + i \partial \overline{\partial} \varphi).$$

A deformation of this type is called a “deformation of type II”; see for example [BG08, Section 7.5.1] or [FO90, Proposition 4.2] for more details.

Example 2.6. Consider a Kähler cone $(L^\times, \omega_0 = \frac{i}{2} \partial \overline{\partial} r^2)$, where $L$ is a negative line bundle over a projective manifold $D$, with radial vector field $r \partial_r$ equal to a positive scaling of the Euler vector field on $L \setminus \{0\}$. This Kähler cone is regular. Denote by $\sigma$ the transverse Kähler form of $\omega_0$ on $D$ and by $p : L \to D$ the projection. Then, for any smooth function $\varphi : D \to \mathbb{R}$ such that $\sigma + i \partial \overline{\partial} \varphi > 0$, the Kähler cone metric $\tilde{\omega}_0 = \frac{i}{2} \partial \overline{\partial} (r^2 e^{2\varphi})$ defines a deformation of $\omega_0$ of type II. In this case, the transverse Kähler form $\tilde{\sigma}$ of $\tilde{\omega}_0$ on $D$ is precisely $\sigma + i \partial \overline{\partial} \varphi > 0$ so that $|\tilde{\sigma}| = |\sigma|$ in $H^2(D)$. Moreover, the radial vector field of $\tilde{\omega}_0$ is equal to the radial vector field $r \partial_r$ of $\omega_0$.

Example 2.7. Another example of a deformation of type II is to deform a Kähler cone metric along the Sasaki-Ricci flow. Here we discuss a special case.

Let $D$ be a Fano manifold and consider a Kähler cone $(L^\times, \omega_0 = \frac{i}{2} \partial \overline{\partial} r^2)$, where $L = K_D^q$ for some $q$ that divides the Fano index $q$ of $D$ and where $a \cdot r \partial_r$ is equal to the Euler vector field on $L \setminus \{0\}$ for some $a > 0$. This is also a regular Kähler cone and by Theorem 2.4 the transverse Kähler form $\sigma$ of $\omega_0$ on $D$ satisfies $|\sigma| \in 2\pi a \cdot c_1(-K_D^q) = 2\pi a \cdot c_1(D)$. One evolves the rescaled Kähler metric $\dot{\sigma} := \frac{\sigma}{2} \in 2\pi c_1(D)$ on $D$ along the normalised Kähler-Ricci flow to obtain a one-parameter family of smooth real-valued functions $\varphi(t) \in C^\infty(D)$ satisfying

$$\begin{align}
\frac{\partial \varphi}{\partial t} &= \log \left( \frac{(\dot{\sigma} + i \partial \overline{\partial} \varphi(t))^n}{\dot{\sigma}^{n-1}} \right) + \varphi(t) - h \\
\varphi(0) &= 0,
\end{align}$$

(2.2)

where $h \in C^\infty(D)$ is such that $\rho_\dot{\sigma} - \dot{\sigma} = i \partial \overline{\partial} h$, here $\rho_\dot{\sigma}$ denoting the Ricci form of $\dot{\sigma}$. The induced evolution $\dot{\sigma}(t)$ of $\sigma$ is then via $\sigma(t) = \dot{\sigma} + i \partial \overline{\partial} \left( \frac{2}{q} \cdot \varphi(t) \right)$ with the corresponding evolution $\omega_0(t)$ of the cone metric $\omega_0(0)$ (see Example 2.6) given by

$$\omega_0(t) = \frac{i}{2} \partial \overline{\partial} (r^2 e^{2\pi \varphi(t)}),$$

where $p : K_D^t \to D$ denotes the projection. Note that, by construction, $\sigma(t)$ is the transverse Kähler form of $\omega_0(t)$ on $D$, and by [Cao95], the family $\omega_0(t)$ exists for all $t \geq 0$. We also point out that the radial vector field of $\omega_0(t)$ remains fixed equal to $r \partial_r$ for all $t$.  

2.4. Asymptotically conical Riemannian manifolds.

Definition 2.8. Let $(M, g)$ be a complete Riemannian manifold and let $(C_0, g_0)$ be a Riemannian cone. We call $M$ asymptotically conical (AC) with tangent cone $C_0$ if there exists a diffeomorphism

2The Fano index of a Fano manifold $D$ is the divisibility of $K_D$ in Pic(D).
Definition 2.10. A \( M \) is a holomorphic vector field on \( \text{K"ahler-Ricci solitons.} \) Furthermore, for our applications, the map \( \Phi \) in Definition 2.9 will always be a biholomorphism.

2.5. Asymptotically conical K"ahler manifolds.

Definition 2.9. Let \((M, g)\) be a complete K"ahler manifold with complex structure \( J \) and let \((C_0, g_0)\) be a K"ahler cone with a choice of \( g_0 \)-parallel complex structure \( J_0 \). We call \( M \) asymptotically conical (AC) K"ahler with tangent cone \( C_0 \) if there exists a diffeomorphism \( \Phi : C_0 \setminus K \rightarrow M \setminus K' \) with \( K, K' \) compact, such that \( \Phi^*g - g_0 = O(r^{-\varepsilon}) \) with \( g_0 \)-derivatives for some \( \varepsilon > 0 \). A radius function is a smooth function \( \rho : M \rightarrow [1, \infty) \) with \( \Phi^*\rho = r \) away from \( K' \).

2.6. K"ahler-Ricci solitons. The metrics we are interested in are the following.

Definition 2.10. A K"ahler-Ricci soliton is a triple \((M, g, X)\), where \( M \) is a K"ahler manifold, \( X \) is a holomorphic vector field on \( M \), and \( g \) is a complete K"ahler metric on \( M \) whose K"ahler form \( \omega \) satisfies

\[
\rho_\omega - \frac{1}{2} \partial_\omega X + \lambda \omega = 0
\]

for some \( \lambda \in \{-1, 0, 1\} \), here \( \rho_\omega \) denoting the Ricci form of \( \omega \). A K"ahler-Ricci soliton is said to be steady if \( \lambda = 0 \), expanding if \( \lambda = 1 \), and shrinking if \( \lambda = -1 \). We call \( X \) the soliton vector field. If, in addition, \( X = \nabla^g f \) for some real-valued smooth function \( f \) on \( M \), then we say that \((M, g, X)\) is a gradient K"ahler-Ricci soliton. In this case, we call \( f \) the potential function of the soliton.

Here we are concerned with expanding K"ahler-Ricci solitons. This includes the class of K"ahler-Einstein metrics with negative scalar curvature (with \( X \) such a singularity can admit expanding K"ahler-Ricci solitons). If \( \Gamma \) is a cyclic subgroup of \( C \), the minimal resolution of \( \text{gradient K"ahler-Ricci soliton} \). In this case, we call \( f \) the potential function of the soliton.

Lemma 2.11. Let \((M, g, X)\) be a K"ahler-Ricci soliton with complex structure \( J \). If \( H^1(M) = 0 \) or \( H^{0,1}(M) = 0 \) and \( JX \) is Killing for \( g \), then \((M, g, X)\) is gradient. Conversely, if \((M, g, X)\) is gradient, then \( JX \) is Killing for \( g \).

This lemma follows from Corollary A.4.

By construction, the vector field \( JX \) is Killing for the solitons of Theorem A. Thus, when \( M \) in Theorem A satisfies either one of the vanishing conditions \( H^1(M) = 0 \) or \( H^{0,1}(M) = 0 \), we see that the resulting solitons there are gradient. Since \( M \) is homotopy equivalent to \( E \) in Theorem A, by Corollary A.9, the same conclusion also holds true if \( M \) in Theorem A satisfies the third condition of hypothesis (b) of that theorem. As for the solitons \((M, g, X)\) of \( \text{Sie13} \), the triviality of the canonical bundle of the cone model implies that \( H^{0,1}(M) = 0 \) so that his solitons are also gradient. In general, the vanishing \( H^{0,1}(M) = 0 \) holds on a resolution \( M \) of a complex cone whose apex is a rational singularity; see Proposition A.10.

We also have a necessary condition for the existence of an expanding K"ahler-Ricci soliton.

Lemma 2.12. Let \((M, g, X)\) be an expanding K"ahler-Ricci soliton. Then \( K_M|_V \) is ample for any compact smooth irreducible subvariety \( V \) of \( M \).

One can see this directly from the defining equation of an expanding K"ahler-Ricci soliton. In particular, if \( \Gamma \) is a non-cyclic finite subgroup of \( U(2) \) containing no complex reflections, then, since the minimal resolution of \( \mathbb{C}^2/\Gamma \) always contains a \((-2)\)-curve \( \text{A.4.4} \) Theorem 4.1], no resolution of such a singularity can admit expanding K"ahler-Ricci solitons. If \( \Gamma \) is a cyclic subgroup of \( U(2) \), then, as shown by Siepmann \( \text{Sie13} \), Theorem 5.6.3], the minimal resolution \( M \) of \( \mathbb{C}^2/\Gamma \) admits expanding K"ahler-Ricci solitons if and only if \( K_M|_C \) is ample for every curve \( C \) in the exceptional set of the resolution. There is a numerical criterion on \( \Gamma \) to determine when this is the case.
2.7. Function spaces on AC manifolds. We require a definition of weighted Hölder spaces.

Definition 2.13. Let \((M, g)\) be AC with tangent cone \((C_0, g_0)\), and let \(\rho\) be a radius function.

(i) For \(\beta \in \mathbb{R}\) and \(k\) a non-negative integer, define \(C^k_\beta(M)\) to be the space of continuous functions \(u\) on \(M\) with \(k\) continuous derivatives such that

\[
\|u\|_{C^k_\beta} := \sum_{j=0}^k \sup_M |\rho^{j-\beta} (\nabla^g)^j u| < \infty.
\]

Define \(C^\infty_\beta(M)\) to be the intersection of the \(C^k_\beta(M)\) over all \(k \in \mathbb{N}_0\).

(ii) Let \(\delta(g)\) be the convexity radius of \(g\), and write \(d(x, y)\) for the distance between two points \(x\) and \(y\) in \(M\). For \(T\) a tensor field on \(M\) and \(\alpha, \gamma \in \mathbb{R}\), define

\[
[T]_{C^{0,\alpha}_\gamma} := \sup_{x \neq y \in M} \left[ \min(\rho(x), \rho(y))^{-\gamma} \frac{|T(x) - T(y)|}{d(x, y)^\alpha} \right],
\]

where \(|T(x) - T(y)|\) is defined via parallel transport along the minimal geodesic from \(x\) to \(y\).

(iii) For \(\beta \in \mathbb{R}\), \(k\) a non-negative integer, and \(\alpha \in (0, 1)\), define the weighted Hölder space \(C^{k,\alpha}_\beta(M)\) to be the set of \(u \in C^k_\beta(M)\) for which the norm

\[
\|u\|_{C^{k,\alpha}_\beta} := \|u\|_{C^k_\beta} + [\|\nabla^g\|^k u]_{C^{0,\alpha}_\beta} < \infty.
\]

Whether one decides to measure the asymptotics of a function \(u \in C^k_\beta(M)\) in terms of the metric \(g\) or \(g_0\) actually makes no difference.

3. Constructing a background metric and the equation set-up

3.1. Construction of an approximate soliton. In this section we consider a Kähler cone \(C_0\) of complex dimension \(n\) with complex structure \(J_0\) and radius function \(r\) and an equivariant resolution \(\pi : M \to C_0\) of \(C_0\) with exceptional set \(E\) so that the torus action induced by the flow of the vector field \(J_0 \partial_r\) on \(C_0\) extends to \(M\). We denote by \(J\) the complex structure on \(M\) and we write \(X\) for the lift of the vector field \(r \partial_r\) on \(C_0\) to \(M\). We claim the following.

Proposition 3.1. Suppose that

\[
\int_V (i\Theta_h)^k \wedge \omega^{\dim_{\mathbb{C}} V - k} > 0
\]

for all positive-dimensional irreducible analytic subvarieties \(V \subset E\) and for all \(1 \leq k \leq \dim_{\mathbb{C}} V\) for some Kähler form \(\omega\) on \(M\) and for some hermitian metric \(h\) on \(K_M\) with curvature form \(\Theta_h\).

Denote by \(\bar{\Theta}_h\) the average of \(\Theta_h\) over the torus action on \(M\) induced by the flow of the vector field \(J_0 \partial_r\) on \(C_0\). Then for each \(c > 0\), there exists a real-valued smooth function \(u_c \in C^\infty(M)\) with \(L_J X u_c = 0\) such that \(\omega_c := i\bar{\Theta}_h + i\partial \bar{\partial} u_c\) is a Kähler form satisfying

\[
\omega_c = \pi^*(c\omega_0 - \rho_{\omega_0})
\]

outside a compact subset of \(M\). Here, \(\omega_0\) denotes the Kähler form of the Kähler cone metric on \(C_0\) and \(\rho_{\omega_0}\) denotes the corresponding Ricci form. In particular, \(L_J X \omega_c = 0\).

Proof. In what follows, we identify \(M \setminus E\) and \(C_0\) via \(\pi\).

Since \(\rho_{\omega_0}\) is the curvature form of the hermitian metric on \(-K_C_0\) induced by \(\omega_0\), there exists a smooth function \(u\) on \(M \setminus E\) such that

\[
-i\Theta_h = \rho_{\omega_0} + i\partial \bar{\partial} u.
\]

Moreover, since \(\text{[C.T]}1\) holds by assumption, \(\text{[C.T]}1\) Theorem 1.1] implies that there exists \(\varepsilon > 0\) such that \(i\Theta_h + i\partial \bar{\partial} \varphi > 0\) on \(E \cup \{r < 4\varepsilon\}\) for some smooth real-valued function \(\varphi\) on this set.
We proceed as in the proof of [CH13, Lemma 2.15]. Let $\alpha > 0$ and let $\psi_\alpha : \mathbb{R}^+ \to \mathbb{R}^+$ be smooth with $\psi'_\alpha, \psi''_\alpha \geq 0$ and

$$\psi_\alpha(t) = \begin{cases} \left(\frac{t}{\bar{t}}\right)^{2\alpha} & \text{if } t < \left(\frac{\bar{t}}{2}\right)^{2\alpha}, \\ t & \text{if } t \geq \varepsilon^{2\alpha}. \end{cases}$$

Then $\Psi_\alpha := \psi_\alpha \circ r^{2\alpha} : M \to \mathbb{R}^+$ satisfies

$$i\partial\bar{\partial}\Psi_\alpha = \begin{cases} 0 & \text{on } E \cup \{0 < r < \frac{\bar{t}}{2}\}, \\ \psi''_\alpha \partial_r \partial_t^{2\alpha} + \psi'_\alpha \partial_r\partial_t^{2\alpha} & \text{on } \{r > \frac{\bar{t}}{2}\}. \end{cases}$$

Clearly $i\partial\bar{\partial}\Psi_\alpha \geq 0$ everywhere on $M$ and $i\partial\bar{\partial}\Psi_\alpha = i\partial\bar{\partial}\Psi_\alpha \geq 0$ on $\{r > \varepsilon\}$. Also, fix a cutoff function $\zeta : \mathbb{R}^+ \to \mathbb{R}^+$ with

$$\zeta(t) = \begin{cases} 1 & \text{if } t < 2, \\ 0 & \text{if } t > 3, \end{cases}$$

and for $R > 4\varepsilon$, define $\zeta_R : M \to \mathbb{R}$ by $\zeta_R := \zeta \circ (r/R)$. Given $c > 0$, we construct

$$\hat{\omega}_c := i\Theta_h + i\partial\bar{\partial}(\zeta_c \varphi) + i\partial\bar{\partial}((1 - \zeta_c)u) + Ci\partial\bar{\partial}(\zeta_R \Psi_\alpha) + c\partial\bar{\partial}\Psi_1$$

with $C$ and $R$ to be determined and with $\alpha \in (0, 1)$ fixed. Note that

$$\hat{\omega}_c = i\Theta_h + i\partial\bar{\partial}\varphi + Ci\partial\bar{\partial}(\zeta_R \Psi_\alpha) + c\partial\bar{\partial}\Psi_1 \geq i\Theta_h + i\partial\bar{\partial}\varphi > 0 \text{ on } E \cup \{0 < r < 2\varepsilon\}$$

because $\Psi_\alpha$ and $\Psi_1$ are plurisubharmonic; $\hat{\omega}_c = -\rho_{\omega_0} + c\partial\bar{\partial}r^2 > 0$ on $\{2R < r\}$, after increasing $R$ if necessary, because $|\rho_{\omega_0}|_{\partial\bar{\partial}r^2} = O(r^{-2})$; $\hat{\omega}_c > 0$ on $\{2\varepsilon \leq r \leq 3\varepsilon\}$ by compactness if $C$ is made large enough; $\hat{\omega}_c = -\rho_{\omega_0} + C\partial\bar{\partial}r^2 + c\partial\bar{\partial}r^2 > 0$ on $\{3\varepsilon < r < R\}$ after further increasing $C$ independently of $R$, which one can do since $|\rho_{\omega_0}|_{\partial\bar{\partial}r^2} = O(r^{-2\alpha})$; and finally, $\hat{\omega}_c > 0$ on $\{2R \leq r \leq 3R\}$ after further increasing $R$ if necessary, since $\Psi_\alpha$ is of lower order compared to $\Psi_1$. In conclusion, $\hat{\omega}_c$ is a genuine Kähler form on $M$ for suitable choices of $C$ and $R$ with $\hat{\omega}_c = c\omega_0 - \rho_{\omega_0}$ on $\{r > 2R\}$.

We next average $\hat{\omega}_c$ over the action of the torus $T^k$ on $M$ induced by the flow of the vector field $J_0\partial r$, on $C_0$ by setting

$$\omega_c := \frac{1}{|T^k|} \int_{T^k} \psi_g^* \hat{\omega}_c d\mu(g) = i\tilde{\Theta}_h + i\partial\bar{\partial}u_c,$$

where $\psi_g : M \to M$ is the automorphism of $M$ induced by $g \in T^k$ and where $u_c$ is defined implicitly. Since there is a path in $T^k$ connecting $g$ to the identity, we have that $\psi_g^* [\hat{\omega}_c] = [\psi_g^* \hat{\omega}_c] = [\hat{\omega}_c]$, from which it follows that $[\omega_c] = [\hat{\omega}_c]$. Moreover, it is clear that $\mathcal{L}_{JX} u_c = 0$ and $\mathcal{L}_{JX} \omega_c = 0$. Finally, since $T^k$ acts by holomorphic isometries on the slices of the cone $C_0$, we have that $\psi_g^* \rho_{\omega_0} = \rho_{\omega_0}$ and $\psi_g^* \omega_0 = \omega_0$ for every $g \in T^k$. Hence $\omega_c = c\omega_0 - \rho_{\omega_0}$ on $\{r > 2R\}$ also. \hfill $\Box$
3.2. Set-up of the complex Monge-Ampère equation. We next set up the complex Monge-Ampère equation that we will solve in order to construct our expanding gradient Kähler-Ricci solitons. In what follows, we drop the subscript \(c\) from the metric \(\omega_c\) and the function \(u_c\) of Proposition 3.1 for clarity.

**Proposition 3.2.** Let \(\omega\) denote the Kähler form of Proposition 3.1 and suppose that the resolution \(\pi: M \to C_0\) satisfies hypothesis (b) of Theorem A, i.e., \(H^1(M) = 0\) or \(H^{0,1}(M) = 0\) or \(X|_A = 0\) for \(A \subset E\) for which \(H_1(A) \to H_1(E)\) is surjective. Let \(\varphi \in C_{\infty}^\infty(M)\) for some \(\varepsilon > 0\) with \(\omega_{\varphi} := \omega + i\partial\bar{\partial}\varphi > 0\). Then

\[
\rho_{\omega_{\varphi}} + \omega_{\varphi} - \frac{1}{2}L_X \omega_{\varphi} = 0
\]

(3.2)

if and only if

\[-\varphi + \log \left(\frac{\omega + i\partial\bar{\partial}\varphi}{\omega^n}\right) + \frac{1}{2}X \cdot \varphi = F,
\]

(3.3)

where \(F \in C_{\infty}^\infty(M)\) satisfies

\[
\begin{cases}
\rho_{\omega_{\varphi}} + \omega_{\varphi} - \frac{1}{2}L_X \omega_{\varphi} = i\partial\bar{\partial}F \\
L_{JX} F = 0
\end{cases}
\]

and has leading order term \(\frac{\omega_{\varphi^n}}{\omega^n} + O(r^{-4})\). Here, \(\rho_{\omega_{\varphi}}, \rho_{\omega_0}, \) denote the Ricci forms of \(\omega_{\varphi}\) and the Kähler cone metric \(\omega_0\) respectively, and \(s_{\omega_0}\) denotes the scalar curvature of \(\omega_0\).

**Proof.** If \(\varphi\) satisfies (3.3), then by taking \(i\partial\bar{\partial}\) of this equation, we see that \(\omega_{\varphi}\) satisfies (3.2).

Conversely, suppose that \(\omega_{\varphi}\) satisfies (3.2). Then

\[
0 = \rho_{\omega_{\varphi}} + \omega_{\varphi} - \frac{1}{2}L_X \omega_{\varphi} = \rho_{\omega_{\varphi}} - \rho_{\omega} + \rho_{\omega} + \omega_{\varphi} - \frac{1}{2}L_X \omega_{\varphi}
\]

(3.4)

\[
= -i\partial\bar{\partial} \log \left(\frac{\omega + i\partial\bar{\partial}\varphi}{\omega^n}\right) + \rho_{\omega} + \omega_{\varphi} - \frac{1}{2}L_X \omega_{\varphi}
\]

\[
= -i\partial\bar{\partial} \log \left(\frac{\omega + i\partial\bar{\partial}\varphi}{\omega^n}\right) + i\partial\bar{\partial}\varphi - \frac{1}{2}i\partial\bar{\partial} (X \cdot \varphi) + (\rho_{\omega} + \omega - \frac{1}{2}L_X \omega),
\]

so that

\[
i\partial\bar{\partial} \left(-\varphi + \log \left(\frac{\omega + i\partial\bar{\partial}\varphi}{\omega^n}\right) + \frac{1}{2}X \cdot \varphi\right) = \rho_{\omega} + \omega - \frac{1}{2}L_X \omega.
\]

Now, since \(L_{JX} \omega = 0\), \(JX\) is Killing, and so by Lemma A.6, the g-dual one-form \(\eta_X := g(X, \cdot)\) of \(X\) is closed, where \(g\) is the Kähler metric associated to \(\omega\). In the case that \(H^1(M) = 0\) or \(H^{0,1}(M) = 0\), one can then find a smooth real-valued function \(\theta_X\) such that \(\eta_X = d\theta_X\), so that \(X = \nabla\theta_X\). In the case that \(H_1(A) \to H_1(E)\) is surjective, the existence of such a function \(\theta_X\) follows from Corollary A.9 since \(E\) is homotopy equivalent to \(M\). It then follows that in all cases, \(\omega_{\varphi} X = d\theta_X \circ J\), so that we can write

\[
L_X \omega = d(\omega_{\varphi} X) = i\partial\bar{\partial}\theta_X.
\]

Since \(L_{JX} L_X \omega = \omega([JX, X]) = 0\), by averaging over the action of the torus on \(M\) induced by that on \(C_0\), we may assume that \(L_{JX} \theta_X = 0\).

Moreover, we have that

\[
\rho_{\omega} + i\Theta_h = i\partial\bar{\partial}v
\]

for some \(v \in C^\infty(M)\), where \(\Theta_h\) is as in Proposition 3.1. Averaging this equation over the action of the torus on \(M\) induced by that on \(C_0\), we obtain

\[
\rho_{\omega} + i\overline{\Theta_h} = i\partial\bar{\partial}\tilde{v}
\]

for some \(\tilde{v} \in C^\infty(M)\) satisfying \(L_{JX} \tilde{v} = 0\), where again our notation follows Proposition 3.1. Here we have used the fact that \(JX\) is holomorphic and Killing so that \(L_{JX} \rho_{\omega} = 0\).
Now let $u \in C^\infty(M)$ be as in Proposition 3.1. Then we can write:

$$
\begin{align*}
\rho_\omega + \omega - \frac{1}{2} L_X \omega &= \rho_\omega + (\omega_0 - \rho_\omega) - \frac{1}{2} \left( L_{r\partial_s} \omega_0 - \frac{1}{2} L_{r\partial_s} \rho_\omega \right) \\
&= -i \partial \bar{\partial} \log \left( \frac{\omega_0 - \rho_\omega}{\omega_0^n} \right) + \omega_0 - \frac{1}{2} L_{r\partial_s} \omega_0 \\
&= -i \partial \bar{\partial} \log \left( \frac{\omega_0 - \rho_\omega}{\omega_0^n} \right) = i \partial \bar{\partial} G
\end{align*}
$$

for $F := \bar{v} + u - \theta_X \in C^\infty(M)$. In particular, notice that $L_{JX} F = 0$.

Next observe that at infinity we have

$$
\rho_\omega + \omega - \frac{1}{2} L_X \omega = \rho_\omega + (\omega_0 - \rho_\omega) - \frac{1}{2} \left( L_{r\partial_s} \omega_0 - \frac{1}{2} L_{r\partial_s} \rho_\omega \right) = 0,
$$

where $c \in C^\infty(M)$ is holomorphic. But since $\Delta_{g_0} (F - G) = 0$, it then follows that $\frac{X}{2} \cdot (F - G)$ is holomorphic. But since $\frac{X}{2} \cdot (F - G)$ is real-valued, at infinity $\frac{X}{2} \cdot (F - G) = c_0$ for some constant $c_0$. Hence,

$$
F - G = c_0 \log r + c_1(x),
$$

where $c_1(x)$ is a function that depends on the link $(S, g_S)$ of the cone. But by (3.7), we also have that $\Delta_{g_0} (F - G) = 0$, which implies that

$$
\frac{2n-2}{r^2} c_0 + \frac{1}{r^2} \Delta_{g_S} c_1(x) = 0.
$$

Integrating this equation over the link of the cone shows that $c_0 = 0$ so that $F - G = C$ at infinity for some constant $C$. Therefore, by subtracting a constant from $F$ in (3.3) if necessary, we arrive at

$$
i \partial \bar{\partial} \left( -\varphi + \log \left( \frac{\omega + i \partial \bar{\partial} \varphi}{\omega^n} \right) + \frac{1}{2} X \cdot \varphi \right) = i \partial \bar{\partial} F,
$$

where $F \in C^\infty_2(M)$ is equal to $\frac{s_c}{2} + O(r^{-4})$ at infinity.

We now contract (3.3) with $\omega$ to find that

$$
\Delta_\omega \left( -\varphi + \log \left( \frac{\omega + i \partial \bar{\partial} \varphi}{\omega^n} \right) + \frac{1}{2} X \cdot \varphi - F \right) = 0.
$$

Applying the maximum principle then yields (3.3). \qed

4. Main setting and function spaces

Let $(M, g)$ be a complete Riemannian manifold. Motivated by the work of Siepmann [Sie13], we define the following weighted Hölder spaces for $(M, g)$ that have already been introduced in [Der16] and differ slightly from those function spaces introduced in Section 2.4.
Let $E$ be a tensor bundle over $M$, i.e., $E = (\otimes^s T^* M) \otimes (\otimes^r T M)$ or a subbundle thereof, such as the exterior bundles $\Lambda^r T^* M$ or the symmetric bundles $S^r T^* M$. (We will mainly be concerned with the cases where $E$ is the trivial line bundle over $M$, the bundle of symmetric 2-tensors $S^2 T^* M$, or the bundle of $(1, 1)$-forms $\Lambda^{(1,1)} T^* M$ when $M$ is a complex manifold.) Let $\alpha \in (0, 1)$ and let $k$ be a non-negative integer. We omit the reference to $\alpha$ when $\alpha = 0$; the same convention will apply when we deal with functions. We begin with some definitions.

- Let $(M, g, J)$ be a Kähler manifold with associated Kähler form $\omega$ and let $X$ be a smooth real vector field on $M$. The weighted Laplacian (with respect to $X$) is defined as

$$\Delta_{\omega, X} T := \Delta_\omega T + \nabla^g_X T,$$

where $T$ is a tensor on $M$ and $\nabla^g$ is the complex linear extension of the Levi-Civita connection of $g$. Also, here $\Delta_\omega$ denotes the Laplacian associated to $\nabla^g$. In normal coordinates this may be written as

$$\Delta_\omega := \frac{1}{2} \left( \nabla^g_i \nabla^g_i + \nabla^g_i \nabla^g_i \right).$$

Recall that the Laplacian acting on functions takes the form

$$\Delta_\omega f = g^{ij} \partial_i \partial_j f = \text{tr}_\omega \left( \frac{1}{2} \partial \partial f \right)$$

for $f \in C^\infty(M)$ a smooth real-valued function on $M$. Here, the trace operator $\text{tr}_\omega$ on $(1, 1)$-forms is defined by

$$\text{tr}_\omega (\alpha) := \frac{n \omega^{n-1} \wedge \alpha}{\omega^n} = g^{ij} \alpha_{ij},$$

where $\alpha = \frac{1}{2} \omega_{jk} dz^j \wedge dz^k$ is a $(1, 1)$-form on $M$.

In order to keep the notation as light as possible, we will omit the reference to the background Kähler metric $g$ or the associated Kähler form $\omega$ when there is no possibility for confusion.

- Let $(M, g, J)$ be a Kähler manifold and let $w : M \to \mathbb{R}$ be a smooth real-valued function on $M$. The weighted Laplacian (with respect to $w$) is defined as

$$\Delta_{\omega, w} T := \Delta_\omega \nabla \omega T,$$

where $T$ is a tensor on $M$.

- We define

$$|\nabla \varphi|^2 := g^{ij} \partial_i \varphi \partial_j \varphi \quad \text{and} \quad |\alpha|^2 := g^{ij} g^{kl} \alpha_{ij} \alpha_{kl},$$

where $\varphi$ is a smooth real-valued function and $\alpha = \frac{1}{2} \omega_{jk} dz^j \wedge dz^k$ is a $(1, 1)$-form on $M$. Notice that $|\nabla \varphi|^2$ is half of the usual Riemannian norm of $\nabla \varphi$ with respect to $g$. One can also define in a similar fashion the norm of a tensor of any type on $M$.

- Let $h \in C^k_{\text{loc}}(M, E)$ and define

$$[\nabla^k h]_{\alpha} := \sup_{x \in M} \sup_{y \in B(x, \delta) \setminus \{x\}} \frac{|\nabla^k h(x) - P_{xy}^* \nabla^k h(y)|}{d(x, y)^\alpha},$$

where $\delta$ is a fixed positive constant depending on the injectivity radius of $(M, g)$ and $P_{xy}$ denotes the parallel transport along the unique minimizing geodesic from $x$ to $y$. Then we set

$$C^k_{\text{loc}}(M, E) := \{ h \in C^k_{\text{loc}}(M, E) : \| h \|_{C^k_{\text{loc}}(M, E)} < +\infty \},$$

where

$$\| h \|_{C^k_{\text{loc}}(M, E)} := \sum_{i=0}^k \sup_M |\nabla^i h| + [\nabla^k h]_{\alpha}.$$
• We define
\[C^k_{\text{con}}(M, E) := \{ h \in C^k_{\text{loc}}(M, E) : \| h \|_{C^k_{\text{con}}(M, E)} < +\infty \},\]
where
\[\| h \|_{C^k_{\text{con}}(M, E)} := \sum_{i=0}^k \|(r_p^2 + 1)^{i/2} \nabla^i h \|_{C^0,\alpha(M, E)} .\]
Here, \(r_p\) denotes the distance function to a fixed point \(p \in M\) with respect to \(g\) and “con” is an abbreviation of “conical”.

• Let \(X\) be a smooth vector field on \(M\). We define
\[D^{k+2}_X(M, E) := \{ h \in \cap_{p \geq 1} W^{k+2,p}_E(M, E) : h \in C^k_{\text{con}}(M, E) \text{ and } \Delta_X h \in C^k_{\text{con}}(M, E) \}\]
which we equip with the norm
\[\| h \|_{D^{k+2}_X(M, E)} := \| h \|_{C^k_{\text{con}}(M, E)} + \| \Delta_X h \|_{C^k_{\text{con}}(M, E)}.\]
We also define
\[D^{k+2,\alpha}_X(M, E) := \{ h \in C^{k+2,\alpha}_{\text{loc}}(M, E) : h \in C^{k,\alpha}_{\text{con}}(M, E) \text{ and } \Delta_X h \in C^{k,\alpha}_{\text{con}}(M, E) \}\]
which we equip with the norm
\[\| h \|_{D^{k+2,\alpha}_X(M, E)} := \| h \|_{C^{k,\alpha}_{\text{con}}(M, E)} + \| \Delta_X h \|_{C^{k,\alpha}_{\text{con}}(M, E)}.\]

• Let \(w: M \to \mathbb{R}_+\) be a smooth function on \(M\). Then we define
\[C^{k,\alpha}_{\text{con},w}(M, E) := w^{-1}C^{k,\alpha}_{\text{con}}(M, E).\]
We endow this space with the norm
\[\| h \|_{C^{k,\alpha}_{\text{con},w}(M, E)} := \| wh \|_{C^{k,\alpha}_{\text{con}}(M, E)}.\]
Similarly, we define
\[D^{k+2,\alpha}_{w,X}(M, E) := w^{-1} \cdot D^{k+2,\alpha}_X(M, E)\]
which we endow with the norm
\[\| h \|_{D^{k+2,\alpha}_{w,X}(M, E)} := \| wh \|_{D^{k+2,\alpha}_X(M, E)}.\]

• Finally, we define the important spaces
\[D^{k,\alpha}_{w,X}(M) := D^{k,\alpha}_{w,X}(M) \cap \{ \varphi \in C^1_{\text{loc}}(M) : \mathcal{L}_X \varphi = 0 \},\]
\[D^{k,\alpha}_{w,X}(M) := \bigcap_{k \geq 0} D^{k,\alpha}_{w,X}(M),\]
\[C^{k,\alpha}_{w,X}(M) := C^{k,\alpha}_{\text{con},w}(M) \cap \{ \varphi \in C^1_{\text{loc}}(M) : \mathcal{L}_X \varphi = 0 \},\]
\[K^{k+2,\alpha}_{w,X} := \{ \varphi \in C^2_{\text{loc}}(M) : \omega + i\partial \bar{\partial} \varphi > 0 \} \cap D^{k+2,\alpha}_{w,X}(M).\]

In our setting, the weight \(w\) will be chosen to be the anticipated potential function \(f\) of the soliton, hence it will be quadratic in the distance from a fixed point of \(M\) (cf. Lemma [A.3]). Furthermore, this choice stems from the fact that if the asymptotic cone is not Ricci-flat, then the convergence rate of the Ricci soliton at infinity is polynomial of order precisely two [Der14], hence our solution of the complex Monge–Ampère equation must lie in a function space such that this is the case. If the cone at infinity is Ricci-flat, then the convergence rate to the asymptotic cone is exponential. This is the case considered by Siepmann [Sie13] and he sets \(w = e^f\) to reflect this fact. However, this
choice doesn’t yield the optimal rate of convergence of his solitons. For this, one may also consult [Der14].

**Remark 4.1.** We remark that the spaces $C^{k,\alpha}_{\text{con}}(M, E)$ are not equal to the interpolation spaces $(C^k_{\text{con}}(M, E), C^{k+1}_{\text{con}}(M, E))_{\alpha,\infty}$. Indeed, one can make the identification

$$(C^k_{\text{con}}(M, E), C^{k+1}_{\text{con}}(M, E))_{\alpha,\infty} = \left\{ h \in C^k_{\text{con}}(M, E) : \left[ (r^2 p + 1)^{k/2} \nabla^k h \right]_{\text{con},\alpha} < +\infty \right\},$$

where

$$[H]_{\text{con},\alpha} := \sup_{x \in M} \sup_{y \in B(x,\delta r_p(x)) \setminus \{x\}} \min \{ r_p(x)^\alpha, r_p(y)^\alpha \} \frac{|H(x) - P_{x,y}^*H(y)|}{d(x, y)^\alpha}$$

for a tensor $H$ on $M$. Here, $\text{inj}(x, g)$ denotes the injectivity radius at $x \in M$ of the metric $g$ and $\delta > 0$ is a fixed positive constant depending only on a lower bound of $\inf_{x \in M} \text{inj}(x, g) / r_p(x)$.

Later we will need to use the fact that $C^{k,\alpha}_0(M) \subset C^{k,\alpha}_{\text{con}}(M)$ for any $k \geq 0$ and $\alpha \in (0, 1)$, where $C^{k,\alpha}_0(M)$ is defined as in Definition 2.7.

We now turn our attention to Theorem D. Let $C_0$ be a Kähler cone of complex dimension $n$ with complex structure $J_0$, Kähler cone metric $g_0$, and radial function $r$, and let $\pi : M \to C_0$ be an equivariant resolution of $C_0$ with $X = \pi^* r \partial_r$ denoting the lift of the vector field $r \partial_r$ on $C_0$ to $M$. Denote by $J$ the complex structure on $M$ and define the function $f : M \to \mathbb{R}$ to be any positive extension of the pull-back by $\pi$ of the radial function $r^2/2$. Furthermore, let $g$ be an AC Kähler metric on $M$ asymptotic to $g_0$ with associated Kähler form $\omega$. We state an easy but fundamental lemma concerning the asymptotics of the derivatives of $f$ with respect to $g$.

**Lemma 4.2.** In the above setting, we have

$$\nabla g f = (1 + O(r^{-2})) X \quad \text{and} \quad \Delta_\omega f = n + O(r^{-2}) \quad \text{with g-derivatives.}$$

In other words,

$$\nabla g f - X \in C^\infty_{\text{con},f}(M) \quad \text{and} \quad \Delta_\omega f - n \in C^\infty_{\text{con},f}(M).$$

We now wish to prove Theorem D, a precise version of which may now be written as follows.

**Theorem D** (Existence, PDE precise version). In the above situation, let $F \in C^\infty_{f,X}(M)$, i.e., $F$ decays quadratically at infinity together with its derivatives. Then there exists a unique Kähler potential $\varphi : M \to \mathbb{R}$ in $D^\infty_{f,X}(M)$ satisfying the complex Monge-Ampère equation

$$\log \left( \frac{\omega_\varphi^n}{\omega^n} \right) = \varphi - \frac{X}{2} \cdot \varphi + F, \quad (4.1)$$

or equivalently,

$$\omega_\varphi^n = e^{\varphi - \frac{X}{2} \cdot \varphi + F} \omega^n, \quad (4.2)$$

where

$$\omega_\varphi := \omega + i \partial \bar{\partial} \varphi.$$

We prove this theorem in the subsequent Sections 5 – 8.
5. Existence of small deformations

5.1. Preliminaries and Fredholm properties of the linearized operator. Define the following map as in [Sie13]:

\[ MA : \varphi \in \{ \phi \in C^2_{\text{loc}}(M) : \omega := \omega + i\partial \bar{\partial} \phi > 0 \} \mapsto \log \left( \frac{\omega_{\varphi}}{\omega_0} \right) + \frac{X}{2} \cdot \varphi - \varphi \in \mathbb{R}. \]

Brute force computations then show that

\[ MA(0) = 0, \]
\[ D_{\varphi}MA(\psi) = \Delta_{\omega} \psi + \frac{X}{2} \cdot \psi - \psi, \]
\[ D^2_{\varphi}MA(\psi, \psi) = -|i\partial \bar{\partial} \psi|_{g_{\varphi}}^2, \quad (5.1) \]
\[ MA(\varphi) = \Delta_{\omega} \varphi + \frac{X}{2} \cdot \varphi - \varphi - \int_0^1 \int_0^T |i\partial \bar{\partial} \varphi|_{g_{\sigma \varphi}}^2 \, d\sigma \, d\tau, \quad (5.2) \]

for any \( \psi \in C^2_{\text{loc}}(M) \), where \( g_{\varphi} \) (respectively \( g_{\sigma \varphi} \)) denotes the Kähler metric associated to the Kähler form \( \omega_{\varphi} \) (resp. \( \omega_{\sigma \varphi} \)) for any \( \sigma \in [0, 1] \) for \( \varphi \) as above.

We summarise from [Der16] the main result we need. A straightforward inspection of the proof of [Der16, Theorem 2.15] yields the following theorem.

**Theorem 5.1.** In the above setting, let \( \alpha \in [0, 1) \) and \( k \in \mathbb{N} \). Then

\[ \Delta_{\omega} + \frac{X}{2} \cdot - \text{Id} : D^{k+2,\alpha}_{f,X}(M) \to C^{k,\alpha}_{f,X}(M) \]

is an isomorphism of Banach spaces. Moreover, the following holds.

- For \( \alpha \in (0, 1) \), the space
  \[ C^{k+1,\alpha}_{f,X}(M) := \left\{ \psi \in C^{k+1,\alpha}_{\text{loc}}(M) : f^{i/2} \nabla g_{\alpha,i}(f \psi) \in C^{1,\alpha}(M) \quad \forall i = 0, \ldots, k, \quad \text{and} \quad \mathcal{L}_{f,X}(\psi) = 0 \right\} \]
  embeds continuously in \( D^{k+2}_{f,X}(M) \).

- There exists a positive constant \( C \) such that, for \( \alpha \in (0, 1) \),
  \[ \| \varphi \|_{C^{k+2,\alpha}_{f,X}(M)} \leq C \left\| \Delta_{\omega} \varphi + \frac{X}{2} \cdot \varphi - \varphi \right\|_{C^{k,\alpha}_{f,X}(M)}, \]
  where
  \[ C^{k+2,\alpha}_{f,X}(M) := \left\{ \psi \in C^{k+2,\alpha}_{\text{loc}}(M) : f^{i/2} \nabla g_{\alpha,i}(f \psi) \in C^{2,\alpha}(M) \quad \forall i = 0, \ldots, k, \quad \text{and} \quad \mathcal{L}_{f,X}(\psi) = 0 \right\}. \]

**Proof.** Since our notation is slightly different to that in [Der16], we recall the main steps.

- \( \Delta_{\omega} + \frac{X}{2} \cdot - \text{Id} : D^{k+2,\alpha}_{f,X}(M) \to C^{k,\alpha}_{f,X}(M), \quad k \geq 0, \quad \alpha \in (0, 1), \) is injective.

Actually, we can do better than this. The argument we implement here shall be used throughout the proof of Theorem D.

**Claim 5.2.** Let \( \varphi \in C^2_{\text{loc}}(M) \) be a function on \( M \) such that

\[ \varphi = O(f^a) \quad \text{and} \quad \Delta_{\omega} \varphi + \frac{X}{2} \cdot \varphi - b \varphi = 0 \]

for some non-negative real numbers \( a, b \), with \( \min\{1, b\} > a \). Then \( \varphi \equiv 0 \).
Proof of Claim 5.2 Consider the function $\varphi - K^{-1}f^{a+\varepsilon}$, where $K > 0$ and $\varepsilon \in [0, 1]$ are such that $a + \varepsilon \leq \min\{1, b\}$. Then
\[
\left(\Delta_{\omega} + \frac{X}{2}\right) \left(\varphi - K^{-1}f^{a+\varepsilon}\right) \geq b\varphi - K^{-1}\left(\Delta_{\omega} + \frac{X}{2}\right) \left(f^{a+\varepsilon}\right)
\geq b \left(\varphi - K^{-1}f^{a+\varepsilon}\right) + K^{-1} \left(bf^{a+\varepsilon} - \left(\Delta_{\omega} + \frac{X}{2}\right) f^{a+\varepsilon}\right).
\]
Now, by Lemma 112 we have that
\[
\left(\Delta_{\omega} + \frac{X}{2}\right) f^{a+\varepsilon} - (a + \varepsilon) f^{a+\varepsilon} \leq Cf^{a+\varepsilon - 1} \leq C'
\]
for some positive constants $C$ and $C'$ depending only on $\varepsilon \in [0, 1]$. Indeed,
\[
\frac{X}{2} \cdot f^{a+\varepsilon} = \frac{a + \varepsilon}{2} f^{a+\varepsilon - 1} |\nabla f|_{\omega}^2 (1 + O(f^{-1}))
= (a + \varepsilon) f^{a+\varepsilon - 1} |\nabla f|_{\omega}^2 (1 + O(f^{-1}))
= (a + \varepsilon) f^{a+\varepsilon} (1 + O(f^{-1}))
\]
so that
\[
\left(\Delta_{\omega} + \frac{X}{2}\right) \left(\varphi - K^{-1}f^{a+\varepsilon}\right) \geq b \left(\varphi - K^{-1}f^{a+\varepsilon}\right) - C' K^{-1}.
\]
By the growth assumption on $\varphi$, we know that $\lim_{x \to +\infty} (\varphi - K^{-1}f^{a+\varepsilon})(x) = -\infty$. Hence $\varphi - K^{-1}f^{a+\varepsilon}$ attains its maximum on $M$ at some point $x_{K, \varepsilon} \in M$ say. The maximum principle then implies that
\[
\max_{M}(\varphi - K^{-1}f^{a+\varepsilon}) \leq \frac{C'}{bK}
\]
for some positive constant $C'$ depending only on $\varepsilon$. Consequently, $\sup_{M} \varphi \leq 0$ by letting $K$ tend to $+\infty$. By considering $-\varphi$ also, one arrives at the desired result. \qed

On setting $a = 0$ and $b = 1$ in the previous claim, we obtain the desired injectivity of $\Delta_{\omega} + \frac{X}{2} \cdot \Id$ on bounded functions.

- For any $k \geq 0$ and $\alpha \in (0, 1)$, $\Delta_{\omega} + \frac{X}{2} \cdot \Id : D^{2+k,\alpha}_{f,X}(M) \to C^{k,\alpha}_{f,X}(M)$ is a Fredholm operator of index 0 with the corresponding embedding results concerning the spaces $\mathcal{E}^{k,1}_{f,X}(M)$ and $\mathcal{E}^{k,2}_{f,X}(M)$ (the so-called “rescaled” Schauder estimates).

The main idea here involves conjugating the operator $\Delta_{\omega} + \frac{X}{2} \cdot \Id$ with the weight $f^{-1}$. This reduces the analysis to the study of a translation of this operator by a negative constant acting on functions (or tensors) in $C^{k,\alpha}_{con}(M)$ up to a compact perturbation. Indeed, we have
\[
f \left(\Delta_{\omega} + \frac{X}{2} \cdot \Id\right) \left(f^{-1}\psi\right) = \left(\Delta_{\omega} + \frac{X}{2} \cdot -2\Id\right) \psi + K\psi, \quad \psi \in C^{2}_{loc}(M),
\]
where, by Lemma 112 $K \in C^{\infty}_{con,f}(M)$ acts by multiplication. It is not difficult to check that $K : D^{2+k,\alpha}_{X}(M) \to C^{k,\alpha}_{con}(M)$ is a compact operator for any $k \geq 0$ and $\alpha \in (0, 1)$. The remaining thing that needs to be checked is that the operator $\Delta_{\omega} + \frac{X}{2} \cdot -2\Id : D^{2+k,\alpha}_{X}(M) \to C^{k,\alpha}_{con}(M)$ is an isomorphism of Banach spaces with the corresponding rescaled Schauder estimates. The proof of this fact is a combination of the proofs of Theorems 2.2 and 2.15 in [Der16].

- The final thing that needs to be checked is that the operator $\Delta_{\omega} + \frac{X}{2} \cdot \Id$ stays surjective when restricted to the set of $JX$-invariant functions. This essentially follows from the uniqueness
established in Claim 5.2. Indeed, let $F \in C_{f,X}^{k,\alpha}(M)$, let $\varphi \in D_{f,X}^{k+2,\alpha}(M)$ be a solution to
\[
(\Delta_\omega + \frac{X}{2} \cdot \text{Id}) \varphi = F,
\]  
and let $(\psi_t)_t$ be the flow generated by $JX$. Then, since $F, X,$ and $JX$, are $JX$-invariant, the function $\varphi_t := \psi^* \varphi$ also satisfies (5.3). Consequently, $\varphi - \varphi_t$ lies in the kernel of $\Delta_\omega + \frac{X}{2} \cdot \text{Id}$. Since $\varphi - \varphi_t$ is clearly bounded, we see from Claim 5.2 that $\varphi_t = \varphi$ for every $t \in \mathbb{R}$. In other words, $\varphi$ is $JX$-invariant, as claimed.

\[\square\]

5.2. Implicit deformations of expanding Kähler-Ricci solitons. In this section, we will prove the following theorem.

**Theorem 5.3.** Let $F_0 \in C_{f,X}^{1,\alpha}(M)$ for some $\alpha \in (0,1)$ and let $\varphi_0 \in D_{f,X}^{3,\alpha}(M)$ be a solution to the complex Monge-Ampère equation
\[
\log \left( \frac{\omega^n_{\varphi_0}}{\omega^n} \right) = -\frac{X}{2} \cdot \varphi_0 + \varphi_0 + F_0.
\]

Then there exists a neighborhood $U_{F_0} \subset C_{f,X}^{1,\alpha}(M)$ of $F_0$ in $C_{f,X}^{1,\alpha}(M)$ such that for all $F \in U_{F_0}$, there exists a unique solution $\varphi \in D_{f,X}^{3,\alpha}(M)$ such that
\[
\log \left( \frac{\omega^n_\varphi}{\omega^n} \right) = -\frac{X}{2} \cdot \varphi + \varphi + F.
\]

**Proof.** In order to apply the implicit function theorem for Banach spaces, we must re-interpret the statement of Theorem 5.3 in terms of the map $MA$ introduced formally at the beginning of this section. Hence consider the mapping
\[
\tilde{M}A : (\varphi,F) \in K_{f,X}^{2+1,\alpha}(M) \times C_{f,X}^{1,\alpha}(M) \mapsto \log \left( \frac{\omega^n_\varphi}{\omega^n} \right) + \frac{X}{2} \cdot \varphi - \varphi - F \in C_{f,X}^{1,\alpha}(M), \quad \alpha \in (0,1).
\]

First note that $\tilde{M}A$ is well-defined. Indeed, by (5.2),
\[
\tilde{M}A(\varphi,F) = \Delta_\omega \varphi + \frac{X}{2} \cdot \varphi - \varphi - F - \int_0^1 \int_0^\tau |i \partial \bar{\partial} \varphi|_{g_{\varphi}}^2 \, d\sigma \, d\tau.
\]

Now, by the very definition of $D_{f,X}^{2+1,\alpha}(M)$, the first three terms $\Delta_\omega \varphi + \frac{X}{2} \cdot \varphi$, $\varphi$, and $F$ are in $C_{f,X}^{1,\alpha}(M)$. By the rescaled Schauder estimates in Theorem 5.1, $\varphi \in C_{f,X}^{2,\alpha}(M)$, i.e., $f^2 \nabla g^{,i} (f \varphi) \in C^{2,\alpha}(M)$ for $i = 0,1$. In particular, this implies that $f \nabla g^{,i} \phi^* \nabla g^{,i} \varphi \in C^{0,\alpha}(M)$, where $\ast$ denotes any linear combination of contractions of tensors (with respect to the metric $g_{\varphi}$ here), and that
\[
f^2 \nabla g^{,i} (f \nabla g^{,i} \phi^* \nabla g^{,i} \varphi) = f^2 (\nabla g^{,i} \phi^* \nabla g^{,i} \varphi) \in C^{0,\alpha}(M).
\]

That is, $|i \partial \bar{\partial} \varphi|_{g_{\varphi}}^2 \in C_{f,X}^{1,\alpha}(M)$, where the $\text{JX}$-invariance is straightforward.

By definition, $\tilde{M}A(\varphi,F) = 0$ if and only if $\varphi$ is a solution to (5.1) with data $F$. By (5.1),
\[
D_{\varphi_0} \tilde{M}A(\psi) = \Delta_{\omega_{\varphi_0}} \psi + \frac{X}{2} \cdot \psi - \psi \quad \text{for} \quad \psi \in D_{f,X}^{2+1,\alpha}(M).
\]

Hence, by Theorem 5.1, $D_{\varphi_0} \tilde{M}A$ is an isomorphism of Banach spaces. The result now follows by applying the implicit function theorem to the map $\tilde{M}A$ in a neighborhood of $(\varphi_0,F_0)$.

\[\square\]
6. A priori estimates

In this section, we establish crucial a priori weighted $D^{3,\alpha}_{f,X}(M)$-estimates for a smooth solution to (4.2) with data $F \in C^{1,\alpha}_{f,X}(M)$. This is the content of Theorem 6.15 below. We fix $F \in C^{1,\alpha}_{f,X}(M)$ and we consider a Kähler potential $\varphi$ that is a solution in $D^{3,\alpha}_{f,X}(M)$ to (4.2). To see that one can make sense of the higher derivatives of a solution $\varphi \in K^{3,\alpha}_{f,X}(M)$ when $F \in C^{k,\alpha}_{loc}(M)$, $k \geq 1$, we refer the reader to Proposition A.2 where the desired local regularity of such solutions is established.

6.1. $C^0$ a priori estimates.

6.1.1. $C^0$-estimate on the potential $\varphi$.

**Proposition 6.1.** We have the following $C^0$ a priori estimate:

$$\|\varphi\|_{C^0} \leq \|F\|_{C^0}.$$  

**Proof.** The proof is standard and only requires the maximum principle.

Assume that $\sup_M \varphi > 0$; otherwise, there is nothing to prove. Then, since $\varphi$ tends to zero at infinity, it attains its maximum at some point $x_0 \in M$. At this point, $\omega_{f\varphi}(x_0) \leq \omega(x_0)$, which implies by (4.2) that

$$\max_M \varphi = \varphi(x_0) \leq -F(x_0) \leq \|F\|_{C^0}.$$  

The same argument applied to $-\varphi$ establishes the result.  

6.1.2. $C^0$-weighted estimate on the potential $\varphi$.

**Proposition 6.2.** We have the following weighted $C^0$ a priori estimate:

$$\|\varphi\|_{C^0_{con,f}(M)} \leq C \left( \|F\|_{C^0_{con,f}(M)} \right),$$

where $C \left( \|F\|_{C^0_{con,f}(M)} \right)$ is bounded by a constant $C(\Lambda)$ depending only on an upper bound $\Lambda$ of $\|F\|_{C^0_{con,f}(M)}$.

**Proof.** We begin with an upper bound for $\|\varphi\|_{C^0_{con,f}(M)}$. First notice that, by (4.2), $\varphi$ satisfies the following differential inequality:

$$F = \log \left( \frac{\omega^n_f}{\omega} \right) + \frac{X}{2} \cdot \varphi - \varphi \leq \Delta_\omega \varphi + \frac{X}{2} \cdot \varphi - \varphi.$$  

Hence, outside a compact set $K$ independent of $\varphi$, we have that

$$\Delta_\omega (f\varphi) + \frac{X}{2} \cdot (f\varphi) - (f\varphi) = \left( \Delta_\omega f + \frac{X}{2} \cdot f \right) \varphi + 2\nabla^g f \cdot \varphi + f \left( \Delta_\omega \varphi + \frac{X}{2} \cdot \varphi - \varphi \right) \geq fF + 2\nabla^g \ln f \cdot (f\varphi) + \left( \Delta_\omega f + \frac{X}{2} \cdot \ln f - 2\nabla^g \ln f \cdot f \right) (f\varphi).$$

Now, on one hand, by Lemma 4.2, we know that

$$\frac{\Delta_\omega f}{f} + \frac{X}{2} \cdot \ln f - 2\nabla^g \ln f \cdot f \ln f = 1 + O(f^{-1}),$$

whereas on the other hand, we have that

$$\left( \Delta_\omega + \frac{X}{2} - 2\nabla^g \ln f \right) (\ln f) = 1 + O(f^{-1}).$$

So consider the function $f\varphi - \varepsilon \ln f$ which tends to $-\infty$ at infinity since $f\varphi$ is bounded by assumption. At a point where $f\varphi - \varepsilon \ln f$ achieves its maximum (outside of the compact set $K$; otherwise, there
is nothing to prove), one has, by the maximum principle, the following inequality:

\[
0 \geq \left( \Delta \omega + \left( \frac{X}{2} - 2\nabla^2 \ln f \right) \right) (f \varphi - \varepsilon \ln f) \geq (1 + O(f^{-1}))(f \varphi) - \varepsilon(1 + O(f^{-1})) - \|fF\|_{C^0} \\
\geq C \max_M (f \varphi - \varepsilon \ln f) - \|fF\|_{C^0} - \varepsilon(1 + O(f^{-1}))
\]

for some positive constant $C$ independent of $\varepsilon$ and depending only on the compact set $K$. From this, we deduce that

\[
f\varphi \leq C^{-1}(\|fF\|_{C^0} + \varepsilon) + \varepsilon \ln f
\]

for some positive constant $c$ independent of $\varepsilon$. This yields the desired upper bound if we now let $\varepsilon$ tend to zero.

As for the lower bound, consider the function $\chi_\kappa := -\kappa f^{-1}$ for some $\kappa > 0$ to be defined later. One has the following estimate:

\[
\omega_{\chi_\kappa} = \omega + \frac{\kappa}{f} \left( \frac{i\partial \bar{\partial} f}{f} - 2\partial f \wedge \bar{\partial} f \right)
\geq (1 - c\kappa f^{-2}) \omega
\]

on $\{f^2 \geq 2c\kappa\}$, where $c$ is a universal constant. Hence,

\[
\log \left( \frac{\omega_{\chi_\kappa}}{\omega^n} \right) + \frac{X}{2} \cdot \chi_\kappa - \chi_\kappa \geq \frac{\kappa}{f} (2 - O(f^{-1})) + n \log(1 - c\kappa f^{-2})
\geq \frac{\kappa}{f} (2 - O(f^{-1})) - C(n)\kappa f^{-2}
\geq \frac{\kappa}{f}
\]

on $\{f^2 \geq c \max\{\kappa, C(n)\}\}$, where $c$ is now a positive constant independent of $\kappa$ that can vary from line to line.

Next observe that on $\{f^2 \geq c \max\{\kappa, C(n)\}\}$,

\[
\log \left( \frac{(\omega + i\partial \bar{\partial} (\chi_\kappa - \varphi))^n}{\omega^\varphi} \right) + \frac{X}{2} \cdot (\chi_\kappa - \varphi) - (\chi_\kappa - \varphi) = \log \left( \frac{\omega^n}{\omega^\varphi} \right) + \frac{X}{2} \cdot (\chi_\kappa - \varphi) - (\chi_\kappa - \varphi)
\geq \frac{\kappa}{f} - \frac{X}{f}
\geq \frac{\kappa}{f}
\]

if $\kappa \geq 2\|fF\|_{C^0}$. Thus, if $\kappa \geq 2\|fF\|_{C^0}$, then one has the following bound for any height $R$ with $R \geq c\sqrt{\kappa}$:

\[
\max_{\{f \geq R\}} (\chi_\kappa - \varphi) = \max \left\{ \max_{\{f = R\}} (\chi_\kappa - \varphi), 0 \right\}.
\]

Now, by Proposition 6.31

\[
\max_{\{f = R\}} (\chi_\kappa - \varphi) \leq \|\varphi\|_{C^0} - \kappa R^{-1} \leq \|F\|_{C^0} - \kappa R^{-1} \leq 0
\]

once $\kappa \geq \|F\|_{C^0} R$. We therefore define $\kappa := \max\{c^2\|F\|_{C^0}^2, \|fF\|_{C^0}\}$ and $R := c\sqrt{\kappa}$ so that on $\{f \geq c \max\{c\|F\|_{C^0}, \|fF\|_{C^0}\}\}$,

\[
-f\varphi \leq \max\{c^2\|F\|_{C^0}^2, \|fF\|_{C^0}\}.
\]

This yields the desired lower bound. \qed
6.1.3. $C^0$-estimate on the radial derivative $X \cdot \varphi$.

**Proposition 6.3.** We have the following $C^0$ a priori estimate on the radial derivative $X \cdot \varphi$: 
\[
\|X \cdot \varphi\|_{C^0(M)} \leq C \left( \|F\|_{C^0_{\text{com},f}(M)} + 1 \right)
\]
for some positive constant $C$ independent of $\varphi$.

**Remark 6.4.** The quadratic decay at infinity and $JX$-invariance of $\varphi$ are both essential for the proof of Proposition 6.3. The proof as written would fail without either one of these two assumptions.

**Proof.** The proof is due to Siepmann in the case that the convergence rate to the asymptotic cone is exponential; see [Sie13, Section 5.4.14]. We adapt his proof here to the case where the convergence rate is only polynomial.

The proof shall comprise two parts. The first part will concern an upper bound for $X \cdot \varphi$ and the latter part will concern a lower bound for $X \cdot \varphi$. Before proceeding with the first part though, we make the following claim.

**Claim 6.5.** One has
\[
X^{1,0} \cdot (X^{1,0} \cdot \varphi) = i\overline{\partial} \partial \varphi(\text{Re}(X^{1,0}), J \text{Re}(X^{1,0})) \geq -|\text{Re}(X^{1,0})|^2_g.
\]

**Proof of Claim 6.5.** Since $\varphi$ is invariant under the flow of $JX$, we know that
\[
JX \cdot (X \cdot \varphi) = 0.
\]
In particular, we have that $X^{1,0} \cdot (X^{1,0} \cdot \varphi) = \text{Re}(X^{1,0}) \cdot (\text{Re}(X^{1,0}) \cdot \varphi) = X^{1,0} \cdot (X^{1,0} \cdot \varphi)$. A straightforward computation then shows that
\[
\overline{X^{1,0}} \cdot (X^{1,0} \cdot \varphi) = \partial \overline{\partial} \varphi(X^{1,0}, X^{1,0}) = i\overline{\partial} \partial \varphi(\text{Re}(X^{1,0}), J \text{Re}(X^{1,0})).
\]
The result now follows from the fact that $\omega_\varphi > 0$ and
\[
i\overline{\partial} \partial \varphi(\text{Re}(X^{1,0}), J \text{Re}(X^{1,0})) = \omega_\varphi(\text{Re}(X^{1,0}), J \text{Re}(X^{1,0})) - |\text{Re}(X^{1,0})|_g^2 \geq -|\text{Re}(X^{1,0})|_g^2.
\]

To get an upper bound for $X \cdot \varphi$, we introduce the flow $(\psi_t)_{t \in \mathbb{R}}$ generated by the vector field $X/2$. This flow is complete since $X$ grows linearly at infinity. By Lemma 1.2, we have the following estimates at $(x, t) \in M \times \mathbb{R}:
\[
\partial_t f(\psi_t(x)) = \left(\frac{X}{2} \cdot f\right)(\psi_t(x)) = f(\psi_t(x)) + O(1)
\]
and
\[
\partial_t |X|^2_\omega(\psi_t(x)) \leq |\nabla^g X|_\omega(\psi_t(x)) |X|^2_\omega(\psi_t(x)) \leq C |X|^2_\omega(\psi_t(x))
\]
for some uniform positive constant $C$ independent of $(x, t) \in M \times \mathbb{R}$, where, in the latter inequality, we have used the fact that $\nabla^g X$ is uniformly bounded on $M$. Gronwall’s inequality then implies that
\[
f(\psi_t(x)) + C \leq e^t (f(x) + C), \tag{6.1}
f(\psi_t(x)) - C \geq e^t (f(x) - C),
|X|^2_\omega(\psi_t(x)) \leq e^{|t|} |X|^2_\omega(x), \tag{6.2}
\]
for any space-time point $(x, t) \in M \times \mathbb{R}$.

Next, define $\varphi_x(t) := \varphi(\psi_t(x))$ for $(x, t) \in M \times \mathbb{R}$. Then for any cut-off function $\eta : \mathbb{R}_+ \to [0, 1]$ such that $\eta(0) = 1$, $\eta'(0) = 0$, we have that
\[
\int_0^{+\infty} \eta''(t) \varphi_x(t) dt = -\int_0^{+\infty} \eta'(t) \varphi'_x(t) dt = \varphi'_x(0) + \int_0^{+\infty} \eta(t) \varphi''_x(t) dt.
\]
It then follows from (6.2) and Claim 6.5 that
\[
\frac{X}{2} \cdot \varphi(x) = \varphi_x'(0) - \int_{\text{supp}(\eta)} \frac{X}{2} \cdot \varphi \left( \psi(x) \right) dt + \sup_{t \in \text{supp}(\eta')} |\varphi_x(t)| \int \eta''(t) dt \\
\leq \frac{1}{4} \int_{\text{supp}(\eta)} |X|^2 \psi(x) dt + \sup_{t \in \text{supp}(\eta')} |\varphi_x(t)| \int \eta''(t) dt \\
\leq \frac{1}{4} |X|^2 e^{Ct} dt + \sup_{t \in \text{supp}(\eta')} |\varphi_x(t)| \int \eta''(t) dt.
\]
Choose \( \eta \) such that \( \text{supp}(\eta) \subset [0, \varepsilon] \) for some \( \varepsilon > 0 \) to be chosen later and such that \( |\eta''| \leq C/\varepsilon^2 \) for some uniform positive constant \( C \). Then
\[
\frac{X}{2} \cdot \varphi(x) \leq (4C)^{-1}(e^{C\varepsilon} - 1)|X|^2 e^{x} + C \sup_{t \in [0, \varepsilon]} |\varphi_x(t)| \varepsilon^{-1}.
\]
Since \( X \) grows linearly with respect to the distance from a fixed point, this dictates the following choice of \( \varepsilon \):
\[
\varepsilon(x) := C^{-1} \log \left( 1 + \frac{1}{1 + |X|^2 e^{x}} \right).
\]
It remains to bound \( \sup_{t \in [0, \varepsilon]} |\varphi_x(t)| \) in terms of \( \varepsilon \). Since \( \varphi \) decays quadratically at infinity, one has that
\[
\varphi_x(t) = \varphi_x(t) \leq \frac{||f\varphi||_{C^n(M)}}{f(\psi_x(t))}
\]
for any \((x, t) \in M \times \mathbb{R} \). Now, thanks to (6.1),
\[
\varphi_x(t) \leq \frac{||f\varphi||_{C^n(M)}}{C + e^{t}f(x) - C} \leq \frac{||f\varphi||_{C^n(M)}}{f(x)}
\]
for \( t \geq 0 \) and \( f(x) \geq C \) with \( C \) a uniform positive constant. Since \( \varepsilon(x) \) decays precisely as \( C^{-1}f(x)^{-1} \) as \( x \) tends to \( +\infty \), we get the desired upper bound on the radial derivative \( \frac{X}{2} \cdot \varphi \). Indeed, if \( f(x) \leq C \), then the upper bound follows directly from the boundedness of \( X \) in terms of \( C \). The lower bound can be proved in a similar way by arguing on an interval \([-\varepsilon, 0] \), where \( \varepsilon \) has the same behaviour at infinity as above. The desired estimate now follows from Proposition 6.2 \((\square)\)

### 6.2. \( C^2 \)-estimate.

**Proposition 6.6.** We have the following \( C^2 \) a priori estimate:
\[
||\bar{\partial}\varphi||_{C^0(M)} \leq C \left( n, \omega, ||F||_{C^1(M)}, ||F||_{C^n_{\text{can}, f(M)}} \right).
\]

**Remark 6.7.** The proof of Proposition 6.6 makes use of the equivalence of the metrics \( g \) and \( g_\varphi \) in order to build a suitable barrier function with which to apply the maximum principle. A consequence of this estimate will be that \( g \) and \( g_\varphi \) are in fact uniformly equivalent.

**Proof.** The proof uses standard computations performed in Yau’s seminal paper [Yau78]. Only the presence of the vector field \( X \) has to be taken into account, hence we will only outline the main steps.

Since \( \varphi \) satisfies
\[
\log \left( \frac{\omega^n}{\omega_x^n} \right) = F - \frac{X}{2} \cdot \varphi + \varphi =: F(\varphi),
\]
one can, as in [Yau78], compute the Laplacian of \( F(\varphi) \) with respect to \( \omega \) in holomorphic coordinates around a point \( x \in M \) such that at \( x \), the metrics \( g \) and \( g_\varphi \) associated to \( \omega \) and \( \omega_\varphi \) take the form \( g_{ij}(x) = \delta_{ij} \) and \( g_\varphi(x) = (1 + \varphi_{ii}(x))\delta_{ij} \) respectively; see Lemma A.1. After a lengthy computation,
one arrives at
\[ \Delta_\omega F(\varphi) = \Delta_\omega (\text{tr}_\omega(\omega_\varphi)) - \frac{\varphi_{ijk} \varphi_{i\bar{k}}}{(1 + \varphi_{ii})(1 + \varphi_{kk})} + \text{Rm}(g)_{i\bar{k}k} \left( 1 - \frac{1}{1 + \varphi_{ii}} - \frac{\varphi_{i\bar{i}}}{1 + \varphi_{kk}} \right). \] (6.3)

Now,
\[ \text{Rm}(g)_{i\bar{k}k} \left( 1 - \frac{1}{1 + \varphi_{ii}} - \frac{\varphi_{i\bar{i}}}{1 + \varphi_{kk}} \right) = \frac{1}{2} \text{Rm}(g)_{i\bar{k}k} \left( \frac{(\varphi_{ii} - \varphi_{kk})^2}{(1 + \varphi_{ii})(1 + \varphi_{kk})} \right) \geq \inf_M \text{Rm}(g) \left( \frac{1 + \varphi_{ii}}{1 + \varphi_{kk}} - 1 \right) \geq \inf_M \text{Rm}(g) \left( \text{tr}_g(g_{\varphi}^{-1})(n + \Delta_\omega \varphi) - n^2 \right) = \inf_M \text{Rm}(g) \left( \text{tr}_g(g_{\varphi}^{-1}) \text{tr}_\omega(\omega_\varphi) - n^2 \right), \]
where \( \text{Rm}(g) \) is the complex-linear extension of the curvature operator of the metric \( g \) and where \( \inf_M \text{Rm}(g) := \inf_{i\neq k} \text{Rm}(g)_{i\bar{k}k} \).

Next we study the term \( \Delta_\omega (X \cdot \varphi) \). Since \( X \) is holomorphic, \( \nabla^g X \) is bounded, and since \( \omega \) and \( \varphi \) are \( JX \)-invariant, we have that
\[ \Delta_\omega \left( \frac{X}{2} \cdot \varphi \right) = \Delta_\omega \left( X^{1,0} \cdot \varphi \right) \]
\[ = \nabla^g(X^{1,0})_k \varphi_{ik} + \frac{X^{1,0}}{2} \cdot \Delta_\omega \varphi \]
\[ = \nabla^g X^{1,0} \ast \partial \bar{\partial} \varphi + \frac{X}{2} \cdot \Delta_\omega \varphi \]
\[ \leq C \text{tr}_\omega(\omega_\varphi) + C(n) \| \nabla^g X \|_{C^0(M)} + \frac{X}{2} \cdot \text{tr}_\omega(\omega_\varphi), \]
where we have used the fact that \( 0 < \omega_\varphi \leq (n + \Delta_\omega \varphi) \omega \). To summarise, we obtain the following first crucial estimate:
\[ \Delta_\omega \varphi \text{tr}_\omega(\omega_\varphi) + \frac{X}{2} \cdot \text{tr}_\omega(\omega_\varphi) \geq \frac{\varphi_{ijk} \varphi_{i\bar{k}}}{(1 + \varphi_{ii})(1 + \varphi_{kk})} + \Delta_\omega F - C \text{tr}_\omega(\omega_\varphi)(1 + \inf_M \text{Rm}(g) \text{tr}_g(g_{\varphi}^{-1})) - C(n, g). \] (6.4)

Now, if \( u := e^{-\alpha \varphi} \text{tr}_\omega(\omega_\varphi) \), where \( \alpha \in \mathbb{R} \) will be defined later, then, as in the proof of [Sie13, Lemma 5.4.16], one estimates the Laplacian of \( u \) with respect to \( \omega_\varphi \) as follows:
\[ \Delta_\omega \varphi \text{tr}_\omega(\omega_\varphi) + \frac{X}{2} \cdot \text{tr}_\omega(\omega_\varphi) \geq e^{-\alpha \varphi} \left( \Delta_\omega F(\varphi) - \inf_M \text{Rm}(g) \text{tr}_g(g_{\varphi}^{-1}) \text{tr}_\omega(\omega_\varphi) - C - \alpha \Delta_\omega \varphi \text{tr}_\omega(\omega_\varphi) \right) \]
for some positive constant \( C \) independent of \( \varphi \). Thus, for some positive constant \( C \) independent of \( \varphi \),
\[ \Delta_\omega \varphi + \frac{X}{2} \cdot u \geq e^{-\alpha \varphi} \left( \Delta_\omega F - \inf_M \text{Rm}(g) \text{tr}_g(g_{\varphi}^{-1}) \text{tr}_\omega(\omega_\varphi) \right) \]
\[ - Ce^{-\alpha \varphi} - \alpha \frac{X}{2} \cdot \varphi u - C u - \alpha (n - \text{tr}_g(g_{\varphi}^{-1})) u \]
\[ \geq - C(\| \varphi \|_{C^0(M)} \cdot \| F \|_{C^2(M)}) - C(n, \| X \cdot \varphi \|_{C^0(M)}) u + \text{tr}_g(g_{\varphi}^{-1}) u, \]
where we set \( \alpha := \max\{1 + \inf_M \text{Rm}(g), 1\} \). A final estimate using the following geometric inequality
\[ \sum_i \frac{1}{1 + \varphi_{ii}} \geq \left( \sum_i (1 + \varphi_{ii}) \right)^{-1}, \]
or equivalently,
\[ \text{tr}_g(g_{\varphi}^{-1}) \geq \left( \frac{\text{tr}_g(g_{\varphi})}{\det g(g_{\varphi})} \right)^{n-1}, \]
then leads to the following differential inequality satisfied by $u$:

$$\Delta_{\omega_\varphi} u + \frac{X}{2} \cdot u \geq -C(1 + u) + C'u^{\frac{n-1}{n}}$$

for some positive constants $C$ and $C'$ depending only on $n, \omega, \|\nabla^g X\|_{C^0(M)}$, $\|\varphi\|_{C^0(M)}$, $\|X \cdot \varphi\|_{C^0(M)}$, and $\|F\|_{C^2(M)}$. Since $u$ is non-negative and bounded, the maximum principle yields the desired upper bound for $n + \Delta_{\omega_\varphi} \varphi$.

Indeed, consider the function $u - \varepsilon \ln f$ for some positive $\varepsilon$. Since $\lim_{x \to +\infty} (u - \varepsilon \ln f)(x) = -\infty$, this function attains its maximum on $M$ at some point $x_0$. We can then apply the maximum principle to this function to obtain

$$(\max_M (u - \varepsilon \ln f) + \varepsilon \ln f(x_0))^\frac{n-1}{n} \leq C + C\varepsilon \left| \Delta_{\omega_\varphi} \ln f + \frac{X}{2} \cdot \ln f \right| (x_0)$$

for some uniform positive constant $C$. Now, since $g$ and $g_\varphi$ are equivalent, this implies that $\Delta_{\omega_\varphi} \ln f$ is bounded on $M$. Moreover, thanks to the asymptotics of $X, X \cdot \ln f$ is also bounded on $M$. Consequently,

$$u - \varepsilon \ln f \leq (C + C'\varepsilon) \frac{n-1}{n} \varepsilon \ln f(x_0) \leq (C + C'\varepsilon) \frac{n-1}{n} + C\varepsilon,$$

where $C$ is a uniform positive constant and $C'$ is a constant that may depend on the equivalence class of the metrics $g$ and $g_\varphi$. Since this estimate holds for any $\varepsilon > 0$, one obtains the desired a priori estimate independent of the equivalence class of the metrics $g$ and $g_\varphi$. Hence we obtain an upper bound on $\partial \bar{\partial} \varphi$ since $\varphi$, being a Kähler potential, implies that $\|\omega_\varphi\|_{C^0(M)} \leq \|n + \Delta_{\omega_\varphi} \|_{C^0(M)}$. \hfill \square

**Corollary 6.8.** The tensors $g^{-1}g_\varphi$ and $g_\varphi^{-1}g$ satisfy the following uniform estimate:

$$\|g^{-1}g_\varphi\|_{C^0(M)} + \|g_\varphi^{-1}g\|_{C^0(M)} \leq \Lambda \left( n, \alpha \|F\|_{C^2(M)}, \|F\|_{C^0_{\text{con,f}}(M)} \right).$$

In particular, the metrics $g$ and $g_\varphi$ are uniformly equivalent.

**Proof.** By Proposition 6.6 we know that

$$\|g^{-1}g_\varphi\|_{C^0(M)} \leq \Lambda \left( n, \alpha \|F\|_{C^2(M)}, \|F\|_{C^0_{\text{con,f}}(M)} \right).$$

Moreover, by Propositions 6.1 and 6.3 $g^{-1}g_\varphi$ satisfies

$$\det(g^{-1}g_\varphi) = e^{F + \varphi - \frac{X}{2} + \varphi} \geq e^{-C}$$

for some uniform positive constant $C$. Finally, each eigenvalue of $g_\varphi$ is uniformly bounded from above. Thus,

$$\|g_\varphi^{-1}g\|_{C^0(M)} \leq \Lambda \left( n, \alpha \|F\|_{C^2(M)}, \|F\|_{C^0_{\text{con,f}}(M)} \right).$$

\hfill \square

6.3. $C^3$-estimate.

**Proposition 6.9.** We have the following $C^3$ a priori estimate:

$$\|\nabla^g \partial \bar{\partial} \varphi\|_{C^0(M)} \leq C \left( n, \omega, \|F\|_{C^3(M)}, \|F\|_{C^0_{\text{con,f}}(M)} \right).$$

**Remark 6.10.** As observed in [Sie13], it is more convenient to adapt the computations of Yau [Yau78] in the presence of an unbounded vector field $X$ than to use the machinery developed by Evans, Krylov and Safonov to avoid such a $C^3$-estimate. However, since this computation is tedious and not very enlightening, we will follow the alternative route of [PSS07] in order to establish a $C^3$ a priori estimate.

**Proof.** Again, this is precisely [Sie13 Lemma 5.4.20]. We will give a different proof with a flow flavor that follows closely the arguments of [BEG13 Chapter 3].
Define
\[ S(g_\varphi, g) := |\nabla g_\varphi|_{g_\varphi}^2. \]
Then, by the very definition of \( S \), we have that
\[
S(g_\varphi, g) = g_\varphi^{ij} \frac{\partial^2}{\partial \tau^2} S_{ij}(g_\varphi, g)
= g_\varphi^{ij} g_\varphi^{pq} \nabla_i g_\varphi_{kq} \nabla_j g_\varphi_{lj}
= |\nabla g_\varphi|^2_{g_\varphi},
\]
where \( \Psi^k_{ij}(g_\varphi, g) := \Gamma(g_\varphi)^k_{ij} - \Gamma(g)^k_{ij} \). Now, since \( \varphi \) solves (4.2), \( (M, g_\varphi, X) \) is an “approximate” expanding gradient Kähler-Ricci soliton in the following precise sense: if \( g_\varphi(\tau) := (1 + \tau)\varphi_\tau g \) and \( g(\tau) := (1 + \tau)\varphi_\tau g \), where \( (\varphi_\tau)_{\tau > -1} \) is the one-parameter family of diffeomorphisms generated by \(-X/(2(1 + \tau))\), then, by Section (\ref{sec:approximate} \( (g_\varphi(\tau))_{\tau > -1} \) is a solution to the following perturbed Kähler-Ricci flow with initial condition \( g_\varphi \):
\[
\begin{align*}
\partial_\tau g_\varphi(\tau) &= -\Ric(g_\varphi(\tau)) + \varphi_\tau^* \left( -\mathcal{L}_X(g) + g + \Ric(g) + \partial\bar{\partial}F \right) \\
\partial_\tau g_\varphi(0) &= g_\varphi.
\end{align*}
\]
In particular, \( \partial_\tau g_\varphi = -\Ric(g_\varphi) + \varphi_\tau^* \eta \), where \( \eta := \partial\bar{\partial}(F - F(g)) \) has uniformly controlled \( C^1 \)-norm by our assumptions and by construction of \( g \).

Define \( S(\tau) := S(g_\varphi(\tau), g(\tau)) \) and correspondingly, \( \Psi(\tau) := \Psi(g_\varphi(\tau), g(\tau)) \). We adapt Proposition 3.2.8 to our setting. By a brute force computation, we have that
\[
\Delta_{\omega_\varphi} S = 2 \Re \left( g_\varphi^{ij} \frac{\partial^2}{\partial \tau^2} S_{ij}(g_\varphi, g) \right) + \left| \nabla g_\varphi \right|_{g_\varphi}^2 + \left| \nabla g_\varphi \right|_{g_\varphi}^2
+ \Ric(g_\varphi)^{ij} g_\varphi^{pq} g_\varphi_{kl} \Psi^k_{ij} \Psi^l_{jq} + g_\varphi^{ij} \Ric(g_\varphi)^{pq} g_\varphi_{kl} \Psi^k_{ip} \Psi^l_{jq} - g_\varphi^{ij} g_\varphi^{pq} \Ric(g_\varphi)^{kl} g_\varphi_{ip} \Psi^k_{jq},
\]
where
\[
\begin{align*}
\Delta_{\omega_\varphi,1/2} &= g_\varphi^{ij} \nabla_i g_\varphi \nabla_j g_\varphi, \\
T^{ij} &:= g_\varphi^{ij} T_{kl},
\end{align*}
\]
for \( T_{kl} \in \Lambda^{1,0} M \otimes \Lambda^{0,1} M \). We also have that
\[
\begin{align*}
\partial_\tau \Psi(\tau)|_{\tau=0} &= \partial_\tau|_{\tau=0} (\Gamma(g_\varphi(\tau)) - \Gamma(g(\tau)))^k_{ip} \\
&= \nabla_i (-\Ric(g_\varphi)^{kl} + \eta_\varphi)^k_p - \nabla_i (-\Ric(g)^{kl} + \partial\bar{\partial}F(g)^{kl})_p, \\
\partial_\tau g_\varphi^{ij} &= \Ric(g_\varphi)^{ij} - \eta^{ij}.
\end{align*}
\]
Finally, by using the second Bianchi identity, we see that
\[
\Delta_{\omega_\varphi,1/2} \Psi_{ip}^k = g_\varphi^{kJ} \nabla_a \Rm(g)^{kJ}_{ip} - \nabla_i \Ric(g_\varphi)^{kl} p,
\]
which implies that the following evolution equation is satisfied by \( \Psi \):
\[
\partial_\tau \Psi_{ip}^k(\tau)|_{\tau=0} = \Delta_{\omega_\varphi,1/2} \Psi_{ip}^k + T_{ip}^k,
\]
where \( T \) is a tensor such that
\[
T = g_\varphi^{-1} \ast \nabla g_\varphi \Rm(g) + \nabla g_\varphi \eta + \nabla g_\varphi (\Ric(g) - \partial\bar{\partial}F(g))
= g_\varphi^{-1} \ast \nabla g_\varphi \Rm(g) + g_\varphi^{-1} \ast \nabla g_\varphi \ast \nabla g_\varphi \ast \nabla g_\varphi \ast \eta + \nabla g_\varphi \ast \eta + \nabla g_\varphi \ast \Ric(g) - \partial\bar{\partial}F(g).
\]
Since this flow is only evolving by homotheties and diffeomorphisms, we have that
\[
\begin{align*}
S(\tau) &= (1 + \tau)^{-1} \varphi_\tau^* S(g_\varphi, g), \\
\partial_\tau S|_{\tau=0} &= -S(g_\varphi, g) - \frac{X}{2} \cdot S(g_\varphi, g).
\end{align*}
\]
To summarise, by Young’s inequality, the boundedness of \( \| g^{-1} g \|_{C^0(M)}, \| g \|_{C^0(M)} \), and the boundedness of the covariant derivatives of the tensors \( Rm(g), \eta, \) and \( F(g) \), we have that
\[
\Delta g \varphi S + \frac{X}{2} \cdot S \geq -C(S + 1)
\]
for some positive uniform constant \( C \).

We use as a barrier function the trace \( \text{tr}_\omega(\omega \varphi) \) which, by (6.4) and the uniform equivalence of the metrics \( g \) and \( \varphi g \), satisfies
\[
\Delta \omega \text{tr}_\omega(\omega \varphi) + \frac{X}{2} \cdot \text{tr}_\omega(\omega \varphi) \geq C^{-1} S - C,
\]
where \( C \) is a uniform positive constant that may vary from line to line. By applying the maximum principle to \( \varepsilon S + \text{tr}_\omega(\omega \varphi) \) for some sufficiently small \( \varepsilon > 0 \), one arrives at the desired a priori estimate. \( \square \)

**Corollary 6.11.** The tensors \( g^{-1} g \) and \( \varphi g^{-1} \) satisfy the following uniform estimate:
\[
\| g^{-1} g \|_{C^{0, \alpha}(M)} + \| \varphi g^{-1} \|_{C^{0, \alpha}(M)} \leq \Lambda(\alpha, \| F \|_{C^3(M)}, \| F \|_{C^0_{\text{con,f}}(M)})
\]
for any \( \alpha \in (0, 1) \).

**Proof.** By Proposition 6.6 together with Proposition 6.9 we know that
\[
\| g^{-1} g \|_{C^{0, \alpha}} \leq \Lambda(\| F \|_{C^3(M)}, \| F \|_{C^0_{\text{con,f}}(M)}).
\]

We also know from Propositions 6.1 and 6.3 that \( g^{-1} g \) satisfies
\[
\det(g^{-1} g) = e^{F + \varphi - \frac{X}{2} \cdot \varphi} \geq e^{-C}
\]
for some uniform positive constant \( C \). Moreover, each eigenvalue of \( g \) is uniformly bounded from above. Thus,
\[
\| g^{-1} g \|_{C^0(M)} \leq \Lambda(\| F \|_{C^3(M)}, \| F \|_{C^0_{\text{con,f}}(M)}).
\]

Finally, if \( u \) is a positive function on \( M \) in \( C^\alpha(M) \) uniformly bounded from below by a positive constant, then \( [u^{-1}]_\alpha \leq \| u \|_{C^\alpha(M)} (\inf_M u) \). This last remark implies that
\[
\| g^{-1} g \|_{C^{0, \alpha}(M)} \leq \Lambda(\| F \|_{C^3(M)}, \| F \|_{C^0_{\text{con,f}}(M)})
\]
as well. \( \square \)
6.4. Weighted estimates on higher derivatives of the potential \( \varphi \).

**Proposition 6.12.** Let \( \varphi \) be a solution to (4.2). Then

\[
\|X \cdot \varphi\|_{C^0_{\text{con},f}(M)} \leq C \left( n, \omega, \|F\|_{C^3_{\text{con},f}} \right).
\]

**Proof.** As in [Sie13], we compute the evolution equation of the quantity \( (\varphi - \frac{X}{2}) \).

Let \( \omega \) be a solution to (4.2). Then

\[
\Delta \omega (\varphi - \frac{X}{2}) + \frac{X}{2} \cdot \varphi = \Delta \omega \varphi + \frac{X}{2} \cdot \varphi - \frac{X}{2} \cdot \varphi - A \Delta f^{-1} \leq 0.
\]

Now, we can find a constant \( A \) depending on \( \|X \cdot \varphi\|_{C^0(M)} \), hence, by Propositions 6.1 and 6.3, such that \( \max_{f=t_0}(X \cdot \varphi - A f^{-1}) \leq 0 \). Since \( \lim_{x \to +\infty} (X \cdot \varphi - \varphi) (x) = 0 \) by assumption, the maximum principle applied to \( \frac{X}{2} \cdot \varphi - \varphi - A f^{-1} \) yields the desired estimate

\[
\frac{X}{2} \cdot \varphi - \varphi - A f^{-1} \leq 0.
\]

The same argument applies to obtain a uniform weighted lower bound. \( \square \)

6.5. \( C^2 \)-weighted estimates.

**Proposition 6.13.** Let \( F \in C^0_{\text{con},f}(M) \) for some \( \alpha \in (0, 1) \) and let \( \varphi \) be a solution to (4.2) in \( D^{2,\alpha}_{f,X}(M) \). Then

\[
\|\varphi\|_{D^{2,\alpha}_{f,X}(M)} \leq C \left( n, \alpha, w, \|F\|_{C^0_{\text{con},f}(M)} \right).
\]

**Proof.** Since \( \varphi \) is a solution to (4.2), we have by (5.2),

\[
F = MA(\varphi) = \Delta \omega \varphi + \frac{X}{2} \cdot \varphi - \varphi = \int_0^1 \int_0^r |\partial \bar{\partial} \varphi|^2_{g_{\varphi \varphi}} d\sigma dr.
\]
In order to apply Theorem 5.1 to obtain the desired a priori weighted $C^2$-bound, it suffices to prove the following claim which gives a rough estimate on the second derivatives of $\varphi$.

**Claim 6.14.** For any $\alpha \in (0, 1)$,

$$
\left\| \int_0^1 \int_0^1 |\partial^2_{\varphi}\varphi|^2 g_{x,}\sigma d\sigma d\tau \right\|_{C^0,\alpha}_\omega (M) \leq C \left( n, \alpha, w, \| F \|_{C^{3,\alpha}_{f, X}(M)} \right).
$$

**Proof of Claim 6.14.** We proceed by using the local (Morrey)-Schauder estimates as in [Sie13, Section 5.4.1.8].

Let $x \in M$ and choose normal holomorphic coordinates in a ball $B_g(x, \delta)$ for some $\delta > 0$ uniform in $x \in M$ (cf. Lemma A.1). Then we have that

$$
F = \log \left( \frac{\omega^n}{\omega^n(x)} \right) + \frac{X}{2} \cdot \varphi - \varphi
$$

Now, by Corollary 6.11, $\| a^{ij} \|_{C^{0,\alpha}(B_g(x, \delta))}$ is uniformly bounded from above and $a^{ij} \geq \Lambda^{-1}\delta^{ij}$ on $B_g(x, \delta)$ for some uniform constant $\Lambda > 0$. Therefore, by considering $\frac{X}{2} \cdot \varphi - \varphi$ as a source term, the local Morrey-Schauder estimates [Lun98, Chapter 3] yield

$$
\| \varphi \|_{C^{1,\alpha}(B_g(x, \delta/2))} \leq C \left( \left\| \frac{X}{2} \cdot \varphi - \varphi \right\|_{C^0(B_g(x, \delta))} + \| F \|_{C^0(B_g(x, \delta))} + \| \varphi \|_{C^0(B_g(x, \delta))} \right)
$$

for some uniform positive constant $C = C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f, X}(M)} \right)$. Moreover, Propositions 6.2 and 6.12 imply that

$$
\sup_{x \in M} f(x) \| \varphi \|_{C^{1,\alpha}(B_g(x, \delta/2))} \leq C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f, X}(M)} \right),
$$

which, in turn, gives rise to the following rough a priori decay:

$$
\sup_{x \in M} f^2(x) \| X \cdot \varphi \|_{C^{0,\alpha}(B_g(x, \delta))} \leq C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f, X}(M)} \right).
$$

Thus, the Schauder estimates imply that

$$
\| \varphi \|_{C^{2,\alpha}(B_g(x, \delta/2))} \leq C \left( \| F \|_{C^{0,\alpha}(B_g(x, \delta))} + \left\| \frac{X}{2} \cdot \varphi - \varphi \right\|_{C^0(B_g(x, \delta))} + \| \varphi \|_{C^0(B_g(x, \delta))} \right)
$$

for some uniform positive constant $C = C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f, X}(M)} \right)$. The desired rough a priori estimate on $\partial^2 \varphi$ now follows.

\[ \square \]

### 6.6. Weighted $C^3$-estimates.

**Theorem 6.15.** Let $F \in C^{3,\alpha}_{f, X}(M)$ for some $\alpha \in (0, 1)$ and let $\varphi$ be a solution to (4.4) in $D^{2+1,\alpha}_{f, X}(M)$. Then

$$
\| \varphi \|_{D^{2+1,\alpha}_{f, X}(M)} \leq C \left( n, \alpha, w, \| F \|_{C^{3,\alpha}_{f, X}(M)} \right).
$$

**Proof.** The proof is almost identical to the proof of Proposition 6.13. Recall that if $x \in M$ and if we choose normal holomorphic coordinates on $B_g(x, \delta)$ for some constant $\delta > 0$ uniform in $x \in M$
(cf. Lemma 6.1), then
\[ F = a^{ij} \partial_i \partial_j \varphi + \frac{X}{2} \cdot \varphi - \varphi. \] (6.6)

In order to apply the Schauder estimates, we need an a priori \( C^{1,\alpha} \)-bound on the coefficients \( (a^{ij})_{ij} \).

Arguing as in the proof of Corollary 6.11 it suffices to prove the following claim.

**Claim 6.16.** There exists a uniform bound on the \( C^{3,\alpha}(M) \) norm of \( \varphi \), i.e.,
\[ \| \varphi \|_{C^{3,\alpha}(M)} \leq C \left( n, \alpha, \omega, \| F \|_{C^{1,\alpha}_{f,X}} \right). \]

**Proof of Claim 6.16.** From the proof of the \( C^2 \)-estimate (cf. Proposition 6.6 and equation (6.3)), one has
\[ \Delta_{\omega_f} \left( \Delta_{\omega_f} \varphi + \frac{X}{2} \cdot \varphi - \varphi \right) = \Delta_{\omega_f} F + g_{\varphi}^{-1} * g_{\varphi}^{-1} * \text{Rm}(g) \]
\[ + g_{\varphi}^{-1} * g_{\varphi}^{-1} * \text{Rm}(g) + g_{\varphi}^{-1} * g_{\varphi}^{-1} * \nabla \nabla \nabla \varphi * \nabla \nabla \nabla \varphi, \]
where \(* \) denotes the ordinary contraction of two tensors. By Propositions 6.6 and 6.3 the \( C^0(M) \)-norm of the right-hand side of (6.7) is uniformly bounded and, thanks to Corollary 6.11, so also are the coefficients of \( \Delta_{\omega_f} \) in the \( C^{0,\alpha} \) sense. Consequently, by applying the Morrey-Schauder \( C^{1,\alpha} \)-estimates, we see that
\[ \left\| \Delta_{\omega_f} \varphi + \frac{X}{2} \cdot \varphi - \varphi \right\|_{C^{1,\alpha}(M)} \leq C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f,X}(M)} \right). \]

Applying the Schauder estimates once again with respect to \( \Delta_{\omega_f} \), we find, using Proposition 6.13 that
\[ \| \varphi \|_{C^{3,\alpha}(M)} \leq C \left( n, \alpha, \omega \right) \left( \| \Delta_{\omega_f} \varphi \|_{C^{1,\alpha}(M)} + \| \varphi \|_{C^{1,\alpha}(M)} \right) \]
\[ \leq C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f,X}(M)} \right). \]

\( \square \)

With Claim 6.16 in hand, one can now apply the Schauder estimates to (6.6) in the following way:
\[ \| \varphi \|_{C^{3,\alpha}(B_{\rho}(x,\delta/2))} \leq C \left( \left\| \frac{X}{2} \cdot \varphi - \varphi \right\|_{C^{1,\alpha}(B_{\rho}(x,\delta))} + \| \varphi \|_{C^{1,\alpha}(B_{\rho}(x,\delta))} + \| F \|_{C^{1,\alpha}(B_{\rho}(x,\delta))} \right), \]
where \( C := C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f,X}(M)} \right) \). Thanks to Proposition 6.13, this estimate implies a rough decay on the third derivatives of \( \varphi \); more precisely, it implies that
\[ \sup_{x \in \bar{M}} \int f(x) \left\| \varphi \right\|_{C^{3,\alpha}(B_{\rho}(x,\delta/2))} \leq C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f,X}(M)} \right). \]

To complete the proof of Theorem 6.15, it suffices to invoke Theorem 5.1. Indeed, since \( \varphi \) satisfies (6.5), and since
\[ F + \int_0^1 \int_{S^1} |\partial \tilde{\varphi}|_{g_{\varphi}^2}^2 d\sigma d\tau \]
is uniformly bounded in the \( C^{1,\alpha}_{cont,f}(M) \) sense by the previous rough estimate combined with Proposition 6.13, one can apply Theorem 5.1 to assert that
\[ \left\| \varphi \right\|_{D^{2,1,\alpha}_{f,X}(M)} \leq C \left( n, \alpha, \omega \right) \left\| \Delta_{\omega_f} \varphi + \frac{X}{2} \cdot \varphi - \varphi \right\|_{C^{1,\alpha}(M)} \leq C \left( n, \alpha, \omega, \| F \|_{C^{3,\alpha}_{f,X}(M)} \right). \]

\( \square \)
7. Bootstrapping

In this section, we prove that if \( \varphi \) is a solution to the \((4.2)\) with some finite regularity at infinity, say \( \varphi \in D^{k,\alpha}_{f,X}(M) \) for some \( k \in \mathbb{N} \) and \( \alpha \in (0,1) \), and if \( F \in C^\infty_{f,X}(M) \), then \( \varphi \in D^{k+1,\alpha}_{f,X}(M) \) with corresponding estimates on these norms. Again, we follow [Sie13], but, since the rate of convergence to the asymptotic cone is only polynomial in our case, we must pay careful attention to the rough a priori estimates which are crucial intermediate steps in obtaining the full a priori estimate.

**Theorem 7.1.** Let \( \varphi \in D^{k+2,\alpha}_{f,X}(M) \) for some integer \( k \geq 1 \) and \( \alpha \in (0,1) \) be a Kähler potential that is a solution to the complex Monge-Ampère equation \((4.2)\) with \( F \in C^\infty_{f,X}(M) \). Then \( \varphi \in D^{k+1,\alpha}_{f,X}(M) \).

Moreover, one has the following estimate:

\[
\| \varphi \|_{D^{k+2,\alpha}_{f,X}(M)} \leq C \left( n, k, \alpha, \omega, \| F \|_{C^{\max(k+1,3),\alpha}_{f,X}(M)} \right).
\]

**Remark 7.2.** The a priori estimate we obtain in Theorem 7.1 is called a “(rough) tame” estimate in the terminology of [Hams2]. In [Der16], because the nonlinearities of the expanding gradient Ricci soliton equation are more tedious in the generic Riemannian case, we used a more refined method to derive such tame estimates, one that allowed us to make use of the Nash-Moser implicit function theorem as presented in [Hams2].

**Proof.** We divide the proof of Theorem 7.1 into three steps that follow closely the steps of the proof of Theorem 6.15. In the course of the proof, we denote by \( C \) a positive constant that only depends on the data \( n, k, \alpha, \omega, \| F \|_{C^{\max(k+1,3),\alpha}_{f,X}(M)} \). Moreover, in order to keep clarity in our notation, we will denote the Levi-Civita connection of \( g \) by \( \nabla \). We start with a (non-weighted) a priori \( C^{k+3,\alpha}(M) \)-bound.

**Claim 7.3.** Under the assumptions of Theorem 7.1, \( \| \varphi \|_{C^{(k+1)+2,\alpha}(M)} \leq C \).

**Proof of Claim 7.3.** Recall from the proof of Proposition 6.6 that \( \Delta_\omega \varphi + \frac{X}{2} \cdot \varphi - \varphi \) satisfies

\[
\Delta_\omega \varphi + \frac{X}{2} \cdot \varphi - \varphi = \Delta_\omega \varphi F + g^{-1} \ast g^{-1} \ast \text{Rm}(g) + g^{-1} \ast \text{Rm}(g) + g^{-1} \ast g^{-1} \ast g^{-1} \ast \nabla \nabla \nabla \varphi.
\]

Now, the coefficients of \( \Delta_\omega \varphi \) are uniformly bounded in \( C^{k,\alpha}(M) \), hence in \( C^{k-1,\alpha}(M) \). Moreover, the right-hand side of \((7.1)\) is also bounded in \( C^{k-1,\alpha}(M) \). It then follows from the (local) Schauder estimates that \( \Delta_\omega \varphi + \frac{X}{2} \cdot \varphi - \varphi \) is uniformly bounded in \( C^{(k-1)+2,\alpha}(M) \). Since \( \frac{X}{2} \cdot \varphi - \varphi \) is uniformly bounded in \( C^{(k-1)+2,\alpha}(M) \) by assumption on \( \varphi \), an application of the Schauder estimates once more to \( \Delta_\omega \varphi \) yields the desired result.

**Claim 7.4.** The following rough estimate holds:

\[
\sup_{x \in M} \int_{B(x,\delta/2)}^{k+1} (x) \| \varphi \|_{C^{(k+1)+2,\alpha}(B(x,\delta/2))} \leq C,
\]

where \( \delta > 0 \) is uniform in \( x \in M \) (cf. Lemma \( A.1 \)).

**Proof of Claim 7.4.** Notice that this a priori estimate only applies to the \( \alpha \)-Hölder norm of the \(((k+1)+2)\)-th covariant derivative of \( \varphi \). Let \( x \in M \) and let \( B_g(x, \delta) \) be a ball endowed with holomorphic normal coordinates as in Lemma \( A.1 \). We will prove this claim by induction with the following induction hypotheses:

\[
\sup_{x \in M} \int_{B_g(x, \delta/2)}^{k+1} (x) \| \varphi \|_{C^{(k+1)+2,\alpha}(B(x,\delta/2))} \leq C \quad \text{for } 1 \leq l \leq k.
\]

Recall that in normal holomorphic coordinates, \( \varphi \) satisfies \((6.9)\), that is, the equation

\[
a^{i\bar{j}} \partial_i \partial_{\bar{j}} \varphi = F - \frac{X}{2} \cdot \varphi + \varphi.
\]
By Claim 7.4, the coefficients \((a^{ij})_{ij}\) are uniformly bounded in \(C^{k+1,\alpha}(M)\). The same also holds true for the right-hand side of (7.2). The Schauder estimates therefore tell us that

\[
\|f(x)\varphi\|_{C^{(k+1)+2,\alpha}(B_p(x,\delta/2))} \leq f(x)C \left( \left\| F - \frac{X}{2} \cdot \varphi + \varphi \right\|_{C^{(k+1),\alpha}(B_p(x,\delta))} + \|\varphi\|_{C^{(k+1),\alpha}(B_p(x,\delta))} \right) \leq C,
\]

which establishes the case \(l = 1\).

Next, let us derive the equation satisfied by \(\nabla^{k+1}\varphi\). We compute:

\[
a^{ij}\nabla_i\nabla_j\nabla^{k+1}\varphi = a^{ij}[\nabla_i \nabla_j, \nabla^{k+1}]\varphi + \nabla^{k+1}(a^{ij}\partial_i\partial_j\varphi) + \sum_{p=0}^{k} \nabla^{k+1-p}a^{ij} \ast_g \nabla^p\partial_i\partial_j\varphi
\]

\[
= a^{ij}[\nabla_i \nabla_j, \nabla^{k+1}]\varphi + \nabla^{k+1} \left( F - \frac{X}{2} \cdot \varphi + \varphi \right) + \sum_{p=0}^{k} \nabla^{k+1-p}a^{ij} \ast_g \nabla^p\partial_i\partial_j\varphi
\]

\[
= \sum_{p=0}^{k+1} a^{-1} \ast \nabla^{k+1-p} \text{Rm}(g) \ast_g \nabla^p\varphi + \sum_{p=0}^{k} \nabla^{k+1-p}a^{ij} \ast_g \nabla^p\partial_i\partial_j\varphi
\]

\[
+ \nabla^{k+1} \left( F - \frac{X}{2} \cdot \varphi + \varphi \right),
\]

where \(\ast_g\) denotes contraction with respect to \(g\). Now, by using the quadratic decay of the curvature at infinity, together with the assumption \(\varphi \in D_{\alpha}^{k+2,\alpha}(M)\), one has that

\[
\left\| f^{\frac{k+1}{2}} \nabla^{k+1} \left( F - \frac{X}{2} \cdot \varphi + \varphi \right) \right\|_{C^{0,\alpha}(M)} \leq C,
\]

\[
\left\| f^{\frac{k+1}{2}} \nabla^{k+1} \text{Rm}(g) \right\|_{C^{0,\alpha}(M)} \leq C,
\]

\[
\left\| f^{\frac{k+1}{2}} \nabla^{k+1} \varphi \right\|_{C^{0,\alpha}(M)} \leq C,
\]

\[
\left\| \sum_{p=0}^{k} f^{\frac{k+1-p}{2}} \nabla^{k+1-p} \partial_i\partial_j\varphi \right\|_{C^{0,\alpha}(M)} \leq C,
\]

where we put the best a priori possible power of \(f\) in front of each term. It remains to estimate the sum \(\sum_{p=0}^{k} \nabla^{k+1-p}a^{ij} \ast_g \nabla^p\partial_i\partial_j\varphi\). We know that

\[
\left\| f^{\frac{k+1-p}{2}} \nabla^p\partial_i\partial_j\varphi \right\|_{C^{0,\alpha}(M)} \leq C, \hspace{1em} p = 0, \ldots, k-2,
\]

\[
\left\| f^{\frac{k+1}{2}} \nabla^p\partial_i\partial_j\varphi \right\|_{C^{0,\alpha}(M)} \leq C, \hspace{1em} p \in \{k-1\}.
\]

In order to estimate the covariant derivatives of \((a^{ij})_{ij}\), it suffices to understand the decay of the covariant derivatives of \(g^{-1}\). We have the following formulas:

\[
\nabla \left( g^{-1}_\varphi \right) = g^{-1}_\varphi \ast g^{-1}_\varphi \ast \nabla g_\varphi,
\]

\[
\nabla^m \left( g^{-1}_\varphi \right) = g^{-1}_\varphi \ast \sum_{p=0}^{m-1} \nabla^m-p g_\varphi \ast \nabla^p \left( g^{-1}_\varphi \right), \hspace{1em} m \geq 1,
\]

which imply that

\[
\left\| f^{\frac{k+1-p}{2}} \nabla^m \left( g^{-1}_\varphi \right) \right\|_{C^{0,\alpha}(M)} \leq C, \hspace{1em} m \leq k-2,
\]

\[
\left\| f^{\frac{k+1}{2}} \nabla^m \left( g^{-1}_\varphi \right) \right\|_{C^{0,\alpha}(M)} \leq C, \hspace{1em} m \in \{k-1, k\},
\]

\[
\left\| f^{\frac{k+1}{2}} \nabla^{k+1} \left( g^{-1}_\varphi \right) \right\|_{C^{0,\alpha}(M)} \leq C.
\]
Therefore
\[
\left\| \int_{\frac{k+1}{2}}^{k+2} \left( \sum_{p=0}^{k} \nabla^{k+1-p} \alpha \cdot \nabla^p \partial_i \partial_j \phi \right) \right\|_{C^{0,\alpha}(M)} \leq C,
\]
which, using the Schauder estimates, implies in turn that
\[
\sup_{x \in M} \| f^{\max\left\{ \frac{k+1}{2}, \frac{k+1}{2} \right\}} \nabla^{k+1} \phi \|_{C^{0,\alpha}(B_g(x, \delta/2))} \leq C.
\]
This completes the proof of the claim.

**Claim 7.5.** We have that \( \varphi \in D_{f,X}^{(k+1)+2,\alpha}(M) \) and \( \| \varphi \|_{D_{f,X}^{(k+1)+2,\alpha}(M)} \leq C \).

**Proof of Claim 7.5.** By Theorem 5.1, we need only to prove that
\[
\varphi \in D_{f,X}^{(k+1)+2,\alpha}(M),
\]
\[
\left\| \Delta \omega \varphi + \frac{X}{2} \cdot \varphi - \varphi \right\|_{C^{(k+1),\alpha}(M)} \leq C.
\]
Now, since \( \varphi \) satisfies (6.3), it suffices to prove that
\[
\varphi \in D_{f,X}^{(k+1)+2,\alpha}(M),
\]
\[
\left\| F + \int_0^1 \int_0^\tau |\partial \bar{\partial} \varphi|^2_{g_{\sigma \tau}} d\sigma d\tau \right\|_{C^{(k+1),\alpha}(M)} \leq C.
\]
The second estimate here is implied by the assumptions on \( F, \varphi \), and by Claim 7.4 indeed,
\[
\nabla^{k+1}(\partial \bar{\partial} \varphi \ast \partial \bar{\partial} \varphi) = \sum_{i=0}^{k+1} \nabla^{k+1-i} \partial \bar{\partial} \varphi \ast \nabla^i \partial \bar{\partial} \varphi,
\]
\[
\left\| F \right\|_{C^{(k+1),\alpha}(M)} \leq C.
\]
Hence it only remains to prove that \( \varphi \in D_{f,X}^{(k+1)+2,\alpha}(M) \); that is, \( F^{\frac{k+1}{2}} + \nabla^{k+1} \varphi \in C^{0,\alpha}(M) \). Notice that, since \( \varphi \in D_{f,X}^{k+2,\alpha}(M) \), we only know that \( F^{\frac{k+1}{2}} + \nabla^{k+1} \varphi \in C^{0,\alpha}(M) \). On the other hand, Theorem 5.1 yields a solution \( \tilde{\varphi} \in D_{f,X}^{(k+1)+2,\alpha}(M) \); indeed,
\[
\Delta_\omega \tilde{\varphi} + \frac{X}{2} \cdot \tilde{\varphi} = F + \int_0^1 \int_0^\tau |i \partial \bar{\partial} \tilde{\varphi}|^2_{\omega_{\sigma \tau}} d\sigma d\tau.
\]
Consequently, \( \psi := \varphi - \tilde{\varphi} \) satisfies \( \Delta_\omega \psi + \frac{X}{2} \cdot \psi - \psi = 0 \). Since \( \psi \) tends to zero at infinity, we can now use the maximum principle to see that \( \psi = 0 \), i.e., \( \varphi = \tilde{\varphi} \in D_{f,X}^{(k+1)+2,\alpha}(M) \).

**8. PROOF OF THEOREM D**

In this section, we complete the proof of Theorem D. We recall the statement before completing the proof.

**Theorem D.** For any \( F \in C_{f,X}^\infty(M) \), there exists a unique Kähler potential \( \varphi \in D_{f,X}^\infty(M) \) such that
\[
\omega^n = e^{-\psi \cdot \frac{X}{2} + F} \omega^n.
\]

**Proof.** We split the proof up into two parts.

**Existence:** Given \( F \in C_{f,X}^\infty(M) \), define \( F_t := tF \in C_{f,X}^\infty(M) \) for \( t \in [0,1] \). For \( \alpha \in (0,1) \) fixed, denote by
\[
S := \{ t \in [0,1] : \text{there exists } \varphi_t \in D_{f,X}^{2,\alpha}(M) \text{ satisfying (4.1) with data } F_t \in C_{f,X}^\infty(M) \subset C_{f,X}^{2,\alpha}(M) \}.
\]
First note that $S \neq \emptyset$ since $0 \in S$ (take $\varphi_0 = 0$).

We next claim that $S$ is open. Indeed, this follows from Theorem 5.3 if $t_0 \in S$, then, by Theorem 5.3, there exists $\varepsilon_0 > 0$ such that there exists a solution $\varphi_{t_0 + \varepsilon} \in D_{f,X}^3(M)$ with data $(t_0 + \varepsilon)F$ for $\varepsilon \in [0, \varepsilon_0)$, i.e., $(t_0 - \varepsilon_0, t_0 + \varepsilon_0) \subset [0, 1]$.

We also claim that $S$ is closed. Indeed, take a sequence $(t_k)_{k \geq 0}$ in $S$ converging to $t_\infty \in S$. Then, for $F_k := t_k F$, $k \geq 0$, the associated solutions $\varphi_{t_k} =: \varphi_k$, $k \geq 0$, of (1.1) satisfy

$$\omega^n_{\varphi_k} = e^{F_k - \frac{X}{2} \varphi_k} + F_k, \quad k \geq 0. \tag{8.1}$$

Now, it is straightforward to see that the sequence $(F_k)_{k \geq 0}$ is uniformly bounded in $C^1(M)$. Consequently, by Theorem 6.15, the sequence $(\varphi_k)_{k \geq 0}$ is bounded in $D_{f,X}^{3,1}(M)$, so that, by the Arzelà-Ascoli theorem, a subsequence of $(\varphi_k)_{k \geq 0}$ converges to some $\varphi_\infty \in C^4_{\text{loc}}(M)$, $\beta \in (0, \alpha)$. Since $(\varphi_k)_{k \geq 0}$ is uniformly bounded in $D_{f,X}^{3,1}(M)$, $\varphi_\infty$ will lie in $D_{f,X}^{3,1}(M)$ as well. We wish to show that $\varphi_\infty$ is a Kähler potential, i.e., that $\omega_{\varphi_\infty}$ is uniformly bounded in $0 < x \leq 1$. Moreover, Theorem 7.1 implies that any solution $\varphi \in D_{f,X}^{2,1,\alpha}(M)$ of (4.1) with data $F \in C_{f,X}^\infty(M)$ also lies in $D_{f,X}^{1,\alpha}(M)$. This concludes the proof of existence.

**Uniqueness:** Let $(\varphi_j)_{j=1,2}$ be two Kähler potentials in $C_{f,X}^\infty(M)$ satisfying

$$\omega^n_{\varphi_j} = e^{\varphi_j - \frac{X}{2} \varphi_j} + F_n, \quad j = 1, 2.$$  

Then

$$\log \left( \frac{\omega^n_{\varphi_2}}{\omega^n_{\varphi_1}} \right) = (\varphi_2 - \varphi_1) - \frac{X}{2} (\varphi_2 - \varphi_1). \tag{8.2}$$

On one hand, since $\varphi_2 - \varphi_1$ tends to zero at infinity, the maximum principle applied to (8.2) implies that $\sup_M (\varphi_2 - \varphi_1) \leq 0$. On the other hand, the minimum principle implies that $\inf_M (\varphi_2 - \varphi_1) \geq 0$. Hence $\varphi_2 = \varphi_1$.

\[\square\]

9. **Proof of Theorem [C]**

By assumption, we have that

$$\rho_{\omega_i} + \omega_i = \frac{1}{2} \mathcal{L}_X \omega_i$$

for $i = 1, 2$. Subtracting these two equations yields

$$\omega_1 - \omega_2 = - (\rho_{\omega_1} - \rho_{\omega_2}) + \frac{1}{2} \mathcal{L}_X (\omega_1 - \omega_2)$$

$$= i \partial \bar{\partial} \log \left( \frac{\omega^n_1}{\omega^n_2} \right) + \frac{1}{2} \mathcal{L}((\omega_1 - \omega_2),_{X}).$$

It is clear from our hypotheses that

$$\left| \log \left( \frac{\omega^n_1}{\omega^n_2} \right) \right| (x) = O(d_{g_1} (x, x_0)^{\lambda + 2}).$$

We next claim that $d((\omega_1 - \omega_2),_{X}) = i \partial \bar{\partial} f$ for a function $f$ satisfying

$$f(x) = O(d_{g_1} (x, x_0)^{\lambda + 2}) \quad \text{and} \quad |df|_{g_1} (x) = O(d_{g_1} (x, x_0)^{\lambda + 1}). \tag{9.1}$$

Indeed, let $f := f_2 - f_1$, where $f_i$ is the potential function of the expanding gradient Kähler-Ricci soliton $(M, \omega_i, X)$ for $i = 1, 2$. In particular, $X = \nabla^g f_i$ for $i = 1, 2$. By Lemma [A.3], one has the
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In case (i), this difference is bounded by Lemma A.3 so that |X · ϕ| = O(rλ+2). Consequently, in this case, |u| = O(rλ+2). In case (ii), the difference |sω1 − sω2| = o(1) by assumption, and so we deduce that |X · ϕ| = o(1) so that |u| = o(1) in this case also.
We now apply Cheng-Yau’s result on harmonic functions with sublinear growth on a Riemannian manifold with non-negative Ricci curvature [CY75] in case (i) to deduce that u is constant. In case (ii), this fact follows from the maximum principle. Thus, in both cases, by subtracting a constant from ϕ if necessary, the situation reduces to ϕ satisfying the following complex Monge-Ampère equation:
log (ω2 + i∂̄̄ϕ)n
|ϕ| = O(r1−ε) for ε = −λ − 1 > 0.
Next, observe that
|X/2 · ϕ − ϕ| = |log (ω2 + i∂̄ϕ)n| = O(r−1−ε).
By integrating this differential equation along the Morse flow (ψt), associated to X/2, that is, along the flow generated by 2X/|X|g12, where |X|g1 denotes the Riemannian norm of X with respect to g1,
one finds that
\[
\partial_t \varphi_t = \frac{2}{|X|_{g_1}} X \cdot \varphi_t
\]
\[
= \frac{4}{|X|_{g_1}} \varphi_t + O(t^{-\frac{3+\varepsilon}{2}})
\]
\[
= \frac{2}{|\nabla g_1 f|^2} \varphi_t + O(t^{-\frac{3+\varepsilon}{2}})
\]
\[
= \frac{1}{t - \frac{3+\varepsilon}{2}} \varphi_t + O(t^{-\frac{3+\varepsilon}{2}})
\]
\[
= \frac{1}{t} (1 + O(t^{-1})) \varphi_t + O(t^{-\frac{3+\varepsilon}{2}}),
\]
\[
\varphi_t(x) := \varphi(\psi_t(x)) \quad \text{for all } x \in M \text{ and } t \geq t_0 > \min f,
\]
where we have used Proposition A.5 and the soliton identities from Lemma A.3. (Note that although we do not assume any a priori decay on the curvature at infinity, Proposition A.5 ensures the boundedness of the scalar curvature under the hypothesis of non-negative Ricci curvature in case (i).) Thus,
\[
\varphi_t = \frac{t}{t_0} e^{\int_0^t a(s) ds} \left( \varphi_{t_0} + \int_0^t e^{-a(\tau)} d\tau \frac{t_0}{s} O(s^{-\frac{3+\varepsilon}{2}}) ds \right)
\]
for some integrable function \(a \in L^1([t_0, +\infty))\). Since \(f\) is quadratic in the distance from a fixed point, a priori we have that \(\varphi_t = O(t^{-\frac{\varepsilon}{2}})\). By letting \(t\) tend to \(+\infty\) in (9.3), it therefore follows that
\[
\varphi_{t_0} = O \left( t_0 \int_{t_0}^{+\infty} s^{-\frac{3+\varepsilon}{2}} ds \right)
\]
\[
= O(t_0^{-\frac{3+\varepsilon}{2}})
\]
so that \(\sup_{\partial B_R(p, R)} \varphi = O(R^{-\varepsilon-1})\). We can now apply the maximum principle to the complex Monge-Ampère equation [9.2] as in the proof of the uniqueness statement of Theorem D to conclude that \(\varphi \equiv 0\), i.e., \(\omega_1 = \omega_2\).

10. PROOF OF THEOREM A

From what we have already done, Theorem D immediately yields the implication "(1.4) \implies (1.3)". Indeed, for any equivariant resolution \(\pi : M \to C_0\) satisfying the hypotheses of Theorem A, we apply Proposition 3.1 to construct a suitable background Kähler metric on \(M\). Hypothesis (b) of Theorem A then allows us to apply Proposition 3.2 and the result then follows from Theorem D. After analysing the background metric of Proposition 3.1, one sees that the soliton metric takes the form \(c\omega_0 + \rho \omega_0 + O(r^{-4})\), which explains the appearance of the Ricci curvature in (1.3). The converse implication "(1.3) \implies (1.4)" follows from the defining equation of an expanding Kähler-Ricci soliton.

The uniqueness part of Theorem A is implied by Theorem C using the fact that by [Der15b], any two expanding gradient Ricci solitons \(g_1, g_2\), that are asymptotically conical with the same tangent cone with respect to the same diffeomorphism satisfy \(|g_1 - g_2|_{g_1} = O(d_{g_1}(x, x_0)^{-k})\) for any \(k \geq 0\).
11. Proof of Theorem E

In this section, let $\pi : M \to C_0$ be an equivariant resolution of a Kähler cone $(C_0, g_0)$ of complex dimension $n$ with Kähler cone metric $g_0$ and associated Kähler form $\omega_0 = \frac{i}{2} \partial \overline{\partial} r^2$, where $r$ is the radius function of $g_0$, let $X$ denote the lift of the vector field $r \partial_t$ from $C_0$ to $M$, and let $E$ denote the exceptional set of the resolution. Our assumption throughout this section is that:

**Assumption.** $K_M$ admits a hermitian metric $h$ whose curvature form $\Theta_h$ satisfies

$$\int_V (i\Theta_h)^k \wedge \omega^{\dim_c V - k} > 0$$

for all positive-dimensional irreducible analytic subvarieties $V \subset E$ and for all $1 \leq k \leq \dim_c V$ for some Kähler form $\omega$ on $M$.

Denote by $J$ and $J_0$ the complex structures on $M$ and $C_0$ respectively and by $\widetilde{\Theta}_h$ the average of $\Theta_h$ over the torus action on $M$ induced by the flow of the vector field $J_0 \partial_t$ on $C_0$. We first prove a family version of Theorem A, namely the following theorem.

**Theorem 11.1** (Existence, family version). Let $\{\varphi_t\}_{t \in [0, +\infty]}$ be a one-parameter family of smooth functions on $C_0$ varying smoothly in $t$ such that $\mathcal{L}_X \varphi_t = \mathcal{L}_{JX} \varphi_t = 0$ with each member of the family $\{\omega_0^t = \frac{i}{2} \partial \overline{\partial} (r^2 e^{2\varphi_t})\}_{t \in [0, +\infty]}$ positive-definite on $C_0$ and such that $||\varphi_t||_{C^k}$ is uniformly bounded in $t$ for all $k \geq 0$. Moreover, suppose that $M$ is simply connected or that $X|_A = 0$ for $A \subset E$ for which $H_1(A) \to H_1(E)$ is surjective.

Then for all $c > 0$, there exists a compact subset $K \subset M$ and a one-parameter family of expanding gradient Kähler-Ricci solitons $\{g_0^c\}_{t \in [0, +\infty]}$ varying smoothly in $t$ with $\mathcal{L}_{JX} g_0^c = 0$ such that on $M \setminus K$,

$$||\nabla g_0^c||^{k}(\pi_* g_0^c - c g_0^c - \text{Ric}(g_0^c))|_{g_0^c} \leq C(k)r^{-4-k}_t$$

for all $k \in \mathbb{N}_0$.

Here, $g_0^c$ denotes the Kähler cone metric associated to $\omega_0^c$, $r_t := re^{\varphi_t}$ denotes the corresponding radius function, and $\text{Ric}(g_0^c)$ denotes the Ricci curvature of $g_0^c$.

Notice that we have the condition $\pi_1(M) = 0$ here in place of the cohomological vanishing conditions of hypothesis (b) of Theorem A; see Remark 11.4 below for why this is the case.

The proof of Theorem 11.1 will involve several steps. We begin with a family version of the construction of a background metric. By inspecting the proof of Proposition 3.1 one can deduce the following.

**Proposition 11.2.** Let $\{\varphi_t\}_{t \in [0, +\infty]}$ be a one-parameter family of smooth functions on $C_0$ varying smoothly in $t$ such that $\mathcal{L}_X \varphi_t = \mathcal{L}_{JX} \varphi_t = 0$ with each member of the family $\{\omega_0^t = \frac{i}{2} \partial \overline{\partial} (r^2 e^{2\varphi_t})\}_{t \in [0, +\infty]}$ positive-definite and such that $||\varphi_t||_{C^k}$ is uniformly bounded in $t$ for all $k \geq 0$.

Then for all $c > 0$, there exists a compact subset $K \subset M$ and a one-parameter family of smooth functions $\{u^t_c\}_{t \in [0, +\infty]} \subset C^\infty(M)$ depending smoothly on $t$ with $\mathcal{L}_{JX} u^t_c = 0$ such that $\omega^t_c := i\Theta_h + i\partial \overline{\partial} u^t_c$ is a Kähler form satisfying $\omega^t_c = \pi^* (\omega_0^c - \rho_{\omega_0^c})$ on $M \setminus K$, where $\rho_{\omega_0^c}$ denotes the Ricci form of $\omega_0^c$. In particular, we have that $\mathcal{L}_{JX} \omega^t_c = 0$.

Next, we state and prove the family version of Proposition 3.2.

**Proposition 11.3.** In the setting of Proposition 11.2, suppose that $M$ in addition is simply connected or that $X|_A = 0$ for $A \subset E$ for which $H_1(A) \to H_1(E)$ is surjective. Then for all $c > 0$, there exists a one-parameter family of smooth functions $\{F^t_c : M \to \mathbb{R}\}_{t \in [0, +\infty]} \subset C^\infty_2(M)$ varying smoothly in $t$ with $\mathcal{L}_{JX} F^t_c = 0$ and with $F^t_c = -\log \frac{(\omega_0^c - \rho_{\omega_0^c})^n}{(\omega_0^c)^n}$ on the complement of $K \subset M$ such that

$$\rho_{\omega^t_c} + \omega^t_c - \frac{1}{2} \mathcal{L}_{JX} \omega^t_c = i\partial \overline{\partial} F^t_c.$$

Here, $\rho_{\omega^t_c}$ denotes the Ricci form of $\omega^t_c$. 

Remark 11.4. The reason why we have to replace the vanishing of \( H^1(M) \) or \( H^{0,1}(M) \) as in Proposition 3.2 with the condition of simple connectedness of the resolution \( M \) here is because we require an explicit primitive for every one-form on \( M \) in order to see that the primitive depends smoothly on the parameter \( t \) if the one-form itself depends smoothly on this parameter, something which is not clear from the aforementioned cohomological vanishing conditions.

Proof. Fix \( c > 0 \) and note that since \( \mathcal{L}_X \omega^t_c = 0 \), the dual one-form \( \eta^t_1 \) of \( X \) with respect to the Kähler metric associated to \( \omega^t_c \) is closed. Our hypotheses then imply that

\[
\mathcal{L}_X \omega^t_c = d(\omega^t_c, X) = i\partial \bar{\partial} \theta^t_X,
\]

(11.1)

where \( \theta^t_X(x) = \int_0^x \eta^t_1 \), the integral of \( \eta^t_1 \) along any curve connecting a fixed point \( x_0 \in M \) to \( x \in M \). When \( \pi_1(M) = 0 \), this last assertion is clear. In the case that \( X|_A = 0 \) for \( A \subset E \) for which \( H_1(A) \to H_1(E) \) is surjective, (11.1) follows from Lemma A.8 after noting that \( M \) is homotopy equivalent to \( E \) and \( \eta^t_1|_A = 0 \). By averaging over the torus action on \( M \) induced from that on \( C_0 \), we may assume that \( \mathcal{L}_X \theta^t_X = 0 \).

Next note that

\[
\rho_{\omega^t_c} + i\Theta_h = i\partial \bar{\partial} \tilde{v}^t
\]

for a smooth function \( \tilde{v}^t \) that varies smoothly in \( t \). Averaging again over the induced torus action on \( M \) then yields

\[
\rho_{\omega^t_c} + i\tilde{\Theta}_h = i\partial \bar{\partial} \tilde{v}^t
\]

for \( \tilde{v}^t \) a family of smooth functions varying smoothly in \( t \) with \( \mathcal{L}_X \tilde{v}^t = 0 \). We then have that

\[
\rho_{\omega^t_c} + \omega^t_c - \frac{1}{2} \mathcal{L}_X \omega^t_c = \rho_{\omega^t_c} + i\tilde{\Theta}_h + i\partial \bar{\partial} \tilde{u}^t - i\partial \bar{\partial} \theta^t_X
\]

\[
= i\partial \bar{\partial} (\tilde{v}^t + \tilde{u}^t - \theta^t_X)
\]

\[
= i\partial \bar{\partial} F^t_c.
\]

Clearly \( F^t_c \) varies smoothly in \( t \) and \( \mathcal{L}_X F^t_c = 0 \).

As in the proof of Proposition 3.1 we see that outside \( K \) we can write

\[
F^t_c = f(t) - \log \left( \frac{c_{\omega^t} - \rho_{\omega^t}}{c_{\omega^t}} \right)^n
\]

for some \( f : \mathbb{R} \to \mathbb{R} \). Since \( F^t_c \) varies smoothly in \( t \), \( f(t) \) must also be smooth as a function of \( t \). We then redefine \( F^t_c \) by

\[
F^t_c = f(t).
\]

This function has the desired properties. \( \square \)

We are now in a position to prove Theorem 11.1.

Proof of Theorem 11.1. The proof is verbatim the proof of Theorem A. Thanks to Proposition 11.3 it suffices to prove the family version of Theorem D. We adopt the assumptions and notations of Theorem 11.1 and Proposition 11.3 and we fix \( c > 0 \), although we shall omit the subscript \( c \) for ease of notation. Theorem 11.1 will follow from the next claim.

Claim 11.5. There exists a smooth one-parameter family of Kähler potentials \( (\varphi_t)_{t \geq 0} \) satisfying

\[
\varphi_t := \omega^t + i\partial \bar{\partial} \varphi_t > 0, \quad \varphi_t \in \mathcal{D}^{\infty}_{\tilde{r}_t^2, X}(M), \quad t \geq 0,
\]

(11.2)

\[
-\varphi_t + \log \left( \frac{\omega^t + i\partial \bar{\partial} \varphi_t}{\omega^t} \right)^n + \frac{1}{2} X \cdot \varphi_t = F^t,
\]

where \( \tilde{r}_t \) denotes any positive extension of the radius function \( r_t \) on \( C_0 \) to the resolution \( M \).

Proof of Claim 11.5. First note that the function spaces \( \mathcal{D}^{\infty}_{\tilde{r}_t^2, X}(M) \) do not depend on the parameter \( t \) since all of the background metrics furnished by Proposition 11.2 are equivalent.
The proof of this claim is based on a continuity method. Let

\[ S_{Family} := \{ t \geq 0 : (1.2), \text{has a solution} \}. \]

Then \( S_{Family} \) is non-empty; indeed, by Theorem [11] \( 0 \in S_{Family} \). Moreover, openness of \( S_{Family} \) is proven by arguing as in the proof of Theorem [11] if \( t_0 \in S_{Family} \), then there exists some \( \varepsilon > 0 \) such that \( (1.2)_{t_0 + \varepsilon} \) has a solution by the inverse function theorem established in Theorem [5.1]. The smoothness in \( t \) follows from Theorem [5.1]. Finally, \( S_{Family} \) is closed for the same reasons as in the proof of Theorem [11]. the adaptation of Theorem [6.15] to the (compact) family of Kähler forms \( (\omega^t)_{t \geq 0} \) provided by Proposition [11.2] is straightforward.

Finally, we prove Theorem [E].

**Proof of Theorem [E]** We view \( \pi : \mathbb{C}^n \to \mathcal{O}_{\mathbb{P}^{n-1}}(-1)^x \) trivially as an equivariant resolution with \( \pi = \text{Id} \). We have a Kähler cone metric \( g_0 \) on \( \mathbb{C}^n \) with radial function \( r \) whose Kähler form we shall denote by \( \omega_0 = \frac{i}{2} \partial \bar{\partial} r^2 \). Denote by \( \sigma \) the transverse Kähler form of \( \omega_0 \) on the complex base \( D = \mathbb{P}^{n-1} \) of the cone and recall that, by assumption, \( a \cdot r \partial_r \) is equal to the Euler vector field on \( \mathbb{C}^n \) for some \( 0 < a < 1 \). We invoke the result announced by Perelman and proved in [TZ07] that states that the normalised Kähler-Ricci flow \( (\hat{\sigma}(t))_{t \geq 0} \) converges smoothly to a Kähler-Einstein metric with Einstein constant equal to 1 starting from any Kähler form \( \hat{\sigma}(0) = \hat{\sigma} \) with \( \hat{\sigma} \in c_1(D) \). As in Example [2.7] this yields a one-parameter family of potentials \( \varphi(t) \in C^\infty(D) \) on \( D \) with \( \varphi(0) = 0 \) satisfying (2.2) with initial metric \( \hat{\sigma} = \frac{\hat{a}}{a} \sigma \in c_1(D) \) such that \( \varphi(t) \) converges smoothly to a smooth real-valued function \( \varphi(\infty) \) on \( D \), and such that the corresponding Kähler metrics \( \sigma(t) := \sigma + i \partial \bar{\partial} (\frac{\hat{a}}{a} \varphi(t)) \) converge smoothly to \( \sigma(\infty) = a \omega_{FS} = \sigma + i \partial \bar{\partial} (\frac{\hat{a}}{a} \varphi(\infty)) \) as \( t \to \infty \), where \( \omega_{FS} \) denotes the Fubini-Study form on \( \mathbb{P}^{n-1} \). The induced evolution \( \omega_0(t) \) of \( \omega_0 \) is then via \( \omega_0(t) = \frac{i}{2} \partial \bar{\partial} (\frac{\hat{a}}{a} \varphi(t)) \), where \( p : \mathcal{O}_{\mathbb{P}^{n-1}}(-1) \to \mathbb{P}^{n-1} \) denotes the projection. It is not hard to see that the limit cone is given by \( (\mathbb{C}^n, \omega_0(\infty)) = (\mathbb{C}^n, \text{Re}(\partial \bar{\partial} |^{2\alpha} a)) \). (Note that \( a < 1 \) here since we discard the flat case by assumption.)

We next apply Theorem [11.1] to the one-parameter family of Kähler cones \( (\mathbb{C}^n, \omega_0(t))_{t \in [0, +\infty]} \) to obtain, for each \( c > 0 \), a smooth one-parameter family of expanding gradient Kähler-Ricci solitons \( (\mathbb{C}^n, \omega^t_c, r \partial_r)_{(c \in [0, +\infty]} \), where \( (\mathbb{C}^n, \omega^\infty_c) \) is asymptotic to \( (\mathbb{C}^n, c \text{Re}(\partial \bar{\partial} |^{2\alpha} a)) \). By uniqueness (see [CF16] or Theorem [C12]) \( (\mathbb{C}^n, \omega^\infty_c, r \partial_r) \) is Cao’s expanding gradient Kähler-Ricci soliton. Recall that this soliton is \( U \)-invariant and has positive curvature operator on real \( (1, 1) \)-forms (cf. [CZ05] regarding this latter point). What must be checked is that the positivity of the curvature operator on real \( (1, 1) \)-forms is preserved along the one-parameter path \( (\mathbb{C}^n, \omega^t_c, r \partial_r)_{t \in [0, +\infty]} \). We use a continuity method to prove this. In what follows, we shall omit the subscript \( c \).

First note that by construction, \( \sigma(t) \) is the transverse Kähler form of \( \omega_0(t) \) on \( D \) and that \( \frac{\hat{a}}{a} \sigma(t) \) evolves along the normalised Kähler-Ricci flow on \( D \). Since \( \sigma \), and hence \( \frac{\hat{a}}{a} \sigma \), has positive curvature operator on real \( (1, 1) \)-forms by assumption, every member of the one-parameter family \( (\frac{\hat{a}}{a} \sigma(t))_{t \geq 0} \) has in fact positive curvature operator on real \( (1, 1) \)-forms as well; see [CLN06] Theorem 7.34. Consequently, each member of the family \( (\sigma(t))_{t \geq 0} \) will have positive curvature operator on real \( (1, 1) \)-forms. Furthermore, since the Reeb field on the asymptotic cone is fixed along the path \( (\omega_0(t))_{t \geq 0} \), the sectional curvature \( K \) of \( \omega_0(t) \) for each \( t \) in the directions \( (J_0(r \partial_r), U) \), where \( U \) is tangent to \( D \), is given by \( K(J_0(r \partial_r), U) = 1 \) when restricted to the slice \( \{ r = 1 \} \) of the cone. In particular, if \( (\mathbb{C}^n, \omega^0_0, r \partial_r) \) operator on real \( (1, 1) \)-forms for some \( t_0 \geq 0 \), then, since the corresponding Kähler metrics \( g^t_0 \) are asymptotic to \( g^0_0 \) at rate \( -2 \) with \( g^0_0 \)-derivatives with respect to \( \pi \) for any \( t \), there exists some neighbourhood \( U_{t_0} \) of \( t_0 \) such that the curvature operator is positive on real \( (1, 1) \)-forms with no components involving the radial direction \( X \) for all \( t \in U_{t_0} \). Hence, to complete the openness argument, it suffices to study the positivity of the curvature operator on 2-planes containing the radial direction \( X \). We argue precisely as in [Der14] Proposition 3.13. For the convenience of the reader, we sketch a proof. We begin with the following claim.
Claim 11.6. In the above setting,
\[ \liminf_{r \to +\infty} r^2 \inf_{\partial B_g(p,r)} \min \{ Rm(g')(X, U, U, X) : U \perp X \quad \text{and} \quad |U|_{g'} = 1 \} > 0 \]
for all \( t \geq 0 \), where \( g' \) is the metric associated to the Kähler form \( \omega' \).

Proof of Claim 11.6. For the sake of clarity, we fix once and for all an expanding gradient Kähler-Ricci soliton \((M, \omega, X)\) with associated Riemannian metric \( g \) that is asymptotically conical Kähler with tangent cone a regular Kähler cone with cone metric having positive curvature operator on real \((1,1)\)-forms on the complex base \( D \) of the cone.

On one hand, we see from (A.1) that
\[ \nabla_U^g \operatorname{Ric}(g)(X, V) = U \cdot \operatorname{Ric}(g)(X, V) - \operatorname{Ric}(g)(Y_U X, V) \]
for any vectors \( U \) and \( V \). On the other hand, by the soliton identities given by Lemma A.3, we have that
\[ \nabla_U^g \operatorname{Ric}(g)(X, V) = -\nabla^g 2 s g(U, V) - \operatorname{Ric}(g)(U + \operatorname{Ric}(g)(U), V). \]
Therefore, since the norm of the curvature decays at infinity, we have that
\[ \operatorname{Rm}(g)(X, U, U, X) = 4 (\Delta_\omega \operatorname{Ric}(g) + \operatorname{Ric}(g) + \operatorname{Rm}(g) \ast \operatorname{Ric}(g))(U, U) \]
\[ -2 (\nabla^2 s g(U, V) + \operatorname{Ric}(g) + \operatorname{Ric}(g) \otimes \operatorname{Ric}(g))(U, U), \]
which in turn implies the claim. \( \square \)

We now prove that the positivity assumption is a closed condition along the path \((\mathbb{C}^n, \omega_t, r \partial r)_{t \in [0, +\infty]}\), i.e., that any limit of a sequence \((\mathbb{C}^n, \omega_t, X)_{t \in \mathbb{N}}\) will have non-negative curvature operator on real \((1,1)\)-forms. Since the corresponding curve on the complex base \( D \) of the cone has constant volume, and since we begin with a non-flat expanding gradient Kähler-Ricci soliton, the Bishop-Gromov theorem implies that the whole curve cannot be flat for every \( t \in [0, +\infty] \). In particular, since any limit is a self-similar solution of the Ricci flow, Hamilton’s splitting theorem [CLN06] Theorem 7.34] implies the positivity of the curvature operator on real \((1,1)\)-forms of any limit of a sequence \((\mathbb{C}^n, \omega_t, X)_{t \in \mathbb{N}}\).
A. Normal holomorphic coordinates. A proof of the existence of normal holomorphic coordinates can be found for example in [BEG13].

Lemma A.1. Let $(M^n, g)$, $n = \dim \mathbb{C} M$, be a complete Kähler manifold with bounded geometry, that is, with positive injectivity radius and bounded curvature. Then there exists $\delta > 0$ and $\Lambda > 0$ such that for all $x \in M$, there exist holomorphic coordinates $z := (z_1, ..., z_n) : B_g(x, \delta) \to B_{\text{eucl}}(0, \delta) \subset \mathbb{C}^n$ such that with respect to these coordinates,

$$g_{ij}(x) = \delta_{ij}, \quad \Lambda^{-1} \delta \leq g \leq \Lambda \delta \text{ on } B_g(x, \delta), \quad \text{and } \Gamma^{k}_{ij}(x) = 0.$$

Moreover, if $\varphi$ is a Kähler potential, then the holomorphic coordinates can be chosen such that

$$(g_{\varphi})_{ij}(x) = (1 + \varphi_\alpha(x)) \delta_{ij}.$$

A.2. Regularity. We next establish the following local regularity result for solutions to (4.2).

Proposition A.2. Let $F \in C^{k,\alpha}_{\text{loc}}(M)$ for some $k \geq 1$ and $\alpha \in (0,1)$ and let $\varphi \in C^{\alpha,\alpha}_{\text{loc}}(M)$ be a solution to (4.2) with data $F$. Then $\varphi \in C^{k,\alpha}_{\text{loc}}(M)$.

Proof. We prove this proposition by induction on $k \geq 1$. The case $k = 1$ is true by assumption, so let $F \in C^{k+1,\alpha}_{\text{loc}}(M)$ and let $\varphi \in C^{\alpha,\alpha}_{\text{loc}}(M)$ be a solution to (4.2). Then, by induction, $\varphi \in C^{k+2,\alpha}_{\text{loc}}(M)$.

Let $x \in M$ and choose holomorphic coordinates defined on $B_g(x, \delta)$ for some $\delta > 0$ uniform in $x \in M$ (see Lemma A.1). Then, since $\varphi$ is a solution to (4.2) for $F$, i.e.,

$$F = \log \left( \frac{\omega^n}{\omega^\varphi} \right) + \frac{X}{2} \cdot \varphi - \varphi,$$

we know that the derivative $\partial_j \varphi$ for $j = 1, ..., n$, satisfies

$$\Delta_{\omega} \partial_j \varphi = F_j(\varphi) \in C^{k,\alpha}_{\text{loc}}(M).$$

Since the coefficients of $\Delta_{\omega} \varphi$ are in $C^{k,\alpha}_{\text{loc}}(M)$, an application of the classical interior Schauder estimates now yields the desired local regularity result, that is, $\partial_j \varphi \in C^{k+2,\alpha}_{\text{loc}}(M)$ for any $j = 1, ..., n$, or equivalently, $\varphi \in C^{k+3,\alpha}_{\text{loc}}(M)$. \qed

A.3. Properties of Ricci solitons. The next lemma collects together some well-known Ricci soliton identities and (static) evolution equations satisfied by their curvature tensor.

Lemma A.3. Let $(M^{2n}, \omega, X = \nabla^g f)$, $n = \dim \mathbb{C} M$, be an expanding gradient Kähler-Ricci soliton. Then the trace and first order soliton identities are:

$$\Delta \omega f = \frac{s_\omega}{2} + n,$$

$$\nabla^g s_\omega + \text{Ric}(g)(X) = 0,$$

$$|\nabla^g f|^2 + \frac{1}{2} s_\omega - f = \text{const.},$$

$$2 \text{div}_g \text{Rm}(g)(Y, Z, T) = \text{Rm}(g)(Y, Z, X, T), \quad (A.1)$$

for any vector fields $Y, Z, T$, where $|\nabla^g f|^2 := g^{ij} \partial_i f \partial_j f$. In particular, if $s_\omega$ is bounded, then $f$ grows at most quadratically and $\nabla^g f$ grows at most linearly.

The evolution equations for the curvature operator, the Ricci curvature, and the scalar curvature are via

$$\Delta \omega \text{Rm}(g) + \nabla^g_X \text{Rm}(g) + \text{Rm}(g) + \text{Rm}(g) \ast \text{Rm}(g) = 0,$$

$$\Delta \omega \text{Ric}(g) + \nabla^g_X \text{Ric}(g) + \text{Ric}(g) + \text{Rm}(g) \ast \text{Ric}(g) = 0,$$

$$\Delta \omega s_\omega + \nabla^g_X s_\omega + s_\omega + 2 |\text{Ric}(g)|_\omega^2 = 0.$$
where, for any two tensors $A$ and $B$, $A \ast B$ denotes any linear combination of contractions of the tensorial product of $A$ and $B$, and where $|\text{Ric}(g)|_\omega := g^{ij}g^{k\ell} \text{Ric}(g)_{i\ell} \text{Ric}(g)_{kj}$.

**Proof.** See [CLN06, Chapter 1].

We now make a remark on our conventions.

**Convention A.4.** Our convention is to normalize expanding gradient Ricci solitons $(M, g, X)$ such that their potential function $f : M \to \mathbb{R}$ satisfies $|\nabla^g f|^2 + \frac{s_g}{2} = f$. Here, $s_g$ denotes the scalar curvature of $g$.

One can say quite a lot about expanding gradient Ricci solitons with constraints on the Ricci curvature. For example, we have:

**Proposition A.5.** Let $(M^n, g, \nabla^g f)$ be a normalised expanding gradient Ricci soliton of real dimension $n$.

(i) If $\text{Ric}(g) \geq 0$, then $M^n$ is diffeomorphic to $\mathbb{R}^n$. Moreover, the following estimates hold:

\[
\frac{1}{4} r_p(x)^2 + \min_M f \leq f(x) \leq \left( \frac{1}{2} r_p(x) + \sqrt{\min_M f} \right)^2, \quad \forall x \in M,
\]

\[
\text{AVR}(g) := \lim_{r \to +\infty} \frac{\text{vol}_g B_g(q, r)}{r^n} > 0, \quad \forall q \in M,
\]

\[
0 \leq s_g \leq S_0 < +\infty,
\]

where $p \in M$ is the unique critical point of $f$.

(ii) If $\text{Ric}(g) = O(r_p^{-2})$, where $r_p$ denotes the distance function to a fixed point $p \in M$, then the potential function is equivalent to $r_p^2/4$ (up to order 2).

**Proof.** See [Der14] and the references therein.

**A.4. Sufficient conditions for a vector field $X$ to be gradient.** We begin with the following general fact.

**Lemma A.6.** Let $M$ be a Kähler manifold with Kähler metric $g$ and complex structure $J$ and let $X$ be a real holomorphic vector field on $M$. Then the following are equivalent.

(i) $JX$ is Killing.

(ii) $g(\nabla^g_Y X, Z) = g(Y, \nabla^g_Z X)$ for all real vector fields $Y, Z$ on $M$.

(iii) The $g$-dual one-form of $X$ is closed.

**Proof.** Since $X$ is holomorphic, we have that

\[
\nabla^g_{JY} X = J \nabla^g_Y X
\]

for every real vector field $Y$ on $M$. Hence, for every real vector field $Y$ and $Z$ on $M$, we see that

\[
(\mathcal{L}_X g)(Y, Z) = g(\nabla^g_Y (JX), Z) + g(Y, \nabla^g_Z (JX)) = g(J \nabla^g_Y X, Z) + g(Y, J \nabla^g_Z X) = g(\nabla^g_{JY} X, Z) + g(Y, J \nabla^g_Z X) = g(\nabla^g_{JY} X, Z) - g(JY, \nabla^g_Z X).
\]

The equivalence of (i) and (ii) now follows.

The equivalence of (ii) and (iii) can be seen from the identity

\[
d\eta_X(Y, Z) = 2g(\nabla^g_Y X, Z) - (\mathcal{L}_X g)(Y, Z)
\]

\[
= 2g(\nabla^g_Y X, Z) - g(\nabla^g_Y X, Z) + g(Y, \nabla^g_Z X)) = g(\nabla^g_Y X, Z) - g(Y, \nabla^g_Z X)
\]

for every real vector field $Y$ and $Z$ on $M$, where $\eta_X$ denotes the $g$-dual one-form of $X$. □
Using this, we can prove:

Corollary A.7. Let $M$ be a Kähler manifold with Kähler metric $g$ and complex structure $J$ and let $X$ be a real holomorphic vector field on $M$.

(i) If $H^1(M) = 0$ or $H^{0,1}(M) = 0$ and $JX$ is Killing, then there exists a smooth real-valued function $f \in C^\infty(M)$ such that $X = \nabla^g f$.

(ii) Conversely, if $X = \nabla^g f$ for a smooth real-valued function $f \in C^\infty(M)$, then $JX$ is Killing.

Proof. (i) Since $JX$ is Killing, the $g$-dual one-form $\eta_X$ of $X$ is closed by Lemma A.6. In the case that $H^1(N) = 0$, we can write $\eta_X = d\theta_X$ for some real-valued smooth function $\theta_X$ on $N$, from which the result follows. A similar argument applies when $H^{0,1}(N) = 0$.

(ii) If $X = \nabla^g f$, then $\nabla^g X$, being the Hessian of $f$, is symmetric. The result then follows from Lemma A.6.

We next make the following simple observation.

Lemma A.8. Let $M$ be a manifold and let $\alpha$ be a closed one-form on $M$. If $M$ is homotopy equivalent to a compact subset $E \subset M$ and $\alpha|_A = 0$ for a subset $A \subset E$ for which $H_1(A) \to H_1(E)$ is surjective, then $\alpha = df$ for $f(x) = \int_{x_0}^x \alpha$ the integral of $\alpha$ along any curve connecting a fixed point $x_0 \in M$ to $x \in M$.

Proof. Since $M$ is homotopy equivalent to $E$, every closed loop in $M$ is homotopy equivalent to a loop in $E$. Moreover, $\alpha$ being closed implies that its integral over any closed loop will only depend on the real homology class of the loop. The surjectivity of $H_1(A) \to H_1(E)$, together with the fact that $\alpha|_A = 0$, therefore implies that the integral of $\alpha$ over every closed loop is equal to zero. The lemma now follows.

From this, we deduce:

Corollary A.9. Let $M$ be a Kähler manifold with Kähler metric $g$ and complex structure $J$ and let $X$ be a real holomorphic vector field on $M$ for which $JX$ is Killing. If $M$ is homotopy equivalent to a compact subset $E \subset M$ and $X|_A = 0$ for a subset $A \subset E$ for which $H_1(A) \to H_1(E)$ is surjective, then there exists a smooth real-valued function $f \in C^\infty(M)$ such that $X = \nabla^g f$.

Proof. Simply apply Lemma A.8 using the fact that the $g$-dual one-form $\eta_X$ of $X$ is closed by Lemma A.6 and $\eta_X|_A = 0$ because $X|_A = 0$ by assumption.

A.5. A vanishing theorem. Finally, we note the following vanishing result.

Proposition A.10. Let $\pi : M \to C$ be a resolution of a complex cone with a rational singularity. Then $H^{0,1}(M) = 0$.

Proof. By Oka’s coherence theorem and Grauert’s direct image theorem, the sheaves $R^q\pi_*\mathcal{O}_M$ are coherent analytic sheaves on $C_0$ for $q \geq 0$. Thus, since $C_0$ is a Stein space (cf. [CH13 Theorem 1.8]), by Cartan’s Theorem B, we deduce that

$$H^p(X_0, R^q\pi_*\mathcal{O}_X) = 0 \quad \text{for all } p \geq 1 \text{ and } q \geq 0.$$ 

Consider next the Leray spectral sequence [God73 Theorem 4.17.1, p.201]

$$E_2^{p,q} := H^p(X_0, R^q\pi_*\mathcal{O}_X) \Rightarrow H^{p+q}(M, \mathcal{O}_M)$$

and form its exact sequence of terms of low degree [God73 Theorem 4.5.1, p.82]

$$0 \to H^1(X_0, \pi_*\mathcal{O}_X) \to H^1(X, \mathcal{O}_X) \to H^0(X_0, R^1\pi_*\mathcal{O}_X) \to H^2(X_0, \pi_*\mathcal{O}_X) \to H^2(X, \mathcal{O}_X).$$

Since $R^1\pi_*\mathcal{O}_M = 0$ and $H^1(C, \pi_*\mathcal{O}_M) = 0$, we find from this sequence that $H^1(M, \mathcal{O}_M) = 0$, as claimed.
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