Comparison of Three Algorithms to Estimate Tree Stem Diameter from Terrestrial Laser Scanner Data
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Abstract: Terrestrial laser scanners provide accurate and detailed point clouds of forest plots, which can be used as an alternative to destructive measurements during forest inventories. Various specialized algorithms have been developed to provide automatic and objective estimates of forest attributes from point clouds. The STEP (Snakes for Tuboid Extraction from Point cloud) algorithm was developed to estimate both stem diameter at breast height and stem diameters along the bole length. Here, we evaluate the accuracy of this algorithm and compare its performance with two other state-of-the-art algorithms that were designed for the same purpose (i.e., the CompuTree and SimpleTree algorithms). We tested each algorithm against point clouds that incorporated various degrees of noise and occlusion. We applied these algorithms to three contrasting test sites: (1) simulated scenes of coniferous stands in Newfoundland (Canada), (2) test sites of deciduous stands in Phalsbourg (France), and (3) coniferous plantations in Quebec, Canada. In most cases, the STEP algorithm predicted diameter at breast height with higher R2 and lower RMSE than the other two algorithms. The STEP algorithm also achieved greater accuracy when estimating stem diameter in occluded and noisy point clouds, with mean errors in the range of 1.1 cm to 2.28 cm. The CompuTree and SimpleTree algorithms respectively produced errors in the range of 2.62 cm to 6.1 cm and 1.03 cm to 3.34 cm, respectively. Unlike CompuTree or SimpleTree, the STEP algorithm was not able to estimate trunk diameter in the uppermost portions of the trees. Our results show that the STEP algorithm is more adapted to extract DBH and stem diameter automatically from occluded and noisy point clouds. Our study also highlights that SimpleTree and CompuTree require data filtering and results corrections. Conversely, none of these procedures were applied for the implementation of the STEP algorithm.
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1. Introduction

Long-term preservation of forest resources can only be achieved through accurate forest monitoring and reliable forest inventories, which are accomplished using precise measuring methods. The precise
measurement of key forest attributes contributes to our understanding of complex ecological processes. Among these attributes, diameter at breast height (DBH, diameter of the trunk at 1.30 m above the ground-surface) and stem diameter as a function of height are of particular importance for forest inventories.

DBH measurement has become an essential part of a forester’s practice and is now a reference variable for the development of allometric models. These models tie DBH to many useful structural variables, especially tree height [1], merchantable or total wood volume [2], biomass [3], and total leaf area [4]. During traditional forest inventories, operators measure DBH using calipers or diameter tapes. However, the operator’s visual estimates of the measurement leads to potential errors [5–7]. For example, with calipers, a deviation angle of 2.5 degrees may produce an estimated error of 2 cm on large trees [6].

Diameter values along the stem, or stem profile, are crucial to enhance wood volume equations and to estimate the useful portion of the stem for wood supply. For most of the stem length, its diameter is more difficult to measure in situ than DBH: logistical issues preclude non-destructive measures. For instance, measuring a standing tree requires that a field operator climb the trunk, limiting the height to which stem diameter measurements can be taken. Consequently, stem diameter cannot be consistently measured as a function of height during forest inventory campaigns with non-destructive methods. Different solutions may be considered for acquiring stem diameter: it can be either measured manually through a destructive protocol or estimated with the help of precise scanning technologies.

Stem profile is measured with destructive protocols that involve felling the trees of interest and cutting the logs into shorter segments. Log circumference can then be measured to obtain a set of diameters along the stem. In the past, field campaigns have been specifically designed to include tree cutting to measure tree stems [8]. However, felling trees is neither an acceptable nor a sustainable practice for most forest inventory plots. Destructive sampling can only be considered for specific purposes: it is incompatible with permanent plot monitoring because of ecological and logistical issues. Consequently, destructive measurements are not a practical solution for regular forestry inventory plots. An efficient solution remains to be developed, without requiring destructive sampling.

Laser scanning technologies become an essential non-destructive solution to monitoring forest environments [9]. LiDAR (Light Detection and Ranging) instruments provide 3D point clouds of their surroundings, containing several tens of millions of points. Two major types of LiDAR instruments have been used to monitor forest environments [10]: airborne laser scanners (ALS) and terrestrial laser scanners (TLS). An ALS is mounted on an aircraft flying over the study area. While it is possible to derive some structural attributes from ALS data, algorithms are mainly designed for stand-level measurements (e.g., aboveground biomass [11]) and for tree attributes that are readily available from above the trees (e.g., tree height [12]; crown area [13]; gaps between crowns [14]). Tree stems are poorly probed with ALS systems because of signal occlusion by the upper canopy. In addition, the ALS point cloud is generally not dense enough to accurately estimate the stem diameter. In contrast, TLS are located on the ground. They emit laser beams in a spherical pattern and convert signal returns into high-density point clouds. TLS can capture stem shape accurately from the lower part of the tree to the top. Yet, TLS data are limited not only by signal occlusion, but also by noise (signal returns not related to a scene object) and non-homogeneous sampling densities. Therefore, there is a need for specialized point-cloud processing algorithms to estimate tree attributes from TLS point clouds [15].

Estimating tree attributes via specialized algorithms offers several advantages: they do not require destructive sampling, and allow to estimate several tree attributes that could not be otherwise measured in the field, such as crown shape and competition [16,17], plant area index [18–20], tree architecture [21,22], and wood fibre attributes [23]. TLS data processing algorithms have thus received much attention in the past few years. Several algorithms have been developed to estimate the structural attributes of trees from TLS point clouds (a review is presented in [15]). In particular, algorithms were proposed for estimating DBH and stem profile. Most of these algorithms assume that a stem
forests are cross-sectional in shape. Thus, they aim to reconstruct stems as a series of circles, or as portions of elliptical surfaces (namely, cylinders and cones).

Circle fitting has successfully retrieved DBH and stem profile from point clouds. These approaches use clustering methods to select appropriate points within layers and apply either least-squares circle fitting [24–30], a RANSAC algorithm [31], or other methods to retrieve the stem’s centre position and radius [32]. More general ellipse fitting has been tested [33–36], but it tends to be sensitive and unstable [37]. Previous studies show radius estimation errors can range from 1 cm to 3 cm [38–40]. However, algorithms provide erroneous models when the point cloud is affected by occlusion and noise.

Cylinders have also been used to tackle the issue of circle orientation and the choice of appropriate layers [41–43]. Algorithms have been implemented, such as iterative least-squares cylinder fitting [44] and robust variants using normal information [45,46], or MSAC (M-estimator SAmple and Consensus) [47]. Despite the accuracy of the results, cylinder-based methods are limited by the same factors as circle-based methods.

Tree stem reconstruction as a series of cones was introduced to estimate local tapering of the trunk [48,49], with no major improvement regarding the method’s robustness. Other approaches either retrieve a more precise perimeter estimate through b-spline fitting [44], or estimate tree volume by using polygons [50]. These methods result in precise measurements, but require that all of the stems be probed. Therefore, they cannot be applied to single scan data or occluded point clouds.

Another approach to estimating DBH from TLS data identifies circles along the stems using the Hough transform (HT) [38]. As a powerful pattern recognition tool, HT exhibits robustness to both occlusion and noise. It has been successfully used as a prelocalization tool or applied in combination with classical circle fitting [29–31,51,52]. Many solutions for estimating diameter along the stem have been proposed, but occlusion and noise affect most of the algorithms. Consequently, robust methods are still in demand [53].

In an attempt to overcome the limitations of TLS, we developed a new algorithm that is based upon a HT variant called STEP (Snake for Tuboid Extraction from Point cloud) [54]. The STEP algorithm was designed to estimate stem profile in natural forest environments. However, it has not been thoroughly tested on point clouds that have been collected by TLS in forest stands. Stem profile can also be estimated with algorithms that are designed to simulate tree architecture [21,22,55], or with quantitative structural models (QSM) [40,56–58]. These QSM, including SimpleTree software [59], use cylinders to provide a complete description of a tree, including its architecture, stem and branch diameters, and total volume. Yet, their accuracy depends upon the quality of the input point cloud.

There is a need (1) to benchmark these methods to understand their respective advantages and (2) to evaluate their accuracy in various natural forest environments. This study aims to evaluate the STEP algorithm on a diversified set of TLS acquisitions in natural forest environments. As a second goal, we also compared the performance of the STEP algorithm with that of other algorithms. Consequently, our main objective was to assess the accuracy of the STEP algorithm when applied to a range of TLS acquisition protocols for stem profile estimation. This goal was reached through two specific objectives. First, we selected contrasting test sites representing natural forest environments; each site was related to a reliable set of reference stem diameter measurements. This allowed us to compare the estimated values with well-documented measurements that were used as reference values. Second, we selected three stem profile estimation algorithms representing distinct strategies. We compared the reference measurements with the estimation results of (1) the STEP algorithm [54], (2) the advanced cylinder-fitting algorithm that was available in the CompuTree software platform [24], and (3) the SimpleTree QSM algorithm [59].

These three algorithms were all implemented as plug-ins within the CompuTree software platform. The goal of this platform is to reorganize TLS point cloud processing algorithms for forest scene analyses. It provides a full development environment based on powerful C++ libraries, and eases the implementation of various methods as plug-ins for comparative and exchange purposes. Benchmarking should provide insights into each of the three algorithms that were selected for the estimation of stem profile.
2. Benchmarked Algorithms for Stem Diameter Estimations

2.1. STEP Algorithm

The STEP algorithm was first introduced by Ravaglia et al. [54]. It reconstructs tuboids that are defined as a series of circles with continuous locations, radii and orientations. The STEP algorithm was designed to optimize stem diameter estimation by a two-stage process, while considering the limitations of TLS data (signal occlusion, noise and uneven sampling). The first stage of the algorithm is an efficient variant of HT that has been adapted to circles. This computation is based upon normal directions and produces a discrete 4D space in which each element represents an occurrence of a circle. A score is assigned to each element, corresponding to the number of points that are located on the corresponding circle. The score of each circle hence reflects the level of confidence of being an accurate model of the data. In the second stage of STEP, growing active contours are used to extract a series of circles with a high score, which correspond to tree stems.

A major limitation of applying classical HT to point clouds is its complexity, which leads to computationally expensive methods. However, HT is robust to occlusion and noise. We introduced normal vectors in a variant of HT in order to reduce its complexity, while benefiting from its advantages. We used an efficient ray tracing algorithm to compute the 4D discrete accumulator space (three dimensions for the circle’s centre and one dimension for its radius) in linear time [60]. For the first stage of the calculation, each cell of this space corresponds to a 3D circle and is associated with a score reflecting the reliability of the circle.

As a series of contiguous 3D circles, tuboids are represented by continuous curves in the accumulator space. Hence, the second stage of the procedure aims at extracting curves passing through the elements that have a high score. We tackled this issue with growing active contours [61]: we grew a curve in the accumulator space until a growth-stopping criterion (based upon principal component analysis) was reached. This curve was then considered an active contour. Active contours are curves that minimize an energy, including constraints regarding the shape and location of the curve. In our application, we used the energy $E_g$ to ensure the geometric accuracy of the active contour $c(u)$ and to force it to pass through high score elements in the accumulator space:

$$E_g = \int [E_i(c(u)) + E_d(c(u)) ||\sigma(u)||] du \quad (1)$$

where $E_i(c(u)) = a||\sigma(u)||^2 + \beta||\sigma(u)||^2$ is an internal energy term constraining the elasticity and smoothness of the curve, and $E_d(c(u)) ||\sigma(u)||$ is used to compute the linear integral of a data energy term constraining the curve to pass through the elements with a high score:

$$E_d(c(u)) = a \frac{H_m - H(u)}{H_M - H_m} + (1 - a) \frac{h_m - H(u)}{h_M - h_m} \quad (2)$$

where $a \in [0, 1]$ is a balancing term, $H_m$ and $H_M$ are respectively the minimum and maximum scores of the accumulator space, and $h_m$ and $h_M$ are respectively the local minimum and maximum of the accumulator space around $c(u)$. Further details on curve initialization and the optimization procedure that is used to reach the minimum energy are given in [54].

The results of the STEP algorithm depend upon the quality of the normal vector estimates, which remains a challenging task [62]. The main limitations of the STEP algorithm are either the main memory it requires, or its computational time that is due to the use of sparse matrices, depending upon the implementation.

2.2. Cylinder Fitting Algorithm

The Office National des Forêts (ONF, French forest office) introduced the CompuTree software platform which includes a stem diameter estimation algorithm based upon the work
of Ohtmani et al. [24]. It will be referred to as the CompuTree cylinder fitting algorithm (or CCF algorithm) from this point onward. The CCF algorithm was selected because it represents the family of algorithms that use cylinder- or cone-fitting to estimate stem diameter (e.g., [15,48,63]).

The CCF algorithm starts by removing the branches of the trees from the original point cloud with a convolution filter. The algorithm then divides the point cloud into horizontal layers of a fixed thickness. A Euclidean clustering procedure segments each stem individually in these horizontal layers. A cylinder is then fitted to the segments using least-squares optimization. More details regarding this stem diameter estimation process and its evolution of the CCF algorithm since it was first presented can be found on the Computree platform website [64].

The CCF algorithm was designed to require little computational time when applied to a forest plot, while being able to provide accurate estimates of tree location, DBH and stem diameter. It has already demonstrated its efficiency with high stem detection rates [24]. Even though its parameters are intuitive, the CCF algorithm must be parameterized for the point cloud specifications and forest stand characteristics. These parameters include different thresholds that are applicable to 3D convolution filters, Euclidean clustering, and least-squares fitting. Even though the CCF algorithm presently cannot detect horizontal branches, it is adapted to be used with TLS point clouds to estimate DBH and stem diameter in forest inventory applications.

2.3. SimpleTree

We selected SimpleTree, which is a QSM algorithm that was developed by Hackenberg et al. [59], as a third algorithm for our comparative study, since it is considered state-of-the-art. We used a version available as a plug-in from the CompuTree platform. A summary of the SimpleTree method follows.

The SimpleTree algorithm provides a tree model (including branches) that is formed by interconnected cylinders that have been generated from circle fittings. It starts modelling the tree from an estimated circle $C_0$ at the base of the stem. The centre of $C_0$ is used to position a cutting sphere $S_0$ with a radius greater than that of $C_0$. The intersection between $S_0$ and the input point cloud represents a cross-section of the stem. A circle $C_1$ is then fitted to the cross-section points and a new sphere $S_1$ is generated at the centre of $C_1$. The stem is iteratively reconstructed by moving the cutting spheres $S_i$ along the fitted circles $C_i$. When a cutting sphere intersects several cross-sections, a new branch is detected and reconstructed with the same procedure. The results of the SimpleTree algorithm are available as hierarchical series of cylinders that are derived from the fitted circles $C_i$.

The SimpleTree sphere following method runs iteratively until it retrieves the entire tree structure, including the branch diameters and order. It has been enhanced with automatic parameterization, optimization and forestry knowledge, including allometry. However, it requires that the tree be isolated in a single point cloud. We use SimpleTree in the present benchmark to better understand its advantages and limitations over a wide range of natural forest stand acquisitions.

3. Materials and Methods

3.1. Test Sites and Data Sets

Only a few forest sites matched our field requirements for this benchmarking (i.e., natural environments, with associated reference diameter measurements). We selected three test sites with different, yet accurate, reference measurements to evaluate the selected algorithms. These sites provide diverse structural configurations and different data quality levels. They offer a variety of locations, forest environments, species, data sources, and acquisition protocols.

The three algorithms (STEP, CCF algorithm and SimpleTree) were applied at a tree-level to 81 isolated trees: 24 were from a simulated dataset replicating forest plots in the Province of Newfoundland and Labrador (Canada), 40 were from the Phalsbourg dataset that was collected in the Grand Est region (France), and 17 were from the Bas Saint-Laurent dataset that was collected in the Province of Québec (Canada). The three test sites provided appropriate reference measurements to
evaluate the three algorithms with a large number of trees in simulated and natural environments. They included both coniferous and deciduous trees, and multiple species. These datasets also provided various limitations with leaf-on scans and various degrees of occlusion and noise. Table 1 presents a summary of the trees that were selected from each dataset for evaluation along with the corresponding scanning protocol.

| Study Site                | Newfoundland | Phalsbourg | Bas Saint-Laurent |
|---------------------------|---------------|------------|-------------------|
| Stand type                | Coniferous    | Mixed      | Coniferous        |
| Tree species              | Black Spruce  | Common beech| White spruce     |
| Number of selected trees  | 24            | 40         | 17                |
| Minimum DBH               | 5.43 cm       | 10 cm      | 9 cm              |
| Maximum DBH               | 19.88 cm      | 70 cm      | 40 cm             |
| TLS scanner               | Simulated (PBRT) | Faro Focus 3D© | Faro Focus 3D A120© |
| Scanner angular resolution| 0.036°        | 0.036°     | 0.018°            |
| Number of scans per plot  | 5             | 4          | 4                 |

### 3.1.1. Newfoundland Dataset

The first dataset is a collection of three simulated forest plots. Each virtual plot was populated with tree models that were obtained from the architectural model L-Architect [22,55]. The model positions each simulated tree according to a tree map location. L-Architect provided the optimal representation of plots for forests in insular Newfoundland (Canada) that are dominated by balsam fir (*Abies balsamea* (L.) Mill.) and black spruce (*Picea mariana* (Mill.) BSP). Three virtual forest plots with an area of 900 m² (square plots with 30 m edges) were generated and contained 30, 71 and 92 trees, respectively. In all three plots, we applied random tree selection stratified by 10 cm tree diameter classes. We selected 24 virtual trees with DBH values ranging from 10.86 cm to 39.76 cm.

TLS acquisitions of these virtual forest plots were simulated using a physically based ray tracing tool with the following scan settings [65]: (1) all scans used an angular resolution of 0.036° for rays that were emitted throughout the full field-of-view of the instrument, (2) rays were simulated with no divergence, and (3) five scans were co-registered as a quincunx: one scan was taken in the centre of the plot, and four were taken at each extremity of the plot (north, south, east, west). The soil was not modelled by L-Architect. The ray tracing simulations resulted in noiseless point clouds. The trees that were included in the virtual plots had a large number of branches. This generated numerous occlusions of varying importance along the tree stems (Figure 1). These simulated plots were designed to evaluate the effects of occlusion and non-homogeneous density since the point clouds were noiseless and the stems were perfectly cylindrical. The trees were later isolated in the resulting point clouds to apply the stem diameter estimation algorithms at the tree level.

![Figure 1](image-url)

**Figure 1.** Examples of simulated point clouds from the Newfoundland data set. Even though the point clouds were noise-free, they suffered from branch occlusion. (a) Isolated tree; (b) Close-up view of branches; (c) Isolated tree; (d) Close-up view of branches.
Simulated TLS acquisitions of the virtual forest plots are approximations of real scans. However, the L-Architect model provided exact reference values for stem diameter: starting from the tree base, the model specified the stem diameter at every 10 cm increment.

3.1.2. Phalsbourg Data Set

The second dataset contains several TLS point clouds that were acquired in natural forest environments. It was collected during a field inventory campaign in 2013 by the research and development department of the ONF. The study area was located near the city of Phalsbourg, in northeastern France. The selected permanent forest plots (circular plots with a 15 m radius) included 12 different stands, all of which were dominated by deciduous tree species, with a predominance (in decreasing order) of common beech (Fagus sylvatica L.) and hornbeam (Carpinus betulus L.), Norway spruce (Picea abies (L.) H. Karst), Scots pine (Pinus sylvestris L.), and silver fir (Abies alba Mill.). The plots were scanned during leaf-on season and the DBH of the inventoried trees ranged from 10 cm to 70 cm. To evaluate the three algorithms, we selected 40 of these trees by using stratified random selection by 10 cm DBH class bins (Figure 2).

![Figure 2. Examples of point clouds acquired at one of the Phalsbourg test sites. The point clouds exhibit large occluded areas on the stem. (a) Isolated tree; (b) Close-up view of branches; (c) Isolated tree; (d) Close-up view of branches.](image)

Plots were scanned with a Faro Focus 3D® scanner with an angular resolution of 0.036°. Each plot was scanned from a central position as well as three other locations, forming an equilateral triangle 7.5 m away from the plot’s centre. The scan settings induced a non-homogeneous sampling density, and the presence of foliage during the acquisitions resulted in numerous occluded areas. The scans included noise, which was mostly located in the upper part of the trees. This dataset allowed us to assess the effects of occlusion, noise and point density on the performance of the algorithms. The selected trees were isolated into individual point clouds by using a cylindrical extraction of points around their centre.

During the field campaign, inventoried trees were cut down at breast height. Stems were then felled and further cut into 2 m-long logs. The diameter at the end of each log was measured manually twice with a caliper (measurements taken at right angles). Starting from 1.30 m above the ground surface, manual measurements were available at each 2 m increment from breast height and served as reference values for stem diameter. With such data, the results of the three algorithms on natural forest sites could be compared to traditional field measurements.

3.1.3. Bas Saint-Laurent Dataset

The third dataset groups several TLS point clouds that were acquired in a tree plantation. A research team from the Université du Québec à Rimouski had led a field campaign in the nature reserve of Matane (Québec) during the autumn of 2014. The plantation of white spruce (Picea glauca (Moench) Voss) is located in the balsam fir-yellow birch bioclimatic domain [66]. A 60 m × 15 m plot was established in the plantation and divided into four 15 m × 15 m subplots. The resulting subplots included trees with DBHs ranging from 9 cm to 40 cm. We proceeded with stratified random selection...
with 10 cm DBH class bins. We selected 17 trees with a DBH ranging from 9 cm to 37 cm for the
evaluation of the three stem diameter estimation algorithms (Figure 3).

The plot was scanned using a Faro Focus 3D A120© scanner with an angular resolution of 0.018°.
For each subplot, four scans were acquired at the plot borders (7.5 m away from the subplot centre),
yielding a total of 13 scans (Figure 4). The resulting point clouds included abundant occlusions and
noise due to dense vegetation (branches and needles). This dataset allowed us to validate the three
algorithms in real coniferous plantation sites and to analyze their resilience to occluded and noisy point
cloud data. The selected trees were manually isolated into separate point clouds for further processing.

Manual measurements were not included in the measurement protocol. The reference stem
diameters were obtained from the True-Shape© scanner. The True-Shape© scanner is an accurate log
scanning unit used by the forest products industry. It scans stems at a very high-density sampling
by using multiple sensors surrounding the fallen stem. This results in an accurate, occlusion-free
and noise-free point cloud. During harvest, when trees of interest are felled at their bases, the stems
are bucked (pruned of their branches) and the bark is removed. Each stem is then scanned with the
True-Shape© unit to obtain a dense representation of the stem cross-sections in 5 cm increments from
where the tree was cut to the tip of the stem. We computed the best-fit circle on the noiseless and
occlusion-free point clouds at each recorded height in order to obtain reference measurements of the
stem profile. Removal of stem bark incurred an average bias of 1 cm with respect to field measurements,
which was corrected during the analysis.

The three sites that are presented here provided sufficient high-quality material to validate the
three algorithms on a large number of trees in simulated environments and under field conditions.
The 81 selected trees included both coniferous and deciduous trees, multiple species, and various
degrees of noise and occlusion. Thus, these datasets reflect different potential forest inventory sites and
protocols. We used them, together with their reference measurements, to evaluate the potential of the
three algorithms in forest inventories. While scan setups differed among sites, resulting point clouds
were similar enough for comparison. The angular resolutions of the simulated scans (Newfoundland)
and real scans (Phalsbourg) were identical (0.036°). The setup of sensor positions in multi-view scanning were comparable for all sites.

3.2. Comparison

Let us now give an overview of the four step-procedure we used to compare the three selected algorithms. For the first step, we parameterized the algorithms with an equal number of randomly selected trees from each test site. For the second step, we ran the three algorithms on all the selected trees. When necessary, we eliminated branches reconstructions during a post-processing analysis: we manually discarded cylinders fitted on erroneous parts of the point clouds. For the third step, we transformed the set of reference measurements and estimations into continuous diameter functions using linear interpolation. Finally, for the fourth step, we chose an error metric to compare the results of each algorithm against the reference values.

For the first step of our methodology, we parameterized the three algorithms to achieve accurate results for each study site. We used an iterative trial-and-error experiment to find the optimal parameter set for each algorithm. We summarized the most important parameters for each algorithm. The two major parameters to be established for the STEP algorithm were the size of the growing search cone and the value of the growth-stopping criterion. The most important parameters of the CCF chain were those of the convolution filter, the threshold in the Euclidean clustering, and the RMSE threshold for accepting or discarding a fitted cylinder. As for the SimpleTree approach, outlier removal and the voxel grid filter were the main processes that needed to be parameterized: the intrinsic parameters of the SimpleTree algorithm are automatically set.

In the second step, we applied the algorithms to all trees, using the previously selected set of parameters. Unlike STEP, results of the CCF and SimpleTree algorithms included some estimates of branch diameters. The CCF algorithm produced some cylinders corresponding to branches. SimpleTree reconstructed entire trees, labeling cylinders as branches or as the trunk. Yet, the labels contained some errors. Only stem diameter estimation was required for the comparison of the algorithms. Therefore, we removed the branches based upon visual assessment. We subsequently inspected the output of the algorithms and manually filtered erroneous cylinders.

As the third step of our methodology, we transformed the discrete diameter measurements into continuous stem profile functions to compare the results. Allometric relationships are a valid option, which was not explored in this study. There are many taper models from which to choose. In our study, too few individuals were available to accurately parameterize these models. We preferred using linear interpolations instead of allometric models. This choice was based upon simplicity and avoided complex issues that are related to allometric modelling. The distance between each reference measurement along the stems is small compared to tree heights (10 cm height increment for the simulated forest plots, 2 m for the Phalsbourg dataset, and 5 cm for the Bas Saint-Laurent trees, see Figure 5). Therefore, linear interpolation is a pertinent approach, given that it can be viewed as a first-order limited development of the usually low curvature of taper models. For each tree, continuous reference diameter measurements were obtained with piecewise linear interpolation of the reference diameters (edges between black dots in Figure 5). We applied the same linear interpolation to the output of the three algorithms.

As the final step of our methodology, we selected metrics to assess stem diameter estimation error. To do so, both reference and estimated continuous diameter functions were regularly resampled in 2 cm increments. For each sampled height \( h_i \), the absolute error \( E_{\text{abs}}(h_i) \) was defined as the difference between the absolute values of the reference diameter measurement \( d_r(h_i) \) and the estimated diameter \( d_e(h_i) \):

\[
E_{\text{abs}}(h_i) = |d_r(h_i) - d_e(h_i)|
\]
We also considered the relative error $E_{\text{rel}}(h_i)$ which was defined as a ratio of the reference measurements:

$$E_{\text{rel}}(h_i) = \frac{|d_i(h_i) - d_r(h_i)|}{d_r(h_i)}$$

Figure 5. Example of the piecewise linear interpolation of reference measurements on three example trees from: (a) Newfoundland, (b) Phalsbourg, and (c) Bas Saint-Laurent test sites.

4. Results

We computed the error on DBH and stem profile for each dataset and each algorithm. We computed the stem profile error function globally and at tree-level, together with its minimum, maximum, mean, standard deviation and RMSE. In addition to these general statistics, we considered the distribution of the diameter error (1) per tree and (2) per 20 cm height interval. Further, we recorded the maximum reconstruction height for each algorithm. This height is computed as the height above the ground of the highest diameter that was estimated by each algorithm. The point clouds did not cover the entire upper part of the trees because of foliage occlusion. It was difficult even for operators to provide an objective height at which stems were sufficiently visible to be reconstructed. Therefore, we only provide maximum reconstruction heights as information regarding the ability of algorithms to reconstruct the upper parts of stems.

Details regarding the maximum height that could be measured for each tree with each method are provided in Table 2. The SimpleTree algorithm reconstructed the tree stems of the Newfoundland site up to the visible treetops, but the reconstructed stems that were obtained with the two other methods excluded the uppermost portions of the trees. For the Phalsbourg dataset, the three algorithms reconstructed the stems up to similar heights with differences of 0.5 m at most. Finally, for the Bas Saint-Laurent site, the STEP algorithm reconstructed the stems to a lower height when compared with CCF and SimpleTree.

| Reconstruction Height [m] | Algorithm      | Newfoundland Site | Phalsbourg Site | Bas Saint-Laurent Site |
|---------------------------|----------------|--------------------|----------------|------------------------|
| Mean                      | CCF            | 9.35               | 11.02          | 5.95                   |
|                           | SimpleTree     | 10.22              | 11.21          | 6.37                   |
|                           | STEP           | 8.80               | 10.66          | 4.88                   |
|                           | CCF            | 3.29               | 4.17           | 0.92                   |
| Std deviation             | SimpleTree     | 3.22               | 3.61           | 1.09                   |
|                           | STEP           | 2.09               | 3.58           | 1.42                   |

The accuracy of DBH estimation for each algorithm is illustrated in Figure 6. The three selected algorithms achieved 0.25 cm to 3 cm accuracy regarding tree DBH estimation. With fewer outliers, higher $R^2$, and lower RSME, the STEP algorithm tended to produce better results than the CCF and SimpleTree algorithms for the Phalsbourg and Bas Saint-Laurent datasets.
Table 2. Reconstruction height with the three algorithms.

| Site               | Mean   | Std deviation |
|--------------------|--------|---------------|
| Newfoundland Site  | 9.35   | 3.29          |
| Phalsbourg Site     | 10.22  | 3.22          |
| Bas Saint-Laurent Site | 8.80   | 2.09          |
| Newfoundland Site  | 11.02  | 4.17          |
| Phalsbourg Site     | 11.21  | 3.61          |
| Bas Saint-Laurent Site | 10.66  | 3.58          |

The accuracy of DBH estimation for each algorithm is illustrated in Figure 6. The three selected algorithms achieved 0.25 cm to 3 cm accuracy regarding tree DBH estimation. With fewer outliers, higher $R^2$, and lower RSME, the STEP algorithm tended to produce better results than the CCF and SimpleTree algorithms for the Phalsbourg and Bas Saint-Laurent datasets.

Figure 6. Diameter at breast height (DBH) estimation error using the three selected algorithms for each site. The grey dotted line is the 1:1 line.

Stem diameter errors (averaged per tree and by height) between the reference and estimated values are shown for each study site in Figure 7 and Table 3. They show that the STEP method produces lower mean errors for the Phalsbourg and Bas Saint-Laurent sites than with the other two algorithms. With average respective errors per tree of 2.28 cm and 1.5 cm for the Phalsbourg and Bas Saint-Laurent sites, the STEP algorithm provides better results than the CCF algorithm and the SimpleTree algorithm. Yet, the SimpleTree and STEP algorithms achieved similar errors on the Newfoundland dataset (1.03 cm for SimpleTree; 1.11 cm for STEP), which were lower than what the CCF algorithm provided. On the Phalsbourg and Bas Saint-Laurent sites, the STEP algorithm also performed better than the CCF and SimpleTree algorithms in the lower portions of the trees. Results also show that the error recorded for the three algorithms tended to increase with measurement height when applied to real datasets.
Stem diameter errors (averaged per tree and by height) between the reference and estimated values are shown for each study site in Figure 7 and Table 3. They show that the STEP method produces lower mean errors for the Phalsbourg and Bas Saint-Laurent sites than with the other two algorithms. With average respective errors per tree of 2.28 cm and 1.5 cm for the Phalsbourg and Bas Saint-Laurent sites, the STEP algorithm provides better results than the CCF algorithm and the SimpleTree algorithm. Yet, the SimpleTree and STEP algorithms achieved similar errors on the Newfoundland dataset (1.03 cm for SimpleTree; 1.11 cm for STEP), which were lower than what the CCF algorithm provided. On the Phalsbourg and Bas Saint-Laurent sites, the STEP algorithm also performed better than the CCF and SimpleTree algorithms in the lower portions of the trees. Results also show that the error recorded for the three algorithms tended to increase with measurement height when applied to real datasets.

**Figure 7.** Stem profile estimation error for each site and each algorithm. The left figures (a, c, and e) show the mean profile error for each individual tree (labelled by tree ID) and each algorithm (red, green, and blue). The right figures (b, d, and f) show the mean profile error per 20 cm bin for each site and each algorithm.
Table 3. Results of the stem diameter estimation with the three selected algorithms.

| Diameter Error per Tree [cm] | Algorithm | Newfoundland Site (24 Selected Trees) | Phalsbourg Site (40 Selected Trees) | Bas Saint-Laurent Site (17 Selected Trees) |
|------------------------------|-----------|----------------------------------------|-------------------------------------|------------------------------------------|
|                              |           | Abs [cm] Rel [%] Abs [cm] Rel [%] Abs [cm] Rel [%] |
| Minimum                      | CCF       | 0.69 5.82 | 0.96 5.98 | 0.83 18.92 |
|                              | SimpleTree| 0.24 1.61 | 0.95 3.82 | 0.77 8.13 |
|                              | STEP      | 0.37 2.00 | 0.93 3.11 | 0.47 4.69 |
| Global average               | CCF       | 2.61 16.01 | 6.25 23.61 | 2.60 18.52 |
|                              | SimpleTree| 1.10 6.75 | 3.41 12.54 | 2.64 16.94 |
|                              | STEP      | 1.13 11.31 | 2.34 9.34 | 1.52 8.95 |
|                              | CCF       | 3.94 28.03 | 7.47 24.27 | 3.44 28.12 |
| Global Std deviation         | SimpleTree| 2.51 11.26 | 5.32 16.59 | 2.74 13.95 |
|                              | STEP      | 2.61 63.68 | 3.09 12.88 | 1.83 10.57 |
|                              | CCF       | 4.72 - | 9.74 - | 4.31 - |
| Global RMSE                  | SimpleTree| 2.74 - | 6.32 - | 3.80 - |
|                              | STEP      | 2.84 - | 3.87 - | 2.38 - |
|                              | CCF       | 2.62 15.78 | 6.1 24.71 | 2.64 18.92 |
| Average error at tree-level  | SimpleTree| 1.03 6.55 | 3.34 12.72 | 2.67 16.85 |
|                              | STEP      | 1.11 10.40 | 2.28 9.76 | 1.5 9.31 |
|                              | CCF       | 1.44 6.97 | 3.96 11.44 | 1.35 12.31 |
| Std deviation at tree-level  | SimpleTree| 0.85 4.11 | 2.88 7.10 | 1.72 5.01 |
|                              | STEP      | 1.01 19.18 | 1.25 4.11 | 0.87 4.82 |
|                              | CCF       | 4.38 - | 8.09 - | 3.85 - |
| Average RMSE at tree-level   | SimpleTree| 1.86 - | 4.73 - | 3.29 - |
|                              | STEP      | 1.79 - | 3.13 - | 2.03 - |
| Maximum                      | CCF       | 7.39 32.05 | 21.65 62.30 | 5.37 60.81 |
|                              | SimpleTree| 3.81 15.12 | 11.87 28.97 | 7.35 27.27 |
|                              | STEP      | 4.88 89.21 | 5.93 19.15 | 3.57 24.25 |

5. Discussion

This study aimed at expanding our current capabilities to estimate stem profile. We tested the STEP algorithm in natural forest environments and provided quantitative results on forest scenes instead of the visual assessments in [54]. Our results illustrated how the STEP algorithm is resilient to occlusion and noise in the point cloud. The RMSE values obtained for DBH estimation by the three algorithms (Figure 6) were improved when compared with previous studies. In addition, of the three algorithms, the STEP algorithm stands out with lower RMSE and higher $R^2$ than CCF and SimpleTree: RMSE on DBH estimates ranged from 0.21 to 0.56 cm for STEP, from 0.24 to 2.94 cm for CCF, and from 0.25 to 2.28 cm for SimpleTree. In comparison, several other studies propose a range of RMSE for DBH estimates: 0.7 to 7 cm [15], 2 to 4.2 cm [31], 0.53 to 0.73 cm [67], 2.39 cm [68], and 1.27 cm [69]. In addition to DBH estimation, algorithms were compared for their ability to estimate the tree rate detection [24,70], or above ground biomass [56,57,71,72]. For example, Ohtmani et al. [24] evaluated the CCF algorithm on stem detection rate and DBH, and Hackenberg et al. [40,58] evaluated SimpleTree on DBH and aboveground biomass estimation. Evaluating the algorithms for stem profiles is more challenging than estimating DBH or aboveground biomass, particularly for acquiring reliable reference datasets.

Our results concur with the few studies available on the estimation of the stem profile. STEP estimated stem profile with mean RMSE per tree ranging from 1.79 to 2.03 cm. These results are better than those from Maas et al. [73] with an RMSE of 4.7 cm obtained on a single tree. Henning et al. [27] obtained an average diameter error of 0.2 cm (with a standard deviation of 2.1 cm) for their estimation of stem profiles, but it was based on tenth-percentiles of all fitted circles within each vertical bins of 1 m. More recently, Liang et al. [46] obtained an RMSE on stem profile of 1.13 cm. This low value can be explained by two aspects related to their experiment: the plot scanned from 7 positions (hence diminishing occlusions) and the stem profiles were filtered (through a smoothing procedure). These studies and our work highlight the difficulty to estimate stem profiles within a compact crown where occlusion occurs and sampling density varies greatly [15,31]. Consequently,
stem profile estimation error increases with height in the crown (Figure 7). In order to overcome constraints due to signal occlusion, several studies tested their algorithms in relatively favorable conditions. They selected leafless or isolated trees, or either scanned each target tree from 3 to 4 scan positions [8,40,56,57,71] and up to 7 or 8 scan positions [46,59]. In contrast, our evaluation is based on 81 trees from point clouds collected using a practical protocol adapted for natural forest stand involving 4 to 5 scans per plot [23]. Such configuration generates point clouds with a higher signal occlusion and variable sampling density compared with experiments tailored for individual tree involving multiple scans per tree. Many methods try to overcome noise and occlusion by applying filters before the geometrical reconstruction of stems [59,67,71]. The main goal of such filters is to remove noise from the data. Some methods also filter the estimated stem profile with smoothing or using allometry to correct unrealistic results [46,58]. Similarly, our tests with the CCF algorithm and SimpleTree required manual processing: cylinders generated had to be manually processed to keep only those visually associated with the tree stem. The fully automated STEP algorithm instead used unfiltered input data and unaltered results. This configuration was adopted to test STEP ability to deal with signal occlusion and variable sampling. Overall, the results obtained from STEP are generally equivalent or better than those obtained from the CCF algorithm and SimpleTree (Figure 7 and Table 3). This is a strong argument to believe that the complexity of the STEP algorithm, in particular the adoption of the computationally intensive 4D Hough transform, is an effective solution for forest inventories.

We faced several limitations during this study. The foremost limitation is the availability of reference datasets with reliable in situ measurements of the diameter along the entire stem. Adopting a virtual scene has the advantage of testing methods against an absolute reference [40,56,74,75]. However, simulated point clouds do not reach the complexity of in situ scans of forest stands. Noise in the point cloud and complete architecture of natural stands are important factors affecting the accuracy of the estimates. Hence a comprehensive evaluation therefore requires non-simulated datasets. While DBH can be easily measured in situ, stem diameter with height is rarely measured manually. That is why most existing studies focused on DBH estimation instead of stem profile. We circumvented this limitation by using two references datasets using the TruShape scanner (Bas St-Laurent site) and in situ diameter measurement after felling the trees (Phalsbourg site). As a second limitation, there is a wide array of processing and parameterization options. For instance, manual cylinder adjustment was applied to the CCF algorithm and SimpleTree but not on the STEP algorithm. These different options make algorithms comparison difficult. Regardless, the estimated stem profile from the three methods were very close to what was measured in situ. Considering that stem profile is not easily measured in situ, the TLS-driven algorithms are an important step towards improving forest inventories. A third limitation was the ability of the algorithms to deal with signal occlusion, variable sampling and noise within the point cloud. This limitation has been raised as one of the major constraints for algorithm development [15,31]. Considering that STEP automatically processed unfiltered datasets, it stands out favorably in our analysis with lower RMSE, when compared with the CCF algorithm and SingleTree, for its ability to deal with this limitation.

From our tests and results, we suggest three ways to improve the current stem profile estimation methods. First, procedures can be found in the literature to ease point cloud processing such as point filtering [76], normal vector assessment [62,76,77], or wood-foliage separation to name a few [78,79]. They can reduce noise or the number of irrelevant objects (e.g., foliage) present in point clouds. They can also reduce point density to improve computing time. These procedures could be tested to identify those relevant and suggest a unified framework prior to applying profile estimation algorithms. Such framework would facilitate algorithms comparison on a common base and ease algorithm development. In addition, proposing sensitivity analyses can guide users on how to parameterize the algorithms, and guide the developers towards auto-parametrizing algorithms, which is a current limitation. For example, SimpleTree and Kunz et al. [71] integrated what they called, “brute-force auto-parameterization”, which is not the case for the CCF, STEP and most algorithms. A second potential improvement is to enhance the stem profile estimation in the upper part of the tree crown.
Table 2 identified how STEP can reconstruct stem profiles up to a height 0.5 m to 1.1 m, and 1.5 m lower than what was available from the CCF algorithm and SimpleTree respectively. This current limitation of the STEP algorithm is associated with its growth stopping criterion, which needs to be made adaptive according to position in the crown and point cloud conditions. A third potential improvement relates to the TLS acquisition procedures. Considering that occlusions and sampling density affect the algorithms, TLS acquisition protocols can be set up to reduce occlusions. This implies more scans at different positions and results in larger point clouds. Yet, managing huge point clouds is also a serious problem, therefore, a compromise needs to be found. Stem reconstruction from point clouds does not need to be restricted to TLS datasets. Mobile sensors are becoming available and affordable. Similarly, LiDARs mounted on Unmanned Airborne Vehicles (UAVs) acquire coarser point clouds than TLS but they provide an improved visibility of the upper part of the trees. Therefore, UAV LiDAR data may prove to be appropriate for upper stem diameter estimations. However, testing the available algorithms on such data remains to be explored.

6. Conclusions

We validated the STEP algorithm with a large set of trees that were extracted from TLS acquisitions in forest environments under various conditions. Overall, the results show that accuracy of the STEP method is comparable to that of manual measurements with conventional instruments, with mean errors ranging from 1 cm to 2 cm. We also compared the STEP algorithm to two other approaches that are dedicated to stem diameter estimation. The STEP algorithm was more effective when dealing with occluded and noisy point clouds than were the other two methods. We highlighted differences in the processing chains of each algorithm; we believe that adoption of common pre- and post-processing protocols could further improve the current results. The increasing robustness of automatic measurement algorithms pushes the limits of LiDAR-aided forest inventories. Yet, new instruments and technologies (e.g., drone LiDAR and drone photogrammetry) widen the possible application of our present solutions to other operational contexts.
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