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Based on the tensor network state representation, we develop a nonlinear dynamic theory coined as network contractor dynamics (NCD) to explore the thermodynamic properties of two-dimensional quantum lattice models. By invoking the rank-1 decomposition in the multi-linear algebra, the NCD scheme makes the contraction of the tensor network of the partition function be realized through a contraction of a local tensor cluster with vectors on its boundary. An imaginary-time-sweep algorithm for implementation of the NCD method is proposed for practical numerical simulations. We benchmark the NCD scheme on the square Ising model, which shows a great accuracy. Besides, the results on the spin-1/2 Heisenberg antiferromagnet on honeycomb lattice are disclosed in good agreement with the quantum Monte Carlo calculations. The quasi-entanglement entropy $S$, Lyapunov exponent $\lambda$ and loop character $\nu$ are introduced within the dynamic scheme, which are found to display the “nonlocality” near the critical point, and can be applied to determine the thermodynamic phase transitions of both classical and quantum systems.
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I. INTRODUCTION

Two-dimensional (2D) strongly correlated quantum models have triggered broad interest in last decades as they always exhibit intriguing and exotic properties (e.g. Refs. [1,2]). Accompanied with the boom of quantum information science, some theories were developed to enable us to describe the critical phenomena beyond the traditional paradigm of Landau-Ginzburg and renormalization group and to access the information of phase transitions without acquiring knowledge of order parameters or universality class. For example, the fidelity is shown to be able to determine the ground state phase diagram [3], and the scaling law of the entanglement entropy in 2D is utilized to identify the topological orders [4].

Another issue that is under hot discussion is about the efficient and controllable numerical algorithms for strongly-correlated systems. While reliable analytical methods for such systems are still sparse owing to the complexity of many-body systems, numerical means play essential roles. Among others, the quantum Monte Carlo (QMC), density matrix renormalization group (DMRG) as well as its variant tensor network state (TNS) based algorithms, and so on, have achieved great success [5-11]. However, QMC is not applicable to the frustrated spin systems and Hubbard model away from the half-filling because of the “negative sign” problem, and DMRG is remarkably accurate and efficient in one dimension but has great costs for 2D systems of large size. Therefore, to develop new theories and efficient algorithms for correlated quantum lattice systems is highly encouraged.

In this paper, we develop a theory of the network contractor dynamics (NCD) that comprises two aspects: three suggested generic in the NCD theory are introduced and shown to be capable of detecting phase transitions, and an efficient and well-controlled algorithm based on the NCD theory for investigating the thermodynamic properties of 2D quantum lattice models is proposed. It is demonstrated that the NCD theory is flexible and applicable to the models which can be represented in the form of a tensor network, e.g. the 2D Heisenberg and Ising models.

The primary strategy is as follows. First, we represent the density operator at an infinitesimal inverse temperature in the form of tensor product density operator (TPDO), with which the density operator at finite temperatures can be simulated by imaginary time evolution [12]. Then the partition function $Z$ as well as the thermal averages of observable operators $\langle \hat{O} \rangle$ can be calculated by contracting all shared bonds in the 2D TPDO. In this course, there are two unavoidable difficulties that both involve in an infinite contraction of the TN which cannot be exactly achieved: (a) the evolution procedure will increase exponentially the bond space of the TPDO; (b) The calculations of $Z$ and $\langle \hat{O} \rangle$ at the targeted temperature include infinite contractions of the TN. Our general strategy to deal with these difficulties is to make the infinite contraction by that of a local cluster with proper vectors on its boundary. To be specific, we first obtain the TN of the partition function from the TPDO, and then consider a properly selected cluster of tensors in this TN as one tensor such that it is the only inequivalent tensor in the TN. Such a tensor (denoted by $T^{cell}$) can be regarded as a nonlinear mapping over the spaces of different bonds. By using the fixed point of such a mapping that is referred to as the contractor and denoted as $[\tilde{x}]$, we manage to simplify the calculations of $Z$ and $\langle \hat{O} \rangle$ as local contractions of $T^{cell}$'s and $[\tilde{x}]$. The simplification of calculating truncations is similar. An imaginary-time-sweep algorithm for implementation of the NCD theory is proposed, which is free from the negative sign problem and whose errors can be well controlled. The results calculated by the NCD scheme for the Ising model on square lattice spin-1/2 Heisenberg antiferromagnet (HAF) on honeycomb lattice are nicely compared with the exact results and other methods as well as the QMC simulations, showing the efficiency and accuracy of this method.

An imaginary-time sweep algorithm is proposed for the implementation of the NCD theory. We show that the three parts of the error are well-controlled. Like other algorithms (e.g. Refs. [10,15,16]), the error brought by the Trotter-Suzuki
decomposition is controlled by the imaginary time slice and the truncation error controlled by the discarding weight, but there is no quantity to show how far the truncation is from the global optimal one, i.e., to control the error of the truncation (comparing with the global optimal truncation). In the NCD scheme, all three parts are well-controlled, while the last one is controlled by the loop character. We argue that when the loop character decays to zero, the effect of larger loops (which are destroyed) is negligible and the truncation can be considered as globally optimal.

Within the framework of the NCD, the quasi-entanglement entropy $S$ defined by the transfer matrix of the partition function, Lyapunov exponent $I^{\text{loop}}$ that quantifies the convergent properties of the introduced non-linear mapping, and the loop character $I^{\text{old}}$ describing the loop-dependence of the tensor networks are introduced to characterize the properties of the TNS. It is found that these three quantities describe the non-locality of the quantum states, and are able to detect possible thermodynamic phase transitions of both the classical and quantum systems, as manifested by the square Ising model and the spin-$1/2$ anisotropic honeycomb HAF model.

The paper is organized as follows. In Sec. II, we briefly present the equivalence between the finite temperature density operator and a TN. In Sec. III, the theory of NCD is introduced based on the TN representation. In Sec. IV, a way to increase the cell tensor size in the NCD, the quasi-entanglement entropy and the loop character are proposed. In Sec. V, we suggest the imaginary-time-sweep algorithm for the implementation of the NCD theory. In Sec. VI, we test the accuracy of the NCD scheme on the square Ising model and the spin $1/2$ HAF on honeycomb lattice and show that the three quantities, $S$, $I^{\text{loop}}$ and $I^{\text{old}}$ are able to detect possible thermodynamic phase transitions. Finally, a summary is given.

II. EQUIVALENCE BETWEEN THE FINITE TEMPERATURE DENSITY OPERATOR AND A TENSOR NETWORK

In this section, we show the equivalence between the finite temperature density operator and a tensor network. Henceforth, we take the HAF on honeycomb lattice as an example, and the following discussions below can be readily extended to other 2D lattices.

Suppose that the Hamiltonian of a quantum lattice model with nearest neighbor couplings can be written as $\hat{H} = \sum_{(ij)} \hat{H}_{ij}$, where $\hat{H}_{ij}$ is the local Hamiltonian of two connected spins at $i$th and $j$th lattice sites. The calculation of the finite temperature density operator $\hat{\rho}$ can be transformed into the contraction of a three-dimensional TN as follows. Let us begin with introducing the local evolution operator $\hat{U}^{ij} = e^{-\tau \hat{H}_{ij}} = \sum_{p,p'} U_{p,p';p,p'} |p_p\rangle \langle p'_p|$, where $\tau$ is the infinitesimal imaginary time slice, $|p_p\rangle$ is the local basis of the $i$th spin and $p_p$ denotes the physical bond. By using the Trotter-Suzuki decomposition, we can write the density operator at inverse temperature $\beta$ as $\hat{\rho}(\beta) = (\prod_{(ij)} \hat{U}^{ij})^K$ with $\beta = K\tau$. Making use of the singular value decomposition (SVD), the matrix $U_{p,p';p,p'}$ can be decomposed into $U_{p,p';p,p'} = \sum_{g} U^{L}_{p,p';g} \lambda^{L}_{p,p';g} U^{R}_{p,p';g}$, where $g$ denotes the geometrical bond that is generated by the SVD, and $\lambda$ is the singular value spectrum. As a result, the density operator can be transformed into a three-dimensional brick-wall tensor network (TN) $\hat{\rho}(\beta) = \prod_{p,p'} \{T_{p,p'} \{ \tilde{G}_{p,p',p}^L (g) \} \{ \tilde{G}_{p,p',p}^R (g) \} \}$, where $G^{L,R}_{p,p',p} = \sum_{g} U^{L,R}_{p,p';g} \lambda_{p,p';g}^{L,R} \sum_{g} U^{R,L}_{p,p';g}$ with $\lambda_{p,p';g}$ and $\Lambda$ stand for the two sublattices of the honeycomb lattice, and $\{T_{p,p'} \}$ means the trace over all shared physical (geometrical) bonds. Translational invariance is applied.

To make the contractions, we represent the density operator at infinitesimal inverse temperature $\tau$ in the form of TPDO as $\rho(\tau) = \prod_{p,p'} \{ A^L_{p,p'}, B^R_{p,p'} \}$ with

$$A^L_{p,p',p} = \sum_{g} \lambda_{p,p';g}^{L} G_{p,p',p}^L \sum_{g} \lambda_{p,p';g}^{L} G_{p,p',p}^R = \sum_{g} \lambda_{p,p';g}^{L} G_{p,p',p}^L \sum_{g} \lambda_{p,p';g}^{L} G_{p,p',p}^R$$

and $B^R_{p,p',p} = \sum_{g} \lambda_{p,p';g}^{R} G_{p,p',p}^R \sum_{g} \lambda_{p,p';g}^{R} G_{p,p',p}^L$ [Figs. (a) and (b)]. Hereafter, we use a capital letter in bold (with or without a superscript that is just a symbol to distinguish different tensors, e.g. $A^L$) to denote a tensor and use the same capital letter with subscripts (which represent the tensor’s bonds, e.g. $A^L_{p,p',p}$) to denote the tensor element-wise.

To obtain $\rho(\beta)$ from $\rho(\tau)$, three pairs of $G^L$ and $G^R$ should be contracted repeatedly with the tensors $A$ and $B$ for the imaginary time evolution. We take the contraction of the pair in the $g_1$ direction as an example [Fig. (c)], which gives

$$A^L_{p,p',p} = \sum_{p''} A_{pp'',p,p''} G^L_{p'',p',p'}, \quad B^R_{p,p',p} = \sum_{p''} B_{pp'',p,p''} G^R_{p'',p',p'}$$

where $g_1 = (g_1, g'_1)$ is a composite bond. The contractions on other bonds of $A$ and those of $B$ are similar. During the contraction, the dimensions of geometrical bonds will be enlarged exponentially, and thus, proper truncations are needed to bound the dimensions. With obtaining $\hat{\rho}(\beta)$, the partition function $Z(\beta) = Tr(\hat{\rho}(\beta))$ becomes the contraction of the infinite 2D TN formed by $A_{g_1,\theta_1} = \sum_{p} A_{pp,p,p} G_{pp,p,p}$ and $B_{g_2,\theta_2} = \sum_{p} B_{pp,p,p} G_{pp,p,p}$, namely

$$Z = Tr(\prod_{p \in \Lambda} A^L \prod_{p \in B} B^R).$$

Similarly, the thermal average $(\langle \hat{O}(\beta) \rangle = Tr(\hat{\rho}(\beta) \hat{O})/Z(\beta)$ can also be calculated in the same way.

III. NETWORK CONTRACTOR DYNAMICS

We now present the theory of NCD that simplifies the infinite contraction of the TN [Eq. (2)] by a local contraction with a tensor cluster and a set of contractors. To proceed, we can transform the 2D TN so that it consists of only one inequivalent tensor $T_{\text{cell}}$, and then introduce a set of unit-norm vectors which satisfy the fixed point equations of the mapping defined by $T_{\text{cell}}$. The vectors at the fixed point are dubbed as contractors. By substituting the TN with a tree-like defective
such that of the TPDO as shown in (b). (c) The TPDO is evolved by contracting a pair of $G^i$ and $G^j$ to the tensors $A$ and $B$. (d) After tracing over the physical bonds, we obtain the cell tensor $T^{\text{cell}}$ by contracting a shared bond of $A$ and $B$. (e) The bond $g_3$ of the left $T^{\text{cell}}$ connects the bond $g_1$ of the right $T^{\text{cell}}$, thus $g_1$ and $g_3$ form an index pair.

TN, we obtain $Z(\beta)$ in terms of a simple local contraction of $T^{\text{cell}}$ and the contractors.

By contracting the two inequivalent tensors into one tensor $T^{\text{cell}}$ in the TN [Fig. 1(d)], one can get

$$ T^{\text{cell}}_{g_1 g_2 g_3 g_4} = \sum_{g_5} A_{g_1 g_2 g_5} B_{g_3 g_4 g_5}, \quad (3) $$

In this case, there only exists one inequivalent tensor in $Z = Tr_G(\cdots T^{\text{cell}}_{g_1 g_2 g_3 g_4} T^{\text{cell}}_{g_2 g_3 g_4 g_5} \cdots)$, which is a square TN. The $T^{\text{cell}}$ has an important property that is indispensable to the simplifications of the TN contraction in the NCD. When the $i$th bond of $T^{\text{cell}}$ is shared with the $j$th bond of its adjacent $T^{\text{cell}}$, $T^{\text{cell}}$ is invariant under the permutation of $i$th and $j$th two bonds. To take the above $T^{\text{cell}}$ as an example, we have $T^{\text{cell}}_{g_1 g_2 g_3 g_4} = T^{\text{cell}}_{g_3 g_4 g_1 g_2}$, where $g_1$ and $g_3 (g_2$ and $g_4)$ form a pair [Fig. 1(e)]. We call such bonds $g_i$ and $g_j$ an index pair. Now we introduce a vector set $\{x^a\}$ containing $D$ unit-norm vectors defined in the geometrical bond space of $T^{\text{cell}}$ with $D$ the order of $T^{\text{cell}}$. Each $x^a$ has the same dimension with the $i$th bond of $T^{\text{cell}}$. A set of mappings $T_i (i = 1, \ldots, D)$: $\prod_{\alpha = 1}^N \forall^a \rightarrow \forall^j$ is denoted as $T_i(\{x^a\}) = \Gamma x^{a_j}$ and defined by $T^{\text{cell}}$ as

$$ T^{\text{cell}}_{g_1 g_2 g_3 g_4} = \sum_{\alpha = 1}^N \sum_{\beta = 1}^N \Gamma_{\alpha \beta} x_{g_4}^{\alpha_j} = \Gamma x_{g_4}^{\alpha_j}, \quad (4) $$

where $\forall^a$ denotes the space of $x^a$. $\Gamma$ is a positive real number to ensure that $x^a\Gamma$ is a unit-norm vector and the bonds $i$ and $j$ form an index pair. In the above definition, $(D-1)$ vectors are contracted with $T^{\text{cell}}$ except for $x^a$ and this contraction results in $x^a\Gamma$. $x^{a_j}$, a vector on bond $j$, while the bond $j$ forms a pair with bond $i$ [Fig. 1(a)]. For example, the mapping $T_i(\{x^a\}) = \Gamma x^{a_j}$ can be written as $\sum_{\alpha = 1}^N \sum_{\beta = 1}^N \Gamma_{\alpha \beta} x_{g_4}^{\alpha_j} = \Gamma x_{g_4}^{\alpha_j}$, element-wise. We can write these $D$ mappings in a more compact form as $\{x^\ast\} = T(\{x\})$, which means acting each $T^\ast$ once on the $\{x\}$ to renew the $D$ vectors.

If $T$ maps a set of vectors $\{\tilde{x}\}$ into themselves [Fig. 1(e)] such that

$$ T(\{\tilde{x}\}) = \tilde{T}(\{x\}), \quad (5) $$

then $\{\tilde{x}\}$ is the fixed point of $T$, where $\tilde{T} = Tr_G(\prod_{\alpha = 1}^N \tilde{x}^{a_j} T^{\text{cell}})$ is a positive real number to keep the vectors in $\{\tilde{x}\}$ with unit norm. We dub so-defined $\{\tilde{x}\}$ as the contractors of the TN. Importantly, $\tilde{x}^{a_j} = x^{a_j}$ when bonds $i$ and $j$ form a pair due to the symmetry of the tensor. Consequently, we have the fixed point conditions in another form as $T_i(\{x^a\}) = T x^{a_j}$ for $i = 1, \ldots, D$, which are just the conditions for the rank-1 decomposition of $T^{\text{cell}}$, i.e. the rank-1 tensor

$$ \tilde{T} = \prod_{\alpha = 1}^N \tilde{x}^{a_j}, \quad (6) $$

is the solution of $\min_{\tilde{T}} |T(\{x^a\}) - \tilde{T}|$ where $\{\tilde{x}\}$ stands for the norm of a tensor. With the help of $\tilde{T}$, we can approximate $Z$ by replacing the minimal number of $T^{\text{cell}}$ with $\tilde{T}$’s (called defects) so that there are no loops formed only by $T^{\text{cell}}$. One can see in Fig. 2(a) that, the area marked by the grey shadow has no loop, so the contraction of this “defective” TN can be done as easily as that of a tree TN.

What’s more, instead of actually carrying out the infinite contraction of the defective TN for calculating $Z$, one only needs to do a local contraction of $T^{\text{cell}}$ and $\tilde{x}$ thanks to the fixed point condition [Eq. (5)] as

$$ Z \simeq \tilde{T}^{N-1} Tr_G(\tilde{T}^{\text{cell}} T) = \tilde{T}^{N-1} Tr_G(\prod_{\alpha = 1}^N \tilde{x}^{a_j}) = \tilde{T}^N, \quad (7) $$

with $N$ the number of $T^{\text{cell}}$’s [Fig. 2(a)]. This simplification can also be seen more clearly by reversing the contraction to a growing procedure that reconstructs the infinite defective TN in the following way: starting from Eq. (7), Eq. (5) is employed to replace one contractor with a $T^{\text{cell}}$ and three contractors repeatedly (dash circles in Fig. 2). During the growing procedure, some contractors are involved to construct the rank-1 tensor $\tilde{T}$ [Eq. (6)], and by doing so, the defective TN is finally reconstructed with minimal numbers of defects. This growing picture also indicates that the choice of the replacement (approximating $T^{\text{cell}}$’s by $\tilde{T}$’s) is not unique, and as long as all loops of $T^{\text{cell}}$’s are destroyed, Eq. (7) holds. It should be remarked that the rank-1 tensor that appears in the defective TN is $T^{i_1 i_2 \cdots i_N} = x^{a_1} x^{a_2} x^{a_3} x^{a_4}$, which equals to $\tilde{T}_{i_1 i_2 \cdots i_N}$ with permutation invariance in each index pair.

The thermal average of an operator $\hat{\mathcal{O}}$ can be similarly calculated within the NCD scheme. It is noticed that, except for $T^{\text{cell}}$’s that share the physical space with $\tilde{O}$, the rest of the TN are exactly the same as those of the partition function $Z$. Consequently, $Tr(\hat{\mathcal{O}})$ is the contraction of a tensor cluster formed by $\tilde{O}$, related tensors and the contractors on the boundary. For instance, $\langle \hat{\mathcal{O}} \rangle$ can be obtained [Fig. 3(b)] by

$$ \langle \hat{\mathcal{O}} \rangle = \sum_{p, p', \tilde{p}} A_{p, p', \tilde{p}} B_{p, p', \tilde{p}} O_{p, p', \tilde{p}} x^{a_1} x^{a_2} x^{a_3} x^{a_4} / Z, \quad (8) $$

where $O_{p, p'} = \langle p | \hat{\mathcal{O}} | p' \rangle$.

To describe the convergence of the nonlinear mapping and the stability of the fixed point, the Lyapunov exponent $\ell^{\text{lyap}}$ can be introduced by

$$ \ell^{\text{lyap}} = \lim_{\theta \rightarrow -\infty} \sum_{\theta = 1}^N \frac{1}{\theta} \sum_{a = 1} \frac{|T^{a_j}(\{x_0\}) - T^{a_j}[T^{a_j-1}(\{x_0\}) + e^a]| / D |e^a|}{\theta} \Theta, \quad (9) $$
should be modified correspondingly.

Up to now we have established the NCD scheme upon the only requirement that the TN is represented in the form that consists of one inequivalent tensor which obeys permutation invariance in each index pair. For other choices of the inequivalent tensor of the prototype TN or for other TN’s with representations that satisfy such requirement, the present NCD theory can apply straightforwardly.

IV. CELL TENSOR SIZE, QUASI-ENTANGLEMENT ENTROPY AND LOOP CHARACTER

In the preceding section, we introduced the NCD theory using a cell tensor constructed as Eq. 3, which contains the minimal number of original tensors in the TN. In this section, considering that the TN is only required in the form that consists of one inequivalent tensor, and recovering loops can improve accuracy, we may make different choices for constructing larger cell tensors in the NCD. We use $T^{cell(y)}$ to denote the cell tensor containing $y$ cell tensors of the smallest size (denoted by $T^{cell(1)}$), where $y$ is called the cell tensor size. The NCD scheme can be directly used with $T^{cell(y)}$ as it gives no restriction for the choice of the cell tensor. Meanwhile, the defective TN obtained with $T^{cell(y)}$ but it indeed contains loops of $T^{cell(y)}$ $\gamma$. This suggests that the approximation becomes more accurate by choosing a cell tensor with larger size. To increase $\gamma$, we may construct $T^{cell}$ through $T^{1}$ and $T^{1}$ as

\[
T^{cell(y)}_{(a_{l}a_{l}b_{l}b_{l}c_{l}d_{l})} = \sum_{a_{l}b_{l}c_{l}d_{l}} T^{1}_{a_{l}b_{l}c_{l}d_{l}} T^{1}_{a_{l}b_{l}c_{l}d_{l}} T^{1}_{a_{l}b_{l}c_{l}d_{l}}
\]

with $\gamma = 2(\gamma_{1} + \gamma_{2})$. $T^{1}$ and $T^{1}$ are initiated as $T^{cell(1)}$ and increased as $T^{1}(\gamma_{1} + \gamma_{2}) = \sum_{a_{l}b_{l}c_{l}d_{l}} T^{1}_{a_{l}b_{l}c_{l}d_{l}} \delta_{a_{l}c_{l}} \delta_{b_{l}d_{l}}$ and $T^{1}(\gamma_{1} + \gamma_{2}) = \sum_{b_{l}c_{l}d_{l}} T^{1}_{b_{l}c_{l}d_{l}} \delta_{b_{l}d_{l}}$, respectively, as shown in Fig. 2 (a). As is seen, the dimension of $T^{cell(y)}$ increases exponentially with $\gamma$. Thus, truncations are needed in practical calculations, which are with the same principle for the truncations bounding the dimension during the contraction along the imaginary time [Eq. 11]. The truncation principle is introduced in the following section.

Furthermore, by using Eq. 10, we introduce the “transfer matrix” of the partition function, $M_{\gamma}(a_{l}a_{l}c_{l}d_{l}) = \sum_{a_{l}b_{l}c_{l}d_{l}} T^{cell(y)}_{a_{l}a_{l}b_{l}b_{l}c_{l}d_{l}} x^{b_{l}c_{l}d_{l}} x^{a_{l}c_{l}d_{l}}$, where two contracts $x^{a_{l}c_{l}d_{l}}$ and $x^{a_{l}c_{l}d_{l}}$ are contracted with $T^{cell(y)}$. When $\gamma$ is sufficiently large, we can get $Z \approx \lim_{\gamma \to \infty} \tilde{\Gamma}(\gamma) Tr[M(\gamma)]$ with $\tilde{\Gamma}(\gamma)$ a positive real number. Meanwhile, by Eq. 5, we obtain $\Gamma(\gamma) x^{a_{l}a_{l}c_{l}d_{l}} = \sum_{a_{l}b_{l}c_{l}d_{l}} M_{\gamma}(a_{l}a_{l}b_{l}b_{l}c_{l}d_{l}) x^{b_{l}c_{l}d_{l}} x^{a_{l}c_{l}d_{l}}$ and $\Gamma(\gamma) x^{a_{l}a_{l}c_{l}d_{l}} = \sum_{a_{l}b_{l}c_{l}d_{l}} M_{\gamma}(a_{l}a_{l}b_{l}b_{l}c_{l}d_{l}) x^{b_{l}c_{l}d_{l}} x^{a_{l}c_{l}d_{l}}$. This indicates that $x^{a_{l}a_{l}c_{l}d_{l}}$ is the dominant eigenstate of $M(\gamma)$ (remember $a_{l} = a_{l}$ due to the index pair rule). On the other hand, $x^{a_{l}a_{l}c_{l}d_{l}}$ can be written in the form of a matrix product state (MPS) $\tilde{\xi}$ with $(\gamma_{1} + \gamma_{2})$ “physical” bonds, and we may introduce the entanglement entropy of $x^{a_{l}a_{l}c_{l}d_{l}}$ that is closely related to the “separability” of states.

"FIG. 2: (Color online) (a) The infinite defective TN of the partition function $Z$ can be contracted as a tree TN, because the $T$‘s (the rank-1 approximation of $T^{cell}$ formed by the direct product of contractors) break the loops of the original TN, as shown by the shaded area. By repeatedly using the fixed point conditions [Eq. 5], this contraction leads to Eq. 7, giving a local contraction of $T^{cell}$ and contractors. (b) Another possible construction of the defective TN with a tensor cluster that contains loops (yellow areas) of $T^{cell(1)}$'s.

"FIG. 3: (Color online) (a) The contractors satisfy the fixed point condition [Eq. 5]. Due to the permutation invariance, when $i$ and $j$ belong to an index pair, the contractors satisfy $\Gamma^{i} = \Gamma^{j}$. (b) The thermal average of an operator $\delta_{\alpha}$ [Eq. 3]. (c) The environment matrix of the enlarged bond $g$ [Eq. 5].\n
where $\epsilon^{i}$ is the infinitesimal random vector to exert a perturbation on $x^{a_{l}}$ and $T^{\theta} = T^{(T(\ldots))}$. The choice of $x^{a_{l}}$ can be arbitrary when the total mapping time $\Theta$ is sufficiently large. The smaller $I^{\alpha}$, the faster $\{x\}$ can through the mappings approach the fixed point against the perturbations.

As the defective TN in the above scheme is grown from a single $T^{cell}$ and the contractors [Fig. 2(a)], another route for the construction of the defective TN is possible. Specifically speaking, one may begin with a cluster of $T^{cell}$’s and contractors on its boundary. This cluster is allowed to contain loops of $T^{cell}$, e.g. the cluster shown in Fig. 2(b). Notice that except the starting cluster, the rest of the TN will not contain any loops of $T^{cell}$’s. This is relatively more accurate than the standard defective TN approximation, since one needs to replace certain $T$’s in the standard defective TN back with $T^{cell}$’s to recover corresponding loops. Thus, more loops recovered, more missing terms retrieved, and consequently, a higher accuracy can be achieved. However, the computational cost to contract such a cluster increases exponentially with the number of the loops inside, so in the following we shall propose an available scheme to recover the infinite loops. By doing so, Eq. 5 should be modified correspondingly.
by

\[ S(\gamma) = -\sum_i \left( \mu_i^{a(\gamma)^2} \ln[\mu_i^{a(\gamma)^2}] \right), \]

(11)

where \( \mu_i^{a(\gamma)^2} \) is the normalized singular spectrum value of matrix \( x_{A'\gamma}(X_{C\gamma}) \) [Fig. 4(b)]. We regard \( S(\gamma) \), which is the entanglement entropy of the MPS representing the dominant eigenstate of the transfer matrix of \( Z \), as the quasi-entanglement entropy (QEE) of the density operator.

To monitor the effects of loops of the \( T^{cell(y)} \)'s, we may introduce the loop character \( I_{loop}(\gamma) \) defined as

\[ I_{loop}(\gamma) = 1 - \sum_{bb'} x_{bb'}^{a(\gamma)^2} x_{bbb'}^{a(\gamma)}, \]

(12)

where \( x_{bb'}^{a(\gamma)^2} \) are the contractors of \( T^{cell(y)} \). This quantity describes the difference between the contractors of the cell tensors of different sizes, that are \( (\gamma + 2) \) and \( \gamma \). It is worth mentioning that while \( I_{loop}(\gamma) \) converges to zero as \( \gamma \) increases, it means the cell tensor converges (i.e. \( T^{cell(y)} = T^{cell(y+2)} \)), and thus a further increase of \( \gamma \) will not change the results, which are obtained by the contraction of the cell tensor and the contractions [Eqs. 7(1) and 8(1)]. Remember that the defective TN of \( T^{cell(y+2)} \) contains loops of \( T^{cell(y)} \), while the defective TN of \( T^{cell(y)} \) does not, thus the effects from loops larger than \( \gamma \) are negligible and the present defective TN is a good approximation of the original one. Therefore, \( I_{loop}(\gamma) \) can be used to monitor the error brought by the defective TN approximation, or in other words, the error brought by replacing \( T^{cell(y)} \)’s with the rank-1 approximations.

V. IMPLEMENTATION OF NCD SCHEME

For the implementation of the NCD, we propose the imaginary-time-sweep algorithm (ITSA) where the sweep procedure along the imaginary time ensures that the truncations are optimal, i.e. they are obtained in consideration of the whole TN of \( \tilde{\rho}(\beta) \) at the targeted temperature \( \tilde{\beta} \). To sweep, we construct a double layer TN for \( \{Z(\beta) = Tr[\tilde{\rho}(\beta)] = Tr[\tilde{\rho}(\beta) \rho(\beta)] \} \). The cell tensor is obtained as

\[ T^{cell}_{\cell(\beta)} = \sum_{\beta_1} A_{\beta_1,\beta_2} B_{\beta_2,\beta_5}, \]

where \( A_{\beta_1,\beta_2} = \sum_{pp'} A_{pp',\beta_1,\beta_2,\beta_3} \rho_{p,p',\beta_2,\beta_3} \) and \( B_{\beta_2,\beta_3} = \sum_{pp'} B_{pp',\beta_2,\beta_3,\beta_4} \rho_{p,p',\beta_3,\beta_4} \) are the two inequivalent tensors of \( \tilde{\rho}(\beta) \) [\( \tilde{\rho}(\beta - \beta) \)] and \( \tilde{\rho}_a = \{\tilde{\rho}_a, \tilde{\rho}_a\} \) is a composite bond. The double layer TPDO has the same form as that of the single layer, thus the NCD scheme is directly applicable.

Before we present the ITSA, we explain the truncation principle to limit the computational costs for practical calculations, and show how to make the optimal truncations with NCD. To obtain the optimal truncation of an enlarged bond \( \hat{g} \) with its dimension \( \hat{\gamma} \) on the TPDO of \( \tilde{\rho}(\beta) \), we consider the matrix \( M^0 \) such that \( Z = \sum_{\hat{g}b} \delta_{\hat{g}b} M^0_{\hat{g}b} = Tr(M^0) \), which is obtained by simply contracting all shared bonds in the TN of \( Z \) except \( \hat{g} \). We dub \( M^0 \) as the environment matrix of the enlarged bond \( \hat{g} \). Note that the idea of using the environment of a tensor or a tensor cluster to get a non-local optimal truncation is already well-known (e.g. Refs. 9 and 12). According to the linear algebra, the best truncation of a matrix can be reached using the SVD, say \( M^0 \approx PAQ \), where only \( \chi \) largest singular values and the corresponding left and right singular vectors are kept. Here \( \chi \) is the preset dimension cut-off. This truncation globally minimizes \( ||Z - Tr(PAQ^T)|| \). The truncation error can be controlled by

\[ \varepsilon = \frac{\tilde{g}}{\sum_{a=x+1}^{g} \Lambda_a}/(\sum_{a=1}^{g} \Lambda_a). \]

(13)

Redefining the matrix as \( \tilde{M} = \sqrt{PA} \sqrt{T} \sqrt{Q} \), we have \( Z \approx Tr(\tilde{M}) \), and then use the SVD again to decompose \( \tilde{M} \) as \( \tilde{M} = \tilde{P} \tilde{A} \tilde{Q} \). The optimal \( \chi \times \chi \) truncation matrices (which are in fact isometries) to project the dimensions of bonds \( \hat{g} \) and \( \hat{g}' \) from \( \tilde{X} \) to \( \chi \) are obtained by

\[ \tilde{P} = PA^{-1/2} \tilde{P} \sqrt{\tilde{X}}, \tilde{Q} = QA^{-1/2} \tilde{Q} \sqrt{\tilde{X}}. \]

(14)

\( \tilde{P} \) and \( \tilde{Q} \) form an identical transformation as \( \tilde{P} \tilde{Q} \tilde{P}^T \approx \delta \), where \( \delta \) is the identity matrix.

Thus, as long as \( M^0 \) is obtained, the truncation matrices can be reached. Obviously, the difficulty in obtaining \( M^0 \) is as big as calculating \( Z \) itself. However, in the NCD scheme with the help of Eq. 5, the calculation of \( M^0 \) can be remarkably simplified with the defective TN as

\[ M^0_{\gamma,\gamma'} = \frac{1}{\Gamma^N} \left[ \begin{array}{c} \sum_{\gamma''} \bar{X} \{ \bar{X} \} \gamma' \gamma'' \gamma'' \gamma \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma' \gamma'' \gamma'' \gamma'' \gamma'} \end{array} \right], \]

(15)

where we write selectively the composite index \( \xi \) into \( (g_a, g'_a) \) for clarity. The first line of the right-hand-side of Eq. 15 holds when the enlarged bond is one of \( T^{cell(1)} \) bonds, and the second line holds when the enlarged bond is contracted in the construction of \( T^{cell} \) [Fig. 4(c)]. The approximation of \( M^0 \) can also be improved similarly by using a cluster like Fig. 2 (b) or by increasing the cell tensor size.
FIG. 5: (Color online) The flowchart of the ITSA algorithm.

Now we propose the ITSA, which has three parts: initialization, sweep procedure (Fig. 5) and calculations of observables. In the initialization, we begin with the TPDO $\hat{\rho}(\tau)$ and evolve it until the targeted temperature $\tilde{\beta}$ is reached. During the evolution at $\beta$ ($\tau < \beta \leq \tilde{\beta}$), the contractors are obtained with the power algorithm of the rank-1 decomposition and the truncation matrices are calculated with the double layer TPDO $Tr[\hat{\rho}(\beta)^2]$ [Eq. (15)]. After each time of truncation, the TPDO is saved. In the sweep procedure, we start the evolution with $\hat{\rho}(\tau)$ again, and obtain $M^c$ for each truncation from the TN of $Z(\beta)$, i.e. we construct $Z(\tilde{\beta})$ using $\hat{\rho}(\beta)$ and $\hat{\rho}(\tilde{\beta} - \beta)$, where $\hat{\rho}(\beta)$ was obtained from the evolution while $\hat{\rho}(\tilde{\beta} - \beta)$ was obtained in the initialization or in the last sweep procedure. After the truncation, the TPDO of $\hat{\rho}(\beta)$ is renewed. With renewing the TPDO’s at all $\beta$, we start the sweep with $\hat{\rho}(\tau)$ again unless $\hat{\rho}(\tilde{\beta})$ converges. With obtaining of $\hat{\rho}(\beta)$, $Z(\beta)$ and $\langle \hat{O}(\tilde{\beta}) \rangle$ can be readily calculated with Eqs. (7) and (8).

The errors are from three parts that are well controlled by three factors separately in the ITSA: the error of Trotter-Suzuki decomposition controlled by $\tau$ (infinitesimal imaginary time slice, see Sec. II), the truncation error controlled by $\epsilon$ [Eq. (13)] and the effective TN approximation controlled by the loop character $I^{\text{loop}}$ (see the arguments in Sec. IV). Importantly, the above sweep procedure escapes from the error accumulation during the imaginary time evolution as the truncations are obtained by minimizing the error of partition function at the targeted temperature.

VI. APPLICATIONS OF THE NCD

We first benchmark the efficiency and accuracy of the NCD scheme by using the exact result of the Ising model on square lattice. Fig. 6 shows the relative error $\Delta f = (f_{\text{NCD}} - f_{\text{exact}})/f_{\text{exact}}$ of the free energy by the NCD scheme, tensor renormalization group (TRG), second renormalization group (SRG) and higher-order second renormalization group (HOSRG) algorithms against temperature for a comparison. One can see that the error of the NCD algorithm approaches rapidly the machine error (about $10^{-15}$) when temperature is away from the critical point, and reaches the maximum at the critical temperature, which is about $1.26 \times 10^{-3}$ for $\chi = 32$. The comparison shows that the accuracy of our NCD method is higher than that of the HOSRG away from the critical point, and in the vicinity of critical point the accuracies of NCD and HOSRG algorithms are comparable. As the accuracy of HOSRG is over the TRG, SRG and HOTRG methods, which has already been discussed in Ref. [17], the accuracy of our method is over those methods particularly away from the critical point, as also manifested in Fig. 6.

It is also shown in Fig. 7 that three quantities $S$, $I^{\text{loop}}$ and $I^{\text{loop}}$ proposed in the NCD scheme can be used to determine the critical temperature of the 2D Ising model by locating the maximum. The error of the critical temperature given by these three quantities is about $10^{-3}$, where the exact critical temperature $T_c = 2.0 / \ln(1 + \sqrt{2})$.

To show the efficiency and accuracy of the NCD approach for calculating the thermodynamics of 2D quantum systems, we take the spin-$1/2$ HAF on honeycomb lattice with nearest-neighbor interactions as an example, whose local Hamiltonian reads $\hat{H}^{(\gamma)} = \Delta [\langle \hat{S}^{(x)} \hat{S}^{(x)} \rangle + \langle \hat{S}^{(y)} \hat{S}^{(y)} \rangle] + \langle \hat{S}^{(x)} \hat{S}^{(x)} \rangle$, where $\Delta$ characterizes the anisotropy of exchange interactions. First, we calculated the energy per site $E = Tr(\hat{H}_1, \hat{\rho})$ at $\Delta = 0.5$ and 1 to testify the validity of NCD scheme. The results are well compared with QMC simulations, as shown in Fig. 8(a), in which different dimension cut-offs $\gamma$ are used in the NCD calculations. The inset shows that around the crossover point when there is no spin anisotropy ($\Delta = 1$) which is the most challenging parameter range, the energy difference $\Delta E$ between the results of the NCD and QMC is around $10^{-3}$ for the dimension cut-off $\gamma = 16$.

We used the tensor cluster in Fig. (b) to calculate the trun-
(a) Energy per site $E$ obtained by NCD and QMC of the spin-$1/2$ Heisenberg antiferromagnet on honeycomb lattice at $\Delta = 0.5$ and 1. Inset: the energy difference $\Delta E = |E_{\text{NCD}} - E_{\text{QMC}}|$ against temperature at $\chi = 12$ and $\chi = 16$. (b) The staggered magnetization per site $m_i$ and the specific heat $C$ as functions of temperature $T$ for $\Delta = 0.5$. The specific heat indicates a thermodynamic phase transition at $T^C = 0.345$.

It is known that in the present system a thermodynamic phase transition (TPT) may occur in the presence of anisotropy ($0 \leq \Delta < 1$), and the critical temperature can be determined by the divergent peak of specific heat $C = -\beta^2 dE/d\beta$. Our calculation of $C$ shows that the TPT occurs at $T^C = 0.345$ with $\Delta = 0.5$ [Fig. 8 (b)] for both NCD and QMC calculations. We also calculated the QEE, where the similar behavior near the critical point is observed [Fig. 9 (a)]. The sharp peak of $S$ appears at $T^S = 0.3610$, close to the value obtained from the specific heat. The QEE vanishes (about $10^{-3} \sim 10^{-4}$), indicating that the dominant eigenstate of $Z$ becomes more separable when the temperature is away from the critical vicinity.

We studied the $T$-dependence of the Lyapunov exponent $I_{\text{la}}$ and the loop character $I_{\text{loop}}$. The results [Fig. 9 (b)] show that the characters reach peaks at $T_{\text{la}} = 0.3636$ and $T_{\text{loop}} = 0.3597$, again close to the critical temperatures obtained from the specific heat and the QEE.

We would like to draw some discussions about the QEE, $I_{\text{la}}$ and $I_{\text{loop}}$, which all show peaks in the vicinity of the critical point for both classical and quantum systems. For the QEE, it is already known that the entanglement entropy of the MPS can detect phase transitions in one-dimensional quantum systems$^{21}$ and 2D classical systems$^{22}$. What we propose here is to detect phase transitions of 2D quantum systems using the similar idea. The difference is that the MPS is reached from the transfer matrix of $Z$ represented as a TN, which is obtained through the imaginary time evolution of the TPDO. The QEE describes the non-locality of the states, thus it is reasonable to find its maximum at the critical point.

The behaviors of $I_{\text{la}}$ and $I_{\text{loop}}$ near in the critical vicinity are also related to the non-locality of the states. The value of $I_{\text{loop}}$ indicates how important the effects of larger loops are, as is argued in Sec. IV. From the results, we can see that the TPDO bears high loop dependence, i.e. the effects from the loops of cell tensors can be ignored only when the size of cell tensor $\gamma$ is large enough in the critical vicinity, which is coincident with the non-locality. $I_{\text{la}}$ can be understood in the defective scheme. With a large $I_{\text{la}}$, one can map any vectors close to the fixed point (the contractors $|\tilde{\xi}\rangle$) by acting the mapping $T$ for great times [Eq. (5)]. One can see that one time of the mapping is equivalent to the contraction of one $T^{\text{cell}}$ and the vectors for generating a new vector in the defective TN. The larger the $I_{\text{la}}$ is, the more time of the mapping is needed to reach the fixed point, which corresponds to the contraction of a larger defective TN. So the $I_{\text{la}}$ is relatively large in the critical vicinity, which is also coincident with the non-locality of the state.
VII. SUMMARY

In summary, we developed the NCD theory for exploring the thermodynamic properties of 2D quantum lattice models, and proposed the ITSA that is free from the negative sign problem for the numerical realization of NCD scheme. We benchmark the accuracy of the NCD scheme on the square Ising model and then calculate the thermodynamics of the spin-1/2 HAF on honeycomb lattice as an example, which are found consistent well with the exact results and the QMC simulations, respectively. New characters such as the quasi-entanglement entropy, Lyapunov exponent and loop character are introduced to describe properties of the thermal states and can be utilized to detect possible thermodynamic phase transitions of both classical and quantum systems. The straightforward extension of the NCD method to other classical or quantum lattice systems is possible.
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