Perils of Embedding for Quantum Sampling
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Given quantum hardware that enables sampling from a family of natively implemented Hamiltonians, how can one use that hardware to sample from a Hamiltonian outside that family? A common approach is to minor embed the desired Hamiltonian in a native Hamiltonian. In Phys. Rev. Research 2, 023020 (2020) [1] it was shown that minor embedding can be detrimental for classical thermal sampling. Here, we generalize these results by considering quantum thermal sampling in the transverse-field Ising model, i.e. sampling a Hamiltonian with non-zero off diagonal terms. In the quantum case, loosely speaking, it is even harder to preserve the correct distribution properties, since the local transverse fields affect the physical qubits in the embedding in a manner that cannot be lifted by setting an appropriate energy scale, as in the classical case. To study these systems numerically we introduce a modification to standard cluster update quantum Monte-Carlo (QMC) techniques, which allows us to much more efficiently obtain thermal samples of an embedded Hamiltonian, enabling us to simulate systems of much larger sizes and larger transverse-field strengths than would otherwise be possible. Our numerics focus on models that can be implemented on current quantum devices using planar two-dimensional lattices, which exhibit a phase transition driven by the transverse field strength. Our results include: i) An estimate on the probability to sample the logical subspace directly as a function of transverse-field, temperature, and total system size, which agrees with QMC simulations. ii) We show that typically measured observables (diagonal energy and magnetization) are biased by the embedding process, in the regime of intermediate transverse-field strength, meaning that the extracted values are not the same as in the native model. iii) By considering individual embedding realizations akin to ‘realizations of disorder’, we provide numerical evidence suggesting that as the embedding size is increased, the critical point shifts to increasingly large values of the transverse-field.

I. INTRODUCTION

The last several years have seen the emergence of a variety of quantum processors. While the progress has been rapid, engineering constraints limit which Hamiltonians can be natively implemented on this hardware. One approach, the gate-model approach, is to break down the desired computation into gates with Hamiltonians acting on only a small number of qubits. Global approaches where Hamiltonians act on all qubits simultaneously, including analog systems such as quantum annealing [2, 3] and population transfer [4], and those more digitally oriented such as global pulsing [5] and specialized simulation [6, 7], enable quantum computations that cannot be effectively carried out on current devices in the gate-model. As such, these global paradigms will continue to complement what can be done in the gate-model for years to come.

In these global approaches however, restricted topologies and couplings available limit the set of natively implementable Hamiltonians. This leads to a general question: Given a device that can implement a set of Hamiltonians \( \mathcal{H} \), how well can it be used to study a Hamiltonian \( H \notin \mathcal{H} \)? This question applies to both time-dependent and time-independent Hamiltonians. Here, we concentrate on one possible technique, minor embedding [8], that is commonly used in quantum annealing and can be applied in other settings as well. Within this framework, we consider the general case of thermal sampling from embedded quantum Hamiltonians, extending [1] that considered classical Hamiltonians.

Thermal sampling of the Gibbs distribution induced by a Hamiltonian, \( H = H^i \), at temperature \( T = 1/\beta \), involves generating samples in some basis \( \{|z\rangle \} \) with probability

\[
P_z = \frac{1}{Z} \langle z | e^{-\beta H} | z \rangle,
\]

where \( Z = \text{Tr}[e^{-\beta H}] \) is the partition function. In practice this is done either experimentally or by numerical simulations, but in either case technical or computational considerations usually limit the choice of the basis \( \{|z\rangle \} \).

The case where \( \{|z\rangle \} \) is the eigenbasis of \( H \) is particularly simple since then \( P_z = \frac{1}{2} e^{-\beta E_z} \), where \( H|z\rangle = E_z|z\rangle \) (i.e. \( E_z \) is the energy of the eigenstate \( |z\rangle \)). In this case the relative sampling probability depends only on the difference in the energy levels,

\[
\frac{P_{z_1}}{P_{z_2}} = e^{-\beta (E_{z_1} - E_{z_2})}.
\]

This is most often the case for classical thermal systems, where many very successful thermal sampling algorithms have been developed over the years. Particularly significant among these are simulated annealing and parallel tempering (replica exchange Monte-Carlo), where transitions between states are governed by Eq. (2).

Conversely, it often happens that for quantum mechanical systems \( H \) is not diagonal in the physically implementable \( \{|z\rangle \} \) basis, and for this reason we will refer to
such a case as quantum thermal sampling. There are additional challenges in sampling from such a system using conventional computational methods. In fact, in cases which are not amenable to quantum Monte-Carlo (QMC) e.g. due to a sign problem (non-stoquastic), there are generally no known methods available to efficiently sample the Gibbs distribution.

Sampling from thermal distributions, whether classical or quantum, has many applications in science. Thermal quantities can be used to track fundamental changes in the symmetries of a system, i.e. as a phase transition occurs. Efficiently performing such a sampling allows one to therefore probe criticality, which has use in material science, and physics theory. Another relevant example is to solve optimization problems, which can be achieved by thermal sampling at low enough temperatures, where the problem is encoded in the spectrum of the Hamiltonian. In addition, classical and quantum thermal sampling has application in the field of machine learning [9, 10].

Emerging technology, such as quantum annealers, have been proposed, and used, to sample from such distributions, for both classical [11–17] and quantum [10, 18–23] thermal sampling tasks. This is a promising avenue of experimental exploration since classical numerical implementations can often struggle to sample with sufficient accuracy, in particular at low enough temperatures [24].

As mentioned previously, limitations in the topology restrict which Hamiltonians can be natively implemented. Minor embedding [8] is a technique frequently used in the quantum annealing community to effectively increase the connectivity, by introducing additional variables. Assuming the newly introduced parameters are chosen appropriately, one can guarantee the low lying energy spectrum of the embedded classical Hamiltonian matches the desired one. For optimization purposes, embedding can therefore be a powerful tool to circumvent restrictions imposed by a physical device.

In fact, since the entire spectrum of a native classical Hamiltonian is preserved by the embedding process (energy levels only have a constant shift), classical thermal sampling can, in principle, be performed on the embedded (classical) Hamiltonian. (Although in practice there are additional complications as discussed in Ref. [1].) The same is not true in the quantum case however. In particular, there are no guarantees, nor can one set parameters appropriately, such that the spectrum of the desired (native) quantum Hamiltonian is preserved by the embedding.

Since this type of quantum sampling is increasingly an area of focus (e.g. for use in physics simulations), it is important to have a better understanding of the implications of embedding in terms of how it affects sampling properties. Prior works (such as [17, 19, 25, 26]) have addressed possible issues due to embedding bias in various manners, from searching for more efficient (i.e. smaller) embeddings, performing post-processing of samples, and tuning parameters in such a way that the desired system is more faithfully reproduced. Moreover, in any analog device with limited connectivity, embedding issues can similarly arise. Possible examples include certain quantum chemistry simulations (such as real-time evolution of Fermi and Bose-Hubbard models [7, 27]), or population transfer techniques [4].

Here we study the effect of embedding on quantum thermal sampling of the TFIM, using a physically relevant two-dimensional system (with ordered couplings) which can be implemented easily on current and near-term hardware, both with and without embedding. This model therefore can serve as a test bed for studying our results experimentally. We take a broad view of the problem, and aim to shed light on the effect a fixed embedding has on a system by separating it from other possible sources of noise and distortion, i.e. we will not assume the ability to freely tune parameters or post-process samples.

We perform our analysis by introducing a modification of the standard quantum Monte-Carlo (QMC) algorithm applied to the TFIM, which otherwise (as we will discuss below), becomes extremely inefficient once embedding is introduced. We believe this will be very helpful in studying the effect of embedding in physically implementable models on current devices with many free parameters, and thus aid in the setting of such parameters. Though our scheme is static (sampling occurs at fixed parameter values), it is trivial to modify it to work in a dynamic setting, such as quantum annealing. In this work, to isolate the effects of the embedding, we focus on a rejection-based sampling scheme, where we reject any sample which is not in the logical subspace (the subspace of configurations which are well defined in the native model).

Our contributions include

- An estimation of the probability for sampling the logical subspace directly as a function of system size, embedding size, and transverse field (Sect. III A)

- An introduction of a QMC scheme which can more efficiently sample the logical subspace of an embedded Hamiltonian, as compared to the naive approach of performing QMC on the full embedded Hamiltonian which results in many wasted samples (those coming from outside the logical subspace) (Sect. II C, Appendix A)

- Observations of measured observables being distorted by embedding. By considering embedding realizations on a similar footing to disorder realizations in statistical physics, we show a linear (in the embedding size) shifting of the critical point to larger values of transverse-field (Sects. III B, III C).
II. METHODS

A. Problem Studied

We study as our ‘native’ problem an anti-ferromagnetic transverse-field Ising model (TFIM) on a square lattice with side-length $L$ (with $N = L^2$ qubits) defined by Hamiltonian

$$
H = \Gamma H_\Gamma + \Delta H_{\Delta}
:= -\Gamma \sum_{i=1}^{N} \sigma_i^z + \Delta \sum_{\langle i,j \rangle} \sigma_i^z \sigma_j^z,
$$

(3)

where the angle brackets indicate the sum is only over neighbours on the square lattice (with free boundary conditions). Here $\Gamma, \Delta \geq 0$.

This model exhibits a phase transition in the transverse-field at non-zero temperature, for which analytical and numerical results exists [28, 29]. The $T = 0$ quantum critical point is documented at $\Gamma/\Delta = 3.044$ [29].

B. Embedding Details

Here we describe how we embed a Hamiltonian of the form Eq. (3) (or in general any TFIM Hamiltonian) to a physical hardware graph (the hardware graph we ultimately use in simulations will effectively be a random one, which we will discuss below). A useful reference with more information about embedding in general is Ref. [8].

If a given hardware graph does not respect the topology of the desired Hamiltonian (in our case Eq. (3)), one must embed the ‘native’ graph to the hardware. To do this, each qubit in the native model is constructed from several physical qubits, coupled ferromagnetically as a linear chain in the $z$-direction, with equal strength $J_F < 0$. We call these ‘logical qubits’. In our simulations we fix $J_F = -2$ in units of $\Delta$ (which is often the largest value used in experiments [1]).

For logical qubit $l$ composed of $n_l$ physical qubits which can each be indexed as $l_i$, where $l = 1, \ldots, N$, and $i = 1, \ldots, n_l$, the Hamiltonian defining a logical qubit $l$ is

$$
\tilde{H}^{(l)} = J_F \sum_{i=1}^{n_l-1} \sigma_i^z \sigma_{i+1}^z.
$$

(4)

With this, the full embedded Hamiltonian, of $\tilde{N} = \sum_{l=1}^{N} n_l$ physical qubits, is

$$
\tilde{H} = \Gamma \tilde{H}_\Gamma + \Delta \sum_{l=1}^{N} \tilde{H}^{(l)} + \Delta \tilde{H}_{\Delta}
$$

(5)

where $\tilde{H}_{\Delta}$ couples the logical qubits through physical qubits connected in the hardware graph. In particular, if an embedding exists, it guarantees for any two logical qubits coupled in the native graph, there are physical qubits of each logical qubit that can be coupled in the hardware graph. Then we can write

$$
\tilde{H}_{\Delta} = \sum_{\langle l,k \rangle} \sigma_{c(l,k)}^z \sigma_{c(k,l)}^z,
$$

(6)

where we have introduced the function $c$, such that $c(l,k) \in 1, \ldots, n_l$ returns a qubit index for a qubit in the logical qubit $l$, which has a coupling to the physical qubit $c(k,l) \in 1, \ldots, n_k$, contained in logical qubit $k$ (which exists assuming the embedding exists). That is, $c$ provides the physical qubit mapping between two logical qubits. The angle brackets denote the indices only run over those defined in the problem (here a square lattice).

Note that the global transverse-field induces the Pauli $\sigma^x$ operator on each physical qubit individually; $\tilde{H}_\Gamma = -\sum_{i=1}^{\tilde{N}} \sigma_i^x$.

The result of the above, is that now the embedded Hamiltonian respects the topology of the device. Moreover, in the case $\Gamma = 0$, for large enough $|J_F|$ the ground subspace of $\tilde{H}$ is the same as the original Hamiltonian $H$ [1].

We use $K \geq 1$ to refer to the average embedding size, i.e. $K = \tilde{N}/N$. In our simulations, for a given logical problem of $N$ variables, and a specified embedding size $K \geq 1$ (which need not be integer), we find the closest integer $\tilde{N}$ such that $\frac{\tilde{N}}{N} \approx K$. The number of additional variables introduced is $D = \tilde{N} - N$, which are randomly distributed as chains over the $N$ logical variables. For example, if $D = 1$, there will be one non-trivial chain (logical qubit) of size 2, but if $D = 2$, this could be either two chains of size 2, or one of size 3. For integer $K$ we pick each chain to be of size $K$. For non-integer cases where $K < 3$, we consider a distribution of chain sizes from $\{1, 2, 3\}$.

1. Random Graph Embedding

Our main model of embedding is intended to represent a somewhat realistic model of embedding, whilst at the same time not being restricted to any particular topology. We do this by coupling logical spins by a single physical bond, randomly selected. In particular, once the distribution of the logical qubit sizes is fixed as above, if any two logical qubits need to be coupled (i.e. they coupled in the native graph), we pick a random pair of physical qubits between the logical qubits to couple. This is intended to model the commonly-encountered situation where one needs to connect two physical spins but does not have the freedom to arbitrarily choose the point of connection between their respective ferromagnetic chains, without explicitly introducing any specific assumptions on the hardware’s topology that forces this constraint.
C. Quantum Monte-Carlo

In order to estimate quantum thermal properties for problems of sizes which are beyond exact numerics we implement a QMC sampler with Wolff cluster updates in the imaginary time direction only. For a clear and concise description of QMC for the transverse-field Ising model, we point the reader to Appendix A in Ref. [30]. The clusters are built as in Ref. [29], although we do not extend them in the real direction (which becomes inefficient for certain problems). Instead, we flip each cluster according to the (spatial) Metropolis probability, as in Ref. [31].

In particular, at a high-level, the QMC cluster update procedure we use proceeds as follows:

1. Set-up: Pick the number of imaginary time steps (‘replicas’), \( \ell \), and a random initial configuration of the total \( N \times \ell \) spins (where \( N \) is the system size, repeated for each imaginary time).

2. For each imaginary world-line of \( \ell \) spins, we group it into clusters. A cluster is a set of neighbouring spins aligned identically, with each spin joined to the cluster with probability \( 1 - \exp(-2\beta_{eff} J^1) \) where \( \beta_{eff} = \beta / \ell \), \( J^1 = -\frac{1}{2\beta_{eff}} \log \tanh \beta_{eff} \Gamma \).

3. Flip all of the spins in a cluster with the standard Metropolis acceptance probability \( p = \min(1, e^{-\beta \Delta E}) \), where the energy change \( \Delta E \) is computed in the real (spatial) direction only.

Steps two and three are repeated as desired.

We always run \( 10^3 \) thermalization sweeps before taking statistics (lowering the temperature incrementally to the target). The choice of the number of time-slices and samples is discussed in Appendix B.

Our QMC code runs in two modes.

1. Rejection based QMC

In rejection mode, we implement the standard QMC algorithm outlined above, but we only takes statistics from a time-slice if it is a logical configuration. This mode is used in order to estimate the probability of obtaining a logical configuration, as would occur in a physical device, which can be very inefficient depending on the parameters used. We discuss this in more detail in Sect. III.A.

2. Logically-constrained QMC

We introduce a modification to the standard QMC outline above, for use when embedding, which allows us to sample much larger system sizes than the rejection based code above. We call this, logically-constrained QMC (LC-QMC). In this mode, we constrain the 0’th time-slice to always be a logical one, which means this slice can always be used for taking a measurement. To start, the initial state is random as in step 1 above, but the 0’th slice must be a logical configuration. Then, after building the clusters (as in step 2 above), we join all clusters through time-slice \( \tau = 0 \) corresponding to a logical qubit, as demonstrated in Fig. 1. A cluster is then flipped via the spatial Metropolis probability as in step 3 as usual. Due to how the clusters are constructed, the 0’th time-slice never leaves the logical subspace. In Appendix A we outline the calculation to show that the detailed balance condition holds for this update, and that therefore the statistics of this method are identical to that of the above. We also plot in Fig. 13 a comparison of the two methods for a small system, showing that they agree with an exact computation.

We lastly mention that this technique can be trivially implemented in the context of Simulated Quantum Annealing (SQA) [32, 33], and as such can more faithfully model the embedding effect during a quantum evolution.

III. RESULTS

We wish to understand to what extent samples taken in the \( z \) eigen-basis from the ideal distribution \( \exp(-\beta H) \) can be obtained by sampling instead from \( \hat{H} \), the embedded Hamiltonian: \( \exp(-\beta \hat{H}) \), when \( \Gamma > 0 \). We will focus on the task of direct sampling, where any sample not from the logical subspace is discarded.

In practice unembedding schemes can also be used, i.e. postprocessing the samples to project to the logical subspace. These techniques will generally alter the dis-
tribution of samples however, and can therefore obscure the physics due to the embedding itself. Our goal in this work is to isolate the effects of embedding, and therefore we consider only the rejection based sampling described above, and leave the analysis of unembedding as a future task.

A. The sampling problem I: direct sampling

In the scenario where we are interested in only measuring logical configurations (discarding any configuration with broken chains), one key quantity of interest is the probability to observe a sample from the logical subspace when making measurements in the computational basis, which we denote \( P_L \). This is relevant for experimental realizations of such thermal embedded sampling, and is computed via

\[
P_L = \frac{1}{Z} \sum_{z_L} \langle z_L | e^{-\beta \hat{H}} | z_L \rangle
\]

where the sum is over logical configurations \( z_L \), \( \hat{H} \) is the embedded Hamiltonian (as in Eq. (5)), and the partition function is \( Z = \text{Tr} e^{-\beta \hat{H}} \).

In the worst case, it is easy to see the probability to sample the logical subspace is exponentially small in the total system size. This can be seen by considering the regime where the transverse-field dominates, \( \Gamma \gg \Delta \), with the probability of observing a logical configuration is \( P_L \approx 2^{-N(K-1)} \) (with equality in the case \( \Delta = 0 \)). This is found by computing

\[
e^{\beta \Gamma \sum_{i=1}^{NK} \sigma_i^\tau} = \prod_{i=1}^{NK} e^{\beta \Gamma \sigma_i^\tau} = \prod_{i=1}^{NK} (\cosh \beta \Gamma + \sigma_i^\tau \sinh \beta \Gamma)
\]

giving in the case \( \Delta = 0 \), partition function \( Z = 2^{NK} (\cosh \beta \Gamma)^{NK} \). The probability of observing a logical configuration is therefore \( 2^N N^K \), using that sum in Eq. (7) is over \( 2^N \) terms, and \( \langle z_L | \sigma_i^\tau | z_L \rangle = 0 \).

For arbitrary \( \Gamma/\Delta \) we can approximate \( P_L \) as follows. First, consider the local Hamiltonian for a single chain embedding of size two,

\[
H = -\Gamma (\sigma_1^x + \sigma_2^x) + \Delta J_F \sigma_1^z \sigma_2^z.
\]

From this we can compute (via Eq. (7)), defining \( E := \sqrt{\Gamma \Delta + \Delta^2 J_F^2} \),

\[
p_L = \frac{\Delta |J_F| \sinh (\beta E) + E \cosh (\beta E) + E e^{\beta \Delta |J_F|}}{2E (\cosh (\beta E) + \cosh (\beta \Delta |J_F|))},
\]

where we use lower case \( p_L \) to indicate this is the logical probability for this reduced system.

To extend this analysis beyond two qubits, we assume the breaking of chains is statistically independent (which holds in the regime where \( |J_F| \) is sufficiently large compared to the problem couplings). With this, we make the Ansatz that the total logical subspace sampling probability follows \( P_L \approx 2^{NK(K-1)} \). Note, this equation gives the same limit as found in Ref. [1] for zero transverse-field. This formula also obtains the \( \Delta = 0 \) limit discussed above.

In order to account for the effect of the native problem Hamiltonian (the \( J_{ij} \)) on \( p_L \), we can additionally include a “mean field” term to Eq. (9), \( H \rightarrow H + h(\sigma_1^x + \sigma_2^x) \), for which we can use \( h \) as a fitting parameter. This parameter can then act to capture specific properties of the system. An example of this curve fitting is shown in Fig. 2 for a relatively small embedding \( K = 1.1 \), which captures the shape accurately for all \( \Gamma \).

For observing phase transitions in such a model requires to probe transverse fields in the regime \( \Gamma/\Delta \in [1, 10] \) (units of \( \Delta \)). It is clear that for large enough problem sizes and embeddings, eventually it will be infeasible to directly sample the logical subspace. In order to observe \( M \) logical samples, requires \( O(M/P_L) \) total samples, which is growing exponentially in the parameters \( N, K \). This means the majority of all samples observed will contain broken logical spins, especially in the regime \( \Gamma/\Delta \gtrsim 1 \).

This exponential reduction in sampling the logical subspace is also the reason why the standard rejection based QMC is not an appropriate tool for study here, and motivates our introduction of the above described LC-QMC. We use this in the remainder of our analysis below.
then

$$P_z = \frac{1}{Z} \sum_{i=1}^{2N} e^{-\beta E_i |c_i^{(i)}|^2}. \quad (12)$$

We denote the equivalent probability by sampling the logical subspace of the embedded Hamiltonian $\tilde{H}$, with appropriate normalization, as

$$\tilde{P}_z = \frac{1}{P_L \frac{1}{Z}} \sum_{i=1}^{2^{NK}} e^{-\beta \tilde{E}_i |\tilde{c}_i^{(i)}|^2}. \quad (13)$$

If for any logical $z$ one has $\tilde{P}_z \neq P_z$, we say the sampling is biased by embedding. In the ('classical') case $\Gamma = 0$ we have $\tilde{P}_z = P_z, \forall z$ since here the embedding simply shifts the logical spectrum. This is similarly true in the case $\Gamma/\Delta \to \infty$, as the distribution (over $\{z\}$) tends to the trivial uniform (or infinite temperature) distribution. In between these regimes however, the embedding will typically distort the distribution.

A bias here will typically result in the bias of any observable one wishes to measure, for example magnetization or the energy. For a diagonal (in $z$) logical observable $O = \sum_z O_z |z\rangle \langle z|$ one has

$$\langle O \rangle = \frac{1}{Z} \text{Tr}[O e^{-\beta \tilde{H}}] = \sum_z O_z \tilde{P}_z. \quad (14)$$

It is clear that in general if sampling the embedded Hamiltonian instead, and computing $\langle O \rangle$ from the logical samples received, that if $P_z \neq \tilde{P}_z$, there is no guarantee one will compute the correct expectation value $\sum_i O_i P_z \neq \sum_i O_i \tilde{P}_z$.

In our system, the relevant order parameter is the antiferromagnetic (i.e. staggered) magnetization $M_{AFM} = \frac{1}{N} \sum_{i=1}^{N} (-1)^{x_i+y_i} s_i$, where a spin configuration is given by $s = (s_1, \ldots, s_N)$, and each site $i$ has coordinates $(x_i, y_i)$. In Fig. 3 for a system size $L = 16$, we see that in general the embedded model does not compute the correct value for either the (diagonal) energy, nor the order parameter.

As expected, for small and large values of $\Gamma$ there is no bias (the former tending to the classical unbiased case, and the latter to the trivial infinite temperature case), but for intermediate $1 \lesssim \Gamma/\Delta \lesssim 10$ there can be a significant deviation in the computed quantities. For this problem, the embedding causes a lower energy than expected and a higher magnetization (it is, in a certain sense, effectively lowering the temperature of the distribution).

We study the order parameter $M_{AFM}$ in more detail in Fig. 4 (top). We notice a very clear effect, that as one increases the embedding size $K$, but keeping all other parameters fixed, the system exhibits more order. In particular, the $K = 1$ case is sampled just into the paramagnetic-phase, but for $K = 4$ the system clearly has entered an ordered-phase. Increasing $K$ in this setting is therefore similar to decreasing the transverse-field.
C. Scaling properties

Here we study the effect of embedding on phase transition properties. This is relevant as it one promising use case for quantum annealers for studying physical systems [17, 19, 20, 23].

In the 2D anti-ferromagnet model there is a phase transition occurring at non-zero $\Gamma$, provided the temperature is low enough (n.b. the $T = 0$ transition occurs at $\Gamma/\Delta = 3.04$) [28, 29].

The Binder cumulant of the order parameter $g = 1 - \langle M^4_{AFM} \rangle / 3 \langle M^2_{AFM} \rangle^2$ is a quantity that is commonly used to compute the critical point of a phase transition from numerical data in both thermal and quantum phase transitions [19, 35, 36]. In the thermodynamic limit, $g$ is expected to be a step function of the control parameter (i.e. the temperature $T$, or the transverse-field $\Gamma$): $g = 2/3$ in the ordered phase and $g = 0$ outside. At finite system size, the curves of the Binder cumulant will smoothly interpolate the $L \to \infty$ behaviour, but according to the finite-size-scaling (FSS) Ansatz the value of $g$ will crucially not depend on $L$ at criticality. Thus, one way of finding the critical point is to plot the Binder cumulant curves for different system sizes and look for the point where they all intersect.

1. Uniform embedding case

First, we conduct a study where the embedding chosen is completely ‘uniform’, where in the embedded system with each chain the same length $K$ (integer), there are $K$ physical bonds between a pair of logical spins. Moreover, each spin is coupled to its ‘equivalent’ spin at a neighbouring logical site, as shown in Fig. 5. Though this model is unpractical (as it has the connectivity to represent the native problem), it possesses very attractive properties for a numerical study. In particular, this ‘embedding’ has a high-degree of symmetry since all logical spins/chains are essentially replicas of each other, which serves as a convenient starting point in our analysis, as we do not have worry about effects of randomness due to the embedding itself.

In Figs. 6, 7 we perform a FSS analysis of the Binder cumulant $g$, for an embedding of size $K = 1$ (native problem) and $K = 2$. The Ansatz we use is that near to the critical point $\Gamma_c$, we have $g = g(L^{1/\nu}(\Gamma - \Gamma_c))$, with

\[
g = \frac{1}{\sqrt{\pi}} \left( \frac{\Gamma - \Gamma_c}{\nu} \right)^{1/2} + \text{errors}
\]
i.e. it is scale invariant (see e.g. Ref. [19]). Interestingly, from Fig. 6 we find that in this particular embedding scheme, the FSS Ansatz still appears valid (namely, there is a scale-invariant location), though the critical point is shifted to larger values of transverse-field.

In Fig. 7 we collapse the data using the Ansatz above by isolating the region near to where the curves cross, and use a linear approximation to extract the critical values. We can see visually that both for $K = 1$ and $K = 2$ the procedure faithfully extracts the critical value $\Gamma_c$, which can be seen by inspection of Fig. 6.

Of interest is how the phase boundary changes, which we show a portion of in Fig. 8. We also include the case for $K = 3$ here, which continues to shift the boundary to larger transverse-field. This is broadly consistent with the fully-connected $p$-spin models in quantum annealing correction (QAC) which have been studied through a mean field analysis [38–40]. We will discuss this more in Sect. IV.

2. Averaging over realizations

In the previous subsection we examined a model of embedding that exhibits a clear phase boundary in the $(T, \Gamma)$ plane, albeit with a shifted boundary from the native model. However, that model of embedding, whilst convenient both physically and numerically, is not a practical one for any real system, since such an embedding would have the connectivity to represent the native problem itself. Here we consider a more physical case, where between each pair of logical spins that are coupled in the native graph, there is precisely 1 physical bond present, chosen randomly (as described in Sect. II B).

In this model we find that single realizations are unreliable for use via the FSS Ansatz, and therefore can not be used to assess the critically for this class of system. This is shown in Fig. 9, where individual embedding realizations give drastically different results.

To this end, one can consider a single embedding akin to a realization of ‘disorder’, and to understand critical properties, one must average over sufficient realizations. Indeed, reminiscent of disorder-averaging, this approach allows us to effectively average out specific details of any single embedding, to provide a picture of the general class of system we are studying.

In this vein, we perform a similar FSS analysis as above, but on the realization-averaged Binder cumulant. In Fig. 10 we show the results for one particular temperature, where we have averaged over at least 30 embedding realizations per point. This shows that a critical region
Figure 7. **FSS Ansatz of Binder cumulant data.** Data collapse of data in Fig. 6, for the ‘uniform’ embedding. Extracted critical values $\Gamma_c, \nu$ shown in each sub-figure title, which are found by iterating over many values, and picking those which minimize the least-squares error to a linear fit.

Figure 8. **Phase transition boundary shifting with increasing $K$.** Here we use the ‘uniform’ embedding scheme, and each value in the plot is extracted by performing an analysis as in Fig. 7. Also shown is the approximate high-temperature expansion results of Ref. [28] (Table 2, quadratic lattice [37]). Note that the results of Ref. [28] are only approximate, and also pertain to the infinite sized system, thus explaining the small discrepancy with our numerical results (also note Ref. [28] overestimates the $T = 0$ result from Ref. [29], of $\Gamma_c/\Delta = 3.04$).

Figure 9. **Expectation value for single embedding realizations.** Here the system size is $L = 10$, and each different curve corresponds to a different randomly chosen embedding, but otherwise with the same parameters ($K = 2, \Delta \beta = 1.645$). We see the expectation values have large deviations between embedding realizations, indicating individual realizations are unreliable for estimating critical properties of the embedded problem class.
can still be seen, from which we extract an estimate for the critical point \( \Gamma_c \), via the FSS Ansatz described above.

The critical value we find here, similar to the previous subsection, is also shifted to larger values of the transverse-field. We examine this shift, taking multiple choices of the embedding size \( K \) (at a fixed temperature), to see how the location of the critical point scales with the size of the embedding. In Fig. 11 we see that it scales linearly in \( K \).

The extent to which this linear scaling holds, or for which systems is unknown, however, this observation hints at the possibility of extracting \( K = 1 \) (i.e. the native problem) critical properties, by extrapolating from larger embedding sizes, similar to how zero-noise extrapolation can be used to compute ideal (noiseless) quantum observables in the presence of noise, by artificially increasing the noise level \([41, 42]\). In the setting of our work, whilst it will generally not be possible to decrease the embedding size all the way to \( K = 1 \), it would often be possible to consider a range of embedding sizes \( K > 1 \), and therefore may allow one to perform such an analysis. We leave this as a future avenue of research.

Lastly we study how many samples are required in order to estimate a value of the Binder cumulant, as a function of problem size. In particular, since each embedding realization gives different results (see Fig. 9), the Binder cumulant over realizations gives a distribution. In Fig. 12 we compare the cumulative distribution function (CDF) of Binder cumulant data, to the CDF of a normal distribution, with parameters extracted by curve fitting. With this, we can plot the standard deviation of the distribution as a function of the (native problem) system size \( L \), which shows that the standard deviation appears to increase with system size. This indicates that as larger sizes are studied, an increasing number of samples may be required.

**IV. CONCLUSION**

The aim of this work is to improve the understanding the effect of embedding on quantum thermal sampling.

To do this, we constructed a modified QMC algorithm (LC-QMC), which can much more efficiently sample the logical subspace of an embedded Hamiltonian. With this, we studied in detail the effects of the embedding in a physically relevant model, which can be implemented in current generation quantum hardware. We believe our algorithm can be very helpful in the future in understanding the effect of embedding in other relevant models.

We derived an estimate on the probability to sample the logical subspace, which extends the previous result...
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Appendix A: Logically constrained QMC

In this Appendix we describe the details of the Quantum Monte Carlo protocol we use to sample directly in the logical subspace. Let $H = H_P - \Gamma \sum_i \sigma_i^z$ be a transverse-field Hamiltonian over $n$ quantum 1/2-spins. The $H_P$ term is assumed to be diagonal in the $\sigma^z$ product basis $|\{\sigma_i\}\rangle$, and we take it to represent the Hamiltonian of a classical combinatorial problem which has been embedded into some fixed hardware topology [43]. Therefore, $H_P$ includes the auxiliary spins and couplings coming from the embedding. We indicate with $\{\sigma_i\}$ a configuration of $n$ classical spins $\sigma_i \in \{\pm 1\}$ for $i = 1, \ldots, n$, and with $\Omega$ the set of all such configurations. Let $M$ be an observable that is diagonal in this basis

$$M = \sum_{\{\sigma_i\} \in \Omega} m(\{\sigma_i\}) |\{\sigma_i\}\rangle \langle \{\sigma_i\}|.$$ 

The thermal average of $M$ at inverse temperature $\beta$ is given by

$$\langle M \rangle \equiv \frac{1}{Z} \text{Tr}(M e^{-\beta H}) = \frac{1}{Z} \sum_{\{\sigma_i\} \in \Omega} m(\{\sigma_i\}) \langle \{\sigma_i\}|e^{-\beta H}|\{\sigma_i\}\rangle \equiv \sum_{\{\sigma_i\} \in \Omega} m(\{\sigma_i\}) p(\{\sigma_i\})$$

where $Z = \sum_{\omega \in \Omega} \langle \omega |e^{-\beta H}|\omega\rangle$. We have used the fact that since $H$ is stoquastic, its Boltzmann weights $\langle \{\sigma_i\}|e^{-\beta H}|\{\sigma_i\}\rangle$ can be normalized to a bona fide probability distribution $p(\{\sigma_i\})$ over $\Omega$. Given a subset of the computational basis vectors $\Omega_0 \subseteq \Omega$ (which up to this point is completely arbitrary but we will later choose to be the set of logical configurations of the classical embedded system), the conditional probability induced by $p$ over $\Omega_0$ is

$$p_0(\{\sigma_i\}) = \begin{cases} \frac{1}{Z_0} p(\{\sigma_i\}) & \text{if } \{\sigma_i\} \in \Omega_0 \\ 0 & \text{otherwise.} \end{cases}$$

where $Z_0 = \sum_{\{\sigma_i\} \in \Omega_0} p(\{\sigma_i\})$ is a normalization constant (that is, $Z_0 = \sum_{\omega \in \Omega_0} \langle \omega |e^{-\beta H}|\omega\rangle$). The goal will be to devise a Quantum Monte Carlo algorithm to efficiently sample $p_0$.

We can write the average value of $M$ with respect to the probability distribution $p_0$ as a sum over $\Omega_0$.

$$\langle M \rangle_0 \equiv \sum_{\{\sigma_i\} \in \Omega_0} m(\{\sigma_i\}) p_0(\{\sigma_i\}) = \frac{1}{Z_0} \sum_{\{\sigma_i\} \in \Omega_0} m(\{\sigma_i\}) \langle \{\sigma_i\}|e^{-\beta H}|\{\sigma_i\}\rangle.$$ 

Now we can expand the braket $\langle \{\sigma_i\}|e^{-\beta H}|\{\sigma_i\}\rangle$ factor

In the context of the main text, $n = NK$, where $N$ is the native system size, and $K$ the embedding size, as defined in Sect. II.B.

i.e. by Trotterizing the imaginary-time propagation of $\beta$ into $\ell$ equal steps of $\beta_{eff} \equiv \beta/\ell$, for some fixed positive integer $\ell$. See e.g. [32] for details.

V. Ambegaokar and M. Troyer, “Estimating errors reliably in Monte Carlo simulations of the Ehrenfest model,” Am. J. Phys. 78, 150 (2010).
using the standard path-integral approach \cite{44}

\[ \langle \sigma_i \rangle e^{-\beta H} \langle \sigma_i \rangle \approx C^\ell \sum_{\tau=1}^{\ell-1} \sum_{\{\sigma_i^{(\tau)}\} \in \Omega} e^{-\beta_H \langle \sigma_i, \{\sigma_i^{(\tau)}\}, \rangle_{\tau}} \]

to write the braket term a sum of Boltzmann weights with \( \ell - 1 \) intermediate timeslices and a classical effective Hamiltonian \( H_{\text{eff}} \) over \( n \ell \) classical spins. Here \( \beta_{\text{eff}} \equiv \beta/\ell \) is an effective (inverse) temperature, \( C \equiv \sqrt{2 \sinh(2\beta_{\text{eff}} \Gamma)} \) is a constant and \( H_{\text{eff}} \) has the form

\[ H_{\text{eff}} = \sum_{\tau=0}^{\ell-1} H_P(\{\sigma_i^{(\tau)}\}) - J^{\dagger} \sum_{\tau=0}^{\ell-1} \sum_{i=1}^{n} \sigma_i^{(\tau)} \sigma_i^{(\tau+1)} \]

where \( J^{\dagger} = -\frac{1}{2\beta_{\text{eff}} \Gamma} \log \tanh \beta_{\text{eff}} \Gamma > 0 \) defines a ferromagnetic interaction. Note there are periodic boundary conditions in the imaginary direction (\( \sigma_i^{(t)} = \sigma_i^{(0)} \)). If we plug this in the Equation above (and rename \( \{\sigma_i \} \rightarrow \{\sigma_i^{(0)}\} \)) then we get

\[
\langle M \rangle_0 \approx \frac{C^n}{Z_0} \sum_{\{\sigma_i^{(0)}\} \in \Omega_0} \sum_{\{\sigma_i^{(1)}\} \in \Omega} \cdots \sum_{\{\sigma_i^{(\ell-1)}\} \in \Omega} m(\{\sigma_i^{(0)}\}) \exp \left[ -\beta_{\text{eff}} H_{\text{eff}}(\{\sigma_i^{(0)}\}, \{\sigma_i^{(1)}\}, \ldots, \{\sigma_i^{(\ell-1)}\}) \right]
\]

\[
= \sum_{\{\sigma_i^{(0)}\} \in \Omega_0} \sum_{\{\sigma_i^{(1)}\} \in \Omega} \cdots \sum_{\{\sigma_i^{(\ell-1)}\} \in \Omega} m(\{\sigma_i^{(0)}\}) P_0(\{\sigma_i^{(0)}\}, \{\sigma_i^{(1)}\}, \ldots, \{\sigma_i^{(\ell-1)}\}).
\]

Note that

1. the sum over the configurations of the 0-th timeslice only involves configurations in the restricted subset \( \Omega_0 \), while the sums of all the other timeslices are over the full configuration space \( \Omega \).

2. The diagonal matrix elements \( \langle \{\sigma_i\} | M | \{\sigma_i\} \rangle = m(\{\sigma_i\}) \) of the observable \( M \) that appear in the sum depend only on the configurations of the 0-th timeslice.

This average value \( \langle M \rangle_0 \) can be computed via Monte Carlo if we define a Markov Chain that converges in distribution to \( p_0 \) in the infinite-time limit. We present here a minor modification of the Wolff cluster update (with a Metropolis-Hastings acceptance probability) that achieves this.

**Cluster Update in Imaginary Time**

Here we prove that an appropriately designed imaginary-time only Wolff cluster update – defined on a path-integral extended lattice of \( N = n \ell \) classical spins – satisfies detailed balance, whilst preserving the 0-th timeslice state to always be in \( \Omega_0 \) (which, as mentioned above, we will take to be the set of logical configurations). The effective Hamiltonian \( H_{\text{eff}} \) defines a percolation model on the classical spin system by connecting two spins \( \sigma_i^{(\tau)}, \sigma_j^{(\tau)} \) through a “bond” if and only if they are coupled by \( H_{\text{eff}} \). At each Monte Carlo move one creates a percolation cluster by probabilistically declaring these bonds to be active or inactive according to the following prescription. Fix a probability \( p_{\text{add}} \in [0, 1] \) that we will explain later how to choose appropriately. Starting with a logical spin configuration \( \mu = \{ \sigma_i^{(\tau)} | i, \tau \in [1, N] \in \Omega_0 \times \Omega^{\ell-1} \) (that is, a configuration where there are no broken chains in the \( \tau = 0 \) timeslice), the cluster move proceeds as follows:

1. choose one spin \( \sigma_i^{(\tau)} \) at random out of the \( N \) spins in the system

2. start growing the cluster around \( \sigma_i^{(\tau)} \) by defining an incident bond in the imaginary time direction (\( \langle \tau, \tau' \rangle \) for \( \tau' = \tau \pm 1 \)) to be active with probability

\[
p = \begin{cases} p_{\text{add}} & \text{if } \sigma_i^{(\tau)} = \sigma_j^{(\tau')} \\ 0 & \text{otherwise} \end{cases}
\]

and a bond \( (i, j) \) in the real-space direction between adjacent spins \( \sigma_i^{(\tau)} \) and \( \sigma_j^{(\tau)} \) to be active with probability

\[
p = \begin{cases} 1 & \text{if } \tau = 0 \text{ and } \sigma_i^z, \sigma_j^z \text{ are physical spins} \\ 0 & \text{otherwise} \end{cases}
\]

In case the bond is active, include the neighbouring spin \( \sigma_i^{(\tau)} \) in the cluster.

3. continue growing the cluster in both the real-space and the imaginary-time directions until you close the cluster on all sides by hitting inactive bonds.

This creates clusters in the imaginary time direction, with spatial connections where a cluster straddles the \( \tau = 0 \) slice through the chains from an embedding. An example of step 2 is shown in Fig. 1.
Now flip all the spins in the cluster (changing the configuration $\mu$ to the new configuration $\nu$) with probability

$$p = \min\left(1, e^{-\beta \Delta(E_{\mu} - E_{\nu})}\right) \quad (A1)$$

where $E_{\mu}$ is the energy due only to the real-space interactions, of state $\mu$ (and analogously $E_{\nu}$).

We will study two configurations $\mu, \nu \in \Omega_0 \times \Omega_{\ell-1}$ connected by one of these cluster spin flips. Now, a bit of notation

- $C$ is the cluster, $N_c$ is the number of imaginary-time bonds connecting two spins which are both inside of the cluster.
- $\partial C$ is the number of imaginary-time bonds across the boundary of the cluster.
- $\partial \mu$ is the number of bonds $\langle i, j \rangle \in \partial C$ such that $\sigma_i = \sigma_j$ in the configuration $\mu$. Analogously for $\partial \nu$ and the configuration $\nu$.

Now, since the Hamiltonian is

$$H_{\text{eff}} = H_{\text{realspace}} - J^\perp \sum_{\tau} \sum_{i} \sigma_i^{(\tau)} \sigma_i^{(\tau+1)}$$

then the energy of the configuration $\mu$ is

$$E_\mu = E_{\mu} - J^\perp N_c - 2J^\perp \partial \mu + J^\perp \partial C + \text{other Trotter interactions}$$

where $E_{\mu}$ is the energy due to the real-space interactions. Analogously for $\nu$

$$E_\nu = E_{\nu} - J^\perp N_c - 2J^\perp \partial \nu + J^\perp \partial C + \text{other Trotter interactions}.$$  

Then for the probability distribution

$$\pi(\mu) \equiv \mathcal{Z}^{-1} \exp(-\beta_{\text{eff}} H_{\text{eff}}(\mu))$$

we have that

$$\frac{\pi(\mu)}{\pi(\nu)} = e^{-\beta \Delta(E_{\mu} - E_{\nu})} = e^{-\beta \Delta(E_{\mu} - E_{\nu})} e^{2 \beta \Delta J^\perp(\partial \mu - \partial \nu)} \quad (A2)$$

Now we compute the probability of proposing the configuration $\nu$ if we start from the configuration $\mu$, i.e. the probability of generating the cluster $C$.

$$g(\mu \to \nu) = \Pr\left[\text{choosing one of the spins in } C \text{ at step 1.}\right] \times \Pr\left[\text{declaring all the internal bonds of } C \text{ as active}\right] \times \Pr\left[\text{declaring the boundary bonds of } C \text{ as inactive}\right]$$

which gives

$$g(\mu \to \nu) = \frac{|C|}{N} (1 - p_{\text{add}})^{N_c} (1 - p_{\text{add}})^{\partial \mu}$$

and

$$g(\nu \to \mu) = \frac{|C|}{N} (p_{\text{add}})^{N_c} (1 - p_{\text{add}})^{\partial \mu}$$

so that their ratio is

$$\frac{g(\mu \to \nu)}{g(\nu \to \mu)} = (1 - p_{\text{add}})^{\partial \mu - \partial \nu}.$$  

If we choose $p_{\text{add}} \equiv 1 - \exp(-2\beta\epsilon_J J^\perp)$ then we have

$$\frac{g(\mu \to \nu)}{g(\nu \to \mu)} = e^{-2\beta\epsilon_J J^\perp (\partial \mu - \partial \nu)} \quad (A3)$$

We introduce some notation for better readability

$$W_{\mu\nu} \equiv \frac{\pi(\mu)}{\pi(\nu)}, \quad G_{\mu\nu} \equiv \frac{g(\mu \to \nu)}{g(\nu \to \mu)}$$

and

$$\tilde{W}_{\mu\nu} \equiv e^{-\beta \Delta(E_{\mu} - E_{\nu})}$$

so we have that

$$W_{\mu\nu} = W_{\mu\nu}^{-1}, \quad \tilde{W}_{\mu\nu} = \tilde{W}_{\nu\mu}^{-1}$$

and

$$G_{\mu\nu} = G_{\mu\nu}^{-1}, \quad W_{\mu\nu} = \tilde{W}_{\mu\nu} G_{\mu\nu}$$

See Eqs. (A2) and (A3) for the last property. Now, detailed balance requires that

$$1 = \frac{\pi(\mu)}{\pi(\nu)} \frac{P(\mu \to \nu)}{P(\nu \to \mu)} = \frac{\pi(\mu)}{\pi(\nu)} \frac{g(\mu \to \nu)}{g(\nu \to \mu)} A(\mu \to \nu) \quad (A4)$$

$$= W_{\mu\nu} G_{\mu\nu} A(\mu \to \nu) A(\nu \to \mu) = \tilde{W}_{\mu\nu} A(\mu \to \nu) \quad (A5)$$

where $A(\mu \to \nu)$ is the acceptance probability of the proposed move $\mu \to \nu$. Metropolis-Hastings gives

$$A(\mu \to \nu) \equiv \min\left(1, \frac{\pi(\nu) g(\nu \to \mu)}{\pi(\mu) g(\mu \to \nu)}\right) = \min\left(1, \tilde{W}_{\nu\mu}\right)$$

(note: this is exactly Eq. (A1)) so Eq. (A4) becomes

$$1 = \tilde{W}_{\nu\mu} \frac{\min\left(1, \tilde{W}_{\nu\mu}\right)}{\min\left(1, \tilde{W}_{\mu\nu}\right)}.$$

If $\tilde{W}_{\nu\mu} = 1$ this is trivially true. If $\tilde{W}_{\nu\mu} < 1$ then $\tilde{W}_{\mu\nu} = 1/\tilde{W}_{\nu\mu} > 1$ and we have

$$\tilde{W}_{\mu\nu} \frac{\tilde{W}_{\nu\mu}}{1} = 1.$$

If $\tilde{W}_{\nu\mu} > 1$ then $\tilde{W}_{\mu\nu} < 1$ and we get

$$\tilde{W}_{\mu\nu} \frac{1}{\tilde{W}_{\mu\nu}} = 1.$$
so detailed balance is satisfied. If the initial state is chosen to be logical, i.e. no chains are broken in the $\tau = 0$ timeslice, then the Markov Chain is ergodic over the set $\Omega_0 \times \Omega^{\ell-1}$ of logical spin configurations of the effective spin system.

The implementation of the above described Logically-Constrained Quantum Monte-Carlo (LC-QMC) algorithm that we used in the main text creates all clusters in the imaginary-time direction first, and then joins across the $\tau = 0$ slice before attempting to flip them sequentially (so it is actually closer to a Swendsen-Wang recipe), but is otherwise identical to the process given above.

In Fig. 13 we see how LC-QMC compares to the exact calculation for a small system. We also compare this to a Rejection-based QMC code where we do not constrain the $\tau = 0$ slice, but simply reject any sample which is not a logical one (also see Fig. 14). As explained in the main text, the latter becomes very inefficient, even at modest embedding sizes.

Appendix B: Simulation parameters

In Fig. 15 we study the convergence of simulation measurements with the number of imaginary time-slices $\ell$ in the LC-QMC. We find $\ell \approx 150$ suffices for $K = 1$ and $\ell = 250$ for $K = 2$. For larger sizes we do a similar analysis to select the appropriate $\ell$.

In order to estimate errors from a single Monte-Carlo simulation, we use a binning analysis, as detailed in Ref. [45] (Sect. IVD). In particular, for a single MC run, taking $2^k$ measurement samples of some statistic $A$, we can extract the averages $\langle A \rangle_i$ over bins $i$ of size $2^l$, where $l = 0, 1, \ldots (l < k)$. Once the bin size is large enough, statistics from different bins are expected to be independent, from which one can compute the standard error. In Fig. 16 we demonstrate that for a typical sized problem studied here, bin sizes of around $2^8$ allows for samples of the order parameter to be decorrelated. When reporting error bars of this type, we report the converged value of the uncertainty (as in Fig. 16).

In some of our simulations, instead of performing a single long QMC run, we perform many independent runs and compute errors bars over these samples instead, using the standard error of the mean for independent samples.
Figure 14. Comparison of exact statistics with rejection based QMC for computation of $P_L$. Here we show, for a small exactly solvable system, $L = 2, K = 2$, that the QMC rejection based algorithm agree with the exact result of logical probability $P_L$ (computed by evaluating the matrix exponential $\exp(-\beta H)$ directly). Each data point in the QMC code computed using $2^{14}$ sweeps and 75 time-slices, with $\Delta \beta = 1$. 
Figure 15. Simulation convergence with number of time-slices. Plotted, for two embedding sizes convergence of the order parameter with number of imaginary time slices \( \ell \), for \( \Delta \beta = 1.645 \), and \( \Gamma/\Delta = 2.95 \) (typical parameters studied in the main text). Shown is data for \( L = 20, K = 1 \) (top) and \( L = 18, K = 2 \) (bottom) though we do a similar analysis for each system size we studied, in order to pick an appropriate \( \ell \) value. We see for these sizes, \( \ell \gtrsim 150 \) suffices for \( K = 1 \), and \( \ell \gtrsim 250 \) for \( K = 2 \). Each data point is from a single QMC run of \( 2^{19} \) sweeps, with error bars representing the standard error as discussed in Appendix B.

Figure 16. Error convergence for order parameter. For \( K = 1 \) (top) and \( K = 2 \) (bottom), with \( L = 16, \Delta \beta = 1.645, \Gamma/\Delta = 3.05 \), we show convergence of the uncertainty \( \Delta P_m \) of the estimate of the probability of order parameter \( m = M_{AFM} \), at the peak of the distribution, computed as in Ref. [45]. This shows bins of size around \( 2^8 \ (l = 8) \) suffice for taking statistics (i.e. bins are uncorrelated when at least this size). The error bars we report in the main text is the converged value (e.g. \( \sim 0.000132 \) in the top figure, and \( \sim 0.0001175 \) bottom). We used \( 2^{20} \) sweeps to generate these plots, with \( \ell = 150 \) time-slices.