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Abstract
With the novel coronavirus (COVID-19) pandemic affecting the lives of the citizens of over 200 countries, there is a need for policy makers and clinicians to understand public sentiment and track the spread of the disease. One of the sources for gaining valuable insight into public sentiment is through social media. This study aims to extract this insight by producing a list of the most discussed topics regarding COVID-19 on Twitter every week and monitoring the evolution of topics from week to week. This research will propose two topic mining that can handle a large-scale dataset—rolling online non-negative matrix factorization (Rolling-ONMF) and sliding online non-negative matrix factorization (Sliding-ONMF)—and compare the insights produced by both techniques. Each algorithm produces 425 topics over the course of 17 weeks. However, topics that have not evolved from one week to the next beyond a certain evolution threshold are consolidated into a single topic. Since the topics produced by the Rolling-ONMF algorithm each week depend on the topics from the previous week, we find that the Sliding-ONMF algorithm produces more varied topics each week; however, the topics produced by the Rolling-ONMF algorithm contain keywords that appear more consistent with each other when reviewing the terms manually. We also observe that the Sliding-ONMF algorithm is able to capture events that have shorter time frames rather than ones that last throughout many months while the Rolling-ONMF algorithm detects more general themes due to a higher average evolution score which leads to more topic consolidation. We have also conducted a qualitative analysis and grouped the detected topics into themes. A number of important themes such as government policy, economic crisis, COVID-19-related updates,
COVID-19-related events, prevention, vaccines and treatments, and COVID-19 testing are identified. These reflected the concerns related to the pandemic expressed in social media.

**Keywords**  Coronavirus · Twitter analysis · Topic analysis · Topic evolution detection · Social monitoring

## 1 Introduction

Since the coronavirus disease (COVID-19) was first detected in November 2019, cases of infection by the virus have been reported in over 200 countries and caused hundreds of thousands of deaths. In addition to the death and illness that the virus has caused globally, it has also caused the disruption of daily life in many countries. As different countries began to implement measures to combat the pandemic, we witnessed different phenomena that were documented by the media but also discussed on social media. Hospitals began to fill up with patients in many countries. The scarcity of healthcare resources brought about the need for healthcare workers to make tough choices and decide which patients should be prioritized. Such cases have been documented in Italy [2], Spain, the Netherlands, and France [27]. Furthermore, as the pandemic progressed, healthcare experts had more information regarding what makes some people more vulnerable than others to the virus. As it became apparent that the elderly and those with pre-existing conditions were the most vulnerable, the world observed a sad trend of deadly outbreaks in nursing homes [3].

Starting in late 2019, there has been a constant stream of information in both news outlets and social media regarding the virus. Since the pandemic originated in China and then quickly spread to South Korea and Italy, there are a number of studies that have already managed to observe public behavior on social media during the initial months of the pandemic in these countries. A study by Li et al. identified a correlation between posts on Weibo related to COVID-19 and the number of reported cases in Wuhan [13]. This study shows that social media can be used to augment information from news media since it is correlated with official government reports. A study by Park et al. examining Twitter activity in South Korea during the beginning of the pandemic found that monitoring social media for activity can help health practitioners in uncovering information that affects their decisions regarding health policy [18].

By monitoring social media, and particularly Twitter, we can gather useful information about the most discussed news stories in real time as well as public sentiment regarding these stories and about the pandemic in general. Previous research has shown that crowd-sourced information from the Internet may be used to predict and explain disease outbreaks [9]. To assist in the efforts of epidemiologists and public health experts, we may use crowd-sourced data to understand public sentiment and concerns in real time. Mining social media may provide health practitioners and researchers with access to information that may not always be presented in the news media.
2 Related Work

We provide a brief review of research related to public sentiment regarding COVID-19 on Twitter, topic detection in social media, and detection of evolving events in social media.

2.1 Recent Literature on COVID-19 and Twitter

Since the start of the pandemic, multiple research projects have focused on studying Twitter to learn information about public sentiment and trends regarding COVID-19. Most of these research projects focused on mining tweets related to COVID-19 using a list of keywords and looking for a general trend in public sentiment regarding the pandemic. The study by Abd-Alrazaq et al. [1] aimed to uncover the top concerns of Twitter users during the pandemic by mining the social media platform for tweets related to COVID-19 and performing an analysis of the tweets. Likewise, the study by Chen et al. [5] aimed to develop a dataset of COVID-19-related tweets and perform an analysis of the tweets for general trends. Another study that performed an exploratory analysis of tweets is the study by Ordun et al. [17]. This research project used topic modeling, UMAP, and digraphs to study general trends in tweets. The study by Chen et al. [6] performed an analysis of tweets but focused on classifying the data into controversial and non-controversial terms discussing the pandemic. Kouzy et al. [11] performed an analysis of COVID-19-related tweets to detect misinformation regarding the pandemic. These research projects look at the entire time period in the tweet dataset and detect topics without separating the data into smaller time periods like weeks or examining the evolution of topics over time. However, our study aims to track the different trends in tweets over time and learn about the most discussed topics in near real time.

2.2 Algorithms for Topic Detection in Social Media

There are a number of algorithms that have been used for detecting emerging topics in social media and in Twitter in particular. Ibrahim et al. provided a survey of machine learning techniques for topic detection in Twitter [10]. They categorized detection algorithms into five types, including clustering, frequent pattern mining, exemplar-based technique, matrix factorization, and probabilistic models. Among these different kinds of algorithms, both probabilistic models and matrix factorization attract the most attention [7, 12, 14, 16, 24, 25, 29].

The most representative probabilistic model is latent Dirichlet allocation (LDA) [4], which assumes that one document consists of multiple topics, however with the fact that most tweets are made up of few sentences and tend to convey one topic per tweet. LDA may not work well in determining topics from tweets due to the limited information presented in individual tweets. One feasible solution is to pool several similar tweets into a long synthetic document [14, 24]. Then, the synthetic documents are served as targets for extracting hidden topics using LDA. The defect of this strategy is that the long pooled documents make it unscalable. On the other hand, an alternative approach is to relax the assumption. Several models, including
Dirichlet-multinomial mixture model (DMM) [29], GPU-DMM [12], and LF-DMM [16], generate each document by a topic rather than by a topic distribution, which extract more coherent topics from tweets. Nevertheless, the iterative sampling process behind these models is also the main obstacle to applying them to large-scale tweet collections.

Consequently, with the demand for a scalable and efficient topic detection algorithm, matrix decomposition is proposed as an optimal solution. Non-negative matrix factorization (NMF) [22] is one of the most influential topic detection methods, which extracts topical patterns by decomposing a bag-of-words matrix $V$. NMF also demonstrates its effectiveness in determining topics from several short-text contexts, including tweets [7]. Likewise, Suri and Roy compared the use of LDA and NMF in topic detection in tweet collections and found that LDA takes longer to run. Therefore, in real-time scenarios, NMF is preferred for Twitter topic detection [25].

### 2.3 Detection of Topic Evolution in Social Media

While the Internet did not exist in the last big pandemic of 1918, there have been smaller pandemics over the last few years that were tracked on social media. In our research, we have examined the methods used by these research projects to track emerging global health events using the Internet and social media. The study by Ginsberg et al. followed influenza epidemics by monitoring search engine queries [9] in different geographic areas over time. The research by Szomszor et al. used Twitter to track and understand the public response to the swine flu pandemic [26]. This research examines whether Twitter users preferred official news sources over untrustworthy sources like blogs. During the H1N1 pandemic, Signorini et al. [23] tracked disease activities and public concerns, e.g., case count, travel, and hygiene, from massive collected tweets using a keyword counting method. Compared to previous studies, we aim at extracting highly discussed topics and their evolution in an unsupervised manner so that the extracted topics can better reflect the common interests of users on Twitter.

To model the temporal topic patterns through NMF, Time Evolving Non-negative Matrix Factorization (TENMF) [21] was introduced. Given a tweet collection, all tweets will be separated into a set of sequential bins by their timestamps. The topic dictionary at time $t$ is learned using NMF by taking the bin of time $t$ as input. For transferring the learned topic dictionary across time, the resultant decomposed matrices at time $t - 1$ will be treated as initial matrices for NMF at time $t$. Hence, the learned topics are smoothly transformed in the process of time. Likewise, Dynamic NMF (DNMF) [20] was another feasible model proposed to address the temporal topic extraction. DNMF also requires time-sliced tweet bins. The difference is that DNMF takes one synthetic bin as input at a time. Each synthetic bin is constructed by grouping consecutive bins in a sliding window as input, for example, as the size of window is set on 2, the first synthetic bin contains tweets from first bin and second bin. DNMF determines two types of topics: evolving topics and emerging topics. The evolving topics are smooth evolution from previously extracted topics, and this works by limiting the variations of previous topics. The emerging topics are then extracted by finding the optimal word distributions that best describe the rising word trends. Both TENMF and DNMF demonstrate the strategy to model temporal topic patterns.
However, when we set 1 week as the granularity to create time-sliced tweet sets, the
volume of tweets in each bin impede us to fit into memory and execute the following
decomposition process. Considering collecting over 4 million tweets a week and hav-
ing 100,000 word features, it requires about 372 GB to store the whole bag-of-words
matrix in the float type. As a result, in this study, we will introduce an online NMF
to process tweets streamingly, and its two temporal extensions inspired by TENMF
and DNMF in a memory-efficient way.

3 Data Collection

We collected the COVID-19-related tweets using the Streaming API from Twit-
ter. Using the API, we retrieved a massive amount of tweets that contained either
“coronavirus” or “covid19” from March to June of 2020. To prevent from includ-
ing duplicated tweets, we only retained the original English tweets in our dataset.
That is, when we found any retweet and quoted tweet, we searched its original tweet
and only stored the original one. Figure 1 shows the volume of tweets we collected.
The volume of COVID-19-related tweets skyrocketed after March 8, when the first
outbreak started in the USA. We then had 60.32M tweets in total for further topic
analysis. Before that, we first pre-processed all tweets by removing stop words, num-
bers, links, mentions, emojis, and symbols. Since hashtags may carry on the hidden
topical patterns, we kept them in tweets.

4 Topic Detection Model

In this section, we first introduce an online matrix factorization approach that is
capable of detecting topics from a large number of tweets. Then, we propose two
extensions that help in learning temporal topic patterns.
4.1 Online NMF

A recent study by Chen et al. [7] exhibits that non-negative matrix factorization (NMF) prevails latent Dirichlet allocation, one of the most influential topic models, in several short text contexts. Hence, we choose NMF as our base scheme to analyze our collected tweets. Specifically, given the corpus \( V \in \mathbb{R}^{F \times N} \) with \( F \) word features and \( N \) documents, the goal of NMF is to decompose \( V \) into the multiplication between two low-rank matrices as shown in (1).

\[
\text{arg min}_{W,H} \| V - WH \|^2_{F}, \text{ s.t. } W, H > 0, \tag{1}
\]

where \( W \in \mathbb{R}^{F \times K} \) and \( H \in \mathbb{R}^{K \times N} \), and \( K \) is the number of topics defined manually. Usually, \( K \ll F \). Through the decomposition, the resultant \( W \) encodes the weight of each word for each topic, and \( H \) reveals the topic tendency of each document. Yet, the canonical NMF is not tailored for analyzing topics from tweets. In particular, the large volume of tweets (both \( F \) and \( N \) increase) makes it very difficult to fit \( V \) into memory and its following decomposition operations. To illustrate this issue, we use the tweets collected from April 26 to May 2 to indicate this memory exhaustion problem. During that period, we collect 4.99M tweets \((N = 4.99 \times 1e6)\) and use the most frequent 50K words as word features \((F = 50,000)\), which requires about 232 GB of memory to fit the float typed matrix. Therefore, we need a model that has the capability of batch learning for extracting topical themes among texts. For example, if we split 4.99M into a set of batches with document size 2000, fitting each sub-matrix with the same word features only requires 0.18 GB at a time.

Considering the limitation of canonical NMF, we split \( V \) into \( Q \) data batches \( \{V^q\}_{q=1}^{Q} \) as shown in Fig. 2, where each \( V^q \) has the same number of data samples, denoted \( s \). Furthermore, we reformulate the (1) into sum of loss of a set of batches:

\[
f(W) = \min_{W > 0} \frac{1}{N} \sum_{q=1}^{Q} \sum_{i=1}^{V^q} \ell(v^q_i, W), \tag{2}
\]

Fig. 2 The illustration of ONMF
where $N$ is the total number of data samples, and $v_i$ is one sample from $V^q$. We then define loss function of each sample $\ell(v_i, W)$ as (3) and (4).

$$\ell(v_i, W) \triangleq \min_{h_i \geq 0} \hat{\ell}(v_i, W, h_i),$$  

(3)

where

$$\hat{\ell}(v_i, W, h_i) \triangleq \frac{1}{2} \|v_i - Wh_i\|_2^2$$  

(4)

To solve (2) by considering each batch sequentially, we leverage the stochastic majorization-minimization framework [31], in which solving (2) is separated into two steps: (1) learning $H$, namely non-negative encoding, and (2) updating $W$, namely dictionary update. Specifically, given a current batch $V^q$ and previous optimized dictionary $W^{q-1}$, we first learn coefficient matrix $H^q$ by

$$H^q = \arg \min_{H \geq 0} \hat{\ell}(V^q, W^{q-1}, H)$$  

(5)

Note that when $q - 1 = 0$, i.e., the first batch, we randomly initialize a non-negative matrix $W^0$ as the input. Subsequently, given $\{V^q, H^q\}$, we update the basis matrix $W^q$ by

$$W^q = \arg \min_{W > 0} \frac{1}{2} \sum_{v_i \in V^q, h_i \in H^q} \frac{1}{2} \|v_i - Wh_i\|_2^2$$  

(6)

Equation (6) is then can be rewritten as

$$W^q = \arg \min_{W > 0} \frac{1}{2} \text{tr}(W^T W A^q) - \text{tr}(W^T B^q),$$  

(7)

where $A^q = \frac{1}{s} H^q (H^q)^T$ and $B^q = \frac{1}{s} V^q (H^q)^T$. To search the minimal results of the (5) and (7), we use the coordinate descent algorithm and steepest descent algorithm, respectively. Moreover, we only store the topic dictionary $W^q$, i.e., topic-word coefficients, during the training time. For inferring topic coefficients of each tweet, we further apply (5) after getting the final topic dictionary. As a result, we show the algorithm of this online NMF in the Algorithm 1, where we sequentially apply (5) (line 4) and (7) (line 6) on each batch, and consider the last topic dictionary to represent the whole corpus.

**Algorithm 1** The algorithm of ONMF.

```plaintext
Input: data batches $\{V^q\}_q=1^Q$, number of topics: $K$

1. foreach $q \in [1, Q]$ do
2.     if $q - 1 = 0$ then
3.         Randomly initialize $W^{q-1} \in \mathbb{R}^{F \times K}$
4.         $H^q = \arg \min_{H \geq 0} \hat{\ell}(V^q, W^{q-1}, H)$
5.     $s = |V^q|, \ A^q = \frac{1}{s} H^q (H^q)^T, \ B^q = \frac{1}{s} V^q (H^q)^T$
6.     $W^q = \arg \min_{W > 0} \frac{1}{2} \text{tr}(W^T W A^q) - \text{tr}(W^T B^q)$

Output: The last dictionary $W^Q$.
```
4.2 Rolling-ONMF

To extend the ONMF for catching the temporal patterns of topics, we discretize the whole corpus of tweets according to their timestamps into $T$ time slices. The granularity of the time slice can be a day, a week, or any time span, which depends on the purpose. We then apply ONMF on each slice to extract the topical patterns of each week. For transferring the learned topics from $t-1$ to $t$, as shown in Fig. 3, we use the last topic dictionary of $t-1$, $W_{t-1}^t$, as prior knowledge to guide the ONMF to learn topics from $t$. In this way, we only need to change the (5) into (8) at the adjacent batches between two time slices. The idea behind (8) is inspired by TENMF [21], which aims at learning topics from previous time to current time. With this objective, the topic $i$ at time $t$ is assumed as an evolution from the topic $i$ in time $t-1$.

$$H_{t,1}^t = \arg \min_{H \geq 0} \hat{\ell}(V_{t,1}^t, W_{t-1}^t, H)$$ (8)

We also note that the shape of $W$ should keep the same across time slices for applying the ONMF. Hence, we need to scan all possible vocabularies across all time slices to settle down the number of word features $F$ at first$^1$.

4.3 Sliding-ONMF

With the requirement of fixed vocabularies of Rolling-ONMF, we propose Sliding-ONMF to release the constraint. Given the discretized time slices, Sliding-ONMF combines textual data across time slices based on a sliding window $w$ into synthesized slices and apply ONMF on them. Take Fig. 4 as an example, as $w = 2$, Sliding-ONMF hereby has three different topic models as results. In each model, Sliding-ONMF learns the topic dictionary, $W$, by considering the whole tweets within a sliding window, but only infers the topic coefficient, $H$, for tweets of the later week in a sliding window. For example, in Model1, topic dictionary is determined from

$^1$We also keep the number of topics $k$ invariant across times.
tweets at \( t = 1 \) and \( t = 2 \), and only infers the topic coefficient of tweets at \( t = 2 \). In this manner, we can infer temporal topic variations by comparing the determined topics between adjacent models (e.g., Model1 versus Model2 and Model2 versus Model3).

5 Topic Trend Extraction

After applying the Rolling-ONMF and Sliding-ONMF, we extract two topical information \( W^t \) and \( H^t \) that encode topic-word dictionary and topic-tweet coefficient at time slice \( t \), respectively. Note that we strip batch index \( q \) because only the topic dictionary of the last batch at each time slice, \( W^t,q = Q \), will be used. After optimizing the topic dictionary, we can infer the topic coefficient for all tweets at the time slice. To analyze the topic trends across time slices, we rely on both \( W^t \) and \( H^t \) to determine the topic evolution and construct topic-volume tuples over time.

5.1 Determining the Topic Evolution

This step aims to calculate the evolution score of each topic from \( t − 1 \) to \( t \). For measuring the value, we transform the topic dictionary into a set of discrete word distributions by (9), where each column represents a word distribution of a topic.

\[
\hat{W}^t_{i,j} = \frac{W^t_{i,j}}{\sum_{i=1}^{F} W^t_{i,j}}, \forall i \in F, \forall j \in K
\] (9)

With the word distributions of each topic at time \( t − 1 \) and time \( t \), we can measure the level of evolution by considering the word overlap between topics across two
time slices. We measure the overlap using the Jaccard Index and propose the topic evolution detection algorithm in Algorithm 2, where \( \hat{W}_{t-1} \) is a set of top-\( C \) probable words of topic \( k \) in \( \hat{W}_{t-1} \), and JaccardIndex\((A, B) = \frac{A \cap B}{A \cup B} \).

**Algorithm 2** The algorithm for detecting topic evolution.

```
Input: two matrices containing topic-word distributions at time \( t-1 \) and \( t \): 
\( \hat{W}_{t-1}, \hat{W}_t \), number of topics \( K \), and number of top probable words \( C \)
1. Initialize an evolution matrix \( J \in \mathbb{R}^{K \times K} \) with 0 for each entry
2. foreach \( k \in [1, K] \) do
3.  foreach \( k' \in [1, K] \) do
4.      \( J[k, k'] = \text{JaccardIndex}(\hat{W}_{t-1}^{1:C,k}, \hat{W}_t^{1:C,k'}) \)
```

Output: \( J \)

Consequently, we can analyze \( J \) for inferring the topic evolution between \( t-1 \) and \( t \). For example, the higher score of \( J[1, 2] \) indicates the more likely that topic 2 of time \( t \) continues the topic 1 of time \( t-1 \).

### 5.2 Constructing Topic-Volume Tuples Over Time

To catch the topic trend over time, we construct a set of tuples \( \{(k, t, r)\} \), where \( k \) is a topic, \( t \) indexes a time slice, and \( r \) is the volume of the topic \( k \) at \( t \). Specifically, with \( J \) over time, we consolidate topics across adjacent time slices when their evolution scores surpass the threshold \( \tau \), leading to a single topic \( k \). In this process, we also record the time slice index \( t \) of each involved topic. Subsequently, given \( k \) and \( t \), we can easily populate the topic volume \( r \) by averaging the score in \( k^{th} \) row in \( H_t \). As a result, for each topic \( k \), we will filter out the low-volume topics whose ratio below average value \( 1/K \) (e.g., if \( K = 25 \), the average value is 4%). With the tuples, we then manually assign the topic label for each topic \( k \) and draw its topic ratio over time.

### 6 Result

#### 6.1 Parameter Setting

To apply both Rolling-ONMF and Sliding-ONMF (\( w=2 \)) on our collected tweets, we discretized every tweet by each week, resulting in 17 time slices (\( T = 17 \)) ranging from the first week of March to the last week of June. This also represents that we learned the topics at the week level and monitored their trends from week by week. The batch size \( s \) was set on 2000, which only processes 2000 tweets at a time to control memory usage. Since the tweets in different time slices might carry a different number of topics, it was hard and impractical to use perplexity or coherence measurement to determine the best number like in previous studies. For this reason, we experimentally set the number of topics \( K \) as 25.
6.2 Model Performance

To measure the performance of the extracted topics, we adopted two measurements: coherence score and diversity. The coherence score, proposed by Mimno et al. [15], determines the coherent level of a topic model by the following steps: (1) each topic is represented by its top-$N$ contributed words, (2) the words are then paired up by the combination $C_N^2$, (3) co-occurrence statistics, such as pointwise mutual information, of all word pairs are applied, and (4) averaging co-occurrence statistics is used as a coherence score of a topic model. When a topic model performs a higher coherence score, it should be a better model for catching the word co-occurrence patterns into topics. On the other hand, when a topic model extracts more diverse topics, it potentially provides more meaningful and recognizable information. Hence, diversity is another key measure of the extracted topics. To measure this, each topic is represented by the top-$N$ contributed words. Then, we adopt the Jaccard index to measure similarities between topics. As a result, the diversity of a topic model is computed by $1 - \text{average Jaccard index}$. The higher diversity means the more diverse topics extracted from a topic model.

Table 1 presents the performances of Rolling-ONMF and Sliding-ONMF.

**Number of Topics** With 25 topics per week, each model determined 425 topics through the 17 weeks. To connect the evolved topics between weeks, we used 0.2 for $\tau$ for consolidating topics across time slices. Insignificant topics were removed using average ratio 4% (i.e., $1/K = 1/25$) as criteria. As a result, there were 49 out of 425 topics and 97 out of 425 topics left for Rolling-ONMF and Sliding-ONMF, respectively. There are roughly double the topics remaining after consolidation in Sliding-ONMF compared to Rolling-ONMF. We can consolidate more topics due to a higher mean evolution score (0.2996 for Rolling-ONMF vs. 0.2612 for Sliding-ONMF). We also present the different evolution characteristics of both models in Fig. 5, where a brighter color means more similarity shared between topics. Figure 5a shows that most topics in Week12 of Rolling-ONMF are evolved from the same topics in Week11, so the brighter values center on the diagonal. On the contrary, in Fig. 5b, Sliding-ONMF determines the topics in Week12 without considering topics in Week11, which explains why Sliding-ONMF can extract more topics with different themes.

**Coherence Score** Due to the unequal sample size (i.e., number of topics), we adopted Welch’s unequal variance $t$ test for testing the statistical significance. The coherence score of Sliding-ONMF is significantly higher ($p$ value = 0.049) than that of Rolling-ONMF. We attributed the worse coherence score of Rolling-ONMF to the constraint

| Number of topics | Coherence score (std) | Diversity (std) |
|------------------|-----------------------|-----------------|
| Rolling-ONMF     | -6.12 (1.65)          | 0.84 (0.07)     |
| Sliding-ONMF     | -5.61 (1.46)          | 0.82 (0.09)     |
that it needs to learn the topics based on learned topics from previous time slices. Sliding-ONMF is free from such a constraint, so it can better catch the topics from the corpus. In previous studies [20], the continuity of topics helps topics to evolve smoothly and helps investigators to evaluate the topics. Yet, this constraint harms the coherence score in our study.

**Diversity** The diversity of Rolling-ONMF is higher than that of Sliding-ONMF with $p$ value 0.07. As a result, the two models have different strengths and weaknesses. When the goal is to extract diversified topics, one may use Rolling-ONMF. When the number of coherent topics is the main consideration, one should instead adopt Sliding-ONMF.

### 7 Discussion

As discussed in the experimental result section, Rolling-ONMF and Sliding-ONMF have their own strengths and weaknesses. The topics detected by these two methods are not the same. The total number of topics and the duration of the topics vary between the two methods. In this section, we discuss the difference between them. In addition, we categorize the detected topics and discuss the themes that are most concerning during the pandemic.

#### 7.1 Rolling-ONMF

The topics in Rolling-ONMF seem to capture more general themes and fewer topics that discuss an event specific to a single week. The topics and their proportion of the entire tweet dataset are described in the area plots in Fig. 6.
Fig. 6 The stacked area plots for months March–June 2020 describing the persistent and short-term topics observed in the Rolling-ONMF.
The topics that persisted the most weeks throughout the 4 months are Global increase in cases and COVID-19 global alert. These topics are more general and not specific to an event that happened in a single week which is why they persisted for...
17 weeks each. On average, a topic persisted for 5 weeks with 14 topics persisting for only 1 week.

7.2 Sliding-ONMF

The Sliding-ONMF algorithm produced more topics after consolidating using the evolution score. The topics and their proportion of the entire tweet dataset are described in the area plots in Fig. 7.

The most persistent topic using this algorithm is Total Deaths and Hospitalization that persisted for 17 weeks. Unlike the Rolling-ONMF algorithm, the mean number of weeks that a topic persisted here is only 2.67 with 37 topics only persisting for 1 week. This is consistent with the fact that we were able to capture more information unique to each week rather than more general trends. For example, in the Sliding-ONMF, there are topics related to the SXSW festival canceled in March and the Together at Home Concert in April.

7.3 Themes Detected in the Topics

After performing a step of automated consolidation and filtering of all topics using the evolution score and the proportion of each topic out of the weekly total, all topics were manually reviewed for qualitative analysis. All three authors reviewed the topics in search of common themes. The authors grouped the topics into 11 distinct themes in both the Rolling-ONMF and the Sliding-ONMF algorithms. Themes were selected in a way that reflected whether a topic occurred in 1 or 2 weeks or lasted throughout many weeks. Themes were also reflective of the different types of tweets and separated between tweets discussing hand washing and social distancing and those tweets related to vaccine development and potential COVID-19 treatments. Additionally, incoherent topics were manually filtered out. For example, a topic that centered around the word Dr and contained information about Dr Fauci, Dr Birx, and other doctors from other countries was deemed to be incoherent in the qualitative analysis since it did not contain any information about an event that happened during a certain week or a theme that lasted for a number of weeks. After the manual examination, 49 topics were reduced to 39 from the Rolling-ONMF algorithm and 97 topics were reduced to 74 from the Sliding-ONMF algorithm. We observe that while there was more consolidation of topics in Rolling-ONMF since the themes were more consistent from one week to the other, the topics that did remain after consolidation in Rolling-ONMF were more coherent in their themes. On the other hand, the Sliding-ONMF algorithm produced more distinct topics from week to week but a larger proportion of these topics ended up being removed from the analysis since the keywords did not have a common coherent theme related to something that occurred during that week. We observe that the volume of the themes in the rolling method is higher because of the continuity that is a part of this algorithm. In the next section, we present the qualitative results of the two models for comparison.

After all three authors examined the topics, there were a number of themes that emerged both in the Rolling-ONMF topics and the Sliding-ONMF topics. The
stacked area chart for these themes is detailed in Fig. 8, examples of selected theme are detailed in Table 2, and the weekly average proportion for each theme is detailed in Table 3.

Fig. 7 The stacked area plots for months March–June 2020 describing the persistent and short-term topics observed in the Sliding-ONMF
When examining Table 2, we observe a result that is consistent with our previous observations regarding the differences between the Rolling-ONMF and the Sliding-ONMF algorithms. The topics detected by the Rolling-ONMF algorithm are more general and mostly span over longer periods of time, while the topics in the Sliding-ONMF algorithm are more specific and span over shorter periods of time. In fact, the average number of weeks that each topic persists in the Rolling-ONMF algorithm is 86.
5.1 weeks while they persist an average of 2.67 weeks in the Sliding-ONMF algorithm. The topics in the two algorithms do not have many weeks of overlap since they capture different types of topics. Since the topics in the Sliding-ONMF algorithm...
persist for much less time, they tend to discuss specific events that occurred mostly in a single week or pertain to a specific news event. For example, if we compare the topics in the healthcare theme, in the Rolling-ONMF algorithm, we see more general topics like support for healthcare workers or ventilator shortages. However, in the Sliding-ONMF algorithm, we see more specific topics that lasted between 1 and 3 weeks each and discuss more specific events like Kawasaki syndrome in children and cases of reinfection that circulated in the news.

7.3.1 COVID-19-Related Events

COVID-19-related events are defined as news events that were reported due to COVID-19 or events happening directly related to COVID-19. Topics discussing related events typically only showed up for 1 or 2 weeks at a time. Since there was more consolidation of topics in the Rolling-ONMF algorithm, there are no event topics in this algorithm. The detection of more distinct topics related to events in the Sliding-ONMF was most likely due to the effect in the rolling method that the new topics are not easily identified if they are very different from the topics in the previous week. In the Sliding-ONMF algorithm, we see a number of events including the cancellation of the SXSW festival in Austin appearing in the first 2 weeks of March, CPAC attendees testing positive for COVID appearing in the second and third weeks of March, the Together at Home Concert appearing in April, Easter during the pandemic in April, climate change–related headlines in May, a hairstylist testing positive in Missouri but not infecting her customers in May, and Black Lives Matter (BLM) demonstrations starting in late May. However, we observe that due to more consolidation in the Rolling-ONMF algorithm, the BLM topic appears in April since it has been algorithmically consolidated with previous topics regarding the mistreatment of African Americans during the pandemic. In the Sliding-ONMF algorithm, however, this topic only appears in early June.

7.3.2 COVID-19-Related Updates

This theme differs from the related events theme by mainly discussing updates about the death toll and containing hashtags like #coronavirusupdate. The COVID-19 updates theme had the highest weekly average proportion in the Sliding-ONMF algorithm (11.5%). This theme lasted throughout the period and appeared prominently in both the Rolling-ONMF and Sliding-ONMF algorithms. This is likely due to more consolidation occurring in the Rolling-ONMF algorithm which led to topics that were more likely to center around more general keywords and hashtags. In the Rolling-ONMF algorithm, topics carry on from week to week as they are very similar to those being detected in the previous week. Therefore, topics that contained more general themes were more prominent.

7.3.3 Prevention

Prevention-related topics have the highest average proportion in Sliding-ONMF (11.12%) while in Rolling-ONMF they have a weekly average proportion of only
Table 2  Selected themes and topics for Rolling-ONMF and Sliding-ONMF

| Selected themes         | Rolling-ONMF topics                                      | Rolling-ONMF Weeks range | Sliding-ONMF topics                                         | Sliding-ONMF Weeks range |
|-------------------------|----------------------------------------------------------|---------------------------|-------------------------------------------------------------|--------------------------|
| COVID-19-related Events | Conspiracy theories about Bill Gates                     | 19, 20                    | Hairstylist in Missouri infected with COVID-19              | 23                       |
|                         | Florida scientist fired over COVID-19 dashboard           | 16                        | does not infect customers                                   | 17, 18                   |
|                         | The pandemic and BLM protests                            | 25                        | Pope Francis mass                                           | 10, 11                   |
|                         | father’s day during lockdown                             | 26                        | SXSW festival in Austin cancelled                            | 16, 17, 18               |
|                         |                                                          |                           | Together at home concert                                    | 10, 11                   |
|                         |                                                          |                           | Toilet paper and hand sanitizer shortages                  |                          |
| COVID-19 spreading      | COVID-19 spreads from China to NY                        | 10, 11                    | Asymptomatic spread of the virus                            | 24                       |
|                         | the pandemic in 3rd world countries                      | 25, 26                    | Attempts to slow down the virus spread are not successful   | 10–14                    |
|                         |                                                          |                           | COVID-19 spreads from China to Iran and Italy               | 10, 11, 12               |
| COVID-19 testing        | A plea for people to get tested                          | 24, 25, 26                | Insufficient testing in the USA                             | 10, 11                   |
|                         |                                                          |                           | PPE and adequate testing for frontline workers              | 19                       |
|                         |                                                          |                           | Drivethru testing in South Korea                            | 13                       |
| COVID-19 updates        | COVID-19 daily news update                               | 10–13                     | Increase in cases of younger people                         | 18, 19                   |
|                         | COVID-19 global alert                                    | 10–26                     | Total deaths and hospitalizations                           | 10–26                    |
|                         | Global increase in cases                                 | 10–26                     | Brazil is a COVID-19 hotspot                                | 22, 23                   |
| Economic crisis         | Businesses closed amid pandemic                          | 12                        | Relief for small businesses                                 | 18                       |
|                         | Stock market crashes                                     | 11                        | Shut down businesses during the pandemic                    | 14                       |
|                         |                                                          |                           | COVID-19 US relief package                                  | 12–26                   |
| Selected themes          | Rolling-ONMF topics                              | Rolling-ONMF Weeks range | Sliding-ONMF topics                                                                 | Sliding-ONMF Weeks range |
|-------------------------|--------------------------------------------------|--------------------------|------------------------------------------------------------------------------------|--------------------------|
| Essential workers       | Essential workers and businesses                 | 12–16                    |                                                                                   |                          |
|                         | Support for all essential workers                | 19–23                    |                                                                                   |                          |
| Government policy       | Narendra Modi’s handling of COVID-19             | 14                       | Lockdowns are extended                                                             | 16                       |
|                         | Pandemic response in Kalinga region India        | 23                       | NY State response to COVID-19                                                     | 15–26                    |
|                         | NY declares state of emergency                   | 11–21                    | Some states begin to reopen                                                        | 17                       |
|                         | Declaring of emergency in many countries         | 11–23                    | Trump criticizes Obama administration                                             | 22                       |
|                         | World leaders claim COVID-19 is a hoax           | 11–18                    | Lockdowns in multiple countries                                                   | 11–14                    |
| Healthcare              | Hospitals lacking ventilators and other resources | 18–22                    | Kawasaki syndrome in children with COVID-19                                       | 21                       |
|                         | Support for healthcare workers                   | 10–15                    | Patients may be reinfected                                                        | 17, 18                   |
|                         |                                                                 |                          | Protecting residents of nursing homes                                             | 17, 18, 19               |
| Prevention              | COVID-19 safety measures like                    |                          |                                                                                   |                          |
|                         | hand washing and social distancing               | 21–26                    | Handwashing and social distancing                                                  | 25                       |
|                         | Maintaining hygiene and cleaning surfaces        | 21                       | Hashtags related to COVID-19 motivating                                            |                          |
|                         | people to stay home and stay safe                | 10–13                    |                                                                                   |                          |
|                         | Social distancing                                | 12–16                    | Importance of wearing facemasks                                                   | 26                       |
|                         | Stay home save lives                             | 10–19                    | New staying home lifestyle                                                        | 15–22                   |
| Selected themes       | Rolling-ONMF topics                                                                 | Rolling-ONMF Weeks range | Sliding-ONMF topics                                                                 | Sliding-ONMF Weeks range |
|-----------------------|--------------------------------------------------------------------------------------|--------------------------|-------------------------------------------------------------------------------------|--------------------------|
| Racism                | Blaming Muslims for spreading COVID-19 in India                                      | 26                       | Chinese propaganda to hide severity of COVID-19                                      | 14–20                    |
|                       | Racism towards Chinese due to the pandemic                                          |                          |                                                                                     |                          |
| Vaccines and treatments| Hydroxichloroquine, flu vaccine and other proposed treatments for COVID-19         | 13–19                    | Bill Gates and vaccine development                                                  | 22                       |
|                       | Studies on HCQ                                                                        | 22                       | Different experimental treatments for COVID-19                                       | 16                       |
|                       | Vaccine for COVID-19                                                                  | 21                       | First vaccine trial starts                                                           | 13                       |
|                       |                                                                                      |                          | Oxford vaccine trial                                                                | 19, 20                   |
Table 3 Average weekly theme proportion

| Theme                      | Average weekly proportion Sliding-ONMF | Average weekly proportion Rolling-ONMF |
|----------------------------|----------------------------------------|---------------------------------------|
| COVID-19 updates           | 0.115                                  | 0.04                                  |
| Essential workers          | 0.075                                  | 0                                     |
| Government policy          | 0.075                                  | 0.054                                 |
| Economic crisis            | 0.074                                  | 0.05                                  |
| COVID-19-related events    | 0.069                                  | 0.086                                 |
| Prevention                 | 0.058                                  | 0.112                                 |
| COVID-19 testing           | 0.057                                  | 0.06                                  |
| Vaccines and treatments    | 0.051                                  | 0.053                                 |
| Healthcare                 | 0.041                                  | 0.069                                 |
| COVID-19 spreading         | 0.041                                  | 0.04                                  |
| Racism                     | 0                                      | 0.035                                 |

5.76%. Topics related to prevention of COVID-19 include tweets that center around the themes of social distancing, maintaining hygiene and hand washing, wearing masks, and staying home like the hashtag “stay home save lives.” This topic persisted throughout the entire period examined in this research. We observe that tweets regarding staying home and preventing COVID started from the first week of March even though quarantine had not been in place in many places in the world during that time. In fact, the restaurant booking website reports a decline in year over year bookings in the USA starting March 2nd even though the first stay home order issued in the USA was in California effective March 20th.²

7.3.4 Economic Crisis

Topics related to the economic crisis discuss shutdowns of businesses due to the crisis, stock market crashes, government relief packages to small businesses, providing financial stimulus packages due to the pandemic, and the impact to business in different countries. The topic started a week into the pandemic and lasted throughout in the Sliding-ONMF algorithm but in the Rolling-ONMF algorithm, it was only discussed in the second and third weeks of the pandemic. Some of the topics in this theme are more news related (i.e., the stock market crashes that peaked in late March and early April), while others have a general theme that persists throughout the entire period. In particular, we see a discussion of the stock market crash begins in the second week of March in the Rolling-ONMF algorithm. Additionally, many tweets center around the topic of the COVID-19 relief package in the USA starting in the 3rd week of March and up until June.

²https://www.opentable.com/state-of-industry
7.3.5 Government Policy

Government policy is a theme that encompasses responses from different governments around the world. The theme lasted throughout the 17-week period with both algorithms. Topics in this theme include the declaration of a state of emergency in multiple countries as well as US states, the response of different local-level and country-level leaders and statements from different leaders regarding the pandemic. Many of the tweets are from individuals reacting to the new regulations. Over time, we see signs of quarantine fatigue. This phenomenon has also been documented in other research [30].

7.3.6 COVID-19 Spreading

Topics related to the rapid spread of the disease appeared throughout the entire period in the Sliding-ONMF algorithm but only in the first two and last two weeks in the time period in the Rolling-ONMF algorithm. The topics in this theme discuss the unsuccessful efforts to mitigate the virus as it spread initially from China to Italy and Iran, the discussion of rising death tolls, and spread from asymptomatic carriers of the virus. When observing the individual tweets, we see concern by individuals over the spread of the virus. In the early weeks of our tracking efforts, there are many tweets from Italy containing concern from individuals over the state of the country in dealing with the pandemic.

7.3.7 Healthcare

This theme contained a mix of news story–based topics regarding healthcare as well as general support for healthcare workers around the world that was expressed by Twitter users. Some examples of topics are the discovery that children who are infected with COVID-19 may get Kawasaki syndrome as a result, the concern that people who have recovered from COVID-19 may be reinected, and concerns about infections in nursing homes. Since this topic was driven by news stories, it did not appear consistently throughout the entire time period. These patterns match the research that has emerged regarding nursing homes [3] and the tough choices that healthcare workers have had to make [27].

7.3.8 Vaccines and Treatments

This theme did not appear throughout the entire time period and was heavily driven by news stories and updates about the progress made in developing vaccines and discovering various treatment options for COVID-19. There are discussions of updates from the different vaccine trials like the Oxford and AstraZeneca trial, but also discussions of conspiracy theories like tweets related to Bill Gates and vaccines. It is important to track these mentions of conspiracy theories and the public sentiment towards, as has been shown in other research tracking controversial tweets during the COVID-19 pandemic [1, 6]. Research has shown that exposure to social media can
affect an individual’s willingness to vaccinate [8]; therefore, it is crucial for clinicians and policy makers to be aware of public sentiment regarding the COVID-19 vaccine.

7.3.9 Racism

This theme only appeared in the Sliding-ONMF algorithm and had very few topics. Examples of topics were tweets discussing Muslims in India infecting others intentionally with COVID-19, and tweets with hashtags containing racist terms related to China and COVID-19. These topics represented a relatively small proportion of all tweets during the weeks that they appeared.

7.3.10 Essential Workers

The theme discussing essential workers appeared only in the Rolling-OMNF algorithm and was mainly related to the praise of essential workers. The two topics in this theme are essential workers and businesses and support for all essential workers. This theme lasted throughout most of the time period. Though there were some changes in the keywords representative of this theme, the theme continued to contain hashtags like #frontlineheroes and keywords discussing donation, businesses, and nurses.

8 Conclusion

Social media is steadily becoming the primary communication platform for people to convey their thoughts in almost every aspect. Therefore, analyzing the contents from tweets can help better understand people’s reflections towards a specific event. During the COVID-19 pandemic, several studies used topic modeling for extracting the main concerns and demands of society. These previous studies [1, 5, 17] only focus on tweets accumulated in a short period (e.g., few weeks) and overlook the potential evolved topics. To track the topics through time, we first collected COVID-19-related tweets from the first week of March to the last week of June. We also developed two matrix decomposition methods—Rolling-OMNF and Sliding-OMNF—for identifying the hidden topics and their temporal evolution from the collected tweets. Compared to existing temporal topic models [20, 21], our proposed models could deal with the large scale of tweets and infer the hidden topics in a reasonable time. Two models have different strengths. Rolling-OMNF tends to catch high-volume topics and keep continuity. On the contrary, Sliding-OMNF is able to detect more emerging topics that appear in shorter time frames. We found that two types of topics can be identified using our methods. The first type is the emerging COVID-19-related event, which helps in recognizing the prompt event. For instance, we identified a topic related to the SXSW festival cancellation in March and the Together at Home Concert in April. The other type is the recurring topic, which helps the decision-maker and governor monitor the trend of a specific topic, such as reflections of government policy or vaccination development.

There are two potential future directions worth investigating further. Since our proposed methods only catch the continuity of topics across different times, the first
direction is how to learn more topic dynamics such as merge, split, and diminish [28]. The second direction is incorporating other informative dimensions. For instance, geolocation plays a vital role in tracking disease diffusion. It may additionally explain the relationship between the topic and its associated location [19]. Likewise, we observed that the co-occurrence pattern of hashtags is also an essential indicator of a topic. We may propose a better mechanism to model hashtags rather than modeling them with plain texts.
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