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Abstract

Adversarial Transferability is an intriguing property of adversarial examples – a perturbation that is crafted against one model is also effective against another model, which may arise from a different model family or training process. To better protect ML systems against such adversarial attacks, several questions are raised: what are the sufficient conditions for adversarial transferability? Is it possible to bound such transferability? Is there a way to reduce the transferability in order to improve the robustness of an ensemble ML model? To answer these questions, in this work we aim to first theoretically analyze and outline checkable sufficient conditions for transferability between models; then propose a practical algorithm to reduce transferability between base models within an ensemble to improve its robustness. Our theoretical analysis, as the first work, shows that only the orthogonality between gradients of different models is not enough to ensure low adversarial transferability; in the meantime, the model smoothness is an important factor to impact the transferability together with gradient orthogonality. In particular, we provide a lower bound of adversarial transferability based on model gradient similarity, as well as an upper bound for low risk classifiers based on gradient orthogonality and model smoothness. We demonstrate that under the condition of gradient orthogonality, smoother classifiers will guarantee lower adversarial transferability. Finally, inspired by our theoretical analysis, we propose an effective Transferability Reduced Smooth-ensemble (TRS) training strategy to train a robust ensemble with low transferability by enforcing model smoothness and gradient orthogonality between base models. We conduct extensive experiments on TRS and compare with 6 state-of-the-art ensemble baselines against 8 whitebox attacks on different datasets, showing that the proposed TRS outperforms all baselines significantly. We believe our analysis on adversarial transferability will not only provide further understanding on predictions of ML models, but also inspire future research towards developing robust ML models taking these adversarial transferability properties into account.

1 Introduction

Machine learning systems, especially those based on deep neural networks (DNNs), have been widely applied in numerous settings, including image recognition [30], speech recognition [21], natural language processing [51], and malware detection [11]. However, recently it has shown that DNNs are vulnerable to adversarial examples, which are able to mislead DNNs by adding small magnitude of perturbations to the original instances [52; 20]. There have also been a number of efforts exploring adversarial examples in general machine learning systems beyond those on DNNs [2; 3; 33; 34; 18]. Several attack strategies have
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been proposed so far to generate such adversarial examples in both digital and physical environments [40; 36; 55; 56; 17; 31]. For instance, several work has shown that such adversarial examples are effective in the physical world [31; 17]. It is thus clear that such adversarial attacks are a common risk across different learning systems and may exist in different domains.

Intriguingly, though most of the attack strategies mentioned above require access to the information of target machine learning models (whitebox attacks), it has been found that even without knowledge about the exact target model, adversarial examples generated against another model can transferably attack the target victim model, giving rise to blackbox attacks [43; 44]. This property of adversarial transferability poses great threat to the real-world DNN-based systems since the attacker could succeed even without intrusion to the target ML system. Some work have been conducted to understand adversarial transferability [54; 37; 14]. However, a rigorous theoretical analysis or explanation for transferability is still lacking in the literature. In addition, although developing robust ensemble models to limit transferability shows great potential towards practical robust learning systems, only empirical observations have been made in this line of research [42; 25; 57]. Can we deepen our theoretical understanding on transferability? Can we then take advantage of any new theoretical understanding to reduce the transferability and therefore generate better robust ensemble models?

In this paper, we focus on these two questions. From the theoretical side, we are interested in the sufficient conditions under which the transferability can be lower bounded or upper bounded, both of which could lead to insights that could have profound empirical implications: An upper bound on transferability could potentially deliver a new optimization objective when training robust ensemble models, while a lower bound on transferability could help avoid “doomed” scenarios.

Our theoretical arguments provides the first theoretical interpretation for the sufficient conditions of transferability. Intuitively, as illustrated in Figure 1, we show that the commonly used gradient orthogonality (low cosine similarity) between learning models cannot directly imply low transferability; on the other hand, orthogonal and smoothed models would limit transferability. Our analysis is inspired by this intuition, with a focus on understanding the impact of model smoothness and gradient cosine similarity on transferability. In particular, the existing work on understanding the adversarial transferability focuses on the empirical evaluation, which mainly rely on minimizing the gradient cosine similarity; while other factors such as model smoothness are not outlined or studied. For instance, Pang et al. [42] propose to diversify the models’ output confidence and empirically shows that it limits the transferability to some extent. Yang et al. [57] propose to diversify the distilled features learned from the models by penalizing feature overlaps during training. However, there is no explanation on how the models evolve to be diversified quantitatively. A large-scale empirical study [14] summarizes three main factors that affect the transferability: the magnitude of input gradients, the gradient similarity, and the variability of the loss landscape, while the theoretical justifications of these factors are still open. In this paper, we prove that the model smoothness and gradient similarity are the key factors that contributes to the transferability both theoretically, and smooth models with orthogonal gradients can guarantee low transferability. We also verify our theoretical analysis based on extensive experiments. Interestingly, from another point of view, we identify that the model smoothness we analyzed here is actually the precise key factor covered by the broad definition based on the large-scale empirical studies in [14]: the variability for the loss landscape or the so-called “complexity” of the model,
since well-trained smoother models have smaller variance in its loss landscape and smaller model complexity.

In addition, based on the Taylor expansion and Markov's inequality, we derive a lower bound on transferability between two low risk classifiers based on model smoothness and loss gradient similarity for the $\ell_2$ norm bounded adversarial examples. Beyond such common attack types, we also derive a lower bound for transferability from the perspective of data distribution distance, i.e. under the condition that the distance between the benign and adversarial distributions is bounded. Both lower bounds illuminate mechanisms of transferability under different scenarios. Besides, we also prove an upper bound on transferability, demonstrating that transferability can be upper bounded by model smoothness, model risks, and the similarity of their loss gradients.

Under an empirical lens, inspired by our theoretical results, we propose a simple yet effective approach, Transferability Reduced Smooth-ensemble (TRS) to limit transferability between base models within an ensemble and therefore improve its robustness. In particular, we enforce the smoothness of models as well as reduce the loss gradient similarity between models to introduce global model orthogonality.

We conduct extensive experiments to evaluate TRS in terms of the robustness of the ensemble against the strong white-box attacks, as well as its ability to limit transferability across the base models. We compare the proposed TRS with existing state-of-the-art baseline ensemble approaches in the literature including ADP [42], GAL [25], DVERGE [57], etc. We apply multiple strong whitebox attacks such as PGD [38], FGSM [20], C&W [7], and EAD [10] to simulate a powerful adversary and provide an empirically tighter upper bound of the ML robustness against strong adversarial attacks. On both MNIST and CIFAR10 datasets, when compared with the baselines, we show that (1) TRS requires smaller or comparable training time; and (2) TRS achieves the state-of-the-art ensemble robustness, outperforming others by a large margin. (3) TRS effectively reduces the transferability among base models within an ensemble which indicates its robustness against whitebox and blackbox attacks. (4) Both loss terms in TRS induce robustness for an ensemble by constraining different sufficient conditions of transferability.

**Contributions.** In this paper, we make the first attempt towards theoretical understanding of adversarial transferability, and providing practical approaches to developing robust ML ensembles. Our contributions are summarized as below.

1. We provide a general theoretical analysis framework for adversarial transferability. We prove the lower bounds on transferability between low risk classifiers for both $\ell_p$ norm bounded and distribution enabled adversarial examples.

2. We prove an upper bound of transferability based on model similarity and smoothness, emphasizing the importance of model smoothness in decreasing the transferability between models, which is aligned with the conclusions of existing large-scale empirical studies. We show that with smoother models, both the lower and upper bounds of transferability are tighter.

3. We propose a simple yet effective approach TRS to train a robust ensemble by enforcing model smoothness and reducing loss gradient similarity between models.

4. We conduct extensive experiments to evaluate the robustness of the proposed ensemble model, and show that it outperforms the state-of-the-art robust ensemble approaches on different datasets against a range of attacks.

**2 Related Work**

Adversarial vulnerabilities of deep neural networks. Since the early studies on adversarial examples against deep neural networks [52], the adversarial vulnerabilities of deep neural networks has raised great concerns these years, especially for security-critical scenarios, such as autonomous driving and drug
design [31; 17; 50]. There has been a series of work on adversarial evasion attacks, including both whitebox and blackbox attacks [20; 8; 1; 55]. Corresponding defenses have also been extensively studied, including both empirical defenses [38; 47] which are usually been adaptive attacked again [1; 53], and provable robust ML defenses [27; 12; 35]). Besides, the explanation of such vulnerabilities have also provided further understanding on the potential reasons and ways towards improving ML robustness [54; 37; 14].

Adversarial transferability. The adversarial transferability between different ML models is an intriguing avenue of studies. Papernot et al. [46] explored the limitation of adversarial examples and showed that, while some instances are more difficult to manipulate than the others, these adversarial examples usually transfer from one model to another. It has also been found that the transferability property holds across different classification models, such as support vector machines, decision trees, and neural networks. This property exists not only across classifiers with the same underlying model, but also in the cross-model cases [43]. Demontis et al. [14] later analyzed transferability for both evasion and poisoning attacks. Tramèr et al. [54] empirically investigated the subspace of adversarial examples that enables transferability between different models: though their results provide a non-zero probability guarantee on the transferability, they did not quantify the probability with which the adversarial examples transfer.

Transferability based attacks and diversified robust ensemble as defenses. Given that the adversarial transferability implies the vulnerability of machine learning models even without being accessed by attackers, different blackbox attacks have been proposed in practice, such as for applications where the classifier is deployed in the cloud [44]. To defend against these transferability based attacks, Pang et al. [42] proposed a class entropy based adaptive diversity promoting approach to enhance the ML ensemble robustness. Recently, Yang et al. [57] proposed DVERGE, a robust ensemble training approach that diversifies the non-robust features of base models via an adversarial training enabled objective function. However, these approaches do not provide theoretical justification for adversarial transferability, and there is still room to improve the ML ensemble robustness based on in-depth understanding on the sufficient conditions of transferability. In this paper, we aim to provide both theoretical understanding of transferability and the lower and upper bounds for it, and empirically compare the proposed robust ML ensemble inspired by our theoretical analysis with existing approaches to push for a tighter empirical upper bound for the ensemble robustness.

3 Preliminaries and Method Overview

In this section, we first discuss the general threat model, and then provide an overview of our proposed TRS method and its theoretical motivation. Our theoretical analysis in Section 4 will follow the same threat model defined here.

3.1 Threat Model

Preliminaries. We consider neural networks for classification tasks. Let $\mathcal{X}$ be the input space of the model (e.g. the set of all possible images for an image classification task). Let $\mathcal{Y}$ denote the set of classes (i.e., labels) the models would output. If there are $C$ classes, $\mathcal{Y} = \{1, 2, \ldots, C\}$. The neural network is modeled as a mapping function $\mathcal{F}$ (or $\mathcal{G}$) from $\mathcal{X}$ to $\mathcal{Y}$. We will study the transferability between two models $\mathcal{F}$ and $\mathcal{G}$ hereinafter. For notation simplicity, in later definitions we will only use the derived notations for $\mathcal{F}$, which are similar $\mathcal{G}$.

For a given input $x \in \mathcal{X}$, the classification model $\mathcal{F}$ first predicts the confidence score for each label $y \in \mathcal{Y}$, denoted as $f_y(x)$. These confidence scores across different labels sum up to 1, i.e., $\sum_{y \in \mathcal{Y}} f_y(x) = 1, \forall x \in \mathcal{X}$. The model $\mathcal{F}$ will output the label with highest confidence score as the prediction: $\mathcal{F}(x) = \arg \max_{y \in \mathcal{Y}} f_y(x)$. For model $\mathcal{F}$, there is usually a model-dependent loss function $\ell_{\mathcal{F}} : \mathcal{X} \times \mathcal{Y} \mapsto \mathbb{R}_+$, which is the composition
of a standard training loss (e.g., cross-entropy loss) $\ell$ and the model’s confidence score $f(\cdot)$: for $(x, y) \in (\mathcal{X}, \mathcal{Y})$, $\ell_{\mathcal{F}}(x, y) := \ell(f(x), y)$. For instance, when $\ell$ is the cross-entropy loss, $\ell_{\mathcal{F}}(x, y) = -\log f_y(x)$. We further assume that $\mathcal{F}(x) = \arg \min_{y \in \mathcal{Y}} \ell_{\mathcal{F}}(x, y)$, i.e., the model’s predicted label is the one with minimum loss. This holds for common standard training loss. Neural network models are usually differentiable, i.e., for any $(x, y) \in (\mathcal{X}, \mathcal{Y})$, $\nabla_x \ell_{\mathcal{F}}(x, y)$ exists, and so as $\nabla_x \ell(f(x), y)$.

Following the convention, we assume that the benign data $(x, y)$ follows an unknown distribution $\mathcal{D}$ supported on $(\mathcal{X}, \mathcal{Y})$. Under this distribution $\mathcal{D}$, we use $\mathcal{P}_\mathcal{X}$ to represent the marginal distribution on $\mathcal{X}$. The $\Pr(E)$ and $\mathbb{E}[v]$ represent the probability of an event $E$ and the expected value of a random variable $v$ under distribution $\mathcal{D}$, respectively.

In this paper, by default we will focus on models that are well-trained on the benign dataset, and such models are the most commonly encountered in practice, so their robustness is paramount. This means we will focus on the low risk classifiers, which we will formally define in Section 4.1.

Throughout the paper, we focus on the data evasion attacks, where the attacker tries to craft an adversarial example that fools the model to make wrong predictions. It is worth mentioning that through optimizing framework in [14] it is also possible to extend our analysis to data poisoning attacks where the attacker maliciously manipulates the training data to cause model failures, and we leave this as interesting future directions.

**How should we define an adversarial attack?** We first adopt a natural approach to define an attack strategy — the attacker adds an $\ell_p$ norm bounded perturbation to data instance $x \in \mathcal{X}$. In practice, there are two types of attacks, untargeted attacks and targeted attacks. As previous work observed, the adversarial transferability is different under different attacks [37], and we consider both in our analysis.

**Definition 1** (Adversarial Evasion Attack). Consider an input $x \in \mathcal{X}$ with ground truth label $y \in \mathcal{Y}$, $\mathcal{F}(x) = y$.

- An untargeted attack crafts $A_U(x) = x + \delta$ to maximize $\ell_{\mathcal{F}}(x + \delta, y)$ where $\|\delta\|_p \leq \alpha$.
- A targeted attack with adversarial target $y_t \in \mathcal{Y}$ crafts $A_T(x) = x + \delta$ to minimize $\ell_{\mathcal{F}}(x + \delta, y_t)$ where $\|\delta\|_p \leq \alpha$.

In this definition, $\|\delta\|_p$ represents the $\ell_p$ norm of $\delta$, and $\alpha$ is a pre-defined attack radius that limits the power of the attacker. We may refer to $\{\delta : \|\delta\|_p \leq \alpha\}$ as the perturbation ball. The goal of the untargeted attack is to maximize the loss function of the target model against its true label $y$. The goal of the targeted attack is to minimizes the loss function towards its adversarial target label $y_t$.

**How do we formally define that an attack is effective?** We define the attack effectiveness for both targeted and untargeted attacks based on the statistical probability of successful attacks.

**Definition 2** (($\alpha$, $\mathcal{F}$)-effective attack). Consider a input $x \in \mathcal{X}$ with true label $y \in \mathcal{Y}$. An attack is ($\alpha$, $\mathcal{F}$)-effective in both untargeted and targeted (with class target $y_t$) scenarios if:

- **Untargeted**: $\Pr(\mathcal{F}(A_U(x)) \neq y) \geq 1 - \alpha$.
- **Targeted**: $\Pr(\mathcal{F}(A_T(x)) = y_t) \geq 1 - \alpha$.

This definition captures the requirement that an adversarial instance generated by an effective attack strategy is able to mislead the target classification model (e.g. $\mathcal{F}$) based on certain probability $\alpha$. The smaller the $\alpha$ is, the more effective the attack is. In practice, this implies that on a finite sample of target points, attack success is frequent but not absolute.

Note that the definition of attack effectiveness here is general for both whitebox and blackbox attacks. In whitebox attack, the attacker is assumed to have full-knowledge about the target model including model structure and weights [1; 14; 7]; while in blackbox attack only the prediction probability score [45] or the
label decision of the model can be queried by the attacker [6]. In both types of attacks, we can use such successful attack probability to quantify the attack effectiveness naturally.

In this paper, we will focus on both targeted and untargeted adversarial effective attacks, as well as their transferability between different models (e.g. $\mathcal{F}$ and $\mathcal{G}$)

### 3.2 Method Overview

An overview of our method is shown in Figure 2. We will first provide the precise definition of adversarial transferability based on our threat model in Section 4.2, and then we will present the theoretical lower and upper bounds of adversarial transferability for both untargeted and targeted attacks in Section 4. From our theoretical analysis, we find that the diversified gradients and smoother model jointly contribute to low transferability across models. Inspired by this insight, we encode these two factors into two loss terms, and propose the TRS loss to minimize the transferability between base models during training. We then propose TRS training, a progressive training approach that leverages TRS loss to consistently generate ensemble models that are diverse from others. We finally combine these models as an ensemble—TRS ensemble. The TRS ensemble is empirically evaluated against multiple strong whitebox attacks and demonstrates its robustness.

### 4 Transferability of Adversarial Perturbation

In this section, we connect adversarial transferability with different characteristics of models theoretically, which, in the next section, will allow us to explicitly minimize transferability by enforcing (or rewarding) certain properties of models. We first introduce some necessary notations and definitions, then present the theoretical analysis of adversarial transferability including its formal definition and its rigorous lower and upper bounds for both targeted and untargeted attacks.
4.1 Model Characteristics

Given two models $F$ and $G$, what are the characteristics of $F$ and $G$ that have impact on transferability under a given attack strategy? Intuitively, the more similar these two classifiers are, the larger the transferability would be. However, how can we define “similar” and how can we rigorously connect it to transferability? To answer these questions, in this section we will first define the risk and empirical risk for given neural network model to measure its performance on benign test data. Then, as the deep neural networks are differentiable, we will define model similarity based on their gradients. Concretely, we define both lower loss gradient similarity and upper loss gradient similarity based on the cosine similarity between two models’ loss gradients with respect to an input. We will then derive the lower and upper bounds of transferability based on the defined model risk and similarity measures.

**Definition 3 (Model Risk).** For a given classification model $F$, we let $\ell_F$ be its model-dependent loss function. Its risk is defined as $\eta_F = \Pr (F(x) \neq y)$; and its empirical risk is defined as $\xi_F = \mathbb{E} [\ell_F(x, y)]$.

As we can observe, the risk is exactly one minus the model’s accuracy on benign test data, while the empirical risk is a non-negative value that also indicates the inaccuracy. For both of them, higher value means worse performance on the benign test data. The difference is that, the risk has more intuitive meaning, while the empirical risk is differentiable and is actually used during model training in practice.

**Definition 4 (Lower Loss Gradient Similarity).** The lower loss gradient similarity $S$ between two differentiable loss functions $\ell_F$ and $\ell_G$ is defined as:

$$ S(\ell_F, \ell_G) = \inf_{x \in \mathcal{X}, y \in \mathcal{Y}} \frac{\nabla_x \ell_F(x, y) \cdot \nabla_x \ell_G(x, y)}{\|\nabla_x \ell_F(x, y)\|_2 \cdot \|\nabla_x \ell_G(x, y)\|_2}. $$

The $S(\ell_F, \ell_G)$ is the minimum cosine similarity between the gradients of the two loss functions for an input $x$ drawn from $\mathcal{X}$ with the true label $y \in \mathcal{Y}$. Analogous with the lower loss gradient similarity, we define the upper loss gradient similarity, which is the maximum cosine similarity between the gradients of the two loss functions.

**Definition 5 (Upper Loss Gradient Similarity).** The upper loss gradient similarity $\overline{S}$ between two differentiable loss functions $\ell_F$ and $\ell_G$ is defined as:

$$ \overline{S}(\ell_F, \ell_G) = \sup_{x \in \mathcal{X}, y \in \mathcal{Y}} \frac{\nabla_x \ell_F(x, y) \cdot \nabla_x \ell_G(x, y)}{\|\nabla_x \ell_F(x, y)\|_2 \cdot \|\nabla_x \ell_G(x, y)\|_2}. $$

Besides the loss gradient similarity, in our analysis we will also show that the model smoothness is another key characteristic of ML models that affects the model transferability. We define the model smoothness as below.

**Definition 6 (Model Smoothness).** The model $F$ is said to be $\beta$-smooth if

$$ \sup_{x_1, x_2 \in \mathcal{X}, y \in \mathcal{Y}} \frac{\|\nabla_x \ell_F(x_1, y) - \nabla_x \ell_F(x_2, y)\|_2}{\|x_1 - x_2\|_2} \leq \beta. $$

This smoothness definition is commonly used in deep learning theory and optimization literature [5; 4], and is also named curvature bounds in certified robustness literature [49]. It could be interpreted as the Lipschitz bound for the model’s loss function gradient. We remark that larger $\beta$ indicates that the model is less smoother, while smaller $\beta$ means the model is smoother. Particularly, when $\beta = 0$, the model is linear in the input space $\mathcal{X}$.
4.2 Definition of Transferability

Based on the model characteristics we explored above, next we will ask: Given two models, what is the natural and precise definition of adversarial transferability?

**Definition 7** (Transferability). Consider an adversarial instance $A_U(x)$ or $A_T(x)$ constructed against a surrogate model $F$. With a given benign input $x \in \mathcal{X}$, The transferability $T_r$ between $F$ and a target model $G$ is defined as follows (adversarial target $y_t \in \mathcal{Y}$):

- **Untargeted:** $T_r(F, G, x) = \text{Pr}(F(x) = G(x) = y \land F(A_U(x)) \neq y \land G(A_U(x)) \neq y]$.

- **Targeted:** $T_r(F, G, x, y_t) = \text{Pr}(F(x) = G(x) = y \land F(A_T(x)) = G(A_T(x)) = y_t]$.

Here we define the transferability at instance level by a predicate, where several conditions are required to satisfy. For the untargeted attack, this predicate requires that: (1) both the surrogate model and target model make correct prediction on the benign input; and (2) both of them make incorrect predictions on the adversarial input $A_U(x)$. The $A_U(x)$ is generated via the untargeted attack against the surrogate model $F$. For the targeted attack, this predicate requires that: (1) both the surrogate and target model make correct prediction on benign input; and (2) both of them make incorrect predictions on the adversarial target $y_t \in \mathcal{Y}$ on the adversarial input $A_T(x)$. The $A_T(x)$ is crafted against the surrogate model $F$. Note that the predicates themselves do not require $A_U$ and $A_T$ to be explicit constructed against the surrogate model $F$. It will be implied by attack effectiveness (definition 2) condition in following theorem’s conditions.

Since the definition here is just a predicate for a specific input $x$, in the following analysis we will mainly use its distributional version: $\text{Pr}(T_r(F, G, x) = 1)$ and $\text{Pr}(T_r(F, G, x, y_t) = 1)$, which measures the overall average transferability over a finite number of inputs for a given classification task.

This definition of transferability directly encodes the probability that the crafted adversarial examples against a surrogate model transfer to the target model. In contrast, the previous work (e.g., [14]) usually defines the transferability over the loss functions $\ell_F$ and $\ell_G$, which actually draws an indirect connection with the observed transferability phenomenon.

4.3 Lower Bound of Transferability

Based on the general definition of transferability, in this section we will analyze how to lower bound the transferability for both targeted and untargeted attacks, and what are the corresponding sufficient conditions.

**Theorem 1** (Lower Bound on Targeted Attack Transferability). Assume both models $F$ and $G$ are $\beta$-smooth. Let $A_T$ be an $(\alpha, F)$-effective targeted attack with perturbation ball $\|\delta\|_2 \leq \epsilon$ and target label $y_t \in \mathcal{Y}$. The transferability can be lower bounded by

$$\text{Pr}(T_r(F, G, x, y_t) = 1) \geq (1 - \alpha) - (\eta_F + \eta_G) - \frac{\epsilon(1 + \alpha) + c_F(1 - \alpha)}{c_G + \epsilon} - \frac{\epsilon(1 - \alpha)}{c_G + \epsilon} \sqrt{2 - 2S(\ell_F, \ell_G)},$$

where

$$c_F = \max_{x \in \mathcal{X}} \frac{\min_{y \in \mathcal{Y}} \ell_F(A_T(x), y) - \ell_F(x, y_t) + \beta \epsilon^2 / 2}{\|\nabla_x \ell_F(x, y_t)\|_2}, \quad c_G = \min_{x \in \mathcal{X}} \frac{\min_{y \in \mathcal{Y}} \ell_G(A_T(x), y) - \ell_G(x, y_t) - \beta \epsilon^2 / 2}{\|\nabla_x \ell_G(x, y_t)\|_2}.$$

Here $\eta_F, \eta_G$ are the risks of models $F$ and $G$ respectively.
We then connect the gradient terms with the misclassification probability. To do so, we prove and apply Appendix B. Though it seems pessimistic given the lower bound of transferability, we would ask another question: Is it low risk classifiers would potentially have high transferability. The theorems formalize the intuition that (Lower Bound on Untargeted Attack Transferability) or possible to upper bound the transferability given additional constraints?

\[ \text{loss gradients similarity and smoothness are sufficiently high as observed in exiting work (cf. [14]).} \]

Assume both models \( \mathcal{F} \) and \( \mathcal{G} \) are \( \beta \)-smooth. Let \( \mathcal{A}_U \) be an \( (\alpha, \mathcal{F}) \)-effective untargeted attack with perturbation ball \( \|\delta\|_2 \leq \epsilon \). The transferability can be lower bounded by

\[
\Pr(Tr(\mathcal{F}, \mathcal{G}, x) = 1) \geq (1 - \alpha) - (\eta_F + \eta_G) - \frac{(1 + \alpha) - c_F (1 - \alpha)}{\epsilon - c_G} - \epsilon \frac{\sqrt{2 - 2 \mathcal{S}(\ell_F, \ell_G)}}{c_G},
\]

where

\[
c_F = \min_{(x,y) \in \text{supp}(D)} \frac{\min_{y' \neq y} \mathcal{F}(\mathcal{A}_U(x), y') - \ell_F(x,y) - \beta \epsilon^2/2}{\| \nabla_x \ell_F(x,y) \|_2}, \quad c_G = \max_{(x,y) \in \text{supp}(D)} \frac{\min_{y' \neq y} \mathcal{G}(\mathcal{A}_U(x), y') - \ell_G(x,y) + \beta \epsilon^2/2}{\| \nabla_x \ell_G(x,y) \|_2}.
\]

Here \( \eta_F \) and \( \eta_G \) are the risks of models \( \mathcal{F} \) and \( \mathcal{G} \) respectively. The \( \text{supp}(D) \) is the support of benign data distribution, i.e., \( x \) is the benign data and \( y \) is its associated true label.

**Proof (Sketch).** The main challenge for lower bounding transferability is to connect the misclassification of \( \mathcal{F} \) to the misclassification of \( \mathcal{G} \) purely using their loss gradient similarities. We first use a Taylor expansion to introduce the gradient terms and eliminate higher-order terms by \( \beta \)-bounded Hessian matrix eigenvalues. Then we connect the gradient terms with the misclassification probability. To do so, we prove and apply Lemma 7 (Appendix B) which relates the dot product with cosine similarities of the loss gradients. Finally, we calculate the upper bound of the expectation of \( \delta \cdot \frac{\nabla_x \ell_G(x,y)}{\| \nabla_x \ell_G(x,y) \|_2} \), and use Markov’s inequality to derive the misclassification probability of \( \mathcal{G} \), which complete the proof. The full proof of this result can be found in Appendix B.

In the above theorems, we use risk \( \eta_F \) and \( \eta_G \) to represent the model risk. Compared with empirical risk, the risk is directly related to the model inaccuracy, and thus more informative and provides intuitive understanding. It is also possible to derive the lower bound based on the empirical risk which will be of slightly more complicated form, and we will not discuss it in details here.

**Implications.** In both Theorems 1 and 2, the only term which correlates both \( \mathcal{F} \) and \( \mathcal{G} \) is \( \mathcal{S}(\ell_F, \ell_G) \), while all other terms depend on individual models \( \mathcal{F} \) or \( \mathcal{G} \). Thus, we can view all other terms as constant.

Since \( \beta \) is small compared with the perturbation radius \( \epsilon \) and the gradient magnitude \( \| \nabla_x \ell_G \|_2 \) in the denominator is relatively large, the quantity \( c_G \) is small. Moreover, \( 1 - \alpha \) is large since the attack is typically effective against \( \mathcal{F} \) by definition. Thus, both \( \Pr(Tr(\mathcal{F}, \mathcal{G}, x, y)) = 1 \) and \( \Pr(Tr(\mathcal{F}, \mathcal{G}, x) = 1) \) have the form \( C - k \sqrt{1 - \mathcal{S}(\ell_F, \ell_G)} \), where \( C \) and \( k \) are both positive constants. We can easily observe the positive correlation between the loss gradients similarity \( \mathcal{S}(\ell_F, \ell_G) \), and lower bound of adversarial transferability \( Tr(\mathcal{F}, \mathcal{G}, x, y) \) or \( Tr(\mathcal{F}, \mathcal{G}, x) \).

In the meantime, note that when \( \beta \) increases (i.e., model becomes less smooth), in the transferability lower bound \( C - k \sqrt{1 - \mathcal{S}(\ell_F, \ell_G)} \), the \( C \) decreases and \( k \) increase. As a result, both lower bounds in Theorems 1 and 2 decrease, which implies that when model becomes less smoother, the transferability lower bounds become looser for both targeted and untargeted attacks. In other words, when the model becomes smoother, the correlation between loss gradients similarity and lower bound of transferability becomes stronger, which motivates us to improve the model smoothness to increase the effect of constraining loss gradients similarity. The theorems formalize the intuition that low risk classifiers would potentially have high transferability if their loss gradients similarity and smoothness are sufficiently high as observed in exiting work (cf. [14]).

Though it seems pessimistic given the lower bound of transferability, we would ask another question: Is it possible to upper bound the transferability given additional constraints?
4.4 Upper Bound of Transferability For Smoothed Classifiers

Suppose we have two models $F$ and $G$, then for any targeted adversarial attack, we can upper bound the transferability of the two models by constraining their loss gradients similarity and model smoothness as shown in the following theorems.

**Theorem 3** (Upper Bound on Targeted Attack Transferability). Assume both models $F$ and $G$ are $\beta$-smooth with gradient magnitude bounded by $B$, i.e., $\|\nabla_x \ell_F(x, y)\| \leq B$ and $\|\nabla_x \ell_G(x, y)\| \leq B$ for any $x \in \mathcal{X}, y \in \mathcal{Y}$. Let $\mathcal{A}_T$ be an $(\alpha, F)$-effective targeted attack with perturbation ball $\|\delta\|_2 \leq \epsilon$ and target label $y_t \in \mathcal{Y}$. The transferability can be upper bounded by

$$\Pr(T_r(F, G, x, y_t) = 1) \leq \frac{\xi_F + \xi_G}{\ell_{\min} - \epsilon B \left( 1 + \sqrt{\frac{1 + S(\ell_F, \ell_G)}{2}} \right) - \beta \epsilon^2},$$

where

$$\ell_{\min} = \min_{x \in \mathcal{X}} \left( \ell_F(x, y_t), \ell_G(x, y_t) \right).$$

Here $\xi_F$ and $\xi_G$ are the empirical risks of models $F$ and $G$ respectively, defined relative to a differentiable loss.

Similarly, we can upper bound the transferability of untargeted attacks as below.

**Theorem 4** (Upper Bound on Untargeted Attack Transferability). Assume both models $F$ and $G$ are $\beta$-smooth with gradient magnitude bounded by $B$, i.e., $\|\nabla_x \ell_F(x, y)\| \leq B$ and $\|\nabla_x \ell_G(x, y)\| \leq B$ for any $x \in \mathcal{X}, y \in \mathcal{Y}$. Let $\mathcal{A}_U$ be an $(\alpha, F)$-effective untargeted attack with perturbation ball $\|\delta\|_2 \leq \epsilon$. The transferability can be upper bounded by

$$\Pr(T_r(F, G, x) = 1) \leq \frac{\xi_F + \xi_G}{\ell_{\min} - \epsilon B \left( 1 + \sqrt{\frac{1 + S(\ell_F, \ell_G)}{2}} \right) - \beta \epsilon^2},$$

where

$$\ell_{\min} = \min_{x \in \mathcal{X}, y' \in \mathcal{Y}} \min_{(x, y) \in \text{supp}(\mathcal{D}), y' \neq y} \left( \ell_F(x, y'), \ell_G(x, y') \right).$$

Here $\xi_F$ and $\xi_G$ are the empirical risks of models $F$ and $G$ respectively, defined relative to a differentiable loss. The $\text{supp}(\mathcal{D})$ is the support of benign data distribution, i.e., $x$ is the benign data and $y$ is its associated true label.

**Proof (Sketch).** When the gradient vectors are very dissimilar, any perturbation will be disadvantageous for the adversary on at least one of the models. We formalize this observation to Lemma 8 (in the Appendix). Then, we take a Taylor expansion on the loss function at $(x, y)$ to approximate the adversarial's crafted input $(A(x), y)$ and link the gradient with the misclassification loss. Using the fact that the attack direction will be dissimilar with at least one of the model gradients, we can upper bound the probability of transferability using Markov’s inequality on the loss function. A full proof can be found in Appendix C. □

**Implications.** In both Theorems 3 and 4, we can observe that along with the increase of $S(\ell_F, \ell_G)$, the denominator decreases and henceforth the upper bound increases. Therefore, $S(\ell_F, \ell_G)$—upper loss gradient similarity and the upper bound of $T_r(F, G, x, y_t)$ or $T_r(F, G, x)$ are positively correlated. The tendency is the same as that in the lower bound. This establishes that the gradient similarity between models is highly correlated with transferability. (Note that $\alpha$ does not appear in upper bounds since only completely successful attacks ($\alpha = 0\%$) needs to be considered here to upper bound the transferability.)

Meanwhile, when $\beta$ increases (i.e., model becomes less smooth), the transferability upper bound also increases, which implies that when the model becomes smoother (i.e., $\beta$ decreases), the transferability upper bound
decreases and becomes tighter, which motivates us to improve the model smoothness to better reflect the effect of constraining gradient similarity. We remark that a new term, the magnitude of gradient $B$, appears in the upper bounds. The smaller the magnitude of gradient $B$ implies larger denominator and thus smaller transferability. This aligns with previous findings [14], and our proposed TRS will also optimize the model toward smaller $B$ for robustness purpose.

**Impact of model smoothness $\beta$.** Combined with the transferability lower bound, we find that smaller $\beta$ leads to increased lower and decreased upper bounds, that is, tighter transferability bounds. It implies that when $\beta$ becomes smaller (smoother model), there is less uncertainty about transferability, i.e., the correlation between loss gradients similarity and transferability becomes stronger. As a result, based on theoretical analysis it is possible to increase model smoothness (decrease $\beta$), and at the same time constraining gradient similarity to reduce model transferability to improve ensemble robustness (only constraining the loss gradients similarity is not enough which confirms the empirical observations in existing work [25] and our experiments in Section 6).

5 Improving Ensemble Robustness via Transferability Minimization

Built upon our theoretical analysis on adversarial transferability, we propose a lightweight yet effective robust ensemble training approach to reduce the transferability among base models by enforcing the model smoothness and low loss gradient similarities at the same time. In particular, inspired by the factors that affect the upper bound of transferability, we develop Transferability Reduced Smooth (TRS) ensemble training approach to reduce adversarial transferability among base models, and thus enhance the ensemble robustness.

5.1 TRS Regularizer

In practice, to ensure the trained model smoothness, regularizing the model directly is challenging. Luckily, derived from deep learning theory and optimization [16; 41], succinct $\ell_2$ regularization on the gradient terms $\|\nabla_x \ell_F\|_2$ and $\|\nabla_x \ell_G\|_2$ can reduce the magnitude of gradients and thus improve model smoothness. An intuitive explanation is that, the $\ell_2$ regularization on the gradient terms reduces the magnitude of model’s weights, thus limits its changing rate when non-linear activation functions are applied to the neural network model. However, in the real evaluation we find that only regularizing the loss gradient magnitude with $\ell_2$ norm directly is not enough, since a vanilla $\ell_2$ regularizer such as $\|\nabla_x \ell_F\|_2$ will only focus on the local region at data point $x$, while it is required to ensure the model smoothness over a large decision regime so as to control the adversarial transferability based on our analysis of its upper bound.

To address this challenges, we propose a min-max framework to search for the “support” instances which maximizes the model smoothness loss first, and then focus on minimizing the loss on the neighborhood regions of the decision boundary. In particular, we compute the model smoothness loss as below.

$$L_{\text{smooth}}(\mathcal{F}, \mathcal{G}, x, \delta) = \max_{\|\hat{x} - x\|_\infty \leq \delta} \|\nabla_{\hat{x}} \ell_F\|_2 + \|\nabla_{\hat{x}} \ell_G\|_2$$

where $\delta$ refers to the radius of the $\ell_\infty$ ball around instance $x$ within which we aim to ensure our model to be smooth. In practice, we leverage the Projection Gradient Descent (PGD) procedure to search for support instances $\hat{x}$ for optimization. We will compare the ensemble robustness of the proposed model smoothness approach with the naive baseline as directly applying the $\ell_2$ loss on each model loss gradient for model smoothing (i.e. Cos-$\ell_2$) in Section 6.

Given trained “smoothed” base models, we will decrease the model loss gradient similarity to reduce the overall adversarial transferability between base models. Among various metrics which measure the similarity between the loss gradients of base model $\mathcal{F}$ and $\mathcal{G}$, we find that the vanilla cosine similarity metric, which is
also used in [25], may lead to certain concerns. By minimizing the cosine similarity between \( \nabla_x \ell_F \) and \( \nabla_x \ell_G \), the optimal case implies \( \nabla_x \ell_F = -\nabla_x \ell_G \), which means two models have contradictory (rather than diverse) performance on instance \( x \) and thus results in turbulent model functionality. Based on this consideration, we choose the absolute value of cosine similarity between \( \nabla_x \ell_F \) and \( \nabla_x \ell_G \) as similarity loss \( L_{\text{sim}} \) while its optimal case implies orthogonal loss gradient vectors. For simplification, we will always use gradient similarity as the absolute value of the gradient cosine similarity in our later description and evaluation.

Inspired by the principles we mentioned above, we define the TRS regularizer term \( L_{\text{TRS}} \) between model pair \((F, G)\) on input \( x \) as the following:

\[
L_{\text{TRS}}(F, G, x, \delta) = \lambda_a \cdot L_{\text{sim}} + \lambda_b \cdot L_{\text{smooth}} = \lambda_a \cdot \left( \frac{(\nabla_x \ell_F)^\top (\nabla_x \ell_G)}{\|\nabla_x \ell_F\|_2 \cdot \|\nabla_x \ell_G\|_2} \right) + \lambda_b \cdot \left[ \max_{\|\hat{x} - x\|_\infty \leq \delta} \|\nabla_x \ell_F\|_2 + \|\nabla_x \ell_G\|_2 \right]
\]

Here \( \nabla_x \ell_F, \nabla_x \ell_G \) refer to the loss gradient vectors of base models \( F \) and \( G \) on input \( x \), and \( \lambda_a, \lambda_b \) the weight balancing parameters.

We will systematically show that the introduction of the local min-max training and the absolute value of the cosine similarity between the model loss gradients significantly improve the generalization of model smoothness with negligible performance drop on model benign accuracy, as well as reduce the adversarial transferability among base models. We will provide detailed empirical evaluation on the ensemble robustness and adversarial transferability in Section 6.

5.2 TRS Training

We integrate the proposed TRS regularizer with the standard ensemble training loss, such as Ensemble Cross-Entropy (ECE) loss, to maintain both ensemble model’s classification utility and robustness by varying the balancing parameter \( \lambda_a \) and \( \lambda_b \). Specifically, for an ensemble model consisting of \( N \) base models \( \{F_i\} \), given an input \((x, y)\), our final training loss train is defined as:

\[
L_{\text{train}} = \frac{1}{N} \sum_{i=1}^{N} L_{\text{CE}}(F_i(x), y) + \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} L_{\text{TRS}}(F_i, F_j, x, \delta)
\]

where \( L_{\text{CE}}(F_i(x), y) \) refers to the cross-entropy loss between \( F_i(x) \) the output vector of model \( F_i \) given \( x \), and the ground-truth label \( y \). The weight of \( L_{\text{TRS}} \) regularizer could be adjusted by the tuning \( \lambda_a \) and \( \lambda_b \) internally.

The detailed TRS training algorithm for one epoch is illustrated in Algorithm 1. We apply the mini-batch training strategy and train the TRS ensemble for \( M \) epochs (\( M = 120 \) for MNIST and \( M = 200 \) for CIFAR-10) in our experiments. To decide the \( \delta \) within the local min-max procedure, we use the Warm-up strategy by linearly increasing the local \( \ell_\infty \) ball’s radius \( \delta \) from small initial \( \delta_0 \) to the final \( \delta_M \) along with the increasing of training epochs. Due to the space limitation, We put more training details into the Appendix D.

6 Experimental Evaluation

In this section, we evaluate the robustness of the proposed TRS-ensemble model under both whitebox and blackbox attack settings, and compare with the state-of-the-art ensemble learning approaches. In addition, we evaluate the adversarial transferability among base models within an ensemble and empirically show that the TRS regularizer can indeed reduce transferability effectively. We also conduct extensive ablation studies to explore the effectiveness of different loss terms in TRS, as well as visualize the trained decision boundaries of a range of ensemble models to provide intuition on the model properties. We will open source
Algorithm 1 TRS training framework in epoch $m$ for an ensemble with $N$ base models $\{F_i\}$, with the total number training epochs $M$.

1: $\delta_m \leftarrow \delta_0 + (\delta_M - \delta_0) \cdot m / M$
2: for $b = 1, \ldots, B$ do
3:   $(x, y) \leftarrow$ training instances from $b$-th mini-batch
4:   for $i = 1, \ldots, N$ do
5:     for $j = i + 1, \ldots, N$ do
6:       $\mathcal{L}_{\text{Reg}} \leftarrow \mathcal{L}_{\text{Reg}} + \mathcal{L}_{\text{TRS}}(F_i, F_j, x, \delta_m)$
7:     end for
8:   end for
9:   for $i = 1, \ldots, N$ do
10:      $\mathcal{L}_{\text{ECE}} \leftarrow \mathcal{L}_{\text{ECE}} + \mathcal{L}_{\text{CE}}(F_i(x), y)$
11:   end for
12:   $\mathcal{L}_{\text{Reg}} \leftarrow \mathcal{L}_{\text{Reg}} / \binom{N}{2}$
13:   $\mathcal{L}_{\text{ECE}} \leftarrow \mathcal{L}_{\text{ECE}} / N$
14:   for $i = 1, \ldots, N$ do
15:     $\nabla F_i \leftarrow \nabla F_i \left[ \mathcal{L}_{\text{ECE}} + \mathcal{L}_{\text{Reg}} \right]$
16:     $F_i \leftarrow F_i - lr \cdot \nabla F_i$
17:   end for
18: end for

our implementation for reproducibility purpose and provide a large-scale benchmark for the community of robustness and ensemble learning.

6.1 Experimental Setup

Datasets. We conduct our experiments on widely-used image datasets including MNIST, CIFAR-10, and CIFAR-100 [32; 29]. MNIST [32] is a gray-scale hand-written digits dataset with 60,000 training images and 10,000 testing images with label from 0 to 9. CIFAR-10 [29] consists of 10 categorical colour images with 5,000 training images and 1,000 testing images on each class. CIFAR-100 [29], which is similar to CIFAR-10, consists of 100 classes colour images with 500 training and 100 testing images for each class.

Baseline ensemble approaches. We mainly consider the standard vanilla ensemble training, as well as the state-of-the-art robust ensemble methods that claim to be resilient against adversarial attacks, as the baseline methods to compare with the proposed TRS ensemble. We introduce these baseline ensemble methods as below, which all aim to promote the diversity between base models within an ensemble in different ways.

- **Boosting** [39; 48] is a natural way of model ensemble training, which builds different weak learners in a sequential manner improving diversity in handling different task partitions. Here we consider two variants of boosting algorithms: 1) **AdaBoost** [22], where the final prediction will be the weighted average of all the weak learners: weight $\alpha_i$ for $i$-th base model is decided by the accumulated error $e_i$ as $\alpha_i = \log \frac{1 - e_i}{e_i} + \log(K - 1)$. Here $K$ refers to the number of categories in a classification task. As we can see, higher weight will be placed on stronger learners. 2) **GradientBoost** [19], which is a general ensemble training method by identifying weaker learners based on gradient information and generating the ensemble by training base models step by step with diverse learning orientations within pseudo-residuals $r = - \frac{\partial f(x), y}{\partial f(x)}$ computed from the current ensemble model $f$ on input $x$ with ground truth label $y$.

- **CKAE** [28] develops diverse ensembles based on CKA measurement, which is recently shown to be effective to measure the orthogonality between representations. For two representations $K$ and $L$, $\text{CKA}(K, L) = \frac{\text{HSIC}(K, L)}{\sqrt{\text{HSIC}(K, K) \cdot \text{HSIC}(L, L)}}$, $\text{HSIC}(K, L) = \frac{1}{(n-1)^2} \text{tr}(KHLH)$, where $n$ is the number of samples and $H$ the
centering matrix. For an ensemble consisting of base models \( \{ F_i \} \), we regard the representation of \( F_i \) as its loss gradient vectors on batch samples and then minimize pair-wise CKA between base models \( F_i, F_j \)'s representations to encourage ensemble diversity.

- **ADP** [42] is proposed recently as an effective regularization-based training method to reduce adversarial transferability among base models within an ensemble by maximizing the volume spanned by base models’ non-maximal output vectors. Specifically, for an ensemble consisting of base models \( \{ F_i \} \) and input \( x \) with ground truth label \( y \), the ADP regularizer is defined as \( \mathcal{L}_{\text{ADP}}(x, y) = \alpha \cdot H(\text{mean}(\{ F_i(x) \})) + \beta \cdot \log(\text{ED}) \), where \( H(\cdot) \) is the Shannon Entropy Loss and \( \text{ED} \) the square of the spanned volume. Nevertheless, the ADP ensemble has been shown to be vulnerable against attacks that run for enough iterations until converged [53]. We will also discuss this similar observation in our empirical robustness evaluation.

- **GAL** [25] promotes the diverse properties of the ensemble model by only minimizing the actual cosine similarities between pair-wise base models’ loss gradient vectors. For \( N \) base models \( \{ F_i \} \) within an ensemble and input \( x \) with ground truth label \( y \), the GAL regularizer is defined as:
  \[
  \mathcal{L}_{\text{GAL}} = \log(\sum_{1 \leq i < j \leq N} \exp(\text{CS}(\nabla_x F_i, \nabla_x F_j)))
  \]
  where \( \text{CS}(\cdot, \cdot) \) refers to the actual cosine similarity measurement and \( \nabla_x F \) the loss gradient of base model \( F_i \) on \( x \). It could serve as a baseline to empirically verify our theoretical analysis: based on similar model loss gradient similarity, the smoother the base models are, the less transferable they are.

- **DVERGE** [57] reduces the transferability among base models by utilizing Cross-Adversarial-Training: For an ensemble consisting of base models \( \{ F_i \} \) and input \( x \) with ground truth label \( y \), each base model \( F_i \) is trained with the non-robust feature instances [24] generated against another base model. Specifically, DVERGE minimizes \( \sum_{j \neq i} \ell(F_i(x', y), x) \) for every \( F_i \) iteratively, where \( x' \) (\( x, y \)) represents the non-robust features for model \( F_i \) on \( x \). We apply 5-steps PGD optimization with step size equals to \( \delta_m / 4 \) to search for \( x' \). We also explore other hyper-parameter settings and obtain similar results as shown in Appendix F.

**Training details.** In our experiments, we employ the widely-used ResNet-20 network [23] as base models’ architecture and considered the ensemble consisting of 3 base models always. For all the baseline ensemble models mentioned above, we adopt the same training parameter and reproduced the results as in the original paper. In TRS ensemble training, we follow our described training algorithm by combining TRS regularizer \( \mathcal{L}_{\text{TRS}} \) with Ensemble CrossEntropy (ECE) Loss and varying the weight parameter \( \lambda_a, \lambda_b \). We set \( \lambda_a = 100, \lambda_b = 2.5 \) and \( \delta_0 = 0.1, \delta_M = 0.3 \) for MNIST, and \( \lambda_a = 20, \lambda_b = 2.5 \) and \( \delta_0 = 0.01, \delta_M = 0.03 \) for both CIFAR-10 and CIFAR-100 to balance the overall robustness and accuracy. We apply 5-steps PGD optimization with step size equals to \( \delta_m / 4 \) to search for \( x' \). We will also discuss this similar observation in our empirical robustness evaluation.

**Whitebox robustness evaluation.** We consider the following adversarial attacks to measure ensembles’ whitebox robustness. Here we define \((x, y)\) to be the input \( x \) with label \( y \) and \( x^A \) to be the notion of adversarial example generated from \( x \). \( \ell(F(x), y) \) refers to the loss between model output \( F(x) \) and label \( y \), and \( \epsilon \) is the \( \ell_\infty \) perturbation magnitude bound for different attacks.

- **Fast Gradient Sign Method** (FGSM) [20] is a simple yet effective attack strategy which generates adversarial example \( x^A = x + \nu \) by assigning \( \nu = \epsilon \cdot \text{sgn}(\nabla_x \ell(F(x), y)) \).

- **Basic Iterative Method** (BIM) [38] is an iterative attack method which adds adversarial perturbations step by step: \( x_{i+1} = \text{clip}(x_i + \alpha \cdot \nabla_x \ell(F(x_i), y)) \), with initial starting point \( x_0 = x \). Function clip(\cdot) projects the perturbed instance back to the \( \ell_\infty \) ball within the perturbation range \( \epsilon \), and \( \alpha \) refers to the step size.

- **Momentum Iterative Method** (MIM) [15] can be regarded as the variant of BIM by utilizing the gradient momentum during the iterative attack procedure. Within iteration \( i + 1 \), we update new gradient as \( g_{i+1} = \mu g_i + \frac{\ell(F(x_i), y)}{\| \nabla_x \ell(F(x_i), y) \|_1} \) and set \( x_{i+1} = \text{clip}(x_i + \alpha \cdot g_{i+1}) \) while \( \mu \) refers to the momentum coefficient and \( \alpha \) the step size.
Table 1: Robust accuracy (%) of different approaches against various whitebox attacks on MNIST dataset.

| MNIST       | para. | AdaBoost | GradientBoost | CKAE | ADP | GAL | DVERGE | Cos-only | Cos-$\ell_2$ | TRS  |
|-------------|-------|----------|---------------|------|-----|-----|--------|-----------|------------|------|
| FGSM        | $\epsilon = 0.1$ | 70.2     | 73.2          | 72.6 | 71.7 | 35.7 | 95.8   | 66.2      | 91.2       | 95.6 |
|             | $\epsilon = 0.2$ | 39.4     | 34.2          | 42.5 | 20.0 | 7.8  | 91.6   | 30.7      | 72.5       | 91.7 |
| BIM (50)    | $\epsilon = 0.1$ | 2.6      | 2.4           | 4.2  | 7.7  | 4.6  | 74.9   | 0.4       | 76.2       | 93.3 |
|             | $\epsilon = 0.15$| 0.0      | 0.2           | 0.4  | 0.1  | 2.5  | 47.7   | 0.0       | 47.9       | 85.7 |
| PGD (50)    | $\epsilon = 0.1$ | 1.9      | 1.5           | 1.4  | 4.5  | 4.1  | 69.2   | 0.0       | 73.4       | 93.0 |
|             | $\epsilon = 0.15$| 0.0      | 0.0           | 0.5  | 1.0  | 0.6  | 28.8   | 0.0       | 30.2       | 85.1 |
| MIM (50)    | $\epsilon = 0.1$ | 1.9      | 1.6           | 1.2  | 13.8 | 0.8  | 75.3   | 0.4       | 74.1       | 92.9 |
|             | $\epsilon = 0.15$| 0.0      | 0.1           | 0.3  | 1.0  | 0.2  | 44.6   | 0.0       | 35.5       | 85.1 |
| CW          | $c = 0.1$ | 81.2     | 80.5          | 83.4 | 97.9 | 97.4 | 97.3   | 85.6      | 89.2       | 98.1 |
|             | $c = 1.0$ | 66.3     | 65.8          | 69.5 | 90.1 | 68.3 | 79.2   | 58.6      | 54.4       | 92.6 |
| EAD         | $c = 5.0$ | 0.2      | 0.1           | 0.1  | 2.2  | 0.2  | 0.0    | 4.1       | 6.9        | 23.3 |
|             | $c = 10.0$| 0.0      | 0.0           | 0.0  | 0.0  | 0.2  | 0.0    | 0.5       | 0.8        | 1.4  |
| APGD-DLR    | $\epsilon = 0.1$ | 0.5      | 0.2           | 0.5  | 2.1  | 1.9  | 65.4   | 0.0       | 70.6       | 92.1 |
|             | $\epsilon = 0.15$| 0.0      | 0.0           | 0.1  | 0.5  | 0.2  | 27.4   | 0.0       | 26.3       | 83.4 |
| APGD-CE     | $\epsilon = 0.1$ | 0.2      | 0.2           | 0.1  | 1.4  | 1.2  | 63.2   | 0.0       | 69.8       | 91.7 |
|             | $\epsilon = 0.15$| 0.0      | 0.0           | 0.1  | 0.4  | 0.2  | 26.1   | 0.0       | 25.4       | 82.8 |

Table 2: Robust accuracy (%) of different approaches against various whitebox attacks on CIFAR-10 dataset.

| CIFAR-10    | para. | AdaBoost | GradientBoost | CKAE | ADP | GAL | DVERGE | Cos-only | Cos-$\ell_2$ | TRS  |
|-------------|-------|----------|---------------|------|-----|-----|--------|-----------|------------|------|
| FGSM        | $\epsilon = 0.02$ | 28.2     | 30.4          | 34.1 | 58.8 | 19.2 | 63.8   | 56.1      | 35.8       | 36.8 |
|             | $\epsilon = 0.04$ | 15.4     | 15.2          | 18.5 | 39.4 | 12.6 | 53.4   | 35.0      | 25.9       | 17.4 |
| BIM (50)    | $\epsilon = 0.01$ | 4.2      | 4.4           | 5.1  | 13.8 | 13.0 | 39.1   | 0.0       | 17.1       | 47.3 |
|             | $\epsilon = 0.02$ | 0.2      | 0.1           | 0.2  | 0.9  | 2.5  | 13.0   | 0.0       | 1.2        | 15.9 |
| PGD (50)    | $\epsilon = 0.01$ | 2.1      | 1.9           | 1.9  | 9.0  | 8.3  | 37.1   | 0.0       | 15.7       | 47.3 |
|             | $\epsilon = 0.02$ | 0.0      | 0.0           | 0.2  | 0.1  | 0.6  | 10.5   | 0.0       | 0.5        | 15.5 |
| MIM (50)    | $\epsilon = 0.01$ | 2.3      | 1.9           | 2.0  | 18.7 | 10.3 | 40.7   | 0.0       | 18.1       | 47.9 |
|             | $\epsilon = 0.02$ | 0.1      | 0.0           | 0.1  | 1.7  | 0.8  | 14.4   | 0.0       | 0.5        | 17.6 |
| CW          | $c = 0.1$ | 36.2     | 35.2          | 35.4 | 55.8 | 66.3 | 75.1   | 36.6      | 67.3       | 75.8 |
|             | 18.4     | 26.2          | 23.0   | 25.9 | 28.3 | 57.4   | 17.6      | 30.7       | 58.2 |
| EAD         | $c = 1.0$ | 0.2      | 0.0           | 0.0  | 9.0  | 0.0  | 0.2    | 0.0       | 0.0        | 16.8 |
|             | $c = 5.0$ | 0.0      | 0.0           | 0.0  | 0.0  | 0.0  | 0.0    | 0.0       | 0.0        | 0.5  |
| APGD-DLR    | $\epsilon = 0.01$ | 1.2      | 0.9           | 1.1  | 5.5  | 2.2  | 37.6   | 0.0       | 16.1       | 47.3 |
|             | $\epsilon = 0.02$ | 0.0      | 0.0           | 0.0  | 0.2  | 0.0  | 10.2   | 0.0       | 0.5        | 15.3 |
| APGD-CE     | $\epsilon = 0.01$ | 0.9      | 0.2           | 0.4  | 3.9  | 1.6  | 37.5   | 0.0       | 15.9       | 45.8 |
|             | $\epsilon = 0.02$ | 0.0      | 0.0           | 0.0  | 0.1  | 0.0  | 10.2   | 0.0       | 0.5        | 14.9 |

- **Projected Gradient Descent** (PGD) [38] can be regarded as the variant of BIM by sampling $x_0$ randomly within the $\ell_p$ ball around $x$ within radius $\epsilon$. After initialization, it follows the standard BIM procedure by setting $x_{i+1} = \text{clip}(x_i + \alpha \cdot \nabla_x \ell_i(\mathcal{F}(x_i), y))$ on $i$-th attack iteration.

- **Auto-PGD** (APGD) [13] is a step-size free variant of PGD by configuring the step-size according to the overall iteration budgets and the progress of the current attack. Here we consider APGD-CE and APGD-DLR attack which use CrossEntropy (CE) and Difference of Logits Ratio (DLR) [13] loss as their loss function correspondingly.

- **Carlini & Wanger Attack (CW)** [7] accomplishes the attack by solving the optimization problem: $x^A := \min_{x'} \|x' - x\|_2^2 + c \cdot f(x', y)$, where $c$ is a constant to balance the perturbation scale and attack success rate, and $f$ is the adversarial attack loss designed to satisfy the sufficient and necessary condition of different attacks. For instance, the untargeted attack loss is represented as $f(x', y) = \max(\mathcal{F}(x) - \mathcal{F}(x_{\neq y}, -\kappa))$ while $\kappa$ is a confidence variable with value 0.1 as default.
### Table 3: Convergence of PGD attack on different ensembles.

| Settings | iters  | ADP  | GAL  | DVERGE | TRS  |
|----------|--------|------|------|--------|------|
| MNIST    |        |      |      |        |      |
|          | $\epsilon = 0.10$ | 50   | 4.5  | 4.1    | 69.2 | 93.0 |
|          |        | 500  | 1.6  | 1.1    | 66.5 | 92.8 |
|          |        | 1000 | 1.6  | 1.0    | 66.3 | 92.6 |
|          | $\epsilon = 0.15$ | 50   | 1.0  | 0.6    | 28.8 | 85.1 |
|          |        | 500  | 0.5  | 0.1    | 25.0 | 83.6 |
|          |        | 1000 | 0.4  | 0.1    | 24.8 | 83.5 |
| CIFAR-10 |        |      |      |        |      |
|          | $\epsilon = 0.01$ | 50   | 9.0  | 8.3    | 37.1 | 47.3 |
|          |        | 500  | 3.5  | 7.8    | 35.8 | 47.3 |
|          |        | 1000 | 2.9  | 7.8    | 35.7 | 47.3 |
|          | $\epsilon = 0.02$ | 50   | 0.1  | 0.6    | 10.5 | 15.5 |
|          |        | 500  | 0.0  | 0.3    | 9.0  | 14.7 |
|          |        | 1000 | 0.0  | 0.3    | 8.8  | 14.7 |

- **Elastic-net Attack (EAD)** [10] follows the similar optimization of CW Attack while considering both $\ell_2$ and $\ell_1$ distortion: $x^A := \min_{x'} ||x' - x||^2_2 + \beta ||x' - x||_1 + c \cdot f(x', y)$. Here $\beta, c$ refer to the balancing parameters and $f(x', y) = \max(F(x)_y - F(x)_{i \neq y}, -\kappa)$ under untargeted attack setting. We set $\beta = 0.01, \kappa = 0.1$ as default.

In our experiments, we set 50 attack iterations with step size $\alpha = \epsilon/5$ for BIM, MIM attack and PGD attack with 5 random starts. We also verify PGD attack’s convergence by configuring 500 and 1000 iterations. For CW and EAD attacks, we set the number of attack iterations as 1000 and evaluate them with different constant $c$ for each dataset. We use Robust Accuracy as our evaluation metric for the whitebox setting, defined as the ratio between the number correctly predicted adversarial examples generated by different attacks over the whole test dataset.

### Blackbox robustness evaluation.

Under the blackbox attack setting, we assume the attacker has no knowledge about the target ensemble model, including the model architecture and parameters. In this case, the attacker is only able to craft adversarial examples based on several surrogate models and transfer them to the target victim ensemble model. We follow the same blackbox transfer attack setting as mentioned in [57]: We choose three Vanilla ensembles consisting of 3, 5, 8 base models, which are trained with standard Ensemble Cross-Entropy (ECE) loss, as our surrogate models. We apply 50-steps PGD attack with three random starts and two different loss functions (CrossEntropy and CW loss) on each surrogate model to generate adversarial attacks (i.e. for each instance we will have 18 attack attempts). For each instance, among these attack attempts, as long as there is one that can successfully attack the victim model, we will count it as a successful attack. In this case, we report the Robust Accuracy, defined as the number of unsuccessful attack attempts divided by the number of all attack attempts, as our evaluation metric for the blackbox setting.

### 6.2 Experimental Results

In this section, we present both whitebox and blackbox robustness evaluation results for different ensembles, and show the superiority of the proposed TRS ensemble training. Moreover, we examine the adversarial transferability among base models within different ensembles, which emphasises the effectiveness of the training approaches which aim to increase the base model diversity. We also visualize the decision boundary of different ensembles and discuss the relation to the robustness against different attacks in-depth.

**Whitebox robustness.** Table 1 and 2 present the Robust Accuracy of different ensembles against a range of whitebox attacks on MNIST and CIFAR-10 dataset, while CIFAR-100 results are in Appendix G. It is shown that our proposed TRS ensemble outperforms other baseline works including the state-of-the-art DVERGE approach under almost all settings significantly, against a range of attacks and perturbation budgets. Especially, we notice that the performance gap could be larger under stronger adversary attacks (e.g. PGD attack);
while TRS ensemble is a bit less robust than baseline methods under FGSM which is a very weak attack. We investigate into this phenomenon in the discussion of model’s decision boundary part.

We observe that when the number of attack iterations is large both ADP and GAL regularizer trained ensemble achieve much lower robust accuracy against iterative attacks (BIM, PGD, MIM) than the reported robustness in the original paper, which is estimated under a small number of attack iterations. This case implies the non-convergence of iterative attack evaluation mentioned in their paper, which is also confirmed by [53]. In the contrast, both DVERGE and TRS still remain highly robust against iterative attacks with large iterations.

To show the stability of our model’s robust accuracy, we evaluate it against PGD attack with 500 and 1000 attack iterations. Results are shown in Table 3 where TRS ensemble’s robust accuracy only dropped a little bit after increasing the attack iterations, and outperforms DVERGE by a large margin.

**Blackbox robustness.** Figure 3 shows the Robust Accuracy performance of TRS and different baseline ensembles including Vanilla ensemble, ADP, GAL, and CVERGE, against blackbox transfer attacks under different perturbation bound $\epsilon$. As we can see, the TRS ensemble achieves competitive robust accuracy with DVERGE when $\epsilon$ is very small, and TRS beats all the baseline works when $\epsilon$ is large. Precisely speaking, TRS ensemble achieves over 85% robust accuracy against transfer attack with $\epsilon = 0.4$ on MNIST while the second-best ensemble (DVERGE) only achieves 20.2%. Also for CIFAR-10, TRS ensemble achieves over 25% robust accuracy against transfer attack when $\epsilon = 0.06$, while all the other baseline ensembles’ robust accuracy are lower than 6%. This implies that our proposed TRS ensemble has strong generalization ability w.r.t robustness against large $\epsilon$ adversarial attack than other ensembles by enforcing both small gradient similarity and model smoothness at the same time. We put the numerical blackbox robust accuracy evaluation results in the Appendix E.

**Adversarial transferability.** Figure 4 shows the adversarial transferability matrix of different ensembles against 50-steps PGD attack with $\epsilon = 0.3$ for MNIST and $\epsilon = 0.04$ for CIFAR-10. Cell $(i, j)$, $i \neq j$ represent the transfer attack success rate evaluated on $j$-th base model by using the $i$-th base model as the surrogate model. Lower number in each cell indicates that the corresponding model is more robust. The diagonal cells, say, $(i, i)$ refers to $i$-th base model’s attack success rate, which reflects the vulnerability of a single model. From these figures, we can see while base models show their vulnerabilities against adversarial attack, only DVERGE and TRS ensemble could achieve low adversarial transferability among base models by adapting effective diverse training. We should also notice that though GAL applied the similar gradient cosine similarity term to our similarity loss $L_{\text{sim}}$, it still can not achieve low adversarial transferability due to the lack of model smoothness enforcement.

**TRS with adversarial training.** While the TRS regularizer could reduce adversarial transferability among base models by enforcing low similarity on loss gradients and promoting model smoothness, we explore whether Adversarial Training [38], which aims to reduce base models’ vulnerability, is able to further improve
the robustness of TRS or not. We first apply adversarial training to train an ensemble model (AdvT) containing 3 base models as in TRS ensemble. During training, we use $\ell_\infty$ adversarial perturbation $\delta_{\text{adv}}$ ($\|\delta_{\text{adv}}\|_\infty \leq 0.2$ for MNIST and $\|\delta_{\text{adv}}\|_\infty \leq 0.03$ for CIFAR-10). To combine TRS with adversarial training (TRS+AdvT), we combine TRS regularizer Loss $L_{\text{TRS}}$ with Adversarial Training Loss $L_{\text{AdvT}} = \max_i \|x-x_i\|_\infty \leq \delta_{\text{adv}} \ell_F(x_i, y_i)$ on input $x_i$ with label $y_i$ with the same weight, and train the ensemble $F$ jointly. We evaluate both whitebox and blackbox robustness of TRS+AdvT and AdvT ensembles. During the evaluation, we consider the Conditional Robust Accuracy evaluated on adversarial examples generated based on correctly classified clean samples to eliminate the influence of model benign accuracy. For other settings, we follow the same as we discuss in Section 6.1.

Table 4 shows the robustness of both AdvT and TRS+AdvT under whitebox and blackbox attacks on different datasets. As we can see, TRS+AdvT ensemble outperforms the traditional adversarial training based ensemble consistently especially when $\epsilon$ is large.

### 6.3 Ablation Studies

In this section we visualize the decision boundary of the trained ensembles to gain more insights about the model properties, together with the exploration on the impacts of different loss terms in TRS.

#### Decision boundary analysis.

We visualize the decision boundary of the GAL, DVERGE and TRS ensembles for MNIST and CIFAR-10 in Figure 5. The dashed line is the negative gradient direction and the horizontal direction is randomly chosen which is orthogonal to the gradient direction. From the decision boundary of GAL ensemble, we can see that controlling only the gradient similarity will lead to a very non-smooth model decision boundary and thus harm the model robustness.

From the comparison of DVERGE and TRS ensemble, we find that DVERGE ensemble tends to be more robust along the gradient direction especially on CIFAR-10, (i.e. the distance to the boundary is larger and sometimes even larger than along the other random direction). This may be due to the reason that DVERGE is essentially performing adversarial training for different base models and therefore it protects the adversarial (gradient)
Table 4: Conditional Robust Accuracy (%) of Adversarial Training based ensemble (AdvT) and TRS+AdvT ensemble against (Top) whitebox attacks and (Down) blackbox attack with different perturbation scales $\epsilon$.

| Attacks       | FGSM | BIM (50) | PGD (50) | MIM (50) |
|---------------|------|----------|----------|----------|
| MNIST         |      |          |          |          |
| AdvT          | 98.4 | 97.3     | 98.2     | 97.5     |
| TRS+AdvT      | **99.1** | **98.0** | **98.2** | **98.9** |
| CIFAR-10      |      |          |          |          |
| AdvT          | 79.3 | 60.0     | 88.5     | 76.1     |
| TRS+AdvT      | 79.2 | 58.0     | **90.7** | **76.7** |

- **FGSM**
- **BIM (50)**
- **PGD (50)**
- **MIM (50)**

Direction. Thus, DVERGE performs better against weak attacks which only consider the gradient direction (e.g. FGSM on CIFAR-10). On the other hand, we find that TRS training yields a smoother model along different directions than DVERGE, which leads to more consistent predictions within a large neighborhood of an input. Thus, the TRS ensemble has higher robustness in different directions against strong attacks such as PGD attack.

Regularize the similarity loss only. We consider the case where we only apply our similarity loss $L_{\text{sim}}$ without model smoothness loss $L_{\text{smooth}}$ within the TRS (i.e. $\lambda_b = 0$). The result is shown as “Cos-only” in Table 1 and 2, and we observe that its whitebox robustness is much worse than standard TRS. This matches our intuition and theoretical results that only minimizing the gradient similarity cannot guarantee low adversarial transferability among base models and thus lead to low ensemble robustness.

Comparison between Cos-$\ell_2$ and TRS. To emphasize the importance of the local min-max training on the model smoothness loss, we train another version of TRS ensemble Cos-$\ell_2$, where we directly apply the $\ell_2$ regularization on $\|
abla_d \ell_F\|_2$ and $\|
abla_d \ell_G\|_2$. The results are shown in the “Cos-$\ell_2$” column of Table 1 and 2. We observe that this simplified TRS ensemble achieves lower robustness accuracy compared with TRS, which implies the necessity of regularizing the gradient magnitude not only on local training points but also on their neighbourhood to ensure overall model smoothness.

7 Conclusion

In this paper we aim to deliver an in-depth understanding of adversarial transferability. In doing so, we provide both lower and upper bounds on transferability between low risk classifiers based on gradient
orthogonality and smoothness. We demonstrate theoretically, that smoother models experience tighter lower and upper bounds. We prove that smooth models with lower loss gradient similarity would have lower transferability. Inspired by our analysis, we empirically demonstrate that it is possible to reduce transferability by promoting model smoothness and reducing loss gradient similarity, yielding significant improvement on ensemble robustness.
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A Discussion: Beyond $\ell_p$ Attack

Besides the widely used $\ell_p$ norm based adversarial examples, here we plan to extend our understanding to the distribution distance analysis.

We no longer distinguish the targeted attack and untargeted attack. Therefore, we denote either of them by $\mathcal{A}$. Moreover, we use $\mathcal{P}_A(x)$ to represent the distribution of $\mathcal{A}(x) \in \mathcal{X}$ where $x$ is distributed according to $\mathcal{P}_X$.

Now we define the distribution distance that we use to measure the adversarial distribution gap.

**Definition 8** (Total variation distance; [9]). For two probability distributions $\mathcal{P}_X$ and $\mathcal{P}_A(x)$ on $\mathcal{X}$, the total variation distance between them is defined as

$$\|\mathcal{P}_X - \mathcal{P}_A(x)\|_{TV} = \sup_{C \subseteq \mathcal{X}} |\mathcal{P}_X(C) - \mathcal{P}_A(x)(C)|.$$ 

Informally, the total variation distance measures the largest change in probability over all events. For discrete probability distributions, the total variation distance is just the $\ell_1$ distance between the vectors in the probability simplex representing the two distributions.

**Definition 9.** Given $\rho \in (0, 1)$, an attack strategy $\mathcal{A}(\cdot)$ is called $\rho$-conservative, if for $x \sim \mathcal{P}_X$, $\|\mathcal{P}_X - \mathcal{P}_A(x)\|_{TV} \leq \rho$.

This definition formalizes the general objective of generating adversarial examples against deep neural networks: attack samples are likely to be observed, while they do not themselves arouse suspicion.

**Lemma 5.** Let $f, g : \mathcal{X} \to \mathcal{Y}$ be classifiers, $\delta, \rho, \epsilon \in (0, 1)$ be constants, and $\mathcal{A}(\cdot)$ be an attack strategy. Suppose that $\mathcal{A}(\cdot)$ is $\rho$-conservative and $f, g$ have risk at most $\epsilon$. Then

$$\Pr (f(\mathcal{A}(x)) \neq g(\mathcal{A}(x))) \leq 2\epsilon + \rho$$

for a given random instance $x \sim \mathcal{P}_X$.

**Remark.** This result provides theoretical backing for the intuition that the boundaries of low risk classifiers under certain dense data distribution are close [54]. It considers two classifiers that have risk at most $\epsilon$, which indicates their boundaries are close for benign data. It then shows that their boundaries are also close for the perturbed data as long as the attack strategy satisfies a conservative condition which constrains the drift in distribution between the benign and adversarial data.

**Proof of Lemma 5.** Given $\mathcal{A}(\cdot)$ is $\rho$-covert, by Definition 9 we know

$$|\Pr_{\mathcal{P}_X}(f(\mathcal{A}(x)) = g(\mathcal{A}(x))) - \Pr_{\mathcal{P}_X}(f(x) = g(x))| = |\Pr_{\mathcal{P}_A(x)}(f(x) = g(x)) - \Pr_{\mathcal{P}_X}(f(x) = g(x))| \leq \rho.$$ 

Therefore, we have

$$\Pr (f(\mathcal{A}(x)) = g(\mathcal{A}(x))) \geq \Pr (f(x) = g(x)) - \rho.$$ 

From the low-risk conditions, the classifiers agree w.h.p.

$$\Pr (f(\mathcal{A}(x)) \neq g(\mathcal{A}(x))) \leq \Pr (f(x) \neq g(x)) + \rho \leq 1 - \Pr (f(x) = y, g(x) = y) + \rho ,$$

$$\leq 1 - (1 - \Pr (f(x) \neq y) - \Pr (g(x) \neq y)) + \rho = \epsilon + \epsilon + \rho \leq 2\epsilon + \rho ,$$

where the third inequality follows from the union bound. 

---

1 Here we assume $y$ is the ground truth label.

2 Recall that for arbitrary events $A_1, \ldots, A_n$, the union bound implies $P(\bigcap_{i=1}^n A_i) \geq 1 - \sum_{i=1}^n P(\overline{A_i})$. 
Theorem 6. Let $F, G : X \to Y$ be classifiers ($Y \in \{-1, 1\}$), $\delta, \rho, \epsilon \in (0, 1)$ be constants, and $A(\cdot)$ an attack strategy. Suppose that $A(\cdot)$ is $\rho$-conservative and $F, G$ have risk at most $\epsilon$. Given random instance $x \in X$, if $A(\cdot)$ is $(\delta, F)$-effective, then it is also $(\delta + 4\epsilon + \rho, G)$-effective.

Proof. From Lemma 5, and the union bound we have
\[
\Pr (f(x) \neq f(A(x))) \\
\geq \Pr (g(x) \neq g(A(x)), f(x) = g(x), f(A(x)) = g(A(x))) \\
\geq 1 - \Pr (g(x) = g(A(X))) - \Pr (f(x) \neq g(x)) - \Pr (f(A(x)) \neq g(A(x))) \\
\geq 1 - \delta - 4\epsilon - \rho ,
\]
as claimed.

The proof is shown below. This result formalizes the intuition that low-risk classifiers possess close decision boundaries in high-probability regions. The proof is deferred to Appendix A. In such settings, an attack strategy that successfully attacks one classifier would have high probability to mislead the other. This theorem explains why we should expect successful transferability in practice: defenders will naturally prefer low-risk binary classifiers. This desirable quality of classifiers is a potential liability.

Proof of Theorem 6. From Lemma 5, and the union bound we have
\[
\Pr (g(x) \neq g(A(x))) \\
\geq \Pr (f(x) \neq f(A(x)), g(x) = f(x), g(A(x)) = f(A(x))) \\
\geq 1 - \Pr (f(x) = f(A(X))) - \Pr (g(x) \neq f(x)) - \Pr (g(A(x)) \neq f(A(x))) \\
\geq 1 - \delta - 4\epsilon - \rho ,
\]
as claimed.
B Proof of Transferability Lower Bound (Theorems 1 and 2)

Here we present the proof of Theorem 1 and Theorem 2 first stated in Section 4.3.

The following lemma is used in the proof.

**Lemma 7.** For arbitrary vector \( \delta, x, y \), when \( \|\delta\|_2 \leq \epsilon \), \( x \) and \( y \) are unit vectors, i.e., \( \|x\|_2 = \|y\|_2 = 1 \), \( \cos(x, y) = \frac{x \cdot y}{\|x\|_2 \cdot \|y\|_2} = m \). Let \( c \) denote any real number. Then

\[
\delta \cdot y > c + \epsilon \sqrt{2 - 2m} \implies \delta \cdot x > c.
\]

**Proof.** \( \delta \cdot x = \delta \cdot y + \delta \cdot (x - y) > c + \epsilon \sqrt{2 - 2m} + \delta \cdot (x - y) \). By law of cosines, \( \delta \cdot (x - y) \geq -\epsilon \sqrt{2 - 2 \cos(x, y)} = -\epsilon \sqrt{2 - 2m} \). Hence, \( \delta \cdot x > c \). \( \square \)

**Theorem (Lower Bound on Targeted Attack Transferability).** Assume both models \( \mathcal{F} \) and \( \mathcal{G} \) are \( \beta \)-smooth. Let \( \mathcal{A}_T \) be an \((\alpha, \mathcal{F})\)-effective targeted attack with perturbation ball \( \|\delta\|_2 \leq \epsilon \) and target label \( y_t \in \mathcal{Y} \). The transferability can be lower bounded by

\[
\Pr(T_r(\mathcal{F}, \mathcal{G}, x, y_t) = 1) \geq 1 - \alpha - (\eta_{\mathcal{F}} + \eta_{\mathcal{G}}) - \frac{\epsilon(1 + \alpha) + c_{\mathcal{F}}(1 - \alpha)}{c_{\mathcal{G}} + \epsilon} - \frac{\epsilon(1 - \alpha)}{c_{\mathcal{G}} + \epsilon} \sqrt{2 - 2 \delta_{\mathcal{F}, \mathcal{G}}(x, y_t)},
\]

where

\[
c_{\mathcal{F}} = \max_{y \in \mathcal{Y}} \frac{\min_{x \in \mathcal{X}} \ell_{\mathcal{F}}(\mathcal{A}_T(x), y) - \ell_{\mathcal{F}}(x, y_t) + \beta \epsilon^2/2}{\|\nabla_x \ell_{\mathcal{F}}(x, y_t)\|_2}, \quad c_{\mathcal{G}} = \min_{x \in \mathcal{X}} \frac{\min_{y \in \mathcal{Y}} \ell_{\mathcal{G}}(\mathcal{A}_T(x), y) - \ell_{\mathcal{G}}(x, y_t) - \beta \epsilon^2/2}{\|\nabla_x \ell_{\mathcal{G}}(x, y_t)\|_2}.
\]

Here \( \eta_{\mathcal{F}}, \eta_{\mathcal{G}} \) are the risks of models \( \mathcal{F} \) and \( \mathcal{G} \) respectively.

**Proof.** For simplifying the notations, we define \( x^A := \mathcal{A}_T(x) \), which is the generated adversarial example by \( \mathcal{A}_T \) when the input is \( x \).

Define auxiliary function \( f, g : \mathcal{X} \mapsto \mathbb{R} \) such that

\[
f(x) = \min_{y \in \mathcal{Y}} \frac{\min_{x \in \mathcal{X}} \ell_{\mathcal{F}}(x^A, y) - \ell_{\mathcal{F}}(x, y_t) + \beta \epsilon^2/2}{\|\nabla_x \ell_{\mathcal{F}}(x, y_t)\|_2}, \quad g(x) = \min_{y \in \mathcal{Y}} \frac{\min_{x \in \mathcal{X}} \ell_{\mathcal{G}}(x^A, y) - \ell_{\mathcal{G}}(x, y_t) - \beta \epsilon^2/2}{\|\nabla_x \ell_{\mathcal{G}}(x, y_t)\|_2}.
\]

The \( f \) and \( g \) are orthogonal to the confidence score functions of model \( \mathcal{F} \) and \( \mathcal{G} \). Note that \( c_{\mathcal{F}} = \max_{x \in \mathcal{X}} f(x) \) and \( c_{\mathcal{G}} = \min_{x \in \mathcal{X}} g(x) \).

The transferability of concern satisfies:

\[
\Pr(T_r(\mathcal{F}, \mathcal{G}, x, y_t) = 1) = \Pr(\mathcal{F}(x) = y_t \cap \mathcal{G}(x) = y_t \cap \mathcal{F}(x^A) = y_t \cap \mathcal{G}(x^A) = y_t) = 1 - \Pr(\mathcal{F}(x) \neq y_t) - \Pr(\mathcal{G}(x) \neq y_t) - \Pr(\mathcal{F}(x^A) \neq y_t) - \Pr(\mathcal{G}(x^A) \neq y_t) \\
\geq 1 - \eta_{\mathcal{F}} - \eta_{\mathcal{G}} - \alpha - \Pr(\mathcal{G}(x^A) \neq y_t).
\]

Eq. 1 follows the definition (Definition 7). Eq. 2 follows from the union bound. From Eq. 1 to Eq. 2 definition of model risk and definition of adversarial effectiveness (Definition 2) are applied.

Now consider \( \Pr(\mathcal{F}(x^A) \neq y_t) \) and \( \Pr(\mathcal{G}(x^A) \neq y_t) \). Given that model predicts the label for which \( \ell_{\mathcal{F}} \) is minimized, \( \mathcal{F}(x^A) \neq y_t \iff \ell_{\mathcal{F}}(x + \delta, y_t) > \min_y \ell_{\mathcal{F}}(x + \delta, y) \). Similarly, \( \mathcal{G}(x^A) \neq y_t \iff \ell_{\mathcal{G}}(x + \delta, y_t) > \min_y \ell_{\mathcal{G}}(x + \delta, y) \).
Following Taylor’s Theorem with Lagrange remainder, we have

\[
\ell_F(x + \delta, y_i) = \ell_F(x, y_i) + \delta \nabla_x \ell_F(x, y_i) + \frac{1}{2} \delta^T H_F \delta,
\]

\[
\ell_G(x + \delta, y_i) = \ell_G(x, y_i) + \delta \nabla_x \ell_G(x, y_i) + \frac{1}{2} \delta^T H_G \delta.
\]

In Eq. 4 and Eq. 5, \( \xi = k \delta \) for some \( k \in [0, 1] \). \( H_F \) and \( H_G \) are Hessian matrices of \( \ell_F \) and \( \ell_G \) respectively.

Since \( \ell_F(x + \delta, y_i) \) and \( \ell_G(x + \delta, y_i) \) are \( \beta \)-smooth, the maximum eigenvalues of \( H_F \) and \( H_G \) are bounded by \( \beta \). As the result, \( \| \xi \|^2 \leq \beta \| \delta \|^2 \leq \beta \epsilon^2 \). Applying them to Eq. 4 and Eq. 5, we thus have

\[
\ell_F(x, y_i) + \delta \nabla_x \ell_F(x, y_i) - \frac{1}{2} \beta \epsilon^2 \leq \ell_F(x + \delta, y_i) \leq \ell_F(x, y_i) + \delta \nabla_x \ell_F(x, y_i) + \frac{1}{2} \beta \epsilon^2, \tag{6}
\]

\[
\ell_G(x, y_i) + \delta \nabla_x \ell_G(x, y_i) - \frac{1}{2} \beta \epsilon^2 \leq \ell_G(x + \delta, y_i) \leq \ell_G(x, y_i) + \delta \nabla_x \ell_G(x, y_i) + \frac{1}{2} \beta \epsilon^2. \tag{7}
\]

Apply left hand side of Eq. 6 to \( \Pr(\mathcal{F}(x^A) \neq y_i) \leq \alpha \) (from Definition 2):

\[
\Pr(\mathcal{F}(x^A) \neq y_i) = \Pr \left( \ell_F(x + \delta, y_i) > \min_y \ell_F(x + \delta, y) \right)
\geq \Pr \left( \ell_F(x, y_i) + \delta \nabla_x \ell_F(x, y_i) - \frac{1}{2} \beta \epsilon^2 > \min_y \ell_F(x + \delta, y) \right)
= \Pr \left( \delta \cdot \frac{\nabla_x \ell_F(x, y_i)}{\| \nabla_x \ell_F(x, y_i) \|_2^2} > f(x) \right),
\Rightarrow \Pr \left( \delta \cdot \frac{\nabla_x \ell_F(x, y_i)}{\| \nabla_x \ell_F(x, y_i) \|_2} > f(x) \right) \leq \alpha.
\]

Similarly, we apply right hand side of Eq. 7 to \( \Pr(\mathcal{G}(x^A) = y_i) \):

\[
\Pr(\mathcal{G}(x^A) \neq y_i) = \Pr \left( \ell_G(x + \delta, y_i) > \min_y \ell_G(x + \delta, y) \right)
\leq \Pr \left( \ell_G(x, y_i) + \delta \nabla_x \ell_G(x, y_i) + \frac{1}{2} \beta \epsilon^2 > \min_y \ell_G(x + \delta, y) \right)
= \Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y_i)}{\| \nabla_x \ell_G(x, y_i) \|_2^2} > g(x) \right). \tag{8}
\]

Knowing that \( \| \delta \|_2 \leq \epsilon \), from Lemma 7 we have

\[
\delta \cdot \frac{\nabla_x \ell_G(x, y_i)}{\| \nabla_x \ell_G(x, y_i) \|_2^2} > f(x) + \epsilon \sqrt{2 - 2 \mathcal{S}(\ell_F, \ell_G)} \tag{9}
\]

\[
\Rightarrow \delta \cdot \frac{\nabla_x \ell_G(x, y_i)}{\| \nabla_x \ell_G(x, y_i) \|_2^2} > f(x) + \epsilon \sqrt{2 - 2 \cos(\nabla_x \ell_F(x, y_i), \nabla_x \ell_G(x, y_i))} \tag{10}
\]

\[
\Rightarrow \delta \cdot \frac{\nabla_x \ell_G(x, y_i)}{\| \nabla_x \ell_G(x, y_i) \|_2} > f(x). \tag{11}
\]

From Eq. 9 to Eq. 10, the infimum in definition of \( \mathcal{S} \) (Definition 4) indicates that

\[
\mathcal{S}(\ell_F, \ell_G) \leq \cos(\nabla_x \ell_F(x, y_i), \nabla_x \ell_G(x, y_i)).
\]
Hence, 
\[
f(x) + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \geq f(x) + \epsilon \sqrt{2 - 2 \cos(\nabla_x \ell_F(x, y_t), \nabla_x \ell_G(x, y_t))}.
\]

Eq. 10 to Eq. 11 directly uses Lemma 7. As the result, 
\[
\Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2} > f(x) + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) \leq \Pr \left( \delta \cdot \frac{\nabla_x \ell_F(x, y_t)}{\| \nabla_x \ell_F(x, y_t) \|_2} > f(x) \right) \leq \alpha.
\]

Note that \(f(x) \leq c_F\), we have 
\[
\Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2} > c_F + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) \leq \alpha.
\]

Now we consider the maximum expectation of \(\delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2}\). Its maximum is \(\max \| \delta \|_2 = \epsilon\). Therefore, its expectation is bounded: 
\[
E \left[ \delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2} \right] \leq \epsilon \cdot \alpha + \left( c_F + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) (1 - \alpha).
\]

Now applying Markov's inequality, we get 
\[
\Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2} > c_F + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) \leq \frac{\epsilon \cdot \alpha + \left( c_F + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) (1 - \alpha)}{c_F + \epsilon}.
\]

Since \(g(x) \geq c_G\), 
\[
\Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2} > g(x) \right) \leq \Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2} > c_F + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) \leq \frac{\epsilon \cdot \alpha + \left( c_F + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) (1 - \alpha)}{c_F + \epsilon}.
\]

Combine with Eq. 11, finally, 
\[
\Pr(T_r(F, G, x, y_t) = 1) \geq 1 - \eta_F - \eta_G - \alpha - \Pr(G(x^A) \neq y_t)
\]
\[
\geq 1 - \eta_F - \eta_G - \alpha - \Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y_t)}{\| \nabla_x \ell_G(x, y_t) \|_2} > g(x) \right)
\]
\[
\geq 1 - \eta_F - \eta_G - \alpha - \frac{\epsilon \cdot \alpha + \left( c_F + \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) (1 - \alpha)}{c_F + \epsilon}
\]
\[
= (1 - \alpha) - (\eta_F + \eta_G) - \frac{\epsilon \cdot \alpha + c_F (1 - \alpha)}{c_F + \epsilon} - \frac{\epsilon \cdot \alpha + \sqrt{2 - 2S(\ell_F, \ell_G)}}{c_F + \epsilon}.
\]

Here, (i.) follows Eq. 8.

\[\square\]

\textbf{Theorem} (Lower Bound on Untargeted Attack Transferability). \textit{Assume both models }\mathcal{F}\textit{ and }\mathcal{G}\textit{ are }\beta\textit{-smooth. Let }A_\alpha\textit{ be an }\langle \alpha, \mathcal{F} \rangle\textit{-effective untargeted attack with perturbation ball }\| \delta \|_2 = \epsilon\textit{. The transferability can be lower bounded by}

\[
\Pr(T_r(F, G, x) = 1) \geq (1 - \alpha) - (\eta_F + \eta_G) - \frac{\epsilon \cdot \alpha + c_F (1 - \alpha)}{\epsilon - c_F} - \frac{\epsilon \cdot \alpha + \sqrt{2 - 2S(\ell_F, \ell_G)}}{\sqrt{2 - 2S(\ell_F, \ell_G)}},
\]
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where
\[
c_F = \min_{y \in \supp(D)} \frac{\min_{x,y',y \neq y} \ell_F(A_U(x), y') - \ell_F(x, y) - \beta \epsilon^2 / 2}{\|\nabla_x \ell_F(x, y)\|_2}, \quad c_G = \max_{y \in \supp(D)} \frac{\min_{x,y',y \neq y} \ell_G(A_U(x), y') - \ell_G(x, y) + \beta \epsilon^2 / 2}{\|\nabla_x \ell_G(x, y)\|_2}.
\]
Here \(\eta_F\) and \(\eta_G\) are the risks of models \(F\) and \(G\) respectively. The \(\supp(D)\) is the support of benign data distribution, i.e., \(x\) is the benign data and \(y\) is its associated true label.

**Proof.** For simplifying the notations, we define \(x^A := A_U(x)\), which is the generated adversarial example by \(A_U\) when the input is \(x\). Define auxiliary function \(f, g : \mathcal{M} \to \mathbb{R}\) such that
\[
f(x) = \frac{\min_{y \in \mathcal{Y} : y \neq y} \ell_F(x^A, y') - \ell_F(x, y) - \beta \epsilon^2 / 2}{\|\nabla_x \ell_F(x, y)\|_2}, \quad g(x) = \frac{\min_{y \in \mathcal{Y} : y \neq y} \ell_G(x^A, y') - \ell_G(x, y) + \beta \epsilon^2 / 2}{\|\nabla_x \ell_G(x, y)\|_2}.
\]
The \(f\) and \(g\) are orthogonal to the confidence score functions of model \(F\) and \(G\). Note that
\[
c_F = \min_{(x,y) \in \supp(D)} f(x, y), \quad c_G = \max_{(x,y) \in \supp(D)} g(x, y).
\]
The proof is similar to that of Theorem 1.

\[
\Pr(T_r(F, G, x) = 1) = \Pr(F(x) = y \land G(x) = y \land F(x^A) \neq y \land G(x^A) \neq y) \\
\geq 1 - \Pr(F(x) \neq y) - \Pr(G(x) \neq y) - \Pr(F(x^A) = y) - \Pr(G(x^A) = y) \\
= 1 - \eta_F - \eta_G - \alpha - \Pr(G(x^A) = y)
\]
(12)

From Taylor’s Theorem and Lemma 7, we observe that
\[
\Pr(G(x^A) = y) \leq \Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y)}{\|\nabla_x \ell_G(x, y)\|_2} < c_G \right),
\]
(13)
\[
\Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y)}{\|\nabla_x \ell_G(x, y)\|_2} < c_F - \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right) \leq \Pr(F(x^A) = y) = \alpha.
\]
(14)
According to Markov’s inequality, Eq. 14 implies that
\[
\Pr \left( \delta \cdot \frac{\nabla_x \ell_G(x, y)}{\|\nabla_x \ell_G(x, y)\|_2} < c_G \right) \leq \frac{(1 + \alpha) - \left( c_F - \epsilon \sqrt{2 - 2S(\ell_F, \ell_G)} \right)(1 - \alpha)}{\epsilon - c_G}.
\]
(15)
We conclude the proof by combining Eq. 13 with Eq. 15 and plugging it into Eq. 12. \(\square\)

## C Proof of Transferability Upper Bound (Theorems 3 and 4)

Here we present the proof of Theorem 3 and Theorem 4 as stated in Section 4.4.

The following lemma is used in the proof.

**Lemma 8.** Suppose two unit vectors \(x, y\) satisfy \(x \cdot y < S\), then for any \(\delta\), we have \(\min(\delta \cdot x, \delta \cdot y) < \|
\delta\|_2 \sqrt{(1 + S)/2}\).

**Proof.** For sake of contradiction, suppose \(\delta \cdot x > \|
\delta\|_2 \sqrt{(1 + S)/2}\), \(\delta \cdot y > \|
\delta\|_2 \sqrt{(1 + S)/2}\). Denote \(\alpha\) to be the angle between \(x\) and \(y\), then \(\cos \alpha < S\), or \(\alpha > \arccos S\). If \(\alpha_x, \alpha_y\) are the angles between \(\delta\) and \(x\) and between \(\delta\) and \(y\) respectively, then we have \(\max(\alpha_x, \alpha_y) \geq \alpha/2 \geq \arccos S/2\). Thus \(\min(\delta \cdot x, \delta \cdot y) \leq \|
\delta\|_2 \cos(\alpha/2) = \|
\delta\|_2 \sqrt{(1 + S)/2}\). \(\square\)
**Theorem** (Upper Bound on Targeted Attack Transferability). Assume both model $F$ and $G$ are $\beta$-smooth with gradient magnitude bounded by $B$, i.e., $\|\nabla_x \ell_F(x, y)\| \leq B$ and $\|\nabla_x \ell_G(x, y)\| \leq B$ for any $x \in X, y \in Y$. Let $\mathcal{A}_T$ be an $(\alpha, F)$-effective targeted attack with perturbation ball $\|\delta\|_2 \leq \epsilon$ and target label $y_t \in Y$. The transferability can be upper bounded by

$$
\Pr \left( T_r(F, G, x, y_t) = 1 \right) \leq \frac{\xi_F + \xi_G}{\ell_{\min} - \epsilon B \left( 1 + \sqrt{\frac{1 + \mathcal{S}(\ell_F, \ell_G)}{2}} \right) - \beta \epsilon^2},
$$

where

$$
\ell_{\min} = \min_{x \in X} (\ell_F(x, y_t), \ell_G(x, y_t)).
$$

Here $\xi_F$ and $\xi_G$ are the empirical risks of models $F$ and $G$ respectively, defined relative to a differentiable loss.

**Proof.** We let $x^A := \mathcal{A}_T(x)$ be the generated adversarial example when the input is $x$. Since $F(x)$ outputs label for which $\ell_F$ is minimized, we have

$$
F(x) = y \implies \ell_F(x, y_t) > \ell_F(x, y)
$$

and similarly

$$
F(x^A) = y_t \implies \ell_F(x^A, y_t) > \ell_F(x^A, y),
$$

$$
G(x) = y \implies \ell_G(x, y_t) > \ell_G(x, y),
$$

$$
G(x^A) = y_t \implies \ell_G(x^A, y_t) > \ell_G(x^A, y).
$$

Since $\ell_F(x, y)$ and $\ell_G(x, y)$ are $\beta$-smooth,

$$
\ell_F(x, y) + \delta \cdot \nabla_x \ell_F(x, y) + \frac{\beta}{2} \|\delta\|^2 \geq \ell_F(x^A, y),
$$

which implies

$$
\delta \cdot \nabla_x \ell_F(x, y) \geq \ell_F(x^A, y) - \ell_F(x, y) - \frac{\beta}{2} \|\delta\|^2 \geq \ell_f(x^A, y) - \ell_F(x, y) - \frac{\beta}{2} \|\delta\|^2 =: c'_F.
$$

Similarly for $G$,

$$
\delta \cdot \nabla_x \ell_G(x, y) \geq \ell_G(x^A, y) - \ell_G(x, y) - \frac{\beta}{2} \|\delta\|^2 =: c'_G.
$$

Thus,

$$
\Pr \left( F(x) = y, G(x) = y, F(x^A) = y_t, G(x^A) = y_t \right)
$$

$$
\leq \Pr \left( \ell_F(x, y_t) > \ell_F(x, y), \ell_F(x^A, y_t) > \ell_F(x^A, y), \ell_G(x, y_t) > \ell_G(x, y), \ell_G(x^A, y_t) > \ell_G(x^A, y) \right) \quad (22)
$$

$$
\leq \Pr \left( \delta \cdot \nabla_x \ell_F(x, y) \geq c'_F, \delta \cdot \nabla_x \ell_G(x, y) \geq c'_G \right) \quad (23)
$$

$$
\leq \Pr \left( \epsilon' \leq \epsilon \sqrt{\frac{1 + \mathcal{S}(\ell_F, \ell_G)}{2} \|\nabla_x \ell_F(x, y)\|_2} \right) \bigcup \left( \epsilon' \leq \epsilon \sqrt{\frac{1 + \mathcal{S}(\ell_F, \ell_G)}{2} \|\nabla_x \ell_G(x, y)\|_2} \right) \quad (24)
$$

$$
\leq \Pr \left( \epsilon' \leq \epsilon \sqrt{\frac{1 + \mathcal{S}(\ell_F, \ell_G)}{2} \|\nabla_x \ell_F(x, y)\|_2} \right) + \Pr \left( \epsilon' \leq \epsilon \sqrt{\frac{1 + \mathcal{S}(\ell_F, \ell_G)}{2} \|\nabla_x \ell_G(x, y)\|_2} \right), \quad (25)
$$

where Eq. 22 comes from Eqs. 16 to 19, Eq. 23 comes from Eq. 20 and Eq. 21. The Eq. 24 is a result of Lemma 8: either

$$
\delta \cdot \nabla_x \ell_F(x, y) \|\nabla_x \ell_F(x, y)\|_2 \leq \|\delta\|_2 \sqrt{\frac{1 + \mathcal{S}(\ell_F, \ell_G)}{2}}
$$
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We conclude the proof by combining the above two equations into Eq. 25.

or

\[ \delta \cdot \frac{\nabla_x \ell_F(x, y)}{\|\nabla_x \ell_F(x, y)\|} \leq \|\delta\|_2 \sqrt{(1 + \overline{\mathcal{S}}(\ell_F, \ell_G))/2}. \]

We observe that by \( \beta \)-smoothness condition of the loss function,

\[
\ell_F(x, y_t) - \ell_F(x, y) \geq \ell_F(x, y_t) + \delta \cdot \nabla_x \ell_F(x, y_t) - \frac{\beta}{2} \|\delta\|_2^2 - \ell_F(x, y) - \frac{\beta}{2} \|\delta\|_2^2.
\]

Thus,

\[
\Pr \left( \ell_F(x, y_t) - \ell_F(x, y) \leq \epsilon B \left( 1 + \sqrt{1 + \overline{\mathcal{S}}(\ell_F, \ell_G)} / 2 \right) + \beta \epsilon^2 \right)
\]

\[
\leq \frac{\xi_F}{\min_{x \in \mathcal{X}} \ell_F(x, y_t) - \epsilon B \left( 1 + \sqrt{1 + \overline{\mathcal{S}}(\ell_F, \ell_G)} / 2 \right) - \beta \epsilon^2}.
\]

Similarly for \( \mathcal{G} \),

\[
\Pr \left( \ell_G(x, y_t) - \ell_G(x, y) \leq \epsilon B \left( 1 + \sqrt{1 + \overline{\mathcal{S}}(\ell_F, \ell_G)} / 2 \right) + \beta \epsilon^2 \right)
\]

\[
\leq \frac{\xi_G}{\min_{x \in \mathcal{X}} \ell_G(x, y_t) - \epsilon B \left( 1 + \sqrt{1 + \overline{\mathcal{S}}(\ell_F, \ell_G)} / 2 \right) - \beta \epsilon^2}.
\]

We conclude the proof by combining the above two equations into Eq. 25.

\[ \square \]

**Theorem (Upper Bound on Untargeted Attack Transferability).** Assume both model \( F \) and \( G \) are \( \beta \)-smooth with gradient magnitude bounded by \( B \), i.e., \( \|\nabla_x \ell_F(x, y)\| \leq B \) and \( \|\nabla_x \ell_G(x, y)\| \leq B \) for any \( x \in \mathcal{X}, y \in \mathcal{Y} \). Let \( \mathcal{A}_t \) be an \((\alpha, \mathcal{F})\)-effective untargeted attack with perturbation ball \( \|\delta\|_2 \leq \epsilon \). The transferability can be upper bounded by

\[
\Pr (T_r(F, G, x) = 1) \leq \frac{\xi_F + \xi_G}{\ell_{\min} - \epsilon B \left( 1 + \sqrt{1 + \overline{\mathcal{S}}(\ell_F, \ell_G)} / 2 \right) - \beta \epsilon^2},
\]

where

\[
\ell_{\min} = \min_{(x, y') \in \mathcal{X} \times \mathcal{Y}, y' \neq y} (\ell_F(x, y'), \ell_G(x, y')).
\]

Here \( \xi_F \) and \( \xi_G \) are the empirical risks of models \( F \) and \( G \) respectively, defined relative to a differentiable loss. The \( \text{supp}(\mathcal{D}) \) is the support of benign data distribution, i.e., \( x \) is the benign data and \( y \) is its associated true label.

**Proof.** The proof follows the proof for the targeted attack case, but instead of \( \min_{x \in \mathcal{X}} \ell_{F/G}(x, y_t) \) we use

\[
\min_{x \in \mathcal{X}, y' \in \mathcal{Y}: (x, y') \in \text{supp}(\mathcal{D}), y' \neq y} \ell_{F/G}(x, y')
\]

in Eq. 26 and Eq. 27 and henceforth. \[ \square \]
Table 5: Robust accuracy (%) of different approaches against blackbox transfer attack with different perturbation scales $\epsilon$ on MNIST dataset.

| $\epsilon$ | clean | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 |
|------------|-------|------|------|------|------|------|------|------|
| Vanilla    | 99.5  | 1.8  | 0.1  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| ADP        | 99.4  | 25.5 | 13.8 | 7.0  | 2.1  | 0.3  | 0.1  | 0.0  |
| GAL        | 98.7  | 96.8 | 77.0 | 29.1 | 12.8 | 4.6  | 1.9  | 0.6  |
| DVERGE     | 98.7  | 97.6 | 97.4 | 96.9 | 96.2 | 94.2 | 78.3 | 20.2 |
| TRS        | 98.6  | 97.2 | 96.7 | 96.5 | 96.3 | 95.5 | 93.1 | 86.4 |

Table 6: Robust accuracy (%) of different approaches against blackbox transfer attack with different perturbation scales $\epsilon$ on CIFAR-10 dataset.

| $\epsilon$ | clean | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 |
|------------|-------|------|------|------|------|------|------|------|
| Vanilla    | 94.1  | 10.0 | 0.1  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| ADP        | 91.6  | 20.7 | 0.5  | 0.0  | 0.0  | 0.0  | 0.0  | 0.0  |
| GAL        | 88.3  | 74.6 | 58.9 | 39.1 | 22.0 | 11.3 | 5.2  | 2.1  |
| DVERGE     | 91.9  | 83.3 | 69.0 | 49.8 | 28.2 | 14.4 | 4.0  | 0.8  |
| TRS        | 86.7  | 78.3 | 69.3 | 55.3 | 43.2 | 30.1 | 22.4 | 13.1 |

D Training Details

We adapt ResNet-20 [23] as the base model architecture and Adam optimizer [26] in all of our experiments.

Baseline Training. For ADP and GAL, we follow the exact training configuration mentioned in their paper in both MNIST and CIFAR-10 experiments. For DVERGE, we set the same feature distillation $\epsilon = 0.07$ with step size as $0.007$ for CIFAR as they mentioned in their paper but set $\epsilon = 0.5$ with step size as $0.05$ for MNIST since they didn’t conduct any MNIST experiments in their paper.

TRS Training. For MNIST, we set the initial learning rate $\alpha = 0.001$ and train our TRS ensemble for 120 epochs by decaying the learning rate by $0.1$ at 40-th and 80-th epochs. For CIFAR-10 and CIFAR-100 we set the initial learning rate $\alpha = 0.001$ and train our TRS ensemble for 200 epochs by decaying the learning rate by $0.1$ at 100-th and 150-th epochs.

E Numerical results of Blackbox robustness evaluation

Table 5 and 6 show the detailed robust accuracy number of different ensembles against blackbox transfer attack with different perturbation scale $\epsilon$, which corresponds to the Figure 3. As we can see, TRS ensemble shows its competitive robustness to DVERGE on small $\epsilon$ setting but much better stability of robustness on large $\epsilon$ setting even with the lowest benign accuracy on clean data.

F TRS ensemble under various hyper-parameter settings

We explore various hyper-parameter settings on $\lambda_a, \lambda_b, \delta_M$ for TRS training and obtain series of ensembles with stable robustness. Table 7 shows the results containing the whitebox robustness of TRS ensembles trained with $\lambda_a \in \{100, 500\}, \lambda_b \in \{2.5, 10\}, \delta_M \in \{0.3, 0.4\}$ combination configurations. As we can see, different configurations will lead to similar ensemble robustness and almost all of them could still beat other baseline works. This indicates that we don't need to tune the TRS training hyper-parameters too much when we utilize
Table 7: Robust accuracy (%) of TRS ensemble trained with different hyper-parameter settings against various whitebox attacks on MNIST dataset.

| $\lambda_0$ | 2.5 | 10 | 2.5 | 10 |
|-------------|-----|----|-----|----|
| $\lambda_b$ |     |    |     |    |
| $\delta_M$  |     |    |     |    |
| FGSM        |     |    |     |    |
| $\epsilon = 0.1$ | 95.6 | 94.6 | 90.6 | 94.8 |
| $\epsilon = 0.2$ | 91.7 | 83.4 | 89.7 | 87.3 |
| BIM (50)    |     |    |     |    |
| $\epsilon = 0.1$ | 93.3 | 82.9 | 75.7 | 92.5 |
| $\epsilon = 0.15$ | 85.7 | 69.7 | 61.3 | 84.1 |
| PGD (50)    |     |    |     |    |
| $\epsilon = 0.1$ | 93.0 | 79.1 | 74.3 | 92.2 |
| $\epsilon = 0.15$ | 85.1 | 62.6 | 57.4 | 82.6 |
| MIM (50)    |     |    |     |    |
| $\epsilon = 0.1$ | 92.9 | 81.6 | 75.1 | 92.0 |
| $\epsilon = 0.15$ | 85.1 | 68.2 | 60.2 | 83.7 |
| CW          |     |    |     |    |
| $c = 0.1$   | 98.1 | 96.6 | 96.4 | 97.5 |
| $c = 1.0$   | 92.6 | 92.6 | 89.1 | 95.9 |
| EAD         |     |    |     |    |
| $c = 1.0$   | 23.3 | 14.3 | 9.2  | 24.1 |
| $c = 5.0$   | 1.4  | 0.9  | 0.1  | 2.3  |
| APGD-DLR    |     |    |     |    |
| $\epsilon = 0.1$ | 92.1 | 78.5 | 72.8 | 91.5 |
| $\epsilon = 0.15$ | 83.4 | 62.1 | 57.0 | 82.3 |
| APGD-CE     |     |    |     |    |
| $\epsilon = 0.1$ | 91.7 | 78.1 | 72.1 | 91.2 |
| $\epsilon = 0.15$ | 82.8 | 61.3 | 56.5 | 81.9 |

the TRS regularizer into new classification tasks.

G Robustness on CIFAR-100 dataset

Besides MNIST and CIFAR-10 datasets, we also evaluate our proposed TRS ensemble on the CIFAR-100 dataset. The base model structure and training parameters configuration remain the same as in CIFAR-10 experiments. The whitebox robustness evaluation results are shown in Table 8. From the results, we can see that the robustness of TRS model is better than other works against all attacks except FGSM, which is similar with our observations in CIFAR-10. This shows that our TRS algorithm still achieves a good performance on classification tasks with large number of classes.
Table 8: Robust accuracy (%) of different approaches against various whitebox attacks on CIFAR-100 dataset.

| CIFAR-100 | para. | ADP | GAL | DVERGE | GST-TRS |
|-----------|-------|-----|-----|--------|---------|
| FGSM      | $\epsilon = 0.02$ | 11.5 | 28.7 | **29.7** | 19.3 |
|           | $\epsilon = 0.04$ | 6.4  | 2.7  | **25.4** | 9.5  |
| BIM (50)  | $\epsilon = 0.01$ | 0.5  | 7.6  | 12.1   | **22.9** |
|           | $\epsilon = 0.02$ | 0.0  | 1.5  | 2.9    | **5.4**   |
| PGD (50)  | $\epsilon = 0.01$ | 0.4  | 5.4  | 11.3   | **23.0** |
|           | $\epsilon = 0.02$ | 0.0  | 1.1  | 2.0    | **5.3**   |
| MIM (50)  | $\epsilon = 0.01$ | 0.5  | 5.7  | 13.1   | **23.4** |
|           | $\epsilon = 0.02$ | 0.0  | 0.5  | 2.6    | **6.2**   |
| CW        | $\epsilon = 0.01$ | 11.3 | 32.0 | 44.8   | **45.7** |
|           | $\epsilon = 0.1$  | 0.5  | 10.7 | 20.3   | **26.9** |
| EAD       | $c = 1.0$         | 0.0  | 0.0  | 1.0    | **5.7**   |
|           | $c = 5.0$         | 0.0  | 0.0  | 0.0    | **0.3**   |
| APGD-LR   | $\epsilon = 0.01$ | 0.2  | 4.3  | 11.8   | **22.2** |
|           | $\epsilon = 0.02$ | 0.0  | 0.6  | 2.1    | **5.3**   |
| APGD-CE   | $\epsilon = 0.01$ | 0.2  | 4.2  | 11.3   | **20.7** |
|           | $\epsilon = 0.02$ | 0.0  | 0.4  | 1.7    | **4.8**   |