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Abstract

This paper introduces a new open-source speech corpus named “speechocean762” designed for pronunciation assessment use, consisting of 5000 English utterances from 250 non-native speakers, where half of the speakers are children. Five experts annotated each of the utterances at sentence-level, word-level and phoneme-level. A baseline system is released in an open source to illustrate the phoneme-level pronunciation assessment workflow on this corpus. This corpus is allowed to be used freely for commercial and non-commercial purposes. It is available for free download from OpenSLR, and the corresponding baseline system is published in the Kaldi speech recognition toolkit.

Index Terms: corpus, computer-assisted language learning (CALL), second language (L2)

1. Introduction

As an indispensable part of Computer-aided language learning (CALL), computer-aided pronunciation training (CAPT) applications with pronunciation assessment technology are widely used in foreign language learning [1, 2] and proficiency tests [3]. CAPT has been proved very useful to improve the pronunciation of the foreign language learners [4]. Due to the acute shortage of qualified teachers [5] and the increasing popularity of online learning, the research of pronunciation assessment is being paid more attention [6].

According to the real-world CAPT applications’ features, we divide the practical pronunciation assessment tasks into three categories by the assessment granularity: sentence-level, word-level, and phoneme-level. The sentence-level assessment evaluates the whole sentence. Specifically, three types of sentence-level scores frequently appear in practical CAPT systems: accuracy, completeness, and fluency. The accuracy indicates the level of the learner pronounce each word in the utterance correctly; the completeness indicates the percentage of the words that are actually pronounced, and the fluency here is in the narrow sense[7], which focuses on whether the speaker pronounces smoothly and without unnecessary pauses. The word-level assessment has a finer scale than the sentence-level assessment. Typical word-level scores are accuracy and stress. Furthermore, as the finest granularity assessment, the phoneme-level assessment evaluates each phone’s pronunciation quality in the utterance. Note that the word-level accuracy score should not be regarded as the simple average of the phone-level accuracy scores, although they have strong correlations. Take the word “above” (/ə'bʌv/) as an example. A foreign language learner may mispronounce it as /ə'bʌv/ (mispronounce /ʌ/ to /ʌ/ or as /ə'kv/ (mispronounce /b/ to /k/). For the two incorrect pronunciations, the numbers of the mispronounced phones are both one, but most people may realize that the latter mispronunciation is worse than the former.

There are some public corpora for pronunciation assessment. The ISLE Speech Corpus [8] is an early and widely accepted [9, 10, 11] data set. It contains mispronunciation tags at the word and phoneme level, and the speakers are all from German and Italian. It is free for academic use, but it is charged for commercial use. ERJ [12] is another famous non-native English corpus for pronunciation assessment, collected from 202 Japanese students annotated with phonemic and prosodic symbols. ATR-Gruhn [13] is a non-native English corpus with multiple accents. The annotations of ATR-Gruhn are speaker-level proficiency ratings. TL-school [14] is a corpus of speech utterances collected in northern Italy schools for assessing the performance of students learning both English and German. The data set of a spoken CALL shared task [15] is available to download, where Swiss students answer prompts in English, and the students’ responses are manually labeled as “accept” or “reject”. L2-ARCTIC [16] is a non-native English speech corpus with manual annotations, which has been used in some recent studies [17, 18], and it uses substitution, deletion, and insertion to annotate for the phoneme-level scoring. Sell-corpus [19] is another multiple accented Chinese-English speech corpus with phoneme substitution annotations. Some corpora, such as CU-CHLOE [20], Supra-CHLOE [21] and COLSEC [22], have been used in many studies [23, 24, 25, 26] but are not publicly available. Corpora for languages other than English also exist. The Tokyo-Kikuko [27] is a non-native Japanese corpus with phonemic and prosodic annotations. The iCALL corpus [28] is a Mandarin corpus spoken by non-native speakers of European descent with annotated pronunciation errors. The SingaKids-Mandarin [29] corpus focuses on mispronunciation patterns in Singapore children’s Mandarin speech.

To our knowledge, none of the existing non-native English corpora for pronunciation assessment contains all the following features:

- It is available for free download for both commercial and non-commercial purposes.
- The speaker variety encompasses young children and adults.
- The manual annotations are in many aspects at sentence-level, word-level and phoneme-level.

To meet these features, we created this corpus to support researchers in their pronunciation assessment studies. The corpus
is available on the OpenSLR \(^1\) website, and the corresponding baseline system has been a part of the Kaldi speech recognition toolkit \(^2\).

The rest of this paper is organized as follows: Section 2 describes the audio acquisition. Section 3 details how we annotated the data for the pronunciation assessment tasks. In Section 4, a Kaldi recipe for this corpus is introduced, which illustrates how to do phoneme-level pronunciation assessment, and the experiment results are provided as well.

2. Audio Acquisition

This corpus’s text script is selected from daily life text, containing about 2,600 common English words. As shown in Figure 1, speakers were asked to hold their mobile phones 20cm from their mouths and read the text as accurately as possible in a quiet 3×3 meters room. The mobile phones include the popular models of Apple, Samsung, Xiaomi, and Huawei. The number of sentences read aloud by each speaker is 20, and the total duration of the audio is about 6 hours.

The speakers are 250 English learners whose mother tongue is Mandarin. The training set and test set are divided randomly, with 125 speakers for each.

We carefully selected the speakers considering gender, age and proficiency of English. The experts roughly rated the speaker’s English pronunciation proficiency into three levels: good, average, and poor. Figure 2 shows the distributions of the speaker’s English pronunciation proficiency. Figure 3 shows the distributions of the speaker’s age. The gender ratio is 1:1 for both adults and children.

3. Manual Annotation

Manual annotations are the essential part of this corpus. The annotations are the scores that indicate the pronunciation quality. Each utterance in this corpus is scored manually by five experts independently under the same metrics.

\(^1\)https://www.openslr.org/101
\(^2\)https://github.com/kaldi-asr/kaldi/tree/master/egs/gop_speechocean762

Figure 1: Recording setup. Speakers read the text holding their mobile phones in a quiet room.

Figure 2: Speaker’s English pronunciation proficiency distributions.

Figure 3: Speaker’s age distributions.

3.1. Manual Scoring Metrics

The experts discussed and formulated the manual scoring metrics. Table 1 shows the detailed metrics. The phoneme-level score is the pronunciation accuracy of each phone. The word-level scores include accuracy and stress, and the sentence-level scores include accuracy, completeness, fluency and prosody. The sentence-level completeness score, which is not depicted in Table 1, is the percentage of the words in the target text that are actually pronounced.

3.2. The Multiple Canonical Phone Sequences Problem

The phoneme-level scoring requires determining the canonical phone sequence. A problem in practice is that the canonical phone sequence may not be unique. Take the word “fast” as an example. In middle school, most Chinese students were taught that this word should be pronounced as /fæst/, so a proper canonical phone sequence is “F AA S T” with the phone set defined by the CMU Dictionary \([30]\). However, some speakers may pronounce this word as /fæst/ following the American pronunciation. If that is the case, the phone “AA” in the canonical phone sequence “F AA S T” would be misjudged as low score.
Table 1: Manual Scoring Metrics

| Score | Description |
|-------|-------------|
| **Phoneme-level Accuracy** | |
| 2 | The phone is pronounced correctly |
| 1 | The phone is pronounced with a heavy accent |
| 0 | The pronunciation is incorrect or missed |
| **Word-level Accuracy** | |
| 10 | The pronunciation of the whole word is correct |
| 7-9 | Most phones in the word are pronounced correctly, but the word’s pronunciation has heavy accents |
| 4-6 | No more than 30% phones in the word are wrongly pronounced |
| 2-3 | More than 30% phones in the word are wrongly pronounced, or be mispronounced into some other word |
| 0-1 | The whole pronunciation is hard to distinguish or the word is missed |
| **Word-level Stress** | |
| 10 | The stress position is correct, or the word is a mono-syllable word |
| 5 | The stress position is incorrect |
| **Sentence-level Accuracy** | |
| 9-10 | The overall pronunciation of the sentence is excellent without obvious mispronunciation |
| 7-8 | The overall pronunciation of the sentence is good, with a few mispronunciations |
| 5-6 | The pronunciation of the sentence has many mispronunciations but it is still understandable |
| 3-4 | Awkward pronunciation with many serious mispronunciations |
| 0-2 | The pronunciation of the whole sentence is unable to understand or there is no voice |
| **Sentence-level Fluency** | |
| 8-10 | Coherent speech, without noticeable pauses, repetition or stammering |
| 6-7 | Coherent speech in general, with a few pauses, repetition and stammering |
| 4-5 | The speech is incoherent, with many pauses, repetition and stammering |
| 0-3 | The speaker is not able to read the sentence as a whole or there is no voice |
| **Sentence-level Prosodic** | |
| 9-10 | Correct intonation, stable speaking speed and rhythm |
| 7-8 | Nearly correct intonation at a stable speaking speed |
| 3-6 | Unstable speech speed, or the intonation is inappropriate |
| 0-2 | The reading of the sentence is too stammering to do prosodic scoring or there is no voice |

3.3. Scoring Workflow

We developed an application named “SpeechOcean uTrans” for the experts to conveniently score the audio. The interface of the application is shown in Figure 4.

Before the scoring, the experts read the transcript and listen to the audio to get familiar with the utterance. Then the experts are required to listen to the audio repeatedly at least three times. As we mentioned, some words have more than one canonical phone sequence. For those words, experts need to choose and vote to reach an agreement on the canonical phone sequence. Then the experts score the audio following the scoring metrics expressed in Table 1. If the scores seem unreasonable, for example, the word-level score is high but all the phone-level scores are low, the “SpeechOcean uTrans” application would raise a warning message to remind the expert to recheck the scores.

3.4. Score Distribution

Figure 7 shows the distribution of the sentence-level scores. The phoneme-level and word-level score distributions are shown in the Figure 8, where the phoneme-level scores are mapped lin-
early to the range 0 to 10 for comparison. The sentence-level scores variety encompasses 3 to 10, while most of the word-level and phoneme-level scores are from 8 to 10. This behaviour stems from the fact that high sentence-level scores rely on a consistently “good” word and phoneme pronunciation. Even a single word mispronunciation can lead to a low overall score. Due to limited space, we suggest readers to refer to the available online corpus to obtain the detailed statistics.

4. The Kaldi Recipe

For demonstrating how to use this corpus to score at phoneme-level, we uploaded a recipe named “gop_speechocean762” to the Kaldi toolkit.

4.1. Pipeline

We believe that the classical method is more suitable for building the baseline system than the latest methods. So the pipeline is built following the neural network (NN) based goodness of pronunciation (GOP) method, which is widely used and detailed in [31]. Here we only represent some specifics of implementing it on Kaldi. The GOP method requires a pre-trained acoustic model trained by native spoken data, which is trained by the “egs/librispeech/s5/local/nnet3/run_tnn.sh” script in Kaldi. The frame-level posterior matrix is generated through forward propagation on the native acoustic model, and the matrix is used for the forced alignment and the computing to obtain the GOP values and the GOP-based features, whose definitions could be found in [31] as well. Then we train a regressor for each phone using the GOP-based features to predict the phoneme-level scores.

4.2. Alignment Graph Building without Lexicon

Kaldi’s default alignment setup does not guarantee the alignment output to be identical to the canonical phone sequence voted by the experts. We continue to use the word “fast” as the example. The two possible phone sequences of this word, which are “F AA S T” and “F AE S T” specifically, are both contained in the lexicon finite state transducer (FST), shown in Figure 6. In that case, the phone sequence produced by the alignment is uncertain. If the experts’ canonical phone sequence differs from the alignment result, the scores will not be comparable with the manual scores.

Therefore, we build the lexicon-to-grammar (LG) FST directly using the canonical phone sequence voted by the experts without composing the lexicon FST and the grammar FST. The process of directly constructing LG is simple: first, construct a linear FST structure, whose input labels are the canonical phone sequences voted by the experts, whereas the output labels are the corresponding words and epsilons [32]. Then, add skippable silence between the words, and use the disambiguation symbol to construct the tail at the end of LG, as shown in Figure 5.

4.3. Supervised Training and Data Balancing

With the GOP-based features and the corresponding manual scores, we train a regressor for each mono phone. The model structure is a support vector regressor (SVR) [33]. Besides, we train polynomial regression models with the GOP values directly for each phone as an alternative lightweight method.

A problem is that the data’s phoneme-level scores are quite unbalanced, as discussed in Section 3.4. We use the high-score samples of other phones as the current phone’s low-score samples to supplement the training set to address this issue. For example, a good pronunciation sample of the phone AE can be considered as a poor pronunciation sample of the phone AA. For the model training of a particular phone, we randomly select the samples of other phones with high manual scores, setting their scores as zero and add them to the training set.

4.4. Results

For evaluating the recipe’s performance, we compare the predicted scores with the manual scores to calculate the mean squared error (MSE) and Pearson correlation coefficient (PCC). The result is shown in Table 2.

As a baseline system, this recipe is based on the classical NN-based GOP method without using latest techniques. So the result is not quite strong, which is in line with our expectations.

5. Conclusions

We released an open-source corpus for pronunciation assessment tasks. The corpus includes both child and adult speech and is manually annotated by five experts. The annotations are at sentence-level, word-level and phoneme-level. A Kaldi recipe is released to illustrate to use of the classic GOP method for phoneme-level scoring. In the future, we will expand the recipe to word-level and sentence-level scoring.
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