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Abstract

The Tree Augmented Naïve Bayes (TAN) classifier is a type of probabilistic graphical model that constructs a single-parent dependency tree to estimate the distribution of the data. In this work, we propose two novel Hierarchical dependency-based Tree Augmented Naïve Bayes algorithms, i.e. Hie–TAN and Hie–TAN–Lite. Both methods exploit the pre-defined parent-child (generalisation-specialisation) relationships between features as a type of constraint to learn the tree representation of dependencies among features, whilst the latter further eliminates the hierarchical redundancy during the classifier learning stage. The experimental results showed that Hie–TAN successfully obtained better predictive performance than several other hierarchical dependency constrained classification algorithms, and its predictive performance was further improved by eliminating the hierarchical redundancy, as suggested by the higher accuracy obtained by Hie–TAN–Lite.

1. Introduction

This work proposes two new Hierarchical dependency constrained Tree Augmented Naïve Bayes classifiers (called Hie–TAN and Hie–TAN–Lite) for the classification task of machine learning. Both methods consider the pre-defined hierarchical dependencies between features within a tree or a directed acyclic graph (DAG) as a type of constraint to learn the tree-based representation of feature dependencies, whilst the latter further exploits the hierarchical dependency information to eliminate the hierarchical redundancy between features.

The pre-defined hierarchical dependency information (i.e. ancestor-descendant relationships) is informative and can be exploited for different machine learning tasks. Actually, a series of feature selection methods (Wan et al., 2015; da Silva et al., 2018; 2020; Mairal & Yu, 2013; Jenatton et al., 2011a; Ristoski & Paulheim, 2014) have been proposed to reduce the dataset’s dimensionality by exploiting the hierarchical feature dependencies. Those methods successfully obtained in general better predictive performance than other feature selection methods that do not exploit hierarchical feature dependencies. In addition, the pre-defined hierarchical dependency information was also exploited for training a regression model (Mairal et al., 2010; Jenatton et al., 2011b), and for constructing Bayesian graphical models (Wan & Freitas, 2015; 2016; 2020). However, none of the above studies has exploited the hierarchical dependency information to propose new Tree Augmented Naïve Bayes (TAN) methods, as proposed in this work. This is an interesting direction, because TAN can obtain good predictive accuracy whilst requiring less computational cost than other Bayesian network classifiers for learning the graphical structure.

In this work the proposed methods are used to analyse bioinformatics datasets of ageing-related genes, where the features (attributes) are derived from the well-known Gene Ontology (GO) database, where each GO term essentially indicates a type of biological function or property for a given gene (The Gene Ontology Consortium, 2000). In each of the datasets used in our experiments, the set of all features (i.e. GO terms) is structured as a DAG by using a type of “is-a” relationship (Wan et al., 2015). This type of relationship implies that GO terms at higher levels of the GO hierarchy indicate more generic definitions of gene functions than GO terms at lower levels of the GO hierarchy (The Gene Ontology Consortium, 2000). Each instance in our datasets represents a gene, and each gene is classified as pro-longevity or anti-longevity, depending on its effect on the lifespan of an organism (de Magalhães et al., 2009). However, the proposed algorithm is generic enough to be applied to any type of hierarchically structured features.

The remainder of this paper is organised as follows. Section 2 briefly reviews the background about the conventional TAN classifier, the rules of dependency propagation and the definition of hierarchical redundancy. Section 3 introduces
the proposed Hie–TAN and Hie–TAN–Lite methods. Section 4 presents the experimental methodology and results. Finally, Section 5 presents conclusions and future research directions.

2. Background

2.1. Conventional Tree Augmented Naïve Bayes

Tree Augmented Naïve Bayes (TAN) is a type of semi-naïve Bayes classification algorithm. It avoids the feature independence assumption made by the well-known naïve Bayes method, by allowing each feature to have at most one parent feature (i.e. a feature depends on at most one other feature). In addition, the class variable is a parent of all features, as usual in Bayesian network classifiers. TAN firstly generates a ranking of all possible dependencies between pairs of features based on the values of conditional mutual information (CMI), as shown in Equation 1, where \( X_i \) and \( X_j \) are predictor features, \( Y \) is the class attribute, \( x_i, x_j, y \) are the values of the corresponding features and the class attribute, \( P(x_i, x_j, y) \) denotes the joint probability of \( x_i, x_j, y \); \( P(x_i, x_j \mid y) \) denotes the joint probability of feature values \( x_i \) and \( x_j \) given class value \( y \); and \( P(x_i \mid y) \) denotes the conditional probability of feature value \( x_i \) given class value \( y \). Each pair of features “\( x_i, x_j \)” is taken into account as a group, then the mutual information for each pair of features given the class attribute is computed (Friedman et al., 1997). Then it builds a maximum spanning tree, which contains the maximum values of conditional mutual information for all edges. Finally, TAN randomly selects a root feature as the starting point to progressively assign the dependencies for all other features in the tree.

\[
\text{CMI}(X_i; X_j \mid Y) = \sum_{x_i, x_j, y} P(x_i, x_j, y) \log \frac{P(x_i, x_j \mid y)}{P(x_i \mid y)P(x_j \mid y)}
\]

(1)

However, this approach for dependency assignment usually ignores the pre-defined hierarchical dependencies among features. Figure 1(a) shows an example DAG, where the set of six features is hierarchically structured, e.g. feature \( F \) is the parent of features \( B \) and \( C \), which is the parent of feature \( D \) and also the child of feature \( E \). Figure 1(b) shows an example network structure learned by the conventional TAN by choosing feature \( C \) as the root and then assigning the dependencies between all other features included in Figure 1(a). Note that this learned network does not encode some direct dependencies that occur in the original DAG of Figure 1(a), e.g. the direct dependency between \( F \) and \( B \); and conversely, the learned network includes some direct dependencies that do not occur in the DAG of Figure 1(a), e.g. the direct dependency between \( D \) and \( B \). In addition, the direction of the \( A \rightarrow E \) and \( C \rightarrow F \) edges (shown in red) in Figure 1(b) is the opposite of the direction of these edges in Figure 1(a).

2.2. Dependency propagation based on existing pre-defined dependencies and the single-parent constraint

We introduce a dependency propagation rule by considering the single-parent constraint of TAN. As shown in Figures 1(a) and 1(b), given a set of features \( \{A,...,F\} \), and a pre-defined feature hierarchy, we can obtain a list of edges representing all possible pairs of features. Based on a pre-defined feature hierarchy, some edges have a direction, such as edge \( F \rightarrow C \), since feature \( F \) is the ancestor of feature \( C \); whilst some edges do not have a direction, since there is no pre-defined hierarchical relationship between features in Figure 1(a) – e.g. edge \( C \rightarrow A \) in Figure 1(b). But under certain circumstances, undirected edges can be assigned directions by considering other connected directed edges and the single-parent constraint when learning the structure of a TAN classifier.

For a given set of edges \( \mathcal{E} \) that have already been added into the tree \( \mathcal{T} \), if exists one undirected edge \( e(X_i, X_j) \), where either \( X_i \) or \( X_j \) has a parent in any other edge in the set \( \mathcal{E} \), the vertex that doesn’t have a parent will be assigned as the child of the other vertex, i.e. \( \Pi(X_i) \leftarrow X_j \), if \( \exists \Pi(X_i) \in \mathcal{E}; \text{vice versa} \), \( \Pi(X_i) \leftarrow X_j \), if \( \exists \Pi(X_j) \in \mathcal{E} \). As shown in Figure 1(c), vertex \( F \) is the parent of vertex \( C \), which is also connected with vertex \( A \). Therefore, vertex \( C \) is assigned as the parent of vertex \( A \).

However, when both vertices in the undirected edge already have parents in \( \mathcal{T} \), that edge cannot be assigned any direction, since such an assignment would violate the single-parent constraint. For instance, there are two directed edges in Figure 1(d), so when considering adding the undirected edge \( C \rightarrow A \), assigning the direction \( C \rightarrow A \) or \( A \rightarrow C \) would violate the single-parent constraint, since vertices \( C \) and \( A \) already have parent vertices \( F \) and \( E \), respectively. Hence, the undirected edge \( C \rightarrow A \) will not be added into \( \mathcal{T} \).

The third possible scenario is that both vertices in the undirected edge are parents for some other existing vertices in \( \mathcal{T} \). In this case, the undirected edge will be added into \( \mathcal{T} \), but the direction cannot be assigned at this stage, since any assigned direction would not violate the single-parent constraint, i.e. \( \Pi(X_i) \leftarrow X_j \) or \( \Pi(X_j) \leftarrow X_i \) for a given undirected edge \( e(X_i, X_j) \). For instance, as shown in Figure 1(e), when considering an undirected edge \( F \rightarrow E \), both vertices \( F \) and \( E \) are parents of vertices \( C \) and \( A \), respectively. So the undirected edge \( F \rightarrow E \) will be added into \( \mathcal{T} \), but it will not be assigned a direction, as shown by the red line. Note that, if there still exists any undirected edges in \( \mathcal{T} \) after processing all candidate edges, the directions of those edges will be decided randomly.
2.3. Hierarchical Redundancy between Features

For any given instance, the concept of hierarchical redundancy between features in that instance can be defined as follows. Given a feature DAG, if any two given features or vertices in the DAG are connected by a hierarchical relationship, whilst both those features have the same value, those two features (vertices in the DAG) are hierarchically redundant. As shown in Figure 1(a), vertex F is hierarchically redundant to vertex C, since F is the parent of C, and both those features have the same value 1. Analogously, vertex A is hierarchically redundant to vertex D, since vertex D is the child of vertex A, and both of them have the same value 0. This type of hierarchical redundancy has been well-studied in previous works (Wan & Freitas, 2015; 2016; 2020), which show that the predictive accuracy of Bayesian network classifiers can be improved by removing this type of redundancy between hierarchically related features. In this work, we further exploit the possibility of removing the hierarchical redundancy whilst also considering the pre-defined hierarchical dependencies to learn the network structure.

3. Proposed Methods

3.1. Hierarchical Dependency Constrained Tree Augmented Naïve Bayes

We first propose a new tree-based Bayesian classifier, named Hierarchical dependency constrained Tree Augmented Naïve Bayes (Hie–TAN), which exploits the pre-defined hierarchical dependency information between features to learn the Bayesian classifier’s network structure. In general, given a mixed set of directed and undirected edges, the proposed method propagates hierarchical dependencies during the maximum spanning tree learning stage, so that the feature dependencies in the learned TAN network will be based on the pre-defined hierarchical dependencies available in the feature DAG. The method allows each feature to have at most one parent feature (i.e. one feature dependency). Hie–TAN’s pseudocode is shown in Algorithms 1 and 2.

In Algorithm 1, in the first part of the Hie–TAN algorithm (lines 1 to 3), Hie–TAN firstly generates the sets of ancestors \( A \) for individual features in \( X \) based on the input feature hierarchy DAG. In addition, the conditional mutual information CMI for all possible edges in \( E \) is calculated in lines 4 to 6. The values of CMI are used for sorting all edges in \( E \) in a descending order (line 7). Moreover, those initialised variables are taken as the inputs to the procedure Hie–MST, which learns the tree \( T \) that considers the pre-defined hierarchical dependencies and the single-parent constraint (line 8). Furthermore, the learned tree \( T \) is used to train the Hie–TAN classifier by using the training dataset (line 9). Finally, the trained Hie–TAN classifier is used to predict the class labels of testing instances (line 10).

Algorithm 2 shows the pseudocode of the procedure Hie–MST. It firstly initialises an empty set of directed edges \( D \) and another empty set of undirected edges \( U \). Then it processes all individual edges in the sorted \( E \) in...
whether adding this edge will lead to a cycle by considering directions of C -> A or A -> C will violate the single-parent constraint. So the undirected edge F – E will be added into the set UE.

Fig. 2: An illustration of the Hie–TAN algorithm given a predefined DAG and a set of sorted edges.

Algorithm 2: Hierarchical Dependency Constrained Maximum Weight Spanning Tree (Hie–MST) (assuming all edges are sorted in descending order of Conditional Mutual Information)

Require: the sorted set of edges $E_i$; the ancestor set for all features $A_i$.
Ensure: a directed maximum weight spanning tree $T$.

1: Initialise an empty $DE$.
2: Initialise an empty $UE$.
3: for each $e(X_i, X_j) \in E_i$ do
4:   if NoCycle($e(X_i, X_j)$, $DE$, $UE$) then
5:     if $X_i \in A(X_j) \lor X_j \in A(X_i)$ then
6:       if $|X_j| = A(X_i) \land \exists \exists N(X_j) \in DE \lor$
7:         $|X_i| = A(X_j) \land \exists \exists N(X_i) \in DE$ then
8:         Add $e(X_i, X_j) \in DE$.
9:         $DE, UE \leftarrow \text{Propagate (DE, UE)}$
10:    end if
11:   else
12:     if $\exists \exists N(X_i) \in DE \land \exists \exists N(X_j) \in DE$ then
13:         Add $e(X_i, X_j) \in DE$.
14:         $DE, UE \leftarrow \text{Propagate (DE, UE)}$
15:     else
16:         $\Pi(X_i) \leftarrow X_i$
17:         Add $e(X_i, X_j) \in DE$.
18:         $DE, UE \leftarrow \text{Propagate (DE, UE)}$
19:     end if
20:     else
21:         $\Pi(X_j) \leftarrow X_j$
22:         Add $e(X_i, X_j) \in DE$.
23:         $DE, UE \leftarrow \text{Propagate (DE, UE)}$
24:     end if
25:   end if
26: end if
27: end for
28: for each $e(X_i, X_j) \in UE$ do
29:   $\Pi(X_i) \leftarrow X_j$
30:   $DE \leftarrow DE + e(X_i, X_j)$
31:   $UE \leftarrow UE - e(X_i, X_j)$
32: end for
33: Return $DE$ as $T$

lines 3 to 28. For a given edge $e(X_i, X_j)$, line 4 checks whether adding this edge will lead to a cycle by considering all existing edges in both sets $DE$ and $UE$. If adding that edge $e(X_i, X_j)$ will not lead to a cycle, Hie–MST checks whether vertices $X_i$ and $X_j$ contain a pre-defined hierarchical dependency according to the DAG (line 5). In lines 6 to 9, if vertices $X_i$ and $X_j$ contain a pre-defined hierarchical dependency, Hie–MST will check whether adding that edge leads to the violation of the single-parent constraint. If not so, edge $e(X_i, X_j)$ will be added into the set $DE$ (line 7).

Then Hie–MST performs dependency propagation (line 8) by considering all edges in both sets $DE$ and $UE$, in order to assign possible directions to the undirected edges in the set $UE$. In lines 11 to 25, if those two vertices do not contain a pre-defined hierarchical dependency (indicating that edge $e(X_i, X_j)$ is undirected), Hie–MST will check whether both vertices already have parents in the set $DE$ in line 11. If so, the edge $e(X_i, X_j)$ will not be added into $DE$, because either direction of assignment would lead to a violation of the single-parent constraint. Vice versa, if both vertices $X_i$ and $X_j$ do not simultaneously have parents in $DE$, the edge will be added into $UE$, without the process of dependency propagation (line 13), because the direction of this undirected edge cannot be inferred by any other connected directed edges.

However, if one of the vertices (either $X_i$ or $X_j$) has a parent in $DE$, the undirected edge $e(X_i, X_j)$ can be assigned a direction in order to satisfy the single-parent constraint. If $X_i$ has a parent in $DE$, then it will be assigned as the parent of $X_j$, vice versa for the case when $X_j$ has a parent in $DE$. Then the newly directed edge $e(X_i, X_j)$ will be added into $DE$. After that, the process of dependency propagation will be conducted in order to assign any possible directions for those undirected edges in $UE$ (lines 15 to 23).

Finally, after processing all edges by running lines 3 to 28, it is possible that there still exist some edges in $UE$. As discussed in Section 2.2 and shown in Figure 1.e, some undirected edges will be added into $UE$, but they cannot be assigned a direction based on the process of dependency propagation. It means that any assigned direction for those remaining undirected edges do not violate the single-parent constraint. Therefore, in lines 29 to 33, the directions for those remaining undirected edges will be randomly assigned.

To explain how Algorithms 1 and 2 work, we use the example DAG shown in Figure 2(a) (and also in Figure 1(a)), and the list of sorted edges shown in Figure 2(a). After the initialisation stage of Algorithm 1, the 1st step of Hie–MST is to process the edge $F \rightarrow C$, which will be added into the set $DE$ (line 7 in Algorithm 2), since it is the first edge being processed. Then in step 2, edge $E \rightarrow A$ will be processed. It will also be added into the set $DE$, since it will not create a cycle and also will not lead to the violation of...
the single-parent constraint for all vertices in the set $\mathcal{D}E$.

The 3rd step is to process the edge $C \rightarrow A$, which will not
be added into the sets $\mathcal{U}E$ or $\mathcal{D}E$, because both vertices $C$
and $A$ already have parents in $\mathcal{D}E$, i.e. vertices $F$ and $E$,
respectively. It means that either assigning $C$ as the parent of
$A$ or assigning $A$ as the parent of $C$ would violate the single-
parent constraint. Then in step 4 the edge $C \rightarrow D$ will
be processed and added into the set $\mathcal{D}E$ (line 7 in Algorithm 2),
since adding it will not violate the single-parent constraint
and will not create a cycle.

In step 5, the edge $B \rightarrow D$ will be processed. Although
both vertices do not have a pre-defined hierarchical depend-
cy, this edge will be added into $\mathcal{D}E$, after assigning $D$
as the parent of $B$ by conducting the process of dependency
propagation, because vertex $D$ is the child of vertex $C$ in
$\mathcal{D}E$.

In step 6, when processing edge $F \rightarrow B$, it will not be
added into the set $\mathcal{D}E$, due to violation of the single-parent
constraint violation for vertex $B$, and it would also lead to a
cycle. In step 7, When processing edge $B \rightarrow E$, it will be also
added into the set $\mathcal{D}E$ and the vertex $B$ will be assigned
as the parent of vertex $E$ after conducting the process of
dependency propagation.

After processing all remaining edges, no edge is added into
the sets $\mathcal{D}E$ or $\mathcal{U}E$, because adding those edges would lead
to a cycle. Finally, the learned Hie-MST is structured as $F$
$\rightarrow C \rightarrow D \rightarrow B \rightarrow E \rightarrow A$, as shown in Figure 2(b).

3.2. Hierarchical Redundancy Removed
Hierarchical Dependency Constrained Tree
Augmented Naïve Bayes

We further propose a new type of Hie-TAN classifier,
namely Hierarchical redundancy removed and hierarchi-
cal dependency constrained Tree Augmented Naïve Bayes
(Hie-TAN-Lite), which removes hierarchical redundancy
between features when learning the Hie-TAN tree struc-
ture. In general, Hie-TAN-Lite removes all features that
are considered as hierarchically redundant to any existing
features in the tree, whilst also exploits the pre-define hier-
archical dependency to determine the directions of edges
in the learned tree. The pseudocode of Hie-TAN-Lite is
described in Algorithms 3, 4 and 5.

In Algorithm 3, analogously to the initialisation of Hie-TAN
(Algorithm 1), Hie-TAN-Lite firstly initialises all variables
that are needed for learning the Hie-TAN-Lite tree. The
second stage is to learn the Hie-TAN-Lite classifier. Note
that, as the hierarchical redundancy discussed in Section
2.3 occurs when considering individual testing instances,
the Hie-TAN-Lite tree learning process follows the lazy
learning paradigm. Hence, in lines 10 to 14, each testing
instance is associated with its own separate learning phase,
Algorithm 4 Hierarchical Dependency Constrained Maximum Weight Spanning Tree (Hie-MST-Lite)

Require: the testing instance \( I_{inst} \);
the sorted set of edges \( E \);
the selection status for edges \( S \);
the ancestor set for all features \( A \);
the descendant set for all features \( D \).

Ensure: a directed maximum weight spanning tree \( T' \).
1: Initialise an empty \( D' \).
2: Initialise an empty \( U' \).
3: for each \( e(X_i, X_j) \in E \) do
4:   if \((\text{NotCyclic}(e(X_i, X_j), D'E, U'E)) \wedge \{S(e(X_i, X_j)) = \text{“Available”}\}) \wedge \{\text{NotRedundant}(X_i, X_j, Inst_{inst}, A, D)\} \) then
5:     if \( X_j \in A(X_i) \lor X_j \in A(\hat{X}_i) \) then
6:       if \( X_i \in A(X_j) \lor X_i \in A(\hat{X}_j) \) then
7:         Add \( e(X_i, X_j) \) into \( D'E \).
8:         \( D'E, U'E \leftarrow \text{Propagate}(D'E, U'E) \).
9:         Update \( Inst_{inst}, e(X_i, X_j), A, D, S(E) \).
10:        end if
11:     else
12:       if \( X_j \in A(X_i) \lor X_j \in A(\hat{X}_i) \) then
13:         Add \( e(X_i, X_j) \) into \( U'E \).
14:         Update \( Inst_{inst}, e(X_i, X_j), A, D, S(E) \).
15:       end if
16:     else
17:       if \( X_i \in A(X_j) \lor X_i \in A(\hat{X}_j) \) then
18:         Add \( e(X_i, X_j) \) into \( D'E \).
19:         \( D'E, U'E \leftarrow \text{Propagate}(D'E, U'E) \).
20:         Update \( Inst_{inst}, e(X_i, X_j), A, D, S(E) \).
21:       end if
22:     else
23:       Add \( e(X_i, X_j) \) into \( D'E \).
24:       \( D'E, U'E \leftarrow \text{Propagate}(D'E, U'E) \).
25:       Update \( Inst_{inst}, e(X_i, X_j), A, D, S(E) \).
26:     end if
27:   end if
28: end if
29: end for
30: For each \( e(X_i, X_j) \in U'E \) do
31: \( D'E \leftarrow D'E + e(X_i, X_j) \).
32: \( U'E \leftarrow U'E + e(X_i, X_j) \).
33: end for
34: Return \( D'E \) as \( T' \).

Algorithm 5 Removing hierarchical redundancy between each vertex of added edge and remaining features (RemoveRedundancy)

Require: the testing instance \( I_{inst} \);
the added edge \( e(X_i, X_j) \);
the ancestor set for all features \( A \);
the descendant set for all features \( D \);
the selection status for all features \( S(E) \).

Ensure: the updated selection status for all features \( S(E) \).
1: for each \( X_k \in \{X_i, X_j\} \) do
2:   for each \( X_m \in A(X_i) \lor D(X_k) \) do
3:     if \( V(X_m, Inst_{inst}) + V(X_i, Inst_{inst}) \) then
4:       for each \( e(X_m, X_n) \) do
5:         \( S(e(X_m, X_n)) \leftarrow \text{“Unavailable”} \).
6:       end for
7:     end if
8:   end for
9: end for
10: Return \( S(E) \).

Figure 3. An illustration of the Hie–TAN–Lite algorithm given a pre-defined DAG and sorted edges.

MST, Hie–MST–Lite will not add that edge into the set \( D'E \), since vertex \( F \) is the parent of vertex \( C \), and both vertices have the same value \( I \).

In step 2, the directed edge \( E \rightarrow A \) will be processed. It will be added into the set \( D'E \), since both vertices \( E \) and \( A \) have different values, although \( E \) is the parent of \( A \), meaning there is no hierarchical redundancy between these vertices. Also, adding edge \( E \rightarrow A \) will not create a cycle and will not lead to the violation of the single-parent constraint for vertices in the set \( D'E \). After adding the directed edge \( E \rightarrow A \), the third step is to remove all other edges from the candidate edge set, in order to avoid any potential hierarchical redundancy between vertices. Because the value of vertex \( E \) equals to \( I \), vertex \( C \) is considered as a hierarchically redundant vertex, since it is the child of vertex \( E \) and also has the value of \( I \) in the current testing instance. Hence, all edges that include vertex \( C \) will be removed from the candidate edge set, as shown in Algorithm 5, lines 2 to 8, where the status of the corresponding candidate edges will be assigned as \( \text{Unavailable} \). Analogously, all other vertices that are hierarchically redundant to vertex \( A \) will be removed, such as vertex \( D \), which has the same value to vertex \( A \), and is the child of vertex \( A \). After processing the third step, edges \( C \rightarrow A, C \rightarrow D, B \rightarrow D, B \rightarrow C, E \rightarrow C, A \rightarrow D, F \rightarrow D, \) and \( E \rightarrow D \) are removed, as shown in yellow in Figure 3(a).
We evaluate the predictive performance of the proposed D will be added into D'E, as it satisfies all criteria shown in lines 4 to 6 of Algorithm 4. As vertex C has already been removed, there is no other relevant vertex to be removed. In step 5, the undirected edge B – E will be processed. It will be added into D'E, since it satisfies all criteria, and the direction can be determined by considering the single-parent constraint, i.e. vertex B has already had a parent F, then vertex B should be defined as the parent of vertex E. As there is no more candidate edges to be processed, the remaining features are F, B, E and A, as shown in Figure 3(a), where the nodes in yellow denote the removed features and corresponding edges, and the nodes in green mean the remaining ones. Figure 3(b) shows the final Hie–MST–Lite tree, structured as F → B → E → A.

4. Computational experiments

4.1. Datasets and Experimental Methodology

We evaluate the predictive performance of the proposed Hie–TAN and Hie–TAN–Lite algorithms by using 28 bioinformatics datasets of ageing-related genes (Wan & Freitas, 2016; 2020). In these datasets, the instances to be classified are genes, the binary features denote the presence or absence of GO term annotations for the genes, and the binary class variable indicates whether a gene has a pro- or anti-longevity effect.

Figure 4 shows 6 example GO terms and their hierarchically relationships, e.g. GO:0044281 (small molecule metabolic process) is the parent of GO:0044283 (small molecule biosynthetic process) and GO:0005996 (monosaccharide metabolic process), which is also the parent of GO:0046364 (monosaccharide biosynthetic process). This type of hierarchy therefore is a Directed Acyclic Graph (DAG), as shown in Figure 1(a), where those 6 GO terms were represented by 6 arbitrary letters: A, B, C, D, E and F.

In this work, we use GO terms as predictive binary features to describe genes. For each gene (instance), the GO term’s feature values I and 0 denote that gene is or is not annotated with that GO term, respectively. According to the pre-defined hierarchical dependency between GO terms in the GO DAG, the value I of each GO term feature is propagated to all its corresponding ancestor GO term features (i.e. if a gene is annotated with a GO term, then that gene is always annotated with all its ancestors GO terms), which leads to a sparse matrix of binary feature values. Figure 5 shows an example dataset including six features whose pre-defined hierarchical dependencies are discussed in Figure 1(a). As feature D is the descendant of other four features (F, C, E and A), as shown for Instance_1 in Figure 5, if the value of feature D is I, then the values of all those four features will be I. Vice versa, as feature E is the ancestor of features C, A and D, if the value of feature E is 0, then the values of all those three features will be 0, as shown for Instance_2 in Figure 5.

We compare the predictive accuracy of the proposed Hie–TAN and Hie–TAN–Lite with four other methods: Hie–AODE–Lite (Wan & Freitas, 2020), HRE–TAN (Wan & Freitas, 2016), TAN (Friedman et al., 1997) and proximalGraph (Mairal et al., 2010). TAN is used as a natural baseline method which ignores the pre-defined feature DAG, whilst the other methods were all designed specifically for coping with a pre-defined feature DAG. Hie–AODE–Lite is an ensemble of one-dependence estimators (ODEs). Each ODE consists of one parent node with outward edges pointing to all other features except its ancestors, in order to satisfy the pre-defined hierarchical dependency constraint. HRE–TAN exploits pre-defined hierarchical dependencies to learn a tree-like structure of features with no hierarchical redundancy, i.e. after adding individual candidate edges into the tree, the ancestor or descendant features of any vertices of that edge will be removed depending on their values in specific testing instances. ProximalGraph exploits a type of sparsity-inducing regularisation function and the proximal operator (an extension of gradient-based optimisation method) to learn a set of non-zero coefficients for a linear model to cope with data where features are organised into pre-defined hierarchical dependencies. We evaluated the algorithms using 10-fold cross-validation and the Geometric Mean (GMean) of Sensitivity and Specificity as the predictive accuracy evaluation metric – i.e. the square root of the product of Sensitivity and Specificity.
### 4.2. Experimental results

Table 1 shows the experimental results obtained by the 6 classification methods. In each row of this table (i.e., for each dataset), the highest GMean value for that dataset is shown in boldface font. We also compute the average rank for each method, based on the GMean measure, as follows.

First, for each dataset, the method with the highest GMean is assigned rank 1, whilst the method with the lowest GMean is assigned rank 6. Tied rank numbers are divided among the tied methods – e.g. if two methods are tied as the best methods, each method is assigned rank 1.5. Then, we compute each method’s average rank over the 28 datasets. Note that, the lower the rank, the better the method.
In general, Hie–TAN–Lite was the best-performing method due to its best average rank of 1.89. It also obtained the highest GMean values in 18 out of the 28 datasets. The second best-performing method was Hie–TAN, which obtained the average rank of 2.59 and the highest GMean values in 5 out of the 28 datasets. The Hie–AODE–Lite algorithm obtained an average rank of 3.43, which is still substantially better than average ranks obtained by HRE–TAN, proximalGraph and the conventional TAN methods.

We used the well-known Friedman test with Holm’s post-hoc multiple-hypothesis correction (Demsˇar, 2006) to compare the average ranks of GMean values obtained by the top-performing method (Hie–TAN–Lite) against each other method. The statistical test results confirm that the proposed Hie–TAN–Lite significantly outperformed nearly all other methods (i.e. Hie–AODE–Lite, HRE–TAN, proximalGraph and TAN, with Holm p-values 1.04 E-03, 1.36 E-04, 7.20 E-08 and 1.43 E-09, respectively), except Hie–TAN (also proposed in this work).

4.3. Identifying the GO Terms (Features) Most Often Used for Classification

As the proposed Hie–TAN–Lite method outperformed all other methods in general, we report the GO terms most frequently selected by Hie–TAN–Lite in the BP datasets for each of the 4 model organisms. Since Hie–TAN–Lite removes edges with hierarchically redundant features, we report two types of ranking criteria: Freq. of Selection and Freq. in Edges. The former means the number of testing instances for which the GO term was selected to be included in the Hie–TAN–Lite tree, whilst the latter means the number of edges containing the GO term in the Hie–TAN–Lite trees, over all testing instances.

Table S1 shows the top-ranked GO terms for the four model organisms’ datasets. In general, reproduction (GO:0000003) process-related terms were highly relevant to ageing: single organism reproductive process (GO:0044702) for all four organisms’ datasets; developmental process involved in reproduction (GO:0003006) for the fly and yeast datasets; and cellular process involved in reproduction (GO:0048610) for the yeast dataset. It has been found that removing germ cells of worms extended their lifespan by about 60% (Hsin & Kenyon, 1999), and transplanting young mice’s ovaries into old recipients also extend their lifespan (Kenyon, 2010; 2005). These findings are related to biological pathways that regulate the reproduction and ageing processes; e.g. the insulin/IGF-1 signalling (Kenyon, 2005) regulates the activity of DAF-16/FOXO – a key ageing-related transcription factor (Lee et al., 2009; Hansen et al., 2007; Vellai et al., 2003; Berdichevsky et al., 2006).

Several metabolism-related GO terms were also among the top-ranked GO terms in Table S1: heterocycle metabolic process (GO:0046483) in the worm, mouse and yeast datasets; organic substance metabolic process (GO:0071704) in the worm dataset; organic substance transport (GO:0071702), regulation of primary metabolic process (GO:0080090), and cellular aromatic compound metabolic process (GO:0006725) in the yeast dataset. These findings are consistent with research showing that ageing is closely related to nutrient metabolism pathways, like the target of rapamycin (TOR) signalling pathway – inhibiting the TOR pathway extends multiple species’ lifespan (Kaeberlein et al., 2005; Kapahi et al., 2004).

5. Conclusions

We proposed two novel tree augmented naïve Bayes classification algorithms that exploit pre-defined hierarchical dependencies among features. The results showed that the two proposed methods not only successfully improved the accuracy of the conventional TAN method, but also outperformed other methods that also exploit hierarchical feature dependencies. An interesting future research direction would be to propose other Bayesian network classification algorithms for exploiting the hierarchical feature dependencies.
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**Supplementary Material**

Table S1: The GO terms most frequently selected by the Hie–TAN–Lite method in datasets with Biological Process GO terms

| Model Organism | GO Term ID     | GO Term Name                              | Rank | Freq. of Selection | Freq. in Edges | Predicted Class |
|----------------|----------------|-------------------------------------------|------|--------------------|----------------|-----------------|
| Worm           | GO:0000003     | reproduction                              | 1    | 528 (100%)         | 2746           | Anti            |
|                | GO:0046483     | heterocycle metabolic process             | 2    | 528 (100%)         | 1512           | Anti            |
|                | GO:0071704     | organic substance metabolic process       | 3    | 528 (100%)         | 1270           | Anti            |
|                | GO:0045184     | establishment of protein localization     | 4    | 528 (100%)         | 1169           | Pro             |
|                | GO:0044702     | single organism reproductive process      | 5    | 528 (100%)         | 1154           | Anti            |
|                | GO:0044706     | multi-multicellular organism process      | 6    | 528 (100%)         | 831            | Pro             |
|                | GO:0002376     | immune system process                     | 7    | 528 (100%)         | 828            | Pro             |
|                | GO:0051656     | establishment of organelle localization   | 8    | 528 (100%)         | 636            | Pro             |
|                | GO:0051641     | cellular localization                     | 9    | 528 (100%)         | 605            | Pro             |
|                | GO:0034641     | cellular nitrogen compound metabolic process | 10  | 528 (100%)        | 538            | Anti            |
| Fly            | GO:0009607     | response to biotic stimulus               | 1    | 127 (100%)         | 382            | Pro             |
|                | GO:0044702     | single organism reproductive process      | 2    | 127 (100%)         | 309            | Pro             |
|                | GO:0023052     | signaling                                 | 3    | 127 (100%)         | 197            | Pro             |
|                | GO:0003006     | developmental process involved in reproduction | 4    | 127 (100%)       | 154            | Anti            |
|                | GO:0006955     | immune response                           | 5    | 127 (100%)         | 152            | Pro             |
|                | GO:0000003     | reproduction                              | 6    | 127 (100%)         | 138            | Anti            |
|                | GO:0045184     | establishment of protein localization     | 7    | 126 (99.2%)        | 418            | Pro             |
|                | GO:0071496     | cellular response to external stimulus    | 8    | 126 (99.2%)        | 296            | Pro             |
|                | GO:0030030     | cell projection organization              | 9    | 126 (99.2%)        | 296            | Pro             |
|                | GO:0007154     | cell communication                        | 10   | 126 (99.2%)        | 271            | Pro             |
| Mouse          | GO:009719      | response to endogenous stimulus          | 1    | 102 (100%)         | 356            | Anti            |
|                | GO:0061024     | membrane organization                     | 2    | 102 (100%)         | 352            | Pro             |
|                | GO:0046483     | heterocycle metabolic process             | 3    | 102 (100%)         | 319            | Pro             |
|                | GO:0007049     | cell cycle                                | 4    | 102 (100%)         | 302            | Pro             |
|                | GO:0040112     | regulation of locomotion                  | 5    | 102 (100%)         | 293            | Anti            |
|                | GO:0040111     | locomotion                                | 6    | 102 (100%)         | 270            | Pro             |
|                | GO:0048856     | anatomical structure development          | 7    | 102 (100%)         | 243            | Pro             |
|                | GO:0006928     | movement of cell or subcellular component | 8    | 102 (100%)         | 233            | Pro             |
|                | GO:002051      | regulation of signaling                   | 9    | 102 (100%)         | 207            | Pro             |
|                | GO:0044702     | single organism reproductive process      | 10   | 102 (100%)         | 202            | Pro             |
| Yeast          | GO:0046483     | heterocycle metabolic process             | 1    | 215 (100%)         | 738            | Anti            |
|                | GO:0080090     | regulation of primary metabolic process   | 2    | 215 (100%)         | 592            | Anti            |
|                | GO:0071702     | organic substance transport                | 3    | 215 (100%)         | 380            | Anti            |
|                | GO:0051641     | cellular localization                     | 4    | 215 (100%)         | 307            | Anti            |
|                | GO:0006725     | cellular aromatic compound metabolic process | 5    | 215 (100%)     | 238            | Anti            |
|                | GO:0044702     | single organism reproductive process      | 6    | 215 (100%)         | 227            | Anti            |
|                | GO:1901360     | organic cyclic compound metabolic process | 7    | 215 (100%)         | 225            | Anti            |
|                | GO:003006      | developmental process involved in reproduction | 8    | 215 (100%)     | 215            | Anti            |
|                | GO:0031323     | regulation of cellular metabolic process  | 9    | 215 (100%)         | 215            | Anti            |
|                | GO:0048610     | cellular process involved in reproduction | 10   | 214 (99.5%)        | 779            | Anti            |

Table 4 shows the top-ranked GO terms for the four model organisms' datasets. In general, reproduction (GO:0000003) process-related terms were highly relevant to ageing: single organism reproductive process (GO:0044702) for all four organisms' datasets; developmental process involved in reproduction (GO:0003006) for the fly and yeast datasets; and cellular process involved in reproduction (GO:0048610) for the yeast dataset. It has been found that removing germ cells of worms extended their lifespan by about 60% (Hsin and Kenyon 1999), and transplanting young mice's ovaries into old recipients also extended their lifespan (Kenyon 2010, 2010).