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The world is becoming increasingly complex, both in terms of the rich sources of data we have access to and the statistical and computational methods we can use on data. These factors create an ever-increasing risk for errors in code and the sensitivity of findings to data preparation and the execution of complex statistical and computing methods. The consequences of coding and data mistakes can be substantial. In this paper, we describe the key steps for implementing a code quality assurance (QA) process that researchers can follow to improve their coding practices throughout a project to assure the quality of the final data, code, analyses, and results. These steps include: (i) adherence to principles for code writing and style that follow best practices; (ii) clear written documentation that describes code, workflow, and key analytic decisions; (iii) careful version control; (iv) good data management; and (v) regular testing and review. Following these steps will greatly improve the ability of a study to assure results are accurate and reproducible. The responsibility for code QA falls not only on individual researchers but institutions, journals, and funding agencies as well.
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1 INTRODUCTION

The world is becoming increasingly complex, both in terms of the rich sources of data we have access to as well as the statistical and computational methods we can use on data. These factors create an ever-increasing risk for errors in our code and sensitivity in our findings due to data preparation and execution of complex statistical and computing methods. For example, an analysis of 423 PubMed retraction notices revealed that 18.9% were the result of “analytic errors” related to code and data. In some fields, the risk of errors is particularly high. For instance, an analysis on software packages used in functional magnetic resonance imaging (fMRI) analyses showed that false positive rates could be as high as 70% when null datasets with no relationships were inputted into the software programs. Similarly, approximately one in five papers in genetics research had errors resulting from Microsoft Excel erroneously automatically converting a gene name “Septin 2” to a date “2-Sep.” In both cases, the analysts had no safeguards in place to check data accuracy and catch such errors. These problems will only become more frequent and difficult to detect as tools and data analysis workflows become increasingly sophisticated.

The consequences of coding and data mistakes can be substantial. They can require the retraction of published work which can gravely harm the reputations of the authors, their institutions, and the journals publishing retracted articles. They can also misinform the public resulting in harmful decisions being made about the potential effectiveness of new treatments. Righting those misconceptions can be particularly difficult as has been the case of dissuading people of the link between vaccines and autism (although that misinformation was purposive). They also contribute to the ongoing crisis in the scientific literature where published results fail to replicate. The replication crisis in medicine is of
particular concern for both patients and providers. These consequences erode the basis for the validity of scientific claims and scientific methods as well as the public’s trust in science, and consequently, the utility of science.

The increasing complexity of data and the computer code used to process and analyze them suggest these types of problems are not going away. However, programming and data analysis standards that call for clear and complete documentation could help mitigate such problems. For example, knowing exactly what software version was used is useful to ensure results are still valid were a bug found in the future, while knowing which methods were employed is useful for reproducing or replicating a study’s findings. Clean and well-documented code can also be verified by reviewers who might be able to catch unintended errors. Moreover, well-documented code, including clear documentation of the analytic workflow and data processing procedures that link back to the source data files, combined with sharing of data and code, can greatly enhance the ability of other analysts to reproduce a study’s findings. Sharing of well-documented code also supports replication of the research, because it can provide full details on the exact methods used in the analysis which typically are not included in depth in published reports or journal articles.

Data and code sharing is key to both minimizing coding and analytic mistakes as well as the reproducibility and replication problem. However, this practice must be formally adopted by the community and enforced by the publishers to have an effect. Nature, for example, requires that materials, data, code, and protocols be made available. When this is not feasible, any restrictions or exclusions must be fully disclosed. The American Economic Association also requires that data and code are clearly documented and that authors provide non-exclusive access to the data and code.

Sharing code and data, however, is not sufficient. First, secondary users of the code can only catch errors after the fact. A better process is to develop code via a process that avoids errors. Second, code that is not well-developed, including lacking clear documentation, is difficult for other analysts to use and does not make the methods used transparent or easy to replicate in future studies. Code, including the data processing code, needs to be developed following procedures that catch and remove errors in addition to yielding clean and well-documented code that is likely error-free. Moreover, code should be written such that it can be reviewed and used by other analysts to reproduce the study’s findings and/or to replicate the methods in future studies. We outline such a process, Code Quality Assurance (QA), in this manuscript. The Code QA process is intended to help research teams minimize the likelihood of introducing unintentional errors when working with and processing data. Furthermore, the process is intended to make it easier for reviewers and external research teams to validate and reproduce the results of a given study as well as replicate the study methods in future studies.

Other authors also recognize the need for robust code to reduce the risk of error and support reproducibility. Taschuk and Wilson proposed 10 simple rules for scientific computing and Vable, Diehl and Glymour (2021) provide a process for reviewing code. Code QA requires more than simply following the rules for developing and reviewing code. Code QA is an attitude and process for conducting data analysis that sees quality code and data management procedures as the essential foundation of the conducted research. Code QA begins before the first line of code is written. It is a continuous process, executed through all phases of the research; it is not something that should solely occur at the conclusion of a project. Code QA requires carefully considered and thorough documentation. This means describing the data, explaining the methods, and justifying analytic decisions made through the course of the project. The goal is to provide sufficient detail such that anyone can understand and reproduce the research. Furthermore, the code should be well-written and organized such that it can be easily checked for errors. Code QA should underpin all the work related to code and execution of the statistical methods used in a study.

In this paper, we describe a code QA framework that researchers can use to improve the quality of their programming and data analytic workflows. The ideas are borrowed heavily from concepts in software engineering and were adapted for working with data. Software engineering principles are easier to apply to work that more closely resembles traditional software development, for example, when creating open-source statistical tools or high-performance simulations. With that in mind, we will focus more on programming for data analysis. What we propose is a general framework for ensuring quality and leave the specifics of the implementation open to interpretation as there is no one-size-fits-all solution to building robust analytic workflows.

The keys of such code QA (see Figure 1) are as follows. First, as noted by Vable et al, it begins at the Principal Investigator level and requires a team commitment. The commitment begins with the team deciding upon and adhering to principles for code writing and a coding style guide that follows best practices. Next, the team needs to create clear written documentation throughout the lifecycle of a project that describe code, workflow and key analytic decisions. Third, careful version control to track code changes should be employed. Fourth, the team needs good data management processes, and last, the project should test and carefully review code regularly. Following these steps will greatly improve the ability of a study to assure results are accurate and reproducible. As noted, the steps outlined here are not meant to be a one-size-fits-all solution to working with data. Instead this paper is intended to walk through steps that can be
applied to help ensure confidence in the output of your analysis. The steps you choose to implement and how you chose to implement them will depend on many factors, such as the size of the team, size of the data, and complexity of the tools being used.

We thoroughly review each step, in turn, throughout the next sections by way of a case study that can be found here: (https://github.com/jpane24/code-qa). The goal of the original study was to use propensity score weighting methods to estimate the relative effectiveness of two evidence-based treatments on adolescent substance users and assess the potential impact unobserved confounders might have on the analysis. The full study results can be found in Griffin et al.18 We utilize the case study to showcase an example of how each step of the code QA process can be integrated into an overall practice of data and analysis quality, transparency, and sharing to support accurate and reproducible results.

1.1 | Step 1: Decide upon and adhere to principles for code writing and a coding style guide that follow best practices

Reducing the risk of errors and producing code that is transparent places requirements on how code is written. To ensure the final code meets those requirements, code writing must follow a set of clearly defined principles and a style guide that adhere to best practices.16,17 These principles must be established, and the style guide selected before the first line of code is written. Thus, choosing a set of principles for writing code and a coding style guide is the first step in assuring quality in code and results. For code QA, the key is writing code that is readable and well-organized. Principles for writing readable code are different from the principles of software engineering which focus on writing efficient code in terms of performance. Both sets of principles are important; however, code that yields effective computing but is not clear and cannot be understood does not support transparency, reproducibility, or minimize the risk of errors. Code QA should yield code that is both efficient and can be understood by analysts who did not write it.

Style guides are essential to the practice of writing understandable code. They layout rules for naming functions and variables, indenting, and other formatting related issues that make code neater and easier to follow. These rules can sometimes feel arbitrary, the code will likely run whether you follow them or not, but they greatly improve readability. Adherence to a style guide will help collaborators working on the same code base in addition to making it easier for external reviewers to understand the code. Style guides exist for most programming languages (see Table 1) and may be modified to better suit the specific project or team. If a suitable guide cannot be found, the research team should create their own set of rules to follow. The key element is that the rules should be applied consistently throughout the project. Fortunately, this is done easily enough by software tools, or “linters,” which will examine a piece of code and flag style guide violations. R has additional add-in packages that can be used to automate the formatting of previously written code to comply with certain style guides. The styler package in R formats code to comply with the tidyverse Style Guide.19 Figure 2 provides a sample from the code used in our illustrative case study for which all code follows the tidyverse Style Guide.

In addition to the style guides, there are generally accepted best practices for writing “clean” code that primarily focus on code organization.20 For example, a key element of clean code concerns the utilization of functions. It is generally...
### TABLE 1  Style guides for different programming languages

| Language | Style guide(s) | Guide URL(s) | Linter(s) | Documentation tool(s) |
|----------|----------------|--------------|-----------|-----------------------|
| C/C++    | Google C++ Style Guide | https://google.github.io/styleguide/cppguide.html | clang-tidy, cppcheck, cpplint | Doxygen, Sphinx |
| Julia    | Style Guide | https://docs.juliastar.org/en/v1/manual/style-guide/ | | Documenter |
| Matlab   | MATLAB Style Guidelines 2.0 | https://www.mathworks.com/matlabcentral/fileexchange/46056-matlab-style-guidelines-2-0 | mlint | Doxygen, M2HTML, Sphinx |
| Python   | PEP 8 | https://www.python.org/dev/peps/pep-0008/ | black, flake8, pylint | PEP 257 |
| R        | The tidyverse Style Guide, Google's R Style Guide | https://style.tidyverse.org/, https://google.github.io/styleguide/Rguide.html | lintr, styler | docstring, roxygen2 |
| SAS      | Code Diary for SAS, Doxygen | | | |
| Scala    | Scala Style Guide | https://docs.scala-lang.org/style/ | scalafmt, scalafix | scaladoc, Sphinx |
| Stata    | Suggestions on Stata Programming Style | https://www.stata-journal.com/sjpdf.html?articlenum=pr0018 | | MarkDoc |

**FIGURE 2**  Sample strategies for writing clean code using case study data. Code snippet can be found here: https://github.com/jpane24/code-qa/blob/main/code/R00-Data-Cleaning.R [Colour figure can be viewed at wileyonlinelibrary.com]

preferable to use many small functions, less than 100 lines of code, that fully encapsulate discrete and independent functionality rather than one large block of code. There are several benefits to this practice. The first is that it helps the programmer organize and think through the exact purpose of the code. Wrapping code in a function is easier to reuse and makes top-level code, likely stringing together several functions, easier to read. Lastly, it is easier to test and debug code that is broken up into individual components, a topic we will discuss in a later section.

Failing to adhere to styling conventions and best practices contributes to code “smell,” a subjective and unquantifiable sense of badness.21 Although not a problem in and of itself, code smell can be an early warning indicator of poorly written or bad quality code. Elements that contribute to creating code smell include code clutter and poor housekeeping and
organization. For example, blocks of duplicated code are highly discouraged as changes to that code can sometimes fail to propagate to each of the copies. This occurs often enough that many modern programming environments will display a warning, much like when Microsoft Word suggests spelling or grammar changes when it finds repeated blocks of code. Along these lines, “ghost” code, that is, code that is commented out and never executed, should also be avoided. It creates ambiguity by making it difficult for someone reviewing the code to know whether the commented code contributed to the analysis or was used to generate results prior to being commented out. Because of this, dead code should be removed or replaced by a control structure like an if- or switch-statement. Figure 2 provides example of clearly written code purposely meant to avoid a few indicators of code smell discussed above. Well written code is easier to read, develop, maintain, and review. All this works to increase confidence that the code is functioning as intended and contributes to the goal of code QA.

1.2 Step 2: Create clear written documentation

The second part of code QA is to create clear written documentation that describes the project, its purpose, goals, and key analytic decisions. It should include a description of input data, generated outputs, and potentially a few executable examples. Although not set in stone, the analytic methods and data workflow should be documented as well. The documentation should contain enough detail about the project that an external reviewer immediately understands the goals and methods used. Documentation also includes a few housekeeping items such as specifying the software license and choosing a method for package and software version management. This ensures the proper setup for the code to run. Documentation can exist as files separate from the code or within the code itself, including both sources, have critical roles in the QA process. There are software tools that help create documentation. For example, these tools create boilerplate comments that function as a starting point for richer documentation. In addition, these tools sometimes understand special formatting that can be interpreted and compiled automatically into a user’s manual.

An important source of documentation capture is the supporting README file (see Figure 3). This file is the first place someone will look before running or reviewing your project. It should give a brief overview, installation instructions, dependencies, directions for running the code, and perhaps a few examples. See Figure 3 for an example of a README file (here focused on describing the code-qa github associated with our case study and this paper). It may also be helpful to maintain a document that tracks key analytic decisions along with a description of the intended analytical steps. This file can be stored alongside the README file. Lastly, there should be a LICENSE file that clearly states which software licensing rules apply to the code. This is especially important for projects that will be released open-source or commercialized. Licensing is a complicated subject and outside the scope of this paper. For more information, the version control and source code management company, GitHub, has created a web portal (https://choosealiense.com/) to help software developers choose between the various license options. Although it is not comprehensive, it is a good entry point into a complex topic. Another site that can be helpful is https://tldrlegal.com/ which helps to try and explain the licenses in easy-to-understand English.

Another critical component of documentation is the version number of all software packages and libraries used in the analysis. This is important as software changes over time and there are no guarantees that the function used today will return the same result in the future. Furthermore, software can change in ways that break code. Common examples include adding a dependency that previously did not exist or deprecating (ie, removing) a function. To ensure this does not happen, it is important to document the exact software version number used throughout the project. This could be maintained in a separate file or possibly the README file. For example, the package installer for Python, pip, has a command for exporting a list of every installed package along with their version numbers. This information is typically saved to a text file that can be used when creating new Python virtual environments with the venv module. In R, package information can be displayed using the sessionInfo() command or saved using dependency management packages such as Packrat or renv.

The code itself should contain sufficient documentation. Documentation is usually in the form of code comments (see Figure 4 for commented code from our case study). This is English text included in the code files that is not visible to the computer or program running the code. It allows the programmer to add a description of the function and should be helpful to readers trying to understand the code. Style guides offer suggestions for how detailed documentation should be. For example, it is often considered best practice to include a large commented section at the front of a function declaration that briefly explains the purpose of the function and typically includes a description of the expected inputs and outputs. This type of structure is showcased in Figure 4 where the commented text at the beginning describes (1) what the function
does (here shows summary statistics for the inputted variables), (2) the needed input variables (here a particular data set and the column name for the variable to be summarized), and (3) the output that will be produced (basic summary statistics and plots of the inputted variable).

In-line comments are text that appear throughout the code that explain, in words, what is being done. Comments are written for people reading the code, which may include the original programmer who could be returning to the project after a long break. Comments should be used sparingly to clarify portions of code that are not obvious when reading the implementation. Good documentation goes beyond just explaining the code functioning but also explains the motivation for the actions being described. When making a key analytic decision, it is important to help someone not only read the code but also document why an analytic decision was made. Figure 5 demonstrates this well for analytic decisions made concerning handling of missing data in the case study showcasing that while checking for missingness patterns in the data, two variables (sncnt and engage) were missing for all observations and therefore should not be included in the imputation. In short, code comments should focus on the why not the how. Comments should not be used to indicate who changed the code or why, that already exists in version control. A final piece of documentation is a detailed explanation of the decisions and inner workings of the code. This is typically done in a journal publication, technical report, or manual.
As the code used for a project develops, it is important to have a mechanism and workflow that can track changes to the code. We do not advocate manual tracking. Rather best practice calls for the use of an automated version tracking system, like Git.16 Version tracking systems maintain logs of all changes made to the code, creating a record indicating what was deleted or added. They also track additional information such as the date of the change and the name of the person who made the change. All modifications are traceable to the source and can be easily undone. Figure 6 illustrates the use of version control in our case study and an example of multiple users working within the same code repository. This just scratches the surface of what a modern version control system can do. Much can also be said about the best way to track code changes. In fact, articles, blogs and books have been written on the subject.23,24 Therefore, we will only cover the major points in this paper.

First, versioning systems keep track of every change made, maintaining a historic record of the evolution of the code base. Figure 6 shows an example of four recent documented changes/commits for our illustrative case study. Tracking changes means that any modification to the codebase can be undone by going back to a previous state. Many versioning systems have features that allow one to add comments alongside code changes, making it an effective way to understand the reason for the change (number 3 in Figure 6). Thus, these tools are especially helpful when working with multiple collaborators who are simultaneously editing the codebase. Individuals will work on their local copy. Collaborators push any changes they make to the code for everyone to observe and review. To get the latest changes, each collaborator pulls to receive the latest changes and updates made by others. Because collaborators may end up modifying the same section of code, the versioning system also has a way to resolve conflicts. Versioning systems are convenient ways to collaborate on the same code. Figure 6 illustrates multiple users interacting with the code (eg, jpane24 and Sanchez).
Once a versioning system has been chosen, it is highly recommended to develop a workflow. For example, many versioning systems will allow the code to be effectively copied and modified separately from the main body of code. This is convenient for organizing and developing individual features or improvements to the code. It allows those changes to be performed in isolation, without affecting other users, until those changes are ready to be merged, or reincorporated, into the main body of code.

To help avoid potential problems and to assist with QA, there are several suggested workflows. One popular workflow is Git Flow, which proposes that all works, such as bug fixes, new features, and code improvements, be done in separate branches or copies of the code until completed and tested. At that point, the code is “merged” or reintegrated with the main branch. The advantage of this approach is that the main branch is in a perpetual “good” state, meaning it only contains code that has been tested and reviewed. This workflow works well for scientific computing, which is why we suggest it. However, there have been some critiques of the technique. For example, long-running feature branches can lead to integration problems and effectively reduce communication by limiting code sharing. One promising alternative is GitHub Flow. Seemingly inspired from Git Flow, it is a less rigorous process of branching and merging that works well in settings like scientific computing where there are typically fewer developers and less emphasis on the ability to rollback or track code version numbers.

Versioning systems track changes to files by doing a line-by-line comparison. As such, they do not handle binary file types like Microsoft Office or PDF documents well. However, good QA includes version control for both the code and its documentation. Hence, documentation should be written in flat text files, using markdown for styling, and its version should be managed alongside the code. Figure 3 and other files with a .md extension in the case study example use markdown for documentation and proper styling of that documentation. Similarly, data should not be put in the versioning systems. This is especially true if the data contains sensitive information and must be protected under the data use agreement. Intermediary data formats and final results can always be regenerated from the code and the original data source files. If data needs to be shared among collaborators, then an appropriate file sharing system should be used for the data.

1.4 Step 4: Data management

A lot of the focus has been on code; however, proper data management is also an essential component of assuring results are accurate and reproducible. A key element of code QA is the idea that every piece of analysis can be tracked back to its origins in the raw data and that everything can be traced from the input to the code to the output. This can sometimes be tricky if there are multiple processing steps; for example, when data needs to be cleaned and merged or when multiple
models are used in series or parallel to generate results. Whatever the workflow, the entire process ultimately depends on knowing exactly what data was used to generate the final results. Hart does an excellent job laying out 10 simple rules for digital data storage. With that in mind, we’d like to emphasize a few key points and fill in a few missing pieces.

Because the input data is an essential element, it is important that it is also well managed. Best practices include storing all raw data in a read-only format or location, preferable in an open and easy to use file format such as CSV, XML or JSON. Data should be treated as immutable. This means the data cannot be modified directly by anyone on the team. Data cleaning, augmentation and transformation is performed on a copy of the data and produces intermediary files (e.g., the .rda files listed in https://github.com/jpane24/code-qa/tree/main/output). As part of the analytic workflow, data preparation is also a part of code QA, meaning it should follow all the practices outlined in this document. Hand editing or using graphical user interface (GUI) tools to modify data could introduce errors and are not easily reproducible. Therefore, this should be avoided and all changes to the data should be made via scripted code. As with analytic code, code used for data cleaning and preparation should produce the same result every time. It should also be managed following the QA processes described in Steps 1–3. When the criteria above cannot be met, for example when working in spreadsheets like Excel, special consideration should be taken to ensure data integrity.

A Digital Object Identifier (DOI) should be obtained for the raw data. This is accomplished by submitting your data to a DOI Registration Agency, typically a third-party provider that validates the content of the supplied data and metadata. Journal and publications may be able to help in selecting an appropriate repository or may provide guidelines for archiving data. The DOI is a unique, alphanumeric string that can be used to validate that the raw data is the same and has not been modified. In this way, others can be assured that they have access to the exact data used in the research, reducing the risk the results fail to reproduce due to data errors. Of course, special consideration should be given to datasets containing sensitive information, such as those with personally identifiable information. Not all repositories have mechanisms for handling this type of data. Be sure to consult the the frequently asked questions or verify with the service before submitting your data.

1.5 Step 5: Testing and code reviews

Testing is an essential element of code QA. It is composed of two parts. The first part is unit testing in which individual elements of the code are tested. The purpose of a test is to run a function with specific inputs and ensure it returns the correct output for those inputs. Unit tests help specify the code’s intended behavior and are particularly valuable in projects that are developed over many months; it is quite easy to forget about some key detail or corner case that may break the code upon implementing future changes. Writing those cases as unit tests would make this quickly detectable. The goal is to create unit tests for as much of the code as possible. Programming tools can help compute metrics like code coverage which indicates how much of the code is being tested. A good rule of thumb is to create a unit test for each bug, after it is fixed.

The second part is test automation and continuous integration. This means that the unit tests are run regularly, for example each night, on the code. Errors that occur during testing are logged and flagged for the further investigation and possibly repair. Units test should also be run whenever a new change is introduced. For example, if a programmer has recently updated a key function, it is a good idea to run all the unit tests to make sure the change has not inadvertently broken another part of the code. The idea is to continuously monitor the health of the code base.

Finally, a code QA plan should be developed that outlines the policies and procedures for validating the functionality of the code. This includes independent testing of the code to minimize the errors that inherently occur when developing code and reviewing code to ensure it is functioning as described in the analysis plan and supporting documentation. Furthermore, reviews can result in code performance improvements and other optimizations. Thus, a code QA plan should include a provision for code review, where each line of code is seen by at least two sets of eyes.

One way to accomplish this, though often not feasible, is pair programming. In pair programming, two programmers sit side-by-side as they develop the code. Typically, one is at the helm, manning the keyboard, while the other is double checking their work, offering suggestions, or researching solutions. Another way to provide code review is through continuous QA, where code written by one programmer is reviewed by a different programmer prior to integration with the main code base (see item 4 of Figure 6 for an example in our case study). This ensures a second set of eyes have checked the code and provides a mechanism to continuously monitor the quality of the code base. This should not be confused with continuous integration, which was already discussed. Alternatively, a project can utilize an independent code review
by someone outside the team (ideally as early as possible and more than just once) to check for errors and bugs and to ensure the code reproduces the findings from the study.

If one of the end products of the research is a new methodology or tool to implement statistical analyses (e.g., a new R/Python package, SAS/Stata macro, or web/mobile application), additional beta-testing should be done to assess usability concerns. Specifically, a team should conduct a “heuristic evaluation of usability.” For heuristic evaluations, a sample of six users is enough to identify at least 85% of the problems associated with the website and newly developed analysis tools. Thus, we recommend new statistical software should undergo three waves of beta testing by six researchers external to the team (two per wave of testing) and from a range of backgrounds. In addition, code developers may wish to provide the beta-testers with a tutorial or instruction on the tool’s use along with test data if necessary. However, each beta-tester should be encouraged to use an additional, independent dataset for their review. While vital, beta-testing of new software (particularly new R packages) is infrequently done and, as a result, it is not uncommon for developers of R packages to find initial users reporting back many challenges, errors, and bugs when using a new package.

2 | CONCLUSION

Increasingly complex data and analyses fuel current research. Data management, preparation, and analyses rely on computers which must function appropriately to yield accurate results. Moreover, code documents the analyses and allows for others to reproduce them. Failures of such reproducibility and errors in results have been documented in multiple research areas and can have significant negative impact. As such, there is a clear need for code used in our research and methods development to be fully transparent so our collaborators can easily find errors and external researchers and peers can clearly see the details of the analysis (both in order to reproduce the work and ensure it is error-free as well as to replicate the study methods in future research). These transparency requirements exist across all disciplines, yet adoption of best practices for code transparency is still not nearly as widespread as it should be. There is likely an absence of clear guidance on the best practices for developing code in ways that ensure quality and transparency and insufficient training for researchers and developers who create the code.

This paper provides detailed steps to a code QA process that promote openness (providing others with the data and code used in a scientific analysis) and transparency (requiring the inclusion of additional information, such as detailed explanations of data workflows). We outlined five steps for promoting code QA and use an illustrative case study to highlight sample application of the five steps. Although these steps should be followed throughout the lifecycle of the project, it is important to remember that they each require some amount of planning. Before any code is written, guides should be agreed upon, documentation should begin, a version system should be selected, data management practices should be outlined, and a testing plan should be developed. By starting early and through consistent application of these steps, it is possible to create higher quality code that will be easier to validate (e.g., via peer review) and reproduce.

It is not only the responsibility of research teams to implement code QA. Institutions and journals can greatly help by creating institutional practices and journal guidelines that include details on code QA practice. Funding agencies should also require such QA processes and pay for such work to be part of the project budgets.

Although corrective measures like “journals enforcing standards” and “more time checking notebooks” tend to be viewed as less favorable by researchers, we believe such actions could help improve the quality of research. As noted in the introduction, a notable percentage of research is not following such practices (e.g., almost 20% of the 423 PubMed articles revealed “analytic errors” related to code and data). We imagine the percentage of teams not using code QA is much higher. Making data accessible and providing access to the code could help restore confidence in scientific computing, along with enforcement standards and formalized testing and QA prior to publication. Transparency is key to addressing the biggest problems, like exposing p-hacking, and the smaller issues, like errors in data management or analysis. However, it is not the only tool we should look to for help. Thorough and complete documentation is also necessary. This ensures that data and code will run without error and continue to run in the same way each time the analysis is repeated.

We acknowledge that data often cannot be shared publicly due to privacy concerns, which directly stands in the way of reproducibility. One solution is the utilization of synthetic microdata. The R package synthpop: Generating Synthetic Versions of Sensitive Microdata for Statistical Disclosure Control can be used to generate synthetic data to replicate sensitive real values with synthetic values under minimum distortion of the statistical information observed in the true dataset. We demonstrate how to create synthetic dataset in our code repository here: https://github.com/jpane24/code-qa/blob/main/code/synth-creation.R. While the results from a study that cannot directly share its data cannot be reproduced without using the real data, sensitivity analyses can be used on a synthetic dataset, which in turn can be tested by others.
for reproducibility of the data analysis process. In the future, access to techniques such as homomorphic encryption may allow for validation of computation without needing to decrypt potentially sensitive data first.35

Finally, the code QA process we described tacitly assumes all analysis will be conducted, programmed or scripted, that is, the analysis steps exist as written instructions in text are read and executed by a machine to yield results. The process excludes point-and-click analysis conducted with GUI style tools. Because these types of tools are more difficult to track, we suggest they should be avoided or that more work is needed to enable better tracking of their use from a code QA perspective. We appreciate that GUI tools sometimes are used to make advanced analysis more accessible to a wider audience of non-programmers. In such cases, careful documentation of the data processing and analysis steps (eg, recording of macros generated and run in the background by the GUI, if possible) will help with QA.
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