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Abstract—Pedestrian trajectory prediction is of great importance for downstream tasks, such as autonomous driving and mobile robot navigation. Realistic models of the social interactions within the crowd is crucial for accurate pedestrian trajectory prediction. However, most existing methods do not capture group level interactions well, focusing only on pairwise interactions and neglecting group-wise interactions. In this work, we propose a hierarchical graph convolutional network, HGCN-GJS, for trajectory prediction which well leverages group level interactions within the crowd. Furthermore, we introduce a joint sampling scheme that captures co-dependencies between pedestrian trajectories during trajectory generation. Based on group information, this scheme ensures that generated trajectories within each group are consistent with each other, but enables different groups to act more independently. We demonstrate that our proposed network achieves state of the art performance on all datasets we have considered.

I. INTRODUCTION

Predicting human trajectories is crucial for many tasks including crowd aware robot navigation, crowd surveillance systems, and autonomous driving. One of the main challenges of making accurate trajectory prediction is to model the complex social interactions within the crowd, which are mainly driven by social rules and social relationships. For example, when walking in a crowd, pedestrians will avoid passing through a group of people talking to each other. People tend to follow coherent trajectories with friends and maintain a comfortable distance from others.

According to Moussaid et al. [1], up to 70% of pedestrians are moving in groups. However, group level interactions within the crowd have been rarely considered. How group members interact with each other, with other pedestrians and with other groups has not been systematically investigated. Recent work introduced motion coherence as a way to set adjacency in graph-based interaction modeling [2]. However, group labels were only used to modulate pairwise interactions and higher level social interactions between groups was neglected. In this work, we propose a hierarchical graph convolutional network to model the interactions between and within the groups better. The lower level of the hierarchy models interactions between individual pedestrians within groups. The upper level of the hierarchy models interactions between groups.

Furthermore, in most previous work, which either adopts a GAN [3], [4], [5] or a VAE [2], [6], [7] as backbone network to model the stochasticity of trajectory prediction, predictor has sampled trajectories either independently for each pedestrian or globally across the entire scene. However, sampling trajectories independently per pedestrian can cause unrealistic predictions, such as collisions between members of the same group. On the other hand, sampling the same latent vector for all pedestrians in the scene introduces too much coupling. To address these shortcomings, we propose a joint sampling scheme for generating correlated predictions within groups.

As illustrated in Fig. 1 through the hierarchical GCN and joint sampling operation, we fully capture group information. Our main contributions are as follows:

- We propose a novel hierarchical graph representation that captures intra and inter group behavior at different levels of the hierarchy.
- We propose a joint sampling scheme with group constraints for generating consistent trajectories for pedestrians within groups.
- With above benefits, the proposed HGCN-GJS achieves state-of-the-art performance on multiple trajectory prediction benchmarks.

II. RELATED WORK

A. Interactions Modeling for Trajectory Prediction

The ways to handle social interactions in recent trajectory prediction works can be roughly classified into pooling based methods and graph based methods. Social LSTM [8] used the social pooling, which pools the hidden states of neighbors according to the distance from pedestrian of interest.
Social GAN [3] used a max-pooling module to aggregate information from pedestrians in the crowd, but only captured pairwise interactions. SoPhie [4] adopted a soft attention operation to integrate information across pedestrians and about the physical scene. More recent work has used graphs to model interactions, e.g. GCNs [2], [9], [10], GATs [11], [12] and message passing neural networks [13]. The use of multi-head attention in GAT increases its computational complexity compared to GCN. In this work, we utilize a GCN to integrate interaction between humans and between groups.

B. Group Information for Trajectory Prediction

Motion coherency within the crowd contains implicit but rich information of social relationships. Several approaches have been proposed to detect coherent motion within the crowd. Zhou et al. [14] introduced coherent filtering methods for motion coherency detection which work well for crowds with large crowd densities. Based on it, Chen et al. proposed a hybrid labeling method leveraging DBSACN clustering method to compensate for the drawbacks of coherent filtering in small group detection [2].

To date, only a few works have considered group interactions for trajectory prediction. Group-LSTM [15] selectively included information about outsiders during the social pooling process. Sun et al. [16] learned a relation matrix to distinguish whether two pedestrians are in the same group, and applied this matrix to a GCN for interaction modeling. They did not separate intergroup or intragroup interactions. Chen et al. better exploited the group information by using two GCNs: one to tackle the interactions within the group and the other to handle interactions with pedestrians outside the group [2]. In this work, we propose a novel hierarchical graph representation that better captures interactions within and between groups to improve interaction modeling.

C. Sampling Scheme for Stochastic prediction

For generative models, a sampling procedure is conducted to introduce stochasticity. The decoding stages of previous RNN-based works [2] sampled trajectories independently for each pedestrian. However, it is not reasonable for pedestrians in the same group, whose trajectories are coupled. In this work, we propose a novel joint sampling scheme to generate joint behaviors that are more realistic.

III. METHODOLOGY

A. Problem Definition

Our goal is to predict future trajectories of pedestrians based on their observed past trajectories. We assume there are \( N \) pedestrians distributed in \( M \) groups in the scene during an observed time window \((t_1; t_{\text{obs}})\). The observed trajectories are denoted as \( x_{1:N}^{(t_1:t_{\text{obs}})} = \{(x_1^{1:N}, y_1^{1:N}), \ldots, (x_1^{1:N}, y_M^{1:N})\} \), where \((x, y)\) are the coordinates of the pedestrians. Most works simply represent the trajectories as \( x_{\text{intra}}^{(t_1:t_{\text{obs}})} \), where \( x^t \) denotes the position of pedestrian \( i \) at time step \( t \) relative to the position at \( t-1 \). The relative trajectory \( x_{\text{intra}}^{(t_1:t_{\text{obs}})} \) reveals the motion pattern of pedestrians, but it does not contain the relative spatial information of pedestrians. We use \( p_{\text{rel}}^{(1:N)} \), which denotes the positions of pedestrians \( 1, \ldots, N \) relative to pedestrian \( i \) at \( t_{\text{obs}} \), to capture this information. The predicted trajectories over \( T \) time steps is defined as \( \hat{x}_{\text{rel}}^{(t_{\text{intra}}; t_{\text{intra}}+T)} \).

B. Overall Model

Overall model follows a variational encoder-decoder structure. As shown in the upper left of Fig. 2, it consists of an encoder that encodes the past trajectories into features, a sampler that generates latent codes \( z \) following the distribution \( z \sim \mathcal{N}(\mu, \Sigma) \), and a decoder that generates trajectory predictions. The whole process can be split into five steps.

First, we obtain the self representation for each pedestrian that encodes the motion information \( g_{\text{intra}}^{(t_1:t_{\text{obs}})} \) and relative spatial information \( p_{\text{rel}}^{(1:N)} \). We first use two single-layer MLPs (FCs) to obtain the embeddings. Then an LSTM is utilized to extract the motion features and average pooling is conducted to combine the spatial features. These features are concatenated \((+\)\) to get \( c_i \).

\[
c_i = \text{LSTM}_m(\text{MLP}_{\text{mot}}(x_{\text{rel}}^{(t_1:t_{\text{obs}})})) + \text{Avg.}(\text{MLP}_{\text{sp}}(p_{\text{rel}}^{(1:N)}))
\]

Second, we build a graph that reveals each pedestrian as a node, and use a two-layer graph convolutional network (GCN), \( \text{GCN}_{\text{intra}} \), to model the intergroup interactions:

\[
e_{\text{intra}}^{1:N} = \text{GCN}_{\text{intra}}(c_{1:N}, A_{\text{intra}})
\]

Third, the generated features \( e_{\text{intra}}^{1:N} \) go through a group-wise pooling \( \text{GPool} \) module to obtain the representation for each group \( g_{\text{intra}}^{(1:M)} \). We build a graph that treats each group as a node, and use a two-layer GCN (\( \text{GCN}_{\text{inter}} \)) to model the intergroup interactions. The generated intergroup features \( g_{\text{inter}}^{1:M} \) then go through a \( \text{GUnpool} \) module to be distributed to each pedestrian.

\[
g_{\text{intra}}^{1:M} = \text{GPool}(e_{\text{intra}}^{1:N})
\]

\[
g_{\text{inter}}^{1:M} = \text{GCN}_{\text{inter}}(g_{\text{intra}}^{1:M}, A_{\text{inter}})
\]

\[
e_{\text{inter}}^{1:M} = \text{GUnpool}(g_{\text{inter}}^{1:M})
\]

Fourth, the generated intragroup \( e_{\text{intra}}^{1:N} \) and intergroup \( e_{\text{inter}}^{1:N} \) features for each pedestrian are concatenated as \( e^{1:N} \), which is further used to generate mean and variance vector of the distribution \( z \sim \mathcal{N}(\mu, \Sigma) \) through two MLPs. A joint sampling process generates vectors \( z \) that exhibit positive correlations among members of the same group.

\[
e^{1:N} = e_{\text{intra}}^{1:N} + e_{\text{inter}}^{1:N}
\]

\[
\mu^{1:N}, \Sigma^{1:N} = \text{MLP}_{\mu_z}(e^{1:N}), \text{MLP}_{\Sigma_z}(e^{1:N})
\]

\[
z^{1:N} = \text{Sampling}(\mu^{1:N}, \Sigma^{1:N})
\]

Fifth, the sampled latent features are concatenated with the embedding computed from the last predicted state and then together fed into an LSTM. The output of the LSTM goes through an FC to get the predicted next state. This process loops \( T \) times to generate the predicted trajectories.

\[
x_{\text{rel}}^{t_{\text{intra}}+1} = \text{MLP}([\text{LSTM}(z^{1:N}) + \text{MLP}_{\text{de}}(x_{\text{rel}}^{t_{\text{intra}}+1})])
\]
C. Hierarchical GCN for Interaction Modeling

As an efficient and straightforward method for interactions modeling, the GCN has been widely used for trajectory prediction. However, previous work mainly considered only pairwise human-human interactions by constructing multiple star-topology graphs. CoMoGCN [2] considered group interactions by two parallel GCNs for each pedestrian: one for pairwise intragroup interactions and one for pairwise extragroup interactions, which neglects group level interactions. As depicted in Fig. 3 our work introduces two new ways of modeling group information. First, for intergroup or intragroup interactions modeling, rather than the $2N$ GCNs used in [2], we used one GCN to account for all the pedestrians. This reduced the amount of computation from $2N^2$ to $N + M$. Second, we propose a hierarchical method that first models the intragroup interactions (individual level) and then models the intergroup interactions (group level). The method is inspired by considering the pedestrians and groups as analogous to atoms and molecules, where intramolecular forces within the molecule bind together the atoms and intermolecular forces mediate interactions between molecules.

For intragroup interactions modeling, we represent each person as the node and establish fully connected graph inside each group, as shown in Fig. 3(b). The adjacency matrix $A_{intra}$ is calculated from the coherency mask $M_{intra}$ accordingly, where both $A_{intra}$ and $M_{intra} \in \mathbb{R}^{N \times N}$. $M_{intra}$ indicates whether two pedestrians are in the same group:

$$M_{intra}(i,j) = \begin{cases} 
1, & \text{if person } i, j \text{ in the same group or } i = j \\
0, & \text{else}
\end{cases}$$

$$A_{intra} = \text{Normalize}(M_{intra})$$

The normalization ensures each row sums to 1.

Entries of $M_{intra}$ are determined by group labels, which are obtained by hybrid coherent motion clustering method proposed in [2]. First, pedestrians are classified into multiple groups roughly with the coherent filtering based on the correlation intensity between their relative positions and velocities, as computed from the trajectory histories. Then the DBSCAN method is utilized to refine the group labels with the consideration of motion directions and relative angular distances, in order to detect small groups.

To get the representative feature for each group, we deploy a group-wise average pooling process. We first obtain the $M$ unique rows from $M_{intra}$, which results in $R_{intra} \in \mathbb{R}^{M \times N}$ and then normalize. Thus, the GPool process is represented as:

$$R_{intra} = \text{Unique}(M_{intra})$$

$$g_{in_1,...,M} = \text{Normalize}(R_{intra} \cdot \epsilon_{intra_1,...,N})$$

For intergroup interactions modeling, we consider group-wise interactions and establish a fully connected graph of all groups, as shown in the middle layer in Fig. 3(b). The adjacency matrix $A_{inter} \in \mathbb{R}^{M \times M}$ is normalized row-wise:

$$A_{inter} = \text{Normalize}(M_{inter})$$

where $M_{inter} \in \mathbb{R}^{M \times M}$ is an all-ones matrix, which indicates that all groups have equal influence on each other.

To distribute the group-wise features to all pedestrians, we...
deploy a GUnpool process:
\[ e_{\text{inter}1,...,N} = H_{\text{intra}}^T \cdot g_{\text{feat}1,...,M} \] (15)

The intragroup and intergroup features are concatenated to give the features of each pedestrian for further processing, as shown in the top layer of the structure in Fig. 3(b).

D. Joint Sampling for Coherent Trajectories

Previous works generated trajectories independently, by sampling latent code from independent marginal distribution. This often results in unrealistic trajectories. As shown in Fig. 4(a), independent sampling may generate trajectories that violate motion coherency, by predicting crossed trajectories (red). To address it, we introduce the joint sampling.

![Fig. 4. Predicted multiple trajectories by different sampling strategy.](image)

Rather than sampling from \( z \sim N(\mu, \Sigma) \), in practice, a reparameterization trick is adopted in the variational autoencoder (VAE). For each pedestrian \( i \), we obtain \( z_i \) by
\[ z_i = \mu_i + \Sigma_i^{1/2} \cdot \epsilon_i \] (16)

For independent sampling, each \( \epsilon_i \in \mathbb{R}^D \) is sampled independently, where \( D \) is the size of the latent code. To incorporate the motion coherence into the sampling process, we introduce correlations between the \( \epsilon_i \) vectors for pedestrians in the same group. If we concatenate the \( \epsilon_i \) vectors into a single \( \epsilon \in \mathbb{R}^{N \times D} \) vector, then we sample this vector from \( \epsilon \sim N(0, \Sigma) \), where
\[ \Sigma = \begin{bmatrix} 1 & \rho_{12} & \cdots & \rho_{1N} \\ \rho_{21} & 1 & \cdots & \rho_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{N1} & \rho_{N2} & \cdots & 1 \end{bmatrix} \otimes I_D, \] (17)

where \( \otimes \) indicates the Kronecker product, \( I_D \) is the \( D \times D \) identity matrix and \( \rho_{ij} = \rho \) if person \( i \) and \( j \) are in the same group and zero otherwise. If \( \rho = 1 \), then we can obtain \( \epsilon \) from the concatenation of \( M \) independent sampled vectors, \( \epsilon_g \in \mathbb{R}^{M \times D} \), using the GUnpool process:
\[ \epsilon = R_{\text{intra}}^T \cdot \epsilon_g, \] (18)

where each \( \epsilon_{2i} \) in \( \epsilon_g \) is sampled from \( \epsilon_g \sim N(0, I_D) \).

IV. EXPERIMENTS

A. Implementation details

MLP_{mot}, MLP_{sp}, and MLP_{de} had a single fully connected layer with output dimension 16. The hidden dimension of LSTM_{sp} was 32. The two GCNs had two layers with dimensions 72 and 16. MLP_{\mu}, and MLP_{\Sigma}, had a single FC layer with output dimension 8. LSTM_{de} had hidden dimension 32. MLP had output dimension 2. We used ReLU as the activation function.

B. Training and evaluation

1) Dataset for training and evaluation: The training and evaluations are conducted on pedestrian trajectory datasets: ETH [17] and UCY [18] with the coherent motion labels provided by [2]. The ETH dataset consists of two sets: ETH and Hotel. The UCY dataset consists of three sets: Univ, Zara1, and Zara2. There are five sets with four different scenes and 1536 pedestrians in total. We followed SGAN’s data loader, taking trajectories with 8 time steps as observations and evaluating predictions over the next 12 time steps.

2) Loss and other settings used for training: The models were trained for 400 epochs with the Adam optimizer. The mini-batch size was 16 and the learning rate was 1e-4. The loss function contains two parts, shown in (19). The first part is the L1 distance between the estimated trajectory and the ground truth trajectory. The second part is the Kullback-Leibler divergence from \( q \) to \( z \), where \( q \sim N(0, 1) \).
\[ L_{\text{pred}} = ||x_{rel} - \hat{x}_{rel}|| + \alpha KL(z, q). \] (19)

Following SGAN, we adopted the variety loss with \( k=20 \). During training, 20 trajectories are predicted for each pedestrian and the one with minimum loss for parameter update.

3) Evaluation Metrics: We use two standard metrics for evaluations: (a) Average Displacement Error (ADE): Average L2 distance in meters over all time steps between the ground truth and the predicted trajectory; (b) Final Displacement Error (FDE): Average L2 distance in meters at the final time step between the ground truth and the predicted trajectory.

4) Baselines for comparison: We compare our model with the following recent works based on generative methods: (i) Social GAN (SGAN) [3]: A generative model leveraging GAN to generate stochastic predictions, with a global max-pooling module to integrate crowd interactions; (ii) SoPhie [4]: A GAN based model, which also considers physical interaction with environmental constraints; (iii) Trajectron [6]: A generative model using the CVAE for stochastic predictions with a spatiotemporal graph structure.; (iv) Social-BIGAT [12]: A generative model using a Bicycle-GAN for stochastic prediction and a GAT for crowd interaction modeling; (v) CoMoGCN [2]: A generative model using a CN for crowd interaction aggregation and incorporating coherent motion information; (vi) STGAT [11]: A generative model using a spatial-temporal graph structure; (vii) NMMP [13]: A generative model using neural message passing module.

V. RESULTS

A. Comparison with state-of-the-art methods

Table 4 compares our model and the previous models. The ADE and FDE were listed across five datasets. Our proposed HGN-GJS significantly outperforms all baselines by 9.3%-32.8% on ADE and 10.6%-35.6% on FDE on average.

Fig. 5 shows several examples of the generated trajectories from our model, SGAN and STGAT. Trajectories generated by our method are distributed more accurately around the ground truth trajectories (the trajectories in (i), (ii) and (iii)). Trajectories predicted by the proposed model also show
lower variance for pedestrians moving in groups (shown
in (iv)), due to the constraints introduced by the coherent
motion. This is particularly noticeable for still pedestrians
(e.g. the still pedestrians in the groups in (ii) (v)). We
observed that both the SGAN and the STGAT generated
lower or higher amplitude motions, while our proposed
method gives trajectories that are more consistent with the
ground truth (shown in (ii) and (v)).

B. Ablation study

1) Hierarchical GCN vs. Parallel GCN: To show the
advantage of the hierarchical GCN design, we implemented
a similar model where the intragroup and intergroup infor-
mation was integrated by two GCNs placed in parallel. As
shown in Fig. 6, it used only 2 GCNs: one for intragroup
and one for extragroup pairwise interactions, rather than
2N GCNs (two per pedestrian). For both models, we used
independent sampling across pedestrians for the consistency.
As shown in Table II, using the hierarchical GCN design
improves ADE by 1.8% and FDE by 5.0% on average, which
demonstrates the better performance of the hierarchical de-
sign. We also note that the performance of the parallel model
is similar to that of the CoMoGCN, indicating that there is
no advantage to using separate GCNs for each pedestrians.

2) Joint sampling vs. independent sampling: We com-
pared trajectory samples generated by joint sampling and
independent sampling. Fig. 7 shows representative examples
for two pedestrians travelling together. In the upper pair of
examples, the model with independent sampling generates
trajectories that often diverge (blue) or intersect (cyan and
green). Similar results can be observed in the bottom pair of
examples. Trajectories generated by joint sampling tend to
remain side-by-side and maintain the same speed.

Our proposed joint sampling within groups lies as at an
intermediate point between independent sampling for all
pedestrians and a single latent variable which introduces
coupling between the trajectories of groups that are very far
apart from each other. To compare, we further calculated the collision rates for different methods. As shown in Table III, HGCN-GJS (joint sampling within groups) achieves the lowest rate compared with HGCN (independent sampling) and SGAN (joint sampling among all pedestrians).

To show the influence of the correlation within each group, we set the $\rho$ in Eqn. (17) to 0, 0.2, 0.5, 0.7, 0.9, and 1 respectively. The average ADE and FDE of models trained with different $\rho$ settings are shown in Fig. 8. With the increase of $\rho$, both ADE and FDE decrease. Compared with the model with independent sampling, the average ADE and FDE of our proposed model is 9.3% and 12.6% smaller.

VI. CONCLUSIONS

In this paper, we propose a novel generative model, HGCN-GJS for trajectory prediction. We design a hierarchical graph convolutional network for group level interaction aggregation within the crowd. Our hierarchical network enables us to focus on pairwise interactions within groups, and to model the interactions between groups at a higher level of abstraction. Furthermore, we introduce a novel joint sampling scheme for generating stochastic trajectories in a more realistic and reasonable way. Our results demonstrate that each innovation leads to significant improvements in the performance of trajectory prediction, and that when combined together, the benefits compound.
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