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Abstract

In this paper we propose a proximal algorithm for minimizing an objective function of two block variables consisting of three terms: 1) a smooth function, 2) a nonsmooth function which is a composition between a strictly increasing, concave, differentiable function and a convex nonsmooth function, and 3) a smooth function which couples the two block variables. We propose a variable metric composite proximal alternating linearized minimization (CPALM) to solve this class of problems. Building on the powerful Kurdyka-Łojasiewicz property, we derive the convergence analysis and establish that each bounded sequence generated by CPALM globally converges to a critical point. We demonstrate the CPALM method on parallel magnetic resonance image reconstruction problems. The obtained numerical results shows the viability and effectiveness of the proposed method.
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1 Introduction

Consider the optimization problems of the form

\[
\min_{x \in \mathbb{R}^n, y \in \mathbb{R}^m} F(x, y) := f(x) + g(y) + H(x, y)
\]

where \( f : \mathbb{R}^n \to (-\infty, +\infty] \) and \( g : \mathbb{R}^m \to (-\infty, +\infty] \) are proper lower-semicontinuous and \( H : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) is a smooth coupling function. The well-known approach to solve (1) is to use the alternating minimization method, that is, starting with some given initial point \( (x^0, y^0) \in \mathbb{R}^n \times \mathbb{R}^m \) and to generate a sequence \( \{(x^k, y^k)\}_{k \in \mathbb{N}} \) via the scheme:

\[
\begin{align*}
    x^{k+1} &\in \arg \min_{x \in \mathbb{R}^n} F(x, y^k), \\
y^{k+1} &\in \arg \min_{y \in \mathbb{R}^m} F(x^{k+1}, y).
\end{align*}
\]

The global convergence can be guaranteed if each minimization subproblem has a unique solution, otherwise, the method may cycle infinitely without converging [24, 30]. If the objective function \( F \) is convex and continuously differentiable, and it is strictly convex over at least one
variable, then every limit point of the generated sequence minimizes $F$. Without the strict convexity assumption, one can modify the alternating minimization algorithm by adding a proximal term:

$$
\begin{aligned}
    x^{k+1} &\in \arg\min_{x \in \mathbb{R}^n} F(x, y^k) + \frac{\alpha_k}{2} \|x - x^k\|^2, \\
y^{k+1} &\in \arg\min_{y \in \mathbb{R}^m} F(x^{k+1}, y) + \frac{\beta_k}{2} \|y - y^k\|^2,
\end{aligned}
$$

where $\alpha_k$ and $\beta_k$ are positive real numbers. The subsequential convergence then can be proved in convex setting [11, 17]. When $F$ is nonconvex and nonsmooth, the situation becomes much harder. In [11], Bolte et al. considered an approximation of this approach via proximal linearization of each subproblem. This yields the proximal alternating linearized minimization (PALM) algorithm:

$$
\begin{aligned}
    x^{k+1} &\in \arg\min_{x \in \mathbb{R}^n} f(x) + \langle \nabla_x H(x^k, y^k), x - x^k \rangle + \frac{\alpha_k}{2} \|x - x^k\|^2, \\
y^{k+1} &\in \arg\min_{y \in \mathbb{R}^m} g(y) + \langle \nabla_y H(x^k, y^k), y - y^k \rangle + \frac{\beta_k}{2} \|y - y^k\|^2.
\end{aligned}
$$

Under the assumption that $F$ satisfies the Kurdyka-Łojasiewicz property [1, 2, 3, 8, 9, 27, 28], Bolte et al. [11] proved that each bounded sequence generated by PALM globally converges to a critical point, which is a stronger result than the subsequential convergence. On the other hand, the inertial scheme [20, 21], starting from the so-called heavy ball method of Polyak [22], was recently proved to be very efficient in accelerating numerical methods, especially the first-order methods. Recently, there are increasingly interests in studying inertial type algorithms, such as inertial forward-backward splitting methods for certain separable nonconvex optimization problems [20] and for strongly convex optimization problems [21], inertial versions of the Douglas-Rachford operator splitting method [12]. In particular, in [16] the authors consider a Gauss–Seidel type inertial proximal alternating linearized minimization (GiPALM) scheme for a class of nonconvex optimization problems.

In this work, we will aim to solve problem (1) where $g$ has the special composite structure

$$
g(y) = (\phi \circ \psi)(y) \quad (2)
$$

where $\phi : [0, +\infty] \to \mathbb{R}$ is concave, strictly increasing and differentiable function, and $\psi : \mathbb{R}^m \to [0, +\infty]$ is convex, proper, lower-semicontinuous and Lipschitz continuous on its domain, such that $(\phi' \circ \psi)$ is Lipschitz-continuous on the domain of $\psi$, where $\phi'$ denotes the first derivative of $\phi$. To solve (1)-(2) we consider a variable metric variant PALM-based algorithm as follows

$$
\begin{aligned}
    x^{k+1} &\in \arg\min_{x \in \mathbb{R}^n} f(x) + \langle \nabla_x H(x^k, y^k), x - x^k \rangle + \frac{\alpha_k}{2} \|x - x^k\|^2_{A_k}, \\
y^{k+1} &\in \arg\min_{y \in \mathbb{R}^m} \phi \circ \psi(y) + \langle \nabla_y H(x^k, y^k), y - y^k \rangle + \frac{\beta_k}{2} \|y - y^k\|^2_{B_k}
\end{aligned}
$$

(3)

where $A_k \in \mathbb{R}^{n \times n}$ and $B_k \in \mathbb{R}^{m \times m}$ are symmetric positive definite (SPD) matrices, and can be considered appropriate pre-conditioners and possibly improve the stepsizes $\alpha_k$ and $\beta_k$ at each iteration. The weighted norm associated with a matrix $A$ is defined as, for every $x \in \mathbb{R}^n$, $\|x\|^2_A = \langle x, Ax \rangle$. When $A_k$ and $B_k$ are chosen to be equal to the identity matrices $I_n$ and $I_m$, respectively, then the basic PALM is recovered. However, wiser choices of these matrices can drastically accelerate the convergence of iterates, for instance see [14], and also Section 5. Due to the composite form of $g$, the $y$ subproblem might not be computable, either efficiently, or at all. To overcome this difficulty, we propose to replace $g$ by a majorant function

$$q(\cdot, y^k) : \mathbb{R}^m \to \mathbb{R} \cup \{\infty\},$$
associated with a partial ordering on $R$ denoted by $\lambda$ is presented in detail in Section 3. We will prove the convergence of the sequence $\{(x^k, y^k)\}_{k \in \mathbb{N}}$ generated by the CP ALM method to a critical point of $F$, using the KL inequality.

The remainder of this paper is organized as follows. In Section 2 we introduce our notation and give useful definitions and preliminaries. In Section 3 we propose the CP ALM algorithm for solving (1)-(2) and provide some necessary assumptions. In Section 4 we prove the global convergence of CP ALM, and extend the CP ALM method to solve more general problems with more than two blocks of variables. Simulation results will be given in Section 5. We conclude the paper in Section 6.

2 Notation and Preliminaries

Throughout this paper, we denote $R$ as the real number set while $Z$ as the set of integers. The set $R_+$ is the positive real number set and $Z_+$ is the set of positive integers. The domain of $\Phi : R^d \rightarrow ]-\infty, +\infty]$, denoted $\text{dom } \Phi$, is defined by $\text{dom } \Phi := \{x : \Phi(x) < +\infty\}$. We write $x^k$ is $\Phi$-converging to $x$, and we write $x^k \xrightarrow{\Phi} x$, iff $x^k \rightarrow x$ and $\Phi(x^k) \rightarrow \Phi(x)$. Given the matrix $X$, $\text{Im}(X)$ denotes its image. We denote by $I_n$ the $n \times n$ identity matrix for $n \in Z_+$. The minimum, maximum, and the smallest positive eigenvalues of the matrix $X \in R^{n \times n}$ are denoted by $\lambda_{\min}(X)$, $\lambda_{\max}(X)$, $\lambda^+_X$, respectively. The Euclidean scalar product of $R^n$ and its corresponding norms are, respectively, denoted by $\langle \cdot, \cdot \rangle$ and $\| \cdot \| = \sqrt{\langle \cdot, \cdot \rangle}$. If $n_1, \ldots, n_p \in Z_+$ and $p \in Z_+$, then for any $v := (v_1, \ldots, v_p) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \cdots \times \mathbb{R}^{n_p}$ and $v' := (v'_1, \ldots, v'_p) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \cdots \times \mathbb{R}^{n_p}$ the Cartesian product and its norm are defined by

$$\langle v, v' \rangle \equiv \sum_{i=1}^p \langle v_i, v'_i \rangle$$

$$\|v\| = \sqrt{\sum_{i=1}^p \|v_i\|^2} \leq \sum_{i=1}^p \|v_i\|.$$  \hspace{1cm} (6)

For the sequence $\{u^k\}_{k \geq 1}$, $\Delta u^k := u^k - u^{k-1}$, for all $k \geq 1$.

Let $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times n}$ be two SPD matrices. We denote by $A \succeq B$ the loewner partial ordering on $\mathbb{R}^{n \times n}$, defined as, for every $x \in \mathbb{R}^n$, $x^T Ax \geq x^T Bx$. The weighted norm associated with $A$ is defined as, for every $x \in \mathbb{R}^n$, $\|x\|_A = \sqrt{x^T Ax}$.

2.1 Subdifferential and Critical Points

Definition 1. Let $\Phi : \mathbb{R}^d \rightarrow ]-\infty, +\infty]$ be a proper and lower semicontinuous function.

(i) For a given $\bar{x} \in \mathbb{R}^d$, the Fréchet subdifferential of $\Phi$ at $\bar{x}$, denoted by $\partial \phi(\bar{x})$, and is given by

$$\partial \phi(\bar{x}) = \{s(\bar{x}) \in \mathbb{R}^d : \lim_{y \rightarrow \bar{x}} \inf_{y \neq \bar{x}} \Phi(y) - \Phi(\bar{x}) - \langle s(\bar{x}), y - \bar{x} \rangle \geq 0\}.$$  \hspace{1cm} (7)

If $x \notin \text{dom } \Phi$, then $\partial \Phi(\bar{x}) := \emptyset$. 

\hspace{3cm} 3
Proposition 3.

Let \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) be a proper function which is continuous on its domain, and let \( \phi : [0, +\infty] \rightarrow (-\infty, +\infty] \) be a concave, strictly increasing and differentiable function. We further assume that \( \phi' \circ \psi \) is continuous on its domain. Then, for every \( x \in \mathbb{R}^n \), we have

\[
\partial(\phi' \circ \psi)(y) = (\phi' \circ \psi)'(\bar{y}) \partial\psi(\bar{y})
\]
2.2 The Kurdyka-Łojasiewicz Properties

The Kurdyka-Łojasiewicz (KL) property plays a central role in our analysis. We refer interested readers to [1, 2, 3, 8, 9, 10, 11, 15, 27, 28] for more properties of KL functions and illustrating examples. Below, we recall the essential elements.

Let $\eta > 0$. We denote by $\Gamma_\eta$ the class of concave and continuous functions $\psi : [0, \eta] \to [0, +\infty]$ which satisfy the following conditions

(i) $\psi(0) = 0$;
(ii) $\psi$ is continuously differentiable on $]0, \eta[$;
(iii) for all $t \in ]0, \eta[$: $\psi'(t) > 0$.

Definition 2. (KL property) Let $\Phi : \mathbb{R}^d \to ]-\infty, +\infty]$ be proper and lower semicontinuous.

(i) The function $\Phi$ is said to have the KL property at $\bar{x} \in \text{dom} \partial \Phi := \{x \in \mathbb{R}^d : \partial \Phi(x) \neq \emptyset\}$ if there exists $\epsilon > 0$, $\eta > 0$, and a desingularising function $\psi \in \Gamma_\eta$ such that for all $x$ in the strict local upper level set

\[ \Gamma_\eta(\bar{x}, \epsilon) = \{x \in \mathbb{R}^d : \|x - \bar{x}\| < \epsilon \text{ and } \Phi(\bar{x}) < \Phi(x) < \Phi(\bar{x}) + \eta\}. \]

the following KL inequality holds

\[ \psi'(\Phi(x) - \Phi(\bar{x})) \|\partial \Phi(x)\| - \geq 1. \]

(ii) If $\Phi$ satisfy the KL property at each point of $\text{dom} \partial \Phi$ then $\Phi$ is called a KL function.

Lemma 2.2. (Uniformized KL property) [11] Let $\Omega \subset \mathbb{R}^d$ be a compact set and let $\Phi : \mathbb{R}^d \to ]-\infty, +\infty]$ be a proper and lower semicontinuous function. Assume that $\Phi$ is constant on $\Omega$ and satisfies the KL property at each point of $\Omega$. Then, there exists $\epsilon > 0$, $\eta > 0$, and $\psi \in \Gamma_\eta$ such that for all $\bar{x} \in \Omega$ and all $x$ belongs to the following intersection

\[ \{x \in \mathbb{R}^d : \text{dist}(x, \Omega) < \epsilon\} \cap [\Phi(\bar{x}) < \Phi(x) < \Phi(\bar{x}) + \eta\} \]

one has $\psi'(\Phi(x) - \Phi(\bar{x})) \|\partial \Phi(x)\| - \geq 1$.

Remark 2. We make the following remarks:

(i) When $\Phi$ is of class $C^1$, (11) becomes $\|\nabla (\psi \circ \Phi)(x)\| \geq 1$. This means that the more $\Phi$ is flat around its critical points, the more $\psi$ has to be steep around 0, and this justifies the term “desingularising".

(ii) The growth of $\psi$ has a direct impact on the convergence rate of the algorithm. If $\psi(s) = c s^{1-\theta}$ for some $c > 0$ and $\theta \in [0, 1)$, then the KL inequality (11) becomes

\[ (\Phi(x) - \Phi(\bar{x}))^\theta \leq c \|\partial \Phi(x)\|^{-} \]

for any $x \in \Gamma_\eta(\bar{x}, \epsilon)$ where $c = (1 - \theta)c$. In this case, we say $\Phi$ has the KL property at $\bar{x}$ with an exponent $\theta$. This asserts that $(\Phi(x) - \Phi(\bar{x}))^\theta / \|\partial \Phi(x)\|^{-}$ remains bounded around $\bar{x}$.

3 Proposed Method

In this section, we detail the structure of the proposed algorithm, we provide the necessary assumptions for the convergence.

The algorithm that we propose to solve (1)-(2) is based on the PALM [11], which in a variable metric format it is expressed in [3]. Due to the composition structure of $g$ given in (2), the
solution of $y$ subproblem in (3) might not be computable, either efficiently or at all. For this reason, we propose to replace $g$ by a majorant function $q(\cdot, y^k)$ at $y^k$ at each iteration $k \in \mathbb{N}$ satisfying in (4) and (5). This leads us to

\[
\begin{aligned}
  x^{k+1} & \in \arg \min_{x \in \mathbb{R}^n} f(x) + \langle \nabla_x H(x^k, y^k), x - x^k \rangle + \frac{\alpha_k}{2} \|x - x^k\|_{A_k}^2, \\
y^{k+1} & \in \arg \min_{y \in \mathbb{R}^m} q(y, y^k) + \langle \nabla_y H(x^k, y^k), y - y^k \rangle + \frac{\beta_k}{2} \|y - y^k\|_{B_k}^2.
\end{aligned}
\]

By the fact that

\[
q(\cdot, y^k) = (\phi' \circ \psi)(y^k) \psi(\cdot) + C_k
\]

where $C_k \in \mathbb{R}$, without loss of generality, we can replace $q(y, y^k)$ by $(\phi' \circ \psi)(y^k)\psi(y)$ in the $y$ subproblem to obtain

\[
y^{k+1} \in \arg \min_{y \in \mathbb{R}^m} (\phi' \circ \psi)(y^k)\psi(y) + \langle \nabla_y H(x^k, y^k), y - y^k \rangle + \frac{\beta_k}{2} \|y - y^k\|_{B_k}^2.
\]

The proposed CPALM method to solve problem (1)-(2) is given below.

**CPALM: Composite Proximal Alternating Linearized Minimization**

1. Initialization: choose a starting point $(x^0, y^0) \in \mathbb{R}^n \times \mathbb{R}^m$.
2. For each $k = 0, 1, \ldots$ generate a sequence $\{(x^k, y^k)\}_{k \in \mathbb{N}}$ as follows
   2.1. Take $\rho_1 = \max\{1, \frac{1}{\lambda_{\min}(A_k)}\}$, $\gamma_1 > 1$, set $\alpha_k = \gamma_1 \rho_1 L_1(y^k)$ and compute
   
   \[
x^{k+1} \in \arg \min_{x \in \mathbb{R}^n} \left\{ f(x) + \langle \nabla_x H(x^k, y^k), x - x^k \rangle + \frac{\alpha_k}{2} \|x - x^k\|_{A_k}^2 \right\}
   \]

   2.2. Take $\rho_2 = \max\{1, \frac{1}{\lambda_{\min}(B_k)}\}$, $\gamma_2 > 1$, set $\beta_k = \gamma_2 \rho_2 L_2(x^k)$ and compute
   
   \[
y^{k+1} \in \arg \min_{y \in \mathbb{R}^m} \left\{ (\phi' \circ \psi)(y^k)\psi(y) + \langle \nabla_y H(x^k, y^k), y - y^k \rangle + \frac{\beta_k}{2} \|y - y^k\|_{B_k}^2 \right\}.
   \]

**Assumption 1.** The following assumptions are considered on the functions $f, g,$ and $H$:

(i) $f : \mathbb{R}^n \to \mathbb{R} \cup \{-\infty, +\infty\}$ and $g : \mathbb{R}^m \to \mathbb{R} \cup \{-\infty, +\infty\}$ are proper lower semicontinuous functions such that $\inf_{\mathbb{R}^n} f > -\infty$, and $\inf_{\mathbb{R}^m} g > -\infty$.

(ii) $H : \mathbb{R}^n \times \mathbb{R}^m$ is differentiable and $\inf_{\mathbb{R}^n \times \mathbb{R}^m} F > -\infty$.

(iii) For any fixed $y$ the function $x \to H(x, y)$ is a $C^{1,1}_{L_1(y)}$, namely, the partial gradient $\nabla_x H(x, y)$ is globally Lipschitz with moduli $L_1(y)$, that is

\[
\|\nabla_x H(x_1, y) - \nabla_x H(x_2, y)\| \leq L_1(y)\|x_1 - x_2\|, \quad \forall x_1, x_2 \in \mathbb{R}^n.
\]

Likewise, for any fixed $x$ the function $y \to H(x, y)$ is assumed to be $C^{1,1}_{L_2(x)}$.

(iii) For $i = 1, 2$ there exists $\lambda_i^-, \lambda_i^+ > 0$ such that

\[
\begin{aligned}
  \inf\{L_1(y^k) : k \in \mathbb{N}\} & \geq \lambda_1^- \\
  \sup\{L_1(y^k) : k \in \mathbb{N}\} & \leq \lambda_1^+
\end{aligned}
\]

\[
\begin{aligned}
  \inf\{L_2(x^k) : k \in \mathbb{N}\} & \geq \lambda_2^- \\
  \sup\{L_2(x^k) : k \in \mathbb{N}\} & \leq \lambda_2^+
\end{aligned}
\]

(iv) $\nabla H$ is Lipschitz continuous on bounded subsets of $\mathbb{R}^n \times \mathbb{R}^m$. In other words, for each bounded subsets $B_1 \times B_2$ of $\mathbb{R}^n \times \mathbb{R}^m$ there exists $M > 0$ such that for all $(x_i, y_i) \in B_1 \times B_2$, $i = 1, 2$:

\[
\|\nabla_x H(x_1, y_1) - \nabla_x H(x_2, y_2), \nabla_y H(x_1, y_1) - \nabla_y H(x_2, y_2)\| \leq M\|(x_1 - x_2, y_1 - y_2)\|
\]
Assumption 2. The following assumptions are considered on the functions $\phi$ and $\psi$:

(i) The function $\phi : [0, +\infty] \to ]-\infty, +\infty]$ is concave and strictly increasing (i.e. $\phi'(u) > 0$ for every $u \in [0, +\infty]$). Moreover, it is differentiable on $[0, +\infty]$.

(ii) The function $\psi : \mathbb{R}^m \to [0, +\infty]$ is convex, proper, lower-semicontinuous. Moreover, it is Lipschitz continuous on its domain.

(iii) The function $\phi'$ is locally Lipschitz continuous on its domain.

Assumption 3. The following assumptions are made on matrices $\{A_k\}_{k \in \mathbb{N}}$ and $\{B_k\}_{k \in \mathbb{N}}$:

(i) The matrices $A_k \in \mathbb{R}^{n \times n}$ and $B_k \in \mathbb{R}^{m \times m}$ are symmetric positive definite (SPD) matrices.

(ii) We let $a = \min\{\lambda_{\min}(A_k) : k \in \mathbb{N}\}$ and $b = \min\{\lambda_{\min}(B_k) : k \in \mathbb{N}\}$.

(iii) $\bar{a} = \max\{|A_k| : k \in \mathbb{N}\}$ and $\bar{b} = \max\{|B_k| : k \in \mathbb{N}\}$.

Remark 3. We make the following remarks:

(i) According to Assumption 2 (ii), there exists $\nu > 0$ such that $\|r(y)\| \leq \nu$ for every $r(y) \in \partial \psi(y)$ with $y \in \text{dom } \psi$.

(ii) According to Assumption 2 (i)-(ii), $\phi' \circ \psi$ is continuous on its domain.

(iii) Assumption 3 (iii) holds if and only if the function $\phi' \circ \psi$ is Lipschitz continuous on every compact subset of $\mathbb{R}^m$. Thus, under Assumption 3 (iii), there exists $\mu > 0$ such that for every $y', y'' \in \text{domg}$, $\|(\phi' \circ \psi)(y') - (\phi' \circ \psi)(y'')\| \leq \mu \|y' - y''\|.$

4 Theoretical Analysis

We begin this section with some lemmas necessary to prove the convergence of the proposed CPALM method in Theorem 4.5.

4.1 Basic Properties

Lemma 4.1. (Sufficient decrease property) Let $h : \mathbb{R}^d \to \mathbb{R}$ be a continuously differentiable function with gradient $\nabla h$ assumed $L_h$-Lipschitz continuous and let $\sigma : \mathbb{R}^d \to ]-\infty, +\infty]$ be a proper and lower semicontinuous function with $\inf_{\mathbb{R}^d} \sigma > -\infty$. Then for any $u \in \text{dom } \sigma$ and $u^+ \in \mathbb{R}^d$ defined by

$$ u^+ \in \arg \min_{v \in \mathbb{R}^d} \left\{ \sigma(v) + \langle v - u, \nabla h(u) \rangle + \frac{t}{2} \|v - u\|^2_A \right\}, \tag{19} $$

where $A$ is a SPD matrix and $t > 0$ we have

$$ \sigma(u^+) + h(u^+) \leq \sigma(u) + h(u) + \frac{L_h}{2} \|u^+ - u\|^2 - \frac{t}{2} \|u^+ - u\|^2_A. $$

Proof. First, note that (19) can be equivalently expressed as

$$ u^+ \in \text{prox}_{tA^{-1}}^\sigma \left( u - \frac{1}{t} A^{-1} \nabla h(u) \right) \tag{20} $$

and by the fact that $\sigma$ is proper lower-semicontinuous and bounded from below, the subproblem (19) is well-defined (Please see Proposition 2 in [11]). Since $u^+$ is the minimizer, for any $v \in \mathbb{R}^d$ we have

$$ \sigma(u^+) + \langle u^+ - u, \nabla h(u) \rangle + \frac{t}{2} \|u^+ - u\|^2_A \leq \sigma(v) + \langle v - u, \nabla h(u) \rangle + \frac{t}{2} \|v - u\|^2_A. $$
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We now let \( v = u \) on the right hand side to obtain
\[
\sigma(u^+) + (u^+ - u, \nabla h(u)) + \frac{t}{2}\|u^+ - u\|^2_A \leq \sigma(u) \tag{21}
\]

Exploiting Lemma 4.1 with \( \Phi = h, \; v = u^+, \) and \( \xi = u \) we have
\[
\sigma(h) \leq h(u) + (u^+ - u, \nabla h(u)) + \frac{L_h}{2}\|u^+ - u\|^2.
\]

We add \( \sigma(u^+) \) to both sides of (22) then using (21), it yields
\[
\sigma(u^+) + h(u^+) \leq h(u) + (u^+ - u, \nabla h(u)) + \frac{L_h}{2}\|u^+ - u\|^2 + \sigma(u^+)
\leq \sigma(u) + h(u) + \frac{L_h}{2}\|u^+ - u\|^2 - \frac{L}{2}\|u^+ - u\|^2_A.
\]

This completes the proof. \( \Box \)

**Lemma 4.2. (Sufficient decrease property)** Suppose that Assumptions 1 and 2 hold. Let
\[
\{z_k := (x^k, y^k)\}_{k \in \mathbb{N}}
\]
be a sequence generated by the CPALM method. Then the following assertions hold.

(i) The sequence \( \{F(z^k)\}_{k \in \mathbb{N}} \) is nonincreasing and in particular
\[
F(z^k) - F(z^{k+1}) \geq \delta \|z^{k+1} - z^k\|^2
\]
for some \( \delta > 0 \).

(ii) The sequence \( \{z^k\} \) has a finite length, that is,
\[
\sum_{k=0}^{\infty} \|z^{k+1} - z^k\|^2 = \sum_{k=0}^{\infty} \|x^{k+1} - x^k\|^2 + \|y^{k+1} - y^k\|^2 < \infty,
\]
and hence \( \lim_{k \to 0} \|z^{k+1} - z^k\| = 0 \).

**Proof.** (i) Fix \( k \geq 0 \). By the Assumption, the functions \( x \to H(x,y) \) and \( y \to H(x,y) \) are differentiable and have a Lipschitz continuous gradients with modulus \( L_1(y) \) and \( L_2(x) \), respectively. Applying the Lemma 4.1 with \( h(\cdot) := H(\cdot, y^k) \) and \( \sigma = f, \; t = \alpha_k, \) and \( A = A_k \), and invoking \( \rho_1 = \max\{1, 1/\lambda_{\min}(A_k)\}, \; \gamma_1 > 1, \) and \( \alpha_k = \gamma_1 \rho_1 L_1(y^k) \) we obtain
\[
f(x^{k+1}) + H(x^{k+1}, y^k) \leq f(x^k) + H(x^k, y^k) + \frac{L_1(y^k)}{2}\|x^{k+1} - x^k\|^2 - \frac{\alpha_k}{2}\|x^{k+1} - x^k\|^2_A
\leq f(x^k) + H(x^k, y^k) - \frac{1}{2}\left(\alpha_k - \rho_1 L_1(y^k)\right)\|x^{k+1} - x^k\|^2_A
\leq f(x^k) + H(x^k, y^k) - \frac{1}{2}\left(\rho_1 L_1(y^k)(\gamma_1 - 1)\|x^{k+1} - x^k\|^2_A
\]

Next, we use the Lemma 4.1 with \( h(\cdot) := H(x^k, \cdot) \) and \( \sigma = g(\cdot, y^k), \; t = \beta_k, \) and \( A = B_k \) together with \( \rho_2 = \max\{1, 1/\lambda_{\min}(B_k)\}, \; \gamma_2 > 1, \) and \( \beta_k = \gamma_2 \rho_2 L_2(x) \) as well as (4) we get
\[
g(y^{k+1}) + H(x^{k+1}, y^{k+1}) \leq g(y^k, y^k) + H(x^k, y^{k+1}) \leq g(y^k, y^k) + H(x^{k+1}, y^{k+1}) + \frac{L_2(x^k)}{2}\|y^{k+1} - y^k\|^2 - \frac{\beta_k}{2}\|y^{k+1} - y^k\|^2_{B_k}
\leq g(y^k, y^k) + H(x^{k+1}, y^{k+1}) - \frac{1}{2}\left(\beta_k - \rho_2 L_2(x^k)\right)\|y^{k+1} - y^k\|^2_{B_k}
\leq g(y^k, y^k) + H(x^{k+1}, y^{k+1}) - \frac{1}{2}\rho_2 L_2(x^k)(\gamma_2 - 1)\|y^{k+1} - y^k\|^2_{B_k} = g(y^k) + H(x^{k+1}, y^k) - \frac{1}{2}\rho_2 L_2(x^k)(\gamma_2 - 1)\|y^{k+1} - y^k\|^2_{B_k}
We then add the above two inequalities, and this leads us to

\[ F(x^k, y^k) - F(x^{k+1}, y^{k+1}) \]
\[ = f(x^k) + g(y^k) + H(x^k, y^k) - f(x^{k+1}) - g(y^{k+1}) - H(x^{k+1}, y^{k+1}) \]
\[ \geq \frac{1}{2} L_1(y^k) \rho_1(\gamma_1 - 1) ||x^{k+1} - x^k||_A^2 + \frac{1}{2} L_2(x^k) \rho_2(\gamma_2 - 1) ||y^{k+1} - y^k||_{B_k}^2. \]  \tag{25}

This result shows that the sequence \( \{F(z^k)\}_{k \in \mathbb{N}} \) is nonincreasing, and since \( F \) is assumed to be bounded from below by Assumption \( I(i), (ii) \), it converges, let say to \( F \in \mathbb{R} \).

By Assumption \( II(iii) \), \( L_1(y^k) \geq \lambda_1^+ > 0 \) and \( L_2(x^k) \geq \lambda_2^+ > 0 \). Let also assume \( a = \min \{\lambda_{\min}(A_k) : k \in \mathbb{N}\} \) and \( b = \min \{\lambda_{\min}(B_k) : k \in \mathbb{N}\) \), then we get

\[ \frac{1}{2} L_1(y^k) \rho_1(\gamma_1 - 1) ||x^{k+1} - x^k||_A^2 + \frac{1}{2} L_2(x^k) \rho_2(\gamma_2 - 1) ||y^{k+1} - y^k||_{B_k}^2 \]
\[ \geq \frac{\delta}{2} ||x^{k+1} - x^k||^2 + \frac{\delta}{2} ||y^{k+1} - y^k||^2 = \frac{\delta}{2} ||z^{k+1} - z^k||^2 \]  \tag{26}

where \( \delta = \min \{\lambda_1^+ \rho_1 \gamma_1(\gamma_1 - 1), \lambda_2^+ \rho_2 \gamma_2(\gamma_2 - 1)\} \). By combining (25) and (26) we obtain

\[ F(z^k) - F(z^{k+1}) \geq \frac{\delta}{2} ||z^{k+1} - z^k||^2, \]  \tag{27}

which assertion (i) is proved.

(ii) Let \( K \) be a fixed positive integer. Summing up (27) from \( k = 0 \) to \( K - 1 \) gives

\[ \sum_{k=0}^{K-1} ||x^{k+1} - x^k||^2 + ||y^{k+1} - y^k||^2 = \sum_{k=0}^{K-1} ||z^{k+1} - z^k||^2 \leq \frac{2}{\delta} \left( F(z^0) - F(z^K) \right) \leq \frac{2}{\delta} \left( F(z^0) - F \right). \]

We let \( K \) to approach to infinity to obtain the desired result (ii). \( \square \)

4.2 Approaching the Set of Critical Points

Lemma 4.3. (A subgradient bound) Suppose that Assumptions \( I \) and \( II \) hold. Let \( \{z^k\}_{k \in \mathbb{N}} \) be a sequence generated by the CPAM algorithm which is assumed to be bounded. For each \( k \in \mathbb{Z}_+ \), we define

\[ d_x^{k+1} := \nabla_x H(x^{k+1}, y^{k+1}) - \nabla_x H(x^k, y^k) + \alpha_k A_k(x^k - x^{k+1}), \]  \tag{28}

\[ d_y^{k+1} := \left( (\phi' \circ \psi)(y^{k+1}) - (\phi' \circ \psi)(y^k) \right) w^{k+1} + \beta_k B_k(y^k - y^{k+1}) \]
\[ + \nabla_y H(x^{k+1}, y^{k+1}) - \nabla_y H(x^k, y^k) \]  \tag{29}

where \( w^{k+1} \in \partial \psi(y^{k+1}) \). Then \( (d_x^k, d_y^k) \in \partial F(x^k, y^k) \), and there exists \( M > 0 \) and \( \nu > 0 \) such that

\[ ||(d_x^{k+1}, d_y^{k+1})|| \leq ||d_x^k|| + ||d_y^k|| \leq (2M + \mu \nu + 3\xi)||z^{k+1} - z^k||. \]  \tag{30}

where \( \xi = \max \{\bar{a} \gamma_1 \rho_1 \lambda_1^+, \bar{b} \gamma_2 \rho_2 \lambda_2^+\} \).

Proof. We note that

\[ \partial F(x, y) = \left( \partial_x F(x, y), \partial_y F(x, y) \right) = \left( \partial f(x) + \nabla_x H(x, y), \partial g(y) + \nabla_y H(x, y) \right). \]
Let $k \in \mathbb{Z}_+$ be a positive integer, and let $v^k \in \partial f(x^k)$. The optimality condition of the $x$-minimization subproblem (14) of CP ALM method is given by

$$v^{k+1} + \nabla_x H(x^k, y^k) + \alpha_k A_k (x^{k+1} - x^k) = 0$$

Therefore, it is easy to see that

$$v^{k+1} + \nabla_x H(x^{k+1}, y^{k+1}) \in \partial_x F(x^{k+1}, y^{k+1}).$$

By (31) and (32), then we have

$$d_x^{k+1} := \nabla_x H(x^{k+1}, y^{k+1}) - \nabla_x H(x^k, y^k) + \alpha_k A_k (x^{k+1} - x^k) \in \partial_x F(x^{k+1}, y^{k+1}).$$

Similarly, the optimality condition of the $y$-minimization subproblem (15) of CP ALM method can be expressed by

$$(\phi \circ \psi)(y^k) w^{k+1} + \nabla_y H(x^{k+1}, y^{k+1}) + \beta_k B_k (y^{k+1} - y^k) = 0$$

where $w^{k+1} \in \partial_y (y^{k+1})$. We note that $\partial g(y) = \partial (\phi \circ \psi)(y) = (\phi \circ \psi)(y) \partial \psi(y)$. Thus we have

$$d_y^{k+1} := \left( (\phi \circ \psi)(y^{k+1}) - (\phi \circ \psi)(y^k) \right) w^{k+1} + \nabla_y H(x^{k+1}, y^{k+1}) - \nabla_y H(x^k, y^k) + \beta_k B_k (y^{k+1} - y^k) \in \partial_y F(x^{k+1}, y^{k+1})$$

Therefore $(d_x^{k+1}, d_y^{k+1}) \in \partial F(x^{k+1}, y^{k+1})$.

Next, we obtain the norms of $d_x^{k+1}$ and $d_y^{k+1}$. Since $\nabla H$ is Lipschitz continuous on bounded subsets of $\mathbb{R}^n \times \mathbb{R}^m$ and since the sequence $\{z^k\}_{k \in \mathbb{N}}$ assumed to be bounded, there exists $M > 0$ such that

$$\|d_x^{k+1}\| \leq \|\nabla_x H(x^{k+1}, y^{k+1}) - \nabla_x H(x^k, y^k)\| + \alpha_k \|A_k\| \|x^{k+1} - x^k\|$$

By Assumption 3(iii), the matrix norms $\|A_k\|$ are bounded above by $\bar{a}$ for all $k \in \mathbb{N}$. By the CP ALM method we also have $\alpha_k = \gamma_1 \rho_1 L_1(y^k) \leq \gamma \rho_1 \lambda_1^+$, thus

$$\|d_x^{k+1}\| \leq (M + \bar{a} \gamma_1 \rho_1 \lambda_1^+) \|x^{k+1} - x^k\| + M \|y^{k+1} - y^k\|$$

Next, we use Assumption 1 and 2 and Remark 3 together with $\beta_k = \gamma_2 \rho_2 L_2(x^k) \leq \gamma_2 \rho_2 \lambda_2^+$ to obtain

$$\|d_y^{k+1}\| \leq \|\phi \circ \psi(y^{k+1}) - (\phi \circ \psi)(y^k)\| \|w^{k+1}\| + \|\nabla_y H(x^{k+1}, y^{k+1}) - \nabla_y H(x^k, y^k)\| + \beta_k \|B_k\| \|y^{k+1} - y^k\|$$

By Assumption 3(iii), the matrix norms $\|B_k\|$ are bounded above by $\bar{a}$ for all $k \in \mathbb{N}$. By the CP ALM method we also have $\beta_k = \gamma \rho_2 L_2(y^k) \leq \gamma \rho_2 \lambda_2^+$, thus

$$\|d_y^{k+1}\| \leq (M + \bar{a} \gamma \rho_2 \lambda_2^+) \|y^{k+1} - y^k\| + M \|y^{k+1} - y^k\|$$

$$\|d_y^{k+1}\| \leq \left( M + 2 \xi \right) \|z^{k+1} - z^k\|.$$
Lemma 4.4. (Properties of limit point set \( \omega(z^0) \)) Suppose that Assumptions 1, 2, and 3 hold. Let \( \{z_k\}_{k \in \mathbb{N}} \) be a sequence generated by the CPALM method which is assumed to be bounded. Then the following statements are true:

(i) \( \omega(z^0) \subseteq \text{crit } F \)

(ii) \( \lim_{k \to \infty} \text{dist}(z_k, \omega(z^0)) = 0. \)

(iii) \( \omega(z^0) \) is nonempty, connected, and compact.

(iv) The function \( F \) is finite and constant on \( \omega(z^0) \).

Proof. (i) Let \( z^* = (x^*, y^*) \) be a limit point of \( \{z_k = (x^k, y^k)\}_{k \in \mathbb{N}} \). This means that there is a subsequence \( \{(x^{k_l}, y^{k_l})\}_{l \in \mathbb{N}} \) such that \( \lim_{l \to \infty} (x^{k_l}, y^{k_l}) = (x^*, y^*) \). Since \( f \) and \( g \) are lower semicontinuous, we obtain

\[
\liminf_{l \to \infty} f(x^{k_l}) \geq f(x^*) \quad \liminf_{l \to \infty} g(y^{k_l}) \geq g(x^*)
\]

By (14), the first step of the CPALM method, for all \( k \in \mathbb{N} \) and \( x \in \mathbb{R}^n \) we have

\[
f(x^{k+1}) + \langle \nabla_x H(x^k, y^k), x^{k+1} - x^k \rangle + \frac{\alpha_k}{2} \|x^{k+1} - x^k\|_{A_k}^2
\leq f(x) + \langle \nabla_x H(x^k, y^k), x - x^k \rangle + \frac{\alpha_k}{2} \|x - x^k\|_{A_k}^2.
\]

Thus letting \( x = x^* \) in the above, we get

\[
f(x^{k+1}) + \langle \nabla_x H(x^k, y^k), x^{k+1} - x^k \rangle + \frac{\alpha_k}{2} \|x^{k+1} - x^k\|_{A_k}^2
\leq f(x^*) + \langle \nabla_x H(x^k, y^k), x^* - x^k \rangle + \frac{\alpha_k}{2} \|x^* - x^k\|_{A_k}^2.
\]

We choose \( k = k_l - 1 \) in the above inequality and letting \( l \) goes to infinity, we obtain

\[
\limsup_{l \to \infty} f(x^{k_l}) \leq f(x^*) + \limsup_{l \to \infty} \left( \langle \nabla_x H(x^{k_l}, y^{k_l}), x^* - x^{k_l} \rangle + \frac{\alpha_k}{2} \|x^* - x^{k_l}\|_{A_k}^2 \right),
\]

where we have used the facts that the sequences \( \{x^k\}_{k \in \mathbb{N}} \) and \( \{\alpha_k\}_{k \in \mathbb{N}} \) are bounded, \( \nabla H \) continuous and that the distance between two successive iterates tends to zero (see Lemma 4.2 (ii)). We also have \( \lim_{l \to \infty} x^{k_l} = x^* \), hence the latter inequality reduces to \( \limsup_{l \to \infty} f(x^{k_l}) \leq f(x^*) \).

By this, together with (35), we obtain \( \lim_{l \to \infty} f(x^{k_l}) = f(x^*) \).

Now by the alternative version of iterative step (15) given in (16), and using (2) we have

\[
g(y^{k+1}) + \langle \nabla_y H(x^k, y^k), y^{k+1} - y^k \rangle + \frac{\beta_k}{2} \|y^{k+1} - y^k\|_{B_k}^2
\leq g(y^{k+1}, y^k) + \langle \nabla_y H(x^k, y^k), y^{k+1} - y^k \rangle + \frac{\beta_k}{2} \|y^{k+1} - y^k\|_{B_k}^2
\leq g(y, y^k) + \langle \nabla_y H(x^k, y^k), y - y^k \rangle + \frac{\beta_k}{2} \|y - y^k\|_{B_k}^2.
\]
We let \( y = y^* \) on the right hand side to obtain
\[
g(y^{k+1}) + \langle \nabla y H(x^{k}, y^{k}), y^{k+1} - y^{k} \rangle + \frac{\delta_y}{2} \| y^{k+1} - y^{k} \|_{B_y}^2
\leq g(y^*, y^*) + \langle \nabla y H(x^{k}, y^{k}), y^* - y^{k} \rangle + \frac{\delta_y}{2} \| y^* - y^{k} \|_{B_y}^2.
\]

We choose \( k = k_{l} - 1 \) in the above inequality and letting \( l \) goes to infinity, and by the fact that the sequences \( \{k^{l}\}_{k \in \mathbb{N}} \) and \( \{\beta_{k}\}_{k \in \mathbb{N}} \) are bounded, \( \nabla H \) continuous and that the distance between two successive iterates tends to zero (see Lemma 4.2(ii)) we obtain
\[
\limsup_{l \to \infty} g(y^{k_{l}}) \leq \limsup_{l \to \infty} \left( g(y^*, y^*) + \langle \nabla y H(x^{k_{l}}, y^{k_{l}}), y^* - y^{k_{l}} \rangle + \frac{\delta_y}{2} \| y^* - y^{k_{l}} \|_{B_y}^2 \right)
= \limsup_{l \to \infty} \left( (\phi \circ \psi)(y^{k_{l}}) + (\phi' \circ \psi)(y^{k_{l}})(\psi(y^*) - \psi(y^{k_{l}})) \right)
+ (\nabla y H(x^{k_{l}}, y^{k_{l}}), y^{*} - y^{k_{l}}) + \frac{\delta_y}{2} \| y^{*} - y^{k_{l}} \|_{B_y}^2.
\]

By the continuity of \( \phi \circ \psi \) and \( \phi' \circ \psi \) (see Remark 4.3), Assumption 2(ii), and \( \lim_{l \to \infty} y^{k_{l}} = y^* \) we obtain \( \limsup_{l \to \infty} g(y^{k_{l}}) \leq (\phi \circ \psi)(y^*) = g(y^*) \). This and (35) then reduces to \( \limsup_{l \to \infty} g(y^{k_{l}}) = g(y^*) \). Therefore,
\[
\lim_{l \to \infty} F(x^{k_{l}}, y^{k_{l}}) = \lim_{l \to \infty} \left( f(x^{k_{l}}) + g(y^{k_{l}}) + H(x^{k_{l}}, y^{k_{l}}) \right) = f(x^*) + g(y^*) + H(x^*, y^*) = F(x^*, y^*).
\]

On the other hand we know from Lemma 4.2(ii) and 4.3 that \( (d_z^{k_{l}}, d_y^{k_{l}}) \in \partial F(x^{k_{l}}, y^{k_{l}}) \) and \( (d_z^{k_{l}}, d_y^{k_{l}}) \to (0, 0) \) as \( k \to \infty \). The closedness property of \( \partial F \) (see Remark 4.3(iii)) implies that \( (0, 0) \in \partial F(x^*, y^*) \). This proves that \( (x^*, y^*) \in \text{crit} F \).

The proof of (ii), (iii), and (iv) are generic, and are the subsequence of Lemma 4.2(ii). \( \Box \)

Our objective is now to prove that the sequence generated by the CPALM method converges to a critical point of problem (11-2). For this purpose we consider that the objective function is a KL function (see Section 2.2).

### 4.3 Convergence of CPALM to Critical Points

**Theorem 4.5. (Convergence)** Suppose that \( F \) is a KL function such that Assumption [2][3] and [4] hold. Let \( \{z^{k}\}_{k \in \mathbb{N}} \) be a sequence generated by CPALM which is assumed to be bounded. The following assertions hold.

(i) The sequence \( \{z^{k}\}_{k \in \mathbb{N}} \) has finite length, that is,
\[
\sum_{k=1}^{\infty} \| z^{k+1} - z^{k} \| < \infty \quad (36)
\]

(ii) The sequence \( \{z^{k}\}_{k \in \mathbb{N}} \) converges to a critical point \( z^* = (x^*, y^*) \) of \( F \).

**Proof.** Since the sequence \( \{z^{k}\}_{k \in \mathbb{N}} \) is bounded, there exists a converging subsequence \( \{z^{k_{l}}\}_{l \in \mathbb{N}} \). We assume \( z^{k_{l}} \to z^* \) as \( l \to \infty \). Thus \( z^* \in \omega(z^d) \neq \emptyset \). By Lemma 4.2(i), we get that
\[
\lim_{k \to \infty} F(x^{k}, y^{k}) = F(x^*, y^*) \quad (37)
\]
If there exists an integer \( \tilde{k} \) for which \( F(z^{\tilde{k}}) = F(z^*) \) then the inequality (23) implies that \( z^{k} = z^* \) for all \( k \geq \tilde{k} \). Thus the sequence \( \{z^{k}\}_{k \in \mathbb{N}} \) is an stationary sequence and (40) follows.

Since \( \{F(z^{k_{l}})\}_{k \in \mathbb{N}} \) is a non-increasing sequence, by (37) we have \( F(z^*) < F(z^{k_{l}}) \) for all \( k \in \mathbb{N} \). Again from (37) for any \( \eta > 0 \) there exists a \( k_0 \) such that \( F(z^{k_{l}}) \leq F(z^*) + \eta \) for all \( k > k_0 \). By Lemma 4.3(ii), we know that \( \lim_{k \to \infty} \text{dis}(z^{k}, \omega(z^{d})) = 0 \). This means that for any \( \epsilon > 0 \) there
exists a positive integer $k_1$ such that $\text{dis}(z^k, \omega(z^0)) < \epsilon$ for all $k > k_1$. Summing up all these facts, we get that $z^k$ belongs to the set

$$\Gamma_{q,\omega(z^0)} = \{ z : \text{dist}(z^k, \omega(z^0)) < \epsilon \text{ and } F(z^*_k) \leq F(z^k) \leq F(z^*_k) + \eta \}$$

for all $k > \hat{k} = \max\{ k_0, k_1 \}$.

(i) Since $\omega(z^0)$ is nonempty and compact (see Lemma 4.3(iii)), and since $F$ is finite and constant on $\omega(z^0)$ (see Lemma 4.4(iv)), we can apply Lemma 2.2 with $\Omega = \omega(z^0)$. Thus, for any $k > \hat{k}$ we have

$$\psi'(F(z^k) - F(z^*_k)) \text{dist}(0, \partial F(z^k)) \geq 1.$$  

By Lemma 4.3 we get that

$$\psi'(F(z^k) - F(z^*_k)) \geq \frac{1}{2M + \mu \nu + 3 \xi} |||z^k - z^{k-1}|||^{-1}. \quad (38)$$

In addition, since $\psi$ is concave, we have, for every $(u_1, u_2) \in [0, \eta]^2$, 

$$\psi(u_1) - \psi(u_2) \geq \psi'(u_1)(u_1 - u_2).$$

By taking $u_1 = F(z^k) - F(z^*_k)$ and $u_2 = F(z^{k+1}) - F(z^*_k)$, we obtain

$$\psi(F(z^k) - F(z^*_k)) - \psi(F(z^{k+1}) - F(z^*_k)) \geq \psi'(F(z^k) - F(z^*_k))(F(z^k) - F(z^{k+1})) \quad (39)$$

For convenience, we define for all $p, q \in \mathbb{N}$ and $z^*$ the following quantity

$$\Delta_{p,q} = \psi(F(z^p) - F(z^*_k)) - \psi(F(z^q) - F(z^*_k)).$$

Then, combining (38) and (39) and Lemma 4.2(i) for any $k > \hat{k}$ we have

$$\Delta_{k,k+1} \geq \frac{\delta}{2M + \mu \nu + 3 \xi} \frac{|||z^{k+1} - z^k|||^2}{|||z^{k-1} - z^k|||^2}$$

We rearrange this to obtain

$$|||z^{k+1} - z^k|||^2 \leq C \Delta_{k,k+1} |||z^k - z^{k-1}|||^2$$

where $C = (2M + \mu \nu + 3 \xi)/\delta$. Using the fact that $\sqrt{\alpha \beta} \leq (\alpha + \beta)/2$ for all $\alpha, \beta \geq 0$ we obtain

$$2|||z^{k+1} - z^k||| \leq |||z^k - z^{k-1}||| + C \Delta_{k,k+1} \quad (40)$$

Summing up (40) for $k > \hat{k}$ yields

$$2 \sum_{i=k+1}^{k} \frac{|||z^{i+1} - z^i|||}{2} \leq \sum_{i=k+1}^{k} \frac{|||z^i - z^{i-1}|||}{2} + C \sum_{i=k+1}^{k} \Delta_{i,i+1} \leq \sum_{i=k+1}^{k} \frac{|||z^{i+1} - z^i|||}{2} + \frac{1}{2} \sum_{i=k+1}^{k} \frac{|||z^{i+1} - z^i|||^2}{2} + C \sum_{i=k+1}^{k} \Delta_{i,i+1} = \sum_{i=k+1}^{k} \frac{|||z^{i+1} - z^i|||}{2} + \frac{1}{2} \sum_{i=k+1}^{k} \frac{|||z^{i+1} - z^i|||^2}{2} + C \sum_{i=k+1}^{k} \Delta_{i+1,i+1} \sum_{i=k+1}^{k} \Delta_{i,i+1}$$
where the last inequality follows the fact that $\Delta_{p,q} + \Delta_{q,r} = \Delta_{p,r}$ for all $p, q, r \in \mathbb{N}$. Since $\psi \geq 0$, we thus have for any $k \geq \bar{k}$ that

$$\sum_{i=\bar{k}+1}^{k} \|z^{i+1} - z^i\| \leq \|z^{k+1} - z^k\| + C_\psi \left( F(z^{k+1}) - F(z^*) \right).$$

This shows that the sequence \( \{z^k\}_{k \in \mathbb{N}} \) has finite length, that is

$$\sum_{i=1}^{\infty} \|z^{k+1} - z^k\| < \infty. \quad (41)$$

(ii) The result \([11]\) implies that the sequence \( \{z^k\}_{k \in \mathbb{N}} \) is Cauchy, thus it converges. Then by Lemma \([13]\) (i) the limit point is a critical point of $F$.

### 4.4 Extension of CPALM

We consider an extension of CPALM method to the more general setting of the form

$$\min_{x \in \mathbb{R}^n, y \in \mathbb{R}^m} \Psi(x, y_1, \ldots, y_q) := f(x) + g(y_1, \ldots, y_p) + H(x, y_1, \ldots, y_p), \quad (42)$$

where $H : \mathbb{R}^n \times \mathbb{R}^m$ with $M = \sum_{j=1}^{q} m_j$ is assumed to be a smooth function, $f : \mathbb{R}^n \to ]-\infty, +\infty]$ and $g : \mathbb{R}^m \to ]-\infty, +\infty]$ are proper and lower-semicontinuous functions. More specifically, the function $g$ is a sum of composite functions as follows

$$\forall y \in \mathbb{R}^M \quad g(y_1, \ldots, y_p) = \sum_{j=1}^{q} g_j(y_j) = \sum_{j=1}^{q} (\phi_j \circ \psi_j)(y_j).$$

where for every $j \in \{1, 2, \ldots, q\}$, $\psi_j : \mathbb{R}^n \to [0, +\infty]$ is convex, proper, lower semi-continuous and Lipschitz continuous on its domain, and $\phi_j : [0, +\infty] \to ]-\infty, +\infty]$ is concave, strictly increasing and differentiable function, such that $(\phi_j \circ \psi_j)$ is Lipschitz-continuous on the domain of $\psi_j$.

For simplicity of the presentation of the algorithm for the case of more than two blocks we will use the following notations. For $y = (y_1, \ldots, y_q) \in \mathbb{R}^m$, $y_{<:} := (y_1, \ldots, y_{j-1}) \in \mathbb{R}^{m_1 + \cdots + m_j-1}$ and $y_{j:} := (y_{j+1}, \ldots, y_q) \in \mathbb{R}^{m_{j+1} + \cdots + m_q}$ (clearly, $x_0$ and $x_{>p}$ are null variables, which may be used for notational ease.) By the multi-block variant of \([3]\) we have

\[
\begin{align*}
x^{k+1} &\in \arg \min_{x \in \mathbb{R}^n} \quad f(x) + \langle \nabla_x H(x^k, y^k), x - x^k \rangle + \frac{\alpha_k}{2} \|x - x^k\|^2_{A_k}, \\
y_1^{k+1} &\in \arg \min_{y_1 \in \mathbb{R}^{m_1}} \quad (\phi_1 \circ \psi_1)(y_1) + \langle \nabla_{y_1} H(x^{k+1}, y^{k+1}_1, y^{k+1}_{<:}), y_1 - y_1^k \rangle + \frac{\beta_1^1}{2} \|y_1 - y_1^k\|^2_{B_1^{k}}, \\
&\vdots \\
y_j^{k+1} &\in \arg \min_{y_j \in \mathbb{R}^{m_j}} \quad (\phi_j \circ \psi_j)(y_j) + \langle \nabla_{y_j} H(x^{k+1}, y^{k+1}_{<:}, y^{k+1}_j, y^{k+1}_{>:}), y_j - y_j^k \rangle + \frac{\beta_j^j}{2} \|y_j - y_j^k\|^2_{B_j^{k}}, \\
&\vdots \\
y_p^{k+1} &\in \arg \min_{y_p \in \mathbb{R}^{m_p}} \quad (\phi_p \circ \psi_p)(y_p) + \langle \nabla_{y_p} H(x^{k+1}, y^{k+1}_{<:}, y^{k+1}_p, y^{k+1}_{>:}), y_p - y_p^k \rangle + \frac{\beta_p^p}{2} \|y_p - y_p^k\|^2_{B_p^{k}},
\end{align*}
\]

where $A_k \in \mathbb{R}^{n \times n}$ and $B^{j}_{k} \in \mathbb{R}^{m^{j} \times m^{j}}$ for $j = 1, \ldots, p$ are symmetric positive definite matrices, and $\{\alpha_k\}_{k \in \mathbb{N}}$ and $\{\beta_{j_{k}}\}_{k \in \mathbb{N}}$ for $j = 1, \ldots, p$ are positive real sequences. Due to the composite
form of \( g_j \), the solution of subproblem might not be computable, either efficiently or at all. Thus, to overcome this issue, we replace at each iteration \( k \in \mathbb{N} \), the function \( g_j \) by an approximation denoted by \( q_j(y_j, y^k_j) : \mathbb{R}^{m_j} \to -\infty, +\infty \) a majorant function of \((\phi_j \circ \psi_j)\) at \( y^k_j \),

\[
(\forall y_j \in \mathbb{R}^{m_j}) \begin{cases}
(\phi_j \circ \psi_j)(y_j) \leq q_j(y_j, y^k_j) \\
(\phi_j \circ \psi_j)(y^k_j) = q_j(y^k_j, y^k_j)
\end{cases}
\]

and is obtained by taking the tangent of the concave differentiable function \( \phi_j \) at \( \psi_j(y^k_j) \) for every \( j \in \{1, \ldots, p\} \) and \( k \in \mathbb{N} \):

\[
(\forall y_j \in \mathbb{R}^{m_j}) \quad q_j(y_j, y^k_j) = (\phi_j \circ \psi_j)(y^k_j) + \Upsilon^k_j \left( \psi_j(y_j) - \psi_j(y^k_j) \right).
\]

where

\[
\Upsilon^k_j := (\phi' \circ \psi_j)(y^k_j).
\]

The multi-block version of CPALM method, called Multi-CPALM, is given as follows

**Multi-CPALM: Multi-Block CPALM**

1. Initialization: choose a starting point \((x^0, y^0_1, \ldots, y^0_p) \in \mathbb{R}^n \times \mathbb{R}^M \).

2. For each \( k = 0,1, \ldots \) generate a sequence \( \{(x^k, y^k)\}_{k \in \mathbb{N}} \) as follows

   2.1. Take \( \rho_1 = \max\{1, \frac{1}{\lambda_{\min}(A_k)}\} \), \( \gamma_1 > 1 \), set \( \alpha_k = \gamma_1 \rho_1 L_1(y^k) \) and compute

   \[
   x^{k+1} \in \arg\min_x f(x) + \left\langle \nabla_x H(x^k, y^k_1, \ldots, y^k_p), x - x^k \right\rangle + \frac{\alpha_k}{2} \|x - x^k\|^2_{A_k},
   \]

   2.2. For \( j = 1, \ldots, p \), compute \( \Upsilon^k_j := (\phi' \circ \psi_j)(y^k_j) \), take \( \rho_2 = \max\{1, \frac{1}{\lambda_{\min}(B_k)}\} \), \( \gamma_2 > 1 \), set \( \beta_k^j = \gamma^2_2 \rho_2 L_2(x^{k+1}, y^{k+1}_{<j}, y^k_{>j}) \) and compute

   \[
   y^{k+1}_j \in \arg\min_{y_j} \left\{ \Upsilon^k_j \psi_j(y_j) + \left\langle \nabla_{y_j} H(x^{k+1}, y^{k+1}_{<j}, y^k_{>j}, y_j - y^k_j), y_j - y^k_j \right\rangle + \frac{\beta_k^j}{2} \|y_j - y^k_j\|^2_{B_k^j} \right\}.
   \]

Theorem 4.5 can be simply extended and applied for the Multi-CPALM.

5 Simulations

In this section we consider two different models arising from Parallel MRI application to illustrate the numerical performance of the proposed CPALM method. All results have been implemented in MTLAB 2020a and executed on a Macbook Pro 1.4 GHz Quad-Core Intel Core i5.

5.1 Parallel MRI

Parallel MRI is a technique that exploits the differences in the spatial sensitivity of multiple receiver coils acquired simultaneously to localize signal. The subsampling \( k \)-space reduces the acquisition time significantly in comparison to the traditional MRI, which leads to decreasing motion related artifacts, reducing breath-hold time, and shorter duration of diagnostic exam.

Assume \( u \in \mathbb{R}^{M \times N} \) denotes the image, and \( u_{i,j} \) denotes the intensity of the gray level at the \((i,j)\) pixel. In Parallel MRI involving \( N_c \) radio frequency coils, the operator \( A = \)
Figure 1: Ground truth images.

| Ground truth | size (×8) | FOV (mm²) | TR (ms) | TE (ms) | slice thickness | flip angle |
|--------------|-----------|-----------|---------|---------|-----------------|------------|
| (a) data1    | 256 × 256 | 220       | 3060 ms | 126 ms  | 5               | 90°        |
| (b) data2    | 512 × 512 | 205       | 3000 ms | 85 ms   | 5               | 90°        |
| (c) data3    | 512 × 512 | 220       | 53.5 ms | 3.4 ms  | 5               | 75°        |

Table 1: The acquisition parameters for data1, data2, and data3.

\[ [A_1, A_2, \ldots, A_{N_c}] \text{ is defined by } A : u \rightarrow [A_1 u; A_2 u; \ldots; A_{N_c} u], \text{ where } A_i : R^{M \times N} \rightarrow R^{M \times N} \text{ for } i = 1, \ldots, N_c \text{ given by} \]

\[ A_i u = P \circ \mathcal{F}(S_i \circ u), \]

where \( P, \mathcal{F}, \) and \( S_i \) are operators on \( \Omega \). The operator \( P \) is the under-sampling pattern, called trajectory or mask, \( \mathcal{F} \) denotes the Fourier transform operator, and \( S_i \) is the sensitivity map of the \( i \)-th coil. The notation \( \circ \) is the Hadamard product between two matrices and \([:]\) means stacking the operators above each other. The observed data \( \hat{u} = [\hat{u}_1; \hat{u}_2; \ldots; \hat{u}_{N_c}] \) with \( \hat{u}_i \) is corresponding under-sampled image from the \( i \)-th coil defined by

\[ \hat{u}_i = A_i u + \xi_i \]

where \( u \) is the true image and \( \xi_i \) is the observation error. Note that the true image \( u \) and artifacts \( \xi_i \), for \( i = 1, \ldots, N_c \) are unknown.

For numerical experiments, we consider the data1, data2, and data3 shown in Figure 1 and their acquisition parameters given in Table 1. For all three data sets, the ground truth image from a \( N_c = 8 \) channel coil is given by

\[ u^*_{i,j} = \left( \sum_{k=1}^{N_c} \|u_{i,j}(k)\|^2 \right)^{1/2}, \]

where \( u_{i,j}(k) \) is the \( i, j \)-th component of the Fourier transform associated with the full \( k \)-space data on the \( k \)-th channel. In acquiring data1 and data2, a Poisson random mask \( P \) with a 25% undersampling, and for data3 a radial mask with a 34% undersampling ratio is used. Figure 2 displays these undersampling patterns. Due to the undersampling affect in MRI, the integrated images from all coils has noise and artifact, as we see in Figure 3 and they need to be removed through the reconstruction process to obtain high-quality images.

We measure the quality of images with SNR (Signal to Noise Ratio) and PSNR (Peak Signal to Noise Ratio) defined by

\[ \text{SNR} := 10 \log_{10} \frac{\|u\|_F^2}{\|u - u_0\|_F^2} \quad \text{and} \quad \text{PSNR} := 10 \log_{10} \frac{\|u\|_F^2}{\|u - u_0\|_F^2/n}, \]
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Figure 2: (a) Poisson mask, with 25% undersampling ratio, (b) Radial mask, with 34% undersampling ratio.

Figure 3: Observed integrated images obtained from MRI machine, showing noise and artifacts.

| Observed images (̂u) | (a) data1 | (b) data2 | (c) data3 |
|---------------------|----------|----------|----------|
| SNR                | 10.14    | 15.72    | 17.92    |
| PSNR               | 23.17    | 27.19    | 40.04    |

where ̂u is the ground truth image, without noise, \( n = M \times N \) is the total numbers of pixels in the image, and \( \|\cdot\|_F \) is the Frobenius norm. The higher value of SNR and PSNR stands for better image quality.

The main objective is to minimize the discrepancy between the observed perturbed output \( \hat{u} \) from \( Au \), the predicted output of the linear model \( u \rightarrow Au \). Most notably, minimizing the quadratic penalty function

\[
\min_u \frac{1}{2} \| Au - \hat{u} \|_F^2
\]

where \( \| \cdot \| \) is the \( \ell_2 \) norm. Some regularizations is often added to the data fidelity term to make the problem well-posed [13, 18, 19, 26, 29]. In the following, we consider two regularization types thus two different models and describe the Multi-CPALM method to solve them.

5.2 Log-sum penalization

The first model that we consider is the log-sum model given below

\[
\min_{u \in \mathbb{R}^{M \times N}} \frac{\lambda}{2} \| Au - \hat{u} \|_F^2 + \frac{1}{2\mu} \sum_{i,j} \log \left( 1 + \mu \| (Du)_{i,j} \|_2^2 \right)
\]
where \( \hat{u} \in \mathbb{R}^{M \times N \times k} \) is the observed MRI images, with noise and artifacts. Here \( M \times N \) is the size of image and \( k \) is the number of coils used in MRI machine. \( ||Du|| \) is the matrix of coordinates \( ((Du)_{i,j}) := \sqrt{((D_x u)_{i,j})^2 + ((D_y u)_{i,j})^2} \), where \( D_x u \) is a discrete implementation of the \( x \)-derivative of the image and \( D_y u \) is a discrete implementation of the \( y \)-derivative of the image, (both considered as a function \( \mathbb{R}^2 \to \mathbb{R} \)).

We introduce a new variable \( w = (w^1, w^2) \in \mathbb{R}^{M \times N \times 2} \), \( w_{i,j} = (Du)_{i,j} = ((D_x u)_{i,j}, (D_y u)_{i,j}) \) and a proper penalization to obtain

\[
\min_u \frac{\lambda}{2} ||Au - \hat{u}||_F^2 + \frac{1}{2\mu} \sum_{i,j} \log (1 + \mu ||w_{i,j}||^2) + \frac{\tau}{2} \sum_{i,j} ||w_{i,j} - (Du)_{i,j}||^2 \tag{47}
\]

where \( \tau > 0 \). Comparing (47) with (42), we have \( x = u \) and instead of \( y_j \) we have \( w_{i,j} \), and

\[
f(u) = \frac{\lambda}{2} ||Au - \hat{u}||_F^2 , \quad g(w) = \frac{1}{2\mu} \sum_{i,j} \log (1 + \mu ||w_{i,j}||^2)
\]

\[
H(u, w) = \frac{\tau}{2} \sum_{i,j} ||w_{i,j} - (Du)_{i,j}||^2 , \quad g(w) = \sum_{i,j} g_i (w_{i,j}) = \sum_{i,j} (\phi_{i,j} \circ \psi_{i,j}) (w_{i,j})
\]

\[
\phi_{i,j} (x) = \frac{1}{2\mu} \log (1 + \mu x^2), \quad \psi_{i,j} (w_{i,j}) = ||w_{i,j}||
\]

We execute the Multi-CP ALM with the following subproblems to solve (47):

\[
u^{k+1} = \arg \min_u \left\{ \frac{\lambda}{2} ||Au - \hat{u}||_F^2 + \tau \langle Du^T (Du^k - w^k), u \rangle + \frac{\alpha_k}{2} ||u - u_k||_{A_k}^2 \right\} \tag{48}
\]

and for all \( i, j \) we update

\[
w^{k+1}_{i,j} = \arg \min_{w_{i,j}} \left\{ \frac{\alpha_k}{2} ||w_{i,j}||_{B_k^{i,j}} + \tau \langle Du^{k+1}_{i,j}, w_{i,j} \rangle + \frac{\beta_k^{i,j}}{2} ||w_{i,j} - (Du^{k+1}_{i,j})||_{B_k^{i,j}}^2 \right\} \tag{49}
\]

where \( B_k^{i,j} = ||w_{i,j}||/ (1 + \mu ||w_{i,j}||^2) \). We choose \( B_k^{i,j} \) to be identity matrices for all \( k \in \mathbb{N} \), and all \( i = 1, \ldots, M \) and \( j = 1, \ldots, N \). By the fact that the matrix \( A \) and as the result \( A^T A \) are ill-conditioned, it is not practical to invert them. To eliminate this issue, we consider the symmetric variable matrices \( A_k = \frac{\delta_k}{\alpha_k} I - \frac{1}{\alpha_k} A^T A \), with \( \delta_k > \rho(A^T A) \) where \( \rho(A^T A) \) denotes the spectral radius of \( A^T A \). With this consideration, the optimality condition of \( u \)-subproblem (48) leads us to a closed form solution for \( u^{k+1} \) as follows

\[
u^{k+1} = u^k - \delta^{-1} \left( \lambda A^T (Au^k - \hat{u}) + \tau D^T (Du^k - w^k) \right) \tag{50}
\]

The \( w_{i,j} \) subproblem (49) is non-smooth and can be rewritten as follows

\[
w^{k+1}_{i,j} = \arg \min_{w_{i,j}} \left\{ \frac{\beta_k^{i,j}}{2} ||w_{i,j}|| + \frac{\tau}{\beta_k^{i,j}} ||w_{i,j} - (Du^{k+1}_{i,j})||^2 \right\}
\]

and solved by the shrinkage formula in a closed form

\[
w^{k+1}_{i,j} = \text{shrink}\left\{ w^k_{i,j} - \frac{\tau}{\beta_k^{i,j}} \left( (Du^{k+1})_{i,j} \right), \frac{1}{\beta_k^{i,j}} \right\}, \forall i, j \tag{51}
\]

where \( \text{shrink}(t, \mu) = \frac{t}{||t||} \max\{||t|| - \frac{1}{\mu}, 0\} \) with the convention \( \left( \frac{0}{0} \right) = 0 \).
5.3 $\ell^p_p$ penalization

In this section we show that the CPALM method can be used to solve nonconvex $\ell^p_p$ norms, where $p \in [0, 1]$, given by

$$
\|x\|_p = \left( \sum_{i=1}^{N} |x_i|^p \right)^{1/p} \quad \forall x \in \mathbb{R}^N.
$$

The $\ell^p_p$ penalization model for MRI reconstruction is given by

$$
\min_{u \in \mathbb{R}^{M \times N}} \frac{\lambda}{2} \|Au - \hat{u}\|_F^2 + \theta \sum_{i,j} \|(Du)_{i,j}\|^p.
$$

(52)

where $\theta > 0$. By introducing a new variable $w = (w^1, w^2) \in \mathbb{R}^{M \times N \times 2}$, $w_{i,j} = (Du)_{i,j} = ((D_x u)_{i,j}, (D_y u)_{i,j})$ and a proper penalization we obtain

$$
\min_{u} \frac{\lambda}{2} \|Au - \hat{u}\|_F^2 + \theta \sum_{i,j} \|w_{i,j}\|^p + \frac{\tau}{2} \sum_{i,j} \|w_{i,j} - (Du)_{i,j}\|^2
$$

(53)

where $\tau > 0$. Comparing (52) with (42), we have $x = u$ and instead of $y_j$ we have $w_{i,j}$, and

$$
f(u) = \frac{\lambda}{2} \|Au - \hat{u}\|_F^2, \quad g(w) = \theta \sum_{i,j} \|w_{i,j}\|^p
$$

$$
H(u, w) = \frac{\tau}{2} \sum_{i,j} \|w_{i,j} - (Du)_{i,j}\|^2, \quad g(w) = \sum_{i,j} g_i,j(w_{i,j}) = \sum_{i,j} (\phi_{i,j} \circ \psi_{i,j})(w_{i,j})
$$

$$
\phi_{i,j}(x) = \theta x^p, \quad \psi_{i,j}(w_{i,j}) = \|w_{i,j}\|.
$$

We exploit the Multi-CPALM with the following subproblem to solve (52)

$$
u^{k+1} = \arg \min_u \left\{ \frac{\lambda}{2} \|Au - \hat{u}\|_F^2 + \tau \langle D^T (Du^k - w^k), u \rangle + \frac{\alpha_k}{2} \left\| u - u^k \right\|_{A_k}^2 \right\}
$$

$$
w^{k+1}_{i,j} = \arg \min_{w_{i,j}} \left\{ \tau \|w_{i,j}\|^p + \frac{\beta}{2} \left\| w_{i,j} - w_{i,j}^k \right\|_{B_{i,j}^k}^2 \right\}, \quad \forall i, j
$$

(54)

where $\Theta_{k}^{i,j} = \theta p \|w_{i,j}\|^{p-1}$. Similar to previous example, we consider $A_k = \frac{\delta_k}{\alpha_k} I - \frac{\delta_k}{\alpha_k} A^T A$, with $\delta_k > \lambda \rho(A^TA)$, and $B_{i,j}^k$ as identity matrices for all $i, j$ and $k$. Thus the $u$-subproblem is solved exactly by (50) and the $w$-subproblem by (51), but $\Theta_{k}^{i,j} = \theta p \|w_{i,j}\|^{p-1}$.

5.4 Numerical Results and Comparison

In this section, we compare the reconstruction results by the CPALM method for solving two different models (50) and (52), discussed in Sections 5.2 and 5.3. We consider the following parameter values: $\lambda = 1000$, $\mu = 0.0001$, $\theta = 0.0001$, $\tau = 1$, $\delta = 1000$, $\beta = 10$, and $p = 0.5$.

Figure 4 and 5 show the results obtained by the CPALM method for solving the log-sum penalization model (50) and the $\ell_p$ penalization model (52), respectively. (a), (b), and (c) demonstrates the reconstruction results. Comparing SNR and PSNR with Table 8 we observe a significant improvement obtained by the proposed method. The image relative error defined by $\|u_k - u_0\| / \|u_0\|$ versus CPU (sec.) time are also shown in parts (d), (e), (f). We observe that all trajectories are monotonically decreasing. We can conclude that the proposed approach provides a good alternative to the class of PALM method, in terms of both quality of reconstruction and convergence speed.
Figure 4: [log-sum results] The results obtained by the CPALM method for solving the log-sum penalization model. (a), (b), and (c) demonstrates the reconstruction results. We observe that SNR and PSNR improved significantly. The image relative Error versus CPU (sec.) time are also shown in (d), (e), (f). We observe that the trajectories are decreasing.
Figure 5: $[\ell_p, p = 0.5]$ results. The results obtained by the CPALM method for solving the log-sum penalization model (52). (a), (b), and (c) demonstrates the reconstruction results. We observe that SNR and PSNR improved significantly. The image relative error versus CPU (sec.) time are also shown in (d), (e), (f). We observe that the trajectories are decreasing.
6 Concluding Remarks

In this paper we proposed a new method, called CP ALM, motivated by PALM [11], to solve a class of composite nonconvex nonsmooth optimization problems. The challenge arises from the fact that the nonsmooth term in the objective function is a composition between a strictly increasing, concave, differentiable function and a convex nonsmooth function. To overcome the difficulty, we replace this term by an appropriate majorant function. Theoretically, we proved that the CP ALM method converges to a critical point of the problem and when the objective function satisfies the KL property, the sequence generated by the CP ALM method has a finite length. Numerically, we applied the CP ALM method to solve parallel MRI image reconstruction problems with nonconvex and nonsmooth log-sum as well as $\ell_p$ regularizations. The obtained results demonstrate the effectiveness of the proposed method. In the future, we are interested in a accelerated version of CP ALM by exploiting the so-called heavy ball method of Polyak [22].
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