Abstract. We provide two new formulas for quasiconformal extension to \( \overline{\mathbb{C}} \) for harmonic mappings defined in the unit disk and having sufficiently small Schwarzian derivative. Both are generalizations of the Ahlfors-Weill extension for holomorphic functions.

1. Introduction

1.1. Schwarzian derivative. Let \( \mathbb{D} \) be the unit disk and \( f \) a locally univalent holomorphic function in \( \mathbb{D} \). The pre-Schwarzian and Schwarzian derivatives of \( f \) are defined by

\[
Pf = (\log f')' = \frac{f''}{f'} \quad \text{and} \quad Sf = (Pf)' - \frac{1}{2}(Pf)^2,
\]

respectively, while the size of the Schwarzian derivative is measured by its norm

\[
\|Sf\| = \sup_{z \in \mathbb{D}} (1 - |z|^2)^2 |Sf(z)|.
\]

These operators are closely related to criteria for univalence, as well as criteria for homeomorphic or quasiconformal extension. For example, Nehari’s classical criterion states that if \( \|Sf\| \leq 2 \) then \( f \) is injective in \( \mathbb{D} \). This was strengthened by Gehring and Pommerenke who proved that if \( \|Sf\| \leq 2 \) then the image \( f(\mathbb{D}) \) is a Jordan domain and \( f \) admits a homeomorphic extension to \( \overline{\mathbb{C}} \), unless \( f \) is Möbius conjugate to the logarithm function \( \ell(z) = \log \frac{1+z}{1-z} \), that is, \( f = T \circ \ell \circ \tau \) for Möbius transformations \( T \) and \( \tau \) with \( \tau(\mathbb{D}) = \mathbb{D} \). Ahlfors and Weill [3] showed that if \( \|Sf\| \leq 2t \) for some \( t < 1 \) then \( f \) has a \( 1+\frac{t}{1-t} \)-quasiconformal extension to \( \overline{\mathbb{C}} \). We refer the reader to the book of Lehto [17] and the survey of Osgood [21] for more information on the Schwarzian derivative.

1.2. Ahlfors-Weill extension. A remarkable feature of the Ahlfors-Weill theorem is that the extension is explicit. It is given by

\[
F(z) = \begin{cases} 
\frac{f(z)}{E_f(1/\overline{z})}, & \text{if } |z| > 1, \\
f(z), & \text{if } |z| \leq 1,
\end{cases}
\]

where

\[
E_f(\zeta) = f(\zeta) + \frac{(1 - |\zeta|^2)f'(\zeta)}{\zeta - \frac{1}{2}(1 - |\zeta|^2)Pf(\zeta)}, \quad \zeta \in \mathbb{D}.
\]
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The Beltrami coefficient $\mu_F = F_z/F^z$ of the extension can be computed as

$$\mu_F(z) = \frac{1}{2} \left( \frac{\zeta}{\bar{\zeta}} \right)^2 (1 - |\zeta|^2)^2 S_f(\zeta), \quad |z| > 1, \quad \zeta = 1/z,$$

so that the condition $\|S_f\| \leq 2t$ implies that $|\mu_F| \leq t < 1$. Hence its Jacobian $J_F = |F_z|^2 - |F^z|^2$ is positive and, therefore, $F$ is locally homeomorphic in $|z| > 1$. After showing that $f$ is continuous up to the boundary $\partial \mathbb{D}$ and it matches the extension there, Ahlfors and Weill deduce that $F$ is locally homeomorphic in the Riemann sphere $\mathbb{C}$. From there, the following well-known topological proposition concludes their proof.

**Lemma A.** A locally homeomorphic mapping $F : \mathbb{C} \to \overline{\mathbb{C}}$ is a homeomorphism.

See [1, p. 23] or [2, §15C] for this. The standard proof involves first showing that $F(\mathbb{C}) = \mathbb{C}$ and then that $F$ is a covering map and finally applying the Monodromy theorem. See [16] for a different approach.

Most extension results involving the Schwarzian derivative in the literature rely on the use of this lemma; see, for example, [1, 3, 5, 7]. An exception is a result of Chuaqui and Osgood [9] who showed that under the weaker hypothesis $\|S_f\| \leq 2$ the Ahlfors-Weill extension is, still, homeomorphic if $f$ is not Möbius conjugate to the logarithm function. To prove this they studied the critical points of the density $\lambda_\Omega$ of the hyperbolic metric in $\Omega = f(\mathbb{D})$, defined by

$$\lambda_\Omega(f(z))|f'(z)| = \lambda_\mathbb{D}(z) = \frac{1}{1 - |z|^2}, \quad z \in \mathbb{D},$$

and used the fact that

$$E_f(\zeta) = w + \frac{1}{\partial_w \log \lambda_\Omega(w)}, \quad w = f(\zeta), \quad \zeta \in \mathbb{D}. \quad (3)$$

A geometric interpretation of the extension follows from this formula. Simply note that $\partial_z u = \frac{1}{2} \nabla u$ for any function $u$, so that the complex numbers $\left(\partial_w \log \lambda_\Omega(w)\right)^{-1}$ and $\nabla \log \lambda_\Omega(w)$ have the same argument. Hence, the extension moves away from $w$ in the direction of maximal growth of $\lambda_\Omega$. Minda [20] gave further geometric insight for formula (3).

### 1.3. Harmonic mappings.

A complex-valued harmonic mapping $f$ in $\mathbb{D}$ has a canonical decomposition $f = h + \overline{g}$, where $h$ and $g$ are analytic in $\mathbb{D}$. By Lewy’s theorem, $f$ is locally univalent if and only if its Jacobian $J_f = |h'|^2 - |g'|^2$ does not vanish. Also, $f$ is orientation-preserving if its dilatation $\omega = g'/h'$ satisfies $|\omega| < 1$ in $\mathbb{D}$. See Duren’s book [10] for more on the theory of planar harmonic mappings.

A generalization of the Schwarzian derivative to harmonic mappings was first given by Chuaqui, Duren and Osgood [6] and later by the second and third authors [14] of the present paper. We will follow the latter, which does not involve the Weierstass-Enneper lift to a minimal surface and so it fits better to considerations within the complex plane. Hence, the Schwarzian derivative of a
locally univalent harmonic mapping $f$ is defined by

$$S_f = (P_f)z - \frac{1}{2}(P_f)^2,$$

where $P_f = (\log J_f)z$ is the pre-Schwarzian derivative. These are equivalent to

$$P_f = Ph - \frac{\overline{\omega'}\omega}{1 - |\omega|^2}$$

and

$$S_f = Sh + \frac{\overline{\omega}}{1 - |\omega|^2}\left(\frac{h''}{h'}\omega' - \omega''\right) - \frac{3}{2} \left(\frac{\omega \overline{\omega}}{1 - |\omega|^2}\right)^2.$$  

Note that we are using the notation $Pf$ and $Sf$ when we know that the mapping $f$ is holomorphic and the notation $P_f$ and $S_f$, with the mapping $f$ as a subscript, in the more general setting of harmonic mappings. The Schwarzian norm of a harmonic mapping $f$ is defined exactly as in (1). See [14] for more about the basic properties of these operators.

The second and third authors showed in [14] that $S_f \equiv 0$ implies that $f$ is a harmonic Möbius transformation, i.e., post-composition of a Möbius transformation with an affine map. Moreover, the same authors proved in [15] that there exists a constant $c > 0$ such that if $\|S_f\| \leq c$ then $f$ is univalent in $D$. It is an interesting open problem to find the larger such constant $c$ or, at least, give some positive lower bound for it. A criterion for the existence of a quasiconformal extension was also given in [15]. These results have been extended by the first author in [11, 12] to more general domains.

Following their definition [6] of the Schwarzian derivative, Chuaqui, Duren and Osgood found in [7] a quasiconformal extension to the three-dimensional space $\mathbb{R}^3$ for the Weierstrass-Enneper lift of a harmonic mapping in $D$. They showed that under an additional assumption the image of $\mathbb{C}$ is locally a graph and, therefore, projecting it to $\mathbb{C}$ results in a planar quasiregular mapping. In view of Lemma A this mapping is actually a quasiconformal extension of the initial harmonic mapping. This result reduces to the original Ahlfors-Weill theorem when the given mapping in $D$ is analytic and, moreover, it gives the correct constants: the bound $2t$ on the Schwarzian yields a $\frac{1+t}{1-t}$-quasiconformal extension to $\overline{\mathbb{C}}$. With the same approach, Chuaqui [5] provided many more extensions.

Note that harmonic mappings admitting a Weierstrass-Enneper lift to a minimal surface require that their dilatation is the square of a meromorphic function. The purpose of this paper is to remove this hypothesis and give two formulas for quasiconformal extension to $\overline{\mathbb{C}}$ by using the Schwarzian derivative (6) and techniques entirely within the complex plane.

1.4. **Main result.** We may now state our main result.

**Theorem 1.** Let $d \in [0, 1)$ and $f = h + \overline{\mathbb{F}}$ be a locally univalent harmonic mapping in $D$ whose dilatation $\omega$ satisfies $|\omega(z)| \leq d$ for all $z \in D$. Let also $\tau$ be either

(A) the pre-Schwarzian $Ph$ or
(B) the pre-Schwarzian $P_f$.
Then, for either case (A) or (B), there exists a constant $c = c(d) > 0$ such that if $\|S_f\| \leq c$ then the mapping

$$F(z) = \begin{cases} f(z), & \text{if } |z| \leq 1, \\ E_f(1/z), & \text{if } |z| > 1, \end{cases}$$

where

$$E_f(\zeta) = f(\zeta) + \Phi(\zeta) + \omega(\zeta)\Phi(\zeta), \quad \zeta \in \mathbb{D},$$

and

$$\Phi(\zeta) = \frac{(1 - |\zeta|^2)h'(\zeta)}{\zeta - \frac{1}{2}(1 - |\zeta|^2)\tau(\zeta)}, \quad \zeta \in \mathbb{D},$$

is a quasiconformal extension of $f$ to $\mathbb{C}$.

We note that the homeomorphic extension of $f$ to the boundary $\partial \mathbb{D}$ was given in [11] under the assumption that $\|S_f\|$ is sufficiently small and under no assumption on the dilatation $\omega$.

The extension for case (A) is constructed via best Möbius approximation in Subsection 2.1, while the construction for case (B) is given in Subsection 2.2 and it involves choosing a different conformal factor than the one chosen in [7]. A connection between the two extensions is given in Subsection 2.3. The proof of the theorem, given in Section 4 for case (A) and Section 5 for case (B), relies on approximating $f$ by its dilation $f(rz), r < 1$, showing that the Beltrami coefficient of the extension is bounded away from 1 and invoking Lemma A. The desired quasiconformal extension is then harvested as the limit for $r \to 1$.

2. Construction and properties of the extensions

2.1. Best Möbius approximation and the extension (A). Martio and Sarvas [19] were the first to use best Möbius approximation in order to prove criteria for injectivity. Moreover, the observation that the Ahlfors-Weill extension can also be obtained via best Möbius approximation seems to be well known; see [20] or [21, §3.3]. We briefly describe it here and then extend this idea to harmonic mappings.

If $f$ is analytic at a point $\zeta$ then there is a unique Möbius transformation $M = M(f, \zeta)$ that agrees with $f$ up to second order at $\zeta$, that is, it satisfies $M^{(k)}(\zeta) = f^{(k)}(\zeta)$, for $k = 0, 1, 2$. It is easy to see that if $g$ is analytic at the origin and normalized by $g(0) = g'(0) - 1 = 0$ then its best Möbius approximation at the origin is

$$M(g, 0)(z) = \frac{z}{1 - \frac{1}{2}g''(0)z}.$$

If now $f : \mathbb{D} \to \mathbb{C}$ is locally univalent and $\zeta$ is a point in $\mathbb{D}$ then

$$g(z) = \frac{f(z + \zeta) - f(\zeta)}{f'(\zeta)}$$

is analytic at the origin and normalized as before. (Alternatively, we may normalize $f$ by pre-composing with an appropriate disk automorphism.) Hence, the
best Möbius approximation of \( f \) at \( \zeta \) is given by

\[
M(f, \zeta)(z) = f(\zeta) + f'(\zeta)M(g,0)(z - \zeta) = f(\zeta) + \frac{(z - \zeta)f'(\zeta)}{1 - \frac{1}{2}(z - \zeta)Pf(\zeta)}.
\]

Now the Ahlfors-Weill extension (2) can be obtained by setting

\[
E_f(\zeta) = M(f,1/\zeta)(z), \quad \zeta = 1/\tau, \quad |z| > 1.
\]

Note that for a fixed \(|z| > 1\), the points \( \zeta \) and \( z \) are symmetric with respect to the unit circle \( \partial \mathbb{D} \) and, therefore, the Möbius map \( M(f, \zeta) \) sends them to the points \( f(\zeta) \) and \( F(z) \), respectively, which are symmetric with respect to the circle \( M(f, \zeta)(\partial \mathbb{D}) \).

A harmonic Möbius transformation is a mapping \( M = T + a\overline{T} \), where \( a \in \mathbb{D} \) is a constant and \( T \) is a (holomorphic) Möbius transformation; see [6]. If \( f \) is harmonic at a point \( \zeta \) then the harmonic Möbius transformation that best approximates \( f \) at \( \zeta \) is the unique mapping \( M = M(f, \zeta) \) that agrees with \( f \) at the value, the first two analytic derivatives and the first anti-analytic derivative, that is, it satisfies

\[
M(\zeta) = f(\zeta), \quad M_z(\zeta) = f_z(\zeta), \quad M_{zz}(\zeta) = f_{zz}(\zeta), \quad M_T(\zeta) = f_T(\zeta).
\]

If \( f = h + \overline{y} \) is normalized so that \( h(0) = g(0) = 0 \) and \( h'(0) = 1 \) then its best harmonic Möbius approximation at the origin is given by

\[
M(f,0)(z) = \frac{z}{1 - \frac{1}{2}h''(0)z} + g'(0)\left(\frac{z}{1 - \frac{1}{2}h''(0)z}\right). \tag{9}
\]

Moreover, if \( f = h + \overline{y} \) is an arbitrary locally univalent harmonic mapping in \( \mathbb{D} \) and \( \zeta \) is a point in \( \mathbb{D} \) then we may normalize it as before by setting

\[
F(z) = \frac{f(z + \zeta) - f(\zeta)}{h'(\zeta)}. \tag{10}
\]

Writing \( F = H + \overline{G} \) we see that \( H''(0) = Ph(\zeta) \) and \( G'(0) = g'(\zeta)/h'(\zeta) \). Hence, the best harmonic Möbius approximation of \( f \) at \( \zeta \) is given by

\[
M(f, \zeta)(z) = f(\zeta) + h'(\zeta)M(F,0)(z - \zeta)
\]

\[
= f(\zeta) + \frac{(z - \zeta)h'(\zeta)}{1 - \frac{1}{2}(z - \zeta)Ph(\zeta)} + \omega(\zeta)\left(\frac{(z - \zeta)h'(\zeta)}{1 - \frac{1}{2}(z - \zeta)Ph(\zeta)}\right).
\]

For \(|z| > 1\), setting

\[
E_f(\zeta) = M(f,1/\zeta)(z) = f(\zeta) + \Phi(\zeta) + \omega(\zeta)\Phi(\zeta), \quad \zeta = 1/\tau,
\]

where

\[
\Phi(\zeta) = \frac{(1 - |\zeta|^2)h'(\zeta)}{\zeta - \frac{1}{2}(1 - |\zeta|^2)Ph(\zeta)} \quad \zeta \in \mathbb{D},
\]

we get the extension (7) of \( f \) to \( \overline{\mathbb{C}} \) in the case (A) of Theorem 1. Now the symmetric with respect to \( \partial \mathbb{D} \) points \( \zeta \) and \( z \) are mapped by \( M(f, \zeta) \) to the points \( f(\zeta) \) and \( F(z) \), respectively, which are symmetric with respect to the ellipse \( M(f, \zeta)(\partial \mathbb{D}) \). Here for two points to be symmetric with respect to an
ellipse we understand that they lie on the same ray emanating from the center of the ellipse (center of inversion) and that the product of their distances to the center equals the square of the distance from the center to the intersection of the ray on which they lie with the ellipse (see [4]).

2.2. A different conformal factor and the extension (B). Chuaqui, Duren and Osgood [7] considered harmonic mappings \( f = h + g \) in \( D \) whose dilatation is the square of an analytic function and, under certain assumptions, extended them with (7) and the formula

\[
E_f(\zeta) = f(\zeta) + \frac{(1 - |\zeta|^2)h'(\zeta)}{\zeta - (1 - |\zeta|^2)\partial_\zeta \sigma(\zeta)} + \frac{(1 - |\zeta|^2)g'(\zeta)}{\zeta - (1 - |\zeta|^2)\partial_\zeta \sigma(\zeta)}, \quad \zeta \in \mathbb{D}.
\]

Here \( e^\sigma = |h'| + |g'| \) is the conformal factor of the metric induced by the Weierstrass-Enneper lift on the minimal surface. If instead of this conformal factor we use the Jacobian and take \( \sigma = \log \sqrt{J_f} \) then we find that

\[
\partial_\zeta \sigma = \frac{1}{2} \left( Ph - \frac{\omega' \overline{\omega}}{1 - |\omega|^2} \right) = \frac{1}{2} P_f \quad \text{and} \quad \partial_\zeta \sigma = \frac{1}{2} P_f.
\]

Hence, for this choice of \( \sigma \) the above becomes \( E_f = f + \Phi + \overline{\omega} \Phi \), where

\[
\Phi(\zeta) = \frac{(1 - |\zeta|^2)h'(\zeta)}{\zeta - \frac{1}{2}(1 - |\zeta|^2)P_f(\zeta)}, \quad \zeta \in \mathbb{D},
\]

and therefore gives us the extension (7) of \( f \) to \( \overline{\mathbb{C}} \) in the case (B) of Theorem [4].

Another way of arriving at this formula can be seen as follows. We consider an arbitrary locally injective mapping \( f = h + g \) in \( D \) and a point \( \zeta \in \mathbb{D} \) and, after normalizing as in (10) to get \( F \), we normalize further by post-composing with an affine map in order to get a mapping whose first anti-analytic coefficient is zero. Hence, we write

\[
\hat{f} = \frac{F - G'(0)F}{1 - |G'(0)|^2} = \hat{h} + \overline{\hat{g}},
\]

and easily see that \( \hat{g}'(0) = 0 \). Now, in view of (9), we have that the best harmonic M"obius approximation of \( \hat{f} \) at the origin is

\[
M(\hat{f}, 0)(z) = \frac{z}{1 - \frac{1}{2}h''(0)z},
\]

coinciding with the approximation for \( \hat{h} \), for which we may also compute that \( \hat{h}''(0) = P_f(\zeta) \). Inverting the above affine transformation we get \( F = \hat{f} + G'(0)\hat{f} \) which motivates us to write the harmonic M"obius transformation

\[
M(\hat{f}, 0) + G'(0)M(\hat{f}, 0).
\]

Now, this is not the best harmonic M"obius approximation \( M(F, 0) \) since the second analytic derivative \( F_{zz} \) involves the second anti-analytic derivative \( \overline{\hat{f}''} \) and this information is encoded in \( M(F, 0) \), but not in (11). In short, the concept of best harmonic M"obius approximation is not affine invariant. However, we may use (11) as a (non-best) approximation of \( F \) at the origin. From there, dismantling
the normalization \(^{(10)}\) leads us to a (non-best) harmonic Möbius approximation of \(f\) at \(\zeta\) given by

\[
R(f, \zeta)(z) = f(\zeta) + \frac{(z - \zeta)h'(\zeta)}{1 - \frac{1}{2}(z - \zeta)P_f(\zeta)} + \omega(\zeta) \left( \frac{(z - \zeta)h'(\zeta)}{1 - \frac{1}{2}(z - \zeta)P_f(\zeta)} \right).
\]

The extension in the case (B) of Theorem \([4]\) can now be obtained by setting 

\[R(f, 1/z)(z)\]

for \(|z| > 1\). Even though unconventional, this argument permits the same geometric conclusions for case (B) as in case (A), i.e., that points \(\zeta\) and \(z\) which are symmetric with respect to the unit circle \(\partial \mathbb{D}\) are mapped by \(R(f, \zeta)\) to the points \(f(\zeta)\) and \(F(z)\), respectively, which are symmetric with respect to the ellipse \(R(f, \zeta)(\partial \mathbb{D})\).

2.3. Properties. Straightforward calculations can show that both extensions (A) and (B) satisfy

\[E_{af+b} = aE_f + b, \quad a, b \in \mathbb{C},\]

as well as

\[E_{f \circ \varphi_\alpha} = E_f \circ \varphi_\alpha, \quad \alpha \in \mathbb{D},\]

where

\[\varphi_\alpha(z) = \frac{z - \alpha}{1 - \alpha z}, \quad z \in \mathbb{D},\]  \hspace{1cm} (12)

is a disk automorphism. Moreover, of the two extensions only (B) satisfies the affine invariance

\[E_{f + \alpha} = E_f + aE_f, \quad a \in \mathbb{D}.\]

To see a connection between the extensions (A) and (B) let us momentarily denote by \(\Phi_j^f\) and \(E_j^f\), for \(j = A, B\), the ingredients of the extensions (A) and (B), respectively. We fix \(|z| > 1\), take \(\zeta = 1/z\) and consider the affine transformation \(\hat{f} = f - \omega(\zeta)f\). We write \(\hat{f} = \hat{h} + \hat{g}\), where

\[
\hat{h} = h - \omega(\zeta)g \quad \text{and} \quad \hat{g} = g - \omega(\zeta)h,
\]

and compute the dilatation of \(\hat{f}\) as

\[
\hat{\omega} = \frac{\omega - \omega(\zeta)}{1 - \omega(\zeta)\omega}.
\]

Evidently \(\hat{\omega}(\zeta) = 0\). Also,

\[P\hat{h} = Ph - \frac{\omega(\zeta)\omega'}{1 - \omega(\zeta)\omega},\]

so, in view of \((5)\), we have that \(P\hat{h}(\zeta) = P_f(\zeta)\). Now, it is easy to see that

\[\Phi_j^\hat{f}(\zeta) = (1 - |\omega(\zeta)|^2)\Phi_j^f(\zeta),\]
which implies that
\[
E^f_A(\zeta) = f(\zeta) - \omega(\zeta)f(\zeta) + (1 - |\omega(\zeta)|^2)\Phi^f_B(\zeta)
\]
\[
= f(\zeta) + \Phi^f_B(\zeta) + \omega(\zeta)\Phi^f_B(\zeta) - \omega(\zeta)\left(f(\zeta) + \Phi^f_B(\zeta) + \omega(\zeta)\Phi^f_B(\zeta)\right)
\]
\[
= E^f_B(\zeta) - \omega(\zeta)E^f_B(\zeta),
\]
that is, an affine transformation (which depends on the point of evaluation) of the extension $E^f_B$. This can also be inverted in order to give
\[
E^f_B(\zeta) = E^f_A(\zeta) + \omega(\zeta)E^f_A(\zeta)
\]
\[
1 - |\omega(\zeta)|^2,
\]
$\zeta \in \mathbb{D}$.

However, this will not be used in our proofs.

3. Preliminaries

3.1. Bounded Schwarzian derivative. According to Pommerenke’s [22] well-known theorem, if $h$ is analytic and locally univalent in $\mathbb{D}$ then
\[
(1 - |z|^2) \left| \frac{h''(z)}{h'(z)} - \frac{2z}{1 - |z|^2} \right| \leq 2\sqrt{1 + \frac{\|Sh\|^2}{2}}, \quad z \in \mathbb{D}. \tag{13}
\]

We denote by $F_t$ the set of all sense-preserving harmonic mappings $f = h + g$ in $\mathbb{D}$ which satisfy $\|S_f\| \leq t$, for $t > 0$, and are normalized by $h(0) = g(0) = 0$ and $h'(0) = 1$. This constitutes a normal family (see [11, §2.2]).

3.2. The hyperbolic derivative. If $\omega$ is an analytic self-mapping of $\mathbb{D}$ then its hyperbolic derivative is given by
\[
\omega^*(z) = \frac{(1 - |z|^2)\omega'(z)}{1 - |\omega(z)|^2}, \quad z \in \mathbb{D}, \tag{14}
\]
and the quantity $\|\omega^*\| = \sup_{z \in \mathbb{D}}|\omega^*(z)|$ is called the hyperbolic norm of $\omega$. In view of the Schwarz-Pick lemma we have that $\|\omega^*\| \leq 1$. Moreover, it has been shown in [13] that
\[
\frac{(1 - |z|^2)^2|\omega''(z)|}{1 - |\omega(z)|^2} \leq C\|\omega^*\|, \quad z \in \mathbb{D}, \tag{15}
\]
for some constant $C > 0$.

Let
\[
R_t = \sup \|\omega^*\|
\]
where the supremum is taken over all admissible dilatations for mappings in $F_t$.

A compactness argument for a suitably normalized subclass of $F_t$ was used in [15] to show that $R_t \to 0$ as $t \to 0$. The exact asymptotics of this convergence are not known, although in [8, §5.1] it was shown that $R_t > \sqrt[3]{2t}/3$, for $t \in (0, 3/2)$.

In view of [13], for any mapping $f = h + \overline{g}$ we have that
\[
|Sh| \leq |S_f| + \frac{|\omega'|}{1 - |\omega|^2} \frac{h''}{h'} + \frac{|\omega''|}{1 - |\omega|^2} + \frac{3}{2} \left( \frac{|\omega'|}{1 - |\omega|^2} \right)^2.
\]
If \( f \in F_t \) then we may use (13) and (15) in order to obtain

\[
\|Sh\| \leq t + CR_t
\]

for some \( C > 0 \). This calculation first appeared in [15].

4. Proof of Theorem 1(A): case \( \tau = Ph \)

Let \( f \in F_t \), for \( t > 0 \), with \( |\omega| \leq d \). We consider the dilation \( f_r(z) = f(rz) \), for \( r < 1 \), with representation \( f_r = h_r + \overline{g_r} \) and dilatation \( \omega_r(z) = \omega(rz) \). It is clear from (8) that, since both \( h'_r \) and \( Ph_r \) are bounded, the mapping \( E_{f_r} \) matches \( f_r \) on the boundary \( \partial \mathbb{D} \). Also, the denominator of \( \Phi \) is continuous in \( \mathbb{D} \). Therefore, the extension \( F_r \) of \( f_r \) is continuous in \( C \) with respect to the spherical metric. Both mappings \( f_r \) and \( E_{f_r} \) have derivatives (of all orders) in an open set containing \( \mathbb{D} \), hence so does \( F_r \) in \( \mathbb{C} \). Since \( |\omega_r| \leq d < 1 \), it suffices to show that the Beltrami coefficient of \( F_r \) in \( |z| > 1 \) is bounded away from 1, in order to conclude that \( F_r \) is locally homeomorphic in \( \mathbb{C} \). If this is proved then Lemma A will show that \( F_r \) is actually homeomorphic, hence quasiconformal, in \( \mathbb{C} \). In view of Theorem 5.3 in [15] Ch.II, §5.4], letting \( r \to 1 \) the limit mapping \( F \) is either constant, or takes two values, or is quasiconformal. The first two cases are discarded by the normalization at the origin, so that the mapping \( F \) in the statement of the theorem is quasiconformal in \( \mathbb{C} \).

We will compute the Beltrami coefficient of the extension for the initial mapping \( f \). The computation can clearly then be applied to its dilation \( f_r \). We have that

\[
\Phi_\zeta = \frac{h' \left[ \frac{1}{4} (1 - |\zeta|^2)^2 Sh - \frac{1}{4} (1 - |\zeta|^2)^2 (Ph)^2 + (1 - |\zeta|^2) \zeta Ph - \zeta^2 \right]}{\left[ \zeta - \frac{1}{2} (1 - |\zeta|^2) Ph \right]^2}
\]

and

\[
\Phi_\overline{\zeta} = \frac{-h'}{\left[ \zeta - \frac{1}{2} (1 - |\zeta|^2) Ph \right]^2}.
\]

Now, for \( |z| > 1 \) and \( \zeta = 1/z \in \mathbb{D} \), we have

\[
F_z = -\frac{1}{z^2} \left( \bar{\zeta} + \Phi_\zeta + \overline{\omega \Phi} + \omega \Phi_\overline{\zeta} \right)
\]

and

\[
F_{\overline{\zeta}} = -\frac{1}{z^2} \left( h' + \Phi_\zeta + \overline{\omega \Phi} \right).
\]

Hence the Beltrami coefficient of the extension is

\[
\mu_F = \frac{F_{\overline{\zeta}}}{F_z} = \left( \frac{z}{\zeta} \right)^2 \frac{h' + \Phi_\zeta + \overline{\omega \Phi}}{\omega h' + \Phi_\zeta + \overline{\omega \Phi} + \omega \Phi_\overline{\zeta}}.
\]

We set

\[
D = \zeta - \frac{1}{2} (1 - |\zeta|^2) Ph(\zeta)
\]

for the denominator of \( \Phi \). Let also

\[
\lambda = \frac{h' D^2}{h' D^2} \in \partial \mathbb{D}.
\]
Multiplying the numerator of $\mu$ by $D^2/h'$, the denominator by $\overline{D^2/h'}$ and using (17) we obtain

\[
\left( \frac{z}{\overline{z}} \right)^2 \mu_F = \overline{\lambda} \frac{D^2 + \overline{D^2/h'} \Phi_\zeta - \lambda \overline{\omega}}{\overline{\omega} \left( D^2 + \frac{D^2}{h'} \Phi_\zeta \right) - \lambda + \omega \frac{D^2}{h'} \Phi}.
\]

It is straightforward to see that

\[
D^2 + \frac{D^2}{h'} \Phi_\zeta = \frac{1}{2} (1 - |\zeta|^2)^2 Sh.
\]

Hence, we get that

\[
\left( \frac{z}{\overline{z}} \right)^2 \mu_F = \frac{\lambda}{2} (1 - |\zeta|^2)^2 Sh - \lambda \overline{\omega}(1 - |\zeta|^2)D
\]

\[
= \frac{\lambda \overline{\omega} - \frac{1}{2} (1 - |\zeta|^2)^2 Sh}{1 - \lambda \overline{\omega} (1 - |\zeta|^2)^2 Sh - \lambda \omega (1 - |\zeta|^2) D}.
\]

We set $\alpha = \lambda \overline{\omega}$ and $\beta = \frac{1}{2} (1 - |\zeta|^2)^2 Sh$ and note that by the hypothesis and by (16) we have that

\[ |\alpha| \leq d < 1 \quad \text{and} \quad |\beta| \leq \frac{1}{2} (t + CR_t) < 1, \]

if $t$ is assumed to be sufficiently small. Dividing the numerator and the denominator of (21) by $1 - \beta \alpha$ and using the expression (14) for the hyperbolic derivative we get that

\[
\left( \frac{z}{\overline{z}} \right)^2 \mu_F = \frac{\varphi_\beta(\alpha)}{1 - \lambda \overline{\omega} (1 - |\zeta|^2)^2 Sh - \lambda \omega (1 - |\zeta|^2) D}.
\]

where $\varphi_\beta(\alpha)$ is a disk automorphism as in (12). Therefore, we have that

\[ |\mu_F| = \frac{|\varphi_\beta(\alpha)|}{1 - \lambda \overline{\omega} (1 - |\zeta|^2)^2 Sh - \lambda \omega (1 - |\zeta|^2) D} \leq \frac{|\varphi_\beta(\alpha)|}{1 - \lambda \overline{\omega} (1 - |\zeta|^2)^2 Sh - \lambda \omega (1 - |\zeta|^2) D}.
\]

Now, it obviously holds that

\[ |1 - \beta \alpha| \geq 1 - |\alpha \beta| \geq 1 - \frac{d}{2} (t + CR_t) \]

and, by the Schwarz-Pick lemma, we have that

\[ |\varphi_\beta(\alpha)| \leq \frac{|\alpha| + |\beta|}{1 + |\alpha \beta|} \leq \frac{d + \frac{1}{2} (t + CR_t)}{1 + \frac{d}{2} (t + CR_t)}. \]

Also, recalling that $|\omega^*| \leq R_t$ and that (13) and (16) yield

\[ |D| \leq \sqrt{1 + \frac{1}{2} ||Sh||} \leq \sqrt{1 + \frac{1}{2} (t + CR_t)}, \]

we obtain

\[ |\mu_F| \leq \frac{d + \frac{1}{2} (t + CR_t)}{1 + \frac{d}{2} (t + CR_t)} \frac{R_t}{1 - \frac{d}{2} (t + CR_t) \sqrt{1 + \frac{1}{2} (t + CR_t)}}.
\]
Since the bound for $|\mu r|$ is a constant that tends to $d$ as $t \to 0$, we have that for each $0 < \varepsilon < 1 - d$ there exists $t$ sufficiently small so that $\sup_{|z| > 1} |\mu(z)| \leq d + \varepsilon < 1$.

5. Proof of Theorem 1(B): case $\tau = P_f$

The line of reasoning here follows the previous proof *in toto*: we consider the dilation $f_r(z) = f(rz)$, for $r < 1$, see that its extension $F_r$ is continuous in $\mathbb{T}$ with respect to the spherical metric, bound the Beltrami coefficient of $F_r$ in $|z| > 1$, use Lemma 15 and pass to the limit for $r \to 1$.

We set
\[
D = D - \frac{1}{2}(1 - |\zeta|^2)P_f(\zeta)
\]
for the denominator of $\Phi$ and compute
\[
\Phi_{\zeta} = \frac{h'}{D^2} \left( -1 + \frac{1}{2}(1 - |\zeta|^2)^2(P_f)^2 \right)
\]
and
\[
\Phi_{\zeta} = \frac{(1 - |\zeta|^2)h''}{D} + \frac{h'}{D^2} \left( \frac{\omega h'}{D} - \frac{\omega h''}{D} \right)^2 (1 - |\zeta|^2)^2(P_f)\zeta.
\]
Making use of (18) we find that
\[
-z^2 F_z = \omega h' + \frac{h'}{D^2} \left( -1 + \frac{1}{2}(1 - |\zeta|^2)^2(P_f)\zeta + (1 - |\zeta|^2)^2(P_f)\omega D \right)
\]
\[
+ (1 - |\zeta|^2)^2(P_f)\omega D + (1 - |\zeta|^2)^2(P_f)\zeta.
\]
For $\lambda \in \partial \mathbb{D}$ as in (20) we write
\[
-z^2 F_z = \frac{h'}{D^2} \left[ \lambda \omega D^2 - 1 + \frac{1}{2}(1 - |\zeta|^2)^2(P_f)\zeta + (1 - |\zeta|^2)^2(P_f)\omega D \right]
\]
\[
+ (1 - |\zeta|^2)^2(P_f)\omega D + (1 - |\zeta|^2)^2(P_f)\zeta.
\]
We compute
\[
(P_f)\zeta = -\frac{|\omega|^2}{(1 - |\omega|^2)^2},
\]
so that, in view of (14), we have that $(1 - |\zeta|^2)^2(P_f)\zeta = -|\omega*|^2$. We substitute this into the above, as well as $(P_f)\zeta$ from (1) and $P\mu$ from (5), in order to obtain
\[
-z^2 F_z = \frac{h'}{D^2} \left[ \lambda \omega D^2 - 1 - \frac{1}{2}|\omega*|^2 + (1 - |\zeta|^2)^2(P_f)\omega D \right]
\]
\[
+ (1 - |\zeta|^2)^2(P_f)\omega D \left( \frac{P_f}{1 - |\omega|^2} \right) - \lambda \omega D \zeta^2 + \frac{3}{2}\omega(1 - |\zeta|^2)^2 \left( S_f + \frac{1}{2}P_f^2 \zeta \right).
\]
Substituting $\omega'$ from (14) and the expression for $D$ we get
\[
-z^2 F_z = \frac{h'}{D^2} \left[ -1 + \lambda \zeta \omega D - \frac{1}{2}|\omega*|^2 - \frac{1}{2}(1 - |\zeta|^2)\omega^* P_f + \frac{1}{2}(1 - |\zeta|^2)^2 \omega S_f \right].
\]
On the other hand, in view of (19) we have that

\[ -z^2 F_z = \frac{h'}{D^2} \left[ D^2 + (1 - |\zeta|^2) D P h - \frac{1}{2} (1 - |\zeta|^2)^2 (P_f) \zeta - \lambda \omega + \frac{1}{2} \lambda \omega (1 - |\zeta|^2)^2 (P_f) \zeta \right], \]

for which we work as before in order to obtain

\[ -z^2 F_z = \frac{h'}{D^2} \left[ \zeta \omega^* - \frac{1}{2} \lambda \omega^* |\omega|^2 - \frac{1}{2} (1 - |\zeta|^2) \omega P_f + \frac{1}{2} (1 - |\zeta|^2) S_f \right]. \]

Hence, factoring out \( \omega^* \), for the Beltrami coefficient we have that

\[ \left( \frac{z}{\bar{z}} \right)^2 \mu_F = \frac{-z^2 F_z}{-z^2 F_z} \]

\[ = \frac{-\lambda \omega + \frac{1}{2} (1 - |\zeta|^2)^2 S_f + \omega^* \left( \zeta \omega - \frac{1}{2} \lambda \omega^* - \frac{1}{2} (1 - |\zeta|^2) \omega P_f \right)}{1 + \frac{1}{2} (1 - |\zeta|^2)^2 S_f + \omega^* \left( \lambda \zeta - \frac{1}{2} \lambda \omega^* - \frac{1}{2} (1 - |\zeta|^2) P_f \right)}. \]

We set

\[ \alpha = \lambda \omega \quad \text{and} \quad \beta = \frac{1}{2} (1 - |\zeta|^2)^2 S_f \]

and note that \(|\alpha| \leq d < 1 \) and \(|\beta| \leq t/2 \). Dividing both numerator and denominator by \(1 - \beta \alpha\) we obtain

\[ \left( \frac{z}{\bar{z}} \right)^2 \mu_F = \frac{\varphi_\beta(\alpha) - \omega^* M}{1 - \omega^* N}, \]

where \( \varphi_\beta(\alpha) \) is as in (12),

\[ M = \frac{\zeta \omega - \frac{1}{2} \lambda \omega^* - \frac{1}{2} (1 - |\zeta|^2) \omega P_f}{1 - \beta \alpha} \]

and

\[ N = \frac{\lambda \zeta - \frac{1}{2} \lambda \omega^* - \frac{1}{2} (1 - |\zeta|^2) P_f}{1 - \beta \alpha}. \]

Now, clearly

\[ |1 - \beta \alpha| \geq 1 - |\alpha \beta| \geq 1 - dt/2 \]

and, also, in view of (19), (20) and (21) we have that

\[ (1 - |\zeta|^2) |P_f| \leq (1 - |\zeta|^2) |P h| + |\omega^*| \leq 2 + 2 \sqrt{1 + \frac{t + CR_t}{2}} + dR_t \leq k \]

for some constant \( k > 0 \). Therefore,

\[ |M| \leq \frac{d + dR_t/2 + dk/2}{1 - dt/2} \leq K \]

and

\[ |N| \leq \frac{1 + R_t/2 + k/2}{1 - dt/2} \leq L \]

for constants \( K, L > 0 \). By the Schwarz-Pick lemma we have that

\[ |\varphi_\beta(\alpha)| \leq \frac{|\alpha| + |\beta|}{1 + |\alpha \beta|} \leq \frac{d + t/2}{1 + dt/2} \]

and, finally, for the Beltrami coefficient we have the bound

\[ |\mu_F| \leq \frac{d + t/2 + K R_t}{1 - LR_t}. \]
Seeing that this bound tends to \( d \) as \( t \to 0 \) the proof is complete.
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