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In order to improve the planning effect of the development path of the sports and wellness town, this article combines computer virtual technology to analyze the development path planning of the sports and wellness town and conducts research on the effect of the development path planning of the sports and wellness town through simulation research. Moreover, in order to deal with unknown time-varying actuator faults and uncertain disturbances of the system, an improved cost function is constructed in this article, which guarantees the expected performance index of the original system. In addition, this article uses the single-network ADP algorithm to solve the event-triggered HJB equation and adopts a new weight update law. Finally, an event-triggered near-optimal controller is obtained when evaluating the network’s success in approximating the improved cost function. The simulation study shows that the development path planning method of sports and wellness town based on computer virtual reality technology proposed in this article has a good effect and can effectively promote the progress and development of sports and wellness town.

1. Introduction

The wellness industry is a derivative industry that arises as people pursue a wellness life. It is a new format and form. With the improvement in people's living consumption level, wellness’s tourism consumption model is more and more popular. The integration of sports tourism and wellness industry utilizes the advantages of both, integrates the characteristics of the sports industry, and uses sports tourism as an intermediary to achieve the purpose of wellness [1]. The integration of sports tourism and wellness industry is a new model of wellness town that relies on the wellness industry to hold sports events based on scenic spots and features sports elements combined with the local climate and environment. According to the characteristics of the scenic spot, it has been formed into a composite wellness sports tourism product and a folk traditional sports experience tour. Moreover, it provides new possibilities for the development of the sports industry and a new path for the development of sports tourism [2].

At present, people have great demand for wellness, and the integration of the wellness industry has become the mainstream trend in the market and the development trend in the times. For this wave of development, we should continue to explore the path of integration and development of sports tourism and wellness industry, and a new tourism method, the form of integration of sports and wellness industry, came into being [3].

In the integrated development of the wellness industry and the sports industry, the definition of the integration of the wellness industry and the sports industry is mainly defined from the perspective of economic research. In modern tourism economics, wellness tourism is the most important form of the wellness industry. Specifically, it refers to the tourism activities that tourists can improve their physical and mental literacy in the process of tourism, such as bungee jumping, rafting, adventure, and other leisure sports. In addition, it also refers to tourism products that are organically combined with tourism resources and based on the purpose of paying attention to and caring for human
health, such as tourism route design, medical wellness tourism product design, resorts, etc [4]. Secondly, the so-called sports industry, especially the sports industry that is integrated with the wellness industry, is mainly a collection or system of enterprises consisting of tourism product development activities with three main components: the development of economic activities with recreational sports value, the provision of recreational sports living facilities, and the value function of recreational sports tourism, mainly for the purpose of outdoor sports [5]. From the perspective of modern tourism economics, both the wellness industry and leisure sports pay more attention to the improvement in tourists' physical and mental literacy in terms of conceptual connotation, so as to meet the needs of consumers for development. Furthermore, industrial integration refers to an economic phenomenon. With the progress of science and technology and the relaxation of economic control policies, different industries or different industries of the same industry have shown a trend in overlapping development in the development and utilization of the market and technology network platforms. Moreover, they form new industrial attributes and product forms in a way of interweaving and infiltrating [6]. Finally, the integrated development of the wellness industry and the sports industry is the result of the current strong correlation between my country's tourism industry, better macro policies, and fierce market competition. Moreover, the development trend in the wellness industry and the sports industry integration is obvious. It is a new type of tourism mode that emphasizes the difference between the wellness and sports industry, in order to achieve better market share and market potential mining and better meet the needs of consumers. At the same time, it is a new model of comprehensive three-dimensional development that widely combines tourism, agriculture, industry and the tertiary industry in the service industry, high-tech industry, sports industry, and cultural education industry [7].

The introduction of the concept of ecological sports is the inevitable result of social development. After human beings have experienced industrial civilization, the social economy has developed significantly, and people's living environment and living standards have been significantly improved. However, it is accompanied by increasingly serious natural environment problems, the ecological balance has been destroyed, and ecological problems have become a consistent problem faced by all countries in the world [8]. Ecological sports have the characteristics of nature, culture, and society, and it follows the harmonious development of man and nature, society, and sports. Moreover, the protection of ecology and the rational use of ecological resources have become the consensus reached in today's world. Therefore, according to the characteristics of ecological sports, it is necessary to give full play to its social attributes, and through the combination of ecology and sports to promote economic progress, stimulate the rigid demand for employment and alleviate social conflicts. In addition, ecological sports emphasize the mutual integration and harmonious coexistence of man and nature. In the process of participating in ecological sports activities, people always adhere to this principle and protect the big family on which we depend. The literal meaning of ecological sports is not the so-called native and original sports form, but a serious social problem that people in modern society realize after experiencing the natural crisis and need to be protected urgently. The natural environment is the shelter for human survival, and the health of the human body is largely affected by the natural environment, so the concept of ecological sports that integrates with nature came into being [9].

It is a problem how wellness leisure sports tourism can achieve the purpose of improving the quality of life of tourists in tourist destinations with recuperation factors. At present, foreign wellness tourism pays great attention to health infrastructure and health service projects [10]. Through entertainment, fitness, and self-cultivation, tourists are encouraged to achieve a harmonious and healthy state [11]. With the increase of age, the change of lifestyle, the intensification of work and life pressure, and other reasons, many organs of the human body will appear unbalanced aging and subhealth state. Therefore, health needs to be "managed." The highest state of "management" is "to cure the disease before it does not cure the disease already." The connotation of "management" is to proactively prevent, maintain, or achieve "not getting sick." If the patient is already "sick" and then performs "management," it is to stop the horse and dig a well when thirsty. Moreover, some diseases, especially chronic diseases, cannot be treated with long-term medication, and hospitals are instead remedial and auxiliary treatments. Therefore, scientific exercise, nutritious diet, positive attitude, acquisition of motor skills, etc., have become the key and guaranteed treatment methods when visiting tourist destinations with convalescent factors. In the tourism environment with convalescent factors, the carrier of wellness leisure sports tourism to play the greatest effect of health care and pension lies in the organic integration of sports, leisure, exercise, and health care and pension [12]. In view of the differences in physical constitutions of "not sick," "about to be sick," and "already sick," as well as the age difference between the old, middle, and young, it is necessary to scientifically formulate personalized and tailored services and issue "prescriptions" for health care, elderly care, sports, and leisure. At the same time, it is necessary to promote active and effective sports and healthy lifestyle, integrating traditional health care culture, traditional Chinese medicine health care, Confucianism, Buddhism and Taoism health care, food culture health care and other leisure health care elements, sports science, traditional sports and other sports elements, modern medical care, and "treatment of the future" and other health management methods to effectively manage and intervene in health. Thus, it can achieve the purpose of preventing and treating diseases; enhancing physical fitness, body rehabilitation, medical care, beauty, self-cultivation, and prolonging life; and improving, enhancing, and maintaining the physical and mental health of tourists [13].

Leisure sports are different from public welfare sports and social sports in the traditional sense, and leisure sports are more autonomous and interesting, and there are no rigid requirements for sports forms. Moreover, leisure sports are
relatively more flexible, and you can choose to participate in sports activities or sports practice in your spare time, and effective linkage and interaction can be formed between different sports items, which greatly enriches the sports content of leisure sports. The wellness industry is an important part of the development of the health care industry [14]. With the rise of the health care industry and the health care economy, market capital has intervened in the development of the health care industry, making the wellness industry attract attention in the context of healthy China and become an important part of the development of health care. The development of the health-preserving industry in the traditional sense is limited to providing services for middle-aged and elderly groups. The development of the wellness industry involves many social groups such as teenagers, middle-aged and elderly people, pregnant women, and infants, and it covers a wider range and the wellness forms are rich and diverse. On the one hand, based on agricultural wellness, it can help the development of rural tourism service industry and solve mental health problems by providing tourism services [15]. On the other hand, around the construction of a diversified wellness service system, a variety of wellness services can be provided from the aspects of community elderly care, rehabilitation physiotherapy, nursing, and health consultation. Therefore, the development of the wellness industry is directly related to the development of healthy China. The establishment of a wellness industrial service system with regional characteristics in various places will play a positive role in improving the healthy living standards of the people. In the future stage, the integration and development of leisure sports and wellness industry is imperative [16].

This article combines computer virtual technology to analyze the development path planning of the sports wellness town. Through the simulation research, the effect of the development path planning of the sports wellness town can be studied, and the development effect of the sports wellness town can be effectively improved.

2. Virtual Simulation Optimization Control of Sports Wellness Town

2.1. Curved Grids and Coordinate Transformations. The corresponding relationship between the grid points in the rectangular coordinate system and the curvilinear coordinate system is:

\[
\begin{align*}
\frac{\partial x}{\partial \rho} + \frac{\partial x}{\partial \theta} \frac{\partial \theta}{\partial x} &= 1, \\
\frac{\partial y}{\partial \rho} + \frac{\partial y}{\partial \theta} \frac{\partial \theta}{\partial y} &= 1, \\
\frac{\partial z}{\partial \rho} + \frac{\partial z}{\partial \theta} \frac{\partial \theta}{\partial z} &= 1, \\
\frac{\partial \rho}{\partial x} &= \cos \theta, \\
\frac{\partial \theta}{\partial x} &= -\rho \sin \theta, \\
\frac{\partial \rho}{\partial y} &= \sin \theta, \\
\frac{\partial \theta}{\partial y} &= \rho \cos \theta,
\end{align*}
\]

where \(x\) and \(z\) are functions of \(\rho, \theta\). According to the chain rule, by derivation of \(x\) and \(z\) on both sides of the equation, we can get:

\[
\begin{align*}
\frac{\partial x}{\partial \rho} &= \cos \theta, \\
\frac{\partial x}{\partial \theta} &= -\rho \sin \theta, \\
\frac{\partial y}{\partial \rho} &= \sin \theta, \\
\frac{\partial y}{\partial \theta} &= \rho \cos \theta,
\end{align*}
\]

From formula (2), the derivatives \(\frac{\partial \rho}{\partial x}, \frac{\partial \theta}{\partial x}, \frac{\partial \rho}{\partial z},\) and \(\frac{\partial \theta}{\partial z}\) of \(\rho, \theta\) about \(x\) and \(z\) are solved:

\[
\begin{align*}
\frac{\partial \rho}{\partial x} &= \frac{1}{\rho}, \\
\frac{\partial \theta}{\partial x} &= \frac{\sin \theta}{\rho}, \\
\frac{\partial \rho}{\partial z} &= \frac{1}{\rho}, \\
\frac{\partial \theta}{\partial z} &= \frac{\cos \theta}{\rho},
\end{align*}
\]

The solution process of \(J\) is as follows:

\[
\begin{align*}
\frac{\partial x}{\partial \rho} &= \cos \theta, \\
\frac{\partial x}{\partial \theta} &= -\rho \sin \theta, \\
\frac{\partial y}{\partial \rho} &= \sin \theta, \\
\frac{\partial y}{\partial \theta} &= \rho \cos \theta,
\end{align*}
\]

It is known that the variable \(p, 0\) of the curved coordinate system is used to represent the function corresponding relationship of the variables \(x\) and \(z\) of the rectangular coordinate system. Therefore, the partial derivatives of the variables in the rectangular coordinate system to the variables in the curved coordinate system can be obtained, and the Jacobian matrix \(J\) of the coordinate transformation coefficients can be obtained. At this time, the partial derivatives of the parameters of the curved coordinate system to the parameters of the rectangular coordinate system can be obtained through \(J\) inverse. Thus, the mutual conversion of the partial derivatives in the rectangular system where the physical area is located and the partial derivatives of the respective variables in the curved coordinate system where the calculation area is located is realized.

The curved grid is the transformation of the irregular physical space into a regular grid that is easy to calculate by the computer through coordinate transformation. The
undulating interface taken above is a special case in a special curved coordinate system. In this regard, we do further abstraction and generalization, and when the undulating interface or the ground surface is a general derivable smooth function, the corresponding relationship between the rectangular system and the curved coordinate system is as in formula (5).

The mapping relationship between the known physical area and the computing area is as follows:

\[
\begin{align*}
x &= x(\xi, \eta), \\
z &= z(\xi, \eta),
\end{align*}
\]

where \(x\) and \(z\) are functions of \(\xi, \eta\), and the two sides of the formula are derived from \(x\) and \(z\) respectively to obtain:

\[
\begin{align*}
1 &= \frac{\partial x}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial x}{\partial \eta} \frac{\partial \eta}{\partial x}, \\
0 &= \frac{\partial x}{\partial \xi} \frac{\partial \xi}{\partial z} + \frac{\partial x}{\partial \eta} \frac{\partial \eta}{\partial z}, \\
0 &= \frac{\partial z}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial z}{\partial \eta} \frac{\partial \eta}{\partial x}, \\
1 &= \frac{\partial z}{\partial \xi} \frac{\partial \xi}{\partial z} + \frac{\partial z}{\partial \eta} \frac{\partial \eta}{\partial z},
\end{align*}
\]

where \(\frac{\partial x}{\partial \xi}, \frac{\partial x}{\partial \eta}, \frac{\partial z}{\partial \xi}, \) and \(\frac{\partial z}{\partial \eta}\) are known quantities. Then, it can be solved from formula (6) [17]:

\[
\begin{align*}
\frac{\partial \xi}{\partial x} &= \frac{1}{J} \frac{\partial x}{\partial \eta} \frac{\partial \eta}{\partial z} = \frac{1}{J} \frac{\partial x}{\partial \eta}, \\
\frac{\partial \eta}{\partial x} &= \frac{1}{J} \frac{\partial x}{\partial \eta} \frac{\partial \eta}{\partial z} = \frac{1}{J} \frac{\partial x}{\partial \eta},
\end{align*}
\]

where

\[
J = \begin{vmatrix} \frac{\partial x}{\partial \xi} & \frac{\partial x}{\partial \eta} \\ \frac{\partial z}{\partial \xi} & \frac{\partial z}{\partial \eta} \end{vmatrix},
\]

\[
= \frac{\partial x}{\partial \xi} \frac{\partial z}{\partial \eta} - \frac{\partial x}{\partial \eta} \frac{\partial z}{\partial \xi}.
\]

Using the chain derivation rule and the variable element conversion formula (7) of the rectangular coordinate system, the stress-velocity equation in the rectangular coordinate system can be processed, and the stress-velocity equation in the curved coordinate system can be obtained as follows:

\[
\begin{align*}
\rho \frac{\partial V_x}{\partial t} &= \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xz}}{\partial z} + \frac{\partial \sigma_{x\eta}}{\partial \eta} + \frac{\partial \sigma_{x\xi}}{\partial \xi} + \frac{\partial \sigma_{x\zeta}}{\partial \zeta}, \\
\rho \frac{\partial V_z}{\partial t} &= \frac{\partial \sigma_{zz}}{\partial x} + \frac{\partial \sigma_{zz}}{\partial z} + \frac{\partial \sigma_{z\eta}}{\partial \eta} + \frac{\partial \sigma_{z\zeta}}{\partial \zeta}, \\
\frac{\partial \sigma_{xx}}{\partial t} &= (\lambda + 2\mu) \left[ \frac{\partial V_x}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial V_x}{\partial \eta} \frac{\partial \eta}{\partial x} \right] + \lambda \left[ \frac{\partial V_x}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial V_x}{\partial \eta} \frac{\partial \eta}{\partial x} \right], \\
\frac{\partial \sigma_{zz}}{\partial t} &= \lambda \left[ \frac{\partial V_z}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial V_z}{\partial \eta} \frac{\partial \eta}{\partial x} \right] + (\lambda + 2\mu) \left[ \frac{\partial V_z}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial V_z}{\partial \eta} \frac{\partial \eta}{\partial x} \right], \\
\frac{\partial \sigma_{x\eta}}{\partial t} &= \mu \left[ \frac{\partial V_x}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial V_x}{\partial \eta} \frac{\partial \eta}{\partial x} \right] + \frac{\partial V_x}{\partial \eta} \frac{\partial \eta}{\partial x} + \frac{\partial V_z}{\partial \eta} \frac{\partial \eta}{\partial x} \right].
\end{align*}
\]

For the convenience of expression, the symbol \(f_x = \partial f / \partial x\) is introduced, then formula (9) can be expressed as:

\[
\begin{align*}
\rho v_{x, x} &= \xi_x \sigma_{xx, x} + \xi_z \sigma_{xz, x} + \eta_x \sigma_{x\eta, x} + \eta_z \sigma_{x\zeta, x}, \\
\rho v_{x, z} &= \xi_x \sigma_{xz, x} + \xi_z \sigma_{zz, x} + \eta_x \sigma_{z\eta, x} + \eta_z \sigma_{z\zeta, x}, \\
\sigma_{x, x} &= (\lambda + 2\mu) \xi_x v_{x, x} + \lambda \xi_z v_{x, z} + (\lambda + 2\mu) \eta_x v_{x, \eta} + \lambda \eta_z v_{x, \zeta}, \\
\sigma_{z, z} &= \lambda \xi_x v_{x, z} + \lambda \xi_z v_{z, x} + \eta_x \sigma_{z, x, \eta} + (\lambda + 2\mu) \eta_z v_{x, \zeta}, \\
\sigma_{x, \eta} &= \mu (\xi_x v_{x, \eta} + \xi_z v_{z, \eta} + \eta_x v_{x, \zeta} + \eta_z v_{z, \zeta}).
\end{align*}
\]

The above formula can be expressed as a matrix:

\[
W = \begin{bmatrix} A \cdot W_{\hat{x}} + B \cdot W_{\hat{\eta}} \end{bmatrix},
\]

where

\[
W = \begin{bmatrix} v_x & v_z & \sigma_{xx} & \sigma_{xz} \end{bmatrix},
\]

\[
A = \begin{bmatrix} 0 & 0 & \xi_z / \rho & 0 & \xi_x / \rho \\
0 & 0 & 0 & \xi_z / \rho & \xi_x / \rho \\
\chi \xi_x & \chi \xi_z & 0 & 0 & 0 \\
\lambda \xi_x & \chi \xi_z & 0 & 0 & 0 \\
\mu \xi_z & \mu \xi_x & 0 & 0 & 0 \end{bmatrix},
\]

\[
B = \begin{bmatrix} 0 & 0 & \eta_z / \rho & \eta_x / \rho \\
0 & 0 & 0 & \eta_z / \rho & \eta_x / \rho \\
\chi \eta_x & \lambda \eta_z & 0 & 0 & 0 \\
\lambda \eta_x & \chi \eta_z & 0 & 0 & 0 \\
\mu \eta_z & \mu \eta_x & 0 & 0 & 0 \end{bmatrix}.
\]

2.2. Finite Difference of Staggered Grid. Due to its simplicity and flexibility, the finite difference method has been greatly loved by scholars since the finite difference method was
introduced into the field of virtual line work and has been widely used in various virtual line wave field numerical calculations. Today, finite differences are ubiquitous in the field of virtual line exploration. Among these finite difference methods, some are the finite difference method of the discrete second-order elastic wave equation (referred to as the displacement wave equation, that is the motion balance equation) and some are staggered grid finite difference methods for discretizing first-order stress-velocity elastic wave equations (stress-velocity equations). As discussed in the previous section, the discrete first-order stress-velocity equation has obvious advantages over the discrete second-order displacement wave equation. Therefore, this chapter mainly discusses the finite difference method for discretizing the stress-velocity equation using a staggered grid and does not discretize the displacement wave equation.

The traditional finite difference method for discretizing the displacement wave equation involves second-order partial derivatives, which reduces the calculation accuracy. Moreover, the finite difference method for the displacement wave equation also needs to discretize the elastic parameters of the medium, which reduces the computational efficiency. However, the discrete stress-velocity equation does not involve higher-order partial derivatives, and the simulation calculation accuracy is higher and the convergence speed is faster. It staggering the five-wave field components involved in the first-order stress-velocity equation in time and space, avoids the derivation of elastic parameters, and has a wider range of applications. Therefore, it can numerically simulate more complex media than traditional methods.

The main steps of staggered mesh discretization of the first-order stress-velocity equation are as follows: The first step is to convert the displacement wave equation into a stress-velocity equation and convert the equation containing the second-order partial derivative into an equation containing only the first-order partial derivative. The second step is to distribute the five-wave field components in the first-order stress-velocity equation on the grid nodes of the model in a regular and orderly manner. The third step is to discretize the first-order partial derivative with respect to time in the equation, and obtain a time difference format with 2M-order accuracy according to the calculation accuracy requirements. The fourth step is to discretize the space dimension of the first-order stress-velocity equation, that is to discretize the first-order partial derivatives of the equation with respect to space (in the two-dimensional case, the first-order partial derivatives of x and z). Thereafter, the spatial difference format with 2N-order precision is obtained according to the calculation precision requirements. The fifth step is to finally obtain the complete staggered grid difference format of the first-order stress-velocity wave equation in time and space. From the initial 0 time to the maximum time at the end of the simulation, it gradually calculates the values of the three components of stress and the two components of velocity at each moment from front to back. Finally, the calculation is completed for all points in the calculation area and at all times. So far, the forward modeling of the wave equation by the staggered grid finite difference method is realized.

Next, this article specifically describes the specific calculation process of the staggered grid finite difference method. Moreover, this article explains how to achieve interleaving in time and space, how to obtain a differential format with 2N-order precision in space, how to obtain a 2M-order differential format in time, and how to calculate the corresponding wave field value at the next moment step by step.

Since functions can only calculate finite discrete functions, continuous function variables must be discretized and infinite function variables must be limited before using a computer for numerical simulation. Therefore, when using a computer to simulate the virtual line wave field, it is necessary to discretize the continuous wave equation and add artificial boundaries to the virtual line wave propagating in the semi-infinite medium region in real conditions. When the first-order stress-velocity equation is numerically simulated, it must be discretized, and finite difference is used to approximate the equation. When the grid is appropriate, its result is very close to the analytical solution of the equation. As mentioned in the introduction of the calculation principle above, the five components of the wave field are distributed alternately in time and space, and the calculation interval between the alternate calculation of velocity and stress differs by half a time step (Δt/2). The wave field quantity is expanded into a series with time as a variable by Taylor series. Taking vx as an example, vx (t = Δt/2) and vx (t − Δt/2) are expanded at t by Taylor’s formula:

\[
v_x(t + \frac{\Delta t}{2}) = v_x(t) + \frac{\partial v_x}{\partial t} \frac{\Delta t}{2} + \frac{1}{2!} \frac{\partial^2 v_x}{\partial t^2} \left(\frac{\Delta t}{2}\right)^2 + \frac{1}{3!} \frac{\partial^3 v_x}{\partial t^3} \left(\frac{\Delta t}{2}\right)^3 + \cdots + \frac{1}{m!} \frac{\partial^m v_x}{\partial t^m} \left(\frac{\Delta t}{2}\right)^m + o(\Delta t^m),
\]

\[
v_x(t - \frac{\Delta t}{2}) = v_x(t) + \frac{\partial v_x}{\partial t} \frac{\Delta t}{2} + \frac{1}{2!} \frac{\partial^2 v_x}{\partial t^2} \left(\frac{\Delta t}{2}\right)^2 - \frac{1}{3!} \frac{\partial^3 v_x}{\partial t^3} \left(\frac{\Delta t}{2}\right)^3 + \cdots + \frac{1}{m!} \frac{\partial^m v_x}{\partial t^m} \left(-\frac{\Delta t}{2}\right)^m + o(\Delta t^m).
\]

By subtracting the following formula from the above formula, we get:

\[
v_x(t + \frac{\Delta t}{2}) = v_x(t - \frac{\Delta t}{2}) + 2 \sum_{m=1}^{M} \frac{\Delta t}{(2m-1)!} \frac{\partial^{2m-1} v_x}{\partial t^{2m-1}} \left(\frac{\Delta t}{2}\right)^{2m-1} + o(\Delta t^{2m}).
\]

If M = 1 is taken when solving the time derivative, then:

\[
v_x(t + \frac{\Delta t}{2}) = v_x(t - \frac{\Delta t}{2}) + \frac{\Delta t}{2} \frac{\partial v_x}{\partial t} + o(\Delta t^3).
\]
\[ v_x(t + \frac{\Delta t}{2}) = v_x(t - \frac{\Delta t}{2}) + \frac{\Delta t}{\rho} \left( \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xx}}{\partial z} \right). \]  

From the central difference formula and formula ignoring high-order infinitesimals, the second-order time approximate difference format of \( v_x \) is obtained as:

\[ v_x(t + \frac{\Delta t}{2}) = v_x(t - \frac{\Delta t}{2}) + \Delta t \left( \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xx}}{\partial z} \right). \]

Similarly to the above process of solving the second-order time difference scheme of \( v_x \), the five-component wave field of the first-order stress-velocity equation can be expanded by Taylor’s formula, namely:

\[
\begin{align*}
\sigma_{xx}(t + \frac{\Delta t}{2}) & = \sigma_{xx}(t - \frac{\Delta t}{2}) + \Delta t \left[ C_{1111} \frac{\partial v_x}{\partial x} + C_{1113} \frac{\partial v_z}{\partial x} \right], \\
\sigma_{zz}(t + \frac{\Delta t}{2}) & = \sigma_{zz}(t - \frac{\Delta t}{2}) + \Delta t \left[ C_{1133} \frac{\partial v_x}{\partial z} + C_{3333} \frac{\partial v_z}{\partial z} \right], \\
\sigma_{xz}(t + \frac{\Delta t}{2}) & = \sigma_{xz}(t - \frac{\Delta t}{2}) + \Delta t \left[ C_{4411} \frac{\partial v_x}{\partial x} + C_{4433} \frac{\partial v_z}{\partial z} \right].
\end{align*}
\]

When \( M \) is greater than 1, more time layers are involved, which will occupy a large amount of memory, which is inconvenient for calculation. The relationship between time and space of the first-order stress-velocity equation can be used to convert the partial derivative of stress to time to the partial derivative of velocity to space, and the partial derivative of velocity to time to the partial derivative of stress to space. If there is a high calculation requirement for the time difference accuracy in the process of wave field simulation, a high-order difference approximation in time is required. Through this partial derivative conversion from the time domain to the space domain, the wave field value calculation with high time difference accuracy can be achieved on the premise of generating fewer time layers and occupying less storage space. It can not only ensure high accuracy in time, but also does not need too many wave field values at the moment. That is to say, when calculating the wave field value at a certain moment, we only need to know the wave field value at the previous moment and the wave field value corresponding to the half-time node sandwiched between the two, which is similar to the case where \( M \) is 1.

For example, when \( M = 2 \), the fourth-order time difference of the velocity component \( v_x \) is approximately:

\[ v_x(t + \frac{\Delta t}{2}) = v_x(t - \frac{\Delta t}{2}) + \frac{\partial v_x}{\partial t} \Delta t + \frac{\Delta t^3 \partial^3 v_x}{24 \partial t^3}. \]

Odd derivatives in time are converted to derivatives in space:

\[
\begin{align*}
\frac{\partial v}{\partial t} & = \frac{1}{\rho} \left( \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xx}}{\partial z} \right), \\
\frac{\partial^3 v}{\partial t^3} & = \frac{\partial^2}{\partial t^2} \left( \frac{\partial v_x}{\partial t} \right) = \frac{1}{\rho} \frac{\partial^2}{\partial t^2} \left( \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xx}}{\partial z} \right), \\
& = \frac{1}{\rho} \left[ (\lambda + 2\mu) \frac{\partial^3 \sigma_{xx}}{\partial x^3} + (2\lambda + 3\mu) \frac{\partial^3 \sigma_{sx}}{\partial x \partial z^2} + (\lambda + \mu) \frac{\partial^3 \sigma_{sz}}{\partial x \partial z^2} + \mu \frac{\partial^3 \sigma_{zz}}{\partial z^3} \right].
\end{align*}
\]

Then, the fourth-order time approximate difference format of \( v_x \) is:

\[ v_x(t + \frac{\Delta t}{2}) = v_x(t - \frac{\Delta t}{2}) + \frac{\Delta t}{\rho} \left( \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xx}}{\partial z} \right) + \frac{\Delta t^3}{24\rho^2} \left[ (\lambda + 2\mu) \frac{\partial^3 \sigma_{xx}}{\partial x^3} + (2\lambda + 3\mu) \frac{\partial^3 \sigma_{sx}}{\partial x \partial z^2} + (\lambda + \mu) \frac{\partial^3 \sigma_{sz}}{\partial x \partial z^2} + \mu \frac{\partial^3 \sigma_{zz}}{\partial z^3} \right]. \]

Similarly, other higher-order time difference approximations can also be obtained by this transformation grafting method.

2.3. 2N-Order Difference Approximation Scheme in Space

This article mainly discusses the two-dimensional isotropic medium in the \( x-o-z \) plane. \( r \) is distributed on the whole grid.
points of the discrete grid, and the remaining wave field quantities \( v \ldots o \) are distributed on the half grid points of the discrete grid.

\[
\sum_{n=1}^{N} C_n \left[ \sigma_{xx} \left[ x + \frac{\Delta x}{2} (2n - 1) \right] - \sigma_{xx} \left[ x - \frac{\Delta x}{2} (2n - 1) \right] \right],
\]

\[
= \frac{2}{3!} \left( \frac{1}{2} \right)^3 C_1 + \left( \frac{3}{2} \right)^3 C_2 + \left( \frac{5}{2} \right)^3 C_3 + \cdots + \left( \frac{2N-1}{2} \right)^3 C_N \frac{\partial^3 \sigma_{xx}}{\partial x^3} \Delta x^3 + ,
\]

\[
= \frac{2}{5!} \left( \frac{1}{2} \right)^5 C_1 + \left( \frac{3}{2} \right)^5 C_2 + \left( \frac{5}{2} \right)^5 C_3 + \cdots + \left( \frac{2N-1}{2} \right)^5 C_N \frac{\partial^5 \sigma_{xx}}{\partial x^5} \Delta x^5 + ,
\]

\[
\ldots
\]

\[
= \frac{2}{(2N-1)!} \left( \frac{1}{2} \right)^{2N-1} C_1 + \left( \frac{3}{2} \right)^{2N-1} C_2 + \left( \frac{5}{2} \right)^{2N-1} C_3 + \cdots + \left( \frac{2N-1}{2} \right)^{2N-1} C_N \frac{\partial^{2N} \sigma_{xx}}{\partial x^{2N-1}} \Delta x^{2N-1} .
\]  

(21)

The above summation formula is approximately simplified, only the first-order partial derivative term \( \frac{\partial \sigma_{xx}}{\partial x} \) is retained, and its coefficient is 1, and the rest of the higher-order partial derivative terms are all 0 to obtain a 2N-order differential coefficient matrix:

\[
\begin{bmatrix}
1 & 3 & 5 & \cdots & 2N-1 \\
1^3 & 3^3 & 5^3 & \cdots & (2N-1)^3 \\
1^5 & 3^5 & 5^5 & \cdots & (2N-1)^5 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1^{2N-1} & 3^{2N-1} & 5^{2N-1} & \cdots & (2N-1)^{2N-1}
\end{bmatrix}
\begin{bmatrix}
C_1 \\
C_2 \\
C_3 \\
\vdots \\
C_N
\end{bmatrix}
= \begin{bmatrix} 1 \\ 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} .
\]

(22)

The difference weight coefficient \( C_n \) is related to the difference order 2N. The difference weight coefficients corresponding to some commonly used orders are given below:

- If \( 2N = 4 \), \( C_1^{(2)} = 1.125; C_2^{(2)} = -0.417; \)
- If \( 2N = 6 \), \( C_1^{(3)} = 1.172; C_2^{(3)} = -0.065; C_3^{(3)} = -0.005; \)
- If \( 2N = 8 \), \( C_1^{(4)} = 1.196; C_2^{(4)} = -0.080; C_3^{(4)} = 0.019; C_4^{(4)} = -0.001. \)

In this article, the eighth-order spatial difference is used. After the above derivation, the 2N-order difference approximation of the first-order partial derivative of \( \sigma_{xx} \) in the \( x \) direction can be finally obtained:

\[
\frac{\partial \sigma_{xx}}{\partial x} = \frac{1}{\Delta x} \sum_{n=1}^{N} C_n \left[ \sigma_{xx} \left[ x + \frac{\Delta x}{2} (2n - 1) \right] - \sigma_{xx} \left[ x - \frac{\Delta x}{2} (2n - 1) \right] \right] + o(\Delta x^{2N}).
\]

(23)

Similar to the above derivation process, the difference approximation format of the remaining four wavefield components can be obtained. The difference approximation scheme of the first-order stress-velocity equation solved by staggered grid can be obtained by bringing the difference scheme of the five-wave field components of the first-order stress-velocity equation into the first-order stress-velocity equation.

2.4. Staggered Grid Difference Scheme for First-Order Stress-Velocity Equations. In order to avoid confusion and express each wave field quantity conveniently and intuitively, the wave field quantity \( v_x, v_z, \sigma_{xx}, \sigma_{zz} \), and \( \sigma_{xz} \) is represented by \( U, V, P, O \), and \( R \) respectively, and \( K \) represents the time node serial number. By bringing the difference scheme of the five components of the wave field into formula (10), the forward extrapolation wave field
difference scheme of the first-order stress-velocity equation is obtained as follows:

\[ U_{i,j}^{k+1/2} = U_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ \frac{1}{\Delta x} \sum_{n=1}^{N} C_n \left[ P_{i+(2n-1)/2,j}^k - P_{i-(2n-1)/2,j}^k \right] + \frac{1}{\Delta z} \sum_{n=1}^{N} C_n \left[ R_{i+(2n-1)/2,j}^k - R_{i-(2n-1)/2,j}^k \right] \right\}, \]

\[ V_{i,j}^{k+1/2} = V_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ \frac{1}{\Delta x} \sum_{n=1}^{N} C_n \left[ R_{i+(2n-1)/2,j}^k - R_{i-(2n-1)/2,j}^k \right] + \frac{1}{\Delta z} \sum_{n=1}^{N} C_n \left[ Q_{i+(2n-1)/2,j}^k - Q_{i-(2n-1)/2,j}^k \right] \right\}, \]

\[ P_{i,j}^{k+1/2} = P_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ C_1 \frac{1}{\Delta x} \sum_{n=1}^{N} C_n \left[ U_{i+(2n-1)/2,j}^k - U_{i-(2n-1)/2,j}^k \right] + C_2 \frac{1}{\Delta z} \sum_{n=1}^{N} C_n \left[ V_{i+(2n-1)/2,j}^k - V_{i-(2n-1)/2,j}^k \right] \right\}, \]

\[ Q_{i,j}^{k+1/2} = Q_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ C_3 \frac{1}{\Delta x} \sum_{n=1}^{N} C_n \left[ U_{i+(2n-1)/2,j}^k - U_{i-(2n-1)/2,j}^k \right] + C_4 \frac{1}{\Delta z} \sum_{n=1}^{N} C_n \left[ V_{i+(2n-1)/2,j}^k - V_{i-(2n-1)/2,j}^k \right] \right\}. \]

The 2N- and 2M-order difference scheme of rotating staggered grid is similar to staggered grid in time and space. The content in the previous section has been described in detail, and this part will not be repeated in this section. In this article, the differential scheme of the rotated staggered grid is directly given as:

\[ U_{i,j}^{k+1/2} = U_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ L_x^z \left( P_{i,j}^k \right) + L_z^x \left( P_{i,j}^k \right) \right\}, \]

\[ V_{i,j}^{k+1/2} = V_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ L_x^z \left( R_{i,j}^k \right) + L_z^x \left( Q_{i,j}^k \right) \right\}, \]

\[ P_{i,j}^{k+1/2} = P_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ L_x^z \left( U_{i,j}^{k+1/2} - U_{i,j}^{k-1/2} \right) + L_z^x \left( V_{i,j}^{k+1/2} - V_{i,j}^{k-1/2} \right) \right\}, \]

\[ Q_{i,j}^{k+1/2} = Q_{i,j}^{k-1/2} + \frac{\Delta t}{\rho_{i,j}} \left\{ L_x^z \left( U_{i,j}^{k+1/2} - U_{i,j}^{k-1/2} \right) + L_z^x \left( V_{i,j}^{k+1/2} - V_{i,j}^{k-1/2} \right) \right\}. \]

2.5. Finite Difference of Rotated Staggered Grid. Similar to the staggered grid in time, the stress and velocity components differ by half a time node. Different from the spatially discrete staggered grid, only partial derivatives are calculated in the direction of the coordinate axis. When the rotated staggered grid is spatially discrete, the direction of the derivation is also transformed. First, the difference between the corresponding wavefield components on the two diagonals is calculated. According to the calculation result of the diagonal line, the difference result in the direction of the coordinate axis can be obtained.

Rotating the staggered grid requires a partial derivative operation on the diagonal direction. After the diagonal result is obtained, the result of the coordinate axis direction needs to be calculated. Therefore, to use the rotating staggered grid discrete wave equation, it is necessary to establish a coordinate system parallel to the coordinate axis and a coordinate system parallel to the diagonal, which is called the old coordinate system \((x, z)\). The other set is parallel to the diagonal, which is called the new coordinate system \((x, \bar{z})\). The coordinate transformation relationship corresponding to the two coordinate systems is as follows:

\[
\begin{align*}
\bar{z} &= \frac{\Delta x}{\Delta r} x + \frac{\Delta z}{\Delta r} y, \\
\bar{x} &= \frac{\Delta x}{\Delta r} x + \frac{\Delta z}{\Delta r} y,
\end{align*}
\]

where \(\Delta x\) and \(\Delta z\) are grid spacing, \(\Delta r = \sqrt{\Delta x^2 + \Delta z^2}\), the derivation and conversion relationship of the two coordinate systems is as follows:

\[
\begin{align*}
\frac{\partial}{\partial z} &= \frac{\Delta r}{2\Delta z} \left( \frac{\partial}{\partial \bar{x}} - \frac{\partial}{\partial \bar{z}} \right), \\
\frac{\partial}{\partial \bar{x}} &= \frac{\Delta r}{2\Delta z} \left( \frac{\partial}{\partial \bar{x}} + \frac{\partial}{\partial \bar{z}} \right).
\end{align*}
\]
\begin{align*}
L_f(x^{(m)}) &= \sum_{v=1}^{N} C_v f(x^{(m)}) - f(x^{(m)}) x^{(m)} + \sum_{v=1}^{N} C_v f(x^{(m)}) - f(x^{(m)}) x^{(m)}, \\
L_g(x^{(m)}) &= \sum_{v=1}^{N} C_v f(x^{(m)}) - f(x^{(m)}) x^{(m)} + \sum_{v=1}^{N} C_v f(x^{(m)}) - f(x^{(m)}) x^{(m)}.
\end{align*}

(28)

### 3. Development Path Planning of Sports Wellness Town Based on Computer Virtual Simulation Technology

#### 3.1. System Construction

The analysis of the environmental factors of small town industry positioning and the analysis of core competitiveness belong to the qualitative analysis in the early stage, and its main structure diagram is shown in Figure 1.

The overall scheme of the sports wellness town development path planning project based on computer virtual simulation technology is shown in Figure 2. The core business functions of the project can be divided into four parts, namely smart pension, smart community affairs, business functions of the project can be divided into four parts, namely smart pension, smart community affairs, smart medical care, and smart housekeeping, and it includes a comprehensive portal website.

#### 3.2. Simulation Verification

The numerical simulation of sports wellness town development based on computer virtual simulation technology considers the following uncertain nonlinear systems:

\[ Z = \begin{bmatrix}
2z_2 - z_1 \\
-0.01z_3 - 0.05z_2
\end{bmatrix} + \begin{bmatrix}
0 \\
\cos(z_1)
\end{bmatrix} u + \Delta f(z), \quad (29)
\]

where \( Z = \begin{bmatrix}
2z_2 - z_1 \\
-0.01z_3 - 0.05z_2
\end{bmatrix} + \begin{bmatrix}
0 \\
\cos(z_1)
\end{bmatrix} u + \Delta f(z), \)

the state variable is \( z = [z_1, z_2]^T \in R^2, u \in R \) is the control input. Because of \( \theta_1, \theta_2 \in [-1, 1], f_{\text{max}}(z) = z_1^2 + z_2^2 \) is chosen to make \( \| \Delta f(z) \| \leq f_{\text{max}}(z) \). The fault parameters considered are:

\[ A(t) = \begin{cases}
0, & 0.0 \leq t < 20, \\
0.1t - 2.20 \leq t \leq 29, \\
0.9, & t > 29,
\end{cases} \quad (30)
\]

where \( A(t) = 0.9 \). The reference trajectory is defined as \( Z_1(t) = [2z_{d1} - z_{d1}, z_2, z_2]^T, Z_1(0) = [0.1, 0.1]^T. \) If \( z(0) = [0.4, 0.3]^T \) is chosen, then \( z(0) = [0.3, -0.4, 0.1, 0.1]^T. \) If \( Q = \text{diag}[60, 60] \) is chosen, then \( a = 0.006 \) and \( d = 15, \) thus guaranteeing that \( R = 0.6 \) is positive definite. In addition, the activation function is as follows:

\[ \sigma_C(Z) = [e_1, e_1, e_1, z_{d1}, e_2, z_{d2}, e_2, z_{d2}, e_2, z_{d2}, z_{d2}, z_{d2}]^T. \]

(31)

In the learning phase, the learning rate is set to \( \beta = 2.5, \) and the event-triggered mechanism parameter is \( \beta_2 = 0.1, K = 11, K = 3.2, P_2(0) = 0.1, i_d = 0.5, \theta_2 = 4. \) Due to the improved update rate of the evaluation network weights, there is no need to choose an appropriate initial value of the evaluation network weight vector to obtain an initial stable controller. Therefore, the initial weight of the evaluation network is set to 0 vector. In order to meet the requirement of continuous excitation condition, the detection noise \( n(t) = 5 \cos(7t) + 5 \cos(2t) \sin(8t)^2 \) is added in the first 20 s of the learning process.

Figure 3 shows that after a sufficient learning process, the evaluation network weight \( \bar{w} \) eventually converges to a fixed value. The tracking error trajectory of the nominal system and the dynamic event trigger conditions (57) are shown in Figures 2(a) and 2(b), respectively. It can be observed that after 20 s, the tracking error and dynamic event trigger threshold \( \| \dot{Z}_\theta \| \) can converge. Figure 4(c) depicts the convergence process of the internal dynamic signal \( P_2(t), \) showing that \( P_2(t) \) is always positive. In the whole learning process, the number of controller triggers based on dynamic event trigger conditions is 251 times, and the number of controller triggers based on static event trigger conditions is 555 times. To further illustrate the triggering efficiency of the dynamic event triggering strategy, Figure 5 compares the two triggering conditions in the time span of 5 to 10 seconds. As shown in Figures 5(a) and 5(b), the dynamic event trigger condition has a large threshold due to the positive dynamic internal signal. During this time period, the number of triggering times for the dynamic event triggering strategy is 30 times, and the number of triggering times for the static event triggering strategy is 100 times.

Therefore, adopting the dynamic event triggering strategy can reduce the number of triggers and improve the control efficiency.

Next, using the final convergence weight of the evaluation network and the dynamic event trigger condition (23), the corresponding controller \( \bar{u} \) \( (Z_k) \) can be obtained. To
verify the control performance of the proposed control strategy, \( \theta_1 = 1, \theta_2 = 1 \) is chosen and then the control strategy \( \pi^* (\tilde{Z}_k) \) is applied to the system with sampling time \( T = 0.01 \). Figure 4 shows the tracking performance, which can track the reference trajectory despite a failure at 20 s. However, due to the lack of effective fault-tolerant control methods, the tracking performance degrades. The corresponding event-triggered controller is shown in Figure 5. In addition, the value of the time-triggered guaranteed cost function is 1.9879. Since there is a positive quadratic term in formula (32), the value of the event-triggered guaranteed cost function \( V^* (Z(0)) \) will be greater than 1.9879.

Tracking trajectory of the system and control inputs of the system is shown in Figures 6 and 7.

Although the control cost increases under the event-triggered mechanism, reducing the system’s occupation of communication resources and the computer burden is the main control goal considered in this chapter. The tracking trajectory and control input of the system are shown in Figures 8 and 9, respectively.

The following nonlinear spring-mass-damper system is considered:

\[
\dot{Z} = \begin{bmatrix} z_2 \\ -0.002z_1 - 0.67z_1^3 - 0.1z_2^3 \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u + \Delta f (z), \quad (32)
\]

where \( \Delta f (z) = [0, \theta_1 \cos (z_2^2)]^T \). The system state is \( z = [z_1, z_2] \in \mathbb{R}^2 \) and the control input is \( u \in \mathbb{R} \). \( f_{\max} (z) = z_1^2 \) is chosen because of \( \theta \in [-1, 1] \). The fault parameter is:

\[
\Lambda (t) = \begin{cases} 0, & 0 \leq t \leq 40, \\ 0.1t - 40, & 40 \leq t \leq 48, \\ 0.8, & t > 48. \end{cases}
\]

Then, \( \bar{\lambda}(t) = 0.8 \), and the reference trajectory is \( Z_d = [z_{d1}, z_{d2}]^T, z_d(0) = [0.1, 0.1]^T \). \( Z(0) = [3, -3, 0.1, 0.1]^T, \alpha = 0.01, R = 0.04, \zeta = 4 \) is chosen such that \( R = 1 \) is positive definite, and \( Q = \text{diag}(1, 1) \). The associated activation function is the same as in simulation one. The parameters of learning rate and leave trigger condition are chosen as \( \lambda = 2.5, \lambda = 2.5, \beta_2 = 0.3, K = 5, \kappa = 1, P_1(0) = 0.1, L_{d1} = 3, \theta_2 = 6 \). A suitable probe signal \( n(t) = 5 \sin^2 (8t) \cos (2t) + 5 \sin^4 (20t) \cos 7t \) is added to the control input for the first 8 s.

Figure 10 shows the learning process of the evaluation network based on the dynamic event-triggered strategy, and the weight of the evaluation network finally converges to a fixed value. Using the converged evaluation network weights, the fault-tolerant control input \( \pi^* (\tilde{Z}_k) \) can be obtained. Using the converged evaluation network weights, fault-tolerant control inputs can be obtained. Then, the disturbance parameter \( \theta = 0.5 \) is chosen to apply the controller \( \pi^* (\tilde{Z}_k) \). Among them, the parameter selection in formula (23) is \( \beta_1 = 0.6, K = 5, \omega = 17, P_1(0) = 0.5, L_{d1} = 0.3, \) and \( \theta_1 = 1 \), and the sampling time is \( T = 0.01 \). The simulation results are as follows: The obtained control input \( \pi^* (\tilde{Z}_k) \) can guarantee the expected tracking control performance. However, when a failure occurs, the tracking performance cannot be maintained. Figure 10 shows the controller under the dynamic event-triggered and static event-triggered strategies. Based on the dynamic event trigger
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Figure 5: Comparison of static event triggering and dynamic event triggering in the learning phase. (a) and (b) are sampling error and trigger threshold, respectively; (c) and (d) are sampling time and sampling interval, respectively.
mechanism, we can obtain the minimum number of triggers and the maximum average trigger interval, thus reflecting better control efficiency.

On the basis of the above research, the effect of the development path planning method of sports wellness town based on computer virtual reality technology proposed in this article is evaluated, the results of the development path planning of sports wellness town are calculated, and the results shown in Table 1 and Figure 11 are obtained.

From the above research, it can be seen that the development path planning method of sports wellness town based on computer virtual reality technology proposed in this article has a good effect and can effectively promote the progress and development of sports wellness town.
4. Conclusion

The exploration of the “wellness based on the integration of sports and tourism” is a new growth point for the economic development of the sports industry. In the integration model of sports and related industries, the industrial extension and integration of sports and tourism industry, and the industrial extension and integration of sports and elderly care service industry and health service industry are extremely important sectors. The exploration and development of the “wellness based on the integration of sports and tourism” model is undoubtedly a new growth point to promote the economic development of the sports industry. Moreover, it can also promote the employment of a large number of talents in related industries, increase sports consumption, and promote the diversified development of leisure towns with sports characteristics. This article combines computer virtual technology to analyze the development path planning of the sports wellness town and conducts a research on the effect of the development path planning of the sports wellness town through simulation research. The simulation results show that the development path planning method of sports wellness town based on computer virtual reality technology proposed in this article has a good effect and can effectively promote the progress and development of sports wellness town.

Data Availability

The labeled dataset used to support the findings of this study is available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there are no conflicts of interest.

Acknowledgments

The research is supported by the Scientific research Project of Education Department of Jilin Province in 2022 "Research
on development Strategy of Sports Recreation Town under rural Revitalization Strategy” (JJKH20221335SK).

References

[1] M. Pijnappels, N. D. Reeves, C. N. Maganaris, and J. H. van Dieën, “Tripping without falling; lower limb strength, a limitation for balance recovery and a target for training in the elderly,” Journal of Electromyography and Kinesiology, vol. 18, no. 2, pp. 188–196, 2008.

[2] S. W. Park, T. N. Kim, J. K. Nam et al., “Recovery of overall exercise ability, quality of life, and continence after 12-week combined exercise intervention in elderly patients who underwent radical prostatectomy: a randomized controlled study,” Urology, vol. 80, no. 2, pp. 299–306, 2012.

[3] C. Castagna, P. Krstrup, and S. Póvoas, “Cardiovascular fitness and health effects of various types of team sports for adult and elderly inactive individuals - a brief narrative review,” Progress in Cardiovascular Diseases, vol. 63, no. 6, pp. 709–722, 2020.

[4] M. Kallinen and A. Markku, “Aging, physical activity and sports injuries,” Sports Medicine, vol. 20, no. 1, pp. 41–52, 1995.

[5] A. Ferri, M. Narici, B. Grassi, and M. Pousson, “Neuromuscular recovery after a strength training session in elderly people,” European Journal of Applied Physiology, vol. 97, no. 3, pp. 272–279, 2006.

[6] S. Barnason, L. Zimmerman, J. Nieveen et al., “Relationships between fatigue and early postoperative recovery outcomes over time in elderly patients undergoing coronary artery bypass graft surgery,” Heart & Lung, vol. 37, no. 4, pp. 245–256, 2008.

[7] K. J. Dideriksen, S. Reitelseder, S. G. Petersen et al., “Stimulation of muscle protein synthesis by whey and caseinate ingestion after resistance exercise in elderly individuals,” Scandinavian Journal of Medicine & Science in Sports, vol. 21, no. 6, pp. e372–e383, 2011.

[8] A. V. Sardeli, L. do Carmo Santos, M. L. V. Ferreira et al., “Cardiovascular responses to different resistance exercise protocols in elderly,” International Journal of Sports Medicine, vol. 38, no. 12, pp. 928–936, 2017.

[9] S. Kuno, Y. Itai, and S. Katsuta, “Influence of endurance training on muscle metabolism during exercise in elderly men,” Advances in exercise and sports physiology, vol. 1, no. 1, pp. 51–56, 1994.

[10] J. C. Chatard, D. Atlaoui, J. Farjanel, F. Louisy, D. Rastel, and C. Y. Guzennec-Guzennec, “Elastic stockings, performance and leg pain recovery in 63-year-old sportsmen,” European Journal of Applied Physiology, vol. 93, no. 3, pp. 347–352, 2004.

[11] A. B. Brown, N. McCartney, and D. G. Sale, “Positive adaptations to weight-lifting training in the elderly,” Journal of Applied Physiology, vol. 69, no. 5, pp. 1725–1733, 1990.

[12] S. Bohm, L. Mademli, F. Mersmann, and A. Arampatzis, “Predictive and reactive locomotor adaptability in healthy elderly: a systematic review and meta-analysis,” Sports Medicine, vol. 45, no. 12, pp. 1759–1777, 2015.

[13] A. Barili, V. D. S. Corralo, A. M. Cardoso et al., “Acute responses of hemodynamic and oxidative stress parameters to aerobic exercise with blood flow restriction in hypertensive elderly women,” Molecular Biology Reports, vol. 45, no. 5, pp. 1099–1109, 2018.

[14] L. B. d. R. Orssatto, E. L. Cadore, L. L. Andersen, and F. Diefenthaler, “Why fast velocity resistance training should be prioritized for elderly people,” Strength and Conditioning Journal, vol. 41, no. 1, pp. 105–114, 2019.

[15] E. T. Hsiao-Wecksler and S. N. Robinovitch, “The effect of step length on young and elderly women’s ability to recover balance,” Clinical Biomechanics, vol. 22, no. 5, pp. 574–580, 2007.

[16] P. T. Farinatti, J. H. Vannraechem, and W. D. Monteiro, “Comportamento de variáveis cardiorespiratórias em idosos e jovens durante 15 minutos de recuperação após esforços de diferentes intensidades,” Revista Brasileira de Medicina do Esporte, vol. 5, no. 6, pp. 212–220, 1999.

[17] Z. Guo, D. Yao, W. Bai, H. Li, and R. Lu, “Event-triggered guaranteed cost fault-tolerant optimal tracking control for uncertain nonlinear system via adaptive dynamic programming,” International Journal of Robust and Nonlinear Control, vol. 31, no. 7, pp. 2572–2592, 2021.