Fine-grained precise-bone age assessment by integrating prior knowledge and recursive feature pyramid network
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\section*{Abstract}
Bone age assessment (BAA) evaluates individual skeletal maturity by comparing the characteristics of skeletal development to the standard in a specific population. The X-ray image examination for bone age is tedious and subjective, and it requires high professional skills. Therefore, AI techniques are desired to innovate and improve BAA methods. Most of the BAA method use the whole X-ray image in an end-to-end model directly. Such whole-image-based approaches fail to characterize local changes and provide limited aid for diagnosis and understanding disease progress. To address these issues, we collected and curated a dataset of 2129 cases for the study of BAA with fine-grained skeletal maturity level labels of the 13 ROIs in hand bone based on the expert knowledge from TW method. We designed a four-stage automatic BAA model based on recursive feature pyramid network. Firstly, the palm region was segmented using U-Net, followed by the extraction of multi-target ROIs of hand bone using a recursive feature pyramid network. Given the extracted ROIs, we employed a transfer learning model with attention mechanism to predict the skeletal maturity level of each ROI. Finally, the bone age is assessed based on the percentile curve of bone maturity. The proposed BAA model can automate the BAA. In addition, it provides the detection result of the 13 ROIs and their ROI-level skeletal maturity. The MAE can reach 0.61 years on the dataset with the labeling precision of one year. All the data and annotations used in this paper are released publicly.
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\section*{Introduction}
To reflect the maturity of the body, bone age is more accurate than biological age. Bone age assessment (BAA) is a technology which evaluates the maturity of individual bones by measuring the differences between bone age and biological age according to the common characteristics of bone development of a specific population. It is the most accurate and objective method for clinical evaluation of individual development. It plays an important role in the diagnosis of pediatric endocrine problems and children's growth disorders [1]. In addition, it is also a significant index for identifying the real age of
suspects in juvenile delinquency cases, the age of athletes in sports competitions [2], height prediction, and selection of athletes. Usually, an X-ray image of a hand is taken during the assessment. As time goes by, the shape, color and the appearance of the bones will change, and the doctor will check the whole image or each key bone of the hand to assess the bone age.

Traditional BAA process is tedious, while it is subjective and exhibits substantial discrepancy [3], leaving room for innovated improvement. Since the BAA standards [4–6] have distinct and standardized descriptions, BAA is very suitable to be fully automated by machine learning methods. In the early stage of computer-aided diagnosis (CAD), an expert system was mainly used to estimate bone age with image processing and pattern recognition [7, 8]. In recent years, with the development of deep learning technology, numerous end-to-end BAA algorithms and models based on the deep neural network have emerged. In these end-to-end models, users input an X-ray image into the model and get the bone age as the output directly [9–18]. Imagining that, once you take an X-ray image, you will get a bone age within several seconds, which will save a lot of time and labor. In these studies, for each sample image in the dataset, there is an age assessed by a professional radiologist and attached as the label. However, clinicians and radiologists think that the scoring method should provide more fine-grained and precise results, and they want to see the development of each bone in hand, rather than just get one single bone age number. If the software can automatically mark the bone development changes of a patient in time sequence, it is much more valuable to analyze the patient’s progression and adjust the treatment plan [15]. In order to get the fine-grained and precise bone maturity evaluation result, all of the regions of interest (ROIs) in hand based on the medical standards, such as TW method and RUS-CHN [5, 6], need to be detected and analyzed one by one and this precise analysis is more challenging because of the multiple small bone detection task and the lack of precisely annotated ROIs.

In this study, to address the aforementioned problems, we work together with two hospitals and build a dataset of 2129 X-ray images. 1015 × 13 ROIs were annotated for this study. Moreover, we labeled 100 images for palm segmentation. Based on the Chinese version of the TW method [5], we proposed a fine-grained and precise BAA method called precise-BAA to process the X-ray image of hand bone based on prior knowledge and a recursive feature pyramid network. To model the 13 ROIs of the hand bone, we designed a four-stage detection and regression BAA framework to handle the fine-grained bone analysis. The framework is shown in Fig. 1. The palm is segmented from the original X-ray image to exclude the interference and benefit the deep learning model in the next stage. Different from other solutions, our method detects 13 small ROIs with
a recursive feature pyramid network in the second stage, and evaluates each bone based on the knowledge from TW method. In the third stage, a regression model transfer from natural image recognition is built to assess the level of each ROI, and the attention scores from other bones are used to assist the local evaluation of the ROI extracted at the fine-grained stage. Finally, we calculate the bone age based on the percentile curve of bone maturity.

The contributions of the proposed methods can be summarized as follows:

1. A multi-bone detection network with recursive feature pyramid network and cascade R-CNN is proposed to detect the 13 ROIs for BAA. The experimental result shows impressive performance and our method outperforms state-of-the-art subregion detection techniques in BAA.

2. A four-stage BAA framework is proposed and the four parts are independent and concurrent. A fine-grained dataset with 100 labeled images for palm segmentation and 1015 × 13 bone maturity level annotations is provided, which is different from the dataset used for training in the state-of-the-art research. It serves as the bridge for expert knowledge and deep learning model.

The paper is organized as follows. Section 2 discusses the state-of-the-art related research. In Sect. 3, we present the preprocessing of the X-ray image of hand bone. Section 4 introduces fine-grained multi-bone detection based on recursive feature pyramid network and cascade R-CNN. Section 5 presents the transferred model with self-attention for ROI maturity level prediction and final BAA. A comprehensive evaluation is provided in Sect. 6.

2 Related works
2.1 Basic medical methods of BAA in this study

There are two categories of medical methods for BAA: G-P method [4] and the TW scoring method [5]. The G-P method describes the standard atlas of different age stages, and lists the maturity indicators of the bones in detail. Bone age is given by
comparing the X-ray image to the standard atlas. Nowadays, many hospitals are still using this method. However, it needs to consider various maturity indicators comprehensively in the whole comparison, and it is very subjective. Another one is called TW scoring method [5]. Many other bone age scoring methods, such as CHN [5] and RUS-CHN [23] are both derived from TW scoring method [5]. TW method is widely accepted all over the world and many countries have established their own bone age standards based on TW, which makes BAA more accurate and effective. The basic idea is to select several bones in the hand and wrist for evaluation, as shown in Fig. 2. The 13 bones used in this study are marked with yellow numbers in Fig. 2a, and the name list of the bones can be found in that figure. Figure 2c shows the enlarged ROIs. The ROI is fine-grained and the estimation should be precise enough to handle these local regions. According to the rules of estimating skeletal indicators, the whole development process of each bone is divided into several stages and a score was given to each bone stage, and the radiologists will grade all the 13 bones one by one. Then a total score of the skeletal maturity of all the bones is calculated. Finally, the bone age is determined by checking the percentile curve of bone maturity.

The X-ray image of a hand can be divided into three regions: background, soft-tissue area and bone. In the early stage of CAD BAA research, researchers tried different kinds of segmentation methods to remove the soft tissue area of the hand, and just keep the bone area for BAA [24]. Due to the gray overlap of some pixels between the bone region, soft tissue area, and background, especially in some epiphyseal regions, as shown with the red arrow in Fig. 2b, the gray-level distributions of different parts of the hand bone are different, and furthermore, the gray levels of different tissues overlap. It means that the threshold method is not suitable for hand bone segmentation. The clustering method ASM (active shape model) [25] and level set methods have also been studied, but the performance still needs further improvement.

With the development of deep learning techniques, quite a few deep learning-based methods have been proposed these years [26, 27]. They can be roughly divided into the following two categories based on their strategies.

---

**Fig. 2** Example of bones selected in the proposed method. a 13 ROIs for BAA. b Red arrow marks the soft tissue area with great difficulty in segmentation, and green sampling points mark the gray distribution of bone. c Enlarged ossification centers in the X-ray image
2.2 End-to-end deep learning-based BAA

The North American Radiology Society (RSNA) has hosted the famous Pediatric Bone Age Machine Learning Competition Challenge [28], which attracts a large number of researchers to participate in the competition and greatly promotes the development of automatic BAA technology. In recent years, our research group has also jointly carried out several research works with the Xi’an Honghui hospital and the Second Affiliated Hospital of Xi’an Jiaotong University, and published a series of research papers [11–15]. The general framework of automatic BAA nowadays is based on the deep learning method [3, 10, 28–30]. There are two common deep learning algorithm frameworks of BAA. One is to treat the hand as a whole. The other one follows the TW scoring theory, and processes the key regions separately. The first one is generally divided into three steps: input image preprocessing [9, 10, 12, 16–18] (not shown in the figure), feature extraction based on convolutional neural network, and bone age obtained by using regression network. The preprocessing part usually includes equalization of gray value of X-ray image, cropping, angle correction, and data augmentation [9, 31]. These auxiliary operations play an important role in improving the performance of the algorithm.

2.3 Subregion-based BAA

The second strategy is extracting the key regions of a hand using a region proposal network (RPN or Faster R-CNN) and evaluate each region separately [19–22, 32]. TW3 and CNN-based methods are integrated together while utilizing deep learning. Liang et al. [19] proposed a Faster R-CNN-based model to detect the ossification centers of epiphysis and carpal bones to evaluate bone age. For each patient, the bone age value annotated by the professional radiologists was also used as the label of all ossification centers, and they ignored the inconsistency of maturity levels of different ROIs. Bui et al. [20] proposed a BAA approach by integration of TW3 method and deep convolution networks based on extracted ROI-detection and classification using Faster R-CNN and Inception-v4 networks, respectively. Six ossification centers are annotated in their dataset, and finally, they used support vector regression to estimate the age. However, the 6 ROIs was simplified from the 13 ROIs in TW3 and detection of the 6 larger ROIs is much easier than detection of the original 13 ROIs. It lacks evidence that the 6 ROIs are enough for BAA. In [21], an automated system for BAA that mimics and accelerates the workflow of the radiologist was proposed. The system was based on Faster R-CNN, which detected 17 regions from the 6 ossification areas (DIP, PIP, MCP, radius, ulna, and wrist). The performance was measured by the average precision of the Intersection over Union (0.5IoU) for the 6 ossification areas [33] and a detected region is considered as a good match if the overlapped area accounts for at least 50% region. It is a lax measure of subregion detection for BAA. Then a gender and region-specific regression network was used to estimate the bone age. Because of lacking image preprocessing, for some low contrast and high noise X-ray images, there are lots of missing ROIs. There are 6 different models for each gender and the final bone age was given by 6 evaluations and the composite bone age for the subject was not provided. Compared to the end-to-end methods [9, 10, 12, 16–18], these
region-based methods utilize expert knowledge to improve the accuracy of BAA and provide more information about the bone age related regions and visual appearance. However, several challenging problems remain to be addressed:

1. The ROIs detection is not efficient enough for bone maturity assessment. The missing ROIs will affect the regression severely.
2. The annotation of the ROIs is not consistent with the medical standards and the fine-grained precise features of the bones are not considered.
3. The prior knowledge of bone development has not been infused into the BAA system effectively.

3 Methods
In this work, our goal is to recognize all the 13 ROIs in hand bone and evaluate each of them to auxiliary BAA, because the targets are similar in appearance, as shown in Fig. 2c. Among the 13 ROIs, the two epiphyseal areas in the yellow box and the red box, the areas in the blue box and purple box are very close in appearance. Moreover, the proportion of 13 ROIs in the image is also small, which makes this multi-target detection task more challenging. Therefore, we proposed this four-stage BAA method to process the 13 ROIs precisely. This section describes the presented framework for bone-age estimation using computer vision-based scheme, which is shown in Fig. 1.

3.1 Pre-processing of the X-ray image of hand bone
The original images in the dataset include the hand bone, marks (’L’), background, and edge. If the detection and classification of the ROIs are directly carried out on the original picture, the inconsistency will greatly affect the result [34]. So, the images are preprocessed firstly to reduce the interference of redundant noise on the results.

3.1.1 Data preparation
The dataset used in this study is mainly from the Second Affiliated Hospital of Xi’an Jiaotong University, which provides 2153 X-ray images of adolescents’ hands together with gender and bone age assessed by professional doctors. The age of patients in the dataset is 0–18 years. Since we are studying the BAA of adolescents, the cases older than 18 are abandoned, and finally, 2129 cases are left. The distribution of images in different ages is unbalanced because the needs of adolescents of different ages are different. The need for BAA is not usually found in the kids younger than 3 years, and the samples of this age group are less in the hospital. The samples in this group are less than that of the 4- to 7-year-old, 8- to 11-year-old, and 12-year-old groups. The skeletons of the other three groups are in the rapid development stage. Parents are more concerned about the potential of body development and maturation. Their needs for BAA are larger and the number of samples in the hospital is also larger.

There are white borders on the edge of the hand bone X-ray images, and the brightness of the images is different. The background around the hand area is darker, while the color close to the edges is lighter. The positions of the letter ‘L’ on the image is also not the same, the inconsistency of the original images will affect the model training.
Therefore, we preprocessed the original images to unify the background and remove the redundant part.

### 3.1.2 U-Net-based hand segmentation

Thirteen hand bones in the palm are used to assess the bone age, and we segmented the palm including 13 bones from the original gray images and provided standard samples for hand bone detection and bone maturity assessment. We used U-Net [35] for palm segmentation in the preprocessing stage. The main structure of U-Net adopts a skip connection that the information captured in the initial layers is fused to the later layers, which means that the lower semantic information extracted from the input is also used for the deconvolution layer and realizes the precise pixel-level positioning. U-Net combines low-level and high-level information together. The low-resolution information provides the basis for object classification, while the high-resolution information provides the basis for precise segmentation and positioning. We tried threshold and deep learning-based segmentation for palm, and U-Net-based method showed the best result.

### 3.2 Fine-grained multi-bone detection of hand bone

There are a number of existing target detectors that have been shown to perform well by using a two-look and think mechanism. Here we proposed a recursive feature pyramid network (RFP) [36] based multi-target detection of hand bone X-ray image, and the framework of the network is shown in Fig. 3. We proposed a recursive feature pyramid network (RFP) [36] based multi-target detection of hand bone X-ray image, and we connected all the feedback of FPN to the backbone network with ASPP (atrous spatial pyramid pooling) [37], so that the features trained by the backbone network could better fit the detection task. RFP [36] is based on the feature pyramid network [38], which connects additional feedbacks to the backbone network. This recursive structure sequentially allows the resulting backbone to look at and think about the image multiple times. In addition, because RFP enhances the feature pyramid network recursively, it generates stronger feature representation ability (Fig. 3).

Moreover, switchable atrous convolution (SAC) is used to replace the standard convolution on the backbone network. Atrous convolution increases the receptive field of the network, and SAC can make the network more flexible [36]. SAC with different atrous rates captures the target of the different receptive fields, so the network learns a switch, which can adaptively adjust the convolution result of which receptive field to choose.

![Fig. 3 Network of the proposed fine-grained multi-bone detection of hand bone](image)
The switch function is more stable when global information is obtained. SAC is calculated as Eq. (1):

\[
\text{Conv}(x, w, 1) \rightarrow S(x) \cdot \text{Conv}(x, w, 1) + (1 - S(x)) \cdot \text{Conv}(x, w + \Delta w, r),
\]

where the input is \(x\) and the weight is \(w\), \(r\) is the super parameter of SAC and atrous rate. \(\Delta w\) refers to the weight that can be trained, \(w + \Delta w\) refers to the weight missed from the pre-training checkpoint. The switch function \(S(\cdot)\) is composed of an average pooling layer of \(5 \times 5\) and a convolution layer of \(1 \times 1\), which has a strong correlation to the input and location. After extracting the feature with RFP, the ROI bounding boxes are generated by RPN with cascade R-CNN, which is composed of a sequence of detectors trained with increasing IoU thresholds (0.5, 0.6, 0.7) to accomplish the high-quality detection [39]. RPN, SAC and cascade R-CNN greatly improve the performance of fine-grained bone detection.

### 3.3 Self-attention transfer network for BAA

After 13 ROIs were detected, we evaluated the levels of the ROIs based on TW method one by one. Two professional radiologists annotated 1015 images of hand bone X-ray images. For one image, all of the 13 ROIs are assigned levels indicating the maturity of bones. Details are in the supporting document. Transfer Learning [40] can infuse the prior knowledge accumulated in one task to another different but related problem. Transfer learning allows us to train new models with limited data, which will help us release the burden of annotations. Here knowledge learned from natural images is applied to hand bone X-ray images. In combination with available computing resources, we tested a variety of networks, including Inception-V3, ResNet, and Densenet, and designed a BAA model based on different network structures. Firstly, the feature extractor is designed, which used the Densenet, but the softmax layer at the top is removed. The dense connection structure in Densenet will increase the transfer between gradients, which plays the role of reuse feature, reduces the over-fitting due to the small sample size, and improves the accuracy of the model.

We found that the levels of the 13 ROIs in a hand X-ray image are correlated to each other, the Pearson correlation coefficients of the 13 ROIs are calculated and shown in Table 1. To further benefit from the correlation coefficients, we implement a simple and effective self-attention mechanism [41, 42] within the Densenet. As in Fig. 4, once we obtain our feature map, and are used to calculate the \(13 \times 13\) attention map. The attention function on a set of queries is packed together into a matrix \(Q\), the keys and values are also packed together into matrices \(K\) and \(V\). We multiply the attention map and the feature map to get the self-attention feature map [43].

The structural schematic diagram of the hand bone target area grade evaluation model based on Densenet is shown in Fig. 5. After we got the predicted level of the 13 ROIs, the sum of the levels indicates the bone maturity of the case was calculated, as the X-axis in Fig. 6. Based on the 50th percentile curve of bone maturity from the RUS-CHN in Fig. 6, we can get the bone age of the case.
| ROIs          | 1st distal phalanx | 3rd distal phalanx | 5th distal phalanx | 1st metacarpal | 3rd metacarpal | 5th metacarpal | 3rd middle phalange | 5th middle phalange | 1st proximal phalanx | 3rd proximal phalanx | 5th proximal phalanx | Radius | Ulna |
|---------------|-------------------|-------------------|-------------------|----------------|----------------|----------------|--------------------|--------------------|---------------------|----------------------|----------------------|---------|------|
| 1st distal phalanx | 1                 | 0.819             | 0.826             | 0.809          | 0.764          | 0.778          | 0.841              | 0.859              | 0.815               | 0.809               | 0.815               | 0.834   | 0.814 |
| 3rd distal phalanx | 0.819             | 1                 | 0.940             | 0.818          | 0.821          | 0.801          | 0.837              | 0.836              | 0.811               | 0.787               | 0.803               | 0.832   | 0.819 |
| 5th distal phalanx | 0.826             | 0.940             | 1                 | 0.833          | 0.840          | 0.831          | 0.843              | 0.848              | 0.827               | 0.791               | 0.805               | 0.850   | 0.832 |
| 1st metacarpal    | 0.809             | 0.818             | 0.833             | 1              | 0.787          | 0.809          | 0.875              | 0.846              | 0.864               | 0.869               | 0.866               | 0.832   | 0.874 |
| 3rd metacarpal    | 0.764             | 0.821             | 0.840             | 0.787          | 1              | 0.900          | 0.805              | 0.806              | 0.790               | 0.765               | 0.773               | 0.841   | 0.838 |
| 5th metacarpal    | 0.778             | 0.801             | 0.831             | 0.809          | 0.900          | 1              | 0.813              | 0.807              | 0.804               | 0.777               | 0.793               | 0.852   | 0.850 |
| 3rd middle phalange| 0.841             | 0.837             | 0.843             | 0.875          | 0.805          | 0.813          | 1                  | 0.887              | 0.870               | 0.848              | 0.879               | 0.864   | 0.872 |
| 5th middle phalange| 0.859             | 0.836             | 0.848             | 0.846          | 0.806          | 0.807          | 0.887              | 1                  | 0.850               | 0.838              | 0.849               | 0.869   | 0.844 |
| 1st proximal phalanx| 0.815             | 0.811             | 0.827             | 0.864          | 0.790          | 0.804          | 0.870              | 0.850              | 1                  | 0.852              | 0.876               | 0.844   | 0.853 |
| 3rd proximal phalanx| 0.809             | 0.787             | 0.791             | 0.869          | 0.765          | 0.777          | 0.848              | 0.838              | 0.852               | 1                  | 0.885              | 0.814   | 0.849 |
| 5th proximal phalanx| 0.815             | 0.803             | 0.805             | 0.866          | 0.773          | 0.793          | 0.879              | 0.849              | 0.876               | 0.885              | 1                  | 0.839   | 0.851 |
| Radius           | 0.834             | 0.832             | 0.850             | 0.832          | 0.841          | 0.852          | 0.864              | 0.869              | 0.844               | 0.814              | 0.839               | 1       | 0.883 |
| Ulna             | 0.814             | 0.819             | 0.832             | 0.874          | 0.838          | 0.850          | 0.872              | 0.844              | 0.853               | 0.849              | 0.851               | 1       | 0.883 |
4 Experiments and results

4.1 U-Net-based hand segmentation

100 samples are used in U-Net-based hand segmentation and the ratio of training and testing is 8:2. The parameters of the model are as these: the learning rate is set 0.01,
0.001 and 0.005, the batch size is set 4, the momentum is 0.99, SGD is used as the optimizer, and the epoch is set 100. After 65 iterations, the loss curve of the training and the verification set tends to be flat, the loss tends to be stable around 0.025, the accuracy tends to be flat around 0.9801, and the model reaches the optimal state.

The segmentation results based on U-Net are shown in Fig. 7. Most of the hand masks show the palm region clearly, but some results are under segmentation. It is necessary to carry out post-processing of the predicted hand mask. By using the morphological method, extracting the maximum connection area and filling holes, a better hand binary mask can be obtained, as shown in the second row in Fig. 7. With this mask, we can get the final segmentation result, as shown in the third row in Fig. 7. Our experiments showed that removing the texts and inconsistent background would promote the detection performance greatly, which means the preprocessing is essential for the BAA algorithm.

4.2 Fine-grained multi-bone detection in hand bone

4.2.1 Evaluation settings

We use AP (average precision) and mAP (mean average precision) to evaluate the detection model. AP is for the evaluation for one ROI, and mAP is for the 13 ROIs. Equations (2)–(3) are for AP and mAP calculation:

\[
AP_i = \frac{\sum \text{precision}_i}{N(Total\_Images)_i},
\]

\[
mAP = \frac{1}{M} \sum_{i=1}^{M} AP_i,
\]

where \(M\) is the classes of the objects. \(N(Total\_Images)_i\) is the number of ROIs of class \(i\).
4.2.2 Multi‑bone detection in hand bone with RFP and cascade R‑CNN

We randomly selected 30% of the data from the hand bone dataset as the test set. We used PyTorch as the deep learning framework for the hand bone ROIs detection, which is implemented by Python3.5. The system is run in Ubuntu16.04 and accelerated by GPU (NVIDIA GTX 1080), and the memory is 8G. The batch size is set as 4, the number of iterations is set as 24, the SGD optimizer is used in the model, and the loss function is GIoU Loss [44]. What shocked us is the AP value of the 13 target regions finally obtained by the test set is all 1, and the final mAP is also 1. The test results are shown in Fig. 8.

![Fig. 8](example_output.png)

**Fig. 8** Example outputs of ROIs detection in hand bone with RFP and SAC

![Fig. 9](example_output.png)

**Fig. 9** Examples of the detected 13 ROIs in hand bone for bone maturity assessment
No matter which age of the hand bone X-ray image is, with the proposed model, the 13 ROIs we need can be detected, and the positions are also very close to the ground truth. The model solved the fine-grained multi-target detection of ROIs, even the hardest part of the detection task, detection of the 3rd proximal phalanx, 5th proximal phalanx, 3rd distal phalanx, and 5th distal phalanx, as shown in Fig. 2c, they can be detected correctly. The extracted test results are shown in Fig. 9.

After we get the 13 ROIs of the hand bone, we can evaluate the maturity level of each ROI. We also built a faster R-CNN-based model [45] and a YOLO-based model to detect the 13 ROIs in the X-ray image. The comparison results are as follows.

### 4.2.3 Comparison of the multi-bone detection methods

Ren et al. [46] proposed a Fast R-CNN network using a region-generated network (RPN) to replace the selective search algorithm to generate candidate boxes. At the same time, RPN and the classification location prediction network share the convolution features, which greatly speed up the calculation, and with anchors of different scales adapting to different shapes of targets, the detection efficiency has been improved obviously. Considering the large scale of parameters, we used a pre-trained model with COCO and VOC datasets, and then 70% of our dataset are added to fine-tune the initial Faster R-CNN model. In the training stage, the initial learning rate is 0.001, the batch size is 16, the decay factor of weight is 0.0005. positive_overlap of RPN = 0.7 (positive sample threshold), negative_overlap of RPN = 0.3 (negative sample threshold), and NMS_THRESH = 0.7 (non-maximum suppression threshold). SGD optimizer is used. Three different iteration numbers are set, and the test results obtained after training are shown in Fig. 10.

The highest mAP is 0.87, however, the AP values of the 3rd proximal phalanx, 5th proximal phalanx, 3rd distal phalanx and 5th distal phalanx are lower than other ROIs. As shown in Fig. 2a, the 3rd proximal phalanx and the 5th proximal phalanx are labeled 7 and 8, these two regions are close to each other. Based on the TW method, the annotations are shown in Fig. 11. Green boxes are the 3rd and the 5th proximal phalanx, red...
Fig. 11 Samples of annotations of the 3rd metacarpal and 5th metacarpal (red), 3rd proximal phalanx, 5th proximal phalanx (green), 3rd distal phalanx and 5th distal phalanx (blue), and the 1st proximal phalanx (purple). There is an overlap of the red and green boxes, which indicates that the prediction of the 3rd and 5th metacarpal and the 3rd and 5th proximal phalanx will be more difficult than the prediction of the 1st proximal phalanx.

Fig. 12 Example outputs of ROIs detection in hand bone with faster RCNN. The labels of the bounding box, ROI name and AP are shown in the figures.
boxes are the 3rd and the 5th metacarpal. We can see that in some cases, the boxes are overlapped, not similar to the 1st proximal phalanx labeled purple, which can be an isolated region. This may be the reason why the AP values are lower for regions 7 and 8. The 3rd distal phalanx and 5th distal phalanx are labeled 12 and 13 in Fig. 2a, they are the blue boxes in Fig. 11. Compared to other ROIs, these two ROIs are smaller, and the detection is harder than other ROIs. Therefore, the APs are lower in other regions.

Example outputs of 13 ROIs detected in hand bone with faster RCNN are shown in Fig. 12. In Fig. 12 (1, 5, 6, 8, 11, 12), 3 ROIs are not detected for each of the images. And no obvious bias can be found in these images, the failure of detection is random. Such APs could not help to mark all the 13 positions accurately. To detect the ROIs of different scales, we adopted YOLO to do multi-scale detection.

Figure 13 shows the example outputs of ROIs detection in hand bone with YOLO. The mAP is 0.9, which is better than the model based on Faster R-CNN. However, except Fig. 13 (5, 7, 12), there are still fail-detected regions in the other 9 images. Therefore, we adopted RFP and SAC in our model to solve this fine-grained multi-objective detection problem. As shown in Fig. 8, all the 13 ROIs can be detected correctly and the locations of the ROIs are also correct, no matter how old the patient is.

4.3 Self-attention transfer network for BAA

In order to avoid over-fitting, we used rotating, scaling, gray-scale transformation to augment the dataset. The loss function used here is cross-entropy. One-hot encoding is used to convert bone age into a format that can be readily used by our algorithm.

![Image](image-url)
Because the numbers of the samples at different levels vary greatly, class weight is used during the model training. We set learning rate 0.01, 0.001 and 0.005. The batch size is set 2, the momentum is 0.9. SDG is used as the optimizer. When the epoch is 100, the learning rate is 0.01, and we get the best performance of the model. The accuracy of the bone maturity assessment is shown in Fig. 14.

DenseNet121, ResNet_V2_50 and Inception-V3 were used for the maturity level prediction of the ROIs and the mean accuracy is 63.15%, 52.97% and 61.74%. DenseNet121 shows the best performance and it is used in our BAA framework. We can see that the accuracy for the 1st proximal phalanx and the 3rd middle phalange are lower than other ROIs, because in TW method, the level of the maturity is on a finer scale, which leverages the resolution of the bone maturity. However, on the other side, the difference between levels will be smaller and the accuracy of the assessment will be lower. There are 15 levels for radius; 13 levels for ulna, 1st proximal phalanx, 3rd proximal phalanx, 5th proximal phalanx, 3rd middle phalange and 5th middle phalange; 12 levels for 1st metacarpal, 1st distal phalanx, 3rd distal phalanx and 5th distal phalanx; 11 levels for 3rd metacarpal and 5th metacarpal. For one ROI, getting enough data for training is quite challenging. The statistics of the ROI samples are in Fig. 15. For example, there are only 3 samples for the radius at level 0, no samples at
level 6; for the 3rd metacarpal, no samples at levels 6, 7, and 8. It is believed that the imbalance and the limited scale of the dataset is one of the reasons for the accuracy of 63.15%.

Mean average error (MAE) is used to evaluate the final estimated bone age. It is calculated as Eq. (4) shows:

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |m_i - e_i|.$$  

$m_i$ is the BAA with our algorithm, and $e_i$ is the ground truth labeled by the professional radiologists. 222 images have been tested with the model and the results are shown in Table 2.

| Age group | MAE (year) | RMSE (year) |
|-----------|------------|-------------|
| 0–3       | 0.95       | 0.99        |
| 4–7       | 0.72       | 0.78        |
| 8–11      | 0.48       | 0.54        |
| 12–15     | 0.57       | 0.62        |
| 16–18     | 0.94       | 1.22        |
| ALL (0–18)| 0.61       | 0.69        |
| ALL (2–18)| 0.59       | 0.67        |

It is shown that in the age groups 0–3, 4–7 and 16–18, the MAEs are larger than other age groups, because the cases under 7 years and older than 16 years are less than other groups. Finally, we obtained a MAE of 0.61 year (7.32 months) on our dataset. The resolution of the label of the bone age in our dataset is 1 year, while for some public datasets, the resolution is months. It is hard to compare the different models fairly. However, we presented some of the published results in Table 3 to show the differences between these studies.

Table 3 is a summary of the bone age testing methods based on deep learning. In [3, 10, 28–30], the MAEs of the end-to-end models are better than the subregion-based method in [9, 20] and this paper. End-to-end BAA is a multi-class regression task, and it has lower computation complexity and better MAE comparing to the subregion-based method. However, just giving a bone age is hard to satisfy the clinical requirement now. Son et al. [32] detect 13 ROIs using Faster RCNN and the rejection rate of the approach is approximately 1.6%, which means the rejected X-ray image cannot be evaluated by the proposed model. They latter used a correlation matrix to convert the 13 maturity predictions into a single bone age. They reported an MAE of 5.52 months on their internal test set, while the rejected X-ray images were not counted in this evaluation. Bui et al. [20] detect 6 ROIs using a Faster R-CNN detection network, and they train a support vector regression model for BAA. Their MAE is similar to our result. However, they just provide diagnostic information of 6 regions, which is not consistent with the TW method (13 ROIs) and less information was given. In contrast to their works, our work is capable to detect the 13 ROIs steadily and it is not needed to worry about the limitation that the assessment will fail if not all ROIs are detected [21]. This is a big progress in region-based BAA, and the performance is higher than all the state-of-the-art BAA methods.
| Category of the method | References | Method | Dataset | Resolution of label | MAE (month) |
|------------------------|------------|--------|---------|---------------------|-------------|
| End-to-end             | Alexander et al. [28] | Inception-V3 + DenseNet; fine-tuned ResNet-50; ice module; U-Net segmentation and CNN-based recognition | RSNA dataset | 1 month | 4.27–4.5 months |
|                        | Ren et al. [3] | Regression CNN based on inception-V3 | RSNA dataset | 1 month | 5.2 months |
|                        | Chen et al. [10] | ResNet + spatial transformer + LBP + GLCM + SVM | Total data: 12,536 from Shengjing Hospital | Not mentioned | 5.5 months |
|                        | Mutasa et al. [29] | ResNet and inception | Total data: 20,581 (10,289 from the network, 8,909 from Columbia University Hospital, 1383 from the public data set) | 1 month | 6.43 months |
|                        | Liu et al. [30] | NSCT-based multi-scale CNN (VGG16) | Digital Hand Atlas Database System | 12 months (1 year) | 6.43 months |
|                        | Iglovikov et al. [47] | U-Net + VGG-style + linear combination | RSNA dataset | 1 month | 7.52 months |
|                        | Hu et al. [48] | AlexNet | DR images of Uygur people, total data: 472 | 1 month | 8.40 months |
|                        | Lee et al. [16] | Caffenet architecture | Total data: 600 | Not mentioned | 18.9 months |
|                        | Synho et al. [18] | CNN segmentation + Lenet BAA | Training set: verification set: test set = 70:15:15 | 12 months (1 year) | Accuracy of MAE < 1 year: 92.29% |
|                        | Tajmir et al. [17] | LeNet-5 | Total data: 8325 | 12 months (1 year) | Accuracy of MAE < 1 year: 98.6% |
| Subregion-based        | Son et al. [32] | faster R-CNN + VGG | Total data: 3344 | Not mentioned | 5.52 months |
|                        | Bui et al. [20] | faster R-CNN + TV3 | Total data: 1375 | 12 months (1 year) | Reject rate: 1.6% |
|                        | Spampinato et al. [9] | BoNet (ad-hoc CNN, 6 layers) | Digital Hand Atlas Database System | 12 months (1 year) | 9.48 months |
|                        | Proposed method | U-Net + RPN + cascade R-CNN + DenseNet with self-attention | Total data: 2129 | 12 months (1 year) | 7.32 months (7.08 months for age 2–18) |

| Reject rate: 0 |

Table 3  Summary of the bone age testing methods based on deep learning
5 Discussion
Following most machine learning-based BAA studies, most of them are end-to-end deep learning based. In practice, radiologists and doctors want more detailed information about the variation of the bones in hand, rather than age. More recently, several sub-region-based BAA methods were proposed. The ROIs in hand are extracted and evaluated firstly and then with a regression model the bone age can be obtained. However, if the ROI detection failed, the latter processing will be difficult. And Fast R-CNN is used in most of these works, and missing detection exists in all these studies [9, 20, 32]. In addition, to promote the detection performance, the TW method was simplified and only 6 ROIs were considered in [20] and not all the diagnosis information can be provided for doctors. A robust and precise BAA method is desired. For this purpose, a four-stage fine-grained BAA method that includes palm segmentation, 13-ROI detection, fine-grained ROI maturity assessment, and precise-BAA is proposed. The four parts are independent and concurrent, which means we can develop each part separately to optimize the performance of BAA. This design could potentially improve the BAA study further. Researchers could focus on and contribute to one part they are interested in, such as segmentation or comprehensive assessment.

In the image preprocessing stage, a palm segmentation method based on U-Net, hole filling, and connected component selection is proposed. Compared with the threshold segmentation and level set [24], the accuracy of the segmentation is better and can be improved to 98.01%. The consistency of the images brought a low rejection rate, which laid a solid foundation for ROI detection. In the stage of multi-target detection, a recursive feature pyramid-based model is built to handle the fine-grained ROIs detection. Compared to the most commonly used models including Fast R-CNN and YOLO, we get the state-of-the-art result in multi-bone detection. In the stage of ROI based skeletal maturity evaluation based on transfer learning, a dataset with 1015 images is built. As far as we know, this is the largest finely annotated dataset for BAA, which includes $1015 \times 13$ ROIs. With a prediction model fine-tuned with our own dataset, we can get the skeletal maturity level of each ROI in each X-ray image. In the last stage of bone age calculation, the bone age is calculated based on the 50th percentile curve of bone maturity, and we can get an MAE of 7.32 months for age 1–18 (7.08 months for age 2–18). However, it is hard to compare the effectiveness of the proposed procedures. We found that the scale of the dataset, age distribution, valid range of age in MAE calculation would affect the result tremendously. Nevertheless, with more data, the performance of the model will be better.

At present, the software of BAA based on the whole atlas has been used in some institutions. However, for fine-grained skeletal maturity assessment, the performance of the models still needs to be further improved. In the third stage of this study, the maturity assessment of the ROIs in hand bone, the resolution of our dataset is 1 year, which is larger than many other datasets [3, 28, 29, 47, 48]. The low resolution may cause a larger MAE. A better and larger dataset should be built for subregion-based research. And we will collaborate with doctors build a larger and high-resolution dataset for a precise-BAA study.
6 Conclusion

Nowadays, BAA has already become a common clinical examination. However, at present, in major domestic medical institutions, BAA is still based on artificial evaluation, and it takes a lot of time for doctors or radiologists to assess bone age subjectively. In the past 2 years, most of the studies in the automatic BAA are using a whole hand bone X-ray image in an end-to-end way. While it only gives a number as the bone age and it is impossible to see the development of each bone in hand, and the model lacks interpretability. It is meaningful and necessary to study the fine-grained BAA method based on deep learning. Radiologists can check the development of the main hand bone areas, and give diagnosis and treatment on time. With our four-stage framework, we can get the segmented palm, the 13 ROIs in the hand area, skeletal maturity of each ROI, and the final bone age of the case. This fine-grained BAA model provides more details about the development of the case for doctors and radiologists. We believe it is more valuable to analyze the patient’s condition development and adjust the treatment plan in time.
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