An Evaluation of Temperature-Based Agricultural Indices Over Korea From the High-Resolution WRF Simulation
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This study evaluates the performance of dynamical downscaling of global prediction generated from the NOAA Climate Forecast System (CFSv2) at subseasonal timescale against dense \textit{in-situ} observational data in Korea. The Weather Research and Forecasting (WRF) double-nested modeling system customized over Korea is adopted to produce very high resolution simulation that presumably better resolves geographically diverse climate features. Two ensemble members of CFSv2 starting with different initial conditions are downscaled for the summer season (June-July-August) during past 10-year (2011–2020). The comparison of simulations from the nested domain (5 km resolution) of WRF and driving CFSv2 (0.5\degree) clearly demonstrates the manner in which dynamical downscaling can drastically improve daily mean temperature (Tmean) and daily maximum temperature (Tmax) in both quantitative and qualitative aspects. The downscaled temperature not only better resolves the regional variability strongly tied with topographical elevation, but also substantially lowers the systematic cold bias seen in CFSv2. The added value from the nested domain over CFSv2 is far more evident in Tmax than in Tmean, which indicates a skillful performance in capturing the extreme events. Accordingly, downscaled results show a reasonable performance in simulating the plant heat stress index that counts the number of days with Tmax above 30\degree C and extreme degree days that accumulate temperature exceeding 30\degree C using hourly temperature. The WRF simulations also show the potential to capture the variation of Tmean-based index that represents the accumulation of heat stress in reproductive growth for the mid-late maturing rice cultivars in Korea. As the likelihood of extreme hot temperatures is projected to increase in Korea, the modeling skill to predict the agro-meteorological indices measuring the effect of extreme heat on crop could have significant implications for agriculture management practice.
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INTRODUCTION

The value of meteorological prediction information is maximized when it is properly utilized by the end-users working in the fields that are profoundly impacted by weather (e.g., day-to-day fluctuation) and climate (e.g., long-term trend) conditions. In this regard, the agricultural sector is one of the largest groups which derives a potential benefit from meteorological information if the predicted data service is provided in a timely and effective way (Klopper et al., 2006; Iizumi et al., 2013). A significant body of researches have demonstrated that the quality of meteorological data is essential to enhance the reliability of the outcomes of many agricultural models that are eventually involved in a variety of decision-making processes related to agricultural practice (e.g., to determine planting and harvesting date, to project crop yields) (Shin and Cocke, 2013; Shin D. W. et al., 2017).

A fundamental predictability of weather and climate forecast products depends on the global forecast modeling system. Many efforts have been collectively made in order to improve the skill of forecasting at a longer lead time for decades (Min et al., 2020). The NCEP Climate Forecast System (CFS) is an outcome drawn from the latest scientific approaches, providing one of the best forecast data openly available to the public. Saha et al. (2014) reported that the second version of the CFS (CFSv2) has significantly enhanced many aspects of predictability as compared to the earlier version. The CFSv2 has provided forecast output data at various time scales ranging from real-time operations to long-lead seasonal prediction (up to 9 months). Therefore, CFSv2 could be a promising source of forecast information at the sub-seasonal time scale, which is relevant for agriculture application. However, it seems to be unsuitable for the direct application of CFSv2 forecast data to agriculture impact assessment. This is because the spatial scale of CFSv2 may not be appropriate to drive the dynamical crop model simulations or to compute the agro-meteorological indices at local-scale where agriculture practice is mostly managed (Shin and Cocke, 2013; Shin D. W. et al., 2017). This is particularly true in the Korean Peninsula where a diverse geographical setting greatly impacts locally distinct climate features (Qiu et al., 2020). Previous studies have shown that approximately 50-km horizontal resolution of CFSv2 is too coarse to realistically simulate region-specific climate features or localized weather events in the Korean Peninsula (Qiu et al., 2020). For example, the strong relationship between the elevation and local climatology seen in the observed temperature and precipitation patterns (Im and Ahn, 2011) is hardly captured by the typical grid system of most global models. The dynamical downscaling using the regional climate model (RCM) can be a useful way of overcoming this well-known limitation of global model simulation (e.g., Gao et al., 2006; Torma et al., 2015). There are unambiguous evidences to support the added value of high resolution simulations in Korea, in terms of spatial details, extreme events, and physical realism (Im et al., 2006, 2007; Qiu et al., 2020). In addition, dynamically downscaled climate information demonstrates a great potential to reduce the uncertainty arising from the substantial scale gap between climate data and “actionable” information for impact assessment models (Lee et al., 2019a,b).

In this study, we develop the Weather Research and Forecasting (WRF) modeling system customized over Korea to produce very fine-scale subseasonal forecast through the dynamical downscaling of CFSv2 data. A one-way double-nested modeling system comprising a mother domain (20-km resolution) and nested domain (5-km resolution) along with optimal physical parameterizations in the selected domain are adopted based on the configuration found in Qiu et al. (2020). As an attempt to further improve the performance, the spectral nudging (SN) technique is employed and its effects are investigated by comparing simulations with and without SN. The SN is designed to constrain RCM dynamics with large-scale driving fields by giving forcings not only at the lateral boundaries, but also in the domain's interior. The key dynamic variables (e.g., wind) are nudged only for long-wave spectral regime exceeding a threshold while filtering out other waves (Otte et al., 2012). It allows RCM to retain the large-scale features from the global model (or global reanalysis) and to develop own dynamics with small-scale features simultaneously. The SN technique has been reported to potentially improve the model's skill and prevent RCM simulation from drifting away too much from large-scale driving fields (Cha and Lee, 2009; Cha et al., 2011; Liu et al., 2016; Ma et al., 2016; Tang et al., 2017; Silva and Camargo, 2018).

The first focus of the analysis is to quantify the added value of the dynamically downscaled simulations over the driving global model prediction (i.e., CFSv2). Although CFSv2 is widely used for future predictions at various timescales worldwide (e.g., Phan-Van et al., 2014; Sangelantoni et al., 2019), its downscaled results as well as its performance itself over Korea have not yet been intensively evaluated. The regional details and temporal variations of daily mean temperature (Tmean) and daily maximum temperature (Tmax) simulated from WRF nested domain and CFSv2 are compared against 90 in-situ observations. We then place our focus on the agro-meteorological indices related to heat stress in order to estimate the potential of dynamical downscaling system developed in this study for agriculture application. We adapt three different indices which are based on Tmean, Tmax, and hourly temperature, respectively. The calculation method of the index using Tmean is basically followed by Zhang et al. (2014). However, some modification is made to reflect the specificity for Korean rice cultivars. Since the rice yield is most sensitive to high temperatures during the reproductive growth stage among phenological development processes (Loc Thuy et al., 2020), the cumulative exposure to critical temperature is calculated by accumulating the Tmean exceeding the threshold during the reproductive growth stage. Since the rice spikelet fertility tends to decrease beyond 24°C of Tmean (Loc Thuy et al., 2020) and the period between 11 July and 15 August is regarded as the reproductive growth stage for mid-late maturing rice cultivars (Shin et al., 2019), we calculate the index that sums up Tmean exceeding 24°C during 11 July and 15 August. This index is referred to as accumulated heat stress (AHS) on rice reproductive growth in this study. Next, we use the plant heat stress (PHS) index that counts the number of days with Tmax above 30°C, which was introduced in Piticar (2019). The threshold of 30°C seems to be appropriate to reflect the heat tolerance of crops acclimated
to the climatic condition of Korea. Although the criteria vary with crop cultivar, the Rural Development Administration in Korea has issued the advisory and warning notice mostly when Tmax is expected to reach 30°C. Furthermore, we calculate the accumulation of temperature exceeding 30°C, namely extreme degree days (EDD), using hourly temperature, as presented in Lobell et al. (2013). While PHS indicates the frequency of hot days, EDD measures the magnitude of extreme heat. Heat stress is one of the major abiotic stresses that decreases the photosynthetic efficiency of crop plants. This, in turn, leads to losses of agricultural yields (Zhang et al., 2020). The critical role of extreme heat with respect to many different crops has been reported, with a particular emphasis on the disproportionately negative impacts of the accumulation of extreme heat on agriculture production (Schlenker and Roberts, 2009). The intensity and frequency of extreme temperature during summer in South Korea have gradually increased in accordance with rising global mean temperature (Im et al., 2015, 2017). As global warming accelerates, the uncommonly high Tmax under the current climate is likely to become increasingly normal (Im et al., 2017, 2019). Accordingly, the regionally tailored meteorological information will be greatly helpful in minimizing the foreseeable damage amid an alarming rise of global warming. To foster the engagement of meteorological data into the practice of agriculture management, it is important to practically demonstrate how reliable forecast data can be provided. From this perspective, the added value and degree of realism achieved in very high resolution forecast data presented in this study assume great significance from both climate and agriculture modeling communities. This study could serve as a prerequisite before conducting the agriculture modeling fed by dynamically downscaled forecast data.

**MODEL DESCRIPTION AND EXPERIMENTAL DESIGN**

This study utilizes the latest version of the Advanced Research WRF model (Skamarock et al., 2008, WRF4.2) to develop the double-nested modeling system customized over South Korea. As the state-of-the-art atmospheric simulation system designed for both atmospheric research and operational forecasting applications, WRF signifies a suitable choice for downsampling the global forecast product.

To generate the high resolution meteorological information over South Korea, the double-nested domains are set up as shown in **Figure 1**, and the model is run in a one-way mode. The mother domain with 20 km spatial resolution is centered at 38.00°N, 127.25°E, covering northeastern Asia, and a finer-resolution-domain (i.e., 5 km) is nested for the focus over the Korean Peninsula. As fed by the higher resolution surface boundary conditions, the nested domain exhibits more realistic topographical fluctuations over the narrow peninsula as compared to the mother domain. An improved description of elevation gradient and the finer coastlines has been proved as essential for generating more accurate meteorological information over the target domain (Qiu et al., 2020).

The physical parameterizations of the modeling system follow the optimal setting that Qiu et al. (2020) found through various sensitivity experiments. They can be briefed as: the WSM3 microphysics scheme (Hong et al., 2004), the RRTMG longwave and shortwave radiation scheme (Iacono et al., 2008), the Revised MM5 surface layer scheme (Jiménez et al., 2012), the Noah Land Surface Model scheme (Chen and Dudhia, 2001), the Yonsei University planetary boundary layer scheme (Hong et al., 2006), and the Kain–Fritsch convection scheme (Kain et al., 2008) with trigger function (Ma and Tan, 2009). The same configuration is applied for the mother and the nested domain. Note that we decide to use convection scheme for nested domain after testing the performance of convection permitting simulation.

The initial and boundary conditions are obtained from the CFSv2 operational forecasts at 0.5° × 0.5° resolution at 6-h intervals (Saha et al., 2014). The simulations span from 2011 to 2020 (10-year), for the summer season (June, July, and August). The CFSv2 releases ensemble members with different initialization times of the 0000, 0600, 1200, and 1800 UTC cycles for each day, which allows us to obtain many ensemble members on a regular basis. As a pilot study here, only two ensemble members initialized at 0600 and 1800 UTC are downscaled for each month, and individual runs assign a three-day spin-up period that is excluded from analysis. As a case in point, CFSv2 forecast fields initialized at 0600 and 18:00 UTC, 28 May 2011 are downscaled until 0000, 1 Jun 2011, and the ensemble results encompassing the entire month of June are analyzed to evaluate the prediction performance for June 2011. We are not unaware of the importance of probabilistic prediction from many ensemble members, and thus implying that two members should not be sufficient. While this study aims at evaluating the basic performance of CFSv2 and WRF nested simulations with an emphasis on the added value of dynamical downscaling, further improvement based on the time-lagged ensemble approach using rigorous statistical method should be the focus of future researches.

The model is run twice for the same time period of each simulation, once without SN and once with SN. The effect of SN can be controlled by modulating nudged variables, nudging coefficients, and wave numbers. In this study, horizontal winds, temperature, and geopotential height are nudged with the nudging coefficients of 0.0003 s⁻¹, whereas nudging wave numbers in both zonal and meridional directions are set to be 3. Consistent with the time interval of the input CFSv2 data, nudging is conducted every 6 h. In addition, the spectral nudging is applied to solely the mother domain, and no nudging is conducted within the planetary boundary layer (PBL) to maximize the freedom of mesoscale circulation within the PBL (Liu et al., 2012; Otte et al., 2012; Tang et al., 2017).

For the validation of the downscaled results and CFSv2, we use the 90 in-situ observational data maintained by the Korea Meteorological Administration during the same period of simulation (2011–2020) over South Korea (**Figure 1B**). The Korean territory is covered by a dense observational network, however, the majority of the stations are situated below 400 m with two exceptional places (Daegwallyeong, 772.4 m; Taebaek, 714.45 m). The lack of observations at a higher elevation may
be an impediment in assessing the superiority of high-resolution simulation particularly expected from higher mountainous areas.

RESULTS

Added Value for Mean Temperature and Maximum Temperature

We begin our analysis with the climatological pattern of Tmean and Tmax, which are agriculture-relevant variables used for the calculation of agro-meteorological indices. Figure 2 depicts the spatial distributions of the 10-year (2011–2020) averaged Tmean and Tmax for JJA, and their bias patterns (simulation minus observation) are also presented in Figure 3. For comparison purposes, in-situ observational data and the original CFSv2 data are interpolated into the 5 km grid that is same as the WRF nested domain, using the distance-weighted average remapping function in CDO programming. The observational distribution shows that the Tmean roughly follows the topographical pattern. More specifically, there are two low-lying basins, the Yeongsan River basin (southwest) and the Nakdong River basin (southeast), with relatively high temperature while a distinctly colder temperature is found on the Taebaek Mountains along the northeast. For CFSv2, it is too coarse to be able to capture such regional details in response to topographical fluctuation. CFSv2 can only simulate a very rough spatial division of temperature, such as higher temperature in the southwestern coastal region and lower temperature in the northern part of South Korea. In contrast, the downscaling with WRF, benefitting from its higher-resolution surface boundary conditions, helps to reveal topographically modulated patterns. Besides the spatial details, the downscaled result shows the superior performance to its driving global model in terms of the quantitative measure. WRF result retains the negative bias seen in CFSv2 as compared to observed one, but its severity tends to be reduced. With regard to the Tmax, the improvement derived from dynamical downscaling becomes far more drastic. Tmax from CFSv2 do not differ much with Tmean, thus showing a substantial amount of negative bias (Figure 3D). This is because CFSv2 produces a very small amplitude of diurnal variation of temperature (not shown). Therefore, CFSv2’s performance to capture the peak values (e.g., maximum, minimum) is very limited, although it seems to reveal the error within an acceptable range in terms of mean value. On the other hand, the downscaled Tmax is much closer to the observed pattern both quantitatively and qualitatively, despite the presence of some negative bias. A larger discrepancy between observed and downscaled Tmax is found along the high mountainous region because WRF simulates far lower values than observation (Figures 3C,F). However, it is partly attributed to the scarcity of in-situ stations at higher elevations. Notably, a sharp temperature gradient along the northeastern coastlines is brought by the elevation slope between the mountain and the coast. Such a gradient is even obscured on the interpolated observation map due to the limited number and uneven distribution of observation stations, whereas the downscaled result clearly shows a narrow “warm band” along the coastlines. The difference between downscaled results with and without SN reveals that in terms of climatological mean, the effect of SN in our target domain seems to be marginal. The simulation with SN tends to slightly increase the temperature along the coastline as compared to the one without SN (hereafter referred to as NSN), but opposite over the large inland region. The magnitude of such differences is very smaller than the model bias, and thus it is hard to discern the bias patterns between SN and NSN (Figures 3B,C/Figures 3E,F). Although we first compare the simulations with an interpolated observation in Figures 2, 3 to clearly compare the spatial distribution of temperatures that are strongly tied to physiographical features.
(e.g., topography), we also perform station-based point-wise analysis afterwards. For this purpose, the nearest grid to the station is selected from WRF 5 km simulations. Since the model resolution (i.e., 5 km) is higher than the mean distance of stations, no station values are from the same grid. For comparison purpose, CFSv2 is first interpolated into WRF 5 km grid and the nearest grid is then selected as well.

In order to evaluate the performance of simulations in a more quantitative manner, we compare the Taylor diagrams of Tmean and Tmax in the months of June, July, and August (Figure 4). The Taylor diagram is convenient to quantify the multiple metrics in terms of the pattern correlation, the centered root-mean-square (RMS) error and the standard deviation in a single plot (Taylor, 2001). The centered RMS error and standard deviation are normalized by the standard deviation of observation. With regard to the pattern correlation represented by the azimuthal position, it is obvious that the downscaled WRF simulations show a substantial improvement in both Tmean and Tmax. In particular, the difference of correlation coefficient between CFSv2 and WRF becomes much higher in Tmax than in Tmean, which agrees well with the spatial distribution observed in Figure 2. The correlation coefficients of Tmax are increased by approximately more than 2-fold in WRF than in CFSv2 for all 3 months. The deficiency of CFSv2 is not limited to only spatial correction, but the RMS error is also greater than the downscaling results. In terms of the standard deviation, WRF and CFSv2 exhibit a starkly contrasting behavior. While the standard deviation of CFSv2 holds lower than 1 (except for Tmean in Aug), the downscaled results exhibit a larger amplitude of spatial variability compared to the observed one. This could be attributed to the very fine-resolution of WRF simulations, which are capable of resolving the sharp gradients of temperature change within a short distance (Qiu et al., 2020). The CFSv2 and its downscaling results also behave differently in terms of the fluctuation of performance across months. For CFSv2, the relative skills with respect to the months and between Tmean and Tmax seem to be inconsistent, being particularly problematic in June with the large failure to capture spatial pattern and variability amplitude. On the other hand, the downscaled results tend to keep the performance stable. The numbers corresponding to the months are closely positioned, relative to those from CFSv2. By comparing WRF simulations with and without SN, it is again revealed that the effect of SN may not be relevant. The NSN simulation seemingly does exhibit slightly better statistics, but the difference of their positions between SN and NSN is marginal. For the sake of simplicity, we only present the NSN result in the rest of section “Added Value for Mean Temperature and Maximum Temperature.”

The 10-year length simulation allows further assessment of the skill to capture the interannual variability of summer
temperature. Figure 5A illustrates the Tmean and Tmax anomalies derived from observation, CFSv2 and WRF downscaled result. The anomaly of Tmean (Tmax) is calculated as each year’s JJA deviation from 10-year climatological JJA Tmean (Tmax) averaged over 90 stations during the 10-year period. By comparing with the observation, CFSv2 captures at least the same sign of yearly variability because the systematic cold bias shown in Figures 2, 3 can be partly eliminated while subtracting the mean climatology. However, CFSv2 may not have the ability to simulate particularly hot (e.g., 2018) and cold (e.g., 2014) years. This problematic behavior exacerbates in Tmax, thus implying the limited performance in simulating extreme case. The downscaled result tends to maintain much of the behavior seen in CFSv2. However, the added value of dynamical downscaling is more apparent when evaluated with respect to each station, rather than taking the spatially average values. Figures 5B,C depict the box plot of Tmean and Tmax anomalies at 90 stations, respectively. The observational pattern shows a large variability across stations.

For example, the stations with negative or positive anomalies co-exist for most of years. Such a behavior is more pronounced in Tmax than in Tmean. On the contrary, a very small range of variability across stations is the most relevant feature of CFSv2. This simply indicates that CFSv2 fails to capture the regionally distinct temperature patterns. The ranges of the interannual variability of the downscaled Tmean, though still narrow as compared to the observation, are much greater than the CFSv2, thereby proving the potential benefits of dynamic downscaling.

Figure 6 presents the scatterplot of the Pearson correlation coefficient (CC) among all the pairwise combinations of the 90 stations (4,005 pairs in total), which measures the temporal linear dependency of temperatures vs. their actual distance in space. A higher CC value indicates a higher similarity between paired stations. Usually, the closer the distance between paired stations, the greater the correlation between them. The observation pattern well demonstrates that the spatial dependence of both Tmean and Tmax decreases gradually when
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FIGURE 3 | Spatial distribution of bias of Tmean (top row) and Tmax (bottom row) from (A,D) CFSv2 and WRF 5 km simulations (B,E) with spectral nudging (WRF SN) and (C,F) without spectral nudging (WRF NSN) over South Korea.
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FIGURE 4 | Taylor diagram of monthly mean (A) Tmean and (B) Tmax calculated from the three individual simulations against in-site observations at 90 stations. The semicircles marked with the pink line indicate the centered of root-mean-square (RMS) error. The numbers of 6, 7, and 8 correspond to the months of June, July, and August, respectively.

The distance increases. Unlike Tmean, Tmax shows a more obvious declining trend beginning from a shorter distance between the paired data. However, CFSv2 provides a much smoother CC gradient along the distance. It retains CCs higher than 0.8 for Tmean and higher than 0.7 for Tmax. Such high correlations are in accordance with its failure to capture spatial details of temperature pattern as mentioned above. In contrast, the downscaled results are in good agreement with the observational pattern, capturing the similar gradient of the decreasing CC along the distance. They yield the decreasing CC even for the short distance range, indicating the potential of dynamical downscaling in simulating the localized temperature patterns.

To understand the different performance of Tmean and Tmax seen in CFSv2 and the WRF downscaled result, we investigate the relationship between elevation and bias. Figure 7 presents a scatter plot of the difference in elevation between the model grid and the actual station against Tmean and Tmax biases. As the degree of scattering is smaller, the model is in better agreement with the observed value. Generally, the magnitude of temperature bias has been seen to be correlated to the difference of elevation in the model from actual height. Since CFSv2 prescribes higher elevations in the majority of stations as compared to actual values (90-station-average difference: 61.4 m), it tends to aggravate the cold bias. Although the cold bias is not linearly scaled with the elevation difference, the larger cold bias is evidently found mainly where the model’s elevation is higher. The resolution of CFSv2 may not be able to accurately resolve the low-lying area, which is why it does not reveal the two basins at a higher temperature in Figure 2B. As for Tmax, CFSv2’s cold bias becomes far greater than Tmean, holding the negative relationship between elevation and temperature biases. It is noteworthy that many more observational stations are located in the low elevation regions than their high counterparts. Therefore, the cold biases arising from an overestimation of elevation seems to be more dominant in Figure 7. However, the coarse resolution of CFSv2 also underestimates the elevation of high mountains that causes the missing of “cold peak” in the Tmean spatial pattern. On the other hand, the temperature bias in WRF is much smaller, which can be explained by the more realistic elevation (90-station-average elevation difference: 42.7 m).

 Evaluation of Agro-Meteorological Indices

In this section, we evaluate the performances of the downscaled result in simulating agro-meteorological indices. As shown in Figures 2, 3, CFSv2 exhibits a severe cold bias over the entire domain. It is observed that Tmax from CFSv2 never reaches 30°C at any of the stations, which prevents the calculation of PHS and EDD. Therefore, we do not present the results from CFSv2 and focus on the evaluation of WRF simulations with and without SN in this section. Figure 8 illustrates the total sum of the PHS (number of days with Tmax exceeding 30°C) during 10-year (2011–2020) derived from observed and SN and NSN simulated Tmax. Consistent with the Tmax climatology presented in section “Added Value for Mean Temperature and Maximum Temperature,” the model tends to underestimate PHS. However, considering the severe cold bias seen in CFSv2, this result unambiguously proves the potential of dynamical downscaling for making...
improvement in the simulations of heat extremes, particularly in the low-lying basin region. Contrary to the fact that the effect of SN seems to be concealed in the climatological mean pattern, the difference between SN and NSN is better detected in the analysis of extremes based on daily data. In general, SN appears to be a little more helpful in alleviating the underestimation, except for several stations located near the eastern coast.

As another agro-meteorological index, we investigate the performance of how the model with SN and NSN can simulate the characteristics of EDD. The EDD is calculated with respect to 90 stations using hourly temperature data as follows:

$$\text{EDD} = \sum_{t=1}^{N} \left( \frac{T_t - 30}{24}, \text{if } T_t > 30^\circ C \right)$$

(where $t$ varies from 1 to 2,208 (24-h × 92 d), covering from 1 June to 31 August).

After first calculating the EDD for individual years, the 10-year average is presented in Figure 9. Basically, the behavior of EDD is quite in line with PHS, with respect to the similarity and difference between observation and simulation. Compared to observation, the underestimation consistently appears in the WRF model results. However, dynamical downscaling is able to draw prominent results in some stations. For example, the most intense heat observed in Daegu is well reproduced in both NSN and SN simulations.

In addition to total accumulated EDD, its evolutionary pattern also denotes critical information for agriculture application. Therefore, we investigate the temporal evolution of EDD through three months (June-July-August) with regard to individual years. Figure 10 displays the evolutionary pattern of EDD at
three stations, namely, Daejeon, Daegu, and Mokpo, located in the northwestern, southeastern, and southwestern part of the country, respectively. For the observational pattern, EDD shows the pronounced yearly variation and regional disparity. EDD patterns in anomalously hot years (e.g., 2018) are totally different from anomalously cold years (e.g., 2014). For example, in Daejeon, the accumulated EDD at the end of August is over seven times larger in 2018 than in 2014. Similarly, the regional pattern is also quite diverse. While EDD marks the second highest value (around 60 degree days) in Daegu in 2013, its accumulated value is less than 20 degree days at the end of August in both Daejeon and Mokpo. Again, such a regionally distinct pattern highlights the necessity of fine-scale meteorological data. Among a large difference across years and stations, a common feature is seen in most stations. The EDD is primarily accumulated from mid-July to mid-August, which determines the total amount of EDD for individual years. More specifically, the increment of EDD seems to be small until the mid-July, and then its increasing rate sharply rises until mid-August before tending to hold a somewhat flat curve. In general, the anomalous warm years show the steep gradient of EDD increment. The simulations show a reasonable performance in capturing such an evolutionary pattern of EDD varying across the months regarding most of normal years (e.g., relatively smaller anomaly seen in Figure 5A). However, as addressed in the interannual variability, the downscaled results also reveal limited accuracy in capturing extreme years like 2018. This failure is mainly attributed to the predictability skill of CFSv2 because the large-scale synoptic conditions to determine anomalously warm or cold summers are inherited by the WRF simulation. In addition, the models’ ability to capture different regional pattern merits attention. Similar to the observational pattern, the WRF simulations effectively capture high EDD at Daegu and lower EDD at Mokpo. In comparison to NSN, SN tends to yield a slightly higher EDD at the end of August. Such a behavior leads to some improvement in Daejeon and Mokpo, but the effect of SN is marginal in Daegu. Despite some deficiencies, this analysis reflects the potential of downscaled results for predicting heat-related agro-meteorological indices, which would otherwise be unfeasible with the direct usage of CFSv2 global prediction.

Although it is important to prepare for the damage caused by the exposure of extreme Tmax, the negative effect caused by the increase of Tmean is also highly expected amid global warming. In this regard, we calculate an index based on Tmean. The accumulated heat stress (AHS) that is critical for the reproductive growth of rice is defined as follows, under consideration of the reproductive growth stage for mid-late maturing rice cultivars.
and is likely to be more pervasive in the future, suggesting the necessity of cultivars with improved heat stress tolerance (Loc Thuy et al., 2020).

SUMMARY AND DISCUSSION

Improving the prediction accuracy of meteorological condition at subseasonal time-scale is a complex and multifaceted problem (Min et al., 2020). In this study, our aim is confined to demonstrating the added value that can be derived from the dynamical downscaling through comparison with driving global forecast data. For this purpose, our evaluation is performed in a “deterministic” way after the arithmetic ensemble mean of two members with different initial times (06UTC and 18UTC). We are aware of the insufficiency of two members as well as the importance of probabilistic prediction using many ensemble members, especially for the long lead time. For future studies, many more ensemble members will be generated.
by applying the time-lagged ensemble approach and we will develop the probabilistic forecast system using higher order statistical technique (e.g., Bayesian hierarchical model, Wang et al., 2016).

The CFSv2 global prediction for summer of the past 10-year (2011–2020) shows the ability to at least capture the area-averaged temperature anomaly (e.g., hot summer or cold summer against climatological mean). However, CFSv2 has a severe cold bias over the entire Korean territory, and its error increases significantly in Tmax, thus posing a major challenge for predicting extremes. Additionally, CFSv2’s coarse resolution could not effectively represent the spatial variability associated with topographical modulation. On the other hand, dynamical downscaling using the WRF nested system leads to a significant improvement in both quantitative and qualitative aspects. Since the predictability to capture extremely hot summers like the one in 2018 stems from skill related to global prediction, the downscaled result also retains quite a limited accuracy in predicting extreme years. However, the downscaled results show the considerable reduction of cold bias and a drastic improvement in spatial variability. The added value of downscaling appears even greater in Tmax than in Tmean. This is particularly beneficial when it comes to calculating agro-meteorological indices pertaining to heat stress. By comparing SN with NSN, the positive effect of SN is not clearly evidenced from our simulations. Although the cold bias in agro-meteorological indices can be reduced a bit when SN is employed, the improvement seems to be marginal. This result may be supported by Schaaf et al. (2017) that showed little effect of SN when the model domain is relatively small.
FIGURE 10 | The time evolution of EDD index from June to August for individual years at (A) Daejeon, (B) Daegu, and (C) Mokpo stations derived from the observations, SN and NSN simulations.

FIGURE 11 | The interannual variation of AHS averaged over 90 stations derived from the observations, SN and NSN simulations.

Since this study is the first attempt to perform dynamical downscale of CFSv2 focusing on the Korean peninsula, it is not allowed to benchmark our results against other literatures. However, we found a study that demonstrated the performance of dynamical downscaling of CFSv2 in Vietnam using the RegCM4 (Phan-Van et al., 2014). Their downscaling results show the severe cold temperature exceeding $-5^\circ$C at a month lead time. The magnitude of this bias is larger than our simulation. However, the quantitative comparison is not meaningful because the experimental design is not similar to each other in terms of the target region (Korea vs. Vietnam), resolution (5 vs. 36 km), and RCM (WRF vs. RegCM4). Nevertheless, it would be reasonable to
infer that the temperature biases of WRF simulations presented in this study are in the acceptable range.

While the downscaled results show an encouraging performance in simulating the temperature climatology and temperature-based agro-meteorological indices over Korea with added values beyond driving CFSv2, it does not necessarily guarantee that other variables, such as precipitation and radiation, which are critical to crop yield, are also simulated in a reasonable manner. In particular, the precipitation simulations often reveal substantial errors in many regions worldwide (e.g., Wang et al., 2015; Guo et al., 2017). The positive effect of higher resolution through dynamical downscaling may not be straightforward to precipitation performance (Im and Eltahir, 2018) in comparison to temperature. Moreover, summer precipitation over Korea shows a large variability, thereby making its forecast much more challenging (Nguyen-Xuan et al., 2020). Further work focusing on the performance of precipitation and precipitation-based agro-meteorological indices will be conducted for the subsequent paper.

While being aware of a critical need and the potential benefit of meteorological information, their utilization remains constricted for actual decision processes and activities to enhance agriculture production. The main impediment should be the scale mismatch as well as the absence of high quality and long-term forecast data. The Korea Meteorological Administration has publicly released forecast data up to 10-days. However, such a lead time may not be sufficient enough to allow farmers to schedule the variety field activities. Finer-scale, longer-term meteorological forecast data needs keen attention. In particular, since extreme hot temperatures have emerged as one of the disaster-related threats in Korea due to accelerated global warming (Im et al., 2017, 2019), the agricultural sector is very likely to be adversely affected if preparations are not made in a timely manner (e.g., Shin Y.-H. et al., 2017; Jo et al., 2020). From the perspective of climate change adaptation, the value of meteorological forecast data will continue to enhance. Indeed, the fine-scale long-term forecasting meteorological datasets are versatile enough to directly link to the agriculture impact assessments. More specifically, temperature and rainfall data are used as the input for statistical empirical models (e.g., multiple regression, support vector machine) to predict reliable yield estimates (e.g., Joshi et al., 2020). The process-based crop models (e.g., Decision Support System for Agrotechnology Transfer, DSSAT) also require fine-scale meteorological data as the most important input because weather conditions can regulate the growth and yield of crops. In this regard, further improvement in the accuracy of downscaled results by incorporating the probabilistic ensemble technique and post-processing method, such as bias-correction will be transferable to improving actual agriculture modeling.
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