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GIULIA CODENOTTI, THOMAS HALL, AND JOHANNES HOFSCHEIER

ABSTRACT. Let $A \in \{\mathbb{Z}, \mathbb{R}\}$ and $X \subseteq \mathbb{R}^d$ be a bounded set. Affine transformations given by an automorphism of $\mathbb{Z}^d$ and a translation in $A^d$ are called (affine) $A$-unimodular transformations. The image of $X$ under such a transformation is called an $A$-unimodular copy of $X$. It was shown in [AHN19] that every convex body whose width is “big enough” contains an $A$-unimodular copy of $X$. The threshold when this happens is called the generalised flatness constant $\text{Flt}_A^d(X)$. It resembles the classical flatness constant if $A = \mathbb{Z}$ and $X$ is a lattice point. In this work, we introduce a general framework for the explicit computation of these numerical constants. The approach relies on the study of $A$-free convex bodies, generalising lattice-free (also known as hollow) convex bodies. We then focus on the case that $X = P$ is a full-dimensional polytope and show that inclusion-maximal $A$-$P$-free convex bodies are polytopes. The study of those inclusion-maximal polytopes provide us with the means to explicitly determine generalised flatness constants. We apply our approach to the case $X = \Delta_2$ the standard simplex in $\mathbb{R}^2$ of normalised volume 1 and compute $\text{Flt}_2^2(\Delta_2) = 2$ and $\text{Flt}_2^2(\Delta_2) = \frac{10}{7}$.

1. INTRODUCTION

Let $\mathbb{R}^d$ be the Euclidean space equipped with the Euclidean norm $\lVert \cdot \rVert$. The space of convex bodies, i.e., non-empty compact convex sets in $\mathbb{R}^d$ (note that some authors define convex bodies to be open, see, for instance, [Sie89, Section 2]), is denoted by $\mathcal{K}^d$. Examples of convex bodies are polytopes, convex hulls of finitely many points in $\mathbb{R}^d$. A polytope $P \subseteq \mathbb{R}^d$ is a lattice polytope if it is the convex hull of finitely many points in the integer lattice $\mathbb{Z}^d$. (Lattice) polytopes are studied in a variety of mathematical areas such as algebraic geometry, commutative algebra, geometry of numbers, combinatorics and statistics.

Here we study the lattice width of convex bodies motivated by questions on lattice polytopes and symplectic manifolds. For a convex body $K \subseteq \mathbb{R}^d$, and a linear form $u \in \text{Hom}(\mathbb{Z}^d, \mathbb{Z}) = (\mathbb{Z}^d)^*$, the width of $K$ along $u$ (or with respect to $u$) is given by

$$\text{width}_u(K) := \sup_{x, y \in K} |u(x) - u(y)|.$$ 

The lattice width of $K$ (or simply width of $K$), $\text{width}(K)$, is the minimum of its widths $\text{width}_u(K)$ along all $u \in (\mathbb{Z}^d)^* \setminus \{0\}$. Khinchin’s celebrated flatness theorem [Khi48] guarantees that for every dimension $d$ there exists a constant which bounds the width of convex bodies which are disjoint from the integer lattice $\mathbb{Z}^d$. This gives rise to the classical flatness constant

$$\text{Flt}_d = \sup \{ \text{width}(K) : K \in \mathcal{K}^d, K \cap \mathbb{Z}^d = \emptyset \}.$$ 

It is conjectured that $\text{Flt}_d$ is roughly proportional to $d$ ([Bar02, last paragraph in Section 8]). To the authors’ knowledge, the best known upper bound at the time of writing is $\text{Flt}_d \leq O(d^{1/3} \log^a d)$, where $a$ is a constant [BLPS99]. Explicit values for $\text{Flt}_d$ for low dimensions are scarce: clearly, $\text{Flt}_1 = 1$, and Hurks has shown that $\text{Flt}_2 = 1 + \frac{2}{\sqrt{3}}$ [Hur90]. However, already $\text{Flt}_3$ is not known: in [CS20, ACMS21] the bounds $2 + \sqrt{2} \leq \text{Flt}_3 \leq 3.972$ are shown and it is conjectured that $\text{Flt}_3 = 2 + \sqrt{2}$.

In [AHN19], Averkov, Hofschheimer, and Nill introduced generalised flatness constants that provide a unifying approach to several questions on lattice polytopes and symplectic manifolds. Generalised flatness constants $\text{Flt}_A^d(X)$ depend on the choice of a ring $A \subseteq \{\mathbb{Z}, \mathbb{R}\}$, and the choice of a fixed bounded subset $X \subseteq \mathbb{R}^d$ and its $A$-unimodular copies. An $A$-unimodular transformation $T : \mathbb{R}^d \to \mathbb{R}^d$ maps an $x \in \mathbb{R}^d$ to $Mx + b$, for some $M \in \text{GL}_d(\mathbb{Z})$ and $b \in A^d$. We say $Y \subseteq \mathbb{R}^d$ is an $A$-unimodular copy of $X \subseteq \mathbb{R}^d$ if $Y = T(X)$ for some $A$-unimodular transformation $T : \mathbb{R}^d \to \mathbb{R}^d$. Then $\text{Flt}_A^d(X)$ is the supremum over the widths of convex bodies in $\mathbb{R}^d$ that don’t contain an $A$-unimodular copy of $X$:

$$\text{Flt}_A^d(X) := \sup \{ \text{width}(K) : K \in \mathcal{K}^d, K \text{ contains no } A\text{-unimodular copy of } X \}.$$ 
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By [AHN19, Theorem 2.1], $\text{Flt}^d_2(X)$ is a well-defined real number. By taking $A = \mathbb{Z}$ and $X$ a lattice point, the usual flatness constant is recovered, i.e., $\text{Flt}^d_2(0) = \text{Flt}_d$, justifying the definition of generalised flatness constants. A main result of this work is the computation of generalised flatness constants in dimension 2 when $X$ is the 2-dimensional standard simplex $\Delta_2 = \text{conv}(0, e_1, e_2)$, where $e_1, e_2$ denotes the standard basis of $\mathbb{Z}^2$.

**Theorem 1.1.** We have $\text{Flt}^2_2(\Delta_2) = 2$ and $\text{Flt}^2_2(\Delta_2) = \frac{10}{3}$.

A direct implication of the main theorem is that 2-dimensional convex bodies $K \subset \mathbb{R}^2$ whose width is larger than 2 contain an $\mathbb{R}$-unimodular copy of $\Delta_2$. This bound is sharp in the sense that a convex body with lattice width 2 contains an $\mathbb{R}$-unimodular copy of $\Delta_2$ (see Proposition 2.11). Similarly, any convex body whose width is larger than $\frac{10}{3}$ contains a $\mathbb{Z}$-unimodular copy of $\Delta_2$. Again this bound is sharp (in the same sense as above). In particular, a convex body whose width is at least $\frac{10}{3}$ is spanning, i.e., the lattice points contained in the convex body affinely generate the ambient lattice. Spanning lattice polytopes turn out to have strong Ehrhart theoretical properties equivalent to ones of IDP polytopes, a much stronger combinatorial assumption on the polytope (see [HKN18, HKN17]). The search for an effective and sufficient spanning test for lattice polytopes was one of the main motivations for the introduction of generalised flatness constants.

The proof of Theorem 1.1 relies on the study of $A$-$X$-free convex sets: if $X \subset \mathbb{R}^d$ is a fixed bounded set, then a convex set $K \subset \mathbb{R}^d$ is called $A$-$X$-free if the relative interior of $K$ contains no $A$-unimodular copy of $X$. Here, we follow the convention that the relative interior of a point is the point itself. In Section 2, we show that the flatness constant $\text{Flt}^d_2(X)$ is equal to the supremum over widths of $A$-$X$-free convex bodies. A key result in the study of generalised flatness constants is the following statement.

**Theorem 1.2.** If $X \subset \mathbb{R}^d$ is a full-dimensional polytope, then every inclusion-maximal $A$-$X$-free convex body $K \subset \mathbb{R}^d$ is a polytope.

Lemma 2.3 shows that, for any bounded $X$, to determine generalised flatness constants we can restrict our study to inclusion-maximal $A$-$X$-free convex sets. Precisely, we show that

$$\sup \left\{ \text{width}(K) \mid K \text{ inclusion-maximal } A\text{-}X\text{-free convex body} \right\} \leq \text{Flt}^A_2(X) \leq \sup \left\{ \text{width}(K) \mid K \text{ inclusion-maximal } A\text{-}X\text{-free convex set} \right\} .$$

It is straightforward to verify that in two dimensions, $A$-$\Delta_2$-free, inclusion-maximal 2-dimensional convex sets which are unbounded are strips with rational slopes of sufficiently small width (see Proposition 3.3). Theorem 1.1 then follows from studying the inclusion-maximal $A$-$\Delta_2$-free polygons. If $A = \mathbb{R}$, a theoretical argument shows that the width of inclusion-maximal $\mathbb{R}$-$\Delta_2$-free convex polygons is bounded by 2. We further show that there are infinite families of inclusion-maximal $\mathbb{R}$-$\Delta_2$-free convex polygons (see Section 5.1). Examples include the cross-polygon $\text{conv}(\pm e_1, \pm e_2)$ and the triangle $\text{conv}(-e_1, e_2, -e_1 - e_2)$ which are both lattice polygons of width exactly 2. If $A = \mathbb{Z}$, we show that there is a unique $\mathbb{Z}$-$\Delta_2$-free polygon which maximises the width, namely the triangle $\text{conv}(-2e_1 + 2e_2, \frac{1}{3}e_1 + \frac{1}{3}e_2, -\frac{1}{3}e_1 - \frac{1}{3}e_2)$, from which the result follows. Note that this unique maximiser isn’t a lattice polygon.

For both $A = \mathbb{Z}$ and $A = \mathbb{R}$, we show that at least one of the $A$-$\Delta_2$-free polygons with width equal to $\text{Flt}^A_2(\Delta_2)$ is a triangle. The same is true for the usual flatness constant in the plane, which is uniquely achieved at a triangle [Hur90]. Further, the conjectured maximiser from [CS20] in three dimensions is a tetrahedron. It is thus natural to ask the following question.

**Question 1.3.** Is there always at least one $A$-$X$-free simplex among width maximisers of an $A$-generalised flatness constant? If $A = \mathbb{Z}$, are all maximisers simplices?

A positive answer to these questions would simplify the calculation of explicit values of the flatness constant greatly, since it would then no longer be necessary to check the width of the many inclusion-maximal $A$-$X$-free convex bodies that are not simplices.

We conclude the introduction by relating our results to the computation of the Gromov width of symplectic manifolds. Let $(M, \omega)$ be a 2d-dimensional symplectic manifold. The *Gromov width of $M$* (denoted by $\text{gW}(M)$) is the supremum over capacities $\pi r^2$ of balls with radius $r$ that can be symplectically embedded in $M$ (see [Gro85]). We use the identification $S^1 = \mathbb{R}/\mathbb{Z}$ following the convention in [LMS13, Lu06]. We are particularly interested in the case when $M$ is a symplectic toric manifold with moment polytope $\Delta$, i.e., a compact connected 2d-dimensional symplectic manifold $(M, \omega)$ equipped with an effective Hamiltonian action of a torus $T \cong (S^1)^d$ and with a choice of a corresponding moment map $\mu: M \to \mathfrak{t}^* \cong \mathfrak{t}^d$ where $\mathfrak{t}$ denotes the lie algebra of $T$ (so from now on we assume $M$ to be toric). The explicit computation of Gromov width is still wide open; for example, even for symplectic toric manifolds it is not
known how to read off the Gromov width from the moment polytope. Therefore there is a huge interest in finding effective upper and lower bounds for the Gromov width [ALZ16, FLP18, KT05, Kav19, Lu06, LMS13, MP15, MP18, Sch05]. In particular, the result in [Kav19, Corollary 11.4] (see also [LMS13, Lu06, FLP18]) can be restated in terms of generalised flatness constants as follows: the Gromov width of a symplectic toric manifold with moment polytope $P \subset \mathbb{R}^d$ is at least $\text{width}(P) \cdot \text{Flt}^d_2(\Delta_d)^{-1}$. Here $\Delta_d \subset \mathbb{R}^d$ denotes the $d$-dimensional standard simplex. Combining this with Theorem 1.1 implies a lower bound on the Gromov width of 4-dimensional symplectic toric manifolds.

**Theorem 1.4.** Let $(M, \omega)$ be a 4-dimensional symplectic toric manifold with moment polygon $\Delta$. Then the Gromov width $c_G(M)$ of $M$ accepts the following upper and lower bound:

$$\frac{\text{width}(\Delta)}{2} \leq c_G(M) \leq \text{width}(\Delta).$$

The lower bound is a straightforward implication of [Kav19, Corollary 11.4] and Theorem 1.1. The upper bound was conjectured in [AHN19, Conjecture 3.12] and subsequently verified for 4-dimensional symplectic toric manifolds by Chaidez and Wormleighton [CW20, Corollary 4.19]. It is known that the upper bound is tight in the sense that there exist 4-dimensional symplectic toric manifolds whose Gromov width coincides with the lattice width of their moment polytopes (see, for instance, [AHN19, Example 5.6]). However, to the authors’ knowledge it is not known if the lower bound of Theorem 1.4 is also tight. That is, is there a 4-dimensional symplectic toric manifold whose Gromov width coincides with half of the width of its moment polygon?

The paper is organised as follows. In Section 2, we show how to reduce the calculation of flatness constants to that of inclusion-maximal $A$-$X$-free bodies, and show some key properties of these bodies. Section 3 concerns the study of $\text{Flt}^d_2(\Delta_d)$ in one dimension and begins its study in two dimensions by analysing the unbounded case. Section 4 characterises inclusion-maximal $Z$-$A_d$-free polytopes, leading to a proof of the case $A = Z$ of Theorem 1.1. Section 5 proves the case $A = \mathbb{R}$ of Theorem 1.1.

Computations were carried out using Magma [BCP97], polymake [GJ00], Mathematica [Wol], and SymPy [MSP+17]. The code can be found at https://github.com/jhofscheier/gen-flat-const-dim2.
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2. A General Strategy to Compute Generalised Flatness Constants

In this section, we prove foundational observations on generalised flatness constants. We hope the approach introduced here provides an efficient framework for the study of generalised flatness constants in any dimensions and for various choices of $X$. At the end of the section we will outline a general strategy for the computation of generalised flatness constants which we will follow to determine $\text{Flt}^d_2(\Delta)$ for both $A = Z$ and $A = \mathbb{R}$.

In our study, we will need the notion of Minkowski addition: recall for two (arbitrary) subsets $A, B \subset \mathbb{R}^d$ the Minkowski sum (or Minkowski addition) is defined as

$$A + B = \{a + b : a \in A, b \in B\}.$$

It is well-known that if $A$ and $B$ are convex, compact, or polytopes, then the Minkowski sum will have the same properties. Furthermore, Minkowski addition is cancellative on the set of convex bodies, i.e., if $A, B, C \subset \mathbb{R}^d$ are convex bodies, then $A + C = B + C$ implies $A = B$. We will write $B^d \subset \mathbb{R}^d$ for the usual $d$-dimensional ball in Euclidean space with radius 1, i.e., the set of all points $x$ in $\mathbb{R}^d$ whose Euclidean norm is bounded by 1, i.e., $|x| \leq 1$. Finally, let $B^d_{\infty} \subset \mathbb{R}^d$ be the (closed) unit ball with respect to the maximum norm $\| \cdot \|_{\infty}$. Note $B^d_{\infty} = [-1, 1]^d$ is a polytope.

**Remark 2.1.** The following are elementary but important observations. Their proofs are straightforward and are left to the reader. Let $X \subset \mathbb{R}^d$ be a bounded set. Then:

- $\text{Flt}^d_2(X) = \text{Flt}^d_2(\text{conv}(X))$;
- $\text{Flt}^d_2(X) = \text{Flt}^d_2(\overline{X})$, where $\overline{X}$ denotes the closure of $X$ with respect to the Euclidean topology.

2.1. $A$-$X$-free convex bodies.** We begin by noticing that generalised flatness constants $\text{Flt}^d_2(X)$ can equivalently be described via $A$-$X$-free convex bodies.

**Lemma 2.2.** For a bounded set $X \subset \mathbb{R}^d$, we have:

$$\text{Flt}^d_2(X) = \sup\{\text{width}(K) : K \in \mathcal{K}^d \text{ is an } A \text{-free convex body}\}.$$
Proof. The case $X = \emptyset$ can be straightforwardly verified, so suppose $X$ is non-empty.

Since every convex body $K \subset \mathbb{R}^d$ that contains no $A$-unimodular copy of $X$ is $A$-$X$-free, the inequality “≤” straightforwardly follows.

For the reverse inequality, let $K \subset \mathbb{R}^d$ be an $A$-$X$-free convex body that contains an $A$-unimodular copy of $X$. If $K$ were just a point, it would follow that $X$ is $A$-unimodularly equivalent to $K$, so that, by our convention of relative interior of points, we would get $\text{relint}(K) = K$ contained an $A$-unimodular copy of $X$, i.e., $K$ is not $A$-$X$-free, a contradiction. Hence, the dimension of $K$ is positive. By [Sch14, Theorem 1.8.16], for any $\varepsilon > 0$, there exists a polytope $P \in \mathcal{K}^d$ such that $P \subset K \subset P + \varepsilon B^d$. Since $\dim(K) \geq 1$, it follows for sufficiently small $\varepsilon > 0$ that $\dim(P) \geq 1$ too. By moving the facets of $P$ in by another $\varepsilon' > 0$ (clearly this is done inside the affine span of $P$), we obtain a polytope $P' \in \mathcal{K}^d$ whose width can be chosen to be arbitrarily close to the width of $K$ and which doesn’t contain an $A$-unimodular copy of $X$. So, $\text{Flt}_d^A(X) \geq \text{width}(K)$. The statement follows.

The following lemma seems to be decisive for the explicit computation of generalised flatness constants in that it reduces the determination of an upper bound for $\text{Flt}_d^A(X)$ to studying the width of inclusion-maximal $A$-$X$-free closed convex sets.

Lemma 2.3. Let $X \subset \mathbb{R}^d$ be a non-empty bounded subset. Then every $A$-$X$-free convex body is contained in an inclusion-maximal $A$-$X$-free closed convex set.

Proof. By Remark 2.1, we can assume that $X$ is closed and convex. In particular, $X$ is compact since it is bounded. Let $K \subset \mathcal{K}^d$ be an $A$-$X$-free convex body.

Let $\mathcal{M}$ be the set of all $A$-$X$-free closed convex sets $C \subset \mathbb{R}^d$ that contain $K$ ($C$ not necessarily bounded).

Note $\mathcal{M}$ is partially ordered with respect to inclusion. Our goal is to apply Zorn’s Lemma. Therefore, we need to show that every totally ordered subset $S \subset \mathcal{M}$ has an upper bound in $\mathcal{M}$. We set $C_0 := \bigcup_{C \in S} C$ which is a closed convex set in $\mathbb{R}^d$. It remains to verify that $C_0$ is also $A$-$X$-free. Assume towards a contradiction that $C_0$ contains an $A$-unimodular copy of $X$ in its relative interior, say $Y \subset \text{relint}(C_0)$ where $Y$ is an $A$-unimodular copy of $X$. Since $\text{relint}(C_0) \subset \bigcup_{C \in S} C$, it follows $Y \subset \bigcup_{C \in S} C$. Consider the “distance” between the boundary $\partial C_0$ of $C_0$ (considered as subset in the affine span $\text{aff}(C_0)$) and $Y$:

$$d(\partial C_0, Y) := \inf\{|x - y| : x \in \partial C_0, y \in Y\}.$$ 

Since $\partial C_0 \cap Y = \emptyset$, $\partial C_0$ is closed, and $Y$ is compact, a classical result from point set topology implies $d(\partial C_0, Y) > 0$. There exists an $\varepsilon > 0$ such that the Minkowski sum $Y + (\varepsilon B^d_\infty \cap \text{aff}(C_0))$ is contained in the interior $\text{int}(C_0)$. Then clearly

$$Y \subset Y + \left(\frac{\varepsilon}{2} B^d_\infty \cap \text{aff}(C_0)\right) \subset Y + (\varepsilon B^d_\infty \cap \text{aff}(C_0)) \subset \text{relint}(C_0) \subset \bigcup_{C \in S} C.$$ 

Since $Y + (\frac{\varepsilon}{2} B^d \cap \text{aff}(C_0))$ is compact, finitely many translations of $\varepsilon B^d_\infty \cap \text{aff}(C_0)$ suffice to cover $Y + (\varepsilon B^d \cap \text{aff}(C_0))$. Note the convex hull of these finitely many translates yield a polytope with vertices, say $v_1, \ldots, v_n$. There exist $C_i \subset S$ with $v_i \in C_i$. Since $S$ is totally ordered, we conclude that there exists a $C \in S$ with $v_1, \ldots, v_n \in C$, and thus $Y + (\frac{\varepsilon}{2} B^d \cap \text{aff}(C_0)) \subset C$. Hence, $Y \subset \text{relint}(C)$. A contradiction.

By construction $C_0 \subset \mathcal{M}$ is an upper bound of $S$. The statement follows by Zorn’s Lemma.

Remark 2.4. The inclusion-maximal set from Lemma 2.3 might be unbounded: consider for example the rectangle with vertices $(\pm a, 1), (\pm a, 0)$, for any large $a \in \mathbb{R}$. This is an $\mathbb{R}\Delta_2$-free convex body and the only inclusion-maximal $\mathbb{R}\Delta_2$-free convex set containing it is the horizontal strip between height 0 and 1.

By Lemma 2.3, every $A$-$X$-free convex body is contained in an inclusion-maximal closed convex $A$-$X$-free set. Since the width is monotone with respect to inclusion, we have the following.

(1) $\sup \left\{\text{width}(K) \mid K \text{ inclusion-maximal} \right\} \leq \text{Flt}_d^A(X) \leq \sup \left\{\text{width}(K) \mid K \text{ inclusion-maximal} \right\}.$

That is, an upper bound on the width of inclusion-maximal $A$-$X$-free closed convex sets $C \subset \mathbb{R}^d$ (including the unbounded ones) gives an upper bound for $\text{Flt}_d^A(X)$, while the width of any inclusion-maximal bounded $A$-$X$-free convex set yields a lower bound. A strategy to determine the exact value of generalised flatness constants is to compute these upper and lower bounds and show they agree by studying the explicit values of the width in the two subcases: 1) $C$ is unbounded; 2) $C$ is a convex body.

In this work and with regard to the applications of generalised flatness constants to symplectic geometry, the case when the convex hull $\text{conv}(X)$ is full-dimensional plays a crucial role. In this case, it suffices to consider full-dimensional $A$-$X$-free convex bodies, as the next lemma shows.

Lemma 2.5. Let $X \subset \mathbb{R}^d$ be a bounded subset whose convex hull is full-dimensional. Then every $A$-$X$-free convex body is contained in a full-dimensional $A$-$X$-free convex body.
Proof. By Remark 2.1, we may assume that $X$ is a full-dimensional convex body. Let $K \subset \mathbb{R}^d$ be an $A$-$X$-free convex body of dimension $< d$. Then $K$ is contained in an affine hyperplane $H \subset \mathbb{R}^d$. Let $U_H \subset \mathbb{R}^d$ be the unique linear subspace parallel to $H$. We first show that it suffices to consider the case $\dim(K) = d - 1$.

Suppose $\dim(K) < d - 1$. Let $B^{d-1} \subset U_H$ be the $d - 1$-dimensional unit ball containing the origin. Then the Minkowski sum $K + B^{d-1}$ has dimension $d - 1$ and is contained in $H$. Since $X$ is full-dimensional, $K + B^{d-1}$ is $A$-$X$-free (it cannot contain an $A$-unimodular copy of $X$).

Hence, we may assume that $K$ is $d - 1$-dimensional contained in an affine hyperplane $H \subset \mathbb{R}^d$. Clearly, there exists a parallelepiped $\Pi^{d-1} \subset H$ which contains $K$. Let $\eta \in \mathbb{R}^d$ such that $\eta v + U_H = \mathbb{R}^d$. Take $\varepsilon > 0$ such that the volume of the parallelepiped $\Pi^{d-1} + \varepsilon \eta$ is strictly smaller than the volume of $X$. Then $K \subset \Pi^{d-1} + \varepsilon \eta$ is full-dimensional and $A$-$X$-free (it cannot contain an $A$-unimodular copy of $X$). \hfill \Box

This guarantees that, whenever we work with a set $X$ whose convex hull is full dimensional, the supremums on the left and right hand side of 1 can be taken over just the full-dimensional sets. A positive answer to the following question would confirm our suspicion that, once we restrict to full-dimensional sets, the width of the unbounded sets will always be strictly less than the widths of the bounded ones and thus that the inequalities in 1 above are in fact equalities.

**Question 2.6.** Do full-dimensional unbounded inclusion-maximal $A$-$X$-free sets always have “small” width, that is, are they never maximisers of width among all $A$-$X$-free bodies?

**Remark 2.7.** Let us provide more details why the restriction to full-dimensional inclusion-maximal $A$-$X$-free closed convex sets $C \subset \mathbb{R}^d$ is crucial. Consider the case that $X = \Delta_2$. Let $m \in \mathbb{R} \setminus \mathbb{Q}$ be an irrational real number. Then, for any closed interval $I \subset \mathbb{R}$, we have an $A$-$\Delta_2$-free convex body \( \{ (x, m \cdot x) : x \in I \} \subset \mathbb{R}^2 \). These convex bodies are contained in the inclusion-maximal $A$-$\Delta_2$-free closed convex set $C = \{ (x, m \cdot x) : x \in \mathbb{R} \} \subset \mathbb{R}^2$ (note $C$ is inclusion-maximal $A$-$X$-free as otherwise it would contain a point outside the line $\{ y = m \cdot x \}$, and thus would contain a 2-dimensional strip with irrational slope; now apply the argument from the proof of Proposition 3.3).

Since $m$ is irrational, any $u \in (\mathbb{Z}^2)^* \setminus \{0\}$ induces a non-trivial linear form on the line $C = \{ y = m \cdot x \}$, and thus width$_n(C) = \infty$. It follows that width$(C) = \infty$, yielding the rather unhelpful upper bound $\text{Flt}_2^A(\Delta_2) \leq \infty$. However, we shall see that considering full-dimensional inclusion-maximal $A$-$\Delta_2$-free closed convex sets will provide exactly the bounds that we need to compute $\text{Flt}_2^A(\Delta_2)$.

In 2 dimensions the straightforward case is straightforward and will be done in Section 3. The study of inclusion-maximal $A$-$X$-free convex bodies is more intricate and the later sections of the paper will be concerned with this investigation in 2 dimensions.

The following lemma is another important ingredient in the explicit computation of generalised flatness constants. Its significance lies in Corollary 2.10, which shows that an inclusion-maximal $A$-$X$-free convex body contains an $A$-unimodular copy of $X$. That will provide us with tools necessary to study those bodies yielding the exact numerical value of the respective generalised flatness constant.

**Lemma 2.8.** Let $K, X \subseteq \mathbb{R}^d$ be $d$-dimensional convex bodies. If $K$ does not contain an $A$-unimodular copy of $X$, there exists $\varepsilon > 0$ such that $K + \varepsilon B^d$ does not contain an $A$-unimodular copy of $X$.

**Proof.** We split the proof into two cases. Suppose $A = \mathbb{R}$. We show the contrapositive, i.e., if for all (large enough) $n \in \mathbb{N}$, there exists an $\mathbb{R}$-unimodular transformation $T_n$ with $T_n(X) \subseteq K + \frac{1}{n} B^d$, then $K$ contains an $\mathbb{R}$-unimodular copy of $X$. We can represent $T_n$ as a composition of a $\mathbb{Z}$-unimodular transformation $A_n$ and a translation $\delta_n \in [0, 1]^d$, i.e. $T(x) = A_n(x) - \delta_n$. Since $T_n(X) = A_n(X) - \delta_n \subseteq K + \frac{1}{n} B^d$, we get $A_n(X) \subseteq K + \frac{1}{n} B^d + \delta_n \subseteq K + B^d + [0, 1]^d$.

Since $X$ is full-dimensional, there exists an affine $\mathbb{Z}$-basis $B = \{ b_0, \ldots, b_d \}$ of $\mathbb{Z}^d$ and a scaling factor $\eta > 0$ such that $\eta B \subseteq X$. As a $\mathbb{Z}$-unimodular transformation, $A_n$ is uniquely determined by the images of the $b_i$. We require that $A_n$ maps $\eta B$ onto an affine linearly independent subset of $\eta \mathbb{Z}^d \cap (K + B^d + [0, 1]^d)$. Since $K + B^d + [0, 1]^d$ is bounded and $\eta \mathbb{Z}^d$ is discrete, there are only finitely many choices for $A_n$. In particular, by restricting to an appropriate subsequence, we may assume that $A = A_n$ for all $n \in \mathbb{N}$.

Since $[0, 1]^d$ is compact, there exists a convergent subsequence of $(\delta_n)_{n \in \mathbb{N}}$ with limit $\delta \in [0, 1]^d$. To keep notation simple, we use the same symbol $(\delta_n)_{n \in \mathbb{N}}$ for this subsequence, i.e. $\delta_n$ converges to $\delta \in [0, 1]^d$. Let $T$ be the $\mathbb{R}$-unimodular transformation obtained by composing the $\mathbb{Z}$-unimodular transformation $A$ with the translation $\delta$. We show that $T(X) \subseteq K$.

Suppose $x \in X$. Since $A(x) - \delta_n \in K + \frac{1}{n} B^d$, there exists $z_n \in \frac{1}{n} B^d$ such that $y_n := A(x) - \delta_n - z_n \in K$. 

As \( n \) goes to infinity, we get that \( y_n \to A(x) - \delta = T(x) \). Since \( K \) is compact, it follows that \( T(x) \in K \).

If \( A = \mathbb{Z} \), we repeat the argument above, however now there are no translations \( \delta_n \in [0,1]^d \).

The proof of Lemma 2.8 shows the following result which will be needed below.

**Corollary 2.9.** Let \( K, X \subseteq \mathbb{R}^d \) be \( d \)-dimensional convex bodies. If \( K \) does not contain an \( A \)-translate of \( X \), then there exists an \( \varepsilon > 0 \) such that \( K + \varepsilon B^d \) does not contain an \( A \)-translate of \( X \).

Furthermore, the following result follows from Lemma 2.8.

**Corollary 2.10.** Let \( K, X \subseteq \mathbb{R}^d \) be \( d \)-dimensional convex bodies. If \( K \) is inclusion-maximal \( A \)-\( X \)-free, then \( K \) contains an \( A \)-unimodular copy of \( X \).

**Proof.** Assume towards a contradiction \( K \) didn’t contain an \( A \)-unimodular copy of \( X \). By Lemma 2.8, \( K \) is contained in a strictly bigger convex body \( K' \subseteq \mathbb{R}^d \) with the same property. Since \( K' \) doesn’t contain an \( A \)-unimodular copy of \( X \), it is \( A \)-\( X \)-free. A contradiction to \( K \) being inclusion-maximal. \( \Box \)

By the definition of generalised flatness constants, given a convex body \( K \subseteq \mathbb{R}^d \) with \( \text{width}(K) > \text{Flt}^A_d(X) \), there exists an \( A \)-unimodular copy of \( X \) that is contained in \( K \). However, a priori the case of equality \( \text{width}(K) = \text{Flt}^A_d(X) \) is unclear, i.e., there could be such \( K \) that do not contain an \( A \)-unimodular copy or there could be such \( K \) that do. Lemma 2.8 implies the following complete answer to this question.

**Proposition 2.11.** Let \( K, X \subseteq \mathbb{R}^d \) be \( d \)-dimensional convex bodies with \( \text{width}(K) = \text{Flt}^A_d(X) \). Then \( K \) contains an \( A \)-unimodular copy of \( X \).

**Proof.** Assume towards a contradiction \( K \) doesn’t contain an \( A \)-unimodular copy of \( X \). By Lemma 2.8, there exists \( \varepsilon > 0 \) such that \( K + \varepsilon B^d \) also doesn’t contain an \( A \)-unimodular copy of \( X \). A contradiction since \( \text{width}(K + \varepsilon B^d) > \text{width}(K) \).

We conclude the section by proving Theorem 1.2 for the case \( A = \mathbb{Z} \). Indeed, we show a more general version of Theorem 1.2 in that \( X \) just needs to be a bounded set. The case \( A = \mathbb{R} \) is more involved and will be treated in Sections 2.2 and 2.3.

**Proposition 2.12 (Case \( A = \mathbb{Z} \) of Theorem 1.2).** Let \( X \subseteq \mathbb{R}^d \) be a bounded set. Then every inclusion-maximal \( \mathbb{Z} \)-\( X \)-free convex body is a polytope.

**Proof.** Let \( K \subseteq \mathbb{R}^d \) be an inclusion-maximal \( \mathbb{Z} \)-\( X \)-free convex body. There is a positive integer \( N \in \mathbb{Z}_{>0} \) such that \( K \) is contained in \([-N,N]^d\). Set

\[
A := \left\{ a \in [-N,N]^d \cap \mathbb{Z}^d : a \notin \text{relint}(K) \right\},
\]

and

\[
\Delta := \bigcap_{a \in A} \{ H_a \text{ half-spaces such that } a \in \partial H_a, K \subset H_a \}.
\]

Such choices of half-spaces exist due to the Separation Theorem. Since \( \Delta \) is a finite intersection of half-spaces (note \( |A| < \infty \)), it’s a polytope. Notice all lattice points of \( \Delta \) are either in \( \text{relint}(K) \) or in \( \partial \Delta \). Thus \( \Delta \) is \( \mathbb{Z} \)-\( X \)-free. Since \( K \subset \Delta \), we have that \( K = \Delta \) is a polytope. \( \Box \)

### 2.2. Inclusion-maximal \( \mathbb{R} \)-\( X \)-free convex bodies

In this section we are going to prove Theorem 1.2 for the case \( A = \mathbb{R} \).

**Proposition 2.13 (Case \( A = \mathbb{R} \) of Theorem 1.2).** Let \( X \subseteq \mathbb{R}^d \) be a polytope. Then every inclusion-maximal \( \mathbb{R} \)-\( X \)-free convex body is a polytope.

Throughout \( X \subseteq \mathbb{R}^d \) will be a fixed full-dimensional polytope and \( K \subseteq \mathbb{R}^d \) a convex body. Notice that, by Lemma 2.5, we may assume that \( K \) is full-dimensional (a crucial assumption as explained in Remark 2.7). Then in the definition of \( \mathbb{R} \)-\( X \)-free “relative interior” can be replaced by just “interior”.

We start by investigating the set of \( \mathbb{R} \)-unimodular copies \( S \) of \( X \) which are contained in \( K \). In general, this is an infinite set (see Figure 1). We will identify two polytopes in this set if one is the translation of the other. The resulting set of equivalence classes will be denoted by \( T_K(X) \).

**Lemma 2.14.** The set \( T_K(X) \) of \( \mathbb{R} \)-translation equivalence classes of \( \mathbb{R} \)-unimodular copies of \( X \) contained in \( K \) is finite.

**Proof.** Clearly for every \( \mathbb{R} \)-unimodular copy \( S \) of \( X \) which is contained in \( K \), there exists a \( \mathbb{Z} \)-unimodular copy \( S' \) of \( X \) such that \( S' \subset K + [-1,0]^d \). Since \( K + [-1,0]^d \) contains only finitely many lattice points, it follows that there can only be finitely many such \( S' \) contained in \( K + [-1,0]^d \). The statement follows. \( \Box \)
In what follows, we will use a complementary operation to Minkowski addition usually referred to as Minkowski difference. We recall its definition and refer to [Sch14] for further details and references. For subsets \( A, B \subset \mathbb{R}^d \) the Minkowski difference \( A \div B \) is the set of translation vectors that move \( B \) into \( A \):

\[
A \div B = \{ x \in \mathbb{R}^d : B + x \subset A \} = \bigcap_{b \in B} (A - b).
\]

From the last equality, it is clear that the Minkowski difference \( A \div B \) of two convex bodies \( A, B \) in \( \mathbb{R}^d \) is either empty or a convex body too. Here is a justification why Minkowski difference can be regarded as a complementary operation to Minkowski addition.

**Lemma 2.15 ([Sch14, Lemma 3.1.11]).** Let \( A, B \subset \mathbb{R}^d \) be two convex bodies. Then

\[
(A + B) \div B = A.
\]

Furthermore, we have

\[
(A \div B) + B = A
\]

if and only if there exists a convex body \( C \subset \mathbb{R}^d \) such that \( A = B + C \).

From now on, let \( S \subset \mathbb{R}^d \) be a fixed \( \mathbb{Z} \)-unimodular copy of \( X \). We note that for any \( \delta \in \mathbb{R}^d \), we have

\[
K \div (S + \delta) = (K \div S) - \delta.
\]

Furthermore, \( K \div S \) is not empty if and only if \( K \) contains a translate of \( S \). Studying the Minkowski difference \( K \div S \) (also called inner parallel body relative to \( S \)) will be key to proving Proposition 2.13. In general, \( K \div X \) will not be a polytope (see for instance Figure 2). However, since \( X \) is a polytope there is an efficient way to determine the Minkowski difference \( K \div X \):

**Lemma 2.16.** Suppose \( K \div S \neq \emptyset \), i.e., there exists \( \delta \in \mathbb{R}^d \) such that \( S + \delta \subset K \). Let \( v_1, \ldots, v_n \) be the vertices of \( S + \delta \). Then

\[
K \div (S + \delta) = \bigcap_{i=1}^n (K - v_i).
\]

**Proof.** Let \( v \in K \div (S + \delta) \). Then for all \( i \), we have \( v_i + v \in K \), and thus \( v \in K - v_i \).

Suppose \( v \in K - v_i \), i.e. \( v_i + v \in K \), for all \( i \). Since \( K \) is convex, it follows

\[
\text{conv}(v_1 + v, \ldots, v_n + v) = \text{conv}(v_1, \ldots, v_n) + v = S + \delta + v \subset K.
\]

Thus \( v \in K \div (S + \delta) \) and the statement follows. \( \square \)

The collection of inner parallel bodies \( K \div S \) for \( \mathbb{Z} \)-unimodular copies \( S \) of \( X \) allows to characterise when exactly \( K \) is \( \mathbb{R} \)-\( X \)-free (see the next two statements).

**Lemma 2.17.** An \( \mathbb{R} \)-translation of a \( \mathbb{Z} \)-unimodular copy \( S \) of \( X \) is contained in the interior of \( K \) if and only if \( \dim(K \div S) = d \).
Proof. Suppose there is a \(\mathbb{Z}\)-unimodular copy \(S\) of \(X\) and \(\delta \in \mathbb{R}^d\) such that \(S + \delta\) is contained in the interior of \(K\). Since \((K \div (S + \delta)) + \delta = K \div S\), we may replace \(S\) by its translate \(S + \delta\), so that \(S \subset K\).

We need to show that \(\dim(K \div S) = d\). Consider small open neighbourhoods \(B_1, \ldots, B_n\) around the vertices \(v_1, \ldots, v_n\) of \(S\). Choose \(B_i\) small enough so that it is contained in the interior of \(K\). Move these neighbourhoods to the origin, i.e., consider \(B_i - v_i\). The intersection \(\bigcap_{i=1}^{n} (B_i - v_i)\) is an open neighbourhood of the origin which is contained in \(K \div S\), and thus \(\dim(K \div S) = d\).

For the reverse direction, suppose \(S\) is a \(\mathbb{Z}\)-unimodular copy of \(X\) with \(\dim(K \div S) = d\). Like before, we may replace \(S\) by \(S + \delta\) for some \(\delta \in \mathbb{R}^d\) such that (after replacing) \(S \subset K\). Denote the vertices of \(S\) by \(v_1, \ldots, v_n\). We claim there is an element \(w\) in \(K \div S\) which is not contained in the translates \(\partial K - v_i\) of the boundary of \(K\) for all \(i = 1, \ldots, n\). In other words, we claim that there is

\[ w \in (K \div S) \setminus \left( \bigcup_{i=1}^{n} \partial K - v_i \right) = \left( \bigcap_{i=1}^{n} (K - v_i) \right) \setminus \left( \bigcup_{i=1}^{n} \partial K - v_i \right) \]

where the equality follows by Lemma 2.16. Before proving the claim, let us see how it implies the statement: \(w + v_i \in K \setminus \partial K\), and thus \(\text{conv}(v_1, \ldots, v_n) + w \subset K \setminus \partial K\), i.e. \(S + w\) is contained in the interior of \(K\).

It remains to show the claim. Suppose by contradiction \((K \div S) \setminus \left( \bigcup_{i=1}^{n} \partial K - v_i \right)\) is empty, i.e. \(K \div S\) is contained in the union of the shifted boundaries \(\partial K - v_i\) for \(i = 1, \ldots, n\). By our assumption \(\dim(K \div S) = d\), there are linearly independent vectors \(w_1, \ldots, w_d \in \mathbb{R}^d\) such that the \(d\)-dimensional simplex \(\Delta := \text{conv}(0, w_1, \ldots, w_d)\) is contained in \(K \div S\). We obtain a contradiction if we apply the \(d\)-dimensional Euclidean volume to the inclusion \(\Delta \subset \bigcup_{i=1}^{n} (\partial K - v_i)\):

\[ 0 < \text{vol}(\text{conv}(v_1, \ldots, v_n)) \leq \text{vol} \left( \bigcup_{i=1}^{n} \partial K - v_i \right) \leq \sum_{i=1}^{n} \text{vol}(\partial K - v_i) = 0. \]

Corollary 2.18. \(K\) is \(\mathbb{R}\)-\(X\)-free if and only if \(\dim(K \div S) < d\) for all \(\mathbb{Z}\)-unimodular copies \(S\) of \(X\).

Proof. The contrapositive, i.e., \(K \subset \mathbb{R}^d\) is not \(\mathbb{R}\)-\(X\)-free if and only if there is some affine \(\mathbb{Z}\)-unimodular copy \(S\) of \(X\) with \(\dim(K \div S) = d\), straightforwardly follows from Lemma 2.17.

Fix an inclusion-maximal \(\mathbb{R}\)-\(X\)-free convex body \(K \subset \mathbb{R}^d\). Recall that we want to show that \(K\) is a polytope. As a first step, we approximate \(K\) by a polytope \(P \subset \mathbb{R}^d\) which contains \(K\) such that up to real translations \(K\) and \(P\) contain the same \(\mathbb{Z}\)-unimodular copies of \(X\).

Lemma 2.19. For a \(d\)-dimensional convex body \(K \subset \mathbb{R}^d\), there exists a \(d\)-dimensional convex polytope \(P \subset \mathbb{R}^d\) which contains \(K\) such that \(\mathcal{T}_K(X) = \mathcal{T}_P(X)\).

Lemma 2.19 follows from the following well-known result (see also [Sch14, Theorem 1.8.16]).

Lemma 2.20. If \(K \subset \mathbb{R}^d\) is a \(d\)-dimensional convex body and \(\varepsilon > 0\), then there exists a polytope \(P \subset \mathbb{R}^d\) such that \(K \subset P \subset K + \varepsilon B^d\).

Proof. Recall the (closed) unit ball \(B^d_\infty\) with respect to the infinity norm \(|\cdot|_\infty\) is a polytope, namely \(B^d_\infty = [-1, 1]^d\). Since any two norms on \(\mathbb{R}^d\) are equivalent, there exists \(\alpha > 0\) such that \(\alpha B^d_\infty \subset \varepsilon B^d\).

Since the collection \(\{x + \alpha B^d_\infty : x \in K\}\) covers the compact set \(K\), already a finite subset of balls suffices to cover \(K\). The polytope \(P\) obtained by taking the convex hull of these finitely many \(\infty\)-balls with radius \(\alpha\) satisfies the statement, i.e., \(K \subset P \subset K + \varepsilon B^d\).

Proof of Lemma 2.19. Choose \(N > 0\) large enough such that \(K\) is contained in the interior of \([-N, N]^d\). Then \(\mathcal{T}_K(X) \subset \mathcal{T}_{[-N,N]^d}(X)\) and this inclusion is strict in general. Our strategy is to cut \([-N, N]^d\) with further half-spaces so that the resulting polytope \(P\) satisfies \(\mathcal{T}_K(X) = \mathcal{T}_P(X)\).

Consider a \(\mathbb{Z}\)-unimodular copy \(Q\) of \(X\) such that \([-N, N]^d\) contains an \(\mathbb{R}\)-translate of \(Q\) but \(K\) doesn’t, i.e. \([Q] \subset \mathcal{T}_{[-N,N]^d}(X) \setminus \mathcal{T}_K(X)\). By Corollary 2.9, there exists \(\varepsilon_Q > 0\) such that \(K + \varepsilon_Q B^d\) does not contain an \(\mathbb{R}\)-translate of \(Q\). Let \(\varepsilon > 0\) be the minimum of the \(\varepsilon_Q\) over all \(Q\) with \([Q] \subset \mathcal{T}_{[-N,N]^d}(X) \setminus \mathcal{T}_K(X)\) (note \(\mathcal{T}_{[-N,N]^d}(X)\) is finite by Lemma 2.14). If necessary reduce \(\varepsilon > 0\) such that \(K + \varepsilon B^d \subset [-N, N]^d\).

By Lemma 2.20, there exists a polytope \(P \subset \mathbb{R}^d\) such that \(K \subset P \subset K + \varepsilon B^d\). By our choice of \(\varepsilon\), we have that \(\mathcal{T}_{K + \varepsilon B^d}(X) = \mathcal{T}_K(X)\), and by the monotonicity of \(\mathcal{T}_K(X)\) with respect to \(K\), this polytope satisfies \(\mathcal{T}_K(X) = \mathcal{T}_P(X)\).

Remark 2.21. In the \(\mathbb{R}\)-polytope, which contains \(K\), isn’t necessarily \(\mathbb{R}\)-\(X\)-free in general (see Figure 3). By intersecting \(P\) with further half-spaces (e.g., the half-spaces indicated by the dashed lines), we get a new polytope which is \(\mathbb{R}\)-\(X\)-free. The proof of Proposition 2.13 will show this is always true.
The proof of Proposition 2.13 will make use of the following theorem, whose proof we postpone until Section 2.3.

**Theorem 2.22.** Let $K_1, \ldots, K_n \subset \mathbb{R}^d$ be convex bodies such that $\dim(K) < d$ where $K := K_1 \cap \ldots \cap K_n$. Suppose $x \in K$ such that $x$ is contained in the boundary of every $K_i$ for $i = 1, \ldots, n$. Then there are (nonempty) finite collections of closed half-spaces $\{H^+(i, j)\}_{j \in J_i}$ for $i = 1, \ldots, n$ such that the boundary of $H^+(i, j)$ is a supporting hyperplane to $K_i$ at $x$, and

$$\dim \left( \bigcap_{j \in J_i} H^+(1, j) \cap \ldots \cap \bigcap_{j \in J_n} H^+(n, j) \right) < d.$$ 

**Proof of Proposition 2.13.** The idea is to construct an $\mathbb{R}$-X-free polytope $P$ which contains $K$. Since $K$ is inclusion-maximal with respect to this property, it follows that $K = P$ is a polytope. Lemma 2.19 yields a first approximation $P'$ of this polytope $P$ which satisfies $T_K(X) = T_{P'}(X)$. However, $P'$ might not be $\mathbb{R}$-X-free in general (see Figure 3). We claim that $P'$ can be cut with further half-spaces such that the resulting polytope still contains $K$ and is $\mathbb{R}$-X-free. We prove this claim by induction on the number $r$ of equivalence classes $[Q] \in T_P(X)$ with $\dim(K \div Q) = d$. By Lemma 2.14, the number $r$ is finite.

In the base case, i.e. $r = 0$, we have $\dim(P \div Q) < d$ for all $[Q] \in T_P(X)$, and thus by Corollary 2.18, the polytope $P'$ is already $\mathbb{R}$-X-free.

Consider the case $r \geq 1$. Let $Q$ be a $\mathbb{Z}$-unimodular copy of $X$ with $\dim(P \div Q) = d$. Note that by construction $[Q] \in T_K(X)$. We want to intersect $P'$ with finitely many half-spaces, so that the resulting polytope $P''$ contains $K$ and $\dim(P'' \div Q) < d$. By Corollary 2.18, $\dim(K \div Q) < d$. Let $\delta \in K \div Q$. If $v_1, \ldots, v_n$ are the vertices of $Q + \delta$, then, by Lemma 2.16, $K \div (Q + \delta) = (K - v_1) \cap \ldots \cap (K - v_n)$. If the origin $0$ is in the interior of $K - v_i$, then this convex body does not contribute to the dimension drop and we omit it. By abuse of notation, let us assume that the origin $0$ is contained in the boundary of $K - v_i$ for $i = 1, \ldots, n$. By Theorem 2.22, there exist (nonempty) finite collections of closed half-spaces $\{H^+(i, j)\}_{j \in J_i}$ for $i = 1, \ldots, n$ such that the boundary $H(i, j)$ of $H^+(i, j)$ is a supporting hyperplane to $K - v_i$ at $0$ and the dimension of the cone $C := \bigcap_{i=1}^n \bigcap_{j \in J_i} H^+(i, j)$ is at most $d - 1$. We define a new polytope:

$$P'' := P' \cap \bigcap_{j \in J_i} (H^+(1, j) + v_1) \cap \ldots \cap \bigcap_{j \in J_n} (H^+(n, j) + v_n).$$

Since $H(i, j)$ is a supporting hyperplane to $K - v_i$ at $0$, the affine hyperplane $H(i, j) + v_i$ is a supporting hyperplane to $K$ at $v_i$, and thus $P''$ contains $K$ as well. Note that $Q + \delta$ is contained in $P''$, so that

$$P'' \div (Q + \delta) = (P'' \div v_1) \cap \ldots \cap (P'' \div v_n) \subset C.$$

Since $P'' \div Q$ is contained in $C$ and $C$ is not full-dimensional, it follows that $\dim(P'' \div Q) < d$. As the number of $[Q'] \in T_{P''}(X)$ with $\dim(P'' \div Q') = d$ is at most $r - 1$, it follows by the induction hypothesis that we can intersect $P''$ with finitely many further half-spaces such that the resulting polytope $P$ contains $K$ and is $\mathbb{R}$-X-free. This completes the proof. \hfill $\square$

### 2.3. Intersection of convex bodies.

In this section, we prove Theorem 2.22 which played a key role in the proof of Proposition 2.13. The proof will be given at the end of the section, after some preliminary work. The key idea is to reduce the proof of Theorem 2.22 to the study of convex cones. More precisely, we consider the tangent cone to the individual convex bodies at the given common point. Recall the support cone (sometimes also called tangent cone or projection cone) of a convex body $K \subset \mathbb{R}^d$ at a point $x$ in $K$:

$$S_K(x) = \overline{\mathbb{R}_{>0}(K - x)}.$$
The dual notion is the normal cone to $K$ at $x$:
\[ N_K(x) := \{ \ell \in (\mathbb{R}^d)^* : \ell(x^j - x) \geq 0 \text{ for any } x^j \in K \}. \]

It is a well-known fact that the support cone is a closed convex cone whose dual cone is the normal cone, i.e. $S_K(x) = N_K(x)^\vee$. Furthermore, note that the dimension of the convex body $K$ coincides with the dimension of its support cone $S_K(x)$ at any point $x \in K$.

In Theorem 2.22, we study an intersection of convex bodies whose dimension is strictly less than the ambient dimension, and by what we have just said, it suffices to consider the involved tangent cones. Note that the linear forms defining the half spaces of Theorem 2.22 are elements in the normal cones to the individual convex bodies. A key step in the proof of Theorem 2.22 will be to understand how the tangent cone to the intersection of the convex bodies relates to the individual tangent cones. To this end, we recall the following well-known statement which relates the dual of an intersection of closed convex cones to the individual dual cones.

**Proposition 2.23.** Let $C_1, \ldots, C_n \subset \mathbb{R}^d$ be closed convex cones. Then we have
\[ (C_1 \cap \ldots \cap C_n)^\vee = C_1^\vee + \cdots + C_n^\vee. \]

The following example shows that in general it is necessary to take the closure in Proposition 2.23:

**Example 2.24.** Let $C_1 = \{(x, y, z) \in \mathbb{R}^3 : x^2 + y^2 \leq z^2, z \geq 0\}$ and $C_2 = \mathbb{R}_{\geq 0}(1, 0, -1)$ (see Figure 4). Then $x_t := (-t, 1, \frac{1}{t}, \sqrt{2 + (1 + \frac{1}{t})^2}) \in C_1$ and $y_t := (t, 0, -t) \in C_2$. It is straightforward to verify that $\lim_{t \to \infty} (x_t + y_t) = (0, 1, 0)$ is contained in the closure of the sum of cones $C_1 + C_2$, but not in the sum.

Observe also that in this example, the line $\mathbb{R}(1, 0, -1)$ has one half-ray $\rho = \mathbb{R}_{>0}(-1, 0, 1)$ contained in $C_1$ and its other half-ray $-\rho$ contained in the other cone $C_2$. Waksman and Epelman [WE76] observed that such a line exists whenever the sum of two closed convex cones isn’t closed:

**Theorem 2.25 ([WE76, Theorem on p. 95]).** Suppose $d \geq 3$. Let $C_1, C_2 \subset \mathbb{R}^d$ be two closed convex cones. If the sum $C_1 + C_2$ is not closed, then there exists a straight line $L = \rho + (-\rho)$ where $\rho = \mathbb{R}_{>0}x$ for some $0 \neq x \in L$ such that $\rho \subset C_1$ and $-\rho \subset C_2$.

**Remark 2.26.** Note that if the ambient dimension $d$ is less than or equal to 2, then every closed convex cone is polyhedral. It is a well-known fact that the sum of two polyhedral cones is always closed. Indeed, if $x_1, \ldots, x_r, y_1, \ldots, y_s \in \mathbb{R}^d$ (any dimension $d$), then $\text{cone}(x_1, \ldots, x_r) + \text{cone}(y_1, \ldots, y_s) = \text{cone}(x_1, \ldots, x_r, y_1, \ldots, y_s)$, and thus the sum is closed. In particular, Theorem 2.25 is an empty statement for $d \leq 2$, and Waksman and Epelman exclude these dimensions from their statement.

**Corollary 2.27.** Suppose $d \geq 3$. Let $C_1, \ldots, C_n \subset \mathbb{R}^d$ be closed convex cones. If the sum $C_1 + \cdots + C_n$ is not closed, then there exists a straight line $L = \rho + (-\rho)$ where $\rho = \mathbb{R}_{>0}x$ for some $0 \neq x \in L$ such that $\rho \subset C_i$ and $-\rho \subset C_{i + 1} + \cdots + C_n$ for some index $i = 1, \ldots, n$.

Here, the notation $C_1 + \cdots + \widehat{C_i} + \cdots + C_n$ means that we omit the $i$-th summand.

**Proof.** We do induction on $n$. The base case $n = 2$ is Theorem 2.25. Suppose $n > 2$. If $C_2 + \cdots + C_n$ is not closed, by the induction hypothesis, there is a straight line $L = \rho + (-\rho)$ where $\rho = \mathbb{R}_{>0}x$ for some $0 \neq x \in L$ such that $\rho \subset C_1$ and $-\rho \subset C_2 + \cdots + \widehat{C_i} + \cdots + C_n$ for some index $i \in \{2, \ldots, n\}$. The statement then follows, since $C_2 + \cdots + \widehat{C_i} + \cdots + C_n \subset C_1 + C_2 + \cdots + \widehat{C_i} + \cdots + C_n$. If instead $C := C_2 + \cdots + C_n$ is closed, it is a closed convex cone, and by Theorem 2.25, there exists a straight line $L = \rho + (-\rho)$ where $\rho = \mathbb{R}_{>0}x$ for some $0 \neq x \in L$ such that $\rho \subset C_1$ and $-\rho \subset C_2 + \cdots + C_n$. \(\square\)

The following statement will be used in the proof of Theorem 2.22.
Lemma 2.28. If $C \subset \mathbb{R}^d$ is a closed convex cone, then there are finitely many linear forms $\ell_1, \ldots, \ell_n \in C^\vee$ such that
\[
\dim(\{x \in \mathbb{R}^d : \ell_1(x) \geq 0 \cap \ldots \cap \{x \in \mathbb{R}^d : \ell_n(x) \geq 0\}) = \dim(C).
\]

Proof. Let $e_1, \ldots, e_r \in C$ be a basis of the linear span span$(C)$ of $C$. We extend these linearly independent vectors to a basis of $\mathbb{R}^d$, say $e_1, \ldots, e_r, e_{r+1}, \ldots, e_d$. Let $f_1, \ldots, f_d$ be the dual basis of $(\mathbb{R}^d)^*$. Then we have $\pm f_{r+1}, \ldots, \pm f_d \in C^\vee$, and thus
\[
\dim(\bigcap_{i=r+1}^d \{x \in \mathbb{R}^d : f_i(x) \geq 0\}) = \dim(C).
\]

We are now ready to prove Theorem 2.22.

Proof of Theorem 2.22. Note $\dim(K) = \dim(S_K(x))$. Furthermore, the set of supporting hyperplanes of the tangent cone $S_K(x)$ at $x$ coincides with the set of supporting hyperplanes of $K_i$ at $x$. We continue by investigating the tangent cones $S_K(x), S_{K_1}(x), \ldots, S_{K_r}(x)$ and their relations.

The following equality is straightforward to verify:
\[
\mathbb{R}_{>0}(K-x) = \mathbb{R}_{>0}((K_1 \cap \ldots \cap K_n) - x) = \mathbb{R}_{>0}(K_1 - x) \cap \ldots \cap \mathbb{R}_{>0}(K_n - x).
\]

Since the dimension of the closure of a convex set coincides with the dimension of the original set, we get
\[
(2) \quad \dim(S_K(x)) = \dim(\mathbb{R}_{>0}(K-x)) = \dim(\mathbb{R}_{>0}(K_1-x) \cap \ldots \cap \mathbb{R}_{>0}(K_n-x)) < d.
\]

We claim that $\dim(S_{K_i}(x) \cap \ldots \cap S_{K_n}(x)) < d$ as well. Assume towards a contradiction that the dimension of the intersection of the support cones were $d$, i.e., the intersection of the support cones is full-dimensional. Then the intersection of all these closed half-spaces is a polyhedral cone $\Delta$. Let $y$ be the barycentre of $\Delta$. If $\Delta' \subset \Delta$ is the simplex obtained by shrinking $\Delta$ with respect to its barycentre, e.g. $\Delta' = \frac{1}{2}(\Delta - y) + y$. Then the smaller simplex $\Delta'$ is contained in the interior of every tangent cone $S_{K_i}(x)$ for $i = 1, \ldots, n$, and thus
\[
\Delta' \subset \mathbb{R}_{>0}(K_1-x) \cap \ldots \cap \mathbb{R}_{>0}(K_n-x),
\]

which is a contradiction to inequality (2).

Hence $\dim(S_{K_i}(x) \cap \ldots \cap S_{K_n}(x)) < d$. By Proposition 2.23, we have
\[
(S_{K_i}(x) \cap \ldots \cap S_{K_n}(x)) = N_{K_1}(x) + \cdots + N_{K_n}(x).
\]

We distinguish two cases, namely whether $N_{K_1}(x) + \cdots + N_{K_n}(x)$ is closed or not.

Suppose $N_{K_1}(x) + \cdots + N_{K_n}(x)$ is closed. By Lemma 2.28, there exist linear forms $\ell_1, \ldots, \ell_r \in (S_{K_1}(x) \cap \ldots \cap S_{K_n}(x))$ such that
\[
(3) \quad \dim(\{y \in \mathbb{R}^d : \ell_1(y) \geq 0 \cap \ldots \cap \{y \in \mathbb{R}^d : \ell_n(y) \geq 0\}) = \dim(S_{K_1}(x) \cap \ldots \cap S_{K_n}(x)) < d.
\]

Since $(S_{K_1}(x) \cap \ldots \cap S_{K_n}(x)) = N_{K_1}(x) + \cdots + N_{K_n}(x)$, every linear form $\ell_j$ can be expresses as a sum $\ell_j = \ell_{1,j} + \cdots + \ell_{r,j}$ for some linear forms $\ell_{i,j} \in N_{K_i}(x)$. We define $H_k^+(i,j) = \{y \in \mathbb{R}^d : \ell_{i,j}(y) \geq 0\}$. The union of all these half-spaces is a polyhedral cone $C$ whose dual cone is given by $C^\vee = \text{cone}(\{\ell_{i,j} : i = 1, \ldots, n; j = 1, \ldots, r\})$. The dual cone $C^\vee$ contains the cone $D := \text{cone}(\ell_1, \ldots, \ell_r) \subset (\mathbb{R}^d)^*$, and thus $C \subset D^\vee$. Since, by Equation (3), $\dim(D^\vee) < d$, we are done.

Suppose now $N_{K_1}(x) + \cdots + N_{K_n}(x)$ is not closed. Then by Corollary 2.27, there exists a straight line $L = \rho + (-\rho) \subset (\mathbb{R}^d)^*$ where $\rho = \mathbb{R}_{>0}$ for some $0 \neq \ell \in L$ such that $\rho \subset N_{K_i}(x)$ and $-\rho \subset N_{K_i}(x) + \cdots + N_{K_n}(x)$ for some index $i = 1, \ldots, n$. There exist $\varepsilon_j \in N_{K_j}(x)$ for $j \neq i$ such that $-\ell = \ell_i + \cdots + \ell_{i-1} + \varepsilon_{i+1} + \cdots + \varepsilon_n$. We define $H_k^+ := \{y \in \mathbb{R}^d : \ell(y) \geq 0\}$ and $H_j^+ := \{y \in \mathbb{R}^d : \ell_j(y) \geq 0\}$ for $j \neq i$. Let $C$ be the intersection of these closed half-spaces. Then the dual cone is given by $C^\vee = \text{cone}(\ell_i, \ell_1, \ldots, \ell_i, \ell_n)$ which contains the straight line $L$. Thus $C \subset L^\vee$ where $\dim(L^\vee) = d - 1$. □

Remark 2.29. Note the proof of Theorem 2.22 shows that the sets $\{H_k^+(i,j)\}_{j \in J_i}$ for $i = 1, \ldots, n$ can be chosen such that $|J_i| \leq 2$. 

GENERALISED FLATNESS CONSTANTS: A FRAMEWORK APPLIED IN DIMENSION 2
3. Preliminary observations in 1 and 2 dimensions

Let us begin our quest of determining Flt$(A)$ for $d = 1, 2$ and $A \in \{\mathbb{Z}, \mathbb{R}\}$. We first settle the one-dimensional case. By Remark 2.1, the flatness constants of bounded sets $X \subset \mathbb{R}$ whose convex hull is full-dimensional are completely characterised by the flatness constants of closed intervals $I = [x, y] \subset \mathbb{R}$.

Recall that the floor of a real number $x$, $\lfloor x \rfloor$, is the largest integer which is less than or equal to $x$. Similarly, the ceiling of a real number $x$, $\lceil x \rceil$, is the smallest integer that is greater than or equal to $x$.

Theorem 3.1. Let $I = [x, y] \subset \mathbb{R}$, with $x \leq y$. Set $\delta := |x| + |y|$. Then

$$\text{Flt}^2(I) = \begin{cases} \max\{\delta - 2x, 1 + 2y - \delta\} & \text{if } |x| - x \geq y - |y|, \\ \max\{2y - \delta, 1 + \delta - 2x\} & \text{otherwise.} \end{cases}$$

Proof. Let $\mathcal{S}$ be the set of all transformed intervals under $\mathbb{Z}$-unimodular transformations, i.e., $\mathcal{S} := \{T(I) : T \text{ a } \mathbb{Z} \text{-unimodular transformation}\}$. Note that $\mathcal{S}$ comes equipped with a total ordering, namely $[x, y] < [x', y']$ if $x < x'$. In this proof, we will simply write “$I$-free” for “$\mathcal{S}$-free”.

We call two intervals $J < J'$ in $\mathcal{S}$ successive if for any interval $J'' \in \mathcal{S}$ such that $J \leq J'' \leq J'$ it follows that either $J = J''$ or $J' = J''$. It is straightforward to show that the inclusion-maximal $I$-free convex bodies are exactly the convex hulls of unions of two successive intervals in $\mathcal{S}$.

It remains to determine the structure of $\mathcal{S}$ with respect to its total order. As $\mathcal{S}$ is the union of $I + \mathbb{Z}$ and $-I + \mathbb{Z}$, there can be at most one translate of $-I$ between $I$ and $I + 1$, say $I \leq -I + \delta \leq I + 1$. To determine the translation factor $\delta$, we distinguish two cases:

Suppose $|x| - x \geq y - |y|$ (or equivalently $|x| - x \leq |y| - y$). Set $\delta := |y| + |x|$. With the above it is straightforward to verify that $I \leq -I + \delta < I + 1$ where $I = -I + \delta$ if and only if both $x, y$ are integers.

Then up to translation by integers, every $I$-free convex body is contained in $I \cup (-I + \delta) = [x, -x + \delta]$ or $(-I + \delta) \cup (I + 1) = [-y + \delta, y + 1]$ which are also $I$-free. Hence, $\text{Flt}^2(I) = \max\{\delta - 2x, 1 + 2y - \delta\}$.

If $|x| - x < y - |y|$, replace $I$ by $-I = [a, b] = [-y, -x]$. Note that $|a| - a = |y| + y = y - |y| > |x| - x = b - |b|$, and we are back in the previous case. Clearly $\text{Flt}^2(I) = \text{Flt}^2(-I)$. $\square$

Remark 3.2. Note that in the situation of Theorem 3.1, we have $\text{Flt}^2(I) = y - x$. Indeed, the maximal $I$-free convex bodies are exactly the translates of $I$.

Furthermore, Theorem 3.1 shows that in general $\text{Flt}^2(nX) \neq n\text{Flt}^2(X)$ $(n \in \mathbb{N})$. Indeed, using Theorem 3.1, we immediately get that $\text{Flt}^2([0, \frac{1}{2}]) = 3$ while $2 \cdot \text{Flt}^2([0, \frac{1}{2}]) = 4$. This answers the question in [AHN19] whether $\text{Flt}^2(\cdot)$ is linear with respect to positive dilations.

This gives a complete answer in 1 dimension for full-dimensional $X \subset \mathbb{R}$. Let us now turn to 2 dimensions. Recall from Section 2 our general strategy: considering inclusion-maximal $A\Delta_2$-free closed convex sets $C$, we obtain an upper bound for $\text{Flt}^2_d(\Delta_2)$. Furthermore, recall that since $\Delta_2$ is full-dimensional, it suffices to consider full-dimensional inclusion-maximal $A\Delta_2$-free closed convex sets (see Lemma 2.5). Here, we will classify the unbounded $C$. Their widths will turn out to be strictly smaller than the maximal width of the bounded $C$’s. Hence, the maximal width of the bounded $C$’s will then be equal to the respective flatness constant.

Proposition 3.3. Let $A \in \{\mathbb{R}, \mathbb{Z}\}$. Then up to $A$-unimodular transformations there exists exactly one unbounded inclusion-maximal $A\Delta_2$-free closed convex set $C \subset \mathbb{R}^2$ of dimension 2, namely

- if $A = \mathbb{Z}$, then $C = [-1, 1] \times \mathbb{R}$; and
- if $A = \mathbb{R}$, then $C = [0, 1] \times \mathbb{R}$.

In particular, the width is 2 in the first and 1 in the second case.

For the proof of the previous statement, we need to recall the definition of the tail cone (or recession cone) of a closed convex set $A \subset \mathbb{R}^d$:

$$\text{tail}(A) := \{v \in \mathbb{R}^d : x + \lambda v \in A \text{ for all } x \in A \text{ and } \lambda \geq 0\}.$$

Proof. Since $C \subset \mathbb{R}^2$ is an unbounded closed convex set, it follows by [Roc97, Theorem 8.4] that $\text{tail}(C) \neq \{0\}$. Then $\text{tail}(C)$ is a 1-dimensional closed convex cone. Hence $\text{tail}(C)$ lies on a line $y = m \cdot x$ for a real number $m \in \mathbb{R}$. We claim $m \in \mathbb{Q}$ is rational.

Assume towards a contradiction that $m \in \mathbb{R} \setminus \mathbb{Q}$ were irrational. Since $C$ is full-dimensional, it contains a small affine ball $v + \varepsilon B^2$ for $v \in \mathbb{R}^2$ and $\varepsilon > 0$. Indeed, by approximating $v$ with a rational point and decreasing $\varepsilon$ (if necessary), we may assume that $v \in \mathbb{Q}^2$. Then $v + \varepsilon B^2 + \text{tail}(C)$ is contained in $C$ where $v + \text{tail}(C)$ lies on an affine line parallel to $y = m \cdot x$, say $\{y = m \cdot x + c\} \subset \mathbb{R}^2$ for $c \in \mathbb{R}$. Note $(v + \text{tail}(C)) \cap \mathbb{Q}^2 = \{v\}$ as otherwise $m$ would be a rational number (a contradiction). By Kronecker’s
theorem [Kro84, Kro85] (see also [HW08, Theorem 438] or [HST91, Theorem 1]), for every \( \delta, N > 0 \), there exist integers \( x_d, y_d \in \mathbb{Z} \) with \( |x_d| \geq N \) (where both \( x_d > 0 \) and \( x_d < 0 \) can be chosen) such that
\[
|m \cdot x_d + c - y_d| < \delta, \quad \text{i.e., } (x_d, y_d) \text{ comes arbitrarily close to } v + \text{tail}(C).
\]

Let \( x, y, z \in \mathbb{Z}^2 \) be three lattice points that were chosen so that \( y \) lies strictly closer to \( v + \text{tail}(C) \) than \( x \) and \( z \) lies closer to \( v + \text{tail}(C) \) than \( y \). We may assume that \( x, y, z \) lie in \( v + \epsilon B^d + \text{tail}(C) \), and thus in the interior of \( C \). It follows that \( \text{conv}(x, y, z) \) is a lattice triangle contained in the interior of \( C \). Triangulating this triangle into empty simplices yields a \( \mathbb{Z} \)-unimodular copy of \( \Delta_2 \) that is contained in the interior of \( C \). A contradiction. Note that this solves both cases \( A = \mathbb{R} \) and \( A = \mathbb{Z} \).

Hence \( m \in \mathbb{Q} \) is rational, and thus up to a \( \mathbb{Z} \)-unimodular transformation, we have that \( v + \text{tail}(C) \) lies on the line given by \( x = c \) for some \( c \in \mathbb{R} \). Consider the projection \( \pi: \mathbb{R}^2 \rightarrow \mathbb{R}; (a, b) \mapsto a \). Since \( C \) is convex, the closure of the image \( \pi(C) \) is an interval, say \( I = [r, s] \) for \( r, s \in \mathbb{R} \). Note the tail cone \( \text{tail}(C) \) ensures that for any \( u \in I \) there exists an affine ray \( w + \text{tail}(C) \subset C \) that projects down to \( u \).

Suppose \( A = \mathbb{Z} \). Then \( s - r \leq 2 \), as otherwise \( I \) would contain two integers in its interior which would imply that \( C \) contains a \( \mathbb{Z} \)-unimodular copy of \( \Delta_2 \) in its interior. It straightforwardly follows that (up to a translation by a lattice point) \( C = [-1, 1] \times \mathbb{R} \).

Suppose \( A = \mathbb{R} \). Then \( s - r \leq 1 \), as otherwise \( I \) would contain an \( \mathbb{R} \)-translate of the interval \([0, 1] \) in its interior which would imply that \( C \) contains an \( \mathbb{R} \)-unimodular copy of \( \Delta_2 \) in its interior. Then it is easy to see that (up to a real translation) \( C = [0, 1] \times \mathbb{R} \). \( \square \)

It remains to study the bounded cases. The remaining sections of this manuscript will be concerned with this study.

4. The \( \mathbb{Z} \)-flatness constant of \( \Delta_2 \)

Let \( K \subset \mathbb{R}^d \) be a convex body and let \( X \subset \mathbb{R}^d \) be an arbitrary bounded set. By Proposition 2.12, inclusion-maximal \( \mathbb{Z} \)-\( X \)-free bodies are polytopes (a stronger version of Theorem 1.2 for the case \( A = \mathbb{Z} \)). The following definition is the key to characterising inclusion-maximal \( \mathbb{Z} \)-\( \Delta_2 \)-free polytopes.

**Definition 4.1.** A facet \( F \) of a full-dimensional polytope \( P \subset \mathbb{R}^d \) is said to be \( \mathbb{Z} \)-\( \Delta_2 \)-locked if there exists a \( \mathbb{Z} \)-unimodular copy \( T \) of \( \Delta_2 \) contained in \( P \) such that \( T \cap \text{relint}(F) \neq \emptyset \) and \( V(T) \setminus \text{relint}(F) \subset \text{int}(P) \), where \( V(T) \) denotes the set of vertices of \( T \). Notice that \( T \) gives rise to lattice points in the relative interior of \( F \), namely \( V(T) \cap \text{relint}(F) \). Such lattice points are called locking points.

We will say simply locked instead of \( \mathbb{Z} \)-\( \Delta_2 \)-locked wherever it is clear from the context that we are discussing \( \mathbb{Z} \)-\( \Delta_2 \)-flatness. See Figure 5 for an illustration of the concepts of “locked facet” and “locking point”. The definition of locked facet is crafted so that if a point is added beyond any locked facet, the resulting polytope is no longer a \( \mathbb{Z} \)-\( \Delta_2 \)-free polytope. Recall that a point \( x \) is beyond the facet \( F \) of a full-dimensional polytope \( P \) if it lies in the half-space which is defined by the supporting hyperplane of \( F \) and which does not contain \( \text{int}(P) \). Furthermore, \( x \) is beneath \( F \) if it lies in the same half-space as \( P \).

The following proposition shows that being inclusion-maximal among \( \mathbb{Z} \)-\( \Delta_2 \)-free polytopes is equivalent to all facets being locked.

**Proposition 4.2.** Let \( P \subset \mathbb{R}^d \) be a \( \mathbb{Z} \)-\( \Delta_2 \)-free polytope. Then, \( P \) is inclusion-maximal if and only if all its facets are locked.

**Proof.** Suppose that all facets of \( P \) are locked. Let \( F \) be a facet of \( P \) and \( x \in \mathbb{R}^d \setminus P \) a point beyond \( F \).

Since \( F \) is locked, there exists a \( \mathbb{Z} \)-unimodular copy \( T \) of \( \Delta_2 \) contained in \( P \) such that \( T \cap \text{relint}(F) \neq \emptyset \) and \( V(T) \setminus \text{relint}(F) \subset \text{int}(P) \). Let \( Q = \text{conv}(P, x) \). The relative interior of the facet \( F \) lies in the interior of \( Q \), and thus so does \( T \). Hence \( P \) is inclusion-maximal with respect to the property of being \( \mathbb{Z} \)-\( \Delta_2 \)-free.
We prove the reverse implication by verifying the contrapositive, i.e., if there exists a facet of $P$ that is not locked, then $P$ isn’t inclusion-maximal with respect to the property of being $\mathbb{Z}\Delta_d$-free. Let $F$ be a facet of $P$ that is not locked and let $Q$ be the polytope obtained from $P$ by moving the facet $F$ outwards by a small amount, such that $P \subset Q$ but no new lattice points are captured, that is, $P \cap \mathbb{Z}^d = Q \cap \mathbb{Z}^d$. In particular, the set of $\mathbb{Z}$-unimodular copies of $\Delta_d$ which are contained in $P$ coincides with the set of such copies that are contained in $Q$. Note however that any lattice point in the relative interior of the facet $F$ of $P$ are in the interior of $Q$. From the assumption that $F$ is not locked we will now deduce that $Q$ is also a $\mathbb{Z}\Delta_d$-free polytope, and thus $P$ is not inclusion-maximal.

Let $H$ be the supporting hyperplane that defines the facet $F$ of $P$, and let $H_{\geq 0}$ (resp. $H_{>0}$) be the closed half-space (resp. open half-space) with boundary equal to $H$ such that $P \subset H_{\geq 0}$. Notice $Q \cap H_{\geq 0} = P$. It remains to show that any $\mathbb{Z}$-unimodular copy $T$ of $\Delta_d$ that is contained in $Q$ isn’t contained in the interior of $Q$. Recall from above that $T$ is also contained in $P$. We distinguish two cases:

• If $T \cap \text{relint}(F) = \emptyset$, then $T \subset Q \cap H_{>0} = P \setminus F$. Since $Q \cap H_{>0} = P$ and $T \not\subset \text{int}(P)$, it straightforwardly follows that $T \not\subset \text{int}(Q)$.

• If $T \cap \text{relint}(F) \neq \emptyset$, then $V(T) \setminus \text{relint}(F) \not\subset \text{int}(P)$, i.e., there is another facet $F'$ of $P$ that contains a vertex of $T$. Since $F'$ is contained in a facet of $Q$, it follows that $T \not\subset \text{int}(Q)$.

We now focus on dimension $d = 2$, where our goal is to show the following theorem.

**Theorem 4.3** (Case $A = \mathbb{Z}$ of Theorem 1.1). \(\text{Flt}_{\mathbb{Z}}^2(\Delta_2) = \frac{10}{7}.\)

By Lemma 2.3, to prove the theorem it is enough to show that any inclusion-maximal $\mathbb{Z}\Delta_2$-free convex set has width at most $\frac{10}{7}$ and to provide an example of a $\mathbb{Z}\Delta_2$-free polygon of that width. Unbounded full-dimensional inclusion-maximal $\mathbb{Z}\Delta_2$-free convex sets were studied in Proposition 3.3 and have width 1. Thus we are left with determining the maximum width of inclusion-maximal $\mathbb{Z}\Delta_2$-free convex bodies, which are polygons by Theorem 1.2. The rest of the section is devoted to proving that this width is $\frac{10}{7}$.

Note Proposition 4.2 guarantees that any inclusion-maximal $\mathbb{Z}\Delta_2$-free polygon contains at least one interior lattice point, since otherwise it is impossible for its facets to be locked. The following proposition deals with (inclusion-)maximal $\mathbb{Z}\Delta_2$-free polygons containing exactly one interior lattice point. The case of polygons whose interior contains at least two lattice points will be treated afterwards.

**Proposition 4.4.** If $P \subset \mathbb{R}^2$ is a maximal $\mathbb{Z}\Delta_2$-free polygon with $|\text{int}(P) \cap \mathbb{Z}^2| = 1$, then $\text{width}(P) \leq 3$.

**Proof.** Let $P$ be an inclusion-maximal $\mathbb{Z}\Delta_2$-free polygon with exactly one interior lattice point. By Proposition 4.2, each facet $F$ of $P$ is locked. Since there’s a unique lattice point in the interior of $P$, for each facet $F$ there is a $\mathbb{Z}$-unimodular copy $T$ of $\Delta_2$ contained in $P$ such that two vertices of $T$ are contained in the relative interior of $F$ and the third vertex of $T$ is in the interior of $P$. Up to an appropriate unimodular transformation, we may assume that there is a facet for which $T = \text{conv}(0, e_1, e_2)$, and that $0$ is the interior lattice point of $P$. By using the fact that $0$ is the only interior lattice point of $P$, we can conclude that $P$ is disjoint from the following regions (see Figure 6):

1. The affine cone $(-e_1 + e_2) + \text{cone}(-e_1, -e_1 + e_2)$ minus its apex $-e_1 + e_2$ (otherwise $-e_1 + e_2$ would be contained in the interior of $P$). Note that we include the open half-rays of the affine cone into $C_1$ because $0$ is in the interior of $P$ and $e_2$ is in the relative interior of $F$;

2. The affine cone $-e_1 + \text{cone}(-e_1, -e_1 - e_2)$ minus its apex $-e_1$ (otherwise $-e_1$ would be contained in the interior of $P$);

3. The affine cone $(-e_1 - e_2) + \text{cone}(-2e_1 - e_2, -e_1 - 2e_2)$ minus its apex $-e_1 - e_2$ (otherwise $-e_1 - e_2$ would be contained in the interior of $P$).

Let $C'_1$ be the region obtained from $C_1$ by reflecting along the line $\mathbb{R}(e_1 + e_2)$. Notice $C_3 = C'_3$. Since $0$ is the only interior lattice point, it follows from Proposition 4.2 that every facet of $P$ contains two lattice points in its relative interior. We already know that $\{x + y = 1\}$ cuts out a facet of $P$. For the remaining facets, the only candidates are lattice points disjoint from the regions $C_1, C'_1$ and contained in the open half-plane $\{x + y < 1\}$, i.e., $-e_1 + e_2, -e_1, -e_1 - e_2, -e_2, e_1 - e_2$, those drawn in Figure 6. It is easy to see that the possibility for $P$ to have two other facets each containing two of these lattice points in the relative interior is if $P = \text{conv}(-e_1 + 2e_2, -e_1 - e_2, 2e_1 - e_2)$, which has width equal to 3.

Now suppose the polygon $P$ contains at least two interior lattice points. Clearly these interior lattice points are collinear, since any set of non-collinear points contains a triangle, and any lattice triangle can be triangulated into unimodular ones, and thus in particular contains a unimodular triangle.

The following theorem shows that polygons with at least two interior lattice points can have larger width than 3 and the maximum width is achieved by a triangle with exactly two interior lattice points.
Theorem 4.5. If $P \subset \mathbb{R}^2$ is a $\mathbb{Z}^2$-free polygon with $|\text{int}(P) \cap \mathbb{Z}^2| \geq 2$, then width$(P) \leq \frac{10}{3}$. Equality is only achieved (up to $\mathbb{Z}$-unimodular transformations) by $\text{conv}\left(\frac{1}{2}e_1 + \frac{3}{2}e_2, -\frac{3}{2}e_1 - \frac{5}{2}e_2, 2e_1\right)$, which contains exactly 2 interior lattice points.

In order to prove Theorem 4.5, it suffices to study inclusion-maximal $\mathbb{Z}^2$-free polygons which have at least two interior lattice points. Since in Proposition 4.4 we have already found a $\mathbb{Z}^2$-free triangle with width equal to 3, to find the polygons of largest width we can restrict our study to those whose width is greater than 3. The strategy for the proof is to use Proposition 4.2 and to distinguish polygons according to their locking lattice points.

Thus from now on we let $P$ be a maximal $\mathbb{Z}^2$-free polygon with at least two interior lattice points and width strictly greater than 3. Up to an affine unimodular transformation, we may assume that

- the interior of $P$ contains 0 and $e_1$,
- any lattice point which does not lie on the horizontal axis is not in the interior of $P$, and
- $P$ contains a point $p_0 = x e_1 + y e_2$ with $0 < x < 1$ and $y > \frac{3}{2}$.

Indeed, there is a $\mathbb{Z}$-unimodular transformation that maps the lattice segment comprised by the interior lattice points of $P$ (recall they are collinear) onto a lattice segment lying on the $x$-axis. Since this lattice segment has lattice length at least one, we can assume that both 0 and $e_1$ are contained in it. To simplify notation, let us use the same symbol $P$ for the transformed polygon. Since the width of $P$ is larger than 3, it cannot be contained in the strip $\{-\frac{3}{2} \leq y \leq \frac{3}{2}\}$. After possibly flipping along the $x$-axis, this shows that $P$ contains a point $p_0$ whose $y$-coordinate is larger than $\frac{3}{2}$. Note the triangle with vertices $0, e_1$ and $p_0$ intersects the line $\{y = 1\}$ in a segment of length less than 1 which does not contain lattice points (as otherwise such a lattice point would be in the interior of $P$). After applying an appropriate horizontal shearing this segment lies in the strip $\{0 \leq x < 1\}$, and thus so does $p_0$. Recall that a linear unimodular transformation $\varphi: \mathbb{Z}^2 \to \mathbb{Z}^2$ of the form

$$\varphi(\lambda_1 b_1 + \lambda_2 b_2) = (\lambda_1 + k \lambda_2) b_1 + \lambda_2 b_2,$$

for a lattice basis $b_1, b_2$ of $\mathbb{Z}^2$ and an integer $k \in \mathbb{Z}$ is called a shearing along the line $\mathbb{R} b_1$.

Suppose $P$ has been transformed to satisfy the conditions above. Let us determine the possible lattice points that can lock a facet of $P$. No lattice point on the $x$-axis can lock a facet, since they are collinear with the interior lattice points of $P$. Since the triangle $T := \text{conv}(0, e_1, p_0)$ is contained in $P$, it follows that the affine locally open rays $e_2 + \mathbb{R}_{<0} e_1$ and $e_1 + e_2 + \mathbb{R}_{>0} e_1$ are disjoint from $P$. Hence the only lattice points in the upper half-plane $\{y \geq 0\}$ that can be contained in $P$ are $e_2$ and $e_1 + e_2$ (any other lattice point in $\{y > 0\}$ forces $e_2$ or $e_1 + e_2$ to be in the interior of $P$). Next we determine which lattice points in the lower half-plane $\{y < 0\}$ can be contained in $P$. Since $p_0 \in P$, every lattice point in $\{y < 0\}$ which is in the upper closed half-space given by the line going through the two points $e_2, e_1 + e_2$ is disjoint from $P$ (otherwise $e_2$ is in the interior of $P$). Using the symmetry induced by reflecting about the vertical line $\{x = \frac{1}{2}\}$, it follows that $P \cap \{y < 0\}$ is also disjoint from the upper closed half-space given by the line through the two points $\frac{3}{2} e_2, e_1 + e_2$. Note the remaining lattice points at height $y = -1$ could be contained in $P$: $-3 e_1 - e_2, -2 e_1 - e_2, -e_1 - e_2, -e_2, e_1 - e_2, 2 e_1 - e_2, 3 e_1 - e_2$ or $4 e_1 - e_2$. Let $q_k := k e_1 - e_2$ for $k \in \{-3, -2, -1\}$. Since $q_k$ cannot be an interior lattice point of $P$, it follows that $P$
is disjoint from the region $C_k$ which is defined to be $\sigma_k \setminus \{ q_k \}$ where $\sigma_k$ is the affine cone having apex at $q_k$ and supporting lines going through $q_k$ and $e_1$ or $e_1 + \frac{3}{2} e_2$ respectively. For $q_k = -e_2$, the respective region is $C_0 = \sigma_0 \setminus \{ q_0 \}$ where $\sigma_0$ is the affine cone having apex at $q_0$ and supporting lines the $y$-axis and the line going through $-e_2$ and $e_1$ (see Figure 7). By using the symmetry induced by reflecting about the

vertical axis $\{ x = \frac{1}{2} \}$, it straightforwardly follows that the possible lattice points that can be contained in $P$ and that lie in the lower half-plane $\{ y < 0 \}$ can only be those from above at height $y = -1$.

These ten lattice points (two at height $y = 1$ and eight at height $y = -1$; shown in red in Figure 8) are therefore the only lattice points away from the $x$-axis which can be contained in $P$, and thus are the possible locking points. Next we show that the assumption width$(P) > 3$ implies that at most four of them can be in $P$, more precisely, at most two of the points at height $y = -1$ can be in $P$. Recall our (additional) assumption that the polygon $P$ is inclusion-maximal $\mathbb{Z} \Delta_2$-free.

**Lemma 4.6.** If $P \cap \{ y = -1 \}$ contains at least 3 lattice points, then width$(P) \leq 3$.

In the following, let us denote the basis of $(\mathbb{Z}^2)^*$ dual to $e_1, e_2$ by $e_1^*, e_2^*$.

**Proof.** Suppose $P$ contains at least 3 lattice points whose $y$-coordinate equals $-1$. Then $P$ is contained in the half-space $\{ y \geq -1 \}$, since any point outside this half-space would force the middle lattice point to lie in the interior of $P$, which is not allowed. In particular, there is a facet $F$ supported by $\{ y = -1 \}$. All other facets of $P$ are locked (see Proposition 4.2), and since they cannot be locked by points on $\{ y = -1 \}$, they can only be locked by $e_2$ and $e_1 + e_2$. Thus $P$ is a triangle with one facet $F$, one facet through $e_2$ and another through $e_1 + e_2$. The latter two facets intersect in the vertex $p_0$ from above.

If $P$ is contained within the strip $\{ -1 \leq y \leq 2 \}$, then width$(P) \leq 3$. If not, we have $p_0 \in \{ y > 2 \}$. Let us consider the facet $F$ of length $h$ as the base of the triangle $P$. With respect to this base, $P$ has height $h > 3$. The triangle conv$(e_2, e_1 + e_2, p_0)$ is similar to $P$ and has base of length 1 and height $h - 2$. From the assumption $h > 3$ and the equality (compare with the intercept theorem)

$$\frac{h - 2}{1} = \frac{h}{b},$$

we obtain $b < 3$. Note $b$ is the length of the facet $F$. Since $p_0$ lies in $\{ 0 < x < 1 \}$ and the facets of $P$ that intersect at $p_0$ pass through $e_2$ and $e_1 + e_2$ respectively, these facets must have positive and negative slope respectively. This means that the width of $P$ with respect to the linear form $e^*_1$ is $b$, the length of the facet $F$, and thus is less than 3. Hence $P$ has width at most 3. \hfill $\Box$

We have narrowed down the possible lattice points of $P$ that lie off the $x$-axis: up to two consecutive points from the set $\{-3e_1 - e_2, -2e_1 - e_2, -e_1 - e_2, -e_2, e_1 - e_2, 2e_1 - e_2, 3e_1 - e_2, 4e_1 - e_2\}$, and points from $\{e_2, e_1 + e_2\}$ (see the red points in Figure 8). Since $P$ is a full dimensional polygon, it has at least three facets, and since each of these facets are locked, at least three points of the above are contained in $P$. Further, we have observed that we can pick at most four of the above points (see Lemma 4.6), and thus the polygon $P$ is either a triangle (containing one lattice point on $y = -1$ and two on $y = 1$, or vice versa) or a quadrilateral (containing two lattice points at $y = 1$ and two at $y = -1$).

In the following sections we treat the two cases separately. In fact, we further subdivide the case where $P$ is a quadrilateral into two subcases. The four facets of a quadrilateral $P$ are locked by both lattice points $e_2$ and $e_1 + e_2$ on $y = 1$ and by two consecutive lattice points on $y = -1$. Since four is the maximum number of locking points the polygons under consideration can have, the relative interior of each facet of a quadrilateral $P$ contains exactly one locking point. The convex hull $P'$ of the four locking points intersect
the \(x\)-axis in a line segment \(S = P' \cap \{y = 0\}\) of length 1, which implies that \(S\) contains a lattice point. Thus \(P'\) can either be unimodularly equivalent to a rectangle, if the endpoints of \(S\) are lattice points, or to a cross-polygon, if the endpoints of \(S\) are not lattice points, and therefore \(S\) contains exactly one lattice point in its interior. Recall that a cross-polygon is \(\mathbb{Z}\)-unimodularly equivalent to \(\text{conv}(\pm e_1, \pm e_2)\). Furthermore, the rectangle will always be \(\mathbb{Z}\)-unimodularly equivalent to \(\text{conv}(\pm e_2, e_1 \pm e_2)\). Figure 8 illustrates the possibilities for the convex hull \(P'\) of the locking points. In what follows, we will often say that “the polygon \(P\) is circumscribed around \(P''\). The precise definition is the following.

**Definition 4.7.** Let \(P, P'' \subset \mathbb{R}^2\) be polygons. We say that \(P\) is **circumscribed around** \(P''\) if each vertex of \(P''\) is contained in a facet of \(P\), and each facet of \(P\) contains a vertex of \(P''\).

4.1. \textbf{Triangles}. We first consider the case where \(P\) is a triangle. Since all facets of \(P\) are locked, there are at least three locking points. Thus, given three lattice points \(A, B\) and \(C\), two on the line \(y = 1\) and one on the line \(y = -1\), or vice versa, we want to show that \(\frac{10}{7}\) is an upper bound for the width of any \(\mathbb{Z}\)-\(\Delta_2\)-free triangle \(P\) with facets locked by \(A, B\) and \(C\). We do not require that the points \(A, B\) and \(C\) are the only locking points: a facet of \(P\) might contain another lattice point in its interior.

There are 22 possible triples \((A, B, C)\): 8 have the two lattice points on the line \(y = 1\) and one on \(y = -1\), while 14 have one lattice point on \(y = 1\) and two consecutive ones on \(y = -1\). Reflecting along the line \(x = \frac{1}{2}\) yields the same result, so only 11 triples need to be checked. In Table 1 (below), we record these 11 triples. The cases 8–11 are not admissible: \(P\) is assumed to contain a point \(p_0\) in \(\{y > \frac{3}{7}\}\), and thus two points of the triple \((A, B, C)\) need to lock the two facets through this point. However, in cases 8–11 this is impossible while also guaranteeing that 0 and \(e_1\) are in the interior of \(P\). For the remaining cases, we relax our assumptions and only require that the facets of \(P\) are locked by the triple \((A, B, C)\). \(P\) contains 0, \(e_1\) and it does not contain any lattice points away from the \(x\)-axis in its interior. That is, we forget the requirement that \(P\) contains a point \(p_0 = xe_1 + ye_2\) with \(0 < x < 1\) and \(y > \frac{3}{7}\), and we allow 0, \(e_1\) to lie in the boundary of \(P\). Note this relaxation is possible as long as \(\frac{10}{7}\) is an upper bound for any \(P\) satisfying the relaxed conditions. Our computations show that this is the case. This relaxation comes with two advantages, namely 1) the constraints on the polygon \(P\) are simplified; 2) it allows further symmetry (unimodular transformations fixing the \(x\)-axis, such as reflection about or shearing along the \(x\)-axis) resulting into a reduction of cases. In particular, the second point allows us to treat the following pairs of cases as being equivalent: 1 \(\sim\) 7, 2 \(\sim\) 6, and 3 \(\sim\) 5. Finally, because of this relaxation, Table 1 includes upper bounds that are smaller than 3: in these cases, the largest width in the relaxed conditions was only achieved by a triangle \(P\) with \(e_1\) on the boundary.

In order to bound the width of polygons whose facets are locked by a fixed triple \((A, B, C)\), we employ a computer assisted strategy together with an approach that Hurkens has used to compute the classical flatness constant in 2 dimensions [Hur90]. Let \(X, Y\) and \(Z\) be the vertices of the triangle \(P\). We consider \(A, B, C, X, Y, Z\) as row vectors and write:

\[
\begin{bmatrix}
A \\
B \\
C
\end{bmatrix}
= 
\begin{bmatrix}
0 & \lambda & \bar{\lambda} \\
\bar{\mu} & 0 & \mu \\
\bar{\nu} & \bar{\nu} & 0
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}
\]

for some \(\lambda, \mu, \nu \in [0, 1]\), with \(\bar{\lambda} + \lambda = \bar{\mu} + \mu = \bar{\nu} + \nu = 1\). Inverting the matrix, we obtain

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix}
= 
\frac{1}{\lambda \mu \nu + \lambda \bar{\mu} \bar{\nu} - \lambda \bar{\nu} \mu - \lambda \nu \bar{\mu}}
\begin{bmatrix}
-\mu \bar{\nu} & \lambda \bar{\nu} & \lambda \mu \\
\nu \bar{\nu} & -\lambda \bar{\nu} & \lambda \bar{\mu} \\
\bar{\nu} \nu & \lambda \nu & -\lambda \mu
\end{bmatrix}
\begin{bmatrix}
A \\
B \\
C
\end{bmatrix}.
\]
Since $A, B$ and $C$ are fixed, these are formulas for $X, Y$ and $Z$ in terms of the parameters $\lambda, \mu,$ and $\nu$. In fact, the coordinates of the pairwise differences of the vertices $X, Y$ and $Z$ are rational functions with a linear numerator and denominator equal to $\lambda \mu \nu + \bar{\lambda} \bar{\mu} \bar{\nu}$:

$$
\begin{pmatrix}
X - Y \\
Y - Z \\
Z - X
\end{pmatrix} = \frac{1}{\lambda \mu \nu + \bar{\lambda} \bar{\mu} \bar{\nu}}
\begin{pmatrix}
-\mu & \bar{\lambda} & -1 + \lambda + \mu \\
-1 + \mu + \nu & -\nu & \bar{\mu} \\
\bar{\nu} & -1 + \lambda + \nu & -\lambda
\end{pmatrix}
\begin{pmatrix}
A \\
B \\
C
\end{pmatrix}.
$$

(4)

Thus the slopes of the facets of $P$ are rational functions with linear numerator and linear denominator in terms of the parameters $\lambda, \mu,$ and $\nu$. The conditions $0, e_1 \in P$ and that the interior $\text{int}(P)$ of $P$ is disjoint from the lattice points off the $x$-axis constrain the possible slopes. In terms of the parameters $\lambda$, $\mu$, and $\nu$, these constraints are linear. We thus obtain a polytope $Q \subset [0, 1]^3$ of admissible $\lambda, \mu,$ and $\nu$.

Next, we express the width of $P$ in a chosen direction in terms of the parameters $\lambda, \mu,$ and $\nu$. Clearly, for a fixed direction, the width can be achieved on any pair of vertices depending on $\lambda, \mu,$ and $\nu$. Wherever it is achieved by the same two vertices, the width is a linear function (in $\lambda, \mu,$ and $\nu$) divided by $\delta := \lambda \mu \nu + \bar{\lambda} \bar{\mu} \bar{\nu}$. Our strategy includes choosing directions “ad hoc” such that:

1) The width in one such direction is achieved on the same pair of vertices for all parameters $\lambda, \mu, \nu \in Q$, so that the width of $P$ accepts an upper bound of the form

$$
\min \{\ell_1(\lambda, \mu, \nu), \ldots, \ell_r(\lambda, \mu, \nu)\}
$$

where the $\ell_i$’s are linear forms in terms of $\lambda, \mu,$ and $\nu$.

2) The maximum over $Q$ of this function is at most $\frac{10}{3}$. The actual computations are carried out with polymake [GJ00] and Mathematica [Wol].

For the cases where the upper bound of $\frac{10}{3}$ is achieved, we determine the respective extremal points $(\lambda, \mu, \nu) \in Q$ and show that these parameters correspond to triangles $P$ which are unimodularly equivalent to $\text{conv}(\frac{1}{3}e_1 + \frac{2}{3}e_2, -\frac{2}{3}e_1 - \frac{2}{3}e_2, 2e_1)$.

| conv$(0, e_1, A, B, C)$ | width | width directions | vertices of maximiser |
|------------------------|-------|------------------|----------------------|
| 1                      | $\leq \frac{10}{3}$ | $e_1^*, e_2^*, e_1^* - e_2^*$ | $\frac{1}{3} [-4, 1, 6; -5, 5, 0]$ |
| 2                      | $\leq \frac{2}{\sqrt{2} - 2}$ | $e_1^*, e_2^*, e_1^* - e_2^*$ | $\frac{1}{3} [-6 - 3\sqrt{7}, 8 + \sqrt{7}; -2 - \sqrt{7}, 1 + 2\sqrt{7}]$ |
| 3                      | $\leq \frac{10}{3}$ | $e_2^*, e_1^* - e_2^*$ | $\frac{1}{3} [-12, 3; -3, 0]$ |
| 4                      | $< 3$ | $e_2^*$ | $\frac{1}{3} [-10, 2; -3, 0]$ |

Equivalent cases

| 5 | equivalent to case 3 |
|---|----------------------|
| 6 | equivalent to case 2 |
| 7 | equivalent to case 1 |

Not admissible triples $(A, B, C)$

| 8 | 9 | 10 | 11 |

Table 1. Up to symmetry, all possible triples of locking points $(A, B, C)$; we list the largest possible width a triangle circumscribed around them can have, the directions in which this width is achieved, and the vertices of the triangle of largest width.

To illustrate our strategy, let us work out the details for one choice of locking points, namely $(A, B, C) = (e_1 + e_2, -e_2, e_2)$ (case 1 in Table 1). The other cases 2–4 work similarly. By (4), we have

$$
X - Y = \left(\frac{-\mu}{\delta}, \frac{-2 + 2\lambda}{\delta}\right), \quad Y - Z = \left(\frac{-1 + \mu + \nu}{\delta}, \frac{2\nu}{\delta}\right), \quad Z - X = \left(\frac{1 - \nu}{\delta}, \frac{2 - 2\lambda - 2\nu}{\delta}\right).
$$
First we determine the polytope $Q$ of admissible parameters. The slopes $m_{XY}$, $m_{YZ}$ and $m_{ZX}$ of the facets of $P$ through $\{X, Y\}$, $\{Y, Z\}$ and $\{Z, X\}$ respectively can be expressed in terms of $\lambda$, $\mu$, and $\nu$:

$$m_{XY} = \frac{2 - 2\lambda}{\mu}, \quad m_{YZ} = -\frac{2\nu}{1 + \mu + \nu}, \quad m_{ZX} = \frac{2 - 2\lambda - 2\nu}{1 - \nu}.$$  

The position of the vertices $X$, $Y$, and $Z$ of $P$ is constrained by the two assumptions that $P$ contains $0, e_1$ and that no other lattice point away from the $x$-axis is in the interior of $P$. Since $0 \in P$, we have $m_{XY} \geq 0$, while $e_1 \in P$ yields $m_{YZ} \leq 0$ and $m_{ZX} \leq 1$. Since $e_1 - e_2$ is not in the interior of $P$, we have $m_{XY} \geq 2$. In a similar way, any further lattice point off the $x$-axis would give us other constraints. Many will be redundant, but some might further restrict the polytope $Q$ of admissible parameters. However, we do not need all constraints and we can stop once we have enough to obtain an upper bound not exceeding $\frac{10}{3}$. In this case, the following constraints on the slopes are enough:

$$m_{XY} \geq 2, \quad m_{YZ} \leq 0, \quad 0 \leq m_{ZX} \leq 1.$$  

Arithmetic manipulation of these inequalities yields constraints on the parameters $\lambda$, $\mu$, and $\nu$ which define the polytope of admissible parameters

$$Q = \{ (\lambda, \mu, \nu) \in [0, 1]^3 : 1 - \lambda - \mu \geq 0, 1 - \mu - \nu \geq 0, 1 - \lambda - \nu \geq 0, -1 + 2\lambda + \nu \geq 0 \}.$$  

We now determine the widths of $P$ in the directions $e_1^*, e_2^*$, and $e_1^* - e_2^*$. On $Q$, these are achieved at $Z - X$, $Y - X$, and $Z - Y$ respectively:

$$\text{width}_{e_1^*}(P) = e_1^*(Z - X) = \frac{1 - \nu}{\delta},$$  

$$\text{width}_{e_2^*}(P) = e_2^*(Y - X) = \frac{2 - 2\lambda}{\delta},$$  

$$\text{width}_{e_1^* - e_2^*}(P) = (e_1^* - e_2^*)(Z - Y) = \frac{1 - \mu + \nu}{\delta}.$$  

We thus obtain

$$\text{width}(P) \leq \min \{ \text{width}_{e_1^*}(P), \text{width}_{e_2^*}(P), \text{width}_{e_1^* - e_2^*}(P) \} = \min \{ 1 - \nu, 2 - 2\lambda, 1 - \mu + \nu \} = \frac{f(\lambda, \mu, \nu)}{\delta}.$$  

We denote the numerator of the last expression $f(\lambda, \mu, \nu)$. To show that any admissible triangle $P$ has width at most $\frac{10}{3}$, it suffices to verify

$$\max_{(\lambda, \mu, \nu) \in Q} f(\lambda, \mu, \nu) \leq \frac{10}{3}.$$  

To do so, we note that $f(\lambda, \mu, \nu)$ is a tropical polynomial, and using polymake, we calculate its regions of linearity, which when intersected with $Q$ gives polytopes $Q_i$, over which $f$ coincides with a linear function $f_i$ (for further details on tropical geometry, we refer to [Jos22]). Using Mathematica [Wol], for each $i$, we compute the maximum of the rational function $\frac{f_i}{\delta}$ over the region $Q_i$. In this way, we verify that in this case there is exactly one point in $Q$ at which the maximum $\frac{10}{3}$ is achieved, namely at $(\lambda, \mu, \nu) = (\frac{2}{5}, \frac{1}{5}, \frac{3}{5})$. For these values, the corresponding triangle $P$ is exactly the triangle depicted in Figure 9, which will turn out to be the only $Z$-$\Delta_2$-free polygon of width $\frac{10}{3}$, as stated in Proposition 4.2.

![Figure 9. A triangle P (in red) with locking points (A, B, C) = (e_1 + e_2, -e_2, e_2). This is the unique Z-$\Delta_2$-free triangle of width \(\frac{10}{3}\).](image-url)
4.2. Quadrilateral circumscribed around a rectangle. Next, we consider the case where $P$ is a quadrilateral and the convex hull of its locking points $P'$ is $\mathbb{Z}$-unimodularly equivalent to a lattice rectangle with area equal to two. Then, we can assume that $P' = \text{conv}(\pm e_2, e_1 \pm e_2)$.

First, observe that the vertices of $P$ are in the vertical strip $0 < x < 1$ or in the horizontal strip $-1 < y < 1$. Indeed, any point strictly outside of both strips forces one of the locking points to be in the interior of $P$, a contradiction. Furthermore, a vertex on the boundary of a strip forces two facets to coincide, and thus $P$ to be a triangle, a case which was dealt with already in Section 4.1. Thus, one vertex of $P$ lies in each of the four connected components of the union of the two strips minus the rectangle $P'$.

Note two vertices of $P$ in, say, the horizontal strip, one on each side of $P'$, completely determine $P$. Let us denote those two vertices by $-\kappa e_1 + \lambda e_2$ and $(\mu + 1)e_1 + \nu e_2$, with $\kappa, \mu > 0$ and $-1 < \lambda, \nu < 1$. Then the lines supporting the edges of $P$ are
\[
y = \frac{1 - \lambda}{\kappa} x + 1, \quad y = -\frac{1 + \lambda}{\kappa} x - 1, \quad y = -\frac{1 - \nu}{\mu} x + 1 - \frac{1 - \nu}{\mu}, \quad y = \frac{1 + \nu}{\mu} x - 1 - \frac{1 + \nu}{\mu} - 1
\]
and thus the two remaining vertices of $P$ are given by
\[
\begin{align*}
(1 - \nu)\kappa & \quad (1 - \nu)(1 - \lambda) \quad (1 - \nu)(1 - \lambda) \\
(1 + \nu)\kappa & \quad (1 - \nu)(1 + \lambda) \quad (1 - \nu)(1 + \lambda) \\
\end{align*}
\]

Clearly the width in the horizontal direction is $\text{width}_h = \kappa + \mu + 1$, while from the previous formulae we obtain the width in the vertical direction: $\text{width}_v = 2 + \frac{(1 + \lambda)(1 + \mu)}{(1 - \lambda)(1 - \mu)} + \frac{(1 - \lambda)(1 - \mu)}{(1 - \lambda)(1 - \mu)}$.

We first show if $\kappa, \mu$ and $\lambda$ are fixed, the maximum vertical width is attained for $\nu = \lambda$. To that end compute the partial derivative of $\text{width}_v$ with respect to $\nu$:
\[
\frac{\partial}{\partial \nu} \text{width}_v = -\frac{4\kappa \mu \cdot (\lambda - \nu) \cdot (\kappa(\lambda\nu - 1) + \mu(\lambda^2 - 1))}{((1 - \nu)\kappa + (1 - \lambda)\mu)^2 \cdot ((1 - \nu)\kappa + (1 + \lambda)\mu)^2}
\]

It is straightforward to verify that on our domain $\kappa, \mu > 0$ and $-1 < \lambda, \nu < 1$ this partial derivative only vanishes at $\nu = \lambda$. It is easy to check that this indeed a maximum.

We can thus focus on the case where $P$ has two horizontally aligned vertices $(\kappa, \lambda)$ and $(\mu, \lambda)$. From Formulae (5), it readily follows that the top and bottom vertices are vertically aligned (see Figure 10). Let $\zeta$ be the $y$-coordinate of the top vertex of $P$ and $-\zeta - 1$ be that of the bottom vertex. We calculate the area $A$ of $P$ in two different ways. Since the diagonals of $P$ are orthogonal, we have $A = \frac{(\kappa + \mu - 1)(\zeta + \xi + 2)}{2}$ where $\kappa + \mu + 1$ respectively $\zeta + \xi + 2$ are the lengths of the horizontal and vertical diagonal. On the other hand, $P$ can be decomposed into the union of $P'$ and four triangles, each sharing an edge with $P'$ and a vertex with $P$. The sum of the areas of these pieces gives $A = 2 + \kappa + \mu + 1$. These two expressions for the area of $P$ yield the equation $(\kappa + \mu)(\zeta + \xi) = 2$. Thus if $\kappa + \mu > 2$ then $\zeta + \xi < 1$. We conclude by observing that $\kappa + \mu > 2$ is equivalent to the horizontal width being greater than $3$ and $\zeta + \xi > 1$ is equivalent to the vertical width being greater than $3$. Since these conditions cannot happen at the same time, the width of $P$ is at most $3$.

4.3. Quadrilateral circumscribed around a cross-polygon. Let $\triangle_2 \subset \mathbb{R}^2$ be the 2-dimensional cross-polygon, i.e., $\triangle_2 = \text{conv}(\pm e_1, e_2) \subset \mathbb{R}^2$. Here we are going to bound the width of inclusion-maximal $\mathbb{Z}$-$\Delta_2$-free quadrilaterals $P$ circumscribed around $\triangle_2$. As above, it suffices to consider such quadrilaterals whose width is greater than $3$. We begin with some preliminary observations.
Switching to the 2-dimensional lattice generated by \( f_1 := (1, 1) \) and \( f_2 := (1, -1) \) results in more manageable equations for the widths of \( P \). Let us denote the basis dual to the basis \( f_1, f_2 \) of the new lattice by \( f_1^*, f_2^* \). Explicitly, \( f_1^* = \frac{1}{2}(e_1^* + e_2^*) \) and \( f_2^* = \frac{1}{2}(e_1^* - e_2^*) \). In this lattice, the cross-polygon which \( P \) is circumscribed around has vertices \( \pm f_1 \) and \( \pm f_2 \).

Notice that \( P \) has a vertex in each of the four following regions: \( \pm \{(x, y) \in \mathbb{R}^2: -1 < x < 1, \ y > 1 \} \) and \( \pm \{(x, y) \in \mathbb{R}^2: x > 1, \ -1 < y < 1 \} \) which we will refer to as the top, bottom, right, and left regions, respectively. We label the vertices of \( P \) in the top and bottom regions as \( Z = (\kappa, \lambda), \ W = (\mu, \nu) \), respectively, where \( -1 < \kappa, \mu < 1 \) and \( \lambda, -\nu > 1 \). The vertices in the right and left region are labeled \( Y, X \) respectively. Note that \( P \) is completely determined by the parameters \( \kappa, \lambda, \mu, \nu \) defining \( Z \) and \( W \).

By Proposition 4.4, \( P \) contains at least two interior lattice points since its width is assumed to be greater than 3. Clearly, \( 0 \) is one interior lattice point of \( P \). The second interior point could be either \( \pm (2, 0) \) or \( \pm (0, 2) \). By symmetry, we may assume without loss of generality that \( (0, 2) \) is the other interior point. This implies \( \lambda > 2 \) and that the top vertex \( Z \) of \( P \) is extremal in the sense that the width with respect to the directions \( f_1^* \) and \( f_2^* \), i.e., width\( f_1^* (P) \), is attained at \( Z \). We can express the left and right vertices of \( P \) in terms of the parameters \( \kappa, \lambda, \mu, \nu \) as follows:

\[
X = -f_2 - \frac{2}{\lambda+\mu+1} \left( \frac{1}{\lambda+1} - \frac{1}{\kappa+1} \right), \quad Y = f_2 + \frac{2}{\lambda+\mu+1} \left( \frac{1}{\nu+1} - \frac{1}{\kappa+1} \right).
\]

The width with respect to the horizontal functional \( f_1^* + f_2^* \) is achieved at \( X \) and \( Y \) and can thus be expressed as follows.

\[
w_0 := \text{width}_{f_1^*+f_2^*}(P) = (f_1^* + f_2^*)(Y - X) = 2 + \frac{2}{\nu+1} - \frac{1}{\lambda+1} + \frac{2}{\lambda+\mu+1}.
\]

We are now ready to prove the following.

**Proposition 4.8.** Let \( P \) be a maximal \( Z-\Delta_2 \)-free quadrilateral circumscribed around a cross-polygon. Then \( \text{width}(P) < \frac{10}{9} \).

**Proof.** We have four cases depending on which subregion the bottom vertex \( W \) lies in; these subregions are denoted by \( A, B, C \) and \( D \) in the left part of Figure 11. Since the setup is symmetric about the \( y \)-axis, it suffices to consider the cases \( A, B, \) and \( C \) as case \( D \) is equivalent to case \( C \).

Let’s start with case \( A \). It turns out that it is enough to find the largest possible width of \( P \) with respect to the directions \( f_1^*, f_2^*, \) and \( f_1^* + f_2^* \). Notice that the bottom vertex \( W \) of \( P \) is not extremal with respect to any of those three width directions. Moving \( W \) upwards increases all three of those widths. Thus, we may move \( W \) to the line \( y = -1 \), in which case \( P \) degenerates to a triangle. We can consider this triangle to be circumscribed around the three points \( f_1, f_2, \) and \( -f_2 \), and thus it can be regarded as circumscribed around case 1 from Table 1 (one needs to apply a shearing to arrive at case 1), which has width less than or equal to \( \frac{4}{9} \) with respect to those same three width directions. Hence, \( \text{width}(P) < \frac{10}{9} \).
Let’s now deal with case B. Here, the widths with respect to \( f_1^* \) and \( f_2^* \) are achieved at the vertices \( Z \) and \( W \):

\[
\begin{align*}
  w_1 := \text{width}_{f_1^*}(P) &= f_1^*(Z - W) = \frac{\kappa - \mu}{2} + \frac{\lambda - \nu}{2}, \\
  w_2 := \text{width}_{f_2^*}(P) &= f_2^*(W - Z) = \frac{\mu - \kappa}{2} + \frac{\lambda - \nu}{2}.
\end{align*}
\]

The partial derivative of \( w_1 \) with respect to \( \mu \) is

\[
\frac{\partial w_1}{\partial \mu} = \frac{8(\kappa - \mu)(\nu + 1)(\lambda - 1)(\kappa \mu - 1) - (\nu + 1)(\kappa^2 + 1)}{(\frac{\lambda}{\lambda + 1}(\mu + 1) - (\nu + 1))\left(\nu + 1 - \frac{\lambda - 1}{\lambda + 1}(\mu - 1)(\kappa^2 - 1)\right)^2}.
\]

Within our constraints \(-1 < \kappa, \mu < 1, \lambda > 2, \) and \( \nu < -1, \) the above expression vanishes if and only if \( \kappa = \mu; \) it is positive for \( \mu < \kappa \) and negative for \( \mu > \kappa. \) Thus, \( w_0 \) is maximal along \( \kappa = \mu, \) where it is equal to \( 2 + \frac{\sqrt{2}}{\lambda - 1}. \) Looking at the first summands of \( w_1 \) and \( w_2, \) it can be seen that \( \min\{w_1, w_2\} \) is also maximal along \( \kappa = \mu. \) We obtain \( \text{width}(P) \leq \min\{2 + 4\sqrt{\frac{\kappa - 1}{\lambda - 1}}, \lambda - 2\}. \) Since \( 2 + \frac{4}{1 - \sqrt{\lambda}} \) decreases when \( \frac{\lambda - 1}{2\lambda} \) increases, and vice versa, the maximum is achieved when those expressions coincide, which occurs at \( \nu = \lambda - 6. \) Hence, \( \text{width}(P) \leq 3. \)

Finally, we deal with case C; see the right part of Figure 11. The width with respect to \( f_1^* \) is achieved at \( Z \) and \( X, \) while the width with respect to \( f_2^* \) is achieved at \( W \) and \( Z. \) Assume towards a contradiction that the widths with respect to the directions \( f_1^* + f_2^*, f_1^*, \) and \( f_2^* \) are greater than or equal to \( \frac{10}{3}, \) i.e., \( w_0, w_1, w_2 \geq \frac{10}{3}. \) Let \( Z' := Z - (0, \frac{20}{3}) \) so that

\[
f_1^*(Z - Z') = f_1^* \left(0, \frac{20}{3}\right) = \frac{10}{3} \quad \text{and} \quad f_2^*(Z' - Z) = f_2^* \left(-\frac{20}{3}, 0\right) = \frac{10}{3}.
\]

Since \( w_0 \) (resp. \( w_2 \)) is assumed to be at least \( \frac{10}{3}, \) there is a point of \( P \) below the line \( H_1 \) (resp. \( H_2 \)) passing through \( Z' \) with slope \(-1 \) (resp. \( 1 \)). In particular, vertex \( X \) is below the line \( H_1 \) and vertex \( W \) is below the line \( H_2, \) since they are the vertices maximising the width along the respective directions.

We will use the following inequalities:

\[
\lambda \leq 4 \quad \text{and} \quad \kappa \geq 0.
\]

We first prove \( \lambda \leq 4. \) An upper bound for \( w_0 \) is given by the width with respect to \( f_1^* + f_2^* \) of the triangle \( T \) circumscribed around the cross-polygon with vertex \( Z \) and opposite edge supported by the line \( y = -1. \) The bottom vertices of \( T \) are \( V_1 := (-1 - \frac{2(\kappa + 1)}{\lambda + 1}, -1) \) and \( V_2 := (1 - \frac{2(\kappa + 1)}{\lambda + 1}, -1). \) Thus, \( \text{width}_{f_1^* + f_2^*}(T) = 2 + \frac{1}{\lambda}. \) Since by assumption \( w_0 \geq \frac{10}{3}, \) so is this larger width. We obtain \( \lambda \leq 4. \)

To prove that \( \kappa \geq 0, \) consider the bottom-left vertex \( V_1 \) of the triangle \( T \) defined in the previous paragraph. Since the vertex \( X \) of \( P \) lies below \( H_1, \) so does \( V_1, \) and thus \(-2 - \frac{2(\kappa + 1)}{\lambda + 1} \leq \kappa + \lambda - \frac{20}{3}, \) which is equivalent to \( \frac{20}{3} + \kappa + \kappa - \frac{12}{\lambda} \lambda + \kappa + \lambda^2 \geq 0. \) Consider the left side of the previous inequality as a family of functions \( f_\kappa: [2, 4] \rightarrow \mathbb{R} \) on the closed interval \([2, 4] \) for parameters \( \kappa \in [-1, 1]. \) Observe that \( \kappa \in [-1, 1] \) is admissible if and only if there exists \( \lambda \in [2, 4] \) such that \( f_\kappa(\lambda) \geq 0 \) (we include the case \( \lambda = 2 \)). Then \( \kappa \in [-1, 1] \) is admissible if the maximum of \( f_\kappa \) on \([2, 4]\) is non-negative. It is straightforward to show

\[
\max_{\lambda \in [2, 4]} f_\kappa(\lambda) = \begin{cases} 
5\kappa & \text{if } \kappa > -\frac{1}{2} \\
3\kappa - \frac{2}{3} & \text{otherwise}
\end{cases}
\]

Hence, \( \kappa \geq 0 \) are the only admissible parameters.

Next, we aim to bound \( w_0 \) above by considering a different quadrilateral \( \tilde{P} \) circumscribed around the cross-polygon, with top vertex \( Z \) and bottom vertex \( \tilde{W} := (\kappa, \lambda - \kappa - 4). \) (note that the inequalities from (7) guarantee that \( \lambda - \kappa - 4 \leq -1). \) It is straightforward to compute that \( \tilde{w}_0 := \text{width}_{f_1^* + f_2^*}(\tilde{P}) = 2 + \frac{4}{\sqrt{4 + 4}}. \) Since \( \kappa \geq 0, \) we get that \( \tilde{w}_0 \leq 2 \leq 4/\sqrt{4} < 10/4. \)

To reach a contradiction, we show that \( w_0 \leq \tilde{w}_0. \) Consider the partial derivatives of \( \tilde{w}_0 \) with respect to \( \mu \) and \( \nu, \) the coordinates of the vertex \( W. \) The first was already computed in Equation (6), and we observed that the maximum is achieved along \( \mu = \kappa. \) The second is computed here.

\[
\frac{\partial \tilde{w}_0}{\partial \nu} = \frac{2}{(1 - \mu)(\nu^2 - \frac{\nu - 1}{\kappa^2})^2} + \frac{2}{(1 + \mu)(\frac{\lambda - 1}{\kappa + 1} - \nu + 1)^2}.
\]

Since \(-1 < \mu < 1, \) Equation (8) shows that \( \frac{\partial \tilde{w}_0}{\partial \nu} > 0. \) Now, consider the intersection point \( J \) of the lines \( H_2 \) and \( \{x = 1\}. \) It’s straightforward to compute \( J = (1, \lambda - \kappa - \frac{12}{4}). \) The point \( J \) has largest
y-coordinate of all points in $C$ on or below $H_2$ (see Figure 11). Thus, $\nu \leq \lambda - \kappa - \frac{17}{4}$. So, moving $W$ horizontally to the line $x = \kappa$ and then vertically to the line $y = \lambda - \kappa - \frac{17}{4}$ increases the width $w_0$, and thus $w_0 \leq \tilde{w}_0$. Combined with $\tilde{w}_0 < \frac{10}{7}$, we get that $\text{width}(P) \leq w_0 < \frac{10}{7}$, a contradiction. \hfill $\square$

This concludes the proof of Theorem 4.3.

5. $\mathbb{R}$-Generalised Flatness Constant of $\Delta_2$

This section focuses on the $\mathbb{R}$-flatness constant. The first goal is to prove the following theorem (case $A = \mathbb{R}$ of Theorem 1.1).

**Theorem 5.1** (Case $A = \mathbb{R}$ of Theorem 1.1). $\text{Flt}^R_2(\Delta_2) = 2$.

It is straightforward to verify that the cross-polygon $\check{\Delta}_2 := \text{conv}(\pm e_1, \pm e_2)$ is $\mathbb{R}$-$\Delta_2$-free and has width 2, and hence $\text{Flt}^R_2(\Delta_2) \geq 2$. To prove Theorem 5.1, we thus need to bound the $\mathbb{R}$-flatness constant of $\Delta_2$ from above by 2. By Lemmas 2.5 and 2.3, it suffices to bound the lattice width of inclusion-maximal $\mathbb{R}$-$\Delta_2$-free closed convex sets $C$ by 2. By Proposition 3.3, if $C$ is unbounded, its lattice width is bounded by 1. Hence, it remains to study the width of the bounded $C$’s which, by Theorem 1.2, are polygons. Our strategy is to show that any polygon $P \subset \mathbb{R}^2$ with width greater than 2 is not $\mathbb{R}$-$\Delta_2$-free. A key ingredient in the proof is the notion of rational diameter:

**Definition 5.2.** Let $K \subset \mathbb{R}^d$ be a convex body. The *rational diameter* of $K$ is the largest dilation of an $\mathbb{R}$-unimodular copy of the unit segment $[0, 1]$ which is contained in $K$, i.e.,

$$l(K) := \max\{l \in \mathbb{R}_{>0} : lS \subseteq K \text{ for some } \mathbb{R}\text{-unimodular copy } S \text{ of } [0, 1]\}.$$

**Notation 5.3.** In what follows, we will always assume that the rational diameter of $P$ is achieved with a horizontal line segment. This we can do without loss of generality, because, were this not the case, we could apply an unimodular transformation mapping the rational diameter into a horizontal segment. We thus use the following shorthand notation for horizontal line segments $S \subset \mathbb{R}^d$: $[x, y] := \text{conv}(xe_1, ye_1)$.

The following lemma shows that for polygons the width is bounded from above by twice the rational diameter, i.e., width$(P) \leq 2l$ where $l$ is the rational diameter of $P$.

**Lemma 5.4.** Let $P \subset \mathbb{R}^2$ be a polygon with rational diameter $l = 1 + 2a > 0$ (that is, $a > -\frac{1}{2}$), achieved with $S = [-a, 1 + a] \subseteq P$. Then $P \subset \{(x, y) \in \mathbb{R}^2 : -l \leq y \leq l\}$.

**Proof.** The affine line $\{y = l\}$ is covered by segments $S_b := S + (b, l)$ for $b \in \mathbb{Z}$. First, notice that we must have $(x, l) \not\in \text{int}(P)$ for all $(x, l) \in S_0$, as otherwise the line segment with end points $(x, 0)$ and $(x, l)$ could be extended upwards and still be contained in $P$, contradicting that $l$ is maximal. Now, the same argument holds for the points in the segments $S_b$ for any $b \in \mathbb{Z}$ by applying an appropriate unimodular transformation (a shearing). Since the segments $S_0$ cover the horizontal line at height $l$, all points $(x, l)$ with $x \in \mathbb{R}$ must be disjoint from $\text{int}(P)$. Applying a reflection about the $x$-axis gives us that all $(x, -l)$ with $x \in \mathbb{R}$ must be disjoint from $\text{int}(P)$. Thus, $P \subset \{(x, y) \in \mathbb{R}^2 : -l \leq y \leq l\}$ as desired. \hfill $\square$

Recall that for the proof of Theorem 5.1 we are only interested in polygons of width strictly larger than 2. Lemma 5.4 shows that we then only need to consider polygons with rational diameter $l > 1$. The following lemma will allow us to also bound the rational diameter from above.

**Lemma 5.5.** Let $P \subset \mathbb{R}^2$ be an $\mathbb{R}$-$\Delta_2$-free polygon with rational diameter $l = 1 + 2a > 1$ (that is, $a > 0$), achieved with $S = [-a, 1 + a] \subseteq P$. Then $\text{int}(P)$ is disjoint from the segments $[-a, a] + (b, \pm 1)$, for all $b \in \mathbb{Z}$. In particular, if $a \geq \frac{1}{2}$ then $P \subset \{(x, y) \in \mathbb{R}^2 : -1 \leq y \leq 1\}$ and width$(P) \leq 2$.

**Proof.** Consider the point $(x + b, 1)$, for some $-a < x < a$ and $b \in \mathbb{Z}$. The convex hull of this point and the points $(x, 0), (x + 1, 0) \in P$ is an $\mathbb{R}$-unimodular copy $\Delta$ of $\Delta_2$. If the point $(x + b, 1)$ were contained in the interior of $P$, the Minkowski difference $P + \Delta$ would be 2-dimensional. By Corollary 2.18, this contradicts $P$ being $\mathbb{R}$-$\Delta_2$-free. Therefore, $(x + b, 1) \not\in \text{int}(P)$, for all $x + b \in \text{int}([-a, a]) + \mathbb{Z}$. The same argument holds for all points $(x + b, -1)$. Thus, $\text{int}(P)$ is disjoint from the interiors of all segments $[-a, a] + (b, \pm 1)$.

In fact, $\text{int}(P)$ is disjoint from not just the interior, but from the whole segment $[-a, a] + (b, \pm 1)$ for all $b \in \mathbb{Z}$; suppose otherwise that one of the endpoints is contained in the interior of $P$. Then, there exists an open ball around that endpoint which is contained in the interior of $P$. This yields a contradiction, as the interiors of the segments must be disjoint from $\text{int}(P)$.

Suppose $l \geq 2$, that is, $a \geq \frac{1}{2}$. Then the interior of $P$ is disjoint from all points $(x + b, \pm 1)$ with $-\frac{1}{2} \leq x \leq \frac{1}{2}$ and $b \in \mathbb{Z}$, which cover the entire horizontal lines at height 1 and $-1$. Thus $P$ must be contained in the strip $\{(x, y) \in \mathbb{R}^2 : -1 \leq y \leq 1\}$, which has width 2. \hfill $\square$
We are now ready to prove Theorem 5.1. We use the bounds on the lattice diameter from the previous lemmas and the lower bound on the width to show that certain areas of the plane are disjoint from the polygon $P$. Eventually this allows us to bound the polygon so tightly that we reach a contradiction.

**Proof of Theorem 5.1.** Let $P \subset \mathbb{R}^2$ be an $\mathbb{R}$-$\Delta_2$-free polygon, with rational diameter $l$ and assume towards a contradiction that width($P$) > 2. We may assume without loss of generality that the rational diameter is achieved with $S = [-a, 1+a]$, where $l = 1 + 2a$. By Lemma 5.4, we have $P \subset \{(x, y) \in \mathbb{R}^2 : -l \leq y \leq l\}$, and thus $2l \geq$ width($P$) > 2, that is, $l > 1$, i.e. $a > 0$. By Lemma 5.5, int($P$) is disjoint from all segments $[-a, a] + (b, \pm 1)$ with $b \in \mathbb{Z}$, and, since width($P$) > 2, it follows that $a < \frac{1}{2}$.

Since width($P$) > 2, there exists a point $(r, s) \in P$ with either $1 < s \leq l$ or $-l \leq s < 1$. Due to the symmetry about the $x$-axis, we may assume that $1 < s \leq l$. We may also assume that $(r, s)$ is the point of $P$ with largest $y$-coordinate. Furthermore, we may assume that $a \leq r \leq 1 - a$; otherwise, we apply a shearing so that the $x$-coordinate of our point would satisfy this condition. Let $L_1$ be the line through the points $(r, s)$ and $(1 + a, 0)$, and $L_2$ the line through $(r, s)$ and $(-a, 0)$. We define affine pointed cones $C_1$ and $C_2$ with apex in $(-a, 0)$ respectively in $(1 + a, 0)$, and rays bounding them above and below, parallel to $L_1$ and $L_2$ for $C_1$, respectively $L_2$ and $L_1$ for $C_2$. Precisely, $C_1 := (-a, 0) + \text{cone}((r-1-a, s), (-r-a, -s))$ and $C_2 := (1 + a, 0) + \text{cone}(r+a, s), (-r+1+a, -s))$.

**Claim 1.** The regions $C_1$ and $C_2$ are disjoint from int($P$).

**Proof of Claim 1.** The arguments for the affine cones $C_1$ and $C_2$ are the same, so we conduct the proof for $C_1$.

Since the rational diameter is achieved at $S := [-a, 1 + a]$, no other point on the horizontal axis can be in $P$. If a point $(x, y)$ in the interior of $C_1$ with $y < 0$ were in $P$, the segment connecting it to $(r, s)$ would also be in $P$, which is a contradiction as this segment intersects the horizontal axis outside of $S$.

Suppose now that a point $(x, y)$ in the interior of $C_1$ with $0 < y < 1$ were in $P$. The horizontal segment $S'$ with an endpoint in $(x, y)$ and one in $L_1$ would then also be in $P$. Since $S'$ intersects the boundary ray of $C_1$ parallel to $L_1$ in an interior point, $S'$ strictly contains a segment congruent to $S$. Since $S'$ has lattice length strictly larger than $l$, we obtain a contradiction to $l$ being the rational diameter of $P$.

Finally, no point $(x, y) \in C_1$ with $y \geq 1$ can be in $P$ because it would force $P$ to contain the lattice point $(0, 1)$ in its interior, and thus a small translate of conv($(0,0), (0, 1), (1, 0)$) would be contained in the interior of $P$, a contradiction to the hypothesis that $P$ is $\mathbb{R}$-$\Delta_2$-free.
These three cases together show that no point in the interior of \(C_1\) can be in \(P\), which is equivalent to our claim that \(C_1\) is disjoint from the interior of \(P\).

Let \(C_3 := (r, s - l) + \text{cone}((r - 1 - a, s - l), (r + a, s - l))\) be the affine cone with apex in \((r, s - l)\), and two boundary rays lying on the two lines passing through \((r, s - l)\) and the two endpoints of \(S\) respectively.

**Claim 2.** The region \(C_3\) is disjoint from \(\text{int}(P)\).

**Proof of Claim 2.** Observe that the point \(q := (r, s - 1 - 2a)\) cannot be in \(\text{int}(P)\), because if any point \(q'\) vertically below \(q\) were in \(P\), the segment with endpoints \(q'\) and \((r, s)\) would have lattice length strictly larger than \(S\), a contradiction.

If any point \(p \in \text{int}(C_3)\) were also in \(P\), the triangle \(\text{conv}(p, (-a, 0), (1 + a, 0))\) would be in \(P\). However, this triangle contains \(q\) in its interior, a contradiction.

Recall \(s\) is assumed to have the largest \(y\)-coordinate of all points of \(P\). Let \(L_3\) be the line parallel to the \(x\)-axis and going through the point \((0, s - 2)\). Since \(P\) has width greater than 2, \(P\) intersects \(L_3\) in a line segment \([a, b]\) of positive length which by the previous claims is not in \(\text{int}(C_i)\) for \(i = 1, 2, 3\). By symmetry, we may assume \([a, b]\) lies between \(C_1\) and \(C_3\). Furthermore, suppose \(a\) is to the left of \(b\).

The key idea of the proof is to consider the family of quadrilaterals (see also Figure 14)

\[
Q_x := \text{conv}((-a, 0), (1 + a, 0), (r, s), (x, s - 2)) \quad \text{for } (x, s - 2) \in \mathbb{R}^2 \text{ between } C_1 \text{ and } C_3.
\]

Note \(x\) is the only free parameter of this family. We think of the elements of this family to be quadrilaterals where the bottom vertex can move. Indeed, \(Q_x\) is obtained from \(Q_x'\) via a piecewise linear transformation \(\psi_{x'\to x} : \mathbb{R}^2 \to \mathbb{R}^2\) which is given as follows: below the \(x\)-axis, apply the shearing which maps \((x, s - 2)\) to \((x', s - 2)\); above, apply the identity. We want to show that every \(Q_x\) of this family contains an \(\mathbb{R}\)-translation of \(\tilde{\Delta} := \text{conv}(0, -e_1, e_2)\). We do this in two stages: 1) show if \(Q_x'\) is obtained from \(Q_y\) by moving the bottom vertex further to the left and \(Q_x\) contains an \(\mathbb{R}\)-translation of \(\tilde{\Delta}\), then \(Q_x'\) does so as well; 2) show that the quadrilateral \(Q_x\) for the largest possible \(x\) contains an \(\mathbb{R}\)-translation of \(\tilde{\Delta}\).

Granting this statement for a moment, let us complete the proof of Theorem 5.1. There is an \(x \in \mathbb{R}\) such that \(Q_x = \text{conv}((-a, 0), (1 + a, 0), (r, s), b)\). Suppose \(\Delta\) is an \(\mathbb{R}\)-translation of \(\tilde{\Delta}\) that is contained in \(Q_x\). Our goal is to show that \(P_x \oplus \Delta\) is 2-dimensional, where \(P_x\) is the pentagon \(\text{conv}(Q_x, a)\).

Consider the horizontal line segment \(B\) which forms the base of \(\Delta\). Note that \(B\) lies below the \(x\)-axis: otherwise, the vertex \(v\) of \(\Delta\) which is a translation of \(e_2\) would have \(y\)-coordinate at least 1, which forces its \(x\)-coordinate to be less than \(-a\); this in turn forces the vertex of \(\Delta\) corresponding to \(-e_1\) to have \(x\)-coordinate less than \(-a\), which is a contradiction since no such point lies in \(Q_x\). Thus, if \(\Delta\) intersects the boundary of the pentagon \(P_x\), then it does it in a single point that is contained in the interior of the respective facet of \(P_x\). Since the vertex of \(\Delta\) corresponding to \(-e_1\) lies in the interior of \(P_x\), it follows that at most two vertices of \(\Delta\) lie on the boundary of \(P_x\). With Lemma 2.16 it's straightforward to show that \(P_x \oplus \Delta\) is 2-dimensional. By Corollary 2.18, it follows that \(P_x\) isn't \(\mathbb{R}\)-\(\Delta\)-free. A contradiction to the assumption \(\text{width}(P) > 2\). Therefore, an \(\mathbb{R}\)-\(\Delta\)-free polygon \(P\) has \(\text{width}(P) \leq 2\). Thus, \(\text{Flt}_2^P(\Delta_2) = 2\).

It remains to prove the two claims from above.

**Claim 3.** Suppose \(Q_x\) contains a translation \(\Delta\) of \(\tilde{\Delta}\). Then \(Q_x'\) also contains a translation \(\Delta'\) of \(\tilde{\Delta}\), for \(x' \leq x\) and \((x', s - 2) \notin C_i\) for all \(i = 1, 2, 3\).

**Proof of Claim 3.** Consider the horizontal line segment \(B\) which forms the base of \(\Delta\). With the same argument as above, it follows that \(B\) lies below the \(x\)-axis.

Let \(x' \leq x\). Clearly, the image of \(B\) under the transformation \(\psi_{x'\to x}\) is the segment \(B' := B + (x' - x, 0)\), which is thus contained in \(Q_x\). In order to show that \(\Delta' := \Delta + (x' - x, 0)\) is contained in \(Q_x\), it remains to prove that \(v' := v + (x' - x, 0)\) is contained in \(Q_x\). Note \(v'\) and \(v\) are both above the \(x\)-axis. Since \(Q_x\) and \(Q_x'\) coincide above the \(x\)-axis, \(v\) lies in both. Since \(v'\) lies to the left of \(v\), it must also lie to the left of \(L_1\). Since \(L_2\), the line through \((-a, 0)\) and \((r, s)\), has slope greater than or equal to 1, \(v'\) must be to the right of \(v\); otherwise, the left vertex of \(B'\), which lies on the line through \(v'\) with slope 1, would also be to the left of \(L_2\), and thus contained in \(C_1\), a contradiction. Thus \(\Delta'\) is contained in \(Q_x\).

We now want to show that, letting \((\bar{x}, s - 2)\) be the right-most point between \(\text{int}(C_1)\) and \(\text{int}(C_3)\), \(Q_x\) contains an \(\mathbb{R}\)-translation of \(\tilde{\Delta}\). Explicitly we have \(\bar{x} = \frac{s(2 - 1 + a)(1 - 2a)}{4s - 1 - 2a}\). Let \(L_1, L_2, L_3, L_4\) be the lines defining the boundary of \(Q_x\): \(L_1\) is the line through the points \((r, s)\) and \((1 + a, 0)\), and the others are
chosen to lie in counterclockwise order along the boundary of \( Q_x \). Explicitly,
\[
L_1 = \{(1 + a, 0) + t_1(r - 1 - a, s): t_1 \in \mathbb{R}\},
\]
\[
L_3 = \{(\bar{x}, s - 2) + t_3(-a - \bar{x}, 2 - s): t_3 \in \mathbb{R}\},
\]
\[
L_4 = \{(1 + a, 0) + t_4(r - 1 - a, s - 1 - 2a): t_4 \in \mathbb{R}\}
\]
\[
= \{(\bar{x}, s - 2) + t'_4(1 + a - \bar{x}, 2 - s): t'_4 \in \mathbb{R}\}.
\]
The lines \( L_1 - e_2 \) and \( L_4 \) intersect at \( t_1 = t_4 = \frac{1}{1 + 2a} \) in the point \( \beta = (\beta_1, \beta_2) = (1 + a + \frac{r - 1 - a}{1 + 2a}, \frac{s - 1 - 2a}{1 + 2a}) \).

Both the points \( \beta \) and \( \beta + e_2 \) are in \( Q_x \). The intersection between \( L_4 \) and \( L_3 + e_1 \), obtained at \( t_3 = t'_4 = \frac{1}{1 + 2a} \), is the point \( \alpha = (\alpha_1, \alpha_2) = (\bar{x} + \frac{r - 2 - e}{1 + 2a}, \frac{s}{1 + 2a}); \) and both \( \alpha \) and \( \alpha - e_1 \) are in \( Q_x \). Since \( s > 1 \) and \( 0 < a < \frac{1}{2} \), we have \( \beta_2 - \alpha_2 = \frac{(s - 1)(1 - 2a)}{1 + 2a} > 0 \), or equivalently \( \alpha_2 \leq \beta_2 \). Hence \( \alpha + \Delta \) and \( \beta + \Delta \) are both contained in \( Q_x \) (recall \( \Delta := \text{conv}(0, -e_1, e_2) \)).

5.1. **Inclusion-maximal \( \mathbb{R} \)-\( \Delta_2 \)-free convex bodies in dimension 2.** In the previous section, we have established the maximum width of \( \mathbb{R} \)-\( \Delta_2 \)-free convex bodies. We now devote our attention to inclusion-maximal \( \mathbb{R} \)-\( \Delta_2 \)-free convex bodies. We have seen in Theorem 1.2 that inclusion-maximal \( \mathbb{R} \)-\( \Delta_2 \)-free convex bodies are in fact always polytopes. It would be interesting to have a complete characterisation of these polytopes, in analogy to the classification of maximal hollow 2-bodies of Hurkens [Hur90]. Note that hollow convex bodies are \( \mathbb{Z} \)-\( \{0\} \)-free convex bodies.

Here, we will see that the situation for \( \mathbb{R} \)-\( \Delta_2 \)-free bodies is more intricate than for hollow ones. We construct infinite families of \( \mathbb{R} \)-\( \Delta_2 \)-free bodies but cannot classify all such bodies. It might thus be of particular interest to investigate the special class of those inclusion-maximal \( \mathbb{R} \)-\( \Delta_2 \)-free polygons which achieve the maximum width 2. Of these, we only know two examples (up to \( \mathbb{R} \)-unimodular equivalence): the cross-polygon \( \text{conv}(\pm e_1, \pm e_2) \) and the triangle \( \text{conv}(e_1, e_2, -e_1 - e_2) \), see Figure 15.

**Figure 15.** Maximal \( \mathbb{R} \)-\( \Delta_2 \)-free polygons of width 2, with inscribed \( \mathbb{R} \)-unimodular triangles.

To discuss examples of maximal \( \mathbb{R} \)-\( \Delta_2 \)-free polygons, we need the notion of *locked* facet. A facet \( F \) of a polygon \( P \) defines two half-planes, whose boundary is the affine line spanned by the facet \( F \). We say that a point \( x \) is *beyond* the facet \( F \) of \( P \) if it lies in the half-plane defined by \( F \) which does not contain the interior \( \text{int}(P) \), while \( x \) is *beneath* \( F \) if it lies in the same half-plane as \( P \).

**Definition 5.6.** A facet \( F \) of an \( \mathbb{R} \)-\( \Delta_2 \)-free polygon \( P \) is *locked* if for any \( x \in \mathbb{R}^2 \) beyond \( F \), an \( \mathbb{R} \)-unimodular copy of \( \Delta_2 \) is contained in the interior of \( \text{conv}(P, x) \).

Clearly all facets of an \( \mathbb{R} \)-\( \Delta_2 \)-free polygon \( P \) are locked if and only if \( P \) is maximal. Indeed, any point outside of \( P \) must be beyond at least one facet, and thus the polygon obtained by adding this point to \( P \) would by the definition of locked facet contain an \( \mathbb{R} \)-unimodular triangle in its interior.
The following characterisation of locked facets will play an important role in our study of maximal ℝ-\(\Delta_2\)-free polygons.

**Proposition 5.7.** Let \(P \subset \mathbb{R}^2\) be an \(\mathbb{R}-\Delta_2\)-free polygon. Then a facet \(F\) of \(P\) is locked if and only if \(P\) contains an \(\mathbb{R}\)-unimodular copy \(\Delta\) of \(\Delta_2\) such that the face \(\tilde{F} := F \cap \Delta\) of \(\Delta\) is non-empty, lies in the relative interior of \(F\) and the \(\ell\) of \(\Delta\) that is opposite to \(F\) satisfies \(\dim(P \div \ell) = 2\).

In the proof of Proposition 5.7, we use the following statement which can be straightforwardly checked.

**Proposition 5.8.** Let \(\sigma_1, \sigma_2 \subset \mathbb{R}^2\) be two 2-dimensional polyhedral cones. Then \(\dim(\sigma_1 \cap \sigma_2) = 2\) if and only if one of the following conditions are satisfied:

1. \(\sigma_1 \subset \sigma_2\) or \(\sigma_2 \subset \sigma_1\); or
2. there exists a ray \(\rho\) of \(\sigma_1\) that is contained in the interior of \(\sigma_2\) and vice versa.

**Proof of Proposition 5.7.** Suppose the facet \(F = [a, b]\) of \(P\) is locked \((a, b \in \mathbb{R}^2)\). Let \(\eta \in \mathbb{R}^2\) be an outer facet normal of \(F\). The points \(x_n := \frac{1}{2} (a + b) + \frac{1}{n} \eta\) for \(n \in \mathbb{N}\) are beyond \(F\). Hence for every \(n \in \mathbb{N}\) there exists an \(\mathbb{R}\)-unimodular copy \(S_n\) of \(\Delta_2\) that is contained in the interior of \(P_n := \text{conv}(P, x_n)\). Note \(S_n\) is an \(\mathbb{R}\)-translation of a \(\mathbb{Z}\)-unimodular copy of \(\Delta_2\) that is contained in \(P_1 + [0, 1]^2\). Since \(P_1 + [0, 1]^2\) contains only finitely many \(\mathbb{Z}\)-unimodular copies of \(\Delta_2\), by restricting to an appropriate subsequence, we may assume that \(S_n\) is an \(\mathbb{R}\)-translation of exactly one fixed \(\mathbb{Z}\)-unimodular copy \(\Delta_2\) for all \(n\), i.e., \(S_n = \Delta + \delta_n\) for some \(\delta_n \in \mathbb{R}^2\). Since there exists a (large enough) natural number \(N \in \mathbb{N}\) such that \(\delta_n\) is in the compact set \([-N, N]^2\) for all \(n\), the sequence of \(\delta_n\)'s has a convergent subsequence. To simplify notation, we abuse notation and use the same notation \((\delta_n)_{n \in \mathbb{N}}, (S_n)_{n \in \mathbb{N}}\) for these subsequences. Then \(\Delta := \lim_{n \to \infty} S_n\) is contained in \(P\) and intersects the face \(F\) in a non-empty face \(\tilde{F} := F \cap \Delta\) of \(\Delta\).

Let \(\ell\) be the face of \(\Delta\) opposite to \(F\). Since an \(\mathbb{R}\)-translation of \(\Delta\) is in the interior of \(P\), we have \(\dim(P_n \div \Delta) = 2\) (see Proposition 2.5). We claim \(\dim(P \div \ell) = 2\). Assume towards a contradiction \(\dim(P \div \ell) \leq 1\). This is only possible if \(\ell\) is an edge, say \([c_1, c_2]\) for \(c_1, c_2 \in \mathbb{R}^2\) (as otherwise \(P \div \ell\) is just a translation of \(P\), and thus full-dimensional). By Lemma 2.16, \(P \div [c_1, c_2] = (P - c_1) \cap (P - c_2)\).

For sufficiently small \(\epsilon > 0\), we have \((c_1 + \epsilon B^2) \cap P = (c_1 + \epsilon B^2) \cap P_i\) for \(i = 1, 2\) and \(n \in \mathbb{N}\). Thus

\[
(P_n \div \Delta) \cap \epsilon B^2 = \bigcap_{v \in V(\Delta)} (P_n - v) \cap \epsilon B^2 \subset \bigcap_{i \in \{1, 2\}} (P - c_i) \cap \epsilon B^2 = (P \div \ell) \cap \epsilon B^2,
\]

where \(V(\Delta)\) denotes the set of vertices of \(\Delta\). Hence \(\dim(P_n \div \Delta) \leq 1\), a contradiction.

If \(\mathcal{F}\) is contained in the relative interior of \(F\), the implication "\(\Rightarrow\)" follows. Suppose otherwise, i.e. \(\mathcal{F}\) intersects \(F\) in an endpoint. Note it is not possible that \(\mathcal{F}\) intersects \(F\) in both endpoints (since the end points \(a, b\) of \(F\) will remain vertices of \(P_n\) for sufficiently large \(n \in \mathbb{N}\)). Suppose \(a \in \mathcal{F}\). In particular, \(a\) is a vertex of \(\Delta\). Let \(a_1 := a\) and \(a_2\) be the two vertices of \(\Delta\) that are not contained in the relative interior of \(F\). Call \(\Delta\)'s third vertex \(c\). There exists a fixed \(\epsilon > 0\) such that \((P_n - a_1) \cap \epsilon B^2 = \sigma_{a_1}^{(n)} \cap \epsilon B^2\) and \((P_n - a_2) \cap \epsilon B^2 = \sigma_{a_2}^{(n)} \cap \epsilon B^2\) for some polyhedral cones \(\sigma_{a_1}^{(n)}, \sigma_{a_2} \subset \mathbb{R}^2\) \((\ell = 1, 2)\). However, around \(c\) we might need to choose \(\epsilon_n > 0\) depending on \(n \in \mathbb{N}\) such that \((P_n - \epsilon_n B^2) = \sigma_{c}^{(n)} \cap \epsilon_n B^2\) for some polyhedral cone \(\sigma_{c} \subset \mathbb{R}^2\). In addition, \((P_n - c) \cap \epsilon B^2 = \sigma_c^{(n)}\) for possibly different cones \(\sigma_c \subset \mathbb{R}^2\) and we might need to decrease the \(\epsilon\) from above. Note if \(\epsilon_n\) needs to be adjusted with \(n \in \mathbb{N}\), then \(\epsilon_n \to 0\) as \(n \to \infty\). Furthermore, \(\sigma_c^{(n)} = \sigma_c\) doesn't change for sufficiently small \(\epsilon > 0\). Indeed, only one ray of \(\sigma_c^{(n)}\) changes, namely the ray \(\rho_c^{(n)} := \mathbb{R}_{\geq 0}[\frac{1}{2}(b - a) + \frac{1}{n} \eta]\). Since \(\dim(P_n \div \Delta) = 2\) for all \(n \in \mathbb{N}\) (where \((P_n \div \Delta) \cap \epsilon_n B^2 = \sigma_c^{(n)} \cap \epsilon_n B^2\) for all sufficiently large \(n \in \mathbb{N}\)) and \(\dim(P \div \Delta) \leq 1\), it follows with Proposition 5.8 that \(\rho_c^{(n)}\) lies in the relative interior of \(\sigma_{a_2} \cap \sigma_c\). Since \(\dim(P \div \Delta) \leq 1\), one ray of \(\sigma_{a_2} \cap \sigma_c\) is \(\rho_c = \mathbb{R}_{\geq 0}[\frac{1}{2}(b - a)]\). Hence, \(\rho_c \cap \epsilon B^2 \subset P \div \Delta\) for some sufficiently small \(\epsilon > 0\), and thus we can move \(\Delta\) within \(P\) such that it intersects the facet \(F\) in its relative interior.

For the reverse implication suppose \(x\) is strictly beyond the facet \(F\) of \(P\). Then the vertices of \(\mathcal{F}\) lie in the interior of \(\text{conv}(P, x)\), and thus for sufficiently small \(\epsilon > 0\), it follows that \((P \div \ell) \cap \epsilon B^2 \subset \text{conv}(P, x) \div \Delta\). That is, \(\dim(\text{conv}(P, x) \div \Delta) = 2\), i.e., an \(\mathbb{R}\)-translation of \(\Delta\) is contained in the interior of \(\text{conv}(P, x)\) by Lemma 2.17.}

Certainly, the previous proof heavily relies on properties of 2-dimensional geometry. It would be interesting to know a characterisation of locked facets similar to Proposition 5.7 in higher dimensions:

**Question 5.9.** Find a characterisation of \(\mathbb{R}\)-locked facets in \(d\) dimensions for \(d \geq 3\) similar to the one in Proposition 5.7.

The following statements will be useful to prove that facets of our candidate maximal polytopes are locked and follow by Proposition 5.7.
Corollary 5.10. Let \( P \) be an \( \mathbb{R} \)-\( \Delta_2 \)-free polygon containing \( \Delta = \text{conv}(v_1, v_2, v_3) \), an \( \mathbb{R} \)-unimodular copy of \( \Delta_2 \). Suppose that each vertex \( v_i \) lies in the relative interior of a distinct facet \( F_i \) of \( P \). If the lines spanned by \( F_2 \) and \( F_3 \) meet at a point, then \( F_1 \) is locked. See Figure 16.

![Figure 16. Facets \( F_1, F_2, F_3 \) are locked by Corollary 5.10.](image)

Proof. By the assumption, \( \Delta \) is an \( \mathbb{R} \)-unimodular copy of \( \Delta_2 \) that is contained in \( P \) such that \( F_1 \cap \Delta \) is a vertex of \( \Delta \) that lies in the relative interior of \( F_1 \). Since the lines spanned by \( F_2, F_3 \) intersect in a point beneath \( F_1 \), it follows that \( \dim(P \cap \text{conv}(v_2, v_3)) = 2 \). The statement follows by Proposition 5.7. \( \square \)

Remark 5.11. Note that in Corollary 5.10, the point where the two lines spanned by the facets \( F_2 \) and \( F_3 \) meet is beneath the facet \( F_1 \). It cannot be beyond the facet \( F_1 \), as otherwise \( \dim(P \cap \Delta) = 2 \), and thus an \( \mathbb{R} \)-translation of \( \Delta \) is contained in the interior of \( P \).

Corollary 5.12. If \( P \) is an \( \mathbb{R} \)-\( \Delta_2 \)-free polygon containing \( \Delta = \text{conv}(v_1, v_2, v_3) \), an \( \mathbb{R} \)-unimodular copy of \( \Delta_2 \), with \( v_1, v_2 \) lying in the relative interior of two distinct parallel facets \( F_1, F_2 \) of \( P \), while \( v_3 \in \text{int}(P) \), then the two parallel facets are locked.

Proof. We show that \( F_1 \) is locked (a similar argument works for \( F_2 \)). Note \( \Delta \) is an \( \mathbb{R} \)-unimodular copy of \( \Delta_2 \) contained in \( P \) such that \( F_1 \cap \Delta \) is a vertex of \( \Delta \) that is contained in the relative interior of \( F_1 \). Since \( v_3 \in \text{int}(P) \), we have \( \dim(P \cap \text{conv}(v_2, v_3)) = 2 \). The statement follows by Proposition 5.7. \( \square \)

We now construct a family of maximal \( \mathbb{R} \)-\( \Delta_2 \)-free bodies consisting of all parallelograms circumscribed around a unit square \([0,1]^2\). An \( \mathbb{R} \)-unimodular copy of \([0,1]^2\) we call an \( \mathbb{R} \)-unimodular parallelogram (or simply unimodular parallelogram if it is clear from the context that we consider \( \mathbb{R} \)-unimodular copies).

Proposition 5.13. If \( P \) is a parallelogram such that the relative interior of each of its facets contains one vertex of a fixed unimodular parallelogram, see Figure 17, then \( P \) is a maximal \( \mathbb{R} \)-\( \Delta_2 \)-free convex set.

![Figure 17. A parallelogram circumscribed around a unit square. Any such parallelogram is maximal \( \mathbb{R} \)-\( \Delta_2 \)-free, since each facet is locked.](image)
v equal to \(mv_1 + nv_2\). If \(m, n \geq 1\) and \(m + n > 2\), the segment cannot be contained in \(P\). We have thus excluded all primitive lattice segments that are contained in \(\mathbb{R}^2_{\geq 0}\) (up to a \(\mathbb{Z}\)-translation) and that can’t be moved in the square \(Q\) via an \(\mathbb{R}\)-translation. An analogous argument using the other pair of parallel facets disqualifies all primitive lattice segments that are contained in \(\mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0}\) (up to a \(\mathbb{Z}\)-translation) and that can’t be moved in the square \(Q\) via an \(\mathbb{R}\)-translation.

The only segments which are contained in \(P\) are therefore \(\mathbb{R}\)-translations of the lattice segments contained in \(Q\). It follows that the only \(\mathbb{R}\)-unimodular copies of \(\Delta_2\) contained in \(P\) are those contained in \(Q\). Since no translation of these is contained in the relative interior of \(P\) (see Lemma 2.17), \(P\) is \(\mathbb{R}\)-\(\Delta_2\)-free.

We now wish to show that \(P\) is maximal with this property. To do so, we apply Corollary 5.10 for each facet of \(P\): the square \(Q\) contains four unimodular triangles, each of which has one vertex in the interior of three of the four facets of \(P\). Consider \(\text{conv}(0, e_1, e_2)\): this triangle shows that the facet containing \(e_1\) is locked, because the facets of \(P\) containing \(0\) and \(e_2\) are consecutive and thus meet at a point beneath the facet containing \(e_1\). Thus the conditions of Corollary 5.10 are satisfied and the facet is locked. The same triangle shows that the facet of \(P\) containing \(e_2\) is locked, while applying the same arguments to the triangle \(\text{conv}(0, e_1, e_1 + e_2)\) shows that the remaining two facets are also locked. As we have remarked earlier, when all facets of an \(\mathbb{R}\)-\(\Delta_2\)-free polygon are locked, the polygon is maximal.

We thus have a family of quadrilaterals with plenty of structure that are maximal \(\mathbb{R}\)-\(\Delta_2\)-free. However, there are many examples of maximal \(\mathbb{R}\)-\(\Delta_2\)-free quadrilaterals which we do not know how to characterise. On the left of Figure 18 we see one such example. That this quadrilateral \(Q\) is \(\mathbb{R}\)-\(\Delta_2\)-free can be seen by checking that any unimodular triangle which fits within a box circumscribed to \(Q\) cannot be translated into \(Q\) (see the git-repository mentioned above for a Magma script that automates this verification).

To prove that it is inclusion-maximal, we can again apply Corollary 5.10 to each facet: in Figure 18 the unimodular triangles corresponding to each locked facet are represented. There are also examples of maximal \(\mathbb{R}\)-\(\Delta_2\)-free polygons with more facets. On the right side of Figure 18 is one such example. Again the fact that it is \(\mathbb{R}\)-\(\Delta_2\)-free can be checked by testing all unimodular triangles which fit into an appropriate rectangle (see also the git-repository from above), while its maximality follows from applying Corollary 5.10 to each facet, with respect to the triangles inscribed to the hexagon in Figure 18.

In Section 5.1 we showed that maximal \(\mathbb{Z}\)-\(\Delta_2\)-free polygons have at most 4 facets. It is natural to ask if there is also an upper bound on the facets of maximal \(\mathbb{R}\)-\(\Delta_2\)-free polygons. In fact, Lovász proved that maximal hollow convex bodies in any dimension \(d\) have at most \(2^d\) facets (see [Ave13] for a complete proof). This suggests the following questions.

**Question 5.14.** Is there an upper bound on the number of facets of maximal \(\mathbb{R}\)-\(\Delta_2\)-free polytopes in \(\mathbb{R}^d\)? For maximal \(\mathbb{Z}\)-\(\Delta_2\)-free polytopes?

---
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