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Abstract

We establish upper bounds on bit complexity of computing solution operators for symmetric hyperbolic systems of PDEs, combining symbolic and approximate algorithms to obtain the solutions with guaranteed prescribed precision. Restricting to algebraic real inputs allows us to use the classical ("discrete") bit complexity concept.
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1 Introduction

In this paper, which extends the conference paper [35], we establish upper bounds on (classical “discrete”) bit complexity of computing solution operators for symmetric hyperbolic systems of PDEs (restricting the consideration to algebraic real inputs).

Algorithms used in mathematics-oriented software can be divided into two big classes: symbolic algorithms which aim to find precise solutions, and approximate algorithms which aim to find “good enough” approximations to precise solutions. The symbolic algorithms are implemented e.g. in computer algebra systems while the approximate algorithms are included into numerical mathematics packages. Both classes of algorithms are widely used in applications and in mathematical research.

Symbolic algorithms correspond well to computations on discrete structures (with mathematical foundations in the classical computability and complexity theory) while the
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approximate algorithms help to carry out computations on continuous structures (with mathematical foundations in the field of computability and complexity in analysis which however is not yet completely bridged with numerical methods used in practical applications). An important idea relating both classes of algorithms is to look for approximations to the precise solutions with “guaranteed precision”. It is one of the approaches in the fast developing branch of reliable computations which are crucially important for safety-critical applications.

The statement of a guaranteed-precision version of some problem on a continuous structure may reduce it to a problem on a discrete structure which enables to apply the classical computability and bit complexity theory. This is the approach we adopt here to measure the complexity of algorithms for differential equation problems: searching for an approximate solution with guaranteed prescribed precision and using exact symbolic calculations on each step of the algorithm. Classical bit complexity is fundamental because it estimates the amount of computational resources needed to solve a problem on a computing device. We briefly recall the definitions in Section 2.4 (also there are comments on other complexity approaches) and explain how to encode algebraic reals: using encodings of the corresponding minimal (rational) polynomial and the number of the root to which the given algebraic real corresponds, see Section 2.3.

In this paper, we consider initial-value (IVP), or Cauchy, and well posed boundary-value (BVP) problems for symmetric hyperbolic systems of PDEs $A \frac{\partial u}{\partial t} + \sum_{i=1}^{m} B_i \frac{\partial u}{\partial x_i} = f(t, x_1, \ldots, x_m)$ where $A = A^* > 0$ and $B_i = B_i^*$ are symmetric $n \times n$-matrices, $t \geq 0$, $x = (x_1, \ldots, x_m) \in Q = [0,1]^m$, $f : [0, +\infty) \times Q \rightarrow \mathbb{R}^n$. Such systems can be used to describe a wide variety of physical processes like those considered in the theories of elasticity, acoustics, electromagnetism etc., see e.g. [13, 17, 18, 24]. Using a well known grid-based method (difference scheme), for algebraic real coefficients and rational polynomials as initial data, we establish an EXPTIME complexity upper bound, and indicate restrictions when it boils down to PTIME: the precision needs to be fixed and certain upper bounds on inputs need to be imposed.

We consider both the IVP and BVP cases as very general and illustrative: they are different in terms of domains of existence and uniqueness as well as properties of the solutions, but almost the same w.r.t. the difference approach. The methods of the paper are applicable to IVP and BVP not only for symmetric hyperbolic systems, but for broader classes of PDE systems.

We stick here to symmetric hyperbolic systems as a quite broad and practically important class capturing one of the following common problems with (explicit) difference scheme for evolutionary systems of PDEs. To construct a stable difference scheme it is necessary to know the number of positive/ negative/ zero eigenvalues and corresponding eigenvectors of matrix pencils related to $A, B_i$, which are known to be non-computable unless e.g. the number of different eigenvalues is given as input [49]. The computational instabilities occurring because of that are well known in practice; here we are carefully avoiding them by restricting to algebraic real inputs, while in [33, 34] we add extra restrictions for rigorously proving computability of solution operators in the real setting, see Subsection 2.1.

Moreover, for the considered case of symmetric hyperbolic systems we provide an explicit PTIME algorithm of computing, from the given precision and input data, the (space and
time) grid steps, using the difference scheme with which (or any smaller) provides the solution with this given precision, see Proposition in Subsection 4.1. A similar approach can be used for broader classes of systems of PDEs, as well as for the real setting [33], which helps to adapt the difference scheme approach to exact real computation (ERC) packages, see [36]. In fact, while the present paper was being reviewed, the first author has published, with two other coauthors, the paper [23] with real complexity estimates for linear evolutionary systems of PDEs (including symmetric hyperbolic systems as a particular case) in the exact real computation approach. The therein obtained estimates help to improve the ones in the present paper: PSPACE instead of EXPTIME, due to replacing the step-by-step difference scheme iterations by a more efficient procedure (recursive matrix powering). However, in [23] we consider fixed real-valued initial functions and matrix coefficients while in the present paper we treat them as inputs, so these papers complement each other; in the difference scheme part [23] partially uses the methods of the present paper.

In the next section we formally state the problems to be investigated, and recall some notions and background to be used. In Section 3 we establish upper complexity bounds for several auxiliary linear algebra problems closely related to finding the solutions of symmetric hyperbolic systems of PDEs. In Section 4 we prove the bit cost estimates for the solutions of PDEs, and we conclude in Section 5 with a short discussion on possible applications of this work.

2 Preliminaries and formulations of main results

2.1 Cauchy and boundary-value problems

The Cauchy problem for a symmetric hyperbolic system is stated as follows:

\[
\begin{aligned}
&\frac{\partial u}{\partial t} + \sum_{i=1}^{m} B_i \frac{\partial u}{\partial x_i} = f(t, x_1, \ldots, x_m), \quad t \geq 0, \\
&u|_{t=0} = \varphi(x_1, \ldots, x_m),
\end{aligned}
\]

where \( A = A^* > 0 \) and \( B_i = B_i^* \) are symmetric \( n \times n \)-matrices, \( t \geq 0, \quad x = (x_1, \ldots, x_m) \in Q = [0, 1]^m, \varphi : Q \to \mathbb{R}^n, f : [0, +\infty) \times Q \to \mathbb{R}^n \) and \( u : [0, +\infty) \times Q \to \mathbb{R}^n \) is a partial function acting on the domain \( H \) of existence and uniqueness of the Cauchy problem (1). The set \( H \) is known to be (see e.g. [17]) the intersection of semi-spaces

\[ t \geq 0, \quad x_i - \mu^{(i)}_{\text{max}} t \geq 0, \quad x_i - 1 - \mu^{(i)}_{\text{min}} t \leq 0 \quad (i = 1, \ldots, m) \]

of \( \mathbb{R}^{m+1} \) where \( \mu^{(i)}_{\text{min}}, \mu^{(i)}_{\text{max}} \) are respectively the minimum and maximum of the eigenvalues of the matrix \( A^{-1}B_i \).
The boundary-value problem is stated as follows:

\[
\begin{aligned}
A \frac{\partial u}{\partial t} + \sum_{i=1}^{m} B_i \frac{\partial u}{\partial x_i} &= f(t, x_1, \ldots, x_m), \\
\left. u \right|_{t=0} &= \varphi(x_1, \ldots, x_m), \\
\Phi_i^{(1)} u(t, x_1, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_m) &= 0, \\
\Phi_i^{(2)} u(t, x_1, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_m) &= 0, \\
&i = 1, 2, \ldots, m,
\end{aligned}
\]

where \( A, B_i, Q, \varphi, f, u \) are as above, and \( \Phi_i^{(1)}, \Phi_i^{(2)} \) are rectangular matrices (the boundary coefficients) that meet the following conditions:

1) The number of rows of \( \Phi_i^{(1)} \) (respectively, \( \Phi_i^{(2)} \)) is equal to the number of positive (respectively, negative) eigenvalues of the matrices \( A^{-1} B_i \); coincidence constraints of the initial and boundary conditions hold (such constraints depend on the particular problem and on the smoothness which we want to obtain).

2) The boundary conditions are assumed to be dissipative which means that

\[
(B_i u, u) \leq 0 \text{ for } x_i = 0, \quad (B_i u, u) \geq 0 \text{ for } x_i = 1, \quad i = 1, 2, \ldots, m.
\]

Condition 1) guarantees the existence of solution of the boundary-value problem (2) in the cylinder \([0, \infty) \times Q\), while 2) implies its uniqueness.

For both problems (1) and (2), theorems on continuous dependence of solutions on the input data hold, i.e. the problems are correctly posed. Both problems are practically important, since many physical processes (including linear elasticity, acoustic, Maxwell equations) are described by such kind of systems.

For the considered problems, there exist different numerical methods, from which we use those developed in [18, 17], see also [24]. Their convergence relies on the following well-known theorem (see e.g. [15, 24, 38]): if a difference scheme approximates the given differential problem and is stable (which is an intrinsic property of the difference scheme), then the (discrete) solution of the corresponding difference equations converges to the exact solution of the differential problem in an appropriate grid norm; the speed of convergence corresponds to the order of approximation.

The Godunov scheme, which we use, is of first order of approximation and is stable with a Courant number (relating the time and space steps of the grid) depending on spectral characteristics of the matrix coefficients \( A, B_i \) (see Section 4.1 below). As it is known, in order to construct a stable difference scheme for a symmetric hyperbolic system, one needs to compute eigenvectors of symmetric matrices, which is actually a discontinuous operation [30], hence not computable. However, due to [49, 48], eigenvectors are computable, provided that the spectrum cardinality (i.e., the number of distinct eigenvalues of the given matrix) is given as an input.

In [32, 33, 34] we developed an approach to study computability properties of PDEs based on the Godunov difference scheme and established the computability, in the sense of the TTE approach [7, 43], of the solution operator of the Cauchy and boundary-value problems. In this section we briefly recall main properties of such systems and the related computability results.
For computability of the solution of (1) from the initial data and the matrix coefficients, the following result has been established.

**Theorem 1.** Let \( M_\varphi > 0, M_A > 0, p \geq 2 \) be integers, let \( i = 1, \ldots, m \), and let \( n_A, n_1, \ldots, n_m \) be cardinalities of spectra of \( A \) and of the matrix pencils \( \lambda A - B_1, \ldots, \lambda A - B_m \), respectively (i.e., \( n_i \) is the number of distinct roots of the characteristic polynomial \( \det(\lambda A - B_i) \)). Then the operator

\[
R : (A, B_1, \ldots, B_m, n_A, n_1, \ldots, n_m, \varphi) \mapsto u
\]

sending any sequence \( A, B_1, \ldots, B_m \) of symmetric real matrices with \( A > 0 \) such that the matrix pencils \( \lambda A - B_i \) have no zero eigenvalues,

\[
||A||_2, ||A^{-1}||_2, ||B_i||_2 \leq M_A, \quad \lambda^{(i)}_{\min} < 0 < \lambda^{(i)}_{\max}, \quad i = 1, 2, \ldots, m, \tag{4}
\]

the sequence \( n_A, n_1, \ldots, n_m \) of the corresponding cardinalities, and any function \( \varphi \in C^{p+1}(Q, \mathbb{R}^n) \) satisfying the conditions

\[
||\frac{\partial \varphi}{\partial x_i}||_s \leq M_{\varphi}, \quad ||\frac{\partial^2 \varphi}{\partial x_i \partial x_j}||_s \leq M_{\varphi}, \quad i, j = 1, 2, \ldots, m, \tag{5}
\]

to the unique solution \( u \in C^p(H, \mathbb{R}^n) \) of (1) (with \( f = 0 \)) is a computable partial function from the space \( S_+ \times S^m \times \mathbb{N}^{m+1} \times C^{p+1} sL_2(Q, \mathbb{R}^n) \) to \( C^p sL_2(H, \mathbb{R}^n) \).

Here \( C^{p+1}(Q, \mathbb{R}^n) \), \( C^p sL_2(H, \mathbb{R}^n) \) are the spaces of continuously differentiable functions, being in \( C^{p+1} \) or \( C^p \) on the corresponding sets, such that all of their first and second derivatives are uniformly bounded by \( M_{\varphi} \), with the sup-norm

\[
||\varphi||_s = \sup_{x \in Q} |\varphi(x)|
\]
on \( C^{p+1}(Q, \mathbb{R}^n) \) and \( sL_2 \)-norm

\[
||u||_{sL_2} = \sup_{\{t:(t,x) \in H\}} \left\{ \int_Q |u(x, t)|^2 dx \right\}
\]
on \( C^p(H, \mathbb{R}^n) \), respectively; \( |u(x, t)|^2 = \langle u, u \rangle \) is the standard scalar product.

By \( S \) and \( S^+ \) we denote respectively the spaces of all symmetric and symmetric positively definite matrices with euclidean norms uniformly bounded by a constant \( M_A \).

In [33], an analogue of Theorem 1 is established for the boundary-value problem (2) with fixed computable real matrices \( \Phi_i^{(1)}, \Phi_i^{(2)} (i = 1, 2, \ldots, m) \), provided that the strong dissipativity property (with strict inequalities in (3)) holds. The solution for the boundary-value problem is defined on a cylinder \([0, T] \times Q\), for any computable \( T > 0 \), i.e. \( u \in C^p sL_2([0, T] \times Q, \mathbb{R}^n) \).

**Remark 1.** The computability of the operator \( R : (A, B_1, \ldots, B_m, \varphi) \mapsto u \) without the additional information on spectra cardinalities is by now an open question in general, though in particular cases like Cauchy or periodic boundary-value problems computability can be established by different methods like e.g. Fourier transformation. In case of non-computability, it is instructive to study the topological complexity of computing the
operator. For the case when the number of different eigenvalues of a matrix is given as input, a PTIME algorithm of computing eigenvectors has been recently devised by Sewon Park (the paper soon to appear); also eigenvalues are known to be PTIME computable [45], see also [28]. Combined with proofs of our Theorems these facts give an analog of Theorem in the real complexity approach; those estimates can then be further improved as in [23]. For different approaches to define complexity see Remark 2.

Interestingly, if we work in decidable (in the Russian terminology, strongly constructivizable) fields (for example, the field of algebraic reals $\mathbb{A}$ used in the present paper), we do not need to add cardinalities as inputs.

**Theorem 2.** [33] Let $(\mathbb{B}, \beta)$ be a decidable (i.e., strongly constructive) real closed ordered subfield of $\mathbb{R}$. Then the solution operator $R : (A, B_1, \ldots, B_m, \varphi) \mapsto u$ is uniformly computable (w.r.t. the numbering $\beta$) on matrices $A, B_1, \ldots, B_m$ with coefficients in $\mathbb{B}$.

For the boundary-value problem (2) an analogue of this result is proved, with uniformity on the matrices $\Phi^{(1)}_i$, $\Phi^{(2)}_i$ having coefficients in $\mathbb{B}$.

In [34], dependence on the right-hand part $f$ in (1) is added, and also the time $T > 0$ is included into the arguments of the solution operator $R$, i.e., the solution belongs to $C_{sL^2}^p(H \cap [0, T] \times Q, \mathbb{R}^n)$. In [34] the technique of using decidable (i.e., strongly constructive) fields for the computability results is explained in detail.

Also, Theorem 2 implies computability for fixed computable real matrices (which we earlier established using the result of [49]).

**Theorem 3.** [32, 33] Let $Q = [0, 1]^m$; $T > 0$ be a computable real and $M_\varphi > 0$, $p \geq 2$ be integers. Let $A, B_1, \ldots, B_m$ be fixed computable symmetric matrices, such that $A = A^* > 0$, $B_i = B_i^*$.

If $\varphi \in C^{p+1}(Q)$ satisfies the conditions (5), then the operator $R : \varphi \mapsto u$ mapping the initial function $\varphi$ to the unique solution $u \in C^p(H, \mathbb{R}^n)$ of the Cauchy problem (1) is a computable partial function from $C_{sL^2}^{p+1}(Q, \mathbb{R}^n)$ to $C_{sL^2}^p(H, \mathbb{R}^n)$.

An analogue of Theorem 3 is established in [33] for the boundary-value problem (2) with fixed computable real matrices $\Phi^{(1)}_i$, $\Phi^{(2)}_i$ ($i = 1, 2, \ldots, m$).

The next natural step is to study computational complexity of the mentioned problems, which we start to do in the present paper.

### 2.2 Discretization of the problems

To investigate the complexity of computing solutions of the systems (1) and (2) (and even to formulate the results), we need discrete approximations of the given and unknown functions, as well as their interpolations. Therefore we first recall some discretization details.

Consider, for any positive integer $N$, the uniform rectangular grid $G_N$ on $Q = [0, 1]^m$ defined by the points

$$ \left( \frac{i_1 - \frac{1}{2}}{2^N}, \frac{i_2 - \frac{1}{2}}{2^N}, \ldots, \frac{i_m - \frac{1}{2}}{2^N} \right) $$
where $1 \leq i_1, i_2, \ldots, i_m \leq 2^N$. Let $h = 1/2^N$ be the corresponding spatial grid step and $\tau$ be a time step. Denote $G_N = G_N \times \{\tau\}_{\tau=1}^l$, where $L$ is the number of the time steps. The choice of steps $h$ and $\tau$, which guarantee good properties of the difference scheme, will be specified below in Section 4.1.

Note that the number of points in the grid $G_N$ is $2^{N \times m}$, so the set $\mathbb{Q}_N$ (or $\mathbb{A}_N$) of grid functions $g^{(h)} : G_N \to \mathbb{Q}_N$ (resp. $g^{(h)} : G_N \to \mathbb{A}_N$) may be identified with $\mathbb{Q}_N \times \mathbb{A}_N$ (resp. $\mathbb{A}_N \times \mathbb{A}_N$). We will consider the following grid norms

$$||g^{(h)}||_s = \max_{x \in G_N} |g^{(h)}(x)|, \quad ||g^{(h)}||^2_{L^2} = h^m \sum_{x \in G_N} (g^{(h)}(x), g^{(h)}(x)).$$

We will consider the $sL^2$-norm on the vector spaces $\mathbb{Q}_N^G$ (or $\mathbb{A}_N^G$) of grid functions $u^{(h)}(t, x)$ on such grids:

$$||u^{(h)}||_{sL^2} = \max_{t \in \{\tau\}_{\tau=1}^l} h^m \sum_{x \in G_N} (u^{(h)}(t, x), u^{(h)}(t, x)).$$

Recall that multilinear interpolations $\tilde{u}$ (linear on each coordinate and coinciding with $u$ at the grid points) have the following properties: $u \mapsto \tilde{u}$ and $u^{(h)} \mapsto \tilde{u}^{(h)}$ are linear, and the following estimate holds [17, 39]:

$$||u - \tilde{u}||_s \leq \max_{i,j} \left\{ ||\frac{\partial^2 u}{\partial x_i \partial x_j}||_{sL^2}, ||\frac{\partial^2 u}{\partial x_i \partial t}||_{sL^2} \right\} \cdot h^2 . \quad (6)$$

Further in Section 4 we will construct, by means of a stable difference scheme approximating the differential system (1), a grid function $v$ on $G_N^T$ such that

$$||u - v||_{sL^2} < \frac{1}{a}, \quad (7)$$

where $a > 1$ is a given integer (which determines the precision $\frac{1}{a}$ of computation) and $u$ is the solution of (1).

Recall that, for an abstract boundary-value problem

$$\begin{cases}
  Lu(y) = f(y) \in C^p(\Omega, \mathbb{R}^n), & y \in \Omega \subseteq \mathbb{R}^k \\
  L u(y)|_{\Gamma} = \varphi(y |_{\Gamma}) \in C^q(\Gamma, \mathbb{R}^n), & \Gamma \subseteq \partial \Omega.
\end{cases} \quad (8)$$

(where $L$ and $\mathcal{L}$ are differential operators with the differential order of $\mathcal{L}$ less than that of $L$, $\Gamma$ is a part of the boundary $\partial \Omega$ of some area $\Omega$), a difference scheme is a system of algebraic equations

$$L_h u^{(h)} = f^{(h)}, \quad \mathcal{L}_h u^{(h)} = \varphi^{(h)}. \quad (9)$$

Here $L_h, \mathcal{L}_h$ are difference operators (which are in our case linear); $u^{(h)}$ and $\varphi^{(h)}$ are grid functions.

The scheme (9) approximates the differential equations (8) with order of accuracy $l$ (where $l$ is a positive integer) on a solution $u(t, x)$ of (8) if

$$||Lu||_{G_k} - L_h u^{(h)}||_{F_h} \leq M_1 h^l, \quad ||f||_{G_k} - f^{(h)}||_{F_h} \leq M_2 h^l,$$
The difference scheme (9) is called stable if its solution \( u^{(h)} \) satisfies
\[
\|u^{(h)}\|_{V_h} \leq N_1\|f^{(h)}\|_{F_h} + N_2\|\varphi^{(h)}\|_{\Phi_h}
\]
for some constants \( N_1 \) and \( N_2 \) not depending on \( h \) and \( \tau \).

Fact 1. [13] Let the difference scheme be stable and approximate (1) on the solution \( u \) with order 1. Then the solution \( u^{(h)} \) uniformly converges to the solution \( u \) in the sense that \( \|u|_{G_h^k} - u^{(h)}\|_{V_h} \leq Nh^l \) for some constant \( N \) not depending on \( h \) and \( \tau \).

The difference scheme which we use for approximating (11) will be described in detail in Section 4.

### 2.3 Algebraic preliminaries

In the study of computability of solution operators we considered rather general classes of initial data \( A, B_i, \varphi_i, \cdots \) (matrices with real coefficients, broad classes of smooth functions and so on). In contrast, the study of complexity suggests to consider first more restricted classes of objects admitting fast enough computations. Here we briefly (and not very systematically) recall some relevant algebraic notions and facts. For details see e.g. [12].

Coefficients of matrices and polynomials will usually be taken from a fixed (ordered) field \( \mathbb{F} \subseteq \mathbb{R} \) of reals. For a field \( \mathbb{F} \), let \( \mathbb{F}[x_1, x_2, \ldots] \) denote the ring of polynomials with coefficients in \( \mathbb{F} \) and variables \( x_1, x_2, \ldots \), and let \( \mathbb{F}(x_1, x_2, \ldots) \) be the corresponding field of fractions (i.e., the field of rational functions with variables \( x_1, x_2, \ldots \)). A polynomial \( p \in \mathbb{F}[x] \) is written as \( p = a_0 + a_1x + \cdots + a_nx^n \) where \( a_n \neq 0 \) for \( p \neq 0 \); \( n \) is the degree of \( p \) denoted as \( \deg(p) \); if \( a_n = 1 \), \( p \) is called unitary. A polynomial \( p \in \mathbb{F}[x] \) is irreducible (over \( \mathbb{F} \)) if it is not the product of two polynomials from \( \mathbb{F}[x] \) of lesser degrees.

The arithmetics of polynomials is very similar to the arithmetics of the integers \( \mathbb{Z} \), in particular any non-zero polynomial \( p \), \( \deg(p) \geq 2 \), has a canonical (i.e., unique up to permutation of factors) factorisation \( p = ap_1^{m_1} \cdots p_k^{m_k} \) where \( a \in \mathbb{F} \), \( m_1, \ldots, m_k \geq 1 \) and \( p_1, \ldots, p_k \), \( \deg(p_i) \geq 1 \), are unitary irreducible polynomials such that \( (p_i, p_j) = 1 \) for \( i \neq j \) ((\( p_i, p_j \)) is the greatest common divisor of \( p_i, p_j \)). It is known that if \( 0 \neq \alpha \in \mathbb{C} \) is algebraic over \( \mathbb{F} \) (i.e. \( \alpha \) is a root of some polynomial over \( \mathbb{F} \)) then the smallest subfield \( \mathbb{F}(\alpha) \) of \( \mathbb{C} \) containing \( \mathbb{F} \cup \{\alpha\} \) is isomorphic to the quotient field \( \mathbb{F}[x]/(p_\alpha) \) where \( p_\alpha \) is the unique unitary polynomial of minimal degree \( p \in \mathbb{F}[x] \) with \( p(\alpha) = 0 \) and \( (p_\alpha) \) is the ideal of \( \mathbb{F}[x] \) generated by \( p_\alpha \); \( \deg(\alpha) = \deg(p_\alpha) \) is called the degree of \( \alpha \) over \( \mathbb{F} \).

In this paper we most often work with ordered fields \( \mathbb{F} \in \{\mathbb{Q}, \mathbb{Q}(\alpha), \mathbb{A} \mid 0 \neq \alpha \in \mathbb{A}\} \) where \( \mathbb{Q} \) is the ordered field of rationals, \( \mathbb{A} \) is the ordered field of algebraic reals (which consists of the reals algebraic over \( \mathbb{Q} \)). One can also consider the smallest subfield \( \mathbb{Q}(\alpha_1, \ldots, \alpha_n) \) of \( \mathbb{R} \) containing given \( \alpha_1, \ldots, \alpha_n \in \mathbb{A} \). For any such field there is a “primitive element” \( \alpha \in \mathbb{A} \) with \( \mathbb{Q}(\alpha) = \mathbb{Q}(\alpha_1, \ldots, \alpha_n) \). Note that \( \mathbb{A} \) is the smallest real closed ordered field. With any non-zero \( \alpha \in \mathbb{A} \) we associate the unique pair \( (p_\alpha, k) \) such that \( k \) satisfies \( \alpha = \alpha_k \) where \( \alpha_1 < \cdots < \alpha_m \) is the increasing sequence of all real roots of the polynomial \( p_\alpha \).
2.4 Encodings and bit complexity

Computations on existing computers (as well as on theoretical computing devices like Turing machines) don’t work with abstract mathematical objects (like integers, rationals or polynomials) but rather with words over a finite alphabet. Here we briefly recall some relevant notions and facts (for more details see e.g. [6, 31, 26, 10, 2, 3]).

Let $Σ$ be a finite alphabet, $Σ^*$ the set of words over $Σ$, $S ⊆ (Σ^*)^n$, and $t : S → ω$. A function $f : S → Σ^*$ is computable in time $t$ if there exists a $k$-tape Turing machine, $k ≥ n + 1$, such that starting to work with words $x_1, \ldots, x_n = ̄x ∈ S$ written on the first $n$ tapes, finishes within $t( ̄x )$ steps with $f( ̄x )$ written on the $( n + 1 )$-st tape. The set $S$ is computable in time $t$ if so is its characteristic function $χ_S : (Σ^*)^n → \{0, 1\}$ (assuming that $0, 1 ∈ Σ$). A structure $S = (S; \ldots)$ of a finite signature is computable in time $t$ if so are its universe $S$ and all the signature functions and relations. An abstract structure $A$ is $t$-time-presentable if it is isomorphic to a structure $B$ computable in time $t$. Any isomorphism from $A$ onto $B$ is a $t$-time-presentation of $A$. Note that usually people work not directly with Turing machines but rather with informal algorithms on words; the algorithms should use only elementary enough steps to make it clear how to translate them to the syntax of Turing machines.

If the function $t( ̄x )$ is bounded by some polynomial on $| ̄x | = \max\{|x_1|, \ldots, |x_k|\}$ (where $|x|$ is the length of a word $x$) we say that the function $f$ (resp., the set $S$) is computable in polynomial time ($p$-computable for short). An abstract structure $A$ is $p$-presentable if it is isomorphic to a $p$-computable structure $B$. Any isomorphism from $A$ onto $B$ will be called a $p$-presentation of $A$. Similarly one can define computability in linear, quadratic or exponential time.

In order to enable Turing machines work with abstract objects, we have to encode the objects by words in a finite alphabet. First note (see e.g. [6]) that for any finite alphabet $Σ$ there is a natural encoding (injective function) $c : Σ^∗ → \{0, 1\}^∗$ of words over $Σ$ by binary words such that the function $c$, its range $rng(c)$, and the inverse function $c^{−1}$ are computable in linear time, so in all interesting cases we can without loss of generality stick to binary encodings (this is the reason why the classical computational complexity is often called bit complexity). We give several examples of such encodings for different sets $A$ of abstract objects. In describing such an encoding $b : A → \{0, 1\}^∗$ we often use the trick of first describing an auxiliary encoding $e : A → Σ^*$ for some bigger alphabet $Σ$ and then setting $b = c ∘ e$. Below we often take $Σ = \{0, 1, *\}$ where $*$ is a new symbol used for separating binary words.

A positive integer $n$ is usually encoded by its binary notation $b(n)$, so $|b(n)| = \log(n)$. 

Let $M_n(R)$ be the set of $n \times n$-matrices over a (commutative associative with a unit element 1) ring $R$, and $M(R)$ be the union of all $M_n(R)$, $n ≥ 1$. We use standard terminology and notation from linear algebra. In particular, $\det(A)$ is the determinant of $A = (a_{ij}) ∈ M_n(R)$, $\text{diag}(a_1, \ldots, a_n)$ is the diagonal matrix with the diagonal elements $a_1, \ldots, a_n ∈ R$, so in particular $I = I_n = \text{diag}(1, \ldots, 1)$ is the unit matrix. The roots of the polynomial $\chi_A = \det(\lambda I − A)$ are called eigenvalues of $A ∈ M_n(\mathbb{C})$. In general, the eigenvalues of a real matrix are complex numbers. The eigenvalues of a symmetric real matrix are always real.
Adding an additional bit for the sign, we obtain a binary encoding $b$ of the integers. Identifying rationals with fractions $\frac{p}{q}$ where $p, q \in \mathbb{Z}$, $q \geq 1$ and $(p, q) = 1$, we can define an encoding $c : \mathbb{Q} \to \{0, 1, \ast\}^*$ by $c(\frac{p}{q}) = b(p) \ast b(q)$ (and, by the mentioned trick with alphabets, we can modify $c$ to obtain a binary coding $b$ of the rationals). The defined encodings give $p$-presentations of the ordered ring $\mathbb{Z}$ and the ordered field $\mathbb{Q}$.

The binary encoding $b$ of $\mathbb{Q}$ induces the encoding $e : \mathbb{Q}[x] \to \{0, 1, \ast\}^*$ which associates with a non-zero polynomial $p = a_0 + a_1 x + \cdots + a_n x^n$, $a_n \neq 0$, the code $b(a_0) \ast \cdots \ast b(a_n)$. In a similar way one can define natural induced encodings of $\mathbb{Q}[x_1, \ldots, x_n]$ and of $\mathbb{Q}(x_1, \ldots, k_n)$ for each $n \geq 1$ which provide $p$-presentations of the corresponding rings and fields (see e.g. [3] for additional details). Moreover, in the field $\mathbb{Q}(x_1, \ldots, x_n)$ also the subtraction and division, as well as the evaluation function $\mathbb{Q}[x_1, \ldots, x_n] \times \mathbb{Q}^n \to \mathbb{Q}$ are $p$-computable. Furthermore, these encodings induce encodings of $\mathbb{Q}[x_1, \ldots, n] = \bigcup_n \mathbb{Q}[x_1, \ldots, x_n]$ and of $\mathbb{Q}(x_1, \ldots, n)$ modulo which any of $\mathbb{Q}[x_1, \ldots, x_n], \mathbb{Q}(x_1, \ldots, x_n)$ is $p$-computable; moreover, the evaluation partial function $\mathbb{Q}[x_1, \ldots, n] \times \mathbb{Q}^n \to \mathbb{Q}$ (and the similar function for $\mathbb{Q}(x_1, \ldots, n)$), where $\mathbb{Q}^n$ is the set of finite strings over $\mathbb{Q}$, is $p$-computable.

If $p \in \mathbb{Q}[x]$ is unitary irreducible then the quotient-field $\mathbb{Q}[x]/(p)$ (formed by the polynomials of degree $< \deg(p)$) also has a natural $p$-presentation (see e.g. [1, 3]). Therefore, the ordered field $\mathbb{Q}(\alpha)$, for each non-zero $\alpha \in \mathbb{A}$, has a natural $p$-presentation. For the induced binary presentation of $\mathbb{F} = \mathbb{Q}(\alpha)$ we can repeat the constructions of the previous paragraph and obtain natural $p$-presentations of $\mathbb{F}[x_1, \ldots]$ and of $\mathbb{F}(x_1, \ldots)$. Again, the polynomial evaluation $\mathbb{F}[x_1, \ldots] \times \mathbb{F}^* \to \mathbb{F}$ will be $p$-computable w.r.t. the natural induced encodings.

We also define a natural encoding of $\mathbb{A}$ into $\{0, 1, \ast\}^*$ by associating with any non-zero $\alpha \in \mathbb{A}$ the word $b(p_{\alpha}) \ast b(k)$ where $\{p_{\alpha}, k\}$ is the pair from the previous subsection and $b : \mathbb{Q}[x] \to \{0, 1\}^*$ is the natural binary coding specified above. From deep results of computer algebra (including the polynomial time algorithm for factoring rational polynomials [25]) it follows that in this way we obtain a natural $p$-presentation of the ordered field $\mathbb{A}$ in which also subtraction and division are $p$-computable (see e.g. [26, 3]).

Simplifying notation, we always denote the natural binary $p$-presentations of any of the ordered fields $\mathbb{F} \in \{\mathbb{Q}, \mathbb{Q}(\alpha), \mathbb{A} \mid 0 \neq \alpha \in \mathbb{A}\}$ by $b$. Note however that some important computational properties of the presentation of $\mathbb{A}$ discussed above differ from those for the presentations of $\mathbb{Q}$ and $\mathbb{Q}(\alpha)$. In particular, the evaluation function $\mathbb{A}[x_1, \ldots] \times \mathbb{A}^* \to \mathbb{A}$ is now computable in exponential time but not in polynomial time. In fact, already the “long sum” operation $(\alpha_1 \ast \cdots \ast \alpha_n) \mapsto \alpha_1 + \cdots \alpha_n$ is not $\text{PTIME}$-computable uniformly on $n$ (even not computable in $\text{PSPACE}$) w.r.t. the presentation of $\mathbb{A}$. This follows from the results in [16] (for a detailed explanations see comments after the proof of Theorem 4 in [3]).

We will use some results from [3] about the complexity of root-finding in the field $\mathbb{C}_{\text{alg}} = (\mathbb{C}_{\text{alg}} ; +, \times, 0, 1)$ of complex algebraic numbers, i.e. of finding all roots of an equation $\alpha_0 x^e + \cdots + \alpha_1 x + \alpha_0 = 0$ where $\alpha_i \in \mathbb{C}_{\text{alg}}$ for $i \leq e$. More precisely, the authors of [3] consider equations of the form

$$t_e(\alpha_1, \ldots, \alpha_k)x^e + \cdots + t_1(\alpha_1, \ldots, \alpha_k)x + t_0(\alpha_1, \ldots, \alpha_k) = 0,$$  

(10)

where $\alpha_1, \ldots, \alpha_k \in \mathbb{C}_{\text{alg}}$ and $t_j(\bar{x}) \in \mathbb{Q}[x_1, \ldots, x_k]$. The problem is to find a list of (codes of) all roots of (10) from given $b(\alpha_1) \ast \cdots \ast b(\alpha_k)$ and $b(t_0(\bar{x})) \ast \cdots \ast b(t_e(\bar{x}))$ where $b$ is a
natural binary encoding of \( \mathbb{C}_{\text{alg}} \) induced by the presentation of \( \mathbb{A} \) described above and by Gauss representation of complex numbers as pairs of reals. As shown in Theorem 8 [3], the problem is solvable in polynomial time for any fixed \( k \). Moreover, the same estimate holds for the version of this problem when one computes the list of all distinct real roots of (10) in increasing order.

The introduced binary presentations of fields, polynomials and rational functions are natural in the sense that they are \( p \)-equivalent to some presentations really used in computer algebra systems. See e.g. [26, 3] for additional details.

Associate with any matrix \( A = (a_{ij}) \in M_n(\mathbb{F}) \) its code \( c(A) \in \{0, 1,*\}^* \) by \( c(A) = b(a_{11}) \cdots b(a_{nn}) \). These encodings induce the binary encoding of the set \( M(\mathbb{F}) = \bigcup_n M_n(\mathbb{F}) \) of all square matrices over \( \mathbb{F} \) in which any set \( M_n(\mathbb{F}) \) is \( p \)-computable. Furthermore, many matrix properties like symmetricity are also \( p \)-computable.

It is well known (see e.g. [31]) that our encodings give \( p \)-presentations of the rings \( M_n(\mathbb{Q}) \) uniformly on \( n \) (uniformity means that there is a polynomial bound working for all \( n \)). Moreover, it is easy to check that evaluation of some “long” terms in these rings are also \( p \)-computable uniformly on \( n \) w.r.t. these presentations (in particular the function \( A_1 \cdots A_n \mapsto A_1 \times \cdots \times A_n \) is \( p \)-computable). Even more involved matrix algorithms like computing of the determinant, computing of the inverse of a non-degenerate matrix, and Gauss method also work in polynomial time (see Chapter 3 [31] for additional details).

From results in [26, 3] (using also the arguments in [31]) it follows that the polynomial time estimates of the previous paragraph remain true for the rings \( M_n(\mathbb{Q}(\alpha)) \) for each non-zero \( \alpha \in \mathbb{A} \). Moreover, our presentation of the ring \( M_n(\mathbb{A}) \) is a \( p \)-presentation for any fixed \( n \geq 1 \), but not uniformly on \( n \). The “long terms” are not \( p \)-computable w.r.t. our presentation for \( M_n(\mathbb{A}) \), even for a fixed \( n \).

The introduced encodings of matrices are natural in the sense they are closely related to standard encodings of matrices in numerical analysis. The only difference is that here we use a precise symbolic encoding of matrix coefficients while in numerical analysis the floating-point approximations of coefficients are usually used.

**Remark 2.** Note that, along with bit complexity, there are other approaches to measuring complexity of computations on, say, Euclidean spaces, including algebraic complexity (see e.g. [5]), topological complexity (see e.g. [37, 41]), real complexity, i.e. bit complexity adapted to reals by means of computable analysis (see e.g. [22, 7, 44, 43]). Algebraic complexity counts the arithmetical operations needed for finding a symbolic solution (the notion we use is close to that, but also taking into account the bit costs of performing the operations). Topological complexity counts the number of equality and order tests needed to find a solution of a discontinuous (hence, non-computable in the sense of [7, 43]) problem. Real complexity counts steps of a Turing machine working on the representations of reals (when restricted to algebraic reals, it is close to our approach).

### 2.5 Formulations of main results

Now we have enough notions and terminology to state the guaranteed-precision problems in a rigorous form.
First we consider the task of computing the domain $H$ of existence and uniqueness of the Cauchy problem. As mentioned in Section 2.1, the set $H$ is the intersection of semi-spaces

$$t \geq 0, \quad x_i - \mu^{(i)}_{\text{max}} t \geq 0, \quad x_i - 1 - \mu^{(i)}_{\text{min}} t \leq 0, \quad (i = 1, \ldots, m)$$

of $\mathbb{R}^{m+1}$ where $\mu^{(i)}_{\text{min}}, \mu^{(i)}_{\text{max}}$ are respectively the minimum and maximum of the eigenvalues of the matrix $A^{-1}B_i$. Therefore, the computation of $H$ reduces to the computation of the eigenvalues of the matrices $A^{-1}B_i$.

Our algorithms for solving the Cauchy problem will be for technical reasons presented only for the case when $H$ satisfies the condition $\mu^{(i)}_{\text{min}} < 0 < \mu^{(i)}_{\text{max}}$ for all $i = 1, \ldots, m$; this condition often holds for natural physical systems. Note that this condition implies that $H$ is a compact subset of $[0, +\infty) \times Q$.

In [32] we observed that the domain $H$ for the problem (1) is computable from matrices $A, B_1, \ldots, B_m$ (more exactly, the vector $(\mu^{(1)}_{\text{max}}, \ldots, \mu^{(m)}_{\text{max}}, \mu^{(1)}_{\text{min}}, \ldots, \mu^{(m)}_{\text{min}})$ is computable from $A, B_1, \ldots, B_m$; this implies the computability of $H$ in the sense of computable analysis [33]).

The next result establishes the complexity of computing $H$ satisfying the mentioned condition.

**Theorem 4.** Let $m, n \geq 2$ be any fixed integers. There is a polynomial time algorithm which for any given $A, B_1, \ldots, B_m \in M_n(\mathbb{A})$ finds the vector $(\mu^{(1)}_{\text{max}}, \ldots, \mu^{(m)}_{\text{max}}, \mu^{(1)}_{\text{min}}, \ldots, \mu^{(m)}_{\text{min}})$ and checks the condition $\mu^{(i)}_{\text{min}} < 0 < \mu^{(i)}_{\text{max}}$ for all $i = 1, \ldots, m$. Thus, the algorithm finds the domain $H$ satisfying the condition above, or reports on the absence of such a domain.

Now we state two guaranteed-precision versions of a restricted (to algebraic matrix coefficients and rational polynomials as initial data) Cauchy problem (1). Let $m, n$ be fixed positive integers.

**Task 1.** $\text{CP}(m, n, A, Q)$ is the following computational task:

**INPUT:** Integer $a \geq 1$, polynomials $\varphi_1, \ldots, \varphi_n \in \mathbb{Q}[x_1, \ldots, x_m]$, $f_1, \ldots, f_n \in \mathbb{Q}[t, x_1, \ldots, x_m]$ and matrices $A, B_1, \ldots, B_m \in M_n(\mathbb{A})$.

**OUTPUT:** (Codes of) a rational $T > 0$ with $H \subseteq [0, T] \times Q$, a spatial rational grid step $h$ dividing 1, a time grid step $\tau$ dividing $T$ and a rational $h, \tau$-grid function $v : G^*_N \to \mathbb{Q}$ such that

$$||u - \tilde{v}||_{H^1} \leq \frac{1}{a}.\quad (11)$$

This problem is a standard computational task on a discrete structure which asks for an algorithm (and its complexity estimation) which, for any given input computes a suitable output. The second version of the Cauchy problem is formulated as follows.

**Task 2.** $\text{CP}(m, n, a, M, A, Q)$ is the following computational task:

**INPUT:** (Codes of) polynomials

$$\varphi_1, \ldots, \varphi_n \in \mathbb{Q}[x_1, \ldots, x_m], \quad f_1, \ldots, f_n \in \mathbb{Q}[t, x_1, \ldots, x_m]$$
and matrices $A, B_1, \ldots, B_m \in M_n(\mathbb{A})$ such that the quantities $||A||_2, \frac{\lambda_{\max}(A)}{\lambda_{\min}(A)}$, 

$$
\max_i \left\{ ||B_i||_2, ||(A^{-1}B_i)^2||_2, \max_k \{ |\mu_k| : \text{det}(\mu_k A - B_i) = 0 \}, \sup_{t,x} \left| \frac{\partial^2 f}{\partial x_i \partial t}(t, x) \right|_2 \right\},
$$

and

$$
\max_{i,j} \left\{ ||A^{-1}B_i A^{-1}B_j - A^{-1}B_j A^{-1}B_i||_2, \sup_{t,x} \left| \frac{\partial^2 f}{\partial x_i \partial x_j}(t, x) \right|_2, \sup_x \left| \frac{\partial^2 \varphi}{\partial x_i \partial x_j}(x) \right|_2 \right\}
$$

are bounded by $M$.

OUTPUT: (Codes of) a rational $T > 0$ with $H \subseteq [0, T] \times Q$, a spatial rational grid step $h$ dividing 1, a time grid step $\tau$ dividing $T$ and a rational $h, \tau$-grid function $v : G^*_N \rightarrow Q$ such that $||u - v||_{H||sL_2} < \frac{1}{a}$.

The guaranteed-precision versions $BV(m, n, a, M, A, Q)$ and $BV(m, n, A, Q)$ of boundary-value problem (2) are stated in a similar way, only in the second version the additional assumption $\max_i \{ ||\Phi_i^{(1)}||_2, ||\Phi_i^{(2)}||_2 \} \leq M$ is needed.

Our basic result, which concerns Tasks 1 and 2, is formulated as follows (the definitions of the well known complexity classes PTIME and EXPTIME may be found e.g. in [6]).

**Theorem 5.**

1. For any $m, n \geq 1$, the problems $CP(m, n, A, Q)$ and $BVP(m, n, A, Q)$ are solvable in EXPTIME.

2. For any $m, n, a, M \geq 1$, the problems $CP(m, n, a, M, A, Q)$ and $BVP(m, n, a, M, A, Q)$ are solvable in PTIME.

One could consider several variations of the stated problems. For instance, one could vary some of the remaining fixed parameters or take rational functions $\varphi_1, \ldots, \varphi_n \in \mathbb{Q}(x_1, \ldots, x_m), f_1, \ldots, f_n \in \mathbb{Q}(t, x_1, \ldots, x_m)$ instead of polynomials. We will make some comments on the first option below. For the second option, analogues of Theorem 5 may be proved using the methods of this paper. In our approach, we cannot take arbitrary algebraic polynomials as the initial and right-hand side functions because computing their values, by the above-mentioned result in [46], requires exponential time which yields worse upper bounds than in Theorem 5 (see Subsection 4.3).

**Remark 3.** From the proof in the last section of this paper it will follow that similar upper bounds hold for the algebraic complexity.

### 3 Auxiliary algorithms

In this section we present some linear algebra algorithms which are used in Section 4 to prove the main results.

#### 3.1 Computing spectral decomposition

Here we give upper bounds for the complexity of symbolic computations of eigenvalues and eigenvectors for some classes of matrices and matrix pencils. The computations are w.r.t. the encodings specified in Section 2.4
By spectral decomposition of a symmetric real matrix \( A \in M_n(\mathbb{R}) \) we mean a pair \((\lambda_1, \ldots , \lambda_n), (v_1, \ldots , v_n)\) where \( \lambda_1 \leq \cdots \leq \lambda_n \) is the non-decreasing sequence of all eigenvalues of \( A \) (each eigenvalue occurs in the sequence several times, according to its multiplicity) and \( v_1, \ldots , v_n \) is a corresponding orthonormal basis of eigenvectors.

**Proposition 1.** 1. For any fixed \( n \geq 1 \), there is a polynomial time algorithm which, given a symmetric matrix \( A \in M_n(\mathbb{A}) \), computes a spectral decomposition of \( A \).

2. There is an algorithm which, given a symmetric matrix \( A \in M(\mathbb{Q}) \), computes (uniformly on \( n \)) the spectrum \((\lambda_1, \ldots , \lambda_n)\) of \( A \) in \( \text{PTIME} \) and a spectral decomposition of \( A \) in \( \text{EXPTIME} \).

**Proof.** 1. For fixed \( n \), the coefficients of \( ch_A = \det(\lambda I - A) \in \mathbb{A}[\lambda] \) are fixed integer polynomials from the elements of \( A \), so we can compute them in polynomial time using Theorem 4 in [3]. By results in \[26\] and Theorem 8 in [3] cited in Section 2.3 we can compute in polynomial time the increasing sequence \( \mu_1 < \cdots < \mu_m \) of all roots of \( ch_A \) and the corresponding multiplicities \( r_1, \ldots , r_m \) (hence we can also compute the sequence \( \lambda_1, \ldots , \lambda_n \)).

Compute in polynomial time a primitive element \( \beta \in \mathbb{A} \) with \( \mathbb{Q}(\beta) = \mathbb{Q}(\alpha, \mu_1, \ldots, \mu_m) \).

Working in \( \mathbb{Q}(\beta) \), we find in polynomial time (in the usual way, solving corresponding linear systems by the Gauss method), for each \( j = 1, \ldots , m \), a basis \( w_1, \ldots , w_j \) for the eigenspace of \( \mu_j \). Applying the Gram-Schmidt orthogonalization process (which also works in polynomial time for fixed \( n \)) and normalizing the obtained orthogonal basis, we obtain an orthonormal basis for this eigenspace. Putting together the orthonormal bases for all \( j \), we obtain a desired orthonormal basis \((v_1, \ldots , v_n)\) for the whole space.

2. Given \( A \in M(\mathbb{Q}) \), compute first the order \( n \) of \( A \). Next we compute the characteristic polynomial \( ch_A = \det(\lambda I - A) \in \mathbb{Q}[\lambda] \), written in the form \( ch_A = \lambda^n - p_1 \lambda^{n-1} - p_2 \lambda^{n-2} - \cdots - p_n \). By remarks at the end of Section 2.4 we can compute in polynomial time the traces \( s_1, \ldots , s_n \) of matrices \( A^1, \ldots , A^n \) respectively. It is known (see e.g. Section 4.4 of [14]) that the equalities \( p_1 = s_1 \) and \((k + 1)p_{k+1} = s_{k+1} - p_k s_k \) for \( k = 1, \ldots , n - 1 \), hold. From these we subsequently compute \( p_1, p_2, \ldots , p_n \) in polynomial time.

Since factorisation in \( \mathbb{Q}[\lambda] \) is computable in polynomial time [25], we can compute the canonical decomposition \( ch_A = q_1^{l_1} \cdots q_l^{l_l} \) where \( l, k_1, \ldots , k_l \) are positive integers. Let \( \lambda_{j_1} < \cdots < \lambda_{j_d} \) be the sequence of all roots of \( q_j \) where \( d_j = \deg(q_j) \). Then \( c(q_j, i) \) is the code of \( \lambda_{j,i} \) for each \( i = 1, \ldots , d_j \). Since \( \{\lambda_{j,i} \mid j = 1, \ldots , l, \ i = 1, \ldots , d_j \} = \{\lambda_1, \ldots , \lambda_n \} \) and all \( \lambda_{j,i} \) are pairwise distinct, we have computed the (codes of the) eigenvalues \( \lambda_1, \ldots , \lambda_n \). Since the multiplicity of \( \lambda_{j,i} \) is \( k_j \), we have also computed the multiplicity \( r_i \) of any eigenvalue \( \lambda_i \) (the multiplicity of \( \lambda_{j,i} \) is \( k_j \)).

Since the eigenvalues \( \lambda_{j,i} \) are pairwise distinct, it remains to find an orthonormal basis of the eigenspace \( \{x \mid (\lambda_{j,i} \cdot I - A)x = 0\} \) corresponding to any fixed \( \lambda_{j,i} \) (the dimension of this space is \( k_j \)). Applying the Gauss method (in the field of coefficients \( \mathbb{Q}(\lambda_{j,i}) \)) we find a desired basis \( w_{j,1}, \ldots , w_{j,k_j} \) (note that, since the field \( \mathbb{Q}(\lambda_{j,i}) \) is isomorphic to \( \mathbb{Q}[\lambda]/(p_j) \) for each \( i = 1, \ldots , d_j \), the systems may be solved uniformly on \( i \) in the quotient field, with subsequent evaluation of the computed polynomials at \( \lambda_{j,i} \)). By remarks in Section 2.4 this computation runs in polynomial time. Applying the Gram-Schmidt orthogonalization process and normalizing the obtained orthogonal bases for each \( i = 1, \ldots , d_j \), we put them

\[\text{Formulation of this item is weaker than in [25] where the estimate for orthonormalized eigenvectors is incorrect because the Gram-Schmidt process does not work in \( \text{PTIME} \) uniformly on \( n \).} \]
together to get a resulted orthonormal basis for the whole space in EXPTIME uniformly on \( n \), using Theorems 4 and 8 in [3]. \( \square \)

**Remark 4.** In fact, Theorem 8 in [3] implies that a spectral decomposition of any given symmetric algebraic matrix may be computed in exponential time uniformly on \( n \), though in this case we cannot compute in polynomial time even coefficients of \( ch_A \), again because of the result in [16].

By *matrix pencil* we mean a pair \((A, B)\) (often written in the form \( \mu A - B \)) of real non-degenerate symmetric matrices such that \( A \) is positive definite (i.e., all of its eigenvalues are positive). By *spectral decomposition* of such a pencil we mean a tuple
\[
((\lambda_1, \ldots, \lambda_n), (v_1, \ldots, v_n), (\mu_1, \ldots, \mu_n), (w_1, \ldots, w_n))
\]
such that \((\lambda_1, \ldots, \lambda_n), (v_1, \ldots, v_n))\) and \((\mu_1, \ldots, \mu_n), (w_1, \ldots, w_n))\) are spectral decompositions of the symmetric matrices \( A \) and \( D^*LL^*BD \) respectively, where \( L \) is the matrix formed by vectors \( v_1, \ldots, v_n \) written as columns and \( D = \text{diag}\{\frac{1}{\sqrt{\lambda_1}}, \frac{1}{\sqrt{\lambda_2}}, \ldots, \frac{1}{\sqrt{\lambda_n}}\} \).

**Proposition 2.** For any fixed \( n \geq 1 \), there is a polynomial time algorithm which, given a matrix pencil \((A, B)\) with \( A, B \in M_n(\mathbb{R}) \), computes a spectral decomposition of \((A, B)\).

*Proof.* By item 1 of the previous theorem, we can find in polynomial time a spectral decomposition \((\lambda_1, \ldots, \lambda_n), (v_1, \ldots, v_n)\) of \( A \). Since we can solve polynomial equations in \( \mathbb{Q}(\lambda_1, \ldots, \lambda_n) \) in polynomial time (see e.g. [26, 3] for details), we can compute in polynomial time the matrix \( D^*LL^*BLD \). Applying item 1 of the previous theorem to this matrix (and working now in the field \( \mathbb{Q}(\lambda_1, \ldots, \lambda_n) \) which is also computable in polynomial time [26]), we compute the remaining items \((\mu_1, \ldots, \mu_n), (w_1, \ldots, w_n)\). Note that \((\mu_1, \ldots, \mu_n)\) coincides with the sequence of eigenvalues of (in general, non-symmetric) matrix \( A^{-1}B \). \( \square \)

### 3.2 Computing data for the difference scheme

Here we explain how to compute data needed for computations with the difference schemes in Section 4.

Let \( A, B_1, \ldots, B_m \in M_n(\mathbb{R}) \) be matrices satisfying the conditions in Cauchy problem. We can compute the spectral decomposition \((\lambda_1, \ldots, \lambda_n), (v_1, \ldots, v_n)\) of \( A \) as in the proof of Proposition 1. Let \( \lambda_{\text{max}}, \lambda_{\text{min}} \) be respectively the maximum and minimum of \( \lambda_1, \ldots, \lambda_n \). Let \( L \) be the orthonormal matrix formed by vectors \( v_1, \ldots, v_n \) written in columns, so \( L^*AL = \Lambda = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_n\}, \) and let \( D = \Lambda^{-\frac{1}{2}} \).

For each \( i = 1, \ldots, m \), let \((\mu_{i}^{(\text{max})}, \mu_{i}^{(\text{min})}, (w_{1}^{(i)}, \ldots, w_{n}^{(i)}))\) be the spectral decomposition of the symmetric matrix \( D_i^*L_i^*B_iLD \) computed as in the proof of Proposition 2. Let \( \mu_{i}^{(\text{max})}, \mu_{i}^{(\text{min})} \) be respectively the maximum and minimum of \( \mu_{1}^{(i)}, \ldots, \mu_{n}^{(i)} \). Let \( M_i = \text{diag}\{\mu_{1}^{(i)}, \ldots, \mu_{n}^{(i)}\} \) and \( K_i \) be the orthonormal matrix formed by vectors \( w_{1}^{(i)}, \ldots, w_{n}^{(i)} \) written in columns, so \( K_i^*D_i^*L_i^*B_iLDK_i = M_i \). Let \( T_i = LDK_i \) for each \( i = 1, \ldots, m \).

From Propositions 1, 2 and remarks in Section 2.4 we easily obtain:

**Proposition 3.** For any fixed \( m, n \geq 1 \), there is a polynomial time algorithm which, given matrices \( A, B_1, \ldots, B_m \in M_n(\mathbb{Q}) \) satisfying the conditions of symmetric hyperbolic
systems, computes the objects \( A^{-1}, T_i, T_i^{-1}, \lambda_{\text{max}}, \lambda_{\text{min}}, \mu^{(i)}_{\text{max}}, \mu^{(i)}_{\text{min}}, \mu^{(i)}_k (i = 1, \ldots, m, k = 1, \ldots, n) \) specified above.

Note that in the proof of Theorem 5 in Section 4 we will stick (for notational simplicity) to the typical particular case \( m = 2 \) where the notations \( T_x = T_1, T_y = T_2 \) and \( K_x = K_1, K_y = K_2 \) are more appealing, e.g. for considering the linear transformations of variables.

4 Proof of the main results

Theorem 4 straightforwardly follows from Proposition 2. We give a proof of Theorem 5 for the Cauchy problem and the boundary-value problem simultaneously, with a minor modification of the numerical algorithm used in our proof.

4.1 Computing the grid steps

In the Proposition below we assume that all the assumptions of Section 2.5 hold. This proposition is the main technical tool of the present paper.

Proposition 4. Let \( m, n \geq 1 \) be fixed integers. The time and space steps \( \tau \) and \( h \) guaranteeing (11), when using the difference scheme (19) on the corresponding grid, are PTIME computable from \( a, \varphi, f, A, B \) \((i = 1, 2, \ldots, m)\).

Proof. W.l.o.g., stick to the case \( m = 2 \), denoting \( B_1 = B, B_2 = C \). First note [18] that the Godunov scheme (see its detailed description below in the next subsection) is stable if and only if

\[
\tau \leq h \cdot \left( \frac{1}{\max_i \{ |\mu_i| : \det(\mu_i A - B) = 0 \}} + \frac{1}{\max_i \{ |\mu_i| : \det(\mu_i A - C) = 0 \}} \right)^{-1}
\]  

(see also a short summary of the proof of this fact in [32]). Recall that stability is an intrinsic property of a difference scheme, implying, together with approximation, its convergence to the corresponding differential equation in grid norms.

By Proposition 2 a rational \( \tau \) satisfying (12) can be found in polynomial time, if \( h \) is computed in polynomial time. It is also obvious that \( \tau \) can be chosen so that \( L = \frac{T}{\tau} \) is integer. Thus it suffices to estimate complexity of finding \( h \).

In [33] we established, applying well known theorems about difference schemes and interpolations, that

\[
||u - \tilde{u}||_{L_2} \leq ||u \big|_{G_N^x} - \tilde{u} \big|_{H}||_{L_2} \leq c_{\text{int}} h + c_{\text{diff}} h \leq Ch \leq \frac{1}{a},
\]

where the “constants” \( c_{\text{int}} \) and \( c_{\text{diff}} \) depend only on \( A, B_1, \ldots, B_m \) and the first and second partial derivatives of \( \varphi \). So we can take \( h = \frac{1}{2a} \) such that

\[
h \leq \frac{1}{aC};
\]
it remains to estimate the complexity of finding an upper bound $C$ on $(c_{\text{int}} + c_{\text{diff}})$ from 
the input data.

We claim that

$$\max\{c_{\text{int}}, c_{\text{diff}}\} \leq \mathcal{P}(A, B, C, \varphi),$$

(15)

where

$$\mathcal{P}(A, B, C, \varphi) = \frac{\lambda_{\text{max}}(A)}{\lambda_{\text{min}}(A)} \cdot \max\{\|\partial^2 \varphi / \partial x_i \partial x_j\|_s\} \cdot \max\{\|A\|_2, \|B\|_2, \|C\|_2, \|(A^{-1}B)^2\|_2, \|(A^{-1}C)^2\|_2, \|A^{-1}BA^{-1}C - A^{-1}CA^{-1}B\|_2\}.$$ 

As noted in [15] (see chapter 5), $c_{\text{diff}} = c_1 \cdot c_2$ where $c_2 = \sqrt{\frac{\lambda_{\text{max}}(A)}{\lambda_{\text{min}}(A)}}$ comes from the stability property [18] and $c_1$ comes from the approximation property $\|L_h u_h - (Lu)|_{C^1}\|_{sL_2} \leq c_1 h$. Since our scheme has the first order of approximation, it follows from the Taylor decomposition of $Lu$ that $c_1$ depends only on the norms of $A, B_t$ and $C$

$$\|\partial u / \partial x_i\|_{sL_2}, \|\partial u / \partial t\|_{sL_2}, \|\partial^2 u / \partial x_i \partial x_j\|_{sL_2}, \|\partial^2 u / \partial x_i \partial t\|_{sL_2}.$$ 

As it is known, by the proof of the uniqueness theorem for (1) [17] (p. 155 for the Cauchy problem and p. 194 for the boundary-value problem, respectively), see also [12] [27], we have

$$\|u\|_{A, sL_2} \leq \|\varphi\|_{A, sL_2}$$

(16)

Applying an analogue of (16) to the systems for the second derivatives of $u$ and using the equivalence of norms in $\mathbb{R}^n$

$$\lambda_{\text{min}}(v, v) \leq \|v\|_A = (Av, v) \leq \lambda_{\text{max}}(v, v),$$

we obtain the desired estimate. More precisely, the estimates for the derivatives of the solution can be obtained as follows. Considering the Cauchy problem, due to the smoothness assumptions, we can construct auxiliary Cauchy problems for partial derivatives of $u$ (we write down a couple of them, as examples):

$$\begin{cases} A(u_x)_t + B(u_x)_x + C(u_x)_y = 0, \\ u_x|_{t=0} = \varphi_x, \end{cases} \quad \begin{cases} A(u_t)_t + B(u_t)_x + C(u_t)_y = 0, \\ u_t|_{t=0} = -A^{-1}(B\varphi_x + C\varphi_y), \end{cases}$$

(17)

$$\begin{cases} A(u_{tt})_t + B(u_{tt})_x + C(u_{tt})_y = 0, \\ u_{tt}|_{t=0} = -A^{-1}(B(u_t|_{t=0})_x + C(u_t|_{t=0})_y) = \\ (A^{-1}B)^2\varphi_{xx} + (A^{-1}C)^2\varphi_{yy} + (A^{-1}BA^{-1}C - A^{-1}CA^{-1}B)\varphi_{xy}. \end{cases}$$

From (16) $c_{\text{int}}$ is easily estimated in a similar way as above (by bounding the derivatives of $u$).

From these considerations, $h \leq \frac{1}{4e} \leq \frac{1}{2\pi \mathcal{P}(A, B, C, \varphi)}$ can be computed in PTIME, since all the expressions in $\mathcal{P}(A, B, C, \varphi)$ (eigenvalues, matrix multiplication, taking an inverse matrix, calculating upper bounds on the norms, differentiating rational polynomials) are PTIME computable. $\square$

Note that for not fixed $n$, the PTIME bounds in Proposition 4 fail to hold, since there are no PTIME bounds on finding eigenvalues, see Remark 4.
4.2 Description of the algorithm

The difference scheme for the boundary-value problem \([2]\) and the Cauchy problem \([1]\) may be chosen in various ways. We use the Godunov scheme \([18]\) (see also e.g. \([24]\)), which can also be applied to a broader class of systems, including some systems of nonlinear equations. We describe it in few stages, letting for simplicity the righthand part of \([1]\) to be zero: \(f = 0\). The scheme approximates the system \([1]\) or \([2]\) with the first order of accuracy (the proof of the approximation property is done by means of the Taylor decomposition). To simplify the analysis of complexity, we write the scheme in an algorithmic form.

The algorithm describes, in several steps, computation of the values \(v_{i-j}^{\frac{1}{2}}\) (approximating the solution of \([1]\) or \([2]\) at the point \((t, \frac{i-1}{2}, \frac{j-1}{2})\)) on the time level \(t = (l + 1)\tau\) from the values \(v_{i-j}^{\frac{1}{2}}\) on the time level \(t = l\tau\). We distinguish the values by upper and lower indices, in order to avoid using of a third index \(l\).

0. Find the matrices \(T_x, T_y, T_x^{-1}, T_y^{-1}, A^{-1}\), the eigenvalues \(\mu_k(B), \mu_k(C)\) of the matrix pencils \(\mu A - B, \mu A - C\) \((k = 1, 2, \ldots, N)\) and the steps \(h, \tau\) from given \(m, n, a\), algebraic (resp. rational) matrices \(A, B, C\) and the initial function \(\varphi\).

1. Let \((for i from 1 to 2^N, j from 1 to 2^N)\) \(v_{i-j}^{\frac{1}{2}} = \varphi|_{G_N}\), i.e. on the level \(t=0\) we just take the values of initial conditions \(\varphi(\frac{i-1}{2N}, \frac{j-1}{2N})\).

The next steps 2-5 are carried out for all \(l\) from 1 to \(L = \frac{T}{\tau}\).

2. For \(i from 1 to 2^N, j from 1 to 2^N\), find the auxiliary vectors

\[
v_{i,j}^{(x)} = T_x^{-1}v_{i-\frac{1}{2},j-\frac{1}{2}}, \quad v_{i+\frac{1}{2},j-\frac{1}{2}}^{(x)} = T_x^{-1}v_{i+\frac{1}{2},j-\frac{1}{2}}
\]

\[
v_{i,j}^{(y)} = T_y^{-1}v_{i-\frac{1}{2},j-\frac{1}{2}}, \quad v_{i-\frac{1}{2},j+\frac{1}{2}}^{(y)} = T_y^{-1}v_{i-\frac{1}{2},j+\frac{1}{2}}
\]

3. Find the auxiliary “large values”

\[
V_{i,j}^{(x)} = \begin{pmatrix}
W_{i,j}^{1,\frac{1}{2}} \\
W_{i,j}^{2,\frac{1}{2}} \\
\vdots \\
W_{i,j}^{m,\frac{1}{2}}
\end{pmatrix}, \quad V_{i,j}^{(y)} = \begin{pmatrix}
W_{i,j}^{1,\frac{1}{2}} \\
W_{i,j}^{2,\frac{1}{2}} \\
\vdots \\
W_{i,j}^{n,\frac{1}{2}}
\end{pmatrix}
\]

for \(i = 0, 1, 2, \ldots, 2^N, j = 1, 2, \ldots, 2^N; i = 1, 2, \ldots, 2^N, j = 0, 1, 2, \ldots, 2^N\).

For auxiliary “interior” points \(i\) from 1 to \(2^N - 1, j\) from 1 to \(2^N - 1\) let

\[
W_{i,j}^{k,\frac{1}{2}} = \begin{cases}
(v_{i-\frac{1}{2},j-\frac{1}{2}}^{(x)})_k, & \text{if } \mu_k(B) \geq 0, \\
(v_{i+\frac{1}{2},j-\frac{1}{2}}^{(x)})_k, & \text{if } \mu_k(B) < 0;
\end{cases}
\]

\[
W_{i,j}^{k,\frac{1}{2}} = \begin{cases}
(v_{i-\frac{1}{2},j+\frac{1}{2}}^{(y)})_k, & \text{if } \mu_k(C) \geq 0, \\
(v_{i+\frac{1}{2},j+\frac{1}{2}}^{(y)})_k, & \text{if } \mu_k(C) < 0,
\end{cases}
\]

where \(\mu_k(B), \mu_k(C)\) are respectively the \(k\)-th eigenvalues of the matrix pencils \(\mu A - B, \mu A - C\).

3a). In the case of the Cauchy problem \([1]\), for the auxiliary “boundary” values \(W_{0,j-\frac{1}{2}}, W_{2^N,j-\frac{1}{2}}\) (for \(j \) from 1 to \(2^N\)) and \(W_{i-\frac{1}{2},0}, W_{i-\frac{1}{2},2^N}\) (for \(i\) from 1 to \(2^N\)) we use the same
is the matrix diag

and

\[ v_{i-\frac{1}{2},-\frac{1}{2}}^{(y)} = v_{i-\frac{1}{2},2N-\frac{1}{2}}^{(y)}, \quad v_{i-\frac{1}{2},2N+\frac{1}{2}}^{(y)} = v_{i-\frac{1}{2},\frac{1}{2}} \]

3b). In the case of the boundary-value problem \((2)\), we compute the boundary values \(V_0, V_{2N}\) with the help of the boundary conditions. On the left boundary \(x = 0\) we calculate \(m_+\) components of \(V_0\), corresponding to the positive eigenvalues of the matrix \(A^{-1}B\), from the system of linear equations \(\Phi^{(1)}_1 V_0 = 0\); for \(m_-\) components of \(V_0\), corresponding to the negative eigenvalues, we let \(V_0 := v_+\). The components corresponding to the zero eigenvalues of \(A^{-1}B\) can be chosen arbitrarily since they are multiplied by zero in the scheme. The values on the right boundary and on both boundaries by the \(y\)-coordinate are calculated in a similar way.

4. Calculate \(U_{i,j-\frac{1}{2}} = T_x v_{i,j-\frac{1}{2}}^{(x)}\) (for \(i\) from 0 to \(2N\), for \(j\) from 1 to \(2N\)) and \(U_{i-\frac{1}{2},j} = T_y v_{i-\frac{1}{2},j}^{(y)}\) (for \(i\) from 1 to \(2N\), for \(j\) from 0 to \(2N\)).

5. Find values on the next grid step: for \(i\) from 1 to \(2N\), \(j\) from 1 to \(2N\) let

\[ u_{i-\frac{1}{2},j-\frac{1}{2}} = u_{i-\frac{1}{2},j-\frac{1}{2}} - \frac{\tau}{h} A^{-1} \left( B(U_{i,j-\frac{1}{2}} - U_{i-1,j-\frac{1}{2}}) + C(U_{i-\frac{1}{2},j} - U_{i-\frac{1}{2},j-1}) \right). \]  

(19)

Remember the calculated values as \(u_{i-\frac{1}{2},j-\frac{1}{2}}^{(l)} = u_{i-\frac{1}{2},j-\frac{1}{2}}, \) then let \(u_{i-\frac{1}{2},j-\frac{1}{2}} = u_{i-\frac{1}{2},j-\frac{1}{2}}^{(1)}\).

6. Finally, \(v = \{u_{i-\frac{1}{2},j-\frac{1}{2}}^{(l)}\}_{l=1}^L \mid_H\) is the approximation of the solution \(u\) of the system \((1)\), and \(v = \{u_{i-\frac{1}{2},j-\frac{1}{2}}^{(l)}\}_{l=1}^L \mid_{[0,1]^m \times [0,7]}\) is the approximation of the solution \(u\) of the system \((2)\).

**Remark 5.** Stage 3 of the algorithm can be carried out without using the branching operator, by letting

\[ W_{i-\frac{1}{2},j} = S^B_+ v_{i-\frac{1}{2},j-\frac{1}{2}} + S^C_+ v_{i-\frac{1}{2},j-\frac{1}{2}}; \quad W_{i-\frac{1}{2},j} = S^C_- v_{i-\frac{1}{2},j+\frac{1}{2}} + S^C_+ v_{i-\frac{1}{2},j+\frac{1}{2}}. \]

Here \(S^B\) (resp. \(S^C\)) is the matrix diag\(\{1, 1, \ldots, 1, 0, 0, \ldots, 0\}\), with the number of 1s equal to the number of negative eigenvalues of \(A^{-1}B\) (resp. \(A^{-1}C\)); similarly, \(S^B_+\) (resp. \(S^C_+\)) is the matrix diag\(\{0, 0, \ldots, 0, 1, 1, \ldots, 1\}\) with the number of 1s equal to the number of nonnegative eigenvalues of \(A^{-1}B\) (resp. \(A^{-1}C\)). Note that the matrices \(S^B, S^C, S^B_+, S^C_+\) can be computed on Stage 0 before the cycles, and that these matrices depend only on the signs of the eigenvalues \(\mu_k(B), \mu_k(C)\).

### 4.3 Counting steps

With all this at hand, it is not hard to count the computation steps in the Godunov scheme (all computations are w.r.t. the \(p\)-presentation of \(A\) in Section 2.3). By Proposition 4 the
number of grid points in the scheme (see Section 2.2) is bounded by a polynomial. The computations in Godunov’s scheme proceed bottom-up by layers, along the time axis. At the bottom level, we just evaluate the initial functions in the grid points which requires polynomial time according to remarks in Section 2.3. To go one level up requires, for each grid point on the next level, the values at the previous levels and a fixed number of matrix multiplications by matrices, computed in advance using Propositions 1 and 2. Therefore, climbing one level up also requires polynomial time. Let \( p_i, i = 1, \ldots, L \) (where \( L = \frac{T}{\tau} \), computed in polynomial time), be a polynomial bounding the computation time for level \( i \). Since the computation at level \( i \) uses only the values of \( u \) at grid points of level \( i - 1 \) (note that computation of the value at any point from the \( i \)-th level requires only finite number of points at the \((i - 1)\)-th level, in our case five \( 2m + 1 \) points) and some matrices computed in advance, the whole computation time is (essentially) bounded by the composition \( p_L \circ \cdots \circ p_1 \) of polynomials which lays down to EXPTIME and yields the complexity bound given in item 1 of Theorem 5.

For item 2 the argument is the same, except that one has to take into account that for a fixed \( n \) the algorithm of spectral decomposition works in polynomial time and that the number of time steps \( L \) is just constant (instead of PTIME computable) in this case. It follows from the estimates (12), (14) and (15) of Proposition 4, in particular the expression \( \mathcal{P}(A, B, C, \varphi) \) used to calculate \( h \) can be taken just as \( M^3 \).

**Remark 6.** 1) Note that the estimate in Theorem 5 (1) is exponential even for fixed \( n \) because we take arbitrary rational polynomials as initial functions. Taking reasonably restricted classes of initial functions and matrices (with restrictions like those in [32, 33]) yields a polynomial estimate in item (2), though the degree of polynomial is high and one needs to take a fine grid with small steps \( h \) and \( \tau \). In this way, the exponential algorithm of item (1) might work out better than the polynomial one of item (2) for concrete problems. Also note that in item (2) the precision is fixed.

2) For the case of simultaneously diagonalizable (or, equivalently, mutually commuting) matrices \( A^{-1}B_j \), the solution of the IVP (1) even in the sense of Task 1 is in PTIME (without using the difference scheme method). Indeed, for \( n = 1 \), the scalar transport equation \( u_t = \sum_{j=1}^{m} b_j u_{x_j} \) can be easily solved in PTIME: \( u(t, x_1, \ldots, x_m) = \varphi(x_1 - b_1 t, \ldots, x_m - b_m t) \).

For a fixed \( n > 1 \), the system (1) can be linearly transformed to \( n \) independent transport equations via spectral decomposition of the matrix pencils \( (A, B_j) \), which is computable in PTIME according to Proposition 2.

### 5 Conclusion

In this paper we obtained apparently first bit complexity upper bounds for computing solutions of the Cauchy and dissipative boundary-value problems for symmetric hyperbolic systems of PDEs (to which also many higher-order hyperbolic PDEs can be reduced) with guaranteed precision.

Although our methods do not always yield (for instance, for large \( n \)) practically feasible algorithms for guaranteed-precision problems for PDEs, we hope that investigations in this direction are fruitful for both theoretical research and applications. In particular, on
the implementation level it seems useful and rewarding to enhance the existing systems of “exact real computations” by packages based on highly developed algorithms of computer algebra. We are not aware of the existence of such “hybrid” systems built under the slogan of “guaranteed-precision numerical computations”.
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