Linear regression based on Minimum Covariance Determinant (MCD) and TELBS methods on the productivity of phytoplankton
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Abstract. The existence of outliers on multiple linear regression analysis causes the Gaussian assumption to be unfulfilled. If the Least Square method is forcedly used on these data, it will produce a model that cannot represent most data. For that, we need a robust regression method against outliers. This paper will compare the Minimum Covariance Determinant (MCD) method and the TELBS method on secondary data on the productivity of phytoplankton, which contains outliers. Based on the robust determinant coefficient value, MCD method produces a better model compared to TELBS method.

1. Introduction
Outlier is one of the problems in linear regression analysis that gives a very big influence on the model if it is used the Least Squares method (LS) [8]. The existence of the outliers in the data will cause the regression line to shift toward the outliers. This will cause the resulting error to be large so that the Gaussian assumption of normality may not be met. In LS method, outliers are usually set aside from the data set. Setting aside this data is not a wise procedure because sometimes the data provides information that other data cannot provide. To deal with this, the robust method is used as an alternative of LS method. The robust procedure is intended to accommodate the data weirdness, as well as eliminate the identification of data outliers and also automatic in tackling outliers [2].

Some of the robust methods that have been introduced include M estimator proposed by Huber in 1973, Least Median Square (LMS) and Least Trimmed Square (LTS) proposed by Rousseeuw in 1984 [6]. Birch introduced the robust method that was a generalization of the M estimator [1] called the Bounded-Influence estimator (B-I estimator). Furthermore, the regression of Minimum Covariance Determinant (MCD) proposed by Rousseeuw in 2004 and further deepened by Hubert [6]. The latest method is the TELBS method [11]. Similar to the MCD method, the TELBS method can deal with the problem of calling either in space X or space Y.

Based on the similarity in its ability to handle the problem of outliers, this paper examines TELBS and MCD methods applied to secondary data on the productivity of phytoplankton. The model obtained from both of these methods will be compared based on the robust coefficient of determination to determine the best model. The data centralize measurement used in robust determinant coefficients is median in accordance with the nature of data containing the outliers.
2. Linear regression analysis

Regression analysis is a statistical application that can build the relationship model between the independent variable \(X\) and the dependent variable \(Y\). In the linear model, the commonly used method for estimating the parameter is the Least Squares method (LS). The LS method is the easiest method to perform with certain assumptions called the Gaussian assumption [4]. If all Gaussian assumptions are met then \(\hat{\beta}\) is a linear, non-biased and has minimum variance estimator.

Model of linear regression sample in matrix form, expressed by:

\[
y = X\beta + e
\]  

where \(y\) is the dependent variable observation vector (\(n \times 1\)), \(X\) is the independent variable observation matrix (\(n \times (k + 1)\)), \(\beta\) is the parameter to be estimated ((\(k + 1) \times 1\)) and \(e\) is a vector residual (\(n \times 1\)). Using the LS method, the component estimated by the principle is to minimize the sum of the residual squares to produce the following estimates:

\[
\hat{\beta} = (X'X)^{-1}X'y
\]

The use of the LS method in estimating parameter parameters is a very well known method because it is easy to understand and to calculate. However, the use of this method is usually influenced by the presence of outliers. Outlier is the furthest observation of data centre that may have a major effect on regression coefficients [10]. The condition will arise if the sample data presented is varied and extreme. Every time there is an outlier, the model will usually change, so if used as a prediction model will get poor results and give a wrong interpretation. The existence of outliers can cause errors and variance of data to be large. Consequently, the parameter interval becomes large.

Outlier is rejected if after searching it results in errors in measurement or analysis, inaccuracy of data recording, and damage to the measuring tool. If it is not the result of such mistakes, careful investigation must be made [3]. An investigation or diagnosis in regression analysis is one way to monitor problems arising in relation to data or models. One way of diagnosing data related to outlier is to use a hat matrix [7] defined as follows:

\[
H = X(X'X)^{-1}X'
\]

The matrix hat essentially transforms the observed value \(y\) vector to the estimated value \(\hat{y}\) vector. The main diagonal of the hat matrix is that \(h_{ii}\) will show a value greater than \(2p / n\), if the data is the outlier where \(p = k + 1\).

2.1. Minimum Covariance Determinant (MCD) method

The Minimum Covariance Determinant (MCD) estimator is one of the first affine equivariant and highly robust estimators of multivariate location and scatters [6]. MCD method begins by determining the subset of matrix \(X\) as much as \(h\) observations are:

\[
h = \frac{n+k+1}{2}
\]

So there will be a combination of observations as much as \(a = C^n_h\). The subsets of the matrix \(X\) are denoted by:
From each $H_b$, call as $H_{bm}$, the average vector and the covariance matrix are determined by:

$$t_{bm} = \frac{1}{h} (H_{bm})' v$$  \hspace{1cm} (6)$$

$$C_{bm} = \frac{1}{h} [H_{bm} - vt_{bm}'] [H_{bm} - vt_{bm}]$$  \hspace{1cm} (7)$$

where $v$ is the vector column is worth 1 ($h \times 1$). Next for each $b$ is calculated the value of $\text{det}(C_{bm})$. For $m = 1$, if $\text{det}(C_{bm}) \neq 0$, then the distance of the Mahalanobis, is the element in the diagonal of the matrix, is determined by:

$$d_{MD}^2 = \left| X' - v' \bar{X} \right| C^{-1} \left( X' - v' \bar{X} \right)'$$  \hspace{1cm} (8)$$

where $X'$ is the matrix of the observed independent variables ($n \times k$), $v'$ is column vector is worth 1 ($n \times 1$). $C^{-1}$ is the inverse of the covariance matrix ($k \times k$), and $\bar{X}$ is the average matrix of each row ($1 \times k$). The distance of the mahalanobis is sorted from the smallest value and taken as $h$, then the selected number of observations is identified. After that, a new $X'$ matrix is formed as $H_{bm}$ ($m = m + 1$) and the new $t_{bm}$ and $C_{bm}$ values are determined. The next step is to compare the value of $\text{det}(C_{bm})$ and $\text{det}(C_{bm-1})$.

1. If $\text{det}(C_{bm}) \neq \text{det}(C_{bm-1})$, using equation (8) recovered the value of the distance of the new mahalanobis, then new $X'$ is formed to obtain new $H_{bm}$ matrix;
2. If $\text{det}(C_{bm}) = \text{det}(C_{bm-1})$, data processing is done from by taking another subset.

This process is done until all of the $H_b$ subsets are out. Further, the smallest determinant of covariance of all determinants of the subsets of $H_b$ is selected. The subset with the smallest covariance determinant is called $H_{MCD}$, so further can be also determined $t_{MCD}$ and $C_{MCD}$. The $H_{MCD}$ matrix element is the independent variable of the selected sample unit based on the smallest order of the mahalanobis distance so that it can be determined also the pair of the dependent variable.

The variance-covariance matrix of the variables $X$ and $Y$ variables whose chosen probes can be obtained by the following formula:

$$\hat{\Sigma} = \begin{bmatrix} \hat{\Sigma}_{XX} & \hat{\Sigma}_{XY} \\ \hat{\Sigma}_{YX} & \hat{\Sigma}_{YY} \end{bmatrix}$$  \hspace{1cm} (9)$$

Then we can determine covariance of error from:

$$\hat{\Sigma}_e = \hat{\Sigma}_{YY} - \hat{\theta}_{MCD}' \hat{\Sigma}_{XY} \hat{\theta}_{MCD}$$  \hspace{1cm} (10)$$

with $\hat{\theta}_{MCD} = \hat{\Sigma}_{YY} \hat{\Sigma}_{XY}$. 
The main principle in the MCD method is to calculate the weights $w_{ii} = 1$ if $d(e_{MCD}) \leq \sqrt{x_{1-\alpha}}$ with $d(e_{MCD}) = \sqrt{e_{MCD}(\sum_{e_{MCD}})^{-1}(e_{MCD})'}$ so $W_{MCD}$ matrix $(n \times n)$ is:

$$W_{MCD} = \begin{bmatrix}
    w_{11} & w_{12} & \cdots & w_{1n} \\
    w_{21} & w_{22} & \cdots & w_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{n1} & w_{n2} & \cdots & w_{nn}
\end{bmatrix}$$ (11)

with the matrix entries $w_{ij} = 0$ for $i \neq j$. This matrix is the robust weight matrix and is used to obtain sensitivity parameter estimates with the following equations:

$$\hat{\beta}_{MCD} = \left(X'W_{MCD}X\right)^{-1}X'W_{MCD}y$$ (12)

### 2.2. TELBS method

One of the regression methods to estimate regression parameters when there are outliers is the TELBS method. TELBS estimator is better than the least squares method, M and MM estimator and its performed by minimizing objective function [11]:

$$\min_\beta \sum_{i=1}^n \frac{\rho(t_i)}{L_i} = \min_\beta \sum_{i=1}^n \frac{1 - \text{sech}(\omega t_i)}{L_i}$$ (13)

with

$$t_i = \frac{(y_i - x_i'\hat{\beta})(1 - h_{ii})}{\sigma}$$ (14)

$$L_i = \sum_{j=1}^i \max \left\{ M_j, |x_{ij}| \right\}$$ (15)

$$M_j = \text{median} \left\{ |x_{i1}|, |x_{i2}|, \ldots, |x_{in}| \right\}$$ (16)

$\omega$ are positive real numbers called constants of constancy (value 0.628). Estimator value $\sigma$ can be obtained from the equation as follows:

$$\hat{\sigma} = 1.1926 \text{median}_{i,j \in \text{out}} \left( \text{median}_{j \in \text{out}} (r_i - r_j) \right)$$ (17)

The selection of the constant 1.1926 makes $\sigma$ a near-unbiased approximation of the limited sample [9]. To minimize equation (13) it must be derived to the parameter $\hat{\beta}$ and equal to zero, so that equation (13) can be expressed as:
\[
\sum_{i=1}^{n} \frac{\psi(t_i)(1-h_{ii})}{L_i} \frac{\partial(y_i - \beta_0 - \beta_1 x_{i1} - \beta_2 x_{i2} - ... - \beta_k x_{ik})}{\partial \beta_j} = 0
\]  

(18)

with \(\psi(x) = \frac{\partial \rho(x)}{\partial x} = \omega \text{Sech}(\omega x) \text{Tanh}(\omega x)\).

The weighted function is defined (11):

\[
w_{ii}^* = \frac{\psi(t_i)(1-h_{ii})}{\sigma e_i L_i}
\]

(19)

then equation (18) can be written to be:

\[
\sum_{i=1}^{n} w_{ii}^* e_j \frac{\partial(y_i - \beta_0 - \beta_1 x_{i1} - \beta_2 x_{i2} - ... - \beta_k x_{ik})}{\partial \beta_j} = 0
\]

(20)

Equation (20) if it is derived to \(\beta_0\) and \(\beta_j\) will produce the matrix form \((X'W^*X)\hat{\beta} = X'W^*y\) so we obtain an estimate of TELBS methods are:

\[
\hat{\beta}_{TELBS} = \left(X'W^*X\right)^{-1} X'W^*y
\]

(21)

where \(W^*\) is the square matrix with the diagonal element is \(w_{ii}^*\) in equation (19) and the matrix entry \(w_{ij}^* = 0\), for \(i \neq j\). In the TELBS method the estimated value obtained by the iteration process until the convergence is achieved.

The robust determination coefficient is then determined to see the suitability of the model as follows [11]:

\[
R^2 = 1 - \left(\frac{\text{Median}_{i \in \text{Sign}} |e_i|}{\text{Median}_{i \in \text{Sign}} \ |y_i - \text{Median}_{i \in \text{Sign}} y_i|} \right)^2
\]

(22)

3. Data

The secondary data used is the result of research on the primary productivity of phytoplankton with the physicochemical factors of aquatic in aquaculture with floating net [5]. From the result of the research, there are twenty data pair, with primary productivity (gr.L/m^2) as an independent variable (\(Y\)) and three independent variables namely light intensity (kcal/m^2) as \(X_1\), PH (\(X_2\)), and phytoplankton density (ind/mL) as \(X_3\).

4. Results and discussion

The hat matrix is used to detect the presence of the outlier. The main diagonal of the hat matrix is shown in Figure 1. It appears that the \(17^\text{th}\), \(18^\text{th}\), and \(19^\text{th}\) data are the outliers represented by a value greater than \(2p/n = 0.3\). If forced by using LS, the value of determination coefficient is 0.57762, meaning that only 57.762% variability of primary production of phytoplankton can be explained by the factors that influence it.
Figure 1. \( h_{ij} \) value of phytoplankton productivity

The small coefficient of determination in LS method becomes the reason for modeling using MCD method and TELBS method. Using Maple 15, the results are presented in the following table:

| Component | MCD method | TELBS method |
|-----------|------------|--------------|
| \( \beta_0 \) | 0.5855     | -0.4259      |
| \( \beta_1 \) | \( 10^{-4} \) | \( 1.75 \times 10^{-4} \) |
| \( \beta_2 \) | 0.0826     | 0.0584       |
| \( \beta_3 \) | \( 3.10^{-4} \) | \( 2.232 \times 10^{-4} \) |
| \( R^2 \) | 0.8994     | 0.8781       |

The results of Table 1 above show that based on the coefficient of determination, MCD produces a better model than TELBS method. This is reinforced by the residues values illustrated in figure below which shows that the residues generated by MCD tend to be less than the TELBS model.

Figure 2. Residues based on MCD and TLBS methods

Thus the best model for the phytoplankton productivity is as follows:

\[
\hat{y}_i = 0.5855 + 10^{-4} x_{i1} + 0.0826 x_{i2} + 3.10^{-4} x_{i3}
\]  

(23)

The coefficient of determination with MCD method gives a value of 0.8994. This means that 89.94% of the primary production variability of phytoplankton can be explained by the factors of light intensity, pH, and phytoplankton density. The remaining 10.06% is determined by other factors, which are not included in the study.

5. Conclusion

In this paper, we develop a linear model of the productivity of phytoplankton. It has been shown, that based on robust coefficient determinant, the MCD model is better than TELBS when data is contaminated by outlier.
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