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Abstract—Edge enabled Industrial Internet of Things (IIoT) platform is of great significance to accelerate the development of smart industry. However, with the dramatic increase in real-time IIoT applications, it is a great challenge to support fast response time, low latency, and efficient bandwidth utilization. To address this issue, time sensitive network (TSN) is recently researched to realize low latency communication via deterministic scheduling. To the best of our knowledge, the combinability of multiple flows, which can significantly affect the scheduling performance, has never been systematically analyzed before. In this article, we first analyze the combinability problem. Then, a noncollision theory based deterministic scheduling (NDS) method is proposed to achieve ultralow latency communication for the time-sensitive flows. Moreover, to improve bandwidth utilization, a dynamic queue scheduling (DQS) method is presented for the best-effort flows. Experiment results demonstrate that NDS/DQS can well support deterministic ultralow latency services and guarantee efficient bandwidth utilization.
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I. INTRODUCTION

With the rapid development of Industrial Internet of Things (IIoT), artificial intelligence (AI), and edge computing, a new revolution of Industry 4.0 and beyond is now in progress, for the purpose of realizing smart industry [1]. With this trend, edge enabled IIoT platform is of great significance to accelerate the development of intelligent applications in industry, such as industrial surveillance, smart manufacturing, and predictive maintenance. However, due to the heterogeneity and limited computing and communication capabilities of edge nodes, the rapid increase of real-time IIoT applications make edge intelligence face a great challenge in terms of fast response, low latency, and efficient bandwidth utilization [2]. Therefore, how to satisfy rigorous requirements of IIoT systems is a significant problem to be solved.

Time sensitive network (TSN) is a promising technology that guarantees high real-time latency requirements for edge enabled IIoT [1], [3]. As an enhancement to Ethernet, TSN has recently attracted many researchers to explore its applications, for the purpose of assuring bounded low latency and jitters for time-sensitive flows and providing services for best-effort traffics [4]. Moreover, that TSN can help accelerating the revolution of IIoT to next generation operational efficiency and computing connectivity has reached a consensus. IEEE TSN Task Group has defined a whole range of 802.1 substandards, which involve the clock synchronization, frame preemption, network management, and scheduled traffic enhancement [5]. In particular, IEEE 802.1Qbv time aware shaper (TAS) has been known as a key technique to guarantee the deterministic low latency requirements via time-triggered communication that follows static schedules [4], [5].

In the past few years, some scheduling methods have been presented to get the global static schedules, with the aim of guaranteeing deterministic end-to-end latency for time-critical traffic in TSN [3], [6]. Queuing theory has been adopted to...
analyze the end-to-end transmission latency, and an analysis of the worst-case latency for time-sensitive flows has been made using network calculus [7], [8]. Whereas, one of the major drawbacks of the two methods is that the statistical analyzes of the transmission latency are based on the hypothetical arrival patterns of flows. Therefore, they are not suitable for latency analyzing in deterministic networks. In literatures [9] and [10], the scheduling of time-sensitive flows has been regarded as the Satisfiability/Optimization Modulo Theories (SMT/OMT) problem, which has been addressed by calculating the static schedules with an off-the-shelf solver. Although some suitable scheduling solutions may be acquired with SMT/OMT solvers, time complexity increases rapidly if the number of flows increases [11]. Scheduling with heuristic algorithms has been discussed in literatures [12] and [13], and some solutions with relatively lower time complexity have been presented.

Since the latency of flows in TSN depends not only on the scheduling, but also on the influence from other flows to be scheduled together. To address this issue, some researchers have focused on the joint optimization of flow scheduling and routing [14]–[16]. The flow route and schedule are jointly determined, whereas the updates are necessary when network structure changes or new flow occurs. Unfortunately, the delay caused by the conflicts between the time-sensitive flows in one port is rarely considered to date [17]. Moreover, current research studies only focus on the schedulability analysis for simple network topology, such as automotive in-vehicle network [18] and the network with tens of flows in industrial scenarios [19].

A. Motivation

With IIoT revolution towards next generation operational efficiency and computing connectivity, a large number of time-sensitive businesses need to be offloaded to the edge nodes for computing and analyzing. To support services with fast response time, low latency, and efficient use of bandwidth, the requirements of ultralow latency communication in edge enabled IIoT need to be satisfied. Then, how to rapidly acquire effective static schedules for massive time-sensitive flows is a major concern to be solved.

To address the above issue, in this article we analyze the scheduling problem based on the following two aspects: 1) to guarantee rigorous latency requirements of time-sensitive applications, all time-sensitive and best-effort flows must be strictly separated, while the performance requirements on delay and jitters must be satisfied. Existing methods designed based on SMT/OMT and integer linear programming (ILP) are with high complexity due to the missing of systematical analyzes on combinability for multiple flows. Then, it is a great challenge to optimize the scheduling for massive time-sensitive flows in edge enabled IIoT systems; 2) mandatory decentralized reservation of bandwidth for time-sensitive flows results in the fragmentation of residual time slots, and that a static schedule for time-sensitive flows divides the hyper-frame time slot into irregular fragments would reduce the utilization of remaining bandwidth. Therefore, an appropriate scheduling algorithm is necessary to guarantee the latency of time-sensitive flows and improve the overall bandwidth utilization for edge enabled IIoT systems.

B. Contribution

In this article, we mainly discuss the scheduling problem of time-sensitive applications in edge enabled IIoT, and our main contributions are given as follows.

1) Theoretical analyzes on the combinability problem of multiple flows are performed for the first time to our knowledge, and several conclusions about the noncollision combination of multiple time-sensitive flows are provided. Moreover, the conflicting packets between different flows can be predicted to make the scheduling scheme easy to be designed.

2) To satisfy bounded low latency and jitters requirements of time-sensitive flows, a deterministic scheduling method based on the combinability of multiple flows is presented. This method can intelligently determine whether nonconflict scheduling or the scheduling with relaxation of delay jitters is available.

3) To improve the overall bandwidth utilization, a dynamic scheduling method for nontime-sensitive flows is presented. The priorities, time slots, and queue lengths are considered together in this method, and the port revenue is maximized to determine the most appropriate packet to be forwarded.

The rest of this article is organized as follows. First, related works are summarized in Section II. Then, we describe the problems to be solved in Section III. Section IV gives the network model and theoretical analyzes. An overview and the details of the proposed scheduling methods are presented in Section V. Performance evaluations are performed for our methods in Section VI. Finally, Section VII, concludes the article.

II. RELATED WORKS

Recently, research of scheduling in TSN has been a major concern due to the rapid increase of time-sensitive businesses. Existing traffic scheduling methods in TSN can be divided into two categories: 1) the scheduling methods based on the Quality of Service (QoS); 2) the TAS-based scheduling methods [20]. Network calculus has been adopted to analyze the worst-case latency to guarantee the QoS of time-sensitive flows in literatures [7] and [8]. The scheduling problem has been analyzed by using the SMT/OMT model while off-the-shelf solvers have been introduced to calculate static TAS schedules in literatures [9], [10], [12], and [21].

Literature [22] has presented a method of time-sensitive software-defined network (SDN) to realize the scheduling for time-sensitive flows and best-effort flows in the same SDN. In addition, logical centralized controller has been adopted to address the global scheduling problem. ILP has been utilized to solve the routing and scheduling problems in literature [23], it enables the terminal to execute packet scheduling of the user plane with high precision. Heuristic algorithms have been used to optimize the scheduling in literatures [12], [13], [24], and
Table I

| Analysis | Literatures | [7] | [8] | [9] | [10] | [12] | [14] | [20] | [21] | [22] | [23] | [24] | [25] |
|----------|-------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Focus    | Scheduling  | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
|          | Routing     | No  | No  | No  | No  | No  | Yes | Yes | No  | Yes | No  | No  | No  |
| Constraints | Constraints | No  | No  | No  | Yes | Yes | Yes | Yes | Yes | Yes | No  | No  | No  |
| Method   | SMT/OMT     | No  | No  | Yes | Yes | Yes | No  | No  | Yes | No  | No  | No  | No  |
|          | ILP         | No  | Yes | No  | No  | No  | Yes | Yes | No  | Yes | No  | Yes | No  |
|          | Network calculus | Yes | Yes | No  | No  | No  | No  | No  | No  | No  | No  | No  | No  |
| Optimization | Heuristic | No  | No  | No  | No  | Yes | No  | No  | Yes | No  | Yes | Yes | Yes |
| Application | Network size | Small | Small | Medium | Small | Medium | Small | Small | Small | Small | Small | Small |
|            | Scenarios   | Vehicle | Vehicle | IoT | IoT | IoT | IoT | Vehicle | IoT | IoT | IoT | IoT |
| Solver    | Off-the-shelf | No  | No  | Yes | Yes | No  | Yes | Yes | Yes | Yes | No  | No  | Yes |

[25], with the aim of minimizing the time complexity. Joint optimization of flow scheduling and routing has been explored in literatures [14] and [20], where the schedules of multiple flows in the routing nodes have been considered together to achieve deterministic end-to-end low latency.

Based on the reviews to existing works, the scheduling and routing of flows in TSN is either considered as a programming problem with constraints or an optimization problem with the aim of minimizing the end-to-end delay of flows, as shown in Table I. Although many existing works have focused on the delay guarantee with scheduling and routing algorithms, they lack theoretic analyzes on the key factors that result in the delay of TSN flows and do not further analyze the bandwidth utilization problem of best-effort flows. In contrast, we will theoretically analyze the combinability of time-sensitive flows to support the proposed scheduling methods, and consider the optimal combination of the strategies by using game theory to improve the overall bandwidth utilization.

### III. Problem Description

In edge enabled IIoT systems, multiple time-sensitive flows are inevitably scheduled and forwarded through the same node port during the data routing process. To achieve deterministic forwarding, some dedicated time slots are usually preserved in advance for the time-sensitive flows, while the residual is prepared for the best-effort ones. To optimize the scheduling of flows in edge enabled IIoT, the combinability of multiple time-sensitive flows and the residual bandwidth utilization (RBU) problems should be analyzed.

#### A. Combinability Problem of Time-Sensitive Flows

For the upcoming transformation in the context of Industry 4.0, many applications need end-to-end communications with hard-bounded guarantees for latency and reliability, as shown in Table II [4]. We call the data flows from those applications with bounded low latency and jitters as time-sensitive flows. However, fulfilling the requirement of one time-sensitive flow may make that of another flow unsatisfied. Hence, analyzes on combinability of multiple flows should be performed before the design of scheduling method.

To make the analyzes of the combinability problem easy to understand, we first give the definitions of some notations, as shown in Table III. The combinability of flows can directly affect the implementation of ideal scheduling. Generally, ideal deterministic scheduling for multiple time-sensitive flows in a node should satisfy two conditions: 1) the forwarding latency of flows is as low as possible; the original periodicity of flows is strictly maintained during the scheduling. Fig. 1 gives an...
example of ideal scheduling for two time-sensitive flows. It shows that the periods of the flows \( f_1 \) and \( f_2 \) in an egress port keep unchanged. For ideal scheduling, each packet in a flow must be ready before the reserved time slot arrives, while the latency should be as low as possible. Moreover, the reserved time slots for packets cannot conflict with each other in the time domain.

To describe the ideal scheduling problem for the flows \( f_1 \) and \( f_2 \), an optimization objective function can be defined as

\[
[\alpha_1, \alpha_2] = \arg \min_{\alpha_1, \alpha_2} (\alpha_1 - b_1, \alpha_2 - b_2)
\]

\[
\begin{align*}
C_1 & : \text{if} \ C_2 \text{ or } C_3, \\
C_1: & \tau_1 < (nT_1 + \alpha_1) - (mT_2 + \alpha_2) \\
C_2: & \tau_1 < (mT_2 + \alpha_2) - (nT_1 + \alpha_1), \quad \forall n, m \in N \\
C_3: & \begin{cases} \\
\alpha_1 - b_1 > J_1 + p_1 \\
\alpha_2 - b_2 > J_2 + p_2 \\
\end{cases}
\end{align*}
\]

(1)

where \( \alpha_1 \) and \( \alpha_2 \) denote the departure time of the 1st packets in the flows \( f_1 \) and \( f_2 \), respectively; \( b_1 \) and \( b_2 \) are the arrival time of the 1st packets; \( T_1 \) and \( T_2 \) are periods of \( f_1 \) and \( f_2 \), respectively; \( J_1 \) and \( J_2 \) are cumulated jitters before; \( p_1 \) and \( p_2 \) are the packet processing time of \( f_1 \) and \( f_2 \) in the switch node.

Ideal scheduling can effectively avoid delay jitters, because the \( n \)-th packet in the flow \( f_i \) is forwarded within the time slot \([nT_1+\alpha_1, nT_1+\alpha_1+\tau_1]\) so that all packets in the same flow have the same latency. However, whether multiple flows can be ideally scheduled together needs to be further analyzed since the conflicts between two flows may exist. The formal definition of the conflict is given as follows.

### Definition 1: Conflict between two flows \( f_1 \) and \( f_2 \) occurs if there exist two positive integers \((m, n)\) that make either of the following two conditions true.

1. \( nT_1 + \alpha_1 = mT_2 + \alpha_2 \);  
2. \( 0 < (nT_1 + \alpha_1) - (mT_2 + \alpha_2) < \tau_2 \) or \( 0 < (mT_2 + \alpha_2) - (nT_1 + \alpha_1) < \tau_1 \).

If the first condition is true, conflict of the first kind (CFK) occurs. If and only if the second is true, conflict of the second kind (CSK) appears. If neither CFK nor CSK occurs, multiple flows can be scheduled together to achieve ideal scheduling.

### B. Residual Bandwidth Utilization Problem

To guarantee deterministic delay, time slots for all packets in each time-sensitive flow should first be assigned. Then, the residual time slots can be shared by other best-effort flows. Whereas, this mandatorily allocation method inevitably results in the fragmentation of the residual time slots.

For traditional scheduling methods like strict priority (SP) and round robin, the remaining bandwidth is the only metric to measure whether flows are schedulable or not since it is continuously concentrated in the time domain. While the remaining bandwidth for deterministic scheduling is usually dispersed in the time domain. If the length of the packet to be scheduled does not match the size of a residual time slot, then this time slot may be wasted or partially occupied. Hence, to improve the remaining bandwidth utilization, it is necessary to take features of potential best-effort flows into consideration.

### IV. NETWORK MODEL AND THEORETICAL ANALYSES

In edge enabled IIoT, various time-sensitive applications such as multiagent communication, key-value collection, and remote real-time controlling increase rapidly. An edge enabled IIoT framework in time-sensitive scenarios is given in Fig. 2. For any time-sensitive application, the intelligent control layer first
provides the solutions for the centralized configuring, intelligent scheduling, and SDN based routing according to the corresponding requirements. Then, communication services are provided in edge layer [26], [27]. The data link layer finally performs packet delivering to guarantee latency requirements of the time-sensitive flows.

A. Network Model

A typical TSN network can be considered as the scheduling platform of time-sensitive applications, and it can be modeled as a graph $G = \{V, E\}$, where $V$ is the vertex set consisting of end nodes and switch nodes, and $E$ is the set of directed edges [10], [28]. Each directed edge denotes a physical link that connects two vertices.

An end-to-end unicast or multicast network flow from one end node $E_{\text{fa}}$ to another $E_{\text{fb}}$ via $n$ switch nodes ($SW_1 ... SW_n$), expressed as $f \rightarrow b$, can be considered as a tuple. A tuple $f \rightarrow b$ is denoted by a set $(f_{\rightarrow b}, R, f_{\rightarrow b}, \varphi, f_{\rightarrow b}, P)$, where $f_{\rightarrow b}, R$ is the directed subgraph $\{E_{\text{fa}} \rightarrow SW_1 \rightarrow SW_2 \rightarrow ... \rightarrow SW_n \rightarrow E_{\text{fb}}\}$ that describes the transmission path from $E_{\text{fa}}$ to $E_{\text{fb}}$ via $n$ switch nodes; $f_{\rightarrow b}, \varphi$ is the set of emerged time offsets when a flow passes through the egress ports of all switch nodes; $f_{\rightarrow b}, P$ is the set of all packets in the flow. For an intermediate switch node $SW_m$, the set of input flows is expressed as $\{f \rightarrow SW_m\}$, and the set of output flows is $\{SW_n.f \rightarrow \}$.

B. Theoretical Analyses on Combinability of Multiple Flows

The combinability means no conflict occurs for the flows transmitted via the same directed edge. While the conflict may be inevitable for the time-sensitive flows. To address this issue, we give some theorems below.

**Theorem 1:** For the flows $f_1$ and $f_2$, if their periods $T_1$ and $T_2$ are coprime ($\text{GCD}(T_1, T_2) = 1$), the conflict CFK occurs, and if $\tau_1 > 1$ or $\tau_2 > 1$, the conflict CSK occurs.

**Proof:** For any two flows $f_1$ and $f_2$, if $\text{GCD}(T_1, T_2) = 1$, then according to the Bezout’s theorem [29], $\exists n, m \in N$ make $nT_1 + o_1 = mT_2 + o_2$ true, therefore, CFK occurs. If $\text{GCD}(T_1, T_2) = 1$ and $\tau_1 > 1$, then $\exists n, m \in N$ make $(mT_2 + o_2) : (nT_1 + o_1) = 1$ true. That is, $0 < (mT_2 + o_2) : (nT_1 + o_1) < \tau_1$ is true and CSK occurs.

**Theorem 2:** For the flows $f_1$ and $f_2$, if CFK occurs, then the number pairs of the packets with CFK can be expressed as a set $(n, m)n = n_0 + kT_2/\text{GCD}(T_1, T_2), m = m_0 + kT_1/\text{GCD}(T_1, T_2)$, $k \in N$. Here $(n_0, m_0)$ is a particular number pair of the packets with CFK from $f_1$ and $f_2$.

**Proof:** Given two flows $f_1$ and $f_2$, if CFK occurs, $\exists n_0, m_0 \in N$ make the Bezout’s equation [30] $nT_1 + o_1 = mT_2 + o_2$ true. The complete solution of the equation can be achieved as $[n, m] = [n_0 + kT_2/\text{GCD}(T_1, T_2), m_0 + kT_1/\text{GCD}(T_1, T_2)]$. The integer solution space of $[T_1, T_2]$ consists of homogeneous general solution and nonhomogeneous particular solution, and it can be expressed as

$$X = k \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_{K-1} \end{bmatrix} + \begin{bmatrix} x_{K-1}^0 \\ x_{K-1}^0 \\ \vdots \\ x_0 \\ x_0 \\ \vdots \\ x_0 \end{bmatrix}, k \in N. \quad (4)$$

A recursive method is adopted to solve (3). For the case that CFK between two flows ($K = 2$) occurs, the integer solution can

**Proof:** We try to prove the above lemma with the method of reduction to absurdity. Assuming that all the conditions above are satisfied for two flows with CFK or CSK. If CFK occurs, then $\exists n, m \in N$ make $nT_1 + o_1 = mT_2 + o_2$ true. Hence $nT_1 - mT_2 = o_2 - o_1$, and $nT_1 - mT_2 = kg$, so that $(o_1 - o_2)g = 0$. That is, if CFK occurs, the second condition is not satisfied. Similarly, it can be proven that if CSK occurs, the second condition cannot be satisfied. Therefore, the assumption is invalid.

**Theorem 3:** Noncollision combination of $K$ time-sensitive flows is available if all the following conditions are satisfied:

1) $g = \text{GCD}(T_1, ..., T_k) > 1$;
2) $\exists \tau_1 \leq (o_1 - o_2)g \leq g - \tau_1, \quad o_1 > o_2$;
3) $\tau_1 + \tau_2 < g$.

The proof of Theorem 3 is similar to Lemma 1. If both the first and the third conditions in Theorem 3 are satisfied, then there must exist a set $(o_1)$ that makes the second condition be satisfied.

**Theorem 4:** For $K$ time-sensitive flows, if $\text{GCD}(T_1, ..., T_K) = 1$, CFK occurs, and if $\exists \tau_i > 1 (i = 1, ..., K)$, CSK occurs. The proof of Theorem 4 is similar to Theorem 1.
be obtained based on Theorem 2, which is of the form
\[
X = k_2 \begin{bmatrix} T_2 \\ T_1 \end{bmatrix} + \begin{bmatrix} x_1^0 \\ x_2^0 \end{bmatrix}, \quad k_2 \in N.
\] (5)

The form of integer solution space of \(n\)-1 linear equations can be acquired based on (4). To search the solution of \(n\) linear equations, another equation is added that is expressed as follows:
\[
T_n x_n - T_{n+1} x_{n+1} = \alpha_{n+1} - \alpha_n.
\] (6)

The solution of (6) is
\[
\begin{bmatrix} x_n \\ x_{n+1} \end{bmatrix} = k_{n+1} \begin{bmatrix} T_{n+1} \\ T_n \end{bmatrix} + \begin{bmatrix} \rho_{n+1}^0 \\ \rho_n^0 \end{bmatrix}.
\] (7)

We can obtain \(x_n\) according to (4)
\[
x_n = k \alpha_n + x_0.
\] (8)

Then, we can easily get the solutions to \(k\) and \(k_{n+1}\) that can make both (7) and (8) be satisfied
\[
\begin{bmatrix} k \\ k_{n+1} \end{bmatrix} = k' \begin{bmatrix} T_{n+1}/GCD(a_n, T_{n+1}) \\ a_n/GCD(a_n, T_{n+1}) \end{bmatrix} + \begin{bmatrix} \rho_{n+1}^0 \\ \rho_n^0 \end{bmatrix}
\] (9)

where \(k' \in N\), \(\rho_{n+1}^0\) and \(\rho_n^0\) are nonhomogeneous particular solutions to the coefficient variables \(k\) and \(k_{n+1}\).

That \(a_n\) and \(T_{n+1}\) are coprime can also be proved using the recursive method. Then, (7) can be rewritten as
\[
\begin{bmatrix} x_n \\ x_{n+1} \end{bmatrix} = k' \begin{bmatrix} T_{n+1} a_n \\ T_n a_n \end{bmatrix} + \begin{bmatrix} a_n^0 \rho_{n+1}^0 + x_0 \rho_n^0 \\ T_n^0 x_{n+1}^0 + x_0^0 \end{bmatrix}.
\] (10)

Finally, we can get the integer solution space of (3)
\[
\begin{bmatrix} \Pi_{i \neq K-1} T_i \\ \Pi_{i \neq K} T_i \end{bmatrix} = k
\begin{bmatrix} \sum_{m=2}^{K-1} (\Pi_{j \neq 1, j \neq m} T_j)^0 x_{1m}^0 + \rho_{1m}^0 \\ \sum_{m=2}^{K-1} (\Pi_{j \neq 1, j \neq m} T_j)^0 x_{2m}^0 + \rho_{2m}^0 \\ \vdots \\ \sum_{m=2}^{K-1} (\Pi_{j \neq K-1, j \neq m} T_j)^0 x_{K-1m}^0 + \rho_{K-1m}^0 \\ \sum_{m=2}^{K-1} (\Pi_{j \neq K} T_j)^0 x_{Km}^0 + \rho_{Km}^0 \end{bmatrix}
\] (11)

where \(x_{im}^0\) and \(\rho_{im}\) (\(i = 1, 2, \ldots, K\)) are the particular solutions of the \(i\)th equation in (2) and the related coefficient variable \(k_m\) in the \(m\)th recursive calculation, respectively.

The worst combination of \(K\) time-sensitive flows is that the periods of any two flows are coprime, and the CFK among \(K\) flows occurs every \(\Pi T_i\).

Similarly, if there exists CSK among \(K\) flows, (12) has integer solution space
\[
\begin{align*}
T_1 x_1 - T_2 x_2 &= o_2 - o_1 + v_1 \\
T_2 x_2 - T_3 x_3 &= o_3 - o_2 + v_2 \\
&\vdots \\
T_{K-1} x_{K-1} - T_K x_K &= o_K - o_{K-1} + v_{K-1}
\end{align*}
\] (12)

where \(v_i\) (\(i = 1, \ldots, K-1\)) denotes the overlap length in time domain. It should be noted that, here \(v_i\) should be nonzero, if not, it means that CFK exists. We can get the solution space of (12) using the similar method adopted for (2).

To make it easy to understand, an example is given here to explain how to get the solution. Assuming that there are three flows to be scheduled, and their periods are coprime so that CFK exists. The flow parameters are shown in Table IV. We can get the linear equations about the worst combination:
\[
\begin{align*}
f_1 &= 14 x_1 - 27 x_2 = 5 - 0 \\
f_2 &= 27 x_2 - 61 x_3 = 9 - 5
\end{align*}
\] (13)

The integer solution of \(14 x_1 - 27 x_2 = 5\) is as follows:
\[
\begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = k_1 \begin{bmatrix} 27 \\ 14 \end{bmatrix} + \begin{bmatrix} 10 \\ 5 \end{bmatrix}, \quad k_1 \in N.
\] (14)

Similarly, we can get the integer solution of \(27 x_2 - 61 x_3 = 4\) as follows:
\[
\begin{bmatrix} x_2 \\ x_3 \end{bmatrix} = k_2 \begin{bmatrix} 61 \\ 27 \end{bmatrix} + \begin{bmatrix} 25 \\ 11 \end{bmatrix}, \quad k_2 \in N.
\] (15)

Then, we can easily get the solutions to \(k_1\) and \(k_2\) that can make (14) match (15)
\[
\begin{bmatrix} k_1 \\ k_2 \end{bmatrix} = k \begin{bmatrix} 61 \\ 14 \end{bmatrix} + \begin{bmatrix} 45 \\ 10 \end{bmatrix}, \quad k = 1, 2, 3, \ldots
\] (16)

Therefore, the solution space of (13) is
\[
\begin{align*}
x_1 &= k_1 \begin{bmatrix} 27 \cdot 61 \\ 14 \cdot 61 \end{bmatrix} + \begin{bmatrix} 14 \cdot 45 + 10 \\ 27 \cdot 10 + 11 \end{bmatrix}, \quad k = 0, 1, 2, \ldots
\end{align*}
\] (17)

Based on the results, we can confirm the conflicting packets. For example, if \(k = 0\), CFK occurs for the packets numbered \([27+45+10, 14+45+5, 27+10+11]\) from the three flows.

To the best of our knowledge, this is the first time to make theoretical analyzes for combinability of \(K\) time-sensitive flows, which will guide the scheduling design and provide theoretical basis. The conditions of noncollision combination for flows are provided in Theorem 3. For multiple flows to be scheduled together, we first consider whether these conditions are true. If they are, jitters-free scheduling may be available for the flows. Otherwise, that all conflicting packets can be confirmed in advance makes it easy to eliminate future conflicts during the scheduling.
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### A. Data Forwarding Model

Before giving the scheduling model, let us present some hypotheses and preconditions. First, we assume that all the switch nodes are rational and selfish individuals with the aim of maximizing the revenue. Second, the benefit of transmitting a time-sensitive packet in the reserved time slot is much higher than that of transmitting a best-effort packet. Therefore, the time-sensitive flows should not be disturbed by the best-effort ones. Third, if any packet is dropped in a port, the punishment should be imposed on the corresponding switch node.

Deterministic delay services usually coexist with best-effort ones. To assign the two kinds of services into a schedule, a dynamic scheduling method needs to be presented. We give a data forwarding model for switch nodes to make decision. A game model \( G = (P, S, U) \) is formally defined. Where \( P \) is the payers consisting of \( n \) queues in an egress port; \( S = \{s_i\} \) is the strategy set; and \( U = \{u_i\} \) is the utility function set. It is assumed that, as the player, each port is a rational and selfish intelligent individual [31]. Then, each player always expects to improve its own payoff, which not only depends on its own strategy, but also subjects to the states of others.

For an egress port, a packet from one queue will be chosen for transfer if it is ready while the port is free. The strategy determined by the queue is a finite pure strategy that is either “ready for transfer” or “not ready.” If a packet in a queue \( i \) is selected to be ready for transfer, then the strategy is \( s_i = 1 \); otherwise, \( s_i = 0 \). The strategy subjects to \( \sum s_i \leq 1 \), \( \forall s_i = 0 \) or 1.

Each queue in an egress port ends with a time-aware gate controlled by gate control list (GCL) in TSN [26], as shown in Fig. 3. Every row in GCL contains some gate sates that are either open or close [8]. From the queues whose gates are open, packets are selected sequentially and ready for transfer based on the designed scheduling method. We try to give a dynamic transmission selection algorithm to keep a better coexistence for the time-sensitive and best-effort flows.

### V. PROPOSED SCHEDULING METHOD

#### A. Data Forwarding Model

Before giving the scheduling model, let us present some hypotheses and preconditions. First, we assume that all the switch nodes are rational and selfish individuals with the aim of maximizing the revenue. Second, the benefit of transmitting a time-sensitive packet in the reserved time slot is much higher than that of transmitting a best-effort packet. Therefore, the time-sensitive packets are selected sequentially and ready for transfer based on the states of others. Whether a packet is selected or not depends on its own strategy, but also subjects to the states of others.

For an egress port, a packet from one queue will be chosen for transfer if it is ready while the port is free. The strategy determined by the queue is a finite pure strategy that is either “ready for transfer” or “not ready.” If a packet in a queue \( i \) is selected to be ready for transfer, then the strategy is \( s_i = 1 \); otherwise, \( s_i = 0 \). The strategy subjects to \( \sum s_i \leq 1 \), \( \forall s_i = 0 \) or 1.

Each queue in an egress port ends with a time-aware gate controlled by gate control list (GCL) in TSN [26], as shown in Fig. 3. Every row in GCL contains some gate sates that are either open or close [8]. From the queues whose gates are open, packets are selected sequentially and ready for transfer based on the designed scheduling method. We try to give a dynamic transmission selection algorithm to keep a better coexistence for the time-sensitive and best-effort flows.

### B. Noncollision Deterministic Scheduling

Time-sensitive flows always have the strict delay and jitters constraints. Then, deterministic scheduling methods need to be designed for the purpose of providing services with bounded low latency and low jitters for the flows. The assignment of time slots for time-sensitive flows is crucial to satisfy the delay requirements. To address this issue, we present a noncollision deterministic scheduling (NDS) method for TSN flows.

An overview of the proposed NDS method is given in Fig. 4. Since bandwidth constraint must be satisfied for deterministic scheduling, the total bandwidth occupied by all time-sensitive flows cannot exceed the bandwidth of a directed edge. If the greatest common divisor \( g \) is greater than 1, while the total service time for \( K \) packets, which are separately selected from \( K \) time-sensitive flows, is less than \( g \), then nonconflict ideal scheduling method can be considered. Otherwise, scheduling method with relaxation of delay jitters is adopted.

For a given flow set \( F \) that contains \( K \) time-sensitive flows, the static schedule calculation method is given in Algorithm 1. If conditions 1 and 3 in Theorem 3 are satisfied, nonconflict ideal scheduling method can be adopted. Then, the time-offset set \( O \) needs to be determined using the presented method in Algorithm 2. Based on the acquired set \( O \), the static schedules can be directly computed. For example, when the \( n \)th packet of the flow \( f \) in a queue is ready for transfer, the gate of the queue will be open within the time slot \([nT_1+o_1, nT_2+o_2+\tau]\). Otherwise, scheduling method with relaxation of delay jitters has to be adopted. First, the flow set \( F \) needs to be divided into several subsets. Then, to restrict the occurrence of CFK and CSK, nonconflict ideal scheduling is used for every subset if all applicable conditions are true. Next, to eliminate conflicts between flows, a searching method is adopted to perform relaxation operation of the constrained delay jitters. The static schedule within a cycle that is the least common multiple of periods for the flows in set \( F \) is determined.

For a flow set \( F \), it needs to be divided into several subsets if either CFK or CSK is inevitable. The flows that satisfy the
Algorithm 1: Static Schedule Calculation for $K$ Flows.

**Input:** Set $F$ of $K$ flows, initial time-offset set $\varphi$, delay-jitters constraint set $C$, processing time set $P$

**Output:** The static schedule $SCH$

1: if $GCD(F) > 1 \land \sum_{j} \tau_j \leq g$ then
2: $(O, S) \leftarrow$ Non-conflict calculation($F$, $\varphi$, $C$, $P$);
3: $SCH \leftarrow \{nT_i + o_i, nT_i + o_i + \tau_i\}$;
4: else
5: $\{F_1, F_2, ..., F_m\} \leftarrow$ set-partition($F$);
6: $\{g_1, g_2, ..., g_m\} \leftarrow \{GCD(F_i), |i = 1, 2, ..., m|\}$;
7: Initialize $O$;
8: for-each $F_i$ (from 1 to $m$) if $g_i > 1 \land \sum \tau_j \leq g_i$ then in remaining time slots
9: $(O_i, S) \leftarrow$ Non-conflict calculation($F_i$, $\varphi_i$, $C_i$, $P_i$);
10: end if
11: end for-each
12: Loop to search $SCH$ until $C$ is satisfied or time out for all packets within the least common multiple (LCM) of periods for flows in $F$
13: if CFK or CSK occurs then
14: Eliminate the conflicts based on $C$;
15: end if
16: end Loop
17: end if
18: if $S = 0$ or $C$ is satisfied then
19: Output the $SCH$;
20: end if
21: end if

combimability can be grouped into the same subset. Moreover, each subset from $F$ expects to contain as many combinative flows as possible. Then, the time complexity of the scheduling can be further reduced while the requirements for delay-jitters are easier to be satisfied.

C. Dynamic Queue Scheduling

The above method NDS aims at guaranteeing the latency of time-sensitive flows through analyzing the combinability of multiple flows. Whereas, mandatory allocation of bandwidth for time-sensitive flows inevitably results in the fragmentation of the residual time slots. To improve the overall bandwidth utilization, other best-effort flows with QoS requirements need to be elaborately scheduled within the residual time slots. To address this issue, we present a dynamic queue scheduling (DQS) method for those nontime-sensitive flows.

For the scheduling of nontime-sensitive flows, the strategy of an egress port not only depends on the present available time slots and the number of packets that are ready for transfer in the queues, but also is related to the strategies of the ports in neighbor nodes. In addition, the number of packets that are ready for transfer in a queue may be affected by the present strategy and the number of packets arrived from the neighbors in the followed period. To address this issue, reinforcement learning is borrowed to design the dynamic queue scheduling.

Algorithm 2: Non-Conflict Time-Offset Set Calculation.

**Input:** $F$, $\varphi$, $C$, $P$

**Output:** Time-offset set $O$ of $F$, unsolved identifier $S$

1: $g \leftarrow GCD(T_1, T_2, ..., T_n)$;
2: $l \leftarrow LCM(T_1, T_2, ..., T_n)$;
3: $o_i \leftarrow \varphi_i + p_i$;
4: for-each $o_i \in O$
5: while $(o_i < T_i)$
6: if for all $o_j \ (j \neq i) \ (k-1)g + \tau_i \leq o_i - o_j \leq kg - \tau_i$;
7: stop;
8: else
9: $o_i++$;
10: if $o_i == c_i$ then
11: $S = 1$;
12: end if
13: end if
14: end while
15: end for-each
16: if $S = 1$ then
17: $O \leftarrow \{o_1, o_2, ..., o_K\}$;
18: end if
19: return $O, S$

For scheduling, a port always expects to maximize its own payoff that may be affected by the present and next strategies. Therefore, the present and next strategies should be considered when designing utility functions. The present utility function for the strategy $s$ is first given as follows:

$$u^{pr} = c \cdot s^T - \beta p \cdot (ones(1, n) - s^T)$$  \hspace{1cm} (18)

where $c = [c_1 \ ... \ c_n]$ is the beneficial coefficient vector, and $p = [p^0 \ p^1 \ ... \ p^K]$ is the penalty factor vector for packet loss.

Penalty factor vector $p$ depends on the number of packets in queues, then penalty factor $p^i$ regarding queue $i$ is of the form

$$p^i = \begin{cases}
0 & q_{L}^i / q_{L}^{max} \geq \frac{q_{L}^{max}}{2} \\
\frac{q_{L}^{max}}{2} & q_{L}^{max} / 2 \leq q_{L}^{max} < q_{L}^{max} \\
q_{L}^{max} & q_{L}^{max} \leq q_{L}^{max} / q_{L}^{max}
\end{cases}$$  \hspace{1cm} (19)

where $q_{L}^{i}$ is the number of packets ready for transfer, $q_{L}^{max}$ and $p_{0}$ are the maximum queue length and penalty, respectively.

The utility function of next strategy $\bar{s}$ can be expressed as

$$u^{ns} = c \cdot s^T - \beta (\bar{p} - s) \cdot (ones(1, n) - s^T)$$  \hspace{1cm} (20)

where $\bar{p}$ is the predicted penalty factor vector, and the $i$th factor is of the form

$$\bar{p}^i = \begin{cases}
0 & q_{L}^{max} / q_{L}^{max} \geq q_{L}^i + \tau E_a^T \\
\frac{q_{L}^{max}}{2} & q_{L}^{max} / 2 \leq q_{L}^i + \tau E_a^T < q_{L}^{max} \\
q_{L}^{max} & q_{L}^{max} \leq q_{L}^i + \tau E_a^T
\end{cases}$$  \hspace{1cm} (21)

where $E_a(t)$ is the expected number of the arrival packets in time slot $t$, and $E_a^T$ is the expected number within the period $T$.

The final utility function of the port is a combination of the above two utility functions, which can be expressed as

$$u = \alpha u^{pr} + (1 - \alpha) u^{ns}.$$  \hspace{1cm} (22)
Hence, the best strategy $s^*$ of a port can be obtained by maximizing its utility

$$s^* = \arg \max_s (u).$$  \hspace{1cm} (23)\

For our scheduling methods NDS/DQS, the deterministic delay of time-sensitive flows can be guaranteed using the NDS method. Lower priorities are assigned to the best-effort flows, which are scheduled in the remaining decentralized time slots. Both the fragmentation of the remaining time slots and the dynamic characteristic regarding the number of ready packets in queues are considered in the DQS method. Services for the best-effort flows are expected to be guaranteed while the utilization of the remaining bandwidth can be improved.

### VI. SIMULATION RESULTS AND ANALYSIS

In this section, we perform the experiments to evaluate the performance of our scheduling algorithms. Experiments run on an Intel(R) Core(TM) i5-2600 64 bit CPU@3.4 GHz with 12 GB of RAM via MATLAB R2020b.

#### A. Simulation Setup

In the simulations, we evaluate the delay and jitters of time-sensitive flows and the bandwidth utilization of best effort flows in a switch node. All egress ports are full-duplex and with 1 Gbit/s bandwidth.

We refer to the descriptions of flow properties in IEC/IEEE 60802 to simulate the flows in actual industrial scenarios. For time-sensitive flows, the packet sizes range from 64 to 512 B, the periods are 0.5 ms, 2 ms or 5 ms, the arrival time of packets is randomly generated. To simulate the flows under different industrial scenarios and evaluate the robustness of algorithms, we count the delay and jitters for 5 to 100 flows on a single directed edge, as shown in Table V, and the ratio of flows with different periods is nearly 1:1:1.

#### B. Performance of NDS Method

To better evaluate the proposed flow scheduling algorithms, we focus on the forwarding delay for a single switch node and the flow scheduling on a single directed edge. Assuming that there are $m$ flows to be forwarded in a switch node $SW_i$ and $n$ flows need to be scheduled on the directed edge $SW_i \rightarrow SW_j$.

The results of delay for all flows scheduled on $SW_i \rightarrow SW_j$ using the proposed algorithm NDS and the comparison algorithms dynamic mini-max (D/MM), DoC-aware iterative routing and scheduling (DA/IRS), and efficient probing instructed by conflicts (EPIC) in literatures [11], [14], and [28] are shown in Fig. 5. To verify the performance of our proposed algorithm, we count the maximum, minimum, and average delay of 20 time-sensitive flows assigned to one directed edge. We use error bar to show deterministic delay of flows for D/MM and DA/IRS. These flows are approximately divided into three even groups with the periods 0.5 ms, 2 ms, and 5 ms. The packet sizes of these flows range from 64 to 512. Compared with the other three algorithms, NDS can provide nonconflict and jitters-free scheduling for flows as expected. Because the total service time for the 20 packets, which are separately selected from the above 20 time-sensitive flows, is less than the greatest common divisor of periods (0.5 ms, 2 ms, and 5 ms), then the first and third conditions in Theorem 3 are satisfied. Hence, it is certain that a time-offset set $\{o_i\}$ exists to make the second condition satisfied. The forwarding delay of each packet from the 20 flows is counted in the experiment. The results for the maximum, minimum, and average delay of every flow are shown in this figure. The EPIC algorithm can also achieve the jitters-free scheduling for flows. However, the delay using EPIC is much higher than NDS. Jitters of the 20 flows using D/MM and DA/IRS are relatively higher than the average delay. This indicates that the two algorithms have a weaker performance in guaranteeing deterministic forwarding services than NDS and EPIC, since the jitter of a flow is the difference between the maximum and minimum delay. The delay using NDS is lower than the delay using EPIC and the average delay using D/MM and DA/IRS, this means that the noncollision combination theory can better guide scheduling optimization.

Taking the machine control as an example, the commands should be transmitted to the destination within 0.5 ms while jitters should be avoided. Fig. 5 shows jitters-free scheduling can be achieved using the proposed algorithm NDS, and the delay is no more than 15 us for 20 flows scheduled together in a node. Therefore, algorithm NDS can meet the requirements of the time-sensitive applications in intelligent manufacturing, which is essential for edge enabled IIoT.

The comparison of execution time for these algorithms is given in Fig. 6. Here the number of time-sensitive flows ranges from 5 to 100. It can be noticed that, with the increase of the number of flows, the execution time of D/MM, DA/IRS, and EPIC increases faster than that of NDS. The results also

| Flows number | Periods $T$ | Ratios | Packet sizes |
|--------------|-------------|--------|--------------|
| 5            | (0.5ms, 2ms, and 5ms) | 2:2:1  | 64 to 512B   |
| 20           | (0.5ms, 2ms, and 5ms) | 6:7:7  | 64 to 512B   |
| 50           | (0.5ms, 2ms, and 5ms) | 16:17:17 | 64 to 512B   |
| 100          | (0.5ms, 2ms, and 5ms) | 33:33:34 | 64 to 512B   |
show that the average execution time of NDS for 100 flows is 33.7 ms, while those of EPIC, D/MM, and DA/IRS are 98.6 ms, 165.5 ms, and 428.6 ms, respectively. This big gap owes to that D/MM and DA/IRS search the qualified solutions for all packets in a superperiod (the least common multiple of periods for total 100 flows) without/with delay and jitters constraints, and EPIC searches the solutions by seeking for time offsets to make any two flows noncollision. While NDS only computes these appropriate time offsets of flows so that the complexity is greatly simplified and the execution time can be reduced.

The comparison of schedulable ratios among NDS, D/MM, DA/IRS, and EPIC is shown in Fig. 7. It shows that, the schedulable ratio of NDS keeps high while those of D/MM, DA/IRS, and EPIC decrease with the increase of the number of flows. In our proposed algorithm NDS, the combinability of multiple flows is analyzed. When all conditions in Theorem 3 are satisfied, the schedule can be computed only by searching for the optimal time-offset set. Otherwise, relaxation of jitters needs to be considered to resolve the conflicts. Then, packets with CFK or CSK can be confirmed via theoretical deduction, so that the optimal solutions of scheduling are easy to search. This figure also shows that D/MM has the lowest schedulable ratio for all cases since it ignores delay and jitters constraints, which are considered by all other algorithms.

C. Performance of DQS Method

To improve the overall bandwidth utilization, a scheduling method DQS for the best-effort flows is also presented in this article. In our proposed method, the present and next strategies are considered together to maximize the bandwidth utilization. The weight coefficients of the benefits for the present and next strategies are both set as 0.5. To evaluate the performance, experiment is performed under the case that the number of time-sensitive flows ranges from 5 to 100 while the percent of bandwidth required for the best-effort flows is nearly 50.

The comparison of bandwidth utilization is given in Fig. 8. It shows that SP has the highest bandwidth utilization, while the gap of bandwidth utilization between SP and the other three algorithms increases with the increase of the number of time-sensitive flows. This figure also shows that NDS/DQS has higher bandwidth utilization than D/MM, DA/IRS, and EPIC. This is because the present and next strategies are jointly considered in NDS/DQS to reduce the number of idle time slots. To some extent, the proposed method can reduce the ratio of packet loss caused by queuing, especially for the best-effort flows with low priorities and long packets. Hence, the proposed method NDS/DQS can help to realize ultralow latency communication in TSN networks.

VII. CONCLUSION

To support the services with fast response time, low latency, and efficient use of bandwidth in edge enabled IIoT, in this article, we presented the traffic scheduling method NDS/DQS to guarantee the ultralow latency communication. The proposed method includes deterministic scheduling algorithm NDS for the time-sensitive flows and queue scheduling algorithm DQS for the best-effort flows. The combinability of time-sensitive flows was analyzed and formalized in NDS, while the RBU problem is concerned in DQS. Experiments are performed to verify the performances regarding delay and jitters, execution time, schedulable ratio, and bandwidth utilization. The results demonstrate the effectiveness and outperformance of the proposed method in scheduling for both time-sensitive and best-effort flows.
In future work, we will further research ultralow latency communication and study the deterministic latency guarantee techniques for IoT. The applications of AI in scheduling will be explored to optimize the delay and jitters for time-sensitive flows. To ensure the end-to-end latency, deterministic routing protocols based on the hypergraph model will be our research focus.
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