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Abstract—We introduce the Few-Shot Object Learning (FewSOL) dataset for object recognition with a few images per object. We captured 336 real-world objects with 9 RGB-D images per object from different views. FewSOL has object segmentation masks, poses, and attributes. In addition, synthetic images generated using 330 3D object models are used to augment the dataset. We investigated (i) few-shot object classification and (ii) joint object segmentation and few-shot classification with state-of-the-art methods for few-shot learning and meta-learning using our dataset. The evaluation results show the presence of a large margin to be improved for few-shot object classification in robotic environments, and our dataset can be used to study and enhance few-shot object recognition for robot perception.

I. INTRODUCTION

For robots to work in human environments, they will encounter various objects in their daily lives. How can we build models to enable robots to recognize all kinds of objects and eventually manipulate these objects? In the robotics community, model-based object recognition has been the focus, where 3D models of objects are built and used for recognition. For example, the YCB Object and Model Set [1] has significantly benefited 6D object pose estimation and manipulation research. The limitation of model-based object recognition is that it is difficult to obtain a large number of 3D models for many objects in the real world. The 3D scanning techniques are expensive and certain object categories such as reflective objects and transparent objects cannot be reconstructed well. Another paradigm for object recognition focuses on recognizing object categories such as bowls, mugs and bottles. Most datasets for object recognition only contain a few dozen categories. For instance, the MSCOCO dataset for object detection and segmentation [2] has 80 categories. The NOCS dataset for object category pose estimation [3] only has 6 categories. While large-scale datasets collected from the Internet such as ImageNet [4], Visual Genome [5], Objects365 [6], and open images [7] contain large numbers of object categories, these datasets are useful for learning visual representations but are not very suitable to learn object representations for robot manipulation due to the domain differences. Few-shot learning [8] emphasizes learning from a few examples per object, which has the potential to overcome the limitations of model-based and category-based approaches. However, most datasets for few-shot learning in the literature focus on image classification using images from the Internet. In this work, we introduce a new dataset to facilitate few-shot object recognition in robotic environments. Our aspiration is that if robots can recognize objects from a few exemplar images, it is possible to scale up the number of objects a robot can recognize since collecting a few images per object is a much easier process compared to building a 3D model of an object. In addition, models trained in the meta-learning setting [9] can generalize to new objects without re-training.

In our Few-Shot Object Learning (FewSOL) dataset, we have collected images for 336 objects in the real world. For each object, we collected 9 RGB-D images from different views, i.e., 9 shots per object. We provide ground truth segmentation masks and 6D object poses of these objects, where the object poses are computed using AR tags. In addition, we employed Amazon Mechanical Turk (MTurk) to collect annotations of these objects including object names, object categories, materials, function and colors. For each object, we collected annotations from 5 MTurkers and then merged their answers on the object attributes. This way, we can account for how different people name these objects in our dataset. Based on the collected object names, we have defined 198 classes for these 336 objects. In few-shot learning or meta-learning settings, we can think of these images as support sets. Our goal is to apply learned models to cluttered scenes. Therefore, we include the images from the Object Clutter Indoor Dataset (OCID) [10] in our dataset. Segmentation masks of objects are provided in the OCID dataset. We manually annotated the class names of these objects and found that they belong to 52 classes in our object categories. These images can be used as query sets.

To further expand the scale of our dataset, we also generate synthetic data to complement the data from the real world. We selected 330 3D object models from the Google Scanned Objects dataset [21] and used the PyBullet simulator to compose synthetic scenes of these objects and render synthetic RGB-D images from the scenes. Similar to the real-world data, we first put each 3D model onto a table and generate 9 views. The benefit of using synthetic data is that we can generate cluttered scenes with these objects and obtain annotations for all the objects. We generate 40,000 cluttered scenes and render 7 views per scene.

In this paper, we use our dataset to study two problems: (i) few-shot object classification and (ii) joint object segmentation and few-shot classification. For few-shot classification, we follow the protocol proposed in the Meta-Dataset [22]...
which constructs episodes for training and testing. Each episode consists of multiple support sets and query sets with different number of classes and images per class. Fig. 1 illustrates some support sets and query sets from our dataset. We reserve the cluttered images from the OCID dataset for testing and limit training to synthetic data only. In this way, we can investigate sim-to-real transfer for few-shot learning with our dataset. We use the ground truth segmentation masks to crop the objects for classification. For joint object segmentation and few-shot classification, we first apply an object segmentation method and then use the predicted masks to crop the objects for classification. Therefore, segmentation errors can be accounted for in the classification accuracy. We have evaluated state-of-the-art methods for few-shot learning and meta-learning in these two settings using our dataset. These results can be used for future comparisons. To the best of our knowledge, our dataset is the first large-scale dataset for few-shot object learning. Enabling robots to recognize these object categories in our dataset can provide information of objects to downstream tasks such as manipulation, object retrieval or human-robot interaction using object names.

II. RELATED WORK

**Few-Shot Learning and Meta-Learning.** In the context of image classification, few-shot learning indicates using a few images per class. The problem is usually formulated as “$N$-way, $k$-shot”, i.e., $N$ classes with $k$ images per class. The end goal of few-shot learning is to learn a model on a set of training classes $C_{train}$ that can generalize to novel classes $C_{test}$ in testing. Each class has a support set and a query set. While the ground truth labels of both the support set and the query set for a class in $C_{train}$ are available for learning, for a testing class in $C_{test}$, only labels of the support set are available. Non-episodic approaches using all the data in $C_{train}$ for training such as $k$-NN and its ‘Finetuned’ variants [23], [24], [25], [26]. These methods focus on learning feature representations using neural networks that can be used in $C_{test}$. Episodic approaches are considered to be meta-learners. An episode in training or testing consists of a subset of classes with support and query sets. Learning is performed by minimizing the loss on the query sets of the training episode. Representative episodic approaches include Prototypical Networks [27], Matching Networks [12], Relation Networks [28], Model Agnostic Meta-Learning (MAML) [9], Proto-MAML [22] and CrossTransformers [29]. We evaluated majority of these
state-of-the-art few-shot learning methods on FewSOL.

Datasets for Few-Shot Learning. The Omniglot [11] and the mini-ImageNet [12] are widely used for evaluating few-shot learning methods in the literature. Recently, the Meta-Dataset [22] was introduced for benchmarking few-shot learning and meta-learning methods. Meta-Dataset leverages data from 10 different datasets: ILSVRC-2012 (ImageNet [13]), Omniglot [11], Aircraft [14], CUB-200-2011 (Birds [15]), Describable Textures [16], Quick Draw [17], Fungi [18], VGG Flower [19], Traffic Signs [20] and MSCOCO [2]. As we can see, these data do not include daily objects for robot manipulation. Our dataset complements existing datasets for few-shot learning by explicitly addressing robotic applications. Table 1 compares our FewSOL dataset with existing datasets for few-shot learning. We provide both real and synthetic RGB-D images and more annotations for objects. It is worth mentioning that the CO3D [30] dataset for 3D reconstruction has the potential to be used for few-shot object learning.

III. DATASET CONSTRUCTION

A. Data Capture in the Real World

For each object in the real world, we capture multiple exemplar images of the object. We automate this process using a Franka Emika Panda arm as shown in Fig. 2(a). An Intel RealSense D415 camera is mounted onto the Panda arm gripper. It can capture both RGB images and depth images. We specify 9 waypoints of the camera pose and utilize motion planning of the arm to move the camera to these poses. Due to the kinematic constraints of the robot arm, we cannot capture images for the backside of an object. For each object, we can automatically capture 9 RGB-D images from 9 different views (Fig. 2(b), 3 poses on the left, 3 poses in the front and 3 poses on the right).

To accurately estimate the camera poses of these 9 images with respect to the object, we have designed a marker board with 18 AR tags. During data capture, we place the object in the center of the board. For each captured image, we use the detected AR tag poses to compute the camera pose with respect to the center of the marker board and treat this pose as the estimated object pose of the image. Because there are noises in the AR-tag poses, we use the RANSAC algorithm to estimate the object pose in this process. Fig. 3(a) shows the AR-tag poses and the computed object poses with the point clouds from the RealSense camera. Using the object poses and the point clouds, we can also compute pixel correspondences between images as shown in Fig. 3(b). Consequently, we obtain 9 RGB-D images with their estimated object poses for each object. We have captured 336 objects in total. These include various daily objects from grocery stores and tools.

B. Data Annotation

After capturing these objects, our next step is to provide annotations. First, we generate the segmentation masks of these captured objects. Instead of manually segmenting these objects, we utilize the unseen object instance segmentation method proposed in [31]. The trained network in [31] cannot successfully segment all the objects in the beginning. Therefore, we bootstrap the network by finetuning it on our dataset. After applying the network to all the data, we manually select accurate segmentation for finetuning and then apply the finetuned network to unsuccessful images. We iterate this process until the network can segment all the objects. Fig. 3(b) shows two examples of the generated segmentation masks.

Second, we provide object class labels and additional attributes for these objects. We leverage Amazon Mechanical Turk (MTurk) for this annotation. In this way, we can gather how lay people name the classes and attributes of the objects, which can be useful to deploy object recognition systems to human-robot interaction scenarios where users communicate with robots using these common names. We designed 5 questions for each object and ask MTurkers to answer these questions. For each object, we gather answers from 5 different MTurkers and merge their answers. Fig. 3(c) illustrates an example with the questions and the merged answers. These annotations can be used to recognize detailed attributes of objects. Based on these annotations from MTurk, we define 198 object classes for these 336 captured objects. Since 9 images are captured for each object, each class has around 15 images in our dataset on average.

C. Synthetic Data Generation

Leveraging synthetic data for learning has been successful in various robotic problems such as object segmentation [31], grasping [32] and control policy learning [33] since one can generate large-scale synthetic data with ground truth annotations automatically. In our dataset, we also leverage synthetic images for few-shot object learning. To do so, we selected 330 3D object models from Google Scanned...
Fig. 4: (a) Synthetic objects with clean background. (b) Synthetic objects in cluttered scenes.

Fig. 5: Illustration of the joint object segmentation and few-shot classification problem with an image from the OCID dataset [10].

Objects [21]. We use these 3D models to generate two types of data. First, similar to our real-world data capture, we place each object onto a table in the PyBullet simulator and generate 9 RGB-D images of each object from 9 different views. Fig 4(a) shows some examples of these multi-view images. Second, we generate cluttered scenes using these objects as shown in Fig 4(b). Thanks to the simulator, we can obtain object segmentation masks of these images effortlessly, which is otherwise time-consuming to collect from the cluttered scenes in the real world. We generated 40000 scenes of these objects on tabletops and rendered 7 RGB-D images per scene. To obtain class names of these 330 objects, we also employ MTurk to collect annotations of these objects as described in Sec. III-B. Eventually, we define 125 classes for these synthetic objects.

D. Joint Object Segmentation and Few-Shot Classification

In real-world robotic applications, objects usually appear in cluttered scenes. Therefore, we need to separate an object from other objects plus the background and then classify it. For our dataset, we target the problem of joint object segmentation and few-shot classification. The problem is illustrated in Fig. 5. Given an image of a cluttered scene, the task is to segment objects in the scene and classify each object in few-shot learning settings. To evaluate the performance of joint object segmentation and few-shot classification on real-world images, we leverage the Object Clutter Indoor Dataset (OCID) proposed in [10]. This dataset was originally proposed for object segmentation. It provides segmentation masks of objects in the dataset. We manually annotate objects in the OCID dataset with class labels. We found 2,300 objects in the OCID dataset after filtering a few bad segmentation annotations. These objects belong to 52 classes in our dataset. Objects in OCID can be partially occluded which makes the few-shot object classification challenging.

E. Training and Testing

Our goal in building this dataset is to develop perception models that can classify objects in cluttered scenes with few examples per class. Therefore, we reserve the objects in the OCID dataset for testing, which are real-world objects in cluttered scenes (Fig. 5). For training, we use the synthetic images rendered using Google Scanned Objects. The reasons for using synthetic data for training are: i) it is easy to generate cluttered scenes with ground truth annotations; ii) we can study sim-to-real transfer with our dataset.

In few-shot learning or meta-learning settings, training and testing have a support and query set. During training, the labels of the support and query sets are available. So we can use the labels of the query set to compute the training loss. During testing, labels of the support set are provided and the goal is to infer labels of the query set. Testing classes can be different from the training classes. When using our dataset, we consider two types of support sets: clean support sets and cluttered support sets. Clean support sets only consist of images of clean backgrounds without occlusions, while cluttered support sets contain images with different backgrounds and occlusions. Fig. 1 illustrates these two types of support sets and their query sets. Since query images are from cluttered scenes, training with clean support sets is more challenging. However, if a method can work well with clean support sets, it requires less annotations, i.e., no annotation from cluttered scenes is needed. For example, given a novel object, we can just collect a few images of the object in a clean background in order to recognize it. Therefore, we encourage models that can perform well with clean support sets in our dataset.

IV. BENCHMARKING EXPERIMENTS

In this section, we evaluate the state-of-the-art methods for few-shot learning and meta-learning on our dataset.

A. Few-Shot Object Classification

First, we follow the training and testing procedure designed in Meta-Dataset [22] and evaluated the following methods on our dataset: $k$-NN baseline that classifies each query example to the class of its closest support example, Finetune baseline that trains a classifier on top of the feature embedding using the support set of a test episode, Prototypical Networks [27], Matching Networks [12], first-order Model Agnostic Meta-Learning (fo-MAML) [9], first-order Proto-MAML (fo-Proto-MAML) introduced in [22] and CrossTransformers (CTX) [29]. CTX uses an attention mechanism to compute a ‘query-aligned’ prototype for each class, and then use these prototypes as in Prototypical Networks. [29] also introduces using SimCLR [34] as training episodes by treating every image as its own class for self-supervised learning (CTX+SimCLR). Details about the training and testing setup can be found in the supplementary
The importance of self-supervised representation learning in SimCLR [34]. This experiment suggests that pre-training and self-supervised contrastive representation learning can be critical in few-shot learning and meta-learning.

B. Joint Object Segmentation and Few-Shot Classification

In this experiment, we conduct non-episodic testing on all the 2,300 objects among the 52 classes in the OCID dataset. When cropping objects from the original images for classification, we tested using ground truth masks versus using the predicted masks from [31]. We need to assign a mask to each object when using predicted masks. This is achieved by the Hungarian method with pairwise F-measure that computes matching between predicted masks and ground truth objects. These cropped objects construct the query set. We use the real-world objects that we captured on a tabletop as the clean support sets. We present top-1 and top-5 classification accuracies of the evaluated methods in Table III. Few-shot learning methods are trained on the 112 classes of our synthetic dataset with pre-training. In addition, we also tested the CLIP models [35], [36] with different image encoder models. If an object cannot be segmented by a segmentation method, i.e., no assigned mask for the Hungarian matching, we consider this object as a class-missing object. In this way, the classification accuracy also accounts for the segmentation performance and using ground truth segmentation masks focuses on evaluating the classification performance only. From Table III, we can see that: i) The top-1 accuracy is around 25% for the few-shot learning method trained on synthetic data, which indicates that there is still a large margin to be improved in this setting. The difficulties lie in using synthetic images for training and clean support sets during testing. ii) Classification accuracies of unseen classes are much higher than unseen classes. iii)
for these classification results. The low top-1 accuracy indicates the difficulty of the few-shot object classification problem in the real world. Most failure cases in few-shot classification are due to the differences between testing and training objects. For example, the black bottle in Fig. 6 was not tested during training. How to achieve better generalization in few-shot object classification is an interesting direction to explore. We hope that our dataset can be used to build better models for this problem.

V. CONCLUSION AND FUTURE WORK

We introduce the Few-Shot Object Learning (FEWSOL) dataset for few-shot object recognition. Different from existing datasets for few-shot learning, our dataset contains household objects such as personal items, tools and fruits. We provide RGB-D images, object segmentation masks, poses and attribute annotations in the dataset. We hope the dataset can facilitate progress on robot object perception. If a robot can recognize all the object classes in the dataset (198 classes of real objects), this will help lots of robotic applications such as manipulation, object retrieval, object grounding, task planning, and so on. We demonstrated using our dataset for (i) few-shot object classification and (ii) joint object segmentation and few-shot classification in this paper. The experimental results show a need to improve the few-shot recognition performance for real-world robotic applications.

In the future, we plan to study how to leverage depth data and multi-view information to improve few-shot object classification. We also plan to study few-shot object representation learning for shape reconstruction, object pose estimation and object attribute recognition using the FEWSOL dataset.
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