Inductively shunted transmon qubit with tunable transverse and longitudinal coupling
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We present the design of an inductively shunted transmon qubit with flux-tunable coupling to an embedded harmonic mode. This circuit construction offers the possibility to flux-choose between pure transverse and pure longitudinal coupling, that is, coupling to the $\sigma_x$ or $\sigma_y$ degree of freedom of the qubit. While transverse coupling is the coupling type that is most commonly used for superconducting qubits, the inherently different longitudinal coupling has some remarkable advantages both for readout and for the scalability of a circuit. Being able to choose between both kinds of coupling in the same circuit provides the flexibility to use one for coupling to the next qubit and one for readout, or vice versa. We provide a detailed analysis of the system’s behavior using realistic parameters, along with a proposal for the physical implementation of a prototype device.
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I. INTRODUCTION

Superconducting qubits are among the most promising and versatile building blocks on the road to a functioning quantum computer. While qubit coherence times are getting better and better [1–5], it is still a challenge to couple qubits in a well-controlled manner, especially in circuit constructions that involve many qubits. Most commonly, superconducting qubit architectures work with the so-called transverse coupling, which involves coupling of the displacement degree of freedom of a resonator to the $\sigma_x$ degree of freedom of the qubit [6,7]. While this well-studied coupling type is easy to implement and useful for dispersive readout, it is increasingly challenging to control in larger qubit architectures [8–11]. Unwanted cross-couplings degrade the circuit’s performance, and the Purcell decay might limit the qubits’ lifetimes [12].

In contrast to the usual transverse coupling, the inherently different longitudinal coupling [13–17] means coupling to the $\sigma_y$ degree of freedom of the qubit. This coupling scheme can be used to implement strictly local interactions on a large-scale grid [13,18], and it plays an important role in the surface code architecture [19]. As shown in Ref. [14], longitudinal coupling might enable fast and efficient quantum nondemolition (QND) readout, while the usual dispersive readout is only approximately QND [20]. In addition, for a qubit coupled longitudinally to a resonator, the Purcell effect disappears as there is no dispersive shift.

In Ref. [18] we presented a circuit design that consists of an inductively shunted transmon qubit with longitudinal coupling to an embedded harmonic mode. We demonstrated that by applying a static external magnetic flux, we can change the parity of the coupling between qubit and resonator mode in order to implement the desired longitudinal coupling. As will be shown here, the same architecture actually provides the possibility to flux-choose between pure longitudinal and pure transverse coupling, or to have both at the same time.

While transverse coupling naturally appears in transmon-like circuit constructions, longitudinal coupling is usually much smaller and hardly ever the only coupling term present. The distinctive feature of the tunable design presented here is that the transverse coupling disappears when the longitudinal is maximal and vice versa. As opposed to other approaches, pure longitudinal coupling can be reached with moderate changes in the qubit frequency. For conveniently chosen parameters, we show that longitudinal and transverse coupling have comparable values, while all other coupling terms can be suppressed.

In this paper, we present a quantitative analysis of the flux dependence of all coupling terms for a realistic qubit-resonator circuit. We will also present an adapted alternative circuit, where coupling strength and anharmonicity scale better than in the original circuit and show how the anharmonicity and the coupling can be boosted by additional flux-biasing. In Secs. II and III, we will have a closer look at the original circuit and explicitly derive the relevant quantities (frequencies, couplings, and anharmonicities) as a function of the external flux. We will then turn our attention to the adapted circuit, which requires a numerical analysis (Sec. IV). Using realistic parameters and obeying experimental constraints, we will provide a comparison of both circuits. Last but not least, in Sec. V we present a proposal for an experimental device that will serve as a prototype for a first experiment. The sample, most of which can be fabricated using standard thin-film aluminum, could be embedded in a three-dimensional (3D) waveguide with strong coupling to the resonator mode.

II. INDUCTIVELY SHUNTED TRANSMON QUBIT

Figure 1 shows the circuit that implements an inductively shunted transmon qubit coupled to an embedded resonator, as introduced in Ref. [18]. The qubit essentially consists of a single Josephson junction with energy $E_{J_q}$, with a capacitance $C_q$ in parallel. We include the parallel plate capacitance of the qubit junction in $C_q$. The rest of the circuit is made up of two symmetric branches, each consisting of one or several Josephson junctions in parallel with a capacitance and an inductance. Similarly to the fluxonium qubit [21,22], the inductive shunting protects the qubit from charge noise. The qubit and resonator variables are chosen such that the superconducting phase differences across these two coupling branches are the sum and the difference of qubit and resonator variables, that is,

$$\varphi_q = \varphi_a - \varphi_b, \quad \varphi_r = \varphi_a + \varphi_b - 2\varphi_c,$$

(1)
where $\varphi_{a,b}$ are the phases at the nodes of the circuit as depicted in Fig. 1.

Because of the left-right symmetry of the design, all coupling terms via the capacitances and inductances identically cancel out, and the coupling between qubit and resonator is only created by the coupling junctions (or junction arrays) $E_{j1}$ and $E_{j2}$. As shown in Ref. [18], the external flux $\Phi_i$ through the two coupling loops can be used to change the parity of the coupling term in order to implement longitudinal coupling. We will show here that the external flux $\Phi_i$ can also be used to tune between pure longitudinal and pure transverse coupling at conveniently chosen realistic parameters, and we analyze the system as a function of this flux. Furthermore, we will allow for an additional external flux in the big loop $\Phi_{Xb}$ and show how the coupling and anharmonicity are boosted at $\Phi_{Xb} = \Phi_0/2$, where $\Phi_0$ is the magnetic flux quantum. The kinetic energy of the qubit-resonator system is given by

$$T = \left(\frac{\Phi_0}{2\pi}\right)^2 \left(\frac{2C_q + C}{4} \varphi_q^2 + \frac{C}{4} \varphi_r^2\right)$$  \hspace{1cm} (2)$$

with the dimensionless phase variables as defined in Eq. (1). Clearly, there is no coupling between qubit and resonator via the kinetic energy. The corresponding potential energy can be written as

$$U = \left(\frac{\Phi_0}{2\pi}\right)^2 \frac{1}{4L} (\varphi_q^2 + \varphi_r^2) - E_{j1} \cos(\varphi_q + \varphi_{Xb})$$

$$- k E_{j1} \cos \left(\frac{\varphi_r - \varphi_q}{2K} + \frac{\varphi_s}{K}\right),$$

$$- k E_{j2} \cos \left(\frac{\varphi_r - \varphi_q}{2K} + \frac{\varphi_s}{K}\right),$$

where $\varphi_s = 2\pi \Phi_s/\Phi_0$ is the external flux through the two coupling loops and $\varphi_{Xb} = 2\pi \Phi_{Xb}/\Phi_0$ is the external flux through the big loop, both rescaled to be dimensionless. We will assume $\varphi_{Xb} = 0$ in this section and consider its effect in Sec. III B. As depicted in Fig. 1, we might want to use arrays of $k$ equal Josephson junctions for the coupling branches in order to suppress the nonlinearity of the resonator as well as higher-order coupling terms. In Sec. III C, we will have a closer look at these arrays.

The resonator is designed symmetrically, such that the coupling between qubit and resonator is only defined by the two coupling junction arrays $k E_{j1}$, that is, the last two lines in Eq. (3). A trigonometric expansion leads to four different coupling terms, which we will classify by their parity. For the qubit, there are two terms with odd parity and two terms with even parity, meaning that these terms are an odd or even function in the qubit variable $\varphi_q$. The same is true for the resonator.

Longitudinal coupling involves the coupling of the displacement degree of freedom of the resonator to the $\sigma_z$ degree of freedom of the qubit. This means that the coupling term is an odd function in the resonator variable and an even function in the qubit variable. The longitudinal coupling $g_{xz}$ is maximal at $\varphi_s = k \pi/2$, when it is given by

$$k E_{j1} \cos \left(\frac{\varphi_q}{2K}\right) \sin \left(\frac{\varphi_r}{2K}\right) \approx \hbar g_{xz} \sigma_z (a^\dagger + a),$$  \hspace{1cm} (4)$$

which is an even function in the qubit variable and an odd function in the resonator variable. The longitudinal coupling term is proportional to the sum of the coupling junctions, $E_{j1} = E_{j1} + E_{j2}$.

Transverse coupling, on the other hand, involves the coupling of the displacement degree of freedom of the resonator to the $\sigma_z$ degree of freedom of the qubit. This means that the coupling term is an odd function in both the resonator variable and the qubit variable. The transverse coupling $g_{xz}$ is maximal at zero flux, $\varphi_s = 0$, when it is given by

$$k E_{j1} \sin \left(\frac{\varphi_q}{2K}\right) \sin \left(\frac{\varphi_r}{2K}\right) \approx \hbar g_{xz} \sigma_z (a^\dagger + a),$$  \hspace{1cm} (5)$$

which is an odd function both in the qubit and the resonator variable. As opposed to the longitudinal coupling, the transverse coupling is proportional to the junction asymmetry $E_{j1} = E_{j1} - E_{j2}$, which is designed to be about 3–8 % of $E_{j1}$. It is important to notice that the transverse term disappears at $\varphi_s = k \pi/2$, where the longitudinal coupling has its maximum, while the longitudinal coupling, on the other hand, disappears at zero flux. We will see later that for favorably chosen parameters, the other two coupling terms resulting from the expansion of Eq. (3), $g_{xz}$ and $g_{zz}$, will be negligible, such that we can flux-choose between pure longitudinal and pure transverse coupling. Having both types of coupling in the same circuit gives us the flexibility to use one for coupling to the next qubit and one for readout, or vice versa.

To find expressions for the frequencies, anharmonicities, and couplings, we will employ the second quantization formalism. We go to the Hamiltonian representation and start by having a look at the quadratic terms of one variable, while the other is fixed at zero. (More accurately, it should be fixed at the potential minimum, which depends on the flux, as done in Sec. III. We will see, however, that the formulas given here are a good approximation.) This treatment is similar to the one described in Ref. [23] about black-box quantization.

To quantize the qubit, we will at first treat it as a harmonic system and later on calculate its anharmonicity, that is, its quartic deviation from a harmonic system. A series expansion of $k$ equal Josephson junctions for the coupling branches in order to suppress the nonlinearity of the resonator as well as higher-order coupling terms. In Sec. III C, we will have a closer look at these arrays.
of the Hamiltonian around \( \varphi_q = 0 \) (at \( \varphi_x = 0 \)) up to second order yields

\[
\mathcal{H}_q = \frac{(2e n_q)^2}{2 C_q + C} + \frac{E_{Jq}}{2} \varphi_q^2 + \left( \frac{\Phi_0}{2 \pi} \right)^2 \frac{1}{4 L} \varphi_q^2 + \frac{E_{\Sigma}}{8 k} \cos \left( \frac{\varphi_x}{k} \right) \varphi_q^2,
\]

where

\[
n_q = \frac{1}{4} \hbar \frac{\partial T}{\partial \varphi_q}
\]

is a rescaled charge and the conjugate variable to \( \varphi_q \). The potential energy of the qubit is governed by the Josephson energy of the qubit junction \( E_{Jq} \), which is shunted by the inductance \( L \). To describe the flux dependence of Eq. (6), we introduce the dimensionless coefficient

\[
\eta = \frac{E_{Jq}}{2k} \left( \frac{2 \pi}{\Phi_0} \right)^2 L \cos \left( \frac{\varphi_x}{k} \right),
\]

which disappears for pure longitudinal coupling, that is, for \( \varphi_x = k \pi / 2 \). This flux-dependence parameter is governed by the ratio between the Josephson energy of the coupling array and the energy of the inductance in parallel to it. Using Eq. (8), we define

\[
E_{q}^* = E_{Jq} + \left( \frac{\Phi_0}{2 \pi} \right)^2 1 + \frac{\eta}{2 L} \frac{E_j}{2 C_q + C}
\]

as the inductively shunted effective Josephson energy and

\[
E_C = \frac{\eta}{2 C_q + C}
\]

as the charging energy of the qubit, and we write

\[
\mathcal{H}_q = 4 E_{C} n_q^2 + \frac{E_{Jq}}{2} \varphi_q^2.
\]

We go to second quantization using

\[
n_q = \frac{1}{2} \sqrt{\frac{2 \pi}{E_{Jq}}} (c^\dagger - c),
\]

\[
\varphi_q = \sqrt{\frac{2 \pi E_{C}}{E_{Jq}}} (c^\dagger + c)
\]

in Eq. (11), which yields

\[
\mathcal{H}_q = \hbar \omega_q \left( c^\dagger c + \frac{1}{2} \right).
\]

with the harmonic qubit frequency

\[
\omega_q = \sqrt{\frac{8 E_{C} E_{Jq}^*}{\hbar}}.
\]

The quantization rules for the qubit given in Eq. (12) fulfill the commutation relation for the conjugate variables flux \( \Phi_q \) and charge \( Q_q \),

\[
[\Phi_q, Q_q] = \left[ \frac{\Phi_0}{2 \pi}, 2 e n_q \right] = i \frac{\hbar}{2} [c^\dagger + c, c^\dagger - c] = i \hbar
\]

with \( \Phi_0 = \pi \hbar / e \). To determine whether the system can be treated as a qubit, we need to know its anharmonicity, that is, its quartic deviation from a harmonic system. The fourth-order term in the potential energy [Eq. (3)] for \( \varphi_x = 0 \) is

\[
- \frac{1}{24} \left[ \frac{E_{Jq}}{2 \pi} \left( \frac{\Phi_0}{2 \pi} \right)^2 \frac{\eta}{8 k^2 L} \right] \varphi_q^4
\]

\[
- \frac{E_C}{12 E_{Jq}^*} \left[ E_{Jq} + \left( \frac{\Phi_0}{2 \pi} \right)^2 \frac{\eta}{8 k^2 L} \right] (c^\dagger + c)^4
\]

using Eqs. (8) and (12). Since

\[
\langle j | (a^\dagger + a)^4 | j \rangle = 6 j^2 + 6 j + 3
\]

(see Ref. [24]), where \( | j \rangle \) are the Fock state eigenvectors, the energy of state \( j \) up to fourth order is

\[
E_{j}^{(q)} = \sqrt{8 E_{C} E_{Jq}^*} (j + \frac{1}{2})
\]

\[
- \frac{E_C}{12 E_{Jq}^*} \left[ E_{Jq} + \left( \frac{\Phi_0}{2 \pi} \right)^2 \frac{\eta}{8 k^2 L} \right] (6 j^2 + 6 j + 3).
\]

The quartic anharmonicity of the qubit is given by

\[
\alpha^{(q)} = \frac{E_{12}^{(q)} - E_{01}^{(q)}}{\hbar} = - \frac{E_C}{\hbar} \frac{E_{Jq} + \left( \frac{\Phi_0}{2 \pi} \right)^2 \frac{\eta}{8 k^2 L}}{E_{Jq}^*}
\]

with \( E_{12}^{(q)} = E_{J}^{(q)} - E_{q}^{(q)} \), which leads to a correction to the qubit frequency, that is,

\[
\Delta = \frac{E_{12}^{(q)} - E_{01}^{(q)}}{\hbar} = \omega_q + \alpha^{(q)}.
\]

We see that the qubit anharmonicity is governed by the charging energy of the qubit \( E_C \) and the ratio between \( E_{Jq} \) and \( E_{Jq}^* \). Remembering again that \( \eta = 0 \) for pure longitudinal coupling at \( \varphi_x = k \pi / 2 \), this is the same expression as the one given by Koch et al. in Ref. [24] for the transmon anharmonicity, apart from the rescaling of the Josephson energy due to the inductive shunting [Eq. (9)]. In Ref. [24], Koch et al. give an estimate for a minimal required relative anharmonicity of

\[
\alpha^{(q)} = E_{12}^{(q)} - E_{01}^{(q)} \geq \frac{1}{200 \pi}.
\]

As shown below, we can reach relative qubit anharmonicities that are one order of magnitude higher than this. As we will show in Sec. III B, the qubit anharmonicity can be significantly boosted using an additional flux bias \( \varphi_x \) through the big loop (see Fig. 1).

In the two-level approximation, the qubit Hamiltonian is given by

\[
\mathcal{H}_q = \hbar \frac{\Delta}{2} \sigma_z.
\]

For the resonator, we follow the strategy used above and do a series expansion up to second order around \( \varphi_x = 0 \) (at \( \varphi_q = 0 \),
that is,
\[ \mathcal{H}_r = \frac{(2e n_r)^2}{C} + \frac{\Phi_0^2}{2\pi^2} r^2 + \frac{\Phi_0^2}{4L} \bar{\phi}_r^2 = \frac{\Phi_0^2}{2\pi^2} r^2 + \frac{\Phi_0^2}{4L} \bar{\phi}_r^2, \]
(23)
where the flux \( \Phi_r \) and the charge \( Q_r = 2e n_r \) are again conjugate variables that fulfill the commutation relation
\[ [\Phi_r, Q_r] = \frac{\Phi_0}{2\pi} \cdot 2e n_r = \frac{i}{\hbar} [a^\dagger + a, a^\dagger - a] = i \hbar. \]
(24)

The quantization step is done by inserting
\[ Q_r = 2e n_r = \sqrt{\frac{\hbar}{2Z_0}} i (a^\dagger - a), \]
\[ \Phi_r = \frac{\Phi_0}{2\pi} \bar{\phi}_r = \frac{\hbar Z_0}{2} (a^\dagger + a) \]
(25)
(see Ref. [25]) in Eq. (23) and choosing the characteristic impedance \( Z_0 \) such that the Hamiltonian has the form
\[ \mathcal{H}_r = \hbar \omega_r (a^\dagger a + \frac{1}{2}), \]
(26)
i.e., such that the nondiagonal terms disappear. This is satisfied for
\[ Z_0 = 2 \sqrt{\frac{L}{C(1 + \eta)}}, \]
(27)
which directly gives
\[ \omega_r = \sqrt{\frac{1 + \eta}{L C}} \]
(28)
for the resonator frequency. We see that \( \omega_r \) acquires a flux dependence due to \( \eta \) [see Eq. (8)]. However, the effect of \( \eta \) can be suppressed by increasing the number of junctions \( k \) in the array (see Sec. III C).

To verify whether our resonator can really be treated as a harmonic system, we will calculate its anharmonicity. Using Eq. (25), the fourth-order term in the potential energy [Eq. (3)], again for \( \bar{\phi}_q = 0 \), can be written as
\[ -\left( \frac{\Phi_0}{2\pi} \right)^2 \frac{\eta \hbar^2}{192 k^2 L} \bar{\phi}_r^4 = -\left( \frac{\Phi_0}{2\pi} \right)^2 \eta \bar{\phi}_r^2 \frac{\hbar^2}{192 k^2 C(1 + \eta)(a^\dagger + a)^4}. \]
(29)

Using again Eq. (17), the energy of state \( j \) up to fourth order is
\[ E_{j}^{(r)} = \hbar \omega_r (j + \frac{1}{2}) - \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{\hbar^2}{192 k^2 C(1 + \eta)^2} (6 j^2 + 6 j + 3). \]
(30)
The anharmonicity of the resonator is then given by
\[ \alpha^{(r)} = \frac{E_{j2}^{(r)} - E_{01}^{(r)}}{\hbar} = \eta \pi^2 \hbar \frac{\eta}{\pi^2 \hbar - 4 k^2 (1 + \eta)^2 \sqrt{C/L}}, \]
(31)
where again \( E_{ij}^{(r)} = E_{j}^{(r)} - E_{i}^{(r)} \). We see that the anharmonicity of the resonator is proportional to the parameter \( \eta \). Remarkably, \( \eta \) is zero at the longitudinal coupling point \( \varphi_x = k \pi / 2 \), where the resonator anharmonicity goes through zero and changes its sign. This remains true when we include higher-order terms, as all series terms in the potential energy in \( \varphi_x \) from third order onward are proportional to \( \eta \). If we want to work with a static system with pure longitudinal coupling, we can thus assume our resonator to be perfectly harmonic. At any other point in flux, though, we should choose our parameters carefully in order to ensure that \( \alpha^{(r)} \) remains small.

Now, we would like to have a look at the coupling terms, taking into account the four terms with different parities, as mentioned above. We will do a series approximation of the potential energy up to second order in both \( \varphi_x \) and \( \varphi_q \) around zero, which is assumed to be the potential minimum (see Sec. III for a more exact numerical treatment). For two identical coupling junctions (or coupling arrays), only \( \sigma \)-type coupling terms are possible, as all uneven terms in \( \varphi_q \) cancel out. This means that the \( \sigma \)-coupling terms are proportional to the sum of the coupling junctions \( E_{jx} \), while the \( \sigma \)-coupling terms are proportional to their difference \( E_{j} \).

At zero flux \( \varphi_x = 0 \), we find the transverse coupling, which we call \( g_{xx} \) as it has odd parity both in \( \varphi_q \) and \( \varphi_r \). It is
\[ \frac{E_{jx}}{4k} \varphi_q \varphi_r \cos \left( \frac{\varphi_x}{k} \right) \approx \hbar g_{xx} \sigma_x (a^\dagger + a) \]
(32)
with
\[ g_{xx} = \frac{E_{jx}}{2k \sqrt{\hbar}} \left( \frac{2E_{C} \pi}{E_{jx} \Phi_0} \right) \left( \frac{L}{1 + \eta} \right)^2 \cos \left( \frac{\varphi_x}{k} \right). \]
(33)
There is a competing term with a similar flux dependence, which has even parity in both \( \varphi_x \) and \( \varphi_q \), namely
\[ -\frac{E_{jx}}{64k^3} \varphi_q^2 \varphi_r^2 \cos \left( \frac{\varphi_x}{k} \right) \approx \hbar g_{zz} \sigma_z (a^\dagger + a)^2 \]
(34)
with
\[ g_{zz} = -\frac{E_{jx}}{16k^3} \left( \frac{2E_{C} \pi}{E_{jx} \Phi_0} \right)^2 \left( \frac{L}{C(1 + \eta)} \right)^2 \cos \left( \frac{\varphi_x}{k} \right). \]
(35)
At \( \varphi_x = k \pi / 2 \) both \( g_{xx} \) and \( g_{zz} \) vanish, while two other coupling terms are at their joint maximum. One is the longitudinal coupling term
\[ -\frac{E_{jx}}{16k^2} \varphi_q \varphi_r \sin \left( \frac{\varphi_x}{k} \right) \approx \hbar g_{zx} \sigma_z (a^\dagger + a) \]
(36)
with
\[ g_{zx} = -\frac{E_{jx}}{8k^2 \sqrt{\hbar}} \left( \frac{2E_{C} \pi}{E_{jx} \Phi_0} \right) \left( \frac{L}{1 + \eta} \right) \sin \left( \frac{\varphi_x}{k} \right). \]
(37)
where the \( z \) in \( g_{zx} \) stands for even qudit parity and the \( x \) for odd resonator parity. The competing \( \sigma_x \) term has opposite parity,
\[ -\frac{E_{jx}}{16k^2} \varphi_q^2 \varphi_r \sin \left( \frac{\varphi_x}{k} \right) \approx \hbar g_{xz} \sigma_z (a^\dagger + a)^2 \]
(38)
with
\[ g_{xz} = -\frac{E_{jx}}{4k^2} \left( \frac{2E_{C} \pi}{E_{jx} \Phi_0} \right)^2 \left( \frac{L}{C(1 + \eta)} \right) \sin \left( \frac{\varphi_x}{k} \right). \]
(39)

We will see later that for conveniently chosen parameters, only the transverse coupling \( g_{xx} \) (which is the lowest-order term) and the longitudinal coupling \( g_{zx} \) play a role. The \( g_{zz} \)
term is the highest-order term and therefore much smaller than the others. The $g_{xz}$ term is of the same order as the longitudinal coupling, but is suppressed by the small junction asymmetry $E_{1A} \ll E_{J2}$. As the flux dependences of longitudinal and transverse coupling have a quadrature relation to one another, each is at its maximum when the other disappears and vice versa.

In Ref. [14], similar expressions are obtained for transverse and longitudinal coupling between a qubit and a resonator. However, the qubit considered there is a split transmon with a single flux loop, in which the two Josephson junctions play the role of qubit junctions and junction couplings at the same time. For small junction asymmetries ($d = 0.02$ in Ref. [14]), switching to pure longitudinal coupling would be accompanied by a much larger change in the qubit frequency compared to our design, where the roles of the qubit and coupling junctions are separated.

As recently shown by Hutchings et al. in Ref. [26], the qubit dephasing rate of transmons is proportional to the sensitivity of the qubit frequency to the external flux. Staying in a regime with moderate flux tunability in the range of hundreds of MHz (see Secs. III and IV), our qubit should be nearly unaffected by flux noise. Note that this is true independent of the coupling junction asymmetry. It is important that in our design the coupling can be tuned by applying an external flux through the two smaller coupling loops, while an additional flux through the big qubit loop can be used to boost the anharmonicity. For the bigger loop, we consider the two cases $\Phi_{XB} = 0$ and $\Phi_{XB} = \Phi_0/2$, both of which are sweet spots with respect to flux noise.

### Effect of asymmetries

The capacitances and inductances in the design shown in Fig. 1 are supposed to be symmetric, such that the coupling between qubit and resonator is only created by the coupling junctions $E_{J1}$ and $E_{J2}$. This has the advantage that the resulting transverse coupling [Eq. (33)] is flux-dependent and goes through zero at $\phi_s = k \pi/2$, which leads to pure longitudinal coupling. Transverse coupling terms caused by asymmetric inductances or capacitances would, however, be independent of the external flux. While the capacitances in our design (see Sec. V) can be fabricated very accurately, the asymmetry in the inductances could be in the neighborhood of $\delta L = (L_1 - L_2)/(L_1 + L_2) \sim 0.01$. To first order in $\delta L$, the frequencies and anharmonicities of qubit and resonator are unaffected by this asymmetry. The same is true for the coupling terms with even qubit parity, such as the longitudinal coupling $g_{xx}$. The coupling terms with odd qubit parity, such as the transverse coupling $g_{xz}$, contain, however, a term proportional to $\delta L$. To first order in $\delta L$, the total transverse coupling is given by

$$g_{xx}^{\text{total}} = g_{xx}^{\text{sym}} + |g_{xx}^{\text{asym}}| \cos \left( \frac{\phi_s}{k} \right),$$

where the symmetric flux-dependent part is given by Eq. (33). The asymmetry part due to the unequal inductances is a constant offset independent of flux. From Eq. (40) it is clear that as long as $|g_{xx}^{\text{sym}}| / |g_{xx}^{\text{asym}}| > 1$, there is still a point in flux where the total transverse coupling $g_{xx}^{\text{total}}$ goes through zero. For a significant $\delta L$ of a few percent, this point might be considerably shifted from the ideal value of $\phi_s = k \pi/2$, where the longitudinal coupling is maximal. However, this shift can be suppressed by increasing the coupling junction asymmetry $d$, as $|g_{xx}^{\text{sym}}| / |g_{xx}^{\text{asym}}|$ is proportional to $d / \delta L$ [27].

### III. CHOICE OF PARAMETERS

One approximation we made in deriving the formulas above was to assume that the potential energy minimum is always at $\phi_q = \phi_s = 0$. This is crucial as all important quantities were derived using series approximations around the potential minimum. However, looking closely at the potential function given in Eq. (3), we see that this is only true at fluxes $\phi_s = \mu k \pi$ for integer multiples $\mu$, but nowhere in between. The exact position of the minimum depends of course strongly on the chosen parameters. The solution is thus to numerically determine the potential energy minimum for a given set of parameters (including the external fluxes) and calculate the frequencies, anharmonicities, and couplings again by series approximations around this potential minimum. As we will see in the next section, the formulas given above are a good approximation. Though they cannot capture the flux dependence exactly, they always give the right values at fluxes $\phi_s = \mu k \pi$. This numerical treatment becomes especially important when we allow for a flux in the big loop $\phi_{XB}$, which can be used to boost the anharmonicity (see Sec. III B).

A possible experiment to verify the model could be a measurement of the qubit-resonator dispersive shift as a function of the external flux through the coupling loops $\phi_s$. While the transverse coupling $g_{xz}$ leads to a qubit state dependence of the resonator frequency, the longitudinal coupling $g_{xx}$ does not. This means that the qubit-resonator dispersive shift should disappear at $\phi_s = k \pi/2$, where $g_{xz}$ goes through zero and we have pure longitudinal coupling.

In this section, we will discuss how to favorably choose the parameters for such an experiment given the constraints of the real system, keeping in mind that all important quantities are flux-dependent. For example, we will require the resonator frequency to always stay in the range of $\omega_r/(2\pi) = 6–8 \text{ GHz}$, which is a convenient microwave range, recently used in the setup of Ref. [28] to perform multiplexed quantum readout. We want the qubit frequency to be well separated from the resonator frequency, as any overlap could lead to unwanted cross-talk. As mentioned above, it is necessary to stay in a regime with moderate flux tunability of the qubit frequency in order to avoid dephasing due to flux noise. These being hard constraints, our goal is that the qubit anharmonicity should be as high as possible, while the anharmonicity of the resonator should be negligible. As we are aiming here for a system in which we can flux-choose between transverse and longitudinal coupling, we will choose our parameters such that the longitudinal coupling is as high as possible, while the transverse coupling should be comparable. Note that the transverse coupling can be easily controlled via the junction asymmetry. All other coupling terms should be negligible in order to have pure longitudinal or transverse coupling.

We will treat the cases of single coupling junctions and coupling junction arrays separately as they require different restrictions on the parameters. In addition, for both cases we will examine the effect of a flux-biasing of $\phi_{XB} = \pi$ in the big loop.
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TABLE I. A good choice of parameters for the single coupling junction case \((k = 1)\) at zero flux through the big loop \(\varphi_{Xb} = 0\). \(L\) needs to be less than or equal to \(L_{\text{max}}\) to ensure that the resonator frequency stays in the 6–8 GHz range and less than \(L_{\text{cut}}\) in order to avoid a double-well potential for all possible values of flux (compare Sec. III B). On the right we show the frequencies, anharmonicities, and couplings, which vary with the flux in the coupling loops.

| Parameters   | Results          |
|--------------|------------------|
| \(E_{Jq}\)   | \(h = 10\) GHz  |
| \(E_{JS}\)   | \(h = 20\) GHz  |
| \(E_{JS}/E_{JS}\) | 0.08             |
| \(C\)        | 114 fF           |
| \(C_{q}\)    | 70 fF            |
| \(L\)        | 4.5 nH           |
| \(L_{\text{max}}\) | 4.9 nH          |
| \(L_{\text{cut}}\) | 5.6 nH         |

(a) Longitudinal \((g_{xx})\) and transverse coupling \((g_{xz})\)

(b) Unwanted coupling terms; note the change of scale

A. Case one: Single coupling junctions

In the following, we will treat the case of single coupling junctions, which means we set \(k = 1\) in all the formulas from Sec. II. Looking at the expression for the resonator frequency given in Eq. (28), it becomes clear that the absolute value of \(\eta\) should not become bigger than 1, since within our series approximation \(\omega_{r}\) would not be well-defined. Following from Eq. (8), it is clear that \(\omega_{r}\) will have a maximum at zero flux and a minimum at \(\varphi_{z} = \pi\). To ensure that it always stays between 6 and 8 GHz, we can fix the capacitance \(C\) in terms of \(L\) and \(|\eta|\) such that \(\omega_{r}/(2\pi) = 8\) GHz at its maximum, and then define a maximal inductance \(L_{\text{max}}\) such that \(\omega_{r}/(2\pi) \geq 6\) GHz at its minimum. With these hard constraints and the goal of having high coupling and qubit anharmonicity, while keeping the qubit frequency well separated from the resonator frequency, we tried out different parameter values until we found the optimal solution. The junction asymmetry \(d = E_{JS}/E_{JS}\) is chosen such that the maximal transverse coupling \(g_{xz}\) is approximately as big as the maximal longitudinal coupling \(g_{xx}\).

Table I shows the chosen parameters and the frequencies, anharmonicities, and couplings to which they lead. Figure 2 shows the frequencies of qubit and resonator as a function of

![Frequency (GHz)](image)

Fig. 2. The frequencies of qubit and resonator as a function of the (reduced) flux through the coupling loops \(\varphi_{z}\). Solid lines show accurate numerical results, dashed lines show the predictions using the formulas from Sec. II. While the predictions are always accurate at the maxima and minima, they deviate slightly in between. The lighter color curve shows results at a flux \(\varphi_{Xb} = \pi\) through the big loop (see Sec. III B).

While both the longitudinal and the transverse coupling reach values above 50 MHz, the spurious terms are far from being negligible (see Fig. 3). The unwanted \(g_{xz}\) coupling reaches 11% of the longitudinal coupling \(g_{xx}\) at their joint maximum, while the unwanted \(g_{xz}\) reaches 9% of the transverse coupling \(g_{xz}\) at their maximum. The dashed lines show again the predictions using the formulas from Sec. II. We see that they are a good but not perfect approximation. In particular, the point where the transverse coupling disappears and the longitudinal coupling peaks is shifted. The lighter color curves show what happens due to the large-loop flux-biasing (see Sec. III B).

The resonator anharmonicity is clearly a problem, as it is almost as large as the qubit anharmonicity (see Fig. 4). While it goes through zero almost exactly when the transverse coupling disappears, it is much too high at all other values of flux. The lighter color curve shows again results at a flux \(\varphi_{Xb} = \pi\) in the big loop, to be discussed now.
B. Flux-biasing

Applying a flux of $\varphi_{Xb} = \pi$ through the big loop as suggested in Eq. (3) has a very interesting effect on the circuit’s behavior. It changes the qubit spectrum, but it does not affect the resonator. As shown in Fig. 2, the qubit frequency drops to 2.5–4 GHz, while the resonator frequency remains unchanged. The qubit anharmonicity is now positive and boosted up to 17% (see Fig. 4). The coupling also gets a boost and is approximately doubled (see Fig. 3).

Now, what exactly happens when we put a flux through the big loop? Looking again at the expression for the qubit frequency [Eq. (14)] and its derivation, it becomes clear that a flux $\varphi_{Xb} = \pi$ through the big loop corresponds to the transition $E_{Jq} \rightarrow -E_{Jq}$ in the potential function. The qubit potential thus consists primarily of a parabola with its minimum at $\varphi_q = 0$ (due to the inductive part) and a cosine with a maximum at $\varphi_q = 0$ (due to the qubit function). Clearly, this could lead to a double-well potential, similar to flux qubits [3,29]. This is a case that we want to avoid—we have chosen not to explore flux (i.e., persistent-current) qubits, and thus all our analysis is designed for a single-well treatment. Looking at the expression for the qubit frequency with $E_{Jq} \rightarrow -E_{Jq}$, we find

$$\Delta \varphi = \sqrt{8E_C[E_L(1 + \eta) - E_{Jq}]/\hbar},$$

(41)

where $E_L = [\Phi_0/(2\pi)]^2/(2L)$ is the energy of the inductance. This explains the drop in the qubit frequency shown in Fig. 2. It also shows that we need to make sure that $E_L(1 + \eta)$ is always bigger than $E_{Jq}$, such that the qubit frequency remains well-defined and we avoid the double-well potential. This implies another critical (maximal) inductance, which is

$$L_{\text{crit}} = \left(\frac{\Phi_0}{2\pi}\right)^2 \frac{1 + \eta}{2E_{Jq}}.$$  

(42)

For the parameters used here, $L_{\text{crit}}$ is, however, bigger than the $L_{\text{max}}$ defined in Sec. IIIA, such that it does not limit the permitted parameter space any further (see Table I). The qubit anharmonicity also changes considerably due to the flux in the big loop. It is

$$\omega^{(\varphi\pi)} = -E_C \frac{E_L}{4\hbar} \frac{E_L - E_{Jq}}{E_L(1 + \eta) - E_{Jq}}.$$  

(43)

C. Case two: Coupling junction arrays

When we want to substitute the single coupling junctions by coupling arrays, there are a few things we have to take into account. Assuming that all junctions in such an array are equal, we can describe the potential energy of an array of $k$ junctions as

$$U_k = -\sum_{i=1}^{k} E_{Ji} \cos(\varphi_i) = -k E_J \cos\left(\frac{\varphi + m \cdot 2\pi}{k}\right),$$

(44)

where $\varphi = \sum_i \varphi_i$ is the total phase over the junction array and $m \in Z$ is the integer number of flux quanta in a loop formed by the junctions, thereby numbering the metastable solutions for $\varphi$. For the coupling scheme to work, we require $m$ to be constant in time over long durations. As described in Refs. [30,31], so-called phase-slip events, i.e., integer changes in $m$, can be detected by jumps in the frequency of the system. However, phase slips are suppressed by choosing a large $E_{J}/E_{C}$ ratio for each individual junction, and time spans on
TABLE II. The chosen parameters for the case of coupling junction arrays, here for $k = 9$, at zero flux through the big loop $\psi_{Xb} = 0$. $L$ needs to be less than or equal to $L_{\text{max}}$ to ensure that the resonator frequency stays in the 6–8 GHz range and less than $L_{\text{crit}}$ in order to avoid a double-well potential for all possible values of flux. On the right are the frequencies, anharmonicities, and couplings, which vary with the flux in the coupling loops.

| Parameters | Results |
|------------|---------|
| $E_{Ji}$  | $h 10$ GHz | $\omega_i/(2\pi)$ | 6–8 GHz |
| $E_{\Sigma}$ | $h 160$ GHz | $\Delta/(2\pi)$ | 5.3–6.3 GHz |
| $E_{Ji}/E_{\Sigma}$ | 0.02 | $g_{\alpha_i}^{\text{max}}/(2\pi)$ | 6 MHz |
| $C$ | 102 fF | $g_{\alpha_i}^{\text{max}}/(2\pi)$ | 13 MHz |
| $C_{q}$ | 60 fF | $g_{\alpha_i}^{\text{max}}/(2\pi)$ | 0.07 MHz |
| $L$ | 5.0 nH | $g_{\alpha_i}^{\text{max}}/(2\pi)$ | 0.2 MHz |
| $L_{\text{max}}$ | 5.0 nH | $|\alpha_j^{(0)}|\approx 0.9–1.5\%$ | |
| $L_{\text{crit}}$ | 5.6 nH | $|\alpha_j^{(0)}|\leq 0.007\%$ | |

the order of hours or days with constant $m$ can be realistically achieved [32]. We will take $m$ to be zero here and expand for large $k$, finding

$$U_{k} \approx -kE_{J} + \frac{E_{J}}{2k}\psi^{2} = -kE_{J} + \left(\frac{\Phi_{0}}{2\pi}\right)^{2} \frac{1}{2L_{J}} \psi^{2} \tag{45}$$

with an effective inductance of $L_{J} = k \left[ \Phi_{0}/(2\pi) \right]^{2}/E_{J}$. The effective inductance of such an array is thus proportional to the number of junctions $k$.

With such a treatment, we are of course neglecting the dynamics of the internal degrees of freedom of the array [33,34]. This is justified as long as the energies of our system, that is, the frequencies of qubit and resonator. Explicitly, we have to require their plasma energies of our system, that is, the frequencies of qubit and resonator. Explicitly, we have to require their plasma energies of our system, that is, the frequencies of qubit and resonator.

Apart from that, we require that $E_{Ji}/E_{C_i} \geq 100$ to prevent phase slips [31,32], where $E_{C_i}$ is the charging energy of each individual junction. Putting these two constraints together, we can conclude that each coupling junction in such an array needs to have a Josephson energy larger than $E_{Ji} = h 70$ GHz, which is a lot bigger than what we assumed for the single-junction case. Apart from this restriction, we proceed just as in the previous section, trying out different parameter values, now including the number of junctions $k$ per coupling array, until finding the optimal solution.

Table II shows the chosen parameters for the multijunction case, here for $k = 9$ junctions per array. While we ascertain that the unwanted coupling terms are considerably suppressed compared to the longitudinal and the transverse coupling, the coupling is smaller in general (see Fig. 6). The longitudinal coupling is suppressed by almost one order of magnitude compared to the single-junction case. While the unwanted $g_{xz}$ coupling reaches approximately 4% of the longitudinal coupling $g_{zx}$ at their joint maximum, the unwanted $g_{xz}$ coupling reaches only 0.4% of the transverse coupling $g_{zx}$ at their maximum.

The resonator anharmonicity is considerably suppressed to less than 0.007%, while the qubit anharmonicity stays roughly

FIG. 6. The four most important coupling terms as a function of the (reduced) flux through the coupling loops $\psi_{x}$ for a coupling junction array of $k = 9$ junctions per array. Solid lines show accurate numerical results, dashed lines show the predictions using the formulas from Sec. II, and the lighter color curves show what happens at a flux $\psi_{Xb} = \pi$ in the big loop. The longitudinal coupling is almost doubled due to the large-loop flux-biasing, while the point where the transverse coupling disappears is considerably shifted. The longitudinal coupling always disappears exactly at multiples of $\psi_{x} = k\pi$. (a) Longitudinal ($g_{xz}$) and transverse coupling ($g_{zx}$). (b) Unwanted coupling terms; note the change of scale.

the same (see Fig. 7). Putting a flux of $\psi_{Xb} = \pi$ through the big loop has a similar effect as before. The qubit anharmonicity changes sign and is boosted to up to more than 30%, while the resonator anharmonicity is not affected by the large-loop

FIG. 7. The relative anharmonicities of qubit and resonator as a function of the (reduced) flux through the coupling loops $\psi_{x}$ for a coupling junction array with $k = 9$ junctions per array. Solid lines show accurate numerical results, and dashed lines show the predictions using the formulas from Sec. II. Note that in this plot, the predictions are indistinguishable from the numerical results. The lighter color curve shows results at a flux $\psi_{Xb} = \pi$ in the big loop. The smaller plot on the right shows again the relative anharmonicity of the resonator; note the change of scale.
flux-biasing. Even though the suppression of the unwanted coupling and the resonator anharmonicity are a considerable improvement over the single-junction case, the simultaneous suppression of the longitudinal coupling is unfortunate. We will therefore try out another adaptation of the original circuit, as described below.

IV. CASE THREE: CIRCUIT WITH ADDITIONAL INDUCTANCE

Figure 8 shows an adaptation of the original circuit in which we have added an additional inductance in each coupling branch, in series with both the coupling junction array and the already existing inductance. Clearly, this adds an additional degree of freedom to each coupling branch. However, this additional variable can be considered to be a dependent variable (just like the internal degrees of freedom within the coupling array) that can be eliminated, as it does not have a significant capacitive term and therefore no low-frequency dynamics on its own.

To explain this, we will start with a description of a single coupling branch as shown in Fig. 9. This is a system with $n = k + 2$ nodes, where $k$ is the number of junctions in the array. That makes $n - 1 = k + 1$ degrees of freedom, $k$ of them without their own dynamics. We define $\varphi$ as the phase difference across the whole device and denote the dependent phase difference over the junction array as $\varphi_d$ as depicted in Fig. 9, the phase difference over a single junction being $\varphi_d/k,$ assuming the junctions are all equal and $m = 0$ in Eq. (44).

The phase difference across the inductance $L_a$ must then be $\varphi - \varphi_d.$ The Lagrangian for the system shown in Fig. 9 yields

$$L = \left( \frac{\Phi_0}{2\pi} \right)^2 \left( \frac{C}{2} \psi^2 - \frac{1}{2L_a}(\varphi - \varphi_d)^2 - \frac{1}{2L}\varphi_d^2 \right) + k E_J \cos \left( \frac{\varphi - \varphi_a}{k} \right).$$

(46)

As noted above, there is no capacitive term in the second equation. It is thus not a differential equation, but simply a nonlinear algebraic equation in $\varphi$ and $\varphi_d,$ which can be used to eliminate $\varphi_d.$ However, it is not analytically possible to solve the second equation for $\varphi_d.$ Our strategy will therefore be to solve it for $\varphi$ and invert this function numerically for a given set of parameters in order to eliminate $\varphi_d.$ Solving for $\varphi$ thus yields

$$\varphi(\varphi_d) = \gamma \varphi_d + \beta \sin \left( \frac{\varphi_d - \varphi_a}{k} \right)$$

(48)

with the abbreviations $\beta = (2\pi/\Phi_0)^2 L_a E_J$ and $\gamma = 1 + L_a/L,$ where $\beta$ corresponds to the screening parameter known from SQUID terminology [35], that is, the ratio between Josephson energy and inductive energy.

In terms of the parameters $k, \beta,$ and $\gamma,$ we can distinguish two different cases. The function is invertible as long as $k \gamma/\beta$ is above the critical value of 1; compare Fig. 10. If the function is not invertible, the potential becomes multivalued. This is a
parameter regime we want to avoid. To see what that condition means, we can rewrite it as
\[
\gamma > \beta / k \Leftrightarrow E_k + E_{La} > E_f / k,
\]  
(49)
where \( E_L = [\Phi_0 / (2\pi)]^2 / L \) is the energy associated with the inductance and \( E_{La} \) is the same for the additional inductance \( L_a \). The condition given in Eq. (49) thus means that the energy of the two inductances must be bigger than the energy of the junction array in order to ensure that Eq. (48) is invertible and there is a well-defined potential.

The potential energy for the complete qubit-resonator system depicted in Fig. 8 is given by
\[
\mathcal{U} = \left( \frac{\Phi_0}{2\pi} \right)^2 \left[ \frac{1}{2L_{a1}} f \left( \frac{\phi_r + \phi_d}{2}, \phi_1, \phi_2, k, \gamma \right) \right. 
\]
\[
\left. + \frac{1}{2L_{a2}} f \left( \frac{\phi_r - \phi_d}{2}, \phi_1, \phi_2, k, \gamma \right) \right] - E_{Jq} \cos(\phi_q + \phi_{Xb}),
\]  
(50)

where
\[
f(\phi, \phi_1, \phi_2, k, \gamma) = \phi^2 - 2 \phi \phi_d + \gamma \phi_d^2
\]
(51)
is a function that describes one coupling branch as depicted in Fig. 9, in which the dependent variable \( \phi_d \) must be replaced by the numerical inversion of Eq. (48). The kinetic energy is the same as for the original circuit [Eq. (2)]. In analogy to what we described in Sec. III B, we want this circuit to be also usable at a flux-biasing of \( \phi_{Xb} = \pi \) through the big loop. We thus have to make sure that we do not go into parameter ranges, where the potential is a double well. This can be done by determining the curvature of the potential in the \( \phi_1 \) direction at a flux \( \phi_{Xb} = \pi \) through the big loop and \( \phi_1 = k \pi \) through the coupling loops. If the curvature is positive here, it will always be positive. While we cannot define a critical inductance as done in Sec. III B [Eq. (42)], the equivalent in this case is a critical (minimum) number of junctions \( k_{\text{crit}} \) that ensures a positive curvature of the potential.

From here on, our strategy is the one described in Sec. III. For a given set of parameters (including the external fluxes), we first determine the position of the potential energy minimum in \( \phi_r \) and \( \phi_1 \), and then calculate the frequencies, anharmonicities, and couplings using series approximations around that minimum. To choose the best parameters, we again fix the capacitance \( C \) in terms of the other variables, such that the resonator frequency is \( \omega_r / (2\pi) = 8 \text{ GHz} \) at zero flux, where \( \omega_r \) has its maximum. Then we try out different values for the other parameters until we find the solution that gives the highest longitudinal coupling and anharmonicity while satisfying all the conditions mentioned above. The chosen parameters for this circuit are shown in Table III.

Figure 11 shows the frequencies of qubit and resonator as a function of the flux through the coupling loops \( \phi_r \). Their flux dependence looks a lot like in the two cases described above. The lighter color curve shows results at a flux \( \phi_{Xb} = \pi \) in the big loop. The qubit frequency again experiences a drop due to the large-loop flux-biasing, while the resonator is unaffected by this.

Table III. The chosen parameters for the case of the adapted circuit with the added inductance, here for \( k = 5 \) junctions per coupling array, at zero flux through the big loop \( \phi_{Xb} = 0 \). \( k_{\text{crit}} \) defines a lower threshold for the number of junctions \( k \) in order to avoid a double-well potential for all possible values of flux. On the right are the frequencies, anharmonicities, and couplings, which vary with the flux in the coupling loops.

| Parameters | Results |
|------------|---------|
| \( E_{Jq} \) | h 5 GHz |
| \( C_r \) | 65 fF |
| \( C_q \) | 50 fF |
| \( g_{xz} \) | 6–8 GHz |
| \( g_{xx} \) | 10 MHz |
| \( g_{zx} \) | 0.06 MHz |
| \( k_{\text{crit}} \) | 3.3 |
| \( |\alpha_r| \) | \( |\alpha_r| \) |
| \( |\alpha_r| \) | \( |\alpha_r| \) |
| \( \omega_r / (2\pi) \) | \( \omega_r / (2\pi) \) |

FIG. 11. The frequencies of qubit and resonator as a function of the (reduced) flux through the coupling junctions \( \phi_r \) for the adapted circuit with \( k = 5 \) junctions per array. The lighter color curve shows results at a flux \( \phi_{Xb} = \pi \) in the big loop.
FIG. 12. The four most important coupling terms as a function of the (reduced) flux through the coupling junctions φi for the adapted circuit with k = 5 junctions per array. The lighter color curves show what happens at a flux φXb = π in the big loop. Due to the large-loop flux-biasing, all coupling terms get slightly bigger (the longitudinal coupling is almost doubled), while the point where the transverse coupling disappears is considerably shifted. (a) Longitudinal (gzzx) and transverse (gxx) coupling. (b) Unwanted coupling terms; note the change of scale.

FIG. 13. The relative anharmonicities of qubit and resonator as a function of the (reduced) flux through the coupling loops φi for the adapted circuit with k = 5 junctions per array. The lighter color curve shows results at a flux φXb = π in the big loop. While the resonator anharmonicity is unchanged, the qubit anharmonicity is now positive and boosted to up to 18%. The smaller plot on the right shows again the relative anharmonicity of the resonator; note the change of scale.
by using recent advancements in flip-chip and micromachined superconducting circuit technology \[5,43,44\].

VI. SUMMARY

In conclusion, we presented an inductively shunted transmon qubit design that can be tuned between pure transverse and pure longitudinal coupling to an embedded resonator mode by changing the external magnetic flux. We performed quantitative analytical and numerical calculations for several qubit-resonator coupling designs. We found that by applying an additional magnetic flux through the loop of the inductively shunted qubit, both the coupling terms and the qubit anharmonicity increase significantly. Additionally, we showed that using single Josephson junctions in the qubit-resonator coupling elements is not feasible because of the resulting large unwanted coupling terms and high resonator anharmonicity. Using junction arrays in the coupling elements is more favorable because the ratio between the longitudinal coupling and the unwanted coupling terms can be increased by an order of magnitude, and the resonator anharmonicity is strongly suppressed. Including an additional inductance in the coupling branches helps to further increase the qubit anharmonicity and the longitudinal coupling by up to a factor of 2. Finally, we proposed a prototype design based on standard circuit fabrication, integrated with high kinetic inductance elements.
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