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Abstract

Inductive link prediction—where entities during training and inference stages can be different—has been shown to be promising for completing continuously evolving knowledge graphs. Existing models of inductive reasoning mainly focus on predicting missing links by learning logical rules. However, many existing approaches do not take into account semantic correlations between relations, which are commonly seen in real-world knowledge graphs. To address this challenge, we propose a novel inductive reasoning approach, namely TACT, which can effectively exploit Topology-Aware Correlations between relations in an entity-independent manner. TACT is inspired by the observation that the semantic correlation between two relations is highly correlated to their topological structure in knowledge graphs. Specifically, we categorize all relation pairs into several topological patterns, and then propose a Relational Correlation Network (RCN) to learn the importance of the different patterns for inductive link prediction. Experiments demonstrate that TACT can effectively model semantic correlations between relations, and significantly outperforms existing state-of-the-art methods on benchmark datasets for the inductive link prediction task.

1 Introduction

Knowledge graphs store quantities of structured human knowledge in the form of factual triples, which have been widely used in many fields, such as natural language processing (Zhang et al. 2019), recommendation systems (Wang et al. 2018), and question answering (Huang et al. 2019).

For real-world knowledge graphs, new entities keep emerging continuously, such as new users and products in e-commerce knowledge graphs (Teru, Denis, and Hamilton 2020). Moreover, they usually face the incompleteness problem, i.e., some links are missing. To address this challenge, researchers have paid increasing attention to the inductive link prediction task (Tran et al. 2016; Hamaguchi et al. 2017; Wang et al. 2019; Teru, Denis, and Hamilton 2020). Inductive link prediction aims at predicting missing links between entities in knowledge graphs, where entities during training and inference stages can be different. Despite the importance of inductive link prediction in real-world applications, many existing works focus on transductive link prediction and cannot manage previously unseen entities (Sadeghian et al. 2019). Inductive link prediction is challenging as we need to determine which relation it is between two unseen entities during training, that is, we need to generalize what is learned from training entities to unseen entities.

Existing models of inductive reasoning mainly focus on predicting missing links by learning logical rules in knowledge graphs. Rule learning based methods (Yang, Yang, and Cohen 2017; Sadeghian et al. 2019) explicitly mine logical rules based on observed co-occurrence patterns of relations, which are inherently inductive as the learned rules are entity-independent and can naturally generalize to new entities. More recently, GraIL (Teru, Denis, and Hamilton 2020) implicitly learns logical rules with reasoning over subgraph structures in an entity-independent manner. However, many existing inductive reasoning approaches do not take into account neighboring relational triples when predicting the missing links.

To take advantage of the neighboring relational triples, we exploit semantic correlations between relations, which are commonly seen in knowledge graphs. For example, for the relations in Freebase (Bollacker et al. 2008), “/people/person/nationality” and “/people/ethnicity/languages spoken” have a strong correlation as a person’s spoken languages are correlated to the person’s nationality, while “/people/person/nationality” and “/film/film/country” have a weak correlation. Moreover, the topological patterns between any two relations—the way they are connected in knowledge graphs—can be different, which influence the correlation patterns. For example, for the relation pair “father_of” and “has_gender” in Figure 1, they are connected by \( \epsilon_1 \) in a tail-to-tail manner and connected by \( \epsilon_2 \) in a head-to-tail manner, which are different topological patterns.

In this paper, we propose a novel inductive reasoning approach, namely TACT, which can effectively exploit Topology-Aware Correlations between relations in knowledge graphs. Specifically, TACT models the semantic correlations in two aspects: correlation patterns and correlation coefficients. We categorize all relation pairs into several
different correlation patterns according to their topological structures. We then convert the original knowledge graph to a Relational Correlation Graph (RCG), where the nodes represent the relations and the edges indicate the correlation patterns between any two relations in the original knowledge graph. Based on the RCG, we propose a Relational Correlation Network (RCN) to learn the correlation coefficients of the different patterns for inductive link prediction. TACT can effectively incorporate the information of neighboring relations, thus to promote the performance of link prediction in the inductive setting. Experiments demonstrate that TACT can effectively model semantic correlations between relations, as well as significantly outperforms existing state-of-the-art methods on benchmark datasets for the inductive link prediction task.

Notations Given a set $E$ of entities and a set $R$ of relations, a knowledge graph $G = \{(u,r,v)|u,v \in E, r \in R\}$ is a collection of facts, where $u$, $v$, and $r$ represent head entities, tail entities, and relations between head and tail entities, respectively. We use $e_1$, $e_2$, $e_3$, to denote the embedding of the head entity, the relation and the tail entity. Let $d$ denote the embedding dimension. We denote $i$-th entry of a vector $e$ as $[e]_i$. Let $\odot$ be the Hadamard product between two vectors, 

$$[a \odot b]_i = [a]_i \cdot [b]_i,$$

and we use $\oplus$ to denote the concatenation of vectors.

2 Related Work

Rule learning based methods Rule learning based methods learn logical rules based on observed co-occurrence patterns of relations, which is inherently inductive as the learned rules are independent of entities. Mining rules from data is the central task of inductive logic programming (Muggleton 1992). Traditional methods suffer from the problem of scaling to large datasets or being challenging to optimize. More recently, Neural LP (Yang, Yang, and Cohen 2017) proposes an end-to-end differentiable framework to learn both the structure and parameters of logical rules. DRUM (Sadeghian et al. 2019) further improves Neural LP with mining more correct logical rules. However, rule learning based methods mainly focus on mining horn rules, which limits their ability to model more complex semantic correlations between relations in knowledge graphs.

Embedding based methods Knowledge graph embedding has been shown to be a promising direction for knowledge graph reasoning (Sun et al. 2019; Zhang et al. 2020a; Zhang, Cai, and Wang 2020). Some embedding based methods can generate embeddings for unseen entities. Hamaguchi et al. (2017) and Wang et al. (2019) learn to generate entity embeddings for unseen entities by aggregating neighbor entity embeddings with graph neural networks. However, they need new entities to be surrounded by known entities, which cannot handle entirely new graphs. GraIL (Teru, Denis, and Hamilton 2020) develops a graph neural network based link prediction framework that reasons over local subgraph structures, which can perform inductive link prediction in an entity-independent manner. However, GraIL fails to model semantic correlations between relations, which are common in knowledge graphs.

Link prediction using GNNs In recent years, graph neural network (Kipf and Welling 2017; Velickovic et al. 2018) shows great potential in link prediction, as knowledge graphs naturally have graph structures. Schlichtkrull et al. (2018) propose a relational graph neural network to consider the connected relations when applying aggregation on the entities. More recently, Zhang et al. (2020b) propose a relational graph neural network with hierarchical attention to effectively utilize the neighborhood information of entities in knowledge graphs. However, those methods have difficulty in predicting missing links between unseen entities, as they do link prediction relying on the learned entity embeddings during training.

Modeling correlations between relations Several existing knowledge graph embedding methods consider the problem of modeling correlations between relations. Do, Tran, and Venkatesh (2018) decompose the relation-specific projection spaces into a small number of spanning bases, which are shared by all relations. Zhu et al. (2018) propose to learn the embedded relation matrix by decomposing it as a product of two low-dimensional matrices. Different from the aforementioned work, our work

(a) innovatively categorizes all relation pairs into seven topological patterns and propose a novel relational correlation network to model topology-aware correlations.

(b) considers the inductive link prediction task, while the aforementioned knowledge graph embedding methods have difficulty in dealing with it.

(c) outperforms existing state-of-the-art inductive reasoning approaches on benchmark datasets.

3 Methods

In this section, we introduce our proposed method TACT. To perform inductive link prediction, TACT aims at scoring a given triple $(u, r, v)$ in an entity-independent way, where $r$ is the target relation between the entity $u$ and $v$. Specifically, TACT consists of two modules: the relational correlation module and the graph structure module. The relational correlation module is proposed based on the observation that semantic correlations between any two relations are highly correlated to their topological structures, which are commonly seen in knowledge graphs. Moreover, we design a graph structure module based on the idea of GraIL.
Figure 2: An overview of TACT. TACT consists of two modules: the relational correlation module and the graph structure module. We use a scoring network to score a triple based on the output of the two modules.

Figure 3: An illustration of the topological patterns between two relations and the corresponding RCGs. For the topological pattern where two relations are not connected, its corresponding RCG consists of two isolated nodes.

Modeling correlations between relations

To model semantic correlations between relations, we consider the correlations in two aspects:

(a) Correlation patterns: The correlations between any two relations are highly correlated to their topological structures in knowledge graphs.

(b) Correlation coefficients: We use correlation coefficients to represent the degree of semantic correlations between any two relations.

Relational Correlation Graph

To model the correlation patterns between any two relations, we categorize all relation pairs into seven topological patterns. As illustrated in Figure 3, the topological patterns are “head-to-tail”, “tail-to-tail”, “head-to-head”, “tail-to-head”, “parallel”, “loop” and “not connected”. We define the corresponding correlation patterns as “H-T”, “T-T”, “H-H”, “T-H”, “PARA”, “LOOP” and “NC”, respectively. For example, we denote \((r_1, H-T, r_2)\) as the correlation between \(r_1\) and \(r_2\) is the “H-T” pattern for \(r_2\), which indicates that \(r_1\) and \(r_2\) are connected in a head-to-tail manner. \((r_1, PARA, r_2)\) indicates that the two relations are connected by the same head entity and tail entity, and \((r_1, LOOP, r_2)\) indicates that the two relations form a loop in a local graph. We prove that the number of topological patterns between any two relations are at most seven in the supplementary.

Based on the definition of different correlation patterns, we can convert the original graph to a Relational Correlation Graph (RCG), where the nodes represent the relations and the edges indicate the correlation patterns between any two relations in the original knowledge graph. Figure 3 shows the topological patterns between any two relations and the corresponding RCGs. Notice that for the topological pattern that two relations are not connected, its corresponding RCG consists of two isolated nodes.

Relational Correlation Network

Based on the RCG, we propose a Relational Correlation Network (RCN) to model the importance of different correlation patterns for inductive

(Teru, Denis, and Hamilton 2020) to take advantage of graph structure information. TACT organizes the two modules in a unified framework to perform inductive link prediction. Figure 2 gives an overview of TACT.
For an edge with relation $r$, we can divide all its adjacent edges in the RCG into six groups by the topological patterns “H-T,” “T-T,” “H-H,” “T-H,” “PARA” and “LOOP,” respectively. Notice that the topological pattern “NC” is not considered as it means the edges (relations) are not connected in the knowledge graph. For the six groups, we use six linear transformations to learn the different semantic correlations corresponding to the topological patterns. To differentiate the degree of different correlations for the relation $r$, we further use attention networks to learn the correlation coefficients for all the correlations.

Specifically, we aggregate all the correlations for the relation $r$ to get the neighborhood embedding in a local graph, which is denoted by $r^N$.

$$r^N = \frac{1}{6} \sum_{p=1}^6 (N^p \circ \Lambda^p)RW^p$$

where $W^p \in \mathbb{R}^{d \times d}$ is the weight parameter, $R \in \mathbb{R}^{|R| \times d}$ denotes the embedding of all relations. Suppose the embedding of $r_1$ is $r_1 \in \mathbb{R}^{1 \times d}$, then $R_{[n]} = r_1$, where $R_{[n]}$ denotes the $i$-th slice along the first dimension. $N^p \in \mathbb{R}^{1 \times |R|}$ is the indicator vector where the entry $[N^p]_i = 1$ if $r_1$ and $r$ are connected in the $p$-th topological pattern, otherwise $[N^p]_i = 0$. $\Lambda^p \in \mathbb{R}^{1 \times |R|}$ is the weight parameter which indicates the degree of different correlations for the relation $r_1$ in the $p$-th correlation pattern. Note that, we restrict $[\Lambda^p]_i \geq 0$ and $\sum_{i=1}^{|R|} [\Lambda^p]_i = 1$.

Furthermore, we concatenate $r$ and $r^N$ to get the final embedding $r^F$.

$$r^F = \sigma((r \oplus r^N)H)$$

where $H \in \mathbb{R}^{2d \times d}$ is the weight parameters, and $\sigma$ is a activation function, such as ReLU$(\cdot) = \max(0, \cdot)$. We call the module that models semantic correlations between relations as the relational correlation module, and $r^F$ is the final output of the module.

**Modeling graph structures**

For a triple $(u, r, v)$, the local graph around it contains the information about how the triple connected with its neighborhoods. To take advantage of the local graph structural information, we use a graph structural network to embed local graphs into vectors based on GraIL (Teru, Denis, and Hamilton 2020). To model the graph structure around the triple $(u, r, v)$, we perform the following steps: (1) subgraph extraction; (2) node labeling; (3) graph embedding. Notice that nodes represent entities in knowledge graphs.

**Subgraph extraction** For a triple $(u, r, v)$, we first extract the enclosing subgraph around the target nodes $u$ and $v$ (Teru, Denis, and Hamilton 2020). The enclosing subgraph between nodes $u$ and $v$ is given by the following steps.

First, we compute the neighbors $N_k(u)$ and $N_k(v)$ of the two nodes $u$ and $v$, respectively, where $k$ denotes the max distance of neighbors. Second, we take an intersection of $N_k(u)$ and $N_k(v)$ to get $N_k(u) \cap N_k(v)$. Third, we compute the enclosing subgraph $G(u, r, v)$ by pruning nodes of $N_k(u) \cap N_k(v)$ that are isolated or at a distance larger than $k$ from either node $u$ or $v$.

**Node labeling** Afterwards, we label the nodes in the extracted enclosing subgraph following (Teru, Denis, and Hamilton 2020). We label each node $i$ in the subgraph around nodes $u$ and $v$ with the tuple $(d(i, u), d(i, v))$, where $d(i, u)$ denotes the shortest distance between nodes $i$ and $u$ without counting any path through $v$ (likewise for $d(i, v)$). This captures the topological position of each node with respect to the target nodes. The two target nodes $u$ and $v$ are uniquely labeled $(0, 1)$ and $(1, 0)$. The node features are defined as $[\text{one-hot}(d(i, u)) \oplus \text{one-hot}(d(i, v))]$, where one-hot$(p) \in \mathbb{R}^{1 \times d}$ represent the one-hot vector that only the $p$-th element is 1, where $d$ represent the dimension of embeddings.

**Graph embedding** After node labeling of the enclosing subgraph, the nodes in the subgraph have initial embeddings. We use R-GCN (Schlichtkrull et al. 2018) to learn the embeddings on the extracted enclosing subgraph $G(u, r, v)$.

$$e^{(k+1)} = \sigma \left( \sum_{r \in R, j \in N^r_i} \frac{1}{c_{ir}} e^{(k)}_j W^{(k)}_r + e^{(k)}_i W^{(0)}_r \right)$$

where $e^{(k)}$ denotes the embeddings of entity $e_i$ of the $k$-th layer in the R-GCN. $N^r_i$ denotes the set of neighbor indices of node $i$ under relation $r \in R$. $c_{ir} = |N^r_i|$ is a normalization constant. $W^{(k)}_r \in \mathbb{R}^{d \times d}$ are the weight parameters, and $\sigma(\cdot)$ is a activation function, such as the ReLU$(\cdot) = \max(0, \cdot)$.

Suppose that the number of layers in R-GCN is $L$, we calculate the embedding of the subgraph $G(u, r, v)$ as

$$e^{(L)} = \frac{1}{|V_{G(u, r, v)}|} \sum_{i \in V_{G(u, r, v)}} e^{(L)}_i$$

where $V_{G(u, r, v)}$ denotes the set of nodes in graph $G(u, r, v)$. Combining the target nodes and subgraph embedding, the structural information is represented by the vector $e_S \in \mathbb{R}^{1 \times 3d}$.

$$e_S = e^{(L)}_{G(u, r, v)} \oplus e^{(L)}_u \oplus e^{(L)}_v$$

We call the module that models graph structures as the graph structure module, and $e_S$ is the final output of the module.

**The framework of TACT**

**Scoring network** The relational correlation module and graph structure module output the embedding vectors $r^F$ and $e_S$, respectively. To organize the two modules in a unified framework, we design a scoring network to combine the outputs of the two modules and get the score for a given triple $(u, r, v)$. The score function $f(u, r, v)$ is defined as

$$f(u, r, v) = [r^F \oplus e_S]W_S$$
The number of training epochs is set to 10.

FB15k-237, NELL-995, respectively. The maximum number of negative samples for each triple.

We perform negative sampling and train the model to score positive triples higher than the negative triples using a noise-contrastive hinge loss following (Bordes et al. 2013). The loss function $L$ is

$$L = \sum_{i \in \mathcal{G}, (u,r,v) \in \mathcal{G}} \max(0, f(u', r', v') - f(u, r, v) + \gamma)$$

where $\gamma$ is the margin hyperparameter and $\mathcal{G}$ denotes the set of all triples in the knowledge graph. $(u', r', v')$ denotes the $i$-th negative triple of the ground-truth triple $(u, r, v)$ and $[n]$ represent the set $\{1, 2, \cdots, n\}$, where $n$ is the number of negative samples for each triple.

## 4 Experiments and Analysis

This section is organized as follows. First, we introduce the experimental configurations, including datasets, implementation details, and the baseline model. Second, we show the effectiveness of our proposed approach TACT on several benchmark datasets. Finally, we show the results of ablation studies, case studies, and further experiments. The code of TACT is available on GitHub at https://github.com/MIRALab-USTC/KG-TACT.

### Experimental Configurations

#### Datasets

We use the benchmark datasets for inductive link prediction proposed in GraIL (Teru, Denis, and Hamilton 2020), which are derived from WN18RR (Toutanova and Chen 2015), FB15k-237 (Dettmers et al. 2018), and NELL-995 (Xiong, Hoang, and Wang 2017). For inductive link prediction, the train set and the test set should have no overlapping entities. Each knowledge graph of WN18RR, FB15k-237, and NELL-995 induces four versions of inductive datasets with increasing sizes. Details of the datasets are summarized in Table 2.

#### Training protocol

We use Adam optimizer (Kingma and Ba 2015) with initial learning rate of 0.01 and batch size of 16. We randomly sample two-hop enclosing subgraphs for each triple when training and testing, and use a two-layer GCN to calculate the embeddings of subgraphs. The margins in the loss functions are set to 8, 16, 10 for WN18RR, FB15k-237, NELL-995, respectively. The maximum number of training epochs is set to 10.

| WN18RR     | FB15k-237     | NELL-995     |
|------------|---------------|--------------|
|            | v1   v2 v3 v4 | v1   v2 v3 v4 | v1   v2 v3 v4 |
| Neural LP  | 86.02 83.78 62.90 82.06 | 86.66 76.55 73.95 75.74 | 64.66 83.61 87.58 85.69 |
| DRUM       | 86.02 84.05 63.20 82.06 | 61.97 76.44 74.03 76.20 | 59.86 83.99 87.71 85.94 |
| GraIL      | 94.32 94.18 85.80 92.72 | 84.69 90.57 91.68 94.46 | 86.05 92.62 93.34 87.50 |
| TACT-base  | 98.11 97.11 88.34 97.25 | 98.36 94.31 97.42 98.09 | 94.00 94.44 93.98 94.93 |
| TACT       | 96.15 97.95 90.58 96.15 | 88.73 94.20 97.10 98.30 | 94.87 96.58 95.70 96.12 |

Table 1: AUC-PR results on the inductive benchmark datasets extracted from WN18RR, FB15k-237 and NELL-995. The results of Neural LP, DURM and GraIL are taken from the paper (Teru, Denis, and Hamilton 2020).

Table 2: Statistics of inductive benchmarks. We use #E and #R to denote the number of entities, relations, and triples, respectively.

| WN18RR     | FB15k-237     | NELL-995     |
|------------|---------------|--------------|
|            | v1   v2 v3 v4 | v1   v2 v3 v4 | v1   v2 v3 v4 |
| v1 train   | 9 2746 6678 183 2000 5226 | 10 9195 5540 14 225 1034 |
| v2 train   | 10 922 1991 146 1500 2404 | 14 225 1034 14 225 1034 |
| v3 train   | 11 12078 32150 218 4000 22394 142 4647 20117 |
| v4 train   | 11 10508 4740 187 3000 9137 122 4921 9668 |
| v1 test    | 9 3861 9842 222 5000 33916 77 2092 9289 |
| v2 test    | 10 2922 4863 176 2000 12085 88 2564 10109 |
| v3 test    | 11 5084 7470 187 3000 9137 122 4921 9668 |
| v4 test    | 10 7208 15157 204 3500 14554 61 3294 8520 |

The baseline model To evaluate the effectiveness of our proposed relational correlation module, we propose a baseline called TACT-base, which scores a triple $(u, r_t, v)$ only relying on the output of the relational correlation module. That is, the score function of TACT-base is

$$f_{base}(u, r_t, v) = r^T_t W_{base}$$

where $W_{base} \in \mathbb{R}^{d \times 1}$ is a weight parameter.

### Inductive Link Prediction

We evaluate the models on both classification and ranking metrics. For both metrics, we compare our method to several state-of-the-art methods, including Neural LP (Yang, Yang, and Cohen 2017), DRUM (Sadeghian et al. 2019), and GraIL (Teru, Denis, and Hamilton 2020). We replace the head or tail of every test triple with a random entity to sample the corresponding negative triple. Then we score the positive triples with an equal number of negative triples to calculate AUC-PR following GraIL (Teru, Denis, and Hamilton 2020). We run each experiment five times with different random seeds and report the mean results.

Table 1 shows the AUC-PR results for inductive link prediction. Our baseline model TACT-base outperforms the inductive baselines on all the datasets. As TACT-base totally relies on the relational correlation module to perform link prediction, the results demonstrate the effectiveness of our proposed model for inductive link prediction. TACT further
We reimplement the three baselines Neural LP, DRUM, and GraIL under the inductive relation prediction protocol, with all the hyperparameters keeping the same with their original papers for a fair comparison.

|                | WN18RR |           | FB15k-237 |           | NELL-995 |           |
|----------------|--------|-----------|-----------|-----------|----------|-----------|
|                | v1     | v4        | v1        | v4        | v1       | v4        |
| Neural LP      | 0.615  | 0.548     | 0.351     | 0.195     | 0.086    | 0.073     |
| DRUM           | 0.450  | 0.277     | 0.429     | 0.260     | 0.080    | 0.054     |
| GraIL          | 0.851  | 0.749     | 0.746     | 0.610     | 0.054    | 0.016     |
| TACT-base      |        |           |           |           |          |           |
| TACT           | 0.995  | 0.983     | 0.981     | 0.966     | 0.804    | 0.700     |

Table 4: Ablation results the inductive benchmark datasets extracted from WN18RR, FB15k-237, and NELL-995. “TACT w/o RA” represent the baseline that omits the relation aggregation in TACT. “TACT w/o RC” represent the baseline that performs relation aggregation without modeling correlations between relations in TACT.

|                | WN18RR |           | FB15k-237 |           | NELL-995 |           |
|----------------|--------|-----------|-----------|-----------|----------|-----------|
|                | v1     | v4        | v1        | v4        | v1       | v4        |
| TACT w/o RA    | 0.875  | 0.793     | 0.806     | 0.670     | 0.118    | 0.041     |
| TACT w/o RC    | 0.953  | 0.913     | 0.965     | 0.935     | 0.666    | 0.539     |
| TACT           | 0.995  | 0.995     | 0.988     | 0.982     | 0.830    | 0.741     |

improves the performance of TACT-base and get around 4% improvement against GraIL on most datasets. The experiments demonstrate the effectiveness of modeling topology-aware correlations between relations in TACT for the inductive link prediction task.

**Ranking metric** We further evaluate the model for the inductive relation prediction to verify the effectiveness of modeling relational correlations in TACT. Inductive relation prediction aims at predicting the target relation between the given head and tail entities. Specifically, for a given relation prediction \((u, ?, v)\) in the test set, we rank the ground-truth relation \(r\) against all other candidate relations. Following the standard procedure in prior work (Bordes et al. 2013), we use the filtered setting, which does not take any existing valid triples into account at ranking. We choose Mean Reciprocal Rank (MRR) and Hits at \(N\) (H@\(N\)) as the evaluation metrics. As the baselines are evaluated in the setting of head/tail prediction, we reimplement Neural LP ([Yang, Yang, and Cohen 2017](#)), DRUM ([Sadeghian et al. 2019](#)), and GraIL ([Teru, Denis, and Hamilton 2020](#)) under our ranking setting. For a fair comparison, we keep the hyperparameters the same with their original papers. Following GraIL, we run each experiment five times with different random seeds and report the mean results.

Table 10 shows the results of MRR and H@1 on v1 and v4 of WN18RR, FB15k-237, and NELL-995. More results about v2 and v3 of WN18RR, FB15k-237, and NELL-995 are listed in the supplementary. As we can see, TACT significantly outperforms rule learning based methods ([Yang, Yang, and Cohen 2017](#), [Sadeghian et al. 2019](#), and GraIL ([Teru, Denis, and Hamilton 2020](#)) for the inductive relation prediction. The improvements on FB15k-237 and NELL-995 are more significant than WN18RR. FB15k-237 and NELL-995 contain much more relations than WN18RR, thus semantic correlations between relations are more complex in FB15k-237 and NELL-995. The experiments show that GraIL has difficulty in modeling relational semantics in the condition that the number of relations is large. In contrast, TACT can model the complex patterns of relations through exploiting correlations between relations in knowledge graphs. TACT-base also can significantly outperform existing state-of-the-art methods.

**Ablation Studies**

In this part, we conduct ablation studies on the relation aggregation and modeling correlations between relations.

**TACT w/o RA** In our proposed method, we aggregate the relation embedding \(r_t\) and neighborhood embedding \(r^N_t\) to get the final relation embedding \(r^F_t\). We omit the aggregation of neighborhood embedding, that is, we let the output of the relational correlation module to be \(r_t\). We called this method “TACT w/o RA”.

**TACT w/o RC** Modeling topology-aware correlations between relations is one of our main contributions. We design a baseline that performs relation aggregation without modeling correlations between relations. That is, the baseline re-
formulates the equation (1) as

\[ r_N^t = \frac{1}{|N(r_t)|} \sum_{i \in N(r_t)} r_i \]

where \( N(r_t) \) represents the set of neighborhood relations of \( r_t \). We call this baseline “TACT w/o RC” for short.

Table 4 shows the results on three benchmark datasets. The experiments demonstrate the effectiveness of modeling topology-aware correlations between relations in TACT. As correlations between relations are common in knowledge graphs, the relation aggregation in “TACT w/o RC” can take advantage of the neighborhood relations, which is helpful for inductive link prediction. Our proposed method further distinguishes the correlation patterns and correlation coefficients between relations, which makes the learned embeddings of relations more expressive for inductive link prediction. As we can see, TACT significantly outperforms “TACT w/o RA” and “TACT w/o RC” on all the datasets.

**The Frequency-based Method** We conduct an experiment by ranking relations according to their frequencies and compare TACT with the frequency-based method on the datasets. For the frequency-based method, the returned rank list for every prediction is the same, which is the rank according to the relation frequencies from high to low in the KG. In other words, the frequency-based method represents a type of data bias in the datasets. As illustrated in Table 5, TACT outperforms the frequency-based method by a large margin on the datasets. The results demonstrate that the effectiveness of TACT is not due to the data bias of relation frequencies in benchmark datasets.

**Results on YAGO3-10** To demonstrate the effectiveness of our proposed method on larger KG with few relations. We conduct experiments on YAGO3-10, which is a subset of YAGO3 (Mahdisoltani, Biega, and Suchanek 2015) and contains 37 relations and 123,182 entities. Table 7 shows the results for inductive link prediction of GraIL and TACT on YAGO3-10. As we can see, TACT outperforms GraIL by all the metrics, which demonstrate our proposed TACT can effectively deal with larger KG with few relations.

**Running Time** Table 8 show the running time of GraIL and TACT. TACT would take more time than GraIL for modeling the correlations between relations, but the total running time is still acceptable.

**5 Conclusion**

In this paper, we propose a novel inductive reasoning approach called TACT, which can effectively exploit topology-aware correlations between relations for inductive link prediction in knowledge graphs. TACT categorizes all relation pairs into several topological patterns, and then use the proposed RCN to learn the importance of the different patterns for inductive link prediction. Experiments demonstrate that our proposed TACT significantly outperforms several existing state-of-the-art methods on benchmark datasets for the inductive link prediction task.
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Appendix

A. The Number of Topological Patterns

Theorem 1. In the knowledge graph, the number of topological patterns between any two irreflexive relations is at most seven.

Proof. For any two edges \((h_1, t_1)\) and \((h_2, t_2)\) in the knowledge graph, the number of intersections between them can be 0, 1, 2. Suppose the two edges are corresponding to two triples \((h_1, r_1, t_1)\) and \((h_2, r_2, t_2)\) in the knowledge graph. As the relations \(r_1\) and \(r_2\) both are irreflexive, we have \(h_1 \neq t_1\) and \(h_2 \neq t_2\).

(a) If the number of intersections is 0, we know the two edges are not connected, which implies that their topological structure only has one pattern.

(b) If the number of intersections is 1, there are four cases:
1) \(h_1 = h_2, t_1 \neq t_2\);
2) \(h_1 = t_2, h_2 \neq t_1\);
3) \(t_1 = h_2, h_1 \neq t_2\);
4) \(t_1 = t_2, h_1 \neq h_2\).

Each case is corresponding to a specific topological pattern. The topological structures can be head-to-head, head-to-tail, tail-to-head and tail-to-tail, thus the number of topological patterns is four.

(c) If the number of intersections is 2, there are two cases:
1) \(h_1 = h_2, t_1 = t_2\);
2) \(h_1 = t_2, h_2 = t_1\).

Each case is corresponding to a specific topological pattern. The number of topological patterns is two.

Therefore, the number of topological patterns between any two irreflexive relations is at most \(1 + 4 + 2 = 7\). \(\square\)

B. Additional Experiments

Inductive Link Prediction Table [10] shows the results of MRR and H@1 on v2 and v3 of WN18RR, FB15k-237, and NELL-995 under the inductive relation prediction protocol. As we can see, TACT significantly outperforms rule learning based methods and GraIL for the inductive relation prediction. TACT achieves more significant improvements on FB15k-237 and NELL-995 than those on WN18RR. Because FB15k-237 and NELL-995 contain much more relations than WN18RR, semantic correlations between relations are more complex in FB15k-237 and NELL-995. The experiments show that GraIL has difficulty in modeling relational semantics in the condition that the number of relations is large. In contrast, TACT can model the complex patterns of relations by exploiting correlations between relations in knowledge graphs. TACT-base also can significantly outperform existing state-of-the-art methods.

The Input of The Scoring Network In our method, the input of the scoring network is

\[ r_f^L \oplus e^{(L)}_{g(u,r,t,v)} \oplus e^{(L)}_u \oplus e^{(L)}_v \]

That is, the score of a triple is related to the final relation embedding \(r_f^L\), the graph embedding \(e^{(L)}_{g(u,r,t,v)}\), and the node embedding \(e^{(L)}_u \oplus e^{(L)}_v\). We conduct some experiments to get access to the effect of each part of embeddings in inductive link prediction. Table [11] shows the results of scoring a triple based on different combinations of embeddings. We can see that any part of the embeddings has its own effect on the final results. When performing inductive relation prediction, using the final relation embedding solely—which is exactly the method of our proposed baseline model TACT-base—can get a fairly good performance. This shows that modeling semantic correlation between relations is beneficial to make the right relation prediction in the inductive setting. The node embeddings and graph embedding will further promote the performance on different datasets. For example, adding node embeddings will improve the performance on WN18RR. We can set the used embedding parts as a hyperparameter to further improve the performance of TACT to get the best results on different benchmark datasets for inductive link prediction.

Case Studies We present some examples of inductive link prediction on the test set to show the effectiveness of TACT in modeling correlations between relations. Specifically, we present examples to show the top three relevant relations of some relations in Table [9].

Table 9: Some relations and their top 3 relevant relations. The relations are taken from WN18RR and NELL-995. We use CP to represent correlation pattern, and use CC to represent correlation coefficient.

| Target relation | Most relevant relations | CP   | CC   |
|-----------------|------------------------|------|------|
| _member_of_domain_usage_ | hypernym  | T-H  | 0.71 |
|                  | similar_to           | H-H  | 0.50 |
| _derivationally_related_form_ |                   |      |      |
| _person_born_in_location_ | organization_terminated_person | H-H  | 0.0843 |
|                  | state_terminated_in_country | H-T  | 0.0748 |
| _language_of_country_ | hotel_in_city         | H-H  | 0.1684 |
|                  | museum_in_city        | H-H  | 0.0910 |
|                  | league_stadium        | H-T  | 0.0900 |
Table 10: MRR and H@1 results on the inductive benchmark datasets extracted from WN18RR, FB15k-237, and NELL-995. We reimplement the three baselines Neural LP, DRUM, and GraIL under the inductive relation prediction protocol, with all the hyperparameters keeping the same with their original papers for a fair comparison.

|               | WN18RR | FB15k-237 | NELL-995 |
|---------------|--------|-----------|----------|
|               | v2     | v3        | v2       | v3        | v2       | v3        |
| MRR H@1       |        |          |          |          |          |          |
| Neural LP     | .416   | .236     | .162     | .030     | .060     | .036      |
| DRUM          | .216   | .034     | .247     | .141     | .052     | .034      |
| GraIL         | .772   | .628     | .549     | .377     | .049     | .013      |
| TACT-base     | .982   | .969     | .913     | .852     | .784     | .667      |
| TACT          | **.984** | **.978** | **.895** | **.852** | **.815** | **.717**  |

Table 11: Further experiments for investigating the effect of each part of input embeddings in the scoring network of TACT. The symbols n, g, and r represent the node embedding, the graph embedding, and the final relation embedding, respectively. We can set the selection of the embedding parts as a hyperparameter to get the best performance of TACT.

| n g r | WN18RR | FB15k-237 | NELL-995 |
|-------|--------|-----------|----------|
|       | v1     | v4        | v1       | v4        | v1       | v4        |
| MRR   | H@1    | MRR       | H@1      | MRR       | H@1      | MRR       | H@1      |
| ✓ ✓ ✓ |       | .990      | .983     | .981      | .966     | .804      | .700     |
| ✓ ✓   | ✓      | **.996**  | **.996** | **.987**  | **.978** | **.824**  | **.737** |
| ✓     | ✓ ✓    | **.996**  | **.995** | **.992**  | **.989** | **.806**  | **.702** |
| ✓     | ✓ ✓ ✓  | .995      | .995     | .988      | .982     | **.830**  | **.741** |
|       | ✓ ✓ ✓  | **.880**  | **.776** | .571      | .444     |           |          |