MULTISOURCE INVASION PERCOLATION ON THE COMPLETE GRAPH
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We consider invasion percolation on the complete graph $K_n$, started from some number $k(n)$ of distinct source vertices. The outcome of the process is a forest consisting of $k(n)$ trees, each containing exactly one source. Let $M_n$ be the size of the largest tree in this forest. Logan, Molloy and Pralat (2018) proved that if $k(n)/n^{1/3} \to 0$ then $M_n/n \to 1$ in probability. In this paper, we prove a complementary result: if $k(n)/n^{1/3} \to \infty$, then $M_n/n \to 0$ in probability. This establishes the existence of a phase transition in the structure of the invasion percolation forest around $k(n) \approx n^{1/3}$.

Our arguments rely on the connection between invasion percolation and critical percolation, and on a coupling between multisource invasion percolation with differently-sized source sets. A substantial part of the proof is devoted to showing that, with high probability, a certain fragmentation process on large random binary trees leaves no components of macroscopic size.

1. Introduction. Fix a locally finite weighted graph $G = (v(G), e(G), w)$ such that $w : e(G) \to (0, \infty)$ is injective. The invasion percolation process on $G$ works as follows:

- Fix a finite starting set $S \subseteq v(G)$, and let $S_0 = S$.
- For $1 \leq i < |v(G)| + 1 - |S|$, let $e_i \in E$ be the smallest-weight edge from $S_{i-1}$ to the rest of the graph. That is, $e_i = uv$ minimizes
  \[ \{w_e : e = uv, u \in S_{i-1}, v \notin S_{i-1}\} . \]
- Let $v_i = v$ and set $S_i = S_{i-1} \cup \{v_i\}$.

Write $F(G, S) = (v(F(G, S)), e(F(G, S)))$ for the subgraph of $G$ with vertex set $S \cup \{v_i, 0 \leq i < |v(G)| + 1 - |S|\}$ and edge set $\{e_i, 1 \leq i < |v(G) + 1 - |S||$. Since each edge added by invasion percolation connects to a vertex not incident to any previous edge, the result $F(G, S)$ of the invasion percolation is a forest with $|S|$ connected components, in which each of the elements of $S$ lies in a distinct connected component of $F_S$.

Invasion percolation was introduced in [17], and independently (with a slightly different formulation, using vertex rather than edge weights) in [32]. The latter paper, which coined the term “invasion percolation,” considered the process on 2- and 3-dimensional lattice rectangles, with the starting set given by the vertices of one boundary side (or boundary face), and with independent random Uniform $[0, 1]$ weights.

The behavior of invasion percolation with random weights is known to be closely linked to that of critical percolation on the corresponding graph, and indeed, invasion percolation is one of the simplest examples of self-organized criticality in random systems [30].

Invasion percolation has been extensively studied in the probability and statistical physics communities: on lattices [18, 19, 27, 31, 33], on trees [7, 13, 14, 25, 28] and in the mean-field or general graph setting [1, 11, 19, 24, 26]. However, past work has almost exclusively focused on invasion percolation run from a single starting vertex.
The purpose of this paper is to study mean-field invasion percolation run from starting sets of variable sizes. We establish a phase transition in the structure of the resulting forest, depending on the size of the starting set. Write $K_n = ([n], ([n]/2), U)$ for the randomly-weighted complete graph, with vertex set $[n] := \{1, \ldots, n\}$, edge set $([n]/2) := \{e \subset [n] : |e| = 2\}$ and independent Uniform[0, 1] edge weights $U = \{U(e), e \in ([n]/2)\}$.

**Theorem 1.1.** Fix positive integers $(k(n), n \geq 1)$, and for $n \geq 1$ let $M_n$ be the size of the largest connected component of $F(K_n, [k(n)])$.

- If $k(n)/n^{1/3} \to 0$, then $M_n/n \to 1$ in probability.
- If $k(n)/n^{1/3} \to \infty$, then $M_n/n \to 0$ in probability.

**Remarks.**

* By the symmetries of the model, the starting set $[k(n)]$ could be replaced by any other set $\mathcal{S}(n)$ of size $k(n)$ and the same result would hold.

* The first assertion of the theorem, that if $k(n)/n^{1/3} \to 0$ then $M_n/n \to 1$ in probability, was proved in [22]. That work also proved that $M_n/n \to 0$ in probability provided that $k(n)/n^{1/3} (\log n)^{2/3} (\log \log n)^{1/3} \to \infty$, and provided more quantitative upper bounds on $M_n$ for such values of $k(n)$. Thus, the main contribution of this work is to pin down the location of the phase transition in the behavior of $M_n$ to $k(n)$ of order precisely $n^{1/3}$.

* We conjecture that if $k(n)/n^{1/3} \to c \in \mathbb{R}$ then $M_n/n$ converges in distribution to a non-degenerate limit $M_\infty(c)$. More strongly, we make the following conjecture. Write $L_{n,i}$ for the size of the $i$th largest connected component of $F(K_n, [k(n)])$, with $L_{n,i} = 0$ if $F(K_n, [k(n)])$ has fewer than $i$ connected components. For each $c \in \mathbb{R}$, there exists a random vector $(L_{\infty,i}(c), i \geq 1)$ taking values in the set $\Delta_\infty = \{(\ell_i, i \geq 1) \in (0, 1]^i : \sum_{i \geq 1} \ell_i = 1\}$, such that if $k(n)/n^{1/3} \to c$ then $(L_{n,i}/n, i \geq 1) \overset{d}{\to} (L_{\infty,i}(c))$ in the sense of finite-dimensional distributions.

1.1. **Overview of the rest of the paper.** In Section 2, we explain several useful connections between invasion percolation, critical percolation and minimum spanning trees. We then use these connections to prove Theorem 1.1, modulo a key input to the proof. This key input, Proposition 2.1, roughly states the following. In the case that $k(n)/n^{1/3} \to \infty$, if we run the multisource invasion percolation process for $n/2 + O(n^{2/3})$ steps, then the size of the largest tree is with high probability much smaller than the size of the largest component in an Erdős–Rényi random graph process run for the same number of steps (which precisely builds a critical Erdős–Rényi random graph).

The proof of Proposition 2.1, which occupies the bulk of the paper, appears in Section 3. It makes use of the connections between invasion percolation and critical percolation, and the fact that the components of the critical Erdős–Rényi random graph are with high probability treelike, to reduce the analysis to that of a fragmentation process on large random binary trees.

Finally, Section 4 proposes some future research directions suggested by the current work.

2. **A sketch proof of Theorem 1.1.**

2.1. **Invasion percolation, Prim’s algorithm and Kruskal’s algorithm.** Suppose that $G = (v(G), e(G), w)$ is a finite graph. If $\mathcal{S} = \{v\}$ consists of a single vertex $v \in v(G)$, then invasion percolation is equivalent to Prim’s algorithm [29] started from $v$, and $F(G, \mathcal{S})$ is thus the minimum-weight spanning tree (MST) of the weighted graph $G$. If $\mathcal{S}$ consists of more
than one vertex, the invasion percolation process can still be viewed as a form of Prim’s algorithm, as follows. Augment $G$ by adding a new vertex $\rho$ and edges from $\rho$ to all elements of $S$. Fix $0 < \varepsilon < \min(w_e, e \in e(G))$ and augment $w$ by giving the edges $\{\rho x, x \in S\}$ each a distinct weight less than $\varepsilon$. Write $G'_S = (v(G'_S), e(G'_S), w')$ for the augmented graph. Then invasion percolation on $G'_S$ with starting set $\{\rho\}$ will first add edges $\{\rho x, x \in S\}$, and will then add the same edges as invasion percolation on $G$ with starting set $S$, in the same order. It follows that the subgraph of $F(G'_S, \rho)$ obtained by removing $\rho$ and its incident edges is precisely $F(G, S)$.

In the setting of finite graphs, an alternative construction of $F(G, S)$ is given by Kruskal’s algorithm [21], which works as follows. Write $m = |e(G)|$ and list the edges of $G$ in increasing order of weight as $e(1), \ldots, e(m)$. Let $F_0 = F_0^{G, S} = (v(G), \emptyset)$. Then, for $1 \leq i \leq m$:

- If $e(i) = u(i)v(i)$ joins distinct connected components of $F_{i-1}$, and $u(i)$ and $v(i)$ do not both lie in components containing elements of $S$, then set $F_i = F_{i-1} + e(i) := (v(F_{i-1}), e(F_{i-1}) \cup \{e(i)\})$.
- Otherwise, set $F_i = F_{i-1}$.

The output of Kruskal’s algorithm is the forest $F_m = F_m^{G, S}$. To see that $F_m = F(G, S)$, it suffices to consider running Kruskal’s algorithm on the augmented graph $G'_S$ defined above. The result is the MST of $G'_S$, and is therefore equal to $F(G'_S, \{\rho\})$. However, Kruskal’s algorithm run on $G'_S$ and $\{\rho\}$ will begin by adding the edges $\rho x$ for $x \in S$, since these edges have lower weight than all other edges in $G'_S$. Once these edges are added, the vertices of $S$ all lie in a single connected component, so the remaining steps of Kruskal’s algorithm run on $G'_S$ and $\{\rho\}$ add the same edges as Kruskal’s algorithm run on $G$ and $S$, in the same order. It follows that $F_m$ can be obtained from $F(G'_S, \{\rho\})$ by removing $\rho$ and its incident edges. We saw using Prim’s algorithm that performing this operation to $F(G'_S, \{\rho\})$ yields $F(G, S)$, and so indeed $F_m^{G, S} = F(G, S)$.

It will be useful that the above construction couples the processes $(F_i^{G, S}, 0 \leq i \leq m)$ for different starting sets $S$: if $S' \subset S$, then $F_i^{G, S'}$ is a subgraph of $F_i^{G, S}$ for all $0 \leq i \leq m$. More specifically, suppose that $S = S' \cup \{z\}$ for some fixed $z \in v(G) \setminus S'$. Let $v \in S'$ be the unique element of $S'$ in the same component of $F_m^{G, S'}$ as $z$, and let $e(j)$ be the largest weight edge on the path from $v$ to $z$ in $F_m^{G, S'}$. Then

\[
F_i^{G, S} = \begin{cases} 
F_i^{G, S'} & \text{if } i < j, \\
F_i^{G, S'} - e(j) & \text{if } i \geq j.
\end{cases}
\]

2.2. Kruskal’s algorithm and the Erdős–Rényi process. There is a second useful coupling, between $(F_i^{G, S}, 0 \leq i \leq m)$ and a graph process, which does not forbid cycles but maintains the condition that vertices in the starting set $S$ are not allowed to join the same connected component. The restricted process, which we call the Erdős–Rényi process and denote $(G_i, 0 \leq i \leq m) = (G_i^S, 0 \leq i \leq m)$, works as follows. List the edges of $G$ in increasing order of edge weight as $(e(i), 0 \leq i \leq m)$. For $1 \leq i \leq m$, if the edge $e(i)$ joins connected components of $G_{i-1}$ containing distinct elements of $S$ then set $G_i = G_{i-1} = ([n], e(G_{i-1}))$; otherwise, set $G_i = G_{i-1} + e(i)$. The final graph $G_m$ consists of $|S|$ connected components, each containing exactly one of the vertices of $S$.

The orderings of edges in Kruskal’s algorithm and in the Erdős–Rényi process are identical. Moreover, if the same starting set $S$ is used for both processes, then the only edges, which are added by the Erdős–Rényi process but not by Kruskal’s algorithm, join vertices which already lie in the same connected component. It follows that $F_i^{G, S}$ and $G_i^S$ have the same connected components for all $1 \leq i \leq m$. (More strongly, for each connected component $C$ of $G_i^S$, the corresponding component of $F_i^{G, S}$ is the minimum weight spanning tree
of $C$.) In particular, this yields that the size of the largest connected component is the same in $F(G, S)$ and in $G_m^{S}$.

To justify the name “Erdős–Rényi process,” note that if $G = K_n$ is the randomly-weighted complete graph and $|S| = 1$, then $(G_i^S, 0 \leq i \leq m) = (G_i^S, 0 \leq i \leq (\frac{n}{2}))$ is precisely the classical Erdős–Rényi random graph process, in which the edges of the complete graph are added one-at-a-time in exchangeable random order.

2.3. The critical random graph and the proof of Theorem 1.1. We now specialize to the setting of this paper, the randomly-weighted complete graph $K_n$. It is useful to continuize both the Erdős–Rényi process and Kruskal’s algorithm; write $(G(n, S, p), 0 \leq p \leq 1)$ for the random graph process in which $G(n, S, p)$ has vertex set $[n]$ and edge set

$$\{e \in e(K_{n, \frac{n}{2}}^S) : U_e \leq p\},$$

and $(F(n, S, p), 0 \leq p \leq 1)$ for the process in which $F(n, S, p)$ has vertex set $[n]$ and edge set

$$\{e \in e(F_{n, \frac{n}{2}}^{K_n, S}) : U_e \leq p\}.$$

The continuous-time processes add the same edges as the discrete processes, and in the same order. More strongly, $G(n, S, U_{e(i)}) = K_{n, \frac{n}{2}}^{S_i}$ for all $1 \leq i \leq (\frac{n}{2})$, and $(G(n, S, p), 0 \leq p \leq 1)$ is constant except at times $(U_i, 1 \leq i \leq (\frac{n}{2}))$; the corresponding relation holds for the discrete- and continuous-time Kruskal processes.

When $|S| = 1$, we omit $S$ from the notation, writing, for example, $G(n, p)$ rather than $G(n, S, p)$, as in this case the processes do not in fact depend on $S$. Note that $F(n, 1)$ is then the MST of $K_n$.

The relation (2.1) implies that for any $p \in (0, 1)$ and $S \subset [n]$, the connected components of $F(n, S, p)$ refine those of $F(n, p)$, in that for any component $C$ of $F(n, p)$ the vertex set of $C$ may be written as a union of the vertex sets of components of $F(n, S, p)$. Since $F(n, S, p)$ and $G(n, S, p)$ have the same components for all $S \subset [n]$ and $p \in [0, 1]$, the same fact holds for $G(n, S, p)$ and $G(n, p)$.

The heart of the proof that $M_n/n \to 0$ in probability when $k(n)/n^{1/3} \to \infty$ consists in establishing that in the critical window of the Erdős–Rényi process, when $p = 1/n + O(1/n^{4/3})$, the connected components of $F(n, [k(n)], p)$ all have size $o(n^{2/3})$ with high probability. For $\lambda \in \mathbb{R}$, write

$$p_{n, \lambda} = 1/n + \lambda/n^{4/3}.$$

**Proposition 2.1.** Fix positive integers $(k(n), n \geq 1)$ with $k(n) \in [n]$ and $k(n)/n^{1/3} \to \infty$. Next, fix $\lambda \in \mathbb{R}$, and let $M_{n, \lambda}(k(n))$ be the size of the largest connected component of $F(n, [k(n)], p_{n, \lambda})$. Then $M_{n, \lambda}(k(n))/n^{2/3} \to 0$ in probability.

The proof of Proposition 2.1 appears in Section 3. To prove Theorem 1.1, we combine this proposition with the following two preexisting results about the structure of the minimum spanning tree of $K_n$. For $p \in [0, 1]$, write $F^1(n, p)$ for the largest connected component of $F(n, p)$, with ties broken uniformly at random. Fix $\lambda \in \mathbb{R}$, and consider the forest obtained from the minimum spanning tree, $F(n, 1)$, by removing the edges of $F^1(n, p_{n, \lambda})$. For each vertex $v$ of $F^1(n, p_{n, \lambda})$, write $T_{v, \lambda}^n$ for the tree of this forest containing $v$; see Figure 1. Let $a_{n, \lambda}^v = |T_{v, \lambda}^n|/n$ be the proportion of vertices of $F(n, 1)$ lying in $T_{v, \lambda}^n$. 


PROPOSITION 2.2 ([5], Lemma 4.11). Write \( \Delta^n_\lambda = \max(q^n_v, v \in F^1(n, p_n, \lambda)) \). Then for all \( \delta > 0 \),
\[
\lim_{\lambda \to \infty} \limsup_{n \to \infty} P\{\Delta^n_\lambda > \delta\} = 0.
\]

Next, let \( \mathcal{F}_{n,\lambda} := \sigma(U(e)_{e \leq p_n, \lambda}, e \in e(K_n)) = \sigma(U(e)_{e \in e(G(n, p_n, \lambda))}, e \in e(K_n)) \) be the \( \sigma \)-algebra containing all information about the weights of edges in \( G(n, p_n, \lambda) \).

PROPOSITION 2.3 ([8], Lemma 6.19). For every \( \lambda \in \mathbb{R} \), conditionally given \( \mathcal{F}_{n,\lambda} \), the collection of random variables \( (q^n_v, v \in F^1(n, p_n, \lambda)) \) is exchangeable.

The exchangeability in [8], Lemma 6.19, is stated conditionally given \( G(n, p_n, \lambda) \), rather than given \( \mathcal{F}_{n,\lambda} \). In other words, in [8] the conditioning is only on the graph structure of \( G(n, p_n, \lambda) \), but not on the weights of its edges. However, an essentially identical proof to that given in [8] establishes the slightly stronger statement above.

We also require a fact about concentration of exchangeable random sums, which is a consequence of a result of Aldous [12].

PROPOSITION 2.4 ([12], Theorem 20.7). For all \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that the following holds. Let \( (q_i, 1 \leq i \leq m) \) be nonnegative real numbers with \( \sum_{1 \leq i \leq m} q_i = 1 \), and let \( (\pi(i), 1 \leq i \leq m) \) be a uniformly random permutation of \( [m] \). If \( \max_{1 \leq i \leq m} q_i \leq \delta \), then
\[
P\left\{ \max_{1 \leq i \leq m} \left| \sum_{j=1}^{i} \left( q_{\pi(j)} - \frac{1}{m} \right) \right| > \varepsilon \right\} < \varepsilon.
\]

See [15], Lemma 7.5, and [16], Lemma 4.9, for quantitative versions of this result. Proposition 2.4 is the last fact we need for the proof of our main result.

PROOF OF THEOREM 1.1. As noted just after the statement of Theorem 1.1, the fact that \( M_n/n \to 1 \) in probability when \( k(n)/n^{1/3} \to 0 \) was proved in [22], so we need to only handle the other assertion of the theorem. For the remainder of the proof, we therefore assume that \( k(n)/n^{1/3} \to \infty \).

A result of Łuczak [23], Theorem 3(ii), implies that if \( p = p_n \) satisfies that \( p_n = (1 + o(1))/n \) and \( n^{4/3}(p_n - 1/n) \to \infty \), then the largest component of \( G(n, p_n) \) has size \( (2 + o(1))np_n \) in probability. Since the components of \( G(n, p_n) \) and of \( F(n, p_n) \) are identical, recalling that \( p_n, \lambda = 1/n + \lambda/n^{4/3} \), it follows that if \( \lambda = \lambda(n) \to \infty \) with \( \lambda(n) = o(n^{1/3}) \),
then \( |F^1(n, p_{n,\lambda(n)})|/(n^{2/3} \lambda(n)) \to 2 \) in probability. By a sub-subsequence argument, this implies that for all \( \delta > 0, \)
\[
(2.2) \quad \lim_{\lambda \to \infty} \limsup_{n \to \infty} P\{|F^1(n, p_{n,\lambda})|/(n^{2/3} \lambda(n)) < 2 - \delta\} = 0.
\]

Fix \( \varepsilon \in (0, 1) \). Then fix \( \delta \in (0, \varepsilon/2) \) small enough that Proposition 2.4 holds for this \( \varepsilon \) and \( \delta \), then let \( \lambda \) be large enough that for all \( n \) sufficiently large,
\[
(2.3) \quad P\{|F^1(n, p_{n,\lambda})|/n^{2/3} \leq 1\} < \varepsilon
\]
and
\[
(2.4) \quad P\{\Delta^n_{\lambda} \geq \delta\} < \varepsilon.
\]
This is possible by (2.2) and by Proposition 2.2. Since \( \lambda \) is fixed, by Proposition 2.1, we also have that
\[
(2.5) \quad P\{M_{n,\lambda}(k(n))/n^{2/3} \geq \delta\} < \varepsilon
\]
for \( n \) sufficiently large.

List the connected components of \( F(n, [k(n)], p_{n,\lambda}) \) contained in \( F^1(n, p_{n,\lambda}) \) as \( C^1_{n,\lambda}, \ldots, C^K_{n,\lambda} \); here \( K \) is a random variable. These components are subtrees of \( F^1(n, p_{n,\lambda}) \), and their vertex sets partition \( v(F^1(n, p_{n,\lambda})) \). Note that, writing \( S_{n,\lambda} = [k(n)] \cap v(F^1(n, p_{n,\lambda})) \), then each of \( C^1_{n,\lambda}, \ldots, C^K_{n,\lambda} \) contains exactly one vertex of \( S_{n,\lambda} \).

We now consider the restricted Kruskal process \( F(n, S_{n,\lambda}, p), 0 \leq p \leq 1 \). Due to the relation (2.1), the only edges added in the restricted process \( F(n, p), 0 \leq p \leq 1 \), which are not added in the restricted process \( F(n, S_{n,\lambda}, p), 0 \leq p \leq 1 \), are the edges of \( F^1(n, p_{n,\lambda}) \) which join distinct components \( C^1_{n,\lambda}, \ldots, C^K_{n,\lambda} \) and these edges are already present in \( F(n, p_{n,\lambda}) \). It follows that for each \( 1 \leq i \leq K \), the connected component of \( F(n, S_{n,\lambda}, 1) \) containing \( C^i_{n,\lambda} \) is precisely the union of the trees \( \{T^n_{v,\lambda}, v \in v(C^i_{n,\lambda})\} \). On the other hand, since \( S_{n,\lambda} \subset [k(n)] \), the components of \( F(n, [k(n)], 1) \) partition the components of \( F(n, S_{n,\lambda}, 1) \), and so
\[
M_n = \max(|C| : C \text{ is a component of } F(n, [k(n)], 1)) \leq \max(|C| : C \text{ is a component of } F(n, S_{n,\lambda}, 1)) = \max_{1 \leq i \leq K} \sum_{v \in C^i_{n,\lambda}} |T^n_{v,\lambda}|.
\]

Write \( m_n = |F^1(n, p_{n,\lambda})| \), then list the vertices of \( F^1(n, p_{n,\lambda}) \) as \( v_1, \ldots, v_{m_n} \) so that for each \( 1 \leq i \leq K \), the vertices of \( C^i_{n,\lambda} \) appear consecutively as
\[
v_1|C^1_{n,\lambda}|+\ldots+|C^i_{n,\lambda}|+1, \ldots, v_1|C^1_{n,\lambda}|+\ldots+|C^K_{n,\lambda}|,
\]
say. Necessarily, \( \max(|C^i_{n,\lambda}|, 1 \leq i \leq K) \leq M_{n,\lambda}(k(n)) \), so on the event that \( M_{n,\lambda}(k(n)) \leq \delta n^{2/3} \) and \( |F^1(n, p_{n,\lambda})| = m_n \geq n^{2/3} \), we then have
\[
\frac{M_n}{n} \leq \max\left(\sum_{j=1}^{\ell} q_{n,\lambda}, 1 \leq i < \ell \leq m_n, \ell - i < \delta m_n\right).
\]

Therefore, on this event, if \( M_n/n \geq 3\varepsilon \) then we may find \( i \) and \( \ell \) as above so that
\[
\sum_{j=i}^{\ell} \left(q_{n,\lambda} - \frac{1}{m_n}\right) = \left(\sum_{j=i}^{\ell} q_{n,\lambda}\right) - \frac{\ell - i}{m_n} \geq 3\varepsilon - \delta > 2\varepsilon,
\]
so either \( \sum_{j=1}^{i} (q_{n,\lambda}^{j} - 1/m_n) < -\varepsilon \) or \( \sum_{j=1}^{i} (q_{n,\lambda}^{j} - 1/m_n) > \varepsilon \). It follows that

\[
P\{M_n \geq 3\varepsilon n\} \leq P\{M_{n,\lambda}(k(n)) > \delta n^{2/3}\} + P\{|F^1(n, p_{n,\lambda})| < n^{2/3}\}
\]  
(2.6)

\[
\sum_{j=1}^{i} (q_{n,\lambda}^{j} - 1/m_n) > \varepsilon \}
\]

where in the final line we have used (2.3) and (2.5). To bound the third probability, we write

\[
P\left\{ \max_{1 \leq i \leq m_n} \left| \sum_{j=1}^{i} \left( q_{n,\lambda}^{j} - \frac{1}{m_n} \right) \right| > \varepsilon \right\}
\]

\[
= E \left[ P\left\{ \max_{1 \leq i \leq m_n} \left| \sum_{j=1}^{i} \left( q_{n,\lambda}^{j} - \frac{1}{m_n} \right) \right| > \varepsilon |F_{n,\lambda}\right\} \right]
\]

\[
= E \left[ P\left\{ \max_{1 \leq i \leq m_n} \left| \sum_{j=1}^{i} \left( q_{n,\lambda}^{j} - \frac{1}{m_n} \right) \right| > \varepsilon |F_{n,\lambda}\right\} \right],
\]

where conditionally given \(F_{n,\lambda}\), \(\pi\) is a uniformly random permutation of \(m_n\) independent of the values \((q_{n,\lambda}^{i}, 1 \leq i \leq m_n)\). The second equality holds as conditionally given \(F_{n,\lambda}\) the random variables \((q_{n,\lambda}^{i}, 1 \leq i \leq m_n)\) are exchangeable, due to Proposition 2.3.

Recall that \(\Delta_{n}^{\lambda} := \max_{v \in F^1(n, p_{n,\lambda})}(q_{n,\lambda}^{v})\); then by Proposition 2.4, we have

\[
P\left\{ \max_{1 \leq i \leq m_n} \left| \sum_{j=1}^{i} \left( q_{n,\lambda}^{\pi(j)} - \frac{1}{m_n} \right) \right| > \varepsilon |F_{n,\lambda}\right\}
\]

\[
\leq P\{\Delta_{n}^{\lambda} \geq \delta |F_{n,\lambda}\} + P\left\{ \max_{1 \leq i \leq m_n} \left| \sum_{j=1}^{i} \left( q_{n,\lambda}^{\pi(j)} - \frac{1}{m_n} \right) \right| > \varepsilon |F_{n,\lambda}, \Delta_{n}^{\lambda} \leq \delta \}
\]

\[
\leq P\{\Delta_{n}^{\lambda} \geq \delta |F_{n,\lambda}\} + \varepsilon,
\]

so it follows that

\[
P\left\{ \max_{1 \leq i \leq m_n} \left| \sum_{j=1}^{i} \left( q_{n,\lambda}^{j} - \frac{1}{m_n} \right) \right| > \varepsilon \right\} \leq \varepsilon + E[P\{\Delta_{n}^{\lambda} \geq \delta |F_{n,\lambda}\}]
\]

\[
= \varepsilon + P\{\Delta_{n}^{\lambda} \geq \delta \} < 2\varepsilon,
\]

the last inequality holding by (2.4). Combining this bound with (2.6), it follows that

\[
P\{M_n \geq 3\varepsilon n\} < 4\varepsilon; \text{ since } \varepsilon > 0 \text{ was arbitrary, this implies that } M_n/n \rightarrow 0 \text{ in probability, as required.} \]

3. Proof of Proposition 2.1. Our proof of Proposition 2.1 has three steps. In the first step, we show that it suffices to prove that all components of \(F(n, [k(n)], p_{n,\lambda})\) contained in the largest \(O(1)\) components of \(F(n, p_{n,\lambda})\) have size \(o(n^{2/3})\) in probability. This essentially boils down to the application of well-known facts about the structure of the critical random graph. In the second step, we analyze the couplings presented above, between Kruskal’s algorithm with different starting sets \(S\) and between Kruskal’s algorithm and the Erdős–Rényi process. This analysis provides us with a tool for understanding how, distributionally,
a given component $C$ of $F(n, p_{n, \lambda})$ is partitioned into pieces in $F(n, [k(n)], p_{n, \lambda})$, depending on the number of elements of $C \cap [k(n)]$. In the third step, which occupies most of the rest of the paper, we use the result of the analysis of the couplings to show that the largest connected components of $F(n, p_{n, \lambda})$ are indeed partitioned into pieces of size $o(n^{2/3})$ in $F(n, [k(n)], p_{n, \lambda})$, with high probability.

3.1. Step 1: Reducing to the study of large components. For $p \in [0, 1]$, list the components of $F(n, p)$ in decreasing order of size as $(F^i(n, p), i \geq 1)$, with ties broken uniformly at random. (The point of breaking ties this way is so that $v(F^i(n, p))$ is a uniformly random subset of $[n]$ conditional on its size.) Then for $\lambda \in \mathbb{R}$ and $S \subset [n]$, write $M_i^{n, \lambda}(S)$ for the size of the largest connected component of $F(n, S, p_{n, \lambda})$ contained in $F^i(n, p_{n, \lambda})$. If $S = [k(n)]$, we write $M_i^{n, \lambda}(k(n))$ instead of $M_i^{n, \lambda}(k(n))$.

In this section, we show how Proposition 2.1 is a consequence of the following result.

PROPOSITION 3.1. Fix $\lambda \in \mathbb{R}$ and $i \in \mathbb{N}$. If $k(n)/n^{1/3} \to \infty$, then $M_i^{n, \lambda}(k(n))/n^{2/3} \to 0$ in probability.

PROOF OF PROPOSITION 2.1. Fix $\varepsilon > 0$.

By [10], Corollary 2, there is $j = j(\varepsilon) \in \mathbb{N}$ such that for all $n \in \mathbb{N}$,

$$P\{\max(|F^\ell(n, p_{n, \lambda})|, \ell > j) > \varepsilon n^{2/3}\} < \varepsilon.$$ 

Since $M^\ell(n, p_{n, \lambda})(k(n)) \leq |F^\ell(n, p_{n, \lambda})|$, it follows that for this value of $j$,

$$P\{M_{n, \lambda}(k(n)) \geq \varepsilon n^{2/3}\} \leq P\{\max_{1 \leq \ell \leq j} M_{n, \lambda}^\ell(k(n)) > \varepsilon n^{2/3}\}$$

$$+ P\{\max(|F^\ell(n, p_{n, \lambda})|, \ell > j) > \varepsilon n^{2/3}\}$$

$$\leq \varepsilon + \sum_{1 \leq \ell \leq j} P\{M_{n, \lambda}^\ell(k(n)) > \varepsilon n^{2/3}\}$$

$$\leq 2\varepsilon$$

for $n$ sufficiently large, the last bound holding due to Proposition 3.1. Since $\varepsilon > 0$ was arbitrary, this proves Proposition 2.1. □

3.2. Step 2: Composing the couplings. It is useful to briefly return to the setting of a deterministic connected graph $G = (v(G), e(G), w)$. Fix a starting set $S \subset v(G)$, and list edges of $G$ in increasing order of weight as $e(1), \ldots, e(m)$. Using the couplings of $F^G_{i, S}$ and $F^{G, \varnothing}_i$, on the one hand, and of $F_i$ and $G_i$, on the other hand, allows us to construct $F^G_{m, S}$ via a path-and-cycle-breaking process starting from $G$. Recall the definition of the augmented graph $G'_S$ from Section 2.1, which is formed from $G$ by adding a vertex $\rho$, which is joined to the vertices of $S$ by edges of very low weight. Then an edge $e(i)$ is added to $G_i$ but not to $F^G_i$ if and only if it lies on a cycle of $G_i$, which occurs if and only if it is the largest-weight edge on a cycle in $G$. The edge $e(i)$ is added to $F^{G, \varnothing}_i$ but not to $F^G_i$ if and only if it is the largest weight edge on a cycle in $G'_S$, which occurs if and only if there are distinct vertices $u, v \in S$ such that $e(i)$ lies on a path from $u$ to $v$ in $G_i$ (in which case $e(i)$ is the largest weight edge on such a path). It follows that we may recover $F^G_{m, S}$ from $G$ as follows:

- Let $H_0 = G$.
- For $0 \leq i < m$, if either
  - $e(m - i)$ lies on a cycle of $H_i$, or
(b) there exist distinct vertices \( u, v \in S \) such that \( e(m - i) \) lies on a path from \( u \) to \( v \) in \( H_i \),

then set \( H_{i+1} = H_i - e(m - i) \); otherwise set \( H_{i+1} = H_i \).

The final graph \( H_m \) is precisely \( F_m^{G,S} \). This path-and-cycle-breaking construction of \( F_m^{G,S} \) has the following immediate consequence in the setting of exchangeable edge weights.

**Fact 3.2 (Path-and-cycle-breaking).** Let \( G = (v(G), e(G), w) \) be a connected graph with exchangeable, almost surely distinct edge weights. Fix \( S \subset v(G) \) and an ordering \( e = (e_1, \ldots, e_m) \) of \( e(G) \). Generate a subgraph \( F \) of \( G \) as follows:

1. Let \( H_0 = G \).
2. For \( 0 \leq i < m \), if \( e_i \) lies on a cycle in \( H_i \) or \( e_i \) lies on a path in \( H_i \) between distinct vertices of \( S \), then set \( H_{i+1} = H_i - e_i \); otherwise set \( H_{i+1} = H_i \).
3. Set \( F = H_m \).

If the ordering \( e \) is exchangeable, then \( F \) is distributed as \( F_m^{G,S} \).

We call the above process **path-and-cycle-breaking on \( G \) with starting set \( S \) and edge ordering \( e \)**, and refer to \( F \) as the outcome of the process. (The edge weights \( w \) are not used in the process, but they are used in defining \( F_m^{G,S} \).) Most of our analysis will end up focusing on the case that \( G \) is in fact a tree; in this case, the path-and-cycle-breaking process clearly never breaks cycles, and we simply refer to it as a path-breaking process.

We shall use the path-and-cycle-breaking process to understand how the components of \( F(n, [k(n)], p_{n, \lambda}) \) partition those of \( G(n, p_{n, \lambda}) \). Suppose that \( C \) is a connected component of \( G(n, p_{n, \lambda}) \). Let \( N = |v(C)| \) and let \( S = |e(C)| - |v(C)| + 1 \) be the surplus\(^1\) of \( C \). Let \( C' \) be obtained from \( C \) by relabeling the vertices of \( C \) in increasing order as \( 1, \ldots, N \). Then \( C' \) is uniformly distributed over connected graphs with vertex set \([N]\) and surplus \( S \), and its edge weights are exchangeable. In view of these facts, the value of the next proposition should be rather clear.

**Proposition 3.3.** For all \( \varepsilon > 0 \) and any nonnegative integer \( s \), there exists integer \( r > 0 \) such that the following holds. For \( q \geq 1 \), let \( G_q \) be uniformly distributed over the set of connected graphs with vertex set \([q]\) and surplus \( s \). For \( q \geq r \), let \( F_q = F_q(r, e) \) be the outcome of the path-and-cycle-breaking process on \( G_q \) with starting set \([r]\) and an exchangeable random ordering \( e = (e_1, \ldots, e_m) \) of \( e(G_q) \). Then for all \( q \) sufficiently large,

\[
\mathbb{E}[\max(|C| : C \text{ is a component of } F_q)] \leq \varepsilon q.
\]

This proposition has the following consequence. Fix nonnegative integers \( s \) and \( (r(q), q \geq 1) \) with \( r(q) \leq q \) and with \( r(q) \to \infty \) as \( q \to \infty \). Let \( G_q \) be as in Proposition 3.3, and let \( F_q \) be the outcome of the path-and-cycle-breaking process on \( G_q \) with starting set \([r(q)]\) and an exchangeable random ordering \( e = (e_1, \ldots, e_m) \) of \( e(G_q) \). Then Proposition 3.3 and Markov’s inequality together imply that for any \( \varepsilon > 0 \),

\[
q^{-1}\mathbb{E}[\max(|C| : C \text{ is a component of } F_q)] \to 0
\]
as \( q \to \infty \).

We prove Proposition 3.3 in Section 3.3, below; before doing so, we use it (or in fact its consequence, (3.1)) to prove Proposition 3.1.

\(^1\)This term is sometimes called complexity in the literature.
Proof of Proposition 3.1. Fix \( \lambda \in \mathbb{R} \) and \( i \in \mathbb{N} \). Write \( G^i(n, p_{n,\lambda}) \) for the component of \( G(n, p_{n,\lambda}) \) spanned by \( F^i(n, p_{n,\lambda}) \).

Let \( Q = Q(n) = |v(G^i(n, p_{n,\lambda}))| = |v(F^i(n, p_{n,\lambda}))| \), let \( R = R(n) = |v(G^i(n, p_{n,\lambda}) \cap \{ k(n) \})| \) and let \( S = S(n) = |e(G^i(n, p_{n,\lambda}))| = |v(G^i(n, p_{n,\lambda})| + 1 \) be the surplus of \( G^i(n, p_{n,\lambda}) \).

We will use in the course of the proof that \( S(n) \) converges in distribution to an almost surely finite limit, and that \( n^{-2/3}|F^i(n, p_{n,\lambda})| = n^{-2/3}|G^i(n, p_{n,\lambda})| \) converges in distribution to an almost surely finite, strictly positive limit; these facts appear in [10], Folk Theorem 1 and Corollary 2.

Conditionally given \( Q(n) \), the vertex set \( v(G^i(n, p_{n,\lambda})) \) is a uniformly random size-\( Q(n) \) subset of \( [n] \). The last convergence in distribution referenced in the previous paragraph (and in particular the fact that the limit is almost surely strictly positive) implies that for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( P\{ Q(n) \geq \delta n^{2/3} \} > 1 - \varepsilon \). Since \( k(n)/n^{1/3} \to \infty \), this implies that \( k(n)Q(n)/n \to \infty \) in probability. Since \( v(F^i(n, p_{n,\lambda})) \) is a uniformly random subset of \( [n] \) conditional on its size, it then follows by standard concentration results for sampling without replacement that \( R(n) \to \infty \) in probability. Moreover, for any fixed \( s \in \mathbb{N} \), by [10], Corollary 2, we have \( \lim \inf_{n \to \infty} P\{ S(n) = s \} > 0 \), Since \( Q(n) \) and \( R(n) \) both tend to infinity in probability, it follows that \( Q(n) \) and \( R(n) \) still tend to infinity in probability on the event that \( S(n) = s \), in the sense that for any \( x > 0 \),

\[
P\{ Q(n) > x, R(n) > x | S(n) = s \} \to 1 \quad \text{as } n \to \infty .
\]

Next, recall that

\[
M_{n,\lambda}^i(k(n)) := \max(\{|C| : C \text{ a conn. comp. of } F(n, \{k(n)\}, p_{n,\lambda}) \text{ contained in } F^i(n, p_{n,\lambda})\})
\]

and write \( M_{n,\lambda}^i = M_{n,\lambda}^i(k(n)) \) for succinctness. Conditionally given \( Q(n), R(n) \) and \( S(n) \), the random variable \( M_{n,\lambda}^i \) has the same distribution as \( \max(|C| : C \text{ is a component of } F_Q(n)) \), where \( F_Q(n) \) is the outcome of the path-and-cycle breaking process on \( G_Q(n) \) with starting set \( R(n) \). By the exchangeability of the vertex labels, this distribution is unchanged if rather than \( R(n) \) we use the starting set \( \{|R(n)| = \{1, \ldots, |R(n)|\} \}. \) It then follows from (3.1) and Markov’s inequality that for any \( \varepsilon > 0 \),

\[
P\{ M_{n,\lambda}^i > \varepsilon | F^i(n, p_{n,\lambda})|, S(n) = s \} = P\{ Q(n)^{-1} M_{n,\lambda}^i > \varepsilon | S(n) = s \}
\]

\[
\to 0,
\]

as \( n \to \infty \). Moreover, since \( S(n) \) converges in distribution to an almost surely finite limit, it follows that for all \( \varepsilon > 0 \) there is \( s_0 \) such that for \( n \) sufficiently large, \( P\{ S(n) > s_0 \} < \varepsilon \). Combined with the preceding bound, this yields that for any \( \varepsilon > 0 \),

\[
\limsup_{n \to \infty} P\{ M_{n,\lambda}^i > \varepsilon | F^i(n, p_{n,\lambda})| \} \leq \limsup_{n \to \infty} \max_{1 \leq t \leq s_0} P\{ Q(n)^{-1} M_{n,\lambda}^i > \varepsilon | S(n) = s \} + \limsup_{n \to \infty} P\{ S(n) > s_0 \}
\]

\[
\leq \varepsilon .
\]

It follows that \( M_{n,\lambda}^i / |F^i(n, p_{n,\lambda})| \to 0 \) in probability. Since \( |F^i(n, p_{n,\lambda})|/n^{-2/3} \) converges in distribution to an almost surely finite limit, this implies that \( M_{n,\lambda}^i / n^{2/3} \to 0 \) in probability, as required. \( \Box \)
3.3. Step 3: Partitioning a component. The goal of this section is to prove Proposition 3.3. The proof is split into two parts. We first prove the proposition in the case \( s = 0 \), in which case \( G_q \) is a uniformly random tree with vertex set \( q \), and the path-and-cycle-breaking process is simply a path-breaking process. Conceptually, the case \( s = 0 \) is the main challenge; informally, this is because large random graphs with bounded surplus can be decomposed into boundedly many random trees, to which the \( s = 0 \) result can be applied.

We may restate the case \( s = 0 \) of Proposition 3.3 as follows.

**Proposition 3.4.** For all \( \varepsilon > 0 \), there exists \( r > 0 \) such that the following holds. For \( q \geq 1 \), let \( T_q \) be uniformly distributed over the set of trees with vertex set \( [q] \). Let \( F_q = F_q(r, e) \) be the outcome of the path-breaking process on \( T_q \) with starting set \( [r] \) and an exchangeable random ordering \( e = (e_1, \ldots, e_{q-1}) \) of \( e(T_q) \). Then for all \( q \) sufficiently large,

\[
E[\max(|C| : C \text{ is a component of } F_q)] \leq \varepsilon q.
\]

We prove Proposition 3.4 in Section 3.3.1, establishing the case \( s = 0 \) of Proposition 3.3. We then use Proposition 3.4 as a key input in handling in the cases when \( s \geq 1 \), completing the proof of Proposition 3.3 in Section 3.3.2.

For what follows, it is useful to introduce the notation \( u \xrightarrow{G} v \) to mean that there exists a path from \( u \) to \( v \) in graph \( G \) (i.e., \( u \) and \( v \) are vertices of \( G \) lying in the same connected component of \( G \)).

3.3.1. Proof of Proposition 3.4. The proof of Proposition 3.4 is somewhat involved, so we begin with a high-level roadmap.

For \( q \geq 1 \), let \( T_q \) be uniformly distributed over the set of trees with vertex set \( [q] \). Let \( F_q \) be the outcome of the path-breaking process on \( T_q \) with starting set \( [r] \) and an exchangeable random ordering \( e = (e_1, \ldots, e_{q-1}) \) of \( e(T_q) \). The key idea in the proof of Proposition 3.4 is that for independent, uniformly random vertices \( X, Y \in_u [q] \),

\[
P(X \leftrightarrow Y) = E[P(X \leftrightarrow Y|F_q)]
\]

\[
= E\left[ \sum_{C \text{ is a component of } F_q} \frac{|v(C)|^2}{q^2} \right]
\]

\[
\geq E\left[ \frac{\max(|v(C)| : C \text{ is a component of } F_q)^2}{q^2} \right]
\]

\[
\geq \frac{E[\max(|v(C)| : C \text{ is a component of } F_q)]^2}{q^2}.
\]

We can thus bound component sizes of \( F_q \) by analyzing the probability that independent samples \( X, Y \in_u [q] \) are connected in \( F_q \), which is very natural to study via path-breaking.

For the bulk of the analysis, it is useful to instead study \( P(U \xrightarrow{F_q} V) \), where \( U, W \) are sampled uniformly \emph{without} replacement, from the set \( \{r+1, \ldots, q\} \). Since \( P[X = Y] + P[X \in [r]] + P[Y \in [r]] \rightarrow 0 \) as \( q \rightarrow \infty \), the error term this adds to the above bound is asymptotically negligible.

Next, for ease of notation, let \( T'_q = T'_q(r, e) \) be the tree obtained from \( T_q([U, W] \cup [r]) \) by relabeling \( U, W \) as \( r+1, r+2 \), relabeling the vertices of \( v(T_q([U, W] \cup [r])) \setminus ([U, W] \cup [r]) \) in increasing order as \( \{r+3, \ldots, M_q\} \) and relabeling the edges \( \{e_i, \ldots, e_{iM_q}\} \) as \( e' = (e_1, \ldots, e_{M_q}) \). In a small abuse of notation, we continue to denote the relabeling of \( U, W \) by \( U \) and \( W \) rather than by \( r+1 \) and \( r+2 \).
The first ingredient in bounding $\mathbf{P} \{ U \xrightarrow{F_q} V \}$ is Lemma 3.6, which shows that rather than studying the path-breaking process on $T_q$, it is equivalent to restrict our attention to the path-breaking process on $T_q'$. This is a useful reduction since the asymptotic structure of $T_q'$ has a very clean probabilistic description, given by the so-called line-breaking construction of Aldous [9], which we now describe.

Let $(\pi_i, i \geq 0)$ be the ordered sequence of interarrival times of a Poisson point sequence on $[0, \infty)$ with intensity measure $\lambda(t) = t$. Such a process may be concretely realized as follows. Let $(E_i, i \geq 1)$ be independent $\text{Exp}(1)$ random variables, let $\pi_0 = \sqrt{2}E_1^{1/2}$ and for each $j \geq 1$ let $\pi_j = \sqrt{2}(E_1 + \cdots + E_{j+1})^{1/2} - \sqrt{2}(E_1 + \cdots + E_j)^{1/2}$. The atoms of the Poisson process are thus located at the points $(\sqrt{2}(E_1 + \cdots + E_i)^{1/2}, i \geq 1)$.

Now for $r \geq 0$, construct a binary tree $T_\infty(r)$ with edge lengths and with leaf labels $U$, $W$ and $1, \ldots, r$, as follows. The tree $T_\infty(0)$ is a line segment $P_{\infty,0}$ of length $\|P_{\infty,0}\| = \pi_0$, with endpoints labeled $U$ and $W$. Inductively, for $r \geq 1$ the tree $T_\infty(r)$ is constructed from $T_\infty(r-1)$ by attaching a line segment $P_{\infty,r}$ of length $\|P_{\infty,r}\| = \pi_r$ to a uniformly chosen point of $T_\infty(r-1)$, and assigning label $r$ to the new leaf at the far end of the line segment.

The next proposition is a consequence of [9], Theorem 8. In what follows, if $G$ is an unweighted graph, then we write $\text{dist}_G(x,y)$ to mean the graph distance between vertices $x$ and $y$ in $G$ (the fewest number of edges in an $x-y$ path). If $G$ is a graph with edge lengths, then we write $\text{dist}_G(x,y)$ to mean the length of the shortest $x-y$ path, taking edge lengths into account.

**PROPOSITION 3.5.** As $q \to \infty$,
\[
(q^{-1/2} \text{dist}_{T_q'}(x,y) : x, y \in \{U, W\} \cup \{1, \ldots, r\}) \to \text{dist}_{T_\infty(r)}(x,y) : x, y \in \{U, W\} \cup \{1, \ldots, r\}).
\]
Moreover, for all $r \geq 1$, ignoring its edge lengths, the tree $T_\infty(r)$ is uniformly distributed over the set of binary trees with leaf labels $\{U, W\} \cup \{r\}$. Finally, for any permutation $\phi : \{U, W, 1, \ldots, r\} \to \{U, W, 1, \ldots, r\}$, the tree $T_\infty(\phi(r))$ obtained from $T_\infty(r)$ by relabeling its leaves according to the permutation $\phi$ has the same law as $T_\infty(r)$.

The next step is to (a) establish a necessary condition for $U$ and $W$ to remain connected after the path-breaking process on $T_q'$ and (b) bound the probability of this condition holding. We achieve (a) in Lemma 3.7—this is perhaps the most technical part of the proof, and also the most ad hoc—and spend the rest of the proof tackling (b). Because the condition in (a) is somewhat involved, step (b) also takes some effort. However, at a conceptual level, a consideration of the asymptotic structure of $T'_q$ described in (3.5) makes it fairly clear that the necessary bounds should indeed hold, and we postpone some of the necessary but more routine calculations to the Appendix.

Let us now proceed to the details. For a tree $t$ and a set $S \subseteq v(t)$, write $t(S)$ for the smallest subtree of $t$ containing $S$.

**LEMMA 3.6.** Fix $q \geq r + 2$, let $U$, $W$ be sampled uniformly without replacement from $\{r+1, \ldots, q\}$, let $M_q = |e(T_q(\{U, W\} \cup \{r\}))|$ and let $(e_{i_1}, \ldots, e_{i_{M_q}})$ be the restriction of the exchangeable random ordering $e$ to $e(T_q(\{U, W\} \cup \{r\}))$. Then $U \xrightarrow{F_q^*} W$ if and only if $U \xrightarrow{F_q^*} W$ where $F_q^*$ is the outcome of the path-breaking process on $T_q(\{U, W\} \cup \{r\})$ with starting set $[r]$ and edge ordering $(e_{i_1}, \ldots, e_{i_{M_q}})$. 
PROOF. For \( i \notin \{i_1, \ldots, i_M\} \), the edge \( e_i \) does not lie on a path between any pair of elements of \([r]\), so is not removed by the path-breaking process on \( T_q \) with starting set \([r]\) and edge ordering \((e_1, \ldots, e_{q-1})\). It follows (by induction) that the path-breaking process on \( T_q \langle \{U, W\} \cup [r]\rangle \) with starting set \([r]\) and edge ordering \((e_1, \ldots, e_{i_M})\) removes the same edges, in the same order, as the previously mentioned path-breaking process on \( T_q \). Hence, \( F_q^* = F_q \langle \{U, W\} \cup [r]\rangle \), so \( U \) and \( W \) are connected in \( F_q \) if and only if they are connected in \( F_q^* \). \( \square \)

Recall that \( T'_q = T_q'(r, e) \) is obtained from \( T_q \langle \{U, W\} \cup [r]\rangle \) by an “increasing relabeling,” and write \( F_q' = F_q'(r, e') \) for the outcome of the path breaking process on \( T_q' \) with starting set \([r]\) and edge ordering \( e' \). Then \( F_q' \) is simply a relabeling of \( F_q^* \), so by the preceding lemma, \( U \leftrightarrow W \) if and only if \( U \leftrightarrow W \).

For all \( m \geq r + 2 \), let \( T_m = T_m(r) \) be the set of trees with vertex set \([m]\) and with leaf set a subset of \([r + 2]\). Note that since \( T_q \) is a uniformly random tree with vertex set \([q]\), by symmetry, \( T_q' \in \mathcal{T}_q \), in the sense that for all \( m \geq r + 2 \), conditionally given that \( M_q = m \), then \( T_q' \in \mathcal{T}_m \).

We now establish a necessary condition for \( U \) and \( W \) to be connected in \( F_q' \). The definitions of this paragraph are illustrated in Figure 2. For \( T \in \mathcal{T}_m \), let \( P_0 = P_0(T) = T \langle \{U, W\} \rangle \), and for all \( 1 \leq i \leq r \) let \( P_i = P_i(T) \) be the path in \( T \) connecting \( i \) to \( T \langle \{U, W\} \cup [i - 1]\rangle \). (If \( i \in v(T \langle \{U, W\} \cup [i - 1]\rangle) \), then \( P_i \) consists of a single vertex and no edges; otherwise \( P_i \) has edge set \( e(T \langle \{U, W\} \cup [i]\rangle) \setminus e(T \langle \{U, W\} \cup [i - 1]\rangle) \).) Then, for each \( j \in \{1, 2, 3\} \) let \( P_{0,j} = P_{0,j}(T) \) be the subpath of \( P_0(T) \) with vertex set

\[
\{ v \in v(P_0(T)) : \left| \frac{\text{dist}(U, W)}{T} \right| \leq \frac{\text{dist}(U, v)}{3} \leq \left| \frac{\text{dist}(U, W)}{T} \right| \}
\]

and let \( U_j = U_j(T, r, q) \) be the subset of \([r]\) satisfying the following additional properties for all \( i \in U_j \):

1. \( v(P_i) \cap v(P_\ell) = \emptyset \) for all \( \ell \in [r] \setminus \{i\} \),

![Fig. 2. An example of \( T \in \mathcal{T}_{40} \) with \( r = 8 \) and \( q = 48 \). In this example, \( P_0 \) connects vertices \( U = r + 1 \) and \( W = r + 2 \), the path \( P_1 \) is shaded in grey, and all the other paths \( P_i \) connect the vertex labeled \( i \) to the path \( P_0 \). Also, \( U_1(T) = \emptyset, U_2(T) = \{2, 5\} \) and \( U_3(T) = \{4\} \). Note that \( 6 \notin U_3 \) as \( |e(P_0(T))| = 7 > \sqrt{48} \).](image_url)
2. \( P_i \cap P_0 \) is a vertex in \( P_{0,j} \), and
3. \(|e(P_i)| \leq \sqrt{q} \).

Additionally, write \( \mathcal{P}_j = \{ P_i : i \in \mathcal{U}_j \} \). We note that, although \( \mathcal{U}_2 \) is never used in the analysis, it is convenient to define it for illustrating the meanings of the above properties; see Figure 2.

For all paths \( P \subseteq T_q' \), say \( P \) is targeted at time \( t \) if \( e_t \in e(P) \), say \( P \) is targeted for the first time at time \( t \) if \( P \) is targeted at time \( t \) and not before time \( t \) and say \( P \) is broken at time \( t \) if \( P \) is targeted at time \( t \) and \( e_t \) is removed during the path-breaking process. In the next lemma (and the subsequent Corollary 3.8), write \( P_i = P_i(T_q') \) for \( 0 \leq i \leq r \), and write \( P_{0,j} = P_{0,j}(T_q') \), \( \mathcal{U}_j = \mathcal{U}_j(T_q') \) and \( \mathcal{P}_j = \mathcal{P}_j(T_q') \) for \( j \in \{1, 2, 3\} \).

**Lemma 3.7.** If \( U \xrightarrow{F_q'} W \) and both \( |\mathcal{U}_1| \geq 1 \) and \( |\mathcal{U}_3| \geq 1 \), then all but at most one path in \( \mathcal{P}_1 \) and all but at most one path in \( \mathcal{P}_3 \) were targeted before \( P_{0,2} \) was targeted for the first time.

**Proof.** Fix \( 1 \leq t \leq M_q \). Suppose that \( P_i \in \mathcal{P}_1 \) and \( P_j \in \mathcal{P}_3 \) have not been targeted by time \( t \), and that \( P_{0,2} \) is targeted for the first time at time \( t \). Let \( P_{i,j} \) be the path from \( i \) to \( j \) in \( T_q' \). Then \( P_{i,j} = P_i \cup Q_{0,1} \cup P_{0,2} \cup Q_{0,3} \cup P_j \) where \( Q_{0,1} \subseteq P_{0,1} \) and \( Q_{0,3} \subseteq P_{0,3} \). Hence, either \( e_t \in P_{0,2} \) is cut, or an edge in \( P_{i,j} \) has already been cut. In the latter case, since none of \( P_i, P_j \) or \( P_{0,2} \) have been targeted by time \( t \), the edge that was already cut must be an edge of \( Q_{0,1} \cup Q_{0,3} \subseteq P_0 \). In both cases, an edge in \( P_0 \) is cut during the path-breaking process, meaning \( U \) and \( W \) are not connected in \( F_q' \). \( \square \)

For the next corollary, it is useful to introduce the shorthand
\[
\hat{\mathbf{P}}[\cdot] = \mathbf{P}[\cdot | T_q'] .
\]

**Corollary 3.8.** Let \( E_q(p, u) \) be the event that \(|e(P_{0,2})| \geq p \), \( |\mathcal{U}_1| \geq u \) and \( |\mathcal{U}_3| \geq u \). Then for \( u \geq 1 \),
\[
\hat{\mathbf{P}}[U \xrightarrow{F_q'} W | E_q(p, u)] \leq \prod_{j=0}^{2u-3} \left( 1 - \frac{p}{p + \sqrt{q}(2u - j)} \right).
\]

**Proof.** Let \( \mathcal{S} = \mathcal{P}_1 \cup \mathcal{P}_3 \cup \{ P_{0,2} \} \). For all paths \( P \in \mathcal{S} \), let \( t_P \) be the first time \( P \) is targeted. Then let \( s = \{ P \in \mathcal{S} : t_P < t_{P_{0,2}} \} \). By Lemma 3.7, if \( U \) and \( W \) are connected in \( F_q' \) and both \( \mathcal{U}_1 \) and \( \mathcal{U}_3 \) are nonempty, then \( s \geq |\mathcal{S}| - 3 \).

Let \( E_q^e(p, u) \) be the event that \(|e(P_{0,2})| = p \), \( |\mathcal{U}_1| = u \) and \( |\mathcal{U}_3| = u \). List the paths in \( \mathcal{S} \) in the order they are first targeted as \( P^{(1)}, \ldots, P^{(m)} \). By the exchangeability of the ordering \( e' = (e_1, \ldots, e_{M_q}) \), this list is a size-biased random ordering of the paths in \( \mathcal{S} \); that is, for all \( 1 \leq j \leq m \) and all \( P \in \mathcal{S} \),
\[
\hat{\mathbf{P}}[P^{(j)} = P | P^{(1)}, \ldots, P^{(j-1)}] = \frac{|P| \mathbf{1}_{P \notin \{P^{(1)}, \ldots, P^{(j-1)}\}}}{\sum_{Q \in \mathcal{S}} |Q| \mathbf{1}_{Q \notin \{P^{(1)}, \ldots, P^{(j-1)}\}}} .
\]

Since all paths in \( \mathcal{S} \) aside from \( P_{0,2} \) have length at most \( \sqrt{q} \), it follows that for all \( 0 \leq j \leq m \),
\[
\hat{\mathbf{P}}[P^{(j)} = P_{0,2} | E_q^e(p, u), P_{0,2} \notin \{P^{(1)}, \ldots, P^{(j-1)}\}] \geq \frac{p}{p + \sqrt{q}(2u - (j - 1))} .
\]
Thus, by Bayes’ formula, and since \( m = 2u + 1 \) when \( E_q^\sim(p, u) \) occurs, we have

\[
\hat{p}\{s \geq |S| - 3|E_q^\sim(p, u)|
\]

\[
= \hat{p}\{P_{0,2} \not\in \{P^{(1)}, \ldots, P^{(m-3)}\}|E_q^\sim(p, u)\}
\]

\[
= \prod_{j=0}^{m-4} \hat{p}\{P_{0,2} \not\in P^{(j+1)}|E_q^\sim(p, u), P_{0,2} \not\in \{P^{(1)}, \ldots, P^{(j)}\}\}
\]

\[
\leq \prod_{j=0}^{2u-3} \left( 1 - \frac{p}{p + \sqrt{q(2u - j)}} \right).
\]

(3.3)

Since the above product is decreasing in \( p \) and in \( u \), and \( E_q(p, u) \) is the disjoint union of the events \( \{E_q^\sim(p', u')\}, p' > p, u' \geq u \}, \) the bound claimed in the corollary follows from (3.3) by the law of total probability. \( \square \)

To make use of Corollary 3.8, we now must analyze the typical behavior of \( |e(P_{0,2}(T'_q))| \), \( |U_1(T'_q)| \) and \( |U_3(T'_q)| \). We first gather some auxiliary facts, which are crucial for this analysis.

The first facts relate to the asymptotic structure of \( T'_q(r) \) for \( q \) large. Recall the construction of \( T_\infty(r) \) described just before Proposition 3.5. Write \( \alpha_r \) for the point of \( T_\infty(r - 1) \) to which \( P_\infty,r \) is attached. Note that the lengths of the paths \( (P_\infty,i, 0 \leq i \leq r) \) may be recovered from \( T_{\infty,r} \) as \( \pi_i = \text{dist}_{T_\infty(r)}(i, \alpha_r) \). Thus, the convergence in Proposition 3.5 directly implies that

\[
(q^{-1/2}|e(P_0)|, \ldots, q^{-1/2}|e(P_r)|) \overset{d}{\to} (|P_{\infty,0}|, \ldots, |P_{\infty,r}|) = (\pi_0, \ldots, \pi_r)
\]

as \( q \to \infty \).

For later use it is handy to describe the reverse construction (recovering the branches from the tree) in a little more generality. Given a binary tree \( t \) with edge lengths and with leaves labeled by the elements of \( \{U, W\} \cup \{r\} \), we define a growing sequence of subtrees \( t(0), \ldots, t(r) \) where \( t(i) \) is the smallest subtree of \( t \) containing the leaves in \( \{U, W\} \cup \{1, \ldots, i\} \). We then let \( P_0(t) = t(0) \), for \( i \in [r] \) we let \( P_i(t) \) be the path connecting the leaf \( i \) to the subtree \( t(i - 1) \), and let \( \alpha_i(t) \) be the point of \( t(i - 1) \) to which \( P_i(t) \) attaches. With these definitions, we have \( P_{\infty,i} = P_i(T_{\infty,r}) \) for \( 0 \leq i \leq r \).

The following tail bound for \( |e(P_{0,2}(T'_q))| \) is a straightforward consequence of Proposition 3.5.

**Corollary 3.9.** For all \( \varepsilon > 0 \) and positive integers \( r \), for large enough \( q \),

\[
P\{|e(P_{0,2}(T'_q))| < \varepsilon \sqrt{q} \} \leq 5\varepsilon^2.
\]

**Proof.** By Proposition 3.5, we have that

\[
P\{|e(P_0(T'_q))| < 3\varepsilon \sqrt{q} \} = (1 + o_q(1))P\{\sqrt{2}(E_1)^{1/2} < 3\varepsilon \}
\]

\[
= (1 + o_q(1))P\{E_1 < \frac{9\varepsilon^2}{2} \}
\]

\[
= (1 + o_q(1))(1 - e^{-\frac{9\varepsilon^2}{2}})
\]

\[
\leq (1 + o_q(1))\frac{9\varepsilon^2}{2}.
\]

The result now follows from the fact that \( |e(P_{0,2}(T'_q))| \geq \frac{1}{3}|e(P_0(T'_q))| - 1 \). \( \square \)

The next lemma states the tail bound we need for \( |U_1(T'_q)| \) and \( |U_3(T'_q)| \).
LEMMA 3.10. For all \( \varepsilon > 0 \) sufficiently small, there exists a positive integer \( r_0 \) such that for all \( r \geq r_0 \), for all \( q \) sufficiently large, with \( T'_q = T'_q(r, e) \),
\[
\mathbf{P}\{|U_1(T'_q)| < \varepsilon \sqrt{r}\} < 23\varepsilon,
\]
and the same bound holds with \(|U_1(T'_q)|\) replaced by \(|U_3(T'_q)|\).

The proof of Lemma 3.10 is more involved but also boils down to applications of Proposition 3.5 and can be found in Appendix 4.

PROOF OF PROPOSITION 3.4. In this proof, for readability we omit insignificant floors and ceilings. Fix \( \varepsilon > 0 \) small enough that Lemma 3.10 applies, let \( r_0 \) be as in Lemma 3.10 and fix \( r \geq r_0 \) large enough that \( \sum_{j=4}^{\varepsilon r^{1/2}} \frac{1}{j} \geq \varepsilon^{-1} \log(\varepsilon^{-1}) \). For the duration of the proof, write \( P_j = P_j(T'_q) \) for all \( 0 \leq j \leq r \) and \( P_{0,i} = P_{0,i}(T'_q) \) and \( U_i = U_i(T'_q) \) for \( i \in \{1, 2, 3\} \).

Recall from Corollary 3.8 that \( E_q(p, u) \) is the event that \(|e(P_{0,q})| \geq p, |U_1| \geq u \) and \(|U_3| \geq u \). Taking \( p = \varepsilon q^{1/2} \) and \( u = \varepsilon r^{1/2}/2 \) by that corollary and Bayes’ formula, we have
\[
\hat{\mathbf{P}}\{U \overset{F_q'}{\rightarrow} W\} \leq \hat{\mathbf{P}}\{U \overset{F_q}{\rightarrow} W|E_q(p, u)\} + \hat{\mathbf{P}}\{E_q(p, u)^c\}
\]
\[
\leq \prod_{j=0}^{2\varepsilon r^{1/2} - 3} \left( 1 - \frac{p}{p + q^{1/2}/2 - j}\right) + \hat{\mathbf{P}}\{E_q(p, u)^c\}
\]
\[
= \prod_{j=0}^{\varepsilon r^{1/2} - 3} \left( 1 - \frac{\varepsilon}{\varepsilon (1 + r^{1/2}) - j}\right) + \hat{\mathbf{P}}\{E_q(p, u)^c\}
\]
\[
\leq \exp\left(-\varepsilon \sum_{j=4}^{\varepsilon r^{1/2}} \frac{1}{\varepsilon (1 + r^{1/2}) - j}\right) + \hat{\mathbf{P}}\{E_q(p, u)^c\}
\]
\[
\leq \exp\left(-\varepsilon \sum_{j=4}^{\varepsilon r^{1/2}} \frac{1}{j}\right) + \hat{\mathbf{P}}\{E_q(p, u)^c\}
\]
\[
\leq \varepsilon + \hat{\mathbf{P}}\{E_q(p, u)^c\},
\]
the last bound holding since we chose \( r \) large enough that \( \sum_{j=4}^{\varepsilon r^{1/2}} \frac{1}{j} \geq \varepsilon^{-1} \log(\varepsilon^{-1}) \). Taking expectations, the tower law yields that
\[
\mathbf{P}\{U \overset{F_q'}{\rightarrow} W\} \leq \varepsilon + \mathbf{P}\{E_q(p, u)^c\}.
\]
By Corollary 3.9, we have \( \mathbf{P}\{|e(P_{0,2})| \leq \varepsilon q^{1/2}\} \leq 5\varepsilon^2 \) and by Lemma 3.10 we have \( \mathbf{P}\{|U_1|, |U_3| \leq \varepsilon r^{1/2}/2\} \leq 46\varepsilon \), so \( \mathbf{P}\{E_q(p, u)^c\} \leq 5\varepsilon^2 + 46\varepsilon \). Also, by Lemma 3.6 we have \( \mathbf{P}\{U \overset{F_q'}{\rightarrow} W\} = \mathbf{P}\{U \overset{F_q}{\rightarrow} W\} \), so we obtain the bound
\[
\mathbf{P}\{U \overset{F_q}{\rightarrow} W\} \leq 47\varepsilon + 5\varepsilon^2.
\]

To conclude, let \( X, Y \) be independent uniform samples from [\( q \)]. The conditional distribution of \((X, Y)\) given that \( X \neq Y \) and that \( X \notin [r], Y \notin [r] \) is precisely that of \((U, V)\), so
\[
\mathbf{P}\{X \overset{F_q}{\leftrightarrow} Y\} \leq \mathbf{P}\{U \overset{F_q}{\leftrightarrow} W\} + \mathbf{P}\{X = Y\} + \mathbf{P}\{X \in [r]\} + \mathbf{P}\{Y \in [r]\}
\]
\[
\leq 47\varepsilon + 5\varepsilon^2 + \frac{2r + 1}{q}.
\]
Finally, by (3.2), we have
\[
P(X \leftrightarrow F^q_y Y) \geq \mathbb{E}[\max(|C| : C \text{ is a component of } F^q_y)] / 2q^2,
\]
and so
\[
\mathbb{E}[\max(|C| : C \text{ is a component of } F^q_y)] \leq qP(X \leftrightarrow F^q_y X)^{1/2} \leq q\left(47\epsilon + 5\epsilon^2 + \frac{2r+1}{q}\right)^{1/2}.
\]
The result follows since \(\epsilon > 0\) can be taken arbitrarily small, and since we can make \((2r + 1)/q\) as small as we like by taking \(q\) large.

\[\square\]

3.3.2. **Proof of Proposition 3.3.** Having already proved Proposition 3.4, to complete the proof of Proposition 3.3 it remains to handle the cases when \(s > 0\). So, fix \(\epsilon > 0\) and integers \(s > 0\) and \(r > 0\), and let \(G^q_q\) and \(F^q = F^q_q(r, e)\) be as in the statement of Proposition 3.3. Like in the case \(s = 0\), it suffices to prove that if \(r\) is sufficiently large as a function of \(\epsilon\) and \(s\) then for all \(q\) sufficiently large, if \(X\) and \(Y\) are independent, uniformly random elements of \([q]\), independent of \(G^q_q\) and of the ordering \(e\), then
\[
P(X \leftrightarrow F^q_y Y) < \epsilon.
\]
To accomplish this, we decompose \(G^q_q\) into a collection of trees to which we can apply the result from the \(s = 0\) case, Proposition 3.4. We next turn to defining the necessary decomposition. The definitions of the next four paragraphs are illustrated in Figure 3.

Let \(\text{core}(G^q_q)\) be the maximum induced subgraph of \(G^q_q\) with minimum degree 2; equivalently, this is the subgraph of \(G^q_q\) induced by the set of vertices, which lie on cycles of \(G^q_q\). For \(v \in [q]\), let \(c(v)\) be the (unique) closest vertex of \(\text{core}(G^q_q)\) to \(v\) in \(G^q_q\). In particular, if \(v \in v(\text{core}(G^q_q))\), then \(c(v) = v\).

If \(s \geq 2\), then the *kernel* of \(G^q_q\), denoted \(K(G^q_q)\), is the multigraph obtained from \(\text{core}(G^q_q)\) by contracting each path whose endpoints have degree at least three in \(\text{core}(G^q_q)\) and whose internal vertices have degree two in \(\text{core}(G^q_q)\) into a single edge. For each vertex \(v\) of \(G^q_q\), we define its “attachment location on \(K(G^q_q)\),” denoted \(\kappa(v)\), as follows. For each edge \(e\) of \(K(G^q_q)\), if \(c(v)\) is an internal vertex of the path, which was contracted to make \(e\), then set \(\kappa(v) = e\). Otherwise, if \(c(v)\) is a vertex \(w\) of \(K(G^q_q)\) then set \(\kappa(v) = w\).

---

**FIG. 3.** Left: An instantiation of graph \(G^q_q\); here, \(q = 43\) and \(s = 3\). Center: the graph \(\text{core}(G^q_q)\). Right: the kernel \(K(G^q_q)\). In the graph \(G^q_q\), the vertex \(v\) has \(\kappa(v) = e = xy\) since \(c(v)\) lies on the path of \(\text{core}(G^q_q)\), which is contracted to form \(e\). The vertex \(v'\) has \(\kappa(v') = w\) since \(c(v) = w\) is a vertex of \(K(G^q_q)\). The trees \(T^q_q(e)\) and \(T^q_q(w)\) are highlighted in yellow and in blue, respectively. In the center, the vertices \(Z(e, x)\) and \(Z(e, y)\) are green.
If $s = 1$, then core$(G_q)$ is a cycle. It is still useful for us to define the kernel in this case, but the definition is slightly different (and slightly nonstandard). To define it, we first augment the core by adding all vertices of the path from $q$ to $c(q)$; we write core$^+(G_q)$ for the subgraph of $G_q$ induced by this path together with core$(G_q)$. We then define the kernel $K(G_q)$ to be the multigraph obtained from $G_q$ by contracting each maximal path or cycle of core$^+(G_q)$ whose endpoints lie in $\{q \cup c(q)\}$ to form a single edge. If $q \neq c(q)$, then this creates a “lollipop” consisting of a loop edge at $c(q)$ and a single edge from $c(q)$ to $q$; if $q = c(q)$, then the result is simply a loop edge at $c(q)$.

Provided that $s \geq 1$, so that the kernel is defined, for $a \in v(K(G_q)) \cup e(K(G_q))$ we now set

\[ V_q(a) = \{ v \in [q] : \kappa(v) = a \} \]

Then the set

\[ V_q = \{ V_q(a), a \in v(K(G_q)) \cup e(K(G_q)) \} \]

is a partition of $v(G_q) = [q]$. For each $a \in v(K(G_q)) \cup e(K(G_q))$, we let $T_q(a)$ be the subgraph of $G_q$ spanned by $V_q(a)$. Also, for $e = xy \in e(K(G_q))$, we write $Z(e, x)$ (resp., $Z(e, y)$) for the unique vertex of $T_q(e)$ incident to $x$ (resp., to $y$).

By the definition of the core, $T_q(a)$ is necessarily a tree. By the symmetry of the model, conditionally given the partition $V_q$ in (3.4), the trees $(T_q(a), a \in v(K(G_q)) \cup e(K(G_q)))$ are independent and each is a uniformly random tree on its vertex set. Moreover, also by symmetry, for each $e \in e(K(G_q))$, conditionally given both $V_q$ and the tree $T_q(e)$, the vertices $Z(e, u)$ and $Z(e, v)$ are independent uniformly random elements of $V_q(e)$.

The next proposition describes the asymptotic structure of the partition of mass in (3.4). For each positive integer $k$, let

\[ \Delta_k = \{ (x_1, \ldots, x_k) \in (0, 1)^k : x_1 + \cdots + x_k = 1 \} \]

denote the $(k - 1)$-dimensional simplex. Then for $(\alpha_1, \ldots, \alpha_k) \in \Delta_k$, the Dirichlet$(\alpha_1, \ldots, \alpha_k)$ distribution on $\Delta_k$ has density

\[ \frac{\Gamma(\alpha_1 + \cdots + \alpha_k)}{\Gamma(\alpha_1) \cdots \Gamma(\alpha_k)} \prod_{j=1}^k x_j^{\alpha_j - 1} \]

with respect to $(k - 1)$-dimensional Lebesgue measure on $\Delta_k$.

**Proposition 3.11** ([4] Theorem 22, [3] Theorem 6(c)). Fix $s \geq 1$ and let $G_q$ be uniformly distributed over the set of connected graphs with vertex set $[q]$ and surplus $s$. Then as $q \to \infty$, the vector

\[ q^{-1}V_q(e), e \in e(K(G_q)) \]

converges in distribution to a Dirichlet$(1/2, \ldots, 1/2)$ random vector of length $k = 2s - 1 + I_{[s=1]}$.

In the vector in Proposition 3.11, we may take the edges of $K(G_q)$ to be ordered lexicographically, say, but the precise ordering rule does not play an important role in this paper.

Recall that $X$ and $Y$ are independent, uniformly random elements of $[q]$, independent of $G_q$ and of the ordering $e$. Then

\[ P[X \leftrightarrow Y] = E[P[E_q|F_q]] \geq E\left[ \frac{\max(|C| : C is a component of F_q)^2}{q^2} \right] \geq \frac{(E[\max(|C| : C is a component of F_q)])^2}{q^2} \]
so to accomplish our goal it suffices to show that $\mathbf{P}(X \xleftrightarrow{F_q} Y) \leq \varepsilon^2$ if $r$ is large enough. Since $\varepsilon > 0$ was arbitrary, we may as well just show that $\mathbf{P}(X \xleftrightarrow{F_q} Y) < \varepsilon$ for $r$ large.

Let $A$ be the event that $\kappa(X) \in e(K(G_q))$ and $\kappa(Y) \in e(K(G_q))$, let $B = A \cap (\kappa(X) = \kappa(Y))$ and let $C = A \cap (\kappa(X) \neq \kappa(Y))$. By Proposition 3.11, $q^{-1} \sum_{e \in e(K(G_q))} V_q(e) \to 1$ in probability, which implies that $\mathbf{P}(A) \to 1$ as $q \to \infty$. By the same proposition, the limits

$$\lim_{q \to \infty} \mathbf{P}(B) = p = 1 - \lim_{q \to \infty} \mathbf{P}(C)$$

both exist, and the value $p$ lies strictly between 0 and 1.

Now let $\delta > 0$ be small enough that for $q$ large,

$$\mathbf{P}(\min(\mid V_q(e) \mid, e \in e(K(G_q))) < \delta q) \to (p, 1 - p)\varepsilon/7;$$

such a value $\delta$ exists by Proposition 3.11. Then by Bayes’ formula, for $q$ sufficiently large,

$$\mathbf{P}(\min(\mid V_q(e) \mid, e \in e(K(G_q))) < \delta q \mid B) < \varepsilon/6$$

and

$$\mathbf{P}(\min(\mid V_q(e) \mid, e \in e(K(G_q))) < \delta q \mid C) < \varepsilon/6.$$

If $\kappa(X) = e = uv$, then any path from $X$ to $Y$ in $F_q$ must either lie within $T_q(e)$ or else must pass through one of $Z(e, u)$ or $Z(e, v)$. It follows that

$$\mathbf{P}(X \xleftrightarrow{F_q} Y \mid V_q, B)
\leq \mathbf{P}(X \xleftrightarrow{T_q(e) \cap F_q} Y \mid V_q, B) + \mathbf{P}(X \xleftrightarrow{T_q(e) \cap F_q} Z(e, u) \mid V_q, B)
+ \mathbf{P}(X \xleftrightarrow{T_q(e) \cap F_q} Z(e, v) \mid V_q, B)
= 3\mathbf{P}(X \xleftrightarrow{T_q(e) \cap F_q} Y \mid V_q, B),$$

where for the final equality we have used that where we have used that conditionally given $B$ and $V_q$, the vertices $Z(e, u)$ and $Z(e, v)$ and $Y$ are all uniformly random elements of $V_q(e)$ independent of $X$, and where we write $T_q(e) \cap F_q$ to mean the subgraph of $T_q(e)$ with edge set $e(T_q(e)) \cap e(F_q)$.

Now note that the path-and-cycle-breaking process on $F_q$, when restricted to $T_q(e)$, removes a superset of the edges that would be removed by running the path-breaking process on $T_q(e)$ with the induced edge ordering. (This holds since removing an edge $e'$ of $T_q(e)$ may separate a pair of elements of $[r]$ one or both of which lie outside of $V_q(e)$; in this case, the edge $e'$ is removed in the path-and-cycle-breaking process. However, $e'$ may not be removed in the path-breaking process, if $e'$ does not separate a pair of elements of $[r] \cap V_q(e)$.) In other words, writing $F_q(e)'$ for the forest obtained by running the path-breaking process on $T_q(e)$ with starting set $[r] \cap V_q(e)$ and edge ordering given by the restriction of $e$ to $e(T_q(e))$, then $T_q(e) \cap F_q$ is a subforest of $F_q(e)'$. It follows that, writing $e = \kappa(X)$, which is also equal to $\kappa(Y)$ when $B$ occurs, we have

$$\mathbf{P}(X \xleftrightarrow{F_q} Y \mid V_q, B) \leq 3\mathbf{P}(X \xleftrightarrow{T_q(e) \cap F_q} Y \mid V_q, B)
\leq 3\mathbf{P}(X \xleftrightarrow{F_q} Y \mid V_q, B).$$

Now note that if $G$ is a fixed graph with vertex set $[q]$ whose largest connected component has $c$ vertices, and $X$ and $Y$ are independent uniformly random elements of $[q]$, then

$$\mathbf{P}(X \xleftrightarrow{G} Y) \leq \frac{c}{q}.$$ If $G$ is instead random, then this bound and the tower law give that

$$\mathbf{P}(X \xleftrightarrow{G} Y) \leq q^{-1}\mathbb{E}[\max(|C| : C \text{ is a component of } F_q)].$$
It thus follows from Proposition 3.4 there is \(q_0\) such that if \(|V_q(e)| \geq q_0\) then the conditional probability on the right of (3.7) is less than \(\varepsilon/12\), so we have

\[
P\{X \overset{F_q}{\leftrightarrow} Y|V_q, B\} < 3(\varepsilon/12)I_{[V_q(\kappa(X)) \geq q_0]} + 3I_{[V_q(\kappa(X)) < q_0]},
\]

which together with (3.5) yields that for \(q\) large enough (and in particular large enough that \(\delta q > q_0\)),

\[
P\{X \overset{F_q}{\leftrightarrow} Y|B\} = E[P\{X \overset{F_q}{\leftrightarrow} Y|V_q, B\}|B]
\times (\varepsilon/4)P\{V_q(\kappa(X)) \geq q_0|B\} + 3P\{V_q(\kappa(X)) < q_0|B\}
< 3\varepsilon/4.
\]

A nearly identical proof, but using (3.6) in place of (3.5), shows that \(P\{X \overset{F_q}{\leftrightarrow} Y|C\} < 3\varepsilon/4\) for all \(q\) sufficiently large. (In fact, in this case we could obtain a slightly better bound, since when \(C\) occurs, in order for \(X\) and \(Y\) to be connected in \(F_q\) there must be a path from \(X\) to \(Z(e, u)\) or \(Z(e, v)\) in \(T_q(e) \cap F_q\); the term \(X \overset{T_q(e) \cap F_q}{\leftrightarrow} Y\) does not appear.) Since if \(A\) occurs then either \(B\) or \(C\) must occur, it follows that

\[
P\{X \overset{F_q}{\leftrightarrow} Y\} \leq P\{X \overset{F_q}{\leftrightarrow} Y, B\} + P\{X \overset{F_q}{\leftrightarrow} Y, C\} + P\{A^c\}
\leq \frac{3\varepsilon}{4} + P\{A\} < \varepsilon
\]

the last two inequalities holding for all \(q\) sufficiently large. This completes the proof of Proposition 3.3 in the case \(s > 0\).

**4. Conclusion.** In addition to the conjectures raised directly after the statement of Theorem 1.1, there are numerous avenues for future research suggested by the current work.

First, we expect that a version of the dichotomy established in Theorem 1.1 should hold for other high-dimensional random graphs, at least those with sufficient symmetry. For example, we expect that the same theorem should hold if \(K_n\) is replaced by a uniformly random \(d\)-regular graph \(G(n, d)\) (for \(d \geq 3\)), or by the nearest-neighbor hypercube \(\{0, 1\}^N\) with \(2^N \asymp n\).

Concretely, we make the following conjectures.

**CONJECTURE 1.** Fix integer \(d \geq 3\). Then Theorem 1.1 holds with \(F(K_n, [k(n)])\) replaced by \(F(G(n, d), [k(n)])\), where \(G(n, d)\) is a uniformly random \(d\)-regular graph with vertex set \([n]\), endowed with independent Uniform[0, 1] edge weights. (If \(d\) is odd, then take \(n \to \infty\) along even integers.)

Our conjecture for the hypercube is essentially the same, but slightly more delicate since the underlying graph has more inherent geometry, so the sources must be chosen randomly.

**CONJECTURE 2.** For \(N \geq 1\), let \(Q_N\) be the nearest-neighbor hypercube \(\{0, 1\}^N\), endowed with independent Uniform[0, 1] edge weights and let \(S_N\) be a uniformly random size-\(k(N)\) subset of \(\{0, 1\}^N\). Let \(M_N\) be the size of the largest connected component of \(F(Q_N, S_N)\). Then:

- if \(k(N)/2^{N/3} \to 0\) then \(M_N/N \to 1\) in probability;
- if \(k(N)/2^{N/3} \to \infty\) then \(M_N/N \to 0\) in probability.
A version of the theorem may well also hold in high-dimensional lattice tori (i.e., with $K_n$ replaced by $(\mathbb{Z}/m\mathbb{Z})^d$, where $m^d \gg n$, with $d$ fixed and large). However, in Euclidean settings the effect of the geometry on competition between nearby sources could be much greater, and it is not clear to us how substantially this will affect the behavior of the multisource invasion process.

The behavior in low-dimensional settings is of course also interesting. It is possible that enough is known about two-dimensional critical percolation (at least on the triangular lattice [20]) to be able to make some progress on the structure of multisource invasion percolation.

Our results suggest the following behavior for multisource invasion percolation on large conditioned critical Bienaymé trees with finite variance offspring distribution. For such trees, invasion percolation from boundedly many sources (i.e., with $k(n) = k$ fixed) will result in all components having macroscopic sizes, which are random to first order; on the other hand, invasion percolation from unboundedly many sources (i.e., with $k(n) \to \infty$) will with high probability result in all components of sublinear size. This can likely be proved in detail using weak convergence arguments similar to those used to study the “Markov chainsaw” in [6]. In both cases, it would be of interest to understand the distribution of component sizes; in the case of unboundedly many sources, the precise behavior of the size of the largest connected component is unclear to us, and may depend more sensitively on the offspring distribution, at least if $k(n) \to \infty$ sufficiently quickly.

It is less clear to us what should happen for conditioned critical Bienaymé trees with infinite variance (e.g., stable trees). In this setting, the presence of hubs—nodes with very large degree—could play an important role in the dynamics of the invasion process.

For other models of random trees and networks (e.g., preferential attachment networks, inhomogeneous random graphs or networks with community structure, or any sort of directed models), the subject is wide open.

APPENDIX: PROOF OF LEMMA 3.10

We use Proposition 3.5 to allow us to control the large-$q$ behavior of the probabilities in question by instead studying the limiting tree $T_\infty(r)$. Given a binary tree $t$ with edge lengths and with leaves labeled by $\{U, W\} \cup [r]$, recall that $\alpha_t(i)$ is the attachment point of the line segment $P_t(i)$ to $t(i-1)$, and that $|P_t(i)| = \text{dist}_t(i, \alpha_t(i))$. Let $U_1(t)$ be the set of leaves $i \in [r]$ satisfying the following properties:

1. $P_t(i) \cap P_j(t) = \emptyset$ for all $j \in [r] \setminus \{i\}$,
2. $\alpha_t(i) \in P_0(t)$ and $\text{dist}_t(\alpha_t(i), U) \leq \text{dist}_t(U, W)/3$, and
3. $\text{dist}_t(i, \alpha_t(i)) \leq 1$.

Define $U_3(t)$ in the same way, but with the second condition replaced by the condition that $\text{dist}_t(\alpha_t(i), W) \leq \text{dist}_t(U, W)/3$.

The convergence in Proposition 3.5 implies that for any $r \geq 1$, as $q \to \infty$ we have $(|U_1(T'_q, r, q)|, |U_3(T'_q, r, q)|)^d \to (|U_1(T_\infty(r))|, |U_3(T_\infty(r))|)$. This allows us to prove the proposition by proving lower tail bounds for $|U_1(T_\infty(r))|$ and $|U_3(T_\infty(r))|$. To establish such bounds, we will use the second moment method, applied conditionally given $|\pi_0|$. The application of the method is greatly simplified by the following exchangeability result, which allows us to focus our attention on the final two paths $P_{\infty,r-1}$ and $P_{\infty,r}$.

**LEMMA A.1.** Write $U_1 = U_1(T_\infty(r))$. Then for all $i \in [r]$,

$$
\mathbb{P}(P_{\infty,i} \in U_1 | \pi_0) = \mathbb{P}(P_{\infty,r} \in U_1 | \pi_0),
$$

We follow the terminological suggestion of [2], using the term “Bienaymé trees” rather than “Galton–Watson trees” for the family trees of branching processes.
and for all \( i, j \in [r] \) with \( i \neq j \),

\[
\mathbf{P}\{P_{\infty,i} \in \mathcal{U}_1, P_{\infty,j} \in \mathcal{U}_1|\pi_0\} = \mathbf{P}\{P_{\infty,r-1} \in \mathcal{U}_1, P_{\infty,r} \in \mathcal{U}_1|\pi_0\}.
\]

Moreover, the same identities hold with \( \mathcal{U}_1 \) replaced by \( \mathcal{U}_3 = \mathcal{U}_3(T_{\infty}(r)) \).

**Proof.** We work on the probability-one event that \( |P_{\infty,i}| > 0 \) for all \( i \in [r] \). (Note that \( P_{\infty,i} = P_i(T_{\infty}(r)) \). Fix any permutation \( \phi \) of the leaf labels \( \{1, \ldots, r\} \), and let \( T_{\infty}^\phi(r) \) be the tree obtained from \( T_{\infty}(r) \) by permuting the labels \( \{1, \ldots, r\} \) according to \( \phi \); note that labels \( U \) and \( W \) remain fixed. Any such permutation induces an automorphism of \( T_{\infty}(r) \) and \( T_{\infty}^\phi(r) \) as binary leaf-labeled trees with edge lengths.

We claim that \( \mathcal{U}_1(T_{\infty}^\phi(r)) = \{\phi(i) : i \in \mathcal{U}_1(T_{\infty}(r))\} \). To see this, fix \( i \in [r] \). If \( i \in \mathcal{U}_1(T_{\infty}(r)) \), then \( P_{\infty,i} \cap P_{\infty,j} = \emptyset \) for all \( j \in [r] \setminus i \), so the only point of intersection of \( P_{\infty,i} \) with the rest of \( T_{\infty}(r) \) lies on the path \( P_{\infty,0} = P_0(T_{\infty}(r)) \) from \( U \) to \( W \). Writing \( P_{\infty,i}^\phi \) for the image of \( P_{\infty,i} \) in \( T_{\infty}^\phi(r) \) under the automorphism induced by \( \phi \), the only point of intersection of \( P_{\infty,i}^\phi \) with the rest of \( T_{\infty}^\phi(r) \) must then lie on the path from \( U \) to \( W \) in \( T_{\infty}^\phi(r) \), since the labels \( U \) and \( W \) are unchanged by \( \phi \). Thus, \( P_{\infty,i}^\phi = P_{\phi(i)}(T_{\infty}^\phi(r)) \), and so \( P_{\phi(i)}(T_{\infty}^\phi(r)) \cap P_j(T_{\infty}^\phi(r)) = \emptyset \) for all \( j \in [r] \setminus \{\phi(i)\} \). Since the lengths of \( P_{\infty,i} \) and \( P_{\infty,i}^\phi \), and their attachment points to the \( U \) \( \rightarrow \) \( W \) path are the same in \( T_{\infty}(r) \) and \( T_{\infty}^\phi(r) \), it follows that \( \phi(i) \in \mathcal{U}_1(T_{\infty}^\phi(r)) \). A corresponding argument using \( \phi^{-1} \) shows that if \( i \in \mathcal{U}_1(T_{\infty}^\phi(r)) \) then \( \phi^{-1}(i) \in \mathcal{U}_1(T_{\infty}(r)) \), which establishes the claim.

By Proposition 3.5, for any permutation \( \phi : [r] \rightarrow [r] \), the trees \( T_{\infty}^\phi(r) \) and \( T_{\infty}(r) \) have the same law. Since \( \mathcal{U}_1(T_{\infty}^\phi(r)) = \{\phi(i) : i \in \mathcal{U}_1(T_{\infty}(r))\} \), by taking \( \phi \) to be a uniformly random permutation of \( [r] \) it then follows that for all \( i \in [r] \), and \( 0 \leq s \leq r \),

\[
\mathbf{P}\{i \in \mathcal{U}_1(T_{\infty}(r))|\mathcal{U}_1(T_{\infty}(r))| = s\} = \frac{s}{r}
\]

and hence

\[
\mathbf{P}\{i \in \mathcal{U}_1(T_{\infty}(r))|\mathcal{U}_1(T_{\infty}(r))| = s\} = \mathbf{P}\{r \in \mathcal{U}_1(T_{\infty}(r))|\mathcal{U}_1(T_{\infty}(r))| = s\}.
\]

Similarly, for all \( 1 \leq i < j \leq r \),

\[
\mathbf{P}\{i, j \in \mathcal{U}_1(T_{\infty}(r))|\mathcal{U}_1(T_{\infty}(r))| = s\} = \frac{s(s-1)}{r(r-1)},
\]

and hence

\[
\mathbf{P}\{i, j \in \mathcal{U}_1(T_{\infty}(r))|\mathcal{U}_1(T_{\infty}(r))| = s\} = \mathbf{P}\{r-1, r \in \mathcal{U}_1(T_{\infty}(r))|\mathcal{U}_1(T_{\infty}(r))| = s\}.
\]

The lemma now follows by averaging over \( s = |\mathcal{U}_1(T_{\infty}(r))| \). \( \square \)

**Proof of Lemma 3.10.** As mentioned earlier, the convergence in distribution from Proposition 3.5 implies that for any \( r \geq 1 \), as \( q \rightarrow \infty \) we have \( (\mathcal{U}_1(T_{q}^{\phi}, r, q), \mathcal{U}_3(T_{q}^{\phi}, r, q) \) \( \xrightarrow{d} \) \( (\mathcal{U}_1(T_{\infty}(r)), \mathcal{U}_3(T_{\infty}(r))) \). To prove the lemma, it thus suffices to show that for all \( \varepsilon > 0 \) there exists \( r_0 \) such that for all \( r \geq r_0 \),

\[
\mathbf{P}\{|\mathcal{U}_1(T_{\infty}(r))| < \varepsilon \sqrt{r}\} < 22\varepsilon.
\]

(The same bound then holds for \( \mathcal{U}_3(T_{\infty}(r)) \) by symmetry.) The remainder of the proof is thus devoted to establishing (A.1). In what follows, we write \( \mathcal{U}_1 = \mathcal{U}_1(T_{\infty}(r)) \).
By Lemma A.1, we have
\[ \mathbb{E}[U_1 | \pi_0] = r \mathbb{P}[r \in U_1 | \pi_0]. \]

On the probability-one event that \( \alpha(1), \ldots, \alpha(r) \) are all distinct, \( r \in U_1 \) if and only if \( \pi_r \leq 1 \), \( \alpha(r) \in P_{\infty,0} \), and \( \text{dist}_{T_\infty(r)}(\alpha(r), U) \leq \pi_0/3 \). Since \( \alpha(r) \) is uniformly distributed over \( T_\infty(r - 1) \), which is the union of the paths \( P_{\infty,0}, \ldots, P_{\infty,r-1} \), for \( r > 1 \) we thus have
\[
P[r \in U_1 | E_1] = \mathbb{P}[r \in U_1 | \pi_0] = \mathbb{E}\left\{ \frac{\pi_0/3}{|\pi_0| + \ldots + |\pi_{r-1}|} \mathbb{1}_{[\pi_r \leq 1]} | \pi_0 \right\} = \mathbb{E}\left\{ \frac{1}{3} \left( \frac{E_1^{1/2}}{E_1^{1/2} + \ldots + E_r^{1/2}} \right) \mathbb{1}_{[\pi_r \leq 1]} | E_1 \right\}.
\]

For the first and last identities above, we used that conditioning on \( \pi_0 \) and on \( E_1 \) is equivalent, since \( \pi_0 = \sqrt{2}E_1^{1/2} \).

Likewise, still on the event that \( \alpha(1), \ldots, \alpha(r) \) are all distinct, provided that \( r \geq 2 \), the point \( r - 1 \) belongs to \( U_1 \) if and only if \( \pi_{r-1} \leq 1 \), \( \alpha(r-1) \in P_{\infty,0} \), and \( \text{dist}_{T_\infty(r)}(\alpha(r-1), U) \leq \pi_0/3 \). A similar derivation then shows that for \( r \geq 2 \),
\[
P[r - 1 \in U_1, r \in U_1 | E_1] = \mathbb{E}\left\{ \frac{1}{3} \left( \frac{E_1^{1/2}}{E_1^{1/2} + \ldots + E_r^{1/2}} \right) \mathbb{1}_{[\pi_r \leq 1]} | E_1 \right\}.
\]

We let
\[ R = \frac{1}{3} \left( \frac{E_1^{1/2}}{E_1^{1/2} + \ldots + E_r^{1/2}} \right), \]
and
\[ R' = \frac{1}{9} \left( \frac{E_1}{E_1^{1/2} + \ldots + E_r^{1/2}} \right), \]
so that the above identities may be written more succinctly as
\begin{align*}
P[r \in U_1 | E_1] &= \mathbb{E}[R \mathbb{1}_{[\pi_r \leq 1]} | E_1] \\
P[r - 1 \in U_1, r \in U_1 | E_1] &= \mathbb{E}[R' \mathbb{1}_{[\pi_r \leq 1]} | E_1]
\end{align*}

(A.2)

Now fix \( \varepsilon \in (0, 1/2) \) small and let \( A(\varepsilon, r) \) be the event that
\[ (1 - \varepsilon)r \leq E_2 + \ldots + E_{r-1} \leq E_2 + \ldots + E_r \leq (1 + \varepsilon)r \]
and that \( E_r \leq r^{1/2} \) and \( E_{r+1} \leq r^{1/2} \). On \( A(\varepsilon, r) \), using the bound \( (a + x)^{1/2} - a^{1/2} \leq x/(2a^{1/2}) \) for all \( a, x > 0 \), we have that
\[
\pi_r = \sqrt{2}((E_1 + \ldots + E_{r+1})^{1/2} - (E_1 + \ldots + E_r)^{1/2}) \\
\leq \sqrt{2}((E_2 + \ldots + E_{r+1})^{1/2} - (E_2 + \ldots + E_r)^{1/2}) \\
\leq \sqrt{2} \frac{E_{r+1}}{2((1 - \varepsilon)r)^{1/2}} < 1,
\]
and likewise \( \pi_{r-1} < 1 \) on \( A(\varepsilon, r) \).
For $r$ large enough, $P\{E_r \geq r^{1/2}\} = e^{-r^{1/2}} \leq 1/r^2$ and $P\{E_{r+1} \geq r^{1/2}\} \leq 1/r^2$, and by Chebyshev’s inequality,

$$P\{E_2 + \cdots + E_{r-1} \leq (1-\varepsilon)r\} \leq \frac{2}{(\varepsilon r)^2}$$

and

$$P\{E_2 + \cdots + E_r \geq (1+\varepsilon)r\} \leq \frac{2}{(\varepsilon r)^2},$$

and hence

$$P\{A(\varepsilon, r)^c\} \leq \frac{2}{r^2} + \frac{4}{(\varepsilon r)^2} \leq \frac{6}{(\varepsilon r)^2}.$$  

Moreover, $A(\varepsilon, r)$ is independent of $E_1$, so $P\{A(\varepsilon, r)|E_1\} = P\{A(\varepsilon, r)\}$.

With the preceding bounds at hand, we have enough information to control (A.2) and (A.3). Writing $A = A(\varepsilon, r)$, we have

$$P\{r \in U_1|E_1\} = E\{R_1|_{\pi_0 \leq 1}|E_1\}$$

$$\geq E\{R_1|_{\pi_0 \leq 1}1_{[A]}|E_1\}$$

$$= E\{R_1|_{[A]}|E_1\}$$

$$= E\{R|A, E_1\}P\{A|E_1\}$$

$$\geq \frac{1}{3} \left(\frac{E_1^{1/2}}{(1+\varepsilon)r^{1/2}}\left(1 - \frac{6}{(\varepsilon r)^2}\right)\right),$$

and

$$P\{r \in U_1|E_1\} \leq E\{R_1|_{\pi_0 \leq 1}|A, E_1\} + P\{A^c|E_1\}$$

$$\leq E\{R|A, E_1\} + \frac{6}{(\varepsilon r)^2}$$

$$\leq \frac{1}{3} \left(\frac{E_1^{1/2}}{(1-\varepsilon)r^{1/2}} + \frac{6}{(\varepsilon r)^2}\right).$$

We similarly have

$$P\{r - 1 \in U_1, r \in U_1|E_1\} = E\{R'|_{\pi_0 \leq 1, \pi_0 \leq 1}|E_1\}$$

$$\leq E\{R'|_{\pi_0 \leq 1, \pi_0 \leq 1}|E_1, A\} + P\{A^c|E_1\}$$

$$\leq E\{R'|A, E_1\} + \frac{6}{(\varepsilon r)^2}$$

$$\leq \frac{1}{9} \left(\frac{E_1}{(1-\varepsilon)r} + \frac{6}{(\varepsilon r)^2}\right).$$

We use the above bounds in the following formulas, which are immediate consequences of Lemma A.1 (using the fact that conditioning on $\pi_0$ and on $E_1$ is equivalent):

$$(A.7) \quad E\{|U_1||E_1\} = rP\{r \in U_1|E_1\}$$

and

$$\text{Var}\{|U_1||E_1\}$$

$$(A.8) \quad = r(r-1)(P\{r-1, r \in U_1|E_1\} - P\{r \in U_1|E_1\})^2$$

$$+ r(P\{r \in U_1|E_1\} - P\{r \in U_1|E_1\})^2).$$
We now temporarily work on the event that \( E_1 \in (\varepsilon, \varepsilon^{-1}) \). On this event, there is \( r_0 = r_0(\varepsilon) > 0 \) such that for all \( r \geq r_0 \),

\[
\frac{1}{3} \left( E_1 + (1 + \varepsilon)r \right)^{1/2} \left( 1 - \frac{6}{(\varepsilon r)^2} \right) \geq \frac{1}{3} \left( (1 + 2\varepsilon)r \right)^{1/2},
\]

\[
\frac{1}{3} \left( (1 - \varepsilon)r \right)^{1/2} + \frac{6}{(\varepsilon r)^2} \leq \frac{1}{3} \left( (1 - 2\varepsilon)r \right)^{1/2},
\]

and

\[
\frac{1}{9} \frac{E_1}{(1 - \varepsilon)r} + \frac{6}{(\varepsilon r)^2} \leq \frac{1}{9} \frac{E_1}{(1 - 2\varepsilon)r}.
\]

Using the first of these bounds together with (A.4) in (A.7) gives that on the event \( \{E_1 \in (\varepsilon, \varepsilon^{-1})\} \),

\[
E \left[ |\mathcal{U}_1| | E_1 \right] \geq \frac{r^{1/2}}{3} \frac{E_1^{1/2}}{(1 + 2\varepsilon)^{1/2}},
\]

and using all three bounds together with (A.4), (A.5) and (A.6) in (A.8), we obtain that on the event \( \{E_1 \in (\varepsilon, \varepsilon^{-1})\} \),

\[
\text{Var} \left[ |\mathcal{U}_1| | E_1 \right] \leq (r - 1) \left( \frac{1}{9} \frac{E_1}{(1 - 2\varepsilon)r} - \frac{1}{3} \frac{E_1}{(1 + 2\varepsilon)r} \right) + r \left( \frac{1}{3} \frac{E_1^{1/2}}{(1 - 2\varepsilon)r)^{1/2}} \right)
\]

\[
= (r - 1) \frac{E_1}{9} \frac{4\varepsilon}{1 - 4\varepsilon^2} + r^{1/2} \frac{E_1^{1/2}}{3} \frac{1}{(1 - 2\varepsilon)^{1/2}}
\]

\[
< 5\varepsilon E \left[ |\mathcal{U}_1| | E_1 \right]^2,
\]

the final bound holding by (A.9) for \( \varepsilon \) sufficiently small (\( \varepsilon < 1/8 \) is enough), and still provided that and \( r \geq r_0 \).

The lower bound in (A.9) is at least \( (rE_1)^{1/2}/4 \) provided \( \varepsilon \) is small enough, so it now follows by the conditional Chebyshev inequality that

\[
P \left[ |\mathcal{U}_1| \leq \frac{(rE_1)^{1/2}}{8}, E_1 \in (\varepsilon, \varepsilon^{-1}) | E_1 \right] \leq \frac{\text{Var}[|\mathcal{U}_1| | E_1]}{(E[|\mathcal{U}_1| | E_1]/2)^2} \leq 20\varepsilon \delta E_1 \in (\varepsilon, \varepsilon^{-1})].
\]

For \( \varepsilon \) small enough, if \( E_1 \geq \varepsilon \) then \( E_1^{1/2}/8 > 2\varepsilon \), so the preceding bound implies that, unconditionally,

\[
P \left[ |\mathcal{U}_1| \leq \varepsilon r^{1/2} \right]
\]

\[
= E \left[ P \left[ |\mathcal{U}_1| \leq \varepsilon r^{1/2} | E_1 \right] \right]
\]

\[
\leq E \left[ P \left[ |\mathcal{U}_1| \leq \frac{(rE_1)^{1/2}}{8} | E_1 \right] I_{E_1 \in (\varepsilon, \varepsilon^{-1})} \right] + P \left[ E_1 \not\in (\varepsilon, \varepsilon^{-1}) \right]
\]

\[
\leq 22\varepsilon,
\]

the last bound holding since \( P \left[ E_1 \not\in (\varepsilon, \varepsilon^{-1}) \right] < 2\varepsilon \) for \( \varepsilon \) small. This establishes (A.1) and completes the proof. \( \square \)
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