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ABSTRACT

We construct a series of charged dilatonic black holes which share zero entropy in the zero temperature limit using Einstein-Maxwell-Dilaton theories. In these black holes, the wave functions and the Green’s functions of massless fermions can be solved exactly in terms of special functions in the phase space of $(\omega, k)$. We observe that for sufficiently large charge, there are many poles in the Green’s function with vanishing $\omega$, which strongly signifies that Fermi surfaces exist in these holographic systems. The new distinguishing properties of the Green’s function arising in these systems were illustrated with great details. We also study the poles motion of the Green’s function for arbitrary (complex) frequency. Our analytic results provide a more realistic and elegant approach to study strongly correlated fermionic systems using gauge/gravity duality.

Emails: zhyingfan@gmail.com
1 Introduction

From our experiences in research on AdS/CFT correspondence in recent years, we can strongly believe that it provides a systematic and powerful approach to study condensed matter physics in anti-de Sitter space-time. In particular, the charged black holes with asymptotical anti-de Sitter space-time (AdS) are of great importance in applying gauge/gravity duality to study strongly interacted condensed matter systems, such as high temperature superconductors and Fermi and non-Fermi liquids. As is well-known, the Dirac-Fermi systems are first investigated in the probe limit (neglecting the back-reaction of Dirac fields) in the charged Reissner-Nordström AdS black holes\[1\]. Based on the near horizon geometry \([\text{AdS}_2 \times \mathbb{R}^d]\), the fermionic Green’s function can be half-analytically studied by performing a perturbative expansion in small \(\omega\). It reads

\[
G(\omega, k) = -\frac{h_1}{(k - k_F)} - v_F^{-1} \omega - h_2 e^{\gamma k_F} \omega^{2\nu k_F}
\]

where \(k_F\) is the Fermi momentum, \(v_F\) is the Fermi velocity and \(h_1, h_2, \gamma, \nu\) are constants.

A variety of Fermi liquids (\(\nu > \frac{1}{2}\)), non-Fermi liquids (\(\nu < \frac{1}{2}\)), and marginal Fermi liquids (\(\nu = \frac{1}{2}\)) are shown to be described in this model\[1, 2, 3\]. This provides an excellent example to study strongly interacted fermionic systems at finite density using gauge/gravity duality. However, the Dirac equation cannot be solved analytically and the numerical method was inevitably adopted in literatures. Although the fermionic systems having gravity duality can be adequately investigated numerically, it is more intriguing and satisfying to find analytical solutions. In fact, the Green’s function \(G(\omega, k)\) for massless fermions at \(\omega = 0\) can be found analytically in four dimensional RN-AdS black hole\[4\]. Another progress in this direction was reported in \[5\] in which a two-charged dilatonic black hole in \(AdS_5\) was considered. It was shown in \[5\] that in the extremal limit the Dirac equation can be solved exactly for massless fermions at \(\omega = 0\). The Green’s function \(G(0, k)\) was analytically expressed in terms of hypergeometric functions. Moreover, the Fermi momentum defined by the poles of the normal modes was also determined analytically. The perturbation method given in \[2, 3\] can then be used to obtain the analytical expressions of the constants in the Green’s function in eq.\(1\). Unfortunately, for generic frequency, there is no analytical result for the Green’s function \(G(\omega, k)\). Furthermore, there also lacks analytical solutions in the non-extremal black holes. Interestingly, these two problems are resolved for charged AdS black holes in conformal gravity\[6, 7\]. The Dirac equation can be solved in terms of Heun’s functions for generic frequency \(\omega\) and momentum \(k\) which allows us to extract the Green’s function \(G(\omega, k)\)
analytically for both extremal and non-extremal black holes.

However, the dual boundary system has non-vanishing entropy in the extremal limit which implies that the ground state is highly degenerated. This is unfavorable in practice. As a matter of fact, the IR scaling exponent \( \nu_k \propto \sqrt{k^2 - k_o^2} \) (\( k_o \propto q \) for massless fermion) will become imaginary for sufficiently large charge \( q \). Once \( \nu_k \) becomes imaginary, the system will be unstable by the pair production near the black hole horizon and the IR geometry will be altered to a Lifshitz geometry from the back-reaction of the pair production\[8, 9, 10, 11, 12\]. These were particularly analyzed in Einstein gravity and we strongly believe that the qualitative features will not change in conformal gravity.

From application of AdS/CFT correspondence to study condensed matter physics, it is more important and satisfactory to find analytical solutions in the AdS black holes which share vanishing entropy in the zero temperature limit. Motivated by this idea, we construct a series of charged dilatonic black holes using Einstein-Maxwell-Dilaton (EMD) theories in this paper. These black holes do not possess true extremal limit. The entropy vanishes if the temperature is literally sent to zero. We further show that the Dirac equation and Green’s function \( G(\omega, k) \) can be solved exactly in terms of hypergeometric or Heun’s functions in these background. The Fermi surfaces are observed in the Green’s function \( G(0, k) \) as sharp peaks in the plane of momentum \( k \) and fermionic charge \( q \). More distinguishing features are illustrated in section 4 of this paper.

The paper is organized as follows: In section 2, we apply EMD model to construct charged dilatonic black holes. In section 3, we revisit the Dirac equation and derive the equations of motion. In section 4, we analytically solve the equations and the Green’s functions. The properties of the Green’s function are studied with much detail. In section 5, we shortly summarize our results.

## 2 Gravity Model

In order to search charged AdS black holes with vanishing entropy in the extremal limit, we first notice that the metric and the thermal factor of the horizon can be chosen as the following form

\[
\text{ds}^2 = \Omega(u)^2 (-u^2 h(u) dt^2 + \frac{du^2}{u^2 h(u)} + u^2 (dx^2 + dy^2)), \quad h(u) = 1 - \left( \frac{u h}{u} \right)^\delta
\]  

where \( \delta \) is a positive constant and \( u_h \) defines the location of the horizon by \( h(u) \equiv 0 \). \( \Omega(u)^2 \) is an additional conformal factor which is irrelevant to determine the physics of massless spinors in the bulk since the equation of motion is conformal in this case (see
eq. (20-24) in the next section). This allows us to freely choose the precise form of $\Omega(u)^2$. However, the full space-time should be stable which naturally requires that the null energy conditions (NEC) should be satisfied before imposing certain matter fields in the bulk. In the region far away from the horizon $u \gg u_h$, we find that

$$2\frac{W'^2}{W^2} - \frac{W''}{W} - 2\frac{W'}{uW} \geq 0 \quad (3)$$

where $W(u) = u\Omega(u)$. This provides a necessary condition which we are mostly concerned about in constructing the charged gravitational background. Something else is that the metric ansatz eq. (2) is identical to the dynamical holographic QCD model and its generalization[13, 14] except that we work in four dimensional space-time. In AdS/QCD model, one requires that the heavy quark potential is linear and the meson spectrum has linear Regge behavior. This also provides a necessary condition on the conformal factor. Therefore, our working strategy can be parallelly discussed along the way of AdS/QCD model.

We start from the EMD action below

$$S = \frac{1}{2\kappa^2} \int d^4 x \sqrt{-g} \left[ R - \frac{1}{2} F^2 - 2(\partial\phi)^2 - V(\phi) - \frac{1}{2} Z(\phi) H^2 \right] \quad (4)$$

where $F = dA$, $H = dB$ are two U(1) gauge fields. We search static solutions for matter fields

$$\phi = \phi(u), \quad A = A_t(u)dt, \quad B = B_t(u)dt. \quad (5)$$

From Maxwell equations

$$\partial_\mu (\sqrt{-g} F^{\mu\nu}) = 0,$$

$$\partial_\mu (\sqrt{-g} Z(\phi) H^{\mu\nu}) = 0, \quad (6)$$

we first obtain

$$A_t(u) = \mu (1 - \frac{u_h}{u}), \quad B'_t(u) = \frac{Q}{Z(\phi)}, \quad (7)$$

where $\mu$ is the chemical potential associated with the gauge field $A$ and $Q$ is the charge carried by the black holes associated with the gauge field $B$. The uu, tt, xx components of Einstein equations are listed as follows:

$$- \phi'^2 + \frac{W(r)^2}{2u^4 h} V(\phi) + \frac{A_t'^2}{2hW^2} + \frac{1}{2hW^2} Z(\phi) B_t'^2 + 3 \frac{W'^2}{W^2} + \frac{W'h'}{Wh} = 0,$$

$$u^4 h^2 \left( \frac{W'^2}{W^2} - 2\frac{W''}{W} - \phi'^2 \right) - \frac{hW^2}{2} V(\phi) - \frac{u^4 h}{2W^2} A_t'^2 - \frac{u^4 h}{2W^2} Z(\phi) B_t'^2 - (u^4 h'h' + 4u^3 h^2) \frac{W'}{W} = 0,$$
\[ u^4 h \left( \frac{h''}{2h} + \frac{W''}{W} - \frac{W'^2}{W^2} + \phi'^2 \right) + \frac{W^2}{2} V(\phi) - \frac{u^4}{2W^2} A_t^2 - \frac{u^4}{2W^2} Z(\phi) B_t^2 + 2(u^4 h' + 2u^3 h) \frac{W'}{W} + u^3 h' = 0. \] (8)

In addition, the equation of motion of the dilaton field is given by

\[ \phi'' + \left( \frac{h'}{h} + 2 \frac{W'}{W} + \frac{2}{u} \right) \phi' - \frac{W^2}{4u^4 h} \left( \frac{\partial V}{\partial \phi} + \frac{1}{2} \frac{\partial Z}{\partial \phi} H^2 \right) = 0. \] (9)

From above equations of motion, we can obtain

\[ \phi'(u)^2 = \frac{2W'^2}{W^2} - \frac{W''}{W} - 2 \frac{W'}{uW}, \] (10)

\[ V(\phi) = -\frac{u^4 h}{W^2} \left( \frac{h''}{2h} + \frac{3}{hW} + \frac{W''}{W} + 2 \frac{W'^2}{W^2} + \frac{h'}{uh} + \frac{4}{uW} \right), \] (11)

\[ Z(\phi) = \frac{Q^2}{-A_t^2 + W \left( \frac{1}{2} Wh'' - hW' + W'h' + \frac{h'}{u} \right)}. \] (12)

We first note that the stability of the system requires \( \phi'(u)^2 \geq 0 \) which is equivalent to the NEC conditions given in eq.(3). Once the conformal factor \( \Omega(u) \) is given, we can find the matter fields solutions from eq.(10-12) for the dilatonic background eq.(2). In fig.1, we show the dilaton potential \( V(\phi) \) and the effective gauge coupling \( Z^{-1}(\phi) \) for two different conformal factor: \( \Omega(u) = e^{-u_h^2/2u^2} \) and \( \Omega(u) = 1 - u_h^2/(2u^2) \). The plots are given for certain values of \( \delta \) in which the Dirac equation will be solvable and thus these are the most interesting cases which will be discussed in section 4. We observe that both the dilaton potential and the effective gauge coupling converge to some constants in the UV limit \( u \to \infty \). In particular, \( V(\phi) \to -6 \) is a universal result for generic \( \delta \) in four dimensional AdS space-time. This is naturally expected since \( V(\phi) \) should approaches to \( 2\Lambda \), where \( \Lambda \) is the cosmological constant. We can also plot \( V(\phi) \) and \( Z^{-1}(\phi) \) as a function of \( \phi \) but in general there are no analytical expressions.

The temperature and the entropy density of the dilatonic black holes are given by:

\[ T = \frac{\delta}{4\pi u_h}, \quad s = \Omega_h u_h^2, \] (13)

where \( \Omega_h \equiv \Omega(u_h) \). Literally, in the zero temperature limit \( u_h \to 0 \), the entropy density \( s \to 0 \) if \( \Omega_h \to \text{const.} \) However, the black holes eq.(2) now become pure AdS in this limit which implies that no true extremal limit exists.

To end this section, let us do a coordinate transformation: \( r = 1/u, r_h = 1/u_h \) which will be more convenient for us to work when we solve the fermionic wave equations. The fermions
Figure 1: The plots for the dilaton potential $V(\phi)$ and the effective gauge coupling $Z^{-1}(\phi)$ for $\Omega(u) = e^{-u^2/2}$ (on the left) and $\Omega(u) = 1 - u^2/(2u^2)$ (on the right). In all the panels, $\delta = 1$ (red), $\delta = 2$ (blue), $\delta = 3$ (green), $\delta = 4$ (magenta).

we will consider are charged under the gauge field $A$ which now reads: $A_t(r) = \mu(1 - r/r_h)$. The metric is summarized as follows:

$$ds^2 = \frac{\Omega(r)^2}{r^2}(-h(r)dt^2 + \frac{dr^2}{h(r)} + dx^2 + dy^2), \quad h(r) = 1 - (\frac{r}{r_h})^\delta$$  \hfill (14)

### 3.3 Dirac equation revisited

In this section, we will derive a set of equations of motion from the Dirac equation. We just follow the procedure outlined in [2, 3]. The Dirac equation reads:

$$(\Gamma^a D_a - M)\Psi = 0$$ \hfill (15)

where $\Gamma^a$ are the 4 dimensional gamma matrices, $D_a = (e_a)^\mu D_\mu$, with $D_\mu = \partial_\mu - iqA_\mu + \frac{1}{4}\omega_{\mu ab}\Gamma^{ab}$, $\Gamma^{ab} = \frac{1}{2}[\Gamma^a, \Gamma^b]$. $\omega_{\mu ab}$ is the spin connection 1-form and $M$ is the fermion mass. $(e_a)^\mu$ are vielbeins which can be chosen by

$$(e_a)^\mu = \sqrt{|g^{\mu\nu}|}(\frac{\partial}{\partial x^\nu})^a.$$ \hfill (16)
The equation of motion will be simplified by redefining the spinor as $\Psi = (-gg^{rr})^{-\frac{1}{4}} \psi$, which will remove the spin connection from the equation of motion. Due to rotational invariance, the momentum can be chosen along $x$ direction and the Fourier mode can be set by $\psi(r, t, x) = \psi(r, \omega, k) e^{-i\omega t + ikx}$. We choose the following Gamma matrices

$$\Gamma^r = \begin{pmatrix} \sigma^3 & 0 \\ 0 & \sigma^3 \end{pmatrix}, \quad \Gamma^t = \begin{pmatrix} i\sigma^1 & 0 \\ 0 & i\sigma^1 \end{pmatrix}, \quad \Gamma^x = \begin{pmatrix} -\sigma^2 & 0 \\ 0 & \sigma^2 \end{pmatrix}.$$ 

The eq.(15) reduces to two decoupled equations

$$\left[ \sqrt{g^{rr}} \sigma_3 \partial_r + \sqrt{-g^{tt}} \sigma_1 (\omega + qA_t) + (-1)^\alpha \sqrt{g^{xx}} i\sigma_2 k - M \right] \psi_\alpha = 0, \quad \alpha = 1, 2, \quad (17)$$

where $\psi = (\psi_1, \psi_2)^T$, $\psi_1$ and $\psi_2$ are two component spinors. Near the asymptotical AdS boundary $r \to 0$, $\psi_\alpha$ behaves as

$$\psi_\alpha \to a_\alpha r^M \begin{pmatrix} 1 \\ 0 \end{pmatrix} + b_\alpha r^{-M} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad (18)$$

If we use the standard quantization, the dual spinorial operator is left-handed and the expectation value can be read off by $\langle O \rangle = (0, b_1, 0, b_2)$. On the horizon, we impose the in-falling boundary conditions to obtain the retarded Green’s function:

$$G = \begin{pmatrix} 0 & G_1 \\ G_1 & 0 \end{pmatrix}, \quad G_\alpha = \frac{b_\alpha}{a_\alpha}. \quad (19)$$

If we use the alternative quantization, the Green’s function is $G_\alpha = -\frac{a_\alpha}{b_\alpha}$ and the dual spinorial operator is right-handed. For massless fermions $M = 0$, $G_2$ is related to $G_1$ by $G_2 = -G_1^{-1}$.

In the following, we shall focus on $\psi_1 = (u_1, u_2)^T$. Define $u_\pm = u_1 \pm iu_2$. From eq.(17), we obtain

$$u'_+ + \lambda_1(r) u_+ = \bar{\lambda}_2(r) u_-, \quad (20)$$

$$u'_- + \lambda_1(r) u_- = \lambda_2(r) u_+, \quad (21)$$

where

$$\lambda_1(r) = i \sqrt{\frac{|g^{tt}|}{g^{rr}}} (\omega + qA_t), \quad \lambda_2(r) = \frac{M}{\sqrt{g^{rr}}} - ik\sqrt{\frac{g^{xx}}{g^{rr}}}. \quad (22)$$
It is immediately seen that the equations of motion for massless fermions depend only on the ratio of the metric components and hence are conformal. From eqs. (20-21), we can further derive two decoupled second-order differential equations:

\[ u''_+ + p_1(r)u'_+ + p_2(r)u_+ = 0, \]  
(23)

\[ u''_- + p_1(r)u'_- + p_2(r)u_- = 0, \]  
(24)

where

\[ p_1(r) = -\frac{\lambda'_1}{\lambda_2}, \quad p_2(r) = |\lambda_1|^2 - |\lambda_2|^2 + p_1\lambda_1 + \lambda'_1. \]  
(25)

It is also immediately seen that \( u_+ \) takes the form which is complex conjugate of \( u_- \) from eq. (23-24). However, since we have only two boundary conditions, we need first solve eq. (21) for \( u_- \) and then plug in \( u_- \) to the first order equation eq. (21) to obtain the integration constant and \( u_+ \). Once the wave functions \( u_{\pm} \) are obtained, the Green’s function can be read off from their asymptotic behavior at the AdS boundary:

\[ G_1 = -G_2^{-1} = \lim_{r \to 0} \frac{u_2}{u_1} = -i \lim_{r \to 0} \frac{u_-}{u_+} + u_- \]  
(26)

4 Exact Green’s function

In this section, we will solve the equations of motion for massless fermions in the background eq. (14). To simplify calculation, we will work in the rescaled radial coordinate \( \tilde{r} \equiv r/r_h \) in which the horizon was scaled to unity. Correspondingly, the frequency, momentum and the effective chemical potential are also rescaled as: \( \tilde{\omega} = \omega r_h, \tilde{k} = kr_h, \tilde{\mu}_q = \mu_q r_h, \) where \( \mu_q \equiv \mu q \). From eq. (13), all the dependence on the temperature in the wave functions and the Green’s functions is encoded in the horizon radius \( r_h \). Since no true extremal limit exists in this background, the Green’s functions are actually always solved at finite temperature. This is qualitatively different from published works in conformal gravity [6, 7] in which the extremal limit can be taken as well as those in RN black holes. As a matter of fact, the poles in the Green’s function moves in a different way in the complex frequency plane, as will be shown in the following.

4.1 Case 1: \( \delta = 1 \)

This is the simplest case in which the Dirac equation can be exactly solved. The general solutions are Whittaker functions. We choose only the in-falling solutions for \( u_{\pm} \):

\[ u_-(r) = (1 - \tilde{r})^{-\frac{1}{4}} M_{\lambda, \nu}(z), \quad u_+(r) = c(1 - \tilde{r})^{-\frac{1}{4}} M_{\lambda - \frac{1}{2}, \nu - \frac{1}{2}}(z), \]  
(27)
where $M_{\lambda,\nu}(z)$ is defined by the confluent hypergeometric function:

$$M_{\lambda,\nu}(z) = z^{\nu+\frac{1}{2}}e^{-z/2}F_1(\nu - \lambda + \frac{1}{2}, 2\nu + 1; z)$$

(28)

Further notations are specified by:

$$\lambda = \frac{1}{4} + i\tilde{\omega} - i\frac{k^2}{2\tilde{\mu}_q}, \quad \nu = \frac{1}{4} - i\tilde{\omega}, \quad c = 2(1 + i)\frac{\sqrt{\tilde{\mu}_q}}{k}, \quad z = 2i\tilde{\mu}_q(\tilde{r} - 1).$$

(29)

As $\tilde{r}$ approaches the horizon, we have $z \to 0$ and the Whittaker function behaves as $M_{\lambda,\nu}(z) \sim z^{\nu+\frac{1}{2}}$. Thus, the solutions given by eq.(27) are indeed in-going near the horizon.

We can now immediately write down the retarded Green’s function from eq.(26):

$$G(\omega, k) = i\frac{1 - \mathcal{R}(\omega, k)}{1 + \mathcal{R}(\omega, k)}, \quad \mathcal{R}(\omega, k) = c\frac{M_{\lambda-\frac{1}{2},\nu-\frac{1}{2}}(-2i\tilde{\mu}_q)}{M_{\lambda,\nu}(-2i\tilde{\mu}_q)}.$$ 

(30)

Here by $G(\omega, k)$ we mean $G_1(\omega, k)$. The $G_2$ component can be obtained by its inverse. The Fermi surfaces are defined by the poles or zeros (for alternative quantization) of the Green’s function at $\omega = 0$. For certain choices of $(k,q)$, the Green’s function $G(0,k)$ diverges or vanishes. Then Fermi surfaces emerge at such points in the $(k,q)$ plane. In the following, we will focus on discussing the standard quantization. It is straightforward to study the alternative quantization in a parallel way.

Since $G(0,k)$ is in general complex, the definition of Fermi surfaces actually requires that both the real and imaginary part of its denominator vanishes. This will generally give a “complex Fermi momentum” which has a very small imaginary part. In practice, we shall drop the imaginary part. The Green’s function then becomes sufficiently large in many orders of magnitude instead of diverging at the Fermi momentum literally. This shall be regarded as a practical definition for Fermi momentum and Fermi surfaces. Unfortunately,
we cannot deduce an analytical expression for the Fermi momentum although we have solved the Green’s function exactly. Nevertheless, we will present illustrative examples to examine the denominator of the Green’s function eq. (30):\[ D(\omega, k) = 1 + R(\omega, k). \] (31)

The zeros of \( D(0, k) \) lead to the Fermi momenta. Since \( D \) is in general a complex number, it is unlikely that both the real and imaginary parts of \( D \) vanish strictly for certain values of \((k, q)\). Thus, the Fermi momentums we are searching for are those values of momentum at which the minimum of the denominator is sufficiently small in many orders of magnitude.

In fig. 2, we show the real and imaginary part of \( D(0, k) \) as a function of \( k \) for some fixed \( q \). The left plot is given for \( q = 2 \). It is evident that the real and imaginary part do not approach zero simultaneously as \( k \) varies. Therefore, no Fermi surfaces exist in this case. This is a generic feature for small \( q \) which can be verified from eq. (30) by sending \( q \to 0 \). However, when \( q \) becomes larger, the situation changes. In the right plot of fig. 2 we have \( q = 5 \) and a Fermi surface appears at \( k_F = 2.71134486 \). As \( q \) increases, more and more Fermi surfaces emerge, as is shown in fig. 3 in which we plot the real and imaginary part of \( D(0, k) \) for \( q = 10 \) and 20.

It is worth noting that in above figures, when the imaginary part (red lines) cross zeros, the real part (blue lines) some times does not approach zeros literally. Instead, it approaches a local minimum which is very small, but not necessarily zero. For example,

\[ \text{For all the figures given in this section, we have set the horizon } r_h = 1 \text{ and the chemical potential } \mu = 1. \]
for $q = 5$, at the Fermi momentum $k_F = 2.71134486$, we have $Re(D) = 0.0181$. For $q = 10$, at $k_1 = 4.88140054$, we have $Re(D) = 9.5526 \times 10^{-4}$; at $k_2 = 7.29508109$, we have $Re(D) = 1.3731 \times 10^{-7}$. Due to the fact that $D$ is complex, the absolute value $|D|$ does not hit zero literally. However, its local minimums are so small that they can signal Fermi surfaces in practical purpose. In fig.4 we show $|D(0,k)|$ for $q = 5$ and 10.

We have studied how the Fermi surfaces emerge for fixed $q$. It is also instructive to study the behavior of the Green’s function for fixed $k$ by varying $q$ from 0 to infinity. In fig.5 we present the graphs on the absolute value $D$ as a function of $q$ for fixed $k$. In the left plot, we let $k = 1$ and find that the first local minimum of $|D|$ is above 0.7. Hence, there are no Fermi surfaces. In the right plot, we choose $k = 6$ and find that multiple Fermi surfaces emerge.

Up to now, we have studied the Green’s function at $\omega = 0$. It is of great interests to study how the Green’s function behaves when $\omega$ varies. We first let $\omega$ to be real and show the behavior of the Green’s function at a given Fermi momentum. In fig.6, we present a graph for $|G(\omega,k_F)|$ for $q = 20$. We immediately observe that there are multiple maxima
spikes. The $\omega = 0$ spike is the Fermi surface for $k = 9.19082672$ and the right spike is the Fermi surface having appeared at $k = 6.66251373$. The left spikes are those Fermi surfaces having Fermi momentum larger than 9.19082672. Therefore, in the $(k,q)$ plane with vanishing $\omega$, there are five Fermi surfaces for $q = 20$, which is consistent with previous results. We conclude that when $k$ increases, every time a spike crosses the vertical axis, a Fermi surface emerges.

We then set $\omega$ to be complex. Since our fermions are only probe in the dilatonic black holes, the Green's function with complex frequency is therefore going to signify the features of quasi-normal modes (QNMs). The poles motion of the Green's function encode the information on fermionic stability or instability. In fig.7, we present three contour plots of $G(\omega,k)$ for $q = 10$ in the plane of complex frequency for certain values of $k$. We observe that as $k$ increases, the poles move to the right. As $\omega = 0$ corresponds to the Fermi surface, every time a pole crosses the imaginary axis, we obtain a Fermi surface. Thus, given a sufficiently large $q$, we can obtain many Fermi momenta and many Fermi surfaces. Notice that all the poles and zeros occur in the lower half plane, indicating that our fermionic theory is stable against small perturbations.

Another example is given for $q = 2$ in fig.8. We find that there are two branches of poles and zeros in the plane of complex frequency, with one in the left plane and one in the right plane. The two branch joins at the imaginary axis. When we increase $k$, the number of poles and zeros in both branches increases and the joint point moves towards the lower half plane.
Figure 7: The contour plots of $|G(\omega,k)|$ in the plane of complex $\omega$ for fixed $k$. The spinor charge is $q = 10$. The left plot for $k = 3$, the middle plot for $k = 5$ and the right plot for $k = 7$. All the poles (white dots) and zeros (dark dots) occur in the lower half plane.

Figure 8: The contour plots of $|G(\omega,k)|$ in the plane of complex $\omega$ for fixed $k$. The spinor charge is $q = 2$. The left plot for $k = 3$, the middle plot for $k = 5$ and the right plot for $k = 7$. All the poles (white dots) and zeros (dark dots) occur in the lower half plane. In the right plot, the poles and zeros in the right plane becomes too small to be shown in the figure.
Figure 9: These are the plots of the real (blue lines) and imaginary (red lines) part of $D(0,k)$ as functions of $k$ for fixed $q$. In the left plot, $q=2$ and no Fermi surfaces exist; in the right plot, $q=5$ and a Fermi surface emerges at $k_F = 3.58013600$.

Figure 10: These are the plots of the real (blue lines) and imaginary (red lines) part of $D(0,k)$ as functions of $k$ for fixed $q$. In the left plot, $q=10$ and two Fermi surfaces occur at $k_1 = 4.28816811$, $k_2 = 8.24047002$; in the right plot, $q=20$ and four Fermi surfaces occur at $k_1 = 6.01641240$, $k_2 = 9.42936683$, $k_3 = 12.98725992$, $k_4 = 17.79572499$.

4.2 Case 2: $\delta = 2$

For $\delta = 2$, the wave function $u_{\pm}$ are solved in terms of hypergeometric functions:

$$u_{-}(r) = (1 - \tilde{r})^{\frac{1 - i\tilde{\omega}}{2}}(1 + \tilde{r})^{\frac{i+2}{2}+i\tilde{\mu_0}}2F_1(1+i\tilde{k}_q + i\gamma_k,1+i\tilde{k}_q - i\gamma_k,\frac{3}{2} - i\tilde{\omega},\frac{1-\tilde{r}}{2}),$$

$$u_{+}(r) = c(1 - \tilde{r})^{-\frac{1}{2}}(1 + \tilde{r})^{\frac{i+2}{2}+i\tilde{\mu_0}}2F_1(i\tilde{k}_q + i\gamma_k,1+i\tilde{k}_q - i\gamma_k,\frac{1}{2} - i\tilde{\omega},\frac{1-\tilde{r}}{2}),$$

where some notations are specified by

$$\gamma_k = \sqrt{\tilde{\mu}_q^2 + \tilde{k}^2}, \quad c = -\frac{2\tilde{\omega} + i}{\tilde{k}}.$$  \hspace{1cm} (32)

The Green’s function can be expressed as:

$$G(\omega, k) = \frac{1}{1 + R(\omega, k)}, \quad R(\omega, k) = \frac{2F_1(i\tilde{k}_q + i\gamma_k,1+i\tilde{k}_q - i\gamma_k,\frac{1}{2} - i\tilde{\omega},\frac{1}{2})}{2F_1(1 + i\tilde{k}_q + i\gamma_k,1+i\tilde{k}_q - i\gamma_k,\frac{3}{2} - i\tilde{\omega},\frac{1}{2})}. \hspace{1cm} (34)$$
Since the Fermi surfaces are encoded in the poles of the Green's function, we are particularly interested in studying its denominator \( D \equiv 1 + R \). First, we consider the zero modes: \( \omega = 0 \). In fig.9 we plot \( D(0,k) \) as functions of \( k \) for fixed spinor charge \( q \). In the left plot, we have \( q = 2 \) but find no Fermi surface. In the right plot, we have \( q = 5 \) and one Fermi surface emerges at the momenta \( k_F = 3.58013600 \). When the charge \( q \) increases, we find more and more Fermi surfaces, as is shown in fig.10.

As we have discussed before, the local minimums of \( |D| \) are sufficient to define Fermi surfaces in practical purpose. This is also true for \( \delta = 2 \) case. For example, when \( q = 5 \), we have \( |D| = 3.221 \times 10^{-4} \) at the Fermi momenta \( k_F = 3.58013600 \) and when \( q = 10 \), we have \( D = 0.0025 \) for the first Fermi momenta \( k_1 = 4.28816811 \). In fig.11 we present two examples in which \( |D| \) is drew for \( q = 10 \) (the left plot) and \( q = 20 \) (the right plot). The encoded information on Fermi surfaces is consistent with that given in fig.10.

To study the behavior of \( |D| \) in the full \((k,q)\) plane, we then fix the momentum \( k \) and
Figure 13: The plots of $|G(\omega, k_F)|$ for $q = 20$. The Fermi momentum is $k_F = 9.42936683$. We see that multiple maxima spikes arise when $\omega$ varies.

plot $|D|$ as a function of $q$. From fig.[12], we find that no Fermi surface exists for $k = 1$ (the left plot). The first local minimum of $|D|$ is above 0.18 which is too large to define a Fermi momenta, even in the approximate sense. When $k = 5$, we find four Fermi surfaces which correspond to the four local minimums of $|D|$ in the right plot. When the momentum increases further, we can find more and more Fermi surfaces and Fermi momenta.

We have presented enough illustrative examples on the properties of the Green’s function with vanishing $\omega$. It will also benefit us to study the Green’s function for generic $\omega$. We choose $q = 20$ and $k = 9.42936683$ (the second Fermi momenta when $\omega = 0$). In fig.13, we find multiple maxima spikes arise when $\omega$ varies from $-\infty$ to $\infty$. The spike emerging at $\omega = 0$ corresponds to the Fermi surface with $k_F = 9.42936683$ and the right spike corresponds to the Fermi surface with $k_F < 9.42936683$. When we increase $k$ further, the left spikes will gradually cross the vertical axis and move to the right plane. By definition, the Fermi surfaces are defined by the poles of the Green’s function with vanishing $\omega$. Thus, we will obtain one more Fermi surface when a spike in the left plane crosses the vertical axis. In short, we will obtain four Fermi surfaces for $q = 20$ which is compatible with the information given in fig.[10].

In the end, we present contour plots for the Green’s function $|G(\omega, k)|$ in the plane of complex $\omega$. In fig.[14] we fix $q = 2$ and find that there are also two branches of poles and zeros. However, they are roughly parallel with the imaginary axis and never join together. From the left plot to the right plot, the momentum increases and the poles move towards both sides of the real axis in translational motion. All these features are crucially different.
Figure 14: The contour plots of $|G(\omega, k)|$ in the plane of complex $\omega$ for fixed $k$. The spinor charge is $q = 2$. The left plot for $k = 3$, the middle plot for $k = 5$ and the right plot for $k = 7$. All the poles (white dots) and zeros (dark dots) occur in the lower half plane.

from the $\delta = 1$ case. Nevertheless, all the poles and zeros occur at the lower half plane, signifying that the dilatonic background is stable against fermionic perturbations as well as the $\delta = 1$ case.

4.3 Case 3: $\delta = 3$

When $\delta = 3$, the equation of motion can be transformed into Heun’s equation and the wave functions are solved in terms of Heun’s functions:

$u_-(r) = (\tilde{r} - 1)^{\alpha_1 + \frac{1}{2}} (\tilde{r} + a^*)^{\alpha_2 + \frac{1}{2}} (\tilde{r} + a)^{\alpha_3 + \frac{1}{2}} H_\ell(a, b_1; 2, \beta + 1, \gamma + 1, \epsilon + 1; z)$,

$u_+(r) = ic(\tilde{r} - 1)^{\alpha_1} (\tilde{r} + a^*)^{\alpha_2} (\tilde{r} + a)^{\alpha_3} H_\ell(a, b_2; 0, \beta, \gamma, \epsilon; z)$, (35)

The notations are specified by

$a = \frac{1 - \sqrt{3}i}{2}$, $b_1 = \frac{3 - \sqrt{3}i}{6} (3 + k^2 + 2i\bar{\mu}_q)$, $b_2 = \frac{3 - \sqrt{3}i}{6} k^2$, $c = \frac{3i - \sqrt{3}}{2k}$ (36)

$\alpha_1 = -\frac{i\omega}{3}$, $\alpha_2 = \frac{i - \sqrt{3}\tilde{\omega}}{6} - \frac{\sqrt{3}}{3} \bar{\mu}_q$, $\alpha_3 = \frac{i + \sqrt{3}\tilde{\omega}}{6} + \frac{\sqrt{3}}{3} \bar{\mu}_q$, $\beta = \frac{1}{2}$,

$\gamma = \frac{1}{2} - \frac{2}{3}i\tilde{\omega}$, $\epsilon = \frac{1}{2} + \frac{i - \sqrt{3}\tilde{\omega}}{3} - \frac{2\sqrt{3}}{3} \bar{\mu}_q$, $z = \frac{3 - \sqrt{3}i}{6} (1 - \tilde{r})$. (37)

The Green’s function can be read off from the asymptotical behavior of $u_\pm(r)$:

$G(\omega, k) = \frac{1 - R(\omega, k)}{1 + R(\omega, k)}$, $\mathcal{R}(\omega, k) = \frac{c \cdot H_\ell(a, b_1; 2, \beta, \gamma, \epsilon; \frac{3 - \sqrt{3}i}{6})}{H_\ell(a, b_1; 2, \beta + 1, \gamma + 1, \epsilon + 1; \frac{3 - \sqrt{3}i}{6})}$ (39)
Figure 15: These are the plots of the real (blue lines) and imaginary (red lines) part of $D(0, k)$ as functions of $k$ for fixed $q$. In the left plot, $q=5$ and no Fermi surfaces exist; in the right plot, $q=10$ and a Fermi surface emerges at $k_F = 5.442223815$.

Figure 16: These are the plots of the real (blue lines) and imaginary (red lines) part of $D(0, k)$ as functions of $k$ for fixed $q$. In the left plot, $q=20$ and three Fermi surfaces occur at $k_1 = 6.009538958$, $k_2 = 10.09652143$; in the right plot, $q=30$ and five Fermi surfaces occur at $k_1 = 6.456785816$, $k_2 = 10.70660293$, $k_3 = 14.74852806$, $k_4 = 18.97734513$, $k_5 = 23.82808183$. 
Figure 17: The plots of $|\mathcal{D}(0, k)|$ for fixed $q$. The left plot for $q = 20$; the right plot for $q = 30$.

To search Fermi surfaces, we follow the strategy outlined in above two subsections and investigate the denominator of the Green’s function with vanishing $\omega$. In fig.15 we present two graphs in which the absolute value $|\mathcal{D}(0, k)|$ is plotted as functions of $k$. In the left plot, we set $q = 5$ but find no Fermi surfaces. In the right plot, we set $q = 10$ and find one Fermi surface at $k_F = 5.442223815$. Notice that at this Fermi momenta, the real part of the denominator $Re(\mathcal{D}) \sim -1.554 \times 10^{-4}$ which does not literally vanish. Thus, the Fermi surface we find is only defined approximately. By increasing the spinor charge $q$, we find more Fermi surfaces and Fermi momenta, see fig.16 for the illustrative examples. The generic feature we observe is that all the Fermi surfaces arising in fig.16 can only be defined by the local minimums of the denominator $|\mathcal{D}|$. Actually, in all these plots, we have $|\mathcal{D}| \sim 0.0015 - 0.0017$ which is sufficient to define Fermi surfaces for practical purpose, see also fig.17.

In fig.18 we draw $|\mathcal{D}|$ for fixed $k$ while the charge $q$ varies from 0 to $\infty$. When $k$ is small, for example $k = 1$, there are no Fermi surfaces. However, when $k$ increases and becomes larger, more and more Fermi surfaces begin to emerge. For example, in the right plot, we have $k = 6$ and find five Fermi surfaces. If the momentum $k$ increases further, the number of Fermi surface will be more than five.

In the end, we present a 3D plot for the Green’s function $|G(0, k)|$ in the plane of $(k, q)$. It is easy to see that many sharp peaks arise in the lower half region characterized by $k \leq q$. The sharp peaks are associated with the effective Fermi surfaces and Fermi momenta. The
Figure 18: The plots of $|\mathcal{D}(0,k)|$ as a function of $q$ for fixed $k$. The left plot for $k = 1$; the right plot for $k = 6$.

The fascinating rich structure of $|G|$ shows that a large number of Fermi surface emerge when the momenta $k$ and the spinor charge $q$ becomes sufficient large.

5 Conclusions

In this paper, we first construct charged dilatonic black holes in four dimensional anti-de-sitter space-time using Einstein-Maxwell-Dilaton theories. We require the thermal factor of the black holes has the form of: $h(r) = 1 - (r/r_h)^\delta$, with $\delta > 0$. Hence, the entropy of the black holes will approach zero if the temperature was sent to zero. Actually, no extremal limit exists in these background. This is a fantastic feature which provides a more realistic holographic model for condensed-matter physics.

The most interesting result we report is that the Dirac equation of massless spinors can be exactly solved in those dilatonic black holes having $\delta = 1, 2, 3, 4$. Depending on the certain value of $\delta$, the wave functions can be solved analytically in terms of Whittaker functions ($\delta = 1$), hypergeometric functions ($\delta = 2$) or Heun’s functions ($\delta = 3, 4$). According to holographic dictionaries, the retarded Green’s functions can be read off from the asymptotical behavior of the wave functions by imposing in-going boundary condition at the horizon. It is worth remarking that in our system, the Green’s functions are exactly solved for generic frequency $\omega$ and momentum $k$ at finite temperature. As no true extremal limit exists, the horizon size vanishes in the lower temperature limit.
Figure 19: The 3D plot of $|G(0,k)|$ in the plane of $(k,q)$. We find that multiple sharp peaks arise in the lower half region $k \leq q$.

By investigating the Green’s function with vanishing $\omega$, we find a fascinating rich structure of maxima spikes in the plane of $k$ and the spinor charge $q$, which strongly implies that many Fermi surfaces emerge in the charged dilatonic black holes. We present many examples to illustrate the new distinguishing properties found in these black holes. Our analytical results may provide a more elegant approach to study condensed-matter physics in the strongly coupled region using gauge/gravity duality.
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6 Appendix Case 4: $\delta = 4$

We also find that the Dirac equation is exactly solvable when $\delta = 4$. The wave functions are solved in terms of Heun’s functions:

\begin{align*}
    u_-(r) &= \left(\frac{\tilde{r} - 1}{\tilde{r} + \frac{i}{2}}\right)^{\alpha_1} \left(\frac{\tilde{r} + \frac{i}{2}}{\tilde{r} + i}\right)^{\alpha_2} \left(\frac{\tilde{r} + 1}{\tilde{r} + \frac{i}{2}}\right)^{\alpha_3} H_\ell(2, b_1, 2, \beta + 1, \gamma + 1, \epsilon + 1; z), \\
    u_+(r) &= \frac{\tilde{k}}{2} \left(\frac{\tilde{r} - 1}{\tilde{r} + \frac{i}{2}}\right)^{\alpha_1} \left(\frac{\tilde{r} - \frac{i}{2}}{\tilde{r} + i}\right)^{\alpha_2} \left(\frac{\tilde{r} + 1}{\tilde{r} + \frac{i}{2}}\right)^{\alpha_3} H_\ell(2, b_2, 0, \beta, \gamma, \epsilon; z), \tag{40}
\end{align*}

where the notations are specified by

\begin{align*}
    &\alpha_1 = -\frac{i\tilde{\omega}}{4}, \quad \alpha_2 = \frac{1}{4}(-i\tilde{\mu}_q + \tilde{\mu}_q + \tilde{\omega}), \quad \alpha_3 = \frac{\tilde{\omega}}{4} + \frac{i\tilde{\mu}_q}{2}. \tag{41} \\
    &\beta = \frac{1}{2}(1 + i\tilde{\mu}_q + \tilde{\mu}_q + \tilde{\omega}), \quad \gamma = \frac{1 - i\tilde{\omega}}{2}, \quad \epsilon = \frac{1}{2}(1 - i\tilde{\mu}_q + \tilde{\mu}_q + \tilde{\omega}), \tag{42} \\
    &b_1 = 3 - \frac{i\tilde{k}^2}{2} + \tilde{\mu}_q + (1 - i)\tilde{\omega}, \quad b_2 = -\frac{i\tilde{k}^2}{2}, \quad z = (1 - i)\frac{\tilde{r} - 1}{\tilde{r} + \frac{i}{2}}. \tag{43}
\end{align*}

The Green’s function can be read off by

\begin{equation}
    G(\omega, k) = \frac{1}{1 + \mathcal{R}(\omega, k)}, \quad \mathcal{R}(\omega, k) = \frac{i\tilde{k}}{2} \frac{H_\ell(2, b_2, 0, \beta, \gamma, \epsilon; 1 + i)}{H_\ell(2, b_1, \beta + 1, \gamma + 1, \epsilon + 1; 1 + i)}. \tag{44}
\end{equation}

Unfortunately, we have not found a mathematical package which can plot above Green’s functions. Compared to hypergeometric functions, the Heun’s functions are much less studied. In fact, they are not encoded in Mathematic package while in Maple package, only very limited properties are encoded. Nevertheless, we obtain the Green’s function exactly. The existence of Fermi surfaces can be ensured in numerics.
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