Plasma Heating and Nanoflare Caused by Slow-mode Wave in a Coronal Loop
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Abstract

We present a detailed analysis of a reflecting intensity perturbation in a large coronal loop that appeared as a sloshing oscillation and lasted for at least one and a half periods. The perturbation is initiated by a microflare at one footpoint of the loop, propagates along the loop, and is eventually reflected at the remote footpoint where significant brightenings are observed in all of the Atmospheric Imaging Assembly extreme-ultraviolet channels. This unique observation provides us with the opportunity to better understand not only the thermal properties and damping mechanisms of the sloshing oscillation but also the energy transfer at the remote footpoint. Based on differential emission measures analysis and the technique of coronal seismology, we find that (1) the calculated local sound speed is consistent with the observed propagation speed of the perturbation during the oscillation, which is suggestive of a slow magnetoacoustic wave; (2) thermal conduction is the major damping mechanism of the wave but an additional damping mechanism such as anomalous enhancement of compressive viscosity or wave leakage is also required to account for the rapid decay of the observed waves; (3) the wave produced a nanoflare at the remote footpoint, with a peak thermal energy of $\sim 10^{24}$–$10^{25}$ erg. This work provides a consistent picture of the magnetoacoustic wave propagation and reflection in a coronal loop, and reports the first solid evidence of a wave-induced nanoflare. The results reveal new clues for further simulation studies and may help with solving the coronal heating problem.

Unified Astronomy Thesaurus concepts: Solar flares (1496); Solar coronal waves (1995); Solar coronal heating (1989); Solar coronal loops (1485); Solar extreme ultraviolet emission (1493)

1. Introduction

Standing slow magnetoacoustic waves in hot ($T \geq 6$ MK) coronal loops are usually called “SUMER” oscillations. They were confirmed for the first time by the Doppler shift oscillations in observations of the Solar and Heliospheric Observatory/Solar Ultraviolet Measurement of Emitted Radiation (SOHO/SUMER) instrument (Wang et al. 2002). The phase speed of the oscillation estimated using the observed loop length and the oscillation period was found to be close to the sound speed in the loop, which is consistent with the characteristics of slow-mode waves. By verifying a quarter-period phase shift between the intensity and the velocity oscillations, further evidence for the slow-mode wave nature of the SUMER oscillations was provided by Wang et al. (2003). Wang (2011) reviewed the observational and theoretical studies of SUMER oscillations, and suggested that small (micro) flares at the loop footpoints are most likely the triggers of these events. It was also pointed out that strong damping and quick excitation of the standing slow-mode waves in flaring coronal loops are an important characteristic that require further study, since the knowledge of these physical processes can be used to diagnose the poorly known energy transports in coronal structures by using a technique called coronal seismology (Nakariakov & Verwichte 2005; Nakariakov & Kolotkov 2020).

Recently, propagating reflected slow-mode waves that were predicted to exist in coronal loops (see the review by Wang et al. 2021) have attracted a lot of attention. Propagating slow-mode waves in a hot coronal loop (also called sloshing oscillation) were first reported by Kumar et al. (2013) in observations of the Solar Dynamics Observatory/Atmospheric Imaging Assembly (SDO/AIA). They were identified as a propagating and reflecting intensity perturbation along the loop as observed in AIA 94 Å and 131 Å channels, with a propagation speed close to the sound speed of the plasma in the loop (like in the SUMER oscillations). Mandal et al. (2016) analyzed these oscillations in hot loops as slow-mode waves using coordinated Hinode/X-ray Telescope (XRT), X-ray, and SDO/AIA extreme-ultraviolet (EUV) observations for the first time. Based on a 2.5D MHD simulation (Fang et al. 2015) and using the parameters derived from the observations as input, they also suggested that the main damping mechanism is thermal conduction. In contrast to this case, Wang et al. (2015) found observational evidence for compressive viscosity to be the major damping mechanism, while thermal conduction is strongly suppressed in a different case. By simulating the oscillation event in Wang et al. (2015) with a 1D nonlinear MHD model, Wang et al. (2018) and Wang & Ofman (2019) found that the modeled wave features better match the observation when the observationally-constrained transport coefficients are used instead of the classical values. They also predicted that the propagating mode can quickly transform into
a standing mode within one oscillation period when compressive viscosity is anomalously enhanced.

In a statistical study, Nakariakov et al. (2019) showed that both the sloshing and standing oscillations in coronal loops are most likely slow magnetoacoustic waves, whereas some SUMER oscillations may initially be propagating waves. They presented a detailed analysis of the relationships between the damping time and other parameters for both the SUMER and the sloshing oscillations, and suggested that the competition between the dissipative processes and nonlinearity effect may account for the observed decay of the sloshing oscillations. Transformation from an impulsively excited propagating wave into a standing mode with the help of compressive viscosity (Wang et al. 2018) or leakage of wave energy through the footpoints to lower layers (e.g., Selwa et al. 2005) or also laterally to the corona (e.g., Ogrodowczyk & Murawski 2007; Ogrodowczyk et al. 2009; Ofman & Wang 2022) was predicted by MHD simulations. Krishna Prasad & Van Doorsselaere (2021) have recently found observational evidence to support this prediction, they have also suggested that thermal conduction is the major damping mechanism in the event they studied. Both observations and simulations in previous studies suggest that the reflected propagating slow wave can be triggered by the reconnection process at the footpoint of the loop. Some recent studies showed observational evidence for the reconnection in the fan-spine magnetic topology (e.g., Kumar et al. 2015; Wang et al. 2018). However, the mechanisms for the damping and excitation of the slow-mode oscillations in hot loops are still inconclusive.

In this Letter, we report a unique event of sloshing oscillations in a coronal loop detected by SDO/AIA. We find a remote brightening (RB) occurring nearly simultaneously in all EUV channels during the reflection of the waves. We propose that the RB in this event could be caused by the energy loss of slow waves mainly due to thermal conduction at the footpoint. The observations and temperature obtained from differential emission measures (DEM) analysis are described in Section 2. The thermal properties of the wave are derived in Section 3 and the damping mechanisms are discussed in Section 4. The energy transport between the wave and the RB is analyzed in Section 5. The discussion and conclusions are given in Section 6.

2. Overview

The AIA (Lemen et al. 2012) on board the SDO (Pesnell et al. 2012) provides images of the Sun in 10 EUV and UV-visible channels with a temporal cadence as high as 12 s. In our study, a microflare is observed by AIA on 2014 June 10 near the edge of NOAA Active Region (AR) 12085, with the start time at 17:45 UT and the end time at 17:51 UT. During the impulsive phase, an emission enhancement is detected in the AIA 94 Å channel at the flare site. It propagates to the east side along a large coronal loop and then reflects back. The enhancement propagates between the remote footpoint and the flare site and lasts for at least one and a half periods before fading away. At 17:54 UT, when the reflection happens, a weak EUV brightening occurs at the remote footpoint of the loop (marked in Figure 1(b)), located in a quiet region.

Using the 94 Å images during the oscillation (Figure 1(a)), we manually track the propagation to trace the loop (marked by the yellow dashed curve) connecting the region of the flare (yellow box) and the remote footpoint (red box). To calculate the loop length more accurately, we fit the derived 2D curve using a 3D semicircular loop model (Wang et al. 2002; Schrijver et al. 2002; Aschwanden 2009). The 2D projection of the fitted loop is shown by the red dashed curve in Figure 1(a). The best-fit parameters obtained for the loop geometry are the following: the loop center offset from the solar surface $h_0 = -0.09 \, R_\odot$ (solar radii), the inclination angle from the vertical $\theta = 30^\circ.7$, and the loop length $L \approx 270 \, Mm$.

Figure 1(c) displays the intensity evolution of intensities summed over the flare region in different AIA channels. The microflare is not recorded in the GOES flare list but is definitely below GOES A-class, according to the 1–8 Å soft X-ray profile. While the flare is detected by the AIA 1600 Å channel and all the EUV channels (Figure 1(c)), the intensity oscillation is detected only in the AIA 94 Å filter (dominated by Fe XVIII, formed at $T \approx 6.3 \, MK$), which implies that the perturbation is hot. We notice that a second, higher-intensity peak shows up only in the 94 Å light curve at $\sim 17:49$ UT, which may be related to the propagating intensity disturbance triggered at about the peak time of the flare ($\sim 17:47$ UT).

Using the latest version of the revised Sparse DEM code (Cheung et al. 2015; Su et al. 2018) and binning the AIA images merged by 2 × 2 pixels, we calculate the DEMs for each binned pixel individually over the logarithmic temperature range of [5.5, 7.6] K. The emission measure (EM)-weighted average temperature $T_{EM}$ calculated for the flare region is shown in Figure 1(d). We find that the temperature of the plasma in this flare region peaks roughly simultaneously with the second peak in the 94 Å time profile.

Time profiles of AIA intensities summed over the remote footpoint region (Figure 1(e)) showed that the RB is visible in all the EUV channels at the time when the propagating perturbation arrives ($\sim 17:54$ UT). However, no enhancement in the AIA 1600 Å channel is observed. These features may imply that the RB is caused by the propagating perturbation during its reflection at the coronal base before it can reach the lower atmosphere (the chromosphere and the transition region).

3. Thermal Properties of the Wave

To measure the thermal properties of the propagating perturbation, we calculate the DEMs in the whole loop region at 17:53 UT (within the first oscillation period), and integrate the EM($T$) in temperature intervals of [0.32, 3.16] MK and $>$3.16 MK, respectively. The EM images (Figures 2(a) and (b)) clearly show the presence of the propagating perturbation in the hotter plasma. The DEMs before the oscillation are used as an estimate of the background plasma. This is further confirmed by the EM($T$) profile of the heated plasma (Figure 2(c)) in the perturbation region (marked by an arrow in panel (b)), which manifests as a single spike well separated from the warm coronal background. The error bars are obtained from 100 realizations using the Monte Carlo method. We measure the DEM peak at $T_h \approx 7.0$ MK and its FWHM width $w \sim 1.6$ MK. The cooler component in the selected region is associated with the emission from the coronal background plasma and does not change significantly.

To study the physical characteristics of the propagating intensity perturbation, we extract the base-difference intensities along the loop slice (marked by the yellow dashed curve in Figure 1(a)) from the AIA 94 Å images. The base image is taken at 17:38:49 UT and the intensities along the slice are averaged over a width of 7 pixels (4”2). To emphasize the
propagation of the perturbation, we detrend and normalize the base-difference intensity at each spatial location along the loop by the mean background intensities after the oscillation. The derived time–distance map (Figure 3(a)) over the time range 17:39–19:10 UT clearly shows that the intensity perturbation initiates from the flare site, propagates along the loop, then is reflected at the remote footpoint, lasting at least one and a half periods before fading. The detailed evolution can be seen in the time profiles (Figures 3(d), (e), and (f)), see also Section 6 for three selected positions (indicated in Figures 3(a) and (b)).

The characteristics of the reflection suggest that the intensity perturbation is a propagating slow-mode wave (pulse), in agreement with theoretical predictions based on 1D MHD simulations (see Taroyan & Bradshaw 2008; Reale 2016; Wang et al. 2018).

In the next step, we select three different time intervals from the time–distance map and fit the bright ridges to the propagation speeds (marked in black in Figure 3(a)). The local sound speed of the plasma, through which the wave passed during the three time intervals, is estimated using the DEM results. To this aim, we calculate the EM-weighted mean temperature solely from the hot \((\log T > 6.5 \text{ K})\) component in each pixel, which provides a better representation of the perturbation than considering the EMs over the entire temperature range. The time–distance plot of the obtained temperature along the loop (Figure 3(b)) shows that the temperature disturbance is reflected back and forth almost simultaneously with the intensity disturbance, and its amplitude decreases with the wave propagation. We estimate the perturbed temperature to be \(T = 6.88, 4.84, \text{ and } 3.85 \text{ MK}\) during the three time intervals. By \(C_s \sim 152 \sqrt{(T/\text{MK}) \text{ km s}^{-1}}\), for the local adiabatic sound speeds, we obtain \(C_s = 398.7, 334.4, \text{ and } 298.2 \text{ km s}^{-1}\) (the values are also marked in red in Figure 3(a)), which are found in good agreement with the measured propagation speeds from the linear fitting. The results clearly indicate that the intensity disturbance is a slow magnetoacoustic wave rather than a flowing plasma blob (e.g., Su et al. 2012).

4. Damping Mechanisms

4.1. Measurements of Physical Parameters

Recently, Krishna Prasad & Van Doorsselaere (2021) pointed out that the exponentially damped sine function cannot accurately fit the light curves extracted from various locations for the sloshing oscillation, since the time profiles of the
perturbation are dependent on both the spatial location along the loop and the spatial width of the perturbation. They proposed a toy model to fit the sloshing oscillations, considering the spatial location and the width of the perturbation:

\[ I(x, t) = A_0 e^{-\frac{x - \Delta x_0}{\sigma^2}} e^{-\frac{t - \tau}{\sigma^2}}, \]

where \( A_0 \) is the amplitude, \( t \) is time, \( \tau \) is the decay time, \( x \) is the spatial location of the extracted light curve, \( \Delta x_0 = \frac{L}{2} \left( 1 - \cos \left( \frac{2\pi t}{P} \right) \right) \) is the spatial location, and \( \sigma \) is the spatial width of the perturbation. \( L \) and \( P \) are the length of the loop and the period of the oscillation, respectively. We fit the time evolution of the mean intensities (averaged over 8.7 Mm along the loop) obtained from positions 1–3 on the loop (shown by the horizontal lines from bottom to top in Figures 3(a) and (b)) using this model, after the original light curve at each position was detrended and normalized using the background generated by the post-oscillation intensity. The detrended and normalized light curves for positions 1–3 are displayed in panels (d)–(f) of Figure 3.

In our study, the obtained light curves are evidently different from sinusoidal curves, because the perturbation has a short spatial width (compared to the loop length) and short duration. In order to reduce projection effects, the selected positions are not close to the footpoints, and the length of the selected regions is short. The loop length \( L \) and the distance \( x \) are determined by the 3D loop geometry. We fit the time profiles to Equation (1) using MPFIT with the free parameters \( \tau, P, \) and \( \sigma \). The best-fit curves and results are shown in panels (d)–(f) of Figure 3: the mean of the best-fit parameters are \( \tau = 740.0 \pm 146.8 \) s, \( P = 1394.5 \pm 42.2 \) s, and \( \sigma = 58 \pm 17 \) Mm. Using these results, we reconstruct a time–distance map of intensity oscillation using Equation (1) with the measured parameters superposed on a constant background. Figure 3(c) shows that the toy model is very close to the observed one.

To calculate the density and temperature of the plasma in the loop, we derive the density \( n = \sqrt{EM/w} \) and temperature \( T \) at positions 1 and 3 from the observations, and fit the profiles of the background-subtracted plasma density \( \Delta n = n - n_{bg} \) and temperature \( \Delta T = T - T_{bg} \) to Equation (1). \( EM \) and \( T \) are obtained from EM(\( T \)) in temperature intervals of [3.16, 3.98] MK according to the DEM results at positions 1 and 3. The loop width \( w \) is assumed to be equal to the line-of-sight (LOS) depth, which is estimated to be about 4.8 Mm from a Gaussian fit to the intensity profile across the loop. As shown in Figure 3(g), the background trends of the density and temperature \( n_{bg} \) and \( T_{bg} \) are obtained by fitting their background values to an exponential decay function. The fitted \( n \) and \( T \) for position 3 are shown in Figures 4(a) and (b). Then, we obtain the mean density and temperature of plasma at position 1 and 3 by \( n_{mean} = mean(\Delta n) + n_{bg} \) and \( T_{mean} = mean(\Delta T) + T_{bg} \) (as shown in Figures 4(a) and (b)), where mean(\( \Delta n \)) and mean(\( \Delta T \)) are the half amplitudes of \( \Delta n \) and \( \Delta T \). By considering the density \( n_0 \) and temperature \( T_0 \) of plasma in equilibrium for the whole loop as the mean values of \( n_{mean} \) and \( T_{mean} \) for position 1 and 3 during the first period, we obtain \( n_0 = (1.5 \pm 0.2) \times 10^8 \) cm\(^{-3} \) and \( T_0 = (4.2 \pm 0.3) \) MK. The plasma density is smaller than the typical loop density in ARs due to the fact that the large loop is not located in a registered AR and that only plasma with log\( T \) [K] > 6.5 is considered here.

4.2. Interpretations

In the following, we investigate the damping mechanism for the observed slow waves by considering nonideal MHD effects including thermal conduction, compressive viscosity, and optically thin radiation based on linear theory, and then test the results using a 1D nonlinear MHD modeling. We first consider radiative losses. For the observed loop with \( T_0 = 4.2 \) MK, \( n_0 = 1.5 \times 10^8 \) cm\(^{-3} \), and length \( L = 270 \) Mm, we estimate the radiation cooling timescale to be \( \sim 1.29 \times 10^5 \) s using the formula given in Sun et al. (2013) and Wang et al. (2015):

\[ \tau_{rad} = 3450 T_0^{3/2} n_9, \]

where \( T_0 = T[K]/10^6 \) and \( n_9 = n[cm^{-3}]/10^9 \). The obtained \( \tau_{rad} \) is at least 2 orders of magnitudes larger than the oscillation period. Therefore, the effect of radiative losses on damping is negligible. This result is consistent with previous studies reporting that the radiative damping may become important only in a cooler and dense loop (e.g., Pandey & Dwivedi 2006; Prasad et al. 2021; Wang et al. 2021), which is, however, not the case here.
The effect of thermal conduction on wave dissipation can be quantified by the thermal ratio \( d \) (e.g., De Moortel & Hood 2003), defined as

\[
d = \frac{1}{\gamma \tau_{\text{cond}}} \approx 3.75 \times 10^{4} \left( \frac{T_{0}^{2}}{n_{0}L} \right),
\]

where \( P_{0} = 2L/C_{s} \), \( \tau_{\text{cond}} \) is the thermal conduction timescale, and \( \gamma = 5/3 \) is the adiabatic index. It is known that the ratio \( \tau/P \) reaches a minimum value of 1.1 at \( d \approx 0.1 \) (e.g., Wang et al. 2021). For the hot loop analyzed here we have \( d = 0.16 \), so the ratio \( \tau/P \) is expected to be slightly larger than its minimum. Indeed, solving the dispersion relation for thermal conduction,

\[
\tau/P \approx \frac{3}{8\pi^{2}} \left( \frac{1}{d} \right). 
\]

This implies that the dissipation by thermal conduction alone is insufficient to explain the quick decay of the observed waves with \( (\tau/P)_{\text{obs}} = 0.58 \).

From the dispersion relation for compressive viscosity alone (e.g., Sigalotti et al. 2007; Wang & Ofman 2019), we obtain \( (\tau/P)_{\text{cond}} = 1.13 \) (see the red curve in Figure 4(c)).

Figure 3. (a) Time–distance map of the intensity from the base-difference images along the traced loop in Figure 1(a). The red lines indicate the sound speeds calculated from the mean temperatures, and the fitted propagating speeds are shown in black. (b) Time–distance map of the temperature along the loop. The horizontal lines in panels (a) and (b) mark the selected positions 1–3 along the loop. (c) Time–distance map of intensity modelled with the best-fit parameters of the oscillation. (d)–(f) The detrended and normalized light curves (black) along with the best-fit light curves (red) for positions 1–3. (g) The electron density (blue) and the temperature (green) for the oscillation (solid line) and background trend (dashed line) at position 3.
Figure 4. (a) The evolution of plasma density $n$ and temperature $T$ derived from the observations at position 3 at the loop are shown in blue and green, the fitted light curves of $\Delta n$ and $\Delta T$ plus the background trends are shown in red, and the mean of the plasma density $n_{\text{mean}}$ and temperature $T_{\text{mean}}$ are shown in black. The error bars of $n_{\text{mean}}$ and $T_{\text{mean}}$ are shown in gray. (c) The ratio of the damping time ($\tau$) to the wave period ($P$) as a function of the loop equilibrium temperature calculated based on the linear wave theory with thermal conduction alone (red), compressive viscosity alone (green), considering both (black), and the case with the viscosity enhanced by a factor of 3 (pink). The vertical dashed line marks the mean temperature ($T_0 = 4.2$ MK) of the observed loop, and the horizontal dotted line marks the observed $\tau/P = 0.58$. (d) Time–distance map of the perturbed density ($n/\bar{n}$) along the loop simulated using a 1D nonlinear MHD model with the classical thermal conduction and the 3-times enhanced viscosity (see text for detail). (e) Time profiles of the perturbed density at the location $x = 165$ Mm. For a loop at $4.2$ MK, we obtain $\tau/P = 2069$ s and $\tau = 1804$ s, giving a ratio $\tau/P_{\text{comb}} = 0.87$ for the fundamental mode. This implies that the damping due to the combined effect of thermal conduction and viscosity is still weaker by about 30% than the observed damping. Motivated by the study of Wang et al. (2015), who found evidence for a significant enhancement of compressive viscosity from the observed damping of slow-mode waves by coronal seismology, we modify the viscosity coefficient while keeping the thermal conduction coefficient as the classical value. By matching the predicted value of $\tau/P$ to the observed one, using an optimization method (see the pink curve in Figure 4(c)), we find that the viscosity coefficient needs to be enhanced by a factor of $m = 3.1$. Note that damping by thermal conduction still dominates over viscous damping even if the viscosity is enhanced by a factor of 3, because the ratio of $(\tau/P)^{\text{comb}} = 1.7$ for the enhanced viscosity alone is larger than the value of $(\tau/P)_{\text{comb}}$ for thermal conduction alone.

On the other hand, the observed oscillations show a large amplitude that is more than 50% relative to the mean density ($n_{\text{mean}}$) for the first peak (see Figure 4(a)). When compared to the background trend ($n_{\text{bg}}$), the relative amplitude is even larger

where $\epsilon$ is the viscous ratio, defined as

$$
\epsilon = \frac{\eta_0}{\rho_0 C_s^2 P_0} = 1.65 \times 10^{-13} \left( \frac{T_0^2}{n_0 L} \right),
$$

where $\eta_0 = 10^{-16}T_0^{5/2}$ is the classical Braginskii compressive viscosity coefficient (see Hollweg 1986) and $P_0 = 2L/C_s$. With the measured loop parameters, we obtain $\epsilon = 7.2 \times 10^{-7}$ and $(\tau/P)_{\text{visc}} = 5.3$ (see the green curve in Figure 4(c)). This indicates that the damping by compressive viscosity is about 5 times weaker than that by thermal conduction in the case under study.

To estimate the combined effect of thermal conduction and compressive viscosity, we numerically solve the dispersion relation including both effects using Equation (15) in Macnamara & Roberts (2010). For a loop with an equilibrium density $n_0 = 1.5 \times 10^9$ cm$^{-3}$, we derive the dependence of $\tau/P$ on the equilibrium temperature as shown in Figure 4(c) (black solid curve). For a loop at $T_0 = 4.2$ MK, we obtain $P = 2069$ s and $\tau = 1804$ s, giving a ratio $(\tau/P)_{\text{comb}} = 0.87$ for the fundamental mode. This implies that the damping due to the combined effect of thermal conduction and viscosity is still weaker by about 30% than the observed damping. Motivated by the study of Wang et al. (2015), who found evidence for a significant enhancement of compressive viscosity from the observed damping of slow-mode waves by coronal seismology, we modify the viscosity coefficient while keeping the thermal conduction coefficient as the classical value. By matching the predicted value of $\tau/P$ to the observed one, using an optimization method (see the pink curve in Figure 4(c)), we find that the viscosity coefficient needs to be enhanced by a factor of $m = 3.1$. Note that damping by thermal conduction still dominates over viscous damping even if the viscosity is enhanced by a factor of 3, because the ratio of $(\tau/P)^{\text{comb}} = 1.7$ for the enhanced viscosity alone is larger than the value of $(\tau/P)_{\text{cond}}$ for thermal conduction alone.
(up to several times of $n_{bg}$; see Figure 3(g)). Large amplitudes can cause important nonlinear effects and produce enhanced damping due to shock dissipation (e.g., Verwichte et al. 2008; Ruderman 2013). Using 1D MHD simulations, we examine the role of nonlinear effects on wave damping in the presence of thermal conduction and compressive viscosity to verify the results obtained from the linear theory above. We excite the slow magnetoacoustic waves by injecting a flow pulse from one end of an initially uniform coronal loop. The loop model is set up with the observed parameters $T_0$, $n_0$, and $L$, and the flow pulse is taken as the same form as used in Wang et al. (2018) and Wang & Ofman (2019). We take the flow amplitude $V_0 = C_s = 340 \text{ km s}^{-1}$ for $T_0 = 4.2 \text{ MK}$ and the pulse duration $t_{du} = 180 \text{ s}$. We simulate the wave excitation for two cases: one with thermal conduction and compressive viscosity coefficients both taken as the classical values, and the other with the classical thermal conductivity but with the viscosity coefficient enhanced by a factor of $m = 3$. Figure 4(d) shows the temporal evolution of the perturbed densities $(n_1/n_0 = (n - n_0)/n_0)$ along the loop for the second case. This simulation can approximately reproduce the observed features: the excited propagating wave is reflected back and forth for about three times, and then tends to transition into a standing mode. However, the observed signals are too weak to confirm the prediction for the formation of a standing mode in the late phase. In Figure 4(e) we compare the time profiles of density perturbations at a location $x = 165 \text{ Mm}$ (similar to position 3 in the observed case) between the two simulated cases. We obtain a wave period $P_1 = 30.4 \text{ minutes}$ and a damping time $\tau_1 = 24.7 \text{ minutes}$, respectively, for the first case, while $P_2 = 30.7 \text{ minutes}$ and $\tau_2 = 15.7 \text{ minutes}$ for the second case. We find that the ratio $\tau_2/\tau_1 = 0.51$ for the enhanced viscosity case matches the observation $(\tau/\tau_{obs} = 0.58)$ much better than the classical viscosity case corresponding to $\tau_1/P_1 = 0.81$. This result also indicates that the enhanced viscosity effectively suppressed the role of nonlinearity in the wave damping when the amplitudes are large.

5. Energy Transport Between the Wave and Remote Brightening

The energy flux of the slow magnetoacoustic wave is given by $F = 0.5 \cdot \rho^2 \cdot C_s$ (e.g., Ofman et al. 1999), where $v$ is the velocity amplitude of the waves, which can be estimated from $v \approx \Delta n/n \cdot C_s$ based on linear theory, and $\rho$ is the mass density. We estimate the power of the slow magnetoacoustic wave at a selected position $x$ on the loop by $P(x, t) = 0.6 m_p \cdot \Delta n^2(x, t)^2 \cdot n_{mean}(x, t) \cdot C_s(x, t)^3 \cdot A$, where $m_p$ is the proton mass, $A$ is the area of the loop cross section, and the sound speed $C_s(x, t)$ is calculated using $T_{mean}(x, t)$. $n_{mean}(x, t)$ and $T_{mean}(x, t)$ are the mean number density and the mean temperature of the plasma, respectively, and $\Delta n(x, t) = \Delta n(x, t) - \text{mean}(\Delta n(x, t))$ is the amplitude of the density perturbation at position $x$.

The initial energy carried by the wave can be estimated by assuming that the initial power of the wave is a constant during the pulse. By fitting the pulse that induces the wave (the second peak in Figure 1(c)) with a Gaussian function, the duration of the pulse is obtained as the FWHM of the Gaussian profile, giving $\approx 165 \text{ s}$. Using the fit results of $\Delta n$ and $\Delta T$ for the position near the footpoint, the peak power of the wave at the footpoint is about $5.25 \times 10^{23} \text{ erg s}^{-1}$, which is assumed to be the initial power of the wave. In this way, the total energy of the slow wave is estimated to be $\sim 8.7 \times 10^{25} \text{ erg}$.

The brightenings at the remote footpoint caused by the propagating wave are visible in all of the AIA EUV channels. We further investigate the brightenings with DEM analysis. Clear enhancements of EM are found in the time profiles, which are summed over the brightened area and four different temperature ranges (Figure 5(f)). A more detailed comparison of the plasma EM($T$) during the peak time (marked by a vertical dashed line in Figure 5(f)) with its background shows an increase in EM at different temperatures in the range $0.3-10 \text{ MK}$ and the appearance of a hot component at $\sim 7 \text{ MK}$ (Figure 5(g)), which is a clear manifestation of a heating process.

In order to study the energy transport between the wave and the RB, we analyze two different aspects. On one hand, the total energy released by the wave at the remote footpoint (e.g., due to nonideal effects including thermal conduction, viscous heating, and radiative cooling) is estimated. To this aim, we first derive the powers of the wave reaching and leaving position 3 using the method mentioned above, which are $1.75 \times 10^{23}$ and $0.5 \times 10^{23} \text{ erg s}^{-1}$, respectively. Then by assuming that the power of the wave pulse keeps constant during its passage, we obtain an upper limit of the energy budget for the RB to be $\sim 2.1 \times 10^{25} \text{ erg}$ from the decrement in wave energy at position 3. On the other hand, we estimate the total thermal energy of the RB plasma from the EM($T$) maps by $E_{th} = \sum k_B T_k \sqrt{E_M V_{RB}}$, where $k$ is the index of temperature bins $T_k$ in $0.3-10 \text{ MK}$, $k_B$ is the Boltzmann constant, $E_M$ (cm$^{-3}$) is the total EM integrated over the area of the RB at temperature $T_k$, and $V_{RB} = A_{RB} \cdot D_{RB}$ is the volume of the RB. $A_{RB}$ is selected to be the area of the contour at a level of $80\%$ of the peak intensity in the AIA 211 Å image (Figure 1(b)). The LOS depth $D_{RB}$ of the heated footpoint is determined in two ways: one is the widely used estimate of $D_{RB} = \sqrt{A_{RB}}$ and the other one is the distance from the lower corona to the top of the chromosphere (roughly the formation depth for AIA 1600 Å), i.e., $\sim 2^{\text{th}}$ from Vernazza et al. (1981). The latter one might be a better estimate for the present event. From these two approaches, we obtain the background-subtracted peak thermal energy of the RB to be $\sim 1.12 \times 10^{25} \text{ erg}$ and $\sim 0.77 \times 10^{25} \text{ erg}$, respectively, both lower than the released energy of the wave at the remote footpoint. These results further support the interpretation that the RB could result from the heating by dissipation of the slow wave at the remote footpoint.

In order to better understand the relation between the microflare and the reflected slow wave in the loop, we also estimate the peak thermal energy of the microflare, which gives $6.8 \times 10^{26} \text{ erg}$. This is almost 8 times as large as the initial wave energy. The findings suggest that the microflare can provide the required energy for the excitation of the observed slow wave, and that the trapped wave energy corresponds to about $13\%$ of the total energy released in this microflare.

6. Discussion and Conclusions

6.1. The Slow-mode Wave

We present a comprehensive study of a longitudinal oscillation in the AIA 94 Å channel, which is a manifestation of a propagating and reflected intensity perturbation in a large coronal loop. For the first time, we analyze the evolution of the thermal properties of the sloshing oscillation with time and
distance, which are crucial for understanding the damping mechanism.

The consistency between the sound speeds derived from the DEM analysis and the propagation speeds of the observed intensity perturbation for different time intervals during the oscillation reveals the nature of the perturbation as a slow magnetoacoustic wave. The time profiles of the intensity oscillations at different locations along the loop are fitted with the model introduced by Krishna Prasad & Van Doorsselaere (2021), to measure the wave parameters more accurately. We obtain the period, decay time, and perturbation width to be $P = 1394.5 \pm 42.2$ s, $\tau = 740.0 \pm 146.8$ s, and $\sigma = 58 \pm 17$ Mm, respectively.

While the spike-shaped DEM profile of the heated plasma implies that the loop may have a transverse structure in density and temperature, the damping due to the transverse structure is expected to be unimportant. Using the measured DEM peak of $T_h \sim 7$ MK and FWHM width of $W = 1.6$ MK, and assuming the temperature contrast between the interior and exterior of the loop as $T_i/T_e = (T_h + W/2)/(T_h - W/2)$, we obtain $T_i/T_e = 1.3$ and $C_i/C_e = 1.1$. The standard cylinder model predicts that slow-mode waves in the corona are only weakly dispersive (propagating with the tube speed $C_i$ meeting $C_e < C_s < C_i$) and are trapped for all wavenumbers of the longitudinal waves (e.g., Roberts et al. 1984). This implies that in the ideal MHD case, a slow-mode pulse will nearly maintain its shape during the propagation. Theoretical and numerical studies have shown that lateral leakage of slow waves into the ambient corona (e.g., by oblique propagation and model coupling) is generally insignificant in the low-$\beta$ corona (e.g., Afanasyev & Nakar-Iakov 2015). Therefore, this mechanism alone cannot explain the rapid damping rate with $\tau/P \sim 1$ typically observed in hot flaring loops (e.g., Ogrodowczyk et al. 2009).

As suggested by previous numerical simulations of slow waves, the damping due to wave leakage at footpoints (e.g., Selwa et al. 2005; Taroyan et al. 2005) or in the corona (e.g., Ogrodowczyk & Murawski 2007) is generally inefficient compared to the major damping mechanism such as thermal conduction. Especially for long wavelength components such as the fundamental mode, it takes most of the total wave energy based on the Fourier power spectral analysis and so dominates in wave amplitudes (Wang et al. 2018). Using 1D MHD simulations, Selwa et al. (2005) were the first to study the effect of energy leakage at footpoints on wave damping, which was found to be small with $\tau/P \gtrsim 5$ for both the fundamental and second harmonics. Later on, including a realistic stratification of the solar atmosphere (chromosphere, transition region, and corona) in the 1D MHD model, a number of studies have been carried out to contribute to the understanding of the excitation and damping mechanisms for standing waves (Taroyan et al. 2005, 2007; Taroyan & Bradshaw 2008; Bradshaw & Erdélyi 2008) and sloshing oscillations (Reale et al. 2018, 2019). It was shown that thermal conduction is the dominant damping mechanism in typical hot flaring loops. The damping caused by wave leakage into the chromosphere is too weak to account for the observed rapid damping (Taroyan et al. 2005). A similar conclusion was obtained by a 2.5D MHD model with a realistic magnetic geometry and stratification
In addition, the effect of radiative cooling on the damping is negligible for hot and under-dense coronal loops (e.g., Pandey & Dwivedi 2006; Prasad et al. 2021; Wang et al. 2021). Therefore, we analyze the damping mechanisms by solving the dispersion relation only including the wave dissipation by thermal conduction and compressive viscosity. With the measured physical parameters of the loop, we find that in a large and hot coronal loop thermal conduction is the dominant damping mechanism but additional damping by compressive viscosity with an enhancement 3 times as large as the classical value is required to account for the quick decay as observed. Because the observed waves show large amplitudes of more than 50% of the mean density, we verified our result above using a 1D nonlinear MHD model constrained by the observations. We find that the enhanced compressive viscosity greatly reduces the nonlinear effect for waves of large amplitude, thus our conclusion obtained from linear theory remains valid. In addition, our 1D model with the modified transport coefficients successfully reproduces the observed sloshing oscillation by injecting a strong and short flow pulse from one footpoint of the loop.

However, the effects of wave leakage cannot be neglected in some conditions. Based on 3D MHD simulations without considering the effect of thermal conduction, Ofman & Wang (2022) found that wave leakage due to mode coupling with kink mode may affect the damping of slow waves more efficiently than compressive viscosity (with the classical value) in a hot coronal loop of 2–6 MK with realistic magnetic geometry. However, their assumption of neglecting thermal conduction is not suitable here because thermal conduction is found to be a main damping mechanism based on the linear theory and MHD simulations in our study. In addition, our observations do not show any signatures for the presence of kink oscillations coupled with the sloshing oscillations, and thus it does not support a strong coronal leakage in this case.

Selwa et al. (2007) and Ogrodowczyk et al. (2009) quantitatively studied the role of lateral wave leakage through a nonuniform boundary layer due to wave refraction in curved loops using a 2D arcade model. The ideal MHD simulations by Ogrodowczyk et al. (2009) showed \( \tau = 1.85 \) due to wave leakage in a curved slab. If assuming that such a damping rate by wave leakage is linearly overlaid on that by thermal conduction and viscosity, we can estimate their combined effect from \( 1/(\tau P)_{\text{comb}} = 1/(\tau P)_{\text{cond+visc}} + 1/(\tau P)_{\text{leak}} \) and obtain \( (\tau P)_{\text{comb}} = 0.59 \), very close to the observation. Thus, wave leakage to the remote footpoint and to the corona may provide a possible mechanism required for the additional damping in our study, which may eventually make it unnecessary to invoke an anomalous enhancement in compressive viscosity. In addition, since the high harmonics are more liable to be leaked outside through the nonuniform transverse structure of the loop, this may explain the suppression of shock development despite the observations of waves with large amplitudes (Afanasyev & Nakariakov 2015). To confirm this scenario, advanced 3D MHD simulations including a more realistic AR model and flare-heating function are required in the future.

The estimated total energy carried by the slow wave is \( \sim 8.7 \times 10^{25} \) erg, which comprises \( \sim 13\% \) of the peak thermal energy of the microflare that triggered the sloshing oscillation. The finding supports that the sloshing oscillation can be excited by a microflare. This was also found in previous studies (e.g., Mandal et al. 2016).

### 6.2. The Nanoflare at the Remote Footpoint

Thermal energy of remote EUV brightnesses can be transported from a flare by various means like energetic particles, shock waves, thermal conduction, or plasma flows (Machado et al. 1988; Zhang & Ji 2013; Hernandez-Perez et al. 2017). In this work we find that slow magnetoacoustic waves excited by flares can also transport energy to a remote site and produce EUV brightenings.

While the slow wave is only observed in the AIA 94 Å channel, the brightening caused by the slow wave at the remote footpoint is visible in all of the EUV channels. The reconstructed DEM profiles show an enhancement that occurs nearly simultaneously at different temperatures from 0.5 to 8 MK. This feature is clearly distinct from heating due to adiabatic compression in the wave front, where the EM decreases in the lower temperature channel (e.g., seen as a dimming in the 171 Å channel), while the EM increases in the higher temperature channels (e.g., seen as brightenings in the 193 and 211 Å channels for large-scale EUV waves; Liu et al. 2012; Vanninathan et al. 2015).

The energy estimate from our DEM analysis indicates that heating in the RB regions is significant. The peak thermal energy of the RB is estimated to be \( \sim 10^{25} \) erg, about 12% of the initial wave energy. Indeed, the total kinetic energy of the waves \( E_k = \int_0^L \rho(x)V(x)^2dx \) at the time \( t = 3.3 \) minutes when the flow injection is stopped, and the times \( t = 7.5 \) and 18.4 minutes for the first two peaks in Figure 4(e) before and after the reflection can be calculated using our simulation results from the model with \( \eta_0 \) (see Figure 4(d)). We find that 29% of the initial wave energy is lost due to the dissipation by thermal conduction and compressive viscosity. This prediction is consistent with our estimate of the energy loss (24% of initial wave energy) from the observations using the variations of \( n \) and \( T \), thus providing a strong support to our scenario as discussed below. We suggest that the loss of wave energy due to thermal conduction that transfers heat from the hotter footpoint region into the chromosphere or the transition region during the reflection accounts for the RB, because the most of wave energy is expected to be in the form of internal energy during the reflection (as the footpoints are natural velocity nodes). This process may be regarded as “leakage of wave energy” out of a coronal loop system through its low boundary, since the strong heat flux flowing from the wave-induced hotter footpoint region down to the chromosphere due to thermal conduction will shift the transition region downward (see numerical simulations by Fang et al. 2015). It needs to be pointed out that the RB may also be produced by energetic particles or thermal front originating from the flare region (e.g., Sun et al. 2013); however, such processes would predict the occurrence of the RB much earlier than the arrival of slow waves, in disagreement with the observation in this event. The thermal energy of the RB is significantly lower than the energy released in a microflare (\( 10^{26–}10^{28} \) erg, e.g., Stoiser et al. 2007; Hannah et al. 2011; Cooper et al. 2020) but comparable to the energy budget for a nanoflare proposed by Parker (1988) and that in other following works (e.g., Testa et al. 2014; Bahauddin et al. 2021). Our result provides the first evidence of a nanoflare that is directly produced by a slow magnetoacoustic wave.
Wave heating and nanoflare reconnection heating are so far the two most promising mechanisms (Moriyasu et al. 2004; Antolin et al. 2008, and the references therein) for solving the coronal heating problem. It has been pointed out that the dissipation of Alfvén waves can produce nanoflares (e.g., Moriyasu et al. 2004; Antolin et al. 2008). Our work adds a link between slow waves and nanoflares by revealing that slow waves cannot only heat the plasma in coronal loops but also heat the plasma in the lower atmosphere at footpoints to temperatures in a wide range from 0.5 MK to 8 MK, producing a nanoflare. However, whether this kind of heating events generally exist and how they play a role in the coronal heating need further investigation.
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