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Abstract

In this paper, we consider cooperative multi-agent reinforcement learning (MARL) with sparse reward. To tackle this problem, we propose a novel method named MASER: MARL with subgoals generated from experience replay buffer. Under the widely-used assumption of centralized training with decentralized execution and consistent Q-value decomposition for MARL, MASER automatically generates proper subgoals for multiple agents from the experience replay buffer by considering both individual Q-value and total Q-value. Then, MASER designs individual intrinsic reward for each agent based on actionable representation relevant to Q-learning so that the agents reach their subgoals while maximizing the joint action value. Numerical results show that MASER significantly outperforms StarCraft II micromanagement benchmark compared to other state-of-the-art MARL algorithms.

1. Introduction

Deep multi-agent reinforcement learning (MARL) is an active research field to handle many real-world problems such as games, traffic control, and connected self-driving cars, which can be modeled as multi-agent systems (Li et al., 2019; Andriotis & Papakonstantinou, 2019). Since the introduction of the simplest approach of independent Q-learning (IQL) (Tan, 1993), many advanced MARL algorithms have been developed recently, e.g., VDN (Sunehag et al., 2017), QMIX (Rashid et al., 2018b), QTRAN (Son et al., 2019), COMA (Foerster et al., 2018b), MADDPG (Lowe et al., 2017), Social Influence (Jaques et al., 2018), Intention Sharing (Kim et al., 2020b). Although these recent algorithms effectively handle the increased dimensions of joint state and action spaces associated with multiple agents and alleviate the burden of inter-agent communication (OroojlooyJadid & Hajinezhad, 2019; Rashid et al., 2018a), they were primarily developed under the assumption of dense reward. However, many multi-agent problems are modeled as sparse-reward environments in which a non-zero reward is not given to agents’ actions in every time step but given only when certain conditions are met. For example, in multi-agent robot soccer an actual non-zero reward occurs only when scoring a goal, and individual actions such as passes, dribbles or tackles do not receive non-zero rewards. Thus, non-zero rewards come very seldom in such sparse-reward environments. Reinforcement learning in sparse-reward environments is difficult in general and is more challenging in multi-agent environments since a global reward is shared among multiple agents and the combination of multiple agents’ actions jointly affects the state evolution in multi-agent systems.

A common approach to tackle sparse-reward MARL is learning with efficient exploration (Liu et al., 2021; Christianos et al., 2020; Ryu et al., 2020; Mahajan et al., 2019; Kim et al., 2020a), which has been shown effective in some tasks. However, with exploration only, it is difficult to learn which action induces rare non-zero rewards. As an alternative to direct learning of assigning credit to trajectory, which is an essential difficulty in sparse environments, subgoal-based methods are recently emerging as an effective approach to sparse-reward MARL (Tang et al., 2018; Wang et al., 2020a;b), inspired by the methods using subgoals in single-agent systems (Kulkarni et al., 2016; Andrychowicz et al., 2017; Zhang et al., 2020; Chane-Sane et al., 2021). In subgoal-based methods, typically subgoals for maximizing the total episodic reward are determined or designed and learning is performed to reach the subgoals to attain the final goal. The key elements here are how to determine or design subgoals and how to learn to reach the subgoals. One way to determine subgoals is to select from a set of pre-defined subgoals designed based on domain knowledge for a given task (Tang et al., 2018; Kulkarni et al., 2016). However, such an approach is task-specific and not general enough to be applicable to a variety of different tasks. Thus, automatic subgoal generation is desirable for subgoal-based approaches to be applicable to various tasks without being dependent on task-
specific domain knowledge. Automatic subgoal generation has been considered in single-agent systems (Andrychowicz et al., 2017; Zhang et al., 2020; Chane-Sane et al., 2021). In multi-agent systems, however, automatic subgoal generation has not been investigated much yet. In addition to subgoal generation, subgoal-based methods require a way to reach the subgoals, and reaching subgoals is typically attained by employing intrinsic rewards. In single-agent systems, reaching the subgoals through intrinsic rewards is relatively easy because a single intrinsic reward is designed in single-agent systems (Andrychowicz et al., 2017). In multi-agent systems, on the other hand, designing intrinsic rewards is challenging because we need to design multiple intrinsic rewards for multiple agents considering different contributions of different agents to achieve the final goal.

In order to deal with these difficulties in subgoal-based MARL, we propose a novel method named MASER: Multi-Agent reinforcement learning with Subgoals generated from Experience Replay buffer. Under the widely-used assumption of centralized training with decentralized execution (CTDE) (OroojlooyJadid & Hajinezhad, 2019; Rashid et al., 2018a) and consistent Q-value decomposition for MARL (Rashid et al., 2018b), MASER automatically generates proper subgoals for multiple agents from the experience replay buffer by compromising the individual Q-values and the total Q-value. MASER designs local and global intrinsic rewards based on actionable representation (Ghosh et al., 2018) relevant to Q-learning so that the agents can reach their subgoals while maximizing the joint action value. Numerical results show that MASER significantly outperforms existing algorithms in MARL with sparse reward.

2. Related Works

MARL with Value Decomposition: Value decomposition is one of the key techniques for MARL with finite action space, enabling CTDE, e.g., VDN (Sunehag et al., 2017), QMIX (Rashid et al., 2018b), QTRAN (Son et al., 2019). In QMIX, the joint action-value function $Q^{\text{tot}}$ is decomposed into local Q-value functions associated with individual agents and then the overall Q-value is obtained through a mixing network, where some constraint is applied to guarantee consistency between the local Q-values and the overall Q-value. In this paper, we use a mixing network similar to that introduced in QMIX.

Subgoal Assignment: There exist previous works on subgoal-based MARL with sparse reward. HDMARL (Tang et al., 2018) proposed a hierarchical deep MARL scheme to solve sparse-reward tasks with temporal abstraction. HDMARL selects one from a set of predefined subgoals designed based on domain knowledge and hence such subgoal design is not easily applicable to different tasks. HSD (Yang et al., 2019) trains cooperative decentralized policies at a high level to select skills, and the agents take actions conditioned by chosen skills from high-level.

In the single-agent case, Zhang et al. (2020a) generated subgoal by restricting the goal space based on adjacency constraint and Chane-Sane et al. (2021) defined a subgoal set composed of the midpoints between the current state and the goal state and selected a subgoal from the subgoal set. Andrychowicz et al. (2017) proposed using replay buffer to determine subgoals. However, this method simply chooses a state randomly in a failed trajectory or the final state of a failed trajectory as the subgoal. On the other hand, MASER selects multiple effective subgoals for multiple agents from experience episodes by considering their local and global Q-values so that the selected subgoals provide more credit to the final goal achievement.

ROMA (Wang et al., 2020a) and RODE (Wang et al., 2020b) give roles to agents to decompose the overall task, where role is a bit different concept from subgoal. In particular, in ROMA, the role is learned by the agents and the agents with similar roles perform similar sub-tasks to increase the overall task efficiency. In contrast to the roles in ROMA, the subgoals in our approach are determined from the entire trajectory and guide the multiple agents to their own goals. In addition, MASER takes advantage of using centralized training for determining subgoals, but ROMA determines the roles based on local observations of the agents.

MARL with Individual Intrinsic Rewards: Individual intrinsic reward generation for multiple agents in MARL has been considered. By assigning individual reward for each agent, agents are stimulated differently. LIIR (Du et al., 2019) directly learns individual intrinsic reward for each agent to update a proxy critic to obtain each agent’s policy, while intrinsic reward learning is updated to maximize intrinsic reward sum. Similarly to LIIR, GIIR (Wu et al., 2021) also learns individual intrinsic reward for each agent for multi-agent Q-learning. Unlike this direct intrinsic reward learning, our method generates individual intrinsic reward based on generated subgoals to attain the final goal.

Representation Learning in RL: Representation learning in RL deals with the transformation of state or observation (i.e., partial state) into a form that captures information relevant to control (Huang et al., 2019; Wu et al., 2018). Actionable representation for control (ARC) provides an effective way to capture the elements in the observation that are necessary for decision making (Ghosh et al., 2018). For this, Ghosh et al. (2018) defined the actionable distance between two goal states $s_1$ and $s_2$ via an intermediate state $s$ as the symmetrized KL divergence between two policies conditioned on two states: $\pi(a|s, s_1)$ and $\pi(a|s, s_2)$. This basically quantifies the difference in actions to reach two states $s_1$ and $s_2$ from $s$. When the required actions are totally different, the actionable distance is large. When the required
actions are similar, on the other hand, the actionable distance is small. Then, ARC is learned based on the actionable distance. We also use actionable representation to obtain the intrinsic reward from partial states chosen as subgoals. In our case, to be compatible with multi-agent Q-learning, we define our actionable distance using the local Q-function. This new actionable distance has a very simple form and is well suited to Q-learning.

3. Background

Decentralized Partially Observable Markov Decision Process: A cooperative multi-agent task with $N$ agents can be described as a decentralized partially observable Markov decision process (Dec-POMDP) (Oliehoek, 2012). A Dec-POMDP consists of a tuple $G = (S, U, P, Z, O, r, \gamma, N)$, where $S$ is the state space, $U$ is the action space, $P$ is the transition probability, $Z$ is the observation space, $O$ is the observation function, $r$ is the reward function, $\gamma$ is the discount factor and $N$ is the number of agents. The action space is assumed to be finite in this paper. At each time step, each agent $i \in I := \{1, \ldots, N\}$ chooses an action $u^i \in U$ and the joint action $u := (u^1, \ldots, u^N) \in U^N := U$ is formed based on the actions of all agents. Then, the joint action causes a transition in the environment state according to the state transition probability $P(s'|s, u) : S \times U \times S \rightarrow [0, 1]$, where $s$ is the global state of the environment and $s'$ is the next global state. Due to partial observability, Agent $i$ makes an individual observation $o^i \in Z$ following the observation function $O(s, i) : S \times I \rightarrow Z$ at each time step. The action $u^i$ of Agent $i$ is selected according to its policy $\pi^i(u^i|\tau^i)$, where $\tau^i$ is the observation-action history of Agent $i$ up to the current time step. The policies of all agents form a joint policy $\pi = (\pi^1, \ldots, \pi^N)$, and the goal is to maximize the expected global return $E[G_0]$ by optimizing $\pi$, where $G_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k}$ is the discounted return and $r_t$ is the global reward at time step $t$ according to the reward function $r$, shared by all agents. The joint action-value function of $\pi$ is defined as $Q^\pi(s_t, u_t) = E_{\pi, s_{t+1:T_c}, u_{t+1:T_c}} [G_t | s_t, u_t]$.

4. Method

In this section, we present MASER solving MARL with sparse reward effectively based on subgoals. We assume the Centralized Training and Decentralized Execution (CTDE) paradigm, which is widely assumed in MARL (Oroojlooy-Jadid & Hajinezhad, 2019; Rashid et al., 2018a). We also assume a finite action space $U$ and episodic off-policy learning in which each episode is composed of $T_c$ time steps. The overall architecture of MASER is shown in Fig. 1. MASER is based on Q-learning and Q-decomposition similar to QMIX (Rashid et al., 2018b). That is, the overall Q-function network for global return is composed of $N$ local utility networks computing $N$ local Q-values $Q^1, \cdots, Q^N$ (one for each agent) and a mixing network computing the global Q-value denoted as $Q^{tot}$. At time step $t$, Agent $i$'s local utility network receives the pair of its local observation $o^i_t$ and action $u^i_{t-1}$ to learn the local Q-value $Q^i$. Here, the local utility network incorporates a RNN-type structure to deal with partial observability in $o^i_t$. Then, the $N$ local Q-values $Q^1, \cdots, Q^N$ are fed into the mixing network to generate the total Q-value $Q^{tot}$ by enforcing the consistency constraint $\frac{\partial Q^{tot}}{\partial Q^i} \geq 0, \forall i$. In the execution phase after centralized training, the mixing network is removed and Agent $i$ acts based on the local policy derived from the local action-value function $Q^i$ in a decentralized manner. We implement the mixing network and the local utility networks by using deep neural networks, and $\theta$ and $\theta_i$ ($i = 1, \cdots, N$) denote the network parameters of the mixing network and the $i$-th utility network, respectively.

On the basis of the aforementioned Q-decomposition, MASER performs blockwise operation, where the block length is equal to the episode length $T_c$, and adopts the following three key ingredients to efficiently learn in environments with sparse reward:

i) Generating and assigning subgoals: MASER finds subgoals for agents from the experience replay buffer. This eliminates the necessity of predesigning good subgoals based on domain knowledge.

ii) Giving individual rewards: MASER designs individual rewards for local agents to reach their subgoals while maximizing the joint return.

iii) Actionable distance relevant to Q-learning: To determine the intrinsic reward based on the Euclidean distance
Figure 2. Diagram of subgoal determination from replay buffer. (Left) MASER chooses \( M \) episodes randomly from the replay buffer and each episode of length \( T_e \) has sequential sample information of action and observation of all agents and extrinsic reward from \( t = 1 \) to \( t = T_e \). (Right) The right side shows how to select a subgoal for each agent based on the current Q-function estimate.

in the transformed domain, MASER uses representational transform based on an actionable distance relevant to Q-learning derived from Amari 0-divergence (Amari, 2016).

### 4.1. Generating Subgoals

As aforementioned, MASER performs blockwise operation, where the block length is equal to the episode length \( T_e \).

Suppose that the current block index is \( b \), and the current mixing network and local utility network parameters are respectively given by \( \theta[b] \) and \( \theta_i[b] \) (\( i = 1, \cdots, N \)) with the corresponding Q-functions \( Q^\text{tot}_{\theta[b]} \) and \( Q^i_{\theta_i[b]} \) (\( i = 1, \cdots, N \)) in the beginning of block \( b \). Suppose also that the replay buffer stores the episodes up to now, as seen in Fig. 2.

In order to generate subgoals for block \( b \), MASER randomly selects \( M \) episodes from the replay buffer. Each selected episode consists of \( \{(o^1_t, u^1_t, \cdots, o^N_{T_e}, u^N_{T_e})\}_{t=1}^N \), where \( r^\text{ex}_t \) is the extrinsic global reward at time step \( t \). Basically, our choice of the subgoal for each agent is the observation (i.e., partial state) that yields maximum value (i.e., future sum reward) from the selected episode. In order to compute the value of each observation in each of the selected episodes, we exploit the current learned local and global Q-functions \( Q^i_{\theta_i[b]} \) and \( Q^\text{tot}_{\theta[b]} \).

For explanation, let us consider the \( m \)-th selected episode. The subgoal for Agent \( i \) for block \( b \) from the \( m \)-th selected episode is determined as

\[
t^i_m = \arg \max_{1 \leq t \leq T_e} \left[ \alpha Q^i_{\theta_i[b]}(o^i_t, u^i_t) \arg \max_{u^i} \left( \alpha Q^i_{\theta_i[b]}(o^i_t, u^i_t) + \frac{1 - \alpha}{N} Q^\text{tot}_{\theta[b]}(o_t, u_t) \right) \right]
\]

\[
o^i_{t^i_m} = o^i_{t^i_m},
\]

where \( \alpha \in [0, 1] \), \( Q^\text{tot}_{\theta[b]}(o_t, u_t) = \frac{1}{N} \sum_{i=1}^N Q^i_{\theta_i[b]}(o_t, u_t) \), \( o_t = (o^1_t, \cdots, o^N_t) \), \( u_t = (u^1_t, \cdots, u^N_t) \), and \( o_t \) and \( u_t \) are from the \( m \)-th selected episode (for notational simplicity, we omit the episode index \( m \)). Note that the subgoal for Agent \( i \) for block \( b \) is not the observation that greedily maximizes the local Q-value \( Q^i \) based on the current Q-function estimate but is the observation that maximizes the sum of the local Q-value \( Q^i \) and the global Q-value \( Q^\text{tot} \) based on the current Q-function estimate. The weighting between the two is determined by \( \alpha \). When \( \alpha = 0 \), we have \( t^i_1 = \cdots = t^i_N \) and only the total Q-value is considered with neglection of individual Q-value variation. When \( \alpha = 1 \), on the other hand, the subgoal for each agent is the greedy local partial state of each agent, and \( t^i_i \neq t^j_j \) for \( i \neq j \) in general in this case. When \( 0 < \alpha < 1 \), both local and global values are considered to determine each agent’s subgoal. An ablation study on this aspect is provided in Section 5. Fig. 2 illustrates the subgoal generation process, where \( Q^i_{\theta_i[b]}(o^i_t, u^i_t) \)
With the determined individual subgoals for all agents for-ward, each agent tries to reach its subgoal while maximizing which will be described in Section 4.3 in detail. By defining \( \phi \)

This proxy reward \( R_t \) is used to update the mixing network parameter \( \theta \). In the proxy reward \( R_t \) for updating the mixing network parameter \( \theta \), the intrinsic rewards are added so as to make the mixing parameter update nontrivial at each time step since the extrinsic reward is sparse. Then, the individual reward \( r^i_t \) for Agent \( i \) used for updating Agent \( i \)'s utility network parameter \( \theta_i \) is defined as

\[
 r^i_t = \frac{\exp(\max_u Q^i_{\theta_i(b)}(o^i_t, u^i))}{\sum_{j=1}^{N} \exp(\max_u Q^j_{\theta_j(b)}(o^j_t, u^j))} \cdot R_t + \lambda r^{i-int}_t,
\]

where \( \text{softmax}(\max_u Q^i_{\theta_i(b)}(o^i_t, u^i)) \) estimates the contribution of Agent \( i \) to the overall reward based on the current Q-function estimate. Note that the first term in the right-hand side (RHS) of eq. (4) represents the estimated contribution of Agent \( i \) to the overall extrinsic reward \( r^{ex}_t \) if there was no intrinsic reward term in \( R_t \) in eq. (3). The intrinsic term \( r^{i-int}_t \) is explicitly added again in \( r^i_t \) to incorporate achieving the individual subgoal. In this way, both mixing and local utility network parameters are learned to achieve the subgoals as well as maximize the overall extrinsic reward. The overall reward design is described in Fig. 3. This reward design process is done for each of the \( M \) selected episodes for current block \( b \).

4.3. Q-function-based Representation Learning

As seen in eq. (2), we define the individual intrinsic reward \( r^{i-int}_t \) for Agent \( i \) at time step \( t \) as the negative Euclidean distance between the current partial state \( o^i_g \) at time step \( t \) and the subgoal partial state \( o^i_g \) after actionable representation transform \( \phi^i \). An actionable representation can be learned through an actionable distance, which is defined as the difference in actions to reach two different goal states (Ghosh et al., 2018). For our Q-learning and Q-decomposition based MARL, we exploit the Q-functions to design an actionable distance between two subgoal states. That is, we consider a soft local policy \( \pi^i(\cdot | o^i_g) \) by raising the vector \( Q^i_{\theta_i(b)}(o^i_g, \cdot ) \) to exponent \( e^{\beta(\cdot)} \) and normalizing it, and use the Amari 0-divergence between two distributions \( p_1 \) and \( p_2 \), given by (Amari, 2016)

\[
 D^{(0)}(p_1, p_2) = 4 \left( 1 - \sum_u \sqrt{p_1(u) \cdot p_2(u)} \right),
\]

which is basically the square of Hellinger distance between the two distributions. The Amari 0-divergence is attractive since it induces a symmetric self-dual Euclidean geometry on the space of distributions (a divergence induces a Riemannian metric, dual connections, and corresponding geometry (Amari, 2016)). Furthermore, the nontrivial second term of the RHS of eq. (5) has the nice form of inner product. But, this approach requires the determination of an additional temperature parameter \( \beta \). So, instead of raising \( Q^i_{\theta_i(b)}(o^i_g, \cdot ) \) to exponent, normalizing it and taking square root, we directly normalize \( Q^i_{\theta_i(b)}(o^i_g, \cdot ) \) and put this into inner product. Thus, we define our actionable distance between two subgoal states \( o^i_g \) and \( o^j_g \) for Q-learning simply as

\[
 D_Q(o^i_g, o^j_g) = 1 - \frac{Q^i_{\theta_i(b)}(o^i_g, \cdot ) \cdot Q^j_{\theta_j(b)}(o^j_g, \cdot )}{||Q^i_{\theta_i(b)}(o^i_g, \cdot )|| \times ||Q^j_{\theta_j(b)}(o^j_g, \cdot )||},
\]

where \( Q^i_{\theta_i(b)}(o^i_g, \cdot ) \) denotes the vector with the elements of the Q-values for all possible actions for \( o^i_g \) with dimension

![Figure 3. Overall reward design diagram](image-url)
\[ [U], \text{and } < \cdot, \cdot > \text{ represents the inner product between two vectors. For distance } D_Q, \text{ we only need to compute the cosine similarity between two vectors. Then, we define the loss for learning the representation } \phi^i \text{ based on the actionable distance } D_Q \text{ as:} \]

\[ L_D(\phi^i) = \mathbb{E}_{a^i} \left[ ||\phi^i(a^i_t) - \phi^i(a^i_{t+1})||^2 - D_Q(a^i_t, a^i_{t+1}) \right]^2, \tag{7} \]

where \(| | \cdot | |_2 \text{ denotes } L_2 \text{-norm. By minimizing the loss } L_D(\phi^i), \text{ the representational transform } \phi^i \text{ is learned so that the post-transform Euclidean distance between two partial states becomes similar to one minus cosine-similarity between the two partial states’ } Q \text{-value vectors.} \]

### 4.4. Overall Learning

With the designed proxy reward \( R_t \) and individual rewards \( r^i_t \) for block \( b \), local \( Q \) and total \( Q \)-learning is performed sequentially from time step \( t = 1 \) to \( T_e \) for block \( b \) based on the selected episodes for block \( b \). The loss function for the \( i \)-th local utility network \( \theta_i \) is given by

\[ L_i(\theta_i) = \left[ r^i_t + \gamma \max_{u^i} Q^i_{\theta_i}(a^i_{t+1}, u^i) - Q^i_{\bar{\theta}_i}(a^i_t, u^i) \right]^2, \]

where \( \bar{\theta}_i \) is the parameter of the \( i \)-th local target network (Mnih et al., 2015), and \((a^i_t, u^i_t)\) is the \( t \)-th sample of Agent \( i \) in the \( m \)-th episode selected from the replay buffer at block \( b \) (again the episode index \( m \) is omitted for notational simplicity). The loss function for the mixing network parameter \( \theta \) is given by

\[ L_{TD}(\theta) = \left[ R_t + \gamma \max_{u} Q^\text{tot}_{\bar{\theta}}(s_{t+1}, u') - Q^\text{tot}_{\theta}(s_t, u_t) \right]^2, \]

where \( \bar{\theta} \) is the parameter of the target network for the mixing network.

**Episodic Correction:** Consider the \( i \)-th agent’s sample history in the \( m \)-th selected episode: \((o^i_1, u^i_1, o^i_2, u^i_2, \cdots, o^i_T, u^i_T)\). Based on the current Q-function estimates \( Q^i_{\theta_i(b)} \) and \( Q^\text{tot}_{\theta(b)} \), as a subgoal, we picked the partial state within the sequence \((o^i_{t_1}, u^i_{t_1}, o^i_{t_2}, u^i_{t_2}, \cdots, o^i_{t_j}, u^i_{t_j})\) that maximizes the weighted sum of local Q-value and total Q-value, where the maximizing time step is \( t^*_j \), as seen in eq. (1), and the proxy reward \( R_t \) and individual rewards \( r^i_t \) for block \( b \) were designed based on this. Thus, based on the current Q-function estimates \( Q^i_{\theta_i[b]} \) and \( Q^\text{tot}_{\theta[b]} \), the subsequence \((o^i_{t_1}, u^i_{t_1}, o^i_{t_2}, u^i_{t_2}, \cdots, o^i_{t_j}, u^i_{t_j})\) is a proper sequence which increases the Q-value towards the maximum at \( t^*_j \). On the other hand, the subsequence \((o^i_{t_1}, u^i_{t_1}, o^i_{t_{j+1}}, u^i_{t_{j+1}}, \cdots, o^i_{t_T}, u^i_{T})\) is an improper sequence according to the current Q-function estimates \( Q^i_{\theta_i(b)} \) and \( Q^\text{tot}_{\theta(b)} \) because this subsequence deteriorates the Q-value away from the maximum. So, it is highly likely that for \( o^i_{t_j} \) in this latter subsequence, the (known) action \( u^i_t \) is a bad action making transition to a partial state \( o^i_{t_{j+1}} \) even away from the maximum. Therefore, we want to try diverse actions other than the current action at \( o^i_{t_j} \) in this latter subsequence. For this exploration purpose, we apply maximum entropy principle to the timesteps after \( t^*_j \). That is, we additionally incorporate the loss function \( L_{E,i}(\theta_i) \) for the local utility network parameter \( \theta_i \), given by

\[ L_{E,i}(\theta_i) = D_{KL} \left( \hat{\pi}_i^\text{tot}(\cdot|o^i_t)\|\pi_U(\cdot|o^i_t) \right), t = t^*_i, \cdots, T_e, \tag{8} \]

where \( D_{KL}(\cdot;\cdot) \) is the KL divergence (KLD), \( \pi_U \) is the uniform distribution over the action space \( U \), and \( \hat{\pi}_i^\text{tot}(\cdot|o^i_t) \) is a softened \( Q \)-distribution defined as

\[ \hat{\pi}_i^\text{tot}(\cdot|o^i_t) = \frac{\exp(Q^{\text{tot}}_{\bar{\theta}}(o^i_t, u^i))}{\sum_{u^i} \exp(Q^{\text{tot}}_{\bar{\theta}}(o^i_t, u^i))}, \forall u^i \in U. \tag{9} \]

Note that minimizing KLD between \( \hat{\pi}_i^\text{tot}(\cdot|o^i_t) \) and the uniform distribution is equivalent to maximizing the entropy of \( \hat{\pi}_i^\text{tot}(\cdot|o^i_t) \). Note that this extra-loss is due to our way of choosing subgoal based on eq. (1). Here, in eq. (9) we do not consider a temperature parameter in exponentiation for simplicity. Instead, a weighting factor for this exploration loss is included in the total loss, as seen below.

The overall learning loss for each of the \( m \)-th selected episode is given by the sum of total TD loss, individual TD losses, episodic correction losses, and representation losses:

\[ L(\theta, \theta_i, \phi^i) = L_{TD}(\theta) + \sum_{i=1}^{N} \left[ \lambda_I L_i(\theta_i) + \lambda_E \sum_{i} L_{E,i}(\theta_i) + \lambda_D L_{D}(\phi^i) \right], \tag{10} \]

where \( \lambda_I, \lambda_E \) and \( \lambda_D \) are the weights for the losses. Finally, the overall learning losses of all \( M \) episodes are added and gradient descent to update the parameters is performed based on the summed learning loss. Once the parameter update is done for block \( b \), a new episode is sampled from an \( \epsilon \)-greedy policy induced from the updated Q-network parameters and is stored into the replay buffer. Then, the learning process for block \( b+1 \) starts.

### 5. Experiments

To evaluate MASER, we considered the widely-used StarCraft II micromanagement benchmark (SMAC) environment. We conducted experiments on four maps: 3 marines_vs_3 marines, 8 marines_vs_8 marines, 2 marines_vs_1 zealot, and 2 stalkers+3 zealots_vs_2 stalkers+3 zealots (denoted as 3m, 8m, 2m_vs_1z, 2s3z) in SMAC with dense and sparse reward and compared the performance of state-of-the-art MARL algorithms: QMIX (Rashid et al., 2018b), ROMA (Wang et al., 2020a), LIIR (Du et al., 2019), MAVEN (Mahajan et al., 2019), and COMA (Foerster et al., 2018a).
Figure 4. Performance of the considered algorithms on the conventional dense-reward setting

Figure 5. Performance of the considered algorithms on the sparse-reward setting

Table 1. Reward Setting

| Reward Setting              | Dense reward | Sparse reward |
|-----------------------------|--------------|---------------|
| All enemies die (Win)       | +200         | +200          |
| One enemy dies              | +10          | +10           |
| One ally dies               | -5           | -5            |
| Enemy’s health              | Enemy’s remaining health | -            |
| Ally’s health               | Ally’s remaining health | -            |
| Other elements              | +/- with other components | -            |

The reward setting for the dense and sparse reward cases are shown in Table 1. The dense reward setting is the conventional reward setting in which proper reward is given not only for major events but also for subsidiary side events. To make a sparse-reward StarCraft II setting, we sparsified the rewards of the dense setting as follows: In the sparse-reward setting, the task is made more difficulty by sparsifying the reward function. That is, a reward is given only when one or all enemies die or when one ally dies with no additional reward for state information such as enemy’s and ally’s health. For evaluation, in the case of dense reward, we carried out experiments with 4 different random seeds because the dense reward case has lower variance than the sparse reward case. On the other hand, we carried out experiments with 10 different random seeds in the sparse case. The result is summarized as the mean of ‘test battle won mean’ which shows the performance in the SMAC environment, and the shaded area in each figure represents one standard deviation. The hyperparameter setting is available in Appendix A.

Performance on StarCraft II Micromanagement: We first ran all the considered algorithms on the conventional dense-reward setting and the result is shown in Fig. 4. It is seen that most of the algorithms work well in 3m, 8m, 2m vs 1z, and some algorithms are worse than others in 2s3z. We then ran the algorithms on the difficult sparse-reward setting and the result is shown in Fig. 5. It is seen that MASER significantly outperforms other state-of-the-art algorithms: roll-based ROMA, intrinsic reward learning LIIR, exploration-based MAVEN in the difficult sparse-
Ally
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\[ Q_{\text{tot}} + \alpha Q_{\text{ind}} \]

**Figure 7.** Selected subgoals for agents: Just before fully learning the task (2s3z). The value that each color indicates in the bar graphs is described in the upper middle region.

reward multi-agent setting. In the relatively easy sparse 3m task, QMIX and MAVEN can also learn the task, as seen in Fig. 5a. In the more difficult sparse 8m and 2m,vs,1z tasks, however, other algorithms except MASER have difficulty in learning the tasks, as seen in Figs. 5b and 5c. We tested MASER on a heterogeneous environment 2s3z. It is seen that MASER significantly outperforms other algorithms.

**Subgoal Generation:** In order to see the effectiveness of our subgoal design, we compared MASER with the method of choosing random subgoals for agents from the replay buffer. We also compared with the case in which the subgoal is selected based only on individual Q-value \( Q^i \) or only on total Q-value \( Q^{\text{tot}} \) (MASER considers both individual and total Q-values by setting \( \alpha = 0.5 \) in eq. (1).)

The comparison result on several StarCraft II micromanagement tasks are shown in Fig. 6. It is seen that considering Q-values performs better than the random selection, and MASER considering both individual and total Q-values performs best. We recognize from Fig. 6 that considering individual Q-values is important. To see the reason, we investigated how subgoals for agents for the 2s3z task were selected by MASER. In 2s3z, domain knowledge tells us that it is advantageous that stalkers with weak health perform long-distance attacks and zealots with high health perform short-distance attacks. Fig. 7 shows the selected subgoals for all five agents just before fully learning the task (around 250M timesteps). The selected subgoals for stalkers are the partial states at \( t^*_s = 11 \) and the selected subgoals for zealots are the partial states at \( t^*_z = 4 \) from the chosen episode from the buffer (for \( t^*_i \), please see eq. (1)). The corresponding situations are shown in the left figures. In the figure at \( t = 4 \), we can see that zealots with high health are ahead of stalkers with weak health, protecting stalkers and preparing for short-distance attacks. In the figure at \( t = 11 \), we can see that stalkers are helping zealots from a long distance while multiple zealots are attacking a single enemy stalker. Both situations are advantageous in 2s3z from our domain knowledge. We can observe that by considering both individual and total Q-values, MASER leads to certain role assignments like in ROMA, while achieving the global goal together.

(a) 3m-cliff environment
(b) 3m-cliff

**Figure 8.** Impact of Q-function-based actionable representation

**Q-function-based Actionable Distance:** We tested our representation learning based on the proposed actionable distance using Q-function. For this, we created an environ-
Figure 9. Performance regarding individual loss and episodic correction.
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A. Details in Implementation

We built MASER on top of QMIX (Rashid et al., 2018b). Our code is based on Pytorch and we used NVIDIA-TITAN Xp. The values of hyper-parameters are shown in Table 2.

In MASER, the most recent 5000 episodes are stored in the replay buffer, and the mini-batch size is 32. MASER updates the target network every 200 episodes. We used RMSProp for the optimizer and the learning rate of the optimizer is 0.0005. The discounted factor of expected reward (i.e. return) is 0.99. And the value of epsilon for epsilon-greedy Q-learning starts at 1.0 and ends at 0.05 with 50000 anneal time. During the training, the maximum time step is 3005000 in all experiments. We carried out 10 random seeds for the sparse environments, 4 random seeds for the dense environment, and 6 random seeds for the ‘3m with cliff’ environment.

The agent network is a DRQN (Hausknecht & Stone, 2015) which consists of GRU (Chung et al., 2014) for the recurrent layer with a 64-dimensional hidden layer, and 64-dimensional fully-connected layer before and after the GRU layer. For the mixing network, the embedding dimension is 32. For the representation network, we used a neural network with 1 hidden layer with ReLU activation function and 1 output layer with a linear function. The dimension of an input layer, hidden layer, and output layer was the observation dimension, 128, and the action dimension, respectively.

The hyper-parameters for MASER are as follows. For ‘8m environment’, $\alpha$ is 0.5, $\lambda$ is 0.03, and $\lambda_I$, $\lambda_D$ and $\lambda_E$ are 0.0007, 0.0003 and 0.0003, respectively. All experiments except for ‘8m environment’, $\alpha$ is 0.5, $\lambda$ is 0.03, and $\lambda_I$, $\lambda_D$, $\lambda_E$ are all 0.001 respectively.

| Table 2. Hyper-parameters of MASER and five baselines for SMAC tasks. |
|---------------------------------------------------------------|
| **Replay buffer size** |
| MASER | QMIX | ROMA | LIIR | MAVEN | COMA |
| 5000 | 5000 | 5000 | 32 | 5000 | 8 |
| **Mini-batch size** |
| 32 | 32 | 32 | 32 | 32 | 8 |
| **Optimizer** |
| RMSProp | RMSProp | RMSProp | RMSProp | RMSProp | RMSProp |
| episode | episode | parallel | parallel | episode | parallel |
| 0.0005 | 0.0005 | 0.0005 | 0.0005 | 0.0005 | 0.0005 |
| **Agent Runner** |
| episode | parallel | parallel | parallel | parallel | parallel |
| 50000 | 50000 | 50000 | 50000 | 50000 | 100000 |
| **Learning rate** |
| 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| **Epsilon anneal step** |
| 200 | 200 | 200 | 200 | 200 | 200 |
| **Target update interval** |
| 32 | 32 | 32 | - | 32 | - |
| **Mixing network dimension** |
| - | - | - | - | - | - |