Renormalization for the Laplacian and global well-possness of the Landau–Lifshitz–Gilbert equation in dimensions $n \geq 3$
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**Abstract**

The global solution of the $n \geq 3$ Landau–Lifshitz–Gilbert equation on $S^2$ is studied under the cylindrical symmetric coordinates. An equivalent complex-valued equation in cylindrical symmetric coordinates is obtained by the Hasimoto transformation. A renormalization for the Laplacian is used to transform this equivalent system to a Ginzberg–Landau type system in which the Strichartz estimate can be applied. The global $H^2$ well-possedness of the Cauchy problem for the Landau–Lifshitz–Gilbert equation is established.
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1 Introduction

In this paper we consider the Cauchy problem for the Landau–Lifshitz–Gilbert (LLG) equation [14]:

$$\frac{\partial}{\partial t} S = \alpha S \times \Delta S - \beta S \times (S \times \Delta S),$$  \hspace{1cm} (1)

where $S = (S_1, S_2, S_3)$, $\alpha, \beta \in [0, 1]$, the $\alpha$-term denotes the exchange interaction, while the $\beta$-term is the Gilbert damping term. Furthermore, we set $\alpha^2 + \beta^2 = 1$ after a time-scaling.

Equation (1) is a mixture of two well-known partial differential equations: If $\beta = 0$, (1) degenerates into the Schrödinger map equation; (1) also includes the well-known harmonic map heat flow under the setting of $\alpha = 0$. There are a number of different definitions that are all equivalent to the Schrödinger map equation and the harmonic map heat flow under the smooth setting. The general formulation of the heat flow equation for harmonic maps into a Kähler manifold $(M, g(t))$ (domain manifold with an evolving metric $g(t)$ and $0 \leq t \leq T$) is similar to the general formulation of the Schrödinger map equation. Let $\Gamma_{\alpha}^{a,c}$ be the Christoffel symbol of the target manifold $(M, g(t_0))$. The harmonic map heat flow $u : (M, g(t)) \mapsto (M, g(t_0))$ is then described by

$$\frac{\partial}{\partial t} S = \Delta_{g(t_0)} g(t_0) S,$$
where

\[ \Delta g(t_0, g(t_0)) S = \Delta g(t_0) S + G^h(x, t) \Gamma_{k_c}^\alpha(S) \frac{\partial S^k}{\partial x^l} \frac{\partial S^l}{\partial x^l} \]

in the local coordinates \( x = (x_1, x_2, \ldots, x_n) \) of the domain manifold and in the same time the local coordinates \( y^\alpha \) of the target manifold.

Since the Kähler manifold \((M, g(t))\) has an action by a complex structure \( J(S) \) in the tangent bundle, the Schrödinger map equation can be written

\[ \frac{\partial}{\partial t} S = J(S) \Delta g(t_0, g(t_0)) S. \]

In radial coordinates, we just discuss the flow on \( S^2 \) which means \( S_1^2 + S_2^2 + S_3^2 = 1 \). In local coordinate around \( S(t, r) \), we can define a complex transformation \( z = (S_1 - iS_2)/(1 + S_3) \) in the complex plane with metric given by the expression

\[ g = \lambda(z, \bar{z}) \, dz \, d\bar{z}, \quad (2) \]

where \( \lambda(z, \bar{z}) \) is the conformal factor. If the target manifold is \( S^2 \), we have

\[ \lambda(z, \bar{z}) = (1 + |z|^2)^{-2}, \quad (3) \]

In terms of a conformal complex coordinate \( z \) on \( N \), where the metric is given by \((2)–(3)\), \((1)\) can be rewritten as

\[ iz_t - (\beta i - \alpha) \left( z_{rr} + \frac{n-1}{r} z_r + 2(\ln \lambda) z z_r^2 \right) = 0. \quad (4) \]

As we see, \((1)\) transforms into a nonlinear Ginzburg–Landau type equation \((4)\) with a derivative term. It will not be difficult to realize the transformation between \( z \) and \( S \). If \( \Re(z) \) and \( \Im(z) \) represent the real part and the imaginary part of the function \( z \). Exactly, we can use the conversion

\[ (S_1, S_2, S_3) = \left( \frac{2\Re(z)}{1 + z\bar{z}}, \frac{2\Im(z)}{1 + z\bar{z}}, \frac{1 - z\bar{z}}{1 + z\bar{z}} \right) \]

\[ (5) \]

to realize this transformation.

Equation \((4)\) is for the equations of motion in the stereographic representation except the south pole \( P = (0, 0, -1) \). If \( \alpha = 1 \), \((4)\) is the Schrödinger map equation on \( S^2 \). If \( U_0 \) denotes the Green function of the linear Schrödinger equation, the Duhamel formula indicates

\[ z^+(t) = z(t) + \int_t^{\pm \infty} U_0(t - t') \widehat{F}(t') \, dt', \quad (6) \]

where

\[ \widehat{F} = 2(\ln \lambda)_z z_r^2. \]
As is well known, the smallness condition always implies the existence of a global solution for the nonlinear Schrödinger equation. However, because there is a gradient nonlinear term $\nabla$ in (4) (also see (6)), the framework considered by Klainerman and Ponce [13] and Shatah [20] cannot be directly applied to the Schrödinger map system. In the initially almost parallel spins, Sulem, Sulem and Bardos [21] consider initial conditions such that $z$ is small data which initially components $S_{10}$ and $S_{20}$ are “small” and $S_{30}$ is close to 1.

The Schrödinger map equation is the simplest and the most important part of the LLG equation. Up to now there are so many significant well-posedness results, especially the existence of global smooth solution (or weak solutions) to it. There is an extensive literature on the topic, which we do not attempt to survey. For a better understanding of the results and various techniques as regards the Schrödinger map equation, we refer the reader to [2–4, 8, 12, 18, 19, 21] (and the references therein).

Comparing to the Schrödinger map equation, the results of the well-posedness are even fewer. We just list some representative cases in dimension order below. If $n = 1$ and with a periodic boundary condition setting, Guo and Huang [7] proved the existence of unique smooth solutions by means of the different methods. In dimension $n = 2$, LLG equation is energy critical case which the $L^2$ norm for $|\nabla S_\epsilon|$ is conserved under the scaling $S_\epsilon(t, x) = S(t/\epsilon^2, x/\epsilon)$. Based on the Ginzburg–Landau approximations method, Harpes [9, 10] proved in two dimensions the global existence and uniqueness of weak solutions with at most finitely many singularities. In dimension $n \geq 3$, the LLG equation becomes super-critical with respect to the $L^2$ norm of $|\nabla S_\epsilon|$. In $n = 3$, some necessary conditions for the existence of global weak solutions were presented by Alouges and Soyer [1]. Melcher [16] proved the existence of partially regular weak solutions for it in dimension 3. The existence of the time-periodic solution belonging to $C^1(\mathbb{R}, L^2(\Omega, \mathbb{R}^3)) \cap C(\mathbb{R}, H^2_N(\Omega, \mathbb{R}^3))$ was proved by Huber [11] under the homogeneous Neumann boundary conditions. In dimension $n \geq 3$, Guo and Hong [6] proved a global existence theorem of solutions for the LLG equation from some $n$-dimensional manifold $M$ into the $S^2$ based on the links between the harmonic maps and the solutions of the LLG equation. For a smallness initial condition, the global well-posedness on scaling invariant homogeneous Sobolev space (by Melcher [17]) and Morrey space (by Lin, Lai and Wang [15]) has been established in $n \geq 3$ by the moving frame technique. However, the singularity of the solution will develop from some special small initial data. For instance, Ding and Wang [5] proved that the solution of (1) will blow up in finite time in three and four dimensions under small special initial data. The exact solution is helpful to understand the property of the Schrödinger map equation (or the LLG equation) directly. We refer to [22–24] for more about how to construct the solution of these two equations.

In this paper we establish a relationship between the LLG equation and the nonlinear Ginzburg–Landau equation. We deal with a new complex system to prove the global existence and regularity for the LLG equation in $n \geq 3$ under some special conditions. Here we state our main theorem as follows.

**Theorem 1.1** Assuming $n \geq 3$ and the initial data $S_0 \in H^2_{Br}$ for the radial LLG equation

$$S_t - \alpha s \times \left( S_{1rr} + \frac{n-1}{r} S_{1r} \right) + \beta s \times \left[ s \times \left( S_{1rr} + \frac{n-1}{r} S_{1r} \right) \right] = 0,$$

(7)
$S_0$ satisfies $\| \partial_i \partial_i S_0 \|_{L^2} \ll 1$ and $\| \partial_r S_0 \|_{L^2} \ll 1$ $(i=1,2,\ldots,n)$. Furthermore, assuming $p \geq 2$, $\frac{4p}{3(p-2)} > 2$ and $L^2(\mathbb{R}^3, \mu) \subset L^{2p/(p-2)}(\mathbb{R}^3, \mu)$ are satisfied. Then for (7) there exists a global solution in time:

$$S \in C(\mathbb{R}, H^2_{R^n}) \cap L^p_{loc}(\mathbb{R}, W^{2,p}_{R^n}).$$

At the same time, $Q_0 \in H^1_{R^n}$ and the $n$-dimensional Ginzburg–Landau type equation

$$iQ_t - (i\beta - \alpha) \left( Q_{rr} + \frac{(n-1)Q_r}{r} - \frac{(n-1)Q}{r^2} \right) + 4\beta Q \int_0^r \Im(\overline{QQ_r}) \, dr + 2\alpha \left( |Q|^2 Q + 2(n-1)Q \int_0^r \frac{|Q|^2}{r} \, dr \right) = 0$$

holds;

$$Q \in C(\mathbb{R}, H^1_{R^n}) \cap L^p_{loc}(\mathbb{R}, W^{1,p}_{R^n}).$$

Remark 1.2

For Theorem 1.1, we list some comments as follows.

1 If $n = 2$ and $\beta = 0$, (7) is the radial symmetric Schrödinger mapping equation studied by Chang, Shatah and Uhlenbeck [4]. Theorem 1.1 presents a global regularity result of the LLG equation in $n \geq 3$ dimensions. In addition, if $\beta = 0$, Theorem 1.1 also indicates the solution of the $n \geq 3$ Schrödinger map equation is global under the smallness and embedded conditions.

2 Under the conditions $S_0 - S_\infty \in H^1 \cap W^{1,n}$ and $\| \nabla S_0 \|_{L^n} \ll 1$, Melcher [17] obtains the global result of the LLG equation. Moreover, the space used by Melcher can be extended to the general Morrey space $M^{2,2}$. By an equivalent couple Ginzberg–Landau type equation, Lin, Lai and Wang [15] prove some similar global results on $M^{2,2}$ under the smallness condition $\nabla S_0 \ll 1$. In both of their works [15, 17], $S_0 - S_\infty \in L^2(\mathbb{R}^n)$ is the necessary condition to ensure that the estimation method can be carried out on the whole domain. In Theorem 1.1, the constraint condition $S_0 - S_\infty$ is removed.

The paper is written as follows. In Sect. 2, we establish some basic estimates of the Ginzburg–Landau semigroup. In Sect. 3, we deduce the equivalent complex Ginzburg–Landau type equations from the LLG equation. We also derive the renormalization for the Laplacian in the equivalent system. In Sect. 4, we prove the $n \geq 3$ global existence theorem for the equivalent equation and the LLG equation.

2 The fundamental priori estimates

The well-known fundamental estimate for the kernel of the Schrödinger equation can be extended to the Ginzburg–Landau equation. Note that the fundamental solution of the $n$-dimensional complex equation

$$iZ_t - (i\beta - \alpha) \Delta Z = 0$$
is closely related to

\[ K_{\alpha,\beta}(x,t) = \left[ 2\pi (\beta + i\alpha) t \right]^{-\frac{n}{2}} e^{-\frac{|x|^2}{2(\beta + i\alpha) t}}, \]

which is a mixture of the Poisson kernel \((\beta = 0)\) case and the heat kernel \((\alpha = 0)\) case.

It follows that

\[ K_{\alpha,\beta}(x,t) \ast \varphi = \left[ 2\pi (\beta + i\alpha) t \right]^{-\frac{n}{2}} \int_{\mathbb{R}^n} e^{-\frac{|x-y|^2}{2(\beta + i\alpha) t}} \varphi(y) \, dy \]

for all \(t \neq 0\) and all \(\varphi \in \mathcal{S}(\mathbb{R}^n)\).

Equation (8) leads to a semigroup

\[ (U_{\alpha,\beta}(t)\varphi)(x) = \int_{\mathbb{R}^n} K_{\alpha,\beta}(x-y,t)\varphi(y) \, dy. \]

Furthermore, we denote

\[ A\varphi(t) = \int_0^t U_{\alpha,\beta}(t-t')\varphi(t') \, dt'. \]

As is well known, in \(n\) space dimensions, if \(Z\) is the solution to the initial-boundary linear equation

\[ iZ_t - (i\beta - \alpha)\Delta Z = \psi, \quad Z(0) = \varphi, \]

the Duhamel formula of (9) is as follows:

\[ Z = (U_{\alpha,\beta}(t)\varphi)(x) + A\varphi(t). \]

In order to estimate the \((U_{\alpha,\beta}(t)\varphi)(x)\) and \(A\varphi(t)\), we need to develop some basic lemmas under the different norm spaces. Similar to the Schrödinger semigroup, the Ginzburg–Landau semigroup has a certain smoothing effect on the derivatives such as

\[ \left\| (U_{\alpha,\beta}(t)\varphi)(x) \right\|_{L^p_x} \leq \left\| (U_{1,0}(t)\varphi)(x) \right\|_{L^p_x} \lesssim |t|^{-\frac{n}{2}(1-\frac{2}{p})} \|\varphi\|_{L^{p'}_x}, \]

where \(2 \leq p \leq \infty\) and \(p'\) with \(\frac{1}{p} + \frac{1}{p'} = 1\).

According to (11), we obtain an estimate of the first component of (10) as follows.

**Lemma 2.1** Let \(2 \leq p \leq \infty\) and \(\frac{1}{p} + \frac{1}{p'} = 1\). Then the dispersive inequality for the linear Ginzburg–Landau propagator is as follows:

\[ \left\| (U_{\alpha,\beta}(t)\varphi)(x) \right\|_{L^p_x} \lesssim |t|^{-\frac{n}{2}(1-\frac{2}{p})} \|\varphi\|_{L^{p'}_x}. \]

**Remark 2.2** Lemma 2.1 applies to the extreme case \(p = 2\) and \(p = \infty\): the complex interpolation is

\[ \left\| (U_{1,0}(t)\varphi)(x) \right\|_{L^2_x} = \|\varphi\|_{L^2_x}. \]
while the dispersive estimate comes from

\[ \left\| (U_{1,0}(t)\psi)(x) \right\|_{L^\infty_x} \lesssim |t|^{-n/2} \|\psi\|_{L^1_x}. \]

**Remark 2.3** The same estimate holds with the norms of \( L^p_x \) and \( \dot{L}^p_x \) replaced by the norms of \( H^{s,p}(\mathbb{R}^n) \) and \( H^{s,p}(\mathbb{R}^n) \): If \( t \neq 0 \), then

\[ \left\| (U_{a,b}(t)\psi)(x) \right\|_{H^{s,p}} \leq (4\pi |t|)^{-n/2} \|\psi\|_{H^{s,p}} \quad \text{for all } \psi \in S'(\mathbb{R}^n), \]

where \( s \in \mathbb{R} \) and \( 2 < p \leq \infty \).

Next, we present an estimate of the second component of (10). If we denote

\[ G(t) = \left\| \psi(t) \right\|_{L^p_x}, \]

and

\[ H(t) = C|t|^{-\frac{n}{2}(1-\frac{1}{p})}. \]

From the estimate (11), we obtain

\[ \left\| A\psi(t) \right\|_{L^p_x} \lesssim \int_0^t \left| t - t' \right|^{-\frac{n}{2}(1-\frac{1}{p})} \left\| \psi(t') \right\|_{L^p_x} \, dt' \triangleq H \ast G. \quad (12) \]

By the weak Young inequality and (12), we have

\[ \| H \ast G \|_{L^q_t} \lesssim \| H \|_{L^\gamma_t} \| G \|_{L^p_t}, \quad (13) \]

where

\[ \frac{1}{\gamma} = \frac{n}{2} \left( 1 - \frac{2}{p} \right), \quad \gamma > 1. \]

We introduce the mixed space-time Lebesgue spaces norms as the set of all functions \( \psi \) with

\[ \left\| \psi \right\|_{L^q_t L^p_x} \triangleq \left( \int \| \psi(t') \|_{L^p_x}^q \, dt' \right)^{\frac{1}{q}}. \]

Furthermore, we say that \((q,p)\) is a Strichartz pairs if

\[ \frac{2}{q} + \frac{n}{p} = \frac{n}{2}, \quad (14) \]

where \( p \) and \( q \) satisfy \( 2 < q \leq \infty \) and \( 2 \leq p \leq \infty \).

According to (10), (13) indicates a control of the \( \varphi = 0 \) case as

\[ \| Z \|_{L^q_t L^p_x} \lesssim \| \psi \|_{L^q_t L^p_x}. \quad (15) \]

Evidently, (15) gives an estimate of the \( A\psi(t) \) component as follows.
Lemma 2.4 Let \((q,p)\) be the strict Strichartz pairs defined by (14). Then there exists a Hardy–Littlewood–Sobolev inequality as follows:

\[
\|A\psi(t)\|_{L_q^q L_p^p} \lesssim \|\psi\|_{L_{q'}^{q'} L_{p'}^{p'}}.
\]

More clearly, a combination of Lemmas 2.1–2.4 and the Duhamel formula (10) indicates the control of the norm of \(Z\) which comes from (9). We claim the Strichartz estimate formula as follows.

Lemma 2.5 Let \((q,p)\) be the strict Strichartz pairs. In \(n\) space dimensions, \(Z\) is the solution of (9). Then \(Z\) satisfies the following space-time Strichartz estimate:

\[
\|Z\|_{L_t^\infty L_x^2} + \|Z\|_{L_t^q L_x^p} \lesssim \|\varphi\|_{L_x^2} + \|\psi\|_{L_{q'}^{q'} L_{p'}^{p'}}.
\] (16)

As is well known, the dispersive inequality, Hardy–Littlewood–Sobolev inequality and space-time Strichartz estimate are very useful tools to prove the regularity of the Schrödinger equation. Similar to this situation, Lemmas 2.1–2.5 (especially the space-time estimate Lemma 2.5) will be essential for solving the nonlinear Ginzburg–Landau equations.

3 Equivalent equations and renormalization for the Laplacian

3.1 Equivalent equations

It should be pointed out that for (4) as a nonlinear equation with a derivative term it is not easy to establish a global theorem. However, if we use the method of Hasimoto transformations, (1) can be represented by a complex equation, often without derivative component. Using this transformation, we have

\[
\Phi = \frac{\kappa}{2} \exp \left[ i \int_0^r \tau(t,\bar{r}) d\bar{r} \right],
\] (17)

where

\[
\kappa = (S_r \cdot S_r)^{1/2} \quad \text{and} \quad \tau = \frac{S \cdot (S_r \times S_{rr})}{\kappa^2}
\]

are the curvature and torsion in the Euclid space, respectively.

Noticing that if \(S \in \mathbb{S}^2\), it is obvious that

\[-S \times (S \times \Delta S) = \Delta S + |\nabla S|^2 S\]

because of \(\tilde{a} \times (\tilde{b} \times \tilde{c}) = (\tilde{a} \cdot \tilde{c})\tilde{b} - (\tilde{a} \cdot \tilde{b})\tilde{c}\). We map \(S\) on the unit tangent vector \(e_1\) to obtain the time evolution equation of \(e_1\) as follows:

\[
\frac{\partial}{\partial t} e_1 - \alpha e_1 \times \Delta e_1 - \beta \left[ \Delta e_1 - (e_1 \cdot \Delta e_1) e_1 \right] = 0,
\] (18)

where

\[
\Delta e_1 = e_{1rr} + \frac{n-1}{r} e_{1r}.
\]
If we set
\[ E = (e_1, e_2, e_3)^T, \]
the right hand coordinates relationship shows that
\[ E = (e_2 \times e_3, e_3 \times e_1, e_1 \times e_2)^T. \]  
(19)

Meanwhile, the time derivative of \( E \) satisfies
\[ \frac{\partial E}{\partial t} = AE, \]  
(20)
where
\[ A = \begin{pmatrix} 0 & -\omega_3 & \omega_2 \\ \omega_3 & 0 & -\omega_1 \\ -\omega_2 & \omega_1 & 0 \end{pmatrix}. \]

By the Frenet formula of the moving frame method, the spatial derivatives of orthogonal basis \( E \) can be represented as follows:
\[ \frac{\partial E}{\partial r} = BE, \]  
(21)
where
\[ B = \begin{pmatrix} 0 & \kappa & 0 \\ -\kappa & 0 & \tau \\ 0 & -\tau & 0 \end{pmatrix}. \]

Combining (17)–(21) with the compatibility condition
\[ \frac{\partial E}{\partial t} \frac{\partial E}{\partial r} = \frac{\partial E}{\partial \tau} \frac{\partial E}{\partial r}, \]
we map (7) onto a moving helical space curve in Euclid space. Finally, we obtain a complex system as follows:
\[
\begin{align*}
    i \Phi_t &- (i \beta - \alpha) \left( \Phi_{rr} + \frac{(n - 1) \Phi_r}{r} - \frac{(n - 1) \Phi}{r^2} \right) + 4 \beta \Phi \int_0^r \zeta (\Phi \Phi_r) dr \\
    &+ \alpha \left( 2|\Phi|^2 \Phi + 4(n - 1) \Phi \int_0^r |\Phi|^2 \frac{dr}{r} \right) - \Phi R(t) = 0,
\end{align*}
\]  
(22)

where \( R(t) \) is a real-valued function,
\[ R(t) = \left( \int_{r_0}^t \tau_r \, dr \right)_r. \]

Furthermore, if we use the transformation
\[ Q = \Phi \exp \left[ -i \int_0^t R(t') \, dt' \right], \]
(22) can be transformed into

\[
\begin{align*}
    iQt & - (i\beta - \alpha) \left( Q_{rr} + \frac{(n-1)Q_r}{r} - \frac{(n-1)Q}{r^2} \right) + 4\beta Q \int_0^r \Im(QQ_r) \, dr \\
    & + \alpha \left( 2|Q|^2 + 4(n-1)Q \int_0^r \frac{|Q|^2}{r} \, dr \right) = 0. \quad (23)
\end{align*}
\]

3.2 Renormalization for the Laplacian

Neither (22) nor (23) is a standard Ginzberg–Landau system due to the pseudo-Laplacian as follows:

\[
    L(n, Q) = \frac{Q_{rr}}{r} + \frac{(n-1)Q_r}{r} - \frac{(n-1)Q}{r^2}. \quad (24)
\]

If we do not transform (23) into a standard complex equation with a Laplacian, it is difficult to employ the Strichartz estimate. Under the setting of \( n \geq 3 \), the rearranging need two steps from \( n = 3 \). Hence, we firstly reform the \( L(n, Q) \) into a Laplace operator for the \( n = 3 \) case.

In this case, (24) will become a Laplace operator under some special transformation. For the 3-dimensional case, we look for a variable separation transformation \( U = Q(t,r)Y \) to rewrite (22) as

\[
    iUt - (i\beta - \alpha)\Delta U = H(Q, Y),
\]

where \( Y \) is a function to be determined.

In spherical coordinates \( (r, \theta, \varphi) \) (\( \varphi \in [0, 2\pi] \) and \( \theta \in [0, \pi] \)), we construct \( U \) in the form of \( U = Q(t,r)Y(\theta, \varphi) \). Hence, the Laplace operator is

\[
    \Delta U = (\Delta Q)Y + 2((\nabla Q) \cdot (\nabla Y)) + Q(\Delta Y).
\]

If \( Y \) is some spherical harmonic, which is a special function defined on the surface of a sphere (denoted as \( Y^m_\ell(\theta, \varphi) \) or \( Y^m_\ell \)), we have

\[
    (\nabla Q) \cdot (\nabla Y^m_\ell(\theta, \varphi)) = 0
\]

and

\[
    \Delta Y^m_\ell(\theta, \varphi) = -\frac{\ell(\ell+1)}{r^2} Y^m_\ell(\theta, \varphi).
\]

More clearly, if we set

\[
    Y^\pm_1 = \pm \frac{1}{2} \sqrt{\frac{3}{2\pi}} \sin \theta e^{\pm i\varphi},
\]

then the Laplace of \( U = QY^\pm_1 \)
is

$$\Delta U = L(2, Q)Y_1^{\mp 1}.$$ 

By Laplace’s spherical harmonics $Y_1^1$, we use the transformation $M = QY_1^1$ (or $Q = (Y_1^1)^{-1}M$) to rewrite (23) as follows:

$$iM_t - (i\beta - \alpha)\Delta M = H_3, \quad (25)$$

where

$$\Delta M = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial M}{\partial r} \right) + \frac{1}{r^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial M}{\partial \theta} \right) + \frac{1}{r^2 \sin^2 \theta} \frac{\partial^2 M}{\partial \phi^2}$$

and

$$H_3 = -4\beta M \int_0^r \mathcal{Z}(Qr) \, dr - \alpha \left( 2M \mathcal{|Q|}^2 + 8M \int_0^r \frac{\mathcal{|Q|}^2}{r} \, dr \right). \quad (26)$$

Now we finish the rearranging process for the $n = 3$ case. The second step for the general $n$ is the case $n \geq 4$ which will be finished below. If $n \geq 4$, the Laplacian in more than four dimensions (for the Euclidean Laplacian in spherical polar coordinates) decomposes as

$$\Delta = r^{1-n} \frac{\partial}{\partial r} \left( r^{n-1} \frac{\partial}{\partial r} \right) + r^{-2} \Delta_{S^{n-1}}, \quad (27)$$

where $\Delta_{S^{n-1}}$ is the Laplace–Beltrami operator on $S^{n-1}$. This operator is the analog of the angular part of the Laplacian in $n = 3$. The spherical Laplacian is defined by

$$\Delta_{S^{n-1}} Y(x) = \Delta Y \left( \frac{x}{|x|} \right), \quad (28)$$

where $f(x/|x|)$ is the degree zero homogeneous extension of the function $f$ to $\mathbb{R}^n - 0$. An orthogonal basis of spherical harmonics in higher dimensions can be constructed inductively by the method of separation of variables, by solving the Sturm–Liouville problem for the spherical Laplacian

$$\Delta_{S^{n-1}} Y(\theta_2, \theta_1) = \sin^{2-n} \theta_1 \frac{\partial}{\partial \theta_1} \left( \sin^{n-2} \theta_1 \frac{\partial}{\partial \theta_1} \right) + \sin^{-2} \theta_1 \Delta_{S^{n-2}} Y(\theta_3, \theta_2). \quad (29)$$

In particular, for the ordinary 2-sphere using standard notation for polar coordinates we have

$$\nabla^2_{S^2} Y(\theta, \phi) = (\sin \phi)^{-1} \frac{\partial}{\partial \phi} \left( \sin \phi \frac{\partial U}{\partial \phi} \right) + (\sin \phi)^{-2} \frac{\partial^2}{\partial \phi^2} U. \quad (30)$$

Now, we want to find a function which rearranges (24) into a Laplacian. According to (27) and (28), we need to construct a function (for the $n > 3$ case) which satisfies

$$\Delta_{S^{n-1}} Y = -(n-2)Y.$$
The spherical harmonics which is on the unit sphere $S^2$ inside the three-dimensional Euclidean space can be generalized to the higher-dimensional Euclidean space. Furthermore, these are the solid spherical harmonics $Y(\theta_n, \ldots, \theta_1)$ on the space of functions on the unit sphere satisfying

$$\Delta_{n-1} Y(\theta_1, \ldots, \theta_{n-1}) = -(n-2)Y(\theta_1, \ldots, \theta_{n-1}).$$

(31)

The end result of such procedure (29)–(30) generates the solution of (31):

$$Y_{l_1, \ldots, l_{n-1}}(\theta_1, \ldots, \theta_{n-1}) = \frac{1}{\sqrt{2\pi}} \epsilon_{l_1} \prod_{j=2}^{n-1} j_{l_j} P_{l_j}^{l_j-1}(\theta_j)$$

(32)

where the indices satisfy $l_1 \leq l_2 \leq \cdots \leq l_{n-1}$. The function $j_{l_j} P_{l_j}^{l_j-1}(\theta_j)$ in (32) is defined in terms of the Legendre function ($\theta \in [0, \pi]$), thus

$$j_{l_j} P_{l_j}^{l_j-1}(\theta_j) = \sqrt{\frac{2L+1}{2}} \frac{(L+l+j-2)!}{(L-l)!} \sin^{2j}(\theta) P_{l_j}^{l_j-1}(\cos \theta),$$

where

$$P_m^{\ell}(\cos \theta) = (-1)^m (\sin \theta)^m \frac{d^m}{d(\cos \theta)^m} (P_{\ell}(\cos \theta))$$

(33)

and $P_{\ell}(y)$ is given by the Rodrigues formula,

$$P_{\ell}(y) = \frac{1}{2^{\ell}\ell!} \frac{d^\ell}{dy^\ell} \left[ (y^2 - 1)^\ell \right].$$

(34)

The functions described by (33) satisfy the general Legendre differential equation with the indicated values of the parameters $\ell$ as follows:

$$(1-y^2)^{1/2} \frac{d^2}{dy^2} P_{\ell}(y) - 2y \frac{d}{dy} P_{\ell}(y) + \ell(\ell+1)P_{\ell}(y) = 0.$$

More clearly, we can list some polynomials given by (33) and (34) as follows:

$$P_0^0(\cos \theta) = \cos \theta, \quad P_1^1(\cos \theta) = -\sin \theta,$$

$$P_0^2(\cos \theta) = \frac{1}{2}(3\cos^2 \theta - 1), \quad P_2^1(\cos \theta) = -3\cos \theta \sin \theta,$$

$$P_2^2(\cos \theta) = 3 \sin^2 \theta, \quad \ldots.$$

Hence, (33) and (34) leave us with $P_{\ell}^m(\cos \theta)$ (hence $j_{\ell} P_{\ell}^{\ell-1}(\theta) )$ is a polynomial generated by $\sin \theta$ and $\cos \theta$. We can use the transformation $U = QY$ ($Y$ is short for $Y(\theta_{n-1}, \ldots, \theta_1)$) to rewrite (24) into a Laplacian. At the same time, we can transform (23) into

$$iU_t - (i\beta - \alpha) \Delta U = H_{\alpha}(Q, Y),$$

(35)
where

\[ \Delta U = r^{n-1} \frac{\partial}{\partial r} \left( r^{n-1} \frac{\partial}{\partial r} U \right) + r^{-2} \Delta_{n-1} U \]

and

\[ H_n = -4\beta U \int_0^r \Im(QQ_\tau) \, dr - \alpha \left( 2U|Q|^2 + 4(n-1)U \int_0^r \frac{|Q|^2}{r} \, dr \right). \]

Differentiating (with respect to \( x_j \), \( j = 1, 2, \ldots, n \)) (35) we get

\[ iU_{x_j} - (i\beta - \alpha) \Delta U_{x_j} = \tilde{H}_n, \]

where

\[ |\tilde{H}_n| \lesssim \frac{|U||Q|^2}{r} + |U|\Im(Q_\tau \bar{Q}) \]

\[ + |U_{x_j}| \left( |Q|^2 + \int_0^r \Im(QQ_\tau) \, dr + \int_0^r \frac{|Q|^2}{r'} \, dr' \right) \]

\[ \lesssim \frac{|Q|^3}{r} + |Q|\Im(Q_\tau \bar{Q}) \]

\[ + |U_{x_j}| \left( |Q|^2 + \int_0^r \Im(QQ_\tau) \, dr + \int_0^r \frac{|Q|^2}{r'} \, dr' \right). \]

The spherical coordinate system defined for the three-dimensional Euclidean space can be extended to the \( n \) dimensional Euclidean space, in which the coordinates consist of a radial coordinate \( r \) and \( n-1 \) angular coordinates \( \theta_1, \theta_2, \ldots, \theta_{n-1} \) where the angles \( \theta_2, \theta_3, \ldots, \theta_{n-1} \) range over \([0, \pi]\) and \( \theta_1 \) ranges over \([0, 2\pi]\). If \( x_i \) is for the Cartesian coordinates, then we may compute \( x_1, \ldots, x_n \) with

\[ x_1 = r \cos(\theta_{n-1}), \quad x_2 = r \sin(\theta_{n-1}) \cos(\theta_{n-2}), \]
\[ x_3 = r \sin(\theta_{n-1}) \sin(\theta_{n-2}) \cos(\theta_{n-3}), \quad \ldots, \]
\[ x_{n-1} = r \sin(\theta_{n-1}) \cdots \sin(\theta_2) \cos(\theta_1), \]
\[ x_n = r \sin(\theta_{n-1}) \cdots \sin(\theta_2) \sin(\theta_1). \]

The volume element in the \( n \) dimensional case in radial coordinates \((r, \theta_1, \theta_2, \ldots, \theta_{n-1})\) is calculated from the Jacobian of the transformation

\[
\frac{\partial (x_i)}{\partial (r, \theta_j)} = \begin{pmatrix}
C_{n-1} & -rS_{n-1} & 0 & 0 & \cdots & 0 \\
S_{n-1}C_{n-2} & rC_1C_{n-2} & -rS_{n-1}S_{n-2} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
S_{n-1} \cdots S_2C_1 & \cdots & \cdots & -rS_{n-1} \cdots S_2S_1 \\
S_{n-1} \cdots S_2S_1 & rC_{n-1}S_{n-2} & \cdots & rS_{n-1} \cdots S_2C_1
\end{pmatrix},
\]

where \( S_i \) and \( C_i \) (\( i = 1, \ldots, n-1 \)) denote \( \sin(\theta_i) \) and \( \cos(\theta_i) \), respectively.
Precisely, the volume element is

\[ d^nV = \left| \det \frac{\partial (x_i)}{\partial (r, \theta_j)} \right| dr \, d\theta_1 \, d\theta_2 \cdots \, d\theta_{n-1} \]

\[ = r^{n-1} \sin^{n-2}(\theta_{n-1}) \sin^{n-3}(\theta_{n-2}) \cdots \sin(\theta_2) \, dr \, d\theta_1 \, d\theta_2 \cdots \, d\theta_{n-1}. \]

Hence, the volume of the \( n \)-ball is calculated by

\[ V_n = \int_{r_1=0}^{2\pi} \int_{\theta_2=0}^{\pi} \cdots \int_{\theta_{n-1}=0}^{\pi} \int_{r=0}^{R} d^nV \triangleq \int_{(\theta_1, \theta_2, \ldots, \theta_{n-1})} \int_{r=0}^{R} d^nV. \]

This indicates the \( L^2 \) norm of \( U \) on the \( n \)-spherical coordinates is as follows:

\[ \| U \|_{L^2_{\mathbb{R}^n}}^2 = \| QY \|_{L^2_{(r, \theta_1, \theta_2, \ldots, \theta_{n-1})}}^2 \]

\[ = \int_{(r, \theta_1, \theta_2, \ldots, \theta_{n-1})} |Y|^2 \sin^{n-2}(\theta_{n-1}) \sin^{n-3}(\theta_{n-2}) \cdots \sin(\theta_2) \, dr \, d\theta_1 \, d\theta_2 \cdots \, d\theta_{n-1} \]

\[ \cdot \int_r |Q|^2 r^{n-1} \, dr \]

\[ \lesssim \| Q(t) \|_{L^2_{\mathbb{R}^n}}^2. \quad (36) \]

4 Global solution in \( n \geq 3 \)

4.1 Global solution in \( n = 3 \)

We multiply (25) by \( \overline{M} \), perform the integral and take the imaginary part. We have

\[ \frac{1}{2} \left\| M(t) \right\|_{L^2_{\mathbb{R}^3}}^2 - \frac{1}{2} \left\| M_0 \right\|_{L^2_{\mathbb{R}^3}}^2 + \beta \int_{\mathbb{R}^3} \| \nabla M(t) \|_{L^2_{\mathbb{R}^3}}^2 \, dr = 0. \quad (37) \]

From (37), the norm of \( M \) on spherical coordinates \((r, \theta, \varphi)\) can be controlled by

\[ \left\| M(t) \right\|_{L^2_{\mathbb{R}^3}}^2 \leq \left\| M_0 \right\|_{L^2_{\mathbb{R}^3}}^2. \quad (38) \]

According to \( M = QY_1 \), (38) also indicates a control of the norm on variable \( r \)

\[ \left\| Q(t) \right\|_{L^2_{\mathbb{R}^3}}^2 \leq \left\| Q_0 \right\|_{L^2_{\mathbb{R}^3}}^2. \]

It is obvious that

\[ \left\| M \right\|_{L^2_{\mathbb{R}^3}}^2 = \left\| QY_1 \right\|_{L^2_{(r, \theta, \varphi)}}^2 = \int_{(\theta, \varphi)} |Y_1|^2 \sin \theta \, d\theta \, d\varphi \int_r |Q|^2 r^2 \, dr \lesssim \left\| Q(t) \right\|_{L^2_{\mathbb{R}^3}}^2. \quad (39) \]

By Lemma 2.5, we have

\[ \left\| M \right\|_{L^2_{\mathbb{R}^3}} + \left\| M \right\|_{L^p_{\mathbb{R}^3}} \lesssim \left\| M_0 \right\|_{L^2_{\mathbb{R}^3}} + \| H \|_{L^p_{\mathbb{R}^3}}. \quad (40) \]
According to $\|M\|_{L^2_{\Re^3}} \lesssim \|Q\|_{L^2_{r}}$, (26) and (40), we obtain

$$\|M\|_{L^2_{\Re^3}} \lesssim \|Q_0\|_{L^2_{r}} + \|M|Q|^2\|_{L^p_{\Re^3}(p-1)} + \left\|M \int_0^r \frac{|Q|^2}{r} \, dr\right\|_{L^p_{\Re^3}(p-1)}$$

$$+ \left\|M \int_0^r \Im(\overline{Q}Q_r) \, dr\right\|_{L^p_{\Re^3}(p-1)} \lesssim \|Q_0\|_{L^2_{r}} + \|Q\|_{L^{2p/(p-2)}_{r}} \|Q\|_{L^2_{r}}$$

$$+ \left\|Q \int_0^r \frac{|Q|^2}{r} \, dr\right\|_{L^p_{r}(p-1)} + \left\|Q \int_0^r \Im(\overline{Q}Q_r) \, dr\right\|_{L^p_{r}(p-1)}. \quad (41)$$

We notice that the estimate of $Q \int_0^r \Im(\overline{Q}Q_r) \, dr$ is similar to $|Q|^2 Q$. By the Young inequality and the Hardy inequality, we obtain the estimate of the last two terms of (41) as follows:

$$\left\|Q \int_0^r \frac{|Q|^2}{r} \, dr\right\|_{L^p_{r}(p-2)} \lesssim \|Q\|_{L^{2p/(p-2)}_{r}} \|Q\|_{L^2_{r}}. \quad (42)$$

From (41) and (42), the norm of $M$ is controlled by

$$\|M\|_{L^2_{\Re^3}} \lesssim \|Q_0\|_{L^2_{r}} + \|Q\|_{L^{2p/(p-2)}_{r}} \|Q\|_{L^2_{r}}. \quad (43)$$

Equation (39) also shows the equivalence relations of the two norms to hold as follows:

$$\|M_0\|_{L^2_{\Re^3}} \sim \|Q_0\|_{L^2_{r}} \quad \text{and} \quad \|M\|_{L^p_{\Re^3}} \sim \|Q\|_{L^p_{r}}. \quad (44)$$

Hence, (43) implies that

$$\|M\|_{L^2_{\Re^3}} \lesssim \|M_0\|_{L^2_{\Re^3}} + \|M\|_{L^{2p/(p-2)}_{\Re^3}} \|M\|_{L^p_{\Re^3}}. \quad (44)$$

If $\|M_0\|_{L^2_{\Re^3}}$ (or $\|Q_0\|_{L^2_{r}}$) is small enough, (44) and $L^2(\Re^3, \mu) \subset L^{2p/(p-2)}(\Re^3, \mu)$ (where we have the measure $\mu$ on $\Re^3$) indicate a global in time estimate

$$\|M\|_{L^p_{\Re^3}} \lesssim \|M_0\|_{L^2_{\Re^3}},$$

which implies

$$\|\partial_r S\|_{L^p_{\Re^3}} \lesssim \|\partial_r S_0\|_{L^2_{\Re^3}}.$$
where

\[ |\tilde{H}_3| \leq C_1 \left( \frac{|M||Q|^2}{r} + |M||Q|_t(Q_t, Q) \right) \]

\[ + C_2 |M_x| \left( |Q|^2 + \int_0^r \Im(\overline{Q}Q_r) \, dr + \int_0^r \frac{|Q|^2}{r'} \, dr' \right) \]

\[ = C_1 R_1 + C_2 R_2, \]

where \( C_1 \) and \( C_2 \) are constants.

Lemma 2.5 also indicates a bounded

\[ \|M_{xj}\|_{L^\infty_{R^3}} + \|M_{xj}\|_{L^p_{R^3}} \lesssim \|M_{xj_0}\|_{L^2_{R^3}} + \|\tilde{H}_3\|_{L^p_{R^3}}, \]

(45)

where \( M_{xj_0} \) is the initial value of \( M_{xj} \).

To obtain the \( L^p_{R^3} \) estimate for \( \tilde{H}_3 \), we need to estimate the norm for \( R_1 \):

\[ \|R_1\|_{L^{p/(p-1)}_{R^3}} \leq \|Q_x|Q|^2\|_{L^{p/(p-1)}_{R^3}} \]

\[ \leq \|Q_x|Q|^2\|_{L^{p/(p-1)}_{R^3}} + \|Q|\|_{L^{2p/(p-1)}_{R^3}} \]

\[ \lesssim \|Q_x\|_{L^p_{R^3}} \|Q\|_{L^{2p/(p-1)}_{R^3}} \]

\[ \lesssim \|Q\|_{L^{2p/(p-1)}_{R^3}}\|Q_x\|_{L^p_{R^3}} \]

(46)

By this inequality and the Hardy inequality, the space norm of \( R_2 \) can be bounded by

\[ \|R_2\|_{L^{p/(p-1)}_{R^3}} \]

\[ \lesssim \|M_{xj}\|_{L^{p/(p-1)}_{R^3}} \]

\[ \lesssim \|M_{xj}\|_{L^{p/(p-1)}_{R^3}} + \|M_{xj}\|_{L^{p/(p-1)}_{R^3}} \int_0^r \frac{|Q|^2}{r'} \, dr' \]

\[ + \|M_{xj}\|_{L^{p/(p-1)}_{R^3}} \int_0^r \Im(\overline{Q}Q_r) \, dr \]

\[ \lesssim \|M_{xj}\|_{L^{p/(p-1)}_{R^3}} \]

\[ \lesssim \|Q\|_{L^{2p/(p-1)}_{R^3}}^2 \|M_{xj}\|_{L^p_{R^3}}. \]

(47)
According to the estimates (45)–(47), we obtain

\[
\|M_{xj}^{0}\|_{L_{R^3}^\infty} + \|M_{xj}^{0}\|_{L_{R^3}^p} \\
\lesssim \|M_{xj}^{0}\|_{L_{R^3}^2} + \|Q\|_{L_{R^3}^{2(p-1)}}^2 \|Q_{xj}^{0}\|_{L_{R^3}^p} + \|Q\|_{L_{R^3}^{2(p-1)}}^2 \|M_{xj}^{0}\|_{L_{R^3}^p} \\
\lesssim \|M_{xj}^{0}\|_{L_{R^3}^2} + \|Q\|_{L_{R^3}^{2(p-1)}}^2 \|M_{xj}^{0}\|_{L_{R^3}^p}.
\]

(48)

If \(L_{R^3, \mu}^2(\mathbb{R}^3) \subset L_{R^3}^{2(p/(p-2))}\), (48) means that we can find some small \(\|Q_0\|_{L_{R^3}^2}^2\) and \(\|M_{xj}^{0}\|_{L_{R^3}^2}^2\) to control the norm \(\|M_{xj}^{0}\|_{L_{R^3}^\infty} + \|M_{xj}^{0}\|_{L_{R^3}^p} \leq C(Q_0, M_{xj}^{0}, T)\), where \(C(Q_0, M_{xj}^{0}, T)\) is a bounded function depending on the three components in the bracket.

Hence, we finish the proof of the existence theorem as follows.

**Theorem 4.1** We assume the initial data \(S_0\) satisfies \(\|\partial_{x_i} \partial_r S_0\|_{L_{R^3}^2} \ll 1\) and \(\|\partial_r S_0\|_{L_{R^3}^2} \ll 1\) \((i = 1, 2, 3)\). Under the embedding \(L^2(\mathbb{R}^3, \mu) \subset L_{R^3}^{2(p/(p-2))}\) \((p \geq 2\) and \(4p/3(p-2) > 2)\), for the radial LLG equation

\[
S_t - \alpha S \left( S_{1rr} \right) + \beta S \left( S_{1rr} \right) = 0,
\]

there exists a global solution

\[
S \in C(\mathbb{R}, H_{1,R^3}^2) \cap L_{loc}^{p}(\mathbb{R}, W_{R^3}^{2p}).
\]

At the same time, \(Q_0 \in H_{1,R^3}^1\) and the three-dimensional Ginzburg–Landau type equation

\[
iQ_t - (i\beta - \alpha) \left( Q_{rr} + \frac{2Q_r}{r} \right) + 4\beta \mathcal{Q} \int_0^r \mathcal{Q} Q_r \, dr \\
+ 2\alpha \left( |Q|^2 Q + 4Q \int_0^r \frac{Q^2}{r} \, dr \right) = 0
\]

holds, and we have

\[
Q \in C(\mathbb{R}, H_{1,R^3}^1) \cap L_{loc}^{p}(\mathbb{R}, W_{R^3}^{1,p}).
\]

### 4.2 Global solution in \(n \geq 4\)

From (36), we can derive the equivalence relations of two norms as follows:

\[
\|U\|_{L_{R^n}^2}^2 \sim \|Q\|_{L_{R^n}^2}^2.
\]

(49)

Multiplying (35) by \(U\), integrating and taking the image part, we obtain an energy equality as follows:

\[
\|U(t)\|_{L_{R^n}^2}^2 - \|M_0\|_{L_{R^n}^2}^2 + 2\beta \int_{R^n} \|\nabla M(t)\|_{L_{R^n}^2}^2 \, dr = 0,
\]
which generates an inequality on the norm of $U$ in $L^2_{\mathbb{R}^n}$ as follows:

$$\|U(t)\|_{L^2_{\mathbb{R}^n}}^2 \leq \|U_0\|_{L^2_{\mathbb{R}^n}}^2. \tag{50}$$

Similar to the proof of (44), (49) and (50) are useful to deduce the energy inequality

$$\|U\|_{L^p_{\mathbb{R}^n}} \lesssim \|U_0\|_{L^2_{\mathbb{R}^n}} + \|U\|_{L^{2p/(p-2)}_{\mathbb{R}^n}}^2 \|U\|_{L^p_{\mathbb{R}^n}},$$

in which the embedding $L^2(\mathbb{R}^n, \mu) \subset L^{2p/(p-2)}(\mathbb{R}^n, \mu)$ and the smallness of $\|Q_0\|_{L^2_{\mathbb{R}^n}}$ indicate a global control as follows:

$$\|Q\|_{L^p_{\mathbb{R}^n}} \lesssim \|Q_0\|_{L^2_{\mathbb{R}^n}} \quad \text{(or } \|\partial_r S\|_{L^p_{\mathbb{R}^n}} \lesssim \|\partial_r S_0\|_{L^2_{\mathbb{R}^n}}\). \tag{51}$$

Similar to the proof of (48), we have

$$\|U_x\|_{L^\infty_{\mathbb{R}^n}} + \|U_{x_i}\|_{L^p_{\mathbb{R}^n}} \lesssim \|U_{x_i}0\|_{L^2_{\mathbb{R}^n}} + \|Q_0\|_{L^{2p/(p-1)}_{\mathbb{R}^n}} \|U_{x_i}\|_{L^p_{\mathbb{R}^n}} \lesssim \|U_{x_i}0\|_{L^2_{\mathbb{R}^n}} + \|Q_0\|_{L^2_{\mathbb{R}^n}} \|U_{x_i}\|_{L^p_{\mathbb{R}^n}}. \tag{52}$$

If $\|Q_0\|_{L^2_{\mathbb{R}^n}}^2$ and $\|U_{x_i}0\|_{L^2_{\mathbb{R}^n}}^2$ are small enough, the energy inequalities (51) and (52) mean that there exists a global solution for the $n$-dimensional ($n \geq 4$) LLG equation. Hence, we finished the proof of the Theorem 4.2.

**Theorem 4.2** We assume $n \geq 4$, $p \geq 2$ and $\frac{4p}{p+2} > 2$, $S_0$ satisfies $\|\partial_{x_i}\partial_r S_0\|_{L^2} \ll 1$ and $\|\partial_r S_0\|_{L^2} \ll 1$ ($i = 1, 2, \ldots, n$). If the embedding $L^2(\mathbb{R}^3, \mu) \subset L^{2p/(p-2)}(\mathbb{R}^3, \mu)$ is satisfied, then, for the radial LLG equation (7), there exists a global small solution in time

$$S \in C(\mathbb{R}, H^2_{\mathbb{R}^n}) \cap L^p_{\text{loc}}(\mathbb{R}, W^{2,p}_{\mathbb{R}^n}).$$

At the same time, $Q_0 \in H^1_{\mathbb{R}^n}$ and the $n$-dimensional Ginzburg–Landau type equation (23) holds,

$$Q \in C(\mathbb{R}, H^1_{\mathbb{R}^n}) \cap L^p_{\text{loc}}(\mathbb{R}, W^{1,p}_{\mathbb{R}^n}).$$

**Completion of Theorem 1.1** The proof of this theorem can be obtained from Theorem 4.1 and Theorem 4.2. \qed
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