Rgtsvm: Support Vector Machines on a GPU in R
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Abstract

Rgtsvm provides a fast and flexible support vector machine (SVM) implementation for the R language. The distinguishing feature of Rgtsvm is that support vector classification and support vector regression tasks are implemented on a graphical processing unit (GPU), allowing the libraries to scale to millions of examples with >100-fold improvement in performance over existing implementations. Nevertheless, Rgtsvm retains feature parity and has an interface that is compatible with the popular e1071 SVM package in R. Altogether, Rgtsvm enables large SVM models to be created by both experienced and novice practitioners.
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1. Introduction

Support vector machines (SVM) are a powerful family of supervised learning method that provide state-of-art performance on both classification and regression tasks (Cortes and Vapnik, 1995; Drucker et al, 1997). In the classification setting, SVMs learn a hyperplane maximizing the margin that separates training examples drawn from different groups. SVMs also perform well in a regression setting, known as epsilon support vector regression (ε-SVR), in which a predicted value at each training point deviates from the observed response by no more than a tuning parameter, ε. SVMs have a number of appealing properties: they perform well with minimal tuning, generalize reasonably well to different datasets, and can be solved by efficient learning algorithms due to the convex nature of the optimization problem (Cortes and Vapnik, 1995; Drucker et al, 1997; Joachims, 1998). These properties have made SVMs a popular method that is used widely in image processing (Osuna et al, 1997; Plaza et al, 2009; Pradhan 2013; Ma and Guo, 2014), bioinformatics (Danko et al, 2015, Zhang et al 2006, Nassif et al 2009), meteorology (Koprowski, 2013), and other fields.

Of the existing SVM implementations, libsvm in C++ performs well on medium-sized learning tasks (Chang and Lin 2011). The SVM feature of the e1071 (Hornik et al 2006) package offers an R interface to the libsvm implementation, which has been widely used by the community thanks to its accessibility, reliability, and ease of use. The primary limitation of libsvm is its computing speed and scalability on large datasets, which limits its application to datasets no larger than around 10K training examples. More recently, SVM implementations on general purpose graphical processing units (GPUs) have provided substantial benefits in performance and scalability. The GPU-based SVM implementation GTSVM (Cotter et al 2011) takes full advantage of the GPU architecture using CUDA libraries, thereby
substantially outperforming other open-sourced SVM implementations. GTSVM implements two SVM functions, binary classification and multi-class classification in C/C++. The primary drawback of GTSVM is that it lacks features in more mature and widely used implementations such as libsvm. Not only does it lack support vector regression, one of the most commonly used regression methods, but other routine machine learning practices such as hyper-parameter tuning and cross-validation are also missing. Furthermore, GTSVM requires writing software in C++, which limits its application in rapidly prototyping models and increases the time required to plug new models into machine learning pipelines.

Here we introduce Rgtsvm, an open-source R package which provides a feature-rich SVM implementation on a GPU. Rgtsvm provides >100-fold improvements in performance over e1071, while maintaining an identical user interface and features. Users can easily transfer the svm function calls in e1071 to Rgtsvm without modification. In addition, Rgtsvm expands the features in GTSVM, including a fast implementation of epsilon support vector regression on the GPU. Finally, to enable training on large datasets, Rgtsvm is written to efficiently manage sparse matrices using the reference class in R, enabling users to easily train SVMs on datasets comprising millions of training examples. Rgtsvm is publicly available under GNU General Public License (GPLv3): https://github.com/Danko-Lab/Rgtsvm.

2. Installation and Documentation

Rgtsvm is an add-on package for R that works on UNIX compatible operating systems. The package depends on CUDA libraries, the Boost library, and the bit64 R package. Rgtsvm requires that paths to the CUDA and Boost libraries are specified by the user during installation, either by an R command or “install.packages” in the R console. A vignette containing extensive documentation and examples is provided along with the package. The manual pages provide basic technical information on all functions.

3. Implemented Functionality

The aim of Rgtsvm is to make a general-purpose GPU-based SVM implementation available from R so that large models can be implemented and tested quickly by both novice and experienced users. Rgtsvm is implemented as R bindings to our own C/C++ SVM implementation. We based our SVM implementation on the GTSVM libraries for an NVIDIA GPU (Cotter et al. 2011), and generalized its dual space optimization to enable ε-regression. Additionally, hyper-parameter tuning and cross-validation features are available as function arguments in the R interface. The following sections describe the major features of Rgtsvm.

Binary / multi-class support vector classification:

Binary and multi-class support vector classification (SVC) is aimed at optimizing a hyperplane that maximizes the decision boundary between two or more training sets. This function is supported in Rgtsvm as an R wrapper. We use the same algorithm for optimization that was introduced in GTSVM, which takes advantage of the massive parallelism of the GPU. The algorithm works by iteratively optimizing 16 heuristically selected dual space coefficients, known as the working set, until convergence. Each iteration starts by calculating the gradient for all dual space coefficients, followed by picking 16 dual space coefficients based on which partial derivatives of the dual objective function are the largest, subject to dual space constraints. The 16 dual space coefficients are then optimized based on the local gradient. This iteration continues until the primal and dual objective converges. The GPU implementation enables parallel computation of the gradients, which greatly speeds up the optimization.
Epsilon support vector regression:

Epsilon support vector regression (ε-SVR) is aimed at learning a regression function that tolerates at most ε-deviation from the true response. Whereas GTSVM can only optimize SVC, a generalized optimization scheme is required for ε-SVR. Our implementation is described in this section.

The optimization scheme for SVC can be extended to accommodate ε-SVR. Intuitively the optimization procedure for ε-SVR can be understood as optimizing the dual space objective function over two copies of original training samples introducing an additional label y which takes values of +1 or -1, hereafter referred to as the positive and negative copy, respectively. Additionally, the positive and negative copy have their own set of dual space coefficients α* and α respectively. The dual space objective function of ε-SVR, is then formulated as Eq. 1 (Chang and Lin, 2011), with a similar form as that of SVC.

$$\begin{align*}
\text{min}_{\alpha,\alpha^*} \left( \frac{1}{2} \left[ (\alpha^*)^T, \alpha^T \right] \begin{bmatrix} Q & -Q \\ -Q & 0 \end{bmatrix} \left[ \begin{array}{c} \alpha^* \\ \alpha \end{array} \right] + \left[ \varepsilon E^T - z^T, \varepsilon E^T + z^T \right] \begin{bmatrix} \alpha^* \\ \alpha \end{bmatrix} \right) \\
\text{subject to} \quad y^T \left[ \begin{array}{c} \alpha^* \\ \alpha \end{array} \right] = 0, \quad 0 \leq \alpha_i, a_i^* \leq C, i = 1, ..., l, \\
\text{where} \quad y = \left[ \frac{1}{i}, ..., 1, \frac{-1}{i}, ..., -1 \right]^T.
\end{align*}$$

Note that α* and α are vectors composed of the dual space coefficients of the positive and negative samples respectively; Q is a l by l positive semidefinite matrix, where $Q_{ij} \equiv y_i y_j K(x_i, x_j)$, and $K(x_i, x_j) \equiv \Phi(x_i)^T \Phi(x_j)$ is the kernel function; E is an all-one vector; z is the vector of the true response; ε is the tolerance; the vector y is composed of $y_i$, which equals +1 for the positive copy and -1 for the negative copy.

The general form of the dual space equation (Eq. 2) is defined as,

$$\begin{align*}
\text{min}_{\alpha} \left( \frac{1}{2} \alpha^T Q \alpha + p^T \alpha \right) \\
\text{subject to} \quad y^T \alpha = 0, \quad 0 \leq \alpha_i \leq C, i = 1, ..., l,
\end{align*}$$

By comparing (1) with (2), we found that (1) can be obtained by substituting the generalized linear term $p$ in (2) with $[\varepsilon E^T - z^T, \varepsilon E^T + z^T]$. In binary classification implemented in GTSVM, $p^T$ is a linear term of an all-one vector. Therefore, by generalizing the linear term in GTSVM to $[\varepsilon E^T - z^T, \varepsilon E^T + z^T]$ during the optimization, the algorithm used for SVC in GTSVM accommodated ε-SVR. The optimization then proceeds in the same way as in binary classification, in which the working set of 16 examples is selected from those with the largest partial derivatives, α and α* increments are optimized under the constraints, and the responses terms are updated.

The R interface

The R interface in Rgtsvm implements all of the features of e1071. We adopt the same R interface for users to interact with SVC and SVR in order to maintain compatibility with scripts written for the e1071 implementation. Features provided by the Rgtsvm package include those listed below.

1. Binary classification, multiclass classification and ε-regression
2. 4 kernel functions (linear, polynomial, radial basis function and sigmoidal kernel)
3. K-fold cross validation
4. Tuning parameters in kernel function or in SVM primary space or dual space (C, ε)
5. Scaling training data to get better performance.
6. Calculating accuracy or correlation, mean square error for the model training.
Efficient memory handling

The R environment has intrinsic limitations of R in working with large data sets. By default, R copies all variables passed to function calls, and is therefore prone to memory exhaustion when passing extremely large matrices containing training data to fit a new SVM. Using pointers to avoid unnecessary copies can elegantly solve this issue, yet it is cumbersome for R users and requires other specialized packages, e.g. Bigmemory (Kane et al, 2010), and ff package (Adler et al, 2008). Rgtsvm uses reference classes to encapsulate training variables, such that only their memory address but not the variables themselves are copied when data is passed to the backend C/C++ functions. This strategy optimized memory usage on the CPU side, only leaving the limit on the physical memory of GPU as the only factor limiting the size of training and test matrices passed to Rgtsvm.

4. Comparison to Similar Toolkits/Frameworks

To the best of our knowledge, Rgtsvm is the only GPU-based SVM implementation in the R environment with an open source software license. RPUSVM (Liu 2014) is an R package that works on a GPU. However, this package is closed source, requires a paid license, and there is no documentation or publication that explains its algorithm. Several existing GPU-based implementations offer efficient support vector classification, including GPUSVM (Li et al 2011), cuSVM (Carpenter 2009), SP-SVM (Shen et al 2015), and GTSVM. None of these packages offer an R interface that allows rapid prototyping of models. Compared to these packages, a major advantage of Rgtsvm is its use of the R computing environment, which offers convenient access to the many other statistical and visualization functions included within R.

5. Benchmark

The GPU-based architecture in Rgtsvm significantly decreases run times compared with e1071, the SVM implementation that is most similar in terms of features and accessibility. Rgtsvm can optimize 16 dual space coefficients during each iteration and parallelizes kernel functions using GPU threads, greatly reducing the computational time. Figure 1 demonstrates the difference in performance between e1071 and Rgtsvm implementations. Our Rgtsvm package speeds up over 120 times on GPU nodes (NVIDIA Tesla K20 GPU) compared to the e1071 package on CPU nodes (Intel(R) Xeon(R) CPU E5-4620) using 113K samples with 120 features for SVR and 69K samples with 500 features for SVC.
Fig. 1: Comparison of training and classification time between e1071 and Rgtsvm SVM implementations. (a) Computation time (hours) for training and predicting a SVR model on 113,978 samples with 120 feature vectors, or a SVC model with 68,971 samples with 501 feature vectors. Training was conducted using e1071 (CPU implementation based on libsvm) and Rgtsvm (GPU implementation). Computations were performed on a Tesla K20 GPU and an E5-4620 Intel Xenon CPU. (b) Fold improvement in computation time between Rgtsvm and e1071 for each task described in panel (a).
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