Aspiration-Based Partner Switching Boosts Cooperation in Social Dilemmas

Zhi Li1*, Zihu Yang1, Te Wu1, Long Wang1,2
1 Center for Complex Systems, Department of Automatic Control Engineering, Xidian University, Xi’an, China, 2 Center for Systems and Control, State Key Laboratory for Turbulence and Complex Systems, College of Engineering, Peking University, Beijing, China

Abstract

Most previous studies concerning linking dynamics often assumed that links pairing individuals should be identified and treated differently during topology adjusting procedure, in order to promote cooperation. A common assumption was that cooperators were expected to avoid being exploited by quickly breaking up relationships with defectors. Then the so-called prosocial links linking two cooperators (abbreviated as CC links hereafter) would be much favored by evolution, whereby cooperation was promoted. However, we suggest that this is not always necessary. Here, we developed a minimal model in which an aspiration-based partner switching mechanism was embedded to regulate the evolution of cooperation in social dilemmas. Individuals adjusted social ties in a self-questioning manner in line with the learning theory. Less game information was involved during dynamic linking and all links were tackled anonymously irrespective of their types (i.e., CD links, DD links, or CC links). The main results indicate that cooperation flourishes for a broad range of parameters. The denser the underlying network, the more difficult the evolution of cooperation. More importantly, moderate aspirations do much better in promoting the evolution of altruistic behavior and for most cases there exists the optimal aspiration level that most benefits cooperation. Too strong or too weak selection intensity turns out to be pretty conducive to the evolution of cooperation in such a dynamical system.

Introduction

Cooperation plays a key role in the establishment and development of human civilization [1], as well as in modulating self-renewal of a precursor cell consisting of various microsystems [2]. Despite its universality and importance, the emergence and maintenance of cooperation has long since puzzled scientists of different disciplines, based on the fact that cooperation often benefits defectors (D) at the expense of cooperators (C), which, in all probability, can lead to the extinction of altruism in the competition with selfishness and thus gives rise to various social dilemmas, representative of which are the prisoner’s dilemma game (PDG) [3–19], the snowdrift game (SG) [20–24] and the public goods game (PGG) [25–32]. In this study, we mainly focus on the PDG and SG. In such two-person games, two individuals can simultaneously choose to cooperate or to defect. They will receive reward payoff $R$ for mutual cooperation and punishment payoff $P$ for mutual defection, respectively. If one cooperates and the other defects, then the defector obtains the sucker’s payoff $S$ while the defector gets the highest payoff $T$. These payoff parameters meet $T > R > P > S$ for the PDG, and $T > R > S > P$ for the SG. According to such a ranking, one can easily figure out that the best respond for an individual in the PDG is to defect, irrespective of the strategy of the opponent, and also that the optimal choice for an individual in the SG depends on the other’s behavior: to defect when the other cooperates or to cooperate if the other defects. However, no matter in which dilemma, the best solution for the group is always mutual cooperation. No doubt, it creates an irreconcilable conflict between what is the best for the individual and what is the best for the group.

Aimed at solving these dilemmas, a great number of approaches have been proposed in the context of evolutionary game theory and many notable achievements have been made over the past few decades [33–38]. Among the techniques designed to support cooperation, linking dynamics has attracted considerable attentions [39,40]. What’s more, some researchers find that dynamical networks perform much better than static graphs in terms of boosting the evolution of cooperative behavior under certain circumstances [41–47]. For more detailed information, please refer to the review [48]. In these studies, links can often be identified and be explicitly or implicitly classified into three types such as CC, CD, DD links, according to the identities of their endpoints. Then different dynamics occurs with respect to different types of connections during the topology restructuring stage. Generally, the prosocial CC links are apt to be preserved, whereas the undesirable CD and DD links are more prone to being severed. In this way, corresponding schemes can often help enhance reciprocal interactions between cooperators whereby cooperators can be protected against nasty exploitation and fierce
invasions by defectors, and finally offers cooperation a promising evolutionary fate.

In spite of their remarkable achievements in solving the concerned social dilemmas, these studies, in the view of most researchers, may still have some imperfect aspects that need to be further improved. On the one hand, the type-dependent bias toward CC links as well as the type-dependent privilege for cooperators, frequently employed by some authors, has always involved many details about the information of current strategies of the population. This, together with the discrimination against defectors in the partner selection process, seems a little rigorous or somewhat unreasonable. To avoid these seemingly rigid requirements, we have studied the effects of adaptive dynamical linking on the evolution of cooperation, and found that endowing individuals with the ability to adaptively adjust the duration of social ties based on the performance of their rivals can greatly ease social dilemmas in the networked populations [49]. More significantly, our main results have implied that the rationality and selfishness of a single agent in adjusting social ties can contribute to the progress of altruism of the whole population.

On the other hand, learning theory suggests that individuals can often adopt a self-questioning mechanism to modulate their behavior, e.g., to change behavior based only on personal aspirations or expectations, rather than on other evaluation criterions [50–58]. Therefore, it is natural and also interesting to consider other incentives regarding partner switching within the framework of evolutionary game theory with structured populations. Inspired by this, here via taking above two factors into account we propose an aspiration-based partner switching scheme to check its influences on the evolution of cooperation, without tracking link types as well as identities of game players. For simplicity, the aspiration considered in this model just characterizes the average level of tolerance or dissatisfaction of the population as in [57,58] and it does not differ from agent to agent or change over time.

**Results**

We first check the typical time evolution of coupled dynamics of strategies and topologies in the PDG (see Fig. 1). In such a
network configuration that is subject to the Poisson degree distribution implies that the underlying network is evolving toward a more homogeneous topology, which also exerts an immense impact on the reconnecting probability linking dynamics has the probability to happen. Aside from this, it further explores the impacts of aspiration-based partner switching mechanism, which is in good agreement with what we have observed in Fig. 3.

Typically, when individuals construct and maintain partner networks, they may have diverse preferences in considering which link to terminate. And these preferences, shown in network organizing, usually play a decisive role in determining whether cooperation can evolve. For example, Fu et al found that cooperation can always be competitive throughout the evolution when individuals are assumed to often terminate interactions with partners who have the lowest reputation [45]. Based on its importance, in what follows, we proceed with examining the effects of aspiration level on cooperation in Fig. 5. Quite intuitively, corresponding observations demonstrate that, negative aspiration can dramatically enhance cooperation. With respect to positive aspiration, however, cooperation can often be severely damaged. And the smaller the value of aspiration, the better the promotion of cooperation. This illustrates that frequently rewiring the links with the poorer partners can be more beneficial to the spreading of cooperation, provided that individuals are being situated in unsatisfactory circumstances, and vice versa. Actually, all of these observations are in good accordance with the results reported by previous studies [59,60], in which seeking interactions with successful or wealthy encounters has been proved to be an efficient choice for the promotion of cooperation. As a special case, the results for random partner selection (i.e., the case for aspiration = 0) show that even a randomly and dynamically organized network can outperform a fixed topology in terms of stimulating cooperation, which no doubt, from another aspect, emphasizes the superiority of dynamical graphs in supporting the propagation of altruistic behavior.

To the best of our knowledge, selection is usually as important as the mechanisms that are carefully designed for the promotion of cooperation in the frequency-dependent evolutionary systems. Based on its significance, we finally study the influence of selection intensity in such a dynamical environment. For this, Fig. 6, and some intriguing phenomenon is observed. First, the promotion effect of our partner switching mechanism on cooperation is quickly and heavily weakened with the slight means frequent adjustments to social ties, while small A implies infrequent modulations. Thus, it is not hard to understand why in most cases intermediate aspirations are more beneficial to the evolution of cooperation, indicating that moderate adjusting rates are needed for cooperation to evolve in such a dynamic system. From here on, unless otherwise stated, all of the following analysis is based on the PDG.

To further explore the impacts of A, we also plot in detail the cooperation level as a function of A for representative values of b in Fig. 4. As shown in this plot, the effects of A on cooperation rely closely on the strength of the challenge that cooperation is confronted with. On the one hand, for small values of b, the final cooperation level in the equilibrium state nearly reveals no differences with respect to different A. At first glance, this observation somewhat makes the intervention from aspiration-based partner switching mechanism noteless in such scenarios. However, with the growth of b, moderate or relatively small values of A immediately show their significant advantages in upholding the evolution of altruistic behavior. Especially with respect to the case b = 1.7, a quite hostile environment to cooperation, it depicts that cooperation can still survive with the aid of the concerned mechanism, highlighting the high efficiency of aspiration-based partner switching in facilitating cooperation. Besides, what should be further emphasized is that for most values of b, there exists the optimal aspiration level that most favors the propagation of cooperation, which is in good agreement with what we have observed in Fig. 3.

Next, we proceed with deciphering the performance of aspiration-based partner switching in boosting the evolution of cooperative behavior in Fig. 3. As it shows, aspiration-based partner switching, in line with a self-questioning mechanism, can strikingly promote cooperation for a wide range of parameters both in the PDG (see Fig. 3(a)) and in the SG (see Fig. 3(b)), in the absence of any type-dependent biases or type-dependent privilege that may remarkably favor cooperation. This promotion effect shows a very close correlation with the aspiration level of the population (i.e., the value of A). By comparison, one can figure out that intermediate aspirations perform much better in upholding cooperation, while too large values of A instead heavily inhibit cooperation. In fact, A mainly affects topology dynamics from two aspects in such a dynamical model. First, A itself, as the key payoff threshold, plays an important role in determining in which case linking dynamics has the probability to happen. Aside from this, it also exerts an immense impact on the reconnected probability P_{rev}, refer to the definition of P_{rev} in the Model section, by which the rewiring event actually occurs. In this sense, A indeed corresponds to topology regulating rate, and large A generally

Figure 2. The denser the interacting network, the harder the spread of cooperation. The results are collected in the PDG. A = 4. Other parameters and conditions are the same as in Fig. 1. doi:10.1371/journal.pone.0097866.g002
increase of $\beta$ (check $\beta \in [0.001, 0.1]$). Then, after undergoing a decaying ditch, this effect, to some extent, recovers again and resides in an intermediate level eventually. Thus, one can conclude that either too strong or too weak selection intensity can immensely benefit the survival of cooperation compared to the others. Especially for very weak selection intensities, the full cooperation state can be maintained in the whole range of $\beta$ (check the results for $\beta = 0.001$ in Fig. 6). Aside from this, this approximate U-shaped curve also predict that there exists the worst $\beta$ that may remarkably deter cooperation.

Discussion

We constitute a minimal model in which aspiration-based partner switching mechanism is introduced. Each individual adaptively reshapes partner networks merely based on the relationship between their aspirations and actual payoff. We find that social dilemmas can be greatly relieved by such a self-questioning coevolutionary rule in the context of spatial games. Specifically, moderate aspirations are much better than others in boosting cooperation. And for most intermediate and relatively high temptation to defect, there often exists the optimal aspiration level that most favors altruism. Compared to most previous studies, this work has essentially evaded the extra biases or preferences that might often be imposed by some authors [41,44,46,47] on cooperation or on so-called prosocial links (CC) in the topology adjusting stage. Then we argue that spying on the
The contour of the cooperation level in dependence on \( \beta \) and \( b \) is plotted in this figure. It shows that cooperation thrives under either very strong or very weak selection strength. Particularly, for \( \beta \leq 0.001 \) the full cooperation state can be kept in the whole range of \( b \). Moreover, the approximate U-shaped curve implies that there exists the worst \( \beta \) that extremely inhibits the evolution of altruism. \( A = 4 \). Other parameters and conditions are the same as in Fig. 1.

doi:10.1371/journal.pone.0097866.g006

details of the current strategy configurations seems not always necessary for the evolutionary dynamics to successfully promote the evolution of cooperation. In such a dynamical system, selection intensity also has a nontrivial effect on the evolution of cooperation.

Based on the fact that diversified or personalized aspirations are ubiquitous in the real world. Then it will be more constructive and meaningful for us to further explore the scenarios where diversified or personalized aspirations are embedded in our coming work. As an outlook for future research, here we simply make a discussion about the situation where cooperators and defectors may have different aspirations. In this case, cooperators and defectors generally have different topology adjusting rates and, accordingly, the problem may be more complicated. In view of the fact that high aspirations constantly correspond to fast or frequent adjustments to underlying networks, then the general conclusion that too high aspirations always damage cooperation may remain valid in this scenario. In addition, as most previous studies show [41,42,44–46], linking dynamics benefits altruism mainly by cutting off the connection between a cooperator and a defector, and allows the cooperator to seek for another potential altruistic partner, whereby cooperation can be enhanced. However, defectors’’ too much adjusting to graphs, as we know, can often aggravate their exploitation of cooperators and offset this promotion effect. As a result, the emergence, maintenance, and promotion of cooperation may potentially face a great challenge when defectors’ aspirations are far higher than that of cooperators.

Our observations may help shed new light on evolutionary dynamics of dynamic systems.

**Methods**

A brief introduction to our co-evolutionary game model is presented in this section. The vertices of the graph denote the individuals and the links describe the partnership between them. We carry out our studies on an Erdos-Rényi like random graph [61]. To do this, we use \( L \) (the number of links and \( L = \frac{kN}{2} \) links to pair \( N \) individuals at random. Statistically, each individual has the same number of partners and the whole network has an average degree \( k \). Initially, half among these \( N \) individuals are designated to be cooperators and the rest defectors with equal probability, and all of them are uniformly distributed in the entire network. In addition, each one is also endowed with a constant aspiration \( A \), representing the average expected payoff of the population.

In each time step, all individuals (excluding isolated individuals) simultaneously interact with their directly connected neighbors and accumulate payoff. The payoff of individual \( i \) can be calculated according to Eq. (1):

\[
P_i = \sum_{j \neq i} x_i^j M_{ij},
\]

where \( \Omega_i \) denotes neighborhood set of \( i \) and \( x_i \) the strategy vector of \( i \). The \( 2 \times 2 \) payoff matrix \( M \) can be rescaled as Eq. (2) for the PDG, a weakened version utilized in [3]

\[
\begin{pmatrix}
1 & 0 \\
\frac{b}{1+r} & 0
\end{pmatrix}
\]

and as Eq. (3) for the SG [20]

\[
\begin{pmatrix}
1 & 0 \\
\frac{1}{1+r} & 0
\end{pmatrix}
\]

where \( b \) and \( r \) are inherent parameters of the PDG and SG, respectively, quantifying the temptation to defect in the corresponding dilemma.

Then each individual has an opportunity to update strategy through imitating the behavior of their neighbors. For example, individual \( i \) can switch her strategy by randomly selecting one, namely, \( j \), from her neighborhoods and adopting the latter’s strategy with a probability given by Fermi function as in [52]:

\[
W(x_i \rightarrow x_j) = \frac{1}{1 + \exp(\beta(P_i - P_j))},
\]

and \( \beta \) represents selection intensity \( (\beta \rightarrow 0 \) leads to random drift while \( \beta \rightarrow \infty \) the deterministic dynamics). As for isolated individuals, we here assume that their strategies will remain unchanged in each time step.

Finally, each individual (excluding isolated ones) decides whether or not to adjust the partner networking depending on the relationship between their actual payoff and the expected payoff \( A \). Specifically, if \( P_i > A \), \( i \) will be satisfied with the current environments and so nothing happens to the structure of the underlying network in this case. Whereas, if \( P_i < A \), \( i \) is assumed to be dissatisfied with the current configuration of the interaction network and is going to make adjustments to social ties with the probability \( p_{rec} = 1 - \frac{P_i}{A} \). Based on this definition of \( p_{rec} \), the higher the payoff \( P_i \), the smaller the reconnecting probability \( p_{rec} \). Aspiration \( A \) provides a global benchmark of the average tolerance or dissatisfaction of the population in determining whether or not to adjust some social ties. When the reconnecting event happens, \( i \) will pick out one from links belonging to her to sever and reconnect this link to another one randomly chosen from the population (excluding \( i \)’s neighbors). Then which link will be selected to be rewired is determined by the probability.
\[
\Pi_j = \left( \frac{P_i}{2} + 1 \right)^2 \sum_{z=0}^{P_i} \left( \frac{P_i}{2} + 1 \right)^z,
\]

where \( z \) characterizes the preference of the focal individual in partner selection. Intuitively, positive \( z \) means that the connections with wealthy partners will be frequently dismissed, and vice versa. As a special case, \( z = 0 \) refers to random partner selection. For this case, stochasticity will be introduced into reorganizing process of interacting networks. It should be noted that the inequality \( P_i \geq 0 \) holds for any \( i \), then partner switching will never happen for \( A \leq 0 \) and thus we will mainly focus on non-negative values of \( A \) in this study.

\section*{References}

1. Coleman JS (1990) Foundations of social theory. Cambridge, MA: Harvard University Press.
2. Boëtger O, Wren D, Barnett SC, Land H, Noble M (1990) Cooperation between two growth factors promotes extended self-renewal and inhibits differentiation of oligodendrocyte-type-2 astrocyte (O-2A) progenitor cells. Proc Natl Acad Sci USA 87: 6366-6372.
3. Nowak MA, May RM (1992) Evolutionary games and spatial chaos. Nature 359: 826-829.
4. Nowak MA, Sigmund K (1993) A strategy of win-stay, lose-shift that outperforms tit-for-tat in the Prisoner’s Dilemma game. Nature 364: 56-58.
5. Traulsen A, Claussen JC, Hauert C (2005) Coevolutionary dynamics: from finite to infinite populations. Phys Rev Lett 95: 238701.
6. Traulsen A, Semmann D, Sommerfeld RD, Krambeck HJ, Milinski M (2010) Human strategy updating in evolutionary games. Proc Natl Acad Sci USA 107: 2962-2966.
7. Santos FC, Rodrigues JF, Pacheco JM (2006) Graph topology plays a determinant role in the evolution of cooperation. Proc R Soc Lond B 273: 51-55.
8. Perc M (2006) Coherence resonance in a spatial prisoner’s dilemma game. New J Phys 8: 22.
9. Perc M (2006) Chaos promotes cooperation in the spatial prisoner’s dilemma game. EPL 75: 841.
10. Perc M (2007) Transition from gaussian to levy distributions of stochastic payoff variations in the spatial prisoner’s dilemma game. Phys Rev E 75: 022101.
11. Ponceleña J, Gómez-Gardentès J, Latora V (2008) Robustness of cooperation in the evolutionary prisoner’s dilemma on complex networks. New J Phys 9: 184.
12. Assenza S, Gómez-Gardentès J, Latora V (2008) Enhancement of cooperation in highly clustered scale-free networks. Phys Rev E 78: 017101.
13. Gómez-Gardentès J, Reinares I, Arenas A, Latora V (2012) Evolution of cooperation in multiplex networks. Sci Rep 2: 620.
14. Fu F, Liu LH, Wang L (2007) Evolutionary Prisoner’s Dilemma on heterogeneous Newman-Watts small-world network. Eur Phys J B 56: 367-372.
15. Chen XJ, Fu F, Wang L (2008) Interaction stochasticity supports cooperation in spatial prisoner’s dilemma. Phys Rev E 78: 051120.
16. Chen XJ, Schack A, Doebeli M, Blachford A, Wang L (2012) Reputation-based conditional interaction supports cooperation in well-mixed prisoner’s dilemma. PLoS ONE 7: e36260.
17. Szolnoki A, Szabó G (2007) Cooperation enhanced by inhomogeneous activity of teaching for evolutionary Prisoner’s Dilemma games. EPL 77: 30004.
18. Szolnoki A, Perc M, Szabó G (2009) Phase diagrams for three-strategy evolutionary prisoner’s dilemma games on regular graphs. Phys Rev E 80: 036104.
19. Ciminì G, Sánchez A (2014) Learning dynamics explains human behavior in Prisoner’s Dilemma on networks. arXiv preprint. arXiv: 1401.7217.
20. Hauert C, Doebeli M (2004) Spatial structure often inhibits the evolution of cooperation in the snowdrift game. Nature 428: 643-646.
21. Doebeli M, Hauert C (2005) Models of cooperation based on the Prisoner’s Dilemma and the Snowdrift game. Ecol Lett 6: 746-766.
22. Wang WN, Ren J, Chen GB, Wang BH (2006) Memory-based snowdrift game on networks. Phys Rev E 74: 056113.
23. Zhong LX, Zheng DF, Zheng B, Xu C, Hui PM (2006) Networking effects on cooperation in evolutionary snowdrift game. EPL 76: 724.
24. Laird RA (2013) Static cooperator-defector patterns in models of the snowdrift game played on cycle graphs. Phys Rev E 88: 012105.
25. Fehr E, Gächter S (2000) Cooperation and punishment in public goods experiments. Am Econ Rev 90: 980-994.
26. Santos FC, Santos MD, Pacheco JM (2008) Social diversity promotes the emergence of cooperation in public goods. Nature 454: 213-216.
27. Fu F, Rosenblum DI, Wang L, Nowak MA (2011) Imitation dynamics of vaccination behaviour on social networks. Proc R Soc Lond B 278: 42-49.
28. Chen XJ, Liu YK, Zhou YH, Wang L, Perc M (2012) Adaptive and bounded investment returns promote cooperation in spatial public goods games. PLoS ONE 7: e36985.
29. Szolnoki A, Szabó G, Czako L (2011) Competition of individual and institutional punishments in spatial public goods games. Phys Rev E 84: 046106.
30. Szolnoki A, Wang Z, Perc M (2012) Wisdom of groups promotes cooperation in evolutionary social dilemmas. Sci Rep 2: 576.
31. Szolnoki A, Perc M (2012) Conditional strategies and the evolution of cooperation in spatial public goods games. Phys Rev E 85: 026104.
32. Gómez-Gardentès J, Vilone D, Sánchez A (2011) Disentangling social and group heterogeneities: Public goods games on complex networks. EPL 95: 60003.
33. Nowak MA (2006) Five rules for the evolution of cooperation. Science 314: 1560-1563.
34. Milinski M, Semmann D, Krambeck HJ (2002) Reputation helps solve the ‘tragedy of the commons’. Nature 415: 423-426.
35. Boyd R, Gintis H, Bowles S, Richerson PJ (2003) The evolution of altruistic punishment. Proc Natl Acad Sci USA 100: 5831-5835.
36. Hauert C, De Monte S, Hofbauer J, Sigmund K (2002) Volunteerism as red queen mechanism for cooperation in public goods games. Science 296: 1129-1132.
37. Szabó G, Fáth G (2007) Evolutionary games on graphs. Phys Rep 446: 97-216.
38. Ohtsuki H, Huerta C, Lieberman E, Nowak MA (2006) A simple rule for the evolution of cooperation on graphs and social networks. Nature 441: 502-505.
39. Pacheco JM, Traulsen A, Nowak MA (2006) Active linking in evolutionary games. J Theor Biol 243: 437-443.
40. Kánevecy A, Gabaix Y (2013) Coevolutionary networks of reinforcement-learning agents. Phys Rev E 88: 032105.
41. Zimmermann MG, Eguíluz VM, San Miguel M (2004) Coevolution of dynamical states and interactions in dynamic networks. Phys Rev E 69: 065102.
42. Santos FC, Pacheco JM, Lenaerts T (2006) Cooperation prevails when individuals adjust their social ties. PLoS Comput Biol 2: e140.
43. Pacheco JM, Traulsen A, Nowak MA (2006) Coevolution of strategy and structure in complex networks with dynamical linking. Phys Rev Lett 97: 258103.
44. Van Soestgreek S, Santos FC, Lenaerts T, Pacheco JM (2009) Reacting differently to adverse ties promotes cooperation in social networks. Phys Rev Lett 102: 058105.
45. Fu F, Huerta C, Nowak MA, Wang L (2008) Reputation-based partner choice promotes cooperation in social networks. Phys Rev E 78: 026117.
46. Fu F, Wu T, Wang L (2009) Partner switching stabilizes cooperation in coevolutionary prisoner’s dilemma. Phys Rev E 79: 036101.
47. Wu B, Zhou D, Fu F, Luo Q, Wang L, et al. (2010) Evolution of cooperation on stochastic dynamical networks. PLoS ONE 5: e11187.
48. Perc M, Szolnoki A (2010) Coevolutionary games—a mini review. BioSystems 99: 109-125.
49. Yang ZH, Li Z, Wu T, Wang L (2013) Effects of adaptive dynamical linking in networked games. Phys Rev E 88: 042128.
50. Macy MW, Flache A (2003) Learning dynamics in social dilemmas. Proc Natl Acad Sci USA 99: 7229-7236.
51. Chen XJ, Wang L (2008) Promotion of cooperation induced by appropriate payoff aspirations in a small-world networked game. Phys Rev E 77: 011903.
52. Perc M, Wang Z (2010) Heterogeneous aspirations promote cooperation in the prisoner’s dilemma game. PLoS ONE 5: e13117.
53. Yang XY, Wu ZX, Wang BH (2010) Role of aspiration-induced migration in cooperation. Phys Rev E 81: 065101.
54. Liu YK, Chen XJ, Wang L, Li B, Zhang WG, et al. (2011) Aspiration-based learning promotes cooperation in spatial prisoner’s dilemma games. PLoS ONE 6: e22602.
55. Wu T, Fu F, Zhang YL, Wang L (2012) Expectation-driven migration promotes cooperation by group interactions. Phys Rev E 85: 066104.
56. Li AM, Wu T, Cong R, Wang L (2013) One step memory of group reputation is optimal to promote cooperation in public goods games. EPL 103: 30007.
57. Zhang HF, Liu RR, Wang Z, Yang HX, Wang BH (2011) Aspiration-induced reconnection in spatial public-goods game. EPL 94: 18006.
58. Du JM, Wu B, Altrock PM, Wang L (2014) Aspiration dynamics of multi-player games in finite populations. J R Soc Interface 11: 20140077.
59. Wang Z, Perc M (2012) Aspiring to the fittest and promotion of cooperation in the prisoner’s dilemma game. Phys Rev E 82: 021115.
60. Yang ZH, Wu T, Li Z, Wang L (2013) Hunting for wealthy encounters promotes cooperation in spatial Prisoner’s Dilemma games. Eur Phys J B 86: 1–6.
61. Erdős P, Rényi A (1960) On the evolution of random graphs. Publ Math Inst Hung Acad Sci 5: 17–61.