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Abstract—Deep learning associated with neurological signals is poised to drive major advancements in diverse fields such as medical diagnostics, neurorehabilitation, and brain-computer interfaces. The challenge in harnessing the full potential of these signals lies in the dependency on extensive, high-quality annotated data, which is often scarce and expensive to acquire, requiring specialized infrastructure and domain expertise. To address the appetite for data in deep learning, we present Neuro-BERT, a self-supervised pre-training framework of neurological signals based on masked autoencoding in the Fourier domain. The intuition behind our approach is simple: frequency and phase distribution of neurological signals can reveal intricate neurological activities. We propose a novel pre-training task dubbed Fourier Inversion Prediction (FIP), which randomly masks out a portion of the input signal and then predicts the missing information using the Fourier inversion theorem. Pre-trained models can be potentially used for various downstream tasks such as sleep stage classification and gesture recognition. Unlike contrastive-based methods, which strongly rely on carefully hand-crafted augmentations and siamese structure, our approach works reasonably well with a simple transformer encoder with no augmentation requirements. By evaluating our method on several benchmark datasets, we show that Neuro-BERT improves downstream neurological-related tasks by a large margin.

Index Terms—Self-supervised learning, masked modeling, contrastive learning, neurological signal pre-training, Fourier inversion prediction

I. INTRODUCTION

The ubiquity and versatility of neurological signals have recently rendered them an essential area of study with far-reaching implications in various research fields [1], [2]. Of these signals, surface electromyography (sEMG) demonstrates promising potential in interpreting user intentions from human muscle activities. This capability facilitates the development of novel command interfaces in numerous human-machine interaction (HMI) scenarios, enhancing user interaction experiences [3], [4], enabling more natural and immersive interactions [5], and rehabilitation [6]. Additionally, other neurological signals, such as electroencephalography (EEG), are pivotal in medical applications, playing a vital role in areas like disease diagnosis [7], [8].

However, the advancements in utilizing these signals have predominantly relied on supervised deep learning methods, which require extensive labeled datasets not always available in real-world settings. Consequently, learning representations without supervision through pretext tasks has become increasingly popular. In fields like computer vision, early self-supervised learning methods aimed to capture invariant features by predicting image transformations [9], [10]. These methods, however, do not readily translate to other modalities due to their reliance on vision-specific heuristics. More recently, self-supervised contrastive learning approaches witnessed significant progress, even outperforming supervised methods on several downstream vision tasks. [11]–[13]. Similarly, in natural language processing, techniques such as autoregressive language modeling [14] and masked autoencoding [15] have driven significant advancements by focusing on predicting masked tokens [16]–[18].

However, self-supervised pre-training for neurological sig-
signals is far from established. Unlike human languages and natural images, neurological signals are notably informatively sparse, which complicates the task of learning generic representations through self-supervised training. Inspired by successes in other domains, some researchers have adapted contrastive-based pre-training methods to signals like EEG. These methods typically depend on assumptions that do not translate robustly outside of visual contexts, such as the requirement for strong, semantically consistent augmentations [19]–[21]. Inspired by the success in other domains, some researchers have proposed contrastive-based pre-training methods for signals like EEG, relying on assumptions that may not hold as strongly outside of visual contexts, such as the need for strong, semantically consistent augmentations [19]–[21].

Our contributions are summarized as follows:

- We propose a tailored pre-training task, FIP, which predicts the missing information via the Fourier inversion theorem. We demonstrate that models pre-trained with FIP better capture the underlying neurological activities than naive imitation in the spatiotemporal domain.
- Comprehensive experiments on both EEG and EMG benchmarks show that our proposed pre-training framework achieves new state-of-the-art performances.

II. Related Work

A. Contrastive Learning

Contrastive learning methods learn instance-level discriminative representations by extracting invariant features over distorted views of the same data point. MoCo [22] adopted a large memory bank to introduce enough informative negative samples, while SimCLR [11] adopted a larger batch size to replace the memory bank mechanism. BYOL variants [12], [23]–[25] and Barlow Twins variants [26] further eliminate the requirement of negative samples, using various techniques to avoid representation collapse. Motivated by the success of contrastive learning in CV, some research endeavors are made to adopt contrastive learning onto time series [19], [20]. TS-TCC [19] and CoST [27] proposed to contrast time series from both temporal and contextual domains using different augmentation techniques on different views of the signal. In particular, they randomly add noise and re-scale one view of the signal while segmenting, rearranging, and re-scaling the other view as data augmentation. Similarly, SSL-EEG [28] involves three pre-text tasks: relative positioning, temporal shuffling, and contrastive predictive coding. Due to the high variability of neurological signals, applying contrastive learning directly to neurological representation learning inevitably introduces additional hyper-parameters making the augmentation-related parameter tuning a troublesome task. The natural clustering property induced by pulling near similar representations and pushing away dissimilar samples makes the learned representations linearly separable. Linear probing [11] is therefore commonly adopted to evaluate the performances of contrastive-based methods. However, it misses the opportunity to learn strong but non-linear features, which limits the power of deep learning. Thus, in this work, we aim to maximize the performance of the model on downstream tasks with the fine-tuning protocol [23], [29], [30].

B. Masked Autoencoding

The pioneering work of applying the notion of autoregressive modeling to learn representations is the classic autoencoding [31]. Autoencoders first map the input data to a latent space and then reconstruct the input from the representation in the latent space. Denoising autoencoders [32] are a family of autoencoders that reconstruct the uncorrupted input signal with a corrupted version of the signal as input. Generalizing the denoising autoregressive modeling, masked predictions attracted the attention of both the NLP and vision community. BERT performs masked language modeling, the task of which is to predict the randomly masked input tokens. Representations
learned by BERT as pre-training generalize well to various downstream tasks. For CV, inpainting tasks [33] to predict large missing regions using convolutional networks is proposed to learn representation. iGPT [34] predicts succeeding pixels given a sequence of pixels as input. MaskedAE [30] and BEiT [29] mask out random patches of the input image and reconstruct the missing patches with a Vision Transformer (ViT). Only visible patches are fed to the encoder in MaskedAE, while both visible and masked patches are fed in BEiT. The most appealing property of autoregressive modeling, compared to contrastive-based methods, is its simplicity and minimal reliance on dataset-specific augmentation engineering.

III. METHOD

A. Masked Autoencoding Preliminaries

Our framework performs the masked autoencoding task as pre-training, which reconstructs the masked neurological content up to some details. A typical masked autoencoding framework contains the following five main components:

1) Patch embedding (tokenizer): In analogous to the common practice in NLP where each word in a sentence is first mapped to a word embedding vector, an input neurological signal is mapped to a sequence of tokens with each token containing information within a time window.

2) Masking strategy: Given the neurological token sequence, different masking strategies design the rule of which tokens to mask and how to mask the tokens. After masking, the transformed token sequence is passed to the encoder.

3) Encoder architecture: The encoder extracts latent representations from the masked neurological token sequence to recover the masked part of the original signal or certain features of the original signal. Besides recovering, the learned representations are also expected to be generic for various downstream tasks.

4) Prediction target: The prediction target defines what form of the original signal to predict. It can either be the magnitude of the signal in the spatiotemporal domain or some transformation of the signal.

5) Prediction head architecture (decoder): The prediction head takes the latent representation from the encoder and produces certain forms of the original signal at the masked locations.

B. Neuro-BERT

We will elaborate on the specific designs and innovations of our proposed Neuro-BERT in relation to the previously mentioned components. A general illustration of the proposed Neuro-BERT is shown in Fig. 2.

a) Patch Embedding: Instead of directly linearly projecting the input data to the model dimension, we use non-overlapping 1-D convolution to encode the input signal into a sequence of segments following the work of Vision Transformers (ViT) [35]. Formally, let \( x \in \mathbb{R}^{N \times C} \) be a neurological signal of length \( N \) with \( C \) channels, a non-overlapping 1-D convolution with kernel size \( k \) is applied on \( x \) to produce a sequence of \( \frac{N}{k} \)-dimensional patch embeddings \( \{ e_1, e_2, ..., e_{\frac{N}{k}} \} \). The resulting embeddings could also be viewed as a vector map \( E \in \mathbb{R}^{\frac{N}{k} \times d} \) where \( d \) is the projection dimension. The convolution operation is followed by a GELU non-linearity [36].

b) Masking Strategy: Given the sequence of patch embeddings \( \{ e_1, e_2, ..., e_{\frac{N}{k}} \} \) of a neurological signal embedded by the 1-D convolution, we randomly mask a subset of the embeddings with a masking ratio \( r \) following a uniform distribution. During pre-training, the masked tokens are replaced and initialized with a learnable token of the same dimension \( d \) as the visible tokens. Since the transformer is a feed-forward architecture that does not capture the input temporal order information, we add a learnable positional embedding to each patch embedding. The processed sequence of embeddings is then fed into the transformer encoder.

c) Encoder Architecture: Similar to the field of vision, convolution-based architectures [19], [37], [38] are dominant in the existing domain of neurological applications. These architectures are often tailored with specific network structures and data flow to address modality-specific tasks. However, the inherent spatiotemporal inductive bias of convolution operations restricts CNN-based architectures from seamlessly integrating advanced techniques like token masking [15] and positional embedding [39], which are pivotal in masked autoencoding. To overcome these limitations, we utilize a transformer-based architecture that provides a unified end-to-end framework capable of processing raw neurological signals. Our architecture follows the standard transformer configuration with minor modifications to suit our specific application better. The architecture includes a patch embedding layer followed by four blocks of multi-head self-attention (MSA). A detailed description of our encoder architecture is provided in Sec. [IV]

d) Prediction Targets: The no-sweat approach would be to directly reconstruct the amplitude of the masked neurological signal in the spatiotemporal domain following the standard practice [29], [30]. However, unlike images and natural languages, which contain sophisticated semantic information, inpainting masked neurological signals in the spatiotemporal domain is challenging due to their stochastic, nonstationary, and nonlinear nature [40]. To tackle this issue, we propose Fourier Inversion Prediction (FIP) as a means of establishing a connection between neurological signals and the underlying neural activities. Take EEG and EMG as an example. EEG signal is usually divided into bandwidths known as delta, theta, alpha, and beta, which are associated with neurological activities [41], [42]. For instance, the alpha band (8-13 Hz) is associated with brain maturity and inhibition control, while the beta band (13-30 Hz) is linked to motor behavior. On the other hand, motor units, the basic contraction elements in the human motor system, could be viewed as filters that are often categorized by amplitude and phase response. While the muscle is contracted, it moves longitudinally and transversely based on the fiber direction [43]. The bio-impedance of the motor unit as a filter thus varies, leading to a varying amplitude and phase response.

With these bio-inspired motivations in mind, we formalize the proposed FIP as follows. Firstly, given a discrete neurolog-
Algorithm 1 Pseudocode of Fourier Inversion Prediction.

```
x: masked patch sequence, B x N x C
X: the discrete Fourier transform of B x (N/2+1) x C
model: the transformer model

X = rfft2(x, dim=1)
magnitude, phase = model(x)
denoised_x = irfft2(X_tilde, dim=1)
```

### Fourier Inversion Prediction
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Fig. 2. Illustration of Neuro-BERT for neurological self-supervised pre-training. The input neurological signal is segmented into non-overlapping frames and transformed into a sequence of patch embeddings $e$ using a 1-D convolutional layer, where $N$ denotes the signal length and $k$ the convolution kernel size. Each patch embedding is added with a learnable positional embedding $p$ before being processed by the transformer encoder. The encoder output $r$ serves as the neurological patch representation. During self-supervised pre-training, a subset of these patches is randomly masked—represented by $[M]$ for the learnable mask token—and the model is trained to predict their frequency and phase distribution. The original signal is then reconstructed using the inverse discrete Fourier transform (IDFT). The Fourier prediction head is discarded after pre-training, and a linear prediction head will be adopted for various classification or regression downstream tasks on top of the pre-trained model.

**Algorithm 1**

Pseudocode of Fourier Inversion Prediction.

```python
# x: masked patch sequence, B x N x C
# X: the discrete Fourier transform of B x (N/2+1) x C
# model: the transformer model

X = rfft2(x, dim=1)
magnitude, phase = model(x)
denoised_x = irfft2(X_tilde, dim=1)
```

where $m$ is the imaginary unit satisfying $j^2 = -1$. Specifically, $X_m$ represents the spectrum of the sequence $x_n$ at the frequency $\omega_m = 2\pi m/N$. We can then calculate the magnitude $\|X_m\|^2$ and phase $\theta_m$:

$$
\|X_m\|^2 = \frac{1}{N} \sqrt{\text{Re}(X_m)^2 + \text{Im}(X_m)^2}
$$

$$
\theta_m = \text{atan2}(\text{Re}(X_m), \text{Im}(X_m))
$$

The loss adopted during pre-training minimizes the mean square error (MSE) loss between the inversely transformed signal $\hat{x}$ and the original version of the masked signal $x$. It is worth noting that for real neurological signal input $x$, its DFT is conjugate symmetric, which implies that half of the DFT contains complete information about the frequency and phase characteristics of $x$. This reduces the prediction target size by half compared to directly predicting missing information from the spatiotemporal domain. Finally, DFT computation is cheap and introduces negligible overhead by the use of fast Fourier transform (FFT) algorithms, which take advantage of the symmetry and periodicity properties of the Fourier transform. We provide a pseudo code in PyTorch style in Algorithm 1.

**e) Prediction Head Architecture**

During the pre-training phase, the prediction head (decoder) is solely utilized to estimate the magnitude and phase of the underlying signal at masked locations. Therefore, the decoder architecture can be of arbitrary form independent of the encoder architecture, provided it effectively performs the masked autoencoding task. Our proposed Neuro-BERT adopts a linear layer as the prediction head, which is extremely computationally
lightweight. The structure of this linear layer decoder is detailed in Section IV. Furthermore, we demonstrate in Sec. [IV-D.0,c] that this simplified linear layer decoder achieves commendable performance relative to more complex decoder architectures.

IV. EXPERIMENTS

We briefly introduce the datasets used in this work in Section IV-A and provide training details in Section IV-B. Then, we provide the results of the main experiment in Section IV-C and lastly, we provide ablation studies in Section IV-D.

A. Benchmarks

a) Epileptic Seizure Detection: An epileptic seizure is a period of symptoms resulting from abnormally excessive or synchronized neuronal activity in the brain, which can be detected using EEG signals. The Epileptic Seizure Recognition Dataset [44] contains EEG recordings from 500 subjects consisting of healthy subjects and subjects suffering from epilepsy. For each subject, 23.6 seconds of brain activity EEG is recorded, then segmented into one-second chunks with annotated labels. The original dataset provides five categories of annotations: EEG recorded with eyes open, EEG recorded with closed eyes, EEG recorded from healthy brain regions, EEG recorded from tumor-brain regions, and EEG recorded during seizure onset. We follow most works where the previous four categories are merged and classified against the last category of seizure onset.

b) Sleep Stage Recognition: Human sleep can be divided into the following five stages: Wake (W), Non-rapid eye movement (N1, N2, N3), and Rapid Eye Movement (REM). The Sleep-EDF Dataset [45] contains EEG recordings from Caucasian males and females (21–35 years old) without any medication. The EEG signal is required at a sampling rate of 100 HZ. Following previous studies [19], [46], we utilize the Fpz-Cz channel in this study. The EEG recordings are segmented into 10-second windows.

c) Hand Gesture Recognition: Humans perform finger and wrist movements by contracting muscles of the forearm. The Ninapro DB5 Dataset [47] contains EMG signals collected from 10 intact subjects using 16 active single–differential wireless electrodes. Each subject wears two armbands close to the elbow during data acquisition. DB5 contains three exercises for each subject: (1) Basic finger movements, (2) Isometric and isotonic hand movements, as well as basic wrist movements, and (3) Grasping and functional movements. During each exercise, the subjects are required to repeat each movement six times with rest in between to avoid muscle fatigue. In our experiment, we randomly pick five repetitions as the training set and the remaining one as the testing set. We choose the exercise (2), which contains 17 different gestures within this work. The EMG recordings are segmented using a sliding window method with window size 50 and stride five.

d) Finger Joint Angle Regression: For the task of finger joint angle regression, we also use the Ninapro DB5 Dataset [47]. Besides categorical labels of all three exercises in DB5, each subject is asked to wear a data glove to collect finger joint kinematic information during EMG acquisition. There are, in total, 22 sensors placed on the glove. Since the abduction and abduction movement of the fingers is associated with muscle located in the palm, we removed these sensors from this study and only chose sensors that reflect the finger joint angle during the extension and flexion movement of the fingers. In particular, we pick the sensors placed at The distal interphalangeal (DIP) joint and metacarpophalangeal (MCP) for the thumb and sensors placed at DIP, proximal interphalangeal (PIP), and MCP for the remaining four fingers. The joint angle data is normalized for each sensor, respectively. We adopt exercise (1) for this task, which contains 12 fine finger gestures. The recordings are segmented the same way we described for the hand gesture recognition task. We calculate and adopt the mean of the joint angle for each EMG window as prediction labels.

B. Experimental Setup

a) Baseline Methods: We consider two strands of self-supervised methods as baseline methods, namely contrastive-learning based methods and masked autoencoding based methods. Without loss of generality, for contrastive-based methods, we choose methods that utilize both positive and negative samples, SimCLR [11], SwAV [13], and MoCo.V3 [24]; we also consider the method that only requires positive sample pairs, BYOL [12]. We compare the results of MoCo.V3 using both CNN and transformer architectures since it is compatible with both CNN and transformer architectures. Additionally, we pick TS-TCC [19] and CoST [27], contrastive-based methods designed for time series pre-training as competitive baselines. We follow the data augmentations adopted in TS-TCC [19] and choose random scaling, random jittering, and random permutation as data augmentations for contrastive learning-based approaches. For the masked autoencoding-based methods, we choose GPT [34] and MaskedAE [30]. Besides the aforementioned methods, we also consider state-of-the-art supervised methods (as Sup. baselines), SimAttn [48] for EMG tasks and AttnSleep [46] for EEG tasks. We also provide supervised training results with random weight initialization of CNN and transformer backbones in Table I for reference.

b) Evaluation Protocols: We evaluate Neuro-BERT using both the fine-tuning (FT) protocol [30], [49] and the linear probing protocol [49]. The FT protocol, which holds significant

| TABLE I | DETAILED ARCHITECTURE SPECIFICATIONS FOR CONVNET AND TRANSFORMER BACKBONES UTILIZED IN THIS WORK. |
|----------------|-----------------------------------------------------------------------------------------------------------------|
| Stem | Block 1 | Block 2 | Block 3 | Block 4 |
| | | | | |
| | 7×1, 64 | 7×1, 128 | 7×1, 256 | [7×1, 512] |
| | MaxPool, stride 2 | MaxPool, stride 2 | MaxPool, stride 2 | |
| | 1 | 1 | 1 | 1 |
| | | | | |
| | Block 1 | Block 2 | Block 3 | Block 4 |
| | Stem | Transformer | Transformer | Transformer |
| | | | | |
| | K×1, 32, stride 4 | P×1, 128, stride P | P×1, 128, stride P | P×1, 128, stride P |
| | | | | |
| | | MSA, 128, rel. pos. | MSA, 128, rel. pos. | MSA, 128, rel. pos. |
| | | 1×1, 512 | 1×1, 512 | 1×1, 512 |
| | | 1×1, 128 | 1×1, 128 | 1×1, 128 |
| | | | | |
| | | | | |
| | | 1, 128, stride P | 1, 128, stride P | 1, 128, stride P |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
| | | | | |
TABLE II
COMPARISON WITH EXISTING SELF-SUPERVISED METHODS ON SLEEPEDF, EPILEPSY, AND NINAPRO Datasets. Acc (%) and mAP (%) for SLEEPEDF datasets. MSE, MAE, ACC (%), and macro F1 (%) for fine-tuning evaluations are reported. TABLE III
COMPARISON WITH EXISTING SELF-SUPERVISED METHODS ON SLEEPEDF, EPILEPSY, AND NINAPRO Datasets. Acc (%) and mAP (%) for linear evaluations are reported.

### TABLE IV
DESCRIPTION OF USED DATASETS IN OUR EXPERIMENTS.

| Datasets  | SleepEDF | Epilepsy | Ninapro |
|-----------|----------|----------|---------|
| Downstream Task | Classification | Classification | Classification Regression |
| Train samples | 25612 | 9200 | 118403 |
| Test samples | 8910 | 2300 | 39468 |
| Class number | 5 | 2 | 18 |
| Sequence length | 3000 | 178 | 50 |
| Channel number | 1 | 16 | 16 |
| ConvNet | K=25 | K=4 | K=8 |
| Transformer | P=30 | P=4 | P=4 |
| Random Scaling | σ = 1.5 | σ = 0.001 | σ = 1.8 |
| Random Jittering | M=12 | M=5 | M=2 |
| Random Permutation | σ = 2 | σ = 0.001 | σ = 2 |

practical value, is predominantly employed in real-world applications and focuses on harnessing the model’s strong non-linear features for superior performance on downstream tasks. Despite the emphasis on fine-tuning, we also report performance under the linear probing protocol, which is popular among contrastive learning researchers for demonstrating a model’s linear discriminative capabilities. This protocol, however, does not fully exploit the non-linear potential of deep learning. For our experiments, each dataset is randomly split into training (80%) and testing (20%) subsets, with 20% of the training data further allocated for validation. Table IV presents the statistics and settings of all datasets. We conduct five trials for each task using different random seeds and report the mean and standard deviation for each metric. Specifically, for classification tasks, we assess top-1 accuracy (Acc), mean average precision (mAP), and macro-averaged F1-score (macro F1), which are particularly informative for evaluating performance in imbalanced datasets. For regression tasks, we report the mean absolute error (MAE) and mean squared error (MSE). For the FT protocol, the network initialized with pre-trained weights is further fine-tuned on downstream tasks. The weights of the backbone, together with the prediction head for downstream tasks, are both updated. We fine-tune the full model for 40 epochs on labeled data for each dataset, as shown in Tab. IV. Each convolution block consists of a 1-D convolution layer (followed
Fig. 3. Visualization of pre-trained and fine-tuned embeddings with UMAP of hand gesture classification task on the Ninapro dataset. The first row shows the visualization of embeddings after pre-training, while the second row shows the visualization of embeddings after fine-tuning. Contrastive learning-based methods demonstrate better discrimination ability after pre-training than MaskedAE and our proposed method. However, fine-tuning contrastive-based methods brings limited improvement, while masked autoencoding-based methods such as MaskedAE and our proposed methods gain huge improvement from fine-tuning.

by a batch normalization layer and a ReLU activation) and a max pooling layer. For simplicity, we fix the convolution kernel size in each block and double the number of output channels concerning the previous block. Then, we adopt a global average pooling layer and a fully connected layer to map the output of the last block to fit the pre-training or the actual downstream tasks. Notice that all contrastive-based methods adopt an additional 2-layer MLP projector or predictor during pre-training as the original paper with the hidden dimension of 1024. For the transformer backbone, as illustrated in the right column of Tab. I, we perform patch embedding by a 1-D convolution layer with the kernel size of $P \times 1$ and the number of output channels of 128, which is adjusted in each dataset as in Tab. IV. The stride is also set to $P$ to ensure non-overlapping patch embedding [15], [35]. Following the stem layer are four blocks consisting of multi-head self-attention (MSA) with relative positional encoding (rel. pos.). We adopt the regular MSA structure with pre-normalization and residual connection as in ViT [35]. The hidden dimension of the Feed Forward Network (FFN) is set to a fixed value of 512. We adopt the representation learned from the classification token and apply a fully connected layer for the pre-training or the actual downstream tasks in the case of the transformer. For impartial comparison, ConvNet and Transformer used in our experiments have a similar number of parameters in total (as shown in the last line of Tab. I) and yield similar performances.

d) Data augmentation: We follow the data augmentations adopted in TS-TCC [19] and choose random scaling, random jittering, and random permutation as data augmentations for contrastive learning-based approaches. Particularly, random scaling randomly changes the magnitude of the signals within a time window by multiplying a random scalar drawn from a Gaussian distribution with zero means and $\sigma_s$ as the standard deviation. Random jittering, on the other hand, could be considered as simulating additive noise. In particular, a random noise sampled from Gaussian distribution with zero means and $\sigma_j$ as the standard deviation is added to the original signal. Random permutation randomly perturbs the temporal ordering among consecutive time windows. More concretely, give a signal of a fixed time window, the signal is first split into $M$ segments with the same length. The ordering of the segments is randomly shuffled and concatenated to create a new signal. The hyperparameters $\sigma_s$, $\sigma_j$, and $M$ associated with data augmentations are listed in Tab. IV. It is worth noticing that all mentioned data augmentations are utilized for contrastive learning-based approaches only, and no data augmentations are adopted for MaskedAE and our proposed Neuro-BERT.

e) Implementation Details: The experiments were performed using PyTorch [51] on NVIDIA V100 GPUs, with each experiment repeated five times with different random seeds. To ensure consistency with previous studies, we used the official codes provided by the authors of the baselines and followed their original configurations. Our evaluation metrics included mean square error (MSE) and mean absolute error (MAE) for regression tasks, top-1 accuracy (Acc), mean average precision (mAP), and macro-averaged F1-score (macro F1) and their average values for classification.

---

TABLE V

| Configuration                  | Transformer | ConvNet |
|-------------------------------|-------------|---------|
| Fine-tuning epochs            | 40          | 40      |
| Optimizer                     | AdamW       | AdamW   |
| Base learning rate            | 3e-4        | 3e-4    |
| Weight decay                  | 0.01        | 0.01    |
| Optimizer momentum            | $\beta_1, \beta_2=0.9, 0.999$ | $\beta_1, \beta_2=0.9, 0.999$ |
| Batch size                    | 128         | 128     |
| Learning rate schedule        | cosine decay | cosine decay |
| Warmup epochs                 | 5           | -       |
| Dropout ratio                 | 0.2         | 0.3     |
| Gradient clipping             | 5.0         | -       |
| EMA                           | -           | -       |
C. Comparison Results

a) Fine-tuning Results: We first evaluate the performance of Neuro-BERT in comparison to current self-supervised methods with an end-to-end fine-tuning protocol (FT). As shown in Tab. III, Neuro-BERT significantly outperforms both the supervised and self-supervised pre-training methods for classification tasks on SleepEDF, Epilepsy, and Ninapro datasets. Compared to contrastive-based methods, Neuro-BERT brings more fine-tuning performance gains over the random initialization than current state-of-the-art contrastive methods: +2.33% Acc and +1.79% macro F1 for Neuro-BERT with Transformer backbone v.s. +0.71% Acc and +0.33% macro F1 for TS-TCC with CNN backbone on SleepEDF, +2.31% Acc and +5.23% macro F1 for Neuro-BERT v.s. +0.18% Acc and +1.77% macro F1 for MoCo.V3 with Transformer backbone on Ninapro classification. It is worth noticing that GPT brings marginal performance gains for classification tasks on SleepEDF, Epilepsy, and Ninapro datasets. Compared to the masked autoencoding-based pre-training approaches, Neuro-BERT noticeably outperforms the fine-tuning performances of both MaskedAE and GPT. In particular, Neuro-BERT outperforms GPT by 2.02% in Acc and 3.56% in Macro F1 on Ninapro classification. It is worth noticing that GPT brings marginal performance gains over the random initialization compared to MaskedAE and Neuro-BERT. In natural language, the contextual information is rich and semantically dense, which facilitates the prediction of subsequent words based on preceding ones. In contrast, neurological signals are informatively sparse and stochastic, making it difficult to predict future signals based on past data. We hypothesize that this challenge hinders the effective extraction of generic features from neurological signals when using approaches like GPT, ultimately resulting in suboptimal performance for downstream tasks. Meanwhile, Neuro-BERT also achieves the best performance for the finger joint angle regression task on the Ninapro dataset in Tab. III. Overall, our proposed Neuro-BERT achieves state-of-the-art performance in self-supervised neurological pre-training.

b) Linear Evaluation Results: From Tab. III, we observe that contrastive-based methods outperform masked autoencoding-based methods due to their superior discrimination abilities induced by the natural clustering effect. However, contrastive-based methods perform way worse than masked autoencoding-based methods under FT. We argue that the discrimination ability comes with a cost of discarding essential information during pre-training, which subsequently restricts their performance enhancements during fine-tuning. On the contrary, masked autoencoding-based methods such as our proposed Neuro-BERT and MaskedAE capture low-level features and thus learn more general representations, which are more generic for various downstream tasks.

c) Visualization Comparison of Learned Embeddings: We provide visualization results of the representations learned after pre-training and fine-tuning for both contrastive learning-based approaches (SimCLR, BYOL, and MoCo.V3) and masked autoencoding-based methods (MaskedAE and Neuro-BERT), as shown in Fig. 3. These visualizations are based on the hand gesture classification task on the Ninapro dataset, with the representations reduced to 2D using UMAP [52]. The experimental setup for this visualization follows the same procedures detailed in Sec IV-B and Tab. V. As observed in Fig. 3, contrastive learning-based approaches demonstrate better linear separability after pre-training, an outcome of their inherent objectives to cluster similar samples and separate dissimilar ones, even without explicit class labels. In contrast, masked autoencoding-based methods capture a broader spectrum of low-level, generic features, though they do not necessarily induce a strong clustering effect initially. Notably, after fine-tuning, masked autoencoding-based methods exhibit significantly improved separability, outperforming the contrastive methods, which show only limited gains from fine-tuning. This pattern underscores the practical superiority of the fine-tuning protocol, particularly in its ability to enhance model performance significantly by leveraging the rich, general features acquired during pre-training.

d) Semi-supervised Learning: We then show that the proposed Neuro-BERT learns informative representations under semi-supervised learning settings. In particular, we randomly select 1%, 10%, 20%, and 50% labeled samples from the training dataset during the fine-tuning process. We report the top-1 accuracy of MaskedAE, Neuro-BERT, and random weight initialization on SleepEDF and Ninapro datasets. We use the same transformer structure as the backbone as described in Section IV-B.0.c for all methods compared. As shown in Fig. 4 compared with the random initialization (blue curves) and MaskedAE (green curves), Neuro-BERT (red curves) steadily outperforms MaskedAE and random weight initialization on both SleepEDF and Ninapro datasets. We observe that the random initialization yields poor performance with limited labeled data (e.g., 1% and 10%). At the same time, our Neuro-BERT pre-training significantly improves the fine-tuning results in these cases (e.g., +30.31% over the random initialization and +4.93% over MaskedAE using 1% labeled data on Ninapro).

e) Transfer Learning: We study the transferability of learned representations of Neuro-BERT via fine-tuning the pre-trained models in between the classification and regression tasks on the Ninapro dataset. We report the top-1 accuracy for classification and MSE for regression of random weight initialization, MoCo.V3, MaskedAE, and Neuro-BERT. The plotting on the left shows transfer learning from regression to classification, while the right shows vice versa. The blue bars show the original performance fine-tuned directly on the dataset with the targeted task label. As shown in Fig. 5, Neuro-BERT yields the highest classification accuracy on the classification task.
and the lowest MSE on the regression task.

### D. Ablation Studies

This section ablates three key designs: masking ratio, prediction target, and decoder design. Ablation studies are performed on the SLEEP-EDF dataset with the same experimental setup as described in Section IV-B. We report 40-epoch fine-tuning accuracy (%) on SLEEP-EDF. Additionally, we examined the applicability of the proposed FIP across other masked autoregressive modeling approaches, including GPT and MaskedAE.

**a) Ablation on Masking Ratio and Prediction Target:** The masking ratios and prediction targets play important roles in masked autoencoding-based self-pretraining approaches. In this section, we study the effects of the masking ratios with respect to different prediction targets. For the prediction targets, we consider both the spatiotemporal domain and Fourier domain targets, namely, directly predicting the missing signal in the spatiotemporal domain (spatiotemporal), predicting the Fourier spectrum (Fourier), and the proposed FIP. As observed in Fig. 5, we discover that the best performance is given with a masking ratio of 10% on the spatiotemporal domain target. A drastic performance drop is also observed from the 10% masking ratio to the 60% making ratio. This indicates that neurological signals are informatively sparse in the spatiotemporal domain, and thus, performing masked autoencoding prediction in the spatiotemporal domain would be a very improper and redundant task as modeling the stochasticity and nonstationarity of neurological signals. On the contrary, adopting Fourier-domain prediction targets shows better robustness and accuracy performance in general. For FIP, we observe that masking ratios of 10%, 20% to 40% can produce similar fine-tuning accuracy. For directly predicting the Fourier spectrum as the target, we observe that the performance is relatively stable under various masking ratios and worse performance than FIP. Given the observed results, our proposed FIP of Neuro-BERT outperforms the performance of masked autoencoding prediction in the spatiotemporal domain. More importantly, the performance of Neuro-BERT is robust against different masking ratios.

**b) Ablation on Decoder Design:** Next, we conduct an ablation study to assess the impact of various decoder designs on our model’s performance. By default, Neuro-BERT utilizes a linear layer decoder. To explore alternative architectures, we also evaluate Multi-Layer Perceptrons (MLPs) and Transformers with varying numbers of layers. For MLPs, the hidden dimension is set to 1024. We adopt the same Transformer block design as described in Tab. I. As observed in Tab. VI, we found that adopting a 2-layer MLP offers marginal improvements compared to a linear decoder. Overly complex decoder structures such as 4-layer MLP and Transformer decoders tend to degrade performance.

**c) Effectiveness Verification of FIP:** We further investigate the effectiveness of our Fourier Inversion Prediction (FIP) across other masked autoregressive modeling approaches, including GPT and MaskedAE. The corresponding fine-tuning classification results on the SLEEP-EDF dataset are shown in Tab. VII. Notably, the integration of FIP into MaskedAE results...
in a substantial performance boost, while the improvements with GPT are relatively modest. This observation reinforces our prior assertion that the strategy of predicting future signals from past signals is typically unsuitable for neurological data due to their inherent stochasticity and nonstationarity. Nevertheless, FIP offers a significant enhancement over the conventional next-token style time-domain reconstruction method utilized by GPT, effectively alleviating some of GPT’s shortcomings and enhancing its performance. It is also important to note that, unlike MaskedAE, which only processes visible tokens, our proposed Neuro-BERT architecture inputs both visible and masked tokens into the encoder. This further demonstrates the versatility of FIP as a universally applicable enhancement for masked autoencoding-based neurological pretraining.

V. Discussion and Future Work

Learning neurological representations that are generic for downstream tasks in a self-supervised manner is a promising research direction for the next generation of BCI with the rise of the concept of the metaverse. However, existing approaches tend to directly adopt well-established pre-training methods (contrastive learning) from the CV domain, neglecting the uniqueness of neurological signals. We take a step forward to design a masked autoencoding-based pre-training framework. Our intuition is based on the biomedical foundation that frequency and phase distribution of neurophysiology signals reveal the underlying neurological activities. Thus, recovering the masked signal via IDFT of the predicted frequency and phase brings more explainability. This design also enables our proposed Neuro-BERT to yield a decent performance with only one linear layer as the prediction head as opposed to a complex structure transformer utilized by MAE. We hope that our exploration of prediction targets in terms of self-supervised masked autoencoding neurological representation provides insights to the community.

Next, we list three potential limitations of Neuro-BERT: (i) Although Neuro-BERT does not require data annotation, Neuro-BERT still relies on abundant unlabeled data for representation learning. Neuro-BERT yields limited performance gain where only a small dataset is available. This is also a drawback of most self-supervised pre-training methods; (ii) Neuro-BERT cannot deal with the case where the input neurological signals are noisy. Since the noise will be present in the Fourier domain more or less, Neuro-BERT will also be forced to model noise if the frequency magnitude of the noise is high; (iii) Compared to contrastive learning approaches, the linear separability of the learned representations is not as good. Although linear separability is not crucial for real applications, it is also desired to improve the linear separability of the representations learned by Neuro-BERT.

In future work, we plan to tackle the aforementioned limitations: (i) Design an adaptive weighting mechanism for the frequency loss function in the Fourier domain for the masked autoencoding task. It is desired that the frequencies associated with noise can be weighted down by the adaptive frequency loss function; (ii) Combine contrastive learning with masked autoencoding. The learned representations incorporate both the advantages of contrastive learning and masked autoencoding; (iii) Extend our proposed framework to a multi-modal framework containing images, text, and neurological signals to improve user interaction experience with computers further.
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