Neural Network Equalization for Asynchronous Multitrack Detection in TDMR
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The advent of multiple readers in magnetic recording opens the possibility of replacing the current industry’s single-track detection with the more promising multitrack detection architectures. We have proposed a first solution, a generalized partial-response maximum-likelihood (GPRML) architecture, that extends the conventional PRML paradigm to jointly detect multiple asynchronous tracks. In this paper, we propose to replace the conventional communication-theoretic multiple-input multiple-output equalizer in the GPRML architecture with a neural network equalizer for better adaption to the nonlinearity of the underlying channel. We evaluate the proposed equalization strategy on a realistic two-dimensional magnetic-recording channel, and find that the proposed equalizer outperforms the conventional linear equalizer, by a 37% reduction in the bit-error rate and a 33% gain in the areal density.
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I. INTRODUCTION

MULTITRACK DETECTION significantly improves the areal density as well as the throughput over the conventional single-track detection schemes. The architecture of a multitrack read channel, however, is substantially different from the single-track read channel, specifically, when it comes to the synchronization component. The reason is that unlike the single-track detection, we can not synchronize any readback waveform to the rates of multiple tracks that are themselves asynchronous. Consequently, we can no longer synchronize the waveform(s) before we can detect them. Instead, the functions of synchronization and detection should be fused together [1]. To this end, we have proposed a generalized partial-response maximum-likelihood (GPRML) architecture for joint detection of multiple asynchronous tracks [2], [3]. The proposed architecture consists of an asynchronous partial-response (APR) equalizer to time-varying target, followed by the joint detector of multiple asynchronous tracks, namely the ROTAR detector of [4].

On the other hand, the two-dimensional magnetic recording (TDMR) channel exhibits nonlinearity in the jitter-like transition and widening of the reader response which is modeled by the dominant and pattern-dependent media noise, in the partial erasure, and also in the two-dimensional interference, to name a few. Hence, neural networks have been proposed since 1990’s for equalization and detection in TDMR [5]–[7]. Recently, however, neural networks have shown a huge success in replacing the communication-theoretic modules for TDMR read channels [8]–[10]. Nevertheless, no prior work has developed neural networks for multitrack detection, much less for multitrack detection of asynchronous tracks.

In this paper, we propose a neural network multiple-input multiple-output (MIMO) equalizer to replace the linear equalizer in our GPRML read channel. Compared to the linear equalizers used in PRML read channels, the proposed equalizer better adapts the nonlinear channel response and thereby helps mitigate the media noise. Further, the proposed neural network equalizes the unsynchronized readback samples to a time-varying target that absorbs the timing asynchrony between the tracks of interest.

II. NEURAL NETWORK ASYNCHRONOUS PARTIAL-RESPONSE EQUALIZER TO TIME-VARYING TARGET

Fig. 1 illustrates our proposed equalization strategy for an exemplary case of jointly detecting two tracks from two readback waveforms. The upper branch has the MIMO equalizer with one input layer, three fully connected hidden layers (only one layer is shown), and a linear output layer. The input layer feeds the readback samples corresponding to the two readers to all the neurons in the first hidden layer. The hidden neurons apply the tangent-sigmoid activation function to their inputs, and the two neurons of the output layer linearly combine their inputs to form the two equalized outputs corresponding to the two readback waveforms in this figure. The equalized waveforms are then fed to the ROTAR detector for the final detection of the written bits.

The lower branch shows the strategy for computing the unknown equalizer and the target pair, and the unknown timings, during the training where the user bits are known. The resulted equalizer and target pair are used during the testing with the unseen bits. The lower branch is adapted from our prior results in [2], [3]. According to our prior findings for sufficiently slow-varying timing offsets, the asynchrony in ADC outputs can be accurately modeled by applying a time-varying fractional delay to the user bits when computing the optimum equalizer and the target pair. Therefore, we compute our equalizer and the target pair to work with the unsynchronized ADC samples by replacing the original bits with fractionally delayed bits. Accordingly, in Fig. 1, the bits on tracks 1 and 2 are first passed through two interpolation
filters that apply fractional delays equal to the estimated timing offsets of the two tracks. Next, the fractionally delayed bits are modulated with a matrix-valued target response. The cascade of the fractional delay filters with the time-invariant target responses can be viewed as a time-varying target.

We use the backpropagation algorithm to optimize the neural network connection weights and the target coefficients along side a second-order phase-locked loop to compute the fractional delay elements. We have used the minimum squared error between the upper and the lower branch, as shown in Fig. 1, as well as the cross-entropy between the actual bits and the ROTAR detector’s estimates of the bits as our loss functions. The cross-entropy leads to better bit-error rate (BER) results and therefore it is implemented for the simulations results, as follows.

### III. SIMULATION RESULTS

The simulations are performed on a data set provided by data storage institute [11]. The waveforms are generated from the grain-flipping probability model in building the magnetized medium. This model generates realistic 2-D waveforms with media noise. A write frequency offset of \( \frac{(2)}{k} = k\Delta T_2/T = 2 \times 10^{-4}k \), where \( 1/T \) is the ADC sampling rate, is injected into the bits of TRACK 2 by linearly shifting the position of the writer. The rest of the tracks are written without any timing offsets. Fig. 2 shows the BER performance of the ultimate proposed read channel in comparison with two other read channels. The proposed read channel is a cascade of the proposed neural network equalizer and the ROTAR detector [4]. The figure plots the average BER performance for the two middle tracks being detected using two readers separated based on track pitch (width) (TP). The proposed read channel is trained anew for each reader spacing to find the optimum target and equalizer pair for different readback waveforms selected.

The curve labeled “GPRL, NN EQUALIZER” is the performance of the proposed read channel that shows an average 37% reduction in BER, and 33% gain in the areal density compared to the same read channel where a linear FIR equalizer replaces the neural network and is labeled as “GPRL, LINEAR EQUALIZER”. Further, the proposed read channel shows a maximum of 65% reduction in BER compared to the conventional read channel, labeled as “PRML, LINEAR EQUALIZER”, that separately detects the two tracks using a pair of two MISO equalizers followed by two independent Viterbi detectors. In particular, to detect TRACK 1 with \( \Delta T_1 = 0 \), a conventional GPR equalization strategy is used and is followed by a 2-state Viterbi detector. To detect TRACK 2 with \( \Delta T_2 \neq 0 \), a conventional GPR equalization is used and is followed by a conventional synchronization block that synchronizes to the timings of TRACK 2. Finally, a 2-state Viterbi detector detects the bits on TRACK 2.
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