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Abstract: To increase and maintain existing hydropower capacity within biological performance-based regulations, predictive simulation methods are needed that can reliably estimate the risk to fish passing through flow passage routes at hydropower facilities. One of the central challenges is to validate the software capabilities for simulating the trajectories, including collisions, of inertial particles against laboratory data. In this work, neutrally buoyant spherical- and rod-shaped beads were released upstream of laboratory-scale geometries representative of the distributor of a hydroturbine. The experimental campaign involved a test matrix of 24 configurations with variations in bead geometry, collision target geometry, flow speeds, and release locations. A total of more than 10,000 beads were recorded using high-speed video cameras and analyzed using particle tracking software. Collision rates from 1–7% were observed for the cylinder geometry and rates of 1–23% were observed for the vane array over the range of test configurations.
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1. Introduction

A critical challenge currently facing the development of increased hydropower capacity is the need to alleviate, mitigate, or otherwise minimize the adverse environmental impacts of hydropower to levels acceptable to regulatory agencies. The factors which influence the survival of live fish passing through a hydroelectric powerhouse have been presented in several reviews which examine fish behavior [1] and passage routes [2], as well as hydroturbine operation and design [3]. Field studies to assess the mortality rates during downstream passage have been conducted using live fish [4–6]. Trends in fish passage conditions have also been assessed through field studies using an autonomous sensor device deployed upstream of the turbine [7,8].

However, these methods are only possible using an installed and operational turbine. To assess the biological performance of fish passage during the turbine design phase, as well as reduce the high cost and technical difficulty associated with field testing, an efficient alternative solution to this challenge is the development of software tools that will support biologically based design, operation, and evaluation of hydroturbines and other passage routes at hydropower facilities. One existing set of computational tools developed for this purpose is the biological performance assessment (BioPA) method developed at the Pacific Northwest National Laboratory (PNNL) [9–11]. This approach approximates fish trajectories through a turbine by simulating the trajectories of massless particles using computational fluid dynamics (CFD). Current work is focused on increasing the physical realism of the BioPA software toolset by including the effects of particle mass and form (referred to as inertial particles).
Such simulations of fish trajectory during downstream passage require validation against laboratory observations to gain an increased confidence in the approach. Particles which are smaller than the Kolmogorov dissipation scale (low Stokes numbers) behave as tracers to the fluid flow and studies which examine such motions represent simplified approximations to the case in question. For larger particle sizes, the dynamics are affected by the particle inertia and therefore deviates from that of the surrounding fluid.

Several previous studies have experimentally quantified the acceleration statistics of LaGrangian particles in turbulent flows [12–14]. These data demonstrate that the stream-wise acceleration of neutrally buoyant particles with sizes greater than the Kolmogorov length scale can be quantified with a predictable shape of a probability density function. The effect of particle shape, aspect ratio, density and size on the forcing terms of non-spherical particles is investigated by [15] in the tracking of particle motion in free-fall in a vertical wind tunnel. Drag coefficients of a range of cylindrical inertial particles with varying densities, lengths and diameters were also experimentally investigated by [16] by observing the motion of particles in free-fall. Falling and rising spheres were also studied by [17] who examined and visualized the formation of vortex rings in the wakes of spheres with diameters from 2 mm to 38 mm. The motion of spherical particles, with diameters ranging from 6 mm to 24 mm, were visualized within a turbulent von Karman flow field and the frequency distribution of particle locations and velocities were presented by [18]. A pendulum test rig was set up by [19] to observe the collisions of inertial particles with a wall and measure the pressure impulses. A similar configuration was presented by [20], with results focusing on the approach and rebound trajectory of the particle.

This paper presents the experimental observation of the unrestricted motion of inertial particles toward two collision target geometries in a recirculating water flume: a single cylinder and an array of representative stay vanes and wicket gates. The distribution and trajectories of the particles were captured using high-speed video cameras and the collision rates were extracted to produce a valuable and unique data set for CFD comparison and validation.

Though the flow characteristics and passage geometries do not directly represent those encountered during fish passage through a full-scale hydroelectric powerhouse, the experimental flow and resulting particle paths are accurately measured to fully characterize the experiments presented herein. The results therefore represent a unique and useful data set to validate CFD simulations under identical conditions, in the progression toward validating full-scale fish passage simulations.

2. Materials and Methods

2.1. Experimental Design

The experimental design described below was based on the configuration of the Kaplan units operating at the Ice Harbor Dam, located on the lower Snake River in Washington state, USA. The intake and distributor of one unit is shown in Figure 1, with the horizontal flow velocity overlaid, as calculated by CFD.

The laboratory experiments were conducted in the recirculating water flume at the Albrook Laboratory of Washington State University, Pullman, WA, USA [21,22]. This facility was equipped with two parallel 30 HP pumps (and has a test section measuring 0.89 m wide, 0.53 m deep and 3.75 m long). The water was pumped into the upstream end of the flume via six inlet manifolds and conditioned through one honeycomb panel and three wire mesh screens. To represent the rotating flow of the hydroturbine intake in a linear flume, the geometry of the distributor was projected from a polar coordinate system (where the vanes of the distributor are arranged in circular formation) to a linear array.

All target collision geometries were suspended below a 10 mm thick aluminum plate with locating holes drilled with CNC machining. The mounting plate was submerged by 20 mm and chamfered along the leading edge to minimize the generation of air bubbles on the underside of the plate which would complicate the particle visualization and tracking. The mounting plate was also finished with
black anodizing for maximum color contrast between the beads (yellow) and the background. All test collision geometries were 500 mm long to span the distance from the aluminum mounting plate to the bottom of the flume.

**Figure 1.** Computational model of Ice Harbor Dam [23] showing representative horizontal flow velocity in the intake and distributor. The horizontal direction is defined as being perpendicular to runner axis.

A schematic of the test section of the experimental flume is shown in Figure 2.

**Figure 2.** Schematic of test section of recirculating water flume showing bead injector tube and vane array installation.
2.2. Experimental Variables

The following experimental variables were included in the test schedule:

2.2.1. Collision Geometry

Two different geometries were placed in the path of the inertial particles and the resulting particle behavior was observed for each. Firstly, a single cylinder was selected as the simplest geometric shape for validation of the CFD and inertial particle behavior (Figure 3a). An array of 5 stay vane and wicket gate pairs was then used to represent a linear projection of the circular configuration in the hydroturbine distributor (Figure 3b). An array of vanes was used to study particle behavior between adjacent stay vane and wicket gate structures. The details of these geometries are described below.

(a) Cylinder

The cylinder was constructed from extruded PVC with a smooth surface finish. The center of the cylinder was used as the origin of the coordinate system used in these tests, with the $x$-axis in the direction of the flow, the $y$-axis in the transverse flow direction, and the $z$-axis in the vertical direction. The external diameter of the cylinder geometry was $D = 42.2$ mm.

(b) Stay Vane and Wicket Gate Array

The centroid of the central wicket gate was defined as the origin of the coordinate system used in these tests with the same coordinate system as the cylinder tests. Each hydroturbine unit at Ice Harbor Dam has a total of 20 wicket gates in the distributor which introduces rotational inertia to the flow in the scroll case, as shown in Figure 1. The incident flow direction, relative to the chord of the stay vanes, is a function of the azimuth and radial distance from the turbine axis. The distribution of incident flow directions was calculated for 3 radial locations from the leading edge of the stay vane; 100 mm, 200 mm and 300 mm. The results indicated a prevalent incident flow direction of approximately $20^\circ$ relative to the stay vane chord angle. The stay vanes of the experimental tests were therefore orientated at an angle of $20^\circ$ to the longitudinal axis of the flume.

The cross-sectional dimensions of the stay vane and wicket gate geometry were determined using Froude scaling by a factor of 1/12 and were manufactured using CNC machining from 6061 T6 Aluminum with a black anodized finish. The resulting chord length ($c$) and thickness ($t$) of the experimental-scale wicket gate were $c = 118.5$ mm and $t = 24.5$ mm, respectively, as shown in Figure 3c. The harmonic mean length scale of the wicket gate ($L$) was calculated as $L = (0.5(t^{-1} + c^{-1}))^{-1} = 40.6$ mm [24]. The cross-section of each stay vane and wicket gate was constant along the length span.

The harmonic mean length scale of the stay vane is approximately equal to the diameter of the cylinder geometry. The Reynolds numbers for the cylinder and vane experiments are therefore equivalent to within 4% when calculated using this length scale, such that $Re = UD/\nu \approx UL/\nu$. 

2.2.2. Bead Shape

Inertial particles were fabricated from polypropylene using plastic injection molding. Calcium carbonate was added to the base material (18.1% mass fraction) to increase the density of the material to achieve a target of neutral buoyancy (specific gravity equal to unity). A yellow color concentrate was added (3.7% mass fraction) to increase the contrast of the bead against the dark background of the test geometry. Antistatic agent was also added (3.7% mass fraction) to minimize bead-to-bead interaction.

The characteristics of the beads used are described below and are shown in Figure 4.

Two particle shapes were tested, and are shown in Figure 4:

(a) Rod: The rod-shaped bead geometry is based on the scaled geometry of the ‘Sensor Fish’ device [25] which is designed to represent a 100 mm long juvenile fish. The dimensions of the rod were determined using the same 1/12 Froude scaling applied to the blade geometries. This resulted in a bead with a diameter of 2.0 mm and a length of 8.0 mm.

(b) Sphere: A sphere with equal volume as the rod represents a further simplification of the bead geometry by removing the geometric significance of the bead rotation upon collision. This corresponded to a diameter of 3.6 mm.
The density of a sample of 20 beads of each shape was measured using a specific gravity kit (Mineralab, Model SGK-B) and digital analytical balance (Fisher Scientific, Model AMF204AM). The mean specific gravity of the rod-shaped and spherical beads were measured to be 1.013 and 1.028, respectively.

2.2.3. Wicket Gate Angle

The angle of attack of the wicket gate is adjustable in the experimental setup within a range of ±90° from the stream-wise flow direction. The upper 1% and lower 1% operating conditions of Ice Harbor Dam (corresponding to the operating points with the highest and lowest flow rates which achieve a turbine efficiency within 1% of the peak efficiency for a given head) were used to define the two wicket gate angles used in these experiments. The wicket gate angle relative to the stay vane, defined by α in Figure 3c, for the upper 1% and lower 1% operating condition correspond to α = 18.8° and α = 29.5°, respectively.

2.2.4. Release Offset

The injection tube was set at two transverse locations; y = 0 and y = ∆. When the cylinder was installed as the collision geometry, ∆ = D/2, where D is the diameter of the cylinder. When the vane array was installed as the collision geometry, ∆ = G/2, where G = 145.8 mm, defined by the distance between adjacent stay vane centroids.

2.2.5. Bulk Flow Speed

A low flow speed was achieved using a single pump in the recirculating plumbing of the flume and a high flow speed was achieved using two pumps in parallel. The same single pump was used for all low speed experiments for consistency of flow conditions. Taking the harmonic mean length scale of the stay vane (L) as the characteristic dimension, Reynolds numbers (Re) corresponding to the low and high flow speeds explored in these tests were Re = 1.0 × 10⁴ and 2.1 × 10⁴, respectively, where Re = U L / ν, U is the mean bulk flow speed and ν is the kinematic viscosity of water. A more detailed characterization of the water velocity at each flow speed is presented in the following subsection.

The test matrix of the five experimental variables described above is presented in Table 1. The test numbers are used to refer to specific combinations of test variables throughout the remainder of the article.

| Test # | Target Shape | Wicket Gate Angle | Bead Shape | Release Offset (Δ) | Re (×10⁴) |
|--------|--------------|-------------------|------------|--------------------|-----------|
| 1      | Cylinder     | N/A               | Sphere     | 0                  | 1.0       |
| 2      | Cylinder     | N/A               | Sphere     | 0                  | 2.1       |
| 3      | Cylinder     | N/A               | Sphere     | D/2                | 1.0       |
| 4      | Cylinder     | N/A               | Sphere     | D/2                | 2.1       |
| 5      | Cylinder     | N/A               | Rod        | 0                  | 1.0       |
| 6      | Cylinder     | N/A               | Rod        | 0                  | 2.1       |
| 7      | Cylinder     | N/A               | Rod        | D/2                | 1.0       |
| 8      | Cylinder     | N/A               | Rod        | D/2                | 2.1       |
| 9      | Vane Array   | Upper 1%          | Sphere     | 0                  | 1.0       |
| 10     | Vane Array   | Upper 1%          | Sphere     | 0                  | 2.1       |
| 11     | Vane Array   | Upper 1%          | Sphere     | G/2                | 1.0       |
| 12     | Vane Array   | Upper 1%          | Sphere     | G/2                | 2.1       |
| 13     | Vane Array   | Upper 1%          | Rod        | 0                  | 1.0       |
| 14     | Vane Array   | Upper 1%          | Rod        | 0                  | 2.1       |
| 15     | Vane Array   | Upper 1%          | Rod        | G/2                | 1.0       |
Table 1. Cont.

| Test # | Target Shape | Wicket Gate Angle | Bead Shape | Release Offset (Δ) | Re (×10^4) |
|--------|---------------|-------------------|------------|-------------------|-------------|
| 16     | Vane Array    | Upper 1%          | Rod        | G/2               | 2.1         |
| 17     | Vane Array    | Lower 1%          | Sphere     | 0                 | 1.0         |
| 18     | Vane Array    | Lower 1%          | Sphere     | 0                 | 2.1         |
| 19     | Vane Array    | Lower 1%          | Sphere     | G/2               | 1.0         |
| 20     | Vane Array    | Lower 1%          | Sphere     | G/2               | 2.1         |
| 21     | Vane Array    | Lower 1%          | Rod        | 0                 | 1.0         |
| 22     | Vane Array    | Lower 1%          | Rod        | 0                 | 2.1         |
| 23     | Vane Array    | Lower 1%          | Rod        | G/2               | 1.0         |
| 24     | Vane Array    | Lower 1%          | Rod        | G/2               | 2.1         |

2.3. Velocity Characterization

The flow velocity in the test section was characterized using two synchronized acoustic Doppler velocimeters (ADVs). Nortek Vectrino ADVs with Vectrino+ firmware were used for all velocity measurements described herein [26].

Each ADV was installed with a downward-looking head on a gantry system that was aligned with the Cartesian axes of the test tank shown in Figure 2. Preliminary characterization of the incident flow was performed by measuring the flow velocity in vertical transects at the center of the flume \((y = 0)\) and transverse transects at mid-depth \((z = 0)\). This process showed the mean vertical and transverse velocity profile to be constant to within 6% of the mean flow speed within the range of \(-220 \text{ mm} \leq y \leq 220 \text{ mm}\) and \(-200 \text{ mm} \leq z \leq 200 \text{ mm}\).

The flume was seeded using fine natural sediment particles with a mean diameter of 3.5 \(\mu\)m. This seeding material was selected in preference to typical glass microsphere products because the tank drain discharged into a waterway without sufficient filtration to remove non-biodegradable material of that scale. Neutral buoyancy of the seeding particles was achieved by mixing the sediment particles with fresh water in a settling tank, allowing the suspended particles to settle for a period of 300 s. Any buoyant material was removed from the surface of the settling tank and then the seeded water was decanted from the mid-portion of the tank. Sufficient seeding of the tank water was verified by the ADV correlation metric consistently exceeding a value of 90% [27].

While the mean velocity can be determined from sampling periods of less than 60 s, higher order velocity metrics such as turbulence velocities require data acquisitions with a significantly longer duration [28]. For each characterization acquisition, the ADV was set to collect data at 100 Hz for a period of 5 min, with a transmit length of 1.2 mm and a nominally cylindrical sampling volume with a diameter of 6.0 mm and length of 4.9 mm. A nominal velocity range of \(\pm 0.3 \text{ m/s}\) was selected, which provides a measurable velocity range of 0.27 m/s and 0.94 m/s in the vertical and horizontal directions, respectively. For further information on the definition and implications of these settings refer to the Nortek User Manual [29].

While a convenient method to measure three-dimensional velocities at relatively high frequency, ADV data in its raw form is prone to contamination by several sources. Letting the longitudinal \((x\text{-direction})\), transverse \((y\text{-direction})\) and vertical \((z\text{-direction})\) velocity components be defined by as \(u, v, \text{ and } w\), respectively, the raw velocity for the longitudinal velocity component can be defined by Equation (1). Here \(U\) represents the time-averaged mean velocity, \(u'\) represents the true velocity fluctuations from the mean, and \(u_n\) represents the inherent noise in an ADV velocity measurement.

\[
u_{ADV} = U + u' + u_n \tag{1}
\]

To extract the true fluctuating velocity components, the \(u', v'\) and \(w'\) terms must be isolated from the velocity signal returned by the ADV \((u_{ADV}, v_{ADV}\text{ and } w_{ADV})\). The mean velocity component was calculated as the 5-min mean velocity and subtracted directly. The removal of the noise signal prior
to the calculation of the turbulence velocity is achieved using several post-processing presented in Appendix A.

2.4. High-Speed Video Recording

All bead release experiments were recorded using dual high-speed cameras to observe the trajectory of the beads on either side of the target collision geometry. The cameras used were monochrome Photron FASTCAM Mini UX50 [30], with a synchronized frame rate of 500 fps and recording time of 8.74 s at 1280 × 1024 pixel resolution. The subject distance increased to a distance greater than the vertical space available underneath the flume using a mirror mounted at 45°, as shown in Figure 2. Adjustable LED lighting was used from several source locations to create optimal subject illumination and contrast with dark background colors.

Footage of a calibration rig was recorded at the beginning of every test run to allow the pixel/mm scale factor to be determined for subsequent particle tracking analysis.

A hand-held start trigger was used to begin recording as the beads approached the field of view (FOV) such that the beads passed through the FOV within the available recording time. The video footage was clipped at the beginning and end of the recording to remove frames that contained zero beads. The footage was then post-processed to show the synchronous footage of both the left and right camera view for ease of video analysis, as shown in Figure 5.

![Figure 5. Dual high-speed cameras show spherical bead passage through vane array at upper 1% configuration (Test 5).](image)

2.5. Experimental Procedure

A test matrix was constructed that contained all the combination of the experimental variables discussed in Section 2.2 and is shown in Table 1.

For a finite number of $N$ observed bead passages, the proportion of beads that exhibit a particular behavior is expected to fall within the range of $P \pm e$, where $P$ is the expected true proportion from observations and $e$ is the precision in the observed rates of particle response to a specified confidence level. The precision is calculated using Equation (2), where $Z$ is the value from standard normal distribution corresponding to desired confidence level ($Z = 1.96$ for 95% CI) [31].

$$e = \sqrt{\frac{Z^2 \times P(1-P)}{N}}$$  \hspace{1cm} (2)

The estimation of the 95% confidence interval for all observed rates of bead passage is calculated in this way for all results presented herein. Each of the 24 tests targeted a release of at least $N = 400$ beads to provide an estimate error of $e < 5\%$. The number of beads considered in each of the tests
ranged from $351 \leq N \leq 527$ due to discrepancies between the number of beads released and the number captured by high-speed camera.

The bead injector tube was connected to a submerged pump in the tank reservoir with a mean exit velocity matched to the flow velocity of the flume. This has the benefit of accelerating the beads toward the flume velocity prior to injection and reducing the velocity deficit in the wake at the point of injection. The injection tube was constructed from 16 mm diameter copper tubing and is shown in Figure 6a.

Sets of 20 beads were suspended in 50 mL of water and inserted into the tube at the injector tube access point indicated in Figure 2. Each set of 20 beads was captured within one high-speed camera recording. A single set of released beads viewed from the downstream end of the test section is shown in Figure 6b.

A collection net was installed at the downstream end of the test section to collect the beads for reuse. This was made from fine mesh and was installed for all velocity characterization and bead release experiments such that the blockage effects were consistent throughout all tests.

The high-speed video footage was analyzed to categorize the passage of each bead according the bead passage codes convention defined by Table 2. The severity of the trajectory deviation was assessed by an observer; however, a qualitative change in trajectory was used to calibrate this assessment. This was based on the peak angular deviation from the incident flow direction where Code 1, Code 2 and Code 3 were defined by trajectory deviations of $<10^\circ$, $10^\circ$–$30^\circ$ and $>30^\circ$, respectively. A collision (Code 4) was recorded for any case where the bead came in contact with the collision target object.

| Code | Description                        |
|------|-----------------------------------|
| 1    | Minimal deviation in trajectory   |
| 2    | Moderate deviation in trajectory  |
| 3    | Significant deviation in trajectory |
| 4    | Collision                         |

3. Results

3.1. Velocity Measurements

Vertical and transverse profiles of the mean flow velocity were measured at a range of stream-wise locations, both upstream and downstream of the collision object. The mean velocity profiles in the
lateral direction were used to characterize the wake at several stream-wise locations, as shown in Figure 7a for the cylinder object and Figure 7b for the vane array.

![Figure 7](image_url)

**Figure 7.** Transverse velocity profiles of mean flow velocity for the (a) cylinder and (b) vane array collision geometries at $Re = 2.1 \times 10^4$. The velocity profiles were measured at mid-depth ($z = 0$) across four stream-wise locations in the flume; one upstream of the collision geometry ($x = -10D$), and three downstream ($x = 10D, 15D, 20D$).

The velocity metrics of the incident and wake flows were calculated using the ADV velocity measurements using the methods described in Section 2.3. The incident flow metrics for each of the flow speeds tested in this experimental campaign are presented in Table 3.

|                | $Re = 1.0 \times 10^4$ | $Re = 2.1 \times 10^4$ |
|----------------|------------------------|------------------------|
| $U$ (m/s)      | 0.26                   | 0.53                   |
| $V$ (m/s)      | 0.00                   | 0.00                   |
| $W$ (m/s)      | 0.00                   | 0.00                   |
| $\sigma_u,c$ (mm/s) | 1.4                   | 1.5                   |
| $\sigma_v,c$ (mm/s) | 1.7                   | 2.7                   |
| $\sigma_w,c$ (mm/s) | 1.4                   | 2.3                   |
| $k$ (mm$^2$s$^{-2}$) | 3.4                   | 7.3                   |
| $u_1$ (mm/s)   | 1.5                    | 2.2                    |
| $TI$ (%)       | 0.58                   | 0.42                   |

### 3.2. Particle Collision Results

The lateral distributions of the beads as they approached the collision object were captured using high-speed camera footage. This footage was processed at PNNL using Xcitex ProAnalyst software package to calculate the distribution of the beads at a transect of $x = -2D$ [32].

The vertical distribution of the beads, shown in Figure 8, demonstrates that all beads approached the collision objects at an elevation range of $-140 \text{ mm} \leq z \leq 70 \text{ mm}$. The mean of the vertical distribution, $\sigma_z$, when $Re = 1.0 \times 10^4$ was less than $\sigma_z$ when $Re = 2.1 \times 10^4$. However, the vertical range of the approaching beads was within the vertical range of the velocity profile where the velocity was effectively constant ($-200 \text{ mm} \leq z \leq 200 \text{ mm}$). The elevation of the beads was therefore not considered in the collision analysis.

The lateral distribution of the beads, described by a mean of $\mu_y$ and standard deviation of $\sigma_y$, was affected by the geometry of the target shape and incident flow conditions. The distributions of all tests corresponding to a release location of $y = 0$ are shown graphically in Figure 9 and the implications are discussed below.
Figure 8. Histograms showing vertical distributions of beads at $x = -2D$ for selected tests. The distribution mean is shown with a light grey line for each test. The extent of the $y$-axis of these plots is equal to the length of the collision objects.

Figure 9. Histograms showing lateral distributions of beads at $x = -2D$ for tests with lateral release location of $y = 0$. The distribution mean is shown with a vertical grey line for each test.
3.2.1. Cylinder

The rates of observed bead passage for each of the four codes defined in Table 2 are presented in Figure 10 for the cylinder, and discussed in the following subsections.

![Figure 10. Summary of bead passage codes for cylinder tests, showing 95% confidence interval of observed rates.](image)

The collision rates (Code 4) for the cylinder geometry are presented in Figure 11 as a subset of the data presented in Figure 10 and will be referenced throughout this section of the article.

![Figure 11. Collision rate (Code 4) with cylinder.](image)

- **Bead Shape:**
  
  *Tests [1–4] vs. [5–8]*

  No significant difference between the collision rates of sphere- and rod-shaped particles were observed. Furthermore, there is no significant difference between the rate of observation of any of the bead passage codes used to describe the bead passage as a result of the bead shape. That is, the error bars of each bead passage code for the spherical bead tests overlap with the error bars for the rod-shaped bead tests with the corresponding experimental conditions.
• Release Offset:
  Tests [1–2] vs. [3–4] and [5–6] vs. [7–8]
  A significant decrease in collision rates (Code 4) was observed when release location was offset to $y = D/2$. There is a corresponding increase in particle passage with no deviation (Code 1). This is expected as the mean of the lateral distribution is offset from the center of the cylinder by $\Delta = D/2$, moving many bead trajectories outside the region of influence of the cylinder.

• Flow Speed:
  Test 1 vs. 2, 3 vs. 4, 5 vs. 6, 7 vs. 8
  An increase in flow speed showed consistent trends in observed collision rates. However, the changes in collision rate in response to flow speed were not significant within the confidence intervals of this experiment.

  These emergent trends are best understood by recalling the increase in particle distribution as a function of increasing Reynolds Number (Figure 9). For the bead injections at $y = 0$, this increased bead spread causes a slight reduction in collision rate as the flow speed is increased. This is a result of a larger proportion of the beads arriving at the collision geometry at a greater distance from the cylinder axis. This effect is observed for both the spherical beads (Tests 1–2) and rod-shaped beads (Tests 5–6).

  For the bead injections at $y = D/2$, the opposite trend was observed, with collision rates increasing as a function of flow speed. In this case, the increase in particle distribution allowed a greater number of beads to disperse over the lateral offset distance to collide with the cylinder geometry. Again, this effect is observed for both the spherical beads (Tests 3–4) and rod-shaped beads (Tests 7–8).

3.2.2. Vane Array

The rates of observed bead passage for each of the four codes defined in Table 2 are presented in Figure 12 for the vane array, and discussed in the following subsections. Please note that all bead collisions occurred on the central stay vane and wicket gate only, and that all beads passed within the range of $-150 \leq y \leq 150$ mm. The collision rates (Code 4) for the vane array geometry are presented in Figure 13 as a subset of the data presented in Figure 12 and will be referenced throughout this section of the article.

![Figure 12. Summary of bead passage codes for vane array tests, showing 95% confidence interval of observed rates.](image-url)
Collision Object: Vane Array
Rate of Occurrence: Code 4 (%)
Test Number

Figure 13. Collision rate (Code 4) with vane array.

- **Wicket Gate Angle:**

  *Tests [9–16] vs. [17–24]*

  Increasing the wicket gate angle from the upper 1% angle to the lower 1% setting caused an increase in collision rates, with varying degrees of statistical significance. The experiments with an injection location of $y = 0$ are of particular interest in observing this effect (Tests 9–10, 13–14, 17–18, 21–22) as these had notably greater collision rates, for the same reasons as discussed above for the cylinder collision target object. The collision rates of these experiments are plotted in Figure 14.

In all cases tested, the collision rates at the upper 1% angle exceeded those at the lower 1% angle. This observation can be interpreted by considering the difference in incident particle distribution between the two cases. The lower 1% wicket gate angle is less aligned with the stay vane than the upper 1% angle, and therefore generates a greater curvature of the streamlines through the vane array than the more streamlined upper 1% configuration. This causes the mean lateral location of the incident bead distribution to be offset by $-18 \lesssim y \lesssim -13$ mm. This shift in the lateral distribution is shown graphically in Figure 9 by the white vertical line being offset in the $-y$
direction for the lower 1% configurations (Tests 17, 18, 21, and 22). The resulting collision rates for both the stay vane and wicket gate are reduced as the bulk of the beads pass to the $-y$ side of the central stay vane and wicket gate.

This trend is observed for all cases compared in Figure 14, but is most exaggerated for the rod-shaped beads where a mean reduction in strike rate of up to 10% was observed as result of the wicket gate angle adjustment. This corresponds to the pairs of experiments with the greatest difference in mean lateral distribution $y$-ordinates; namely, Test 21 relative to Test 13 and Test 22 relative to Test 14 (see Figure 9).

- **Bead Shape:**
  Tests [9–12] vs. [13–16], [17–20] vs. [21–24]
  No difference in collision rates as a function of bead shape is observed outside of the error ranges calculated. However, for beads released at $y = 0$ as shown in Figure 14, the mean collision rates for the spherical beads are approximately 7% less than the collision rates for the rod-shaped beads when the wicket gate angle is set at the upper 1% position (Tests 9–10 vs. 13–14).

- **Release Offset:**
  Tests [9–10] vs. [11–12], [13–14] vs. [15–16], [17–18] vs. [19–20], [21–22] vs. [23–24]
  As with the cylinder tests, a significant decrease in collision rates was observed when release location was offset to $y = G/2$. There is a corresponding increase in particle passage with no deviation (Code 1). Again, this is expected as the mean of the lateral bead distribution is offset from the central stay vane to the middle of the gap between stay vane pairs.

- **Flow Speed:**
  Tests 9 vs. 10, 11 vs. 12, 13 vs. 14, 15 vs. 16, 17 vs. 18, 19 vs. 20, 21 vs. 22, 23 vs. 24
  As with the cylinder tests, the flow speed effects showed consistent trends in collision rates, though these were not significant within the error margins of the present experiment. However, the observed trends of flow speed on mean collision rates is best understood by recalling the increased dispersion of the beads at the higher flow speeds. In general, for the beads released at $y = 0$, the increased dispersion causes a reduction in collisions as the spread of the beads away from the central vane reduces the likelihood of collision (Tests 9 vs. 10, 13 vs. 14, 21 vs. 22). The single exception to this observation is the case of the spherical beads at the lower 1% vane angle (Test 17 vs Test 18). For those released at $y = G/2$, the increased dispersion accounts for the slight trend of increased collision rate as more beads traverse the lateral offset to the collision object (Tests 11 vs. 12, 15 vs. 16, 19 vs. 20, 23 vs. 24).

4. Discussion

The experimental approach of a point release is a convenient way to introduce the beads into the flow in a way that can be well defined and readily recreated in a computational simulation. The resulting distributions of beads as they approach the collision targets is therefore a result of this bead injection method and is not representative of the true distribution of fish in a hydroturbine intake.

In these experiments, the nature of the incident bead distribution at a given stream-wise location is driven by the flow conditions which were characterized and presented as part of this work. It is, therefore, expected that similar incident bead distributions will be obtained by simulations of this setup when the flow conditions specified in Table 3 are used as inputs. The incident distribution of beads in CFD simulations of these experiments should be similar before any correspondence in collision rates between can be expected. The data set presented herein can be used to validate bead
collision simulations or collision detection algorithms by introducing the beads with the measured distributions presented in Figure 9.

The vertical velocity profile was measured to be effectively constant within the vertical range that the beads arrive at the collision targets. Because the collision geometry was constant in the z-direction, the elevation of the beads was not considered in the analysis presented herein.

The results of the current study did not indicate a difference in bead collision rates for the two bead shapes considered outside of the calculated 95% confidence interval (Figure 14). The spherical- and rod-shaped bead collision rates observed during the lower 1% vane configuration tests were particularly similar. In interpreting this result it is important to consider that the flow speed and turbulence levels of the experimental facility were not able to match the scaled representative velocity at the distributor. While the flow conditions presented herein therefore do not represent those of the full-scale intake, the data set presented for the conditions defined present a useful and unique resource for the validation of computational models of the equivalent scenario. These validations will be strengthened by future experimental efforts with access to increased velocity and turbulence levels.

The location and intensity of each observed collision were also recorded as part of this experimental campaign. However, the uncertainty of the rates of these observations is significant because the sample size used in Equation (2) is the number of collisions observed which is a subset of the total number of beads. As such, a greater number of bead releases is required to observe a satisfactory number of collisions to achieve a meaningful 95% confidence interval. In tests where the collision rate were <10% of the total number of beads released, this would require at least an order of magnitude increase in the number of beads released.

The primary application of the data presented herein is to provide validation for computational models using particles to represent fish passing through turbines. This is an important step in building confidence in the results from computational simulation methods for spherical particle trajectories [23] and non-spherical particle trajectories [33]. The acceptance of these new computationally based design methods are expected to have important applications for the turbine manufacturing industry as well as for the environmental regulatory entities.

5. Conclusions

An experimental data set has been collected to advance and validate simulations of fish passage through hydroturbines. These experiments characterized the beads passage of at 351 ≤ N ≤ 527 beads for each of 24 test configurations, where the effect of bead shape, collision object, wicket gate angle, flow speed, and release offset were explored. The flow conditions were measured using an ADV and the resulting incident bead dispersion were measured using particle tracking software. Collision objects and inertial particles were designed to represent relevant hydroturbine geometries using Froude scaling. The observation of the bead trajectories and collisions represent a unique and valuable data set for validating CFD simulations used to predict the biological impact of hydroturbines on fish passage.

Collision rates from 1–7% were observed for the cylinder geometry and rates of 1–23% were observed for the vane array over the range of test configurations. Increasing the wicket gate angle introduced an offset in the distribution mean of the incident particles, causing a reduction in observed collisions for beads released with zero lateral offset. The increased dispersion of the beads with flow speed explained the decrease in collision rates for beads released with zero offset, and increased collision rates for those released at a lateral offset. No bead shape dependencies were observed within the 95% confidence intervals for the experimental flow conditions described.

Though the collision intensity and location were recorded, the relatively low number of collisions events observed resulted in large confidence interval for the rates of occurrence. To quantify the distribution of collision locations and intensities with a 95% confidence in observed rates, the authors suggest increasing the number of beads released to achieve a total number of strike observation of \( n_{\text{strike}} \geq 400 \) for each test.
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Appendix A. ADV Velocity Processing

Appendix A.1. Correlation and SNR Filtering

All velocity data with a correlation of less than 70% and signal-to-noise ratio (SNR) of less than 20 dB was not considered in this analysis [34].

Appendix A.2. Phase-Space Filtering

One of the most efficient algorithms for the removal of spikes in a velocity time series measured using an acoustic Doppler device is the ‘phase-space’ method. Originally developed by [35], a revised version of the method identified spurious data points as those which fall outside an ellipsoidal envelope of acceptance when each velocity data point is plotted against its derivatives [36]. As the magnitude of the ellipsoidal threshold is a function of the standard deviation of the data and its derivatives, the process is iterated until all the points are located within the ellipsoidal volume. To maintain a continuous data set after this filtering method has been applied, rejected data points are replaced using a cubic interpolation of accepted velocity points. This algorithm was implemented using the despiking functions developed as part of the MACE Toolbox for MATLAB [37].

Appendix A.3. Doppler Noise Removal

Doppler noise is a characteristic of ADV velocity measurement and is manifested as white noise in the velocity spectra [38]. The receiver geometry of the Nortek Vectrino allows for the direction in line with the transducer axis to be resolved with a lower noise floor than the transverse plane [28]. The standard velocity (RMS) error introduced by Doppler noise for each velocity direction (σn,u, σn,v and σn,w) was identified from the energy spectra of each velocity component, and removed from the standard deviation of the velocity signal (σu, σv and σw) [39,40]. This process is shown for the case of the u direction in Equation (A1), where $\sigma_u = \sqrt{u'^2}$. The RMS velocity corrected for the Doppler noise contribution is denoted with an asterisk.

$$\sigma^*_u = \sqrt{\sigma^2_u - \sigma^2_{n,u}}$$ (A1)

The turbulent kinetic energy, k, describes the total turbulent energy production and is calculated as a function of the noise-corrected velocity standard deviations as shown by Equation (A2).

$$k = (\sigma^*_u)^2 + (\sigma^*_v)^2 + (\sigma^*_w)^2)/2$$ (A2)

The turbulence velocity metric, ut, which represents the characteristic three-dimensional RMS velocity, is then calculated as $u_t = \sqrt{2k/3}$. The turbulence intensity is commonly presented as a metric of turbulence velocity relative to the mean flow velocity and is calculated as $TI = u_t/U$.

Though the noise floor of the ADV measurement can be accounted for by subtracting the noise energy from the measured turbulent energy in the calculation of the bulk statistics of k, ut and TI,
the high contribution of Doppler noise at the higher frequencies reduces the accuracy of the calculation of higher moment flow metrics [39]. However, the low magnitude of observed turbulence fluctuations indicates that these metrics will have a limited influence on the bead observations, which constitute the focus of this paper. For these reasons, further flow analysis and metrics are not presented.
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