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Abstract. Let $W$ be an affine Weyl group, and let $k$ be a field of characteristic $p > 0$. The diagrammatic Hecke category $D$ for $W$ over $k$ is a categorification of the Hecke algebra for $W$ with rich connections to modular representation theory. We explicitly construct a functor from $D$ to a matrix category which categorifies a recursive representation $\xi : \mathbb{Z}W \to M_p(\mathbb{Z}W)$, where $r$ is the rank of the underlying finite root system. This functor gives a method for understanding diagrammatic Soergel bimodules in terms of other diagrammatic Soergel bimodules which are “smaller” by a factor of $p$. It also explains the presence of self-similarity in the $p$-canonical basis, which has been observed in small examples. By decategorifying we obtain a new lower bound on the $p$-canonical basis, which corresponds to new lower bounds on the characters of the indecomposable tilting modules by the recent $p$-canonical tilting character formula due to Achar–Makisumi–Riche–Williamson.

Introduction

Diagrammatic Soergel bimodules. The Hecke category provides the universal setting for studying the interaction between Kazhdan–Lusztig theory and Lie theory. This category lifts the combinatorics of Coxeter groups to the level of a monoidal category, with analogues of the classical Coxeter relations as well as deeper ‘relations between relations’. Moreover, diagrammatic presentations of this category have allowed for direct comparisons between representation theory over fields of positive characteristic versus characteristic 0. Unifying these two worlds will undoubtedly be the core of Lie theory in the 21st century.

More precisely, let $(W, S)$ be a Coxeter system, and let $\mathbb{H}$ be the Hecke algebra associated to $W$. The diagrammatic Hecke category $D$ of $W$ over a field $k$ is an entirely algebraic construction of a categorification of $\mathbb{H}$ [15]. In other words, $D$ is a $k$-linear additive graded monoidal category defined by a diagrammatic presentation, whose split Grothendieck ring $[D]$ (generated by isomorphism classes of indecomposable objects) is isomorphic to $\mathbb{H}$. For each $x \in W$ there is an indecomposable object $B_x$ labeled by $x$, and all indecomposable objects are of this form up to grade shift. The set $\{B_x : x \in W\}$ is a basis of the split Grothendieck ring $[D]$ and thus corresponds to a basis of $\mathbb{H}$.

When $W$ is finite crystallographic and $k$ is of characteristic 0, $D$ is equivalent to the category of Soergel bimodules; for this reason objects in $D$ are called (diagrammatic) Soergel bimodules, and $D$ is sometimes called the diagrammatic category of Soergel bimodules. The diagrammatic category $D$ provides a suitable replacement for the category of Soergel bimodules in situations where Soergel bimodules are less well behaved, such as when $W$ is infinite or $k$ has positive characteristic. For $W$ crystallographic, the $p$-canonical basis $\{p b_x : x \in W\}$ for $W$ is the basis for $\mathbb{H}$ corresponding to the isomorphism classes of indecomposable objects in $D$ defined
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over a field $k$ of characteristic $p > 0$ [23]. Equality of the $p$-canonical basis and
the Kazhdan–Lusztig basis $\{b_x : x \in W\}$ is associated with several classical con-
jectures in modular representation theory; the most important of which is Lusztig’s 
conjecture on the characters of the simple modules for a reductive algebraic group
[20, 36, 18]. In particular, in the case of finite $W$ it is now known that $b_x = p b_x$
for all $x \in W$ only when $p$ is extremely large, i.e. exponential in the rank of $W$
[38]. Finding efficient ways to compute the $p$-canonical basis for smaller $p$ is an 
important open problem.

**Main results.** In this paper we focus on the diagrammatic Hecke category for
an affine Weyl group over a field of characteristic $p$. Our main theorem roughly 
states that this category can be decomposed into fractally smaller copies of itself,
scaled down by a factor of $p$ which induces the matrix recursion representation on Grothendieck rings.

In more detail, let $\Phi_f$ be a finite root system with finite Weyl group $W_f$ and
let $W = W_f \ltimes \mathbb{Z} \Phi_f$ be the affine Weyl group generated by $W_f$ and translations
$t(\alpha) : \lambda \mapsto \lambda + \alpha$ for $\alpha \in \mathbb{Z} \Phi_f$. For $p$ a positive integer we write $W_p = W \ltimes p\mathbb{Z} \Phi_f$
for the $p$-affine subgroup of $W$ generated by $W_f$ and $t(p\alpha)$ for $\alpha \in \mathbb{Z} \Phi_f$. The
homomorphism

$$F : W \rightarrow W$$

$$w \mapsto w \quad \text{for } w \in W_f,$$

$$t(\alpha) \mapsto t(p\alpha) \quad \text{for } \alpha \in \mathbb{Z} \Phi_f,$$

which fixes $W_f$ and scales translations by a factor of $p$, induces an isomorphism $W \cong W_p$. Consider the group ring $\mathbb{Z} W$ as a $(\mathbb{Z} W_p, \mathbb{Z} W)$-bimodule. As a left $\mathbb{Z} W_p$-
module $\mathbb{Z} W$ is free, with a basis $^pW \subset W$ of minimal length representatives for the
right cosets $W_p \backslash W$. The right $W$-action on $\mathbb{Z} W$ induces a faithful homomorphism

$$\mathbb{Z} W \rightarrow \text{End}_{\mathbb{Z} W_p}(\mathbb{Z} W) \xrightarrow{\sim} M_{\mathbb{Z} W_p}(\mathbb{Z} W) \xrightarrow{\sim} M_{\mathbb{Z} W_p}(\mathbb{Z} W).$$

Here the first isomorphism is obtained by writing $\mathbb{Z} W_p$-endomorphisms of $\mathbb{Z} W$ as
matrices with respect to the basis $^pW$. The second isomorphism is just $F^{-1}$ applied
to the entries of the matrices. Following [17] we call the composition $\xi : \mathbb{Z} W \rightarrow M_{^pW}(\mathbb{Z} W)$ the *matrix recursion representation* of $\mathbb{Z} W$. As far as we know this
representation does not lift easily to Hecke algebras.

Our most important result is a categorification of the matrix recursion representation.
More precisely, suppose $k$ is a field of characteristic $p > 2$ (or $p > 3$ if $\Phi_f$
is of type $G_2$). The construction of the diagrammatic category uses the data of a $k$-
realization of $W$, i.e. a reflection representation of $W$ over $k$. We consider two
different $k$-realizations of $W$: the *universal realization* of $W$ over $k$ with respect
to the affine simple roots (see Definition [13]) and the $F$-*twist* of this realization
(see Definition [19]). Let $\mathcal{D}$ and $\mathcal{D}^F$ respectively denote the diagrammatic Hecke
categories constructed from these two realizations of $W$. The categorification of $\xi$
is as follows (see also Theorem [6,10]).

**Theorem 1.** There is a faithful monoidal functor

$$\Psi : \mathcal{D}^{\deg} \rightarrow M_{^pW}(\mathcal{R} \otimes \mathcal{D}^F, \deg),$$

which induces the matrix recursion representation on Grothendieck rings.
We call \( \Psi \) the \textit{matrix recursion functor}. The source of \( \Psi \) is the “degrading” of \( \mathcal{D} \), i.e. the ungraded category obtained by forgetting the grading on Hom-spaces in \( \mathcal{D} \). Its split Grothendieck ring \( [\mathcal{D}]^{\text{deg}} \) is canonically isomorphic to \( \mathbb{H}/(v-1)^{\geq ZW} \), the classical limit of \( \mathbb{H} \). The target of \( \Psi \) is a certain “matrix category” constructed as follows. (This construction is almost certainly not new, but we were unable to find a specific reference for it in the literature.) The objects and morphisms in the matrix category \( M_{\Psi W} [\hat{R} \otimes \mathcal{D}^{F, \text{deg}}] \) are just \( [\mathcal{D}]^{\text{deg}} \times [\mathcal{D}]^{\text{deg}} \) matrices whose entries are objects and morphisms respectively in the category \( \hat{R} \otimes \mathcal{D}^{F, \text{deg}} \). Composition of matrices of morphisms is just entrywise composition (see (6.2)), while the tensor product in the matrix category is given by the categorical analogue of the ordinary tensor product in the matrix category \( \mathcal{M} \), i.e. the ungraded category obtained by forgetting the grading on Hom-spaces in \( \mathcal{M} \).

The objects and morphisms in the matrix category \( \mathcal{M}_{\Psi W} \) are objects and morphisms respectively in the category \( \hat{R} \otimes \mathcal{D}^{F, \text{deg}} \). Composition of matrices of morphisms is just entrywise composition (see (6.2)), while the tensor product in the matrix category is given by the categorical analogue of the ordinary matrix product (see (6.2)). Here \( \hat{R} \otimes \mathcal{D}^{F, \text{deg}} \) is a scalar extension of \( \mathcal{D}^{F, \text{deg}} \) (the degrading of \( \mathcal{D}^F \)) with respect to a certain complete discrete valuation ring \( \hat{R} \) (see Definition 4.2).

The matrix recursion representation \( \xi \) characterizes the elements of \( W \) in terms of “smaller” elements in the following sense. The affine Weyl group \( W \) acts via Euclidean isometries on the root lattice \( \mathbb{Z}_W \). For any \( x \in W \), the vector \( x(0) \) is contained in the closure of the alcove associated to \( x \). Therefore we can think of \( \xi \) as a rough measure of the length or complexity of \( x \). For each \( x \in W \) and each entry \( y \) in \( \xi(x) \), the Euclidean norms of \( x(0) \) and \( y(0) \) satisfy the inequality

\[
|y(0)| \leq p^{-1}|x(0)| + 2p^{-1} \max_{w \in \Psi W} |w(0)| \leq p^{-1}|x(0)| + K(\Phi),
\]

where \( K(\Phi) \) is a positive constant which only depends on the root system \( \Phi \), and not on \( x, y, \) or \( p \). The functor behaves similarly, with direct summands \( B^x \) of entries of \( \Psi(B^x) \) satisfying the same inequality. Since smaller Soergel bimodules are easier to understand than larger ones, the functor is a useful tool for computations in \( \mathcal{D} \). For example, by reading off the first row of the \( \Psi(B_z) \) and decategorifying we obtain the following new lower bound on the \( p \)-canonical basis (see also Corollary 6.18).

For \( b \in \mathbb{H} \) write \( v_{=1} b \) for the image of \( b \) in \( ZW \).

**Theorem II.** Let \( x \in W \). Then

\[
\sum_{\begin{array}{c}w \in \Psi W \\ F(w) \leq x \end{array}} \sum_{b_y} Z_{
\sum_{\begin{array}{c}w \in \Psi W \\ F(w) \leq x \end{array}} Z_{\geq 0} F(v_{=1} b_y) w.
\]

This lower bound can be applied recursively to each of the \( p \)-canonical basis elements on the right-hand side to obtain an even better bound. This feature is especially notable because there is no similar recursion for the functor \( \Psi \). The main obstruction to functorial recursion is that the categories \( \mathcal{D} \) and \( \mathcal{D}^F \) are not precisely equivalent, even though their indecomposable objects both give the \( p \)-canonical basis.

All of the algebraic and categorical constructions which we use to prove the main results are graded or filtered in a natural way. For example, in Section 2.2 we introduce an algebra \( \mathbb{H}_* \), which is a \( \mathbb{Z}[v^{\pm 1}] \)-module extension of \( ZW \), and a \( (\mathbb{H}_p, \mathbb{H}_*) \)-bimodule \( \mathbb{H}_{p*} \), which is a \( \mathbb{Z}[v^{\pm 1}] \)-module extension of the \( (ZW_p, ZW) \)-bimodule \( ZW \). The right action of \( \mathbb{H} \) on \( \mathbb{H}_{p*} \) gives an extension \( \mathbb{H}_* \to M_{\Psi W}(\mathbb{H}) \) of the matrix recursion representation. This extends to our categorifications of these structures through the notion of a \textit{valuation} on a category (see Definition 4.3), which gives rise to filtered Hom-spaces. Interestingly, the valuation structure on our new categories does not agree with the usual grading on \( \mathcal{D} \). This is the reason why both of the main results above are inherently ungraded. We hope to study the extra graded structure in our constructions in future work.
Tilting modules and Andersen’s observation. We will comment on the connection between our results and modular representation theory of reductive groups. In this setting, our work builds a rigid framework through which to view Andersen’s conjecture on tilting characters. Let \( G \) be a semisimple, simply connected algebraic group with root system \( \Phi_f \) over an algebraically closed field of characteristic \( p \geq h \), where \( h \) is the Coxeter number of \( \Phi_f \). We write \( \cdot_p \) for the \( p \)-dilated dot action, i.e. for \( w \in W \) and \( \lambda \) a weight,
\[
  w \cdot_p \lambda = pw(p^{-1}\lambda + p^{-1}\rho) - \rho
\]
where \( \rho \) is the half-root sum. We also write \( C_p \) for the dominant weights in the interior of the fundamental (\( p \)-shifted) \( p \)-alcove. We call \( w \in W \) dominant if \( w \cdot_p \lambda \) is dominant for any \( \lambda \in C \).

A tilting module is a \( G \)-module with a filtration by Weyl modules and a filtration by dual Weyl modules. For each dominant weight \( \lambda \) there is exactly one indecomposable tilting module \( T(\lambda) \) with highest weight \( \lambda \) \([33, 11]\). When \( p \geq 2h - 2 \) there is a formula for the character of the simple \( G \)-modules in terms of the characters of the indecomposable tilting modules. In the analogous setting of quantum groups at an \( \ell \)-th root of unity, Soergel proved a character formula for the indecomposable tilting modules \( T(\lambda) \) in terms of antispherical Kazhdan–Lusztig polynomials \([34, 35]\). By a lifting argument, Andersen observed in \([5, \S 4.2]\) that quantum tilting characters form a lower bound for modular tilting characters in the following sense.

**Observation (Andersen).** Let \( \lambda \in C \). For any \( r \in \mathbb{N} \) and any dominant \( x \in W \),
\[
  \text{ch} T(x \cdot_p \lambda) \in \sum_{y \leq x} \mathbb{Z}_{\geq 0} \text{ch} T_p^r(y \cdot_p \lambda).
\]

Andersen’s observation is notable for being one of the few results on tilting characters in the classical modular representation theory of algebraic groups (i.e. using methods similar to those in \([20]\)) which is valid for all weights. It was used extensively in \([21]\) to calculate characters of indecomposable tilting modules for \( G = SL_3 \). Andersen also made the following conjecture related to the \( r = 1 \) case \([4, \text{Remark 3.6(i)}]\).

**Conjecture (Andersen).** Suppose Lusztig’s conjecture holds for \( G \) in characteristic \( p \). For \( \lambda \in C \) and \( x \in pW \), we have \( \text{ch} T(x \cdot_p \lambda) = \text{ch} T_p(x \cdot_p \lambda) \).

This is essentially the strongest possible conjecture of this nature; in particular Lusztig’s conjecture is necessary by \([34, \text{Theorem 5.1}]\). Note that weights of the form \( x \cdot_p \lambda \) for \( \lambda \in C \) and \( x \in pW \) are just the dominant weights in the fundamental \( p^2 \)-alcove.

Andersen’s conjecture can be extended to weights beyond the fundamental \( p^2 \)-alcove, thereby giving a special case of a recursive lower bound on tilting characters. This recursive lower bound appears to be new, although there are implicit references to it (and to the limits of this approach) in \([21, \S 6]\). We derive the special case below using Andersen’s observation and the fact that Soergel’s character formula scales in a particular way. We will then establish the general case as a consequence of our lower bound on the \( p \)-canonical basis.

For
\[
  \chi = \sum_{x \in W, \lambda \in C} a_{x, \lambda} e^{x \cdot_p \lambda}
\]
a character and \( w \in pW \), write
\[
  F^w(\chi) = \sum_{x \in W, \lambda \in C} a_{x, \lambda} e^{F(x \cdot_p \lambda)}.
\]
The characters of $T_{p^2}(\lambda)$ are related to those of $T_p(\mu)$ in the following manner.

**Corollary** (Soergel’s character formula scaling). If $\lambda \in C$ and $x \in W$ is dominant, then

$$\text{ch} \, T_{p^2}(x \cdot_p \lambda) = F^w(\text{ch} \, T_p(y \cdot_p \lambda)),$$

where $y \in W$ and $w \in pW$ such that $x = F(y)w$.

(This scaling formula is a consequence of how Soergel’s character formula for $T_\ell(\lambda)$ uses the $\ell$-dilated dot action of $W$, and the fact that $F(x) \cdot_p \lambda = x \cdot_p \lambda$ for all $x \in W$ and $\lambda \in C$.) Combining this with Andersen’s observation and Andersen’s conjecture gives a lower bound on the characters of indecomposable tilting modules for $G$.

**Theorem** (Recursive tilting character lower bound, à la Andersen). Assume Andersen’s conjecture holds. For any $\lambda \in C$ and $x, x' \in pW$, we have

$$\text{ch} \, T(F(x')x \cdot_p \lambda) \in \sum_{y \in W \atop w \in pW} Z_{\geq 0} F^w(\text{ch} \, T(y \cdot_p \lambda)).$$

Here we note that weights of the form $F(x')x \cdot_p \lambda$ for $x, x' \in pW$ are just the regular dominant weights in the fundamental $p^3$-alcove. By contrast, our lower bound on the $p$-canonical basis immediately gives a far stronger result using the $p$-canonical tilting character formula from [2, Theorem 7.6].

**Theorem III.** For any $\lambda \in C$ and $x \in W$ dominant we have

$$\text{ch} \, T(x \cdot_p \lambda) \in \sum_{y \in W \atop w \in pW} Z_{\geq 0} F^w(\text{ch} \, T(y \cdot_p \lambda)).$$

As with the $p$-canonical basis lower bound, we can apply this tilting character lower bound recursively as there are no restrictions on $x$.

The $p$-canonical tilting character formula in [2] is the “combinatorial shadow” of an equivalence between the antispherical quotient category of $D$ and the full subcategory of tilting modules lying in some regular block [32, 8]. We believe that this equivalence could lead to a more directly representation-theoretic interpretation of the functor $\Psi$.

**Reflection subgroups.** Some of the proofs in earlier versions of this paper were initially very indirect, relying on complicated relations and extensive use of localization matrices. In subsequent versions we have focused on formulating more explicit constructions (e.g. for the image of the braid under the Frobenius functor) and improving the exposition and notation. This has had the added benefit of making future generalizations of our work more apparent: since this paper first appeared, there has been a proliferation of similar work decomposing various non-diagrammatic versions of the Hecke category for a Coxeter group $W$ in terms of a reflection subgroup [31, 22, 39]. In particular, Williamson’s 2019 lectures at Current Developments in Mathematics at Harvard [39] were directly inspired by our work. Williamson showed that our decomposition is directly analogous to Smith localization in the geometric incarnation of the Hecke category, and also proved the analogue of Theorems I and II for Abe’s bimodule-theoretic version of the Hecke category and a “good” reflection subgroup.

It is likely that the diagrammatic results in this paper can be generalized in a similar way to arbitrary Coxeter groups. We have decided to only focus on the

---

1Here “good” simply means that an analogue of Lemma 1.11 holds.
affine Weyl group in this paper for two reasons. Firstly, the affine Weyl group setting is of particular interest due to the aforementioned applications to modular representation theory. Secondly, writing our results in complete generality would likely increase the complexity of our notation to unmanageable levels; in some sense the case of $W_p \leq W$ is one of the simplest non-trivial examples of a reflection subgroup.
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1. Affine Weyl groups

We give an overview of the relationship between affine Cartan matrices, affine Weyl groups, and affine reflection groups. Many of the ideas here should be familiar to readers with a thorough understanding of affine root systems (e.g. from [30] or [25]). We will only assume knowledge of finite root systems and general Coxeter groups in what follows.

1.1. Affine Cartan matrices and realizations. Let $A = (a_{st})_{s,t \in S}$ be an affine Cartan matrix. We will use the following facts about such matrices, which can be found in [25, Chapter 4]. The rank of $A$ is $|S| - 1$, and there is a unique column vector $(c_s)_{s \in S}$ with non-negative integer entries, at least one of which is equal to 1, such that

$$\sum_{t \in S} a_{st} c_t = 0$$

for all $s \in S$. In addition, every proper submatrix of $A$ is positive definite. We will also need the fact that $A$ is symmetrizable. In other words, there are positive real numbers $(n_s)_{s \in S}$ such that $n_s a_{st} = n_t a_{ts}$ for all $s,t \in S$.

The affine Weyl group $W$ corresponding to $A$ is the free group generated by $S$ subject to the relations

$$s^2 = 1 \quad \text{for all } s \in S,$$

$$sts \cdots = tst \cdots \quad \text{for all distinct } s,t \in S \text{ with } m_{st} \neq \infty,$$

where

$$m_{st} = \begin{cases} 2 & \text{if } a_{st} a_{ts} = 0, \\ 3 & \text{if } a_{st} a_{ts} = 1, \\ 4 & \text{if } a_{st} a_{ts} = 2, \\ 6 & \text{if } a_{st} a_{ts} = 3, \\ \infty & \text{if } a_{st} a_{ts} = 4. \end{cases}$$

As our notation suggests we interpret $S$ primarily as the set of simple generators in the Coxeter system $(W,S)$, with the rows and columns of the Cartan matrix indexed by these generators.

We recall some Coxeter group terminology and set up some related notation. An expression in $S$ is a finite sequence $\underline{x} = s_1 s_2 \cdots s_m$ of Coxeter generators of $W$ written using an underline. We denote the set of all expressions in $S$ by $\overline{S}$. We use the non-underlined counterpart of an expression to denote the product of these generators in $W$, i.e. $x = s_1 s_2 \cdots s_m \in W$. We write $\ell(\underline{x}) = m$ for the length of $\underline{x}$. As $W$ is a Coxeter group, it is equipped with a length function $\ell : W \to \mathbb{Z}_{\geq 0}$ and a closely related partial order $\leq$ on $W$ called the Bruhat order. We call $\underline{x}$ a
**reduced expression** (or *rexx*) for \(x\) when \(\ell(x) = \ell(y)\). We note that \(\emptyset\) also includes the degenerate case of the empty expression \(\emptyset\), i.e. an expression of length 0, which is the unique rexx for the identity element in \(W\). We will use the adjective “empty” in a similar way in later definitions involving finite sequences.

We are primarily interested in representations of \(W\) called **realizations**, where the action of each \(s \in S\) behaves like a reflection (see [13, Definition 3.1] and [13, §A.2]). We will later construct the diagrammatic category \(D\) of Soergel bimodules from a realization.

**Definition 1.1.** Let \(\mathbb{k}\) be an integral domain. A **realization** of the affine Weyl group \((W,S)\) over \(\mathbb{k}\) consists of a free, finite rank \(\mathbb{k}\)-module \(V\) along with subsets \(\{a_s : s \in S\} \subset V\) and \(\{a_s^\vee : s \in S\} \subset V^* = \text{Hom}_\mathbb{k}(V, \mathbb{k})\) such that

1. \(\langle a_s^\vee, a_s \rangle = 2\) for all \(s \in S\);
2. the assignment
\[
s(b) = b - \langle a_s^\vee, b \rangle a_s
\]
for all \(s \in S\) and \(b \in V\) defines a representation of \(W\) on \(V\).

When clear from context we will often write a realization \((V, \{a_s\}, \{a_s^\vee\})\) simply as \(V\). We call the matrix \((\langle a_s^\vee, a_t \rangle)_{s,t \in S}\) the **Cartan matrix** of \(V\). One useful fact about realizations which we will use frequently is the following. For any \(w \in W\) and \(s \in S\), the conjugate \(wsw^{-1}\) acts on any realization \(V\) via the following formula:

\[
wsbw^{-1}(b) = w(w^{-1}(b) - \langle a_s^\vee, w^{-1}(b) \rangle a_s) = b - \langle a_s^\vee, w^{-1}(b) \rangle w(a_s) = b - \langle w(a_s^\vee), b \rangle w(a_s).
\]  

(1.5)

**Definition 1.2.** Suppose \((U, \{a_s\}, \{a_s^\vee\})\) and \((V, \{b_s\}, \{b_s^\vee\})\) are two realizations of \((W,S)\) over \(\mathbb{k}\). We call a \(\mathbb{k}\)-linear map \(\phi : U \rightarrow V\) a **morphism of realizations** if \(\phi\) is a homomorphism of \(W\)-representations and \(\phi(a_s) = b_s\) for all \(s \in S\).

Realizations of \((W,S)\) over \(\mathbb{k}\) naturally form a category using this notion of morphism. As we will see later, the construction of the diagrammatic category \(D\) from a realization is functorial. All of the realizations we will encounter in this paper are variants of the following.

**Definition 1.3.** The **universal realization** \((V_A, \{a_s\}, \{a_s^\vee\})\) of \((W,S)\) with respect to \(A = (a_{st})_{s,t \in S}\) is defined as follows. Let \(V_A\) be a free \(\mathbb{Z}\)-module with basis \(\{a_s : s \in S\}\) and define \(\{a_s^\vee\} \subset V_A^*\) by

\[
\langle a_s^\vee, a_t \rangle = a_{st} \quad \text{for all } s, t \in S.
\]

(1.6)

We can verify that \(V_A\) really is a representation of \(W\) by checking this on the finite dihedral parabolic subgroups (see e.g. [13, (A.2)]). By definition the Cartan matrix of \(V_A\) is just \(A\). Many of the constructions below work for any realization of \((W,S)\) with the same Cartan matrix. We are primarily interested in \(V_A\) because it has the additional property that the set \(\{a_s\}\) is linearly independent in \(V\).

**Remark 1.4.**

1. Morphisms of realizations are quite restrictive. Suppose there exists a morphism between two realizations \(U\) and \(V\). Then \(U\) and \(V\) must have the same Cartan matrix. This condition is necessary but not sufficient for there to be a morphism between \(U\) and \(V\).
2. The universal realization of \((W,S)\) has the following universal property: for any realization \(V\) of \((W,S)\) over \(\mathbb{Z}\) with Cartan matrix \(A\), there is a unique morphism of realizations \(V_A \rightarrow V\). Universal realizations exist more generally for arbitrary Coxeter groups and matrices, with the caveat...
that not every matrix can be the Cartan matrix of a realization of a given Coxeter group. For \( k \) an arbitrary integral domain, the extension by scalars \( \mathfrak{k} \otimes V_A \) has the same properties for realizations defined over \( \mathfrak{k} \).

The universal realization \( V_A \) is closely related to an affine reflection representation of \( W \). Write \( V_{A,R} = \mathbb{R} \otimes V_A \) and set
\[
(1.7) \quad c = \sum_{s \in S} c_s a_s \in V_A.
\]
Let \( E \) be the affine hyperplane
\[
(1.8) \quad E = \{ b \in V_{A,R}^* : \langle b, c \rangle = 1 \} \subset V_{A,R}^*.
\]

**Theorem 1.5.** The affine space \( E \) has the structure of an affine inner product space (i.e. a Euclidean space). The affine Weyl group \( W \) acts on \( E \) by Euclidean isometries, with each \( s \in S \) corresponding to reflection in the affine hyperplane
\[
E \cap (\mathbb{R}a_s)^\circ = \{ b \in E : \langle b, a_s \rangle = 0 \}.
\]

**Proof.** See [19, Chapter 6.5] for the case when \( A \) is the Cartan matrix of an extended Dynkin diagram, or Appendix A for the general case. \( \square \)

We will frequently use the following standard terminology regarding the affine reflection representation of \( W \), some of which can be found in e.g. [19, Chapter 4]. The fundamental alcove is the open subset
\[
(1.9) \quad C = \{ b \in E : \langle b, a_s \rangle > 0 \text{ for all } s \in S \} \subset E.
\]
Its closure in \( E \) is a simplex of dimension \( |S| - 1 \). The images of \( C \) under the action of \( W \) are called alcoves. Let \( \mathcal{C} \) be the set of all alcoves in \( E \). The group \( W \) acts simply transitively on \( \mathcal{C} \), which implies that the \( W \)-action on \( E \) (and thus on \( V_A \)) is faithful. The action on \( \mathcal{C} \) also gives a bijection \( W \to \mathcal{C} \) mapping \( w \mapsto w(C) \). We are often interested in the right regular \( W \)-action defined by this bijection, i.e. we set \( (w(C))x = wx(C) \) for all \( w, x \in W \). A wall of an alcove is a face of its closure. Two alcoves \( C_1, C_2 \) are adjacent if they share a wall. It is easy to show that this is equivalent to \( C_2 = C_1s \) for some \( s \in S \). We call the wall between \( C_1 \) and \( C_2 \) the \( s \)-wall of \( C_1 \) or of \( C_2 \).

There is an alternative description of the length function \( \ell : W \to \mathbb{Z}_{\geq 0} \) in terms of alcoves. For any \( w \in W \), \( \ell(w) \) equals the number of reflection hyperplanes which separate \( C \) and \( w(C) \) [19, Theorem 4.5]. In other words, \( \ell(w) \) equals the number of elements in \( V_A \) of the form \( x(a_s) \), where \( x \in W \) and \( s \in S \), such that
\[
\langle C, x(a_s) \rangle > 0 \quad \text{but} \quad \langle w(C), x(a_s) \rangle < 0.
\]
This suggests the following geometrically intuitive way to compare the lengths of two elements (see [19, Proposition 5.7]). Given \( w \in W \) and a reflection of the form \( xsx^{-1} \) for some \( x \in W \) and \( s \in S \), \( \ell(xsx^{-1}) > \ell(w) \) if and only if \( C \) and \( w(C) \) lie on the same side of the reflection hyperplane
\[
E \cap (\mathbb{R}x(C))^\circ = \{ b \in E : \langle b, x(C) \rangle = 0 \}.
\]
In other words, if \( \langle C, x(a_s) \rangle > 0 \) then
\[
(1.10) \quad \ell(xsx^{-1}) > \ell(w) \iff \langle C, wx(a_s) \rangle > 0.
\]

It is also important for us to understand the normal subgroup \( L < W \) consisting of elements which act on \( E \) as translations. Let
\[
(1.11) \quad Z_R = \{ \lambda \in V_{A,R}^* : \langle \lambda, c \rangle = 0 \},
\]
a hyperplane in $V_{A,R}^*$. Every translation of $E$ is of the form

$$t(\lambda) : E \longrightarrow E$$

$$b \longrightarrow b + \lambda$$

for some $\lambda \in \mathbb{Z}_R$. Write $\Lambda$ for the set of all $\lambda \in \mathbb{Z}_R$ such that $t(\lambda) \in L$. The next result describes the relationship between $\Lambda$ and $\{a_s^\vee : s \in S\}$.

**Proposition 1.6.** The lattice $\Lambda$ is a sublattice of

$$Z = \sum_{s \in S} \mathbb{Z}a_s^\vee.$$

The index $[Z : \Lambda]$ is either a power of 2 or 3.

**Proof.** When $A$ is a Cartan matrix of extended Dynkin type, we have $\Lambda = \mathbb{Z}$ essentially by definition and by the construction in [19, Chapter 6.5]. For the general case see Appendix A (in particular Remark A.7). □

Finally we explain how to obtain translations from the Coxeter generators $S$.

**Proposition 1.7.** There exists some $\bar{s} \in S$ such that $c_\bar{s} = 1$ and $W$ is generated by $S \setminus \{\bar{s}\}$ and $L$. For any such $\bar{s}$, write $S_\bar{s} = S \setminus \{\bar{s}\}$ and let $W_\bar{s} \leq W$ be the subgroup generated by $S_\bar{s}$.

(i) There is a unique reflection $s_h \in W_\bar{s}$ such that $\bar{s}s_h$ is a translation.

(ii) Let

$$a_h = \sum_{s \in S_\bar{s}} c_s a_s \in V_A, \quad a_h^\vee = -a_\bar{s}^\vee \in V_A^*.$$

Then for all $b \in V_A$ we have

$$s_h(b) = b - \langle a_h^\vee, b \rangle a_h.$$

**Proof.** Again, see [19] for the proof in extended Dynkin type, and Appendix A for the general case. □

We fix a choice of such an $\bar{s}$ once and for all, and take $S_\bar{s}$ and $W_\bar{s}$ as above. We call the generators in $S_\bar{s}$ the finite generators and $\bar{s}$ the affine generator of $W$. The subgroup $W_\bar{s}$ is finite, as it is isomorphic to the Weyl group of a (finite) root system with Cartan matrix $(a_{st})_{s,t \in S_\bar{s}}$. Thus $W_\bar{s}$ intersects $L$ trivially, so we have $W = W_\bar{s} \ltimes L$. Also $E$ has a unique $W_\bar{s}$-fixed point $o$, defined by

$$\langle o, a_s \rangle = \delta_s.\bar{s}.$$

As an affine space, $E$ does not have a preferred choice of origin, but a useful convention in what follows is to set the origin of $E$ to be $o$.

Another consequence of Proposition 1.7 is the following computation, which will be useful in the next section. For $m \in \mathbb{N}$, a straightforward induction argument gives

$$\begin{align*}
(\bar{s}s_\bar{s})^m(a_\bar{s}) &= 2ma_h + (2m + 1)a_\bar{s}, \\
(s_\bar{s}\bar{s})^m(a_\bar{s}) &= (2m + 1)a_h + 2ma_\bar{s}, \\
(\bar{s}s_\bar{s})^{m-1}\bar{s}(a_\bar{s}) &= (2m - 1)a_h + 2ma_\bar{s}, \\
(s_\bar{s}\bar{s})^{m-1}s_\bar{s}(a_\bar{s}) &= 2ma_h + (2m - 1)a_\bar{s}.
\end{align*}$$

(1.12)
1.2. The Frobenius map. Let \( p \) be an odd positive integer coprime to 3 (we will later restrict to the case where \( p \) is prime). Recall that \( W = W_t \ltimes L \) acts via affine reflections on \( E \), and that translations in \( L \) have the form \( t(\lambda) \) for some \( \lambda \in \Lambda \).

**Definition 1.8.** The Frobenius map \( F \) on \( W \) is defined to be the group homomorphism mapping
\[
F : W \longrightarrow W
\]
\[
w \longmapsto w
\]
\[
t(\lambda) \longmapsto t(p \lambda)
\]
for all \( w \in W_t \) and \( \lambda \in \Lambda \). The image of \( F \) is called the \( p \)-affine Weyl group and is denoted by \( W_p \).

The Frobenius map is well defined and injective because it corresponds to conjugation by the dilatation map
\[
a + \lambda \longmapsto a + p \lambda
\]
on \( E \), where \( \lambda \in \mathbb{Z}_p \). As \( F \) is injective it induces an isomorphism \( W \overset{\sim}{\rightarrow} W_p \), so we can transfer the constructions in \[1.1] to \( W_p \). Thus \( W_p \) is a Coxeter group with Coxeter generators \( S_p = S_t \cup \{ \tilde{s}_p \} \), where
\[
\tilde{s}_p = F(\tilde{s}) = F(\tilde{s}s_h)F(s_h) = (\tilde{s}s_h)^p s_h = \underbrace{\tilde{s}s_h \tilde{s}s_h \cdots \tilde{s}}_{2p - 1 \text{ terms}}.
\]

In particular the isomorphism \( W \overset{\sim}{\rightarrow} W_p \) induced by \( F \) is an isomorphism of Coxeter groups. We write \( \ell_p : W_p \rightarrow \mathbb{Z}_{\geq 0} \) for the length function on \( W_p \) in terms of its Coxeter generators \( S_p \), and \( \underline{S}_p \) for the set of expressions in \( S_p \).

Let
\[
a_{\tilde{s}_p} = (\tilde{s}s_h)^{(p-1)/2}(a_{\tilde{s}}) = (p-1)a_h + pa_{\tilde{s}} \in V_A,
\]
\[
a_{\tilde{s}_p}^\vee = (\tilde{s}s_h)^{(p-1)/2}(a_{\tilde{s}}^\vee) = (p-1)a_h^\vee + pa_{\tilde{s}}^\vee \in V_A^\vee.
\]
(Here we have used \[1.12\] and its dual variant.) Since \( \tilde{s}_p \) is a conjugate of \( \tilde{s} \), by \[1.5\] it acts on \( V_A \) via the formula
\[
\tilde{s}_p(b) = b - (a_{\tilde{s}_p}^\vee, b)a_{\tilde{s}_p}.
\]
We can use \( a_{\tilde{s}_p} \) and \( a_{\tilde{s}_p}^\vee \) to define a new realization.

**Definition 1.9.** Let \( V_A^F \) denote the \( F \)-twist of the \( W \)-representation \( V_A \); in other words, as a \( \mathbb{Z} \)-module \( V_A^F \) is \( V_A \), but the \( W \)-action is given by \( w \cdot_F v = F(w)v \) for all \( w \in W \) and \( v \in V_A^F \). We call the realization \((V_A^F, \{a_{F(s)}\}, \{a_{F(s)}^\vee\})\) the \( F \)-twist of the universal realization \((V_A, \{a_s\}, \{a_s^\vee\})\).

**Lemma 1.10.** The Cartan matrix of the realization \( V_A^F \) is \( A \).

**Proof.** We have
\[
\langle a_{\tilde{s}_p}^\vee, a_{\tilde{s}_p} \rangle = 2(p - 1)^2 + 2(-2)p(p - 1) + 2p^2 = 2,
\]
while for any \( s \in S_t \) we have
\[
\langle a_s^\vee, a_{\tilde{s}_p} \rangle = (p-1)\langle a_s^\vee, a_h \rangle + p\langle a_s^\vee, a_{\tilde{s}} \rangle = -(p-1)a_{ss} + pa_{ss} = a_{ss},
\]
and
\[
\langle a_{\tilde{s}_p}^\vee, a_s \rangle = (p-1)\langle a_{\tilde{s}}^\vee, a_h \rangle + p\langle a_{\tilde{s}}^\vee, a_{\tilde{s}} \rangle = -(p-1)a_{ss} + pa_{ss} = a_{ss}. \]
\]

The Frobenius map also gives an isomorphism \( W_p \cong W_t \ltimes pL \) of affine reflection groups. We define the fundamental \( p \)-alcove to be the open subset
\[
C_p = \{ b \in E : \langle b, a_s \rangle > 0 \text{ for all } s \in S_p \} \subset E.
\]
and call the images of $C_p$ under the action of $W_p$ $p$-alcoves. Let $C_p$ be the set of all $p$-alcoves in $E$. As with $W$, the group $W_p$ acts simply transitively on $C_p$, giving a bijection $W_p \simto C_p$ and a right $W_p$-action on $C_p$, and we may identify each wall of a $p$-alcove with some $s \in S_p$. Note that

$$\langle C, a_s \rangle = \langle C, (p-1)c + a_s \rangle > p-1 \geq 0,$$

which in particular means that $\langle C, a_s \rangle > 0$ for all $s \in S_p$ and thus $C \subseteq C_p$.

Let

$$pW = \{ w \in W : \ell(sw) > \ell(w) \text{ for all } s \in S_p \} \subseteq W.$$

We can think of $pW$ geometrically as follows. Let $pC$ denote the set of ordinary alcoves contained inside the fundamental $p$-alcove $C_p$. Then $pW$ corresponds to $pC$ under the bijection $W \simto C$, since

$$w \in pW \iff \ell(sw) > \ell(w) \iff \ell(w^{-1}s) > \ell(w^{-1}) \text{ for all } s \in S_p,$$

$$\iff \langle C, w^{-1}(a_s) \rangle > 0 \text{ for all } s \in S_p,$$

$$\iff \langle w(C), a_s \rangle > 0 \text{ for all } s \in S_p,$$

$$\iff w(C) \subseteq C_p$$

by (1.10) and (1.17).

The elements $pW \subseteq W$ form a set of representatives for the right cosets $W_p \backslash W$. A geometric way to see this is as follows. Call two ordinary alcoves $p$-linked if they lie in the same $W_p$-orbit under the left action of $W_p$ on $C$. In other words, for $x, y \in W$ the alcoves $x(C)$ and $y(C)$ are $p$-linked if there is some $z \in W_p$ such that $x = zy$. Thus $p$-linkage classes correspond to right cosets $W_p \backslash W$ under the bijection $W \simto C$. A natural choice of representatives for the $p$-linkage classes of alcoves is $pC$, which we already know corresponds to $pW$.

The right action of $W$ on $W_p \backslash W$ induces a right action on $pW$. Geometrically this corresponds to the right action of $W$ on the $p$-linkage class representatives in $pC$. For each $s \in S$ and $w(C) \in pC$, $s$ sends $w(C)$ to $ws(C)$ under this action unless the $s$-wall of $w(C)$ is contained in a wall of $C_p$, in which case $w(C)$ is fixed by $s$.

We conclude this section with two results which will be necessary for the construction of the Frobenius functor in 41. In particular, the following crucial lemma ensures that the Frobenius functor is “integral” in a certain sense. This in turn ensures that the matrix recursion functor $\Psi$ (which we construct in 5.1) is well defined.

**Lemma 1.11.** Let $w \in pW$ and $s \in S$. The coefficient of $a_z$ in $w(a_s) \in V_A$ is a multiple of $p$ if and only if $W_p ws = W_p w$. When this happens we have $ws^{-1}w^{-1} \in S_p$ and $w(a_s) = a_{ws^{-1}}$.

**Proof.** When $W_p ws = W_p w$, the alcoves $w(C)$ and $ws(C)$ lie in the same $p$-linkage class, and the wall between them is contained in a wall of $C_p$, corresponding to some $t \in S_p$. This means that $ws^{-1}w^{-1} = t$ and that $w$ maps the reflection hyperplane of $s$ to the reflection hyperplane of $t$. By (1.5) we must have $w(a_s) = ka_t$ and $w(a_s') = k^{-1}a_t'$ for some non-zero scalar $k$. Since both $k$ and $k^{-1}$ are integers we must have $k \in \{\pm 1\}$. Finally $k > 0$ by (1.17) so $k = 1$.

Conversely, if $p$ divides the coefficient of $a_z$ in $w(a_s)$, then $ws^{-1}w^{-1}$ maps the origin $o \in E$ to

$$ws^{-1}w^{-1}(o) = o - (o, w(a_s))w(a_s') \in o + pZ$$

by (1.5), where $Z$ is defined as in Proposition 1.6. If we write $ws^{-1}w^{-1}$ as a product $t(\lambda)x$ where $\lambda \in A$ and $x \in W_t$, this shows that $\lambda \in pZ \cap A$. Since $p$ is coprime to $[Z : A]$ we can infer that $\lambda \in pA$, and thus $ws^{-1}w^{-1} \in W_p$ and $W_p ws = W_p w$. □
Lemma 1.12. Let \( s \in S \) with \( m_{2s} < \infty \). There exist \( s', s'' \in S \) and \( w \in pW \) such that \( m_{s''s'} = m_{2s}, \) \( ws''w^{-1} = s_p \) and \( ws'w^{-1} = s. \)

Informally, this means that any braid relation in \( W_p \) between \( s_p \) and some finite generator \( s \in S \) is conjugate to some braid relation in \( W. \)

Proof. The dihedral reflection subgroup \( D \) generated by \( s_p \) and \( s \) is contained inside a maximal dihedral reflection subgroup \( D' \). Applying the work of Deodhar [9], the order of \( D' \) can be determined by counting

\[
\{ w(a_{s'}) : w \in W, \; s' \in S \} \cap (Ra_{s_p} \oplus Ra_s) \subset V_{A,R}.
\]

In particular, this subset is a root system for \( D' \) in the sense of Humphreys [19, Chapter 1.2], and the simple roots give generators of \( D' \). So \( D < D' \) if and only if there is some \( w \in W, \; s' \in S \) and \( c_{s_p}, c_s \in \mathbb{R} \) with different signs such that

\[
w(a_{s'}) = c_{s_p} a_{s_p} + c_s a_s.
\]

The right-hand side is equal to

\[
c_{s_p} (p-1)a_h + c_s a_s + c_{s_p} pa_{s}.
\]

The coefficients of \( w(a_{s'}) \) with respect to \( \{a_t\}_{t \in S} \) are all integers with the same sign, so without loss of generality we may assume they are all non-negative, and hence \( c_{s_p} \) is of type \( A \) or \( 2 \).

Now suppose \( c_{s_p} \) is an integer. Writing \( w = xz \) with \( x \in W_p \) and \( z \in pW \), it is clear from the action of \( W_p \) that the coefficient of \( a_z \) in \( z(a_{s'}) \) is also a multiple of \( p \). By Lemma 1.11 this means \( z(a_{s'}) = a_t \) for some \( t \in S_p \), and thus \( c_s \) and \( c_{s_p} \) are both non-negative, which is a contradiction. This means \( c_{s_p} \) cannot be an integer.

In addition, the coefficients of

\[
c_{s_p} (p-1)a_h + c_s a_s
\]

with respect to \( \{a_t\}_{t \in S} \) must be non-negative integers. Clearing denominators, this means that the coefficients of \( a_h \) with respect to \( \{a_t : t \in S \setminus \{s\} \} \) must have some non-trivial common divisor with \( p \). But by Remark A.7 these coefficients equal the coefficients of the highest root or the highest short root with respect to the simple roots in some finite root system \( \Phi \). We can check case-by-case (e.g. using [19, Chapter 4, Table 1]) for each highest root whether all but one of the coefficients have a non-trivial common divisor. The only common divisors we get in this manner are 2 and 3. Since \( p \) is coprime to both 2 and 3, we conclude that \( D = D' \).

To complete the proof, we consider the affine action of \( W \) on \( E \). As \( m_{2s} = m_{s_p} < \infty \), the \( s_p \)- and \( s \)-walls of the fundamental \( p \)-alcove \( C_p \) must intersect. Let \( w \in pW \) be the label for an alcove in \( pC \) whose closure intersects with the intersection of these walls. Since \( D' = D \), there exist \( s', s'' \in S \) such that the \( s' \)- and \( s'' \)-walls of \( w(C) \) lie on the \( s_p \)- and \( s \)-walls of \( C_p \), and the result follows. \( \square \)

Remark 1.13. We only need to assume that \( 3 \nmid p \) if \( A \) is of type \( \widetilde{G}_2 \) or \( \widetilde{G}_2^\vee \), i.e. if \( A \) is

\[
\begin{bmatrix}
2 & -3 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 2
\end{bmatrix}
\]
or its transpose up to reordering of indices. In all other cases it is enough to assume that \( p \) is odd.
2. Hecke algebras

2.1. Ordinary Hecke algebras. The Hecke algebra $\mathbb{H} = \mathbb{H}(W, S)$ of the affine Weyl group $W$ is the $\mathbb{Z}[v^{\pm 1}]$-algebra with generators $\{h_s\}_{s \in S}$ and relations

\begin{align*}
(2.1) & \quad h_s^2 = 1 + (v^{-1} - v)h_s & \text{for all } s \in S, \\
(2.2) & \quad h_s h_t h_s = h_{st} h_s h_{st} & \text{for all distinct } s, t \in S \text{ where } m_{st} \neq \infty,
\end{align*}

where $m_{st}$ is defined as in §1.

If $x \in W$ and $\underline{x} = s_1 s_2 \cdots s_m$ is a rex for $x$, the element $h_x = h_{s_1} h_{s_2} \cdots h_{s_m}$ is well defined, and the set $\{h_x : x \in W\}$ forms a $\mathbb{Z}[v^{\pm 1}]$-basis for $\mathbb{H}$, called the standard basis. Each generator $h_s$ is invertible, with $h_s^{-1} = h_s + v - v^{-1}$, so each basis element $h_x$ is also invertible. The bar involution or dualization map $\overline{\cdot} : \mathbb{H} \to \mathbb{H}$ is the ring homomorphism defined by the following action

\begin{equation}
(2.3) \quad \overline{h_x} = (h_{x^{-1}})^{-1}.
\end{equation}

For $s \in S$ we define $b_s = h_s + v$, which is self-dual. The set $\{b_s\}_{s \in S}$ forms another set of generators for $\mathbb{H}$ as a $\mathbb{Z}[v^{\pm 1}]$-algebra.

The right action of the self-dual generators on $\mathbb{H}$ with respect to the standard basis has a particularly nice form. Namely, for any $x \in W$ and any $s \in S$, we have

\begin{equation}
(2.4) \quad h_x b_s = \begin{cases} 
  h_{xs} + v h_x & \text{if } xs > x, \\
  h_{xs} + v^{-1} h_x & \text{if } xs < x.
\end{cases}
\end{equation}

There is a common visual schematic for elements of $\mathbb{H}$ using alcoves (e.g. §5). Since the set of alcoves is in bijection with $W$, we can visualize an element $\sum_k k_x h_x \in \mathbb{H}$ as the assignment of each non-zero coefficient $k_x$ to its corresponding alcove $x(C)$. From this perspective, (2.4) looks like the pair of local relations

\begin{align*}
1 \cdot b_s &= \begin{cases} 
  v & \text{if } v < v, \\
  \overline{v} & \text{if } \overline{v} < \overline{v},
\end{cases} \\
1 \cdot b_s^{-1} &= \begin{cases} 
  \overline{v} & \text{if } \overline{v} < \overline{v}, \\
  v & \text{if } v < v.
\end{cases}
\end{align*}

where length is increasing in the northeast direction.

For any $x = s_1 s_2 \cdots s_m \in \underline{x}$ let $b_x = b_{s_1} b_{s_2} \cdots b_{s_m}$. Clearly $b_x$ is also self-dual. There is a formula which gives $b_x$ in terms of the standard basis on $\mathbb{H}$. This requires some more notation.

**Notation 2.1.** Let $x = s_1 s_2 \cdots s_m$ be an expression. A subsequence for $x$ is a sequence of the form $e = (e_1, \ldots, e_m)$, where each $e_i$ is an ordered pair $(s_i, t_i)$ with $t_i \in \{0, 1\}$. We say that $e_i$ is a term with generator $s_i$ and type $t_i$, and we refer to the type of $e$ to mean the sequence of types of the terms $e_i$. We write $\hat{e}$ to denote the group element $s_1^{t_1} s_2^{t_2} \cdots s_m^{t_m} \in W$. We denote the set of all subsequences for $x$ by $[x]$. 

\begin{align*}
\begin{array}{ccc}
1 & \cdot b_s &= \begin{cases} 
  v & \text{if } v < v, \\
  \overline{v} & \text{if } \overline{v} < \overline{v},
\end{cases} \\
1 & \cdot b_s^{-1} &= \begin{cases} 
  \overline{v} & \text{if } \overline{v} < \overline{v}, \\
  v & \text{if } v < v.
\end{cases}
\end{array}
\end{align*}
Every subsequence \( e \) can be assigned an integer \( \text{def}(e) \) called the defect. The defect \( \text{def}(e) \) is based on a sequence of elements in \( W \) called the Bruhat stroll for \( e \). We delay the definition of the Bruhat stroll and the defect until \( \S 3 \) where we provide a more general construction.

**Lemma 2.2** (Deodhar’s defect formula \([10\text{ Proposition 3.5}]\)). Let \( z \in \Sigma \). Then

\[
b_z = \sum_{e \in \{z\}} \text{vdef}(e) h_{\dot{e}}.
\]

Let \( \mathbb{H}_p = \mathbb{H}(W_p, S_p) \) denote the Hecke algebra of the \( p \)-affine Weyl group. To avoid confusion with the generators of \( \mathbb{H} \), we write \( h_{x}^{(p)} \) and \( h_{s}^{(p)} \) to denote the standard basis elements and self-dual generators in \( \mathbb{H}_p \). Note that \( \mathbb{H}_p \) is isomorphic to \( \mathbb{H} \) via the \( \mathbb{Z}[v^\pm 1] \)-algebra homomorphism mapping \( h_s \mapsto h_{x}^{(p)} \) for all \( s \in S \). Thus the constructions in this section apply equally well to \( \mathbb{H}_p \).

### 2.2. \( \mathbb{H}_{p!*} \) and \( \mathbb{H}_p \)

Recall that \( pW \subset W \) is a set of representatives for the right cosets \( W_p \setminus W \). The map

\[
W_p \times pW \longrightarrow W
\]

\[
(x, w) \longmapsto xw
\]

is a bijection, so any objects indexed over \( W_p \times pW \) can just as easily be indexed over \( W \) and vice versa. We will sometimes write products \( xw \) of the above form with a bar in the form \( x|w \), in order to emphasize this correspondence and to separately keep track of the \( W_p \)- and \( pW \)-parts.

Extending the map above \( \mathbb{Z} \)-linearly gives an isomorphism

\[
\bigoplus_{w \in pW} \mathbb{Z}W_{p,w} \cong \mathbb{Z}W
\]

of left \( \mathbb{Z}W_{p!*} \) modules. On the right \( \mathbb{Z}W \) acts via \( \mathbb{Z}W_p \)-module endomorphisms. Naively one would hope for an analogue of this decomposition for \( \mathbb{H}_p \) and \( \mathbb{H} \). Unfortunately, \( \mathbb{H}_p \) is not even a subalgebra of \( \mathbb{H} \)!

To begin with, if we want a free action of \( \mathbb{H}_p \) we must build one ourselves.

**Definition 2.3.** We define \( \mathbb{H}_{p!*} \) to be the free left \( \mathbb{H}_p \)-module with free basis

\[
\{ h_{x|w}^{(p)!} : w \in pW \}
\]

For each \( x \in W_p \) and \( w \in pW \), we write \( h_{x|w}^{(p)} = h_{x}^{(p)} h_{w}^{(p)!} \). The set

\[
\{ h_{x|w}^{(p)!} : x|w \in W \}
\]

forms a \( \mathbb{Z}[v^\pm 1] \)-basis for \( \mathbb{H}_{p!*} \), which we call the *standard basis*.

We may also define a (non-canonical) right \( \mathbb{H}_p \)-action on \( \mathbb{H}_{p!*} \) by

\[
h_{x|w}^{(p)!} \cdot b_s^{(p)} = h_{x}^{(p)} b_s^{(p)} h_{w}^{(p)!} = \begin{cases} h_{x|w}^{(p)!} + vh_{x|w}^{(p)} & \text{if } xs > x, \\ h_{x|w}^{(p)!} + v^{-1}h_{x|w}^{(p)} & \text{if } xs < x \end{cases}
\]

for all \( x \in W_p \), \( s \in S_p \), and \( w \in pW \).

As with \( \mathbb{H} \), we can depict an element \( \sum_{x|w} k_{x|w} h_{x|w}^{(p)!} \in \mathbb{H}_{p!*} \) by assigning each non-zero coefficient \( k_{x|w} \) to its corresponding alcove \( xw(C) \). Visualizing (2.4) in
this way gives the local relations

\[ s_1 \cdot b \left( p \right) s_1 = s_{v_1}, \]

where the large alcoves are \( p \)-alcoves, and length is increasing in the northeast direction.

From the visualization above we see that the right \( \mathbb{H}_p \)-action on \( \mathbb{H}_{p|s} \) is related to the right \( W_p \)-action on ordinary alcoves. We introduce new operators on \( \mathbb{H}_{p|s} \) which act via the right \( W \)-action on these alcoves.

For each \( s \in S \), we define an operator \( b_s \) by

\[
(2.6) \quad h_{x|w}^{(p|s)} b_s^{(s)} = \begin{cases} 
  h_{x|w}^{(p|s)} + v h_{x|w}^{(p|s)} & \text{if } W_p w s = W_p w \text{ and } x w s w^{-1} > x, \\
  h_{x|w}^{(p|s)} + v^{-1} h_{x|w}^{(p|s)} & \text{if } W_p w s = W_p w \text{ and } x w s w^{-1} < x, \\
  h_{x|w}^{(p|s)} & \text{otherwise}
\end{cases}
\]

for all \( x \in W_p \) and \( w \in pW \). For any \( \underline{s} = s_1 s_2 \cdots s_m \in S \) we also write \( b_{\underline{s}}^{(s)} = b_{s_1}^{(s_1)} b_{s_2}^{(s_2)} \cdots b_{s_m}^{(s_m)} \).

For each \( z \in pW \), we define an operator \( u_z \) by

\[
(2.7) \quad h_{x|w}^{(p|s)} u_z = \begin{cases} 
  v h_{x|w}^{(p|s)} & \text{if } w = z, \\
  h_{x|w}^{(p|s)} & \text{otherwise.}
\end{cases}
\]

We will abuse notation slightly and write \( u_{z_a} \) for \( u_{z'} \), where \( z' \in pW \) such that \( W_p z' = W_p z_a \).
Using alcoves, (2.6) looks like the local relations

\[ s \cdot b(\ast) = v \cdot b(\ast) = 1 \]

and

\[ s \cdot b(\ast) = v^{n-1} \cdot b(\ast) = 1 \]

Similarly (2.7) looks like

\[ u_z = v^{n-1} \cdot z \]
and

where the red alcove labeled \( z \) is the unique ordinary alcove inside the \( p \)-alcove corresponding to the \( p \)-linkage class \( W_{p,z}(C) \).

**Definition 2.4.** The \( \ast \)-Hecke algebra \( H_\ast \) is the \( \mathbb{Z}[v\pm 1] \)-subalgebra of \( \text{End}_{\mathbb{H}_s}(\mathbb{H}_{p,s}) \) generated by

\[
b^{(\ast)}_s \quad \text{for each } s \in S, \\
u_w \quad \text{for each } w \in pW.
\]

As our previous notation suggests we interpret \( \mathbb{H}_s \) as acting on \( \mathbb{H}_{p,s} \) from the right, and \( \mathbb{H}_{p,s} \) as a \((\mathbb{H}_s, \mathbb{H}_s)\)-bimodule.

The following theorem gives a presentation of \( \mathbb{H}_s \) as a \( \mathbb{Z}[v\pm 1] \)-algebra. First, it is convenient to define the following element

\[
h^{(\ast)}_s = b^{(\ast)}_s - \prod_{w \in pW} u_w \in \mathbb{H}_s,
\]

which is analogous to a standard generator in \( \mathbb{H}_s \). We call these elements the standard generators of \( \mathbb{H}_s \).

**Theorem 2.5.** The following is a complete presentation of the \( \mathbb{Z}[v\pm 1] \)-algebra \( \mathbb{H}_s \). The \( \mathbb{Z}[v\pm 1] \)-algebra \( \mathbb{H}_s \) is generated by

\[
\{u_w : w \in pW\} \cup \{h^{(\ast)}_s : s \in S\}
\]

subject to the relations

\[
\sum_{w \in pW} u_w = v + |pW| - 1, \\
u_w^2 = (v + 1)u_w - v, \\
u_wu_z = u_w + u_z - 1, \\
(h^{(\ast)}_s)^2 = 1 + \left( \prod_{w \in pW} u_w^{-1} - \prod_{wpw = wpw} u_w \right) h_s, \\
(h^{(\ast)}_s)_{m+s} \cdots (h^{(\ast)}_s)_{1+s} \cdots , \\
h^{(\ast)}_s u_w = u_w h^{(\ast)}_s
\]

for all distinct \( s, t \in S \) and all distinct \( w, z \in pW \).

**Proof.** See Appendix B. □
Using this presentation we may construct an analogue \((\tau) : \mathbb{H}_* \to \mathbb{H}_*\) of the bar involution. For any \(x \in W\) with \(\text{rex } x = s_1s_2 \cdots s_m\) write
\[
h^{(\tau)}_x = h^{(\tau)}_{s_1}h^{(\tau)}_{s_2} \cdots h^{(\tau)}_{s_m},
\]
which is well-defined by the presentation above. We then set
\[
\begin{align*}
\tau &= v^{-1}, \\
\bar{u}_x &= u_a^{-1}, \\
h^{(\tau)}_w &= (h^{(\tau)}_{w^{-1}})^{-1}.
\end{align*}
\]

2.3. Twisted \(p\)-defects and patterns. The goal of this section is to obtain a Deodhar-like formula for calculating products in \(\mathbb{H}_{p|*}\). This will involve defining a generalization of the Bruhat stroll and the Deodhar defect.

**Definition 2.6.** Suppose \(w \in PW\) and \(\mathbf{e} = (e_1, e_2, \ldots, e_m)\) is a subsequence for some expression in \(\mathfrak{S}\) with \(e_i = (s_i, t_i)\) for each integer \(1 \leq i \leq m\). The \(w\)-twisted \(p\)-Bruhat stroll for \(\mathbf{e}\) is a sequence \((y_i)_{i=0}^m\) in \(W_p\) defined as follows. For each integer \(0 \leq i \leq m\), let \(x_i = w e_{\leq i}\), where \(e_{\leq i}\) is the subsequence formed from the first \(i\) terms of \(e\). Then write \(x_i = y_i w_i\), where \(y_i \in W_p\) and \(w_i \in PW\).

We decorate the types of the terms \(e_i\) as follows. For each integer \(1 \leq i \leq m\), the \(w\)-twisted \(p\)-decorated type of the term \(e_i\) is
\[
t'_i = \begin{cases} 
Ut_i & \text{if } W_p w_{i-1}s_i = W_p w_{i-1} \text{ and } y_i w_{i-1}s_i w_{i-1}^{-1} > y_{i-1}, \\
Dt_i & \text{if } W_p w_{i-1}s_i = W_p w_{i-1} \text{ and } y_i w_{i-1}s_i w_{i-1}^{-1} < y_{i-1}, \\
Nt_i & \text{if } W_p w_{i-1}s_i \neq W_p w_{i-1}.
\end{cases}
\]
and the decorated type of \(e\) is the sequence of decorated types of all the terms in \(e\). The \(w\)-twisted \(p\)-defect \(\text{def}^w_p(e)\) of \(e\) is the number of terms with \(w\)-twisted \(p\)-decorated type \(U0\) minus the number of terms with \(w\)-twisted \(p\)-decorated type \(D0\).

We can visualize \(p\)-Bruhat strolls and \(p\)-defects in the following way. If \(e\) is a subsequence for an expression in \(\mathfrak{S}\) and \(w = 1\), the sequence \((x_i)_{i=0}^m\) above is just Deodhar’s Bruhat stroll for \(e\). This corresponds to a sequence of adjacent ordinary alcoves. The \(p\)-Bruhat stroll corresponds to the sequence of \(p\)-alcoves containing these ordinary alcoves. The \(p\)-defect is calculated like the Deodhar defect, except that we only consider steps in the ordinary Bruhat stroll which (potentially) traverse a \(p\)-wall. These steps are decorated according to whether the length of the corresponding \(p\)-alcove has gone Up or Down. All other steps are marked N (for Neutral) and are ignored. Twisting by \(w \neq 1\) means starting the ordinary Bruhat stroll at \(w\) instead of \(1\).

**Example 2.7.** Suppose \(W\) is of type \(A_2\) and \(p = 3\). For succinctness we will write the generators of \(W\) as 0, 1, and 2, with \(S_i = \{1, 2\}\) and \(\tilde{s} = 0\), and write the identity element as id. Consider the expression \(x = 01202101 \in \mathfrak{S}\) and the element \(w = 0 \in W\). Let \(e \in [x]\) with type 10111110. The \(w\)-twisted ordinary Bruhat stroll for \(e\) is
\[
id[0, id][id, id][id, 2][id, 2][0, 2][2|02, 2|021, 2|0210, 2|0210],
\]
so the \(w\)-twisted \(p\)-Bruhat stroll for \(e\) is
\[
id, id, id, 2, 2, 2, 2, 2, 2.
\]
In terms of alcoves, this looks like

\[
0 \quad 1 \\
2 \\
3 \\
4 \\
5 \\
6 \\
7
\]

The decorated type of \(e\) is

\[(N1, U0, U1, N1, N1, N1, N1, D0)\]

Thus the \(w\)-twisted \(p\)-defect \(\text{def}_p^w(e)\) is \(1 - 1 = 0\).

The \(w\)-twisted \(p\)-Bruhat stroll gives rise to an equivalence relation on the set of subsequences of a given expression. As we will see later, the subsequences in an equivalence class are in bijection with the subsequences of a smaller expression \(S_p\).

**Definition 2.8.** Let \(x \in S\) and \(w \in pW\). Consider the following equivalence relation \(\sim_w\) on \(x\). For \(e, f \in \pi x\) we write \(e \sim_w f\) if for all integers \(1 \leq i \leq \ell(x)\) and all \(t \in \{0, 1\}\)

\[e_i\text{ has decorated type } N_t \iff f_i\text{ has decorated type } N_t\]

in the \(w\)-twisted \(p\)-Bruhat strolls for \(e\) and \(f\) respectively. We call an equivalence class for \(\sim_w\) a \(w\)-twisted \(p\)-undecided stroll for \(x\).

To avoid writing down large sets of subsequences, we introduce the following notation.

**Notation 2.9.** Let \(x = s_1s_2 \cdots s_m \in S\), \(e \in \pi x\), and \(w \in pW\). The \(\sim_w\)-equivalence class of \(e\) is a \(w\)-twisted \(p\)-undecided stroll for \(x\). The pattern for \(x\) corresponding to this undecided stroll is the sequence \(r = (r_1, r_2, \ldots, r_m)\), where

\[r = \begin{cases} (s_i, t_i) & \text{if the } w\text{-twisted } p\text{-decorated type of } e_i \text{ is } N_t, \\ (s_i, \ast) & \text{otherwise.} \end{cases}\]

(It is clear that \(r\) only depends on the \(\sim_w\)-equivalence class of \(e\).)

As with subsequences, \(r_i\) is called a term with generator \(s_i\) and type \(t_i\), and the type of \(r\) is the sequence of types of the terms \(r_i\). We call a term indeterminate if it is of type \(\ast\); otherwise we call it fixed. We set

\[\pi r = \{f \in \pi x : f_i, r_i \text{ have the same type whenever } r_i \text{ is fixed}\},\]

which by construction is the \(w\)-twisted \(p\)-undecided stroll we started with. We also write \(\hat{r}\) for the product of all the generators in \(\pi r\) of type 1.

By construction \(w\pi r\leq i\) is the \(pW\)-part of \(w\pi e\leq i\) for all integers \(0 \leq i \leq m\), where \(\pi e\leq i\) (resp. \(e\leq i\)) is the pattern (resp. subsequence) formed from the first \(i\) terms of \(\pi r\) (resp. \(r\)). Thus

\[(w\pi r\leq 0) s_i (w\pi r\leq i-1)^{-1} \in S_p\]
whenever \( r_i \) is indeterminate. We write \( wr(w^\hat{r})^{-1} \) for the expression in \( S_p \) formed by these generators.

We can think of patterns as generalized expressions, with fixed terms restricting possible subsequences by pre-selecting certain generators to be included or discarded. For \( x \in S_p \), we write \([x]_*(w)\) for the set of all patterns \( x \) for which correspond to some \( w \)-twisted \( p \)-undecided stroll in the above manner. In other words, \([x]_*(w)\) is the set of all patterns for \( x \) such that for each integer \( 0 \leq i \leq \ell(x) \),

\[
\text{\( r_i \) is indeterminate } \iff \ W_p w^\hat{r}_{i-1} s_i = W_p w^\hat{r}_{i-1}.
\]

If \( x \in [x]_*(w) \), any \( e \in [x] \) gives rise to a subsequence \( we(w^\hat{r})^{-1} \in [wr(w^\hat{r})^{-1}] \) defined as follows. The type of \( we(w^\hat{r})^{-1} \) is just the sequence of types of \( e \) with decorations U or D in the \( w \)-twisted \( p \)-Bruhat stroll. Since the \( w \)-twisted \( p \)-defect only depends on these types, we have \( \text{def}_p(e) = \text{def}_p(we(w^\hat{r})^{-1}) \), where \( \text{def}_p \) denotes the Deodhar defect for subsequences of expressions in \( S_p \).

**Example 2.10.** We continue Example 2.7 where \( W \) is of type \( \tilde{A}_2 \) and \( p = 3 \), with \( x = 01202101 \in S \) and \( w = 0 \in W \). We can calculate \([x]_*(w)\) inductively, e.g.

\[
[x]_{\leq 1}_*(w) = \{((0,0)), ((0,1))\},
[x]_{\leq 2}_*(w) = \{((0,0),(1,0)), ((0,0),(1,1)), ((0,1),(1,*))\},
[x]_{\leq 3}_*(w) = \{((0,0),(1,0),(2,0)), ((0,0),(1,0),(2,1)), ((0,0),(1,1),(2,0)), ((0,0),(1,1),(2,1)), ((0,1),(1,*),(2,*))\},
\]

\vdots

Consider the pattern \( x \in [x]_*(w) \) of type \( 1**1111* \). There are \( 2^3 = 8 \) subsequences in \([x]_*(w)\) of type \( 1**1111* \). Their \( w \)-twisted \( p \)-Bruhat strolls look like this:

![Diagram](image)

We have \( wr(w^\hat{r})^{-1} = 122 \in S_p \). In particular the subsequence \( e \in [x] \) of type \( 10111110 \) gives rise to the subsequence \( we(w^\hat{r})^{-1} \in [wr(w^\hat{r})^{-1}] \) of type \( 010 \).
We are now ready to prove a version of Deodhar’s defect formula for $\mathbb{H}_p$. 

**Proposition 2.11.** Let $w \in pW$ and $x \in S$. Then 
\[
\hat{h}_w^{(p)(s)}b_x^{(s)} = \sum_{\ell \in [d], (w)} b_{\ell(w)}^{(p)} \hat{h}_w^{(p)} - b_x^{(s)} = \sum_{e \in [d]} t_e \text{def}_p(e) h_{\ell(w)}^{(p)}.
\]

**Proof.** Note that the second equality follows from the first, by applying Deodhar’s defect formula to each $h_{\ell(w)}^{(p)}$ and using $\text{def}_p(e) = \text{def}_p(we(w^{-1}))$ for all $e \in [r]$. To prove the first equality, we induct on the length of $x$. When $\ell(x) = 0$ the result holds trivially. Now suppose $\ell(x) = m$ and that the result holds for expressions length less than $m$. Write $x = x_1 x_2$ for some $x_1 \in S$ and $s \in S$. Then we have 
\[
\hat{h}_w^{(p)(s)}b_x^{(s)} = (\hat{h}_w^{(p)(s)}b_{x_1}^{(s)})b_x^{(s)} = \left( \sum_{\ell \in [d], (w)} b_{\ell(w)}^{(p)} \hat{h}_w^{(p)} - b_{x_1}^{(s)} \right) b_x^{(s)} = \sum_{\ell \in [d], (w)} (b_{\ell(w)}^{(p)} - b_{x_1}^{(s)}) \hat{h}_w^{(p)} + \sum_{\ell \in [d], (w)} b_{\ell(w)}^{(p)} - b_{\ell(w)\ell(s)}^{(p)} - b_{\ell(w)}^{(p)} - b_{\ell(w)}^{(p)}.
\]

This sum is equal to 
\[
\sum_{\ell \in [d], (w)} b_{\ell(w)}^{(p)} - b_{\ell(w)}^{(p)} + \sum_{\ell \in [d], (w)} b_{\ell(w)}^{(p)} - b_{\ell(w)\ell(s)}^{(p)} = \sum_{\ell \in [d], (w)} b_{\ell(w)}^{(p)} - b_{\ell(w)\ell(s)}^{(p)} - b_{\ell(w)}^{(p)} - b_{\ell(w)}^{(p)}.
\]

which proves the result. 

Let $S_{p|1}$ denote the following subset 
\[
S_{p|1} = \{ xw : x \in S_p, w \in S \}
\]

of expressions involving generators in $S_p$ and $S$. We call such expressions $(p|1)$-expressions. As with similar products in $W$, we will sometimes write expressions in $S_{p|1}$ with a bar in the form $x|w$ in order to emphasize that $x \in S_p$ and $w \in S$. We set $\ell(x|w) = \ell(x) + \ell(w)$. We also extend the notion of a subsequence to $(p|1)$-expressions in the obvious manner. 

Every construction in this section which is described as “$w$-twisted” (or is dependent on some $w \in pW$) has an untwisted $S_{p|1}$-analogue. For example, if $x|w \in S_{p|1}$, the $p$-Bruhat stroll for a subsequence $e|f \in [d]|z$ has the same exact definition as the $w$-twisted $p$-Bruhat stroll, but with $w = 1$. This has the effect that the $p$-defect $\text{def}_p(e|f) = \text{def}_p(e) + \text{def}_p(f)$. Similarly, we may define the set of patterns associated to $x|w$ by $|x|w|^{p|1} = |x|w|(1)$. Here $x$ is interpreted as a single pattern with only indeterminate terms, acting on $|x|(1)$ via the free monoid structure on patterns. 

As with $\mathbb{H}_p$ and $\mathbb{H}_s$, let $b_{x|w}^{(p)(s)} = b_x^{(p)}b_{y|w}^{(s)}$. The following $S_{p|1}$-analogue of Deodhar’s defect formula follows directly from Lemma 222 and Proposition 2.11.

**Corollary 2.12.** Let $x|w \in S_{p|1}$. Then 
\[
b_{x|w}^{(p)(s)} = \sum_{\ell \in [d]|w} b_{\ell|w}^{(p)} - b_{\ell|w}^{(p)} = \sum_{e|f \in [d]|w} t_e \text{def}_p(e|f) h_{\ell|w}^{(p)}.
\]
3. Diagrammatic Soergel bimodules

3.1. The diagrammatic Hecke category. Let $V$ be a realization of $(W, S)$. In this section we will construct a monoidal category $D$ from $V$. For the purposes of drawing diagrams we identify $S$ with a set of colors. We set $R = S(V)$, the symmetric algebra in $V$, which we view as a graded algebra with $\deg(V) = 2$. The algebra $R$ inherits a graded $W$-action from $V$.

There are two related constructions of the (diagrammatic) Bott–Samelson category, which we summarize below following [1, §2.2]

**Definition 3.1.** The category $\tilde{\mathcal{D}}_{\text{BS}}$ is the $k$-linear graded strict monoidal category defined as follows.

- The objects of $\tilde{\mathcal{D}}_{\text{BS}}$ are the formal symbols $B_x$ for each expression $x \in S$, with tensor product $B_x \otimes B_y = B_{xy}$.

- The morphisms in $\tilde{\mathcal{D}}_{\text{BS}}$ are generated (under $k$-linear combinations, compositions, and tensor products) by the following elementary morphisms. We depict these morphisms as string diagrams, with the bottom and top boundaries corresponding to the domain and codomain respectively. Vertical and horizontal concatenation of diagrams correspond to composition and the tensor product of morphisms respectively. In the diagrams below $s$ is colored red and $t$ is colored blue.
  - For each homogeneous $f \in R$, there is a morphism $f : B_\emptyset \rightarrow B_\emptyset$
  - For each $s \in S$ there are morphisms $\text{dot}_s : B_x \rightarrow B_\emptyset$, $\overline{\text{dot}}_s : B_\emptyset \rightarrow B_x$
  - For each pair $(s, t) \in S \times S$ with $s \neq t$ and $m_{st} < \infty$, there is a morphism $\text{braid}_{s,t} : B_{sts \cdots} \rightarrow B_{tst \cdots}$

These morphisms are subject to a number of relations, which can be found in Appendix C.
We call a string diagram arising from compositions and tensor products of the above elementary morphisms an $S$-diagram. For each $s \in S$ we also use the following shorthand in our $S$-diagrams:

$$\text{cap}_s = \text{dot}_s \circ \text{fork}_s : B^s \rightarrow B^s, \quad \text{cup}_s = \text{fork}_s \circ \text{dot}_s : B^s \rightarrow B^s.$$ 

More generally, for $w = st \cdots \in S$ we write

$$\text{cap}_w = \text{cap}_s \circ (\text{id}_{B^s} \otimes \text{cap}_t \otimes \text{id}_{B^s}) \circ \cdots = \hspace{1cm} \begin{array}{c}
\includegraphics[width=0.2\textwidth]{cap_diagram}
\end{array}$$

$$\text{cup}_w = \cdots \circ (\text{id}_{B^s} \otimes \text{cup}_t \otimes \text{id}_{B^s}) \circ \text{cup}_s = \hspace{1cm} \begin{array}{c}
\includegraphics[width=0.2\textwidth]{cup_diagram}
\end{array}$$

for a nested series of caps or cups.

The Hom-spaces in $\mathcal{D}_{BS}$ have graded left and right $R$-actions induced by taking tensor products with polynomial morphisms on the left or right sides. Thus $\mathcal{D}_{BS}$ has the structure of a category enriched in graded $R$-bimodules. We write $\text{Hom}_{\mathcal{D}_{BS}}(B^x, B^y)$ to denote the subspace of degree $i$ morphisms in $\text{Hom}_{\mathcal{D}_{BS}}(B^x, B^y)$.

**Definition 3.2.** The category $\mathcal{D}_{BS}$ is the $k$-linear monoidal category defined as follows.

- The objects of $\mathcal{D}_{BS}$ are the formal symbols $B^x_m$, for $x \in S$ and $m \in \mathbb{Z}$, with tensor product $B^x_m \otimes B^y_n = B^{x+y}(m+n)$.
- The morphisms in $\mathcal{D}_{BS}$ are given by

$$\text{Hom}_{\mathcal{D}_{BS}}(B^x_m, B^y_n) = \text{Hom}_{\mathcal{D}_{BS}}^{n-m}(B^x, B^y),$$

with composition and tensor product defined via $\mathcal{D}_{BS}$.

The diagrammatic Hecke category $\mathcal{D}$ is the Karoubi envelope of $\mathcal{D}_{BS}$. In other words $\mathcal{D}$ is the closure of $\mathcal{D}_{BS}$ with respect to all finite direct sums and all direct summands of objects and morphisms in $\mathcal{D}_{BS}$.

We call objects in $\mathcal{D}_{BS}$ or $\mathcal{D}_{BS}$ (diagrammatic) Bott–Samelson bimodules and objects in $\mathcal{D}$ (diagrammatic) Soergel bimodules. We note the useful fact that the Karoubi envelope construction ensures that $\mathcal{D}_{BS}$ is a full subcategory of $\mathcal{D}$, i.e.

$$\text{Hom}_{\mathcal{D}}(B^x_m, B^y_n) = \text{Hom}_{\mathcal{D}_{BS}}(B^x_m, B^y_n)$$

for all $x, y \in S$ and $m, n \in \mathbb{Z}$.

The category $\mathcal{D}_{BS}$ has a natural autoequivalence (1) (whose $i$th power we denote by $(i)$) called the grade shift, which maps $B^x_m$ to $B^x_{m+1}$ for any $x \in S$ and $m \in \mathbb{Z}$. This autoequivalence extends naturally to $\mathcal{D}$. We also define a graded vector space

$$\text{Hom}^i_{\mathcal{D}_{BS}}(B^x_m, B^y_n) = \bigoplus_{i \in \mathbb{Z}} \text{Hom}_{\mathcal{D}_{BS}}(B^x_m, B^y_{i+n})$$

for any $x, y \in S$ and $m, n \in \mathbb{Z}$, and similarly for $\mathcal{D}$. When $m = n = 0$ this is just the corresponding Hom-space in $\mathcal{D}_{BS}$. In this way we can recover $\mathcal{D}_{BS}$ from $\mathcal{D}_{BS}$, and it makes no difference whether we work with graded Hom-spaces in $\mathcal{D}_{BS}$ or grade shifts in $\mathcal{D}_{BS}$ (see also [3 §2.2]). For this reason, we will not always distinguish between morphisms in $\mathcal{D}_{BS}$ and morphisms in $\mathcal{D}_{BS}$, and we will usually write $B^x_0$ simply as $B^x$. 


There is also a monoidal functor \((\_\_):\mathcal{D}_{BS} \to \mathcal{D}_{BS}^{op}\) on \(\mathcal{D}_{BS}\) called \textit{duality} defined as follows. For each \(x \in S\) and \(m \in \mathbb{Z}\) we set \(B_x(m) = B_{\overline{x}}(-m)\). For any morphism \(\phi: B_x(m) \to B_y(n)\), the morphism \(\overline{\phi}: B_{\overline{x}}(n) \to B_{\overline{y}}(m)\) corresponds to flipping the diagrams representing \(\phi\) upside-down. The duality functor extends naturally to an additive monoidal functor on \(\mathcal{D}\).

3.2. Light leaves. We briefly discuss bases for the Hom-spaces in \(\mathcal{D}\), as described in \([15\, §6]\). These bases yield a classification of the indecomposable objects in \(\mathcal{D}\).

Let \(x \in S\) and \(e \in [x]\). Choose a rex \(w\) for \(e\). A \textit{light leaves morphism} \(LL_{e, w}: B_x \to B_w(\text{def}(e))\) is a morphism in \(\mathcal{D}_{BS}\), defined inductively in \([15\, \text{Construction } 6.1]\). This construction depends on several non-canonical choices, and as such \(LL_{e, w}\) is not uniquely defined, but this will not matter for what follows. For \(x, w \in S\) with \(w\) a rex, let \(LL_{[x], w}\) denote a complete selection of light leaves morphisms \(\{LL_{e, w}\}\) over all subsequences \(e \in [x]\) such that \(\hat{e} = w\).

Now suppose \(x, w \in S\) and that for each \(w \in W\) we have fixed a corresponding rex \(w\). For subsequences \(e \in [x]\) and \(f \in [y]\) such that \(\hat{e}\) and \(\hat{f}\) are the same element \(w \in W\), the \textit{double leaves morphism} is defined to be
\[
\begin{equation}
\text{LL}_{e, f} = LL_{e, w} \circ LL_{[x], w}: B_x \to B_w(\text{def}(e) + \text{def}(f)),
\end{equation}
\]
where \(w\) is the rex corresponding to \(w\). We write \(LL_{[x], y}\) to denote a complete selection of double leaves morphisms \(B_x \to B_y\) over all such pairs of subsequences. Regardless of the realization of \(W\) and any choices made during the construction of the light leaves morphisms, we have the following theorem.

**Theorem 3.3** ([15 Theorem 6.12]). Let \(x, y \in S\). The double leaves morphisms \(LL_{[x], y}\) form a basis for
\[
\text{Hom}_{\mathcal{D}}^{\bullet}(B_x, B_y) = \text{Hom}_{\mathcal{D}}^{\bullet}(B_x, B_y)
\]
as a graded left (or right) \(R\)-module.

There is also a light leaves variant of this basis result. Let \(w \in W\), and take \(I_{\hat{x}w} = \{z \in W : z \geq w\} \subseteq W\) an ideal in the Bruhat order (i.e. \(z \in I\) and \(y \leq z\) implies \(y \in I_{\hat{x}w}\)). Let \(LL_{\hat{x}w}\) denote the span of the LL maps \(\{\text{LL}_{e, f} : \hat{e} = \hat{f} \in I_{\hat{x}w}\}\).

In other words, \(LL_{\hat{x}w}\) is spanned by double leaves morphisms which factor through \(I_{\hat{x}w}\). By \([15\, \text{Claim } 6.19]\) \(LL_{\hat{x}w}\) is a 2-sided ideal of morphisms in \(\mathcal{D}_{BS}\). We define \(\mathcal{D}_{BS}^{\geq w} = \mathcal{D}_{BS}/LL_{\hat{x}w}\) and write \(\mathcal{D}_{BS}^{w}\) for the additive graded Karoubi envelope of \(\mathcal{D}_{BS}^{\geq w}\). In \([15\, \text{§6.5}\) Elias–Williamson show that the light leaves morphisms give a basis for certain Hom-spaces in \(\mathcal{D}_{BS}^{\geq w}\).

**Theorem 3.4.** Let \(x, w \in S\) with \(w\) a rex. The light leaves morphisms \(LL_{[x], w}\) form a basis for \(\text{Hom}_{\mathcal{D}_{BS}}^{\bullet}(B_x, B_w)\) as a graded left (or right) \(R\)-module.

Another consequence of the double leaves basis is the following classification of the indecomposable Soergel bimodules.

**Theorem 3.5** ([15 Theorem 6.26]). Suppose \(w \in W\), and let \(w\) be a rex for \(w\). There is a unique indecomposable summand \(B_w\) of \(B_w\) which is not a summand of \(B_y\) for \(y\) a rex with \(y < w\). Up to isomorphism, the object \(B_w\) does not depend on the choice of rex for \(w\). Every indecomposable Soergel bimodule is isomorphic to a grade shift of \(B_w\) for some \(w \in W\).
Example 3.6. Let \( s \in S \). By Theorem 3.3 the endomorphisms

\[
\begin{array}{c}
\end{array}
\]

form a left \( R \)-module basis for \( \text{End}^\bullet_{\mathcal{D}}(B_s) \). It follows that \( \text{End}^\bullet_{\mathcal{D}}(B_s) \approx R[x]/(x^2 - a_s x) \) as an \( R \)-module and as a \( k \)-algebra, with \( x \) corresponding to the second basis element above. As \( x \) is of degree 2, this means that \( \text{End}^0_{\mathcal{D}}(B_s) \approx k \). Thus \( \text{End}^\bullet_{\mathcal{D}}(B_s) \) contains no non-trivial idempotents, so \( B_s \) is indecomposable and hence \( B_s = B_s \).

For \( B \) a Soergel bimodule, write \([B]\) to denote the isomorphism class of \( B \), and \([\mathcal{D}]\) for the Grothendieck ring of \( \mathcal{D} \). Since \( \mathcal{D} \) has grade shifts, \([\mathcal{D}]\) has the structure of a \( \mathbb{Z}[v^{\pm 1}] \)-algebra, with \( v = [R(1)] \). Theorem 3.4 tells us that for any \( s \), \( w \), and any Soergel bimodule \( B \), the left \( R \)-module \( \text{Hom}^\bullet_{\mathcal{D}}(B_s, B_w) \) is a graded projective \( R \)-module. Yet \( R \) is a polynomial algebra over a field \( k \), so in fact all projective \( R \)-modules are free.

The diagrammatic character \([15\), Definition 6.24\]) is the \( \mathbb{Z}[v^{\pm 1}] \)-linear map

\[
\begin{array}{c}
\end{array}
\]

where \( \text{grk} \) denotes the graded rank as a free \( R \)-module. A combination of Lemma 2.2, Theorem 3.4, and Theorem 3.5 then yields the following categorification result.

Corollary 3.7 ([15 Corollary 6.27]). The map \( \text{ch} : [\mathcal{D}] \to \mathbb{H} \) is an isomorphism of \( \mathbb{Z}[v^{\pm 1}] \)-algebras.

3.3. Mixed diagrams and localization. Let \( Q = \text{Frac} R \) be the fraction field of \( R \). We write \( Q \otimes \tilde{\mathcal{D}}_{\text{BS}} \) for the (left) scalar extension of \( \tilde{\mathcal{D}}_{\text{BS}} \) to a \( Q \)-linear category. In \( Q \otimes \tilde{\mathcal{D}}_{\text{BS}} \) diagrams can have elements of \( Q \) as left coefficients. Since we can “push” coefficients through strings in an \( S \)-diagram using the relation (C.3), this is equivalent to the right scalar extension by \( Q \). For convenience we will abuse notation and generally write the object \( Q \otimes B_x \) in \( Q \otimes \tilde{\mathcal{D}}_{\text{BS}} \) as \( B_x \) whenever it is unambiguous. We next construct a certain extension of this category which is closed under direct summands.

Definition 3.8 ([15 §5.4]). Temporarily abusing notation, the category \( Q \otimes \tilde{\mathcal{D}}_{\text{BS, std}} \) is the following \( Q \)-linear extension of \( Q \otimes \tilde{\mathcal{D}}_{\text{BS}} \).

**Objects:** For each \( x \in S \) add the object \( Q_x \), which is called a (diagrammatic) standard bimodule. As with Bott–Samelson bimodules the tensor product of standard bimodules is defined by \( Q_x \otimes Q_y = Q_{xy} \).

**Morphisms:** For any \( s \in S \) we represent the identity morphism on \( Q_s \) with a dashed \( s \)-colored vertical string. We add two new morphisms between Bott–Samelson bimodules and standard bimodules, which are both of degree 1:

\[
\begin{array}{c}
\end{array}
\]

**Relations:** We add the following relations involving \text{bivalent}_s \text{ and } \text{bivalent}_s:

\[
\begin{array}{c}
\end{array}
\]
We call a string diagram arising from compositions and tensor products of $S$-diagrams and the new morphisms above a *mixed diagram*. We will also use the following shorthand in our mixed diagrams. For each $s \in S$, we define the $s$-colored *standard cap* and *cup*:

$$
\text{stdcap}_s : Q_{ss} \rightarrow Q_{s}, \\
\text{stdcup}_s : Q_{s} \rightarrow Q_{ss},
$$

which extends to $\text{stdcap}_w$ and $\text{stdcup}_w$ for arbitrary $w \in S$ in an analogous manner to $\text{cup}_w$ and $\text{cap}_w$. For all $(s,t) \in S \times S$ with $s \neq t$ and $m_{st} < \infty$, we also define the $s$-and-$t$-colored *standard braid*:

$$
\text{stdbraid}_{s,t} : Q_{sts} \rightarrow Q_{tst},
$$

for $m_{st} = \text{odd}$.

Remark 3.9.

1. We warn the reader that the morphisms $\text{bivalent}_s$ and $\text{bivalent}_s$ are not cyclic. In other words, twisting a bivalent vertex by 180 degrees does not always result in the other bivalent vertex, e.g.

$$
\text{stdcup}_s = \neq \text{stdcup}_s.
$$

Thankfully the failure of cyclicity is only up to a sign change. In particular our sign convention differs from that in [15] by a sign. This is to ensure that every menorah vertex in §5.1 is semi-cyclic.

2. The “$Q$” in the notation $Q_{\underline{A}}$ for a standard bimodule is a holdover from classical Soergel bimodules, where each standard bimodule is isomorphic to $Q$ as a left $Q$-module. This provides us with a mnemonic that this category is defined over $Q$.

**Definition 3.10.** The category $\tilde{\mathcal{D}}_{\text{std}}$ is the graded $R$-linear monoidal subcategory of $Q \otimes \tilde{\mathcal{D}}_{\text{BS, std}}$ defined as follows.
The objects of $\tilde{D}_{\text{std}}$ are the standard bimodules.

The morphisms in $\tilde{D}_{\text{std}}$ are generated by
- $\text{stdcap}_s$ and $\text{stdcup}_s$ for each $s \in S$;
- $\text{stdbraid}_{s,t}$ for each $(s, t) \in S \times S$ such that $s \neq t$ and $m_{st} < \infty$.

The category $\tilde{D}_{\text{BS, std}}$ is the graded $R$-linear monoidal subcategory of $Q \otimes \tilde{D}_{\text{BS, std}}$ defined as follows.

- Every object in $Q \otimes \tilde{D}_{\text{BS, std}}$ is an object in $\tilde{D}_{\text{BS, std}}$.
- The morphisms in $\tilde{D}_{\text{BS, std}}$ are generated by
  - all morphisms in the $R$-linear subcategory $\tilde{D}_{\text{BS}}$;
  - all morphisms in the $R$-linear subcategory $\tilde{D}_{\text{std}}$;
  - bivalent $s$ and bivalent $s$ for each $s \in S$.

As with $\tilde{D}_{\text{BS}}$, we may similarly construct categories $D_{\text{std}}$ and $D_{\text{BS, std}}$ from $\tilde{D}_{\text{std}}$ and $\tilde{D}_{\text{BS, std}}$, which have a grade shift functor instead of graded Hom-spaces, and we will not usually distinguish between the tilde and non-tilde versions of these categories. We call $D_{\text{std}}$ the (diagrammatic) standard category and $D_{\text{BS, std}}$ the mixed category. As our notation suggests, the scalar extension of $\tilde{D}_{\text{BS, std}}$ to a $Q$-linear category is the category we have labeled $Q \otimes \tilde{D}_{\text{BS, std}}$, which contains the scalar extension $Q \otimes D_{\text{std}}$ of $D_{\text{std}}$. Abusing notation slightly we will write $Q \otimes D_{\text{BS, std}}$ and $Q \otimes D_{\text{std}}$ for the versions of these categories with grade shift functors instead of graded Hom-spaces. For consistency with the convention in Remark 3.9 we label standard bimodules in $\tilde{D}_{\text{BS, std}}$ and $\tilde{D}_{\text{BS, std}}$ (and their non-tilde counterparts) by $R_x$ for $x \in S$. We also note that the duality functor on $D_{\text{BS}}$ carries over to all of the categories above in the obvious way.

We call a string diagram arising from compositions and tensor products of standard caps, cups, and braids a basic standard diagram. A standard diagram is any $Q$-linear multiple of a basic standard diagram. The morphisms in $D_{\text{std}}$ have the following description (see [15, Theorem 4.8] and [15, Proposition 5.23]).

**Theorem 3.11.** Let $x, y \in S$.

(i) If $x = y$, then $\text{Hom}_{D_{\text{std}}}^\cdot(R_x, R_y) \cong R$. Moreover, all basic standard diagrams in this Hom-space are equal, and span the entire Hom-space as a left or right $R$-module.

(ii) If $x \neq y$, then $\text{Hom}_{D_{\text{std}}}^\cdot(R_x, R_y) = 0$.

An immediate consequence of this result is that any basic standard diagram is an isomorphism. Thus we may label each standard bimodule up to isomorphism by an element of $W$ instead of an expression, e.g. $R_x$.

From (3.2) and (3.3) we observe that

$$a_x^{-1},$$

are complementary idempotent endomorphisms in $Q \otimes \tilde{D}_{\text{BS, std}}$. Thus the Bott–Samelson bimodule $B_x$ decomposes as a direct sum $Q_\emptyset \oplus Q_x$. To fix such a decomposition, we choose factorizations

$$B_x \xrightarrow{\pi_x,0} Q_\emptyset \xrightarrow{i_x} B_x$$
$$B_x \xrightarrow{\pi_x,1} Q_x \xrightarrow{i_{x,1}} B_x$$

$$a_x^{-1}$$
for the idempotents in (3.4) following [15 §5.4]:

(3.5) \[ \pi_{s,0} = a_s^{-1}, \quad \pi_{s,1} = a_s^{-1} , \]

(3.6) \[ \iota_{s,0} = 1, \quad \iota_{s,1} = 1 . \]

For \( \underline{x} \in \underline{S} \) and \( e = (e_1, e_2, \ldots, e_m) \in \underline{S} \), we write

\[ Q_e = \bigotimes_{i=1}^{m} \begin{cases} Q_{\emptyset} & \text{if } e_i = (s_i, 0) , \\ Q_{s_i} & \text{if } e_i = (s_i, 1) \end{cases} \]

in \( Q \otimes D_{BS, std} \). It is clear that \( Q_e \cong Q_e \). Similarly we write

\[ \pi_e = \bigotimes_{i=1}^{m} \pi_{e_i} \quad \iota_e = \bigotimes_{i=1}^{m} \iota_{e_i} \]

which are morphisms \( B_{\underline{x}} \rightarrow Q_{\underline{x}} \) and \( Q_e \rightarrow B_{\underline{x}} \) respectively in \( Q \otimes D_{BS, std} \). By induction, for \( \underline{x} \in \underline{S} \) we obtain a fixed decomposition in \( Q \otimes D_{BS, std} \) (see also [15 §5.5]):

(3.7) \[ B_{\underline{x}} \cong \bigoplus_{e \in \underline{S}} Q_e. \]

For any morphism \( \phi : B_{\underline{x}} \rightarrow B_{\underline{y}} \) in \( D_{BS} \), the \( Q \)-scalar extension of \( \phi \) decomposes into a \( [y] \times [x] \) matrix of standard morphisms called the \( (single-valued) \) localization matrix. The \((f, e)\)-entry in the localization matrix is the composition

\[ Q_e \xrightarrow{\iota_e} B_{\underline{x}} \xrightarrow{\phi} B_{\underline{y}} \xrightarrow{\pi_{\underline{y}}} Q_{\underline{y}}. \]

Diagrammatically, calculating these entries involves adding dots or bivalent vertices to each of the generators in the domain and codomain. We say that a generator has been standardized if a bivalent vertex has been added to it (i.e. it corresponds to a subsequence term of type 1). The most important fact about localization is that it is faithful, i.e. two morphisms in \( D_{BS} \) are equal if and only if they have the same localization matrices [15 §5.5]. When it is clear from context, we will omit the basic standard diagrams and only write the left scalar coefficients in the entries of the localization matrix.

**Example 3.12.**

1. The single-valued localization matrix of \( \text{dot}_a \) is

\[
\begin{bmatrix}
\text{dot}_a
\end{bmatrix} = \begin{bmatrix}
0 & a_s
\end{bmatrix}.
\]

2. The single-valued localization matrix of \( \text{dot}_a \) is
is
\[
\begin{bmatrix}
a^{-1}
s
a^{-1}
\end{bmatrix}
= \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

### 3.4. Dual-valued scalars.

The previous example shows that localization does not behave well with respect to dualization. This is because the projection and inclusion maps in (3.5)–(3.6) are not dual to each other. Moreover, we cannot avoid this problem by choosing a different factorization of the idempotents (3.4), because the scalar factor \(a^{-1}\) is not a square in \(Q\). To remedy this inconvenience and to avoid drawing diagrams twice, we will adopt the following notation throughout.

**Notation 3.13.** Let \(f, g \in Q\). We write \((f, g)\) in a region of a mixed diagram to indicate a dual-valued scalar, i.e. a possible choice between the scalars \(f\) or \(g\) in this region, depending on whether the diagram is viewed right-side-up or upside-down. We call a mixed diagram with a region containing one or more dual-valued scalars a dual-valued diagram. We write expressions with dual-valued diagrams as shorthand for two expressions. When the expression (and all the diagrams therein) is viewed “right-side-up”, we choose the upper scalars \(f_1, f_2, \ldots\) for each dual-valued scalar \((f_1, g_1), (f_2, g_2), \ldots\); when the expression is viewed upside-down, we choose the lower scalars \(g_1, g_2, \ldots\) instead. In this manner the notation closely resembles the symbols \(\pm\) and \(\mp\). For example, if we write
\[
\pi_{s,0} = \left( a^{-1} \right)_1,
\]
this is shorthand for setting
\[
\pi_{s,0} = a^{-1}, \quad \text{and} \quad \pi_{s,1} = 1.
\]

Note the abuse of notation here: the single-valued diagram \(\pi_{s,0}\) above is not the dual of the single-valued diagram \(\pi_{s,0}\), but a separate diagram to be used instead of the dual of \(\pi_{s,0}\).

It is easiest whenever possible to perform all calculations in the dual-valued setting, and to subsequently interpret any result as a single-valued diagram if needed. This makes use of some obvious rules of dual-valued arithmetic, e.g. \((f_1) + (f_2) = \frac{f_1 + f_2}{g_1 + g_2}, (f_1) \cdot (f_2) = \frac{f_1 f_2}{g_1 g_2}, \ldots\). It is clear that a single-valued scalar \(f\) in any region of a dual-valued diagram is equivalent to the dual-valued scalar \((f, f)\). We define the dual of a dual-valued diagram to be the dual-valued diagram obtained by flipping the diagram upside-down and replacing every dual-valued scalar \((f, f)\) with \((f, f)\) instead. For homogeneous \(f, g\) we also set \(\text{deg}(\frac{f}{g}) = \frac{1}{2}(\text{deg} f + \text{deg} g)\).

Using our new notation, the following dual-valued diagrams
\[
\begin{align*}
\pi_{s,0} &= \left( a^{-1} \right)_1, & \pi_{s,1} &= \left( a^{-1} \right)_1, \\
\overline{\pi}_{s,0} &= \frac{1}{a^{-1}}, & \overline{\pi}_{s,1} &= \frac{1}{a^{-1}}
\end{align*}
\]
can be used to calculate the localization of a morphism and its dual at the same time. We define the (dual-valued) localization matrix in an analogous manner to its single-valued counterpart, but using (3.8)–(3.9) instead of (3.5)–(3.6).
Example 3.14. The dual-valued localization matrix of the dot morphism

\[
\begin{pmatrix}
1 \\
\epsilon
\end{pmatrix}
\begin{pmatrix}
a^{-1} \\
1
\end{pmatrix} = \begin{pmatrix}
0 \\
a^{-1}
\end{pmatrix}.
\]

Dual-valued localization matrices satisfy the following algebraic properties.

Lemma 3.15. Let \( \phi \) be a morphism in \( \mathcal{D}_{BS} \).

(i) If \( \phi \) is homogeneous, then all entries of the dual-valued localization matrix of \( \phi \) have degree equal to \( \deg \phi \).

(ii) The dual-valued localization matrix of \( \phi^t \) is equal to the transpose-dual of the dual-valued localization matrix of \( \phi \).

For the rest of this paper we will use the dual-valued versions of \( \pi_{s,0} \) and \( \pi_{s,1} \) in (3.8)–(3.9), and we will use the term “localization matrix” to refer solely to the dual-valued localization matrix.

We now use \( \pi_{s,1} \) to define the following dual-valued morphisms that behave very similarly to \( \text{stdcup}_s \) and \( \text{stdcap}_s \), which will appear extensively in the next section.

Definition 3.16. For \( s \in S \) let

\[
\epsilon_s = \text{cap}_s \circ (\pi_{s,1} \otimes \pi_{s,1}) = \begin{pmatrix}
1 \\
\epsilon
\end{pmatrix}
\begin{pmatrix}
a^{-1} \\
1
\end{pmatrix} = \text{cap}_s \begin{pmatrix}
a_s \\
a_s - 1
\end{pmatrix},
\]

a dual-valued morphism in \( Q \otimes \mathcal{D}_{\text{std}} \). For \( w = st \cdots \in S \) we similarly define \( \epsilon_w \) in a manner analogous to \( \text{cap}_w \) or \( \text{stdcap}_w \). We call a dual-valued morphism arising from compositions and tensor products of standard braids, \( \epsilon_s \) and \( \pi_s \) for \( s \in S \) an \( \epsilon \)-basic standard diagram.

The following lemma shows that \( \epsilon_s \) behaves well with respect to \( \pi_{s,1} \) (see (3.8)–(3.9)).

Lemma 3.17. Let \( s \in S \). We have

\[
\epsilon_s \circ (\text{id} \otimes \pi_{s,1}) = \text{cap}_s \circ (\pi_{s,1} \otimes \text{id}), \quad \epsilon_s \circ (\pi_{s,1} \otimes \text{id}) = \text{cap}_s \circ (\text{id} \otimes \pi_{s,1}),
\]

\[
(\text{id} \otimes \pi_{s,1}) \circ \pi_s = (\pi_{s,1} \otimes \text{id}) \circ \text{cup}_s, \quad (\pi_{s,1} \otimes \text{id}) \circ \pi_s = (\text{id} \otimes \pi_{s,1}) \circ \text{cup}_s.
\]

Proof. We prove the first equation, as the others are very similar.

It is then easy to show that \( \epsilon_s \) defines a biadjunction, and that a partially standardized braid is cyclic with respect to this biadjunction.

Lemma 3.18.

(i) For any \( s \in S \), we have

\[
(\epsilon_s \otimes \text{id}_Q) \circ (\text{id}_Q \otimes \pi_s) = \text{id}_Q, \quad (\text{id}_Q \otimes \epsilon_s) \circ (\pi_s \otimes \text{id}_Q) = \text{id}_Q.
\]

(ii) Suppose \( s, t \in S \) are distinct with \( m_{st} < \infty \). If \( m_{st} \) is even, then

\[
(\text{id} \otimes \epsilon_s) \circ (\text{id}_Q \otimes ((\text{id} \otimes \pi_{s,1}) \circ \text{braid}_{s,t} \circ (\pi_{s,1} \otimes \text{id})) \otimes \text{id}_Q) \circ (\pi_s \otimes \text{id})
\]

\[
= (\pi_{s,1} \otimes \text{id}) \circ \text{braid}_{t,s} \circ (\text{id} \otimes \pi_{s,1}),
\]
\((\epsilon_t \otimes \text{id}) \circ (\text{id} \otimes (\pi_t, 1) \otimes \text{id}) \circ \text{braid}_{s,t} \circ (\pi_t \otimes \text{id}) = (\text{id} \otimes \pi_t, 1) \circ \text{braid}_{t,s} \circ (\pi_{s,t} \otimes \text{id})\). 

If \(m_{st}\) is odd, then 
\[
(id \otimes \epsilon_t) \circ (id \otimes (\pi_t, 1) \otimes \text{id}) \circ \text{braid}_{s,t} \circ (\pi_t \otimes \text{id}) = (id \otimes \pi_t, 1) \circ \text{braid}_{t,s} \circ (\pi_{s,t} \otimes \text{id})
\]

Proof. To prove the first claim, standardize the usual biadjunction relation in \(DBS\) and apply Lemma 3.17. To prove the second claim, standardize one strand in the cyclicity relation for \(\text{braid}_{s,t}\) in \(DBS\) and apply Lemma 3.17. □

In [15, Definition 4.3] Elias–Williamson give a presentation of \(D_{std}\). The previous result shows that \(\epsilon_s\) satisfies many of the same relations that \(\text{stdcap}\) does in this presentation. Since the presentation of \(D_{std}\) is enough to show that all basic standard diagrams are equal (Theorem 3.11), a natural question is whether all \(\epsilon\)-basic standard diagrams are equal too.

Proposition 3.19. For any \(s \in S\), we have 
\[
\epsilon_s \circ \overline{\epsilon_s} = -\text{id}_{Q_s}, \quad \overline{\epsilon_s} \circ \epsilon_s = -\text{id}_{Q_s}.
\]

More generally, all \(\epsilon\)-basic standard diagrams are equal up to sign.

Proof. For any \(s \in S\) we check that 
\[
\epsilon_s \circ \overline{\epsilon_s} = \begin{pmatrix} a_s^{-1} \\ -a_s \\ -a_s^{-1} \\ a_s \end{pmatrix} = \begin{pmatrix} -1 \\ -1 \\ -1 \\ -1 \end{pmatrix} = -\text{id}_{Q_s},
\]
and
\[
\overline{\epsilon_s} \circ \epsilon_s = \begin{pmatrix} -a_s^{-1} \\ a_s \\ a_s^{-1} \\ -a_s \end{pmatrix} \begin{pmatrix} -1 \\ -1 \\ -1 \\ -1 \end{pmatrix} = -\text{id}_{Q_s}.
\]

Next we check that \(\epsilon_s\) and \(\text{stdbraid}_{s,t}\) satisfy the relations [15] (4.1)–(4.9) as well as the biadjunction and cyclicity relations up to sign. We have already proved that [15] (4.2)–(4.3) holds up to a sign. None of the other numbered relations [15] (4.1), (4.4)–(4.9) involve standard cups or caps, so they follow immediately. The first part of Lemma 3.18 is the biadjunction relation. Finally, cyclicity of the standard braid follows from the second part of Lemma 3.18 after standardizing all strands. The second claim then follows by Theorem 3.11. □

Notation 3.20. Suppose \(s \in S\) is colored red. To save space in our diagrams, we will write 
\[
\begin{align*}
\spadesuit &= \begin{pmatrix} 1 \\ a_s^{-1} \\ a_s^{-1} \\ 1 \end{pmatrix}, & \clubsuit &= \begin{pmatrix} a_s \\ -a_s^{-1} \\ -a_s^{-1} \\ a_s \end{pmatrix}, \\
\heartsuit &= \begin{pmatrix} a_s^{-1} \\ 1 \\ 1 \\ a_s \end{pmatrix}, & \diamondsuit &= \begin{pmatrix} -a_s^{-1} \\ a_s \\ a_s \\ -a_s \end{pmatrix}.
\end{align*}
\]
4. The Frobenius functor

For the rest of this paper, we fix $k$ to be a field of positive characteristic $p \neq 2, 3$. Let $V = k \otimes V_A$ be the universal realization of $(W, S)$ over $k$ with respect to the affine Cartan matrix $A = (a_{s,t})_{s,t \in S}$, and let $\mathcal{D}_{BS}, \mathcal{D}, \mathcal{D}_{BS, std}$, and $\mathcal{D}_{std}$ be the associated categories over this realization defined in the previous section. Similarly, we write $V^F = k \otimes V_A^F$ for the $F$-twist of $V$ (see Definition 1.9). Write $\mathcal{D}_{BS}^F, \mathcal{D}^F$, and $\mathcal{D}_{BS, std}^F, \mathcal{D}_{std}^F$ for the associated categories over $V^F$. In general we will write a superscript $F$ to denote any Soergel bimodule construction which is applied using the realization $V^F$, such as $B^F_s$ for a Bott–Samelson bimodule in $\mathcal{D}_{BS}^F$.

The goal of this section is to construct a monoidal functor $F$ which embeds $\mathcal{D}_{BS}^F$ inside a scalar extension of $\mathcal{D}_{BS, std}$. The action of this functor on the degraded Grothendieck rings of the respective categories (which are both just $ZW$) is the Frobenius map, so we call $F$ the Frobenius functor. We first describe a ring extension $\hat{R}$ of $R$ over which we will define the functor $F$. Next, we will construct an alternative embedding of the standard category in $\mathcal{D}_{BS, std}$. Finally we will use this to construct our desired embedding of $\mathcal{D}_{BS}^F$ inside $\hat{R} \otimes \mathcal{D}_{BS, std}$.

4.1. A new ring. The functor $F$ requires working over an extension of $R$ in which certain elements are invertible. A convenient choice of extension for us is given as follows.

**Definition 4.1.** The ring $\hat{R}$ is the following iterated extension of $R$. First let $R' = R[a_s/a_t : s, t \in S_t]$. This is the subring of the fraction field $Q$ generated by $R$ and the fractions

$$\{a_s/a_t : s, t \in S_t\} \subset Q.$$

In $R'$, for any $s \in S_t$ the ideal $p'_s = R' a_s$ is prime and does not depend on $s$, so we may consider the localization $R'_{p'_s}$ of $R'$ at $p'_s$. Finally let $\hat{R}$ be the completion of $R'_{p'_s}$ with respect to $p'_s$:

$$R \subset R' = R[a_s/a_t : s, t \in S_t] \subset R'_{p'_s} \subset \hat{R}.$$

As $p'_s$ is a principal ideal, $R'_{p'_s}$, and therefore $\hat{R}$ are discrete valuation rings. Let $\text{val}$ be the valuation on $\hat{R}$ normalized so that $\text{val} a_s = 2$ for all $s \in S_t$ and $\text{val} a_s = 0$. For $f, g \in \hat{R}$ we also set $\text{val}(\frac{f}{g}) = \frac{1}{2}(\text{val} f + \text{val} g)$. Finally, we write $\hat{Q}$ for the fraction field of $\hat{R}$.

The construction of $\hat{R}$ above is somewhat involved, but the only essential properties of $\hat{R}$ that we will need for later are:

- (\hat{R}1) the non-invertible elements in $V \subseteq \hat{R}$ are precisely $\bigoplus_{s \in S_t} ka_s$;
- (\hat{R}2) $\hat{R}$ is a complete discrete valuation ring.

**Remark 4.2.** The structure of the maximal ideal of $\hat{R}$ ensures that for each $s \in S$, the object $B_s^{(F)}$ (defined later in 4.2) is indecomposable because $a_{F(s)}$ is not invertible in $\hat{R}$. This is analogous to $B_s$ being indecomposable in $\mathcal{D}$ because $a_s$ is not invertible in $R$ (see Example 3.6). The valuation in $\hat{R}$ gives a useful invariant, playing a role largely analogous to degree in $R$. To emphasize this connection (and to avoid confusion with the generator of $\mathbb{Z}[v^{\pm 1}]$) we have chosen the notation $\text{val}$ instead of the more usual $v$ or $\nu$. It is also important that $\hat{R}$ is a complete local ring so that when we later define the category $\mathcal{D}_{p, s}$ over $\hat{R}$, it retains the Krull–Schmidt property (cf. [15, Lemma 6.25]).

In order for $\hat{R}$ to take the role of $R$ in later sections, we will require a suitable replacement for the notion of a graded $R$-module. The valuation on $\hat{R}$ gives rise to a (non-archimedean) absolute value. It turns out that the appropriate replacement...
for “graded $R$-modules” is “normed $\hat{R}$-modules”. We give a brief overview of the relevant theory, translated into the language of valuations (see also e.g. [6, §2.2]).

**Definition 4.3.**

1. Let $M$ be an $\hat{R}$-module. A valuation on $M$ is a function $\text{val}: M \to \mathbb{Z} \cup \{\infty\}$ which satisfies the following properties for all $m, m' \in M$ and $f \in \hat{R}$:
   - $\text{val}(m) = \infty$ if and only if $m = 0$;
   - $\text{val}(m + m') \geq \min(\text{val}(m), \text{val}(m'))$;
   - $\text{val}(fm) = \text{val}(f) + \text{val}(m)$.

An $\hat{R}$-valuation module is an $\hat{R}$-module equipped with a particular valuation. We say that two $\hat{R}$-valuation modules $M$ and $N$ are valuation isomorphic if there are mutually inverse $\hat{R}$-module isomorphisms $M \to N$ and $N \to M$ which preserve the valuation.

2. Let $\mathcal{M}$ be a category enriched in $\hat{R}$-modules. A valuation on the Hom-spaces of $\mathcal{M}$ is a collection of functions $\text{val} : \text{Hom}_\mathcal{M}(M, N) \to \mathbb{Z} \cup \{\infty\}$ for all objects $M, N$ in $\mathcal{M}$ which give each Hom-space the structure of a valuation module, with the following additional properties for all morphisms $\beta$ and $\gamma$ in $\mathcal{M}$:
   - $\text{val}(\text{id}_M) = 0$;
   - $\text{val}(\beta \circ \gamma) \geq \text{val}(\beta) + \text{val}(\gamma)$ if $\beta$ and $\gamma$ are composable.

We write $\text{Hom}^\bullet_\mathcal{M}$ to refer to the Hom-space considered as a valuation module. We say that $M$ and $N$ are valuation isomorphic if there are two mutually inverse isomorphisms $M \to N$ and $N \to M$ of valuation 0.

**Example 4.4.**

1. The ring $\hat{R}$ as a left $\hat{R}$-module is a valuation module, with valuation equal to the ring valuation. More generally, any finitely generated free $\hat{R}$-module $\hat{R} \oplus \pi$ is a valuation module with valuation
   \[ \text{val}(r_1, r_2, \ldots, r_m) = \min_{i} \text{val}(r_i). \]

2. Consider the category $\mathcal{M}$ of all $\hat{R}$-valuation modules. For $\beta : M \to N$ a morphism in this category, let
   \[ \text{val}_\mathcal{M} \beta = \inf_{m \in M(\{0\})} (\text{val}_N(\beta(m)) - \text{val}_M m). \]

Then $\text{val}_\mathcal{M}$ is a valuation on $\mathcal{M}$, called the induced valuation. Moreover, if $\beta$ is an isomorphism then $\beta$ preserves the valuation if and only if $\text{val}_\mathcal{M} \beta = 0$. In other words, the two notions of valuation isomorphism above coincide.

Let $M$ be a valuation module with valuation $\text{val}_M$. For $i \in \mathbb{Z}$, the valuation shift $M[i]$ is the valuation module given by $M$ with the new valuation $\text{val}_{M[i]} m = i + \text{val}_M m$. Valuation shift plays a similar role for valuation modules as the grade shift functor does for graded modules.

For valuation modules $M, N$ with valuations $\text{val}_M, \text{val}_N$ respectively, the direct sum $M \oplus N$ is a valuation module with valuation
\[ \text{val}_{M \oplus N}(m \oplus n) = \min(\text{val}_M m, \text{val}_N n). \]

This is a generalization of the valuations on free $\hat{R}$-modules from the previous example.

From the axioms it is clear that any finitely generated valuation module is torsion free and thus free. We call a valuation module a free valuation module if it is valuation isomorphic to a valuation module of the form $\bigoplus_i \hat{R}(d_i)$ for some $d_i \in \mathbb{Z}$. 
We call a basis \((b_i)\) for a free valuation module \(M\) a valuation basis if for some \(d_i \in \mathbb{Z}\) the \(\hat{R}\)-module homomorphism

\[
\bigoplus_i \hat{R}(d_i) \longrightarrow M
\]

\[e_i \longmapsto b_i\]

is a valuation isomorphism. Not every basis is a valuation basis, as the following example shows.

**Example 4.5.** Let \(M = \hat{R} \oplus \hat{R}(1)\). Clearly \(\{(a, b), (c, d)\}\) is a basis of \(M\) if and only if \(ad - bc\) is invertible in \(\hat{R}\). However, \(\{(a, b), (c, d)\}\) is a valuation basis of \(M\) only if in addition either \(b = 0\) or \(d = 0\).

**Remark 4.6.**

1. There is an alternative construction of \(\hat{R}\) more closely based on properties (\(R1\)–\(R2\)) above. Take the prime ideal \(p = (a_s : s \in S_f)\) in \(R\) and consider the localization \(R_p\). This ring is a Noetherian local domain, so it is dominated by a discrete valuation ring (e.g. [12, Exercises 11.2–11.3]). This discrete valuation ring is constructed as follows. Pick some \(t \in S_f\) and let \(R'' = R_p[a_s/a_t : s \in S_f]\) be the subring of \(Q\) generated by \(R_p\) and \(\{a_s/a_t : s \in S_f\}\). Now \(p'' = R''a_t\) is a principal prime ideal lying over \(p\), so the localization \(R''_{p''}\) is a discrete valuation ring dominating \(R_p\). In fact, we have \(R''_{p''} = R'_{p'}\) so this ring does not depend on \(t\). As before taking the completion of \(R''_{p''}\) gives us \(\hat{R}\).

2. The ring \(\hat{R}\) has the structure of a filtered \(k\)-algebra, with decreasing filtration given by

\[\hat{R}^i = \{f \in \hat{R} : \text{val} f \geq i\}\]

Every \(\hat{R}\)-module \(M\) is filtered in a similar way, giving it the structure of a filtered \(R\)-module as defined in e.g. [13, Definition 1.2]. In this context valuation isomorphisms and valuation shifts are special cases of filtered isomorphisms and filtration shifts respectively.

### 4.2. One-color generators.

Let \(\hat{R} \otimes D_{\text{BS, std}}\) denote scalar extension of \(D_{\text{BS, std}}\) to an \(\hat{R}\)-linear category. As with the mixed category we will generally omit the “\(\hat{R} \otimes (\_\)” when describing objects in \(\hat{R} \otimes D_{\text{BS, std}}\) whenever possible. We proceed to construct the Frobenius functor as an embedding of \(D_{\text{BS}}\) inside \(\hat{R} \otimes D_{\text{BS, std}}\). This construction is straightforward for dots and forks.
Recall from (1.13) that
\[ s_p = F(\tilde{s}) = (\tilde{s}s_0)(p^{-1}/2)\tilde{s}(\tilde{s}s_0)(p^{-1}/2), \]
with the reflection \( s_0 \in W_r \) defined as in Proposition (1.7). The following objects are essentially “\( p \)-dilated” versions of \( B_s^F \) inside \( \hat{R} \odot D_{BS, std} \).

**Definition 4.7.** Fix a rex \( s_h \in S_\hat{h} \) for the reflection \( s_h \). For each \( s \in S \) we write \( \hat{R}_s^F \) and \( B_s^F \) to mean the following objects in \( \hat{R} \odot D_{BS, std} \):
\[
\hat{R}_s^F = \begin{cases} \hat{R}_s & \text{if } s \in S_t, \\ \hat{R}_s^{(s_h-p^{-1}/2)} & \text{if } s = \tilde{s}, \end{cases}
\]
\[
B_s^F = \begin{cases} B_s & \text{if } s \in S_t, \\ (\hat{R}_s^{(s_h-p^{-1}/2)} \odot B_s \odot (\hat{R}_s^{s_h})) & \text{if } s = \tilde{s}. \end{cases}
\]

For \( x = s_1s_2 \cdots s_m \in S \) we write \( B_x^F = B_{s_1}^F \otimes B_{s_2}^F \otimes \cdots \otimes B_{s_m}^F \).

The following morphisms in \( \hat{R} \odot D_{BS, std} \) are analogous to \( \text{dot}^F_s \), \( \text{fork}^F_s \), and \( \text{bivalent}^F_s \).

**Definition 4.8.** For each \( s \in S \), we write
\[
\text{dot}^F_s : B_s^F \longrightarrow B_s^F,
\]
\[
\text{fork}^F_s : B_s^F \otimes B_s^F \longrightarrow B_s^F,
\]
\[
\text{bivalent}^F_s : B_s^F \longrightarrow \hat{R}_s^F
\]
for the following dual-valued morphisms defined in \( \hat{R} \odot D_{BS, std} \). If \( s \in S_t \) then \( \text{dot}^F_s = \text{dot}_s, \text{fork}^F_s = \text{fork}_s \), and \( \text{bivalent}^F_s = \text{bivalent}_s \). Otherwise if \( s = \tilde{s} \) we set
\[
\text{dot}^F_\tilde{s} = \epsilon_{(s_h-p^{-1}/2)} \circ (\text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)} \odot \text{dot}_s \odot \text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)}}}),
\]
\[
\text{fork}^F_\tilde{s} = (\text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)} \odot \text{fork}_s \odot \text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)}}}) \circ (\text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)} \odot \text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)} \odot \text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)}}}),
\]
\[
\text{bivalent}^F_\tilde{s} = \text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)} \odot \text{bivalent}_s \odot \text{id}_{\hat{R}_{\tilde{s}}^{(s_h-p^{-1}/2)}}}.
\]

**Example 4.9.** Let \( p = 3 \) and \( W \) be of type \( A_2 \), and let us follow the same convention as Example (2.3) in labeling the generators. Set \( s_h = 121 \), and color the generators 0, 1, 2 blue, red, and green respectively. Figure 1 depicts \( \text{dot}^F_{\text{st}} \) and \( \text{fork}^F_{\text{st}} \).

**Remark 4.10.** We are implicitly using Lemma (1.11) in a crucial way whenever we claim that \( \text{dot}^F_s \) and \( \text{fork}^F_s \) (and later braids \( \text{dot}^F_s \)) are morphisms in \( \hat{R} \odot D_{BS, std} \). For example, the leftmost \( \bullet \) in \( \text{dot}^F_{\text{st}} \) in Figure 1 can be pushed all the way to the left to yield \( 012(a_1^{-1}, 1) \). The resulting dual-valued scalar lies in \( \hat{R} \) by Lemma (1.11) because \( 012 \in W \) and \( W_o012 \neq W_o012 \).

**Proposition 4.11.** The morphisms \( \text{dot}^F_s \), \( \text{fork}^F_s \), and \( \text{bivalent}^F_s \) for all \( s \in S \) satisfy all the relations in \( D_{BS, std}^F \) which do not involve braids. In other words, the relations (C.2) - (C.6) and (3.2) - (3.3) still hold when the morphisms \( \text{dot}^F_s \), \( \text{fork}^F_s \), and \( \text{bivalent}^F_s \) are substituted for all corresponding dots, forks, and bivalent vertices respectively.
Proof. The only non-trivial relations to check are those which involve $\bar{s}$-colored dots, forks, and bivalent vertices. Following Example 4.9 we will draw diagrams for the case $p = 3$ and $W$ of type $\overline{A}_2$.

Checking the one-color relations (C.4)–(C.6) is quite straightforward. For example, the first relation in (C.5) looks like

In general, the number of sign changes in these computations (which come from applications of Proposition 3.19) is a multiple of $\ell(\bar{s}s_h)(p-1)/2$, which is even.

For the barbell relation (C.2), we use the fact that $a_{\bar{s}z} = (\bar{s}s_h)(p-1)/2(\bar{a}z)$:
For the Demazure relation (C.3), we recall that \( F(\tilde{s}s) = (\tilde{s}s_p)(p-1)/2 \tilde{s}(s_p \tilde{s})(p-1)/2 \):

\[
\begin{align*}
    f & - F(\tilde{s})(f) \\
    & = f' - f'' \\
    & = \partial F(\tilde{s})(f)
\end{align*}
\]

where \( f' = (s_p \tilde{s})(p-1)/2(f) \), \( f'' = \tilde{s}(s_p \tilde{s})(p-1)/2(f) \), and \( \partial F(\tilde{s})(f) = a_{s_p}^{-1}(f - \tilde{s}_p(f)) \).

Checking the mixed relations (3.2)–(3.3) is essentially identical. □

In light of Proposition 4.11 we may similarly define \( \text{cap}^s(F) = \text{dot}^s(F) \circ \text{forks}^s(F) \), \( \text{stdcap}^s(F) = \text{cap}^s(F) \circ (\text{bivalent}^s(F) \otimes \text{bivalent}^s(F)(a_{F(s)})^{-1}) \), etc.
4.3. **Braids.** We continue our construction of the Frobenius functor by defining its image on braids. As with dots and forks, this is entirely trivial for braids only involving $S_1$; when $s$ is involved more work is needed.

First we introduce some notation for certain partially standardized braids. For \((s, t) \in S \times S\) with \(s \neq t\) and \(m_{st} < \infty\), we define

\[
\text{conjbraid}_{s,t} : B_s \otimes \tilde{R}_{st}^{m_{st}-1} \longrightarrow \tilde{R}_{st}^{m_{st}-1} \otimes B_t
\]

\[
\text{(m}_{st}\text{ odd)}
\]

\[
\text{conjbraid}_{s,t} : B_s \otimes \tilde{R}_{st}^{m_{st}-1} \longrightarrow \tilde{R}_{st}^{m_{st}-1} \otimes B_s
\]

\[
\text{(m}_{st}\text{ even)}
\]

A twist of \(\text{conjbraid}_{s,t}\) is simply a morphism of the form

\[
(\epsilon_s \otimes \text{id}) \circ (\text{id}_{Q_{m_{st}-1}} \otimes \text{conjbraid}_{s,t} \otimes \text{id}_{Q_w'}) \circ (\text{id} \otimes \text{conj}_{w'})
\]

for some $\epsilon_s$, $\epsilon_t \in S$. We will frequently redraw twists of \(\text{conjbraid}_{s,t}\) using Lemma 3.18.

**Definition 4.12.** For each $s \in S_1$ such that $m_{ss} < \infty$, fix $s'$, $s'' \in S$ and $w \in \mathbb{P}W$ as in Lemma 4.12. In addition, fix a reduced expression $w$ for $w$. Since $ws''w^{-1} = s_p$ and $ws'w^{-1} = s$, there exist basic standard diagrams

\[
\sigma_{w's'd}' : R_{\tilde{s}_s}^{(p-1)/2} \otimes R_{\tilde{s}_e}^{(p-1)/2} \longrightarrow R_{w's'd}' w_{ss'}^{-1},
\]

\[
\sigma_{w's'} : R_s \longrightarrow R_{ws'w'^{-1}}
\]

in $D_{\text{std}}$. We define the following dual-valued morphisms in $\mathbf{\tilde{R}} \otimes D_{\text{BS,std}}$

\[
\rho_{w's'}^s : B_s^{(F)} \longrightarrow \tilde{R}_{w's'} \otimes B_{s'} \otimes \tilde{R}_{s''}^{-1},
\]

\[
\rho_{w's'}^{s'} : B_{s'}^{(F)} \longrightarrow \tilde{R}_{w's'} \otimes B_s \otimes \tilde{R}_{s''}^{-1}
\]

by replacing each $t$-colored standard cap and cup in $\sigma_{w's'd}'$ and $\sigma_{w's'}$ with $\epsilon_t$ and its dual, and each $t$-and-$t'$-colored braid with (some twist of) \(\text{conjbraid}_{t,t'}\).

It can be shown that both $\rho_{w's'}^s$ and $\rho_{w's'}^{s'}$ are well defined up to sign, but this will not matter for the sequel.

**Example 4.13.** Let $p = 3$ and $W$ be of type $\tilde{A}_2$, following the same coloring conventions as Example 4.9. Suppose $s = 1$, and set $w = 0120$, $s' = 1$, and $s' = 2$. Figure 2 depicts $\rho_{w's'}^s$ and $\rho_{w's'}^{s'}$. Note that we have used Lemma 3.17 in order to twist some of the solid strands of $\rho_{w's'}^s$.

**Lemma 4.14.** Suppose $s \in S_1$ such that $m_{ss} < \infty$, and fix $s', s'' \in S$ and $w$ as in Definition 4.12. Let $t \in \{s, s''\}$.
and the first result follows.

By Proposition \ref{prop:maslov}, we must have

\[ \otimes (C.8) \]

Composing with \((\text{id}_{t''} \otimes \text{dot}_{t'})\) on the bottom and applying \((4.2)\) respectively several times.

\[ (4.3) \]

\[ \text{Proof. For any } t', t'' \in S \text{ we have} \]

\[ (id \otimes \text{dot}_{t''}) \circ \text{conjbraid}_{t', t''} = \text{dot}_{t'} \otimes \text{id} \text{ if } m_{t', t''} \text{ is odd,} \]

\[ (4.1) \]

\[ (id \otimes \text{dot}_{t''}) \circ \text{conjbraid}_{t', t''} = \text{dot}_{t'} \otimes \text{id} \text{ if } m_{t', t''} \text{ is even,} \]

by the Jones–Wenzl relation \((C.9)\). Suppose \(t = \hat{s}\) (the case where \(t = s\) is similar).

Applying \((4.1)\) several times, we find that there is a single \(\epsilon\)-basic standard diagram \(\sigma\) for which

\[ \rho_{t''}^{m_{t', t''}} \circ (id_{R_{\text{sym}(-p-1)/2}} \otimes \text{dot}_{t''} \otimes id_{R_{\text{sym}(-p-1)/2}}) = (id_{R_{\text{sym}}} \otimes \text{dot}_{t'} \otimes id_{R_{\text{sym}(-1)/2}}) \circ \sigma, \]

\[ \text{id} \]

\[ \text{By Proposition } \ref{prop:maslov} \text{ we must have} \]

\[ \sigma \in \{ \pm \epsilon_{(t''-1)/2} \} \]

and the first result follows.

Similarly, for any \(t', t'' \in S\) we have

\[ \text{conjbraid}_{t', t''} \circ (id \otimes \text{fork}_{t''}) \circ \text{conjbraid}_{t', t''} \circ \text{id}_{B_{t''}} \]

\[ = (\text{fork}_{t'} \otimes \text{id}) \circ (\text{id}_{B_{t'}} \otimes \text{conjbraid}_{t', t''}) \]

by \((C.8)\). Composing with \((id \otimes \text{dot}_{t''})\) on the bottom and applying \((4.1)\) also gives

\[ (4.3) \]

\[ \text{conjbraid}_{t', t''} \circ \text{conjbraid}_{t', t''} = \text{id} \]

We obtain the second and third results by applying Proposition \ref{prop:maslov} and \((4.2)\) and \((4.3)\) respectively several times. \qed
Definition 4.15. For each pair \((s,t) \in \hat{S} \times \hat{S}\) with \(s \neq t\) and \(m_{st} < \infty\), we write \(\text{braid}^{(F)}_{s,t} : B^{(F)}_{m_{st}+1} \rightarrow B^{(F)}_{m_{st}-1}\) for the following dual-valued morphism defined in \(\hat{R} \otimes \mathcal{D}_{BS,\text{std}}\). If \(s, t \in S_t\) then \(\text{braid}^{(F)}_{s,t} = \text{id}_{s,t}\). Otherwise, suppose that \(t = \tilde{s}\).

We fix \(s', \tilde{s}' \in \hat{S}\) and \(\tilde{w} \in \hat{R}\) as in Definition 4.12 and write

\[
\sigma_{\tilde{w}}^{s', \tilde{s}'} = \text{id}_{\tilde{w}} \otimes (\text{id}_{B_{s'}} \otimes \epsilon_{\tilde{w}^{-1}} \otimes \text{id}_{B_{t'}} \otimes \epsilon_{\tilde{w}^{-1}} \otimes \text{id}_{B_{t'}} \otimes \cdot \cdot \cdot) \otimes \text{id}_{\tilde{w}^{-1}},
\]

\[
\sigma_{\tilde{w}}^{s', \tilde{s}'} = \text{id}_{\tilde{w}} \otimes (\text{id}_{B_{s'}} \otimes \epsilon_{\tilde{w}^{-1}} \otimes \text{id}_{B_{t'}} \otimes \epsilon_{\tilde{w}^{-1}} \otimes \text{id}_{B_{t'}} \otimes \cdot \cdot \cdot) \otimes \text{id}_{\tilde{w}^{-1}}
\]

where each morphism contains \((m_{s\tilde{s}} - 1)\) copies of \(\epsilon_{\tilde{w}^{-1}}\) and \(m_{s\tilde{s}}\) total copies of \(\text{id}_{B_{s'}}\) and \(\text{id}_{B_{t'}}\). We define

\[
\text{braid}^{(F)}_{s,t} \in \{ \pm (\overline{\rho_{s}}^{m_{s\tilde{s}} - 1} \otimes \overline{\rho_{t}}^{m_{s\tilde{s}} - 1} \otimes \cdot \cdot \cdot \otimes \overline{\sigma_{\tilde{w}}^{s', \tilde{s}'} \circ \sigma_{\tilde{w}}^{s', \tilde{s}'}} \circ \sigma_{\tilde{w}}^{s', \tilde{s}'}) \circ (\overline{\rho_{s}}^{m_{s\tilde{s}} - 1} \otimes \overline{\rho_{t}}^{m_{s\tilde{s}} - 1} \otimes \cdot \cdot \cdot) \} \]

with the sign chosen to be the product of the two signs from Lemma 4.14 if \(m_{s\tilde{s}}\) is odd, and \(+1\) if \(m_{s\tilde{s}}\) is even. We similarly set \(\text{braid}^{(F)}_{s,t} = \text{braid}^{(F)}_{\tilde{s}, \tilde{t}}\). We also define

\[
\text{stdbraid}^{(F)}_{s,t} = (\text{bivalent}^{(F)}_1 \otimes \text{bivalent}^{(F)}_1) \circ \text{braid}^{(F)}_{s,t} \circ (\text{bivalent}^{(F)}_1 \otimes \text{bivalent}^{(F)}_1 \otimes \cdot \cdot \cdot)
\]

Example 4.16.

1. Let \(p = 3\) and \(W\) be of type \(\tilde{A}_2\), following the conventions in Example 4.13. Figure 4 depicts \(\text{braid}^{(F)}_{1,0}\).

2. Let \(p = 3\) and \(W\) be of type \(\tilde{C}_2\). As with \(\tilde{A}_2\) we label the generators \(\tilde{s} = 0, 1,\) and \(2\) and color them blue, red, and green respectively, such that \(0101 = 1010\) and \(02 = 20\). Figure 4 depicts \(\text{braid}^{(F)}_{1,0}\).
Figure 4. The morphism braid\(^{(F)}\)\(_{1,0}\) for \(p = 3\) and \(W\) of type \(\widetilde{C}_2\).
We are now ready for long-awaited construction of the Frobenius functor $F$. 

**Theorem 4.17.** There is a well-defined monoidal functor $F : \hat{R} \otimes D_{BS, std}^F \to \hat{R} \otimes D_{BS, std}$ which for all $s \in S$ maps 
\[
\begin{aligned}
\hat{R}_s^F & \mapsto \hat{R}_s^{(F)} \\
B_s^F & \mapsto B_s^{(F)} \\
\alpha_{F(s)\id_R}^s & \mapsto \alpha_{F(s)\id_R}^{(F)} \\
\epsilon \id_R^s & \mapsto \epsilon \id_R^{(F)} \\
dot_s^F & \mapsto \dot{s}^{(F)} \\
\text{fork}_s^F & \mapsto \text{fork}_s^{(F)} \\
\text{bivalent}_s^F & \mapsto \text{bivalent}_s^{(F)}
\end{aligned}
\]
and for all distinct $s, t \in S$ such that $m_{st} < \infty$ maps 
\[
\text{braid}^F_{s,t} \mapsto \text{braid}^{(F)}_{s,t}.
\]

**Proof.** By Proposition 4.11, we only need to check relations in $D_{BS, std}^F$ which involve $\text{braid}^F_{s,t}$. We will do this somewhat indirectly to avoid checking the Zamolodchikov relations in $D_{BS}^F$ by hand.

First we claim that $\text{braid}^{(F)}_{s,t}$ is cyclic with respect to $\text{cap}^{(F)}$ and $\text{cup}^{(F)}$. This follows from Lemma 3.18 because each of the generators in the definition of $\text{braid}^{(F)}_{s,t}$ (i.e., $\epsilon, \text{conj$braid$, braid}$) is cyclic with respect to $\epsilon$-morphisms or caps/cups. By standardizing using bivalent $(F)$, we also observe that $\text{stdbraid}^{(F)}$ is cyclic with respect to $\text{stdcap}^{(F)}$ and $\text{stdcup}^{(F)}$.

Next, we claim that $\text{stdcap}^{(F)}$, $\text{stdcup}^{(F)}$, and $\text{stdbraid}^{(F)}$ satisfy the relations [15 (4.1)–(4.9)] defining a presentation of $D_{std}^F$. Each relation involving only standard caps and cups follows immediately from Proposition 4.11. We have already shown cyclicity of $\text{stdbraid}^{(F)}$ above. The relations [15 (4.4)–(4.9)] only involve standard braids, and it is easy to check that they are invariant under sign changes of odd-order braids. Thus $\text{stdbraid}^{(F)}$ satisfies these relations by Proposition 3.19.

The upshot of this is that localization of maps in the image of $F$ using tensor products of $\pi_{s,0}^{(F)}$ and $\pi_{t,1}^{(F)}$ (and their duals) for $t \in S$ makes sense. More precisely, localization in this manner produces matrices whose entries are generated by $V^F$, $\text{stdcap}^{(F)}$, $\text{stdcup}^{(F)}$, and $\text{stdbraid}^{(F)}$, and these morphisms obey the same relations as their respective counterparts in $D_{std}^F$.

Now we will show that the localization matrices of $\text{braid}^{(F)}_{s,t}$ coincide with those of $\text{braid}^F_{s,t}$ for $s, t \in S$ with $m_{st} < \infty$, after replacing every standard braid, cap, and cup with their counterparts $\text{stdbraid}^{(F)}$, $\text{stdcap}^{(F)}$, $\text{stdcup}^{(F)}$, respectively. This implies that the localizations of the remaining relations involving braids hold for the localization of $\text{braid}^{(F)}_{s,t}$. As localization is faithful, this completes the proof.

To compare localization matrices it is enough to show that the Jones–Wenzl relation [15 (C.9)] holds. This is immediate if both $s, t \in S_t$. So suppose $s \in S_t$ with $m_{st} < \infty$. To check the Jones–Wenzl relation for $\text{braid}^{(F)}_{s,t}$, we apply Lemma 4.14. If we place a $\dot{s}^{(F)}$ or $\dot{t}^{(F)}$ on top of $\text{braid}^{(F)}_{s,t}$ the dot “propagates” down until it reaches $\text{braid}^{(F)}_{s,t}$, where we can apply the ordinary Jones–Wenzl relation to yield a sum of diagrams. The “leading” diagram in the Jones–Wenzl relation has no forks and one dot (this is a defining feature of the Jones–Wenzl idempotent). We can continue propagating this dot downwards to yield $\dot{s}^{(F)} \otimes \id$ for some $t \in \{s, \overline{s}\}$ on the nose (i.e., with coefficient $+1$). See Figure 4 for an example. Any other term in
Figure 5. The leading term in the Jones–Wenzl relation for braid \( (F)_{1,0} \) (with \( p = 3 \) and \( W \) of type \( \tilde{A}_2 \)).

the sum contains at least one fork, and we can apply Lemma 4.14 to show that the resulting diagram can be generated by \( \text{dot}_t(F) \) and \( \text{fork}_t(F) \) for \( t \in \{s, \tilde{s}\} \). These two facts are enough to imply the Jones–Wenzl relation by Proposition C.2.

\[ \square \]

5. The category \( \mathcal{D}_{p|*} \)

Using localization, it is clear that the Frobenius functor induces a monoidal equivalence of categories between \( \mathcal{D}_{BS}^F \) and its image. In this section we will define a category \( \tilde{\mathcal{D}}_{BS,p|*} \) extending this image and show that it categorifies the bimodule \( H_{p|*} \).

5.1. Construction. In this section, let \( \mathcal{D}_{BS}^{\text{deg}} \) denote the degrading of \( \mathcal{D}_{BS} \), which is just the category \( \mathcal{D}_{BS} \) but without the grading on the Hom-spaces. Similarly let \( \mathcal{D}_{BS}^{\text{deg}} \) denote the additive Karoubi envelope of \( \mathcal{D}_{BS}^{\text{deg}} \).

Definition 5.1. The category \( \tilde{\mathcal{D}}_{BS,p|*} \) is an \( \hat{R} \)-linear subcategory of \( \hat{R} \circ \mathcal{D}_{BS,\text{std}} \) equipped with the structure of a \( (\mathcal{D}_F^{BS}, \mathcal{D}_{BS}^{\text{deg}}) \)-bimodule defined as follows.

- The objects of \( \tilde{\mathcal{D}}_{BS,p|*} \) are of the form \( B_{k|w}^{(p|*)} = B_{F_{-1|w}}^{(F)} \otimes B_{k|w} \) for any \( k|w \in \mathcal{D}_{p|*} \). The \( (\mathcal{D}_F^{BS}, \mathcal{D}_{BS}^{\text{deg}}) \)-bimodule structure is defined by
  \[
  B_F^{(F)} \otimes B_{k|w}^{(p|*)} \otimes B_{\Delta} = B_{F_{(w)\Delta}}^{(p|*)}.
  \]
The morphisms of $\tilde{D}_{\text{BS},p+}$ are generated (under $R$-linear combinations, compositions, and the $(D^F_{\text{BS}}, D^{\text{deg}}_{\text{BS}})$-bimodule structure) by a single non-trivial morphism called the \textit{(orthodox) menorah morphism}:

$$(\pi_{s_{h}} \otimes \pi_{s_{w}})^{(p-1)/2} \otimes \text{id}_{B} \otimes (\pi_{s_{h}} \otimes \pi_{s_{w}})^{(p-1)/2} : B^F_{s_{w}} \rightarrow B^F_{s_{h}}(p-1)/2 \otimes (p-1)/2,$$

where $\pi_{s_{h}}$ denotes $\pi_{e}$ for the subsequence $e \in [s_{h}]$ whose type is all 1s. In particular, $\tilde{D}_{\text{BS},p+}$ contains all morphisms in $D^{\text{deg}}_{\text{BS}}$ and all morphisms in the image of $F$, via the $(D^F_{\text{BS}}, D^{\text{deg}}_{\text{BS}})$-bimodule structure acting on trivial morphisms.

We call objects in $\tilde{D}_{\text{BS},p+}$ (diagrammatic) $(p|+)$-Bott–Samelson bimodules. For each $x \in S_{p}$, we also write $B^{(p)}$ for the object $B^{(F)}_{x}$ in $\tilde{D}_{\text{BS},p+}$. Recall from [15] §6.1 that for rexes $x$ and $y$ a rex move from $x$ to $y$ is a morphism $B_{x} \rightarrow B_{y}$ of degree 0 in $D_{\text{BS}}$ generated from tensor products and compositions of braids and identity morphisms. For all $s \in S$ and $w, w' \in S$ such that $\ell(w) = \ell(w')$ and $wsu'=w's'u'$ is a rex for $s_{p}$, we also write menorah$_{w, w'}$ for any morphism of the following form:

$B^{(F)}_{ort} \xrightarrow{\text{Bott–Samelson morphism}} B^{(p)}_{w} \xrightarrow{\text{rex move}} B^{(p)}_{sw'u'}$

in $\tilde{D}_{\text{BS},p+}$. We will also call such morphisms “menorah morphisms”.

Example 5.2. Let $p = 3$ and $W = A_{2}$. Following the same diagrammatic convention as Example 4.9, we depict the orthodox menorah morphism in Figure 6.

![Figure 6. A menorah morphism for $p = 3$ and $W = A_{2}$.](image-url)
\(\hat{s}_p\)-colored lines. For example, the morphisms corresponding to \(\text{dot}_s^{(F)}\), \(\text{fork}_s^{(F)}\), and \(\text{braid}_s^{(F)}\) abbreviate to

\[
p\text{-dot} \quad p\text{-fork} \quad p\text{-braid}
\]

so that they look similar to their counterparts in \(\mathcal{D}^F\). Similarly, the menorah morphism in Figure 6 abbreviates to

\[
\text{menorah}
\]

For this reason we will also call these morphisms “vertices”.

The grading on \(\hat{\mathcal{D}}_{BS,p|}\) inherited from \(\mathcal{D}_{BS,\text{std}}\) is not a very useful invariant because \(\hat{R}\) is no longer meaningfully graded. However we can define a valuation on morphisms in the sense of Definition 4.3.

**Definition 5.5.** Let \(L\) be a morphism in \(\hat{\mathcal{D}}_{BS,p|}\). Localize \(S\)-colored strings as in §3.3 and the \(S_p\)-colored strings as in the proof of Theorem 4.17 to obtain a bi-valued matrix of standard morphisms. We can simplify the entries of this matrix so that they each consist of a single basic standard diagram with a bi-valued coefficient on the left. The **valuation** of \(L\), which we write as \(\text{val} L\), is defined to be the minimal valuation of all these coefficients.

Note that this valuation is a special case of the induced valuation from Example 4.4.

**Example 5.6.**

(1) In Example 3.14 we showed that for each \(s \in S\) the localization matrix of \(\text{dot}_s\) is

\[
\begin{bmatrix}
0 & (a_s)^{-1}
\end{bmatrix}.
\]

Recall that \(\text{val} a_s = 2\) if \(s \in S_f\) but \(\text{val} a_{\hat{s}} = 0\). Thus

\[
\text{val} \text{dot}_s = \begin{cases}
1 & \text{if } s \in S_f, \\
0 & \text{if } s = \hat{s}.
\end{cases}
\]

(2) By Proposition 4.11 the localization matrix of \(\text{fork}_s^{(F)}\) coincides with that of \(\text{fork}_s^{(F)}\):

\[
\begin{bmatrix}
0 & \left(-\left(a_{F(s)}\right)^{-1}\right) & \left(a_{F(s)}\right)^{-1} & 0 \\
1 & 0 & 0 & \left(-\left(a_{F(s)}\right)^{-1}\right)
\end{bmatrix}.
\]

Since \(\text{val} a_{F(s)} = 2\), this means that \(\text{val}(\text{fork}_s^{(F)}) = -1\).

The previous example generalizes as follows.

**Lemma 5.7.**
(i) Let \( LL \) be a double leaves map in \( \mathcal{D}^F_{BS} \). Then \( \text{val}(LL) = \text{deg}(LL) \).

(ii) Let \( L \) be a homogeneous morphism in \( \mathcal{D}^F_{BS} \) and \( P \) a morphism in \( \mathcal{D}_{BS,p} \). Then \( \text{val}(F(L) \otimes P) = \text{val}(F(L)) + \text{val}(P) \).

Proof.

(i) Every double leaves map is the composition of some combination of tensor products of dots, forks, and braids. In particular, there are no non-trivial scalars in any region of the \( S \)-graph for \( LL \). The localization matrices of all dots, forks, and braids have entries in the subfield \( k(a_{F(s)} : s \in S) \subseteq Q \). But for all \( s \in S \) we see that \( \text{val}(a_{F(s)}) = 2 = \text{deg}(a_{F(s)}) \), and the localization matrix of \( F(\mathbb{L}\mathbb{L}) \) is identical to that of \( LL \) by the proof of Proposition \[1.11\] This means that every left coefficient in the localization matrix for \( F(\mathbb{L}\mathbb{L}) \) has valuation equal to the degree of \( \mathbb{L}\mathbb{L} \).

(ii) The left coefficients in the localization matrix of \( F(L) \otimes P \) are all of the form \( fw(g) \), where \( f \) is the left coefficient of some basic standard diagram with domain \( \mathcal{Q}_w \) in the localization matrix of \( F(L) \), while \( g \) is a left coefficient from the localization matrix of \( P \). From [1] the only generating morphism of \( \mathcal{D}^F_{BS} \) whose valuation is not equal to its degree is \( \text{cld}_R^F \), which has degree 2 but valuation 0. Thus all left coefficients in the localization matrix of \( F(L) \) have the same valuation. Moreover, each entry in the localization matrix of \( F(L) \) has domain isomorphic to \( \mathcal{Q}_{F(s)} \) for some \( x \in W \), i.e. \( w = F(x) \in W_p \). For any \( s \in S \) and any \( x \in W \)

\[
F(x)(a_s) \in a_s + \bigoplus_{t \in S} k a_{F(t)} = a_s + \bigoplus_{t \in S} k a_t,
\]

so \( \text{val}(a_s) = \text{val}(F(x)(a_s)) \). This means that \( \text{val}(w(g)) = \text{val}(g) \), so \( \text{val}(fw(g)) = \text{val}(f) \). Since \( f \) is minimal, \( \text{val}(FW) = \text{val}(F) + \text{val}(P) \). \( \square \)

Definition 5.8. Let \( \mathcal{D}_{BS,p} \) be the following extension of \( \widetilde{\mathcal{D}}_{BS,p} \). The objects of \( \mathcal{D}_{BS,p} \) are \( B(m) \), for each \( m \in \mathbb{Z} \) and each object \( B \) in \( \widetilde{\mathcal{D}}_{BS,p} \). The morphisms in \( \mathcal{D}_{BS,p} \) are given by

\[
\text{Hom}_{\mathcal{D}_{BS,p}}(B(m), B'(n)) = (\text{Hom}_{\widetilde{\mathcal{D}}_{BS,p}}(B, B'))(n - m)
\]

for all objects \( B, B' \) in \( \widetilde{\mathcal{D}}_{BS,p} \) and all \( m, n \in \mathbb{Z} \). As with \( \mathcal{D}_{BS} \), we will not always distinguish between morphisms in \( \mathcal{D}_{BS,p} \) and morphisms in \( \mathcal{D}_{BS,p} \).

We define the diagrammatic \((p)\)-Hecke category \( \mathcal{D}_{p} \) to be the additive Karoubi envelope of \( \mathcal{D}_{BS,p} \). In other words, \( \mathcal{D}_{p} \) is the closure of \( \mathcal{D}_{BS,p} \) with respect to all finite direct sums, direct summands, and valuation shifts.

Remark 5.9.

1. Even with the valuation structure on \( \mathcal{D}_{BS,p} \), the right \( \text{deg} \)-module structure on \( \mathcal{D}_{BS,p} \) does not extend to a graded \( \mathcal{D}_{BS} \)-module structure. The primary reason for this is a mismatch between the degree and valuation of morphisms in \( \mathcal{D}_{BS} \) (e.g. \( \text{deg}(\text{dot}_z) = 1 \neq 0 = \text{val}(\text{dot}_z) \)). Unlike degree, valuation does not behave well algebraically in \( \mathcal{D}_{BS} \); for example there are cases where \( \text{val}(L \otimes L') \neq \text{val}(L) + \text{val}(L') \) for \( L, L' \) two morphisms in \( \mathcal{D}_{BS} \). We will return to this problem in \[1.8\].

2. Unlike with \( S \)-graphs, the valuation of a diagram in \( \mathcal{D}_{BS,p} \) is not necessarily the sum of the valuations of all vertices and scalars in the diagram. This is because for \( L, L' \) two composable morphisms in \( \mathcal{D}_{BS,p} \), we only have an inequality \( \text{val}(L \circ L') \geq \text{val}(L) + \text{val}(L') \) rather than an equality.
Figure 7. Two braid-like menorahs, for \( p = 3 \) and \( W = \widetilde{A}_2 \).

5.2. \((p|\ast)|\ast\)-light leaves. We will construct a basis for the Hom-spaces in \( D_{BS, p|\ast} \), analogous to the light leaves basis for \( D_{BS} \). Before we describe the construction it is necessary to generalize the notion of a rex move in \( D_{BS} \) to \( D_{BS, p|\ast} \).

**Definition 5.10.** A braid-like menorah is a morphism in \( D_{BS, p|\ast} \) of the form

\[
B^{(F)}_x \otimes B_{(w'|\ast)} \xrightarrow{\text{menorah}} B_{w} \otimes B_s \otimes B_{s'} \otimes B_{(w'|\ast)}^{-1} \xrightarrow{\text{id} \otimes \text{cap}} B_w \otimes B_s
\]

or its dual. We call a morphism in \( D_{BS, p|\ast} \) an mrex move if it can be generated (using composition and the tensor product) from identity morphisms, braid morphisms and braid-like menorahs.

In other words, mrex moves correspond to morphisms in \( D_{BS, p|\ast} \), which do not factor through \((p|\ast)|\ast\)-Bott–Samelson bimodules of shorter length than the domain or codomain.

**Example 5.11.** Let \( p = 3 \) and \( W = \widetilde{A}_2 \). Following the same diagrammatic convention as Example 4.9, Figure 7 depicts two braid-like menorahs.

**Construction 5.12.** Let \( x \in S_{[p]} \), \( r \in [p]_{p|\ast} \), and \( e \in [r] \). Suppose \( w \in S_{[e]} \) and \( z \in S \) are rexes for \( e \tilde{r}^{-1} \) and \( \tilde{r} \). The \((p|\ast)|\ast\)-light leaves morphism \( p^{(1)} \text{LL}_{e, w, z} : B^{(p|\ast)}_x \to B^{(p|\ast)}_w \otimes B_z \) is a morphism in \( D_{p|\ast} \) constructed inductively as follows. For each non-negative integer \( i \leq \ell(x) \), let \( z_{\leq i} \subseteq z_i \subseteq z \) and \( e_{\leq i} \subseteq e_i \subseteq e \) respectively. Fix rexes \( w_{\leq i} \in S_{[e]} \) and \( z_{\leq i} \in S \) for \( e_{\leq i} \tilde{r}_{\leq i} \) and \( \tilde{r}_{\leq i} \) respectively such that \( w = w_{\leq \ell(x)} \) and \( z = z_{\leq \ell(x)} \). We set \( p^{(1)} \text{LL}_{x} = p^{(1)} \text{LL}_{e_{\leq \ell-1}, w_{\leq \ell-1}, z_{\leq \ell}} \), and define \( p^{(1)} \text{LL}_{x} = \phi_1 \circ \left( p^{(1)} \text{LL}_{z_{\leq \ell-1}} \otimes \text{id}_{B^{(p|\ast)}_w} \right) \), where \( \phi_1 \) depends on the decorated type of \( e_i \). There are six possibilities for \( \phi_1 \), which are illustrated in Figure 8.

In these pictures, boxes labeled “mrex” are mrex moves, and boxes labeled “std” are basic standard diagrams with codomain corresponding to a rex.

As with the light leaves morphisms, the construction of \( p^{(1)} \text{LL}_{e, w, z} \) depends on several non-canonical choices and as such is not uniquely defined.

**Example 5.13.** Let \( p = 3 \) and \( W = \widetilde{A}_2 \). Following the notational convention in Example 2.7 set \( x = 0_{[p]}|101202122 \in S_{[p]} \). We depict a light leaves morphism for the subsequence of type \( 1111101110 \) for the pattern \( * \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast \ast ..
Figure 8. Six maps for constructing \((p|\ast)\)-light leaves.

Let \(w \in S_p\) and \(z \in S\) be rexes. We write \(p|\ast\text{LL}_{\{w\},\{z\}}\) to denote a complete selection of \((p|\ast)\)-light leaves morphisms \(p|\ast\text{LL}_{\{w\},\{z\}}\) over all patterns \(r \in [x]_{p|\ast}\) and all \(e \in [y]_{p|\ast}\) such that \(\hat{e}r^{-1} = \hat{w}\) and \(\hat{r} = \hat{z}\). As with ordinary light leaves, for expressions \(x, y \in S_p|1\) and patterns \(q \in [x]_{p|\ast}\) and \(r \in [y]_{p|\ast}\), if we have \(e \in [q]_{p|\ast}\) and \(f \in [r]_{p|\ast}\) such that \(\hat{e} = \hat{f}\), then we can construct the \((p|\ast)\)-double leaves morphism
\[
p|\ast\text{LL}_{\{w\},\{z\}} = p|\ast\text{LL}_{\{w\},\{z\}} \circ p|\ast\text{LL}_{\{w\},\{z\}} : B^{(p|\ast)}_{\{w\}} \to B^{(p|\ast)}_{\{z\}}\]
in \(D_{BS,p|\ast}\), where \(w\) and \(z\) are rexes for \(\hat{e}q^{-1} = \hat{f}r^{-1}\) and \(\hat{q} = \hat{r}\) respectively. Now suppose for each \(w \in W_p\) and \(z \in W\) we have fixed corresponding rexes \(w \in S_p\) and \(z \in S\). We write \(p|\ast\text{LL}_{\{w\}}\) to denote a complete selection of \((p|\ast)\)-double leaves morphisms \(B^{(p|\ast)}_{\{w\}} \to B^{(p|\ast)}_{\{z\}}\).

For \(x \in S_{p|1}\), write \(x_{1} \in \hat{S}\) for the expanded \(S\)-generator form of \(x\), where \((\bar{s}_p)_{(p-1)/2} \bar{s}_p (\bar{s}_p)_{(p-1)/2}\) is substituted for each \(\bar{s}_p\). For \(e \in [x]_{p|\ast}\) there is a corresponding \(S\)-expansion \(e_1 \in [x_{1}]_{p|\ast}\), given as follows. Each \(\bar{s}_p\)-term of type \(t \in \{0, 1\}\) in \(e\) corresponds to a subsequence of terms \((\bar{s}_p)_{(p-1)/2} \bar{s}_p (\bar{s}_p)_{(p-1)/2}\) in \(e_{1}\), with the middle \(\bar{s}_p\)-term of type \(t\) and the other terms of type 1.
Theorem 5.15. Let \( x \in \mathcal{S}_p \mid \ast \), and let \( w \in \mathcal{S}_p \) and \( z \in \mathcal{S} \) be rexes. Suppose we have fixed a complete selection \( p\mathcal{LL}_{x,w,z} \) of \((p\ast)\)-light leaves morphisms. Fix a rex \( y \in \mathcal{S} \) for \( wz \). Then there exists a complete set of partially standardized ordinary light leaves morphisms \( p\mathcal{LL}'_{x,y} \), each of the form

\[
\text{LL}'_{x,y} : B_{p(x)}^{(p\ast)} \xrightarrow{\text{inclusion}} B_{z_i} \xrightarrow{\text{LL}} B_y \xrightarrow{\text{projection}} \hat{R}_y
\]

which is spanned by partially standardized \((p\ast)\)-light leaves morphisms \( p\mathcal{LL}'_{x,w,z} \), each of the form

\[
p\mathcal{LL}'_{x,w,z} : B_{p(x)}^{(p\ast)} \xrightarrow{\text{projection}} B_{w} \otimes \hat{R}_z \xrightarrow{\text{std}} \hat{R}_y
\]

Proof. First we determine the effect of partially standardizing an mrex move. We already know that projectors placed on the top of an ordinary solid braid (i.e. one only involving \( S \)-generators) “propagate” through the braid:

Doing the same thing to a \( p \)-affine braid results in a standard morphism, plus some inclusions on the bottom:

Finally if we standardize all but two of the stings on a braid-like menorah then the resulting morphism is just the identity tensored with an \( \epsilon \)-basic standard morphism:
Similarly, using the Jones–Wenzl relations we can “pull” a dot placed on the top of an ordinary braid or a $p$-affine braid through the braid to get a rex move on a smaller expression, plus a dot on the bottom. The same is true for dots on a braid-like menorah.

Next we observe the effects of partially standardizing the maps $\phi_i$ above. Fix some $e \in \mathbb{Z}$. As in Figure 8, boxes labeled “rex” are rex moves between two ordinary reduced expressions, boxes labeled “mrex” are mrex moves between two reduced $(p|1)$-expressions, and boxes labeled “std” are basic standard diagrams to a standard bimodule corresponding to some reduced expression. We will show that in each case, we get either a partially standardized version of one of the four maps used for defining ordinary light leaves [15, Figure 2], or a linear combination of such maps.

When $i$ is an indeterminate index with decoration $U$, we can easily show that the partially standardized version of $\phi_i$ is nearly the same as that in the ordinary case. For example, when $i$ is of decorated type $U_1$ we have

$$\begin{array}{c}
\text{std} \\
\text{mrex}
\end{array} \sim \begin{array}{c}
\text{std}
\end{array} \sim \begin{array}{c}
\text{rex}
\end{array},
$$

where $\sim$ denotes equality up left multiplication by an invertible scalar in $\hat{R}$. The calculation for $U_0$ is similar.

When $i$ has decoration $D$ we have to split the diagram into a sum. For example, when $i$ is of decorated type $D_0$ we have

$$\begin{array}{c}
\text{std} \\
\text{mrex}
\end{array} \sim \begin{array}{c}
\text{std}
\end{array} = \begin{array}{c}
\text{std}
\end{array} a^{-1}s + \begin{array}{c}
\text{std}
\end{array} a^{-1}s$$
Again, the calculation for D1 is similar.

If $i$ is a fixed index, then the resulting map depends on the decorated type for the corresponding index in the $S$-expansion $e_1$. If the corresponding ordinary decorated type is not D0, then we get a single term as in the calculation for U0 above. Otherwise, if the corresponding ordinary decorated type is D0, then we have

Now let $e_1 \in [r]$ be a subsequence expressing $uwz$, and suppose the partially standardized morphism $LL'_{e_1,w}$ is non-zero. If any of the standardized indices in the domain (i.e. any generator except the middle one in $\tilde{s}_{\phi}(p^{-1}/2)z(s_{\phi}z)(p^{-1}/2)$, the $S$-expansion of $\tilde{s}_{\phi}$) has type 0, then by pulling bivalent vertices through braid moves, $LL'_{e_1,w}$ vanishes. So without loss of generality all of these indices must have type 1, and there is a unique $e \in [r]$ for some $z \in [z]_{p^2}$ whose $S$-expansion is $e_1$.

Suppose we have already shown that $LL'_{e_1,w}$ lies in the span of partially standardized $(p^2)$-light leaves for all $f_1 < e_1$, where the subsequences are ordered using the path dominance order from [15 §2.4]. We will show that $LL'_{e_1,w}$ lies in the span of the partially standardized $(p^2)$-light leaves. To do this, we use the above calculations to pull the bivalent inclusions/projections (and any dots introduced by D-decorated indices) in $(p^2)LL'_{e_1,w}$ through the $\phi_i$ down to the bottom of the diagram. The goal is to get the resulting map to look like an ordinary light leaves morphism. The first step might look like
and continue downwards to the bottom of the diagram. After pulling through all the $\phi_i$ and getting to the bottom we have shown that $p^*LL'_{e_1,y}$ is equal to a scalar multiple of $LL'_{e_1,y}$, plus a linear combination of partially standardized ordinary light leaves morphisms $LL'_{f_i,y}$ for $f_i < e_1$. By induction each $LL'_{f_i,y}$ lies in the span of the partially standardized $(p|*)$-light leaves morphisms, so we are done. □

Let $w \in W$, and suppose for all $x,y \in S_{p|1}$ we have fixed a complete selection of double leaves morphisms $p^*LL_{x,w}$. Recall that $I_w = \{ z \in W : z \not\geq w \}$ is an ideal in the Bruhat order and let $p^*LL_I$ denote the span of the $p^*LL$ maps

$$\{ p^*LL_{e,f} : e \in [x], f \in [y], \hat{e} = \hat{f} \in I_w \}.$$ 

In other words, $p^*LL_I$ is spanned by double leaves morphisms which factor through $I_w$. It follows from Theorem 5.15 and [15, Claim 6.19] that $p^*LL_I$ is a 2-sided ideal of morphisms in $D_{BS,p|*}$, namely the $\hat{R}$-extension of the ideal $LL_I$ in $D_{BS}$. Let $D_{BS,p|*} = D_{BS,p|*}/p^*LL_I$, and let $D_{p|*}$ be the corresponding quotient of $D_{p|*}$. Using Theorem 6.15 and Lemma 5.14 in conjunction with Theorem 3.4 we obtain a light leaves basis result.

**Corollary 5.16.** Let $x \in S_{p|1}$, and let $w,z \in S_{p}$ be rexes. The light leaves morphisms $p^*LL_{x,w,z}$ form a valuation basis for $\text{Hom}_{D_{p|*}}^{\bullet} \left( B^{(p|*)}_{x,z}, D_{w,z} \right)$. The analogous double leaves basis result follows by the same reasoning as in [15, §7.3].

**Corollary 5.17.** Let $x,y \in S_{p|1}$. The double leaves morphisms $p^*LL_{x,y}$ form a valuation basis for $\text{Hom}_{D_{p|*}}^{\bullet} \left( B^{(p|*)}_{x,y}, D^{(p|*)}_{x,y} \right)$.

### 5.3. Indecomposable objects.

As with Theorem 3.3, Corollary 5.17 is strong enough to give a complete classification of the indecomposable objects in $D_{p|*}$. We closely follow the strategy of [15, §6.6].

**Lemma 5.18.** The category $D_{p|*}$ is Krull–Schmidt.

**Proof.** It is sufficient to show that $E = \text{End}_{D_{p|*}}^{\bullet}(B)$ is local for any indecomposable object $B$ in $D_{p|*}$. By Corollary 5.14 $E$ is a finite $\hat{R}$-algebra. Any finite algebra over a complete local ring is either local or contains an idempotent, but $E$ cannot
contain an idempotent as \( D_{p^1} \) is a Karoubi envelope. Thus \( E \) is local and \( D_{p^1} \) is Krull–Schmidt.

The Frobenius functor extends naturally to a functor \( F : D^F \to D_{p^1}^F \). We will similarly extend our notation by writing \( B_x^{(F)} \) and \( B_y^{(p)} \), where \( x \in W \) and \( y \in W_p \), for the images under \( F \) of the indecomposable Soergel bimodules \( B_x^F \) and \( B_{F^{-1}(y)}^E \) in \( D^F \) respectively.

**Lemma 5.19.** Let \( x, y \in S \) and \( w \in pW \). The map

\[
F \circ \id_{\hat{R}_w} : \text{Hom}_{\hat{R}\otimes D^F}(B_x^F \otimes \hat{R}_w, B_y^F \otimes \hat{R}_w) \to \text{Hom}_{\hat{R}_p}\left((B_x^{(F)} \otimes \hat{R}_w, B_y^{(F)} \otimes \hat{R}_w) \right)
\]

is a valuation isomorphism.

**Proof.** Let \( x' = F(x) \) and \( y' = F(y) \). Fix a rex \( w \in S \) for \( w \), and let \( M \) and \( M' \) denote \( \text{Hom}_{\hat{R}_p}(B_x^{(F)} \otimes \hat{R}_w, B_y^{(F)} \otimes \hat{R}_w) \) and \( \text{Hom}_{\hat{R}_p}(B_x^{(p)} \otimes \hat{R}_w, B_y^{(p)} \otimes \hat{R}_w) \) respectively.

By Corollary 5.17 the \( (p^1)^*\)-double leaves morphisms \( p_1^*LL(w) = y \) form a basis for \( M' \). Since \( B_x^{(F)} \otimes \hat{R}_w \) is a summand of \( B_x^{(p)} \) (and similarly for \( y \) this means \( \hat{M} \) is spanned by \( p_2 \circ p_1^*LL(w) \circ i_2 \), where \( i_2 \) and \( p_2 \) are the inclusion and projection maps for these summands.

Now note that \( p_2 \circ p_1^*LL \circ i_2 \) is non-zero only when the subsequences \( e \) and \( f \) come from the pattern \( * \cdots * | 1 \cdots 1 \in [y][w]_{p^1}^* \) and \( * \cdots * | 1 \cdots 1 \in [y][w]_{p^1}^* \) respectively.

This shows that \( M \) has basis \( F(LL(w)) \otimes \id_{\hat{R}_w} \), which proves the result.

**Theorem 5.20.** Let \( x \in W_p \) and \( y \in pW \). The object \( B_x^{(p)} \otimes \hat{R}_w \) is indecomposable in \( D_{p^1}^F \).

**Proof.** Let \( w \in S \), be a rex for \( x \), and set \( y = F^{-1}(x) \in S \) and \( y = F^{-1}(x) \). Since \( B_y^F \) is indecomposable, it is a direct summand of \( B_x^{(F)} \). It follows that \( B_x^{(p)} \otimes \hat{R}_w \) is a direct summand of \( B_x^{(p)} \otimes \hat{R}_w \). Let \( E \) denote the endomorphism algebra of \( B_x^{(p)} \). By Lemma 5.19 \( \text{End}_{p^1}(B_x^{(p)} \otimes \hat{R}_w) \cong \hat{R} \otimes \text{End}_{p^1}(B_x^{(F)}) \), and this isomorphism restricts to an isomorphism \( E \cong \hat{R} \otimes \text{End}_{p^1}(B_x^{(F)}) \). To simplify our notation we will assume that \( w = 1 \) for the rest of this proof.

Let \( E_0 \cong \hat{R} \otimes R \text{End}_{D^F}(B_x^{(F)}) \) be the \( \hat{R} \)-subalgebra of \( E \) generated by the \( (\overline{\text{images of}}) \) degree 0 morphisms in the ordinary diagrammatic category \( D^F \). If \( L \) is the \( \overline{F} \)-image of an endomorphism of \( B_y^F \), then \( \overline{F} \)-image of a degree 0 \( \hat{R} \)-module in \( D^F \) with \( F \)-image of any positive degree double leaves in \( D^F \). Since \( E \) is generated by the \( F \)-images of \( \hat{R} \)-modules in \( D^F \), we have

\[
E = E_0 + \text{End}_{p^1}^0(B_x^{(p)}).
\]

This shows that \( E_0 \) also contains the \( F \)-images of all non-positive degree morphisms. In addition, Lemma 5.17 implies that valuation equals degree for double leaves in \( D^F \), so the ideal \( \text{End}_{p^1}^0(B_x^{(p)}) \) of all positive valuation morphisms in \( E \) contains the \( F \)-images of all positive degree double leaves in \( D^F \). Since \( E \) is generated by the \( F \)-images of \( \hat{R} \)-modules in \( D^F \), we have

\[
E = E_0 + \text{End}_{p^1}^0(B_x^{(p)}).
\]

The category \( D^F \) is Krull–Schmidt [15, Lemma 6.25], so the ring \( \text{End}_{p^1}^0(B_x^{(p)}) \) is local. Let \( m \) be the maximal ideal of this ring, and let

\[
I = \hat{R}^F(m) + (a_\omega : \omega \in S_\ell)E_0 + \text{End}_{p^1}^0(B_x^{(p)}) \subseteq E,
\]
where \((a_s: s \in S_t)\) is the maximal ideal of \(\hat{R}\). The first two terms are ideals in \(E_0\), so the decomposition \([\ref{sec:5.1}]\) shows that \(I\) is an ideal in \(E\). Clearly \(E = E_0 + I\) follows from \([\ref{sec:5.1}]\) as well.

We will show that all morphisms in \(E \setminus I\) are invertible, and thus that \(E\) is local with maximal ideal \(I\) and that \(B^{(p)}_s\) is indecomposable in \(D_{\rho\ast}\). Suppose \(g \in E \setminus I\). We write

\[
g = r_0 g_0 + r_m g_m + r_r g_r + r_{>0} g_{>0}
\]

where \(r_0, r_m, r_r > 0\), \(r_r \in (a_s: s \in S_t)\), \(g_0, g_r \in F(\text{End}^{D_{\rho\ast}}_0(B^{(p)}_s))\), \(g_m \in F(m)\), and \(g_{>0} \in \text{End}^{\mathcal{D}_{\rho\ast}}_0(B^{(p)}_s)\).

Clearly \(r_0 \notin (a_s: s \in S_t)\) and \(g_0 \notin F(m)\) as \(g \notin I\). Thus we can write

\[
r_0 g_0 + r_m g_m = r_0 g_0 \left(1 + \frac{r_m}{r_0} g_0^{-1} g_m\right).
\]

Since \(\text{End}^{\mathcal{D}_{\rho\ast}}_0(B^{(p)}_y)\) is finite-dimensional the maximal ideal \(m\) is nilpotent. But \(g_0^{-1} g_m\) is contained in \(F(m)\), so the above morphism is invertible using the formula \((1 + x)^{-1} = 1 + x + x^2 + \cdots\).

The remaining two terms in the sum for \(g\) are contained in an ideal \(J = (a_s: s \in S_t)E_0 + \text{End}^{\mathcal{D}_{\rho\ast}}_0(B^{(p)}_s)\). From Theorem \([\ref{sec:5.3}]\) and Corollary \([\ref{sec:5.1.7}]\) \(J\) is generated as an \(\hat{R}\)-module by morphisms \(a_s F(\text{LL}_e^f)\) (for \(d(e) + d(f) = 0\) and any \(s \in S_t\)) and \(p^i \text{LL}_e^f\) (for \(d(e) + d(f) > 0\)). This basis is finite, so for sufficiently large \(n\) we have \(J^n \subseteq (a_s: s \in S_t)J\). Yet \(\hat{R}\) is complete with respect to its maximal ideal \((a_s: s \in S_t)\) so \(g \in (r_0 g_0 + r_m g_m) + J\) is invertible using the same trick as above. \(\square\)

For \(x \in W_p\) and \(w \in pW\), we will now write \(B^{(p)\ast}_{x|w}\) for the indecomposable object \(B^{(p)}_x \otimes \hat{R}_w\) from the previous theorem.

**Theorem 5.21.** Every indecomposable object in \(D_{\rho\ast}\) is valuation isomorphic to an object of the form \(B^{(p)\ast}_{y|w}(m)\) for some \(y \in W_p\), \(w \in pW\), and \(m \in \mathbb{Z}\).

**Proof.** Suppose \(B\) is a direct summand of \(B^{(p)\ast}_{x|y}\) for some \(x \in \mathcal{S}_{\rho\ast}\), and that \(\eta \in \text{End}^{\mathbb{S}_{\rho\ast}}_{\text{BS}_{\rho\ast}}(B^{(p)\ast}_{x|y})\) is an idempotent corresponding to this summand. We can write

\[
\eta = \sum \lambda_{e,z,f} p^i \text{LL}_e^f,
\]

where \(\lambda_{e,z,f} \in \hat{R}\) and the sum is over all \(z \in W\) and all subsequences \(e, f \in \mathcal{S}_{\rho}\) such that \(\hat{e} = \hat{f} = z\). Pick \(z' \in W\) maximal in the Bruhat order such that there is a non-zero coefficient \(\lambda_{e',z',f'} \neq 0\). In \(D_{\rho\ast}^{z' z}\) we get

\[
\eta = \sum_{\hat{e}=\hat{f}=z'} \lambda_{e,z',f'} (p^i \text{LL}_{e,y}^{f} \circ p^i \text{LL}_{e,y}^{f}),
\]

where the sum is over all subsequences \(e, f \in \mathcal{S}_{\rho}\) such that \(\hat{e} = \hat{f} = z'\), for some rexes \(y \in \mathcal{S}_p\) and \(w \in \mathcal{S}\) with \(w \in pW\). Now assume that for all subsequences in the above sum we have

\[
p^i \text{LL}_{e,y}^{f} \circ \eta \circ p^i \text{LL}_{e,y}^{f} \in (a_s: s \in S_t) \leq \hat{R} = \text{End}^{\mathbb{S}_{\rho\ast}}_{\text{BS}_{\rho\ast}}(B^{(p)}_x \otimes \hat{R}_w)
\]

Then by expanding out \(\eta^3 = \eta\) we get \(\lambda_{e,z',f'} \in (a_s: s \in S_t)\) \(s \in \mathbb{S}\). But this implies that

\[
\eta \in (a_s: s \in S_t) \text{End}^{\mathbb{S}_{\rho\ast}}_{\text{BS}_{\rho\ast}}(B^{(p)\ast}_{x|y}) \leq J \left(\text{End}^{\mathbb{S}_{\rho\ast}}_{\text{BS}_{\rho\ast}}(B^{(p)\ast}_{x|y})\right).
\]
are rexes with $\eta$ is idempotent, we obtain a contradiction. Hence there must be some subsequences $e, f$ for which the following composition

$$B_y^{(p)} \otimes \hat{R}_w \xrightarrow{n'\cdot LL_x \cdot w} B \xrightarrow{n'\cdot LL_y \cdot w} B_y^{(p)} \otimes \hat{R}_w$$

is invertible in $D_{p *}^{\geq z'}$. This induces an invertible morphism

$$B_y^{(p)} \otimes \hat{R}_w \xrightarrow{1} B \xrightarrow{\eta} B_y^{(p)} \otimes \hat{R}_w$$

which proves the result. \hfill \Box

Let $M \cong \bigoplus_i \hat{R}(d_i)$ be a free $\hat{R}$-valuation module. We write

$$\text{valrk}_M = \sum_i v^{d_i} \in \mathbb{Z}[v^{\pm 1}],$$

which we call the valuation rank of $M$.

**Definition 5.22.** The $(p|\ast)$-diagrammatic character is the $\mathbb{Z}[v^{\pm 1}]$-linear map

$$\text{ch}_{p|\ast} : [D_{p|\ast}] \rightarrow \mathbb{H}_{p|\ast}$$

$$[B] \mapsto \sum_{x \in \hat{W}} \left( \text{valrk}_D^{D_{p|\ast}}(B, B^{(p|\ast)}_x) \right) H_x^{(p|\ast)}$$

Since $D_{p|\ast}$ has a left $D^F$-action, the Grothendieck group $[D_{p|\ast}]$ has the structure of a left $[D^F]$-module. By Corollary 5.17 we have $[D^F] \cong \mathbb{H} \cong \mathbb{H}_{p|\ast}$, so $[D_{p|\ast}]$ has the structure of a left $\mathbb{H}_{p|\ast}$-module via $F$.

Suppose $y \in \hat{S}_p$ and $w \in \hat{S}$ are rexes with $w \in pW$. In the category $D_{p|\ast}^{\geq yw}$, the objects $B_y^{(p|\ast)}$ and $B^{(p|\ast)}_w$ are isomorphic. Thus using Corollary 5.16 we observe that

$$\text{ch}_{p|\ast}[B^{(p|\ast)}_x] = H_x^{(p|\ast)}$$

for all $x \in \hat{S}_{p|1}$.

**Theorem 5.23.** The map $\text{ch}_{p|\ast} : [D_{p|\ast}] \rightarrow \mathbb{H}_{p|\ast}$ is an isomorphism of left $\mathbb{H}_{p|\ast}$-modules.

**Proof.** The category $D_{p|\ast}$ is the closure of $D_{BS,p|\ast}$ with respect to direct sums, direct summands, and valuation shifts. This means that the $\mathbb{Z}[v^{\pm 1}]$-module $[D_{p|\ast}]$ is spanned by the isomorphism classes $\{[B^{(p|\ast)}_x] : x \in \hat{S}_{p|1}\}$. The calculation (5.2) along with Proposition 2.11 then immediately implies that $\text{ch}_{p|\ast}$ is a left $\mathbb{H}_{p|\ast}$-module homomorphism. Moreover, the isomorphism classes $\{[B^{(p|\ast)}_x] : x \in \hat{W}\}$ form a $\mathbb{Z}[v^{\pm 1}]$-basis for $[D_{p|\ast}]$ by Theorem 5.21. For any $x \in \hat{W}$ we have

$$\text{ch}_{p|\ast}[B^{(p|\ast)}_x] \in H_x^{(p|\ast)} + \sum_{y < x} \mathbb{Z}[v^{\pm 1}] H_y^{(p|\ast)}$$

using the construction of $B^{(p|\ast)}_x$ and the definition of $\text{ch}_{p|\ast}$. This means that $\{\text{ch}_{p|\ast}[B^{(p|\ast)}_x] : x \in \hat{W}\}$ is a basis for $\mathbb{H}_{p|\ast}$ as well, which shows that $\text{ch}_{p|\ast}$ is an isomorphism. \hfill \Box
6. THE FUNCTOR $\Psi$

The category $\mathcal{D}_{pl^*}$ has a ($\mathcal{D}^F, \mathcal{D}^{dgs}$)-bimodule structure. So far we have focused our attention on the left $\mathcal{D}^F$-module structure of this category. For example, we can reinterpret Theorem 5.21 as the following categorical decomposition

\[(6.1) \quad \mathcal{D}_{pl^*} \cong \bigoplus_{w \in pW} \mathcal{D}^F \otimes \hat{R}_w\]

of left $\mathcal{D}^F$-modules. This decomposition is also a block decomposition, because

$$\text{Hom}_{\mathcal{D}_{pl^*}}(\mathcal{D}^F \otimes \hat{R}_w, \mathcal{D}^F \otimes \hat{R}_{w'}) = 0$$

for any distinct $w, w' \in pW$. By considering the right $\mathcal{D}^{dgs}$-action on $\mathcal{D}_{pl^*}$ in terms of this decomposition, we will construct a functor $\Psi$ defined on $\mathcal{D}^{dgs}$.

6.1. Construction. In this section we will mostly refer to standard diagrams by their isomorphism class, i.e. we will write $\hat{R}_w$ instead of $\hat{R}_{w^*}$. To deal with potential ambiguity we introduce several notions of equivalence between morphisms.

Definition 6.1. We say that two morphisms $f, g$ in $\mathcal{D}_{std}$ are basic standard equivalent if there exist basic standard diagrams $\sigma, \sigma'$ such that $f = \sigma \circ g \circ \sigma'$. More generally, we say that two morphisms $h, k$ in $\mathcal{D}_{BS, std}$ are basic standard equivalent if there exist matrices $\Theta, \Theta'$ whose entries are basic standard diagrams such that for $H, K$ the localization matrices of $h, k$ respectively, we have $H = \Theta \circ K \circ \Theta'$.

The first step in our construction of $\Psi$ is to use patterns to localize a subset of the boundary strings of an S-graph.

Definition 6.2. Let $\underline{x} \in \underline{S}$. Suppose $\underline{x} = (x_1, x_2, \ldots, x_m)$ is a pattern for $\underline{x}$. We write

$$B_{\underline{x}} = \bigotimes_{i=1}^m \begin{cases} B_{x_i} & \text{if } x_i \text{ is indeterminate with generator } s_i, \\ \hat{R}_{x_i} & \text{if } x_i \text{ is fixed} \end{cases}$$

in $\mathcal{D}_{pl^*}$. Similarly we write

$$\pi_{\underline{x}} = \bigotimes_{i=1}^m \begin{cases} \text{id}_{B_{x_i}} & \text{if } x_i \text{ is indeterminate with generator } s_i, \\ \pi_{x_i} & \text{if } x_i \text{ is fixed} \end{cases}$$

a morphism $B_{\underline{x}} \rightarrow B_{\underline{x}}$ in $\mathcal{D}_{pl^*}$.

Lemma 6.3. Let $\underline{x} \in \underline{S}$ and $w \in pW$. Then

$$\hat{R}_w \otimes B_{\underline{x}} \xrightarrow{\Theta_{\underline{x}} \pi_{\underline{x}}} \bigoplus_{\underline{z} \in \underline{S}_n(w)} B_{\underline{z}}$$

is an isomorphism in $\mathcal{D}_{pl^*}$.

Proof. Let $\underline{x} = (x_1, x_2, \ldots, x_m) \in [\underline{x}]_*(w)$. For each fixed term $\underline{x}_i$ with generator $s_i$, we have $w \hat{r}_{\leq i-1}s_i(w \hat{r}_{\leq i-1})^{-1} \notin S_p$. This means that $(w \hat{r}_{\leq i-1})a_{x_i}$ is invertible in $\hat{R}$ by Lemma 1.11. Thus we have a splitting

$$\hat{R}_w \otimes B_{\underline{x}} = \hat{R}_w \otimes B_{\underline{x}_{\leq i-1}} \otimes B_{x_i} \otimes B_{\underline{x}_{\geq i+1}} \cong \hat{R}_w \otimes B_{\underline{x}_{\leq i-1}} \otimes (\hat{R} \oplus \hat{R}_{s_i}) \otimes B_{\underline{x}_{\geq i+1}}$$

in $\mathcal{D}_{pl^*}$. Applying this splitting to each fixed term of a pattern, over all patterns in $[\underline{x}]_*(w)$, gives the decomposition. \qed

By inserting standard caps where necessary we obtain an isomorphism $B_{\underline{x}} \rightarrow B_{w^*(\hat{w} \hat{r}_{\leq i-1}) \otimes \hat{R}_{w^*}}$ which is basic standard equivalent to the identity. This gives a reinterpretation of Lemma 6.3.
Corollary 6.4. Let $z \in S$ and $w \in P W$. There is an isomorphism

$$\hat{R}_w \otimes B_z \xrightarrow{\sim} \bigoplus_{z \in P W} \left( \bigoplus_{wq \in [z]} B_{w q \pi^{-1}(z)}^{(p)} \right) \otimes \hat{R}_z,$$

in $D_{p^\ast}$, where each $z$-component is basic standard equivalent to $\pi_z$.

Note that by Theorem 3.11 the components of the decomposition above are uniquely determined by the expressions $w$ and $z$ used to define the standard bi-modules in the domain and codomain. The two decompositions in Lemma 6.3 and Corollary 6.4 give rise to two different ways to localize an $S$-graph with respect to patterns.

Definition 6.5. Let $f : B_z \to B_y$ be a morphism in $D_{BS}^{\deg}$. Suppose $w, z \in P W$ with $q \in [x]_+(w)$ and $r \in [y]_+(w)$ such that $w q = w r = z$.

(1) The partial localization of $id_{\hat{R}_w} \otimes f$ with respect to $q$ and $r$ is the composition

$$B_q \xrightarrow{\pi} \hat{R}_w \otimes B_z \xrightarrow{id \otimes f} \hat{R}_w \otimes B_y \xrightarrow{id \otimes id} B_r$$

(2) The basic standard equivalent partial localization of $id_{\hat{R}_w} \otimes f \otimes id_{\hat{R}_z^{-1}}$ with respect to $q$ and $r$ is the composition

$$B_{w q(w r)^{-1}} \xrightarrow{\pi \otimes id} B_q \otimes \hat{R}_z^{-1} \xrightarrow{id \otimes f \otimes id} B_q \otimes \hat{R}_z \otimes B_y \otimes \hat{R}_z^{-1} \xrightarrow{id \otimes id} B_q \otimes \hat{R}_z \otimes B_y \otimes \hat{R}_z^{-1} \xrightarrow{\pi \otimes id} B_{w q(w r)^{-1}}$$

where the isomorphisms are basic standard equivalent to the identity.

From these two localization methods, we obtain two related analogues of the localization matrix. Let $\hat{R} \otimes D_{BS}^{F, dev}$ be the devaluation of $\hat{R} \otimes D_{BS}^{F}$, analogous to the degrading of $D_{BS}$. We also write $D_{BS}^{F^\ast, dev}$ and $\hat{R} \otimes D_{BS}^{F^\ast, dev}$ for the additive envelopes of $D_{BS}^{F^\ast, dev}$ and $\hat{R} \otimes D_{BS}^{F^\ast, dev}$ respectively.

Definition 6.6.

(1) Let $z \in S$. We define two bi-valued $P W \times P W$ matrices $\Psi'(B_z)$ and $\Psi(B_z)$ of objects in $D_{p^\ast}$ and $\hat{R} \otimes D_{BS}^{F, dev}$ respectively as follows.

(i) The $(w, z)$-entry of $\Psi'(B_z)$ is

$$\bigoplus_{w q \in [z]_+(w)} B_{w q(z)}$$

(ii) The $(w, z)$-entry of $\Psi(B_z)$ is

$$\bigoplus_{w q \in [z]_+(w)} B_{w q(z)}^{F^{-1}(w q z^{-1})}$$

(2) Let $f : B_z \to B_y$ be a morphism in $D_{BS}^{\deg}$. We define two bi-valued $P W \times P W$ matrices $\Psi'(f)$ and $\Psi(f)$ of morphisms in $D_{p^\ast}$ and $\hat{R} \otimes D_{BS}^{F, dev}$ as follows.

(i) The $(w, z)$-entry of $\Psi'(f)$ is the direct sum of all partial localizations of $id_{\hat{R}_w} \otimes f$ with respect to patterns $q \in [x]_+(w)$ and $r \in [y]_+(w)$ for which $w q = w r = z$. 


(ii) The \((w, z)\)-entry of \(\Psi(f)\) is the direct sum of all basic standard equivalent partial localizations of \(\text{id}_{R_w} \otimes f \otimes \text{id}_{R_z^{-1}}\) with respect to patterns \(q \in [x]_*(w)\) and \(\tau \in [y]_*(w)\) for which \(wq = w\tau = z\).

These constructions extend to both \(\mathcal{D}^\text{deg, B}_\text{HS}\) and to \(\mathcal{D}^\text{deg}\) in the natural way.

For \(f : B_x \to B_y\) note that the matrix of the domains (resp. codomains) of the entries of \(\Psi(f)\) is given by \(\Psi(B_x)\) (resp. \(\Psi(B_y)\)) and similarly for \(\Psi'\). We will show in the next section that \(\Psi\) is a functor and that it describes a connection between Soergel bimodules in \(\mathcal{D}^\text{deg}\) and “smaller” Soergel bimodules in \(\mathcal{D}^F\) as claimed in the Introduction. Strictly speaking we do not need to define \(\Psi'\) in order to define \(\Psi\), but we have included this construction because it is usually much easier to calculate \(\Psi(f)\) from \(\Psi'(f)\), as the following example shows.

**Example 6.7.** Let \(p = 3\) and \(\Phi = \hat{A}_1\). Label the unique finite generator 1 (colored red) and the affine generator 0 (colored blue). Here is an example of \(\Psi'(f)\) for a morphism \(f : B_3 \to B_{410}\) in \(\mathcal{D}^\text{deg, B}_\text{BS}\):

\[
\Psi'(\begin{pmatrix} a & b \\ c & d \end{pmatrix}) = \begin{pmatrix}
\begin{pmatrix} a_{-1}^{-1} & 0 \\
0 & 0 \\
0 & 0 \\
0 & a' \\
\end{pmatrix}
\end{pmatrix}
\]

where

\[
a' = \begin{pmatrix} 1 \\ a_1 \end{pmatrix}
\]

Here is \(\Psi(f)\) for the same morphism:

\[
\Psi(\begin{pmatrix} a & b \\ c & d \end{pmatrix}) = \begin{pmatrix}
\begin{pmatrix} a_{-1}^{-1} & 0 \\
0 & 0 \\
0 & 0 \\
0 & a \\
\end{pmatrix}
\end{pmatrix}
\]

where

\[
a = \begin{pmatrix} (3a_1 + 4a_0)(4a_1 + 5a_0)^{-1} \\
(4a_1 + 5a_0)^{-1} \\
\end{pmatrix}
\]
6.2. Categorical results.

Definition 6.8. We define the matrix category \( \mathcal{M}_{pW}(\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}}) \) to be the following \( \hat{R} \)-linear monoidal category.

Objects: The objects are \( pW \times pW \) matrices of objects in \( \hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}} \). The tensor product of two matrices of objects \( A \) and \( A' \) is the categorified matrix product, with entries

\[
( AA' )_{z,w} = \bigoplus_{y \in pW} A_{z,y} \otimes A'_{y,w}.
\]  

Morphisms: The morphisms \( A \to A' \) are \( pW \times pW \) matrices \( L \), with each entry \( L_{z,w} : A_{z,w} \to A'_{z,w} \) a morphism in \( \hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}} \). The composition of two composite matrices of morphisms \( L \) and \( L' \) is the categorified Hadamard product or entrywise product, with entries

\[
(L \circ_W L')_{z,w} = L_{z,w} \circ L'_{z,w}.
\]  

The tensor product of two arbitrary matrices of morphisms \( (L_{z,w}) \) and \( (L'_{z,w}) \) is the categorified product matrix

\[
(LL')_{z,w} = \bigoplus_{y \in pW} L_{z,y} \otimes L'_{y,w}.
\]

Remark 6.9. The matrix category can be motivated as follows. Let

\[
(\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}})^{\ast W} = \bigoplus_{w \in pW} (\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}})_w
\]

denote the (external) direct sum category of \( |pW| \) copies of \( (\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}}) \). The monoidal structure on \( D_{BS}^{F,\text{dev,\oplus}} \) induces a left \( (\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}}) \)-module structure on \( (\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}})^{\ast W} \). The category of endofunctors of \( (\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}})^{\ast W} \) has the structure of a monoidal category, with endofunctor composition as the tensor product. The matrix category \( \mathcal{M}_{pW}(\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}}) \) naturally embeds into this endofunctor category via the categorified “row vector times matrix” action

\[
A : \bigoplus_{w \in pW} (\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}})_w \to \bigoplus_{w \in pW} (\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}})_w
\]

\[
(C_w)_{w \in pW} \mapsto \left( \bigoplus_{z \in pW} C_z \otimes A_{z,w} \right)_{w \in pW}.
\]

From this embedding we may recover the formulas \[6.2\]–\[6.4\].

As \( \Psi \) maps objects and morphisms to \( \mathcal{M}_{pW}(\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}}) \), we are now prepared to state our main theorem.

Theorem 6.10. The mapping \( \Psi \) is a monoidal functor

\[
\Psi : D_{\text{deg}} \to \mathcal{M}_{pW}(\hat{R} \otimes D_{BS}^{F,\text{dev,\oplus}}),
\]

which extends to a monoidal functor on the additive Karoubi envelopes

\[
\Psi : D_{\text{deg}} \to \mathcal{M}_{pW}(\hat{R} \otimes D_{\text{F,\text{dev}}})
\]

Proof. Let \( x, y \in S \) and \( w \in pW \). From the definition of \([xy]_w\), there is a bijection

\[
\{(q', r') : q' \in [x]_w, r' \in [y]_w(wq')\} \to [xy]_w(w).
\]

\[
(q', r') \mapsto q'r'.
\]
For any $z \in {}^pW$ this bijection restricts to
\[
\{(q', r') : q' \in [x]_*(w), r' \in [y]_*(w') = z \} \rightarrow \{q \in [x]_*(w) : w\hat{q} = z\}.
\]
The set $P_{w,z}$ on the left-hand side is partitioned by the sets
\[
P_{w, z}^{x'} = \{(q', r') : q' \in [x]_*(w), r' \in [y]_*(w') = z', z' \hat{r} = z\}
\]
indexed over $z' \in {}^pW$. Now we observe that the $(w, z)$-entry of $\Psi(B_{w})$ is
\[
\bigoplus_{q' \in [x]_*(w)} B_{F}^{p-1}(wq^{-1}) = \bigoplus_{(q', x') \in P_{w, z}} B_{F}^{p-1}(wq'_z^{-1})
\]
\[
= \bigoplus_{(q', x') \in P_{w, z}} B_{F}^{p-1}(wq'_z^{-1}) \otimes B_{F}^{p-1}(wq'_z^{-1})
\]
\[
= \bigoplus_{z' \in {}^pW} \left( \bigoplus_{(q', x') \in P_{w, z}} B_{F}^{p-1}(wq'_z^{-1}) \otimes B_{F}^{p-1}(wq'_z^{-1}) \right)
\]
\[
= \bigoplus_{z' \in {}^pW} (\Psi(B_{w}))_{w, z'} \otimes (\Psi(B_{w}))_{z', z}.
\]

This shows that $\Psi$ is monoidal on objects, and a similar argument shows that it is monoidal on morphisms as well.

Now let $g : B_{w} \rightarrow B_{w'}$ be a morphism in $D_{BS}^{deg}$. For $w \in {}^pW$, the localization matrix of $\text{id}_{R_w} \otimes g$ can be viewed as a block diagonal matrix, with a separate block $G_{w, w'}$ for each $w' \in {}^pW$ corresponding to entries which are standard morphisms on $Q_{x', w'}$ for some $x' \in W_p$. By construction the $(w, w')$-entry of $\Psi(g)$ has localization matrix equal to $G_{w, w'}$. If $h : B_{w} \rightarrow B_{w}$ is another morphism in $D_{BS}^{deg}$ with blocks $H_{w, w'}$, then the localization matrix of $h \circ g$ has blocks $H_{w, w'} \circ G_{w, w'}$. This implies that the entries of $\Psi(h \circ g)$ and $\Psi(h) \circ \Psi(g)$ have identical localization matrices. As localization is faithful, it follows that $\Psi'$ is a functor. We conclude that $\Psi$ is also a functor, because $F(\Psi(g)_{w, w'}) \otimes \text{id}_{R_w}$ is basic standard equivalent to $\Psi'(g)_{w, w'}$ by definition. Finally the matrix category is equivalent as an additive category to a direct sum of copies of $R \otimes D_{BS}^{F, \text{dev}, \otimes}$, so its additive Karoubi envelope is just $\mathcal{M}(R \otimes D_{BS}^{F, \text{dev}})$ and the functor extends to $D_{BS}^{deg}$ as claimed.

\[\square\]

**Example 6.11.** As before suppose $p = 3$ and $\Phi = \hat{A}_1$ with labeling as in Example 6.7. Here is an example of the Hadamard product on an idempotent (up to scaling):
\[
\Psi\begin{pmatrix}
\begin{bmatrix}
\begin{pmatrix}
0 & a_0^{-1} & -a_0^{-1} a_0 & -a_0^{-1} (a_1 + 2 a_0) \\
-a_0^{-1} & a_0 & -a_0^{-1} a_0 & -a_0^{-1} (a_1 + 2 a_0) \\
a_0^{-1} & -a_0^{-1} a_0 & a_0 & -a_0^{-1} (a_1 + 2 a_0) \\
-(a_0^{-1} a_1 + 2 a_0) & (-a_0^{-1} a_0)^2 & -a_0^{-1} (a_1 + 2 a_0) & a_0^2 + (a_1 + 2 a_0)^2
\end{pmatrix}
\end{bmatrix}
\end{pmatrix} = \begin{pmatrix}
A & A & 0 \\
A & A & 0 \\
0 & 0 & (3a_1 + 4a_0 - (a_1 + 2 a_0)) \\
0 & 0 & (a_0^2 + (a_1 + 2 a_0)^2)
\end{pmatrix} \circ_{P^W} 2
\]

where

\[
A = \begin{pmatrix}
a_0^{-1} & -a_0^{-1} (a_1 + 2 a_0) \\
-a_0^{-1} a_0 & a_0 \\
-a_0^{-1} (a_1 + 2 a_0) & -a_0^{-1} a_0
\end{pmatrix}
\]

and

\[
A^2 = \begin{pmatrix}
a_0^{-2} & -a_0^{-2} (a_1 + 2 a_0) & -a_0^{-2} a_0 & -a_0^{-2} (a_1 + 2 a_0)^2 \\
a_0^{-1} a_0 & a_0^2 & -a_0^{-1} a_0^2 & a_0^2 + a_0 (a_1 + 2 a_0)^2 \\
-a_0^{-1} (a_1 + 2 a_0) & -a_0^{-1} a_0 & a_0 & -a_0^{-1} a_0^2 \\
-(a_0^{-2} (a_1 + 2 a_0)) & -(a_0^{-2} (a_1 + 2 a_0)^2) & a_0^2 + a_0 (a_1 + 2 a_0)^2 & a_0^2
\end{pmatrix}
\]

\[
= -2A.
\]

The next result will show that the monoidal action of \(D_{\text{deg}}\) on \((\hat{R} \otimes D_{\text{dev}})^{\ast W}\) defined by \(\Psi\) (see Remark 6.9) is essentially the same as the right monoidal action on \(D_{\text{pr}}\).

**Proposition 6.12.** The left \((\hat{R} \otimes D_{\text{dev}})^{\ast W}\)-module equivalence

\[
(\hat{R} \otimes D_{\text{dev}})^{\ast W} \longrightarrow \bigoplus_{w \in P^W} (D_{\text{dev}} \otimes \hat{R}_w) \cong D_{\text{pr}}
\]

\[
(C_w)_{w \in P^W} \longmapsto (C_w \otimes \hat{R}_w)_{w \in P^W}
\]

is \(D_{\text{deg}}\)-equivariant up to natural isomorphism.

**Proof.** It’s enough to check equivariance on all Bott–Samelson bimodules; namely, for all \(u, v \in \mathcal{L}\) and \(w \in P^W\), we must show that

\[
B^F_u \otimes \hat{R}_w \otimes B^F_v \cong B^F_u \otimes \bigoplus_{z \in P^W} \Psi(B^F_{u,z}).
\]

By the definition of \(\Psi\), this isomorphism follows by tensoring \(B^F_u\) with the decomposition of \(\hat{R}_w \otimes B^F_u\) from Corollary 6.3. This decomposition is clearly natural on Bott–Samelson bimodules, so the equivariance is natural as well. \(\square\)
6.3. **Decategorified results.** In this section we aim to decategorify the functor $\Psi$. Although $\Psi$ is inherently ungraded, we will present these results using certain categories which have valuation structure. We hope that future work will explain precisely how the grading on $D$ interacts with this valuation structure.

Taking the valuation on $\hat{R} \otimes D^F$ into account, consider the category $\mathcal{M}_F(\hat{R} \otimes D^F)$. This matrix category has a valuation on morphisms in the sense of Definition 4.3; namely, for $L$ a matrix of morphisms we set $\text{val } L$ be the minimal valuation of all the entries. For each $x \in \mathcal{S}$ we write $B^{(+)}_x$ for the object in $\mathcal{M}_F(\hat{R} \otimes D^F)$ corresponding to $\Psi(B_x)$ with each entry having valuation shift 0. In this matrix category it is also useful to define a selective version of a valuation shift.

**Definition 6.13.** For each $w \in \mathcal{P}W$ and $m \in \mathcal{Z}$ we define $(m)_w \in \mathcal{M}_F(\hat{R} \otimes D^{F, \otimes})$ by

$$((m)_w)_{z, z'} = \begin{cases} \hat{R}(m) & \text{if } z = z' = w, \\ \hat{R} & \text{if } z = z' \neq w, \\ 0 & \text{otherwise.} \end{cases}$$

**Remark 6.14.** We can rewrite the valuation shift functor on $\mathcal{M}_F(\hat{R} \otimes D^F)$ using the language of partial valuation shifts as $\{1\} = \prod_{w \in \mathcal{P}W}(1)_w$. In general partial valuation shifts do not commute with the Bott–Samelson objects $B^{(+)}_x$ for $x \in \mathcal{S}$.

**Definition 6.15.** The category $D^{(+), \otimes}_{BS}$ is the full additive $\hat{R}$-linear monoidal subcategory of $\mathcal{M}_F(\hat{R} \otimes D^F)$ generated by $B^{(+)}_x$ and $\langle m \rangle_w$ for all $x \in \mathcal{S}$, $m \in \mathcal{Z}$, and $w \in \mathcal{P}W$.

The category $D^{(+), \otimes}_{BS}$ inherits a monoidal action on $\bigoplus_{w \in \mathcal{P}W}(D^F \otimes \hat{R}_w)$, defined by

$$D : \bigoplus_{w \in \mathcal{P}W} (D^F \otimes \hat{R}_w) \rightarrow \bigoplus_{w \in \mathcal{P}W} (D^F \otimes \hat{R}_w)$$

$$(C_w \otimes \hat{R}_w)_{w \in \mathcal{P}W} \mapsto \left( \bigoplus_{z \in \mathcal{P}W} C_z \otimes D_{z, w} \otimes \hat{R}_w \right)_{w \in \mathcal{P}W},$$

which comes from a valuation module version of the equivalence in Proposition 6.12.

This defines a monoidal action of $D^{(+), \otimes}_{BS}$ on $D^{(\mathcal{P})}_x$, which respects the valuation structure.

**Theorem 6.16.** There is an isomorphism of $\mathbb{Z}[\nu^{\pm 1}]$-algebras mapping

$$H_s \mapsto [D^{(+), \otimes}_{BS}]$$

$$b^{(+)}_s \mapsto [B^{(+)}_s]$$

$$u_w \mapsto [\{1\}_w]$$

for all $s \in \mathcal{S}$ and $w \in \mathcal{P}W$. Moreover, $\text{ch}_{\mathcal{P}^s} : [D^{(+)}_{\mathcal{P}}] \rightarrow \mathbb{H}_{\mathcal{P}, s}$ is an isomorphism of right $[D^{(+), \otimes}_{BS}] \cong H_{\mathcal{P}}$-modules.

**Proof.** For each $x \in \mathcal{S}$ and $w \in \mathcal{W}$, we calculate

$$\text{ch}_{\mathcal{P}^s}[\hat{R}_w \cdot B^{(+)}_x] = \text{ch}_{\mathcal{P}^s} \left[ \bigoplus_{q \in \mathcal{W}_{\mathcal{S}}(w)} B^{(+)}_x \otimes \hat{R}_w \right]$$

$$= \sum_{q \in \mathcal{W}_{\mathcal{S}}(w)} b^{(+)}_q \cdot b^{(+)}_w$$

$$= h^{(+)}_w \cdot b^{(+)}_w.$$
by Proposition 2.11. Similarly \( [(1)_w] \) acts on \( [D_{p}] \) as \( u_w \). As the monoidal action commutes with the left \((\hat{R} \otimes D^F)\)-module action and the objects \( \hat{R}_w \) span \( D_{p} \), with respect to this action, the isomorphism classes \([B_{p}^{(s)}]\) and \([(1)_w]\) have the correct action on all of \( D_{p} \). Thus some quotient of \( D_{p}^{(s), \circ} \) is isomorphic to \( \mathbb{H}_s \). But the monoidal action of \( D_{p}^{(s), \circ} \) on \( D_{p} \), is faithful because it is the restriction of the faithful action of \( \mathcal{M}_{\ast W}(\hat{R} \otimes D^F) \) on \( D_{p} \), so we are done. \( \square \)

Let
\[
\psi : \mathbb{H}_s \longrightarrow M_{1 \times W}(\mathbb{H})
\]
be the homomorphism defined by
\[
\psi(h_x^{(s)})_{w,w'} = \begin{cases} 
  h_s & \text{if } W_p w s = W_p w' \text{ and } w = w', \\
  1 & \text{if } W_p w s = W_p w' \text{ and } w \neq w', \\
  0 & \text{otherwise}
\end{cases}
\]
\[
\psi(u_z)_{w,w'} = \begin{cases} 
  v & \text{if } w = w' = z, \\
  1 & \text{if } w = w' \neq z, \\
  0 & \text{otherwise}
\end{cases}
\]
for all \( w, w', z \in pW \) and \( s \in S \). It is easy to check that \( \psi \) is just another form of the right \( \mathbb{H}_s \)-action on \( \mathbb{H}_{p}^{(s)} \), in the sense that
\[
h_x^{(p)} h = \sum_{z \in pW} h_z^{(p)} F(\psi(h)_w z) h_z^{(p)}
\]
for all \( h \in \mathbb{H}_s \), \( x \in W_p \), and \( w \in pW \). We call \( \psi \) the matrix recursion representation of \( \mathbb{H}_s \).

Now write \( u_{v=1} \mathbb{H}_s \) and \( u_{v=1} \mathbb{H}_{p}^{(s)} \) for the quotients \( \mathbb{H}_s / (u_s - 1, v - 1 : s \in S) \) and \( \mathbb{H}_{p}^{(s)} / (v - 1) \). For \( h \in \mathbb{H}_s \) (resp. \( h \in \mathbb{H}_{p}^{(s)} \)) write \( u_{v=1} h \) (resp. \( v_{v=1} h \)) for the image of \( h \) in the quotient. We have a ring isomorphism and a \((ZW_p, ZW)\)-bimodule isomorphism mapping
\[
u_{v=1} \mathbb{H}_s \longrightarrow ZW \quad \quad v_{v=1} \mathbb{H}_{p}^{(s)} \longrightarrow ZW
\]
\[
u_{v=1} h_s \longrightarrow s \quad \quad v_{v=1} h_x^{(p)} \longrightarrow x w
\]
for all \( s \in S \) and \( x w \in W \). It is easy to check that the ungraded matrix recursion representation \( u_{v=1} \psi \) is the matrix recursion representation \( \xi \) on \( ZW \) from the Introduction. The ungraded embedding of \( D_{p}^{\text{deg}, \circ} \) into \( D_{p}^{(s), \circ} \), along with Theorem 6.16, immediately implies the following.

Corollary 6.17. The functor \( \Psi : D_{\text{deg}} \rightarrow \mathcal{M}_{\ast W}(\hat{R} \otimes D^{\text{dev}}) \) is a categorification of the ungraded matrix recursion representation \( u_{v=1} \psi \).

We can now prove our lower bound on the \( p \)-canonical basis as discussed in the Introduction. Recall that the \( p \)-canonical basis is defined by \( p b_x = \text{ch}(B_x) \) for all \( x \in W \).

Corollary 6.18. Let \( x \in W \). Then
\[
\sum_{w \in \mathbb{W}} F(v_{v=1} b_w) w.
\]

Proof. Consider \( 1 \cdot v_{v=1} b_x \) in \( u_{v=1} \mathbb{H}_{p}^{(s)} \). By the previous corollary this corresponds to sum of the ungraded characters in the first row of \( \Psi([B_x]) \). The result follows immediately. \( \square \)
Example 6.19. Let $\Phi = \tilde{A}_1$ and $p = 3$. We have $3b_{010}b_1 = b_{0101} + b_{01}$. By [23, Proposition 4.2(6)] this is a sum of $p$-canonical basis elements, so we can apply Corollary 6.18. Setting $v = 1$ we get

$$v = 3b_{010}b_1 = 2(v=3b_1)\text{id} + (v=3b_1 + v=3b_0)0 + (v=3b_1 + v=3b_0)01.$$ 

We depict this using weight diagrams in Figure 10 where the alcove corresponding to $y \in W$ is marked with a number of dots equal to the coefficient of $v=1h_y = y$. One can visualize the two decompositions above by coloring the dots (i.e. standard subquotients) according to which canonical basis element (i.e. indecomposable summand) they lie in. Since the decompositions lead to different colorings, we draw a complete colored weight diagram for each decomposition. Corollary 6.18 implies that the $p$-canonical summands partition the colors in the $W_p$-weight diagram. In particular, it is easy to see that $3b_{0101} \neq b_{0101}$. Otherwise the green dots and the black dots in the $W$-weight diagram correspond to different $p$-canonical basis elements, but this cannot be the case because it is impossible to partition the colors in the $W_p$-weight diagram below in the same manner. Weight diagrams are very similar to the diagrams in [21] depicting tilting characters, and the processes of applying Corollary 6.18 or Andersen’s tilting character lower bounds to a potential diagram are essentially identical.

Remark 6.20. We broadly conjecture that there is a Kazhdan–Lusztig-type construction of a self-dual $pU$-basis $\{b_x^{(\ast)} : x \in W\}$ of $H_\ast$, and that there is a new category related to $D_{bs}^{\ast, \circ}$ with indecomposable objects $\{B_x^{(\ast)} : x \in W\}$. Unfortunately, precisely characterizing such constructions is tricky. On the algebraic side, it is unclear what should take the place of the degree condition on coefficients of the standard basis elements $b_x^{(\ast)}$. On the categorical side, it is unclear which morphisms in $D_{bs}^{\ast, \circ}$ should be considered, as extra morphisms will produce too many indecomposable objects. Once the correct definition is found, the next natural step would be to prove a Soergel’s conjecture-like result (see [15, Conjecture 3.18]), equating the isomorphism class $[B_x^{(\ast)}]$ with $b_x^{(\ast)}$ under the isomorphism in Theorem 6.16 for fixed $x \in W$ when $p$ is sufficiently large. Their images in $ZW$ should then match the images of a “second generation” Kazhdan–Lusztig basis in $H$ analogous to second generation tilting characters [28, 27].

APPENDIX A. AFFINE REFLECTION GROUPS

We work using the notation and assumptions of 1.1. Let $V_A' = V_A/\mathbb{Z}c_c$. For each $s \in S$ write $\alpha_s$ for the image of $\alpha_s$ in $V_A'$. For any $t \in S$ for which $c_t = 1$, the set $\{\alpha_s : s \in S \setminus \{t\}\}$ is a free basis for $V_A'$. Since $V_A'$ is free, its dual $(V_A')^\ast$ is naturally isomorphic to the annihilator

$$Z = (\mathbb{Z}c)^\circ = \{b \in V_A' : \langle b, c \rangle = 0\} \subset V_A'.$$
Lemma A.1. For all $s \in S$, we have $\alpha_s^\vee \in Z$. The subsets

\begin{align*}
\{\alpha_s : s \in S\} &\subset V_A', \\
\{\alpha_s^\vee : s \in S\} &\subset Z \cong (V_A')^*
\end{align*}

give $V_A'$ the structure of a realization with Cartan matrix $A$. The quotient map $V_A \to V_A'$ is a morphism of realizations.

We call $V_A'$ the gradient realization of $(W,S)$ with respect to $A$. For consistency we will also write $\alpha_s^\vee = \alpha_s^\vee \in Z$ for each $s \in S$.

Proof. For all $s \in S$ we have

$$\langle \alpha_s^\vee, c \rangle = \sum_{t \in S} \langle \alpha_t^\vee, a_t \rangle c_t = \sum_{t \in S} a_{st} c_t = 0.$$  

This simultaneously shows that $\alpha_s^\vee \in Z$ and that $c$ is fixed by $W$. Hence $V_A'$ has the structure of a realization, and it is immediate that the quotient map $V_A \to V_A'$ is a morphism of realizations. By Remark 121 it follows that the Cartan matrix of $V_A'$ is $A$. \hfill \Box

Let $V_{A,R} = \mathbb{R} \otimes V_A'$ and let

(A.2) \quad \Phi_1 = \{w(\alpha_s) : w \in W, \ s \in S\} \subset V_{A,R}.

Define a symmetric bilinear form on $V_{A,R}$ by setting

(A.3) \quad (\alpha_s, \alpha_t) = n_s a_{st} \quad \text{for all } s, t \in S.

This choice ensures that

$$\frac{2(\alpha_s, \alpha_t)}{(\alpha_s, \alpha_s)} = a_{st} \quad \text{for all } s, t \in S.$$

The form $(-,-)$ is well defined because

$$(\alpha_s, c) = \sum_{t \in S} n_s a_{st} c_t = 0$$

for all $s \in S$. In fact $(-,-)$ is an inner product, because $V_{A,R}$ has a basis which is a proper subset of $\{\alpha_s : s \in S\}$ and any proper submatrix of $(n_s a_{st})_{s,t \in S}$ is positive definite.

Proposition A.2. The subset $\Phi_1 \subset V_{A,R}$ forms a finite, not necessarily reduced root system with respect to the inner product $(-,-)$. The action of $W$ on $V_{A,R}$ factors through $W_1$, the Weyl group of $\Phi_1$. Moreover, there exists some $\tilde{s} \in S$ such that $\{\alpha_s : s \in S \setminus \{\tilde{s}\}\}$ is a basis of $\Phi_1$.

Proof. Each generator $s \in S$ acts on $V_{A,R}$ as a reflection with respect to the inner product. Also $W$ preserves the lattice $\sum_{s \in S} \mathbb{Z} \alpha_s \subset V_{A,R}$, which spans $V_{A,R}$. The only non-affine reflection groups which preserve a lattice arise from finite (but not necessarily reduced) root systems. This immediately implies that $\Phi_1$ is such a root system and that $W$ acts on $V_{A,R}$ via the standard action of $W_1$.

For the last claim, observe that the relation

$$\sum_{s \in S} c_s \alpha_s = 0$$

implies that we can write every root in $\Phi_1$ as a linear combination of $\{\alpha_s : s \in S\}$ with coefficients all of the same sign (in fact with all coefficients non-negative). This means that some subset of $\{\alpha_s : s \in S\}$ is a basis of $\Phi_1$. As $\Phi_1$ has rank $|S| - 1$ the result follows. \hfill \Box
The finite root system $\Phi_f$ is called the gradient root system associated to $A$ (see [29, §6]). As in §1.1 we fix a choice of such an $\check{s}$ for the rest of this section, and set $S_f = S \setminus \{\check{s}\}$. We call the generators in $S_f$ the finite generators and $\check{s}$ the affine generator of $W$. An immediate consequence of Proposition A.2 is the following.

**Corollary A.3.** The Cartan matrix of $\Phi_f$ is $(a_{st})_{s,t \in S_f}$. The subgroup of $W$ generated by $S_f$ is isomorphic to $W_f$.

The root $\alpha_s \in \Phi_f$ is negative, because $\alpha_s = -\sum_{t \in S_f} c_s \alpha_s$ and each $c_s$ is non-negative. Let $\alpha_h = -\alpha_s$ be the corresponding positive root, and let $s_h$ be the image of $\check{s}$ in the quotient $W \rightarrow W_f$. It is clear that $s_h$ acts on $V'_A$ via reflection in $\alpha_h$. We also set

$$a_h = \sum_{s \in S_f} c_s a_s \in V_A, \quad a_h^\vee = \sum_{s \in S_f} c_s^\vee a_s^\vee \in V_A^*$$

where the coefficients $(c_s^\vee)_{s \in S_f}$ are given by $\alpha_h^\vee = \sum_{s \in S_f} c_s^\vee \alpha_s^\vee$. (Note that a consequence of this second definition is that $a_h^\vee = -a_h^\vee$.) The next lemma is useful for calculations involving the action of $s_h$ on $V_A$.

**Lemma A.4.**

(i) We have

$$s_h(b) = b - \langle a_h^\vee, b \rangle a_h$$

for all $b \in V_A$.

(ii) The subgroup $W_h = \langle s_h, \check{s} \rangle \leq W$ is isomorphic (as a Coxeter group) to the infinite dihedral group. The submodule $V_{A,h} = \mathbb{Z}a_h \oplus \mathbb{Z}a_\check{s}$ along with the subsets

$$\{a_h, a_\check{s}\} \subset V_{A,h}, \quad \{a_h^\vee + (V_{A,h})^\circ, a_\check{s}^\vee + (V_{A,h})^\circ \} \subset V_{A,h}^*/(V_{A,h})^\circ \cong V_{A,h}^*$$

is the universal realization of $W_h$ with respect to the Cartan matrix

$$\begin{bmatrix} 2 & -2 \\ -2 & 2 \end{bmatrix}.$$ 

**Proof.** For the first part, suppose $a_h = w(a_s)$ for some $w \in W_f$ and $s \in S_f$. This implies that $s_h = wsw^{-1}$. By (1.5), the result follows if we can show that $a_h = w(a_s)$ and $a_h^\vee = w(a_s^\vee)$. In terms of the simple roots, we already know that $w(\alpha_s) = \sum_{t \in S_f} c_t \alpha_t$. We could have also calculated the coefficients $(c_t)_{t \in S_f}$ using $w$, $s$, and the Cartan matrix of $\Phi_f$. But this shows that $w(\alpha_s) = \sum_{t \in S_f} c_t a_t = a_h$, as the coefficients here are calculated in exactly the same way using $(a_{st})_{s,t \in S_f}$, which is the Cartan matrix of $\Phi_f$ by the previous corollary. A similar argument works for $a_h^\vee$.

To prove the second part, we calculate

$$\langle a_h^\vee, a_\check{s}\rangle = \sum_{s \in S_f} c_s^\vee \langle a_s^\vee, a_\check{s} + \mathbb{Z}c \rangle = \sum_{s \in S_f} c_s^\vee \langle a_s^\vee, a_\check{s} \rangle = -\langle a_h^\vee, a_h \rangle = -2,$$

and similarly

$$\langle a_\check{s}, a_h \rangle = \sum_{s \in S_f} c_s \langle a_s^\vee, a_\check{s} + \mathbb{Z}c \rangle = \sum_{s \in S_f} c_s \langle a_s^\vee, a_\check{s} \rangle = -\langle a_h^\vee, a_h \rangle = -2.$$

Also $\langle a_h^\vee, a_h \rangle = 2$ and

$$\langle a_h^\vee, a_\check{s}\rangle = \sum_{s,t \in S_f} c_s^\vee c_t \langle a_s^\vee, a_t + \mathbb{Z}c \rangle = \sum_{s,t \in S_f} c_s^\vee c_t \langle a_s^\vee, a_t \rangle = \langle a_h^\vee, a_h \rangle = 2.$$
This shows that the representation of $W_h$ on $V_{A, h}$ factors through the universal realization of the infinite dihedral group with the above Cartan matrix. The computation follows, which shows that $\tilde{s}_h$ has infinite order, so $W_h$ is infinite dihedral. □

We now describe how the universal realization gives rise to an affine reflection representation of $W$, following [19, Chapter 6.5] and [30, Chapter 1.2]. Let $V_{A, R}$ and $Z_R \cong (V_{A, R}')^*$ denote the $R$-scalar extensions of $V_A$ and $Z$ respectively. The inner product on $V_{A, R}'$ transfers easily to $Z_R$, with

$$(\alpha_s^\vee, \alpha_t^\vee) = \frac{\alpha_{st}}{nt}$$

for all $s, t \in S$. Now let $E$ be the affine hyperplane

$$(A.5) \quad E = \{ b \in V_{A, R}' : \langle b, c \rangle = 1 \}$$

in $V_{A, R}'$. Clearly $E$ is just a translation of $Z_R$ in $V_{A, R}$, so it has the structure of an affine inner product space, i.e. a Euclidean space.

Let $\text{Aff}(E)$ denote the space of affine real-valued functions on $E$. The derivative of an affine function $f \in \text{Aff}(E)$ is an element of $Z_R^*$, which we will denote by $Df$. The following lemma explains the use of the word “gradient” in “gradient realization”.

**Lemma A.5.** There is a commutative square of linear maps

$$
\begin{array}{ccc}
V_{A, R} & \sim & \text{Aff}(E) \\
\downarrow & & \downarrow D \\
V_{A, R}' & \sim & Z_R^*
\end{array}
$$

where the first row is restriction to $E$.

**Proof.** Any linear function restricted to an affine hyperplane is an affine function. For any $s \in S$ the derivative of $\langle -, a_s \rangle_E$ is $\alpha_s \in V_{A, R}' \cong Z_R^*$, since

$$\langle b + \lambda, a_s \rangle = \langle b, a_s \rangle + \langle \lambda, a_s \rangle$$

for any $b \in E$ and $\lambda \in Z_R$. As $\{a_s : s \in S\}$ is a basis of $V_{A, R}$, this shows that the diagram commutes. It follows that the first row is an isomorphism, because $\dim V_{A, R} = |S| = \dim \text{Aff}(E)$. □

**Proposition A.6.** The affine Weyl group $W$ acts on $E$ by Euclidean isometries, with each $s \in S$ corresponding to reflection in the affine hyperplane

$$E \cap (Ra_s)^o = \{ b \in E : \langle b, a_s \rangle = 0 \}.$$  

**Proof.** For any $w \in W$ and $b \in E$, we have

$$\langle w(b), c \rangle = \langle b, w^{-1}(c) \rangle = \langle b, c \rangle = 1,$$

so $w(b) \in E$ and thus $E$ is stable under the action of $W$.

Now let $s \in S$. To show that $s$ acts on $E$ as an affine reflection, it is enough to show that its derivative is a linear reflection in $Z_R$. For any $s \in S$, the derivative of the action of $s$ on $E$ is the linear map

$$Ds : Z_R \to Z_R$$

$$\lambda \mapsto \lambda - \langle \lambda, a_s \rangle a_s^\vee$$

by Lemma A.5. This coincides with the action on $Z_R$ arising from the gradient realization $V_{A, R}'$. Thus $Ds$ is a linear reflection by Lemma A.2 and we are done. □
We can now think of $W$ as an affine reflection group. By Lemma A.5, the kernel of the quotient map $W \to W_{\ell}$ is the lattice $L \leq W$ of translations. As this quotient map splits by Corollary A.3, we have $W \cong W_{\ell} \rtimes L$ as a reflection group. For $\lambda \in Z_R$, write $t(\lambda) : E \to E$ for the corresponding translation map, and let

$$\Lambda = \{\lambda \in Z_R : t(\lambda) \in L\} \leq Z\Phi^\vee.$$  

The conjugation action of $W_{\ell}$ on $L$ is as follows. If $w \in W_{\ell}$ and $\lambda \in \Lambda$ then $\lambda \mapsto \lambda w$.

For any $b \in E$, we compute

$$\begin{align*}
\tilde{s}_h(b) &= \tilde{s}(b - \langle b, a_h \rangle a_h^\vee) \\
&= b - \langle b, a_h \rangle a_h^\vee + \langle b, a_h \rangle a_h^\vee \\
&= b + \langle b, a_h \rangle a_h^\vee \\
&= b + a_h^\vee
\end{align*}$$

using Lemma A.4. This means that $\tilde{s}_h$ is the translation $t(a_h^\vee) \in L$, and thus $\lambda \mapsto \lambda w$.

Remark A.7.

(1) Proposition A.6 shows that the set $\Phi = \{w(a_s) : w \in W, s \in S\} \subset V_{A,R}$ is an affine root system in the sense of Macdonald [30]. This corresponds to the set of real roots in the root system of the Kac–Moody algebra $g(A)$ in the terminology of [25]. Both [30] and [25] include a classification of affine root systems by their Dynkin diagrams, which we will frequently use in the examples. We warn the reader that the labeling of roots in [25] does not always agree with our convention (which more closely matches [30]). Namely, the root labeled $a_0$ in $A_2^{(2)}$ from [25, Table Aff 2] is not the root we call $a_z$.

(2) The root vector $a_h$ is the highest root or the highest short root of $\Phi_{\ell}$. The first case occurs when $\Phi = \Phi_{\ell}$, or equivalently, $A$ is the Cartan matrix of the extended Dynkin diagram associated to $\Phi_{\ell}$ (i.e. a non-twisted affine Dynkin diagram or $A_2^{(2)}$ in the terminology of [25]). When this happens, $\Lambda$ is equal to the whole coroot lattice $Z\Phi^\vee$. The second case occurs only if $\Phi$ is the dual or twisted affine root system $\Phi_{\ell}^\vee$. This means that $A$ is the transpose of the Cartan matrix of the extended Dynkin diagram associated to $\Phi_{\ell}^\vee$. When this happens, $\Lambda = ZW_{\ell}(a_h^\vee)$ is a sublattice of the coroot lattice which is isomorphic (as a $W_{\ell}$-lattice) to $Z\Phi_{\ell}$. This latter case is particularly important for applications to modular representation theory as described in the introduction. By direct calculation or a classification of root subsystems (e.g. [7, Tables 3.1–3.6]) the index of the lattice $\Lambda$ inside...
relations. First we focus on the Lemma B.1. The generators for all distinct \( \mathbb{Z} \) Let using the above relations. But the images of these generators are also \( \mathbb{H} \) in other words, the vector \((k, k_w)\) for which \( k = 0 \) and \( k_w = 0 \) for all \( 1 \neq w \in \mathcal{W} \). This shows that the homomorphism \( \mathcal{U}' \to \mathcal{P} \mathcal{U} \) is an isomorphism, so the relations above give a complete presentation of \( \mathcal{P} \mathcal{U} \).

Next we check some more complicated relations in \( \mathbb{H} \), which involve the elements \( \{h_s^{(s)} : s \in S\} \).

\[
[Z : \Lambda] = \begin{cases}
1 & \text{if } \Phi_1 \text{ is simply laced}, \\
2^{n-1} & \text{if } \Phi_1 \text{ is of type } B_n, \\
2 & \text{if } \Phi_1 \text{ is of type } C_n, \\
4 & \text{if } \Phi_1 \text{ is of type } F_4, \\
3 & \text{if } \Phi_1 \text{ is of type } G_2.
\end{cases}
\]

**Appendix B. A presentation for \( \mathbb{H} \)**

We will give a presentation of \( \mathbb{H} \) as a \( \mathbb{Z}[v^\pm 1] \)-algebra in terms of generators and relations. First we focus on the \( \mathbb{Z}[v^\pm 1] \)-subalgebra \( \mathcal{P} \mathcal{U} \) generated by \( \{u_w : w \in \mathcal{W}\} \).

**Lemma B.1.** The generators \( \{u_w : w \in \mathcal{W}\} \subset \mathcal{P} \mathcal{U} \) satisfy the relations

\[
\sum_{w \in \mathcal{W}} u_w = v + |\mathcal{W}| - 1,
\]

\[
u_w^2 = (v + 1)u_w - v, \quad u_wu_z = u_w + u_z - 1\
\]

for all distinct \( w, z \in \mathcal{W} \). This gives a presentation for \( \mathcal{P} \mathcal{U} \) as a \( \mathbb{Z}[v^\pm 1] \)-algebra.

**Proof.** Let \( \mathcal{U}' \) be the \( \mathbb{Z}[v^\pm 1] \)-algebra with the above presentation. Using the right action on \( \mathbb{H}_n \), it is easy to check that these relations hold in \( \mathcal{P} \mathcal{U} \), so there is a surjective homomorphism \( \mathcal{U}' \to \mathcal{P} \mathcal{U} \).

The monomials in the generators \( \{u_w : w \in \mathcal{W}\} \) clearly span \( \mathcal{U}' \) as a \( \mathbb{Z}[v^\pm 1] \)-module. In fact, every such monomial in \( \mathcal{U}' \) can be written as a \( \mathbb{Z}[v^\pm 1] \)-linear combination of

\[
\{1\} \cup \{u_w : w \in \mathcal{W}, w \neq 1\}
\]

using the above relations. But the images of these generators are also \( \mathbb{Z}[v^\pm 1] \)-linearly independent in \( \mathcal{P} \mathcal{U} \). For if there are Laurent polynomials \( k, k_w \in \mathbb{Z}[v^\pm 1] \) for each \( 1 \neq w \in \mathcal{W} \) for which

\[
k + \sum_{1 \neq w \in \mathcal{W}} k_wu_w = 0 \in \mathcal{P} \mathcal{U},
\]

then for all \( z \in \mathcal{W} \) we must have

\[
0 = h_z^{(p+)} \left( k + \sum_{1 \neq w \in \mathcal{W}} k_wu_w \right) = \begin{cases}
(k + vz + \sum_{1 \neq w \in \mathcal{W}} k_w) h_z^{(p+)} & \text{if } z \neq 1, \\
(k + \sum_{1 \neq w \in \mathcal{W}} k_w) h_z^{(p+)} & \text{if } z = 1.
\end{cases}
\]

In other words, the vector \((k, (k_w)_{1 \neq w \in \mathcal{W}})\) lies in the kernel of the matrix

\[
\begin{bmatrix}
1 & 1 & \cdots & \cdots & 1 \\
1 & v & 1 & \cdots & 1 \\
\vdots & 1 & v & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 1 \\
1 & 1 & \cdots & 1 & v
\end{bmatrix}
\]

As this matrix has non-zero determinant, we conclude that \( k = 0 \) and \( k_w = 0 \) for all \( 1 \neq w \in \mathcal{W} \). This shows that the homomorphism \( \mathcal{U}' \to \mathcal{P} \mathcal{U} \) is an isomorphism, so the relations above give a complete presentation of \( \mathcal{P} \mathcal{U} \). \( \square \)
Proposition B.2. The elements \( \{ u_w : w \in pW \} \cup \{ h_s^{(s)} : s \in S \} \subset H_* \) satisfy the relations

\[
(h_s^{(s)})^2 = 1 + \left( \prod_{w \in pW \atop w \neq w'} u_w^{-1} - \prod_{w \in pW \atop w \neq w'} u_w \right) h_s^{(s)},
\]

for all distinct \( s, t \in S \) and \( w \in pW \).

Proof. We calculate the right action of both sides of each equation above on \( H_{p,s} \), and check that they match. We will visualize this action using alcoves as described in the previous section. Since the right action of \( H_* \) commutes with the left action of \( H_p \), it is enough to check on the free \( H_p \)-basis \( \{ h_z^{(p,s)} : z \in pW \} \) of \( H_{p,s} \).

For the quadratic relation in \( h_s^{(s)} \), there are two cases to consider. The first case occurs when the \( s \)-wall of \( z(C) \) does not lie on a \( p \)-wall:

The second case occurs when the \( s \)-wall of the alcove \( z(C) \) lies on a \( p \)-wall, i.e. when \( zsz^{-1} \in S_p \). In this case the action of \( (h_z^{(p,s)})^2 \) on \( h_z^{(p,s)} \) is

where \( f = v^{-1} - v \). In each case, the action of

\[
1 + \left( \prod_{w \in pW \atop w \neq w'} u_w^{-1} - \prod_{w \in pW \atop w \neq w'} u_w \right) h_s^{(s)}
\]

on the standard basis element \( h_z^{(p,s)} \) matches the action of \( (h_z^{(s)})^2 \).
For the braid relation, we first note that the walls between successive pairs of adjacent alcoves in the sequence
\[ z(C), zs(C), zst(C), zsts(C), \ldots, zsts \ldots (C) \]
intersect in a hyperplane of codimension 2, which we call the axis. There are three cases depending on where the axis lies in relation to the \( p \)-walls. The first case occurs when the axis does not lie on a \( p \)-wall:

\[ h^{(s)} h^{(t)} \cdots = 1, \]

The second case occurs when the axis lies on a single \( p \)-wall, i.e.
\[ z \underbrace{sts \ldots z^{-1}}_{2k-1 \text{ terms}} \in S_p \]
for some integer \( 1 \leq k \leq m_{st} \). In this case, the action of \( h^{(s)} h^{(t)} \cdots \) on \( h^{(p|s)} \) looks like

\[ h^{(s)} h^{(t)} \cdots = 1, \]

The final case occurs when the axis lies on more than one \( p \)-wall. In this case, the action on \( h^{(p|s)} \) looks like

\[ h^{(s)} h^{(t)} \cdots = 1. \]

Again, it is easy to verify that the action of \( h^{(s)} h^{(t)} \cdots \) matches that of \( h^{(s)} h^{(t)} \) in each case.
For the last relation, there are two cases we need to check. The first case occurs if $W_pzs \neq W_pw$, which looks like

$$h^{(*)}_z u_w = 1.$$ 

Otherwise, if $W_pzs = W_pw$, then the action of $h^{(*)}_z u_w$ on $h^{(p(*)}_z$ is

$$h^{(*)}_z u_w = \cdot.$$ 

In both cases this matches the action of $u_w h^{(*)}_z$. \qed

For any $x \in W$ with $\text{rex } x = s_1 s_2 \cdots s_m$ let

$$h^{(*)}_x = h^{(*)}_{s_1} h^{(*)}_{s_2} \cdots h^{(*)}_{s_m}.$$ 

This does not depend on the $\text{rex } x$ by the previous proposition. We will use these elements to prove that the previous two results give a complete presentation of $\mathbb{H}_s$.

**Proof of Theorem 2.5** Let $H'$ be the $\mathbb{Z}[v^{\pm 1}]$-algebra with the given presentation. We already know that the relations above hold in $\mathbb{H}_s$ from Lemma B.1 and Proposition B.2 so there exists a surjective homomorphism $H' \to \mathbb{H}_s$. From the relations defining $H'$, the set

$$\{h^{(*)}_x : x \in W\} \cup \{h^{(*)}_z u_w : x \in W, w \in pW, w \neq 1\}$$ 

is a $\mathbb{Z}[v^{\pm 1}]$-spanning set for $H'$. We will show that the images of these elements in $\mathbb{H}_s$ are $\mathbb{Z}[v^{\pm 1}]$-linearly independent, which implies that the homomorphism $H' \to \mathbb{H}_s$ is an isomorphism, thereby proving the result.

Suppose

$$\sum_{x \in W} h^{(*)}_x \left( k_x + \sum_{1 \neq w \in pW} k_{x,w} u_w \right) = 0 \in \mathbb{H}_s$$ 

for some coefficients $k_x, k_{x,w} \in \mathbb{Z}[v^{\pm 1}]$, all but finitely many of which are non-zero. For each $z \in pW$ we have

$$0 = h^{(p(*)}_z \cdot \sum_{x \in W} h^{(*)}_x \left( k_x + \sum_{w \in pW \atop w \neq 1} k_{x,w} u_w \right) = \sum_{x \in W} h^{(p(*)}_z \cdot \left( k_x + \sum_{w \in pW \atop w \neq 1} k_{x,w} u_w \right).$$
In the outermost sum, note that the elements \( h_{x^*}^{(p|\ast)} \) are \( \mathbb{Z}_{[u^{\pm 1}]} \)-linearly independent over \( x \in W \), and \( pU \) acts on them by scalar multiplication. This means that for each \( x \in W \) we must have

\[
h_{x^*}^{(p|\ast)} \left( k_x + \sum_{1 \neq w \notin pW} k_{x,w} u_w \right) = h_{y^*}^{(p|\ast)} \left( k_y + \sum_{1 \neq w \notin pW} k_{y,w} u_w \right) = 0
\]

where \( y \in W, \ w' \in pW, \) and \( yw' = zx, \) and thus

\[
h_{w'^*}^{(p|\ast)} \left( k_x + \sum_{1 \neq w \notin pW} k_{x,w} u_w \right) = 0
\]

since \( H_{p^*} \) is free as a left \( \mathbb{H}_p \)-module. As \( z \in pW \) varies, the coset representative \( w' \) of \( W \) assumes all possible values, from which we conclude that

\[
k_x + \sum_{1 \neq w \notin pW} k_{x,w} u_w = 0 \in pU
\]

But this implies that \( k_x = k_{x,w} = 0 \) for all \( x \in W \) and \( w \in pW \) by Lemma B.1, which completes the proof. \( \square \)

### Appendix C. Relations defining \( \tilde{\mathcal{D}}_B \)

In this section we give a description of the relations defining the Hom-spaces in \( \tilde{\mathcal{D}}_B \), as described in \cite[§2.2]{1}. The \( S \)-diagrams in these relations should be viewed as generators for all the relations with respect to composition and tensor products. In other words, any region of an \( S \)-diagram can be simplified using these relations.

**Polynomial relations:** Regions labeled by polynomials add and multiply in the usual way, i.e. for any \( f, g \in R \) we have

\[
\begin{align*}
(f + g) &= f + g, \\
(f \otimes g) &= fg, \\
(f \circ g) &= fg.
\end{align*}
\]

(Here we use a dashed circle to denote an invisible border around a region in an \( S \)-diagram without strings.)

For each color (i.e. each generator \( s \in S \)) we also have

\[
\begin{align*}
\begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture} &= a_s,
\end{align*}
\]

(\text{(C.2)})

\[
\begin{align*}
\begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture} - \begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture} s(f) &= \partial_s(f),
\end{align*}
\]

(\text{(C.3)})

where \( \partial_s(f) = a_s^{-1}(f - s(f)) \).

**One-color relations:** For each color we have

\[
\begin{align*}
\begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture} &= \begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture}, \\
\begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture} &= \begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture},
\end{align*}
\]

(\text{(C.4)})

\[
\begin{align*}
\begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture} &= \begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture}, \\
\begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture} &= \begin{tikzpicture}[baseline]
\draw (0,0) -- (0,1);
\end{tikzpicture},
\end{align*}
\]

(\text{(C.5)})
Two-color relations: For every finite rank 2 parabolic subgroup of $W$ (i.e. for each $s, t \in S$ such that $m_{st} < \infty$) there are three relations involving braids $s, t$ and its dual, called cyclicity, two-color associativity, and the Jones–Wenzl relation. In the diagrams below $s$ is colored red and $t$ is colored blue.

- Cyclicity involves cups and caps and does not depend on the realization, only on the order $m_{st}$:

$$
\begin{align*}
\cdots = \cdots = \cdots \\
\text{\footnotesize{(m_{st} \text{ odd)}}}
\end{align*}
$$

$$
\begin{align*}
\cdots = \cdots = \cdots \\
\text{\footnotesize{(m_{st} \text{ even)}}}
\end{align*}
$$

In particular this relation, along with (C.4)–(C.5) imply that morphisms in $\tilde{D}_{BS}$ are invariant under arbitrary graph isotopies of $S$-diagrams (see Remark C.1 below). Thus we may take liberties with our diagrams, and draw horizontal strings which can be deformed as necessary. For more information see [14, Remark 3.3]

- Two-color associativity involves forks and braid vertices and also does not depend on the realization:

$$
\begin{align*}
\cdots = \cdots = \cdots \\
\text{\footnotesize{(m_{st} \text{ odd)}}}
\end{align*}
$$

$$
\begin{align*}
\cdots = \cdots = \cdots \\
\text{\footnotesize{(m_{st} \text{ even)}}}
\end{align*}
$$

- The Jones–Wenzl relation involves dots and braid vertices. Unlike two-color associativity it depends on the Cartan matrix of the realization. We will only depict the most common form of this relation. It has the following form for parabolics of Dynkin types $A_1 \times A_1$, $A_2$, and $B_2$ (for the last case, assume $a_{st} = -2$ and $a_{ts} = -1$, i.e. $a_s$ corresponds to the short root vector):

$$
\begin{align*}
\text{\footnotesize{(C.9a)}}
\end{align*}
$$
(C.9b) \[ \begin{array}{c}
\text{Diagram A} \\
\text{Diagram B} + \text{Diagram C}
\end{array} \]

(C.9c) \[ \begin{array}{c}
\text{Diagram D} \\
\text{Diagram E} + \text{Diagram F} + 2 \text{Diagram G} + \text{Diagram H}
\end{array} \]

For the general case, see [15 §5.2].

**Three-color relations:** For each finite rank 3 parabolic subgroup of $W$ there is a relation called the Zamolodchikov relation. We do not reproduce the diagrams here but instead point the reader to [15 (5.8)–(5.11)].

Remark C.1. When working with string diagrams, one can always continuously deform the strings as long as it does not introduce or remove any generating morphisms at any stage. For example, the equation

\[ \text{Diagram I} = \text{Diagram J} \]

always holds in any monoidal category. We will call such a deformation of a diagram a *monoidal isotopy*. In particular any string diagram in this paper should be understood to represent an equivalence class of diagrams up to monoidal isotopy. Working up to monoidal isotopy is a precondition of working with string diagrams, and as such we do not explicitly note this in the above list of relations.

By contrast, deformations like the biadjunction relation

\[ \text{Diagram K} = \text{Diagram L} \]

or the cyclicity of dot $s$ (i.e. twisting invariance, see [15 p. 325])

\[ \text{Diagram M} = \text{Diagram N} \]

do not always hold in a monoidal category. That they do in $\tilde{D}_{BS}$ is a consequence of (C.4)–(C.5). In fact, these relations along with (C.7) imply that we may continuously deform the strings of an $S$-diagram in any way without changing the morphism. We call these more general deformations *graph isotopies*. The equivalence class of an $S$-diagram up to graph isotopy is called an $S$-graph (see [15 Definition 5.1]).

To construct the Frobenius functor we use the following indirect version of the Jones–Wenzl relation.

**Proposition C.2.** Let $s, t \in S$ with $m_{st} < \infty$. If $\text{braid}_{s,t}$ is cyclic (C.7) and

\[ \text{Diagram O} = \text{Diagram P} \]

then the Jones–Wenzl relation (C.9) holds.

---

\[ \text{Diagram Q} \]

\[ \text{Diagram R} \]

\[ \text{Diagram S} \]

\[ \text{Diagram T} \]

\[ \text{Diagram U} \]

\[ \text{Diagram V} \]

\[ \text{Diagram W} \]

\[ \text{Diagram X} \]

\[ \text{Diagram Y} \]

\[ \text{Diagram Z} \]

\[ \text{Diagram AA} \]

\[ \text{Diagram AB} \]

\[ \text{Diagram AC} \]

\[ \text{Diagram AD} \]

\[ \text{Diagram AE} \]

\[ \text{Diagram AF} \]

\[ \text{Diagram AG} \]

\[ \text{Diagram AH} \]

\[ \text{Diagram AI} \]

\[ \text{Diagram AJ} \]

\[ \text{Diagram AK} \]

\[ \text{Diagram AL} \]

\[ \text{Diagram AM} \]

\[ \text{Diagram AN} \]

\[ \text{Diagram AO} \]

\[ \text{Diagram AP} \]

\[ \text{Diagram AQ} \]

\[ \text{Diagram AR} \]

\[ \text{Diagram AS} \]

\[ \text{Diagram AT} \]

\[ \text{Diagram AU} \]

\[ \text{Diagram AV} \]

\[ \text{Diagram AW} \]

\[ \text{Diagram AX} \]

\[ \text{Diagram AY} \]

\[ \text{Diagram AZ} \]

\[ \text{Diagram BA} \]

\[ \text{Diagram BB} \]

\[ \text{Diagram BC} \]

\[ \text{Diagram BD} \]

\[ \text{Diagram BE} \]

\[ \text{Diagram BF} \]

\[ \text{Diagram BG} \]

\[ \text{Diagram BH} \]

\[ \text{Diagram BI} \]

\[ \text{Diagram BJ} \]

\[ \text{Diagram BK} \]

\[ \text{Diagram BL} \]

\[ \text{Diagram BM} \]

\[ \text{Diagram BN} \]

\[ \text{Diagram BO} \]

\[ \text{Diagram BP} \]

\[ \text{Diagram BQ} \]

\[ \text{Diagram BR} \]

\[ \text{Diagram BS} \]

\[ \text{Diagram BT} \]

\[ \text{Diagram BU} \]

\[ \text{Diagram BV} \]

\[ \text{Diagram BW} \]

\[ \text{Diagram BX} \]

\[ \text{Diagram BY} \]

\[ \text{Diagram BZ} \]

---

These are also called deformations of progressive plane graphs in [24].
Proof. By degree considerations, \((\text{spot}_s \otimes \text{id}) \circ \text{braid}_{s,t}\) must be a linear combination of diagrams of the form
\[
\text{fork}_t \otimes \text{id}) \circ (\text{id}_{B_t} \otimes D)
\]
with \(D\) a diagram of degree +2 generated by spots and forks. In particular this means that \(\text{braid}_{s,t}\) has the “death by pitchfork” property (see [15 (5.17)]). This further implies that
\[
(\text{spot}_s \otimes \text{id}) \circ \text{braid}_{s,t} \circ (\text{spot}_t \otimes \text{id})
\]
has the death by pitchfork property, one of the defining properties of the Jones–Wenzl morphism. The other defining property is that the coefficient of the leading term is 1, which we have already assumed. Thus the Jones–Wenzl relation \([\text{C.}0]\) holds.

**List of symbols**

| Symbol  | Page |
|---------|------|
| 

...
\[
V^{22} \cong \mathbb{C}^2 \\
V_F^{32} \cong \mathbb{C}^3 \\
W^{6} \\
\circ \, W^{59} \\
W_{\ell}^{65} \cong \mathbb{C}^{65} \\
x | w^{13} \\
x | (w^{20}) \\
x | (w^{21})^{\ast} \\
\leq \mathbb{C}^2 \\
\leq \mathbb{C}^{21} \\
\leq 15 \\
\leq 21 \\
\leq 21
\]
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