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Abstract
In Natural Language Processing, multi-document summarization (MDS) poses many challenges to researchers above those posed by single-document summarization (SDS). These challenges include the increased search space and greater potential for the inclusion of redundant information. While advancements in deep learning approaches have led to the development of several advanced language models capable of summarization, the variety of training data specific to the problem of MDS remains relatively limited. Therefore, MDS approaches which require little to no pretraining, known as few-shot or zero-shot applications, respectively, could be beneficial additions to the current set of tools available in summarization. To explore one possible approach, we devise a strategy for combining state-of-the-art models’ outputs using maximal marginal relevance (MMR) with a focus on query relevance rather than document diversity. Our MMR-based approach shows improvement over some aspects of the current state-of-the-art results in both few-shot and zero-shot MDS applications while maintaining a state-of-the-art standard of output by all available metrics.
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1. Introduction
There have been consistent advancements in automatic text summarization due to its importance and relevance in modern natural language processing (NLP) applications. The task of single document summarization (SDS) remains a challenge for which various extractive and abstractive approaches have been researched. Further challenges arise in the task of multi-document summarization (MDS), which is the generation of a summary from a cluster of related documents as opposed to a single source document, and introduced additional challenges due to the increased search space and increased potential for redundancy. While various summarization models may be applicable to MDS document clusters as flattened documents, training data and pretrained models specific to MDS remain relatively limited, increasing the usefulness of few-shot and zero-shot approaches. In a few-shot application, the model or system being utilized has limited prior information regarding the target data. In this context, few-shot summarization involves the use of a system which is only partially pretrained on the corpus being summarized. In zero-shot applications, there is no prior knowledge of the target data and the system is not pretrained on the corpus at all.

Promising advancements in extractive summarization have been made, such as the use of text-matching (Zhong et al., 2020). There is also a growing interest in the use of reinforcement-learning (RL) for text summarization, particularly for extractive summarization approaches. These approaches include the incorporation of simple embedding features in a RL summarization approach (Lee and Lee, 2017) and the use of RL for sentence-ranking (Narayan et al., 2018). Additionally, some approaches to extractive summarization involve the use of simple statistical methods for the improved summaries, such as the various statistical models Daiya and Singh (2018) combined with various semantic models for MDS. Another of these statistical methods being utilized for summarization is the use of the maximal marginal relevance (MMR) algorithm, which Mao et al. (2020) incorporate into a reinforcement learning approach for MDS.

While extractive approaches remain effective in producing accurate, low-cost summaries from the source documents themselves, abstractive methods allow for more comprehensive summaries using novel terms from outside the source documents. Recent advancements in both extractive and abstractive text summarization methods have involved the development and use of innovative language models based on various architectures. While neural networks remain effective summarization model architectures with potential for advancements (See et al., 2017; Khatri et al., 2018; Cohan et al., 2018), there is also a substantial increase in summarization approaches using models based on the transformer architecture proposed by Vaswani (2017). Recent state-of-the-art models based on the transformer architecture include BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), BART (Lewis et al., 2020), UniLM (Dong et al., 2019), GPT-2 (Radford et al., 2019), PEGASUS (Zhang et al., 2020), LED...
(Beltagy et al., 2020), ALBERT (Lan et al., 2020), T5 (Raffel et al., 2020), ProphetNet (Qi et al., 2020), XLNet (Yang et al., 2020a), and TED (Yang et al., 2020b). State-of-the-art summarization models, including those which are not pretrained on multi-document datasets, can produce promising MDS results. However, the potential for oversized or redundant input data remains. It seems possible that if a summarization approach could utilize the diversity of outputs produced by pretrained models while minimizing their redundancy, the combined outputs could represent an improvement in the task of MDS, particularly in few-shot and zero-shot applications. To address the models’ limitations with respect to few-shot and zero-shot MDS, we propose an abstractive-extractive MDS approach which combines state-of-the-art model outputs in a manner which improves state-of-the-art MDS performance. To achieve this combination of outputs, we employ the MMR algorithm with a strong bias towards MMR query relevance among model-generated outputs. We test this approach in both a few-shot and zero-shot context.

2. Method

Our framework makes use of the output of multiple pretrained models. Some of these models are pretrained on the MDS dataset being summarized, while some of the models are pretrained on a SDS dataset. Training all models on the MDS dataset would be expensive and unrelated to the goals of our approach, which we intend to prove effective without the need for optimal pretraining conditions. For any model which is trained on the MDS dataset being summarized, the source document cluster is used as a single-document input for the model. This is the input method for which these models were pretrained. For every model including those trained on the MDS dataset, each document cluster is split into single documents, for which a summary is produced. Preliminary research indicates that models which are not pretrained on the given MDS dataset produce more accurate summaries on the single documents individually than on the combined document cluster.

2.1. MMR

MMR is a measure of relevance which is dependent on the amount of new information which is provided by each input document (Carbonell and Goldstein, 1998). The formula for MMR is as follows:

$$\text{Arg} \max_{D_i \in S} |\lambda(\text{Sim}_1(D_i, Q)) - (1 - \lambda) \max_{D_j \in S} \text{Sim}_2(D_i, D_j)|$$

(1)

In the MMR formula, the lambda constant \( \lambda \) is a number between 0 and 1 which determines the degree to which the calculation prioritizes relevance or diversity. \( S \) is the set of documents which have already been selected, \( D_i \) is the given candidate document or sentence which is not selected, \( D_j \) is the given previously-selected document to which the candidate document’s similarity is compared, and \( Q \) is the query document to which the relevance of each candidate document is computed. Given a desired number of documents to select, the MMR calculation iterates through the unselected documents and selects the desired number of documents that are the most relevant or the most diverse, depending on the lambda constant. \( \text{Sim}_1 \) and \( \text{Sim}_2 \) are similarity measurements between documents. However, given the \((1 - \lambda)\) factor preceding \( \text{Sim}_2 \), the right-hand side of the calculation effectively becomes a maximization of diversity rather than similarity. A higher lambda constant increases relevance to the query, while a lower lambda constant increases diversity among the selected documents. If only one document is passed through the algorithm, only the relevance portion of the algorithm is used, as is also the case with the first document selection when running the MMR algorithm. We intentionally choose a sentence from our best-performing model as the first selected document.

2.2. Approach Overview

A visual representation of our current base approach can be seen in Figure 1. The \( k \) constant is the number of documents we take from the cluster for SDS generation. For datasets with only a few documents per cluster such as Multi-News, \( k \) is usually all documents in the cluster. For datasets which contain 100 or more documents per cluster such as WCEP, \( k \) is usually smaller than the number of documents in the cluster. \( m \) is the desired output length of the final summary in sentences, ultimately defined as \( n \), the number of sentences in the model-generated summary with the highest MMR score, plus \( l \), the optimal number of additional sentences to have. \( l \) can have a range of values, but we found it optimal to set \( l \) to \( n \times p \), with \( p \) being the percentage of final output sentences to be extracted using MMR in the \( m \times p \) portion of the approach. The available sentences from each model’s output is reduced subtracting the maximum number of MMR-removed sentences \( r \) from the given model output’s number of sentences \( d \). The MMR reduction is further explained in Section 2.3.

For example, this approach gives the option to specify a final output of length \( n + 2 \) and a \( p \) value of 0.9, which would reconstitute 90% of the final output using MMR, with the remainder of the \( n + 2 \) output being composed of unchanged output from the best-scoring model. For optimization in our case, we set \( l \) to \( \max(1, n \times p) \), which means the entire best model output of \( n \) length is unchanged, but these sentences are concatenated with at least 1 sentence which is extracted using MMR, and as many as \( n \times p \) sentences. Our use of a max expression ensures that the final output is never a simple repetition of the best-scoring model’s output, as the intention of our research is to explore the improvement of model output using MMR.

After each model produces its SDS summary, as well as its MDS summary if applicable, each model’s summary is split into sentences. By sorting each model’s output
sentences as whole sentences, we preserve the readability and coherence of the resulting summary without the need for further language processing. If the outputs were instead processed using individual words or phrases, the words would be rearranged to lose coherence without additional parameters added to this approach, which is beyond the scope of this research. The SDS outputs for the given model are then concatenated into a single output from the model. However, this step of the process requires a limit to be placed on the number of summaries combined into the final SDS output in the case of a large imbalance between cluster size and document length in the dataset. For example, if the dataset has 100 documents per cluster and 1 sentence per document, then the concatenation of all SDS summaries would clearly result in an output too long to be comparable to the expected gold summary. Therefore, the number of SDS summaries returned per model for our approach is at maximum the average number of sentences per document. To extract the best given number of SDS outputs from all of the model’s SDS outputs, we use the MMR algorithm with a focus on relevance.

2.3. MMR Reduction

In order to reduce the chance of corrupt or irrelevant information being included in our final MMR calculation while increasing the relevance, we also make use of MMR to reduce the sentences of each model’s output by a certain percentage if the model is not pretrained on the given dataset. Early experimentation revealed that this additional usage of MMR improves the results when there are a large number of sentences to select from, potentially revealing a minor shortcoming in the use of LDA topic word queries. However, this reduction is only performed in the case of datasets that produce numerous sentences per summary. When there are sufficient sentences per summary, each model’s summary is reduced by MMR to a size of $\max(1, n-r)$, where $d$ is the size of the summary in sentences and $r$ is the number of sentences to reduce by, $r$ is defined by $\max(1, d \cdot R)$, with $R$ being the percentage to reduce by, which can be as small as 1%. In our experiments, this reduction percentage is small enough that each summary is reduced by 1, although in datasets with more sentences a different optimal percentage might be found.

Preliminary research indicated that this simple reduction of sentences improves overall summarization performance. It was also found that some model outputs may benefit from the use of certain similarity measurement methods, such as the use of TF-IDF vectorization with cosine similarity for one model and Doc2Vec vectorization with cosine similarity for another. This use of MMR for model output reduction essentially selects the $(d-1)$ most-relevant sentences from each model’s output, where $d$ is that number of sentences originally generated by the given model. In the case of datasets that produce summaries of only one or two sentences, no MMR reduction is used.

2.4. MMR Query Document

For the query document in our implementation of the MMR formula, we use a small sequence of words generated via Latent Dirichlet Allocation (LDA) topic modeling. LDA is a statistical model which incorporates Bayesian calculations to infer the most probable topic words from the given corpus (Blei et al., 2003). We also use a low lambda constant in our MMR calculations to prioritize diversity among the input documents over relevance to the query document.

2.5. Final Output

After applying this MMR calculation to reduce the model output if applicable, we combine all summaries into a single sequence. We then select the $m$ best sentences from this single sequence using our MMR calculation, where $m$ is the desired final number of sentences in our approach’s output and the best sentences are those which best satisfy the diversity and relevance requirements set by the lambda constant. This new sequence of the $m$ best sentences is our final summary. We expect our MMR-based, diversity-focused combination approach to increase the final summary’s similarity to human output without sacrificing the coherence and readability of the output already generated by the state-of-the-art models.

3. Experiments

We conduct two experiments to test our proposed approach: 1) The few-shot Multi-News experiment, for which one model was pretrained on the dataset, and 2) The zero-shot WCEP experiment, for which no models were pretrained on the dataset. These two experiments demonstrate the performance of our approach in few-shot and zero-shot applications, respectively. Additionally, the WCEP experiment demonstrates how our approach handles larger and potentially-unclean data. Our implementations for both experiments use the PyTorch numerical framework (Paszke et al., 2019). We ran both of our experiments on Google’s Colaboratory.
Pro platform using their GPUs \(^1\). The GPUs available on the Colaboratory platform include Nvidia K80s, T4s, P4s, and P100s, although the exact GPU being used cannot be selected by the end user (Google, 2021). In each experiment, we run an optimization library for the parameters of our approach, including the lambda constant determining relevance versus diversity, the percentage of the final output to be MMR-generated with a minimum of one sentence, the number of LDA topics to generate, and the number of words to generate per LDA topic. The LDA parameters determine the size and diversity of the query document to be used for the MMR calculation, with the number of topics primarily determining the diversity of information covered by the query document, and the number of words determining allowing the topic phrases to be expounded upon or reworded via a longer string of words. For both experiments, we compare our final MMR-generated summaries, as well as the intermediary model-generated summaries, with the human-generated summaries from the given dataset using ROUGE metrics (Lin, 2004). This set of metrics compares the co-occurrence of text sequences of various lengths to produce the precision and recall of the generated summaries, as well as the combined F-measure score. We use these metrics because they are sufficient approximations for summarization performance, particularly in experiments such as ours in which more expensive evaluations methods such as human evaluation are not available.

### 3.1. Multi-News Experiment

The Multi-News Experiment is a few-shot application, meaning some of the models have been pretrained on the dataset in question, and the system has some familiarity with the information to be processed. The purpose of this experiment is to determine the utility of this approach when a model is available which is pretrained on the dataset in question.

### 3.2. Multi-News Dataset

For our corpus in this experiment, we use the Multi-News dataset, which consists of news article document clusters paired with professionally-written summaries, all of which are in the English language (Fabbri et al., 2019). There are 2 to 10 documents in each document cluster in this dataset, with each cluster containing an average of 82.73 sentences (Fabbri et al., 2019). The 5622 multi-document clusters from the testing subset of this dataset are split for single-document pretrained models using the dataset’s special separation token.

### 3.3. Models Used for Multi-News

For the models used to generate our summaries for combination, we employ three extractive models and five abstractive models. One of the extractive models is the matching model used by Zhong et al. (Zhong et al., 2020) in their implementation of summarization as semantic text-matching, known as MatchSum. This extractive model is pretrained on the Multi-News dataset, and produces state-of-the-art results. The other two extractive models were the XLNet\textsubscript{base} model (Yang et al., 2020a) and the GPT-2\textsubscript{base} model (Radford et al., 2019), for which we use the model versions available through the Bert Extractive Summarizer library \(^2\). This library was developed for an extractive summarization approach for lectures (Miller, 2019). The models available through this library are simply placed within the architecture with no need for finetuning (Miller, 2019). Multiple models are available through this library, although they were not included in the library’s seminal research paper. The five abstractive models we use for summarization are: the PEGASUS\textsubscript{multi-news} model (Zhang et al., 2020), the BART\textsubscript{large-cnndm} model (Lewis et al., 2020), the T5\textsubscript{large} model (Raffel et al., 2020), the ProphetNet\textsubscript{large-cnndm} model (Qi et al., 2020), and the LED model (Beltagy et al., 2020). For simple implementation of these models, we employ the HuggingFace Transformers library where possible (Wolf et al., 2020). For models which are not trained on the Multi-News dataset, we either use the large base pretrained model as in the case of T5, the base pretrained model as in the case of GPT-2, XLNet and LED, or the models pretrained on the CNN-DM dataset (Hermann et al., 2015; Nallapati et al., 2016) as in the case of BART and ProphetNet. In accordance with our proposed approach, due to the sufficient number of sentences in the Multi-News dataset, the outputs of the models which are not pretrained on the Multi-News dataset are reduced to a maximum of 1 and the model output length minus the MMR-reduction constant.

### 3.4. Multi-News Experiment Parameters

We considered the use of two similarity measures for our Multi-News experiment: our TF-IDF similarity measure, which combines cosine similarity with a TF-IDF vectorizer, and our Doc2Vec similarity measure, which combines cosine similarity with a Doc2Vec vectorizer. More specifically, we use the Distributed Bag-of-Words (DBOW) model implementation within GenSim’s Doc2Vec architecture (Le and Mikolov, 2014), which uses predictions from randomly-sampled words in the document. We did not alter the seed of the vectorizer’s random sampling. Because we did not need to use single documents from the clusters, and because WMD was found to be inferior for the tasks of both MMR reduction and the final MMR combination, we did not use the WMD similarity measure in this experiment. Preliminary testing revealed that the vectorization method significantly affects model output selection, particularly with LED model outputs. For the final MMR combination method, we found the Doc2Vec similarity measure to

---

\(^1\)https://colab.research.google.com

\(^2\)https://pypi.org/project/bert-extractive-summarizer/
be most effective. This method was also found to be most effective for the MMR-reduction of all model outputs with the exception of LED, for which we used the TF-IDF similarity measure. Our MMR parameters were consistent across all usages, and were optimized using the black box optimization library Scikit-Optimization. The optimal lambda constants, MMR percentages, LDA topic amounts, and LDA word amounts can be seen in Table 1.

| Parameter       | TF-IDF value | Doc2Vec value |
|-----------------|--------------|---------------|
| lambda constant | 0.975        | 0.808         |
| MMR percentage  | 0.107        | 0.106         |
| LDA topics      | 3            | 5             |
| Words per topic | 7            | 6             |

Table 1: Optimized MMR combination and LDA parameters for Multi-News.

3.5. WCEP Experiment

The WCEP Experiment is a zero-shot application, meaning none of the models are pretrained on the given dataset, and the system as a whole has no familiarity with the data to be processed. The purpose of this experiment is to determine the usefulness of this approach when no model is available which is pretrained on the given dataset.

3.6. WCEP Dataset

For this experiment, we use the Wikipedia Current Events Portal (WCEP) dataset, which consists of short, human-written summaries of news events, the articles for which are all extracted from the Wikipedia Current Events Portal (Gholipour Ghalandari et al., 2020). Each document cluster contains a large quantity of automatically-extracted articles. There are two primary versions of this dataset: the full version (WCEP-total) and the truncated version (WCEP-100). The full version consists of 2.39 million articles, while the truncated version consists of 650,000 articles. Also, each article cluster is limited to 100 articles in the truncated version, while the full version can contain as many as 8411 articles per cluster. The test split of the WCEP-100 dataset consists of 1,022 article clusters, of which we perform our experiment on 500 due to cost limitations. We use the WCEP-100 dataset version available through the WCEP dataset authors’ GitHub repository.

3.7. Special Considerations

The large number of documents per cluster posed two major differences from our Multi-News experiment. First, it would be prohibitively expensive for each model to generate SDS output for each of the 100 documents in each cluster. Therefore, our k constant from our proposed approach is more relevant in this experiment, as our database clusters contain more than the desired number of documents. Only the 10 most relevant documents are summarized from each cluster, which are selected using MMR. Our selection method also reduces the number of irrelevant, overly brief, unintelligible, or otherwise bad data selected from the large data clusters of the dataset. Second, each model is generating SDS outputs only, and there are more documents per cluster than sentences per document even after our MMR selection. Therefore, in accordance with our method previously described, the summary selection method rather than the concatenation method is used to construct the best model output to append our MMR-extracted sentences to. This use of summary selection means that each model’s output is represented by 10 smaller summaries rather than 1 larger summary which would be incomparable to the much smaller expected summaries of the dataset. The best summary of the best model is selected using MMR with a focus on relevance. Additionally, we faced the problem of which of the SDS outputs of the best model to choose to append our MMR-selected output to. We wanted to select the best summary from the best-performing model without apriori evaluation, and with a suitable final number of sentences for comparison with the summaries of the sentences themselves. To select the best summary, we use the cosine similarity measure with the Doc2Vec vectorizer, which is equivalent to the MMR algorithm with an output size of 1 sentence. We considered appending the MMR output to each of the best model’s single-document summaries prior to selecting the best one. While this method did perform better than the baseline models, it was not optimal, and increased the likelihood of an unreadable final summary being generated. We therefore chose to append the MMR output only after the best summary to append to was selected using our Doc2Vec similarity measure. Also, because the documents in the WCEP often contain only one or two sentences, and because the summaries generated from it are similarly brief, the use of MMR to reduce each model’s output would be redundant. Therefore, no MMR reduction is performed in this experiment, in accordance with the procedures of our approach.

3.8. Models Used for WCEP

For this experiment, we used 7 abstractive models and 3 extractive models. The model selection was slightly different in this experiment due to the different dataset. The MatchSum extractive model used in our Multi-News experiment was not available for this dataset, so we instead included both extractive and abstractive implementations of the XLNet, BART, and GPT-2 models. Additionally, we included the abstractive implementations of the ProphetNet, GPT-2, LED, T5, XLNet, PEGASUS, and BART models. As was the case
with our Multi-News experiment, all of the abstractive implementations used were taken from the HuggingFace platform \(^5\) created by Wolf et al. (Wolf et al., 2020). As there was no MatchSum model in this experiment, all of the extractive implementations we used were taken from the Bert Extractive Summarizer library \(^6\) developed by Miller (Miller, 2019). We ensured that the model versions used in the extractive implementations were the same as the model versions used in the abstractive implementations.

3.9. WCEP Experiment Parameters

As with the Multi-News Experiment, we consider the use of our TF-IDF, Doc2Vec, and WMD similarity measures for this experiment. As in the Multi-News experiment, we used Gensim’s DBOW Doc2Vec vectorizer with the default random sampling seed. Given the added need for similarity-based selection in this experiment with a larger dataset and smaller summaries, we consider the three uses of similarity in this implementation: Sim\(_0\), Sim\(_1\), and Sim\(_2\). Sim\(_0\) is the similarity measure used to select the best summary from the best model to append our MMR output to. Sim\(_1\) and Sim\(_2\) are the similarity measures used in the query relevance and diversity calculations of the MMR algorithm, respectively. Note that the Sim\(_2\) similarity measure is rarely used in this implementation, because of the small number of returned sentences as well as the high lambda constant and relevance prioritization. Our WCEP experiment parameters were optimized using the black box optimization library Optuna \(^7\). The optimized similarity measures we used, as well as the optimal MMR and LDA parameters, are included in Table 2.

| Parameter         | Value |
|-------------------|-------|
| lambda constant   | 0.997 |
| MMR percentage    | 0.298 |
| LDA topics        | 5     |
| LDA words per topic | 2    |
| Sim\(_0\)         | Doc2Vec |
| Sim\(_1\)         | WMD   |
| Sim\(_2\)         | TF-IDF |

Table 2: Optimized WCEP MMR combination and LDA parameters.

4. Results

The resulting F-measure ROUGE scores of both experiments for our approach can be seen in Table 3. Because the Multi-News Experiment is a few-shot application rather than a zero-shot application, a comparison with the Multi-News results of an additional pretrained model, MatchSum, is included.

As shown in Table 1, we also observe that the ROUGE-1 score of our MMR-based combination approach is higher than all of the models used in both experiments. However, in the Multi-News experiment, the ROUGE-2 and ROUGE-L scores of our approach are lower than those of the MDS PEGASUS model implementation. While the ROUGE-2 and ROUGE-L scores of our MMR-based approach are lower than those of the PEGASUS model, they remain higher than those of all other models with the exception of PEGASUS. This relative discrepancy in ROUGE scores seems to indicate that, while our approach does not focus on the properties of multiple-word strings within the summaries, it nevertheless preserves state-of-the-art performance in n-gram inclusion.

Due to the increased ROUGE-1 score, it seems possible that there is at least a limited direct correlation between term relevance and ROUGE scores for the length of the terms being related to the LDA query document. Furthermore, these scores represent the use of only two models which are pretrained on the correct dataset, the combination of which was determined via preliminary experimentation to decrease all ROUGE scores relative to PEGASUS. We can therefore infer that the im-
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\(^5\)https://huggingface.co/

\(^6\)https://pypi.org/project/bert-extractive-summarizer/

\(^7\)https://optuna.org/
crease in ROUGE-1 score is due to the inclusion of models which are not pretrained on the Multi-News dataset. If these models were pretrained on the Multi-News dataset, we find it possible that the ROUGE-2 and ROUGE-L scores would not decrease as much relative to the leading pretrained model.

We see an additional increase in the ROUGE-L score in the zero-shot WCEP experiment, in which no models were pretrained on the given dataset. We also observe that the relative improvement of our approach over state-of-the-art methods is larger in the zero-shot WCEP experiment than in the few-shot Multi-News experiment, indicating that our approach is particularly effective in fewer-shot and zero-shot MDS applications. Due to our method of extracting whole sentences rather than words and phrases, readability and coherence is largely preserved.

These results indicate that our approach is useful in fewer-shot and zero-shot applications, such as applications in which the available data is too scarce or the cost of finetuning is too high. Furthermore, these results suggest the possibility that our approach grows more useful as the availability of finetuned models decreases, although this possibility would need to be more thoroughly tested to confirm.

5. Conclusion

We present a novel MMR-based framework that improves upon state-of-the-art pretrained models’ performances for the task of MDS, particularly in fewer-shot and zero-shot applications where the cost for finetuning is too high or the available training data is too scarce. This framework increases single-term similarity to human-generated summaries by increasing the single-term relevance of the summaries generated by pretrained models, and further combining the summaries using MMR. These MMR-generated summaries maintain state-of-the-art quality and readability in addition to the improved single-term similarity results. Our approach serves to further demonstrate the potential for MMR as an effective tool for the task of automatic text summarization. We also demonstrate the potential for diversity among summary words to improve aspects of summary quality. It is unclear whether an MMR-based approach which prioritized additional n-gram relevance as opposed to only single-term relevance would produce superior results, and this uncertainty could be the basis for future research.
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