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SUMMARY In this paper, we establish a novel bimodal emotion database from physiological signals and facial expression, which is named as PSFE. The physiological signals and facial expression of the PSFE database are respectively recorded by the equipment of the BIOPAC MP 150 and the Kinect for Windows in the meantime. The PSFE database altogether records 32 subjects which include 11 women and 21 man, and their age distribution is from 20 to 25. Moreover, the PSFE database records three basic emotion classes containing calmness, happiness and sadness, which respectively correspond to the neutral, positive and negative emotion state. The general sample number of the PSFE database is 288 and each emotion class contains 96 samples.
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1. Introduction

In the research domain of affective computing and computer vision, the research of facial expression recognition, speech emotion recognition and physiological signals emotion recognition which are only based on one modality is more and more replaced by the bimodal emotion recognition and multimodal emotion recognition which are based on two modalities, three modalities or even more modalities in recent years [1]–[8]. No matter for facial expression recognition, speech emotion recognition, physiological signals emotion recognition or bimodal emotion recognition and multimodal emotion recognition, the establishment of the corresponding emotion database is the most primary and important step [9]. We can not conduct the emotion recognition research smoothly and deeply in case of lacking the dependable emotion database [10]–[14].

As so far, many emotion databases which are only based on one modality such as the JAFFE facial expression database [2], [15], [16], the Berlin speech emotion database [17], [18] and the Multi-PIE facial expression database [19], [20] have already been established over the last two decades. Based on those emotion databases using one modality, the research of facial expression recognition, speech emotion recognition and physiological signals emotion recognition all become the research priorities in affective computing domain [2]–[4], [18], [21]–[25].

In the wake of the increase of the emotion database based on one modality, a few researchers attempt to focus on the establishment of bimodal emotion database and multimodal emotion database [9], [26]–[29]. Compared to the emotion database based on one modality, establishing a dependable bimodal emotion database and multimodal emotion database is more difficult and complicated, because the channel of the emotion data recording is increased to two, three or even more, and the data recording of each channel should be coinstantaneous [9], [26], [27]. As so far, a few effective bimodal emotion databases and multimodal emotion databases such as FABO and DEAP have been established on the basis of those emotion databases using one modality in last several years [9], [26]–[34].

Although a few bimodal emotion databases and multimodal emotion databases have been established, the bimodal emotion database from physiological signals and facial expression is also rare, and the existing bimodal emotion databases and multimodal emotion databases are mainly based on Europeans and Americans, and there is rarely bimodal emotion database from physiological signals and facial expression which is based on asian. Therefore, in this paper, we establish a novel bimodal emotion database from physiological signals and facial expression, which is named as PSFE and is based on asian. The physiological signals and facial expression of the PSFE database are respectively recorded by the equipment of the BIOPAC MP 150 [35], [36] and the Kinect for Windows [14], [37] in the meantime. The PSFE database altogether records 32 subjects and records three basic emotion classes containing calmness, happiness and sadness, which respectively correspond to the neutral, positive and negative emotion state.

2. Collecting Device of the PSFE Database

In our PSFE database, we utilize the equipment of Kinect for Windows to collect emotion data of facial expression [14].
The Kinect for Windows is an effective video collecting equipment which is created by the Microsoft company. It contains three cameras which can record two types of video data. The detailed hardware parameters of the Kinect for Windows and the related parameters of the collected video can see [14, 37]. Figure 1 is the picture of the equipment of the Kinect for Windows. Moreover, the Kinect for Windows also provides the Kinect for Windows SDK [38] to deal with the collected videos. Moreover, the Kinect for Windows (as shown in Fig. 2) also provides the Kinect for Windows SDK [38] to deal with the collected videos.

Moreover, we utilize the equipment of BIOPAC MP 150 [14, 35, 36] to collect emotion data of physiological signals. The BIOPAC MP 150 is an effective physiological signals collecting equipment which is created by the BIOPAC company. It can record multiple physiological signals such as electrocardiosignal (ECG), skin impedance signal and temperature signal [4, 14, 30, 31, 35, 36]. In our experiment, we record the ECG signal as physiological signals. Because the ECG signal is one of the most important physiological signals which can obviously reflect the variation of emotion according to the literature of [34]. The facial expression is also an important way to reflect the variation of emotion. So the ECG signal and facial expression are relevant and also may be complementary. The detailed hardware parameters of BIOPAC MP 150 and the introduction of ECG, skin impedance signal and temperature signal can see [14, 37]. Moreover, the BIOPAC company also provides the corresponding collecting software of AcqKnowledge 4.1 [35, 36] to deal with the collected physiological signals. How to use the AcqKnowledge 4.1 can see the website of [35, 36].

3. Collecting Experiment Design of the PSFE Database

The PSFE database is recorded in the closed laboratory to avoid various interferences. To reduce the affect of illumination, the wall of the laboratory hangs window curtain which can absorb light. The environment arrange of the laboratory in detail is shown in Fig. 3.

We select 32 experiment subjects which include 11 women and 21 men from the undergraduate and graduate student in our college, and their age distribution is from 20 to 25. In the experiment, we utilize three types of movie clip as the method of emotion elicitation [4, 14, 30, 31, 39]. we respectively select the happy movie clip, the sad movie clip and the calm movie clip to elicit the accordingly positive emotion, negative emotion and neutral emotion. The time duration of each movie clip is about three minutes. In the procedure of collecting emotion data, each movie clip is projected to the wall and the corresponding audio is emitted by the sound equipment [14, 39].

4. Collecting Result of the PSFE Database

For the ECG data, as the voltage amplitude of ECG between different individuals exists outstanding difference, so the original ECG data has to be normalized to reduce the experiment effect by the different individuals.

Before handling the emotion data, taking into consideration the emotion elicitation needs some times, so we cut off the data of the front 30 seconds of each facial expression video and ECG signal. So we only keep the data of the remaining 120 seconds to 160 seconds. Moreover, we divide the remaining emotion data into three clips as the part of the initial emotion elicitation period, the interim emotion elicitation period and the later emotion elicitation period [14, 39]. The time duration of each period is about 40 seconds. For each emotion elicitation period, we respectively extract one key facial expression frame and a segment of ECG signal whose time duration is about 40 seconds to conduct the subsequent experiment.

Figure 4 is the facial expression data and the corresponding ECG data of the positive emotion (happiness). From left to right, three images respectively represent the
The facial expression data of initial emotion elicitation period, the interim emotion elicitation period and the later emotion elicitation period. Moreover, a part of ECG signal is shown under the facial expression images. Figure 5 and Figure 6 are the facial expression data and the corresponding ECG data of the neutral emotion (calmness) and the negative emotion (sadness) respectively.

The relevant information of the PSFE database is summarized in Table 1 (32 is the number of subjects). Moreover, we compare some other relevant multimodal databases to our PSFE database. The FABO [26] is based on facial expression and gesture and has nine emotion categories and 23 subjects. The eNTERFACE 05 [29] covers facial expression and speech modality and has six emotion categories and 42 subjects. The RML [28] also covers facial expression and speech modality and has six emotion categories and 42 subjects. The DEAP [30] is based on physiological signals and covers five emotion dimensions and 32 subjects. The MAHNOB-HCI [31] has the modality of facial expression, speech and physiological signals, and covers four emotion dimensions and 27 subjects. The GEMEP [33] covers facial expression, gesture and speech modality and has 18 emotion categories and 10 subjects. The AV+EC [34] has facial expression, speech and physiological signals and covers two emotion dimensions and 27 subjects. From the above presentation, we can see that the subjects of our PSFE database may be adequate to a certain degree compared to other multimodal databases. But the number of emotion categories of our PSFE database is fewer, and that is because the distinction of different emotion categories for physiological signals is hard compared to facial expression, speech and gesture. In future, we will attempt to add the subjects and emotion categories.

Moreover, we also do the recognition experiment on the PSFE database. The feature extraction of ECG and facial expression is based on the SIFT method [10], [14] and AuBT tool [40] respectively. The fusion strategy is based on the common decision-level fusion [14], [27] and the SVM classifier and 10-fold cross-validation [2], [13], [18] is used for the PSFE database. The experiment result on the PSFE database is shown in Table 2. From the result, we can see that the recognition rate after fusion is high compared with ECG and Facial modality.

5. Conclusions

In this paper, we establish a novel bimodal emotion database from physiological signals and facial expression, which is named as PSFE. The PSFE database altogether records 32 subjects which include 11 women and 21 man, and their age distribution is from 20 to 25. Moreover, the PSFE database records three basic emotion classes containing calmness, happiness and sadness, which respectively correspond to the neutral, positive and negative emotion state. The general sample number of the PSFE database is 288 and each emotion class contains 96 samples. In future, we will attempt to add the subjects and emotion categories.
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