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Abstract. We compute the $RO(C_2)$-graded Green functor $\mathbb{L}_{KU_{C_2}/(2)}SC_2$.

1. Introduction

The $C_2$-equivariant stable stems are comprised of the abelian groups

$$\pi_{c+w\sigma}SC_2 = \lim_{n \to \infty} \pi_0 \text{Map}_{C_2}(S^{n(1+\sigma)}+(c+w\sigma), S^{n(1+\sigma)})$$

for $c, w \in \mathbb{Z}$, where $\sigma$ is the sign representation of $C_2$. These groups assemble to form the $RO(C_2)$-graded coefficient ring $\pi^*SC_2$ of the $C_2$-equivariant sphere spectrum.

The first systematic computations of $\pi^*SC_2$ were carried out by Araki and Iriye [AI82, Iri82], building on initial investigations of Bredon [Bre67] and Landweber [Lan69]. Recently there has been a renewed interest in computations of $\pi^*SC_2$, owing in part to its connection with Mahowald’s root invariant [Mah67, MR93, BG95] and $\mathbb{R}$-motivic homotopy theory [DI17b, BS20, BGI21], and work of Belmont, Dugger, Guillou, Hill, Isaksen, and Ravenel [DI17a, GI20, GHIR20, BI20b, BGI21] has begun to shed light on the computation of $\pi^*SC_2$ via $\mathbb{R}$-motivic and Adams spectral sequence methods.

The classical Adams spectral sequence and variants remain the most effective tool for 2-primary stem-by-stem computations. However, our understanding of the broad-scale structure of the stable homotopy category is informed by the chromatic perspective, which filters stable homotopy theory by certain periodic phenomena organized by height. After rational stable homotopy theory at height 0, this story begins in earnest at height 1, which corresponds to the portion of stable homotopy theory detected by topological $K$-theory. In the stable stems, this is the image of $J$ and related classes.

We are interested in chromatic equivariant homotopy theory, where much less is known and far fewer computations have been carried out. An inspection of the $\mathbb{R}$-motivic Adams charts [BI20a] reveals that height 1 classes constitute a large piece of $\pi^*S_{S^0}$, and the close relationship between $\mathbb{R}$-motivic and $C_2$-equivariant homotopy theory indicates that the same patterns should occur in $\pi^*SC_2$. After 2-completion, the height 1 portion of the sphere spectrum is captured by $S_{K(1)} = L_{KU/(2)}$, the Bousfield localization of the sphere spectrum with respect to $K(1) = KU/(2)$ [Bou79, Rav84]. The purpose of this paper is to compute the following $C_2$-equivariant analogue.

1.0.1. Theorem. The $RO(C_2)$-graded Green functor

$$\mathbb{L}_{*L_{KU_{C_2}/(2)}SC_2}$$

is as computed in Section 4 and summarized in Section 5.
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1.0.2. Remark. \(KU_{C_2}\) refers to the \(C_2\)-equivariant spectrum representing the \(K\)-theory of \(C_2\)-equivariant complex vector bundles, not to Atiyah’s \(K\mathbb{R}\)-theory. However, \(KU_{C_2}/(2)\) is Bousfield equivalent to \(K\mathbb{R}/(2)\): the Bousfield class of a \(C_2\)-spectrum is determined by the Bousfield classes of its underlying spectrum and geometric fixed points, and both \(KU_{C_2}/(2)\) and \(K\mathbb{R}/(2)\) have underlying spectrum \(KU/(2)\) and contractible geometric fixed points. Thus our computation may also be interpreted as describing \(\prod_* \Lambda_{K\mathbb{R}/(2)} \Sigma \).  

1.0.3. Remark. Bhattacharya–Guillou–Li \([BGL22]\) have produced a \(C_2\)-equivariant complex \(\mathcal{y} = \mathcal{y}_{[h,1]}^C\) lifting the nonequivariant complex \(Y = \mathbb{R}P^2 \land \mathbb{C}P^2\), together with a lift of the \(v_1\)-self map of \(Y\) to a map \(v: \Sigma^1 + \pi \rightarrow \mathcal{y}\) which is nilpotent on geometric fixed points. The positive resolution of the nonequivariant telescope conjecture at height 1 implies, as in Remark 1.0.2, that \(\mathcal{y}[v^{-1}]\) is Bousfield equivalent to \(KU_{C_2}/(2)\). Thus our computation may also be interpreted telescoped as describing \(\prod_* \Lambda_{KU_{C_2}/(2)} \Sigma \).

The structure of \(\prod_* \Lambda_{KU_{C_2}/(2)} \Sigma \) is rather more complex than the classical object \(\pi_* \Sigma_{K(1)}\), and our methods are just robust enough that we are able to completely describe it, not merely up to extensions. This computation serves as a template for future work at different groups, primes, and heights. Our starting point is the following observation.

1.0.4. Lemma. There is an equivalence \(L_{KU_{C_2}/(2)} \Sigma \cong F(\mathbb{C}_2^+, \pi_* \Sigma_{K(1)})\).

Proof. As in Remark 1.0.2, \(KU_{C_2}/(2)\) is Bousfield equivalent to \(C_2^+ \otimes KU/(2)\). The lemma then follows from \([Car22, \text{Proposition 3.22}]\).

Abbreviate \(b(X) = F(\mathbb{C}_2^+, \pi_* X)\), so that \(b(X)\) represents the Borel cohomology theory associated to \(X\), and in particular

\[\pi_{c+w}b(X) = \left[(\Sigma^c + w)_{hC_2}, X\right] = \left[\Sigma^c P_w, X\right] = X^{-c}P_w,\]

where \(P_w = \mathbb{R}P_w^\infty\) is a stunted projective spectrum. The Segal conjecture for \(C_2\), proved by Lin \([Lin80]\), implies that \((\Sigma_{C_2})^2 \cong b(S^2)\). From this perspective, Lemma 1.0.4 gives a quantitative description of the portion of \(\Sigma_{C_2}\) detected by \(L_{KU_{C_2}/(2)} \Sigma \). As a basic example, if \(\alpha \in \pi_* \Sigma_{C_2}\) lifts a class in \(\pi_* \Sigma\) detected by \(\Sigma_{K(1)}\), then \(\alpha\) is itself detected by \(L_{KU_{C_2}/(2)} \Sigma \).

In general, we expect that knowledge of \(\pi_* L_{KU_{C_2}/(2)} \Sigma \) will play a similar but more involved role in the study of \(\pi_* \Sigma_{C_2}\) as knowledge of \(\pi_* \Sigma_{K(1)}\) plays in the study of \(\pi_* \Sigma\).

The groups \(\pi_* L_{KU_{C_2}/(2)} \Sigma \cong \pi_* b(S_{K(1)}) \cong S_{K(1)} \mathcal{P}\) may be computed by the familiar homotopy fixed point spectral sequences (HFPSSs)

\[H^*(C_2; \pi_* b(KO^2_\mathbb{R})) \Rightarrow \pi_* b(KO^2_\mathbb{R}), \quad H^*(\mathbb{Z}\{\psi^3\}; \pi_* b(KO^2_\mathbb{R})) \Rightarrow \pi_* b(S_{K(1)}).\]

These spectral sequences mostly determine the additive structure of \(\pi_* b(KO^2_\mathbb{R})\) and \(\pi_* b(S_{K(1)})\), but hide all of the most interesting multiplicative structure. In fact, much of this additive structure is essentially classical. The groups \(\pi_* b(KO^2_\mathbb{R})\) record the \(KO^2_\mathbb{R}\)-theory of stunted projective spectra, and the groups \(\pi_* b(S_{K(1)})\) may be read off these given their action by \(\psi^3\), and both of these go back to the original work of Adams \([Ada62]\). The groups \(\pi_* b(S_{K(1)})\) are also closely related to the \(C_2\)-equivariant \(J\)-homomorphism, which has been studied by several people \([L678, Cra80, Min83]\), as well as to the unstable \(v_1\)-periodic homotopy groups of spheres, as studied extensively by Davis, Mahowald, and others \([Mah82, DM87]\).

Thus the primary contribution of this paper is a complete description of the Green functor structure of \(\pi_* b(S_{K(1)})\), including all products, restrictions, and transfers. Our main tools are the cofiber sequence \(C_2^+ \rightarrow S^0 \rightarrow S^0\), James periodicity, and a good understanding of cell structures for stunted projective spectra and their \(K(1)\)-localizations.
1.1. Conventions and notation.

1.1.1. Implicit localization. Except where otherwise noted, everything we consider will be implicitly $K(1) = KU/(2)$-localized, so that for example $S = S_{K(1)}$ and $KO = KO^\wedge_{2}$.

1.1.2. S-duals. We sometimes write $D(X) = F(X,S)$.

1.1.3. Bigrading. We find it most convenient to organize our computation by stem and coweight, and for this reason employ the grading convention
\[ \pi_{s,c} = \pi_{c+(s-c)e}. \]
This choice naturally arises from viewing a $C_2$-spectrum $X$ as sandwiched between its underlying spectrum and geometric fixed points, through the maps
\[ \pi_{a+b}X \xleftarrow{\text{res}} \pi_{a+b0}X \xrightarrow{\Phi^{C_2}} \pi_a\Phi^{C_2}X, \]
which with our conventions get reindexed to simply
\[ \pi_{s}X \xleftarrow{\text{res}} \pi_{s,c}X \xrightarrow{\Phi^{C_2}} \pi_{c}\Phi^{C_2}X. \]
We will not make any direct use of geometric fixed points, but have found that the structure of $\pi_{s,c}b(S_{K(1)})$ is still most conveniently organized in this way.

1.1.4. The element $\rho$. There is an element $\rho \in \pi_{-1,0}S_{C_2}$ represented by the inclusion of poles $S^0 \to S^\sigma$. This class plays an important role in $C_2$-equivariant homotopy theory. For example, $\rho$-completion models Borel completion and $\rho$-inversion models geometric fixed points, i.e. $X^{w}_{P} \simeq F(EC_{2+},X)$ and $(X[\rho^{-1}])^{C_2} \simeq \Phi^{C_2}X$.

For our purposes, the most important aspect of $\rho$ is the cofiber sequence
\[ C_{2+} \longrightarrow S^0 \xrightarrow{\rho} S^\sigma, \quad \text{or dually,}\]
\[ S^{-\sigma} \xrightarrow{\rho} S^0 \longrightarrow C_{2+}. \]
Smashing this with any $C_2$-spectrum $X$ yields a long exact sequence
\[ \cdots \longrightarrow \pi_{s}X \xrightarrow{\text{tr}} \pi_{s,c}X \xrightarrow{\rho} \pi_{s+1,c}X \xrightarrow{\text{res}} \pi_{s-1}X \longrightarrow \cdots, \]
and thus
\[ \ker(\text{res}: \pi_{s,c}X \to \pi_{s}X) = \text{im}(\rho: \pi_{s+1,c}X \to \pi_{s,c}X) \]
\[ \ker(\rho: \pi_{s,c}X \to \pi_{s+1,c}X) = \text{im}(\text{tr}: \pi_{s}X \to \pi_{s,c}X). \]
We will use these, particularly the first, throughout the paper.

1.1.1. Remark. If $X$ is an ordinary spectrum, then the action of
\[ X^{-\ast}P_{w+1} = \pi_{w+1+s,c}b(X) \xrightarrow{\rho} \pi_{w+s,c}b(X) = X^{-\ast}P_w \]
is induced by the collapse map $P_w \to P_{w+1}$. In particular, $b(X)$ is $\rho$-complete, and if $\text{Cof}(\rho^{n+1}) = \text{Cof}(\rho^{n+1}: S^{-(n+1)e} \to S^{0})$, then
\[ \pi_{s,c}b(X) \otimes \text{Cof}(\rho^{n+1}) \simeq X^{-c-1}(P_{s-c+n}) \simeq X_c(P_{c-s-1-n}). \]
Here, if $n \geq 0$ then $P_{m+n}$ is the stunted projective spectrum with one cell in each dimension from $m$ to $m + n$. \(<\)

1.1.2. Remark. The class $\rho$ is sometimes denoted $a_{\sigma}$; our notation is borrowed from the $\mathbb{R}$-motivic context. Likewise, we will write $\tau$ for what would sometimes be denoted $u_{\sigma}^{-1}$.

Our computation of $\pi_{s,c}b(S_{K(1)})$ will place $\rho$ into a larger family of elements $\omega_a \in \pi_{8a-1,0}b(S_{K(1)})$, and in that context we will use $\omega_0$ and $\rho$ interchangeably. \(<\)
We descend to $\pi_\ast b(KO)$. The first step is to understand $\pi_\ast b(KU)$, and we begin in Subsection 2.1 by describing $\pi_\ast b(E)$ for more general complex-oriented theories $E$. We descend to $\pi_\ast b(KO)$ in Subsection 2.2 using the HFPSS associated to $KO \simeq KU^{hC_2}$.

2.1. The complex-oriented cohomology of stunted projective spectra. In this subsection, we drop the assumption that everything is $K(1)$-local. Let $E$ be an even-periodic Landweber exact ring spectrum. We wish to describe $\pi_\ast b(E)$ together with its action by the Adams operations $\psi^k$.

Choose a periodic complex orientation $z \in E^0 BU(1)$, so that $E^* BU(1) \cong E_*[[z]]$ and $E_* \cong E_0[[u^{\pm 1}]]$, where $u \in \pi_2 E$ is obtained from $z$ by restricting to the bottom cell of $BU(1)$. For $k \in \mathbb{Z}$, write $[k](z) \in E_0[[z]]$ for the $k$-series of the formal group law associated to $E$. This satisfies $[k](z) = kz + O(z^2)$, and we write $\langle k \rangle(z) = \frac{[k](z)}{z}$.

2.1.1. Lemma. There is an isomorphism

$$E^* BC_2 \cong E_*[[z]]/([2](z)),$$

and $\langle 2 \rangle(z) \in E^0 BC_2$ is the class of the transfer $BC_{2+} \to S^0 \to E$.

Proof. This is well known, see for instance [HKR00, Lemma 5.7]; note that our $z$ relates to their $x$ by $z = u^{-1}x$, and that the proofs only require that $E$ is a complex-oriented theory with $[2](x)$ a non-zero-divisor in $E^* BU(1)$. \qed

Now write $\tau^{-2} \in \pi_{0,-2} b(E) = \langle \Sigma^{-2} P_2, E \rangle$ for the Thom class of the complex bundle $2\sigma = \sigma \otimes \mathbb{C}$, so that $z = \rho^2 \tau^{-2} u \in E^0 BC_2 = E^0 P_0$, and abbreviate $h = \langle 2 \rangle(z)$ so that $E^* BC_2 = E_*[[z]]/(z \cdot h)$.

2.1.2. Proposition. There is an isomorphism

$$\pi_\ast b(E) \cong E_*[\rho, \tau^{\pm 2}]^\wedge / (\rho \cdot h).$$

Proof. The relation $\rho \cdot h = 0$ holds in $\pi_\ast S_{C_2}$, and this induces a map

$$E_*[\rho, \tau^{\pm 2}]^\wedge / (\rho \cdot h) \to \pi_\ast b(E).$$

As $\tau^2 \in \pi_{0,2} b(E)$ is invertible, to show that this map is an isomorphism we may reduce to considering bidegrees $(s, c)$ with $0 \leq s - c \leq 1$. When $s - c = 0$, this amounts to the computation of $E^* BC_2 = E^* P_0$ given in Lemma 2.1.1. The case $s - c = 1$ follows from this and the observation that $\rho$ identifies $\pi_{1,0} b(E)$ as the augmentation ideal of $\pi_{0,0} b(E)$. \qed

2.1.3. Remark. It is possible to give a coordinate-free formulation of Proposition 2.1.2. Given a ring $R$ and invertible ideal $I \subset R$, define $R[I^\pm 1] = \bigoplus_{n \in \mathbb{Z}} I^{\otimes n}$. Given an ideal $J \subset I$, define the graded ring $A$ by $A_{2n} = I^{\otimes n}/(J \cdot I^{\otimes n})$ and $A_{2n-1} = I^{\otimes n}/((J \otimes I^{-1}) \cdot I^{\otimes n})$. Thus $A_2 = R/J \otimes_R R[I^\pm 1]$, and the rest of $A$ records the fact that $J \subset I$. The obvious maps $A_n \to A_{n-1}$ make $A$ into an algebra over the graded polynomial ring $(R/J)[\rho]$, where $|\rho| = -1$.

Now let $R = E^0 BU(1)$ and $G = \text{Spf} R$. Let $I$ be the ideal of functions on $G$ vanishing at 0, so $R[I^\pm 1]$ deforms the ring of meromorphic functions on $G$ [Str99, Definition 5.20]. Let $J \subset R$ be the ideal carving out the 2-torsion points $G[2] \subset G$. Then $J \subset I$ as $0 \in G[2]$, and applying the above construction returns $\pi_{\ast 0} b(E)$. \qed
Because \( E \) is Landweber exact, every automorphism of the formal group \( G = \text{Spf} \, E^0 BU(1) \) induces a multiplicative automorphism of \( E \). In particular, given \( k \in \mathbb{Z} \) invertible in \( E_0 \), formal multiplication by \( k \) is an automorphism of \( G \), and this gives rise to the Adams operation \( \psi^k : E \to E \). If \( E \) is 2-complete, then this extends to any 2-adic unit \( k \in \mathbb{Z}_2^\times \).

2.1.4. Proposition. The Adams operations \( \psi^k \) act by \( E_0 \)-algebra maps, and their action on \( \pi_{*,*} b(E) \) is determined by

\[
\psi^k(u^j) = k^j u^j, \quad \psi^k(\tau^{2j}) = \tau^{2j}(1 + \frac{1}{2}(k^j - 1)(2-h)), \quad \psi^k(\rho) = \rho.
\]

Proof. That \( \psi^k(u^j) = k^j u^j \) is standard, and \( \psi^k(\rho) = \rho \) as \( \rho \) is in the Hurewicz image, so it suffices to compute \( \psi^k(\tau^{2j}) \). By multiplicativity, using the relation \( h^2 = 2h \), one easily reduces to the case \( j = -1 \). Observe that the map \( \Sigma^{-2} P_2 \to \Sigma^{-2} BU(1) \) acts in \( E^0 \)-cohomology by

\[
u^{-1} z E_0[[z]] \to E^2 P_2, \quad u^{-1} z f(z) \to \tau^{-2} f(z).
\]

The operation \( \psi^k \) is defined so that \( \psi^k(z) = [k](z) \) in \( E^0 BU(1) \), and we deduce that

\[
\psi^k(\tau^{-2}) = k^{-1} \tau^{-2} \cdot \langle k \rangle(z)
\]

in \( \pi_{0,-2} b(E) = E^2 P_2 \). Now abbreviate \( p_k = k + \frac{1}{2}(1-k)(2-h) \). We claim that \( \langle k \rangle(z) \equiv p_k \) (mod \([2](z)\)). To prove this, we proceed as in [HKR00, Remark 6.15]. As \( k \) is odd, we have \([k](z) \equiv z \) (mod \([2](z)\)). Thus

\[
\begin{align*}
z \cdot \langle k \rangle(z) - 1 & \equiv 0 \pmod{[2](z)}, \\
z \cdot (p_k - 1) & \equiv 0 \pmod{[2](z)}, \\
p_k - 1 & \equiv (k-1) + O(z),
\end{align*}
\]

the second row following from the relations \( zh = 0 \) and \( h = 2 + O(z) \). As the kernel of multiplication by \( z \) on \( E_0[[z]]/(2)(z) \) is the free \( E_0 \)-module generated by \( h \), any \( f(z) \in E_0[[z]] \) satisfying \( z f(z) \equiv 0 \) (mod \([2](z)\)) is determined modulo \([2](z)\) by its constant coefficient, and so the above identities imply that \( \langle k \rangle(z) - 1 \equiv p_k - 1 \) (mod \([2](z)\)). Thus

\[
\psi^k(\tau^{-2}) = k^{-1} \tau^{-2} \cdot \langle k \rangle(z),
\]

\[
= k^{-1} \tau^{-2} \cdot (k + \frac{1}{2}(1-k)(2-h)) = \tau^{-2}(1 + \frac{1}{2}(k^{-1} - 1)(2-h))
\]

in \( \pi_{0,-2} b(E) \) as claimed. \( \square \)

2.2. The homotopy fixed point spectral sequence. We now return to the \( K(1) \)-local setting, specializing the above discussion to \( KU = KU_p^\infty \). We consider \( KU \) to be oriented with formal group law \( x + y - xy \), so that \([2](z) = 2z - z^2 \), and write \( \beta \in \pi_2 KU \) for the associated Bott element.

2.2.1. Lemma. There is an isomorphism

\[
\pi_{*,*} b(KU) = \mathbb{Z}_2[\beta^\pm 1, \tau^{\pm 2}, \rho]/(\rho \cdot h), \quad h = 2 - \rho^2 \tau^{-2} \beta.
\]

The Adams operations \( \psi^k \) for \( k \in \mathbb{Z}_2^\times \) act on \( \pi_{*,*} b(KU) \) by multiplicative automorphisms, and are determined by

\[
\psi^k(\beta^j) = k^j \beta^j, \quad \psi^k(\tau^{2j}) = \tau^{2j}(1 + \frac{1}{2}(k^j - 1) \cdot \rho^2 \tau^{-2} \beta), \quad \psi^k(\rho) = \rho.
\]

Proof. This is a direct specialization of Proposition 2.1.2 and Proposition 2.1.4. \( \square \)

Lemma 2.2.1 is pictured in the following:
Thus we have

\[\mu \text{ is pictured in the following:}\]

This follows by a direct computation from Lemma 2.2.1.

Proof. This follows by a direct computation from Lemma 2.2.1.

Abbreviate \(v = \tau^{-8}\beta^4 \in \pi_{8,0}b(KU)\), and note that \(\sqrt{v} \in H^0(C_2; \pi_{4,0}b(KU))\). Lemma 2.2.3 is now pictured in the following:
Each black dot is a copy of $\mathbb{Z}_2$, each orange dot is a copy of $\mathbb{Z}/(2)$, and the blue lines point to the left and depict multiplication by $\rho$. We have truncated all $\mu$-towers at $\mu^3$, so that coordinate $(x, y)$ corresponds to $H^n(C_2; \pi_{x+y+n}b(KU))$ for $0 \leq n \leq 3$.

2.2.4. **Lemma.** Differentials in the HFPSS for $\pi_{\ast, \ast}b(KO)$ are generated by

\[
d_3(\beta^2) = \mu^3, \quad d_3(\mu) = 0, \quad d_3(\rho) = 0, \quad d_3(\tau^2 h) = 0, \quad d_3(\eta_0) = 0, \quad d_3(\tau^4) = 0.\]

**Proof.** The differential $d_3(\beta^2) = \mu^3$ is classical. The differentials $d_3(\rho) = 0$ and $d_3(\eta_0) = 0$ hold as these classes are in the Hurewicz image, and $d_3(\tau^2 h) = 0$ as there is no possible target. Finally, $d_3(\tau^4) = 0$ as $4\sigma$ is KO-orientable. \(\square\)

The classes $\tau^4 \in \pi_{0,4}b(KU)$ and $v \in \pi_{8,0}b(KU)$ survive to give $\pi_{\ast, \ast}b(KO)$ a 4-fold vertical periodicity and 8-fold horizontal periodicity. These groups are depicted in the following:
The dashed red and blue lines are hidden $\eta_0$ and $\rho$-extensions, which we now resolve.

2.2.5. **Lemma.** $\rho \cdot \tau^2 h \sqrt{v} = \eta_0 \mu^2$.

**Proof.** Note that $\eta_0 \mu^2 \in \pi_{3,2} b(KO)$. As $\pi_3 KO = 0$, necessarily $\eta_0 \mu^2$ is in the kernel of the forgetful map $\pi_{3,2} b(KO) \to \pi_3 KO$. Thus $\eta_0 \mu^2$ is in the image of $\rho$, and the indicated relation is the only possibility. \hfill \Box

2.2.6. **Lemma.** $\eta_0 \cdot \tau^2 h = \rho \mu^2$.

**Proof.** Following [GHIR20, Proposition 10.13], there is a Wood-type cofibering

$$
\Sigma^* b(KO) \xrightarrow{\eta_0} b(KO) \xrightarrow{\rho} K \mathbb{R},
$$

where $K \mathbb{R}$ is Atiyah’s Real $K$-theory. As $K \mathbb{R}$ is $(2,1)$-periodic, we have $\pi_{1,2} K \mathbb{R} \cong \pi_{3,3} K \mathbb{R} = \pi_3 KO = 0$. Thus $\rho \mu^2 \mapsto 0$ in $\pi_{1,2} K \mathbb{R}$, implying that $\rho \mu^2$ is in the image of $\eta_0$, and the indicated relation is the only possibility. \hfill \Box

2.2.7. **Remark.** One may also compute $\pi_{*,*} b(ko)$ via the Adams spectral sequence

$$
\text{Ext}_{A(1)}(\mathbb{F}_2; H^* P_\ast) \Rightarrow ko^* P_\ast = \pi_{*,*} b(ko).
$$

This spectral sequence collapses with no differentials, and the relations $\rho \cdot \tau^2 h \sqrt{v} = \eta_0 \mu^2$ and $\eta_0 \cdot \tau^2 h = \rho \mu^2$ are seen on the $E_2$-page. We leave the details to the interested reader. \hfill \triangleleft

We also record the following here for later use.

2.2.8. **Lemma.** The forgetful map $\pi_{1,0} b(KO) \to \pi_1 KO$ sends $\eta_0 \mapsto \mu$.

**Proof.** As $\eta_0$ is not in the image of $\rho$, it is not in the kernel of the forgetful map. As $\pi_1 KO = \mathbb{Z}/(2)\{\mu\}$, it must be that $\eta_0 \mapsto \mu$. \hfill \Box

We may summarize our computation with the following.

2.2.9. **Proposition.** $\pi_{*,*} b(KO) = \mathbb{Z}_2[\tau^{\pm 1}, \tau^{\pm 4}, \rho, \eta_0, \tau^2 h, \tau^2 h \sqrt{v}, 2 \sqrt{v}, \mu]/I$, where $I$ is generated by the following relations:

1. Relations involving $\mu$:
   
   \[ \mu^3 = 0, \quad 2\mu = 0, \quad \mu \cdot 2\sqrt{v} = 0, \]
   
   \[ \mu \cdot \tau^2 h = 0, \quad \mu \cdot \tau^2 h \sqrt{v} = 0, \quad \mu \cdot \rho^2 = 0, \quad \mu \cdot \eta_0^2 = 0; \]

2. Relations describing how $\rho$ and $\eta_0$ interact:
   
   \[ \rho^2 \eta_0 = 2\rho, \quad \rho \eta_0^2 = 2\eta_0, \quad \eta_0^4 = \rho^4 v, \quad \rho \cdot 2\sqrt{v} = \eta_0^3; \]

3. Relations lifting $\rho \cdot h = 0$:
   
   \[ \rho \cdot \tau^2 h = 0, \quad \eta_0 \cdot \tau^2 h \sqrt{v} = 0; \]

4. Hidden extensions lifting $\rho \cdot h = 0$:
   
   \[ \eta_0 \cdot \tau^2 h = \rho \mu^2, \quad \rho \cdot \tau^2 h \sqrt{v} = \eta_0 \mu^2; \]

5. Relations lifting $h^2 = 2h$:
   
   \[ \tau^2 h \cdot \tau^2 h = 2\tau^4 (2 - \rho \eta_0), \quad \tau^2 h \cdot \tau^2 h \sqrt{v} = 2\sqrt{v} \cdot \tau^4 (2 - \rho \eta_0), \]
   
   \[ \tau^2 h \sqrt{v} \cdot \tau^2 h \sqrt{v} = 2v \tau^4 (2 - \rho \eta_0); \]

6. Relations implicit in the notation:
   
   \[ \tau^2 h \cdot 2\sqrt{v} = 2 \cdot \tau^2 h \sqrt{v}, \quad \tau^2 h \sqrt{v} \cdot 2\sqrt{v} = 2v \cdot \tau^2 h, \quad 2\sqrt{v} \cdot 2\sqrt{v} = 4v. \]

**Proof.** This summarizes the computation carried out above. \hfill \Box
3. SOME PRELIMINARIES

This section sets up some tools that we will need in our computation of \( \pi_* b(S) \). In Subsection 3.1, we use our computation of \( \pi_* b(KO) \) to deduce information about the \( K(1) \)-local spectra \( P_j \). This partially relies on Subsection 3.2, where we recall the homotopy ring of the nonequivariant \( K(1) \)-local sphere. Finally, in Subsection 3.3 we recall how James periodicity manifests as \( \tau \)-periodicity in \( C_2 \)-equivariant stable homotopy theory.

3.1. \( K(1) \)-LOCAL CELL STRUCTURES. The \( K(1) \)-local Picard group at \( p = 2 \) carries a unique exotic element, i.e. there is up to equivalence a unique \( K(1) \)-local spectrum \( T \) such that \( KU_* T \simeq KU_* \mathbb{Z}_2^\times \)-modules despite \( T \not\simeq S \). This is shown in [HMS94], and much of the following may be found there in some form as well.

The spectrum \( T \) can be detected using \( KO \)-theory, through an equivalence \( KO\otimes T \simeq \Sigma^4 KO \). In practical terms, this means the following. Let \( L \) be a spectrum satisfying \( KU_* L \cong KU_* \mathbb{Z}_2^\times \)-modules, so that either \( L \cong S \) or \( L \simeq T \). Choose a generator \( \iota \in KU_0 L \), and consider the HFPS

\[
H^*(C_2; KU_* L) \cong \mathbb{Z}_2[\beta^{\pm 2}, \mu]/(2\mu) \otimes \mathbb{Z}[\iota] \Rightarrow KO_* L.
\]

In this spectral sequence, one must have either \( d_3(\iota) = 0 \), in which case \( L \cong S \), or else \( d_3(\iota) = \mu^3 \beta^2 t \), in which case \( L \simeq T \). Applied to the spectra \( P_{2n+1} \), this reveals the following.

3.1.1. Lemma. There are equivalences

\[
P_{2n+1} \simeq \begin{cases} S & n \equiv 0, 3 \pmod{4}, \\ T & n \equiv 1, 2 \pmod{4}. \end{cases}
\]

Proof. The element

\[
\rho^{\beta^{n+1}} \tau^{-2(n+1)} \in \pi_{2n+1,0} b(KU) = KU^0 P_{2n+1}
\]

gives a generator of \( KU_* P_{2n+1} \cong KU_* \mathbb{Z}_2^\times \) fixed under the action of \( \mathbb{Z}_2^\times \). Thus \( P_{2n+1} \cong S \) when \( \rho^{\beta^{n+1}} \tau^{-2(n+1)} \) is a permanent cycle in the HFPS of Subsection 2.2, and otherwise \( P_{2n+1} \cong T \). The lemma now follows from Lemma 2.2.4. \( \square \)

To go further, we require some knowledge of \( \pi_* S \) and \( \pi_* T \). We will recall these in Subsection 3.2, but give the following now.

3.1.2. Proposition. The spectrum \( P_{2n} \) participates in cofiberings

\[
S^{2n} \to P_{2n} \to P_{2n+1} \\
S^{2n-1} \to P_{2n-1} \to P_{2n}
\]

realizing \( P_{2n} \) as a 2-cell complex in the \( K(1) \)-local category in two ways, where we consider the Picard element \( T \) to be a single cell. The attaching map vanishes if \( n = 0 \), and is otherwise a nonzero simple 2-torsion map. Explicitly, if we choose equivalences \( P_{2n+1} \cong S \) or \( T \), then the attaching map may be regarded as an element of \( \pi_* S \) or \( \pi_* T \), and with notation from Subsection 3.2 it is as described in the following tables.
Proof. These cofiberings exist before \( K(1) \)-localization, and Lemma 3.1.1 shows that \( K(1) \)-locally they exhibit \( P_{2n} \) as a 2-cell complex in the stated sense. The attaching map in either case may therefore be viewed as an element in \( \pi_*S \) or \( \pi_*T \).

If \( n \) is odd, then our computation of \( \pi_*b(KO) \) shows that \( F(P_{2n}, KO) \simeq KU \), and so the attaching map is detected in \( KO \)-theory. The listed classes are the only possibilities in their degrees; the particular unit cannot be identified as it is sensitive to the choice of equivalence \( P_{2n+1} \simeq S \) or \( T \).

If \( n \) is even, then our computation of \( \pi_*b(KO) \) shows that the cofiberings induce short exact sequences

\[
0 \to KO^*P_{2n+1} \to KO^*P_{2n} \to KO^*S^{2n} \to 0,
\]

\[
0 \to KO^*S^{2n} \to KO^*P_{2n} \to KO^*P_{2n-1} \to 0.
\]

These are extensions of \( KO_*Z_2\gamma/\{\pm 1\} \)-modules, the Ext groups classifying such extensions may be identified as the cohomology groups \( H^1(Z_2\gamma/\{\pm 1\}; KO_* ) \cong H^1(Z\{\gamma^3\}; KO_* ) \) used to compute \( \pi_*S \) and \( \pi_*T \), and the cohomology class corresponding to these extensions is the 2-complete analogue of the \( e \)-invariant [Ada66] of the attaching map. Thus the behavior of the attaching map is entirely governed by this extension. The action of the Adams operations on \( KO^*P_{2n} \) reveals that this extension is trivial if \( n = 0 \), and nontrivial but simple 2-torsion if \( n \neq 0 \), and the listed class is the only possibility in its degree. \qed

3.1.3. Remark. The two 2-cell structures on \( P_{2n} \) given in Proposition 3.1.2 are an example of a fundamental duality present in \( K(n) \)-local equivariant homotopy theory. As the Tate construction vanishes \( K(1) \)-locally [HS96, GS96], the norm

\[
P_n = (S^{n\sigma})_{hC_2} \to (S^{n\sigma})_{hC_2} \simeq D((S^{-n\sigma})_{hC_2}) = D(P_{-n})
\]

is an equivalence. Thus, dualizing the cofiber sequence

\[
S^{2n} \to P_{2n} \to P_{2n+1}
\]

yields a cofiber sequence of the form

\[
S^{-2n} \leftarrow P_{-2n} \leftarrow P_{-2n-1}.
\]

Considering these sequences for both \( n \) and \( -n \) yields the two 2-cell structures on \( P_{2n} \).

3.2. The nonequivariant \( K(1) \)-local sphere. We now recall the structure of and fix notation for \( \pi_*S \) and \( \pi_*T \), as has already been used in Proposition 3.1.2 and will be needed in our computation of \( \pi_*b(S) \). For \( a \in \mathbb{Z} \) and \( b \in \frac{1}{2}\mathbb{Z} \), abbreviate

\[
S_a = \pi_aS, \quad S_{a,b} = \pi_aT^\otimes 2b.
\]

As \( T \otimes T \simeq S \), the group \( S_{a,b} \) only depends on the class of \( b \) in \( \frac{1}{2}\mathbb{Z}/\mathbb{Z} \cong \mathbb{Z}/(2) \). The notation \( S_{a,*} \) will only be used in this subsection.

Define \( j_a \) to be three more than the 2-adic valuation of \( a \), i.e. so that \( \mathbb{Z}/(2^j_a) \cong \mathbb{Z}/(8a) \cong \mathbb{Z}/(3^{2a} - 1) \). When \( a = 0 \), we take \( j_a = \infty \) with the understanding that \( 2^\infty = 0 \) in \( \mathbb{Z}_2 \).

3.2.1. Lemma. For \( a \in \mathbb{Z} \) and \( \epsilon \in \{0, \frac{1}{2}\} \), there are elements

\[
1 \in S_{0,0}, \quad g \in S_{0,1/2},
\]

\[
\rho_{a+\epsilon} \in S_{8(a+\epsilon)-1,\epsilon}, \quad \mu_{a+\epsilon} \in S_{8(a+\epsilon)+1, a+\epsilon}, \quad \xi_{a+\epsilon} \in S_{8(a+\epsilon)+3, \epsilon}.
\]

The groups \( S_{a,*} \) are given by

\[
S_{0,0} = \mathbb{Z}_2\{1\} \oplus \mathbb{Z}/(2)\{\mu_0\rho_0\}, \quad S_{0,1/2} = \mathbb{Z}_2\{g\},
\]
We now consider as fixed throughout the paper some $\beta$ and $\gamma$.

The corresponding facts involving $\gamma$ are analogous; as they will not be needed in our computation of $\pi_{s,b}(S)$, we omit the details. \qed

3.3. James periodicity. In this subsection, we drop the assumption that everything is $K(1)$-local. We have seen that $b(KO\wedge_2)$ is $\tau^4$-periodic, and will see that much of this is visible in $b(S_{K(1)})$. This $\tau$-periodicity is a manifestation of James periodicity [Jam58]: if

$$\gamma(n) = \{k \in \mathbb{Z} : 0 < k \leq n, k \equiv 0, 1, 2, 4 \pmod{8}\}$$

is the $n$th Radon–Hurwitz number, then there are equivalences

$$P_m^{m+n} \simeq \Sigma^{-2\gamma(n)} P_{m+n+2\gamma(n)}^{m+2\gamma(n)}.$$

This itself can be seen as a consequence of the fact that $2\gamma(n)\rho_0$ is divisible by $\rho^{n+1}$ in $\pi_{s,b}(KO)$, see for instance [Mah65]. To make use of this periodicity in our setting, it is convenient to use the following refinement.

3.3.1. Lemma. There are equivalences $\tau^{2\gamma(n)} : \Sigma^{0,2\gamma(n)} \operatorname{Cof}(\rho^{n+1}) \simeq \operatorname{Cof}(\rho^{n+1})$.

Proof. This is [BS20, Theorem 7.7]. \qed
We fix such equivalences, and define $\tau^{k\gamma(n)}$ for $k \in \mathbb{Z}$ by composition. After possibly adjusting these equivalences by a unit, we may suppose that $\tau^{\gamma(n)}$ acts as multiplication by $\tau^{\gamma(n)}$ on $b(KU_2) \otimes \text{Cof}(\rho^{n+1})$. Self maps such as these give rise to secondary operations in the usual way, which we now recall.

3.3.2. **Construction.** Let $X$ be a $C_2$-spectrum. Then there are secondary operations

$$\tau^{k\gamma(n)} : \pi_{s,c}X \to \pi_{s,c+k\gamma(n)}X,$$

defined on the kernel of $\rho^{n+1}$ and with indeterminacy contained in the image of multiplication by an element of $\pi_{n,k\gamma(n)-1}S_{C_2}$, defined as follows. Fix $\alpha \in \pi_{s,c}X$ with $\rho^{n+1}\alpha = 0$, and choose an extension of $\alpha : \Sigma^{s,c}S_{C_2} \to X$ to a map $\alpha' : \Sigma^{s,c}\text{Cof}(\rho^{n+1}) \to X$. Now define $\tau^{k\gamma(n)}\alpha$ to be the composite

$$\Sigma^{s,c+k\gamma(n)}S_{C_2} \xrightarrow{\alpha'} \Sigma^{s,c+k\gamma(n)}\text{Cof}(\rho^{n+1}) \xrightarrow{\tau^{k\gamma(n)}} \Sigma^{s,c}\text{Cof}(\rho^{n+1}) \xrightarrow{\alpha} X.$$

The indeterminacy arising from our choice of $\alpha'$ is contained in the image of multiplication by the map

$$\Sigma^{s,c+k\gamma(n)}S_{C_2} \xrightarrow{\alpha'} \Sigma^{s,c+k\gamma(n)}\text{Cof}(\rho^{n+1}) \xrightarrow{\tau^{k\gamma(n)}} \Sigma^{s,c}\text{Cof}(\rho^{n+1}) \xrightarrow{\partial} \Sigma^{s-n,c+1}S_{C_2},$$

regarded as an element of $\pi_{n,k\gamma(n)-1}S_{C_2}$.

The following diagram may help illustrate the above definition:

```
    \Sigma^{s-n-1,c}S_{C_2}
     \downarrow^{\rho^{n+1}}
    \Sigma^{s,c}S_{C_2}
     \downarrow
    \Sigma^{s,c}\text{Cof}(\rho^{n+1})
     \xrightarrow{\alpha'}
    \Sigma^{s,c+k\gamma(n)}S_{C_2}
     \xrightarrow{\tau^{k\gamma(n)}}
    \Sigma^{s,c+k\gamma(n)}\text{Cof}(\rho^{n+1})
     \xrightarrow{\partial}
    \Sigma^{s-n,c+1}S_{C_2}
```

We will mostly make use of $\tau^{4k}$ as defined on $\rho^3$-torsion elements, which has indeterminacy contained in the image of multiplication by some element of $\pi_{2,4k-1}S_{C_2}$.

3.3.3. **Remark.** We do not need the precise value of the indeterminacy of $\tau^4$ as defined on $\rho^3$-torsion elements, but expect that one may arrange for it to be equal to $\rho(\nu_{cl} - \rho^4\sigma_{C_2})$, where $\nu_{cl} \in \pi_{3,3}S_{C_2}$ is the nonequivariant quaternionic Hopf map and $\sigma_{C_2} \in \pi_{7,3}S_{C_2}$ is the $C_2$-equivariant octonionic Hopf map, up to choices of orientations; this element is detected by $\rho\tau^2h_2$ in the $\mathbb{R}$-motivic summand of the $E_2$-page of the $C_2$-equivariant Adams spectral sequence. Assuming this is the case, one may interpret the construction as saying that $\tau^4\alpha \in \langle \rho(\nu_{cl} - \rho^4\sigma_{C_2}), \rho^3, \alpha \rangle$.

At this point, we resume our convention that everything is $K(1)$-local.

4. **The $K(1)$-Local Sphere**

At last we have everything needed for the main computation. Throughout this section, we abbreviate

$$\pi_{s,*} = \pi_{s,*}b(S).$$
We also fix throughout this section some \( k \in \mathbb{Z}_2^\times \) which projects to a generator of the pro-cyclic group \( \mathbb{Z}_2^\times / \{ \pm 1 \} \). The standard choice is \( k = 3 \).

This section should be regarded as running parallel to Section 5, which organizes the output of our computation into tables, rather than preceding it.

4.1. Additive structure. The unit map \( b(S) \to b(KO) \) factors through an equivalence

\[
b(S) \simeq b(KO^\mathbb{Z}\{\psi^k\}) \simeq b(KO)^\mathbb{Z}\{\psi^k\}.
\]

This is realized by a fiber sequence

\[
b(S) \longrightarrow b(KO) \overset{\psi^k-1}{\longrightarrow} b(KO),
\]

which gives rise to short exact sequences

\[
0 \to \text{Coker}(\psi^k - 1: \pi_{s+1,c+1}b(KO)) \to \pi_{s,c} \to \text{Ker}(\psi^k - 1: \pi_{s,c}b(KO)) \to 0.
\]

We may view these short exact sequences as describing the extension problem for the HFPSS

\[
H^*(\mathbb{Z}\{\psi^k\}; \pi_{s,c}b(KO)) \Rightarrow \pi_{s,s};
\]

the kernel is the 0-line, the cokernel is the 1-line \( H^1 \), and all lines above these are zero. These groups may be readily computed using our knowledge of \( \pi_{s,s}b(KO) \).

We first fix some notation. Given \( x \in \pi_{s,c}b(KO) \), write \([x]\) for the image of \( x \) in the 1-line, detecting a unique element of \( \pi_{s-1,c-1} \). Given \( x \in \pi_{s,c}b(KO) \) fixed by \( \psi^k \), write \( x \) for the corresponding element of the 0-line, detecting an element of \( \pi_{s,c} \).

Recall the definition of \( j_a \) from Subsection 3.2, as well as the notation \( S_{4a-1} = \mathbb{Z}_2/(2^j_a) \).

Given integers \( a \) and \( b \), define the 2-adic unit

\[
u_{a,b} = 2^{j_a-j_b-a} \frac{k^{2b} - k^{2a}}{k^{2a} - 1}.
\]

taking \( u_{a,b} = 1 \) if \( a = 0 \) or \( a = b \). Given symbols \( x \) and \( y \), define the group

\[
E_{a,b}\{x,y\} = \mathbb{Z}_2\{x,y\} / (\{k^{2a} - 1\}x + \frac{1}{2}(k^{2b} - k^{2a})y, (k^{2b} - 1)y)
\]

\[\simeq \mathbb{Z}_2\{x,y\}/(2^j_a x + 2^{j_a-a-1}u_{a,b}y, 2^{j_b}y).\]

This sits in a short exact sequence

\[
0 \to S_{4b-1}\{y\} \to E_{a,b}\{x,y\} \to S_{4a-1}\{x\} \to 0,
\]

except when \( a = 0 \) where \( E_{0,b}\{x,y\} = \mathbb{Z}_2\{x\} \oplus \mathbb{Z}_2/(2^{j_b-1})\{y\} \).

4.1.1. Lemma. The full additive structure of the HFPSS is as described by the first, third, and fourth columns of Table 1.

Proof. The groups \( \pi_{s,s}b(KO) \) and their action by \( \psi^k \) are as described in Subsection 2.2. The lemma now follows by a direct calculation of the kernel and cokernel of \( \psi^k - 1 \).

4.1.2. Lemma. All \( \tau^4 \)-periodicity in \( \pi_{s,s} \) defined for \( \rho^3 \)-torsion elements holds without indeterminacy in coweights not congruent to \(-1 \) mod 4.

Proof. The secondary operation \( \tau^{4k} \) as defined on \( \rho^3 \) elements has indeterminacy contained in the image of multiplication by some element of \( \pi_{2,4b-1} \). By Lemma 4.1.1, this group is completely detected on the 1-line, so products out of it can be computed algebraically in the HFPSS, with no danger of hidden extensions. By inspection, this group is killed by everything except various quantities of elements in coweights congruent to 0 mod 4, proving the lemma.
There are no nontrivial additive extensions in the HFPSS.

**Proof.** There is only room for possible nontrivial additive extensions in degrees \((8a, 4b+1), (8a+1, 4b+1), \) and \((8a+2, 4b+1).\) These degrees consist of \(\rho^2\)-torsion elements, so by Lemma 4.1.2 we may reduce to \(b=2a.\) This is a computation in the duals of the spectra \(P_{-1}, P_0, \) and \(P_1.\) By Lemma 3.1.1, this is just a computation in \(S.\) Here the lemma is known, as was recalled in Subsection 3.2. \(\square\)

**4.1.4. Proposition.** The full additive structure of \(\pi_{*,*}\) is as described in Table 1.

**Proof.** This follows immediately from Lemma 4.1.1 and Lemma 4.1.3. \(\square\)

From here on we would like to use the new notation for elements of \(\pi_{*,*}\) given in the second column of Table 1, but some care is necessary to safely do so: if \(x\) lies on the 0-line of the HFPSS, then \(x\) may not uniquely determine an element of \(\pi_{*,*}\), but only a coset of the subgroup generated by elements detected on the 1-line in the same degree. In order to completely determine \(\pi_{*,*}\), we must be explicit about how we lift these classes to \(\pi_{*,*}\).

Note that there is a unit map \(\pi \rightarrow b(S)^C \simeq D(P_0),\) given by restriction along the projection \(P_0 \simeq \Sigma^\infty_+ BC \rightarrow S.\) This induces maps \(S_a \rightarrow \pi_{a,a}\) making \(\pi_{*,*}\) into an \(S_\ast\)-algebra.

**4.1.5. Definition.** The generators of \(\pi_{*,*}\) detected on the 0-line are chosen as follows, where \(a\) and \(b\) range through \(Z:\)

1. The element \(\tau 2^b \in \pi_{0,2b} = \pi_{2b} D(P_{-2b})\) is defined as \(\tau 2^b \in tr(1),\) where \(tr: \pi_0 S \rightarrow \pi_0 2b\) is the transfer. Equivalently, at least up to a sign, \(\tau 2^b h\) is the image of 1 under the boundary map associated to the cofiber \(D(P_{-2b}) \rightarrow D(P_{-2b-1}) \rightarrow D(S^{2b-1}).\)

2. The element \(\mu_{a,2a} \in \pi_{8a+1,8a+1}\) is defined as the image of \(\mu_a \in S_{8a+1}\) under the unit map \(S \rightarrow D(P_0),\) where \(\mu_a \in S_{8a+1}\) was itself defined in Subsection 3.2. In general, we define \(\mu_{a,b} = \tau 4b-a \mu_{a,2a} \in \pi_{8a+1,4b+1},\) which is unambiguous by Lemma 4.1.2.

3. The element \(\omega_0 \in \pi_{-1,0}\) is defined as the Hurewicz image of \(\rho.\)

4. In general, there are two elements in \(\pi_{8a-1,0}\) detected by \(\rho v^a,\) and we may distinguish \(\omega_a \in \pi_{8a-1,0}\) by asking that \(\omega_a \cdot \mu_0 = \omega_0 \cdot \mu_0.\)

5. There are two elements in \(\pi_{8a-1,0}\) detected by \(\eta_0 v^a,\) and Lemma 2.2.8 implies that these lift \(\mu_a\) and \(\mu_a + \mu_0^2 \rho_a\) through the forgetful map \(\pi_{8a+1,0} \rightarrow S_{8a+1}.\) We choose \(\eta_a \in \pi_{8a+1,0}\) to lift \(\mu_a\).

6. The elements \(\omega_0 \omega_0 a, \omega_0^2 \omega_0, \omega_0^2 \omega_0 a, \omega_0 \eta_a, \eta_0 \eta_0 a, \eta_0^2 \eta_0 a, \omega_0 \mu_0 a, \eta_0 \mu_0 a, \omega_0 \eta_0 \mu_0 a, \omega_0 \eta_0 \mu_0 a, \eta_0 \mu_0 a, \) and \(\omega_0 \eta_0 \mu_0 a\) are defined as products as their notation suggests. \(\square\)

**4.1.6. Remark.** We will generally abbreviate \(\mu_0 = \mu_{0,0}.\) This is the Hurewicz image of the nonequivariant Hopf map \(\eta_1,\) and in general \(\mu_{a,b} = \tau 4b-8a \beta^{4a} \rho_0.\) \(\square\)

**4.1.7. Lemma.** The unit map \(S \rightarrow \pi_{*,*}\) is given on generators by

\[
\rho_a \mapsto \rho_{a,2a}, \quad \mu_a \mapsto \mu_{a,2a}, \quad \xi_a \mapsto \xi_{a,2a+1}.
\]

**Proof.** Immediate from the definitions. \(\square\)

**4.1.8. Lemma.** The forgetful map \(\pi_{*,*} \rightarrow S_a\) is as described in the last column of Table 1.

**Proof.** Most of these values follow directly by comparing the HFPSSs used to compute \(\pi_{*,*}\) and \(S_s\), together with our good choice of generators for \(\pi_{*,*}\) given in Definition 4.1.5. There are two spots where a filtration jump occurs. The first is \(\eta_a \mapsto \mu_a,\) which holds by our choice of \(\eta_a.\) The second is \(\omega_a \mapsto 2^{2a-1} \rho_a.\) This is clear if \(a=0,\) so suppose \(a \neq 0.\) In this case, \(\omega_a\) is not in the image of \(\rho,\) but \(2 \omega_a\) is. Thus \(\omega_a\) is sent under the forgetful map to some nonzero simple 2-torsion element in \(S_{8a-1},\) and \(2^{2a-1} \rho_a\) is the only possibility. \(\square\)
4.1.9. Remark. As \( \eta_a \eta_b \eta_c \) is not divisible by \( \rho \), it is not in the kernel of the forgetful map, implying that \( \mu_a \mu_b \mu_c \neq 0 \) in \( S_\ast \). This recovers the classical hidden extension \( \mu_a \mu_b \mu_c = 4 \xi_{a+b+c} \), as there are no other nonzero simple 2-torsion elements in this degree.

We end this subsection with a graphical depiction of the groups \( \pi_{\ast, \ast} b(S_{K(1)}) \):

\[
\begin{array}{c|c|c}
\tau^2 h \cdot \rho_a \rho_{2b+1} & \mu_{a, 2b+1} & \zeta_{a, 2b+1} \\
\hline
\rho_{a, 2b+1} & \rho_{a, 2b} & \zeta_{a, 2b} \\
\hline
\mu_0 \rho_{0, 2b+1} & \mu_0 \rho_{0, 2b} & \xi_{0, 2b+1} \\
\hline
\end{array}
\]

This depicts the 8 \times 8 \ region of the bigraded groups \( \pi_{\ast, \ast} \), starting with \( \pi_{8a-2, 8b-1} \) in the bottom left corner. Observe for example how the classes along the main diagonal of slope 1 form the same pattern seen in \( S_\ast \), reflecting the equivalence \( P_{8(a-b)-1} \simeq S \). This picture requires \( a \neq 0 \) and \( b \neq 0 \), as the \( a = 0 \) line additionally contains the elements \( \tau^2 h \cdot \rho_a \), and the \( b = 0 \) line contains the subring of \( \pi_{\ast, 0} \) generated by the elements \( \omega_a \) and \( \eta_a \) described in Proposition 4.2.7 below.
4.2. Products. All products in \( \pi_{*,*} \) involving at least one element detected on the 1-line can be computed in the HFPSS, as there is no room for a hidden extension to occur. These products are summarized, together with all other products, in Table 2, and we will not go through them individually. However we do record the following explicitly, as it may not be apparent from the notation.

4.2.1. Lemma. \( \omega_a \cdot \zeta_{b,c} = \eta_0 \mu_0^2 \rho_{a+b,c} \) and \( \eta_a \cdot \tau^{4b+2} h = \omega_0 \mu_0 \mu_{a,b} \).

Proof. These are inherited from Lemma 2.2.5 and Lemma 2.2.6.

On the other hand there is plenty of room for hidden products among elements detected on the 0-line, and we resolve these here. Unfortunately, we know of no good way of visualizing this computation, as the the spectral sequence under consideration is concentrated on only two lines. However, we can determine where hidden extensions may lie with the aid of Table 1, by manually checking all products of the form \( x \cdot y \) where \( x \) and \( y \) are detected on the 0-line and the degree of \( x \cdot y \) contains one or more classes detected on the 1-line. In doing so, we need only produce enough relations to reduce all such products to linear combinations of the given additive generators of \( \pi_{*,*} \).

Throughout the following, \( a,b,c \) range through \( \mathbb{Z} \), and we write \( \varphi : \pi_{*,*} \to S_* \) for the forgetful map, which we recall has kernel equal to the image of multiplication by \( \omega_0 = \rho \).

4.2.2. Lemma. \( \omega_a \cdot \mu_{b,c} = \omega_0 \mu_{a+b,c} \) and \( \mu_{a,b} \cdot \mu_{c,d} = \mu_0 \cdot \mu_{a+c,b+d} \).

Proof. Consider the first product. As both \( \tau^4 \)-periodicity and \( \beta^4 \)-periodicity are defined without indeterminacy in these degrees, we may compute

\[
\omega_a \cdot \mu_{b,c} = \tau^{4c-8b} \beta^{4b} (\omega_a \cdot \mu_0) = \tau^{4c-8b} \beta^{4b} (\omega_0 \cdot \mu_{a,0}) = \omega_0 \cdot \mu_{a+b,c}.
\]

The second product is analogous.

4.2.3. Lemma. \( \eta_a \cdot \mu_{b,c} = \eta_0 \mu_{a+b,c} \).

Proof. It suffices to show that this identity holds mod \( (2, \rho^3) \). By definition, \( \eta_a \) is detected by \( \eta_0 \beta^a \tau^{-8a} \). The further assumption that \( \eta_a \) lifts \( \mu_a = \beta^a \mu_0 \) ensures that \( \eta_a = \tau^{-8a} \cdot \beta^a \cdot \eta_0 \) in \( b(S/2) \otimes \text{Cof}(\rho^3) \). Thus we may compute

\[
\eta_a \cdot \mu_{b,c} = \tau^{-8a} \cdot \beta^a \cdot \eta_0 \cdot \tau^{4c-8b} \cdot \beta^{4b} \cdot \mu_0 = \eta_0 \cdot \mu_{a+b,c}
\]
as claimed.

4.2.4. Lemma. \( \omega_0^2 \eta_a = 2 \omega_a \).

Proof. The alternative is that \( \omega_0^2 \eta_a = 2 \omega_a + \omega_0 \mu_0 \rho_{a,b} \), and thus \( \mu_0 \cdot \omega_0^2 \eta_a = \omega_0 \mu_0^2 \rho_{a,b} \neq 0 \). By Lemma 2.2.2, \( \mu_0 \cdot \omega_0^2 \eta_a = \eta_0 \cdot \omega_0^2 \mu_{a,0} \). The product \( \omega_0^2 \mu_{a,0} \) lives in \( \pi_{8a-1,1} = S_{8a-1} \), and so must be divisible by 2. As \( \pi_{8a,1} \) is killed by 2, it follows that \( \mu_0 \cdot \omega_0^2 \eta_a = \eta_0 \omega_0^2 \mu_{a,0} = 0 \).

4.2.5. Lemma. \( \eta_0^2 \omega_a = 2 \eta_a \).

Proof. The alternative is that \( \eta_0^2 \omega_a = 2 \eta_a + \eta_0 \mu_0 \rho_{a,0} \). But \( \varphi(\eta_0^2 \omega_a) = \mu_0^2 \cdot 2^{j_{2s-1}} \rho_a = 0 \), whereas \( \varphi(2 \eta_a + \eta_0 \mu_0 \rho_{a,0}) = 2 \mu_a + \mu_0^2 \rho_a = \mu_0^2 \rho_a \neq 0 \).

4.2.6. Lemma. \( \omega_a \eta_{b+c} = \omega_{a+b+c} \).

Proof. This identity holds on the 0-line, so as \( \mu_0 \) acts injectively on the 1-line in this degree, it suffices to show that the identity holds after multiplication by \( \mu_0 \). Here we have

\[
\mu_0 \cdot \omega_a \eta_{b+c} = \mu_{a+b+c,0} \cdot \omega_0 \eta_0 = \mu_0 \cdot \omega_{a+b+c}
\]
by Lemma 2.2.2 and Lemma 2.2.3.
It is worth combining the preceding three lemmas into the following.

4.2.7. Proposition. Let \( R \subset \pi_{*,0} \) be spanned by the elements 1, \( \omega_0^2 \omega_a, \omega_0^2 \omega_a, \omega_0 \omega_2, \omega_a, \omega_0 \eta_a, \eta_a, \eta_0 \eta_a, \) and \( \eta_0^2 \eta_a \). Then \( R \) is a subring, and satisfies the following relations:
\[
\begin{align*}
\omega_0^2 \eta_a &= 2 \omega_a, \\
\eta_0^2 \omega_a &= 2 \eta_a, \\
\eta_0^3 \eta_a &= \omega_0 \omega_{a+1} \\
\eta_a + b \eta_a &= \eta_a \eta_{b+c}, \\
\eta_a + b \omega_a &= \eta_a \omega_{b+c}, \\
\omega_a + b \omega_a &= \omega_a \omega_{b+c}. 
\end{align*}
\)

Proof. The first, second, and fourth relations were proved in Lemma 4.2.4, Lemma 4.2.5, and Lemma 4.2.6 respectively. The remaining relations hold as they hold on the 0-line and there are no classes detected on the 1-line in their respective degrees. \( \square \)

4.2.8. Remark. As \( \omega_0 = \rho \), there holds in \( R \) the relation
\[
\rho \cdot 2^{4c+\epsilon} = \begin{cases} 
\rho^{8c+2} \cdot \eta_c & \text{if } \epsilon = 1, \\
\rho^{8c+3} \cdot \eta_0 \eta_c & \text{if } \epsilon = 2, \\
\rho^{8c+4} \cdot \eta_0^2 \eta_c & \text{if } \epsilon = 3, \\
\rho^{8c+8} \cdot \omega_{c+1} & \text{if } \epsilon = 4.
\end{cases}
\]
This is a manifestation of the Mahowald invariants of powers of 2 [MR93], as seen through the \( C_2 \)-equivariant interpretation of the Mahowald invariant [BG95]. In particular, we expect that the classes \( \omega_a \) and \( \eta_a \) lift to the non-localized \( C_2 \)-equivariant stable stems \( \pi_{*,0} SC_2 \) for \( a \geq 0 \), and the subring of \( R \) generated by these is exactly the Bredon–Landweber region of \( \pi_{*,*} SC_2 \), as has also been studied by Guillou–Isaksen [GI20] via the \( C_2 \)-equivariant Adams spectral sequence. \( \square \)

4.2.9. Lemma. \( \omega_a \cdot \tau^{2b} h = 0. \)
Proof. There is no room for a hidden extension when \( b \) is odd, so suppose that \( b \) is even. The alternative is that \( \eta_0 \tau^{2b} h = \omega_0 \mu_0^2 \rho_{a,b}/2 \), and thus \( \eta_0 \omega_a \tau^{2b} h = \omega_0 \eta_0 \mu_0^2 \rho_{a,b}/2 \neq 0 \). But \( \eta_0 \omega_a \tau^{2b} h = \eta_0 \omega_0 \tau^{2b} h \), so we reduce to verifying \( \omega_0 \tau^{2b} h = 0. \) This now follows from the definition of \( \tau^{2b} h \). \( \square \)

4.2.10. Lemma. \( \eta_a \cdot \tau^{4b} h = 0. \)
Proof. The alternative is that \( \eta_a \cdot \tau^{4b} h = \eta_0 \mu_0 \rho_{a,b} \), but this cannot hold as \( \omega_0 \cdot \eta_a \cdot \tau^{4b} h = 0 \) whereas \( \omega_0 \cdot \eta_0 \mu_0 \rho_{a,b} \neq 0. \) \( \square \)

4.2.11. Lemma. \( \tau^{2a} h \cdot \tau^{2b} h = 2 \tau^{2(a+b)} h. \)
Proof. The alternative is that \( \tau^{2a} h \cdot \tau^{2b} h = 2 \tau^{2(a+b)} h + \mu_0 \rho_{(a+b)/2} \) for some \( a, b \) such that \( a + b \) is even, but this cannot hold as \( \omega_0 \cdot \tau^{2a} h \cdot \tau^{2b} h = 0 \) whereas \( \omega_0 \cdot \mu_0 \rho_{(a+b)/2} \neq 0. \) \( \square \)

4.2.12. Lemma. \( \omega_a \cdot \omega_0 \mu_{b,c} = 2^{2z} \tau^{2(a+b)} h \cdot \rho_{a+b,c}. \)
Proof. As \( \omega_a \omega_0 \mu_{b,c} = \omega_0 \omega_0 \mu_{a+b,c} \) by Lemma 4.2.2, we may reduce to the case \( a = 0. \) As \( \varphi(\tau^{2b} h \cdot \rho_{b,c}) = 2 \rho_{b,c} \), we have \( \varphi(2^{2z} \tau^{2(a+b)} h \cdot \rho_{b,c}) = 0. \) Thus \( 2^{2z-1} \tau^{2z} h \cdot \rho_{b,c} \) is in the image of \( \omega_0 \), and this is the only possibility. \( \square \)

4.2.13. Lemma. \( \eta_a \cdot \eta_0 \mu_{b,c} = 4 \zeta_{a+b,c}. \)
Proof. This is the only possibility given \( \varphi(\eta_a \cdot \eta_0 \mu_{b,c}) = \mu_0 \mu_0 \mu_b = 4 \zeta_{a+b,c} = \varphi(4 \zeta_{a+b,c}). \) \( \square \)
4.2.14. **Lemma.** $\mu_0^2 \cdot \mu_{a,2b} = 4\xi_{a,2b+1}$.

**Proof.** Here we have

$$
\mu_0^2 \mu_{a,2b} \in E_{2a+1,2b+1}\{\xi_{a,2b+1}, \omega_0 \eta_0 \xi_{a,2b+1}\} \cong \mathbb{Z}/(8)\{\xi_{a,2b+1}\} \oplus \mathbb{Z}/(8)\{\omega_0 \eta_0 \xi_{a,2b+1}\},
$$

so by comparison with $\varphi(\mu_0^2 \mu_{a,2b}) = \mu_0^2 \mu_a = 4\xi_a$ we find that

$$
\mu_0^2 \mu_{a,2b} \in 4\xi_{a,2b+1} + \mathbb{Z}/(2)\{4\omega_0 \eta_0 \xi_{a,2b+1}\}.
$$

The elements $\xi_{a,2b+1}$ are $\rho^3$-torsion, and there is a $\tau^8$-periodicity of $\xi_{a,2(b+c)+1} \in \tau^8 \xi_{a,2b+1}$. This has indeterminacy contained in the image of multiplication by an element of $\pi_{4,8c-1} = S_{8c-1}\{\eta_0 \xi_{0,2c}\}$, which is zero in this degree. We may thus reduce to $b = a$, where we are claiming $\mu_0^2 \mu_{a,2a} = 4\xi_{a,2a+1}$. This is the image of the relation $\mu_0^2 \mu_a = 4\xi_a$ recalled in **Lemma 3.2.1** under the unit map $S_\ast \to \pi_{4,a}$ given in **Lemma 4.1.7**, proving the lemma. \qed

4.2.15. **Lemma.** $\mu_0^2 \cdot \mu_{a,2b-1} = 4\xi_{a,2b} + 2u_{2a+1,2b}\omega_0 \eta_0 \xi_{a,2b}$.

**Proof.** Abbreviate $x = (2\sqrt{v})\tau^{8b}v^a$, $y = \rho \eta_0 (2\sqrt{v})\tau^{8b}v^a$,

so $x, y \in \pi_{8a+1,8b}(KO)$ with $\xi_{a,2b} = [x]$ and $\omega_0 \eta_0 \xi_{a,2b} = [y]$, and also abbreviate $u = u_{2a+1,2b}$. The product under consideration is a simple $2$-torsion element of the group

$$
\pi_{8a+3,8b-1} = E_{2a+1,2b}\{[x],[y]\} = \mathbb{Z}_2\{[x],[y]\}/(8[x] + 4u[y], 2^{2\eta}y),
$$

so by comparison with $\varphi(\mu_0^2 \mu_{a,2b-1}) = \mu_0^2 \mu_a = 4\xi_a$, we find

$$
\mu_0^2 \mu_{a,2b-1} \in 4[x] + 2u[y] + \mathbb{Z}/(2)\{2^{2\eta}-1[y]\}.
$$

This leaves two possible values, and we must cut it down to one.

By definition, $\pi_{8a+3,8b-1} = \pi_{8b-1}D(P_{8(a-b)+4})$, and by **Proposition 3.1.2** we may identify $D(P_{8(a-b)+4}) \simeq \text{Cof}(4\rho_{b-a-1/2})$. Let $X = \text{Cof}(2\rho_{b-a-1/2})$. This comes equipped with a map $p: X \to D(P_{8(a-b)+4})$ of degree 2 on the 0-cell, and $\mu_{a,2b-1}$ lifts to $\pi_{8b-3}X$. The product under consideration then lifts to a simple 2-torsion class in $\pi_{8b-1}X$, and we claim that the indicated relation is the only possibility.

We can choose $KO_{8b}X = \mathbb{Z}_2\{x', y'\}$ in such a way that $p(x') = x$ and $p(y') = 2y$, so the action of $\psi^k$ is given by

$$
\psi^k(x') = k^{4a+2}x' + \frac{1}{4}(k^{4b} - k^{4a+2})y',
\psi^k(y') = k^{4b}y'.
$$

It follows that

$$
\pi_{8b-1}X = \mathbb{Z}_2\{[x'],[y']\}/(8x' + 2u[y'], 2^{2\eta}y'),
$$

with $p([x']) = [x]$ and $p([y']) = 2[y]$. The class $4[x] + (2u + 2^{2\eta-1})y$ does not lift to a simple 2-torsion element of $\pi_{8b-1}X$, so the situation is as claimed. \qed

It is convenient to record the following consequence of the preceding two lemmas.

4.2.16. **Lemma.** $\omega_0 \mu_0^2 \mu_{a,b} = 2^{2b+1-\frac{1}{2}}\eta_0^2 \rho_{a,b+1}$.

**Proof.** First suppose that $b = 2c$ is even. In this case **Lemma 4.2.14** implies that

$$
\omega_0 \cdot \mu_0^2 \mu_{a,2c} = \omega_0 \cdot 4\xi_{a,2c+1} = 4\eta_0^2 \rho_{a,2c+1}.
$$
Next suppose that $b = 2c - 1$ is odd, and define the 2-adic unit $u = 8 \cdot (k^{4a} + 2 - 1)^{-1}$. Now Lemma 4.2.15 implies that
\[
\omega_0 \cdot \mu_0^2 \mu_a,2c-1 = \omega_0 \cdot (4\xi_a,2c + 2u\xi_a,2c) = \omega_0(\frac{1}{2}(k^{4a} + 2 - 1)\xi_a,2c + \frac{1}{4}(k^{4a} - k^{4a} + 2)\xi_0) = \frac{u}{2}(k^{4a} - 1)\omega_0 \xi_a,2c = 2^{2c-1-1}(2)^3\mu_a,2c
\]
as claimed. □

4.2.17. Remark. Lemma 4.2.16 may also be derived as a consequence of Lemma 4.3.3 below. Indeed, Lemma 4.3.3 implies that $\text{tr}_{4b+3}(\mu_0^2 \rho_a) = 0$ and $\text{tr}_{4b+3}(\mu_0 \mu_a) = \omega_0 \mu_0^2 \mu_a,b$. As the image of the transfer equals the kernel of $\omega$, and $2^{j+1-1} \eta_0^3 \rho_{a,b+1}$ is in the kernel of $\omega_0$ by Proposition 4.2.7, the only possibility is that $\omega_0 \mu_0^2 \mu_a,b = 2^{j+1-1} \eta_0^3 \rho_{a,b+1}$. □

4.2.18. Lemma. $\mu_{a,b} \cdot \tau^4c h = \omega_0 \eta_0 \mu_{a,b+c}$.

Proof. By $\tau^4$-periodicity, we may reduce to $c = 0$. Here we compute
\[
\mu_{a,b} \cdot h = \mu_{a,b} \cdot (2 - \omega_0 \eta_0) = \omega_0 \eta_0 \mu_{a,b}
\]
as claimed. □

4.2.19. Lemma. $\mu_{a,b} \cdot \tau^4c - 2h = 2^{b+c-1} \eta_0^2 \rho_{a,b+c}$.

Proof. As $\eta_0$ acts injectively in this degree, it is sufficient to show
\[
\eta_0 \cdot \mu_{a,b} \cdot \tau^4c - 2h = 2^{b+c-1} \eta_0^2 \rho_{a,b+c}.
\]
This lives in the group $\Sigma_{4(b+c)-1} = \mathbb{Z}/(2^{b+c})$, so it is sufficient to show that $\eta_0 \cdot \mu_{a,b} \cdot \tau^4c - 2h$ is nonzero except when $b + c = 0$. Using Lemma 4.2.1 and Lemma 4.2.2, we may compute
\[
\eta_0 \cdot \mu_{a,b} \cdot \tau^4c - 2h = \mu_{a,b} \cdot \omega_0 \mu_0 \cdot \mu_{0,c-1} = \omega_0 \cdot \mu_0^2 \cdot \mu_{a,b+c-1}.
\]
This is nonzero for $b + c \neq 0$ by Lemma 4.2.16. □

4.3. Transfers. We now consider the transfer maps
\[
\text{tr}_c : \pi_\ast S \to \pi_{a,c}.
\]
We first compute the values $\text{tr}_c(1) \in \pi_{0,c}$. For the following, recall that the image of the transfer equals the kernel of $\rho = \omega_0$.

4.3.1. Lemma. $\text{tr}_{2b}(1) = \tau^{2b} h$.

Proof. This holds by Definition 4.1.5. □

4.3.2. Lemma. $\text{tr}_{4b-1}(1) = 2^{b-1} \eta_0 \rho_{0,b}$.

Proof. This is implicit in Proposition 3.1.2, but let us proceed directly. The transfer $\text{tr}_{4b-1}(1)$ lives in the group $\pi_{0,4b-1} = \mathbb{Z}/(2^b) \{ \eta_0 \rho_{0,b} \}$. As
\[
\pi_{-1,4b-1} \cong E_0(\rho_{0,b}, \omega_0 \eta_0 \rho_{0,b}) \cong \mathbb{Z}/(2) \{ \rho_{0,b} \} \oplus \mathbb{Z}/(2^{b-1}) \{ \omega_0 \eta_0 \rho_{0,b} \},
\]
the kernel of $\omega_0$ acting on $\pi_{0,4b-1}$ is generated by $2^{b-1} \eta_0 \rho_{0,b}$, and the stated value of $\text{tr}_{4b-1}(1)$ is the only possibility. □
4.3.3. **Lemma.** \( \text{tr}_{4b+1}(1) = \omega_0 \mu_{0,b} \).

**Proof.** The transfer is \( \tau^1 \)-periodic, and the indeterminacy of \( \tau^1 \) is contained in the image of multiplication by \( h = \text{tr}_0(1) \). In particular, as

\[
\text{tr}_{4b+1}(1) \in \mathbb{Z}/\langle 2 \rangle \{ \omega_0 \mu_{0,b}, \omega_0 \mu_0^2 \rho_{0,b} \},
\]

the indeterminacy vanishes in these degrees, so we may reduce to the case \( b = 0 \). Consider the 2-primary but otherwise unlocalized \( C_2 \)-equivariant stable stems \( \pi_{*,*}S_{C_2} \). We have

\[
\pi_{0,1}S_{C_2} = \mathbb{Z}/\langle 2 \rangle \{ \rho_\eta_{1}, \rho^3 \nu_{C_2} \},
\]

where \( \nu_{C_2} \) is the \( C_2 \)-equivariant quaternionic Hopf fibration, and there is a relation

\[
\rho^2 \eta_{1} = \rho^3 \nu_{C_2}
\]

reflecting the Mahowald invariant \( R(\eta_{1}) = \nu_{cl} \). These facts may be read off the \( \mathbb{R} \)-motivic computations [BI20b], which agree with the corresponding \( C_2 \)-equivariant computations in this range [BG21]; note that in their work \( \rho(\eta_{1}) + \rho^2 \nu_{C_2} \) is detected by \( \rho \tau h_1 \). In particular, as the image of the transfer equals the kernel of \( \rho \), it must be that

\[
\text{tr}_1(1) = \rho(\eta_{1} + \rho^2 \nu_{C_2}) \in \pi_{0,1}S_{C_2}.
\]

As \( S_{K(1)} \) detects \( \nu_{cl} \), necessarily \( b(S_{K(1)}) \) detects \( \nu_{C_2} \), and the only possibility is that \( \nu_{C_2} \) is detected by an odd multiple of \( \zeta_{0,0} \). As \( \omega_0^3 \zeta_{0,0} = 0 \), it follows that \( \text{tr}_1(1) = \omega_0 \mu_0 \in \pi_{0,1} \). \( \square \)

In general, the transfer is \( S_* \)-linear in the sense that

\[
\text{tr}_c(x \cdot y) = x \cdot \text{tr}_c(-x) \langle y \rangle
\]

for \( x, y \in S_* \). The product on the right makes use of the \( S_* \)-module structure on \( \pi_{*,*} \) determined by **Lemma 4.1.7** and the ring structure of \( \pi_{*,*} \). Combining the values of \( \text{tr}_c(1) \) computed above with the structure of the ring \( \pi_{*,*} \) computed in **Subsection 4.2**, one may easily compute the values of \( \text{tr}_c(\alpha) \) for all \( \alpha \in S_* \) and \( c \in \mathbb{Z} \), and we collect these in Table 4.

The following is a depiction of the resulting Mackey functor coefficients of \( b(S) \):

\[
\pi_{*,*}b(S_{K(1)})
\]
\[ \bullet = \mathbb{Z}/(2): \quad \begin{pmatrix} \bullet \\ \bullet \end{pmatrix} = \frac{\mathbb{Z}/(2) \times \mathbb{Z}/(2)}{\mathbb{Z}/(2)}; \quad {\begin{pmatrix} E_{a,b} \\ E_{a,b}(x,y) \end{pmatrix}} = {\begin{pmatrix} \frac{z}{y} \\ \frac{z-2x-y}{y-2x} \end{pmatrix}}. \]

This depicts the \(8 \times 4\) region of the bigraded Mackey functor \(\pi_{s,c}\) starting with \(\pi_{8a-2,4b-1}\) in the bottom left corner, with each box corresponding to a single \(\pi_{s,c}\). This picture requires \(a \neq 0\) and \(b \neq 0\). In general, the box corresponding to \(\pi_{0,0}\) or \(\pi_{0,20\cdot b}\) for \(b \neq 0\) contains an additional term of the form

\[ \frac{\mathbb{Z}_2 \oplus \mathbb{Z}_2}{\mathbb{Z}_2} \quad \text{or} \quad \frac{\mathbb{Z}_2}{\mathbb{Z}_2}, \]

respectively, and away from \(\pi_{0,0}\) the \(\pi_{s,0}\) line instead looks like the following:

\[ \pi_{s,0} b(S_{K(1)}) \]

These diagrams describe the Mackey functors \(\pi_{s,c}\) through their Lewis diagram [Lew88]

\[ \pi_{s,c} \quad \text{res}(\begin{pmatrix} \bullet \\ \bullet \end{pmatrix}), \]

where if multiple such diagrams appear in a single box then \(\pi_{s,c}\) is a direct sum of the corresponding Mackey functors. Our diagrams do not depict the action of \(C_2\) on \(\pi_s\), but the double coset formula implies that this action is given by just \(\alpha \mapsto \text{res}(\text{tr}_c(\alpha)) - \alpha\). This concludes the work necessary for Theorem 1.0.1.

5. Tables

The following tables summarize the structure of \(\pi_{s,a} b(S_{K(1)}) = \pi_{s} L_{KU_{C_2}/(2)} S_{C_2}\):

- (0) Recall \(\pi_{s} b(S_{K(1)}) = \pi_{s} L_{KU_{C_2}/(2)} S_{C_2}\).
- (1) Table 1 gives a minimal set of additive generators. See Subsection 4.1.
- (2) Table 2 gives a full set of relations. See Subsection 4.2.
- (3) Table 3 gives a minimal set of multiplicative generators.
- (4) Table 4 describes the transfers for \(\pi_{s,a} b(S_{K(1)})\). See Subsection 4.3.

Recall also that \(j_a\) is defined so that \(\mathbb{Z}_2/(2^{ja}) = \mathbb{Z}_2/(8a) = \pi_{4a-1} S_{K(1)} = S_{4a-1}\), and that we have defined

\[ u_{a,b} = 2^{a-j_b-a} \frac{k^{2b} - k^{2a}}{k^{2a} - 1}, \quad E_{a,b} = \mathbb{Z}_2 b(x,y)/(2^{ja} x + 2^{a-j_b-a} u_{a,b} y, 2^{ja} y), \]

taking \(u_{a,b} = 1\) if \(a = 0\) or \(a = b\), and where \(k \in \mathbb{Z}_2^*\) is a fixed element projecting to a generator of the pro-cyclic group \(\mathbb{Z}_2^*/\{\pm 1\}\), such as \(k = 3\). Moreover, \(\omega_0 = \rho, \mu_0 = \mu_{0,0}\), and \(\eta_0 = -\eta_{C_2}\) (see Remark 2.2.2).

In all the following, \(a, b, c, d\) range through \(\mathbb{Z}\).
Table 1: Additive generators

| $(s, c)$ | Generator | Detected by | Group | Image in $\pi_2 S_K(1)$ |
|---------|-----------|-------------|-------|------------------------|
| $(0, 0)$ | $1$       | $1$         | $\mathbb{Z}_2$ | $1$                     |
| $(8a - 4, 0)$ | $\omega_0^3 \omega_a$ | $\rho^4 \nu^a$ | $\mathbb{Z}_2$ | $\beta^{-8} \tau$       |
| $(8a - 3, 0)$ | $\omega_0^2 \omega_a$ | $\rho^3 \nu^a$ | $\mathbb{Z}_2$ | $0$                     |
| $(8a - 2, 0)$ | $\omega_0 \omega_a$ | $\rho^2 \nu^a$ | $\mathbb{Z}_2$ | $\tau^{-2}$             |
| $(8a - 1, 0)$ | $\omega_a$ | $\rho \nu^a$ | $\mathbb{Z}_2$ | $2^{j2a-1} \rho_a$     |
| $(8a, 0)$ | $\omega_0 \eta_a$ | $\rho \omega_0 \nu^a$, $\eta_0 = \rho \beta \tau^{-2}$ | $\mathbb{Z}_2$ | $0$                     |
| $(8a + 1, 0)$ | $\eta_a$ | $\eta_0 \omega_0 \nu^a$ | $\mathbb{Z}_2$ | $\mu_a$                |
| $(8a + 2, 0)$ | $\eta_0 \eta_a$ | $\eta_0^2 \omega_0 \nu^a$ | $\mathbb{Z}_2$ | $\mu_0 \mu_a$          |
| $(8a + 3, 0)$ | $\eta_0^2 \eta_a$ | $\eta_0^3 \nu^a$ | $\mathbb{Z}_2$ | $4\xi_a$              |
| $(0, 4b)$, $b \neq 0$ | $\tau^{4b} h$ | $\tau^{4b} h$, $h = 2 - \rho \eta_0$ | $\mathbb{Z}_2$ | $2$                     |
| $(8a - 1, 4b)$ | $\omega_0 \mu_0 \rho_{a,b}$ | $\rho \mu \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $0$                     |
| $(8a, 4b)$ | $\mu_0 \rho_{a,b}$ | $\rho \mu \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $\rho_0 \rho_a$     |
| $(8a, 4b)$ | $\omega_0 \eta_0 \mu_0 \rho_{a,b}$ | $\rho \mu \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $0$                     |
| $(8a + 1, 4b)$ | $\eta_0 \rho_{a,b}$ | $\rho \mu \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $\mu_0 \rho_a$     |
| $(8a + 2, 4b)$ | $\eta_0 \mu_0 \rho_{a,b}$ | $\rho \mu \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $0$                     |
| $(8a + 3, 4b)$ | $\xi_{a,b}$ | $\rho \nu^a$ | $\mathbb{Z}/(2)$ | $\xi_a$              |
| $(0, 4b + 2)$ | $\tau^{4b+2} h$ | $\tau^{4b+2} h$ | $\mathbb{Z}_2$ | $2$                     |
| $(8a + 1, 4b + 2)$ | $\omega_0 \mu_0 \mu_{a,b}$ | $\rho \mu^2 \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $0$                     |
| $(8a + 2, 4b + 2)$ | $\mu_0 \mu_{a,b}$ | $\rho \mu^2 \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $\mu_0 \rho_a$     |
| $(8a + 2, 4b + 2)$ | $\omega_0 \eta_0 \mu_0 \mu_{a,b}$ | $\rho \mu^2 \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $0$                     |
| $(8a + 3, 4b + 2)$ | $\eta_0 \mu_0 \mu_{a,b}$ | $\rho \mu^2 \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $4\xi_a$              |
| $(8a - 4, 4b - 1)$ | $\omega_0^3 \rho_{a,b}$ | $\rho \nu^a$ | $\mathbb{Z}/(2)$ | $0$                     |
| $(8a - 3, 4b - 1)$ | $\omega_0^2 \rho_{a,b}$ | $\rho \nu^a$ | $\mathbb{Z}/(2)$ | $\eta_0 \tau^{4b} \nu^a$ | $S_{4b-1}$ | $0$ |
| $(8a - 2, 4b - 1)$ | $\omega_0 \rho_{a,b}$ | $\rho \nu^a$ | $\mathbb{Z}/(2)$ | $\rho_a$ |
| $(8a - 1, 4b - 1)$ | $\rho_{a,b}$ | $\rho \omega_0 \rho_{a,b}$ | $\mathbb{Z}/(2)$ | $\rho_a$ |
| $(8a, 4b - 1)$ | $\eta_0 \rho_{a,b}$ | $\eta_0 \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $\mu_0 \rho_a$ |
| $(8a + 1, 4b - 1)$ | $\eta_0^2 \rho_{a,b}$ | $\eta_0^2 \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $\mu_0^2 \rho_a$ |
| $(8a + 2, 4b - 1)$ | $\eta_0^3 \rho_{a,b}$ | $\eta_0^3 \tau^{4b} \nu^a$ | $\mathbb{Z}/(2)$ | $0$ |
| $(8a + 3, 4b - 1)$ | $\xi_{a,b}$ | $\rho \nu^a$ | $\mathbb{Z}/(2)$ | $\xi_a$ |
| $(8a + 4b - 1)$ | $\omega_0 \eta_0 \xi_{a,b}$ | $\rho \omega_0 (2 \sqrt{\tau}) \nu^a$ | $\mathbb{Z}/(2)$ | $0$ |
| Table 2: Products |
|-------------------|
| \( \omega_{a+b} \omega_c \) = 4.2.7 \( \omega_d \omega_{b+c} \) |
| \( \omega_{a+b} \eta_c \) = 4.2.6 \( \omega_d \eta_{b+c} \) |
| \( \eta_{a+b} \eta_c \) = 4.2.7 \( \eta_d \eta_{b+c} \) |
| \( \omega_{2a} \eta_{a} \) = 4.2.4 \( \eta_{d} \omega_{a} \) |
| \( \eta_{d} \omega_{a} \) = 4.2.5 \( \eta_{d} \eta_{a} \) |
| \( \omega_{a+b} \xi_{c,d} \) = 4.2.7 \( \omega_d \xi_{b+c,d} \) |
| \( \eta_{a+b} \xi_{c,d} \) = 4.2.6 \( \eta_d \xi_{b+c,d} \) |
| \( \omega_d \xi_{a,b} \) = 4.2.7 \( \eta_d \rho_{a,b} \) |
| \( \eta_d \xi_{a,b} \) = 4.2.7 \( \omega_d \rho_{a+1,b} \) |
| \( \omega_{a} \cdot \mu_{b,c} \) = 4.2.2 \( \omega_d \mu_{a+b,c} \) |
| \( \omega_\mu \omega_{b} \cdot \mu_{c,d} \) = 4.2.12 \( \mu_{0} \cdot \mu_{a+c,b+d} \) |
| \( \omega_\mu \cdot \tau^{2b} h \) = 4.2.9 \( \mu_{0} \cdot \mu_{a+c,b+d} \) |
| \( \omega_a \cdot \zeta_{b,c} \) = 4.2.1 \( \gamma a \mu_{a+b,c} \) |
| \( \omega_{a} \cdot \mu_{b,c} \) = 4.2.1 \( \gamma a \mu_{a+b,c} \) |
| \( \omega_{a} \cdot \tau^{4} h \) = 4.2.10 \( \chi a+\mu_{a+b,c} \) |
| \( \omega_{a} \cdot \tau^{4} h \) = 4.2.10 \( \chi a+\mu_{a+b,c} \) |
| \( \omega_{a} \cdot \zeta_{b,c} \) = 0 \( \omega_d \mu_{a+b,c} \) |
| \( \mu_{a,b} \cdot \tau^{4c} h \) = 4.2.19 \( \mu_{0} \cdot \mu_{a+c,b+d} \) |
| \( \mu_{a,b} \cdot \tau^{4c} h \) = 4.2.19 \( \mu_{0} \cdot \mu_{a+c,b+d} \) |
| \( \mu_{a,b} \cdot \tau^{4c} h \) = 4.2.19 \( \mu_{0} \cdot \mu_{a+c,b+d} \) |
| \( \mu_{a,b} \cdot \tau^{4c} h \) = 4.2.19 \( \mu_{0} \cdot \mu_{a+c,b+d} \) |
| \( \mu_{a,b} \cdot \tau^{4c} h \) = 4.2.19 \( \mu_{0} \cdot \mu_{a+c,b+d} \) |
| \( \eta_{a+b} \cdot \tau^{2b} h \) = 4.2.11 \( \eta_d \xi_{b,a+c} \) |
| \( \xi_{a,b} \cdot \tau^{2b} h \) = 4.2.11 \( \xi_d \rho_{a,a+c} \) |
| \( \zeta_{a,b} \cdot \tau^{2b} h \) = 4.2.11 \( \zeta_d \rho_{a,a+c} \) |
| \( \rho_{a,b} \cdot \tau^{2b} h \) = 4.2.11 \( \rho_d \xi_{a,a+c} \) |
| \( \rho_{a,b} \cdot \tau^{2b} h \) = 4.2.11 \( \rho_d \xi_{a,a+c} \) |

**Note:** The table entries are placeholders for the actual mathematical expressions, which are not fully visible in the image.
### Table 3: Multiplicative generators

| \((s, c)\) | Generator | Image in \(\pi_s S_{K(1)}\) |
|---|---|---|
| \((8a - 1, 0)\) | \(\omega_a\) | \(2^{j_{2a}} - 1 \rho_a\) |
| \((8a + 1, 0)\) | \(\eta_a\) | \(\mu_a\) |
| \((0, 2b), b \neq 0\) | \(\tau^{2b} \eta\) | \(2\) |
| \((8a + 1, 4b + 1)\) | \(\mu_{a,b}\) | \(\mu_a\) |
| \((8a + 3, 4b + 1)\) | \(\zeta_{a,b}\) | \(\xi_a\) |
| \((8a - 1, 4b - 1)\) | \(\rho_{a,b}\) | \(\rho_a\) |
| \((8a + 3, 4b - 1)\) | \(\xi_{a,b}\) | \(\xi_a\) |

### Table 4: Transfers

| \((s, c)\) | \(\alpha \in \pi_s S_{K(1)}\) | \(\text{tr}\cdot(\alpha) \in \pi_{s,c} b(S_{K(1)})\) |
|---|---|---|
| \((0, 4b)\) | 1 | \(\tau^{4b} \eta\) |
| \((0, 4b + 1)\) | 1 | \(\omega_0 \mu_{0,b}\) |
| \((0, 4b + 2)\) | 1 | \(\tau^{4b+2} \eta\) |
| \((0, 4b - 1)\) | 1 | \(2^{j_{b}} - 1 \eta_0 \rho_{0,b}\) |
| \((8a - 1, 4b)\) | \(\rho_a\) | \(\omega_0 \mu_0 \rho_{a,b}\) |
| \((8a, 4b)\) | \(\mu_0 \rho_a\) | \(\omega_0 \eta_0 \mu_0 \rho_{a,b}\) |
| \((8a + 1, 4b)\) | \(\mu_a\) | \(\omega_0 \eta_0 \mu_a\) |
| \((8a + 1, 4b + 1)\) | \(\mu_0^2 \rho_a\) | \(\omega_0 \eta_0 \mu_0^2 \rho_{a,b}\) |
| \((8a + 2, 4b + 1)\) | \(\mu_0 \mu_a\) | \(\omega_0 \eta_0 \mu_0 \mu_{a,b}\) |
| \((8a + 3, 4b + 1)\) | \(\xi_a\) | \(2 \xi_{a,b}\) |
| \((8a - 1, 4b + 1)\) | \(\rho_a\) | \(\tau^{2h} \cdot \rho_{a,b}\) |
| \((8a, 4b + 1)\) | \(\mu_0 \rho_a\) | \(\omega_0 \mu_0^2 \rho_{a,b}\) |
| \((8a + 1, 4b + 1)\) | \(\mu_a\) | \(\omega_0 \eta_0 \mu_a\) |
| \((8a + 1, 4b + 2)\) | \(\mu_0^2 \rho_a\) | \(\omega_0 \eta_0 \mu_0^2 \rho_{a,b}\) |
| \((8a + 2, 4b + 2)\) | \(\mu_0 \mu_a\) | \(\omega_0 \eta_0 \mu_0 \mu_{a,b}\) |
| \((8a + 3, 4b + 2)\) | \(\xi_a\) | \(0\) |
| \((8a - 1, 4b + 2)\) | \(\rho_a\) | \(0\) |
| \((8a, 4b + 2)\) | \(\mu_0 \rho_a\) | \(0\) |
| \((8a + 1, 4b + 2)\) | \(\mu_a\) | \(\omega_0 \mu_0 \mu_{a,b}\) |
| \((8a + 1, 4b + 2)\) | \(\mu_0^2 \rho_a\) | \(0\) |
| \((8a + 2, 4b + 2)\) | \(\mu_0 \mu_a\) | \(\omega_0 \eta_0 \mu_0 \mu_{a,b}\) |
| \((8a + 3, 4b + 2)\) | \(\xi_a\) | \(0\) |
| \((8a - 1, 4b - 1)\) | \(\rho_a\) | \((2 - \omega_0 \eta_0) \rho_{a,b}\) |
| \((8a, 4b - 1)\) | \(\mu_0 \rho_a\) | \(0\) |
| \((8a + 1, 4b - 1)\) | \(\mu_a\) | \(2^{j_{b}} - 1 \eta_0^2 \rho_{a,b}\) |
| \((8a + 1, 4b - 1)\) | \(\mu_0^2 \rho_a\) | \(0\) |
| \((8a + 2, 4b - 1)\) | \(\mu_0 \mu_a\) | \(2^{j_{b}} - 1 \eta_0^2 \rho_{a,b}\) |
| \((8a + 3, 4b - 1)\) | \(\xi_a\) | \((2 - \omega_0 \eta_0) \xi_{a,b}\) |
THE $C_2$-EQUIVARIANT $K(1)$-LOCAL SPHERE
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