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Abstract

Event-based vision sensors encode local pixel-wise brightness changes in streams of events rather than full image frames and yield sparse, energy-efficient encodings of scenes, in addition to low latency, high dynamic range, and lack of motion blur. Recent progress in object recognition from event-based sensors has come from conversions of successful deep neural network architectures, which are trained with backpropagation. However, using these approaches for event streams requires a transformation to a synchronous paradigm, which not only loses computational efficiency, but also misses opportunities to extract spatio-temporal features. In this article we propose a hybrid architecture for end-to-end training of deep neural networks for event-based pattern recognition and object detection, combining a spiking neural network (SNN) backbone for efficient event-based feature extraction, and a subsequent classical analog neural network (ANN) head to solve synchronous classification and detection tasks. This is achieved by combining standard backpropagation with surrogate gradient training to propagate gradients inside the SNN layers. Hybrid SNN-ANNs can be trained without additional conversion steps, and result in highly accurate networks that are substantially more computationally efficient than their ANN counterparts. We demonstrate results on event-based classification and object detection datasets, in which only the architecture of the ANN heads need to be adapted to the tasks, and no conversion of the event-based input is necessary. Since ANNs and SNNs require different hardware paradigms to maximize their efficiency, we envision that SNN backbone and ANN head can be executed on different processing units, and thus analyze the necessary bandwidth to communicate between the two parts. Hybrid networks are promising architectures to further advance machine learning approaches for event-based vision, without having to compromise on efficiency.
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Figure 1: Hybrid SNN-ANN models consist of an SNN backbone to compute features directly from event camera outputs which are accumulated and processed by an ANN head for classification and object detection. Using sparse, binary communication (dots) instead of dense tensors (arrows) to process events enables efficient inference. SNN and ANN can be on completely different devices.

1 Introduction

Event-based vision sensors address the increasing need for fast and energy-efficient visual perception [1, 2, 3, 4, 5], and have enabled new use cases such as high-speed navigation [6], gesture recognition [7], visual odometry and SLAM [8, 9, 10]. These sensors excel at very low latency and high dynamic range, while their event-based encoding creates a sparse spatio-temporal representation of dynamic scenes. Every event indicates the position, precise time, and polarity of a local brightness change.

In conventional frame-based computer vision deep learning-based methods have led to vastly improved performance in object classification and detection, so it is natural to expect a boost in performance also from applying deep neural networks to event-based vision. However, such an approach has to overcome the incompatibility of machine learning algorithms developed for a synchronous processing paradigm, and the sparse, asynchronous nature of event-based inputs. Recent successful approaches for processing event data have therefore relied on early conversions of events into filtered representations that are more suitable to apply standard machine learning methods [11, 12, 13]. Biologically inspired spiking neural networks (SNNs) in principle do not require any conversion of event data and can process data from event-based sensors with minimal preprocessing.

However, high performing SNNs rely on conversion from standard deep networks [14, 15], thereby losing the opportunity to work directly with precisely timed events. Other approaches like evolutionary methods [16] or local learning rules like STDP [17, 18] are not yet competitive in performance.

Here we describe a hybrid approach that allows end-to-end training of neural networks for event-based object recognition and detection. It combines sparse spike-based processing of events in early layers with off-the-shelf ANN layers to process the sparse, abstract features (see Fig. 1 for an illustration). This is made possible by combining standard backpropagation with recently developed surrogate gradient methods to train deep SNNs [19, 20, 21, 22, 23, 24]. The advantage of the hybrid approach is that early layers can operate in the extremely efficient event-based computing paradigm, which can run on special purpose hardware implementations [25, 26, 27, 28, 29, 30]. The hybrid approach is also optimized for running SNN parts and conventional neural networks on separate pieces of hardware by minimizing the necessary bandwidth for communication. In our experiments we demonstrate that the hybrid SNN-ANN approach yields very competitive accuracy at significantly reduced computational costs, and is thus ideally suited for embedded perception applications that can exploit the advantages of the event-based sensor frontend.

Our main contributions are as follows:

- We propose a novel hybrid architecture that efficiently integrates information over time without needing to transform input events into other representations.
- We propose the first truly end-to-end training scheme for hybrid SNN-ANN architectures on event camera datasets for classification and object detection.
- We investigate how to reduce communication bandwidths for efficient hardware implementations that run SNNs and ANNs on separate chips.
• We analyze how transfer learning of SNN layers increases the accuracy of our proposed architecture.

2 Related Work

A variety of low level representations for event-based vision data have been explored: The HOTS method \[31\] defines a time surface, i.e., a two-dimensional representation of an event stream by convolving a kernel over the event stream. This method was improved in \[12\] by choosing an exponentially decaying kernel and adding local memory for increased efficiency. In \[32\], a more general take on event stream processing is proposed, utilizing general kernel functions that can be learned and project the event stream to different representations. Notably, using a kernel on event camera data and aggregating the result is the same as using a spiking neural network layer. Our approach allows learning a more general low level representation by using a deep SNN with an exponentially decaying kernel, compared to only one layer in \[32\] and learnable weights compared to \[31, 12\].

Conversion approaches such as \[14, 15\] transform trained ANNs into SNNs for inference, and so far have set accuracy benchmarks for deep SNNs. Conversion methods train on image frames and do not utilize the membrane potential or delays to integrate information over time. In \[33\] networks are unrolled over multiple time steps, which allows training on event camera datasets. However, temporal integration is only encoded in the structure of the underlying ANN, but not in the dynamics of spiking neurons. In their formulation, the efficiency of the SNN is limited by the rate coding of the neurons, which is potentially more inefficient than encodings learned via end-to-end training in our hybrid SNN-ANN approach. In addition, conversion methods typically do not optimize for energy-efficiency.

SNN training with variants of backpropagation has been demonstrated in \[20, 22, 23\], albeit on simpler architectures (e.g., only one fully-connected layer in \[20\]) and, in general, without delays during simulation. A mixed approach is used in \[21\], first training and converting an ANN and then training the converted SNN. Our approach uses synaptic delays and skip connections, exploring how complex ANN architectures translate to SNN architectures. The closest architecture to ours is from \[34\], which is trained from scratch to predict optical flow. Their U-Net with an SNN encoder transmits information from all SNN layers, leading to a high bandwidth from SNN to ANN. We improve on this by using only a single layer to transmit information from SNN to ANN, and extend to applications in classification and object detection tasks.

Conventional ANN architectures are used in \[35\] to solve the task of image reconstruction from events with a recurrent U-Net, and they subsequently show that classification and object detection are possible on the reconstructed images. No SNN layers are used in this case, resulting in a computationally expensive network and the need to preprocess the event camera data. Faster and more efficient training and inference for object detection is presented in \[13\], who propose a recurrent convolutional architecture that does not need to explicitly reconstruct frames. As the sparsity of the event stream is not utilized, it is expected that gains in energy-efficiency are possible with SNN approaches.

3 Methods

This section introduces the proposed hybrid SNN-ANN architecture and describes training, inference and metrics we used to evaluate our method. Our hybrid network consists of two parts: An SNN backbone that computes features from raw event camera inputs, and an ANN head that infers labels or bounding boxes at predefined times (see Fig. 2). The overall task is to find an efficient mapping from a sequence of event camera data \(E\) in a time interval \(T\) to a prediction \(P\), which can be a label \(l\) or a set of bounding boxes \(B\). Our approach consists of three stages: First, continuously in time, an intermediate representation \(I = S(E)\) is generated using the SNN backbone. Second, this intermediate representation is accumulated at predefined points in time. Third, when all accumulators are filled, the accumulated intermediate representations are mapped via the ANN head \(A\) to the final prediction \(P = A(Acc(I)) = A(Acc(S(E)))\). The following sections describe all three parts in more detail.
Figure 2: Training a hybrid network with a DenseNet backbone. a) Compact representation. b) Network rolled out over time steps. The SNN backbone computes sparse features from event camera data that are accumulated at time intervals $\Delta T_i$. The ANN head integrates features from multiple outputs (2, in this example) for a prediction (classification or object detection). We use a time step of 1 ms to integrate information over small time scales. During inference, the SNN backbone runs asynchronously without a time-stepped rollout, enabling potential savings in computation. Layers with the same name share weights.

3.1 SNN backbone

Spiking neural networks (SNNs) are biologically inspired neural networks, where each neuron has an internal state. Neurons communicate via spikes, i.e., binary events in time, to signal the crossing of their firing thresholds. Upon receiving a spike $i$, the synaptic current $I$ changes proportionally to the synaptic weight $w$, which in turn leads to a change of the neuron’s internal state $V$. Because of the binary and sparse communication, these networks can be significantly more energy-efficient than dense matrix multiplications in conventional ANNs (see also [36]).

The task of the SNN backbone $S$ is to map a sequence of raw event camera inputs $E$ into a compressed, sparse, and abstract intermediate representation $I = S(E)$ in an energy-efficient way. More concretely, the input is a stream of events $e_i = (t_i, x_i, y_i, p_i)$, representing the time $t_i$ and polarity $p_i$ of an input event at location $(x_i, y_i)$. Polarity is a binary $\{-1, 1\}$ signal that encodes if the brightness change is positive (brighter) or negative (darker). This stream is processed by the SNN without further preprocessing. In our implementation, the first layer has two input channels representing the two polarities. In contrast to previous work such as [34] and [33], the input events are never transformed into voxel grids or rate averages, but directly processed by the SNN to compute the intermediate representation $S(E)$. The spiking neuron model we use is the leaky integrate-and-fire model [37], simulated using the forward Euler method,

\[
I_i = \alpha I_{i-1} + \sum_j w_j S_j
\]

\[
V_i = \beta V_{i-1} + I_i
\]

\[
S_i = \Theta(V_i - V_{th})
\]

where $V$ is the membrane potential, $I$ is the presynaptic potential, $S_{j,i}$ are the binary input and output spikes, $V_{th}$ is the threshold voltage, and $t_d = t_i - t_{i-1}$ is an update step. The membrane leakage $\beta$ and the synaptic leakage $\alpha$ are given as $\exp(-t_d/\tau_{mem})$ and $\exp(-t_d/\tau_{syn})$, respectively. To simulate the membrane reset, we add a term to Eq. (2) which implements the reset-by-subtraction [14] mechanism,

\[
V_i = V_i - V_{th} S_{i-1}
\]
The threshold is always initialized as $V_{th} = 1$ and trained jointly with the weights (see appendix for details).

We simulate our network by unrolling it in time with a fixed time step $t_d$. Figure 2 shows the training graph for a rollout of 7 time steps. Our simulation allows choosing arbitrary delays for the connections of different layers, which determines how information is processed in time. Inspired by recent advances, we choose to implement streaming rollouts \[35\] in all our simulations. This means that each connection has a delay of one time step, in accordance with the minimum delay of large-scale simulators for neuroscience \[39\]. This allows integrating temporal information via delayed connections, in addition to the internal state.

The SNN backbone $S(E)$ outputs a set of sequences of spikes in predefined time intervals $T_{out,i}$: $I = (c_j)_{t_j \in T_{out,i}}$. An example is shown in the dashed box of Fig. 2. Details about the backbones used can be found in Section \[3.8\]. The figure shows an unrolled DenseNet backbone with two blocks (SC0 to SP0 and SP0 to SP1, respectively), where two output intervals are defined as $\Delta T_0 = [t_2, T_0]$ and $\Delta T_1 = [t_5, T_1]$. This structure is used during training, where a time-stepped simulator approximates the continuous-time SNN. During inference, the SNN backbone runs asynchronously, enabling savings in computation.

### 3.2 Accumulator

Our model connects the sparse, continuous representation of the SNN with the dense, time-stepped input of the ANN with an accumulator layer for each output interval $\Delta T_i$ (Acc in Fig. 2). The task of this layer is to transform the sparse data to a dense tensor. We choose the simple approach of summing all spikes in each time interval $\Delta T_i$ to get a dense tensor with the feature map shape $(c_t, h_t, w_t)$.

### 3.3 ANN head

The ANN head processes the accumulated representations from the accumulators to predict classes or bounding boxes. The general structure of the ANN head can be described with three parameters: the number of SNN outputs $n_{out}$, the number of stacks $n_s$, and the number of blocks per stack $n_l$. The exemplary graph in Fig. 2 has $n_{out} = 2$, $n_s = 2$ and $n_l = 2$. Having multiple outputs and stacks allows to increase the temporal receptive field, i.e., the time interval the ANN uses for its predictions (for details see appendix). All blocks with the same name share their weights to reduce the number of parameters. The number of blocks can be different for each stack. In most experiments we use two stacks with 1 and 3 blocks, respectively. The dense representation for each $\Delta T_i$ is then further processed by each stack, where results are summed at the end of a stack and used as input for the next stack. Each block in a stack consists of batch normalization BN, convolution C, dropout Drop, ReLU and pooling P, e.g., $B_0(x) = P(\text{ReLU}(\text{Drop}(C(BN(x)))))$. We use a convolutional layer with kernel size 2, stride 2, learnable weights and ReLU activation as pooling layer. Whenever we use dropout in conjunction with weight sharing, we also share the dropout mask. In the case of classification, a linear layer is attached to the last block in the last stack (see Section 3.6). For object detection, an SSD head is attached to selected blocks in the last stack (see Section 3.7).

### 3.4 Energy-efficiency

We use the same metric as [14], i.e., we count the number of operations of our network. Due to the sparse processing and binary activations in the SNN, the number of operations is given by the synaptic operations, i.e., the sum of all postsynaptic current updates. For ANN layers, we count the number of multiply-add operations, as the information is processed with dense arrays. For this metric, it is assumed that both SNN and ANN are run on dedicated hardware. Then the total energy is proportional to the number of operations plus a constant offset. We discuss benefits, drawbacks and alternatives to this metric in the appendix. To regularize the number of spikes we utilize an $L_1$ loss on all activations of the SNN backbone

$$ L_s = \sum_{l,b,i,x,y} \frac{\lambda_s}{LBTW_lH_l} |S_{l,i,b,x,y}|. \tag{5} $$

with a scaling factor $\lambda_s$, the number of layers $L$, the batch size $B$, total simulation time $T_t$ and width $W_l$ and height $H_l$ of the respective layer. This also reduces the bandwidth, as discussed in Section 3.5.
3.5 Bandwidth

As we expect that special hardware could be used to execute at least the SNN backbone during inference, we want to minimize the bandwidth between SNN and ANN to avoid latency issues. We design our architectures such that only the last layer is connected to the ANN and use $L_1$ loss on the activations to regularize the number of spikes. This is in contrast to [34], where each layer has to be propagated to the ANN. We report all bandwidths in MegaEvents per second (MEv/s) and MegaBytes per second (MB/s). One event equals 6.125 Bytes, because we assume it consists of 32 bit time + 16 bit spatial coordinates + 1 bit polarity.

3.6 Classification

To classify, we attach a single linear layer to the last block in the last stack of our hybrid network. We use the negative log-likelihood loss of the output of this layer. Additionally, we use $L_2$-regularization (weight decay) with a factor of 0.001. We use the Adam optimizer [40] with a learning rate of $\eta = 0.01$ and a learning rate schedule to divide it by 5 at 20\%, 80\% and 90\% of the total number of epochs $n_e = 100$.

3.7 Object detection

We use the SSD (single shot detection) architecture [41], which consists of a backbone feature extractor and multiple predictor heads. Features are extracted from the backbone at different scales and for each set of features, bounding boxes and associated classes are predicted, relative to predefined prior boxes. In the appendix, we present a novel, general way to tune the default prior boxes in a fast and efficient way. During inference, non-maximum suppression is used on the output of all blocks to select non-overlapping bounding boxes with a high confidence. The performance of the network is measured with the VOC mean average precision (mAP) [42]. If not otherwise denoted, we use the same learning hyperparameters as in Section 3.6 but a smaller learning rate of 0.001.

3.8 Backbone architectures

Three different architecture types are used in our experiments: VGG [43], DenseNet [44] and DenseSep. A VGG network with $N_b$ blocks and $N_l$ layers per block is a feed-forward neural network with $N_b \cdot N_l$ layers, where each output channel is given by $g \cdot l$ with $l$ the layer index (starting from 1). The DenseNet structure consists of $N_b$ blocks, where each block consists of $N_l$ connected layers per block. DenseSep is a combination of the depthwise separable block of MobileNet [45] and the DenseNet structure (see Fig. 3).
4 Results

4.1 Classification on N-MNIST

We train a hybrid SNN-ANN network for classification on the N-MNIST dataset. In N-MNIST, each MNIST digit is displayed on an LCD monitor while an event camera performs three saccades within roughly 300 ms. It contains the same 60,000 train and 10,000 test samples as MNIST at a resolution of 34 × 34 pixels. Here we compare the performance of our hybrid network to networks where the SNN backbone is replaced with ANN layers (ANN-ANN), two baselines and two approaches from the literature: A conversion approach [33], where a trained ANN is converted to a rate-coded SNN and an ANN that reconstructs frames from events and classifies the frames [35]. The first baseline is a feedforward ANN with the same structure as our VGG SNN-ANNs, but where all time steps are concatenated and presented to the network as different channels. The second baseline is an SNN of the same structure, where we accumulate the spikes of the last linear layer and treat this sum as logits for classification. The SNN is unrolled over the same number of time steps than the SNN-ANNs. We report results for multiple network sizes and configurations to show that hybrid SNN-ANNs generally perform better in terms of energy-efficiency and bandwidth (detailed architecture parameters can be found in the appendix). Mean values of accuracy and number of operations are reported together with the error of the mean over 6 repetitions.

Figure 4: a) Accuracy on the N-MNIST test set vs. number of operations for different architectures. Hybrid SNN-ANN architectures (green) overcome the efficiency limit of conversion-based architectures (blue diamond) with only a minor drop in accuracy. SNN-ANN architectures are more efficient than almost all ANNS (purple). Compared to the SNN and ANN baseline, our hybrid networks increase accuracy and energy-efficiency. b) Relative accuracy on the N-MNIST test set vs. relative number of operations. The VGG backbone has the highest gain in energy-efficiency, while losing significantly in accuracy. Other backbones show a minor decrease with a significant gain in energy-efficiency. We report the mean and error of the mean over 6 repetitions.
In Fig. 4b, we plot the average per backbone over all architectures in Fig. 4a, relative to the averages of the ANN-ANN architectures. All hybrid SNN-ANNs improve the number of operations significantly over ANN-ANN implementations with at most a minor loss in accuracy. Hybrid DenseNets provide the best accuracy-efficiency trade-off with an average improvement of about a factor of 56 in energy-efficiency while also increasing accuracy by approximately 0.2%. For VGG architectures, the energy-efficiency is increased by a factor of roughly 65 at a loss in accuracy of 0.4 between hybrid and ANN-ANN architectures. Hybrid DenseSep architectures lose approximately 0.2 accuracy points, but gain a factor of about 28 in energy-efficiency. We assume that the DenseSep architectures perform the worst in comparison for two reasons: First, they are already the most efficient ANN architectures, so improving is harder than for less optimized architectures. Second, as the effective number of layers is higher in this architecture compared to the other two, optimizing becomes more difficult and gradient deficiencies (vanishing, exploding, errors of surrogate gradient) accumulate more. Hyperparameter optimization (learning rate, dropout rates, regularization factors for weights and activations) was not performed for each network separately, but only once for a DenseNet with $N_l = 2, g = 16, n_{out} = 1$ on a validation set that consisted of 10% of the training data, i.e., 6000 samples.

4.2 Classification on N-CARS

N-CARS is a binary car vs. background classification task, where each sample has a length of 100 ms. We train the same networks as in Section 4.1 with a growth factor $g = 16$ and compare to the same baselines and two results from the literature. We see the same trend in energy-efficiency improvements over ANNs, with factors ranging from 15 (DenseSep) to 110 (VGG). Relative accuracy decreases significantly for DenseSeps by 1.5 points, but is 0.75 points higher for VGG. These results, together with the results in Fig. 4b, suggest, that the more efficient an architecture already is, the less can be gained from training an equivalent hybrid SNN, although the gains of at least a factor of 15 in energy-efficiency is still significant. In comparison to our ANN and SNN baselines, our SNN-ANNs perform better in terms of accuracy and number of operations. Two out of four SNN runs could not go beyond chance level and were therefore excluded from the validation. In conclusion, using hybrid SNN-ANNs saves energy compared to SNNs and ANNs of similar structure. In this experiment, our architecture is not competitive to state-of-the-art in accuracy, but has a similar energy demand with approximately double the number of parameters. Detailed results and figures can be found in the appendix.

4.3 Object detection on shapes_translation

The shapes_translation dataset [8] contains frames, events, IMU measurements and calibration information of a scene of different shapes pinned to a wall. As training data for event-based vision object detection is scarce [17], we labelled bounding boxes for each of the 1356 images and 10 shapes, resulting in 9707 ground truth bounding boxes. A detailed description and an example of the dataset can be found in the appendix. We provide two train/test splits: shapes_translation-90 where 90% of the data is randomly assigned to the train set and a more difficult split shapes_translation-30, where only 30% of the data is used in the train set. In section Section 4.4 and Section 4.5, we present the results on shapes_translation-30/90.

4.4 Results on shapes_translation-90

For all backbones, we take the architecture parameters from the best network in the N-MNIST task. See the appendix for details. We want to compare hybrid networks trained from scratch with networks where the SNN backbone is initialized with network weights trained on N-MNIST. This allows investigating the effect of transfer learning during training. Results are shown in Fig. 5. The networks with pretrained weights always converge to higher mAP than their non-pretrained counterpart. The DenseNet and DenseSep backbones perform better than VGG. This is in agreement with the results for classical ANNs, where DenseNet architectures outperform VGG on image-based datasets like ImageNet. Our best network is a pretrained SNN-ANN DenseSep with a mean average precision of $(87.37 \pm 0.51) \%$, $(1398.9 \pm 2.3)$ Mops operations and a bandwidth of 11.0 MB/s. A comparable ANN backbone would require a bandwidth of 1210 MB/s. A regular SSD architecture with the same backbone as our VGG network, where all time steps are concatenated over the channels outperforms...
4.5 Results on shapes_translation-30

We do the same evaluation as in Section 4.4 but with a 30/70% training/test data split (Fig. 5). The mAP is higher for networks with pretrained weights for DenseSep and VGG and on par with DenseNet. As with shapes_translation-90, the backbones with skip connections perform better than the VGG backbone. One of the four VGG experiments did not fully converge, explaining the high standard deviation. Our best network is an SNN-ANN DenseNet trained from scratch with (2790 ± 50) MOps operations, a mean average precision of (82.0 ± 1.0) %, and a bandwidth of 2.68 MB/s. A comparable ANN backbone would have a bandwidth of 864 MB/s. As in Section 4.4 the regular SSD architecture is better in mAP but worse in the number of operations. We report the detailed results in the appendix.

5 Conclusion

In this paper, we introduced a novel hybrid SNN-ANN architecture for efficient classification and object detection on event data that can be trained end-to-end with backpropagation. Hybrid networks can overcome the energy-efficiency limit of rate-coded converted SNN architectures, improving by up to a factor of 10. In comparison to similar ANN architectures, they improve by a factor of 15 to 110 on energy-efficiency with only a minor loss in accuracy. Their flexible design allows efficient custom hardware implementations for both the SNN and ANN part, while minimizing the required communication bandwidth. Our SNN-ANN networks learn general features of event camera data, that can be utilized to boost the object detection performance on a transfer learning task.

We expect that the generality of the features can be improved when learning on larger and more diverse datasets. Our work is particularly suited for datasets where temporal integration happens on a short time interval, but struggles for longer time intervals, e.g., multiple seconds due to the immense number of rollout steps needed. Recent advances in deep learning, particularly C-RBP [48] can potentially help to overcome this by using recurrent backpropagation that has a constant memory complexity with number of steps (compared to backpropagation, where the memory-complexity is linear). This also would ensure that our networks converge to a fixed point over time, potentially making predictions more stable. More work on surrogate gradients and methods to stabilize training can further help to increase both energy-efficiency and performance of hybrid networks. Our work is a first step towards ever more powerful event-based perception architectures that are going to challenge the performance of image-based deep learning methods.
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Appendix

A Metrics for Energy-Efficiency

We chose to use the metric of [14] to compare the number of operations between ANNs and SNNs as a metric to compare the energy-efficiency of these two types of neural networks. This is a simplification, because in reality the actual energy consumption also depends on the specific hardware that the networks run on. However, this is a widely adopted metric because it is simple to calculate and allows for an approximate comparison [49, 14, 50, 33, 51]. In [52], an overview over different neuromorphic architectures is given that shows a range of 2.8-360 pJ per synaptic operation, i.e., a factor of 100 between different hardware implementations is possible for SNNs. Also, this value is dependent on even more factors, like networks size (how much of the hardware is used by the network) and the base energy needed to operate the hardware. Comparing actual energy measurements also suffers from the fact that you have to ensure to utilize the chips in the same way, which is barely possible. In [21], a factor of approximately 5 is introduced to correct the differences in energy consumption of an operation of SNN and ANN, which would significantly increase the energy-efficiency measured in our experiments to factors of 140 to 325 between SNNs and ANNs. Although our results would look more impressive, we don’t think that this is a fair comparison based on the discussion in this section. In [51], a more thorough analysis of the number of operations is provided that takes all operations on digital hardware into account and shows that rate-coded SNNs are not more efficient than ANNs with floating point activations. As the number of operations of our networks is well below rate-coded SNNs, we also save energy compared to our ANNs.

B Classification on N-CARS

We report the results of our experiments in Fig. 6. Our hybrid networks improve in energy-efficiency compared to our ANN-ANNs, as well as to the baselines. Furthermore, our hybrid networks show a significantly higher accuracy compared to the baselines. They are on par with [33], while using smaller networks. They are, however, not yet competitive compared to the conversion approach of [33].
Figure 7: Surrogate functions (top) and their corresponding analytical gradients (right). A tradeoff between accurately approximating the function $\Theta(V - V_{th})$ and allowing non-zero gradients has to be made. The range of the x-axis has been chosen to be approximately in the range of typical values in our experiments and $V_{th} = 1$.

C More information about backbones

In this section, we list more details about the different backbones. Each layer in a block is connected to all layers in the same block before it and has $g$ output channels. Multiple inputs are concatenated to preserve the temporal structure of the data. To match the structure of the DenseNet, we employ the same hyperparameters also for the other architectures. All pooling layers are depthwise convolutional layers with kernel size and stride 2, because then the layer can adapt to the input activation during training. With regular pooling layers, it can happen that the activation after the pooling layer dies out. Compared to the DenseNet architecture, adding depthwise separable convolutions together with 1x1 convolutions should reduce the number of operations of the ANN significantly. We want to evaluate if this still holds when using these building blocks in our SNN backbone.

D Surrogate gradients

Surrogate gradients are used to replace the gradient of the activation function $\frac{\partial \Theta(x)}{\partial x}$ of the spiking network in Eq. (3), because the gradient of this function is 0 everywhere, except for at 0, where it is ill-defined. Recently, multiple surrogate gradients have been proposed. The goal is to find a function that has a well-defined gradient, ideally close to 1 to avoid vanishing and exploding gradient issues, while the approximate function is as close as possible to the activation function Eq. (3).

A natural approach is to replace the $\Theta$-function with a sigmoid $\sigma$ plus an additional parameter $a$ that controls the steepness (orange and green line in Fig. 7)

$$\sigma(x, a) = \frac{1}{1 + \exp(-ax)}.$$ (6)

The steepness then controls the tradeoff between the range in which the gradient is non-zero (Fig. 7 bottom) and the accuracy of the approximation (Fig. 7 top). This approach has two shortcomings: First, it has to be taken care that the gradient does not over- or underflow, which happens easily because of the exponential function. Second, the gradient is only close to one for a very small range of inputs, leading to suboptimal
Figure 8: Comparison of accuracy vs. operations for different surrogate gradients from Fig. 7. Results are recorded with a hybrid DenseNet \((g = 16, n_{out} = 2, N_1 = 2, N_b = 2)\) on a 1800 samples, 4 class subset of the N-MNIST dataset. We report validation accuracy and number of operations, each relative to the best achieved result, i.e., the best architecture is in the top-left. The validation accuracy was chosen as to prevent optimizing hyperparameters on the test set.

convergence. The authors of [53] propose to use the fast sigmoid

\[
\sigma_f(x, a) = \left( \frac{ax}{1 + |ax|} + 1 \right)/2,
\]

(7)
a numerically more stable and faster to calculate approximation of the sigmoid (red and purple lines in Fig. 7). The gradient of the fast sigmoid,

\[
\frac{\partial \sigma_f(x, a)}{\partial x} = \frac{1}{(|ax| + 1)^2}
\]

(8)
is in the range \([0, 1]\) with the maximum at 0 for arbitrary steepness. A similarly numerically stable, but less accurate approximation can be obtained by using the first or second order Taylor expansion of the sigmoid (yellow line in Fig. 7)

\[
T(x, a) = \left( \frac{1}{2} + ax/4 - (ax)^3/48 \right).
\]

(9)

It is also possible to use a linear function

\[
L(x, a) = ax/2 + 0.5
\]

(10)
or ReLU to approximate the sigmoid (brown and pink lines in Fig. 7). All of the above have to be constraint to a range (typically \([0, V_{th}]\) or \([-V_{th}, V_{th}]\), leading to constant gradients in a fixed range. The functions themselves are only crude approximations of the original activation function. The DIET-SNN surrogate [21] takes a mixed approach and defines only the gradient as a triangular function with the maximum at 0, leading to linear gradients symmetrically around the threshold.

Comparing experimental results for different surrogate gradient methods from the literature is difficult, because every paper uses different network architectures. On the other hand, treating the surrogate function as a hyperparameter to sweep over in conjunction with the architecture hyperparameters like growth factor or training hyperparameters like the learning rate would lead to an intractable search space. Therefore, we chose to evaluate the surrogate functions first, by choosing an average-sized architecture (hybrid DenseNet with \(g = 16, n_{out} = 2, N_1 = 2, N_b = 2\)) and train on a 1800 samples, 4 class subset of the N-MNIST training dataset (see Fig. 8). The best result in terms of accuracy is obtained with the ‘diet’ gradient from [21], using a scale factor of 1. A sigmoid with \(a = 10\) leads to a lower number of operations, but we decided that this does not compensate for the obtained loss in accuracy.
D.1 Training with surrogate gradients

Our goal is to train the hybrid network end-to-end with backpropagation. We use a surrogate gradient \[^{19}\] for Eq. (3), to overcome the problem that the analytical gradient is 0 almost everywhere in SNN layers. Recently, multiple surrogate gradients have been proposed for SNN training. We provide an experiment with different surrogate gradients on a small subsample of the N-MNIST dataset in the appendix, with the result that the DIET surrogate gradient proposed in \[^{21}\] gives the best results. It is defined as

\[
\frac{d\Theta(x)}{dx} \approx \begin{cases} 
\lambda (V_{th} - |x|), & \text{if } -V_{th} \leq x \leq V_{th} \\
0, & \text{otherwise}
\end{cases} \tag{11}
\]

with a scaling factor \(\lambda\).

Similar to \[^{21}\], we train the threshold voltage and the membrane leakage with backpropagation. Additionally, in the same way, we train the synaptic leakage. For the leakages and the threshold, we use one global parameter per layer, because \[^{21}\] indicated that using one parameter for each neuron in each layer does not lead to better results.

E Detailed description of N-MNIST networks

Our experiments compared VGG, DenseNet and DenseSep backbones, using different growth factors \(g \in \{8, 16\}\), layers per block \(N_l \in \{2, 3\}\) and number of output intervals \(n_{out} \in \{1, 8\}\). All neuron parameters (threshold and both leakages) are trained jointly with the weights. They are initialized as \(V_{th} = 1\), \(\tau_{mem} = 20\) ms and \(\tau_{syn} = 1 \times 10^{-8}\) ms. The networks are rolled out for \(n_t = 150\) ms, with outputs at \(\{24, 42, 60, 78, 96, 114, 132, 150\}\) ms for \(n_{out} = 8\). The ANN head always consists of two stacks, where the first stack consists of one block and the second stack has three blocks. A linear classification layer of shape (80, 10) is attached to the flattened output of the last layer in the last stack.

F Synaptic delays

Synaptic delays are present in biological systems \[^{54}\] as well as on dedicated hardware \[^{55}\], and therefore have to be taken into account during training. We implement delays by evaluating the maximum delay of out-going connections for each layer and initialize a ring buffer of this size to store the spiking activations. With this approach, we save memory compared to simpler approaches, like storing the activations at the input of each layer or storing all activations over all time steps. This allows training deeper networks, as the total available memory on GPU is the limiting factor for the network size. As a side effect, this introduces an additional way to integrate information in time, see Appendix G and \[^{38}\].

G Timescales

Our architecture has three intrinsic timescales: On the lowest level, the membrane potential integrates information over multiple time steps before emitting a spike. This timescale is determined by the factors \(\beta\) and \(V_{th}\) in Eq. (2) and Eq. (3). As a rule of thumb, we observe that the weights in combination with the threshold are often such that only 1-3 spikes are needed to excite a neuron. On the second level, there are the delayed connections in the SNN, transporting information forward in time. As each connection has a delay of at least 1, the delay from input to output without skip connection is equal to the depth of the SNN. Finally, the SNN can have multiple output intervals \(T_{out,i}\), which enables the ANN to integrate information over the timescale of multiples of the depth of the network, if the output intervals are separated by enough time steps.

H Optimizing SSD prior boxes

In the SSD architecture \[^{41}\], each set of features is processed by two convolutional layers that predict the bounding box coordinates relative to pre-defined prior boxes and the class for each prior box. The first
convolutional layer maps each spatial location to \( n \) prior boxes and predicts a class score for each class and box. The second convolutional layer has \( 4n \) output channels and regresses the \( x_0, y_0, x_1, y_1 \) coordinates to match each prior box as close as possible to the closest ground truth box. Only prior boxes with an intersection-over-union (IoU) larger than a predefined threshold with a bounding box are matched with that box, which naturally leads to a lot of bounding boxes being assigned to the background class. Therefore, the loss is only calculated at a specific negative-positive ratio of all prior boxes, typically set to values around 3. Because the number of positive training samples is highly influenced by the quality of the prior boxes, tuning the hyperparameters that define the prior boxes is of particular significance.

In the following, we are presenting a novel way to optimize the prior box hyperparameters of the SSD architecture without training the neural network. The SSD architecture as described in Section 3.7 has multiple Detector Heads, whereas each head is defined by its prior boxes. For each head \( i \), the set of priors is described by the minimum size \( s_{\text{min},i} \), maximum size \( s_{\text{max},i} \) and aspect ratio \( r_i \) such that four prior boxes are defined with shapes: \( (s_{\text{min},i}, s_{\text{min},i}), (\sqrt{s_{\text{min},i} s_{\text{max},i}}, \sqrt{s_{\text{min},i} s_{\text{max},i}}), (s_{\text{min},i}, r_i), (s_{\text{min},i}, s_{\text{min},i}, r_i) \). We argue, that good prior boxes are defined by their overlap with bounding boxes during training. As the ground truth training bounding boxes are available, we therefore do not have to optimize a loss defined by the network predictions, but can define and optimize a function that describes the relationship between prior boxes and ground truth boxes. This function should include two objectives: First, it is important to have a high intersection over union (IoU) between ground truth boxes and prior boxes. This can in practice be measured by the mean IoU over all combinations between training and ground truth bounding boxes. However, this can lead to all prior boxes fitting well to only a subset of the training boxes. Therefore we instead take the mean over the maximum IoU between a prior box and all ground truth boxes. Second, to enforce that each prior box is matched to at least one ground truth box, we also count the number of prior boxes with a maximum IoU over the detection threshold \( t_d \). We combine both objectives with a 2 : 1 weight as

\[
L_{\text{priors}} = (\mu_{\text{IoU}} + 2N_{\text{priors} > t_d}/N_{\text{priors}})/3
\]

We chose to do the simplest approach to optimize this function and just sampled 2000 random points. Generally, more intricate approaches like Bayesian Optimization would be possible as well, but the result from random search was already sufficient for our purposes. To sample suitable points, we also consider the receptive field of each feature map: Each prior box should be smaller than their respective receptive field to ensure we only predict bounding boxes based on information that is available to the predictor. We incorporate this by calculating the theoretical receptive field for each feature map and setting the bounds for the maximum sizes to 90% of the receptive field. Additionally, we want to enforce that the minimum sizes grow monotonically with the receptive field and always be smaller than the maximum sizes. We achieve this by using the maximum size of head \( i - 1 \) as minimum size of head \( i \). For the results in all following sections, we optimized the hyperparameters by selecting four feature maps from our network with sizes \{60, 30, 15, 7\} and receptive fields \{34, 38, 62, 110\}. We sample 2000 random points and compare the prior boxes with the smallest loss to the default prior boxes of the SSD architecture in Fig. 6. The backbone is a DenseNet SNN architecture with the same parameters as the best model in Section 4.1. Our mean average precision increases by 0.07 (averaged over two runs) compared to the default prior boxes. Additionally, the whole optimization process takes about 1.67 h for 2000 random samples, while training the network once for 50 epochs already takes 7.8 h. Our best result, ordered as \( s_{\text{min},i}, s_{\text{max},i}, r_i \) is \{10, 27, 32, 49\}, \{27, 32, 49, 64\}, \{2.0, 1.07, 1.84, 2.69\}. In Fig. 10, we compare the prior boxes used for training before and after optimization. We find that smaller boxes, particularly at the edge, are matched much better. There are less prior boxes for bigger ground truth boxes. However, there are still enough well-matching boxes and therefore should not affect training performance. Having less matches can even help to speed up inference, because less boxes have to be compared during non-maximum suppression.

Pseudo-code for the function to be optimized (minimized) is shown in Listing 1. This function can be straightforwardly optimized using e.g., Bayesian optimization.

```python
1 def priors_loss(hyperparameters):
2     # feature maps are defined by backbone
3     feature_map_sizes = get_feature_map_sizes(backbone)
4     min_sizes, max_sizes, aspect_ratios = hyperparameters
5     # generally non-differentiable
```
Figure 9: Top: Mean average precision on shapes_translation-90 for the default prior boxes and the prior boxes found after our optimization. Bottom: Time to train the network once and time to do the whole optimization with 2000 samples. Our method finds better prior boxes at a fraction of the time of one training. Usually, multiple training steps are needed to optimize the prior box hyperparameters.

Listing 1: Pseudocode to optimize prior boxes

```
6 prior_boxes = define_priors(min_sizes, max_sizes, aspect_ratios, feature_map_sizes)
7 # normalized between 0 and 1
8 ious_mean = calculate_mean_over_max_ious_per_prior(prior_boxes, ground_truth_boxes)
9 n_priors_bigger_thresh = calculate_priors_bigger_than_thresh(prior_boxes, ground_truth_boxes)
10 return -(ious_mean + 2*n_priors_bigger_thresh / len(prior_boxes)) / 3
```

I The shapes_translation dataset

The scene was recorded by moving a DAVIS240C around with varying speeds at a resolution of 180 x 240 pixels for a duration of 59.75 s. Three samples of the dataset are shown in Fig. 11. While the shapes cannot overlap and there are no occlusions in the dataset, it is still non-trivial to predict the bounding boxes from the accumulated event data, as their appearance changes due to the camera movement. For example, the triangle is barely visible on the left, while for the middle sample, it can be clearly identified. Particularly difficult are those samples where shapes move in or out of the picture, as in the sample in the middle or right. The paper on which the shapes are printed on (middle), as well as the background (middle and right) add additional noise to the data. The task is to predict bounding boxes in a predefined time interval from the asynchronous event data. As the whole dataset is small, we decided to provide two train/test splits together with the bounding boxes: An easier split, called shapes_translation-90 where 90% of the data is randomly assigned to the train set and the other part is used as test set, and a more difficult split shapes_translation-30, where only 30% of the data is used in the train set. We also considered splitting the sets in two time intervals, such that the separation between train and test set is higher, but due to the small size and the fact that only one scene is recorded, we decided this split does not provide an additional benefit.

I.1 Object detection performance without finetuning

To investigate if the features learned for N-MNIST are general enough to be helpful on other datasets, we train only the ANN head of a network with two different weight initializations for the backbone. One is initialized
with random weights, while the other was pretrained with a different ANN head on N-MNIST. It can be seen in Fig. 12 that the pretrained backbone reaches a significantly higher mAP than the random network. The backbone learned features on the N-MNIST dataset that are also useful for the shapes_translation-90 task.

\section*{J \ shapes_translation Details}

For all backbones, we take the architecture parameters from the best network in the N-MNIST task. For VGG and DenseNet, this is a network with \( g = 16 \), \( N_l = 2 \), \( N_b = 2 \), while the DenseSep architecture has \( g = 8 \), \( N_l = 3 \), \( N_b = 2 \). For the ANN head, we choose a network consisting of two stacks, where the first stack has 1 block and the second stack has 3 blocks. SSD heads are attached after each block of the last stack, and additionally after the first convolution of the last stack, to enable a denser set of bounding boxes in space with a small spatial resolution.

See Table 1 and Fig. 13 for results on \textsf{shapes_translation-90}. See Table 2 and Fig. 14 for results on \textsf{shapes_translation-30}.

\section*{K \ Regularization for homeostasis}

During training we face the problem that sometimes the network does not start to train, because no spikes reach the last layer. As the surrogate gradient of \( \Theta(V - V_{\text{th}}) \) is only non-zero around the threshold, neurons that are not spiking, also cannot learn and therefore, cannot learn to spike. We could track this back to the weight initialization, that sometimes leads to a suboptimal initial state. We tried to tackle this problem by including homeostasis during training, \textit{i.e.}, introducing a loss that increases activity

\[ L_{\text{spikes}} = 0.5(\sum_{tln} S_{tln} - r_{\text{target}})^2, \tag{13} \]

with indices time step \( t \), layer \( l \) and neuron \( n \). Experimentally, we did not find an improvement. This can be explained by looking at the calculated weight update for a single-layer network.

\[ \Delta w_{ij} = -\eta(\sum_{t} S_{tj} - r_{\text{target}})(\frac{\partial \Theta}{\partial x}|_{x=V_i-V_{\text{th}}}) \sum_{k=0}^{t} \beta^k I_{j-k}), \tag{14} \]
Table 1: Results on `shapes_translation-90` (4 trials each). We report the mean and error of the mean. Networks trained from scratch are marked with (s), pretrained networks with (p). #ops are the number of operations, #params the number of parameters of the model and bw is the bandwidth between SNN backbone and ANN head.

| architecture          | mAP      | #ops [MOps] | #params  | bw [MB/s] |
|-----------------------|----------|-------------|----------|-----------|
| SNN DenseNet (s)      | 86.98 ± 0.69 | 3000 ± 130  | 744939   | 3.52      |
| SNN DenseSep (s)      | 85.57 ± 0.58 | 1393 ± 1.3  | 409553   | 2.48      |
| SNN VGG (s)           | 83.78 ± 0.44 | 1361 ± 61   | 336037   | 3.20      |
| ANN DenseNet          | 63.40 ± 0.55 | 14690       | 151040   | 864       |
| ANN DenseSep          | 64.54 ± 0.18 | 7841        | 238344   | 1210      |
| ANN VGG               | 62.85 ± 0.44 | 83064       | 336016   | 1380      |
| SNN DenseNet (p)      | 87.09 ± 0.20 | 2679.0 ± 7.1| 744939   | 11.5      |
| SNN DenseSep (p)      | 87.37 ± 0.51 | 1398.9 ± 2.3| 409553   | 11.0      |
| SNN VGG (p)           | 86.70 ± 0.36 | 1611 ± 32   | 336037   | 7.49      |

Table 2: Results on `shapes_translation-30` (4 trials each). We report the mean and error of the mean. Networks trained from scratch are marked with (s), pretrained networks with (p). #ops are the number of operations, #params the number of parameters of the model and bw is the bandwidth between SNN backbone and ANN head.

| architecture          | mAP      | #ops [MOps] | #params  | bw [MB/s] |
|-----------------------|----------|-------------|----------|-----------|
| SNN DenseNet (s)      | 82.0 ± 1.0  | 2790 ± 50   | 744939   | 2.68      |
| SNN DenseSep (s)      | 79.4 ± 1.2  | 1384.6 ± 1.0| 409553   | 2.22      |
| SNN VGG (s)           | 58 ± 19     | 1230 ± 89   | 336037   | 1.82      |
| ANN DenseNet          | 54.20 ± 0.64 | 14690       | 151040   | 864       |
| ANN DenseSep          | 56.78 ± 0.24 | 7841        | 238344   | 1210      |
| ANN VGG               | 57.72 ± 0.36 | 83064       | 336016   | 1380      |
| SNN DenseNet (p)      | 81.76 ± 0.53 | 2696.5 ± 3.3| 744939   | 16.1      |
| SNN DenseSep (p)      | 81.74 ± 0.61 | 1392.3 ± 1.0| 409553   | 10.7      |
| SNN VGG (p)           | 76.66 ± 0.58 | 1303 ± 21   | 336037   | 14.8      |
i.e., the update is also always 0 and we cannot force the network to an average target rate if the activation is too low in the beginning.

L Membrane potential initialization

We tried to utilize the initial membrane potential to increase training accuracy, because by default, the initial membrane potentials $V_0$ are a free parameter during training. In some works \cite{33,14} it is set to 0 for each sample, which covers the case where the initial membrane potentials is reset after each prediction. To be independent from the starting conditions, it is possible to start with random values for all $V_0$. This can also be seen as data augmentation. We tried to draw initial membrane potentials from a normal distribution

$$V_0 \sim \mathcal{N}(V_{th}/2, V_{th}/10)$$

for each sample during training and also experimented with testing with random initialization vs. initialization from 0. We found in practice that often the results on the validation set are worse in both cases and therefore decided to stick with initialization to 0 for training and during validation and test time.

M Bandwidth details

We introduce an additional $L_1$ loss on the activations of the output layer of the SNN,

$$L_{\text{out}} = \frac{\lambda_{\text{out}}}{BTWH} \sum_{b,i,x,y} |S_{\text{out},i,b,x,y}|$$

with a scaling factor $\lambda_{\text{out}}$, the batch size $B$, total simulation time $T$, and width $W$ and height $H$ of the output layer. It is important to notice that we do not need to take the absolute value, because all activations are binary, i.e., positive by definition. For the same reason, the loss is normalized to 1.
Figure 12: Mean average precision over epochs for a hybrid network with frozen SNN backbone on shapes_translation-30. The network with a pretrained SNN backbone improves over random features without further training of the backbone. Mean and error of the mean over two trials.

N Parameters for classification tasks

Tables 3 to 6 list all used architectures for the classification tasks. SNN-ANNs have more parameters than ANN-ANNs because we also count the neuron parameters $V_{th}$, $\beta$, $\alpha$ that are shared across layers.
### Table 3: All DenseNet architectures for the classification tasks.

| backbone         | g | Nl | nout | SNN | n_params |
|------------------|---|----|------|-----|----------|
| densenet         | 8 | 2  | 1    | False | 64854    |
| densenet         | 8 | 2  | 1    | True  | 64875    |
| densenet         | 8 | 2  | 8    | False | 64854    |
| densenet         | 8 | 2  | 8    | True  | 64875    |
| densenet         | 8 | 3  | 1    | False | 127014   |
| densenet         | 8 | 3  | 1    | True  | 127041   |
| densenet         | 8 | 3  | 8    | False | 127014   |
| densenet         | 8 | 3  | 8    | True  | 127041   |
| densenet         | 16| 2  | 1    | False | 256414   |
| densenet         | 16| 2  | 1    | True  | 256435   |
| densenet         | 16| 2  | 8    | False | 256414   |
| densenet         | 16| 2  | 8    | True  | 256435   |
| densenet         | 16| 3  | 1    | False | 503998   |
| densenet         | 16| 3  | 1    | True  | 504025   |
| densenet         | 16| 3  | 8    | False | 503998   |
| densenet         | 16| 3  | 8    | True  | 504025   |

### Table 4: All DenseSep architectures for the classification tasks.

| backbone         | g | Nl | nout | SNN | n_params |
|------------------|---|----|------|-----|----------|
| densenet_sep     | 8 | 2  | 1    | False | 60454    |
| densenet_sep     | 8 | 2  | 1    | True  | 60487    |
| densenet_sep     | 8 | 2  | 8    | False | 60454    |
| densenet_sep     | 8 | 2  | 8    | True  | 60487    |
| densenet_sep     | 8 | 3  | 1    | False | 117774   |
| densenet_sep     | 8 | 3  | 1    | True  | 117819   |
| densenet_sep     | 8 | 3  | 8    | False | 117774   |
| densenet_sep     | 8 | 3  | 8    | True  | 117819   |
| densenet_sep     | 16| 2  | 1    | False | 237374   |
| densenet_sep     | 16| 2  | 1    | True  | 237407   |
| densenet_sep     | 16| 2  | 8    | False | 237374   |
| densenet_sep     | 16| 2  | 8    | True  | 237407   |
| densenet_sep     | 16| 3  | 1    | False | 464014   |
| densenet_sep     | 16| 3  | 1    | True  | 464059   |
| densenet_sep     | 16| 3  | 8    | False | 464014   |
| densenet_sep     | 16| 3  | 8    | True  | 464059   |
Table 5: All VGG architectures for the classification tasks.

| backbone | \(g\) | \(N_l\) | \(n_{out}\) | SNN | \(n_{params}\) |
|----------|--------|---------|------------|-----|--------------|
| vgg      | 8      | 2       | 1          | False | 50174        |
| vgg      | 8      | 2       | 1          | True  | 50195        |
| vgg      | 8      | 2       | 8          | False | 50174        |
| vgg      | 8      | 2       | 8          | True  | 50195        |
| vgg      | 8      | 3       | 1          | False | 125582       |
| vgg      | 8      | 3       | 1          | True  | 125609       |
| vgg      | 8      | 3       | 8          | False | 125582       |
| vgg      | 8      | 3       | 8          | True  | 125609       |
| vgg      | 16     | 2       | 1          | False | 198254       |
| vgg      | 16     | 2       | 1          | True  | 198275       |
| vgg      | 16     | 2       | 8          | False | 198254       |
| vgg      | 16     | 2       | 8          | True  | 198275       |
| vgg      | 16     | 3       | 1          | False | 498830       |
| vgg      | 16     | 3       | 1          | True  | 498857       |
| vgg      | 16     | 3       | 8          | False | 498830       |
| vgg      | 16     | 3       | 8          | True  | 498857       |

Table 6: All baseline architectures for the classification tasks.

| backbone | \(g\) | \(N_l\) | \(n_{out}\) | SNN | \(n_{params}\) |
|----------|--------|---------|------------|-----|--------------|
| ffmn     | 8      | 2       | 1          | False | 711394       |
| ffsnn    | 8      | 2       | 1          | True  | 691389       |
Figure 13: Mean average precision (mAP) over the number of epochs for \textit{shapes} \_\textit{translation-90}. Networks trained from scratch are marked with (s), pretrained networks with (p).

Figure 14: Mean average precision (mAP) over the number of epochs for \textit{shapes} \_\textit{translation-30}. Networks trained from scratch are marked with (s), pretrained networks with (p).