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Abstract

Dynamic Bloom filters (DBF) were proposed by Guo et. al. in 2010 to tackle the situation where the size of the set to be stored compactly is not known in advance or can change during the course of the application. We propose a novel competitor to DBF with the following important property that DBF is not able to achieve: our structure is able to maintain a bound on the false positive rate for the set membership query across all possible sizes of sets that are stored in it. The new data structure we propose is a dynamic structure that we call Dynamic Partition Bloom filter (DPBF). DPBF is based on our novel concept of a Bloom partition tree which is a tree structure with standard Bloom filters at the leaves. DPBF is superior to standard Bloom filters because it can efficiently handle a large number of unions and intersections of sets of different sizes while controlling the false positive rate. This makes DPBF the first structure to do so to the best of our knowledge. We provide theoretical bounds comparing the false positive probability of DPBF to DBF. Our extensive experimental analysis demonstrates that our proposed structure takes up to three orders of magnitude lower time than DBF to process queries while keeping the false positive probability bounded unlike DBF.

1 Introduction

Bloom filter (BF) [1] and its several static variants are widely used for compact set representation and efficient membership queries. They achieve compact representation at the cost of false positives in membership queries. The application designer has to decide an acceptable threshold for this false positive rate and provision the BFs in advance to ensure that the threshold is not violated. These structures allow efficient membership query, set intersection and union operations. However, once the set is stored in the BF, it is no longer possible to make any changes which leads to problems in highly dynamic scenarios.

The sets often need to be stored in highly dynamic scenarios, and applications such as Bloom joins on distributed databases [4,5], and informed routing and global collaboration in unstructured P2P networks [3,6,7] may require storing sets that differ greatly in size. Also, it may not always be possible to have the knowledge of the set size in advance. In such scenarios, choosing the right size for the Bloom filter poses a significant challenge. A large Bloom filter size causes unnecessary space overhead, while small Bloom filters lead to undesirably high false positive rates. Moreover, many applications [2,4] may also require intersection and union operation on sets stored in the Bloom filters.

With these issues in mind Guo et. al. proposed the Dynamic Bloom filter (DBF) in [5]. Rather than a single bit-array, the DBF is a list of Standard Bloom Filters. The false positive rate of each SBF used as a unit in the DBF is maintained below a pre-defined threshold. The DBF starts as a list containing a single unit Bloom
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Filter and as elements of the set are inserted into the DBF, they get populated into the last Bloom filter in the list. When the estimated false positive probability of the last Bloom filter reaches the pre-defined threshold, another empty unit Bloom filter is appended to the end of the list. This method works well to handle varying set sizes but there is a critical flaw: the false positive rate increases linearly with the set size. This fact was not highlighted in Guo et. al.’s paper, but we provide a mathematical proof for this fact (see Appendix A).

![Graph 1](image1.png)  
Figure 1: DBF exceeds the threshold \( p_t = 10^{-4} \) even for smaller sets.

![Graph 2](image2.png)  
Figure 2: DBF takes over 2 orders of magnitude more time than DPBF.

Our proposal the Dynamic Partition Bloom Filter (DPBF) is designed to overcome this shortcoming: Given a desired bound on the false positive rate by the application designer, DPBF can maintain it no matter what the size of the set stored in it, and no matter how widely this size varies through the life of the application. In Figure 1 we demonstrate this effect by comparing the false positive rate across DPBF and DBF. We set a false positive threshold of \( 10^{-4} \) and vary set sizes across six orders of magnitude and empirically measure the false positive achieved by the two structures. DPBF holds its line while DBF shows a linear increase, dominating DPBF even for small sizes. This experiment is presented in greater detail in the full version of this paper which is under submission.

Despite being able to maintain false positive rate, DPBF performs very well compared to DBF on query time as well. In Figure 2 we see that the query time for DPBF is 2 orders of magnitude better than DBF. The reason for this is that the DPBF is a binary tree-like structure with unit Standard Bloom Filters at the leaves. As such it is natural that it has a great query advantage over the linear structured DBF. Creating and maintaining this structure requires more space than DBF takes but in the full version of this paper we show that the extra space committed is not significant.

This extended abstract is an early announcement of our work in which we describe our new data structure. A fuller version of this paper that contains implementation details and proofs is under submission.

## 2 Dynamic Partition Bloom Filters

We now define the Dynamic Partition Bloom filter in detail. But to do so we define a tree-based hierarchical partitioning scheme for the namespace that we call a partition tree and explain how to add Bloom filters to this scheme in preparation for our main definition.

### 2.1 Preliminaries: Partition Trees

Assume for simplicity of exposition that our namespace \( U \) contains ids \( \{0, 1, \ldots, |U| - 1\} \). In the case of a general namespace we can always map that namespace to contiguous integers beginning with 0.

**Definition 2.1.** The Partition Tree of depth \( d \) associated with \( U \) is a complete binary tree \( T_d(U) \) of depth \( d \) and a mapping of nodes of this tree to subsets of \( U \). To describe the mapping, let us say that the \( j \)th node of level \( i \) of \( T_d(U) \) is \( N_{i,j} \). Then the subset of \( U \) associated with \( N_{i,j} \) is

\[
\mathcal{M}_{i,j} = \left\{ \ell : j \cdot \frac{|U|}{2^i} \leq \ell < (j + 1) \cdot \frac{|U|}{2^i} \right\}.
\]
We note that all the subsets of \( U \) associated with a given level of the Partition Tree are equal in size and form a partition of \( U \). Further the subsets associated with the two children of each internal node of \( T_d(U) \) form a partition of the subset associated with that node. In other words, the partition at level \( i \) refines the partition at level \( i+1 \) all the way down to the leaf level. The partition at the leaf level is the most fine grained while the partition at the root contains only one set, the entire namespace \( U \).

Now we associate SBFs with the Partition Tree to give us what we call a Bloom Partition Tree. We need an additional parameter here: the FPR \( f \) that we want to maintain. We also note that given a target FPR \( f \), if we want to insert a set of size \( n \) into an SBF with \( k \) hash functions then from (??) we can back calculate the number of bits we need to allocate as

\[
m(n, k, f) = \left\lfloor \frac{nk}{\ln (1 - f^k)} \right\rfloor
\]

With this in hand we are ready to define the Bloom Partition Tree.

**Definition 2.2.** Given a namespace \( U \), and a target FPR of \( f \), the Bloom Partition Tree of depth \( d \) associated with \( U \) that maintains target FPR \( f \) is a Partition Tree of depth \( d \), \( T_d(U) \) along with a homogenous set of \( 2^d \) SBFs, \( B = \{B_0, \ldots, B_{2^d-1}\} \), with \( B_i \) associated with leaf \( N_{d,i} \) of \( T_d(U) \). If these SBFs have \( k \) hash functions associated with them then the number of bits allocated to each SBF is \( m(\|U\|/2^d, k, f) \) where the function \( m(\cdot, \cdot, \cdot) \) is as defined in (1).

We will refer to the \( 2^d \) SBFs of the Bloom Partition Tree of depth \( d \) associated with \( U \) as the unit Bloom Filters (uBF) of the Bloom Partition Tree.

We are now ready to present the Dynamic Partition Bloom Filter structure, but before we do so we note that the Partition Tree and Bloom Partition Tree defined above are **not** to be stored in memory. These are defined here to help understand the DPBF and what it actually stores in memory.

### 2.2 Definition: Dynamic Partition Bloom Filters

The DPBF comprises two substructures, a hash map of populated SBFs, that we call the *Populated Unit Bloom Filter Map (puBFMap)* and a compressed version of the Bloom Partition Tree with populated SBFs at its leaves that we call the *Compressed Populated Bloom Partition Tree (CPBPT)*. Membership queries are answered by the CPBPT while the puBFMap is used to realise the insertion, union and intersection operation.

**Populated Unit Bloom Filter Map** An SBF \( B \) is said to be *populated* if some set \( S \) has been stored in it. We denote an SBF \( B \) populated with set \( S \) by \( B(S) \).

**Definition 2.3.** Given an \( A \subseteq U \) and a Bloom Partition Tree \( T_d(U) \cup B \), where \( B = \{B_0, \ldots, B_{2^d-1}\} \), the Populated Unit Bloom Filter Map of \( A \) is a set of populated SBFs

\[
puBFMap(A) = \{B_i(A \cap N_{d,i}) : 0 \leq i \leq 2^d - 1, A \cap N_{d,i} \neq \emptyset\}.
\]

To restate the definition in plain language: We intersect the set \( A \) with all the subsets of \( U \) defined by the most fine grained partition of the BPT, i.e. the partition at the leaves. All the non-empty intersections are stored in unit Bloom Filters and this makes up the puBFMap of \( A \).

We illustrate the concept of the puBFMap with an example. In Figure 3 we consider a case where \( |U| = 32 \). A Bloom Partition Tree of depth 3 is being used, so \( n_1 = 4 \) and there are 8 uBFs at the leaves. Each uBF has 5 bits in it and has 2 hash functions associated with it. We populate this BPT with the set \( A = \{4, 5, 8, 10, 17, 19, 22, 25, 31\} \). We see that each element \( x \in A \) is inserted into the unit Bloom filter of the leaf node corresponding to its partition. For example, consider the element 10. We find the partition to which the element 10 belongs, as represented by the red path. Using Definition 2.1

\[
2 \cdot \frac{32}{23} \leq 10 < (2 + 1) \cdot \frac{32}{23}
\]

so the element 10 is inserted into the leaf with \( j = 2 \) of the last level, i.e. Bloom filter at \( N_{3,2} \).
Compressed Populated Bloom Partition Tree  We now turn to the CPBPT. Given a set $A$ and a membership query for some $x \in \mathcal{U}$, we can see that the Bloom Partition Tree can act as a Binary Search Tree and guide us to the leaf $N_{d,i}$ such that $x \in \mathcal{M}_{d,i}$. Now if $\text{puBFMap}(A)$ contains a populated version of $\mathcal{B}_i$ then an SBF query can reveal whether $x$ is in $A$ or not. If $\text{puBFMap}(A)$ does not contain $\mathcal{B}_i$ then a negative answer can be given directly. However, the input elements may be distributed over the namespace in such a way that each uBF stores only a few elements, thus wasting a lot of memory per uBF. So, we store a compressed version of this structure which we call CPBPT.

We now define this structure. But first we introduce some notation: Given an SBF $\mathcal{B}$ with $m$ bits and an FPR $f$, the target population $n_t$ is the maximum number of elements that can be stored in $\mathcal{B}$ while maintaining an FPR of at most $f$. Note that $n_t$ can be calculated from $\left\lfloor \frac{|\mathcal{U}|}{2^d} \right\rfloor$ by placing the given value of $m$ on the LHS and solving for $n$. Also observe that if we are working with a BPT of depth $d$ for a given FPR $f$, we have chosen the size of the uBFs such that $n_t(f) = |\mathcal{U}|/2^d$, i.e., $n_t(f)$ is the size of the maximum possible set that can be stored in any uBF.

**Definition 2.4.** Given a set $A$, a target FPR $f$ and a BPT $\mathcal{T}_d(U)$, the Compressed Bloom Partition Tree is obtained by associating uBFs with the leaves of a subtree $\mathcal{T}_d(U,A,f)$ of $\mathcal{T}_d(U)$ defined as follows:

- $N_{0,0}$ is the root of $\mathcal{T}_d(U,A,f)$.
- For all $i > 0$ and $0 \leq j < 2^i$, $N_{i,j}$ is a leaf of $\mathcal{T}_d(U,A,f)$ if $|\mathcal{M}_{i,j} \cap A| \leq n_t(f)$ but $|\mathcal{M}_{i-1,\lfloor j/2 \rfloor} \cap A| > n_t(f)$

If $N_{i,j}$ is a leaf of $\mathcal{T}_d(U,A,f)$ we associate uBF $\mathcal{B}_{i,j}$ of size $m(n_t(f),k,f)$ with $N_{i,j}$ and populate it with the set $\mathcal{M}_{i,j} \cap A$.

The easiest way to understand the CPBPT is algorithmically: Create the puBFMap of $A$ by populating the uBFs at the leaf level of the BPT. We are guaranteed that each leaf node has at most $n_t(f) = |\mathcal{U}|/2^d$ elements associated with it. If a leaf and its sibling together still have at most $n_t(f)$ elements we can merge them into their and maintain a single uBF that stores the elements associated with the union. This process can continue till we reach a compressed version of the BPT with the property that every internal node has the property that the number of elements of $A$ associated with its subset of $\mathcal{U}$ exceeds $n_t(f) = |\mathcal{U}|/2^d$ and every leaf has the property that the number of elements of $A$ associated with its subset of $\mathcal{U}$ are at most $n_t(f)$.

In Figure 3 we return to the example introduced in Figure 2 to illustrate the compression process. Since $|A \cap \mathcal{M}_{1,0}| = 4 \leq 4$, the entire subtree rooted at $N_{1,0}$ is compressed into its root. Similarly the two children of $N_{2,2}$ can be compressed into $N_{2,2}$ since $|A \cap \mathcal{M}_{2,2}| = 3 \leq 4$ and the two children of $N_{2,3}$ can be compressed into $N_{2,3}$ since $|A \cap \mathcal{M}_{2,3}| = 2 \leq 4$ but the nodes $N_{2,2}$ and $N_{2,3}$ can’t be merged since their parent’s subset of the namespace, $\mathcal{M}_{1,1}$ has an intersection of size $5 > 4$ with $A$.

Finally in Figure 4 we see the composite DPBF comprising the puBFMap and the CPBPT for this example.
Space Complexity of DPBF

For convenience of notation, we define

$s$: the number of uBFs in the puBFMap of the DPBF.

If we store a set $S$ in the DPBF built on a BPT of depth $d$ then

$$s \geq \left\lceil \frac{|S|2^d}{|\mathcal{U}|} \right\rceil,$$

(2)

since each uBF is allowed to store at most $|\mathcal{U}|/2^d$ element of $S$. If $s$ is equal to the lower bound then the puBFMap has exactly the same number of Bloom Filters as DBF would have if DBF used Bloom Filters of the same size. In the worst case, however, $s$ can be as large as $2^d$ but since in most applications we store sets that are typically orders of magnitude smaller than the name space, we expect $s$ to be quite small.

Note that $s$ is a natural upper bound on the number of uBFs in the CPBPT. Although the number of uBFs in the CPBPT could be far fewer than $s$ it is also possible, in the worst case, that if the uBFs of the puBFMap are highly populated then the number of uBFs in the CPBPT is also exactly $s$. Hence the total number of uBFs allocated is at most $2s$, each of size $m(|\mathcal{U}|/2^d, k, f)$.

Additionally the internal nodes of the CPBPT are at most the number of leaves of the CPBPT since each internal node of the CPBPT has exactly 2 children, i.e., these take $O(s)$ space since the number of leaves of CPBPT can be at most $s$.

Hence, using (1), in terms of its parameters, we have in asymptotic terms that the space used by DPBF to store a set $S$ using $s$ uBFs is

$$\theta \left( s \cdot \left\lceil \frac{|\mathcal{U}| \cdot k}{2^d \cdot \ln (1 - \frac{f}{k})} \right\rceil \right)$$

bits. The quantity $s$ is a property of the set being stored in the DPBF. In the worst case if the elements of the set are distributed uniformly across the namespace $s$ can be as large as $2^d$. In practice however this is not the case. In the full version of the paper we show through experiments that the space taken by the DPBF is not
significantly larger than that taken by DBF on real data, which is what we would expect if $s$ is close to the lower bound given in [2].
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A The false positive probability of DBF grows linearly

Theorem A.1. Let $\mathcal{B}_{DP}(A)$ be DPBF with FPR threshold $f_t$, and $\mathcal{B}_D(A)$ be DBF storing set $A \subseteq U$ where both have unit Bloom filter of size $m$, $k$ hash functions, and at most $n_t = -\frac{n}{k} \ln \left(1 - f_t^k\right)$ elements in any unit Bloom filter. The effective FPR $f_D$ in $\mathcal{B}_D(A)$ is such that,

$$f_D \geq 1 - (1 - f_t)^{\alpha} \approx [\alpha] f_t$$

where, $\alpha = \frac{|A|}{n_t}$

Proof. For $\alpha < 1$, the theorem trivially holds as $[\alpha] = 0$. Also, $\mathcal{B}_{DP}(A)$ and $\mathcal{B}_D(A)$ consists of just 1 unit Bloom filter containing all $n_A = |A| \leq n_t$ elements of set $A$, and thus both have equal FPR. For $\alpha \geq 1$, $\mathcal{B}_D(A)$ will contain $[\alpha]$ unit Bloom filters its list. All unit Bloom filters but the last contain $n_t$ elements in them. So, FPR of each unit bloom filter but the last is given by

$$f_{\text{unit}} = \left(1 - \exp\left(-\frac{n_A k}{m}\right)\right)^k = f_t$$

The last unit Bloom filter in the list contain only $n_A - [\alpha] n_t$, hence its FPR is given by,

$$f_{\text{last}} = \left(1 - \exp\left(-\frac{(n_A - [\alpha] n_t) k}{m}\right)\right)^k$$

Membership queries in $\mathcal{B}_D(A)$ are answered by probing each unit Bloom filter present in the list. Thus, $x \notin A$ can be returned as a false positive if any of the unit Bloom filters returns a positive result for it; and only when
none of the unit Bloom filters return true for a query, can the membership query in $B\mathcal{F}_D(A)$ be answered in the negative. Thus,

\[
P(x \notin B\mathcal{F}_D(A) | x \notin A) = (1 - f_{unit})^{|\alpha|} \times (1 - f_{last})
\]

\[
P(x \notin B\mathcal{F}_D(A) | x \notin A) \leq (1 - f_{unit})^{|\alpha|}
\]

\[\Rightarrow \quad P(x \in B\mathcal{F}_D(A) | x \notin A) \geq 1 - (1 - f_{unit})^{|\alpha|}
\]

\[f_D \geq |\alpha| f_{unit} \quad \therefore (1 - x)^y \approx 1 - xy\]

\[f_D \geq |\alpha| f_t\]