NMR microscopy for *in vivo* metabolomics, digitally twinned by computational systems biology, needs a sensitivity boost

Jan G. Korvink*, Vlad Badilita, Lorenzo Bordonali, Mazin Jouda, Dario Mager, Neil MacKinnon

Institute of Microstructure Technology, Karlsruhe Institute of Technology, Hermann-von-Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen, Germany

**Keywords:** nuclear magnetic resonance, magnetic resonance imaging, *C. elegans*, microcoils, microresonators

The metabolism of an organism is regulated at the cellular level, yet is strongly influenced by its environment. The precise metabolomic study of living organisms is currently hampered by measurement sensitivity: most metabolomic measurement techniques involve some compromise, in that averaging is performed over a volume significantly larger than a single cell, or require invasion of the organism, or arrest the state of the organism. NMR is an inherently non-invasive chemometric and imaging method, and hence *in principle* suitable for metabolomic measurements. The digital twin of metabolomics is computational systems biology, so that NMR microscopy is potentially a viable approach with which to join the theoretical and experimental exploration of the metabolomic and behavioural response of organisms. This prospect paper considers the challenge of performing *in vivo* NMR-based metabolomics on the small organism *C. elegans*, points the way towards possible solutions created using MEMS techniques, and highlights currently insurmountable challenges.

1. **Introduction**

"Metabolomics" is the study of the molecules of life, as expressed by the reagents and products of bio-chemical reactions taking place within the cells of a living organism. The open access KEGG pathway database\(^{(1,2)}\) describes the known metabolomic pathway maps for a range of organisms, linking and organising contributions from the scientific literature. An organism's metabolome is a time-dependent fingerprint of the state of a cell, and full knowledge of the metabolome would in principle reveal many upstream mechanisms at the cellular level that form part of the omic chain (genomics, transcriptomics, proteomics, etc), and link them with downstream behavioural responses. It is a key premise of systems biology\(^{(3)}\) that the metabolome can be computed via a partial differential equation system for the joint metabolomic pathways, and practitioners aim to use the results to predict organism response to disease or environmental influences. To date, no general *non-invasive* method exists with which to measure the *instantaneous metabolome* to sufficient resolution in space, time, species, or rate. In fact, the metabolomic literature is rife with mass spectrometry measurements, which completely destroys the sample by vapourisation, and may require extensive pretreatment such as chromatography. Nuclear Magnetic Resonance (NMR) is a non-invasive alternative to mass spectroscopy to extract detailed information about the metabolic composition of a target sample. On the one hand, the powerful analytical capabilities of NMR derive from the large availability of specialised pulse sequences and methods that allow for extremely granular investigation of a metabolic profile. On the other hand, the technique suffers from inherently limited sensitivity, which render the feasibility of even simple experiments progressively more

*Corresponding author: e-mail: jan.korvink@kit.edu*
challenging as the sample volume (or metabolite concentration) is reduced towards the µL or nL range (µM or nM concentrations). Hence a methodology is currently lacking with which to verify the predictions of systems biology, the digital twin of experimental metabolomics and behavioural studies. In this paper, the need for this experimental capability is detailed, and some solutions are presented that hold promise to enable in vivo NMR metabolomics at the single organism level with cellular resolution.

We decided to focus our attention on the nematode Caenorhabditis elegans. The many reasons to do so lean on those which originally justified Sydney Brenner to select the worm as a basis for rational genomics research:

- **Standardisation.** The embryonic development of C. elegans follows an identical map, so that cellular predecessors are exactly known. Responses are also largely programmable, so that a worm colony can be reasonably synchronised.
- **Tractability.** With only ~10^3 cells, and 302 neurons, localisation is readily related to function, and to behaviour.
- **Transparency.** Phenotypes are not always optically distinguishable, so that molecular phenotyping takes on a particular significance.
- **Physical dimensions and other practicalities.** The worm (see next section) has about the dimensions of practical microfluidics, and represents approximately the smallest organism size where inductive NMR still has a scaling advantage. It has a very short lifecycle, allowing fast experimentation, and produces large amounts of progeny. The worms can be maintained at -80 °C, and revived easily.

2. **NMR signal strength in the context of metabolomics**

The signal-to-noise-ratio of the NMR experiment (see Section 4) is a fundamental quantity that describes the level of signal that can be obtained from the sample, given the specific hardware choices, such as the size and arrangement of the detector, the polarization field, and of course the sample type and concentration. Our purpose is to determine the signal intensity per unit sample volume, in units that are easy to scale and assess. We consider the adult nematode C. elegans throughout, which has a length of about ~1100 μm. The worm has a widest diameter of about 80 μm yielding a cross-sectional area of ~5000 μm², and hence a volume of ~5 pL per μm of body length. The total body volume is therefore ~5 nL. Typical metabolite concentrations lie in the mM to nM range, from which we can determine the available signal intensities. For example, in C. elegans, a concentration of 1 nM (µM, mM) corresponds to ~3.3x10^9 molecules (10⁹, 10¹²), or ~10^⁵ per cell (10⁹, 10¹⁰). For an NMR limit-of-detection of ~10¹² molecules, this implies requiring ~10⁶ worms (10³, 10⁶) for a distinguishable signal.

As we will see below, the best current NMR technology requires at least an entire worm to measure an NMR signal (Figure 1), and this will yield data for only the most abundant of metabolites, such as the major participants of central glycolysis and the Krebs cycle. This represents a reasonable starting point for in vivo metabolomics, since about 1/3 of the worm's body mass is muscle tissue. As we will also see below, it is possible to enhance the NMR signal, and these measures to improve the detectability (or reduce the lower limit of detection) can subsequently be used for either:

- **An extension of the number of detectable metabolites.** Thus more rare metabolites may become detectable, which in turn would reveal the dynamics of metabolic cycles that involve these metabolites.
- **A reduction of the compartment size.** In this way, we may move from a detectable volume the size of
a worm, to a slice, and perhaps to a cell or organelle. One would then be able to decipher a metabolomic rate at the level of this smaller compartment.

- **A reduction of the time resolution.** If the detection of a well-resolved NMR signal together with signal recovery takes $\tau$ seconds, then $1/\tau$ is the frequency at which we can determine a new concentration of a specific metabolite, so that, following the Nyquist theorem, we can resolve the dynamics of the metabolite to at most a frequency of $1/(2\tau)$. For $\tau$ we have $\tau > 2 \cdot \text{min} (T_1, T_2)$.

Figure 1. The *C. elegans* worm is placed within the windings of a microcoil resonator, in the strong field of an NMR magnet, for subsequent NMR spectroscopy or imaging.

3. **Types of NMR experiments**

The magnetic resonance frequency $\omega = 2\pi f$ of an ensemble of nuclei with gyromagnetic ratio $\gamma$ depends on the strength of the magnetic field $B_o$ they are subjected to through the relation $\omega = \gamma B_o$. The frequency is primarily determined by the strength of the NMR magnet, which is built to have a highly uniform field distribution, so that any remaining differences in frequency only pertain to the sample, and not the hardware. Sample induced changes in magnetic field strength are caused by the local chemically defined magnetic environment in a particular molecule, referred to as chemical shift, a value that can be very precisely determined for a particular chemical species. It is also possible to impose a coordinate dependent magnetic field gradient, which then enables the spatial encoding of the signal. Further signals can be generated by correlating two or more frequencies mediated by inter-nucleus couplings, which can be used to make very precise assignments of molecular structure and dynamics (see Spin Dynamics$^6$ for details). Thus magnetic resonance spectroscopy (MRS) primarily focuses on frequency-based discrimination of nuclei and structural elucidation, and magnetic resonance imaging (MRI) primarily obtains spatial distributions of spin density, although both approaches are often combined. Solid samples require special treatment, because the lack of molecular tumbling causes resonance line broadening. Fast spinning of a solid sample at the magic angle w.r.t. $B_o$ has a similar effect of reducing the unwanted dipolar-dipolar coupling term, and poses a challenge for spectroscopy on living samples.

4. **The signal-to-noise ratio of microdetectors**

The signal-to-noise ratio of the inductive NMR experiment was first derived by Hoult et al.$^7$ and is compactly repeated here for convenience. The measurable NMR signal is a time dependent electromotive force generated across the terminals of the NMR detection coil, and produced by an excited ensemble of
nuclear spins whose net precessing magnetisation is

\[ M(t) = N\gamma^2\hbar^2I(I + 1)B_0/(3k_BT) \]

where \( N \) is the number of resonating spins per unit volume, \( \gamma \) is the gyromagnetic ratio of the nuclei of interest, \( \hbar \) is the reduced Planck’s constant, \( I \) is the spin quantum number, \( B_0 \) is the static magnetic field, and \( T \) is the sample’s temperature. Besides these parameters, the strength of the NMR signal also depends on the volume of the detection coil, and on the coupling strength between the coil and the magnetisation, or in other words, the filling factor of the coil. This dependence is governed by the reciprocity principle,\(^{(7)}\) which states that the time-dependent electromotive force generated across the terminals of the detection coil by the magnetization \( \dot{M}(x,t) \) is directly proportional to the field per unit current that specific coil is able to produce for that specific value of magnetization. From this we can derive the relation for the signal for a coil with uniform \( B_1 \):

\[ \xi(t) = \omega_0\cdot B_{1(xy)}\cdot M_0\cdot V_s\cdot \cos \omega_0t \]

where \( \omega_0 \) is the Larmor precessing frequency, \( B_{1(xy)} \) is the transverse field per unit current of the detection coil, and \( V_s \) is the sample volume. The coil of length \( l \), resistivity \( \rho \), permeability \( \mu \), and wire perimeter \( p \), has a finite radio-frequency resistance \( R_c = (l/p)\sqrt{\mu\mu_0\omega_0}\xi(T_c)/2 \), so that we can immediately postulate a Johnson/Nyquist noise voltage \( \eta(t) \), which represents the amplitude of voltage fluctuations that are observable for an unbiased coil within a specific bandwidth \( \Delta f \):

\[ \eta(t) = \sqrt{4k_BT_c\Delta fR_c} \]

The signal-to-noise ratio therefore describes the extent to which a useful signal extends above the background noise signal, i.e., \( SNR = \xi(t)/\eta(t) \). This formula sets the boundaries for the parameters that one can optimize in order to obtain higher SNR.

5. Signal detection

NMR signals of small samples can be detected in numerous ways, including variously arranged microcoil resonators, stripline resonators, SQUIDs, magnetic resonance force microscopy probes, and nitrogen vacancy centres in diamond. Here we consider practical Faraday coil designs that are suitable for the worm geometry. Uniform fields can be achieved by solenoid, Helmholtz, or saddle coil arrangements of the microwires. To achieve more SNR through miniaturization, we note that the \( B_1 \) field scales inversely with the coil diameter \( d \), i.e., \( B_1 \propto 1/d \), hence we target uniform fields from coil windings placed close to the sample. The idea of signal improvement through miniaturisation has been around for quite a while. In 1979 Hoult and Lauterbur laid the foundation by theoretically deriving the scaling effects on the SNR.\(^{(8)}\) In 1995 Olson et al. used these scaling laws to build a hand-wound solenoidal coil with an inner diameter of 370 \( \mu \)m and hence obtain better or faster results on small (nl) samples.\(^{(9)}\) This paper set the upper sensitivity limit for many years since there were no feasible technological alternatives available that could beat this tiny hand-wound coil. Over the years our group among others developed a large variety of MEMS derived techniques. These highly versatile and precise technologies were modified to the needs of 3D coils, examples are the automatic wirebonder,\(^{(10)}\) or a process called rolled-up-MEMS\(^{(11)}\) where a flexible substrate can be rolled-up to yield a circular coil geometry. Examples of these are shown in Figure 2, as previously published.\(^{(11-15)}\)
Having these technologies allow the fabrication of highly defined microcoils for a huge diameter range down to ~300 µm. With this toolbox at hand the improvement of SNR in microcoils becomes again more of a numerical optimization or design problem than a technological challenge.

6. **Signal enhancement**

The following techniques, which we group here for convenience, can be used to enhance the NMR signal-to-noise ratio, thereby achieving a higher limit of detection:

- **Using stronger magnets.** Normally, the NMR signal is induced by the strong field of a superconducting magnet. By doubling the field strength, say from $B_0 = 11.74$ T to $\alpha_B B_0 = 23.58$ T, the NMR signal enhancement will be $\alpha_B^{7/4} = 3.36$.

- **By cooling.** At least for small NMR samples, the noise is mainly produced by the detection hardware. Through cooling the electronics to $\alpha_T T$, the SNR can be improved by a factor $\alpha_T^{-1/2}$. For example, by cooling from room temperature to liquid nitrogen would already enhance the SNR by 1.88. In NMR microscopy it is however challenging to isolate a living sample from closely placed cold hardware.

- **By oversampling.** Multiple NMR signals are added up. For $n$ signals added up, the increase in SNR is proportional to $n^{1/2}$. However, the measurement then takes $n$ times longer, so that the time resolution
of the experiment is sacrificed.

- **Through miniaturization.** As we have discussed, reducing a coil's diameter by a factor $\alpha_d$ results in an SNR improvement of $\alpha_d^{-1}$. For example, compared to a 5 mm NMR detector, a microcoil with 0.5 mm diameter brings an SNR enhancement of 10. Radiofrequency phenomena such as the skin and proximity effect make it impractical to miniaturize detector coils below 200 μm diameter and wire thicknesses below 25 μm.

In practise, all of the the above enhancement factors can be combined, but even in combination they bring only mild improvements to the C. elegans metabolomics experiment. More dramatic improvements are potentially available through hyperpolarisation, and especially two techniques show promise in the context of the worm:

- Parahydrogen induced polarisation in the form of signal enhancement by reversible exchange (SABRE)\(^\text{(16)}\) In this modality, a source of ground state para-H\(_2\) is needed, and is easily achievable at sufficient quantity with a cryogenic setup. At room temperature, hydrogen has an equilibrium spin state distribution of 1/4 para and 3/4 ortho, while at liquid helium temperatures the equilibrium is completely shifted in favour of the para state. The pure para-H\(_2\) represents a vast source of exploitable spin polarisation. Using a suitable catalyst, this spin order can be transferred from para-H\(_2\) into a desired substrate molecule. Hyperpolarised metabolites can then be tracked by NMR as they metabolised by an organism, revealing their site and rate of consumption.\(^\text{(17)}\) Achievable signal enhancements with SABRE are in the range 10-1000, depending on experimental details. Recent progress in the research on SABRE has also shown the potential for quantitative chemosensing in the micromolar and nanomolar metabolite concentration scales.\(^\text{(18)}\) In the context of miniaturised \textit{in situ} and \textit{in vivo} NMR, the main challenge for implementation of para-H\(_2\) signal enhancement consists in providing adequate amounts of para-H\(_2\) to sustain continuous hyperpolarisation throughout the timespan of the NMR experiment.

- Dynamic nuclear polarization (DNP).\(^\text{(19)}\) By polarizing the electrons of radicals in a sample, dipole-dipole coupling and spin diffusion can be used to spread the polarisation outwards from the absorption site and across to the sample's nuclei. At least two DNP variants are interesting and conducive to miniaturization:
  - In low field Overhauser DNP, the sample is maintained at room temperature in the liquid state, whilst being subjected to microwave radiation, to achieve polarization enhancements of $^{13}$C of up to 1300.\(^\text{(20)}\) An interesting variant relies on the nitrogen vacancy centre in diamond, which has a spin-coupled optical transition, and so can be optically pumped. This avoids the use of radicals, but requires NV centres within a few nanometres of the diamond's surface, which is in contact with the sample. Polarization enhancements of up to 2 orders of magnitude can be expected.\(^\text{(21)}\)
  - In high field dissolution DNP, the sample is maintained at a very low temperature as a spin glass, subjected to microwave radiation, and then rapidly thawed to physiological temperatures before being introduced into the organism.\(^\text{(22)}\) Polarization enhancements of up to 50,000 have been reported.\(^\text{(23)}\)

7. **Signal localisation using strong gradients**

The chemical shift in the resonance of a particular nucleus, which is due to the molecular environment,
can be modified to achieve spatial encoding. In essence, the resonance frequency of the nucleus \( \omega = \gamma (B[x_0] + x \cdot \partial B / \partial x) \) is modified by a gradient term which is under experimental control. Gradient coils, arranged in three orthogonal directions, can be used to apply a strong magnetic field gradient that either selects a particular resonant slice, or to spatially encode the NMR signal. In this way, magnetic resonance images of a particular atomic nucleus are facilitated, with the image contrast reflecting one of a range of parameters, such as the spin density, or any of the various relaxation times. In metabolomics, slice selection is very useful in order to achieve a smaller compartment size, and to eliminate signals from background materials. Furthermore, gradients can be used in clever ways to achieve signal suppression of unwanted contributors, such as the water background, or other abundant but uninteresting molecules.

8. **Mixture analysis**

When performing NMR on a *C. elegans*, all nuclei within the detector volume will normally contribute to the acquired signal, unless special precautions are taken. A naively recorded 1D NMR spectrum will therefore be an overlay of all the peaks from a very large number of molecules, including all lipids, proteins, DNA, and RNA. Additionally, the organism will most likely be in a nurturing environment, whose components will also contribute to the background signal. To assign the spectrum, that is, to identify the molecules contributing to the signal, the spectral overlap must be addressed. The spectral complexity is reduced simply because resonances emanating from molecules whose abundancies lie below the detection limit will appear as noise. For the remainder of the mixture contributing to the spectrum, special techniques are required to identify the components. In addition to the 1D NMR spectrum, multi-dimensional homonuclear (e.g. \(^1\)H-\(^1\)H) or heteronuclear (e.g. \(^1\)H-\(^13\)C) correlation spectra can be measured in order to reduce spectral overlap as signals are spread into multiple frequency dimensions. Preliminary molecular identification can then be done by comparison to metabolite spectral databases (HMDB, BMRB, MMCD, COLMAR), followed by confirmation by authentic standard spiking. Further development in mixture analysis includes, as an example, extracting spectral assignment from molecular spectral fingerprints derived from time-dependent coherence transfer within the molecule.

9. **Conclusions**

In order to assess future solution strategies, the current limit-of-detection that is preventing the *in vivo* metabolomic monitoring of *C. elegans* requires qualification. For the single most abundant metabolite in the organism, we currently require the signal from at least one nematode. This means that less abundant metabolites or smaller compartments are not yet measurable with NMR. Only through massive signal oversampling at the expense of time resolution, this signal can be enhanced and hence localised into an interesting smaller compartment of the nematode, for example in a slice, or a single cell. We can therefore surmise that we are currently at the horizon of achieving a useful and hence biologically relevant result in terms of SNR and localisation. We have also learned that the inductively-detected small-sample NMR experiment has reached its practical sensitivity limit, with very little hope for dramatic improvement in SNR through further miniaturization or redesign. Any improvement attempt must therefore either consider another more sensitive detection principle altogether, or the introduction of hyperpolarisation methods into biological samples. For example, a factor of \(10^3\) in signal enhancement will render mM concentrations single-shot-detectable at the single cell level in *C. elegans*, but \(\mu\)M levels will still require raw oversampling factors of \(10^6\), which is only feasible if sparse sampling is possible.
Our main conclusion therefore is that the NMR microscopy of *C. elegans* definitely holds promise for fully resolved *in vivo* metabolomic profiling of an important model organism, but to do so will require at least an additional three orders of magnitude in signal detectability, most likely achieved by using hyperpolarization.
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