Evolution of regulatory networks towards adaptability and stability in a changing environment

Deok-Sun Lee

1Department of Physics, Inha University, Incheon 402-751, Korea

(Dated: August 20, 2014)

Diverse biological networks exhibit universal features distinguished from those of random networks, calling much attention to their origins and implications. Here we propose a minimal evolution model of Boolean regulatory networks, which evolve by selectively rewiring links towards enhancing adaptability to a changing environment and stability against dynamical perturbations. We find sparse and heterogeneous connectivity patterns to emerge, which show qualitative agreement with real transcriptional regulatory networks and metabolic networks. The characteristic scaling behavior of stability reflects the balance between robustness and flexibility. The scaling of fluctuation in the perturbation spread shows a dynamic crossover, which is analyzed by investigating separately the stochasticity of internal dynamics and the network structures different depending on the evolution pathways. Our study delineates how the ambivalent pressure of evolution shapes biological networks, which can be helpful for studying general complex systems interacting with environments.
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I. INTRODUCTION

The global organization of complex molecular interactions within and across cells is being disclosed by the graph-theoretic approaches [1–4]. The obtained cellular networks exhibit universal topological features which are rarely found in random networks, such as broad degree distributions [5] and high modularity [6]. Their origins and implications to cellular and larger-scale functions have thus been of great interest. Diverse network models based on simple mechanisms of adding and removing nodes and links have been proposed [7–9]. Those models capture the common aspects, like the preferential-attachment [10], of biological processes such as the duplication, divergence, and recruitment of genes, proteins, and enzymes, and successfully reproduce the empirical features of biological networks, suggesting that the former can be the origin of the latter. Yet, it remains to be explored what drives such construction and remodeling of biological networks functioning in living organisms. A population of living organisms find the typical architecture and function of their cellular networks changing with time. Such changes on long time scales are made by the organisms of different traits giving birth to their descendants with different chances, that is, by evolution [11, 12]. Therefore it is desirable to investigate how the generic features of evolution lead to the emergence of the common features of biological networks.

Living organisms are required to possess adaptability and stability simultaneously [13]. To survive and give birth to descendants in fluctuating environments, the ability to adjust to a changed environment is essential [14], which makes e.g., phenotypic diversity and the advantage of bet-hedging strategy [14]. At the same time, the ability to maintain the constant structure and perform routine important functions regularly, such as cell division and heat beats, is highly demanded. Therefore, in a given population, the cellular networks supporting higher adaptability and stability are more likely to be inherited, which leads the representative topology and function of the cellular networks to evolve over generations.

Here we study how such evolutionary pressure shapes the biological networks. We propose a network model, in which links are rewired such that both adaptability and stability are enhanced. The dynamics of the network is simply represented by the Boolean variables assigned to each node regulating one another [15]. The Boolean networks have been instrumental for studying the gene transcriptional regulatory networks [16] and the metabolic networks [17]. This model network is supposed to represent the network structure typical of a population. The evolution of Boolean networks towards enhancing adaptability [18–22], stability [23–31], or both [32] have been studied, mostly by applying the genetic algorithm or similar ones to a group of small networks. In particular, the model networks which evolve by rewiring links towards local dynamics being neither active nor inactive have been shown to reproduce the critical global connectivity and many of the universal features of real-world biological networks [33–36], demonstrating the close relation between evolution and the structure of biological networks. However, the evolutionary evaluation and selection are made for each whole organism, not for its part. In the simulated evolution of our model, the adaptability and the stability of the global dynamical state are evaluated in the wild-type network and its mutant network, differing by a single link from each other, and the winner of the two becomes the wild-type in the next step. The study of this model leads us to find that sparse and heterogeneous connectivity patterns emerge, which are consistent with the gene transcriptional regulatory net-
works and the metabolic networks of diverse species. The scaling behavior of stability with respect to the system size suggests that the evolved networks are critical, lying at the boundary between the inflexible ordered phase and the unstable chaotic phase.

Our study also shows how the nature of fluctuations and correlations changes by evolution. The extent of perturbation spread characterizing the system’s stability fluctuates over different realizations of evolution. The fluctuation turns out to scale linearly with the mean in the stationary state of evolution while the square-root scaling holds in the transient period. We argue that this dynamic crossover is rooted in the variation of the combinatorial impacts of the structural fluctuation, driven by evolution, and the internal stochasticity. The scaling of the correlation volume, representing the typical number of nodes correlated with a node, is another feature of the evolved networks. Our results thus show the universal impacts of biological evolution on the structure and function of biological networks and illuminate the nature of correlations and fluctuations in such evolving systems distinguished from randomly-constructed or other artificial systems.

The paper is organized as follows. The network evolution model is described in detail in Sec. II. The emergent structural and functional features are presented in Sec. III. In Sec. IV, we represent the Hamiltonian approach to a generalized model, including our model in a limit, and show the robustness of the obtained results. The scaling behaviors of the fluctuation of perturbation spread and the correlation volume are analyzed in Secs. V and VI, respectively. We summarize and discuss the results of our study in Sec. VII.

II. MODEL

We consider a network in which the node activities are regulated by one another. The network may represent the transcriptional regulatory network of genes, in which the transcription of a gene is affected by the transcriptional factors encoded from other genes, or the metabolic network of metabolites and reactions, the concentrations and fluxes of which are correlated. Various cellular functions are based on those elementary regulations. The model network does not mean that of a specific organism but is representative of the cellular networks of a population of organisms, which evolve with time.

To be specific, we consider a network $G$ of $N$ nodes which are assigned Boolean variables $b_i = \pm 1$ for $i = 1, 2, \ldots, N$. $b_i$ represents whether a node $i$ is active or inactive in terms of the transcription of the messenger RNA, the flux of the corresponding chemical reaction, or the concentration of the metabolite. The global dynamical state is represented by $\Sigma = \{b_1, b_2, \ldots, b_N\}$. Initially $L_0$ directed links are randomly wired and $b_i$’s are set to 1 or $-1$ randomly. A link from node $j$ to $i$, with the adjacency matrix $A_{ij} = 1$, indicates the regulation of the activity of $i$ by $j$ [16, 17]. $b_i(\tau + 1)$ of node $i$ at the microscopic time step $\tau + 1$ is determined by its regulators at $\tau$ as

$$b_i(\tau + 1) = F_i(\{b_j(\tau)|A_{ij} = 1\}), \quad (1)$$

where $F_i$ is the time-constant regulation function for node $i$, taking a value $1$ or $-1$ for each of all the $2^{k_i}$ states of $k_i$ regulators with $k_i = \sum_j A_{ij}$. A target state $\Sigma_{(\text{target})} = \{b_1^\text{(target)}, b_2^\text{(target)}, \ldots, b_N^\text{(target)}\}$ is demanded of the network by the environment and the distance between $\Sigma$ and $\Sigma_{(\text{target})}$ quantifies the adaptation to the environment.

The dynamical state $\Sigma(\tau) = \{b_1(\tau), b_2(\tau), \ldots, b_N(\tau)\}$ is updated every microscopic time step $\tau$ as in Eq. (1). Also the structure of the network $G$, including its adjacency matrix $A$ and the regulating functions $\{F_i\}$, evolves on a longer time scale as follows. At $\tau = t \tau_m$ with $t = 0, 1, 2, \ldots$ the macroscopic time step and $\tau_m$ a time constant, a mutant network $G'$ is generated, which is identical to the wild-type $G$ except that it has one more or less link with a different regulation function (See Fig. 1). Then we let the dynamical state $\Sigma(\tau)$ evolve on $G$ and $G'$, respectively, for $\tau_m \leq \tau < (t + 1)\tau_m$. Due to their structural difference, $\Sigma(\tau)$ may evolve differently although they are set equal initially at $\tau = t \tau_m$.

At $\tau = (t + 1)\tau_m$, the adaptability and the stability of the time trajectories $\{\Sigma(\tau)|t \tau_m \leq \tau < (t + 1)\tau_m\}$ on $G$ and $G'$ are evaluated in terms of the Hamming distances, $H'_{G,t}$, $H'_{G',t}$, $H'_{G,t}^{\text{(pert)}}$, and $H'_{G',t}^{\text{(pert)}}$, where the first two characterize the adaptation to the environment and the latter two represent the typical extent of perturbation spread. The winner of $G$ and $G'$ is determined in the

FIG. 1. Evolving network model. (a) A mutant $G'$ is generated by adding or removing a link randomly in the wild-type $G$, here between nodes $i$ and $j$. (b) The transition from $G$ to $G'$ happens if $H'_{G,t}^{\text{(target)}} < H'_{G,t}$ or if $H'_{G,t}^{\text{(pert)}} < H'_{G,t}$ and $H'_{G,t}^{\text{pert}}(target) = H'_{G,t}(target)$. A new target state $\Sigma_{(\text{target})}'$ is generated if $H'_{G',t}^{\text{(target)}} = 0$. 




way detailed below, which then becomes the wild-type $G$ for $(t + 1) \tau_m \leq \tau < (t + 2) \tau_m$ competing with its mutant. These procedures are repeated for $t = 0, 1, 2, \ldots$

The adaptability of a Boolean network $G$ at time $t$ is here quantified by the average Hamming distance between $\Sigma(\tau)$ and a given target state $\Sigma^{\text{(target)}}$ [18–22] over a microscopic time interval as

$$H_{G,t}^{\text{(target)}} = \frac{1}{\tau_m - \tau_s} \sum_{\tau = t \tau_m + \tau_s}^{(t+1)\tau_m} H(\Sigma(\tau), \Sigma^{\text{(target)}}),$$

$$H(\Sigma, \Sigma^{\text{(target)}}) = \frac{1}{N} \sum_{i=1}^{N} (1 - \delta_{b_i, b_i^{\text{(target)}}}) \quad (2)$$

where $\delta_{a,b}$ is the Kronecker delta function. $\tau_s$ is a microscopic-time constant such that the Hamming distance $H(\Sigma(\tau), \Sigma^{\text{(target)}})$ is stationary for $t \tau_m + \tau_s \leq \tau < t \tau_m + \tau_m$. Another constant $\tau_m$ is set to $\tau_m = 2t_s$, which is found to range from 38 to 162 for $30 \leq N \leq 800$ in our simulations. The smaller $H_{G,t}^{\text{(target)}}$ is, the closer the dynamical state on $G$ is likely to approach the target state, implying that $G$ is more adaptable to a given environment. We compute $H_{G,t}^{\text{(target)}}$ in the same way as in Eq. (2).

The stability in performing routine processes is another key requirement of life. Given that local perturbations can spread globally, the ability to suppress such perturbation spread can be a measure of stability [23–31]. To quantify the stability of $G$ at time $t$, the difference between the original state $\Sigma(\tau)$ and the perturbed state $\Sigma^{\text{(pert)}}(\tau) = \{b_1^{\text{(pert)}}(\tau), b_2^{\text{(pert)}}(\tau), \ldots, b_N^{\text{(pert)}}(\tau)\}$ is measured. The perturbed state is obtained by flipping the states of $N/2$ randomly-selected $b$'s in $\Sigma(\tau)$ at $\tau = t \tau_m$ and then letting it evolve on $G$ for $t \tau_m \leq \tau < (t + 1) \tau_m$. Then we count the number of perturbed nodes, having $b_i \neq b_i^{\text{(pert)}}$, as

$$H_{G,t}^{\text{(pert)}} = \frac{1}{\tau_m - \tau_s} \sum_{\tau = t \tau_m + \tau_s}^{(t+1)\tau_m} H(\Sigma(\tau), \Sigma^{\text{(pert)}}(\tau)) \quad (3)$$

with the Hamming distance $H(\Sigma, \Sigma^{\text{(pert)}})$ defined in Eq. (2). $H_{G,t}^{\text{(pert)}}$ represents the typical fraction of perturbed nodes; the smaller $H_{G,t}^{\text{(pert)}}$ is, the more stable the network $G$ is against dynamical perturbations. The stability of the mutant $G'$ is also computed in the same way. We remark that the number of initial flipped variables can be changed over a significant range without changing the main results.

The mutant $G'$ becomes the winner i) if $H_{G,t}^{\text{(target)}} < H_{G',t}^{\text{(target)}}$ ($G'$ is more adaptable than $G$) or ii) if $H_{G,t}^{\text{(pert)}} < H_{G',t}^{\text{(pert)}}$ ($G'$ is more stable than $G$) and $H_{G',t}^{\text{(target)}} = H_{G,t}^{\text{(target)}}$. If $H_{G,t}^{\text{(target)}} = H_{G',t}^{\text{(target)}}$ and $H_{G,t}^{\text{(pert)}} = H_{G',t}^{\text{(pert)}}$, the winner is chosen at random. Examples of the transition from $G$ to $G'$ are depicted in Fig. 1. Finally, to model the changes of the environment, a new target state $\Sigma^{\text{(target)}}'$ is generated if $H^{\text{(target)}}$ of the winner is zero. Therefore our network evolution model represents the co-evolution of the structure and dynamics of the Boolean network on different time scales in a changing environment.

III. EMERGENT FEATURES IN STRUCTURE AND FUNCTION

The simulation of the proposed model shows a variety of interesting features of evolving networks. Most of all, we find that the mean connectivity $\langle k \rangle = (L_t)/N$, with $L_t$ the total number of links at time $t$, converges to a constant $\langle k_\infty \rangle$, which depends only on $N$ regardless of $\tau_0 = L_0/N$ (Fig. 2 (a)). The mean connectivity has been shown to converge to $\langle k_\infty \rangle = 2$ in some evolution models [32, 34–36, 44], which is the critical point distinguishing the ordered and the chaotic phase in random Boolean networks [45]. Different values of $\langle k_\infty \rangle$ have been reported in other models [26, 27], where $\langle k_\infty \rangle > 2$, implying a fundamental difference between the evolved networks and random networks. In our model, $\langle k_\infty \rangle$ ranges from 1.2 to 1.7 for $30 \leq N \leq 800$ and the data are fitted by a logarithmic growth with $N$ as $\langle k_\infty \rangle \sim 0.53 + 0.17 \ln N$ (See Fig. 2 (b)). This suggests that $\langle k_\infty \rangle$ would remain small for $N$ reasonably large, e.g., $\langle k_\infty \rangle \simeq 2.88$ for $N = 10^6$. Such sparse connectivity is identified in real biological networks [37–43]. The mean connectivities of the transcriptional regulatory networks are between 1 and 3 while the number of nodes ranges from hundreds to thousands. The mean connectivities of the metabolic bipartite networks also range between 1 and 3. Furthermore, they show logarithmic scaling with $N$ in agreement with our model (See Fig. 2 (b)).

The number of regulator nodes $k$ is broadly distributed in the evolved network compared with the Poissonian distribution of the random networks as seen in Fig. 2 (c). Such broad distributions are universally observed in real-world networks [2, 37, 41, 46, 47]. The cumulative degree distribution $C(k) = N^{-1} \sum_{i=1}^{N} \theta(k_i - k)$, with $\theta(x)$ the heavy-side step function, appear to take the form of an exponential function, which is in agreement with the transcriptional regulatory networks of S. cerevisiae [2, 41]. On the other hand, the metabolic networks are known to display power-law degree distributions [5]. While the degree distributions of the transcriptional networks and metabolic networks are commonly broader than the corresponding Poissonian distributions, their functional forms are often hard to point out [48].

As evolution proceeds, it is more facilitated for the evolving network to get close to or reach a given target state. Such adaptability is quickly acquired, as implied in the rapid decrease of $\langle H_{t}^{\text{(target)}} \rangle$ with increasing $t$ (Fig. 3 (a)). The extent of perturbation spread $\langle H_{t}^{\text{(pert)}} \rangle$ also decreases rapidly by evolution. Its stationary-state value
FIG. 2. Emergence of sparse and heterogeneous connectivity pattern. In simulations, the initial number of links \( L_0 \) is set to \( 4N \) or \( N/2 \) giving \( \bar{k}_0 = L_0/N = 4 \) or 0.5. For each \( N \) and \( L_0 \), we run \( N \) independent simulations, each for \( 0 \leq t \leq T \), where \( T \) ranges from \( 4 \times 10^4 \) to \( 5 \times 10^6 \) and \( N = 1000 \) for \( N \leq 200 \), \( N = 760 \) for \( N = 400 \), and \( N = 22 \) for \( N = 800 \). (\( \cdots \) ) indicates the ensemble average. (a) The plots of the mean connectivity \( \bar{k}_t \) for \( N = 200 \). It converges to a constant irrespective of the initial value, which is evaluated as \( \langle \bar{k}_\infty \rangle = \left( T/4 \right)^{-1} \sum_{t=0}^{+\infty} \langle \bar{k}_t \rangle \approx 1.4 \). The networks at selected times are presented. (b) The \( N \)-dependence of the stationary-state mean connectivity. \( \langle \bar{k}_\infty \rangle \approx 0.53 + 0.17 \ln N \) (solid line) fits reasonably the model results (circle). The mean connectivity \( \bar{k} = L/N \) of the transcriptional regulatory networks of four species (triangles) [37–41] and of the bipartite metabolic networks of 506 species (cross) [42, 43] are shown. The fitting line (dotted) given by \( \langle \bar{k}_\infty \rangle \approx 1.01 + 0.15 \ln N \) fits the data of the metabolic networks with \( N \) the number of reactions and metabolites. (c) The cumulative distributions of the in-degree, \( C(k) = \langle N^{-1} \sum_{i=1}^{N} \theta(k_i - k) \rangle \) at \( t = 0 \) (initial state) and \( t = 4.8 \times 10^7 \) (stationary state) for \( N = 200 \). The distribution in the random networks of \( N = 200 \) nodes and \( \langle L \rangle = \langle \bar{k}_\infty \rangle N = 1.4N \) links is also shown for comparison.

FIG. 3. Time evolution of adaptability and stability. (a) Plot of \( \langle H_2^{(pert)} \rangle \) for \( 10^2 \leq t < 10^3 \) and \( N = 200 \) with the initial mean connectivity \( \bar{k}_0 = 4 \) and \( \bar{k}_0 = 0.5 \). The color varies with the evolution time \( t \) and the arrows indicate the direction of increasing time. (inset) The scaling behavior of the stationary-state Hamming distance \( \langle H_\infty^{(pert)} \rangle \) with respect to the number of nodes \( N \). \( \langle H_\infty^{(pert)} \rangle \sim N^{-0.7} \) (dashed line) fits the data. (b) Plots of \( \langle H_\infty^{(pert)} \rangle \) versus the mean connectivity \( \langle \bar{k}_t \rangle \) for the evolving networks and the random networks of \( N = 200 \).

\[ \langle H_\infty^{(pert)} \rangle \] shows the following scaling behavior with \( N \):

\[ \langle H_\infty^{(pert)} \rangle \sim N^{-\theta^{(pert)}}, \quad \theta^{(pert)} \approx 0.7. \] (4)

This implies an intermediate level of stability of the evolved networks compared with the following networks. The random Boolean networks with the mean connectivity at the threshold \( \bar{k}_c = 2 \) find the perturbation spread scale similarly to Eq. (4) but with a smaller scaling exponent ranging between 1/2 and 1/3, depending on the functional form of the in-degree distribution [49]. Therefore, the perturbation spread in those critical random networks is much larger than that in the evolved networks for large \( N \). Figure 3 (b) shows that during the whole period of evolution, the evolving networks have smaller spread of perturbation than the random networks with the same mean connectivity \( \langle \bar{k} \rangle \). On the other hand, in a variant of our model, the ‘stability-only’ model, in which only the stability of the wild-type and the mutant is evaluated for selection, the perturbation spread scales
and the flexible and adaptable phase \([15]\). The original networks allow larger spread of perturbation than the stability-only model in order to facilitate adaptation to a fluctuating environment.

The mean connectivity \(⟨\mathcal{K}_\infty⟩\) is also subject to such a balance constraint. As the opposite to the stability-only model, we can consider the ‘adaptation-only’ model in which only the adaptability of the wild-type and the mutant is considered. We found that the mean connectivity is much larger than in the original model\(^1\). A large number of links make more and larger attractors in the state space, which can be helpful for adaptation. In the stability-only model, on the contrary, we find that the mean connectivity is much smaller than that of the original model (Fig. 4 (a)), suppressing the transitions between attractors. All these characteristics demonstrate that the structure and dynamics of the evolved networks are at the boundary between the stable and robust phase and the flexible and adaptable phase \([15]\).

**IV. A GENERALIZED MODEL**

In this section, we represent our model in the Hamiltonian approach, which offers a natural extension of the model allowing us to check the robustness of the obtained results.

The evolution trajectory of the model network corresponds to a path in the space of networks \(G\); A system of \(N\) nodes changes its location in the \(G\) space in the stochastic way as described in Sec. II. Therefore a generalized evolution model can be introduced by specifying the transition probability \(ω_{G→G'};Σ\) from \(G\) to \(G'\) for a given dynamical state \(Σ\) \([23, 26, 31]\). Note that the dynamical state evolves with microscopic time \(τ\) in a deterministic way as long as the network structure \(G\) is fixed. Suppose that the transition probabilities satisfy the relation

\[
ω_{G→G';Σ} \propto \exp \left( -\frac{H^{(\text{target})}_G - H^{(\text{target})}_{G'}}{T^{(\text{target})}} - \frac{H^{(\text{pert})}_G - H^{(\text{pert})}_{G'}}{T^{(\text{pert})}} \right),
\]

where the Hamming distances are computed by Eqs. (2) and (3) with \(Σ(τ_m) = Σ\) and two temperatures \(T^{(\text{target})}\) and \(T^{(\text{pert})}\) are introduced. Transitions to the networks with smaller \(H^{(\text{target})}_G\) and \(H^{(\text{pert})}_G\) are preferred to the extent depending on the two temperatures. Our model corresponds to the limit

\[
T^{(\text{target})} → 0, \ T^{(\text{pert})} → 0, \ \text{and} \ r = \frac{T^{(\text{pert})}}{T^{(\text{target})}} → \infty, \ \ (6)
\]

\(^1\) We found that the mean connectivity does not even become stationary but keeps increasing with time in some cases.

![FIG. 4. Mean connectivity and stability in the generalized model. The parameter \(r\) is related to the relative importance of adaptability with respect to stability as in Eq. (6). (a) Plots of the stationary-state mean connectivity \(⟨\mathcal{K}_\infty⟩\) versus the system size \(N\). \(⟨\mathcal{K}_\infty⟩\) increases slowly with \(N\) for all \(r > 0\) except for the stability-only model. (b) Plots of the perturbation spread \(⟨H^{(\text{pert})}_\infty⟩\) versus \(N\). The scaling behavior \(⟨H^{(\text{pert})}_\infty⟩ \sim N^{-\theta^{(\text{pert})}}\) is observed for all the considered cases. (inset) the scaling exponent \(\theta^{(\text{pert})}\) decreases from 1 to 0.7 with increasing \(r\).](image-url)
and only if \( H_G^{(\text{pert})} + rH_G^{(\text{target})} \leq H_G^{(\text{pert})} + rH_G^{(\text{target})} \). \( r \) controls the relative importance of \( H_G^{(\text{target})} \) with respect to \( H_G^{(\text{pert})} \). Simulations show that \( \langle H_G \rangle \) displays similar \( N \)-dependent behaviors for all \( r > 0 \); it increases with \( N \) slowly (See. Fig. 4(a)). On the contrary, in the stability-only model, the mean connectivity decreases with \( N \). This highlights the crucial role of adaptation in shaping the architecture of regulatory networks. Secondly, as shown in Fig. 4 (b), \( \langle H_\infty \rangle \sim N^{-g(\text{pert})} \) with \( g(\text{pert}) \approx 0.7 \) is observed not only for \( r \to \infty \) but also for \( r \) sufficiently large, in the range \( r \gtrsim 10 \). For \( r \) small, roughly \( r \lesssim 1 \) and in the stability-only model, \( \langle H_\infty \rangle \sim N^{-1} \), implying that the stronger stability is achieved than for \( r \) large. The scaling exponent \( g(\text{pert}) \) decreases from 1 to 0.7 with \( r \) increasing in the range \( 0.1 \lesssim r \lesssim 10 \). Such robustness of the structural and functional properties for all large \( r \) makes our model \( (r \to \infty) \) appropriate for modeling the evolutionary selection requesting both adaptability and stability.

V. SCALING OF FLUCTUATION

As the initial randomly-wired networks evolve, many of their properties change with time, the investigation of which may illuminate the mechanisms of evolution by which living organisms optimize their architecture for acquiring adaptability and stability.

Evolution is accompanied by fluctuations. Environments are different for different groups of organisms and vary with time as well even for a given group. Mutants are generated at random and thus the specific pathway of evolution becomes stochastic. The studied networks also display fluctuations over different realizations of evolution \( \sigma = \sqrt{\langle A^2 \rangle} - \langle A \rangle^2 \) for each quantity \( A \). Among others, here we investigate such ensemble fluctuation of perturbation spread characterizing the system’s stability \( \sigma_t = \sqrt{\langle (H_t^{(\text{pert})})^2 \rangle} - \langle H_t \rangle^2 \). While the evolutionary pressure results in enhancing stability (reducing \( \langle H_t^{(\text{pert})} \rangle \)), its fluctuation, normalized by the mean \( \langle H_t^{(\text{pert})} \rangle \), is stronger and the whole distribution is broader, respectively, than those of random networks as shown in Fig. 5 (a). Such enhancement of fluctuations helps the evolving network search for the optimal topology under fluctuating environments [50–53].

It is observed for a wide range of real-world systems that the standard deviation \( \sigma \) and the mean \( m \) of a dynamic variable show the scaling relation \( \sigma \sim m^\alpha \) with the scaling exponent \( \alpha \) reflecting the nature of the dynamical processes: For instance, \( \alpha = 1/2 \) in case of no correlations among the relevant variables and their distributions having finite moments as in the conventional random walk while the widely-varying external influence may make such significant correlations as leading to \( \alpha \neq 1/2 \) [54–57]. Such scaling relation has been observed for the gene expression level or the protein concentration that fluctuate over cells and time [58, 59]. Also in our model the mean \( \langle H_t^{(\text{pert})} \rangle \) and the fluctuation \( \sigma_t \) of perturbation spread at different times \( t \) satisfy the scaling relation

\[
\sigma_t \sim \langle H_t^{(\text{pert})} \rangle ^\alpha.
\]

Interestingly, the scaling exponent \( \alpha \) changes with evolution (Fig. 5 (b)); \( \alpha = \alpha_t \) with \( \alpha_t \approx 0.5 \) for \( k_0 = 4 \) and \( \alpha_t \approx 0.6 \) for \( k_0 = 0.5 \) during transient period but \( \alpha = \alpha_s \) with \( \alpha_s \approx 1 \) in the stationary state. Such crossover in \( \alpha \) is robustly observed for all \( N \) and \( L_0 \) as shown in Fig. 5 (c) and (d).

What is the origin of such dynamic crossover in \( \alpha \)? It has been shown that the interplay of exogenous and endogenous dynamics may affect the scaling exponent \( \alpha \) in systems under the influence of external environments [54–57, 60, 61]. In our evolution model, the extent of perturbation spread depends on the initial perturbation and on the network structure. The network structure is the outcome of the specific evolution pathway affected by the changing environment. The location of initial perturbation is determined on a random basis in our model, modeling the stochasticity of the internal microscopic dynamics in real systems. Therefore the perturbation spread can be considered as a function of the internal dynamics component \( D \) and the network structure \( S \), i.e., \( H^{(\text{pert})}(D, S) \). Then the fluctuation of \( H^{(\text{pert})} \) is represented as \( \sigma^2 = \langle (H^{(\text{pert})})^2 \rangle_D - \langle H^{(\text{pert})} \rangle_D^2 \) where \( \langle \cdots \rangle_D \) and \( \langle \cdots \rangle_S \) represent the average over \( D \) and \( S \) as \( \int dDP(D) \cdots \) and \( \int dSP(S) \cdots \) and decomposed into the internal and the external fluctuation as [60, 61].

\[
\sigma^2 = \sigma^{(I)}^2 + \sigma^{(E)}^2, \quad \sigma^{(I)} = \sqrt{\langle (H^{(\text{pert})})^2 \rangle_D - \langle H^{(\text{pert})} \rangle^2_D}, \quad \sigma^{(S)} = \sqrt{\langle (H^{(\text{pert})})^2 \rangle_S - \langle H^{(\text{pert})} \rangle^2_S}. \tag{9}
\]

The internal fluctuation \( \sigma^{(I)} \) denotes the structural average of the internal-dynamics fluctuation of \( H^{(\text{pert})} \). On the other hand, the external fluctuation \( \sigma^{(E)} \) is the structural fluctuation of the internal-dynamics average of \( H^{(\text{pert})} \). In simulations, the quantities \( \langle \cdots \rangle_D \) are obtained simply by the ensemble averages \( \langle \cdots \rangle_D \). To obtain \( \langle (H^{(\text{pert})})^2 \rangle_D \), we use the relation \( \langle (H^{(\text{pert})})^2 \rangle_D = \langle H^{(\text{pert})} \rangle^2_D + \langle H^{(\text{pert})} \rangle^2_D \) [60, 61], where \( \langle H^{(\text{pert})} \rangle_D \) and \( \langle H^{(\text{pert})} \rangle_D \) are the perturbation spreads from two different initial perturbations on the same network and are computed by Eq. (3) with different perturbed states \( \Sigma^{(\text{pert})} \) and \( \Sigma^{(\text{pert})} \) from two initial perturbations. Inserting \( \langle H^{(\text{pert})} \rangle^2 = (1/2)\langle (H^{(\text{pert})})^2 + (H^{(\text{pert})})^2 \rangle \) and \( \langle (H^{(\text{pert})})^2 \rangle = (1/2)\langle (H^{(\text{pert})}) + (H^{(\text{pert})}) \rangle \) in Eq. (9), one finds that the internal fluctuation is represented as \( \sigma^{(I)}^2 = (1/2)\langle (H^{(\text{pert})} - H^{(\text{pert})})^2 \rangle \) and the external fluctuation is \( \sigma^{(E)}^2 = \langle H^{(\text{pert})} \rangle \rangle \langle (H^{(\text{pert})} - H^{(\text{pert})}) \rangle \rangle \). The external fluctuation \( \sigma^{(E)} \) is found to be much larger than \( \sigma^{(I)} \) for all \( t \) (Figure 5 (e)), implying the wide
FIG. 5. Scaling behaviors of fluctuation of perturbation spread. (a) The normalized fluctuation $\sigma_t/(H_t^{(pert)})$ as a function of the mean connectivity $\langle k \rangle$ for $N = 200$. It is larger than that in the random networks (dashed line). The color varies with the evolution time $t$ and the arrows indicate the direction of increasing time. (inset) The cumulative distributions of $H_{G,t}^{(pert)}$ in the stationary state ($t > 4.8 \times 10^7$) compared with those of the random networks of $\langle k \rangle = 1.4$ (dashed line). (b) Plots of $\sigma_t$ with respect to $(H_t^{(pert)})$ for $\bar{k}_0 = 4$ and 0.5 and $N = 200$. (inset) The estimated scaling exponents $\alpha$ in Eq. (8) as functions of time $t$. (c) $\sigma_t$ versus the log-binned values of $(H_t^{(pert)})$ in the transient (tr.) and stationary (st.) period for system sizes $N = 50, 100, 200$, and 400 with $\bar{k}_0 = 4$. The slopes of the two fitting lines, 0.90 and 0.54, are the averages of the estimated exponents $\alpha$ in the transient and the stationary period, respectively. (inset) Plots of $\alpha$ versus $N$ in the transient and the stationary period. (d) The same plots as (c) with $\bar{k}_0 = 0.5$. The slopes, 0.91 and 0.59, of the two fitting lines are the average of $\alpha$ for $N = 50, 100, 200$, and 400. (inset) Plots of $\sigma_t$ versus $N$ in the transient and the stationary period. (e) The ratio $\sigma_t^{(E)}/\sigma_t^{(I)}$ as functions of time $t$ for $\bar{k}_0 = 4$ and 0.5. In the stationary state, $\sigma_t^{(E)}/\sigma_t^{(I)} \approx 0.67$ without regards to the initial mean connectivity or the system size. (f) The estimated scaling exponents $\alpha$ for the whole, external, and internal fluctuation at each time $t$ for $N = 200$. (g) $\langle H_t^{(pert)} \rangle$ versus $t$ in the stationary period $0 < t < 20,000$. Both decrease with little fluctuation. (h) $\langle H_t^{(pert)} \rangle$ and $\langle k \rangle$ versus $t$ in the stationary period $480,000 < t < 500,000$. The larger fluctuation of $\langle H_t^{(pert)} \rangle$ than $\langle k \rangle$ is seen.

variation of the network structure arising from exploiting differentiated pathways of evolution in changing environments. Moreover, the external fluctuation display a similar crossover behavior to $\sigma_t$, that is, $\sigma_t^{(E)} \sim \langle H_t^{(pert)} \rangle^{\alpha_t^{(E)}}$ with $\alpha_t^{(E)}$ increasing from $\alpha_t^{(I)}$, a value close to 1/2, in the transient period to a value $\alpha_t^{(E)} \approx 1$ in the stationary state (Fig. 5(f)). On the other hand, the internal fluctuation behaves as $\sigma_t^{(I)} \sim \langle H_t^{(pert)} \rangle^{\alpha_t^{(I)}}$ with $\alpha_t^{(I)}$ remaining close to 1/2, like in the diffusion process (Fig. 5(f)).

Which is dominant of the internal and the external fluctuation has been investigated for various complex systems [54–57]. In contrary to the static (nature of) systems of the previous works, the evolving networks in our model displays a dynamic crossover in the fluctuation scaling while the external fluctuation is always dominant.

To decipher the mechanism underlying this phenomenon, we begin with assuming that in the scaling regime the perturbation spread $H_t^{(pert)}$ is small and factorized as

$$H_t^{(pert)} \approx D_t S_t,$$

where $D_t$ and $S_t$ are the components reflecting the dependence of perturbation spread on the location of initial perturbation and on the global network structure, respectively. $D_t$ and $S_t$ are expected to be independent. We assume that their fluctuations scale as $\xi_t^{(D)} = \sqrt{(D_t^2 - \langle D_t^2 \rangle)}$ and $\xi_t^{(S)} = \sqrt{(S_t^2 - \langle S_t^2 \rangle)}$ with $\beta^{(D)}$ and $\beta^{(S)}$ time-independent constants. Then the mean of the perturbation spread should be
given by
\[
(H_t^{\text{pert}}) = \langle D_t \rangle \langle S_t \rangle
\] (11)
and the internal and the external fluctuation in Eq. (9) are represented as
\[
\sigma_t^{(I)} = \sqrt{(D_t^2 - \langle D_t \rangle^2)} \sim \langle D_t \rangle^{\beta(D)} \sim \sqrt{\langle S_t^2 \rangle},
\]
\[
\sigma_t^{(E)} = \langle D_t \rangle \sqrt{\langle S_t^2 \rangle - \langle S_t \rangle^2} \sim \langle D_t \rangle \langle S_t \rangle^{\beta(S)}.
\] (12)

Using Eqs. (11) and (12), we can analyze the scaling behaviors of fluctuations as follows. In the transient period before entering the stationary state, the network structure is transformed significantly, making the structural component \(\langle S_t \rangle\) essentially govern the perturbation spread in its time-dependent behavior, yielding
\[
\langle H_t^{\text{pert}} \rangle \sim \langle S_t \rangle, \quad \sigma_t^{(I)} \sim \sqrt{\langle S_t^2 \rangle}, \quad \sigma_t^{(E)} \sim \langle S_t \rangle^{\beta(S)}.
\] (13)

This is supported by the similarity of the temporal patterns of \(\langle H_t^{\text{pert}} \rangle\) and the mean connectivity \(\langle k_t \rangle\) in Fig. 5 (g). Therefore one can relate the external fluctuation to the mean of perturbation spread as
\[
\sigma_t^{(E)} \sim \langle S_t \rangle^{\beta(S)} \sim \langle H_t^{\text{pert}} \rangle^{\beta(S)}.
\] (14)

Comparing this with the simulation results in Fig. 5(f), we find that \(\beta(S) \simeq \alpha_t^{(E)} \simeq 1/2\). That is, \(\xi_t^{(S)} \sim \langle S \rangle^{1/2}\). The estimated value \(\beta(S)\) is also consistent with the simulation result \(\alpha_t^{(I)} \sim 1/2\), since \(\sigma_t^{(I)} \sim \sqrt{\langle S_t^2 \rangle} \sim \sqrt{\langle S_t \rangle^2 + \text{(const.)} \langle S_t \rangle^{2\beta(S)}} \sim \langle S_t \rangle^{\beta(S)}\), with \(\langle S_t \rangle \ll 1\) given \(\langle H_t^{\text{pert}} \rangle\) small in the scaling regime.

In the stationary state, the network structure varies little with time; \(\langle k_t \rangle\) rarely varies (Fig. 5 (h)). In contrast, \(\langle H_t^{\text{pert}} \rangle\) fluctuates significantly on short time scales. This suggests that randomly-selected locations of initial perturbation, having no correlations at different time steps, drive such time-dependent behaviors of \(\langle H_t^{\text{pert}} \rangle\).

Therefore, from Eqs. (11) and (12), the mean and the fluctuation of perturbation spread are represented as
\[
\langle H_t^{\text{pert}} \rangle \sim \langle D_t \rangle, \quad \sigma_t^{(I)} \sim \langle D_t \rangle^{\beta(D)}, \quad \sigma_t^{(E)} \sim \langle D_t \rangle.
\] (15)

Regardless of the value of \(\beta(D)\), the external fluctuation is proportional to \(\langle H_t^{\text{pert}} \rangle\),
\[
\sigma_t^{(E)} \sim \langle D_t \rangle \sim \langle H_t^{\text{pert}} \rangle
\] (16)
in agreement with the observation \(\sigma_t \sim 1\) in Fig. 5 (f).

The internal fluctuation is expected to scale as \(\sigma_t^{(I)} \sim \langle D_t \rangle^{\beta(D)} \sim \langle H_t^{\text{pert}} \rangle^{\beta(D)}\) which allows us to find \(\beta(D) \simeq \alpha_t^{(I)} \simeq 1/2\). Therefore \(\xi_t^{(D)} \sim \langle D_t \rangle^{1/2}\) like \(\xi_t^{(S)} \sim \langle S \rangle^{1/2}\).

The above arguments following Eqs. (11) and (12) with \(\beta(S) \simeq \beta(D) \simeq 1/2\) illustrate why the internal fluctuation always scale as \(\sigma_t^{(I)} \sim \langle H_t^{\text{pert}} \rangle^{1/2}\) while the external fluctuation shows the dynamic crossover from \(\alpha_t^{(E)} \sim \langle H_t^{\text{pert}} \rangle^{1/2}\) to \(\sigma_t^{(E)} \sim \langle H_t^{\text{pert}} \rangle\). Combined with the observation that the external fluctuation makes a dominant contribution to \(\sigma_t\), the arguments explain the crossover in the fluctuation scaling of perturbation spread shown in Fig. 5 (b).

Our results can be compared with the other cases showing a crossover in the fluctuation scaling driven by the change of the dominant fluctuation between \(\alpha_t^{(I)}\) and \(\sigma_t^{(E)}\) [56]. On the other hand, \(\sigma_t^{(E)}\) is always dominant in our model. The time-varying perturbation spread is dominantly governed by the structure component \(\langle S_t \rangle\) in the transient period and the internal dynamics component \(\langle D_t \rangle\) in the stationary state, which underlies the crossover of \(\alpha\) from \(1/2\) to \(1\) in our model. The rapid and significant changes of the structure of the evolving networks are identified only in the transient period, and the internal stochasticity dominates the statistics of stability in the stationary state of evolution. Therefore the nature of fluctuations is fundamentally different between the evolved networks and the random network or those which are not sufficiently evolved.

**VI. CORRELATION VOLUME**

The evolved networks in our model are more stable than random networks but less stable than the stability-only networks as shown by the scaling behaviors of \(\langle H_{\infty}^{\text{pert}} \rangle\) in Sec. III. Such balance between robustness and flexibility is hardly acquired unless the relevant dynamical variables, the spread of perturbation in our case, at different sites are correlated with one another.

For a quantitative analysis, let us consider the local perturbation \(h_{i,t}\) at node \(i\) and time \(t\) defined as
\[
h_{i,t} = \frac{1}{\tau_m - \tau_s} \sum_{\tau = \tau_m + \tau_s}^{(t+1)\tau_m} \left[ 1 - \delta_{h_t(\tau), h_t^{\text{pert}}(\tau)} \right].
\] (17)
denoting whether the activity of node \(i\) is different between the original state \(\Sigma\) and the perturbed state \(\Sigma^{\text{pert}}\).

Notice that the stability Hamming distance \(H_{i,t}^{\text{pert}}\) in Eq. (3) is the spatial average of the local perturbations, \(H_{i,t}^{\text{pert}} = N^{-1} \sum_{i=1}^{N} h_{i,t}\). If node \(j\) tends to have larger perturbation than its average when node \(i\) does, \(h_{i,t} > h_{j,t}\), their local perturbations can be considered as correlated, meaning that local fluctuations at \(i(j)\) is likely to spread to node \(j(i)\). In that case, we can expect that \(\langle h_{i,t} - h_{i,t} \rangle \langle h_{j,t} - h_{j,t} \rangle = (h_{i,t} - h_{i,t}) (h_{j,t} - h_{j,t}) > 0\).

Therefore we define the correlation volume as
\[
C_t = \sum_{i=1}^{N} \sum_{j \neq i} \left( \langle h_{i,t} h_{j,t} \rangle - \langle h_{i,t} \rangle \langle h_{j,t} \rangle \right),
\] (18)
which represents how many nodes are correlated with a node in the perturbation-spreading dynamics. For instance, \(C_t = N - 1\) if \(h_{i,t} = h_{j,t}\) for all \(i\) and \(j\) (perfect
correlation) and \( C_t = 0 \) if \( h_t \)'s are completely independent of one another such that \( \langle h_{i,t}h_{j,t} \rangle = \langle h_{i,t} \rangle \langle h_{j,t} \rangle \).

One can find that the variance of the perturbation spread \( \sigma_t^2 = \langle (H_t^{(pert)})^2 \rangle - \langle H_t^{(pert)} \rangle^2 \) is decomposed into the local variance \( \mathcal{S}_t \) and the correlation volume \( C_t \) as

\[
\sigma_t^2 = \mathcal{S}_t (1 + C_t), \tag{19}
\]

where \( \mathcal{S}_t \) is defined in terms of the variance of \( h_{i,t} \) as

\[
\mathcal{S}_t = \frac{1}{N^2} \sum_{i=1}^{N} \left( \langle h_{i,t}^2 \rangle - \langle h_{i,t} \rangle^2 \right). \tag{20}
\]

The decomposition in Eq. (19) allows us to see that the fluctuation of perturbation spread depends on the magnitude of local fluctuations, \( \mathcal{S}_t \), and how far the local fluctuation propagates to the system, characterized by the correlation volume \( C_t \) in Eq. (18). If \( h_{i,t} \)'s are independent, the local fluctuation does not spread, as \( C_t = 0 \), and the whole variance \( \sigma_t^2 \) is identical to the local variance \( \sigma_t^2 = \mathcal{S}_t \). On the contrary, if \( h_{i,t} \)'s are perfectly correlated, the correlation volume is \( N - 1 \) and the whole variance \( \sigma_t^2 \) is \( N \) times larger than the local variance as \( \sigma_t^2 = NS_t \), representing that local fluctuations spread to the whole system.

In Fig. 6 (a), the correlation volume is shown to be larger in the stationary state than in the initial state; The correlation volume averaged over the stationary period, \( C_{\infty} \), is about 10 while that in the initial state, \( C_0 \), ranges between 2 and 3 for \( N = 200 \). The dependence of \( C_t \) on the system size \( N \) is different between the initial and the stationary state. Furthermore, the correlation volume in the stationary state increases with \( N \) as

\[
C_{\infty} \sim N^\zeta \text{ with } \zeta \approx 0.4 \tag{21}
\]

while the correlation volume of the initial network \( C_0 \) does not increase with \( N \) (Fig. 6 (b)). Such a scaling behavior is not seen in the whole fluctuation \( \sigma_t^2 \) even in the evolved networks. Therefore the scaling behavior of the correlation volume in Eq. (21) can be another hallmark of the evolved systems and can be related to the system’s capacity to be stable and adaptable simultaneously.

VII. SUMMARY AND DISCUSSION

In this work we have introduced and extensively investigated the characteristic properties of an adaptive network model capturing the generic features of biological evolution. In reality, the evolutionary selections are made for a population of heterogeneous living organisms, as adopted by the genetic algorithm, but here we considered a simplified model, where a single network, representing the network structure typical of a population of organisms, add or remove a link depending on whether that change improves its fitness or not. The fitness of a network is evaluated in terms of its adaptability to a changing environment and the stability against perturbations in the dynamical state, which look contradictory to each other but essential for every living organism. Despite such simplification, the model network reproduces many of the universal network characteristics of evolving organisms, including the sparsity and scaling of the mean connectivity, broad degree distributions, and the stability stronger than the random Boolean networks but weaker than the networks evolved towards stability only, implying the simultaneous support of adaptability and robustness.

Fluctuations and correlations display characteristic scaling behaviors in the stationary state of evolution contrasted to those in the transient period or in the initial random-network state. The evolutionary pressure drives the regulatory networks towards becoming highly stable by exploiting different pathways from realization to realization in the rugged fitness landscape, which results in a large fluctuation. The presence of two distinct components in the perturbation-spread dynamics, related to the network structure different depending on the evolution pathway and the location of random initial perturbation, respectively, is shown to bring the dynamic crossover in the fluctuation scaling. Such evolution makes large correlations as well.

The proposed model is simple and generic allowing us to understand the evolutionary origin of the universal features of diverse biological networks. It illuminates the nature of dynamic fluctuations and correlations in evolving networks that are continuously influenced by the changing environments. The ensemble of those evolving networks can be formulated by the Hamiltonian approach, which depends on a time-varying external environment, and thus it opens a way to study biological evolution from the viewpoint of statistical mechanics. Given the increasing importance of the capacity to manipulate biological systems, natural or synthetic, our understanding of biological fluctuations can be particularly useful. The strong interaction with environments, like the natural selection in evolution, is common to diverse complex
systems and thus the theoretical framework to deal with multiple components of dynamics presented here can be of potential use in substantiating the theory of complex systems.
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