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Abstract—We present a versatile framework for the computational co-design of legged robots and dynamic maneuvers. Current state-of-the-art approaches are typically based on random sampling or concurrent optimization. We propose a novel bilevel optimization approach that exploits the derivatives of the motion planning sub-problem (i.e., the lower level). These motion-planning derivatives allow us to incorporate arbitrary design constraints and costs in an general-purpose nonlinear program (i.e., the upper level). Our approach allows for the use of any differentiable motion planner in the lower level and also allows for an upper level that captures arbitrary design constraints and costs. It efficiently optimizes the robot’s morphology, payload distribution and actuator parameters while considering its full dynamics, joint limits and physical constraints such as friction cones. We demonstrate these capabilities by designing quadruped robots that jump and trot. We show that our method is able to design a more energy-efficient Solo robot for these tasks.

I. INTRODUCTION

To design a robot capable of executing dynamic motions, we need to consider the robot’s mechanical design as well as the motion it will execute. A traditional approach is to iterate between mechanical design and motion planning (e.g., [1]). However, this is a challenging process, especially for complex and dynamic robots, as it requires experts both in motion planning and mechanical design. Instead, concurrent design (co-design [2]) aims to automate this process by numerically optimizing both the motion and design parameters. As the designer, we first specify a set of design parameters (e.g., morphologies or motor characteristics), constraints (e.g., collision avoidance between robot components), high-level tasks (e.g., a jump) and evaluation metrics (e.g., energy). The algorithm then finds optimal design parameters and motions to more efficiently execute the task.

For the algorithm to find realistic design improvements, it needs to be able to plan feasible motions by considering the robot’s full-body dynamics and actuation limits. We can do it efficiently through motion planning frameworks such as CROCODYL [3], which can run fast enough for predictive control applications [2]. On the other hand, from a designer standpoint, we need to be able to specify arbitrary design constraints and cost functions in order to give the designer tools to fully specify all the parameters of the design.

Re-implementing motion planning in order to add additional design parameters requires considerable technical work, which is why we seek a modular framework that exploits state-of-the-art motion planners while considering design constraints. With this motivation in mind, we developed a co-design algorithm with the following scope: 1) ability to define arbitrary costs and constraints on continuous design variables, 2) treat the motion planning as a module, and 3) exploit state of the art motion planners that can compute dynamic motion for legged robots which include constraints on the motion parameters. This scope has some subtle differences from other co-design work in the literature.

A. Related Work

In the current literature, a popular approach to co-design is what we call sampling-based co-design. These methods are two-staged and exploit variants of Monte-Carlo sampling to find candidate robot designs. The fitness of those candidates is evaluated in a second stage through a motion planner.

The Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) [4] is a popular sampling approach used in co-design. It uses a Gaussian prior on candidate design parameters and estimates a covariance matrix needed for the following sampling steps. For instance, Wampler et al. [4] used a variant of CMA-ES to co-design various creatures in simulation, and Digumarti et al. [5] co-designed the legs of the quadruped StarlETH to optimize its running speed. Ha et al. [2] used CMA-ES to optimize design and swing trajectories of planar legged robots. Most recently, Chadwick et al. [6] optimized the legs of quadrupeds and bipeds over uneven terrain for different user-defined co-design metrics, and Fadini et al. [7] computed the actuator properties of a monoped using CMA-ES.

Fig. 1: Illustration of our bilevel optimization approach for robot co-design. In the upper level we use gradient information from the motion planning (lower level) to optimize the design of the robot. Please find the accompanying video at https://youtu.be/Yxn7K1Hxt_1
A benefit of the above approaches is that they can use non-smooth motion planners in the lower level. However, they do not support hard constraints on the design in the upper level, requiring soft constraints and cost tuning. Moreover, the algorithmic complexity of CMA-ES scales exponentially with respect to the number of design parameters (i.e., decision variables) due to the curse of dimensionality [8], [9]. This limits its application to a reduced number of design parameters and constraints, which in turn limits its scalability, for instance to multiple tasks and environments.

On the other hand, a number of gradient-based co-design methods have been proposed in the literature. One approach is to formulate a single nonlinear program that optimizes both motion and design parameters. This approach has been used to co-design legged robots. For instance, Mombaur [10], Buondonno et al. [11] and Spielberg et al. [12] compute the motions, lengths of the robot’s limbs and/or actuator parameters in a single nonlinear program. However, the algorithmic complexity of the resulting nonlinear program is its major drawback (e.g. [13]). It also requires to modify the motion planning when including new co-design requirements, making the method non-modular.

To tackle the above-mentioned drawbacks, a few recent pieces of work have proposed a new approach that uses derivative information obtained via sensitivity analysis. Ha et al. [14] proposed to extract the relationship between motion and design by using the implicit function theorem. This allowed them to optimize the design while keeping the motion on the manifold of optimal motions. In a similar fashion, Desai et al. [15] used sensitivity analysis and the adjoint method to determine the same relationship. This latter approach was used in [16] and [17] for human-in-the-loop design optimization of robots. Still, these approaches have limitations. For instance, the method presented in [14] optimizes one target design parameter at a time and requires user input to select that parameter during optimization. The approaches used in [15]–[17] do not impose hard constraints in the motion optimization, but rather use penalty costs. This has the potential of violating the physics constraints. Finally, none of these methods support design constraints, which is a key designer requirement.

B. Our approach

In this paper, we propose a related, but more general solution, where we directly take the derivative of the motion planner and embed it into a nonlinear program. Our approach contains an upper and a lower level optimization for robot design and motion planning, respectively. In the lower level, we use an efficient state-of-the-art constrained motion planner, which is continuously differentiable. In the upper level, we formulate the design constraints and metrics as a nonlinear program, which we solve with a general-purpose nonlinear optimization software that handles arbitrary constraints.

Our approach is modular for differentiable motion planners, similar to genetic algorithms, while also supporting hard constraints on design parameters, which genetic algorithms do not. Since it uses derivative information, it inherently has faster local convergence. Finally, it does not require unconstrained motion planning (as is the case in [16]).

C. Contributions

The main contribution of our work is a novel bilevel optimization approach for robot co-design (Fig. 1). We identify two technical contributions:

1. a modular co-design algorithm that differentiates a motion planner and handles arbitrary co-design constraints and metrics in the upper level;
2. a complete co-design framework for quadruped robots and dynamic locomotion maneuvers;

Our approach is of practical interest, as it allows for the use of any differentiable motion planner in the lower level without any modification to the motion planning itself. A modular approach like ours can take advantage of the state-of-the-art motion planning algorithms in terms of their convergence via the efficient use of the problem structure, and their ability to solve complex problems involving full robot dynamics and contacts with the environment. We show that gradient information and a bilevel optimization is a feasible approach to co-design for real-world co-design problems.

II. CO-DESIGN FRAMEWORK

Our co-design framework is illustrated in Fig. 2. First we describe our generic bilevel formulation of the co-design problem. We then describe the lower motion planning level, followed by how we apply our formulation for the design of quadrupeds. Finally, we describe a validation phase of our framework in simulation.

A. Co-design as Bilevel Optimization

We begin by encoding the robot’s design into a design vector $\rho$. The vector $\rho$ encodes the robot’s link lengths and its base shape (width, height, depth), as well as the payload distribution and the actuator parameters – motor mass and
gear ratio. We then formulate the co-design problem over the design vector $\rho$ as a bilevel optimization problem:

$$\min_{\rho, X, U} J_{\text{cd}}(\rho, X, U) \quad \text{(co-design metric)}$$

s.t. $X, U = \operatorname{MP}(\rho; \text{TASK}), \quad \text{(motion planning)}$

$\rho \leq \rho \leq \bar{\rho}, \quad \text{(design bounds)}$

$g(\rho) = 0, \quad \text{(equality design constraints)}$

$h(\rho) \leq 0, \quad \text{(inequality design constraints)}$

$$\begin{aligned}
\rho &\leq \rho \leq \bar{\rho}, \\
g(\rho) &\equiv 0, \\
h(\rho) &\equiv 0,
\end{aligned}$$

where $J_{\text{cd}}(\cdot)$ is a user-specified co-design metric that evaluates the goodness of the design through the efficiency of the motion (e.g., the total energy used), $\operatorname{MP}(\cdot)$ is the motion planning function, $\rho$ and $\bar{\rho}$ are the lower and upper bounds of the design parameters, $g(\rho)$ and $h(\rho)$ are general equality and inequality constraints on the design vector (e.g., no collision constraints). We formulate the $\operatorname{MP}$ function as a nonlinear optimal control problem, which computes a discrete trajectory of robot states $X = \{x_0, \ldots, x_N\}$ and controls $U = \{u_0, \ldots, u_{N-1}\}$ for a desired task (represented by $\text{TASK}$) such as a trotting or jumping gait. Here $N$ is the planning horizon, which is part of the task description.

We consider the motion planner as a general nonlinear function that maps from design parameters $\rho$ to motions $m = \{X, U\}$. Thus, we can write the derivative of the co-design cost as:

$$\nabla_{\rho} J_{\text{cd}} = \frac{dJ_{\text{cd}}(\rho, m)}{d\rho} = \frac{\partial J_{\text{cd}}}{\partial m} \frac{\partial m}{\partial \rho} + \frac{\partial J_{\text{cd}}}{\partial \rho}$$

$$= \frac{\partial J_{\text{cd}}}{\partial m} \frac{\partial \operatorname{MP}(\rho; \text{TASK})}{\partial \rho} + \frac{\partial J_{\text{cd}}}{\partial \rho},$$

(2)

where $\frac{\partial m}{\partial \rho}$ is the derivative of the motion with respect to the design parameters. This derivative can be computed using sensitivity analysis of the motion planner itself. However, the resulting expression is dependent on the optimization used in the lower level and thus not a modular solution. Computing it is also cumbersome as it involves differentiating through a complex nonlinear program.

Instead, we can directly consider the derivative $\frac{\partial \operatorname{MP}(\rho; \text{TASK})}{\partial \rho}$, or even more generally, directly $\nabla_{\rho} J_{\text{cd}}$. This derivative would be difficult to compute analytically, however we can approximate the computational dimension of $\rho$ is small, compared to the dimension of the motion. For instance, in our trotting experiment, $\text{dim}(\rho) = 17$, while $\text{dim}(m) = 9163$. Hence, we can obtain $\nabla_{\rho} J_{\text{cd}}$ directly through a numerical differentiation procedure that runs in parallel, i.e., we compute the derivative for each component of $\rho$ using multiprocesssing. Using a one-sided finite difference approach, this requires a total of $\text{dim}(\rho) + 1$ calls to the motion planner. For each component of $\rho$, we have:

$$\nabla_{\rho_i} J_{\text{cd}} \approx J_{\text{cd}}(\rho_i^+, \operatorname{MP}(\rho_i^+; \text{TASK})) - J_{\text{cd}}(\rho, \operatorname{MP}(\rho; \text{TASK})) \quad \epsilon$$

(3)

where $\rho_i^+$ is the design vector with $\epsilon$ added to its $i$th element. Using the derivative $\nabla_{\rho} J_{\text{cd}}$, we can then optimize the design with gradient-based optimization.

This approach directly considers the motion as a function of the motion planner and does not assume a particular form of motion planning. Thus it allows us to use the full-body dynamics, friction cone constraints, control and state bounds in a nonlinear optimal control formulation (motion planner). This is in contrast to previous fixed-point approaches ([14], [15], [16], [17]) in which (i) the update rule needs to be derived manually for the used motion planner and (ii) arbitrary design constraints (on the vector $\rho$) are not supported.

**B. Co-design: Upper Level**

We focus our work on improving the design of the 12 Degrees of Freedom (DoFs) SOLO robot [18]. Particularly, we are interested in quadrupedal locomotion gaits such as trotting and jumping. To plan for these gaits, the motion planner takes as parameters the following:

- The task, which is the desired gait, consisting of the contact sequence and timings
- The initial joint configuration $q_0$
- The robot’s joint limits

Each of these are computed in the upper level from the design vector $\rho$ and updated each time the optimizer calls the motion planner to compute the optimal trajectory. We compute the initial state of the robot $q_0$ using inverse kinematics so that the angle at the knee joint of the shortest leg is 45°. We then run forward kinematics to set the foot positions, gait sequence and timings based on the task. We used the library PINOCCHIO [19] for computing the robot’s kinematics and dynamics. We also set the lower and upper control bounds $(u, \bar{u})$, and finally compute the optimal motion. We present an overview of our algorithm in Algorithm 1. In the upper level, we use the interior-point/direct algorithm provided in KNITRO [20], which requires the derivatives of the motion planner using the parallel scheme described.

**C. Motion Planning: Lower Level**

The lower level of our co-design bilevel optimization algorithm computes the motion trajectory $\{X, U\}$ given a task and design $\rho$. We formulate this lower level optimization as a hybrid nonlinear optimal control problem with fixed contact sequence and timings (Equation (4)):

$$\arg \min_{X, U} \sum_{k=0}^{N-1} ||q_k \ominus q_{ref}||_Q^2 + ||v_k||_N^2 + ||u_k||_R^2 + ||\lambda_k||_K$$

s.t.

for each contact phase: $p \in P = \{1, 2, \cdots, N_p\}$

if $\Delta t_p \leq k \leq \Delta t_{p+1}$:

$$q_{k+1} = q_k \oplus \int_{t_k}^{t_k + \Delta t_k} v_k \; dt, \quad \text{(integrator)}$$

$$v_{k+1} = v_k + \int_{t_k}^{t_k + \Delta t_k} u_k \; dt, \quad \text{(contact dyn.)}$$

$$\begin{aligned}
\dot{v}_k, \lambda_k &\equiv f_p(q_k, v_k, u_k), \\
q_{k+1} &\equiv q_k.
\end{aligned}$$
\[(v_{k+1}, \lambda_k) = \Delta_p(q_k, v_k), \quad \text{(impulse dyn.)}\]
\[g(q_k, v_k, u_k) = 0, \quad \text{(equality)}\]
\[h(q_k, v_k, u_k) \leq 0, \quad \text{(inequality)}\]
\[x \leq x_k \leq \bar{x}, \quad \text{(state bounds)}\]
\[\bar{u} \leq u_k \leq \bar{u}. \quad \text{(control bounds)}\]

The state \((q, v) \in X\) lies in a differential manifold formed by the configuration \(q \in \text{SE}(3) \times \mathbb{R}^{n_v}\) and its tangent vector \(v \in \mathbb{R}^{n_v}\) (with \(n_x\) and \(n_j\) as the dimension of the state manifold and number of joints, respectively). The control \(u \in \mathbb{R}^{n_u}\) is the vector of input forces, \(\lambda_k\) is the vector of contact forces, \(\oplus\) and \(\ominus\) are the difference and integration operators of the state manifold, respectively. Then \(q_{ref}\) is the reference standing upright robot posture, and \(f_p(\cdot)\) represents the contact dynamics under the phase \(p\).

To account for effects of discrete contact changes, \(\Delta_p(\cdot)\) is used to define an autonomous system that describes the contact-gain transition \((\ref{eq:contact_gain})\). \(Q, N, R, J\) and \(K\) are positive-definite weighting matrices, \((x, \dot{x})\) and \((u, \dot{u})\) are the lower and upper bounds of the system state and control. Then \(\Delta_{p, t}\) defines the timings of the contact phase \(p\). We compute the hybrid dynamics and its derivatives as described in \((\ref{eq:hybrid_dynamics})\).

During contact phases, we use a linearized friction-cone constraint via \((A\lambda_c(\cdot) \leq \Gamma)\), where \((A, \Gamma)\) are computed from a predefined number of edges, and minimum and maximum normal contact forces, respectively. \(C(k)\) describes the set of active contacts. During the swing phases, we also include contact-placement constraints \((\log\left(p_{G^{-1}(\cdot)} \circ M_{p_k(\cdot)}\right) = 0)\), where \(\log\) describes the log operator used in Lie algebra, \(p_{G(k)}\) and \(M_{p_k(\cdot)}\) are the reference and current placements of the set of swing contacts \(G(k)\).

We solve the motion planning problem \((\text{Eq. (4)})\) with the Feasibility-Driven Control-limited DDP (BOX-FDDP) algorithm \((\ref{algorithm:co-design})\), a variant of the Differential Dynamic Programming (DDP) algorithm. BOX-FDDP uses direct-indirect hybridization and enforces hard-constraints for the control limits. We employ a soft quadratic barrier to enforce inequality, equality and state constraints defined in Eq. \((\ref{eq:hybrid_dynamics})\). We implemented the algorithm using the open-source library ROCODYLY [3].

D. Verification in Simulation

We also validated our design improvements in the PyBullet physics simulator, \((\ref{algorithm:co-design}, \ref{algorithm:hybrid_dynamics})\). To do so, we execute the motion plan for both the nominal and the optimized designs, and record the percentage improvement in costs \(\Delta J_{cd}\) (similar to \((\ref{algorithm:cost})\)). We use a proportional-derivative (PD) controller with feed-forward torque to track the planned motion:

\[u = u^* + K_p(q^*_j - q_j) + K_d(v^*_j - v_j),\]

where \(u^*, q^*_j\) and \(v^*_j\) are the reference feed-forward command, joint positions and velocities computed in Eq. \((\ref{eq:hybrid_dynamics})\), respectively. \(K_p\) and \(K_d\) are the PD gains. We tune these gains through a grid search procedure. We run the simulator on a 20 \(\times\) 20 grid for \(K_p \in [1, 20]\) and \(K_d \in [0.1, K_d/2]\). Then, we pick the gains that lead to the smallest tracking error for both designs. This procedure allows us to fairly compare and account for different robot dimensions and weights, as larger robots require higher gains and vice-versa.

A designer can use this second stage to validate the correctness of the dynamics model used in motion planning and the improvements in co-design cost.

III. CO-DESIGN FORMULATION – ROBOT MODEL, COST FUNCTION AND CONSTRAINTS

Our design vector \(\rho\) consists of the lengths of the lower- and upper-legs, the \(x\)-, and \(z\)-attachment points of the legs, the trunk shape: width, height and depth. We also model the \(x\)-, and \(z\)-positions of the two electronics boxes in the base of the robot. We thus implicitly constrain a symmetrical design along the direction of motion (the \(x\)-direction).

Next, we use an actuator model and optimize both the gear ratio and motor mass, which are the same for all motors, for simplicity. All these properties are included in the robot model to compute masses and inertias of the relevant links. For the limbs, we scale the volume linearly with the length of the leg as a simple proxy measure for structural integrity.

A. Actuator Model and Cost Function

Following \([7]\) and \([25]\) we model the mass of the motor \(m_m\) and parameterize the control limits \(u\) and \(\bar{u}\) using an exponential regression based on \(m_m\). We used the regression values from \([7]\), which were fitted on datasheets from Antigravity, Turnigy, MultiStar and PropDrive:

\[u = -\bar{u} = 5.48 m_m^{0.97}.\]  

Following \([7]\), the dynamics of the system in the motion planning phase are frictionless and the actuator model is present in the co-design cost function. Given applied controls \(u\) at the robot’s joints, the total torque at the motor \(\tau_t\) is:

\[\tau_t = \frac{u}{n} + \tau_f,\]  

| Algorithm 1 Co-design optimization |
|-----------------------------------|
| 1: procedure MP(\(\rho;\) Task) |
| 2: Compute initial state \(q_0\) using inverse kinematics |
| 3: Set control bounds \(u, \bar{u}\) based on actuator parameters |
| 4: Run forward kinematics on \(q_0\) and set foot positions |
| 5: Set gait sequence and timings based on Task |
| 6: Compute \(m\), the optimal motion |
| 7: return \(m\) |
| 8: end procedure |
| 9: procedure CODESIGN |
| 10: Start at a design \(\rho = \rho_0\) |
| 11: while \(J_{cd}(\rho, \text{MP}(\rho; \text{Task}))\) decreasing do |
| 12: Compute \(\nabla\rho J_{cd}\) via finite differences in parallel |
| 13: Update \(\rho\) using one step of the NLP solver |
| 14: Save the resulting motion to \(m\) and cost \(J_{cd}\) |
| 15: end while |
| 16: return \((\rho, J_{cd})\) – optimal design and its cost value |
| 17: end procedure |
where \( n \) is the gear ratio and \( \tau_f \) is the friction torque. The friction torque itself models the combined Coulomb and viscous friction at the transmission, which the motor needs to overcome. Thus:

\[
\tau_f = \tau \mu \operatorname{sign}(\omega_m) + b \omega_m, \tag{7}
\]

where \( \tau \mu \) is the Coulomb friction parameter, \( b \) is the viscous friction parameter and \( \omega_m \) is the motor angular speed, which is \( n \) times the joint angular speed.

We then consider three power losses – mechanical power, Joule effect from the motor winding resistance, and friction losses from the transmission:

\[
P_{\text{mech}} = \tau_f \omega_m, \quad P_{\text{joule}} = \frac{1}{K_m} \tau_f^2, \quad P_{\text{fric}} = \tau_f \omega_m, \tag{8}
\]

where \( K_m = 0.15n_0^3 \) is the speed-torque gradient of the motor, again computed using an exponential regression on the motor mass.

Unlike in [7], we cannot ignore the mechanical power, as the foot start and end positions are dependent on the robot body structure and the total energy is not conserved between designs (and thus not constant). We thus follow [25] and compute the integral of the above terms ignoring power regenerative effects, summed over each of the motors:

\[
J_{\text{cd}} = \int_0^{T_N} \sum_{\text{motor}} P_{\text{elec}} + \max(P_{\text{fric}}, 0) \, dt, \tag{9}
\]

where \( P_{\text{elec}} = \max(P_{\text{mech}} + P_{\text{joule}}, 0) \) is the positive electrical power (as defined in [25]). The friction power is separate, as it is due to the transmission. We integrate over the planning horizon and sum the non-negative power of each of the 12 SOLO motors. Thus \( J_{\text{cd}}(\cdot) \) is the integral of this power terms, corresponding to the energy used during the motion (the total work). Finally, we note that the SOLO robot’s actuators use a custom gearbox, thus making the gear ratio independent from the motor [18]. This allows us to treat them as separate optimization targets.

\section{B. Constraints}

We then specify constraints on the design vector \( \rho \). Firstly, we add a volumetric collision constraint on the electronics boxes, the Inertial Measurement Unit (IMU) box and the motherboard (MB) box:

\[
\left( x_{\text{mb}} - z_{\text{imu}} \right)^2 + \left( x_{\text{mb}} - z_{\text{imu}} \right)^2 \leq \left( r_{\text{mb}} + r_{\text{imu}} \right)^2, \tag{10}
\]

where \( x_{\text{mb}}, z_{\text{mb}}, r_{\text{imu}}, z_{\text{imu}} \) are the coordinates of the two boxes and \( r_{\text{mb}} = 0.0361m, r_{\text{imu}} = 0.0282m \) are the radii of the smallest circumscribed sphere around them.

Finally, we specify linear constraints on the positions of the two electronics boxes and the positions of the legs so that they are within the base of the robot:

\[
-\frac{w_b}{2} \leq x_{\text{imu}} \leq \frac{w_b}{2}, \quad -\frac{w_b}{2} \leq x_{\text{mb}} \leq \frac{w_b}{2}, \quad -\frac{d_b}{2} \leq z_{\text{imu}} \leq \frac{d_b}{2},
\]

\[
-\frac{w_b}{2} \leq z_{\text{imu}} \leq \frac{d_b}{2}, \quad -\frac{w_b}{2} \leq x_{\text{fr}} \leq \frac{w_b}{2}, \quad -\frac{w_b}{2} \leq x_{\text{hr}} \leq \frac{w_b}{2},
\]

\[
-\frac{d_b}{2} \leq z_{\text{fr}} \leq \frac{d_b}{2}, \quad -\frac{d_b}{2} \leq z_{\text{hr}} \leq \frac{d_b}{2}. \tag{11}
\]

where \( w_b \) and \( d_b \) are the width and depth of the base and \( x_{\text{fr}}, z_{\text{fr}} \) and \( x_{\text{hr}}, z_{\text{hr}} \) are the \( x \)- and \( z \)-coordinates of the front and hind shoulders. Note these inequalities constraints are defined in the upper level optimization.

\section{C. Task Description}

We are interested in optimizing the SOLO robot design for specific tasks. As such, we fix the task description in the lower motion planning level and optimize for the most efficient robot in terms of energy.

For trotting, the high-level motion task is to take two steps forward, each of 0.05m, with a fixed step height of 0.05m. The step height is fixed, as the optimal step height is always 0m. We allocated 22 and 37 knots\(^1\) for the swing and double support phases of the motion, respectively, and used a symplectic Euler integrator with time-step of 10ms.

For jumping, the task is to jump forward 0.1m with a step height of 0.15m. We used the same integrator and time-step as in the trotting case. We defined 20 knots for the flight phase and 40 knots for the take-off and landing phases.

Finally, for both tasks, the initial design parameters \( \rho_0 \) were matched to the Solo robot design.

\section{D. Results}

The resulting robot designs and cost improvements are in Figures 3a and 3b. For both trotting and jumping, we plotted the energy contributions from the positive electrical power at the motor as \( P_{\text{elec}} \) versus the friction contribution from the transmission as \( P_{\text{fric}} \). The algorithm chooses to minimize the electro-mechanical losses while increasing the friction losses. This is similar to [7], as small motors are much more energy inefficient since the reciprocal of the speed-torque gradient exponentially decreases \( (K_m = 0.15n_0^3) \), increasing the Joule losses.

For trotting specifically, the friction losses are smaller, as trotting is a more static motion with smaller motor velocities, and friction is velocity-dependent. Thus the dominating cost is the electro-mechanical energy. This allows for a heavier robot with bigger motors than the optimal design for a jumping task – the optimal motor mass is \( m_m = 0.179kg \) and gear ratio is \( N = 16.062 \) with a total robot weight of 3.805kg.

The initial motor mass and gear ratio for the SOLO robot are \( m_m = 0.053kg \) and \( N = 9 \) and the robot weighs 2.421kg. With a higher gear ratio the optimizer reduced the electro-mechanical energy further. Furthermore, we see a increase in base depth, which allows for the upper legs to be attached higher to the base of the robot. This allows for a lower center of mass, which can increase stability.

For jumping, however, a heavy robot is not optimal, as the entire mass of the robot needs to be moved. Thus the optimizer found \( m_m = 0.168 \) and \( N = 17.325 \) with a total mass of 3.592kg. The robot is heavier than the baseline, however the legs and the base are smaller. Compared to the optimal trotting design, the motors are lighter, but the gear

\(^1\)Knots are points in time for the discretization of the optimal control problem.
Fig. 3: Robot designs and cost improvements on the trotting and jumping tasks. The costs are broken down for electric and friction contributions. We show the optimization and simulation percentage improvement on the bottom right.

(a) Resulting robot designs for trotting and jumping.
(b) Cost improvements.

Fig. 4: Scalability results for different problem dimensions.

For CMA-ES we specified a quadratic soft penalty for all constraints. We ran CMA-ES with population sizes \( N = 10, 20, 50 \) and selected \( N = 50 \), which achieved the same or lower costs than our approach on all problems.

Importantly, this corresponds to 50 calls to the motion planner by CMA at each iteration versus \( \dim(\rho) + 1 \) calls for our approach. Thus we measure time to convergence, as a per-iteration measure would favor our approach heavily. Both approaches used multi-threading with 8 threads and were given the same computational budget.

We then plot the mean and standard deviation for costs and time to 99% convergence over 20 runs at \( N = 50 \) in Fig. 4. On the trotting task our approach has better scalability than CMA-ES, which is expected given the convergence properties of CMA-ES. On the jumping task convergence is slower for both with CMA-ES having a larger deviation in convergence time for larger problems. Importantly, CMA-ES is not deterministic and although the average time for the complex jumping task is comparable to our approach, the worst-case time we observed is 600 seconds for CMA versus 252 seconds for our approach (both for the 17-DOF jumping co-design task).

Finally, of interest is that we are able to achieve similar best co-design costs as CMA-ES across problem dimensions for the given co-design problems. This could indicate that our local gradient-based bilevel approach can achieve globally optimal solutions in practice, for problems like the ones studied here.

### IV. Conclusion

In this paper we proposed a modular co-design framework for dynamic quadruped locomotion. Our approach is based on bilevel optimization and exploits the derivatives of a hybrid nonlinear optimal control problem (lower level problem that describes the motion planner). Our algorithm allows for the use of complex, state-of-the-art motion planners in the co-design loop together with linear and nonlinear design constraints in the upper level. One advantage of using DDP-style motion planning in our work is the guaranteed physical feasibility of the motion. When using other motion planners, this consistency might not be guaranteed and the resulting gradients might be noisy if the motion constraints are not satisfied. We demonstrated that a coupling between the upper and lower level costs is beneficial. Note that we have a weak coupling, where the lower level has a regularization on the square of the torques and the upper level has the Joule effect cost, also on the square of the torques.

Future work lies in using analytical derivatives instead of using finite differences, which introduce numerical errors when computing the derivative of the motion planner. Furthermore, our approach can use any differentiable motion planner and there are interesting opportunities in using different motion planners and formulations (for instance different
contact models and constraints) which can enable co-design in more complex domains, for instance with sliding or slipping contacts. Additionally, of interest is handling more complex state constraints that come from the environment, for instance for footstep planning – determining the contact locations and timings of footstep.
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