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SUMMARY This paper presents an efficient acceleration algorithm for Lloyd-type k-means clustering, which is suitable to a large-scale and high-dimensional data set with potentially numerous classes. The algorithm employs a novel projection-based filter (PRJ) to avoid unnecessary distance calculations, resulting in high-speed performance keeping the same results as a standard Lloyd’s algorithm. The PRJ exploits a summable lower bound on a squared distance defined in a lower-dimensional space to which data points are projected. The summable lower bound can make the bound tighter dynamically by incremental addition of components in the lower-dimensional space within each iteration although the existing lower bounds used in other acceleration algorithms work only once as a fixed filter. Experimental results on large-scale and high-dimensional real image data sets demonstrate that the proposed algorithm works at high speed and with low memory consumption when large k values are given, compared with the state-of-the-art algorithms.
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1. Introduction

A k-means clustering problem is a problem of partitioning a given object set into k subsets (clusters) with a given positive integer of k so that an objective function is minimized. Since a data object is typically represented as a point in a Euclidean space of a feature space, the objective function is defined by the sum of squared Euclidean distances between all pairs of a point and a specified centroid that is a mean of points of the cluster to which the point is assigned. In general, exactly solving the problem for practically used data object sets requires a lot of computational costs. This leads to research topics of identifying a complexity class of the problem[1], [2] and developing efficient exact algorithms [3], [4], approximate algorithms with some constraints [5]–[7], and heuristic algorithms [8]–[10].

In these algorithms, a well-known iterative heuristic algorithm [8], [9], which is called Lloyd’s algorithm, has been widely used because of its simplicity and empirical success. Lloyd’s algorithm starts with given k centroids as seeds for k clusters, and repeats two steps of an assignment and a mean-update step until its convergence. In order to analyze the algorithm and improve the performance, various topics closely related to each other have been studied, such as the bounds on the number of iterations [11], [12], clustering accuracy to the optimal solution with seeding methods [13]–[16], and acceleration or speed-up of the algorithm for practical use [14], [17].

Acceleration algorithms keep the same results as Lloyd’s algorithm if they start with the same initial centroids. Lloyd’s algorithm incurs a high computational cost of distance calculations between a point and all k centroids at the assignment step. The key of the acceleration is to reduce the number of the distance calculations by avoiding unnecessary ones, i.e., the calculations of the distances from a point to centroids obviously farther than the centroid of the cluster to which the point is currently assigned. The acceleration algorithms identify such centroids by exploiting the lower bound on a distance, which is calculated with a low computational cost [17]–[25].

A typical algorithm compares the upper bound on a distance between a point and the centroid of a cluster to which the point is assigned with the lower bounds on distances the point and other (k − 1) centroids. Then it avoids calculating the exact distance between the point and the centroid of which the lower bound to the point is larger than the upper bound. Hereinafter the foregoing upper and lower bounds on the distances are referred to as the upper bound and the lower bounds unless confusion arises. The bounds are generally calculated by utilizing the triangle inequality in a property in a metric space.

There are several usages of the triangle inequality. Elkan’s algorithm [17] and its variants [18]–[22] use a point, a current centroid, and its corresponding centroid at the last iteration as three points consisting of a triangle in the triangle inequality. Hattori’s algorithm [23] employs a set of pivots instead of the last-iteration centroids. The Annular algorithm [21] and Bottesch’s algorithm [24] adopt an origin as a single pivot. Newling’s algorithm utilizes centroids as pivots and identifies the centroids for exact distance calculations [25].

From the perspective of the trade-off between the speed and the memory consumption, however, these algorithms are not always sufficient as shown in Sect. 5. A more accelerated Lloyd-type algorithm with lower memory consumption is expected for a large-scale and high-dimensional data set.
1. We propose a novel scheme for efficiently accelerating Lloyd’s algorithm in Sect. 4.1. A key of the acceleration is a newly introduced **summable lower bound** on a squared Euclidean distance. The summable lower bound is based on the following properties of a squared distance. Since a squared distance is the sum of its squared elements, a partial sum of the squared elements is the lower bound on the squared distance. The more squared elements are added, the tighter the lower bound becomes. We generate a lower-dimensional space rather than using an original space so that the summable lower bound in the generated space becomes tighter by the addition of fewer elements. In order to identify farther centroids from a point than the centroid to which the point is currently assigned, we exploit the two spaces, the generated and the original space, simultaneously.

2. We present a practical algorithm based on the scheme in Sect. 4.2. The algorithm has two distinct filters, a projection based filter (PRJ) based on the summable lower bound and an invariant centroid-pair based filter (ICP) similar to those in [23], [24], [26]. The PRJ utilizes singular value decomposition (SVD) of a given data point set to obtain orthonormal bases that generate a lower-dimensional space. Complementary effects of the two filters are shown in Sect. 5.3.

3. We experimentally demonstrate that our proposed algorithm achieves superior performance under the balance of the speed and the memory consumption, compared with the state-of-the-art algorithms [19], [20], when they are applied to large-scale and high-dimensional real image data sets with large k values in Sect. 5.4.

The remainder of this paper consists of the following five sections. Section 2 describes some definitions and the notation. Section 3 briefly reviews related work from the two distinct viewpoints of accelerated Lloyd-type algorithms and the use of low-dimensional spaces for k-means clustering. Section 4 details the novel framework and the practical algorithm based on the scheme. Section 5 shows our experimental settings and demonstrates the results. The final section provides our conclusion and future work.

### 2. Definition and Notation

This section provides some definitions and the notation. Given a set of points \( X = \{x_1, x_2, \ldots, x_n\} \), \(|X| = n\), and a positive integer of \( k \), \( k \)-means clustering problem is to find a set of \( k \) clusters, \( C^* = \{C_1, C_2, \ldots, C_k\} \), defined by

\[
C^* = \arg \min_{C = \{C_1, \ldots, C_k\}} J(C; X, k),
\]

\[
J(C; X, k) = \sum_{C_i \in C} \sum_{x_i \in C_i} \|x_i - \mu_j\|^2,
\]

where \( \| \cdot \| \) denotes the L2 norm of any vector, \( C \) the set of \( k \) clusters, \( \mu_j \in \mathbb{R}^D \) the centroid (or mean) column vector of cluster \( C_j \), \( x_i \in \mathbb{R}^D \) the point column vector, and \( D \) the dimensionality of the original space.

The problem is also regarded as a problem of finding an optimal assignment of each point to a cluster. Then it is formulated based on an assignment matrix (or a cluster indicator matrix) \( A \in \mathbb{R}^{nxk} \) with constraints as follows.

\[
A^* = \arg \min_A \|X - AA^T X\|_F^2,
\]

\[
A^* A = I_k,
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm of any matrix, \( X \in \mathbb{R}^{nxD} \) the data point matrix, \( A^T \) the transpose of \( A \), and \( I_k \in \mathbb{R}^{k \times k} \) the identity matrix. Let \( a_{ij} \) be the element at the \( i \)-th row and the \( j \)-th column of \( A \). Let \( A(\cdot, :) = [a_{i1}, \ldots, a_{ik}] \) and \( A(:, \cdot) = [a_{1j}, \ldots, a_{kj}] \) be the \( i \)-th row and the \( j \)-th column of \( A \), respectively. Then \( a_{ij} = 1/\sqrt{|C_j|} \) if \( x_i \) is assigned to \( C_j \) and \( a_{ij} = 0 \) otherwise. \( \mathcal{A}(i, \cdot) \) has only one non-zero element (Disjoint). \( \mathcal{A}(\cdot, j) \) has \( |C_j| > 0 \) non-zero elements and \( \sum_{j=1}^{k} |C_j| = n \) (Covering). Let \( M \in \mathbb{R}^{k \times D} \) be the mean matrix of which the \( j \)-th row is \( \mu_j \). Then the \( j \)-th row of \( AA^T X \) is \( \sqrt{|C_j|} \mu_j \) and the \( i \)-th row of \( AA^T X \) is the mean vector of the cluster to which \( x_i \) is assigned.

For convenience, let \( sqd(x_i, \mu_j) \) and \( d(x_i, \mu_j) \) denote \( \|x_i - \mu_j\|^2 \) and \( \|x_i - \mu_j\| \), respectively. Let \( sqd_{LB}(x_i, \mu_j) \) and \( d_{LB}(x_i, \mu_j) \) denote the lower bounds on \( sqd(x_i, \mu_j) \) and \( d(x_i, \mu_j) \), respectively. Let us introduce a superscript \( t \) indicating an iteration count of iterative algorithms. For instance, \( C^t_{ij} \) denotes the \( j \)-th centroid just after the assignment step at the \( t \)-th iteration and \( \mu^t_{ij} \) its mean vector calculated at the mean-update step at the \( t \)-th iteration. To distinguish centroids in the ascending order of a distance from \( x_i \), let us introduce a function \( ctr_{hi}(x_i) \), \( h = 1, 2, \ldots, k \), that returns the \( h \)-th closest centroid to \( x_i \). Then let \( \mu_{h(\mu)} \) denote the centroid returned by \( ctr_h(x_i) \). As a modified function of \( ctr_h(x_i) \), let \( ctr_{ad}(x_i) \) be a function that returns the centroid to which \( x_i \) is assigned. For example, the functions are used as \( ctr_1(x_i) = ctr_{ad}(x_i) \) and \( \mu_j = \mu_{ad(x_i)} = ctr_{ad}(x_i) \). Furthermore, let \( ctr_{ji}(x_i) \) and \( ctr_{ji}(x_i) \) denote \( ctr_{ad}(x_i) \) and \( ctr_{ad}(x_i) \) at the \( t \)-th iteration, respectively.

For easy reference, we summarize the frequently used symbols in Table 1.

### 3. Related Work

This section reviews two distinct topics: accelerated Lloyd-type algorithms that is a class to which the proposed algorithm belongs, and the use of low-dimensional spaces for clustering. The former focuses on definition and usage of the lower bound on a distance or a squared distance. The
Table 1 Notation.

| Symbol | Description and Definitions |
|--------|-----------------------------|
| $\mathcal{X}$ | Set of given points, $\mathcal{X} = \{x_1, x_2, \ldots, x_n\}$ |
| $C^{[t]}$ | Set of clusters at the $t$-th iteration $C^{[t]} = \{C_1^{[t]}, C_2^{[t]}, \ldots, C_k^{[t]}\}$ |
| $\mathcal{M}^{[t]}$ | Set of centroids at the $t$-th iteration $\mathcal{M}^{[t]} = \{\mu_1^{[t]}, \mu_2^{[t]}, \ldots, \mu_k^{[t]}\}$ |
| $\mathcal{Z}_m$ | Set of projection vectors $\mathcal{Z}_m = \{x_1, x_2, \ldots, x_m\}$ |
| $n$ | Number of points, $n = |\mathcal{X}|$ |
| $k$ | Number of centroids, $k = |\mathcal{M}^{[t]}|$ |
| $D$ | Dimensionality of the original space |
| $m$ | Number of projection vectors, $m = |\mathcal{Z}_m|$ and Dimensionality of the projected space |
| $x_i \in \mathbb{R}^D$ | Column vector of the $i$-th point |
| $\mu_j \in \mathbb{R}^D$ | Column vector of the $j$-th centroid |
| $X \in \mathbb{R}^{nxD}$ | Matrix consisting of point row vectors $X = \begin{bmatrix} x_1, x_2, \ldots, x_n \end{bmatrix}^T$ |
| $M \in \mathbb{R}^{kxD}$ | Matrix consisting of centroid row vectors $M = \begin{bmatrix} \mu_1, \mu_2, \ldots, \mu_k \end{bmatrix}^T$ |
| $A \in \mathbb{R}^{kxk}$ | Assignment matrix or Indicator matrix $a_{ij} = 1/\sqrt{|C_j|}$ if $x_i$ is assigned to $C_j$ |
| $Z \in \mathbb{R}^{mxD}$ | Matrix consisting of projection row vectors $Z = \begin{bmatrix} z_1, z_2, \ldots, z_m \end{bmatrix}^T$ |
| $ctrh(x_i)$ | Function of $x_i$ that returns the $h$-th closest centroid to $x_i$ |
| $d(\alpha, \beta)$ | Function of points $\alpha$ and $\beta$ that returns a distance between $\alpha$ and $\beta$ |
| $d_{LB}(\alpha, \beta)$ | Function of points $\alpha$ and $\beta$ that returns the lower bound on $d(\alpha, \beta)$ |
| $squad(\alpha, \beta)$ | Function of points $\alpha$ and $\beta$ that returns a squared distance between $\alpha$ and $\beta$ |
| $squad_{LB}(\alpha, \beta)$ | Function of points $\alpha$ and $\beta$ that returns the lower bound on $squad(\alpha, \beta)$ |

latter reveals major differences between the existing algorithms and our proposed algorithm by addressing applied constraints and usage of low-dimensional spaces.

3.1 Accelerated Lloyd-Type Algorithms

Algorithms for solving the $k$-means clustering problem are classified into three classes of exact, approximate, and heuristic algorithms. The exact algorithms solve Eq. (2) or Eq. (5) [3, 4]. Most naively (impractically), the problem is solved by computing the objective function with respect to all the assignments of $k^n$ without any constraints. The approximate algorithms guarantee the accuracy of the solution in various manners [5–7]. The Lloyd-type algorithms belong to the heuristics that guarantee nothing in terms of their solution but are empirically known to find a good solution.

We begin by Lloyd’s algorithm [8] followed by six acceleration algorithms in the order of Elkan’s algorithm [17], Hamerly’s algorithm [18] and its improved versions [21, 22], both Drake’s algorithm [19] and Ding’s algorithm [20], Hattori’s algorithm [23], and Bottesch’s algorithm [24]. Here the details of the algorithms are omitted for emphasizing their main filters.

**Lloyd** Lloyd’s algorithm is an iterative algorithm consisting of two steps: the assignment and the mean-update step. After $k$ centroids of seeds for $k$ clusters are given in any way as an initial state, the assignment step starts, where $n \times k$ distances between $n$ points $x_i$ and the $k$ centroids are calculated and each $x_i$ is assigned to the cluster of which centroid is the closest centroid $\mu_{a(x_i)}$ to $x_i$. After all points are assigned to the identified clusters, the mean-update step calculates and updates means of the clusters. The algorithm iterates the two steps until the convergence or a given termination condition is satisfied. Algorithm 1 shows the overview of the Lloyd-type algorithms at the $t$-th iteration. The assignment step and the mean-update step correspond to lines 4–15 and lines 16–17, respectively.

**Elkan** This algorithm is a classical acceleration algorithm based on the triangle inequality. It keeps track of the lower bounds on distances between each point and $k$ centroids. A main filter is set at line 9 (III) in Algorithm 1 as follows.

if $d(x_i, ctrh(x_i)) < d_{LB}(x_i, \mu_j^{[t-1]}) - \delta(\mu_j^{[t-1]})$ then continue ,

where $\delta(\mu_j^{[t-1]}) = d(\mu_j^{[t-1]}, \mu_j^{[t-2]})$, that is, the mean’s displacement between the iterations. The distance lower bound, which is represented by the right-hand side in the condition, is updated at line 17 (IV) after substituting $|t|$ for $t-1$. This algorithm requires the memory capacity of $O(n \cdot k)$ to store the distance lower bounds between each point and all centroids for the main filter. The required memory capacity makes it difficult to apply this algorithm to a large-scale data set.

**Hamerly** To suppress the memory consumption of Elkan’s algorithm, Hamerly’s algorithm stores only one dis-
tance lower bound of the second closest centroid to a point, resulting in the required memory capacity of $O(n)$. A main filter is set at line 7 (I) in Algorithm 1 as

$$d(x_i, ctri(x_i)) < d_{LB}(x_i, \mu^{[r-1]}_j) - \delta_{max}(*)$$

then continue ,

where $\delta_{max}(*) = \max_{x \in D \setminus \{\mu_0, \mu_1, \ldots, \mu_{r-1}\}} d(\mu^{[r-1]}_j, \mu^{[r-2]}_j)$, i.e., the maximum displacement of all the means. The lower bounds are updated at line 17 (IV). This algorithm employs an all-or-nothing strategy by the filter at line 7 (I) with the looser lower bound than that of Elkan’s algorithm. To compensate the weakness, a geometric method using the direction of a mean movement for making a lower bound tighter [22] and a pruning method using centroid norms for limiting the centroids at line 8 (II) [21] have been developed.

[Drake* and Ding*] The two algorithms relax the all-or-nothing strategy of Hamerly’s algorithm based on one lower bound for each point at the expense of more memory capacity. Main filters of Drake’s and Ding’s algorithm are regarded as a serial-type and a parallel-type filter, respectively. Drake’s algorithm utilizes $b$ distance lower bounds $(1 < b < k)$ from a point to its $b$ closest centroids with the memory capacity of $O(n \cdot b)$. The first $(b - 1)$ lower bounds are determined in the same way as Elkan’s algorithm and the last one is done like Hamerly’s algorithm. A filter based on these lower bounds is set at line 7 (I).

In contrast, Ding’s algorithm partitions $k$ centroids into $g$ groups $(1 < g < k)$, and stores one distance lower bound from a point to its closest centroid in each group, resulting in the memory capacity of $O(n \cdot g)$. This scheme confines a negative impact of a large $\delta_{max}(*)$ in one group and prevents the lower bounds in the other groups from being loose. A group filter is set at line 7 (I). In the limits of $(b < g \rightarrow 1)$ and $(b \rightarrow k)$, the corresponding algorithms nearly approach Hamerly’s and Elkan’s algorithm, respectively.

[Hattori*] Instead of keeping track of the lower bounds like the foregoing algorithms, this algorithm employs $p$ pivots $(1 < p \ll k)$ to obtain the distance lower bound between a point and a centroid by the triangle inequality as

$$d_{LB}(x_i, \mu^{[r-1]}_j) = |d(v_h, x_i) - d(v_h, \mu^{[r-1]}_j)| ,$$

where $v_h$, $h = 1, 2, \ldots, p$, denotes the pivot. For the lower bound calculation, this stores the distances from each of $p$ pivots to both the data points and centroids with the memory capacity of $O(n \cdot p)$, where $n \gg k$. A filter inserted at line 9 (III) is built as

if $\exists v_h \in \{v_1, \ldots, v_h, \ldots, v_p\}$, then $d(x_i, ctri(x_i)) < d_{LB}(x_i, \mu^{[r-1]}_j; v_h)$

then continue .

This filter judges via the $p$ pivots whether a distance calculation between a point and a centroid is necessary or not.

[Bottesch*] In this algorithm, the lower bound on a squared Euclidean distance between $x_i$ and $\mu_j$ is defined by applying the Cauchy-Schwarz inequality to their blocked vectors. The same lower bound is also obtained by setting a single pivot in Hattori’s algorithm at the origin of the space. A squared distance between $x_i$ and $\mu_j$ and the corresponding lower bound are expressed as follows.

$$sqd(x_i, \mu_j) = ||x_i||^2 + ||\mu_j||^2 - 2 x_i^T \mu_j.$$  

$$sqd_{LB}(x_i, \mu_j) = ||x_i||^2 + ||\mu_j||^2 - 2 ||x_i|| ||\mu_j|| .$$

$$sqd_{LB}(x_i, \mu_j) \leq sqd(x_i, \mu_j)$$ is valid by the Cauchy-Schwarz inequality of $x_i^T \mu_j \leq ||x_i|| ||\mu_j||$ and the pivot-based triangle inequality of $sqd(x_i, \mu_j) \geq ||d(o, x_i) - d(o, \mu_j)||^2$, where $o$ denotes the origin. When $x_i$ and $\mu_j$ are expressed by block vectors each of which is divided into $r$ blocks $(1 < r \leq D)$ with the assumption of $D \mod r = 0$, $(x_i^T \mu_j)$ is expressed as follows.

$$\sum_{h=1}^{D} x_{ih} \cdot \mu_{jh} = \sum_{h=0}^{r-1} \left( \sum_{h=x \cdot (r-1)+1}^{x \cdot r} x_{ih} \cdot \mu_{jh} \right)$$

$$\leq \sum_{x=0}^{r-1} \left( \sum_{h=x \cdot (r-1)+1}^{x \cdot r} \mu_{2h}^2 \right)^{1/2}$$

$$\leq \left( \sum_{h=1}^{D} x_{ih}^2 \right)^{1/2} \left( \sum_{h=1}^{D} \mu_{2h}^2 \right)^{1/2} = ||x_i|| \cdot ||\mu_j||$$

This algorithm utilizes two filters based on Eq. (8) with parameter $r$ and Eq. (9). The filters based on the lower bounds are set at line 9 (III) as

if $sqd(x_i, ctri(x_i)) < sqd_{LB}(x_i, \mu^{[r-1]}_j)$
then continue .

To store the $r$ norms in Eq. (8), the filter requires the memory capacity of $O(n \cdot r)$ when $n \gg k$.

[Complementary filter] Our proposed algorithm adopts as a complementary filter an invariant centroid-pair based filter (ICP), which is used in the existing algorithms in [23], [24], [26]. ICP omits a distance calculation between an invariant centroid of $\mu^{[r-1]}_j = \mu^{[r-2]}_j$ and a point $x_i$, of which assigned cluster’s centroid is also invariant, i.e., $ctri_{\mu^{[r-2]}(x_i)} = ctri_{\mu^{[r-2]}(x_i)}$. ICP is known to be effective at the last stage in the convergence process [23]. Since a main filter PR1 in the proposed algorithm is effective at the early stage, ICP plays a role of the complementary filter. The proposed algorithm with both the filters is shown in Sect. 4.2.

3.2 Use of Low-Dimensional Spaces

The existing algorithms perform clustering of data points themselves in a low-dimensional space to which the data points are projected. The algorithms work effectively only if the given number of clusters $k$ is smaller than or equal to the smaller one of the two values: the dimensionality $D$ in the original space and the number of data points $n$, i.e., $k \leq \min(D, n)$. They construct the low-dimensional space by using one of feature selection such as column sampling, random projection based on fast Johnson-Lindenstrauss transform [27], [28], and (approximate) singular value decomposition (SVD) of $X \in \mathbb{R}^{n \times D}$.

Since our proposed algorithm exploits SVD or principal component analysis (PCA), we focus on the SVD approach here. Using SVD, $X = USV^T$, where $\Sigma \in \mathbb{R}^{r \times n}$

For the projection, given data points $x_i \in \mathbb{R}^D$ are centered as $x_i = x_i - (\sum_{i=1}^n x_i) / n$. Even in the projection case, we use the identical symbols for simplicity.
the positive diagonal singular matrix, \( r = \text{rank}(X) \), and \( U \in \mathbb{R}^{n \times r} \) and \( V \in \mathbb{R}^{D \times r} \) denote the left and the right singular matrix of \( X \), respectively. Kumar’s algorithm in [29] executes Lloyd’s algorithm in the low-dimensional space spanned by the column vectors in \( V \) corresponding to \( k \) largest singular values of \( X \), where \( k \) is the same as the number of clusters. Then it obtains \( k \) means in the low-dimensional space and uses them for initial seeds of Lloyd’s algorithm in the original space.

It is shown in [6], [7] that an objective function based on the point assignment in the low-dimensional space approximates that in the original space under some constraints. For instance, Boutsidis’ algorithm [6] obtains assignment matrix \( \tilde{A} \in \mathbb{R}^{n \times k} \), which satisfies the specified approximation condition, by clustering of data points \( \tilde{X} \) projected to a low-dimensional space spanned by the row vectors of projection matrix \( Z = V^T \in \mathbb{R}^{k \times D} \), i.e., \( \tilde{X} = XZ^T \). Then the following relationship between the objective functions holds with a bounded probability.

\[
||X - \tilde{X} \tilde{A}^T X||_F^2 \leq \alpha \|X - A^* A^T X\|_F^2,
\]

\[
(10)
\]

where \( A^* \) is defined by Eq. (5) and \( \alpha > 2 \) is a constant.

In terms of dimensionality \( m \) of a lower-dimensional space, the foregoing two algorithms in [6], [29] require \( m = k \leq \min(n, D) \) while the other in [7] does \( m = \lfloor k/\epsilon \rfloor \) where \( 0 \leq \epsilon < 1 \). In contrast, it often happens that \( k > D \) \((D < n)\) in our problem setting where a large-scale and high-dimensional point set with potentially numerous classes, i.e., a large \( k \) value is given. Thus our condition is out of the range set by the existing algorithms.

Besides, our proposed scheme differs from the foregoing algorithms in the usage of a lower-dimensional space. The algorithms execute a clustering algorithm such as Lloyd’s algorithm in the lower-dimensional space while our scheme utilizes a lower-dimensional space for calculating the lower bound on a squared distance in the original space, resulting in the acceleration of Lloyd’s algorithm in the original space.

4. Proposed Acceleration Algorithm

We first explain a novel scheme for efficiently accelerating the Lloyd-type algorithms. Our key ideas are threefold. The first is to introduce a summable lower bound to the Lloyd-type algorithm, which is the lower bound on a squared distance obtained by exploiting a property of a squared (Euclidean) distance effectively. The second is to generate a space where the lower bound becomes tighter than an original space. The last is to utilize the generated and the original space simultaneously for the acceleration. Next, we proposed a practical algorithm that employs a lower-dimensional space generated by the SVD of a data point matrix and makes the lower bound tighter incrementally by adding a squared elements in a squared distance.

4.1 Scheme of Projection Based Filter

A squared distance between points has a useful property to define the lower bound on the squared distance. The partial sum of squared elements consisting of the squared distance is the lower bound on the squared distance. A squared distance of \( x_i \) and \( \mu_j \) is expressed as

\[
\text{sqd}(x_i, \mu_j) = \sum_{h \in \Psi^{[D]}} (x_{ih} - \mu_{jh})^2,
\]

where \( \Psi^{[D]} = \{1, 2, \cdots, D\} \) and the superscript \([D]\) denotes \([\Psi^{[D]}]\). The partial sum of \( m \) squared elements \((m < D)\) in the squared distance is expressed as

\[
\text{sqd}_{LB}(x_i, \mu_j) = \sum_{h \in \Psi^{[m]}} (x_{ih} - \mu_{jh})^2,
\]

where \( \Psi^{[m]} \subset \Psi^{[D]} \). This formulation makes the lower bound summable. The more squared elements are added, the tighter the lower bound becomes. Suppose \( \Psi^{[m+1]} \) \(\{q\} \cup \Psi^{[m]}\), where \( q \in \Psi^{[D]} \setminus \Psi^{[m]} \). Then,

\[
\sum_{h \in \Psi^{[m]}} (x_{ih} - \mu_{jh})^2 \leq \sum_{h \in \Psi^{[m+1]}} (x_{ih} - \mu_{jh})^2.
\]

If this addition is repeated from \( m = 1 \) to \( m = D \), then the lower bound asymptotically approaches the squared distance as

\[
\lim_{m \to D} \sum_{h \in \Psi^{[m]}} (x_{ih} - \mu_{jh})^2 = \text{sqd}(x_i, \mu_j).
\]

To improve this asymptotic rate, it is considered to simply add the squared elements in their descending order for the one vector. To obtain the same benefit, we employs an appropriately generated space spanned by orthonormal bases, and in particular limits the number of the orthonormal bases \( m \) to a small value, i.e, a lower-dimensional space, for efficiency. To obtain the orthonormal bases for the lower-dimensional space, we compute the SVD of data point matrix and select \( m \) column vectors in a right singular matrix, which correspond to the \( m \) largest singular values.

Our projection based filter \( PRJ \) avoids unnecessary distance calculations by comparing a squared distance between a point and its currently assigned centroid in an original space with the summable lower bounds on squared distances between the point and the other centroids in the lower-dimensional space. \( PRJ \) does not calculate \( \text{sqd}(x_i, \mu_j) \) if \( \text{sqd}(x_i, \mu_{a(x_i)}) \) is smaller than or equal to the lower bound \( \text{sqd}_{LB}(x_i, \mu_j) \) \((j \neq a(x_i))\) is smaller than or equal to calculated in the lower-dimensional space, otherwise it updates the lower bound by the addition of the remaining squared elements and judges whether the condition is fulfilled or not again. Thus our scheme effectively exploits the property of the squared distance.

4.2 Acceleration Algorithm

The proposed algorithm contains two filters of \( PRJ \) as a main filter and an invariant centroid-pair based filter (ICP) as a complementary filter, which work effectively at the
For PRJ, our algorithm generates \( m \) orthonormal bases as projection vectors \( z_h \in \mathbb{R}^D, h = 1, 2, \ldots, m \leq D \), by the SVD (or the PCA) of a data point matrix, and stores components \( h \cdot x_i \) for all points with the memory capacity of \( O(n \cdot m) \) before a clustering iteration starts. Besides, \( z_h^T \mu_j, j = 1, 2, \ldots, k \), is also stored at each clustering iteration since the centroid may change its position. To optimize a projection vector set \( Z_m = \{z_1, z_2, \ldots, z_m\} \), we adopt an orthogonal iteration, which iteratively computes \( m \) dominant eigenvectors associated with the \( m \) largest eigenvalues. For the effective addition of the summable lower bound, \( z_h \) is permuted in descending order of eigenvalues. Let \( Z \in \mathbb{R}^{m \times D} \) be the orthogonal projection matrix of which the \( h \)th row vector is \( z_h^T \). Then the point corresponding to \( x_i \) projected to the \( m \)-dimensional projection space is expressed as \( y_i = Z x_i \in \mathbb{R}^m \), and a set of \( y_i \) is denoted by \( \mathcal{Y} \). Note that the computational cost for determining the orthogonal projection matrix \( Z \) is much smaller than that for clustering in our setting since several times of the optimization iterations are sufficient as shown in Sect. 5.3.

Algorithm 2 overviews the assignment step in our proposed algorithm except a mean update step and the preprocessing before the clustering process starts. PRJ is shown at lines 11–18 and ICP at lines 8–10. The two filters in Algorithm 2 are inserted into line 9 (III) in Algorithm 1. ICP skips the distance calculation between the point \( x_i \) and the centroid \( \mu^{[r-1]} \) satisfying the following condition. The point \( x_i \) is assigned to the cluster of which centroid did not change its position at the last iteration, i.e., \( C_a^{[r-1]} = C_a^{[r-2]} \).

The centroid \( \mu^{[r-1]} \) does not change its position either as \( C_j^{[r-1]} = C_j^{[r-2]} \). Then \( x_i \) is never assigned to \( C_j^{[r]} \). PRJ skips the distance calculation between \( x_i \) and \( \mu^{[r-1]} \) if the tentative minimum squared distance \( sqd_{\text{min}} \) in the original space is smaller than or equal to \( \sum_{r=1}^{s} (y_i - z_h^T \mu^{[r-1]})^2, h' \leq m \), in the lower-dimensional space. If the condition is not fulfilled, PRJ makes the summable lower bound tighter incrementally, and judges the condition based on the updated lower bound again. Finally, if the filtering process fails as \( sqd_{\text{min}} > \sum_{h=1}^{m} (y_i - z_h^T \mu^{[r-1]})^2, \text{sqd}(x_i, \mu^{[r-1]}) \) is calculated at lines 19–21.

Let us consider the computational cost of PRJ based on the number of multiplications related to the squared distance calculations. Then a baseline is the computational cost of Lloyd’s algorithm for each iteration of \( (n \cdot k \cdot D) \). The PRJ cost consists of three parts. First, the cost for generating the projected vectors of all centroids by \( Z \mu_j^{[r-1]} \) is \( (m \cdot k \cdot D) \). Second, the cost for calculating the lower bounds is \( \sum_{h=1}^{m} h \cdot f(h) \), where \( f(h) \) be the number of centroids that satisfy the filtering condition at line 14 at the \( h \)-th addition. Last, the penalty cost for recalculating the squared distances to the unremoved centroids, which are not filtered out with the condition at line 14, is

\[
(n \cdot k - \theta - \sum_{h=1}^{m} f(h)) \cdot (m + D),
\]

where \( \theta \) denotes the number of skipped squared distance calculations by ICP and the first term expresses the number of pairs of point \( x_i \) and centroid \( \mu_j^{[r-1]} \), which are evaluated at line 19. Therefore, the computational cost of PRJ with \( m \) projection vectors is expressed by

\[
cost(m) = (m \cdot k \cdot D) + \sum_{h=1}^{m} h \cdot f(h) + \left( n \cdot k - \theta - \sum_{h=1}^{m} f(h) \right) \cdot (m + D).
\]

Let \( \{1 - \cost(m)/(n \cdot k \cdot D)\} \) be the reduction rate on the number of the multiplications in PRJ for convenience. The higher the reduction rate is, the more effective PRJ is. The effectiveness of PRJ is experimentally shown in Sect. 5.

5. Experiments

We describe data sets and performance measures for our experiments, and then show experimental results in terms of the properties that the proposed algorithm itself has and performance comparison with the state-of-the-art algorithms. In our experiments, all the algorithms were executed on a shared-memory computer system equipped with two Xeon E5-2697v3 2.6GHz CPUs and a 256GB main memory by 50-thread parallel processing based on OpenMP within the memory capacity.

5.1 Data Sets

We employed two different types of large-scale and high-dimensional (not sparse) real image data sets: One was 80
million tiny images (TinyImages for short) [30] and the other Holidays [31].

The data set of TinyImages contains images represented by a global descriptor of a 384-dimensional GIST feature vector [32]. Each feature vector is regarded as a point in a 384-dimensional Euclidean space. We chose 10,219,916 feature vectors at random without duplication from the whole vectors as our experimental data set (10M-size). Furthermore, we made three data sets with the different sizes of 1,459,988 (1.5M-size), 2,919,976 (3M-size), and 5,839,952 (6M-size). In Holidays image data set, each image is represented by a set of local descriptors of SIFT keypoints extracted by the scale-invariant feature transform (SIFT) [33]. A SIFT keypoint can be regarded as a 128-dimensional feature vector. We adopted as a data set 20,964,516 feature vectors in 679 images chosen from the whole 1491 images.

Here, let us make particular reference to memory consumption, which is one of performance measures. Our in-house implementation required the physical memory sizes of 31.40GB and 21.47GB for TinyImages (10M-size) and Holidays, respectively.

5.2 Performance Measures

We evaluated performance of the algorithms with three measures. The first is the total elapsed time that each algorithm needs from just after loading a data set until the convergence. The elapsed time includes the CPU time required by preprocessing before a clustering process starts, e.g., the CPU time spent by SVD in the proposed algorithm. Besides we also adopted a truncated elapsed time until the algorithm satisfied a given condition expressed as

\[
\gamma > | J[t] - J[t-1] | / J[t-1],
\]

(12)

\[
J[0] = J(C[0], X, k),
\]

(13)

where \( J(C[0], X, k) \) denotes the objective function value at the \( t \)-th iteration and \( \gamma \) a given threshold parameter. In our setting, \( \gamma = 1 \times 10^{-5} \). The truncated elapsed time is effective as a practical measure because the Lloyd-type algorithm has a tendency to rapidly decrease its objective function value at the early stage in the iterations. Figure 1 shows the objective function properties when Lloyd’s algorithm with an initial state determined at random was applied to TinyImages (10M-size) at \( k = 20,000 \) and it converged at 509 iterations.

Figures 1 (a) and (b) show \( J[t] / J[0] \) and \( | J[t] - J[t-1] | / J[t-1] \) along the number of iteration \( t \), respectively, where \( J[0] \) denotes the objective function value at the convergence. It was observed that \( J[t] / J[0] \) quickly approached to 1.0 in early several iterations. In this case, the foregoing condition was satisfied at only the 20-th iteration.

The second is a computational cost of the number of exact distance calculations and the number of multiplications related to the distance calculations. They are simplified as reduction rates. The reduction rate on the number of multiplications is defined in Eq. (11). Regarding the number of distance calculations, it is defined as the rate of the number of unremoved distance calculations to the baseline of \( (n \cdot k) \) for each iteration. These measures are more appropriate to evaluating algorithmic aspects than the total elapsed time because they are independent of computer architectures and implementations. The last is the maximum physical memory size occupied through the convergence process. An efficient algorithm should achieve short elapsed time and a large reduction rate with low memory consumption.

5.3 Properties of the Proposed Algorithm

We show three properties of the proposed algorithm. The first is the effect of the number of projection vectors \( m \) to the performance. The second is each effect of the two filters, PRJ and ICP. The last is the scalability in terms of the number of clusters \( k \) and the data size \( n \). Hereinafter, we provide typical results each of which was obtained under an experimental condition, but also observed the similar tendencies under the other conditions.

Figure 2 shows the performance along the number of projection vectors \( m \) from 5 to 100 when the algorithm with \( k = 20,000 \) was applied to TinyImages (10M-size). Figure 2(a) shows the average reduction rate and the average elapsed time, which is the total elapsed time divided by the number of iterations until the convergence. The average reduction rate was over 0.93 even when \( m = 10 \), and approached asymptotically to 1.0 with \( m \). In contrast, the average elapsed time had the minimum value at \( m = 90 \). This is because positive and negative effects in terms of the elapsed time balance: the positive one is to increase the average reduction rate with \( m \) and the negative one is to increase the computational cost for calculating the lower bound. Fig-

![Fig. 1](image1.png)

(a) \( J[t] / J[0] \) in linear scale and (b) \( \Delta J[t] / J[0] \) in logarithmic scale where \( \Delta J[t] = | J[t+1] - J[t] | \).
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(a) Average elapsed time and average reduction rate, and (b) Maximum physical memory size including data size.
Fig. 3 Reduction rate on the number of multiplications when the algorithm with either PRJ or ICP was applied to TinyImages (10M-size), given k = 20,000 and m = 30.

Fig. 4 Average elapsed time along the number of clusters k when m = 10: (a) TinyImages (10M-size) and (b) Holidays.

Fig. 5 Average elapsed time through all iterations along the number of data points n for TinyImages when m = 10 and k = 5,000, 10,000, and 20,000.

The proposed algorithm needs memory capacity proportional to the number of projection vectors m, except the data size, which is approximated by \( m \cdot (n + D + k) \cdot \text{sizeof(double)} \sim m \cdot n \cdot \text{sizeof(double)} \) for \( n \geq D \), \( k \) in our implementation.

It seems that computing the SVD of a large-scale data point matrix incurs a high cost before clustering. In our case, however, the computational cost of the SVD is negligible compared with that of the \( k \)-means clustering process because of two reasons. One is that our proposed algorithm does not need an exact singular matrix (or an eigenvector set) as far as the orthogonality is guaranteed as described in Sect. 4.1. The other is that the \( m \) value in our algorithm is small like \( m \ll \min(D,n) \) as shown in Fig. 2(a). For computing the SVD, the proposed algorithm adopts an orthogonal iteration, which is a simple and fast method (e.g. [34]). In fact, as shown later in Fig. 6, the elapsed time for one iteration in the orthogonal iteration was almost 210 sec while the elapsed time for one iteration for clustering exceeded it before 156 iterations in all the 509 iterations until convergence. The other experiments showed the same tendency. In each experiment, the elapsed time of the orthogonal iteration was much smaller than that of the clustering.

Figure 3 shows the reduction rate on the number of multiplications along the number of iterations until the convergence when the algorithm employing either PRJ or ICP as its filter was applied to TinyImages (10M-size), given \( k = 20,000 \) and \( m = 30 \). The PRJ and ICP were effective in a mutually complementary way at the very early and the last stage in the convergence process, respectively.

Figures 4(a) and (b) show the average elapsed time along the number of clusters \( k \) for the TinyImages (10M-size) and Holidays, given \( m = 10 \), respectively. Each average elapsed time was almost linear or sublinear to \( k \) although there exist the ranges of \( k \) where the slopes were slightly different from the lines. It was observed that the algorithm was scalable to the number of clusters \( k \).

Figure 5 shows the scalability of the proposed algorithm, regarding the number of data points \( n \). The algorithm was applied to the four TinyImages data sets of 1.5M-size, 3M-size, 6M-size, and 10M-size under \( k = 5,000, 10,000, \) and 20,000, and \( m = 10 \). Each average elapsed time was almost linear with respect to \( n \) in the range of nearly \( 1 \times 10^6 \) to \( 1 \times 10^7 \). We think that this scalability comes from the fact that the high fixed reduction rate was kept even in the different size of the data sets. Thus the proposed algorithm is suitable for large-scale and potentially numerous-class data sets, given a large value of \( k \).

5.4 Comparison with Existing Algorithms

We compared the proposed algorithm (Proposed) with Drake’s algorithm (Drake†) and Ding’s algorithm (Ding†) for the distinct data sets of TinyImages (10M-size) and Holidays, varying their parameters under \( k = 20,000 \). Drake’s and Ding’s algorithm (in-house implementation) were selected as the compared algorithms since they indicated higher performance than the other existing Lloyd-type algorithms such as Hamerly’s and Bottesch’s algorithm in Sect. 3 in our preliminary experiments.

Tables 2 and 3 show characteristic performance of the algorithms when they were applied to the TinyImages and Holidays, respectively. The average elapsed time through all the iterations and the maximum memory size except that occupied by the data point set are listed. Figures 6 and 7 show the elapsed time required by each algorithm under the conditions in Tables 2 and 3, respectively.

When allowed to use almost the same memory size, the three algorithms indicated the performance shown at the rows of \((m,b,g) = (30, 20, 20)\) in Table 2 and in Fig. 6(a). The proposed algorithm successfully operated in the around 17% average elapsed time of that required by Ding’s algo-

† All the algorithms were implemented in “C” with OpenMP for parallel processing although the original Drake algorithm and the Ding algorithm are implemented in “C++” with the standard template library and besides the Ding algorithm is done in GraphLab, a framework for parallel processing [35].
Table 2  Average elapsed time and memory size except that for the data points of TinyImages (~ 31.40 GB).

| Algorithm | Parameter $(m, b, g)$ | Elapsed time (sec) | Memory size (GB) |
|-----------|----------------------|--------------------|------------------|
| Proposed  | $m = 30$             | 160.5              | 2.56             |
| Drake$^+$ | $b = 20$             | 986.3              | 3.16             |
|           | $b = 400$            | 556.1              | 48.7             |
| Ding$^+$  | $g = 20$             | 954.2              | 3.30             |
|           | $g = 400$            | 208.6              | 48.8             |

Table 3  Average elapsed time and memory size except that for the data set of Holidays (~ 21.47 GB).

| Algorithm | Parameter $(m, b, g)$ | Elapsed time (sec) | Memory size (GB) |
|-----------|----------------------|--------------------|------------------|
| Proposed  | $m = 20$             | 149.1              | 4.52             |
| Drake$^+$ | $b = 10$             | 323.7              | 4.64             |
|           | $b = 200$            | 112.5              | 51.48            |
| Ding$^+$  | $g = 10$             | 238.5              | 4.95             |
|           | $g = 200$            | 42.60              | 51.81            |

Fig. 6  Elapsed time (logarithmic scale) of each algorithm with $k = 20,000$ for TinyImages, which corresponds to that in Table 2. (a) Almost the memory size was employed, and (b) Drake$^+$ and Ding$^+$ used the much larger memory size.

Fig. 7  Elapsed time (logarithmic scale) of each algorithm with $k = 20,000$ for Holidays, which corresponds to that in Table 3. (a) Almost the memory size was employed, and (b) Drake$^+$ and Ding$^+$ used the much larger memory size.

Table 4  Truncated elapsed time under the condition in Eq. (12) of $\gamma = 1 \times 10^{-4}$ for TinyImages (10M-size) and Holidays when $k = 20,000$. The numbers of iterations at the termination for TinyImages and Holidays are 20 and 26, respectively. Note that the truncated elapsed time is not averaged unlike the average elapsed time in Tables 2 and 3.

| Algorithm | TinyImages | Holidays |
|-----------|------------|----------|
|           | Param. $(m, b, g)$ | Elapsed time (sec) | Param. $(m, b, g)$ | Elapsed time (sec) |
| Proposed  | $m = 30$   | 12,037   | $m = 20$   | 10,009   |
| Drake$^+$ | $b = 20$   | 56,787   | $b = 10$   | 51,138   |
|           | $b = 400$  | 61,145   | $b = 200$  | 26,816   |
| Ding$^+$  | $g = 20$   | 67,001   | $g = 10$   | 40,460   |
|           | $g = 400$  | 29,039   | $g = 200$  | 12,924   |

Table 3 shows their performance for the other data set Holidays in the two different cases, $(m, b, g) = (20, 10, 10)$ and $(m, b, g) = (20, 200, 200)$, similar to those in Table 2. In the case of using the almost same memory sizes, which is shown at the rows of $(m, b, g) = (20, 10, 10)$ in Table 3 and in Fig. 7 (a), the average elapsed time that the proposed algorithm required was only 47% and 64% of those required by Drake’s and Ding’s algorithm, respectively. As shown at the rows of $(m, b, g) = (20, 200, 200)$ in Table 3 and in Fig. 7 (b), when the much larger memory size of around 51GB was available, which is 11 times the memory size that the proposed algorithm used, Drake’s and Ding’s algorithm lowered the average elapsed time to 35% and 18%, respectively. By controlling the parameters $b$ and $g$, those algorithm traded the occupied memory size for speed in our experiments. In contrast, the proposed algorithm achieved the high-speed performance with the much lower memory consumption without a trade-off parameter.

Table 4 shows the truncated elapsed time of each algorithm when the algorithms were applied to TinyImages (10M-size) and Holidays under the same conditions as those in Tables 2 and 3. The parameter $\gamma$ in Eq. (12) was set at $1 \times 10^{-4}$. Then the numbers of iterations were 20 and 26 for TinyImages and Holidays until the termination condition was satisfied. Note that the truncated elapsed time in Table 4 is not averaged, i.e., it is just the elapsed time until the termination. The truncated elapsed time of the proposed algorithm includes the elapsed time spent by SVD in preprocessing. For both the data sets, the proposed algorithm was fastest than the others even if they were operated with the large memory capacity. Thus the proposed algorithm works well in practice.

6. Conclusion

We experimentally validated that the proposed algorithm worked at high speed and with low memory consumption for the large-scale and high-dimensional real image data sets, given large $k$ values, compared with the state-of-the-art algorithms: Drake’s and Ding’s algorithm. For the TinyImages data set, in particular, our algorithm achieved almost six times the speed performance of them with the nearly identical memory consumption. Besides, it was observed...

...the proposed algorithm traded the occupied memory size for speed in our experiments. In contrast, the proposed algorithm achieved the high-speed performance with the much lower memory consumption without a trade-off parameter.

Table 4 shows the truncated elapsed time of each algorithm when the algorithms were applied to TinyImages (10M-size) and Holidays under the same conditions as those in Tables 2 and 3. The parameter $\gamma$ in Eq. (12) was set at $1 \times 10^{-4}$. Then the numbers of iterations were 20 and 26 for TinyImages and Holidays until the termination condition was satisfied. Note that the truncated elapsed time in Table 4 is not averaged, i.e., it is just the elapsed time until the termination. The truncated elapsed time of the proposed algorithm includes the elapsed time spent by SVD in preprocessing. For both the data sets, the proposed algorithm was fastest than the others even if they were operated with the large memory capacity. Thus the proposed algorithm works well in practice.

6. Conclusion

We experimentally validated that the proposed algorithm worked at high speed and with low memory consumption for the large-scale and high-dimensional real image data sets, given large $k$ values, compared with the state-of-the-art algorithms: Drake’s and Ding’s algorithm. For the TinyImages data set, in particular, our algorithm achieved almost six times the speed performance of them with the nearly identical memory consumption. Besides, it was observed...
that our algorithm had the scalability in terms of data size $n$ and the number of clusters $k$. Thus the proposed algorithm is more suitable for large-scale and high-dimensional data sets with potentially numerous classes.

There remain the two directions as the future work. One is to incorporate the existing algorithms using the distance lower bound based on the triangle inequality or the Cauchy-Schwarz inequality into our framework if this leads to the improvement of the clustering performance. The other is to design a more effective space where the summable lower bound on the squared distance becomes tighter with smaller dimensionality. Then a method for determining the dimensionality should be also developed.
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