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ABSTRACT
We look into the nonparametric regression estimation with additive and multiplicative noise and construct adaptive thresholding estimators based on Laguerre series. The proposed approach achieves asymptotically near-optimal convergence rates when the unknown function belongs to Laguerre–Sobolev space. We consider the problem under two noise structures; (1) i.i.d. Gaussian errors and (2) long-memory Gaussian errors. In the i.i.d. case, our convergence rates are similar to those found in the literature. In the long-memory case, the convergence rates depend on the long-memory parameters only when long-memory is strong enough in either noise source, otherwise, the rates are identical to those under i.i.d. noise.
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1. Introduction
Consider a nonparametric regression model with both multiplicative and additive noise

\[ y_i = f(t_i)e_i + \sigma z_i, \quad i = 1, 2, \cdots, N, \]  

where \( e_i \) and \( z_i \) are zero-mean (1) independent and identically distributed Gaussian random variables with variance equal to 1 and (2) \( e_i \) and \( z_i \) are Gaussian with long-memory structure, and \( \sigma \) is a known positive constant. The function \( f(t) \) is the unknown response, it is real-valued and is defined on the interval \([0, b]\) with \( b > 0 \) a fixed real number. In addition, \( t_i, i = 1, 2, \cdots, N, \) are independent and identically distributed random variables, drawn from a known probability density function \( g \) with support \([0, b]\).

It is assumed that the quantities \( t_i, e_i \) and \( z_i \) are independent from one another for any \( i \in \{1, 2, \cdots, N\} \). The goal is to estimate \( h(t) = f^2(t) \) based on data points \((t_1, y_1), (t_2, y_2), \cdots, (t_N, y_N)\).

This problem, under various settings, has been studied considerably by means of a number of nonparametric methods, including kernel smoothing, splines and wavelets, and the list of articles includes, in chronological order, Hardle and Tsybakov (1997), Brown and Levine (2007), Cai and Wang (2008), Kulik and Wichelhaus (2011) and Chichignoud (2012). Most recently, Chesneau et al. (2020) considered the problem in a multivariate setting and proposed a wavelet thresholding approach to solve it. This problem has a great deal of applications, for instance, in Global Positioning System (GPS) signal propagation modeling where there is empirical evidence that in heavy multi-
path urban areas, the GPS signal encounters both additive and multiplicative noise (see Huang, Pi, and Progri (2013)), or in finance where one is interested in estimating the variance from the returns of an asset and the interested reader may refer to Chesneau et al. (2020) for more. Almost all of these articles assume that the error terms are white noise processes or i.i.d. noise. However, empirical evidence has shown that, even at large lags, the correlation structure in the errors may take the power-like form. This phenomenon is referred to as long-memory (LM) or long-range dependence (LRD).

Long-memory has been investigated quite considerably in many nonparametric estimation problems, including regression and deconvolution and the list includes Wang (1996, 1997), Comte, Dedecker, and Taupin (2008), Kulik and Raimondo (2009), Kulik and Wichelhaus (2011), Wishart (2013), Benhaddou et al. (2014), Benhaddou (2016), Benhaddou (2018a, 2018b) and Benhaddou and Liu (2019).

The application of Laguerre series to nonparametric estimation has become popular as of late and the list includes the application to density estimation in Comte, Dedecker, and Taupin (2008) and Comte and Genon-Catalot (2015), the estimation of linear functionals of a density function in Mabon (2016) and Laplace deconvolution in Vareschi (2015), Comte et al. (2017) and Benhaddou, Pensky, and Rajapakshage (2019).

The objective of the paper is to solve the nonparametric regression model with both multiplicative and additive i.i.d., and long-memory Gaussian noise via Laguerre hard-thresholding when the design points are random and follow known probability density function $g$. We derive lower bounds for the $L^2$-risk when $h = f^2$ belongs to some Laguerre-Sobolev ball of radius $A > 0$, and then construct an adaptive Laguerre-thresholding estimator for $h = f^2$. In addition, we show that the proposed estimator attains asymptotically near-optimal convergence rates. Furthermore, we demonstrate that long-memory has a detrimental effect on the convergence rates only when it is strong enough in either noise source. In which case, the convergence rates depend on the smoothness of the unknown function $h = f^2$ and the long-memory parameter associated with the stronger dependence between the two noise sources. It turns out that the present rates are identical to those in Chesneau et al. (2020) with $d = 1$ for the i.i.d. case and with $\alpha_1 = \alpha_2 = 1$ for the long-memory case. Similarly, our rates are comparable to those in Brown and Levine (2007) and Cai and Wang (2008) in their treatment of the regression variance estimation when the unknown mean function is smooth enough.

2. Estimation algorithm

For the rest of the paper, let $||h||$ denote the $L^2([0, \infty))$-norm of the function $h$. Given a matrix $A$, let $A^T$ be its transpose, $\lambda_{\text{max}}(A)$ be its largest eigenvalue in magnitude, $||A||_F = \sqrt{\text{Tr}(A^T A)}$ and $||A||_p = \lambda_{\text{max}}(A^T A)$ be, respectively, its Frobenius and the spectral norms. In addition, let $(a \vee b) = \max(a, b)$ and $(a \wedge b) = \min(a, b)$. Consider the orthonormal basis that consists of the system of Laguerre functions

$$\varphi_k(t) = e^{-t^2/2}L_k(t), \quad k = 0, 1, \cdots,$$

(2)

where $L_k(t)$ are Laguerre polynomials (see, e.g., Gradstein and Ryzhik 1980, Section 8.97). Since the functions $\varphi_k(t), k = 0, 1, \cdots$, form an orthonormal basis on $[0, \infty)$, the function $h(.) = f^2(.)$ can be expanded over this basis as follows
\[ h(t) \equiv f^2(t) = \sum_{k=0}^{\infty} \theta_k \varphi_k(t), \quad (3) \]

where \( \theta_k = \int_0^b h(t) \varphi_k(t) dt = \int_0^b f^2(t) \varphi_k(t) dt \). Under i.i.d noise case, similar to Chesneau et al. (2020), an estimator for \( \theta_k \) is given by

\[
\hat{\theta}_k = \frac{1}{N} \sum_{i=1}^{N} \left[ y_i^2 \frac{\varphi_k(t_i)}{g(t_i)} - \sigma^2 \int_0^b \varphi_k(t) dt \right] \mathbb{I}(\Omega_k(i)),
\]

where \( \Omega_k(i) = \left\{ i : \left| y_i^2 \frac{\varphi_k(t_i)}{g(t_i)} - \sigma^2 \int_0^b \varphi_k(t) dt \right| \leq \frac{\sqrt{N}}{\ln(N)} \right\} \). Similarly, under long-memory noise case, an unbiased estimator for \( \theta_k \) is given by

\[
\hat{\theta}_k = \frac{1}{N} \sum_{i=1}^{N} \left[ y_i^2 \frac{\varphi_k(t_i)}{g(t_i)} - \sigma^2 \int_0^b \varphi_k(t) dt \right].
\]

Then, consider the hard-thresholding estimator for \( h = f^2 \)

\[
\hat{h}_M(t) = \sum_{i=0}^{M-1} \hat{\theta}_i \mathbb{I}(|\hat{\theta}_i| > \lambda_i) \varphi_i(t),
\]

where the quantities \( M \) and \( \lambda_i \) will be determined under the two different setups in the proceeding sections.

Next is the list of conditions that will be utilized in the derivation of the theoretical results.

**Assumption A.1.** \( f \in L^2[0,b) \) is bounded above, that is, there exists positive constant \( M_2 < \infty \) such that \( f(t) \leq M_2 \), for all \( t \in [0,b) \).

**Assumption A.2.** The probability density function \( g \) is uniformly bounded, that is, on \( [0,b) \) there exist positive constants \( m_1 \) and \( m_2 \), with \( 0 < m_1 \leq m_2 < \infty \), such that \( m_1 \leq g(t) \leq m_2 \).

**Remark 1.** Assumption A.2. is valid for instance when \( g \) is the uniform distribution. In such case \( m_1 = m_2 = 1/b \). If \( g \) is not bounded below, such as in the case of beta distribution of the form \( g(x) = \beta x^{b-1} \) and \( \beta > 1 \) with \( b = 1 \), a variation of the present procedure will be needed and this would be another direction for future research. The idea is to consider the generalized Laguerre function basis instead, which is defined by

\[
\varphi_k^{(a)}(x) = \left[ \frac{k!}{\Gamma(k+a+1)} \right]^{1/2} e^{-x/2} x^{a/2} L_k^{(a)}(x), \quad k = 0, 1, \ldots,
\]

where \( L_k^{(a)}(t) \) are generalized Laguerre polynomials with parameter \( a \), \( a > 0 \) (see, e.g., Gradshtein and Ryzhik 1980, Section 8.97), and select the parameter \( a \) which achieves the smallest variance for estimators (4) and (5) according to \( g \) at hand.

**Assumption A.3.** The function \( h(t) = f^2(t) \) belongs to a Laguerre-Sobolev space. In particular, Laguerre coefficients of \( h, \theta_i \) satisfy
We are now in the position to fill in the details of the estimator and find the minimax lower bound for the quadratic risk and compare it to asymptotic upper bound for the mean squared error of our estimator.

Remark 2. Functional spaces of Assumption A.3, have been introduced in Bongioanni and Torrea (2009) to study Laguerre operators, and the connection with Laguerre coefficients was established in Comte and Genon-Catalot (2015).

3. Asymptotic minimax and adaptivity: the i.i.d. case

We define the minimax \( L^2 \)-risk over a set \( \Theta \) as

\[
R(\Theta) = \inf_{\tilde{h}} \sup_{h \in \Theta} \mathbb{E} ||\tilde{h} - h||^2,
\]

where the infimum is taken over all possible estimators \( \tilde{h} \) of \( h \).

Theorem 1. Let Assumptions A.1–A.3 hold. Then, as \( N \to \infty \),

\[
R(\mathcal{B}^s(A)) \leq CA^2 \left[ \frac{1}{A^2 N} \right]^\frac{s}{2}.
\]

Lemma 1. Let conditions A.1 and A.2 hold and let \( \hat{\theta}_l \) be defined in (4). Then, for \( l = 1, 2, \ldots, M - 1 \), as \( N \to \infty \), one has

\[
\mathbb{E} |\hat{\theta}_l - \theta_l|^2 = O\left( \frac{1}{N} \right).
\]

Based on Lemma 1, choose the thresholds \( \lambda_l \) such that

\[
\lambda_l = \gamma \sqrt{\frac{\ln(N)}{N}}.
\]

In addition choose the truncation level \( M \) as

\[
M = N.
\]

Lemma 2. Let conditions A.1 and A.2 hold and let \( \hat{\theta}_l \) be defined in (4). Then, for \( l = 1, 2, \ldots, M - 1 \), if \( \rho \gamma > 1 \), as \( N \to \infty \), one has

\[
\text{Pr} \left( |\hat{\theta}_l - \theta_l| > \rho \lambda_l \right) = O \left( \left[ \frac{1}{N} \right]^\tau \right),
\]

where \( \tau \) is a positive parameter that is large enough and \( \rho \) is such that \( 0 < \rho < 1 \).

Theorem 2. Let \( s \geq 1/2 \) and let \( \tilde{h}_M(t) \) be the Laguerre estimator defined in (6) with \( M \) given in (12) and \( \lambda_l \) given in (11). Suppose Assumptions A.1–A.3 hold. Then, if \( \tau \) is
large enough, as $N \to \infty$, one has

$$
\sup_{h \in B^r(A)} \mathbb{E}[\|\hat{h}_M - h\|^2] \leq CA^2 \left[ \frac{\ln(N)}{A^2N} \right]^{\frac{2s}{2s+1}} \cdot (14)
$$

Remark 3. Theorems 1 and 2 imply that, for the $L^2$-risk, the estimator (6) with $\lambda_1$ given by (11) and $M$ chosen according to (12) is adaptive and asymptotically near-optimal, within a logarithmic factor of $N$, over all Laguerre-Sobolev balls $B^r(A)$.

Remark 4. The convergence rates match those in Chesneau et al. (2020), with $d = 1$ in their treatment of the problem using wavelets when the function under consideration belongs to a certain Besov ball.

Remark 5. Our rates are comparable to those in Brown and Levine (2007) and Cai and Wang (2008) in their treatment of the regression variance estimation when the unknown mean function is smooth enough.

Remark 6. Notice that $r$ in equation (1) may not be known in advance but it can be estimated from the data. In addition, GPS signal detection application, the size of $r$ will dictate whether the multiplicative noise will be considered or ignored in the analysis (see Huang, Pi, and Progri 2013).

4. Asymptotic minimax and adaptivity: the long-memory case

Let $\epsilon_N$ be the random vector with elements $\epsilon_i$, $i = 1, 2, \cdots, N$, and covariance matrix $\Sigma_1 = \text{Cov}(\epsilon_N) = \mathbb{E}[\epsilon_N \epsilon_N^T]$, and let $z_N$ be the random vector with elements $z_i$, $i = 1, 2, \cdots, N$ and covariance matrix $\Sigma_2 = \text{Cov}(z_N) = \mathbb{E}[z_N z_N^T]$.

Assumption A.4. The vectors $\epsilon_N$ and $z_N$ allow the decomposition

$$
\epsilon_N = A_1 \eta_N^{(1)}, \quad z_N = A_2 \eta_N^{(2)}, \quad (15)
$$

where $\eta_i^{(j)}$, $j = 1, 2$, is a random vector with zero-mean independent Gaussian $\eta_i^{(j)}$ having equal variance, $i = 1, 2, \cdots, N$ and $A_j$ is some nonrandom matrix. $\{\epsilon_i\}_{i \geq 1}$ and $\{z_i\}_{i \geq 1}$ are zero-mean, stationary Gaussian sequences with auto-covariance functions $\gamma_1(h) = \mathbb{E}[\epsilon_i \epsilon_{i+h}]$ and $\gamma_2(h) = \mathbb{E}[z_i z_{i+h}]$, satisfying

$$
\gamma_1(h) \asymp h^{-x_1}, \quad \gamma_2(h) \asymp h^{-x_2}. \quad (16)
$$

Assumption A.5. There exist constants $c_i^{(j)}$, $j = 1, 2$, $(0 < c_i^{(j)} \leq c_2^{(j)} < \infty)$, independent of $N$, such that

$$
c_i^{(j)} n^{1-x_j} \leq \lambda_{\min}(\Sigma_j) \leq \lambda_{\max}(\Sigma_j) \leq c_2^{(j)} n^{1-x_j}, \quad 0 < x_j \leq 1, \quad (17)
$$

where $x_j$, $j = 1, 2$, are the long-memory parameters associated with the matrices $\Sigma_j$, respectively.
**Theorem 3.** Let Assumptions A.1–A.3 and A.5 hold. Then, provided that \( f \) is bounded away from zero, as \( N \to \infty \), one has

\[
R(B^*(A)) \geq CA^2 \begin{cases} \left[ \frac{1}{A(N)} \right]^{\frac{1}{\alpha+1}}, & \text{if } (\alpha_1 \land \alpha_2) \geq 1/2, \\ \left[ \frac{1}{A^2(N^{\alpha_1} \vee N^{\alpha_2})} \right]^{\frac{1}{\alpha+1}} & \text{if otherwise.} \end{cases}
\]

(18)

**Lemma 3.** Let conditions A.1, A.2, A.4 and A.5 hold and let \( \hat{\theta}_l \) be defined in (5). Then, for \( l = 1, 2, \ldots, M - 1 \), as \( N \to \infty \), one has

\[
\mathbb{E} |\hat{\theta}_l - \theta_l|^2 = \begin{cases} O\left( \frac{1}{N} \right) & \text{if } (\alpha_1 \land \alpha_2) \geq 1/2, \\ O\left( \frac{1}{N^{2\alpha_1} \vee N^{2\alpha_2}} \right) & \text{if otherwise.} \end{cases}
\]

(19)

Based on Lemma 3, choose the thresholds \( \lambda_l \) such that

\[
\lambda_l = \begin{cases} \gamma \sqrt{\frac{\ln (N)}{N}}, & \text{if } (\alpha_1 \land \alpha_2) \geq 1/2, \\ \gamma_1 \frac{\ln (N)}{N^{\alpha_1}} \sqrt{\gamma_2 \frac{\ln (N)}{N^{\alpha_2}}} & \text{if otherwise.} \end{cases}
\]

(20)

In addition, choose the maximal level \( M \)

\[
M = \begin{cases} N, & \text{if } (\alpha_1 \land \alpha_2) \geq 1/2, \\ N^{2\alpha_1} \land N^{2\alpha_2} & \text{if otherwise.} \end{cases}
\]

(21)

**Lemma 4.** Let conditions A.1, A.2, A.4 and A.5 hold and let \( \hat{\theta}_l \) be defined in (5). Then, for \( l = 1, 2, \ldots, M - 1 \), as \( N \to \infty \), one has

\[
\text{Pr}
\left( |\hat{\theta}_l - \theta_l| > \rho \lambda_l \right) = O\left( \left[ \frac{1}{N} \right]^\tau \right),
\]

(22)

where \( \tau \) is a positive parameter that is large enough and \( \rho \) is such that \( 0 < \rho < 1 \).

**Theorem 4.** Let \( s \geq 1/2 \) and let \( \tilde{h}_M(t) \) be the Laguerre estimator defined in (6) with \( M \) given in (21) and \( \lambda_l \) given in (20). Suppose assumptions A.1–A.5 hold. Then, if \( \tau \) is large enough, as \( N \to \infty \), one has

\[
\sup_{h \in B^*(A)} \mathbb{E} |\tilde{h}_M - h|^2 \leq CA^2 \begin{cases} \left[ \frac{\ln (N)}{A^2} \right]^{\frac{1}{\alpha+1}}, & \text{if } (\alpha_1 \land \alpha_2) \geq 1/2, \\ \left[ \frac{\ln^2 (N)}{A^2(N^{\alpha_1} \vee N^{\alpha_2})^{\frac{1}{2\alpha+1}}} \right] ^{\frac{1}{\alpha+1}} & \text{if otherwise.} \end{cases}
\]

(23)

Remark 7. Notice that when both long-memory parameters are large enough, in particular when \( (\alpha_1 \land \alpha_2) \geq 1/2 \), the convergence rates are identical to those under i.i.d.
errors. In such case they match those in Chesneau et al. (2020) directly if, in their notation, \( d = 1 \).

**Remark 8.** When the long-memory is strong, which corresponds to relatively low \( \alpha_j \), the convergence rates depend on the smoothness of the unknown function \( h = f^2 \) and the long-memory parameter associated with the stronger dependence, \( (\alpha_1 \wedge \alpha_2) \), between the two noise sources. These rates are completely new and provide an extension of the problem in a different direction.

**Remark 9.** Note that the i.i.d. case can also be handled using estimators (5) along with the choice of thresholds (11) and truncation level \( M \) based on (12) and achieve the same convergence rates.

5. Proofs

In order to prove Theorem 1, we use the following lemma

**Lemma 5.** (Lemma A.1 of Bunea, Tsybakov, and Wegkamp (2007)) Let \( \Theta \) be a set of functions of cardinality \( \text{card}(\Theta) \geq 2 \) such that

\[
\begin{align*}
(\text{i}) & \quad \|f - g\|_p^p \geq 4\delta^p, \text{ for } f, g \in \Theta, f \neq g, \\
(\text{ii}) & \quad \text{the Kullback divergences } K(P_f, P_g) \text{ between the measures } P_f \text{ and } P_g \text{ satisfy the inequality } K(P_f, P_g) \leq \log(\text{card}(\Theta))/16, \text{ for } f, g \in \Theta.
\end{align*}
\]

Then, for some absolute positive constant \( C_1 \), one has

\[
\inf_{f_n} \sup_{f \in \Theta} \mathbb{E}_f \|f_n - f\|_p^p \geq C_1\delta^p,
\]

where \( \inf_{f_n} \) denotes the infimum over all estimators.

**Proof of Theorem 1 and Theorem 3.** Let \( \omega \) be the vector with components \( \omega_l \in \{-1, 1\}, l = 0, 1, \ldots, L - 1 \), and denote the set of all possible values of \( \omega \) by \( \Omega \). Let \( h_L \) be the functions of the form

\[
h_L(t) = \rho_L \sum_{l=0}^{L-1} \omega_l \varphi_l(t), \quad \omega_l \in \{-1, 1\}.
\]

(24)

Observe that \( \omega \) has \( L \) components and therefore \( \Omega \) will have cardinality \( \text{card}(\Omega) = 2^L \).

By (8), it is easy to verify that \( h_L(t) \in B^s(A) \) with the choice \( \rho_L^2 = CA^2L^{-2s+1} \). Take \( \tilde{h}_L \) of the form of (24), but with \( \tilde{\omega}_l \in \{-1, 1\} \), then applying Varshamov-Gilbert Lemma (Tsybakov 2008, 104), the \( L^2 \)-norm of the difference is

\[
\|h_L(t) - \tilde{h}_L(t)\|^2 \geq \frac{L\rho_L^2}{8}.
\]

(25)

To prove Theorem 1, define the quantities \( h_i = h_L(t_i) + f_L(t_i)\nu_i + \sigma_i\mu_i, i = 1, 2, \ldots, N \), where \( \{\nu_i\}_{i=1}^{N} \) and \( \{\mu_i\}_{i=1}^{N} \) are i.i.d. \( N(0, 1) \) sequences that are independent of each other. Let \( P_{h_L} \) be the probability law of the process \( h_i \) under the hypothesis \( h_L \) defined
in (24). Then, by Assumptions A.2 and A.3, the Kullback divergence can be written as

\[
K(P_{h_L}, P_{h_L^l}) \leq N \rho_L^2 \sum_{l=0}^{L-1} |\tilde{w}_l - \omega_l|^2 \frac{\int_0^b \varphi_l^2(t)g(t)dt}{2(\int_0^b f_L^2(t)g(t)dt + \sigma_l^2)}
\]

(26)

\[
\leq N \rho_L^2 \frac{2L}{\sigma_l^2} \max_{l=1}^{L-1} |\varphi_l(t)|^2 = C N^2 L^{-(2s+1)} L.
\]

Now, to apply Lemma 5, choose

\[
A^2 L^{-(2s+1)} LN \leq \pi_0 L.
\]

(27)

Hence, the proof is complete by taking

\[
L = C[A^2 N]^\frac{1}{2s+1}.
\]

(28)

To prove Theorem 3, define the vectors \(h_N\) whose elements are quantities \(h_i = h_L(t_i) + f_L(t_i)\nu_i + \sigma_i \mu_i, i = 1, 2, \ldots, N\), such that \(h_N \sim N(h_L, \Sigma_1 + \sigma_i^2 \Sigma_2)\). Here, \({\nu_i}_{i \geq 1}\) and \({\mu_i}_{i \geq 1}\) are zero-mean, stationary Gaussian sequences with auto-covariance functions \(\gamma_1(h) = \mathbb{E}[\nu_i \nu_{i+k}]\) and \(\gamma_2(h) = \mathbb{E}[\mu_i \mu_{i+k}],\) satisfying

\[
\gamma_1(h) \sim h^{-2s_1}, \quad \gamma_2(h) \sim h^{-2s_2}.
\]

(29)

Notice that under (29), (1) \(\lambda_{\min}(\Sigma_i) \approx 1, \ i = 1, 2,\) if \((s_1 + s_2) \geq 1/2,\) and (2) \(\lambda_{\min}(\Sigma_1) \approx k_1 N^{1-2s_1}\) and \(\lambda_{\min}(\Sigma_2) \approx k_1 N^{1-2s_2},\) otherwise, provided that the function \(f\) is bounded away from zero. Let \(P_{h_L}\) be the probability law of the process \(h_i\) under the hypothesis \(h_L\) defined in (24). We consider two cases; case when \(\nu_i = 0\) and case when \(\sigma_i = 0.\)

**Case when \(\nu_i = 0\) and \(s_2 \leq 1/2.\)** Then, by Assumptions A.2 and A.3, the Kullback divergence can be written as

\[
K(P_{h_L}, P_{h_L^l}) \leq N \rho_L^2 \sum_{l=0}^{L-1} |\tilde{w}_l - \omega_l|^2 \frac{\int_0^b \varphi_l^2(t)g(t)dt}{2(\int_0^b f_L^2(t)g(t)dt + \sigma_l^2)}
\]

(30)

\[
\leq N \rho_L^2 \frac{2L}{k_2 \sigma_l^2 N^{1-2s_2}} \max_{l=1}^{L-1} |\varphi_l(t)|^2 = C N^{2s_2} A^2 L^{-(2s+1)} L.
\]

Now, to apply Lemma 5, choose

\[
A^2 L^{-(2s+1)} LN^{2s_2} \leq \pi_0 L,
\]

(31)

which gives

\[
L = C[A^2 N^{2s_2}]^{\frac{1}{2s+1}}.
\]

(32)

Case when \(\sigma_i = 0\) and \(s_1 \leq 1/2.\) Then, the Kullback divergence gives
\[
K(P_{h_1}, P_{h_z}) \leq \frac{N\rho^2}{2} \lambda_{\max} \left[ \left( \Sigma_1 \right)^{-1} \right] \sum_{l=0}^{L-1} |\omega_l - \omega_0|^2 \int_0^b \varphi_l^2(t) g(t) dt \\
\leq \frac{N\rho^2}{2} \left[ \left( \lambda_{\min}(\Sigma_1) \right)^{-1} \right] \sum_{l=0}^{L-1} |\omega_l - \omega_0|^2 \int_0^b \varphi_l^2(t) g(t) dt \\
\leq \frac{N\rho^2}{k_1N^{1-2x_1}} 2L \max_{l \leq L-1} |\varphi_l(t)|^2 = CN^{2x_2}A^2L^{-(2x+1)}L.
\]

Now, to apply Lemma 5, choose
\[
A^2L^{-(2x+1)}LN^{2x_2} \leq \pi_0 L,
\]
which gives
\[
L = C[A^2N^{2x_2}]^{\frac{1}{x_1}}.
\]
Notice that cases Case when \(z_1 = 0\) and \(x_1 > 1/2\) and Case when \(\nu_i = 0\) and \(x_2 > 1/2\) the matrices \(\Sigma_1\) and \(\Sigma_2\) have finite eigenvalues (they do not depend on \(N\)) can be dealt with in a similar fashion as to the i.i.d case, so we skip them. To complete the proof, keep in mind that the highest of the lower bounds corresponds to
\[
\tilde{L} = \min\left\{ [A^2N^{2x_2}]^{\frac{1}{x_1}}, [A^2N^{2x_2}]^{\frac{1}{x_2}}, [A^2N]^{\frac{1}{x}} \right\}.
\]

**Proof of Lemma 1.** Notice that with \(\hat{\theta}_l\) defined in (4), one has
\[
\hat{\theta}_l - \theta_l = \frac{1}{N} \sum_{i=1}^N \left[ \eta_i \mathbb{I}(\Omega_l(i)) - \mathbb{E}[\eta_i \mathbb{I}(\Omega_l(i))] \right] - \mathbb{E}[\eta_i \mathbb{I}(\Omega_l(i))],
\]
where the quantities \(\eta_i = \left[ y_l^2 \frac{\varphi_l(t_i)}{g(t_i)} - \sigma^2 \int_0^b \varphi_l(t) dt \right]\). Define the quantities \(\Delta_i = [\eta_i \mathbb{I}(\Omega_l(i)) - \mathbb{E}[\eta_i \mathbb{I}(\Omega_l(i))]\) and notice they are independent zero-mean random variables with variance
\[
\mathbb{E}[\Delta_i]^2 \leq 2\mathbb{E} \left[ y_l^4 \frac{\varphi_l^2(t_i)}{g^2(t_i)} \right] + 8\sigma^4
\]
\[
= 2 \left[ \mathbb{E} \left[ y_l^4 \right] \int f^4(t) \frac{\varphi_l^2(t)}{g^2(t)} dt + 6\sigma^2 \int f^2(t) \frac{\varphi_l^2(t)}{g(t)} dt + \sigma^4 \mathbb{E} \left[ z_l^4 \right] \int \varphi_l^2(t) g(t) dt \right] + 8\sigma^4 = \sigma_0^4.
\]
In addition, by Cauchy–Schwarz inequality and the Gaussian tail probability inequality, we want to show that
\[
\left( \mathbb{E}[\eta_i \mathbb{I}(\Omega_l^c(i))] \right)^2 \leq \mathbb{E}[\eta_i^2^2] \Pr(\Omega_l^c(i)) = o(N^{-1}).
\]
Bear in mind that conditional on the distribution \(g\), the quantities \(y_i = \omega f(t_i) + \sigma z_i\) are \(N(0, f^2(t_i) + \sigma^2)\). Therefore, by Assumptions A.1 and A.2 and Equation (2.5) of Muckenhoupt (1970), we obtain
\[ \Pr(\Omega^c_i(i)) \leq \Pr\left( \frac{|\varphi_k(t_i)|y_i^2}{m_1(f^2(t_i) + \sigma^2)} \geq \frac{\sigma^2 \int_0^b \varphi_1(t)dt + \sqrt{N/\ln(N)}}{f^2(t_i) + \sigma^2} \right) \]

\[ \leq \Pr\left( \frac{C_0y_i^2}{m_1(f^2(t_i) + \sigma^2)} \geq \frac{\sigma^2 \int_0^b \varphi_1(t)dt + \sqrt{N/\ln(N)}}{f^2(t_i) + \sigma^2} \right) \]

\[ = \Pr\left( \frac{y_i}{\sqrt{(f^2(t_i) + \sigma^2)}} \geq \sqrt{\frac{m_1 \sigma^2 \int_0^b \varphi_1(t)dt + \sqrt{N/\ln(N)}}{C_0 f^2(t_i) + \sigma^2}} \right) \]

\[ \leq C_2 \exp \left\{ -\frac{m_1 \sqrt{N/\ln(N)}}{2C_0 M_2^2 + \sigma^2} \right\}. \]

To complete the proof, apply the expectation to the square of (37) and use results (38) and (39).

**Proof of Lemma 2.** In order to prove (13), we make use of Bernstein inequality.

**Lemma 6.** (Bernstein Inequality). Let \( Y_i, i = 1, 2, \cdots, N, \) be independent and identically distributed random variables with mean zero and finite variance \( \sigma^2, \) with \( ||Y_i|| \leq ||Y||_\infty < \infty. \) Then,

\[ \Pr\left( N^{-1} \sum_{i=1}^N Y_i > z \right) \leq 2 \exp \left\{ -\frac{Nz^2}{2(\sigma^2 + ||Y||_\infty z/3)} \right\}. \]  

(40)

Recall the notation used in the proof of **Lemma 1.** Thus, since \( \text{Var}(\Delta_i) \leq \sigma_0^2 < \infty, \) and \( ||\Delta_i|| \leq c_0 \sqrt{N/\ln(N)}, \) for \( \gamma < 1, \) Bernstein inequality gives

\[ \Pr\left( |\hat{\theta} - \theta| > \rho \lambda_i \right) \leq \Pr\left( N^{-1} \sum_{i=1}^N \Delta_i + \mathbb{E}[\eta_i(\Omega^c_i(i))] > \rho \lambda_i \right) \]

\[ \leq \Pr\left( N^{-1} \sum_{i=1}^N \Delta_i > (\gamma \rho - 1)\sqrt{\ln(N)} \right) \]

\[ \leq 2 \exp \left\{ -\frac{2(\gamma \rho - 1)^2 \ln(N)}{2\sigma^2 + c_0(\gamma \rho - 1)/3} \right\} \]

\[ = 2N^{-\frac{(\gamma \rho - 1)^2}{2(\sigma_0^2 + c_0(\gamma \rho - 1)/3)}}. \]

**Proof of Theorem 2.** Denote

\[ \chi_N = \frac{\ln(N)}{A^2N}, \quad M_o = [\chi_N]^{-\frac{1}{2}}, \]

and note that with the choice of \( M \) and \( \lambda_i \) given by (12) and (11), respectively, the estimation error can be decomposed as \( \mathbb{E}[|h_M - h|^2] \leq \mathbb{E}_1 + \mathbb{E}_2 + \mathbb{E}_3 + \mathbb{E}_4 + \mathbb{E}_5, \) where
\[ E_1 = \sum_{l=1}^{M-1} \mathbb{E} \left[ \left| \hat{\theta}_l - \theta_l \right|^2 \mathbb{I} \left( \left| \hat{\theta}_l - \theta_l \right| > \frac{1}{2} \lambda_l \right) \right], \] (42)

\[ E_2 = \sum_{l=1}^{M-1} \mathbb{E} \left[ \left| \hat{\theta}_l - \theta_l \right|^2 \mathbb{I} \left( |\theta_l| > \frac{1}{2} \lambda_l \right) \right], \] (43)

\[ E_3 = \sum_{l=1}^{M-1} \theta_l^2 \text{Pr} \left( \left| \hat{\theta}_l - \theta_l \right| > \frac{1}{2} \lambda_l \right), \] (44)

\[ E_4 = \sum_{l=1}^{M-1} \theta_l^2 \mathbb{I} \left( |\theta_l| < \frac{3}{2} \lambda_l \right), \] (45)

\[ E_5 = \sum_{l=M}^{\infty} \theta_l^2. \] (46)

Then, by (8) and (12), (46) becomes

\[ E_5 = O \left( \sum_{l=M}^{\infty} A^2(l \mathbb{N})^{-2s} \right) = O \left( A^2[\chi_n]^{2s} \right) = O \left( A^2[\chi_n]^{\frac{2s}{2s+1}} \right). \] (47)

Now, combining \( E_1 \) and \( E_3 \), and applying Cauchy-Schwarz inequality, the moments property of the Gaussian, Lemma 1 with the choice \( \tau > 2 \), (8) and (12), yields

\[ E_1 + E_3 = O \left( \frac{M}{N} \frac{1}{N}^{\tau/2} + A^2 M \left[ \frac{1}{N} \right]^{\tau} \right) = O \left( \frac{1}{N} \right). \] (48)

Now, combining \( E_2 \) and \( E_4 \) and using condition (8) yields

\[ \Delta = E_2 + E_4 = O \left( \sum_{l=1}^{M-1} \min \left\{ \theta_l^2, A^2[\chi_n] \right\} \right). \] (49)

Finally, \( \Delta \) can be decomposed into the following components

\[ \Delta_1 = O \left( \sum_{l=M_0}^{M-1} A^2(l \mathbb{N})^{-2s} \right) = O \left( A^2[\chi_n]^{\frac{2s}{2s+1}} \right), \] (50)

\[ \Delta_2 = O \left( \sum_{l=1}^{M_0-1} A^2[\chi_n] \right) = O \left( M_0 A^2[\chi_n] \right) = O \left( A^2[\chi_n]^{\frac{2s}{2s+1}} \right). \] (51)

Hence, combining (47), (48), (50) and (51) completes the proof.

Proof of Lemma 3. Notice that with \( \hat{\theta}_l \) defined in (5), and using property (16) the properties \( \mathbb{E}[z_l^4] = 3 \) and \( \mathbb{E}[z_l^2 z_{j}^2] = \mathbb{E}[z_l^2] + 2\mathbb{E}^2[z_l z_j] \), and the Assumptions A.1, A.2 for \( m_1 \geq 1 \), as \( N \to \infty \), one has
\[
\mathbb{E}[(\hat{\theta}_1 - \theta)]^2 = \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} \left(\epsilon_i^2 f^2(t_i) + 2\sigma_i z_i f(t_i) + \sigma_i^2 z_i^2\right) \frac{\varphi_i(t_i)}{g(t_i)}\right]^2 - \sigma^4 \left(\int_0^b \varphi_i(t) dt\right)^2 - \theta_1^2 - 2\sigma^2 \theta_1 \int_0^b \varphi_i(t) dt
\]
\[
= \frac{3}{N} \left[\int_0^b f^4(t) \varphi^2(t)/g(t) dt + \sigma^2 \left(\int_0^b f^2(t) \varphi^2(t)/g(t) dt + \sigma^4 \int_0^b \varphi_i^2(t)/g(t) dt\right)\right]
\]
\[
+ \frac{1}{N^2} \sum_{i\neq j} \left[\theta_i^2 \mathbb{E}[\epsilon_i^2 \epsilon_j^2] + 2\sigma^2 \theta_i \int_0^b \varphi_i(t) dt + 4c_1 c_2 \sigma^2 |i-j|^{-2\zeta_1} \left(\int_0^b f(t) \varphi_i(t) dt\right)^2\right]
\]
\[
+ \frac{1}{N^2} \sum_{i\neq j} \left[\sigma^4 \mathbb{E}[\epsilon_i^2 \epsilon_j^2] \left(\int_0^b \varphi_i(t) dt\right)^2 - 2\sigma^2 \theta_i \int_0^b \varphi_i(t) dt - \sigma^4 \left(\int_0^b \varphi_i(t) dt\right)^2 - \theta_i^2\right]
\]
\[
\leq \frac{3}{N} [M_2^2 + \sigma^2]^2 + \frac{2}{N^2} \sum_{i\neq j} \left[M_2^2 c_1 |i-j|^{-2\zeta_1} + \sigma^2 c_2 |i-j|^{-2\zeta_1}\right]^2.
\]

(52)

Notice that in the last line, if both \(\zeta_1\) and \(\zeta_2\) are greater than 1/2, the first term with dominate, otherwise, the variance will be bounded by the larger of \(N^{-2\zeta_j}, j = 1, 2\).

**Proof of Lemma 4.** Below, we use a combination of Lemma 2 in Benhaddou (2018a), which is an adaptation of Hanson-Wright inequality to matrices, and large deviation result that was developed in Comte (2001) and further improved in Gendre (2014) which states that for any \(x > 0\), if \(\xi_n\) is a zero mean Gaussian vector with independent elements, and \(Q\) is nonnegative definite matrix, then

\[
\Pr\left(|\xi_n^T Q \xi_n > \sigma^2 \left[\sqrt{(tr(Q))} + \sqrt{x \rho_{max}^2(Q)}\right]^2\right) \leq e^{-x}.
\]

(53)

Let \(F\) and \(\Phi\) be the \(N\)-dimensional diagonal matrices whose diagonal elements are \(f(t_1), f(t_2), \ldots, f(t_N)\), and \(\varphi_1(t_1)/g(t_1), \varphi_1(t_2)/g(t_2), \ldots, \varphi_1(t_N)/g(t_N)\), respectively. Then,

\[
\Pr\left(|\hat{\theta}_1 - \theta_1| > \rho \hat{\lambda}_1\right) \leq \Pr\left(2\mathbf{e}_N^T \Phi F \mathbf{e}_N - N\theta_1 > \frac{\rho \gamma \ln(N)}{2 N^{2\zeta_1}}\right)
\]
\[
+ \Pr\left(2\mathbf{z}_N^T \Phi \mathbf{z}_N - N \int \varphi_1(t) dt > \frac{\rho \gamma \ln(N)}{2 \sigma^2 N^{2\zeta_1}}\right)
\]
\[
= P_1 + P_2.
\]

(54)

For the first term and if \(\theta_1 > 0\), we apply (53). Therefore, with (15) and (17) as \(N \to \infty\), one has

\[
\text{Tr}(A_i^T F \Phi F A_i) = \text{Tr}(F \Phi F A_i A_i^T) = \text{Tr}(F \Phi F \Sigma_1) = \sum_{i=1}^{N} f^2(t_i) \varphi_1(t_i)/g(t_i) \leq \frac{N}{b m_1} \theta_1,
\]

(55)

and
\[
\rho_{\max}^2(A_1^T F \Phi F A_1) = \rho_{\max}^2(F \Phi F \Sigma_1) \leq \rho_{\max}^2(F \Phi F)^2 \max_{i=1}^{m_1} |\varphi_i(t)| c_2^{(1)} N^{1-2\gamma}
\]

\[
= \frac{M_2^2}{m_1} \pi_0 c_2^{(1)} N^{1-2\gamma}
\]

Therefore, if \(bm_1 \geq 4 \text{Var}(\eta_i^{(1)})\),

\[
\Pr \left( \left\| 2\varepsilon_N^T F \Phi F e_N - N \theta_1 \right\| > \frac{\rho \gamma \ln (N)}{2 N^{2\gamma -1}} \right) \leq \Pr \left( \varepsilon_N^T F \Phi F e_N > \frac{bm_1}{4} \left[ \sqrt{\frac{N \theta_1}{bm_1}} + \sqrt{\frac{\rho \gamma \ln (N)}{2bm_1 N^{2\gamma -1}}} \right]^2 \right).
\]

(53) is applied then by taking \(x = \frac{\rho \gamma \ln (N)}{\pi_0 b^2 M_2^2}\). Now, if \(\theta_1 < 0\), then we apply Hanson–Wright inequality from Rudelson and Vershynin (2013) to

\[
\Pr \left( \left\| 2\varepsilon_N^T F \Phi F e_N - N \theta_1 \right\| > \frac{\rho \gamma \ln (N)}{2 N^{2\gamma -1}} \right) \leq \Pr \left( \left\| \varepsilon_N^T F \Phi F e_N - N \theta_1 \right\| > \frac{\rho \gamma \ln (N)}{4 N^{2\gamma -1}} \right),
\]

with matrix \(B = A_1^T F \Phi F A_1\) having Frobenius norm

\[
||A_1^T F \Phi F A_1||_F \leq \text{Tr}^2(A_1^T F \Phi F A_1) = \text{Tr}^2(F \Phi F \Sigma_1) \leq N \frac{M_1^4}{b^2 m_1^2}, \text{ as } N \to \infty.
\]

Hence, applying Hanson–Wright inequality yields

\[
\Pr \left( \left\| \varepsilon_N^T F \Phi F e_N - N \theta_1 \right\| > \frac{\rho \gamma \ln (N)}{4 N^{2\gamma -1}} \right) \leq \exp \left\{ - \frac{c_0 m_1^2 \rho \gamma \ln (N)}{4k_2^2 \pi_0 c_2^{(1)}} \right\}. \tag{57}
\]

In a similar fashion, one can evaluate \(P_2\) taking into consideration whether \(\int_0^b \varphi_1(t) dt\) is positive, in which case we use (53), or negative in which case we apply Hanson-Wright inequality.

\[\square\]

**Proof of Theorem 4.** The proof is similar to that of Theorem 2, so we skip it.

\[\square\]

**Acknowledgments**

The author would like to thank the Editor and an anonymous referee for their useful comments and suggestions which have led to the improved version of the paper.

**References**

Benhaddou, R. 2016. Deconvolution model with fractional Gaussian noise: A minimax study. *Statistics & Probability Letters* 117:201–208. doi:10.1016/j.spl.2016.05.022.

Benhaddou, R. 2018a. Laplace deconvolution with dependent errors: A minimax study. *Journal of Nonparametric Statistics* 30 (4):1032–48. doi:10.1080/10485252.2018.1515431.

Benhaddou, R. 2018b. Minimax lower bounds for the simultaneous wavelet deconvolution with fractional Gaussian noise and unknown kernels. *Statistics & Probability Letters* 140:91–95. doi:10.1016/j.spl.2018.05.002.
Benhaddou, R., R. Kulik, M. Pensky, and T. Sapatinas. 2014. Multichannel deconvolution with long-range dependence: A minimax study. *Journal of Statistical Planning and Inference* 148:1–19. doi:10.1016/j.jspi.2013.12.008.

Benhaddou, R., and Q. Liu. 2019. Anisotropic functional deconvolution with long-memory noise: The case of a multi-parameter fractional Wiener sheet. *Journal of Nonparametric Statistics* 31 (3):567–95. doi:10.1080/10485252.2019.1604953.

Benhaddou, R., M. Pensky, and R. Rajapakshage. 2019. Anisotropic functional Laplace deconvolution. *Journal of Statistical Planning and Inference* 199:271–85. doi:10.1016/j.jspi.2018.07.004.

Bongioanni, B., and J. L. Torrea. 2009. What is a Sobolev space for the Laguerre function systems? *Studia Mathematica* 192 (2):147–72. doi:10.4064/sm192-2-4.

Brown, L. D., and M. Levine. 2007. Variance estimation in nonparametric regression via the difference sequence method. *The Annals of Statistics* 35 (5):2219–32. doi:10.1214/009053607000001515.

Bunea, F., A. Tsybakov, and M. H. Wegkamp. 2007. Aggregation for Gaussian regression. *The Annals of Statistics* 35 (4):1674–97. doi:10.1214/009053606000001587.

Cai, T. T., and L. Wang. 2008. Adaptive variance function estimation in heteroscedastic nonparametric regression. *The Annals of Statistics* 36 (5):2025–54. doi:10.1214/07-AOSS09.

Chesneau, C., S. El Kolei, J. Kou, and F. Navarro. 2020. Nonparametric estimation in a regression model with additive and multiplicative noise. *Journal of Computational and Applied Mathematics* 380:112971. doi:10.1016/j.cam.2020.112971.

Chichignoud, M. 2012. Minimax and minimax adaptive estimation in multiplicative regression: Locally Bayesian approach. *Probability Theory and Related Fields* 153 (3-4):543–97. doi:10.1007/s00440-011-0354-7.

Comte, F. 2001. Adaptive estimation of the spectrum of a stationary Gaussian sequence. *Bernoulli* 7 (2):267–98. doi:10.2307/3318739.

Comte, F., C.-A. Cuenod, M. Pensky, and Y. Rozenholc. 2017. Laplace deconvolution on the basis of time domain data and its application to dynamic contrast enhanced imaging. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)* 79 (1):69–94. doi:10.1111/rssb.12159.

Comte, F., Dedecker, J., and Taupin, M. L. 2008. Adaptive density deconvolution with dependent inputs. *Mathematical Methods of Statistics* 17 (2):87–112. doi:10.3103/S1066530708020014.

Comte, F., and V. Genon-Catalot. 2015. Adaptive Laguerre density estimation for mixed Poisson models. *Electronic Journal of Statistics* 9 (1):1113–49. doi:10.1214/15-EJS1028.

Gendre, X. 2014. Model selection and estimation of a component in additive regression. *ESAIM: Probability and Statistics* 18:77–116. doi:10.1051/ps/2012028.

Gradshtein, I. S., and I. M. Ryzhik. 1980. *Tables of integrals, series, and products*. New York: Academic Press.

Hardle, W., and A. Tsybakov. 1997. Local polynomial estimators of volatility function in nonparametric regression, *The Journal of Econometrics* 81 (1):223–42. doi:10.1016/S0304-4076(97)00044-4.

Huang, P., Y. Pi, and I. Progri. 2013. GPS signal detection under multiplicative and additive noise. *Journal of Navigation* 66 (4):479–500. doi:10.1017/S0373463312000550.

Kulik, R., and M. Raimondo. 2009. Wavelet regression in random design with heteroskedastic dependent errors. *The Annals of Statistics* 37 (6A):3396–430. doi:10.1214/09-AOS684.

Kulik, R., and C. Wichelhaus. 2011. Nonparametric conditional variance and error density estimation in regression models with dependent errors and predictors. *Electronic Journal of Statistics* 5 (2):856–98. doi:10.1214/11-EJS629.

Mabon, G. 2016. Adaptive deconvolution of linear functionals on nonnegative real line. *Journal of Statistical Planning and Inference* 178:1–23. doi:10.1016/j.jspi.2016.04.006.

Muckenhoupt, B. 1970. Mean convergence of Hermite and Laguerre series II. *Transactions of the American Mathematical Society* 147 (2):433–60. doi:10.1090/S0002-9947-1970-0256051-9.

Rudelson, M., and R. Vershynin. 2013. Hanson-Wright inequality and sub-Gaussian concentration. *Electronic Communications in Probability* 18:1–19. doi:10.1214/ECP.v18-2865.

Tsybakov, A. B. 2008. *Introduction to nonparametric estimation*. New York: Springer.
Vareschi, T. 2015. Noisy Laplace deconvolution with error in the operator. *Journal of Statistical Planning and Inference* 157/158:16–35. doi:10.1016/j.jspi.2014.08.009.

Wang, Y. 1996. Functional estimation via wavelets shrinkage for long-memory data. *The Annals of Statistics* 24 (2):466–84. doi:10.1214/aos/1032894449.

Wang, Y. 1997. Minimax estimation via wavelets for indirect long-memory data. *Journal of Statistical Planning and Inference* 64 (1):45–55. doi:10.1016/S0378-3758(96)00205-4.

Wishart, J. M. 2013. Wavelet deconvolution in a periodic setting with long-range dependent errors. *Journal of Statistical Planning and Inference* 143 (5):867–81. doi:10.1016/j.jspi.2012.12.001.