QUANTITATIVE BLOW-UP ESTIMATES FOR SPACELIKE SINGULARITIES IN GRAVITATIONAL-COLLAPSE COSMOLOGICAL SPACETIMES
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ABSTRACT. Under spherical symmetry, with double-null coordinates \((u, v)\), we study the gravitational collapse of the Einstein–scalar field system with a positive cosmological constant. The spacetime singularities arise when area radius \(r\) vanishes and they are spacelike. We derive new quantitative estimates, obtain polynomial blow-up rates \(O(1/r^N)\) for various quantities, and extend the results in [5] by the first author and Zhang and the arguments in [3] by the first author and Gajic to the cosmological settings. In particular, we sharpen the estimates of \(r\partial_u r\) and \(r\partial_v r\) in [5] and prove that the spacelike singularities where \(r(u, v) = 0\) are \(C^{1,1/3}\) in \((u, v)\) coordinates. As an application, these estimates also give quantitative blow-up upper bounds of fluid velocity and density for the hard-phase model of the Einstein-Euler system under irrotational assumption. Near the timelike infinity, we also generalize the theorems in [3] by linking the precise blow-up rates of the Kretschmann scalar to the exponential Price’s law along the event horizon. In cosmological settings, this further reveals the mass-inflation phenomena along the spacelike singularities for the first time.
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1. INTRODUCTION

In this paper, we study gravitational collapse and its associated spacetime singularities for the Einstein-scalar field system with a positive cosmological constant \(\Lambda\). In the presence of this \(\Lambda\), the Einstein-scalar field system takes the following form:

\[
\begin{align*}
\text{Ric}_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} &= 2 T_{\mu\nu}, \\
T_{\mu\nu} &= \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} g_{\mu\nu} \partial^\sigma \phi \partial_\sigma \phi,
\end{align*}
\]

(1.1)

In literatures of astrophysics, the positive constant \(\Lambda\) helps to build the Lambda cold dark matter (LCDM) model, which is widely used to characterize the accelerated expanding universe. The cosmological constant is intimately related to the concept of dark energy, which contributes to around 68% of the mass-energy density in our universe. The simplest black-hole spacetime allowing a...
positive cosmological constant is the static, spherically symmetric Schwarzschild-de Sitter spacetime [39, 53], which solves the Einstein vacuum equations

$$\text{Ric}_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} = 0.$$  

The explicit expression of this solution will be given in Section [2].

The system (1.1) with positive $\Lambda$ can also be alternatively interpreted as a hard phase model of the Einstein-Euler system introduced by Christodoulou [11]. There he introduced the following two-phase model for Einstein-Euler system

$$\text{Ric}_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} = 2 T_{\mu\nu},$$  

$$T_{\mu\nu} = (\rho + p) \partial_\mu \partial_\nu \phi + p g_{\mu\nu},$$

where we use $\rho$ to denote the fluid density, $\partial^\mu$ to denote the fluid velocity, and $p$ to represent the pressure. In [11], Christodoulou requires

$$p = \begin{cases} 0 & \text{if } \rho \leq \rho_0 \text{ (soft phase)}, \\ \rho - \rho_0 & \text{if } \rho > \rho_0 \text{ (hard phase)} \end{cases}$$

with the positive constant $\rho_0$ being the nuclear saturation density. Under assumption (1.3) and irrotational requirement, this hard phase model can also be deduced to be

$$\text{Ric}_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 2 T_{\mu\nu},$$  

$$T_{\mu\nu} = \partial_\mu \phi \partial_\nu \phi + \frac{1}{2} (\partial^\sigma \phi \partial_\sigma \phi - \rho_0) g_{\mu\nu},$$

where $\phi$ is also called the velocity potential function. Noting that the above Einstein equation is equivalent to

$$\text{Ric}_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \rho_0 g_{\mu\nu} = 2 \partial_\mu \phi \partial_\nu \phi + \partial^\sigma \phi \partial_\sigma \phi g_{\mu\nu}.$$  

Here, $\rho_0$ could be considered as the positive “cosmological constant” $\Lambda$.

In the present article, for (1.1): the Einstein-scalar field system with positive constant $\Lambda$, we derive the quantitative estimates for solutions near the spacetime singularities. We also obtain $C^{1,1/3}$ regularity for spacelike boundary in $(u,v)$ coordinates. This is optimal with respect to our method. Moreover, assuming the exponential Price’s law along the event horizon, in black hole interior, we prove detailed asymptotic blow-up behaviours of solutions towards the timelike infinity. In cosmological settings, we give the first result of this kind on proving mass inflation along the spacelike singularities. We also exhibit the connection between these sharp quantitative blow-up rates and the exponential Price’s law.

1.1. Background of the $\Lambda = 0$ scenario. In [8, 9, 10, 12], Christodoulou initiated the study of spherically symmetric gravitational collapse for the Einstein-scalar field system:

$$\text{Ric}_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 2 T_{\mu\nu},$$  

$$T_{\mu\nu} = \partial_\mu \phi \partial_\nu \phi + \frac{1}{2} g_{\mu\nu} \partial^\sigma \phi \partial_\sigma \phi.$$  

In these works, Christodoulou established the almost-scale-critical trapped surface formation criterion and proved that the trapped region admits a spacelike $C^1$ future boundary, denoted as $\mathcal{S}$, where the area radius vanishes and the Kretschmann scalar $R_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta}$ blows up. See Figure [1] for the Penrose diagram of such black hole spacetimes.
In this paper, with \( \Lambda \) being a positive constant, under spherical symmetry, we foliate the spacetime with double null coordinates. The metric \( g \) takes the following form:

\[
g = -\Omega^2(u,v)du dv + r^2(u,v)(d\theta^2 + \sin^2 \theta d\phi^2) .
\]

(1.6)

The level sets of \( u \) and \( v \) correspond to outgoing and ingoing null hypersurfaces, respectively.

Toward understanding the strength of the spacelike singularities, in [5], under spherical symmetry, the first author and Zhang proved that along \( S \) \( S_0 \) (where \( r = 0 \)) the Kretschmann scalar always obeys a polynomial blow-up rate in the trapped region:

\[
r^{-6} \lesssim R^{\alpha\beta\gamma\delta} R_{\alpha\beta\gamma\delta} \lesssim r^{-N} 
\]

(1.7)

with \( N \) being a positive constant depending on the initial data. They also showed that the scalar field satisfies the following sharp bounds:

\[
|\partial_u \phi| \lesssim r^{-2}, \quad |\partial_v \phi| \lesssim r^{-2}.
\]

A crucial ingredient in [5] is the improved estimates for \( r \partial_u r \) and \( r \partial_v r \). As is shown by Christodoulou in [9], \(-r \partial_u r \) and \(-r \partial_v r \) admit positive limits on \( S \). In [5], the authors establish new quantitative estimates with a \( r^{1/100} \) remainder, i.e.,

\[
|r \partial_u r + C_1(u,v)| \lesssim r(u,v)^{1/100}, \quad |r \partial_v r + C_2(u,v)| \lesssim r(u,v)^{1/100}
\]

(1.8)

with \( C_1, C_2 \) being the positive limits of \(-r \partial_u r \) and \(-r \partial_v r \) on \( S \), respectively. In addition, if prescribing polynomially decaying initial data (respecting the Price’s law) along the event horizon \( \mathcal{H} \):

\[
D_1 v^{-q} \leq \partial_v \phi|_{\mathcal{H}} \leq D_2 v^{-p},
\]

close to timelike infinity, the first author and Gajic in [3] further calculated \( N \) in (1.7) and specified the blow-up rate of \( R^{\alpha\beta\mu\nu} R_{\alpha\beta\mu\nu} \) as \( r^{-6-C e^{-2p}} \) with \( C \) being a constant depending on \( D_1 \) and \( D_2 \). They also showed that in the trapped region the dynamical spacetime converges to the Schwarzschild black hole in a novel singular way as it approaches the timelike infinity \( i^+ \) along \( S \). The blow-up rate of the Kretschmann scalar in [3] varies at different points along \( S \), which also indicates a new PDE-type blow-up mechanism.

The results in [3] relates the polynomial decaying Price’s law along the event horizon \( \mathcal{H} \) with the strength of curvature singularities at the spacetime singularity \( S \), equipped with precise quantitative estimates. Along the event horizon, the derivatives of the scalar field are conjectured to decay in a
certain polynomial rate. This is the so-called “Price’s law” in the literature which was first raised in heuristic work by Price [17]. In [3], it was shown that in the linearized setting the scalar field has “polynomial tails” along the event horizon, i.e., when $\Lambda = 0$, the derivatives of the scalar field decay polynomially. For the Einstein–Maxwell–scalar field system, Dafermos and Rodnianski proved the upper bound estimate in [24]. As for the lower bound, Luk and Oh provides an $L^2$-version estimate in (1.13) for generic initial data in [42] in the same setting.

1.2. Main results. In this section, we summarize our main theorems.

1.2.1. Dynamics along the spacelike singularities. We first prove that the $r(u,v) = 0$ singularities $S$ are spacelike. We further generalize the arguments in [3] to the Einstein-scalar field with positive $\Lambda$ case. In addition, we improve the remainder estimate in (1.8) from $r^{\frac{1}{700}}$ to $r^{\frac{2}{3}}$.

**Theorem 1.1.** The spherically symmetric dynamical black hole spacetime solving (1.7) is bounded to the future by a spacelike singularity $S$ where the area radius $r = 0$. Let $(u_0, v_0)$ denotes a point along the spacelike singularity $S$, different from the first singularity $S_0$. Then, there exists a sufficiently small $r_0 > 0$ such that, for all $(u,v)$ lie both in the causal past of $(u_0,v_0)$ and in the causal future of $\{r = r_0\}$ we have

(i) For each $(u_0,v_0) \in S \setminus S_0$, there exist positive numbers $C_1$ and $C_2$, such that for any $(u,v)$ close to $(u_0,v_0)$, it holds

$$|r\partial_u r + C_1|(u,v) \lesssim r(u,v)^{\frac{2}{3}}, \quad |r\partial_v r + C_2|(u,v) \lesssim r(u,v)^{\frac{2}{3}}.$$  \hspace{1cm} (1.9)

(ii) The derivatives of $\phi$ obey

$$r^2(u,v)|\partial_u \phi|(u,v) \lesssim 1, \quad r^2(u,v)|\partial_v \phi|(u,v) \lesssim 1.$$  \hspace{1cm} (1.10)

(iii) The Kretschmann scalar satisfies the following lower and upper bound estimates:

$$r(u,v)^{-6} \lesssim R^{\alpha\beta\gamma\delta}R_{\alpha\beta\gamma\delta}(u,v) \lesssim r(u,v)^{-N_{u_0,v_0}},$$  \hspace{1cm} (1.11)

where $N_{u_0,v_0}$ is a positive number and $(u,v)$ is close to $(u_0,v_0) \in S \setminus S_0$.

**Remark 1.** Note that the values of the constants $C_1, C_2$ and $N_{u_0,v_0}$ depend on the location of $(u_0,v_0)$ along $S$. The notation $\lesssim$ here means $\leq C_{u_0,v_0}$, where $C_{u_0,v_0}$ being a positive constant depending on the position of $(u_0,v_0)$. In (1.11) we prove inverse polynomial blow-up rate for the Kretschmann scalar. Furthermore, employing (1.10), we also have $|\phi| \lesssim |\ln r|$.

**Remark 2.** By applying the generalized extension principle in [38] to our system, we have that the spacetime singularities occur at $r = 0$. In this article, we further obtain quantitative estimates of the solution’s singular behaviours when it is close to and approaching $r = 0$.

In [9], for the $\Lambda = 0$ case, Christodoulou proved that the spacelike singularity $S$ is of $C^1$ regularity. Here, for both $\Lambda = 0$ and $\Lambda > 0$ cases, we improve it to the optimal regularity $C^{1,1/3}$ with respect to our method:

**Theorem 1.2.** The spacelike singularities $S \setminus S_0$, as in Figure 2, is $C^{1,1/3}$ in $(u,v)$ coordinates. In particular, assuming that $S \setminus S_0$ is parameterized \footnote{One can also parameterize $S$ by $v$. A similar argument leads to the same $C^{1,1/3}$ regularity.} as a curve \footnote{Literally, the singularities $S \setminus S_0$ could be viewed as a three dimensional hypersurface. Within spherical symmetry, we consider $S \setminus S_0$ as a curve in the quotient space, i.e., the $(u,v)$ plane.} by $(u,v^*(u))$ with $r(u,v^*(u)) = 0$, then $v^*(u)$ as a function of $u$ is $C^{1,1/3}$.
Recall that the irrotational hard-phase model of Einstein-Euler system (1.2) can be recast as the Einstein-scalar field system with a positive cosmological constant $\Lambda = \rho_0$, i.e., (1.4). Our estimates thus can also be interpreted as the polynomial blow-up upper bounds for the hard phase model. More precisely, we obtain

**Theorem 1.3.** Within spherical symmetry, we consider the hard-phase model of the Einstein-Euler system (1.2). Under the irrotational condition, we have that if there is a spacetime singularity, it is along a spacelike curve $S$. And for each interior point $(u_0, v_0) \in S$, there exists a positive constant $C_{u_0, v_0}$, such that for all $(u, v)$ near $(u_0, v_0)$, the following estimates hold for the fluid velocity $\vartheta^\mu$ and density $\rho$:

$$
|\vartheta^\mu|(u, v) \lesssim r^{-2-2C_{u_0, v_0}}(u, v), \quad |ho|(u, v) \lesssim r^{-4-2C_{u_0, v_0}}(u, v).
$$

1.2.2. Late-time tails tied to the exponential Price’s law. In the presence of the positive cosmological constant, it is widely expected that the scalar field obeys exponential Price’s law, i.e., inverse exponential decay rates along the event horizon. We refer the readers to linear results in [25, 27, 37, 44, 46], nonlinear result in [35, 45] and references therein. In light of these results, in the current article, we further relate the curvature blow-up rates in Theorem 1.1 to the decay rates in the exponential Price’s law.

With prescribed initial data along the event horizon $\mathcal{H}$, which converge to the Schwarzschild-de Sitter spacetime respecting exponential Price’s law, we construct spacetime up to spacelike singularities, and we compute the accurate blow-up rate of the Kretschmann scalar along $S$. Here the blow-up rate is intimately related to the decay rate in the exponential Price’s law. Furthermore, approaching the future timelike infinity $i^+$, various blow-up rates converge to the corresponding Schwarzschild-de Sitter values, i.e.,

$$
R_{\alpha\beta\gamma\delta}R^{\alpha\beta\gamma\delta} = 24 \left[ \left( \frac{\Lambda}{3} \right)^4 + \frac{2M^2}{r^6} \right] \tag{1.12}
$$

with $M$ denoting the Schwarzschild-de Sitter mass.

In this article, deriving the Schwarzschild-de Sitter mass.

In this article, deriving the sharp curvature blow-up rates builds on a thorough analysis of the solution’s dynamics in the black hole interior. We have

**Theorem 1.4.** Assume that along the event horizon $\mathcal{H}$, the derivatives of the scalar field satisfy the following exponential Price’s law:

$$
D_1 e^{-qv} \leq \partial_v \phi|_{\mathcal{H}} \leq D_2 e^{-pv}, \tag{1.13}
$$

for $p, q$ satisfying $1 < p \leq q < 5p$.

Then, in the trapped region, when $v$ is sufficiently large (close to $i^+$) there exist positive constants $0 < \rho < \sigma$, with $\rho$ and $\sigma$ depending on the constants in (1.13), such that the Hawking mass satisfies

$$
r^{-\rho e^{-2qv}}(u, v) \lesssim m(u, v) \lesssim r^{-\sigma e^{-2pv}}(u, v), \tag{1.14}
$$
which indicates the “mass inflation” phenomena along \( r(u,v) = 0 \), and the Kretschmann scalar obeys

\[
    r^{-6-\rho e^{-2q\nu}}(u,v) \lesssim \mathcal{R}^{\alpha\beta\mu\nu}R_{\alpha\beta\mu\nu}(u,v) \lesssim r^{-6-\sigma e^{-2q\nu}}(u,v).
\]

(1.15)

**Remark 3.** Along \( S \), the geometric area radius \( r(u,v) \) shrinks to 0. Various geometric quantities blow up there at inverse polynomial rate of \( r(u,v) \) as shown in (1.15). Compared with Theorem 1.4, Theorem 7.4 demonstrates a more precise blow-up rate of the Kretschmann scalar. In particular, the blow-up rate for curvature is associated with exponential tails arising from the Price’s law (1.13). And it is stronger than, and moreover is convergent to the corresponding rate of the Schwarzschild-de Sitter spacetime in (1.12). The readers are referred to Theorem 7.3 for a more precise version of this main result.

### 1.3. Comparison with the \( \Lambda = 0 \) case.

In this section, we compare the present result with the \( \Lambda = 0 \) case in [3, 5] and sketch the main steps in the proof.

- In a local region near the spacelike singularities \( S \), as is stated in (1.8) and Theorem 1.2, we improve the estimates of \( r\partial_u r, r\partial_v r \) and raise the obtained regularity of \( S \) in \((u,v)\) plane from \( C^1 \) in \([\frac{5}{2}] \) to \( C^{1,1/3} \). In particular, for estimates of \( r\partial_u r \) and \( r\partial_v r \), we sharpen the remainder estimate from \( r^{1/4} \) to \( r^{\frac{1}{5}} \). Based on this improvement, we further demonstrate that the spacelike singularities \( S \), as a curve in \((u,v)\) plane, is of Hölder regularity \( C^{1,1/3} \).

Technically, there are also modifications such as in Proposition 3.1. In [5], this argument involves behaviour of the solution on the apparent horizon, which is however different when \( \Lambda \) is present. Moreover, the results in the current paper can be applied to the hard-phase model of the Einstein-Euler system, where the parameter \( \rho_0 \) (nuclear saturation density) can be regarded as a positive “cosmological constant”. We derive blow-up upper bounds for the corresponding fluid variables as well.

- For a global region near the timelike infinity, when it is a bit away from \( S \), compared with [3] there is a key difference in the proof of Theorem 1.4. Here, the proof is further divided into two parts. We consider

\[
    D_{v_\infty, r_0} = [0, U_0] \times [v_0, v_\infty] \cap \{ r \geq r_0 \},
\]

where \( r_0 \) is an arbitrarily small positive number, and we establish \( L^\infty \) estimates for the quantities \((r, \Omega, \phi)\) via a bootstrap argument. In contrast with the \( \Lambda = 0 \) case in [3], here the corresponding bootstrap assumptions need to be imposed separately within two subsets of \( D_{v_\infty, r_0} \), i.e., the red-shift region and the no-shift region. While in [3], the bootstrap assumptions are set for the whole \( D_{v_\infty, r_0} \). In this current paper, we first close the bootstrap argument in the red-shift region. Then, based on obtained estimates in the red-shift region, we improve the bootstrap assumptions in the no-shift region. Within this process, in the presence of the positive \( \Lambda \), we need to deal with additional terms carrying the cosmological constant. With the upper bound estimates at our disposal, in \( D_{v_\infty, r_0} \) we also derive lower bound estimates in \( \{ r \geq r_0 \} \) for the derivatives of \( \phi \), which is essentially used to obtain the sharp curvature blow-up. In particular, the crucial upper bound estimates in the red-shift region and no-shift region are respectively proceeded in the following manners:

**1.** Red-shift region \( \mathcal{R}_\delta \). We start with a red-shift region \( \mathcal{R}_\delta \) where \( v - |u| < -\delta^{-1} \), with \( \delta > 0 \) suitably small. In the presence of positive \( \Lambda \), we prescribe initial data satisfying the exponential Price’s law along the event horizon, while the Price’s law for the case \( \Lambda = 0 \) is polynomial. Here we need to use the red-shift effect to establish smallness and exponential decay of the difference quantities. While in [3] proving polynomial decay is enough.
No-shift region $N_{\delta,r_0}$. The next region we consider is a no-shift region $N_{\delta,r_0}$ where $v - |u| > -\delta^{-1}$ but $r \geq r_0$. In this region, we derive estimates to identify the leading-order behaviour of (derivatives of) $(r, \Omega^2, \phi)$ in $r$ with error terms that decay in $e^{-v}$ and $e^{-|u|}$. However, unlike the $\Lambda = 0$ case in [3], here in order to derive estimates uniform in $r_0$ within the no-shift region, we encounter an obstruction which arises from the exponential tails. Specifically, in Proposition 5.9, we have to control the term $e^{p(v-|u|)}$ which depends on $r_0$. While its counterpart in the $\Lambda = 0$ case is $e^{p|u|}$, and it is uniformly close to 1 when $v$ is sufficiently large. In order to overcome this difficulty, we first refine the estimates of the double null coordinates in Lemma 5.7, which plays a key role in our proof for the exponential-tail scenario. Then, fixing a uniform, sufficiently small $r_0$, which depends only on $M$ and the initial data, we show that all the $r_0$-relevant estimates are whence uniform. And the solution propagates in a desired way in the no-shift region.

- We also extend the estimates of $(r, \Omega, \phi)$ to the $r = 0$ singularities for a global region $D_{\infty,0} = [0, U_0] \times [v_0, v_\infty] \cap \{r > 0\}$. In the spirit of proof for Theorem 1.1, we invoke the obtained estimates at $\{r = r_0\}$ in the last step as the initial state, and deduce upper and lower bound estimates of $(r, \Omega, \phi)$ in $D_{\infty,0}$. In this step, we also derive an optimal $r_0^2$ remainder for estimates of $r \partial_u r$ and $r \partial_v r$, which sharpens the result in [3]. Employing an algebraic calculation of the Kretschmann scalar $R^a_b r^\alpha r^\beta (u,v)$ in Theorem 1.1 and the above estimates of $\Omega^2(u,v)$, we then derive sharp lower and upper bound estimates of the Kretschmann scalar. The blow-up rate is different from but approaching the Schwarzschild-de-Sitter value.

1.4 Previous work. In this section, we refer to some other related previous work on spacetime singularities in black hole interiors.

Prescribe the spherical symmetry. In [8][12], Christodoulou proved the strong and weak cosmic censorship conjecture for the Einstein-scalar field system. In the presence of a positive cosmological constant, in [14] Costa showed a trapped surface formation criterion. For Einstein–Maxwell–(real) scalar field system, we refer to Dafermos [20][21][22], Dafermos–Rodnianski [24], Luk–Oh [41][42] for studies on spherically symmetric dynamical black hole spacetimes. For the case of charged scalar field, we refer to An-Lim [4], Gajic–Luk [34], Kommemi [38], Moortel [50][51][52]. Adding a cosmological constant term to the Einstein equations, there can be a range of stability and instability phenomena at the Cauchy horizon, see Costa-Girão-Natário-Silva [16][17][18][19].

Outside of the spherical symmetry, in polarized axisymmetry, there is a recent result of Alexakis and Fournodavlos [11] on stability for the Schwarzschild singularity. In the general setting with no symmetry, the linear theory is firstly developed. See for example Alho-Furnodavlos-Franzen [2], Dafermos–Shlapentokh-Rothman [20], Fournodavlos–Sbierski [29], Franzen [30][31], Gajic [32][33], Hintz [36], Luk–Oh [30], Luk–Sbierski [43], Ringström [48]. For dynamics of nonlinear systems, we refer to Christodoulou [13], Dafermos–Luk [23], Fournodavlos [28], Rodnianski-Speck [49] and references therein. In the cosmological setting, we refer to results of Cardoso-Costa-Destounis-Hintz-Jansen [7] and Costa-Franzen [15].
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2 Preliminaries

In this section, with double null coordinates we derive the equations to be used and also exhibit the geometry of the Schwarzschild-de Sitter spacetime.
2.1. The Einstein–scalar field system in double null coordinates. Under spherical symmetry, we adopt the following ansatz for the Lorentzian metric

\[ g = -\Omega^2(u, v)du dv + r^2(u, v)(d\theta^2 + \sin^2 \theta d\phi^2). \]

Here, the area radius \( r(u, v) \) and \( \Omega^2(u, v) \) are strictly positive functions. In the presence of the positive cosmological constant \( \Lambda > 0 \), the Einstein–scalar field system (1.1) is then reduced to the 1+1-dimensional system below for \( (r, \Omega^2, \phi) \) with variables \( (u, v) \in \mathbb{R}^2 \).

1) Propagation equations for \( r \) and \( \Omega^2 \):

\[
\begin{align*}
\partial_u(r \partial_v r) &= -\frac{1}{4} \Omega^2(1 - \Lambda r^2), \\
\partial_v(r \partial_u r) &= -\frac{1}{4} \Omega^2(1 - \Lambda r^2), \\
\partial_u \partial_v \log \Omega^2 &= -2 \partial_u \phi \partial_v \phi + \frac{1}{2} r^{-2} \Omega^2 + 2 r^{-2} \partial_u r \partial_v r.
\end{align*}
\]

A combination of (2.1) and (2.3) also yields the following equations for \( r \Omega^2 \) and \( r^2 \Omega^2 \):

\[
\begin{align*}
\partial_u \partial_v \log(r \Omega^2) &= \frac{1}{4} r^{-2} \Omega^2(1 + \Lambda r^2) - 2 \partial_u \phi \partial_v \phi, \\
\partial_u \partial_v \log(r^2 \Omega^2) &= -2 r^{-2} \partial_u r \partial_v r - 2 \partial_u \phi \partial_v \phi + \frac{\Lambda}{2} \Omega^2.
\end{align*}
\]

2) Propagation equations for the scalar field \( \phi \):

\[ r \partial_u \partial_v \phi = -\partial_u r \partial_v \phi - \partial_v r \partial_u \phi, \]

which can also be written as

\[
\begin{align*}
\partial_u(r \partial_v \phi) &= -\partial_v r \partial_u \phi, \\
\partial_v(r \partial_u \phi) &= -\partial_u r \partial_v \phi.
\end{align*}
\]

Denote

\[ Y = \frac{1}{-\partial_u r} \partial_u. \]

Combining (2.2) and (2.8), we also have the following equation for \( Y \phi \):

\[ \partial_u(r^2 Y \phi) = \left[ \frac{1}{4} r^{-1} \left( \frac{\Omega^2}{-\partial_u r} \right) (1 - \Lambda r^2) + 2 r^{-1} \partial_u r \right] r^2 Y \phi + r \partial_v Y \phi. \]

3) Constraint equations (also called the “Raychaudhuri equations”):

\[
\begin{align*}
\partial_u(\Omega^{-2} \partial_u r) &= -r \Omega^{-2} (\partial_u \phi)^2, \\
\partial_v(\Omega^{-2} \partial_v r) &= -r \Omega^{-2} (\partial_v \phi)^2.
\end{align*}
\]

To understand the dynamics better, we further define the Hawking mass:

\[ m(u, v) := \frac{r}{2}(1 + 4 \Omega^{-2} \partial_u r \partial_v r), \]

the dimensionless mass ratio \( \mu := \frac{2m}{r} \) and the modified Hawking mass

\[ \varpi(u, v) := \frac{r}{2}(1 + 4 \Omega^{-2} \partial_u r \partial_v r) - \frac{\Lambda}{6} r^3. \]

Regarding the value of \( \mu \), we divide the spacetime into:

- The regular region \( \mathcal{R} \), where \( \partial_u r > 0, \partial_v r < 0 \) and it holds
  \[ 1 - \frac{2m}{r} > 0, \quad \mu < 1, \quad 2m < r. \]
• The apparent horizon $A$, where $\partial_u r = 0$ and hence
\[ 1 - \frac{2m}{r} = 0, \quad \mu = 1, \quad 2m = r. \]
• The trapped region $T$, where $\partial_v r < 0, \partial_u r < 0$ and it holds
\[ 1 - \frac{2m}{r} < 0, \quad \mu > 1, \quad 2m > r. \]

With $m$ and $\mu$, a straightforward calculation gives
\[
\partial_u (\partial_u r) = \frac{\mu - \Lambda r^2}{(1 - \mu)r} \partial_u r \partial_u r, \tag{2.15}
\]
\[
\partial_v (\partial_u r) = \frac{\mu - \Lambda r^2}{(1 - \mu)r} \partial_v r \partial_u r, \tag{2.16}
\]
\[
\partial_u m = \frac{1 - \mu}{2\partial_u r} r^2 (\partial_u \phi)^2 + \frac{\Lambda r^2}{2} \partial_u r, \tag{2.17}
\]
\[
\partial_v m = \frac{1 - \mu}{2\partial_v r} r^2 (\partial_v \phi)^2 + \frac{\Lambda r^2}{2} \partial_v r. \tag{2.18}
\]

The modified Hawking mass $\varpi$ also satisfies
\[
\partial_u \varpi = \frac{1 - \mu}{2\partial_u r} r^2 (\partial_u \phi)^2, \tag{2.19}
\]
\[
\partial_v \varpi = \frac{1 - \mu}{2\partial_v r} r^2 (\partial_v \phi)^2. \tag{2.20}
\]

2.2. Geometry of Schwarzschild-de Sitter black holes. With constant $M > 0$ and cosmological constant $\Lambda > 0$, we consider the Lorentzian manifold $(\mathcal{M}_{\text{int}}, g_{SdS})$, with $\mathcal{M}_{\text{int}} = (\mathbb{R}_u \times \mathbb{R}_v \cap \{v + u < 0\}) \times S^2$ and
\[
g_{SdS} = -\Omega_{SdS}^2(r_{SdS}(u,v))dudv + r_{SdS}^2(u,v)(d\theta^2 + \sin^2 \theta d\varphi^2), \tag{2.21}
\]
where
\[
\Omega_{SdS}^2 = \frac{\Lambda}{3} r_{SdS}^2 + \frac{2M}{r_{SdS}} - 1.
\]

One can check that (2.21) solves (1.1) when $T_{\mu \nu} \equiv 0$. And we call $g_{SdS}$ in (2.21) as the Schwarzschild-de Sitter metric. Define $P(r_{SdS}) := \frac{3}{\Lambda} r_{SdS} \Omega_{SdS}^2$. Then, it holds
\[
P(r_{SdS}) = r_{SdS}^3 + \frac{6M}{\Lambda} - 3 r_{SdS}^2 (r_{SdS} - r_+),
\]
where $r_S, r_D, r_-$ are the three roots of $P(r_{SdS}) = 0$. When $3\sqrt{\Lambda} M < 1$, these roots are all real. In particular, two of them are positive satisfying $r_S < r_D$. And
\[
r_D = \frac{2}{\sqrt{\Lambda}} \cos \frac{\theta}{3}, \quad r_S = \frac{2}{\sqrt{\Lambda}} \cos \left( \frac{\theta}{3} + \frac{4\pi}{3} \right) \quad \text{with} \quad \cos \theta = -3\sqrt{\Lambda} M.
\]
The third root $r_- = -(r_S + r_D)$ is negative. And the event horizon corresponds to $r_{SdS} = r_S$; the cosmological horizon corresponds to $r_{SdS} = r_D$.

The black hole interior, i.e., $0 < r_{SdS} < r_S$, is our focus of analysis. There, it holds
\[
1 - \Lambda r_{SdS}^2 \geq 1 - \Lambda r_S^2 = -\frac{\Lambda}{3} P'(r_S) = \frac{\Lambda}{3} (r_D - r_S)(2r_S + r_D) > 0.
\]
Now we introduce the tortoise coordinate $r^*$: 

$$r^*(r_{SdS}) := \int_0^{r_{SdS}} -\frac{1}{\Omega^2_{SdS}(r)} dr. \quad (2.22)$$

Invoking the aforementioned expression of $\Omega^2_{SdS}$, by direct calculation, we have that 

$$r^*(r_{SdS}) = -\beta_D \log(r_D - r_{SdS}) + \beta_S \log(r_S - r_{SdS}) + \beta_- \log(r_{SdS} - r_-) - C^*_0$$

with the constant $C^*_0 = -\beta_D \log(r_D) + \beta_S \log(r_S) + \beta_- \log(-r_-)$ and 

$$\beta_D = \frac{3r_D}{\Lambda(r_D - r_S)(2r_D + r_S)},$$

$$\beta_S = \frac{3r_S}{\Lambda(r_D + 2r_S)(r_D - r_S)},$$

$$\beta_- = \frac{3(r_S + r_D)}{\Lambda(r_D + 2r_S)(2r_D + r_S)}.$$

Moreover, the double null coordinates $(u, v)$ are chosen to be the so-called Eddington-Finkelstein coordinates satisfying 

$$\frac{1}{2}(v + u) = r^*(r_{SdS}).$$

Together with the definition of $r^*(r_{SdS})$ in (2.22), we also have 

$$\partial_u r_{SdS} = \partial_v r_{SdS} = -\frac{1}{2}\Omega^2_{SdS}.$$ 

**Figure 3.** A Penrose diagram for the Schwarzschild-de Sitter black hole.

Here we also list some calculations to be used later. Letting $\alpha_S = \frac{1}{2\Omega_S}$, inside the black hole region we have 

$$e^{\alpha_S(v - |u|)} = e^{2\alpha_S r^*(r_{SdS})}$$

$$= e^{-2\alpha_S C^*_0 (r_D - r_{SdS})} e^{2\alpha_S \beta_D (r_S - r_{SdS})(r_{SdS} - r_-) 2\alpha_S \beta_-} \geq c(r_S - r_{SdS}),$$

and 

$$\frac{3r_{SdS}\Omega^2_{SdS}(u, v)}{\Lambda} = (r_D - r_{SdS})(r_S - r_{SdS})(r_{SdS} - r_-) \leq C e^{\alpha_S(v - |u|)}, \quad (2.24)$$

with $c$ and $C$ being positive constants. These imply 

$$|\partial_u r_{SdS}| = |\partial_v r_{SdS}| = \frac{1}{2}\Omega^2_{SdS} \leq \frac{\Lambda C_{SdS}}{6r_{SdS}} e^{\alpha_S(v - |u|)}. \quad (2.25)$$

We further define $U = (\alpha_S)^{-1} e^{\alpha_S u}$. Then $g_{SdS}$ can also be expressed as 

$$g_{SdS} = -\Omega^2_{SdS}(r_{SdS}(u, v)) e^{\alpha_S |u|} dU dv + r^2_{SdS}(d\theta^2 + \sin^2 \theta d\varphi^2).$$
And \((M_{\text{int}}, g_{S\|S})\) can be smoothly extended to
\[
\overline{M}_{\text{int}} = \left( [0, \infty) \times \mathbb{R}_v \cap \left\{ v + (\alpha_S)^{-1} \log (\alpha_S U) \leq 0 \right\} \right) \times S^2.
\]

3. **Local dynamics near the spacelike singularity (Theorem 1.1, 1.2)**

In this section, we establish general estimates for spherically symmetric solutions to (1.1) near \(S\). And we will prove the main results Theorem 1.1 and Theorem 1.2.

3.1. **Estimates for \(\partial_{\vartheta} r\) and \(\partial_{\varphi} r\)**. We begin with the following proposition for \(\partial_{\vartheta} r\) and \(\partial_{\varphi} r\) with the presence of the cosmological constant \(\Lambda\).

**Proposition 3.1.** Given a spherically symmetric solution to the Einstein-scalar field system (1.1) up to a future singular boundary \(S\), where the area radius \(r = 0\), then in double null coordinates for each \(b_0 = (u^*(v), v) \in S\), there exists a positive continuous function \(E\) of \(v\) such that

\[-(r \partial_{\vartheta} r)(u, v) \to E(v) \quad \text{as} \quad u \to u^*(v)^-\]

Similarly, for \(b_0 \in S\) with coordinate \((u, v^*(u))\), the following limit holds

\[-(r \partial_{\varphi} r)(u, v) \to E^*(u) \quad \text{as} \quad v \to v^*(u)^-\]

where \(E^*\) is a positive continuous function of \(u\). Moreover, \(S \setminus S_0\), the non-central component of \(S\) is a \(C^1\) spacelike curve.

**Proof.** Inside the trapped region \(T\), by (2.17), we have

\[
\partial_u m \geq \frac{1}{2} \Lambda r^2 \partial_u r.
\]

For each \(v\), consider a 2-sphere \(b_1 = (u_{\sigma}(v), v) \in T\) with radius \(r(u_{\sigma}(v), v) = \sigma\). Then, choosing \(\sigma\) to be sufficiently small, we have that for any \((u, v) \in T \cap \{r(u, v) \leq \sigma\}\), the estimate below holds

\[
2m(u, v) \geq 2m(u_{\sigma}(v), v) + \int_{u_{\sigma}(v)}^{r} \Lambda r^2(u', v)\partial_u r du'
\]

\[
> \sigma - \frac{\Lambda}{3} \sigma^3 + \frac{\Lambda}{3} r^3(u, v)
\]

\[
\geq \sigma(1 - \frac{\Lambda}{3} \sigma^2) \geq \sigma \frac{2r}{\sigma}.
\]

Hence, in \(T \cap \{r(u, v) \leq \sigma\}\), it follows that

\[
\mu(u, v) > \frac{\sigma}{2r(u, v)}. \quad (3.1)
\]

Now we rewrite (2.15) as

\[
\frac{-\partial \log |\partial_u r|/\partial u}{\partial \log r/\partial u} = \frac{\mu - \Lambda r^2}{\mu - 1}.
\]

Applying (3.1) to the right hand side (RHS) of this equation in the region \(T \cap \{r(u, v) \leq \sigma \frac{2r}{\sigma}\}\), we have

\[
1 < \frac{-\partial \log |\partial_u r|/\partial u}{\partial \log r/\partial u} \leq \frac{\sigma}{\sigma - 2r}. \quad (3.2)
\]

The first inequality in (3.2) implies \(\partial \log |\partial_u r|/\partial u > 0\), and hence

\[
\frac{r|\partial_u r|(u, v)}{|\partial_u r|(u_1, v)} > 0,
\]

where \(u_{\sigma}(v) < u_1 \leq u \leq u^*(v)\) and \((u^*(v), v) \in S\).

Next, using the second inequality in (3.2), we deduce that

\[
\frac{\partial \log r/\partial u}{\partial u} \leq \frac{\partial \log r}{\partial u} \cdot \frac{2r}{\sigma - 2r} = -2r \cdot \frac{1}{\sigma - 2r} = \frac{\partial \log (\sigma - 2r)}{\partial u}.
\]
Integrating this inequality with respect to $u$, we derive
\[\frac{r|\partial_v r|(u, v)}{r|\partial_u r|(u_1, v)} \leq \frac{\sigma - 2r(u, v)}{\sigma - 2r(u_1, v)} \leq \frac{\sigma}{\sigma - 2r(u_1, v)}.\] (3.4)
Combing (3.3) with (3.4), we obtain
\[\frac{\sigma}{\sigma - 2r(u_1, v)}(r\partial_v r)(u_1, v) \leq (r\partial_v r)(u, v) < (r\partial_v r)(u_1, v).\] (3.5)
A direct calculation further yields
\[\limsup_{u \to u^+(v)^-} (-(r\partial_v r)(u, v)) - \liminf_{u \to u^-(v)^-} (-(r\partial_v r)(u, v)) \leq \frac{2r(u_1, v)}{\sigma - 2r(u_1, v)} (-(r\partial_v r)(u_1, v)).\]
Noting that $r(u_1, v) \to 0$ as $u_1 \to u^+(v)^-$, the above estimate whence indicates that $-(r\partial_v r)(u, v)$ tends to a positive limit $E(v)$ as $u \to u^+(v)^-$. In the same fashion, we can also prove that $-(r\partial_v r)(u, v)$ tends to a positive limit $E^*(u)$ as $v \to v^+(u)^-$. Moreover, since the convergence is uniform in a small neighborhood, the limit functions $E(v)$ and $E^*(u)$ are both continuous.

Next, employing
\[\frac{\partial r^2}{\partial v} = 2r\partial_v r, \quad \frac{\partial r^2}{\partial u} = 2r\partial_u r,\]
we further conclude that the function $r^2(u, v)$ is $C^1$ in $Q \cup (S \setminus S_0)$. Since $S \setminus S_0$ can be characterized by a curve $\{r^2(u, v) = 0\}$, it is also a $C^1$ curve.

Next, we show that $S \setminus S_0$ is spacelike. We first fix a point $b_0 = (u^+(v), v) \in S$. Along the past incoming null cone, for any $(u, v)$ close enough to $b_0$, there holds
\[r(u, v)^2 = \int_u^{u^+(v)} -2r\partial_u r(u', v)du' \geq u^+(v) - u > 0.\]
Thus, the singular boundary $S$ does not contain the incoming null piece. We then exclude the outgoing null piece. Consider the following shadowed rectangle region:

Let $b_0 = (u^+(v_2), v_2) \in S$. Assume that the shadowed region is sufficiently small, i.e., $u_1$ is sufficiently close to $u_2$ and $v_1$ is sufficiently close to $v_2$. Following (2.15), it holds that $\partial_u \partial_v r < 0$ and
\[\partial_v r(u_2, v) < \partial_v r(u_1, v),\]
where $v_1 \leq v \leq v_2$. Integrating the above inequality on the interval $[v_1, v_2]$, we have
\[r(u_2, v_1) > r(u_1, v_1) - r(u_1, v_2) > 0.\]
Therefore, $(u_2, v_1)$ does not reach the singularity $S$ where $r(u, v) = 0$. We thus falsify the existence of outgoing null piece in $S$ and we conclude that the singularity $S \setminus S_0$ is spacelike.
Employing the monotonicity of $\Omega^{-2} \partial_u r$ guaranteed by (2.11) and applying Proposition 3.1, we have

$$\Omega^2(u, v) \leq c_0^{-1} \cdot [\partial_u r(u, v)] \leq \frac{D}{r(u, v)}$$

with $D$ a locally uniform constant depending on initial data.

To prove the desired upper bounds of $\partial \phi$ as stated in (ii) of Theorem 1.1, we first derive a preliminary estimate for it. We operate in the trapped diamond region below. The inner rectangular region $D_0$ is chosen to be small enough.

Proposition 3.2. For $0 < \alpha \leq 1$, in $D_0$, the following estimates hold

$$|\partial_u \phi(u, v)| \leq \frac{I_0}{r^{3+\alpha}(u, v)}$$

and

$$|\partial_v \phi(u, v)| \leq \frac{I_0}{r^{3+\alpha}(u, v)},$$

where $I_0$ is a locally uniform number depending on initial data.

Proof. Note that equation (2.6) for the scalar field does not contain the cosmological constant. Hence (3.7) can be obtained in a similar way to the proof of Proposition 4.1 in [5]. For an outline, employing (2.6) and Proposition 3.1 we have:

$$r \partial_u r + C_2 = o(1), \quad r \partial_v r + C_1 = o(1).$$

For $0 < \alpha \leq 1$, employing (3.8), we can deduce that

$$\int_{u=U_0}^{u=U_0'} C_1 \cdot (r^{2+\alpha} \partial_u \phi)^2(U_0, v)dv + \int_{u=U_0}^{u=U_0'} C_2 \cdot (r^{2+\alpha} \partial_v \phi)^2(u, V_0)du \leq I_0^2.$$ 

This implies $|\partial_v \phi| \leq \frac{I_0}{r^{3+\alpha} + o(1)}$. Likewise we also obtain $|\partial_u \phi| \leq \frac{I_0}{r^{3+\alpha} + o(1)}$.

3.2. Refined Estimates of $r \partial_u r$ and $r \partial_v r$. To obtain sharp blow-up rates for $\partial_u \phi$ and $\partial_v \phi$, here we improve estimates for $r \partial_u r$ and $r \partial_v r$.

To study the singular boundary $S$ (where $r = 0$), we still consider the diamond region $D_0$ (in $\mathcal{T}$) as in Proposition 3.2. Without loss of generality, we zoom in $D_0$ and assume $U_0 = 0, V_0 = 0$ and $\tilde{U}, \tilde{V}, U', V' < 0$ as portrayed in the picture below:
Given \( P \in S \) and \( Q \in D_0 \) close to \( P \). Denoting \( r(Q) = r_0 \), along \( u = 0 \), one can find \( A \) (in the past of \( P \)) satisfying
\[
  r(A) = r(Q)^{\frac{1}{8}} = r_0^{\frac{1}{8}}.
\]
After fixing \( P, Q \) and \( A \), we then define the points \( B, A' \) and \( B' \) as points of intersection in the above picture. Within \( D_0 \), we are now ready to prove improved estimates for \( r \partial_u r \) and \( r \partial_v r \).

**Proposition 3.3.** For any \( Q \in D_0 \) sufficiently close to \( P \in S \), the following improved estimates hold
\[
  |r \partial_u r + C_1(Q)| \leq 2r(Q)^{\frac{1}{8}}, \quad |r \partial_v r + C_2(Q)| \leq 2r(Q)^{\frac{1}{8}}.
\]  

**Proof.** Using the second equation in (3.8), we get the following estimate for \( r^2 \):
\[
  r^2(u, v) = r^2(u, 0) + \int_0^v \partial_v (r^2(u', 0)) dv' = \int_0^u (2r \partial_u r)(u', 0) du' = \int_0^u [-2C_1 + o(1)] du' = [-2C_1 + o(1)] u.
\]
Utilizing the first equation in (3.8), we further derive
\[
  r^2(u, v) = r^2(u, 0) + \int_0^v \partial_u (r^2(u, v')) dv' = r^2(u, 0) + \int_0^v (2r \partial_u r)(u, v') dv' = [-2C_1 + o(1)] u + [-2C_2 + o(1)] v.
\]
In particular, at \( Q \), we have \( u = \tilde{u}, v = \tilde{v} \). Hence the above estimate (3.11) reads
\[
  [-2C_1 + o(1)] \tilde{u} + [-2C_2 + o(1)] \tilde{v} = r^2_0.
\]
This implies that
\[
  |\tilde{u}| \leq \frac{r^2_0}{C_1}, \quad |\tilde{v}| \leq \frac{r^2_0}{C_2}.
\]  

Along \( AP \), noting that \( r \ll 1 \) and taking (3.6) into account, we then integrate equation (2.2) and obtain
\[
  |(r \partial_u r)(P) - (r \partial_u r)(A)| = \int_0^{\tilde{v}} \frac{1}{4} \Omega^2 (1 - Ar^2) (0, v') dv' \lesssim \int_0^{\tilde{v}} \frac{D}{r(0, v')} dv' \lesssim \int_0^{\tilde{v}} - \partial_v r(0, v') dv' = r(A) = r_0^{\frac{1}{8}}.
\]  

Along \( BA \), we rewrite (2.11) as
\[
  \partial_u (r \partial_u r) = -r^2 (\partial_u \phi)^2 + 2 \partial_u \log \Omega \cdot r \partial_u r + \partial_u r \partial_u r.
\]  

(3.14)
We then bound every term on the RHS. First, employing Proposition 3.1 there holds $|\partial_u r \partial_r r| \lesssim 1/r^2$. Then, by Proposition 3.2 we have $r^2(\partial_u \phi)^2 \leq I_0^2 / r^{4+2\alpha}$. To estimate $\partial_u \log \Omega$, integrating (2.3) and using (3.6), (3.11) and Proposition 3.2 we deduce

$$|\partial_u \log \Omega| \leq I_0^2 / r^{4+2\alpha},$$

and hence

$$|2\partial_u \log \Omega \cdot r \partial_r r| \leq I_0^2 / r^{4+2\alpha}.$$

With these estimates, for $0 < \alpha < 1$, we integrate (3.14) and obtain the following estimate

$$|(r \partial_u r)(A) - (r \partial_u r)(B)| \leq \int_0^0 I_0^2 / r^{4+2\alpha} (u', V') du' \leq \frac{1}{r^{4+2\alpha}(A) \cdot |\tilde{U}|} \leq \frac{1}{r^{4+2\alpha} \cdot C_1} \leq r_0.$$

(3.15)

Combining (3.13) and (3.15), we then derive

$$|(r \partial_u r)(P) - (r \partial_u r)(B)| \leq \frac{1}{r_0^{1/4}}.$$

(3.16)

Along $AB$, since $r \partial_u r \approx C_1$, it holds that

$$|\partial_u r| \lesssim \frac{1}{r(A)} = \frac{1}{r_0^{1/4}}.$$

This then implies

$$|r(B) - r(A)| \leq \int_0^0 |\partial_u r(u', V')| du' \leq \frac{1}{r_0^{1/4}} \cdot \frac{r_0^2}{C_1} \leq r_0.$$

Hence, for $r(B)$, we obtain the following lower and upper bounds,

$$r_0^{1/8} \leq r(A) \leq r(B) \leq r(A) + r_0 \leq 2r_0^{1/8}.$$

Analogously, along $BQ$, via integrating equation (2.2), we derive the following estimate

$$|(r \partial_u r)(B) - (r \partial_u r')(Q)| = \int_{\hat{V}} \frac{1}{4} \Omega^2 (1 - \Lambda r^2) (\hat{U}, \hat{V}') dv' \leq \frac{3}{2} \frac{1}{r_0^{1/8}}.$$

(3.17)

A combination of (3.16) and (3.17) then gives

$$|(r \partial_u r)(P) - (r \partial_u r')(Q)| \leq 2r_0^{1/8}.$$

(3.18)

which is equivalent to

$$|r \partial_u r + C_1|(Q) \leq 2r_0^{1/8}.$$

Similarly, by analyzing $A'$ and $B'$, we deduce $|r \partial_{\phi} r + C_2|(Q) \leq 2r_0^{1/8}$ This concludes the proof of the proposition. □
3.3. Sharp polynomial upper bounds for $\partial_u \phi$ and $\partial_v \phi$. In this subsection, we will prove statement (ii) of Theorem 1.1. At any point $(u, v) \in T$ near $S$, there exists positive number $F_1$ and $F_2$ (depending on the initial data), such that (1.10) holds, i.e.,

$$|\partial_u \phi(u, v)| \leq \frac{F_1}{r(u, v)^2}, \quad |\partial_v \phi(u, v)| \leq \frac{F_2}{r(u, v)^2}. \quad (3.3)$$

Within the spacetime region $D_0$, we consider constant $r$-level sets $\{L_r\}$. Define

$$\Psi(r) := \max \{ \sup_{P \in L_r} |C_2 \cdot r \partial_u \phi(P)|, \sup_{Q \in L_r} |C_1 \cdot r \partial_v \phi(Q)| \}. \quad (3.3)$$

Then using equation (2.6) for the scalar field (which does not contain $\Lambda$), applying (3.8) and Proposition 3.3, for any small enough $\tilde{r} > 0$ one can obtain that

$$\Psi(\tilde{r}) \leq I.D. \times e^{\int_{\tilde{r}}^{2^{-1+1}} \frac{1+\Omega(\tilde{r})}{r} dr} = I.D. \times e^{-\ln \tilde{r} + O(1)} \leq \frac{C}{\tilde{r}}. \quad (3.4)$$

Here, $C$ is a locally uniform constant depending only on initial data. This immediately leads to (1.10), and hence completes the proof of (ii) of Theorem 1.1. Interested readers are referred to Section 6 in [5] for more details.

As a corollary, with the above estimates at our disposal, we derive lower bound estimate for $\Omega^2$. Integrating (2.3) twice and employing (1.10), (3.8), (3.6), for all $(u, v)$ near $S$ we deduce that

$$\log \Omega(u, v) \geq \log \tilde{C}(u, v),$$

where $\tilde{C}$ is a (locally) uniform positive constant depending on initial data. Together with (3.6) we have

$$r^{2\tilde{C}}(u, v) \leq \Omega^2(u, v) \leq \frac{D}{r(u, v)}, \quad r(u, v) \leq \Omega^{-2}(u, v) \leq r^{-2\tilde{C}}(u, v). \quad (3.19)$$

3.4. Optimal estimates of $r \partial_u r$ and $r \partial_v r$. Now the sharp estimates for $\partial_u \phi$ and $\partial_v \phi$ have been derived, we can further refine the estimates for $r \partial_u r$ and $r \partial_v r$ stated in Proposition 3.3 and obtain our optimal estimates. We still consider the following diamond region:

Given $P \in S$ and $Q \in D_0$ close to $P$. Denoting $r(Q) = r_0$, along $u = 0$, we pick $A$ in the past of $P$ satisfying $r(A) = r(Q)^{\beta} = r_0^\beta$ with $\beta$ to be determined. Similarly to the proof of Proposition 3.3 along $AP$ we also have that

$$|(r \partial_u r)(P) - (r \partial_u r)(A)| \lesssim r_0^\beta. \quad (3.20)$$

---

\footnote{Using our aforementioned method, the remainder estimate in this section is optimal.}
Then along $BA$, employing the sharp estimates for $\partial_u \phi$ and $\partial_v \phi$ obtained in Section 3.3, repeating \((3.15)\), we get

$$
| (r \partial_u r)(A) - (r \partial_u r)(B) | \lesssim r_0^{2-2\beta}. 
$$

(3.21)

Comparing \((3.20)\) and \((3.21)\), one can see that choosing $\beta = 2 - 2\beta$, i.e., $\beta = \frac{2}{3}$ optimizes the upper bound. Now we have

$$
| (r \partial_u r)(P) - (r \partial_u r)(B) | \lesssim r_0^{\beta} = r_0^\frac{3}{4}. 
$$

(3.22)

The remaining part of this proof is a replication of Proposition 3.3. We hence prove the following optimal estimates for $r \partial_u r$ and $r \partial_v r$:

$$
|r \partial_u r + C_1|(Q) \lesssim r(Q)^\frac{3}{4}, \quad |r \partial_v r + C_2|(Q) \lesssim r(Q)^\frac{3}{4}. 
$$

(3.23)

This gives the statement (i) of Theorem 1.1. As a corollary, with \((3.23)\), we further improve the regularity of curve $r(u, v) = 0$ in $(u, v)$ plane. By Proposition 3.1, we know that this curve is $C^1$. Now we improve it to $C^{1,1/3}_{loc}$.

**Proof of Theorem 1.2.** Consider a point $P = (u, v^*(u))$ where $\partial_u r^2(P) = -2C_1$ and $\partial_v r^2(P) = -2C_2$. Note that along $S$ there holds

$$
dr{du} = \partial_u r + \frac{dv^*}{du} \partial_v r = 0,
$$

which implies

$$
\frac{dv^*}{dr} = -\frac{\partial_u r}{\partial_v r}. 
$$

(3.24)

Immediately, for $\bar{P} = (\bar{u}, v^*(\bar{u}))$ being a singular point near $P$ and $Q = (\bar{u}, v^*(u))$, we have

$$
| \frac{dv^*}{dr}(P) - \frac{dv^*}{dr}(\bar{P}) | \leq | \partial_u r(P) - \partial_u r(Q) | + | \partial_u r(Q) - \partial_u r(\bar{P}) |. 
$$

(3.25)

See the following figure.
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By \((3.23)\), we deduce that

$$
\left| \frac{\partial_u r}{\partial_v r}(P) - \frac{\partial_u r}{\partial_v r}(Q) \right| = \left| \frac{C_1}{C_2} \frac{r \partial_u r}{\partial_v r}(Q) \right|
$$

$$
= \left| C_1(r \partial_u r + C_2) - C_2(C_1 + r \partial_u r) \right| \frac{C_2 r \partial_v r}{C_2 r \partial_v r}(Q)
$$

$$
\lesssim (r(Q))^{\frac{1}{3}}.
$$

A similar estimate based on $\bar{P}$ can be obtained in the same fashion, i.e.,

$$
\left| \frac{\partial_u r}{\partial_v r}(Q) - \frac{\partial_u r}{\partial_v r}(\bar{P}) \right| \lesssim (r(Q))^{\frac{1}{3}}.
$$

Back to \((3.25)\), with the above inequalities, we obtain

$$
\left| \frac{dv^*}{dr}(P) - \frac{dv^*}{dr}(\bar{P}) \right| \lesssim (r(Q))^{\frac{1}{3}}.
$$

(3.26)

For $r(Q)^2$, it also holds

$$
r(Q)^2 = \frac{1}{2} \left( r^2(\bar{u}, v^*(u)) - r^2(\bar{u}, v^*(\bar{u})) + \frac{1}{2} (r^2(\bar{u}, v^*(u)) - r^2(u, v^*(u))
$$
For the first term on the RHS, by mean value theorem, we have
\[ |v^*(u) - v^*(\bar{u})| \leq \sup |\frac{dv^*}{du}| |u - \bar{u}|. \]
Invoking (3.24), we then obtain
\[ |v^*(u) - v^*(\bar{u})| \leq \sup |\frac{\partial_u r}{\partial_v r}| |u - \bar{u}| \leq 4 \frac{C_1}{C_2} |u - \bar{u}|. \]
This leads to the following estimate of \( r(Q)^2 \):
\[ r(Q)^2 \leq 10C_1 |u - \bar{u}|. \]
Back to (3.26), we hence prove the (local) Hölder continuity of curve \( r(u, v) = 0 \) in \((u, v)\) plane:
\[ \left| \frac{dv^*}{du}(P) - \frac{dv^*}{du}(\bar{P}) \right| \leq |u - \bar{u}|^{\frac{1}{2}}. \]

3.5. Higher Order Estimates. To estimate the Kretschmann scalar, we also need estimates for higher order derivatives of \( \Omega, r \) and \( \phi \). We summarize these bounds in the following proposition.

**Proposition 3.4.** For the first order derivatives of \( \Omega^2(u, v) \), we have
\[ |\partial_u \log \Omega(u, v)| \lesssim \frac{1}{r^2(u, v)}, \quad |\partial_v \log \Omega(u, v)| \lesssim \frac{1}{r^2(u, v)}. \]
\[ |\partial_u (\Omega^2(u, v))| \lesssim \frac{1}{r^3(u, v)}, \quad |\partial_v (\Omega^2(u, v))(u, v)| \lesssim \frac{1}{r^3(u, v)}. \] (3.27)
For the second order derivatives of \( r(u, v) \), there hold
\[ |\partial_u \partial_v (r^2)| \lesssim \frac{1}{r}, \quad |\partial_u \partial_u (r^2)| \lesssim \frac{1}{r^2}, \quad |\partial_v \partial_v (r^2)| \lesssim \frac{1}{r^2}, \quad |\partial_v \partial_u (r^2)| \lesssim \frac{1}{r^2}, \quad |\partial_v \partial_v (r^2)| \lesssim \frac{1}{r^3}. \] (3.28)
The second order derivatives of \( \phi(u, v) \) satisfy
\[ |\partial_u \partial_v \phi| \lesssim \frac{1}{r^4}, \quad |\partial_u \partial_u \phi| \lesssim \frac{1}{r^4}, \quad |\partial_v \partial_v \phi| \lesssim \frac{1}{r^4}. \] (3.29)
For second order derivatives of \( \Omega^2(u, v) \), we have
\[ |\partial_u \partial_v (\Omega^2)| \lesssim \frac{1}{r^4}, \quad |\partial_u \partial_u (\Omega^2)| \lesssim \frac{1}{r^4}, \quad |\partial_v \partial_v (\Omega^2)| \lesssim \frac{1}{r^4}, \quad |\partial_v \partial_u (\Omega^2)| \lesssim \frac{1}{r^4}. \] (3.30)
Proof. For the first order derivatives of \( \Omega^2(u, v) \), integrating (2.3), by (1.10) and (3.1), one can obtain the desired estimates (3.27). For \( \partial_u (\partial_v (r^2)) \), we first rewrite (2.1): \( \partial_u (\partial_v (r^2)) = -\frac{1}{2} \Omega^2(1 - \Lambda r^2). \)

The estimate of \( \partial_u (\partial_v (r^2)) \) then follows from \( \Omega^2(1 - \Lambda r^2) \lesssim 1/r \lesssim 1/r^2 \). Then, by employing the constraint equations (2.11) (2.12), the estimates (1.10), (3.1) and (3.27), the estimates of \( \partial_u (\partial_u (r^2)) \) and \( \partial_v (\partial_v (r^2)) \) can be derived in the same manner as in [5]. For second order derivatives of the scalar field and \( \Omega \), employing the equation (2.6) and (1.10), one can obtain (3.29). Using the equation of (2.3) and the above derived estimates, one can further derive (3.30). We refer the readers to Section 7 in [5] for more details on how to prove this proposition. \( \square \)
3.6. Estimates of Kretschmann scalar. As calculated in [5], there holds the following expression for the Kretschmann scalar:

\[
R^{\alpha\beta\rho\sigma} R_{\alpha\beta\rho\sigma} = \frac{4}{r^4 \Omega^8} \left( 16 \cdot (\frac{\partial^2 r}{\partial u \partial v})^2 \cdot r^2 \cdot \Omega^4 + 16 \cdot \frac{\partial^2 r}{\partial u^2} \cdot \frac{\partial^2 r}{\partial v^2} \cdot r^2 \cdot \Omega^4 \right)
\]

\[
+ \frac{4}{r^4 \Omega^8} \left( -32 \cdot \frac{\partial^2 r}{\partial u^2} \cdot \partial_r r \cdot r^2 \cdot \Omega^4 \cdot \partial_v \log \Omega - 32 \cdot \frac{\partial^2 r}{\partial v^2} \cdot r^2 \cdot \partial_r r \cdot \Omega^4 \cdot \partial_u \log \Omega \right)
\]

\[
+ \frac{4}{r^4 \Omega^8} \left( 16 \cdot (\partial_v r)^2 \cdot (\partial_u r)^2 \cdot \Omega^4 + 64 \cdot \partial_r r \cdot r^2 \cdot \partial_u r \cdot \Omega^4 \cdot \partial_v \log \Omega \cdot \partial_u \log \Omega + 8 \cdot \partial_u r \cdot \partial_u r \cdot \Omega^8 \right)
\]

\[
+ \frac{4}{r^4 \Omega^8} \left( 16 \cdot r^4 \cdot (\frac{\partial^2 \Omega}{\partial v \partial u})^2 \cdot \Omega^2 - 32 \cdot r^4 \cdot \frac{\partial^2 \Omega}{\partial v \partial u} \cdot \Omega^4 \cdot \partial_v \log \Omega \cdot \partial_u \log \Omega \right)
\]

\[
+ \frac{4}{r^4 \Omega^8} \left( 16 \cdot r^4 \cdot \Omega^4 \cdot (\partial_v \log \Omega)^2 \cdot (\Omega \log \Omega)^2 + \Omega^8 \right).
\]

(3.31)

We first derive a lower bound for the Kretschmann scalar. The following three properties holds:

1) The Kretschmann scalar obeys a polynomial lower bound,

\[
R_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta} \geq \frac{16 m^2}{r^6} \geq \frac{16 \varpi^2}{r^6}.
\]

(3.32)

As in [8], we choose a null frame \((e_1, e_2, e_3, e_4)\) with \(e_A\) (where \(A = 1, 2\)) being orthonormal on the 2-sphere and \(e_3, e_4\) being the corresponding null vectors satisfying \(\langle e_3, e_4 \rangle = -2\). The Kretschmann scalar can now be expressed as

\[
\frac{1}{4} R_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta} = \frac{1}{4} R_{ABCD} R_{ABCD} + \frac{1}{2} (R_{A3B3} R_{A4B4} + R_{A3B4} R_{A4B3}) + \left( \frac{1}{4} R_{3333} \right)^2.
\]

To get the lower bound, for the RHS, the last term can be neglected since it is non-negative. The first term is equal to \(\frac{4 m^2}{r^6}\), which is the desired lower bound in (3.32). It then suffices to show that the second term is also non-negative. In fact, one can verify that \(R_{A3B4} = R_{A4B3}\), \(R_{A3B3} = (D_3 \phi)^2\) and \(R_{A4B4} = (D_4 \phi)^2\). Hence the second term is also non-negative and then (3.32) follows.

2) By (2.19), the modified Hawking mass \(\varpi\) is monotonic in the trapped region \(\mathcal{T}\), i.e., \(\partial_u \varpi(u, v) \geq 0\).

3) The apparent horizon \(\mathcal{A}\) consists of points \((u_A(v), v)\) such that \(\partial_v r(u_A(v), v) = 0\) and hence we have \(m(u_A(v), v) = \varpi^{-1} r(u_A(v), v)\).

These properties together imply the following uniform lower bound for the Kretschmann scalar in \(\mathcal{T}\):

\[
R_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta}(u, v) \geq 4 \frac{(r - \Lambda r^3/3)^2(u_A(v), v)}{r^6(u,v)}.
\]

(3.33)

In (3.33), we can see that the Kretschmann scalar blows up at least as fast as \(r^{-6}\) when \(r(u, v) \to 0\). Note that this \(r^{-6}\) lower bound is also consistent with its blow-up rate in Schwarzschild-de Sitter black holes.

Now we deduce the upper bound estimate for the Kretschmann scalar. In the following, we outline how to estimate the terms on the RHS of (3.31). We refer the readers to Section 8 in [5] for more details. With Proposition 3.1 and (3.28), we obtain polynomial upper bounds for \(|\partial_v r|, |\partial_u r|, |\partial_u \partial_v r|, |\partial_u \partial_v r|, |\partial_v r|\). Via (3.6), (3.19) and (3.27), we can control \(|\Omega|, |\partial_u \log \Omega|, |\partial_u \langle e_3, e_4 \rangle|, |\partial_u \langle e_3, e_4 \rangle|\).
\[ |\partial_v \log \Omega|, \Omega^{-2}. \] For \( \partial_v \partial_u \Omega \), we use the following equation
\[
\Omega \cdot \partial_v \partial_u \Omega = \frac{1}{2} \cdot \partial_u (\Omega^2) \cdot \partial_v \log (\Omega^2) - \Omega^2 \cdot \partial_v \log \Omega \cdot \partial_u \log \Omega + \frac{1}{2} \cdot \Omega^2 \cdot \partial_v \partial_u \log (\Omega^2). \tag{3.34}
\]
Invoking (3.6), (3.27) and (3.30) to this equation, we then obtain polynomial upper bound for \( |\Omega \cdot \partial_v \partial_u \Omega| \). Combining all the above estimates, we conclude the proof of statement (iii) of Theorem 1.1, i.e., for all \((u,v)\) close to \((u_0,v_0) \in S\), it holds
\[
r(u,v)^{-6} \lesssim R^{\alpha\beta\gamma\delta} R_{\alpha\beta\gamma\delta}(u,v) \lesssim r(u,v)^{-N_{u_0,v_0}},
\]
where \(N_{u_0,v_0}\) is a positive number depending on the initial data.

### 3.7. Application to hard phase model

We further apply the above derived estimates to the irrotational hard-phase Einstein-Euler system and prove Theorem 1.3. Consider the hard phase model of Einstein-Euler system (1.2)
\[
\text{Ric}_{\mu
u} - \frac{1}{2} R g_{\mu
u} + \Lambda g_{\mu\nu} = 2 T_{\mu\nu},
\]
\[
T_{\mu\nu} = \rho \partial_\mu \partial_\nu \rho + \frac{1}{2} \partial_\sigma \rho \partial_\sigma \rho - \rho_0 g_{\mu\nu},
\]
where \(\rho\) denotes the fluid density, \(\partial^\mu\) is the fluid velocity, and \(p\) represents the pressure. In particular, for the hard phase model, the pressure satisfies the equation of state
\[
p = \rho - \rho_0 \quad \text{for} \quad \rho > \rho_0
\]
with the constant \(\rho_0\) being the nuclear saturation density.

Now we define the future timelike vector field
\[
V = \|V\| \partial^\mu
\]
with
\[
\|V\| = \sqrt{-g(V,V)} := \sqrt{\frac{p + \rho}{\rho_0}} = \sqrt{\frac{2p}{\rho_0} - 1} \geq 1.
\tag{3.35}
\]
The fluid flow is irrotational if there exists a potential function \(\phi\) such that
\[
V^\mu = -\nabla^\mu \phi.
\tag{3.36}
\]
With this velocity potential function \(\phi\), we can recast the Einstein-Euler system (1.2) as
\[
\text{Ric}_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 2 T_{\mu\nu},
\]
\[
T_{\mu\nu} = \partial_\mu \phi \partial_\nu \phi + \frac{1}{2} \partial_\sigma \phi \partial_\sigma \phi - \rho_0 g_{\mu\nu},
\]
which is (1.4).

According to Theorem 1.1, the derivatives of the velocity potential satisfy
\[
|\partial_\mu \phi| \lesssim r^{-2}, \quad |\partial_\nu \phi| \lesssim r^{-2}.
\tag{3.37}
\]
We then aim at deducing the quantitative estimates for the fluid velocity \(\partial^\mu\) and density \(\rho\) from (3.37). It follows from (3.19), (3.35), (3.36) and (3.37) that
\[
|\partial^\mu| = \frac{|V^\mu|}{\|V\|} \leq |\nabla^\mu \phi| \leq 4 \Omega^{-2} |\partial^\phi| \lesssim r^{-2-2\tilde{C}}.
\]
Next, it follows from (3.36) that \(\|V\| = \|d\phi\|\). Hence, together with (3.35), this implies
\[
\rho = \frac{\rho_0}{2} (1 + \|d\phi\|^2) = \frac{\rho_0}{2} (1 + 4 \Omega^{-2} |\partial_\mu \phi \partial_\nu \phi|).
Employing (3.19) and (3.37), we deduce that
\[ |\rho| \lesssim r^{-4-2\tilde{C}}. \]
This concludes the proof of Theorem 1.3.

4. Initial data respecting exponential Price’s law

In this section, we set up the characteristic initial value problem in Theorem 1.4. In particular, under \((U, v)\) coordinates, for the solution \((r, \tilde{\Omega}^2, \phi)\) to the spherically symmetric Einstein-scalar field system (1.1), we prescribe initial data satisfying exponential Price’s law on the following two hypersurfaces:

\[ H_0 := \{(U, v) \in \mathbb{R}^2 | U = 0, v_0 \leq v < \infty \}, \]
\[ H_0 := \{(U, v) \in \mathbb{R}^2 | 0 \leq U \leq U_0, v = v_0 \}. \]

We first fix the double-null coordinates \((U, v)\) by imposing the following gauge condition along \(H_0\):

\[ \tilde{\Omega}^2(0, v) = \tilde{\Omega}^2_{sdS}(0, v) \]
\[ \overset{222}{=} e^{2\alpha_S C_0} \frac{\Lambda}{3r_S} (r_D - r_S)^{1+2\alpha_S \beta_D} (2r_S + r_D)^{1-2\alpha_S \beta} e^{\alpha_S v} \]
\[ =: A_S e^{\alpha_S v} \quad \text{for all } v \geq v_0, \quad (4.1) \]

and the gauge condition along \(H_0\):

\[ \tilde{\Omega}^2(U, v_0) = \tilde{\Omega}^2_{sdS}(U, v_0) \]
\[ = e^{2\alpha_S C_0} \frac{\Lambda}{3r_{sdS}(U, v_0)} (r_D - r_{sdS}(U, v_0))^ {1+2\alpha_S \beta_D} \]
\[ \times (r_{sdS}(U, v_0) + r_S + r_D)^{1-2\alpha_S \beta} e^{\alpha_S v_0} \quad \text{for all } 0 \leq U \leq U_0. \quad (4.2) \]

We set that \(r(0, v)\) and \(\phi(0, v)\) approach the Schwarzschild-de-Sitter values, i.e.,

\[ \lim_{v \to \infty} r(0, v) = r_S \quad \text{and} \quad \lim_{v \to \infty} \phi(0, v) = 0. \]

Moreover, for \(\partial_v \phi\) along \(H_0\), we require it to satisfy the exponential Price’s law: for \(0 < p \leq q < 5p < \alpha_S / 2\), it holds that

\[ D_1 e^{-qv} \leq r \partial_v \phi(0, v) \leq D_2 e^{-pv}, \quad (4.3) \]

where \(D_1\) and \(D_2\) are positive dimensionless constants.

Along the incoming cone \(v = v_0\), we also set that

\[ \sup_{0 \leq U \leq U_0} |rY \phi|(U, v_0) + |\partial_U r|(0, v_0) \leq D_3 \quad \text{and} \quad rY \phi(U, v_0) > 0 \]

with \(D_3\) being a positive dimensionless constant.

\[ \text{Figure 4. The initial data.} \]
Subsequently, we derive the following estimates that the initial data obey along $H_0$:

**Lemma 4.1.** There exist positive constants $c$ and $C$, such that along $H_0$ it hold:

\[ cD_1^2 e^{-2q} \leq \partial_v r(0, v) \leq CD_2^2 e^{-2p}, \]  
\[ \frac{cD_1^2}{2q} e^{-2q} \leq r_S - r(0, v) \leq \frac{CD_2}{2p} e^{-2p}, \]  
\[ \left| \frac{\partial_{v} r}{\Omega^2} (0, v) + \frac{1}{2} \right| \leq CD_2^2 e^{-2pv} + CD_3(1 + D_1^2) e^{-\alpha_S v}. \]  

Moreover, for any arbitrarily small $\epsilon > 0$, there exists a $v_1$ (depending on $D_1$, $D_2$, $D_3$) greater than $v_0$ such that for all $v \geq v_1$ we have

\[ r^2 Y \phi(0, v) \geq \frac{D_1}{\alpha_S - q} (1 - \epsilon) e^{-qv}. \]  

**Proof of Lemma 4.1.** We appeal to the constraint equations (2.11) and (2.12) for proving the above estimates. First, integrating (2.12) along $H$, we get

\[ |A_S^{-1} e^{-\alpha_S v} \partial_v r| \big|_{v_0} = \int_{v_0}^{v} r A_S^{-1} e^{-\alpha_S v'} \left( \partial_v \phi \right)^2 dv' \leq \int_{v_0}^{v} e^{-(\alpha_S + 2p) v'} dv' < \infty. \]  

Therefore, $A_S^{-1} e^{-\alpha_S v} \partial_v r(0, v)$ is bounded on $H_0$. Moreover, noting that $\partial_v r(0, v)$ attains a finite limit as $v \to \infty$ since $r(0, v) \to r_S$, it hence holds that $A_S^{-1} e^{-\alpha_S v} \partial_v r(0, v)$ tends to 0 as $v \to \infty$. Furthermore, by the monotonicity in (2.12), it follows that $\partial_v r(0, v) \geq 0$ and hence $r(0, v) \leq r_S$.

Thus, by integrating (2.12) and using (4.3), we get for all $v \geq v_0$ it holds that

\[ cD_1^2 e^{-\alpha_S v} e^{-2q} \leq e^{-\alpha_S v} \partial_v r(0, v) \leq CD_2^2 e^{-\alpha_S v} e^{-2pv}. \]

This implies (4.5). And (4.6) follows directly from integrating (4.5) in $v$.

Next, to estimate $\partial_{UV}(0, v)$, we integrate (2.2) along $H_0$ and obtain

\[ r \partial_{UV}(0, v) = r \partial_{UV}(0, v_0) - \int_{v_0}^{v} \frac{1}{4} A_s e^{\alpha_S v} (1 - \Lambda r^2) dv'. \]

Using (4.6), we deduce

\[ \left| r \partial_{UV}(0, v) + \frac{1}{4} \alpha_S^{-1} A_s (1 - \Lambda r_S^2) e^{\alpha_S v} \right| \leq r \partial_{UV}(0, v_0) + \frac{1}{4} \alpha_S^{-1} A_s (1 - \Lambda r_S^2) e^{\alpha_S v_0} + \frac{1}{12} CD_2 A_s \int_{v_0}^{v} e^{(\alpha_S - 2p) v'} dv', \]

which gives that

\[ \left| r \partial_{UV}(0, v) + \frac{1}{4} \alpha_S^{-1} A_s (1 - \Lambda r_S^2) e^{\alpha_S v} \right| \leq CD_3(1 + D_1^2) + CD_2^2 e^{(\alpha_S - 2p) v}. \]

Togetther with (4.6), this implies

\[ \left| \frac{\partial_{v} r}{\Omega^2} (0, v) + \frac{1}{4r_S} \alpha_S^{-1} (1 - \Lambda r_S^2) \right| \leq CD_3(1 + D_1^2) e^{-\alpha_S} + CD_2^2 e^{-2pv}. \]

Observing that $\beta_S = \frac{3q_S}{-4r_S \sqrt{r_S}} = \frac{r_S}{4r_S} \sqrt{r_S}$ and $\alpha_S^{-1} = 2\beta_S$, we thus have $\frac{1}{4r_S} \alpha_S^{-1} (1 - \Lambda r_S^2) = \frac{1}{2}$ and

this gives (4.7).

Finally, we bound $r^2 Y \phi(0, v)$. Employing (2.10), (4.5), (4.6) and (4.7), along $H_0$ we deduce that

\[ |\partial_v (e^{\alpha_S v} r^2 Y \phi) - e^{\alpha_S v} r \partial_v \phi| \leq C[D_3(1 + D_1^2) e^{-\alpha_S v} + D_2^2 e^{-2pv}]|e^{\alpha_S v} r^2 Y \phi|. \]  

(4.10)
Combining (4.3), (4.4), (4.10), and (4.11), we further derive:

\[
|e^{s v} r^2 Y \phi(0, v)| \leq |e^{s v} r^2 Y \phi(0, v_0)| + \int_{v_0}^{v} D_2 e^{(\alpha_S - p) v'} dv'
\]

+ \left( C \int_{v_0}^{v} [D_2 e^{-2 sv'} + D_3 (1 + D_1^2) e^{-\alpha_S v'}] |e^{s v} r^2 Y \phi(0, v') dv' \right)
\]

\[
\leq |e^{s v} r^2 Y \phi(0, v_0)| + CD_2 e^{(\alpha_S - p) v}
\]

+ \left( C \int_{v_0}^{v} [D_2 e^{-2 sv'} + D_3 (1 + D_1^2) e^{-\alpha_S v'}] |e^{s v} r^2 Y \phi(0, v') dv' \right)
\]

Via using Grönwall’s inequality, we hence obtain

\[
|e^{s v} r^2 Y \phi(0, v)| \leq C(D_1, D_2, D_3, v_0, p, q)(|e^{s v} r^2 Y \phi(0, v_0)| + CD_2 e^{(\alpha_S - p) v}).
\] (4.11)

Combining (4.3), (4.4), (4.10), and (4.11), we further derive:

\[
r^2 Y \phi(0, v) \geq e^{-\alpha_S (v - v_0)} r^2 Y \phi(0, v_0) + e^{-\alpha_S v} \int_{v_0}^{v} D_1 e^{(\alpha_S - q) v'} dv'
\]

- \left( C e^{-\alpha_S v} \int_{v_0}^{v} [D_2 e^{-2 sv'} + D_3 (1 + D_1^2) e^{-\alpha_S v'}] |e^{s v} r^2 Y \phi(0, v') dv' \right)
\]

\[
\geq e^{-\alpha_S (v - v_0)} r^2 Y \phi(0, v_0) + e^{-\alpha_S v} \int_{v_0}^{v} D_1 e^{(\alpha_S - q) v'} dv'
\]

- \left( C e^{-\alpha_S v} \int_{v_0}^{v} [D_2 e^{-2 sv'} + D_3 (1 + D_1^2) e^{-\alpha_S v'}] \right)
\]

\[
C(D_1, D_2, D_3, v_0, p, q)(|e^{s v} r^2 Y \phi(0, v_0)| + CD_2 e^{(\alpha_S - p) v'}) dv'
\]

\[
\geq e^{-\alpha_S v} D_1 \frac{\alpha_S - q}{\alpha_S - q} (e^{(\alpha_S - q) v} - e^{(\alpha_S - q)v_0}) + e^{-\alpha_S (v - v_0)} r^2 Y \phi(0, v_0)
\]

- e^{-\alpha_S v} C(D_1, D_2, D_3, v_0, p, q) \left( \sum_{i=1}^{4} e^{k_i v} - e^{k_i v_0} \right)
\]

\[
\geq e^{-\alpha_S v} \frac{D_1}{\alpha_S - q} (e^{(\alpha_S - q) v} - e^{(\alpha_S - q)v_0})
\]

- e^{-\alpha_S v} C(D_1, D_2, D_3, v_0, p, q) \left( \sum_{i=1}^{4} e^{k_i v} - e^{k_i v_0} \right).
\]

Here \( k_1 = -\alpha_S, k_2 = -p, k_3 = -2p, k_4 = \alpha_S - 3p \). Noting that \( k_1, k_2, k_3 \leq 0 \) and \( k_4 \geq 0 \), we rearrange the above inequality as

\[
r^2 Y \phi(0, v) \geq \frac{D_1}{\alpha_S - q} e^{-qv} \left[ 1 - e^{(q - \alpha_S)v} C(D_1, D_2, D_3, v_0, p, q)
\]

- \left( e^{(q - \alpha_S)v} C(D_1, D_2, D_3, v_0, p, q) \frac{e^{k_4 v} - e^{k_4 v_0}}{k_4} \right)
\]

\[
\geq \frac{D_1}{\alpha_S - q} e^{-qv} \left[ 1 - e^{(q - \alpha_S)v} C(D_1, D_2, D_3, v_0, p, q) \left( 1 + \frac{e^{k_4 v}}{k_4} \right) \right].
\]

Employing the facts \( q - \alpha_S < 0 \) and \( q - \alpha_S + k_4 < 0 \), we hence conclude the proof of (4.8). \( \square \)
5. Estimates away from the singularity

In this section, we investigate the solution’s dynamics in the region away from the spacelike singularity, i.e., in \( \{r \geq r_0\} \) with \( r_0 \) a positive small parameter. To carry out the estimates, we will further divide this region into two parts: the red-shift region and the no-shift region.

5.1. Basic setup. To begin with, we decompose the domains and list the bootstrap assumptions. Let \( r_0 \) be a sufficiently small positive constant satisfying

\[
\inf_{0 \leq U \leq U_0} r(U, v_0) < \inf_{0 \leq U \leq U_0} \gamma_{r_0}
\]

with \( \gamma_{r_0} \) being the level set. With initial data prescribed in Section 4, in the region

\[
D_{v_\infty, r_0} = [0, U_0] \times [v_0, v] \cap \{r \geq r_0\}
\]

a smooth spherically symmetric solution \((r, \Omega, \phi)\) to the Einstein-scalar field system \((1.1)\) is guaranteed to exist by a standard local existence argument. Then, applying the same argument as in Lemma 7.1 of [3], we have that, for \( U_0 \) suitably small, the level set

\[
\gamma_{r_0} = \{r = r_0\} \cap D_{v_\infty, r_0}
\]

is either empty or a spacelike curve intersecting \( \{U = U_0\} \) at \( v > v_0 \).

In the following, in the region \( D_{v_\infty, r_0} \cap \{U > 0\} \), instead of \( U \), we will use the Eddington-Finkelstein-type coordinate \( u \), which is defined via

\[
u := -(\alpha_S)^{-1} \log \left( \alpha_S^{-1} \frac{U}{U} \right)
\]

and we denote \( u_0 := \gamma(U_0) \). Accommodating the \((u, v)\) coordinates, the metric component \( \Omega^2 \) respects the following transformation

\[
\Omega^2(u(U), v) := \Omega^2(U, v) \frac{dU}{du} = \tilde{\Omega}^2(U(u), v) e^{-\alpha_S |u(U)|}.
\]

In the rest of this section, we will use the \((u, v)\) coordinates.

Now we divide the region \( D_{v_\infty, r_0} \) into two parts. For \( \delta > 0 \), we define the red-shift region

\[
\mathcal{R}_\delta := D_{v_\infty, r_0} \cap \{|v - u| \leq -\delta^{-1}\},
\]

which is close to the event horizon, and we set the no-shift region to be

\[
\mathcal{N}_{\delta, r_0} := D_{v_\infty, r_0} \setminus \mathcal{R}_\delta.
\]

We also denote the hypersurface of intersection as

\[
\gamma_\delta = D_{v_\infty, r_0} \cap \{|v - u| = -\delta^{-1}\}.
\]

Figure 5. The red-shift region and the no-shift region.
Proof. First, we rewrite (2.11) as below
\begin{align}
  r |\partial_v \phi(u, v)| &\leq \Delta_1 e^{-pv} \quad \text{for all } (u, v) \in \mathcal{R}_\delta, \quad (5.3) \\
  |Y\phi(u, v)| &\leq \Delta_1 e^{-pv} \quad \text{for all } (u, v) \in \mathcal{R}_\delta, \quad (5.4)
\end{align}

Choosing \( C \)
\[ \partial_u \log \left( \frac{\Omega^2}{\omega_{\text{SdS}}} \right) \leq \Delta_2 e^{\alpha S(v-u)} e^{-2pv} \quad \text{for all } (u, v) \in \mathcal{R}_\delta, \quad (5.5) \]
\[ r |\partial_v \phi(u, v)| \leq \Delta'_1 e^{-pv} \quad \text{for all } (u, v) \in \mathcal{N}_{\delta, r_0}, \quad (5.6) \]
\[ Y\phi(u, v) \leq \Delta'_1 e^{-pv} \quad \text{for all } (u, v) \in \mathcal{N}_{\delta, r_0} \quad (5.7) \]

with \( \Delta_1, \Delta_2, \Delta'_1 \) being sufficiently large constants to be determined later.

5.2. Estimates in \( \mathcal{R}_\delta \). We first work in the red-shift region \( \mathcal{R}_\delta \). We start with deriving the a priori estimates for \( r \) and \( \Omega^2 \).

**Proposition 5.1.** Under the bootstrap assumptions (5.3) and (5.4), for all \( (u, v) \in \mathcal{R}_\delta \), we have that
\begin{align}
  \left| -\Omega^{-2} \partial_u r - \frac{1}{2} \right| (u, v) &\leq C(\Delta_1, D_1, D_2, D_3, v_0, p) e^{-2pv}, \quad (5.8) \\
  \left| r \partial_v r + \frac{\Lambda}{6} P(r) \right| (u, v) &\leq C(\Delta_1, D_1, D_2, D_3, v_0, p) e^{-2pv}, \quad (5.9)
\end{align}

where \( C(\Delta_1, D_1, D_2, D_3, v_0, p) > 0 \) is a constant depending on \( \Delta_1, D_1, D_2, D_3, v_0 \) and \( p \).

**Proof.** First, we rewrite (2.11) as below
\[ \partial_u \log(-\Omega^{-2} \partial_u r) = \frac{r}{\partial_u r} (\partial_u \phi)^2 = r(-\partial_u r) (Y \phi)^2. \]

Note that from the Raychaudhuri equation (2.11) it follows that \( \partial_u r < 0 \). Hence, together with (4.6), one can bound \( r \) by a positive number from above. Integrating the above equation, by (5.4), we get
\begin{align*}
  \log(-\Omega^{-2} \partial_u r)(u, v) - \log(-\Omega^{-2} \partial_u r)(-\infty, v) &= \int_{r(u, v)}^{r_{H^+(v)}} r(Y \phi)^2 \, dr' \leq C\Delta_1^2 e^{-2pv}.
\end{align*}

Noticing that \( -\Omega^{-2} \partial_u r = \tilde{\Omega}^{-2} \partial_t r \) and using (4.7), we thus obtain
\begin{align*}
  \left| -\Omega^{-2} \partial_u r(u, v) - \frac{1}{2} \right| &\leq C(D_1^2 + D_2^2) e^{-2pv} + C(D_1^2 + D_3) e^{-\alpha S v} + (e^{C\Delta_1^2 e^{-2pv}} - 1).
\end{align*}

Choosing \( C = C(\Delta_1, D_1, D_2, D_3, v_0, p) > 0 \) to be sufficiently large, this estimate implies (5.8).

To show (5.9), we integrate (2.11) and obtain
\begin{align*}
  r \partial_v r(u, v) &= r \partial_v r(-\infty, v) + \int_{-\infty}^{u} \frac{1}{\partial_u r} (-\partial_u r(1 - \Delta r^2)) \, du' \\
  &= r \partial_v r(-\infty, v) - \frac{1}{2} (r_{H^+(v)} - r(u, v)) + \frac{\Lambda}{6} (r_{H^+(v)} - r^3(u, v)) \\
  &\quad - \int_{r}^{r_{H^+(v)}} \left[ -\frac{1}{4} \Omega^2 (\partial_u r)^{-1} - \frac{1}{2} \right] \cdot (1 - \Delta r^2) \, dr'.
\end{align*}
Thus, it holds that
\[
\left| r\partial_v r + \frac{\Lambda}{6} P(r) \right| \leq r\partial_v r(-\infty, v) + \frac{1}{2}(r_S - r_{\mathcal{H}^+}(v)) + \frac{\Lambda}{6}(r_{\mathcal{H}^+}(v) - r_S^3) + \int_r^{r_{\mathcal{H}^+}(v)} \left[-\frac{1}{4}\Omega^2(\partial_u r)^{-1} - \frac{1}{2}\right] \cdot (1 - \Lambda r^2) \, dr'.
\]

Applying Lemma 4.1 and 5.8, the estimate (5.9) then follows.

Next, we estimate the differences between our solution’s value and the corresponding Schwarzschild-de-Sitter value. We study \( r - r_{\text{SdS}} \) and \( \Omega_{\text{SdS}}^2 \).

**Proposition 5.2.** There exist a suitably large \( C(\Delta_1, D_1, D_2, D_3, v_0, p, q) > 0 \), a sufficiently small \( \epsilon > 0 \) and \( \delta = \delta(\epsilon) > 0 \) such that the following estimates hold for all \((u, v) \in \mathcal{R}_\delta:\)

\[
\left| \Delta\Omega_{\text{SdS}}^2 - 1 \right| \leq C\epsilon \Delta_2 e^{-2pv},
\]

\[
|\partial_u (r - r_{\text{SdS}}) | \leq C\epsilon \Delta_2 e^{\alpha_S(v-|u|)} e^{-2pv} + C(\Delta_1, D_1, D_2, D_3) v_0 e^{\alpha_S(v-|u|)} e^{-2pv},
\]

\[
|r - r_{\text{SdS}} | \leq C\epsilon \Delta_2 e^{\alpha_S(v-|u|)} e^{-2pv} + C(\Delta_1, D_1, D_2, D_3, v_0, p, q) e^{-2pv},
\]

\[
|\partial_v (r - r_{\text{SdS}}) | \leq C\epsilon \Delta_2 e^{\alpha_S(v-|u|)} e^{-2pv} + C(\Delta_1, D_1, D_2, D_3, v_0, p) e^{-2pv}.
\]

Furthermore, we also have

\[
\log \left( \frac{3\epsilon^2 \Omega^2}{\Lambda r P(r)} \right) \leq C\epsilon \Delta_2 e^{\alpha_S(v-|u|)} e^{-2pv} + C(\Delta_1, D_1, D_2, D_3, v_0, p) e^{-2pv} \quad \text{on } \gamma_\delta.
\]

**Proof.** Note that in \( \mathcal{R}_\delta \), there hold

\[
\frac{\Omega_{\text{SdS}}^2}{\Omega_{\text{SdS}}^2}(-\infty, v) = 1 \quad \text{and} \quad e^{\alpha_S(v-|u|)} \leq e^{-\frac{\alpha_S}{2}}.
\]

Integrating (5.5) and using the above two facts, we obtain estimate (5.10). The estimate (5.11) follows from (5.8) and (5.10). Employing (4.6), one can obtain (5.12) via integration of (5.11). Finally, a combination of (5.9) and (5.12) gives the estimate (5.13). Now denote the constant \( r_\delta := r_{\text{SdS}}(u, v_{i\delta(u)}) \). As a corollary, together with (5.10) and (5.12), for \( r_\delta < r_S \), we have (5.14).}

As defined in Section 2.1, the apparent horizon \( \mathcal{A} \) (within \( D_{\text{v_{i\delta},r_0}} \)) is corresponding to

\[ \mathcal{A} = \{ \partial_v r = 0 \} \cap D_{\text{v_{i\delta},r_0}}. \]

It follows immediately from (2.1) that \( \mathcal{A} \) contains only (possible empty) spacelike or outgoing null segments. Moreover, we can show that the apparent horizon is close to the event horizon:

**Proposition 5.3.** For sufficiently large \(|u_0|\), we have \( \mathcal{A} \subset \mathcal{R}_\delta \) and it holds

\[
|r_{\mathcal{A}}(v) - r_S| \leq C(\Delta_1, D_1, D_2, D_3) v_0 p e^{-2pv}.
\]

**Proof.** By definition \( \partial_v r = 0 \) along \( \mathcal{A} \). Invoking this in (5.9), we hence derive (5.15). Note that \( r_\delta < r_S \). Combining (5.15) and (5.12), we deduce that \( \mathcal{A} \subset \mathcal{R}_\delta \) with \( \delta > 0 \) being suitably small.

Now we are ready to derive upper bound estimates for \( \partial_v \phi \) and \( Y \phi \), and we will improve the bootstrap assumptions (5.3) and (5.4).

**Proposition 5.4.** There exist a sufficiently large \( \Delta_1 > 0 \) and a sufficiently small \( \delta > 0 \), such that for all \((u, v) \in \mathcal{R}_\delta \), there hold

\[
|\partial_v \phi|(u, v) \leq \frac{1}{4} \Delta_1 e^{-pv},
\]

\[
|Y \phi|(u, v) \leq \frac{1}{4} \Delta_1 e^{-pv}.
\]
Proposition 5.5. Let $\delta > 0$ be suitably small. There exists a suitably large $\Delta_2 > 0$ such that for all $(u, v) \in \mathcal{R}_\delta$, we have

$$\left| \partial_u \log \left( \frac{r^2 \Omega_2^2}{r_{SdS}^2 \Omega_{SdS}^2} \right) \right| \leq \frac{1}{2} \Delta_2 e^{\alpha_S (v-u)} e^{-2pv}.$$

Proof. We first rearrange the terms on the RHS of (2.25) as follows:

$$-2r^{-2} \partial_u r \partial_v r = -2r^{-2} \left[ \partial_u r_{SdS} \partial_v r_{SdS} + \partial_u (r - r_{SdS}) \partial_v r_{SdS} + \partial_u r_{SdS} \partial_v (r - r_{SdS}) + \partial_u (r - r_{SdS}) \partial_v (r - r_{SdS}) \right],$$

$$\partial_u \phi \partial_v \phi = -\partial_u r Y \phi \partial_v \phi = -\partial_u r_{SdS} Y \phi \partial_v \phi - \partial_u (r - r_{SdS}) Y \phi \partial_v \phi,$$

and recall the fact

$$r^{-1} = r_{SdS}^{-1} \left( 1 - \frac{r_{SdS} - r}{r_{SdS}} \right)^{-1}.$$

Note that when $\delta > 0$ being sufficiently small, it holds $r_{SdS} > \frac{r_u}{2}$ in $\mathcal{R}_\delta$. Hence, using the above expression for $r^{-1}$ and (5.12), for $v \geq v_1$, with $v_1$ suitably large (depending on $D_1, D_2, D_3, \Delta_1$), we obtain that $r > \frac{r_u}{4}$ in $\mathcal{R}_\delta \cap \{ v \geq v_1 \}$. Moreover, by taking $|u_0|$ to be sufficiently large (depending on $v_1$), in $\mathcal{R}_\delta \cap \{ v \leq v_1 \}$ we prove that

$$r \geq \frac{1}{2} \inf_{\mathcal{H}_0} r |\mathcal{H}_0|.$$
To prove the desired estimate, we integrate the equation (2.5). Together with the above observations on lower bounds of $r$, and noting that

$$
\partial_u \partial_v \log (r_{S_{ds}}^2 \Omega_{S_{ds}}^2) = -2r_{S_{ds}}^{-2} \partial_u r_{S_{ds}} \partial_v r_{S_{ds}} + \frac{\Lambda}{2} \Omega_{S_{ds}}^2,
$$

it hence holds

$$
\left| \partial_v \partial_u \log \left( \frac{r_{S_{ds}}^2 \Omega_{S_{ds}}^2}{r_{S_{ds}}^2 \Omega_{S_{ds}}^2} \right) \right| \leq C \left[ \left| \partial_v r_{S_{ds}} \right| \left( \left| \partial_u (r - r_{S_{ds}}) \right| + \left| \partial_v (r - r_{S_{ds}}) \right| + |Y\phi| |\partial_v \phi| \right) 
+ \left| \partial_u (r - r_{S_{ds}}) \right| \left| \partial_v (r - r_{S_{ds}}) \right| + \left| \partial_u (r - r_{S_{ds}}) \right| |Y\phi| |\partial_v \phi| 
+ \left| \partial_v r_{S_{ds}} \right| |\partial_v r_{S_{ds}}| |r - r_{S_{ds}}| + \Omega_{S_{ds}}^2 \left[ \frac{\Omega_{S_{ds}}^2}{\Omega_{S_{ds}}^2} - 1 \right] \right].
$$

Then, applying estimate (2.25), Proposition 5.2, the bootstrap assumptions (5.3) and (5.4), when $\epsilon \Delta_2 \ll 1$, we deduce that

$$
\left| \partial_v \partial_u \log \left( \frac{r_{S_{ds}}^2 \Omega_{S_{ds}}^2}{r_{S_{ds}}^2 \Omega_{S_{ds}}^2} \right) \right| \leq C e^{\alpha_3(v-|u|)} [e^{2 \Delta_2 e^{-2pu}} + C(\Delta_1, D_1, D_2, D_3, v_0, p) e^{-2pv}].
$$

Integrating the above inequality and choosing $\Delta_2$ suitably large compared to $C(\Delta_1, D_1, D_2, D_3, v_0, p)$, we arrive at

$$
\left| \partial_u \log \left( \frac{r_{S_{ds}}^2 \Omega_{S_{ds}}^2}{r_{S_{ds}}^2 \Omega_{S_{ds}}^2} \right) \right| \leq \frac{1}{2} \Delta_2 e^{\alpha_3(v-|u|)} e^{-2pu}.
$$

This concludes the proof of this proposition. \(\square\)

5.3. Estimates in $N_{\delta,r_0}$. Based on the obtained estimates in the red-shift region, we move to derive estimates in the no-shift region. Employing the bootstrap assumptions (5.6) and (5.7), we first derive the following estimates for $r$ and $\Omega^2$ in $N_{\delta,r_0}$ in the same manner as in Proposition 5.1.

**Proposition 5.6.** Supposing that (5.6) and (5.7) are verified, then for all $(u, v) \in N_{\delta,r_0}$, there hold

$$
\left| -\Omega^{-2} \partial_u r - \frac{1}{2} (u, v) \right| \leq C(\Delta'_1, D_1, D_2, D_3, v_0, p) e^{-2pu},
$$

$$
\left| \partial_v r + \frac{\Lambda}{P(r)} (u, v) \right| \leq C(\Delta'_1, D_1, D_2, D_3, v_0, p) e^{-2pu},
$$

where $C(\Delta'_1, D_1, D_2, D_3, v_0, p) > 0$ is a constant depending on $\Delta'_1, D_1, D_2, D_3, v_0$ and $p$.

In the following, we derive a useful lemma on estimating the double-null coordinates.

**Lemma 5.7.** For all $(u, v) \in N_{\delta,r_0}$, there holds

$$
|v + u - 2r^*(r)| \leq C_{\delta,r_0} C(\Delta'_1, \Delta_1, D_1, D_2, D_3, v_0, p) (1 + \epsilon^2 \Delta_2) e^{-2pu}.
$$

**Proof.** First recall that

$$
r^*(r) := \int_0^r - \frac{1}{\Omega_{S_{ds}}^2(r')} dr' = \int_0^r \frac{3r'}{\Lambda P(r')} dr'.
$$

Then it follows

$$
\frac{dr^*}{dr} = - \frac{3r}{\Lambda P(r)}.
$$

Denoting \( u_\delta(v) = -\delta^{-1} - v \), then we have that \((u_\delta(v), v)\) lies on \( \gamma_\delta \). For any \((u, v) \in N_{\delta, r_0}\), we observe that the following equality holds

\[
\left( v + u - 2r^*(r) \right) \big|_{u_\delta(v)} = \int_{u_\delta(v)}^{u} \partial_u \left( v + u' - 2r^*(r) \right) du' \\
= \int_{r(u_\delta(v), v)}^{r(u, v)} \left( 1 - 2 \frac{dr^*}{dr} \partial_u r \right) (\partial_u r)^{-1} dr' \\
= \int_{r(u_\delta(v), v)}^{r(u, v)} 2(-\partial_u r)^{-1} \frac{3r}{\Lambda P(r)} \left( -\partial_u r - \frac{\Lambda P(r)}{6r} \right) dr'.
\]

Applying (5.27), we then obtain

\[
\left| (v + u - 2r^*(r)) \big|_{u_\delta(v)} \right| \leq C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(1 + \epsilon^2 \Delta_2)e^{-2pv}. \tag{5.23}
\]

To evaluate \( v + u - 2^* (r) \) on \( \gamma_\delta \), we appeal to the following fact. Note that via using (5.12), in \( \mathcal{R}_\delta \) it holds that

\[
|v + u - 2^*(r)| = 2|v^*(r_{SdS}) - r^*(r)| \leq C \epsilon \Delta_2 e^{\alpha_S |v^*|} e^{-2pv} + C(\Delta_1, D_1, D_2, D_3, v_0, p, q) e^{-2pv}.
\]

In particular, restricting on \( \gamma_\delta \), we derive

\[
|v + u_\delta(v) - 2^*(r(u_\delta(v), v))| \leq C(\Delta_1, D_1, D_2, D_3, v_0, p, q) e^{-2pv}. \tag{5.24}
\]

Combining (5.23) and (5.24), we conclude (5.22).

In the no-shift region, the geometric quantities are not close to the corresponding value in the explicit Schwarzschild-de-Sitter solution since the decaying effect around the event horizon gets weaker here. However, the convergence of the quantities to their Schwarzschild-de-Sitter values still holds, but in a weaker way. In particular, we derive the following weak version estimates for the solution:

**Proposition 5.8.** In \( N_{\delta, r_0} \), under bootstrap assumptions (5.6) and (5.7), the following estimates hold:

\[
\left| \frac{3r^2 \Omega^2}{\Lambda P(r)} - 1 \right| \leq C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(1 + \epsilon^2 \Delta_2)e^{-2pv}, \tag{5.25}
\]

\[
|\partial_u \log (r^2 \Omega^2)(u, v) + \frac{2\Lambda}{3} r - r^{-1} + Mr^{-2}|(u, v) \leq C_{r_0} \cdot C(\Delta'_1, D_1, D_2, D_3, v_0, p, q)e^{-2pv}, \tag{5.26}
\]

\[
\left| \partial_u r - \frac{\Lambda P(r)}{6r} \right| (u, v) \leq C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(1 + \epsilon^2 \Delta_2)e^{-2pv}, \tag{5.27}
\]

\[
\left| \partial_u r - 1 \right| (u, v) \leq C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(1 + \epsilon^2 \Delta_2)e^{-2pv}. \tag{5.28}
\]

**Proof.** Integrating (2.5), we have

\[
\partial_u \log (r^2 \Omega^2)(u, v) = \partial_u \log (r^2 \Omega^2)(-\infty, v) + \int_{-\infty}^{u} \left[ -2r^{-2} \partial_u r \partial_u \phi - 2 \partial_u \phi \partial_u \phi \right] \left( u', v \right) du'
\]

\[
= \partial_u \log (r^2 \Omega^2)(-\infty, v) + \int_{r_{H^+}(v)}^{r(u, v)} \left[ -2r^{-2} \partial_u r + 2Y \phi \partial_u \phi + \frac{\Lambda}{2} \Omega^2 \cdot (\partial_u r)^{-1} \right] \left| u' = v(r') \right| dr'
\]

\[
= \partial_u \log (r^2)(-\infty, v) + \partial_u \log (\Omega^2)(-\infty, v) - \int_{r_{H^+}(v)}^{r(u, v)} \left[ r^{-2} - 2Mr^{-3} \right] dr' + \frac{2\Lambda}{3} (r_{H^+}(v) - r)
\]

\[
+ \int_{r_{H^+}(v)}^{r(u, v)} \left[ -2r^{-2} (\partial_u r + \frac{\Lambda P(r')}{6r'}) + 2Y \phi \partial_u \phi + \frac{\Lambda}{2} (\Omega^2 \cdot (\partial_u r')^{-1} + 2) \right] \left| u' = v(r') \right| dr'.
\]
On the RHS of the above equality, the first two terms regarding the initial data obeys
\[
\partial_v \log \left( r^2 (-\infty, v) + \partial_v \log (\Omega^2)(-\infty, v) + \frac{2\Lambda}{3} r_S - r_S^{-1} + M r_S^{-2} \right) \leq C(D_1, D_2, D_3)e^{-2pv}. \]

The last three terms can be bounded via using (5.6), (5.7), (5.20) and (5.21) and they satisfy
\[
\left| \int_{r(u, v)} {2r^2(\partial_v r + \frac{\Lambda P(r)}{6r}) + 2Y \phi \partial_v \phi + \frac{\Lambda}{2} (\Omega^2 \cdot (\partial_v r')^{-1} + 2)|_v' = v(r') dr'} \leq C_{r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}. \]

Combining the above estimates, we hence obtain (5.26):
\[
|\partial_v \log (r^2 \Omega^2)(u, v) + \frac{2\Lambda}{3} r - r^{-1} + M r^{-2} |(u, v) \leq C_{r_0} \cdot C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}. \]

To deduce (5.25), we write
\[
\partial_v \log \left( \frac{3r^2 \Omega^2}{\Lambda r P(r)} \right) = \partial_v \log (r^2 \Omega^2) + \frac{2\Lambda}{3} r - r^{-1} + r r^{-2} - \frac{2\Lambda r - 3r^{-1} + 3M r^{-2}}{3P(r)} (r \partial_v r + P(r)).
\]

It remains to control the last term on the RHS. Notice that
\[
(r_S - r_{SdS})^{-1} = (r_S - r)^{-1} \frac{r_{SdS} - r}{r_S - r_{SdS}} = (r_S - r)^{-1} (1 + \frac{r_{SdS} - r}{r_S - r_{SdS}}).
\]

To bound $(r_S - r)^{-1}$, based on the above observations, on $\gamma_\delta$ we first derive that
\[
(r_S - r)^{-1}(u, v) \leq \frac{1}{r_S - r_\delta} \frac{1}{1 + \frac{r_{SdS} - r}{r_S - r_{SdS}} (u, v)}. \]

Applying (5.12) and using the fact that $v - |u| = -\frac{1}{\delta}$ along $\gamma_\delta$, we deduce
\[
(r_S - r)^{-1}(u_\delta(v), v) \leq C_\delta[1 + \epsilon^2 \Delta_2 e^{-2pv} + C(\Delta_1, D_1, D_2, D_3, v_0, p)e^{-2pv}]. \]

Thanks to the monotonic property $\partial_\delta r < 0$, the estimate (5.30) holds for all $(u, v) \in N_{\delta, r_0}$. Back to (5.29), together with (5.21) and (5.26), this implies for all $(u, v) \in N_{\delta, r_0}$,
\[
\partial_v \log \left( \frac{3r^2 \Omega^2}{\Lambda r P(r)} \right) \leq C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(\epsilon^2 \Delta_2 + 1)e^{-2pv} \leq C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(\epsilon^2 \Delta_2 + 1)e^{-2p|u|}.
\]

Integrating the above inequality with respect to $v$, by (5.14), (5.22) and (5.31), we obtain (5.25)
\[
\log \left( \frac{3r^2 \Omega^2}{\Lambda r P(r)} \right) \leq \log \left( \frac{3r^2 \Omega^2}{\Lambda r P(r)} \right) \bigg|_{u, v_\gamma}(u) + C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(\epsilon^2 \Delta_2 + 1)e^{-2p|u|} \leq C_{\delta, r_0} C(\Delta'_1, D_1, D_2, D_3, v_0, p)(1 + \epsilon^2 \Delta_2)e^{-2pv}.
\]

Employing the above estimate and (5.26), we then prove (5.27). Finally, a combination of (5.21) and (5.27) yields (5.28). This concludes the proof of this proposition. \[\square\]

Now we are in a good position to improve the bootstrap assumptions (5.6) and (5.7):

**Proposition 5.9.** Assume that (5.6) and (5.7) hold. Let $\delta > 0$ be suitably small and $|u_0|$ be suitably large (depending on $\delta$, $\Delta_1$, $\Delta_2$, $D_1$, $D_2$, $D_3$, $v_0$, $r_0$). There exists a sufficiently large $\Delta'_1 > 0$, such that for all $(u, v) \in N_{\delta, r_0}$, we have the following estimates:
\[
r|\partial_\delta \phi|(u, v) \leq \frac{1}{2} \Delta'_1 e^{-pv},
\]
We first integrate (2.7) in \( u \) and (2.8) in \( v \), respectively. These two integrals together lead to the following estimate:

\[
\Phi(r(u,v)) \leq \Phi(r_\delta + \eta) + \max \left\{ \int_{u=0}^{r_\delta + \eta} r^{-1} |\partial_u r| |e^{p(v)}| r \partial_u \phi|(u',v) \, du', \right. \\
\left. \int_{v=r_\delta + \eta}^{v} r^{-1} |\partial_u r| e^{-pu} |r \partial_v \phi|(u,v) \, dv' \right\}
\]

\[
\leq \Phi(r_\delta + \eta) + \max \left\{ \int_{u=0}^{r_\delta + \eta} r^{-1} |\partial_u r| |\partial_u r| e^{p(v+u)} \cdot e^{-pu} |r \partial_u \phi|(u',v) \, du', \right. \\
\left. \int_{v=r_\delta + \eta}^{v} r^{-1} |\partial_u r| |\partial_u r| e^{-p(v+u)} \cdot e^{pv} |r \partial_v \phi|(u,v) \, dv' \right\}
\]

By Lemma 5.7 it holds

\[
e^{p|v+u|} \leq e^{pC_{\delta,r_0} + pC_{\delta,r_0} (C(\Delta_1, \Delta_1, D_1, D_2, D_3, v_0, p) + e^2 \Delta_2)e^{-pu}}.
\]

Then, using the estimate for the ratio of \( \partial_u r \) and \( \partial_v r \) in (5.28), we deduce

\[
\max \left\{ \left| \frac{\partial_u r}{\partial_u r} \right|, \left| \frac{\partial_u r}{\partial_v r} \right| \right\} \leq 1 + C_{\delta,r_0} C(\Delta_1, D_1, D_2, D_3, v_0, p, q)(1 + e^2 \Delta_2)e^{-2pv}.
\]

Note that, in \( N_{\delta,r_0} \), one can pick \( |u_0| \) to be sufficiently large (depending on \( \delta \)) such that

\[
v \geq |u| - \frac{1}{\delta} > \frac{1}{2}|u_0|.
\]
Gathering estimates (5.36), (5.37), (5.38), for \(|u_0|\) being sufficiently large (depending on \(\Delta_2, \Delta_1', \delta, C(\Delta_1, D_2, D_3, v_0)\)), we have

$$e^{p|u+u|} \max \left\{ \left| \frac{\partial_u r}{\partial_u r} \right|, \left| \frac{\partial_u r}{\partial_r r} \right| \right\} \leq 4e^{pC_{\delta, r_0}}.$$  

Now we take \(\Delta_1' \geq \left( \frac{\epsilon_0}{r_0} \right)^4 e^{pC_{\delta, r_0}} \Delta_1\). Employing the standard Grönwall’s inequality, we obtain

$$\Phi(r(u, v)) \leq \Phi(r_\delta + \eta) \left( \frac{r_\delta + \eta}{r} \right)^4 e^{pC_{\delta, r_0}} \leq \frac{1}{2} \Delta_1 \left( \frac{r_\delta}{r_0} \right)^4 e^{pC_{\delta, r_0}} \leq \frac{1}{2} \Delta_1',$$

where \(\Phi(r_\delta + \eta)\) is controlled via (5.3) and (5.4). This establishes (5.33) and (5.34). And (5.35) follows directly by applying (5.27) to (5.34).

Since we already improve the estimates in bootstrap assumptions (5.3)–(5.7), via the standard continuity argument we then conclude

**Proposition 5.10.** For a sufficiently small \(|U_0|\), in the region

$$D_{\infty, r_0} := [0, U_0] \times [v_0, \infty) \cap \{r \geq r_0\},$$

there exists a smooth solution \((r, \Omega^2, \phi)\) to the spherically symmetric Einstein-scalar field system (1.1) arising from initial data prescribed as in Section 4. Furthermore, in \(D_{\infty, r_0}\), the solution satisfies the estimates (5.3)–(5.7) and all the estimates in Sections 5.2 and 5.3.

### 5.4. Lower bound estimates for the scalar field.

In this subsection, we present the lower bound estimates for \(\partial_u \phi\) and \(\partial_r \phi\) in the region \(D_{\infty, r_0}\).

**Proposition 5.11.** Let \(\epsilon > 0\) be suitably small and \(|u_0|\) be suitably large. Then there exists a sufficiently large \(v_1\) (depending on \(r_0, \epsilon, D_1, \Delta_1'\)) greater than \(v_0\) such that for all \((u, v)\) in \(\{r \geq r_1\}\) with \(v \geq v_1\) and \(r_S > r_1 \geq r_0\), there hold

$$r \partial_u \phi(u, v) \geq (D_1 - \epsilon)e^{-qv}, \quad (5.40)$$

$$r^2 Y \phi(u, v) \geq (D_1 - \epsilon)\left( \frac{\Lambda P(r_1)}{3r_1^2} + \frac{1}{2} r_1^{-1}(1 - \Lambda r_1^2) + \epsilon_0 r_S^{-1} \right)e^{-qv}, \quad (5.41)$$

where \(Y \phi = -\frac{1}{\partial_u r} \partial_u \phi\).

Furthermore, along \(\{r = r_1\}\), for \(v \geq v_1\), we also have

$$r \partial_u \phi|_{r=r_1} \geq \frac{1}{2} \left( \frac{\Lambda P(r_1)}{3r_1^2} + \frac{3}{2} r_1(1 - \Lambda r_1^2) + 3\epsilon_0 r_S^{-1} \right)(D_1 - \epsilon)e^{-qv}. \quad (5.42)$$

**Proof.** First, since \(Y \phi(U, v_1)\) is continuous in \(U\) along \(v = v_0\), hence by (4.8), for suitably large \(|u_0|\), we have that

$$r^2 Y \phi(u, v_1) \geq \frac{D_1}{\alpha_S - q}(1 - 2\epsilon)e^{-qv}. \quad (5.43)$$
Invoking this to (2.10), for \( v \geq v_1 \) it then follows that \( Y \phi \geq 0 \). Integrating (2.7) and employing (4.3), (4.6), (5.4), (5.9), (5.15), for all \( v \geq v_1 \) we obtain that:

\[
\begin{align*}
    r \partial_v \phi(u, v) &= r \partial_v \phi(-\infty, v) + \int_{-\infty}^{u} [\partial_v r \partial_r r Y \phi](u', v) \, du' \\
    &= r \partial_v \phi(-\infty, v) - \int_{r(u, v)}^{r_{H^+}(v)} \partial_v r Y \phi \bigg|_{r' = r} \, dr' - \int_{r_{A}(v)}^{r_{H^+}(v)} \partial_v r Y \phi \bigg|_{r' = v} \, dr' \\
    &\geq r \partial_v \phi(-\infty, v) - \int_{r_{A}(v)}^{r_{H^+}(v)} \partial_v r Y \phi \bigg|_{r' = v} \, dr' \\
    &\geq r \partial_v \phi(-\infty, v) - \sup_{-\infty \leq u' \leq r_{A}(v)} | \partial_r Y \phi |(u', v) \\
    &\geq D_1 e^{-q v} - C(\Delta_1, D_1, D_2, D_3, v_0, p) e^{-5p v}.
\end{align*}
\]

Noting that \( q < 5p \), we can whence choose \( v_1 \) to be sufficiently large (depending on \( D_1, \Delta_1, \epsilon \)) such that for all \( v \geq v_1 \), the estimate (5.40) holds

\[
r \partial_v \phi(u, v) \geq (D_1 - \epsilon) e^{-q v}.
\]

Furthermore, for an arbitrary small constant \( \epsilon_0 > 0 \), we define

\[
    \delta_1 := (D_1 - \epsilon) f(r_1, \epsilon_0)^{-1}
\]

with

\[
f(r, \epsilon_0) := \frac{\Lambda P(r)}{3r^2} + \frac{1}{2} r^{-1} (1 - \Lambda r^2) + \epsilon_0 r^{-1}.\]

Here \( f(r_1, \epsilon_0) \) is well-defined and positive since \( r_1 < r_0 \). Moreover, via a direct computation, one can verify that it holds

\[
f(r_1, \epsilon_0) \geq f(r, \epsilon_0) \geq f(r_S, \epsilon_0) = \alpha_S + \epsilon_0 r_S^{-1}, \quad \text{for any } r_1 \leq r \leq r_S.
\]

Then, we can express (5.40) as

\[
r \partial_v \phi(u, v) \geq \delta_1 f(r_1, \epsilon_0) e^{-q v}.
\]

We now estimate \( r^2 Y \phi \). Consider its equation of propagation (2.10):

\[
    \partial_v (r^2 Y \phi) = \left[ -\frac{1}{4} r^{-1} \left( \frac{\Omega^2}{-\partial_u r} \right) (1 - \Lambda r^2) + 2 r^{-1} \partial_v r \right] r^2 Y \phi + r \partial_v \phi.
\]

Observe first that by (5.8), (5.9), (5.20) and (5.21), for \( (u, v) \in \{ r \geq r_0 \} \cap \{ v \geq v_1 \} \), we have

\[
    \left| \frac{1}{4} \Omega^2}{-\partial_u r} + 2 \frac{\partial_v r}{r} + \frac{\Lambda P(r)}{3r^2} + \frac{1}{2} r^{-1} (1 - \Lambda r^2) \right| \leq C_0(\Delta_1, \Delta'_1, D_1, D_2, D_3, v_0, p) e^{-2pv} \leq C_0(\Delta_1, \Delta'_1, D_1, D_2, D_3, v_0, p) e^{-2pv} =: \epsilon_0 r_S^{-1},
\]

where \( \epsilon_0 > 0 \) is arbitrarily small if we choose \( v_1 \) to be suitably large. Then, following from (2.10) and (5.43), for \( v \geq v_1 \) it holds that

\[
    \partial_v (r^2 Y \phi) \geq -f(r_1, \epsilon_0) r^2 Y \phi + r \partial_v \phi.
\]

This is equivalent to

\[
    \partial_v (e^{f(r_1, \epsilon_0)v} r^2 Y \phi) \geq e^{f(r_1, \epsilon_0)v} r \partial_v \phi.
\]

Integrating the above inequality, we deduce that

\[
    e^{f(r_1, \epsilon_0)v} r^2 Y \phi(u, v) \geq e^{f(r_1, \epsilon_0)v_1} r^2 Y \phi(u, v_1) + \int_{v_1}^{v} e^{f(r_1, \epsilon_0)v'} r \partial_v \phi(u', v) \, dv'.
\]
We define

\[ r^2 Y \phi(u, v) \geq e^{f(r_1, \epsilon_0)(v_1 - v)} r^2 Y \phi(u, v_1) + f(r_1, \epsilon_0) e^{-f(r_1, \epsilon_0)v} \int_{v_1}^v e^{f(r_1, \epsilon_0)v'} \delta_1 e^{-qv'} dv'. \]

Employing (5.43) and (5.45), it follows that

\[ \geq e^{f(r_1, \epsilon_0)(v_1 - v)} \left[ \frac{D_1}{\alpha s - q} (1 - 2\epsilon) - \frac{\delta_1 f(r_1, \epsilon_0)}{f(r_1, \epsilon_0) - q} \right] e^{-qv_1} + \frac{\delta_1 f(r_1, \epsilon_0)}{f(r_1, \epsilon_0) - q} e^{-qv} \]

\[ \geq \frac{\delta_1 f(r_1, \epsilon_0)}{f(r_1, \epsilon_0) - q} e^{-qv}. \]

Here, we use the following fact: for suitably small \( \epsilon > 0 \), noting that by (5.44), it holds

\[ \frac{D_1}{\alpha s - q} (1 - 2\epsilon) > \frac{\delta_1 f(r_1, \epsilon_0)}{f(r_1, \epsilon_0) - q} = \frac{D_1 - \epsilon}{f(r_1, \epsilon_0) - q}. \]

We hence conclude that

\[ r^2 Y \phi(u, v) \geq (D_1 - \epsilon) \left( \frac{\Delta P(r_1)}{3r_1^2} + \frac{1}{2} r_1^{-1} (1 - \Delta r_1^2) + \epsilon_0 r_1^{-1} \right) - e^{-qv}. \]

Finally, for \( v_1 \) suitably large compared to \( r_0^{-1} \), together with (5.27), we arrive at

\[ r \partial_u \phi|_{r=r_1} = (-\partial_u r) r Y \phi|_{r=r_1} \geq \frac{1}{2} \Delta P(r_1) + \frac{2}{2} r_1^2 (1 - \Delta r_1^2) + \epsilon_0 r_1^{-2} (D_1 - \epsilon) e^{-qv}. \]

This finishes the proof of this proposition. \( \square \)

Applying the above result, we can further show the following proposition.

**Proposition 5.12.** For a sufficiently small \( \epsilon > 0 \), there exist sufficiently large \( v_1 \geq v_0 \) and \( |u_1| > |u_0| \) (depending on \( r_0, \epsilon, D_1, \Delta_1, \Delta_1' \)), such that for all \( (u, v) \in \{ v \geq v_1, |u| \geq |u_1|, r_0 \leq r \leq r_1 \} \), the following estimates hold:

\[ r \partial_u \phi(u, v) \geq \frac{1}{2} \Delta P(r_1) + \frac{3}{2} r_1 (1 - \Delta r_1^2) + \epsilon_0 r_1^{-2} (D_1 - \epsilon) e^{-qv}, \]

\[ (5.46) \]

\[ r \partial_u \phi(u, v) \geq \frac{1}{2} C_{r_0, r_1} \Delta P(r_1) + \frac{3}{2} r_1 (1 - \Delta r_1^2) + \epsilon_0 r_1^{-2} (D_1 - \epsilon) e^{-qv}. \]

\[ (5.47) \]

**Proof.** We define

\[ \Phi(s) := \min \left\{ \inf_{\{r(u,v)=s\} \cap \{|u| \geq |u_1|, v \geq v_1\}} e^{qv} r \partial_u \phi, \inf_{\{r(u,v)=s\} \cap \{|u| \geq |u_1|, v \geq v_1\}} e^{-qv} r \partial_u \phi \right\}. \]

Here we require \( r_0 \leq s \leq r_1 \), \( |u_1| > |u_0| \) and \( v_1(u) > v_1 \) for all \( |u| \geq |u_1| \). See the following figure.

**Figure 7.** Relevant region for the lower bound estimate.
Integrating (2.7) in \( u \) and (2.8) in \( v \), and noting that \( \partial_v \phi > 0 \) and \( \partial_u \phi > 0 \) in \( \{ r \geq r_0 \} \cap \{ v \geq v_1 \} \) guaranteed by Proposition 5.11 we derive

\[
\Phi(r(u, v)) \geq \Phi(r_1) + \min \left\{ \int_{u_{\partial_+}(v)}^{u} r^{-1}(-\partial_r) e^{qv} r \partial_v \phi(u', v) \, du', \right. \\
\left. \int_{v_{\partial_+}(u)}^{v} r^{-1}(-\partial_r) e^{-qu} r \partial_u \phi(u', v') \, du' \right\} \\
= \Phi(r_1) + \min \left\{ \int_{u_{\partial_+}(v)}^{u} r^{-1} \frac{-\partial_r}{-\partial_u} r \partial_u \phi(u, v') \, du', \right. \\
\left. \int_{v_{\partial_+}(u)}^{v} r^{-1} \frac{-\partial_r}{-\partial_u} r \partial_u \phi(u', v) \, du' \right\} \\
\geq \Phi(r_1).
\]

Together with Lemma 5.7 and Proposition 5.11 for \( |u_0| \) sufficiently large, we then obtain (5.46) and (5.47)

\[
r \partial_v \phi(u, v) \geq \frac{1}{2} \frac{\Delta P(r_1)}{2 \Lambda P(r_1) + \frac{3}{2} r_1 (1 - \Lambda r_1^2) + 3 \epsilon_0 r_1^2 r_S} (D_1 - \epsilon) e^{-qv},
\]

\[
r \partial_u \phi(u, v) \geq \frac{1}{2} \frac{C_{r_0, r_1} \Delta P(r_1)}{C_{r_0, r_1} \Lambda P(r_1) + \frac{3}{2} r_1 (1 - \Lambda r_1^2) + 3 \epsilon_0 r_1^2 r_S} (D_1 - \epsilon) e^{-qv}.
\]

In particular, we set \( C_{\text{low}} := \inf_{r_0 \leq r_1 \leq r_S} \frac{1}{2} \frac{\min\{1, C_{r_0, r_1} \Lambda P(r_1)\}}{\Lambda P(r_1) + \frac{3}{2} r_1 (1 - \Lambda r_1^2) + 3 \epsilon_0 r_1^2 r_S} \). The above proposition hence implies

\[
r^2 \partial_v \phi(u_{r_0}(v'), v') \geq C_{\text{low}} r_0 (D_1 - \epsilon) e^{-qv}, \tag{5.48}
\]

\[
r^2 \partial_u \phi(u_{r_0}(v'), v) \geq C_{\text{low}} r_0 (D_1 - \epsilon) e^{-qv}. \tag{5.49}
\]

6. Estimates near spacelike singularity

In this section, we proceed to derive quantitative estimates near the spacelike singularities which will lead to the ultimate curvature blow-up estimates in Theorem 1.4.

For the rest of this section, we first fix a parameter \( r_0 > 0 \) and set it to be sufficiently small. Our estimates will be carried out in the region

\[
\{ |u| \geq |u_1| + 2 v_{r=0}(u_1), \, v \geq \max\{v_1, \bar{v}_1\} \} \cap \{ r(u, v) \leq r_0 \}
\]

with \( u_1, v_1 \) given in Proposition 5.12. Furthermore, we claim that there exists a sufficiently large \( \bar{v}_1 \), such that for \( v \geq \bar{v}_1 \) the following estimate along \( r = r_0 \) holds

\[
|\partial_v \log(r \Omega^2)(u_{r_0}(v), v)| \leq \frac{1}{r_0}. \tag{6.1}
\]

This is achieved via using the estimates in Proposition 5.6 and Proposition 5.8. Note that in Proposition 5.8 the estimate (5.26) can be reformulated as

\[
|\partial_v \log(r \Omega^2) + \frac{1}{r^2} (r \partial_r + \frac{\Lambda P(r)}{6}) - \frac{1}{2r} + \frac{\Lambda r}{2}|(u_{r_0}(v), v) \leq C_{\gamma_0} C(\Delta_1, D_1, D_2, D_3, v_0, p, q) e^{-2pv}. \tag{6.2}
\]
Employing triangle inequalities, this implies

\[ |\partial_u \log (r \Omega^2)(u_{r_0}(v), v)| \]
\[ \leq |\partial_u \log (r \Omega^2) + \frac{1}{r^2} (r \partial_u r + \frac{\Lambda P(r)}{6}) - \frac{1}{2r} + \frac{\Lambda r}{2} |(u_{r_0}(v), v) + \frac{1}{r^2} |r \partial_u r + \frac{\Lambda P(r)}{6}|(u_{r_0}(v), v) \]
\[ + \left( \frac{1}{2r_0} - \frac{\Lambda r_0}{2} \right). \]

Combining this with the estimate (5.21) for \(|r \partial_u r + \frac{\Lambda P(r)}{6}|, and choosing \(v \geq \tilde{v}_1 \) with \(\tilde{v}_1\) large, we thus arrive at (6.1).

6.1. Preliminary Estimates for \(r \partial_u r\) and \(r \partial_u r\). Based on the obtained estimates in Section 5 via a monotonicity argument, we derive the following estimates for \(r \partial_u r\) and \(r \partial_u r\) in the region \(\{r \leq r_0\}\).

**Proposition 6.1.** There exists a sufficiently small \(\epsilon > 0\), such that for any \((u, v)\) satisfying \(|u| \geq \ |u_1| + 2v_{r=0}(u_1)\) and \(r(u, v) \leq r_0\), the following estimates hold

\[ |(r \partial_u r + \frac{\Lambda}{6} P(r))(u, v)| \leq C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv} \]
\[ + [1 + C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}] \cdot |r_0 - r(u, v)| \] \[ \leq \epsilon, \] \[ |(r \partial_u r + \frac{\Lambda}{6} P(r))(u, v)| \leq C_{\delta, r_0}(C(\Delta'_1, D_1, D_2, D_3, v_0, p) + \epsilon \Delta_2)e^{-2p|u|} \]
\[ + [1 + C(\Delta_1, D_2, D_3, v_0)e^{-2pv}] \times [1 + C_{\delta, r_0}(C(\Delta_1, D_2, D_3, v_0) + \epsilon \Delta_2)e^{-2p|u|}] \]
\[ \times [r_0 - r(u, v)] \leq \epsilon. \]

**Proof.** For \(r \partial_u r(u, v)\), we first rewrite (2.1) as

\[ \partial_u (r \partial_u r + \frac{\Lambda}{6} P(r)) = -\frac{1}{4} \Omega^2 (1 - \Lambda r^2) + (\frac{\Lambda}{2} r^2 - \frac{1}{2}) \partial_u r. \]

Integrating this equation with respect to \(u\), we obtain

\[ (r \partial_u r + \frac{\Lambda}{6} P(r))(u, v) \]
\[ = (r \partial_u r + \frac{\Lambda}{6} P(r))(u_{r_0}(v), v) - \int_{u_{r_0}(v)}^{u} \frac{\Omega^2}{4 \partial_u r} (1 - \Lambda r^2) \partial_u r du' - \frac{1}{2} \int_{u_{r_0}(v)}^{u} (1 - \Lambda r^2) \partial_u r du'. \]

Along \(r = r_0\), applying Proposition 5.6, we bound the first term as

\[ \left| r \partial_u r + \frac{\Lambda}{6} P(r) \right| (u_{r_0}(v), v) \leq C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}. \]

We then estimate the term \(-\frac{\Omega^2}{\partial_u r}\). By reformulating (2.11) as

\[ \partial_u \left( \log \frac{\Omega^2}{-\partial_u r} \right) = \frac{r}{\partial_u r} (\partial_u \phi)^2 \leq 0, \]
we observe the following monotonicity

\[
0 \leq \frac{\Omega^2(u, v)}{-\partial_u r(u, v)} \leq \frac{\Omega^2(u_{r_0}(v), v)}{-\partial_u r(u_{r_0}(v), v)}.
\] (6.6)

Combining (6.6) with the estimate (5.20) in Proposition 5.6 and noting the fact that \(1 - \Lambda r^2 \leq 1\), we derive

\[
|\int_{u_{r_0}(v)}^{u} \left(\frac{\Omega^2}{4\partial_u r} + \frac{1}{2}\right)(1 - \Lambda r^2)(u', v) \cdot \partial_u r(u', v) du'|
\]

\[
= \int_{r_0}^{r(u, v)} \left(\frac{\Omega^2}{4\partial_u r} + \frac{1}{2}\right)(1 - \Lambda r^2) dr(u', v)
\]

\[
\leq \int_{r_0}^{r_0} \left(\frac{\Omega^2}{4\partial_u r} + \frac{1}{2}\right) dr(u', v) \leq \int_{r_0}^{r_0} \left(\frac{\Omega^2}{4\partial_u r} |(u_{r_0}(v), v) + \frac{1}{2}| dr(u', v)
\]

\[
\leq \int_{r_0}^{r_0} \left[1 + C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}\right] \cdot dr(u', v)
\]

\[
\leq [1 + C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}] \cdot [r_0 - r(u, v)].
\]

Putting these estimates back to (6.5), for \(r(u, v) \leq r_0\), we thus obtain

\[
|\left(r\partial_u r + \frac{A}{6}P(r)\right)(u, v)| \leq C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}
\]

\[
+ [1 + C(\Delta'_1, D_1, D_2, D_3, v_0, p)e^{-2pv}] \cdot [r_0 - r(u, v)].
\]

Hence, for sufficiently large \(v\) and sufficiently small \(r_0\), we prove

\[
|r\partial_u r(u, v) + \frac{A}{6}P(r)| \leq \epsilon.
\]

Analogously, employing Proposition 5.8 \(|r\partial_u r + \frac{A}{6}P(r)|\) obeys a similar estimate. 

Recall that in Proposition 6.1, for any \(\tilde{q} = (u_{\tilde{q}}, v_{\tilde{q}}) \in S\) we have showed that \(\lim_{u \to u_{\tilde{q}}} r\partial_u r(u, v_{\tilde{q}})\) and \(\lim_{v \to v_{\tilde{q}}} r\partial_u r(u_{\tilde{q}}, v)\) exist. Now, according to Proposition 6.1 we further denote

\[
\lim_{u \to u_{\tilde{q}}} r\partial_u r(u_{\tilde{q}}, v) = -M + f_2(v_{\tilde{q}}) \text{ and } \lim_{v \to v_{\tilde{q}}} r\partial_u r(u_{\tilde{q}}, v) = -M + f_1(u_{\tilde{q}}).
\] (6.7)

Repeating the proof in Proposition 3.3 via estimates (6.3) (6.4) and the triangle inequalities, we deduce the following proposition.

**Proposition 6.2.** For sufficiently small \(r_0 > 0\) and any \((u, v) \in J^{-}(\tilde{q}) \cap \{r(u, v) \leq r_0\}\), there holds

\[
|r\partial_u r(u, v) + M - f_1(u_{\tilde{q}})| \leq 2r(u, v)^{\frac{1}{5}},
\]

\[
|r\partial_u r(u, v) + M - f_2(v_{\tilde{q}})| \leq 2r(u, v)^{\frac{1}{5}},
\] (6.8)

where \(f_1(u)\) and \(f_2(v)\) are continuous functions satisfying

\[
|f_1(u_{\tilde{q}})| \leq \epsilon + r_{0}^{\frac{1}{5}} \leq 2\epsilon, \quad |f_2(v_{\tilde{q}})| \leq \epsilon + r_{0}^{\frac{1}{5}} \leq 2\epsilon.
\] (6.9)
By (6.8) and (6.9), this implies

First, we differentiate the equation

Proof.

Remark 4. In a fixed small region near the spacelike singularity the estimates in Proposition 6.3 and in Section 5 are (locally) uniformly dependent on the values of the local limits \( C_1, C_2 \). Whereas, in this section, the constants \( C_1, C_2 \) are proved to be close to \( M \), which renders the estimate (6.8) to be a global one.

Remark 5. The \( \frac{r^3}{2} \) remainder in (6.8) will be sharpened to \( \frac{r^4}{2} \) in Section 6.4.

6.2. Estimates for global coordinates \( u \) and \( v \). Here we derive a useful estimate about the coordinates \( u \) and \( v \).

Proposition 6.3. For any \( 0 \leq r_1 \leq r_0 \) and \( |u| \geq |u_1| + 2v_{r=0}(u_1) \), along \( r = r_1 \), there holds

\[
[u - u_1 - v_{r=0}(u_1)](1 - 6M^{-1} \epsilon) \leq v_{r_1}(u) \leq [u - u_1 - v_{r=0}(u_1)](1 + 6M^{-1} \epsilon),
\]

where \( v_{r_1}(u) \) is required to satisfy \( r_1 = r(u, v_{r_1}(u)) \).

Proof. First, we differentiate the equation \( r_1^2/2 = r(u, v_{r_1}(u))^2/2 \) along \( r = r_1 \) and obtain

\[
0 = (r \partial_u r)(u, v_{r_1}(u)) + v_{r_1}'(u) \cdot (r \partial_u r)(u, v_{r_1}(u))
\]

\[
= [(r \partial_u r)(u, v_{r_1}(u)) + M - f_1(u)] - M + f_1(u)
\]

\[
+ v_{r_1}'(u) \cdot [(r \partial_u r)(u, v_{r_1}(u)) + M - f_2(v)] + v_{r_1}'(u) \cdot [-M + f_2(v)].
\]

By (6.8) and (6.9), this implies

\[-1 - 5M^{-1} \epsilon - 5M^{-1} r_1 \frac{3}{2} \leq v_{r_1}'(u) \leq -1 + 5M^{-1} \epsilon + 5M^{-1} r_1 \frac{3}{2}.\]

Integrating this inequality, we get

\[
(u - u_1)[-1 + 5M^{-1} \epsilon + 5M^{-1} r_1 \frac{3}{2}] + v_{r_1}(u_1) - v_{r=0}(u_1)
\]

\[
\leq v_{r_1}(u) - v_{r=0}(u_1)
\]

\[
\leq (u - u_1)[-1 - 5M^{-1} \epsilon - 5M^{-1} r_1 \frac{3}{2}] + v_{r_1}(u_1) - v_{r=0}(u_1).
\]

Along \( u = u_1 \), note that there holds

\[-r_1^2(u_1, v_{r_1}(u_1)) = r^2(u_1, v_{r=0}(u_1)) - r_1^2(u_1, v_{r_1}(u_1))
\]

\[
= \int_{v_{r=0}(u_1)}^{v_{r_1}(u_1)} \partial_u [r^2](u_1, v') dv'
\]

\[
= 2 \int_{v_{r=0}(u_1)}^{v_{r_1}(u_1)} \{[r \partial_u r(u_1, v') + M - f_2(v')] - M + f_2(v')\} dv'.
\]

Thus, by (6.8) and (6.9), the above formula yields

\[|v_{r_1}(u_1) - v_{r=0}(u_1)| \leq M^{-1} r_1^2.\]
Substituting this estimate in (6.11), we deduce

\[(u - u_1)[-1 + 5M^{-1}\epsilon + 5M^{-1}r_1^\frac{1}{2}] - M^{-1}r_1^2 + v_r=0(u_1)\]

\[\leq \nu_1(u)\]

\[\leq (u - u_1)[-1 - 5M^{-1}\epsilon - 5M^{-1}r_1^\frac{1}{2}] + M^{-1}r_1^2 + v_r=0(u_1).\]

By taking \(|u| \geq |u_1| + 2v_r=0(u_1)\) and requiring \(v_r=0(u_1)\) to be sufficiently large, the desired estimate (6.10) follows.

6.3. Estimates for \(\partial_u\phi(u, v)\) and \(\partial_v\phi(u, v)\). In this subsection, we derive upper and lower bounds for \(\partial\phi\). To begin with, we recall the following inequality in [3].

**Proposition 6.4** (Reverse Grönwall inequality [3]). Let \(t_0 \in \mathbb{R}\) and \(\psi, \beta : [t_0, \infty) \to \mathbb{R}\) be positive continuous functions. Set \(A > 0\) to be a positive constant and assume that \(\psi(t)\) satisfies:

\[
\psi(t) \geq A + \int_{t_0}^{t} \beta(s)\psi(s)ds \quad \text{for any} \quad t \geq t_0.
\]

Then it holds

\[
\psi(t) \geq A \cdot e^{\int_{t_0}^{t} \beta(s)ds}.
\]

Now we state our estimates for \(\partial\phi\).

**Proposition 6.5.** For \((u, v) \in \{|u| \geq |u_1| + 2v_r=0(u_1), v \geq v_1\} \cap \{r(u, v) \leq r_0\}\), we have

\[
r^2[\partial_u\phi](u, v) \leq \hat{D}_1 e^{-\theta|u-u_1-v_r=0(u_1)|},
\]

\[
r^2[\partial_u\phi](u, v) \leq \hat{D}_2 e^{-\theta|u-u_1-v_r=0(u_1)|},
\]

\[
r^2\partial_v\phi(u, v) \geq D'_1 e^{-\varphi|u_1-v_r=0(u_1)|},
\]

\[
r^2\partial_v\phi(u, v) \geq D'_2 e^{-\varphi|u_1-v_r=0(u_1)|},
\]

where \(\hat{D}_1 = \hat{D}_2 = 8\Delta_1' r_S\) with the constant \(\Delta_1'\) defined in Proposition 5.9 and \(D'_1 = D'_2 = \frac{1}{2}C_{\text{low}}r_0(D_1 - \epsilon)\) as defined in (5.48) and (5.49).

**Proof.** We consider \((u, v) \in J^-(\hat{q})\) with \(\hat{q} \in \mathcal{S}\). According to (6.7), we denote the limits \(C_1(\hat{q}) := M - f_1(u_\hat{q})\) and \(C_2(\hat{q}) := M - f_2(v_\hat{q})\) which are positive constants. We then reformulate (2.7) and (2.8) as

\[
\partial_u \left( C_1 r \partial_u \phi \right) = \frac{C_1}{C_2} \cdot \frac{1}{r} \cdot \frac{-\partial_u r}{\partial_u r} \left( C_2 r \partial_u \phi \right) \cdot \partial_u r,
\]

\[
\partial_v \left( C_2 r \partial_u \phi \right) = \frac{C_2}{C_1} \cdot \frac{1}{r} \cdot \frac{-\partial_u r}{\partial_u r} \left( C_1 r \partial_u \phi \right) \cdot \partial_u r.
\]

Note that by (6.8) and (6.9), there exist \(h_1(u, v), h_2(u, v)\) such that

\[
\frac{C_1}{C_2} \cdot \frac{-\partial_u r}{\partial_u r} = -1 - h_1, \quad \frac{C_2}{C_1} \cdot \frac{-\partial_u r}{\partial_u r} = -1 - h_2,
\]

with \(h_1, h_2\) being of order \(O(r^{\frac{1}{2}})\). Then we further rewrite (6.14) and (6.15) as

\[
\partial_u \left( C_1 r \partial_u \phi \right) = -\frac{1 + h_1}{r} \left( C_2 r \partial_u \phi \right) \cdot \partial_u r,
\]

\[
\partial_v \left( C_2 r \partial_u \phi \right) = -\frac{1 + h_2}{r} \left( C_1 r \partial_u \phi \right) \cdot \partial_u r.
\]

We are now ready to prove (6.13). Denote \(L_r\) to be the \(r\)-level sets within \(J^-(\hat{q})\). We define

\[
\tilde{\Psi}(r) := \max \{ \sup_{P \in L_r} |C_2 \cdot r \partial_u \phi|(P), \sup_{Q \in L_r} |C_1 \cdot r \partial_v \phi|(Q) \}.
\]
Then for any \( \tilde{q}_{\tilde{r}} \in J^{-}(\tilde{q}) \cap L_{\tilde{r}} \), via integrating (6.16) and (6.17), we have
\[
|C_{1}r \partial_{u} \phi|(\tilde{q}_{\tilde{r}}) \leq \tilde{\Psi}(r_{0}) + \int_{u(Q_{r_{0}})}^{u(\tilde{q}_{\tilde{r}})} \left( \frac{1 + h_{1}}{r} \right) \cdot |C_{2}r \partial_{u} \phi| \cdot \partial_{u} r \bigg|_{r=r_{0}, v_{q}} \, du \leq \tilde{\Psi}(r_{0}) + \int_{r(Q_{r_{0}})}^{r(\tilde{q}_{\tilde{r}})} \left( \frac{1 + h_{1}}{r} \right) \cdot |C_{2}r \partial_{u} \phi| \bigg|_{r=r_{0}, v_{q}} \, dr,
\]
(6.18)
and
\[
|C_{2}r \partial_{u} \phi|(\tilde{q}_{\tilde{r}}) \leq \tilde{\Psi}(r_{0}) + \int_{r(\tilde{q}_{\tilde{r}})}^{r(Q_{r_{0}})} \left( \frac{1 + h_{2}}{r} \right) \cdot |C_{1}r \partial_{v} \phi| \bigg|_{u=u_{\tilde{q}_{\tilde{r}}}} \, dr.
\]
(6.19)
These two inequalities together yield
\[
\tilde{\Psi}((\tilde{q}_{\tilde{r}})) \leq \tilde{\Psi}(r_{0}) + \int_{r_{0}}^{r_{\tilde{r}}} \left( \frac{1 + \max\{h_{1}, h_{2}\}}{r} \right) \cdot \tilde{\Psi}(r) \, dr.
\]
Applying Grönwall's inequality, we deduce that
\[
\tilde{\Psi}((\tilde{q}_{\tilde{r}})) \leq \tilde{\Psi}(r_{0}) \times e^{\int_{r_{0}}^{r_{\tilde{r}}} \frac{1 + \max\{h_{1}, h_{2}\}}{r}} \, dr = \tilde{\Psi}(r_{0}) \times e^{-\ln \frac{r_{0}}{r_{\tilde{r}}} + \int_{r_{0}}^{r_{\tilde{r}}} \frac{1 + \max\{h_{1}, h_{2}\}}{r}} \, dr \leq \frac{2r_{0}}{\tilde{r}} \tilde{\Psi}(r_{0}).
\]
This implies that for \( (u, v) \in J^{-}(\tilde{q}) \cap \{r(u, v) \leq r_{0}\} \)
\[
C_{2} \cdot r^{2}\partial_{u} \phi|(u, v) \leq 2r_{0} \tilde{\Psi}(r_{0}) \quad \text{and} \quad C_{1} \cdot r^{2}\partial_{v} \phi|(u, v) \leq 2r_{0} \tilde{\Psi}(r_{0}).
\]
(6.20)
We now apply the estimates obtained in Section 5.1 to bound \( r_{0}\tilde{\Psi}(r_{0}) \). By Proposition 5.9, along \( r(u', v') = r_{0} \), there holds
\[
r_{0}^{2}\partial_{u} \phi|(u_{r_{0}}(v'), v') \leq \frac{r_{S}}{2} \Delta_{1} e^{-p v'}, \quad r_{0}^{2}\partial_{v} \phi|(u_{r_{0}}(v'), v') \leq \frac{r_{S}}{2} \Delta_{1} e^{-p v'}.
\]
(6.21)
Then via Lemma 5.7 and Proposition 6.3 for \( (u', v') \) satisfying \( |u'| \geq |u_{1}| + 2v_{r=0}(u_{1}) \), we derive
\[
|C_{1} \cdot r^{2}\partial_{u} \phi|(u_{r_{0}}(v'), v') \leq \frac{C_{1}r_{S}}{2} \Delta_{1} e^{-p v'} \leq C_{1}r_{S}\Delta_{1} e^{-p[u_{r_{0}}(v')-u_{1}-v_{r=0}(u_{1})]},
\]
\[
|C_{2} \cdot r^{2}\partial_{u} \phi|(u_{r_{0}}(v'), v') \leq \frac{C_{2}r_{S}}{2} \Delta_{1} e^{-p v'} \leq C_{2}r_{S}\Delta_{1} e^{-p[u_{r_{0}}(v')-u_{1}-v_{r=0}(u_{1})]}.
\]
Notice that for \( (u_{r_{0}}(v'), v') \in J^{-}(u, v) \), we further have
\[
e^{-p[u_{r_{0}}(v')-u_{1}-v_{r=0}(u_{1})]} \leq e^{-p[u_{1}-v_{r=0}(u_{1})]}.
\]
Also note that $C_1(q)$ and $C_2(q)$ obey
\[(1 - 2\epsilon)M \leq C_1(q) \leq (1 + 2\epsilon)M, \quad (1 - 2\epsilon)M \leq C_2(q) \leq (1 + 2\epsilon)M.\]
Plugging these to (6.20), we hence arrive at (6.13), i.e.,
\[r^2|\partial_u \phi|(u, v) \leq \frac{3(C_1 + C_2) \cdot r s \cdot \Delta'_1}{C_1} \cdot e^{-p|u - u_0 - v_0 |(u_1)} \leq \tilde{D}_1 e^{-p|u - u_0 - v_0 |(u_1)},\]
\[r^2|\partial_u \phi|(u, v) \leq \frac{3(C_1 + C_2) \cdot r s \cdot \Delta'_1}{C_2} \cdot e^{-p|u - u_0 - v_0 |(u_1)} \leq \tilde{D}_2 e^{-p|u - u_0 - v_0 |(u_1)},\]
where $\tilde{D}_1 = \tilde{D}_2 = 8\Delta'_1 r s$.

Next, we proceed to prove the lower bound estimates. Define
\[\Psi(r) := \inf_{P \in L_r} |C_2 \cdot r \partial_u \phi|(P), \quad \inf_{Q \in L_r} |C_1 \cdot r \partial_u \phi|(Q).\]
Integrating (6.16) and (6.17), we obtain
\[C_1 r \partial_u \phi(\tilde{q}) = C_1 r \partial_u \phi(Q_{r_0}) + \int_{r(Q_{r_0})}^{r(\tilde{q})} -\frac{1 + h_1}{r} \cdot C_2 r \partial_u \phi \bigg|_{v = v_{\tilde{q}}} \, dr,\]
\[C_2 r \partial_u \phi(\tilde{q}) = C_2 r \partial_u \phi(O_{r_0}) + \int_{r(O_{r_0})}^{\tilde{q}} -\frac{1 + h_2}{r} \cdot C_1 r \partial_u \phi \bigg|_{u = u_{\tilde{q}}} \, dr.\]
Combining these two inequalities and employing the reverse Grönwall inequality (see Proposition (5.4)), we derive
\[\Psi(\tilde{r}) \geq \Psi(r_0) \times e^{\int_0^{r_0} \frac{1 + \min(h_1, h_2)}{r} \, dr} = \Psi(r_0) \times e^{\int_0^{r_0} \frac{1 + \min(h_1, h_2)}{r} \, dr} \geq \frac{r_0 \Psi(r_0)}{2\tilde{r}}.\]
Hence for $(u, v) \in J^- (q) \cap \{r(u, v) \leq r_0\}$, the following estimates hold
\[C_2 \cdot r^2|\partial_u \phi|(u, v) \geq r_0 \Psi(r_0)/2, \quad C_1 \cdot r^2|\partial_u \phi|(u, v) \geq r_0 \Psi(r_0)/2. \tag{6.23}\]
Finally, to bound $r_0 \Psi(r_0)$ from below, we employ Proposition (5.12) and recall that for $(u_{r_0}(v'), v') \in J^- ((u, v))$ it holds $e^{-qv'} \geq e^{-qv}$. Then along $r(u', v') = r_0$, we get
\[C_1 \cdot r^2|\partial_u \phi(u_{r_0}(v'), v') \geq C_1 C_{low} r_0 (D_1 - \epsilon) e^{-qv},\]
\[C_2 \cdot r^2|\partial_u \phi(u_{r_0}(v'), v') \geq C_2 C_{low} r_0 (D_1 - \epsilon) e^{-qv}.\]
Substituting these estimates in (6.23), by Proposition (5.3) we then conclude that
\[r^2|\partial_u \phi(u, v) \geq D_1' e^{-q|u - u_0 - v_0 |(u_1)}],\]
\[r^2|\partial_u \phi(u, v) \geq D_2' e^{-q|u - u_0 - v_0 |(u_1)}].\]
Here $D_1' = D_2' = \frac{1}{2}C_{low} r_0 (D_1 - \epsilon)$. This proves the current proposition.

### 6.4. Optimal estimates for $r \partial_u r(u, v)$ and $r \partial_u r(u, v)$.

In line with our optimal estimates shown in Section (5.4), we derive accurate asymptotic behaviours of $r \partial_u r(u, v)$ and $r \partial_u r(u, v)$.

**Proposition 6.6.** For any point $(u, v)$, which satisfies $r(u, v) \leq r_0$, $|u| \geq |u_1| + 2v_{r=0}(u_1)$ and $v$ being sufficiently large, the following estimates hold
\[|r \partial_u r(u, v) + M| \lesssim r(u, v)^\frac{3}{2} + e^{-puq}, \tag{6.24}\]
\[|r \partial_u r(u, v) + M| \lesssim r(u, v)^\frac{3}{2} + e^{-p|u - u_0 - v_0 |(u_1)}]. \tag{6.25}\]
Proof. According to the argument in Section 3.4 for any \((u, v)\) in the shadowed region below, we have the following estimates for \(r \partial_r r(u, v)\) and \(r \partial_v r(u, v)\):

\[
\begin{align*}
|r \partial_r r(u, v) - r \partial_r r(u_{\bar{q}}, v_{\bar{q}})| & \lesssim r(u, v)^{\frac{3}{2}}, \\
|r \partial_v r(u, v) - r \partial_v r(u_{\bar{q}}, v_{\bar{q}})| & \lesssim r(u, v)^{\frac{3}{4}}.
\end{align*}
\]

\[(6.26)\] \[(6.27)\]

The task now is to give an optimal description of \(r \partial_r r(u_{\bar{q}}, v_{\bar{q}})\) and \(r \partial_v r(u_{\bar{q}}, v_{\bar{q}})\). We first rewrite equation (2.1) as

\[
\partial_u (r \partial_v r + \frac{\Lambda}{6} P(r)) = \left( - \frac{1}{4} \Omega^2 - \frac{1}{2} \partial_u r \right) (1 - \Lambda r^2).
\]

Integrating this equation, we obtain

\[
(r \partial_v r + \frac{\Lambda}{6} P(r))(u, v) = (r \partial_v r + \frac{\Lambda}{6} P(r))(u_{r_0}(v), v) - \int_{u_{r_0}(v)}^{u} \left( \frac{\Omega^2}{4 \partial_u r} + \frac{1}{2} \right) (1 - \Lambda r^2) \partial_u r du.
\]

\[(6.28)\]

To control the integration term, we first estimate \(\frac{\Omega^2}{-\partial_u r}\) and we use the Raychauduri equation (2.11) in the following form

\[
\partial_u \left( \log \frac{\Omega^2}{-\partial_u r} \right) = \frac{r}{\partial_u r} (\partial_u \phi)^2.
\]

Integrating this identity, it holds that

\[
\frac{\Omega^2(u, v)}{-\partial_u r(u, v)} = \frac{\Omega^2(u_{r_0}(v), v)}{-\partial_u r(u_{r_0}(v), v)} \exp \left( \int_{r_0}^{r(u, v)} \frac{r^3 (\partial_u \phi)^2}{(r \partial_u r)^2} dr \right).
\]

\[(6.29)\]

For data along \(r = r_0\), using Proposition 5.6 it holds

\[
\left| -\Omega^{-2} \partial_u r - \frac{1}{2} (u_{r_0}(v), v) \right| \leq C(\Delta'_1, D_1, D_2, D_3, \nu_0, p) e^{-2pv}.
\]

For \(v\) sufficiently large, we can write

\[
\frac{\Omega^2(u_{r_0}(v), v)}{4 \partial_u r(u_{r_0}(v), v)} = -\frac{1}{2} + s(u, v) \cdot e^{-pv} \quad \text{with} \quad 0 \leq |s(u, v)| \ll 1.
\]

For the exponential term on the RHS of (6.29), employing Proposition 6.2, Proposition 6.3 and Proposition 6.6 for \(v\) sufficiently large, we have

\[
\exp \left( \int_{r_0}^{r(u, v)} \frac{r^3 (\partial_u \phi)^2}{(r \partial_u r)^2} dr \right) = \exp \left( 2 \tilde{D}_2 \cdot l(u, v) \cdot e^{-2pv} \cdot \ln \frac{r(u, v)}{r_0} \right) = \left( \frac{r(u, v)}{r_0} \right)^{2 \tilde{D}_2 \cdot l(u, v) - 2pv}.
\]
Denote this completes the proof of (6.25). Estimate (6.24) can be derived in the same way.

Therefore, for the integral on the RHS of (6.28), we prove

\[
\left| \int_{0}^{u} \left( \frac{2 \tilde{D}_{2}^{2} \cdot l(u', v) \cdot e^{-2pv}}{r_{0}} \right) - 1 \right| dr + \sup_{u_{\varrho_{0}(v)} \leq u' \leq u} |s(u', v)| \cdot e^{-pv} \cdot [r_{0} - r(u, v)].
\]

Denote \( x = \frac{r(u', v)}{r_{0}} \) and note that \( |2 \tilde{D}_{2}^{2} \cdot l(u, v) \cdot e^{-2pv}| \leq 3 \tilde{D}_{2}^{2} \cdot e^{-2pv} \). By decomposing \( l(u, v) \) into negative part and non-negative part, we now arrive at

\[
\left| \int_{r_{0}}^{r(u, v)} \left( \frac{2 \tilde{D}_{2}^{2} \cdot l(u', v) \cdot e^{-2pv}}{r_{0}} \right) - 1 \right| dr \leq \int_{r_{0}}^{r(u, v)} \left[ - \left( \frac{r(u', v)}{r_{0}} \right) \right] 3 \tilde{D}_{2}^{2} \cdot e^{-2pv} dr
\]

\[
= r_{0} \int_{1}^{\frac{r(u, v)}{r_{0}}} \left( 1 - 3 \tilde{D}_{2}^{2} \cdot e^{-2pv} \right) - 1 dx - r_{0} \int_{1}^{\frac{r(u, v)}{r_{0}}} \left( 1 + 3 \tilde{D}_{2}^{2} \cdot e^{-2pv} \right) dx
\]

\[
= r_{0} \cdot \left( \frac{x - 1}{1 - 3 \tilde{D}_{2}^{2} \cdot e^{-2pv}} \right) - r(u, v) + r_{0} \cdot \left( \frac{x + 1}{1 + 3 \tilde{D}_{2}^{2} \cdot e^{-2pv}} \right) + r(u, v) - r_{0} - 6 \tilde{D}_{2}^{2} \cdot e^{-2pv} \cdot (1 + 3 \tilde{D}_{2}^{2} \cdot e^{-2pv})
\]

This implies

\[
\left| \int_{r_{0}}^{r(u, v)} \left( \frac{2 \tilde{D}_{2}^{2} \cdot l(u', v) \cdot e^{-2pv}}{r_{0}} \right) - 1 \right| dr \leq 2r_{0} \cdot r(u, v) + 7r_{0} \tilde{D}_{2}^{2} \cdot e^{-2pv}.
\]

Substituting the above estimate to (6.28) and using (5.21), we hence obtain

\[
\left| \left( r \partial_{r} r + \frac{\Lambda}{6} P(r) \right) (u, v) \right|
\]

\[
= \left| \left( r \partial_{r} r + \frac{\Lambda}{6} P(r) \right) (u_{\varrho_{0}(v)}, v) - \int_{u_{\varrho_{0}(v)}}^{u} \left( \frac{\Omega^{2}}{4 \partial_{u} r} + \frac{1}{2} \right) (1 - \Lambda r^{2}) \partial_{r} r dr \right|
\]

\[
\leq C(\Delta_{1}, D_{1}, D_{2}, D_{3}, v_{0}p) e^{-2pv} + 2r_{0}^{\frac{1}{2}} \cdot r_{0}^{\frac{1}{2}} + 7r_{0} \tilde{D}_{2}^{2} \cdot e^{-2pv} + r_{0} \cdot e^{-pv}.
\]

In particular, at \( \tilde{q} = (u_{\tilde{q}}, v_{\tilde{q}}) \in S \) with \( r(u_{\tilde{q}}, v_{\tilde{q}}) = 0 \), for sufficiently large \( v_{\tilde{q}} \), there holds

\[
\left| (r \partial_{r} r)(u_{\tilde{q}}, v_{\tilde{q}}) + M \right| \lesssim e^{-pv_{\tilde{q}}}. \tag{6.30}
\]

This completes the proof of (6.25). Estimate (5.24) can be derived in the same way. \( \square \)

The above proposition and estimates (5.24)-(5.25) immediately imply
Corollary 6.7. Along $\mathcal{S}$ towards the timelike infinity $i^+$, both $r\partial_u r$ and $r\partial_v r$ converge to their corresponding Schwarzschild-de Sitter value $-M$ at an inverse exponential rate $e^{-pv}$, i.e., as $v \to \infty$,
\[
    r\partial_u r|_{\mathcal{S}(v)} \to -M,
    r\partial_v r|_{\mathcal{S}(v)} \to -M.
\]

6.5. Estimate for $\Omega^2(u,v)$. With the aid of estimates for $\partial_u \phi$ and $\partial_v \phi$ in Section 6.3, we now derive lower and upper bounds for $\Omega^2(u,v)$ in this subsection. We begin with the derivatives of $\log(r\Omega^2)$.

Proposition 6.8. For $(u,v) \in \{|u| \geq |u_1| + 2v_{\gamma=0}(u_1), v \geq \max\{v_1, \tilde{v}_1\}\} \cap \{r(u,v) \leq r_0\}$, it hold
\[
    \frac{D_1' D_2'}{3M r^2} e^{-2q v} = -\partial_v \log(r\Omega^2)(u,v) \leq \frac{3\tilde{D}_1 \tilde{D}_2}{M r^2} e^{-2p v} + \frac{2}{r(u,v)},
\]
(6.31)
\[
    \frac{D_1' D_2'}{3M r^2} e^{-2q v} < -\partial_v \log(r\Omega^2)(u,v) \leq \frac{3\tilde{D}_1 \tilde{D}_2}{M r^2} e^{-2p v} + \frac{2}{r(u,v)},
\]
(6.32)
where $\tilde{D}_1, \tilde{D}_2, D_1', D_2'$ are defined in Proposition 6.3.

Proof. We first integrate equation (2.3) and obtain
\[
    -\partial_v \log(r\Omega^2)(u,v) = -\partial_v \log(r\Omega^2)(u_{r_0}(v), v) + \int_{u_{r_0}(v)}^u \left(-\frac{\Omega^2}{4r^2} (1 + \Lambda r^2) + 2\partial_u \phi \partial_v \phi\right)(u', v) du'.
\]
Along $r = r_0$, for $v \geq \tilde{v}_1$, according to (6.1), it holds
\[
    |\partial_v \log(r\Omega^2)(u_{r_0}(v), v)| \leq \frac{1}{r_0}.
\]
Then, via Proposition 6.2, Proposition 6.3 and Proposition 6.5, we deduce
\[
    \int_{u_{r_0}(v)}^u 2|\partial_u \phi \partial_v \phi|(u', v) du' \leq \int_{u_{r_0}(v)}^u \frac{3\tilde{D}_1 \tilde{D}_2 e^{-2p v}}{r^4(u', v)} du' = e^{-2p v} \int_{r_0}^{r(u,v)} \frac{1}{r^2} \cdot \frac{3\tilde{D}_1 \tilde{D}_2}{r^2} dr' \leq \frac{3\tilde{D}_1 \tilde{D}_2}{M r^2} e^{-2p v}
\]
and the lower bound estimate
\[
    \int_{u_{r_0}(v)}^u 2\partial_u \phi \cdot \partial_v \phi(u', v) du' \geq \int_{u_{r_0}(v)}^u \frac{D_1' D_2'}{r^4(u', v)} du' = e^{-2q v} \int_{r_0}^{r(u,v)} \frac{1}{r^3} \cdot \frac{D_1' D_2'}{r^2 \partial_u r} dr' \geq \frac{D_1' D_2'}{3M r^2} e^{-2q v}.
\]
Noting that $\partial_u \left(\frac{\Omega^2}{\partial_u r}\right) \leq 0$, together with (5.20), we get
\[
    |\int_{u_{r_0}(v)}^u \frac{\Omega^2}{4r^2} (1 + \Lambda r^2) du'| = \int_{u_{r_0}(v)}^u \frac{\Omega^2}{-\partial_u r} \cdot \frac{1}{4r^2} (1 + \Lambda r^2) \cdot (-\partial_u r) du' \leq -\int_{r_0}^r \frac{3}{4r^2} dr \leq \frac{1}{r}.
\]
Combining all the above estimates, we conclude that
\[
    \frac{D_1' D_2'}{3M r^2} e^{-2q v} - \frac{2}{r(u,v)} \leq -\partial_v \log(r\Omega^2)(u,v) \leq \frac{3\tilde{D}_1 \tilde{D}_2}{M r^2} e^{-2p v} + \frac{2}{r(u,v)}.
\]
The estimate (6.32) can be proved in the same manner. \hfill \Box

The estimate of $r\Omega^2(u,v)$ then follows from Proposition 6.8.
Proposition 6.9. For \((u, v) \in \{|u| \geq |u_1| + 2v_{r=0}(u_1), v \geq \max\{v_1, \tilde{v}_1\}\} \cap \{r(u, v) \leq r_0\}\), there holds

\[
2M - r_0 - \frac{6\tilde{D}_1\tilde{D}_2}{M^2(1 - \epsilon)} e^{-2p|u - u_1 - v_{r=0}(u_1)|} \leq r\Omega^2(u, v) \leq 4(2M - r_0) + \frac{\tilde{D}_1\tilde{D}_2}{6M^2(1 + \epsilon)} e^{-2p|u - u_1 - v_{r=0}(u_1)|}.
\]

Proof. By Proposition 6.8 we have

\[
\log(r\Omega^2)(u, v) = \log(r\Omega^2)(u, v_0(u)) + \int_{v_0(u)}^v \partial_v \log(r\Omega^2)(u, v')dv'.
\]

\[
\geq \log(r\Omega^2)(u, v_0(u)) + \int_{v_0(u)}^v \frac{3\tilde{D}_1\tilde{D}_2}{Mr(u, v')^2} e^{-2pv} - \frac{2}{r(u, v')} dv'.
\]

\[
\geq \log(r\Omega^2)(u, v_0(u)) + \int_{v_0(u)}^v \frac{6\tilde{D}_1\tilde{D}_2}{Mr(u, v')^2} e^{-2p|u - u_1 - v_{r=0}(u_1)|} dv' - \frac{2r_0}{M(1 - \epsilon)}.
\]

\[
= \log(r\Omega^2)(u, v_0(u)) + \int_{r_0(u)}^{r(u, v)} \frac{1}{r} \frac{6\tilde{D}_1\tilde{D}_2}{M^2(1 - \epsilon)} e^{-2p|u - u_1 - v_{r=0}(u_1)|} dr - \frac{2r_0}{M(1 - \epsilon)}.
\]

When \(r_0\) is sufficiently small, it then holds that

\[
r\Omega^2(u, v) \geq \frac{1}{2}(r\Omega^2)(u, v_0(u)) + \frac{r(u, v)}{r_0} \frac{6\tilde{D}_1\tilde{D}_2}{M^2(1 - \epsilon)} e^{-2p|u - u_1 - v_{r=0}(u_1)|}.
\]

Noting that by (5.26), \(r\Omega^2(u, v_0(u)) \geq \frac{2M - r_0}{2}\), we thus obtain

\[
r\Omega^2(u, v) \geq \frac{2M - r_0}{4} + \frac{r(u, v)}{r_0} \frac{6\tilde{D}_1\tilde{D}_2}{M^2(1 - \epsilon)} e^{-2p|u - u_1 - v_{r=0}(u_1)|}.
\]

The upper bound of \(r\Omega^2(u, v)\) can be obtained in the same fashion. 

\[\square\]

7. Blow-up of Kretschmann Scalar (Theorem 1.4)

In this section, we finish the proof of Theorem 1.4 by deriving the accurate blow-up rate for the Kretschmann scalar near the timelike infinity.

7.1. Mass inflation. Recall Proposition 6.9. A direct corollary of it is the mass inflation phenomena, i.e., the blow-up of the Hawking mass \(m\) along the spacelike singularity \(S\).

Proposition 7.1. For \((u, v) \in \{|u| \geq |u_1| + 2v_{r=0}(u_1), v \geq \max\{v_1, \tilde{v}_1\}\} \cap \{r(u, v) \leq r_0\}\) with \(r_0\) being sufficiently small, we have the following lower and upper bound estimates for the Hawking mass

\[
\frac{M}{8} \cdot \left[\frac{r_0}{r(u, v)}\right] \frac{\tilde{D}_1\tilde{D}_2}{M^2(1 + \epsilon)} e^{-2p|u - u_1 - v_{r=0}(u_1)|} \leq m(u, v) \leq \frac{r(u, v)}{2} + 8M \cdot \left[\frac{r_0}{r(u, v)}\right] \frac{\tilde{D}_1\tilde{D}_2}{M^2(1 + \epsilon)} e^{-2p|u - u_1 - v_{r=0}(u_1)|}.
\]

(7.1)

Here \(D'_1 = D'_2 = \frac{1}{2}C_{law}r_0(D_1 - \epsilon)\) as defined in (5.48) and (5.49).
Proof. By the definition of Hawking mass in (2.13), applying Proposition 5.2 and Proposition 6.9 there hold
\[
m(u, v) \geq \frac{r(u, v)}{2} \left(1 + \frac{2}{4 \cdot 2M} \cdot \frac{r_0}{r(u, v)} \cdot \frac{\Omega^2}{8M^2(1+\epsilon)} e^{-2\varphi(u-u_1-v_r=0(u_1))} \cdot \frac{M^2}{r(u, v)} \right) \tag{7.2}
\]
and
\[
m(u, v) \leq \frac{r(u, v)}{2} \left(1 + \frac{2 \cdot 4 \cdot 4}{2M} \cdot \frac{r_0}{r(u, v)} \cdot \frac{\Omega^2}{M^2(1-\epsilon)} e^{-2\varphi(u-u_1-v_r=0(u_1))} \cdot \frac{M^2}{r(u, v)} \right) \leq \frac{r(u, v)}{2} + 8M \cdot \left( \frac{r_0}{r(u, v)} \right) \cdot \frac{\Omega^2}{M^2(1-\epsilon)} e^{-2\varphi(u-u_1-v_r=0(u_1))}.
\]

\[
\square
\]

7.2. Estimates for the Kretschmann scalar. In this section, we derive upper and lower bound estimates for the Kretschmann scalar in Theorem 1.4. The proof relies on Proposition 7.1 and the estimates near $S$ obtained in Section 6. As a conclusion, we have

**Proposition 7.2.** For $(u, v) \in \{|u| \geq |u_1| + 2v_r=0(u_1), v \geq \max\{v_1, \bar{v}_1\} \cap \{r(u, v) \leq r_0\}$, we have that the Kretschmann scalar obeys
\[
c(M) \leq R^{\alpha\beta\mu\nu} R_{\alpha\beta\mu\nu}(u, v) \leq C(M),
\]
where $c(M), C(M)$ are constants depending only on $M$, and $\hat{D}_1, \hat{D}_2, D'_1, D'_2$ are defined in Proposition 6.5.

**Proof.** First, for the lower bound of the Kretschmann scalar, by (3.32) and (7.2), we deduce
\[
R^{\alpha\beta\mu\nu} R_{\alpha\beta\mu\nu}(u, v) \geq \left( \frac{M \cdot r_0}{4r} \cdot \frac{\Omega^2}{8M^2(1+\epsilon)} e^{-2\varphi(u-u_1-v_r=0(u_1))} \right)^2 \geq \frac{c(M)}{r^{6+ \frac{\Omega^2}{2M^2(1+\epsilon)} e^{-2\varphi(u-u_1-v_r=0(u_1))}}}
\]
We then proceed to derive sharp upper bound for $R^{\alpha\beta\mu\nu} R_{\alpha\beta\mu\nu}$. Recall the following expression of the Kretschmann scalar in (3.31):
\[
R^{\alpha\beta\mu\nu} R_{\alpha\beta\mu\nu} = \frac{4}{r^4\Omega^4} \left( 16 \cdot \left( \frac{\partial^2 r}{\partial u \partial v} \right)^2 + 16 \cdot \frac{\partial^2 r}{\partial u^2} \cdot \frac{\partial^2 r}{\partial v^2} \right) + \frac{4}{r^2\Omega^4} \left( -32 \cdot \frac{\partial^2 r}{\partial u \partial v} \cdot \partial_v r \cdot \partial_r \varphi \log \Omega - 32 \cdot \frac{\partial^2 r}{\partial v^2} \cdot \partial_u r \cdot \partial_v \varphi \log \Omega \right) + \frac{4}{r^4\Omega^4} \left( 16 \cdot (\partial_r r)^2 \cdot (\partial_u r)^2 + 64 \cdot (\partial_v r)^2 \cdot (\partial_u r)^2 \cdot \partial_v \varphi \log \Omega \cdot \partial_u \varphi \log \Omega \right) + \frac{32}{r^4\Omega^2} \cdot \partial_u r \cdot \partial_u \varphi + \frac{4}{\Omega^8} \left( 16 \cdot \left( \frac{\partial^2 r}{\partial u \partial v} \right)^2 \cdot \partial_v \varphi \log \Omega \cdot \partial_u \varphi \log \Omega \right) + \frac{64}{\Omega^4} \cdot \partial_u \varphi \log \Omega \cdot \partial_u \varphi \log \Omega^2 + \frac{4}{r^4}.
\]
Among the terms on the RHS, all but $\Omega^{-2}$ are controlled in the same manner as in Section 3.6. Compared with Section 3.6 to obtain a more accurate blow-up rate, we employ the following
improved estimate in Proposition 6.9 to control \( \Omega^{-2} \):

\[
\Omega^{-2}(u, v) \leq \frac{4r_0}{2M - r_0} \cdot \frac{r(u, v)}{r(u, v) \cdot \frac{6D_1D_2}{M^2(1-\epsilon)} e^{-2p|u-u_1-v_r=0(u_1)|}}.
\]

All the other terms in (7.3) can be tackled as in Section 3.6. And we deduce that

\[
R^{\alpha\beta\rho\sigma} R_{\alpha\beta\rho\sigma} \lesssim \frac{1}{r(u, v) \cdot \frac{12D_1D_2}{M^2(1-\epsilon)} e^{-2p|u-u_1-v_r=0(u_1)|} \cdot \frac{1}{r(u, v)^6}} + \frac{1}{r(u, v) \cdot \frac{6D_1D_2}{M^2(1-\epsilon)} e^{-2p|u-u_1-v_r=0(u_1)|} \cdot \frac{1}{r(u, v)^4}}.
\]

This concludes the proof of Proposition 7.2.

**7.3. Precise version of Theorem 1.4.** In double-null foliation, we consider a Lorentzian metric \( g \) of the following form

\[
g = -\tilde{\Omega}^2(U, v) dU dV + r^2(U, v) (d\theta^2 + \sin^2 \theta d\varphi^2).
\]

Let \((r, \tilde{\Omega}, \phi)(U, v)\) be the solution to the spherically symmetric cosmological Einstein–scalar field system (1.1). We prescribe initial data along \( H_0 \) and \( \tilde{H}_0 \) as in Section 4. In conclusion, combining the results of Propositions 6.9 6.3 6.5 6.6 7.1 and 7.2, we summarize Theorem 7.3 as follows.

**Theorem 7.3.** The spherically symmetric cosmological Einstein-scalar field system (1.1) admits a unique smooth solution \((r, \tilde{\Omega}, \phi)(U, v)\) in \([0, U_0] \times [v_0, \infty) \cup \{r > 0\}\) with initial data prescribed as in Section 4.

Moreover, near the spacelike singularity \( S \), in Eddington-Finkelstein coordinates \((u, v)\), which satisfies \( u = -c_0^{-1} \log \left( \frac{\tilde{\Omega}_0}{\tilde{\Omega}} \right) \) and hence \( \tilde{\Omega}^2 = \frac{dU}{ \tilde{\Omega} \cdot \frac{dU}{d\tilde{\Omega}}} \), there exist positive constants \( c, C, \rho, \sigma \) and a sufficiently small \( r_0 \), such that for \( v_1 > v_0 \) being sufficiently large, the following bounds hold in the region \((-\infty, u_0] \times [v_1, \infty) \cap \{0 < r < r_0\}\):

\[
|\partial_u r + M|(u, v) \leq Cr^2 + Ce^{-\rho v},
\]

\[
|\partial_v r + M|(u, v) \leq Cr^2 + Ce^{-\rho v},
\]

\[
cr^{\sigma - 2\rho v} \leq r\tilde{\Omega}^2(u, v) \leq Cr^{\rho - 2\rho v},
\]

\[
cr^{-\rho v} \leq m(u, v) \leq Cr^{-\rho v},
\]

\[
pe^{-qv} \leq |r^2 \partial_u \phi|(u, v) \leq \sigma e^{-\rho v},
\]

\[
pe^{-qv} \leq |r^2 \partial_v \phi|(u, v) \leq \sigma e^{-\rho v},
\]

\[
\frac{c}{r^{6+\rho - 2\rho v}} \leq \sum_{\alpha, \beta, \mu, \nu=0} R^{\alpha\beta\mu\nu}(g) R_{\alpha\beta\mu\nu}(g) \leq C \frac{r^{6+\rho - 2\rho v}}{r^{6+\rho - 2\rho v}}.
\]

Here, the constants \( c, C, r_0 \) depend only on \( M \); the constants \( \rho, \sigma \) depend on \( M, D_1, D_2, D_3 \).
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