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Abstract

We use the notion of generalized connection over a bundle map in order to present an alternative approach to sub-Riemannian geometry. Known concepts, such as normal and abnormal extremals, will be studied in terms of this new formalism. In particular, some necessary and sufficient conditions for the existence of abnormal extremals will be derived. We also treat the problem of characterizing those curves that verify both the nonholonomic equations and the so-called vakonomic equations for a 'free' particle submitted to some kinematical constraints.
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1 Introduction

A sub-Riemannian structure on a manifold is a generalization of a Riemannian structure in that a metric is only defined on a proper vector sub-bundle of the tangent bundle to the manifold (i.e. on a regular distribution), rather than on the whole tangent bundle. As a result, in sub-Riemannian geometry a notion of length can only be assigned to a certain privileged set of curves, namely curves that are tangent to the given regular distribution on which the metric is defined. The problem then arises to find those curves that minimize length, among all curves connecting two given points. The characterization of these length minimizing curves is one of the main research topics in sub-Riemannian geometry, which has also interesting links to control theory and to vakonomic dynamics (for the latter, see for instance J. Cortés, et al. [7]).

The connection with control theory will be touched upon in Section 2 where, without entering into the details, we will present a formulation of the Max-
imum Principle, following the work of R.S. Strichartz [18,19] and H.J. Sussmann [21]. This will lead, among others, to the definition of normal and abnormal extremals. The connection with vakonomic dynamics will be explored in Section 6.

The main goal of this paper is to give an application to sub-Riemannian geometry of the theory of generalized connections over a bundle map, developed in a previous paper in collaboration with F. Cantrijn [4]. In Section 3 we consider some aspects of this theory in the framework of sub-Riemannian geometry. Then, normal extremals will appear as “geodesics” and abnormal extremals as “base curves of parallel transported sections” with respect to a suitable generalized connection associated to the sub-Riemannian structure. Apart from shedding some new light on certain elements of sub-Riemannian geometry, this formulation also allows us to prove some known results in an elegant way.

The main subtlety in studying length minimizing curves of a sub-Riemannian structure lies in the existence of “abnormal minimizers”, i.e. length minimizing abnormal extremals. R. Montgomery was the first to construct an explicit example of such abnormal curves (see [15]). Since then, many other examples were found, for instance by W. Liu and H.J. Sussmann in [20]. We will deal with this topic in Section 4, where necessary and sufficient conditions for the existence of abnormal extremals are given.

In this paper, we only consider real, Hausdorff, second countable smooth manifolds, and by smooth we will always mean $C^\infty$. The set of (real valued) smooth functions on a manifold $M$ will be denoted by $\mathcal{F}(M)$, the set of smooth vector fields by $\mathcal{X}(M)$ and the set of smooth one-forms by $\mathcal{X}^*(M)$. Let $V$ be a real vector space, and $W$ a subspace, then the annihilator space of $W$ is given by

$$W^0 = \{\beta \in V^* \mid \langle \beta, w \rangle = 0 \ \forall w \in W\}.$$

If $E$ is a vector bundle over a manifold $M$ and $F$ any vector sub-bundle, then the annihilator bundle $F^0$ of $F$ is the sub-bundle of the dual bundle $E^*$ of $E$ over $M$ whose fibre over a point $x \in M$ is the annihilator space of the subspace $F_x$ of $E_x$. The set of smooth (local) sections of an arbitrary bundle $E$ over $M$ is denoted by $\Gamma(E)$. In this paper, the domain of a curve will usually be taken to be a closed (compact) interval in $\mathbb{R}$. Whenever we say that such a curve, defined on an interval $[a,b]$, is an integral curve of a vector field, we simply mean that it is the restriction of a maximal integral curve defined on an open interval containing $[a,b]$. 
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2 General Definitions

In this section, we first give a brief review of some natural objects associated to a sub-Riemannian structure and we recall the necessary conditions, derived from the Maximum Principle, for a curve to be length minimizing. Next, we discuss some general aspects of the theory of connections over a bundle map.

2.1 sub-Riemannian structures: preliminary definitions

Suppose that $M$ is a smooth manifold of dimension $n$, equipped with a regular distribution $Q \subset TM$ (i.e. $Q$ is a smooth distribution of constant rank, say of rank $k$). In view of the regularity, $Q$ can alternatively be regarded as a vector sub-bundle of $TM$ over $M$. The natural injection $i : Q \hookrightarrow TM$ is then a linear bundle mapping fibred over the identity. A regular distribution is also completely characterized by its annihilator, i.e. giving $Q$ is equivalent to specifying the sub-bundle $Q^0$ of the cotangent bundle $T^*M$ whose fibre over $x \in M$ consists of all co-vectors at $x$ which annihilate all vectors in the subspace $Q_x$ of $T_xM$.

A smooth Riemannian bundle metric $h$ on $Q$ is a smooth section of the tensor bundle $Q^* \otimes Q^* \to M$ such that it is symmetric and positive definite, i.e. for all $X_x, Y_x \in Q_x$ one has

\[ h(x)(X_x, Y_x) = h(x)(Y_x, X_x), \]
\[ h(x)(X_x, X_x) \geq 0, \text{ and the equality holds iff } X_x = 0. \]

With a Riemannian bundle metric one can associate a smooth linear bundle isomorphism $\flat_h : Q \to Q^*$, $X_x \mapsto h(x)(X_x, \cdot)$, fibred over the identity on $M$, with inverse denoted by $\sharp_h := \flat_h^{-1} : Q^* \to Q$.

Definition 1 A sub-Riemannian structure $(M, Q, h)$ is a triple where $M$ is a smooth manifold, $Q$ a smooth regular distribution on $M$, and $h$ a Riemannian bundle metric on $Q$.

Although it is not explicitly mentioned in the definition, it will always be tacitly assumed, as it is customary in sub-Riemannian geometry, that $Q$ is a non-integrable distribution and, therefore, does not induce a foliation of $M$. A manifold $M$ equipped with a sub-Riemannian structure, will be called a sub-Riemannian manifold. With a sub-Riemannian structure $(M, Q, h)$ one can associate a smooth mapping $g : T^*M \to TM$ defined by

\[ g(\alpha_x) = i(\sharp_h (i^*(\alpha_x))) \in TM, \]
where \( i^* : T^*M \to Q^* \) is the adjoint mapping of \( i \), i.e. for any \( \alpha_x \in T^*_x M \), \( i^*(\alpha_x) \) is determined by \( \langle i^*(\alpha_x), X_x \rangle = \langle \alpha_x, i(X_x) \rangle \), for all \( X_x \in Q_x \). Clearly, \( g \) is a linear bundle mapping whose image set is precisely the sub-bundle \( Q \) of \( TM \) and whose kernel is the annihilator \( Q^0 \) of \( Q \). To simplify notations we shall often identify an arbitrary vector in \( Q \) with its image in \( TM \) under \( i \) and smooth sections of \( Q \) (i.e. elements of \( \Gamma(Q) \)) will often be regarded as vector fields on \( M \).

With \( g \) we can further associate a section \( \overline{g} \) of \( TM \otimes TM \to M \) according to

\[
\overline{g}(x)(\alpha_x, \beta_x) = \langle g(\alpha_x), \beta_x \rangle
\]

for all \( x \in M \) and \( \alpha_x, \beta_x \in T^*_x M \). From

\[
\overline{g}(x)(\alpha_x, \beta_x) := \langle g(\alpha_x), \beta_x \rangle = \langle \sharp h(i^* \alpha_x), i^*(\beta_x) \rangle = h(x)(\sharp h(i^* \alpha_x), \sharp h(i^* \beta_x)) = h(x)(g(\alpha_x), g(\beta_x)),
\]

we conclude that \( \overline{g} \) is symmetric.

Let \( G \) be a Riemannian metric on \( M \). It is easily seen that, given a regular distribution \( Q \) on \( M \), we can associate with the metric \( G \) a sub-Riemannian structure \((M, Q, h_G)\) where \( h_G \) is the restriction of \( G \) to the sub-bundle \( Q \), i.e. \( h_G(x)(X_x, Y_x) := G(x)(X_x, Y_x) \) for any \( x \in M \) and \( X_x, Y_x \in Q_x \). Given a sub-Riemannian structure \((M, Q, h)\) and a Riemannian metric \( G \) on \( M \), we say that the Riemannian metric restricts to \( h \) if \( h_G = h \). Now, every sub-Riemannian structure can be seen as being determined (in a non-unique way) by the restriction of a Riemannian metric. Indeed, let \( h \) be a Riemannian bundle metric on a vector sub-bundle \( Q \) of \( TM \), and let \( \{U_\alpha\} \) be an open covering of \( M \) such that, on each \( U_\alpha \), there exists an orthogonal basis \( \{X_1, \ldots, X_k\} \) of local sections of \( Q \) with respect to \( h \). Extend this to a basis of vector fields \( \{X_1, \ldots, X_n\} \) on \( U_\alpha \) and define a Riemannian metric on \( U_\alpha \) by

\[
G_\alpha(x)(X_x, Y_x) = \sum_{i,j=1}^{k} a^i b^j h(x)(X_i(x), X_j(x)) + \sum_{i=k+1}^{n} a^i b^i,
\]

where \( X_x = a^i X_i(x) \) and \( Y_x = b^i X_i(x) \), with \( a^i, b^i \in \mathbb{R} \). One can then glue these metrics together, using a partition of unity subordinate to the given covering \( \{U_\alpha\} \). This procedure, which is similar to the one adopted for constructing a Riemannian metric on an arbitrary smooth manifold (see for instance [2], Proposition 9.4.1), produces a Riemannian metric on \( M \) which, by construction, restricts to \( h \).
In the sequel we will repeatedly make use of a Riemannian metric $G$ which restricts to a given sub-Riemannian metric $h$. In that connection we now introduce some further notations and prove some useful relations associated to $G$ and $h$. The natural bundle isomorphism between $TM$ and $T^*M$ induced by $G$ will be denoted by $\sharp_G$, with inverse $\flat_G = \sharp_G^{-1}$. Let $x \in M$ and let $X_x, Y_x \in Q_x$, then one has:

$$\langle i^*\flat_G(i(X_x)), Y_x \rangle = \langle \flat_G(i(X_x)), i(Y_x) \rangle = \langle \flat_h(X_x), Y_x \rangle,$$

which implies that $\flat_h = i^* \circ \flat_G \circ i$. Inserting this into $g \circ \flat_G \circ i$ and taking into account the definition of $g$, we conclude that

$$g \circ \flat_G \circ i = i \text{ or } g \circ \flat_G|_Q = \text{id}_Q,$$

where $\text{id}_Q$ is the identity mapping on $Q$. The orthogonal projections of $TM$ onto $Q$ and onto its $G$-orthogonal complement $Q^\perp$ will be denoted by $\pi$ and $\pi^\perp$, respectively. Now, $T^*M$ can be written as the direct sum of $(Q^\perp)^0$ and $Q^0$ and the corresponding projections will be denoted by $\tau$ and $\tau^\perp$, respectively. It is easily proven that $(Q^\perp)^0 \cong \flat_G(Q)$ and that

$$\tau^\perp = \flat_G \circ \pi^\perp \circ \sharp_G, \quad \tau = \flat_G \circ \pi \circ \sharp_G.$$

Using the fact that $g \circ \flat_G|_Q = \text{id}_Q$ and $\ker g = Q^0$, we also have: $g = g \circ \tau = \pi \circ \sharp_G$.

To any regular distribution $Q$ on $M$ one can associate a natural tensor field acting on $Q^0 \otimes Q \otimes Q$. Indeed, let $\eta \in \Gamma(Q^0)$, $X, Y \in \Gamma(Q)$ and let $[X, Y]$ denote the Lie bracket of $X$ and $Y$, regarded as vector field on $M$. Then it is easily proven that the expression $\langle \eta, [X, Y] \rangle$ is $\mathcal{F}(M)$-linear in all three arguments and, therefore, determines a tensorial object. Now, $Q$ is involutive if and only if this tensor is identically zero. Next, assume that $Y \in \mathcal{X}(M)$, with $\eta$ and $X$ as before, then $\langle \eta, [X, Y] \rangle$ is still $\mathcal{F}(M)$-linear in $\eta$ and $X$ (but not in $Y$). This justifies the following notation, which will be used later on in our discussion of the Maximum Principle: for any $x \in M$, $\eta_x \in Q^0_x, X_x \in Q_x$ and arbitrary $Y \in \mathcal{X}(M)$, put

$$\langle \eta_x, [X_x, Y] \rangle := \langle \eta, [X, Y] \rangle(x),$$

where $\eta$ (resp. $X$) may be any section of $Q^0$ (resp. $Q$) such that $\eta(x) = \eta_x$ (resp. $X(x) = X_x$).
2.2 Necessary conditions for length minimizing curves

For the further discussion in this paper it is important that we give a precise description of the class of curves we will be dealing with. First of all, by a curve in an arbitrary manifold \( P \) we shall always mean a smooth mapping (in the \( C^\infty \) sense) \( c : I \rightarrow P \), with \( I \subset \mathbb{R} \) a closed interval, and such that \( c \) admits a smooth extension to an open interval containing \( I \). A mapping \( c : [a,b] \rightarrow P \) will be called a piecewise curve in \( P \) if there exists a finite subdivision \( a_1 := a < a_2 < \ldots < a_k < a_{k+1} := b \) such that the following conditions are fulfilled:

1. \( c \) is left continuous at each point \( a_i \) for \( i = 2, \ldots, k + 1 \), i.e. \( \lim_{t \rightarrow a_i^-} c(t) \) exists and equals \( c(a_i) \);
2. \( \lim_{t \rightarrow a_i^+} c(t) \) is defined for all \( i = 1, \ldots, k \) and \( \lim_{t \rightarrow a_i^+} c(t) = c(a_1) \) (i.e. \( c \) is right continuous at \( a_1 = a \));
3. for each \( i = 1, \ldots, k \), the mapping \( c^i : [a_i, a_{i+1}] \rightarrow P \), defined by \( c^i(t) = c(t) \) for \( t \in ]a_i, a_{i+1} [ \) and \( c^i(a_i) = \lim_{t \rightarrow a_i^+} c(t) \), is smooth (i.e. is a curve in \( P \)).

A piecewise curve which is continuous everywhere, will simply be called a continuous piecewise curve (and corresponds to what is often called in the literature, a piecewise smooth curve.)

In the sequel, whenever we are dealing with a (continuous) piecewise curve \( c : [a, b] \rightarrow P \), the notation \( c_i \) will always refer to the curve defined on the \( i^{th} \) subinterval of \( [a, b] \), bounded by points where \( c \) fails to be smooth.

Consider now a sub-Riemannian structure \((M, Q, h)\), with associated bundle map \( g : T^*M \rightarrow TM \). A curve (resp. piecewise curve) \( c : [a, b] \rightarrow M \) is said to be tangent to \( Q \) if \( \dot{c}(t) \in Q_{c(t)} \) for all \( t \in [a, b] \) (resp. for all \( t \) where the derivative exists). Next, let \( \alpha : I \rightarrow T^*M \) be a curve in \( T^*M \) and put \( c = \pi_M \circ \alpha \), with \( \pi_M : T^*M \rightarrow M \) the natural cotangent bundle projection. Then, we say that \( \alpha \) is \( g \)-admissible if

\[
g(\alpha(t)) = \dot{c}(t), \quad \text{for all } t \in I.
\]

The projected curve \( c \) will be called the base curve of \( \alpha \). If \( \alpha : I = [a, b] \rightarrow T^*M \) is a piecewise curve, then \( \alpha \) will be called \( g \)-admissible if its projection \( c = \pi_M \circ \alpha \) is a continuous piecewise curve such that, in addition, \( g(\alpha^j(t)) = \dot{c}^j(t) \) for \( t \in [a_i, a_{i+1}] \) (where we have used the notational conventions introduced above). We now prove the following result which will be of use later on.

**Lemma 2** Given a sub-Riemannian structure \((M, Q, h)\) and any curve (resp. continuous piecewise curve) \( c \) in \( M \), tangent to \( Q \). Then, there always exists
a $g$-admissible curve (resp. piecewise curve) in $T^*M$ which projects onto $c$.

**Proof.** Take a Riemannian metric $G$ which restricts to $h$ on $Q$. If $c : [a,b] \to M$ is a curve tangent to $Q$, one can simply put $\alpha(t) = b_G(\dot{c}(t))$ for all $t \in [a,b]$. Clearly, $\alpha$ then defines a $g$-admissible curve in $T^*M$ with base curve $c$.

Next, assume $c : [a,b] \to M$ is a continuous piecewise curve, tangent to $Q$. We can then define a piecewise curve $\alpha$ in $T^*M$ as follows: put $\alpha(t) = b_G(\dot{c}(t))$ for all $t$ where $\dot{c}(t)$ is defined and, using the notational conventions introduced above, $\alpha(a_{i+1}) = b_G(\dot{c}(a_{i+1}))$ for $i = 1, \ldots, k$. It is easy to check that the mapping $\alpha : [a,b] \to T^*M$ thus constructed, is a $g$-admissible piecewise curve, projecting onto $c$.

$\blacksquare$

We will now introduce the notion of length of curves, and of continuous piecewise curves, tangent to $Q$.

**Definition 3** Given a sub-Riemannian structure $(M, Q, h)$, then the length of a curve $c : [a,b] \to M$, tangent to $Q$, is given by

$$L(c) := \int_a^b \sqrt{h(c(t))}(\dot{c}(t), \dot{c}(t))dt.$$ 

Given any $g$-admissible curve $\alpha$ in $T^*M$ with base curve $c$, and a Riemannian metric $G$ which restricts to $h$, then the length of $c$ still equals

$$L(c) = \int_a^b \sqrt{G(c(t))}(\alpha(t), \alpha(t))dt = \int_a^b \sqrt{G(c(t))}(\dot{c}(t), \dot{c}(t))dt.$$ 

In particular, the value of these integrals do not depend on the specific choice of $\alpha$, resp. $G$.

The above notion of length can be easily extended to the class of continuous piecewise curves $c$, tangent to $Q$, by putting $L(c) = \sum_{i=1}^k L(c^i)$.

For the following discussion, which is partially inspired on Sussmann’s approach to a coordinate free version of the Pontryagin Maximum Principle [21], we make two additional assumptions. First, we assume that $M$ is path-wise connected, and secondly, we take the distribution $Q$ of the given sub-Riemannian structure $(M, Q, h)$ to be bracket generating, i.e. if $L(Q)$ denotes the Lie algebra generated by sections of $Q$, regarded as vector fields on $M$, then we assume that at each point $x \in M$, $T_xM = \{X(x) \mid \text{for all } X \in L(Q)\}$. 

7
Both assumptions imply in particular that any two points of $M$ can be joined by a continuous piecewise curve tangent to $Q$, as follows from a well-known theorem of Chow [6]. Therefore, under these assumptions it makes sense to talk about the length minimizing curve connecting two given points. More precisely, given a continuous piecewise curve $c : [a, b] \rightarrow M$ tangent to $Q$, connecting two points $x_0$ and $x_1$ (i.e. $c(a) = x_0$, $c(b) = x_1$), then $c$ is called length minimizing if $L(c) \leq L(\tilde{c})$ for any other continuous piecewise curve $\tilde{c} : [a, b] \rightarrow M$ tangent to $Q$, with $\tilde{c}(a) = x_0$ and $\tilde{c}(b) = x_1$.

Note that, given a continuous piecewise curve $c$, connecting two points $x_0$ and $x_1$, one can always determine a parameterization of $c$ such that $c : [0, 1] \rightarrow M$, with $c(0) = x_0$, $c(1) = x_1$, and for which there exists a nonzero constant $k$ such that $h(c(t))(\dot{c}(t), \dot{c}(t)) = k$ for all $t$ where $\dot{c}(t)$ is defined. Following Sussmann, we will call this a parameterization by constant times arc-length.

We now arrive at the following weak version of the Maximum principle.

**Theorem 4** Consider a sub-Riemannian structure $(M, Q, h)$ with $M$ connected and $Q$ bracket generating. Let $c : [0, 1] \rightarrow M$ be a continuous piecewise curve which is length minimizing, and parameterized by constant times arc-length. Then, there exists a continuous piecewise curve $\psi : [0, 1] \rightarrow T^*M$ along $c$, i.e. $\pi_M(\psi(t)) = c(t)$, which does not intersect the zero section and such that at least one of the following two conditions is satisfied:

(i) $\psi(t)$ is an integral curve of the Hamiltonian vector field $X_H$ on $T^*M$, with Hamiltonian given by the smooth function $H(\alpha_x) = \frac{1}{2}g(x)(\alpha_x, \alpha_x)$ for $\alpha_x \in T^*_xM$, which, in particular, implies that both $\psi$ and $c$ are smooth;

(ii) $\psi(t) \in Q^0$ for all $t \in I$, and for any piecewise g-admissible curve $\alpha$ with base curve $c$, the following equation holds:

$$\frac{d}{dt} \bigg|_t \langle \psi(t), X(c(t)) \rangle = \langle \psi(t), [g(\alpha(t)), X] \rangle,$$

for all $X \in \mathcal{X}(M)$ and all $t \in [0, 1]$ where $\dot{c}(t)$ is well defined.

(Note that on the right-hand side of the equation in (ii) we have used the notation introduced in (1)). For a derivation of this weak version of the Maximum principle in terms of the more general class of absolutely continuous curves, we refer to [21]. Inspired on the (local) analysis presented in [17] (p. 79), the proof of the above theorem follows by making some minor adjustments to the one given in [21].

**Definition 5** A continuous piecewise curve $c$ tangent to $Q$ is called a normal (resp. abnormal) extremal if there exists a continuous piecewise curve $\psi$ in $T^*M$ along $c$, which does not intersect the zero section of $T^*M$, satisfying condition (i) (resp. (ii)) of Theorem 4.
Note that, according to this definition, normal or abnormal extremals do not have to be length minimizing and that $c$ can be simultaneously a normal and an abnormal extremal.

2.3 Connections over a bundle map: general setting

Inspired by some recent work of R.L. Fernandes on “contravariant connections” in Poisson geometry (see [8]) and, more generally, connections associated with Lie algebroids (see [9]), we have recently embarked on the study of a general notion of connection, namely connections defined over a vector bundle map. This concept covers, besides the standard notions of linear and nonlinear connections, various generalizations such as partial connections and pseudo-connections, as well as the Lie algebroid connections considered by Fernandes. For a detailed treatment we refer to a forthcoming paper, written in collaboration with F. Cantrijn [4]. After briefly sketching the main idea underlying the notion of a generalized connection over a vector bundle map, we shall apply this notion of connection to a sub-Riemannian structure.

Let $M$ be a manifold and $\nu : N \to M$ a vector bundle over $M$. Assume, in addition, that a linear bundle map $\rho : N \to TM$ is given such that $\tau_M \circ \rho = \nu$, where $\tau_M : TM \to M$ denotes the natural tangent bundle projection. Note that we do not require $\rho$ to be of constant rank. Hence, the image set $\text{Im } \rho$ need not be a vector sub-bundle of $TM$, but rather determines a generalized distribution as defined by P. Stefan and H.J. Sussmann (see e.g. [13], Appendix 3). It follows that $\rho$ induces a mapping of sections, $\Gamma(N) \to \mathcal{X}(M) : s \mapsto \rho \circ s$, also denoted by $\rho$. Next, let $\pi : E \to M$ be an arbitrary fibre bundle over $M$. We may then consider the pull-back bundle $\tilde{\pi}_1 : \pi^* N \to E$, which is a vector bundle over $E$. Note that $\pi^* N$ may also be regarded as a fibre bundle over $N$, with projection denoted by $\tilde{\pi}_2 : \pi^* N \to N$.

Definition 6 A generalized connection on $E$ over the bundle map $\rho$ (or, shortly, a $\rho$-connection on $E$) is then defined as a linear bundle map $h : \pi^* N \to TE$ from $\tilde{\pi}_1$ to $\tau_E$, over the identity on $E$, such that, in addition, the following diagram is commutative

$\pi^* N \quad \stackrel{h}{\longrightarrow} \quad TE$

$\downarrow \tilde{\pi}_2$

$N \quad \stackrel{\rho}{\longrightarrow} \quad TM$

$\downarrow \tau_E$

$\downarrow T\pi$

(where $T\pi$ denotes the tangent map of $\pi$).
The image set \( \text{Im} \ h \) determines a generalized distribution on \( E \) which projects onto \( \text{Im} \ \rho \). It is important to note that \( \text{Im} \ h \) may have nonzero intersection with the bundle \( VE \) of \( \pi \)-vertical tangent vectors to \( E \). The standard notion of a connection on \( E \) is recovered when putting \( N = TM, \nu = \tau_M, \) and \( \rho \) the identity map. In case \( P \) is a principal \( G \)-bundle over \( M \), with right action \( R : P \times G \rightarrow P, (e, g) \mapsto R(e, g) = R_g(e)(= eg) \), a \( \rho \)-connection \( h \) on \( P \) will be called a **principal \( \rho \)-connection** if, in addition, it satisfies

\[
TR_g(h(e, n)) = h(eg, n),
\]

for all \( g \in G \) and \( (e, n) \in \pi^*N \). Slightly modifying the construction described by Kobayashi and Nomizu [11], given a principal \( \rho \)-connection on \( P \), one can construct a \( \rho \)-connection on any associated fibre bundle \( E \).

Assume \( E \) is a vector bundle and let \( \{ \phi_t \} \) denote the flow of the canonical dilation vector field on \( E \). A \( \rho \)-connection \( h \) on \( E \) is then called a **linear \( \rho \)-connection** if

\[
T \phi_t(h(e, n)) = h(\phi_t(e), n),
\]

for all \( (e, n) \in \pi^*N \). In [4] it is shown that such a linear \( \rho \)-connection can be characterized by a mapping \( \nabla : \Gamma(N) \times \Gamma(E) \rightarrow \Gamma(E), (s, \sigma) \mapsto \nabla_s \sigma \) such that the following properties hold:

1. \( \nabla \) is \( \mathbb{R} \)-linear in both arguments;
2. \( \nabla \) is \( \mathcal{F}(M) \)-linear in \( s \);
3. for any \( f \in \mathcal{F}(M) \) and for all \( s \in \Gamma(N) \) and \( \sigma \in \Gamma(E) \) one has: \( \nabla_s(f \sigma) = f \nabla_s \sigma + (\rho \circ s)(f) \sigma \).

It immediately follows that \( \nabla_s \sigma(m) \) only depends on the value of \( s \) at \( m \), and therefore we may also write it as \( \nabla_{s(m)} \sigma \). Clearly, \( \nabla \) plays the role of the covariant derivative operator in the case of an ordinary linear connection. Henceforth, we will also refer to the operator \( \nabla \) as a linear \( \rho \)-connection.

Let \( k \) and \( \ell \) denote the fibre dimensions of \( N \) and \( E \), respectively, and let \( \{ s^\alpha : \alpha = 1, \ldots, k \} \), resp. \( \{ \sigma^A : A = 1, \ldots, \ell \} \), be a local basis of sections of \( \nu \), resp. \( \pi \), defined on a common open neighborhood \( U \subset M \). We then have \( \nabla_{s^\alpha} \sigma^A = \Gamma^A_{B}^\alpha \sigma^B \), for some functions \( \Gamma^A_{B}^\alpha \in \mathcal{F}(U) \), called the connection coefficients of the given \( \rho \)-connection. A \( \rho \)-connection \( \nabla \) can be extended to an operator, also denoted by \( \nabla \), acting on sections of any tensor product bundle of \( E \). This can be achieved by applying standard arguments, and the details are left to the reader. We just like to mention here that the action on \( \mathcal{F}(M) \) and \( \Gamma(E^*) \) is determined by the following relations: for \( s \in \Gamma(N), f \in \mathcal{F}(M), \sigma \in \Gamma(E) \) and \( \zeta \in \Gamma(E^*) \),

\[
\nabla_s f := (\rho \circ s)(f), \quad \nabla_s (\sigma, \zeta) = \rho(s)(\sigma, \zeta) = \langle \nabla_s \sigma, \zeta \rangle + \langle \sigma, \nabla_s \zeta \rangle.
\]
In order to associate a notion of parallel transport to a linear $\rho$-connection, we first need to introduce a special class of curves in $N$. A curve $\tilde{c} : I = [a, b] \to N$ is called $\rho$-admissible if for all $t \in I$, one has $\dot{c}(t) = (\rho \circ \tilde{c})(t)$, where $c = \nu \circ \tilde{c}$ is the projected curve on $M$. Curves in $M$ that are projections of $\rho$-admissible curves in $N$ are called base curves. (We will see that this terminology is in agreement with the one introduced in the previous subsection.) Note that, in principle, a base curve may reduce to a point.

As in standard connection theory, with any linear $\rho$-connection $\nabla$ on a vector bundle $\pi : E \to M$, and any $\rho$-admissible curve $\tilde{c} : [a, b] \to N$, one can associate an operator $\nabla_{\tilde{c}}$, acting on sections of $\pi$ defined along the base curve $c = \nu \circ \tilde{c}$. The operator $\nabla_{\tilde{c}}$ is completely determined by the following prescriptions. For arbitrary sections $\sigma$ of $\pi$ along $c$ (i.e. curves $\sigma : [a, b] \to E$, satisfying $\pi \circ \sigma = c$) and for arbitrary $f \in \mathcal{F}([a, b])$:

1. $\nabla_{\tilde{c}}$ is $\mathbb{R}$ linear;
2. $\nabla_{\tilde{c}} f \sigma = f \sigma + f \nabla_{\tilde{c}} \sigma$;
3. $\nabla_{\tilde{c}} \sigma(t) = \nabla_{\tilde{c}(t)} \sigma$, for $\sigma \in \Gamma(\pi)$ such that $\sigma(c(t)) = \sigma(t)$ for all $t \in [a, b]$.

**Definition 7** A section $\sigma$ of $\pi$, defined along the base curve of a $\rho$-admissible curve $\tilde{c} : [a, b] \to N$, will be called parallel along $\tilde{c}$ if $\nabla_{\tilde{c}} \sigma(t) = 0$ for all $t \in [a, b]$.

Taking again $\{s^a\}$, resp. $\{\sigma^A\}$, to be a local basis of sections of $\nu$, resp. $\pi$, and putting $\sigma(t) = \sigma_A(t) \sigma^A(c(t))$ and $\tilde{c}(t) = \tilde{c}_\alpha(t) s^\alpha(c(t))$, we find that $\sigma$ is parallel along $\tilde{c}$ if

$$\nabla_{\tilde{c}} \sigma(t) = (\dot{\sigma}_A(t) + \Gamma^A_{AB}(\tilde{c}(t)) \sigma_B(t) \tilde{c}_\alpha(t)) \sigma^A(c(t)) = 0,$$

which gives a system of linear differential equations for the components of $\sigma$. Again using standard arguments, one can show that this leads to a notion of parallel transport on $E$ along $\rho$-admissible curves in $N$ (cf. [4] for more details).

Suppose we are given two $\rho$-admissible curves $\tilde{c}^i : [a_i, b_i] \to N$, $i = 1, 2$ with $\tilde{c}^1(b_1)$ and $\tilde{c}^2(a_2)$ belonging to the same fibre of $\nu$, i.e. $c^1(b_1) = c^2(a_2)$ (where $c^i$ is the base curve of $\tilde{c}^i$). Given any point in $E_{c^i(a_1)}$ one can construct a unique parallel section along $\tilde{c}^i$, starting from that point. The endpoint of this curve (at $t = b_1$) lies in the fibre $E_{c^2(a_2)}$ and, therefore, can be taken as the initial point of a unique parallel curve along $\tilde{c}^2$. This construction can now be easily extended to the class of piecewise $\rho$-admissible curves defined below.

Recalling the definition of a piecewise curve, given in the previous subsection, and using the notational conventions introduced there, a piecewise $\rho$-admissible curve $\tilde{c}$ is defined as a piecewise curve in $N$ such that: (i) for each
Let $i = 2, \ldots, k$, $\bar{c}^i(a_i)$ and $\bar{c}^{i+1}(a_i) (= \lim_{t \to a_i^+} c(t))$ belong to the same fibre of $\nu$ or, equivalently, the projection $c = \nu \circ \bar{c}$ is a continuous piecewise curve, (ii) $\rho(\bar{c}^i(t)) = \dot{c}^i(t)$ for all $i = 1, \ldots, k$ and $t \in [a_i, a_{i+1}]$. Extending the above construction in the case of two $\rho$-admissible curves $\bar{c}^1, \bar{c}^2$, it is now clear how to determine the notion of parallel transport along a piecewise $\rho$-admissible curve.

The following class of linear $\rho$-connections will play an important role in the further analysis.

**Definition 8** A linear $\rho$-connection on a vector bundle $E$ is called partial if for any $\sigma \in \Gamma(E)$ and $n \in \ker(\rho)$, we have $\nabla_n \sigma = 0$.

It is instructive to know that the condition for a connection to be partial is equivalent to the property that no (nonzero) vertical tangent vectors to $E$ exist that are also contained in $\text{Im } h$, as stated in the following proposition. For the proof, which is quite technical, we refer to [4].

**Proposition 9** Let $\nabla$ be a linear $\rho$-connection. Then $\nabla$ is partial if and only if $\text{Im } h \cap V E = \{0\}$.

### 3 Connections on a sub-Riemannian structure

Fix a sub-Riemannian structure $(M, Q, h)$ and consider the associated bundle map $g : T^*M \to TM$. In this section we will be interested in generalized connections on $T^*M$ over $g$. Our main goal is the characterization of normal and abnormal extremals of the sub-Riemannian structure in terms of such generalized connections. Let $U$ be the domain of a coordinate chart in $M$. We will always denote coordinates on $U$ by $x^i$, $i = 1, \ldots, n$. The coordinates on the corresponding bundle chart of $T^*M$ are denoted by $(x^i, p_i)$, $i = 1, \ldots, n$.

**Definition 10** A $g$-connection on $(M, Q, h)$ is a linear generalized connection on $T^*M$ over the bundle map $g : T^*M \to TM$.

Comparing with the notations from the previous section, we see that a $g$-connection on a sub-Riemannian manifold is a linear $\rho$-connection with $N = E = T^*M$ and $\rho = g$. Note that with these identifications, the definition of a $g$-admissible curve, as given in the context of sub-Riemannian geometry, agrees with the notion of a $\rho$-admissible curve.

**Definition 11** A $g$-admissible curve $\alpha : I \to T^*M$ is said to be an autoparallel curve with respect to a $g$-connection $\nabla$ if it satisfies $\nabla_{\alpha'} \alpha(t) = 0$ for all $t \in I$. Its base curve $c = \pi \circ \alpha$ is then called a geodesic of $\nabla$. 
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In coordinates, an auto-parallel curve \( \alpha(t) = (x^i(t), p_i(t)) \) satisfies the equations
\[
\dot{x}^i(t) = g^{ij}(x(t)) p_j(t), \quad \dot{p}_j(t) = -\Gamma^k_j(x(t)) p_i(t) p_k(t),
\]
where \( g^{ij} \) and \( \Gamma^k_j \in \mathcal{F}(U) \) are the local components of the contravariant tensor field \( \mathcal{G} \) associated to the sub-Riemannian structure (cf. Subsection 2.1) and the connection coefficients of \( \nabla \), respectively. In fact, given a linear \( g \)-connection \( \nabla \) one can always define a smooth vector field \( \Gamma^\nabla \) on \( T^*M \) whose integral curves are auto-parallel curves with respect to \( \nabla \). In canonical coordinates, this vector field reads:
\[
\Gamma^\nabla(x, p) = g^{ij}(x)p_j \frac{\partial}{\partial x^i} - \Gamma^k_j(x)p_i p_k \frac{\partial}{\partial p_j}.
\]
(A proof of this property follows by standard arguments, and is left to the reader.) This implies, in particular, that given any \( \alpha_0 \in T^*M \), there exists an auto-parallel curve \( \alpha \) passing through \( \alpha_0 \). Note that it may happen that two different auto-parallel curves correspond to the same base curve (i.e. may project onto the same geodesic).

Now, we would like to find a \( g \)-connection on a sub-Riemannian manifold whose geodesics are precisely the normal extremals. Recalling the definition of a normal extremal (Definition 5), it follows that we will have to look for a \( g \)-connection \( \nabla \) for which \( \Gamma^\nabla = X_H \), where \( X_H \) denotes the Hamiltonian vector field corresponding to \( H(\alpha_x) = \frac{1}{2}g(\alpha_x, \alpha_x) \in \mathcal{F}(T^*M) \). A first step in that direction is the construction of a symmetric product associated with a given \( g \)-connection, which fully characterizes the geodesics of the \( g \)-connection under consideration.

Two linear \( g \)-connections \( \nabla \) and \( \nabla \) have the same geodesics if and only the tensor field \( D : \mathcal{X}^*(M) \otimes \mathcal{X}^*(M) \to \mathcal{X}^*(M) \), \((\alpha, \beta) \mapsto \nabla_\alpha \beta - \nabla_\beta \alpha \) is skew-symmetric, or equivalently \( D(\alpha, \alpha) \equiv 0 \). In local coordinates, the components of \( D \) are given by \( D^i_j = \Gamma^i_j - \Gamma^i_j \), where \( \Gamma^i_j \) and \( \Gamma^i_j \) are the connection coefficients of \( \nabla \) and \( \nabla \), respectively. We immediately see that \( D \) is skew-symmetric iff \( \Gamma^\nabla = \Gamma^\nabla \), proving the previous statement. Define the symmetric product of a connection \( \nabla \) as
\[
\langle \alpha : \beta \rangle_\nabla := \nabla_\alpha \beta + \nabla_\beta \alpha, \quad \text{for } \alpha, \beta \in \mathcal{X}^*(M).
\]
(Observe that this is not a tensorial quantity, i.e. \( \langle \alpha : \beta \rangle_\nabla \) is not \( \mathcal{F}(M) \)-linear in its arguments). By replacing \( \alpha \) by \( \alpha + \beta \) in \( D(\alpha, \alpha) \) the following lemma is easily proven.

**Lemma 12** The geodesics of a linear \( g \)-connection \( \nabla \) are completely deter-
mined by the symmetric product \( \langle \alpha : \beta \rangle_{\nabla} \) in the sense that, given two \( g \)-connections \( \nabla \) and \( \nabla \), then both have the same geodesics if and only if \( \langle \alpha : \beta \rangle_{\nabla} = \langle \alpha : \beta \rangle_{\nabla} \), for all \( \alpha, \beta \in \mathcal{X}^{\ast}(M) \).

In the following we shall construct a symmetric bracket of 1-forms, associated to a sub-Riemannian structure \((M, Q, h)\), which coincides with the symmetric product of a \( g \)-connection \( \nabla \) on \( T^{\ast}M \) iff \( \Gamma_{\nabla} = X_{H} \).

Before proceeding, we first recall that the Levi-Civita connection \( \nabla^{G} \) associated to an arbitrary Riemannian metric \( G \) is completely determined by the relation:

\[
2G(\nabla^{G}_{X}Y, Z) = X(G(Y, Z)) + Y(G(X, Z)) - Z(G(X, Y)) + G([X, Y], Z) - G([X, Z], Y) - G(X, [Y, Z]),
\]

for all \( X, Y, Z \in \mathcal{X}(M) \). This can still be rewritten as

\[
2\flat G(\nabla^{G}_{X}Y) = \mathcal{L}_{X}\flat G(Y) + \mathcal{L}_{Y}\flat G(X) + \flat G([X, Y]) - d(G(X, Y)),
\]

and the symmetric product of two vector fields \( X, Y \), defined by \( \langle X : Y \rangle_{\nabla^{G}} = \nabla^{G}_{X}Y + \nabla^{G}_{Y}X \), then satisfies

\[
\flat G(\langle X : Y \rangle_{\nabla^{G}}) = \mathcal{L}_{X}\flat G(Y) + \mathcal{L}_{Y}\flat G(X) - d(G(X, Y)).
\]

The right-hand side of this equation now inspires us to propose the following definition of a symmetric bracket of 1-forms on a sub-Riemannian manifold.

**Definition 13** The symmetric bracket associated to a sub-Riemannian structure \((M, Q, h)\) is the mapping \( \{ \cdot, \cdot \} : \mathcal{X}^{\ast}(M) \times \mathcal{X}^{\ast}(M) \to \mathcal{X}^{\ast}(M) \) defined by:

\[
\{ \alpha, \beta \} = \mathcal{L}_{g(\alpha)}\beta + \mathcal{L}_{g(\beta)}\alpha - d(\mathcal{F}(\alpha, \beta)).
\]

In the following proposition we list some properties of this bracket, the first of which justifies the denomination “symmetric bracket”. The proofs of these properties are straightforward and immediately follow from the above definition.

**Proposition 14** The symmetric bracket satisfies the following properties: for any \( \alpha, \beta \in \mathcal{X}^{\ast}(M) \)

1. \( \{ \alpha, \beta \} = \{ \beta, \alpha \} \);
2. the bracket is \( \mathbb{R} \)-bilinear;
3. \( \{ f\alpha, \beta \} = g(\beta)(f)\alpha + f\{ \alpha, \beta \}, \) with \( f \in \mathcal{F}(M) \),
\{(\alpha,\eta) = L_g(\alpha)\eta, \text{ for any } \eta \in \Gamma(Q^0), \text{ and } \{\alpha,\eta\} = 0 \text{ if both } \alpha \text{ and } \eta \text{ belong to } \Gamma(Q^0)\}.

The first three properties justify the following definition.

**Definition 15** A $g$-connection $\nabla$ is said to be normal if the associated symmetric product equals the symmetric bracket, i.e. if $\langle \alpha : \beta \rangle_\nabla = \{\alpha,\beta\}$ holds for all $\alpha,\beta \in \mathcal{X}^*(M)$.

The connection coefficients of a normal $g$-connection satisfy the relations

$$\Gamma^i_k + \Gamma^i_j = \frac{\partial g^{ij}}{\partial x^k}, \text{ for all } i, j, k = 1, \ldots, n.$$

We are now going to introduce a special operator, determined by the given distribution $Q$, which will play an important role later on.

For that purpose, we first recall that, given a regular involutive distribution $D$ on a manifold $M$, there exists a canonical connection $\nabla^B$ on the bundle $D^0 \rightarrow M$ over the natural injection $i : D \rightarrow TM$, sometimes called the `Bott connection’, defined by: $\nabla^B_X\eta = i_Xd\eta$, where $X \in \Gamma(D)$ and $\eta \in \Gamma(D^0)$. Indeed, under the hypothesis that $D$ is involutive, the image of $\nabla^B$ is again an element of $\Gamma(D^0)$. This connection was used by R. Bott in [3] to prove, among others, that certain Pontryagin classes of the bundle $D^0 \rightarrow M$ are identically zero. However, in the setting of a sub-Riemannian structure $(M,Q,h)$, the distribution $Q$ is assumed not to be involutive and, hence, the 1-form $i_Xd\eta$ in general will not belong to $\Gamma(Q^0)$. Nevertheless, this mapping naturally pops up in our approach to characterize normal and abnormal extremals and, therefore, deserves some special attention. More specifically, with any sub-Riemannian structure $(M,Q,h)$ we can associate a mapping $\delta^B$ according to

$$\delta^B : \Gamma(Q) \times \Gamma(Q^0) \rightarrow \mathcal{X}^*(M), (X, \eta) \mapsto \delta^B_X\eta = i_Xd\eta.$$

(The superscript $B$ is kept to remind us of the fact that this map reduces to the Bott connection in the case of involutive distributions.)

**Definition 16** Given a sub-Riemannian structure $(M,Q,h)$, a $g$-connection $\nabla$ is said to be adapted to the bundle $Q$ (shortly $Q$-adapted) if $\nabla_\alpha\eta = \delta^B_{\gamma(\alpha)}\eta$ for all $\alpha \in \mathcal{X}^*(M)$ and $\eta \in \Gamma(Q^0)$.

For the following theorem, recall the notation introduced in Subsection 2.1 for the projection operators associated with a Riemannian metric $G$ restricting to $h$, namely $\tau : T^*M \rightarrow \nu(G)(Q)$, $\tau^\perp : T^*M \rightarrow Q^0$.

**Theorem 17** Let $\nabla$ be a $g$-connection, then the following statements are
equivalent:

(1) \( \nabla \) is a normal \( g \)-connection;
(2) for all \( \alpha \in X^*(M) : \nabla_\alpha \alpha = \frac{1}{2} \{ \alpha, \alpha \} ; \)
(3) \( \langle \nabla_\alpha X, \beta \rangle + \langle \nabla_\beta X, \alpha \rangle = \langle g(\alpha), X \rangle, \beta \rangle + \langle g(\beta), X \rangle, \alpha \rangle + X(g(\alpha, \beta)) \) for all \( \alpha, \beta \in X^*(M) \) and \( X \in X(M) ; \)
(4) \( \Gamma^\nabla = X_H \) or, equivalently, every geodesic of \( \nabla \) is a normal extremal and vice versa;
(5) let \( G \) be a Riemannian metric restricting to \( h \) and let \( \nabla^G \) be its Levi-Civita connection, then for all \( \alpha \in X^*(M) , \nabla \) satisfies:

\[
\nabla_\alpha \alpha = \nabla^G_{g(\alpha)} \tau(\alpha) + \delta^B_{g(\alpha)} \tau^\perp(\alpha).
\]

(Note that the right hand side of (3) agrees with the definition of the symmetrized covariant derivative considered in [18]).

**PROOF.** The equivalence of (1) and (2) follows directly from the definition of a normal \( g \)-connection, and the equivalence of (1) and (3) follows from \( \langle \nabla_\alpha \beta, X \rangle = g(\alpha)(\langle \beta, X \rangle) - \langle \beta, \nabla_\alpha X \rangle \) after some tedious but straightforward calculations.

(2) \( \Leftrightarrow \) (4). Choose an arbitrary \( \alpha_0 \in T^*M \). Let \( U \) be a coordinate neighborhood of \( x_0 = \pi_M(\alpha_0) \) and put \( \alpha_0 = (x_i^0, p_j^0) \). Then, \( \nabla_\alpha \alpha = \frac{1}{2} \{ \alpha, \alpha \} \) implies, in particular, that the connection coefficients \( \Gamma^{ij}_k \) of \( \nabla \) on \( U \) satisfy

\[
\Gamma^{ij}_k (x_0) p_i^0 p_j^0 = \frac{1}{2} \frac{\partial g^{ij}}{\partial x^k} (x_0) p_i^0 p_j^0.
\]

The coordinate expression for the Hamiltonian vector field \( X_H \) at \( \alpha_0 \) equals:

\[
X_H(\alpha_0) = g^{ij}(x_0) p_j^0 \frac{\partial}{\partial x^i} \bigg|_{\alpha_0} - \frac{1}{2} \frac{\partial g^{ij}}{\partial x^k} (x_0) p_i^0 \frac{\partial}{\partial p_k} \bigg|_{\alpha_0}.
\]

Recalling the definition of \( \Gamma^\nabla \) it is easy to see that \( \Gamma^\nabla(\alpha_0) = X_H(\alpha_0) \) for any \( \alpha_0 \in T^*M \) if and only if \( \nabla_\alpha \alpha = \frac{1}{2} \{ \alpha, \alpha \} \) for each \( \alpha \in X^*(M) \).

(2) \( \Leftrightarrow \) (5). Let \( G \) be a Riemannian metric restricting to \( h \). Recall the following property of the Levi-Civita connection \( \nabla^G \):

\[
\delta_G(\langle X : Y \rangle) = \mathcal{L}_X \delta_G(Y) + \mathcal{L}_Y \delta_G(X) - d(G(X,Y)).
\]

Putting \( X = Y = g(\alpha) \), this equation becomes

\[
\delta_G(\nabla^G_{g(\alpha)} g(\alpha)) = \mathcal{L}_{g(\alpha)} \delta_G(g(\alpha)) - \frac{1}{2} d(\mathcal{F}(\alpha, \alpha)).
\]
Using the identity \( \flat G (g(\alpha)) = \tau (\alpha) \) derived in the Subsection 2.1, and taking into account that \( \nabla^G \) preserves the metric \( G \), i.e. \( \nabla^G \circ \flat G = \flat G \circ \nabla^G \), we obtain

\[
\nabla^G_{g(\alpha)} \tau (\alpha) = \mathcal{L}_{g(\alpha)} \tau (\alpha) - \frac{1}{2} d(\mathcal{G}(\alpha, \alpha)),
\]

\[
= \frac{1}{2} \{ \alpha, \alpha \} - \mathcal{L}_{g(\alpha)} \tau (\alpha) .
\]

Since \( \tau (\alpha) \in \Gamma (Q^0) \) and \( g(\alpha) \in \Gamma (Q) \), the last term on the right-hand side reduces to \( \delta^B_{g(\alpha)} \tau (\alpha) \), which completes the proof. \( \square \)

Theorem 17 implies, in particular, that normal \( g \)-connections exist. For instance, the mapping \( \nabla \) defined by

\[
\nabla_{\alpha \beta} = \nabla^G_{g(\alpha)} \tau (\beta) + \delta^B_{g(\alpha)} \tau (\beta)
\]

is a linear \( g \)-connection and it is normal, in view of the equivalence of (1) and (5). Moreover, for \( \beta \in \Gamma (Q^0) \) we find that \( \nabla_{\alpha \beta} = \delta^B_{g(\alpha)} \beta \), i.e. the connection under consideration is also \( Q \)-adapted. Summarizing, we have shown the following result.

**Proposition 18** Given a sub-Riemannian structure \( (M, Q, h) \), one can always construct a normal and a \( Q \)-adapted \( g \)-connection.

Furthermore, the \( g \)-connection constructed gives us a relation between a normal \( g \)-connection, the Levi-Civita connection \( \nabla^G \) of any Riemannian metric restricting to \( h \) and the operator \( \delta^B \). This relation will be very useful when we study the relation between vakonomic dynamics and nonholonomic mechanics, (see Section 6).

In the following theorem we shall characterize an abnormal extremal in terms of a \( Q \)-adapted \( g \)-connection. According to Definition 5, a continuous piecewise curve \( c \) tangent to \( Q \) is an abnormal extremal if there exists a continuous piecewise section \( \psi \) of \( Q^0 \) along \( c \) such that

\[
\left. \frac{d}{dt} \langle \psi(t), X(c(t)) \rangle = \langle \psi(t), [g(\alpha(t)), X] \rangle \right|_t \tag{2}
\]

holds for an arbitrary chosen piecewise \( g \)-admissible curve \( \alpha \) projecting onto \( c \), for any \( X \in \mathcal{X}(M) \) and for all \( t \) where \( \dot{c}(t) \) is defined. We can now state the following interesting result.

**Theorem 19** Given a continuous piecewise curve \( c : I \to M \), tangent to \( Q \). There exists a continuous piecewise section of \( Q^0 \) along \( c \) which is parallel with respect to a \( Q \)-adapted \( g \)-connection if and only if \( c \) is an abnormal extremal.

**Proof.** Recall from Subsection 2.2 that a continuous piecewise curve on \( I = [a, b] \) is defined as a continuous map which can be regarded as a con-
We would like to consider now metric $g$ that it preserves the metric, i.e. $\nabla_X(\nabla g) = 0$, implies that $\psi^i(a_{i+1}) = c^i(a_{i+1})$.

Let $c$ be an abnormal extremal such that 2 holds. We shall denote the curves associated to $\alpha$ and $\psi$ on the subinterval $[a_i, a_{i+1}]$, by $\alpha^i$ and $\psi^i$, respectively. Since $\psi$ is continuous, we have $\psi^i(a_{i+1}) = \psi^{i+1}(a_{i+1})$. Then (2) can equivalently be rewritten as:

$$\frac{d}{dt} \langle \psi^i(t), X(c^i(t)) \rangle = \langle \psi^i(t), [g(\alpha^i(t)), X] \rangle, \forall t \in [a_i, a_{i+1}] \ (i = 1, \ldots, k).$$

Now, take a $Q$-adapted $g$-connection $\nabla$ (which always exists in view of Proposition 18). By definition, $\nabla$ satisfies $\nabla_{\beta} \eta = \delta^R_{g(\beta)} \eta$ for all $\beta \in X^\ast(M)$ and $\eta \in \Gamma(Q^0)$. Now, assume $\nabla_\beta \eta = 0$. This is clearly equivalent to the condition $\langle \nabla_\beta \eta, X \rangle = 0$ for any $X \in \mathcal{X}(M)$ which, in view of the fact that $\nabla$ is $Q$-adapted, can be rewritten as $\langle \mathcal{L}_{g(\beta)} \eta, X \rangle = 0$ or $g(\beta)(\langle \eta, X \rangle) = \langle \eta, [g(\beta), X] \rangle$. Here, we have proven that $\nabla_\beta \eta = 0$ iff $g(\beta)(\langle \eta, X \rangle) = \langle \eta, [g(\beta), X] \rangle$ for any $X \in \mathcal{X}(M)$. This equivalence can be restated in the following way. Given a $g$-admissible curve $\alpha^i$, with base curve $c^i$ and $\psi^i$ a section of $Q^0$ along $c^i$, then $\nabla_{\alpha^i} \psi^i(t) = 0$ if and only if

$$\frac{d}{dt} \langle \psi^i(t), X(c^i(t)) \rangle = \langle \psi^i(t), [g(\alpha^i(t)), X] \rangle, \text{ for all } X \in \mathcal{X}(M).$$

Now, $\nabla_{\alpha^i} \psi^i(t) = 0$ for all $t \in [a_i, a_{i+1}]$ and $i = 1, \ldots, k$, with $\psi^i(a_{i+1}) = \psi^{i+1}(a_{i+1})$ implies, by definition, that the continuous piecewise section $\psi$ of $Q^0$ is parallel with respect to the $Q$-adapted $g$-connection $\nabla$ (see Section 2.3). This already proves one half of the theorem.

The proof of the converse statement, namely that the existence of a continuous piecewise section $\psi$ of $Q^0$ along $c$, satisfying the appropriate conditions, implies that $c$ is an abnormal extremal, simply follows by reversing the above arguments.

\[ \text{QED} \]

To conclude this section we make some further remarks on normal and $Q$-adapted $g$-connections. It is well known that the Levi-Civita connection $\nabla^G$, associated with a Riemannian metric $G$, is uniquely determined by the properties that it preserves the metric, i.e. $\nabla^G G = 0$, and that its torsion is zero. We would like to consider now metric $g$-connections $\nabla$ on a sub-Riemannian manifold, i.e. $\nabla \mathcal{F} = 0$ (where $\mathcal{F}$ is the symmetric contravariant 2-tensor field defined in Subsection 2.1). From above we know that normal extremals of a sub-Riemannian structure, resp. abnormal extremals, can be characterized as geodesics of a normal $g$-connection, resp. as parallel transported sections of...
for a Q-adapted g-connection (see Theorem 17, resp. Theorem 19). Therefore it is natural to look for g-connections that are simultaneously normal and Q-adapted. It has been shown above that such a g-connection always exists, namely $\nabla_{a\beta} = \nabla_{g^{a}(\alpha)} \tau(\beta) + \delta_{g^{a}(\alpha)} \tau^{0}(\beta)$, with $G$ any Riemannian metric restricting to $h$. We will prove, however, that no metric g-connection can be found that is also Q-adapted. First we prove an interesting result relating the notion of partial g-connection (see Definition 8) with that of a Q-adapted normal g-connection.

**Proposition 20** Let $\nabla$ be a normal g-connection. Then $\nabla$ is partial if and only if $\nabla$ is Q-adapted.

**PROOF.** Let $\nabla$ be a normal g-connection, i.e. $\nabla_{a\beta} + \nabla_{b\alpha} = \{\alpha, \beta\}$, for all $\alpha, \beta \in \mathcal{X}^{*}(M)$. Suppose $\nabla$ is partial, then for $\beta \in \Gamma(Q^{0})$ the previous relation becomes:

$$\nabla_{a\beta} = \{\alpha, \beta\} = \mathcal{L}_{g^{a}(\alpha)} \beta = \delta_{g^{a}(\alpha)} \beta,$$

i.e. $\nabla$ is Q-adapted. Conversely, suppose $\nabla$ is normal and Q-adapted, then $\nabla_{a\beta} = \{\alpha, \beta\} - \nabla_{b\alpha}$. Let $\alpha \in \Gamma(Q^{0})$, then the right hand side of this equation is zero, and thus $\nabla_{a\beta} = 0$ for all $\alpha \in \Gamma(Q^{0})$ and $\beta \in \mathcal{X}^{*}(M)$. This proves the proposition. \(QED\)

We will now describe a general method for constructing normal g-connections.

Let $[\cdot, \cdot]: \mathcal{X}^{*}(M) \times \mathcal{X}^{*}(M) \rightarrow \mathcal{X}^{*}(M)$ denote a skew-symmetric bracket that is $\mathbb{R}$-linear in both arguments and satisfies, for any $f \in \mathcal{F}(M)$, $[\alpha, f\beta] = g(\alpha)(f)\beta + f[\alpha, \beta]$. Given such a bracket on $\mathcal{X}^{*}(M)$, one can define a unique normal g-connection $\nabla$ for which $[\alpha, \beta] = \nabla_{a\beta} - \nabla_{b\alpha}$, namely:

$$\nabla_{a\beta} = \frac{1}{2} ([\alpha, \beta] + \{\alpha, \beta\}).$$

Conversely, given a normal g-connection $\nabla$, one can define a skew-symmetric bracket with the desired properties by putting $[\alpha, \beta] = \nabla_{a\beta} - \nabla_{b\alpha}$. Henceforth, we shall denote the bracket associated with a normal g-connection $\nabla$ by $[\alpha, \beta]_{\nabla}$.

As can be easily verified, for a g-connection $\nabla$ which is both normal and Q-adapted, the skew-symmetric bracket satisfies: $[\alpha, \eta]_{\nabla} = \delta_{g^{a}(\alpha)} \eta$, for all $\eta \in \Gamma(Q^{0})$ and $\alpha \in \mathcal{X}^{*}(M)$. Therefore, if a Riemannian metric $G$ is chosen, with projections $\tau$ and $\tau^{\bot}$ on $b_{G}(Q)$ and $Q^{0}$ respectively, and which restricts to $h$, \(19\)
this bracket takes the form:

\[
[\alpha, \beta]_{\nabla} = [\tau(\alpha), \tau(\beta)]_{\nabla} + \delta^B_{g(\alpha)} \tau^\perp(\beta) - \delta^B_{g(\beta)} \tau^\perp(\alpha).
\]

We only have to know the value of the bracket acting on sections of \( \mathscr{b}_G(Q) \cong Q \). For example, for the \( g \)-connection given by \( \nabla_{\alpha\beta} = \nabla^G_{g(\alpha)} \tau(\beta) + \delta^B_{g(\alpha)} \tau^\perp(\beta) \), the associated bracket becomes:

\[
[\alpha, \beta]_{\nabla} = \mathcal{b}_G ([g(\alpha), g(\beta)]) + \delta^B_{g(\alpha)} \tau^\perp(\beta) - \delta^B_{g(\beta)} \tau^\perp(\alpha),
\]

where \([g(\alpha), g(\beta)] = \mathcal{L}_{g(\alpha)} g(\beta)\) is the usual Lie bracket on vector fields. Note, however, that there does not seem to exist a ‘natural’ skew-symmetric bracket on \( \mathcal{X}^*(M) \), independent of the chosen Riemannian extension \( G \) of \( h \), which could be used to identify a ‘standard’ \( g \)-connection which is both normal and \( Q \)-adapted. One might think of imposing a metric condition in order to completely determine such a \( \nabla \), but the following result tells us that it is impossible to find a \( Q \)-adapted \( g \)-connection which is also metric.

**Proposition 21** A \( Q \)-adapted \( g \)-connection is not metric.

**PROOF.** Let \( \nabla \) be \( Q \)-adapted \( g \)-connection. Suppose that \( \nabla \) leaves \( \mathfrak{g} \) invariant. This can be equivalently rewritten as \( g(\nabla_{\alpha\beta}) = \nabla_{\alpha}(g(\beta)) \) for all \( \alpha, \eta \in \mathcal{X}^*(M) \). Let \( \eta \in \Gamma(Q^0) \), then, since \( \nabla \) is \( Q \)-adapted this equation becomes \( g(\delta^B_{g(\alpha)} \eta) = 0 \) for all \( \alpha \in \mathcal{X}^*(M) \) and \( \eta \in \Gamma(Q^0) \). However, this is equivalent to saying that \( Q \) is involutive. Indeed, from \( g(\delta^B_{g(\alpha)} \eta) = 0 \) we have

\[
0 = \langle \beta, g(\delta^B_{g(\alpha)} \eta) \rangle = \langle \delta^B_{g(\alpha)} \eta, g(\beta) \rangle = -\langle \eta, [g(\alpha), g(\beta)] \rangle,
\]

for arbitrary \( \alpha, \beta \in \mathcal{X}^*(M) \) and \( \eta \in \Gamma(Q^0) \), hence \([g(\alpha), g(\beta)] \in \Gamma(Q)\). \( \square \)

## 4 Abnormal extremals

For the remainder of this paper we will always restrict ourselves to curves \( c \) that are immersions, i.e. \( \dot{c}(t) \neq 0 \) for all \( t \in \text{Dom}(c) \). Such curves can always, at least locally, be seen as (part of) an integral curve of a smooth vector field (see e.g. [10, p 28]). Bearing this in mind, we will establish in the present section a geometrical characterization of abnormal extremals on a manifold with a regular, non-integrable distribution \( Q \). First, we will restrict ourselves to curves that are integral curves of a vector field. Next, we will extend the analysis to general continuous piecewise curves tangent to \( Q \), whose smooth
parts are immersions such that they can be regarded as a concatenation of integral curves of vector fields belonging to $\Gamma(Q)$.

Consider a manifold $M$ equipped with a regular distribution $Q$. Choose an arbitrary sub-Riemannian metric $h$ (e.g., the restriction of some Riemannian metric on $M$) and let $\nabla$ be a fixed $Q$-adapted $g$-connection associated to the sub-Riemannian structure $(M, Q, h)$. (From the previous section we know that such a $g$-connection can always be found.) Suppose that $c : I \rightarrow M$ is a curve tangent to $Q$, which is (part of) an integral curve of a vector field $X \in \Gamma(Q)$, defined on a neighborhood of $\text{Im} \ (c)$. In particular, we have that $\dot{c}(t) = X(c(t))$ for all $t \in I$. Then we know that $c$ is an abnormal extremal if there exists a section $\eta$ of $Q^0$ along $c$ such that $\nabla_\alpha \eta(t) = 0$ for all $t \in I$, with $\alpha$ a $g$-admissible curve with base curve $c$. Let $\{\phi_s\}$ denote the (local) flow of $X$ such that for any fixed $t \in [a, b]$, $\phi_s(c(t)) = c(t) + s$ for all $s$ for which the right-hand side is defined. We denote the dual of the tangent map $T\phi_s$ of $\phi_s$ by $T^*\phi_s$, i.e., for $\alpha \in T^*\phi_s(x)M$, $T^*\phi_s(x) \alpha$ is the co-vector at $x$ defined by $T^*\phi_s(x)(Y_x) = \alpha(T\phi_s(x)Y_x)$, for all $Y_x \in T_x M$ (with $x \in \text{Dom}(\phi_s)$). We can now prove the following lemma.

**Lemma 22** Let $c : I \rightarrow M$ be an integral curve of $X \in \Gamma(Q)$ and let $\eta$ be an arbitrary section of $Q^0$ along $c$. Then, for any $g$-admissible curve $\alpha$ with base curve $c$, the following equation holds:

$$\nabla_\alpha \eta(t) = \left. \frac{d}{ds} \right|_{s=0} \left( T^*\phi_s(\eta(t + s)) \right), \forall t \in I.$$  

**Proof.** Fix an arbitrary $t \in I$ and choose a local coordinate neighborhood of $M$ containing the point $c(t)$. Since $\nabla_\alpha \eta(t)$ is independent of the $g$-admissible curve $\alpha$ projecting onto $c$, we can choose $\alpha(t) = \overline{\alpha}(c(t))$, where $\overline{\alpha} = b_G(X)$ and $G$ is any Riemannian metric restricting to $h$. From Subsection 2.1 we know that $g(\overline{\alpha}) = X$, which implies indeed that $\alpha(t) = \overline{\alpha}(c(t))$ is a $g$-admissible curve with base curve $c$. In coordinates, $\nabla_\alpha \eta(t)$ reads:

$$\nabla_\alpha \eta(t) = \left( \dot{\eta}_i(t) + \frac{\partial g^{jk}}{\partial x^i}(c(t)) \alpha_k(t) \eta_j(t) \right) dx^i|_{c(t)}.$$

Since, for fixed $t$ and for sufficiently small $s$, the mapping $s \mapsto T^*\phi_s(\eta(t + s))$ defines a curve in the fibre $T^*_{c(t)}M$, the derivative at $s = 0$ is well defined and can be identified with an element of $T^*_{c(t)}M$. In coordinates this curve is given by

$$T^*\phi_s(\eta(t + s)) = \left. \frac{\partial \phi_s}{\partial x^i}(c(t)) \eta_j(t + s) dx^i \right|_{c(t)}.$$
and its derivative at $s = 0$ equals
\[
\left. \frac{d}{ds} \right|_{s=0} (T^* \phi_s(\eta(t + s))) = \left( \dot{\eta}_i(t) + \frac{\partial X^j}{\partial x^i} (c(t)) \eta_j(t) \right) \left. dx^j \right|_{c(t)}.
\]

Using the fact that $g(\alpha) = X$ this leads to the desired result, since
\[
\frac{\partial X^j}{\partial x^i} (c(t)) \eta_j(t) = \frac{\partial g^{jk}}{\partial x^i} \alpha_j (c(t)) \eta_j(t),
\]
where the second equality follows from $\eta \in \Gamma(Q^0)$.

Herewith, we derive the following characterization of an abnormal extremal.

**Proposition 23** Let $c : I = [a,b] \to M$ be a curve tangent to $Q$, such that it is an integral curve of a vector field $X \in \Gamma(Q)$ with flow $\{\phi_s\}$. Then, $c$ is an abnormal extremal if and only if there exists a section $\eta$ of $Q^0$, defined along $c$, such that $\eta(t) = T^* \phi_{-(t-a)}(\eta(a))$ for all $t \in I$.

**PROOF.** According to Theorem 19, $c$ is an abnormal extremal iff there exists a section of $Q^0$ along $c$ such that $\nabla_\alpha \eta(t) = 0$, with $\alpha$ a $g$-admissible curve. Using the preceding lemma, this is still equivalent to
\[
\left. \frac{d}{ds} \right|_{s=0} (T^* \phi_s(\eta(t + s))) = 0, \forall t \in I.
\]

Acting with the map $T^* \phi_{(t-a)} : T_{c(t)} M \to T_{c(a)} M$ on both sides of this equation, we obtain the equivalent condition:
\[
\left. \frac{d}{dt} \right|_t \left( T^* \phi_{(t-a)}(\eta(t)) \right) = 0, \forall t \in I,
\]
from which it follows that $T^* \phi_{(t-a)}(\eta(t)) = \eta(a)$.

This characterization of abnormal extremals that are integral curves of a vector field, leads us to the following construction. Let $c$ be a curve tangent to $Q$, with domain $I = [a,b]$, such that it is an integral curve of a vector field $X \in \Gamma(Q)$. For each $t \in I$ consider the subset $c_t^* Q$ of the tangent space $T_{c(t)} M$, given by
\[
c_t^* Q = \text{Span}\{T\phi_{-s}(Y_{c(t+s)}) \mid \forall Y \in Q_{c(t+s)}, \ s \in [a-t, b-t] \}.
\]
Remark 25 Given a vector field \( X \in \Gamma(Q) \) such that \( X(c(t)) = \dot{c}(t) \), consider the subspace of \( T_{c(t)}M \) spanned by \( Q_{c(a)} \) and by all tangent vectors of the form \([X, [X, \ldots [X,Y] \ldots ](c(a))\) for arbitrary \( Y \in \Gamma(Q) \), and let us denote this space by \( D_{c(a)} \). It is not difficult to prove that the space spanned by \( D_{c(a)} \) is contained in (but, in general differs from) \( c_a^* Q \).
A well known result concerning abnormal extremals (see, for instance, [18]) states that if $Q$ is 'strongly bracket generating', i.e. if $T_x M = \text{Span}\{Y(x) + [X, Y](x) \mid Y, Y' \in \Gamma(Q)\}$ for every $x \in M$ and $X \in \Gamma(Q)$, then there are no abnormal extremals. Since $\text{Span}\{Y(x) + [X, Y](x) \mid Y, Y' \in \Gamma(Q)\} \subset D_{c(a)}$, the previous remark shows that this result is compatible with Theorem 24. At least for the class of curves we are considering here, this result can even be generalized in the following sense. If for some $X \in \Gamma(Q)$ we have that at every point $x \in \text{Dom}(X)$ we have $T_x M = D_x$, then no integral curve of $X$ passing through the point $x$ can be an abnormal extremal.

So far, we have only characterized those abnormal extremals that can be regarded as integral curves of a vector field tangent to $Q$. We shall now extend Theorem 24 to the class of abnormal extremals that may be continuous piecewise curves.

Given any curve $c : I = [a, b] \to M$ tangent to $Q$ which is an immersion, then there exists a finite subdivision of $I$, such that the restriction of $c$ to each subinterval is an integral curve of a vector field tangent to $Q$ (cf. [10, p 28]). This further implies that, given any continuous piecewise curve $c : I = [a, b] \to M$ tangent to $Q$, we can apply this property to each smooth part $c^i : [a_i, a_{i+1}] \to M$ of $c$ (for $i = 1, \ldots, k$), where we are using the conventions of Subsection 2.2. More precisely, each sub-curve $c^i$ can be regarded by itself as a concatenation of integral curves of (local) vector fields belonging to $\Gamma(Q)$. For the sake of clarity, we will now consider the simple case of a continuous piecewise curve consisting of a concatenation of two integral curves of vector fields tangent to $Q$. This will suffice to show how to proceed in the general case of continuous piecewise curves.

Let $c : [a, b] \to M$ be a continuous piecewise curve consisting of two smooth sub-curves $c^i : [a_1, a_2] \to M$ and $c^2 : [a_2, a_3] \to M$, where $a_1 = a < a_2 < a_3 = b$ and $c^i(t) = c(t)$ for $t \in [a_i, a_{i+1}]$, and whereby we assume that both $c^1$ and $c^2$ are integral curves of vector fields $X^1 \in \Gamma(Q)$ and $X^2 \in \Gamma(Q)$, respectively. Denote the local flow of $X^i$ by $\{\phi^i_s\}$, $i = 1, 2$. Since $\dot{c}^i(t) = X^i(\dot{c}^i(t))$ we have: $c^i(t) = \phi^i_{t-a_i}(c^i(a_i))$, $i = 1, 2$. Consider the subspace $c^*_a Q$ of $T_{c(a)}M$ given by

$$c^*_a Q = (c^1)_a^* Q + T\phi^{-1}_{t-a_2-a_1}( (c^2)_a^* Q);$$

where the spaces $(c^i)_a^* Q$ are defined as above. Assume that $\eta_a \in (c^*_a Q)^0$. Then the continuous piecewise curve in $Q^0$, defined by

$$\eta(t) = \begin{cases} T^*\phi^{-1}_{t-a_1}(\eta_a) & \forall t \in [a_1, a_2], \\ T^*\phi^{-2}_{t-a_2}( T^*\phi^{-1}_{t-a_2-a_1}(\eta_a)) & \forall t \in [a_2, a_3], \end{cases}$$
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is a parallel transported section of $Q^0$ with respect to a $Q$-adapted connection (apply Proposition 23 to $c^1$ and $c^2$). This proves that if $c^*aQ \neq T_{c(a)}M$ then $c$ is an abnormal extremal. Conversely, assume that $c$ is an abnormal extremal. By definition there exist parallel transported sections $\eta^1$ and $\eta^2$ of $Q^0$ along $c^1$ and $c^2$ respectively, such that $\eta^1(a_0) = \eta^2(a_2)$. Theorem 24 implies that $0 \neq \eta^1(a_1) \in ((c^1)^*a_1Q)^0$ and $0 \neq \eta^2(a_2) \in ((c^2)^*a_2Q)^0$. Since $\eta^2(a_2) = \eta^1(a_2) = T^*\phi^1_{-1(a_2-a_1)}(\eta^1(a_1))$, we conclude that

$$0 \neq \eta^1(a_1) \in ((c^1)^*a_1Q)^0 \cap (T^*\phi^1_{-1(a_2-a_1)}((c^2)^*a_2Q))^0 = (c^*aQ)^0.$$  

This reasoning can now be easily extended to the case where $c$ is a general continuous piecewise curve tangent to $Q$ (for which $c(t) \neq 0$ at all points where the derivative is defined). Summarizing, we have derived the following characterization of abnormal extremals within the class of continuous piecewise curves.

**Theorem 26** Let $c : I = [a, b] \to M$ be a continuous piecewise curve tangent to $Q$, with $c(t) \neq 0$ at each point where the derivative exists. Then, there always exists a finite subdivision of $I$, with endpoints $a_1 = a < a_2 < \ldots < a_\ell < a_{\ell+1} = b$, such that $c$ is a concatenation of integral curves $c^i : [a_i, a_{i+1}] \to M$ of vector fields $X^i$ tangent to $Q$, with flow $\{\phi^i_s\}$, $i = 1, \ldots, \ell$. We then have that $c$ is an abnormal extremal if and only if

$$T_{c(a)}M \neq c^*aQ := (c^1)^*a_1Q + \sum_{i=2}^\ell T^*\phi^1_{-2(a_2-a_1)} \cdots T^*\phi^{i-1}_{-2(a_{i-1}-a_{i-2})}((c^i)^*a_iQ).$$

Note that, although we have used the theory of $g$-connections associated to a sub-Riemannian structure for its derivation, the above characterization of abnormal extremals is independent of the choice of a sub-Riemannian metric, but only depends on the geometry of the given distribution $Q$. This is indeed in full agreement with the notion of abnormal extremal.

**Remark 27** While finalizing this paper, we have come across a recent paper by P. Piccione and D.V. Tausk [16], in which, following a different approach, a similar characterization for abnormal extremals was obtained.

We shall now give two examples to illustrate the previous results.

**Example 28** Here we consider an example of abnormal extremals, constructed by R. Montgomery [15]. Let $M = \mathbb{R}^3 - \{0\}$ and let $Q$ be the 2-dimensional distribution spanned by the vector fields (expressed in cylindrical coordinates): $X_1 = \frac{\partial}{\partial r}, X_2 = \frac{\partial}{\partial \theta} - F(r)\frac{\partial}{\partial z}$, where $F(r)$ is a function on $M$ with a single non
respectively. In particular, we have $\phi$ differentiable by definition. The flows of $X_1, X_2$ are denoted by $\{\phi_s\}, \{\psi_s\}$, respectively. In particular, we have $\phi_t(r, \theta, z) = (t + r, \theta, z), \psi_t(r, \theta, z) = (r, \theta + t, z - F(r)t)$. Let $c : [0,1] \to M$ be an integral curve of $X_1$ through $x_0 = (r_0, \theta_0, z_0)$ at $t = 0$. The subspace

$$c_0^*Q = \text{Span} \left\{ X_1(x_0), X_2(x_0), \frac{\partial}{\partial \theta}|_{x_0} F(r + t) \frac{\partial}{\partial z}|_{x_0} \mid \forall t \in [0,1] \right\}.$$ 

This subspace coincides with the whole tangent space at $x$, as can be seen from:

$$v_r \left. \frac{\partial}{\partial r} \right|_{x_0} + v_\theta \left. \frac{\partial}{\partial \theta} \right|_{x_0} + v_z \left. \frac{\partial}{\partial z} \right|_{x_0} = v_r X_1(x_0) + v_\theta X_2(x_0)$$

$$+ \frac{v_z + v_\theta F(r_0)}{F(r_0 + t) - F(r_0)} (X_2 - \phi_0^*X_2)(x_0),$$

where $t$ is chosen such that $F(r_0 + t) \neq F(r_0)$. So, in view of Theorem 24, one can conclude that an integral curve of $X_1$ can not be an abnormal extremal.

Let $c' : [0,1] \to M$ be an integral curve of $X_2$, with $c'(0) = x_0 = (r_0, \theta_0, z_0)$. Then we have

$$c_0'^*Q = \text{Span} \left\{ X_1(x_0), X_2(x_0), \frac{\partial}{\partial r}|_{x_0} F'(r_0)t \frac{\partial}{\partial z}|_{x_0} \mid \forall t \in [0,1] \right\}.$$ 

If $x_0$ is a point on the cylinder defined by $r = 1$, then one easily sees that $c_0^*Q \neq T_xM$ since $F'(1) = 0$. Therefore, every helix $c' : [0,1] \to \mathbb{R}^3 : t \mapsto (1, \theta + t, z - F(1)t)$ is an abnormal extremal, i.e. there exists a section of $Q^0$ along the curve $c'$ through $x_0 = (1, 0, 0)$ such that

$$\eta(t) := T^*\psi_{-t}(F(1) \frac{d\theta}{dx}|_x + dz|_x) = F(1) \frac{d\theta}{(1,t,-F(1)t)} + dz|_{(1,t,-F(1)t)}.$$ 

**Example 29** We now treat an example that was constructed by W. Liu and M.J. Sussmann, [14]. Let $M = \mathbb{R}^3$ and $Q$ spanned by $X_1 = \frac{\partial}{\partial y}, X_2 = (1 - x) \frac{\partial}{\partial y} + x^2 \frac{\partial}{\partial z}$, where we use cartesian coordinates, $x, y, z$. The flows $\{\phi_s\}$ of $X_1$ and $\{\psi_s\}$ of $X_2$ are given by $\phi_t(x, y, z) = (x + t, y, z)$ and $\psi_t(x, y, z) = (x, (1 - x)t + y, x^2t + z)$. The pull-back of $X_1$ under $\psi_t$ equals $\psi_t^*X_1 = \frac{\partial}{\partial x} + t \frac{\partial}{\partial y} - 2xt \frac{\partial}{\partial z}.$
and this vector field can be written as a linear combination of $X_1, X_2$ for any value of $t$ and at all points for which $x = 0$ or $x = 2$. Indeed, if $x = 0$, then $\psi^*_t X_1(0, y, z) = X_1(0, y, z) + t X_2(0, y, z)$. If $x = 2$, then $\psi^*_t X_1(0, y, z) = X_1(2, y, z) - t X_2(2, y, z)$. Therefore, each curve defined by $c : I \to M : t \mapsto (x, (1 - x)t + y, x^2t + z)$ for any given point $(x, y, z)$ with $x = 0$ or $x = 2$, is an abnormal extremal.

To end this section, we present a construction for the tangent vector to certain variations of a given curve $c : [a, b] \to M$ tangent to $Q$, that have been used in a derivation of the Maximum principle in [17]. We shall see that the set of all such tangent vectors determines a subspace of the tangent space $T_b M$ that equals $c_b^* Q$. Suppose that $c : [a, b] \to M$ is a curve tangent to $Q$, which is an integral curve of a vector field with flow $\{\phi_t\}$, such that $c(a + t) = \phi_t(c(a))$. The type of variations of $c$ we have in mind here, are specified by a triple $(Y, \tau, \delta t)$ with $Y \in \Gamma(Q), \tau \in [a, b]$ and $\delta t \geq 0 \in \mathbb{R}$. Denote the flow of $Y$ by $\{\psi_s\}$. The variation $\tilde{c} : [a, b] \times \mathbb{R} \to M$, associated to the triple $(Y, \tau, \delta t)$ for $\tau \in [a, b]$, is then defined by:

$$
\tilde{c}(t, \epsilon) = \begin{cases} 
  c(t) & a \leq t \leq \tau - \epsilon \delta t, \\
  \psi_{t-(\tau-\epsilon \delta t)}(c(\tau - \epsilon \delta t)) & \tau - \epsilon \delta t \leq t \leq \tau, \\
  \phi_{t-\tau}(\psi_{\epsilon \delta t}(c(\tau - \epsilon \delta t))) & \tau \leq t \leq b,
\end{cases}
$$

which is well defined for $\epsilon$ small enough. For $\tau = a$, a slightly different definition for $\tilde{c} : [a, b] \to M$ is needed: $\tilde{c}(t, \epsilon) = \phi_{t-a}(\psi_{t-a}(\phi_{\epsilon \delta t}(c(a))))$. The tangent vector to any variation $\tilde{c}$ at $(t, \epsilon) = (b, 0)$ equals:

$$
V(Y, \tau, \delta t) = T\phi_{b-\tau}(\delta t Y(c(\tau)) - \delta t \dot{c}(\tau)).
$$

Since $Y(c(\tau)) - \dot{c}(\tau) \in Q_{c(\tau)}$, the vector $V(Y, \tau, \delta t)$ belongs to $c_b^* Q$. Even more, the space spanned by all $V(Y, \tau, \delta t)$ with $Y \in \Gamma(Q), \tau \in [a, b]$ and $\delta t \in \mathbb{R}$, equals $c_b^* Q$. Therefore, the necessary and sufficient condition from Theorem 24 measures the dimensionality of the space spanned by tangent vectors to variations. A more detailed discussion will be presented in a forthcoming paper in which we will construct a natural connection over a bundle map associated with a control problem, which will lead to a weaker version of the Maximum principle.

5 Normal extremals

In this section we will make use of Theorem 17 to recover some known results about normal extremals. Consider a sub-Riemannian structure $(M, Q, h)$ and
let $G$ be an arbitrary Riemannian metric on $M$ restricting to $h$. Theorem 17 then says $\nabla_\alpha \alpha(t) = \nabla^G_\alpha \tau(\alpha)(t) + \delta^B_\tau^\perp(\alpha)(t)$, where $\alpha$ is a $g$-admissible curve with base curve $c$, and $\nabla$ is any normal $g$-connection. This immediately leads to the following result.

**Proposition 30** Let $c : I \to M$ be a curve tangent to $Q$ that is a geodesic with respect to a Riemannian metric $G$ restricting to $h$, then $c$ is a normal extremal.

**PROOF.** The curve $c$ is a normal extremal if there exists a $g$-admissible curve $\alpha$ with base curve $c$, which is auto-parallel with respect to a normal $g$-connection $\nabla$. Since $c : I \to M$ is a geodesic with respect to $G$, i.e. $\nabla^G_\epsilon \dot{c}(t) = 0 \ \forall t \in I$, we know from Section 2.1 that $\alpha = b_G(c)$ is a $g$-admissible curve with base curve $c$ for which $\tau(\alpha) = \alpha$ or $\tau^\perp(\alpha) = 0$. It then follows that $\nabla_\alpha \alpha(t) = 0$ since $\nabla_\alpha \alpha(t) = \nabla^G_\epsilon \tau(\alpha)(t) = b_G(\nabla^G_\epsilon \dot{c}(t)) = 0$.

Let $c : I = [a, b] \to M$ be a normal extremal. Then there exists a $g$-admissible curve $\alpha$ which is auto-parallel with respect to a normal $g$-connection. Given any $t_0 \in I$, then one can always find a one form $\pi$ and a compact subinterval $J$ of $I$ containing $t_0$, such that $\pi(c(t)) = \alpha(t)$ for all $t \in J$ and $c(J)$ is contained in a coordinate neighborhood $U$. We will now construct a local Riemannian metric $G$ restricting to $h$ on $Q$ such that $c|_J$ is a geodesic with respect to this Riemannian metric.

Since $g(\pi) \neq 0$, one can construct a local basis of $\mathcal{X}^*(U)$, namely $\{\pi = \beta^1, \beta^2, \ldots, \beta^n\}$, such that $\beta^{k+1}, \ldots, \beta^n$ determine a local basis for $\Gamma(Q^0)$, defined on $U$. Let $\{X_1, \ldots, X_n\}$ denote the dual basis of $\mathcal{X}(U)$. Then the vector fields $X_j$, for $j = 1, \ldots, k$, form a local basis for $\Gamma(Q)$, since $\langle \beta^i, X_j \rangle \equiv 0$ for $i = k+1, \ldots, n$. We can now define a Riemannian metric $G$ on $U$, restricting to $h$, as in Section 2.1, i.e. for arbitrary vector fields $Y$ and $Z$ on $U$,

$$G(x)(Y, Z) = \sum_{r,s=1}^k Y^r Z^s h(x)(X_r(x), X_s(x)) + \sum_{r=k+1}^n Y^r Z^r,$$

where we have put $Y(x) = Y^r X_r(x)$ and $Z(x) = Z^r X_r(x)$ for some $Y^r, Z^r \in \mathbb{R}$ ($r = 1, \ldots, n$). From the definition of $G$ we can derive that $Q^\perp$ is spanned by $\{X_{k+1}, \ldots, X_n\}$ or $\tau^\perp(\pi) = 0$, implying that $\tau^\perp(\alpha(t)) = 0$ or $b_G(\dot{c}(t)) = \alpha(t)$. From $\nabla_\alpha \alpha(t) = 0$ and $\tau^\perp(\alpha(t)) = 0$ we obtain $\nabla^G_\epsilon \dot{c}(t) = 0$ for any $t \in J$.

**Proposition 31** Let $c : I \to M$ be a normal extremal. Then for any $t \in I$ there exists a compact neighborhood $J$ of $t$ such that $c$ restricted to $J$ is a geodesic with respect to some Riemannian metric restricting to $h$ on $Q$.  
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This proves, in particular, that a normal extremal is locally length minimizing.

Let $c$ be a normal extremal and let $\nabla$ be a normal and $Q$-adapted $g$-connection (recall that such a $\nabla$ always exists). Suppose that $c$ is degenerate in the following sense: there exist two $g$-admissible curves $\alpha, \beta$ with base curve $c$, such that $\nabla_\alpha \alpha(t) = \nabla_\beta \beta(t) = 0$. We will now see that $c$ is then also an abnormal extremal. We have proven before that a normal and $Q$-adapted connection is partial, i.e. $\nabla_\alpha = \nabla_\beta$ if $g(\alpha) = g(\beta)$. Therefore one obtains that $\nabla_\alpha (\alpha - \beta)(t) = 0$. Since $g(\alpha(t) - \beta(t)) = 0$, or $\eta(t) = (\alpha - \beta)(t) \in Q^0$ for all $t$, $\eta$ is a parallel transported section along $\alpha$, lying entirely in $Q^0$ and, hence, $c$ is an abnormal extremal. Conversely, assume that $c$ is a normal extremal, i.e. $c$ is the base curve of an auto-parallel curve $\alpha$ with respect to $\nabla$, and that $c$ is also an abnormal extremal. Let $\eta$ denote a parallel transported section along $\alpha$ lying in $Q^0$. Then, using the same arguments as before, $\alpha + \eta$ is also an auto-parallel curve with base curve $c$. We can conclude that curves that are both normal and abnormal are degenerate in the sense that they admit more than one $g$-admissible curve that is auto-parallel.

6 Vakonomic dynamics and nonholonomic mechanics

As a natural consequence of the approach to sub-Riemannian structures in terms of generalized connections, we will see how to establish coordinate-independent conditions for the motions of a free mechanical system subjected to linear nonholonomic constraints to be normal extremals with respect to the associated sub-Riemannian structure, and vice versa. We first give a definition of what we understand under a free mechanical system subjected to linear nonholonomic constraints (shortly free nonholonomic mechanical system) and the associated sub-Riemannian structure.

Assume that a manifold $M$ is equipped with a non-integrable regular distribution $Q$ on $M$ and a Riemannian metric $G$. A free mechanical system with linear nonholonomic constraint $Q$ consists of a free particle with Lagrangian $L(v) = \frac{1}{2} G(v,v) \in \mathcal{F}(TM)$, subjected to the constraint $v \in Q$. ("Free" refers here to the absence of external forces.) The problem of determining the dynamics of the free nonholonomic mechanical system then consists in finding the solutions of the following equation (see [1,5])

$$\pi(\nabla^G \dot{c}(t)) = 0 \quad \text{and} \quad \dot{c}(t) \in Q, \forall t,$$

where $\pi$ is the orthogonal projection of $TM$ onto $Q$ with respect to $G$ and $\nabla^G$ the Levi-Civita connection associated with $G$. The associated sub-Riemannian structure is given by $(M,Q,h_G)$, with $h_G$ the restriction of $G$ to $Q$. 
In [12] we have constructed a unique generalized connection $\nabla_{nh}$ over the bundle map $i: Q \hookrightarrow TM$ on the linear bundle $Q$, namely: $\nabla_{nh}^{X}Y = \pi(\nabla_{X}^{Q}Y)$ (we have identified $X \in \Gamma(Q)$ with $i \circ X \in \mathcal{X}(M)$). The $i$-connection $\nabla_{nh}$ preserves the sub-Riemannian metric $h_{G}$ on $Q$, i.e. $\nabla_{nh}^{X}h_{G} = 0$ for any $X \in \Gamma(Q)$, and satisfies $\nabla_{nh}^{X}Y - \nabla_{nh}^{Y}X - \pi[X, Y] = 0$ for all $X, Y \in \Gamma(Q)$. One can prove that $\nabla_{nh}$ is completely determined by these two properties. In this setting, the $i$-admissible curves are precisely curves tangent to $Q$. Therefore, a motion $c$ of the free nonholonomic mechanical system is characterized by the condition that $\nabla_{nh}^{\dot{c}}(t) = 0$, for all $t$.

The vakonomic dynamical problem, associated with the free particle with linear nonholonomic constraints, consists in finding normal extremals with respect to the associated sub-Riemannian structure $(M, Q, h_{G})$. It is interesting to compare the solutions of the nonholonomic mechanical problem with the solutions of the vakonomic dynamical problem, because the equations of motion for the mechanical problem are derived by means of d’Alembert’s principle, whereas the normal extremals are derived from a variational principle. This has been discussed for more general Lagrangian systems by J. Cortés, et al. [7]. For the free particle case, we shall present here an alternative (coordinate free) approach.

**Definition 32** Given a Riemannian metric $G$ and a regular distribution $Q$ on a manifold $M$. We can then define the following two tensorial operators:

$$
\Pi^{G}: \Gamma(Q) \otimes \Gamma(Q) \to \Gamma(Q^{\perp}), (X, Y) \mapsto \pi^{\perp}(\nabla_{X}^{Q}Y),
$$

$$
\Pi^{B}: \Gamma(Q) \otimes \Gamma(Q^{0}) \to \Gamma((Q^{\perp})^{0}), (X, \eta) \mapsto \tau(\delta_{X}^{B}\eta).
$$

It is indeed easily seen that both $\Pi^{G}$ and $\Pi^{B}$ are $C(M)$-bilinear in their arguments and, hence, their action can be defined point-wise, with expressions like $\Pi^{G}(X, Y)$ and $\Pi^{B}(X, \eta_{x})$, for $X, Y \in Q_{x}$ and $\eta_{x} \in Q^{0}$, having an obvious and unambiguous meaning.

The operator $\Pi^{B}$ is related to the ‘curvature’ of the distribution $Q$ as follows: let $X, Y \in \Gamma(Q)$, then one has:

$$
\langle \Pi^{B}(X, \eta), Y \rangle = \langle \delta_{X}^{B}\eta, Y \rangle = -\langle \eta, [X, Y] \rangle, \text{ for any } \eta \in \Gamma(Q^{0}).
$$

Thus $\Pi^{B} \equiv 0$ if and only if $Q$ is involutive. The following lemma shows the importance of these tensors. First, define a linear connection $\nabla_{B}$ over $i: Q \hookrightarrow TM$ on the bundle $Q^{0}$ by the prescription $\nabla_{X}^{B}\eta = \pi^{\perp}(\delta_{X}^{B}\eta)$ with $X \in \Gamma(Q)$ and $\eta \in \Gamma(Q^{0})$.

**Lemma 33** Given a Riemannian metric $G$ and a regular distribution $Q$ on a manifold $M$. Assume that $c: I = [a, b] \to M$ is a curve tangent to $Q$ and let
\( \nabla \) be a \( Q \)-adapted \( g \)-connection with respect to the associated sub-Riemannian structure \((M, Q, h_G)\). Then, the following properties hold:

1. Given \( Y_a \in Q_{c(a)} \), denote the parallel transported curves along \( c \), with initial point \( Y_a \), with respect to \( \nabla^{nh} \), resp. \( \nabla^G \), by \( \tilde{Y}(t) \), resp. \( Y(t) \). Then \( \tilde{Y}(t) = Y(t) \) for all \( t \), if and only if \( \Pi^G(\dot{c}(t), \tilde{Y}(t)) = 0 \) for all \( t \in I \).

2. Given \( \eta_a \in Q_{c(a)}^0 \), denote the parallel transported curves along \( c \), with initial point \( \eta_a \), with respect to \( \tilde{\nabla}^B \), resp. \( \nabla \), by \( \tilde{\eta}(t) \), resp. \( \eta(t) \). Then \( \tilde{\eta}(t) = \eta(t) \) if and only if \( \Pi^B(\dot{c}(t), \tilde{\eta}(t)) = 0 \).

**Proof.** (1) From the definition of \( \Pi^G \) it follows that, given any section \( \tilde{Z}(t) \) of \( Q \) along \( c \), the following equation holds:
\[
\nabla^{nh}_{\dot{c}} \tilde{Z}(t) = \nabla^G_{\dot{c}} \tilde{Z}(t) - \Pi^G(\dot{c}(t), \tilde{Z}(t)).
\]
Assume that \( \tilde{Z}(t) = \tilde{Y}(t) = Y(t) \), then we have \( \Pi^G(\dot{c}(t), \tilde{Y}(t)) = 0 \). This already proves the statement in direction. The converse follows from the fact that parallel transported curves with respect to any connection are uniquely determined by their initial conditions.

The proof of (2) follows from similar arguments. \( \Box \)

Note that property (2) of the previous lemma gives necessary and sufficient conditions for the existence of curves that are abnormal extremals, i.e.: \( c \) is an abnormal extremal if and only if there exists a parallel transported section \( \tilde{\eta} \) of \( Q^0 \) along \( c \) with respect to \( \tilde{\nabla}^B \) such that, in addition, \( \Pi^B(\dot{c}(t), \tilde{\eta}(t)) = 0 \) for all \( t \). We shall now investigate some further properties of the operators \( \Pi^B \) and \( \Pi^G \).

**Definition 34** For \( x \in M \), let \( X_x \) be a non-zero element of \( Q_x \). Define a subspace of \( T_x M \) as follows:
\[
Q_x + [X, Q_x] = \text{Span}\{Y(x) + [\tilde{X}, Y'](x) \mid Y, Y' \in \Gamma(Q); \tilde{X} \in \Gamma(Q) \text{ with } \tilde{X}(x) = X\}.
\]

As a side result of the following lemma, it will be seen that the space \( Q_x + [X, Q_x] \) is independent of the extension \( \tilde{X} \) of \( X_x \) used in its definition and, hence, also justifies the notation.

**Lemma 35** Let \( \eta_x \in Q_x^0 \) and \( X_x \in Q_x \) for some \( x \in M \). Then \( \Pi^B(X_x, \eta_x) = 0 \) if and only if \( \eta \in (Q_x + [X, Q_x])^0 \).

**Proof.** Let \( \Pi^B(X, \eta) = 0 \). This is equivalent to \( \langle \eta, [\tilde{X}, Y'](x) \rangle = 0 \) for any \( \tilde{X}, Y' \in \Gamma(Q) \) with \( \tilde{X}(x) = X_x \). Since \( \eta_x \in Q_x^0 \), we may conclude that
\[ \eta_x \in (Q_x + [X, Q_x])^0. \] The converse follows by reversing the previous arguments. \[ \Box \]

Another useful property is given by the following lemma.

**Lemma 36** Let \( M \) be a manifold with a Riemannian metric \( G \) and a regular non-integrable distribution \( Q \), and consider the associated sub-Riemannian structure \((M, Q, h_G)\). Let \( \nabla \) be a normal \( g \)-connection. We then have for \( \alpha \in \mathcal{X}^\ast(M) \) that \( \nabla_{\alpha} \alpha = 0 \) if and only if

\[
\flat_G(\nabla^{\text{nh}} g(\alpha)) = -\Pi^B(g(\alpha), \tau^\perp(\alpha)) \quad \text{and} \quad
\nabla^B_{g(\alpha)} \tau^\perp(\alpha) = -\flat_G(\Pi^G(g(\alpha), g(\alpha))).
\]

**PROOF.** From Theorem 17 one has that \( \nabla_{\alpha} \alpha = 0 \) if and only if \( \nabla^G_{g(\alpha)} \tau(\alpha) + \delta^B_{g(\alpha)} \tau^\perp(\alpha) = 0 \). Using the following relations

\[
\tau(\alpha) = \flat_G(g(\alpha)),
\nabla^G \circ \flat_G = \flat_G \circ \nabla^G,
\nabla^G_{g(\alpha)} g(\alpha) = \nabla^{\text{nh}}_{g(\alpha)} g(\alpha) + \Pi^G(g(\alpha), g(\alpha)),
\delta^B_{g(\alpha)} \tau^0(\alpha) = \nabla^B_{g(\alpha)} \tau^0(\alpha) + \Pi^B(g(\alpha), \tau^0(\alpha)),
\]

together with the fact that \( T^\ast M = \flat_G(Q) \oplus Q^0 \) and \( Q^0 \cong \flat_G(Q^\perp) \), the equivalence is immediately proven. \[ \Box \]

The previous lemmas can now be used to derive necessary and sufficient conditions for a motion of a free nonholonomic mechanical system to be normal extremals and vice versa. Let \( M \) again be a manifold with a Riemannian metric \( G \) and a regular non-integrable distribution \( Q \).

**Proposition 37** A solution \( c : [a, b] \to M \) of a free nonholonomic system determined by the triple \((M, Q, G)\) is a solution of the corresponding vakonomic problem, and vice versa, if and only if there exists a section \( \eta \) of \( Q^0 \) along \( c \) such that

\[
\nabla^B_{\dot{c}} \eta(t) = -\flat_G(\Pi^G(\dot{c}(t), \dot{c}(t)))
\]

and such that, in addition \( \eta(t) \in (Q_{\dot{c}(t)} + [\dot{c}(t), Q_{\dot{c}(t)}])^0 \) for all \( t \).
PROOF. The condition for any $g$-admissible curve $\alpha(t) = \mathring{b}_G(\dot{c}(t)) + \eta(t)$ with base curve $c$ (where $\eta(t)$ is any section of $Q^0$ along $c$) to be parallel transported with respect to a normal $g$-connection is that $\nabla_\alpha \alpha(t) = 0$. This can equivalently be written as:

$$\mathring{b}_G(\nabla^n_c \dot{c}(t)) = -\Pi^B(\dot{c}(t), \eta(t))$$

and

$$\nabla^B_c \eta(t) = -\mathring{b}_G(\Pi^G(\dot{c}(t), \dot{c}(t))).$$

Thus $\nabla^n_c \dot{c}(t) = 0$ if and only if $\Pi^B(\dot{c}(t), \eta(t)) = 0$, where $\eta(t)$ is a solution of $\nabla^B_c \eta(t) = -\mathring{b}_G(\Pi^G(\dot{c}(t), \dot{c}(t)))$.

Remark 38 Given any $\eta_0$ in $(Q_{c(a)} + [\dot{c}(a), Q_{c(a)}])^0$ then (3) always admits a solution, $\eta(t)$ with initial condition $\eta(a) = \eta_0$. The obstruction for $c$ to be simultaneously a motion of the nonholonomic mechanical system and a solution to the vakonomic dynamical problem, lies in the fact that $\eta(t)$ should belong to $(Q_{c(t)} + [\dot{c}(t), Q_{c(t)}])^0$ for all $t$, and this is not guaranteed by the fact that $\eta(t)$ is a solution of (3). The search for geometric conditions for solutions $\eta(t)$ of this equation to remain in $(Q_{c(t)} + [\dot{c}(t), Q_{c(t)}])^0$ for all $t$, is left for future work.
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