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ABSTRACT
mmWave FMCW radar has attracted huge amount of research interest for human-centered applications in recent years, such as human gesture/activity recognition. Most existing pipelines are built upon conventional Discrete Fourier Transform (DFT) pre-processing and deep neural network classifier hybrid methods, with a majority of previous works focusing on designing the downstream classifier to improve overall accuracy. In this work, we take a step back and look at the pre-processing module. To avoid the drawbacks of conventional DFT pre-processing, we propose a learnable pre-processing module, named CubeLearn, to directly extract features from raw radar signal and build an end-to-end deep neural network for mmWave FMCW radar motion recognition applications. Extensive experiments show that our CubeLearn module consistently improves the classification accuracies of different pipelines, especially benefiting those previously weaker models. We provide ablation studies on initialization methods and structure of the proposed module, as well as an evaluation of the running time on PC and edge devices. This work also serves as a comparison of different approaches towards data cube slicing. Through our task agnostic design, we propose a first step towards a generic end-to-end solution for radar recognition problems.
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Figure 1: We propose CubeLearn, a learnable pre-processing module to replace conventional DFT and build end-to-end deep neural networks for mmWave FMCW radar motion recognition tasks.

1 INTRODUCTION
Millimeter wave (mmWave) frequency-modulated continuous-wave (FMCW) radar was mainly used on high-end cars and military vehicles many years ago, due to its bulky size and high cost. With the recent development in low cost single-chip mmWave radar, (e.g., TI mmWave sensors [15] and Infineon mmWave sensors including Google Soli [19]), more and more possibilities have been explored in indoor applications, such as vital sign monitoring [26], gesture recognition [21, 33], fall detection [17, 29, 32], and human activity recognition (HAR) [2, 27]. As mmWave radars are less intrusive than cameras, they have significant potential for domestic applications, where concerns about privacy dominate.

Typical methods for FMCW radar gesture or activity recognition follow a two-stage pipeline: radar signal pre-processing, typically with Discrete Fourier Transform (DFT), and a data-driven classifier for task-specific recognition purposes. In the classical radar processing chain, there are a number of different levels of data representations, ranging from Range Profile signatures, heatmaps, to point clouds.

For gesture recognition and activity recognition tasks, heatmaps and point clouds are the most widely adopted data representations [1, 18]. Point cloud generation relies on hand crafted parameters, and generating point clouds requires receiver array which is not available in some radar configurations (e.g., SISO radar). Besides, point cloud can hardly capture fine-grained movements like finger gestures, which makes it a less universal approach. As a result, most
previous works are based on heatmap + neural network classifier hybrid pipelines.

DFT serves as a very efficient way to extract Range, Doppler and Angle-of-Arrival (AoA) information from the raw radar signal to generate different types of heatmaps. However, it also has limitations including: (1) it uses preset, equally spaced transformation bases, which could be sub-optimal; (2) limited resolution; (3) heatmaps contain a large portion of redundant information. To overcome such limitations, researchers have been trying to use end-to-end deep neural networks for radar applications in recent years. The difficulty here lies in that the raw radar ADC samples are complex values corresponding to the downmixed baseband, and both the magnitude and the phase are important. In previous works on end-to-end learning for radar applications, either only the real part is used [28, 38], which loses some information; or the real part and the imaginary part are treated as two channels [41], which loses the physical meaning, and using a specific network structure could make it less universal.

In this work, we explore replacing DFT pre-processing with a learnable pre-processing module named CubeLearn to improve motion classification accuracy, which is evaluated on human gesture and activity recognition tasks. To the authors' best knowledge, this is the first work to use stacked complex linear layers to replace DFT pre-processing for FMCW radar pipelines, and the first in-depth evaluation of a purely end-to-end radar network. Our intuition is that by making the entire network learnable and data-driven, we can allow the network to better focus on important radar features, leading to higher overall accuracy. In particular, significant performance improvements are observed for those previously weaker models, indicating that our proposed CubeLearn module could be especially helpful for low-end radars (e.g., with single Tx/Rx) to achieve recognition performance close to a more sophisticated radar. Besides, compared to previous end-to-end works where the proposed methods are designed for specific applications, our work proposes a more generic method for different radar recognition tasks.

Our contributions in this work are listed as follows:

- We propose CubeLearn, a learnable pre-processing module to replace the conventional DFT pre-processing, allowing the network to focus on task-specific radar signatures.
- Through extensive evaluation, we show that our proposed method can increase the accuracy of different gesture/activity recognition pipelines and accelerate the training process.
- We also provide a detailed, in-depth exploration of the impact of different pre-processing and classifier combinations, in terms of task accuracy and computational load on both PC and Raspberry Pi devices.
- We release the code of the proposed CubeLearn module and our own collected dataset to encourage further research on this topic.

In the rest of the paper, we first discuss related work, mmWave radar background and commonly seen pipelines. Then we present our proposed CubeLearn module in Section 5. In Section 6 we introduce the dataset collection and experiment configuration, followed by evaluation in Section 7. In the remaining sections we provide extensive ablation study and complexity analysis, and Section 11 finally concludes the paper.

## 2 RELATED WORK

### 2.1 mmWave Radar Heatmap Based Human Gesture/Activity Recognition

| Pre-processing | Classifier | Related Works |
|----------------|------------|---------------|
| 2D Heatmap     | Range-Doppler-Time | 2DCNN [2, 5, 6, 12, 14, 16, 24, 34–36, 39, 40] |
| 2D Heatmap     | Range-Doppler | 2DCNN-LSTM [33, 34] |
| 2D Heatmap     | Range-Doppler + Range-Angle | 2DCNN-LSTM [39] |
| 2D Heatmap     | Range-Time + Doppler-Time | 2DCNN [24] |
| 2D Heatmap     | Range-Time + Angle-Time | 2DCNN [39] |
| 3D Heatmap     | Range-Doppler-Angle | 2DCNN + LSTM [51] |

Table 1: Heatmap based mmWave FMCW radar gesture and activity recognition.

mmWave radar based human gesture/activity recognition is one of the most studied areas in mmWave sensing. Main-stream recognition methods are based on 1D/2D/3D heatmaps (sometimes 1D representations are called ‘profile’). Recent works on mmWave radar heatmap based human gesture/activity recognition are summarized in TABLE 1. As introduced in Section 3, conventional DFT pre-processing is used to extract Range, Doppler and AoA information from the raw radar data cube. In most cases the heatmap data is directly used as neural network input [2, 5, 6, 12, 14, 16, 24, 34–36, 39, 40], as they are fixed-sized and can be processed similarly to images. Other works manually extract features and feed them into the downstream classifier [9, 11, 42].

There are many types of 2D and 3D heatmaps, such as the Range-Doppler heatmap used in [9, 24, 33, 34, 39]. The frame dimension can be used as a separate dimension for the neural network to extract temporal information [11, 24, 33, 34, 39], or use together with other dimensions to be processed as part of the heatmap [5–7, 12, 36]. In our work we consider different heatmap based pipelines in previous works, together with other possible combinations, as our baselines.

### 2.2 End-to-end mmWave Radar Gesture and Activity Recognition Methods

Researchers have also been trying to build end-to-end neural networks for radar applications. The main difficulty of designing an end-to-end structure is to handle the complex input. The magnitude and phase information are both important in the raw IF signal, as the magnitude contains information regarding target distance, and the phase information can be used for velocity estimation and AoA estimation.

Sakamoto et al. proposed converting the I/Q data received by CW radar receiver into an image for hand gesture recognition with convolutional neural networks [23]. Zhao et al. proposed treating the real and imaginary part as two separate channels which is processed similar to images with real-valued convolutional layers for human activity classification [41].

There are also some works that use real-valued input. Stadelmayer and Santra proposed using a parametric convolutional neural network (2D Sinc Filter and 2D Wavelet Filter) [28] to extract Range and Doppler information from raw radar data. Ye et al. proposed
using two real-valued convolutional layers with Fourier initialization for human-activity classification [37, 38] on Continuous-wave radar data. However, their methods lose half of the information from the imaginary part.

To the authors best knowledge, this work is the first to use stacked complex linear layers to replace the conventional DFT pre-processing to directly extract information from raw mmWave FMCW radar data, and to build end-to-end deep neural network together with downstream deep classifier which directly takes raw radar complex data cube as input for recognition tasks.

3 MMWAVE FMCW RADAR BACKGROUND
In a typical FMCW radar configuration, a frame consists of multiple chirps, which are short periods of signals whose frequency increases linearly with time. During each chirp, a number of analog-digital converter (ADC) samples are taken at each receiver. We use Texas Instruments IWR6843 mmWave radar in this work, which features a 3 transmitter, 4 receiver MIMO antenna array, but we note that our architecture is easily generalizable to different antenna configurations. For each chirp, typically a single transmitter is activated (with the TDM-MIMO [22] principle), and the received signals at each receiver antenna are mixed with the transmitting signal followed by low-pass filters to produce an intermediate frequency (IF) signal that is further sampled by ADC. For each frame, mmWave radar generates a raw data cube, with the three axes corresponding to: samples in a chirp, chirp loops, and Tx-Rx pairs.

In conventional processing, DFT is used to extract range, Doppler and AoA information along the 3 dimensions of the raw radar data cube, respectively. As the transmitting frequency increases linearly with time during a chirp, the reflection from a target at a certain distance introduces a corresponding frequency component in the IF signal, which equals to the round trip time multiplied by the frequency slope of the chirp. We can estimate the distance to different targets by extracting different frequency components with DFT, which produces a ‘Range Profile’. The phase of a peak corresponding to a certain target in the Range profile changes across chirps if the target is moving, due to the slight round-trip distance change, and we can apply another DFT across chirps to extract the phase variation in order to infer the radial velocity of the object, which is often called ‘Doppler DFT’. Furthermore, the AoA of the target introduces phase differences at the antennas in the receiver array because of the slight difference in the total length the signal travels. This can also be estimated with DFT, which is called ‘Angle DFT’. Transforming the information from the sampled time/space domain to the frequency domain is the key for extracting range, Doppler and AoA information in FMCW radar data processing.

4 GESTURE AND ACTIVITY RECOGNITION MODELS
As discussed in the previous section, the mmWave radar is able to produce a raw data cube for each frame, with 3 axes as sample, chirp and receiver array, respectively, and range, Doppler and AoA information can be extracted from these three dimensions. To represent the information on these three dimensions, we often adopt heatmaps as a straightforward data representation. Peaks in the heatmaps correspond to detected targets. For example, a peak in the 2D Range-Doppler heatmap represents a target at a certain distance with a certain radial velocity. Since in this work we are studying gesture/activity recognition, which typically lasts several frames, we have an additional frame (time) dimension. As a result, with different combinations of information from three dimensions in the data cube, together with the frame dimension, we supply 2D, 3D or 4D data as input to the downstream neural network classifier.

5 LEARNABLE PRE-PROCESSING
5.1 Problems with Conventional DFT pre-processing
For raw radar signals, the information of the targets is not encoded in certain data points, but rather hidden in the phase and magnitude variation of the signal. For example, the distances to the targets are
encoded in the frequency components of a single chirp, and the Doppler and AoA information are hidden in the phase variation, either from time domain (chirps) or spatial domain (receiver array).

To expose such information, the pre-processing is often performed with conventional signal processing techniques, typically through DFT, as discussed before. The DFT can be viewed as a linear transformation of the raw radar data from the time/spatial domain to the frequency domain with equally spaced Fourier bases. By transforming to the frequency domain, the information corresponding to the targets is directly exposed. The pre-processed output can be largely regarded as 2D/3D images to be fed into downstream neural networks based on architectures widely explored in the computer vision domain. Note that though DFT is a reversible operation, in previous pipelines the phase information of the transformed data is lost before feeding into the downstream classifier because of the modulus operation.

Though conventional DFT pre-processing is simple, efficient and straightforward, there are three issues which impact its utility: **Lack of adaptive transformation bases.** All the Fourier transformation bases are equally spaced and fixed, and the transformed data points might not best represent the target. For example, if we have a radar configuration where the distance between two data points in the Range Profile is 10 cm. The position of the actual target could be 35 cm which falls between two sample points (30 cm and 40 cm) in the Range Profile. Although the adjacent data points may contain the target information, the representation is sub-optimal and the classifier will need to interpolate adjacent data points.

**Limited resolution.** Another problem is that DFT has inherent resolution limitation, which makes it hard for the DFT transformation output to represent the target properties on certain tasks. For example, the Range resolution of mmWave radar is typically > 5 cm, which makes it difficult to distinguish two fingers in hand gesture recognition. Also, the resolution limitations of Doppler and AoA make it hard to capture fine-grained movements, e.g., movements of two adjacent fingers. Note that such problem could not be simply fixed by ‘Zero Padding’ in time domain, as ‘Zero Padding’ in time domain corresponds to interpolation in frequency domain, which does not increase the resolution.

**Decoupled with task-oriented information.** Last but not least, as conventional DFT is a universal solution for extracting frequency domain information, and is not designed specifically for certain tasks, the part of the conventional DFT output that we are actually interested in only occupies a fraction of the whole pre-processing output, depending on specific tasks. For example in the Range dimension, in tasks like hand-gesture recognition, the movement is typically within 5 cm, and only a couple of points in the Range Profile contain the information of the gesture performed (excluding multipath). Even for activity recognition tasks where the user may perform actions across the longer range (e.g., 50 cm), and such action can be captured with tens of data points in Range Profile, it’s still only a small portion of the whole Range spectrum. The Doppler and AoA dimensions DFT also have similar limitations. The non-informative part of the output may contain multipath reflections, noise and environmental reflections. Sending this information into the downstream neural network may lead to much higher computational cost, and even worse, make the neural network learn fake features and overfit to the training data.

It is possible to have a specific DFT for each task, with different FFT lengths, non-uniform frequency spacings or frequency masks such that the domain transformation can focus more on relevant features corresponding to specific tasks. However, this means that we must choose specific parameters for each task, which relies on the experience of the developer and is very time-consuming to tune these hyper-parameters.

### 5.2 CubeLearn Module Architecture

To deal with the above-mentioned limitations of conventional DFT pre-processing, in this work we present CubeLearn module to replace the DFT pre-processing, which can be trained together with the downstream classifier in an end-to-end way, and aim to learn the best domain transformation for a specific task in a data-driven manner.

A neural network does not suffer from the limitations of conventional DFT. Through end-to-end training, the network is able to learn the transformation bases that best suit the target task. In addition, a neural network does not have the resolution limitation as in conventional DFT signal processing. In fact, recent research has shown that super-resolution of Range, Doppler and AoA can be achieved through deep neural networks for raw radar signals [8, 25]. Furthermore, the pre-processing module could be trained to extract more informative features, rather than noise and environmental reflections, potentially carrying more useful information to the downstream classifier.

![Figure 3: CubeLearn Architecture.](image-url)
sum along the Range axis. To make the proposed CubeLearn module fairly act as a drop-in for the conventional DFT, we calculate the absolute (modulus) value before feeding the processed data into the downstream neural network classifier.

5.3 CubeLearn Module Weight Initialization
As conventional DFT pre-processing has been widely adopted and demonstrated universality across different tasks, we use the DFT pre-processing as prior knowledge to initialize our proposed CubeLearn module, and let the neural network adjust the weights to adapt to a specific task through end-to-end training, with a flavor of transfer learning. A conventional DFT of size $N$ applied on the input of size $M$ can be represented as

$$\hat{x}[k] = \sum_{m=0}^{M-1} e^{-j\frac{2\pi}{N}km}x[m]$$  (1)

where $x$ is the input vector, $M \leq N$, $k = 1, 2, ..., N$, and $j$ is the imaginary sign.

DFT is a linear transformation from time domain to frequency domain, which can be represented by a complex linear layer with no bias in a neural network. For an input of size $M$ and an output of size $N$ ($N \geq M$), we have:

$$\text{output}[k] = \sum_{m=0}^{M-1} w(k, m)\text{input}[m]$$  (2)

as a result, we initialize the weights as

$$w(a, b) = e^{-j\frac{2\pi}{N}ab}$$  (3)

then we have

$$\text{output}[k] = \sum_{m=0}^{M-1} e^{-j\frac{2\pi}{N}km}\text{input}[m]$$  (4)

which exactly represents DFT. The bias of the complex linear layers are set to 0.

For Doppler and AoA transformation layers we also need to shift the upper half and the lower half of the weights, since we want zero speed and zero AoA (i.e. in front of the sensor) initially to be in the middle of the learned heatmap. This is because for continuous movements, for example from negative radial speed to positive radial speed, we want the reflection in the heatmap to be continuous as well, rather than jumping from one end to the other.

Note that though we initialize the complex layers as DFT, through end-to-end training the transformation is very likely to no longer be Fourier Transform once trained.

5.4 Effect of CubeLearn Module
To better show the effects of our proposed CubeLearn module compared to the conventional DFT pre-processing and validate our assumptions, in this part we demonstrate how the proposed CubeLearn module adaptively adjust the weights, by visualizing the output of both the conventional DFT pre-processing module and the CubeLearn module through the training process. We use t-SNE, a widely adopted method for dimension reduction and data visualization [31]. Without loss of generality, we use D-T pre-processing + 2DCNN classifier model on Hand Gesture Recognition task here as an example. Detailed definition of the task as well as the description of the data is introduced later in Section 6. There are 12 hand gestures in total, however, to make the figures more clear, we only visualize the pre-processed output of 6 gestures.

![Figure 4: t-SNE visualization of the extracted features.](image)

In Fig. 4, we first visualize the output of the conventional DFT pre-processing in Fig. 4 (a), then We visualize the change of the output of the proposed learnable D-T pre-processing module in Fig. 4 (b)-(d). From the Fig. 4 (a) we can clearly see that, although in local regions, the output from certain classes appears to be denser, indicating that the conventional DFT extracts some common properties of the same class samples, on the whole, the features from different classes still tend to mix together. This shows that the conventional DFT pre-processing is not ideal for effectively extracting features from the raw radar signal. With the output from conventional DFT pre-processing, it could be quite challenging for the downstream classifier to produce accurate predictions.

On the other hand, we can see from Fig. 4 (b)-(d), with the use of the CubeLearn module, the extracted features of different classes become more distinguishable as the training proceeds. This shows that during end-to-end training, the optimizer is able to adjust the weights in the CubeLearn module to produce more informative outputs. As the outputs of the pre-processing module become more distinguishable, it greatly reduces the burden of the downstream classifier, and makes the task of achieving a higher accuracy simpler.

However, the strong feature extraction ability of the CubeLearn module may overfit to the training data under some cases and produce worse prediction accuracy on ‘out-of-set’ subjects. In later sections, we provide a further evaluation and discussion of the strengths and limitations of the proposed CubeLearn module.

6 EXPERIMENT SETUP
We conduct extensive experiments on three most commonly seen interaction tasks with mmWave radar, including hand gesture recognition, arm gesture recognition and human activity recognition. As there is no existing public dataset that contains raw complex radar data available for the above tasks, we collected our own dataset for evaluation. We try to follow existing publications on experiment...
settings and gesture/activity set designs. To understand the evaluation results, we provide the design of tasks, hardware settings, and software implementation details in this section.

6.1 Experiment Design

In this part we introduce our design of the hand gesture set, arm gesture set and activity set in our experiment.

6.1.1 Task 1: Hand Gesture Recognition (HGR). For hand gesture recognition, we follow the gesture set design of several previous works [24, 33, 36] and define our gesture set used in this work. Our gesture set design is shown in Fig. 5. The hand gesture set contains: (a) Pinch Index; (b) Pinch Pinky; (c) Slide Right; (d) Slide Left; (e) Rub Forward; (f) Rub Backward; (g) Rotate Left; (h) Rotate Right; (i) Fist; (j) Swipe Left; (k) Swipe Right; (l) Zoom Out. The palm is facing the sensor at the beginning of each gesture, and the gestures are based on the right hand and are performed 20 cm away in front of the sensor, as shown in Fig. 7(b).

Note that our hand gesture set design is much more difficult than the hand gesture sets in most of the previous works on hand gesture recognition with mmWave radar, as our gesture set only involves hand movement, mostly fingers, and does not include forearm movement.

6.1.2 Task 2: Arm Gesture Recognition (AGR). We design 12 commonly used gestures based on several previous works on radar arm gesture recognition [20, 21], as shown in Fig. 6. The gestures only involve right arm gestures and are performed 1.5 m away in front of the radar, as shown in Fig. 7(c). The arm gesture set contains: (a) Side Lift; (b) Side Down; (c) Front Lift; (d) Front Down; (e) Forearm Lift; (f) Forearm Down; (g) Push; (h) Pull; (i) Swipe Right; (j) Swipe Left; (k) Diagonal Lift; (l) Diagonal Down.

6.1.3 Task 3: Human Activity Recognition (HAR). Another commonly seen application is human activity recognition (HAR). Different from HGR and AGR, HAR usually involves continuous movements, which means the activities do not have a certain ‘start time’ and ‘end time’. Instead of trying to identify each start time as we do in gesture recognition, we simply cut the data into equal-length samples. We also follow the design in previous works [2, 27, 40], excluding those we believe that are not appropriate for participants to perform (e.g., crawling) or those that are too physically demanding (e.g., jumping) for typical smart-home applications. We include the following 6 activities in our dataset: (a) Marching on the spot; (b) Jogging on the spot; (c) Clapping; (d) Waving right hand; (e) Sweeping the floor with the right hand; (f) Rubbing left arm with right hand. The activities are performed 2 m away in front of the radar in our data collection, as shown in Fig. 7(d).

6.2 Data Collection Setup

In this paper we use a commercial-off-the-shelf Texas Instruments IWR6843ISK mmWave sensor carried by MMWAVEICBOOST, and DCA1000EVM for raw data streaming. The sensor is mounted on a tripod, with a height of around 110cm, as shown in Fig. 7(a). Raw radar data is streamed and stored in PC continuously. For hand gesture and arm gesture recognition, the starting time of each action is logged and the data corresponding to each action is later extracted from the raw data file according to the starting time with a length of 1 second (10 frames).

We configured the radar with the following parameters: the starting frequency of each chirp is configured to 60.25 GHz with a frequency slope of 60 GHz/ms; the sampling rate is set to 10^7 samples per second and we take 256 ADC samples at each receiver antenna during a chirp; the period of each frame is 100ms, containing 128 chirp loops where 3 transmitters are activated one by one.

6.3 Neural Network Implementation

We implement the neural networks with PyTorch. The complex layers are implemented based on an open-source Python module called CpxModule. For Range and Doppler transformations, we configure the output size of the linear layer to be the same as the input size. We only use azimuth AoA information in this work, and for extracting AoA information, we configured the output size to 64 instead of the input size 8, so that the pre-processed data.

The study has received ethical approval CS_C1A_021_018
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can be better fed into the convolutional layer for further feature extraction. For D-A-T and R-D-A-T pre-processing, we use the first half of the raw data on sample and chirp axes because of GPU memory limitation. This does not lose much information on Range and Doppler dimensions, as we will discuss in Section 10.

For the implementation of the neural network classifiers, we use the same settings for each model. The kernel size for the convolutional layers are set to 3 and the channels are set to 4, 8, and 16, respectively. We apply max-pooling operation of size 2 on each dimension after each convolutional layer excluding the frame dimension. The LSTM is set to have a hidden size of 512. The output size of the three fully-connected layers is set to 512, 128 and 12/6 (depending on the number of classes), respectively.

We use the cross-entropy loss to train the network. The neural networks are trained with Adam optimizer. Each model is trained for 30 epochs, and the best weights are saved according to validation accuracy and loss (accuracy is prioritized than loss).

7 EVALUATION

In this section we first evaluate the accuracy of DFT pre-processing based pipelines and CubeLearn based pipelines on HGR task, then extend to AGR and HAR tasks. Some of the pipelines with conventional DFT pre-processing are widely adopted by previous works on related topics, e.g., D-T pre-processing + CNN classifier [2, 6, 16, 36, 40] and R-D-T pre-processing + CNN-LSTM classifier [5, 12], etc. As a result, they also serve as a comparison to previous related works.

We also evaluate the trained models on the ‘out-of-set’ users whose data is not included in the training. Generalization accuracy tends to be lower, as recognition accuracy can be impacted by the shape and size of the user’s hand/body, how the user performs the action, as well as the environmental noise. This situation can certainly be mitigated by collecting more training data with various users and environments, or adopt transfer learning and life-long learning techniques. As our main aim here is to evaluate the generalization ability of our proposed CubeLearn based methods against conventional DFT pre-processing based pipelines, we do not focus on improving the generalization ability of a specific model/task here.

Besides validating the performance of our proposed CubeLearn module, this section also serves as a comparison between pre-processing and classifier combinations on different tasks.

7.1 Hand Gesture Recognition Evaluation

We first evaluate our proposed CubeLearn module against conventional DFT on HGR task. The results are shown in Fig.8.

![Figure 8: Hand Gesture Recognition Accuracy.](image)

7.1.1 Impact of CubeLearn Module.

We can see from the figure that, with CubeLearn, the model is able to have consistently better or at least comparable performance than the DFT pre-processing counterparts. This is especially pronounced on the weaker performing DFT models, e.g., R-T pre-processing + 2DCNN classifier, A-T pre-processing + 2DCNN classifier and the widely adopted D-T pre-processing + 2DCNN classifier, with over 10% of accuracy improvement for the latter two models. Even for some of the models that already have a reasonably high recognition accuracy (≥ 90%) with conventional DFT pre-processing, our proposed CubeLearn module is usually able to further improve attained accuracies by around 1 ~ 5%. These results show that our proposed CubeLearn module is a very powerful tool to boost recognition accuracy on motion recognition tasks with mmWave radar.

7.1.2 Impact of the Combination of Pre-processing and Classifier.

For ‘in-set’ testing, we generally have better performance with higher dimensional pre-processing. R-D-A-T pre-processing based model achieves the best testing accuracy of 97.36% with conventional DFT and 98.06% with CubeLearn. And also, two-dimensional pre-processing (R-D-T, R-A-T and D-A-T) have significantly better performance than one-dimensional pre-processing (R-T, D-T, A-T). Higher dimensional pre-processing inherently has more informative features, and the additional information can be utilized to better distinguish between different hand gestures. Also for R-D-T, R-A-T and D-A-T pre-processing, we find that 2DCNN-LSTM classifier behaves better than 3DCNN classifier, probably because the LSTM can better track the temporal relationships between frames of a gesture sample through the explicit latent feature space.

7.1.3 Generalization to Out-of-set Users.

When encountering out-of-set users, our proposed CubeLearn can still achieve a better performance than DFT pre-processing for the majority of the models.

Having a closer investigation we can observe that the CubeLearn tends to further increase the generalization ability on more generalizable models, as these models capture more features that represents the underlying physical model, rather than some special properties of the training data. For example, in D-A-T + 2DCNN-LSTM classifier, with DFT pre-processing module the model is able to have around 63% of testing accuracy on ‘out-of-set’ subjects, and the proposed CubeLearn module can improve the accuracy to around 72%.

Comparing across different models, we find that the models with Doppler information have better generalization abilities. This is because Doppler information is invariant to the location where the gesture is performed, as long as the gesture or activity is oriented towards the radar. As CubeLearn can extract more distinguishable Doppler features through a learnable complex linear layer, the generalization abilities of Doppler-based models tend to further improve compared to conventional DFT pre-processing counterparts.

However, with the strong feature extracting ability of the CubeLearn module, some specific characteristics of the training samples could also be extracted and carried over, which sometimes makes it harder for the model to generalize to previous unseen subjects. For example for R-T pre-processing + 2DCNN classifier, although CubeLearn can attain better test performance with ‘in-set’ users, it
generalizes less well than conventional DFT pre-processing, as the Range feature itself is inherently not able to generalize well on ‘out-of-set’ subjects, with the conventional DFT based pre-processing model achieving less than 30% accuracy. Luckily when solving real-world problems, we would most likely pick models that use features with strong generalization ability, and in these cases CubeLearn module could also be beneficial to the testing accuracy on ‘out-of-set’ users.

With respect to radar data cube slicing, differently from ‘in-set’ testing, higher dimensional pre-processing does not always lead to better generalization performance. For example, the D-A-T + 3DCNN model has better generalization ability than R-D-A-T + 3DCNN-LSTM model, also because that the R-D-A-T features overfit to the training subjects. This could also be a function of the training set size - a dataset of hundreds of users would likely generalize well, even for higher dimensional models.

7.2 Generalization to AGR and HAR Task

We further evaluate our proposed method against conventional DFT on the other two tasks, and the results are shown in Fig. 9 and Fig. 10. AGR task is similar to HGR task, where each gesture is represented by a sequence of frames, but it is much easier as the movements are bigger which makes them more obvious to mmWave radar. HAR is fundamentally different as it mainly involves recognizing continuous and repetitive movements.

From the ‘in-set’ testing result we can see that, the model performances on AGR and HAR are generally better than HGR task. Still, our CubeLearn module can consistently improve the performance of different pipelines, by extracting the most informative features from the raw radar signal cube. The proposed module can be extremely beneficial sometimes, e.g., increasing the accuracies of some of the simpler models (R-T, D-T, A-T) by almost 15% to 20%. This is an important finding, as R-T and D-T are the most basic signals which all FMCW radars will support, regardless of the number of antennas. This means that a simpler radar (with respect to hardware configuration) could achieve the performance of a much more sophisticated device, merely through the use of CubeLearn.

Different from HGR/AGR case, in HAR task we find that using LSTM in the downstream classifier does not always yield better performance. For example when using R-A-T pre-processing, the 3DCNN classifier has better performance than the 2DCNN-LSTM classifier. This suggests that the LSTM might be better at recognizing gestures than continuous motion, and for continuous motion recognition, both classifiers are worth trying.

The accuracies for ‘out-of-set’ test are also higher as the tasks themselves are less challenging to generalize due to their more pronounced motion. The accuracies of some models on ‘out-of-set’ subjects are comparable to the accuracies on ‘in-set’ subjects, such D-T + 2DCNN in HAR task. By analyzing the ‘out-of-set’ test results, we can arrive at a similar conclusion as in the HGR task, i.e., our proposed CubeLearn module can be beneficial for most models, and Doppler features are more important for motion recognition than Range or AoA features.

7.3 Convergence Analysis

We further compare the convergence speed of methods based on DFT pre-processing and CubeLearn. We visualize the training process, including the training accuracy/loss and the validation accuracy/loss, for D-T pre-processing + 2DCNN classifier on HGR task and R-D-T pre-processing + 3DCNN classifier on HAR task in Fig. 11. In both cases, the model with CubeLearn is able to converge in fewer epochs, typically within 15 epochs, with loss decreasing and accuracy improving much faster. Furthermore, from Fig. 11 (b) we can see that, though the models converge to approximately the same training loss and accuracy, completely fitting the training set, there is a constant validation loss/accuracy difference between the models, which shows the network with the CubeLearn module can actually better learn the physical model behind the task. Note that this shows that the superior performance of the CubeLearn module is not merely because of more trainable parameters, as in this case CubeLearn based model and conventional DFT based model both completely fit the training data, while the CubeLearn based model still yields better performance on the validation/testing set.
8 ABLATION STUDY

8.1 Impact of Complex Layer Learning Rate

The learning rate of the CubeLearn module controls the speed at which the complex layer weights vary, which can be set differently from the learning rate of the neural network classifier. With a higher CubeLearn module learning rate, the weights of the complex linear layers change faster during training - the coupling between the pre-processing and classification networks could cause the system as a whole to converge to a sub-optimal set of weights. To find the optimal learning rate for the complex layers (or the ratio between the learning rates of the CubeLearn module and the classifier), in this part we study the impact of the CubeLearn module learning rate on the model overall accuracy. We use the D-T pre-processing + 2DCNN classifier model on HGR task here for demonstration. The learning rate of the neural network classifier is set to 0.0003 for all the cases. Each model is run multiple times. The result is shown in Fig. 12.

Figure 12: Test accuracy V.S. different learning rates.

From the results we can see that, both in-set and 'out-of-set' testing, with the increase of the CubeLearn module learning rate, the model accuracy first increases, then decreases. Note that when the learning rate is 0, the model degenerates to a conventional fixed DFT pre-processing + 2DCNN classifier model. With the learning rate from 0.00005 to 0.0001, the optimizer is able to adjust the weights of the CubeLearn module to achieve better model accuracy, for 'in-set' and 'out-of-set' subjects test. With the learning rate further increasing, the model is likely to overfit to the training subjects, and even to the training samples. As shown in the figure, the generalization accuracy begins to decrease when the learning rate of the CubeLearn module is larger than 0.001, which shows that the model is overfitted to the training subjects. The 'in-set' test accuracy is able to be maintained at a relatively high level until the learning rate reaches 0.03. When the learning rate is larger than 0.03, the model further overfits to the training samples, leading to an accuracy degradation on the 'in-set' test as well.

Fig. 13 shows the training and validation loss and accuracy curve of the models with different CubeLearn module learning rates. We can see that for training set, with a higher learning rate the model is able to converge at a smaller training loss, and larger training accuracy. However, a suitable learning rate could make the model converge faster. For validation set, either a learning rate that is too small or too large yields sub-optimal performance, and the smallest loss and highest accuracy can only be achieved with a proper learning rate of the complex layers, which is 0.001 in this case. Note that the optimal learning rate ratio between the CubeLearn module and the neural network classifier can vary for different pre-processing and classifier combinations as well as on different tasks.

8.2 Impact of Weight Initialization Method

The initialization of the weights in the stacked complex linear layers affects the model accuracy as well as convergence. In this part we try different weight initialization strategies, including: (1) Log-DFT initialization, where the weights are initialized with Fourier Transform bases more focusing on the low frequency part (LDFT); (2) Default Random initialization (He Initialization[13]) for both real and imaginary parts of the complex weights (Rand); (3) Random Non-uniform Discrete Fourier Transform bases initialization, where the initialize weights are based on random Fourier Transform bases (sorted) (NUDFT); (4) Target Focus initialization, where the information (e.g., distance, velocity, AoA) regarding the target is known and the bases of the Fourier initialization are generated close to the target frequency with normal distribution (TF).

We compare the complex linear layers initialization methods with two most common models: D-T pre-processing + 2DCNN classifier on HGR task and R-D-T pre-processing + 3DCNN classifier on HAR task. The evaluation result is shown in Fig. 14, where we can see that the model generally is not very sensitive to the weight initialization method, and is able to converge in each case.

Figure 14: Initialization Method Ablation Study.

Log-DFT initialization focuses on the low frequency part, which produces slightly better generalization accuracy for the IGR task, because in the Range domain, the high frequencies correspond to distant targets, which is the background environment in this case. However, we observe a slight performance downgrade for the HAR task, because the user is 2 meters away from the sensor in the HAR task, which is approximately in the middle of the frequency spectrum rather than low-frequency part. With the Log-DFT initialization focusing on the low-frequency part, there are in fact
fewer bases initially focus on the target. As a result, Log-DFT might be beneficial for recognizing targets that are close to the sensor, however, this type of initialization needs careful design.

We find that with random initialization, the model has worse ‘in-set’ and ‘out-of-set’ accuracy. Especially for the HAR case, the accuracy drops to below 80% and the ‘out-of-set’ generalization accuracy even drops to below 40%. For HGR the ‘out-of-set’ generalization accuracy also drops significantly. Using random initialization basically means giving up the prior knowledge about radar signal processing, which is not desirable, especially when the number of samples in the training set is limited.

The Random NDUFT initialization is theoretically quite similar to DFT bases initialization, for the samples with uniform distribution across the frequency spectrum and re-organized from low frequency to high frequency. However, from the result we see that this kind of initialization is not as stable as uniform DFT bases initialization, with slightly worse average performance.

Target focus initialization is very hard to use in practice, since it requires prior knowledge of the location, velocity and AoA of the target, and a lot of engineering effort. Interestingly, we do not observe better performance even with careful parameter tuning.

In conclusion, in practice it is reasonable to simply use DFT bases to initialize the weights of the complex linear layers due to their simplicity, high accuracy and stable performance.

### 8.3 Impact of Network Structure

We further conduct an ablation study of the pre-processing module structure. We also use the D-T pre-processing + 2D-CNN classifier model on HGR task and R-D-T pre-processing + 3D-CNN classifier model on HAR task here, as they are the most commonly seen models in previous works. Besides, learnable D-T pre-processing can be directly compared to RadarNet [38] and learnable R-D-T pre-processing can be directly compared to 2D Sinc/Wavelet Filters [28]. As mentioned in Section 2, RadarNet and 2D Sinc/Wavelet Filters are two previously proposed methods for end-to-end radar signal processing.

We compare the performance of our proposed structure to the following variations: (1) Adding Activation between Complex Linear Layers (ModReLU [3], CReLU [30], zReLU [10]); (2) Learnable Non-uniform Discrete Fourier Transform (NUDFT), where we constrain the learned weights to still represent Fourier Transform bases; (3) Log after Modulus (Log), where the log operation is applied after taking the modulus to represent power spectrum as in [4, 38]; (4) Clutter Removal (CR), where we subtract the chirp average from the raw radar data cube before feeding it into the network; (5) Fully-Complex Network (FC), where we do not take modulus after pre-processing, and use a fully complex version of the downstream classifier; (6) RadarNet [38]; and (7) 2D Sinc Filters and 2D Wavelet Filters [28].

As RadarNet [38] is designed for CW radar rather than FMCW radar, we first do Range DFT on the raw radar data, and then apply the pre-processing module introduced in RadarNet for Doppler estimation on each Range bin, then sum along the Range axis. Besides, we use log operation instead of tanh which is suggested in the original paper, as the network does not converge when using tanh in our case. For Sinc and Wavelet Filters [28], we apply it on each frame and use the frame number as an additional dimension, since the radar configuration is different in this work. Besides, we find that the hyper-parameters greatly impact the Sinc/Wavelet Filter performance, so we try different combinations and select the best one. Both RadarNet and Sinc/Wavelet Filters takes real-valued data, and we disregard the imaginary part of the data.

The result is shown in Fig. 15. We can see that, adding an activation function between the complex linear layers decreases the model performance, especially the generalization ability. This is probably because in the stacked complex linear layers, extracting the Doppler information through the transformation of the latter complex linear layer relies on the output phase information of the previous complex linear layer. Adding a non-linear activation between the complex linear layers, especially CReLU and zReLU, could result in the valuable phase information being altered or lost.

NUDFT structure produces a slightly worse result than CubeLearn, since the change of the weights is restricted and not as flexible. As for adding the log operation after the CubeLearn module, we do not observe performance improvement. In fact, for the HAR case, adding the log operation downgrades the generalization ability, probably because the difference of peak magnitude and average magnitude is smaller, making the learned features less distinguishable.

Clutter removal operation removes reflection of static targets (e.g., background), and make the model learn properties of the moving target, which increases the model generalization ability in HAR case. On the other hand, as it actually cancels out all the static information, including the information of the target, for HGR task where the hand is very close to the sensor and occupying a larger field of view, removing the static information slightly decreases the model performance. Besides, if we are to recognize the static target, e.g., in static gesture recognition, clutter removal will certainly not work. As a result, whether adding clutter removal is beneficial or not depends on the task. For tasks to recognize moving targets that are relatively further away, adding clutter removal could increase the model generalization ability by removing the background reflections. While recognizing partial static or static targets, especially...
in cases where the target occupies a large field of view and the reflection from the environment has limited impact, adding clutter removal could possibly decrease the performance.

Using the processing module in RadarNet lowers the accuracy. This is because RadarNet only consumes the real input, so it loses half of the information, which leads to a worse accuracy. 2D Sinc Filters and 2D Wavelet Filters also takes real-valued input, so the accuracy is not as good as other structures. We find that compared to our proposed CubeLearn with complex linear layers, 2D Sinc Filters and 2D Wavelet Filters are very easy to become overfitted to the training samples, and are very sensitive to the layer parameters. For 'out-of-set' test, we observe that 2D Wavelet Filters have competent generalization abilities, much higher than 2D Sinc Filters.

In conclusion, compared to other variations, our proposed stacked complex linear layers achieve good and stable performance. Adding clutter removal could possibly improve the generalization abilities of the model in some tasks, but needs to be used with caution.

### 9 RUNNING TIME ANALYSIS

The Discrete Fourier Transform is usually implemented with Fast Fourier Transform algorithm, which is very computationally efficient \( O(n \log n) \). Using the stacked complex linear layers introduces more parameters in the network, which will result in larger complexity and longer inference time. In this part we analyze the running time of the proposed method against classical hybrid baseline lines on PC and Raspberry Pi. The experiment PC we use features an AMD Ryzen 3800X CPU with 64GB memory, and Nvidia RTX2080Ti graphics card, and the Raspberry Pi we use is Raspberry Pi 4 with 8GB main memory. For DFT based pre-processing, we use ‘torch.fft’ in ‘pytorch’ package for possible GPU acceleration when testing on PC, and use ‘scipy.fftpack.fft’ in ‘scipy’ package on Raspberry Pi. The experiment PC we use features an AMD Ryzen 3800X CPU with 64GB memory, and Nvidia RTX2080Ti graphics card, and the Raspberry Pi we use is Raspberry Pi 4 with 8GB main memory. For DFT based pre-processing, we use ‘torch.fft’ in ‘pytorch’ package for possible GPU acceleration when testing on PC, and use ‘scipy.fftpack.fft’ in ‘scipy’ package on Raspberry Pi.

### 10 IMPACT OF RAW DATA SIZE

The input here is actually a series of sample-chirp data slices. For both axes, we try using the 1/8, 1/4, ..., 7/8 of the data points on each dimension as input. As we have a smaller size of the input, the size of the pre-processing module and the neural network classifier is also smaller, which reduces the computational complexity. The result is shown in Fig. 16, the text beside each data point refers the ratio of the samples and chirps we use for each frame. To have a fair comparison, each model is run multiple times.

We can see that the full-sized input actually contains redundant information. With even 3/8 of the original input size on sample and chirp dimension, we are still able to achieve relatively high performance, better than full sized input with conventional DFT pre-processing. For the HAR case, with 3/8, 1/2 or 5/8 size on each dimension of the original input, the inference time on Raspberry Pi 4 of the CubeLearn based model is smaller than conventional DFT pre-processing based model with full-sized input, but achieves better classification accuracy. Especially with 3/8 of size on both dimensions, the accuracy could reach 98% while the inference time is approximately 200ms.

In fact, for specific tasks, we can further reduce the complexity and running time by, e.g., using fewer neurons to represent the...
transformation output with the initialization of only the Fourier bases corresponding to the distance and velocity of the target. Besides, we can also utilize hardware-level parallel, processing the data of the current frame while receiving the data for the next frame. As a result, we believe that with an optimized implementation as future work, our proposed end-to-end model would execute in real-time on resource constrained devices, with superior performance to the DFT front-end.

11 CONCLUSION

In this paper, we propose CubeLearn, a learnable pre-processing module to replace conventional Discrete Fourier Transform (DFT) pre-processing in mmWave FMCW radar gesture/activity recognition pipelines. We demonstrate that through end-to-end training, our proposed CubeLearn module is able to extract more distinguishable features than conventional DFT pre-processing, which makes it easier for the downstream classifier to make correct predictions and improve the overall model accuracy. We evaluate our proposed method on our own collected dataset of hand gestures, arm gestures and activities. Results show that for all the tasks and different pre-processing/classifier combinations, the classification accuracy can be consistently improved with the proposed CubeLearn module, and the training is able to converge in fewer epochs. We envision our proposed method as a small step towards a universal feature extractor for end-to-end deep learning on raw mmWave radar data. Future works would be focusing on exploring more efficient end-to-end structures and improving the model robustness.
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