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Abstract—Deep image inpainting research mainly focuses on constructing various neural network architectures or imposing novel optimization objectives. However, on the one hand, building a state-of-the-art deep inpainting model is an extremely complex task, and on the other hand, the resulting performance gains are sometimes very limited. We believe that besides the frameworks of inpainting models, lightweight traditional image processing techniques, which are often overlooked, can actually be helpful to these deep models. In this paper, we enhance the deep image inpainting models with the help of classical image complexity metrics. A knowledge-assisted index composed of missingness complexity and forward loss is presented to guide the batch selection in the training procedure. This index helps find samples that are more conducive to optimization in each iteration and ultimately boost the overall inpainting performance. The proposed approach is simple and can be plugged into many deep inpainting models by changing only a few lines of code. We experimentally demonstrate the improvements for several recently developed image inpainting models on various datasets.
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I. INTRODUCTION

Image inpainting aims to restore missing regions of corrupted images with realistic content, and has a wide range of applications in photo editing, de-captioning and other scenarios where people might want to remove unwanted objects from their photos [17], [34], [37], [48]. Recent image inpainting models usually rely on complicated neural networks and well-designed loss functions to produce satisfactory results [29], [42]. However, with the development of research, the inpainting models have become more and more complicated, while the improvements sometimes become limited. Therefore, it is a meaningful direction to develop general “plug and play” techniques that can help existing image inpainting models to enhance their performance further.

It is well known that batch samples have a significant impact on the final performance of deep learning models [6], [19], [20], [28]. In recent years, there has been a surge of research in developing sample selection methods in various learning tasks, e.g. image classification [19], object detection [25], [35] and reinforcement learning [33]. These works mainly use the training losses [18], [21] to estimate the priority of each sample, and then select those that are most conducive to the learning to update neural networks. However, we found that this simple selection technique could not be applied for image inpainting models, because it will cause only those samples with high–missingness complexity to be selected, and the samples of low–missingness complexity may never be used in training. Such learning bias can not improve the inpainting models rather than deteriorate their performance (see Section III-C for detailed analysis and experimental results in Section IV-A).

In this paper, inspired by the correlation of training loss and missingness complexity, we incorporate the complexity of missing regions into batch selection and present a novel knowledge-assisted sample selection method that are suitable for image inpainting tasks. Specifically, at each training iteration, the forward loss and the missingness complexity of each sample are first calculated. Then a selection index mainly determined by the ratio of loss and complexity is presented to guide the batch selection. It is worth to point out the missingness complexity has nothing to do with the neural networks, and can be computed via straightforward mathematical calculations. It is also noteworthy that our approach is easy to implement and does not need to change existing neural networks or loss functions of inpainting models. The presented method gives a good consideration to intuitive explanation of the problem and cognitive capacity of deep learning. A little extra code is enough to promote the final inpainting quality.

The main contributions of the paper are summarized as follows:

• We improve the quality of image inpainting from the perspective of batch selection. The developed selection method breaks the dilemma of the current selection methods in the application to image inpainting, and can be used as a “plug and play” technique to improve existing deep image inpainting models.

• Compared to purely loss-based selection methods, our selection indicator combines deep learning with traditional image metrics, and incorporates missingness complexity to avoid batch selection bias in training. Such a combination demonstrates the power of promoting deep learning with classical image analysis tools.

• The experimental results show that our approach is efficient and can be applied in many recently developed image inpainting models to enhance their performance by changing only a few lines of code.
II. RELATED WORKS

A. Image inpainting

Traditional image inpainting methods fill the corrupted regions by diffusion-based methods [3], [23] or patch-based methods [9], [14], [16]. In recent years, due to its powerful semantic representation ability, deep learning has been widely used in image inpainting and achieved superior performance [24], [26], [31], [41], [43], [45], [46]. ContextEncoder [31], one of pioneer learning-based methods, proposed an encoder-decoder structure to complete the task of image inpainting. ContextualAttention [43] introduced additional context attention layers to bring global features for subsequent networks. In order to handle irregular corrupted images, PC [26] proposed to use partial convolutions and considered an automatic mask update step. PEN-Net [46] adopted a U-Net architecture and restored the missing part by encoding the context semantics of the input and then decoding the learned features back to the image. RFR [24] is a progressive inpainting model that simulates the way that humans solve puzzles and gradually inpaints incomplete images. RN [45] divided the spatial pixels into different regions according to the input masks, and took the mean and variance of each region for normalization.

In spite of the promising advances brought by these deep inpainting models, the corresponding learning frameworks has become more and more complicated. On the contrary, the performance gains sometimes seem limited. Therefore, it is interesting to develop some simple but general "plug and play" approaches that can be applied to further improve existing inpainting models.

B. Sample selection methods

Many literatures have found that well-chosen mini-batch samples can help promote the performance of deep learning models. [6], [13], [18], [20], [21], [38]. Fan et al. [13] proposed a selection technique that prioritizes the samples with high forward losses of the training dataset to improve binary classification and regression. Compared to [13], Kawaguchi et al. [21] restricted the selection in a random subset of the entire dataset at each epoch. Jiang et al. [18] generated a sample distribution at each epoch using the training losses of all samples, then probabilistically skipping the backward pass for samples exhibiting low loss. Different from the above selection methods that determine batch samples using the current forward losses, some works considered the variation of losses for each sample during training period. Chang et al. [6] maintained the historical losses of each example, and took those samples with larger loss-variances into the mini-batch. Song et al. [38] introduced additional sliding windows, so that the uncertainty of each sample can be adaptively adjusted along with the training.

These selection methods mainly rely on training losses to find bath samples that are beneficial for learning. However, we found that they are not applicable for image inpainting due to the following two reasons. First, in an image inpainting task, the training loss of any sample is closely correlated to its missingness complexity, i.e., high-loss samples are usually accompanied by low-missingness complexity. Simply using training losses to select batch samples will make samples with low-missingness complexity samples rarely used in training. Such a learning bias may alleviate the performance of the inpainting model instead of improving it. Secondly, for the same sample, its mask often changes with the iteration, so the variation of its historical losses is not as informative as in other learning tasks.

C. Image complexity

Image complexity is a kind of classical image measurement tool, which has been successfully used in a variety of computer vision tasks, e.g., image restoration [4], [30], image classification [32], and target automatic extraction [36]. However, the definition of the complexity of an image is not as straightforward as it seems. Different complexity metrics could explain the complexity of the image from different aspects. For example, the Gray-Level Co-occurrence Matrix (GLCM) [15] has been widely used for texture analysis. The statistical properties of GLCM, e.g. second moments, correlation coefficients or entropy, can be used to express the texture information of images [1], [36]. Spatial Information (SI) [44] is a compression-based image complexity metric that takes edge energy to obtain the spatial information matrix of the image, and expresses the complexity of the image through the matrix’s mean, variance, and root mean square. Total Variation (TV) treats the image as a function with limited variation [2] and uses a two or multi-dimensional variations mechanisms to evaluate the texture complexity of the image, which has been proven effective in many image tasks [5], [7].

These traditional complexity metrics have good interpretability and can be implemented by simple mathematical formulas without the need of tedious learning procedures.

III. INCORPORATING MISSINGNESS COMPLEXITY INTO SAMPLE SELECTION

Let \( D \subseteq \mathbb{R}^{C \times H \times W} \) denote an image dataset. For each \( x \in D \), there exists a corresponding binary mask \( m = \{0,1\}^{H \times W} \), where \( m_{i,j} = 1 \) means that the pixels of all channels at \((i,j)\) are observed, and \( m_{i,j} = 0 \) means that the corresponding pixels are missing. An inpainting model tends to use the observed part \( x \odot m \) to reconstruct the missing region \( x \odot (1 - m) \).

In the following, we shall first recall some sample selection methods and introduce the complexity metrics to be used in the paper. Then the relationship between the training loss and the complexity of the corrupted region is to be provided. According to this relationship, it can be found that simply using training losses to select mini-batch samples could lead to a severe selection bias. Finally, a novel selection metric is proposed to remedy this bias and help improve deep image inpainting models.

A. Loss-based selection methods

A common loss-based sample selection index can be expressed as

\[
S(x) = f(L(x)),
\]

(1)
where $\mathcal{L}(\cdot)$ denotes the training loss of the sample $x$ and $f(\cdot)$ is a specific selection function.

In [13], Fan et al. proposed to select top-$k$ samples with the largest individual loss in the dataset at each iteration, and the corresponding selection index can be defined as

$$S(x) = \arg\max (\mathcal{L}_{top-k}(x)), x \in \mathcal{D}. \quad (2)$$

Kawaguchi et al. [21] restricted the selection range to a random subset $\mathcal{B}$ of the entire dataset, i.e.,

$$S(x) = \arg\max (\mathcal{L}_{top-k}(x)), x \in \mathcal{B} \subset \mathcal{D}. \quad (3)$$

Jiang et al. [18] calculated the selection probability of each sample as follows

$$S(x) = [\text{CDF}_R(\mathcal{L}(x))]^\beta, x \in \mathcal{D}, \quad (4)$$

where $\text{CDF}_R(\cdot)$ is a cumulative distribution function (CDF) and $\beta$ is a positive constant to adjust the deviation of those large–loss samples.

**B. Missingness complexity measures**

Spatial information (SI) [44] is an indicator of edge energy and has been commonly used as the basis for estimating image complexity. At each pixel in the corrupted region, let $s_h$ and $s_v$ be gray-scale images filtered with horizontal and vertical Sobel kernels [22], respectively. Then $\|s_h^2 + s_v^2\|$ represents the spatial information level of the corresponding pixel. The root-mean-square of the $SI_x$ values of all pixels in the missing region can reflect its complexity. That is

$$SI = \sqrt{\frac{1}{N_m} \sum SI^2_{x}}, \quad (5)$$

where $N_m$ denotes the number of the pixels in the missing region.

Next, we define the Gray-Level Co-occurrence Matrix (GLCM). For an arbitrary image with 256 distinct gray levels, denote by $N_{i,j}$ the number of the pixel pairs that have gray levels $i,j$ and whose position are specified by a position operator. The position operator describes two parameters for the pixel pairs: pixel pairs spacing and pixel pairs direction [1]. Then the entries of a GLCM satisfy $G(i,j) = N_{i,j}/\sum_{i,j=0}^{255}N_{i,j}, 0 \leq i,j \leq 255$. One can use $G$ to estimate the texture entropy of the corrupted region. That is

$$EG = -\sum_{i,j=0}^{255} G(i,j) \ln G(i,j) \quad (6)$$

Total Variation (TV) measures the complexity of an image in terms of the variation between adjacent pixels. The following metric can be used to evaluate the missingness complexity:

$$TV = \sum_{i=1}^{H-1} \sum_{j=1}^{W-1} |g^{i,j+1} - g^{i,j}|(1 - m^{i,j}) \quad (7)$$

where $g$ denotes the gray value of the corresponding pixel and $m$ is the mask of the image.

Different metrics can reflect the complexity of the image from different perspectives. An intuitive demonstration of missingness complexity (before normalization) is illustrated in Fig. 1.

**C. Relationship between missingness complexity and training loss**

Now we are to investigate the relationship between the missingness complexity and the training loss of each sample. To this end, we take RFR [24] as an example and use TV (7) as the complexity measure. We conduct the model on the CelebA [27] dataset for 5 epochs, and then calculate the training loss and the missingness complexity for each sample. It is found that those larger loss samples are usually accompanied by higher missingness complexity (See Fig. 2). This is not an accidental phenomenon, and similar results could be observed for other inpainting models and complexity metrics.

Therefore, if one expects to use the common loss-based sample selection method to improve the performance of the inpainting model, he will fall into a trap. As shown in Fig. 3 (a), only those samples with high-missingness complexity are to be used in training, while low-missingness complexity ones almost have no chance to participate in training. However, low-missingness complexity samples are beneficial to the model to find the optimal solution faster, especially in the early training stage (see experimental results in Section IV-D).
Thus, neglecting these simple samples can degrade model’s performance rather than improve it.

D. The proposed selection criteria

As discussed in the previous section, the common loss-based sample selection methods may lead to unsatisfactory selection bias for deep inpainting models. In this section, we aim to remedy such bias and propose a novel selection criterion incorporating the missingness complexity.

According to the correlation between training loss and missingness complexity, we argue that an ideal sample selection result should be similar to Fig. 3 (b), i.e., under the condition of covering the complexity distribution, the samples with large losses are preferred.

Thus, we propose the new selection criterion as follows

\[
S(x, m) = f \left( \frac{L(x, m)}{\max(|C(x, m) - \hat{C}|, \delta)} \right),
\]

(8)

where \(f(\cdot)\) could be the selection function used in previous literature, such as (2)–(4), \(C(x, m)\) denotes the complexity of the normalized missing region, \(\hat{C}\) is a calibration constant as shown in Fig. 3 (b), and \(\delta\) is a small positive constant, chosen as 0.01 in this paper, to prevent the denominator from being zero.

Obviously, the proposed selection index does not simply rely on the loss function as before, but is determined by the ratio of the loss function to the missingness complexity. In this way, the low-complexity samples ignored before have a great chance to enter the training, thus avoiding selection bias.

Remark 1. Note that \(\hat{C}\) is not the mean of the complexity distribution, but the horizontal intercept of the dividing line of selection (see Fig. 3 (b)). It can be estimated by first applying a density clustering (e.g. DBSCAN [12]) to all missingness complexity values, and then making \(\hat{C}\) equal to the minimum complexity in the largest cluster.

After obtaining the selection criterion \(S(x, m)\), we can apply it in the training procedure of a deep inpainting model to help its learning. The following algorithm illustrate this procedure when choosing \(f(\cdot)\) as (3).

Remark 2. In Algorithm 1, we use (3) as the selection function mainly due to its computational efficiency. In fact, our algorithm has no special requirements on the selection function and almost all existing selection functions can be used.

IV. Experiment

Several benchmark deep image inpainting models, including

- CA [43], which brings global features to subsequent networks through contextual attention layers.
- PC [26], which renormalizes each output to ensure that the output value is independent of the value of missing pixels in each receptive field.
- PEN-Net [46], which is a U-Net that restores images by encoding the contextual semantics of multi-scale inputs and decoding the learned semantic features back to the image.
- RFR [24], which is a progressive inpainting model that gradually inpaints incomplete images.
- RN [45], which divides the spatial pixels into different regions according to the input mask, and adopts the mean and variance of each region for normalization.

will be used to validate the previous discussion and test the proposed selection method. For fair comparisons, we adopt the suggest settings with existing works.

Three data sets, including CelebA [27], DTD [8], and Paris StreetView [11] datasets are considered. Following previous research, we apply 5-cross validations on CelebA and DTD datasets, while on Paris StreetView, a training set of 14900 images and a test set of 100 images are fixed. For all training images, we resize the images to 128 × 128 and then compress the pixels to [0, 1]. If no special instructions, all experiments are performed under a 25% regularization mask (half the image length and width). The complexity of missing regions are calculated by SI (5), EG (6) and TV (7), respectively.

The selection function in our algorithm is chosen as (3), where the size of the random subset is set as \(B = 2b\), with \(b\) denoting the batch size of the original model.

The performance of the inpainting results are evaluated by SSIM [40], PSNR [39] and LPIPS [47]. Here PSNR and SSIM pay more attention to the fidelity of the image, while LPIPS pays more attention to whether the generated image conforms to the ground truth.

A. Selection bias issue

As discussed in Section III-C, purely loss-based selection methods can not improve image inpainting models due to
TABLE I
SELECTION BIAS ISSUE OF PREVIOUS LOSS-BASED SELECTION METHODS APPLIED TO VARIOUS INPAINTING MODELS. ↑ HIGHER IS BETTER, ↓ LOWER IS BETTER. THE BEST RESULTS ARE HIGHLIGHTED IN BOLD.

| Models | CelebA SSIM↑ | PSNR↑ | LPIPS↓ | DTD SSIM↑ | PSNR↑ | LPIPS↓ | Paris SSIM↑ | PSNR↑ | LPIPS↓ |
|--------|--------------|-------|--------|-----------|-------|--------|------------|-------|--------|
| PC [26] | 0.8840       | 23.5596 | 0.0654 | 0.6974    | 21.2309 | 0.1400 | 0.7216     | 20.2056 | 0.1519 |
| PC + Fan et al. [13] | 0.8587       | 23.6043 | 0.0745 | 0.6282    | 20.8330 | 0.1434 | 0.7070     | 20.1457 | 0.1656 |
| PC + Jiang et al. [18] | 0.8694       | 23.4449 | 0.0717 | 0.6619    | 21.1127 | **0.1350** | 0.7211     | 20.1973 | 0.1551 |
| PC + Kawaguchi et al. [21] | 0.8793       | 23.6034 | 0.0674 | 0.6897    | 21.0353 | 0.1418 | 0.7176     | 20.1347 | 0.1521 |
| PEN-Net [46] | 0.8917       | 23.3736 | 0.0624 | 0.7398    | 22.5731 | 0.1361 | 0.7393     | 20.7853 | 0.1489 |
| PEN-Net + Fan et al. [13] | 0.8430       | 23.3659 | 0.0667 | 0.7076    | 22.4679 | 0.1411 | 0.7276     | 20.5467 | 0.1491 |
| PEN-Net + Jiang et al. [18] | 0.8352       | 23.1005 | 0.0680 | 0.7324    | 22.6998 | 0.1389 | 0.7325     | 20.9019 | 0.1531 |
| PEN-Net + Kawaguchi et al. [21] | 0.8898       | 23.2759 | 0.0694 | 0.7104    | 22.5444 | 0.1364 | 0.7201     | 20.6775 | 0.1538 |
| RFR [24] | 0.9012       | 24.1794 | 0.0628 | 0.7355    | 23.0447 | 0.1303 | 0.7362     | 21.5256 | 0.1455 |
| RFR + Fan et al. [13] | 0.8885       | 24.1681 | 0.0736 | 0.7276    | 22.6998 | 0.1343 | 0.7139     | 21.5245 | 0.1611 |
| RFR + Jiang et al. [18] | 0.8966       | 23.6565 | 0.0708 | **0.7405** | 23.0315 | 0.1321 | 0.7352     | 21.4432 | 0.1508 |
| RFR + Kawaguchi et al. [21] | 0.8978       | 23.7510 | 0.0687 | 0.7241    | 22.7284 | 0.1310 | 0.7359     | 21.5191 | 0.1526 |

selection bias. In this section, we take three loss-based selection methods [13], [18], [21] as examples to illustrate this problem. These selection methods are applied to three existing inpainting models, respectively, and the corresponding modification is named as "Model +Selection method".

It is observed from Table I that these loss-based selection methods can hardly enhance the inpainting results, sometimes even harmful. Such phenomenon verifies our judgement that solely relying on the training losses for sample selection neglects the samples of low-missingness complexity, and can not contribute to the improvement of image inpainting models.

B. Evaluation of our proposed selection approach

In this section, we evaluate the proposed selection approach on several benchmark image inpainting models, only the batch selection parts of these models to be modified by Algorithm 1. Three image complexity metrics, including SI, EG and TV, are used, and the corresponding modification is named as "Model+Complexity metric", respectively. In order to ensure the comprehensiveness of the experiment, both regular and irregular corrupted regions are considered.

Fig. 4 gives an intuitive display of the inpainting results on the CelebA dataset. It is obvious that incorporating missingness complexity can help generate better inpainted images without "checkerboard" artifacts.

It is found from Tables II and III that compared with the corresponding original model, each modified version has achieved a significant improvement under both regular and irregular masks. This demonstrates that the proposed sample selection approach can be applied in most existing generative inpainting methods to further improve their performance.

It is worth noting that although our sample selection method brings improvements under various evaluation metrics, the magnitude of improvement is not the same. For example, the TV-based modification seems to have a more pronounced improvements under evaluation metrics SSIM and LPIPS.

C. Low-missingness complexity samples are essential

We have argued that low-missingness complexity samples, which are ignored by common loss-based selection methods, are helpful to the learning of deep inpainting models. To clearly verify this conclusion, we take the loss-based selection method [21] as an example and compare the test error curves of this method with our approach based on TV complexity. The two selection methods are adopted for the inpainting models RFR [24] and PC [26], respectively, on DTD dataset.

As shown in Fig. 5, due to the use of low-missingness complexity samples, our sample selection method expedited convergence in the early stages of model training while ultimately achieving the lowest test error. In contrast, the test error curve of loss-based method is almost consistent to that of the original model. The above experiment results prove that low-missingness complexity samples are vital in enhancing deep inpainting models and should not be ignored in the training.

![Fig. 4. Qualitative results of the proposed selection approach using TV complexity for the inpainting models PC [26] and RFR [24] on CelebA.](image-url)
D. Time consuming

In this section, we show the computational time of our sample selection method for different image inpainting models. It is observed from Fig. 6 that our method is efficient and does not introduce too much computation cost and requires about 20% extra time for training, which mainly comes from complexity and forward loss calculations.

It is worth to noticed that Fig. 6 is a result performed on a single GPU, but since the forward computation can be easily parallelized, the time taken by our sample selection method can be further compressed by parallelization in practice.

E. Combination of multiple complexity metrics

Since different image complexity metrics can reflect the complexity of the image from different perspectives, it is possible to combine multiple complexity metrics to further improve the quality of sample selection. This subsection will examine this possibility and try a simple weighted average method.

We take the PC [26] and RFR [24] as image inpainting examples, and manually coarse-tune the weights of different complexity metrics. Since our previous experiments show that the TV complexity usually corresponds to better results, we set a larger weight on it. Table IV shows that a proper combination of multiple complexity metrics may help to further improve the

| Models          | CelebA | DTD | Paris |
|-----------------|--------|-----|-------|
| CA [43]         | 0.9441 | 27.1526 | 0.0337 |
| CA + SI         | 0.9496 | 27.7143 | 0.0333 |
| CA + EG         | 0.9504 | 26.9176 | 0.0321 |
| CA + TV         | 0.9549 | 27.4237 | 0.0329 |
| PEN-Net + TV    | 0.9532 | 27.8794 | 0.0322 |
| PC [26]         | 0.9461 | 27.3472 | 0.0246 |
| PC + SI         | 0.9464 | 27.7113 | 0.0339 |
| PC + EG         | 0.9521 | 27.6288 | 0.0335 |
| PC + TV         | 0.9532 | 27.8794 | 0.0322 |

| Models          | CelebA | DTD | Paris |
|-----------------|--------|-----|-------|
| CA [43]         | 0.8719 | 23.5396 | 0.0654 |
| CA + SI         | 0.8929 | 23.8968 | 0.0640 |
| CA + EG         | 0.8838 | 23.3663 | 0.0670 |
| CA + TV         | 0.8907 | 23.7430 | 0.0617 |
| PEN-Net + SI    | 0.8950 | 23.8449 | 0.0633 |
| PEN-Net + EG    | 0.8985 | 23.3750 | 0.0619 |
| PEN-Net + TV    | 0.9103 | 23.7059 | 0.0592 |
| RFR [25]        | 0.9012 | 24.1794 | 0.0628 |
| RFR + SI        | 0.9046 | 24.4176 | 0.0639 |
| RFR + EG        | 0.8976 | 24.5430 | 0.0644 |
| RFR + TV        | 0.9123 | 24.7045 | 0.0603 |
| RN [45]         | 0.9057 | 24.4841 | 0.0602 |
| RN + SI         | 0.9108 | 24.7361 | 0.0596 |
| RN + EG         | 0.9124 | 24.6712 | 0.0607 |
| RN + TV         | 0.9271 | 24.9621 | 0.0571 |

| Models          | CelebA | DTD | Paris |
|-----------------|--------|-----|-------|
| CA [43]         | 0.9441 | 27.1526 | 0.0337 |
| CA + SI         | 0.9486 | 27.7143 | 0.0333 |
| CA + EG         | 0.9504 | 26.9176 | 0.0321 |
| CA + TV         | 0.9549 | 27.4237 | 0.0329 |
| PEN-Net + SI    | 0.9499 | 28.0631 | 0.0339 |
| PEN-Net + EG    | 0.9518 | 27.5038 | 0.0327 |
| PEN-Net + TV    | 0.9525 | 27.7942 | 0.0327 |
| RFR [25]        | 0.9532 | 28.0402 | 0.0330 |
| RFR + SI        | 0.9605 | 28.4124 | 0.0337 |
| RFR + EG        | 0.9525 | 27.7323 | 0.0320 |
| RFR + TV        | 0.9638 | 28.6125 | 0.0317 |
| RN [45]         | 0.9585 | 28.1042 | 0.0321 |
| RN + SI         | 0.9543 | 28.4793 | 0.0329 |
| RN + EG         | 0.9583 | 28.5126 | 0.0291 |
| RN + TV         | 0.9661 | 28.9785 | 0.0307 |
The purpose of this section is mainly to demonstrate the possibility of improving performance by combining various complexities. Although it is possible to further improve the model performance by parameterizing the weights and automatically fine-tuning them during the training, this will bring much more computational cost, and moreover, as can be seen from Table IV, the expected further performance improvement of the fine-tuning method is limited.

**F. Hyperparameter analysis**

Our method selects training samples from a random subset of size $B$ in each iteration. The ratio of $B$ to $b$ can affect the inpainting performance. In this section, we will examine the effect of this ratio. Experimental results are summarized in Fig. 7.

It can be found that as $B$ increases from $b$ to $3b$, the performance of the inpainting model first increases and then slowly decreases. This implies that as the sample selection range expands, at the beginning, our approach can find more helpful samples in each iteration. But when the size of the subset $B$ is too large, it not only brings more computational cost, but also makes the selection difficult and thus degrades the performance. From Fig. 7 we can empirically conclude that when $B = 2b$, the proposed method is able to balance effectiveness and efficiency.

**V. Conclusion**

In this work, we improve the quality of image inpainting from the perspective of sample selection. We analyze the limitations of existing sample selection methods in image inpainting tasks and propose a selection method that simultaneously fuses traditional image complexity and training loss. Moreover, we find that the proper complexity metric is different for different data set, and it is possible to further improve the model performance by using a combination of multiple complexity metrics. Extensive quantitative and qualitative comparisons are conducted, which demonstrates the superiority of the method in both performance and efficiency. The proposed sample selection method has good interpretability and is easy to implement, only a few extra lines of code are needed, and it can be used as a plug-and-play component for many deep image inpainting networks.

As a general framework illustration, this paper only considers common complexity measures on some benchmark image datasets. For certain practical inpainting problems such as medical images analysis, it is suggested to adopt specific complexity measures closely related to the dataset. Of course, if needed, image complexity can also be obtained through learning, although this will bring additional computational cost.
Our work shows once again that integrating classical computer vision tools into deep learning is a promising area. We expect it will motivate more research into performance enhancement along this direction.
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