Rate-compatible LDPC convolutional codes over non-gaussian noise channel
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Abstract. This paper is aimed to study the characteristics of the underwater acoustic channel with non-Gaussian noise channel. And Gaussian mixture model (GMM) is utilized to fit the background noise over the non-Gaussian noise channel. Furthermore, coding techniques which use a sequence of rate-compatible low-density parity-check (RC-LDPC) convolutional codes with separate rates are constructed based on graph extension method. The performance study of RC-LDPC convolutional codes over non-Gaussian noise channel and the additive white Gaussian noise (AWGN) channel is performed. Study implementation of simulation is that modulation with binary phase shift keying (BPSK), and iterative decoding based on pipeline log-likelihood rate belief propagation (LLRBP) algorithm. Finally, it is shown that RC-LDPC convolutional codes have good bit-rate-error (BER) performance and can effectively reduce the impact of noise.

1 Introduction

Non-Gaussian noise is a major impairment in many wireless communication. In signal processing, background noise is generally regarded as additive white Gaussian noise (AWGN) because of its additivity, amplitude obeying Gaussian distribution, being a kind of white noise and easy to analyze and approximate. However, the transmission of underwater acoustic signals is severely disturbed by background noise [1]. In practice, experiments conducted over the last decades show that underwater acoustic noise has the characteristics of non-Gaussian [2,3]. So underwater acoustic channel is appropriate to be fitted by non-Gaussian noise channel. More non-Gaussian noise models are worth evaluating the quality of underwater acoustic communication under realistic environmental conditions. Such models are being developed [4,5,6]. We aim to use the Gaussian mixture model (GMM) [7] to fit the non-Gaussian noise. GMM is a linear superposition of multiple Gaussian distribution.

Channel coding plays an important part in wireless communication, which improves the reliability of signals transmitted from the source to the sink. Rate-compatible error-correcting codes are useful in various communication systems. For example, rate-compatible codes are commonly used in combination with automatic repeat requests (ARQ) to combat fading in
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wireless communications. Moreover, rate-compatible codes are a sequence of codes with different rates [8], where higher rate mother codes are embedded in the lower rate extended codes. There are two methods of constructing rate-compatible codes, puncturing [9,10] and graph extension [11]. However, the punctured higher rate codes exhibit wider gaps in the capacity limit than the mother code [12]. The design of rate-compatible low-density parity-check (RC-LDPC) block codes [13] is based on graph extension, where a high-rate base code is progressively extended to codes with lower rates. Codes produced by graph extension outperform the punctured codes over a wide range of rates.

In this paper, we use the constructed rate-compatible code family of regular low-density parity-check (LDPC) convolutional codes via graph extension method [14], which overcomes the drawbacks caused by puncturing and simplifies the optimization. LDPC convolutional codes were first proposed by A. J. Felström and K. S. Zigangirov [15] and have showed better performance than counterpart LDPC block codes [16]. Then we believe that using RC-LDPC convolutional codes constructed by graphic extension method to improve the quality of non-Gaussian noise channel communication is a very effective method.

The structure of this paper is described as following. Section 2 describes non-Gaussian noise model. After that Section 3 describes communication systems and channel model. Then, Section 4 introduces the RC-LDPC convolutional codes. Section 5 continues with simulation and the characterization of RC-LDPC convolutional codes' bit-rate-error (BER) performance. And GMM is used to fit the non-Gaussian noise. The RC-LDPC convolutional code based on graph extension method is employed for non-Gaussian noise channel. Finally, the corresponding simulation results are detailed in Section 5 before offering our conclusions in Section 6.

2 Non-gaussian noise model

The probability model of non-Gaussian noise could be fitted by GMM. The probability density function (PDF) of GMM is the linear superposition of weight of multiple Gaussian distribution [7], which can be expressed as

\[ p(X) = \sum_{i=1}^{K} \omega_i g(X | \mu_i, \Sigma_i) \]  

(1)
where $X$ represents a set of $N$-dimensional data, $K$ is the number of Gaussian distribution, $\omega_i$ is the mixture weight and satisfied $\sum_{i=1}^{K} \omega_i = 1$, $g(X|\mu_i, \Sigma_i)$ represents the $i$-th Gaussian distribution with mean value $\mu_i$ and covariance matrix $\Sigma_i$.

Non-Gaussian noise is implemented by GMM through inverse function method, the noise implementation algorithm can be summarized as follows:

1. Generate two random variables $U_1$ and $U_2$. Note that $U_1$ and $U_2$ random variables are uniformly distributed from 0 to 1.

2. Set $V_1 = 2U_1 - 1$, $V_2 = 2U_2 - 1$ and $S = V_1^2 + V_2^2$. Note that $V_1$ and $V_2$ are uniformly distributed from -1 to 1, and $S$ is uniformly distributed from 0 to 1.

3. If $S > \omega_i/ (\pi \sigma_i^2)$, go to step 1, otherwise go to step 4. Note that $\omega_i$ is the weight value and $\sigma_i^2$ is the variance value of the $i$-th GMM component.

4. Return the variable

$$N_i = V_i(\sqrt{-\sigma_i^2 \ln(\pi \sigma_i^2 S/\omega_i)} + \mu_i)/\sqrt{S}$$

where $\mu_i$ the mean value of the $i$-th GMM component.

5. Then return to the non-Gaussian noise that is superimposed by the variable $N_i$.

$$N = \sum_{i=1}^{K} N_i$$

where $K$ is the number of components in GMM.

### 3 System and channel model

Fig. 1 shows the non-Gaussian noise channel coding system model. In the simulation, the transmitter transmits a sequence of the information sequence, and after passing through RC-LDPC convolutional code encoder with a code rate and binary phase shift keying (BPSK) modulation, it enters the non-Gaussian noise channel model for transmission. Therefore, the channel output is given by

$$Y = X + N$$

where $X$ is the modulated signal with BPSK, $N$ is non-Gaussian noise and is fitted by GMM.

The receiver first performs BPSK demodulation and then performs the RC-LDPC convolutional code decoding based on pipeline log-likelihood rate belief propagation (LLRBP) algorithm, and finally calculates the BER by comparing the sequence of the transmitting and the receiving.
4 RC-LDPC convolutional codes

The semi-infinite parity-check matrix of \((m_s,J,K)\) regular LDPC convolutional code with code rate \(b/c\), which has \(J\) ones in each column, \(K\) ones in each row and \(m_s\) is the syndrome former memory. It’s known that obtaining the parity-check matrix \(H_p\) by reorganizing the sub-matrices of the parity check matrix of the regular LDPC code [18]. Then a family of RC-LDPC convolutional codes is can be obtained from a RC-LDPC block codes family, which is constructed by using the graph extension method.

\[
H_p = \begin{bmatrix}
H_0(0) & & \\
H_1(1) & H_0(1) & \\
& H_1(2) & \ddots \\
& & \ddots & H_0(T-1) \\
H_m(0) & \ddots & H_1(0) \\
& \ddots & & \ddots \\
& & & \ddots & \ddots \\
& & & & & \ddots & H_m(T-2) \\
\end{bmatrix}
\]  

(6)

where matrix \(H_p\) has \((2m_s + 1) \times (m_s + 1)\) sub-matrices, each sub-matrix \(H_i(t), i \in [0, m_s] \) and \(T \in [0, T-1], (T = m_s + 1)\) is a \((c-b) \times c\) binary matrix.

A RC-LDPC convolutional code family including \(M\) member codes \(C = \{C_1, \ldots, C_k, \ldots, C_M\}\) with different rates \(R = \{R_1, \ldots, R_k, \ldots, R_M\}\) (in descending order) can be realized by extending the graphs. First, obtain a LDPC convolutional base code \(C_i\) with base code rate \(R_i = b/c\) by using the method of [18]. Let the sub-matrix of \(H_p\) become the base sub-matrix. Second, obtain the extended LDPC convolutional code \(C_{k+1}\) with code rate \(R_{k+1} = b/(c+k), k \in [1, b-1]\). Each extended sub-matrix \(H_i^{k+1}(t)\)

\[
H_i^{k+1}(t) = \begin{bmatrix}
H_i(t) & 0 \\
H_{E_{1,i}}^k(t) & H_{E_{2,i}}^k(t) \\
\end{bmatrix}
\]  

(7)

is obtained from basic sub-matrix \(H_i(t)\). The extended sub-matrices \(H_{E_{1,i}}^k(t)\) and \(H_{E_{2,i}}^k(t)\) are obtained from choosing the corresponding elements of \(H_{E_1}^k\) and \(H_{E_2}^k\) in detail in [14]. Then we get each sub-matrix \(H_i^{k+1}(t)\) of matrix \(H_p^{k+1}\) corresponding to LDPC convolutional code \(C_{k+1}\). So a member of RC-LDPC convolutional code family is obtained.

\[
H_{E_i}^k = \begin{bmatrix}
I_i & I_1 & 0 & \cdots & 0 & 0 \\
0 & 0 & I_1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & I_1 \\
\end{bmatrix}
\]  

(8)
where $I_1$ is an $(m_s+1) \times (m_s+1)$ identity matrix, $H_{ext}$ matrix is the parity bits part of the $(m_s+1) \times 2(m_s+1)$ parity-check matrix with a code rate $R = 1/2$ obtained according to [18]. And $0$ is an $(m_s+1) \times (m_s+1)$ zero matrix.

The binary parity-check matrix of a rate $R = b/(c+k), k \in [1, b-1]$ RC-LDPC convolutional code is denoted as $H_p^k$, a binary codeword sequence $\nu = [\nu(0), \nu(1), \ldots, \nu(t), \ldots, \nu(2m_s+1)]$ must satisfy

$$H_p^k \nu^T = 0^T$$

(10)

where $\nu(t), t \in [0,2m_s+1]$ of length $(c+k)$. In order to simplify the implementation of the encoding, the first $b$ bits of each convolutional code group are copies of the information bits, and the parity-check matrix $H_p^k$ is used to get the check bits of the corresponding information bits by Eq. 10. Then we can get the codeword $\nu$ after the information sequence is encoded. Because parity-check matrices of RC-LDPC convolutional codes are sparse, they can be decoded using the same pipeline LLRBP decoding algorithm [15] as that used for LDPC block codes.

$$H_{F_2}^k = \begin{bmatrix}
H_{ext} & 0 & \cdots & 0 & 0 \\
I_1 & H_{ext} & \cdots & 0 & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
0 & 0 & \cdots & I_1 & H_{ext}
\end{bmatrix}
$$

(9)

**Fig. 2.** The GMM noise given by $p(X) = 0.8143 \text{CN}(X; 0.0047, 0.655) + 0.1857 \text{CN}(X; 0.0328, 2.5236)$.

**5 Simulations and experiments**

Study implementation of simulation over non-Gaussian noise channel and AWGN channel is performed. The PDF of the non-Gaussian noise sample which collected in the South China
Sea is used by Eq. 11. Fig. 2 shows the non-Gaussian noise sample collected in the South China Sea is fitted using a two-component GMM. The PDF of the noise is given by \[17\]

\[ p(X) = 0.8143 \cdot \text{CN}(X;0.0047,0.655) + 0.1857 \cdot \text{CN}(X;0.0328,2.5236) \] (11)

where \( \text{CN}(X;0.0047,0.655) \) is a circular Gaussian distribution with mean value 0.0047 and variance 0.655, \( \text{CN}(X;0.0328,2.5236) \) is a circular Gaussian distribution with mean value 0.0328 and variance 2.5236, and weight values are 0.8143 and 0.1857 respectively. The PDF of \( \text{CN}(X;\mu,\sigma^2) \) is

\[ \text{CN}(X;\mu,\sigma^2) = \frac{1}{\pi\sigma^2} \exp\left\{-\frac{X - \mu^2}{\sigma^2}\right\} \] (12)

The encoder is based on the regular RC-LDPC convolutional code family with code rates varied from \( \frac{7}{11} \) to \( \frac{7}{17} \) constructed by the graph extension method, where the syndrome former memory \( m_s = 67 \) and the base code rate \( R = \frac{7}{11} \). The simulation modulation mode is BPSK modulation and using a number of processors \( I = 50 \) of the pipeline LLRBP decoding algorithm. Furthermore, under non-Gaussian noise and AWG, the BER performance curves of RC-LDPC convolutional codes with different code rates are shown in Fig. 3 and Fig. 4. It has been showed that as the value of \( k \) increases, the performance of the corresponding RC-LDPC convolutional code becomes more excellent under non-Gaussian noise and AWGN. The performance of rate \( R = \frac{7}{14} \), \( m_s = 67 \) LDPC convolutional codes are much better than the concatenated code, which is a combination of inner code Hadamard code \( H(20,5) \) and outer code 32-ary (620,310) LDPC code of [17]. And the RC-LDPC convolutional code family has better performance than the constructed LDPC convolutional base code with a code rate \( R = \frac{7}{11} \).

![BER performance of RC-LDPC convolutional code family over the non-Gaussian noise channel.](chart)

**Fig. 3.** BER performance of RC-LDPC convolutional code family over the non-Gaussian noise channel.
In this paper, underwater acoustic channel is characterized as the non-Gaussian noise channel. And the presence of non-Gaussian noise is modeled as GMM. The RC-LDPC convolutional code family with the syndrome former memory $m_s = 67$ are constructed based on the graph extension method. Study implementation of simulation is acquired by RC-LDPC convolutional code family over communication system with BPSK and iterative decoding by LLRBP algorithm based on the Tanner graph. And the simulation results show that the error correcting performance of RC-LDPC convolutional codes with AWGN has better improvements compared to the concatenated code. In addition, the simulation results also show that RC-LDPC convolutional code family is constructed based on graph extension, can achieve reliable transmission with a BER less than $10^{-5}$ under non-Gaussian noise channel and AWGN channel. Finally, we conclude that the RC-LDPC convolutional code family based on GMM can effectively reduce the influence of the non-Gaussian noise in the communication system.
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