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1. Introduction

Since the launch of the European Union’s Emissions Trading Scheme (EU ETS), carbon dioxide (CO₂) emission certificates have been cultivated as a scarce resource. Furthermore, EU allowances (EUAs) have been actively traded in spot and its derivative future markets as a new class of financial assets. Consequently, reinforced carbon price signals coupled with complementary policies can effectively mitigate the costs of global carbon emissions. With carbon markets’ rapid growth, carbon prices have become more volatile due to the influence of many potential fundamentals, which are drivers that have led to drastic changes in carbon prices. Irregular and unexpected price fluctuations have increased the risk in the carbon market, which affects participants’ confidence and emission-mitigation targets [1]. Therefore, it is essential to understand carbon prices’ dynamics and establish a scientific carbon price-forecasting model, as predicting carbon prices is useful for reducing market risk [2]. This study aims to predict EUA prices in an effort to not only assist entities regulated under the EU ETS in managing risk but also benefit policy makers concerned with this pricing mechanism.

Meanwhile, a scientific prediction tool in the investment field can help speculators seek short-term arbitrage opportunities from volatility trades and develop efficient investment strategies in the carbon market. Given the significance of scientific prediction models, many studies have presented several methods to forecast carbon prices and this literature is commonly divided into two strands [3]. First, the literature forecasts carbon prices in the context of classic statistical methods, including the ARIMA, GARCH,
VAR, and Markov-switching models [4–7]. These typically manifest as a parameterisation or linearity, and most of their estimation processes use the maximum likelihood method. In this case, the time-series variables must obey an assumption of normal distribution or the sample observation must be sufficiently long. However, carbon prices in practice do not possess linear characteristics or may not be generally predictable in a linear manner [8–10]. Chevallier [9] detects the strong nonlinearities existing in carbon prices’ fluctuations to indicate that a nonparametric forecasting model can substantially reduce prediction errors. Arouri et al. [8] capture the asymmetry and nonlinearity of carbon prices and confirm the necessity of establishing a nonlinear carbon price-prediction model. To achieve a better nonlinear approximation, empirical studies on carbon prices’ forecasting have increasingly built a second strand of the literature using computational intelligence techniques [3,11–18]. These primarily refer to the artificial neural network, fuzzy logic, evolutionary algorithm, support vector machine (SVM), and hybrid models, which exploit the advantages of the intelligence algorithm and statistical models. Some early studies preferred to use the neural network for carbon price forecasting, with favourable results [11, 12]. Although the neural network exhibits a good nonlinear approximation ability, it is prone to fall into local optimum, overtraining and undertraining, and has poor generalisability. Therefore, the neural network exhibits certain limitations in applying a replicated time series.

Support vector machines (SVM) as proposed by Cortes and Vapnik [19] differ from traditional learning theory, in which SVM obeys the principle of structural rather than empirical risk minimisation, and thus, it exhibits good generalisability. Given this advantage, this method has been used in carbon prices forecasting issues to demonstrate a higher robustness than other methods [14, 15, 17, 18]. A common, noteworthy feature of these papers is that a variety of hybrid models are constructed using SVM and such traditional time-series analysis methods as ARIMA, GARCH, and empirical mode decomposition, among others. The empirical results suggest that a hybrid model performs well in nonstationary and nonlinear time-series analyses, and especially in forecasting carbon prices. Unlike the previously mentioned studies which primarily predict the EU carbon market, some studies have predicted the emerging carbon market in China [3, 13, 20]. Despite the different topics investigated, these papers reach the same conclusion, in which hybrid models have a higher forecasting accuracy than benchmark models.

Although many have studied the previously mentioned time-series models for point forecasting with high precision in numerical calculations, these may not be absolutely essential for relevant real-world information users. For example, it is more suitable for stock investors to predict the changing space for future stock prices and thus make profits from them, rather than providing some specific numbers for stock price. This is because the fluctuations in stock price forecasting help investors make reasonable decisions to seize arbitrage opportunities. The same principle applies to the carbon market, as it is similar to the stock market. Thus, precision is not an absolutely necessary condition for human thinking or reasoning, so the range of trusted variation of time series is satisfactory for some decision makers [21]. In addition, previous studies on carbon price forecasting mainly focus on point forecasting, but point forecasting in most cases cannot correctly solve the uncertainties related to carbon price datasets [22]. On the contrary, changing space predictions can quantify the influence of uncertain factors on the results so that the original value is within the prediction interval determined by the upper and lower limits of the interval. Therefore, it is highly significant for most investors to make changing space predictions of carbon prices in practical application rather than point forecasting, the latter of which has highly precise numerical values.

Consequently, this study aims to develop a novel carbon prices’ changing space forecasting model to make up for previous point forecasting methods. It compensates for a lack of point forecasting by using the original data that must be processed through fuzzy information granulation (FIG) as first proposed by Zadeh [23]. This useful tool provides appropriate solutions in developing a fast-space forecasting model for complex time-series process with nonstationary and nonlinear characteristics [21]. Furthermore, studies increasingly use information granulation to process complicated time-series data to improve prediction accuracy [24–28]. Each information granule represents the fuzziness and uncertainty of a certain period. The granulated data can be analysed after the original data is preprocessed using FIG and then forecasts can be conducted.

We consider this motivation in developing fast-changing space predictors—and not point predictions—using a FIG-SVM model in this paper, with the following primary contributions to existing studies. First, the input scales for SVM can be reduced by FIG and therefore forecasting efficiency may be improved. This method granulates time-series carbon prices into Low, R, and Up categories to rapidly predict the possible minimum, average, and maximum of complicated time-series. Second, our proposed FIG-SVM model can forecast carbon prices’ changing space using a novel framework with minor errors and good generalisability. The experimental results demonstrate its superiority to the other benchmark models, such as the ARIMA, ARFIMA, and Markov-switching models. Third, a credible approach to carbon prices’ changing space forecasting is more helpful to some decision makers in carbon markets rather than the point-forecasting method commonly used in the existing literature. This provides several important implications for speculators to catch arbitrage opportunities and also provides some early warnings for policy makers to manage volatility risks arising from carbon markets. In addition, this study contributes to the general development of stochastic process theory, and its applications in the following aspects are shown in Figure 1. We provide theoretical models and empirical conclusions to carbon price stochastic process of complex time series with nonstationary and nonlinear characteristics.

The remainder of this study is structured as follows. Section 2 gives a detailed introduction of the FIG-SVM
Section 3 illustrates some statistical characteristics of EUA data and essential testing results. Section 4 displays some valuable results from our proposed FIG-SVM model. Finally, the conclusion is set forth in Section 5.

2. Methodology

2.1. Fuzzy Information Granulation (FIG). Granular computing has become a general platform to construct, describe, and process information granules. It aims to discover an efficient system dealing with granulation in complex time series issues and has become a rapidly growing research field [29, 30]. As carbon prices follow a stochastic process of complex time series with the inherent nonlinear and non-stationary characteristics [3, 31], it is necessary to granulate its information. The granulating process divides large amounts of complex information into several blocks according to their own characteristics, with each block defined as an information granule. Therefore, complex issues in a large-scale time series can be decomposed into simple ones by removing some irrelevant information.

Suppose that \( X = \{x_1, x_2, \ldots, x_n\} \) denotes a given time series of carbon prices and \( p (1 \leq p \leq n) \) refers to time windows’ number that determine the essential information retaining ability. The fuzzification process creates a convex fuzzy subset \( G \) that can logically describe \( X \). The formula is shown below:

\[
g^G = (x \text{ is } G) \triangleq \lambda,
\]

where \( \lambda \) is the probability of \( x \) belonging to the subset \( G \).

Subsequently, if the changing space of future carbon prices is considered as an information granule, a model can be constructed to forecast this changing space for a future period. This model can better assist investors in making reasonable decisions compared to those based on points forecasting with numerical values. This paper adopts the triangular membership function proposed by Pedrycz and Vukovich [32]:

\[
T(x; a, m, b) = \begin{cases} 
0, & x \leq a, \\
\frac{x - a}{m - a}, & a < x < m, \\
\frac{x - b}{m - b}, & m \leq x < b, \\
0, & x \geq b,
\end{cases}
\]

where \( a, m, \) and \( b \) are the scalar parameters, corresponding to three variables Low, \( R \), and Up for single window, which are obtained by granulation. The variable Low, \( R \), and Up, respectively, represent the minimum, average, and maximum value of the time series change in the window.

For a given time series \( Y = \{Y_1, \ldots, Y_n\} \), a proper triangular granule \( T(a, m, b) \) can be constructed by an optimization technique as follows:

\[
\max_{a,m,b} \sum_{Y_i \in Y} \frac{T(Y_i; a, m, b)}{\text{measure}(\text{Supp}(T(a, m, b)))},
\]

where \( \text{measure}(\text{Supp}(T)) \) is the measure of support of \( T(a, m, b) \) while \( T(Y_i) \) is the membership degree of \( Y_i \):

\[
T(Y_i; a, m, b) = \begin{cases} 
\frac{x - a}{m - a}, & x < m, \\
\frac{x - b}{m - b}, & x \geq m.
\end{cases}
\]

As for how to obtain an proper granule, we can solve the optimization equation (3) by minimizing the denominator.
measure \((\text{Supp}(T))\) and maximizing the numerator \(T(Y_i)\) to acquire a high specificity of the granule that contain enough empirical information.

2.2. The Support Vector Machine (SVM) Model. As a machine-learning method based on statistical theory, SVM has been used to successfully address nonlinear classifications and regressions [19]. In this study, we focus on the SVM model in regression and forecasting for time series. Suppose that \(T = \{(x_1, y_1), \ldots, (x_l, y_l)\}\) is a training set of time series data, where \(x_i\) and \(y_i\) refer to input and output variables. They are defined by a regression model as follows:

\[
y = f(x_i) = (w \cdot x_i) + b,
\]

where \(w\) is the weight vector and \(b\) is the threshold. We can solve the optimization problem as follows to estimate \(w\) and \(b\):

\[
\begin{align*}
\min & \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*) \\
\text{s.t.} & \quad (w \cdot x_i + b) - y_i \leq \varepsilon + \xi_i \\
& \quad y_i - (w \cdot x_i + b) \leq \varepsilon + \xi_i^* \\
& \quad \xi_i^* \geq 0, \quad i = 1, \ldots, l,
\end{align*}
\]

where \(\|w\|^2\) is regularization term, \(C\) is punishment coefficient, \(\xi_i\) and \(\xi_i^*\) are slack variables, and \(\varepsilon\) is insensitive loss coefficient.

Due to the limited computing power of linear functions, nonlinear SVM becomes an extension for complicated time-series forecasting issues. In order to get the nonlinear SVM, it is essential to perform a transformation as \(\phi: \mathbb{R}^n \rightarrow H, x \rightarrow \phi(x)\), making \(\mathbb{K}(x, x') = \phi(x) \cdot \phi(x')\), where \(H\) denotes the high-dimensional feature space obtained by mapping the original space \(x\) and \(\mathbb{K}(x, x')\) is a kernel function. In constructing a nonlinear SVM, the decision function takes the following form:

\[
y = f(x_i) = \sum_{i=1}^{l} (a_i - a_i^*) \mathbb{K}(x_i, x) + b,
\]

where \(a\) and \(a^*\) are Lagrange multipliers and \(b\) is the nonzero intercept.

2.3. The FIG-SVM Model. Ruan et al. [21] mentioned two challenges in using normal SVM models. First, the original data are often complex and characterised by noise and outliers in some real-world applications, which may disturb the normal SVM’s performance in classifications or regressions. Second, a class imbalance problem may occur when training imbalanced data. Furthermore, most of the normal SVM classifiers with balanced class distribution assumptions or equal misclassification costs may produce models biased toward a majority class that exhibit weak performance towards a minority class. In summary, problems with noise and imbalances may affect the SVM model’s accuracy and efficiency, a topic of much recent attention.

To deal with this issue, Lin and Wang [33] apply fuzzy theory to reduce impacts of noises and the results show that it performs well. Following their study of fuzzy SVM, we develop a novel FIG-SVM model for nonstationary and nonlinear time series prediction. This model can decompose large-scale complex time-series issues into some simpler problems to be handled independently. The original data are firstly extracted with partition sets in order to train and test. Next, the training data are granulated by the FIG method as Low, \(R\), and Up. These granules are then integrated into SVM as input variables to select the optimal parameter pairs. After getting proper granules and selecting optimal SVM parameters, we can input the testing data in the FIG-SVM model to forecast the changing space of carbon prices time series.

3. Data

3.1. Data Description. We use three time-series datasets, comprised of European Union allowances’ spot prices and future prices most heavily traded under the EU ETS, with daily frequencies. These prices are benchmarks of the most frequent EUA exchanges executed in the European Union’s carbon markets. All original carbon pricing data are derived from European Energy Exchange’s website (http://www.eex.com). Analysing carbon prices from different trading products of the spot and future markets allows us to compare different time series to investigate the proposed forecasting model’s general applicability and robustness.

Substantial research has examined the modelling of carbon prices prior to the 2008 financial crisis to demonstrate that carbon prices peaked in mid-2008 [34–37], or just before the global financial crisis occurred. However, the carbon prices after this period exhibit an opposite trend, in which they sharply decline for various reasons. We investigate the price variations in the postcrisis era, which has demonstrated no such additional collapse, by choosing a carbon price time-series sample spanning 2009 to 2019. We select a dataset of EUA spot prices from 16 January 2009 to 22 March 2019, with 2,443 observations. Our EUA futures prices consist of two datasets: DEC18, which spans 26 March 2012 to 17 December 2018 and includes 1,705 observations; and DEC19, which spans 26 March 2012 to 26 March 2019, with 1,771 observations. The basic changing trends of these time series are illustrated in Figures 2–4.

Figure 2 plots the time variations of the EUA spot prices in our studied sample interval and displays the continuous EUA spot returns’ volatility as computed by \(\tau_t = \ln(p_t) - \ln(p_{t-1})\). Clearly, the EUA spot prices’ time series does not appear to be stationary; meanwhile, it exhibits violent fluctuations, decreasing by 53.65% from €12.32 on 16 January 2009 to €5.71 on 4 December 2012. This sharp decrease can be explained by some fundamentals, such as macroeconomic [38] or policy factors [39], among others. Furthermore, it increases by approximately 338%, from €5.71 on 4 December 2012 to €25.01 on 22 January 2019.
Regarding the EUA futures prices and returns from the DEC18 and DEC19 datasets, Figures 3 and 4 exhibit patterns of change similar to the EUA spot prices. This phenomenon occurs given the truth that these related markets have released some common information to investors. The correlation coefficient of spot prices and futures prices is significantly higher than 0.9; therefore, these series show a strong comovement while responding to the arrival of new common information.

Moreover, two noteworthy important features can be observed among the EUA spot and futures returns, plotted in Figures 2–4. On the one hand, the returns time series tendency towards volatility appears in bunches because information comes in clutters. This is because carbon returns’ volatility is affected by previous values, and this is a persistent characteristic. Therefore, the time series future values can be easily forecast based on carbon returns’ volatility. On the other hand, the most compelling feature is the leverage or asymmetric effect discovered early in financial markets according to the previous literature, a phenomenon that also exists in the carbon market [40, 41]. Clearly, carbon spot and future returns exhibit higher volatility when prices decrease than increase given an asymmetric response. This phenomenon appears in the form of negative impact arising from bad news, which may cause the increase in volatility to be greater than a positive impact from good news.

Table 1 presents the study’s statistical indicators. The minimum and maximum values reveal that the changing range of daily EUA spot and futures prices is significantly large. Moreover, the huge intraday losses of spot and futures markets are obvious, with maximum losses of 44.66% in the EUA spot market, 36.38% in the DEC18 futures market, and 34.12% in the DEC19 futures market. Therefore, it is essential to establish a scientific changing space forecasting model for carbon prices. Furthermore, the coefficients of skewness and kurtosis exhibit a leptokurtic characteristic, and the returns on the EUA spot market and futures market are both negatively skewed. Revenues are significantly and negatively skewed which is attributed to the risk associated with high prices. From a distribution perspective, the carbon prices and returns are not normally distributed, but are characterised by “heavy-tailed” and “high-kurtosis” properties.

The result of Jarque–Bera test suggests that the “normally distributed” hypothesis can be rejected at any significance level, which is consistent with most prior studies [42–45]. This evidence suggests that forecasting the changing space of EUA spot and future prices is of great significance to risk managers and policy makers in carbon markets. As we have discovered some complicated statistics exist in carbon prices and returns series, the extra but essential tests are then performed to precisely determine these time series’ non-stationary and nonlinear characteristics.

3.2 Nonstationary and Nonlinear Data Tests. This study adopts some classical time-series test methods to confirm the existence of nonstationary and nonlinear characteristics in carbon prices. First, it is necessary to test whether these time series are nonstationary. The augmented Dickey–Fuller (ADF) and Phillips–Perron tests are most commonly used in the existing literature based on the basic principle of unit root tests for nonstationary. Table 2 shows the ADF test result in Panel A and Phillips–Perron test result in Panel B, respectively. They demonstrate that EUA spot prices and futures prices are not stationary at the 1%, 5%, and 10% significance levels.

However, these tests are not sufficiently convincing under abnormal circumstances. The traditional unit root test method can only identify the existence of unit roots in time series containing intercept or trend items and cannot identify the unit roots if breakpoints exist in the time series. If the stationary time series contains breakpoints, it is highly likely that a null hypothesis to accept nonstationarity will be obtained by the ADF or Phillips–Perron tests, distorting the test results; specifically, we should consider a case with structural breakpoints.

Prior literature indicates that the fluctuation of carbon prices has breakpoints, and the carbon prices’ structure changes before and after these breakpoints [46, 47]. When these structural breakpoints exist in carbon prices, the power of conventional unit root tests as previously mentioned is unstable. Therefore, it is essential to use a breakpoint unit root test to examine the nonstationarity of this study’s carbon price time series. Panel C in Table 2 lists the nonstationary breakpoint unit root test results, using a breakpoint ADF test for EUA spot and futures prices.
These results show that each of time series has a unit root; thus, we should accept the nonstationary hypothesis. This study’s breakpoint ADF test adopts an innovational outlier (IO) model by assuming that the breakpoint process is gradual and an exogenous shock follows the same dynamic process. Two structural breakpoints were found on 5 September 2017 and 15 January 2018, according to a selection method that maximised the \( t \)-statistic of the intercept term’s breakpoint.

Moreover, it is also important to test the EUA spot and futures prices’ nonlinear characteristics. Our nonlinearity test of the timeseries adopts the Brock–Decher–Scheikman test method used by Zhu et al. [17]; with two to six embedding dimensions. Table 3 presents the nonlinearity test results and demonstrates that our studied sample data are not linear. Our findings are consistent with those of other studies determining that the carbon prices timeseries follow a nonlinear process [8, 9, 10, 17].

This nonlinearity test leads us to conclude that carbon prices cannot be linearly predicted using traditional models, as this will lead to distortions once the linear model is established for nonlinear data. To deal with this issue, we apply an SVM model developed through statistical learning theory in a nonlinear regression estimation. Furthermore, a structural risk-minimisation principle is adopted for the function estimation by minimising the upper boundary of some generalisation errors [48]. This method can also create favourable effects in resisting the overfitting problem, which
may create imprecise and unsatisfactory forecasting. So far, the application of SVM to nonlinear regression estimation problems has become one of the most successful technical cases.

4. Empirical Results

4.1. Extracting Sample Data. We divide the entire dataset into two subsets to test the proposed forecasting model’s validity in light of Alizadeh et al.’s [49] study. The first two-thirds of the total sample data were selected as a dataset to train our model and obtain the optimal parameter estimation. The last one-third of all sample were utilized as a testing set to forecast the future carbon prices based on the established model. Table 4 reports the details of the partitioned data set.

4.2. Fuzzy Information Granulation (FIG). We use the fuzzy granulation model as proposed in Section 2.1 to granulate the original data, which divides a complicated problem into some simpler ones to be handled by our proposed granular computing technique. This basic process consists of four steps, as illustrated in Figure 5.

These four steps will granulate the original time series of carbon prices into the following granules: Low (minimum), $R$ (average), and Up (maximum). First, Low is generated by granulating the relatively small values of each window, which can denote the minimum values of original data changes. Second, $R$ is generated from the average values of each granulated window, indicating the major dominant of original data changes. Third, Up is produced from the larger values of each granulated window, denoting the maximum values of the original data changes.

The three variables—Low, $R$, and Up—are obtained after the fuzzy granulation process for each window, as Figure 6 illustrates. These variables, respectively, correspond to the three parameters of $a$, $m$, and $b$ in the triangular fuzzy granulation presented in equation (2). The normal SVM input size decreases for the carbon prices’ time series after granulation, which may improve forecasting efficiency. Therefore, the FIG theory is successfully incorporated into a normal SVM model to develop time saving, robust predictors. The proposed hybrid FIG-SVM model can produce results with a good fit in a shorter time, which is advantageous for large scale, nonstationary, and nonlinear time series.

4.3. The Parameter Optimization. The model’s generalisability can only be tested after obtaining a trained model with appropriate parameters. It is necessary to strive for selecting
optimal SVM parameters because it greatly affects the quality of support machine regression for prediction. This selection process involves two crucial parameter pairs: the penalty parameter $c$ and kernel parameter $g$ (abbreviated for $c$-$g$). While no internationally recognised or unified method exists in the optimal parameter selection process for SVM, a more common method involves calculating $c$-$g$ parameter pairs within a given scope. For example, a training set for a selected $c$-$g$ parameter pairs is taken as an original dataset, and a crossvalidating K-fold crossvalidation method (K-CV) is applied to obtain the training accuracy of the dataset under the selected $c$-$g$ parameter pairs. Finally, the selected $c$-$g$ parameter pairs achieving maximum precision in the training set is taken as the best parameters for SVM model.

**Table 4:** The division results of training set and testing set of the total sample.

| Carbon prices | Size   | Date                              |
|---------------|--------|-----------------------------------|
| EUA spot      | Sample set | 2443  | January 16, 2009-March 22, 2019   |
|               | Training set | 1629 | January 16, 2009-January 13, 2016 |
|               | Testing set | 814  | January 14, 2016-March 22, 2019   |
| EUA futures—DEC18 | Sample set | 1705 | March 26, 2012-December 17, 2018  |
|               | Training set | 1137 | March 26, 2012-September 27, 2016 |
|               | Testing set | 568  | September 28, 2016-December 17, 2018 |
| EUA futures—DEC19 | Sample set | 1771 | March 26, 2012-March 26, 2019     |
|               | Training set | 1181 | March 26, 2012-November 28, 2016  |
|               | Testing set | 590  | November 29, 2016-March 26, 2019  |

**Figure 5:** The basic steps of FIG on the original time series.

**Figure 6:** The granulation results for the original EUA spot and futures prices time series.
However, an unexpected issue may occasionally occur, in which multiple pairs of $c$-$g$ may correspond to the maximum precision. This study’s method to address this issue involves selecting the parameter pairs with the smallest $c$ to attain the maximum precision. If multiple pairs of $g$ correspond to the smallest $c$, the first $c$-$g$ parameter we searched is selected as the best one. This is due to the following facts. The penalty parameter that is too high will lead to overlearning, or specifically, the training and testing sets exhibit very high and very low accuracies, respectively, or generalisability decreases. Therefore, the smaller penalty parameter is considered as a more reasonable selection in all the $c$-$g$ parameter pairs that can achieve the highest verification accuracy. Table 5 displays the crossvalidation results for optimising SVM parameters.

The Low parameter in the EUA spot prices’ time series can be taken as an example to explain the SVM for regression prediction process in detail. The optimal parameter combination under the crossvalidation condition is obtained as the relaxation parameter $c = 1$ and the kernel parameter $g = 0.0055$. Figure 7 illustrates the optimisation parameter-selection results for the Low parameters. The left and right panels display the contour map and the 3D view, respectively, which verify that the SVMs’ parameters significantly impact their regression results. The other optimal parameter-searching processes for $R$ and $Up$ in the EUA spot and futures prices’ time series yield similar results, which are omitted here for brevity.

4.4. Predict the Low (Minimum), $R$ (Average), and up (Maximum). After obtaining the proper granules for Low (minimum), $R$ (average), and up (maximum) and selecting the optimal $c$-$g$ parameter pairs for SVM, we input these into the SVM model to predict the possible ranges of change for the next window. Next, we take the EUA spot prices here as an example to demonstrate our proposed FIG-SVM results. Figure 8 illustrates the fitting results of the Low, $R$, and Up fuzzy particles for the EUA spot prices. The predict Low, predict $R$, and predict Up time series depict the predicted values of the Low, $R$, and Up fuzzy particles, which are close to the original Low, original $R$ and original Up time series exhibiting the actual values of the Low, $R$, and Up fuzzy particles, respectively.

The results indicate that the proposed FIG-SVM forecasting model performs well in the case involving EUA spot prices. We further validate this method’s effectiveness by conducting more experiments on the other two time series. With the same settings and the same granulation window, we obtain the results from our proposed FIG-SVM model for the Low, $R$, and Up granules in the cases of DEC18 and DEC19 futures prices. These experimental results all exhibit predicted values that approximate real values. This indicates that the normal SVM model combined with a developed FIG method can produce well-fit performances for predicting carbon prices time series with complex characteristics.

| Carbon prices   | Best $c$ | Best $g$ |
|-----------------|----------|----------|
| EUA spot        | Low      | $c = 1$  | $g = 0.0055$ |
|                 | $R$      | $c = 2.8284$ | $g = 0.0055$ |
|                 | $Up$     | $c = 64$  | $g = 0.0442$ |
| EUA futures—DEC18 | Low     | $c = 2$  | $g = 0.0625$ |
|                 | $R$      | $c = 1$  | $g = 0.0313$ |
|                 | $Up$     | $c = 64$  | $g = 0.0625$ |
| EUA futures—DEC19 | Low     | $c = 1$  | $g = 0.0625$ |
|                 | $R$      | $c = 4$   | $g = 0.0884$ |
|                 | $Up$     | $c = 181$ | $g = 0.0039$ |

4.5. Forecasting Performance Measures. We use ARIMA, ARFIMA, and Markov-switching methods to compare the proposed FIG-SVM forecasting model’s prediction capacity against other widely used forecasting approaches. As for evaluation criterion, we choose the root mean square error (RMSE) given by

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (\hat{y}_t - y_t)^2}.$$  \hspace{1cm} (8)

The formula represents the extent to which the predicted value of our proposed model deviates from actual data. The predicted value is going to be more consistent with the actual value, as the RMSE gets smaller.

Table 6 reveals that the proposed FIG-SVM forecasting model decreases prediction errors by 40.06%, 33.88%, and 25.49% compared to the traditional ARIMA model to calculate the EUA spot, DEC18, and DEC19 futures time series, respectively. Moreover, our model performs better than the other forecasting models as ARFIMA and Markov switching. From this perspective, the proposed FIG-SVM forecasting model can produce a well-fit performance, which verifies the effectiveness of the FIG-SVM model to forecast complicated time series with the characteristics of nonstationarity and nonlinearity.

4.6. Carbon Prices Changing Space Forecasting. After obtaining the FIG-SVM training predictors, the testing data are used to forecast the changing space of carbon prices’ time series and evaluate the forecast performance. As Table 7 indicates, SVM can be used to make regression predictions for the Low, $R$, and Up fuzzy granulations to obtain the parameters of Low, $R$, and Up within five trading days, respectively.

We then verified the FIG-SVM model predictions’ effectiveness by testing whether the carbon prices in the next five days changed within the range of the previous prediction. We compared this with the previous five trading days to investigate the overall trends in carbon pricing changes. The results reveal that the predicted range of carbon prices’ changes in the next five days is accurate. Moreover, the EUA spot price indicates a downward trend in the following five days compared with the previous five days. However, opposite results occur in cases of EUA futures price changes, while the DEC18 and DEC19 carbon prices
Figure 7: The parameter selection results for Low (minimum) value of the EUA spot prices. (a) SVR parameter selection results (contour diagram). (b) SVR parameter selection results (3D view).

Figure 8: The prediction results for the Low, R, and Up of the EUA spot prices.
exhibit upward trends in the following five days compared with the previous five days.

5. Conclusions

In this paper, the data of EUA spot prices and futures prices for DEC18 and DEC19 from 2009 to 2019 are examined for forecasting carbon prices. Since the launch of the European Union ETS, its rules have changed significantly from the first stage of 2005–2007 to the third stage of 2013–2020. The first stage is a pilot period, and the second stage is related to stricter emission caps because some industrialized countries have already committed to binding emission targets. The third stage has undergone some specific changes. Under the influence of different rules, the carbon prices in different stages of the EU emission trading system may change significantly. From a new perspective, this paper proposes a model that can predict the fluctuation space of carbon prices, which is of great significance to investors and policy makers involved in carbon market trading. It helps them to understand the changing laws of carbon prices and establish an effective carbon price stabilization mechanism. Furthermore, it can avoid carbon market risks and therefore enhance the activity of carbon trading participants. Some conclusions are drawn as follows.

First, we provide a changing space-forecasting model for carbon prices, which existing studies of carbon price forecasting have neglected. Prior literature has focused on a point prediction method for carbon prices, although relatively few works have forecast the changing space for carbon prices’ time series. In fact, changing space forecasting is more important in practical investment applications, as investors can decide to buy a call or put options according to the predicted changing space. Moreover, investors can estimate the maximum or minimum loss or return in advance according to the Low, R, and Up fuzzy granulations. This article provides several important implications for investors and risk managers involved in trading carbon financial products. Market participants in particular can use the changing space forecasting model from this article to hedge their positions by forecasting carbon futures’ volatility.

Second, we develop an integrated FIG-SVM approach for changing space forecasting, which builds a foundation to solve decision-making problems. Introducing the FIG model in single SVM is beneficial to establish excellent predictors that save time and enhance robustness. The granulation method produces Low (minimum), R (average), and Up (maximum) granules from carbon prices’ time series. It can decompose large-scale complex time series issues into some simpler problems to be handled independently. Thus, the FIG method improves the prediction efficiency by reducing the complexity of the data and retaining the inherent essential information.

Third, we compare the forecasting performances between the proposed FIG-SVM model and traditional ARIMA, ARFIMA, and Markov-switching models in the context of carbon prices changing space forecasting. The empirical experimental results reveal that the proposed FIG-SVM method generally performs better than other benchmark models according to the RMSE’s forecasting accuracy criteria. We prove the FIG-SVM model’s feasibility and effectiveness in forecasting the changing space of carbon prices.
prices with some complicated characteristics of nonstationary and nonlinearity.

Although this paper provides the previously mentioned contributions, other issues still remain for further study. The complex changes and fluctuations in carbon prices is a nonlinear, dynamic system problem characterised by randomness, significant noise, and strong nonlinearity, among other chaotic characteristics. Such a system tends to exhibit unstable increases and decreases, resulting in a high concentration of risk. Therefore, the chaotic nonlinear dynamic system model is one alternative to analyse the characteristics of market price behaviour. This may lead to a new direction in studying the essential characteristics of carbon prices’ fluctuation. An additional important issue pertains to China’s well-known carbon-trading system, which has rapidly developed among emerging markets in recent years. However, the relevant literature is insufficient and must be further strengthened in the future.
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