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ABSTRACT
Fisheye cameras prove a convenient means in surveillance and automotive applications as they provide a very wide field of view for capturing their surroundings. Contrary to typical rectilinear imagery, however, fisheye video sequences follow a different mapping from the world coordinates to the image plane which is not considered in standard video processing techniques. In this paper, we present a motion estimation method for real-world fisheye videos by combining perspective projection with knowledge about the underlying fisheye projection. The latter is obtained by camera calibration since actual lenses rarely follow exact models. Furthermore, we introduce a re-mapping for ultra-wide angles which would otherwise lead to wrong motion compensation results for the fisheye boundary. Both concepts extend an existing hybrid motion estimation method for equisolid fisheye video sequences that decides between traditional and fisheye block matching in a block-based manner. Compared to that method, the proposed calibration and re-mapping extensions yield gains of up to 0.58 dB in luminance PSNR for real-world fisheye video sequences. Overall gains amount to up to 3.32 dB compared to traditional block matching.

Index Terms—Fisheye Lens, Camera Calibration, Perspective Projection, Motion Estimation, Motion Compensation

1. INTRODUCTION
Fisheye cameras prove useful in any kind of situation where a large field of view (FOV) is desired or necessary. Applications can range from automotive [1][2][3][4] over video surveillance [5][6] to image-based virtual reality [7][8], thus creating quite a number of potential image and video processing tasks. Be it compression and coding for transmission or post-processing in the form of image enhancement or error concealment [9], all those tasks face a certain challenge when having to deal with fisheye video sequences. This challenge arises due to the non-rectilinear or non-perspective nature of fisheye images. Since fisheye lenses [10] are designed in a way that allows capturing FOVs of more than 180°, the resulting fisheye images are radially distorted, meaning that lines which should be straight are actually depicted as arcs. As a consequence, even a simple translational motion of the scene or camera does not correspond to just a translation of the single fisheye images, which in turn creates problems for algorithms that are based on a translational motion model. A visualization of this is given in Fig. 1 which shows two fisheye frames of a video sequence where the camera movement was purely translational in horizontal direction. The highlighted squares show that the image content is not only translated but also appears warped so that traditional block matching will not find a good predictor. To mitigate this problem, motion estimation techniques especially adapted to fisheye imagery have been proposed in the literature.

In [11], the authors argue that neighboring motion vectors will differ in fisheye videos even when dealing with global motion. Thus, they determine the difference between neighboring motion vectors, which would be equal in perspective images, and thus compensate for the fisheye characteristics. They demonstrate their method for perspective videos which were warped with an equidistant fisheye model. In [12], a hybrid technique combines traditional block matching with a fisheye variant that projects the fisheye pixel positions to their perspective representation by means of the equisolid fisheye model as well as the pinhole model. The latter can be used as an approximation for basically any kind of perspective imagery. Motion estimation is thus conducted on perspective coordinates and the translational motion model is valid. Transferring the shifted coordinates back into the fisheye representation then allows for a fisheye motion compensation that does not require distortion corrected images and preserves the original round form of the video frames. The method was shown to work for synthetic equisolid fisheye sequences rendered from 3D scenes as well as for real-world fisheye videos captured with an actual fisheye camera.

In this paper, we build upon the hybrid motion estimation technique introduced in [12]. Contrary to the original contribution, we now propose to use calibration information instead of the equisolid model. This especially makes sense when dealing with real-world sequences, as actual fisheye lenses rarely follow an exact trigonometrical function. Furthermore, we deal with ultra-wide incident angles beyond 90° as they cause the pinhole model to fail and thus we create a better prediction at the boundary of the fisheye image.

In the following, we provide a brief overview of traditional block-based motion estimation as well as hybrid motion estimation...
for fisheye video sequences in Section [2]. In Section [3], the proposed calibrated motion estimation is described along with the re-mapping for ultra-wide angles. Section [4] provides the simulation results for both extensions and Section [5] concludes this paper.

2. MOTION ESTIMATION FOR FISHEYE VIDEO

The single frames of a typical video sequence are highly correlated in the temporal direction, which means that the less pronounced the global or local motion of a scene is, the more similar two subsequent video frames are. This characteristic is, for example, exploited in video coding in the form of temporal prediction, but estimating the motion between two frames is a step that must be completed in many signal processing tasks as well. A simple yet reliable way to predict the current frame from its temporal neighbor can be realized by a block matching algorithm [13]. Such a block-based algorithm matches the current block to be predicted to each block within a defined search range in the reference frame. Minimizing the residual error using a metric like the sum of squared differences (SSD) then yields the optimum reference block to be used for prediction or motion compensation.

This method works well in conventional perspective images with translation as the predominant kind of motion. In fisheye videos, traditional block matching is not able to find shifted versions of the current block since the translation caused the scene not only to shift but also to bend or seemingly warp (cf. Fig. 1). To compensate for this, a block can be interpreted as a set of pixel coordinates which are projected to a perspective representation using the underlying fisheye model. The perspective coordinates are then used to extract the corresponding luminance values from the reference image. Note that it is not necessary to perform an actual distortion correction that would yield a perspective image. This summarizes the method introduced in [12]. In the following, we will adapt this method by using camera calibration instead of an equisolid fisheye model since in a realistic scenario, the fisheye projection function is unknown and not trigonometrical. We will furthermore include a re-mapping for ultra-wide angles (FOV > 180°) to compensate for an otherwise failing pinhole model.

3. FISHEYE MOTION ESTIMATION USING CALIBRATION INFORMATION

Perspective Projection and Calibrated Re-Projection

Since actual fisheye lenses rarely follow an exact projection function such as the equisolid one [10], a calibration is necessary to obtain information about the camera parameters and the mapping employed. Replacing the exact equisolid mapping used in [12] by the projection function obtained via calibration, a more accurate motion estimation can be performed for real-world sequences taken with an actual fisheye camera. Depending on the method employed, a sequence of images showing a calibration pattern might be necessary to conduct the calibration.

We assume that the used camera calibration method yields the information on the projection function in the form of a polynomial $p(\theta)$, where $\theta$ denotes the angle of the incident ray of light measured against the optical axis. This polynomial

\[ p(\theta) = a_0 \theta^n + a_{n-1} \theta^{n-1} + \ldots + a_1 \theta + a_0 = \sum_{i=0}^{n} a_i \theta^i \]  

(1)

can be of any specified order $n$, which should be chosen according to the calibration specifications. For the calibration toolbox we used, for example, a 4th-order polynomial is recommended as it is said to yield the best results [14]. Having obtained knowledge about the projection used by the fisheye camera, this knowledge can be included in the fisheye motion estimation.

In order to project the pixel coordinates of the current fisheye image block to perspective coordinates, the pinhole model is used as this is the model that describes perspective projection:

\[ r_p = f \tan(\theta), \quad \text{with} \quad \theta = p^{-1}(r_f). \]  

(2)

The focal length $f$ is given by the lens or estimated via calibration. $r_p$ describes the distance to the perspective image center and is synonymously referred to as (perspective) radius. The angle $\theta$ is given by the inverse polynomial, where $r_f$ describes the radius of the fisheye pixel coordinates and can be obtained by a Cartesian-to-polar transform. Note that the polar coordinates are centered around the calibrated image center as opposed to the center defined by the image dimensions.

Shifting the pixel coordinates by the motion vector candidate $m$ is then conducted with the perspective coordinates. Afterward, the new fisheye coordinates can be re-obtained from the shifted perspective coordinates by using the regular polynomial as this actually describes the mapping to the fisheye image:

\[ r_{t,m} = p(\theta), \quad \text{with} \quad \theta = \arctan\left(\frac{r_{t,m}}{f}\right). \]  

(3)

This time, the angle $\theta$ is obtained from the inverted pinhole model. The fisheye coordinates are then used to extract the corresponding luminance values from the upsampled and interpolated reference frame, thus creating a motion compensated block.

This procedure is repeated until the best motion vector candidate and thus the best compensated block is found for the current block. As a criterion for minimizing the residual error, we use the sum of squared differences (SSD). More details on the inclusion of the projections, the hybrid implementation as well as the compensation procedure can be found in [12] and [9].

Compensating for Ultra-Wide Angles

Important to note is the tangent function involved in the fisheye-to-perspective projection [2]. For all $\theta > \pi/2$, which occur for an FOV of more than 180°, a negative value is returned for the radius. Leaving this untreated makes the fisheye motion compensation fail for these angles as the wrong image content is mapped into the corresponding region. Using the hybrid method combining fisheye motion estimation with traditional block matching [12], the traditional path would be chosen in this case. While we still retain a hybrid motion estimation technique in our simulations, we also compensate for the wrong mapping caused by ultra-wide angles. The first step consists of inverting the sign of the motion vector candidate $m$ for all coordinates that were assigned a negative value for the radius:

\[ m = \begin{cases} 
(-\Delta x_p, -\Delta y_p), & \forall \{(x_p, y_p) | r_p < 0\} \\
(\Delta x_p, \Delta y_p), & \text{otherwise}. 
\end{cases} \]  

(4)

Since the motion vector candidate $(\Delta x_p, \Delta y_p)$ is defined in the Cartesian coordinate system, $(x_p, y_p)$ denotes the Cartesian representation belonging to the polar coordinates $(r_p, \phi_p)$. As the second step, the angle $\phi_{p,m}$, obtained after adding $m$, has to be adjusted:

\[ \phi'_{p,m} = \phi_{p,m} - \pi, \quad \forall \ r_p < 0. \]  

(5)

After projecting back the shifted and manipulated perspective coordinates $(r_{t,m}, \phi'_{t,m})$ to their fisheye representation $(r_t, m, \phi'_t, m)$, the third step consists of:
is obtained that again contains proper content for $\theta > \pi/2$, i.e., an FOV of 180° which is equal to $\pi$. That way, a fisheye image is obtained that again contains proper content for $\theta > \pi/2$. Fig. 2 visualizes this problem for an example frame and is best viewed enlarged on a screen. The left image uses equisolid fisheye motion estimation (EME) which is part of the original hybrid motion estimation method, while the right image uses the extended version (EME+) which includes the coordinate remapping for $\theta > \pi/2$.

Note that the proposed calibrated method as well as the compensation for ultra-wide angles just introduced is purely based on coordinates and does not rely on image distortion correction or using actual perspective images. Thus, the fisheye sequences are preserved in their original form.

4. SIMULATION SETUP AND RESULTS

In this section, the following nomenclature is used: TME describes traditional block-based motion estimation; HME is the original hybrid method of [12] and combines TME with the equisolid fisheye motion estimation EME. EME+ is the extended version of EME including the above-mentioned treatment for $\theta > \pi/2$ and thus forms HME+ when combined with TME. CME and CHME are the calibrated versions of EME and HME, whereas CME+ and CHME+ again include the compensation for very wide angles $\theta$.

For the proposed calibrated method, we employed a checkerboard pattern, one of the most commonly used calibration patterns, and captured images showing that pattern at different distances, positions, and angles with our fisheye camera. Since the acquired image set is the basis for obtaining good calibration results, it was ensured that all corners of the checkerboard are clearly visible in all used images. Please note that we used the exact same camera (FOV = 185°) and settings for both capturing the fisheye sequences and the calibration images. While automatic corner extraction tools exist [15], we chose to extract the checkerboard corners manually for the sake of accuracy. For the actual calibration, we used the OCamCalib toolbox [13] and thus obtained the projection function corresponding to our fisheye camera. Fig. 3 shows the calibration result as a function of the radius $r$, which corresponds to the distance to the image center, over the angle $\theta$ of the incident angle of light. The green dashed red line. It fits the equisolid function quite well so that it can be concluded that an accurate calibration was performed. In the implementation, the polynomial $p(\theta)$ and its inverse $p^{-1}(r_1)$ are realized as a lookup table that relates $\theta$ to $r_1$.

For the actual test on real-world fisheye video material, seven sequences were chosen: AlfaA and TestchartB show a translational motion of a large object; ClutterB, LectureB, and LibraryB exhibit a global translational camera motion; LibraryD contains shaky camera motion, while LibraryA shows a forward camera motion (zoom). These sequences are part of the same data set since it shows a checkerboard pattern. We again used the OCamCalib toolbox to obtain the needed projection function. The result of this synthetic calibration is shown in Fig. 3 as the dashed red line. It fits the equisolid function quite well so that it can be concluded that an accurate calibration was performed. In the implementation, the polynomial $p(\theta)$ and its inverse $p^{-1}(r_1)$ are realized as a lookup table that relates $\theta$ to $r_1$.
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For the actual test on real-world fisheye video material, seven sequences were chosen: AlfaA and TestchartB show a translational motion of a large object; ClutterB, LectureB, and LibraryB exhibit a global translational camera motion; LibraryD contains shaky camera motion, while LibraryA shows a forward camera motion (zoom). These sequences are part of the same data set since it shows a checkerboard pattern. We again used the OCamCalib toolbox to obtain the needed projection function. The result of this synthetic calibration is shown in Fig. 3 as the dashed red line. It fits the equisolid function quite well so that it can be concluded that an accurate calibration was performed. In the implementation, the polynomial $p(\theta)$ and its inverse $p^{-1}(r_1)$ are realized as a lookup table that relates $\theta$ to $r_1$.
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For the actual test on real-world fisheye video material, seven sequences were chosen: AlfaA and TestchartB show a translational motion of a large object; ClutterB, LectureB, and LibraryB exhibit a global translational camera motion; LibraryD contains shaky camera motion, while LibraryA shows a forward camera motion (zoom). These sequences are part of the same data set since it shows a checkerboard pattern. We again used the OCamCalib toolbox to obtain the needed projection function. The result of this synthetic calibration is shown in Fig. 3 as the dashed red line. It fits the equisolid function quite well so that it can be concluded that an accurate calibration was performed. In the implementation, the polynomial $p(\theta)$ and its inverse $p^{-1}(r_1)$ are realized as a lookup table that relates $\theta$ to $r_1$.
Table 1. Average luminance PSNR results and gain of both original HME and proposed CHME+ over traditional block matching in dB for two block sizes: 16×16 pixels (top half) and 32×32 pixels (bottom half). A search range of 64 pixels was employed for all tests.

| Sequence    | Frames | TME         | EME         | HME  | EME+        | HME+        | CME  | CHME  | CME+        | CHME+       | ΔHME       | ΔCHME+      |
|-------------|--------|-------------|-------------|------|-------------|-------------|------|-------|-------------|-------------|------------|-------------|
| CheckercubeB| 31–50  | 42.28       | 18.42       | 44.23| 31.49       | 44.27       | 19.43| 44.23 | 31.55       | 44.26       | 1.95       | 1.98        |
| HallwayD    | 31–50  | 34.75       | 24.54       | 38.39| 37.98       | 38.55       | 25.39| 38.39 | 38.17       | 38.49       | 3.64       | 3.74        |
| AlfaA       | 251–280| 34.99       | 32.58       | 37.96| 37.81       | 37.97       | 28.78| 38.18 | 38.09       | 38.20       | 2.97       | 3.21        |
| TestchartB  | 201–230| 36.76       | 33.09       | 38.84| 36.66       | 38.86       | 31.15| 38.99 | 38.89       | 39.03       | 2.08       | 2.27        |
| ClutterB    | 251–280| 36.53       | 25.27       | 37.64| 37.23       | 37.66       | 22.99| 37.83 | 37.39       | 37.89       | 1.10       | 1.36        |
| LectureB    | 288–317| 34.78       | 20.19       | 36.22| 35.38       | 36.32       | 16.80| 36.20 | 35.79       | 36.50       | 1.44       | 1.72        |
| LibraryA    | 191–210| 35.94       | 22.31       | 37.27| 31.83       | 37.27       | 20.95| 37.31 | 31.01       | 37.33       | 1.33       | 1.39        |
| LibraryB    | 126–155| 37.43       | 20.85       | 39.35| 38.94       | 39.36       | 18.24| 39.73 | 39.59       | 39.79       | 1.92       | 2.36        |
| LibraryD    | 101–130| 36.54       | 20.65       | 38.11| 38.08       | 38.13       | 17.63| 38.59 | 38.64       | 38.67       | 1.57       | 2.13        |

Fig. 4. Hybrid compensation overlays for frame 101 of sequence LibraryD as returned by the original HME, HME+ including wide-angle compensation, CHME using calibration, and CHME+ combining both extensions. The corresponding result for TME amounts to 35.85 dB.

obtained by the state-of-the-art HME and the proposed CHME+ compared to traditional block matching TME is also provided in the table. CHME+ achieves overall gains of well beyond 1 dB with possible maximum gains of more than 3 dB.

Fig. 4 shows the hybrid motion compensation results for all discussed methods, HME, HME+, CHME, and CHME+, overlaid with a colored decision mask that indicates which method, traditional or fisheye, was used for which block. Green color denotes fisheye motion estimation, while red color denotes traditional block-matching. Yellow means that both compensated blocks are equal according to the employed error metric SSD. The effect of re-mapping coordinates for ultra-wide angles is nicely shown by the masks. Since CHME uses calibration information, the mask is shifted by the calibrated image center. Even more noticeable is the broader red border. Since for the polynomial, the radius corresponding to \( \theta = \pi/2 \) (516 pixels) is smaller than the radius obtained by the equisolid model (532 pixels), the problematic area is larger and thus, more blocks get compensated by TME. This fact is also reflected by the PSNR results which decrease accordingly. For the synthetic sequences, on the other hand, the corresponding calibrated radius is a little greater (535 pixels), which is why the results, which should be equal to those of the equisolid method, differ slightly. For some of the real-world sequences, it is almost possible to rely solely on CME+ for motion estimation since the re-mapping for ultra-wide angles leads to only small trade-offs between CHME+ and CME+.

This observation is not true in general, however, which is why further work has to be invested to achieve a non-hybrid solution.

5. CONCLUSION

In this paper, we adapted a hybrid motion estimation technique for equisolid fisheye video sequences by including camera calibration information to better predict real-world sequences. We further provided a compensation for ultra-wide incident angles which would otherwise lead to a wrong motion compensation at the boundary of the fisheye images. Combining both concepts achieved gains of about 0.3 dB compared against the state-of-the-art method, while a big step was taken towards a non-hybrid motion estimation technique. Current research includes an in-depth analysis of the two proposed extensions for different types of motion as well as a thorough investigation of the visual results. Building upon that, an integration of an affine motion model into the estimation process [17] to better cope with panning, zoom, rotation, and mixed motion in general, is part of future research. As the search range is still a limiting factor for fisheye motion estimation, an adaptive motion search that considers the radius will also be investigated. Ultimately, the hybrid concept is to be replaced by a single method. Estimating parameters directly from the given images without any prior calibration
procedure should further generalize the proposed calibrated fisheye motion estimation method.
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