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Abstract—Traditional recursive least square (RLS) adaptive filtering is widely used to estimate the impulse responses (IR) of an unknown system. Nevertheless, the RLS estimator shows poor performance when tracking rapidly time-varying systems. In this paper, we propose a multi-layered RLS (m-RLS) estimator to address this concern. The m-RLS estimator is composed of multiple RLS estimators, each of which is employed to estimate and eliminate the misadjustment of the previous layer. It is shown that the mean square error (MSE) of the m-RLS estimate can be minimized by selecting the optimum number of layers. We provide a method to determine the optimum number of layers. A low-complexity implementation of m-RLS is discussed and it is indicated that the complexity order of the proposed estimator can be reduced to \( O(M) \), where \( M \) is the IR length. In addition, by performing simulations, we show that m-RLS outperforms the classic RLS and the RLS methods with a variable forgetting factor.
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I. INTRODUCTION

Recursive least squares (RLS) adaptive filtering is one of the most appealing frameworks for applications, such as system identification, inverse modeling, channel equalization, etc. [1]. The RLS algorithm, by using the Newton search, leads to a faster convergence than the steepest-decent based algorithms, e.g. least means squares (LMS) [2]. It has been shown that low-complexity versions of the RLS algorithm, including the fast transversal RLS (FTRLS) [3]–[5], and the RLS lattice (RLSL) [6], [7] algorithms have almost the same convergence ability as the classic RLS, when tracking a time-varying system. It is noteworthy that the adaptability of RLS filtering is based on the fact that the estimation error is a zero-mean white Gaussian variable and, thus, the algorithm recursively minimizes a maximum likelihood objective function. Accordingly, a regularized objective function can be introduced to preserve the tracking ability of RLS in a non-Gaussian environment [8]–[11].

In system identification, RLS is used to estimate the impulse response (IR) of an unknown system, given the input and the output of the system as the desired signal. Speaking of the convergence behavior of the RLS system identifiers, it has been shown in [12] that the estimation error is caused by two types of factors, including the lag error (LE) and the estimation noise (EN). The LE is due to the time-variation of the system. Since the RLS estimation is based on the statistical averages, it inherits a latency when tracking a time-varying IR. Thus, the LE can be problematic when estimating a fast time-varying system. On the other hand, the EN is caused by the exponentially windowing nature of RLS. Using a forgetting factor limits the actual observation window size and, even under steady-state conditions, the IR estimate is contaminated by a misadjustment.

Regarding the forgetting factor, there is a trade-off between the LE and the EN. A small forgetting factor raises the RLS tracking agility (i.e., a lower LE) but also develops a higher steady-state misadjustment (i.e., a higher EN). Contrarily, a larger forgetting factor leads to poor adaptability, but a better steady-state performance [13]. As a result, numerous studies in this field are dedicated to infer an RLS algorithm with a variable forgetting factor (RLS-VFF). For instance, see [14]–[17]. The main idea in these works is to recognize the changes of the system’s IR by measuring the changes in the desired signal statistics, then setting a small forgetting factor during the IR changes, and a large forgetting factor during the steady-state periods.

In this paper, we look at the problem of low error system identification from another point of view. To this end, we propose the multi-layered RLS (m-RLS) algorithm that minimizes the sum of the LE and the EN. The m-RLS approach is composed of multiple connected RLS estimators. Since the a posteriori error at each RLS is not completely uncorrelated with the input signal, the next RLS is employed to estimate and eliminate the error of the previous RLS. To this purpose, the a posteriori error of the previous RLS is considered as the desired signal in the next RLS. The total estimation error (sum of the LE and the EN) is a function of the number of layers. Therefore, by using the optimum number of layers, the estimation error of m-RLS can be less than that of RLS. The optimum number of layers tightly depends on the coherence length of the system’s IR (the time range in which the IR approximately remains invariant) and signal to noise ratio (SNR). We provide a solution for determining the optimal number of layers.

The complexity of m-RLS is discussed by comparing the number of multiplications, additions, and divisions of two types of implementations, including the classic and the transversal dichotomous coordinate descent (DCD) [18] techniques. We show that using transversal DCD implementation significantly reduces the complexity of m-RLS and makes the proposed method as a promising approach for the applications.
where superior adaptability is desired with the expense of a reasonable higher complexity.

In our simulations, we evaluate the performance of m-RLS and show that, in a rapidly time-varying system, the proposed estimator leads to a lower estimation error compared to that of the classic RLS and the RLS-VFF techniques.

The rest of this paper is organized as follows. In Section II, we investigate the RLS system identification and the associated error when tracking a time-varying system. In Section III, we propose the m-RLS algorithm and provide a solution for the optimum number of layers that minimizes the estimation error of the proposed method. Section IV discusses the implementation and complexity of m-RLS. The simulation results are brought in Section V. Finally, Section VI concludes this paper.

Notations: Matrices are denoted by boldface uppercase letters (e.g. \( A \)), vectors are indicated by boldface lowercase letters (e.g. \( a \)), and scalar quantities are presented by normal letters (e.g. \( a \) or \( A \)). \( I_M \) is the \( M \times M \) identity matrix, and \( \mathbb{E} \) is the mathematical expectation. \([a]\) indicates the \( l_2 \) norm of vector \( a \). Finally, the superscripts \((.)^T \), \((.)^H \), and \((.)^* \) indicate transpose, conjugate transpose, and conjugate operators, respectively.

II. RLS SYSTEM IDENTIFICATION

A. RLS Algorithm

Consider \( x[n] \) as the input sequence to an unknown time-varying system with the IR vector \( h[n] = [h_0[n], \ldots, h_{M-1}[n]]^H \), where \( M \) is the length of IR. The system’s output is given as

\[
d[n] = h^H[n]x[n] + w[n],
\]

in which \( x[n] = [x[n], \ldots, x[n-M+1]]^T \) is the input signal vector, and \( w[n] \) is an AWGN noise with variance \( \sigma_w^2 \). Given the input and the output signals, the system’s IR can be estimated by using the well-known RLS algorithm as below [2]

\[
e[n] = d[n] - \hat{h}_n^H[n-1]x[n], \tag{2a}
\]

\[
k[n] = (\lambda + x^H[n]P[n-1]x[n])^{-1}P[n-1]x[n], \tag{2b}
\]

\[
\hat{h}_n = \hat{h}_n[n-1] + e[n]k[n], \tag{2c}
\]

\[
P[n] = \lambda^{-1}(I_M - k[n]x^H[n])P[n-1], \tag{2d}
\]

where \( \hat{h}_n \) is the estimate of the IR, \( d[n] \) is so called the desired signal, \( 0 < \lambda < 1 \) is the forgetting factor, \( e[n] \) denotes the a priori error, and \( k[n] \) is the gain vector. It can be shown that in this algorithm, \( k[n] = P[n]x[n] \), where \( P[n] = R^{-1}[n] \), and \( R[n] = \sum_{k=0}^{n} \lambda^{n-k}x[k]x^H[k] \) [1].

B. Estimation Error in RLS

In this section, we inquire about the accuracy of the RLS estimate, \( \hat{h}_n \), by comparing it to the IR vector, \( h[n] \). For this evaluation, we use the mean square error (MSE) measure. By assuming that \( \mathbb{E}[h[n]] = 0 \), the normalized MSE is defined as

\[
\mu_{RLS} = \mathbb{E}\left[ \left\| h[n] - \hat{h}_n \right\|^2 \right]. \tag{3}
\]

To facilitate analyzing \( \mu_{RLS} \), we hold the following assumptions: 1) the input signal is an uncorrelated binary phase shift keying (BPSK) sequence, i.e., \( x[n] \in \{ \pm 1 \} \); 2) the IR estimate is independent of the input signal [12].

Since \( \mathbb{E}[x[n]x^H[n]] = I_M \), for a sufficiently large \( n \), we have

\[
R[n] = \sum_{k=0}^{n} \lambda^{n-k} = \frac{1}{\varepsilon} I_M, \quad \varepsilon = 1 - \lambda.
\]

As a result, \( P[n] = \varepsilon I_M \) and \( k[n] = \varepsilon x[n] \). On the other hand, by replacing (1) in (2a), the a priori error is given as

\[
e[n] = (h[n] - \hat{h}_n[n-1])^Hx[n] + w[n].
\]

Nesting \( k[n] \) and \( e[n] \) in (2c), the IR estimate at time \( nth \) becomes

\[
\hat{h}_n = h[n] - \Theta[n]\left( h[n] - \hat{h}_n[n-1] \right) + \gamma[n], \tag{4}
\]

where \( \Theta[n] = I_M - \varepsilon x[n]x^H[n] \) and \( \gamma[n] = \varepsilon w[n]x[n] \). Similar to (4), the IR estimate at the past times can be written as

\[
\hat{h}_n[n-k] = h[n-k] - \Theta[n-k](h[n-k] - \hat{h}_n[n-k]) + \gamma[n-k].
\]

By using this recursion, for \( k = 0, \ldots, N-1 \), one can expand (4) as

\[
\hat{h}_n = A[n]h[n] + B[n]\hat{h}_n[n-N] + c[n], \tag{5}
\]

where

\[
A[n] = \varepsilon x[n]x^H[n],
\]

\[
B[n] = \prod_{k=0}^{N-1} \Theta[n-k];
\]

\[
c[n] = \gamma[n] + \sum_{k=1}^{N-1} \left( \prod_{i=0}^{k-1} \Theta[n-i] \right) \gamma[n-k], \tag{6}
\]

and \( N \) is the coherence length of the IR (the time range for which the IR remains invariant), so that \( h[n-k] = h[n] \), for \( k = 0, \ldots, N-1 \). Note that, for a relatively slow time-varying IR, \( N \) is large while, for a fast time-varying IR, \( N \) can be small.

By doing some algebra, it can be shown that \( I_M - A[n] = B[n] \). As a result, the difference between the true IR and its RLS estimate in (5) becomes

\[
h[n] - \hat{h}_n[n] = B[n](h[n] - \hat{h}_n[n-N]) - c[n]. \tag{7}
\]

On the right-hand side of (7), \( c[n] \) is the effect of the noise samples \( w[n-k] \) for \( k = 0, \ldots, N-1 \), while \( \hat{h}_n[n-N] \) depends on \( w[n-k] \) for \( k \geq N \). Since \( c[n] \) is uncorrelated with both \( \hat{h}_n[n-N] \) and \( h[n] \), replacing (7) in (3) leads to

\[
\mu_{RLS} = \mathbb{E}\left[ \left\| B[n](h[n] - \hat{h}_n[n-N]) \right\|^2 + \mathbb{E}[c[n]] \right]^2. \tag{8}
\]

We have shown in Appendix A that (8) can be simplified to

\[
\mu_{RLS} = \rho^nc[n] + \left( 1 - \rho^{N+1} \right) \psi \sigma_w^2
\]

\[
= \rho^N \left( 1 - \rho^{N+1} \right) \psi \sigma_w^2, \tag{9}
\]

where \( \rho = 1 - 2\varepsilon + \varepsilon^2 M \). Note that, when the IR is time-invariant, Eq. (9) coincides with the known result [1] and [12].
According to (9), the RLS estimation error is contributed by two terms [12], [19]. The first term is the LE caused by the RLS lag of tracking a time-varying IR. The second term is the EN, which is the effect of exponentially windowing nature of RLS, so that by letting $\lambda = 1$, this term is zero.

Speaking of the LE, we should mention that it originates from the fact that the RLS estimation is performed based on statistical averages which take several time samples to converge. In a time-varying system, the averaging process can be inadequate because of the rapid variations. As mentioned in [3] and [13], for an stable convergence, the forgetting factor falls within the range $1 - \frac{2\kappa}{\lambda_1} < \lambda < 1$. In this range, one can see that $0 < \rho < 1$. Accordingly, when the IR is relatively slow time-varying with a large $N$, the contribution of the LE in (9) is small and the MSE is mainly governed by the EN. On the other hand, for a rapidly time-varying IR with a small $N$, the LE is not negligible and can potentially be higher than that of the EN.

Addressing the problem of minimizing the MSE in tracking a rapidly time-varying system, we propose the m-RLS algorithm in the next section.

III. Multi-Layered RLS System Identification

Concerning about low estimation error in tracking time-varying systems, we propose the m-RLS estimator to minimize the sum of LE and EN. The proposed m-RLS estimator is composed of multiple layers. At each layer, the effective IR (which is the estimation error of the previous layer) is estimated and eliminated from the desired signal by utilizing a separate RLS estimator. We show that, by using the optimum number of layers, the m-RLS strategy leads to a lower MSE error than RLS.

A. Multi-layered RLS Algorithm

Fig. 1 shows the m-RLS structure with $L$ layers. Similar to the RLS estimator, m-RLS is used to estimate the IR given $d[n]$ and $x[n]$.

In the first layer, the desired signal is $d[n]$, thus, we represent it with $d(1)[n] = d[n]$, where the subscription denotes the layer’s index. Accordingly, we can rewrite (1) as

$$d(1)[n] = h_{(1)}^H[n]x[n] + w[n],$$

(10)

where $h_{(1)}[n] = h[n]$ is the effective IR at the first layer. RLS #1 estimates $h_{(1)}[n]$ given $d(1)[n]$ and $x[n]$. We denote this estimate as $\hat{h}_{(1)}[n]$. Then, the a posteriori error $[1]$ in RLS #1 is given as

$$d(2)[n] = d(1)[n] - \hat{h}_{(1)}^H[n]x[n] = \left( h_{(1)}[n] - \hat{h}_{(1)}[n] \right)^H x[n] + w[n] = h_{(2)}^H[n]x[n] + w[n].$$

(11)

where $h_{(2)}[n] = h_{(1)}[n] - \hat{h}_{(1)}[n]$, is the error vector of estimating $h_{(1)}[n]$ by using RLS #1. Due to the LE of RLS #1, $h_{(2)}[n]$ is not a pure noise vector and, thus, $d(2)[n]$ has a correlation with the input signal $x[n]$.

At the second layer, RLS #2 is employed to provide an estimate of the effective IR $h_{(2)}[n]$. To this end, $d(2)[n]$ is taken as the desired signal. We denote the estimate of $h_{(2)}[n]$ by $\hat{h}_{(2)}[n]$. Similar to the first layer, the a posteriori error in RLS #2 becomes

$$d(3)[n] = d(2)[n] - \hat{h}_{(2)}^H[n]x[n] = h_{(3)}^H[n]x[n] + w[n],$$

(12)

where $h_{(3)}[n] = h_{(2)}[n] - \hat{h}_{(2)}[n]$. The same process is performed for all layers such that, at the $l$th layer for $l = 1, \ldots, L$, the a posteriori error is

$$d(l+1)[n] = d(l)[n] - \hat{h}_{(l)}^H[n]x[n] = h_{(l+1)}^H[n]x[n] + w[n],$$

(13)

where $d(l)[n] = h_{(l)}^H[n]x[n] + w[n]$, and

$$h_{(l+1)}[n] = h_{(l)}[n] - \hat{h}_{(l)}[n].$$

(14)

Finally, the overall IR estimation by m-RLS is given as the sum of the estimates at all layers, that is

$$\hat{h}[n] = \sum_{l=1}^{L} \hat{h}_{(l)}[n].$$

(15)

B. Estimation Error in Multi-Layered RLS

In this section, we evaluate the accuracy of the proposed m-RLS estimator. To facilitate the derivations, we hold the same assumptions as those in Section II-B.

The overall IR estimate by m-RLS is given in (15). The normalized MSE of this estimate is obtained as

$$\mu_{m\text{-}RLS}(L) = \mathbb{E}\left[ \|h[n] - \hat{h}[n]\|^2 \right],$$

(16)

In (16), we represent the MSE as a function of $L$ because, according to (15), $\hat{h}[n]$ is introduced based on the number of layers, $L$. By considering the recursions in (14), substituting (15) in (16) results in

$$\mu_{m\text{-}RLS}(L) = \mathbb{E}\left[ \|h_{(L+1)}[n]\|^2 \right].$$

(17)

Eq. (17) indicates that the MSE of m-RLS is equivalent to the average power of the last effective IR, $h_{(L+1)}[n]$. Thus, let us first evaluate the general case $\mathbb{E}\left[ \|h_{(l+1)}[n]\|^2 \right]$, for $l = 1, \ldots, L$. In the proposed estimator, each RLS operates separately; therefore, similar to (7), we can represent the difference between the effective IR and its estimate at the $l$th layer as

$$h_{(l+1)}[n] = h_{(l)}[n] - \hat{h}_{(l)}[n]$$

$$= B_{(l)}[n](h_{(l)}[n] - \hat{h}_{(l)}[n] - c_{(l)}[n]),$$

(18)

where

$$B_{(l)}[n] = \prod_{k=0}^{N(l)-1} \Theta[n - k];$$

$$c_{(l)}[n] = \gamma[n] + \sum_{k=1}^{N(l)-1} \left( \prod_{i=0}^{k-1} \Theta[n - i] \right) \gamma[n - k],$$

(19)
and $N_{(l)}$ is the coherence length of $h_{(l)}[n]$.

In (18), $c_{(l)}[n]$ is based on the noise samples $w[n - k]$ for $k = 0, \ldots, N_{(l)} - 1$, whereas $\hat{h}_{(l)}[n - N_{(l)}]$ depends on $w[n - k]$ for $k \geq N_{(l)}$. Thus, $c_{(l)}[n]$ is uncorrelated with $\hat{h}_{(l)}[n - N_{(l)}]$. On the other hand, $c_{(l)}[n]$ has a correlation with $h_{(l)}[n]$, except for $l = 1$ (see (8)). The correlation between $c_{(l)}[n]$ and $h_{(l)}[n]$ for $l > 1$, leads to

$$E\|h_{(l+1)}[n]\|^2 = E\|B_{(l)}[n](h_{(l)}[n] - \hat{h}_{(l)}[n - N_{(l)}])\|^2$$

$$+ E\|c_{(l)}[n]\|^2 + u(l),$$

where $u(l) = -2\text{Re}E[c_{(l)}^H[n]B_{(l)}[n]h_{(l)}[n]]$ is the cross-correlation term. Following the same steps as those in Appendix A, the average power of $h_{(l+1)}[n]$ can be represented as

$$E\|h_{(l+1)}[n]\|^2 = \rho^{N_{(l)}}E\|h_{(l)}[n]\|^2 + (1 - \rho^{N_{(l)+1}})\psi\sigma_w^2 + u(l).$$

(21)

Eq. (21) exhibits the recursive relation between the average powers of two consecutive effective IR vectors $h_{(l+1)}[n]$ and $h_{(l)}[n]$, for $l = 1, \ldots, L$. By using this recursion, one can expand $E\|h_{(L+1)}[n]\|^2$ based on $E\|h_{(1)}[n]\|^2 = 1$ and obtain $\mu_{\text{m-RLS}}(L)$ in (17) as

$$\mu_{\text{m-RLS}}(L) = E\|h_{(L+1)}[n]\|^2 = \prod_{l=1}^L \rho^{N_{(l)}} + v(L).$$

(22)

where $v(L) = \rho^{N_{(1)}}v(L - 1) + (1 - \rho^{N_{(L)+1}})\psi\sigma_w^2 + u(L)$ is a recursive function initiated as $v(1) = 1 - \rho^{N_{(1)+1}}$ and $u(1) = 0$.

According to (22), $\mu_{\text{m-RLS}}(L)$ is the sum of two terms. $\prod_{l=1}^L \rho^{N_{(l)}}$ is the LE, originating from the system time-variations, and $v(L)$ is the EN, representing the noise effect. The values of the LE and the EN tightly depend on the coherence lengths of the effective IRs, $N_{(l)}$, for $l = 1, \ldots, L$. Thus, prior to discussing $\mu_{\text{m-RLS}}(L)$, let us first investigate $N_{(l)}$ in the next section.

C. Coherence Length of Effective IRs

In this section, we investigate the coherence lengths of the effective IRs when SNR is high. Let $\varphi_{(l+1)}[m]$, for $m \geq 0$, be the normalized autocorrelation function (ACF) of $h_{(l+1)}[n]$ calculated as

$$\varphi_{(l+1)}[m] = \frac{E[h_{(l+1)}^H[n]h_{(l+1)}[n - m]]}{E\|h_{(l+1)}[n]\|^2}.$$  

(23)

In (23), it is assumed that all tap-weights in the effective IR vector share the same ACF. When the SNR is high (i.e., $\sigma_w^2$ is small and negligible), replacing (18) in (23) gives us (see Appendix B)

$$\varphi_{(l+1)}[m] = (2\varphi_{(l)}[m] - \varphi_{(l)}[m - N_{(l)}] - \varphi_{(l)}[m + N_{(l)}])q_{(l)}[m],$$

where

$$q_{(l)}[m] = \begin{cases} \left(\frac{\lambda}{\beta}\right)^m & \text{for } 0 \leq m \leq N_{(l)} \\ \left(\frac{\lambda}{\beta}\right)^{N_{(l)}} & \text{for } N_{(l)} < m, \end{cases}$$

and $\varphi_{(l)}[m]$ is the normalized ACF of $h_{(l)}[n]$.

Given the normalized ACF of a random variable, the coherence length of the variable is defined as the interval for which, the normalized ACF is greater than 0.5 [20]. By using this fact we show in Appendix C that, if $\varphi_{(l)}[m]$ has an exponential shape as $\varphi_{(l)}[m] = \exp(-\alpha m)$, with $\alpha > 0$, then Eq. (24) leads to the conclusion that $\varphi_{(l+1)}[m]$ also inherits an exponential form expressed as $\varphi_{(l+1)}[m] \approx \exp(-\beta m)$, for $0 \leq m \leq N_{(l)}$, where $\beta = 3\alpha + g$ and $g = \log\left(\frac{\lambda}{\beta}\right)$.

By letting $\varphi_{(l)}[N_{(l)}] = 0.5$ and $\varphi_{(l+1)}[N_{(l)+1}] = 0.5$, the exponential shapes of $\varphi_{(l+1)}[m]$ and $\varphi_{(l+1)}[m]$ lead to $N_{(l)} = \frac{\log 2}{\alpha}$ and $N_{(l)+1} \approx \frac{\log 2 - \log 2}{3\alpha + g}$, respectively. Combining the last two achievements gives

$$N_{(l)+1} \approx \left\lceil \frac{N_{(l)}\log 2}{N_{(l)}\beta + 3\log 2} \right\rceil.$$  

(26)

where $\lceil \cdot \rceil$ denotes the ceiling operator.

Eq. (26) highlights two important points about the coherence lengths. First, it shows that $N_{(l)+1} \leq N_{(l)}$ indicating that $h_{(l+1)}[n]$ is more time-varying than $h_{(l)}[n]$. To physically explain this achievement, consider (14), which demonstrates that the variations in $h_{(l+1)}[n]$ is the superposition of the variations in $h_{(l)}[n]$ and $\hat{h}_{(l)}[n]$. Because of the lag in $\hat{h}_{(l)}[n]$, its variation can be considered noncoherent with that of $h_{(l)}[n]$ in a specific sample time. As a result, $h_{(l+1)}[n]$ becomes faster fluctuating than $h_{(l)}[n]$.

The second point from (26) is that, by using this recursion, all coherence lengths can be approximately represented based on the coherence lengths of the effective IR at the first layer, $N_{(1)} = N$ (note that the effective IR at the first layer, $h_{(1)}[n]$, is equivalent to the system’s IR, $h[n]$, with the coherence length $N$).
D. Optimal Number of Layers

Eq. (22) shows that both the LE and the EN in m-RLS are functions of the number of layers, \( L \). The optimum number of layers, \( L_{\text{opt}} \), is where the sum of the LE and the EN (i.e., the total MSE in (22)) is minimized, that is

\[
L_{\text{opt}} = \arg \min_l \ E \left[ \| h_{l+1}[n] \| ^2 \right] \\
\quad \text{s.t. } 1 \leq l \leq L_{\text{max}},
\]

(27)

where \( L_{\text{max}} \) is the maximum allowed number of layers to keep the complexity of m-RLS bounded. Note that by comparing (22) and (9), it is seen that \( \mu_{m\text{-RLS}}(1) = \mu_{\text{RLS}} \). This indicates that m-RLS with one layer is identical to an RLS estimator (this fact is also seen in Fig. 1). With this respect, one can see that \( L_{\text{opt}} \) in (27) leads to

\[
\mu_{\text{RLS}} \geq \mu_{m\text{-RLS}}(L_{\text{opt}}).
\]

(28)

According to (28), by setting the number of layers to \( L_{\text{opt}} \), m-RLS has a more accurate estimate than RLS, if \( L_{\text{opt}} > 1 \). The equality holds only for the case where \( L_{\text{opt}} = 1 \).

As mentioned in Section III-C, \( N_{(l)} \) in (22) can be introduced based on \( N \). As a result, one can realize that \( L_{\text{opt}} \) in (27) only depends on two parameters, including the coherence length of the system’s IR, \( N \), and the noise power, \( \sigma_w^2 \). Later, in Section V, we infer that the solution of (27) ends to a larger \( L_{\text{opt}} \), for either a smaller \( N \) or a smaller \( \sigma_w^2 \). Alternatively stated, for either a relatively faster time-varying systems, or a higher SNR, \( L_{\text{opt}} \) becomes larger.

Nevertheless, it is difficult to provide a closed-form solution for (27). Therefore, we use a numerical method to determine \( L_{\text{opt}} \). To this purpose, in Appendix D, we show that

\[
E \left[ \| h_{l+1}[n] \| ^2 \right] = E \left[ d_{l+1}[n] \right] ^2 + (1 - 2(1 - \varepsilon M)^l) \sigma_w^2.
\]

(29)

Thus, the optimization problem in (27) is equivalent to the following minimization

\[
L_{\text{opt}} = \arg \min_l \ E \left[ d_{l+1}[n] \right] ^2 - 2(1 - \varepsilon M)^l \sigma_w^2.
\]

(30)

In (30), \( E \left[ d_{l+1}[n] \right] ^2 \) can be numerically estimated as

\[
\pi_{(l+1)}[n] = (1 - z) \pi_{(l+1)}[n - 1] + z | d_{l+1}[n] | ^2,
\]

(31)

where \( 0 < z \ll 1 \) is a small scalar, and \( \pi_{(l+1)}[n] \) is the real-time estimate of \( E \left[ d_{l+1}[n] \right] ^2 \).

IV. IMPLEMENTATION AND COMPLEXITY ANALYSIS

Each layer of m-RLS is equipped with a separate RLS estimator as described in (2a)–(2d). However, since \( k[n] \) and \( P[n] \) only depend on the forgetting factor and the input signal, all layers in m-RLS share the same \( k[n] \) and \( P[n] \), which results in a simpler structure.

Similar to (2a), the a priori error of the RLS #1 is given as \( e_{(l)}[n] = d_{(l)}[n] - \hat{h}_{(l)}^H[n-1]x[n] \) and, similar to (2c), the effective IR is updated as \( \hat{h}_{(l)}[n] = \hat{h}_{(l)}[n-1] + e_{(l)}[n]k[n] \). After that, the a posteriori error is calculated as

\[
d_{(l+1)}[n] = d_{(l)}[n] - \hat{h}_{(l)}^H[n-1]x[n] \\
= \left( d_{(l)}[n] - \hat{h}_{(l)}^H[n-1]x[n] \right) \\
- \left( \hat{h}_{(l)}[n] - \hat{h}_{(l)}[n-1] \right)^H x[n] = e_{(l)}[n]T[n],
\]

(32)

where \( T[n] = 1 - k^H[n]x[n] \). As a result, the m-RLS algorithm can be summarized as shown in Algorithm 1, where \( 0 < \delta \ll 1 \) and \( 0 < z \ll 1 \) are arbitrary quantities.

**Algorithm 1:** m-RLS algorithm.

1. Initialization: \( P[-1] = \delta^{-1} I_M, k[-1] = 0, \)
\( \hat{h}[-1] = 0, \hat{h}_l[-1] = 0, \pi_l[-1] = 0, \)
\( r(l) = 2(1 - \varepsilon M)^l \sigma_w^2, \) for \( l = 1, \ldots, L_{\text{max}} \)
2. for \( n = 1, 2, 3, \ldots \) do
3. \( k[n] = (\lambda + x^H[n]P[n-1]x[n])^{-1} P[n-1]x[n] \)
4. \( P[n] = \lambda^{-1} (I_M - k[n]x^H[n]) P[n-1] \)
5. \( T[n] = 1 - k^H[n]x[n] \)
6. \( \pi_{(l)}[n] = \pi_{(l)}[n-1] + \sigma_{(l)}[n] \)
7. \( J_{\text{min}} = \delta^{-1} \)
8. \( L_{\text{opt}} = 1 \)
9. for \( l = 1, \ldots, L_{\text{opt}} \) do
10. \( e_{(l)}[n] = d_{(l)}[n] - \hat{h}_{(l)}^H[n-1]x[n] \)
11. \( \hat{h}_{(l)}[n] = \hat{h}_{(l)}[n-1] + e_{(l)}[n]k[n] \)
12. \( d_{(l+1)}[n] = e_{(l)}[n]T[n] \)
13. \( \pi_{(l+1)}[n] = (1 - z) \pi_{(l+1)}[n-1] + z | d_{(l+1)}[n] | ^2 \)
14. \( J = \pi_{(l+1)}[n] - r(l) \)
15. if \( J < J_{\text{min}} \) then
16. \( J_{\text{min}} = J \)
17. \( L_{\text{opt}} \leftarrow l \)
18. \( \hat{h}[n] = \sum_{l=1}^{L_{\text{opt}}} \hat{h}_{(l)}[n] \)

Speaking about the computational complexity, the classic implementation of RLS algorithm requires \( 4M^2 + 3M + 1 \) multiplications, \( 4M^2 - M \) additions, and \( M \) divisions for each sample time. In this regard, Table 1 represents the complexity of different steps of m-RLS algorithm in Algorithm 1 by using the classic implementation of each RLS. As shown in this table, the total complexity of m-RLS is of order \( O(M^2) \) and higher than that of RLS.

It is worth mentioning that we can use low-complexity versions of RLS to implement m-RLS. For instance, by using the transversal DCD algorithm [18], the RLS complexity can be reduced to only \( 3M \) multiplications and \( 2MN_{\text{itr}} + 6M \) additions, where \( N_{\text{itr}} \) is the number of iterations of the DCD algorithm. This approach can be used to implement m-RLS for reducing the complexity of steps 3, 4, 9, and 10. In addition, when \( z = 2^{-a} \) and \( a \) is an integer, the multiplication by \( z \) in step 12 is only a shift in a bit register. Table 2 shows the complexity of m-RLS by using the transversal DCD algorithm.
Digital self-interference cancellation in a full-duplex communication is one of the applications which requires accurate real-time tracking of the self-interference channel [21]. It is noteworthy that the numerical and theoretical coherence lengths are mutually close and justify the derivations in Section III-C.

### V. Simulation Results

For a better explanation, we split the simulations into three parts. In the first part, the performance of m-RLS is assessed in a fixed coherence length and SNR. In the second part, we compare the simulation results for different coherence lengths and SNRs. Finally, in the third part, we evaluate the performances in a situation where the IR impulsively changes.

#### A. Part One

In the first part of the simulations, we perform the simulation for the case where the coherence length of the IR taps is $N = 200$, and SNR is 20 dB. Fig. 3-a compares the IR estimation MSE results for m-RLS and RLS; and Fig. 3-b shows the average of the optimal number of layers, $\hat{L}_{\text{opt}}$, in m-RLS. As seen, after the initial transience, the MSE of m-RLS is around 1.5 dB lower than that of RLS. This result shows that how the multi-layered idea can reduce the error of tracking a time-varying system. Based on Fig. 3-b, this supremacy is achieved by using $L_{\text{opt}} \approx 3.5$.

To confirm our derivation about the ACFs of the effective IRs in m-RLS, Fig. 4 compares the theoretical $\varphi_{l(l+1)}[m]$ in (24) with that inferred from the numerical simulations. Based on this figure, the theoretical ACFs roughly match the numerical results for $\varphi_{l(l+1)}[m] \geq 0.5$. The slight mismatch, for $l = 4, 5$, comes from the assumptions that we hold to simplify our derivation in Section III-C. It should be mentioned that, according to Fig. 4, the ACF of the effective IR at each layer is narrower than that of the previous layer bringing up this fact that each effective IR varies faster than that in the previous layer.

Furthermore, based on the plots in Fig. 4, we compare the numerical and theoretical coherence lengths $N_{(l+1)}$ in Table 3. It is noteworthy that the numerical and theoretical coherence lengths are mutually close and justify the derivations in Section III-C.

#### Table I

Table 1. Complexity of the proposed estimator in Algorithm 1, by using classic implementation.

| Step | Mult | Add | Div |
|------|------|-----|-----|
| 3    | $2M^2 + M$ | $2M^2 - M$ | $M$ |
| 4    | $4M^2 + 3M + 1$ | $4M^2 - M$ | - |
| 5    | $M$ | $M$ | - |
| 9    | $L_{\text{max}}M$ | $L_{\text{max}}M$ | - |
| 10   | $L_{\text{max}}M$ | $L_{\text{max}}M$ | - |
| 11   | $L_{\text{max}}$ | - | - |
| 12   | $4L_{\text{max}}$ | $L_{\text{max}}$ | - |
| 13   | - | $L_{\text{max}}$ | - |
| 14-16| - | $L_{\text{max}}$ | - |
| 17   | - | $(L_{\text{opt}} - 1)M$ | - |

Total: $6M^2 + (2L_{\text{max}} + 5)M + 5L_{\text{max}} + 1$ Mult  
$6M^2 + (2L_{\text{max}} + L_{\text{opt}} - 2)M + 3L_{\text{max}}$ Add  
$M$ Div

#### Table II

Table 2. Complexity of the proposed estimator in Algorithm 1, by using transversal DCD implementation.

| Step | Mult | Add | Div |
|------|------|-----|-----|
| 3    | $M$ | $2M$ | - |
| 9    | $L_{\text{max}}M$ | $L_{\text{max}}M$ | - |
| 10   | $L_{\text{max}}M$ | $L_{\text{max}}M$ | - |
| 11   | $L_{\text{max}}$ | - | - |
| 12   | $L_{\text{max}}$ | - | - |
| 13   | - | $L_{\text{max}}$ | - |
| 14-16| - | $L_{\text{max}}$ | - |
| 17   | - | $(L_{\text{opt}} - 1)M$ | - |

Total: $(2L_{\text{max}} + 2)M + L_{\text{max}}$ Mult ( $[2N_{\text{itr}} + 4]L_{\text{max}} + L_{\text{opt}} + 2)M + 3L_{\text{max}}$ Add

algorithm. Accordingly, the m-RLS complexity in Table 2 is of order $O(M)$ and significantly lower than that of the classic implementation in Table 1.

#### Table III

Table 3. The numerical and theoretical coherence length of effective IRs, when $N = 200$.

| $l$ | $\text{Sim. } N_{(l+1)}$ | $\text{Theo. } N_{(l+1)}$ |
|-----|----------------|----------------|
| 1   | 53             | 53             |
| 2   | 33             | 33             |
| 3   | 26             | 26             |
| 4   | 23             | 22             |
| 5   | 23             | 19             |
Fig. 3. When $N = 200$ and SNR is 20 dB, (a) MSE performances of m-RLS and RLS, (b) the average of the optimum number of layers in m-RLS.

B. Part Two

In the second part of the simulations, we inquire about the performance of m-RLS in different SNRs when the time-variation of the system is relatively fast, and slow with the coherence length $N = 200$, and 2000, respectively. In addition to the classic RLS, we also compare m-RLS performance with two types of RLS-VFF algorithms. We title these algorithms as RLS-VFF1 and RLS-VFF2 which are proposed in [15] and [14], respectively. The required parameters for RLS-VFF1 and RLS-VFF2 are set based on the original works.

Fig. 5-a shows the MSE results for $N = 200$. Fig. 5-b shows the corresponding $\bar{L}_{\text{opt}}$ in m-RLS. As seen, when the system is relatively fast time-varying, for the SNRs less than 10 dB, $\bar{L}_{\text{opt}} = 1$ and m-RLS is equivalent to RLS. However, for SNRs greater than 10 dB, $\bar{L}_{\text{opt}}$ is larger than one, and the performance of m-RLS becomes better than that of RLS. As the SNR increases, $\bar{L}_{\text{opt}}$ grows larger and the MSE performance of m-RLS becomes better than that of RLS. These results establish the fact that a higher SNR leads to a larger $\bar{L}_{\text{opt}}$. The MSE of RLS-VFF1, for SNRs below 14 dB, is worst than that of m-RLS; however, for SNRs above 14 dB, merges to the MSE of m-RLS. The performance of RLS-VFF2 does not remarkably change with the SNR. This estimator has the highest MSE amongst the tested methods, except for very low SNRs, where it outperforms RLS-VFF2.

Fig. 6 shows the results when $N = 2000$. As seen, when the system is relatively slow time-varying, for SNR equal to 20 dB and higher, $\bar{L}_{\text{opt}}$ becomes larger than one and m-RLS outperforms RLS. Comparing Fig. 6-b to Fig. 5-b, one can see that $\bar{L}_{\text{opt}}$ is generally larger for the relatively faster time-varying IR.

We repeat the same simulation as that in Fig. 5 for the case where the input signal is a normalized complex-valued AWGN sequence. The results are presented in Fig. 7, which are fairly identical to those in Fig. 5. Thus, although our formulations in this paper are for BPSK input signal, the derivations and results can also be extended to the case where the input signal is AWGN.

It is worth noting that, for determining the optimal number of layers based on (30), the noise power must be known in the m-RLS algorithm. However, via numerical evaluations, we show that a moderate uncertainty about the noise power does not significantly affect the performance. To this purpose, Fig. 8 shows the performance of m-RLS with the same simulation parameters used in Fig. 5, except it is assumed the uncertain noise power is given to the algorithm as $(1 + u \times \text{randn})\sigma_w^2$, where randn is a zero-mean normalized Gaussian random variable and $u$ is a parameter to control the extension of the uncertainty. As it can be seen from Fig. 8-a and Fig. 8-b, for $u = 0.1$ and 0.2, the MSE performance and $\bar{L}_{\text{opt}}$ are the same as those for $u = 0$ (no uncertainty). On the other hand, for $u = 0.5$, the MSE performance for SNRs lower than 14 dB becomes slightly worst than that of $u = 0$. In this SNR range, $\bar{L}_{\text{opt}}$ is higher than one. These results indicate that even up to 50% uncertainty on the noise power does not significantly affect the performance of m-RLS.
Fig. 5. When the input signal is BPSK and $N = 200$, (a) the MSE performances for different SNRs, (b) the average of the optimum number of layers in m-RLS for different SNRs.

Fig. 6. When the input signal is BPSK and $N = 2000$, (a) the MSE performances for different SNRs, (b) the average of the optimum number of layers in m-RLS for different SNRs.

Fig. 7. When the input signal is AWGN and $N = 200$, (a) the MSE performances for different SNRs, (b) the average of the optimum number of layers in m-RLS for different SNRs.

Fig. 8. When the input signal is BPSK, $N = 200$, and the noise power is uncertain in the m-RLS algorithm as $(1 + u \times \text{randn})\sigma^2_w$, (a) the MSE performances of m-RLS for different SNRs, (b) the average of the optimum number of layers in m-RLS for different SNRs.
C. Part Three

In this part, we investigate how an impulsive change, besides the continuous time-variations of the system, is handled in m-RLS. To simulate this scenario, we consider that the IR is time-varying with the coherence time \( N \); in addition to this continuous variation, a significant impulsive change is also imposed to the IR at time \( n = 1000 \) by multiplying all taps of the IR vector by \(-1\). When SNR is 10 dB, Fig. 9 and Fig. 10 show the results for \( N = 200 \) and 2000, respectively.

According to Fig. 9-a, when \( N = 200 \) and the IR is relatively fast time-varying, the MSE levels of m-RLS and RLS are almost the same, before the impulsive change at \( n = 1000 \). Within this period, the MSE of RLS-VFF1 is slightly higher than that of m-RLS and the MSE of RLS-VFF2 has the worst performance confirming the achievement observed in Fig. 5-a at SNR 10 dB. Nevertheless, once the impulsive change occurs, m-RLS has the fastest convergence in tracking this change. The MSE of RLS-VFF1, RLS, and RLS-VFF2 drop slower, respectively. After the transience interval (caused by the impulsive change), the MSE levels turn back to the same order as it that before the impulsive change.

It is interesting to notice that, based on Fig. 9-b, \( \bar{L}_{\text{opt}} \approx 1 \) before the impulsive change. Once the IR is impulsively changed, \( \bar{L}_{\text{opt}} \) raises up to 3.7 and leads to the supremacy of m-RLS versus the other methods. Within the transience interval, the average of the optimum number of layers settles down to \( \bar{L}_{\text{opt}} \approx 1 \) again.

Fig. 10 shows the results when the IR is relatively slow time-varying with \( N = 2000 \). Based on Fig. 10-a, before and after the transient interval, m-RLS and RLS have the lowest MSE. The RLS-VFF2 and RLS-VFF1 methods have respectively the higher MSE levels verifying the results of Fig.6-a at SNR 10 dB. Once the impulsive change happens, RLS-VFF2 and m-RLS attain the fastest convergence. RLS and RLS-VFF1 show slower drops, respectively. According to Fig. 10-b, \( \bar{L}_{\text{opt}} \) jumps up to 3.6 once the impulsive change takes place and settles down to \( \bar{L}_{\text{opt}} = 1 \) when the transience interval ends.

Based on Fig. 9-b and Fig. 10-b, the optimum number of layers in m-RLS not only depends on the coherence length of the continuously time-variation of the IR but also can be affected by impulsive changes.

VI. Conclusions

In this paper, we propose the m-RLS adaptive filtering to enhance the accuracy of tracking rapidly time-varying systems. We show that in m-RLS, the power of the lag error and the noise effect are functions of the number of layers. We provide a method to determine the optimum number of layers to minimize the sum of the lag error and the noise effect. The coherence length of the effective IRs in m-RLS are evaluated and it is derived that each effective IR varies faster than that in the previous layer. The implementation complexity of m-RLS is studied and it is shown that m-RLS is more complex than RLS; however, the complexity order of the proposed approach can be reduced to the order of \( O(M) \), where \( M \) indicates the IR length.

Based on the simulation results, we attain that, for either a relatively faster time-varying system or a higher SNR, the
optimum number layers becomes larger. With the optimum number of layers, m-RLS outperforms the classic RLS and the investigated RLS methods with a variable forgetting factor especially when the system rapidly time-varying. In addition, it is demonstrated that an uncertain knowledge about the noise power does not significantly deteriorate the performance of the proposed method.

APPENDIX A
PROOF OF (9)

We split this proof into three sub-proofs:

A. Proof of $E[||B[n](\hat{h}[n] - \hat{h}[n - N])||^2] = \rho^N E[||h[n] - \hat{h}[n - N]||^2]$

Let us define $a = h[n] - \hat{h}[n - N]$. According to the definition of $\Theta[n]$, one can see that

$$E[||\Theta[n]a||^2] = \sum_{i=0}^{M-1} |E[a_i]|^2 - 2\Re \sum_{j=0}^{M-1} E\{x_i[n]x_j^*[n]a_j^*a_i\} + \varepsilon E\sum_{j=0}^{M-1} x_i[n]x_j^*[n]a_i = \Theta[n]a$$

where $x_i[n]$ and $a_i$ are the $i$th entries of $x[n]$ and $a$, respectively. Since $x_i[n]$’s and $a_i$’s are uncorrelated zero-mean variables, $E\{x_i[n]x_j^*[n]a_j^*a_i\} = \delta_{i,j}E[a_i]^2$, and $E\sum_{j=0}^{M-1} x_i[n]x_j^*[n]a_i^*a_i = M E[a_i]^2$. As a result,

$$E[||\Theta[n]a||^2] = \rho \sum_{i=0}^{M-1} E[a_i]^2 = \rho E[||a||^2],$$

in which $\rho = 1 - 2\varepsilon + \varepsilon^2 M$. In the next step, we define $b = \Theta[n]a$. In the same way, since $\Theta[n-1]a$ and $b$ are uncorrelated, $E[||\Theta[n-1]b||^2] = \rho E[||b||^2] = \rho^2 E[||a||^2]$. Continuing this procedure and recalling the definition of $B[n]$ in (6), it is concluded that

$$E[||B[n]a||^2] = E\left[\left\|\prod_{k=0}^{N-1} \Theta[n-k]a\right\|^2\right] = \rho^N E[||a||^2]$$

$$= \rho^N E[||h[n] - \hat{h}[n - N]||^2].$$

B. Proof of $E[||h[n] - \hat{h}[n - N]||^2] = E[||h[n]||^2] + \varepsilon^2 M \sigma_w^2$.

We can write

$$E[||h[n] - \hat{h}[n - N]||^2] = E[||h[n]||^2] + E[||\hat{h}[n - N]||^2] - 2Re\{E[h^H[n]\hat{h}[n - N]]\}$$

From the RLS update procedure in (2c), it is seen that $\hat{h}[n] = h[n] + w'[n]$, where $w'[n]$ is a zero-mean noise vector with $\varepsilon^2 \sigma_w^2$ as the variance of each entry. Assuming that $w'[n]$ is uncorrelated from $h[n]$, we have

$$E[||\hat{h}[n - N]||^2] = E[||h[n]||^2] + E[||w'[n]||^2] = E[||h[n]||^2] + \varepsilon^2 M \sigma_w^2,$$

and

$$E\{h^H[n]\hat{h}[n - N]\} = \sum_{i=0}^{M-1} E\{h_i^*[n]h_i[n - N]\}$$

$$= \varphi[N] \sum_{i=0}^{M-1} E|h_i[n]|^2$$

$$= 0.5 E[||h[n]||^2],$$

(38)

where $h_i[n]$ is the $i$th entry of $h[n]$, and $\varphi[n]$ is the normalized ACF (i.e., $\varphi[0]=1$ of $h_i[n]$, for $i=0, \ldots, M-1$ (note that it is assumed that all $h_i[n]$’s have the same ACF). In (38), we let $\varphi[N] = 0.5$ due to the fact that the ACF meets 0.5 at the coherence length [20]. Then, by considering (37) and (38) into (36), we have

$$E[||h[n] - \hat{h}[n - N]||^2] = E[||h[n]||^2] + \varepsilon^2 M \sigma_w^2.$$

(39)

C. Proof of $E[||c[n]||^2] = \varepsilon^2 M \left(\frac{1-\rho^N}{1-\rho}\right) \sigma_w^2$.

The definition of $c[n]$ is brought in (6). Since the noise samples are uncorrelated,

$$E[||c[n]||^2] = E[||\gamma[n]||^2] + \sum_{k=1}^{N-1} E\left[\left(\prod_{i=0}^{k-1} \Theta[n-i]\right)\gamma[n-k]\right]^2$$

(40)

On the other hand, from the first sub-section in Appendix A, we know that $E[||\prod_{i=0}^{k-1} \Theta[n-i]||^2] = \rho^k E[||\gamma[n-k]||^2] = \rho^k \varepsilon^2 M \sigma_w^2$. Replacing this in (40), we conclude that

$$E[||c[n]||^2] = \varepsilon^2 M \sigma_w^2 \sum_{k=0}^{N-1} \rho^k = \varepsilon^2 M \frac{1-\rho^N}{1-\rho} \sigma_w^2$$

(41)

Finally, considering the results in (35), (39), and (41) together leads to (9).

APPENDIX B
PROOF OF (24)

Since we assume the IRs and their estimates are uncorrelated with the input signal, discarding the noise in (18) leads to

$$E\{h^H_{(t+1)}[n]h_{(t+1)}[n - m]\} = \sum_{i=0}^{M-1} \sum_{j=0}^{M-1} E\left(\{Q_{i,j}\}E\left\{h_{(t),i}[n] - \hat{h}_{(t),i}[n - N_{(t)}]\right\}^\ast\left(h_{(t),j}[n - m] - \hat{h}_{(t),j}[n - m - N_{(t)}]\right)\right)$$

(42)

where $Q_{i,j}$ is the $(i,j)$th entry of matrix $Q = B^H_i[n]B_i[n - m]$. Also, $h_{(t),i}[n]$ and $\hat{h}_{(t),i}[n]$ are the $i$th entry of $h_{(t)}[n]$ and $\hat{h}_{(t)}[n]$, respectively. Considering that the tap-weights in an effective IR are zero-mean and mutually uncorrelated variables, we can rewrite (42) as

$$E\{h^H_{(t+1)}[n]h_{(t+1)}[n - m]\} = \sum_{i=0}^{M-1} E\left(\{Q_{i,i}\}E\left\{h_{(t),i}[n] - \hat{h}_{(t),i}[n - N_{(t)}]\right\}^\ast\left(h_{(t),i}[n - m] - \hat{h}_{(t),i}[n - m - N_{(t)}]\right)\right)$$

(43)
Based on the definition of $B_{(i)}[n]$ in (19), one can realize that, when $m \leq N_{(i)}$,
\[
Q_{i,i} = \prod_{k=0}^{m-1} (1 - \varepsilon|x_i[n - k]|^2) + \prod_{k=m+1}^{N_{(i)}-1} (1 + (\varepsilon^2 M - 2\varepsilon)|x_i[n - m - k]|^2)
\]
(44)
and, when $m > N_{(i)}$,
\[
Q_{i,i} = \prod_{k=0}^{N_{(i)}-1} (1 - \varepsilon|x_i[n - k]|^2)
\]
(45)

Since the input signal $x[n]$ is a BPSK sequence ($|x_i[n]|^2 = 1$), by using (44) and (45), we have
\[
Q_{i,i} = \begin{cases} 
\lambda m^2 \rho^{N_{(i)}-m} & \text{for } 0 \leq m \leq N_{(i)} \\
\lambda N_{(i)} & \text{for } N_{(i)} < m.
\end{cases}
\]
(46)

As seen, $Q_{i,i}$ is independent of $n$ and $i$, thus, replacing (46) in (43) results in
\[
\mathbb{E} \{h_{(i+1)}^H[n]h_{(i+1)}[n - m]\} = \mathbb{E} \{\varphi_{(i+1)}[m] - \varphi_{(i)}[m - N_{(i)}]\} \cdot Q_{i,i} = \mathbb{E} \|h_{(i+1)}[n]\|^2 (2\varphi_{(i)}[m] - \varphi_{(i)}[m - N_{(i)}] - \varphi_{(i)}[m + N_{(i)}]) Q_{i,i}.
\]
(47)

Then, substituting (47) and (21) in (23), when the noise is discarded, results in (24).

**APPENDIX C**

**Proof of $\varphi_{(i+1)}[m] \approx \exp(-\beta m)$**

From (24), we have $\varphi_{(i+1)}[m] = (f'[m] + f''[m])q_{(i)}[m]$, where $f'[m] = \varphi_{(i)}[m] - \varphi_{(i)}[m - N_{(i)}]$ and $f''[m] = \varphi_{(i)}[m] - \varphi_{(i)}[m + N_{(i)}]$. Since $\varphi_{(i)}[m] = \exp(-\alpha m)$ and $\varphi_{(i)}[N_{(i)}] = 0.5$, one can see that $f'[m] = 0.5 \exp(-\alpha m)$ and $f''[m] = 0.5 - \frac{\log 2}{\alpha} m$, for $0 \leq m \leq N_{(i)}$. As a result, we can approximate that $f'[m] + f''[m] \approx \exp(-3\alpha m)$.

On the other hand, from (25), we have $q_{(i)}[m] = \exp(-gm)$, for $0 \leq m \leq N_{(i)}$, where $g = \log(\frac{2}{\pi})$. Putting these results together, it is concluded that $\varphi_{(i+1)}[m] \approx \exp(-\beta m)$, where $\beta = 3\alpha + g$.

**APPENDIX D**

**Proof of (29)**

Since the input signal is BPSK, based on (13), we have
\[
\mathbb{E} \{d_{(i+1)}[n]\}^2 = \mathbb{E} \|h_{(i+1)}[n]\|^2 + \sigma_w^2 + 2 \text{Re} \mathbb{E} \{h_{(i+1)}^H[n]x[n]w^*[n]\}.
\]
(48)
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