Capturing Dependencies within Machine Learning via a Formal Process Model
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Abstract—The development of Machine Learning (ML) models is more than just a special case of software development (SD): ML models acquire properties and fulfill requirements even without direct human interaction in a seemingly uncontrollable manner. Nonetheless, the underlying processes can be described in a formal way. We define a comprehensive SD process model for ML that encompasses most tasks and artifacts described in the literature in a consistent way. In addition to the production of the necessary artifacts, we also focus on generating and validating fitting descriptions in the form of specifications. We stress the importance of further evolving the ML model throughout its life-cycle even after initial training and testing. Thus, we provide various interaction points with standard SD processes in which ML often is an encapsulated task. Further, our SD process model allows to formulate ML as a (meta-) optimization problem. If automated rigorously, it can be used to realize self-adaptive autonomous systems. Finally, our SD process model features a description of time that allows to reason about the progress within ML development processes. This might lead to further applications of formal methods within the field of ML.
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I. INTRODUCTION

In recent software systems, functionality is often provided by Machine Learning (ML) components, e.g. for pattern recognition, video game play, robotics, protein folding, or weather forecasting. ML infers a statistical model from data, instead of being programmed explicitly. In this work, we focus on the usage of Deep Learning (DL) techniques, which presently are the most commonly used approaches. Figure 1 (based on [1]) gives a high-level overview how traditional software systems and ML systems are typically developed. Software Engineering (SE) for ML systems is an emerging research area with an increasing number of published studies since 2018 [1, 2]. In practice, software companies face a plethora of challenges related to data quality, design methods and processes, performance of ML models as well as deployment and compliance [1–3]. Thus, there is a need for tools, techniques, and structured engineering approaches to construct and evolve these systems.

Software Development (SD) for ML systems typically starts with the management of data, e.g. collection and labeling. Then, repeated train-test cycles of the ML model are performed, e.g. for hyper-parameter tuning, until the expected results are obtained. After that, the ML model is deployed and monitored during operation. Feedback from operation is typically used to re-train (patch) an existing ML model or to extend the data-sets. This process is called ML workflow and is visualized in Figure 2 (based on [4]). So far, a number of ML workflows and life-cycle models have been constructed in an ad-hoc manner based on early experiences of large software companies, e.g. reported by IBM [5], Microsoft [6], or SAP [7]. The respective case studies focus strongly on the ML workflow but little on the integration with existing SE processes and tools, thus not covering the entire SD process.

Then, MLOps [4, 8] emerged as an end-to-end ML development paradigm (see Figure 3). MLOps combines the DevOps process, i.e. fast development iterations and continuous delivery of software changes, with the ML workflow. Further collaboration between industry and academia resulted in the development of the CRISP-ML(Q) life-cycle model [9], which additionally contains technical tasks for quality assurance. Yet, we found existing MLOps process models and CRISP-ML(Q) lacking a clear view on the dependencies between activities and the involved artifacts.

Another key aspect is automation. Presently, software updates (or patches) are still often performed manually by human
developers or engineers. To minimize the impact of dynamic changes, agile SD paradigms such as MLOps perform smaller, faster updates through cross-functional collaboration and high automation. Ultimately, however, we might want to minimize the amount of human effort spent during SD. ML systems are able to adapt to changes via generalization and can be re-trained with little human effort. One step further, Auto-ML [10] is a popular tool to automate single steps of the ML workflow: the search for a suitable ML model architecture and the adjustment of the according hyper-parameters. The next advancement would be to enable automated optimization spanning over multiple steps of SD processes. One example would be to autonomously decide when to re-train an ML model that is already in production using newly collected data. Conceptually similar approaches already exist in the field of (collective) autonomic systems [11]. In practice, this would require a tight integration of quality assurance activities. Engineering trustworthy ML systems is an ongoing challenge since it is notoriously difficult to understand the rules by which these systems make decisions [12]. Adding self-optimization on SD process level will most likely increase the complexity.

To tackle these challenges, we propose a formal process model for ML that can be mapped to existing SD processes. Our process model is based on practical findings from various cooperations with industry partners on Multi-Agent Reinforcement Learning [13, 14]1 and Anomaly Detection problems [15]2. It encompasses the majority of ML-specific tasks and artifacts described in the literature in a consistent way. Further, it allows for automation spanning over multiple steps of SD processes. It is not restricted to certain feedback loops and supports self-optimization. If automated rigorously, it can be used realize self-adaptive, autonomous systems.

The remainder of the paper is structured as follows: In Section II, we provide an overview of related work regarding SE for (self-) adaptive systems (Section II-A), SE for ML systems (Section II-B) and fundamental challenges of ML that could be alleviated through SE (Section II-C). In the following Section III, we visualize (Section III-A) and describe (Section III-B) our process model. We then present a proof of concept (Section III-C) and provide a brief formalization of our process model (Section III-D). Finally, in Section IV, we conclude with a summary of strengths and limitations and provide an outlook for future work.

II. BACKGROUND AND RELATED WORK

Designing systems that autonomously adapt to dynamic problems is no new trend. What has changed with the emergence of modern DL techniques is the ability to handle greater state and action spaces. Still, it is often impossible to design explicit control systems that directly adapt the exactly right parameters to changed conditions (parameter adaptation) because there are too many and potentially unknown relevant parameters. However, it is possible to design systems which cause change on a higher level to meet the new conditions. In the literature, this concept is referred to as compositional [16] or architecture-based adaptation [17]. Following this concept, we classify a system as self-adaptive if it autonomously changes to meet (at least) one of the following three aspects [18]:

1) The implementation of one component is replaced by another.
2) The structure of the system changes, i.e. the relations between components change, components are added or removed.
3) The distribution of the system components changes without modification of the logical system structure, e.g. components can migrate.

Through generalization, ML systems are capable of parameter adaptation out-of-the-box and they can further be used to realize self-adaptive systems. It is already common to re-train ML models once new data is gathered during operation and then replace the deployed model with the re-trained one. Once such work-flows are fully automated, such systems are self-adaptive as per the above definition.

One key to engineer such systems will be Verification & Validation (V&V) activities, which shall build quality into a product during the life-cycle [19]. Verification shall ensure that the system is built correctly in the sense that the results of an activity meet the specifications imposed on them in previous activities [20]. Validation shall ensure that the right product is built. That is, the product fulfills its specific intended purpose [20]. Related to this, Gabor et al. analyzed the impact of self-adapting ML systems on SE, focusing on quality assurance [21]. They provide a general SD process description related to ML and embed it into a formal framework for the analysis of adaptivity. The central insight is that testing must also adapt to keep up with the capabilities of the ML system under test. In this paper, we build a process model around the ML life-cycle and provide insights about the interplay of SD activities and artifacts.

A. SE for (Self-)Adaptive Systems

Researchers and practitioners have begun tackling the SE challenges of self-adaptation prior to the latest advances in DL. Influencing many later following approaches, Sinreich [22] proposed a high-level architectural blueprint to assist in delivering autonomous computing in phases. Autonomous computing aims to de-couple (industrial) IT system management activities and software products through the SD cycle. The proposed architecture reinforces the usage of intelligent control loop implementations to Monitor, Analyze, Plan and Execute, leveraging Knowledge (MAPE-K) of the environment. The blueprint provides instructions on how to architect and implement the knowledge bases, the sensors, the actuators and the phases. It also outlines how to compose autonomous elements to orchestrate self-management of the involved systems. As of today, the paradigms of autonomous computing have spread from IT system management towards a broad field of problems, the most prominent one being autonomous driving. Our process model is built to specifically assist the development of systems that are based on DL techniques.

To augment development processes to account for even more complex systems, Bernon et al. later proposed ADELFE [23,
To identify the main SE challenges in developing ML components, Lwakatare et al. [28] evaluated a number of empirical case studies. They report a high-level taxonomy of the usage of ML components in industrial settings and map identified challenges to one of four ML life-cycle phases (assemble data set, create model, train and evaluate model, deploy model). These life-cycle phases can be mapped to our process model. Building upon the taxonomy of Lwakatare et al., Bosch et al. [3] propose a research agenda including autonomously improving systems. Besides data management related topics, the elements of the research agenda can be mapped to our process model.

During the recent emergence of MLOps (an overview is given in [8]), Lwakatare et al. [4] proposed a precise and clear variant that integrates the ML workflow into DevOps by adding the Data Management and ML Modeling to Development and Operations, effectively expanding the ML workflow to an end-to-end SD process (see Figure 3). The resulting process model aims for automation at all stages and enables iterative development through fast feedback flow. Building on MLOps, CRISP-ML(Q) [9] describes six phases ranging from defining the scope to maintaining the deployed ML application. Challenges in the ML development are identified in the form of risks. Special attention is drawn to the last phase, as they state that a model running in changing real-time environments would require close monitoring and maintenance to reduce performance degradation over time. Compared to MLOps, CRISP-ML(Q) additionally considers business understanding and ties it closely to data management. However, we found MLOps and CRISP-ML(Q) lacking a precise view on the dependencies between activities and artifacts, which our process model tries to accomplish.

Finally, Watanabe et al. [29] provide a preliminary systematic literature review of general ML system development processes. It summarizes typical phases in the ML system development and provides a list of frequently described practices and a list of adopted traditional SD practices. The phases in our process model share common ground with the granular phases described in this literature review. Generally, we provide various interaction points with standard SD processes (in which ML often is an encapsulated task) by evolving the ML model throughout its life-cycle after initial training and testing.
C. Fundamental ML Challenges

So far, we considered emerging issues of SE when incorporating ML components. Vice versa, ML faces some fundamental challenges (besides the current technical difficulties already mentioned) that might not be solved through technical improvements alone but might require to be addressed through SE. One fundamental challenge of ML is explainability, i.e. methods and techniques in the application of AI such that the decisions leading to the solutions can be understood (at least) by human experts [12]. Although some approaches address explainability, e.g. by gaining post-hoc insights about the predictions [30], and proposals were made to use techniques that are explainable per default [31], most current ML models remain black boxes in the sense that even ML engineers cannot always explain why the ML models produce a certain output. Though each individual parameter within an ML model can be analyzed technically, this does not answer the relevant questions about causal relationships. This can cause legal problems in areas such as healthcare or criminal justice. More importantly, it is notoriously difficult to validate and verify these ML models, both from an engineering and an SD process point of view. Systematic guidance through the ML life-cycle to enable trustworthiness of the ML models would help.

Another fundamental challenge of ML is efficiency. In general, modern ML relies on DL techniques. The predictive performance of these models scales with their size, which requires the available of more training data and more computational power to optimize the risen amount of parameters. ML model complexity and the computational effort required to train these models grew exponentially during the last years [32]. Developing such ML models was only possible due to advances in hardware and algorithmic design [33]. Whether further improvements with ML can be achieved this way is uncertain. Nonetheless, re-training of state-of-the-art ML models requires significant amounts of computational resources and time. Because ML suffers from the “changing one thing changes everything” principle, it may be costly to fix issues in ML models afterwards regardless of what caused the issue in the first place. Consequently, support from SE to ensure high quality ML models upfront, e.g. through precise requirements and feedback loops, is crucial to effectively use ML in production.

III. A PROCESS MODEL TO CAPTURE DEPENDENCIES WITHIN ML

SE has given rise to a series of notions to capture the dynamic process of developing software. Opinions on which notion is the best differ between different groups of people and different periods of time. As a common ground, we assume that SD can be split into various phases with each phase focusing on different sets of activities. We acknowledge that in agile approaches to SE these phases are no longer to be executed in strict sequential order, so that phases may overlap during development. But we still regard planning, development, deployment, and operations to be useful categories to group activities in SD phases.

First of all, we model human tasks and automated procedures through activities. They may require different skill sets, rely on different (computational or human) resources, and are driven by different key factors. E.g., the use case analysis should be performed by business analysts and result in some form of (requirements) specification. Based on that, data scientists can select or gather suitable data for ML training. Naturally, business analysts and data scientists should collaborate closely.

Second, we model activities to result in artifacts, which may require different skill sets, rely on different (computational or human) resources, and are driven by different key factors. E.g., the use case analysis should be performed by business analysts and result in some form of (requirements) specification. Based on that, data scientists can select or gather suitable data for ML training. Naturally, business analysts and data scientists should collaborate closely.

Figure 3. Illustration of an MLOPs process model based on [4]. The ML workflow is integrated into DevOps by adding Data Management and ML Modeling to the existing Development and Operations processes and (feedback) transitions.
a test result indicating that a specific requirement is fulfilled by an ML model with a specific set of hyper-parameters on specific data.

Third, we capture feedback and (self-) optimization through loops that go back to earlier stages of the ML development process. This way, we take the iterative nature of ML SD into account, which consists of repeated stochastic optimization and empirical validation of the ML model at different development stages. Thus, the process model is flexible regarding the employed ML development method and considers V&V aspects. It supports manually performed hyper-parameter optimization as well as fully automated patch deployment of a model that was re-trained with data gathered during earlier live operation. Due to the vast number of possibilities, we leave the actual definition of feedback loops open for the respective use case.

All in all, the purpose of our process model is to capture dependencies between activities and artifacts during the ML life-cycle and to close the gaps between existing SD process models and specialized ML training procedures.

A. Visualization

This section provides a visual representation of the proposed process model and explains concept and semantics. As to be seen in Figure 4, the elements are arranged within a temporal dimension (x-axis) and an organizational dimension (y-axis). Within the temporal dimension, the elements are grouped by four SD phases, which allows a straightforward mapping to existing SD process models. Further right on the x-axis means later within the development process, i.e. its progress towards completion is higher. The categories within the organizational dimension are a mixture of business and technical areas. We refrain from exhaustively defining role names or responsibilities. Instead, we want to sketch the different key factors that drive the process forward (or limit it). As mentioned before, the overall categorization of elements within these dimensions is by no means strict and should be adapted to the respective circumstances.

We distinguish between activities, artifacts and associations. Activities include human tasks and automated procedures. Artifacts can be data, logical statements or functional descriptions. Activities always produce at least one artifact and can require other artifacts. Associations between artifacts and activities are represented by arrows. If an activity requires an artifact, a white circle connects that artifact to an arrow whose head ends on the activity. If an activity produces an artifact, a white circle connects the activity to an arrow whose head ends on that artifact.

For any progress of the development process, there exists (at least) one activity. For any activity, all activities left to it are considered completed. Vice versa, all activities right to it are not. An activity starts if all required artifacts exist. If this is the case, the respective activities are considered active by default. Activities are neither connected to other activities, nor require a dedicated trigger.

Please note that we made some trade-offs to ease readability of the visualization. First, we kept some spacing between elements on the x-axis. Thus, there are spots without activities (however, there still are associations from or towards activities). Next, there are no multiplicities on the associations. Syntactically, it does not matter if multiple artifacts are connected with an activity through one shared or multiple individual arrows. Most importantly, the size of the elements is determined by the length of their descriptions and the layout, but does not state anything about their duration in real time.

Finally, there is a number of dashed, annotated arrows in the feedback category of the organizational dimension. They start once some V&V artifacts exist and lead back to earlier points in time. These are examples for different feedback or (self-) optimization loops that define whether an iterative, a monolithic, or a mixture approach is used. In practice, we expect quality gates to decide, based on the V&V artifacts, how the SD process continues at certain points. However, this depends strongly on organizational and legal requirements as well as technical conditions.

B. Description of Activities

Our SD process model is built around activities, which we briefly describe in the following (grouped by their respective phase).

Planing phase: We begin with a use case analysis activity, which we expect to be driven mainly by business. The resulting development (requirements) specification defines the goals in natural language. We acknowledge that this specification may change to some extent during the ML life-cycle, e.g. when the ML model is deployed at the customer’s site or system later in the process. In any case, it is crucial to consider the probabilistic nature of ML when formulating the specification [1, 2]

Development phase: The first activity here is the selection (or assembly) of the data set based on the development specification. We assume that the resulting data set will usually be split into a training, a testing and validation part, which is indicated by dashed lines. The bottleneck and driving force here is data management. We omit activities related to data management and instead assume that suitable data is accessible in some form. How to construct data sets such that they correspond to the requirements is a challenging problem on its own [34]. In parallel, the definition of the training target for the ML model takes place, resulting in development performance indicators that reflect the development specification in a more technical form. E.g., a requirement may be to correctly recognize specific entities on images with a probability of more than 0.99. A suitable performance indicator could be prediction recall, where higher values are better. We consider it important to clearly distinguish between the development specification and the training target (with the respective performance indicators) for two reasons. The first one is to avoid misconceptions between business analysts and ML experts. The second one is to enable an SD process controlled curriculum, e.g. to begin training with a subset of the overall specification and once this training target is reached, it is expanded gradually until the overall requirements are met.

The following activity is the ML model definition. Here, the architecture of the ML model is chosen based on the data and the performance indicators. Then, the hyper-parameter
Figure 4. Visualization of the proposed process model for the development of ML software.
the initial ML model. The hyper-parameters can be algorithm-specific and also include the mathematical optimization target such as the loss in case of Supervised Learning (SL) and the reward in case of Reinforcement Learning (RL). Again, decoupling the low-level optimization target from the higher-level training target and the top-level development specification is important: deriving a suitable loss- or reward-function for a specific training target is a challenging problem on its own [14]. Also, separating reward and training target measurements allows to detect reward hacking, a known challenge of RL. Through decoupling, SD process controlled (self-) optimization can be realized here.

Then, the training of the ML model takes place. The current learning progress can be assessed through the history of the mathematical optimization target (loss or reward) of the ML model on the training data (or training domain in case of RL). Optionally, the training target can additionally be used to determine the learning progress during training. However, from a V&V point of view, the training target should be optimized implicitly through the mathematical optimization target. In any way, the training target will be assessed during the next, usually periodical activity: testing the trained ML model with the development performance indicators on the test data set (or test domain in case of RL). In practice, we expect different feedback loops from the respective test verdict to different prior activities, especially model definition and hyper-parameter selection, due to the iterative nature of ML training. This is where Auto-ML [10] comes into action. The final activity of the development phase is the validation (or evaluation) of the trained ML model against the development specification on the validation data set (or domain in case of RL) resulting in a "factory quality seal".

 Deployment Phase: Once the validation activity is passed, we move on by leaving the controlled (maybe simulated) development environment. The trained ML model faces less controlled conditions, i.e. the individual customer's system or a physical environment. Thus, the top-level specification may now differ from the one used during development and is referred to as on-site contract. Most likely, this on-site contract is a subset of the development specification, but it may also contain some additional requirements. As the requirements and the data (or the domain) are provided by the customer, the first activity here is to define on-site targets and performance indicators to take the specialized on-site contract into account. Then, we expect some on-site adaptation of the trained ML model to take place, most likely in the form of additional re-training, followed by a on-boarding (validation) of the adapted ML model which should now fulfill the on-site contract. If significant specialization is required, on-site adaptation could be extended to a cycle similar to the train-test-cycle during the development phase. However, we consider it more likely that this is a fast, slim process step (given a thorough initial requirements engineering and training). The onboarding (test) of the adapted ML is the final activity during the deployment phase. Its result, the on-site quality seal", states whether the ML model fulfills the provided on-site contract based on the provided data (or domain in case of RL).

 Operations Phase: After a successful onboarding, the adapted ML model can be used in production. We expect the top-level specification to differ from the preceding on-site contract (e.g., to reflect use-case specifics recognized during onboarding), thus referring to it as SLA. We address this through a definition of production targets and the respective performance indicators. These are the key to meaningful monitoring of the ML model on production data, e.g. to detect distributional drift, which can lead to a slow degradation of performance over time. If no appropriate monitoring is present, such changes may remain undetected and can cause silent failure [9]. Also, identifying situations in which the ML model underperforms is the key for precise feedback used to train future ML models, e.g. through updated data or domain simulations.

C. Proof of Concept

In this section, we briefly present a practical application of the proposed methodology that was published with a different focus in [14] as a proof of concept. Since the process model presented in this paper was created based on experience from this (and similar) cooperations with industry, it naturally fits very well. Nevertheless, we hope to contribute further practical examples in engineering ML modules with our process model in future work, hopefully not only conducted by us.

In [14], we presented a specialized RL training method that embeds functional and non-functional requirements in step-wise fashion into the reward function of a cooperative Multi-Agent system. Thus, the RL agents were able to learn to fulfill all aspects of a given specification. This approach was then compared to naive approaches, which by contrast were only able to fulfill either the functional or the non-functional requirements. Figure 5 visualizes the core of the approach with two feedback loops adjusting the training target and the reward. The third feedback loop takes into account that the environment simulation could also be adjusted. Consider that, for example, the desired collaborative task might initially be too difficult and prohibits any learning progress. In this case, training could start with a small number of simultaneously trained agents and the third feedback loop could gradually increase it, thus creating a curriculum of increasing difficulty. Although hand-crafted adaptation schedules were used in the approach, this could be realized autonomously in future applications. The physical counterpart of the environment simulation has not yet been realized, thus there is no deployment or production phase (yet).

D. Formalization

In the following, we briefly formalize our process model and sketch the potential we see in the application of formal methods like Linear Time Logic (LTL) [35].

The development process \(\mathcal{D}\) is given by a set of elements \(E\), which can be either activities or artifacts. In both cases, an element \(e \in E\) features two types of associations, i.e., to its prerequisites \(\text{pre}(e)\) and the elements \(\text{post}(e)\), for which it is a prerequisite. The elements and their associations we propose for our ML development process \(\mathcal{D}\) can be seen in Figure 4.
When \( \mathcal{D} \) is executed, each of its elements can assume a single state \( s(t) \in \{ \text{inactive, active, done} \} = S \) for each given point in time \( t \). We thus define an instance \( \mathcal{D} \) of the development process \( \mathcal{D} \) as a set of states \( S \) alongside a time line, i.e., a sequence of time points \( t \in [t_{\text{start}}, t_{\text{end}}] \subseteq \mathbb{N} \): At each point in time \( t \) the process in its current state \( D^{(t)} : E \rightarrow S \) maps each element to one of the states mentioned before. At time point \( t_{\text{start}} \), that mapping is initialized to \( D^{(t)}(e) = \text{inactive} \) for all \( e \). Then, for every element \( e \) so that \( \forall e' \in \text{pre}(e) : D^{(t)} = \text{active} \) we can assign \( D^{(t+1)}(e) = \text{active} \). After an element has been active for at least one time step, it might switch to done. Note that when activities are active, we imagine them being executed by developers or automated procedures, and when artifacts are active, we imagine them being used in some sort of activity. Further note that we only need prerequisites to be active and not done as we assume required artifacts to further change alongside the procedures that use them, which is a deviation from what classic waterfall processes might define. Still, an artifact might be done immediately after starting all succeeding elements.

One of the main advantages of our formal process model is that it allows arbitrary feedback loops, which means that at any given point in time me may decide to redo any amount of elements in the process as long as we do that in sync. Formally, an element \( e \) with \( D^{(t)}(e) \in \{ \text{active, done} \} \) may switch to active or inactive as long as all elements \( e' \in \text{post}(e) \) switch to active or inactive. Note that at no point in time may an element \( e \) be active without all its prerequisites \( \text{pre}(e) \) being active or done. Feedback loops allow us to capture a more dynamic development process while still maintaining a hierarchy of dependencies.

For any instance \( \mathcal{D} \) given as a sequence of per-element states, we can now check if \( \mathcal{D} \) adheres to the process \( \mathcal{D} \), i.e., \( \mathcal{D} \models \mathcal{D} \). Furthermore, we can reason about the progress of the development using common logics such as LTL [35]. We can also use LTL to postulate further constraints on development instances, e.g. the property that the process will eventually produce the desired ML model: \( \Diamond D(\text{Adapted ML Model}) = \text{done} \). Yet, we want to emphasize that other elements \( e \) with \( \text{post}(e) = \emptyset \) like the quality seals should be considered equally important results of a development instance.

The immediate expected benefit of reasoning about instances of development processes might be the verification of tools and workflows (“Team A always adheres to the defined process.”), the formulation of clearer process goals (“An instance of a done Factory Quality Seal shall occur before \( t = 100 \).”), or the extraction of a better understanding of dependencies and correlations (“Any time the Target Definition started after Data Selection, development was successful.”). But we also see further opportunities in the connection of reasoning about the
process and reasoning about the product. To this end, we pay special attention to artifacts regarded as Logical Statements. Ideally, we could define requirements on the development process that reflect in certain guarantees on the software product. Using a more potent logic, e.g., we might be able to formulate a Factory Quality Seal that reads “The Basic ML Model has been trained successfully at least 3 times in a row with unchanged parameters.”. If we incorporate roles into the model, which is left for future work at the moment, we might even be able to state that “Data Selection was performed by at least 2 developers with at least 10 years experience between them.”, which naturally might also be part of the specification. Such quality assurance is common in engineering disciplines that are used to never being able to rely on formal proofs or extensive testing. Developing ML software is often more akin to these disciplines, which is why we regard reasoning about the process in addition to the product as so important.

IV. SUMMARY AND OUTLOOK

So far, we provided an overview of related work and challenges regarding SE for (self-) adaptive and ML systems. To tackle the challenges, we defined a process model, provided a proof of concept and a formalization. Now, we conclude by summarizing its strengths and limitations and point to future work.

Through our process model, we hope to close the gaps between existing SD process models and specialized ML training procedures. It is not restricted to certain ML techniques, i.e. it can be used for Supervised (SL), Unsupervised (UL) and Reinforcement Learning (RL). Simulated domains or environments for RL can be used analogously to data-sets for SL and UL. However, we focus on the life-cycle of the ML model, thus detailed data management activities upfront are omitted. How to construct data sets such that they correspond to certain requirements is a challenging problem on its own [34] and not (yet) covered by our approach. Yet, we believe that data management activities can be integrated straightforward. Feedback loops and V&V activities ensuring data quality can be added similarly to how we used them to ensure quality of the ML model.

Practically, our process model allows to formulate ML SD as a (meta-) optimization problem. Having human experts tailor the SD processes to the problem domain and algorithm at hand neither scales indefinitely, nor may be optimal for less well understood problem scenarios. There is a clear trend towards automation in SD with a parallel emergence of powerful optimization techniques in form of ML. Applying these methods not only on the problem level, but also on SD processes level through sequential decision making algorithms, e.g. RL or Genetic Algorithms, could enable significant progress. Further considering the conceptual overlap of Ensembles [26] and Cooperative Multi-Agent RL [13, 14], automated ML seems suitable to realize self-adaptive, autonomous systems. Vice versa, ML should consider best practices from autonomous computing [11] on how to handle existing knowledge and how to control automated feedback loops.

Our integration of V&V acts as a quality gate when transitioning to deployment and to operation. Depending on the situation, we suggest to use evolutionary or learning methods [13, 21] or Monte Carlo Based Statistical Model Checking [36] for testing. Numerical valuations [37] can distinguish systems that “barely” satisfy a specification from those that satisfy it in a robust manner. Still, we rely on a top-level specification, provided in human language, which we assume to change as the SD process progresses. The open question here is whether we can systematically define the initial specification in a way that ensures that the on-site contract and the SLA will be met.

Next, it should be possible to formulate a consistent mathematical representation of our process model, e.g. through LTL [35]. We plan to tackle this next since it would allow a validation of ML process instances that were created through meta-optimization. And finally, a key assumption is that a validation of ML processes leads to better ML software. As we also could not yet engineer an ML component’s full life-cycle with the methodology proposed in this paper, both could be combined in future work.
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