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Abstract. The ability to identify stock market trends has obvious advantages for investors. Buying stock on the upward trend (as well as selling it in case of downward movement) results in profit. Accordingly, the start and endpoints of the trend are the optimal points for entering and leaving the market. The research concentrates on recognizing stock market long-term upward and downward trends. The key results are obtained with the use of gradient boosting algorithms, XGBoost in particular. The raw data is represented by time series with basic stock market quotes with periods labelled by experts as «Trend» or «Flat». The features are then obtained via various data transformations, aiming to catch implicit factors resulting in the change of stock direction. Modelling is done in two stages: stage one aims to detect endpoints of tendencies (i.e. "sliding windows"), stage two recognizes the tendency itself inside the window. The research addresses such issues as imbalanced datasets and contradicting labels, as well as the need for specific quality metrics to keep up with practical applicability. The model can be used to design an investment strategy though further research in feature engineering and fine calibration is required. This paper is the full text of the research, presented at the 20th International Conference on Artificial Intelligence and Soft Computing Web System (ICAISC 2021).
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1 Introduction

The ability to identify stock market trends has obvious advantages for investors. Buying stock on an upward trend (as well as selling it in case of downward movement) results in profit, which makes predicting stock markets to be a highly attractive topic both for investors and researchers. Sure enough, since the 1970s various methodologies have developed: fundamental analysis, technical analysis, time series econometrics, fuzzy logic, etc. are used to detect trends. Despite the long history, this field, as stated in [1], is still a promising area of research mostly because of the arising opportunities of artificial intelligence. With the rise of machine learning in the early 2010s, researchers
started to take interest in applying computer science to financial market problems [1–3]. Machine learning can be thought of as an extension or even an alternative to traditional statistical methods. Instead of using specific parametric models to explain dependencies, machine learning aims to find hidden or poorly structured dependencies in data by learning from a vast number of examples.

2 Literature overview

The survey [1] provides a very thorough literature overview, which gives the historical outline of financial time series prediction, as well as the review of the main path in the literature on financial market prediction using machine learning. The authors have studied and classified 57 articles, covering the period from 1991 to 2017. In general, there are three main classes of models - artificial neural networks (ANNs), support vector machines (SVM/SVRs) and various decision tree ensembles (e.g., random forests). As of 2017, the hegemony of ANNs and SVM/SVRs has been observed - the articles based on these models accounted for 86% of articles researched in [1]. Decision trees and Random forests as the main forecasting technique were used only in 7 out of 57 selected articles. This may be explained by the relatively shorter history of scientific research in the case of decision tree ensembles: while many papers on ANNs and SVM/SVRs date back to the early 2000s [1], the papers on applying random forests to stock market forecasting appear mostly in 2010-2015[4–9].

To get a better picture of the current state of research in applying decision trees to stock market forecasting, we provide a brief overview of relevant scientific papers, published in the period between 2018 and early 2021. The classification of studies used in this paper resembles the one suggested in [1] with minor alterations. The search in the Scopus database was performed on 10.10.2020 and was tuned in order to find the most relevant articles from Q1/Q2 journals. In total, twenty papers, containing original models, from four journals were reviewed (Fig. 1).

![Fig. 1. The reviewed articles grouped by journal name and year.](image_url)

Same as in previous years, artificial neural networks (ANN) prevail as the method of prediction (see Fig. 2) being used as the main algorithm or at least for comparison reasons (like in [10–13]). Only five groups of researchers [14–18] out of twenty do not
use ANNs at all. In nine studies [19–26] ANNs were exploited as the only main algorithm. Decision tree algorithms were solely used as the main method only in three studies [13, 14, 27], as well as support vector machines regressions [10, 17, 18]. Among other models are logistic regression [13, 14, 16], linear regression [28, 29], extreme learning machine and ARMA [12].

Besides, several researchers have exhibited model fusion – an approach discussed in [3] as a process of combining various factors (e.g. models) that can improve the performance and provide useful results. For example, in [13] the authors cascaded logistic regression onto gradient boosted decision trees for forecasting the direction of the stock market. In [30] the researchers combined ANN, SVR, random forest and boosted decision trees to predict short-term stock prices. The stacking methodology was demonstrated in [31] by fusing the outputs of four types of tree ensemble models and four types of deep learning algorithms for stock index forecasting. Model fusion appears also in combining machine learning predictions for the aims of portfolio management [17, 27].

As we can see, neural networks tend to supersede SVM/SVR (which had hegemony according to the previous literature review [1]), while the role of decision tree algorithms (decision trees/random forests/gradient boosting) remains stable, though still small. Therefore the opportunities of these types of models are not yet fully explored, especially considering the velocity of progress in the artificial intelligence field.

It should be noted that despite the common main method different researches have sufficient variations in model structure, problem formalization, and features and labels accordingly. Models also may be applied to different markets, assets and prediction horizons. A certain variation also exists in the selection of performance measures which should ensure the comparability of models.
As shown in Fig. 3, most researches are concentrated on predicting the direction of the stock market thereby solving a classification problem. Fewer predict prices [22, 23, 28, 30] or returns [11] by solving a regression problem. One study suggests models for both directions and prices [12] predictions introducing a hybrid variational mode decomposition and evolutionary robust kernel extreme learning machine. In all the cases the ground truth variable is extracted from the historical price series. The type of model (classification or regression) also predefines the choice of quality metrics: accuracy, AUC and F1-Score – for classification tasks and MAE, RMSE, MAPE – for regression. Also, the returns of simulated trading can be compared [18, 24].

Among the “direction type” models, the absolute majority aim to predict the next day price movement, which can be considered a short-term objective. Only in four studies the time horizon varies from one week [20, 25] to one month [31] or even several months [16]. Actually, as shown in Fig. 4, the focus on daily basis predictions prevails within the reviewed articles for all types of target variables, except for the study [19] - but this is due to the specifics of the research problem - detecting crises episodes.

Fig. 3. The difference in target variables for the articles reviewed

Fig. 4. The difference in time horizons of predictions for different target variables
Another important difference between the suggested models is the choice of features (see Fig. 5). Though most of the researches used market data (e.g. prices, volumes and the values derived from them - technical analysis indicators, correlations, volatilities and returns) as input variables, two studies used – and with success – only news [14] and investor sentiment [18] for the prediction of price direction. Text features were also used in [25] and [30]– along with technical analysis indicators (TA). Fundamental features (e.g. oil prices) were only found in two studies [24, 31] combined with TA and raw prices. If compared to the previous literature review, the proportion of studies that exploit fundamental variables is relatively smaller - according to [1] they were used in 26% of articles between 1991-2017. But in recent years we again see the implementation of the information fusion approach [3] in the form of feature fusion.

The geography of the research (Fig. 6), same as in the previous years, is concentrated on the prediction of the USA, Europe and China stock markets, or all of them together. This can be explained by the availability of such data, which is useful for the comparison of models, and by the boost in academic research in China, noted in [1]. Nevertheless in three studies emerging markets were explored: Malaysia [29], India [12] and Brazil [17].

In this paper, we apply a gradient boosting algorithm, specifically XGBoost, to the problem of finding the start and endpoints of trends. Gradient boosting is a relatively
new algorithm, suggested by [32] in 2016. It is a decision tree ensemble method that was designed to fix some of the faults of random forests. More specific information on the algorithm will be given in section 7.4. Gradient boosting has several technical realizations, the most known being XGBoost, which is extensively used by machine learning practitioners to create state of art data science solutions [33].

Unlike the majority of other researchers, we aim to explore long-term trends, which last several months, not days. The start and endpoints of such trends accordingly are the optimal points for entering and leaving the market. Despite the various technical analysis algorithms and econometrics studies based solely on stock data, some market experts still argue that traders are able to see opportunities of making money (i.e. detecting trends or turning points) that cannot be formally expressed. Thus, using computer science algorithms to learn from successful traders’ decisions (and not only stock data) is likely to improve financial market models. The key distinction of our model is that its ground truth vector is fully based on expert opinion data, provided by one major Russian investment company. Unlike other researchers, we do not use a mathematical formula to define a trend, instead, it is defined by an expect as a potentially profitable (or unprofitable) pattern in price dynamics. The major difficulty of this approach is that it is exposed to subjective judgements of the experts. On the other hand, if the experts are successful traders in a certain investment company, it gives the employer the chance to ‘digitalize’ their exceptional skills and obtain a machine learning algorithm no one else on the market can employ.

The training is performed on historical S&P stock data with additional feature engineering. The model requires only raw historical price data as input. From one point of view, it can be considered a limitation, since we ignore fundamental factors and news feed. On the other hand, it makes the model unpretentious in production, since stock data is easily obtainable and can be downloaded into the company’s informational systems or directly fed into the model via API.

Technically we are solving a classification problem (it is a “direction type” research), but the standard quality metrics (accuracy, AUC and F1-Score) turn out to be inapplicable because of imbalanced datasets and contradicting labels. For these reasons, the returns of simulated trading are used as the main performance indicator. The returns of simulated trading are used as the main performance indicator.

3 Problem formulation

The research was conducted on behalf of one major Russian investment company (the Company). The Company experts have labelled historical S&P stock data, that is, they marked certain consequent periods as “Trend”, “Flat” or N/A in a specially designed software with a graphical interface (see Fig. 7).
Fig. 7. GUI interface for data labelling

Approximately 90% of identified trends last between 40 to 600 business days, which accounts for middle- or long-term tendencies. Initially, the task was to train the model to identify the trend itself (no matter the direction) with the minimum lag from its start, for example, to recognize a 200-day-long trend 20 days after it started. Later, though, it turned out that it is also necessary to distinguish between downward or upward trends in order to calculate and compare the financial results of different strategies. The model should be independent of any specific stock, market, or time period, after it is properly calibrated it should be equally good for any asset and time. Another important issue is that by learning from historical patterns we aim to identify the current market situation (answer the question: what long-term tendency takes place today?) and we must always bear in mind that future data is unavailable. Breaking this condition will make the modelling results irrelevant, though minor time lag (within a couple of weeks) is quite acceptable.

4 Data overview

The dataset to explore consists of two sources described in Table 1 below.

| Table 1. The dataset to explore. |
|----------------------------------|
| Source I | Source II |
| Date received | June 2017 | October 2017 |
| Total number of files | 700\(^1\) | 3162 |

\(^1\) excluding 16 defect files containing 43,918 records. Due to technical errors these files either contained quotes from a different marketplace or had a wrong stockname. Mixing this data with the remaining datasets would result in having different quotes for the same date and stockname.
| Source I                           | Source II                          |
|-----------------------------------|------------------------------------|
| List of experts                   | 7 experts – A, B, C, D, E, F, G    |
| Total number of records           | 1 706 441*                         |
| Excluding duplicates              | 6 experts - A, B, D, G, H, I        |
| Total number of stocks            | 7 474 271                          |
| Time period                       | From 2005-01-28 to 2017-05-24      |
|                                  | From 2007-08-08 to 2017-09-13      |
| Data overview                     | The datasets have an intersection in the time period - dates from 2007-08-08 to 2017-05-24, but they have only one intersection in the list of stocks – only stock named “MS” is present in both datasets. Only 4 experts labelled both Source I and Source II data, but the second dataset is considered “cleaner” since the experts were more motivated to label data responsibly. |

The total number of records in both datasets amounts to 9 180 712 pieces packed in 3162 files. Each file contains on average around 2600 daily quotes for a certain period and stockname, labelled by a certain expert. The description of the main fields is given below (Table 2):

| Field name | Description | Notes |
|------------|-------------|-------|
| Date       | Date        | These fields form a “data point”. They are independent of experts. The values in this field for a given date and given stockname must be unique. |
| Open       | Day opening price | |
| High       | Day maximum price | |
| Low        | Day minimum price | |
| Close      | Day closing price | |
| Volume     | Trading volume | |
| Stockname  | Stockname | |
| IDselect   | The ordinal number of the window – a time period within which the tendency remains constant. In each file the enumeration of windows is reset. | These fields are expert-dependent. Each expert would label a certain data point only once, but different experts can label the same data points and their expertise does not necessarily coincide. This results in data inconsistency – the issue which would be addressed later in the paper. |
| Type       | Type of tendency associated with a certain window. Can take values “Trend”, “Flat” or “N/A” (upon convention with the Company N/A should be treated as “Flat” and not as a separate category) | |
| Username   | Expert name. For the purpose of this paper, the experts are addressed as A, B, C, etc. | |
5 Model outline

Modelling is done in two stages: stage one aims to detect endpoints of tendencies ("change points", or "turning points"), stage two recognizes the tendency itself inside the window.

The performance of stage one is provided by the model which will be referred to as "ChangePoints". For each data point it returns either a value "1" ("The change of tendency occurred" or "A new window has started") or 0 ("No changepoint"). Due to various reasons, discussed later, currently, the ChangePoints predictions are subject to both false positive (mainly) and false negative errors. This is why it can’t be used alone and should be backed by the stage two model - "TrendOrFlat". TrendOrFlat is launched when the possible start of a new tendency is detected, i.e. "Change points" returns “1”. It is important to note that once the changepoint signal occurs, we come to recognize the starting point of the new tendency, but we do not know how long it will last or when the endpoint will occur. To identify the tendency inside the new window TrendOrFlat model initially analyzes the first few, say 6, days of it, then first 7 days, then 8, etc., returning the values “1” ("Upward trend"), “-1” ("Downward trend") or “0” ("No trend/Flat") for each period. Shortly after the start, TrendOrFlat is more likely to produce incorrect predictions, but as the window widens, the tendency identification should become more and more accurate. The process continues up until a new positive signal from ChangePoints occurs, indicating the start of a new window for which the routine repeats. The final results of modelling are determined upon TrendOrFlat output. The whole process, run for a set of instruments on the chosen time period, will be referred to as 'pipeline'.

6 Train and test sample

In order to evaluate the generalizing power of the model we traditionally divide the dataset into train and test samples. These samples should be independent, otherwise, the quality metrics would be misleadingly inflated. We considered three possible options for train/test split with the more or less standard proportion of 70 to 30:

1. Standard random split for records turned out to be totally inapplicable in our case. As mentioned before, different experts could label the same data points. Sometimes their expertise would match. This results in 6 199 781 (67,5%) duplicate records for the ChangePoints model. They would be present in both train and test samples and thus break the condition of independence. We could of course manually exclude duplicates from the ChangePoints dataset. But since ChangePoints and TrendOrFlat use different sets of features, it would still be complicated to exclude intersection between train and test samples for these models (an element from the test sample for ChangePoints might appear in TrendOrFlat train sample and vice versa);

2. Split by source. The proportion between the number of records in Source I and Source II datasets is roughly 80(Source II) to 20 (Source II) which makes a natural
split between train and test. Except for one stockname, which hardly accounts for 0.2% of records, the datasets do not have intersections in labelled datapoints. However, the correlation arises from the common time period: from 2007-08-01 to 2017-05-24. Since the quotes are taken from the same marketplace, even if the stocknames are different, they still follow global market tendencies present in a certain time period. This again will break the condition of independence, though less obviously.

3. Split by date. To ensure the independence of data, our final choice is to use 70% of older data as a train set and the remaining 30% as a test set. The split date is October 14th, 2014 if both Source I and Source II are analyzed and November 6th, 2014 if only Source II is used.

7 ChangePoints model

We start with the ChangePoints model and its features. It so happened that this model is subject to various complicated issues, while TrendOrFlat works fairly smoothly.

First of all, we need to deal with the target variable – we shall call it “NewTrigger”. It should take the value “1” the day the tendency changes and remain “0” otherwise. The original dataset contains the “Type” feature and the “IdSelect” feature. The change in either of these values can be thought of as a changepoint. The natural and easier choice would be to extract the “NewTrigger” variable from the change in the “Type” value. However, this leads to missing a number of crucial changepoints, where the trend changes its direction. For example, if a downward trend is closely followed by an upward trend, both these tendencies will be marked as “Trend”, while, obviously, they are absolutely different. Luckily such few but important cases were marked by different “IdSelect” values, which made it possible to determine “NewTrigger” without loss of accuracy.

As for the input features, they should comply with the task conditions: the model should be independent of any specific stock, market, or time period and can have only a minor time lag. That means we can’t use date, stockname and absolute price or volume values as input variables (since they are stock-specific), neither can we scale by such values if they are not available at a given date – say, year average will be unknown until the end of the year. On the other hand, to see the change in tendency, we need to compare data before and after the changepoint, so some time lag is inevitable. We opted for 5 business days before and after the current date, since it roughly corresponds to one business week. The use of older data (6 days before today, etc) is also possible but will result in a number of additional variables. The use of future data determines the lag of the model and its increase is undesirable. The list of ChangePoints features is presented below (see Table 3), totaling 22 input variables plus 1 target.
Table 3. ChangePoints features

| Features          | Description                                                                 | Logarithmic                                                                |
|-------------------|-----------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Close-1, Close-2,…. Close-5 | Ratios of the 5 previous closing prices (today minus 1, minus 2 and so on) to the current closing price. | The natural logarithms of the corresponding ratios, or the difference between the logarithms of numerator and denominator. |
| Close1, Close2,…. Close5  | Ratios of the 5 future closing prices (today plus 1, plus 2 and so on) to the current closing price. |                                                                               |
| Volume-1, Volume-2,…. Volume-5 | Ratios of the 5 previous trading volumes (today minus 1, minus 2 and so on) to the current trading volume. |                                                                               |
| Volume1, Volume2,…. Volume5  | Ratios of the 5 future trading volumes (today plus 1, plus 2 and so on) to the current trading volume. |                                                                               |
| High               | The ratio of today’s maximum price to the closing price                       |                                                                               |
| Low                | The ratio of today’s minimum price to the closing price                       |                                                                               |
| NewTrigger         | Target variable, indicating whether the change in tendency has occurred today or not. |                                                                               |

First, the raw features were used for modelling. Later it appeared more appropriate to use natural logarithms instead since they are less subject to the spreads in absolute values. Furthermore, it turned out that experts were using logarithmic price scales when labelling the data. However, the quality of the model didn’t sufficiently improve just after introducing logarithmic variables. This fact has at least two explanations: first - the spread in absolute values within 2 business weeks is not that terrible to be improved by logarithms, second – other issues have a greater impact on the quality of the model.

7.1 Contradicting labels issue

It was previously mentioned, that when several experts label the same datapoints, their expertise does not necessarily coincide (see Fig. 8). There are three major reasons for that:

1. They are different traders. One would see a long upward trend, the other would see two middle-term trends interrupted by a short downward or flat period. Where the first sees no changepoints, the other would see two.
2. They may have misunderstood the task or completed it without due zeal.
3. Since the labelling was done in a GUI by mouse-clicking, technical blots might have occurred - one might fail to select the precise datapoint because of improper screen settings or poor eyesight.
Fig. 8. Contradicting labels. Blue lines illustrate “Flat”, red lines illustrate “Trend”, orange illustrate regions where experts’ opinions coincide (maybe partly).

Altogether this results in several thousands of records with identical input features but different target values. Literally every positive “NewTrigger” record has a negative contradict. To suppress this issue, the following strategies have been introduced:

1. Averaging the experts’ opinions or voting. We convert the “Type” labels into numbers (“1” for the upward trend, “-1” for the downward trend and “0” for “No trend/Flat”), average them and round up. Suppose for a certain data point 3 out 6 experts (>=50%) say “1”, and the others say “0, then the rounded average is “1” – upward trend. The pitfall of this approach is that it is majority-oriented and assumes all the experts are equally skilled or diligent.

2. Triggers correction. This alternation to data targets the technical blot issue. It forcibly pulls the start of the upward trend to the local (+/-5 days) minimum, and the start of the downward trend to the local maximum. Applying these corrections decreased the number of contradictions by 8-18% depending on the dataset.

3. Excluding irrelevant experts. The best results of the modelling were achieved after leaving only experts D and G. These experts were the main stakeholders of the research, with greater experience and motivation.

4. Ignoring the contradictions. Having several opinions is not always a flaw. We may leave the contradicting records, assuming their share is small, and let the machine learn from these contradictions. The major pitfall of this approach is that traditional classification quality metrics (Accuracy, AUC, Precision, Recall, F-Score) will become irrelevant since there is no “ground truth” anymore[2]. The classification output is often presented in probabilities, the threshold of 0.5 is used by default to decide between classes. The contradictions are likely to “spoil” the classifier, but we can use custom threshold levels to control the level of confidence.
7.2 Imbalanced dataset issue

From a formal point of view, the ChangePoints model is a binary classification model. Basically, by training a model we mean finding the optimal set of parameters that will minimize the specific loss function. The loss function measures the discrepancy between the values of the target variable ("ground truth") and predictions, calculated for the whole sample. In a perfect situation, the proportion between classes should be close to 1:1, otherwise, the observations of a minority class would be "suppressed" by the majority. In other words, the mistakes on minority class observations would hardly influence the loss function. In highly imbalanced datasets this might lead to the total ignorance of the minority class, while this class can be especially important for the researcher. The traditional classification quality metrics, on the contrary, would perform quite well, unless you drill down into the contingency matrix or evaluate the performance on the minority and majority classes separately. Unfortunately, our dataset is highly imbalanced: records where "NewTrigger" equals "1" (positives) are the minority class. That is natural because we seek changepoints of middle-and long-term tendencies which would happen only once in several hundred business days.

Below are the figures for the list of selected ChangePoints models with different dataset options (see Table 4). Duplicate rows were excluded. As we can see, while averaging excludes contradictions, it makes the imbalance even more prominent.

Table 4. ChangePoints models with different dataset options. The figures are given for train sets only. The split date is October 14th, 2014 for Source I + II option November 6th, 2014 for Source II.

| Model Id | Logarithmic | Averaging | Trigger correction | Source (split by date) | Experts | Balance | Contradictions (% out of positives) |
|----------|-------------|-----------|--------------------|------------------------|---------|---------|-------------------------------------|
| ChP20    | False       | True      | False              | Source II              | All     | 357:1   | 0                                   |
| ChP22    | False       | False     | False              | Source II              | All     | 76:1    | 12 443/100%                         |
| ChP26    | True        | False     | True               | Source I+II            | All     | 78:1    | 14 987/99,5%                        |
| ChP27    | True        | False     | True               | Source I+II            | All     | 98:1    | 10 163/99,8%                        |
| ChP28    | True        | N/A       | True               | Source II              | G       | 290:1   | 0                                   |
| ChP29, 30| True        | False     | True               | Source I+II            | D and G | 154:1   | 6 184/84%                          |
| ChP31    | True        | True      | True               | Source I+II            | D and G | 330:1   | 0                                   |

To contend with the imbalanced dataset issue, one can use special oversampling or undersampling techniques. They create a synthetic dataset, balancing classes by either boosting the minority or sampling from the majority. These synthetic datasets are then used to train the model. Another option is to keep balance by correcting the algorithm
performance directly depending on whether we deal with the item from the majority or the minority class. No alterations to the initial dataset are needed in this case.

7.3 Quality evaluation issue

As we can see, there are at least two important groundings against traditional classification quality metrics (Accuracy, AUC, Precision, Recall, F-Score): they can be misleading both due to “ground truth” contradictions and highly imbalanced dataset. But we will find another reason to consider them irrelevant if we remember the time series issue. In a common classification model, the records are absolutely independent and if we shift the prediction of “1” to the neighboring record, we’ll have a completely different result. But with the ChangePoints model, shifting one day back or forward will result in only a very minor change in terms of profit. This brings us to the conclusion that the most relevant quality metrics for such kind of models are those profit-related.

7.4 Changepoints XGBoost realization

There are a number of classification algorithms – e.g. logistic regression, Bayesian classifier, SVM, neural networks, decision trees and their ensembles. Out of all these diversities, it is gradient boosted ensembles that account for best modeling results during the last couple of years. The modelling in this research was completed with XGBoost (version 0.7.post3, Python 3.6), one of the technical realizations of gradient boosting [33]. The key idea of using decision tree ensembles instead of decision trees themselves is to address the problem of overfitting: while being able to perfectly describe the known data, single trees may fail to generalize dependencies. Technically this means that the prediction error will have a relatively low bias, but quite a big variance. It can be shown, though, that ensembles (or compositions) of trees have the same low error bias as single trees, but smaller variance. Moreover, the variance of the error is the less the lower the correlation between the algorithms. Random forests methodology suggests the way to build decision trees in such a way to make their predictions almost independent, which is achieved by training each algorithm on a different subset of initial data. Specifically, it employs bootstrapping for samples and random subsets for features. To keep low error bias, the trees need to be deep, but their number must be enough to provide low variance. These requirements, obviously, result in resource intensity, especially for large datasets. Gradient boosting suggests a different approach for ensembling single algorithms: the trees are added recurrently, and each new tree is designed in a way to correct the error of the composition of previously added trees [32].

Another advantage of the XGBoost algorithm is that it allows controlling the imbalanced dataset issue by directly setting the hyperparameter “scale_pos_weight” to the proportion between the negative (majority) and positive (minority) classes in the dataset (“balance”), ensuring the parity between the classes while training the model [34]. The best hyperparameters were searched by grid search/randomized grid search procedures, but after several iterations, it became obvious that it is mainly 4 hyperparameters that matter and even they do not alter the result crucially. Partly it is due to the label inconsistency issue, and partly - due to the highly imbalanced dataset, and of course – the
feature choice might be improper. Besides we should remember that the final quality metric (profit) can be evaluated only after the whole pipeline is run and we can’t yet formally assess the contribution of ChangePoints or TrendOrFlat to the final result. The ChangePoints traditional quality metrics however can be seen as a rough indicator of the overall model performance. They can be used to choose between concurrent ChangePoints modifications and fair enough we may assume that models with higher AUC or F-Score metrics are likely to give better results in terms of profit.

7.5 Selecting model hyperparameters

There are two sets of hyperparameters to consider while training the ChangePoints model.

The first set of hyperparameters concerns the data we use to train the model. As mentioned before, we may opt for logarithmic data instead of raw, choose to average experts’ opinions or not, use trigger corrections or deal without them, as well as select certain sources (use both sources or only the “cleaner” second one) and experts. Varying these options results in different datasets (see Table 4).

The second set of hyperparameters are the XGBoost hyperparameters themselves currently totaling a minimum of 20 items. Some of them are purely technical and influence the speed and capacity of the algorithm, some can be set to default values, while others require a more attentive approach. To choose the best combination one can implement full grid search or randomized grid search procedures, though this might turn out to be very time-consuming. During this research, one full grid search and one enlightened randomized grid search procedures were conducted for the models with ids “ChP30” and “ChP31” accordingly.

The scope of grid search for “ChP30” covered the following parameter combinations can be found in Table 5 (others are set to default).

Table 5. GridSearch options for “ChP30”

| Selected Model Hyperparameters | Grid | Description |
|-------------------------------|------|-------------|
| n_estimators                  | 500,100 (default 100) | Number of boosted trees to fit. |
| max_depth                     | 3,7,10,15 (default 3) | Maximum tree depth for base learners |
| reg_lambda                    | 1,1.5,2.5,10,0 (default 1) | L2 regularization term on weights |
| scale_pos_weight              | Balance =154 (default 1) | Balancing of positive and negative weights |
| learning_rate                 | 0.1 (default 0.1) | Boosting learning rate |
| reg_alfa                      | 0 (default 0) | L1 regularization term on weights |

2 Due to the unexpected kernel shutdown only the options reg_lambda =5 and 10 were tried for the combination n_estimators=100 and max_depth=15. This however did not influence the conclusions.
The scoring criterion was set to 'f1_macro' (the mean of the binary F1-score metrics, giving equal weight to each class) to highlight the performance of the minority class. $F1_{macro}=1$ would mean we archived the perfect result for both classes, while $F1_{macro}=0.5$ would mean that we failed on the minority class.[35]

The implementation of 5 folds cross-validation for each of 59 candidates totaled 295 fits, which took approximately 6 days for a 2.4 GHz 32 GB RAM machine to process. The results, however, were not quite impressive. Increasing the maximum tree depth and the L2 regularization term generally improves the model both for 100 and 500 estimators. 500 estimators perform sufficiently better than 100 until the maximum tree depth does not exceed 10. If we set the maximum tree depth to 15, 100 estimators show higher results. Unfortunately, all the $F1_{macro}$ scores vary only from 0.46 to 0.54, which means the minority class is almost suppressed by the majority. The best hyperparameters are $\{n_{estimators}=100, \text{max}\_\text{depth}=15, \text{reg}\_\text{lambda}=10\}$, with a score of 0.54. The best score for $\{n_{estimators}=500, \text{max}\_\text{depth}=7 \text{ and reg}\_\text{lambda}=10\}$ is quite close and equals to 0.531. The general idea is that we should use either lots of base learners or make each learner deeper. As the number of trees or their depth increases applying the L2-regularization term is needed to prevent overfitting. It should be also noted that the difference in score is minor compared to the duration of a 5-fold run: 80 mins for 500 estimators vs 41 mins for 100 estimators.

Consequently, the grid search for the ChP31” was enlightened to the randomized grid search with minimum parameters to explore (Table 6).

Table 6. The randomized grid search options for “ChP31”.

| Selected Hyperparameters | Grid | Description |
|--------------------------|------|-------------|
| subsample | 0.8 (default 1) | Subsample ratio of the training instance |
| seed /random_state | 42 | Random number seed. Fixing the seed ensures we can reproduce the run |
| n_jobs/ nthread | -1 | The number of parallel threads used to run XGBoost. “-1“ means using all possible threads. |

| Selected Model Hyperparameters | Grid | Description |
|--------------------------|------|-------------|
| n_estimators | 100 (default 100) | Number of boosted trees to fit. |
| max_depth | 7,10,15 (default 3) | Maximum tree depth for base learners |
| reg_lambda | 0.7,10 (default 1) | L2 regularization term on weights |
| scale_pos_weight | balance =330 (default 1) | Balancing of positive and negative weights |
| learning_rate | 0.1,0.5 (default 0.1) | Boosting learning rate |
| reg_alfa | 0 (default 0) | L1 regularization term on weights |
The best score was earned by the combination of \{n_estimators=100, max_depth=15, reg_lambda=10, subsample=1, learning rate=0.1\} but, again, is quite low due to even more imbalanced dataset: F1_merco= 0.525.

The grid-search routines were not executed for the other models. They are quite time-consuming but the overall benefit in quality varies lightly. It might be assumed that the best (or close to them) combinations of hyperparameters would earn equally good results even if the dataset is a bit different. The combination applied to the models ChP21-29 was chosen rather empirically but appeared to be fairly close to the optimal: \{n_estimators=500, max_depth= 7, reg_lambda=3, subsample=1, learning rate=0.1, scale_pos_weight=balance\}.

### 7.6 ChangePoints performance overview

Below are the AUC and F-score results of the selected ChangePoints models (Table 7).

| Model Id | Train set | Test set | Balance |
|----------|-----------|----------|---------|
|          | AUC | F-score | # of Records | AUC | F-score | # of Records |
| ChP20    | 100.00% | 100% (62%)* | 981 622 | 50.13% | 99% (0%)* | 420 405 | 357:1 |
| ChP22    | 96.30% | 98% (38%)* | 996 870 | 54.38% | 97% (3%)* | 427 019 | 76:1 |
| ChP26    | 96.23% | 93% (17%) | 1 170 211 | 84.53% | 92% (12%) | 505 377 | 78:1 |
| ChP27    | 97.75% | 94% (17%) | 994 288 | 84.54% | 94% (12%) | 426 623 | 98:1 |
| ChP28    | 99.96% | 98% (19%) | 982 401 | 88.62% | 98% (7%) | 420 487 | 290:1 |

* As part of an experiment the calculation for the model ChP20 was carried with a threshold level of 52% to decide between classes. The threshold of 60% was used for the model ChP22. This does not influence AUC figures, but slightly changes F-score (marked with "*"). For all the other models the default threshold of 50% was used.
| Model Id | Train set | Test set | Balance |
|----------|-----------|----------|---------|
|          | AUC | F-score | # of Records | AUC | F-score | # of Records |
| ChP29    | 98.79% | 95% (14%) | 1,163,688 | 86.07% | 95% (8%) | 498,845 |
| ChP30    | 99.73% | 98% (32%) | 1,163,688 | 85.21% | 97% (10%) | 498,845 |
| ChP31    | 100% | 99% (34%) | 1,156,251 | 86.43% | 99% (6%) | 494,594 |

It should be noted that all the models, except the first two, show quite high AUC values on test sets. The low AUC scores (around 50%) mean that the predictions are almost random, probably due to the lack of trigger correction. The overall F-score is also very high, but the situation changes if we split the results between the majority and the minority classes. F1-score is the harmonic mean of precision and recall. Drilling down we can see that the low values of F1-score on the minority subset are mainly due to the extremely low precision - the rate of true positives among all predicted positives. This means, our model creates too many “false alarms”, detecting non-existent change-points even on the train dataset. On the test set the recall value falls as well, meaning that a vast amount of true changepoints is also missed.

To illustrate this, we bring up the detailed characteristics of the model ChP29 (see Table 8), which demonstrated the best result on the pipeline. The results of the other models are quite similar.

| Table 8. The detailed characteristics of the “ChP29” performance. |
|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
|                   | Train             | Test              |
|                   | Precision | Recall | F1-score | Precision | Recall | F1-score |
| Majority (New Trigger = 0) | 100% | 92% | 96% | 100% | 92% | 95% |
| Minority (New Trigger = 1) | 8% | 99% | 14% | 5% | 58% | 8% |
| Avg/total         | 99% | 92% | 95% | 99% | 91% | 95% |

On the other hand, we should remember, that AUC and F1-score are only the rough indicators of the ChangePoints model performance and we can make conclusions only after we run the pipeline.

8 TrendOrFlat model

Again, we shall start with the choice of features. We aim to recognize the tendencies inside the windows. The model should be suitable for any stock, market, time and –
ideally—window length. More than that, it should be capable of recognizing the tendency from its small patch. Below is the list of suggested features (5+1 target) and the intuition behind them (see Table 9).

| Feature    | Description                                                                                                                                 |
|------------|--------------------------------------------------------------------------------------------------------------------------------------------|
| RegClose   | The slope of the linear regression line for daily closing prices (logarithmic or not). The RegClose value for flat periods should be around zero and positive or negative for upward or downward tendencies respectively. The choice of daily closing prices (not open, high, or low) is backed by the experts' opinion: the closing price summarizes the events the day. |
| CloseR2    | The R2 coefficient of the linear regression line for daily closing prices (logarithmic or not). Indicates the degree of confidence in our regression estimates. If the slope is positive or negative but R2 is close to zero, then we should be less confident in the presence of a trend. |
| RegVol     | The slope of the linear regression line for daily volumes (logarithmic or not). It is thought that volumes “support” trends. They rise in case of trend and stay stable if nothing happens. |
| VolR2      | The R2 coefficient of the linear regression line for daily volumes (logarithmic or not). Similarly to CloseR2, indicates the degree of confidence in our regression estimates. |
| LenTrend   | The length of tendency (or the width of the window) in business days. We should be more confident in linear regression indicators if they are obtained from bigger datasets (longer tendencies) than for those which count several elements only. |
| NewTypeBool| Target variable. The Boolean analog of the “Type” field. It takes the value “1” in case of trend and “0” otherwise. These variables do not contain absolute values, which makes them suitable for any asset. |

8.1 Dataset overview

The dataset for the TrendOrFlat model is different from that for the ChangePoints since now we are dealing with time periods, not separate trading days. The size of the dataset equals the total number of windows marked by experts. Since we opted for the train/test split by date, the split date is October 14th, 2014 for the models exploiting both Source I and Source II, and November 6th, 2014 if only Source II is used. We do not care about the contradictions this time, because we can hardly expect coinciding feature vectors—each window is somehow different. Even trigger correction is unnecessary because minor errors, while important for detecting the precise changepoints, will have minimal impact on the TrendOrFlat features. Neither do we care about the imbalance problem, since, as can be seen from the table, the ratio between positive and negative classes is roughly equal.
But what we should take into attention, is the ability of the model to recognize tendencies by their parts. To ensure this we supplemented the initial dataset, which contained full windows only, by feature vectors extracted from 5, 10, 20...90% parts of full windows. For example, to find the characteristics for the 20% part of the window, we simply take the first 20% of the tendency (in days) and calculate the feature values as if it was a full tendency.

This approach however might result in the appearance of super-short tendencies which can be considered as noise. To deal with this issue we drop off all the records with LenTrend<6. This choice is explained by the 5-day lag of the ChangePoints model, so anyway we won’t need to recognize the tendencies that last less than 6 days. The characteristics of data sources for different TF models are given in Table 10.

| Model Id | Logarithmic | Source (split by date) | Experts | Balance | Number of full windows | Total number of records |
|----------|-------------|------------------------|---------|---------|------------------------|------------------------|
| TF9      | False       | Source II              | All     | 1:1     | 16 759                 | 166 912                |
| TF11     | True        | Source I+II            | All     | 1:19:1  | 23 596                 | 232 870                |
| TF12     | True        | Source II              | All     | 1:02:1  | 16 116*                | 162 224*               |
| TF13     | True        | Source I+II            | D and G | 1:22:1  | 9 603                  | 97 225                 |

8.2 TrendOrFlat performance overview

TrendOrFlat model is also a binary classification model. We used the XGBoost algorithm again with the following set of hyperparameters: \{n_estimators=100, max_depth=5, reg_lambda=3, learning_rate=0.2, seed=42, nthread=-1\}. All the other hyperparameters were set to the algorithm default values. As we have noticed before, it is mainly the first three elements that influence the performance of the model. The number of base learners (n_estimators=100) and their maximum depth (max_depth=5) determine the level of complexity of the model while the L2-regularization term (reg_lambda=3) prevents overfitting if the model is too complex. From the ChangePoints model we know that even for a dataset containing a million records and 22 features, 100 estimators are enough. The TrendOrFlat dataset is much smaller, so no deep trees are required, consequently, the L2-regularization term can be set to a smaller value. The selected combination of hyperparameters provided good performance, so no grid search routines were executed (see Table 11).

---

4 Due to technical reasons the period from October 14th to November 6th 2014 was excluded from the trainset of the TF12 model (marked with “*”). Both models TF11 and TF12 had October 14th 2014 as a breakpoint between train and test set. This explains the slight difference between the number of records in TF9 and TF12 datasets, which are based on the same source.
Table 11. TrendOrFlat performance overview.

| Model Id | Train set | Test set |
|----------|-----------|----------|
|          | AUC       | F-score  | Accuracy | # of Records | AUC       | F-score  | Accuracy | # of Records |
| TF9      | 83.41%    | 75%      | 75.29%   | 166 912     | 76.25%    | 69%      | 69.65%   | 101 215     |
| TF11     | 83.34%    | 76%      | 75.97%   | 232 870     | 77.94%    | 72%      | 72.11%   | 135 145     |
| TF12     | 83.44%    | 75%      | 75.23%   | 162 224     | 76.17%    | 70%      | 70.42%   | 101 112     |
| TF13     | 85.86%    | 77%      | 77.48%   | 97 225      | 81.86%    | 74%      | 74.48%   | 53 224      |

The F-score, precision and recall values do not vary within classes because the datasets are balanced, and all these metrics stay around 70-75% (Table 11). But we will see some difference if we look at the model performance for several tendency proportions. Below are the statistics for the TF13 model, the others behave similarly (Table 12). Even for very small parts of trends the classification quality is around 70% and sufficiently increases up to 90-95% when 80% days or more are shown to the model. That means that the TrendOrFlat model is likely to correct ChangePoints pitfalls. Also note, that if the output of the model is 1 (“Trend”) we can easily determine the trend direction from the RegClose value (positive for upward trends and negative for downward).

Table 12. The behavior of the TF13 model for different tendency proportions.

| Proportion of tendency | Train set | Test set |
|------------------------|-----------|----------|
|                        | AUC       | Accuracy | AUC       | Accuracy |
| 5.0%                   | 71.4%     | 59.4%    | 57.7%     | 53.1%    |
| 10.0%                  | 72.2%     | 63.6%    | 66.6%     | 62.5%    |
| 20.0%                  | 76.1%     | 69.9%    | 70.5%     | 66.7%    |
| 30.0%                  | 79.6%     | 72.6%    | 73.6%     | 68.4%    |
| 40.0%                  | 82.9%     | 75.5%    | 77.2%     | 71.6%    |
| 50.0%                  | 85.7%     | 78.0%    | 81.4%     | 74.7%    |
| 60.0%                  | 88.3%     | 80.0%    | 85.1%     | 77.6%    |
| 70.0%                  | 91.0%     | 83.0%    | 87.7%     | 80.4%    |
| 80.0%                  | 93.4%     | 85.5%    | 89.8%     | 82.5%    |
| 90.0%                  | 94.9%     | 87.3%    | 91.8%     | 84.2%    |
| 100.0%                 | 95.9%     | 87.9%    | 93.7%     | 85.5%    |

9 Pipeline results

The pipeline logic is described at the beginning of the paper. Here we shall concentrate on the discussion of the specific quality metrics.
Each time the upward trend is detected, we can virtually buy a unit of stock and sell it at the end of the tendency. Our profit, in percentage, can be calculated the following way:

\[ \text{Profit}_{\text{up}} = \frac{\text{Close}_{t温暖} - \text{Close}_{t温暖}}{\text{Close}_{t温暖}}, \]

where \( \text{Close}_{t温暖} \) is the daily closing price at the beginning of the trend, \( \text{Close}_{t温暖} \) - the daily closing price at the end of the trend. – is the daily closing price at the beginning of the trend, \( \text{Close}_{t温暖} \) - the day closing price at the end of the trend.

For the downward trend, the formula is inverse: we first sell and then buy back for a lower price:

\[ \text{Profit}_{\text{up}} = \frac{\text{Close}_{t温暖} - \text{Close}_{t温暖}}{\text{Close}_{t温暖}}. \]

Recalling, that the direction of the trend can be determined by the slope of the regression line, we can combine the two formulas:

\[ \text{Profit} = \text{sign}(\text{RegClose}) \cdot \frac{\text{Close}_{t温暖} - \text{Close}_{t温暖}}{\text{Close}_{t温暖}}, \]

where \( \text{sign}(\text{RegClose}) \) is the sign of the RegClose value, calculated for that trend. For each stock involved in the pipeline run the following statistics were calculated (Table 13):

**Table 13. The basic pipeline performance indicators**

| Indicator | Description |
|-----------|-------------|
| Profit    | The sum of all profits earned during the time in position, in %. We open a long position for the upward trend, and a short – for the downward trend. The sum of Profit_lng and Profit_sht. |
| Days_in   | The total number of business days in position (the total length of all the identified trends). The sum of Days_in_lng and Days_in_sht. |
| Times_in  | The number of times the position was opened (the number of trends identified). The sum of Times_in_lng and Times_in_sht. |
| Profit_lng| The sum of all profits earned during the time in a long position, in % |
| Days_in_lng| Total number of business days in long position (the total length of all the identified upward trends) |
| Times_in_lng| The number of times the long position was opened (the number of upward trends identified) |
| Profit_sht| The sum of all profits earned during the time in a short position, in % |
| Days_in_sht| Total number of business days in short position (the total length of all the identified downward trends) |
| Times_in_sht| The number of times the long position was opened (the number of downward trends identified) |

Using these statistics, we can compare the behavior of the concurrent models for the same stocks and time periods. But the results vary significantly from stock to stock, so we will need more general metrics to compare (Table 14).
Table 14. The additional pipeline performance indicators

| Indicator   | Description                                                                 |
|-------------|-----------------------------------------------------------------------------|
| numStocks   | The number of stocks in the pipeline, %                                      |
| Profit      | The sum of all profits earned during the time in position (for all the stocks) |
| Days_in     | The total number of business days in position (for all stocks)               |
| Times_in    | The number of times the position was opened (for all stocks)                 |
| DayProfit   | The profit per one day in position, %: DayProfit = Profit / Days_in          |
| YearProfit  | dayProfit scaled per annum, %: YearProfit = DayProfit * 250, where 250 is the average number of business days in a year |
| YearProfit_avg | The average annual profit, including the days not in position, %: YearProfit_avg = Profit / number of datapoints * 250 |

To compare models, the last two indicators - YearProfit and YearProfit_avg - are the most informative, because they are independent of the length of the time period and the number of stocks in the pipeline. From a business point of view, it might also be important to see how many times we opened the positions or what was the proportion between short or long for each stock, because it influences the additional costs of trading.

YearProfit shows how much profit, in percentage, one would gain on the money invested into assets if it was working during the whole year. But in reality, trends alternate with flat periods, so the money is not working all the time. YearProfit_avg shows profit including flat periods when no investments are made and of course will be smaller than YearProfit. To be more precise, we should, however, not consider flat periods as zero-profitable, since money can be put on overnight deposits. But for the purpose of this paper, we will treat the YearProfit_avg indicator just as a measure of effectiveness in identifying trading opportunities which results in bigger total profits for a chosen set of stocks and time period.

The main pitfall of YearProfit and YearProfit_avg metrics is that they are not normalized, so solely by their values we can’t definitely say what is a good result. But we can compare our results with those, calculated on the same datasets labelled by real experts or even the virtual “average” expert. We should bear in mind, however, that experts were dealing with historical data, or “saw the future”, so their profits are bound to be much and much higher.

Below are the metrics, calculated for the different experts on two test sets (Table 15).

Table 15. The performance of experts (the ideal “ground truth”)

| Experts | Source I+II (test set) | Source II (test set) |
|---------|------------------------|-----------------------|
|         | YearProfit (%) | YearProfit_avg (%)   | YearProfit (%) | YearProfit_avg (%) |
| A       | 57,0                | 30,2                  | 54,4          | 28,7               |
| B       | 45,7                | 28,4                  | 45,1          | 27,9               |
As we can notice, the experts D and G show the best results, while the performance of the “Average” expert (a product of our struggle with contradictions, when experts’ opinions were averaged) is comparatively poor. This actually explains, why models, based on D and G experts labels (ChP28-30), perform better than others, and why averaging in models ChP20 and ChP31 didn’t much improve the modelling results (though excluded contradictions).

The results of pipelines are presented below (Table 16). It was mentioned previously, that our ChangePoints models produce two much “false alerts”, indicating non-existent changepoints. To deal with this we can increase the classification thresholds (default 0.5) to 0.6 or even 0.8 values. A couple of such experiments was run, though, unfortunately, this approach didn’t bring much improvement: as the model also produces false negatives, we started missing the true changepoints.

Table 16. The pipeline performance

| ID Pipeline | Expert | Averaging | Train source (split by date) | Test source (split by date) | Year Profit | YearProfit_avg |
|-------------|--------|-----------|------------------------------|-----------------------------|-------------|----------------|
| ChP20_TF9   | All    | True      | Source II                    | Source II                   | 0.65        | 10.1           |
| ChP22_TF9   | All    | False     | Source II                    | Source II                   | 0.65        | 10.8           |
| ChP26_TF11  | All    | False     | Source I+II                  | Source I                    | 0.85        | 6.4            |
| ChP26_TF11  | All    | False     | Source I+II                  | Source II                   | 0.85        | 16.7           |
| ChP27_TF12  | All    | False     | Source I+II                  | Source II                   | 0.5         | 19.3           |
| ChP28_TF12  | All    | False     | Source I+II                  | Source II                   | 0.5         | 28.9           |
| ChP27_TF12  | All    | False     | Source II                    | Source I                    | 0.85        | 0.2            |
| ChP28_TF12  | All    | False     | Source II                    | Source II                   | 0.85        | 8.4            |
| ChP28_TF12  | G      | N/A       | Source II                    | Source II                   | 0.5         | 11.3           |

| Experts | Source I+II (test set) | Source II (test set) |
|---------|------------------------|----------------------|
|         | YearProfit (%) | YearProfit_avg (%) | YearProfit (%) | YearProfit_avg (%) |
| C       | 61.8                  | 17.9                | -              | -                 |
| D       | 62.5                  | 27.9                | 62.5           | 27.4              |
| E       | 30.6                  | 15.9                | -              | -                 |
| F       | 39.3                  | 17.8                | -              | -                 |
| G       | 70.5                  | 26.8                | 68.6           | 26.9              |
| H       | 49.3                  | 32.1                | 45.8           | 31.4              |
| I       | 49.9                  | 20.8                | 46.4           | 19.1              |
| "Average" | 31.1              | 14.1                | 31.1           | 15.4              |
| ID Pipeline | Expert | Averaging | Train source (split by date) | Test source (split by date) | Year Profit | Year Profit_avg |
|-------------|--------|-----------|-----------------------------|-----------------------------|-------------|-----------------|
| ChP28_TF12 | G      | N/A       | Source II                   | Source I                    | 0.7         | -4.1            |
| ChP28_TF12 | G      | N/A       | Source II                   | Source II                   | 0.7         | 9.1             |
| ChP29_TF13 | D and G| False     | Source I+II                 | Source I+II                 | 0.5         | 28.8            |
| Ch30_TF13  | D and G| False     | Source I+II                 | Source I+II                 | 0.5         | 22.6            |
| Ch31_TF13  | D and G| True      | Source I+II                 | Source I+II                 | 0.5         | 18.1            |

Clearly, the best result is obtained by the combination of ChP29 and TF13 models (highlighted in bold). This pipeline shows both best `YearProfit` and `YearProfit_avg` values. Of course, they are much more modest than ground truth, but, again, the experts were using historical data. Nevertheless, having nearly 30% on investment per annum looks quite impressive. Unfortunately, the model still did miss a lot of opportunities (76% of records are predicted as flat), so `YearProfit_avg` is not too big. If we add overnight interest paid on flat periods (say, 7%) our average profit will reach 7%*0.76+6.9%=12.2% per annum. Illustrations of model performance are presented in Fig. 9 and Fig. 10.

![Fig. 9. An example of model performance (BIOX)](image-url)
Conclusion

The model presented in the research can be used by both individual and institutional investors. It produces “buy” and “sell” signals when starting or endpoints of trends are identified. The profit earned on days in position can reach 28.8% per annum, but definitely, the result can be improved. Unlike in the traditional approaches, the labels (trend or flat) are not derived from prices but filled manually by experts who worked with stock data as with images. The task is quite challenging since we actually try to ‘digitize’ successful traders’ skills and we can only compare the performance of the model with the performance of the experts themselves. The comparison with the results of other researchers would be inadequate since we use a completely different source for ground truth.

There are several directions for this work:

— Implementing other approaches to deal with contradicting labels and the imbalanced datasets – two major issues which influence the quality of the ChangePoints model. Though the XGboost algorithm tries to correct the proportion between classes, obviously this is not enough. Perhaps certain undersampling technics might improve the situation.

— Selecting other sets of features for the ChangePoints and TrendOrFlat models. Various combinations of technical indicators should be tried for ChangePoints models and probably different time lags and threshold levels. As for TrendOrFlat, the improvement should be concentrated on early tendency identification, i.e. recognizing trends shortly after their start.

— Experimenting with trading strategies, for example, excluding short positions as less profitable and more complicated, ignoring flat periods - that is, closing positions only when we have strong evidence of a new trend, etc.
And finally, totally changing the model structure and using other machine learning algorithms, for example, convolutional neural networks, can also sufficiently improve the model.
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