Abstract—Most dynamic ensemble selection (DES) methods utilize the K-Nearest Neighbors (KNN) algorithm to estimate the competence of classifiers in a small region surrounding the query sample. However, KNN is very sensitive to the local distribution of the data. Moreover, it also has a high computational cost as it requires storing the whole data in memory and performing multiple distance calculations during inference. Hence, the dependency on the KNN algorithm ends up limiting the use of DES techniques for large-scale problems. This paper presents a new DES framework based on fuzzy hyperboxes called FH-DES. Each hyperbox can represent a group of samples using only two data points (Min and Max corners). Thus, the hyperbox-based system will have less computational complexity than other dynamic selection methods. In addition, despite the KNN-based approaches, the fuzzy hyperbox is not sensitive to the local data distribution. Therefore, the local distribution of the samples does not affect the system’s performance. Furthermore, in this research, for the first time, misclassified samples are used to estimate the competence of the classifiers, which has not been observed in previous fusion approaches. Experimental results demonstrate that the proposed method has high classification accuracy while having a lower complexity when compared with the state-of-the-art dynamic selection methods. The implemented code is available at https://github.com/redavtalab/FH-DES_IJCNN.git.

I. INTRODUCTION

Multiple Classifier Systems (MCS) are a good solution for the complex and vast amounts of data that we face today [1], [2]. Different types of MCS have been introduced, but many researchers concluded that Dynamic Selection (DS) could be a better choice for the combination of classifiers [1], [3]. In DS approaches, each given query sample is labeled by an ensemble of base classifiers which are usually selected with regards to their local competence.

Estimation of competence level is a key issue in DS approaches. In this stage, Dynamic Selection Data (DSEL) is used to evaluate the competence level of classifiers. For this purpose, the efficiency of the classifiers in a small region surrounding the query instance on DSEL data is considered as an estimation of the local competence of classifiers [1], [3], [4]. This region is called Region of Competence (RoC) and in most of DS approaches, this region is defined either by the K-Nearest Neighbor (KNN) technique applied in the feature space [1], [5]–[9], clustering [10], [11], potential functions [12], [13] or the KNN applied in the decision space [14]–[17].

KNN-based approaches are more popular; however, they suffer from high complexity in the generalization phase. In this stage, for each query sample, its k nearest neighbors must be found. This means that the distance between the given data point and all samples must be calculated, which endures the system’s huge calculation complexity. Clustering-based approaches reduce this complexity by adopting more coarse grained regions of competence (clusters). They require only require calculating distances to each cluster centroid and then selecting the most competent classifiers according to the nearest cluster. However, the reduction in complexity comes with a significant loss in accuracy compared with KNN-based approaches [1].

Moreover, the selected K-value may not work correctly in all regions (K-value problem), even if it has been optimized using an optimization process. As shown in Figure 1-a, K=5 results in selecting the wrong classifier (C2) while K=3 can select the correct one. Techniques based on potential function aims to solve this problem by not having a K-value and considering all data points during the competence estimation. In this case, it considers a potential function that gives higher weights to the samples closer to the query while decreasing as the distance increases [1]. However, its computational complexity is even higher compared to KNN based approaches as it not only suffers from the high computational cost of calculating the distance between all samples in memory, but it also needs to aggregate the information of the whole set with the application of the potential function.

Additionally, KNN works based on the Euclidean distance that has great sensitivity to the local distribution of data. Hence, a high degree of overlap in the data may lead to a wrong decision (Figure 1-b). Finally, KNN just considers the
samples of RoC, which contain a limited amount of information. Thus, DS techniques can end up limited to the main problems of the KNN technique and new ways of estimating classifier’s competence are needed in order to achieve better classification results while reducing computational cost. Intuitively, defining and storing each classifier’s competence and incompetence areas could increase the labeling speed in the generalization phase. Falling the query sample $x_0$ into the competence region of $c_i$ means that this classifier is competent to classify $x_0$. Figure 2 illustrates the initial idea of this approach to solve the example of Figure 1-a. In this example, the competence of $C_1$ is estimated higher than $C_2$, because the query sample has fallen in the green area of $C_1$. However, defining the domain of such areas is not easy and imposes a large computational complexity on the system, unless some simpler structures are used to represent these areas. In a two-dimensional feature space, we can represent these areas using rectangles. Each rectangle could be defined by only two points. Therefore, its computational complexity will not be high if there are an acceptable number of rectangles to represent all training samples.

**Hyperbox** is a virtual concept that works like these rectangles: however, it is capable of working in high-dimensional spaces. Each hyperbox covers the interior space and a small part of its vicinity. As we move away from the hyperbox, its coverage decreases fuzzily according to a membership function. That is why it is called fuzzy hyperbox [18]. The fuzzy aspect of the hyperbox gives us valuable information outside of the hyperbox, and we can estimate how far the query sample is from the competence or incompetence area of the base classifier. Thus, we can estimate the competence of classifiers even if the query sample falls outside of all hyperboxes. We will discuss hyperboxes in detail in the section II.

In Figure 3, fuzzy hyperboxes are used to represent the competence regions in the examples of Figures 1. As illustrated in Figure 3-a, the query sample is located outside of all hyperboxes. However, it is located close to the hyperbox of classifier $C_1$ (inside its green area of $C_1$). Therefore, this classifier is considered to be more competent than classifier $C_2$.

In summary, this research aims to answer the following research questions: (1) Can the use of fuzzy hyperboxes lead to more accurate dynamic selection approaches? (2) Do the miss-classified samples have enough information to estimate the competence of classifiers? (3) Will the use of hyperboxes lead to reduced computational complexity compared to current DS techniques?

The rest of the paper is organized as follows: In Section II, the background of Fuzzy Hyperboxes is reviewed. The proposed method is discussed in Section III. Finally, the experimental results and conclusion are discussed in Section IV and Section V, respectively.

**II. FUZZY HYPERBOX**

Hyperbox was introduced by Simpson in 1992 as a building block for Fuzzy Min-Max Neural Networks (FMM) [18], [19]. Hyperbox is defined by its two corners named Min ($v$) and Max ($w$) corners. The size and location of the hyperboxes are easily adjustable by changing these two corners. Hyperbox-based learning systems have some features that make them promising tools in machine learning applications: the ability to make soft and hard decisions, scalability, online adaptation, and the ability to model granular data [20].

**A. Learning process**

The learning process of hyperboxes is a single-pass process in which hyperboxes are formed regarding to learning data to cover the needed regions. During this process, for each learning instance $x$, a hyperbox must be found that contains $x$ or is expandable enough to contain this sample. Figure 4 shows how the hyperbox $B_j$ is expanded to involve the sample $x$. In this example, $v_{j2}$ and $w_{j1}$ are changed to expand the hyperbox.

The maximum size of hyperboxes is limited by the user-defined parameter $\theta$ during the learning process. At the end of this process, if no expandable hyperbox is found, a new hyperbox is created.

Each hyperbox is defined by the following equation.

$$B_j = \{v_j, w_j, b_j(x)\} \forall x \in I^n \tag{1}$$

In this equation, $x = \{x_1, x_2, ..., x_n\}$ is a single data point. $w_j = \{w_{j1}, w_{j2}, ..., w_{jn}\}$ and $v_j = \{v_{j1}, v_{j2}, ..., v_{jn}\}$ are...
The membership function of hyperbox is a crucial part of the fuzzy Min-Max neural network technique. It is utilized to quantify the membership grade of an arbitrary instance to the hyperbox $B_j$ (between 0 and 1). The membership function of a hyperbox is usually defined so that the degree of membership inside the hyperbox $B_j$ is equal to one and decreases when the feature point moves away from the hyperbox.

Many membership functions were proposed for hyperboxes. However, the membership function introduced by Gabrys and Bargiela [21] is the most popular membership function among the fuzzy hyperbox's applications [22]. It has a simple structure (only the min and max points), and the membership value monotonically decreases by increasing each side of the hyperbox. This function is defined as follows:

$$b_j(x) = \min_{i=1..n} \left( \min (1 - f(x_i - w_{ij}, \gamma_i)), 1 - f(w_{ij} - x_i, \gamma_i) \right).$$

(2)

Where,

$$f(r, \gamma) = \begin{cases} 1 & \text{if } r \gamma > 1 \\ r \gamma & \text{if } 0 \leq r \gamma \leq 1 \\ 0 & \text{if } r \gamma < 0 \end{cases}$$

(3)

Where $a_i$ is $i_{th}$ dimension of a sample $x$, and $\gamma$ is the sensitivity parameter that regulates the rate with which the membership values decrease out of the hyperbox. However, this membership function has sharp corners, which assigns a higher membership to further samples in some cases. Membership levels around the hyperbox and the mentioned problem of this membership function are shown in Figure 5.

As can be observed, this function assigns the same membership value to the points $P$ and $S$, while $P$ is closer to the hyperbox than $S$.

### III. PROPOSED FRAMEWORK (FH-DES)

Here, a novel DS framework based on fuzzy hyperboxes is introduced, called Fuzzy Hyperbox-based Dynamic Ensemble Selection (FH-DES). In this approach, the competence or incompetence areas of classifiers (Figure 2) are defined by fuzzy hyperboxes.

When hyperboxes are built based on correctly classified examples (Figure 3), they represent regions where the classifiers work well or competence areas. This approach will be called FH-DES-C in the rest of the paper. In contrast, when hyperboxes are built with misclassified samples, the approach is called FH-DES-M, in which hyperboxes represent areas of incompetence. In this case, the classifier whose hyperboxes have a lower membership degree will be farther from query sample $x_q$, so it will be more competent to classify the query sample.

Therefore, the competence of the classifier $c_i$ to classify the given sample $x_q$ is estimated according to the membership function of hyperboxes that belong to $c_i$.

As mentioned in section II, Gabrys’s membership function [21] has some problems in the corners of membership levels. To fix these problems, we introduce a new membership function with smoother borders (SBM):

$$b_j(x_q) = (||ReLU(||o_j - x_q| - (w_j - v_j)/2)||_2)^2$$

(4)

Where $o_j$ is the center of hyperbox $B_j$, $v_j$ and $w_j$ are min and max corners respectively, $||\cdot||_2$ indicates 2-norms, and $ReLU(\cdot)$ is the Rectified Linear Unit (ReLU) function as below:

$$ReLU(a) = \max(0, a)$$

(5)

In Figure 6, the membership levels of SBM is illustrated. The smooth borders of this function help us to solve the mentioned problem in Figure 5.

In this method, all necessary calculations to define competence (or incompetence) areas are performed during the training phase, and only membership values are calculated to label the query sample $x_q$ during the generalization phase. Therefore, the proposed framework is expected to have less complexity than KNN-based approaches. In addition, the computational complexity of FH-DES-M should be less than FH-DES-C. Because the number of misclassified samples is usually less than the correctly classified samples.
In the next step, the ensemble of the most competent classifiers is selected according to a global threshold $\tau_q$. The threshold is defined by Equation 7.

$$\tau_q = \mu \times \max_{i=1..M} (\delta_i(x_q))$$

(7)

In this equation, $\mu$ is a predefined parameter between 0 and 1. Therefore, the final ensemble of classifiers ($\phi$) is formed considering threshold $\tau_q$ as below:

$$\phi(x_q) = \{ c_i | \delta_i(x_q) \geq \tau_q \}$$

(8)

Where $\mu$ is equal to one, only the most competent classifier(s) is selected. On the contrary, when $\mu$ equals zero, all classifiers will be selected. Finally, in the aggregation step, outputs of the selected classifiers are combined with weighted majority voting by associating competence to the classifiers as their weights:

$$\hat{y} = \arg \max_{\lambda} \sum_{l \in \lambda} \delta_i(x_q) \mid c_i(x_q) = l, c_i \in \phi(x_q)$$

(9)

Where $\lambda$ is the set of unique class labels and $l$ represents label of $x_q$. The pseudocode of the generalization phase is represented in the algorithm 1.

**Algorithm 1** Labeling process of $x_q$

**Require:** $\omega, x_q$

- Calculate the membership value of $x_q$ for all hyperboxes.
- Calculate competence of all classifiers by eq (6)
- Select the ensemble of classifiers by eq (8)
- Aggregate outputs of selected classifiers by eq (9)
- Label the given sample

fun =0

In summary, unlike previous DS techniques, in this approach, the strength (competence) or weakness (incompetence) of the classifiers is considered to select the final ensemble of the classifiers, while in current DS approaches, only their strength (competence) is considered as a selection criterion [1].

In addition, the approach solves some problems of the KNN-based approaches, such as the K-value problem, sensitivity to the local distribution, and limited information. Therefore, we expect the proposed method has higher accuracy than KNN-based approaches. In addition, since in the proposed framework, only hyperboxes are utilized in the generalization phase (instead of instances), and the framework contains fewer hyperboxes than samples, it is expected that the proposed approach will be faster than KNN-based DS techniques. This is especially true in the FH-DES-M approach, where hyperboxes are formed based on only misclassified samples.

**IV. EXPERIMENTAL RESULTS**

In this section, the efficiency of the proposed framework is evaluated using 30 datasets and compared with other DS approaches. To have a better comparison, we used a similar
A. Datasets

In our experimental study, 40 different real-world datasets in a wide variety of areas were used. These datasets were selected with different specifications to evaluate different aspects of the proposed approach better. All datasets were collected from OpenML [25], UCI [26] repositories, and previous DS researches. In Table II the utilized datasets and their specifications are listed. The first ten datasets in this table were used to tune the proposed approach’s hyperparameters. The other 30 datasets were used in our comparative study.

B. Performance of the proposed framework in different configurations

To determine the best configuration of the proposed framework, we compare their accuracy over the 30 datasets. Thus, we examined the influence of misclassified samples and the smooth corner membership function on the performance of the proposed framework. Therefore, there are four different configurations of the proposed framework. FH-GC and FH-GM approaches are based on the Gabrys membership function, which uses correct-classified and misclassified samples, respectively. Two others utilize the proposed membership function (SBM). This group contains FH-DES-C and FH-DES-M based on correct-classified and misclassified samples, respectively. The classification accuracy of these approaches alongside their standard deviations is reported in Table III.

We can see in this table that FH-DES-M achieved the highest accuracy in 13 out of 30 datasets. Additionally, this experimental protocol that is used in [1] and [5]. In this experiment, the pool of classifiers contained 100 perceptrons that were generated using the bagging technique [23]. This pool was fixed for all techniques to ensure a fair comparison. In these experiments, each dataset was randomly divided into 50% training data, 25% the dynamic selection dataset (DSEL), and 25% test data. The division was performed by maintaining the prior probability of each class. To implement different algorithms, DESlib toolkit (version 0.3.5) [24] was used. Furthermore, each experiment was conducted using 20 replications and the mean of the evaluation criteria has been reported. In all experiments, the permutation of the SciKit-learn library (Version: 1.0.1) is used as a base classifier. Some of the parameters required in these experiments are reported in Table I.

The proposed framework has two main hyperparameters, including Theta (θ), which defines the maximum size of hyperboxes, and Mu (μ) which defines a threshold to select top base classifiers. Both hyper-parameters are set in the range 0 to 1. To tune these hyper-parameters, we use a similar process to that used by Cruz et al. [5]. Ten different datasets, which have not been used in the comparative study, were used during this process to avoid biased estimation. The tuning experiments were carried out using the same experimental protocol and the optimal values found were θ = 0.27 and μ = 0.90. Therefore, these values were used in the main experiments.

All simulation details are available in FH-DES’s GitHub repository.1

1https://github.com/redavtalab/FH-DES_ICNN.git

---

### Table I: Used parameters and their values in experiments

| Method                | Parameter Name | Value     |
|-----------------------|----------------|-----------|
| Perceptron            | Maximum iteration | 100       |
|                       | Tolerance       | 10e-3     |
|                       | Alpha           | 0.001     |
| CalibratedClassifierCV| CV              | prefit    |
| Bagging               | Number of estimators | 100       |
|                       | bootstrap       | True      |
|                       | max- samples    | 1.0       |
| KNN-based DS          | K               | 5         |
| META-DES              | N_P            | 5         |
|                       | h_C            | 80%       |

### Table II: Dataset considered in this work and their main features

|        | Database     | Features | Instances | Instances | Values |
|--------|--------------|----------|-----------|-----------|--------|
| 1      | Adult        | 690      | 14        | 14        | 8667(0.92) |
| 2      | Adult2       | 776      | 17        | 17        | 89.42(2.3) |
| 3      | CTG          | 2126     | 21        | 21        | 25.37(1.7) |
| 4      | Cardiovascular | 2126   | 24        | 24        | 35.14(3.4) |
| 5      | Chess        | 5196     | 36        | 36        | 35.13(1.6) |
| 6      | Credit-screening | 690     | 26        | 26        | 26.39(1.2) |
| 7      | Ecoli        | 218      | 7         | 7         | 34.56(2.5) |
| 8      | Glass        | 214      | 9         | 9         | 34.56(3.8) |
| 9      | P2           | 1000     | 2         | 2         | 432.6   |
| 10     | Transfusion  | 748      | 4         | 4         | 540.5   |
|        | Adult        | 690      | 14        | 14        | 8667(0.92) |
| 11     | Citrus       | 1000     | 2         | 2         | 208.28  |
| 12     | Banknote     | 1372     | 4         | 4         | 100.20  |
| 13     | Blood        | 744      | 4         | 4         | 91.24(2.7) |
| 14     | Breast       | 569      | 19        | 19        | 692.14  |
| 15     | Car          | 1728     | 6         | 6         | 846.18  |
| 16     | Datauser     | 403      | 5         | 5         | 310.6   |
| 17     | Faults       | 1941     | 27        | 27        | 238.10  |
| 18     | German       | 1000     | 24        | 24        | 360.17  |
| 19     | Heart        | 712      | 3         | 3         | 178.13  |
| 20     | Haberman     | 506      | 3         | 3         | 178.13  |

### Table III: Average accuracy and standard deviation of the proposed method in different configurations

#### Configurations

| DataSets | FH-GC | FH-GM | FH-DES-C | FH-DES-M |
|----------|-------|-------|----------|----------|
| Adult    | 86.61| 86.41| 96.87| 86.87(0.92) |
| Banknote | 99.30| 99.31| 99.30| 99.30(3.5) |
| Blood    | 77.32| 77.32| 77.46| 77.45(1.98) |
| Breast   | 96.71| 96.82| 96.29| 96.61(1.61) |
| Car      | 73.26| 73.26| 73.40| 73.40(1.83) |
| Datauser | 71.22| 71.36| 71.36| 71.36(1.88) |
| Faults   | 69.31| 69.74| 70.12| 70.12(1.84) |
| German   | 74.94| 74.92| 74.82| 74.82(1.26) |
| Haberman | 71.23| 71.36| 71.36| 71.36(1.88) |
| Heart    | 83.01| 82.45| 82.79| 82.79(3.89) |
| ILPD     | 70.92| 70.94| 71.03| 71.03(1.51) |
| Ionosphere | 88.75| 88.75| 88.75| 88.75(1.37) |
| Laryngeal | 81.85| 81.85| 81.94| 81.94(1.32) |
| Laryngeal1 | 71.83| 71.84| 71.84| 71.84(1.86) |
| Lithuanian | 89.32| 90.57| 90.63| 90.63(2.08) |
| Liver    | 66.72| 66.84| 67.82| 67.82(1.77) |
| Mammography | 78.73| 78.80| 78.90| 78.90(1.32) |
| Monk2    | 79.03| 81.81| 86.22| 86.22(2.85) |
| Phoneme  | 77.75| 78.10| 78.81| 78.81(0.97) |
| Pima     | 75.47| 75.60| 75.93| 75.93(1.91) |
| Sonar    | 80.29| 80.46| 85.36| 85.36(4.41) |
| Statlog  | 75.12| 74.90| 79.24| 79.24(3.22) |
| Steel    | 70.64| 70.51| 70.72| 70.72(1.67) |
| Thyroid  | 95.92| 95.84| 95.87| 95.87(1.32) |
| Vehicle  | 74.17| 74.32| 74.53| 74.53(2.10) |
| Vertebral | 88.87| 88.64| 88.64| 88.64(3.23) |
| Voice3   | 77.58| 77.33| 77.17| 77.17(2.62) |
| Weaning  | 80.72| 82.26| 81.26| 81.26(9.41) |
| Wine     | 97.61| 97.39| 97.12| 97.12(2.23) |
| Average  | 81.13| 81.61| 81.43| 81.43(1.81) |
| Ave Rank | 2.93 | 2.26 | 2.80 | 1.95 |

---

1https://github.com/redavtalab/FH-DES_ICNN.git

---
approach achieved the highest average accuracy and the best average rank in 30 datasets. In addition, using the Gabrys membership function, FH-GM proposed framework achieved the highest accuracy in 11 of 30 datasets.

In the next step, statistical analysis is conducted using the post-hoc Bonferroni-Dunn test [27]. This test is applied to compare the ranks achieved by each DS method. The average ranks of different configurations of the proposed framework and the result of the Bonferroni-Dunn post-hoc test are presented in Figure 8 using the Critical Difference (CD) diagram. The performance of the two DS approaches is significantly different if their difference in average rank is higher than the CD value.

According to the post-hoc test, FH-DES-M is significantly better than FH-GC. And there is no significant difference between the other configurations of the proposed framework. However, FH-DES-M is slightly better than others.

In the next step, a pairwise comparison is conducted to compare the obtained results of FH-DES-M and FH-GM against the other configurations, based on Sign test [27]. In this test, there are two hypotheses that include $H_0$ (null hypothesis) and $H_1$ (alternate hypothesis). Rejection of $H_0$ means that the performance of the corresponding DS technique is significantly better than the compared technique. The number of wins, ties, and losses for each technique is computed compared to the baseline. The significance level of this test is determined by the predefined parameter $\alpha$, which in this paper is set $\alpha = 0.05$ to have 95% confidence. If the number of wins is greater than or equal to a critical value, denoted by $n_c$, the null hypothesis $H_0$ is rejected. The critical value is computed using equation 10:

$$n_c = \frac{n_{exp}}{2} + z_\alpha \sqrt{\frac{n_{exp}}{2}}$$

Where $n_{exp}$ is the total number of experiments and $z_\alpha = 1.645$, for a significance level of $\alpha = 0.05$ [28]. In this test, we have 30 experiments (datasets). Therefore, $n_{exp} = 30$, so for this amount of experiments, the critical value is $n_c = 19.5$. Obtained results for FH-GM and FH-DES-M are represented in Figure 9 and Figure 10 respectively.

It can be observed that the proposed framework statistically has good performance using both the Gabrys membership function and the proposed membership function. FH-DES-M is slightly more accurate than FH-GM, but there is no significant difference. However, these two approaches are significantly better than the correct-classified versions. Therefore, it can be concluded that the misclassified samples contain more helpful information to estimate the competence of classifiers rather than correct-classified ones. The reason is simple; boundary regions are usually challenging in classification applications. Most classification errors occur in these areas, and misclassified samples are usually found there. When we form hyperboxes based on misclassified samples, most of the hyperboxes are formed in these areas. The proximity of hyperboxes to the boundary regions means that the system makes a more precise decision in this region. Thus, it results in higher accuracy during the generalization phase. Furthermore, according to Figures 10 and 8, FH-DES-M statistically outperformed FH-GC and FH-DES-C and was slightly better than FH-GM. Therefore, FH-DES-M was selected as the best configuration of the proposed framework and compared with other DS approaches in the next step.

C. Comparison with state-of-the-art DS methods

The accuracy and standard deviation of the proposed framework and the state-of-the-art DS approaches are reported in Table IV. In this table, the Oracle approach [29] is a conceptual method that selects the base classifier which labels the query sample correctly if such base classifier exists.

We can see in Table IV that the proposed approach FH-DES-M achieved the highest average accuracy among all DS approaches, and its average rank is very close to the DESKNN that obtained the lowest rank.

Figure 11 presents the average ranks of different DS techniques and the result of the Bonferroni-Dunn post-hoc test.
This figure shows that DESKNN and FH-DES-M have the best overall rank among the compared methods, outperforming all DS approaches. However, there is no significant difference between these DES approaches over the mentioned datasets. For a more fine-grained comparison between these techniques, we conducted a pairwise comparison between FH-DES-M and the state-of-the-art DS techniques using the Sign test. The result of this test is shown in Figure 12.

As we can see in Figure 12, the proposed approach significantly surpasses five out of seven state-of-the-art DS approaches. And it is slightly better than META-DES. Just DESKNN approach has a higher number of wins than FH-DES-M (17 losses for the FH-DES-M). But, since the difference is lower than the threshold $n_c = 19.5$, this difference is not statistically significant.

### D. Time complexity and Memory Cost

As we discussed earlier, in the KNN-based approaches, to label each query sample, its distance to all DSEL samples is calculated, and then the K nearest samples are determined. As we discussed earlier, in the KNN-based approaches, to label each query sample, its distance to all DSEL samples is calculated, and then the K nearest samples are determined.

As we discussed earlier, in the KNN-based approaches, to label each query sample, its distance to all DSEL samples is calculated, and then the K nearest samples are determined. If we used big $O$ notation that represents an upper bound to $e$ which is the number of hyperboxes. We expect that the number of generated hyperboxes is much smaller than the size of the DSEL data ($e << n$), significantly reducing the computational cost of our system. To validate this
hypothesis, we analyse the number of hyperboxes generated by our system considering two large scale datasets: i) the Sensor dataset [26] which contains 928K samples as a binary classification problem. ii) An artificial dataset, namely ArData generated with Scikit-learn, which includes five features and two classes. We vary the DSEL size from 1K to 900K to examine the influence of its size on the number of generated hyperboxes. In each step, we added new samples to the DSEL data. In this experiment, two small subsets of the dataset are selected randomly as train and test data so that each of them contains 1000 samples. During all steps of this experiment, there was no overlap between the test, train, and DSEL datasets. The pool of classifiers contained 100 perceptrons, similar to the previous experiments. Since the complexity of all KNN based approaches is the same ($O(n)$), during this experiment, we examined only the META-DES approach as a strong and accurate KNN-based approach [1]. In Table V, the accuracy obtained using FH-DES-M and META-DES in different sizes of the DSEL data is reported.

This table shows that the proposed method and META-DES have similar accuracy in small data sizes. However, with larger data size, the accuracy of the KNN-based approach increases. In particular, the accuracy of the META-DES gets close to the oracle’s accuracy for the Sensor dataset as the dataset size increases. Because, in large-scale datasets, almost all regions of the feature space are covered by DSEL instances. Thus, sufficient DSEL samples are available to correctly estimate the base classifiers’ competencies and select a suitable ensemble of classifiers. However, achieving such accuracy has a large computational complexity. In Table VI, the number of hyperboxes generated by FH-DES-M and the number of DSEL samples are reported.

As presented in Table VI, the number of generated hyperboxes is considerably smaller than the size of the DSEL data ($c << n$). For example, considering the 900K samples study case, the proposed approach generates only 4,127 and 4,392 hyperboxes for the ArData and Sensor datasets, respectively. In addition, we can also observe a plateau in the number of hyperboxes added to the system as the dataset size increases. Between 700k to 900k samples, only 101 and 61 new hyperboxes were added to the system. On the other hand, all 900K samples should be stored and processed for each query sample using KNN-based approaches. Thus, we can confirm that the proposed approach has lower computational complexity than KNN-based DES approaches from the storage and computational perspectives.

V. Conclusion

This paper introduced a novel dynamic ensemble selection framework based on fuzzy hyperbox. In this framework, competence or incompetence areas of classifiers are determined using fuzzy hyperboxes. For each base classifier, hyperboxes are formed based on their correct-classified samples to define the “competencies” and “incompetencies” areas. In addition, for the first time in the dynamic selection area, the misclassified instances were applied to define the incompetence areas. Moreover, this paper also introduced a new membership function to measure the memberships differently with softer boundaries that slightly increase the system’s accuracy.

Experimental results demonstrated that utilizing the misclassified samples could significantly increase the accuracy of the proposed DS framework and decrease the computational complexity compared to the correct classified samples. Additionally, the proposed approach based on misclassified samples obtained the highest average accuracy compared to state-of-the-art DS approaches.

Furthermore, the proposed framework also has lower storage and computational complexity when compared to DS techniques based on KNN and potential function models for estimating the regions of competence. According to the experimental results, the proposed method generates about 4k hyperboxes (40 hyperboxes for modeling each base classifier’s misclassifications) in datasets containing 900K samples. Thus, the proposed FH-DES can be an excellent alternative for handling large-scale problems with DES approaches. Fuzzy hyperboxes also allow online learning making it a suitable technique for handling streaming data. Future works will investigate the use of FH-DES for dealing with data streams and concept drift.
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