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This paper discusses a multi-layer linear parameter varying path tracking controller for autonomous full electric vehicles with 4 wheel drive. Many approaches for path tracking are present in the literature, but the majority of them utilize only the steering wheel. Nowadays, the massive introduction of electric vehicles opens new opportunities for vehicle dynamics control; multiple electric motors, via differential torque, offer an alternative way to influence vehicle motion. The multi-layer structure, managing separately steering wheel and electric motors, permits the exploitation of pre-existing control systems and maintains a straightforward tuning process. Furthermore, the robustness of the path tracking controller is enhanced by introducing tire nonlinearities. Linear parameter varying models offer a direct way to incorporate tire characteristics in the design process. Exploiting $H_{\infty}$ technique the scheduled controller can be seamlessly synthetised. The proposed strategy has been compared in simulation to a benchmark integrated, i.e., a unique controller that manages all the actuators, approach. During double lane changes beyond the vehicle limits, the multi-layer controller guarantees stability and excellent tracking with an average error of 12 and 24 cm on high and low grip respectively.
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1 INTRODUCTION

Two major trends are driving the automotive industry nowadays. On one hand, self-driving cars promise to reduce road congestion (Stogios et al., 2019), increase safety (Fagnant and Kockelman, 2015) and reduce pollution (Huang et al., 2018). The literature on the topic is very rich. Autonomous driving systems are usually developed around three interacting but separate tasks: sensing and perception, planning, and control (Amer et al., 2017). This paper focuses on the last one: our goal is to track a known, obstacle-free, reference trajectory. Furthermore, trajectory tracking comprises two objectives: to follow a desired path and a reference speed. We circumscribe our work to lateral control: a separate longitudinal controller will track the target velocity. On the other hand, electric vehicles are being massively introduced in the market due to their ecological potentialities (Zinnari et al., 2020; Frieske et al., 2013). Besides environmental aspects, electric vehicles have many advantages; in the context of this work, we are mainly interested in the versatility they offer in terms of drivetrain design. Among the possible drivetrain configurations, the one with 4 electric motors (4WD), one per wheel, offers interesting opportunities for vehicle dynamics control. For example, the possibility to generate a differential torque between left and right wheels permits to influence the vehicle lateral dynamics: this is called torque vectoring (TV). Mainly, TV systems regulate the vehicle yaw rate to improve safety and drivability (Lucchini et al., 2020).
In our work, we consider an autonomous electric vehicle with 4WD. Within this framework, two possibilities exist to control the lateral dynamics: integrated approaches, i.e., techniques that coordinately actuate the steering angle and the motors; or multi-layer approaches, i.e., two controllers that manage respectively the steering angle and the motors.

Integrated approaches are widely discussed in the literature (Goodarzi et al., 2008; Yakub and Mori, 2015; Falcone et al., 2008; Peng et al., 2020). Regarding multi-layer strategies, the single control problems have been investigated in depth. Concerning path tracking, the literature presents many interesting approaches ranging from: Model Predictive Control (MPC) (Guo et al., 2020; Katriniok et al., 2013; Beal and Gerdes, 2013; Falcone et al., 2007; Liniger et al., 2017), sliding mode (Tagne et al., 2013), nonlinear control (Peters et al., 2011), to potential fields (Rossetter et al., 2004). MPC is considered the state of the art. Nevertheless, its use is sensitive to model accuracy and requires a high computational demand. Therefore, MPC implementation entails a non-negligible amount of effort. For TV literature analysis the reader can refer to De Novellis et al., 2014; Kaiser et al., 2014).

However, the interaction of the two control systems is hardly discussed in the literature. Only Chatzikonis et al. (2018) investigate the topic: integrated approaches are compared to a blind (each subsystem is tuned independently) multi-layer structure. The authors highlight the fact that integrated approaches are not robust to friction variation. From a pure control performance standpoint, an integrated approach should be better. However, automotive systems are often built on pre-existing structures and control layers, often designed by different teams, if not different suppliers. Redesigning the entire vehicle dynamics control from scratch would be expensive and discard years of experience and certification efforts. For these reasons, it is interesting and could be beneficial to study the effect of multi-layer approaches.

In this context, the paper designs a nested control structure. The inner control loop uses the electric motors to regulate the yaw rate dynamics. The outer control loop takes care of controlling the steering angle to track a desired trajectory. The core of the scheme is a quasi-linear parameter varying (q-LPV) H_∞ controller. It incorporates in an easy way the tire nonlinearities and guarantees a straightforward tuning process. The multi-layer q-LPV/H_∞, compared to fixed structure and integrated approaches, showed excellent performance. The proposed solutions are validated in simulation with IPG CarMaker on ISO double lane change (DLC) at different velocities and road conditions. This work extends our previous papers (Roselli et al., 2017; Corno et al., 2021) from several standpoints.

1. Differently from the cited literature, we consider an over-actuated vehicle. The control system thus also solves a control allocation problem.
2. The role of the preview distance is better formalized than in Corno. In fact, in Section 3, we introduce the course rate preview control that, to the best of our knowledge, has not been discussed before.
3. We propose a formal way of considering a hierarchical structure by designing a multi-layer controller that explicitly considers the torque vectoring system.
4. We improve the robustness of the path tracking controller by using the q-LPV control structure to consider the tire nonlinearities.

Linear parameter varying (LPV) systems (Mohammadpour and Scherer, 2012) have been extensively used in automotive applications (Li et al., 2021). They have been employed in studying the velocity dependency of the vehicle dynamics (Corno et al., 2021), to schedule a path following controller based on vehicle states (Alcalá et al., 2017), to manage the priority between different actuators (Fergani et al., 2016), or, as in our case, to consider tire nonlinearities (Németh et al., 2016). In particular, since the scheduling parameters are functions of the model state, the system is classified as q-LPV.

To sum up, the contributions of this work are:

- the design of the multi-layer course rate preview structure tuned exploiting the LPV formulation. Especially, the novelty consists in considering the TV system in the designing of the higher level controller;
- a comparison between integrated and multi-layer approaches, highlighting the effectiveness of the proposed approach.

The paper is organized as follows. In Section 2, the models used for control design are presented. Section 3 describes the control structures: a multi-layer H_∞ is a necessary step to attain the q-LPV controller. Furthermore, some insight on the parameter choice are given. Section 4 validates the proposed strategies and compares their peculiarities. Finally, Section 5 summarizes the concluding remarks.

## 2 VEHICLE DYNAMICS MODELING

We describe the vehicle lateral dynamics with the classical single-track model (Abe, 2015):

\[
\begin{align*}
ma_f &= F_y f \cos(\delta_w) + F_y f \\
I_p \dot{r_0} &= -F_y f \lambda_f + F_y f \lambda_r + M_z
\end{align*}
\]

where \(a_f\) is the lateral acceleration, \(F_y f\) are respectively the front and rear lateral tire forces, \(r\) is the yaw rate, \(m\) the vehicle mass, \(I_p\) is the vehicle moment of inertia, \(\lambda_f, \lambda_r\) are the distances from the centre of gravity (CoG) respectively to the front and rear axle, \(M_z\) is an external yaw moment, and \(\delta_w\) is the steering angle at the wheel.

The tire forces are influenced by many parameters and variables, e.g., vertical load \(F_z\), camber angle \(\gamma\), lateral slip \(\alpha\), longitudinal slip \(\lambda\), and friction \(\mu\). In general:

\[
F_y = f(F_z, \alpha, \lambda, \gamma, \mu).
\]

There exist different ways to describe the nonlinear function \(f(\cdot)\), e.g., Pacejka (2005); Kiencke and Nielsen (2000); Fiala (1954). Among them, we have preferred the Pacejka’s magic formula for its accuracy. Figure 1 shows an example of \(f(\cdot)\) for different road surfaces. In this phase, the longitudinal slip is set to 0, and, for the sake of simplicity, also the camber angle is neglected. For a fixed \(F_z\), (Eq. 2) can be linearized around a given lateral slip angle \(\alpha\):
where \( C \) represents the generalized cornering stiffness defined as:

\[
C(\alpha) = \frac{\partial f}{\partial \alpha} \bigg|_{a=\bar{a}}
\]

for the sake of clarity, subscripts \( f, r \) for \( \alpha, F_y, C \) have been dropped out in the previous relations. To obtain the linear single-track model, we can write the lateral acceleration as:

\[
a_y = v(\dot{\beta} + r)
\]

where \( v \) is the vehicle velocity and \( \beta \) is the sideslip angle, i.e., the angle between the single-track longitudinal axis and the velocity vector. Furthermore, with the hypothesis of small angles, we can express the wheel side slips as (Kiencke and Nielsen, 2000):

\[
\begin{align*}
\alpha_f &= \beta + l_f \frac{r}{v} - \delta_w \\
\alpha_r &= \beta - l_r \frac{r}{v}
\end{align*}
\]

Substituting (Eq. 3) (linearized around \( \bar{a} = 0 \)), (Eq. 5), and (Eq. 6) in (Eq. 1), the linear single-track model arises:

\[
\begin{bmatrix}
\dot{\beta} \\
\dot{r} \\
\dot{\Delta}psi \\
\dot{e}_{cg}
\end{bmatrix} =
\begin{bmatrix}
\frac{C_f + C_r}{mv} & -1 + \frac{C_l f_f - C_l f_f}{mv^2} & 0 & 0 \\
C_l f_f - C_l f_f & -\frac{C_f f_f + C_f f_f}{I_z} & 0 & 0 \\
\frac{C_f}{mv} & 0 & l_f & 0 \\
\frac{C_f}{I_z} & 1 & l_r & 0
\end{bmatrix}
\begin{bmatrix}
\beta \\
r \\
\Delta psi \\
e_{cg}
\end{bmatrix}
\]

where \( C_f = C_f(0) \) and \( C_r = C_r(0) \).

In order to control the vehicle position, the previous model is augmented with its relative motion with respect to a known trajectory (Kapania and Gerdes, 2015). Figure 2 summarizes the main variables. In particular, the dynamics of the heading difference \( \Delta \psi \), i.e., the angle between the vehicle and the trajectory orientation, is

\[
\Delta \psi = r - \rho v
\]

where \( \rho \) is the trajectory curvature. The lateral error dynamics become:

\[
\dot{e}_{cg} = v(\beta + \Delta \psi)
\]

Eventually, we obtain the augmented single-track state space model:

\[
\begin{bmatrix}
\dot{\beta} \\
\dot{r} \\
\dot{\Delta}psi \\
\dot{e}_{cg}
\end{bmatrix} =
\begin{bmatrix}
\frac{C_f + C_r}{mv} & -1 + \frac{C_l f_f - C_l f_f}{mv^2} & 0 & 0 \\
C_l f_f - C_l f_f & -\frac{C_f f_f + C_f f_f}{I_z} & 0 & 0 \\
\frac{C_f}{mv} & 0 & l_f & 0 \\
\frac{C_f}{I_z} & 1 & l_r & 0
\end{bmatrix}
\begin{bmatrix}
\beta \\
r \\
\Delta psi \\
e_{cg}
\end{bmatrix}
\]

where the vector \([ \delta_w, M_z, \rho ]^T\) represents the model inputs. \( \delta_w \) and \( M_z \) are control variables; whereas \( \rho \) is a measurable
disturbance (usually in autonomous driving the path is known in advance).

The vehicle model is completed by the actuators dynamics. We consider a fully electric vehicle with 4WD and a steer-by-wire system. Each wheel is connected to an electric motor able to generate both positive and negative torques. Figure 3 plots the static characteristics of the electric motors. A first-order low-pass filter with a bandwidth of 20 Hz and a time delay of 10 ms complete the motor dynamics model.

Besides, the steering actuator we consider is composed of an electric motor linked to the steering column via a belt transmission. The system is modeled with a second-order transfer function

\[
G_{\text{steer}}(s) = \frac{\omega_{\text{steer}}}{s^2 + 2\xi_{\text{steer}}\omega_{\text{steer}} + \omega_{\text{steer}}^2}e^{-\tau_{\text{act}}} \tag{11}
\]

where \(\omega_{\text{steer}} = 2\pi f\), \(\xi_{\text{steer}} = 0.1\) and \(\tau_{\text{act}} = 0.08\) have been experimentally identified (Roselli et al., 2017; Corno et al., 2021).

3 COURSE RATE PREVIEW CONTROL

In order to control the lateral error, we propose a nested loop approach. The inner loop tracks a desired course rate; it actuates both the steering angle and the motors torque and exploits a preview term usually available in autonomous driving applications. The outer loop corrects the desired course rate based on the actual path tracking error.

We have chosen a multi-layer structure to manage the over-actuated configuration. The course rate controller sets the steering angle; in addition, a standard Torque Vectoring (TV) system generates the motor torques. The scheme in Figure 4 shows the general control structure.

Firstly, for the sake of clarity, we briefly describe the TV block. Afterwards, the course rate preview is designed. Initially, we have adopted the \(H_{\infty}\) technique to tune the inner loop. Then, exploiting the same structure, we have applied the \(H_{\infty}\) on a LPV version of the single-track in which the tire nonlinearities have been introduced.

3.1 Torque Vectoring

A TV system is generally composed of three blocks (De Novellis et al., 2014): a reference generator, a high-level controller; and a torque allocator.

The reference generator has the objective of providing a suitable yaw rate reference \(r_{\text{ref}}\). It is defined as in Rajamani (2011):

\[
r_{\text{ref}} = \begin{cases} \frac{v}{L + vK_{\text{us des}}} & \text{if } \frac{v}{L + vK_{\text{us des}}} < \frac{0.85 \mu g}{v} \\ \frac{0.85 \mu g}{v} \text{sign}(\delta_w) & \text{if } \frac{v}{L + vK_{\text{us des}}} \geq \frac{0.85 \mu g}{v} \end{cases} \tag{12}
\]

where \(L\) is the wheelbase, \(g\) is the gravitation acceleration, \(K_{\text{us des}}\) is the desired understeering coefficient. By changing \(K_{\text{us des}}\) we can impose the desired steering behavior; in our case study, we require a neutral steering vehicle, thus \(K_{\text{us des}}\) is set to 0.

The high-level controller tracks the desired yaw rate reference by generating a yaw moment. We design this controller using model-based techniques on the nominal transfer function from the yaw moment to the yaw rate obtained from (Eq. 7) at 90 km/h. A PI controller achieves a bandwidth of 1.5 Hz with a phase margin of 80°.

The torque allocator solves the control allocation problem. It distributes the driver torque request to obtain the desired yaw moment. To formulate the optimization problem, we can write a torque balance at vehicle CoG:

\[
M_{\text{z tot}} = \cos(\delta_w)(F_{r x f r} - F_{r x f l}) \frac{d_f}{2} + \sin(\delta_w)(F_{r x f r} + F_{r x f l})\frac{d_f}{2} + \\
\cos(\delta_w)(F_{f x f r} + F_{f x f l})\frac{d_f}{2} + \sin(\delta_w)(F_{f x f r} - F_{f x f l})\frac{d_f}{2} + \\
(F_{r x r r} - F_{r x l r}) \frac{d_f}{2} + (F_{f x f r} + F_{f x f l})\frac{d_f}{2}
\]

where \(d_f\) are respectively the front and rear track widths, and \(F_{x f}\) are the longitudinal tire forces. With the hypothesis of small \(\delta_w\) (Eq. 13) becomes:

\[
M_{\text{z tot}} = \cos(\delta_w)(F_{r x f r} - F_{r x f l}) \frac{d_f}{2} + \sin(\delta_w)(F_{r x f r} + F_{r x f l})\frac{d_f}{2} + \\
\cos(\delta_w)(F_{f x f r} + F_{f x f l})\frac{d_f}{2} + \sin(\delta_w)(F_{f x f r} - F_{f x f l})\frac{d_f}{2} + \\
(F_{r x r r} - F_{r x l r}) \frac{d_f}{2} + (F_{f x f r} + F_{f x f l})\frac{d_f}{2}
\]

where \(L\) is the wheelbase, \(g\) is the gravitation acceleration, \(K_{\text{us des}}\) is the desired understeering coefficient. By changing \(K_{\text{us des}}\) we can impose the desired steering behavior; in our case study, we require a neutral steering vehicle, thus \(K_{\text{us des}}\) is set to 0.
\[ M_{z_{\text{tot}}} = \left( F_{x,fr} - F_{x,fij} \right) \frac{d_f}{2} + \left( F_{y,fr} + F_{y,fij} \right) l_f + \left( F_{x,rr} - F_{x,ril} \right) \frac{d_r}{2} - \left( F_{y,rr} + F_{y,ril} \right) l_r. \] (14)

To influence the lateral dynamics we can exploit the longitudinal forces that are directly controllable with the electric motors. Thus, the yaw moment that can be generated is:

\[ M_z = \left( F_{x,fr} - F_{x,fij} \right) \frac{d_f}{2} + \left( F_{x,rr} - F_{x,ril} \right) \frac{d_r}{2} \] (15)

Supposing that a linear relation exists between torque and force: \( T_w = \frac{F}{R_w} \), where \( T_w \) is the torque generated by each electric motor at wheel side, and \( R_w \) is the wheel radius; (Eq. 15) can be written as

\[ u = A \cdot T_v \] (16)

where \( A = \begin{bmatrix} -\frac{d_f}{2R_w} & \frac{d_f}{2R_w} & -\frac{d_r}{2R_w} & \frac{d_r}{2R_w} \end{bmatrix} \) and \( T_v = \begin{bmatrix} T_{fl} & T_{fr} & T_{dll} & T_{drl} \end{bmatrix} \). Note that possible inaccuracies introduced by the hypothesis done are compensated by the closed loop control system.

To compute the optimum torque allocation a minimization problem is set:

\[
\begin{align*}
\text{minimize} & \quad J(T_v) \\
\text{subject to} & \quad A \cdot T_v = M_z \\
& \quad T_i \leq h_{bi} \\
& \quad T_i \geq l_{bi}
\end{align*}
\] (17)

where \( h_{bi} \) and \( l_{bi} \) are respectively the highest and lowest motor torque for each corner. The cost function \( J(T_v) = \left( \frac{T_i}{2} - T_{fl} \right)^2 + \left( \frac{T_i}{2} - T_{fr} \right)^2 + \left( \frac{T_i}{2} - T_{dll} \right)^2 + \left( \frac{T_i}{2} - T_{drl} \right)^2 \) aims at matching the total driver request \( T_{dr} \). We formalize the problem as a constrained optimization. This provides a tool to prioritize the lateral stability of the vehicle, while still considering the driver’s torque request. If both the driver’s torque request and the yaw moment request cannot be met, the yaw moment takes priority. Furthermore, note that in this implementation we uniformly distributed the torque among the four wheels. The formulation is of course open to other torque distributions. The control allocation is solved online as a weighted least-square problem as in Harkegard (2002).

### 3.2 \( \mathcal{H}_\infty \) Course Rate Preview

The proposed path tracking controller is based on the course rate, defined as \( \phi = r + \dot{\beta} \); and it is composed of three elements: the course rate loop, the reference pre-filter and the lateral error loop.

The course rate loop is an \( \mathcal{H}_\infty \) controller tuned on the generalized plant of Figure 5, where:

- \( w \) represents the exogenous input (\( \phi_{\text{req}} \));
- \( u \) is the control variable (\( \delta_{\text{w cmd}} \));
- \( z \) represents the weighted exogenous outputs ([\( w_1 \) \( w_2 \) \( w_3 \)]);
- \( y \) represents the measured output (\( \phi_q \)).

\( P(s) \) is the generalized plant model including the vehicle dynamics, the actuators, and the shaping functions.

In the multi-layer approach, the course rate loop controls a vehicle that is equipped with a TV system. There are two ways to consider this in the design. If the underlying control system is protected, one could design the controller on an equivalent single-track model that describes the expected closed-loop dynamics. Alternatively, if one has the access to the controller, it (along with its states) can be embedded in the generalized plant.

We followed this second approach, augmenting (Eq. 7) with the TV controller:

\[
\begin{bmatrix}
\dot{\beta} \\
\dot{r} \\
\dot{\zeta}
\end{bmatrix} =
\begin{bmatrix}
0 & C_r + C_f & -1 + \frac{C_r l_x - C_f I_f}{m v^2} & 0 \\
0 & C_f l_x P + C_f I_f & 0 & k_v \\
0 & 0 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
\beta \\
r \\
\zeta
\end{bmatrix} +
\begin{bmatrix}
\frac{C_f}{m v} \\
\frac{C_f l_x}{I_z (L + K_{us \text{ cmd}})} \\
0
\end{bmatrix}
\begin{bmatrix}
\delta_{\text{w cmd}}
\end{bmatrix}
\] (18)

where \( \zeta \) represents the TV integrator state, and \( k_{p,i} \) the TV controller parameters. Note that the TV is fed with the steering wheel angle command. The objective of the \( \mathcal{H}_\infty \) controller is to find a \( K_{\phi}(s) \) such that the \( \mathcal{H}_\infty \) norm of the transfer function from \( w \) to \( z \) is minimized. The three exogenous outputs are defined as \( w_1 = W_1(s) \delta_{\phi} \), \( w_2 = W_2(s) \delta_{w \text{ cmd}} \) and \( w_3 = W_3(s) \phi \). Where \( W_{1,2,3}(s) \) are frequency weights designed to shape the closed-loop response. In particular, \( W_1(s) \) and \( W_3(s) \) have been chosen to limit the control effort at high frequency (Skogestad and Postlethwaite, 2007; Corno et al., 2021). Figure 6 shows the inverse of the weights and the obtained sensitivity (\( S = (I + G_{\delta_{\text{w cmd}}} - \phi K_{\phi})^{-1} \)), control sensitivity (\( Q = K_{\phi}S \)), and complementary sensitivity (\( T = SG_{\delta_{\text{w cmd}}} - \phi K_{\phi} \)) functions. \( G_{\delta_{\text{w cmd}}} - \phi \) is the transfer function from the steering
wheel command to the course rate obtainable from the block scheme of Figure 4.

The reference pre-filter, $F_{\rho}(s)$, generates the reference for the course rate loop. The reference depends on the curvature of the target path. Ideally $G_{\phi_{ref} \rightarrow \phi}(s)$, i.e., the transfer function from $\phi_{ref}$ to $\phi$, should be 1. Thus, the simplest choice would be: $F_{\rho}(s) = G_{\phi_{ref} \rightarrow \phi}(s)^{-1}$. In practice, we are interested in having a unitary transfer function only up to a certain bandwidth; we assume that most manoeuvres excite the course rate up to 1 Hz (Roselli et al., 2017). Thanks to this hypothesis, we approximate $G_{\phi_{ref} \rightarrow \phi}(s)$ as a time delay (Figure 7) which makes $F_{\rho}(s)$ a time advance that provides the future reference course rate to the controller; no casualty issue arises since the trajectory is known in autonomous driving applications.

The lateral error loop: finally, the external loop can be closed to guarantee a tracking also in the case of small errors in the course rate control. $K_{ecg}(s)$ is tuned based on the transfer function from $\delta_e$ to $e_{cg}$ in which the course rate loop is considered. The controller, tuned to guarantee null steady state error, yields a bandwidth of 0.47 Hz with a phase margin of 67°. For the sake of completeness, the gain of $K_{ecg}(s)$ is scheduled according to the vehicle velocity:

$$K_{ecg}(0) = K_{ecg,90}(0) \frac{90/3.6}{v}$$

where $K_{ecg,90}$ is the controller transfer function tuned at 90 km/h.

In the following, the pre-filter and the lateral error controller are kept fixed for all the proposed configurations. Since the minimum bandwidth requirement is the same between the controllers, the higher levels do not need to be changed.

### 3.3 Q-LPV/$\mathcal{H}_\infty$ Course Rate Preview

The course rate controller considers a linear single-track model. When a vehicle performs emergency obstacle avoidance manoeuvres, a linear model may not accurately describe the
vehicle dynamics. If reliable estimations of the vehicle side slip angle and friction coefficient (as the one provided by Grip et al. (2008) are available, one can improve the performance and robustness of the controller by considering the tire nonlinearities in the design. The LPV framework provides a straightforward and systematic way to do so. Model (18) can be expressed as a q-LPV system by choosing the parameter vector

\[
p = \begin{bmatrix} C_f(a_f) & C_f(a_f) & C_r(a_r) & C_r(a_r) \end{bmatrix}_m \begin{bmatrix} \frac{m v}{I_x} \end{bmatrix}_t.
\]

(20)

By linearizing the single-track around an arbitrary \( \bar{\alpha}_f \), we obtain:

\[
\dot{x} = (A_0 + A_1 p_1 + A_2 p_2 + A_3 p_3 + A_4 p_4) x + (B_0 + B_1 p_1 + B_2 p_2 + B_3 p_3 + B_4 p_4) u + E
\]

(21)

where:

\[
A_0 = \begin{bmatrix} 0 & -1 & 0 \\ 0 & -1 & 0 \\ -1 & 0 & 0 \end{bmatrix}, \quad A_1 = \begin{bmatrix} -1 & 0 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

\[
B_0 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad B_1 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad B_3 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad B_4 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix},
\]

\[
E = \begin{bmatrix} f_f (\bar{\alpha}_f) + f_r (\bar{\alpha}_f) + C_f \bar{\alpha}_f + C_r \bar{\alpha}_r \\ l_f f_f (\bar{\alpha}_f) - l_f f_r (\bar{\alpha}_f) + l_f C_r \bar{\alpha}_f - l_r C_r \bar{\alpha}_r \\ 1 \end{bmatrix},
\]

\[
x = \begin{bmatrix} \frac{\beta}{\gamma} \\ \frac{\delta_v}{\delta_{w cmd}} \end{bmatrix}. \]

Matrix E can be regarded as a constant input to the system that will be compensated by guaranteeing a high low frequency gain in the controller.

Some remarks concerning the choice of the parameters are due. Firstly, note that the actual physical scheduling parameters are the front and rear generalized cornering stiffnesses. However, in defining the LPV system, we have employed a larger parameter set. The combined parameter vector \( p \) has the advantage of better scaling the numerical range of the parameter variability thus improving the numerical properties of the resulting Linear Matrix Inequalities (LMI). By fixing as higher bounds \( C_{f,r} \), the cornering stiffnesses on dry asphalt and as lower bounds \( C_{f,r} \) their half, with the proposed solution \( p_{1,3} \) range from 1 to 3 and \( p_{2,4} \) from 50 to 100. If we had chosen \( p = [C_f(a_f) C_r(a_r)] \) the parameters would have spaced from to \( 10^{-3} \) to \( 2 \cdot 10^3 \). By reducing the parameter variation magnitude, we obtain a more numerically robust problem that results in a lower performance index when numerically solved.

Secondly, we highlight the fact that there exists a trade-off between parameter set amplitude and performance. When it comes to decide the parameters range, one may be tempted to consider the absolute maximum and minimum values of the generalized cornering stiffnesses as bounds. It this way, all the possible system trajectories would have been considered. However, synthesizing a controller that stabilizes the system in all the theoretically reachable conditions would hardly satisfy the limitation imposed on the actuator usage generating an inadequate solution. Conversely, if we shrink too much the parameters space the advantages of scheduling vanishes.

The last remark regards the vehicle speed. We have decided to not schedule the system according to the velocity. Indeed, considering that its dynamics depend on the vehicle mass and the generalized cornering stiffness variation depends on \( \frac{\alpha_f}{\alpha_r} \), it is sensible to assume that the velocity varies slower than \( C_{f,r} \) and its impact can be accounted for with a slower and simpler controller scheduling. In the next section this issue will be further discussed.

Based on the above LPV model, we design a self-scheduled \( \mathcal{H}_{\infty} \) controller using the same structure and weights rationale of the previous fixed structure controller. Figure 8 exemplifies the closed-loop transfer functions for a particular \( p \). The pre-filter and the lateral error loop tuning are unchanged.

### 4 VALIDATION AND DISCUSSION

The analysis has been carried out in simulation exploiting IPG CarMaker\(^2\), a multi-body vehicle simulation software. It considers critical elements such as tire nonlinear characteristics (Magic Formula 6.1), suspension dynamics and kinematics and load transfer phenomena. The controlled vehicle is a SUV with a 4WD drivetrain, Table 1 lists its main parameters.

In order to assess the course rate preview effectiveness a DLC manoeuvre is executed at different velocities and with different road friction coefficients. For a more objective analysis three performance indexes are considered:

- root mean square of the lateral error: \( \text{RMS}_{\text{ecg}} = \sqrt{\frac{1}{T} \int_{0}^{T} \varepsilon_{\text{ecg}}(y) \, dy} \);
- steering actuator usage: \( \text{SAU} = \frac{1}{T} \int_{0}^{T} |\delta_{w cmd}(y)| \, dy \);
- yaw moment usage: \( \text{YMU} = \frac{1}{T} \int_{0}^{T} |M_z (y)| \, dy \).

First of all, we analyze the behavior of the course rate preview. It is compared against a lateral controller based on Kapania and Gerdes (2015). The benchmark features a feedback contribution based on the look-ahead error and a feedforward term; TV is kept

\(^2\)https://ipg-automotive.com/
unchanged and active. The controller tuning minimizes the RMS\textsubscript{ecg}. Figure 9 shows a DLC on high grip at 80 km/h; which is within the vehicle handling limits. The figure plots the reference and executed trajectory, the course rate and the error at the centre of gravity. From the figure, one appreciates how the control scheme perfectly tracks the reference trajectory. The RMS\textsubscript{ecg} of the multi-layer $H_{\infty}$ is about 3 cm and the peak error is 10 cm. The benchmark solution shows a RMS\textsubscript{ecg} of 7 cm and a peak error of 20 cm. The course rate preview working mechanism is well depicted in the course rate plot. The required course rate (dotted black) is fed in advance as reference (dashed black), thanks to the pre-filter the course rate loop lag is attenuated. The curvature preview term is more effective than the use of a look-ahead distance. Indeed, $\phi_{\text{multi-layer}}$ is in advance with respect to $\phi_{\text{benchmark}}$.

For a comprehensive analysis, the $H_{\infty}$ and the q-LPV/$H_{\infty}$ are compared to an integrated approach. Thus, an additional controller is introduced as benchmark: a MISO q-LPV/$H_{\infty}$. Indeed, the multi-layer approach has the advantage of keeping the actuators management separated. This is convenient from the architecture point of view, but may be suboptimal from the performance standpoint. To design the integrated approach, many choices of the controllable outputs can be done. We decided to consider the system as multi-input ($[\delta_w \ c_{\text{cmd}}, \ M_z]$) single-output ($[\phi]$). The lateral error dynamics can be considered slower than the course rate one. Utilizing the same approach of the course rate preview: the inner loop, a MISO q-LPV/$H_{\infty}$, computes the steering angle and the yaw moment, the pre-filter and lateral error loop are left unchanged. The q-LPV/$H_{\infty}$ approach previously described has been integrated adding a weight on the yaw moment and the MISO q-LPV/$H_{\infty}$ controllers is synthesized.

Table 1 resumes the simulation results. We consider two manoeuvres both beyond the handling limits of the vehicle. The perfect tracking of the DLC at 100 km/h on high grip would require a maximal lateral acceleration of 12.4 m/s\textsuperscript{2}, the DLC on $\mu = 0.4$ yields a peak lateral acceleration of 7.4 m/s\textsuperscript{2}. Given the tires limits, the maximal available lateral acceleration is 1 g and 0.4 g on high and low grip respectively. From the table, the following remarks are due:

- at 100 km/h, the multi-layer approaches maximize the usage of the yaw moment, fully exploiting the over-actuated architecture. The MISO q-LPV/$H_{\infty}$ exploits both the

| Parameter | Symbol | Value |
|-----------|--------|-------|
| Mass      | $m$    | 2602 kg |
| Moment of inertia | $I_z$ | 2700 kgm$^2$ |
| Distance of the CoG from front axle | $l_f$ | 1.522 m |
| Distance of the CoG from rear axle | $l_r$ | 1.443 m |
| Front track width | $d_f$ | 1.654 m |
| Rear track width | $d_r$ | 1.654 m |
| Front cornering stiffness | $C_f$ | 179000 N/\text{rad} |
| Rear cornering stiffness | $C_r$ | 189000 N/\text{rad} |
| Wheel radius | $R_w$ | 0.357 m |
| Steering wheel ratio | $k$ | 14.1 |
actuators, but its lateral error is beyond 20 cm. The multi-layer \( q\)-LPV/\( \mathcal{H}_\infty \) achieves the best performance considering all the indexes.

- at 80 km/h, despite the high steering wheel usage, the multi-layer approach keeps the vehicle stable. Comparing the \( q\)-LPV approaches, the MISO \( q\)-LPV/\( \mathcal{H}_\infty \) reaches slightly better performance. Anyway, by looking at the whole tests the multi-layer \( q\)-LPV/\( \mathcal{H}_\infty \) demonstrates a better average behavior.

We analyze also the time domain behaviour of the controllers. Figure 10 shows the DLC at 100 km/h on high grip. In particular, we compare the multi-layer \( q\)-LPV/\( \mathcal{H}_\infty \) and MISO \( q\)-LPV/\( \mathcal{H}_\infty \) approaches. It is evident that the first one has better performance. From the course rate plot, it can be observed that the MISO controller has a lower bandwidth with respect to the multi-layer approach and struggles to follow the reference. Anyway, in the design of the MISO controller we have requested the same minima requirements. However, LMI solution returns a performance index of 10. Tuning the multi-input single-output controller is not straightforward. The complexity of the MISO setup effectively prevents it to attain its full potential.

To discuss the validity of the hypothesis done to obtain the controller we further analyze the manoeuvre. First of all, the single-track model was derived with the hypothesis of small angles. From the top plot of Figure 11 it can be observed that the steering wheel angle at the wheels reaches non negligible values. Thus, the control is robust with respect to high steering commands. We highlight that the most critical non-linearity in the single-track mode is the tire linearization. Indeed, the bottom plot shows that we cover both the linear and nonlinear regions. Considering this behavior, as we did with LPV formulation, is paramount. Lastly, the comment about prioritizing the cornering stiffness scheduling with respect to the velocity is motivated. From the figure it is clear that the vehicle speed is varying slower than \( \alpha \) and as consequence slower than the generalized cornering stiffness. Thus, the velocity dependency is considered with more classical gain scheduling techniques, e.g. linearization scheduling (Rugh and Shamma, 2000).

Figure 12 compares the multi-layer and MISO approaches on low grip. The interesting fact is that both approaches obtain a very similar behavior. Thus, the multi-layer strategy reaches the performance of an integrated method.

Finally, Figure 13 shows the RMS\( _{ecg} \) of the DLCs for different lower bounds choice. As previously pointed out, there exists a trade-off between parameters range and performance. On one hand, the wider the parameters space the more difficult is the synthesis of the controller resulting in unsatisfactory performance. On the other hand, a narrow parameter space nullifies the effectiveness of the scheduling strategy.

---

**TABLE 2** | Performance indexes of the DLC for different speeds and friction coefficients.

|                  | \( \mu = 1 \), \( v = 100 \text{ km/h} \) | \( \mu = 0.4 \), \( v = 80 \text{ km/h} \) |
|------------------|------------------------------------------|------------------------------------------|
|                  | YMU [Nm] | SAU [°] | RMS\( _{ecg} \) [m] | YMU [Nm] | SAU [°] | RMS\( _{ecg} \) [m] |
| **Multi-layer**  |                                 |                                      |                                  |
| \( \mathcal{H}_\infty \) | 1,467       | 14.8       | 0.144            | 871       | 16.1       | 0.252            |
| **MISO**         |                                 |                                      |                                  |
| \( q\)-LPV/\( \mathcal{H}_\infty \) | 1,267       | 9.8        | 0.123            | 562       | 8.8        | 0.244            |
| **MISO**         |                                 |                                      |                                  |
| \( q\)-LPV/\( \mathcal{H}_\infty \) | 1,030       | 11.2       | 0.214            | 826       | 6.5        | 0.240            |
i.e., guarantee stability and leverage actuators peculiarities (this is evident from Table 2).

5 CONCLUSION

In this paper, we have proposed a multi-layer q-LPV/$H_\infty$ control scheme. The multi-layer approach, separating the actuators management, exploits possible pre-existing control systems and simplifies the design process. We highlight the fact that the multi-layer course rate preview is aware of the underlying TV system since it is considered in the tuning process. Furthermore, it has been compared to MISO technique demonstrating excellent performance.

Besides, the introduction of tire nonlinearities, exploiting LPV formulation, proved to increase the conditions in which a DLC is feasible. The choice of the parameters and their range have been discussed.

The next steps consist in introducing the velocity as an additional scheduling variable and validating experimentally the proposed strategies.
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