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Abstract—Author disambiguation arises when different authors share the same name, which is a critical task in digital libraries, such as DBLP, CiteULike, CiteSeerX, etc. While the state-of-the-art methods have developed various paper embedding-based methods performing in a top-down manner, they primarily focus on the ego-network of a target name and overlook the low-quality collaborative relations existed in the ego-network. Thus, these methods can be suboptimal for disambiguating authors.

In this paper, we model the author disambiguation as a collaboration network reconstruction problem, and propose an incremental and unsupervised author disambiguation method, namely IUAD, which performs in a bottom-up manner. Initially, we build a stable collaboration network based on stable collaborative relations. To further improve the recall, we build a probabilistic generative model to reconstruct the complete collaboration network. In addition, for newly published papers, we can incrementally judge who publish them via only computing the posterior probabilities. We have conducted extensive experiments on a large-scale DBLP dataset to evaluate IUAD. The experimental results demonstrate that IUAD not only achieves the promising performance, but also outperforms comparable baselines significantly. Codes are available at https://github.com/papergitgit/IUAD.

Index Terms—Collaboration Network, Author Disambiguation, Probabilistic Generative Model, Exponential Family

I. INTRODUCTION

Author disambiguation, which aims at identifying the distinct authors shared with the same name from the paper database, is an important yet challenging task in many applications, especially in the online bibliography systems, such as DBLP, CiteULike, CiteSeerX, and so on. For example, searching for “Wei Wang” in DBLP returns 224 entries. Not only they have the same name, but also many of them work in similar research fields. Although different authors have different emails and affiliations, these information is difficult to obtain if you do not read the papers. It is thus a natural question that how to accurately disambiguate such authors. For convenience, the word “author” represents a unique individual in this paper, while a name may be shared by multiple authors.

Author disambiguation is related to several similar tasks like record linkage [1]–[3], entity resolution [4]–[7], object identification [8], duplicate detection [9]–[11] and entity matching [12]–[15], etc., being helpful to many applications in database, information retrieval, and data mining. To date, existing solutions can be roughly classified into two categories: supervised methods [16]–[20] and unsupervised methods [4], [21]–[30]. Since supervised learning methods require manual efforts to do data annotation and feature engineering, they are less transferable to new domains and are not suitable for large-scale applications.

As such, recent advances in author disambiguation primarily focus on unsupervised methods [22], [23], [28], [31]. Among them, embedding-based approaches achieve state-of-the-art performance [22], [23]. Based on the ego-network of a target name, they embed all papers into low-dimensional vectors and then cluster them into clusters. All papers of a cluster are considered as published by an identical author. Despite effectiveness, we argue that such methods suffer from three limitations:

• They largely focus on clustering vertices in the ego-network, and perform in a top-down manner, i.e., all authors with the same name are represented by a vertex in the ego-network. As such, the ego-network may not fully preserve the collaborative relations. As demonstrated in Figure 1, “Dong Wang”, “Yurong Liu” and “Wei Wang” are likely to belong to the same community. However, the community structure is ignored by the ego-network of the target name.

Fig. 1: A running example of the collaboration network, where edges in dashed lines do not belong to the ego-network of “Wei Wang (DUT)”. 
“Wei Wang”.

• The ego-network may capture the inaccurate collaborative relations since all authors with the same name are treated as an identical author. Actually, there are two authors named “Dong Wang”, who collaborate with different authors named “Wei Wang” as illustrated in Figure 1. In this case, the wrong collaborative relations will be preserved in the ego-network.

• They are mostly designed for dealing with static data. For newly published papers, they require a full re-training to refresh the embedding vectors of papers.

To address the limitations of the state-of-the-art approaches, we propose to perform author disambiguation by reconstructing the complete collaboration network in a bottom-up manner. To the best of our knowledge, this is the first work to disambiguate authors in a bottom-up manner, which initially assumes that all authors with the same name are different. Instead of mining low-quality collaborative relations, in the beginning, we extract the accurate collaborative relations from the co-author lists of papers. To further balance precision and recall of our approach, we build a probabilistic generative model to integrate diversified information, such as network structures, research interests, and research communities. Once we learn the parameters of the probabilistic generative model, we can disambiguate authors for a newly published paper incrementally. Thus, the main contributions of our proposed IUAD method are as followings:

• To address the limitations of existing unsupervised approaches, we propose an incremental and unsupervised author disambiguation method, namely IUAD, which consists of two stages. To the best of our knowledge, IUAD is the first work for addressing author disambiguation in a bottom-up manner.

• In the first stage, we find the stable collaborative relations, which are defined by the frequent co-author relationships, from the co-author lists. Based on them, we build a stable collaboration network (SCN) to guarantee high precision of IUAD.

• In the second stage, to further improve the recall, we adopt a general probabilistic generative model, which utilizes the exponential family to integrate diversified information, such as network structures, research interests, and research communities, to recover the global collaboration network (GCN) via merging vertices in the SCN.

• For newly published papers, we can incrementally and efficiently judge who publish these papers in the global collaboration network.

• We conduct extensive experiments on the DBLP dataset to fully evaluate the performance and efficiency of IUAD. The experimental results demonstrate that IUAD outperforms the state-of-the-art methods significantly.

II. RELATED WORK

Our work is related to record linkage [1]–[3], entity resolution [4]–[7], object identification [8], duplicate detection [9]–[11] and entity matching [12]–[15], etc., which are applied in many scenes widely, such as social network linkage, data integration, database de-duplication, and so on. Existing approaches can be classified into two categories: supervised and unsupervised methods.

A. Supervised Methods

Some existing works train classifiers to address the author disambiguation problem [16]–[20], [32]. Han et al. adopt coauthor names, paper titles, and journal titles, etc., to train classifiers to disambiguate authors [16]. Treeratpituk et al. extract a set of features, including similarities of authors, affiliations, coauthors, concepts, journals and titles, etc., to address the author disambiguation problem in scientific databases [17].

For supervised approaches, they need a lot of labeled data to train models, which require labor overhead for data annotation. We, therefore, propose an unsupervised approach to address the author disambiguation problem.

B. Unsupervised Methods

Since unsupervised methods do not need to collect the labeled data, they are suitable to apply for addressing large-scale author disambiguation problems. As such, recent advances in author disambiguation have primarily focused on unsupervised methods [22], [23], [26], [28]–[31], [33], [34]. Zhang et al. model the author disambiguation as a clustering problem after embedding each paper into a low-dimensional space [22]. Similarly, Xu et al. employ five types of networks to embed papers into a low-dimensional space, and further cluster papers into groups [23]. Peng et al. adopt Generative Adversarial Networks to learn the paper representation of the heterogeneous network, then, HDBScan and AP are used to cluster papers [30]. Shin et al. tackle this problem by splitting vertices in the graph of co-authorships [28]. Liu et al. introduce a coarse-to-fine multiple clustering framework [34]. Despite effectiveness, we argue that such methods suffer from the following limitations: (1) the top-down approaches tend to initially mine the low-quality collaborative relations since they do not distinguish authors in the ego-networks; (2) they are designed for dealing with the static data, cannot handle the newly published papers incrementally.

Fan et al. are conscious of the limitations of existing unsupervised methods [27]. For multiple papers published by a target name, they do not merge the authors with the target name into a single vertex in the ego-network. However, they do not distinguish the names of their co-authors, i.e., two different co-authors sharing the same name are treated as a unique co-author. In addition, they only utilize the network structure to disambiguate authors. Actually, the other information, such as paper titles, published venues, and research communities, is helpful to disambiguate authors.

To the best of our knowledge, our proposed IUAD approach is the first work to perform author disambiguation in a bottom-up manner. In the beginning, instead of mining the low-quality
collaborative relations, we extract the stable collaborative relations from the co-author lists. To further improve the performance of recall, we build a probabilistic generative model to further disambiguate authors via integrating diversified information, such as paper titles, published venues, and research communities.

III. PROBLEM FORMULATION

A. Problem Definition

In this paper, we disambiguate authors via reconstructing the collaboration network. Our input is a paper database \( \mathcal{D} \), where each paper has four attributes: co-author list, title, published venue, and published year. Our goal is to reconstruct the collaboration network, which is defined as follows:

**Definition 1. Collaboration Network** Given a paper database \( \mathcal{D} \) associated with author set \( \mathcal{V} \), a collaboration network is a graph \( G = (V, E, P) \), where \( V \) is a vertex set, such that \( E \subseteq V \times V \), and edge \((u, v) \in E\) associates with a set of papers, denoted as \( P_{uv} \), and all papers in \( P_{uv} \) are published by coauthors \( u \) and \( v \).

Based on the above definition, the author disambiguation task can be treated as a collaboration network reconstruction problem. We propose a two-stage, incremental, and unsupervised author disambiguation algorithm, namely IUAD, and reconstruct the collaboration network in a bottom-up manner.

B. General Framework

In our solution, we propose a two-stage author disambiguation algorithm IUAD. In the first stage, we build a stable collaboration network (SCN) to capture accurate and higher-order collaborative relations. In the second stage, we construct a global collaboration network (GCN) via applying a probabilistic generative model to judge whether two vertices in the stable collaboration network belong to a unique author or not. The framework of IUAD is illustrated in Figure 2.

As demonstrated in Figure 2 and Algorithm 1, IUAD consists of two sub-tasks: stable collaboration network (SCN) construction and global collaboration network (GCN) construction. In the first stage (Lines 2-5), IUAD forms the stable collaboration network via mining all \( \eta \)-stable collaborative relations and their formed triangles (Line 5). In the second stage (Lines 7-15), IUAD further merges vertices of SCN via adopting a probabilistic generative model (Line 9), where a vertex in SCN can be modeled as a subset of papers published by author \( a \). IUAD employs the EM algorithm to solve the model at Line 10. For each name \( a \in \mathcal{A} \), IUAD computes a score for every vertex pair \((v^a_i, v^a_j)\) to judge whether two vertices \( v^a_i \) and \( v^a_j \) belong to an identical author or not at Lines 13-15. Finally, IUAD recovers the collaborative relations existing in the paper co-author lists (Line 16).

IUAD performs a good trade-off between precision and recall. In the first stage, SCN mines stable collaborative relations to capture the higher-order and higher-quality collaborative information, which ensures the high precision of IUAD. In the second stage, GCN captures the identical authors in the SCN as many as possible, which is responsible for improving the recall of IUAD.

![Fig. 2: The framework of IUAD.](image)

**Algorithm 1: IUAD algorithm**

```plaintext
Input : A set of papers \( \mathcal{D} \) with name set \( \mathcal{A} \), and decision threshold \( \delta \).
Output: Global collaboration network \( G \).

1. //Stage I: SCN Construction:
   2. for \( \forall p \in \mathcal{D} \) do
      3. \( L_p \leftarrow \) co-author list of paper \( p \);
      4. Generate all \( \eta \)-SCRs \( F \) from \( \{L_p | p \in \mathcal{D}\} \);
      5. Construct SCN \( G \) based on \( F \) and the remaining papers;

2. //Stage II: GCN Construction:
   6. for two vertices in \( G \) with the identical name do
      7. \( \Gamma \leftarrow \) compute the similarity vector between them;
      8. Build a probabilistic generative model;
      9. Learn parameter vector \( \Theta \) by using the EM algorithm;
   10. for each \( a \in \mathcal{A} \) do
      11. for each vertex pair \( r = (v^a_i, v^a_j) \) with similarity vector \( \gamma \in \Gamma \) do
          12. \( s \leftarrow \log \left( \frac{P(r \in M | \gamma, \Theta)}{P(r \in U | \gamma, \Theta)} \right) \), where \( M \) and \( U \) are the sets of matched and unmatched pairs, respectively;
      13. if \( s \geq \delta \) then
          14. Merge vertices \( v^a_i \) and \( v^a_j \) as a single vertex;
      15. Recover collaborative relations existed in \( L_p \);
   16. return Global collaboration network \( G \);
```

IV. STABLE COLLABORATION NETWORK CONSTRUCTION

Instead of mining the low-quality collaborative relations in the existing methods, we design a bottom-up method, which aims at finding the stable collaborative relations from the co-author lists, and further construct the stable collaboration network.
A. Key Observation

In a collaboration network, a name exists in the co-author list can be considered as a random event. Let $n_a$ and $n_b$ be the numbers of papers published by names $a$ and $b$, respectively, and $N$ be the total number of papers in paper database $D$. Assume that $a$ and $b$ independently appears in the co-author list of paper $p \in D$, we have $Pr(a \in p, b \in p) = \frac{n_a}{N} \cdot \frac{n_b}{N}$ (we will infer that the independent assumption is incorrect). Let $X_i$ be a Bernoulli r.v., such that,

$$X_i = \begin{cases} 1, & \text{names } a \text{ and } b \text{ exist in the co-author list of } p_i; \\ 0, & \text{otherwise}. \end{cases}$$

Thus, $Pr(X_i = 1) = \frac{n_a n_b}{N^2}$, and $X = \sum_{i=1}^{N} X_i$ is the number of papers co-authored by $a$ and $b$. We know that $X \sim Binom(N, \frac{n_a n_b}{N^2})$. Under the independent assumption, we approximate the probability of names $a$ and $b$ co-exist in papers at least $x$ times, i.e., $Pr(X \geq x)$. According to the weakly Central Limit Theorem, we can approximate the probability by using the standard normal distribution. The probability can be computed as:

$$Pr(X \geq x) = 1 - Pr(X < x - 0.5) 
\approx 1 - \Phi\left(\frac{x - 0.5 - E(X)}{\sqrt{var(X)}}\right),$$

(1)

where “$-0.5$” is to convert discrete case to continuous case, the standardizd r.v. $\frac{X - E(X)}{\sqrt{var(X)}}$ can be approximated as $N(0, 1)$, and $\Phi(\cdot)$ is a CDF of $N(0, 1)$.

As illustrated in Figure 3(a), we can observe that the average number of papers, which are published by the same name, is less than 500. Suppose $n_a = 5 \times 10^2, n_b = 5 \times 10^2, N = 5 \times 10^9$, then $E(X) = N \cdot \frac{n_a n_b}{N^2} = 0.5, Var(X) = N \cdot \frac{n_a n_b}{N^2} \cdot \left(1 - \frac{n_a n_b}{N^2}\right) \approx 0.5$. Let $x = 3$, the probability of $P(X \geq x)$ is:

$$Pr(X \geq 3) = 1 - \Phi\left(\frac{2.5 - E(X)}{\sqrt{var(X)}}\right) = 2.3389 \times 10^{-3}.$$

(2)

From this case, the tail probability $Pr(X \geq 3)$ is very small, i.e., the probability of names $a$ and $b$ co-exist in papers at least 3 times is very small, and the tail probability will become smaller if the values of $n_a$ and $n_b$ decrease.

Surprisingly, we can observe that the frequencies of name pairs follow the power-law distribution in co-author lists as illustrated in Figure 3(b). This indicates that an author tends to collaborate with others who collaborate with him/her frequently. This phenomenon proves that the independence assumption for name co-occurrence is incorrect. That is, two authors $a_1$ and $a_2$ share name $a$, and the other two authors $b_1$ and $b_2$ also share name $b$, then it is almost an impossible event that both author pairs $(a_1, b_1)$ and $(a_2, b_2)$ have the high frequencies in the co-author lists.

Thus, we have strong evidence to conclude that all papers co-authored by $a$ and $b$ are published by a unique author $a$ or a unique author $b$ if name pair $(a, b)$ frequently appears in the co-author lists. This is due to the fact that a collaborative relationship, which is formed in a scale-free network, is not a random event [35].

B. Stable Collaborative Relation

Based on the above observations, we define the following stable collaborative relation as follows:

**Definition 2. $\eta$-Stable Collaborative Relation** Given a paper database $D$ associated with name set $A$, name pair $(a, b)$ forms an $\eta$-stable collaborative relation (short in SCR) if co-occurrence frequency of names $a$ and $b$ is no less than $\eta$ in all co-author lists for $a, b \in A$.

Note that the $\eta$-SCR is a symmetric relation. According to the definition, we can find all $\eta$-SCRs via mining all frequent itemsets with support threshold $\eta$ from the co-author lists of papers.

Once we find all $\eta$-SCRs, we will accurately recover a large number of collaborative relations in the collaboration network. Furthermore, a triangle, which is formed in a scale-free network, is also not a random event. This is because that the number of triangles, which a vertex participates in, also follows the power-law pattern in a scale-free network [36]. Thus, if $(a, b), (a, c)$ and $(b, c)$ are $\eta$-SCRs, then $(a, b, c)$ also forms a stable collaborative triangle. Thus, we construct a stable collaboration network, short in SCN, which preserves all $\eta$-SCRs or their formed triangles.

C. Stable Collaboration Network

Next, we will address how to construct the stable collaboration network from the input paper database. The construction consists of two steps:

- **Step I: Generating $\eta$-Stable Collaborative Relations.** We employ the FP-growth algorithm [37] with support threshold $\eta$ to mine all $\eta$-SCRs, denoted as $\mathcal{F}$, from the co-author lists. If name pair $(a, b) \in \mathcal{F}$, and $a$ and $b$ will be two vertices in the SCN, and an edge will be formed between them. In the SCN, a vertex is treated as a unique author, i.e., all papers co-authored by $a$ and $b$ are published by a unique author $a$ or unique author $b$ if $(a, b)$ forms a $\eta$-SCR. Thus, edge $(a, b)$ in the SCN associates with a set of papers, denoted as $P_{ab}$, which are co-authored by authors $a$ and $b$.

- **Step II: Constructing SCN.** To capture higher-order collaborative relations, we further infer the stable triangles from the found $\eta$-SCRs. Let $(a, b), (a, c)$, and $(b, c)$ be $\eta$-SCRs,
SCN may be the identical author, i.e., multiple vertices of SCN may belong to an identical author. To improve the recall, IUAD further judges whether two vertices with the same name are a unique author or not. Finally, we reconstruct a global collaboration network, short in GCN.

A. Problem Formulation

Let $V^a = \{v_1^a, v_2^a, \cdots, v_n^a\}$ be the set of vertices with name $a$ in SCN, $R^a \subset V^a \times V^a = \{(v_i^a, v_j^a) | v_i^a, v_j^a \in V^a, i \neq j\}$ be the set of candidate pairs, and $R = \bigcup_{a \in A} R^a$. For $r_j \in R$, $\gamma_j$ represents the similarity vector between two vertices in pair $r_j$. The task of constructing GCN aims at determining whether two vertices are a unique author or not, i.e., $R = M \cup U$, where $M$ is the set of vertex pairs whose two vertices belong to a unique author (called the set of matched pairs), otherwise $U$ (called the set of unmatched pairs).

To solve the problem, we propose a generative probabilistic model to calculate the probabilities $P(r_j \in M|\gamma_j, \Theta)$ and $P(r_j \in U|\gamma_j, \Theta)$ to make the decision \[38\], where $\Theta$ denotes the parameters of the generative model. To calculate the probability, we need to compute the similarity vectors of candidate vertex pairs.

B. Similarity Computation

As we know, the topological structures of the collaboration network, research interests, and research communities are helpful to identify authors from the SCN. We propose six similarity functions for vertex pair $r_j$, denoted as $\gamma_j = (\gamma_j^{(1)}, \gamma_j^{(2)}, \cdots, \gamma_j^{(6)})$, to capture how similar between two vertices in SCN.

1) Similarities in Network Structures: The network structures reflect the collaborative relations of authors, which are important to identify whether two vertices are a unique author or not. Two similarity functions are defined in this part to measure similarities in topological structures of the collaboration network.

Normalized Weisfeiler-Lehman Sub-graph Kernel. The topological structures of the collaboration network can well reflect the similarity between vertices. Usually, paths, cycles, or kernels \[18\], \[27\], \[28\] are used to measure the similarity of vertices. Due to the inefficiency of computing paths and cycles with larger networks, IUAD adopts Weisfeiler-Lehman sub-graph kernel \[39\] to evaluate the similarity between two vertices. WL-kernel captures topological information to quantify the similarity of vertices in SCN, which can judge how similar two vertices are. The WL sub-graph kernel of two vertices $v_i^a$ and $v_j^a$ is defined as:

$$K^{(h)}(v_i^a, v_j^a) = \langle \phi^{(h)}(v_i^a), \phi^{(h)}(v_j^a) \rangle,$$

where $K^{(h)}(v_i^a, v_j^a)$ measures the similarity between vertices $v_i^a$ and $v_j^a$ based on the number of occurrences of co-authors in $h$-th iteration, which is denoted as $\phi^{(h)}(\cdot)$. To avoid the
negative effect of different sub-graph sizes, the normalized WL sub-graph kernel is adopted:

$$\gamma_j^{(1)} = \frac{K(h)(v_i^a, v_j^a)}{\sqrt{K(h)(v_i^a, v_i^a) \cdot K(h)(v_j^a, v_j^a)}}. \quad (4)$$

Due to page limitation, more details please refer to [39], [40]. For the WL sub-graph kernel, the more similar in topological structures of $v_i^a$ and $v_j^a$ are, the larger value of the WL sub-graph kernel is, and the more likely that two vertices are a unique author.

Co-author Clique Coincidence Ratio. As analyzed before, triangles describe one kind of stable collaborative relations. In general, a clique will form more stable collaborative relations. In SCN, two vertices are more likely to be a unique author if they have many common cliques. Co-author clique coincidence ratio measures how many co-author common cliques they have. Let $L(v_i^a)$ and $L(v_j^a)$ are the sets of co-author cliques of vertices $v_i^a$ and $v_j^a$, respectively. The co-author clique coincidence ratio is defined as:

$$\gamma_j^{(2)} = \frac{1}{\tau} |L(v_i^a) \cap L(v_j^a)|, \quad (5)$$

where $\tau$, which balances the productivity of authors, is the smaller number of papers published by $v_i^a$ and $v_j^a$. To speed up the clique computation, we only list the triangles in $L(\cdot)$. For this similarity, the higher the coincident degree of co-author clique is, the higher probability to be a unique author is, which is consistent with our intuition.

2) Similarity in Research Interests: Different authors may have different interests, and the same author may have coherent interests over time. Since paper titles reflect author interests, we define two similarity functions to measure similarities of author interests based on paper titles.

Similarity of Research Interests. The keywords in paper titles reflect author interests. Since the distributed representations of words preserve the semantic information of text, we adopt word vectors learned by language models, such as Word2Vec, GloVe and BERT, etc., to capture the semantic of keywords. The similarity of research interests can be measured by cosine similarity of word vectors, which is defined as follows:

$$\gamma_j^{(3)} = \frac{W(v_i^a) \cdot W(v_j^a)}{||W(v_i^a)||_2 \cdot ||W(v_j^a)||_2}, \quad (6)$$

where $W(v_i^a)$ and $W(v_j^a)$ are the centers of all keyword vectors of vertices $v_i^a$ and $v_j^a$. To extract the keywords, the stop words or the frequent words in paper titles are excluded. Thus, the cosine similarity is larger, i.e., $v_i^a$ and $v_j^a$ are more similar in the research interests, the more probability that two vertices belong to a unique author.

Time Consistency in Research Interests. For an author, although the research field may not change, the research problems vary over time. Thus, we define a similarity to capture the time consistency in research interests. Let multisets $B(v_i^a)$ and $B(v_j^a)$ are keywords that exist in paper titles of vertices $v_i^a$ and $v_j^a$, respectively. The similarity of time consistency in research interests is defined as:

$$\gamma_j^{(4)} = \frac{1}{\tau} \sum_{b \in B(v_i^a) \cap B(v_j^a)} e^{\alpha \min(b)} \cdot \frac{1}{\log(FB(b))}, \quad (7)$$

where $\alpha$ is a decay factor introduced in [41] (set to 0.62 in our experiment), $\min(b)$ is the minimum year difference of word $b$, $FB(b)$ is occurrence frequency of word $b$ in all titles of the whole dataset, and $\tau$ is the same to the definition in $\gamma_j^{(2)}$. From this definition, if more frequent words are used by authors $v_i^a$ and $v_j^a$, they have higher time consistency in research interests.

3) Similarity of Research Communities. Due to the cognitive limitations of the human [42], authors may have stable research communities. In this paper, we employ the venues of published papers to capture the similarity of the research communities.

Similarity of Representative Community. An author has a stable research field, which forms a research community, he/she may publish papers in the same venue frequently. Let multiset $H(v)$ be the set of venues, in which papers published by vertex $v_i$ and $h_i^a$ and $h_j^a$ be the most frequent venues in $H(v_i^a)$ and $H(v_j^a)$, respectively. Note that $h_i^a$ and $h_j^a$ are considered as the representative communities of vertices $v_i^a$ and $v_j^a$, respectively. The following similarity function is defined to measure the similarity of representative community:

$$\gamma_j^{(5)} = \frac{1}{\tau} (cnt(H(v_i^a), h_i^a) + cnt(H(v_j^a), h_j^a)), \quad (8)$$

where $cnt(H, h)$ denotes the frequency of venue $h$ existed in multiset $H$, and $\tau$ is the same as the definition in $\gamma_j^{(2)}$. If vertices $v_i^a$ and $v_j^a$ frequently publish papers in the same venue, they have high representative community similarity.

Similarity of Research Communities. Apart from the representative community, all venues are helpful to disambiguate authors. Especially, some authors may have special research communities, which can be represented as small minority venues. Referring to the Adamic/Adar metric, we define the following similarity function to measure the similarity of the research communities:

$$\gamma_j^{(6)} = \frac{1}{\tau} \sum_{h \in H(v_i^a) \cap H(v_j^a)} \frac{1}{\log(FH(h))}, \quad (9)$$

where $FH(h)$ is the number of papers published in venue $h$ among the entire dataset, and $\tau$ is the same to $\gamma_j^{(2)}$. In this similarity function, it emphasizes the small minority venues to disambiguate authors. If two vertices $v_i^a$ and $v_j^a$ frequently publish papers in small minority venues, they are more likely to be a unique author.

C. Likelihood and Parameter Learning

For a candidate vertex pair $r_j$, $P(r_j \in M(\Theta))$ and $P(r_j \in U(\Theta))$ represent the matched and unmatched probabilities, respectively. If we suppose that $P(r_j \in M(\Theta)) = p$, then $P(r_j \in U(\Theta)) = 1 - p$. Let $l_j = 1$ if $r_j \in M$, otherwise $l_j = 0$,
and binary vector $V = (l_j, 1 - l_j)$. We define $x_j = (V, \gamma_j)$ as the “complete data” for $r_j$. The log-likelihood is:

$$\mathbb{L}(\Theta | X) = \sum_{j=1}^{N} V \left[ \log P(\gamma_j | r_j \in M, \Theta), \log P(\gamma_j | r_j \in U, \Theta) \right]^T + \sum_{j=1}^{N} V \left[ \log p, \log (1 - p) \right]^T.$$  

Under the independent assumption, probabilities $P(\gamma_j | r_j \in M, \Theta)$ and $P(\gamma_j | r_j \in U, \Theta)$ can be computed as $\prod_{i=1}^{m} P(\gamma_j^{(i)} | r_j \in M, \Theta)$ and $\prod_{i=1}^{m} P(\gamma_j^{(i)} | r_j \in U, \Theta)$, where $m$ is the number of similarity functions. However, for different similarity functions, the distributions of $\gamma_j^{(i)}$ are different from each other. To simplify the log-likelihood, we employ the exponential family to model the distribution of similarity $\gamma_j^{(i)}$.

In the above probabilistic generative model, $V$ is a random vector. Thus, the parameter vector $\Theta$ cannot be directly learned by their MLEs. IUAD adopts the EM algorithm to learn the MLEs of parameters $\Theta$. The MLEs of parameters for distributions are summarized in Table I.

### D. Decision Making

Once we learn the parameters of the model, the computed probabilities $P(r_j \in M | \gamma_j, \Theta)$ and $P(r_j \in U | \gamma_j, \Theta)$ can be used to judge whether two vertices in SCN are a unique author or not. To simplify the judgment process, IUAD defines the following matching score for vertex pair $r_j$:

$$\text{sc}_j = \log \left( \frac{P(r_j \in M | \gamma_j, \Theta)}{P(r_j \in U | \gamma_j, \Theta)} \right).$$  

When $\text{sc}_j$ is much larger than $0$, two vertices in $r_j$ are more likely to be merged as a single vertex. As shown in Algorithm 1, given decision threshold $\delta$, if $\text{sc}_j \geq \delta$, two vertices in $r_j$ are merged.

### E. Incremental Manner

For a newly published paper $p^a$, which is published by author $a$, then we need to judge whether author $a$ is identical to an existing vertex in GCN. The problem is called the single paper disambiguation problem. Since all vertices named $a$ are different authors after constructing GCN, our proposed IUAD method can easily extend to incrementally solve the single paper disambiguation problem.

For new paper $p^a$, $a$ is viewed as an isolated vertex, denoted as $v^a$, in the GCN. Let $V^a = \{v_1^a, v_2^a, \cdots, v_n^a\}$ be the set of vertices named $a$ in GCN. The single paper disambiguation problem aims at judging whether $v^a$ is identical to $v^a_k \in V^a$ for a fixed $k$ ($1 \leq k \leq n$).

To make the decision, we first calculate similarity vector $\gamma_j^a$ for vertex pair $r_j^a = (v^a, v^a_k)$. Based on learned parameter vector $\Theta$, we can compute probabilities $P(r_j^a \in M | \gamma_j^a, \Theta)$ and $P(r_j^a \in U | \gamma_j^a, \Theta)$. We then compute matching score $\text{sc}_j^a$ for vertex pair $r_j^a$ by using Equation 11. Since $v^a$ is identical to $v^a_k$ if the following two conditions satisfy: (1) for $i \neq k$ and $v_i^a \in V^a$, $\text{sc}_j^a \geq \text{sc}_j^a_k$; (2) $\text{sc}_j^a_k \geq \delta$. That is, $v^a$ is identical to $v^a_k$ if the largest matching score $\text{sc}_j^a_k$ is larger than our pre-defined threshold $\delta$. If the conditions do not satisfy, $v^a$ will be an isolated vertex in the constructed GCN. For newly published papers, in contrast to the existing embedding-based approaches that need to re-train the whole model, our proposed IUAD method can incrementally address the single paper disambiguation problem one by one efficiently.

### F. Discussion

1) Efficiency of IUAD: IUAD is an efficient algorithm mainly due to the following facts:
   - In SCN construction stage, it only mines the frequent 2-itemsets which can be efficiently found, instead of using high complexity operations such as extracting paths or cycles from the network. Furthermore, IUAD captures the higher-order collaborative relations via inferring the stable triangles from the found $\eta$-SCRs. In this stage, IUAD therefore performs efficiently.
   - In GCN construction stage, we only merge the vertices in the SCN, which share the same name. Note that a small number of names are shared by many vertices in SCN. To further reduce the complexity of GCN construction, we randomly sample a small number of vertex pairs (i.e., 10%), which share the same name, to train the generative probabilistic model. The sampling strategy speeds up the computation significantly.

In existing top-down approaches, they involve many repeated calculations. For example, given a paper of five authors, it will be considered five times to generate different ego-networks to disambiguate each author. However, our proposed IUAD method aims at recovering the global collaborative network in the bottom-up manner, and avoids the repeated calculations. Comparing to the existing top-down approaches, our IUAD is therefore more efficient than them.

2) Sampling Strategy: When we learn parameter vector $\Theta$ of the generative probabilistic model, we encounter the imbalance problem, i.e., there are only a small number of matched vertex pairs comparing with the unmatched vertex pairs. To reduce the negative impact of imbalance problem, we partition a vertex in SCN, which has many published papers, into two vertices at random. As such, the matched and unmatched vertex pairs are more balanced for training when the number of matched vertex pairs increases.

### VI. EXPERIMENTS

We conduct comprehensive experiments to evaluate the performance and efficiency of IUAD via comparing it with 8 competitors on the real DBLP data. Through empirical study, we aim at addressing the following research questions:

- **RQ1** How does IUAD perform comparing with baselines?
- **RQ2** What is the contribution of each stage of IUAD?
- **RQ3** Does IUAD perform well on the large-scale dataset?
- **RQ4** Whether is the incremental manner practicable in performance and efficiency?
TABLE I: MLEs of parameters for matched and unmatched groups, where $N$ is the number of samples, $\langle k \rangle$ represents the $k$-th iteration, and $^{1, i, ^2, i}$ denote the MLEs of matched and unmatched groups for the $i$-th similarity function, respectively.

| Distribution | MLEs for matched group | MLEs for unmatched group |
|--------------|------------------------|--------------------------|
| Multinomial  | $p_{1, i}^{h(k)} = \frac{\sum_{j=1}^{N} \gamma_{j}^{(i)}}{\sum_{j=1}^{N} \gamma_{j}^{(i)} + \beta}$ | $p_{2, i}^{h(k)} = \frac{\sum_{j=1}^{N} (1-\gamma_{j}^{(i)}) \gamma_{j}^{(i)} + \beta}{N - \sum_{j=1}^{N} \gamma_{j}^{(i)} + \beta}$ |
| Gaussian     | $\mu_{1, i}^{(k)} = \frac{\sum_{j=1}^{N} \gamma_{j}^{(i)} \sigma_{j}^{(k)}}{\sum_{j=1}^{N} \gamma_{j}^{(i)} \sigma_{j}^{(k)} + \mu_{j}^{(k)}}$ | $\mu_{2, i}^{(k)} = \frac{\sum_{j=1}^{N} (1-\gamma_{j}^{(i)}) \sigma_{j}^{(k)} + \mu_{j}^{(k)}}{N - \sum_{j=1}^{N} \gamma_{j}^{(i)} + \mu_{j}^{(k)}}$ |
| Exponential  | $\lambda_{1, i}^{(k)} = \frac{\sum_{j=1}^{N} \gamma_{j}^{(i)} \sigma_{j}^{(k)}}{\sum_{j=1}^{N} \gamma_{j}^{(i)} \sigma_{j}^{(k)} + \mu_{j}^{(k)}}$ | $\lambda_{2, i}^{(k)} = \frac{N - \sum_{j=1}^{N} \gamma_{j}^{(i)} \sigma_{j}^{(k)} + \mu_{j}^{(k)}}{N - \sum_{j=1}^{N} \gamma_{j}^{(i)} + \mu_{j}^{(k)}}$ |

- **RQ5** Whether are similarity functions reasonable?

A. **Experimental Settings**

1) **Dataset:** We use a large-scale DBLP dataset\(^1\) to conduct our experiments. In this dataset, there are 72,522 different author names, 641,377 published papers associated with co-author lists, paper titles, venues, and published years. Totally, there are 2,393,969 author-papers pairs.

To evaluate the performance of IUAD and competitors, we build a testing dataset via intersecting two datasets DBLP and DAminer.\(^2\) We do not evaluate the performance of IUAD and competitors on dataset DAminer since it only contains papers published by randomly selecting 600 author names, which only support to partially preserve the collaborative relations for the selected author names. Furthermore, IUAD method cannot fully capture the collaborative relations between authors on dataset DAminer. As a result, we obtain a testing dataset, which contains 336 real authors and 50 different author names who co-exist in both datasets DBLP and DAminer. Table II lists the descriptive statistics of 50 different author names in our testing dataset, where #Authors_TD and #Papers_TD are the number of authors and the number of papers in the testing dataset, respectively, and #Papers_DBLP denotes the number of papers in the whole DBLP dataset.

2) **Evaluation Metrics.** To avoid the disturbance of different numbers of papers published by different authors, micro-accuracy (MicroA), micro-precision (MicroP), micro-recall (MicroR), and micro-F1 (MicroF) are utilized to evaluate the performance of IUAD and its competitors. These measurements can be computed as followings:

- **MicroA** = \(\frac{TP + TN}{TP + FP + FN + TN}\),
- **MicroP** = \(\frac{TP}{TP + FP}\),
- **MicroR** = \(\frac{TP}{TP + FN}\),
- **MicroF** = \(\frac{2 \times \text{MicroP} \times \text{MicroR}}{\text{MicroP} + \text{MicroR}}\),

where \(TP\) and \(FP\) are the numbers of paper pairs that they are correctly and incorrectly predicted to be from the same author, respectively; \(FN\) and \(TN\) are the number of paper pairs that they are incorrectly and correctly predicted to be from different authors, respectively. To reduce the impact of the imbalance in published papers for different names, all the values of \(TP, FP, FN,\) and \(TN\) count the total number of corresponding paper pairs of all names.

For evaluating the efficiency of methods, the average time cost per name is also computed.

3) **Baselines:** We compare IUAD with unsupervised and supervised baselines. For comparing baselines, their experimental settings are consistent with their original papers. For our IUAD, we only sample 10% vertex pairs to training the generative probabilistic model in the stage of GCN construction.

(i) **Unsupervised Baselines** Similar to IUAD, there is a set of unsupervised methods \([22, 23, 27, 33]\) to disambiguate authors, where NetE achieves the state-of-the-art performance \([23]\).

- **ANON** \([22]\): ANON employs the Hierarchical Agglomerative Clustering (HAC) to cluster papers after embedding papers into a low-dimensional space, where all papers in a cluster are published by a unique author.
- **NetE** \([23]\): NetE embeds papers into a low-dimensional space via mining multiple relationships. Furthermore, NetE employs HDSCAN and AP (i.e., Affinity Propagation) methods to cluster papers.
- **Aminer** \([33]\): Aminer leverages both global and local information to embed papers into a low-dimensional space. To improve disambiguation accuracy, Aminer also leverages human annotations to learn paper embeddings. Furthermore, Aminer disambiguates authors via employing the HAC algorithm to group papers.
- **GHOST** \([27]\): GHOST is a graph-based method, which devises a path-based similarity metric to evaluate the similarity between papers, and further groups papers into clusters with the AP algorithm.

(ii) **Supervised Baselines** To verify the effectiveness of our method, we compare IUAD with the supervised methods. We employ AdaBoost, GBDT, RF, and XGBoost to learn...
TABLE II: The descriptive statistics for our testing dataset.

| Name     | #Authors_TD | #Papers_TD | #Papers_DBLP | Name     | #Authors_TD | #Papers_TD | #Papers_DBLP |
|----------|-------------|------------|--------------|----------|-------------|------------|--------------|
| Jia Xu   | 12          | 79         | 223          | Song Chen| 5           | 49         | 121          |
| Lixin Tang| 4           | 79         | 112          | Bo Ai    | 4           | 98         | 179          |
| Ping Fu  | 5           | 16         | 32           | Wensheng Yang| 4       | 14         | 14           |
| Qi Hu    | 5           | 9          | 33           | Hongbin Liang| 3       | 5          | 19           |
| Geng Yang| 4           | 55         | 92           | Yang Shen| 14          | 30         | 65           |
| Xu Xue   | 12          | 60         | 110          | Jiang Luo| 8           | 35         | 61           |
| Jianhua Lu| 7           | 138        | 222          | Jian Du  | 5           | 15         | 41           |
| Lin Huang| 12          | 75         | 105          | Lu Han   | 11          | 29         | 57           |
| Yong Tian| 10          | 13         | 25           | Rong Yu  | 4           | 53         | 101          |
| Jian Feng| 9           | 33         | 85           | Bo Hong  | 5           | 18         | 78           |
| Wei Quan | 4           | 32         | 87           | Tao Deng | 7           | 10         | 33           |
| Honglin Bi| 8           | 65         | 258          | Yun Zhou | 16          | 41         | 137          |
| Hua Bai  | 4           | 9          | 16           | Yang Jing Wang| 6       | 17         | 47           |
| Ping Sun | 9           | 14         | 37           | Jianqiang Yi| 3       | 84         | 124          |
| Dandan Zhao| 8          | 26         | 39           | Weiwei Li| 10          | 22         | 66           |
| Xi Huang | 7           | 17         | 26           | Xue Qin  | 3           | 4          | 6            |
| Jie Jiang| 8           | 39         | 109          | Fei Sun  | 8           | 17         | 58           |
| Lei Song | 17          | 44         | 118          | Junling Wang| 2       | 5          | 15           |
| Shuai Yuan| 8           | 18         | 96           | Tian Chen| 6           | 10         | 20           |
| Min Zheng| 6           | 15         | 42           | Chuanan Liu| 6       | 9          | 18           |
| Minghui Li| 6           | 14         | 32           | Yin Shi  | 2           | 11         | 17           |
| Zhifeng Liu| 5           | 12         | 20           | Rong Lu  | 3           | 4          | 11           |
| Hongtao Liu| 5          | 13         | 21           | Hong Fan | 6           | 25         | 50           |
| Yin Wu   | 9           | 15         | 38           | Shuang Song| 3       | 9          | 52           |
| Dan Sun  | 4           | 9          | 18           | Lili Ma  | 4           | 16         | 40           |

Total 336 1529 3426

TABLE III: Performance compared with baselines.

| Algorithm | Supervised | Un-Supervised |
|-----------|------------|---------------|
|           | AdaBoost   | MicroA | 0.6812 | 0.6914 | 0.7118 | 0.6935 | ANON     | MicroA | 0.6697 |
|           | GBDT       | 0.6914 | 0.7422 | 0.7041 | 0.7226 | 0.7118 | NetE     | 0.7318 | 0.8164 |
|           | RF         | 0.7118 | 0.7215 | 0.8066 | 0.7617 | 0.7118 | Aminer   | 0.6182 | 0.8235 |
|           | XGBoost    | 0.6935 | 0.7467 | 0.7009 | 0.7231 | 0.6935 | GHOST    | 0.4800 | 0.6814 |

| Algorithm | MicroP | 0.6981 | 0.7422 | 0.7041 | 0.7226 | 0.7118 | MicroP | 0.8164 | 0.8273 |
|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|           | MicroR | 0.8046 | 0.8066 | 0.7009 | 0.7617 | 0.7041 | MicroR | 0.5438 | 0.6702 |
|           | MicroF | 0.7424 | 0.7617 | 0.7009 | 0.7231 | 0.7041 | MicroF | 0.6528 | 0.7405 |

IUAD outperforms ANON and NetE significantly. The suboptimal performance of them is due to the fact that ANON and NetE model the co-author relationships as an ego-network, which captures the low-quality collaborative relations. This sheds light on the benefit of our bottom-up author disambiguation method, which preserves the high-quality collaborative relations in the beginning.

B. Performance Comparison (RQ1)

To demonstrate the performance of our proposed IUAD method, we compare IUAD with four unsupervised methods and four supervised methods with four evaluating metrics. The experimental results are illustrated in Table III where we have the following key observations:

- Comparing to supervised methods, IUAD has achieved better performance. This is due to the fact that supervised approaches do not consider co-author relationships. This points to the positive effect of capturing the collaborative relations during SCN and GCN construction stages.
- IUAD outperforms ANON and NetE significantly. The suboptimal performance of them is due to the fact that ANON and NetE model the co-author relationships as an ego-network, which captures the low-quality collaborative relations. This sheds light on the benefit of our bottom-up author disambiguation method, which preserves the high-quality collaborative relations in the beginning.

- IUAD outperforms both Aminer and GHOST significantly. Although both Aminer and GHOST preserve higher-order collaborative relationships, their mined higher-order collaborative relationships will also introduce new uncertainty into the task when author disambiguation has not done yet. This also points to the positive effect of finding stable collaborative relations from the co-author lists.

C. Effect Analysis of Different Stages (RQ2)

IUAD is a two-stage author disambiguation method. To demonstrate the rationality of our two-stage method, we evaluate the performance after SCN and GCN construction stages of IUAD as illustrated in Table IV where we have the following key observations:

- IUAD achieves a high precision after the stage of SCN construction. It indicates that our proposed way of capturing stable collaborative relations is rather effective to identify authors, and ensures the high-precision of IUAD.
TABLE V: Average time cost per name disambiguation (seconds).

| Algorithm | 20%  | 40%  | 60%  | 80%  | 100% |
|-----------|------|------|------|------|------|
| ANON      | 4.221| 9.214| 17.955| 35.833| 58.489|
| NetE      | 16.113| 21.597| 24.396| 28.798| 33.093|
| Aminer    | 2.901| 3.564| 4.420| 5.258| 6.078|
| GHOST     | 8.500| 21.575| 44.195| 92.165| 183.480|
| IUAD      | 0.092| 0.420| 1.132| 2.044| 2.599|

- After the stage of GCN construction, the improvements compared to the first stage are 17.7%, -0.5%, 37.4%, and 25.4% on four evaluating metrics. There are two paramount findings: (1) the biggest improvement appears on micro-recall, where the improvement is up to 37.4%; (2) although we identify more authors in this stage, the precision of IUAD only decreases 0.5%. The experimental result reveals that: (1) our proposed way of constructing the global collaboration network is also effective to disambiguate authors; (2) our proposed two-stage collaboration network reconstruction makes a very good balance in micro-precision and micro-recall.

D. Scalability Analysis (RQ3)

We report the average time cost per name disambiguation of our IUAD and four unsupervised baselines in Table V. We can observe that IUAD is the most efficient method comparing to all unsupervised baselines. This is due to the facts that: (1) SCN construction is very efficient since mining all η−SCRs is very efficient; (2) GCN construction is also efficient since only the vertices with the same name need to judge whether they are a unique author or not; (3) existing top-down approaches will consider a paper multiple times when it has multiple coauthors.

To further evaluate the scalability of IUAD, we use only 20%, 40%, 60%, 80% and full data to run IUAD. The performance is illustrated in Figure 5 where we have the following key observations: (1) IUAD achieves high precision in the SCN construction stage even in a smaller dataset; (2) recall is continually improved from almost 50% to more than 81% as data scale increasing. The observations reveal that: (1) the effect of mining stable collaboration relations during SCN construction is positive; (2) a large-scale dataset is more helpful to construct the GCN.

E. Incremental Manner Analysis (RQ4)

We also study the performance and efficiency of the incremental author disambiguation task. In this task, we separate the testing data into two parts. The first part is utilized to construct the GCN, and then adopt the second part to study the performance of incremental author disambiguation. To evaluate the incremental author disambiguation task, the second part of the testing data consists of 100, 200 and 300 papers, which are treated as the recently published ones. As illustrated in Table VI, we report the performance and improvement after addressing the incremental author disambiguation problem. In Table VI “MicroA” and “MicroA+” are the micro-accuracy on the first part of testing data and the entire testing data after incrementally identifying authors, respectively; “Improv.” is the improvement after the incremental author disambiguation comparing to the first stage, other effective metrics are similar, and “Avg. time” is the average elapsed time per paper in the incremental author disambiguation. We have the following key observations:

• We almost observe a performance reduction for incremental author disambiguation. This is due to the facts that: (1) single paper only provides limited information to identify the authors; (2) the stable collaboration relations in newly published papers are not utilized to disambiguate authors. However, incremental author disambiguation does not greatly reduce the performance of our IUAD. It indicates that our proposed similarity functions are rational and effective to disambiguate authors.

• To address the incremental author disambiguation problem, IUAD is very efficient since the average time cost per paper is less than 50 milliseconds. This result thanks to: (1) IUAD incrementally judges who publish a newly published paper via only computing the posterior probability, rather than re-training the entire model; (2) once we compute the six similarity functions, we can efficiently calculate the posterior probability.

F. Rationality of Similarity Functions (RQ5)

There are six similarity functions designed for recovering GCN in subsection V-B. To demonstrate the rationality of our proposed six similarity functions, we only employ a single similarity to construct GCN, and illustrate the performance in Figure 6 where we have the following key observations:

• We observe that all similarity functions have influences on the performance of IUAD positively. The observation indicates that all similarity functions are reasonable to identify authors.

• Note that a similarity function is more influential for recovering GCN if its threshold has larger degree of dispersion. Thus, the similarities of representative community (in Figure 6(a)) and research community (in Figure 6(b)) are the two most important similarity functions for constructing
TABLE VI: Performance and efficiency of incremental author disambiguation.

| Metric |   100   |  200   |  300   |
|--------|---------|--------|--------|
| MicroA | 0.8154  | 0.8104 | 0.8166 |
| MicroA+| 0.8062  | 0.8079 | 0.8085 |
| Improv.|-0.0092  | -0.0025| -0.0081|
| MicroP | 0.8685  | 0.8546 | 0.8544 |
| MicroP+| 0.8649  | 0.8588 | 0.8606 |
| Improv.|-0.0036  |+0.0042 |+0.0062 |
| MicroR | 0.7974  | 0.8008 | 0.8160 |
| MicroR+| 0.7829  | 0.7941 | 0.7931 |
| Improv.|-0.0145  |-0.0067 |-0.0229 |
| MicroF | 0.8315  | 0.8268 | 0.8348 |
| MicroF+| 0.8218  | 0.8252 | 0.8255 |
| Improv.|-0.0097  |-0.0016 |-0.0093 |
| Avg. time (ms) | 47.76 | 45.22 | 45.40 |
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