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\textbf{A B S T R A C T}

We use “glide charts” (plots of sequences of root mean squared forecast errors as the target date is approached) to evaluate and compare fixed-target forecasts of Arctic sea ice. We first use them to evaluate the simple feature-engineered linear regression (FELR) forecasts of Diebold and Göbel (2022), and to compare FELR forecasts to naive pure-trend benchmark forecasts. Then we introduce a much more sophisticated feature-engineered machine learning (FEML) model, and we use glide charts to evaluate FEML forecasts and compare them to a FELR benchmark. Our substantive results include the frequent appearance of predictability thresholds, which differ across months, meaning that accuracy initially fails to improve as the target date is approached but then increases progressively once a threshold lead time is crossed. Also, we find that FEML can improve appreciably over FELR when forecasting “turning point” months in the annual cycle at horizons of one to three months ahead.

1. Introduction

Arctic sea ice is melting very quickly as the planet warms (see Fig. 1, and e.g., Diebold and Rudebusch (2022) and the many references therein), which brings both major economic opportunities and major risks. Opportunities/benefits include new accessibility for extracting deposits of natural gas, petroleum, and other natural resources, as well as the emergence of trans-Arctic shipping lanes, which will enhance international trade by reducing both transportation costs and piracy-riddled chokepoints on other routes. Risks/costs include increased emissions and environmental damage due to discharges, spills, and soot deposits (Bekkers et al., 2016; Petrick et al., 2017). Finally and more broadly, melting sea ice will have important geopolitical consequences for Arctic sea-lane control (Ebinger and Zambetakis, 2009).

For all of the above reasons, the temporal path and pattern of Arctic sea ice diminution are of particular interest, and Arctic sea ice forecasting has received significant attention (Shalina et al., 2020). From a real-time online perspective, there are two key approaches. The first is fixed-horizon forecasting, where, for example, each month we forecast one month ahead, month after month, ongoing, as in Diebold and Rudebusch (2022). The second is fixed-target forecasting, where each month we forecast a fixed future target date, month after month, ending when we arrive at the target date, as in Diebold and Göbel (2022). In this paper we consider the fixed-target scenario, which has generated substantial interest in highlighting Arctic sea ice diminution both within years (as September 30 is approached, say) and across years (comparing the sequence of Septembers, say).

Forecast accuracy naturally increases as information accumulates and the target date is approached. A key question is how to quantify that accuracy, and how quickly, and with what pattern, it improves as the target date is approached. In this paper we use glide charts (plots of sequences of root mean squared forecast errors as the target date is approached) to address those questions in the contexts of two models for Arctic sea ice forecasting, the feature-engineered linear regression (FELR) model of Diebold and Göbel (2022), and a new and potentially-superior feature-engineered machine learning (FEML)
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\textsuperscript{2} For example, each summer since 2008 the Sea Ice Prediction Network (SIPN) has sponsored the Sea Ice Outlook (SIO) competition for predicting September average daily Arctic sea ice extent. See https://www.arcus.org/sipn for SIPN, and see https://www.arcus.org/sipn/sea-ice-outlook for SIO. September extent forecasts are produced by many research groups mid-month in June, July, and August, and evaluated once September ends and the outcome is known. Insightful post-season SIO assessments have been produced annually (the most recent is Bhatt et al., 2022), and similarly-insightful multi-year retrospective SIO assessments have been produced occasionally (Stroeve et al., 2014; Hamilton and Stroeve, 2016; Hamilton, 2020).
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model developed in this paper, building on the tree-based “macro random forest” of Goulet Coulombe (2020a).

We proceed as follows. In Section 2 we review the FELR model, display and discuss its glide charts for each month of the year, and compare them to those of a naive (pure trend) benchmark. In Section 3 we introduce the FEML model, display and discuss its glide charts for each month of the year, and compare them to those of a different and more sophisticated benchmark, FELR. Hence FELR appears throughout, but in different roles. It appears first in Section 2 as a candidate model to be compared to a naive benchmark, and then in Section 3 as a more sophisticated benchmark against which a potentially even more sophisticated candidate model is compared. We conclude in Section 4.

2. Glide charts for Feature-Engineered Linear Regression (FELR)

Here we review the FELR model of Diebold and Göbel (2022) and display its glide charts for Arctic sea ice forecasting. In particular, we treat FELR as a simple but hopefully-sophisticated model – in the tradition of the “KISS Principle” of forecasting: “Keep it sophisticated edly simple” (Zellner, 1992) – and assess its fixed-target forecasting performance relative to a benchmark forecast, a simple linear trend. We do so in part to illustrate the construction and interpretation of glide charts, and in part because we are interested in FELR and the improvements it may deliver relative to more naive models. Later, in Section 3, we turn the tables and use FELR as the benchmark when assessing a more sophisticated non-parametric nonlinear feature-engineered machine learning model.

2.1. Feature-Engineered Linear Regression

To understand FELR, one must understand the real-time fixed-target forecasting exercise in which it is embedded. In our subsequent empirical work, we will consider fixed-target forecasting for a selected target month (the monthly average of daily observations), conditioning on the expanding daily historical sample as the end of the target month is approached, performing 120 days before the last day of the target month and continuing to the last day of the target month. Many variations and extensions (e.g., forecasting a particular target day rather than a target monthly average) can be implemented. Although our framework is applicable to fixed-target forecasting of any variable, our subsequent empirical work will focus on Arctic sea ice extent (SIE) and we have specialized the notation below to this particular exercise. Given the importance of seasonality not only in intercepts, but also in trends and dynamics (Diebold and Rudebusch, 2022), we run regressions for each month separately.

Fully general notation gets tedious, so we take a specific example. Consider fixed-target forecasting for September average daily sea ice extent, $SIE_9$, conditioning on the expanding historical sample as we move from June through the end of September. In FELR, September extent is regressed on an intercept, a linear trend, and three additional covariates:

$$SIE_9 \rightarrow c, \ Time, \ SIE_{\text{LastMonth}}, SIE_{\text{Last30Days}}, SIE_{\text{Today}},$$

where $SIE_9$ denotes September average daily extent, “→” denotes “is regressed on”, and the rest of the notation is obvious. As a concrete illustration, and approximately following the SIO forecasting competition (Bhatt et al., 2022), consider the $SIE_9$ forecasts on four days: 6/10, 7/10, 8/10 and 9/10. Immediately, the 6/10 regression used to produce the June forecast of September is

$$SIE_9 \rightarrow c, \ Time, \ SIE_6, \ SIE_{6/12,6/10}, SIE_{6/10},$$

the 7/10 regression used to produce the July forecast of September is

$$SIE_9 \rightarrow c, \ Time, \ SIE_7, \ SIE_{6/11,7/10}, SIE_{7/10},$$

the 8/10 regression used to produce the August forecast of September is

$$SIE_9 \rightarrow c, \ Time, \ SIE_8, \ SIE_{7/12,8/10}, SIE_{8/10},$$

and the 9/10 regression used to produce the September forecast of September is

$$SIE_9 \rightarrow c, \ Time, \ SIE_9, \ SIE_{8/12,9/10}, SIE_{9/10}.$$
all submitted forecasts) for September and the three horizons for which the latter is available. This can be seen in the September subplot of Fig. 4. While the linear trend is widely used as a generic reference point, the SIO median, very much like the mean of the Survey of Professional Forecasters in macroeconomics, is a tenacious contender against which to benchmark new approaches (Andersson et al., 2021). The crucial practical advantage of FELR over the SIO median is obviously that we can generate its forecasts for more than three arbitrarily-fixed dates and a single target month, producing direct (rather than iterated) FELR forecasts day-by-day, using model parameter estimates optimized to the remaining predictive horizon, thanks to the trivial simplicity and speed of FELR estimation by linear least-squares regression. We exploit this fact below to make and examine 120 daily fixed-target Arctic sea ice forecasts from June through September.

### 2.2. Glide charts

We measure forecast performance, and its evolution as the target date is approached, with $RMSE$ glide charts (RGCs). An RGC is simply a plot of the sequence of root mean squared forecast errors (RMSFEs) from the ordered sequence of 120 regressions with the conditioning information expanding as the target date is approached, where $RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} e_t^2}$, for regression residual vector $e$ and sample size $T$.

We use SIE observational data from 1979 to 2020 from the National Snow and Ice Data Center (NSIDC), which uses the NASA team algorithm to convert microwave brightness readings into ice coverage (Fetterer et al., 2017a). We start with a 4-month lead (120 days). Once the 120 FELR regressions are run, we construct RGCS. RGCS naturally differ across months, so we examine the shapes for each month separately.

In Fig. 2 we show the twelve monthly FELR RGCS, together with the twelve monthly benchmark linear trend RGCS for comparison. First consider the linear trend RGCS, which are flat, for all months and horizons. This is expected, because they capture only extremely low-frequency dynamics and hence take almost no account of evolving conditions as the target date is approached.

Now consider the FELR RGCS, which are very different. Very early on, near date $T - 120$, they are little different from those of the linear trend benchmark, but accuracy eventually improves (so the RGCS drop), achieving perfection by the target date $T$ (so the RGCS are 0). Moreover, the precise glide chart paths differ across months.

Most months show FELR predictability thresholds, meaning that accuracy initially fails to improve as the target date is approached, but then increases progressively once a predictability threshold lead time is crossed. For example, the peak-summer (July) sea ice forecast shows no increase in accuracy until roughly $T - 60$, after which accuracy rapidly improves. This corroborates the results of Day et al. (2014), who find a spring “predictability barrier” for summer pan-Arctic SIE predictions, but contrasts with those of Bushuk et al. (2019). Interestingly, the predictability thresholds are earliest for the low-months of August, September (when Arctic sea ice achieves its minimum), and October. The August threshold is around $T - 90$, the September threshold is evidently around $T - 120$, and the October threshold is even earlier – literally off the chart!

### 3. Glide charts for feature-engineered machine learning (FEML)

Although FELR clearly captures salient features in $SIE_m$ at various forecasting horizons, it remains a linear model. Simultaneously, there are ample plausible sources of nonlinear $SIE_m$ dynamics, including tipping points and feedback loops (Maslanik et al., 2007). With the shape of those nonlinearities being unknown, we turn to flexible nonlinear machine learning (ML) approaches to estimate them. A significant roadblock to that enterprise, however, is that completely nonparametric ML methods simply will not work on a sample of size $T \approx 40$. We confront this situation by using a feature-engineered machine learning (FEML) approach, which, as the name suggests, retains the feature engineering that made FELR a successful benchmark, but with substantial generalization. In particular, the ML model we consider is Macro Random Forest (Goulet Coulombe, 2020a), which builds nonlinearities around FELR rather than modeling everything nonparametrically. Hence FEML continues to capture linear signals precisely as with FELR, but it can also capture additional nonlinear signals, while continuing to economize on degrees of freedom.

To make such points more clear, we first review the basics of Macro Random Forest (MRF) and then describe the various FEML specifications that will be used in our subsequent forecasting exercise.

#### 3.1. Feature-engineered machine learning

Here we introduce a flexible tree-based class of nonparametric nonlinear feature-engineered models for fixed-target sea ice forecasting.

##### 3.1.1. Macro random forest

Goulet Coulombe (2020a) proposes a new form of random forest (RF, Breiman 2001) better suited for time series, especially macroeconomic data where the available series are typically of short length. The model is

$$y_t = X_t \beta_t + \epsilon_t$$

where $S_t$ are the state variables governing time variation and $F$ a forest. $S_t$ can be a large data set, beyond what is included in FELR. $X$ determines the linear model that we want to be time-varying. By design, it is preferable that $X \subset S$ be parsimonious and a priori important compared to the larger $S$. For instance, one can use lags of $y_t$ for $X$, when an appreciable degree of persistence is suspected. In this paper, $X$ will be the features of FELR.

While an advantage of the method is its potential for interpretation via the generalized time-varying parameters $\beta_t$, of greater interest here are its predictive advantages in an environment with scarce data and a strong linear signal. Indeed, it is easy to see that, if $F$ ends up hardly nonlinear – or seen differently, mostly time-invariant – FEML collapses to FELR. In contrast, a plain RF that learns nothing, collapses to the unconditional mean. Thus, FEML constructs the conditional mean economically by starting with FELR and incorporating nonlinearities (as much as one can afford with $T \approx 40$) around it. In contrast, a plain RF would struggle to capture linear autoregressive signals effectively using hard-thresholding functions (the trees) and would be left with little or no degrees of freedom for “real” nonlinearities. For much more on this point, see Goulet Coulombe (2020a).

The estimation is carried out through a greedy algorithm, which, in its most basic form, is to run

$$\min_{j \in J^*} \min_{c \in \mathbb{R}} \left[ \min_{\beta_t \in \beta_t(1,s)} \left( \sum_{i,j} (y_{i,j} - X_{i,j} \beta_t)^2 \right) + \min_{\beta_i \in \beta_i(2,s)} \left( \sum_{i,j} (y_{i,j} - X_{i,j} \beta_i)^2 \right) \right].$$

(2)

recursively to construct trees. In words, at each potential tree split, we obtain the optimal variable $S_j$ (i.e., the best $j$ out of the random subset of predictors indexes $J^*$) with which to split our sample, and $c_j$ i.e. the value at which we should split $j$. The resulting outputs $j^*$
and \(c^*\) are used to split \(l\) (the parent “leaf”) into two children leaves, \(l_1\) and \(l_2\). Splitting things in halves, and those halves in other small halves eventually leads to obtaining leaves of size 1 (or a small number) yielding \(\beta_1\), a coefficient at each point in time.

As in RF, the core sources of regularization in MRF are (1) averaging over a diversified ensemble of trees generated by Bagging, and (2) random eligibility of predictors for splits \(J' \subset J\). Nonetheless, \(\beta_1\)’s (and corresponding predictions) may benefit from additional regularization—this is particularly true of short time series where the potency of Bagging is more limited. Time smoothness is made operational by taking the “rolling-window view” of time-varying parameters. That is, the tree solves many weighted least squares problems including close-by observations. To keep computational demand low, (Goulet Coulombe, 2020a) suggests to use a kernel \(w(t; \zeta)\) designed as a symmetric 5-step Olympic podium. Informally, the kernel puts a weight of 1 on observation \(t\), a weight of \(\zeta < 1\) on observations \(t-1\) and \(t+1\) and a weight of \(\zeta^2\) on observations \(t-2\) and \(t+2\). Finally, a small Ridge penalty is added for matrices to invert nicely even in very small leaves, which will be inevitably prevalent in our application. With those additions, (2) turns into the more sophisticated

\[
\min_{\beta_1, \beta_2, \zeta} \sum_{t \in J} w(t; \zeta) (y_t - X_t \beta_1)^2 + \lambda \|eta_1\|_2^n + \min_{\beta_2, \zeta} \sum_{t \in J} w(t; \zeta) (y_t - X_t \beta_2)^2 + \lambda \|eta_2\|_2^n.
\]

[3]

where \(l_1^*(j, c)\) and \(l_2^*(j, c)\) denote the expanded leaves incorporating the aforementioned neighboring observations in time space.

To put things in perspective, a standard RF is a restricted version of MRF where \(X_t = 1, \lambda = 0, \zeta = 0\) and the block size for Bagging is 1. Said differently, the sole regressor is an intercept, there is no within-leaf shrinkage, and Bagging is carried out as-if we were working with a cross-section. As discussed earlier, by design, MRF will have an edge over RF whenever linear signals included in \(X_t\) are strong and the number of training observations (or signal-to-noise ratio) is low. Clearly, all those boxes are checked in this paper’s application.

3.1.2. Two specifications

We consider two MRF specifications corresponding to different configurations of \(S_t\) and \(X_t\). First, the FEML model has a linear part \(X_t\) comprising the very same features of the FELR model, i.e., an
intercept (c), a linear time trend (T ime), SIE of the previous month \((S I E_{\text{LastMonth}})\), the average SIE over the last 30 days \((S I E_{\text{Last30Days}})\), and today’s measurement of the Arctic’s sea ice extent \((S I E_{\text{Today}})\). State variables \(S_i\) feature a larger set of potentially informative climate variables, akin to Goulet and Göbel (2021)’s VARCTIC, designed to proxy the current state of the Arctic. In particular, we include (1) all features entering \(X_t\), (2) daily SIE measurements of the previous 14 days, (3) daily Sea Ice Thickness (SIT) measurements of the latest 14 days available, (4) the average SIT over the latest 30 days of available measurements, (5) lags of monthly measurements of SIE, SIT, CO2 and Air Temperature (AT), and (6) the five first principal components of the feature set described in (1)-(5), which may help in summarizing the key variation in the relatively large \(S_i\). Details on the provenance of the various data series appear in Appendix A.

Second, the “Pocket FELM” model has the full \(S_i\) of FELM but \(X_t\) is a subset of FELR's regressors, namely \(c, T ime, and S I E_{\text{Today}}\). The motivation for a restricted FELR as a linear part is that the size of \(X_t\) ultimately reduces the potential depth of trees in the forest for very small datasets. This is due to the fact that the algorithm needs to run small ridge regressions in each leaf, and the larger that regression gets, the larger the minimal leaf size must be to accommodate that operation. In short, it limits the expressivity of the trees by restricting their depth. Thus, the potential benefits of a more condensed \(X_t\) is to discard partially redundant information, avoid near-singularity problems in small terminal nodes, and ultimately leave more room for nonlinearities in \(F\). The cost is that, obviously, with respect to the MRF specification, we lose the linear signals from the less noisy \(S I E_{\text{LastMonth}}\) and \(S I E_{\text{Last30Days}}\) (although they are included in \(S_i\)). While the necessity of those is uncertain prior to 30-day-ahead forecasts, they are mechanically essential for short-run forecasts. This will be clearly visible in the empirical results. Obviously, this is known ex ante and a forecaster can simply switch to FELR or FELM past that threshold.

Regarding tuning parameters, we set values that are a priori more adequate in an environment with very little data. The sampling rate for features in \(S_i\) is \(\frac{1}{5}\), which is standard. The subsampling rate of data rows is \(\frac{5}{10}\) which is rather high and limits the potential for tree-diversification coming from that source. The upside is that it allows for slightly deeper trees to be grown, which is much needed when faced with a small \(T\). \(\zeta\) is set to 0.25 which reflects the view that we expect little persistence in the underlying \(S_i\)’s at the yearly frequency. \(\lambda\) is 1 (higher than what is used in typical macroeconomic specifications), and brings helpful regularization when both the data subsampling rate is high and \(\zeta\) is low. The prior mean for the ridge shrinkage is switched from 0 to values of OLS coefficients, which reflects the view, like in the choice of a higher \(\lambda\) and the specific \(X_t\)’s, that if there is an improved model to be found, it should not be excessively far from FELR. Our main out-of-sample results are robust to non-trivial deviations in both \(\lambda\) and \(\zeta\).

\[\text{Daily SIT measurements are published at the end of the following month,}\]
\[\text{i.e. on April 25th the time series covers data only through the end of February.}\]
\[\text{The data for March is not released until May 1.}\]
\[\text{We use data that is publicly available at the time of forecast. Consequently, depending on the exact day at which one is making a prediction, the SIT enters \(S_i\) with a lag of one to two months.}\]
\[\text{The number of lags differs by variable, but all have a common starting point. For example, when making a prediction on January 20th of year } t, \text{ the monthly lags for SIE, SIT, CO2 and AT start with a measurement for January of year } t - 1, \text{ and end with the latest month on which complete information is available. Thus, for SIE this boils down to 12 monthly lags from January of } t - 1 \text{ until December of } t - 1. \text{ For SIT, we only have information until and including the whole month of November } t - 1. \text{ Finally, for CO2, the monthly lags run from January } t - 1 \text{ through October } t - 1, \text{ and AT enters with monthly estimates for January } t - 1 \text{ through September } t - 1.\]

3.2. Glide charts

Here we display glide charts for our two FELM versions (FEML, Pocket FEM) and compare them to glide charts for our two FELR versions (FELR, Pocket FELR).11 We also distinguish between in-sample and out-of-sample versions.

3.2.1. An in-sample analysis

In Fig. 3 we show day-by-day in-sample RMSFEs of selected FELR and FELM models for each month. Calculation of RMSFE requires training set residuals. While those are perfectly fine to use for linear regressions, they are not for random forest-based models. It is customary that successful (as per test set performance) R?Fs vastly overfit the training data, nearly eliminating the presence of residuals (Goulet, 2020b) – i.e., a form of “benign overfitting”. Consequently, it is typical to rely on the so-called out-of-bag error to internally evaluate the goodness-of-fit from such models (Breiman, 2001). We do so using block subsampling as in Goulet (2020a) which is more adequate in the context of time series data. Here, we set the block size to two years.

Mechanically, we observe that among the FELRs, the model with the smallest degrees of freedom (FELR, with 5 parameters) is the lower envelope. It is noted that the differences between FELR and Pocket FELR are often small, except for the longer horizons of spring and summer months. This indicates that the cost of forgoing certain regressors in Pocket FELM’s linear part may not be too wise a choice in the forthcoming out-of-sample evaluation. In this in-sample evaluation, FELM RMSFEs are higher than those of FELRs in almost every instance. However, it is worth remembering that RMSFEs are computed differently (by necessity) and FEMs’ calculations account for degrees of freedom while FELRs do not. To provide an apples-to-apples comparison of the competing FE approaches, we switch to a uniform recursive out-of-sample evaluation metric.

3.2.2. A pseudo-out-of-sample analysis of the last decade

Glide charts need not necessarily be used in conjunction with RMSFE based on in-sample residuals or variants of them. In fact, any loss can be used. In Fig. 4, we remain within the realm of squared errors, but those are computed from a recursive expanding-window pseudo-out-of-sample experiment. This sort of exercise is standard in the modern macroeconomic forecasting literature comparing econometric and machine learning models (Goulet et al., 2022). The choice of the 2012–2021 window for the “test” set is inspired by Anderson et al. (2021).12 Given data limitations, it is a fair balance between avoiding training models on too small of a sample size and calculating RMSFE based on too few out-of-sample errors. Models are re-estimated every year to leverage the gradually incoming new data points.

There are benefits and costs to this alternative evaluation setup. The obvious cost is that the test set RMSFE is the average of 10 errors rather than 40 (as considered in the previous section for the in-sample analysis), which inevitably increases the variance of the evaluation metric. The benefits are threefold. First, it is not unthinkable that the magnitude of the last 10 years’ forecasting errors is more informative about the near future than that of those in the 1980s and 1990s. Second, semi-flexible trend models (like FELR) will have a built-in advantage for in-sample evaluation over what prevails when one uses such models to really forecast next year’s SIE. The reason for this is that in-sample

---

9 Daily SIT measurements are published at the end of the following month, i.e. on April 25th the time series covers data only through the end of February. The data for March is not released until May 1. We use data that is publicly available at the time of forecast. Consequently, depending on the exact day at which one is making a prediction, the SIT enters \(S_i\) with a lag of one to two months.

10 The number of lags differs by variable, but all have a common starting point. For example, when making a prediction on January 20th of year \(t\), the monthly lags for SIE, SIT, CO2 and AT start with a measurement for January of year \(t - 1\), and end with the latest month on which complete information is available. Thus, for SIE this boils down to 12 monthly lags from January of \(t - 1\) until December of \(t - 1\). For SIT, we only have information until and including the whole month of November \(t - 1\). Finally, for CO2, the monthly lags run from January \(t - 1\) through October \(t - 1\), and AT enters with monthly estimates for January \(t - 1\) through September \(t - 1\).

11 In addition, to disentangle whether Pocket FEML’s performance differs from nonlinearities versus a sparser inherent linear equation, we also include Pocket FELR in our set of benchmarks.

12 They conduct an evaluation of SIE predictability for their convolution neural network trained directly on satellite imagery data. The benchmarks they consider are a climate model and a linear time-trend model.
Fig. 3. Glide charts: FELR and FEML.
Notes: We show in-sample RMSFE glide charts for several FELR and FEML models. The estimation period is 1979–2020. The horizontal axes show the number of days until the end of the target month. In some instances $SIE_{LastMonth} = SIE_{Last30Days}$, so some models would suffer from perfect multicollinearity. In such cases, we drop $SIE_{Last30Days}$. See text for details.

In this out-of-sample evaluation, a couple of observations are worth mentioning. First, FELR and its pocket counterpart stand out as solid benchmarks, by routinely yielding the smallest RMSFE, which is especially clear for longer horizons of early summer months. Given the small estimation sample limitations, it is not entirely surprising that FEML’s reductions in RMSFE are limited in size. There are, however, notable and important exceptions. The first is Pocket FEML’s performance from 90 to 45 days ahead for September. Needless to say, if there are any $SIE$ forecasts of superior interest, it is exactly those lead-times prior to the end of September (hence period of the annual SIO forecasting competition). Improvements of this particular FEML
over FELRs are over $0.1 \times 10^6$ km$^2$ for the whole period. For October, the dominance of nonlinear models, albeit quantitatively smaller, is present for almost all horizons up to 15 days ahead. Finally, FEMLs (with FEML leading among them) also outperform FELRs for the vast majority of horizons for March—sometimes offering reduction up to 50% in RMSFE.

In Fig. 5, we report the fraction of days for which any FEML in Fig. 4 offers the lowest RMSFEs. This helps summarizing and synthesizing the abundant information in glide charts. It is clear that October, March, and to a lesser extent, January, are all months where gains (albeit small for certain horizons) are generalized over the whole 120 days. Their respective shares of optimal forecasts are above 90%, 80%, and 70% respectively. In contrast, September reductions in RMSFE are substantial in size but are localized within a specific forecasting range. Accordingly, the fraction of days in which any FEML outperforms FELR for September is around 50%. Many months exhibit fractions in such a range, but unlike September, they are typically due to FEML and FELR forecasts being roughly similar. Overall, the early summer months June and July are better predicted using FELRs, and this is mostly attributable to long-range forecasts made in the first months of the melting phase. As can be seen in the bottom quadrants of Fig. 5, the opposite can be said for mid-range horizons where FEMLs are very frequently the best option for many months (excluding June, July and August).
Fig. 5. Fraction of days in which any FEML outperforms any other FELR or FEML Years 2012–2021.

Notes: We show the fraction of days for which each FEML model showed the lowest root-mean-squared forecast errors of out-of-sample predictions between 2012–2021. That is, in each year from 2012–2021 we calculate the squared point-forecast error made on each day through the end of the target month. We calculate the square-root of the 10-year average squared forecast error for each day (see Fig. 4). We then plot the fraction of days, for which each FEML model achieved the lowest 10-year RMSFE. The set of all models includes “FELR”, “Pocket FELR”, “FEML”, and “Pocket FEML”. The horizontal axes show the number of days until the end of the target month $m$. See text for details. Notice that in some instances $\text{SIE}_{\text{LastMonth}} = \text{SIE}_{\text{Last30Days}}$ and some models would suffer from perfect multicollinearity. In these cases, $\text{SIE}_{\text{Last30Days}}$ is dropped. This causes the red and green line to sometimes coincide.

3.2.3. Which model(s) to use and when

As mentioned earlier, Pocket models are mechanically handicapped for horizons less than 30 days by excluding the slowly accumulating September data. Fortunately, the glide chart’s vocation is to recommend a model to use, and that recommendation may depend on the horizons of interest. In the case of September, the outcome is clear: one should use FELR or Pocket FELR up to 90 days ahead, then switch to Pocket FEML for the next 60 days, and then revert back to FELR for the remaining 30 (short-run) horizons. Glide charts prove to be a particularly useful analytical tool in this exercise given that the optimal model choice for various months is clearly horizon-dependent.

In unreported results, we considered FEML ($S_t = X_t$), a MRF with the linear part $X_t$ still being FELR, but with the set of “forest” variables $S_t$ being restricted to only include the elements in $X_t$. Naturally, this helps in gauging how much of FEML gains/losses are attributable to the use of a larger information set vs plain nonlinearities. In the overwhelming majority of cases, FEML supplants or performs equally well as FEML ($S_t = X_t$). This suggests that focused nonlinearities and an expanded data set can provide the largest gains over FELR. Thus, in line with Goulet Coulombe (2020a)’s observations in macroeconomic forecasting applications, a larger $S_t$ is almost always preferable to a restricted one. Moreover, as noted in Goulet Coulombe (2020b), a larger $S_t$ spurs diversification of the underlying trees which helps to keep overfitting in check. Given the short length of our time series, potential for tree diversification is more easily obtained from feature randomization than from bagging.

In sum, FEMLs can provide timely forecasting improvements over FELRs for important months in the SIE annual cycle. Given the data...
limitation, these are not extremely large and are not observed for every horizon, even in successful months. In such a context, glide charts are particularly useful to provide guidance on which feature-engineered model to use and when. Our results unequivocally indicate that FELRs and FEMLs are more adequate benchmarks for out-of-sample predictive accuracy than the oversimplistic linear trend model—which is nonetheless widely used for such purposes (Andersson et al., 2021).

4. Concluding remarks and directions for future research

We have used glide charts—plots of sequences of root mean squared forecast errors as the target date is approached—to evaluate and compare fixed-target forecasts of Arctic sea ice. We first used them to evaluate the feature-engineered linear regression (FELR) forecasts of Diebold and Göbel (2022), and to compare them to naive pure-trend benchmark forecasts. Then we introduced a much more sophisticated feature-engineered machine learning (FEML) model, and we used glide charts to evaluate its forecasts and compare them to a FELR benchmark. Our substantive results include the frequent appearance of predictability thresholds, which differ across months, meaning that accuracy initially fails to improve as the target date is approached but then increases progressively once a threshold lead time is crossed. We also compared FELR and FEML, finding that FEML can improve on FELM for turning point months in the annual SIE cycle, namely September, October, and March. Those gains are particularly evident for forecasts made 90 to 30 days before the target date.

In addition, we have built a website that expands on the analysis of this paper, providing weekly updates of forecasts for target date September 2022.13 The forecasts are based on FELR models, FEML models, and the VARCTIC model of Goulet Coulombe and Göbel (2021). The user can explore the 2022 forecasts and those of previous years through a series of interactive plots. Among other things, the site features a glide chart of the key models as well as a continuously-updated rolling history of 2022 point forecasts and associated prediction intervals. This provides publicly available real-time SIE predictions from four competitive statistical/machine learning models. It therefore complements the Sea Ice Outlook, which is of much larger scope in terms of included models, but which publishes the results of the survey only on a monthly basis and with a lag of two to three weeks.

Several directions for future research are apparent, all of which are related to this paper’s use of glide charts for comparing different fixed-target SIE forecasting models, and the related idea that a “better” model should have a “better” glide chart. First, although in this paper we focused exclusively on comparing glide charts of statistical/econometric sea ice forecasting models, one could also (a) include glide charts of structural global climate models (GCMs) (e.g., “How well does a particular GCM’s glide chart match the FEML glide chart?”), or (b) use glide charts to help calibrate/estimate GCMs (e.g., “For a particular GCM, what parameter configuration minimizes the divergence between the GCM glide chart and the FEML glide chart?”).

13 See https://chairemacro.esg.uqam.ca/arctic-sea-ice-forecasting/?lang=en.
Second, one could consider glide-chart loss functions, or accuracy measures, other than the ubiquitous quadratic loss underlying RMSFE. In particular, one may want to entail asymmetric loss functions. Consider, for example, a firm contemplating in June whether to attempt a September trans-Arctic shipment, using September fixed-target sea ice forecasts to guide the decision, and consider positive vs. negative forecast errors:

1. Positive errors (realized September ice greater than forecast): the overly-optimistic forecasts may produce a decision to undertake shipping, which may be regretted as the shipping will be more risky and costly than expected, or even impossible.

2. Negative errors (realized September ice less than forecast): the overly-pessimistic forecasts may produce a decision not to undertake shipping, which may be regretted as business is lost unnecessarily.

Both positive and negative errors are of course costly, but there is no reason why the loss associated with a given positive error should necessarily match that of a negative error of the same absolute magnitude. Asymmetric loss functions capture such effects.

Appendix A. Data

Daily SIE data are from Sea Ice Index, Version 3 (Fetterer et al., 2017b) provided by the National Snow and Ice Data Center (NSIDC). Until August 1986, data are reported only every other day. For model estimation we fill missing $SIE_{\text{today}}$ observations with the average of the two adjacent days, $SIE_{\text{stayed}}$ and $SIE_{\text{tomorrow}}$. Daily SIT data are from PIOMAS provided by the Polar Science Center. Data for month $m$ are not known until the end of month $m+1$. Hence, on any day prior to the end of month $m+1$, information on SIT is only available through the end of month $m – 1$. This results in a one-to-two-month lag.

Daily AT data are based on Rohde and Hausfather (2020). The monthly measurements are reported as anomalies relative to the January 1951–December 1980 average.

Monthly CO2 concentration data are from Mauna Loa, provided by the NOAA Global Monitoring Laboratory. The data for month $m$ are made available during the first days of month $m+1$.

Appendix B. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.eneco.2023.106833.
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