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Abstract: Owing to its high accuracy, the radial basis function (RBF) is gaining popularity in function interpolation and for solving partial differential equations (PDEs). The implementation of RBF methods is independent of the locations of the points and the dimensionality of the problems. However, the stability and accuracy of RBF methods depend significantly on the shape parameter, which is mainly affected by the basis function and the node distribution. If the shape parameter has a small value, then the RBF becomes accurate but unstable. Several approaches have been proposed in the literature to overcome the instability issue. Changing or expanding the radial basis function is one of the most commonly used approaches because it addresses the stability problem directly. However, the main issue with most of those approaches is that they require the optimization of additional parameters, such as the truncation order of the expansion, to obtain the desired accuracy. In this work, the Hermite polynomial is used to expand the RBF with respect to the shape parameter to determine a stable basis, even when the shape parameter approaches zero, and the approach does not require the optimization of any parameters. Furthermore, the Hermite polynomial properties enable the RBF to be evaluated stably even when the shape parameter equals zero. The proposed approach was benchmarked to test its reliability, and the obtained results indicate that the accuracy is independent of or weakly dependent on the shape parameter. However, the convergence depends on the order of the truncation of the expansion. Additionally, it is observed that the new approach improves accuracy and yields the accurate interpolation, derivative approximation, and PDE solution.
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1. Introduction

During the past few decades, radial basis function (RBF)-based methods have attracted researchers’ attention as methods for interpolation and solving partial differential equations (PDEs). These methods are popular due to their simplicity and high convergence rate. However, this convergence rate depends on the shape parameter of the RBF. Numerous approaches have been followed in the literature to address this problem. Hermite interpolation techniques and Hermite orthogonal polynomials are among the approaches that can be applied to RBF methods. In general, Hermite techniques can be applied to RBF methods through either of two approaches. The first one is based on the application of the Hermite interpolation technique, which changes the interpolant to incorporate the function derivative or the PDE operator in addition to the basis function. The second approach is based on the projection of the RBF on the Hermite polynomial space. These techniques are reviewed and considered in this work because they are closely related to the present contribution.
1.1. Changing the Interpolant

Radial basis function methods are used to obtain an accurate grid-free approximation of a function with a strong gradient [1]. Kansa [2] used an RBF to solve PDEs by direct collocation. Fasshauer [3] changed the interpolant by using Hermite interpolation to improve the condition number of the matrix of the differential operator of PDE. This matrix is symmetric, which reduces the amount of computation, particularly for large matrices. Compared with Kansa’s approach, Fasshauer’s approach requires a higher derivative of the basis function to evaluate the same differential operator, hence, Kansa’s approach is simpler. The convergence of Fasshauer’s approach was verified and compared with the theoretical one [4]. The compactly supported RBF was used with Fasshauer’s method to enhance the accuracy near the boundary [5]. Kansa’s and Fasshauer’s approaches have been compared in the literature to solve the steady-state convection–diffusion equation at high Peclet number values [6]. The comparison results reveal that both approaches are more convenient to implement than conventional methods, such as the finite difference, finite element, and finite volume. It was also observed that, for steady-state problems, Fasshauer’s approach was marginally better than Kansa’s because it did not require an artificial damping term. Another comparison between Kansa’s and Fasshauer’s approaches was conducted by Fasshauer [7] to solve time-dependent and time-independent PDEs. It was observed that Kansa’s approach generated an invertible interpolation matrix. Hence, the discrete differential operator could always be formed, rendering this approach more suitable for time-dependent PDEs. Furthermore, Fasshauer’s approach generated a symmetric and invertible PDE matrix and a poor conditioned interpolation matrix. Consequently, it was not possible to stably calculate the discrete differential operator, which made Fasshauer’s approach more suitable for time-independent PDEs. Rocca et al. [8] proposed the use of the Crank–Nicholson method for discretizing the temporal term in a time-dependent PDE to perceive time-dependent PDEs as a time-independent PDE with an additional term related to the solution of the previous time-step. As a result, the time-dependent PDEs could be solved stably with Fasshauer’s approach. RBF-FD was used with Fasshauer’s approach [9] to improve the accuracy by applying a small local stencil of nodes. This approach was enhanced by using a variable shape parameter based on the root-mean-square (RMS) error [10] to predict the optimal shape parameter value that minimizes the error. Rocca et al. [11] extended Fasshauer’s method by applying the differential operator to the boundary, in addition to the interpolation operator. This approach satisfied both the PDEs and the function at and near the boundary. Rocca’s approach improved the accuracy of the RBF at the boundary. By considering different locations for interpolation and PDE points, Stevens et al. [12] extended Fasshauer’s method to enhance the results of PDEs with high Peclet numbers. In contrast to Fasshauer’s method, Stevens et al.’s approach applied the interpolation operator to the interpolation points and padded them to the matrix resulting from Fasshauer’s method. It should be noted that Stevens et al.’s approach is applicable only to time-independent PDEs or to time-dependent PDEs using the modification proposed in [8]. Fasshauer’s approach and its derivatives have been used successfully for a wide range of applications in the literature. For example, they have been used for simulating cooling and freezing [13], nonlinear heat equations [14,15], and nonlinear convection–diffusion equations [16]. From these previous contributions, it can be concluded that applying the Hermite collocation technique to an RBF improves the accuracy by varying the approximant, however, it does not improve the stability when the shape parameter approaches zero. Recently, researchers have shifted their attention to changing the basis for improved stability.

1.2. Changing the Basis

Changing the basis of RBFs has been attempted several times in the past few decades to improve accuracy and stability when the shape parameter is approaching zero [17–30]. Recently, researchers have used the Hermite expansion of the radial basis function because it enjoys the recursive relation and orthogonality. For example, Rashidinia et al. [20] enhanced the eigenfunction expansion (Mercer’s theorem) of a positive definite function by using the Hermite expansion with respect to
scaled distances ($r$), this enabled the construction of a new stable basis. Due to the orthogonality of the eigenfunctions and Hermite expansion, it is possible to form the discrete differential operator without inverting the interpolation matrix. It is observed that instability can arise from sources other than small shape parameter values. This stable basis can also be unstable for a large truncation order of the Hermite polynomial; this necessitates the use of higher-precision calculations in certain cases. Notwithstanding the previous advantages, the approach of Rashidinia et al. [20] is effective only on tensor-product meshes for higher-dimension problems. Yurova et al. [21] proposed another algorithm based on Hermite polynomials to stabilize the RBF method when the shape parameter approaches zero. Yurova et al.’s algorithm does not require a complex selection of parameters and provides a simpler extension to high-dimensional tensor-product meshes. The previously mentioned approaches have relatively complex parameters and operate effectively only on tensor-product meshes for higher-dimension problems. These drawbacks motivated us to improve the basis of the RBF method further.

1.3. Current Work

The literature shows that for small values of the shape parameter, the RBF becomes unstable. In this work, the Hermite orthogonal polynomial is used to expand the RBF basis with respect to shape parameter in order to determine a stable basis and to stably evaluate the RBF at and near the zero shape parameter. The present approach could be used on arbitrary mesh points, even for a higher dimension, without the constraint of having to use tensor-product meshes.

The rest of this article is organized as follows. Section 2 explains how RBFs are used for approximating derivatives and solving PDEs with Kansa’a and Fasshauer’s approaches. In Section 3, the application of the Hermite polynomial on the RBF basis with respect to the shape parameter is described. The results are presented in the fourth section. Finally, the conclusions and future works are discussed.

2. The Radial Basis Function Method

As mentioned in the introduction, the approximant of the RBF method can be expressed in a number of ways. For simplicity, Kansa’s and Fasshauer’s approximants are presented and discussed. Assume that $x_i$ represents points that belong to a set of points $\chi$ of a bounded domain $\Omega$. $\chi$ can be divided into a set of interior points $I$ and a set of boundary points $B$ located on the domain boundary ($\partial\Omega$). For the interpolation of a specified data point $f(x_i)$ at $x_i$ locations, the approximant should be defined. Then, the interpolation can be used to solve time-dependent PDEs on $\Omega$.

For example, the following PDE form is considered:

$$\frac{\partial f(x)}{\partial t} = \mathcal{L}[f(x)] \quad x \in \Omega, \tag{1}$$

$$f(x) = g(x) \quad x \in \partial \Omega, \tag{2}$$

where $\mathcal{L}$ and $g$ are the linear differential operator and the boundary values, respectively. The aim is to express this partial differential equation in terms of an RBF ($\phi(r(x, \xi), \epsilon)$); here, $\epsilon$ is the shape parameter, and $r(x, \xi) = \sqrt{(x-x_i)(x-x_j)}$ is the distance between two points in space. It is convenient to define a convention to specify which differential operator or function is applied to which group of points of the domain from and among internal points (I), boundary points (B), and all points ($\chi$). For example, $\mathcal{L}\phi|_{BI}$ is a matrix that contains the differential operator $\mathcal{L}$ applied to $\phi$ and evaluated at $r(x_i, x_j)$; here, $x_i \in B$ and $x_j \in I$. Similarly, $f|_B$ is a vector consisting of $f(x_i)$; here, $x_i \in B$. This convention is used in the subsequent two subsections to describe Kansa’s and Fasshauer’s approaches to solve the PDE.
2.1. Kansa’s Approach

Kansa’s approach has been widely used in the literature because it is simple and convenient to implement. Moreover, it does not incorporate the derivative of the basis or the differential operator in the approximant. It expresses the approximant \( s_k(x) \) in terms of the radial basis function without modification:

\[
s_k(x) = \sum_j a_j \phi(r(x, x_j), \varepsilon),
\]

where \( a_j \) denotes coefficients associated with each basis, they can be determined by imposing the interpolation constraints on the approximant. This can be achieved by equating the approximant at points \( x_i \) to the specified data at the same location \( f(x_i) \).

\[
s_k(x_i) = \sum_j a_j \phi(r(x_i, x_j), \varepsilon) = f(x_i).
\]

Equation (4) is a linear system of equations that can be expressed in a matrix format:

\[
[\phi|_{\Delta_x}] [a] = [f|_x].
\]

The matrix \( \phi|_{\Delta_x} \) is a symmetric and invertible matrix if no repeated point is used. This property is effective when solving PDEs because it reduces the computational cost. The differential operator can be applied to the approximant at the interior points to solve the PDE (Equation (2)).

\[
\begin{bmatrix}
L\phi|_{\Delta_x} \\
\phi|_{B_x}
\end{bmatrix}
\begin{bmatrix}
a \\
b
\end{bmatrix}
= \begin{bmatrix}
L f|_I \\
\mathbb{S}|_B
\end{bmatrix}.
\]

(6)

Two approaches can be followed to proceed. The first involves the calculation of the coefficients \( a_j \) at each time-step from Equation (5) by inverting the matrix \( \phi|_{\Delta_x} \). This approach is computationally expensive. However, the computational cost of the calculation can be reduced by utilizing the symmetry of the matrix. Then, the coefficients are substituted in Equation (6) to approximate the differential operator. Although this approach exhibits higher accuracy, it is not preferable for solving PDEs because it incurs a high computational cost. In the second approach, the coefficients \( a_j \) are calculated analytically from Equation (5) by inverting the matrix \( \phi|_{\Delta_x} \). The solution is substituted in Equation (6):

\[
\begin{bmatrix}
L\phi|_{\Delta_x} \\
\phi|_{B_x}
\end{bmatrix}
\begin{bmatrix}
\phi|_{\Delta_x}^{-1} [f|_x] \\
\mathbb{S}|_B
\end{bmatrix}
= \begin{bmatrix}
L f|_I \\
\mathbb{S}|_B
\end{bmatrix}.
\]

(7)

The discrete differential operator \( (W) \) can be formed without explicitly calculating the coefficients. The calculation needs to be carried out once before starting the time iteration. Then, the discrete differential operator \( (W) \) can be used at each time-step to obtain the solution of the partial differential equation.

2.2. Fasshauer’s Approach

Fasshauer’s approach is based on changing the approximant to obtain a symmetric PDE matrix. This can be achieved by applying different operators for a different group of nodes. For example, the approximant for the specified PDE can be expressed as follows:

\[
s_h(x) = \sum_{x_\xi \in \partial \Omega} a_j \phi(r(x, \xi), \varepsilon)|_{\xi=x_j} + \sum_{x_\xi \in \{\Omega \setminus \partial \Omega\}} \beta_j L^\xi \phi(r(x, \xi), \varepsilon)|_{\xi=x_j}.
\]

(8)
The differential operator $L^\xi$ is equivalent to $L$, however, it is applied to the second independent variable of $r$ (i.e., $\xi$) rather than the first ($x$). The interpolation constraints should be imposed on the approximant to determine the interpolation coefficients, this can be achieved by equating the approximant at points $x_i$ to $f(x_i)$.

$$s_h(x_i) = \sum_j a_j B^\xi \phi(r(x_i, \xi), \epsilon) \bigg|_{\xi=x_j} + \sum_j \beta_j L^\xi \phi(r(x_i, \xi), \epsilon) \bigg|_{\xi=x_j} = f(x_i). \quad (9)$$

Equation (9) is a system of equations, it can be represented using matrices:

$$\begin{bmatrix} L^\xi \phi \big|_{II} & L^\xi \phi \big|_{IB} \end{bmatrix} \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \begin{bmatrix} f \big|_{II} \\ f \big|_{IB} \end{bmatrix}. \quad (10)$$

Similar to Kansa’s approach, the coefficients $a_j$ and $\beta_j$ can be calculated from the interpolation matrix, although the interpolation matrix is not symmetric. It is necessary to form the PDE matrix by applying the differential operator $L$ to the interior points in order to solve the PDE:

$$\begin{bmatrix} L L^\xi \phi \big|_{II} & L^\xi \phi \big|_{IB} \end{bmatrix} \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \begin{bmatrix} L f \big|_{II} \\ f \big|_{IB} \end{bmatrix}. \quad (11)$$

The coefficients can be obtained by solving the interpolation system of equations (Equation (10)). Then, they are substituted in Equation (11) to obtain the discrete differential operator ($W$):

$$\begin{bmatrix} A_L \end{bmatrix} \begin{bmatrix} A \end{bmatrix}^{-1} \begin{bmatrix} f \big|_{II} \\ f \big|_{IB} \end{bmatrix} = \begin{bmatrix} L f \big|_{II} \\ f \big|_{IB} \end{bmatrix} = \begin{bmatrix} \frac{\partial f}{\partial t} \big|_{\chi} \\ f \big|_{B} \end{bmatrix}. \quad (12)$$

2.3. Time Integration

The temporal term in the PDE is essential and should be addressed with caution when solving PDEs. As previously established, the RBF function can generate a higher-order discretization of space. Hence, it is necessary to use higher-order time discretization to achieve reasonable accuracy and stability. This explains the reason that the implicit time discretization proposed in [8] is rolled out from this study. Runge–Kutta time discretization is used because it exhibits higher accuracy than both the explicit first-order Euler method and the implicit second-order $\theta$ method. Prior to applying the Runge–Kutta method, the equations resulting from Kansa’s and Fasshauer’s approaches should be unified. Both Kansa’s and Fasshauer’s formulations for solving PDE can be expressed as

$$\begin{bmatrix} \frac{\partial f}{\partial t} \big|_{\chi} \end{bmatrix} = [W] \begin{bmatrix} f \big|_{\chi} \end{bmatrix} = F(f, t). \quad (13)$$

The explicit fourth-order Runge–Kutta method is used to discretize Equation (13) in time

$$\begin{align*}
k_1 &= dt F(f, t), \\
k_2 &= dt F(f + k_1/2, t + dt/2), \\
k_3 &= dt F(f + k_2/2, t + dt/2), \\
k_4 &= dt F(f + k_3, t + dt), \\
f^* &= f + \frac{1}{6} (k_1 + 2k_2 + 2k_3 + k_4),
\end{align*} \quad (14)$$
where \( f^* \) is the new value of \( f \) at the subsequent time-step.

In this section, it is illustrated that the interpolation, derivative approximation, and PDE solution rely on the evaluation of the basis function \( \phi \) and its derivatives. The inverse of the matrix \( \phi \) is used to approximate a function, its derivatives, or the differential operator. However, it cannot be calculated stably, and it occasionally yields inaccurate results, particularly when the shape parameter approaches zero. In the subsequent section, a method to elevate this problem is proposed.

3. The Hermite Expansion of the Radial Basis Function

The present authors consider the strong coupling between the shape parameter and the distances (\( r \)) to be the reason for the instability of the RBF as the shape parameter approaches zero. Changing the power of the shape parameter in the Gaussian RBF (\( \exp(-\varepsilon^2 r^2) \)) is one way to weaken the coupling between \( r \) and \( \varepsilon \). This process has the effect of reducing the deterioration of the RBF as \( \varepsilon \) approaches zero, which results in a stable basis over a wider range of \( \varepsilon \). The projection on orthogonal polynomial space is a mathematically rigid approach to weaken the coupling and would result in a basis with better stability and even a wider range of \( \varepsilon \).

Hence, it is proposed to weaken the coupling by using the Hermite expansion with respect to the shape parameter.

The RBF \( \phi \) can be expressed in terms of the Hermite polynomial by projecting the RBF on the Hermite polynomial space. The projection is applied with respect to the shape parameter. This results in an expansion that separates the shape function from the distances (\( r \)); this is an essential feature because it enables the regulation of the coupling between the shape parameter and distances.

\[
\phi(r, \varepsilon) = \sum_{n=0}^{N} a_n(r) H_n(\varepsilon), \tag{15}
\]

where \( H_n \) and \( a_n \) are the \( n^{th} \)-order Hermite polynomial and its expansion coefficient, respectively. The Hermite polynomial is an orthogonal polynomial that satisfies the following recursion relation.

\[
H_n(\varepsilon) = 2\varepsilon H_{n-1}(\varepsilon) - 2(n-1)H_{n-2}(\varepsilon). \tag{16}
\]

Higher-order polynomials can be obtained from the previous equation when the first two polynomials (\( H_0(\varepsilon) = 1 \) and \( H_1(\varepsilon) = 2\varepsilon \)) are known. The proposed expansion of the RBF can be used to weaken the coupling by truncating the Hermite expansion at a particular order (\( N \)). The expansion coefficients (\( a_n \)) can be obtained by projecting \( \phi \) on the Hermite polynomial space using the following inner product:

\[
\langle f, g \rangle = \int_{-\infty}^{\infty} f \ g \ \exp(-\varepsilon^2) \ d\varepsilon. \tag{17}
\]

This enables the expression of the expansion coefficients in terms of the inner product:

\[
a_n = \frac{\langle \phi, H_n(\varepsilon) \rangle}{\langle H_n(\varepsilon), H_n(\varepsilon) \rangle}. \tag{18}
\]

The denominator has an established formula:

\[
\langle H_n(\varepsilon), H_n(\varepsilon) \rangle = 2^n \ n! \ \sqrt{\pi}. \tag{19}
\]

The numerator of Equation (18) depends on the RBF used. In this study, the Gaussian RBF (Equation (20)) is selected because it is a highly accurate RBF. This Gaussian function is also infinitely differentiable, infinitely smooth, and positive definite; these characteristics ensure the invertibility of the generated matrix [31].
\[ \phi(r, \varepsilon) = \exp(-\varepsilon^2 r^2). \]  

The Hermite expansion can be used to approximate any linear differential operator \( \mathcal{L} \) applied to the RBF \( \phi \); this would be helpful when approximating the function derivative or solving PDEs.

\[ \mathcal{L}[\phi(r, \varepsilon)] = \sum_{n=0}^{N} \mathcal{L}[a_n(r)] H_n(\varepsilon). \]  

There are two available approaches to evaluating \( a_n \). The first is to evaluate \( a_n \) and its derivatives directly by evaluating the integral of the inner product. The second is to use the recursive relations of the Hermite polynomial. These two approaches are presented and discussed in the subsequent subsections.

### 3.1. Direct Evaluation

The expansion coefficients \( a_n \) are a function of the inner product \( \langle \phi, H_n(\varepsilon) \rangle \), this cannot be obtained for all RBFs because the integration of the inner product is unfeasible for certain RBFs. However, it can be obtained for the Gaussian function as follows [32]:

\[ \langle \phi, H_n(\varepsilon) \rangle = \begin{cases} 
\frac{n!}{(n/2)!} \frac{r^n}{R^{n+1}} \sqrt{\pi} (-1)^{n/2} & \text{even } n \\
0 & \text{odd } n 
\end{cases}, \]

where \( R = \sqrt{r^2 + 1} \). Equation (22) can be substituted back in Equation (18) to obtain an expression for \( a_n \):

\[ a_n = \begin{cases} 
B_n \frac{r^n}{R^{n+1}} & \text{even } n \\
0 & \text{odd } n 
\end{cases}, \]

where \( B_n = (-1)^{n/2} / (2^n (n/2)!) \) is a constant that depends on \( n \). The odd terms are zeros, thus, they can be omitted. This enables the expression of the previous equation in terms of even values of \( n \) \( (n = 2k) \) only:

\[ a_n = a_{2k} = B_n \frac{r^n}{R^{n+1}} = B_{2k} \frac{r^{2k}}{R^{2k+1}} \quad \text{even } n. \]

Therefore, \( n \) is henceforth considered even. The first three nonzero values of \( a_n \) are listed below:

\[ a_0 = +\frac{1}{R}, \]
\[ a_2 = -\frac{r^2}{4R^3}, \]
\[ a_4 = +\frac{r^4}{32R^5}. \]

It is noteworthy that \( a_0 \) is equivalent to the inverse multiquadratic \( (1 / \sqrt{(1 + \varepsilon^2 r^2)}) \) RBF evaluated at \( \varepsilon = 1 \). We consider that this observation contributes to the stability of the present approach because \( a_0 \) is the dominant term as the shape parameter approaches zero.

The derivatives of \( a_n \) should be calculated to approximate a function derivative or calculate the discrete differential operator of a PDE:

\[ \frac{\partial a_n}{\partial x_\alpha} = \frac{x_\alpha}{r} \left( \frac{\partial a_n}{\partial r} \right), \]

\[ (\text{26}) \]
\[
\frac{\partial^2 a_n}{\partial x_\alpha \partial x_\beta} = \frac{x_\alpha x_\beta}{r^2} \left( \frac{\partial^2 a_n}{\partial r^2} - \frac{1}{r} \frac{\partial a_n}{\partial r} \right) + \frac{1}{r} \frac{\partial a_n}{\partial r} \delta_\alpha \delta_\beta, \tag{27}
\]

where \(\delta_{\alpha \beta}\) is the Kronecker delta. It is evident that the first two derivatives of \(a_n\) with respect to space are functions of the first two derivatives of \(a_n\) with respect to \(r\), which can be obtained by taking the derivative of Equation (24).

\[
\frac{\partial a_n}{\partial r} = B_n \frac{r^{n-1} - r^{n+1}}{R^{n+3}}, \tag{28}
\]

\[
\frac{\partial^2 a_n}{\partial r^2} = B_n \frac{2r^{n+2} - (5n + 1)r^n + n(n-1)r^{n-2}}{R^{n+3}}. \tag{29}
\]

The previous two Equations (28) and (29) are substituted in Equations (26) and (27) to obtain an explicit expression for the derivatives of \(a_n\) with respect to space.

\[
\frac{\partial a_n}{\partial x_\alpha} = B_n x_\alpha \frac{n r^{n-2} - r^n}{R^{n+3}}, \tag{30}
\]

\[
\frac{\partial^2 a_n}{\partial x_\alpha \partial x_\beta} = x_\alpha x_\beta B_n \left( \frac{3r^n - (6n)r^{n-2} + n(n-2)r^{n-4}}{R^{n+5}} \right) + \delta_{\alpha \beta} B_n \frac{n r^{n-2} - r^n}{R^{n+3}}. \tag{31}
\]

For clarity and brevity, the first few nonzero terms of the derivatives of \(a_n\) are listed in Table 1.

| \(n\) | \(B_n\) | \(a_n\) | \(\frac{\partial a_n}{\partial r}\) | \(\frac{\partial^2 a_n}{\partial r^2}\) | \(\frac{1}{r^3} \left( \frac{\partial^2 a_n}{\partial r^2} - \frac{1}{r} \frac{\partial a_n}{\partial r} \right)\) |
|------|-----|-------|----------------|----------------|-----------------------------|
| 0    | +1  | \(B_n\frac{1}{R}\) | \(B_n\frac{\epsilon}{R^3}\) | \(B_n\frac{2\epsilon - 1}{R^2}\) | \(B_n\frac{\epsilon}{R^3}\) |
| 2    | \(-\frac{1}{2}\) | \(B_n\frac{\epsilon}{R^2}\) | \(B_n\frac{3\epsilon - r^2}{R^3}\) | \(B_n\frac{2\epsilon - 11r^2 + 2}{R^2}\) | \(B_n\frac{3\epsilon^2 - 12}{R^2}\) |
| 4    | \(+\frac{1}{32}\) | \(B_n\frac{\epsilon}{R}\) | \(B_n\frac{6\epsilon - r^2}{R^2}\) | \(B_n\frac{2\epsilon - 21r^2 + 12r^2}{R^3}\) | \(B_n\frac{3\epsilon - 24r^2 + 8}{R^3}\) |
| 6    | \(-\frac{1}{384}\) | \(B_n\frac{\epsilon}{R}\) | \(B_n\frac{6\epsilon^2 - r^2}{R^3}\) | \(B_n\frac{2\epsilon - 31r^2 + 30r^4}{R^3}\) | \(B_n\frac{3\epsilon^2 - 36\epsilon^2 + 24r^2}{R^3}\) |

The main advantage of the direct approach to evaluating \(a_n\) is its capability of analytically canceling a few of the errors accumulated from the use of the recursion relation of the Hermite polynomial.

3.2. Recursive Relations

Occasionally, the recursion relation is preferable to the direct approach because it does not require the knowledge of the higher-order terms, they can be calculated from the lower-order ones. However, this advantage incurs higher error and computational time. The recursion relation of \(a_n\) can be obtained by re-expressing the \(a_n\) equation in terms of lower-order \(a_n\). This can be achieved by substituting the recursion relation (Equation (16)) in the definition of \(a_n\) (Equation (18)):

\[
a_n = 2\frac{\langle \phi, \epsilon H_{n-1}(\epsilon) \rangle}{2^n n! \sqrt{\pi}} - 2(n - 1) \frac{\langle \phi, H_{n-2}(\epsilon) \rangle}{2^n n! \sqrt{\pi}}. \tag{32}
\]
The terms on the right-hand side of Equation (32) need to be expressed in terms of the lower-order \(a_n\). Equation (24) is used to re-express the second term on the right-hand side as a function of \(a_{n-2}\):

\[
a_n = 2 \frac{\langle \phi, \varepsilon H_{n-1}(\varepsilon) \rangle}{2^n n! \sqrt{\pi}} - 2(n - 1) \frac{2^{n-2}(n - 2)! \sqrt{\pi} a_{n-2}}{2^n n! \sqrt{\pi}}.
\]  (33)

The last term in Equation (33) can be simplified further:

\[
a_n = 2 \frac{\langle \phi, \varepsilon H_{n-1}(\varepsilon) \rangle}{2^n n! \sqrt{\pi}} - \frac{a_{n-2}}{2 n}.
\]  (34)

For the Gaussian RBF, the term \(\langle \phi, \varepsilon H_{n-1}(\varepsilon) \rangle\) can be expressed in terms of the original projection of \(\phi\) and, therefore, in terms of \(a_n\):

\[
\langle \phi, \varepsilon H_{n-1}(\varepsilon) \rangle = \frac{n - 1}{R^2} \langle \phi, H_{n-2}(\varepsilon) \rangle = \frac{n - 1}{R^2} a_{n-2} \sqrt{\pi} (n - 2)! 2^{n-2}.
\]  (35)

Equation (35) is used to simplify Equation (34) and obtain the recursion relation of the coefficients:

\[
a_n = \left( \frac{1}{R^2} - 1 \right) \frac{a_{n-2}}{2n} = -\frac{r^2}{R^2} \frac{a_{n-2}}{2n}.
\]  (36)

Equation (36) can be verified with Equations (24) and (25) and with Table 1. It is clear that they generate the same results. The derivatives of a certain function can be approximated using the recursive approach by obtaining the derivatives of \(a_n\) recursively. It is challenging to find a recursive relation for \(\partial a_n / \partial x_\alpha\) and \(\partial^2 a_n / (\partial x_\alpha \partial x_\beta)\), particularly the latter. An examination of Equations (26) and (27) reveals that \(\partial a_n / \partial x_\alpha\) and \(\partial^2 a_n / (\partial x_\alpha \partial x_\beta)\) are functions of \(\partial a_n / \partial r\) and \(\partial^2 a_n / \partial r^2\). It is more convenient to find a recursive expression for \(\partial a_n / \partial r\) and \(\partial^2 a_n / \partial r^2\):

\[
\frac{1}{r} \frac{\partial a_n}{\partial r} = \frac{(r^2 - n)}{2n R^4} a_{n-2} = \frac{(n - r^2)}{4n(n - 2) R^6} a_{n-4},
\]  (37)

\[
\frac{\partial^2 a_n}{\partial r^2} = \frac{2r^6 - (5n + 1)r^4 + n(n - 1)r^2}{4n(n - 2) R^8} a_{n-4}.
\]  (38)

Equations (37) and (38) are constructed as a function of \(a_{n-2}\) or \(a_{n-4}\) instead of \(a_n\) to avoid dividing by \(r\), which could be zero. They can be substituted in Equations (26) and (27) to find an explicit recursive formula for the derivatives. The recursive relations can be expressed in terms of \(a_{n-2}\) or \(a_{n-4}\) for \(\partial a_n / \partial x_\alpha\), and in terms of \(a_{n-4}\) for \(\partial^2 a_n / (\partial x_\alpha \partial x_\beta)\). It is observed that Equations (37) and (38) are functions of \(a_{n-2}\) and \(a_{n-4}\), which can be determined recursively from Equation (36) with the knowledge that \(a_0 = 1/R\). The recursion relation in this subsection is valid only for the Gaussian function because the evaluation of \(\langle \phi, \varepsilon H_{n-1}(\varepsilon) \rangle\) depends on the used RBF. The performance of the present expanded basis is compared with the original Gaussian RBF in the subsequent section.

4. Results and Discussion

The results in this section reveal the capabilities and deficiencies of the proposed models. The accuracy of the new basis was assessed by comparing it with the Gaussian RBF. It should be noted that a comparison with other stable RBF methods will be carried out in another work. The recursive and direct approaches to evaluating the new basis were compared. Finally, the new basis was used to solve the one-dimensional advection equation with Fasshauer’s and Kansa’s approaches.

It is appropriate to start by defining the one- and two-dimensional model functions used for validating the accuracy of interpolation and derivative approximation. The one-dimensional function
(Equation (39)) and its derivatives (Equations (40) and (41)) were selected to have a simple expression and complex structure for a more challenging benchmark.

\[ f(x) = \tan(5x). \]  

\[ \frac{\partial f(x)}{\partial x} = \frac{5}{5x^2 + 1}. \]  

\[ \frac{\partial^2 f(x)}{\partial x^2} = -\frac{2(5^3)}{(5^2x^2 + 1)^2}, \]  

The range \([-1,1]\) was considered for \(x\) in this work. Moreover, a stretched mesh distribution was used to exhibit the capability of the present model, even for a nonuniform grid. The following formula was used to map a uniform grid to a stretched grid:

\[ x = x_{\min} + \left[ \frac{\text{erf}\left(2m \pi \frac{x-x_{\min}}{x_{\max} - x_{\min}} - m \pi\right)}{2 \text{erf}(m \pi)} + \frac{1}{2} \right] (x_{\max} - x_{\min}), \]  

where \(\text{erf}\) is the error function, and \(m\) is a parameter that controls the stretch of the grid. An \(m\) value close to zero, in the range \([0.5, 1.0]\) or higher than one, yields a weak stretch, mild stretch, or strong stretch, respectively. In this study, \(m = 0.65\) was used for all the simulations because it provides a mild stretching.

The present model was also validated for a two-dimensional problem using the following model function:

\[ f(x, y) = \tan(5x) \tan(5y), \]  

\[ \frac{\partial f(x, y)}{\partial x} = \frac{5 \tan(5y)}{5x^2 + 1}, \]  

\[ \frac{\partial f(x, y)}{\partial y} = \frac{5 \tan(5x)}{5y^2 + 1}, \]  

\[ \frac{\partial^2 f(x, y)}{\partial x^2} = -\frac{2(5^3)}{(5^2x^2 + 1)^2} \tan(5y), \]  

\[ \frac{\partial^2 f(x, y)}{\partial y^2} = -\frac{2(5^3)}{(5^2y^2 + 1)^2} \tan(5x), \]  

\[ \frac{\partial^2 f(x)}{\partial x \partial y} = \frac{5^2}{(5^2x^2 + 1)(5^2y^2 + 1)}. \]  

The error in the approximations was calculated by subtracting the approximated solution from the analytical one:

\[ F_{\text{approx}} - F_{\text{analytical}}. \]  

Equation (49) needs to be evaluated for each site. Therefore, the norm of the error was obtained to find the total error over all sites \((x_i)\).

\[ \text{norm}(F_{\text{approx}} - F_{\text{analytical}}) = \sqrt{\sum_i (F_{\text{approx}}(x_i) - F_{\text{analytical}}(x_i))^2}. \]  

Additionally, \(\log_{10}\) was applied to the norm to reveal the number of significant digits of the error. Therefore, the final formula to calculate the error can be expressed as follows:
\[ \log_{10}[\text{norm}(F_{\text{approx}} - F_{\text{analytical}})] = \log_{10} \left( \sqrt{\sum_{i} (F_{\text{approx}}(x_i) - F_{\text{analytical}}(x_i))^2} \right), \tag{51} \]

where F could be \( f(x) \), \( \partial f / \partial x \), \( \partial f / \partial y \), \( \partial^2 f / \partial x^2 \), \( \partial^2 f / \partial y^2 \), or \( \partial^2 f / \partial x \partial y \), depending on the quantity for which we want to find the error.

### 4.1. General Comparison

In the previous sections, it is stated that the proposed expansion of the RBF improves accuracy and stability over a broader range of the shape parameter. This statement was verified by approximately a one-dimensional model function and its derivatives (Equations (39)–(41)) with 80 stretched mesh points at \( \epsilon = 0.001 \). The results are plotted in Figure 1. It is evident that the proposed model outperforms the Gaussian RBF regardless of the expansion order \( N \). Moreover, the second-order derivative is observed to fluctuate near the boundaries of the domain. However, this fluctuation decreases as the order of approximation \( N \) increases. The accuracy comparison may not be conclusive since it is a qualitative comparison. Consequently, a quantitative comparison of accuracy was performed. It is established that RBF accuracy is a function of the shape parameter and mesh size. Therefore, it is more convenient to fix a parameter and vary the other parameter while comparing the accuracies.

*Figure 1.* Comparison between the Gaussian radial basis function (RBF) and proposed Hermite expansion of the RBF for approximating the one-dimensional model equation and its derivatives.

### 4.2. Fixing the Mesh Size and Varying \( \epsilon \)

The original Gaussian RBF is exceptionally sensitive to the relaxation parameter, the most accurate value of which is generally present at one peak point. This renders its identification challenging. The Gaussian RBF was compared with the present Hermite expansion of the RBF by using one- and two-dimensional model functions for a range of \( \epsilon \) values. The one-dimensional function was validated with 80 mesh stretched points, as shown in Figure 2. The results indicate that the present Hermite expansion of the RBF is more accurate than the Gaussian RBF approach, particularly when the shape parameter approaches zero. For example, the results achieved using the current expansion of the RBF exhibit higher accuracy at low shape parameter values. Furthermore, this accuracy is consistent and does not fluctuate significantly. Additionally, it is observed that for the higher-order derivatives, the fluctuation in the accuracy increases at relatively high shape parameter values (\( \geq 0.1 \)), although not significantly. The error was studied at even values of \( N \) between 0 and 16, and it was found that there is no identifiable pattern for the error as \( N \) changes.

The accuracy of the present Hermite expansion approach for approximating two-dimensional functions was evaluated, and 900 randomly distributed points within the range \([-1,1]\) in both \( x \)- and \( y \)-directions were used. The results are plotted in Figure 3. The present Hermite expansion approach is observed to exhibit higher accuracy than the Gaussian RBF. The fluctuation in accuracy over the \( \epsilon \) range is insignificant. Furthermore, the expansion order \( N \) affects the accuracy marginally. Consequently, the results of the Hermite approach are remarkable and predictable, this is because it does not vary significantly with the shape parameter or with the expansion order.
Figure 2. Error in approximating the given function \( f(x) \) and its first two derivatives using Gaussian RBF approach and Hermite expansion approaches as they vary with \( \varepsilon \). The number of mesh points is fixed at 80 stretched points within the range \([-1,1]\).

Figure 3. Error of approximating the specified function \( f(x,y) \) and its derivatives using the Gaussian RBF approach and Hermite expansion approach as they vary with \( \varepsilon \). The number of mesh points is fixed at 900, they are randomly distributed within the range \([-1,1]\).
4.3. Varying the Mesh Size and Fixing \( \varepsilon \) (Convergence)

The previous results indicate that the order of truncation does not affect the accuracy significantly. These results do not consider the variation in the mesh size, which could affect the accuracy or exhibit low convergence. The results of benchmarking the one-dimensional model function at a constant shape parameter \( (\varepsilon = 1e^{-3}) \) and variable stretched mesh sizes are presented in Figure 4. The results exhibit a reasonable convergence for the suggested Hermite expansion which is comparable to that of the Gaussian RBF in the worst-case scenario \( (N = 0) \). For \( N = 16 \), the present Hermite expansion approach displays a marginally higher convergence. For \( N = 4 \), the convergence is reasonable for \( f \) and \( \partial f / \partial x \). However, for the second derivative, unusual behavior is observed—the results diverge at \( N_x < 400 \) \( (\log_{10}(N_x) < 2.6) \) and converge otherwise. This is likely to be a result of using a lower value of \( N \) or \( N_x \). If either of them increases, the convergence improves. It can be concluded that the convergence can be improved by increasing the order of truncation.

![Figure 4](image-url)

**Figure 4.** Error of approximating the specified function \( f(x) \) and its derivatives using the Gaussian RBF approach and Hermite expansion approach as they vary with the mesh size \( (N_x) \). The shape parameter is fixed at \( 1e^{-3} \). The mesh points are stretched points within the range \([-1,1]\).

4.4. Comparison between the Direct and Recursive Approaches

As explained earlier, there are two approaches to evaluating the Hermite expansion of the Gaussian RBF: the direct and recursive approaches. They were compared in order to determine which of them is feasible and more accurate. The previous one-dimensional model function was used to determine the accuracy for both approaches. Eighty stretched points within the range \([-1,1]\) were considered.

Figure 5 compares the error differences between the direct and recursive approaches at different values of the shape parameter. As illustrated, there is a negligible difference between the two approaches for small values of the shape parameter. However, there is a marginal difference (up to one significant digit) when the shape parameter value is higher than one. The direct and recursive approaches were also compared by varying the mesh size. However, the results are not plotted because there is no identifiable pattern for the results other than the observation that the difference is always less than one significant digit. It is difficult to determine which approach is more accurate because the difference is less than one digit. However, the direct approach exhibits the advantage of lower computational cost and less complexity in its implementation.
Figure 5. Comparison between direct and recursive approaches by varying $\varepsilon$ for a specified function $f(x)$ and its first two derivatives. The number of mesh points is fixed at 80 stretched points within the range $[-1,1]$.

4.5. The Advection Equation

The advection equation was used as a benchmark for the new approach because it is a hyperbolic PDE equation, which is challenging to solve accurately and is very sensitive. The one-dimensional advection equation was solved within the range $[-1,1]$ using the RBF method. The initial condition $(\exp(-40(x - 0.4)^2))$ used here is similar to that in [33].

\[
\frac{\partial f(x)}{\partial t} - \frac{\partial f(x)}{\partial x} = 0 \quad x \in [-1, 1],
\]

\[
f(x, 0) = \exp(-40(x - 0.4)^2).
\]

The analytical solution of the PDE is expressed as $(\exp(-40(x - 0.4 + t)^2))$, which was used to validate the numerical solution and to find the boundary conditions. The numerical solution procedure of Kansa’s and Fasshauer’s approaches was used to compare the predicted results at times $t = 0, 0.5, 1$ with 60 stretched mesh points; $\varepsilon = 0.001; \, dt = 0.001$; and $N = 16$. The results are plotted in Figure 6. It is evident that the dissipation and dispersion errors are negligible and that the results are in good agreement with the analytical solution. It is also important to perform a quantitative comparison, this can be carried out by varying the truncation order and shape parameter and observing the effect on the error (the difference between the analytical and numerical results).
The numerical solutions achieved after 1 second by utilizing the Gaussian RBF and the new Hermite expansion approaches were compared with the analytical solution over a range of shape parameter values. The results are plotted in Figure 7. It is observed that the current approach outperforms the Gaussian RBF because it has higher accuracy over the studied ε range. In general, there is no significant difference between Kansa’s and Fasshauer’s approaches. However, Kansa’s approach achieves marginally higher accuracy when using the present Hermite expansion approach.
5. Conclusions

This work proposed the application of the Hermite expansion, with respect to the shape parameter, to the Gaussian RBF in order to improve the RBF method for low shape parameter ($\epsilon$) values. It was observed that the proposed expansion can be expressed either directly or recursively. The new Hermite expansion approach was compared with the Gaussian RBF approach by varying the shape parameter and then by varying the mesh size for one- and two-dimensional model functions. The obtained results illustrate that the proposed Hermite expansion approach improves accuracy and provides consistent results regardless of the shape parameter value. However, the convergence depends on the order of the truncation of the expansion. The direct and recursive approaches for evaluating the Hermite expansion were compared. The results indicate that the difference in the error between the two approaches is less than a single significant digit, which is negligible. The proposed Hermite expansion approach was used to solve the one-dimensional advection equation. The results show that the current approach outperforms the Gaussian RBF because it has higher accuracy over a wider range of $\epsilon$. Furthermore, the proposed approach overcomes the issue of instability at small values of the shape parameter. It is concluded that the proposed Hermite expansion approach outperforms the Gaussian RBF approach, particularly for small shape parameter values.
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