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1 MOTIVATING THE MINIMIZATION OF USER REVIEWS

Recently, researchers have turned their attention to recommender systems that use only minimal necessary data [4, 11]. This trend is informed by the idea that recommender systems should use no more user interactions than are needed in order to provide users with useful recommendations.

In this position paper, we make the case for applying the idea of minimal necessary data to recommender systems that use user reviews. We argue that the content of individual user reviews should be subject to minimization. Specifically, reviews used as training data to generate recommendations or reviews used to help users decide on purchases or consumption should be automatically edited to contain only the information that is needed.

The motivation for review minimization comes from large amount of personal information that users include in their reviews. Table 1 presents an example review from an Amazon data set [8]. The review contains multiple terms that disclose personal information about the person writing the review. The terms are listed at the bottom of the table along with the category of personal information that they reveal. Note that such information is privacy sensitive or potentially privacy sensitive. In large enough quantities, the information could possibly deanonymize a reviewer, who writes multiple reviews.

| Category               | Term                      |
|------------------------|---------------------------|
| Age                    | 63 year old              |
| Gender                 | Woman                    |
| Medical Information    | Arthritic Hands          |
| Physical Information   | I am 5'5'                |
| Marital Status         | Husband                  |

Table 1. Example of potentially sensitive personal information included in a user review.

Note that the main information in the review is that the item (a chair) is easy to assemble and suitable for people of different sizes. Although, mention of “arthritic hands” may be relevant, it is not necessary for the reviewer to state that she is 63 or married in order to communicate the basic message. We call the unnecessary personal information that users include in their reviews “mindless mentions” because it is not related to the main message of the review. Further, users are probably not aware of how personal information accumulates over time. In the privacy literature, the exploitation of such accumulation is known as an aggregation of information attack [9]. Very active users have a
higher chance to have more personal attributes inferred and inference can make use of the combination of multiple information sources [1].

Our position is that researchers should devote research attention to understanding how reviews can be minimized without limiting their usefulness for recommender systems or for user decision making. In the rest of this paper, we first present the results of a simple experiment that makes plausible that it is possible to minimize user reviews (even radically) without endangering recommender system performance. Then, we discuss approaches to intelligent review minimization that we find promising for future development.

2 THE SURPRISING USEFULNESS OF MINIMIZED REVIEWS

We evaluate the performance of a simple content-based recommender using full reviews and using reviews that have been radically minimized by removing words. Our choice of radical minimization is word type removal and is inspired by the example in Table 1, in which we see that personal information is often expressed with nouns and numbers. Specifically, we minimize reviews by eliminating these word types: Pronouns, proper nouns, nouns, verbs and numerals. This removes about 70% of the words in all the reviews. Detecting these word types was done by using a part-of-speech tagger [10]. Note that we do not eliminate adjectives or adverbs, which we find to be generally less privacy sensitive. We conjecture that adjectives and adverbs carry information about user sentiment toward the item, which is important for recommendation. We compare word type removal, with reviews from which 50% of the words have been randomly removed (random removal) as well as with the original reviews.

The details of our experimental setup are as follows. Each item is represented by a tf-idf vector calculated on a concatenation of all user reviews for that item, which had been pre-processed with stop-word removal and stemming. We rank items according to a conventional item-item score \[ \hat{p}_{u,i} = \sum_{j \in I_u} s(i, j) \] (1), where \( \hat{p}_{u,i} \) is the score for user \( u \) on item \( i \), \( I_u \) are the items rated by \( u \), and \( s \) is the cosine similarity. Our data sets are described in Table 2. We use a temporal 60/20/20 training/validation/test split. Evaluation is carried out by adding the target item to a set of 100 candidate items, and then ranking using Eq. 1, following a one-plus-random strategy [3].

| Data set                  | # Users | # Items | Density | # Reviews | # Words Per Review | # Words Per User | # Words Per Item |
|---------------------------|---------|---------|---------|-----------|-------------------|-----------------|-----------------|
| Amazon Office Products    | 4905    | 2420    | 0.449%  | 53258     | 145.51            | 1579.92         | 145.24          |
| Amazon Health and Personal Care | 38609  | 18534   | 0.048%  | 346355    | 94.56             | 848.32          | 85.87           |

Table 2. Data set statistics. Columns labeled # Words give the average number of words before removal.

Table 3 reports our results. The performance of the original reviews, random removal, and word type removal is largely comparable. In some cases, word type removal improves the recommender. A further experiment not reported here using only adjectives and adverbs performed slightly worse than word type removal, suggesting that these word types are indeed important. Conditions that remove words from reviews are surprisingly competitive with a popularity baseline, which ranks items by number of reviews. Note that Office Products is a particularly challenging data set for our simple content-based recommender and scores that hover around the random baseline of Recall 10/101 = 0.0990. For Health and Personal Care and Digital Music (not shown here) our recommender beats the random baseline.
3 VISION FOR INTELLIGENT REVIEW MINIMIZATION

Our experiment with radical removal demonstrates that it is feasible to develop approaches that minimize reviews but do not hurt recommendation. However, radical removal has two issues. First, removing nouns might be problematic for recommenders that use topics or aspects extracted from reviews [5, 12]. Second, user reviews have to be interpretable and readable for other users. For these reasons, researchers must develop more intelligent review minimization strategies that maintain the important information, rather than simply removing lots of words.

A simple, yet more intelligent, removal strategy would be to use a dictionary of privacy sensitive words, instead of removing all words of a given word types. Under such a strategy “husband” would be removed, but a word that describes an important aspect of a product, such as “battery” would remain. Discovery of new privacy sensitive words could be automatized using techniques such as word embeddings or training a detector akin to a named entity recognizer (NER), that could identify privacy sensitive words in context.

Research on NER for review minimization could build upon previous work in automatically detecting sensitive information in texts. For example, [2] discusses detection on online reviews of physicians, which often contain sensitive medical information. According to the authors, physician review websites are mandated by law to use control mechanisms which automatically identify user statements which harm a persons identity or privacy. To combat this risk, the authors applied Named Entity Recognition (NER) together with Natural Language Pattern Detection, to identify and mask the revealing information in these user reviews. Similar work [13] has been carried out on Czech social messaging data, where NER was combined with rule based matching to detect mentions of information related to one of four personal attributes: name, ID, Location, and Contact Information.

Removal strategies suffer the shortcoming that they probably make the reviews unreadable. To address this issue, two techniques can be investigated. First, assuming we have a good detection algorithm for privacy sensitive information, which classifies the occurrences into categories as in NER, we can mask the privacy sensitive words with generic words from the same categories. This leaves us with a review which is still usable for a reader, as well as for a recommender system, while having attained increased privacy for the writer of the review. Second, researchers can adapt summarization technology to summarize reviews in a way that leaves the information important for users intact and removes potentially sensitive information, without making the reviews unreadable.

We also encourage researchers in the social sciences to investigate why users include personal information in reviews. The review in Table 1 reads like a social media posts, which implies that part of the motivation of the author in writing the review is sharing her personal situation in detail. Previous work has suggested that people’s knowledge of privacy is not fully in line with their social media sharing behavior [6]. Researching user motivation would reveal...
which and to which extent mentions can really be considered “mindless”, as we are assuming and whether it makes sense to try to raise awareness among users of the risks of writing personal information in reviews.
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