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In recent years, with the rapid rise of social networks, such as Weibo and Twitter, multimodal social network rumors have also spread. Unlike traditional unimodal rumor detection, the main difficulty of multimodal rumor detection is in avoiding the generation of noise information while using the complementarity of different modal features. In this article, we propose a multimodal online social network rumor detection model based on the multilevel attention residual neural network (MARN). First, the features of text and image are extracted by Bert and ResNet-18, respectively, and the cross-attention residual mechanism is used to enhance the representation of images with a text vector. Second, the enhanced image vector and text vector are concatenated and fused by the self-attention residual mechanism. Finally, the fused image–text vectors are classified into two categories. Among them, the attention mechanism can effectively enhance the image representation and further improve the fusion effect between the image and the text, while the residual mechanism retains the unique attributes of each original modal feature while using different modal features. To assess the performance of the MARN model, we conduct experiments on the Weibo dataset, and the results show that the MARN model outperforms the state-of-the-art models in terms of accuracy and F1 value.
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INTRODUCTION

Since the beginning of the 21st century, with the rapid development of the Internet technology and the gradual popularization of computers and other network terminal equipment, the dissemination speed of all kinds of news has been a qualitative leap, which has changed the inherent living habits of human beings to a certain extent. Especially after 2004, with the advent of the Web2.0 era [1], online social media represented by Facebook, Twitter, and Sina Weibo have developed rapidly, which not only have a great impact on the traditional news industry but also facilitate people’s access to news. Compared with the traditional news industry, social media have a lower release threshold, a faster spread, and a wider range of influence. These network rumors reduce the quality of people’s access to information and seriously endanger the security of the whole society and even at the national level. In particular, rumors about some major public emergencies can easily cause panic and social unrest. Take the COVID-19 transmission incident in early 2020 as an example, from “COVID-19 is the evolutionary version of SARS” to “double coptis can prevent coronavirus infection,” rumors about the event emerge endlessly, which greatly hinder the overall prevention and control of the epidemic and causes adverse social effects.
Recently, many social media have been allowing users to add corresponding images or videos while publishing texts. News with images is more confusing and disseminating, and its forwarding frequency is 11 times more than that of pure text news [2]. However, most of the existing rumor detection models only focus on the propagation path or text of the news but ignore the images related to the event. At present, only a few works focus on the image in the news, but generally these multimodal rumor detection models only simply concatenate image features and text features for classification. In fact, the semantic features of each mode are heterogeneous in the feature space, which may lead to the following two problems:

1) The fusion of multimodal features is insufficient.
2) The noise information generated by the fusion is large, which affects the final classification results.

To solve these problems, we propose a multimodal social network rumor detection model based on the multilevel attention residual neural network. Among them, the multilevel attention mechanism selectively fuses the image–text features from the semantic level. Compared with the traditional fusion method of image–text features, the proposed method greatly improves the joint representation performance between different modal features. The residual structure retains the unique attributes of different modal features on the basis of the image–text joint representation, which effectively alleviates the noise information caused by different modal fusions. The contribution of this article can be summarized as the following three points:

1) This article proposes a multimodal social network rumor detection model based on the multilevel attention residual neural network.
2) The multi-layer attention mechanism improves the feature fusion effect between multiple modalities, and the residual structure effectively alleviates the adverse effects of the noise information generated during the fusion.
3) The experimental results on the real Weibo dataset show that the accuracy and F1 value of the MARN model are higher than those of the current mainstream multimodal rumor detection models.

**RELATED WORK**

**Concept and Development of Rumor**

The spread of rumors is a social phenomenon that develops with the development of the human society. It is often used as a weapon by hostile parties to fight. It has long been a hot topic of research. The systematic research on rumors began with Alport and Postman’s [3] *The Psychology of Rumors*, which defines rumors as statements of information on specific or current topics that tend to spread from person to person, usually by oral means, without any evidence to prove their authenticity.

Compared with traditional rumors, network rumors have some different characteristics, such as faster spread and wider impact, which also brings great challenges to the detection of network rumors. The most original measures to prevent and control network rumors are by basically using a combination of user reports and manual verification for rumor detection and tracking, which not only consumes a large amount of human resources but also has a strong time lag. It is often difficult to predict and eliminate the rumors in the early stage of spread. To solve these problems, in recent years, a large number of scholars have used machine learning or neural network learning methods to detect rumors on Weibo and Twitter news and have achieved a series of results.

**Research Status at Home and Abroad**

From the data sources of the model, rumor detection can be roughly divided into two categories: propagation-based and content-based rumor detection. The former is based on the principle of the network structure [4–7] and uses the propagation path of the posts to classify them [8]. The latter is to use the post or its additional modal information for classification. The rumor detection referred to in this article is all content-based. It can generally be divided into three types: traditional machine learning–based methods, unimodal feature–based neural network methods, and multimodal feature–based neural network methods.

**Rumor Detection Based on Traditional Machine Learning**

Castillo et al. [9], who first introduced the machine learning method to the field of network rumor detection, used a variety of traditional machine learning methods to detect the reliability of the datasets collected on Twitter and achieved some results. The first one to automatically detect rumors on Sina Weibo was the method suggested by Yang et al. [10], which uses the SVM (Support Vector Machine, SVM) classifier to test and classify the datasets collected from Sina Weibo’s official rumor development platform and proposes new detection features for the differences between Chinese and English language characteristics, pioneering the rumor detection in Chinese social networking platforms. On the basis of the above two studies, many experts and scholars [11, 12] have added text features, user features, and propagation features for rumor detection, which all improve the performance of rumor detection to a certain extent. Rumor detection based on traditional machine learning pioneers automated rumor detection and has a profound impact on the technological development of this field. However, such methods also have some drawbacks, such as the selection of indicators depends heavily on the experimenter’s experience and the accuracy of the model’s classification needs to be improved. This is also an important problem to be solved based on the neural network model.

**Rumor Detection of the Neural Network Based on a Unimodal Feature**

With the continuous progress of neural network technology in the field of natural language processing [13], more and more scholars have applied it to the field of rumor detection [14]. Ma et al. [15] applied the RNN (Recurrent Neural Network) model to
network rumor detection for the first time, which greatly improves the efficiency of rumor detection compared with traditional machine learning methods. Liu et al. [16] proposed an improved CNN (convolutional neural network) model for microblog rumor detection. The model is simple and easy to implement. Chen et al. [17] combined the attention mechanism with the RNN model for rumor detection, which solved the problem of excessive redundancy of text features and weak remote information connection to some extent. In 2019, Chen et al. [18] proposed an attention residual neural network combined with the CNN network for social network rumor detection, which is the first model to combine an attention model with a residual network for social network rumor detection. Experiments on two Twitter datasets show that the attention residual network can capture long-term dependencies and achieve high classification accuracy and F1 value regardless of the choice of policy. However, these traditional neural network models only focus on the text feature of rumors, ignoring the accompanying images and social characteristics, which limits the detection performance of the model and needs to be improved to adapt to the rapid development of the network era.

Rumor Detection of the Neural Network Based on Multimodal Features

Similar to sentiment classification [19, 20], social network rumor detection tasks have also entered the multimodal era in recent years. In 2017, Jin et al. [21] first introduced image features into fake news detection and created a corresponding multimodal microblog rumor dataset. The model first extracts event-related image semantic features through a pre-trained VGG19 (Visual Geometry Group, VGG) model and uses an attention mechanism to extract key features in the text and social context and then multiplies them element by element with image semantic features to adjust the weight of the visual semantic features. Experiments show that this method can detect many fake news cases which are difficult to distinguish under a unimodal feature. Wang [22] proposed an event-based antagonism network based on the work of the former. The multimodal feature extractor in this network is forced to learn the invariant representation of events to deceive the discriminator. In this way, it eliminates the strong dependency on specific events in the collected datasets and gains better generalization capabilities for unknown events. Dhruv et al. [23] then constrained the fused multimodal vectors through an automatic encoder to better learn the joint representation. Liu et al. [24] made full use of the text information contained in the image and improved the detection performance of the model by extracting hidden texts from the image.

Summarizing the previous research, it can be found that these multimodal rumor detection models using image and text features have become a major trend in the field of rumor detection. Compared with the traditional pure text rumor detection models, the multimodal rumor detection models can effectively make use of the feature differences between different modes to complement each other and improve the performance of rumor detection. However, due to the huge semantic gap and redundant information among the modal features, the existing models still have the problem of insufficient feature fusion among the modes and huge noise information when fusing, which is also an important problem to be solved by our model.

PROBLEM STATEMENT

In essence, the detection of rumors in social media is a two-category problem. That is, the experimenter divides the input content into rumors or non-rumors through a specific model. If the input content is a series of information such as the post itself and its related comments, forwarding, etc., it is called event-level rumor detection; if the input content is just the post, it is called post-level rumor detection. For example, user U1 posts a post, user U2 comments on the post, and user U3 retweets the post. Event-level rumor detection uses all of this relevant information as the basis for rumor detection, while post-level rumor detection uses only the posts posted by user U1. Our model belongs to post-level rumor detection, with the aim of identifying rumors in their early stages to avoid greater social harm.

We define a post \( X = [T, P] \) as a tuple representing two different content patterns. \( T = \{w_1, w_2, \ldots, w_n\} \) represents the text content contained in the post, where \( n \) is the number of words \( (w) \). \( P = \{p_1, p_2, \ldots, p_m\} \) represents the image content attached to the post, where \( m \) is the number of images \((p)\). The true tag of a post is \( y = \{0, 1\} \) when \( y = 0 \) it means that the content of the post is true and when \( y = 1 \) the post is a rumor. Formally, rumor detection on the post-level aims to learn a projection \( F(X) \rightarrow \{0, 1\} \)

MODEL

In this section, cross-attention and self-attention mechanisms are used to enhance the fusion of image and text representation, and the residual mechanism is used to alleviate the adverse effects of the noise information generated during the fusion. We first describe the general framework of the model and then describe in detail the principle and operation of each component that makes up the model.

Building Model Framework

We propose a multimodal online social network rumor detection model based on the multilevel attention residual mechanism. Its overall framework is shown in Figure 1 and consists of the following four parts:

1) Image-text embedding: The pre-trained models ResNet-18 and Bert are used to extract the original features of images and texts and transform them into the corresponding vectors \( R_P \) and \( R_T \).
2) Cross-attention residual module: The text vector \( R_T \) is used to enhance the representation of the image vector \( R_P \) by cross-attention, and then the residual mechanism is used to add the vector \( R_T \) to the enhanced picture vector to get the vector \( R'_P \).
3) Self-attention residual module: The concatenated image-text vector \( R_{ct} \) is fused by the self-attention process and sliced, and
then the vector $R_P'$ is added to the sliced vector to get the vector $R_C'$ by using the residual mechanism.

4) Rumor classifier: It consists of a fully connected layer that binds the vector $R_C'$ to get the final result.

**Defining Image–Text Embedding Using the Bert Text Extractor**

Our model uses the pre-trained model Bert [25] as a feature extraction method, which improves the performance significantly compared with the traditional language model. The main reason is that Bert proposed a new pre-trained target and masked language model, which randomly masks 15% of the words in each sentence and uses the context to encode them in both directions, enriching the contextual feature of each word. In addition, Bert also pre-trains whether the two sentences are continuous. Specifically, Bert selects some sentences for A and B during the pre-training process, where statement B has a 50% probability of being the next sentence in statement A and a 50% probability of being randomly selected in the corpus. The goal is for Bert to learn the relevance of the two sentences and to better accommodate downstream tasks that require an understanding of the relationship between the upper and lower sentences.

The overall structure of the Bert model is shown in Figure 2 [25], which is mainly composed of three parts: embedding layer, coding layer, and output layer. The embedding layer consists of three parts: token embedding, sentence embedding, and position embedding, which represent the word vector of the word, which sentence it belongs to, and where it is in the sentence. The coding layer is composed of the encode parts of a multilayer transformer. Through the multi-head attention mechanism and residual module, Bert can better enhance the extraction of deep semantic features of the text. There are two forms of the output layer where one is the vector $encode\_out$, which represents the features of the whole statement. The other is the vector $pooled$ representing the information of the first position [CLS]. In this model, the first output form is used. Each sentence can get a text vector $R_T \in \mathbb{R}^{pad \times d_T}$ after the Bert model, where $pad$ represents the number of words embedded in each sentence and $d_T$ represents the embedding dimension of each word.

**Using ResNet-18 Image Extractor**

This section uses a deep residual network ResNet-18 model based on transfer learning to extract image features. Compared with a traditional VGG model, the ResNet-18 model has smaller parameters, faster training speed, and higher accuracy. The ResNet model was originally proposed by Kaiming He et al. [26] and is widely used in image processing and computer vision. The main idea is to use multilevel residual modules to connect, which effectively alleviates the disappearance of back propagation gradient and model performance degradation caused by too many layers in traditional deep convolutional neural network models.

Each residual unit consists of a residual learning branch and an identical mapping branch, the structure of which is shown in Figure 3 [26]. Here, $i$ is the input, $G(i)$ is the result of the residual learning branch, ReLU is the activation function, and the output of the residual unit can be expressed as $H(i) = G(i) + i$. When the residual learning branch does not work, it can be expressed as $H(i) = i$. The two $1\times1$ layers in the residual branch function to reduce and increase the dimension of $G(i)$ to ensure that the dimension of $G(i)$ is consistent with that of $i$ for subsequent operations.

We extract the last layer of the feature vector $D$ in the ResNet-18 model by first stretching it through the flatten layer and then extracting the image vector $R_P$ through a fully connected layer,
\[ R_P = \text{ReLU} (\text{Flatten}(D) \times W_D + b_D) \]  

(1)

Where, \( R_P \in \mathbb{R}^{m \times d_P} \), \( D \in \mathbb{R}^{m \times d_D} \times 1 \times 1 \), \( W_D \in \mathbb{R}^{d_D \times d_P} \), and \( b_D \) are the weight matrix and bias term of this fully connected layer, respectively, and the dimension of \( b_D \) is the same as that of \( R_P \). ReLU is the activation function, and the function of the flatten layer is to stretch the multidimensional vector into one dimension. \( m \) is the number of images attached to each post, and the value taken is \( m = 1 \). \( d_D \) is the dimension of the last output vector of the ResNet-18 model, \( d_P \) is the output dimension after image extraction, and \( d_T = d_F \).

**Building A Cross-Attention Residual Module**

Just like human vision, the attention mechanism [27] automatically gives greater weight to the more noteworthy parts. There are two reasons why the MARN model can enhance the fusion between images and texts. On the one hand, the powerful pre-training models can express the semantic level of common words or item shapes; on the other hand, the weight distribution of the attention mechanism itself can be continuously studied to obtain better results.

We use text vectors to enhance image vectors by the cross-attention mechanism. First, define \( Q_P \), \( K_T \), and \( V_T \) as follows:

\[ Q_P = R_P \times W_{Q_P} \]
\[ K_T = R_T \times W_{K_T} \]
\[ V_T = R_T \times W_{V_T} \]

(2)

Where \( Q_P \in \mathbb{R}^{m \times d_K} \), \( K_T \in \mathbb{R}^{d_T \times d_K} \), \( V_T \in \mathbb{R}^{d_T \times d_V} \), \( W_{Q_P} \in \mathbb{R}^{d_P \times d_K} \), \( W_{K_T} \in \mathbb{R}^{d_T \times d_K} \), \( W_{V_T} \in \mathbb{R}^{d_T \times d_V} \). \( d_K \) and \( d_V \) are the second dimensions of matrix \( W_{Q_P} \) (or \( W_{K_T} \)) and \( W_{V_T} \), note that \( d_K = d_V = d_P = d_T \).

Then, compute the enhanced image vector \( ATT_P \):

\[ ATT_P = \text{Softmax} \left( \frac{Q_P \times K_T^T}{\sqrt{d_K}} \right) \times V_T \]

(3)

Where \( ATT_P \in \mathbb{R}^{m \times d_P} \), \( K_T^T \) is the transposition of vector \( K_T \) and \( \text{Softmax} \) is the normalization function.

Finally, in order to ensure that the performance of the image feature after attention enhancement is not inferior to that of the original vector \( R_P \), the residual mechanism is used to fuse \( R_P \) with the enhanced image feature \( ATT_P \) to get the vector and accumulate the results of each fusion of \( m \) images. If the fusion effect between the image and text is not ideal, the model will automatically adjust the value of \( ATT_P \) through backpropagation until it is very small so that \( R_P \) is almost equal to \( R_P \), ensuring that the effect after fusion will not deteriorate.
Building a Self-Attention Residual Module

After obtaining the image vector $R'_p$ with enhanced text features, we will proceed to fuse the image-text features.

First, we concatenate the image vector $R'_p$ with the text vector $R_T$ to get the initial fusion vector $R_C$.

$$R_C = \text{Concat}[R'_p, R_T]$$  \hspace{1cm} (5)

where $R_C \in \mathbb{R}^{(1+pad) \times d_v}$ and Concat is the concatenation function.

Then, similar to the cross-attention residual module, define $Q_C$, $K_C$, and $V_C$.

$$Q_C = R_C \times W_{QC}$$

$$K_C = R_C \times W_{KC}$$

$$V_C = R_C \times W_{VC}$$  \hspace{1cm} (6)

where $Q_C \in \mathbb{R}^{(1+pad) \times d_k}$, $K_C \in \mathbb{R}^{(1+pad) \times d_v}$, $V_C \in \mathbb{R}^{(1+pad) \times d_v}$, $W_{QC} \in \mathbb{R}^{d_k \times d_v}$, $W_{KC} \in \mathbb{R}^{d_v \times d_v}$, $W_{VC} \in \mathbb{R}^{d_v \times d_v}$.

Then, the self-attention mechanism is used to calculate the weight of the integrated vector $R_C$ to obtain the enhanced integrated vector $ATT_C$.

$$ATT_C = \text{Softmax} \left( \frac{Q_C \times K_C^T}{\sqrt{d_k}} \right) \times V_C$$  \hspace{1cm} (7)

where $ATT_C \in \mathbb{R}^{(1+pad) \times d_v}$, $K_C^T$ is the transposition of vector $K_C$.

Finally, use the residual mechanism to connect the vector $ATT_C$ with the vector $R'_p$. It is worth noting that the dimension of $ATT_C$ is not the same as that of vector $R'_p$, so the vector $ATT_C$ needs to be sliced before residual joining.

$$R'_p = \text{Slice}(ATT_C) + R'_p \in \mathbb{R}^{d_v}$$  \hspace{1cm} (8)

where $R'_p \in \mathbb{R}^{d_v}$, Slice is the slicing function.

Defining Classifier and Loss Function

The vector $R'_p$ is sent to the fully connected layer to obtain the prediction probability, $\hat{y}$

$$\hat{y} = \text{Softmax} \left( R'_p \times W_C + b_C \right)$$  \hspace{1cm} (9)

where $\hat{y}$ is the probability predicted by the model, $W_C$ is the weight matrix of the fully connected layer, $b_C$ is the bias term, $W_C \in \mathbb{R}^{d_v \times 2}$ and the dimension of $b_C$ is the same as $\hat{y}$.

We use cross-entropy as the loss function of this model, and the formula is as follows:

$$L(\theta) = -\frac{1}{z} \sum_{x} [y \ln \hat{y} + (1 - y) \ln(1 - \hat{y})]$$  \hspace{1cm} (10)

where $\theta$ represents all parameters of the model, $z$ is the total number of training samples, and $y$ is the real label of samples.

We use the Adam optimizer to carry out back propagation, so as to obtain the best model parameters, and test the actual performance of the model on the testing dataset.

EXPERIMENTS

In this section, we first introduce the dataset and various hyper-parameters used in our experiment, then briefly introduce the baseline model we used, and finally analyze the results of the comparison experiment and the ablation experiment.

Dataset

In order to fairly compare the detection performance of this model and the baseline models, this article uses the Weibo dataset, which is commonly used in the field of multimodal rumor detection to carry out the experiment. This dataset was first published by Jin et al. [21], and it contains roughly the same number of rumor posts and non-rumor posts. Among them, rumor posts came from the official rumor debunking system of Weibo from May 2012 to January 2016 and non-rumor posts came from news verified by the authoritative Chinese news agency Xinhua News Agency. At the same time, in order to ensure the availability of the dataset, Jin et al. [21] deleted duplicated images and very small or very long images in the original image set. This article adopts the same method as paper [21], setting the ratio of the training set to test set to 4:1. The details of the dataset are shown in Table 1.

Hyperparameters

The experiment of this model is based on Python3.7, using the PyTorch deep learning framework, computing on GPU, and

| Hyperparameter | Value |
|----------------|-------|
| Word embedding dimension (d) | 768 |
| Sentence length (pad) | 64 |
| Attention heads | 96 |
| Learning rate | 0.001 |
| Batch size | 216 |
| Dropout | 0.2 |
| Epochs | 50 |

TABLE 1 | Statistics of the dataset.

|          | Rumor | Non-rumor | All   |
|----------|-------|-----------|-------|
| Training set | 3,561 | 3,584 | 7,145 |
| Testing set | 1,187 | 1,195 | 2,382 |
| All       | 4,748 | 4,779 | 9,527 |
using cross-entropy loss function and Adam optimizer for back propagation optimization. At the same time, in order to prevent overfitting, a dropout layer is added after each fully connected layer to randomly delete some parameters when training the model. To save the training time and GPU memory space, we fixed the internal parameters of Bert and ResNet-18 models and did not participate in the back propagation training of the models. Other hyperparameters are shown in Table 2.

**Baseline Models**

To compare the performance of each model fairly, the following models are tested based on the above dataset, and the partition ratio of the training dataset and testing dataset is the same.

1) **Textual Model**

The textual model only uses the text features in the samples for experiments and directly transfers the text features into the Bert model for training, followed by two fully connected layers for classification.

2) **Visual Model**

The visual model only uses the image features in the sample for experiments and uses 0 to fill the sample with missing image features, that is, a pure black image is used to replace the image features in the sample. The image is encoded and input into the ResNet-18 model, followed by a dimension of 32 fully connected layers, and finally input into the classifier to get the sample classification results. In order to enhance the generalization ability of the model and reduce the training time, the ResNet-18 network adopts the method of migration learning, selects the model parameters that have been trained on the large dataset Image 1000, and does not participate in the back propagation. It only fine tunes the back wiring layer.

**Comparison and Analysis of Baseline Models**

We use common indicators such as F1 value and accuracy to evaluate each model. The results of each model are shown in Table 3.

Table 3 shows that the MARN model achieves 0.8581 and 0.8580 of the most important performance indicators F1 value and accuracy, respectively, which are higher than the mainstream multimodal rumor detection model and fully demonstrate the advanced performance of the MARN model. On the one hand, the multilevel attention mechanism selectively fuses the text and image features, making full use of the feature complementary function between each mode. On the other hand, the residual mechanism keeps the unique attributes of each mode while using the fused features, which ensures that the final result will not be worse than before.

In addition, it can be seen from Table 3 that the accuracy and F1 value of the visual model are lower than those of the textual model. After all, in the current social network, text is still the most important source of information for people and images only play a minor role. Moreover, the performance of the textual model is better than that of the att-RNN model and MSRD model because we used Bert instead of the traditional LSTM (Long Short-Term Memory) as a text extractor. The EANN model and MVAE model use an event discriminator and a VAE, respectively, to constrain the concatenated vectors, which makes their accuracy higher. However, these two models only connect the vectors of different modes in series, so it is difficult to fuse the information of different modes.

**3) Att-RNN**

This model [21] uses the attention mechanism to fuse the text, image, and social features and then input them into the classifier for judgment. In order to make a fair comparison, we adopt the model after deleting the social characteristics, and the other parameters are consistent with those in the literature.

**4) MSRD**

In this model [24], first, the text in the image is extracted, and then it is connected with the text content in the sample. Finally, the image and the connected text are fused and classified at the feature level.

**5) EANN**

EANN [22] uses VGG19 and the Text-CNN (text-convolutional neural network) to extract the image and text features and uses the event discriminator to take the concatenated vector of constraints and finally input the concatenated vector to the classifier for classification.

**6) MVAE**

This model [23] uses the VAE (variational autoencoder) module to constrain the vector after multimodal feature fusion and then classify the feature vector.

**7) MARN**

The whole model is proposed in this article.
different modes at the semantic level, which is what the MARN model focuses on.

Comparison and Analysis of Ablation Models
To further analyze the influence of each module on the overall model results, we deleted each module and carried out experiments.

MARN-CA-Sa: The cross-attention residual module and self-attention residual module are deleted in this model. It can be understood as directly concatenating the vectors $R_V$ and $R_T$ into the classifier for classification.

MARN-CA: This model removes the cross-attention residual module. The $R_V$ and $R_T$ vectors are concatenated and then classified by self-attention residual fusion.

MARN-SA: This model removes the self-attention residual module. The vector $R_V$ and $R_T$ are concatenated and classified.

MARN-Residual: This model removes the residual connection in the cross-attention residual and self-attention residual modules (the dotted line in Figure 1), and all other aspects remain unchanged.

The classification results of each ablation model are shown in Table 4.

From Table 4, it can be seen that when the cross-attention residual module and self-attention residual module are deleted at the same time, the accuracy of the model is at least 0.8359, but it is still higher than that of the textual model and all baseline models. There are two reasons for this result. One is that we used the Bert model with better text extraction, and the other is that the overall results are improved by the image features.

When the model removes the cross-attention residual module, the accuracy of the model is slightly lower than that of the overall model, which shows that it is effective to use the text feature to strengthen the image by using the cross-attention residual mechanism. The enhanced image can give greater weight to the key areas related to the text so that the features can be selected to deal with. Similarly, when the self-attention residual module is removed, the model results are lower than that of the overall model. This is because the cross-attention residual module only enhances the image and does not involve the text mode. The self-attention residual module enhances the attention of the text feature and image feature at the same time and further improves the classification performance of the model.

It is worth noting that when we remove the residual connection between the two modules, the model performance is also reduced, which is easier to understand. The function of the residual mechanism is to prevent the overall model performance from being worse than the original model. However, it can be seen from Table 4 that the role of the residual mechanism does not stop there. It can make full use of the complementarity of multimodal information while keeping the unique attributes of each mode as much as possible, avoiding the adverse effects of noise information.

CONCLUSION
In this article, we propose the MARN model to solve the problem of insufficient feature fusion between modes and serious information redundancy after fusion. The model uses the multilevel attention residual module to fuse text and image features selectively. On the basis of making full use of each mode feature, the noise information generated during mode fusion is minimized, to a certain extent, resulting in the above two problems being solved. The experimental results show that the performance of the MARN model is better than the related baseline models and ablation models in terms of accuracy and F1 value. To the best of our knowledge, there is no research on video rumors. We are going to collect short video rumors and explore them, so as to expand the application scope of rumor detection.
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