STANDARD VECTOR BUNDLES

YOUNGSOO KIM

Abstract. We construct the categories of standard vector bundles over schemes and define direct sum and tensor product. These categories are equivalent to the usual categories of vector bundles with additional properties. The tensor product is strictly associative, strictly commutative with line bundles, and strictly functorial on base change.
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1. INTRODUCTION

In a category, two objects $V$ and $W$ could be isomorphic without being equal. We write $V \cong W$ for an isomorphism and $V = W$ for equality. For example, if $U, V,$ and $W$ are vector spaces over a field, then $(U \otimes V) \otimes W$ is isomorphic to $U \otimes (V \otimes W)$ but they are not equal if one defines $\otimes$ in traditional ways. Also, $V \otimes W$ is isomorphic to $W \otimes V$, but they are not equal in general. The tensor product of vector spaces is commutative and associative in the sense that $V \otimes W \cong W \otimes V$ and $(U \otimes V) \otimes W \cong U \otimes (V \otimes W)$. But they are not strictly commutative nor strictly associative in the sense that $V \otimes W \neq W \otimes V$ and $(U \otimes V) \otimes W \neq U \otimes (V \otimes W)$.

There are instances we want strictness, and a typical approach is to construct an equivalent category and define a new tensor product that is equivalent to the old one. In fact, it is well known that every monoidal category is equivalent to a strict monoidal category [5, XI.5]. (See also [6].) For vector
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spaces and tensor product, the category can be described as follows. An object is a finite tuple of vector spaces. Each such object corresponds to the tensor product of its components in order. The homomorphisms between two tuples are homomorphisms between tensored vector spaces. Then one defines the tensor product of tuples by concatenation. It is straightforward to verify that this approach defines a category that is equivalent to the category of vector spaces, and the new tensor product is strictly associative. But in this category the tensor product is not strictly commutative. It seems that there is no plausible way to make both associativity and commutativity strict.

The least possible is to make tensor product strictly commutative with one-dimensional vector spaces, keeping strict associativity. This is achieved with the category of standard vector spaces. Suppose \( k \) is a field. For each integer \( n \geq 0 \), we call \( k^n \) the standard vector space of dimension \( n \), and let \( e_1, \ldots, e_n \) be its standard basis. Consider the category of standard vector spaces over \( k \).

\[
\mathcal{V}(k) = \{k^n|n \geq 0\}
\]

A homomorphism \( h : k^n \to k^m \) is represented by an \( n \times m \) matrix \( M_h \) with respect to the standard bases. For two standard vector spaces, the tensor product is defined by \( k^{n_1} \otimes k^{n_2} = k^{n_1n_2} \), and for homomorphisms \( h_1 \) and \( h_2 \), their tensor product \( h_1 \otimes h_2 \) is defined to be the homomorphism represented by the matrix \( M_{h_1} \otimes M_{h_2} \). This definition involves a choice in ordering basis of \( k^{n_1} \otimes k^{n_2} \). We choose the order as in

\[
e_1 \otimes e_1, \ldots, e_1 \otimes e_{n_2}, e_2 \otimes e_1, \ldots, e_2 \otimes e_{n_2}, \ldots, e_{n_1} \otimes e_1, \ldots, e_{n_1} \otimes e_{n_2}.
\]

Now the tensor product of objects in \( \mathcal{V}(k) \) is strictly associative and strictly commutative by definition. The tensor product of homomorphisms is strictly associative because the tensor product of matrices is associative:

\[
(M_{h_1} \otimes M_{h_2}) \otimes M_{h_3} = M_{h_1} \otimes (M_{h_2} \otimes M_{h_3}).
\]

But it is strictly commutative only if one of the associated matrices is a \( 1 \times 1 \) (or empty) matrix.

\[
M_{h_1} \otimes M_{h_2} = M_{h_2} \otimes M_{h_1} \quad \text{if} \quad M_{h_1} \text{ or } M_{h_2} \text{ is } 1 \times 1.
\]

It is not difficult to see that \( \mathcal{V}(k) \) is equivalent to the usual category of finite dimensional vector spaces over \( k \).

In this article, we construct the categories of standard vector bundles over schemes and define tensor product of standard vector bundles. We prove that these categories are equivalent to the usual categories of vector bundles over schemes and that the tensor product is strictly associative, strictly commutative with line bundles, and strictly functorial on base change. (See Theorem 3.8 and Theorem 3.10 for precise statements.) The construction uses the above idea of standard vector spaces and the notion of big vector bundles [3, C.4] originally from Grayson [4, p.169] for strict functoriality, and the concept of presheaves on sieves is used to combine two ideas.
The standard vector bundles are used in the construction of the motivic symmetric ring spectrum representing algebraic $K$-theory in author’s thesis. They also solve the question posed in [3, p.846], the existence of strictly functorial tensor product for vector bundles, and their discussion on small vector bundles are unnecessary now. The existence of the standard vector bundles could be used in various $K$-theoretic constructions.

I would like to thank Dan Grayson for calling this problem to my attention and having insightful discussions with me. I also thank Oliver Röndigs for reviewing the initial manuscript and making useful comments.

2. Presheaves defined on a sieve

In this section, we introduce the notion of presheaves defined on a sieve and define sheafification and restriction functors. Since the article is about strict equalities, everything will be defined concretely, not using universal properties.

In order to avoid set-theoretic problems, we restrict our attention to certain small categories of schemes. We let $\text{Sch}$ be the small category of schemes that is large enough for one’s application and that contains all open subschemes of all of its objects. When we mention a scheme, it will be an object of this category. Suppose $X$ is a scheme. We let $\text{Sch}/X$ denote the category of schemes over $X$.

We begin with the review of Grothendieck topology and sieves from [1, 2] to introduce the notations used throughout the article. Notations and techniques of proofs follow verbatim those in Chapter 2 of [2].

2.1. Grothendieck topology and sieves. Suppose $T$ is a small category with all fibered products. A Grothendieck topology on $T$ is an assignment to each object $U$ of a collection of sets of morphisms $\{U_i \to U\}_{i \in I}$ called coverings of $U$ such that the following conditions are satisfied. We will omit the index set $I$ for simpler notations.

1. If $V \to U$ is an isomorphism, then $\{V \to U\}$ is a covering.
2. If $\{U_i \to U\}$ is a covering and $V \to U$ is a morphism, then $\{U_i \times_U V \to V\}$ is a covering.
3. If $\{U_i \to U\}$ is a covering and for all $i$, $\{U_{ij} \to U_i\}$ is a covering, then the collection of composites $\{U_{ij} \to U_i \to U\}$ is a covering.

A category with a Grothendieck topology is called a site. We mainly use Zariski sites on a scheme $X$.

Definition 2.1. The small Zariski site $X_{\text{zar}}$ on a scheme $X$ is the category whose objects are open immersions $U \to X$ and morphisms are the open immersions $V \to U$ compatible with the maps to $X$. A covering on $U$ is a collection of open immersions $\{f_i : U_i \to U\}$ such that $\bigcup_i f_i(U_i) = U$.

Definition 2.2. The big Zariski site $(\text{Sch}/X)_{\text{Zar}}$ on a scheme $X$ is the category $\text{Sch}/X$ of schemes over $X$ where a covering on an object $Y$ is a collection of open immersions $\{g_i : V_i \to Y\}$ such that $\bigcup_i g_i(V_i) = Y$. 
A sieve on an object \( U \) of \( \mathcal{T} \) is a subfunctor of the representable functor \( H_U = \text{Hom}_{\mathcal{T}}(-, U) \). Given a sieve \( H \) on \( U \), we can associate a full subcategory \( C_H \) of the comma category \( \mathcal{T}/U \) over \( U \) whose objects are the elements of \( H(V) \) where \( V \) runs over the objects of \( \mathcal{T} \). For simpler notations, when we refer to an object \( V \xrightarrow{f} U \) of \( C_H \), we will frequently suppress the structure map and simply write \( V \). No confusion should arise unless two structure maps are considered from the same object. The category \( C_H \) satisfies the following property.

**Proposition 2.3.** If \( V \xrightarrow{f} U \) is an object of \( C_H \) and \( g : W \to V \) is any morphism in \( \mathcal{T} \), then the composite \( W \xrightarrow{fg} U \) is also an object of \( C_H \).

Conversely, given a full subcategory of \( \mathcal{T}/U \) satisfying the property, we can recover the subfunctor \( H \) by defining \( H(V) \) to be the collection of morphisms \( V \to U \) in the category. Thus we identify a sieve with such a subcategory.

Note that the above property implies that the intersection of two sieves is also a sieve.

Given a collection of morphisms \( U = \{U_i \to U\} \), we associate a sieve \( H_U \) on \( U \) by taking \( H_U(V) = \{f : V \to U \mid f \text{ factors through } U_i \to U \text{ for some } i\} \).

If \( \mathcal{T} \) is a site, then a sieve \( H \) on \( U \) is said to belong to \( \mathcal{T} \) if \( H \) contains a sieve \( H_U \) associated to some covering \( U \) of \( U \) in \( \mathcal{T} \). It is equivalent to say that \( C_H \) contains \( U \).

A covering \( V = \{V_j \to U\} \) is said to be a refinement of \( U = \{U_i \to U\} \) if every map \( V_j \to U \) factors through \( U_i \to U \) for some \( i \). The condition is equivalent to \( H_Y \subseteq H_U \). If \( U_1 = \{U_{1i} \to U\} \) and \( U_2 = \{U_{2j} \to U\} \) are coverings of \( U \), then let \( U_1 \times U_2 = \{U_{1i} \times_U U_{2j} \to U\} \). It is a covering of \( U \) and is a common refinement of \( U_1 \) and \( U_2 \).

**Proposition 2.4.** (2.44 \[2\]). If \( H_1 \) and \( H_2 \) are sieves on \( U \) belonging to \( \mathcal{T} \), then the intersection \( H_1 \cap H_2 \) also belongs to \( \mathcal{T} \).

**Proof.** Let \( U_1 = \{U_{1i} \to U\} \) and \( U_2 = \{U_{2j} \to U\} \) be coverings such that \( H_{U_1} \subseteq H_1 \) and \( H_{U_2} \subseteq H_2 \). Then \( H_1 \cap H_2 \) contains \( H_{U_1 \times U_2} \) \( \Box \)

Suppose \( f : Y \to X \) is a map of schemes, and consider big Zariski sites \( (\text{Sch}/X)_{\text{Zar}} \) and \( (\text{Sch}/Y)_{\text{Zar}} \). If \( V \in (\text{Sch}/Y)_{\text{Zar}}, U \in (\text{Sch}/X)_{\text{Zar}} \) and \( g : V \to U \) is a map of schemes such that the following diagram commutes,

\[
\begin{array}{ccc}
V & \xrightarrow{g} & U \\
\downarrow{b} & & \downarrow{a} \\
Y & \xrightarrow{f} & X
\end{array}
\]

then for any sieve \( H \) on \( U \) the pullback \( g^*H \) is defined as a sieve on \( V \). For each \( W \in (\text{Sch}/Y)_{\text{Zar}} \), which is also an object of \( (\text{Sch}/X)_{\text{Zar}} \) via \( f \), the
set \((g^*H)(W)\) is defined to be the set of all maps \(W \to V\) such that its composition with \(g\) is an element of \(H(W)\).

**Proposition 2.5.** Suppose \(f : Y \to X\) is a map of schemes. If \(U \to X\) is in \(\text{Sch}/X\), \(V \to Y\) is in \(\text{Sch}/Y\), \(g : V \to U\) is a map of schemes such that \(ag = fb\), and \(H\) is a sieve on \(U\) belonging to \((\text{Sch}/X)_{\text{Zar}}\), then \(g^*H\) is a sieve on \(V\) belonging to \((\text{Sch}/Y)_{\text{Zar}}\).

**Proof.** Suppose \(H\) contains \(H_U\) where \(U\) is a Zariski covering of \(U\), then \(g^*H\) contains \(H_{g^*U}\) where \(g^*U = \{U_i \times_U V \to V\}\), which is a Zariski covering of \(V\). \(\Box\)

### 2.2. Presheaves and sheaves

We define presheaves on sieves and construct a sheafification functor. Then various lemmas and formulas needed in section 3 are developed.

**Definition 2.6.** Let \(X\) be an object of a site \(\mathcal{S}\), and suppose \(H\) is a sieve on \(X\) belonging to the site.

1. An \(H\)-presheaf is a functor \(C^0_H \to \text{Set}\).
2. An \(H\)-sheaf is an \(H\)-presheaf \(F\) such that for each object \(U\) of \(C_H\) and a covering \(\{U_i \to U\}\), the diagram

\[
\begin{array}{ccc}
F(U) & \longrightarrow & \prod F(U_i) \\
\downarrow p_1 & & \downarrow p_2 \\
\prod F(U_i \times_U U_j) & \longrightarrow & \prod F(U_i)
\end{array}
\]

is exact where \(p_1\) and \(p_2\) are projections to the first and the second factors of \(U_i \times_U U_j\).

3. An \(H\)-presheaf \(F\) is said to be separated if for each object \(U\) of \(C_H\) and a covering \(\{U_i \to U\}\), the map \(F(U) \to \prod F(U_i)\) is injective.

Here we use the convention that the value of \(F\) on an object \(U \to X\) of \(C_H\) is written as \(F(U)\) assuming that the structure map \(f\) is understood. When we need to consider two different structure maps \(f\) and \(g\), we will distinguish them by writing \(F(U_{[f]}\) and \(F(U_{[g]}\). By replacing the category of sets with the category of abelian groups, rings, etc., we get the definitions of \(H\)-presheaves of abelian groups, rings, etc. A map of \(H\)-presheaves, \((H\)-sheaves, separated \(H\)-presheaves) is a natural transformation of functors. We denote the categories of \(H\)-presheaves, \(H\)-sheaves, and separated \(H\)-presheaves by \(\text{Pre}_H(\mathcal{S})\), \(\text{Shv}_H(\mathcal{S})\), and \(\text{Pre}^*_H(\mathcal{S})\), respectively. Then \(\text{Shv}_H(\mathcal{S}) \subseteq \text{Pre}^*_H(\mathcal{S}) \subseteq \text{Pre}_H(\mathcal{S})\). Suppose \(H\) and \(K\) are sieves belonging to \(\mathcal{T}\) and \(K \subseteq H\). Then \(C_K\) is a full subcategory of \(C_H\), and the composition with the inclusion functor induces functors \(\text{Pre}_H(\mathcal{T}) \to \text{Pre}_K(\mathcal{T})\), \(\text{Shv}_H(\mathcal{T}) \to \text{Shv}_K(\mathcal{T})\), and \(\text{Pre}^*_H(\mathcal{T}) \to \text{Pre}^*_K(\mathcal{T})\) called restrictions. These functors will be denoted by \(-|_K\) universally. Intuitively, we may consider an \(H\)-presheaf as a presheaf defined only on small open sets. If the site \(\mathcal{T}\) has a terminal object \(X\) and \(H = \text{Hom}_\mathcal{T}(\_ , X)\), the biggest sieve on \(X\), then \(C_H\) is naturally identified with \(\mathcal{T}\). In this case, the categories are written as
$\text{Pre}(\mathbb{T})$, $\text{Pre}^*(\mathbb{T})$, and $\text{Shv}(\mathbb{T})$. They are identified with the usual categories of presheaves, separated presheaves, and sheaves.

We can sheafify an $H$-presheaf to obtain a sheaf if $H$ is a sieve on a final object belonging to a site. Only local information is needed to define a sheaf after all. The construction of a sheafification functor $\xi_H : \text{Pre}_H(\mathbb{T}) \rightarrow \text{Shv}(\mathbb{T})$ presented below follows the construction in the proof of Theorem 2.64 in [2] of the usual sheafification functor. First, locally equal sections are identified to get a separated presheaf, then locally defined sections are patched together to obtain a sheaf. The construction works for sheaves of abelian groups, rings, etc., too.

Let $\mathbb{T}$ be a site and $X$ an object of $\mathbb{T}$. Suppose $H$ is a sieve on $X$, and $F$ is an $H$-presheaf. Then we define an $H$-presheaf $F^s$ by taking $F^s(U) = F(U)/\sim$ where we say $s \sim t$ for $s, t \in F(U)$ if there is a covering $\{U_i \rightarrow U\}$ such that the pullbacks of $s$ and $t$ to each $U_i$ coincide. We denote the equivalence class of $s \in F(U)$ by $\bar{s} \in F^s(U)$. If $f : V \rightarrow U$ is a map in $\mathcal{C}_H$, the pullback $f^* : F(U) \rightarrow F(V)$ is compatible with the equivalence relation, so we have a pullback $f^* : F^s(U) \rightarrow F^s(V)$ defined by $\bar{s} \mapsto \overline{f^*s}$.

**Lemma 2.7.** The $H$-presheaf $F^s$ defined above is separated. Each map $\gamma : F_1 \rightarrow F_2$ of $H$-presheaves induces a map $\gamma^s : F_1^s \rightarrow F_2^s$. Thus, we get a functor $\text{Pre}_H(\mathbb{T}) \rightarrow \text{Pre}^s_H(\mathbb{T})$.

**Proof.** Suppose $\{U_i \rightarrow U\}$ is a covering of an object $U$ of $\mathcal{C}_H$. For $s, t \in F(U)$, if their pullbacks to each $U_i$ coincide, then $s \sim t$ by definition. Therefore, $F^s(U) \rightarrow \prod F^s(U_i)$ is injective. This proves separatedness.

For each $U$ in $\mathcal{C}_H$, the map $\gamma(U) : F_1(U) \rightarrow F_2(U)$ is compatible with the equivalence relation, so we have a map $\gamma^s(U) : F_1^s(U) \rightarrow F_2^s(U)$ defined by $\bar{s} \mapsto \overline{\gamma s}$. Since these maps are defined in terms of equivalence classes, it is straightforward to verify compatibility of various maps. In particular, the following diagram commutes for any $f : V \rightarrow U$, so we get a map $\gamma^s : F_1^s \rightarrow F_2^s$.

$$
\begin{array}{ccc}
F_1^s(U) & \xrightarrow{\gamma^s(U)} & F_2^s(U) \\
\downarrow{f^*} & & \downarrow{f^*} \\
F_1^s(V) & \xrightarrow{\gamma^s(V)} & F_2(V)
\end{array}
$$

If $\delta : F_2 \rightarrow F_3$ is another map of $H$-presheaves, then $(\delta \gamma)^s = \delta^s \gamma^s$. Thus, we get a functor $\text{Pre}_H(\mathbb{T}) \rightarrow \text{Pre}^s_H(\mathbb{T})$. \qed

Next, we define the sheafification functor $\xi_H : \text{Pre}_H(\mathbb{T}) \rightarrow \text{Shv}(\mathbb{T})$. We assume that $X$ is a final object of $\mathbb{T}$, and that $H$ is a sieve on $X$ belonging to $\mathbb{T}$. Suppose $U$ is an object of $\mathbb{T}$. Consider the set of pairs $\{(U_i \rightarrow U), \{s_i\}\}$ where $\{U_i \rightarrow U\}$ is a covering of $U$ such that each $U_i$ is in $\mathcal{C}_H$, $s_i \in F^s(U_i)$, and the pullbacks of $s_i$ and $s_j$ to $U_i \times_U U_j$ coincide. Note that the set is nonempty since $H$ belongs to $\mathbb{T}$ and $X$ is a final object, also that we are free to use pullbacks by Proposition 2.3. We declare $\{(U_i \rightarrow U), \{s_i\}\}$ and
Given a map \( \xi \) we also define \( \xi_H F(U) \) to be the set of equivalence classes \( \{\{U_i \to U\}, \{s_i\}\} \).

Given a map \( f : V \to U \) of \( T \), we define \( \xi_H F(f) : \xi_H F(U) \to \xi_H F(V) \) by sending the class \( \{\{U_i \to U\}, \{s_i\}\} \) to the class \( \{\{U_i \times_U V \to V\}, \{p_i^*s_i\}\} \) where \( p_i^*s_i \) is the pullback of \( s_i \) along the projection \( p_i : U_i \times_U V \to U_i \).

We also define \( \xi_H \) on morphisms. Suppose \( \gamma : F_1 \to F_2 \) is a map of \( H \)-presheaves. For each object \( U \) of \( T \), define \( \xi_H \gamma(U) : \xi_H F_1(U) \to \xi_H F_2(U) \) by sending the class of \( \{\{U_i \to U\}, \{s_i\}\} \) to \( \{\{U_i \to U\}, \{\gamma^*s_i\}\} \).

**Lemma 2.8.** The description in the previous paragraph defines a functor \( \xi_H : \text{Pre}_H(T) \to \text{Shv}(T) \).

**Proof.** The relation is reflexive and symmetric by definition. To prove that it is transitive, suppose \( \{\{U_i \to U\}, \{s_i\}\} \sim \{\{V_j \to U\}, \{t_j\}\} \) and \( \{\{V_j \to U\}, \{t_j\}\} \sim \{\{W_k \to U\}, \{u_k\}\} \). The pullbacks of \( s_i \) and \( t_j \) to \( U_i \times_U V_j \) coincide, and the pullbacks of \( t_j \) and \( u_k \) to \( V_j \times_U W_k \) coincide. Then the pullbacks of \( s_i, t_j, \) and \( u_k \) to \( U_i \times_U V_j \times_U W_k \) coincide. Since \( F^s \) is separated, the pullbacks of \( s_i \) and \( u_k \) to \( U_i \times_U W_k \) coincide.

For the remainder of the proof, we will frequently use the fact that \( \{\{U_i \to U\}, \{s_i\}\} \) is equivalent to \( \{\{V_i \to U\}, \{t_i\}\} \) if there is an isomorphism \( f_i : V_i \to U_i \) over \( U \) for each \( i \) and \( t_i = f_i^*s_i \).

We prove that the map \( \xi_H F(f) \) is well-defined. First, \( U_i \times_U V \) is in \( C_H \) by Proposition 2.3. Second, the definition of \( \xi_H F(f) \) does not depend on representatives because if \( (\{U_i \to U\}, \{s_i\}) \) and \( (\{V_j \to U\}, \{t_j\}) \) are equivalent, then the pullbacks of \( s_i \) and \( t_j \) coincide in \( F^s(U_i \times_U V_j) \) so that their pullbacks coincide in \( F^s(U_i \times_U V) \times_V (V_j \times_U V) \approx F^s(U_i \times_U V_j \times_U V) \).

If \( f : V \to U \) and \( g : W \to V \) are maps in \( T \), then \( \xi_H F(fg) = \xi_H F(g) \xi_H F(f) \) because if we let \( q_i \) be the projection \( (U_i \times_U V) \times_V W \to U_i \times_U V \), and \( r_i \) the projection \( U_i \times_U W \to U_i \), then the pairs \( (\{U_i \times_U V \} \times_V W \to W), \{r_i^*p_i^*s_i\}\) and \( (\{U_i \times_U W \to W\}, \{r_i^*s_i\}\) are equivalent. This proves that \( \xi_H F \) is a presheaf on \( T \).

Now we show that \( \xi_H F \) satisfies the sheaf conditions. Let \( \{U_i \to U\}_{i \in I} \) be a covering. Consider the following sections:

\[
([\sigma_i])_{i \in I} = ([\{U_{ik} \to U_i\} \{s_{ik}\}_{k \in K_i}], \{s_{ik}\}_{k \in K_i})_{i \in I} \in \prod_{i \in I} \xi_H F(U_i).
\]

Assume that the pullbacks of \([\sigma_i]\) and \([\sigma_j]\) coincide in \( \xi_H F(U_i \times_U U_j) \), which means that for each \( i, j \in I \), \( \{U_{ik} \times_U U_j \to U_i \times_U U_j, \{p_{ik}^*s_{ik}\}\} \) is equivalent to \( \{U_{ik} \times_U U_j \to U_i \times_U U_j, \{p_{jk}^*s_{jk}\}\} \) where \( p_{ik} \) and \( q_{jk} \) are projections \( U_{ik} \times_U U_j \to \hat{U}_{ik} \) and \( U_i \times_U U_j \to \hat{U}_{ij} \), respectively. Then the pullbacks of \( s_{ik} \) and \( s_{jk} \) along the projections coincide in \( F^s(U_{ik} \times_U U_{jl}) \) for all \( i, j, k \in K_i \), and \( l \in K_j \) since \( U_{ik} \times_U U_{jl} \equiv (U_{ik} \times_U U_j) \times_U (U_j \times_U U_{jl}) \). Therefore, the pair \( \sigma = ([U_{ik} \to U_i]_{i \in I, k \in K_i}, \{s_{ik}\}_{i \in I, k \in K_i}) \) defines a section in \( \xi_H F(U) \).

We will show that the pullback of \([\sigma]\) to each \( U_j \) is \([\sigma_j]\). The pullback
of \([\sigma]\) in \(\xi_H F(U_i)\) is the class of the pair \(\{(U_{ik} \times_U U_j \to U_j), \{p^*_ik s_{ik}\}\}\). This pair is equivalent to the pair \(\sigma_j = \{(U_{jl} \to U_j), \{s_{jl}\}\}\) because the pullbacks of \(p^*_ik s_{ik}\) and \(s_{jl}\) coincide in \(F^*(U_{ik} \times_U U_{jl}) \cong F^*((U_{ik} \times_U U_j) \times_{U_j} U_{jl})\). This shows the existence of a section. For uniqueness, suppose \(\tau = \{(V_j \to U), \{t_j\}\}\) is another section of \(\xi_H F(U)\) whose pullback in \(\xi_H F(U_i)\) is equivalent to \(\sigma_i\) for all \(i\), then the pullbacks of \(t_j\) and \(s_{ik}\) coincide in \(F^*(V_j \times_U U_{ik})\) for all \(i, j,\) and \(k\). This implies that \(\tau\) is equivalent to \(\sigma\). This completes the proof that \(\xi_H F\) is a sheaf.

Next, we verify that \(\xi_H \gamma\) is a map of sheaves if \(\gamma : F_1 \to F_2\) is a map of \(H\)-presheaves. If \(f : V \to U\) is a map, the diagram

\[
\begin{array}{ccc}
\xi_H F_1(U) & \xrightarrow{\xi_H \gamma(U)} & \xi_H F_2(U) \\
\downarrow f^* & & \downarrow f^* \\
\xi_H F_1(V) & \xrightarrow{\xi_H \gamma(V)} & \xi_H F_2(V)
\end{array}
\]

commutes:

\[
f^* \xi_H \gamma(U)[\{U_i \to U\}, \{s_i\}] = f^*\{(U_i \to U), \{\gamma^* s_i\}\} \\
\quad = \{(U_i \times_U V \to V), \{p^*_i \gamma^* s_i\}\} \\
\quad = \{(U_i \times_U V \to V), \{\gamma^* p^*_i s_i\}\} \\
\quad = \xi_H \gamma(V)[\{U_i \times_U V \to V\}, \{p^*_i s_i\}] \\
\quad = \xi_H \gamma(V)f^*\{(U_i \to U), \{s_i\}\}.
\]

Hence \(\xi_H \gamma\) is a map of sheaves.

If \(\delta : F_2 \to F_3\), is another map of \(H\)-presheaves, then \(\xi_H (\delta \gamma) = (\xi_H \delta)(\xi_H \gamma)\) since \(\delta^* \gamma^* = (\delta \gamma)^*\). Therefore \(\xi\) is a functor \(Pre_H(\mathbb{T}) \to Shv(\mathbb{T})\). \(\square\)

**Theorem 2.9.** Let \(\mathbb{T}\) be a site, \(X\) a final object of \(\mathbb{T}\), \(H\) a sieve on \(X\) belonging to \(\mathbb{T}\) and \(\eta = \xi|_H : Shv(\mathbb{T}) \to Pre_H(\mathbb{T})\) the restriction functor. Then we can define as above a functor \(\xi_H : Pre_H(\mathbb{T}) \to Shv(\mathbb{T})\) called sheafification, and there is a natural bijection

\[
\text{Hom}_{Shv(\mathbb{T})}(\xi_H F, G) \cong \text{Hom}_{Pre_H(\mathbb{T})}(F, \eta G)
\]

**Proof.** We have defined \(\xi_H\) in paragraphs above. So we will prove that \((\xi_H, \eta)\) is an adjoint pair. Suppose \(F\) is a \(H\)-presheaf and \(G\) is a sheaf. Given a map \(\alpha : \xi_H F \to G\) of sheaves, define a map \(\beta_\alpha : F \to \eta G\) of \(H\)-presheaves as follows. If \(U\) is an object of \(\mathcal{C}_H\), \(\{(U \xrightarrow{\beta} U), \bar{s}\}\) defines a section in \(\xi_H F(U)\) for each \(s \in F(U)\). Define \(\beta_\alpha(U) : F(U) \to \eta G(U)\) by sending \(s\)
Therefore $\beta_\alpha$ is a map of sheaves. Conversely, given a map $\beta : F \to \eta G$ of $H$-presheaves, define a map $\alpha_\beta : \xi H F \to G$ of sheaves as follows. A section in $\xi H F(U)$ is a class of a pair $\sigma = ((U_i \to U), \{s_i\})$ such that $U_i$ is an object of $\mathcal{C}_H$ and the pullbacks of $s_i$ and $s_j$ to $U_i \times_U U_j$ coincide. So we have sections $\{\beta(U_i)s_i\} \in \coprod \eta G(U_i)$ such that the pullbacks to $U_i \times_U U_j$ of $\beta(U_i)s_i$ and $\beta(U_j)s_j$ coincide. Since $G$ is a sheaf, there is a unique section in $G(U)$ whose pullback in each $G(U_i) = \eta G(U_i)$ is $\beta(U_i)s_i$. We call it $\alpha_\beta(U)[\sigma]$. It does not depend on the representative. If $\tau = ((V_j \to U), \{t_j\})$ is equivalent to $\sigma$, then the pullbacks of $s_i$ and $t_j$ in $F(U_i \times_U V_j)$ coincide so that the pullbacks of $\alpha_\beta(U)[\sigma]$ and $\alpha_\beta(U)[\tau]$ in $G(U_i \times_U V_j)$ coincide. Therefore $\alpha_\beta(U)$ is well-defined. If $f : V \to U$ is a map in $\mathbb{T}$, then for each $\sigma = ((U_i \to U), \{s_i\})$, the pullbacks of $f^*\alpha_\beta(U)[\sigma]$ and $\alpha_\beta(V)f^*[\sigma]$ in $G(U_i \times_U V)$ for each $i$ are $p_i^*\beta(U_i)s_i = \beta(U_i \times_U V)p_i^*s_i$ where $p_i$ is the projection $U_i \times_U V \to U_i$. Therefore $f^*\alpha_\beta = \alpha_\beta f^*$ and it proves that $\alpha_\beta$ is a map of sheaves. For every object $U \to X$ in $\mathcal{C}_H$ and $s \in F(U)$, $\beta_{\alpha_\beta}(U)s = \alpha_\beta(U)[U \to U, s] = \beta(U)s$. Hence $\beta_{\alpha_\beta} = \beta$. For every object $U \to X$ in $\mathbb{T}$ and $[\sigma] \in \xi H F(U)$, $\sigma = ((U_i \to U), \{s_i\})$, The pullbacks of $\alpha_{\beta_\alpha}(U)[\sigma]$ and $\alpha(U)[\sigma]$ in $G(U_j)$ for every $j$ are $\beta_\alpha(U_j)(s_j)$ and $\alpha(U_j)(U_j \times_U U_j \to U_j, p_j^*s_j)$. Both are equal to $\alpha(U_j)[U_j \to U_j, s_j]$. Therefore $\alpha_{\beta_\alpha} = \alpha$. This proves the bijection $\text{Hom}_H(\xi H F, G) \cong \text{Hom}_K(F, \eta G)$.

Finally, to prove that the bijective correspondence is natural, we show that the following diagrams commute for any $\gamma : F_1 \to F_2$ and $\delta : G_1 \to G_2$.

\[
\begin{array}{ccc}
\text{Hom}_H(\xi H F_2, G) & \xrightarrow{\beta} & \text{Hom}_K(F_2, \eta G) \\
(\xi H \gamma)^* & \downarrow & \downarrow \gamma^* \\
\text{Hom}_H(\xi H F_1, G) & \xrightarrow{\beta} & \text{Hom}_K(F_1, \eta G)
\end{array}
\]

\[
\begin{array}{ccc}
\text{Hom}_H(\xi H F, G_1) & \xrightarrow{\beta} & \text{Hom}_K(F, \eta G_1) \\
\delta & \downarrow & \downarrow (\eta \delta)^* \\
\text{Hom}_H(\xi H F, G_2) & \xrightarrow{\beta} & \text{Hom}_K(F, \eta G_2)
\end{array}
\]
If $U$ is an object of $\mathcal{C}_H$, $s \in F_1(U)$, and $\alpha : \xi_H F_2 \to G$, then
\[
\gamma^* \beta_\alpha(U)[s] = \beta_\alpha(U)(\gamma(U))[s],
\]
\[
\beta(\xi_H \gamma \rho_\alpha(U)[s] = \beta(\xi_H \gamma)U \gamma(U)[s],
\]
\[
\beta(\xi_H \gamma \rho_\alpha(U)[s] = \beta(\xi_H \gamma)U \gamma(U)[s],
\]
So the first diagram commutes. For the second diagram, let $U$ be an object of $\mathcal{C}_H$, $s \in F(U)$, and $\alpha : \xi_H F \to G_1$. Then
\[
(\eta \delta)_* \beta_\alpha(U)[s] = (\eta \delta)(U) \beta_\alpha(U)[s]
\]
\[
= (\eta \delta)(U) \alpha(U)[U \to U, \bar{s}]
\]
\[
= \delta(U) \alpha(U)[U \to U, \bar{s}]
\]
\[
= (\delta \alpha)(U)[U \to U, \bar{s}]
\]
\[
= \beta(\delta \alpha)(U)[s]
\]
\[
= \beta(\delta \alpha)(U)[s].
\]

Lemma 2.10. Under the hypothesis of Theorem 2.9, the unit map $\epsilon : E \to (\xi_H E)|_H$ of the adjunction is an isomorphism if $E$ is an $H$-sheaf.

Proof. Since $E$ is separated, $E$ is identified with $E^s$. Using the notation of the proof of Theorem 2.9 for each $U \in \mathcal{C}_H$, $\epsilon(U)$ is defined by $s \mapsto [\{U \to U\}, s]$. If $s, t \in E(U)$, and $[\{U \to U\}, s] = [\{U \to U\}, t]$, then there is a covering $\{U_i \to U\}$ with each $U_i \in \mathcal{C}_H$ such that $s|_{U_i} = t|_{U_i}$. Then $s = t$ since $E$ is separated. Hence $\epsilon(U)$ is injective. For surjectivity of $\epsilon(U)$, suppose $\sigma = (\{U_i \to U\}, \{s_i\})$ represents an element of $(\xi_H E)(U)$. Since $s_i|_{U_{ij}} = s_j|_{U_{ij}}$ for all $i, j$, there is an element $s \in E(U)$ such that $s|_{U_i} = s_i$ for all $i$ since $E$ is a sheaf. Then $(\{U \to U\}, s)$ and $\sigma$ represent the same element. Hence $\epsilon(U)$ is surjective.

Proposition 2.11. Let $X$ be a final object of a site $\mathcal{T}$. Suppose $K \subseteq H$ are sieves on $X$ belonging to $\mathcal{T}$, $F$ is an $H$-presheaf, and $F|_K$ is the restriction of $F$ to $\mathcal{C}_K$. Then there is a natural isomorphism $\xi_K(F|_K) \to \xi_H F$.

Proof. We first prove that $(F|_K)^s = F^s|_K$. For each $U$ in $\mathcal{C}_K$,
\[
(F|_K)^s(U) = F|_K(U)/U = F(U)/U
\]
\[
(F^s|_K)(U) = F^s(U) = F(U)/U
\]
So it is enough to prove that two equivalence relations are the same if $U \in \mathcal{C}_K$. If the pullbacks of $s$ and $t$ to each $U_i$ coincide where $U = \{U_i \to U\}$ is a covering that belongs to $\mathcal{C}_H$ with $U \in \mathcal{C}_K$, then there is a refinement
For a morphism $O_H \to \tau$ surjective. Suppose $U$ is such a presheaf of modules, so an $O_H$-module is the pullback of $s$ and $t$ belonging to $(U)$. An element of $\xi_F(F|_K)(U)$ is represented by a pair $\sigma = (\{U_i \to U\}, \{s_i\})$ such that each $U_i$ is in $C_K$ and $s_i \in (F|_K)(U_i) = F^s(U_i)$. The pair also represents an element of $\xi_H F(U)$ since $C_K \subseteq C_H$. Also, equivalent representatives of an element of $\xi_F(F|_K)(U)$ represent the same element of $\xi_H F(U)$. Therefore, we can define $\xi_F(F|_K)(U) \to \xi_H F(U)$ by sending $[\sigma]$ to $[\tau]$ (same notation but classes in different equivalence relations). The definition is compatible with pullbacks, so this defines a map of sheaves $\xi_F(F|_K) \to \xi_H F$. From the way it is defined, we see that it is a natural map of sheaves.

Now we prove that it is an isomorphism. Suppose $\sigma = (\{U_i \to U\}, \{s_i\})$ and $\tau = (\{V_j \to V\}, \{t_j\})$ represent elements of $\xi_F(F|_K)(U)$ such that $[\sigma] = [\tau]$ in $\xi_H F(U)$. It implies that the pullbacks of $s_i$ and $t_j$ coincide in $U_i \times_U V_j$. But $U_i, V_j$, and $U_i \times_U V_j$ belong to $C_K$. Therefore $\sigma$ and $\tau$ represent the same element of $\xi_F(F|_K)(U)$. Hence $\xi_F F|_K(U) \to \xi_H F(U)$ is injective. To prove that it is surjective, suppose $\sigma = (\{U_i \to U\}, \{s_i\})$ represent an element of $\xi_H F(U)$. Then each $U_i$ is in $C_H$. For each $U_i$, there is a covering $\{U_{ij} \to U_i\}$ such that $U_{ij} \in C_K$. (For example, $U_{ij} = V_j \times U_i$ where $\{V_j \to X\}$ is a covering of $X$ with $V_j \in C_K$.) Then $\{U_{ij} \to U\}$ is a refinement of $\{U_i \to U\}$ and the pair $\sigma' = (\{U_{ij} \to U\}, \{s_{ij}\})$ where $s_{ij}$ is the pullback of $s_i$ to $U_{ij}$ represent the same element as $\sigma$ does. But $\sigma'$ also represents an element of $\xi_F(F|_K)(U)$, hence $\xi_F(F|_K)(U) \to \xi_H F(U)$ is surjective.

In the big Zariski site $(Sch/X)_{Zar}$, the big structure sheaf $O^b_X$ is the sheaf on $(Sch/X)_{Zar}$ that assigns the global sections of $Y$ to each object $Y \to X$.

$$O^b_X(Y) = O_Y(Y)$$

For a morphism $g : Z \to Y$ over $X$, $O^b_X(g) : O^b_X(Y) \to O^b_X(Z)$ is the map of global sections $O_Y(Y) \to O_Z(Z)$ induced by $g$. We simply write $O_X$ for $O^b_X$. If $H$ is a sieve on $X$ belonging to the site, the restriction $O_X|_H$ is an $H$-sheaf of rings.

From now on, our discussion will be specialized in Zariski topology and presheaves of modules, so an $H$-(pre)sheaf will mean an $H$-(pre)sheaf of $O_X|_H$-modules unless stated otherwise. And the notations for categories of $H$-presheaves such as $Pre_H((Sch/X)_{Zar})$ will also denote the categories of presheaves of $O_X|_H$-modules.

Consider the big Zariski site $(Sch/X)_{Zar}$ on a scheme $X$. Suppose $H$ is a sieve on $X$ belonging to $(Sch/X)_{Zar}$ and $F$ is an $H$-presheaf. For each object $Y \to X$ of $C_H$, we define $F|_Y$ to be the restriction of $F$ to the small Zariski site $Y_{zar}$, that is a presheaf on $Y$ in the usual sense. In other words, $F|_Y(U_{yj}) = F(U_{f_{yj}})$ for each open immersion $g : U \to Y$, and $F|_Y(h) = F(h)$ for each map $h : V \to U$ of $Y_{zar}$, which may be considered as a map.
of \( C_H \). We will call \( F|_Y \) the restriction of \( F \) to \( Y \) along \( f \). If \( G \) is another \( H \)-presheaf and there is a map of \( H \)-presheaves \( F \to G \), we get a natural map \( F|_Y \to G|_Y \). So the restriction is a functor \( Pre_H((Sch/X)_{zar}) \to Pre(Y_{zar}) \).

**Proposition 2.12.** Suppose \( X \) is a scheme, \( H \) is a sieve on \( X \) belonging to \((Sch/X)_{zar}\), and \( F \) is an \( H \)-presheaf. If \( Y \) is an object of \( C_H \), then \((\xi_H F)|_Y = \xi(F|_Y) \) (equality, not isomorphism) where \( \xi_H \) and \( \xi \) are sheafification functors of Theorem 2.9.

\[
\xi_H : Pre_H((Sch/X)_{zar}) \to Shv((Sch/X)_{zar}) \\
\xi : Pre(Y_{zar}) \to Shv(Y_{zar})
\]

**Proof.** Note that \((F|_Y)^s(U) = F|_Y(U)/\sim = F(U)/\sim = F^s(U)\) for any open immersion \( U \to Y \) since a covering is a Zariski covering for both sites \((Sch/X)_{zar}\) and \( Y_{zar}\). For each open immersion \( U \to Y \), \((\xi_H F)|_Y(U) = (\xi_H F)(U)\) is the set of pairs \( \{\xi \in X, F(\xi)\} \) modulo an equivalence relation where \( \{\xi \in X, F(\xi)\} \) is a Zariski cover, and \( F(\xi) \in \xi(\xi) \) for each \( \xi \). Similarly, \( \xi(F|_Y) \) is the set of such pairs with \( s_i \in F^s(U_i) \) modulo an equivalence relation. Both of them have the same collection of Zariski covers, and the same equivalence relations. Therefore, \((\xi_H F)|_Y(U) = \xi(F|_Y)(U)\).

The following diagram is commutative for any \( V \to U \) by definition.

\[
\begin{array}{ccc}
(\xi_H F)|_Y(U) & \longrightarrow & (\xi_H F)|_Y(V) \\
\downarrow & & \downarrow \\
\xi(F|_Y)(U) & \longrightarrow & \xi(F|_Y)(V)
\end{array}
\]

This completes the proof. \( \square \)

Let \( H \) be a sieve on \( X \) belonging to \((Sch/X)_{zar}\), and \( Y \in C_H \). If \( F \) is an \( H \)-sheaf, then \( F|_Y \) is a sheaf of \( O_Y \)-modules. If \( g : Z \to Y \) is a map in \( C_H \), then for every open immersion \( U \to Y \), there is a map

\[
F|_Y(U) = F(U) \xrightarrow{F(\pi_U)} F(U \times_Y Z) = F|_Z(U \times_Y Z) = g_*F|_Z(U),
\]

and the diagram below induced by a map \( V \to U \) commutes.

\[
\begin{array}{ccc}
F|_Y(U) & \longrightarrow & g_*F|_Z(U) \\
\downarrow & & \downarrow \\
F|_Y(V) & \longrightarrow & g_*F|_Z(V)
\end{array}
\]

Hence there is a map \( \rho_{F,g} : F|_Y \to g_*F|_Z \). By adjointness, we get a natural map \( \lambda_{F,g} : g^*(F|_Y) \to F|_Z \) of sheaves of \( O_Z \)-modules.

We can define an extension of a sheaf from the small to the big Zariski site. Given a sheaf \( F \) of \( O_X \)-modules, define \( BF \), a sheaf on \((Sch/X)_{zar}\)
by setting \( BF(Y) = f^*F(Y) \) for each object \( Y \xrightarrow{f} X \) of \((\text{Sch}/X)_{\text{Zar}}\). If \( g : Z \to Y \) is a map over \( X \), \( BF(g) \) is defined to be the composite

\[
f^*F(Y) \to g^*f^*F(Z) \cong (fg)^*F(Z)
\]

induced by the map of global sections. The commutativity of the following diagram shows \( BF(gh) = BF(h)BF(g) \) for \( g : Z \to Y \) and \( h : W \to Z \)

\[
\begin{array}{ccc}
  f^*F(Y) & \to & (gh)^*f^*F(W) \\
  \downarrow & & \downarrow \\
  g^*f^*F(Z) & \to & h^*g^*f^*F(W) \\
  \downarrow & & \downarrow \\
  (fg)^*F(Z) & \to & h^*(fg)^*F(W) \\
  \downarrow & & \downarrow \\
  f^*F(V) & \to & (fg)^*f^*F(W) \\
\end{array}
\]

**Lemma 2.13.** Suppose \( F \) is a sheaf on \( X_{\text{Zar}} \), and \( BF \) the extension of \( F \) to \((\text{Sch}/X)_{\text{Zar}}\). Then

1. for each object \( Y \xrightarrow{f} X \) of \((\text{Sch}/X)_{\text{Zar}}\), there is a natural isomorphism \( BF|_Y \to f^*F \), thus \( BF \) is a sheaf,
2. for each map \( g : Z \to Y \) over \( X \), the induced map \( \lambda : g^*(BF|_Y) \to BF|_Z \) is an isomorphism.

**Proof.** For the first statement, suppose \( g : U \to Y \) is an open immersion. Then \( BF|_Y(U) = BF(U) = (fg)^*F(U) \). Define \( BF|_Y(U) \to f^*F(U) \) to be the composite \( (fg)^*F(U) \cong g^*f^*F(U) \cong f^*F(U) \). If \( h : V \to U \) is an open immersion, the following diagram commutes.

\[
\begin{array}{ccc}
  (fg)^*F(U) & \to & g^*f^*F(U) & \to & f^*F(U) \\
  \downarrow & & \downarrow & & \downarrow \\
  h^*(fg)^*F(V) & \to & h^*g^*f^*F(V) \\
  \downarrow & & \downarrow & & \downarrow \\
  (fg)^*F(V) & \to & (gh)^*f^*F(V) & \to & f^*F(V) \\
\end{array}
\]

All of the maps involved in the diagram are natural in \( F \). This proves the first statement. For the second, note that the following diagram commutes.

\[
\begin{array}{ccc}
  g^*(BF|_Y) & \to & BF|_Z \\
  \cong & & \cong \\
  g^*f^*F & \cong & (fg)^*F \\
\end{array}
\]

Three isomorphisms in the diagram implies that the top arrow is an isomorphism. \( \square \)
Since the definition of $B$ is functorial in $\mathcal{F}$, we have defined a functor

\[ B : \text{Shv}(X_{\text{zar}}) \to \text{Shv}((\text{Sch}/X)_{\text{Zar}}). \]

**Lemma 2.14.** Suppose $F$ is a sheaf on $(\text{Sch}/X)_{\text{Zar}}$ such that the induced map $\lambda_{F,f} : f^*(F|_X) \to F|_Y$ is an isomorphism for every object $Y \xrightarrow{f} X$ of $(\text{Sch}/X)_{\text{Zar}}$. Then there is an isomorphism $\eta : B(F|_X) \to F$ that is natural in the sense that if $G$ is another such sheaf, and there is a map $\alpha : F \to G$, then the following diagram commutes.

\[
\begin{array}{ccc}
B(F|_X) & \xrightarrow{\eta} & F \\
\downarrow B_{0|X} & & \downarrow \alpha \\
B(G|_X) & \xrightarrow{\eta} & G
\end{array}
\]

**Proof.** For each object $Y \xrightarrow{f} X$, define $\eta(Y) = \lambda_{F,f}(Y)$. Then

\[ B(F|_X)(Y) = f^*(F|_X)(Y) \xrightarrow{\lambda_{F,f}(Y)} F|_Y(Y) = F(Y) \]

To show that $\eta$ is an isomorphism of functors, we need to show the commutativity of the following diagram for every map $g : Z \to Y$ over $X$.

\[
\begin{array}{ccc}
B(F|_X)(Y) & \xrightarrow{\lambda_f(Y)} & F|_Y(Y) \\
\downarrow & & \downarrow \\
B(F|_X)(Z) & \xrightarrow{\lambda_g(Z)} & F(Z) \\
\end{array}
\]

It is enough to show the commutativity of the following diagram.

\[
\begin{array}{ccc}
f^*(F|_X)(Y) & \xrightarrow{\lambda_f(Y)} & F|_Y(Y) \\
\downarrow & & \downarrow \\
g^*f^*(F|_X)(Z) & \xrightarrow{g^*\lambda_f(Z)} & g^*(F|_Y)(Z) \\
\downarrow & & \downarrow \\
(fg)^*(F|_X)(Z) & \xrightarrow{\lambda_{fg}(Z)} & F|_Z(Z)
\end{array}
\]

The top square is commutative since it is induced by the natural transformation $1 \to g^*g^*$. The bottom square is commutative since the corresponding diagram of sheaves before taking the global sections commutes. On the level of stalks, it corresponds to the diagram of modules

\[
\begin{array}{ccc}
C \otimes_B (B \otimes_A M) & \xrightarrow{C \otimes_A N} & C \otimes_A N \\
\downarrow & & \downarrow \\
C \otimes_A M & \xrightarrow{L}
\end{array}
\]
induced by rings $A, B, C$, an $A$-module $M$, a $B$-module $N$, and a $C$-module $L$, together with morphisms of rings $A \to B \to C$, a $B$-linear map $M \to N$, and a $C$-linear map $N \to L$. Finally, the part on the right is obtained by taking the global sections of the following diagram of sheaves,

\[
\begin{array}{c}
F|_Y \\
\downarrow \rho_g \\
g_*g^*F|_Y \xrightarrow{g_\lambda} g_*F|_Z
\end{array}
\]

which is commutative since $\rho$ and $\lambda$ corresponds to each other in the adjoint relationship of $g_*$ and $g^*$. The naturality of $\eta$ follows from the naturality of $\lambda_{F,f}$. □

Let $f : Y \to X$ be a map of schemes and $H$ a sieve on $X$ belonging to $(\text{Sch}/X)_{\text{Zar}}$. We will define a pullback functor

\[f^* : \text{Pre}_{H}((\text{Sch}/X)_{\text{Zar}}) \to \text{Pre}_{f^*H}((\text{Sch}/Y)_{\text{Zar}}).\]

Recall that $f^*H$ is the sieve on $Y$ belonging to $(\text{Sch}/Y)_{\text{Zar}}$ such that $Z \xrightarrow{g} Y$ is an object of $C_{f^*H}$ if and only if the composition $Z \xrightarrow{g} Y \xrightarrow{f} X$ is in $C_H$. Therefore, there is a functor $f_* : C_{f^*H} \to C_H$ defined by composition with $f$. Then for an $H$-presheaf $F$, $f^*F$ is defined to be $Ff_*^{\text{op}}$, that is, $f^*F(Z[\eta]) = F(Z(f\eta))$ for each object $Z \xrightarrow{\eta} Y$ of $C_{f^*H}$ and $f^*F(h) = F(h)$ for each morphism $h$ of $C_{f^*H}$, which may be considered as a morphism of $C_H$ as well. In addition, for a map $\alpha : E \to F$ of $H$-presheaves, $f^*\alpha : f^*E \to f^*F$ is defined by $(f^*\alpha)(Z[\eta]) = \alpha(Z[f\eta])$ for each object $Z \xrightarrow{\eta} Y$ of $C_{f^*H}$. The following diagram commutes for any morphism $h$ of $C_H$, thus $f^*\alpha$ is indeed a map of $f^*H$-presheaves.

\[
\begin{array}{ccc}
f^*E(Z) & \xrightarrow{\alpha(Z)} & f^*F(Z) \\
\downarrow f^*E(h) & & \downarrow f^*F(h) \\
f^*E(W) & \xrightarrow{\alpha(W)} & f^*F(W)
\end{array}
\]

If $\beta : F \to G$ is another map of $H$-presheaves, then $f^*(\alpha\beta) = f^*\alpha f^*\beta$ by definition. Therefore, $f^*$ is a functor. Note that if $F$ is an $H$-sheaf, then $f^*F$ is an $f^*H$-sheaf. The restriction of $f^*$ to $H$-sheaves will also be written as $f^*$.

We complete the section with a series of lemmas concerning the properties of the functor $f^*$.

**Lemma 2.15.** Let $H$ be a sieve on $X$ belonging to $(\text{Sch}/X)_{\text{Zar}}$, $E$ an $H$-presheaf, and $Y \xrightarrow{f} X$ a map of schemes. Then $(f^*E)|_Z = E|_Z$ for any object $Z \xrightarrow{\eta} Y$ of $C_{f^*H}$.
Proof. This follows directly from the definitions of the pullback and restriction functors. \qed

Lemma 2.16. Let \( f : Y \to X \) and \( g : Z \to Y \) be maps of schemes and \( H \) a sieve on \( X \) belonging to \((\text{Sch}/X)_{\text{Zar}}\). Then \((fg)^*H \) and \( g^*f^*H \) are the same sieves, and \((fg)^* = g^*f^* \) (equality, not natural isomorphism) as functors from \( \text{Pre}_H((\text{Sch}/X)_{\text{Zar}}) \) to \( \text{Pre}_{(fg)^*H}((\text{Sch}/Z)_{\text{Zar}}) \).

Proof. A map \( h : W \to Z \) is in the sieve \((fg)^*H \) if and only if \( fgh \) is in \( H \), and this condition is equivalent for \( h \) to be in the sieve \( g^*f^*H \). Hence \((fg)^*H = g^*f^*H \). The functors \((fg)_* \) and \( f_*g_* \) from \( C_{(fg)^*H} \) to \( C_H \) are equal because both are defined by composition with \( fg \). Therefore, for every \( H \)-presheaf \( E \),

\[
(fg)^*E = E((fg)^*E) = Ef^*g^*E = g^*f^*E,
\]

and for every morphism \( \alpha : E \to F \) and every object \( W \to Z \) of \( C_{(fg)^*H} \),

\[
((fg)^*\alpha)(W[h]) = \alpha(W[fgh]) = (f^*\alpha)(W[fgh]) = g^*f^*\alpha(W[h]).
\]

\qed

Lemma 2.17. Suppose \( f : Y \to X \) is a map of schemes and \( F \) an \( \mathcal{O}_X \)-module. Then there is a natural isomorphism \( Bf^*F \xrightarrow{\cong} f^*BF \) where the first \( B \) is the extension functor \( \text{Pre}(Y_{\text{Zar}}) \to \text{Pre}((\text{Sch}/Y)_{\text{Zar}}) \) and the second \( B \) is \( \text{Pre}(X_{\text{Zar}}) \to \text{Pre}((\text{Sch}/X)_{\text{Zar}}) \).

Proof. For each scheme \( Z \to Y \) over \( Y \), \((Bf^*F)(Z[g]) = (g^*f^*F)(Z)\), and \((f^*BF)(Z[g]) = (BF)(Z[fg]) = ((fg)^*F)(Z)\). Define \( \alpha_g : (Bf^*F)(Z[g]) = ((fg)^*F)(Z) \) to be the map \((g^*f^*F)(Z) \to ((fg)^*F)(Z)\) induced by the natural isomorphism \( g^*f^* \to (fg)^*\). If \( h : W \to Z \) is any map over \( Y \), then the following diagram commutes.

\[
\begin{array}{ccc}
(g^*f^*F)(Z) & \xrightarrow{\alpha_g} & ((fg)^*F)(Z) \\
\downarrow{(Bf^*F)(h)} & & \downarrow{(f^*BF)(h)} \\
(h^*g^*f^*F)(W) & \xrightarrow{\cong} & (h^*(fg)^*F)(W) \\
\downarrow{\cong} & & \downarrow{\cong} \\
((gh)^*f^*F)(W) & \xrightarrow{\alpha_{gh}} & ((fh)^*F)(W)
\end{array}
\]

\qed

Lemma 2.18. Let \( f : Y \to X \) be a map of schemes, \( H \) a sieve on \( X \) belonging to \((\text{Sch}/X)_{\text{Zar}}\). Then \( \xi_{f^*H} \circ f^* = f^*\xi_H \) as functors. This is a strict equality, not isomorphism.

\[
\text{Pre}_H((\text{Sch}/X)_{\text{Zar}}) \xrightarrow{f^*} \text{Pre}_{f^*H}((\text{Sch}/Y)_{\text{Zar}}) \xrightarrow{\xi_{f^*H}} \text{Shv}((\text{Sch}/Y)_{\text{Zar}}) \\
\text{Pre}_H((\text{Sch}/X)_{\text{Zar}}) \xrightarrow{\xi_H} \text{Shv}((\text{Sch}/X)_{\text{Zar}}) \xrightarrow{f^*} \text{Shv}((\text{Sch}/Y)_{\text{Zar}})
\]
Definition 3.1. Suppose \(E\) is a free \(H\)-module. Then \(E\) is a presheaf on the big Zariski site \((Sch/Y)_{Zar}\). By definition, \((\xi_{f^*H}f^*E)(U)\) is the set of equivalence classes \([\{U_i \to U\},\{s_i\}]\) such that for each \(i\), \(U_i \to U \xrightarrow{\alpha} Y\) is an object of \(f^*H\), \(s_i \in (f^*E)^*(U_i)\), and the pullbacks of \(s_i\) and \(s_j\) to \(U_i \times_U U_j\) coincide. Two pairs \([\{U_i \to U\},\{s_i\}]\) and \([\{V_j \to U\},\{t_j\}]\) represent the same class if and only if the pullbacks of \(s_i\) and \(t_j\) to \(U_i \times_U V_j\) coincide. Note that \(U_i \to U \xrightarrow{\alpha} Y\) is an object of \(f^*H\) if and only if \(U_i \to U \xrightarrow{\alpha} X\) is an object of \(H\), and \((f^*E)^*(U_i) = E^s(U_i)\). So a pair \([\{U_i \to U\},\{s_i\}]\) represents an element of \((\xi_{f^*H}f^*E)(U)\) if and only if it represents an element of \((\xi_HE)(U) = (f^*\xi_HE)(U)\). Also, the equivalence relations defining \((\xi_{f^*H}f^*E)(U)\) and \((f^*\xi_HE)(U)\) are the same. Therefore, \((\xi_{f^*H}f^*E)(U) = (f^*\xi_HE)(U)\). Next, if \(h : V \to U\) is a morphism of \((Sch/Y)_{Zar}\), then \(\xi_{f^*H}f^*E(h)\) and \((f^*\xi_HE)(h)\) send the class \([\{U_i \to U\},\{s_i\}]\) to the class \([\{U_i \times_U V\},\{s_i|_{U_i \times_U V}\}]\). Therefore, \((\xi_{f^*H}f^*E)(h) = (f^*\xi_HE)(h)\). This shows that \(\xi_{f^*H}f^*\) and \(f^*\xi_H\) agree on objects. To show that they also agree on morphisms, suppose \(\alpha : E \to F\) is a map of \(H\)-presheaves. For each object \(U \xrightarrow{\alpha} Y\) of \((Sch/Y)_{Zar}\), both \((\xi_{f^*H}f^*E)(U)\) and \((f^*\xi_HE)(U)\) send the class \([\{U_i \to U\},\{s_i\}]\) to \([\{U_i \to U\},\{\alpha^s s_i\}]\). Therefore, \(\xi_{f^*H}f^*\alpha = f^*\xi_H\alpha\). This completes the proof. \(\square\)

3. Standard vector bundles

In this section, we give the definition of the category of standard vector bundles and prove its properties. This category is equivalent to the category of usual vector bundles and satisfies various strict functoriality. Among other things, it has strictly functorial pullback functor and strictly associative tensor product, which is also strictly commutative with line bundles. All sheaves are assumed to be sheaves of modules.

3.1. The definition of standard vector bundles. If \(A\) is a commutative ring, we call an \(A\)-module of the form

\[A^n = \{(a_1, \ldots, a_n)| a_i \in A, i = 1, \ldots, n\}\]

a standard free \(A\)-module. A finitely generated \(A\)-module is free if and only if it is isomorphic to a standard free module. For a scheme \(Y\) and a presheaf \(E\) on the big Zariski site \((Sch/Y)_{Zar}\), a map \(O_Y^n \to E\) is completely determined by \(n\) elements of \(E(Y)\), the images of the standard basis of \(O_Y(Y)^n\). Suppose \(H\) is a sieve on a scheme \(X\) belonging to \((Sch/X)_{Zar}\), and suppose \(E\) is an \(H\)-presheaf. If \(Y \xrightarrow{f} X\) is an object of \(C_H\), then \(f^*H = HY\) where \(HY\) is the sieve Hom\(_{\text{(Sch/Y)_{Zar}}}(\cdot, Y)\), and \(f^*E\) is a presheaf on the big Zariski site \((Sch/Y)_{Zar}\). If, furthermore, \(E(Y)\) is a standard free module, then the standard basis of \(E(Y) = f^*E(Y)\) induces a map \(O_Y^n \to f^*E\) of presheaves on \((Sch/Y)_{Zar}\) such that the map on \(Y\) is the identity.

Definition 3.1. Suppose \(X\) is a scheme. A standard vector bundle on \(X\) is a pair \((H, E)\) where \(H\) is a sieve on \(X\) that belongs to the site \((Sch/X)_{Zar}\), and
is an \( H \)-presheaf on \((\text{Sch}/X)_{\text{zar}}\) satisfying the following property: for each object \( Y \xrightarrow{f} X \) of \( \mathcal{C}_H \), there exists an integer \( n \) such that \( E(Y) = \mathcal{O}_Y(Y)^n \), i.e., \( E(Y) \) is a standard free module, and the map \( \epsilon_f : \mathcal{O}^*_Y \to f^*E \) induced by the standard basis of \( E(Y) \) is an isomorphism. If the integer \( n \) is the same for all objects of \( \mathcal{C}_H \), then it is called the rank of \( E \). A standard vector bundle of rank 1 is called a \textit{standard line bundle}. The category of standard vector bundles on \( X \) is denoted by \( \mathbf{V}(X) \). The set of morphisms from \( (H, E) \) to \((K, F)\) is defined to be the set of morphisms between the associated sheaves,

\[
\text{Hom}_{\mathbf{V}(X)}((H, E), (K, F)) = \text{Hom}_{\text{Shev}((\text{Sch}/X)_{\text{zar}})}(\xi_H E, \xi_K F).
\]

In this definition, we required the value of \( E \) at every object to be a standard free module. This is the key requirement for the properties we wish to prove in Theorem 3.8. For simpler notation, we will sometimes write \( E \) for \((H, E)\). When we do so, we will call \( E \) a standard vector bundle and \( H \) the associated sieve, or we will simply call \( E \) an \textit{H-vector bundle} (or \textit{H-line bundle} if the rank is 1). Note that \( E \) is actually an \( H \)-sheaf, not just an \( H \)-presheaf since every pullback of \( E \) is a sheaf. If \( g : Z \to Y \) is a morphism of \( \mathcal{C}_H \), then \( E(Y) \) and \( E(Z) \) have the same rank.

\textbf{Example 3.2.} The simplest example of standard vector bundles is the \textit{trivial} standard vector bundle \( \mathcal{O}^*_X \) of rank \( n \geq 0 \). It is defined as an \( H_X \)-vector bundle. For each object \( Y \to X \) of \((\text{Sch}/X)_{\text{zar}}\), \( \mathcal{O}^*_X(Y) = \mathcal{O}_Y(Y)^n \), and for each map \( g : Z \to Y \) over \( X \), the restriction map \( \mathcal{O}^*_X(g) : \mathcal{O}^*_X(Y) \to \mathcal{O}^*_X(Z) \) is induced by the map \( \mathcal{O}_Y(Y) \to \mathcal{O}_Z(Z) \) of global sections of the structure sheaves. The trivial standard vector bundle of rank 0 will be denoted by 0 and called the zero bundle.

There is a way to produce a standard vector bundle from a locally free sheaf on a scheme. The next lemma is useful for various constructions in this section. The idea is that a \textit{locally free} \( H \)-presheaf can be standardized by choosing trivialization data.

\textbf{Lemma 3.3.} Let \( X \) be a scheme, \( H \) a sieve on \( X \) belonging to \((\text{Sch}/X)_{\text{zar}}\), and \( E \) an \( H \)-presheaf. Suppose there is an integer \( n_f \) and an isomorphism \( \varphi_f : \mathcal{O}^*_Y \to f^*E \) for each object \( Y \xrightarrow{f} X \) of \( \mathcal{C}_H \). Then there exists an \( H \)-vector bundle \( S^E_H \), and an isomorphism \( \varphi_E : S^E_H \to E \) induced by \( \varphi \).

\textbf{Proof.} For an object \( Y \xrightarrow{f} X \) of \( \mathcal{C}_H \), define \( S^E_H(Y) = \mathcal{O}_Y(Y)^{n_f} \). For a morphism \( g : Z \to Y \) of \( \mathcal{C}_H \), define \( S^E_H(g) \) to be the composite map

\[
\begin{align*}
\mathcal{O}_Y(Y)^{n_f} \xrightarrow{\varphi_f(Y)} (f^*E)(Y) = E(Y) \\
\xrightarrow{E(g)} E(Z) = ((fg)^*E)(Z) \xrightarrow{\varphi_{fg}(Z)} \mathcal{O}_Z(Z)^{n_{fg}}.
\end{align*}
\]
If $h$ is another morphism of $C_H$, then $S^\varphi_H E(gh) = S^\varphi_H E(h)S^\varphi_H E(g)$. Hence $S^\varphi_H E$ is an $H$-presheaf. From the way $S^\varphi_H E$ is defined on morphisms, we see that the map $\varphi_E : S^\varphi_H E \to E$ defined by $\varphi_E(Y) : S^\varphi_H E(Y) \varphi_f(Y)E(Y)$ on each object $Y \to X$ of $C_H$ is an isomorphism of $H$-presheaves. Let $\epsilon : O^n_Y \to f^*S^\varphi_H E$ be the map induced by the standard basis of $S^\varphi_H E(Y)$. Then the following diagram commutes

\[
\begin{array}{ccc}
O^n_Y & \xrightarrow{\varphi_f} & f^*S^\varphi_H E \\
\downarrow{\varphi_f(Y)} & & \downarrow{f^*\varphi_E} \\
E(Y) & & f^*E \\
\end{array}
\]

because the diagram of global sections commute.

Since $\varphi_f$ and $f^*\varphi_E$ are isomorphisms, so is $\epsilon$.

Let $X$ be a scheme and $E$ a locally free sheaf of finite rank on $X_{zar}$. We can construct a standard vector bundle from $E$ once we make certain choices. Suppose that $U = \{U_i \to U\}$ is a covering such that $E|_{U_i}$ is a free $O_{U_i}$-module for each $i$. Let $H$ be the sieve associated to $U$. If $Y \to X$ is an object of $C_H$, then $f$ factors as $Y \to U_i \to X$ for some $i$. Hence $f^*E$ is a free $O_Y$-module of finite rank, say $n_f$. We choose an isomorphism $\alpha_f : O^n_Y \to f^*E$ for every object $Y \to X$ of $C_H$. Since $f^*H = H_Y = f^*H_X$, $f^*(BE|_H) = f^*BE$, and by Lemma 2.17 $f^*BE \cong Bf^*E$. Then define $\varphi_f$ to be the composite map

\[
O^n_Y \cong B\mathcal{O}_Y \xrightarrow{\alpha_f} Bf^*E \xrightarrow{\cong} f^*(BE|_H).
\]

**Corollary 3.4.** Let $X$ be a scheme and $E$ a locally free sheaf of finite rank on $X_{zar}$. If we choose $H$ and $\varphi$ as described in the previous paragraph, then $S^\varphi_H BE|_H$ is a standard vector bundle. Moreover, there is an isomorphism $\gamma_E : \xi_HS^\varphi_H BE|_H \to BE$ of sheaves on $(Sch/X)_{zar}$.

**Proof.** Applying Lemma 3.3 to $E = BE|_H$, we get a standard vector bundle $S^\varphi_H BE|_H$, and an isomorphism $\varphi_{BE|_H} : S^\varphi_H BE|_H \to BE|_H$. The isomorphism $\gamma_E$ is the composite map

\[
\xi_HS^\varphi_H BE|_H \xrightarrow{\xi_H\varphi} \xi_H(BE|_H) \cong \xi_HBE \xrightarrow{\cong} BE
\]

where the second and the third isomorphisms are from Proposition 2.11 and the fact that $BE$ is a sheaf (Lemma 2.13(1)).
Now we want to define a pullback functor $V(X) \to V(Y)$ induced by a map $f : Y \to X$ of schemes. If $E$ is an $H$-vector bundle, then the $f^*H$-presheaf $f^*E$ is an $f^*H$-vector bundle. To prove this, suppose $Z \xrightarrow{g} Y$ is an object of $f^*H$. We need to prove that $f^*E(Z_{[g]})$ is a standard free module and that the map $O_{Z^n} \to g^*f^*E$ induced by the standard basis of $f^*E(Z_{[g]})$ is an isomorphism. But those follow from the condition of $E$ being an $H$-vector bundle since $Z \xrightarrow{g} Y \xrightarrow{f} X$ is an object of $H$, $f^*E(Z_{[g]}) = E(Z_{[fg]})$, and $g^*f^*E = (fg)^*E$ by Lemma \ref{lem:pullback} Therefore we can define the pullback of $(H,E)$ to be $(f^*H,f^*E)$. Suppose $\alpha : (H,E) \to (K,F)$ is a morphism of standard vector bundles in $V(X)$, that is, a morphism $\alpha : \xi_H E \to \xi_K F$ of sheaves. Then $f^*\alpha$ is a morphism $f^*\xi_H E \to f^*\xi_K F$, which is a morphism $f^*\xi_H f^*E \to f^*\xi_K f^*F$ by Lemma \ref{lem:pullback}. So it is a map $(f^*H,f^*E) \to (f^*K,f^*F)$ of standard vector bundles. The pullback of the map $\alpha$ of standard vector bundles is defined to be $f^*\alpha$. If $\beta : (K,F) \to (L,G)$ is another map of standard vector bundles, then $f^*(\beta \alpha) = f^*f^*\alpha$ since $f^*$ is a functor. Therefore, we have defined a functor $V(X) \to V(Y)$. We will denote it by $f^*$ as well.

**Proposition 3.5.** Suppose $f : Y \to X$ and $g : Z \to Y$ are maps of schemes. Then $(fg)^* = f^*g^*$ as functors $V(Z) \to V(X)$. (This is a strict equality, not a natural isomorphism.)

**Proof.** This follows from the definition of the pullback functors and Lemma \ref{lem:pullback}.

**Lemma 3.6.** Suppose $(H,E)$ is a standard vector bundle on $X$. If $f : Y \to X$ is a map of schemes, then the induced map $\lambda : f^*(\xi_H E|_X) \to \xi_H E|_Y$ is an isomorphism.

**Proof.** We prove this by showing that the map at every stalk is an isomorphism. Suppose $y \in Y$ and $x = f(y)$. We can choose an open subscheme $U \subset X$ containing $x$ such that the inclusion $i : U \to X$ is in the sieve $H$. Let $V$ be an open subscheme of $Y$ containing $f^{-1}(U)$, and $j : V \to Y$ the inclusion, and $g = f|_V : V \to U$.

\[
\begin{array}{ccc}
V & \xrightarrow{j} & Y \\
\downarrow g & & \downarrow f \\
U & \xrightarrow{i} & X
\end{array}
\]

Since $E$ is an $H$-vector bundle, there is an isomorphism $\epsilon : O^n_U \to i^*E$ induced by the standard basis of $E(U)$. Since $i^*E|_U = E|_U$ and $i^*E|_V = E|_V$ by Lemma \ref{lem:pullback}, we obtain the following commutative diagram, which shows
that the induced map $\lambda_E : g^*E|_U \to E|_V$ is an isomorphism.

\[
\begin{array}{ccc}
\mathcal{O}_V^n & \cong & g^*\mathcal{O}_U^n \\
\downarrow & & \downarrow \\
\mathcal{O}_V^n & \cong & E|_V
\end{array}
\]

Now $j^*f^*(\xi_H|_X) \cong g^*i^*(\xi_H|_X) \cong g^*(\xi_H|_U) \cong g^*E|_U$ and $j^*(\xi_H|_Y) \cong \xi_H|_V \cong E|_V$. Thus we have the following commutative diagram, which shows that $\lambda|_V$ is an isomorphism.

\[
\begin{array}{ccc}
f^*(\xi_H|_X)|_V & \cong & \xi_H|_V \\
\downarrow & & \downarrow \\
g^*E|_U & \cong & E|_V
\end{array}
\]

Therefore, the localized map $\lambda_y$ is an isomorphism as it is the localization of the top row at $y$. \qed

3.2. Direct sum and tensor product. We will define two bifunctors $\oplus : \mathbf{V}(X) \times \mathbf{V}(X) \to \mathbf{V}(X)$ and $\otimes : \mathbf{V}(X) \times \mathbf{V}(X) \to \mathbf{V}(X)$ called direct sum and tensor product of standard vector bundles. First we define presheaf versions.

\[
\begin{align*}
\oplus & : \mathcal{P}_{\mathcal{H}}((\mathcal{S}ch/X)_{\mathcal{Z}ar}) \times \mathcal{P}_{\mathcal{H}}((\mathcal{S}ch/X)_{\mathcal{Z}ar}) \to \mathcal{P}_{\mathcal{H}}((\mathcal{S}ch/X)_{\mathcal{Z}ar}) \\
\otimes & : \mathcal{P}_{\mathcal{H}}((\mathcal{S}ch/X)_{\mathcal{Z}ar}) \times \mathcal{P}_{\mathcal{H}}((\mathcal{S}ch/X)_{\mathcal{Z}ar}) \to \mathcal{P}_{\mathcal{H}}((\mathcal{S}ch/X)_{\mathcal{Z}ar})
\end{align*}
\]

If $E$ and $F$ are $H$-presheaves, then define $(E \oplus F)(Y) = E(Y) \oplus F(Y)$ for each object $Y$, and $(E \oplus F)(g) = E(g) \oplus F(g)$ for each morphism $g$. If $\gamma : E \to E'$ and $\delta : F \to F'$ are maps of presheaves, then

\[(\gamma \oplus \delta)(Y) = \gamma(Y) \oplus \delta(Y) : E(Y) \oplus F(Y) \to E'(Y) \oplus F'(Y).
\]

Similarly, define $(E \otimes F)(Y) = E(Y) \otimes_{\mathcal{O}_Y} F(Y)$ on objects, $(E \otimes F)(g) = E(g) \otimes F(g)$ on morphisms, and

\[(\gamma \otimes \delta)(Y) = \gamma(Y) \otimes \delta(Y) : E(Y) \otimes_{\mathcal{O}_Y} F(Y) \to E'(Y) \otimes_{\mathcal{O}_Y} F'(Y).
\]

Let $H$ and $K$ be sieves on $X$ that belong to $(\mathcal{S}ch/X)_{\mathcal{Z}ar}$, and let $E$ be an $H$-vector bundle and $F$ a $K$-vector bundle. We will define their direct sum $E \oplus F$ as an $H \cap K$-vector bundle. The presheaf direct sum $E \oplus F$ is not a standard vector bundle since the value at an object is not a standard free module. But we can make it into one through a standardization process (Lemma 3.3). For each object $Y \to X$ of $\mathcal{C}_{H \cap K}$, we have isomorphisms $\alpha : \mathcal{O}_Y^r \to f^*E$ and $\beta : \mathcal{O}_Y^s \to f^*F$ induced by the standard bases of $E(Y)$ and $F(Y)$. Let $\varphi_f$ be the composite map

\[
\varphi_f : \mathcal{O}_Y^{r+s} \xrightarrow{\alpha \oplus \beta} \mathcal{O}_Y^r \oplus \mathcal{O}_Y^s \xrightarrow{\varphi_f} f^*E \oplus f^*F = f^*(E \oplus F)
\]
where \( \sigma \) is the isomorphism

\[
(a_1, \ldots, a_r, a_{r+1}, \ldots, a_{r+s}) \mapsto ((a_1, \ldots, a_r), (a_{r+1}, \ldots, a_{r+s})).
\]

Then define \( E \oplus F = S^2_{H \cap K}(E \tilde{\otimes} F) \). Since \( E \oplus F \cong E \tilde{\oplus} F \), there is an isomorphism

\[
\omega : \xi_{H \cap K}(E \oplus F) \cong \xi_{H \cap K}(E \tilde{\oplus} F) \cong \xi_{H}E \tilde{\oplus} \xi_{K}F.
\]

If \( \gamma : (H, E) \rightarrow (H', E') \) and \( \delta : (K, F) \rightarrow (K', F') \) are maps of standard vector bundles, that is, maps \( \gamma : \xi_{H}E \rightarrow \xi_{H'}E' \) and \( \delta : \xi_{K}F \rightarrow \xi_{K'}F' \) of associated sheaves, then \( \gamma \oplus \delta \) is defined to be the following composite map.

\[
\xi_{H \cap K}(E \oplus F) \xrightarrow{\omega} \xi_{H}E \tilde{\oplus} \xi_{K}F \xrightarrow{\gamma \oplus \delta} \xi_{H'}E' \tilde{\oplus} \xi_{K'}F' \xrightarrow{\omega^{-1}} \xi_{H' \cap K'}(E' \oplus F')
\]

If \( \gamma' : (H', E') \rightarrow (H'', E'') \) and \( \delta' : (K', F') \rightarrow (K'', F'') \) are another pair of maps of standard vector bundles, then \( (\gamma' \oplus \delta')(\gamma \oplus \delta) = \gamma' \gamma \oplus \delta' \delta \) since a similar formula for \( \oplus \) holds. Therefore, we have defined a bifunctor \( \oplus : \mathbf{V}(X) \times \mathbf{V}(X) \rightarrow \mathbf{V}(X) \). The isomorphism \( \omega \) also allows us to define projections and injections of standard vector bundles

\[
p_E : E \oplus F \rightarrow E \quad \quad i_E : E \rightarrow E \oplus F
\]

\[
p_F : E \oplus F \rightarrow F \quad \quad i_F : F \rightarrow E \oplus F
\]

such that \( i_E p_E + i_F p_F = 1_{E \oplus F}, p_E i_E = 1_E, p_F i_F = 1_F, p_E i_F = 0, \) and \( p_F i_E = 0 \). So the direct sum operation \( \oplus \) is a biproduct operation in \( \mathbf{V}(X) \).

The construction can be generalized to the direct sum of multiple terms. The category \( \mathbf{V}(X) \) is an additive category with \( \oplus \) as the biproduct operation.

The construction of the tensor product \( \otimes : \mathbf{V}(X) \times \mathbf{V}(X) \rightarrow \mathbf{V}(X) \) is similar. If \( E \) is an \( H \)-vector bundle and \( F \) is a \( K \)-vector bundle, then \( E \otimes F \) will be an \( H \cap K \)-vector bundle. For each object \( Y \xrightarrow{f} X \) of \( C_{H \cap K} \), let \( \alpha : \mathcal{O}_Y \rightarrow f^* E \) and \( \beta : \mathcal{O}_Y \rightarrow f^* F \) be the isomorphisms induced by the standard bases of \( E(Y) \) and \( F(Y) \). Define \( \varphi_f \) to be the composite map

\[
\varphi_f : \mathcal{O}_Y^{\oplus s} \xrightarrow{\pi^{-1}} \mathcal{O}_Y \tilde{\otimes} \mathcal{O}_Y^{\oplus s} \xrightarrow{\alpha \oplus \beta} f^* E \tilde{\otimes} f^* F = f^*(E \tilde{\otimes} F)
\]

where \( \pi \) is the isomorphism

\[
(a_1, \ldots, a_r) \otimes (b_1, \ldots, b_s) \mapsto (a_1 b_1, \ldots, a_1 b_s, \ldots, a_r b_1, \ldots, a_r b_s).
\]

Using Lemma 2.10 with this collection of isomorphisms, define the tensor product of \( E \) and \( F \) to be \( E \otimes F = S^2_{H \cap K}(E \tilde{\otimes} F) \). Suppose \( \gamma : (H, E) \rightarrow (H', E') \) and \( \delta : (K, F) \rightarrow (K', F') \) are maps of standard vector bundles. They are the maps \( \gamma : \xi_{H}E \rightarrow \xi_{H'}E' \) and \( \delta : \xi_{K}F \rightarrow \xi_{K'}F' \) of the associated sheaves. Since \( E \) is an \( H \)-sheaf, there is a natural isomorphism \( E \cong (\xi_{H}E)|_{H} \) by Lemma 2.10. There are similar isomorphisms for other standard vector bundles as well. Then \( E \tilde{\otimes} F \cong (\xi_{H}E)|_{H} \tilde{\otimes} (\xi_{K}F)|_{K} \).
\[ \xi_H E|_{H \cap K} \otimes \xi_H F|_{H \cap K} = (\xi_H E \otimes \xi_K F)|_{H \cap K}, \] and by Proposition 2.11 there is an isomorphism \( \zeta \) defined by composing a series of isomorphisms.

(3) \( \zeta : \xi_{H \cap K}(E \otimes F) \cong \xi_{H \cap K}(E \otimes F) \]
\[ \cong \xi_{H \cap K}((\xi_H E \otimes \xi_K F)|_{H \cap K}) \cong \xi_{H \times}(\xi_H E \otimes \xi_K F). \]

Now the map \( \gamma \otimes \delta \) is defined to be the composite map
\[ \gamma \otimes \delta : \xi_{H \cap K}(E \otimes F) \xrightarrow{\zeta} \xi_{H \times}(\xi_H E \otimes \xi_K F) \]
\[ \xrightarrow{\xi(\gamma \otimes \delta)} \xi_{H \times}(\xi_{H'} E' \otimes \xi_{K'} F') \xrightarrow{\zeta^{-1}} \xi_{H' \cap K'}(E' \otimes F'). \]

If \( \gamma' : (H', E') \to (H', E'') \) and \( \delta' : (K', F') \to (K'', F'') \) are another pair of maps of standard vector bundles, then \( (\gamma' \otimes \delta')(\gamma \otimes \delta) = \gamma' \gamma \otimes \delta' \delta \) since a similar formula for \( \otimes \) holds. Thus, we have defined a bifunctor \( \otimes : V(X) \times V(X) \to V(X). \)

**Theorem 3.7.** Let \( X \) be a scheme and \( V(X) \) the category of standard vector bundles on \( X. \)

1. The direct sum \( \oplus : V(X) \times V(X) \to V(X) \) is strictly associative. In other words, the following diagram commutes (strictly, not up to a natural isomorphism).

\[ \begin{array}{ccc}
V(X) \times V(X) \times V(X) & \xrightarrow{\oplus \times 1} & V(X) \times V(X) \\
\downarrow{1 \times \oplus} & & \downarrow{\oplus} \\
V(X) \times V(X) & \xrightarrow{\oplus} & V(X)
\end{array} \]

2. The zero bundle \( 0 \) is the strict identity with respect to \( \oplus \). In other words, for any \( E \in V(X) \), \( 0 \oplus E = E \oplus 0 = E \) (identities, not natural isomorphisms), and if \( \gamma : E \to F \) is a map of standard vector bundles, then \( 1_0 \oplus \gamma = \gamma \oplus 1_0 = \gamma. \)

3. If \( f : Y \to X \) is a map of schemes, then \( f^* \) preserves \( \oplus \) and the identity object. In other words, \( f^* 0 = 0 \), and the following diagram commutes

\[ \begin{array}{ccc}
V(X) \times V(X) & \xrightarrow{\oplus} & V(X) \\
\downarrow{(f^*, f^*)} & & \downarrow{f^*} \\
V(Y) \times V(Y) & \xrightarrow{\oplus} & V(Y)
\end{array} \]

**Proof.** These statements are about the commutativity of various diagrams of functors. Two composite functors are the same when they agree on objects and on morphisms. First, the equality of objects, i.e., standard vector bundles, (which are functors,) is shown by proving that they have equal modules of sections and equal restriction maps. Since the modules of sections of standard vector bundles are standard free modules, two of them are
the same if and only if they have the same rank. It can be verified easily. So we only need to see if they have the same restriction maps. Suppose \((H, E)\) is a standard vector bundle, and \(g : Z \to Y\) is a morphism of \(C_H\). Since \(E(Y)\) and \(E(Z)\) are standard free modules, the map \(E(g) : E(Y) \to E(Z)\) is represented by a matrix (with respect to the standard bases). Suppose \(K\) is the sieve associated to \(F\), and \(g\) is in \(C_H \cap K\). Then \((E \oplus F)(g)\) is represented by the block matrix

\[
\begin{pmatrix}
E(g) & 0 \\
0 & F(g)
\end{pmatrix}
\]

because the standard basis of \((E \oplus F)(W)\) corresponds to those of \(E(W)\) and \(F(W)\) via the isomorphism

\[
\sigma : (a_1, \ldots, a_r, a_{r+1}, \ldots, a_{r+s}) \mapsto ((a_1, \ldots, a_r), (a_{r+1}, \ldots, a_{r+s}))
\]

for all relevant objects \(W\). Thus the commutativity of the diagrams on objects follows.

For the commutativity of the first diagram on morphisms, suppose \(\gamma : (H, E) \to (H', E')\), \(\delta : (K, F) \to (K', F')\), and \(\varepsilon : (L, G) \to (L', G')\) are morphisms of standard vector bundles. We need to show \((\gamma \oplus \delta) \oplus \varepsilon = \gamma \oplus (\delta \oplus \varepsilon)\). It suffices to show the commutativity of the following diagram as then the back square shows the equality.

\[
\begin{array}{ccc}
\xi((E \oplus F) \oplus G) & \overset{(\gamma \oplus \delta) \oplus \varepsilon}{\longrightarrow} & \xi((E' \oplus F') \oplus G') \\
\downarrow & & \downarrow \\
(\xi E \oplus \xi F) \oplus G & \overset{(\gamma \oplus \delta) \oplus \varepsilon}{\longrightarrow} & (\xi E' \oplus \xi F') \oplus G' \\
\downarrow & & \downarrow \\
\xi(E \oplus (F \oplus G)) & \overset{\gamma \oplus (\delta \oplus \varepsilon)}{\longrightarrow} & \xi(E' \oplus (F' \oplus G')) \\
\downarrow & & \downarrow \\
\xi E \oplus (\xi F \oplus \xi G) & \overset{\gamma \oplus (\delta \oplus \varepsilon)}{\longrightarrow} & \xi E' \oplus (\xi F' \oplus \xi G')
\end{array}
\]

In the diagram, the isomorphism \(\alpha\) is the associativity isomorphism

\[
(((a_1, \ldots, a_r), (b_1, \ldots, b_s)), (c_1, \ldots, c_t)) \\
\mapsto ((a_1, \ldots, a_r), ((b_1, \ldots, b_s), (c_1, \ldots, c_t)))
\]

so the front square commutes. The slanted arrows are derived from the isomorphism \(\sigma\) defined by (1). Therefore, the left and right squares commute. The top and bottom squares commute by definition. Therefore, the whole diagram commutes. The property (2) of the theorem is proved similarly. The property (3) follows directly from the definition of \(f^*\) since \(f^*E\) and
$f^*\gamma$ are the same as $E$ and $\gamma$ everywhere they are defined for any standard vector bundle $E$ and any map $\gamma$ of standard vector bundles. \qed

**Theorem 3.8.** Let $X$ be a scheme and $\mathbf{V}(X)$ the category of standard vector bundles on $X$.

1. The tensor product $\otimes : \mathbf{V}(X) \times \mathbf{V}(X) \to \mathbf{V}(X)$ is strictly associative. In other words, the following diagram commutes (strictly, not up to a natural isomorphism).

$$
\begin{array}{ccc}
\mathbf{V}(X) \times \mathbf{V}(X) \times \mathbf{V}(X) & \overset{\otimes \times 1}{\longrightarrow} & \mathbf{V}(X) \times \mathbf{V}(X) \\
\downarrow_{1 \times \otimes} & & \downarrow_{\otimes} \\
\mathbf{V}(X) \times \mathbf{V}(X) & \overset{\otimes}{\longrightarrow} & \mathbf{V}(X)
\end{array}
$$

2. The trivial standard line bundle $\mathcal{O}_X$ is the strict identity with respect to $\otimes$. In other words, for any $E \in \mathbf{V}(X)$, $\mathcal{O}_X \otimes E = E \otimes \mathcal{O}_X = E$ (identities, not natural isomorphisms), and if $\gamma : E \to F$ is a map of standard vector bundles, then $1_{\mathcal{O}_X} \otimes \gamma = \gamma \otimes 1_{\mathcal{O}_X} = \gamma$.

3. Let $\mathbf{L}(X)$ be the category of standard line bundles on $X$, a full subcategory of $\mathbf{V}(X)$. Then $\mathbf{L}(X)$ is a strict center in the sense that $E \otimes L = L \otimes E$ (identity, not natural isomorphism) for all $E \in \mathbf{V}(X)$ and $L \in \mathbf{L}(X)$, and $\gamma \otimes \beta = \beta \otimes \gamma$ for all morphisms $\gamma$ of $\mathbf{V}(X)$ and $\beta$ of $\mathbf{L}(X)$.

4. If $f : Y \to X$ is a map of schemes, then $f^*$ preserves $\otimes$ and the identity object. In other words, $f^* \mathcal{O}_X = \mathcal{O}_Y$, and the following diagram commutes

$$
\begin{array}{ccc}
\mathbf{V}(X) \times \mathbf{V}(X) & \overset{\otimes}{\longrightarrow} & \mathbf{V}(X) \\
(f^*, f^*) \downarrow & & \downarrow f^* \\
\mathbf{V}(Y) \times \mathbf{V}(Y) & \overset{\otimes}{\longrightarrow} & \mathbf{V}(Y)
\end{array}
$$

**Proof.** This theorem is analogous to the previous theorem on direct sums. So the idea of the proof is the same. It is worth to note that if $(H, E)$ and $(K, F)$ are standard vector bundles, and $g$ is a morphism in $\mathcal{C}_{H \otimes K}$, then $(E \otimes F)(g)$ is represented by the tensor product of the matrices representing $E(g)$ and $F(g)$ where the tensor product of two matrices $A$ and $B$ is defined to be the following block matrix.

$$
\begin{pmatrix}
a_{11}B & a_{12}B & \cdots \\
a_{21}B & a_{22}B & \cdots \\
: & : & \ddots
\end{pmatrix}
$$

Therefore, object-wise, $0 \otimes E = E \otimes 0 = 0$ since all involved matrices are empty matrices. (1) is true since $(A \otimes B) \otimes C = A \otimes (B \otimes C)$ for any matrices $A, B$, and $C$. (2) is true since $\mathcal{O}_X(g)$ is the 1-by-1 matrix 1, (3) is true since
for any standard line bundle $L$, $L(g)$ is a 1-by-1 matrix, and (4) is true since $f^*E$ is the same as $E$ everywhere it is defined.

To prove the equation of (2) on morphisms, suppose $\gamma : (H, E) \to (K, F)$ is a morphism, then there is a commutative diagram

In this diagram, $\zeta$ is the isomorphism (3), which was derived from the isomorphism $\pi^{-1}$ where $\pi$ is the isomorphism defined by (2), and $\mu$ is the isomorphism derived by $\pi$. Therefore, the triangles commute. The top and the bottom squares commute by definition. Therefore, the back square commutes, and $1 \otimes \gamma = \gamma$. The commutativity of the diagram in (1) is proved similarly. If $(\gamma, \delta, \epsilon)$ is a morphism of $V(X) \times V(X) \times V(X)$, then the following diagram similar to the diagram used in the proof of the previous theorem commutes.

Note that for the commutativity of the left and the right squares, we use the fact that $\pi(\pi(u, v), w) = \pi(u, \pi(v, w))$ for any three vectors $u, v$, and $w$. 

The property (3) follows from the commutativity of the next diagram.

\[ \xi(E \otimes L) \xrightarrow{\gamma \otimes \beta} \xi(E' \otimes L') \xrightarrow{=} \xi(\xi E \otimes \xi L) \xrightarrow{\xi(\gamma \otimes \beta)} \xi(\xi E' \otimes \xi L') \xrightarrow{=} \xi(L \otimes E) \xrightarrow{\beta \otimes \gamma} \xi(L' \otimes E') \xrightarrow{\tau} \xi(\xi L \otimes \xi E) \xrightarrow{\xi(\beta \otimes \gamma)} \xi(\xi L' \otimes \xi E') \]

For the commutativity of the left and the right squares, we need the fact that \( \pi(u, v) = \pi(v, u) \) if \( u \) or \( v \) is a 1-dimensional vector. The property (5) follows from the fact that \( f^*E \) and \( f^*\gamma \) are the same as \( E \) and \( \gamma \) everywhere they are defined for any standard vector bundle \( E \) and any map \( \gamma \) of standard vector bundles.

**Remark 3.9.** The reason the tensor product is not strictly commutative in general is that for a commutative ring \( A \), a choice needs to be made to define an isomorphism \( A_r \otimes A_s \rightarrow A_{rs} \), and no choice is symmetric unless \( r \leq 1 \) or \( s \leq 1 \). For example, if \( a, b, c \), and \( d \) are elements of \( A \), then \( (a, b) \otimes (c, d) = \begin{pmatrix} ac & ad \\ bc & bd \end{pmatrix} \) and \( (c, d) \otimes (a, b) = \begin{pmatrix} ac & bc \\ ad & bd \end{pmatrix} \). Thus, for an arbitrary isomorphism \( f : A' \otimes A^s \rightarrow A'^s \), we cannot expect \( f((a, b) \otimes (c, d)) \) and \( f((c, d) \otimes (a, b)) \) to be equal since \( ad \neq bc \) in general.

**Theorem 3.10.** Let \( X \) be a scheme and \( \mathbf{V}(X) \) the category of standard vector bundles on \( X \).

1. \( \mathbf{V}(X) \) is a small exact category.
2. Let \( \mathcal{P}(X) \) be the category of locally free \( \mathcal{O}_X \)-modules of finite rank. There are exact functors \( \Phi : \mathbf{V}(X) \rightarrow \mathcal{P}(X) \) and \( \Psi : \mathcal{P}(X) \rightarrow \mathbf{V}(X) \) that are equivalences of categories.
3. If \( f : Y \rightarrow X \) is a map of schemes, then \( f^* : \mathbf{V}(X) \rightarrow \mathbf{V}(Y) \) is an exact functor. If \( g : Z \rightarrow Y \) is another map of schemes, then \( g^*f^* = (fg)^* \) as functors \( \mathbf{V}(X) \rightarrow \mathbf{V}(Z) \). (It is an equality, not simply a natural isomorphism.)
4. The tensor product \( \otimes : \mathbf{V}(X) \times \mathbf{V}(X) \rightarrow \mathbf{V}(X) \) is a bieexact pairing, in other words, for any \( E \in \mathbf{V}(X) \), \( 0 \otimes E = E \otimes 0 = 0 \), and if \( S \) is a short exact sequence of \( \mathbf{V}(X) \), then so are \( S \otimes E \) and \( E \otimes S \).

**Proof.** The category \( \mathbf{V}(X) \) is small because \( (\text{Sch}/X)_{\text{Zar}} \) is small and the values of a standard vector bundle at objects are standard free modules. It will be shown to be an exact category later.
Define a functor \( \Phi : \mathcal{V}(X) \to \mathcal{P}(X) \) as follows. Suppose \( E \) is a standard vector bundle on \( X \) with the associated sieve \( H \). Define \( \Phi E = \xi_H E|_X \), the restriction of the sheafification of \( E \) to the small Zariski site of \( X \). There is a Zariski covering \( \{ U_i \to X \} \) with \( f_i \) in \( \mathcal{C}_H \) since \( H \) belongs to \((\text{Sch}/X)_{\text{Zar}}\). For each \( i \), we have an isomorphism \( \mathcal{O}_{U_i}^n \to f_i^* E \). Restricting it to the small Zariski site of \( X \), we get an isomorphism \( \mathcal{O}_{U_i}^n \to (f_i^* E)|_{U_i} = E|_{U_i} \).

Applying the sheafification functor, we get an isomorphism \( \mathcal{O}_{U_i}^n \to \xi_H \mathcal{O}_{U_i}^n \). By Proposition 2.12, \( \Phi E|_{U_i} = (\xi_H E)|_{U_i} = \xi(H,E) \). Hence, \( \Phi \) is indeed a sheaf.

For each \( i \), we have an isomorphism \( \mathcal{O}_{U_i} \to f_i^* E \). Restricting it to the small Zariski site of \( U_i \), we get an isomorphism \( \mathcal{O}_{U_i} \to (f_i^* E)|_{U_i} = E|_{U_i} \).

Applying the sheafification functor, we get an isomorphism \( \mathcal{O}_{U_i} \to \xi \mathcal{O}_{U_i} \). By Proposition 2.12, \( \Phi E|_{U_i} = (\xi_H E)|_{U_i} = \xi(H,E) \). Hence, \( \Phi \) is indeed a locally free sheaf.

If \((K,F)\) is another standard vector bundle on \( X \) and \( \alpha : (H,E) \to (K,F) \) is a morphism, that is, a map \( \alpha : \xi_H E \to \xi_K F \) of sheaves on \((\text{Sch}/X)_{\text{Zar}}\), then \( \Phi(\alpha) \) is defined to be the induced map \( \alpha|_X : \xi_H E|_X \to \xi_K F|_X \) of sheaves on \( X \). This assignment respects the composition of morphisms since the restriction \(-|_X\) is a functor. Hence \( \Phi \) is a functor.

Next, we define the inverse \( \Psi : \mathcal{P}(X) \to \mathcal{V}(X) \). If \( E \) is a locally free sheaf, then define \( \Psi E = S^\varphi_{\psi|_H} B E|_H \). (See Lemma 3.3 and Corollary 3.4.) Note that a choice of a sieve \( H \) and a collection of isomorphisms \( \varphi \) needs to be made for each \( E \). Suppose that \( F \) is another locally free sheaf and that \( \beta : E \to F \) is a map of sheaves. If the sieve and the isomorphisms associated to \( F \) are \( K \) and \( \psi \), then \( \Psi F = S^\psi_{\varphi|_K} B E|_K \), and there are isomorphisms of sheaves \( \gamma_E : \xi_H \Psi E \to B E \) and \( \gamma_F : \xi_K \Psi F \to B F \) by Corollary 3.4. Using them, define \( \Psi \beta = \gamma^{-1}_F (B \beta) \gamma_E \).

It was defined in such a way that the following diagram commutes, so that we may identify the sheafification of \( \Psi E \) with \( B E \) intrinsically without reference to the choice of \( H \) and \( \varphi \).

\[
\begin{array}{ccc}
\xi_H \Psi E & \xrightarrow{\gamma_E} & B E \\
| \downarrow \psi \alpha & & | \downarrow B \alpha \\
\xi_K \Psi F & \xrightarrow{\gamma_F} & B F
\end{array}
\]

This assignment respects the composition of morphisms since \( B \) is a functor. Therefore, \( \Psi \) is a functor.

Now we prove that \( \Phi \) and \( \Psi \) are inverses to each other. Suppose \( E \in \mathcal{P}(X) \). By Lemma 2.13, there is an isomorphism

\[
\Phi \Psi E = (\xi_H \Psi E)|_X \xrightarrow{\gamma_E|_X} B E|_X \cong 1^*_X E \cong E.
\]

This isomorphism is natural in \( E \) since for a morphism \( \alpha : E \to F \) of \( \mathcal{P}(X) \), the following diagram commutes. (The left square commutes by definition, the middle by (4), and the right by the naturality of the isomorphism of
Lemma 2.13

\[ \Phi \Psi \mathcal{E} \xrightarrow{\xi_H \Psi \mathcal{E}|_X} B\mathcal{E}|_X \xrightarrow{\gamma_X B\mathcal{E}} \mathcal{E} \]

\[ \Phi \Psi \alpha \xrightarrow{\phi \Xi|_X} \xi_H \Psi \mathcal{F}|_X \xrightarrow{\gamma_X B\mathcal{F}} \mathcal{F} \]

Therefore, $\Phi \Psi$ is naturally isomorphic to the identity functor on $\mathcal{P}(X)$. Conversely, suppose $E$ is an $H$-vector bundle, and suppose $\Phi \Psi E$ turns out to be a $K$-vector bundle. The isomorphism

\[ \gamma \Phi \mathcal{E} : \xi_K \Phi \mathcal{E} \to B\Phi E = B(\xi_H E|_X) \]

of Corollary 3.4 is natural in $E$ by the diagram (4). In addition, there is a natural isomorphism $B(\xi_H E|_X) \cong \xi_H E$ by Lemma 2.14 and Lemma 3.6. Composing them together, we obtain a natural isomorphism $\xi_K \Phi \mathcal{E} \cong \xi_H E$. Therefore, $\Phi \Psi$ is naturally isomorphic to the identity functor. This proves the equivalence of $\mathcal{P}(X)$ and $\mathcal{V}(X)$.

The category $\mathcal{V}(X)$ of standard vector bundles is additive with $\oplus$ as the biproduct operation. The functors $\Phi$ and $\Psi$ are additive since

\[ \Phi(E \oplus F) = \xi_H \cap K(E \oplus F)|_X \cong \xi_H E|_X \oplus \xi_K F|_X = \Phi E \oplus \Phi F, \]
\[ \Psi(E \oplus F) \cong B(E \oplus F) \cong B\mathcal{E} \oplus B\mathcal{F} \cong \Psi \mathcal{E} \oplus \Psi \mathcal{F}, \]

and projections and injections are preserved. The category $\mathcal{P}(X)$ is well known to be an exact category, (as a full subcategory of the abelian category $\mathcal{O}_X$-modules closed under extensions,) and $\mathcal{V}(X)$ is equivalent to $\mathcal{P}(X)$. Therefore, $\mathcal{V}(X)$ can be given the structure of an exact category such that the equivalences $\Phi$ and $\Psi$ become exact functors by transporting the notion of exactness from $\mathcal{P}(X)$ to $\mathcal{V}(X)$, that is, a sequence $0 \to E \to F \to G \to 0$ of standard vector bundles is defined to be exact if and only if $0 \to \Phi E \to \Phi F \to \Phi G \to 0$ is exact.

To prove the third property of the theorem, suppose $f : Y \to X$ is a map of schemes. For any standard vector bundle $(H, E)$ in $\mathcal{V}(X)$, we have a natural isomorphism

\[ \Phi f^* E = \xi_{f^* H} f^* E|_Y = f^* \xi_H E|_Y = \xi_H E|_Y \xrightarrow{\sim} f^*(\xi_H E|_X) = f^* \Phi E \]

by the definition of $\Phi$, Lemma 2.13, and Lemma 2.15. If $0 \to E \to F \to G \to 0$ is a short exact sequence in $\mathcal{V}(X)$, then the sequence $0 \to \Phi E \to \Phi F \to \Phi G \to 0$ is exact. Hence $0 \to f^* \Phi E \to f^* \Phi F \to f^* \Phi G \to 0$ is exact, and so is $0 \to \Phi f^* E \to \Phi f^* F \to \Phi f^* G \to 0$. Therefore, $0 \to f^* E \to f^* F \to f^* G \to 0$ is an exact sequence in $\mathcal{V}(Y)$. This proves that $f^* : \mathcal{V}(X) \to \mathcal{V}(Y)$ is an exact functor. If $g : Z \to Y$ is another map of schemes, then $(fg)^* = g^* f^*$ by Proposition 3.5.

Finally, we prove that $\otimes$ is biexact. First note that for any any scheme $Y$ over $X$ and any standard vector bundles $(H, E)$ and $(K, F)$ on $X$, there
is an isomorphisms.

\[(5) \quad \xi_{H \cap K}(E \otimes F)|_Y \cong \xi_{H \cap K}(\xi_H E \otimes \xi_K F)|_Y\]
\[(6) \quad = \xi((\xi_H E \otimes \xi_K F)|_Y)\]
\[(7) \quad = \xi(\xi_H E|_Y \otimes \xi_K F|_Y)\]
\[(8) \quad = \xi_{H \cap K}(\xi_H E|_Y \otimes \xi_K F|_Y)\]

We used the isomorphism \([5]\) for \([5]\), Proposition \([2,12]\) for \([6]\) and the definition of the tensor product of \(\mathcal{O}_X\)-modules for \([5]\). If \(\alpha : (H, E) \rightarrow (H', E')\) and \(\beta : (K, F) \rightarrow (K', F')\) are maps of standard vector bundles, then the map \((\alpha \otimes \beta)|_Y\) corresponds to the map \(\alpha|_Y \otimes \beta|_Y\). Suppose \(\mathcal{S}\) is a short exact sequence below,

\[0 \rightarrow (H, E) \xrightarrow{\alpha} (K, F) \xrightarrow{\beta} (L, G) \rightarrow 0\]

and \((M, D)\) is a standard vector bundle. It is enough to prove the following sequence \(D \otimes \mathcal{S}\) is exact, the other being similar.

\[0 \rightarrow \xi_{M \cap H}(D \otimes E) \xrightarrow{1 \otimes \alpha} \xi_{M \cap K}(D \otimes F) \xrightarrow{1 \otimes \beta} \xi_{M \cap L}(D \otimes G) \rightarrow 0\]

By the definition of exactness for standard vector bundles, we need to prove that the following sequence of \(\mathcal{O}_X\)-modules is exact.

\[0 \rightarrow \xi_{M \cap H}(D \otimes E)|_X \xrightarrow{(1 \otimes \alpha)|_X} \xi_{M \cap K}(D \otimes F)|_X \xrightarrow{(1 \otimes \beta)|_X} \xi_{M \cap L}(D \otimes G)|_X \rightarrow 0\]

But it is isomorphic to the sequence

\[0 \rightarrow \xi_{M \cap H}(D \otimes E)|_X \xrightarrow{1 \otimes \alpha|_X} \xi_{M \cap K}(D \otimes F)|_X \xrightarrow{1 \otimes \beta|_X} \xi_{M \cap L}(D \otimes G)|_X \rightarrow 0\]

which is an exact sequence of locally free \(\mathcal{O}_X\)-modules since \(\otimes\) is a biexact pairing on the category of locally free \(\mathcal{O}_X\)-modules.

\[\square\]

3.3. Twisted sheaf as a standard line bundle. In this section, we discuss the twisted sheaf \(\mathcal{O}(n)\) on a projective space. There could be many standard vector bundles that correspond to \(\mathcal{O}(n)\). But there is a particular one that behaves well under pullbacks and base change. In Theorem \(3.10\), the way we constructed a standard vector bundle from an ordinary vector bundle was to use Corollary \(3.4\) after choosing a covering that trivializes the vector bundle and an isomorphism to a standard free module for each scheme factoring through one of the open covers. We will show how the choices can be made universally for \(\mathcal{O}(n)\).

Let \(\mathbb{P}^r_X = X \times \mathbb{Z} \text{Proj } \mathbb{Z}[x_0, x_1, \ldots, x_r]\). It is covered by \(U_0, U_1, \ldots, U_r\) where

\[U_k = X \times \mathbb{Z} \text{Spec } \mathbb{Z}[\frac{x_0}{x_k}, \frac{x_1}{x_k}, \ldots, \frac{x_r}{x_k}]\]

for \(k = 0, 1, \ldots, r\).

Let \(i_k : U_k \rightarrow \mathbb{P}^r_X\) be the inclusions, and let \(H\) be the sieve generated by them. For each \(k\), there is a map \(x_k^n : \mathcal{O}_{U_k} \rightarrow i_k^* \mathcal{O}_{\mathbb{P}^r_X}(n)\) of sheaves on
(\(U_k\))_{ar} defined by multiplication by \(x^n_k\). It is an isomorphism because \(x_k\) is invertible in \(U_k\). Suppose \(Y \to \mathbb{P}^r_X\) is an object of \(\mathcal{C}_H\). Then \(h\) factors as

\[ Y \xrightarrow{h_k} U_k \xrightarrow{i_k} \mathbb{P}^r_X \]

for some \(k\). We choose the largest such \(k\). (One could make many different choices here, but our choice is made for Proposition 3.11 to work.) Then there is an isomorphism

\[ \alpha_h : \mathcal{O}_Y \cong h^*_k \mathcal{O}_{U_k} \xrightarrow{h^*_k(x^n_k)} h^*_k i^*_k \mathcal{O}_{\mathbb{P}^r_X}(n) \xrightarrow{i^*_k} h^* \mathcal{O}_{\mathbb{P}^r_X}(n) \]

Define \(\varphi_h\) to be the following composite map as in Corollary 3.4

\[ \mathcal{O}_Y \cong B\mathcal{O}_Y \xrightarrow{B\alpha_h} B\varphi \mathcal{O}_{\mathbb{P}^r_X}(n) \xrightarrow{i^*_k} h^*(B\mathcal{O}_{\mathbb{P}^r_X}(n)|_H) \]

With these choices of \(H\) and \(\varphi_h\)’s, define \(\mathcal{O}_{\mathbb{P}^r_X}(n) = S^r_H B\mathcal{O}_{\mathbb{P}^r_X}(n)|_H\). This is a standard line bundle.

**Proposition 3.11.** Suppose \(i_\infty : X \to \mathbb{P}^1_X\) is the inclusion of the point \(\infty = [0 : 1]\). Then \(i^*_\infty \mathcal{O}_{\mathbb{P}^1_X}(n) = \mathcal{O}_X\) for any \(n\).

**Proof.** The projective line \(\mathbb{P}^1_X\) is covered by two affine lines \(U_0\) and \(U_1\) as above. Let \(H\) be the sieve generated by them. For any scheme \(Y\) over \(X\), the composite map \(Y \to X \xrightarrow{i} \mathbb{P}^1_X\) factors through \(U_1\). Hence \(i^*_\infty H = H_X\), and \(i^*_\infty \mathcal{O}_{\mathbb{P}^1_X}(n)\) is defined uniformly by the isomorphism \(x^n_1\) identifying \(\mathcal{O}_{U_1}\) with \(i^*_1 \mathcal{O}_{\mathbb{P}^1_X}(n)\). Therefore, \(i^*_\infty \mathcal{O}_{\mathbb{P}^1_X}(n) = \mathcal{O}_X\). \(\square\)

**Proposition 3.12.** Suppose \(f : Y \to X\) be a map of schemes. Let \(g : \mathbb{P}^r_Y \to \mathbb{P}^r_X\) be the induced map \(f \times 1\). Then \(g^*_r \mathcal{O}_{\mathbb{P}^r_X}(n) = \mathcal{O}_{\mathbb{P}^r_Y}(n)\) (equality, not simply natural isomorphism) for every \(n\).

**Proof.** Let \(H\) be the sieve on \(\mathbb{P}^r_X\) generated by the covering \(\{U_{X,k} \to \mathbb{P}^r_X\}\) described above, and let \(K\) be the sieve on \(\mathbb{P}^r_Y\) generated by the analogous covering \(\{U_{Y,k} \to \mathbb{P}^r_Y\}\) of \(\mathbb{P}^r_Y\). For each \(0 \leq k \leq r\), a map \(h : Z \to \mathbb{P}^r_Y\) factors through \(U_{Y,k}\) if and only if the composite \(gh\) factors through \(U_{X,k}\) since \(U_{Y,k} \cong U_{X,k} \times_{\mathbb{P}^r_X} \mathbb{P}^r_Y\).

Therefore, \(g^*H = K\). Moreover, for each object \(h : Z \to \mathbb{P}^r_Y\) of \(\mathcal{C}_K\), the standardizing maps \(\varphi_h\) for \(\mathcal{O}_{\mathbb{P}^r_X}(n)(Z)\) and \(g^* \mathcal{O}_{\mathbb{P}^r_X}(n)(Z)\) are defined by multiplication by \(x^n_k\), both with the same \(k\). Therefore, \(g^* \mathcal{O}_{\mathbb{P}^r_X}(n) = \mathcal{O}_{\mathbb{P}^r_Y}(n)\) as standard line bundles. \(\square\)
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