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Abstract—In cooperative localization, communicating mobile agents use inter-agent relative measurements to improve their dead-reckoning-based global localization. Measurement scheduling enables an agent to decide which subset of available inter-agent relative measurements it should process when its computational resources are limited. Optimal measurement scheduling is an NP-hard combinatorial optimization problem. The so-called sequential greedy (SG) algorithm is a popular suboptimal polynomial-time solution for this problem. However, the merit function evaluation for the SG algorithms requires access to the state estimate vector and error covariance matrix of all the landmark agents (teammates that an agent can take measurements from). This paper proposes a measurement scheduling approach for CL that follows the SG approach but reduces the communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a rithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function. The communication and computation cost by using a neural network-based surrogate model as a proxy for the SG algorithm’s merit function. The significance of this model is that it is driven by local information and only a algorithm’s merit function.

Measurement scheduling for computation/communication cost reduction has been studied in [15]–[20]. The method used can be divided into two categories: those that regulate the optimal measurement frequency given a fixed sensing graph throughout the whole operation [15], [16], and those that plan, at each timestep, what teammates a mobile agent should take measurement from when they are in its measurement zone [17]–[20]. Our problem of interest in this paper falls in the second category where the sensing graph of the team can change with time.

Given a limited choices for measurement processing, the single-time-step optimal sensor scheduling aims to select those measurements that minimize the overall positioning uncertainty. However, the optimization problems for optimal measurement scheduling are known to be NP-hard [19], [24]. By establishing that the logdet of the joint covariance matrix of a tightly coupled joint CL is submodular, [24]–[26] propose sequential greedy algorithms (SGAs) for scheduling with known optimality gap. Another suboptimal greedy approach when the objective function is the trace of the joint covariance matrix of the team is proposed in [19]. Even though [19], [24]–[26] offer suboptimal solutions with polynomial time complexity, they still suffer from high inter-agent communication, computation and memory cost to carry out the scheduling process. This is because, each agent is unaware of the other agents’ local belief (local estimate and error covariance) without communication, making it impossible to perform measurement scheduling entirely locally. In

1The interested reader can find sensor scheduling for other localization algorithms and state estimation also in [21]–[23] among many others.
suitable to perform online prediction. The numerical results show that the measurement scheduling for CL can be solved by a SGA algorithm. The novelty in our work is a different approach, [20] offers a greedy landmark selection heuristic that works based on minimizing an upper-bound on the total uncertainty of the team. However, this algorithm is restricted to a certain class of mobile agents moving on flat 2D terrain with the same motion model used in [15], [16].

The measurement scheduling in this paper builds on the results that show that the measurement scheduling for CL can be solved by a SGA algorithm. The novelty in our work is to use a neural network-based surrogate model, driven by local information and only a scalar metadata from the landmark agents, as a proxy for the SGA’s merit function. This solution addresses the time and memory complexity issues of running the SGA in three ways: (a) reducing the inter-agent communication message size, (b) decreasing the complexity of function evaluations by using a simpler surrogate (proxy) function, (c) reducing the required memory size. Inspired by the Sensor Protocol for Information via Negotiation (SPIN), a data-centric dissemination protocol (see Fig. 1), which we used in our earlier work for a negotiation-based communication protocol for CL [27], we use the trace of the covariance of the candidate landmark agents as a metadata to decide what landmark agents an agent should take measurement from. Unlike our work in [27] which simply prioritized the landmark agents based on the size of their metadata, in this paper, we propose a measurement scheduling scheme that uses the metadata as an external input along with the local information of the agent to predict the CL update result.

As shown in Fig. 2 the relationship between the ratio of local uncertainties and the updated covariance is not a linear relation. To perform the prediction, we use a deep neural network as a data-driven solution. A multilayer perceptron (MLP) regression model is trained which outputs the trace of the updated covariance matrix. Then, by implementing a sequential measurement update, the agent selects what other agents to take relative measurements from based on this prediction when they are only allowed to take limited measurements. The trained MLP has low complexity and is suitable to perform online prediction. The numerical results demonstrates the effectiveness of the proposed method.

II. Problem Definition

Consider a group of $N$ mobile agents. The equation of motion of each agent $i \in \mathcal{V} = \{1, \cdots, N\}$ at timestep $t \in \mathbb{Z}^+$ is described by

$$\dot{x}_i(t) = f(x_i(t-1), u_{m_i}(t)), \quad x_i \in \mathbb{R}^{n_i},$$

where $x_i(t)$ is the state of agent $i$ (position, attitude, velocity, etc) and $u_{m_i} = u + \eta \in \mathbb{R}^{m_i}$ is the dead-reckoning (imu, wheel-encoders, or visual odometry) readout, with $u$ as the actual value and $\eta \in \mathcal{N}(0, Q(t))$ the contaminating noise. The dead-reckoning readouts $u_{m_i}(t)$ at each timestep are used as input to propagate the posterior ego belief $\operatorname{bel}^e(t-1) = (\hat{x}_i^e(t-1), P_i^e(t-1))$ which includes state estimate and the corresponding error covariance matrix $P_i^e \in \mathbb{S}^n_{++}$ according to the motion dynamics (1) as

$$\hat{x}_i^e(t) = f(\hat{x}_i^e(t-1), u_{m_i}(t)), \quad P_i^e(t) = \mathbf{F}_i(t) P_i^e(t-1) \mathbf{F}_i(t)^T + \mathbf{G}_i(t) Q(t) \mathbf{G}_i(t)^T,$$

where $\mathbf{F}_i(t) = \nabla_x f_i(x_i(t), u_{m_i}(t))$, $\mathbf{G}_i(t) = \nabla_\eta f_i(x_i(t), u_{m_i}(t))$ are the Jacobian matrices. When there is no inter-agent measurement to update the local belief, we set $\operatorname{bel}^e(t) = \operatorname{bel}^e(t-1) = (\hat{x}_i^e(t), P_i^e(t))$, otherwise we proceed to correct the local belief using DMV CL update approach [12] as outlined below.

Let the relative measurement (e.g., relative range, relative bearing, relative pose, or a combination of them) obtained by agent $i$ with respect to agent $j$ via agent $i$’s exteroceptive sensor be denoted by $i \rightarrow j$ and be modeled as

$$z_{ij}(t) = h(x_i(t), x_j(t)) + \nu(t), \quad z_{ij} \in \mathbb{R}^{n_z},$$

where $\nu(t) \in \mathcal{N}(0, R(t))$ is the zero mean Gaussian measurement noise with covariance matrix $R(t)$. Let $\hat{z}_{ij} = h(\hat{x}_i^e, \hat{x}_j^e)$, and $H_i = \partial h(\hat{x}_i^e, \hat{x}_j^e)/\partial x_i$ and $H_j = \partial h(\hat{x}_i^e, \hat{x}_j^e)/\partial x_j$ be the elements of the linearized model of $h(\hat{x}_i^e, \hat{x}_j^e)$. DMV CL updates the propagated belief $\operatorname{bel}^{i+}(t)$ according to

$$\hat{x}_{i+}^e(t) = \hat{x}_i^e(t) + \bar{K}(\omega_i(t)) (z_{ij}(t) - \hat{z}_{ij}(t)), \quad P_{i+}^e(t) = \bar{P}(\omega_i(t)),$$

where $\bar{K}(\omega) = P_i^e H_i^T (H_i P_i^e H_i^T + H_j P_j^e H_j^T + R)^{-1}$ and

$$\bar{P}(\omega) = (\omega P_i^e)^{-1} + (1-\omega) H_i^T (H_i P_j^e H_j^T H_i^T + R)^{-1},$$

2DMV CL uses the discorrelated upper bound described below to account for the unknown cross-covariance $P_{ij}(t)$ term of the joint covariance matrix of agents $i$ and $j$,

$$\begin{bmatrix} P_i^e(t) & P_{ij}^e(t) \\ P_{ij}^e(t)^T & P_j^e(t) \end{bmatrix} \lesssim \begin{bmatrix} \frac{1}{2} P_i^e(t) & 0 \\ 0 & \frac{1}{2} P_j^e(t) \end{bmatrix} \, \omega \in [0, 1].$$
The optimal $\omega$, denoted by $\omega_{*}$, is obtained from
\[\omega_{*} = \arg\min_{0 \leq \omega \leq 1} \log \det \tilde{P}(\omega).\] (6)

To process multiple concurrent relative measurements $\{z_i^j\}_{i \in V_j^2(t)}$ taken by agent $i$ from the set of agents $V_j^2(t) \subset V$ in its measurement zone at timestep $t$, we use sequential updating [28, page 103]. That is belief $b_i^a(t) = (\hat{x}_i^a(t, N_z), \hat{P}_i^a(t, N_z))$ where for $a = \{1, \cdots N_z\}, N_z = |V_j^2(t)|$, we apply
\[ (\hat{x}_i^a(t, a), \hat{P}_i^a(t, a)) \xrightarrow{Eq. (4)} (\hat{x}_i^a(t, a - 1), \hat{P}_i^a(t, a - 1), \text{bel}^{a(r)}(t), z_{v(a)}^i), \] (7)
with $(\hat{x}_i^a(t, 0), \hat{P}_i^a(t, 0)) = (\hat{x}_i^a(t), \hat{P}_i^a(t), z_{v(1)}^i)$ and $v(a)$ being the $a$th element of $V_j^2(t)$.

Per [12, Theorem 3.1], DMV update [4] using single measurement $z_i^j$ satisfies $\det \hat{P}^+(t) \leq \det \hat{P}^-(t)$. Thus, following the sequential updating scheme [7], the more relative measurements are processed, the more improvement in estimation accuracy of agent $i$ due to anticipated reduction in total covariance can be achieved. However, to perform the update [7], agent $i$ should acquire the local belief $b_i^l(t)$ of every agent $l \in V_j^2(t)$, which comes at a cost of resources including energy and communication bandwidth. In addition, the time required to communicate and process the data reduces the propagation and updating rate that can lead to worsen localization performance. Measurement scheduling aims to make the best decision about what measurements to process when the resources limit the number of the relative measurements that can be processed.

Measurement Scheduling Problem (MeaSchProb): Due to the constrained resources, only $q_i(t) \in \mathbb{Z}_{\geq 1}$ measurements can be processed at timestep $t$. Select a set of $q_i(t)$ agents, denoted by $V_i^+(t)$, from $V_i^2(t)$ such that the updated estimate via sequential updating [7] using measurements from $V_i^+(t)$ results in maximum value for
\[ \max_{V_i^+(t) \subset V_i^2(t)} \text{trace}(\hat{P}^- - \hat{P}^+) \text{ s.t. } |V_i^+(t)| \leq q_i(t). \] (8)

MeaSchProb is an NP-hard combinatorial optimization problem. Next, we propose a suboptimal solution to solve [8] in polynomial time and with low communication cost.

III. A NEURAL NETWORK BASED DISTRIBUTED MEASUREMENT SCHEDULING

The updated covariance [5] of agent $i$ using relative measurement $i \rightarrow j$, depends on its own $\text{bel}^i$ and measurement covariance $R_i$ as well as $\text{bel}^j$ which is not available locally. To perform CL update, the local belief of any candidate landmark agent $j \in V_i^2(t)$ should be transmitted to agent $i$. However, communication of the $\text{bel}^j$ comes with high cost. In what follows, we propose a suboptimal solution to

![Fig. 3 – The trace uncertainty prediction neural network](image)

MeaSchProb in which agent $i$ acquires only trace$(P_{-}^j(t))$ of its candidate landmark agents $V_i^2(t)$ as a metadata to use in a deep learning (DL) model to predict trace$(P_{+}^j(t))$ due to $i \rightarrow j, j \in V_i^2(t)$ without computing [5]. The communicated metadata trace$(P_{+}^j(t))$ in this process is a scalar, which has a much smaller communication message size than the entire belief of agent $j$ in $V_i^2(t)$.

With the available information $\text{bel}^i = (\hat{x}_i^i, \hat{P}_i^i)$, measurement covariance $R_i$, and trace$(P_{-}^i)$, acquired through transmission, we flatten and normalize the data into an input vector, see Fig. [F]. That is, the input and the corresponding label of each input is generated as
\[ X = \text{generateInput}(\hat{x}_i^i, \hat{P}_i^i, R_i, \text{trace}(P_{-}^i)), \] (9a)
\[ Y = \text{trace}(P_{+}^i). \] (9b)

Because the samples are labeled, we develop a supervised regression model using DNN to predict the updated $\hat{Y}$ without conducting the DMV CL update, see Fig. [F]. We denote this operation by
\[ \hat{Y} \xrightarrow{\text{DNN}} (\hat{x}_i^i, R_i, \text{trace}(P_{-}^i)). \] (10)

DNN is used instead of the traditional ML model because of DNN's high performance given a large amount of data. Each pair of self-motion measurements and relative measurements could generate a set of training data in our setting. Due to the high sampling rate of sensors, a large amount of data could be collected and used for training. Even though DNN comes with high computational complexity, the forward propagation along the trained model is acceptable in real-time applications since the training process is finished offline. The training and hyperparameter fine-tuning process for a DNN with the input and output data model as in [9] for a numerical demonstration example is presented in Section [V].

A. A DNN-based distributed measurement scheduling

DMV CL with the trained trace uncertainty prediction DNN [10] to perform the measurement scheduling follows a SG selection and sequential updating procedure as described in Algorithm [1]. Agent $i$ first obtains trace$(P_{-}^j(t))$, $j \in V_i^2(t)$. Next, the scheduler routine starts by $V_i^2(t)$ and iteratively chooses the landmark agent $j$ that has the maximum $\hat{Y}$ value, predicted by the DNN, among all in $V_i^2(t)$, obtains agent $j$’s local belief via communication, and updates
Algorithm 1 DNN-based measurement scheduling and update procedure

1: Inputs: $\mathbf{x}^\ast$, $\mathbf{P}^\ast$, $\mathbf{R}^t$, $\mathbf{V}_j^t(t)$
2: Obtain trace($\mathbf{P}^\ast$) from every agent $j \in \mathbf{V}_j^t(t)$
3: $l \leftarrow 1$
4: while $l \leq q^t(t)$ do
5: for $j \in \mathbf{V}_j^t(t)$ do
6: $\hat{Y}_j \leftarrow \text{DNN}(\mathbf{x}^\ast, \mathbf{P}^\ast, \mathbf{R}^t, \text{trace}(\mathbf{P}^\ast))$
7: end for
8: $j^* = \arg \max_{j \in \mathbf{V}_j^t(t)} \hat{Y}_j$
9: Obtain belief $\mathbf{z}_j^t$ from agent $j^*$
10: $(\mathbf{x}^\ast, \mathbf{P}^\ast) \leftarrow \text{DMV}(\mathbf{x}^\ast, \mathbf{P}^\ast, \mathbf{z}_j^t, (\mathbf{x}^\ast, \mathbf{P}^\ast), \text{bel}^\ast(t), \mathbf{z}_j^t)$
11: $\mathbf{V}_j^t(t) \leftarrow \mathbf{V}_j^t(t) \{j^*\}$
12: $l \leftarrow l + 1$
13: end while
14: $(\hat{\mathbf{x}}^t, \hat{\mathbf{P}}^t) \leftarrow (\hat{\mathbf{x}}^t, \mathbf{P}^\ast)$
15: Return $(\hat{\mathbf{x}}^t, \hat{\mathbf{P}}^t)$

TABLE I – Complexity analysis for SG algorithms and proposed learning based algorithm for solving MeaSheProb in [6]

|                        | Computation | Memory | communication |
|------------------------|-------------|--------|---------------|
| SGA                    | $O(m(m - q)qM(n_i + n_j^n))$ | $O(mn^2)$ | $O(mn^2)$ |
| Algorithm [4]          | $O(m(m - q)q\sum_{i=1}^{L-1}n_i(n_{i+1}))$ | $O(n^2 + m)$ | $O(q^2n^2 + m)$ |

the agent $i$’s local belief using the DMV procedure [4] using relative measurement from $j$. The scheduler routine updates $\mathbf{V}_j^t(t) \leftarrow \mathbf{V}_j^t(t) \{j\}$ and continues the sequential update procedure until $q^t(t)$ landmark agents are chosen. Let $|\mathbf{V}_j^t(t)| = m$, and for simplicity of presentation let $n_j = n$ and $n_{i} = n_{i2}$ (recall [1] and [3]) for all agents $j \in \mathbf{V}_j^t(t)$. Table I summarizes how computation, memory, and communication complexity of Algorithm [4] compares to those of SGA’s. In Algorithm [4] instead of requesting the local belief of every landmark agent $j \in \mathbf{V}_j^t(t)$ first a scalar meta data of landmark agents $j \in \mathbf{V}_j^t(t)$ is requested and then only the belief of $q^t(t)$ agents selected by the scheduler is requested one by one (reducing the memory usage by overwriting). The computational difference of the DNN-based and SG measurement scheduling is in line 6 of Algorithm [1]. The computational complexity of $\hat{Y}_j$ is $O(\sum_{l=1}^{L-1}n_l(n_{l+1}))$ where $n_l$ is the number of units in the $l^{th}$ hidden layer and $L$ is the number of hidden layers. In SGA instead of $\hat{Y}_j$, first $\mathbf{P}^t_i$ equations [5] and solving the optimization problem [6] for $\omega_i^t$ should be computed and then $\hat{Y} = \text{trace}(\mathbf{P}^t_i)$. The computational complexity of computing $\log \det \mathbf{P}(\omega)$ with matrix inversion and multiplication operations is $O(n_3 + n_2^2n^2)$. Assuming that a line search algorithm with $M$ steps are used to solve [6], the computational complexity of $\hat{Y}$ is of order $O(M(n_3 + n_2^2n^2))$.

IV. NUMERICAL RESULT

We demonstrate the performance of our proposed scheduling method in a simulation study using the public experimental UTIAS multi-robot CL and mapping dataset for 5 robots moving on a 2D flat surface in an indoor environment [29]. The UTIAS dataset consists of 9 sub-datasets, and each includes measurement data, odometry data, and ground truth position data of all the team members. The motion of each robot is described by, $x_i(t + 1) = x_i(t) + \Delta t(v_i^m(t) \cos(\phi(t)))$, $y_i(t + 1) = y_i(t) + \Delta t(v_i^m(t) \sin(\phi(t)))$, $\phi(t + 1) = \phi(t) + \Delta t\omega_i(t)$, $i \in \{1, 2, 3\}$, where $x_i = [x_i, y_i, \phi_i]^T$. Here $v_i^m(t) = v_i^t(t) + v_i^\omega(t)$ and $\omega_i^m(t) = \omega_i(t) + \omega_i^\omega(t)$ are measured linear and angular velocities, while $v_i^t$ and $v_i^\omega$ are the corresponding contaminating measurement noises with variance $\sigma_{v_i} = 2.253|v_i^m(t)|$ m/s and $\sigma_{\phi_i} = 0.587$ rad/s. The actual velocities are $v_i(t)$ and $\omega_i(t)$. The inter-agent measurements are relative range and relative bearing described by $\mathbf{h}(\mathbf{x}_i, \mathbf{x}_j) = \sqrt{(x_i^2 - x_j^2) + (y_i^2 - y_j^2)} + \theta_i - \phi_j$, where $\theta_i$ and $\theta_j$ are measurement noises whose variances are, respectively, $\sigma_{\theta_i} = 0.147$ m and $\sigma_{\theta_j} = 0.1$ rad.

A. Trace uncertainty prediction neural network

To generate independent and identically distributed samples for training, developing, and testing, we perform single-step propagation and update from initial belief with randomly generated errors for each pair of self-motion measurement and relative measurement. From the public dataset, we generated 50987 samples which is split into training set (40987 samples), developing set (5000 samples), and test set (5000 samples). The data is preprocessed. The vector and matrices in input $\mathbf{X}$ is flattened to a vector with 16 features. The features in the input are normalized to achieve easier optimization and faster learning.

We use an L-layer neural network as shown in Fig. 3. We have 16 features for this particular dataset in the input layer and only 1 unit in the output layer since the output of the model is only a scalar. The layers are fully connected. The number of hidden layers and the number of units in each layer is fine-tuned during training. The activation function is Rectified Linear Unit (ReLU) [30] for each hidden layer and linear function for output layer. To evaluate the performance, we use Mean-squared-error (MSE) as our loss function due to its convexity and thus the ease to optimize using backpropagation method

$$\mathcal{L}(Y, \hat{Y}) = ||Y - \hat{Y}||^2.$$  

Therefore, the training process is defined as

$$\min_{\mathbf{W}} J(\mathbf{W}) = \min_{\mathbf{W}} \frac{1}{m} \sum_{k=1}^{m} \mathcal{L}(Y^{(k)}, \hat{Y}^{(k)}),$$

where $m$ is the total number of training samples.

To train and test the model, we focus on tuning the hyperparameters, including the number of hidden layers $L$, the number of hidden units in each layer $n_l(t)$, the learning rate $\alpha$, and the number of epochs. Since the hyperparameters cannot be determined analytically, we fine-tune the hyperparameters through repeated experiments, which makes the role of the training speed extremely important. To accelerate the training process, adaptive moment estimation (Adam) [31] is used. Adam combines RMSprop and Gradient Descent (GD) with momentum. It uses the squared gradients to scale
the learning rate as RMSprop, and it takes advantage of momentum by using the moving average of the gradient instead of gradient as GD with momentum. Due to the large training set size, we use the mini-batch method, which calculates the error and updates the parameters for each batch instead of the whole training set using a batch size of 256.

During the tuning process, we vary and tune the hyperparameters one at a time. Even though the tuning result is not guaranteed to be optimal, good performance and high efficiency are achieved. We start with tuning the number of layers. We set 12 hidden units in each layer, 0.02 learning rate, and run 500 epochs for each model with a different number of layers from 1 hidden layer to 11 hidden layers. The result is shown in Fig. 4(left). The final training loss decreases dramatically from a really simple single-layer model and converges at 4 layers. As the neural network goes deeper, the number of parameters grows in Fig. 4(left-bottom) and leads to higher computational complexity for real-time implementation on measurement scheduling. So, we set the number of hidden layers to 4. In the second, we set 4 hidden layers, 0.02 learning rate, and run 500 epochs for each model with a different number of hidden units from 2 hidden layers to 18 hidden layers. The result in Fig. 4(right) converges at 14 hidden units and keeps increasing the size does not improve the performance anymore. Learning rate $\alpha$ affects how much to change the model in response to the loss. Small training rate may result in requiring more epochs to converge and has a chance to stuck at the saddle point. A large learning rate may converge quickly to a local minimum instead of the global one. By varying the learning rate from 1 to 0 through multiple testing, we set the optimal learning rate to be 0.01. As in Fig. 5(left), the training converges to a local minimum due to a high learning rate at 0.1. Fig. 5(right) is the learning process with $\alpha = 0.01$. As we can see, the loss converges quickly and converges at around 200 epochs. After fine-tuning the DNN model, we finalize the design of the model as in Table. II.

### B. Numerical Evaluation

We evaluate the efficiency of our proposed scheduling algorithm by comparing its localization performance in a resource constrained scenario with the performance of a random selection (select measurements randomly). To avoid over-optimism, we use a different subsets of UTIAS data from the data used for model training. In our simulation scenarios, at each timestep, each agent can take at most 4 inter-agent measurements from its teammates in this setting. The average position root-mean-squared-error (RMSE) over the 5 robots are shown in Fig. 6. Processing all the inter-agents measurements results in the best localization accuracy as the black solid plot shows in Fig 6. However, under resource constraint, not all the measurements can be scheduled to be processed. Let the maximum number of measurements that can be processed be $q^* = 2$. If we simply select 2 measurements randomly from 4, the result is shown as the gray dotted plot in Fig 6, which is clearly inferior to measurement accuracy achieved when our proposed proposed DNN based measurement selection method is implemented (green plot in Fig 6). Figure 7 shows the predicted trace of updated covariance, $\hat{Y}$, vs. the actual trace of the updated covariance of this simulation study, which showcases the satisfactory performance of our designed DNN predictor.

### V. Conclusions

In this paper, we addressed the measurement scheduling problem in loosely-coupled cooperative localization. We developed a neural network regression based distributed measurement scheduling that only requires scalar-wise inter-agent information exchange. The model used only the locally available information of the agent that wanted to perform the scheduling and the trace of the covariance matrices of its collaborating team mates to predict the trace of the updated covariance of the scheduling agent. Then, the updates with the most prospective improvement are scheduled if there are

### TABLE II – Parameters of the trace uncertainty prediction DNN.

| Hyperparameters          | Value |
|--------------------------|-------|
| Number of hidden layers $L$ | 4     |
| Number of units $n(l)$ per layer | 14    |
| Loss                      | MSE   |
| Activation function       | ReLU  |
| Optimizer                 | ADAM  |
| Batch size                | 256   |
| Learning rate $\alpha$    | 0.01  |
| Epochs                    | 200   |
only a limited number of inter-agent measurements allowed at that given time instant. This method fits the framework of our negotiation-based rescheduling communication protocols. A simulation study demonstrated our results.
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