Unsupervised Domain Adaptation for Extra Features in the Target Domain Using Optimal Transport
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Domain adaptation aims to transfer knowledge of labeled instances obtained from a source domain to a target domain to fill the gap between the domains. Most domain adaptation methods assume that the source and target domains have the same dimensionality. Methods that are applicable when the number of features is different in each domain have rarely been studied, especially when no label information is given for the test data obtained from the target domain. In this letter, it is assumed that common features exist in both domains and that extra (new additional) features are observed in the target domain; hence, the dimensionality of the target domain is higher than that of the source domain. To leverage the homogeneity of the common features, the adaptation between these source and target domains is formulated as an optimal transport (OT) problem. In addition, a learning bound in the target domain for the proposed OT-based method is derived. The proposed algorithm is validated using both simulated and real-world data.

1 Introduction

The goal of supervised learning is to build a model $f$ that maps the feature $x$ to its corresponding label $y$ from a given training data set $\mathcal{D}_S$ to estimate the label of the unlabeled test data set $\mathcal{D}_T$. Let the distributions of the training data be $\mathcal{P}_S(x, y)$ and the test data be $\mathcal{P}_T(x, y)$, respectively. In a supervised learning framework, it is generally assumed that the training and test data follow the same distribution. However, when $\mathcal{P}_S(x, y) \neq \mathcal{P}_T(x, y)$, the difference leads loss of accuracy of the trained model on the test data. It is still possible to train a model that accurately predicts the label of the test data by considering the difference in the distributions of the training and test data. Domain adaptation techniques are used to consider the difference in the distributions by transferring information from the source domain to the target domain.
target domain (Ben-David et al., 2010; Redko, Morvant, Habrard, Sebban, & Bennani, 2019). Henceforth, we refer to the domains of the training and test data as the source and target domains, respectively. In general, domain adaptation aims to match the joint distributions of \((x, y)\) in the source and target domains.

In this letter, we consider an unsupervised domain adaptation problem, where both the source and target domains have common features and extra (new additional) features are observed in the target domain. Here, we assume that data are tabular data and that it is known whether each feature is a common feature or an extra one. Also, since each common feature represents the same attribute in the source and target domains, the homogeneity of common features should be considered for domain adaptation.

For example, consider the case of measuring the movements of a person with a set of accelerometers. The types of activity are assigned as a label for each observed movement, and these data are used for training. Then, assume that the activities of another person are estimated from the measurements of movements obtained using the same set of accelerometers and additional gyroscopes. In this case, the features obtained by the accelerometers become common features, and the features obtained by the gyroscopes become extra features.

However, most domain adaptation methods assume spaces of the same dimensionality as the source and target domains. This type of domain adaptation is called \emph{homogeneous} domain adaptation, and these methods cannot be applied when the number of features is different for each domain. Domain adaptation for spaces of different dimensionalities is called \emph{heterogeneous} domain adaptation. In the literature, only a few methods have been proposed for unsupervised heterogeneous domain adaptation. Furthermore, general heterogeneous domain adaptation methods cannot consider the homogeneity of the common features between the source and target domains.

To address this issue, a special case of heterogeneous domain adaptation, hybrid domain adaptation, has been studied, where it is assumed that the source and target domains have common features, and domain-specific features are also given for each domain. To preserve the homogeneity of the common features, hybrid domain adaptation learns the models used to predict domain-specific features from common features. Then the learned models are used to estimate the unobserved domain-specific features.

The problem considered in this letter can be seen as a variant of a hybrid domain adaptation problem in which the domain-specific features are given only for the target domain. In the same manner as for hybrid domain adaptation, the unobserved extra features in the source domain are predicted using common features. Unlike hybrid domain adaptation, which learns a model used to estimate the unobserved features, our proposed method estimates the unobserved features using optimal transport (OT). Recently,
Figure 1: Conceptual illustration of the proposed domain adaptation method for the observation of extra features. The two-way OT between the source and target domains is considered to estimate the extra features in the source domain and the labels in the target domain. Practically, this two-way OT is solved as one-way OT from the source domain to the target domain.

OT has been used for domain adaptation to match the distributions in the source and target domains. However, when the number of features is different between the source and target domains, it is difficult to define an appropriate transport cost for OT.

To solve our problem using OT, it is natural to consider two-way OT. Namely, extra features in the source domain are estimated by solving the OT problem from the target domain to the source domain; then the label information in the source domain is transferred to the target domain by solving another OT problem. For these OT problems, we use pseudo-labels as proxies of unobserved true target labels and consider a problem similar to joint distribution optimal transport (JDOT; Courty, Flamary, Habrard, & Rakotomamonjy, 2017). Namely, in the former OT, the distance between the common features and the mismatch between the source label and the target pseudo-label are used for the transport cost so that the joint distributions of the features and labels are better matched in the source and target domains. Then, in the latter OT, the distance between the extra features is additionally considered. We show that this two-way OT is equivalent to one-way OT under the assumption that the conditional distribution of an extra feature given a common feature and a label is identical before and after OT. Figure 1 shows this concept.

We summarize the contributions of this letter:

1. We propose an algorithm based on OT for a domain adaptation problem where the domain shift between the source and target domains is caused by the observation of extra (new additional) features and the distribution shift of common features.
2. We provide an interpretation of the proposed algorithm that the proposed one-way OT-based algorithm is equivalent to two-way OT.
3. We derive a learning bound of the trained model by the proposed method in the target domain. The derived upper bound is based on the Rademacher complexity and the Wasserstein distance between the true and estimated target distributions. The upper bound using only a Wasserstein distance between the source and target distributions is already proposed in the previous work. We refined the upper bound analysis by using the Rademacher complexity to consider the training of a model in the target domain. The upper bound also gives an intuitive understanding of the proposed algorithm.

The rest of this letter is organized as follows. In section 2, the related work of domain adaptation and OT is summarized. In section 3, we present the practical algorithm based on one-way OT. Then we show the equivalence of the proposed method and two-way OT in section 4. Also, the learning bound of the proposed method is presented. In section 5, we report the results of experiments on synthetic and real-world data sets. Then we summarize the letter and discuss the limitations of the proposed method and future work in section 6.

2 Related Work

2.1 Domain Adaptation. In general, domain adaptation aims to match the joint distributions of the features and the label \((x, y)\) in the source and target domains. When it is possible to access the label information of the target domain, the problem of domain adaptation is categorized into (semi)supervised domain adaptation depending on the accessibility of the label information. When no labeled data of the target domain are available, the domain adaptation problem is called unsupervised domain adaptation, which we consider in this letter.

Most domain adaptation methods assume spaces of the same dimensionality as the source and target domains. This type of domain adaptation problem is called homogeneous domain adaptation. When the source and target domains have different dimensionalities, the domain adaptation problem is called heterogeneous domain adaptation.

2.2 Homogeneous Domain Adaptation. In unsupervised homogeneous domain adaptation, the distributions of the source and target domains are matched on the basis of the assumption made for the change in distribution. There are a number of unsupervised domain adaptation methods, which are categorized into several groups. The covariate shift (Shimodaira, 2000) assumes that \(P_S(y|x) = P_T(y|x)\) and \(P_S(x) \neq P_T(x)\). Therefore, it aims to match the distributions \(P_S(x)\) and \(P_T(x)\) to match the joint distribution, for example, by importance reweighting (Sugiyama,
Nakajima, Kashima, Bünau, & Kawanabe, 2007). Similarly, the conditional shift or the concept shift (Widmer & Kubat, 1996) assumes either \( P_S(y|x) \neq P_T(y|x) \) or \( P_S(x|y) \neq P_T(x|y) \), and the target shift (also known as the prior shift; Webb & Ting, 2005; Alaiz-Rodriguez & Japkowicz, 2008) assumes \( P_S(y) \neq P_T(y) \). Furthermore, recent work has considered learning domain-invariant features for each of these assumptions using deep neural networks including generative adversarial models: Tzeng, Hoffman, Saenko, and Darrell (2017), Shen, Qu, Zhang, and Yu (2018), Zhou et al. (2021), and Zhao, Combes, Zhang, and Gordon (2019). For other domain adaptation methods, see Moreno-Torres, Raeder, Alaiz-Rodríguez, Chawla, and Herrera (2012) and Kouw and Loog (2021).

These homogeneous domain adaptation methods rely on the assumption that the source and target domains have the same dimensionality; therefore, these methods are not directly applicable when the source and target domains have different dimensionalities.

2.3 Heterogeneous Domain Adaptation. Heterogeneous domain adaptation is considered for the domain adaptation between the domains that have different dimensionalities. In the literature, several methods have been proposed to solve heterogeneous domain adaptation problems. However, most heterogeneous domain adaptation methods (Shi, Liu, Fan, & Yu, 2013; Wang & Mahadevan, 2011; Li, Duan, Xu, & Tsang, 2014; Xiao & Guo, 2015) require at least partly labeled instances from the target domain, and only a few unsupervised heterogeneous domain adaptation methods have been proposed (Yeh, Huang, & Wang, 2014; Wei, Ke, & Goh, 2019; Zhou, Pan, Tsang, & Yan, 2014).

The common strategy for unsupervised heterogeneous domain adaptation is to embed features from the source and target domains to a space of the same dimensionality and consider a homogeneous domain adaptation problem therein. For example, spectral embedding (Shi et al., 2013), linear embedding (Zhou et al., 2014), and kernel canonical correlation analysis (Yeh et al., 2014) are used for embedding. However, since the features are mixed by embedding, these methods cannot consider the homogeneity of features even when the source and target domains have common features.

2.4 Hybrid Domain Adaptation. A special case of heterogeneous domain adaptation, hybrid domain adaptation, is studied in Wei et al. (2019) and Prabono, Yahya, and Lee (2021), where it is assumed that the source and target domains have common features and domain-specific features are also given for each domain. To consider the homogeneity of the common features, hybrid domain adaptation use the models to predict domain-specific features from common features. The models are learned on one domain, and the learned models are used to estimate the unobserved domain-specific features on the other domain. However, to consider the shift of common features, the embedding of common features
is used in Prabono et al. (2021), and original common features are mixed with other common features. Therefore, although the dimensionality of common features is preserved, embedded features are not homogeneous due to the mixture of the features. In addition, it is not always possible to accurately estimate the domain-specific features from the common features. For example, it is difficult to estimate domain-specific features using simple regression models when the distribution of domain-specific features given the common features follows multimodal distributions.

2.5 Optimal Transport in Domain Adaptation. Recent work applies OT techniques to match the source and target distributions for domain adaptation (Kerdoncuff, Emonet, & Sebban, 2020; Courty, Flamary, Habrard et al., 2017; Courty, Flamary, Tuia, & Rakotomamonjy, 2017). The OT problem is a well-established mathematical theory (Villani, 2008) that has been successfully applied to various machine learning tasks that involve the transport of a probability distribution. The OT for homogeneous domain adaptation makes the assumption $P_S(y|x) = P_T(y|T(x))$ on the conditional distribution, where $T$ represents the OT. However, this assumption does not hold in general; therefore, group-regularized OT (Courty, Flamary, Tuia et al., 2017) and JDOT (Courty, Flamary, Habrard et al., 2017), which leverage pseudo-labels estimated using the model, is proposed to alleviate this problem. In addition, some work has considered OT problems for heterogeneous feature spaces by defining the transport cost between spaces of different dimensionalities (Peyré, Cuturi, & Solomon, 2016; Titouan, Redko, Flamary, & Courty, 2020). Although these methods are applicable for heterogeneous domain adaptation, the cost functions defined in these methods do not consider the homogeneity of features.

Our proposed method also uses OT for domain adaptation and is categorized into these groups of works. A short and preliminary version of this letter appeared in the 2022 International Joint Conference on Neural Networks (Aritake & Hino, 2022).

3 Problem Formulation

3.1 Optimal Transport in Domain Adaptation. Let $\mu_1$ and $\mu_2$ be the probability measure on a space $\Omega$. Given a cost function $c : \Omega \times \Omega \to \mathbb{R}_+$, the problem of OT is formulated as one of seeking a coupling $\pi \in \Pi(\mu_1, \mu_2)$ between $\mu_1$ and $\mu_2$ that minimizes the total transport cost:

$$\inf_{\pi \in \Pi(\mu_1, \mu_2)} \int_{\Omega \times \Omega} c(x, x') d\pi(\mu_1, \mu_2),$$

(3.1)

where $x \sim \mu_1$ and $x' \sim \mu_2$. Here, $\Pi(\mu_1, \mu_2)$ is the set of couplings, that is, joint probability distributions with marginals $\mu_1$ and $\mu_2$. In general, a distance function between the samples is used as a cost function $c$. 
In practice, a discretized version of the above problem is solved. Here, we define two data sets, \( D_1 = \{ x_i \mid x_i \sim \mu_1 (i = 1, 2, \ldots, n_1) \} \) and \( D_2 = \{ x'_j \mid x'_j \sim \mu_2 (i = 1, 2, \ldots, n_2) \} \), and let \( \nu_1 \) and \( \nu_2 \) be the empirical distributions of \( D_1 \) and \( D_2 \), respectively. Then OT between \( \nu_1 \) and \( \nu_2 \) is formulated as

\[
\minimize_{\pi \in \Pi(\nu_1, \nu_2)} \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \pi_{ij} c(x_i, x'_j). \tag{3.2}
\]

Here, both coupling and transport cost can be treated as \( n_1 \times n_2 \) matrices; hence, the above problem can be solved as a linear programming problem.

In domain adaptation, OT is used to match the source distribution \( P_S(x, y) \) and the target distribution \( P_T(x, y) \). In particular, the OT problem for unsupervised domain adaptation is formulated as OT between two marginal distributions \( P_S(x) \) and \( P_T(x) \) under the assumption \( P_S(y|x) = P_T(y|T(x)) \), where \( T \) represents an optimal transport map. However, this assumption does not always hold; hence, JDOT (Courty, Flamary, Habrard et al., 2017) considers the distance between features as well as discrepancy of the labels as transport cost so that \( P_S(x, y) \) and \( P_T(x, y) \) are better matched—namely, the cost function \( c(x_1, y_1; x_2, y_2) = \alpha d(x_1, x_2) + \mathcal{L}(y_1, y_2) \), where \( \mathcal{L} \) is the discrepancy between labels \( y_1 \) and \( y_2 \), is used for OT. Since the target label is not observed in unsupervised domain adaptation, the label estimated as \( \hat{y} = f(x) \) is used as a proxy of the target label. The technique of using the output of the model as the proxy of the true label is known as pseudo-labeling, and a number of methods that use pseudo-labeling have been proposed for various learning problems including unsupervised domain adaptation (Lee, 2013; Courty, Flamary, Habrard et al., 2017; Damodaran, Kellenberger, Flamary, Tuia, & Courty, 2018; Zou, Yu, Kumar, & Wang, 2018; Shin, Woo, Pan, & Kweon, 2020; Xie, Zheng, Chen, & Kang, Jiang, Yang, & Hauptsammann, 2019).

Furthermore, JDOT learns a model \( f \) that estimates the pseudo-label in the target domain. In summary, the problem of JDOT can be written as

\[
\inf_{\pi \in \Pi(\nu_1, \nu_2)} \int_{(\Omega \times \mathcal{C})^2} c(x_1, y_1; x_2, y_2) d\pi(x_1, y_1; x_2, y_2), \tag{3.3}
\]

where \( \mathcal{F} \) is a set of models, \( \mathcal{C} \) is a label space, and \( \mathcal{P}^f_T = (x, f(x))_{x \sim \mathcal{P}_T(x)} \). In practice, the discretized version of the above problem is solved as equation 3.2.

### 3.2 Domain Adaptation with Optimal Transport for Extended Feature Space

Let \( \Omega^c \times \mathcal{C} \) be the source domain, which is a direct product of the space of the common features, \( \Omega^c \), and label space, \( \mathcal{C} \). Also, we define
\( \Omega^t \equiv \Omega^c \times \Omega^e \), where \( \Omega^e \) is the space of the extra features, and let \( \Omega^t \times \mathcal{C} \) be the target domain. Namely, the spaces of the common features are identical in the source and target domains, and the extra features are observed only in the target domain. Note that even though the spaces of the common features are identical, the distribution on \( \Omega^e \) can be different between the source and target domains. Here, we denote the probability distributions of the source and target domains as \( \mathcal{P}_S(x^c, y) \) and \( \mathcal{P}_T(x^c, x^e, y) \), respectively, or \( \mathcal{P}_S \) and \( \mathcal{P}_T \) for short. Then we define the training set \( \mathcal{D}_S = \{(x^c_{si}, y_{si})\}_{i=1}^{N_t} \) that consists of samples \( (x^c_{si}, y_{si}) \sim \mathcal{P}_S \). Similarly, we define the test set by the partial observation \( \mathcal{D}_T = \{(x^c_{ti}, x^e_{ti})\}_{i=1}^{N_t} \) of a sample \( (x^c_{ti}, x^e_{ti}, y_{ti}) \sim \mathcal{P}_T (i = 1, \ldots, N_t) \), where the true label \( y_{ti} \) is not observed. Since the label \( y \) of the target distribution is not observed, we define the estimated target probability distribution as \( \mathcal{P}_T^f(x^c, x^e, \hat{y}) \), where the label \( y \) is replaced by the pseudo-label \( \hat{y} = f(x^c, x^e) \). Note here that \( \mathcal{P}_T^f(x^c, x^e) = \mathcal{P}_T(x^c, x^e) \) holds for marginal distributions. Similarly, we define the estimated test set \( \mathcal{D}_T^f = \{(x^c_{ti}, x^e_{ti}, \hat{y})\}_{i=1}^{N_t} \), where \( \hat{y}_i = f(x^c_{ti}, x^e_{ti}) \).

To transfer the label information from the source domain to the target domain, we consider the following problem, which is similar to the problem of JDOT:

\[
\pi^*, \hat{f} = \inf_{\pi \in \Pi(\mathcal{P}_S, \mathcal{P}_T^f), f \in \mathcal{F}} \int_{(\Omega^c \times \mathcal{C}) \times (\Omega^c \times \mathcal{C})} \mathcal{E}_\alpha(x^c, y^c; x^c, x^c, y^c, y^c) d\pi(x^c, y^c; x^c, y^c, x^c),
\]

where \( \Pi(\mathcal{P}_S, \mathcal{P}_T^f) \) is the set of transportation plans between the probability densities \( \mathcal{P}_S \) and \( \mathcal{P}_T^f \) and \( \mathcal{F} \) is a set of models. Here, we use the following cost function for the transport:

\[
\mathcal{E}_\alpha(x^c, y^c; x^c, x^c, y^c, y^c) \equiv \alpha d(x^c, x^c) + \mathcal{L}(y^c, y^c),
\]

which is the sum of the distance between the common features \( d(x^c, x^c) \) and the discrepancy of the label \( \mathcal{L}(y^c, y^c) \). Note here that the extra feature \( x^c \) is only used to estimate the pseudo-label \( \hat{y} = f(x^c, x^e) \). Although the choice of the metric \( d \) is arbitrary, here we assume that \( d \) is a square distance \( d(x^c, x^c) = \|x^c - x^c\|_2^2 \) for simplicity of description. Here, \( \alpha \in \mathbb{R}_+ \) is a hyperparameter that determines the relative importance of \( d(x^c, x^c) \) to \( \mathcal{L}(y^c, y^c) \). By solving the above optimization problem, the source labels are transferred to the target domain, and model \( f \in \mathcal{F} \) is trained to map the pair of common and extra features to their corresponding transferred labels.

In practice, a finite number of samples obtained from the source and target distributions can be used to solve the OT problem. Therefore, instead of solving the OT problem between the source and target distributions, we consider the discrete OT problem between the empirical distributions of the
training and test data. The optimization problem, equation 3.4, is rewritten as

\[ \hat{\pi}^*, \hat{f}_s = \arg \min_{\hat{\pi} \in \hat{\Pi}(\mathcal{D}_S, \mathcal{D}_T^f)} \sum_{i=1}^{N_t} \sum_{j=1}^{N_i} \hat{\pi}_{ij} \mathcal{E}_\alpha (x_{si}', y_{si}; x_{tj}', \hat{y}_{tj}). \]

where \( \hat{y}_{tj} = f(x_{tj}', x_{tj}') \) and \( \hat{\Pi}(\mathcal{D}_S, \mathcal{D}_T^f) \) is a set of discrete OT plans from the data set \( \mathcal{D}_S \) to the data set \( \mathcal{D}_T^f \), and is defined as

\[ \hat{\Pi}(\mathcal{D}_S, \mathcal{D}_T^f) \equiv \left\{ \pi \in \mathbb{R}^{N_s \times N_t} \mid \sum_{i=1}^{N_s} \pi_{ij} = 1, \sum_{j=1}^{N_t} \pi_{ij} = 1 \right\}. \]

This optimization problem is nonconvex and computationally intractable; therefore, alternating optimization is used to solve the problem in the same manner as in conventional methods that use pseudo-labeling, such as in Lee (2013), Courty, Flamary, Habrard et al. (2017), Damodaran et al. (2018), Zou et al. (2018), and Shin et al. (2020). At the \( n \)th iteration, the optimization problem with respect to \( \pi \in \hat{\Pi}(\mathcal{D}_S, \mathcal{D}_T^f) \) with fixed \( \hat{f}_s^{(n)} \in \mathcal{F} \) becomes a discrete OT problem, where the transport cost \( \mathcal{E}_\alpha \) is calculated using the pseudo-label estimated as \( \hat{y}^{(n)} = \hat{f}_s^{(n)}(x_{tj}', x_{tj}') \). Here, the optimization problem is

\[ \hat{\pi}_{n}^* = \arg \min_{\hat{\pi} \in \hat{\Pi}(\mathcal{D}_S, \mathcal{D}_T^f)} \sum_{i=1}^{N_t} \sum_{j=1}^{N_i} \hat{\pi}_{ij} \mathcal{E}_\alpha (x_{si}', y_{si}; x_{tj}', \hat{y}^{(n)}). \] (3.6)

This problem can be solved as a linear programming problem. The model \( \hat{f}_s^{(1)} \) is not obtained for the first iteration; hence, the cost \( \mathcal{E}_0 (x_{si}', x_{tj}') \equiv d(x_{si}', x_{tj}') \) is used instead of \( \mathcal{E}_\alpha \) only for the first iteration.

Then, the optimization problem with respect to \( f \) with a fixed \( n \)th OT plan \( \hat{\pi}_{n}^* \) is solved to train model \( f \), namely,

\[ \hat{f}_s^{(n+1)} = \arg \min_{f \in \mathcal{F}} \sum_{i=1}^{N_t} \sum_{j=1}^{N_i} (\hat{\pi}_{n}^*)_{ij} \mathcal{L}(y_{si}, f(x_{tj}', x_{tj}')). \] (3.7)

In the above problem, there are cases in which different labels are transferred onto one sample. In these cases, we use the weighted average of the source labels as transferred labels. Then the transferred labels can be calculated by barycentric mapping using \( \hat{\pi}_{n}^* \). When the distance between the common features is the squared distance, we obtain

\[ \hat{y}_t = \text{diag}(1^T \hat{\pi}_{n}^*)^{-1} (\hat{\pi}_{n}^*)^T y_s. \]
In particular, when the task is classification, the assigned labels can be seen as soft class labels. Here, let $Y_s$ be the label matrix whose rows are one-hot encoded labels of source samples, namely,

$$Y_{s,ik} = \begin{cases} 1 & y_i = k \in \mathcal{C}, \\ 0 & \text{otherwise}. \end{cases}$$

Then the transferred soft labels are calculated by $\tilde{Y}_t = \text{diag}(1^T \hat{\pi}_n^*)^{-1} (\hat{\pi}_n^*)^T Y_s$, and rows of transferred label matrix $\tilde{Y}_t$ can be seen as class probabilities. However, to train model $f$, it would be easier to use hard labels, so we use these labels:

$$\tilde{y}_{tj} = \arg\max_k \tilde{Y}_{t,jk}. \quad (3.8)$$

If the $j$th row has equal probabilities for all classes, we assign a random label that follows uniform distribution. Then the training of the model, equation 3.7, becomes the following simple training process in the target domain:

$$\hat{f}_s^{(n)} = \arg\min_{f \in F} \sum_{j=1}^{N_t} \mathcal{L}(\tilde{y}_{tj}, f(x^c_{tj}, x^e_{tj})). \quad (3.9)$$

The algorithm using the hard labels is summarized as algorithm 1.

4 Theoretical Justification and Analysis of the Proposed Algorithm

In this section, we analyze the proposed method mainly from two perspectives. First, we give an interpretation of our proposed method. Briefly, the main optimization problem, equation 3.4, of the proposed method is identical to the two-way OT between the source and target domains under an assumption that the conditional distributions of $x^e$ given $x^c$ and $y$ in the source and target domains are identical.

Then a learning bound of the model $f$ on the target domain is derived. The conventional analyses of domain adaptation methods based on OT (Redko et al., 2017; Courty, Flamary, Habrard et al., 2017) give learning bounds that mainly focus on the Wasserstein distance between the source and target distributions. Although it is possible to extend this upper bound for our algorithm, they become loose when the Wasserstein distance between the source and target distributions becomes large even if it is possible to correctly transfer source labels to the target domain. Moreover, the upper bound does not consider how the model $f$ is trained in the target domain. On the other hand, we give an upper bound that focuses on the training of the model $f$ in this letter, and the target error is upper-bounded
by the Rademacher complexity and the Wasserstein distance between the estimated and true target distributions. By using Rademacher complexity, we can include the empirical distribution of the estimated target distribution, which is actually used for training a model in the target domain, into the derived upper bound. That is, the upper bound becomes tight when the transferred source distribution is close to the true target distribution and the model can accurately predict the transferred label. This interpretation gives an intuitive understanding of the condition required for successful domain adaptation.

4.1 Theoretical Justification of Proposed Algorithm. The main problem stated in equation 3.4 considers the transportation from the source domain to the target domain. We start with an ideal case that the common feature $x^c$, the extra feature $x^e$, and the label $y$ are observed in both the source and target domains. Here, let $x^e_s$ be the extra features in the source domain, which are not observed in practice. In this ideal case, the domain adaptation becomes a homogeneous domain adaptation problem, which is relatively easy to solve. The cost function for the transportation is defined as

$$E^*_n(x^c_s, x^c_t, y_s; x^e_s, x^e_t, y_t) = \alpha d((x^c_s, x^c_t), (x^e_s, x^e_t)) + L(y_s, y_t).$$

Since this cost function is symmetric, the transportation between the source and target domains is invertible. However, $x^e_s$ and $y_t$ are not observed in
practice, making it necessary to estimate these values. Although the label $y_t$ is substituted by its estimated value $\hat{y}_t = f(x'_c, x'_e)$, the model to estimate the extra feature $x'_e$ is not considered in the proposed algorithm 1. Here, we consider the estimation of $x'_e$. A straightforward method of estimating $x'_e$ is to transfer the information of $x'$ in the target domain to the source domain by OT. The cost function for this transportation is defined as

$$E_{ts}^{x_e}(x'_c, y_t; x'_c, y_s) = \alpha d(x'_c, x'_c) + L(\hat{y}_t, y_s).$$ (4.2)

Owing to the lack of $x'_e$, the extra feature $x'$ is only considered with the estimated target label $f(x'_c, x'_e)$ that is used to substitute the unobserved target label $y_t$. Here, an additional assumption is made so that the distribution of the extra features is estimated by OT using the above cost function, that is,

$$P_T(x' | x', y) = P_S(x' | T(x', y)),$$ (4.3)

where $T$ represents the OT of the common feature $x'$ and the label $y$ from the target distribution to the source distribution. This assumption means that the conditional distribution of the extra feature $x'$ given $(x', y)$ is identical before and after OT of the common feature $x'$ and the label $y$. Under this assumption, the target extra features can be transferred to the source domain by OT.

After $x'_e$ is estimated using the above OT, it is possible to transfer the label information from the source domain to the target domain by OT using the cost function, equation 4.1. However, under the assumption, equation 4.3, there always exists a target sample that has the same extra feature $x'$ as a source sample at the destination of OT. In other words, when we solve the OT problem for common features and labels, the transport cost of the extra features is always minimized to zero. Therefore, eventually, the estimation of the source extra feature is not required, and solving the one-way OT problem, equation 3.4, is equivalent to solving the two-way OT problem.

As the analysis shows, the two-way OT is reduced to one-way OT from the source domain to the target domain, and the extra features are ignored instead of estimating them in one-way OT. This strategy is called cutoff strategy in hybrid domain adaptation (Wei et al., 2019). Another simple strategy is to use a constant value (e.g., zero) for the unobserved source extra features. This strategy is called fill-up strategy. However, in the OT problem, equation 3.4, both strategies yield the same result when we use the $p$th power of the $\ell_p$ distance as $d$.

When we use the fill-up strategy, the transport cost defined in equation 4.1 is used. Let us consider the transport cost between the source samples $(x'_{si}, x'_{si}, y_{si})$ ($i = 1, 2, \ldots, N_s$) and the target samples $(x'_{ij}, x'_{ij}, \hat{y}_{ij})$ ($j = 1, 2, \ldots, N_t$). Here, assume that the source extra feature is estimated as $x'_{si} = \gamma 1$, where $\gamma \in \mathbb{R}$ is some constant value and $1$ is a vector of ones.
Namely, all of the source extra features are estimated as a constant value $c$. When we use the $p$th power of the $\ell_p$ distance as $d$, the transport cost is calculated as

$$
E^*_\alpha(x_{si}, x_{se}, y_{si}; x_{tj}, y_{tj}) = \alpha(\|x_{si} - x_{tj}\|_p^p + \|c - x_{tj}\|_p^p) + \mathcal{L}(y_{si}, y_{tj}).
$$

(4.4)

In the above cost, the second term is common for all source samples for each target sample $j = 1, 2, \ldots, N_t$. Recall that the optimization problem of OT is

$$
\minimize_{\hat{\pi} \in \hat{\Pi}_1} \sum_{i=1}^{N_s} \sum_{j=1}^{N_t} \hat{\pi}_{ij} E^*_\alpha(x_{si}, x_{se}, y_{si}; x_{tj}, x_{te}, y_{tj}),
$$

which minimizes the total sum of the transport cost. However, the second term of the cost in equation 4.4 is equally added to the total sum of the cost for any transportation plan $\hat{\pi}$. Therefore, for any $\gamma$, the same solution is obtained for the OT problem. Furthermore, the cutoff strategy can be seen as a strategy that makes the second term of the cost in equation 4.4 zero for any target sample. In summary, our proposed method that considers the estimation of the source extra features is equivalent to both cutoff strategy and fill-in strategy.

### 4.2 Learning Bound of the Trained Model on the Target Domain.

In this section, we show the learning bound of the model $f$ on the target domain. The upper bound derived here is related to the upper bound derived in Courty, Flamary, Habrard et al. (2017). Their upper bound focuses on the transportation between the source distribution and the estimated target distribution that is solved for JDOT. However, their upper bound does not take into account the training of model $f$ involved in the practical algorithm. On the other hand, the upper bound derived here focuses on training of the model $f$; hence, our upper bound becomes tighter with respect to the model. More specifically, the derived upper bound consists of the Rademacher complexity of the model set and the Wasserstein distance between the estimated target distribution and the true target distribution. Although the Wasserstein distance between the estimated target distribution and the true target distribution is contained in the upper bound, the transportation between the source and estimated target distributions is not considered explicitly. Namely, instead of considering the training of the model, our analysis does not consider how to estimate the target distribution explicitly.

To begin, we consider the probabilistic transfer Lipschitzness introduced in Courty, Flamary, Habrard et al. (2017).
**Definition 1** (Probabilistic transfer Lipschitzness). Let \( \mu_s \) and \( \mu_t \) be the source and target distributions, respectively, and define \( \phi(\lambda) : \mathbb{R} \to [0, 1] \). A labeling function \( f : \Omega \to \mathbb{R} \) and a joint distribution \( \pi(\mu_s, \mu_t) \) over the distributions \( \mu_s \) and \( \mu_t \) are \( \phi \)-Lipschitz transferable if for all \( \lambda > 0 \),

\[
\Pr_{(x_1, x_2) \sim \pi(\mu_s, \mu_t)} [|f(x_1) - f(x_2)| > \lambda d(x_1, x_2)] \leq \phi(\lambda).
\]

The definition of probabilistic transfer Lipschitzness implies that if two instances \( x_1 \) and \( x_2 \) are sufficiently close, the probability that these instances have different labels is bounded by \( \phi(\lambda) \), where \( \lambda \) is inversely proportional to the closeness of the instances.

To derive an upper bound, let \( \hat{P}_T \) be the distribution that estimates the true target distribution \( P_T \). Then we define the expected loss for a model \( f \in \mathcal{F} \) with respect to each distribution \( P_T, \hat{P}_T \) as

\[
\text{err}_T(y, f) = \mathbb{E}_{(x^c, x^e, y) \sim P_T} \mathcal{L}(y, f(x^c, x^e)),
\]

\[
\text{err}_{\hat{T}}(y, f) = \mathbb{E}_{(x^c, x^e, y) \sim \hat{P}_T} \mathcal{L}(y, f(x^c, x^e)).
\]

Also, let \( \hat{P}_{\hat{T}} \) be the empirical distribution that consists of samples \( \{(x^c_i, x^e_i, y_i)\}_{i=1}^N \) that follow \( P_{\hat{T}} \). Then the empirical loss for model \( f \) with respect to \( \hat{P}_{\hat{T}} \) is defined as

\[
\hat{\text{err}}_{\hat{T}}(y, f) = \frac{1}{m} \sum_{i=1}^m \mathcal{L}(y_i, f(x^c_i, x^e_i)).
\]

Let \( f_0 \) and \( \hat{f}_s \) be the models that minimize the expected loss \( \text{err}_T(y, f) \) and the empirical loss \( \hat{\text{err}}_{\hat{T}}(y, f) \):

\[
f_0 = \inf_{f \in \mathcal{F}} \text{err}_T(y, f),
\]

\[
\hat{f}_s = \min_{f \in \mathcal{F}} \hat{\text{err}}_{\hat{T}}(y, f).
\]

Now, we are ready to present our main result. Assume that the following conditions hold:

- The space of the target features, \( \Omega_t \), is endowed with a positive-definite kernel \( K \), and let \( \mathcal{H} \) be its associated reproducing kernel Hilbert space.
- The kernel \( K \) is bounded as \( \sup_{x \in \Omega_t} K(x, x) \leq \Lambda^2 \).
- The model set \( \mathcal{F} \) is a ball of radius \( a \) in \( \mathcal{H} \), namely, \( \mathcal{F} = \{ f \in \mathcal{H} \mid \|f\|_{\mathcal{H}} \leq a \} \).
- The loss function \( \mathcal{L} \)
  
  \[
  \text{Is symmetric, } \mathcal{L}(y_1, y_2) = \mathcal{L}(y_2, y_1).
  \]
Satisfies the triangle inequality, \( \mathcal{L}(y_1, y_2) + \mathcal{L}(y_2, y_3) \geq \mathcal{L}(y_1, y_3) \).

Is Lipschitz continuous with constant \( k \), \( |\mathcal{L}(y_1, y_2) - \mathcal{L}(y_1, y_3)| \leq k|y_2 - y_3| \).

Is bounded as \( L_0 = \sup_{y \in \mathcal{C}} \mathcal{L}(0, y) < \infty \).

- The optimal model \( f_0 \in \mathcal{F}_0 \) is upper-bounded as, for all \( x^*_i, x'_i, x''_i, x'''_i \), \( |f_0(x^*_i, x'_i) - f_0(x''_i, x'''_i)| \leq M \).
- The optimal model \( f_0 \) and the OT plan \( \pi^* \) from \( \mathcal{P}_T \) to \( \mathcal{P}_T \) satisfy the \( \phi \)-probabilistic transfer Lipschitzness.

We remark that \( \mathcal{F} \neq \mathcal{F}_0 \) in general. Then our main result is summarized as follows:

**Theorem 1.** Under the above assumptions, let \( \hat{f}_s \in \mathcal{F} \) be the trained model that minimizes the empirical loss \( \hat{\text{err}}_T(\hat{f}_s, y) \) of the distribution \( \mathcal{P}_{\hat{f}} \) that estimates the true target distribution. Then, for all \( \lambda > 0 \) with \( \alpha = k\lambda \), for any \( \delta \in (0, 1) \) with probability at least \( 1 - \delta \),

\[
\text{err}_T(y, \hat{f}_s) \leq \hat{\text{err}}_T(\hat{f}_s, y) + \frac{2ka\Lambda}{\sqrt{N_t}} + (L_0 + ka\Lambda)\sqrt{\frac{\ln(1/\delta)}{N_t}} + W(\mathcal{P}_{\hat{f}}, \mathcal{P}_T) + 2\text{err}_T(y, f_0) + kM\phi(\lambda),
\]

where \( W(\mathcal{P}_{\hat{f}}, \mathcal{P}_T) \) is the Wasserstein distance between the estimated target distribution and the true target distribution and is defined as

\[
W(\mathcal{P}_{\hat{f}}, \mathcal{P}_T) = \inf_{\pi \in \Pi(\mathcal{P}_{\hat{f}}, \mathcal{P}_T)} \int \mathcal{L}_\alpha(x'_1, x'_2, y_1; x''_1, x''_2, y_2) d\Pi(x'_1, x'_2, y_1; x''_1, x''_2, y_2).
\]

The detailed proof of theorem 1 is presented in the appendix. When we assume \( \mathcal{P}_{\hat{f}} = \mathcal{P}_T' \), the upper bound corresponds to algorithm 1. Examples of the loss functions that satisfy the above assumptions are the 0-1 loss function for a classification problem and the \( \ell_p \) distance on a finite set for a regression problem. The above upper bound is divided into three parts.

The first part, \( \hat{\text{err}}_T(\hat{f}_s, y) + \frac{2ka\Lambda}{\sqrt{N_t}} + (L_0 + ka\Lambda)\sqrt{\ln(1/\delta)}/N_t \), is an upper bound based on the Rademacher complexity and estimates \( \text{err}_T(\hat{f}_s, y) \) from a finite number of samples that follow \( \mathcal{P}_{\hat{f}} \). In addition, \( \hat{f}_s \) is obtained by minimizing \( \hat{\text{err}}_T(\hat{f}_s) \); hence, these terms are minimized in terms of the model \( f \in \mathcal{F} \).

The second part, \( W(\mathcal{P}_{\hat{f}}, \mathcal{P}_T) \), is the discrepancy between the estimated and true target distributions. This distance becomes small if the estimated target distribution is close to the true target distribution regardless of the distance between the source and target distributions. Namely, this term focuses on the transferability of the source label information to the target domain. In general, theoretical analyses of domain adaptation such as
Ben-David et al. (2010), Redko et al. (2017), and Courty, Flamary, Habrard et al. (2017) evaluate the discrepancy between the source and target distributions. However, the source and target distributions have different dimensionality in our problem, and there are no clear definitions of the discrepancy between the distributions of different dimensionalities. In addition, the simple idea such as using the discrepancy between the embedded distributions does not properly evaluate the transferability of source label information. Instead, here we evaluate the Wasserstein distance of the true and estimated target distributions, which have the same dimensionality, and focus on the bound of the training of the model using estimated target distribution. Further detailed analysis to evaluate the source and target discrepancy for our problem is left for future work.

The last part, $2\text{err}_T(y, f_0) + kM\phi(\lambda)$, is determined by the predictability of the target distribution and the probabilistic transfer Lipschitzness of model $f_0$; hence, these terms are considered constants that depend on the problem. In conclusion, the upper bound becomes tight when the estimated and true target distributions are close and the model can accurately predict the transferred label.

5 Numerical Experiments

In this section, we present experimental results of domain adaptation problems for the observation of extra features using both synthetic and real data. Our code used in the following experiments is based on Python optimal transport (POT; Flamary et al., 2021), and is publicly available at https://github.com/t-aritake/DAEVS.

5.1 Experiments with Synthetic Data. In this section, we show experimental results obtained with synthetic data. In this experiment, unsupervised domain adaptation for a binary classification problem is considered. We assume the data set shown in Figure 2 as the true source and target data sets. Here, both the common and extra features are one-dimensional for the purpose of visualization, and the extra feature in the source domain and the labels in the target domain are not used for the classification. We set the number of samples to be $N_s = 1000$ and $N_t = 100$ for the source and target domains, respectively. The data set of each domain contains the same number of positive and negative samples.

We compared our proposed method with JDOT (Courty, Flamary, Habrard et al., 2017), which ignores the extra feature $x^e$. Also, JDOT in the ideal situation, where the extra feature is observed in both source and target domains, is used as a benchmark for the optimal performance. We assume that the class set $\mathcal{F}$ is the set of support vector machines (SVMs) with a gaussian kernel. We use the training loss of SVMs as $L$, which is a surrogate loss of 0-1 loss, and set the balancing parameter $\alpha$ of equation 3.5 to $\alpha = 1$. 
Figure 2: Example of the true data set used in the experiment. Triangles show positive samples, and crosses show negative samples. The center of each class is different in the source and target domains, and the shape of the distribution is slightly different. The $x_c$ of the source samples and the labels of the target samples are not accessible in the experiment.

Table 1: Accuracy with Synthetic Data.

|       | Proposed | JDOT (no extra) | CCA | DSFT | JDOT (ideal) |
|-------|----------|----------------|-----|------|--------------|
| Transfer | 94.0     | 79.7           | —   | —    | 95.3         |
|        | $(7.78 \times 10^{-2})$ | $(1.68 \times 10^{-2})$ | —   | —    | $(2.53 \times 10^{-2})$ |
| Model  | 95.5     | 80.3           | 52.6| 70.8 | 96.4         |
|        | $(6.80 \times 10^{-2})$ | $(2.51 \times 10^{-2})$ | $(8.81 \times 10^{-2})$ | $(3.09 \times 10^{-2})$ | $(2.29 \times 10^{-2})$ |

which was experimentally determined. The effect of the choice of the model set and balancing parameter $\alpha$ is further discussed in the appendix.

The classification accuracy for the proposed method, JDOT ignoring the extra feature, and optimal benchmark is shown in Table 1. We generated 10 different random data sets, where each data set is similar to the data set in Figure 2. Then we calculated the average prediction accuracy and its variance of the transferred label (transfer) and the estimated target label using the trained model $f$ (model). We evaluated these values because it is possible to build an accurate model from partly incorrectly transferred labels, or conversely, there is the possibility of building an inaccurate model from the correctly transferred labels. Also, Figure 3 shows the decision boundary of a trained model in the target domain obtained by the proposed method.

From Table 1, we can see that our proposed method consistently outperforms JDOT without an extra feature, and the model accuracy is higher
than the transfer accuracy in both methods. The reason that our proposed method outperforms JDOT is that the marginal distributions of $x_c$ and $x_e$ of the positive class and those of the negative class are highly overlapped, as can be seen in Figure 2. Therefore, it is difficult to build a model that accurately predicts the label only from the common features. However, by considering both the common feature and the extra feature for the OT, our proposed method accurately estimates the true target distribution. Furthermore, as shown in Figure 3, even when some of the labels are not correctly transferred, the trained model is able to estimate the true target labels accurately. Therefore, the test accuracy of the trained model outperforms the accuracy of the OT. Note, however, that this result depends on the complexity of the model, and we conjecture that the nonlinearity of the ground-truth decision boundary affects the possibility of domain adaptation for our problem. The effects of the choice of the model set $\mathcal{F}$ or the parameter $\alpha$ are discussed in the appendix. Here, we provide qualitative analysis for the successful domain adaptation for our problem.

More specifically, we conjecture that the linearity of the ground-truth decision boundary with respect to extra features $x_e$ is important for the successful domain adaptation when the distributions of different classes overlap in the space of the source common features. Our proposed method transfers source label information based on the distance between common features and the prediction error. Therefore, when the prediction model is sufficiently close to the true decision boundary, it is possible to estimate the target labels accurately. However, at the early steps of the proposed algorithm, the prediction model is not in general close to the true decision
boundary because only the distance between the common features is used as the cost for OT for initial label assignment. Figure 4a shows an example of a distribution where the distributions of different classes are overlapped in the common feature space. As we can see in Figure 4b, the labels of overlapped region assigned by initial OT are determined according the ratio of the class label for a given common features. The initial model obtained from such labels is not close to the true decision boundary as shown in Figure 4b. Therefore, the success of proposed method depends on whether the prediction model that is close to the true labeling function is obtained after several iterations of the proposed algorithm.

When the true labeling function \( F(x_c, x_e) = 0 \) is linear in terms of the extra feature \( x_e \), the prediction model close to \( F \) can be obtained after several iterations. For example, the decision function of Figure 4 is \( F(x_c, x_e) = \cos(x_e) - x_e = 0 \), which is linear in terms of \( x_e \). In this case, although the tentative model of early steps is not close to the true labeling function, the labels given a common feature close to the tentative decision boundary can be modified so that the samples in the target domain are divided into two clusters by considering the prediction error of the tentative model as the cost for OT. However, when \( F \) is a nonlinear function of \( x_e \), target samples given a common variable \( x_c \) cannot be linearly separable, as shown in Figure 5. In this case, the labels of the target samples cannot be correctly modified using the tentative models of early steps. The method would probably fail, because the complex structure of the target distribution cannot be captured by the prediction model.

Figure 4: (a) An example of overlapped target distribution and (b) the initial label distribution estimated by OT using only the distance between samples for the transportation costs.
5.2 Experiments with Real Data. In this section, we show experimental results obtained with real data. We turn to the gas sensor array drift data set used in Vergara et al. (2012). The original data are 16-channel time series obtained by measuring one of six gases at different concentration levels using an array of 16 gas sensors. The data set consists of 10 batches, where the samples in each batch are obtained for a different month and are affected by different levels of sensor drift; hence, each batch can be used as a data set of different domains. We used the first four batches and considered a domain adaptation problem between these batches. Also, we consider the binary classification problem to classify only two types of gases, ethanol and ethylene, out of the six types of gases. We used the six transient features extracted from each sensor for classification. We selected 8 out of 16 sensors, and transient features extracted from the selected sensors are used as common features, while the features extracted from the rest of the sensors are used as extra features. Here, the sensors used to extract common features are selected so that the extra features make the classification better. Although, in practice, it is possible that the extra features do not contribute to the accuracy of the classification, here, we considered the reasonable scenario that informative features for the classification are observed as extra features in the target domain.

Table 2 shows the prediction accuracy in the target domain for each domain adaptation problem. The row of domains $A \rightarrow B$ shows the experimental results where batches $A$ and $B$ are used as the source and target domains, respectively. The Baseline column shows the prediction accuracy on the test data without domain adaptation. Namely, the baseline model is learned using only common features given in the source domain. Similarly,
Table 2: Accuracy for Real Data.

| Domains | Baseline | JDOT (no extra) | CCA   | DSFT   | Proposed | JDOT (ideal) |
|---------|----------|-----------------|-------|--------|----------|--------------|
| 1→2     | 83.33    | 77.71           | 66.87 | 42.97  | 78.31    | 83.73        |
| 1→3     | 52.28    | 93.45           | 43.27 | 57.78  | **96.02**| 94.15        |
| 1→4     | 64.49    | 60.75           | 58.88 | **94.39**| 87.85    | 85.98        |
| 2→1     | 52.13    | 79.26           | 56.91 | 62.77  | **84.04**| 85.64        |
| 2→3     | 56.84    | 89.36           | 25.03 | 84.56  | **89.47**| 90.99        |
| 2→4     | 63.55    | 69.16           | 51.40 | 41.12  | **71.96**| 74.77        |
| 3→1     | 51.06    | 92.02           | 92.55 | 66.49  | **94.15**| 95.74        |
| 3→2     | 68.67    | 81.92           | 67.67 | 86.94  | **88.76**| 88.55        |
| 3→4     | 94.39    | 77.57           | **96.26**| 40.19  | 81.31    | 80.37        |
| 4→1     | 50.00    | 52.66           | 48.93 | 51.60  | **53.72**| 80.85        |
| 4→2     | 42.97    | 71.08           | 32.93 | 32.93  | **74.30**| 73.89        |
| 4→3     | **92.98**| 82.81           | 57.31 | 42.69  | 82.57    | 82.57        |

Note: The numbers in bold show the highest accuracy among the baseline, conventional domain adaptation methods, and proposed method in each row.

the model accuracies of JDOT and the proposed method are shown in the table. As we can see from the table, some domains do not require domain adaptation, and the baseline model outperforms JDOT and the proposed method. However, for other domains, the prediction accuracy is largely improved by considering domain adaptation by OT. In addition, the estimation accuracy of the proposed method exceeds that of JDOT in most domains using the informative extra features. Other results with real data are presented in the appendix.

6 Conclusion

In this letter, we considered the domain adaptation problem in which common features are observed in both the source and target domains and extra features are observed only in the target domain. We proposed an unsupervised domain adaptation method for this extended feature space based on OT. We showed that the OT of the proposed method is equivalent to the two-way OT between the domains under the assumption that the conditional distribution of extra features given common features and labels is identical before and after OT. Also, we derived a learning bound of the model in the target domain on the basis of the Rademacher complexity and the Wasserstein distance between the estimated and true target distributions. The experimental results demonstrate the ability to estimate a distribution close to the true target distribution by the proposed method with the accurate estimation of the target labels using the trained model.

The accurate estimation of the true target distribution is not always possible, and the conditions for the success of the estimation by the proposed method are not yet fully understood. The analysis of such conditions is
important future work. Furthermore, the case where some of the features in the source domain become unobservable (because of, e.g., mechanical breakdown of sensors) should also be discussed as a future extension of the proposed method.

Appendix A: Proof of Theorem 1

We recall the definitions of the distributions and the losses used in this proof. Let $\mathcal{P}_T$ be the true target distribution and $\hat{\mathcal{P}}_T$ be the distribution that estimates $\mathcal{P}_T$. Then the expected losses for a model $f \in \mathcal{F}$ with respect to $\mathcal{P}_T$ and $\hat{\mathcal{P}}_T$ are defined as

$$
err_T(y, f) = \mathbb{E}_{(x^c, x^e, y) \sim \mathcal{P}_T} \mathcal{L}(y, f(x^c, x^e)),
$$

$$
err_{\hat{T}}(y, f) = \mathbb{E}_{(x^c, x^e, y) \sim \hat{\mathcal{P}}_T} \mathcal{L}(y, f(x^c, x^e)),
$$

respectively, where $\mathcal{L}$ is a classification loss function. Then the empirical loss for a model $f$ with respect to $\hat{\mathcal{P}}_T$ is defined as

$$
\hat{\text{err}}_{\hat{T}}(y, f) = \frac{1}{m} \sum_{i=1}^{m} \mathcal{L}(y_i, f(x^c_i, x^e_i)).
$$

Then let $f_0$ and $\hat{f}_s$ be the models that minimize the expected loss $err_T(y, f)$ and the empirical loss $\hat{\text{err}}_{\hat{T}}(y, f)$:

$$
f_0 = \inf_{f \in \mathcal{F}} err_T(y, f),
$$

$$
\hat{f}_s = \min_{f \in \mathcal{F}} \hat{\text{err}}_{\hat{T}}(y, f).
$$

Here, the model $f_0$ is the ideal model that minimizes the true target loss and $\hat{f}_s$ is the model that is obtained from the samples that follow estimated target distribution.

First, we consider the difference of the expected loss $err_T(y, \hat{f}_s) - err_T(y, f_0)$. Since the model $f_0$ minimizes the expected loss in the target domain $err_T(y, f)$, this difference evaluates the deviation of the model $\hat{f}_s$ from the ideal model $f_0$. For this difference, the following inequality holds:

$$
err_T(y, \hat{f}_s) - err_T(y, f_0) \leq err_T(\hat{f}_s, f_0)
$$

$$
= err_{\hat{T}}(\hat{f}_s, f_0)
$$

$$
\leq err_{\hat{T}}(y, \hat{f}_s) + err_{\hat{T}}(y, f_0).
$$

The first and the last line follow from the definition of the expected loss and the assumption that the loss function $\mathcal{L}$ is symmetric and satisfies the
triangular inequality. The second line also follows from the definition of err:\[
\text{err}_T(\hat{f}_s, f_0) = \mathbb{E}_{(x^c, x^e, y) \sim \mathcal{P}_T}[\mathcal{L}(\hat{f}_s(x^c, x^e), f(x^c, x^e))].
\]

It is obvious from the above equation that the distribution of $y$ does not affect the err$_T(\hat{f}_s, f_0)$; hence, any distribution that has the same marginal distribution of $(x^c, x^e)$ as $\mathcal{P}_T$ can be used in place of $\mathcal{P}_T$ to calculate err$_T(\hat{f}_s, f_0)$.

Then we consider the upper bound of the two terms on the right-hand side of equation A.1.

First, we consider the upper bound of the first term of the right-hand side of equation A.1. Here, we use the following uniform law of large numbers (Vapnik, 1998).

**Theorem 2** (Uniform law of large numbers). Suppose $\mathcal{G} \subset \{g : \mathcal{Z} \to [b_l, b_h]\}$. Let $Z_1, \ldots, Z_n$ be independent and identically distributed (i.i.d.) random features of the distribution $D$, where the random feature $Z$ also follows $D$. Then for all $\delta \in (0, 1)$, with probability at least $1 - \delta$,

$$
\sup_{g \in \mathcal{G}} \left( \mathbb{E}[g(Z)] - \frac{1}{n} \sum_{i=1}^{n} g(Z_i) \right) \leq 2\mathcal{R}_n(\mathcal{G}) + (b_h - b_l)\sqrt{\frac{\ln(1/\delta)}{2n}}, \quad (A.2)
$$

where $\mathcal{R}_n(\mathcal{G})$ is the empirical Rademacher complexity calculated from $n$ samples.

We can apply this theorem with $\mathcal{G} = \mathcal{L} \circ \mathcal{F} \equiv \{\mathcal{L} \circ f \mid f \in \mathcal{F}\}$, $Z = (X^c, X^e, Y)$, and $Z_i = (X^c_i, X^e_i, Y_i) \ (i = 1, 2, \ldots, N_t)$ and $D = \mathcal{P}_T$. Here, we define $g(Z) = \mathcal{L} \circ f(Z) \equiv \mathcal{L}(Y, f(X^c, X^e))$ for $f \in \mathcal{F}$. In addition, recall the assumption that $\mathcal{F} = \{f \in \mathcal{H} \mid \|f\|_{\mathcal{H}} \leq a\}$ where $\mathcal{H}$ is a reproducing kernel Hilbert space whose kernel $K$ is a bounded kernel with $\sup_x K(x, x) = \Lambda^2 < \infty$. Then,

$$
\mathbb{E}_{(X^c, X^e, Y) \sim \mathcal{P}_T}[g(Z)] = \mathbb{E}_{(X^c, X^e, Y) \sim \mathcal{P}_T}[\mathcal{L}(Y, f(X^c, X^e))] = \text{err}_T(y, f), \quad (A.3)
$$

$$
\frac{1}{N_t} \sum_{i=1}^{N_t} g(Z_i) = \frac{1}{N_t} \mathcal{L}(Y_i, f(X^c_i, X^e_i)) = \tilde{\text{err}}_T(y, f). \quad (A.4)
$$

In addition, from the triangle inequality of $\mathcal{L}$ and the assumption $L_0 = \sup_{y \in \mathcal{C}} \mathcal{L}(0, y) < \infty$, the following inequality holds:

$$
0 \leq g(Z) = \mathcal{L}(Y, f(X^c, X^e)) = \mathcal{L}(Y, 0) + \mathcal{L}(Y, f(X^c, X^e)) - \mathcal{L}(Y, 0) \leq L_0 + k|f(X^c, X^e) - 0| \leq L_0 + ka\Lambda. \quad (A.5)
$$
The last inequality follows from the following inequality,

\[
\sup_{x=(x', x') \in \Omega_i} |f(x)| = \sup_{x \in \Omega_i} |\langle f, K(\cdot, x) \rangle_H| \\
\leq \sup_{x \in \Omega_i} \|f\|_H \|K(\cdot, x)\|_H \\
= \|f\|_H \sqrt{K(x, x)} \leq a \Lambda,
\]

where the second line comes from Cauchy-Schwarz inequality and the last inequality is obtained by the assumption \(\sup_{x \in \Omega_i} K(x, x) \leq \Lambda^2\). By substituting equations A.3, A.4, and A.5 into equation A.2, we get

\[
\text{err}_T \leq \hat{\text{err}}_T + 2R_{N_t}(\mathcal{L} \circ \mathcal{F}) + (L_0 + ka\Lambda)\sqrt{\frac{\ln(1/\delta)}{2n}}. \quad (A.6)
\]

Then we can use Talagrand’s contraction lemma (Ledoux & Talagrand, 2013) to derive an upper bound of \(R_{N_t}(\mathcal{L} \circ \mathcal{F})\).

**Lemma 1** (Talagrand’s contraction principle). Let \( \mathcal{G} \) be a set of functions and suppose \( \tau : \mathbb{R} \to \mathbb{R} \) is \( k \)-Lipschitz continuous function. Then for any \( Z_1, Z_2, \ldots, Z_n \),

\[
\mathcal{R}_n(\tau \circ \mathcal{G}) \leq k \mathcal{R}_n(\mathcal{G}). \quad (A.7)
\]

Furthermore, when we use \( \mathcal{F} = \{ f \in \mathcal{H} \mid \|f\|_H \leq a \} \), we can derive an upper bound of \( \mathcal{R}_{N_t}(\mathcal{F}) \) using \( N_t \) samples as follows. Let \( \sigma = (\sigma_1, \ldots, \sigma_{N_t}) \) where \( \sigma_i \) (\( i = 1, 2, \ldots, N_t \)) are i.i.d. and each \( \sigma_i \) follows the distribution \( P(\sigma_i = +1) = P(\sigma_i = -1) = 1/2 \). Then for any fixed \( x_1, x_2, \ldots, x_{N_t} \),

\[
\mathcal{R}_{N_t}(\mathcal{F}) = \mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}} \frac{1}{N_t} \sum_{i=1}^{N_t} \sigma_i f(X_i) \right] = \frac{1}{N_t} \mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^{n} \sigma_i (f(\cdot), X_i) \right] \\
= \frac{1}{N_t} \mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}} \left( f, \sum_{i=1}^{N_t} \sigma_i K(\cdot, X_i) \right) \right] \\
= \frac{1}{N_t} \mathbb{E}_\sigma \left[ \left\langle a \sum_{i=1}^{N_t} \sigma_i K(\cdot, X_i), \sum_{i=1}^{N_t} \sigma_i K(\cdot, X_i) \right\rangle \right] \quad (A.8)
\]

\[
= \frac{a}{N_t} \mathbb{E}_\sigma \left[ \left\| \sum_{i=1}^{N_t} \sigma_i K(\cdot, X_i) \right\|^2 \right] = \frac{a}{N_t} \mathbb{E}_\sigma \left[ \left\{ \sum_{i=1}^{N_t} \sigma_i K(\cdot, X_i) \right\}^2 \right]
\]
\[ \frac{a}{N_t} \left\| \sum_{i=1}^{N_t} \sigma_i K(\cdot, X_i) \right\|^2 \leq \frac{a}{N_t} \sum_{i=1}^{N_t} \|K(\cdot, X_i)\|^2 \]  
(A.9)

\[ \frac{a}{N_t} \sum_{i=1}^{N_t} K(X_i, X_i) \leq \frac{a}{N_t} \sqrt{N_t \Lambda^2} \]  
(A.10)

\[ \frac{a \Lambda}{\sqrt{N_t}} \]  
(A.11)

Equation A.8 follows from the equality condition of Cauchy-Schwartz inequality, and Jensen’s inequality is used to derive equation A.9. Equation A.10 follows from \( \sigma_i \in \{-1, 1\} \) and the independence of \( \sigma_i \) (\( i = 1, \ldots, N_t \)).

In conclusion, recall the assumption that \( L \) is a \( k \)-Lipchitz function as \( |L(y_1, y_2) - L(y_1, y_3)| \leq k|y_2 - y_3| \) and applying equations A.7 and A.11 to equation A.6 yields, for all \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \),

\[ \text{err}^{\hat{T}}(y, \hat{f}_s) \leq \hat{\text{err}}^{\hat{T}}(y, \hat{f}_s) + \frac{2ka\Lambda}{\sqrt{N_t}} + (L_0 + ka\Lambda) \sqrt{\frac{\ln(1/\delta)}{2N_t}}. \]  
(A.12)

Next, we consider an upper bound of the second term, \( \text{err}^{\hat{T}}(y, f_0) \), in equation A.1. Recall that the model \( f_0 \) minimizes the true target error, namely, \( f_0 = \arg\min_{f \in \mathcal{F}} \text{err}^{T}(y, f) \). Here, we consider the absolute difference between \( \text{err}^{\hat{T}}(y, f_0) \) and \( \text{err}^{T}(y, f_0) \). Intuitively, when the estimated and true target distributions \( \mathcal{P}_T \) and \( \mathcal{P}_{\hat{T}} \) are sufficiently close, the difference between these errors becomes small; hence, this difference will be upper-bounded. Here, we consider the upper bound of \( |\text{err}^{\hat{T}}(y, f_0) - \text{err}^{T}(y, f_0)| \) with reference to the proof in Courty, Flamary, Habrard et al. (2017) as follows:

\[ |\text{err}^{\hat{T}}(y, f_0) - \text{err}^{T}(y, f_0)| \]

\[ = \left| \int_{\Omega_t \times \mathcal{C}} L(y, f_0(x^c, x^f)) d(\mathcal{P}_{\hat{T}} - \mathcal{P}_T) \right| \]

\[ \leq \left| \int_{(\Omega_t \times \mathcal{C})^2} L(\hat{y}_t, f_0(\hat{x}^c_t, \hat{x}^f_t)) - L(y_t, f_0(x^c_t, x^f_t)) d\gamma^*((\hat{x}^c_t, \hat{x}^f_t), (x^c_t, x^f_t), (y_t)) \right| \]  
(A.13)
\[
\begin{align*}
&\leq \int_{(\Omega \times \mathcal{C})^2} |\mathcal{L}(\hat{y}_t, f_0(\hat{x}_i, \hat{x}_i')) - \mathcal{L}(y_t, f_0(x_i, x_i'))|d\gamma^*((\hat{x}_i, \hat{x}_i', \hat{y}_t), (x_i, x_i', y_t)) \\
&= \int_{(\Omega \times \mathcal{C})^2} |\mathcal{L}(\hat{y}_t, f_0(\hat{x}_i, \hat{x}_i')) - \mathcal{L}(\hat{y}_t, f_0(x_i, x_i')) + \mathcal{L}(\hat{y}_t, f_0(x_i, x_i')) - \mathcal{L}(y_t, f_0(x_i, x_i'))|d\gamma^*((\hat{x}_i, \hat{x}_i', \hat{y}_t), (x_i, x_i', y_t)) \\
&\leq \int_{(\Omega \times \mathcal{C})^2} |\mathcal{L}(\hat{y}_t, f_0(\hat{x}_i, \hat{x}_i')) - \mathcal{L}(\hat{y}_t, f_0(x_i, x_i'))| + |\mathcal{L}(\hat{y}_t, f_0(x_i, x_i')) - \mathcal{L}(y_t, f_0(x_i, x_i'))| \\
&\leq \int_{(\Omega \times \mathcal{C})^2} k|f_0(\hat{x}_i, \hat{x}_i') - f_0(x_i, x_i')| + \mathcal{L}(\hat{y}_t, y_t)d\gamma^*((\hat{x}_i, \hat{x}_i', \hat{y}_t), (x_i, x_i', y_t)) \\
&\leq \int_{(\Omega \times \mathcal{C})^2} k\lambda d((\hat{x}_i, \hat{x}_i'), (x_i, x_i')) + \mathcal{L}(\hat{y}_t, y_t)d\gamma^*((\hat{x}_i, \hat{x}_i', \hat{y}_t), (x_i, x_i', y_t)) + kM\phi(\lambda) \\
&= \int_{(\Omega \times \mathcal{C})^2} d((\hat{x}_i, \hat{x}_i'), (x_i, x_i')) + \mathcal{L}(\hat{y}_t, y_t)d\gamma^*((\hat{x}_i, \hat{x}_i', \hat{y}_t), (x_i, x_i', y_t)) + kM\phi(\lambda) \\
&= W(\mathcal{P}_T, \mathcal{P}_T) + kM\phi(\lambda),
\end{align*}
\]

where \(\alpha = k\lambda\). Line A.13 is a consequence of the duality form of the Kantrovich-Rubinstein theorem. A.14 line follows from the assumption that \(\mathcal{L}\) satisfies the triangular inequality. A.15 line comes from the \(k\)-Lipschitzness of the loss function \(\mathcal{L}(\cdot, y)\). Finally, A.16 line follows from the probabilistic transfer Lipschitzness of \(f_0\) and \(\gamma^*\). More specifically, with probability at least \(1 - \phi(\lambda)\), model \(f_0\) verifies the \(\lambda\)-Lipschitzness with distance function \(d\); then

\[
|f_0(\hat{x}_i, \hat{x}_i') - f_0(x_i, x_i')| \leq \lambda d((\hat{x}_i, \hat{x}_i'), (x_i, x_i')).
\]

On the other hand, with probability at most \(\phi(\lambda)\),

\[
|f_0(\hat{x}_i, \hat{x}_i') - f_0(x_i, x_i')| > \lambda d((\hat{x}_i, \hat{x}_i'), (x_i, x_i')).
\]

However, in this case, for all \(\hat{x}_i, \hat{x}_i', x_i\), and \(x_i'\),

\[
|f_0(\hat{x}_i, \hat{x}_i') - f_0(x_i, x_i')| \leq M
\]

holds from the assumption. Line A.16 is derived using these inequalities.
From equation A.17,

$$\text{err}_T(y, f_0) \leq \text{err}_T(y, f_0) + W(P_T, P_T) + kM\phi(\lambda) \quad (A.18)$$

holds. Substituting equations A.12 and A.18 into equation A.1 yields theorem 1.

Appendix B: The Effect of the Choice of Parameter and Model Set

B.1 The Effect of the Balancing Parameter. We determined the value of the balancing parameter as $\alpha = 1.0$ by preliminary experiments in the main text. The value of $\alpha$ affects the optimal solution of the problem, equation 3.3, and also the training process of the model $f$ in equation 3.6. In this section, we experimentally assess the effect of the value of the balancing parameter $\alpha$ in the transportation cost:

$$E_\alpha(x_s, y_s; x_i, y_t) \equiv \alpha d(x_s, x_i) + L(y_s, y_t). \quad (B.1)$$

The data set used in this experiment is the same as in Figure 2. Note that the extra feature of the source samples and the label of the target samples are not available in the experiment as stated in the main text. Figure 6 shows the experimental results for $\alpha = 100, 10, 1.0, 0.1, 0.01$ with the same data set. As we can see from the figure, the value of $\alpha$ does not have a large impact; however, for too small $\alpha$, the error between the transferred labels and the pseudo-labels becomes dominant; hence, the source samples are transferred so that they are fitted to the temporal model. The results suggest that when the value of $\alpha$ is too small, both the training of a model and the OT tend to be stuck in the local minima. To develop a method to determine an appropriate value for $\alpha$ is left for our future work.

B.2 The Effect of the Choice of a Model Set. In the experiment, we used a set of support vector machines as a model set $\mathcal{F}$. Here, we show experimental results where the model set is a set of four-layer neural networks where the numbers of the hidden neurons are 512 and 64. We used the same data set as in the previous subsection for the experiment; then Figure 7 shows the decision boundary of the trained model for the first 20 iterations. As we can see from the figure, the transferred labels do not estimate the true labels accurately, and the trained model is fitted to the inaccurate target labels. In our proposed method, the cost of the OT in the first iteration considers only the distance between the common features of the source and target domains; therefore, the transferred labels are inaccurate in the first iteration. Once the model is fitted to the inaccurate labels, subsequent estimation of the target labels by OT also becomes inaccurate because the pseudo-labels produced by the fitted model are used to calculate
Figure 6: Obtained decision boundary for various $\alpha$. The solid line shows the decision boundary $f(x^c, x^e) = 0$, and the dashed lines show the margins where $f(x^c, x^e) = \pm 1$, respectively.

Figure 7: Decision boundary of the trained three-layer neural network for each iteration. The model estimates the positive probability of instances, and $f(x^c, x^e) = 0.5$ is shown by the solid line, and the curves of $f(x^c, x^e) = 0.05, 0.95$ are shown by dashed and dotted lines, respectively.
the transportation cost. In general, complex models can be fitted to the initial inaccurate labels; hence, the prediction of the target labels by the complex model becomes less accurate. To use the proposed method with highly flexible models, the complexity should be controlled by appropriate regularization or by the early stopping of the learning process.

Appendix C: Additional Experiments

C.1 Additional Experiments with Gas Sensor Array Data. In this section, we show the experimental results obtained with the gas sensor array data set. Only the first four batches are used for the experiment in the main text. Here we show the model accuracy in the test domain for all pairs of domains. We consider the binary classification problem to classify ethanol and ethylene in the same manner as the experiments in the main text. We choose 8 out of 16 sensors and calculate the accuracy of the trained model in the target domain.

Our proposed method implicitly assumes that the class balance is consistent across the source and target domains. Although this assumption does not hold for real data and the balance of the class differs for each domain, we applied our proposed method to real data without modifying the class balance.

Table 3 shows the experimental results with all pairs of domains. As we can see from the table, domain adaptation is not required between some domains, and the proposed method does not necessarily work well for all domains. In particular, for the latter half of domains (domains 6, 7, 8, 9, and 10), baseline accuracy tends to outperform domain adaptation methods. Since the domains are arranged in chronological order, this implies that the appropriate sensors that can be used for the common feature for the domain adaptation change in time. When the appropriate sensors for the common features are changed, the estimation of the target distribution by OT using the predefined sensors becomes difficult. Therefore, the baseline model outperforms both JDOT and the proposed method in such cases.

C.2 Experiments with Activity Recognition Data. In this section, we present the experimental results obtained with other real data. We used the REALDISP activity recognition data set (Baños et al., 2012; Baños, Tóth, Damas, Pomares, & Rojas, 2014). This is an open-access benchmark data set for activity recognition systems that measures the 33 types of activities by 17 subjects by a set of motion capture sensors. The original data in the REALDISP data set are time series obtained by nine sensor units recorded at 50 Hz. Each sensor unit records tridirectional acceleration, gyroscope, magnetic field measurements, and orientation estimated in quaternion format, and 13 values are observed for each sensor unit at each measurement; therefore, 117 values are obtained at each measurement in total. A notable feature of the REALDISP data set is that the effect of the sensor
### Table 3: Accuracy of Target Model with Gas Sensor Array Data Set.

| Source Domain | Target Domain | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|---------------|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1             |               | 83.13 | 52.51 | 64.49 | 38.24 | 61.40 | 46.07 | 50.00 | 52.59 | 77.92 |
| 2             |               | 77.71 | 93.45 | 60.75 | 97.06 | 88.71 | 89.86 | 1.66 | 86.21 | 95.00 |
| 3             |               | 66.67 | 54.15 | 43.93 | 69.11 | 52.48 | 45.16 | 50.00 | 51.83 | 50.00 |
| 4             |               | 42.97 | 57.78 | 94.39 | 100.0 | 50.09 | 49.50 | 50.00 | 55.00 | 50.00 |
| 5             |               | 78.31 | 96.02 | 87.65 | 100.0 | 90.44 | 90.19 | 10.00 | 86.21 | 92.42 |
| 6             |               | 52.13 | 57.31 | 63.55 | 60.29 | 52.76 | 50.50 | 50.00 | 47.41 | 47.42 |
| 7             |               | 79.26 | 89.36 | 69.16 | 86.76 | 76.19 | 75.44 | 11.67 | 56.90 | 81.08 |
| 8             |               | 48.94 | 42.81 | 40.19 | 92.65 | 51.01 | 42.56 | 50.00 | 47.41 | 50.00 |
| 9             |               | 62.77 | 84.56 | 41.12 | 58.82 | 52.76 | 50.50 | 50.00 | 47.41 | 50.00 |
| 10            |               | 84.04 | 89.47 | 71.96 | 92.65 | 76.47 | 75.95 | 11.67 | 43.97 | 79.42 |

Note: Each line of cells shows baseline accuracy, accuracy by JDOT without extra features, CCA-based heterogeneous domain adaptation, and domain-specific feature transfer, and the proposed method.
Table 4: Experimental Results with REALDISP Data Set.

| Domains | Baseline | JDOT (no extra) | CCA | DSFT | Proposed | JDOT (ideal) |
|---------|----------|----------------|-----|------|----------|--------------|
| 1       | 57.89    | 5.263          | 73.68 | 44.74 | 5.263    | 63.16        |
| 2       | 69.23    | 61.54          | 61.54 | 46.15 | 61.54    | 87.18        |
| 3       | 48.72    | 84.62          | 41.03 | 48.72 | 89.74    | 17.95        |
| 4       | 86.84    | 86.84          | 50.00 | 47.37 | 86.84    | 97.37        |
| 5       | 86.84    | 92.11          | 76.32 | 42.11 | 86.84    | 18.42        |
| 6       | 88.57    | 88.57          | 62.86 | 48.57 | 89.74    | 100.0        |
| 7       | 58.33    | 97.22          | 10.00 | 47.22 | 97.22    | 97.22        |
| 8       | 47.37    | 44.74          | 81.58 | 47.37 | 97.22    | 97.37        |
| 9       | 97.22    | 75.00          | 36.11 | 47.22 | 2.778    | 97.22        |
| 10      | 93.33    | 51.11          | 51.11 | 48.89 | 95.56    | 95.56        |
| 11      | 48.89    | 73.33          | 48.89 | 48.89 | 91.11    | 91.11        |
| 12      | 72.41    | 75.86          | 51.72 | 72.41 | 75.86    | 75.86        |
| 13      | 86.96    | 82.61          | 69.57 | 65.22 | 82.61    | 82.61        |
| 14      | 93.18    | 97.73          | 59.09 | 50.00 | 97.73    | 97.73        |
| 15      | 95.12    | 90.24          | 43.90 | 48.78 | 85.37    | 85.37        |

misplacement is considered. In this experiment, we use the data of ideal and self scenarios. In the ideal scenario, data are obtained by the ideally placed sensors, and in the self scenario, data are observed by the sensors placed by subjects themselves, which may be incorrectly placed.

We consider the domain adaptation problem where the source samples are the data of the ideal scenario and the target samples are the data of the self scenario. Here, we assume that the shift between the source and target domains is caused by the sensor misplacement. We use class L11: Waist bends forward and class L13: Waist bends (reach foot with opposite hand) for the classification and consider the binary classification problem. Among the obtained sensor values, only the tridirectional accelerations of nine sensors are used. Furthermore, values of five out of nine sensors are used to extract common features, and the features extracted from the rest of the sensors are used as the extra features. To extract features from a time series, a sliding window of 6 s with 2 s overlap is used, and we extracted the mean, standard deviation, and maximum, minimum, and mean crossing rate from each window. Note that if no activity label is assigned in the window, the window is not used as training or test data. Since no activity data are available for the self scenario of subjects 6 and 13, the self data of the rest of the 15 subjects are used as the target data.

We used data of ideal scenarios of all of the subjects as source samples and the data of self scenario of each subject as target samples. Therefore, we consider the domain adaptation problem from 1 source domain to the 15 target domains. Table 4 shows the accuracy in the target domain for each domain adaptation problem. As we can see from the table, the accuracy of
the prediction is improved by OT using extra features. We also can see the effect of negative transfer for some target domains.

We conjecture that the success of the proposed method depends on the selection of the sensors to calculate the extra features. When the misplaced sensors are selected to calculate the extra features, the distributions of $x'$ differ in the source and target domains. In this case, the joint distribution of $(x', y)$ is matched by the OT using the pseudo-labels, the distribution of $x'$ is changed due to the sensor misplacement, and the assumption, equation 4.3, does not hold. Therefore, in this case, the accuracy in the target domain can deteriorate. In addition, the sensors that generate extra features are not necessarily informative for classification in general. Therefore, the accuracy of the proposed method may not improve or even decrease by considering such extra features.
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