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Abstract

Online selection of optimal waveforms for target tracking with active sensors has long been a problem of interest. Many conventional solutions utilize an estimation-theoretic interpretation, in which a waveform-specific Cramér-Rao lower bound on measurement error is used to select the optimal waveform for each tracking step. However, this approach is only valid in the high SNR regime, and requires a rather restrictive set of assumptions regarding the target motion and measurement models. Further, due to computational concerns, many traditional approaches are limited to near-term, or myopic, optimization, even though radar scenes exhibit strong temporal correlation. More recently, reinforcement learning has been proposed for waveform selection, in which the problem is framed as a Markov decision process (MDP), allowing for long-term planning. However, a major limitation of reinforcement learning is that the memory length of the underlying Markov process is often unknown for realistic target and channel dynamics, and a more general framework is desirable. This work develops a universal sequential waveform selection scheme which asymptotically achieves Bellman optimality in any radar scene which can be modeled as a $U^{th}$ order Markov process for a finite, but unknown, integer $U$. Our approach is based on well-established tools from the field of universal source coding, where a stationary source is parsed into variable length phrases in order to build a context-tree, which is used as a probabilistic model for the scene’s behavior. We show that an algorithm based on a multi-alphabet version of the Context-Tree Weighting (CTW) method can be used to optimally solve a broad class of waveform-agile tracking problems while making minimal assumptions about the environment’s behavior.
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I. INTRODUCTION AND PRIOR WORK

A. Waveform-Agile Tracking

In active tracking systems, such as radar and sonar, the choice of transmitted waveform plays a significant role in determining both the nature and quality of target information obtained at the receiver [2]. The essential properties of a waveform are identified through the Woodward ambiguity function (AF), which specifies the matched-filter response to the given waveform over a two-dimensional space of delay and Doppler values [3, Ch. 3]. There is unfortunately no general procedure for synthesizing a signal directly from the AF. Traditionally, appropriate waveforms have been selected by human experts such that the expected matched-filter response is appropriate for a specific application [4]. However, when a target is being tracked in a dynamic environment, the system’s need for a particular type of measurement, such as in the range or Doppler dimension, will vary depending on instantaneous uncertainty. For example, the tracker’s need may depend on the channel’s state, the target’s state, and the sequence of previously recorded measurements. In many dynamic scenarios, it is difficult to predict the resolution requirements of a tracking system a priori, and on-the-fly waveform selection schemes are necessary.

Appreciable performance benefits have been demonstrated when the AF of the transmitted waveform is dynamically tailored to the state of the sensing environment [5 and references therein]. It is also worth noting parallels between waveform-agile radar tracking and the echolocation strategy employed by
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bats, which use a variety of frequency modulated and constant frequency pulses when hunting a target, instead of simply using a waveform with a large time-bandwidth product, as one might expect [6].

Recognizing the need for dynamically tailored waveforms, two intimately related questions arise:

1) “Which waveform is optimal for a particular sensing environment?”
   (Waveform design, studied in [7]–[15] et al.)

2) “How should a real-time system select appropriate waveforms using sequential observations?”
   (Waveform selection, studied in [16]–[21] et al.)

In this paper, we focus on the latter question, while touching on notions of waveform optimality from the former. In particular, we pose the waveform selection problem as a Markov decision problem (MDP) of finite, but unknown order. This formulation is very general, and few assumptions about the statistical behavior of the underlying radar scene are made. To find an optimal transmission policy, we develop a novel reinforcement learning algorithm based on the Context-Tree Weighting (CTW) approach to universal data compression, which is well-known to provide both strong theoretical guarantees and practical performance in both source coding and sequential prediction problems [22]–[24]. We show that this algorithm converges to a Bellman-optimal policy asymptotically for a very broad class of scenes while making few assumptions about the statistical behavior of the scene itself. We also demonstrate that an implementation of this approach results in performance improvements over traditional adaptive waveform selection strategies, and results in favorable finite-time behavior compared with the Lempel-Ziv inspired universal reinforcement learning scheme proposed in [25]. To the best of our knowledge, this is a new intersection between radar waveform selection and universal data compression, which presents opportunities for future work.

B. Information-Theoretic Interpretation of Radar Signal Design and Selection

A natural perspective from which to analyze radar signals is that of information theory, an approach first taken by Woodward and Davies in the 1950s [2], [26]. Although radar is fundamentally a measurement system, rather than one of communication, it is intuitive to frame the problem of transmission and reception in radar systems from the perspective of rate distortion theory, as the goal is to represent an unknown target process as efficiently as possible.

The information theoretic view of waveform design can be briefly summarized as follows. Consider a random vector of target parameters, Z, a known transmitted waveform X, and a random received signal Y. The waveform design problem consists of selecting X such that the mutual information \( I(Y; Z|X) \) is maximized. This Shannon-theoretic interpretation is adopted by Bell in his seminal work, which treats the two-way propagation of a radar transmission as an extension of the conventional communication channel [7], [8]. The power spectrum of the transmitted waveform is then matched to the target channel’s impulse response using a “water-filling” strategy, to ensure that mutual information between the target and received signal is maximized.

From a mathematical standpoint, the benefits of adaptive waveform selection are of little surprise, given well-established results in communication theory which document that an information source and channel must be in some sense probabilistically matched to achieve optimal transmission [27], [28]. While Bell’s work provides very general bounds on the estimation capabilities associated with specific waveform-filter pairs, it tells us little as to how these bounds can be achieved in a practical system, where the target and channel statistics are unknown \( a \) priori and the radar has the ability to adapt based on limited feedback.

\(^1\) Bellman-optimal policies are not guaranteed to be unique
As a result, a large number of contributions have favored a statistical signal processing interpretation, selecting waveforms based on the criteria of expected Fisher information.

C. Statistical Signal Processing Interpretation of Radar Signal Design and Selection

In the signal processing literature, estimation-theoretic approaches for waveform selection based on the principle of Fisher information have been widely considered [9], [10], [16], [17]. Under this framework, a waveform-specific Cramér-Rao lower bound (CRLB) on target measurement errors can be obtained from the curvature of the ambiguity function at the origin of delay-Doppler space [29], providing a strong theoretical basis for discrimination between waveforms. Unfortunately, the CRLB is only achieved at high SNR values, which are rarely encountered in practical radar scenarios [5].

Additionally, CRLB-based approaches do not consider AF sidelobes, which may have a substantial impact on measurement quality, especially when perfect target detection cannot be assured. In the case of imperfect detection, the tracking error may be most efficiently reduced by taking measures to ensure reliable detections. For example, in [11] a two-stage procedure is used to gather information about the environment’s clutter statistics and then perform online waveform design accordingly. However, only detection performance is considered and the procedure does not consider Doppler processing. The work in [18] demonstrates improved tracking performance when the covariance matrix of the measurement error is calculated based on the AF resolution cells, which are regions of the delay-Doppler response which tightly enclose the AF shape of the transmitted waveform. This technique is suitable for low-SNR scenarios, since AF sidelobes are included in each cell. However, such a sampling grid can be difficult to establish for many waveforms of practical interest, and the waveform-dependent measurement noise covariance matrix must be computable in closed form.

D. Machine Learning Approaches to Waveform Selection

A significant limitation of previous analytic solutions is that due to computational constraints, the tracker is usually limited to one-step ahead, or myopic, optimization. However, the sensing environment for tracking radar usually has extended temporal correlations. This is especially relevant when the radar is interference or clutter-limited [30]–[32]. Thus, planning future waveforms based on the scene’s transition behavior becomes an important consideration [33]. It has been shown that sea clutter exhibits both temporal and spatial correlations [32], [34]. Moreover, interference in dense wireless networks also exhibits temporal correlations, both in ad-hoc [35] and cellular networks [36]. Interference is often a serious performance bottleneck for tracking radar, which operates in a low SINR regime, and spectrum sharing scenarios are expected to become more widespread in coming years [37]. Thus, the need to address arbitrary temporal correlation is likely to grow over time. The demand for memory-based information processing has been further supported by a surge of research interest in so-called cognitive radar systems. In [38], Haykin argues that multi-scale memory is a key component of any radar system that might be considered ‘cognitive’. Haykin suggests using the encoding-decoding principle, where memory is implemented using a fixed length encoder and decoder. In the present work, we suggest extending this principle to variable length coding.

In recent years, several authors have applied machine learning techniques to the waveform selection problem. In particular, reinforcement learning has been extensively proposed, due to the ease with which feedback can be obtained from radar transmissions and the natural sequential structure of the waveform selection and related sensor management problems [20], [21], [33], [39]–[42]. Further, it is intuitive to consider a Markov channel model for the target tracking problem, as most tracking systems implicitly make a Markov assumption about the target’s behavior [43]. Unfortunately, a major limitation in these formulations is ensuring that the scene is properly modeled as a MDP, for which the memory of the target channel must be known. While recurrent neural networks have been proposed as a means of
Our proposed algorithm efficiently estimates both the transition probabilities and memory length of an unknown target channel by applying a variable length encoder. The sequence of target channel observations and radar waveforms selected is used to build a context-tree that describes the evolution of a $U$th order MDP, where $U$ is an unknown fixed integer. We show that the proposed algorithm estimates the transition probabilities in an asymptotically optimal manner, and thus reaches an optimal waveform selection policy for the general model class considered. We also demonstrate a notable finite-time improvement over a universal reinforcement learning algorithm based on the Lempel-Ziv compressor that was proposed for a general setting in [25].

E. Our Contributions

This work develops an online waveform selection algorithm which remedies many of the aforementioned issues with traditional waveform selection schemes. Our approach frames the online waveform selection problem for target tracking as a partially observable Markov Decision Problem with an unknown, but finite, memory window. This general formulation allows the approach to scale to tracking scenarios where the waveform-specific CRLB cannot be calculated or analytical assumptions are violated such that numerical approximations to the CRLB are no longer meaningful. Further, the proposed approach does not involve approximating clutter or interference distributions directly. While radar waveform selection...
problems have been framed as MDPs in the past, our work provides the following notable improvements:

- We develop a novel online waveform selection algorithm based on an adaptation of Context-Tree Weighting to the reinforcement learning problem. We show that the proposed algorithm converges to the Bellman-optimal policy for any finite-state target channel with finite memory using results from bounded parameter MDPs and the uniformly bounded parameter redundancy of CTW. Further, we demonstrate that this algorithm provides favorable finite-time performance compared to the active Lempel-Ziv algorithm proposed for a general setting in [25]. This is due to the fact that our algorithm inherits the optimal worst-case average redundancy performance of the CTW algorithm.

- We demonstrate through a simulation study that this approach results in favorable performance when the scene adapts to the radar’s behavior. We further present a modification of the algorithm which ignores the arbitrary dependence on previous states. We show that this variation greatly reduces the number of sample paths in the model and results in faster convergence in practical scenarios where the scene’s evolution does not depend on the radar’s choice of waveform.

- We directly include feedback from the tracking system in our model. While previous works have optimized task-based metrics such as spectral occupancy and SINR [20], [21], or have relied on numerical approximations for radar performance [19], our approach optimizes tracking performance using the tracking filter’s innovation.

F. Notation

Calligraphic symbols \((A, S)\) denote sets, with \(n\)-letter extensions \((A^n, S^n)\). Capital letters \((X, Y)\) denote random variables. Uppercase and lowercase bold symbols \((H, h)\) denote matrices and vectors, respectively. \(\mathbb{R}_+\) and \(\mathbb{N}_+\) denote the set of positive real and natural numbers. \(\mathbb{R}^n\) denotes \(n\)-dimensional Euclidean space. \(E[\cdot]\) is the expectation of a random variable. To denote a sequence \(\{x_1, x_2, \ldots, x_N\}\), we use the shorthand \(x_{1:N}\), occasionally using \(x_1^N\) and \(x_{1:N}\) interchangeably. \(\mathbb{P}(\cdot)\) denotes a probability measure over a measurable space \((\Omega, \mathcal{F})\).

II. Problem Formulation

A. System Model

Consider a single-target moving in \(p\)-dimensional space. The target is being tracked by a waveform-agile radar sensor, which is stationary and located at the origin. The radar has access to a finite alphabet of waveforms, denoted by the set \(\{\theta_i\} = \Theta\). Let \(\{k \in \mathbb{N}_+: 1 \leq k \leq K\} = [K]\) denote the sequence of tracker update steps. During each step, a train of \(N_p\) pulses is transmitted. Multi-pulse processing is used to ensure good resolution in both the range and Doppler directions [3]. The state of the target at step \(k\) is denoted by \(X_k \in \mathbb{R}^d\), which is a vector containing \(d\) parameters the radar wishes to estimate. Each step, the radar does not observe the true state, but instead receives a noisy measurement, denoted by \(Z_k \in \mathbb{R}^d\).

We consider both intrapulse (signal) processing and interpulse (information) processing in the tracking formulation. Each tracking step \(k\), which consists of \(N_p\) coherent pulses, the sensor transmits a pulse train given by the model [46, p. 240]

\[ s_T(t) = \sqrt{2} \text{Re}[\sqrt{E_T \tilde{s}(t) e^{j2\pi f_c t}}], \] (1)
where \( t \) corresponds to continuous ‘fast time’, \( E_T \) is the energy of the transmitted signal, \( f_c \) is the carrier frequency, and \( \tilde{s}(t) \) is the complex envelope, which is assumed to be normalized \( \int_{-\infty}^{\infty} |\tilde{s}(t)|^2 dt = 1 \) and is given by

\[
\tilde{s}(t) = \frac{1}{\sqrt{N_p}} \sum_{n=1}^{N_p-1} \tilde{s}_n(t - (n - 1)T_r),
\]

where each \( \tilde{s}_n \) is the complex envelope of an individual pulse and \( T_r \) is the pulse repetition interval. The measurement at each step then depends on the received signal, which is given by the model

\[
s_R(t) = \sqrt{2} \text{Re}\{\sqrt{E_R}e^{j\phi}\tilde{s}(t - \tau_0)e^{j\nu_0 t} + \tilde{n}(t)e^{j2\pi f_c t}\},
\]

where \( E_R \) is the energy of the received pulse, \( \phi \) is a random phase shift, and \( \tilde{n}(t) \) is a zero-mean complex noise process, often assumed to be white and Gaussian. In this work, we will avoid making any explicit assumptions about the noise, clutter or interference processes. The parameters \( \tau_0 \) and \( \nu_0 \) are the delay and Doppler shift, respectively. Our signal model assumes the maximum Doppler shift is small compared to the carrier frequency, which is true for most radar systems since the propagation velocity is approximately the speed of light.

To extract an estimate of the delay and Doppler values \( \tau_0 \) and \( \nu_0 \) from the received pulse train, a bank of matched filters is applied over a range of possible delay and Doppler values. The normalized response of this processor is given by the periodic ambiguity function

\[
|A_s(\tau, \nu)| = \left| \frac{1}{N_p T_r} \int_0^{NT_r} \tilde{s}(t)\tilde{s}^*(t + \tau) \exp(j2\pi \nu t) \, dt \right|,
\]

which describes the fundamental resolution properties of the pulse train in the delay-Doppler space of interest.

**B. Waveform Dependent Fisher Information (Traditional Solution)**

In this section, we describe the conventional strategy for waveform selection, which is based on Fisher information \([5], [10], [16], [17]\) and discuss some practical limitations. Under the assumption of Gaussian measurement errors and a sufficiently high SNR, the AF of the transmitted waveform can be used to find the Fisher information matrix (FIM), which is given by

\[
I = \eta \left[ \begin{array}{cc} \bar{f}^2 - (\bar{f})^2 & \bar{f} \bar{t} - \bar{f} \bar{t} \\ \bar{t} \bar{f} - \bar{t} \bar{f} & \bar{t}^2 - (\bar{t})^2 \end{array} \right],
\]

where \( \bar{f} \) and \( \bar{t} \) are the mean frequency and time, respectively, and \( \eta \) is the SNR. The elements of the information matrix are related to the second derivatives of the AF evaluated at the true target position \([46, p. 297-300]\). For differentiable waveforms, we can thus write the FIM in terms of the waveform parameters \( \theta \in \Theta \). However, closed form expressions can only be found for certain classes of waveforms, as is noted in \([5], [16], [17]\). The FIM, and associated CRLB, can be further integrated into a tracking system and used as a criterion for waveform selection. However, this approach is dependent on a high SNR, and tracking is most often performed in low SNR scenarios. Further, in interference or clutter-limited scenarios, the assumption of a Gaussian noise model is often unfounded. To relax these assumptions, the remainder of this work investigates a more general formulation, in which a variable-order Markov model is used to select waveforms based on the history of radar observations.

---

2We study the case of a point target for simplicity. However, the waveform selection scheme presented here is also applicable to extended targets \([46, Ch. 12]\).
C. Target Motion and Measurement Model

The interpulse target state and observation dynamics can be generally formulated as follows

\[ X_{k+1} = f_k(X_k, W_k), \quad \text{and} \]
\[ Z_k = h_k(X_k, V_k), \]

where \( f_k \) and \( h_k \) are time-varying functions that may be non-linear, and \( W_k \) and \( V_k \) are the state and measurement noise processes, respectively. In this work, we do not make any specific assumptions regarding the statistics of the noise processes. The goal of a tracker is to sequentially estimate the probability density function of the state using the observed measurements, \( P(X_k|Z_1^k) \). Then the associated mean \( \hat{X}_k = E[X_k|Z_1^k] \) can be used as an estimate of the target’s state.

Notably, the quality of the received measurements depends on the resolution properties of the transmitted waveform, which is exactly what makes adaptive waveform selection interesting. Let the vector \( \theta_k \in \Theta \) denote the choice of waveform shape and the associated parameters transmitted at step \( k \). The tracker’s pdf of interest is then \( P(X_k|Z_1^k, \theta_1^k) \) with associated mean \( \hat{X}_k = E[X_k|Z_1^k, \theta_1^k] \). A reasonable goal for tracking is to minimize the mean square error. Thus, we can establish the following waveform-dependent cost function

\[ J(\theta_k) = E_{X_k, Z_k}|Z_{1,k-1}, \theta_{1:k-1} \left( (X_k - \hat{X}_k)^T \Lambda (X_k - \hat{X}_k) \right), \]

where the expectation is taken over possible states and measurements, and \( \Lambda \) is a scaling matrix to ensure units remain consistent. To evaluate (6), the waveform-specific measurement noise covariance matrix \( N(\theta_k) \) must be computed for every possible waveform configuration. In the high SNR regime, it can be assumed that the radar reliably detects the target and reaches the CRLB. Thus \( N(\theta_k) \) can be set using the CRLB as

\[ N(\theta_k) = TI^{-1}(\theta_k)T^T, \]

where \( I(\theta) \) is the Fisher information matrix for the receiver and \( T \) is a transformation matrix between the receiver estimation parameters and the tracking subsystem measurement vector components.

In general, (6) cannot be found in closed form, especially if the impact of a particular waveform choice on detection is unknown. If transmitting a particular waveform causes the radar to miss a detection, the resulting measurement will likely have a much larger tracking error than predicted by (6). Previous works have relied on analytical approximations and sequential Monte-Carlo methods to approximate the one-step predicted MSE cost for every possible choice of waveform [5], [10], [47]. However, both of these approaches come with clear disadvantages. For example, [47] uses the predicted conditional CRLB to bound the MSE matrix by conditioning on received data. This approach relies on approximations in many cases, with Gaussian distributed errors being a notable exception. Additionally, these approaches are generally limited to myopic optimization due to computational concerns, where a multi-step optimization is expected to be more effective for many tracking applications.

D. Traditional Waveform Selection

If we constrain the formulation of (5) and instead consider the discrete-time linear target and measurement models

\[ X_{k+1} = FX_k + GW_k \]
\[ Z_k = HX_k + V_k, \]

where \( W_k \) and \( V_k \) are zero-mean, white Gaussian noise processes, which are both zero-mean with respective covariance matrices \( Q_k \) and \( N_k \), then a closed-form expression for the waveform-dependent
measurement noise covariance matrix $N(\theta_k)$ can be found using the FIM $I(\theta_k)$ written in (4). However, as discussed previously, we wish to avoid any particular assumptions regarding the statistics of the target channel. Thus, instead of solving for $N(\theta_k)$ in order to directly estimate the impact of each parameter vector $\theta_k \in \Theta$ on tracking performance, we more generally describe the radar waveform selection process as an optimal control problem in a finite state target channel. Considerations related to the evolution of the target channel and the radar’s measurement processes are now described.

III. UNIVERSAL REINFORCEMENT LEARNING PROBLEM

Consider a radar system located at the origin. We assume the radar is stationary, and continually surveys a scene which contains at most one moving target of interest. The scene may contain other scatterers (clutter) as well as interfering signals. The scene can be represented as a grid in the delay-Doppler domain, a scene which contains at most one moving target of interest. The scene may contain other scatterers

...the target channel and the radar’s measurement processes are described.

During each tracking step, the radar makes an observation $y_k$ from a finite alphabet $\mathcal{Y}$, must select a waveform $w_k$ from finite alphabet $\mathcal{W}$, and receives a bounded cost $g(y_k, w_k, y_{k+1}) \in [-g_{\text{max}}, g_{\text{max}}]$. The radar wishes to minimize the long-term average cost given by

$$\limsup_{K \to \infty} \mathbb{E} \left[ \frac{1}{K} \sum_{k=1}^{K} g(y_k, w_k, y_{k+1}) \right],$$

(7)

where the difficulty comes from the apparent randomness in the observation process, and the lack of prior knowledge regarding the cost function. We now describe the Markov kernel which governs the measurement generating process.

The target’s state, which corresponds to its true position, is denoted by $x_k = i$, where the index $k \in \mathbb{N}_+$ corresponds to the discrete tracking step, and $i \in \mathcal{H}$ is a hypothesis regarding the target’s location in the delay-Doppler space of interest. The target’s state evolves according to a finite-memory stochastic process with stationary transition probabilities

$$P(x_{k+1} | x_{k-L+1}^k) = \mathbb{P}(x_{k+1} = i | x_i^k) \quad \forall i \in \mathcal{H}, x_{k-L+1} \in \mathcal{H}^L$$

(8)

where $P$ is a stochastic transition kernel and $L \in [0, \infty]$ is the memory length of the motion process, and the distribution exists for all possible values of the past $L$ target states $x_{k-L+1}^k$. Both the target’s state transition probabilities and the process memory length are assumed to be unknown to the radar a priori. The radar’s goal is to determine the target’s state at each time step with minimal uncertainty.

In addition to the target’s state, the scene is also characterized by the state of the target channel, which corresponds to the relative degree of propagation losses due to interference and noise in the channel [7]. The target channel’s state is denoted by $c_k \in \mathcal{C}$, where $|\mathcal{C}| < \infty$. Similar to the target’s state, the state of the target channel also evolves according to a finite-memory stochastic process, given by

$$P(c_{k+1} = i | c_{k-J+1}^k, w_{k-J+1}^k) = \mathbb{P}(c_{k-J+1} = i | c_{k-J+1}^k, w_{k-J+1}^k) \quad \forall i \in \mathcal{C}, c_{k-J+1}^k \in \mathcal{C}^J,$$

(9)

where $w_{k-J+1}^k$ are the past $J$ transmitted waveforms, each selected from a finite alphabet, $|\mathcal{W}| < \infty$. Design choices for offline construction of this library will depend on several application specific considerations, and are described in Section [VI]. The fixed constant $J \in [0, \infty]$ is the memory length of the process.

It is important to note the general dependence of the previous $J$ transmitted waveforms on the evolution of future target channel states. Although many real-world interferers will not respond to the
The true state of the radar’s scene can then be viewed as the composition $s_k = [x_k, c_k]$ which takes values in set $S$, which has cardinality $|\mathcal{H}| \times |\mathcal{C}|$. The scene transition probabilities can then be similarly expressed as

$$P(s_{k+1}|s_{k-U+1}, w_{k-U+1}),$$

(10)

where $U = \max\{J, L\}$ is the memory length of the state generating process.

In general, it cannot be assumed that the radar directly observes the composite state $s_k$. Instead, each tracking step $k \in \mathbb{N}_+$, the radar receives a noisy measurement $y_k = j$ from set $\mathcal{Y}$, where $|\mathcal{Y}| = 2^{NM} \times |\mathcal{C}|$. The probability of receiving a particular measurement $P(y_k = j)$ will depend on the most recent waveform transmitted by the radar and the state of the scene, given by $s_k \in S$. The probability of receiving measurement $y_k = j$ is then given by the following measurement model

$$P(y_{k+1} = j|s_{k+1} = i, w_k = h) \quad \forall j \in \mathcal{Y}, i \in S, h \in \mathcal{W},$$

(11)

which reflects uncertainty in the radar’s observation of the target’s state and the channel state due to estimation errors.

Since the radar does not directly observe $s_k$, it must make a decision regarding $w_k$ using only the information sequentially observed up until time $k$, given by the set

$$\mathcal{F}_k = \{y_1, w_1, g_1, y_2, \ldots, w_{k-1}, g_{k-1}, y_k\},$$

(12)

which is the sequence of nested sub $\sigma$-algebras generated by the observations, costs and actions until time $k$. This set can equivalently be represented as the smallest $\sigma$-algebra generated by a sequence of random variables, i.e. $\sigma(\mathcal{F}_k)$ where the random variables are defined on a common measurable space $(\Omega, \mathcal{F})$ and $\mathcal{F}_1 \subseteq \mathcal{F}_2 \subseteq \ldots \subseteq \mathcal{F}$. This set is often referred to as the information state or filtration [48, Section 2.2]. It is assumed that the radar can store the entire information state in memory to enable knowledge gain.

Since $\mathcal{F}_k$ contains all relevant information gathered until decision step $k$, it can be used to select waveforms in place of the true state sequence $\{s_1, \ldots, s_k\}$. The main difficulty with using the information state to select waveforms is that the dimension of $\mathcal{F}_k$ grows linearly with $k$. To keep the problem tractable, the radar can utilize a sufficient statistic for $\mathcal{F}_k$. In this work, we make the following assumption:

**Assumption 1.** Conditioned on the current information state, the noisy measurement $y_k$ is an unbiased estimate of the true state of the scene $s_k$, i.e. $E[y_{k+1}|\mathcal{F}_k] = E[s_{k+1}|\mathcal{F}_k]$. Thus $y_k$ is a sufficient statistic for $s_k$.

**Remark 1.** The above assumption is reasonable when the radar has already detected the target from an earlier scanning period and obtains a measurement at each time step. In this case, both the target and spectrum observations can viewed as unbiased estimates of their true values.

To calculate the measurement probabilities in closed form, a model-based approach can be used to calculate the probability of detection and false alarm in each cell, as in [19]. However, we will not make any particular assumptions about the structure of the target scene or waveform catalog, and take the view that these probabilities must be learned over time through repeated experience.

The sequence of transmitted waveforms in response to the observed sequence of measurements can be
interpreted as a policy, or decision function.

**Definition 1 (Policy).** A policy $\mu$ is a sequence of mappings \{${\mu}_{k}$\}, from which at each time $k$, the map $\mu_{k} : \mathcal{Y}^{k} \times \mathcal{W}^{k-1} \mapsto \mathcal{W}$ determines the waveform transmitted at time $k$ given the history of measurements and previously transmitted waveforms up to time $k$ from the information state $\mathcal{F}_{k}$.

After each waveform decision, the radar receives a bounded cost $g(y_{k}, w_{k}, y_{k+1}) \in [-g_{\text{max}}, g_{\text{max}}]$, which quantifies the effect of $w_{k}$ on the uncertainty about the target’s position. To evaluate the performance of policy $\mu$, we define the long-term average cost while selecting waveforms according to $\mu$ as

$$\lambda_{\mu} \triangleq \lim_{K \to \infty} \mathbb{E}_{\mu} \left[ \frac{1}{K} \sum_{k=1}^{K} g(y_{k}, w_{k}, y_{k+1}) \right].$$  
(13)

Since the underlying state space is assumed to be finite, the above limit always exists \cite{49}. We can then define the optimal average cost over stationary policies by

$$\lambda^{*} \triangleq \inf_{\xi} \limsup_{K \to \infty} \mathbb{E}_{\xi} \left[ \frac{1}{K} \sum_{k=1}^{K} g(y_{k}, w_{k}, y_{k+1}) \right],$$  
(14)

where the infimum is taken over the set of all admissible policies. The radar can then aim to find a policy $\mu$ that attains $\lambda^{*}$, provided that an appropriate cost function, which allows the radar to localize the target in the delay-Doppler grid of interest, is selected. In this formulation, we have made the following assumption.

**Assumption 2.** The optimal average cost is independent of the initial state. More precisely

$$\lambda^{*}(\mathcal{Y}^{U}, \mathcal{W}^{U-1}) = \lambda^{*}, \quad \forall(\mathcal{Y}^{U}, \mathcal{W}^{U-1}) \in \mathcal{Y}^{U} \times \mathcal{W}^{U-1},$$

which is a relatively benign assumption that holds for any problem satisfying a ‘weak accessibility’ condition \cite{49}.

If the order of the state generating process $U$ is known, as well as each of the transition probabilities, then an average-cost optimal stationary policy can be found\footnote{Considerations related to cost function design will be discussed in Section V} by solving the discounted Bellman equation

$$J(y^{U}, w^{U-1}) = \min_{w_{U}} \sum_{w_{U+1}} \mathbb{P}(y^{U+1} \mid y^{U}, w^{U}) \times [g(y^{U}, w^{U}, y^{U+1}) + \gamma J(y^{U+1}, w^{U})],$$  
(15)

for all pairs $(y^{U}, w^{U-1}) \in \mathcal{Y}^{U} \times \mathcal{W}^{U-1}$. If the discount factor $\gamma$ is sufficiently close to 1, a solution to (15) can be used to find an optimal stationary policy for the average-cost problem posed in (14).

**Proposition 1 (Structure of the optimal policy, Theorem 1 \cite{50}).** For a feedback-dependent state generating process of the form $\mathbb{P}(s_{k+1} = i \mid s_{k-1}, w_{k-1})$, an optimal policy $\mu^{*}$, which achieves the optimal long-term average cost $\lambda^{*}$ will be a Markov process of order $U$, eg. a function of the form $\mu_{k}(w_{k} \mid s_{k-1}, w_{k-1})$ where each $\mu_{k}$ is a probability distribution over the set $\mathcal{W}$.

However, to find a policy corresponding to the notion of Bellman optimality seen in (15), both the model order and transition probabilities are known. In a radar tracking problem, it cannot be assumed that the environment’s dynamics are known \textit{a priori}. Thus, to learn an optimal waveform selection scheme, we must estimate both the model order of the transition kernel and transition probabilities themselves online in an efficient manner. Fortunately, estimation of an unknown order Markov process has been well

\footnote{While the optimal policy can be found via dynamic programming techniques, for large problem spaces this is often not possible in finite time and approximate solution methods are necessary.}
studied in the field of universal source coding. In the next section, we review some of these tools and develop a waveform selection algorithm that inherits asymptotic Bellman optimality from the properties of known algorithms.

IV. UNIVERSAL WAVEFORM SELECTION APPROACH

To sequentially learn an optimal policy for waveform selection, the evolution of the underlying dynamic environment must be estimated, while simultaneously controlling the radar system online. This presents a challenging problem, since the environment is assumed to have an unknown dependence on the past, and may also respond adversarially to the radar’s choice of waveform, as seen by the dependence on $w$ in (10). Further, the model could quickly become intractable for environments with many possible trajectories of the state-action sample path. Finally, the radar must strike a balance between selecting waveforms that improve the quality of the learned model (exploration) and waveforms which minimize the incurred costs (exploitation).

To establish Bellman optimality, both the transition kernel $P$ and cost-to-go function $J$ must be known, which can be used to select actions in a manner similar to the value iteration approach [49, Sec. 1.3]. Since we focus on computing these values online, our analysis rests on the accuracy of our algorithms’ estimates $\hat{P}$ and $\hat{J}$, similar to that of [52], which proves a “Simulation Lemma” that states conditions for sufficient estimation of $P$ and $J$ to select optimal actions. However, our problem requires slightly more care, as the model order is also being estimated online. In general, the rate at which the transition probability estimates converge to their true values will limit the performance of the algorithm. Thus, the empirical performance for a given radar scene will depend on the specific state transition structure.

In order to efficiently represent our model while simultaneously learning the model order and transition behavior, we choose to represent the $U^{th}$ order Markov environment using a context-tree data structure, which is a convenient way to represent an arbitrary process with memory.

Definition 2 (Tree Source). A tree source generates a sequence $\{y_i, w_i\}_{i=1}^{\infty}$ of symbols in a finite alphabet $D = \mathcal{Y} \times \mathcal{W}$. The statistical behavior of a finite memory tree source can be described by a suffix set $\mathcal{A}$, which is a collection of strings on $D$ assumed to be proper and complete. Properness means that no string in $\mathcal{A}$ is a suffix of any other string. Completeness denotes that each potential string has a unique suffix in $\mathcal{A}$.

Definition 3 (Context Tree). A context tree is a set $\mathcal{A}$ of suffixes, or nodes, that together form a complete tree on the source alphabet $D = \mathcal{Y} \times \mathcal{W}$. A node at depth $\ell$ will have the form $(y^{\ell}, w^{\ell-1})$. We assume that the depth of the tree is bounded by a constant $D \in \mathbb{N}$. To each node $a_i \in \mathcal{A}$, a probability estimate $\hat{P}$ and estimated cost-to-go value $\hat{J}$ is assigned. Alternatively, a context tree is a perfect tree of depth $D$.

Assumption 3. The maximum depth of the context tree, $D$ is longer than the memory length of the radar scene’s measurement generating process $U$. This assumption can be relaxed via an extension of context-tree weighting to infinite trees [23], but we leave it for simplicity and due to the fact that temporal correlation in a realistic radar scene will be finite.

The idea of building such a tree-source to efficiently represent the stochastic behavior of a dynamic system was proposed for the general reinforcement learning problem in [25], using an active variant of the Lempel-Ziv algorithm. In this interpretation, each node of the tree source corresponds to strings of radar observations and waveforms $(y^{\ell}, w^{\ell-1})$, along with an estimated transition probability and estimated cost-to-go. Thus, the key components of a solution are the estimates $\hat{P}$ and $\hat{J}$.

\footnote{An expository summary of universal data compression can be found in [51, Chapter 13].}
In our approach, we apply the general Lempel-Ziv inspired framework, using the more practical context-tree weighting method of Willems et al.\cite{22}, which improves the rate at which the transition probabilities are estimated. The context tree weighting method is particularly useful as it achieves the optimum worst-case average redundancy for any stationary and ergodic tree source\cite{22}. While performance guarantees for LZ algorithms are asymptotic and in the average sense, the CTW algorithm performs well on any sequence in a given model class. The details of the CTW algorithm used for waveform selection will now be discussed, and can be seen in Algorithm\cite{11}.

To build the context tree, the algorithm splits time into phrases of variable length. Each phrase consists of a sequence of observations and actions, and corresponds to a node of the context-tree. Let the $\ell$th phrase cover the interval $\tau_c \leq k \leq \tau_{c+\ell} - 1$. The associated sequence of measurements and waveforms which characterizes the phrase will then be $\begin{pmatrix} y_{\tau_c}^{\tau_{c+\ell}}, w_{\tau_c}^{\tau_{c+\ell}} \end{pmatrix}$, which is used to estimate transition probabilities and cost-to-go values. The sequence $\begin{pmatrix} y_{\tau_c}^{\tau_{c+\ell}}, w_{\tau_c}^{\tau_{c+\ell}} \end{pmatrix}$ along with the associated transition probability and cost-to-go estimates, corresponds to a node of the context tree.

For each pair $y_{\ell+1} \in \mathcal{Y}$ and $w_{\ell} \in \mathcal{W}$, the algorithm maintains an estimate of the transition behavior $\hat{P}(y_{\ell+1}|y_{\ell}, w_{\ell})$, which is the probability of observing a particular measurement of the radar scene $y_{\ell+1}$ at the next time step when waveform $w_{\ell}$ is selected, given the current context $\begin{pmatrix} y_{\ell}, w_{\ell} \end{pmatrix}$. The transition probabilities are initialized to a uniform distribution over the measurement space $\mathcal{Y}$ and updated using the observed counts of particular contexts. Let $N(y_{\ell+1}, w_{\ell})$ be the number of times the context $\begin{pmatrix} y_{\ell}, w_{\ell} \end{pmatrix}$ has been visited before step $k$. Then the transition probability can be estimated using the Krischevsky-Trofimov
estimator

\[ P_{\text{KT}}(y_{\ell+1}|y^{\ell}, w^{\ell}) = \frac{N(y^{\ell+1}, w^{\ell}) + 1/2}{\sum_{y' \in \mathcal{Y}} N((y^{\ell}, y'), w^{\ell}) + |\mathcal{Y}|/2}, \tag{16} \]

which can be computed sequentially using the observed frequency of each context at the current tree level. The KT estimator can be viewed from a Bayesian perspective as a Dirichlet-Multinomial conjugate pair with an uninformative prior. The KT estimator has several important properties, including the following Lemma, for which a proof is available in [45].

**Lemma 1** (Redundancy Performance of KT Estimator). Given an arbitrary sequence \( \{y_t\} \), with each \( y_t \) in a finite alphabet \( \mathcal{Y} \), consider the problem of making sequential probability assignments \( \hat{P}(-) \) over \( \mathcal{Y} \), so as to minimize the compression loss, or self-information, \( \sum_{t=1}^{T} - \log \hat{P}_{t-1}(y_t) \) for a finite time horizon \( T \). Then, the KT estimator (16) uniformly achieves the bound

\[ - \sum_{t=1}^{T} \log \hat{P}_{\text{KT}}(y_t) - \min_{q \in \mathcal{M}(\mathcal{Y})} \left[ - \sum_{t=1}^{T} \log q(y_t) \right] \leq \frac{\mathcal{Y}}{2} \log T + O(1), \tag{17} \]

where the minimization is taken over \( \mathcal{M}(\mathcal{Y}) \), the set of all probability distributions on \( \mathcal{Y} \). As \( T \to \infty \), the KT estimator performs close to the best probability assignment while retaining the simple update (17).

**Remark 2.** Since Lemma 1 gives a bound on the performance of the KT estimator relative to the best constant probability assignment, made with full knowledge of the state sequence, it can be shown that acting greedily with respect to the KT estimated transition probabilities is asymptotically optimal, (see Theorem 1 of [25]).

**Definition 4** (Weighted probability estimation). Let \( \Sigma \) be a finite context alphabet, \( P_{\text{KT}}(\mathbf{w}) \) be the KT estimate of node \( \sigma \in \Sigma \), and \( K \) be the current depth of the context tree model. The context tree weighting strategy then develops a weighted estimate of \( P \), which is recursively defined as

\[ P_w^{s}(\sigma^{t-1}) := \begin{cases} \sum_{\mathcal{Y}} P_{\text{KT}}(\mathcal{Y}^{t-1}) \frac{1}{2} \prod_{\sigma \in \Sigma} P_w^{s}(\sigma^{t-1}) & \text{if } |s| < K, \\ \frac{1}{2} - \frac{1}{2} \prod_{\sigma \in \Sigma} P_w^{s}(\sigma^{t-1}) & \text{if } |s| = K, \end{cases} \tag{18} \]

which corresponds to a weighting of both the estimated probability of a node occurring and the product of weighted probabilities corresponding to its children.

**Remark 3.** The weighted probability estimate defined in Definition 4 is not unique. However, it is simple, allowing for redundancy analysis, as in [22, Section VI. B], and represents a weighting over the estimated probabilities corresponding to all possible models which reside above the current node in the context tree. Under the weighting of (18), the context-tree weighting strategy can be shown to achieve the optimal worst-case average redundancy for finite-state sources.

**Remark 4.** The storage complexity of context-tree weighting is linear in the sequence length.

In addition to the transition probabilities, the cost-to-go function must be estimated for each context. The estimated cost \( \hat{J}(y^{\ell+1}, w^{\ell}) \) is initialized to zero and subsequently updated using the rule

\[ \hat{J}(y^{s}_{\tau_{c}}, w^{s-1}_{\tau_{c}}) \leftarrow \min_{w_s} \sum_{y_{s+1}} P(y_{s+1}|y^{s}_{\tau_{c}}, w^{s-1}_{\tau_{c}}) \times [g(y_s, w_s, y_{s+1}) + \gamma J(y^{s}_{\tau_{c}}, w^{s-1}_{\tau_{c}})], \tag{19} \]

where \( \gamma \) is a weighting term for prior estimates called the discount factor and the update is performed by traversing backwards over the outcomes which have been previously observed, and the transition probabilities are estimated using (16). During each step, the action is selected with the intent of either exploiting the action which is known to be most effective or gathering information about under-explored actions. This behavior is controlled by the sequence of exploration probabilities \( \{\alpha_k\} \).
A. Asymptotic Analysis

We now show that the proposed algorithm converges to the optimal long-term average cost. This analysis follows from the favorable redundancy properties of the CTW probability estimates, and some results from the theory of exact dynamic programming with estimated transition probabilities \([53, \text{Theorem 2}].\) The basic idea is to define criteria for transition probability and cost-to-go estimates for which acting according to our estimated values will be equivalent to acting on \(P\) and \(J\) respectively. We use arguments based on Ziv’s inequality and the total variation distance of probability estimates to show that the algorithm takes suboptimal actions only a small fraction of the time while exploiting. By decaying the sequence of exploration probabilities fast enough, this ensures average cost optimality.

**Lemma 2.** Let \(\tilde{P} : \mathcal{Y}^K \times \mathcal{W}^K \mapsto [0, 1]\) and \(\tilde{J} : \mathcal{Y}^K \times \mathcal{W}^{K-1} \mapsto \mathbb{R}\) be arbitrary transition kernel and value functions. Then, given a discount factor near one, there exists a constant \(\bar{\epsilon} > 0\) such that when conditions

\[\left\| \tilde{P} \left( \cdot \mid y^K, w^K \right) - P \left( \cdot \mid y^K, w^K \right) \right\| < \bar{\epsilon}, \quad \forall y^K, w^K \in \mathcal{Y}^K \times \mathcal{W}^K\]

and

\[\left| \tilde{J} \left( y^K, w^{K-1} \right) - J^* \left( y^K, w^{K-1} \right) \right| < \bar{\epsilon}, \quad \forall y^K, w^{K-1} \in \mathcal{Y}^K \times \mathcal{W}^{K-1},\]

hold, acting greedily with respect to \((\tilde{P}, \tilde{J})\) results in actions which are optimal with respect to \((P, J^*)\).

**Proof.** The existence of \(\bar{\epsilon}\) follows immediately from the fact that the dynamic programming operator is a contraction mapping \([49, \text{Proposition 4.1}].\) The finiteness of the state-action space. The optimality of acting on these estimates follows from the assumption of bounded cost per stage \([53, \text{Theorem 2}].\)

**Definition 5** (Total Variation Distance). For two probability distributions \(p(x)\) and \(q(x)\) over common alphabet \(\mathcal{X}\), the total variation distance can be defined as

\[TV(p, q) = \frac{1}{2} \sum_x |p(x) - q(x)|,\]

which satisfies the properties of a statistical metric, and is related to KL divergence by Pinsker’s inequality

\[TV(p, q) \leq \frac{1}{2} \text{D}_{KL}(P \| Q),\]

which we will use later on. We note that the condition \(20\) is equivalent to a total variation distance no greater than \(\bar{\epsilon}/2\).

**Definition 6** (\(\bar{\epsilon}\) inaccuracy). Define \(\mathcal{I}^\bar{\epsilon}_t\) to be the event that at time \(t\) at least one of the following conditions hold:

1. \(TV(\tilde{P}^t(\cdot \mid y^t_{t(t)}, w^t_{t(t)}), P(\cdot \mid w^t_{t-K+1}, w^t_{t-K+1})) > \bar{\epsilon}\)
2. The current context has not been visited prior to \(t\).

In \([25]\), it was shown that if the exploration rate decays slow enough, then controlling the fraction of time the algorithm is \(\bar{\epsilon}\) inaccurate is sufficient to ensure that the fraction of time the algorithm is \(\bar{\epsilon}, \bar{K}\) inaccurate goes to zero asymptotically as well. Further, it was shown in Theorem 2 of \([25]\) that vanishingly low \(\bar{\epsilon}, \bar{K}\) inaccuracy is enough to ensure asymptotic average cost optimality for any transition kernel.

**Definition 7** (\(\bar{\epsilon}, \bar{K}\) inaccuracy). Define \(\mathcal{B}^\bar{\epsilon}\bar{K}_t\) to be the event that at time \(t \geq \bar{K}\) either of the following conditions hold:

1. The length \(d(t)\) of the current context is less than \(\bar{K}\).
2. There exist \(\ell\) and \((y^\ell, w^\ell)\) such that any of the following hold:
   a) \(d(t) \leq \ell \leq d(t) + \bar{K}\).
   b) \((y^\ell, w^\ell)\) contains the current context as a prefix.
   c) The estimated transition probabilities \(\tilde{P}(\cdot \mid y^\ell, w^\ell)\) are more than \(\bar{\epsilon}\) inaccurate or the context \((y^\ell, w^{\ell-1})\) has not been visited prior to time \(t\).
Theorem 1 (Asymptotic Optimality). Algorithm 1 attains the optimal long-term average cost $\lambda^*$ almost surely as $k \to \infty$.

Proof. Using the properties of the KT estimator and Pinsker’s inequality, we can provide a lower bound on the cumulative KL divergence between $P$ and $\hat{P}$, $\sum_{k=1}^{K} \Delta_k$ by the event of $\bar{\varepsilon}$ inaccuracy.

We begin by defining

$$\Xi_t \triangleq \text{TV} \left( P(\cdot|y_{t-K+1}^t, w_{t-K+1}^t), \hat{P}_t(\cdot|y_{\tau_c(t)}^t, w_{\tau_c(t)}^t) \right),$$

and

$$\Delta_t \triangleq D_{KL} \left( P(\cdot|y_{t-K+1}^t, w_{t-K+1}^t), \hat{P}_t(\cdot|y_{\tau_c(t)}^t, w_{\tau_c(t)}^t) \right)$$

from which we see the dominating term is $\Delta_t$, the KL divergence between the estimated and true transition probability kernels. From the redundancy property of the Context-Tree weighting method, the probability that $\Delta_t$ is large enough to cause $\bar{\varepsilon}$ inaccuracy can be bounded by a term which vanishes as $T \to \infty$.

Thus, we can bound the probability that $\bar{\varepsilon}$ inaccuracy occurs very often in the following form

$$\mathbb{P} \left( \frac{1}{T} \sum_{t=K}^{T} 1 \{ I_t^\bar{\varepsilon} \} \geq K_1 \frac{\log \log T}{\log T} \right) \leq \exp(-K_2 T),$$

where $K_1$ and $K_2$ are constants.

By the first Borel-Cantelli lemma, the fraction of the time $\bar{\varepsilon}$ inaccuracy occurs is vanishingly small as $T \to \infty$. Having established this, we can apply Lemma 4 of [25], from which we can conclude that given a sequence of exploration probabilities that is non-increasing and of sufficiently fast decay,

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=K}^{T} 1 \{ B_t^\bar{\varepsilon, K} \} = 0 \quad \text{almost surely.}$$

Average cost optimality then follows quickly. We can define the event that the algorithm selects a
suboptimal action as
\[ \{ w_t \notin \mathcal{W}_t^* \} \subset \mathcal{B}_t^{\varepsilon,K} \cup \{\text{Exploration at time } t\}, \]
which occurs a vanishingly low fraction of the time as \( T \to \infty \), given (26) as well as the earlier assumption that the sequence of exploration probabilities decays sufficiently quickly. We have previously assumed that the optimal average cost was independent of the initial state of the Markov process. We can define \( G_n(y^k, w^k) \) to be the average cost of an optimal policy over a finite time window \( T_\delta \), starting at time \( t = n \). We can pick \( T_\delta \) large enough such that
\[ \mathbb{E}[\max |G_n - \lambda^*|] < \varepsilon, \]
where each of the random variables \( \max |G_n - \lambda^*| \) are independent and identically distributed over the range of \( n \). By the strong law of large numbers we then have
\[ \lim \sup_{T \to \infty} \left| \frac{1}{T} \sum_{t=1}^{T} (g(y_t, w_t) - \lambda^*) \right| \leq \varepsilon, \]
with probability one.

The universal learning approach is particularly effective due to its general structure. Algorithm [1] will asymptotically converge to the long-term cost optimal for any stationary MDP of finite order and a discount factor sufficiently large, \( \gamma \approx 1 \). Thus, the common MDP, contextual bandit, and multi-armed bandit sequential decision formulations are all contained within this umbrella, and a large class of problems can be optimally solved regardless of the structure of the underlying transition probabilities.

V. COST FUNCTION DESIGN

Due to the large body of research on the statistical theory of radar detection and estimation, many rigorous performance measures can be utilized. Generally, the problem of performance feedback is approached from either a control-theoretic or information-theoretic perspective. The former involves direct feedback from the tracking system to improve system level performance as opposed to measurement level performance, and optimizes quantities such as the mean square tracking error or size of the target validation gate in measurement space [16]. The information-theoretic perspective generally aims to maximize mutual information between the target and received signal, as in [8]. However, to obtain a closed form expression, simplifications are often necessary.

For example, consider the problem of minimizing squared tracking error. In most cases, it is not possible to evaluate the mean square error (MSE) matrix analytically [47]. Thus, it is common to use the Bayesian Cramèr-Rao lower bound in place of the MSE matrix. For target tracking, this involves conditioning on the observed data and computing the predicted conditional Cramèr-Rao lower bound (PC-CRLB). The PC-CRLB consists of a prior term and a data term. Unfortunately, the data term is difficult to compute in general, and it is common to assume a Gaussian measurement model.

In the information theoretic viewpoint, the target’s impulse response is assumed to be a random vector \( g(t) \). If the radar transmits waveform \( x(t) \), the resulting scattered signal \( z(t) \) is a finite-energy random process given by the convolution of \( g(t) \) and \( x(t) \). Thus, a reasonable goal is to find waveforms which maximize the mutual information \( I(g(t); y(t)) \), where \( y(t) \) is the sum of \( z(t) \) and an additive noise process. The conditional mutual information \( I(g(t); y(t)|x(t)) \) is then easily computed if \( g(t) \) is a Gaussian process and the additive noise is Gaussian and independent of the transmitted waveform and target. Under these restrictive assumptions, Bell [8] develops an optimal waveform design algorithm, based on the information-theoretic idea of waterfilling. Unfortunately, the proposed approach requires
prior knowledge of the variance of $g(t)$.

Under both viewpoints, modeling assumptions are required for tractable analysis. We can instead consider similar approaches, where the distributions are learned over time by considering the relationship between particular waveform/observation pairs and the associated cost. The first objective function utilized is will be referred to as the tracking innovation objective and is defined as follows.

**Definition 8 (Tracking Innovation).** The tracking innovation objective function is given by

$$g_{\text{track}} \equiv (Z_k - \hat{X}_k)^2,$$

(27)

where $Z_k$ is the current unfiltered measurement vector containing a range and velocity estimate for the target at time step $k$, and $\hat{X}_k$ is the most recent target state estimate given by the tracking filter.

Additionally, we propose an information theoretic objective function which seeks to minimize the negative entropy in the delay-Doppler image. This objective is defined as follows.

**Definition 9 (Negative range-Doppler Entropy).** The negative entropy objective function is given by

$$g_{\text{entr.}} \equiv \sum_{i=1}^{N} \sum_{j=1}^{M} p_{ij}(k) \log(p_{ij}(k)),$$

(28)

where the probability mass function $p_{ij}(k)$ is the probability that the target is located at delay-Doppler coordinate $(i, j) \in \mathcal{H}$ given the entire sequence of measurements. In practice, the probability of a target being present can be established using approximations, as in [19], or by setting a detection threshold, and calculating a normalized distance from the energy in each cell to the threshold to establish a probability of the target being present. In this work, we opt for the latter approach. If the energy in a particular cell is very far from the detection threshold, then there is little ambiguity. Thus, minimizing (28) will reduce uncertainty about the target’s position.

## VI. Waveform Library Design

Thus far, we have mathematically treated the waveform selection process as a stochastic control problem, but have neglected many of the important considerations for practical radar systems. Of particular importance is the class of waveforms the radar will select from, given by $\mathcal{W}$ in our above formulation. This subject has been specifically treated in [54], [55], [56]. In these works, information theoretic criteria are proposed to measure the effectiveness of a particular set of waveforms. Generally, the goal is to compensate for lack of real-time knowledge about the system’s current state by utilizing a waveform library that is rich enough such that a sufficiently good waveform is contained for every possible performance criterion and real-time information state that may be encountered. Cochran et al. suggest the following measure of effectiveness

$$G_f(\mathcal{W}) = \int_{\mathbf{P} > 0} \max_{w \in \mathcal{W}} \log \det(\mathbf{I} + \mathbf{R}_w^{-1} \mathbf{P}) d\mathbf{F}(\mathbf{P}),$$

(29)

where $\mathbf{P} > 0$ is the positive semidefinite state covariance matrix. Thus, this measure represents an expected value over the distribution of all possible state covariance matrices. Unfortunately, this formulation requires knowledge of the distribution of the state covariance matrix, which is specific to the particular radar scene being considered. While this information might be available from the tracking system, it is also not explicitly clear how to encode arbitrary information into this distribution in general. However, from the above formulation, some key design choices can be highlighted. For example, in [56], this concept is utilized to show that for a library of linear FM waveforms, all but the waveforms with the minimum and maximum chirp rates can be removed without a loss of redundancy.
In practice, a waveform library should contain enough waveforms such that the signals have sufficiently different ambiguity properties and frequency responses. Additionally, the waveforms considered must be easy to implement in a practical system. Finally, the waveform library should be kept sufficiently small, so that each waveform can be easily associated with particular contexts and the complexity of any associated decision process is kept manageable.

In this work, we focus on a waveform library containing three well-known radar waveforms, the Linear frequency modulated (LFM) chirp, the phase-coded pulse using a Zadoff-Chu sequence to determine the phase values, and a generalized nonlinear FM (NLFM) waveform.

The complex envelope of the LFM chirp is expressed as
\[
\tilde{s}(t) = \frac{1}{\sqrt{T}} \text{rect}\left(\frac{t}{T}\right) \exp(j\pi kt^2), \quad k = \pm \frac{B}{T},
\] (30)
where \(T\) is the pulse duration, \(B\) is the bandwidth, and \(\text{rect}(\cdot)\) is the rectangular function. LFM is the most popular pulse-compression method due to the favorable delay resolution and ease of implementation. However, LFM suffers from considerable range-Doppler coupling due to the shape of the associated AF. Additionally, relatively strong delay sidelobes can remain in the autocorrelation function. A detailed description of the properties of LFM waveforms can be found in Chapter 4 of [3].

To provide diversity in the waveform ambiguity properties, we also consider phase-coded pulses, which are another common method for pulse compression. This approach breaks the pulse into \(M\) bits of equal duration. Each bit is then coded with a different phase value. The complex envelope of a phase coded pulse is given by
\[
\tilde{s}(t) = \frac{1}{\sqrt{T}} \sum_{m=1}^{M} u_m \text{rect}\left[\frac{t - (m - 1)t_b}{t_b}\right],
\] (31)
where \(u_m = \exp(j\phi_m)\) and the set of \(M\) phases \(\{\phi_i\}_{i=1}^{M}\) is the code associated with the waveform. Here, we use the well-known Zadoff-Chu code, which is applicable for any code length \(M\). These sequences are known for their perfect auto-correlation properties, and are described in detail in Chapter 5 of [3].

The final class of waveform we consider is a generalized NLFM chirp [5], [10], [57], having complex envelope
\[
\tilde{s}(t) = a(t) \exp\left(j2\pi b \xi\left(\frac{t}{t_r}\right)\right), \quad |t| \leq \frac{T}{2} + t_f,
\] (32)
where \(a(t)\) is a trapezoidal envelope with rise/fall time \(t_f \ll T/2\), \(b \in \mathbb{R}\) is the FM rate parameter, \(\xi(\frac{t}{t_r})\) is the chirp’s phase function, and \(t_r > 0\) is a reference point in time. By varying the phase function \(\xi\), different FM waveforms, such as hyperbolic and exponential FM chirps [10]. It has been observed that when the waveform’s time-frequency characteristics are dynamically varied, nonlinear FM waveforms often provide better tracking performance than linear FM. One reason for this behavior is minimal range-Doppler coupling, which is desirable for many tracking scenarios.

VII. Numerical Results

In this section, we examine the performance of the universal learning approach in two classes of radar scenes. We compare the proposed algorithm to the optimal stationary policy, the active Lempel-Ziv algorithm proposed in [25], as well as the optimal policy for a first-order MDP formulation, such as in [21]. We first consider waveform-agile radar tracking in an adversarial scene, where the measurement process depends on the radar’s previously transmitted waveforms. An example of a practical scene of this type would be in the presence of an adaptive emitter, which tracks the radar’s behavior over an
Fig. 2. **Average SINR and RMSE per track** in the presence of an adaptive emitter. We examine the radar’s performance over a sequence of 50 target tracks, with each target track consisting of 200 radar measurements (CPIs). We observe that the universal learning algorithms tend towards the optimal policy and significantly outperform a first order MDP solution.

Fig. 3. **Proportion of suboptimal waveforms** per target track, examined over the course of 50 tracks for each waveform selection algorithm in the non-cooperative scene, which is a Markov process of order $U = 3$. We note that reducing the number of actions in each context to one reduces the number of paths through the context-tree and improves convergence behavior.

extended time interval and adjusts its transmission policy accordingly. We additionally consider a scene which evolves according to a higher-order Markov process, but does not depend on the radar’s choice of waveforms. An example of this type of scene is a non-cooperative radar-communications coexistence scenario, or tracking in clutter with temporal correlations.

The simulations consist of 50 target tracks, where each track consists of a randomly initialized target moving at constant velocity for 200 radar CPIs. A CPI consists of 128 radar pulses, with a pulse repetition interval of 4ms. At the conclusion of each CPI, the radar makes an observation of the target’s position and feeds the measurement into a tracking filter. To characterize the radar’s performance, we examine the RMSE over the course of each target track, as well as the average measured SINR over the course of the target track.

In Figure 2 we observe the tracking performance of each waveform selection algorithm in the presence
of an adaptive emitter. The emitter adapts its state based on the radar’s two most recently transmitted waveforms, as well as the emitter’s previous state. Thus, the scene is a Markov process of order $U = 2$ that depends on the radar’s actions. We see that the CTW algorithm begins to approach the optimal policy within the finite horizon. The performance of the active-LZ algorithm lags slightly behind the CTW algorithm, and typically performs around 2-3dB worse than CTW.

Figure [3] shows the proportion of suboptimal waveforms selected by each algorithm. We observe that the 1st order MDP is unable to capture the target channel’s higher-order dependence on the radar’s past actions, and thus transmits sub-optimal waveforms at a fixed rate of 0.5. As expected, the universal learning algorithms tend toward the optimal waveform selection policy as the sequence of target tracks proceeds. However, we note that the CTW algorithm immediately provides better performance than the active-LZ algorithm and maintains an advantage throughout the sequence. This can be attributed to the CTW algorithm using a weighted mixture of long context weights, whereas the active-LZ algorithm only uses information from the current level of the context-tree.

In Figure [4] we examine the tracking performance of each algorithm in the presence of a non-cooperative scene. The scene is a Markov process of order 3, which we compute using the procedure described in [58]. Since this scene’s evolution does not depend on the radar’s actions, we also examine the performance of variants of the CTW and active-LZ algorithms which consider contexts of the form $(y_{s-1}, a_{s-1})$, which take into account the entire state sequence, but only the most recent action taken by the radar. Since many realistic scenes do not adapt to the behavior of the radar, this is a reasonable modification for many practical scenarios. This formulation greatly reduces the number of sample paths in the context-tree model and is expected to improve tracking performance since the exploration window can be greatly reduced.

We observe that limiting the dependence on previous actions does result in favorable performance in the finite time horizon examined here. In particular, the limited CTW algorithm (labeled as CTW-l in Figure [4]) performs only slightly worse than the optimal policy in terms of average SINR per track. While the distance from the optimal policy is more significant in terms of RMSE, we observe that the general trend once again holds.
We have studied an asymptotically optimal stochastic control approach for radar waveform selection in any target channel that can be represented as a stationary Markov process of finite order. To jointly estimate the transition behavior and memory length of the environment, we employed an online learning approach using tools from universal source coding and prediction, namely the context-tree weighting algorithm. In particular, we applied a multi-alphabet version of the Context Tree Weighting strategy to represent the learning environment with optimal average redundancy across all tree sources.

This work has extended the previous literature on cognitive radar by considering variable order memory encoding for a general class of scenes. We have shown that this formulation provides additional generality, and results in performance improvements when compared to a 1st order MDP. Importantly, our proposed algorithm inherits many of the desirable asymptotic properties of universal source coding and prediction, while making minimal assumptions regarding the radar scene itself. We have also demonstrated how prior knowledge can be used to guide the learning process by reducing the number of sample paths, or size of the probabilistic model, when the environment does not depend on a long history of the radar’s actions.

While the results obtained for a simple adversarial scenario are promising, there are several key limitations of the current approach. First, while our algorithm has a quicker rate of convergence than the active-LZ algorithm described in [25], sample efficiency is still a major concern for active target tracking applications. In many practical cases, it may be more beneficial to constrain the model class and improve the convergence of the algorithm. Approaches such as meta-learning or transfer meta-learning may be appropriate methods for ensuring sample-efficiency over short horizon target tracks by capturing information about task similarity [59].

There are several areas for continued investigation. Even though the waveform selection problem has been well-studied, both computational and conceptual challenges remain. First, a deeper investigation of how prior information about target or scene behavior could be used to reduce the number of sample paths in universal learning algorithms would be of practical value, due to the sample-efficiency concerns mentioned above. Additionally, this work has considered the computation of a Bellman-optimal policy, which optimizes the discounted sum of long-term rewards. Future work could focus on optimizing for...
worst-case performance metrics, which may be of value in target tracking problems, where the goal is often to minimize the probability of a track being lost. Finally, there is a trade-off between the information a decision-maker requires to learn a specific objective and the resulting sub-optimality of a computed policy could be studied. In many cases, it would be preferable to select an objective with a slight sub-optimality cost in order to experience significantly improved convergence behavior.
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