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Abstract

Let $G$ be a large (simple, unlabeled) dense graph on $n$ vertices. Suppose that we only know, or can estimate, the empirical distribution of the number of subgraphs $F$ that each vertex in $G$ participates in, for some fixed small graph $F$. How many other graphs would look essentially the same to us, i.e., would have a similar local structure? In this paper, we derive upper and lower bounds on the number of graphs whose empirical distribution lies close (in the Kolmogorov-Smirnov distance) to that of $G$. Our bounds are given as solutions to a maximum entropy problem on random graphs of a fixed size $k$ that does not depend on $n$, under $d$ global density constraints. The bounds are asymptotically close, with a gap that vanishes with $d$ at a rate that depends on the concentration function of the center of the Kolmogorov-Smirnov ball.

1 Introduction

Let $G$ be a simple unlabeled dense graph on $n$ vertices. Suppose that we cannot access the entire graph, which could be very large, but we are nevertheless interested in gaining some information about its local structure. To
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that end, we could for instance randomly query a small number of vertices, and probe their local neighborhoods. For example, if we record the degrees of these random vertices, we can obtain a coarse estimate of the degree distribution of the graph, which we can think of as a *histogram* of the true underlying (empirical) degree distribution. Similarly, we can obtain a histogram of the distribution of the number of triangles a vertex participates in. Or more generally, fixing any rooted graph $F$ on $r \ll n$ vertices, we can obtain a histogram of the $F$-degree distribution of $G$, i.e., of the number of times a vertex in $G$ appears as the root of a subgraph $F$. We will refer to this as an *$F$-histogram* of $G$. Given such an $F$-histogram, how much is revealed about the graph itself? More concretely, we are interested in characterizing the number of graphs whose $F$-histogram is similar to that of $G$.

In this paper, we formalize the above question in a more abstract manner, by defining a histogram as a ball in the Kolmogorov-Smirnov (KS) metric around some smooth reference distribution. We then characterize the number of graphs whose true $F$-degree distribution lies inside the ball, in terms of a solution to a constrained maximum entropy problem over fixed-dimension random graphs. Our approach is based on the following ideas. First, we show that the local structure conditions can be essentially replaced by global ones with only a small penalty; loosely speaking, we show that the set of graphs with $F$-degree distribution inside a KS-ball roughly correspond to a set of graphs satisfying certain $d$ global density constraints w.r.t. graphs $\{F^m\}_{m=1}^d$ derived from $F$, where by density we mean the relative occurrence of each $F^m$ inside $G$. This reduction to vector of densities is obtained by counting arguments combined with an anti-concentration inequality.

Given this reduction, it is enough to characterize the number of graphs with (roughly) a given density vector. To that end, and in a way somewhat reminiscent of the method-of-types \[1\], we define something we call a *Szemerédi type* of a graph. A Szemerédi type is essentially a random graph $S$ over $k$ vertices with edges drawn independently with probabilities $s_{ij}$, together with some accuracy parameter $\epsilon$. Loosely speaking, a graph $G$ on $n \gg k$ vertices is said to have this Szemerédi type, if we can partition (most of) its vertex set into $k$ equi-sized parts, such that the edges between parts $i$ and $j$ appear to have been drawn independently at random with probability $s_{ij}$, as long as we don’t look too closely (determined by $\epsilon$). In general, a graph $G$ can have no Szemerédi type, or can have multiple Szemerédi types. The celebrated Szemerédi regularity lemma \[2\] implies that for $n$ large enough, every graph has at least one Szemerédi type, and hence one can roughly think of large enough graphs as being “pseudorandom” with a small number of parameters. We use this fact in order to convert our vector of densities prob-
lem into an optimization problem over (fixed dimension) Szemerédi types, and show that its solution is essentially given by the Szemerédi type with maximum entropy satisfying the corresponding expected density constraints. The gap between our upper and lower bounds depends on the number of density constraints \(d\) we take, and vanishes at a rate that depends on the concentration function of the distribution at the center of our KS-ball.

The paper is organized as follows; Section 3 gives necessary preliminaries and definitions. In Section 4 we formally present the graph histogram characterization problem and state our main results. In Section 5 we introduce the Szemerédi types, which play a central role in our proofs. Then, in Section 6 we prove our main result in two steps: First, in Subsection 6.1 we reduce the histogram characterization problem to a vector subgraph densities problem via anticoncentration arguments. Then, in Subsection 6.2 we resolve the densities problem via Szemerédi types and the regularity lemma, thereby yielding our main result. In Section 7 we slightly digress to examine the subgraph densities problem in the special case of a scalar density; unlike the general vector setting, this case admits a simple finite \(n\) expression. Finally, in Section 8 we conclude by discussing some gaps as well as possible extensions of our work. Additional background and some technical proofs are relegated to the Appendix.

2 Related work

The case of edge-degree distributions, where \(F\) is a single edge on \(r = 2\) vertices, was solved by Barvinok [3, 4], who used a generating functions approach to show that the number of graphs with a given degree distribution is obtained as a solution to an \(n\)-parameter maximum entropy problem. Compared to our approach, his result is stronger as it yields the number of graphs (up to sub-exponential terms) that have the \textit{exact} given degree distribution, rather than close in the KS metric, albeit his solution involves \(n\) dimensional optimization rather than \(k \ll n\) dimensional in our case (but this can of course be fixed). Recently, the authors gave a simpler information-theoretic proof for Barvinok’s result by leveraging degree-distribution invariant operations [5]. See also [6–9] for other related results.

The general case of \(F\)-degree distributions or \(F\)-histograms has not been addressed before, and it appears that both the approaches used by Barvinok and the authors are not easy to extend. The difficulty of going beyond the edge case is underscored by the \textit{feasibility problem}, i.e., checking whether the set of graphs with a given \(F\)-degree distribution is nonempty. The feasibility
problem is resolved by the Gale-Ryser Theorem \cite{10,11} in the edge case, but is not well understood for general $F$. This is also another reason to work with $F$-histograms rather than exact $F$-degree distributions.

The problem of characterizing the number of graphs with an approximately given scalar graph parameter (as defined later), in the limit of $n \to \infty$, was addressed by Chatterjee and Varadhan \cite{12} using an object called a graphon \cite{13}, that can be loosely thought of as a compact limit of Szemerédi types for $k \to \infty$. They derived a large deviation result that yields upper and lower bounds on the exponent of the size; in particular relevance to our setting, they showed that their bounds coincide when the graph parameter is a scalar subgraph density, yielding a size exponent given by the maximum entropy graphon satisfying the single density constraint. In \cite{14}, Lubetzky and Zhao studied related problems via the regularity lemma lens, and in particular gave a more general sufficient condition on the scalar parameter for the bounds to coincide. These works however do not readily generalize to the vector densities case, as outlined in the next subsection (which can be skipped without affecting the rest of the paper).

### 2.1 Graphons and the Chatterjee-Varadhan (CV) Large Deviation Bounds

In a sequence of papers (see \cite{13} and references therein), Lovaš et al. developed a beautiful theory of graph limits, and introduced the notion of graphons. A graphon is a measurable function $f : [0,1] \to [0,1]$ that satisfies $f(x,y) = f(y,x)$. The space of graphons (up to measure preserving bijections) can be endowed with a metric called the cut metric (see Appendix A.1). Any graph $G$ on $n$ vertices can be represented as a “checkerboard” graphon $f^G$, where

$$f^G(x,y) = \begin{cases} 1, & \text{if } \lceil nx \rceil \sim \lceil ny \rceil \text{ is an edge in } G \\ 0, & \text{otherwise} \end{cases} \quad (1)$$

A graph parameter is a (scalar or vector) function $\tau(G)$ that can be extended to a continuous (w.r.t to the cut metric) function $\tau(f)$ over graphons, such that $\tau(f^G) = \tau(G)$. Graphons become useful in the context of graphs due to the following property: Let $G_n$ be a sequence of simple graphs over $n$ vertices, and let $t(F,G_n)$ denote the relative occurrence of $F$ in $G_n$ (a formal definition of $t(F,G)$ will later appear). Then, if for any fixed $F$ the sequence $t(F,G_n)$ converges as $n \to \infty$, the sequence $G_n$ converges to a graphon $f$, in the sense that $f^{G_n}$ converges to $f$ in the cut metric.
Chatterjee and Varadhan used Lovász’s graphon framework to derive a large deviation result [12, Theorem 2.3] that gives bounds on the number of graphs $G$ whose parameter $\tau(G)$ lies inside a given set, in the limit of large $n$. Their bounds (stated explicitly in Appendix A.1) are given as a maximum entropy problem over a set of graphons that satisfy the associated constraints on their corresponding graph parameter. The lower bound corresponds to the maximum over the set of graphons whose parameter value lies within an open set, and the upper bound correspond to the maximum over the set of graphons whose parameter value lies within the closure of that set. Formal definitions and the explicit bounds can be found in Appendix A.1.

The aforesaid CV large deviation result is quite general and can be applied to various graph parameters, scalar or vector, as also remarked by the authors in [12]. However, it is important to note that the resulting bounds are not generally tight; namely, the upper and lower CV bounds coincide in some cases but not in others. Specifically, the CV bounds are not tight in the case where the maximum entropy solution is not continuous w.r.t the parameter level. If an infinitesimally small change in the value of the parameter that defines the feasible set of graphons can cause a large change in the corresponding maximum entropy, a jump discontinuity will occur at the boundary of (some) closed set that defines the CV upper bound, thus strictly separating it from the CV lower bound. An explicit (toy) example of a scalar graph parameter for which the bounds are not tight can be found in Appendix A.1. In the special case where the parameter is the $F$-density of the graph, $\tau(G) = t(F,G)$, the bounds are indeed tight and thus yielding (asymptotically) the exact exponential count of the number of graphs with $F$-density inside a given interval.

The above tightness issue has been addressed in [14], in the scalar parameter case. A graph parameter $\tau(f)$ is called nice when all its local extrema are also global ones. The authors in [14] showed that the CV bounds (applied e.g. to an open interval and its closure) are tight for all (scalar) nice graph parameters. Specifically, define the rate function $\psi(t)$ as the solution to a maximum entropy problem

$$\psi(t) \triangleq \sup \{ H(f), \text{over all graphons } f \text{ such that } \tau(f) \geq t \},$$

where

$$H(f) = \int_{[0,1]^2} h(f(x,y))dxdy,$$

and $h(\cdot)$ is the binary entropy function. Then $\tau(f)$ being nice implies that the rate function is continuous in $t$, which is a necessary and sufficient condition
for the bounds to be tight. The $F$-density of the graph was shown to be nice in [14], and in fact the continuity of $\psi(t)$ in this case has already been implicitly used by Chatterjee and Vardahn in the proof of [12, Theorem 4.1].

To the best of our knowledge, there has been no prior work giving conditions for the tightness of the CV bounds in the case that $\tau(f)$ is a vector parameter. The difficulty in this case is to generalize the notion of maxima and minima to vectors in a way that yields a property equivalent to niceness in the scalar case. Part of our contribution here is to suggest a generalization of niceness in multiple dimensions; we do so by defining local and global boundary points (formally introduced in Subsection 6.2) and requiring that every local boundary point is also a global one. However, this property is difficult to generally establish, as discussed also in Subsection 6.2. We circumvent this issue by defining a local measure of niceness, the effective radius, in a finite $n$ setup, which will imply that there are no boundary points in a specific neighborhood (in the Szemerédi types space).

In fact, it should be further stressed that niceness of the parameter (in both the scalar and vector cases) is not sufficient in our setup, since we are interested in a finite $n$ characterization. The CV bounds work on asymptotical objects (graphons), and do not immediately yield finite $n$ bounds. In order to obtain such bounds, one needs to use the Szemerédi regularity lemma, and then a suitable counting lemma. The resulting bounds are then given as maximum entropy problems over sets of Szemerédi types. Then, loosely speaking, in order for the bounds to be tight we need the maximum entropy Szemerédi type of the lower and upper bounds not to be too far apart. This requires, in addition to continuity of the maximum entropy solution with respect to the parameter level, also some quantitative result bounding the gradient of the mapping $\tau(G)$, as further elaborated in Subsection 6.2.

We remark that as observed in [15], the CV large deviation bounds coincide for any graph parameter (scalar or vector) in the case where one is only interested in the asymptotic size exponent for an exact level of the graph parameter. This asymptotic exponent was studied in [15] for the edge-triangle case, and later generalized in [16] to a vector of $k$-star densities. While this type of analysis is insightful and interesting, it should be noted that the resulting asymptotic size exponents have no operational meaning due to order of limits (first in $n$, and then in the ball size around the parameter level). For instance, it could be that there exist no graphs (for any $n$) at certain parameter value (e.g., irrational density) but the asymptotic size exponent is still nontrivial. To obtain operational results, the graph parameter must therefore satisfy the above mentioned continuity properties. These properties
need to hold in a strong sense in order to obtain a finite \( n \) characterization, which is the approach we take here.

### 3 Preliminaries and Notations

The *Kolmogorov-Smirnov (KS) distance* between two probability distributions \( p \) and \( q \) over \([0, 1]\), is the \( L^\infty \) distance between c.d.f.s, i.e.,

\[
\text{KS}(p, q) = \sup_{x \in [0, 1]} \left| \int_0^x dp - \int_0^x dq \right|.
\]  

(4)

The concentration function of \( p \) returns the maximal probability that \( p \) gives to any interval of a given size, i.e.,

\[
S_p(a) = \sup_x \int_x^{x+a} dp.
\]

(5)

We use boldface letters to indicate vectors and write \( \mathbf{u} \leq \mathbf{v} \) for \( \mathbf{u}, \mathbf{v} \in \mathbb{R}^d \) to mean an entry-wise inequality. In this work, all graphs are simple, undirected, and unlabeled, unless otherwise noted. For a graph \( G \) we denote by \( V(G) \) the set of all vertices in \( G \). We write \( i \sim j \) for two vertices \( i, j \in G \) to mean that there is an edge between \( i \) and \( j \) in \( G \). The collection of all graphs on \( n \) vertices is denoted by \( \mathcal{G}_n \). For a random graph \( S \) the notation \( S \sim (s_{ij}) \) means that \( S \) has independent edges and the edge \((i, j)\) exists with probability \( s_{ij} \). If \( S \) is a matrix then we denote by \( [S]_{ij} \) the element in the \( i \)th row and \( j \)th column. In all the following we use the natural base for the log function.

### 4 Problem Setting and Main Result

Let \( G \) be a graph on \( n \) vertices. Let \( F \) be a graph on \( r \ll n \) vertices, where one of the vertices is designated as the root vertex. We say that a vertex \( v \) of \( G \) has \( F \)-degree \( i \), if \( v \) appears as the root vertex in exactly \( i \) copies of \( F \) in \( G \). Here, by a copy of \( F \) we mean an injection \( \pi : V(F) \to V(G) \) such that \( i \sim j \) in \( F \) implies \( \pi(i) \sim \pi(j) \) in \( G \).

Define the \( F \)-degree distribution \( \hat{p}_G^F \) of the graph \( G \) to be the empirical distribution of the vertices \( F \)-degrees, i.e.,

\[
\hat{p}_G^F(m) = \frac{1}{n} \sum_{v \in V(G)} \mathbb{1}(v \text{ has } F\text{-degree } m).
\]

(6)
Furthermore, define \textit{normalized} \( F \)-degree distribution \( p^F_G \), obtained from \( p^F_G \) by normalizing the latter to have support in \([0, 1]\). Namely, letting \( b_{F,n} \) denote the \( F \)-degree of a vertex in the complete graph on \( n \) vertices (which is the maximal possible), then \( X = \frac{\hat{X}}{b_{F,n}} \) with \( \hat{X} \sim p^F_G \) implies \( X \sim p^F_G \). For example, if \( F \) is a clique of size \( r \) we have \( b_{F,n} = \binom{n}{r-1} \).

For any distribution \( p \) with support in \([0, 1]\), we define the \( F \)-histogram \( \text{Hist}(p, F, \delta, n) \) as the set of all graphs \( G \) on \( n \) vertices, whose normalized \( F \)-degree distribution \( p^F_G \) is \( \delta \)-close to \( p \) in KS distance, i.e.,

\[
\text{Hist}(p, F, \delta, n) = \{ G \in G_n : \text{KS}(p^F_G, p) \leq \delta \}.
\] (7)

From here on, we suppress \( n \) and write \( \text{Hist}(p, F, \delta) \) to denote \( \text{Hist}(p, F, \delta, n) \).

In what follows, we will be interested in characterizing the \( F \)-histogram size. Specifically, we will show that the logarithm of the \( F \)-histogram size is approximately equal to the entropy of a random graph with independent edges on \( k \ll n \) vertices, where the maximization is subject to suitable subgraph density constraints.

To that end, define the \( F \)-density of a graph \( G \) to be

\[
t(G, F) \triangleq \frac{\text{number of copies of } F \text{ in } G}{c_{F,n}},
\] (8)

where \( c_{F,n} \) is the number of copies of \( F \) in the complete graph on \( n \) vertices.

The \( F \)-density \( t(S, F) \) of a random graph \( S \sim (s_{ij}) \) can be defined similarly, to be (roughly) the expected fraction of appearances of \( F \) in \( S \); the exact expression for the mean density, which is a polynomial in \((s_{ij})\), is discussed later in Section \[5\]. Given an indexed family of \( d \) small graphs \( \mathcal{F} = \{F_m\}_{m=1}^d \) we write \( t(S, \mathcal{F}) \) to denote the corresponding vector of \( F_m \)-densities. Let \( \gamma, \phi \in [0, 1]^d \), and define

\[
\Psi(\phi, \gamma, \mathcal{F}, k) = \max_{S:|V(S)|=k, |t(S, \mathcal{F})-\phi|\leq \gamma} \frac{\frac{1}{\text{card}} \cdot H(S)}{12}.
\] (9)

where \( H(S) = \sum h(s_{ij}) \). Namely, \( \Psi(\phi, \gamma, \mathcal{F}, k) \) is the maximal possible (per-edge) entropy of a random graph \( S \) on \( k \) vertices, with \( F_m \)-densities that are \( \gamma_m \)-close to \( \phi_m \).

Our main result shows that for a specific choice of \( \phi, \gamma, \) and \( \mathcal{F} \), the function \( \Psi(\phi, \gamma, \mathcal{F}) \) gives upper and lower bounds on the \( F \)-histogram size. To state our result, we need a few more definitions. First, let \( F_m \) be a graph on \( 1 + m(r-1) \) vertices obtained by taking \( m \) disjoint copies of \( F \), and merging their root vertices into a single joint root vertex. Now, fixing some
\(d\) and the graph \(F\), let
\[
\mathcal{F}^d \triangleq \{F^1, \ldots, F^d\}.
\] (10)

Furthermore, set some reference distribution \(p\) and let \(X \sim p\) and \(\phi(p) \in \mathbb{R}^d\) have entries
\[
\phi_m(p) \triangleq c_m \cdot \mathbb{E}X^m, \quad m \in [d]
\] (11)
where
\[
c_m \triangleq \lim_{n \to \infty} \frac{nb_{F,n}^m}{a_m c_{F^m,n}m!} \leq (m(r - 1) + 1)^{m(r-1)+1},
\] (12)
and \(a_m = |\text{Aut}(F^m)|\) is the size of the automorphism group of \(F^m\). The limit (12) exists since \(n \cdot b_{F,n}^m\) and \(c_{F^m,n}\) are polynomials of the same degree in \(n\). We later show that \(\phi_m(p_F)\) approximates the \(F^m\)-density of \(G\) with \(O(n^{-1})\) error.

We are now ready to state our main result. For better readability, we omit some technical details at this point, and provide them later in Subsection 6.2 (see Theorem 2).

**Theorem 1.** Let \(p\) be an absolutely continuous distribution with support \([0, 1]\) and a p.d.f. bounded away from zero and infinity. Then, under some regularity conditions, for \(k = k(\delta)\) and any sufficiently large \(n\),
\[
\Psi(\phi(p), \beta, \mathcal{F}^d, k) \lesssim \frac{1}{n^2} \log |\text{Hist}(p, F, \delta)| \lesssim \Psi(\phi(p), \gamma, \mathcal{F}^d, k)
\]
where \(\|\beta\|_{\infty} = \Omega_d(\delta e^{-1/\delta})\) and \(\|\gamma\|_{\infty} = O_d(\delta)\), and \(\lesssim\) means up to some vanishing (with \(n\)) error terms.

## 5 Szemerédi Types

We begin by defining two important entities: a \((k, \epsilon)\)-uniform partition of a graph and a Szemerédi type of a graph. We will later use these notions in Subsection 6.2 when we solve the maximum entropy problem with density constrains. Let \(G\) be a graph and \(A, B \subset V(G)\) be a pair of disjoint subsets. The density of the pair \((A, B)\) is the fraction \(d(A, B) = \frac{e(A, B)}{|A||B|}\) where \(e(A, B)\) is the number of edges with one endpoint in \(A\) and second in \(B\) and \(|A|, |B|\) denote the cardinalities of \(A\) and \(B\), respectively. The pair \((A, B)\) is called \(\epsilon\)-uniform if for every \(A' \subseteq A, B' \subseteq B, |A'| \geq \epsilon|A|, |B'| \geq \epsilon|B|\), it holds that \(|d(A', B') - d(A, B)| < \epsilon\). A partition \(V(G) = C_0 \cup C_1 \cup \cdots \cup C_k\) is called \((k, \epsilon)\)-uniform if
1. $|C_0| < \epsilon|V(G)|$.

2. $|C_1| = |C_2| = \cdots = |C_k|$.

3. all but $\epsilon \binom{k}{2}$ of the pairs $(C_i, C_j)$ are $\epsilon$-uniform.

A Szemerédi type is a triplet $(k, \epsilon, S)$, where $k \in \mathbb{N}$, $\epsilon \in [0, 1]$, and $S$ is a $k \times k$ symmetric matrix with entries in $[0, 1]$. We say that a graph $G$ has Szemerédi type $(k, \epsilon, S)$ if there exists some $(k, \epsilon)$-uniform partition of $G$ and $[S]_ij = d(C_i, C_j)$ for $i \neq j \in [k]$. From hereon we denote $[S]_ij \triangleq s_{ij}$.

We will loosely refer to the matrix $S$ as a $(k, \epsilon)$-Szemerédi type, or simply a Szemerédi type, when $k, \epsilon$ are clear from context. The Szemerédi type class $\Lambda(k, \epsilon, S, n)$ is defined as the collection of all graphs on $n$ vertices for which $S$ is a $(k, \epsilon)$-Szemerédi type. We will sometimes write $\Lambda(S, n)$ when $k, \epsilon$ are clear from context.

Note that a graph can have multiple $(k, \epsilon)$-Szemerédi types, or none at all. The following well-known lemma shows that when $n$ is sufficiently large, at least one such type exists.

Lemma 1 (Szemerédi regularity lemma [2]). For any $\epsilon > 0$, there exist positive integers $n_0 = n_0(\epsilon)$, $m_0 = m_0(\epsilon)$ and $k = k(\epsilon)$, $m_0 \leq k \leq n_0$, such that every graph with at least $n_0$ vertices has at least one $(k, \epsilon)$-Szemerédi type.

We remark that the $k$ in the above lemma is usually very large. It is easily lower bounded by $k \geq 1/\epsilon$, but is in fact much larger; the best known upper bound is a tower of exponentials of height proportional to $\epsilon^{-5}$ [2], and this cannot be significantly improved [17]. However, the important point is that $k$ is a function of $\epsilon$ only, and does not depend on $n$.

A Szemerédi partition is essentially a coarse partition of the vertex set that “looks random”. A Szemerédi type $(k, \epsilon, S)$ therefore naturally corresponds to a random graph $S \sim (s_{ij})$ over $k$ vertices, and we can think of $t(S, F)$ as essentially being the probability of seeing a copy of $F$ when looking at $r$ uniformly random vertices of the random graph $S$. More accurately, let $J = (J_1, \ldots, J_r)$ be uniformly distributed over $[k]^r$, and $S|_J$ be a graph with vertex set $[r]$, where $i \sim j$ in $S|_J$ if and only if $J_i \neq J_j$ and $J_i \sim J_j$ in $S$. Then, we define

$$t(S, F) \triangleq \Pr(F \text{ is a subgraph of } S|_J). \quad (13)$$

Note that the above extends the deterministic subgraph density [8], with the small (but significant) distinction of allowing multiple drawings of the
same vertex. The exact expression of \( t(S, F) \) is a polynomial of degree at most \( \binom{r}{2} \). In the simple case that \( F \) is clique it is given by

\[
t(S, F) = \binom{k}{r} \sum_{A \subseteq [k], |A| = r} \prod_{i < j \in A} s_{ij}.
\]

To generalize the above to non-cliques, we need some adjustments. Now, vertices in \( F \) that are not connected by an edge between them can be chosen in the same set \( C_i \). Hence, the mean \( F \)-type depends on all the different possible proper vertex colorings of \( F \). A proper vertex coloring of a graph is a labeling of the graph’s vertices with colors such that no two vertices sharing the same edge have the same color. We define by \( \mathcal{X} \) the set of all proper coloring of \( F \). Then, \( |X| \) denotes the number of different colors in the coloring \( X \in \mathcal{X} \), and we have that \( \chi \leq |X| \leq r \), where \( \chi \) is the chromatic number of \( F \). The occurrence vector of a coloring \( X \), is a vector of length \( |X| \) whose \( \ell \)th entry records the number of vertices that has the \( \ell \)th color in the coloring. We call two coloring different if their corresponding occurrence vectors are not equal in some coordinate. Define the mean \( F \)-density of a \((k, \epsilon)\)-Szemerédi type \( S \) to be

\[
t(S, F) = \frac{1}{a_1} \binom{k}{r} \sum_{p=\chi}^{\chi \leq r} \sum_{A \subseteq [k]} \prod_{t < j \in |X|} \prod_{x(t) \neq x(j)} s_{ij},
\]

where \( a_1 = |\text{Aut}(F)| \) is the size of the automorphism group of \( F \). In the above, the outer sum is over all the possible sizes \( p \), \( \chi \leq p \leq r \) of coloring of \( F \), and the inner sum runs over all the proper coloring \( X \) with size \( |X| = p \).

In Lemma 6, we will show that all graphs \( G \in \Lambda(S, n) \) have \( F \)-density that is approximately equal to \( t(S, F) \), and moreover, have bounded deviation from this average quantity.

6 Proof of Main Result

Let \( \mathcal{F} \) be a family of \( d \) graphs. Let \( \phi, \gamma \in [0, 1]^d \). Then, the \( \mathcal{F} \)-densities set \( B_{\mathcal{F}}^\gamma(\phi, \gamma) \), is the set of all graphs on \( n \) vertices whose \( \mathcal{F} \)-densities vector is \( \gamma \)-close to \( \nu \), i.e.,

\[
B_{\mathcal{F}}^\gamma(\phi, \gamma) \triangleq \{ G \in \mathcal{G}_n : |t(G, \mathcal{F}) - \phi| \leq \gamma \}
\]

Recall the specific definition of the family \( \mathcal{F} \) in \([10]\), induced by a single graph \( F \). The first step in proving our main result is showing that
for $\phi = \phi(p)$ defined in (11), there exist a choice of $\gamma = \gamma(p, \delta, d)$ and $\beta = \beta(p, \delta, d)$, such that $B^*_{\mathcal{F}_d}(\phi, \beta) \subseteq \text{Hist}(p, F, \delta) \subseteq B^*_{\mathcal{F}_d}(\phi, \gamma)$. This will be done in Subsection 6.1. Then, in Subsection 6.2 we give sufficient conditions on $\phi$ under which the size of the set $B^*_{\mathcal{F}_d}(\phi, \gamma)$ is (asymptotically) equal to the maximum entropy solution $\Psi(\phi, \gamma, F^d, k)$ given in (9).

### 6.1 Reduction to Vector of Densities

We now show that the $F$-histogram problem can be reduced to a densities-type enumeration problem. This result is embodied in Lemmas 4 and 5. To that end, we need two supporting lemmas. The first lemma shows that the $F^d$-densities $t(G, F^d)$ can be approximated from the $F$-degree distribution $p_{F_G}$.

**Lemma 2.** Let $G$ be a graph with $F$-degree distribution $p_{F_G}^F$ and $F^d$-densities vector $t(G, F^d)$. Let $\phi(G)$ be computed from $p_{F_G}^F$ as in (11). Then,

$$
\|t(G, F^d) - \phi(p_{F_G}^F)\|_\infty = O(1/n).
$$

**Proof.** We prove for $m > 1$. The proof for $m = 1$ is the same except for the normalization constants. First, we show that one can approximate $t(G, F^m)$ using

$$
\tilde{t}(G, F^m) = \frac{n}{c_{F^m, n}} \cdot \mathbb{E}\left(\hat{X} \binom{m}{m}\right),
$$

where $\hat{X} \sim \hat{p}(G, F)$ is the (un-normalized) $F$-degree r.v. Then, we show that $|\phi_m - \tilde{t}(G, F^m)| = O(n^{-1})$. A bad copy of $F^m$ is any graph $Q$ that consist of $m$ copies of $F$ that share one root vertex, and has at least one more vertex that is common between the different copies. Hence $|V(Q)| < 1 + m(r - 1)$. Let $w_{m, \text{bad}}$ denote the number of bad copies of $F^m$ in $G$. Then

$$
\tilde{t}(G, F^m) = t(G, F^m) + \frac{1}{c_{F^m, n}} w_{m, \text{bad}}.
$$

Next, note that since any such bad copy in $G$ involves choosing at most $m(r - 1)$ vertices out of $n$ and accounting for their different permutations, we get that $w_{m, \text{bad}} \leq \sum_{p=1}^{m(r-1)} 2^p \binom{n}{p} = O(n^{m(r-1)})$. Then, since $c_{F^m, n} = \Theta(n^{m(r-1)+1})$ (see for example [18]), we get

$$
\tilde{t}(G, F^m) - t(G, F^m) = \frac{1}{c_{F^m, n}} w_{m, \text{bad}} = O(n^{-1}).
$$
Recall that

\[ \left( \hat{X}_m^\ell \right) = \sum_{\ell=1}^{m} \frac{z_{m,\ell}}{m!} = \sum_{\ell=1}^{m} \frac{b_{\ell}^{F,n} \cdot X_\ell^m}{m!}, \quad (19) \]

where \( z_{m,\ell} \) are the Stirling numbers of the first kind whose absolute value is monotonically decreasing in \( \ell \), \( z_{m,m} = 1 \) and \( |z_{m,1}| = (m - 1)! \). Hence

\[ \tilde{i}(G, F^m) = \frac{nb_{F,n}^m}{a_m c_{F,m,n} m!} \left( \mathbb{E}X^m + \sum_{\ell=1}^{m-1} \frac{z[m,\ell]}{b_{\ell}^{F,n}} \cdot \mathbb{E}X^\ell \right) \quad (20) \]

\[ = \frac{nb_{F,n}^m}{a_m c_{F,m,n} m!} \left( \mathbb{E}X^m + O(n^{-(r-1)}) \right) \quad (21) \]

\[ = (c_m + O(n^{-1})) \left( \mathbb{E}X^m + O(n^{-(r-1)}) \right) \quad (22) \]

\[ = \phi_m + O(n^{-1}), \quad (23) \]

where in \((21)\) and \((22)\) we used the fact that \( \mathbb{E}X^\ell \leq 1 \), \( b_{\ell}^{F,n} = \Theta(n^{m(r-1)}) \) and \( c_{F,m,n} = \Theta(n^{m(r-1)+1}) \).

Next, we show that if two distributions are close in KS distance, then their corresponding moment vectors are also close in the \( L_\infty \) distance, and vice versa.

**Lemma 3.** Let \( p \) and \( q \) be two distributions over \([0, 1]\), and set \( X \sim p \), \( Y \sim q \). If \( \text{KS}(p, q) \leq \delta \), then for every \( m \in \mathbb{N} \)

\[ |\mathbb{E}Y^m - \mathbb{E}X^m| \leq \delta. \quad (24) \]

Conversely, if \( |\mathbb{E}Y^m - \mathbb{E}X^m| \leq \gamma \) for any \( m \in [d] \), then

\[ \text{KS}(p, q) \leq c \left( S_p(1/T) + c^T \cdot \left( \gamma + \frac{T^{d+1}}{d!d} \right) \right), \quad (25) \]

where \( c \leq 51 \), \( S_p(u) \) is the concentration function of \( p \), and \( T > 1 \) a parameter that can be optimized.

**Proof.** Let \( P(x) \) and \( Q(x) \) be the cdfs that correspond to the distributions \( p \) and \( q \), respectively. Note that

\[ \mathbb{E}X^m = \int_0^1 p(x)x^m dx = P(x)x^m \bigg|_0^1 - m \int_0^1 x^{m-1}P(x)dx = 1 - m \int_0^1 x^{m-1}P(x)dx, \]
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where we used integration by parts. Similarly,

\[ \mathbb{E} Y^m = 1 - m \int_0^1 x^{m-1} Q(x) \, dx, \]

then

\[ |\mathbb{E} X^m - \mathbb{E} Y^m| = \left| \int_0^1 m x^{m-1} (Q(x) - P(x)) \, dx \right| \]

\[ \leq \int_0^1 m x^{m-1} |Q(x) - P(x)| \, dx \]

\[ \leq \text{KS}(p,q) \cdot \int_0^1 m x^{m-1} \, dx = \delta \]

Conversely, suppose the \( m \)th moments are \( \gamma \)-close, for any \( m \in [d] \). Let \( \psi_q(t) \) and \( \psi_p(t) \) be the characteristic functions of \( p \) and \( q \), respectively. From Fainleib’s generalization of Esseen’s inequality [19, 20] we get that for any \( T > 0 \),

\[ \text{KS}(p,q) \leq c \left( S_p(1/T) + \int_0^T \frac{|\psi_q(t) - \psi_p(t)|}{t} \, dt \right). \tag{26} \]

Now, we can express the characteristic functions using a Taylor expansion, since all moments are in \([0,1]\):

\[ \psi_p(t) = \sum_{m=0}^{\infty} \frac{(\sqrt{-1} t)^m}{m!} \mathbb{E} X^m, \quad \psi_q(t) = \sum_{m=0}^{\infty} \frac{(\sqrt{-1} t)^m}{m!} \mathbb{E} Y^m. \tag{27} \]

Then we can write

\[ \int_0^T \frac{|\psi_q(t) - \psi_p(t)|}{t} \, dt \tag{28} \]

\[ \leq \int_0^T \sum_{m=1}^d \frac{t^m}{m!} |\mathbb{E} X^m - \mathbb{E} Y^m| + \sum_{m=d+1}^{\infty} \frac{t^m}{m!} \, dt \tag{29} \]

\[ = \sum_{m=1}^d \frac{T^m}{m! m} |\mathbb{E} X^m - \mathbb{E} Y^m| + \sum_{m=d+1}^{\infty} \frac{T^m}{m! m} \tag{30} \]

\[ \leq \sum_{m=1}^d \frac{T^m}{m!} \cdot \gamma + \sum_{m=d+1}^{\infty} \frac{T^m}{m! m} \tag{31} \]

\[ \leq e^T \cdot \left( \gamma + \frac{T^{d+1}}{d! d} \right). \tag{32} \]
In (29) we used $|E_X^m - E_Y^m| \leq 1$ for any $m$ since $p, q$ have support in $[0, 1]$; we used Fubini’s Theorem to switch the order of integration and summation in (30) since the infinite sum is absolutely convergent; inequality (31) follows from the assumption on moment differences; and in (32) we used $\sum_{m=1}^{\infty} \frac{T}{m!} < e^T - 1$, together with $\sum_{m=d+1}^{\infty} \frac{T}{m!} \leq \frac{e^T}{d!}$. Plugging this in (26), the proof is concluded.

Next, in Lemmas 4 and 5, we show that there exist a choice of $\beta, \gamma$ such that $B_n F_d(\phi, \beta) \subseteq \operatorname{Hist}(p, F, \delta) \subseteq B_n F_d(\phi, \gamma)$.

**Lemma 4.** Let $p$ be an absolutely continuous distribution with support $[0, 1]$ and a p.d.f. lower bounded by some $a > 0$. Let $d \geq 1$ be an integer and define $\phi(p) \in [0, 1]^d$ as in (11). Then

\[ \operatorname{Hist}(p, F, \delta) \subseteq B_n F_d(\phi(p), \gamma) \]  

for $\gamma_m = \frac{2mcma}{a} E_X^m \cdot \delta + O(n^{-1})$, where $c_m$ is given in (12) and $X \sim p$.

**Proof.** Let $G \in \operatorname{Hist}(p, F, \delta)$. Then

\[ \text{KS}(p, p_G^F) \leq \delta, \]  

hence from Lemma 3

\[ |E_X^m - E_Y^m| \leq \delta, \]  

where $X \sim p$ and $Y \sim p_G^F$. Further note that

\[ E_X^m \geq \int_0^1 ax^m dx = \frac{a}{m+1}. \]  

Hence we get

\[ \frac{E_X^m - E_Y^m}{E_X^m} \leq \frac{\delta}{E_X^m} \leq \frac{(m+1)}{a} \cdot \delta \leq \frac{2m}{a} \cdot \delta. \]  

which yields

\[ \frac{|\phi_m(p) - \phi_m(p_G^F)|}{\phi_m(p)} \leq \frac{2m}{a} \cdot \delta, \]  

and from Lemma 2

\[ |t(G, F^m) - \phi_m(p)| \leq \frac{2m}{a} \phi_m(p) \cdot \delta + O(n^{-1}), \]  

where we have used (11). Therefore $G \in B_n F_d(\phi(p), \gamma)$. \qed
Lemma 5. Let \( p \) be a distribution over the unit interval, \( d \geq 1 \) an integer, and \( \phi(p) \) as in (11). Set any \( \beta \in [0,1]^d \) satisfying

\[
\beta_m \leq c_m \left( e^{-T} \left( \frac{\delta}{51} - S_p(1/T) \right) - \frac{T^{d+1}}{d!} \right),
\]

if possible, where \( c_m \) given in (12) and \( T > 1 \) arbitrary. Then

\[
B^n_F(\phi(p), \beta) \subseteq \text{Hist}(p, F, \delta).
\]

Proof. Let \( G \in B^n_F(\phi(p), \beta) \). Then by definition

\[
|t(G, F^m) - \phi_m(p)| \leq \beta_m,
\]

and by Lemma 2

\[
|\phi_m(p) - \phi_m(p_G^F)| \leq \beta_m + O(n^{-1}).
\]

Using (11) yields

\[
|\mathbb{E}X^m - \mathbb{E}Y^m| \leq \beta_m/c_m + O(n^{-1}),
\]

for \( X \sim p \) and \( Y \sim p_G^F \). Therefore, picking \( \beta_m \) as in the lemma, and appealing to Lemma 2 we get

\[
\text{KS}(p, p_G^F) \leq \delta.
\]

concluding the proof.

6.2 Densities Set Size

From Lemmas 4 and 5 we conclude that \( B^n_F(\phi(p), \beta) \subseteq \text{Hist}(p, F, \delta) \subseteq B^n_F^o(\phi(p), \gamma) \), namely, that the \( F \)-histogram is sandwiched between two densities sets with the same center vector \( \phi \) and different radii. It is left to relate the size of the densities sets to the maximum entropy problem (9). We will do this for a general family \( \mathcal{F} \) of \( d \) graphs (not necessarily our family \( \mathcal{F}^d \)). Before we proceed, recall that Chatterjee and Varadhan [12] completely characterized the exponential growth of typical set in the case of a single density \((d = 1)\) in the limit of \( n \to \infty \), as a solution to a maximum entropy problem over graphons. Furthermore, Lubetzky and Zhao [14] related the existence of this tight asymptotic characterization to the fact that a single density is a “nice graph parameter”, which means that it is continuous in the cut metric with all local extrema being global extrema. Now, for \( d > 1 \), this niceness
property can be generalized by defining a local boundary point of the mapping \( \tau(S) \) as a point \( S \) in the Szemerédi domain for which there exists a small enough \( \delta \) such that there is no \( \gamma > 0 \) for which the image of the ball \( \{ S' : \| S - S' \|_1 \leq \delta \} \) in the parameter domain contains a ball of radius \( \gamma > 0 \) around \( \tau(S) \). Loosely speaking, local boundary point means that there is some direction that cannot be traversed in the parameter space, by small changes in the \( S \)-space. A global boundary point is then defined as a point \( S \) in the Szemerédi domain such that for any \( \delta > 0 \) there is no \( \gamma \) for which the image of the ball \( \{ S' : \| S - S' \|_1 \leq \delta \} \) in the parameter domain contains a ball of radius \( \gamma \) around \( \tau(S) \). This, loosely speaking, means that there is a direction that cannot be traversed at all, namely, it is really a boundary point of the image of the \( S \)-space in the parameter space. Niceness therefore guarantees that for any two parameter vectors, if the straight line connecting them crosses no global boundary in the parameter domain, there exists a path in the graphon space (which in our finite setting is the Szemerédi type space) that maps to that straight line. However, this property is not sufficient to facilitate a finite \( n \) characterization; to that latter end, the magnitude of the gradient along this line cannot be too small, a property that will be captured here in our definition of the effective radius \( \rho(S) \), which in turn must not be too large. Indeed, for a single density, it is possible to show that \( \rho(S^\ast) \) vanishes as \( \epsilon \to 0 \) independently of the partition size \( k \), hence we obtain an arbitrarily good accuracy in Theorem 2. This will be done in Section 7.

From hereon we define

\[
\bar{r} := \max_{F \in \mathcal{F}} |V(F)|. \tag{46}
\]

Let \( J(S) \) be the Jacobian matrix of the function \( t(S, F) \), which maps random graphs \( S \) on \( k \) vertices to their vector of densities w.r.t. the family \( F \), as a function of \( S \). Note that since \( t(S, F) \) are polynomials in \( s_{ij} \), \( J(S) \) always exist and is a \( \binom{k}{2} \times d \) matrix. Let

\[
\sigma(\rho, S) \triangleq \min_{S' : \| S' - S \|_1 \leq \rho} \sigma_{\min}(J(S')) \tag{47}
\]

be the smallest singular value of \( J \) inside an \( L^1 \)-ball of radius \( \rho \) around \( S \), where we set \( \sigma_{\min}(J(S)) = 0 \) for all \( S' \) that lie outside this ball. We then define the effective radius \( \rho(S) \) of \( S \) to be the smallest radius \( \rho \) for which

\[
\rho \cdot \sigma(\rho, S) \geq 10d \cdot \epsilon^\frac{1}{2}. \tag{48}
\]

We set \( \rho(S) = \binom{k}{2} \) if no such radius exists. Loosely speaking, \( \rho(S) \) is an upper bound on the deviation in the \( S \)-domain that guarantees a \( 10d \cdot \epsilon^\frac{1}{2} \) deviation

\[ \text{17} \]
in the densities domain. Note that our definition of \( \rho(S) \) implicitly requires that for any densities vector in the neighborhood of \( \tau(S) \) there is some \( S' \) close to \( S \) that corresponds to the desired densities vector, thus implying the "local niceness" we mentioned in Subsection 2.1.

**Theorem 2.** Fix \( \phi, \gamma \in [0, 1]^d \) and \( \epsilon < \frac{1}{r^3} \) for \( d \in \mathbb{N} \). Let

\[
S^* = \arg \max_S H(S) \tag{49}
\]

\[
s.t. \quad \| t(S, \mathcal{F}) - \phi \|_\infty \leq \gamma + 5 \epsilon \frac{1}{r} \tag{50}
\]

be any maximizer, where the maximization is over all \((k, \epsilon)\)-Szemerédi types. The size of the typical set \( B^T_{\phi, \gamma} \) satisfies

\[
\left| \frac{1}{n^2} \log |B^T_{\phi, \gamma}| - \frac{H(S^*)}{k^2} \right| \leq 5h \left( \frac{\rho(S^*)}{4k^2} \right) + 2 \epsilon + o(1). \tag{51}
\]

Before we prove Theorem 2, we establish an important property of densities sets, which is that all the graphs in the same Szemerédi class have approximately the same subgraph densities, which is equal to the mean densities \( t(S, \mathcal{F}) \). Moreover, the deviation from this mean densities is bounded. This property is summarized in the following lemma whose proof follows standard counting arguments, see e.g. [21–23].

**Lemma 6.** (counting lemma) Let \( F \) be a graph on \( r \geq 3 \) vertices, and \( S \) be a \((k, \epsilon)\)-Szemerédi type for \( 0 < \epsilon < r^{-3} \). Then for any graph \( G \in \Lambda(S, n) \)

\[
|t(G, F) - t(S, F)| \leq 5 \epsilon \frac{1}{r^{1/2}}. \tag{52}
\]

**Proof.** See Appendix A.4.

We are now ready to prove Theorem 2. We use the following approach to evaluate the size of the \( \gamma \)-typical set \( B^T_{\phi, \gamma} \): first, we define a new set, \( C^T_{\phi, \gamma} \), which is the union of all the Szemerédi type classes \( \Lambda(S, n) \) for which \( |t(S, F_m) - \phi_m| < \gamma_m + 5 \epsilon \frac{1}{r}, \ m \in [d] \). Note that by Lemma 6, \( C^T_{\phi, \gamma} \) is guaranteed to contain all Szemerédi type classes that have an intersection with \( B^T_{\phi, \gamma} \), though it may include classes that have no intersection as well. Hence, \( C^T_{\phi, \gamma} \) contains \( B^T_{\phi, \gamma} \). In Lemma 7, we bound the size of \( C^T_{\phi, \gamma} \) by the size of the largest Szemerédi type class in \( C^T_{\phi, \gamma} \), times a polynomial factor of the number of types, which in turn yields an upper bound on the size of \( B^T_{\phi, \gamma} \). We then proceed to prove that the size of \( B^T_{\phi, \gamma} \) is also lower bounded by the size of \( C^T_{\phi, \gamma} \) up to a polynomial
factor, by showing that there exists a Szemerédi type class contained in $B^*_F(\phi, \gamma)$, whose size deviates from the maximal one in $C^*_F(\phi, \gamma)$ by a term inversely proportional to $\rho(S^*)$.

Before we prove our main theorem, we need to characterize the number of different Szemerédi types, and the size of a Szemerédi type class. For brevity, we implicitly assume that the subset $C_0$ in the partition is empty. This has a negligible effect on our results and can be easily accounted for.

**Lemma 7.** The number of nonempty $(k, \epsilon, n)$-Szemerédi type classes is upper bounded by $(\frac{n^2}{k^2} + 1)^k$.

**Proof.** The alphabet size of a $(k, \epsilon, n)$-Szemerédi type matrix $S$ that corresponds to a nonempty class $\Lambda(S, n)$ is $\frac{n^2}{k^2} + 1$.

**Lemma 8.** The size of any nonempty Szemerédi type class $\Lambda(k, \epsilon, S, n)$ satisfies

$$\frac{H(S) + o_1(1)}{k^2} \leq \frac{1}{n^2} \log |\Lambda(k, \epsilon, S, n)| \leq \frac{H(S) + o_1(1)}{k^2} + 2\epsilon.$$  

**Proof.** See Appendix A.5.

**Lemma 9.** Let $\mathcal{F}$ be a family of $d$ graphs, and $\phi, \gamma \in [0, 1]^d$. Define the set

$$C^*_F(\phi, \gamma) = \bigcup_{S : \Lambda(S, n) \subseteq C^*_F(\phi, \gamma)} \Lambda(k, \epsilon, S, n),$$  

with $\tilde{\gamma}_m \triangleq \gamma_m + 5\epsilon^\frac{1}{7}$. Then

$$\frac{H(S^*) + o_1(1)}{k^2} \leq \frac{1}{n^2} \log |C^*_F(\phi, \gamma)| \leq \frac{H(S^*) + o_1(1)}{k^2} + 2\epsilon,$$

where

$$S^* = \arg\max_S H(S) \quad \text{s.t.} \quad \Lambda(S, n) \subseteq C^*_F(\phi, \gamma)$$

**Proof.** From Lemma 8 and the fact that $\Lambda(S^*, n) \subseteq C^*_F(\phi, \gamma)$ we have

$$|C^*_F(\phi, \gamma)| \geq |\Lambda(S^*, n)| \geq 2^{n^2(H(S^*) + o_1(1))}.$$  

Also, from the union bound we get

$$|C^*_F(\phi, \gamma)| \leq \sum_{S : \Lambda(S, n) \subseteq C^*_F(\phi, \gamma)} |\Lambda(S^*, n)| \leq \left(\frac{n^2}{k^2} + 1\right)^k \cdot 2^{n^2H(S^*) + n^22\epsilon},$$

which concludes the proof.
Next, in Lemma 11 we bound the size of the typical set $B_n^f(\phi, \gamma)$ using the size of the set $C_n^f(\phi, \gamma)$. To that end, we first show in Lemma 10 that small perturbations in $S$ result in bounded change to the Szemerédi type class size $\Lambda(S, n)$.

**Lemma 10 (continuity).** Let $S_1, S_2$ be two $(k, \epsilon, n)$-Szemerédi types with nonempty Szemerédi type classes $\Lambda(S_1, n), \Lambda(S_2, n)$. Then,

$$\left| \frac{1}{n^2} \log \frac{\Lambda(S_1, n)}{\Lambda(S_2, n)} \right| \leq 5h \left( \frac{\|S_1 - S_2\|_1}{4k^2} \right).$$

(55)

**Proof.** Denote $S_{ij}^{(1)}$ as the $S_{ij}$, and assume without loss of generality $s_{ij}^{(1)} < s_{ij}^{(2)}$, and $s_{ij}^{(1)} < s_{ij}^{(2)} < 1/2$. We will justify these assumptions in the end. First let us show that for any $0 < \alpha < 1/2$,

$$\left| \log \frac{\Lambda(S_1, n)}{\Lambda(S_2, n)} \right| \leq n^2 \cdot h(\alpha) + \frac{n^2}{k^2} \cdot \log \left( \frac{1 - \alpha}{\alpha} \right) \cdot \|S_1 - S_2\|_1.$$  

(56)

We treat three cases. First, assume $\alpha < s_{ij}^{(1)} < s_{ij}^{(2)} < 1/2$, then we have

$$h(s_{ij}^{(2)}) - h(s_{ij}^{(1)}) \leq \delta_{ij} \log \left( \frac{1 - s_{ij}^{(1)}}{s_{ij}^{(1)}} \right)$$

(57)

$$\leq \delta_{ij} \log \left( \frac{1 - \alpha}{\alpha} \right) \leq h(\alpha) + \delta_{ij} \log \left( \frac{1 - \alpha}{\alpha} \right).$$

(58)

where (57) stems from the concavity of $h(x)$ and using the derivative of $h(\cdot)$, and (58) is due to $\alpha < s_{ij}^{(1)}$ and the non-negativity of the binary entropy. Next, let $s_{ij}^{(1)} < \alpha < s_{ij}^{(2)} < 1/2$, then we have

$$h(s_{ij}^{(2)}) - h(s_{ij}^{(1)}) \leq h(\alpha) + (s_{ij}^{(2)} - \alpha) \log \left( \frac{1 - \alpha}{\alpha} \right) - h(s_{ij}^{(1)})$$

(59)

$$\leq h(\alpha) + (\delta_{ij} - \alpha) \log \left( \frac{1 - \alpha}{\alpha} \right)$$

(60)

$$\leq h(\alpha) + \delta_{ij} \log \left( \frac{1 - \alpha}{\alpha} \right),$$

(61)

where in (59) we again used concavity of $h(x)$ and the derivative of $h(\cdot)$, in (60) we used the relation $s \leq h(s)$ for $s \leq 1/2$ and in (61) we used the fact that for $\alpha < 1/2$ we get $\log \left( \frac{1 - \alpha}{\alpha} \right) > 0$. Finally, when $s_{ij}^{(1)} < s_{ij}^{(2)} < \alpha < 1/2$,

$$h(s_{ij}^{(2)}) - h(s_{ij}^{(1)}) \leq h(\alpha) \leq h(\alpha) + \delta_{ij} \log \left( \frac{1 - \alpha}{\alpha} \right).$$
Therefore, we get in the general case that

\[ H(S_2) - H(S_1) \leq k^2 \cdot h(\alpha) + \log \left( \frac{1 - \alpha}{\alpha} \right) \cdot ||S_2 - S_1||. \]

This result holds also when \( s_{ij}^{(1)} < 1/2 < s_{ij}^{(2)} \) since in this case we can always take \( s_{ij}^{(2)} = 1 - s_{ij}^{(2)} \) and get the same entropy \( h(s_{ij}^{(2)}) = h(s_{ij}^{(2)}) \) but a smaller \( \delta_{ij} \). Next, let us choose \( \alpha = \frac{||S_1 - S_2||}{4k^2} \), then the above becomes

\[
H(S_2) - H(S_1) \leq k^2 \left( h(\alpha) + 4\alpha \log \left( \frac{1 - \alpha}{\alpha} \right) \right) \leq k^2 \left( h(\alpha) - 4\alpha \log(1 - \alpha) \right) \leq 5k^2 h(\alpha). 
\]

and (55) then follows directly by plugging in the result of Lemma 8.

**Lemma 11.** Let \( \phi, \gamma \in [0, 1]^d \), \( F \) a family of d graphs and \( S^* \) be as in (49). The size of the typical set \( B^*_F(\phi, \gamma) \) satisfies

\[
\left| \frac{1}{n^2} \log \left( \frac{|B^*_F(\phi, \gamma)|}{|C^*_F(\phi, \gamma)|} \right) \right| \leq 5h \left( \frac{\rho(S^*)}{4k^2} \right) + \frac{8k}{n}
\]

where \( C^*_F(\phi, \gamma) \) is defined as in (53).

**Proof.** Recall that for any \( G \in B^*_F(\phi, \gamma) \) we have \( |t(G, F_m) - \phi_m| < \gamma_m \). From Lemma 8 we have that for any \( G \in \Lambda(S, n) \) it holds that \( ||t(G, F) - t(S, F)||_{\infty} \leq 5\epsilon \). Then, using the triangle inequality we get that all the Szemerédi classes that contain some graph \( G \in B^*_F(\phi, \gamma) \) must have \( |t(G, F_m) - \phi_m| < \gamma_m + 5\epsilon \). Hence, \( B^*_F(\phi, \gamma) \subseteq C^*_F(\phi, \gamma) \) and \( |B^*_F(\phi, \gamma)| \leq |C^*_F(\phi, \gamma)| \).

Since \( S^* \) is the type with the largest type-class \( \Lambda(S^*, n) \subseteq C^*_F(\phi, \gamma) \), we have \( |C^*_F(\phi, \gamma)| \leq \left( \frac{n^2}{k^2} + 1 \right)^k 2^{\Lambda(S^*, n)} \). For any (nonempty) \( (k, \epsilon) \)-Szemerédi type class \( \Lambda(S, n) \subseteq B^*_F(\phi, \gamma) \) we have \( |\Lambda(S, n)| \leq |B^*_F(\phi, \gamma)| \), and hence

\[
1 \leq \frac{|C^*_F(\phi, \gamma)|}{|B^*_F(\phi, \gamma)|} \leq \left( \frac{n^2}{k^2} + 1 \right)^k 2^{\Lambda(S^*, n)} \frac{|\Lambda(S^*, n)|}{|\Lambda(S, n)|}.
\]

Therefore, it is enough to show that there exists some nonempty \( (k, \epsilon) \)-Szemerédi type class \( \Lambda(S, n) \subseteq B^*_F(\phi, \gamma) \) with

\[
\log \left( \frac{|\Lambda(S^*, n)|}{|\Lambda(S, n)|} \right) \leq 5n^2 \cdot h \left( \frac{\rho(S^*)}{4k^2} \right)
\]
to conclude our proof.
Clearly, if $\Lambda(S^*, n) \subseteq B^F_n(\phi, \gamma)$ we are done. Else, let $\hat{\phi}_* = \frac{\phi - \phi(S^*)}{\|\phi - \phi(S^*)\|_2}$, i.e., the unit vector in the densities domain that points in the direction of $\phi - \phi(S^*)$. Note that for any $S \in C^F_n(\phi, \gamma)$ we have $|t(S, F_m) - \phi_m| < \gamma_m + 5\epsilon^\frac{1}{2}$, and a sufficient condition for $\Lambda(S, n)$ to be fully contained in $B^F_n(\phi, \gamma)$ is $|t(S, F_m) - \phi_m| < \gamma_m - 5\epsilon^\frac{1}{2}$. Then, from the triangle inequality we get that any $S$ with $t(S, F) = \phi(S^*) + 10d \cdot \epsilon^\frac{1}{2} \hat{\phi}_*$ will ensure that $\Lambda(S^*, n) \subseteq B^F_n(\phi, \gamma)$. From (48) we get that there is a trajectory of length at most $\rho(S^*)$ in the $S$-domain that starts at $S^*$ and ends at some $\bar{S}$ with $\phi(\bar{S}) = \phi(S^*) + 10d \cdot \epsilon^\frac{1}{2} \hat{\phi}_*$, and whose image in the densities domain is the straight line between $\phi(S^*)$ and $\phi(\bar{S})$. Hence $\|\bar{S} - S^*\|_1 \leq \rho(S^*)$. Here, we assume that $\bar{S}$ corresponds to a nonempty class $\Lambda(\bar{S}, n)$. In the case it is not, that is, the entries of $\bar{S}$ are not an integer multiple of the resolution $\frac{k^2}{n^2}$, we will need to quantize it to its nearest nonempty type. This is always possible since $\phi$ is $d$-Lipschitz, hence for a large enough $n$ one can quantize $\bar{S}$ per entry as $\bar{s}_{ij,\text{quantized}} = \lceil \bar{s}_{ij} \cdot \frac{n^2}{k^2} \rceil \cdot \frac{k^2}{n^2}$ and still have $\bar{S}_{\text{quantized}} \in B^F_n(\phi, \gamma)$. Then, from Lemma [10] we get

$$\log \left| \frac{\Lambda(S^*, n)}{\Lambda(S, n)} \right| \leq 5n^2 h \left( \frac{\rho(S^*)}{4k^2} \right),$$

and along with $\log(\frac{n^2}{k^2} + 1)^{k^2} \leq \frac{8k}{n}$ we are done.

\[\Box\]

**Proof of Theorem 2.** Follows from Lemmas [9] and [11]

\[\Box\]

7 The scalar $F$-density problem revisited

The accuracy of the estimated size of the densities set in Theorem 2 is given as a function of $\rho(S^*)$, which may yield a tight estimate for some $S^*$ and not for others. However, in the special case $d = 1$, that is, when the density-typical set is defined by a single subgraph density, an explicit expression for the accuracy can be derived, yielding a tight result for any $S^*$, as we show below in Theorem 3. Moreover, this case also vividly demonstrates the additional conditions needed in order to derive a finite-$n$ result, conditions which are not needed in the asymptotic case [12]. Specifically, as shown in the proof of Theorem 3 it is not enough that the parameter (in this case, the $F$-density) is nice; an additional bound on the size of its gradient is required. We establish such a bound in Lemma 12, where we show that the smallest deviation $\|S - \bar{S}\|$ in the $S$-domain that guarantees a deviation $\Delta$ in the density domain, is bounded by a quantity proportional to $\Delta^\gamma(3)$. We then use this result to get an (asymptotically) tight bound on the size of the density-typical set in Theorem 3.
Lemma 12. Let $F$ be a graph on $r$ vertices and $S$ be an $(k, \epsilon)$-Szemerédi type with $t(S, F) = \phi$, then for any $\phi' \in [0, 1]$ there exist a $(k, \epsilon)$-Szemerédi type $\tilde{S}$ with $t(\tilde{S}, F) = \phi'$ and $\|S - \tilde{S}\|_1 \leq \left( \frac{|\phi - \phi'|}{1 - \min\{\phi, \phi'\}} \right) \left( \frac{k}{2} \right)$.

Proof. To prove this we use a technique similar to the proof of [12, Proposition 4.2]. For simplicity we prove this lemma for cliques. The adjustment for general graphs $F$ is trivial since we consider non-induced graphs. Assume without loss of generality that $\phi' \geq \phi$, and let $\tilde{S} = S + \alpha(1 - S)$ for some $\alpha \in [0, 1]$ to be chosen later in the proof. Then for any $r$let $A$ of indices we have

$$
\prod_{ij \in A} \tilde{s}_{ij} = \prod_{ij \in A} (s_{ij} + \alpha(1 - s_{ij})) \\
\geq \prod_{ij \in A} s_{ij} + \alpha \prod_{ij \in A} (s_{ij} + (1 - s_{ij})) - \alpha \prod_{ij \in A} s_{ij} \\
= \prod_{ij \in A} s_{ij} + \alpha (1 - \prod_{ij \in A} s_{ij}).
$$

Therefore

$$
t(\tilde{S}, F) \geq t(S, F) + \alpha \left( \frac{k}{2} \right) (1 - t(S, F)) = \phi + \alpha \left( \frac{k}{2} \right) (1 - \phi).
$$

and for $\alpha = \left( \frac{|\phi - \phi'|}{1 - \phi} \right) \left( \frac{1}{2} \right)$ we get

$$
t(\tilde{S}, F) \geq \phi'.
$$

Since $t(S, F)$ is continuous in all $s_{ij}$ we get by the intermediate value theorem that there exist some $\alpha \in [0, \left( \frac{|\phi - \phi'|}{1 - \phi} \right) \left( \frac{1}{2} \right)]$ for which $t(\tilde{S}, F) = \phi'$. Finally, note that

$$
\|S - \tilde{S}\|_1 = \alpha \sum_{ij} (1 - s_{ij}) \leq \alpha \left( \frac{k}{2} \right),
$$

which concludes the proof. \hfill \Box

Theorem 3. Fix $\phi, \gamma \in [0, 1]$ and $\epsilon < \frac{1}{r^2}$. Let

$$
S^* = \arg \max_S H(S) \tag{69}
$$

s.t. $|t(S, F) - \phi| \leq \gamma + 5\epsilon^\frac{1}{2} \tag{70}$
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be any maximizer, where the maximization is over all \((k, \epsilon)\)-Szemerédi types. The size of the typical set \(B^n_F(\phi, \gamma)\) satisfies
\[
\left| \frac{1}{n^2} \log \left| B^n_F(\phi, \gamma) \right| - \frac{H(S^*)}{k^2} \right| \leq 5h \left( c \cdot \frac{1}{r^3} \right) + 2\epsilon + o(1), \tag{71}
\]
with
\[
c = \begin{cases} 
\left( \frac{10}{1-\phi-\gamma} \right)^{\frac{1}{2}}, & \phi + \gamma < 1 \\
\left( \frac{10}{1-\phi+\gamma} \right)^{\frac{1}{2}}, & \phi + \gamma \geq 1 
\end{cases}.
\]

Proof. First, assume \(\phi + \gamma < 1\). It is enough to show that when \(d = 1\) the result in Lemma \[\text{[11]}\] can be improved to
\[
\left| \frac{1}{n^2} \log \left| B^n_F(\phi, \gamma) \right| \right| \leq 5h \left( c \cdot \frac{1}{r^3} \right) + \frac{8k}{n}, \tag{72}
\]
where \(C^\delta_F(\phi, \gamma)\) is as in \([53]\). Then the rest of the proof follows easily using the same technique as in Theorem \[\text{[2]}\]. To that end, assume without loss of generality that \(\phi + \gamma - 5\epsilon \leq t(S^*, F) \leq \phi + \gamma + 5\epsilon\). We need to show that there exists a type \(\bar{S}\) with \(t(\bar{S}, F) = t(S^*, F) - 10\epsilon\) to ensure that \(\Lambda(\bar{S}) \subseteq B^\delta_F(\phi, \gamma)\). From Lemma \[\text{[12]}\] we get that there exist such \(\bar{S}\) with
\[
\|S^* - \bar{S}\| \leq \left( \frac{10}{1-\phi-\gamma} \right)^{\frac{1}{2}} \cdot \epsilon^{\frac{1}{3}},
\]
which concludes the proof for the case \(\phi + \gamma < 1\). The adjustment for the case \(\phi + \gamma \geq 1\) can be easily done by noting that from the monotonicity of \(t(S, F)\) in all \(s_{ij}\) it follows that for any \(\epsilon < \frac{1}{r^3}\), the maximum entropy Szemerédi type \([69]\) must hold that \(t(S, F) < \phi + \gamma - 5\epsilon\), hence the constant in the theorem will be given by \(c = \left( \frac{10}{1-\phi+\gamma} \right)^{\frac{1}{2}}\). \qed

8 Summary and Discussion

In this paper we considered the problem of counting the number of graphs on \(n\) vertices that share approximately the same \(F\)-degree distribution. Except for the special case when \(F\) is a single edge, this problem had not been addressed before, and generalizing the methods used in the edge case appears to be nontrivial, partly due to the feasibility problem. Here, to circumvent the feasibility problem, we defined a histogram as a KS-ball around a smooth reference distribution, and then characterize the number of graphs whose \(F\)-degree distribution lies inside this ball, in terms of a solution to a constrained
maximum entropy problem over fixed-dimension random graphs with global structure constraints. Our approach was based on reducing the problem to the study of multiple global density types, and then estimating the size of such types using the regularity lemma and anti-concentration inequalities.

The main gap in the current work is deriving explicit continuity conditions for the maximum entropy solution (49) in Theorem 2 when \( d > 1 \). To that end, one approach is bounding the smallest singular value of the Jacobian \( J(S) \) of the mapping \( t(S, \mathcal{F}) \) away from zero. However, this cannot be done for all the feasible \( S \) points. For example, whenever \( s_{ij} = s \) for all \( i, j \in [k] \), and some \( s \in [0, 1] \), \( J(S) \) has at least one zero singular value. Hence, it seems that a more complex argument is needed in order to establish the desired continuity.

Other interesting aspects for further study may include improving the exponential bound (25) to yield tighter upper and lower bounds in Theorem 1 and extending the framework to handle induced subgraphs. The fact that we count non-induced subgraphs plays a central role in both steps of our solution. When replacing the \( F \)-degree distribution constraint with \( d \) global density constraint in Subsection 6.1, we use the fact that the subgraphs we count are non-induced in order to establish the equivalence between the moments of the \( F \)-degree distribution and the global densities of the graph. Then, when characterizing the size of the density typical set in Subsection 6.2, we assume that the (expected) global subgraph densities of the Szemerédi type are monotonically increasing in the edge densities \( s_{ij} \). This assumption is no longer true when dealing with induced subgraphs.

9 Acknowledgements

The authors are indebted to Wojciech Samotij for useful discussions and many ideas that were elemental in writing this paper.

A Appendix

A.1 The CV Bounds

We provide a brief formal presentation of the main large deviation result by Chatterjee and Vardhan in [12], and then give a toy example showing that these bounds are not necessarily tight. Let \( \mathcal{W} \) be the space of all graphons,
i.e., of all measurable functions from \([0,1]^2\) into \([0,1]\) that satisfy \(f(x,y) = f(y,x)\) for all \(x, y\). Two elements \(f, g \in W\) are said to be equivalent if there exist a measure preserving bijection \(\sigma : [0,1] \to [0,1]\) such that \(f(x,y) = g(\sigma x, \sigma y) \triangleq g_\sigma(x,y)\). The quotient space induced by this equivalence relation is denoted by \(\tilde{W}\). The cut distance between two elements \(f, g \in W\) is given by

\[
diamondsuit(f, g) \triangleq \sup_{S,T \subseteq [0,1]} \int_{S \times T} [f(x,y) - g(x,y)]dxdy.
\]

The cut metric is then defined for two graphon \(\tilde{f}, \tilde{g}\) in \(\tilde{W}\) as

\[
\delta_{\diamondsuit}(\tilde{f}, \tilde{g}) = \inf_{\sigma} d_{\diamondsuit}(f, g_\sigma).
\]

It was shown in [13] that \(\tilde{W}\) is compact with respect to the cut metric.

A graph \(G\) of \(n\) vertices has a natural representation \(f^G\) in the graphon space, given by \([1]\). The \(F\)-density of a graph as given in \([8]\) also has a natural extension to graphons, given by

\[
t(f, F) \triangleq \int_{[0,1]^r} \prod_{i \sim_F j} f(x_i, x_j) dx_1 \cdots dx_r,
\]

where \(i \sim_F j\) indicates that there is an edge between the vertices \(i\) and \(j\) in \(F\). If \(G_n\) is a sequence of simple graphs whose number of nodes tends to infinity, and \(t(F, G_n)\) is the corresponding \(F\)-density of \(G_n\), and the sequence \(t(F, G_n), n \to \infty\), converges for any \(F\), then there exists a graphon \(f \in W\), such that

\[
\delta_{\diamondsuit}(\tilde{f}^{G_n}, \tilde{f}) \to 0.
\]

Denote by \(P_n\) the probability induced on the space \(\tilde{W}\) by the Erdős-Rényi random graph \(G(n, 1/2)\) through the map \(G \to f^G \to \tilde{f}^G\) (the original result in \([12]\) is stated for a general Erdős-Rényi random graph \(G(p, 1/2), p \in [0,1]\). We bring the special case \(p = 1/2\) here since this is the useful setting for the purpose of our counting problem).

**Theorem 4** (Theorem 2.3 in \([12]\)). For any closed set \(\tilde{V} \subseteq \tilde{W}\)

\[
\limsup_{n \to \infty} \frac{1}{n^2} \log P_n(\tilde{V}) \leq \sup_{f \in \tilde{V}} (H(f)),
\]

and for any open set \(\tilde{U} \in \tilde{W}\),

\[
\liminf_{n \to \infty} \frac{1}{n^2} \log P_n(\tilde{U}) \geq \sup_{f \in \tilde{U}} (H(f)).
\]
The above can be used to bound the number of graphs $G$ whose $F$-density lies within some interval $[a, b]$ by setting $\tilde{U}$ to be the open set $\tilde{U} = \{ f \in \tilde{W} : a < t(f, F) < b \}$ and $\tilde{V}$ as its closure $\tilde{V} = \{ f \in \tilde{W} : a \leq t(f, F) \leq b \}$. Then by noting that $P_n$ is uniform over all graphons that correspond to some graph $G$ on $n$ vertices and zero over all others, the desired result is obtained. A similar result can be derived for any graph parameter. The tightness of the bounds then depends, as explained in Subsection 2.1, on the continuity of the rate function $\psi(t)$ in (2) with respect to $t$.

To show that the bounds may not coincide in some cases, consider the following simple example; let $e(f)$ denote the edge density of $f$, that is, $t(F, f)$ in the case that $F$ is a single edge. We define the parameter $\tau(f)$ to be the function $z(x)$ in Figure A.1, applied to $e(f)$, i.e., $\tau(f) = z(e(f))$. Since $e(f)$ is continuous with respect to the cut metric, and $\tau(f)$ is a continuous mapping of $e(f)$, then $\tau(f)$ is also continuous with respect to the cut metric and hence a valid graph parameter.

Next, let us apply the bounds in Theorem 4 to an open set and its closure, and see that they do not coincide (in some cases). Consider the sets $\tilde{U} = \{ f : \tau(f) < \frac{2}{5} \}$ and $\tilde{V} = \{ f : \tau(f) \leq \frac{2}{5} \}$. Then we get that the upper bound (77) is equal to 1, since $\tilde{V}$ contains the constant graphon $f(x, y) = 1/2$, $\forall x, y$, which is the global maximum entropy graphon. However, the lower bound (78) must be strictly smaller than 1, since $\tilde{U}$ contains only graphons with $e(f) < 1/3$. An example with a countable number of jump discontinuities can be constructed in a similar way.
A.2 Proof of Szemerédi’s Regularity Lemma

We prove Szemerédi’s regularity lemma, to make the paper more self-contained for readers less familiar with it. We prove a slightly weaker version of Lemma 5, where the size of the sets in the partition are not necessarily equal sized. Also, we only show that for any \( \epsilon \), for each graph there exist some \( k \) such that it has an \((\epsilon, k)\) partition, rather that there is a single \( k \) that fits all graphs (for \( n \) large enough). We chose to prove this version, which is based on the one available on Wikipedia, since its proof is short and intuitive; the proof of the full version appearing in Lemma 5 can be found in [2]. The course of the proof will be as follows: for a given graph we first start with some arbitrary partition of size \( k_0 \). Then, if this partition is not \( \epsilon \)-uniform we perform a refinement step where each set is partitioned to at most \( 2^{k_0} \) parts. We repeat this step while the partition is not \( \epsilon \)-uniform.

We will show that as long as the partition is not \( \epsilon \)-uniform, the refinement step increases the "energy" of the partition (to be defined later). Since this energy property is bounded from above, this process is finite and bound to produce some \( \epsilon \)-uniform partition.

To that end we need the following lemmas that will show the energy cannot decrease upon refinement, and most increase if the partition to be refined is not \( \epsilon \)-uniform. Let \( G \) be some graph on \( n \) vertices and let \( W, U \subseteq V(G) \). Define

\[
q(W, U) \triangleq \frac{|W||U|}{n^2}d(W, U)^2.
\]

For partitions \( \mathcal{P}_W = \{W_1, \ldots, W_k\} \) of \( W \) and \( \mathcal{P}_U = \{U_1, \ldots, U_k\} \) of \( U \) define

\[
q(\mathcal{P}_W, \mathcal{P}_U) \triangleq \sum_{i=1}^{k} \sum_{j=1}^{k} q(W_i, U_j).
\]

Then, for a partition \( \mathcal{P} = \{C_1, \ldots, c_k\} \) of \( V(G) \) we define the energy of the partition as

\[
q(\mathcal{P}) = \sum_{i=1}^{k} \sum_{j=1}^{k} q(C_i, C_j) = \sum_{i=1}^{k} \sum_{j=1}^{k} \frac{|C_i||C_j|}{n^2}d(C_i, C_j)^2.
\]

Note that \( 0 \leq q(\mathcal{P}) \leq 1 \) for any \( \mathcal{P} \) since \( 0 \leq d(C_i, C_j) \leq 1 \) by definition. First we show that the energy is non increasing upon refinement.

Lemma 13. Let \( \mathcal{P}_W \) and \( \mathcal{P}_U \) be some partitions of \( W \) and \( U \) respectively, then

\[
q(\mathcal{P}_W, \mathcal{P}_U) \geq q(W, U). \tag{79}
\]
Proof. Let \( \mathcal{P}_W = \{W_1, \ldots, W_k\} \) of \( W \) and \( \mathcal{P}_U = \{U_1, \ldots, U_k\} \), and let us choose a vertex \( x \) from \( W \) and a vertex \( y \) from \( U \) uniformly at random. Let \( W_i \) and \( U_j \) be the subsets that \( x \) and \( y \) belongs to in the partitions \( \mathcal{P}_W \) and \( \mathcal{P}_U \), respectively, and define the random variable \( Z = d(W_i, U_j) \). Then

\[
\mathbb{E}[Z] = \sum_{i=1}^{k} \sum_{j=1}^{k} \frac{W_i U_j}{W U} d(W_i, U_j) = \frac{e(W, U)}{|W||U|} = d(W, U),
\]

and

\[
\mathbb{E}[Z^2] = \sum_{i=1}^{k} \sum_{j=1}^{k} \frac{W_i U_j}{W U} d(W_i, U_j)^2 = \frac{n^2}{|W||U|} q(\mathcal{P}_W, \mathcal{P}_U).
\]

By convexity we have \( \mathbb{E}[Z^2] \geq \mathbb{E}[Z]^2 \) which yields the desired result. \( \square \)

Next, we show that if a pair of sets is not \( \epsilon \)-uniform, there exist a refinement for the pair that will boost its energy.

**Lemma 14.** If the pair of sets \( (W, U) \) is not \( \epsilon \)-uniform as witnessed by \( W_1 \subset W \) and \( U_1 \subset U \), then

\[
q(\{W_1, W \setminus W_1\}, \{U_1, U \setminus U_1\}) > q(W, U) + \epsilon^4 \frac{|W||U|}{n^2}.
\]

**Proof.** Define \( Z \) as in the previous lemma. Then

\[
\text{var}[Z] = \mathbb{E}[Z^2] - \mathbb{E}[Z]^2 = \frac{n^2}{|W||U|} q(\{W_1, W \setminus W_1\}, \{U_1, U \setminus U_1\}) - q(W, U).
\]

Note that \( |Z - \mathbb{E}[Z]| = |d(W_1, U_1) - d(W, U)| \) with probability \( \frac{W_1 U_1}{W U} \), hence

\[
\text{var}[Z] = \mathbb{E}[(Z - \mathbb{E}[Z])^2] \geq \frac{W_1 U_1}{W U} (d(W_1, U_1) - d(W, U))^2 > \epsilon^4,
\]

which concludes the proof. \( \square \)

**Lemma 15.** If a partition \( \mathcal{P} = C_1, \ldots, C_k \) of \( V(G) \) is not \( \epsilon \)-uniform, then there exists a refinement \( \mathcal{P}' \) of \( \mathcal{P} \) in which every set \( C_i \) is partitioned into at most \( 2^k \) parts and

\[
q(\mathcal{P}') \geq q(\mathcal{P}) + \epsilon^5.
\]
Proof. For any \((i, j)\) such that \((C_i, C_j)\) is not \(\epsilon\)-uniform, find the subsets \(A_{ij} \subseteq C_i\) and \(A_{ji} \subseteq C_j\) that witness the irregularity. Let \(\mathcal{P}'\) be the refinement of \(\mathcal{P}\) by all the subsets \(A_{ij}\), 1 \(\leq i, j \leq k\). Then, in this partition each set \(C_i\) is partitioned into at most \(2^k\) parts. Denote by \(\mathcal{P}'_{C_i}\) the partitioning of \(C_i\) in \(\mathcal{P}'\), then,

\[
q(\mathcal{P}') = \sum_{(i,j) \in [k] \times [k]} q(\mathcal{P}'_{C_i}, \mathcal{P}'_{C_j}) = \sum_{(i,j) \in [k] \times [k] : (C_i, C_j) \text{ \(\epsilon\)-uniform}} q(\mathcal{P}'_{C_i}, \mathcal{P}'_{C_j}) + \sum_{(i,j) \in [k] \times [k] : (C_i, C_j) \text{ not \(\epsilon\)-uniform}} q(\mathcal{P}'_{C_i}, \mathcal{P}'_{C_j}).
\]

(86)

Since \(\mathcal{P}'_{C_i}\) is a refinement of \(\{C_i, C_i \setminus A_{ij}\}\) we get that

\[
q(\mathcal{P}') \geq \sum_{(i,j) \in [k] \times [k] : (C_i, C_j) \text{ \(\epsilon\)-uniform}} q(C_i, C_j) + \sum_{(i,j) \in [k] \times [k] : (C_i, C_j) \text{ not \(\epsilon\)-uniform}} q\{\{C_i, C_i \setminus A_{ij}\}, \{C_j, C_j \setminus A_{ji}\}\}
\]

(87)

\[
\geq \sum_{(i,j) \in [k] \times [k] : (C_i, C_j) \text{ \(\epsilon\)-uniform}} q(C_i, C_j) + \sum_{(i,j) \in [k] \times [k] : (C_i, C_j) \text{ not \(\epsilon\)-uniform}} \epsilon^4 \frac{|C_i||C_j|}{n^2},
\]

(88)

\[
\geq q(\mathcal{P}) + \epsilon^5,
\]

(89)

where (87) is due to Lemma 13, (88) is due to Lemma 14 and (89) is since \(\mathcal{P}\) is not \(\epsilon\)-uniform.

Proof of Szemerédi regularity lemma. We start with a trivial partition \((k = 1)\) and while the partition is not \(\epsilon\)-uniform we apply Lemma 15. At each step the energy of the partition increases by at least \(\epsilon^5\), but \(q(\mathcal{P}) \leq 1\), hence we bound to stop, i.e., get an \(\epsilon\)-uniform partition, after at most \(\epsilon^{-5}\) steps.

A.3 Proof of Fainleib’s inequality

We now bring a sketch of the proof of Fainleib’s inequality (26). The full version including the exact value of the constants can be found in [19].

Proof. The concept of the proof is to show that there exist a low pass filter \(\varphi_T(x)\) such that for any cumulative distribution function \(Q(x)\) it hold that \(Q(x) \leq 2 \int_x^{x+\frac{2}{\epsilon}} Q(u)\varphi_T(u-x)du\), for some constant \(c\). Therefor for any \(x\) and any two cdfs \(Q(x)\) and \(F(x)\) the expression \(Q(x) - F(x) \leq 2 \int_x^{x+\frac{2}{\epsilon}} Q(u)\varphi_T(u-x)du - F(x) \leq 2 \int_x^{x+\frac{2}{\epsilon}} (Q(u) - F(u))\varphi_T(u-x)du + f(F)\) where the latter is a function that depend on the concentration of \(F\). Let \(\varphi(x)\) be a filter such that for some constants \(c_1, c_2, c_3\) the following properties hold:
1. $0 \leq \varphi_T(x) \leq c_1 T$, for all $x$;
2. $\int_{-\infty}^{\infty} \varphi_T(x) dx = 1$;
3. $\int_0^{c_2 T} \varphi_T(x) dx = c(T) \geq \frac{1}{2}$;
4. $\vartheta(t) \triangleq \int_{-\infty}^{\infty} \varphi_T(x)e^{itx} dx$, the Fourier transform of $\varphi_T(x)$ is
   - band limited, $\vartheta(t) = 0$, for all $t : |t| \geq T$,
   - bounded, $|\vartheta(t)| \leq c_3$,
   - symmetric in absolute value $|\vartheta(t)| = |\vartheta(-t)|$.

Then, since $Q(x)$ is a cdf, i.e. monotonically increasing function, and by letting $h = \frac{\varphi_T}{T}$, we get that indeed

$$Q(x) \leq \frac{1}{c(T)} \int_{x}^{x+c_2 T} Q(u) \varphi_T(u - x) du,$$  \hspace{1cm} (90)

where we used property 3. Then we can write

$$Q(x) - F(x) \leq \frac{1}{c(T)} \int_{x}^{x+c_2 T} Q(u) \varphi_T(u - x) du - F(x)$$  \hspace{1cm} (91)

$$= \frac{1}{c(T)} \int_{x}^{x+c_2 T} (F(u) - F(x)) \varphi_T(u - x) du + \frac{1}{c(T)} \int_{x}^{x+c_2 T} (Q(u) - F(u)) \varphi_T(u - x) du$$  \hspace{1cm} (92)

$$\leq \frac{c_1 T}{c(T)} \int_0^{c_2 T} (F(x + u) - F(x)) du + \frac{1}{c(T)} \int_{-\infty}^{\infty} (Q(u) - F(u)) \varphi_T(u - x) du$$

$$- \frac{1}{c(T)} \left( \int_{-\infty}^{x} + \int_{x+c_2 T}^{\infty} \right) (Q(u) - F(u)) \varphi_T(u - x) du$$  \hspace{1cm} (93)

$$\leq \frac{c_1 T}{c(T)} \int_0^{c_2 T} (F(x + u) - F(x)) du + \frac{1}{c(T)} \int_{-\infty}^{\infty} (Q(u) - F(u)) \varphi_T(u - x) du$$

$$- \frac{1}{c(T)} \left( \int_{-\infty}^{x} + \int_{x+c_2 T}^{\infty} \right) (Q(u) - F(u)) \varphi_T(u - x) du.$$  \hspace{1cm} (94)

where in 92 and 94 we used property 2 and in 93 we used property 1. Then,
we have

\[
\frac{c_1 T}{c(T)} \int_0^T (F(x+u) - F(x))du \leq 2c_1 T \int_0^T (F(x+u) - F(x-u))du \tag{95}
\]

\[
= c_1 c_2 \left( \frac{T}{c_2} \int_0^T (F(x+u) - F(x-u))du \right) \tag{96}
\]

\[
\leq c_1 c_2 \left( \frac{T}{c_2} \int_0^T (F(x+u) - F(x-u))du \right) \tag{97}
\]

\[
\triangleq c_1 c_2 \tilde{S}_f \left( \frac{c_2 T}{T} \right). \tag{98}
\]

It can be easily shown that there exist a constant \(c_4\) such that \(\tilde{S}_f \left( \frac{c_2 T}{T} \right) \leq c_4 \tilde{S}_f \left( \frac{1}{T} \right)\) (full derivation in [19]). Then

\[
\tilde{S}_f \left( \frac{1}{T} \right) = T \int_0^T (F(x+u) - F(x-u))du \leq \sup_x (F(x+u) - F(x-u)) \tag{99}
\]

\[
= S_f \left( \frac{1}{T} \right). \tag{100}
\]

When \(Q(x)\) and \(F(x)\) corresponds to some continuous pdfs \(q(x)\) and \(f(x)\) respectively, then the characteristics functions \(\psi_q\) and \(\psi_f\) are their Fourier transforms and we obtain

\[
\left| \int_{-\infty}^{\infty} (Q(u) - F(u)) \varphi_T(u-x)du \right| = \left| \int_{-\infty}^{\infty} e^{-iut} \left( \frac{\psi_q(t)}{t} - \frac{\psi_f(t)}{t} \right) \varphi_T(t)dt \right| \tag{101}
\]

\[
\leq c_3 \int_{-\infty}^{\infty} \left| \frac{\psi_q(t)}{t} - \frac{\psi_f(t)}{t} \right| dt, \tag{102}
\]

where in [102] we used the triangle inequality and property 4. When \(Q(x)\) and \(F(x)\) does not corresponds to continuous pdfs the same result can be obtained using Levy’s inversion, full derivation available at [19]. It is left then to deal with the term \(\frac{1}{c(T)} \left( \int_{-\infty}^{X} + \int_{x+\frac{\sqrt{T}}{2}}^{\infty} \right) (Q(u) - F(u)) \varphi_T(u-x)du\). Let \(a = \sup_x |Q(x) - F(x)|\), then

\[
\left| \left( \int_{-\infty}^{X} + \int_{x+\frac{\sqrt{T}}{2}}^{\infty} \right) (Q(u) - F(u)) \varphi_T(u-x)du \right| \leq a \left( \int_{-\infty}^{X} + \int_{x+\frac{\sqrt{T}}{2}}^{\infty} \right) \varphi_T(u-x)du \tag{103}
\]

\[
= a \left( 1 - \int_{x}^{x+\frac{\sqrt{T}}{2}} \varphi_T(u-x)du \right) = a(1 - c(T)). \tag{104}
\]
Then by combining all three terms together and switching wings we get the desired results. In [19] it is shown that the filter

$$\varphi_T(x) = \frac{T}{\pi} \frac{1 - \cos(Tx - 3)}{(Tx - 3)^2},$$

hold all the required properties. For the exact constants the reader is referred to the full proof there.

A.4 Proof of the Counting Lemma

Proof of Lemma. Here we prove the lemma for the case where $F$ is a clique. The proof can be easily amended to account for general graphs. In the following, an irregular pair is a pair of subsets in the $(k, \epsilon)$-uniform partition that is not an $\epsilon$-uniform pair. Also, we denote $g = \frac{k}{n}$. Let $G \in \Lambda(S, n)$ be a graph that corresponds to an $(k, \epsilon)$-uniform partition $G = C_0 \cup C_1 \cup \cdots \cup C_k$. The reduced graph $G$ is obtained from $G$ by removing the following edges (recall that $\frac{1}{k} < \epsilon$):

1. All edges with at least one end in $C_0$. There are at most $\epsilon n^2$ of those.

2. All edges inside the sets $C_i$, $1 \leq i \leq k$. There are at most $g^2k \leq \epsilon \cdot n^2$ of those.

3. All edges between irregular pairs $(C_i, C_j)$. There are at most $\epsilon \cdot \binom{k}{2} \cdot g^2 \leq \epsilon \cdot n^2$ of those.

4. All edges that belong to $\epsilon$-uniform pairs with density $s_{ij} < \epsilon + \frac{1}{\epsilon\cdot n^2}$.

Let us upper bound the number of copies of $F$ that was removed in the reduction process. There are several cases of such copies:

1. Copies with at least one vertex in $C_0$. There are at most $\epsilon n \cdot \binom{n}{r-1} \leq \epsilon \cdot n^r$ of those.

2. Copies with at least two vertices in the same set. There are at most $k \cdot \binom{g}{2} \cdot \binom{n}{r-2} \leq \epsilon \cdot n^r$ of those.

3. Copies with each vertex in a different set but with (at least one) irregular couple. There are at most $\epsilon \cdot \binom{k}{2} \cdot \binom{k}{r-2} \cdot g^r \leq \epsilon \cdot n^r$ of those.
4. Copies with each vertex in a different set but with (at least one) less-
than-$(\epsilon + \epsilon^{r-2})$ couple. There are at most \(\binom{k}{2} \cdot \binom{k}{r-2} \cdot (\epsilon + \epsilon^{r-2}) \cdot \) \(r^r \leq 2\epsilon^{\frac{1}{r-2}} \cdot n^r\) of those.

Therefore, we have \(t(G,F) - t(\tilde{G},F) \leq 5\epsilon^{\frac{1}{r-2}} \cdot n^r\).

Next, note that \(\tilde{G}\) is a \(k\)-partite graph on the sets \(C_1, \ldots, C_k\) where all the pairs \((C_i,C_j), 1 \leq i < j \leq k\), in the partition are \(\epsilon\)-uniform with densities
\[
\bar{s}_{ij} = \begin{cases} s_{ij}, & s_{ij} \geq \epsilon + \epsilon^{\frac{1}{r-2}}, \\ 0, & s_{ij} < \epsilon + \epsilon^{\frac{1}{r-2}}, \quad \text{or} \quad (C_i,C_j) \text{ is irregular pair.} \end{cases}
\]

Let us lower bound the number of copies of \(F\) in \(\tilde{G}\). We say that a vertex \(v \in C_i\) is \textit{typical} with respect to \(C_j, j \neq i\), if it is connected to at least \((\bar{s}_{ij} - \epsilon) \cdot |C_j|\) vertices in \(C_j\). If \(v \in C_i\) is not typical with respect to \(C_j\) then it is \textit{atypical} with respect to \(C_j\). Note that for any \(\epsilon\)-uniform pair \((C_i,C_j)\), there are at most \(\epsilon |C_i|\) vertices in \(C_i\) that are atypical with respect to \(C_j\). Hence, given a specific \(r\)-let of distinct sets \(C_{i_1}, \ldots, C_{i_r}\), we have that there are at least \((1 - (r-1)\epsilon) \cdot |C_{i_1}|\) vertices in \(C_{i_1}\) that are typical with respect to all \(C_{i_j}, 2 \leq j \leq r\). Let us look at a specific such vertex \(v_1 \in C_{i_1}\). Denote the span of \(v_1\) in \(C_{i_j}\) by \(A_j\), and note that \(|A_j| > (\bar{s}_{i_1i_j} - \epsilon)|C_{i_j}|, \forall j \in \{2, \ldots, r\}\), and that for any \(j\) such that \(\bar{s}_{ij} > 0\) we get \(|A_j| \geq \epsilon |C_{i_j}|\). Next, note that there are at least \((\bar{s}_{i_1i_j} - (r-1)\epsilon) \cdot |C_{i_2}|\) vertices in \(A_2\) that are typical with respect to all \(A_j, 3 \leq j \leq r\), thus connected to at least \((\bar{s}_{i_2i_j} - \epsilon)(\bar{s}_{i_1i_j} - \epsilon)|C_{i_j}|\) vertices in each \(A_j, 3 \leq j \leq r\). Let us choose one such vertex, \(v_2 \in A_2 \subseteq C_{i_2}\), and repeat the process again. After repeating the process \(r-2\) times, we have a subset of \(r-2\) vertices \(\{v_1 \in C_{i_1}, \ldots, v_{r-2} \in C_{i_{r-2}}\}\), that are all connected to each other and to the same \(\prod_{j=1}^{r-2}(\bar{s}_{i_{j+1}i_j} - \epsilon) \cdot |C_{i_j}|\), vertices in \(C_{i_{r}}, \ell \in \{r-1, r\}\). We denote these subsets as \(\hat{A}_\ell \subset C_{i_\ell}\). Since \(\bar{s}_{ij} \geq \epsilon + \epsilon^{\frac{1}{r-2}}\) we get that
\[
\prod_{k=1}^{r-2}(\bar{s}_{i_{j+k}i_{j}} - \epsilon) > \epsilon,
\]
hence the pair $\langle \tilde{A}_{r-1}, \tilde{A}_r \rangle$ has at least

$$
(\tilde{s}_{r-1,r} - \epsilon) \cdot |\tilde{A}_{r-1}| |\tilde{A}_r| \geq \prod_{j=1}^{r-2} (\tilde{s}_{ij,r-1} - \epsilon) |C_{i,r-1}| \prod_{\ell=1}^{r-2} (\tilde{s}_{i\ell,r} - \epsilon) |C_{i,r}| \quad (106)
$$

edges between them, each edge completes one copy of $F$ (with the vertices $v_1, \cdots, v_{r-2}$). But, there were $\prod_{j=1}^{r-1} (\tilde{s}_{ij,r} - (r-1)\epsilon) \cdot |C_{i,r}|$ options to choose the vertices $v_\ell$, $2 \leq \ell \leq r-2$, and $(1 - (r-1)\epsilon) |C_{i,1}|$ options to choose $v_1$. Hence, if we let $A \triangleq \{i_1, \cdots, i_r\}$, and denote by $N^G_{\tilde{A}}$ the number of copies of $F$ over the $r$-let $C_{i_1}, \cdots, C_{i_r}$ in $\tilde{G}$, we get

$$
N^G_{\tilde{A}} \geq (1 - (r-1)\epsilon) |C_{i,1}| \prod_{\ell=2}^{r-2} \left( \prod_{j=1}^{\ell-1} (\tilde{s}_{ij,r} - (r-1)\epsilon) \right) \prod_{\ell=2}^{r-1} |C_{i,\ell}| \quad (108)
$$

$$
\times |C_{i,1}| \prod_{\ell=2}^{r} \left( \prod_{j=1}^{\ell-1} (\tilde{s}_{ij,\ell} - \epsilon) \right) |C_{i,\ell}| \quad (109)
$$

$$
> (1 - (r-1)\epsilon) \prod_{i,j \in A} (\tilde{s}_{ij} - (r-1)\epsilon) \prod_{\ell=1}^{r} |C_{i,\ell}| \quad (110)
$$

$$
> \left( \prod_{i,j \in A} \tilde{s}_{ij} - r^3\epsilon^{\frac{r-3}{2}} \right) \prod_{\ell=1}^{r} |C_{i,\ell}|, \quad (111)
$$

where (111) can be derived using the relations $\log(1 - \frac{1}{x})^\frac{1}{2} \geq e^{-\frac{1}{4x}}$, $\forall x \in (0,1)$ and $e^{-x} \geq 1 - x$, $\forall x > 0$. Then,

$$
t(\tilde{G}, F) = \frac{1}{\binom{n}{r}} \sum_{A \subseteq [k]} \binom{n}{|A|} \sum_{|A|=r} N^G_{\tilde{A}} \geq \frac{n^r}{\binom{n}{r} k^r} \sum_{A \subseteq [k]} \prod_{|A|=r} \tilde{s}_{ij} - r^3\epsilon^{\frac{r-3}{2}} \quad (112)
$$

$$
= \left( \frac{1}{\binom{k}{r}} \sum_{A \subseteq [k]} \prod_{|A|=r} \tilde{s}_{ij} - r^3\epsilon^{\frac{r-3}{2}} \right) c(n, k), \quad (113)
$$

with $c(n, k) = \frac{n^r(k(k-1):\cdots(k-r+1))}{k^r n(n-1):\cdots(n-r+1)}$. Next note that since $k < n$ we have

$$
c(n, k) = \frac{\prod_{\ell=1}^{r-1} (1 - \frac{\ell}{n})}{\prod_{\ell=1}^{r-1} (1 - \frac{\ell}{n})} \leq 1, \quad (114)
$$
and also
\[
c(n, k) = \prod_{\ell=1}^{r-1} \left( 1 - \frac{\ell}{n} \right) \geq \frac{(1 - \frac{r-1}{k})^{r-1}}{(1 - \frac{1}{n})^{r-1}} \geq \left( 1 - \frac{r-1}{k} \right)^{r-1} \geq 1 - (r-1)^2 \epsilon,
\]

where in the last transition we used the fact the \( r \ll k \), the taylor series of \((1 + x)^a\) and the relation \( \frac{1}{k} \ll \epsilon \). Then we get
\[
t(\tilde{G}, F) \geq \frac{1}{(k)} \sum_{A \subseteq [k]} \prod_{i<j \in A} \tilde{s}_{ij} - r^3 \epsilon \frac{r-3}{r-2} - (r-1)^2 \epsilon \quad (116)
\]

Note that since \( \tilde{s}_{ij} \) is different from \( s_{ij} \) only if \( s_{ij} < \epsilon + \epsilon \frac{1}{r-2} \) or if \((C_i, C_j)\) is irregular pair, which only occurs at \( \epsilon (\binom{k}{2}) \) of the elements in the sum, we get that
\[
\left| t(S, F) - \frac{1}{(k)} \sum_{A \subseteq [k]} \prod_{i<j \in A} \tilde{s}_{ij} \right| \leq 3 \epsilon \frac{1}{r-2}.
\]

Hence, after considering the copies that was lost in the reduction process, we get
\[
t(G, F) \geq t(\tilde{G}, F) - 3 \cdot \epsilon \frac{1}{r-2} \geq t(\tilde{S}, F) - r^3 \epsilon \frac{r-3}{r-2} - (r-1)^2 \epsilon - 3 \cdot \epsilon \frac{1}{r-2} \quad (117)
\]
\[
\geq t(S, F) - 5 \epsilon \frac{1}{r-2}, \quad (118)
\]

where (118) is true for any \( \epsilon < r^{-3} \). The upper bound is derived in a similar way. \( \square \)

### A.5 Proof of Lemma 8

To prove this lemma we first need the following: we say that a bipartite graph \( G = (V_1, V_2, E) \) if \( \epsilon \)-uniform if \((V_1, V_2)\) are an \( \epsilon \)-uniform pair. In all the following \( g \triangleq \frac{n}{k} \)

**Lemma 16.** All bipartite graph with \( e \) edges over \([g] \times [g]\), except for a fraction of at most \( 2^{-\frac{g^2(2e^2+\frac{1}{2})}{g}} \), are \( \epsilon \)-uniform.

**Proof.** Let \( s = \frac{e}{g} \) and \( G = (V_1, V_2) \) be a random bipartite graph with \(|V_1| = |V_2| = g\), that is obtained by drawing \( \text{Ber}(s) \) edges between \( V_1 \) and
V_2 independently. Let \( E \) be the event that \( G \) is not \( \epsilon \)-uniform, i.e., the event where there exist two subsets \( A \subset V_1, B \subset V_2 \), such that \( |A|, |B| \geq \epsilon g \), and 
\[ e(A, B) < (s - \epsilon)|A||B| \] (denote this event by \( E_1 \)) or 
\[ e(A, B) > (s + \epsilon)|A||B| \] (denote this event by \( E_2 \)). Then, using Hoeffding’s inequality and the union bound

\[
\Pr(E) \leq \Pr(E_1) + \Pr(E_2) \quad (119)
\]

\[
\leq 2 \sum_{\ell_1 = \epsilon g}^{g} \sum_{\ell_2 = \epsilon g}^{g} \binom{g}{\ell_1} \binom{g}{\ell_2} 2^{-2e^2 \ell_1 \ell_2} \quad (120)
\]

\[
\leq 2 \sum_{\ell_1 = \epsilon g}^{g} \sum_{\ell_2 = \epsilon g}^{g} \left( \frac{g}{2} \right)^2 2^{-2e^4 g^2} \quad (121)
\]

\[
\leq 2 - 2e^4 g^2 + 2g + 2 \log g + 1, \quad (122)
\]

where in (121) we maximized the term \( \binom{g}{\ell} \) using the choice \( \ell_i = \frac{1}{2} g, i = 1, 2, \) and the exponent using the choice \( \ell_i = \epsilon g \). Denote by \( A_s \) the set of all bipartite graphs with exactly \( s \cdot g^2 \) edges and by \( A_E \) the set of all such graphs that are not \( \epsilon \)-uniform. Recall that the Ber\( (s) \) distribution is uniform over all the graphs in \( A_s \) and that \( \Pr(A_s) \geq 1/(g^2 + 1) \) \cite{[24]}. Then

\[
\frac{|A_E|}{|A_s|} = \frac{\Pr(A_E)}{\Pr(A_s)} \quad (123)
\]

\[
\leq (g^2 + 1)2^{-2e^4 g^2 + 2g + 2 \log g + 1} \quad (124)
\]

\[
\leq 2^{-g^2(2e^4 + \frac{1}{g})}. \quad (125)
\]

**Proof of Lemma 8.** There are three degrees of freedom in constructing a graph \( G \) in \( \Lambda(S, n) \):

1. Choosing all the edges between \( \epsilon \)-uniform pairs: without the \( \epsilon \)-uniformity constraint, this is equivalent to simply choosing the \( s_{ij} g^2 \) edges between \( C_i \) and \( C_j \), which has \( 2g^2 h(s_{ij}) - 2 \log g - 1 \leq |A_{s_{ij}}| \leq 2g^2 h(s_{ij}) \) options \cite{[24]}. Using the above claim we can deduce that the \( \epsilon \)-uniformity constraint does not change this number significantly, and we get 
\[ 2g^2 h(s_{ij}) - 2 \log g - 1 (1 - 2^{-g^2(2e^4 + \frac{1}{g})}) \leq |A_{s_{ij}, E}| \leq 2g^2 h(s_{ij}) \]

2. Choosing the edges inside the sets: there are at most \( 2^{k+1} \left( \frac{g}{2} \right) \leq 2n^2 \) options.
3. Choosing the edges between irregular pairs: there are at most $\epsilon k^2$ such pairs, hence $2^{k^2 g^2} \leq 2^{n^2}$ options.

Hence we get

$$2^{g^2 H(S) - 2k^2 \log g - k^2} \leq |\Lambda(S, n)| \leq 2^{g^2 H(S) + 2\epsilon n^2}.$$  

(126) \hfill (127)

\[
\square
\]
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