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Abstract. Forecasting Student Graduation with Classification And Regression Tree (CART) Algorithm aims to predict students' graduation in Computer Science Department of Pakuan University. The method used is the CART Algorithm where this method works by forming a decision tree that can infer the rules of a particular classification of the decision tree. The results of this study resulted output in the form of decision trees and determine the students with predetermined criteria are classified in categories such as pass on time or pass not on time. Assessment of the accuracy of the data classification that has been done using confusion matrix validation technique. Once calculated with the matrix, the accuracy rate reached 77.5% in the training data.

1. Introduction

The development of technology and information has a very important role to support all work activities to be more optimal. Application of information technology can be used in data processing such as prediction or forecasting. In the process of processing data there are stages such as cleaning, selection, combination, until the data processed can be presented as a new information, this is called knowledge discovery in database (KDD). KDD is a series of processes to gain knowledge or patterns from data sets known as data mining [2]. Process of data mining include classification, association rule, and clustering. In the classification technique in describing the learning to do prediction on a value of the target in the category variable, one way in the classification that is often used is the decision tree. One of the methods contained in the decision tree is Classification And Regression Tree (CART) algorithm. This method works by forming a decision tree that can infer the rules of a particular classification that has a way of making decisions with regression activities on the data. Relevant studies related to predictions have been made by previous researchers, Mardiani [3] conducted the application of classification with the CART algorithm for predicting lectures for new students (Study Cased : STMIK MDP Palembang). This study uses data classification classification functionality to predict which students will continue to study and which do not continue in the next semester. Based on these studies formed a new study to forecasting students' graduation in Department Computer Science, Pakuan University.

2. Methods

The research method applied to Forecasting Student Graduation With Classification And Regression Tree (CART) Algorithm is the method of KDD (Knowledge Discovery In Database).
Figure 1. KDD Approach [1]

2.1 Cleaning and Integration Data Phase
This process is an action to remove noise and inconsistent data or irrelevant data. The data set of students can be from PUTIK (Center of Information and Communication Technology) based on student data in SIMAK (Information System Academic) Pakuan University.

2.2 Selection and Transformation Data Phase
Data available on the database is often not all can be used, therefore the data to be retrieved is only relevant and relevant data. Later this relevant data will be the task of analysis to be returned into the database. Data is altered or merged into the appropriate format for processing in data mining.

2.3 Data Mining Phase
In this phase, different types of modeling techniques are selected and applied and the parameters calibrated to obtain optimal results. There are usually several techniques for the same type of data mining problem. Some techniques also have a need for a specific data form. Therefore, often the process of data preparation is needed again. The mining process is done by classifying the data with CART algorithm.

2.4 Pattern Evaluation Phase
The process of identifying patterns that represent knowledge based on multiple measures. The evaluation activities of the research measure the accuracy of CART algorithm using coincidence (confusion) matrix.

2.5 Knowledge Presentation Phase
Visualization and representation techniques a knowledge or information to the user. The last stage of the data mining process is how to formulate the decisions or actions of the analysis results obtained. Sometimes this should involve people who do not understand data mining. Therefore the presentation of data mining results in the form of knowledge that can be understood by everyone is a necessary step in the process of data mining.

3. Results
The results obtained from this research is the making of classification system of students' graduation forecasting of Department of Computer Science, Faculty of Mathematics and Natural Sciences of Pakuan University using CART algorithm function in machine learning of SPSS Modeler application. The data is processed so that it will produce classification in the form of decision making tree when the student graduation is timely or not. The design of this system using Visual Studio 2015 application with
the management of a .NET framework and database system using XAMPP (MySQL) application.
Because it is not necessary to process data after predicting, this system can be used by anyone to obtain information on predictions of students graduation.

3.1 Page Input Test Data

The student data entry form will be classified using CART algorithm, resulting in the output in the form of the graduation level of the student pass, ie graduated on time (TW) or not on time (TTW). In the input menu test data can be directly viewed data entered in the table below the form fields. shown in Figure 2.

![Figure 2. Display Page Input Test Data](image1)

In the input view of this test data, the user can retrieve data with the format .xlsx (excel worksheet) by clicking the 'Import' button. The display of import menu is shown in Figure 3.

![Figure 3. Display Page Import Test Data](image2)

3.2 Results of Classification Tree

The view of the classification tree provides an overview of the classification results of the previous training data. From the amount of data of 200 students, yielding decision tree and shown in Figure 4.
Figure 4. Display Results of Classification Tree

3.3 Result of Rule

The rules generated from the classification of training data 26 rules generated is shown in Figure 5.

Figure 5. Display Result Rule of Test Data

3.4 Result Forecasting

The results of activities forecasting students' passing of the training data and test data are presented in Figure 6.

Figure 6. Display Result Forecasting

3.5 Test Validation

After the training data is processed, the analysis activity is done so that the results obtained in accordance with the desired design, while the analysis on this menu consists of analysis of
coincidence matrix (confusion), accuracy and prediction of test data. Each analysis result is presented in Figures 7, 8, and 9.

![Figure 7. Display Coincidence (Confusion) Matrix](image1)

**Figure 7.** Display Coincidence (Confusion) Matrix

![Figure 8. Display Accuracy of Train Data](image2)

**Figure 8.** Display Accuracy of Train Data

![Figure 8. Display Result of Test Data](image3)

**Figure 8.** Display Result of Test Data

4. Conclusion

Forecasting Student Graduation with Classification And Regression Tree (CART) Algorithm aims to predict students’ graduation in Computer Science Department of Pakuan University. The method used is the CART Algorithm where this method works by forming a decision tree that can infer the rules of a particular classification of the decision tree. The results of this study resulted output in the form of decision trees and determine the students with predetermined criteria are classified in categories such as pass on time or pass not on time. Assessment of the accuracy of the data classification that has been done using confusion matrix validation technique. Once calculated with the matrix, the accuracy rate reached 77.5% in the training data.
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