Qualitative analysis of a Lotka-Volterra competition system with advection
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Abstract
We study a diffusive Lotka-Volterra competition system with advection under Neumann boundary conditions. Our system models a competition relationship that one species escape from the region of high population density of their competitors in order to avoid competitions. We establish the global existence of bounded classical solutions for the system in one-dimensional domain. For multi-dimensional domains, globally bounded classical solutions are obtained for a parabolic-elliptic system under proper assumptions on the system parameters. These global existence results make it possible to study bounded steady states in order to model species segregation phenomenon. We then investigate the stationary problem in one-dimensional domains. Through bifurcation theory, we obtain the existence of nonconstant positive steady states, which are small perturbations from the positive equilibrium; we also study the stability of these bifurcating solutions when the diffusion coefficient of the escaper is large and the diffusion coefficient of its competitor is small. In the limit of large advection rate, we show that the reaction-advection-diffusion system converges to a shadow system involving the competitor population density and an unknown positive constant. The existence and stability of positive solutions to the shadow system have also been obtained through bifurcation theories. Finally, we construct positive solutions with an interior transition layer to the shadow system when the crowding rate of the escaper and the diffusion rate of its interspecific competitors are sufficiently small. The transition-layer solutions can be used to model the species segregation phenomenon.
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1 Introduction
Mathematical analysis of reaction-diffusion systems has become more and more important in understanding the ecological behaviors of interacting species. To study the population dynamics of two competing species over a homogeneous environment, we consider the following coupled reaction-advection-diffusion system

\[
\begin{align*}
\dot{u}_t &= \nabla \cdot (D_1 \nabla u + \chi u \phi(v) \nabla v) + (a_1 - b_1 u - c_1 v)u, \quad x \in \Omega, \quad t > 0, \\
\tau v_t &= D_2 \Delta v + (a_2 - b_2 u - c_2 v)v, \quad x \in \Omega, \quad t > 0, \\
\frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0, \quad x \in \partial \Omega, \quad t > 0, \\
u(x, 0) &= u_0(x) \geq 0, \quad v(x, 0) = v_0(x) \geq 0, \quad x \in \Omega,
\end{align*}
\]

(1.1)
where Ω denotes a bounded habitat in \( \mathbb{R}^N, N \geq 1 \); \((u, v) = (u(x, t), v(x, t))\) are the population densities of two competing species at a point \((x, t)\) in spacetime; \(D_1\) and \(D_2\) are positive constants that represent the tendency of random walks of the species respectively; \(\chi > 0\) and \(\tau \geq 0\) are constants, and \(\phi(v)\) is a smooth function that reflects the variation of the advection flux with respect to the population density \(v\); the constants \(a_i, b_i, c_i, i = 1, 2\) are nonnegative and ecologically, \(a_1\) and \(a_2\) reflect the intrinsic growth rates of the species, \(b_1\) and \(c_2\) measure the levels of intraspecific crowding, while \(b_2\) and \(c_1\) interpret the intensities of interspecific competition; moreover, \(n\) is the unit outer normal to the boundary \(\partial \Omega\) and the non-flux boundary condition means that the domain is an enclosed habitat. We assume that the initial data \(u_0\) and \(v_0\) are not identically zero.

In this paper, we are concerned with the mathematical modeling of interspecific segregation by (1.1). For this purpose, we show that (1.1) allows global existence of bounded classical solutions-see Theorem 2.5 and Theorem 2.7. We also study the existence and stability of nontrivial steady states to (1.1)-see Theorem 3.1 and Theorem 3.2. Moreover, we show that these nontrivial steady states can be approximated by a shadow system which has the transition layer structures that can be used to model the segregation phenomenon in interspecific competition-see Theorem 4.2 and Theorem 5.4.

In the absence of advection term, i.e, for \(\chi = 0\), (1.1) becomes

\[
\begin{align*}
    u_t &= D_1 \Delta u + (a_1 - b_1u - c_1v)u, & x \in \Omega, \ t > 0, \\
    v_t &= D_2 \Delta v + (a_2 - b_2u - c_2v)v, & x \in \Omega, \ t > 0, \\
    \frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0, & x \in \partial \Omega, \ t > 0, \\
    u(x, 0) = u_0(x) \geq 0, \ v(x, 0) = v_0(x) \geq 0, & x \in \Omega.
\end{align*}
\]

(1.2)

It is easy to see that (1.2) has four equilibria \((0, 0), (\frac{a_2}{b_2}, 0), (0, \frac{a_1}{c_2})\) and \((\bar{u}, \bar{v})\), where

\[
(\bar{u}, \bar{v}) = \left( \frac{a_1c_2 - a_2c_1}{b_1c_2 - b_2c_1}, \frac{a_2b_1 - a_1b_2}{b_1c_2 - b_2c_1} \right).
\]

Moreover, \((\bar{u}, \bar{v})\) is positive if and only if

\[
\frac{c_1}{c_2} < \frac{a_1}{a_2} < \frac{b_1}{b_2} \quad \text{or} \quad \frac{b_1}{b_2} < \frac{a_1}{a_2} < \frac{c_1}{c_2},
\]

(1.3)

which are referred as the weak and strong competitions respectively. Ecologically, the positive solutions interpret the coexistence of the competing species.

It is well known that the dynamics of (1.2) is dominated by that of the ODEs if one of the diffusion rates is large, and for the weak competition case \(\frac{c_1}{c_2} < \frac{a_1}{a_2} < \frac{b_1}{b_2}\), (1.2) is rather simple and has been completely understood. We can summarize these results as follows.

**Theorem 1.1** ([5], [19], [29]). Suppose that (1.3) holds. There exists a positive constant \(D_0 = D_0(a_i, b_i, c_i), i = 1, 2\), such that (1.2) has no nonconstant positive steady state if max\(\{D_1, D_2\} > D_0\); moreover, if \(\frac{b_1}{b_2} < \frac{a_1}{a_2} < \frac{c_1}{c_2}\), the positive steady state \((\bar{u}, \bar{v})\) of (1.2) is asymptotically stable in the sense that, for any positive solution \((u(x, t), v(x, t))\) of (1.2),

\[
\lim_{t \to +\infty} (u(x, t), v(x, t)) \to (\bar{u}, \bar{v}),
\]

regardless of the initial data and the size of diffusion rates \(D_1, D_2\).

However, the strong competition case \(\frac{b_1}{b_2} < \frac{a_1}{a_2} < \frac{c_1}{c_2}\) is much more complicated and various interesting phenomena may occur. Kishimoto and Weinberger showed in [17] that, for \(\Omega\) being any convex domain in \(\mathbb{R}^N, N \geq 1\), system (1.2) has no nonconstant stable steady states. On the other hand, Matano and Mimura [27] established the existence of a stable nonconstant positive steady state when \(\Omega\) has a dumbbell shape with a narrow bar. Similar results on positive
nonconstant solutions can be found in [18], [25] and the references therein. We refer the reader to [19] on more detailed discussions on (1.2) and [10], [30] for works of problems over a spatially heterogeneous habitat.

It is not entirely reasonable to assume that individuals move around randomly, even in a homogeneous environment. It ignores the population pressures from intraspecific crowding and interspecific competition. Moreover, according to Theorem 1.1, diffusions alone are insufficient to induce nontrivial patterns of (1.2) in almost all cases (at least when $\Omega$ is convex), therefore it lacks the legitimate mathematical modelings of species competitions. To study the directed movements of individuals due to mutual interactions, Shigesada, Kawasaki and Teramoto [33] proposed the following system in 1979 to model the segregation phenomenon of two competing species

$$\begin{aligned}
  u_t &= \Delta [(D_1 + \rho_{11}u + \rho_{12}v)u] + (a_1 - b_1 u - c_1 v)u, \quad x \in \Omega, \quad t > 0, \\
  v_t &= \Delta [(D_2 + \rho_{21}u + \rho_{22}v)v] + (a_2 - b_2 u - c_2 v)v, \quad x \in \Omega, \quad t > 0, \\
  \frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0, \quad x \in \partial \Omega, \quad t > 0, \\
  u(x, 0) &= u_0(x) \geq 0, \quad v(x, 0) = v_0(x) \geq 0, \quad x \in \Omega,
\end{aligned}$$

(1.4)

where $\rho_{i,j}$, $i, j = 1, 2$, are nonnegative constants and the rest notations are the same denoted in (1.2). $\rho_{11}, \rho_{22}$ are referred as the self-diffusions and $\rho_{12}, \rho_{21}$ the cross-diffusions. Ecologically, $\rho_{11}, \rho_{22}$ represent the diffusion pressures due to the presence of fellow conspecifics and $\rho_{12}, \rho_{21}$ measure the diffusion pressures from the interspecific competitors.

Considerable work has been done on the qualitative analysis of the steady states regarding (1.4). First of all, one can easily show that, in the absence of cross-diffusions, system (1.4) does not exhibit diffusion-induced or self-diffusion-induced instability in the framework of Turing’s analysis. To study the effect of cross-diffusion on the pattern formations of (1.4), assuming $\rho_{11} = \rho_{21} = \rho_{22} = 0$, Mimura and Kawasaki [26] made the first attempt in this direction for the weak competition case $\frac{a_1}{c_1} < \frac{a_2}{c_2}$ when $\Omega = (0, L)$. By applying Lyapunov-Schmidt method, they obtained positive nontrivial solutions of (1.4) which are small perturbations from $(\tilde{u}, \tilde{v})$. Similar results were obtained by Matano and Mimura in [27] for the same system with $D_1 = D_2$ through local bifurcation analysis. For $\rho_{11} = \rho_{21} = \rho_{22} = 0$, Mimura, etc., [24, 28] applied singular perturbation and bifurcation methods to show that (1.4) in 1D admits solutions with internal transition layers if $\rho_{12}$ is large and $d_1$ is sufficiently small in both the weak and strong competition cases.

Great progress was made by Lou and Ni in [19, 20] on the qualitative analysis of steady states of (1.4) over multi-dimensional domains. Their results can be briefly summarized as follows. Both diffusion and self-diffusion have smoothing effect on the stationary problem of (1.4) and only one of them is required large to suppress the formation of nonconstant steady states if the corresponding cross-diffusion cooperates. However, cross-diffusion tends to support nonconstant steady states. Moreover, they established the existence and limiting profiles of the nonconstant steady states as $\rho_{12}/D_1$ or $\rho_{21}/D_2$ approaches to infinity. They also studied their shadow systems that have boundary spikes. We refer the reader to [22], [30], [31], [35], [40], etc. for results and recent developments on these problems.

We consider in this paper an alternative reaction-diffusion system with advection terms in the following form

$$\begin{aligned}
  u_t &= \nabla \cdot [(D_1 \nabla u + \chi \Phi_1(u, v) \nabla v) + f(u, v)], \quad x \in \Omega, \quad t > 0, \\
  v_t &= \nabla \cdot [(D_2 \nabla v + \chi \Phi_2(u, v) \nabla u) + g(u, v)], \quad x \in \Omega, \quad t > 0, \\
  u(x, 0) &= u_0(x) \geq 0, \quad v(x, 0) = v_0(x) \geq 0, \quad x \in \Omega,
\end{aligned}$$

(1.5)

where $\chi$ is a constant that measures the strength of interference sensitivity between the species and $\Phi_1$ and $\Phi_2$, or the so-called sensitivity potentials, are smooth functions that reflect the variations of directed specific dispersals with respect to the levels of inter- and intra-species distributions. If $\chi > 0$, this system models a competition relationship that each group of species escape the region of high concentration of the interspecific competitors, and if $\chi < 0$, each group of species invades the habitat of their competitors.
To justify our choices on the constant $\chi$ and the sensitivity functions, we derive model (1.5) from a macroscopic approach based on the conservation of species populations. For species $u$, we have a transport equation in the following form
\[
 u_t = -\nabla \cdot \mathbf{J} + f,
\]
where $\mathbf{J}$ is the total population flux and $f$ is the birth-death rate of the species. We assume that the total flux is a superposition of the diffusion flux $\mathbf{J}_{\text{diffusion}}$ from random walks and the competition flux $\mathbf{J}_{\text{competition}}$ due to the interspecific population pressure. The diffusion flux is modeled by Fick’s law
\[
 \mathbf{J}_{\text{diffusion}} = -D_2 \nabla u;
\]
on the other hand, if $u$ escapes the habitat of $v$, we assume that the competition flux of $u$ is in the negative direction of $\nabla v$, in which the population density of the species $v$ increases most rapidly; moreover, we assume that the intensity of the competition flux depends on the population densities of both species, therefore it has the following form
\[
 \mathbf{J}_{\text{competition}} = -\chi \Phi_1(u, v) \nabla v,
\]
for some $\chi > 0$; similarly we can have that $\chi < 0$ if $u$ invades the habitat of $v$. Hence the $u$-equation in (1.5) follows from (1.6) and we can also derive the $v$-equation of (1.5) by the same reasonings. For the sake of simplicity and without loss of generality in our analysis, we consider (1.5) with $\Phi_1(u, v) = u\phi(v)$ and $\Phi_2(u, v) \equiv 0$, then (1.1) follows and it models an escaping-competition relationship as we have discussed above.

To compare (1.5) with the SKT model (1.4), we rewrite the second system as
\[
 \begin{cases}
 u_t = \nabla \cdot [ (D_1 + 2\rho_{11}u + \rho_{21}v) \nabla u + \rho_{12}u \nabla v ] + (a_1 - b_1u - c_1v)u, & x \in \Omega, \\ v_t = \nabla \cdot [ (D_2 + \rho_{21}u + 2\rho_{22}v) \nabla v + \rho_{21}v \nabla u ] + (a_2 - b_2u - c_2v)v, & x \in \Omega, \\ \frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0, & x \in \partial \Omega, \\ u(x, 0) = u_0(x) \geq 0, \quad v(x, 0) = v_0(x) \geq 0, & x \in \Omega.
\end{cases}
\]
Then it is easy to see that both diffusion rates in (1.4) increase with respect to the population densities of the two species. Moreover, by our derivation of (1.5), the advection terms interpret a dispersal strategy of avoiding population pressures from inter-species. Therefore, both the diffusion and the advection in (1.4) can be an effective way for the species to escape intra-specific crowding and interspecific competitions. However, one has to be cautious in applying (1.4) to model an invading-competing relationship between $u$ and $v$, which is modeled in (1.5) by choosing $\chi < 0$. For example, if $\rho_{ij} < 0$, $i \neq j$, the diffusion rates in (1.4) become negative for $u$ and $v$ being large and this makes (1.4) an unrealistic choice for the modeling of species competitions. Therefore, some essential modifications of (1.4) is required for the sake of mathematical analysis. We also want to point out that the global existence and blow-up of solutions to the quasilinear models (1.4) and (1.5) are also important and challenging problems. Considerable amount of works have been done on the global existence of (1.4)-see [7], [21] and the surveys in [30] for relatively recent works in this direction. It is pointed out by Cosner in the survey paper [4] (Sec. 3.4) that, $u$ advects down $\nabla v$ and vice-versa in (1.4), therefore the negative feedbacks between $u$ and $v$ make finite time blow-ups of (1.4) less likely. However, it is unclear that if they are is sufficient to suppress the blow-ups in (1.5) if $\chi > 0$. Moreover, if $\chi < 0$, the advection in (1.5) is of Keller-Segel type and the positive stimulations between $u$ and $v$ make the blow-ups likely to occur during finite or infinite time period. It is also worth pointing out that systems in the form of (1.5) can be used as predator-prey models.-see [4] and the references therein for more details.

One of the most interesting phenomena in species competition is the segregation of inter-species, namely, $u$ and $v$ dominate two separated patches over $\Omega$. Time-dependent systems may describe the species segregation phenomenon in terms of blow-up solutions, i.e, the $L_{\infty}$ norm
of the solutions approaches to infinity over finite or infinite time period. Then the segregation can be simulated by a $\delta$-function or a linear combination of $\delta$-functions that measure the species population densities. Such attempts have been made on Keller-Segel chemotaxis systems that model the directed cellular movements along the gradient of certain chemicals. See [13], [15] and [36] for works in this direction. Though such blow-up solutions are evidently connected to the species segregation phenomenon, a $\delta$-function is not an optimal choice for this purpose since it challenges in one way the rationality that population density can not be infinity, and it also brings difficulties to numerical simulations in another way. An alternative approach is to show that the time-dependent system has global-in-time solutions which converges to bounded steady states with boundary spikes, transition layer, etc. This approach has also been adopted for the chemotaxis models. See [13], [39] and the references therein for recent results and developments in this direction.

The remaining parts of this paper are organized as follows. In Section 2, we obtain the local existence of classical smooth solution following the theories of Amann [2, 3] for general quasilinear parabolic systems. Then we proceed to study the $L^\infty$-bounds of the local solutions to establish the global existence. The boundedness of $v$ is an immediate result of the Maximum Principles. We employ semigroup arguments and the Moser-Alikakos iteration technique on appropriate $L^p$-estimate to establish the $L^\infty$-bound of $u$. Global existence of (1.1) is completely proved for $\Omega \subset \mathbb{R}^1$ being a bounded interval with $\tau \geq 0$. We also investigate the global existence for a parabolic-elliptic system (1.1) with $\tau = 0$ over a bounded multi-dimensional domain $\Omega \subset \mathbb{R}^N$, $N \geq 2$, see Theorem 2.5 and Theorem 2.7 for the one-dimensional and multi-dimensional global existence respectively.

In Section 3, we study one-dimensional stationary solutions of (1.1). By using the classical Crandall-Rabinowitz bifurcation theories [8, 9], we investigate the existence and stability of non-trivial positive steady states of (1.1)-see Theorem 3.1 and Theorem 3.2. Section 4 is devoted to study the effect of large advection rate $\chi$. We show that the stationary system of (1.1) converges to a shadow system as $\chi \to \infty$ with $\chi/D_1 \to r \in (0, \infty)$, i.e, $\chi$ and $D_1$ being comparably large. The shadow is a single equation for population density $v$ and an unknown positive constant $\lambda$ under an integral constraint-see (4.4). Then we apply the Crandall-Rabinowitz bifurcation theories to investigate the existence and stability of nonconstant positive steady state to the shadow system.

In Section 5, we carry out the analysis on the asymptotic behaviors of $v$ in the shadow system as its diffusion rate $D_2 = \epsilon$ shrinks to zero. It is shown that the shadow system admits solutions with an interior transition layer for $D_2 = \epsilon > 0$ and $b_1$ being sufficiently small-see Theorem 5.4. The transition-layer solution is an approximation of a step function and it can be a reasonable modeling of the species segregation. Finally, we include discussions and propose some interesting problems in Section 6.

We remind our reader that we are interested in positive solutions to all the systems and we assume condition $(1.3)$ throughout this paper.

2 Global-in-time solutions

In this section, we study the global existence and boundedness of positive classical solutions $(u, v)$ to system (1.1) over a bounded domain $\Omega \subset \mathbb{R}^N$, $N \geq 1$. We shall apply the well-known results of Amann [2, 3] to obtain the local existence and then establish $L^\infty$-bounds of $u$ and $v$ for the global existence. First of all, we convert the $u$ and $v$ equations of (1.1) into the following
integral forms

\[ u(\cdot, t) = e^{D_1(\Delta - 1)t}u_0 - \int_0^t \nabla \cdot e^{-D_1A(t-s)}(\chi u(\cdot, s)\phi(v(\cdot, s))\nabla v(\cdot, s))\,ds + \int_0^t e^{-D_1A(t-s)}(D_1u(\cdot, s) + f(u(\cdot, s), v(\cdot, s)))\,ds, \]

\[ v(\cdot, t) = e^{D_2(\Delta - 1)t}v_0 + \int_0^t e^{D_2(\Delta - 1)t}(D_2v(\cdot, s) + g(u(\cdot, s), v(\cdot, s)))\,ds, \]

where \( f(u, v) = (a_1 - b_1u - c_1v)u \) and \( g(u, v) = (a_2 - b_2u - c_2v)v \).

2.1 Preliminaries and local solutions

We present the local existence and uniqueness of the solution of (1.1) as well as some preliminary results in this part. Our first result goes as follows.

**Theorem 2.1.** Let \( \Omega \subset \mathbb{R}^N, N \geq 1 \), be a bounded domain with its boundary \( \partial \Omega \subset C^3 \). Suppose that \( \tau > 0 \) and \( \phi \in C^5(\mathbb{R}; \mathbb{R}) \).

(i) For any initial data \( (u_0, v_0) \in C^0(\Omega) \times W^{1,p}(\Omega), p > N \), system (1.1) has a unique solution \( (u(x, t), v(x, t)) \) defined on \( \Omega \times [0, T_{\text{max}}) \) with \( 0 < T_{\text{max}} \leq \infty \) such that \( (u(\cdot, t), v(\cdot, t)) \in C^0(\Omega, [0, T_{\text{max}}]) \times C^0(\Omega, [0, T_{\text{max}}]) \) and \( (u, v) \in C^{2,1,1}(\Omega, [0, T_{\text{max}}]) \).

(ii) If \( \sup_{t \in (0, T_{\text{max}})} \|u(\cdot, t), v(\cdot, t)\|_{L^\infty} \) is bounded for \( t \in (0, T_{\text{max}}) \), then \( T_{\text{max}} = \infty \), i.e., \( (u, v) \) is a global solution to (1.1). Furthermore, \( (u, v) \) is a classical solution such that, \( (u, v) \in C^0((0, \infty), C^{2(1-\beta)}(\Omega) \times C^{2(1-\beta)}(\Omega)) \) for any \( 0 < \alpha < \frac{1}{4} \).

(iii) Suppose that \( u_0 > 0 \) and \( \frac{a_2}{c_2} > v_0 > 0 \) on \( \Omega \). Then \( u > 0 \) and \( \frac{a_2}{c_2} > v > 0 \) on \( \Omega \times (0, T_{\text{max}}) \).

**Remark 1.** If \( \Omega = (0, L) \), then for any initial data \( (u_0, v_0) \in H^1(0, L) \times H^1(0, L) \), (1.1) has a unique solution \( (u(x, t), v(x, t)) \) defined on \( [0, L] \times [0, T_{\text{max}}) \) with \( 0 < T_{\text{max}} \leq \infty \) such that \( (u(\cdot, t), v(\cdot, t)) \in C([0, T_{\text{max}}], H^1(0, L) \times H^1(0, L)) \) and \( (u, v) \in C^{2,1,1}_{\text{loc}}(x, t), (x, t) \in [0, 1] \times (0, T_{\text{max}}) \) with \( 0 < \alpha < \frac{1}{4} \).

**Proof.** Denote \( w = (u, v) \) and (1.1) becomes

\[
\begin{align*}
\begin{cases}
\dot{w}_1 = \nabla \cdot (A(w)\nabla w) + F(w), & x \in \Omega, \ t > 0, \\
\dot{w}_2 = \chi u_0 \phi(v), & x \in \Omega, \ \frac{\partial w}{\partial n} = 0, \ x \in \partial \Omega, \ t > 0,
\end{cases}
\end{align*}
\]

where

\[ A(w) = \begin{pmatrix} D_1 & \chi u_0 \phi(v) \\ 0 & D_2 \end{pmatrix}, \quad F(w) = \begin{pmatrix} (a_1 - b_1u - c_1v)u \\ (a_2 - b_2u - c_2v)v \end{pmatrix}. \]

Since the eigenvalues of \( A \) are positive, therefore (2.2) is normally parabolic. Then (i) follows from Theorem 7.3 and 9.3 of [2]. Moreover, (ii) follows from Theorem 5.2 in [3] since (2.2) is a triangular system.

To prove (iii), we observe that \( u \equiv 0 \) and \( v \equiv 0 \) are strict sub-solutions and we have from the Strong Maximum Principle and Hopf’s boundary point lemma that \( u > 0 \) and \( v > 0 \) on \( \Omega \).

On the other hand, \( \frac{a_2}{c_2} \) is a super solution and it follows from the Comparison Principle that \( v < \frac{a_2}{c_2} \) on \( \Omega \times (0, T_{\text{max}}) \). This completes the proof of Theorem 2.1. \( \square \)

**Lemma 2.2.** Assume that \( \Omega \) is a bounded domain in \( \mathbb{R}^N, N \geq 1 \). Let the initial data \( (u_0, v_0) \in C^0(\Omega) \times W^{1,p}(\Omega), p > N \), be non-negative and \( (u, v) \) be the unique positive solution of (1.1). Then

\[ \|u(\cdot, t)\|_{L^1(\Omega)} \leq C = C(\|u_0\|_{\infty}, a_1, b_1, |\Omega|), \forall t \in (0, T_{\text{max}}), \]

and

\[ 0 \leq v(x, t) \leq C(\|v_0\|_{\infty}, a_2, c_2), \forall t \in (0, T_{\text{max}}). \]
Proof. It is equivalent to show that \( \int_0^t u(x, t) dx \) is uniformly bounded in time \( t \) since \( u(x, t) > 0 \) according to Theorem 2.1. We integrate the first equation in (1.1) over \( \Omega \) and have that
\[
\frac{d}{dt} \int_\Omega u(x, t) dx = \int_\Omega f(u, v) u dx \leq a_1 \int_\Omega u(x, t) dx - b_1 \int_\Omega u^2(x, t) dx,
\]
then we conclude from Gronwall’s lemma that
\[
\int_\Omega u(x, t) dx \leq e^{-b_1 t} \int_\Omega u_0(x) dx + C|\Omega|.
\]
On the other hand, we denote \( \bar{v}(t) \) as the solution of
\[
\frac{d\bar{v}(t)}{dt} = (a_2 - c_2 \bar{v}) \bar{v}(0) = \max_{\Omega} v_0(x), \tag{2.5}
\]
then we solve differential inequality (2.5) and obtain that
\[
\bar{v}(t) \leq \max \left\{ \left( \frac{2a_2}{c_2} \right), \left( \|v_0\|_{\infty}^{-1} + \frac{c_2 t}{2} \right)^{-1} \right\}.
\]
Obviously, \( \bar{v}(t) \) is a super-solution of (1.1). Hence we have that \( v(x, t) \leq \bar{v}(t) \) from the Maximum Principle and it implies (2.4).

□

Lemma 2.2 provides the \( L^\infty \)-bound of \( v \) and \( L^1 \)-bound of \( u \). To establish the \( L^\infty \)-bound on \( u \), we need to have estimates on \( \|\nabla v\|_{L^p} \) for some \( p \in [1, \infty) \). To this end, we shall employ the well-known smoothing properties of the operator \( -\Delta + 1 \), on which [12], [16] and [37] are good references. Applying \( \nabla \) on the \( v \)-equation in (2.1), we have from the embedding on the analytic semigroups generated by \( -\Delta + 1 \), for example, Lemma 1.3, [37], that, for all \( 1 \leq p \leq q \leq \infty \), there exists positive constants \( C \) dependent on \( \|v_0\|_{W^{1, q}(\Omega)} \) and \( \Omega \) such that, for all \( T \in (0, \infty) \) and any \( t \in (0, T) \)
\[
\|v(\cdot, t)\|_{W^{1, q}(\Omega)} \leq C \left( 1 + \int_0^t e^{-\nu(t-s)} (t-s)^{-\frac{1}{2}} \left[ \frac{\Delta N}{p} \right]^{\frac{1}{2}} (t-s)^{-\frac{1}{2}} \right) \|v(\cdot, s)\|_{L^p} + 1 \|\nabla v(\cdot, t)\|_{L^\infty}, \tag{2.6}
\]
where \( \nu \) is the first Neumann eigenvalue of \( -\Delta \) in \( \Omega \). We have applied in (2.6) the uniform boundedness of \( \|v(\cdot, t)\|_{L^\infty} \) in (2.4).

2.2 Existence of global solutions in one-dimensional domain

We now proceed to establish the \( L^\infty \)-estimate of \( u \) under the assumption on the initial data \( (u_0, v_0) \) in Lemma 2.2. Then the existence of global-in-time classical solutions follows through (ii) of Theorem 2.1. In particular, we consider (1.1) over one-dimensional domain \( \Omega = (0, L) \). The uniform boundedness of \( \|u(\cdot, t)\|_{L^\infty} \) is a consequence of several lemmas.

Lemma 2.3. Let \( \Omega = (0, L) \) be a bounded interval in \( \mathbb{R}^1 \). Assume that the nonnegative initial data \( (u_0, v_0) \in H^1(0, L) \times H^1(0, L) \) and suppose that \( \phi \in C^5(\mathbb{R}, \mathbb{R}) \). Then there exists a positive constant \( C \) dependent on the parameters of (1.1) such that, for any \( q \in (1, \infty) \)
\[
\|v_x(\cdot, t)\|_{L^q} \leq C, \forall t \in (0, T_{\text{max}}). \tag{2.7}
\]

Proof. We choose \( p = N = 1 \) in (2.6) and obtain
\[
\|v_x(\cdot, t)\|_{L^q(0, L)} \leq C \left( 1 + \int_0^t e^{-\nu(t-s)} (t-s)^{-\frac{1}{2}} \left[ \frac{\Delta N}{p} \right]^{\frac{1}{2}} (t-s)^{-\frac{1}{2}} \|v(\cdot, s)\|_{L^1} \right), \tag{2.8}
\]
Proof. Denote inequality and used the fact where $C$ is a positive constant that may depend on $3$. Suppose that the assumptions in Lemma 2.4. Then for each $p \in (2, \infty)$, there exists a positive constant $C(p)$ such that
\[
\|u(\cdot,t)\|_{L^p} \leq C(p), \forall t \in (0, T_{\max}).
\] (2.10)

Proof. For $p > 2$, we multiply the first equation of (1.1) by $u^{p-1}$ and integrate it over $(0, L)$, then we obtain from the integration by parts and the $L^\infty$-boundedness of $v$ in (2.4) that
\[
\frac{1}{p} \frac{d}{dt} \int_0^L u^p dx = \int_0^L u^{p-1} u_t \, dx = \int_0^L u^{p-1}(D_1 u_x + \chi u \phi(v) v_x) \, dx + \int_0^L (a_1 - b_1 u - c_1 v) u^p \, dx
\]
\[
= -\frac{4D_1(p-1)}{p^2} \int_0^L \left| (u^x) \right|^2 \, dx - \chi \int_0^L (u^{p-1})u \phi(v) v_x \, dx + \int_0^L (a_1 - b_1 u - c_1 v) u^p \, dx
\]
\[
\leq -\frac{4D_1(p-1)}{p^2} \int_0^L \left| (u^x) \right|^2 \, dx + \frac{2(p-1)\chi}{p} \int_0^L (u^{p-1}) u \phi(v) (u^x) v_x \, dx - C_1 \int_0^L u^{p+1} \, dx
\]
\[
\leq -\frac{4D_1(p-1)}{p^2} \int_0^L \left| (u^x) \right|^2 \, dx + C_2 \int_0^L \left| (u^x) \right| \left( \left\| u^x \right\|_{L^2} \left\| u^x \right\|_{L^{2(p+1)}} \left\| v_x \right\|_{L^2(p+1)} - C_1 \left\| u \right\|_{L^{p+1}}^p \right)
\]
\[
= -\frac{4D_1(p-1)}{p^2} \int_0^L \left| (u^x) \right|^2 \, dx + C_2 \left\| u^x \right\|_{L^p}^p \left\| v_x \right\|_{L^{2(p+1)}} - C_1 \left\| u \right\|_{L^{p+1}}^p,
\] (2.11)

where $C_1$ and $C_2$ are independent of $p$ and we have applied the Holder’s inequality in the last inequality and used the fact $\|u^x\|_{L^\infty} = \|u^x\|_{L^{p+1}}$ in the last identity of (2.11). Moreover, in light of (2.7), we can further estimate (2.11) by the Young’s inequality
\[
C_2 \left\| u^x \right\|_{L^2} \left\| u^x \right\|_{L^{2(p+1)}} \left\| v_x \right\|_{L^{2(p+1)}} \leq \frac{4D_1(p-1)}{p^2} \left\| u^x \right\|_{L^2}^2 + C_3 \left\| u \right\|_{L^{p+1}}^p,
\]

where $C_3$ is a positive constant that may depend on $p$, then we see that (2.11) implies that
\[
\frac{1}{p} \frac{d}{dt} \int_0^L u^p \, dx \leq C_3 \left\| u \right\|_{L^{p+1}}^p - C_1 \left\| u \right\|_{L^{p+1}}^p,
\] (2.12)

Denote $y_p(t) = \int_0^t u^p \, dx$ and we obtain
\[
y_p(t) \leq C_3 y_p - C_6 y_p^{p+1}, \quad y_p(0) = \left\| u_0 \right\|_{L^p},
\]
then solving this differential inequality implies that $y_p(t) \leq C(p)$ for all $t \in (0, T_{\max})$. This completes the proof of (2.10).
By taking $p$ sufficiently large but fixed in (2.6), we see that the following result is a quick implication of Lemma 2.4.

**Corollary 1.** Under the conditions in Lemma 2.2, we have

$$
\|v_{x}(\cdot, t)\|_{L^{\infty}} \leq C, \forall t \in (0, T_{\text{max}}),
$$

where $C$ is a positive constant dependent on the parameters in (1.1).

Now we are ready to present our first main result concerning the global existence of bounded positive classical solutions to (1.1).

**Theorem 2.5.** Let $\Omega = (0, L)$ and $\phi \in C^{5}(\mathbb{R}, \mathbb{R})$. Then for any positive initial data $(u_{0}, v_{0}) \in H^{1}(0, L) \times H^{1}(0, L)$, system (1.1) has a unique bounded positive solution $(u(x, t), v(x, t))$ defined on $[0, L] \times [0, \infty)$ such that $(u(\cdot, t), v(\cdot, t)) \in C([0, \infty), H^{1}(0, L) \times H^{1}(0, L))$ and $(u, v) \in C_{\text{loc}}^{2+\alpha, 1+\alpha}([0, 1] \times [0, \infty))$ for any $0 < \alpha < \frac{1}{4}$.

**Proof.** To prove this Theorem, we need to show that $\|u(\cdot, t)\|_{L^{\infty}}$ is uniformly bounded for all $t \in (0, T_{\text{max}})$, then we must have that $T_{\text{max}} = \infty$ and Theorem 2.5 follows from (ii) of Theorem 2.1 and Corollary 1. Moreover, one can apply parabolic boundary $L^{p}$ estimates and Schauder estimates to show that $u_{t}, v_{t}$ and all spatial partial derivatives of $u$ and $v$ up to order two are bounded on $[0, L] \times [0, \infty)$, and then $(u, v)$ have the regularities as stated in Theorem 2.5.

Without loss of our generality, we assume in (2.4) and (2.13) that $\|\phi(v)\|_{L^{\infty}} \leq 1$ and $\|v_{x}\|_{L^{\infty}} \leq 1$. Through the same calculations that lead to the proof of Lemma 2.4 and using the fact $u \geq 0, v \geq 0$, we obtain

$$
\frac{1}{p} \frac{d}{dt} \int_{0}^{L} u^{p} dx \leq - \frac{4D_{1}(p-1)}{p^{2}} \int_{0}^{L} \left| (u_{x})_{x} \right|^{2} dx - \frac{2(p-1)\chi}{p} \int_{0}^{L} u_{x} (u_{x})_{x} \phi(v) v_{x} dx + a_{1} \int_{0}^{L} u^{p} dx
$$

$$
\leq - \frac{4D_{1}(p-1)}{p^{2}} \int_{0}^{L} \left| (u_{x})_{x} \right|^{2} dx + \frac{2(p-1)\chi}{p} \int_{0}^{L} u_{x} (u_{x})_{x} dx + a_{1} \int_{0}^{L} u^{p} dx
$$

$$
\leq - \frac{4D_{1}(p-1)}{p^{2}} \int_{0}^{L} \left| (u_{x})_{x} \right|^{2} dx
$$

$$
\leq - \frac{4D_{1}(p-1)}{p^{2}} \int_{0}^{L} \left| (u_{x})_{x} \right|^{2} dx + \frac{2D_{1}}{p^{2}} \int_{0}^{L} (\phi(u_{x}))_{x} \left| (u_{x})_{x} \right| dx + \frac{p^{2}}{2D_{1}^{2}} \int_{0}^{L} (u_{x})_{x}^{2} dx + a_{1} \int_{0}^{L} u^{p} dx
$$

where we have used a Young’s inequality in third line of (2.14). To estimate $\int_{0}^{L} u^{p}$, we shall apply in (2.14) the following estimate (P. 63 in [23] and Corollary 1 in [6] with $d = 1$) due to Gagliardo-Ladyzhenskaya-Nirenberg inequality and the Young’s inequality, for any $u \in H^{1}(0, L)$ and any $\epsilon > 0$

$$
\|u_{x}\|_{L^{2}(0, L)}^{2} \leq \epsilon \|\phi(u)\|_{L^{2}(0, L)} \left( 1 + \epsilon^{-\frac{1}{2}} \right) \|u_{x}\|_{L^{2}(0, L)}
$$

where $K$ only depends on $L$. Choosing $\epsilon = \frac{2D_{1}(p-1)}{p^{2}(p-1)}$, such that $\frac{D_{1}(p-1)\chi}{2D_{1}} = \frac{(p-1)\chi^{2}}{2D_{1}} + a_{1}$, we obtain that

$$
\left( \frac{(p-1)\chi^{2}}{2D_{1}} + a_{1} \right) \int_{0}^{L} u^{p} dx \leq 2D_{1}(p-1) \int_{0}^{L} u^{p} dx - \left( \frac{(p-1)\chi^{2}}{2D_{1}} + a_{1} \right) \int_{0}^{L} u^{p} dx
$$

$$
\leq 2D_{1}(p-1) \int_{0}^{L} \left| (u_{x})_{x} \right|^{2} dx + \frac{2D_{1}(p-1)K(1+\epsilon^{-\frac{1}{2}})}{p^{2}\epsilon} \left( \int_{0}^{L} u_{x} dx \right)^{2}
$$

$$
- \left( \frac{(p-1)\chi^{2}}{2D_{1}} + a_{1} \right) \int_{0}^{L} u^{p} dx.
$$
Then we see that (2.14) and (2.15) imply that
\[
\frac{d}{dt} \int_0^L u^p dx \leq -\frac{p(p-1)\chi^2}{2D_1} \int_0^L u^p dx + \frac{2D_1(p-1)K(1 + \epsilon^{-\frac{1}{2}})}{p\epsilon} \left( \int_0^L u^2 dx \right)^2, p \geq 2.
\]

On the other hand, we can choose \( p_0 \) large such that for all \( p \geq p_0 \), \( \epsilon = \frac{2D_1^2(p-1)}{p^2((p-1)\chi^2 + 2\alpha_1 D_1)} > (\frac{D_1}{p\epsilon})^2 \) and \( 1 + \epsilon^{-\frac{1}{2}} \leq \frac{1+\epsilon^{\frac{1}{2}}}{D_1^{1/p}\chi} \), then we have
\[
\frac{d}{dt} \int_0^L u^p dx \leq -\frac{p(p-1)\chi^2}{2D_1} \int_0^L u^p dx + \frac{2p(p-1)K\chi^2 (1 + \frac{p\chi}{D_1})}{D_1} \left( \int_0^L u^2 dx \right)^2, p \geq p_0. \tag{2.16}
\]

Denote \( \kappa = \frac{p(p-1)\chi^2}{2D_1} \). For each \( T \in (0, \infty) \), we solve the differential inequality (2.16) for all \( t \in (0, T) \) and obtain that
\[
\int_0^L u^p dx \leq e^{-\kappa t} \int_0^L u_0^p dx + \frac{2p(p-1)K\chi^2 (1 + \frac{p\chi}{D_1})}{D_1} \int_0^t \int_0^L u^2 dx \right)^2 ds
\]
\[
\leq \int_0^L u_0^p dx + 4K \left( 1 + \frac{p\chi}{D_1} \right) \sup_{t \in (0, T)} \left( \int_0^L u^2 dx \right)^2, p \geq p_0 \tag{2.17}
\]

We now employ the Moser-Alikakos iteration [1] to establish \( L^\infty \)-estimate of \( u \) and to this end, we introduce the function
\[
M(p) = \max \{ \|u_0\|_{L^\infty}, \sup_{t \in (0, T)} \|u(\cdot, t)\|_{L^p} \},
\]
and it follows from (2.17) that
\[
M(p) \leq \left( 4K + \frac{4K\chi}{D_1} \right)^{\frac{1}{p}} M(p/2), \forall p > p_0.
\]

Taking \( p = 2^i \), \( i = 1, 2, ... \) and choosing \( p_0 = 2^{i_0} \) for \( i_0 \) large, we have
\[
M(2^i) \leq \left( 4K + \frac{4K\chi}{D_1} \right)^{2^{-i}} M(2^{i-1}) \leq \left( 4K + \frac{4K\chi}{D_1} \right)^{2^{-i}} \left( 4K + \frac{4K\chi}{D_1} \right)^{2^{-(i-1)}} M(2^{i-2})
\]
\[
\leq M(2^{i_0}) \prod_{j=i_0+1}^i \left( 4K + \frac{4K\chi}{D_1} \right)^{2^{-j}} \leq M(2^{i_0}) \prod_{j=i_0+1}^i \left( 4K + \frac{4K\chi}{D_1} \right)^{2^{-j}} \tag{2.18}
\]
\[
\leq M(2^{i_0}) \left( 4K + \frac{4K\chi}{D_1} \right)^{\sum_{j=i_0+1}^i 2^{-j}} \leq M(2^{i_0}) \left( 4K + \frac{4K\chi}{D_1} \right)^{2\sum_{j=i_0+1}^i 2^{-j}} \leq C \left( 1 + \frac{\chi}{D_1} \right) M(2^{i_0}),
\]
where \( C \) is a constant that only depends on \( L \) and \( M(2^{i_0}) \) is bounded for all \( t \in (0, \infty) \) in light of (2.3) and (2.10). Sending \( i \to \infty \) in (2.18), we finally conclude from Lemma 2.4 and (2.18) that
\[
\|u(\cdot, t)\|_{L^\infty} \leq C, \forall t \in [0, \infty), \tag{2.19}
\]
and this completes the proof of Theorem 2.5. \( \square \)
2.3 Global solutions of parabolic-elliptic system in \(N\)-dimensional domain

In this section, we establish the global existence of (1.1) for \(\Omega\) being a bounded multi-dimensional domain in \(\mathbb{R}^N\), \(N \geq 2\). In particular, we consider model (1.1) with \(\tau = 0\), which approximates an competition relationship that \(v\) diffuses much faster than \(u\). Same as the analysis for the 1D domain, our global existence result is a consequence of several Lemmas. Our first step is to establish the \(\|u(\cdot, t)\|_{L^p}\)-bounds for \(p\) large and it goes as follows.

**Lemma 2.6.** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^N\), \(N \geq 2\) with \(\partial\Omega \in C^3\) and suppose that \(\tau = 0\) in (1.1). Moreover, we assume that \(\phi \in C^3(\mathbb{R}, \mathbb{R})\) and \(\phi'(v) \leq 0\) for all \(v \geq 0\). Let \((u(x, t), v(x, t))\) be a positive classical solution of (1.1). Then there exists \(C^* > 0\) dependent of \(a_2, c_2\) and \(\|v_0\|_{L^\infty}\) such that, if \(\frac{b_1D_2}{b_2\chi} > C^*\), for any \(p > \max\{\frac{N}{2}, 1\}\)

\[
\|u(\cdot, t)\|_{L^p} \leq C(p), \forall t \in (0, T_{\max}),
\]

where \(C = C(p)\) is a positive constant that also depends on \(N\) and \(\Omega\).

**Proof.** For any \(p > \max\{\frac{N}{2}, 1\}\), we test the first equation of (1.1) by \(u^{p-1}\) and then integrate it over \(\Omega\) by parts. Then we have from \(\phi'(v) \leq 0\) and \(L^\infty\)-boundness of \(v\) in (2.4) that

\[
\frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p dx = \int_{\Omega} u^{p-1} u_t = \int_{\Omega} u^{p-1} \nabla \cdot (D_1 \nabla u + \chi u \phi(v) \nabla v) + \int_{\Omega} (a_1 - b_1 u - c_1 v) u^p dx
\]

\[
= -\frac{4D_1(p-1)}{p^2} \int_{\Omega} |\nabla u|^2 dx + \chi \int_{\Omega} \nabla u^{p-1} \phi(v) \nabla v + \int_{\Omega} (a_1 - b_1 u - c_1 v) u^p dx
\]

\[
\leq -\chi \int_{\Omega} \nabla u^{p-1} \phi(v) \nabla v + \int_{\Omega} (a_1 - b_1 u - c_1 v) u^p + \frac{(p-1)\chi}{p} \int_{\Omega} u^p |\nabla v|^2 + \phi(v) \Delta v + \int_{\Omega} (a_1 - b_1 u - c_1 v) u^p
\]

\[
\leq \frac{(p-1)\chi}{p} \int_{\Omega} u^p \phi(v) \Delta v + \int_{\Omega} (a_1 - b_1 u - c_1 v) u^p.
\]

Since \(\tau = 0\), we can substitute \(\Delta v = -(a_2 - b_2 u - c_2 v) v / D_2\) into (2.21) and collect

\[
\frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p dx \leq \frac{(p-1)\chi}{p} \int_{\Omega} u^p \phi(v) \Delta v + \int_{\Omega} (a_1 - b_1 u - c_1 v) u^p
\]

\[
= -\frac{(p-1)\chi}{pD_2} \int_{\Omega} u^p \phi(v)(a_2 - b_2 u - c_2 v) v + \int_{\Omega} (a_1 - b_1 u - c_1 v) u^p
\]

\[
\leq \frac{\chi}{pD_2} \|\phi(v)\|_{L^\infty(\Omega)} \int_{\Omega} u^{p+1} + \left( a_1 + \frac{(p-1)\chi c_2}{pD_2} \|\phi(v)\|_{L^\infty(\Omega)} \right) \int_{\Omega} u^p,
\]

For \(\frac{b_1D_2}{b_2\chi}\) being large, we have that (2.22) implies

\[
\frac{d}{dt} \int_{\Omega} u^p dx \leq -C_1 \int_{\Omega} u^{p+1} dx + C_2 \int_{\Omega} u^p dx,
\]

where \(C_1\) and \(C_2\) are positive constants independent of \(p\). Then Lemma 2.6 is an immediate consequence of (2.23).

\[
\square
\]

**Corollary 2.** Under the conditions in Lemma 2.6, there exists a constant \(C\) such that

\[
\|\nabla v(\cdot, t)\|_{L^\infty(\Omega)} < C, \forall t \in (0, T_{\max}).
\]
Proof. (2.24) is a quick implication of Lemma 2.6 and (2.6).

Now we prove the $L^\infty$-bound of $u$ and present our main result on the existence of global solutions for the parabolic-elliptic model.

**Theorem 2.7.** Consider (1.1) with $\tau = 0$ with nonnegative but not identically zero initial data $(u_0, v_0) \in C^t(\Omega) \times W^{1,p}$, $p > N$. Under the assumptions in Lemma 2.6, (1.1) admits a unique globally bounded classical solutions $(u(x,t), v(x,t))$ for all $(x,t) \in \Omega \times (0,\infty)$; both $u$ and $v$ are nonnegative on $\Omega$ for all $t \in (0,\infty)$.

Proof. Similar as the proof of Theorem 2.1, we can show the existence of unique classical local solutions $(u(x,t), v(x,t))$ for $(x,t) \in \Omega \times (0,T_{\max})$. Moreover, by the same Moser-Alikakos iteration estimate that leads to the proof of (2.19), we can prove that $\|u(\cdot,t)\|_{L^\infty(\Omega)}$ for all $t \in (0,T_{\max})$, therefore $T_{\max} = \infty$ and the classical solutions are global. Finally, the nonnegativity of the classical solutions follows from the Strong Maximum Principle and Hopf’s boundary point lemma.

We should mention that the largeness assumption on $b_1D_2/b_2\chi$ is made out of the mathematical analysis and both the self-competition rate $b_1$ and diffusion rate $D_2$ have the stabilizing effect to exclude finite time blow-ups. There is clearly global existence in (1.1) for $\chi = 0$ for bounded domain $\Omega$ in arbitrary dimensions, then we expect this is still true for $\chi$ being small from the standard perturbation theory. On the other hand, it is also worth pointing out that, the restriction on $b_1D_1/b_2\chi$ is necessary in this sense that the largeness of $b_1$ may be insufficient to guarantee the existence of global solutions for the general multi-dimensional parabolic-parabolic system (1.5).

## 3 Existence and stability of nonconstant positive steady states

From the viewpoint of mathematical modeling, it is interesting and important to understand whether or not two competing species can form spatial segregation eventually. For this purpose, we focus on the stationary system of (1.1) and study the existence of nonconstant positive steady states that exhibit striking patterns such as boundary or transition layers. In particular, we consider the species competition model over an one-dimensional habitat and we study the stationary solutions to the following strongly-coupled system in this section,

\[
\begin{aligned}
&u_t = (D_1u'' + \chi u\phi(v)v')' + (a_1 - b_1u - c_1v)u, \quad x \in (0,L), t > 0, \\
&v_t = D_2v'' + (a_2 - b_2u - c_2v)v, \quad x \in (0,L), t > 0, \\
&u(x,0) = u_0(x), \quad v(x,0) = v_0(x), \quad x \in (0,L), \\
&u'(x) = v'(x) = 0, \quad x = 0, L, t > 0.
\end{aligned}
\] (3.1)

We remind the reader that classical solutions of (3.1) exist globally and are uniformly bounded for all $t \in (0,\infty)$.

Unlike random movements, directed dispersals have the effect of destabilizing the spatially homogeneous solutions. Then spatially inhomogeneous solutions may arise through bifurcation as the homogeneous one becomes unstable. To study the regime under which spatial patterns arise in (3.1), we first implement the standard linearized stability analysis at $(\bar{u}, \bar{v})$. Let $(u, v) = (\bar{u}, \bar{v}) + (U, V)$, where $U$ and $V$ are small perturbations from $(\bar{u}, \bar{v})$, then we arrive at the following system of $(U, V)$

\[
\begin{aligned}
&U_t \approx (D_1U'' + \chi \bar{u}\phi(\bar{v})V')' - b_1\bar{u}U - c_1\bar{u}V, \quad x \in (0,L), t > 0, \\
&V_t \approx D_2V'' - b_2\bar{v}U - c_2\bar{v}V, \quad x \in (0,L), t > 0, \\
&U'(x) = V'(x) = 0, \quad x = 0, L, t > 0.
\end{aligned}
\]
According to the standard linearized stability analysis, we see that the stability of \((\bar{u}, \bar{v})\) can be determined by the eigenvalues of the following matrix,

\[
\begin{pmatrix}
-D_1\Lambda - b_1\bar{u} & -\chi\bar{u}\phi(\bar{v})\Lambda - c_1\bar{u} \\
b_2\bar{v} & -D_2\Lambda - c_2\bar{v}
\end{pmatrix},
\]

(3.2)

where \(\Lambda = \left(\frac{k\pi}{L}\right)^2 > 0, k = 1, 2, \ldots\), are the \(k\)-th eigenvalues of \(-\frac{d^2}{dx^2}\) on \((0, L)\) under the Neumann boundary conditions. We have the following result on the linearized instability of \((\bar{u}, \bar{v})\) to (3.1).

**Proposition 1.** The constant solution \((\bar{u}, \bar{v})\) of (3.1) is unstable if

\[
\chi > \chi_0 = \min_{k \in \mathbb{N}^+} \frac{D_1\left(\frac{k\pi}{L}\right)^2 + b_1\bar{u}}{b_2\left(\frac{k\pi}{L}\right)^2\phi(\bar{v})\bar{v}} \left(\frac{k\pi}{L}\right)^2 + c_1\bar{u} - b_2c_1\bar{u}\bar{v}.
\]

(3.3)

**Proof.** For each \(k \in \mathbb{N}^+\), the stability matrix (3.2) becomes

\[
H_k = \begin{pmatrix}
-D_1\left(\frac{k\pi}{L}\right)^2 - b_1\bar{u} & -\chi\bar{u}\phi(\bar{v})\left(\frac{k\pi}{L}\right)^2 - c_1\bar{u} \\
b_2\bar{v} & -D_2\left(\frac{k\pi}{L}\right)^2 - c_2\bar{v}
\end{pmatrix}.
\]

(3.4)

Then \((\bar{u}, \bar{v})\) is unstable if \(H_k\) has an eigenvalue with positive real part for some \(k \in \mathbb{N}^+\). It is easy to see that the characteristic polynomial of (3.4) takes the form

\[
p(\lambda) = \lambda^2 + \text{Tr}\lambda + \text{Det},
\]

where

\[
\text{Tr} = (D_1 + D_2)\left(\frac{k\pi}{L}\right)^2 + b_1\bar{u} + c_2\bar{v} > 0,
\]

and

\[
\text{Det} = (D_1\left(\frac{k\pi}{L}\right)^2 + b_2\bar{v})\left(D_2\left(\frac{k\pi}{L}\right)^2 + c_2\bar{v}\right) - \left(\chi\bar{u}\phi(\bar{v})\left(\frac{k\pi}{L}\right)^2 + c_1\bar{u}\right)b_2\bar{v},
\]

then \(p(\lambda)\) has a positive root if and only \(p(0) = \text{Det} < 0\). Hence (3.3) readily follows and this finishes the proof of the proposition. 

\(\Box\)

\((\bar{u}, \bar{v})\) changes its stability as \(\chi\) cross \(\chi_0\). We note that in the strong competition case \(b_1 < a_1 < c_2\), \(\chi_0\) in (3.3) is negative if \(D_1\) and \(D_2\) are sufficiently small. It is well known that \((\bar{u}, \bar{v})\) is unstable if \(\chi = 0\) in (3.1) in this case. Moreover, the semi-steady states \((\frac{a_1}{a_2}, 0)\) and \((0, \frac{a_2}{c_2})\) are global attractors. We also want to remark that Proposition 1 holds for multi-dimensional domain \(\Omega \subset \mathbb{R}^N\) with \(N \geq 2\), replacing \(\left(\frac{k\pi}{L}\right)^2\) by the \(k\)-eigenvalue of \(-\Delta\) under the Neumann boundary condition.

### 3.1 Positive solutions through bifurcation

The linearized instability of \((\bar{u}, \bar{v})\) in (3.1) is insufficient to guarantee the existence of spatially inhomogeneous steady states. As we have shown above, the advection term \(\chi u\phi(v)\nabla v\) has the effect of destabilizing \((\bar{u}, \bar{v})\), which becomes unstable if \(\chi\) surpasses \(\chi_0\). Then we are concerned if a stable spatially inhomogeneous steady states of (3.1) may emerge through bifurcations as \(\chi\) increases. Clearly, the emergence of spatially inhomogeneous solutions is due to the effect of large advection rate \(\chi\) and we refer this as advection-induced patterns in the sense of Turing’s instability.

In this section, we carry out bifurcation analysis to seek non-constant positive solutions to the following stationary reaction-advection-diffusion system,

\[
\begin{cases}
(D_1u' + \chi u\phi(v)v')' + (a_1 - b_1u - c_1v)u = 0, & x \in (0, L), \\
D_2v'' + (a_2 - b_2u - c_2v)v = 0, & x \in (0, L), \\
u'(x) = v'(x) = 0, & x = 0, L,
\end{cases}
\]

(3.5)
In order to apply the bifurcation theory of Crandall and Rabinowitz [8], we first introduce the Hilbert space

\[ \mathcal{X} = \{ w \in H^2(0, L) \mid w'(0) = w'(L) = 0 \}. \]  

(3.6)

Then by taking \( \chi \) as the bifurcation parameter, we rewrite (3.5) in the abstract form

\[ \mathcal{F}(u, v, \chi) = 0, \quad (u, v, \chi) \in \mathcal{X} \times \mathcal{X} \times \mathbb{R}, \]

where

\[ \mathcal{F}(u, v, \chi) = \begin{pmatrix} D_1 u' + \chi u \phi(v) v' + (a_1 - b_1 u - c_1 v) u \\ D_2 v' + (a_2 - b_2 u - c_2 v) v \end{pmatrix}. \]  

(3.7)

It is easy to see that \( \mathcal{F}(\bar{u}, \bar{v}, \chi) = 0 \) for any \( \chi \in \mathbb{R} \) and \( \mathcal{F} : \mathcal{X} \times \mathcal{X} \times \mathbb{R} \to \mathcal{Y} \times \mathcal{Y} \) is analytic for \( \mathcal{Y} = L^2(0, L) \); moreover, we can have from straightforward calculations that, for any fixed \((u_0, v_0) \in \mathcal{X} \times \mathcal{X}\), the Fréchet derivative of \( \mathcal{F} \) is given by

\[ D_{(u_0, v_0)} \mathcal{F}(u_0, v_0, \chi)(u, v) = \begin{pmatrix} D_1 u'' + \chi (\phi(v_0) u_0 v_0' + \phi(v_0) u_0 v' + \phi'(v_0) u_0 v_0' v') + D_2 v'' \\ D_2 u'' + (a_2 - b_2 u_0 - 2c_2 v_0) v - b_2 u v_0 \end{pmatrix}, \]

(3.8)

where \( D_2 \mathcal{F} = (a_1 - 2b_1 u_0 - c_1 v_0) u - c_1 u_0 v \).

Denoting \( u = (u, v)^T \), we can write (3.8) as

\[ D_{(u_0, v_0)} \mathcal{F}(u_0, v_0, \chi)(u, v) = A_0(u) u'' + F_0(x, u, u'), \]

where \( A_0(u) = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix} \) and \( F_0 = \begin{pmatrix} (a_1 - 2b_1 u_0 - c_1 v_0) u - c_1 u_0 v \\ (a_2 - b_2 u_0 - 2c_2 v_0) v - b_2 u v_0 \end{pmatrix} \), then we see that operator (3.8) is elliptic; moreover it is strongly elliptic and satisfies the Agmon’s condition according to Remark 2.5 of case 2 with \( N = 1 \) in Shi and Wang [34]. Hence by Theorem 3.3 and Remark 3.4 of [34], \( D_{(u_0, v_0)} \mathcal{F}(u_0, v_0, \chi) \) is a Fredholm operator with zero index.

For bifurcations to occur at \((\bar{u}, \bar{v}, \chi)\), we need the Implicit Function Theorem to fail on \( \mathcal{F} \) and we require the following non-triviality condition on the null space of \( D_{(u, v)} \mathcal{F}(\bar{u}, \bar{v}, \chi) \),

\[ \mathcal{N}(D_{(u, v)} \mathcal{F}(\bar{u}, \bar{v}, \chi)) \neq \{0\}, \]

hence, there exists some nontrivial solutions \((u, v)\) to the following system

\[ \begin{cases} D_1 u'' + \chi \bar{u} \phi(\bar{v}) \bar{v}' - b_1 \bar{u} u - c_1 \bar{u} v = 0, & x \in (0, L), \\ D_2 v'' - b_2 \bar{v} u - c_2 \bar{v} v = 0, & x \in (0, L), \\ u'(x) = v'(x) = 0, & x = 0, L. \end{cases} \]  

(3.9)

We expand the solutions \( u \) and \( v \) into the following series

\[ u(x) = \sum_{k=0}^{\infty} t_k \cos \frac{k\pi x}{L}, \quad v(x) = \sum_{k=0}^{\infty} s_k \cos \frac{k\pi x}{L}, \]

and then substitute them into (3.9) to obtain

\[ \begin{pmatrix} -D_1 \left( \frac{tk}{L} \right)^2 - b_1 \bar{u} - \chi \left( \frac{tk}{L} \right)^2 \bar{u} \phi(\bar{v}) - c_1 \bar{u} \\ -D_2 \left( \frac{tk}{L} \right)^2 - c_2 \bar{v} \end{pmatrix} \begin{pmatrix} t_k \\ s_k \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]  

(3.10)

We want to establish the condition such that (3.10) admits nonzero solutions \((t_k, s_k)\) for some \( k \in \mathbb{N} \). \( k = 0 \) can be easily ruled out, otherwise we must have from the fact \( B \neq C \) that
where conditions (3.1) hold, and we shall assume (3.12) from now on. Moreover, we have that the null space \( \mathcal{N}(D_{(u,v)}\mathcal{F}(\bar{u}, \bar{v}, \chi_k)) \) is one-dimensional and it has a span 
\[
\mathcal{N}(D_{(u,v)}\mathcal{F}(\bar{u}, \bar{v}, \chi_k)) = \text{span}\{ (\bar{u}_k, \bar{v}_k) \},
\]
where
\[
(\bar{u}_k, \bar{v}_k) = (Q_k, 1) \cos \frac{k \pi x}{L}, \text{ with } Q_k = -\frac{D_2(k \pi)^2 + c_2 \bar{v}}{b_2 \bar{v}}, \quad k \in N^+.
\] (3.13)

Having the potential bifurcation values \( \chi_k \) in (3.11), we now verify that local bifurcation does occur at \((\bar{u}, \bar{v}, \chi_k)\) for each \( k \in N^+ \), which establishes nonconstant positive solutions to (3.1) in the following theorem.

**Theorem 3.1.** Suppose that \( \phi \in C^2(\mathbb{R}, \mathbb{R}) \) and \( \phi(v) > 0 \) for all \( v > 0 \). Assume that the conditions (1.3), (3.12) hold, and for all positive different integers \( k, j \in N^+ \),
\[
(b_1 c_2 - b_2 c_1) \bar{u} \bar{v} \neq k^2 j^2 D_1 D_2 \left( \frac{\pi}{L} \right)^4, \quad k \neq j,
\] (3.14)
where \((\bar{u}, \bar{v})\) is the positive equilibrium of (3.5). Then for each \( k \in N^+ \), there exists a constant \( \delta > 0 \) and continuous functions \( s \in (-\delta, \delta) : \mapsto (u_k(s, x), v_k(s, x), \chi_k(s)) \in \mathcal{X} \times \mathcal{X} \times \mathbb{R}^+ \) such that,
\[
\chi_k(0) = \chi_k, \quad (u_k(s, x), v_k(s, x)) = (\bar{u}, \bar{v}) + s\left( (Q_k, 1) \cos \frac{k \pi x}{L} + o(s) \right),
\] (3.15)
and \((u_k(s, x), v_k(s, x)) - (\bar{u}, \bar{v}) - s(Q_k, 1) \cos \frac{k \pi x}{L} \in \mathcal{Z}, \) where
\[
\mathcal{Z} = \{ (u, v) \in \mathcal{X} \times \mathcal{X} \mid \int_0^L u \bar{u}_k + v \bar{v}_k dx = 0 \}.
\] (3.16)

with \((\bar{u}_k, \bar{v}_k)\) and \( Q_k \) defined in (3.13); moreover, \((u_k(s, x), v_k(s, x))\) solves system (3.5) and all nontrivial solutions of (3.5) near the bifurcation point \((\bar{u}, \bar{v}, \chi_k)\) must stay on the curve \( \Gamma_k(s) = (u_k(s), v_k(s), \chi_k(s)), \) \( s \in (-\delta, \delta) \).

**Proof.** To apply the local theory of Crandall and Rabinowitz in [8], we have checked all but the following transversality condition,
\[
\frac{d}{d \chi} \left(D_{(u,v)}\mathcal{F}(\bar{u}, \bar{v}, \chi)\right)(\bar{u}_k, \bar{v}_k)|_{\chi=\chi_k} \notin \mathcal{R}(D_{(u,v)}\mathcal{F}(\bar{u}, \bar{v}, \chi_k)),
\] (3.17)
where \((\bar{u}_k, \bar{v}_k)\) is defined in (3.13) and \( \mathcal{R}(\cdot) \) denotes the range of the operator. If (3.17) fails, there must exist a nontrivial solution \((u, v)\) to the following problem
\[
\begin{aligned}
D_1 u'' + \chi_k \phi(\bar{v}) u'' - b_1 \bar{u} u - c_1 \bar{u} v &= -\left( \frac{\pi}{L} \right)^2 \phi(\bar{v}) \bar{u} \cos \frac{k \pi x}{L}, & x \in (0, L), \\
D_2 v'' - b_2 \bar{v} u - c_2 \bar{v} v &= 0, & x \in (0, L), \\
u'(x) = v'(x) = 0, & x = 0, L.
\end{aligned}
\] (3.18)
Multiplying the both equations in (3.18) by \( \cos \frac{k\pi x}{L} \) and then integrating them over \((0, L)\) by parts, we obtain

\[
\begin{pmatrix}
-D_1 \left( \frac{k\pi}{L} \right)^2 - b_1 \bar{u} - \chi_k \left( \frac{k\pi}{L} \right)^2 \bar{u} \phi(v) - c_1 \bar{u} \\
-\bar{D}_2 \left( \frac{k\pi}{L} \right)^2 - c_2 \bar{v}
\end{pmatrix}
\begin{pmatrix}
u_L \\
\int_0^L v \cos \frac{k\pi x}{L} \, dx
\end{pmatrix} = \begin{pmatrix}
\int_0^L u \cos \frac{k\pi x}{L} \, dx \\
\int_0^L \bar{v} \cos \frac{k\pi x}{L} \, dx
\end{pmatrix}.
\]

(3.19)

The coefficient matrix of this system is singular because of (3.11), hence we reach a contradiction in (3.19) and this proves (3.17). Moreover, we must have that \( \chi_k \neq \chi_j \) for all integers \( k \neq j \), then (3.14) follows from easy calculations and this finishes the proof of Theorem 3.1. \( \square \)

3.2 Stability analysis of the bifurcation branches near \((\bar{u}, \bar{v}, \chi_k)\)

We now study the stability or instability of the spatially inhomogeneous patterns \((u_k(s, x), v_k(s, x))\) established in Theorem 3.1. Here the stability or instability is that of \((u_k(s, x), v_k(s, x))\) viewed as equilibrium of system (3.1). To this end, we first determine the direction of for each bifurcation branch \(\Gamma_k(s), k \in N^+\).

The operator \(F\) defined in is \(C^4\)-smooth if \(\phi\) is \(C^5\)-smooth, hence by Theorem 1.18 from [8], \((u_k(s, x), v_k(s, x), \chi_k(s))\) is a \(C^3\)-smooth function of \(s\) and we can write the following expansions

\[
\begin{align*}
&u_k(s, x) = \bar{u} + sQ_k \cos \frac{k\pi x}{L} + s^2 \varphi_1(x) + s^3 \varphi_2(x) + o(s^3), \\
v_k(s, x) = \bar{v} + sQ_k \cos \frac{k\pi x}{L} + s^2 \psi_1(x) + s^3 \psi_2(x) + o(s^3), \\
&\chi_k(s) = \chi_k + sK_1 + s^2K_2 + o(s^2),
\end{align*}
\]

where for \(i = 1, 2, (\varphi_i, \psi_i) \in \mathcal{Z}\) defined in (3.16) and \(K_i\) is a constant. \(o(s^3)\) in the first two equations of (3.20) are taken with respect to the \(\mathcal{X}\)-topology. On the other hand, we have the following fact from Taylor expansions for \(\phi \in C^5\)

\[
\phi(u_k(s, x)) = \phi(\bar{u}) + s\phi'(\bar{u}) \cos \frac{k\pi x}{L} + s^2 \left( \phi'(\bar{u}) \psi_1 + \phi''(\bar{u}) \cos \frac{k\pi x}{L} \right) + o(s^3).
\]

(3.21)

Substituting (3.20) and (3.21) into (3.5) and equating the \(s^2\)-terms, we collect the following system

\[
\begin{align*}
D_1 \varphi''_1 + \chi_k \phi(\bar{u}) \bar{u} \psi''_1 &= (b_1 \varphi_1 + c_1 \psi_1) \bar{u} + K_1 \phi(\bar{u}) \bar{u} \left( \frac{k\pi}{L} \right)^2 \cos \frac{k\pi x}{L} + R_k, \\
D_2 \psi''_1 &= (b_2 \varphi_1 + c_2 \psi_1) \bar{v} + (b_4 Q_k + c_2) \cos^2 \frac{k\pi x}{L}, \\
\varphi_1(x) &= \psi_1(x) = 0, x = 0, L,
\end{align*}
\]

(3.22)

where

\[
R_k = \chi_k \left( \frac{k\pi}{L} \right)^2 \left( \phi'(\bar{u}) \bar{u} + Q_k \phi(\bar{u}) \right) \cos \frac{2k\pi x}{L} + (b_1 Q_k + c_1) Q_k \cos^2 \frac{k\pi x}{L}.
\]

Multiplying the first equation of (3.22) by \(\cos \frac{k\pi x}{L}\) and integrating it over \((0, L)\) by parts, we have

\[
\frac{k^2 \pi^2 \phi(\bar{u}) \bar{u} K_1}{2L} = \left( \chi_k \phi(\bar{u}) - c_1 \bar{u} \right) \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx
\]

(3.23)

\[
- \left( D_1 \left( \frac{k\pi}{L} \right)^2 + b_1 \bar{u} \right) \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx.
\]

Multiplying the second equation of (3.22) by \(\cos \frac{k\pi x}{L}\), we have from the integration by parts that

\[
b_2 \bar{u} \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx + \left( D_2 \left( \frac{k\pi}{L} \right)^2 + c_2 \bar{v} \right) \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx = 0.
\]

(3.24)
On the other hand, since \((\varphi_1, \psi_1) \in \mathcal{Z}\), we have from (3.16) that
\[
Q_k \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx + \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx = 0,
\] (3.25)
where \(Q_k = -\frac{D_2(\frac{k^2}{L^2} + c_2 \bar{v})}{b_2 \bar{v}}\). Solving (3.24) and (3.25) leads us to
\[
(1 + Q_k^2) \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx = 0,
\]
and it implies that
\[
\int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx = \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx = 0, \forall k \in \mathbb{N}^+,
\]
therefore it follows from (3.23) that \(K_1 = 0\).

To determine the sign of \(K_2\), we equate the \(s^3\)-terms in (3.5) and collect
\[
\begin{align*}
D_1 \varphi_2'' &= K_2 \phi(\bar{v}) \bar{u} \left( \frac{k\pi}{L} \right)^2 \cos \frac{k\pi x}{L} + (2b_1 Q_k \varphi_1 + c_1 \varphi_1 + c_1 Q_k \psi_1) \cos \frac{k\pi x}{L} + (b_1 \varphi_2 + c_1 \psi_1) \bar{u} - \chi_k A_3, \\
D_2 \psi_2'' &= (b_2 \varphi_2 + c_2 \psi_2) \bar{v} + (b_2 \varphi_2 + (b_2 Q_k + 2c_2) \psi_1) \cos \frac{k\pi x}{L},
\end{align*}
\] (3.26)
where
\[
A_3 = \phi(\bar{v}) \bar{u} \psi_2'' \left( \frac{k\pi}{L} \right)^2 \sin \frac{k\pi x}{L} = \left( \varphi(\bar{v}) \varphi_1 + \phi(\bar{v}) Q_k + 2 \phi'(\bar{v}) \bar{u} \right) \psi_1 \left( \frac{k\pi}{L} \right) \sin \frac{k\pi x}{L} - \left( \phi(\bar{v}) \varphi_1 + \phi'(\bar{v}) \bar{u} \right) \psi_1 \left( \frac{k\pi}{L} \right)^2 - \left( \phi(\bar{v}) Q_k + \phi'(\bar{v}) \bar{u} \right) \psi_1 \left( \frac{k\pi}{L} \right)^2 \cos \frac{k\pi x}{L} + \left( 2 \phi'(\bar{v}) Q_k + \phi''(\bar{v}) \bar{u} \right) \psi_1 \left( \frac{k\pi}{L} \right)^2 \sin \frac{k\pi x}{L} - \left( \phi'(\bar{v}) Q_k + \frac{1}{2} \phi''(\bar{v}) \bar{u} \right) \psi_1 \left( \frac{k\pi}{L} \right)^2 \cos \frac{k\pi x}{L}.
\]

We have used in (3.26) the Taylor expansion (3.21) with \(\phi\) replaced by \(\phi'\).

Multiplying the first equation in (3.26) by \(\cos \frac{k\pi x}{L}\), we conclude from the integration by parts and straightforward calculations that
\[
- \frac{\phi(\bar{v}) \bar{u} \left( \frac{k\pi}{L} \right)^2}{2L} K_2 = \left( b_1 \bar{u} + D_1 \left( \frac{k\pi}{L} \right)^2 \right) \int_0^L \varphi_2 \cos \frac{k\pi x}{L} \, dx + \left( c_1 \bar{u} + \chi_k \phi(\bar{v}) \bar{u} \left( \frac{k\pi}{L} \right)^2 \right) \int_0^L \psi_2 \cos \frac{k\pi x}{L} \, dx + \frac{1}{2} \left( 2b_1 Q_k + c_1 \chi_k \phi(\bar{v}) \left( \frac{k\pi}{L} \right)^2 \right) \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx + \frac{1}{2} \left( 2b_1 Q_k + c_1 - \chi_k \phi(\bar{v}) \left( \frac{k\pi}{L} \right)^2 \right) \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx + \frac{1}{2} \left( c_1 Q_k + \chi_k (2 \phi(\bar{v}) Q_k + \bar{u} \phi'(\bar{v}) \left( \frac{k\pi}{L} \right)^2 \right) \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx + \left( \phi'(\bar{v}) Q_k + \frac{1}{2} \phi''(\bar{v}) \bar{u} \right) \left( \frac{k^2 \pi^2 \chi_k}{8L} \right) \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx.
\] (3.27)

On the other hand, we test the second equation of (3.26) by \(\cos \frac{k\pi x}{L}\) over \((0, L)\) to obtain
\[
b_2 \bar{v} \int_0^L \varphi_2 \cos \frac{k\pi x}{L} \, dx + \left( D_2 \left( \frac{k\pi}{L} \right)^2 + c_2 \bar{v} \right) \int_0^L \psi_2 \cos \frac{k\pi x}{L} \, dx = -b_2 \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx - (b_2 Q_k + 2c_2) \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx,
\] (3.28)
Since \((\varphi_2, \psi_2) \in \mathbb{Z}\), we obtain from (3.13), (3.16) and (3.28) that
\[
\int_0^L \varphi_2 \cos \frac{k\pi x}{L} \, dx = - \frac{1}{(1 + Q_k^2 \tilde{v})} \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx - \frac{(b_2 Q_k + 2c_2)}{b_2(1 + Q_k^2 \tilde{v})} \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx.,
\] (3.29)
and
\[
\int_0^L \psi_2 \cos \frac{k\pi x}{L} \, dx = \frac{Q_k}{(1 + Q_k^2 \tilde{v})} \int_0^L \varphi_1 \cos \frac{k\pi x}{L} \, dx + \frac{(b_2 Q_k + 2c_2) Q_k}{b_2(1 + Q_k^2 \tilde{v})} \int_0^L \psi_1 \cos \frac{k\pi x}{L} \, dx.
\] (3.30)
Therefore, thanks to (3.28)–(3.30), the \(K_2\) equation (3.27) becomes
\[
- \frac{\phi(\tilde{v}) \bar{u}(k\pi)^2}{2L} K_2 = \left( \phi'(\tilde{v}) Q_k + \frac{1}{2} \phi''(\tilde{v}) \bar{u} \right) \frac{k^2 \pi^2 x}{L} \chi_k + \frac{1}{2} \left( 2b_1 Q_k + c_1 + \chi_k \phi(\bar{v}) \left( \frac{k\pi}{L} \right)^2 - B \right) \int_0^L \varphi_1 dx
\]
\[
+ \frac{1}{2} \left( C_1 Q_k + \chi_k \bar{u} \phi'(\bar{v}) \left( \frac{k\pi}{L} \right)^2 - B \right) \int_0^L \psi_1 dx
\]
\[
+ \frac{1}{2} \left( C_1 Q_k + \chi_k \left( \frac{k\pi}{L} \right)^2 \left( 2\phi(\bar{v}) Q_k + \bar{u} \phi'(\bar{v}) \right) - B \frac{(b_2 Q_k + 2c_2)}{b_2} \right) \int_0^L \psi_1 \cos \frac{2k\pi x}{L} \, dx,
\] (3.31)
where in (3.31)
\[
B = \frac{D_1 \left( \frac{k\pi}{L} \right)^2 + b_1 \bar{u} - Q_k \left( c_1 \bar{u} + \chi_k \left( \frac{k\pi}{L} \right)^2 \bar{u} \phi(\bar{v}) \right)}{\tilde{v}(1 + Q_k^2 \tilde{v})}.
\]
Moreover, in the light of (3.11) and (3.14), we conclude from (3.31)
\[
\frac{k^2 \pi^2 \phi(\tilde{v}) \bar{u}}{2L} K_2 = B_0 + B_1 \int_0^L \varphi_1 dx + B_2 \int_0^L \psi_1 dx
\]
\[
+ B_3 \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} \, dx + B_4 \int_0^L \psi_1 \cos \frac{2k\pi x}{L} \, dx,
\] (3.32)
where we have used the following notations in (3.32),
\[
B_0 = - \frac{L}{16} \left( 2\phi'(\tilde{v}) Q_k + \bar{u} \phi''(\tilde{v}) \right) \left( \frac{Q_k}{\bar{u} \phi(\bar{v})} \left( \frac{k\pi}{L} \right)^2 D_1 + \frac{b_1 Q_k + c_1}{\phi(\bar{v})} \right),
\]
\[
B_1 = \left( \frac{Q_k}{2 \tilde{u} + 1 + \frac{2\tilde{v}}{2 \tilde{v}}} \right) \frac{k\pi}{L} \left( - \frac{b_1 Q_k}{2} + \frac{b_1 \bar{u}}{2 \tilde{v}} \right)
\]
\[
B_2 = \left( \frac{\phi'(\tilde{v}) Q_k + b_2 Q_k + 2c_2}{2 \phi(\bar{v})} \right) \frac{k\pi}{L} \left( D_1 - \frac{c_1 Q_k}{2} + \frac{\bar{u} \phi'(\bar{v}) (b_1 Q_k + c_1)}{2 \phi(\bar{v})} + \frac{b_1 \bar{u} (b_2 Q_k + 2c_2)}{2 b_2 \tilde{v}} \right)
\]
\[
B_3 = \left( \frac{1}{2 \tilde{v} - Q_k}{2 \tilde{u}} \right) \frac{k\pi}{L} \left( D_1 - \frac{3b_1 Q_k + 2c_1}{2} + \frac{b_1 \bar{u}}{2 \tilde{v}} \right)
\]
and
\[
B_4 = \left( \frac{\bar{u} \phi'(\bar{v}) + 2 \phi(\bar{v}) Q_k}{2 \bar{u} \phi(\bar{v})} \right) \frac{k\pi}{L} \left( D_1 + \frac{(\bar{u} \phi'(\bar{v}) + 2 \phi(\bar{v}) Q_k (b_1 Q_k + c_1)}{2 \phi(\bar{v})} \right)
\]
\[
+ \frac{b_1 \bar{u}}{2 b_2 \tilde{v}} \left( b_2 Q_k + 2c_2 \right).
\]
Hence, we need to evaluate the following integrals to calculate $K_2$ in (3.32)

$$
\int_0^L \varphi_1 dx, \int_0^L \psi_1 dx, \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx, \text{ and } \int_0^L \psi_1 \cos \frac{2k\pi x}{L} dx.
$$

To find the first two integrals, we integrate both equations in (3.22) over $(0, L)$, and then because of $K_1 = 0$, we obtain from straightforward calculations that

$$
\int_0^L \varphi_1 dx = \frac{c_1 \bar{u} L (b_2 Q_k + c_2) - c_2 \bar{v} L (b_1 Q_k^2 + c_1 Q_k)}{2 \bar{u} \bar{v} (b_1 c_2 - b_2 c_1)} \tag{3.33}
$$

and

$$
\int_0^L \psi_1 dx = \frac{b_2 \bar{v} L (b_1 Q_k^2 + c_1 Q_k) - b_1 \bar{u} L (b_2 Q_k + c_2)}{2 \bar{u} \bar{v} (b_1 c_2 - b_2 c_1)}. \tag{3.34}
$$

To find the last two integrals, we multiply both equations in (3.22) by $\cos \frac{2k\pi x}{L}$ and integrate them over $(0, L)$ by parts. Then again since $K_1 = 0$, we have from straightforward calculations that

$$
\int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx = \frac{|A_1|}{|A|}, \quad \int_0^L \psi_1 \cos \frac{2k\pi x}{L} dx = \frac{|A_2|}{|A|}\tag{3.35}
$$

where

$$
|A| = \left( \frac{D_1 (2k\pi/L)^2 + b_1 \bar{u}}{4L} \left( \frac{D_2 (2k\pi/L)^2 + c_2 \bar{v}}{4} \right) - b_2 \bar{v} \left( \chi_k \phi(\bar{v}) (\frac{2k\pi}{L})^2 + c_1 \right) \right),
$$

$$
|A_1| = \frac{L \left( b_2 Q_k + c_2 \right) \left( \chi_k \bar{u} \phi(\bar{v}) (\frac{2k\pi}{L})^2 + c_1 \bar{u} \right)}{4}, \tag{3.36}
$$

$$
|A_2| = \frac{b_2 \bar{v} \left( 2 \chi_k (k\pi/2) \left( \bar{u} \phi' (\bar{v}) + Q_k \phi(\bar{v}) \right) + L^2 (b_1 Q_k^2 + c_1) \right)}{4} \tag{3.37}
$$

$$
- \frac{L \left( b_2 Q_k + c_2 \right) \left( D_1 \frac{(2k\pi)^2}{L} + b_1 \bar{u} \right)}{4}. \tag{3.38}
$$

We observe that $K_2$ in (3.32) is extremely complicated and it is very hard to obtain the sign of $K_2$ which determines the stability of bifurcating solution $(u_k(s, x), v_k(s, x), \chi_k)$. On the other hand, as we shall see in the coming sections, (3.5) admits nontrivial positive solutions $(u, v)$ that have interior transition layers if $D_1$ is sufficiently large and $D_2$ is sufficiently small, therefore, throughout the rest of this section, for the purpose of mathematical modeling of species segregation as well as the simplicity of calculations, we assume that $\min \{D_1, \frac{1}{D_2}\}$ is sufficiently large and now we present the following results on the sign of $K_2$.

**Proposition 2.** Assume that the assumptions in Theorem 3.1 hold. For each $k \geq 1$, there exists a large $D^* = D^*(a_1, b_1, c_1) > 0$ such that for all $D_1, D_2$ with $\min \{D_1, \frac{1}{D_2}\} > D^*$, we have the following results about $K_2$ in (3.20),

(i). when $\frac{\phi'(\bar{v})}{\phi(\bar{v})} - \frac{c_2}{b_2 \bar{u}} = 0$, $K_2 > 0$ if $\frac{\phi'(\bar{v})}{\phi(\bar{v})} > \frac{2c_2^2}{b_2^2 \bar{u}^2}$ and $K_2 < 0$ if $\frac{\phi'(\bar{v})}{\phi(\bar{v})} < \frac{2c_2^2}{b_2^2 \bar{u}^2}$,

(ii). when $\frac{\phi'(\bar{v})}{\phi(\bar{v})} - \frac{c_2}{b_2 \bar{u}} \neq 0$, $K_2 > 0$ if $D_1 D_2 \left( \frac{k\pi}{L} \right)^4 < \frac{4(b_1 c_2 - b_2 c_1) \bar{u} \bar{v}}{b_2^2 \bar{u}^2}$ and $K_2 < 0$ if $D_1 D_2 \left( \frac{k\pi}{L} \right)^4 > \frac{4(b_1 c_2 - b_2 c_1) \bar{u} \bar{v}}{b_2^2 \bar{u}^2}$.
Proof. For $D_1 \to +\infty$ and $D_2 \to 0^+$, we have $Q_k = -\frac{c_2}{b_2} + O(D_2)$ and the asymptotic expansions

\[
B_0 = D_1 \left( \frac{L}{16 \, b_2 \bar{u} \phi(\bar{v})} \left( \phi''(\bar{v}) \bar{u} - \frac{2 \phi'(\bar{v}) c_2}{b_2} \right) \left( \frac{k\pi}{L} \right)^2 + O(1/D_1) \right),
\]

\[
B_1 = D_1 \left( \left( \frac{1}{2 \bar{v}} - \frac{c_2}{2b_2 \bar{u}} \right) \left( \frac{k\pi}{L} \right)^2 + O(1/D_1) \right),
\]

\[
B_2 = D_1 \left( \left( \frac{c_2}{2b_2 \bar{v}} - \frac{c_2 \phi'(\bar{v})}{2b_2 \phi(\bar{v})} \right) \left( \frac{k\pi}{L} \right)^2 + O(1/D_1) \right),
\]

\[
B_3 = D_1 \left( \left( \frac{1}{2 \bar{v}} + \frac{c_2}{2b_2 \bar{u}} \right) \left( \frac{k\pi}{L} \right)^2 + O(1/D_1) \right),
\]

and

\[
B_4 = D_1 \left( \left( \frac{c_2^2}{b_2^2 \bar{u}} + \frac{c_2}{2b_2 \bar{v}} - \frac{c_2 \phi'(\bar{v})}{2b_2 \phi(\bar{v})} \right) \left( \frac{k\pi}{L} \right)^2 + O(1/D_1) \right).
\]

Thanks to these expansions, we see that the $K_2$ equation (3.32) implies

\[
\frac{\bar{u} \phi(\bar{v}) L}{2D_1} K_2 = \frac{L}{16 \, b_2 \bar{u} \phi(\bar{v})} \left( \phi''(\bar{v}) \bar{u} - \frac{2 \phi'(\bar{v}) c_2}{b_2} \right) + \left( \frac{1}{2 \bar{v}} - \frac{c_2}{2b_2 \bar{u}} \right) \int_0^L \varphi_1 dx
\]

\[- \left( \frac{c_2}{2b_2 \bar{v}} - \frac{c_2 \phi'(\bar{v})}{2b_2 \phi(\bar{v})} \right) \frac{b_2}{c_2} \int_0^L \varphi_1 dx + \left( \frac{1}{2 \bar{v}} + \frac{c_2}{2b_2 \bar{u}} \right) \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx
\]

\[- \left( \frac{c_2^2}{b_2^2 \bar{u}} + \frac{c_2}{2b_2 \bar{v}} - \frac{c_2 \phi'(\bar{v})}{2b_2 \phi(\bar{v})} \right) \frac{b_2}{c_2} \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx + \frac{2k\pi x}{L} \varphi_1 dx + O(1/D_1) \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx
\]

\[+ O(1/D_1) + O(D_2)
\]

\[
= \frac{L}{16 \, b_2 \bar{u} \phi(\bar{v})} \left( \phi''(\bar{v}) \bar{u} - \frac{2 \phi'(\bar{v}) c_2}{b_2} \right) + O(1/D_1) \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx
\]

\[+ \frac{1}{4} \left( \phi'(\bar{v}) - \frac{c_2}{b_2 \bar{u}} \right) \left( \int_0^L \varphi_1 dx + \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx \right)
\]

\[+ O(1/D_1) + O(D_2)
\]

(3.39)

where we have used in (3.39) the facts

\[
\int_0^L \psi_1 dx = \left( - \frac{c_2}{b_2} + O(D_2) \right) \int_0^L \varphi_1 dx,
\]

from (3.34) and

\[
\int_0^L \psi_1 \cos \frac{2k\pi x}{L} dx = \left( - \frac{b_2}{c_2} + O(D_2) \right) \int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx.
\]

from (3.35), (3.36) and (3.38). On the other hand, we have that (3.33)–(3.35) become

\[
\int_0^L \varphi_1 dx = - \frac{c_2^2 L}{2b_2 \bar{u}} + O(D_2),
\]

\[
\int_0^L \varphi_1 \cos \frac{2k\pi x}{L} dx = \frac{D_1 \left( \frac{c_2^2 L}{b_2} \left( \phi'(\bar{v}) - \frac{\phi'(\bar{v})}{\phi(\bar{v})} \right) \left( \frac{k\pi}{L} \right)^2 + O(1/D_1) \right)}{24D_1 D_2 \left( \frac{k\pi}{L} \right)^4 - 6(b_1 c_2 - b_2 c_1) \bar{u} \bar{v}},
\]
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We now divide our discussions into the following two cases. If \( \frac{\phi''(v)}{\phi(v)} - \frac{c_2}{b_2u} = 0 \), we see in (3.39) that
\[
\frac{\ddot{u} \phi(v)}{2D_1} K_2 = \frac{L}{16b_2} \left( \frac{\phi''(v)}{\phi(v)} - \frac{2c_2^2}{b_2u^2} \right) + O(1/D_1) + O(D_2),
\]
therefore, (i) follows immediately. If \( \frac{\phi''(v)}{\phi(v)} - \frac{c_2}{b_2u} \neq 0 \), we have that
\[
\frac{\ddot{u} \phi(v)}{2D_1} K_2 = -\frac{D_1 \left( b_2^2 L \left( \frac{k \pi}{T} \right)^2 \left( \frac{c_2}{b_2u} - \frac{\phi''(v)}{\phi(v)} \right)^2 + O(1/D_1) \right)}{12b_2 \left( 4D_1D_2 \left( \frac{k \pi}{T} \right)^4 - (b_1c_2 - b_2c_1) \ddot{u} \right)}.\tag{3.40}
\]
We conclude that (ii) is an immediate consequence of (3.40).

\[
\square
\]

**Remark.** According to Theorem 3.1, we have that \( 4D_1D_2 \left( \frac{k \pi}{T} \right)^4 - (b_1c_2 - b_2c_1) \ddot{u} \) is always nonzero since \( \chi_k \neq \chi_{2k} \). We also point out in Proposition 2 that, in the strong competition case \( \frac{b_2}{b_2} < \frac{c_2}{c_2} < \frac{b_2}{b_2}, K_2 < 0 \) if \( \min \{ D_1, D_2 \} \) is large, independent on the size of \( D_1D_2 \).

We conclude the stability analysis of the bifurcation solutions \( (u_k(s,x), v_k(s,x), \chi_k(s)) \) with \( s \in (-\delta, \delta) \). This branch of solutions will be asymptotically stable if the real part of any eigenvalue \( \mu \) of the following problem is negative:
\[
D_{(u,v)} F(u_k(s,x), v_k(s,x), \chi_k(s))(u, v) = \mu(u, v), \ (u, v) \in \mathcal{X} \times \mathcal{X}. \tag{3.41}
\]
Taking \( s = 0 \), we see that \( \lambda = 0 \) is a simple eigenvalue of \( D_{(u,v)} F(\bar{u}, \bar{v}, \chi_k) \) with eigenspace \( \mathcal{N}(D_{(u,v)} F(\bar{u}, \bar{v}, \chi_k)) = \{ (Q_k, 1) \cos \frac{k \pi x}{T} \} \); moreover, following the same analysis that leads to (3.17), one can also prove that \( (Q_k, 1) \cos \frac{k \pi x}{T} \notin \mathcal{R}(D_{(u,v)} F(\bar{u}, \bar{v}, \chi_k)) \). We now present the following stability results.

**Theorem 3.2.** For each \( k \geq 1 \), there exists a large \( D^* = D^*(a_i, b_i, c_i) > 0 \) such that for all \( D_1, D_2 \) with \( \min \{ D_1, \frac{1}{D_2} \} > D^* \), we have the following cases on the bifurcation solutions \( (u_k(s,x), v_k(s,x)) \), \( k \in \mathbb{N}^+ \),

(i) when \( \frac{\phi''(v)}{\phi(v)} - \frac{c_2}{b_2u} = 0 \), \( (u_k(s,x), v_k(s,x)) \) is stable if \( \phi''(v) > \frac{2c_2^2}{b_2u^2} \) and \( (u_k(s,x), v_k(s,x)) \) is unstable if \( \phi''(v) < \frac{2c_2^2}{b_2u^2} \);

(ii) when \( \frac{\phi''(v)}{\phi(v)} - \frac{c_2}{b_2u} \neq 0 \), \( (u_k(s,x), v_k(s,x)) \) is stable if \( D_1D_2 \left( \frac{k \pi}{T} \right)^4 < \frac{(b_1c_2 - b_2c_1) \ddot{u}}{4} \) and \( (u_k(s,x), v_k(s,x)) \) is unstable if \( D_1D_2 \left( \frac{k \pi}{T} \right)^4 > \frac{(b_1c_2 - b_2c_1) \ddot{u}}{4} \).

**Proof.** According to Corollary 1.13 in [9], there exist an interval \( I \) with \( \chi_k \in I \) and \( C^1 \)-smooth functions \( (\chi, s) : I \times (-\delta, \delta) \to (\mu(\chi), \lambda(s)) \) with \( \lambda(0) = 0 \) and \( \mu(\chi) = 0 \) such that, \( \lambda(s) \) is an eigenvalue of (3.41) and \( \mu(\chi) \) is an eigenvalue of the following eigenvalue problem
\[
D_{(u,v)} F(\bar{u}, \bar{v}, \chi)(u, v) = \mu(u, v), \ (u, v) \in \mathcal{X} \times \mathcal{X}. \tag{3.42}
\]
Moreover, \( \lambda(s) \) is the only eigenvalue of (3.41) in any fixed neighbourhood of the origin of the complex plane and the same assertion can be made about \( \mu(\chi) \). We also know from [9] that the eigenfunction of (3.42) can be represented by \( (u(\chi, x), v(\chi, x)) \), which depends on \( \chi \) smoothly and is uniquely determined by \( (u(\chi_k, x), v(\chi_k, x)) = (Q_k \cos \frac{k \pi x}{T}, \cos \frac{k \pi x}{T}) \) and \( (u(\chi, x), v(\chi, x)) = (Q_k \cos \frac{k \pi x}{T}, \cos \frac{k \pi x}{T}) \in Z \), while \( Q_k \) is defined in (3.13) and \( Z \) in (3.16). We have from (3.9) that (3.42) is equivalent to
\[
\begin{cases}
D_1u'' + \chi \phi(v) u \ddot{u} - b_1 \ddot{u} - c_1 \ddot{v} = \mu u, & x \in (0, L), \\
D_2v'' - b_2 \ddot{v} - c_2 \ddot{u} = \mu v, & x \in (0, L), \\
u'(x) = v'(x) = 0, & x = 0, L.
\end{cases} \tag{3.43}
\]
Differentiating (3.43) with respect to $\chi$ and then taking $\chi = \chi_k$, we have

$$
\begin{cases}
D_1\tilde{u}'' - \phi(\bar{v})\bar{u} \left( \cos \frac{k\pi x}{L} \right) + \chi_k \phi(\bar{v})\bar{u}'' - b_1\tilde{u} - c_1\tilde{v} = \dot{\mu}(\chi_k)Q_k \cos \frac{k\pi x}{L}, \\
D_2\tilde{v}'' - b_2\tilde{v} - c_2\tilde{v} = \dot{\mu}(\chi_k) \cos \frac{k\pi x}{L}, \\
\dot{\tilde{u}}(x) = \tilde{v}'(x) = 0, \quad x = 0, L,
\end{cases}
$$

(3.44)

where the dot-notation $'$ in (3.44) denotes the differentiation with respect to $\chi$ evaluated at $\chi = \chi_k$ and in particular $\dot{u} = \frac{\partial u(x,\chi)}{\partial \chi} \bigg|_{\chi = \chi_k}$, $\dot{v} = \frac{\partial v(x,\chi)}{\partial \chi} \bigg|_{\chi = \chi_k}$.

Multiplying both equations in (3.44) by $\cos \frac{k\pi x}{L}$ and integrating them over $(0, L)$ by parts, we arrive at the following system

$$
\left( -D_1\left( \frac{k\pi}{L} \right)^2 - b_1\tilde{u} - \chi_k \frac{k\pi}{L} \phi(\bar{v}, \bar{v}) - c_1\tilde{u} \right) - D_2\left( \frac{k\pi}{L} \right)^2 - c_2\tilde{v} = \left( \frac{\dot{\mu}(\chi_k)Q_k - \phi(\bar{v})\bar{u} \left( \frac{k\pi}{L} \right)^2}{\dot{\mu}(\chi_k)} \right) \frac{L}{2}.
$$

We see from (3.11) that the coefficient matrix is singular, therefore if the algebraic system is solvable, we must have that $\frac{D_1\left( \frac{k\pi}{L} \right)^2 + b_2\tilde{u}}{b_2\tilde{v}} = \frac{\dot{\mu}(\chi_k)Q_k - \phi(\bar{v})\bar{u} \left( \frac{k\pi}{L} \right)^2}{\dot{\mu}(\chi_k)}$, which together with (3.13), implies that

$$
\dot{\mu}(\chi_k) = -\frac{b_2\phi(\bar{v})\bar{u} \left( \frac{k\pi}{L} \right)^2}{(D_1 + D_2)\left( \frac{k\pi}{L} \right)^2 + b_1\tilde{u} + c_2\tilde{v}} < 0.
$$

By Theorem 1.16 in [9], the functions $\lambda(s)$ and $-s\chi_k'(s)\dot{\mu}(\chi_k)$ have the same zeros and the same sign near $s = 0$, and for $\lambda(s) \neq 0$,

$$
\lim_{s \to 0} -s\chi_k'(s)\dot{\mu}(\chi_k) = 1,
$$

therefore, this shows that $\text{sgn}(\lambda(s)) = \text{sgn}(K_2)$ in light of $K_1 = 0$.

Thanks to Proposition 2, the instability statements follow right away from the positive sign of $\lambda(s)$. To show the stability part, we first observe that, following the same calculations that lead to (3.16), as $s \to 0$, (3.42) has no nonzero eigenvalues with nonpositive real parts if $K_2 > 0$. Then it follows from the standard perturbation theory that all eigenvalues of (3.41) have no positive real part in a small neighborhood of the origin of the complex plane. This completes the proof of Theorem 3.2 thanks to Proposition 2.

Figure 1: The pitchfork-type bifurcations are illustrated. The solid line represents stable bifurcating solutions $(u_k(s, x), v_k(s), \chi_k(s))$ and the dashed line represents unstable solutions $(u_k(s, x), v_k(s), \chi_k(s))$.

From the viewpoint of biology, the perceived intensity of a stimulus should have a saturation effect on the strength of stimulus. This can be modeled mathematically by choosing $\phi'' < 0$
in (3.5). According to Proposition 3 and Theorem 3.2, if \( \min\{D_1, \frac{1}{D_2}\} \) is large, in the strong competition case \( \frac{b}{c_2} < \frac{a_2}{a_2} < \frac{a_1}{c_2} \), the small-amplitude solutions \((u_k(s, x), v_k(s, x))\) are unstable independent of the size of \( D_1D_2 \). Moreover, the advection rate \( \chi \) tends to destabilize the constant solution \((\bar{u}, \bar{v})\) as we have seen in Proposition 1, therefore, we are motivated to study the solutions to (3.5) that have large amplitudes as \( \chi \) increases, with \( \min\{D_1, \frac{1}{D_2}\} \) being large. In the weak competition case, we see that the bifurcating solutions \((u_k(s, x), v_k(s, x))\) are unstable for all \( k \) large.

4 Effect of large advection rate \( \chi \)

This section is devoted to study the asymptotic behaviors of positive solutions \((u, v)\) to (3.5) if the advection rate \( \chi \) is large. The first step of our analysis is to present the following a priori estimates.

**Lemma 4.1.** Assume that \( \phi(v) \in C^2(\mathbb{R}, \mathbb{R}) \). Let \((u, v)\) be any positive solution of (3.5). Then we have that
\[
\max_{x \in [0, L]} v(x) \leq \frac{a_2}{c_2},
\]
and
\[
\int_0^L u^2 dx \leq \frac{a_1^2L}{b_1^2}.
\]

**Proof.** First of all, we see that (4.1) follows from the Maximum Principles. We integrate the \( u \)-equation in (3.5) over \((0, L)\) and obtain
\[
\int_0^L (a_1 - b_1u - c_1v)udx = 0.
\]
Then we have from the Young’s inequality that
\[
b_1 \int_0^L u^2 dx + c_1 \int_0^L uvdx = a_1 \int_0^L u^2 dx \leq \frac{b_1}{2} \int_0^L u^2 dx + \frac{a_1^2L}{2b_1}.
\]
This implies (4.2) and it completes the proof of Lemma 4.1. \( \square \)

We now study the asymptotic behaviors of \((u, v)\) by passing the advection rate \( \chi \) to infinity in (3.5). It seems that one needs the largeness of \( D_1 \) in order to establish nontrivial patterns. On the other hand, we have assumed that the diffusion rate \( D_2 \) is sufficiently small for our stability analysis in Section 3, and here we treat \( D_1 \) and \( D_2 \) separately and then as \( \chi \to \infty \), we have the following results.

**Theorem 4.2.** Suppose that \( \phi \in C^2(\mathbb{R}, \mathbb{R}) \). Let \((u_i, v_i)\) be positive solutions of (3.5) with \((D_{1,i}, D_{2,i}, \chi_i) = (D_1, D_2, \chi)\) and \( \frac{1}{D_{1,i}} = r_i \). Assume that \( \chi_i \to \infty, D_{2,i} \to D_2 \in (0, \infty) \) and \( r_i \to r \in (0, \infty) \) as \( i \to \infty \), then there exists a nonnegative constant \( \lambda_\infty \) such that
\[
u_i v_i \to \lambda_\infty \text{ uniformly on } [0, L];
\]
moreover, after passing to a subsequence if necessary as \( i \to \infty \)
\[
(u_i, v_i) \to (\lambda_\infty e^{-r\Phi(v_\infty)}, v_\infty) \in C^1([0, L]) \times C^1([0, L]),
\]
where \( v_\infty = v_\infty(x) \) satisfies the following shadow system
\[
\begin{cases}
D_2 v_\infty'' + (a_2 - b_2\lambda_\infty e^{-r\Phi(v_\infty)} - c_2 v_\infty) v_\infty = 0, & x \in (0, L), \\
\int_0^L (a_1 - b_1\lambda_\infty e^{-r\Phi(v_\infty)} - c_1 v_\infty) e^{-r\Phi(v_\infty)} dx = 0, \\
v_\infty(0) = v_\infty(L) = 0.
\end{cases}
\]
\[\text{(4.4)}\]
Proof. We see from (4.2) and the \( v \)-equation in (3.5) that, \( \| v_i \|_{H^2(0,L)} \) is uniformly bounded for all \( \chi_i \) and \( D_{1,i} \). By Sobolev embedding theorem, we can show that \( v_i \to v_\infty \) in \( C^1([0,L]) \) as \( i \to \infty \), after passing to a subsequence if necessary. Dividing the \( u \)-equation in (3.5) by \( D_{1,i} \) and then integrating it over \((0,x)\), we obtain that

\[
u_i' + r_i u_i \Phi' (v_i) = - \frac{1}{D_{1,i}} \int_0^x (a_1 - b_1 u_i - c_1 v_i) u_i \, dx.
\]

Denoting \( w_i = u_i e^{r_i \Phi(v_i)} \), we can easily show from Young’s inequality that

\[
|e^{-r_i \Phi(v_i)} w_i'| \leq \frac{1}{D_{1,i}} \int_0^x |(a_1 - b_1 u_i - c_1 v_i) u_i| \, dx \leq \frac{1}{D_{1,i}} \int_0^L 2b_1 u_i^2 + M \, dx,
\]

where \( M \) is a positive constant independent of \( D_{1,i} \). Sending \( i \to \infty \) in (4.5), we conclude from (4.1), (4.2) and the Neumann boundary conditions that \( w_i' \to 0 \) uniformly. Therefore, we must have that \( w_i = u_i e^{r \Phi(v_i)} \) converges to some nonnegative constant \( \lambda_\infty \). Moreover we can show from elliptic regularity theories that \( v_\infty \) is smooth and it satisfies the shadow system (4.4). □

Remark 3. If \( r_i \to r = 0 \), we see that the convergence in Theorem 4.2 still holds and \( u_i \) converges to the constant \( \lambda_\infty \). Moreover, (4.4) with \( r = 0 \) has only trivial solution \( v_\infty \), therefore \( (u_i, v_i) \) can only be trivial if \( \chi_i \to \infty \) with \( D_{1,i} \) being relatively larger. Some conclusions can be made if \( r_i \to r = \infty \). Hence we only consider the limiting process with the diffusion rate \( D_1 \) and the advection rate \( \chi \) being comparably large.

We want to point out that, if \( b_1 \neq 0 \), the boundedness of \( \| u \|_{L^2} \) in (4.2) is required to show the convergence in Theorem 4.2. However, if \( b_1 = 0 \), the statements in Theorem 4.2 still hold though \( \| u \|_{L^2} \) may be unbounded. Actually, if \( b_1 = 0 \), (3.5) implies

\[
\int_0^L u \, dx = \frac{c_1}{a_1} \int_0^L u v \, dx.
\]

Integrating the \( v \)-equation over \((0,L)\), we collect that

\[
\int_0^L u v \, dx = \frac{1}{b_2} \int_0^L (a_2 - c_2 v) \, dx,
\]

which is uniformly bounded, and this implies that \( \| u \|_{L^1} \) is uniformly bounded. Then taking \( b_1 = 0 \) in (3.5), we can also show that \( w_i \) converges to a constant as \( D_{1,i} \) converges to infinity.

### 4.1 Existence of nonconstant positive solutions to the shadow system

Now we proceed to study the existence of nonconstant solutions of (4.4). One can easily show that (4.4) has only trivial solution if \( D_2 \) is large. On the other hand, since small diffusion rate \( D_2 \) tends to support \( v_\infty \) that has an interior transition layer, we denote \( D_2 = \epsilon \) and put \((v_\infty, \lambda_\infty) = (v_\epsilon, \lambda_\epsilon)\) in (4.4) and consider the following shadow system to (3.5)

\[
\begin{cases}
\epsilon v''_\epsilon + \left( a_2 - b_2 \lambda_\epsilon e^{-r \Phi(v)} - c_2 v_\epsilon \right) v_\epsilon = 0, \quad x \in (0,L), \\
\int_0^L (a_1 - b_1 \lambda_\epsilon e^{-r \Phi(v)} - c_1 v_\epsilon) e^{-r \Phi(v_\epsilon)} \, dx = 0, \\
v_\epsilon(x) > 0, \quad x \in (0,L); \quad v'_\epsilon(0) = v'_\epsilon(L) = 0.
\end{cases}
\]

Obviously (4.7) has a unique positive trivial solution

\[
(\bar{v}, \bar{\lambda}) = \left( \frac{a_2 b_1 - a_1 b_2}{b_1 c_2 - b_2 c_1}, \frac{a_2 b_1 - a_1 b_2}{b_1 c_2 - b_2 c_1} e^{-r \Phi(\bar{v})} \right).
\]
provided with (1.3). First of all, we establish the existence of nonconstant positive solutions to (4.7) through the bifurcation analysis by taking \( \epsilon \) as the bifurcation parameter. Similarly as the bifurcation analysis in Section 3, we rewrite (4.7) into the following abstract form

\[
\mathcal{T}(v, \lambda, \epsilon) = 0, \quad (v, \lambda, \epsilon) \in \mathcal{X} \times \mathbb{R}^+ \times \mathbb{R}^+, 
\]

where \( \mathcal{X} \) is defined in (3.6). Then \( \mathcal{T}(\bar{v}, \bar{\lambda}, \epsilon) = 0 \) for any \( \epsilon \in \mathbb{R} \) and \( \mathcal{T} \) is analytic from \( \mathcal{X} \times \mathbb{R}^+ \times \mathbb{R}^+ \) to \( \mathcal{Y} \times \mathbb{R} \), where \( \mathcal{Y} = L^2(0, L) \); moreover, it follows through straightforward calculations that, for any fixed \( (v_0, \lambda_0) \in \mathcal{X} \times \mathbb{R} \), the Fréchet derivative of \( \mathcal{T} \) is given by

\[
D_{(v, \lambda)} \mathcal{T}(v_0, \lambda_0, \epsilon)(v, \lambda) \]

\[
= \left( 0 \right)
\]

Similar as the arguments for (3.8), we can show that \( D_{(v, \lambda)} \mathcal{T}(v_0, \lambda_0, \epsilon) : \mathcal{X} \times \mathbb{R}^+ \to \mathcal{Y} \times \mathbb{R} \) is a Fredholm operator with zero index.

For bifurcation to occur at \((\bar{v}, \bar{\lambda})\), we need to check the following necessary condition,

\[
\mathcal{N}(D_{(v, \lambda)} \mathcal{T}(v, \lambda, \epsilon)) \neq \{0\},
\]

where \( \mathcal{N} \) denotes the null space. First, we claim that if \((v, \lambda) \in \mathcal{N}(D_{(v, \lambda)} \mathcal{T}(\bar{v}, \bar{\lambda}, \epsilon))\), then \( \lambda = 0 \).

In fact, assume that \((v, \lambda)\) satisfies the following system

\[
\begin{align*}
\epsilon v'' &+ \left( (a_2 - c_2 \bar{v}) r \Phi'(\bar{v}) - c_2 \right) v - b_2 \bar{v} \epsilon^{-r \Phi(\bar{v})} \lambda = 0, \quad x \in (0, L), \\
\int_0^L \left( -c_1 + (a_1 - c_1 \bar{v}) r \Phi'(\bar{v}) \right) v - e^{-r \Phi(\bar{v})} b_1 \lambda dx & = 0, \\
v'(0) & = v'(L) = 0.
\end{align*}
\]

Integrating the first equation in (4.10) over \((0, L)\), we have

\[
\left( (a_2 - c_2 \bar{v}) r \Phi'(\bar{v}) - c_2 \right) \int_0^L v dx = b_2 \lambda \epsilon^{-r \Phi(\bar{v})} L.
\]

The second equation in (4.10) implies that

\[
\left( (a_1 - c_1 \bar{v}) r \Phi'(\bar{v}) - c_1 \right) \int_0^L v dx = b_1 \lambda e^{-r \Phi(\bar{v})} L.
\]

If \( \lambda \neq 0 \), we equate the coefficients of the two equations above to obtain

\[
\left( (a_2 - c_2 \bar{v}) r \Phi'(\bar{v}) - c_2 \right) b_1 - \left( (a_1 - c_1 \bar{v}) r \Phi'(\bar{v}) - c_1 \right) b_2 = 0,
\]

which implies through direct calculation that

\[
\bar{v} = \frac{a_2 b_1 - a_1 b_2}{b_1 c_2 - b_2 c_1} - \frac{1}{r \Phi'(\bar{v})}.
\]

Comparing this with the formula

\[
\bar{v} = \frac{a_2 b_1 - a_1 b_2}{b_1 c_2 - b_2 c_1},
\]

we reach a contradiction, hence \( \lambda = 0 \) as claimed and (4.10) becomes

\[
\begin{align*}
\epsilon v'' &+ \left( (a_2 - c_2 \bar{v}) r \Phi'(\bar{v}) - c_2 \right) v = 0, \quad x \in (0, L), \\
\int_0^L \left( (a_1 - c_1 \bar{v}) r \Phi'(\bar{v}) - c_1 \right) v dx & = 0, \\
v'(0) & = v'(L) = 0.
\end{align*}
\]
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It is easy to see that (4.11) has nonzero solutions if and only if
\[
\frac{(a_2 - c_2 \bar{v})r \Phi'(\bar{v}) - c_2}{\epsilon} \bar{v} = \left(\frac{n \pi}{L}\right)^2, \quad n \in \mathbb{N}.
\] (4.12)

First of all, \( n = 0 \) can be easily ruled out since \( \frac{n \pi}{L} \neq \frac{a_2}{c_2} \). Otherwise, we must have that \( v \) is a constant from the first equation in (4.11) and \( v \equiv 0 \) thanks to the integral constraint, which contradicts the condition (4.9). For \( n \neq 0 \), the local bifurcation might occur at \((\bar{v}, \bar{\lambda}, \epsilon_n)\) with
\[
\epsilon_n = \frac{((a_2 - c_2 \bar{v})r \Phi'(\bar{v}) - c_2) \bar{v}}{(n \pi/L)^2} > 0, \quad n \in \mathbb{N}^+,
\] (4.13)
provided that \((a_2 - c_2 \bar{v})r \Phi'(\bar{v}) > c_2 > 0\). Furthermore the null space
\[
\mathcal{N}(D_{(v, \lambda)}T(\bar{v}, \bar{\lambda}, \epsilon_n)) = \text{span}\{\cos \left(\frac{n \pi x}{L}\right), 0\}, \quad n \in \mathbb{N}^+,
\]
and it has \( \text{dim}\mathcal{N}(D_{(v, \lambda)}T(\bar{v}, \bar{\lambda}, \epsilon_n)) = 1 \).

Having the potential bifurcation values, we can now proceed to verify in the following theorem that the local bifurcation does occur at \((\bar{v}, \bar{\lambda}, \epsilon_n)\).

**Theorem 4.3.** Suppose that the conditions (1.3) and \( c_2 < (a_2 - c_2 \bar{v})r \Phi'(\bar{v}) \) are satisfied. For each \( n \in \mathbb{N}^+ \), there exists \( \delta > 0 \) and continuous functions \( s \in (-\delta, \delta) \mapsto (v_n(x, s), \lambda_n(s), \epsilon_n(s)) \in \mathcal{X} \times \mathbb{R}^+ \times \mathbb{R}^+ \), with
\[
\epsilon_n(0) = \epsilon_n, \quad (v_n(x, s), \lambda_n(s)) = (\bar{v}, \bar{\lambda}) + s\left(\cos \left(\frac{n \pi x}{L}\right), 0\right) + o(s),
\] (4.14)
such that \((v_n(x, s), \lambda_n(s))\) solves the system (4.4). Moreover, all nontrivial solutions of (4.4) near \((\bar{v}, \bar{\lambda}, \epsilon_n)\) take the form in (4.14).

**Proof.** Again, to make use of the local bifurcation analysis of Crandall and Rabinowitz [8], we only need to show
\[
\left. \frac{d}{d\epsilon} (D_{(v, \lambda)}T(\bar{v}, \bar{\lambda}, \epsilon))(v_n, \lambda_n) \right|_{\epsilon = \epsilon_n} \notin \mathcal{R}(D_{(v, \lambda)}T(\bar{v}, \bar{\lambda}, \epsilon_n)),
\] (4.15)
where
\[
\left. \frac{d}{d\epsilon} (D_{(v, \lambda)}T(\bar{v}, \bar{\lambda}, \epsilon))(v_n, \lambda_n) \right|_{\epsilon = \epsilon_n} = \left(\begin{array}{c}
(c_2 - c_2 \bar{v})r \Phi'(\bar{v}) - c_2 \bar{v} \\
\int_0^L (\bar{v}'(x) - c_1 + (a_1 - c_1 \bar{v})r \Phi'(\bar{v})) + e^{-r \Phi'(\bar{v})}b_1 \lambda dx = 0.
\end{array}\right)
\]
If not and we suppose that there exists a nontrivial solution \( v \in \mathcal{X} \) to the following problem
\[
\begin{cases}
\epsilon v'' + (a_2 - c_2 \bar{v})r \Phi'(\bar{v}) - c_2 \bar{v} = (\cos \left(\frac{n \pi x}{L}\right))^\prime, \quad x \in (0, L), \\
\int_0^L (\bar{v}'(x) - c_1 + (a_1 - c_1 \bar{v})r \Phi'(\bar{v})) + e^{-r \Phi'(\bar{v})}b_1 \lambda dx = 0,
\end{cases}
\] (4.16)
By the same analysis that leads to the claim under (4.9), we have that \( \lambda = 0 \) in (4.16), and it becomes
\[
\begin{cases}
\epsilon v'' + (a_2 - c_2 \bar{v})r \Phi'(\bar{v}) - c_2 \bar{v} = (\cos \left(\frac{n \pi x}{L}\right))^\prime, \quad x \in (0, L), \\
v'(0) = v'(L) = 0.
\end{cases}
\] (4.17)
However, this reaches a contradiction to the Fredholm Alternative since \( \cos \left(\frac{n \pi x}{L}\right) \) is in the kernel of the operator on the left hand side of (4.17). Then we have proved the transversality condition and thus conclude the proof of Theorem 4.3. \( \square \)
4.2 Stability of bifurcating solutions from \((\bar{v}, \bar{\lambda}, \epsilon_n)\)

In this section, we proceed to investigate the stability or instability of the spatially inhomogeneous solution \((v_n(s, x), \lambda_n(s, x))\) that bifurcates from \((\bar{v}, \bar{\lambda})\) at \(\epsilon = \epsilon_n\). Here again the stability refers to that of the bifurcation solution taken as an equilibrium to the time-dependent system of (4.4). Similar as the analysis in Section 3, we write the following expansions

\[
\begin{align*}
    v_n(s, x) &= \bar{v} + s \cos \frac{n \pi x}{L} + s^2 \varphi_2(x) + s^3 \varphi_3(x) + o(s^3), \\
    \lambda_n(s, x) &= \bar{\lambda} + s^2 \lambda_2 + s^3 \lambda_3 + o(s^3), \\
    \epsilon_n(s) &= \epsilon_n + s K_1 + s^2 K_2 + o(s^2),
\end{align*}
\]  

where \(\varphi_i \in \mathcal{X}\) satisfies \(\int_0^L \varphi_i \cos \frac{n \pi x}{L} dx = 0\) for \(i = 2, 3\) and \(\lambda_2, K_1, K_2\) are positive constants to be determined.

For notational simplicity, we denote in (4.7),

\[
f(\lambda, v) = \left( a_2 - b_2 \lambda e^{-r \Phi(v)} - c_2 v e^{-r \Phi(v)} \right) \nu_v \]

and

\[
g(\lambda, v) = \left( a_1 - b_1 \lambda e^{-r \Phi(v)} - c_1 v e^{-r \Phi(v)} \right);
\]

moreover, we introduce the notations

\[
\tilde{f}_v = \frac{\partial f(v, \lambda)}{\partial \nu} |_{(v, \lambda) = (\bar{v}, \bar{\lambda})}, \quad \tilde{f}_\lambda = \frac{\partial f(v, \lambda)}{\partial \lambda} |_{(v, \lambda) = (\bar{v}, \bar{\lambda})}
\]

and in the same manner we can define \(\tilde{f}_\nu, \tilde{f}_{\nu \nu}, \tilde{f}_{\nu \nu \nu}, \tilde{g}_\nu, \tilde{g}_{\nu \nu}, \tilde{g}_{\nu \nu \nu}\), etc.

Substituting (4.18) into (4.7) and collecting the \(s^2\)-terms, we obtain

\[
\epsilon_n \varphi_3^\prime - K_1 \left( \frac{n \pi}{L} \right)^2 \cos \frac{n \pi x}{L} + \tilde{f}_v \varphi_2 + \tilde{f}_\lambda \lambda_2 + \frac{\tilde{f}_{\nu \nu}}{2} \cos \frac{n \pi x}{L} = 0. \tag{4.19}
\]

Multiplying (4.19) by \(\cos \frac{n \pi x}{L}\) and integrating over \((0, L)\) by parts, we have

\[
\frac{n^2 \pi^2}{L} K_1 = \left( - \epsilon_n \left( \frac{n \pi}{L} \right)^2 + \tilde{f}_v \right) \int_0^L \varphi_2 \cos \frac{n \pi x}{L} dx = 0, \tag{4.20}
\]

therefore \(K_1 = 0\) and the bifurcation at \((\bar{v}, \bar{\lambda}, \epsilon_n)\) is of pitch-fork type for all \(\epsilon_n, n \in \mathbb{N}^+\).

Equating the \(s^3\)-terms from (4.7), we have

\[
\epsilon_n \varphi_3^\prime + \tilde{f}_v \varphi_3 + \tilde{f}_\lambda \lambda_3 - K_2 \left( \frac{n \pi}{L} \right)^2 \cos \frac{n \pi x}{L} + \left( \tilde{f}_{\nu \nu} \varphi_2 + \tilde{f}_\nu \lambda_2 \right) \cos \frac{n \pi x}{L} + \frac{\tilde{f}_{\nu \nu \nu}}{6} \cos^3 \frac{n \pi x}{L} = 0. \tag{4.21}
\]

Testing (4.21) by \(\cos \frac{n \pi x}{L}\) and from straightforward calculations, we obtain

\[
\frac{n^2 \pi^2}{2L} K_2 = \frac{\tilde{f}_{\nu \nu}}{2} \left( \int_0^L \varphi_2 \cos \frac{2n \pi x}{L} dx + \int_0^L \varphi_2 dx \right) + \frac{\tilde{f}_\nu \lambda_2 L}{2} + \frac{\tilde{f}_{\nu \nu \nu} L}{16}. \tag{4.22}
\]

Multiplying (4.19) by \(2n \pi x\) and integrating it over \((0, L)\) by parts, then thanks to \(K_1 = 0\),

we conclude from straightforward calculations that

\[
\int_0^L \varphi_2 \cos \frac{2n \pi x}{L} dx = \frac{\tilde{f}_{\nu \nu} L}{24 f_v}. \tag{4.23}
\]
where we have used the fact that \( f_v = \epsilon_a (\frac{n \pi}{L})^2 \). Integrating (4.19) over \((0, L)\) by parts, we have

\[
\tilde{f}_v \int_0^L \varphi_2 dx + \tilde{f}_\lambda \lambda_2 L + \frac{\tilde{f}_{vv} L}{4} = 0. \tag{4.24}
\]

Moreover, we collect \( s^2 \)-terms from the second equation of (4.7) to have

\[
\bar{g}_v \int_0^L \varphi_2 dx + \bar{g}_\lambda \lambda_2 L + \frac{\bar{g}_{vv} L}{4} = 0. \tag{4.25}
\]

Then we conclude from (4.24) and (4.25) that

\[
\int_0^L \varphi_2 dx = -\left( \frac{f_{vv} g_\lambda - \bar{g}_v f_\lambda}{4(f_v g_\lambda - \bar{g}_v f_\lambda)} \right) L, \quad \lambda_2 = -\frac{f_v g_{vv} - \bar{g}_v f_{vv}}{4(f_v \bar{g}_\lambda - \bar{g}_v \bar{f}_\lambda)}. \tag{4.26}
\]

Substituting (4.23) and (4.26) into (4.22), we see that \( K_2 \) equation becomes

\[
\frac{n^2 \pi^2}{2L} K_2 = \frac{f_{vv}}{2} \left( \frac{f_{vv} L}{24 f_v} - \frac{f_{vv} (f_v g_\lambda - \bar{g}_v f_\lambda) L}{8(f_v \bar{g}_\lambda - \bar{g}_v \bar{f}_\lambda)} \right) + \frac{f_{vv} L}{16} + \frac{f_{vv} L}{16}.
\tag{4.27}
\]

To evaluate \( K_2 \) in (4.27), we derive the following partial derivatives of \( f \) and \( g \) at \((\bar{v}, \bar{\lambda})\) through straightforward calculations

\[
\tilde{f}_v = (a_2 - c_2 \bar{v}) r \bar{v} \Phi'(\bar{v}) - c_2 \bar{v}, \quad \tilde{f}_\lambda = -b_2 \bar{v} e^{-r \Phi(\bar{v})},
\tag{4.28}
\]

\[
\tilde{f}_{vv} = \left( a_2 - c_2 \bar{v} \right)^2 \left( -\bar{v} \Phi''(\bar{v}) \right) r^2 + 2 \Phi'(\bar{v}) + \bar{v} \Phi''(\bar{v}) r - 2 c_2,
\tag{4.29}
\]

\[
\tilde{f}_{v\lambda} = b_2 e^{-r \Phi(\bar{v})} \left( \bar{v} \Phi'(\bar{v}) r - 1 \right)
\tag{4.30}
\]

and

\[
\tilde{f}_{vv\lambda} = \left( a_2 - c_2 \bar{v} \right)^2 \left( \bar{v} \Phi''(\bar{v}) r^2 - 3 \Phi'(\bar{v}) \Phi'(\bar{v}) + \Phi''(\bar{v}) r \right) + \left( 3 \Phi''(\bar{v}) + \bar{v} \Phi''(\bar{v}) \bar{v} \right) r,
\tag{4.31}
\]

with

\[
\bar{g}_v = \left( (a_1 - c_1 \bar{v}) \Phi'(\bar{v}) r - c_1 \right) e^{-r \Phi(\bar{v})}, \quad \bar{g}_\lambda = -b_1 e^{-2r \Phi(\bar{v})}
\tag{4.32}
\]

and

\[
\bar{g}_{vv} = r e^{-r \Phi(\bar{v})} \left( (a_1 - c_1 \bar{v})^2 \right) + (a_1 - c_1 \bar{v}) \Phi''(\bar{v}) + 2 c_1 \Phi'(\bar{v})
\tag{4.33}
\]

We now proceed to calculate \( K_2 \) in (4.27) with (4.28)–(4.33) as follows. First of all, in the light of the fact \( b_1(a_2 - c_2 \bar{v}) = b_2(a_1 - c_1 \bar{v}) \), we have from (4.28) and (4.32) that

\[
\tilde{f}_v g_\lambda - \bar{g}_v \tilde{f}_\lambda = \left( b_1 c_2 - b_2 c_1 \right) \bar{v} e^{-2r \Phi(\bar{v})};
\]

 moreover, we have

\[
\bar{g}_v (\tilde{f}_{vv} \tilde{f}_\lambda - \tilde{f}_v \tilde{f}_{v\lambda}) = \left( \tilde{f}_{vv} (b_1 \tilde{f}_{vv} e^{-r \Phi(\bar{v})} - b_2 \bar{v} \bar{g}_{vv}) + \tilde{f}_{v\lambda} \left( \left( a_1 - c_1 \bar{v} \right) \Phi'(\bar{v}) r - c_1 \right) - \bar{g}_v e^{r \Phi(\bar{v})} \left( \left( a_2 - c_2 \bar{v} \right) \Phi'(\bar{v}) - c_2 \right) \right) e^{-r \Phi(\bar{v})}
\tag{4.34}
\]

\[
= \left( \tilde{f}_{vv} - b_2 \bar{v} e^{-r \Phi(\bar{v})} \bar{g}_{vv} \right) \left( \tilde{f}_{vv} e^{-r \Phi(\bar{v})} + \tilde{f}_{v\lambda} e^{-r \Phi(\bar{v})} \Phi'(\bar{v}) \bar{v} r \right) + \tilde{f}_{v\lambda} \left( c_2 \bar{v} e^{-r \Phi(\bar{v})} \bar{g}_{vv} - c_1 \tilde{f}_{vv} \right) e^{-r \Phi(\bar{v})};
\]
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furthermore, we apply (4.29), (4.30) and (4.33) and obtain in (4.34),

\[
\begin{align*}
\tilde{f}_v e^{-r\Phi(\bar{v})} &+ \tilde{f}_\nu e^{-r\Phi(\bar{v})} \Phi'(\bar{v}) \bar{\lambda} r \\
&= \left( (a_2 - c_2 \bar{v}) ( - \bar{v} \Phi'(\bar{v}) )^2 + (2\Phi'(\bar{v}) + \bar{v} \Phi''(\bar{v})) r - 2c_2 + b_2 \bar{\lambda} \right) \\
&\quad + (r \bar{v} \Phi'(\bar{v}) - 1) \Phi'(\bar{v}) r e^{-r\Phi(\bar{v})} e^{-r\Phi(\bar{v})} \\
&= \left( - 2c_2 + (a_2 - c_2 \bar{v}) (r \Phi'(\bar{v}) + r \bar{v} \Phi''(\bar{v})) \right) e^{-r\Phi(\bar{v})},
\end{align*}
\]

then we conclude from straightforward calculations with (4.28) and (4.29)

\[
\begin{align*}
\bar{g}_{uv} (\bar{f}_v \bar{f}_\nu - \bar{f}_v \bar{f}_\nu) - \bar{f}_v (\bar{f}_v \bar{g}_\nu - \bar{g}_v \bar{f}_\nu) \\
&= \frac{1}{(b_1 c_2 - b_2 c_1) \bar{v}} \left( (b_1 \bar{f}_v \bar{v} - b_2 \bar{v} e^{r\Phi(\bar{v})} \bar{g}_{uv}) ( - 2c_2 + (a_2 - c_2 \bar{v}) (r \Phi'(\bar{v}) \\
&\quad + r \bar{v} \Phi''(\bar{v}) ) + c_2 \bar{v} e^{r\Phi(\bar{v})} (b_1 \bar{g}_{uv} e^{r\Phi(\bar{v})} - c_1 \bar{f}_v) \right).
\end{align*}
\]

Substituting (4.36) into (4.27), we arrive at the following form for \( \mathcal{K}_2 \)

\[
\begin{align*}
\frac{n^2 \pi^2}{2L} \mathcal{K}_2 &= \frac{L}{8\bar{v} (b_1 c_2 - b_2 c_1)} \left( (b_1 \bar{f}_v \bar{v} - b_2 \bar{v} e^{r\Phi(\bar{v})} \bar{g}_{uv}) ( - 2c_2 + (a_2 - c_2 \bar{v}) (r \Phi'(\bar{v}) \\
&\quad + r \bar{v} \Phi''(\bar{v}) ) + c_2 \bar{v} e^{r\Phi(\bar{v})} (b_1 \bar{g}_{uv} e^{r\Phi(\bar{v})} - c_1 \bar{f}_v) \right) \\
&\quad + \frac{\bar{v} (b_1 c_2 - b_2 c_1) \bar{f}_{uv}}{2}.
\end{align*}
\]

\( \mathcal{K}_2 \) in (4.37) is extremely complicated, hence, for the simplicity of calculations and without losing much of our generality, we choose \( \Phi(v) = v \) and consider (4.7) in the strong competition case with \( b_1 = 0 \). Actually, we see that if \( b_1 = 0 \), both \( (\bar{u}, \bar{v}) \) and the small-amplitude bifurcating solutions \( (u_k(s, x), v_k(s, x)) \) are unstable, therefore, we are motivated to study the solutions that have large amplitude. Indeed, we shall see that, the shadow system (4.7) has solutions with interior transition layer when \( b_1 = 0 \), therefore, this assumption does not inhabit the applications of our original system (3.5) and the shadow system (4.7) in the mathematical modeling of interspecific segregation.

Assuming \( \Phi(v) = v \) and \( b_1 = 0 \), we see that (4.37) becomes

\[
\begin{align*}
\frac{n^2 \pi^2}{2L} \mathcal{K}_2 &= - \frac{L}{48 c_1 ( (a_2 - c_2 \bar{v}) r - c_2 )} \left( (a_2 - c_2 \bar{v})^2 r^2 (2a_1 \bar{v} r^2 - 17a_1 r^4 + 8c_1) + (a_2 - c_2 \bar{v}) r (9a_1 c_2 \bar{v} r^2 + 41a_1 c_2 r - 16c_1 c_2) - 12a_1 c_2^2 \bar{v} r^2 - 24a_1 c_2^2 r + 8c_1 c_2^2),
\end{align*}
\]

where \( \bar{v} = \frac{a_1}{c_1} \). Moreover, for notational simplicity, we denote

\[
\theta = (a_2 - c_2 \bar{v}) r,
\]

then (4.13) implies that bifurcation occurs at \( (\bar{v}, \bar{\lambda}, \epsilon_n) \) only if

\[
\theta > c_2,
\]

and we shall assume this throughout the rest of this section. Now we see that (4.38) becomes

\[
\begin{align*}
\frac{n^2 \pi^2}{2L} \mathcal{K}_2 &= \frac{F(\theta)}{48 (\theta - c_2)} = \frac{\alpha \theta^2 + \beta \theta + \gamma}{48 (\theta - c_2)},
\end{align*}
\]
where and we have employed in (4.39) the notations
\[
\alpha = -2a_1 \bar{v} r^2 + 17a_1 r - 8c_1, \tag{4.40}
\]
\[
\beta = -9a_1 c_2 \bar{v} r^2 - 41a_1 c_2 r + 16c_1 c_2, \tag{4.41}
\]
and
\[
\gamma = 12a_1 c_2^2 \bar{v} r^2 + 24a_1 c_2^2 r - 8c_1 c_2^2. \tag{4.42}
\]
To determine the sign of \( \mathcal{K}_2 \) for all \( \theta > c_2 \), we first have through straightforward calculations that the determinant of the quadratic function \( F(\theta) \) in (4.39) is
\[
\beta^2 - 4\alpha \gamma = 177a_1^2 c_2^2 r^2 \left( (\bar{v} r + \frac{57}{177})^2 + \frac{6228}{177^2} \right) > 0,
\]
therefore \( F(\theta) = 0 \) always have two roots
\[
\theta_1 = \frac{-\beta - \sqrt{\beta^2 - 4\alpha \gamma}}{2\alpha}, \quad \theta_2 = \frac{-\beta + \sqrt{\beta^2 - 4\alpha \gamma}}{2\alpha}. \tag{4.43}
\]
We now present the following results concerning (4.39).

**Proposition 3.** Suppose that \( \Theta(v) = v \) and \( b_1 = 0 \) in (4.7) and the condition (1.3) holds. Denote \( \theta = (a_2 - c_2 \bar{v}) r \) and assume that \( \theta > c_2 \). For each \( n \in \mathbb{N}^+ \), we have the following on \( \mathcal{K}_2 \) in (4.18):

(i). if \( r \in (0, \frac{1}{2c_1}) \) or \( (\frac{8}{7}, \infty) \), \( \mathcal{K}_2 > 0 \) for \( \theta \in (c_2, \theta_1) \), and \( \mathcal{K}_2 < 0 \), for \( \theta \in (\theta_1, \infty) \);

(ii). if \( r \in (\frac{1}{2c_1}, \frac{8}{7}) \), \( \mathcal{K}_2 > 0 \) for \( \theta \in (c_2, \theta_1) \cup (\theta_2, \infty) \), and \( \mathcal{K}_2 < 0 \) for \( \theta \in (\theta_1, \theta_2) \);

(iii). if \( r = \frac{1}{2c_1} \), \( \mathcal{K}_2 > 0 \) for \( \theta \in (c_2, \frac{120c_1}{177}) \), and \( \mathcal{K}_2 < 0 \) for \( \theta \in (\frac{120c_1}{177}, \infty) \);

(iv). if \( r = \frac{8}{7} \), \( \mathcal{K}_2 > 0 \) for \( \theta \in (c_2, \frac{20c_1}{3}) \), and \( \mathcal{K}_2 < 0 \) for \( \theta \in (\frac{20c_1}{3}, \infty) \), where we have \( \bar{v} = \frac{8a_1}{c_1} \) in (i)-(iv).

**Proof.** For all \( \theta > c_2 \), we readily see from (4.39) that \( \mathcal{K}_2 \) has the same sign as \( F(\theta) = \alpha \theta^2 + \beta \theta + \gamma \). Moreover, in light of (4.39)-(4.42), we have from straightforward calculations
\[
F(c_2) = a_1 c_2^2 r^2 > 0. \tag{4.44}
\]
On the other hand, we notice that (4.40) is equivalent as
\[
\alpha = -c_1 (2\bar{v} r - 1) (r - \frac{8}{\bar{v}}), \tag{4.45}
\]
and \( \alpha = 0 \) if \( r = \frac{1}{2c_1} \) or \( r = \frac{8}{\bar{v}} \), then it follows that \( F(\theta) = \frac{-27c_1 c_2 \theta + 7c_1 c_2^2}{4} \) and \( F(\theta) = -888c_1 c_2 \theta + 960c_1 c_2^2 \) respectively. Therefore, (iii) and (iv) follows from (4.39) immediately.

To prove (i) and (ii), we compare axis of symmetry \( \theta^* = -\frac{\beta}{2\alpha} \) of the parabola \( F(\theta) \) with \( c_2 \)
\[
c_2 - \theta^* = \frac{\beta + 2c_2 \alpha}{2\alpha} = \frac{-13a_1 c_2 \bar{v} r^2 + 7a_1 c_2 r}{2\alpha},
\]
then it readily implies that \( \text{sgn}(c_2 - \theta^*) \) = \( \text{sgn}(-\alpha) \). If \( r \in (0, \frac{1}{2c_1}) \cup (\frac{8}{7}, \infty) \), we have \( c_2 - \theta^* > 0 \) since \( \alpha < 0 \), then the parabola \( F(\theta) \) opens down and with its axis of symmetry to the left of \( c_2 \). Therefore, \( F(\theta) > 0, \mathcal{K}_2 > 0 \), if \( \theta \in (c_2, \beta_1) \), and \( F(\theta) < 0, \mathcal{K}_2 < 0 \), if \( \theta \in (\beta_1, \infty) \). This completes the proof of (i). By the same arguments, we can show (ii) and this proves Proposition 3.

Since \( F(c_2) > 0 \), we see that \( \mathcal{K}_2 > 0 \) if \( \theta > c_2 \) is small, i.e., for all \( (a_2 - c_2 \bar{v}) r - c_2 > 0 \) being small. We shall interpret this observation by its relevance with our results and mathematical modeling. Before this, we present the following theorem on the stability of the bifurcation solution \( (v_n(s, x), \lambda_n(s)) \) established in Theorem 4.3. Here the stability refers to the stability of the inhomogeneous solutions taken as an equilibrium to the time-dependent counterpart to (4.7).
are satisfied. Then for each $n \in \mathbb{N}^+$, the bifurcation curve $\Gamma_n(s)$ at $(\bar{v}, \lambda, \epsilon_n)$ is of pitch-fork type; moreover, $\Gamma_n(s)$ turns to the right and the bifurcation solution $(v_n(s,x), \lambda_n(s))$ is unstable if $K_2 > 0$, and $\Gamma_n(s)$ turns to the left and $(v_n(s,x), \lambda_n(s))$ is asymptotically stable if $K_2 < 0$, where $K_2$ is defined in (4.39).

The local bifurcation branches described in Theorem 3.1 are formally presented in Figure 3. In contrast to the $\chi$-bifurcation Figure 2, small $\epsilon$ supports stable bifurcating solutions, while large $\epsilon$ oppose these nontrivial solutions.

Following the results of [9], we can prove this theorem by the same analysis that leads to Theorem 3.2. For the sake of completeness, we sketch it as follows. To study the stability of the bifurcation solution from $(\bar{v}, \lambda, \epsilon_n)$, we linearize (4.7) at $(v_n(s,x), \lambda_n(s), \epsilon_n(s)).$ By the principle of the linearized stability in Theorem 8.6 [9], to show that they are asymptotically stable, we need to prove that the each eigenvalue $\eta$ of the following elliptic problem has negative real part:

$$D_{(v,\lambda)}T(v_n(s,x), \lambda_n(s), \epsilon_n(s))(v, \lambda) = \eta(v, \lambda), \ (v, \lambda) \in \mathcal{X} \times \mathbb{R}.$$  (4.46)

where $v_n(s,x), \lambda_n(s)$ and $\epsilon_n(s)$ are established in Theorem 4.3. On the other hand, we observe that 0 is a simple eigenvalue of $D_{(v,\lambda)}T(\bar{v}, \bar{\lambda}, \epsilon_n)$ with an eigenspace span$\{ (\cos \frac{2\pi t}{L}, 0) \}$. It follows from Corollary 1.13 in [9] that, there exists an internal $I$ with $\epsilon_n \in I$ and continuously differentiable functions $\epsilon \in I \rightarrow \zeta(\epsilon), \ s \in (-\delta, \delta) \rightarrow \eta(s)$ with $\eta(0) = 0$ and $\zeta(\epsilon_n) = 0$ such that, $\eta(s)$ is an eigenvalue of (4.46) and $\zeta(\chi)$ is an eigenvalue of the following eigenvalue problem

$$D_{(v,\lambda)}T(\bar{v}, \bar{\lambda}, \epsilon)(v, \lambda) = \zeta(v, \lambda), \ (v, \lambda) \in \mathcal{X} \times \mathbb{R};$$  (4.47)

moreover, $\eta(s)$ is the only eigenvalue of (4.46) in any fixed neighbourhood of the origin of the complex plane (the same assertion can be made on $\zeta(\epsilon)$). We also know from [8] that the
eigenfunctions of (4.47) can be represented by \((v(\epsilon, x), \lambda(\epsilon))\) which depend on \(\epsilon\) smoothly and can be uniquely determined by \((v(\epsilon_n, x), \lambda(\epsilon_n)) = (\cos \frac{n\pi x}{L}, 0)\).

**Proof of Theorem 4.4.** Similar as the analysis that leads to the claim behind (4.9), we can show that \(\lambda = 0\) in (4.47). Then by differentiating (4.47) with respect to \(\epsilon\) and setting \(\epsilon = \epsilon_n\), we collect the following system from (4.8) in light of \(\zeta(\epsilon_n) = 0\)

\[
\begin{align*}
-\left(\frac{\partial}{\partial x}\right)^2 \cos \frac{n\pi x}{L} + \epsilon_n \tilde{v}'' + \left( (a_2 - c_2 \bar{v}) \bar{v} - c_2 \right) \bar{v}' = \hat{\zeta}(\epsilon_n) \cos \frac{n\pi x}{L}, \\
\int_0^L (-c_1 + (a_1 - c_1 \bar{v}) \bar{v}) \bar{v}' dx = 0, \\
\tilde{v}'(0) = \tilde{v}'(L) = 0,
\end{align*}
\]

(4.48)

where the dot-sign means the differentiation with respect to \(\epsilon\) evaluated at \(\epsilon = \epsilon_n\) and in particular \(\tilde{v} = \frac{\partial v(\epsilon, x)}{\partial \epsilon} \big|_{\epsilon=\epsilon_n}\).

Multiplying the first equations of (4.48) by \(\cos \frac{n\pi x}{L}\) and integrating it over \((0, L)\) by parts, we apply (4.13) with \(\Phi'(\nu) = 1\) and obtain from (4.48)

\[
\hat{\zeta}(\epsilon_n) = -\left(\frac{n\pi}{L}\right)^2.
\]

According to Theorem 1.16 in [9], the functions \(\eta(s)\) and \(-s\epsilon_n'(s)\hat{\zeta}(\epsilon_n)\) have the same zeros and the same signs for \(s \in (-\delta, \delta)\). Moreover

\[
\lim_{s \to 0, \eta(s) \neq 0} \frac{-s\epsilon_n'(s)\hat{\zeta}(\epsilon_n)}{\eta(s)} = 1.
\]

Now, since \(\mathcal{K}_1 = 0\), it follows that \(\lim_{s \to 0} \frac{s^2 \mathcal{K}_2}{\eta(s)} = \left(\frac{L}{n\pi}\right)^2\) and we readily see that \(\text{sgn}(\eta(s)) = \text{sgn}(\mathcal{K}_2)\) for \(s \in (-\delta, \delta), s \neq 0\). Therefore, we have proved Theorem 3.1 according to the discussions above.

As we can see in (4.13), for each \(\epsilon\) being small, there always exists positive solutions to (4.7) from bifurcations. However, according to Proposition 3 and Theorem 4.4, the small-amplitude bifurcating solutions \((v_n(s, x), \lambda_n(s), \epsilon_n(s))\) are unstable in the strong competition case with \(b_1 = 0\). Therefore, we are motivated to find positive solutions to (4.7) that have large amplitudes.

## 5 Existence of transition-layer solutions to the shadow systems

In this section, we study the positive solutions to a shadow system in the form of (4.7) that have an interior transition layer. Without losing much of our generality, we choose \(\Phi(v) = v\) in (4.7) and consider the following nonlinear boundary value problem,

\[
\begin{align*}
ev'' + (a_2 - b_2 \lambda e^{-rv} - c_2 \bar{v}) v &= 0, & x &\in (0, L), \\
\int_0^L (a_1 - b_1 \lambda e^{-rv} - c_1 v) e^{-rv} dx &= 0, \\
v'(0) = v'(L) &= 0,
\end{align*}
\]

(5.1)

where \(v = v_\epsilon(\lambda, x)\) depends \(\lambda\) and \(\lambda = \lambda_\epsilon\) is a positive constant to be determined. Our aim of this section is to show that, for \(\epsilon\) being sufficiently small, system (5.1) admits solutions with a single transition layer which is represented by an approximation of a step-function. The transition-layer solution can be used to model, not only the coexistence, but also a more interesting segregation phenomenon of the competing species. Though we are concerned with \(v_\epsilon(x)\) that has only single transition layer over \((0, L)\), one can construct multiple-transition-layer solutions by reflecting and periodically extending \(v_\epsilon(x)\) at \(x = \pm L, \pm 2L, \pm 3L, \ldots\)
Our approach is to construct the single transition-layer solution $v_e(\lambda, x)$ to (5.1) for an arbitrarily predetermined $\lambda$. Then we proceed to find $\lambda = \lambda_e$ and $v_e(\lambda_e, x)$ such that the integral condition is satisfied. To this end, we first investigate the following equation

\begin{equation}
\begin{cases}
\epsilon v'' + f(\lambda, v) = 0, & x \in (0, L), \\
v(x) > 0, & x \in (0, L), \\
v'(0) = v'(L) = 0,
\end{cases}
\end{equation}

(5.2)

where we have used the notation $f(\lambda, v) = (a_2 - b_2 \lambda e^{-rv} - c_2 v)v$. It is obvious that $\bar{v}_0(\lambda) = 0$ is a constant solution (5.2). Integrating the first equation of (5.2) over $(0, L)$, we have

$$\int_0^L f(\lambda, v) dx = 0,$$

therefore $f(\lambda, v)$ changes sign in $(0, L)$. Denoting $\tilde{f}(\lambda, v) = a_2 - b_2 \lambda e^{-rv} - c_2 v$. We can observe that $\tilde{f}(\lambda, v) = 0$ has two positive roots if and only if $\tilde{f}(\lambda, 0) = -c_2 v$ and there exists a positive $v^*$ such that $\tilde{f}(\lambda, v^*) = 0$ and $\tilde{f}(\lambda, v^*) > 0$. Then it follows from straightforward calculations that $f(\lambda, v) = 0$ has two positive roots $\bar{v}_1(\lambda)$, $\bar{v}_2(\lambda)$ with

$$f(\lambda, \bar{v}_1) = f(\lambda, \bar{v}_2) = 0, \quad 0 < \bar{v}_1 < v^* = \frac{a_2}{c_2} - \frac{1}{r} < \bar{v}_2,$$

(5.3)

provided that

$$\lambda \in \left(\frac{a_2}{b_2}, \frac{c_2}{b_2r e^{-r\bar{v}_2}} - 1\right), \quad \text{with } r > \frac{c_2}{a_2}.
$$

(5.4)

We shall assume (5.4) throughout the rest part of this section.

One can easily observe that the constant solutions $0$ and $\bar{v}_2$ are stable and $\bar{v}_1$ is unstable in the corresponding time-dependent system of (5.2). Moreover, for each $\lambda$ satisfying (5.4), $f(\lambda, v)$ is of Allen-Cahn type with $f_\epsilon(\lambda, 0) < 0$ and $f_\epsilon(\lambda, \bar{v}_2) < 0$, therefore, we have from the phase plane analysis, in [11] for example, that the following system has a unique smooth solution $V_0(z)$,

\begin{equation}
\begin{cases}
V_0'' + f(\lambda, V_0) = 0, & z \in \mathbb{R}, \\
V_0(z) \in (0, \bar{v}_2(\lambda)), & z \in \mathbb{R}, \\
V_0(-\infty) = \bar{v}_2(\lambda), \ V_0(0) = \bar{v}_2(\lambda)/2, \ V_0(\infty) = 0;
\end{cases}
\end{equation}

(5.5)

and there exist positive constants $C, \kappa$ that depends on $\lambda$ such that

$$\left|\frac{dV_0(z)}{dz}\right| \leq Ce^{-\kappa|z|}, \quad z \in \mathbb{R}.
$$

(5.6)

Our construction of the transition-layer solutions $v_e$ to (5.2) begins with an approximation of a step-function and we follow the idea in [14] for this purpose. Denoting $L^* = \min\{x_0, L - x_0\}$ for each fixed $x_0 \in (0, L)$, we choose the cut-off functions $\chi_0(y)$ and $\chi_1(y)$ of $C^\infty([-L, L])$ smooth to be

$$\chi_0(y) = \begin{cases}
1, & |y| \leq L^*/4, \\
0, & |y| \geq L^*/2, \quad \text{and} \quad \chi_1(y) = \begin{cases}
0, & \bar{v}_2(\lambda)(1 - \chi_0(y)), \quad y \in [-L, 0], \\
\bar{v}_2(\lambda), & y \in [0, L],
\end{cases}
\end{cases}
$$

(5.7)

Let

$$V_e(\lambda, x) = \chi_0(x - x_0)V_0(\lambda, \frac{x - x_0}{\sqrt{\epsilon}}) + \chi_1(x - x_0),
$$

(5.8)
then for each $\lambda \in \left( \frac{a_2}{b_2}, \frac{a_3}{b_2}e^{\frac{a_2r}{2}} - 1 \right)$, we want to construct a solution to (5.1) that takes the form

$$v_\epsilon(\lambda, x) = V_\epsilon(\lambda, x) + \sqrt{\epsilon}\Psi(\lambda, x).$$

Then we have that $\Psi$ satisfies

$$\mathcal{L}_\epsilon \Psi + \mathcal{P}_\epsilon + Q_\epsilon = 0,$$

where

$$\mathcal{L}_\epsilon = \epsilon \frac{d^2}{dx^2} + f_v(\lambda, V_\epsilon(\lambda, x)),$$

$$\mathcal{P}_\epsilon = \epsilon^{-\frac{1}{2}} \left( \epsilon \frac{d^2 V_\epsilon(\lambda, x)}{dx^2} + f(\lambda, V_\epsilon(\lambda, x)) \right),$$

and

$$Q_\epsilon = \epsilon^{-\frac{1}{2}} \left( f(\lambda, V_\epsilon(\lambda, x) + \sqrt{\epsilon}\Psi) - f(\lambda, V_0(\lambda, x)) - \sqrt{\epsilon}\Psi f_v(\lambda, V_\epsilon(\lambda, x)) \right)$$

$$= b_2 \lambda e^{-rV_\epsilon} \left( \frac{\lambda}{\sqrt{\epsilon}} - e^{-r\sqrt{\epsilon}\Psi}(\lambda/\sqrt{\epsilon} + \sqrt{\epsilon}) - \Psi(rV_\epsilon - 1) \right) - c_2 \sqrt{\epsilon}\Psi^2.$$ (5.12)

We readily see from (5.9)–(5.12) that $\mathcal{P}_\epsilon$ and $Q_\epsilon$ measure the accuracy that $V_\epsilon(\lambda, x)$ approximates the solution $v_\epsilon(\lambda, x)$. Our existence result is a consequence of several lemmas and we first present the following two about $\mathcal{P}_\epsilon$ and $Q_\epsilon$.

**Lemma 5.1.** Assume that $r > \frac{a_2}{a_2}$ and suppose $\lambda \in \left( \frac{a_2}{b_2} + \delta, \frac{a_3}{b_2}e^{\frac{a_2r}{2}} - 1 - \delta \right)$ for $\delta > 0$ small. Then there exists $C_1 = C_1(\delta) > 0$ and $\epsilon = \epsilon_1(\delta) > 0$ small such that, for all $\epsilon \in (0, \epsilon_1(\delta))$

$$\sup_{x \in (0, L)} |\mathcal{P}_\epsilon(x)| \leq C_1.$$ (5.13)

**Lemma 5.2.** Under the same conditions in Lemma 5.1. For any $R_0 > 0$, there exists $C_2 = C_2(\delta, R_0) > 0$ and $\epsilon_2 = \epsilon_2(\delta, R_0) > 0$ small such that, if $\epsilon \in (0, \epsilon_2)$, then

$$\|Q_\epsilon[\Psi_1]\|_\infty \leq C_2 \sqrt{\epsilon}\|\Psi_i\|_\infty, \forall \|\Psi_i\|_\infty \leq R_0$$ (5.14)

We also need the following Lemma in our existence arguments.

**Lemma 5.3.** Under the same conditions in Lemma 5.1. For any $p \in [1, \infty]$, there exists $C_3 = C_3(\delta, p) > 0$ and $\epsilon_3 = \epsilon_3(\delta, p) > 0$ small such that, $\mathcal{L}_\epsilon$ with domain $W^{2,p}(0, L)$ has a bounded inverse $\mathcal{L}_\epsilon^{-1}$ and for all $\epsilon \in (0, \epsilon_3(\delta, p))$

$$\|\mathcal{L}_\epsilon^{-1}g\|_p \leq C_3\|g\|_p, \forall g \in L^p(0, L).$$

In light of Lemmas 5.1–5.3, we can prove the following existence results on the transition-layer solutions to (5.2).

**Proposition 4.** Assume that (5.4) is satisfied. Let $x_0$ be an arbitrary point in $(0, L)$. Then for each $\delta > 0$ being small and any $\lambda \in \left( \frac{a_2}{b_2} + \delta, \frac{a_3}{b_2}e^{\frac{a_2r}{2}} - 1 - \delta \right)$, there exists a small $\epsilon_4 = \epsilon_4(\delta) > 0$ such that for all $\epsilon \in (0, \epsilon_4(\delta))$, (5.2) has a family of solution $v_\epsilon(\lambda, x)$ such that

$$\sup_{x \in (0, L)} |v_\epsilon(\lambda, x) - V_\epsilon(\lambda, x)| \leq C_4 \sqrt{\epsilon},$$

where $C_4$ is a positive constant independent of $\epsilon$. In particular,

$$\lim_{\epsilon \to 0^+} v_\epsilon(\lambda, x) = \begin{cases} \tilde{v}_2(\lambda), \text{ compact uniformly on } [0, x_0), \\ \tilde{v}_2(\lambda)/2, x = x_0, \\ 0, \text{ compact uniformly on } (x_0, L). \end{cases}$$ (5.15)
Proof. We shall establish the existence of $v_\epsilon$ in the form of $v_\epsilon = V_\epsilon + \sqrt{\epsilon} \Psi$, where $V_\epsilon$ is defined in (5.8). For this purpose, it is equivalent to show the existence of smooth functions $\Psi$ and we shall to apply the Fixed Point Theorem to this end. For all $\Psi \in \mathcal{X}$, we define

$$S_\epsilon[\Psi] = -L^{-1}_\epsilon(\mathcal{P}_\epsilon + \mathcal{Q}[\Psi]).$$  \hfill (5.16)

Then $S_\epsilon$ is mapping from $C([0, L])$ to $C([0, L])$ according to elliptic regularities. Moreover, we choose

$$\mathcal{B} = \{\Psi \in \mathcal{X} \mid \|\Psi\|_\infty \leq R_0\},$$

where $R_0 \geq 2C_1C_3$. By Lemma 5.1 and 5.3, we have $\|L^{-1}\mathcal{P}_\epsilon\|_\infty \leq C_1C_3$. Therefore, it follows from Lemma 5.2 that

$$\|S_\epsilon[\Psi]\|_\infty \leq C_1C_3 + C_2C_3\sqrt{\epsilon}R_0 \leq R_0, \quad \forall \Psi \in \mathcal{B},$$

provided that $\epsilon$ is small. Moreover, it follows from Lemma 5.2 that for $\epsilon$ being sufficiently small,

$$\|S_\epsilon[\Psi_1] - S_\epsilon[\Psi_2]\|_\infty \leq \frac{1}{2}\|\Psi_1 - \Psi_2\|_\infty, \quad \forall \Psi_1, \Psi_2 \in \mathcal{B},$$

hence $S_\epsilon$ is a contraction mapping on $\mathcal{B}$ for all small positive $\epsilon$, then it follows from the Banach Fixed Point Theorem that $S_\epsilon$ has a fixed point $\Psi_\epsilon$ in $\mathcal{B}$, which is apparently a smooth solution of (5.9). Therefore $v_\epsilon = V_\epsilon + \sqrt{\epsilon}\Psi_\epsilon$ is a smooth solution of (5.2). Moreover, it is easy to verify that $v_\epsilon$ satisfies (5.15) and this finishes the proof of Proposition 4. \hfill \Box

Proof of Lemma 5.1 Substituting $V_\epsilon(\lambda, x) = \chi_0(x - x_0)V_0(\lambda, \frac{x - x_0}{\sqrt{\epsilon}}) + \chi_1(x - x_0)$ into $\mathcal{P}_\epsilon(x)$ in (5.11), we collect from the $V_0$ equation that

$$\epsilon \frac{d^2V_\epsilon(\lambda, x)}{dx^2} + f(\lambda, V_\epsilon(\lambda, x))$$

$$= f(\lambda, V_\epsilon) - \chi_0 f(\lambda, V_0) + \epsilon\chi_0''V_0 + 2\sqrt{\epsilon}\chi_0V_0' + \epsilon\chi_1'$$

$$= f(\lambda, V_\epsilon) - \chi_0 f(\lambda, V_0) + O(\sqrt{\epsilon})$$

$$= f(\lambda, \chi_0(x - x_0)V_0(\lambda, (x - x_0)/\sqrt{\epsilon}) + \chi_1(x - x_0))$$

$$- \chi_0 f(\lambda, V_0(\lambda, (x - x_0)/\sqrt{\epsilon})) + O(\sqrt{\epsilon}),$$  \hfill (5.17)

where $O(\sqrt{\epsilon})$ is with respect to $L^\infty$-norm.

We claim that $|f(\lambda, V_\epsilon) - \chi_0 f(\lambda, V_0)| = O(\sqrt{\epsilon})$ in (5.17) and our discussions are divided into the following cases. If $|x - x_0| \leq L^*/4$, or $x - x_0 \geq L^*/2$, or $x - x_0 \leq -L^*/2$, we can have from (5.7) that $f(\lambda, V_\epsilon) - \chi_0 f(\lambda, V_0) = 0$. If $|x - x_0| \in (L^*/4, L^*/2)$, since $V_0(z)$ decays exponentially to 0 at $\infty$ and to $\tilde{r}_2$ at $-\infty$, there exists $C > 0$ uniform in $\epsilon$ such that

$$|f(\lambda, V_\epsilon) - \chi_0 f(\lambda, V_0)| \leq C\sqrt{\epsilon}.$$  \hfill \Box

This proves our claim and Lemma 5.1 follows from (5.17).

Proof of Lemma 5.2. First of all, we have from the ‘Taylor’ expansion that

$$e^{-r\sqrt{\epsilon} \Psi} = 1 - r\sqrt{\epsilon} \Psi + \frac{(r\sqrt{\epsilon} \Psi)^2}{2} + o(\epsilon \Psi^2)$$  \hfill (5.18)
where \(o(\epsilon \Psi^2)\) is taken in the \(L^\infty\)-norm. Substituting (5.18) into (5.12), we collect
\[
Q_c = b_2 \lambda e^{-r V_c} \left( V_c (1 - e^{-r \sqrt{\epsilon} \Psi}) / \sqrt{\epsilon} - e^{-r \sqrt{\epsilon} \Psi} \Psi - \Psi r V_c + \Psi \right) - c_2 \sqrt{\epsilon} \Psi^2
\]
\[
= b_2 \lambda e^{-r V_c} \left( V_c (r \sqrt{\epsilon} \Psi - \frac{r^2 \epsilon \Psi^2}{2} - o(\epsilon \Psi^2)) / \sqrt{\epsilon} - \Psi (1 - r \sqrt{\epsilon} + \frac{r^2 \epsilon \Psi^2}{2} + o(\epsilon \Psi^2)) \right)
\]
\[
-r V_c \Psi + \Psi) - c_2 \sqrt{\epsilon} \Psi^2
\]
\[
= b_2 \lambda e^{-r V_c} (r \sqrt{\epsilon} \Psi - \frac{r^2 \epsilon \Psi^2}{2} V_c) - c_2 \sqrt{\epsilon} \Psi^2 + o(\sqrt{\epsilon} \Psi)
\]
\[
= \sqrt{\epsilon} \left( b_2 \lambda e^{-r V_c} (r \Psi - \frac{r^2 \epsilon \Psi^2}{2} V_c) - c_2 \Psi^2 \right) + o(\sqrt{\epsilon} \Psi),
\]
(5.19)
than we have from (5.19) that
\[
\| Q_c [\Psi_i] \|_\infty \leq \sqrt{\epsilon} \left( b_2 \lambda r \| \Psi_1 \|_\infty + \frac{r^2}{2} \| V_c \|_\infty + c_2 \| \Psi_2 \|_\infty \right)
\]
\[
\leq \sqrt{\epsilon} \left( b_2 \lambda r + \frac{r R_0}{2} \| V_c \|_\infty + c_2 R_0 \right) \| \Psi_i \|_\infty
\]
(5.20)
\[
\| Q_c [\Psi_1] - Q_c [\Psi_2] \|_\infty \leq \sqrt{\epsilon} \left( b_2 \lambda r \| \Psi_1 - \Psi_2 \|_\infty + \frac{r^2}{2} \| V_c \|_\infty (\| \Psi_1^2 - \Psi_2^2 \|_\infty + c_2 \| \Psi_1 - \Psi_2 \|_\infty) \right)
\]
\[
\leq \sqrt{\epsilon} \left( b_2 \lambda r \| \Psi_1 - \Psi_2 \|_\infty + R_0 r^2 \| V_c \|_\infty \| \Psi_1 - \Psi_2 \|_\infty + 2 c_2 R_0 \| \Psi_1 - \Psi_2 \|_\infty \right)
\]
\[
= \sqrt{\epsilon} \left( b_2 \lambda r + R_0 r^2 \| V_c \|_\infty + 2 c_2 R_0 \right) \| \Psi_1 - \Psi_2 \|_\infty
\]
(5.21)
Taking \( C_2 = b_2 \lambda r + r^2 \| V_c \|_\infty R_0 + 2 c_2 R_0 \), we see that (5.13) and (5.14) follow from (5.20) and (5.21) respectively. \( \square \)

**Proof of Lemma 5.3.** To show that \( \mathcal{L}_c \) in (5.10) is invertible, it is sufficient to prove that \( \mathcal{L}_c \) defined on \( L^p(0, L) \) with the domain \( W^{2,p}(0, L) \) has only trivial kernel. Our proof is quite similar as that of Lemma 5.4 in [20] given by Lou and Ni. We argue by contradiction and without loss of our generality, we choose a sequence \( \{(\epsilon_i, \lambda_i)\}_{i=1}^{\infty} \) with \( \epsilon_i \to 0 \) and \( \lambda_i \to \lambda \in \left( \frac{\mu_2}{\lambda_2} + \frac{\lambda_2}{b_2 \rho \beta} \right) - \delta \) as \( i \to \infty \) such that, there exists \( \Phi_i \in W^{2,p}(0, L) \) satisfying
\[
\begin{align*}
\epsilon_i \frac{\partial^2 \Phi_i}{\partial x^2} + f_c(\lambda_i, V_c(\lambda_i, x)) \Phi_i &= 0, \quad x \in (0, L), \\
\Phi_i(0) &= \Phi_i(L) = 0, \\
\sup_{x \in (0, L)} \Phi_i(x) &= 1.
\end{align*}
\]
(5.22)
Let us denote
\[
\tilde{\Phi}_i(z) = \Phi_i(x_0 + \sqrt{\epsilon_i} z), \quad \tilde{V}_i(\lambda_i, z) = V_c(\lambda_i, x_0 + \sqrt{\epsilon_i} z),
\]
for all \( z \in (x_0 - \frac{1}{\sqrt{\epsilon_i}}, x_0 + \frac{1}{\sqrt{\epsilon_i}}) \), \( i \in N^+ \), then we see that
\[
\frac{d^2 \Phi_i}{dz^2} + f_c(\lambda_i, \tilde{V}_i(\lambda_i, z)) \Phi_i = 0, \quad z \in \left( x_0 - \frac{1}{\sqrt{\epsilon_i}}, x_0 + \frac{1}{\sqrt{\epsilon_i}} \right).
\]
Thanks to (5.4) and (5.7), it is easy to see that both \( f_c(\lambda_i, \tilde{V}_i) \) and \( \Phi_i \) are bounded for all \( i \in N^+ \), therefore, we can apply the standard elliptic regularity and the diagonal argument that, after passing to a subsequence if necessary as \( i \to \infty \), \( \tilde{\Phi}_i \to \tilde{\Phi}_0 \) in \( C^1(\mathbb{R}_c) \) for any compact subset \( \mathbb{R}_c \) of \( \mathbb{R} \); moreover, \( \tilde{\Phi}_0 \) is a \( C^\infty \)-smooth function that satisfies
\[
\frac{d^2 \tilde{\Phi}_0}{dz^2} + f_c(\lambda, V_0(\lambda, z)) \tilde{\Phi}_0 = 0, \quad z \in \mathbb{R},
\]
(5.23)
where $V_0(\lambda, z)$ is the unique solution of (5.5). Let $x_i \in [0, L]$ such that $\Phi_i(x_i) = 1$. Then we have that $f_\epsilon(\lambda, V_i(\lambda, x_i)) \geq 0$ according to the Maximum Principle. We claim that $|z_i| = \frac{f_\epsilon(\lambda, V_i(\lambda, x_i))}{e\epsilon}$ is bounded for all $\epsilon_i$ being sufficiently small. Now as $\epsilon_i \to 0$, one has that $z_i \to z_0$ for some $z_0 \in \mathbb{R}$ such that

$$\tilde{\Phi}_0(z_0) = \sup_{z \in \mathbb{R}} \tilde{\Phi}_0(z) = 1, \; \tilde{\Phi}_0(0) = 0.$$  

Differentiating equation (5.23) with respect to $z$, we can obtain

$$\frac{d^2V'_0}{dz^2} + f_\epsilon(\lambda, V_0(\lambda, z))V'_0 = 0,$$

where $V'_0 = \frac{dV_0}{dz}$. Multiplying (5.24) by $\tilde{\Phi}$ and (5.23) by $V'_0$ respectively and then integrating them over $(-\infty, z_0)$ by parts, we obtain that

$$0 = \int_{-\infty}^{z_0} \tilde{\Phi}V'_0 - \tilde{\Phi}(V_0(\lambda, z))dz = \tilde{\Phi}(z)V'_0(z)|_{-\infty}^{z_0} - \tilde{\Phi}(0)V'_0(0).$$

Since $V''_0(z_0) \neq 0$ and thanks to (5.6), we conclude that $\tilde{\Phi}_0(z_0) = 0$, which is apparently a contradiction. Therefore, we have prove in invertibility of $L_\epsilon$ and we denote its inverse operator by $L^{-1}_\epsilon$.

To show that $L^{-1}_\epsilon$ is uniformly bounded on $L^p(0, L)$ for all $p \in [1, \infty]$, it suffices to prove it for $p = 2$ thanks to the Marcinkiewicz interpolation Theorem. We consider the following eigenvalue problem

$$\left\{ \begin{array}{l}
L_\epsilon \varphi_{i,e} = \mu_{i,e} \varphi_{i,e}, \; x \in (0, L), \\
\varphi'_{i,e}(0) = \varphi'_{i,e}(L) = 0, \\
\sup_{x \in (0, L)} |\varphi_{i,e}(x)| = 1.
\end{array} \right.$$

By applying the same analysis as above, we can show that for each $\lambda \in \left(\frac{a_1}{c_2}, \frac{a_1}{c_2} + \frac{a_2 - \frac{a_1}{c_2}}{e}, \frac{a_2 - \frac{a_1}{c_2}}{e} \right]$, there exists a constant $C_\lambda > 0$ independent of $\epsilon$ such that $\mu_{i,e} \geq C_\lambda$ for all $\epsilon$ sufficiently small. Therefore

$$\|L^{-1}_\epsilon g\|_2 = \|\sum_{j=0}^{\infty} \frac{g_j \varphi_{i,e}}{\mu_{i,e}} \varphi_{i,e}\|_2 \leq C^{-1} \|g\|_2,$$

where $< \cdot, \cdot >$ denotes the inner product in $L^2$. This finishes the proof of Lemma 5.3. \hfill \square

We proceed to employ the solution $v_{\epsilon}(\lambda, x)$ of (5.2) as obtained in Proposition 4 to construct solutions of (5.1). Therefore, we only need to show that there exists $(v_{\epsilon}(\lambda, x), \lambda_{\epsilon})$ to (5.2) such that the integral condition in (5.1) is satisfied.

First of all, we have from straightforward calculations that, if $r \in \left(\frac{a_1}{c_2}, \frac{a_1}{c_2} + \frac{a_2 - \frac{a_1}{c_2}}{e} \right]$, $\lambda(\tilde{\nu}_2) < \frac{a_1}{c_2}$ for all $\tilde{\nu}_2 \in (\frac{a_1}{c_2}, \frac{a_2}{c_2})$. However, this is a contradiction to (5.4) and no transition layer occurs under this condition. Therefore, we shall assume from now on that $r > \frac{a_1}{c_2} + \frac{a_2 - \frac{a_1}{c_2}}{e}$. Moreover, we have the following necessary conditions on the existence of transition-layer solutions to (5.2).

**Proposition 5.** Denote $\lambda(\tilde{\nu}_2) = \frac{a_2 - \frac{a_1}{c_2}}{e}(\tilde{\nu}_2)$. We assume that $\frac{a_1}{c_2} < \frac{a_2}{c_2}$ and $\tilde{\nu}_2 \in (\frac{a_1}{c_2}, \frac{a_2}{c_2}) \cap (\frac{a_2 - \frac{a_1}{c_2}}{e}, \frac{a_2}{c_2})$ with $r \in (\frac{a_1}{c_2} + \frac{a_2}{c_2}, \infty)$. Then, there exists a unique $\tilde{\nu}_2^*$ such that $\lambda(\tilde{\nu}_2^*) = \frac{a_1}{c_2}$; moreover, if (5.1) exists transition-layer solutions $v_{\epsilon}$ that satisfy (5.15), we must have the following:

(i) if $r \in \left(\frac{a_1}{c_2} + \frac{a_2}{c_2}, \frac{a_2}{c_2} \right)$, then $\lambda(\tilde{\nu}_2) \in (\frac{a_1}{c_2} + \frac{a_2}{c_2} e, \frac{a_1}{c_2} + \frac{a_2}{c_2} e e^{-\frac{a_1}{c_2}})$ for all $\tilde{\nu}_2 \in (\frac{a_1}{c_2}, \frac{a_2}{c_2})$;
(ii) if $r \in (\frac{a_1}{c_2} + \frac{a_2}{c_2}, \infty)$, then $\lambda(\tilde{\nu}_2) \in (\frac{a_1}{c_2} + \frac{a_2}{c_2} e, \frac{a_1}{c_2} + \frac{a_2}{c_2} e e^{-\frac{a_1}{c_2}})$ for all $\tilde{\nu}_2 \in (\frac{a_1}{c_2} + \frac{a_2}{c_2} e - \frac{a_1}{c_2}, \frac{a_2}{c_2} e e^{-\frac{a_1}{c_2}})$.
Theorem 5.4. Suppose $r \in (r^{*}, \infty)$ and $\frac{a_2}{b_2} < \frac{c_1}{c_2}$ with $b_1 \to 0$ as $\epsilon \to 0$. Then for each $\bar{v}_2 \in I_0$ defined in (5.26), there exists $\epsilon_0 = \epsilon_0(\bar{v}_2) > 0$ such that (5.1) admits positive solutions $(\lambda_\epsilon, v_\epsilon(\lambda_\epsilon, x))$ for all $\epsilon \in (0, \epsilon_0)$; moreover

$$
\lim_{\epsilon \to 0^+} v_\epsilon(\lambda_\epsilon, x) = \begin{cases} 
\bar{v}_2, & \text{compact uniformly on } [0, x_0), \\
\bar{v}_2/2, & x = x_0, \\
0, & \text{compact uniformly on } (x_0, L],
\end{cases}
$$

and

$$
\lim_{\epsilon \to 0^+} \lambda_\epsilon = \tilde{\lambda}_0 = \frac{(a_2 - c_2\bar{v}_2)e^{r\bar{v}_2}}{b_2},
$$

where in (5.27)

$$
x_0 = \frac{a_1L}{a_1 - (a_1 - c_1\bar{v}_2)e^{-r\bar{v}_2}}.
$$

Proof. We shall apply the Implicit Function Theorem for the proof. First of all, we see from Proposition 5 that, $\lambda(\bar{v}_2) = \frac{a_2 - c_2\bar{v}_2}{b_2}e^{r\bar{v}_2}$ is an one-to-one function of $\bar{v}_2$ in $I_0$ and $\lambda(\bar{v}_2) \in \left(\frac{a_2}{b_2}, \frac{c_1}{c_2}e^{2r}-1\right)$.

For each $\lambda(\bar{v}_2) \in \left(\frac{a_2}{b_2}, \frac{c_1}{c_2}e^{2r}-1\right)$ with $\bar{v}_2 \in I_0$, we take $\delta > 0$ and $\epsilon_0(\delta) > 0$ small and define for all $\epsilon \in (0, \epsilon_0)$

$$
\mathcal{I}(\epsilon, \lambda) = \int_{0}^{L} \left(a_1 - b_1\epsilon e^{-r\bar{v}_2} - c_1 v_\epsilon(\lambda_\epsilon, x)\right)e^{-r\bar{v}_2} - c_1 v_\epsilon(\lambda_\epsilon, x) \right)dx,
$$

where $\lambda \in (\tilde{\lambda}_0 - \delta, \tilde{\lambda}_0 + \delta)$, $\delta > 0$ small and $\tilde{\lambda}_0$ is to be determined. For $\epsilon \leq 0$, we set $v_\epsilon(\lambda, x) = \bar{v}_2(\lambda)$ if $x \in [0, x_0)$ and $v_\epsilon(\lambda, x) = 0$ if $x \in (x_0, L]$. Then we have that

$$
\mathcal{I}(\epsilon, \lambda) = x_0(a_1 - b_1\epsilon e^{-r\bar{v}_2} - c_1\bar{v}_2)e^{-r\bar{v}_2} + (L - x_0)(a_1 - b_1\lambda), \ \forall \epsilon \leq 0
$$

For the simplicity of notations, we take

$$
r^{*} = \frac{c_1}{a_1}\ln\frac{a_2c_1}{a_2c_1 - a_1c_2},
$$

and denote

$$
I_0 = \left\{ \begin{array}{ll}
\left(\frac{a_1}{c_1}, v^{**}\right), & \text{if } r \in \left(\frac{c_1c_2}{a_2c_1 - a_1c_2}, \infty\right); \\
\left(\frac{c_1^2}{c_2^2} - \frac{1}{r}, v^{**}\right), & \text{if } r \in \left[0, \frac{c_1c_2}{a_2c_1 - a_1c_2}\right];
\end{array} \right.
$$

Now we are ready to present the final Theorem of this paper.

Theorem 5.4. Suppose $r \in (r^{*}, \infty)$ and $\frac{a_2}{b_2} < \frac{c_1}{c_2}$ with $b_1 \to 0$ as $\epsilon \to 0$. Then for each $\bar{v}_2 \in I_0$ defined in (5.26), there exists $\epsilon_0 = \epsilon_0(\bar{v}_2) > 0$ such that (5.1) admits positive solutions $(\lambda_\epsilon, v_\epsilon(\lambda_\epsilon, x))$ for all $\epsilon \in (0, \epsilon_0)$; moreover

$$
\lim_{\epsilon \to 0^+} v_\epsilon(\lambda_\epsilon, x) = \begin{cases} 
\bar{v}_2, & \text{compact uniformly on } [0, x_0), \\
\bar{v}_2/2, & x = x_0, \\
0, & \text{compact uniformly on } (x_0, L],
\end{cases}
$$

and

$$
\lim_{\epsilon \to 0^+} \lambda_\epsilon = \tilde{\lambda}_0 = \frac{(a_2 - c_2\bar{v}_2)e^{r\bar{v}_2}}{b_2},
$$

where in (5.27)

$$
x_0 = \frac{a_1L}{a_1 - (a_1 - c_1\bar{v}_2)e^{-r\bar{v}_2}}.
$$

Proof. We shall apply the Implicit Function Theorem for the proof. First of all, we see from Proposition 5 that, $\lambda(\bar{v}_2) = \frac{a_2 - c_2\bar{v}_2}{b_2}e^{r\bar{v}_2}$ is an one-to-one function of $\bar{v}_2$ in $I_0$ and $\lambda(\bar{v}_2) \in \left(\frac{a_2}{b_2}, \frac{c_1}{c_2}e^{2r}-1\right)$.

For each $\lambda(\bar{v}_2) \in \left(\frac{a_2}{b_2}, \frac{c_1}{c_2}e^{2r}-1\right)$ with $\bar{v}_2 \in I_0$, we take $\delta > 0$ and $\epsilon_0(\delta) > 0$ small and define for all $\epsilon \in (0, \epsilon_0)$

$$
\mathcal{I}(\epsilon, \lambda) = \int_{0}^{L} \left(a_1 - b_1\epsilon e^{-r\bar{v}_2} - c_1 v_\epsilon(\lambda_\epsilon, x)\right)e^{-r\bar{v}_2} - c_1 v_\epsilon(\lambda_\epsilon, x) \right)dx,
$$

where $\lambda \in (\tilde{\lambda}_0 - \delta, \tilde{\lambda}_0 + \delta)$, $\delta > 0$ small and $\tilde{\lambda}_0$ is to be determined. For $\epsilon \leq 0$, we set $v_\epsilon(\lambda, x) = \bar{v}_2(\lambda)$ if $x \in [0, x_0)$ and $v_\epsilon(\lambda, x) = 0$ if $x \in (x_0, L]$. Then we have that

$$
\mathcal{I}(\epsilon, \lambda) = x_0(a_1 - b_1\lambda e^{-r\bar{v}_2} - c_1\bar{v}_2)e^{-r\bar{v}_2} + (L - x_0)(a_1 - b_1\lambda), \ \forall \epsilon \leq 0
$$
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On the other hand, for $\epsilon > 0$, we have from (5.30) that

$$\frac{\partial I(\epsilon, \lambda)}{\partial \lambda} = \int_0^L \left( 2b_1 \lambda r e^{-2rvx} - a_1 r e^{-rvx} + c_1 r e^{-rvx} - c_1 e^{-rvx} \right) \frac{\partial v}{\partial \lambda} - b_1 e^{-2rvx} dx$$

$$= \int_0^L \left( b_1 \lambda r e^{-2rvx} - c_1 e^{-rvx} \right) \frac{\partial v}{\partial \lambda} - b_1 e^{-2rvx} dx,$$

moreover, we see from Proposition 5 that $\frac{\partial I}{\partial v} < 0$ for all $v > \frac{a_2}{b_2} - \frac{1}{r}$, then we have from that $\lim_{\epsilon \to 0^+} \frac{\partial v}{\partial \lambda} < 0$ if $x \in (0, L)$ and $\lim_{\epsilon \to 0^+} \frac{\partial v}{\partial \lambda} \equiv 0$ if $x \in (x_0, L]$. By the Lebesgue Dominated Convergence Theorem, we readily see that $\lim_{\epsilon \to 0^+} \frac{\partial I(\epsilon, \lambda)}{\partial \lambda} = 0$. Therefore $\frac{\partial I(\epsilon, \lambda)}{\partial \lambda}$ is continuous in a neighborhood of $(0, \lambda_0)$ for all $\lambda_0 \in \left( \frac{a_2}{b_2}, \frac{a_2 c_1}{b_2 c_1} e^{\frac{a_1}{c_2} - r} \right)$. Finally, it concludes from the Implicit Function Theorem that, there exist solutions $(u_\epsilon(x, \lambda), \lambda)$ to system (5.1) $\lambda_\epsilon \to \lambda_0$.

Sending $\epsilon$ to zero in (5.1), we conclude from the Lebesgue Dominated Convergence Theorem that

$$x_0(a_1 - c_1 \bar{v}_2(\lambda_0)) e^{-r \bar{v}_2(\lambda_0)} + a_1 (L - x_0) = 0,$$

then we see that (5.29) follows from straightforward calculations. This completes the proof of Theorem 5.4.

Thanks to Proposition 5, we have that in (2.8), $\lambda \in \left( \frac{a_2}{b_2}, \frac{a_2 c_1 - a_1 c_2}{b_2 c_1} e^{\frac{a_1}{c_2} - r} \right)$ if $r \in (r^*, \frac{c_1 c_2}{a_2 c_1 - a_1 c_2})$ and $\lambda_0 \in \left( \frac{a_2}{b_2}, \frac{a_2 c_1 - a_1 c_2}{b_2 c_1} e^{\frac{a_1}{c_2} - r} \right)$ if $r \in \left( \frac{c_1 c_2}{a_2 c_1 - a_1 c_2}, \infty \right)$.

According to (5.27) and Theorem 4.2, both $u$ and $v$ admit transition layer at $x = x_0$. Moreover, we can construct infinitely many such transition-layer solutions to the shadow system (5.1) at $x = x_0$ given by (5.29), provided that $\bar{v}_2 \in I_0$. These transition-layer solutions are schematically illustrated in Figure 4. The parameters in (5.1) are chosen to be, $a_1 = a_2 = 3$, $b_1 = 0$, $b_2 = 6$, $c_1 = 6$, $c_2 = 1$ and $r = 0.45$.

![Population densities](image1.png)

![Population densities](image2.png)

![Population densities](image3.png)

Figure 4: The transition-layers solutions of (5.1). Dashed curve represents the population density of $u$ and solid curve represents the population density of $v$. $x_0$ is the size of the habitat for $v$ and $\bar{v}_2$ is the population level of $v$ in segregation. We see that $x_0$ decreases as $\bar{v}_2$ increases.

### 6 Conclusion and discussion

In this paper, we propose and study the $2 \times 2$ reaction-advection-diffusion Lotka-Volterra system (1.1) that models the population dynamics of two competing species. For the one-dimensional domain $\Omega = (0, L)$, the global classical solutions have been obtained which are uniformly bounded for all $t \in (0, \infty)$. Same results are also found for multi-dimensional domain for a parabolic-elliptic system. For the 1D stationary problem (3.5), we show that the constant solution $(\bar{u}, \bar{v})$ becomes unstable for $\chi > \min_{k \in N^+} \chi_k$ in the sense of Turing’s instability driven...
by advection. And then we apply the Crandall-Rabinowitz bifurcation theories to establish nonconstant positive solutions. The stability or instability of these bifurcation solutions has also been obtained when the diffusion rates $D_1$ is sufficiently large and $D_2$ is sufficiently small. By sending $\chi \to \infty$ with $\frac{D_2}{D_1} = r \in (0, \infty)$, i.e., $D_1$ and $\chi$ being comparably large, we show that $uv$ converges to a constant $\lambda$ uniformly over $[0, L]$ and $v$ converges to $v_\infty$ in $C^1([0, L])$ such that $v_\infty$ satisfies (4.7), a shadow system to (3.5). The existence and stability of $v_\infty$ have also been obtained through bifurcation theories. The bifurcation solutions of (3.5) and (4.7) are small perturbations from the constant solutions to the corresponding system and they have only small oscillations. Moreover, for the strong competition case $\frac{D_2}{D_1} < \frac{1}{r}$ with $b_1 = 0$, we construct positive transition-layer solutions to the shadow system (4.7), or (5.1).

We are interested in the mathematical modeling of interspecific segregation in the stationary problem (3.5) over $\Omega = (0, L)$. According to Theorem 4.2 and Theorem 5.4, we see that, if $\min\{\chi, D_1, \frac{1}{r}\}$ is sufficiently large with $\chi$ and $D_1$ being comparable, the steady state $v$ has an interior transition layer at $x_0$, therefore $u \approx \frac{\lambda}{v}$ also admits a transition layer at $x_0$. These transition-layer solutions model the phenomenon that $v$ dominates the habitat $[0, x_0)$ and $u$ the region $(x_0, L]$. We see that the formation of the transition-layers is a combining effect of the advection (escaping) and diffusions terms. However, neither the diffusion rate $D_i$, $i = 1, 2$, nor the advection rate $\chi$ determines the size of the dominating habitat for each species. Therefore, coexistence and species segregation depends on the kinetic terms rather than the rate of random or directed species dispersals. Biologically, fast-diffuser $u$ (with large $D_1$) can take the fast-escaping mechanism ($\chi$ large) to avoid interspecific competitions and this can be an effective and active way for species $u$ to coexist with and eventually form spatial segregation with slower-diffusers $v$ (with small $D_2$). We want to compare our results on (3.5) and the results obtained by Lou and Ni [19, 20] on the stationary system of (1.3). It is shown that, as $D_1$ approaches to infinity with $\rho_{12}/D_1 = r \in (0, \infty)$, the steady states $(u, v)$ of (1.3) approximate certain shadow systems if $r \in (0, \infty)$ and $v \to 0$ if $r = 0$. Therefore, the species $v$ extinguish through competition under the influence of large advection rate of species $u$. This coincides with our results on (3.5) as $D_1 \to \infty$ with $r = \infty$. Therefore, large diffusion and advection have the effect, not only protecting the species for survival, but eliminating the competitors.

In our proof of the multi-dimensional global existence of (1.1), we require $\tau = 0$ and the cooperation between the intraspecific crowding rate $b_1$ and $D_2$, $b_2$ as well as $\chi$. Though these assumptions are not entirely unrealistic from the view points of mathematical and ecological modeling, we surmise that they are not necessary for our mathematical analysis. To this end, we still need to estimate $\|\nabla v(\cdot, t)\|_{L^p}$ for some $p \in (1, \infty)$, and it is a mathematically challenging problem. The crowding term with $b_1$ in the $u$-equation helps to prevent $\|u(\cdot, t)\|_{L^\infty}$ from blowing up over finite or infinite time period, however, it may be insufficient for this purpose and indeed, the advection term $\chi u \nabla v$ plays an essential (or more important) role in the analysis, which makes $\|\nabla v(\cdot, t)\|_{L^\infty}$ almost deterministic in the analysis on global solutions to many reaction-advection-diffusion system–see the surveys of Cosner [4] and the finite-time blow-ups solutions of a chemotaxis model in [38]. Though the global bounded solutions (1.1) has been obtained for in both 1D and $nD$ domains, its global dynamics is way from complete understanding. The dynamics of the double-advection model (1.5) is a more realistic but harder problem to consider. There are also a few important and interesting unsolved questions regarding the stationary system (3.5). The existence of non-existence of nontrivial solutions in multi-dimensional domain deserves exploring. The stability of the interior transition-layer solution is another challenging problem that worths future attentions. The calculations becomes very hard if one wants to remove the constraints on the parameters in our stability analysis of the bifurcating solutions in Theorem 3.2 and Theorem 4.4. Last but not least, the steady states of the double-advection problem (1.5) can be another important but also challenging problem that one can pursue in the future.
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