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Abstract—Machine-type-communications (MTC) are being crucial in the development of next generation mobile networks. Given that MTC devices are usually battery constrained, wireless power transfer (WPT) and energy harvesting (EH) have emerged as feasible options to lengthen the lifetime of the devices, leading to wireless powered networks. In that sense, we consider a setup where groups of sensors are served by a base station (BS), which is responsible for the WPT. Additionally, EH is used to collect energy from the wireless signals transmitted by other sensors. To characterize the energy obtained from both procedures, we model the sporadic activity of sensors as Bernoulli random variables and their positions with repulsive Matérn cluster processes. This way, the random activity and spatial distribution of sensors are introduced in the analysis of the energy statistics. This analysis can be useful for system design aspects such as energy allocation schemes or optimization of idle-active periods, among others. As an example of use of the developed analysis, we include the design of a WPT scheme under a proportional fair policy.
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I. INTRODUCTION

Machine-type-communications (MTC) have a prominent role in the evolution of future mobile systems [1]. They define a type of networks where sets of devices communicate with low human supervision and where the number of connected terminals is expected to grow exponentially [2]. In many MTC applications, as those under the umbrella of the Internet-of-Things [3], the devices can be energy constrained, specially if the charging or replacement of batteries is difficult [4].

That is why strategies such as wireless power transfer (WPT) and energy harvesting (EH) are interesting candidates to improve the lifetime of devices and enable wireless powered MTC networks [5–7]. WPT represents the transfer of energy through dedicated signals, usually in the downlink (DL) by a base station (BS), and EH consists in collecting energy from the signals transmitted by other devices in the same region.

In this work, we consider a setup with a set of sensors and a serving BS equipped with multiple antennas. The BS is in charge of the WPT in the DL, i.e. it transfers energy to the sensors. Also, given the high spatial density of these devices in networks such as massive MTC [4], each of them will take advantage of this by harvesting energy from signals coming from other sensors when they transmit (TX) in the uplink (UL).

Given that in MTC networks the positions of the sensors are considered random and normally unknown, in this paper we make use of stochastic geometry to model their spatial distribution [6]. In particular, we consider that they are represented by repulsive Matérn cluster processes (MCPs). Besides, for a more realistic analysis, the intermittent activities of the sensing devices are also included through Bernoulli random variables (RVs). This allows us to derive and statistically characterize both harvested and transferred energies. This is indeed the main novelty of this work. Finally, in order to optimize the collected energy, in this paper we design an energy allocation scheme with proportional fairness through the WPT. This way, sensors receive a similar amount of energy over time.

The remainder of this paper is structured as follows. Section II describes the system model. In Section III, the WPT and the EH energies are statistically characterized. Section IV is devoted to the WPT design and numerical simulations are shown in Section V. Conclusions are presented in Section VI.

II. SYSTEM MODEL

Throughout this work, we consider a scenario with a set of sensors randomly located in space and served by a BS. In particular, we consider that these devices are grouped together (organized) in $K$ clusters, each one spatially represented by a disk of radius $R_k$ centered at $e_k \in \mathbb{R}^2$, with $k \in \{1, \ldots, K\}$. Both $R_k$ and $e_k$ are assumed to be known, but not the sensors positions. Each cluster has a density of sensors $\lambda_k$ and sensors in the same cluster are at minimum distance $d_{\text{min}}$ between each other. We also assume that no devices are located outside these delimited regions. Note that clustering is essential to structure MTC networks and improve their performance, e.g. scalability, coverage, throughput and energy consumption [9].

The positions of the sensors in cluster $k$ can be represented by a repulsive MCP $\Psi_k$ of intensity $\lambda_k$ and minimum distance $d_{\text{min}}$ [10]. Each of these processes is defined from a general MCP $\Psi_k$ of intensity $\delta_k$ and without minimum distance, where devices are uniformly distributed in the circle of radius $R_k$ around the center $e_k$. Then, in order to ensure the minimum sensor distance, a dependent thinning is applied to each MCP $\Psi_k$ [11]. This yields the repulsive process $\Upsilon_k$ with density of devices [12]:

$$\lambda_k = \left(1 - e^{-\delta_k \pi d_{\text{min}}^2}\right) / \left(\pi d_{\text{min}}^2\right). \quad (1)$$
For \( d_{\text{min}} \to 0 \), \( T_k \) can be safely approximated by a MCP \( \Phi_k \) with the same boundaries (i.e. disk of radius \( R_k \) and center \( c_k \)) and density of sensors \( \lambda_k \) \[13\]. Note that the number of devices in each \( \Phi_k \) is a Poisson RV with parameter \( \lambda_k \pi R_k^2 \), i.e. \[|\Phi_k| \sim \text{Poisson}(\lambda_k \pi R_k^2)\], and that the processes \( \Phi_k \) modeling different clusters are independent between each other.

We also consider that the BS is equipped with \( M \) antennas. This will result in an array gain that can counteract the high propagation losses and better direct the energy to where it is needed when the BS applies WPT. In addition to that, we assume that sensors are single-antenna devices due to required simplicity and low cost. An illustrative example of a scenario with \( K = 2 \) and \( M = 4 \) is depicted in Fig. 1.

In the following, given the limited capability of the sensors, we assume that WPT and EH are not performed simultaneously, yet in a half-duplex way. Thereby, considering that time is divided into frames of duration \( T_f \), WPT will occupy the first \( T_d \) seconds and EH the other \( T_u \) such that \( T_f = T_d + T_u \).

Following the previous reasoning, whenever a sensor is transmitting, it will be unable to harvest energy from the signals transmitted by other active sensors, i.e. TX and EH are not simultaneous. Then, the period \( T_u \) is also divided into \( N_s \) slots of duration \( T_s \) such that \( T_u = N_s T_s \). Hence, some slots will be dedicated to TX and the rest to EH. In addition, given that sensors actually transmit in a sporadic way \[14\], we consider that the probability of being active at any time slot is \( p_{\text{act}} \). An example of the frame structure is shown in Fig. 2.

As a result, the average energy that the sensors in cluster \( k \) will receive from WPT and EH at the end of each frame is

\[
E_k = E_{k,\text{WPT}} + E_{k,\text{EH}},
\]

where \( E_{k,\text{WPT}} \) refers to the average energy obtained from WPT and \( E_{k,\text{EH}} \) is the average energy collected from EH thanks to the other active sensors that are transmitting. In the upcoming section, these energies will be properly characterized.

### III. Energy Characterization

In order to statistically characterize \( E_{k,\text{WPT}} \) and \( E_{k,\text{EH}} \), we first model the received signals at the sensors side. Later, with stochastic geometry tools, we derive the expressions for both average energies. This represents the core of our paper. Based on that, in Section \[15\] we design an energy allocation scheme for WPT where the average energies \( E_k \) are maximized under a BS power constraint and a proportional fair policy \[15\].

#### A. Energy received from WPT

The signal received from the BS by a sensor randomly chosen in the set of cluster \( k \) and located at \( \hat{x}_k \in \Phi_k \) is

\[
\hat{y}_{k}^{\text{WPT}} = \hat{h}_k^H s + \hat{n}_k \in \mathbb{C},
\]

where \( \hat{h}_k \in \mathbb{C}^M \) is the channel of the sensor with respect to (w.r.t.) the BS, \( s \in \mathbb{C}^M \) is the BS transmit signal with zero-mean and covariance \( \mathbf{Q} = \mathbb{E}[ss^H] \in \mathbb{C}^{M \times M} \), and \( \hat{n}_k \in \mathbb{C} \) is the corresponding noise with zero-mean and power \( \sigma_n^2 \). Ignoring the negligible energy coming from this last term \[16\], the received energy can be expressed as

\[
E_{k,\text{WPT}} = T_d \mathbb{E} [|\hat{h}_k^H Q \hat{h}_k|^2] = T_d \mathbb{E} [tr(Q \mathbb{E}[\hat{h}_k^H \hat{h}_k^H])] = T_d \mathbb{E} [Q \mathbb{C}_k],
\]

where the entries of \( \mathbb{C}_k = \mathbb{E}[\hat{h}_k^H \hat{h}_k^H] \in \mathbb{C}^{M \times M} \) are given by

\[
[C_k]_{i,j} = \mathbb{E}[\hat{h}_k^H \hat{h}_k^H]_{i,j}, \quad 1 \leq i \leq M, \quad 1 \leq j \leq M,
\]

which average the sensor selection over the process \( \Phi_k \).

Considering a power law path-loss, the sensor channel in \[3\] reads as

\[
\hat{h}_k = \hat{d}_k^{-\alpha/2} g_k \psi(\hat{\theta}_k),
\]

where \( \hat{d}_k \) is the distance of the sensor located at \( \hat{x}_k \in \Phi_k \) to the BS, \( \alpha \) is the decay exponent, \( g_k \) is the fading coefficient with zero-mean and variance \( \sigma_g^2 \). \( \psi(\cdot) = [\psi_1, \ldots, \psi_M] \in \mathbb{C}^M \) is the steering vector and \( \hat{\theta}_k \) is the steering direction of the \( k \)-th sensor.

As a result, the entries of \( \mathbb{C}_k \) defined in \[5\] yield

\[
[C_k]_{i,j} = \mathbb{E} [\hat{d}_k^{-\alpha} \hat{g}_k^2 \psi_i(\hat{\theta}_k) \psi_j(\hat{\theta}_k)^*] \quad (a) = \sigma_g^2 \mathbb{E} [\hat{d}_k^{-\alpha} \psi_i(\hat{\theta}_k) \psi_j(\hat{\theta}_k)^*] \quad (b)
\]

\[
= \frac{\sigma_g^2}{\pi R_k^2} \int_{\theta_{k,2}}^{\theta_{k,1}} \int_{\theta_{k,1}}^{\theta_{k,2}} \left( \int_{L_{k,1}(\theta)}^{L_{k,2}(\theta)} r \, dr \right) \psi_1(\theta) \psi_2(\theta)^* \, d\theta \quad (7)
\]

\[
= \frac{\sigma_g^2}{\pi R_k^2} \int_{\theta_{k,1}}^{\theta_{k,2}} I_k(\theta) \psi_1(\theta) \psi_2(\theta)^* \, d\theta,
\]

where (a) follows from the independence of fading and spatial process, and (b) from the uniform spatial distribution of the sensors and the change to polar coordinates. As depicted in Fig. 3, \( \theta_{k,1} \) and \( \theta_{k,2} \) are the two angles corresponding to the tangent lines from the BS to cluster \( k \), i.e.

\[
\theta_{k,1} = \phi_k - \psi_k/2, \quad \theta_{k,2} = \phi_k + \psi_k/2,
\]

where \( \psi_k = 2 \arcsin(R_k/D_k) \) is the angle between these two tangent lines, \( D_k \) is the distance between the cluster center \( c_k \) and the BS, and \( \phi_k \) is the associated angle, as shown in Fig. 3. Note that the integral term \( I_k(\theta) \) in \[7\] depends on the decay exponent \( \alpha \) and can be expressed as

\[
I_k(\theta) = \left\{ \begin{array}{ll}
\ln\left[\frac{L_{k,2}(\theta)}{L_{k,1}(\theta)}\right], & \alpha = 2, \\
\frac{1}{\pi - \alpha}\left(\frac{L_{k,2}(\theta)^{2-\alpha} - L_{k,1}(\theta)^{2-\alpha}}{L_{k,2}(\theta)^{2-\alpha} - L_{k,1}(\theta)^{2-\alpha}}\right), & \alpha > 2
\end{array} \right.
\]

\[
\alpha > 2,
\]

\[9\]
where \( L_{k,1}(\theta) \leq L_{k,2}(\theta) \) are the distances to the BS of the intersections between the lines determined by \( \theta_{k,1} \) and \( \theta_{k,2} \), and the boundaries of the \( k \)-th cluster. They are computed as the roots of the polynomial:
\[
p(\theta) = r^2 - 2D_k r \cos(\theta - \phi_k) + D_k^2 - R_k^2.
\]

Finally, as there is no closed-form expression for the integral in (7), it is computed numerically. This way, we can obtain the values for the matrix \( C_k \) formulated in (4) and (5).

### B. Energy received from EH

Regarding the received signal from the other sensors, we also need to take into account their spatial distribution. To ease of notation, we again consider that the sensor under study is located at \( \hat{x}_k \) inside cluster \( k \). For a power law path-loss, the received signal at a given slot \( n \in \{1, \ldots, N_s\} \) is given by
\[
\hat{y}_{k,n} = \sum_{k'=1}^{K} \gamma_{k,k'} \hat{y}_{k',n} + \hat{w}_{k,n} \in \mathbb{C},
\]
where
\[
\hat{y}_{k,k'}[n] = \sum_{x \in \Phi_k \setminus \{\hat{x}_k\}} \hat{\rho}_{k,x} \hat{\gamma}_{k,x}[n] \tau_{x}[n] \beta_{x}[n] \in \mathbb{C},
\]
and \( \hat{\rho}_{k,x} \) is the fading coefficient with zero-mean and variance \( \sigma_{\hat{\rho}}^2 \). \( \beta_{x}[n] \) is the noise with zero-mean and power \( \sigma_{\hat{w}}^2 \) and \( \hat{w}_{k}[n] \) is the noise with zero-mean and power \( \sigma_{\hat{w}}^2 \).

The use of the approximation in (17) can be justified by the small channel gains and the high attenuation in the sensor-to-sensor link. In that sense, clusters far apart can be seen approximated as a point and, thus, the energy that a sensor receives from other clusters will be similar over its own cluster. This is verified through simulations in Section V, where we compare the actual value \( \eta_{k,\text{inter}} \) and the approximation \( \tilde{\eta}_{k,\text{inter}} \).

### IV. ENERGY ALLOCATION

The previous analysis can be useful in the design of MTC systems. As an example, in this section we present the design of an energy allocation scheme for WPT from the BS under a proportional fair policy that can lead to a wireless powered network. To that aim, we maximize the sum of the logarithm of the sensors long-term collected energy under a BS total power constraint (15). Note that this is equivalent to maximizing the product of the sensors received energy, which results in a fair distribution of energy within the system (19).
We start by considering an observation time of \( T \) frames. Thus, now the received energy \( E_k(t) \) in (2) depends on the frame \( t \) in \( \{1, \ldots, T\} \), i.e. \( E_k(t) \) is the received energy at the \( k \)-th cluster after the \( t \)-th frame. Following the previous analysis:

\[
E_k(t) = T_d \text{tr}(Q(t)C_k) + T_u P_{\text{act}} \sigma_k^2 \eta(t) \quad \text{(18)}
\]

where the covariance matrix \( Q(t) \) is allowed to change over the different frames to optimize the accumulated energy. In fact, note that this matrix determines the energy coming from the BS that arrives at the different sensors of each cluster and, therefore, it will be the design variable of the system.

As a result, the optimization problem can be defined as \[20\]

\[
Q^*(t) = \arg\max_{Q(t) \succeq 0} \sum_{k=1}^{K} \log T_k(t) \quad \text{s.t. } \text{tr}(Q(t)) \leq P_{\text{tx}} \quad \text{(19)}
\]

where \( Q(t) \succeq 0 \) expresses that the matrix \( Q(t) \) must be positive semi-definite by definition, and \( P_{\text{tx}} \) is the total transmit power available at the BS. The terms \( T_k(t) \) are the exponentially averaged received energies \[21\] i.e.

\[
T_k(t) = \left(1 - \frac{1}{T_c}\right) T_k(t-1) + \frac{1}{T_c} E_k(t), \quad \text{(20)}
\]

with \( T_c \) being the effective length of the exponential impulse response of the averaging filter in terms of number of frames.

As shown in the Appendix, for a sufficiently large window duration \( T_c \), the problem in (19) is equivalent to \[23\]

\[
Q^*(t) = \arg\max_{Q(t) \succeq 0} \sum_{k=1}^{K} \log T_k(t) \quad \text{s.t. } \text{tr}(Q(t)) \leq P_{\text{tx}} \quad \text{(21)}
\]

where the weights \( w_k(t) = 1/T_k(t-1) \) scale the individual \( E_k(t) \) such that a higher priority is given to the sensors that have accumulated less energy during past frames.

The solution to the previous problem is given by \[19\]

\[
Q^*(t) = P_{\text{tx}} v_{\text{max}}(t) v_{\text{max}}^H(t), \quad \text{(22)}
\]

where \( v_{\text{max}}(t) \) is the eigenvector of the largest eigenvalue from

\[
C(t) = T_d \sum_{k=1}^{K} w_k(t) C_k \in \mathbb{C}^{M \times M}. \quad \text{(23)}
\]

Note that, although the energy harvested from the signals of other sensors \( E_{k,\text{EH}} \) does not depend on \( Q(t) \), it is taken into account in the optimization through the weights \( w_k(t) \). Also, it is noteworthy that the scheme designed in this section depends only on the channel statistics, the spatial distribution of sensors and their activity. Hence, since this information is usually known (or can be estimated) in realistic scenarios, a practical implementation of the energy allocation is feasible.

V. NUMERICAL SIMULATIONS

In this section, we present several simulations to evaluate the performance of the previous approach. To that end, we consider the micro-urban scenario in \[23\] with \( K = 10, R_k = 10 \) m, \( d_{\text{min}} = 0.1 \) m, \( T_f = 1 \) s, \( T_d = 0.5 \) s, \( P_{\text{tx}} = 40 \) dBm, \( P_r = 20 \) dBm, \( \sigma^2 = \sigma^2_r = 1, \alpha = 2 \) and \( P_{\text{act}} = 0.1 \). The steering vectors \( v(\cdot) \) are computed for a uniform circular array \[17\] with \( M = 100 \). Regarding the density of sensors, in this paper we study three different cases: (i) \( \lambda_k = \lambda = 0.1 \) m\(^{-2}\) \( \forall k \), (ii) \( \lambda_k \) are equispaced in the interval \([0.5\lambda, 2\lambda]\), and (iii) \( \lambda_k \) are equispaced in the interval \([0.1\lambda, \lambda]\).

As mentioned, we start by validating the approximation of the sum of inter-cluster path-loss in \[17\], i.e. the sum of path-loss at the cluster center is similar over the cluster. For this task, in Fig. 4 we present the histogram of the sum of path-loss together with the approximated value obtained with stochastic geometry \( \tilde{\eta}_{k,\text{inter}} \) and the actual value \( \eta_{k,\text{inter}} \). It can be observed that as \( \eta_{k,\text{inter}} = -47.94 \) dB is close to \( \tilde{\eta}_{k,\text{inter}} = -47.80 \) dB, it can be used as a suitable approximation.

To assess the results of the proportional fairness, we consider \( T = 1000 \) frames with an averaging filter of length \( T_c = 50 \) frames. In that sense, we make use of Jain’s fairness index (FI) to measure the fairness within the system \[20, 22\].

\[
\text{FI}(t) = \left(1 - \frac{1}{T_c}\right) \text{FI}(t-1) + \frac{1}{T_c} \left( \sum_{k=1}^{K} E_k(t) \right)^2, \quad \text{(24)}
\]

Furthermore, regarding the accumulated energy, we also show the average w.r.t. the different frames, defined as

\[
\overline{T}(t) = \frac{1}{K} \sum_{k=1}^{K} T_k(t). \quad \text{(25)}
\]

Metrics FI and \( \overline{T} \) are depicted in Fig. 5 and 6, respectively. Note that, in order to appreciate the effect of the proportional fairness, in Fig. 5 we also include the case where the sum of stored energies is maximized without a fair policy \( (w_k(t) = 1) \). Similarly, regarding the impact of the EH, the case with WPT and no EH (no harvesting) is also shown in Fig. 6.

As illustrated in Fig. 5, the dispersion diminishes (i.e. FI increases) along time thanks to the proportional fair policy. In fact, after a first transitory period, Jain’s index converges to a constant value and, as expected, a poor value is obtained in the case of no fairness in the optimization.

On the other hand, as shown in Fig. 6, the case of no harvesting entails a smaller amount of average energy \( \overline{T} \). This is not surprising and can be easily seen in the situations with a higher density, namely (ii), where the contribution of the harvested energy is larger. Hence, a considerable improvement is attained when collecting energy from the signals transmitted by other sensors. Besides, note that since the average of (iii) is approximately \( 0.5\lambda \), this case results in the lowest energy obtained from the signals of other sensors.

VI. CONCLUSIONS

In this paper, we have addressed the analysis of wireless powered MTC networks when considering EH and WPT as available energy supply mechanisms. In particular, assuming a scenario with a serving multiple-antenna BS and a set of randomly deployed sensors with sporadic activity, we have modeled the collected energy in both EH and WPT. To that end, we have employed repulsive MCPs and Bernoulli RVs. Finally, based on the developed analysis, we have derived an energy allocation scheme under a proportional fair policy to guarantee a fair battery recharging for all sensors over time.
The proof of the equivalence between (19) and (21) follows from the first-order Taylor series approximation, i.e.:

\[
\arg\max_{Q(t)} \sum_{k=1}^{K} \log(T_k(t)) \\
= \arg\max_{Q(t)} \sum_{k=1}^{K} \log \left( T_k(t-1) + \frac{1}{T_c} \left( E_k(t) - T_k(t-1) \right) \right) \\
\approx \arg\max_{Q(t)} \sum_{k=1}^{K} \log(T_k(t-1)) + \frac{1}{T_c} \sum_{k=1}^{K} \frac{E_k(t) - T_k(t-1)}{T_k(t-1)} \\
= \arg\max_{Q(t)} \sum_{k=1}^{K} \frac{E_k(t)}{T_k(t-1)}, \tag{26}
\]

where (a) follows from \(\log(x + c) \approx \log(x) + \frac{1}{x}c\). Note that (a) becomes equality for an infinite averaging time \(T_c \to \infty\).