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Abstract. we study right-invariant (resp., left-invariant) Poisson-Nijenhuis structures on a Lie group G and introduce their infinitesimal counterpart, the so-called r-n structures on the corresponding Lie algebra g. we show that r-n structures can be used to find compatible solutions of the classical Yang-Baxter equation. Conversely, two compatible r-matrices from which one is invertible determine an r-n structure. we classify, up to a natural equivalence, all r-matrices and all r-n structures with invertible r on four-dimensional symplectic real Lie algebras. the result is applied to show that a number of dynamical systems which can be constructed by r-matrices on a phase space whose symmetry group is Lie group G, can be specifically determined.

1. introduction

Poisson-Nijenhuis (P-N) structures on manifolds were introduced by Magri and Morosi [11] (see also [10]), as Poisson and Nijenhuis structures which are compatible in a sense. In this work we study Poisson-Nijenhuis structures on a Lie group G which are appropriate right-invariant (or resp. left-invariant), so-called right-invariant P-N structures (or resp. left-invariant P-N structures) on G; we introduce their infinitesimal counterpart, the objects which we called r-n structures on the Lie algebra g of G.

Actually, r-matrices, i.e. solutions of the classical Yang-Baxter equation (CYBE) on g, are in one-to-one correspondence with right-invariant (resp. left-invariant) Poisson structures on G.

we discuss the relation between the infinitesimal version of right-invariant P-N structures on the Lie group G and coboundary Lie bialgebras on the Lie algebra g of G. we show that r-n structures can produce compatible solutions of the CYBE. Conversely, we show that two r-matrices under a certain condition are related by r-n structures on g.

For clarity of our results, we classify all r-n structures on a specific class of Lie algebras. We consider four-dimensional symplectic real Lie algebras, given in [13]; and classify, up to a natural equivalence, all r-matrices on them; then we classify, all r-n structures with invertible r on considered Lie algebras. We did all computations with the use of Maple mathematical software.

In general, one can find a classification of invertible r-matrices and then classify all pairs of compatible r-matrices with the invertible one. The method is based on two following known observations:

• Invariant structures on the Lie group can be identified with their infinitesimal part.
• Given an invertible Poisson structure, one can find compatible Poisson structures with the given one using the theory of P-N structures.
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Solutions of CYBE are closely related to the theory of classical integrable systems. A method for constructing integrable models using the classical r-matrices has been introduced in [18]. Recently, a generalization of the relation between the classical Yang-Baxter equation and the theory of classical integrable system has been considered in [15]; the authors presented a method to construct classical integrable systems using coboundary Jacobi-Lie bialgebras.

This is a good motivation for discussing the particular class of P-N structures on a Lie group G, right-invariant P-N structures, since the infinitesimal counterpart of them, r-n structures, are really good tools to construct the classical integrable systems using the procedure mentioned in [18]. An interesting point is that a number of dynamical systems which can be constructed by r-matrices on a phase space whose symmetry group is Lie group G can be specifically determined.

The outline of the paper is as follows: In Section 2 we briefly recall the notion of P-N structures on a manifold, Lie bialgebras and coboundary Lie bialgebras, as needed in the rest of the paper. In Section 3 we define right-invariant P-N structures on the Lie group G as the main object of study and introduce their infinitesimal counterpart. In Section 4 we show that compatible r-n structures, under some conditions, are in one-to-one correspondence with compatible r-matrices. The classification procedure of right-invariant P-N structures is the subject of Section 5. In Section 6 we list the results of a classification of r-n structures on four-dimensional symplectic real Lie algebras; in order to do, in 6.1 we classify, up to a natural equivalence, all r-matrices on those Lie algebras; in 6.2 all r-n structures with invertible r are given. Finally, in 6.3 we classify, up to a natural equivalence, all Nijenhuis structures corresponding to the given r-n structures. In Section 7 we give an example to clarify the application of our results in previous sections. We end the paper by a concluding section.

2. Antecedents

In this section, we recall the definition of Poisson-Nijenhuis structures [10]. We will very briefly review the notion of Lie bialgebra and coboundary Lie bialgebra.

2.1. Poisson-Nijenhuis structure. A Poisson-Nijenhuis (P-N) structure on a manifold M is a bivector field $\Pi : T^* M \times T^* M \to \mathbb{R}$ together with a (1, 1)-tensor field $N : TM \to TM$ on M satisfying the conditions:

(i) $\Pi$ is a Poisson bivector, i.e.

$$[\Pi, \Pi] = 0,$$

where $[\cdot, \cdot]$ is the Schouten-Nijenhuis bracket.

(ii) $N$ is a Nijenhuis operator, i.e.

$$[N, N]_\Pi(X, Y) = [NX, NY] - N[NX, Y] - N[X, NY] + N^2[X, Y] = 0, \quad \forall X, Y \in \mathfrak{x}(M).$$

Moreover, $\Pi$ and $N$ satisfy these two compatibility conditions:

(i)

$$N \circ \Pi^t = \Pi^t \circ N^t,$$

where $\Pi^t$ is induced by $\Pi$ as a vector bundle map from the cotangent bundle $T^* M$ of $M$ on the tangent bundle $TM$ of $M$, $\Pi^t : T^* M \to TM$, given by

$$\langle \alpha, \Pi^t(\beta) \rangle = \Pi(\alpha, \beta), \quad \text{for } \alpha, \beta \in T^*_x M \text{ and } x \in M.$$

(2.1)

(ii)

$$C(\Pi, N)(\alpha, \beta) = \mathcal{L}_{\Pi \beta}(N^t \alpha) - \mathcal{L}_{\Pi \alpha}(N^t \beta) + N^t \mathcal{L}_{\Pi \beta} \alpha - N^t \mathcal{L}_{\Pi \alpha} \beta + d \langle \alpha, N \Pi \beta \rangle - N^t d \langle \alpha, \Pi \beta \rangle = 0,$$

1 The bracket $[\cdot, \cdot]$ is the Frölicher-Nijenhuis bracket, that is the bracket of vector-valued differential forms.
for $\alpha, \beta \in \Omega^1(M)$. Here, $N^t : T^*M \to T^*M$ is the dual $(1,1)$-tensor field to $N$ and $C(\Pi, N)$ is a $(2,1)$-tensor field on $M$, a concomitant of $\Pi$ and $N$.

Note that $C(\Pi, N)(\alpha, \beta) = \{\alpha, \beta\}_{N\Pi} - \{\alpha, \beta\}_\Pi^{N^t}$ where

$$\{\alpha, \beta\}_\Pi^{N^t} = \{N^t\alpha, \beta\}_\Pi + \{\alpha, N^t\beta\}_\Pi - N^t\{\alpha, \beta\}_\Pi,$$

and the bracket $\{\cdot, \cdot\}_\Pi$ is the bracket of 1-forms which is defined by the Poisson bivector $\Pi$ as follows:

$$\{\alpha, \beta\}_\Pi = L_{\Pi\alpha}\beta - L_{\Pi\beta}\alpha + d(\Pi(\alpha, \beta)).$$

Similarly, the bracket $\{\alpha, \beta\}_{N\Pi}$ is the bracket of 1-forms defined by the 2-contravariant tensor $N \circ \Pi$ (for more details see, [10]).

An important fact [11] is that in the presence of a $P$-$N$ structure $(\Pi, N)$ on $M$ one may produce a hierarchy of Poisson structures $\Pi_k$, $k \in \mathbb{N} \cup \{0\}$, which are compatible, that is,

$$[\Pi_k, \Pi_l] = 0, \quad \text{for } k, l \in \mathbb{N}.$$

The Poisson structure $\Pi_k$ in this hierarchy is characterized by the condition

$$\Pi_k = N^k \circ \Pi^2, \quad \text{for } k \in \mathbb{N}, \quad k \geq 0.$$

This follows from the fact that if $(\Pi, N)$ is a $P$-$N$ structure, then the couple $(\Pi, N^k)$ is also $P$-$N$ structure.

Note that, Poisson-Nijenhuis structures are closely related with the theory of completely integrable systems (see [10][11]).

### 2.2. Lie bialgebras and Coboundary Lie bialgebras.

Before we recall Lie bialgebras, we have to recall a few definitions from the theory of the Lie algebra cohomology. Any Lie algebra $\mathfrak{g}$ acts on itself by the adjoint representation $\text{ad} : \mathfrak{g} \to \text{End}(\mathfrak{g})$, defined by $\text{ad}_X Y = [X,Y]$, for $Y \in \mathfrak{g}$. In general, $\mathfrak{g}$ acts on the space $\otimes^p \mathfrak{g} = \mathfrak{g} \otimes \ldots \otimes \mathfrak{g}$ of tensor product of $\mathfrak{g}$ by the generalized adjoint representation of the Lie algebra $\mathfrak{g}$, in the following way,

$$X.(Y_1 \otimes \ldots \otimes Y_p) = \text{ad}_X^{(p)}(Y_1 \otimes \ldots \otimes Y_p) = \text{ad}_X Y_1 \otimes \ldots \otimes Y_p + Y_1 \otimes \text{ad}_X Y_2 \otimes \ldots \otimes Y_p + \ldots + Y_1 \otimes Y_2 \otimes \ldots \otimes \text{ad}_X Y_p.$$

Similarly, $\mathfrak{g}$ acts on $\wedge^2 \mathfrak{g}$ by

$$X.(Y_1 \wedge Y_2) = [X,Y_1] \wedge Y_2 + Y_1 \wedge [X,Y_2].$$

A $k$-linear skew-symmetric map from $\mathfrak{g}$ to a vector space $V$ which is a $\mathfrak{g}$-module (a vector space in which we have a representation of the Lie algebra $\mathfrak{g}$), is a $k$-cochain of $\mathfrak{g}$ with values in $V$, so a linear map from $\mathfrak{g}$ to $\wedge^2 \mathfrak{g}$ is a 1-cochain and every element of $\wedge^2 \mathfrak{g}$ is a 0-cochain of $\mathfrak{g}$. A linear map $\partial$ which takes $k$-cochains to $(k+1)$-cochains satisfying $\partial^2 = 0$, is called a coboundary operator. Since we shall deal with the cases where $k = 0$ and $k = 1$, we only consider the definition of Chevalley-Eilenberg coboundary operator of these two cases. For 0-cochain $u \in \wedge^2 \mathfrak{g}$, we have $\partial u(X) = X.u$, and for 1-cochain $\delta : \mathfrak{g} \to \wedge^2 \mathfrak{g}$ we have:

$$\partial \delta(X, Y) = X.(\delta(Y)) - Y.(\delta(X)) - \delta([X,Y]) \quad \text{for } X, Y \in \mathfrak{g}.$$

A $k$-cochain is called a $k$-cocycle if its coboundary is zero. Now we can proceed to the definition of the Lie bialgebra.

A Lie bialgebra $(\mathfrak{g}, \mathfrak{g}^*)$ is a Lie algebra with an additional structure, a linear map $\delta : \mathfrak{g} \to \mathfrak{g} \otimes \mathfrak{g}$ such that:

1. The linear map $\delta : \mathfrak{g} \to \mathfrak{g} \otimes \mathfrak{g}$ is a 1-cocycle, i.e.

$$\text{ad}^{(2)}_X(\delta Y) - \text{ad}^{(2)}_Y(\delta X) - \delta[X,Y] = 0, \quad \forall X, Y \in \mathfrak{g}.$$
(ii) The dual map \( \delta^t : g^* \otimes g^* \rightarrow g^* \) is a Lie bracket on \( g^* \).

We denote the Lie bracket on \( g^* \) by \([\alpha, \beta]_* := \delta^t(\alpha \otimes \beta)\) for \( \alpha, \beta \in g^* \).

**Coboundary Lie bialgebra** is a Lie bialgebra defined by a 1-cocycle \( \partial r \) which is the coboundary of an element \( r \in g \otimes g \) (for more details, see [9]).

### 2.2.1. Classical Yang-Baxter equation

Let \( g \) be finite-dimensional Lie algebra and \( g^* \) be its dual vector space with respect to a non-degenerate canonical pairing \( \langle \cdot, \cdot \rangle \), so for basis \( \{X_i\} \) and dual basis \( \{X^i\} \) of \( g \) and \( g^* \), respectively, we have:

\[
\langle X_i, X_j \rangle = \langle X^i, X^j \rangle = 0, \quad \langle X^i, X^j \rangle = \delta^i_j.
\]

To every element \( r = r^{ij}X_i \otimes X_j \) of \( g \otimes g \), we can associate the linear map \( r^z : g^* \rightarrow g \) defined by \( r^z(X^i)(X^j) := r(X^i, X^j) \). Let \( \delta_r := \partial r \), then

\[
\delta_r(X) = ad_{X}^{(2)}r = r^{ij}(ad_{X}X_i \otimes X_j + X_i \otimes ad_{X}X_j), \quad X \in g.
\]

By definition, \( \delta_r \) is a 1-cocycle. We denote the bracket on \( g^* \) in this case by \( [X^i, X^j]^r \) instead of \( [X^i, X^j]_s \).

To every element \( r \) of \( g \otimes g \) we can also associate a bilinear map \( \langle r, r \rangle^z : g^* \times g^* \rightarrow g \) defined by

\[
\langle r, r \rangle^z(X^i, X^j) = [r^zX^i, r^zX^j] - r^z[X^i, X^j]^r,
\]

which can be identified with an element \( \langle r, r \rangle \in \Lambda^2 g \otimes g \), such that

\[
\langle r, r \rangle(X^{i_j}, X^{j_k}) := \langle X^k, \langle r, r \rangle^z(X^i, X^j) \rangle.
\]

For a skew-symmetric element \( r \in \Lambda^2 g \), we have

\[
[X^i, X^j]^r = ad_{X^i}^r X^j - ad_{X^j}^r X^i,
\]

where \( ad_{X^i}^r = -(ad_{X^i})^r \) is the endomorphism of \( g^* \) satisfying

\[
\langle X^i, ad_{X^k} X^j \rangle = -\langle ad_{X^k} X^i, X^j \rangle,
\]

which implies

\[
\langle ad_{X^k}^r X^i, X^j \rangle = -\langle ad_{X^k} X^i, X^j \rangle.
\]

On the other hand, in the case where \( r \) is skew-symmetric, we have \( \langle r, r \rangle = -\frac{1}{2}[r, r] \) where \([\cdot, \cdot] \) is Schouten-Nijenhuis bracket on the Lie algebra \( g \) called the algebraic Schouten bracket.

For the skew-symmetric element \( r \in \Lambda^2 g \), the condition \([r, r] = 0\) is called the **classical Yang-Baxter equation** (CYBE). A solution of the CYBE is called an **r-matrix**. For any r-matrix the bracket \([2.5]\) is a Lie bracket on \( g^* \), called the Sklyanin bracket. Therefore r-matrices can be identified with coboundary Lie bialgebras on the Lie algebra \( g \) (for more details see, for instance, [9]).

A coboundary Lie bialgebra \((g, g^*)\) is called a **bi-r-matrix Lie bialgebra**, if the Lie bialgebra \((g^*, g)\) is coboundary and the Sklyanin bracket defined on \( g \) is equivalent to the initial Lie bracket on \( g \).

### 3. Right-invariant Poisson-Nijenhuis structures

In this section we define right-invariant \( P-N \) structures on the Lie group \( G \) and their infinitesimal counterpart on the Lie algebra \( g \) of \( G \). We also consider the concepts of compatibility and equivalence of those structures.

We are using the following notation. If \( s \) is a \( k \)-vector on \( g \) then \( \overset{\rightarrow}{s} \) (resp. \( \overset{\leftarrow}{s} \)) is the right-invariant (resp. left-invariant) \( k \)-vector field on \( G \) given by

\[
\overset{\rightarrow}{s}(g) = (T_g R_g)(s), \quad \text{for } g \in G,
\]
Definition 3.1. A P-N structure $\Pi, N$ on a Lie group $G$ is said to be right-invariant if:

(i) The Poisson structure $\Pi$ is right-invariant, that is, there exists $r \in \Lambda^2 g$ such that $\Pi = r^\gamma$.

(ii) The Nijenhuis tensor $N$ also is right-invariant, that is, there exists a linear endomorphism $n : g \to g$ such that $N = n^\gamma$.

This last condition means that

$$N|_{T_gG} = T_eR_g \circ n \circ T_gR_g^{-1}, \quad \text{for } g \in G.$$  

For right-invariant P-N structures, we may prove the two following results which describe the infinitesimal version of such structures.

Proposition 3.2. Let $(N, \Pi)$ be a right-invariant P-N structure on a Lie group $G$ with Lie algebra $g$ and identity element $e \in G$. If $r \in \Lambda^2 g$ is the value of $\Pi$ at $e$ and $n$ is the restriction of $N$ to $g$, we have:

(i) $r$ is a solution of the classical Yang-Baxter equation on $g$.

(ii) $n$ is a Nijenhuis operator on $g$, that is,

$$[n, n](X, Y) := [nX, nY] - n[nX, Y] - n[X, nY] + n^2[X, Y] = 0, \quad \forall X, Y \in g.$$  

(iii) $n : g \to g$ satisfies the condition

$$n \circ r^t = r^t \circ n^t.$$  

(iv) The concomitant $C(r, n)$ of $r$ and $n$ in $g$ is zero, that is,

$$C(r, n)(\alpha, \beta) := L_{r^t \alpha}^\emptyset n^t \beta - L_{r^t \beta}^\emptyset n^t \alpha - n^t L_{r^t \alpha}^\emptyset \beta + n^t L_{r^t \beta}^\emptyset \alpha = 0 \quad \text{for } \alpha, \beta \in g^*.$$  

Here, $L_X^\emptyset := \text{ad}_X^* : g^* \to g^*$.

Conversely, let $g$ be a real Lie algebra of finite dimension, $r \in \Lambda^2 g$ be a 2-vector on $g$ and $n : g \to g$ be a linear endomorphism on $g$ which satisfy conditions (i), (ii), (iii) and (iv); so-called $r$-$n$ structure on the Lie algebra $g$. If $G$ is a Lie group with the Lie algebra $g$, then the couple $(r^\gamma, n^\gamma)$ is a right-invariant P-N structure on $G$.

Proof. Using the following results, the proposition would be proved.

If $\Pi$ is a right-invariant 2-vector on $G$, and $N$ a right-invariant $(1,1)$-tensor field on $G$, that is $\Pi = r^\gamma$ and $N = n^\gamma$, then

(i) The Schouten-Nijenhuis brackets $[\Pi, \Pi]$ in $G$ and $[r, r]$ in $g$ are related by the formula

$$[\Pi, \Pi] = -[r, r].$$  

(ii) The Nijenhuis torsions $[N, N]$ and $[n, n]$ of $N$ and $n$, are related by the formula

$$[N, N](\tilde{X}, \tilde{Y}) = -[n, n](X, Y), \quad \text{for } X, Y \in g.$$  

(iii) Using the relations $\Pi^\sharp(\alpha) = r^\sharp(\alpha)$ and $N^\sharp \alpha = n^\sharp \alpha$, for $\alpha \in g^*$, we have

$$(N \circ \Pi^\sharp - \Pi^\sharp \circ N^\sharp)(\tilde{\alpha}) = (n \circ r^\sharp - r^\sharp \circ n^\sharp)(\alpha).$$  

(iv) If $C(\Pi, N)$ (resp. $C(r, n)$) is the concomitant of $\Pi$ and $N$ in $G$ (resp. $r$ and $n$ in $g$) then

$$C(\Pi, N)(\tilde{\alpha}, \tilde{\beta}) = -C(r, n)(\alpha, \beta), \quad \text{for } \alpha, \beta \in g^*.$$
To show the above relation, by using (2.1) and the fact that \( \mathcal{L}_X \alpha = -\mathcal{L}_X^\alpha \) [7], for \( X \in \mathfrak{g} \) and \( \alpha \in \mathfrak{g}^* \), we obtain
\[
C(\Pi, N)(\alpha, \beta) = -C(r, n)(\alpha, \beta) + d(\alpha, \Pi^r \beta) - N^i \langle \alpha, \Pi^r \beta \rangle.
\]
Since
\[
\langle \alpha, \Pi^r \beta \rangle = \langle \alpha, n(r^\beta) \rangle, \quad \langle \alpha, \Pi^r \beta \rangle = \langle \alpha, r^\beta \rangle,
\]
we conclude that \( C(\Pi, N)(\alpha, \beta) = -C(r, n)(\alpha, \beta) \).

We remark that solutions of the CYBE on \( \mathfrak{g} \) are in one-to-one correspondence with right-invariant (resp. left-invariant) Poisson structures on \( G \). In fact, \( r \in \Lambda^2 \mathfrak{g} \) is a solution of the CYBE on \( \mathfrak{g} \) if and only if \( \vec{r} \) (resp. \( \vec{r} \)) is a right-invariant (resp. left-invariant) Poisson structure on \( G \).

All the Poisson structures in the hierarchy associated with a right-invariant \( P-N \) structure are also right-invariant.

**Corollary 3.3.** Let \( G \) be a Lie group with Lie algebra \( \mathfrak{g} \), \( r \) be a solution of the CYBE on \( \mathfrak{g} \) and \( n : \mathfrak{g} \rightarrow \mathfrak{g} \) be a linear endomorphism such that the couple \( (\vec{r}, \vec{n}) \) is a right-invariant \( P-N \) structure on \( G \).

1. If \( r_k \), with \( k \in \mathbb{N} \), is the 2-vector on \( \mathfrak{g} \) which is characterized by the condition \( r^k = n^k \circ r^k \), then \( r_k \) is a solution of the CYBE.
2. If \( \Pi_k \), with \( k \in \mathbb{N} \), is the Poisson structure on \( G \) which is characterized by the condition
\[
\Pi^k = \vec{n}^k \circ \vec{r}^k,
\]
then \( \Pi_k \) is right-invariant. In fact, \( \Pi_k = \vec{r}^k \).

**Proof.** Using \( \vec{n}^k = \vec{r}^k \), it follows that \( \Pi^k = \vec{n}^k \circ \vec{r}^k \); thus \( \Pi_k = \vec{r}^k \). Since \( (\vec{r}, \vec{n}^k) \) is a \( P-N \) structure, \( \vec{r}^k \) is a right-invariant Poisson structure, which implies that \( r_k \) is a solution of the CYBE on \( \mathfrak{g} \).

3.1. **Compatibility of right-invariant Poisson-Nijenhuis structures.** Two \( P-N \) structures \((\Pi', N')\) and \((\Pi, N)\) on a Lie group \( G \) are said to be **compatible** if the couple \((\Pi' + \Pi, N' + N)\) is a \( P-N \) structure on \( G \).

Note that the compatibility condition of two Nijenhuis structures has been considered in [12] as **Nijenhuis concomitant**. The Nijenhuis concomitant of two \((1, 1)\)-tensor fields \( n' \) and \( n \) on the Lie algebra \( \mathfrak{g} \) with vanishing Nijenhuis torsion is defined by

\[
n'(X_i, X_j) = [n'X_i, nX_j] - n'[nX_i, X_j] - n[X_i, nX_j] + n' \circ n[nX_i, X_j]
\]

\[
+ [nX_i, n'X_j] - n[n'X_i, X_j] - n[X_i, n'X_j] + n \circ n'[X_i, X_j],
\]
for every two elements of basis \( \{X_i\} \) of \( \mathfrak{g} \). Two Nijenhuis structures are compatible if the Nijenhuis concomitant of them vanishes [12]. Recall that two \( r \)-matrices are compatible if their sum is still an \( r \)-matrix.

In the case of the right-invariant \( P-N \) structures, the compatibility of structures \((\Pi', N')\) and \((\Pi, N)\) reduces to the compatibility of their infinitesimal version.

If \((r', n')\) and \((r, n)\) be the infinitesimal versions of the mentioned \( P-N \) structures, then \((r', n')\) and \((r, n)\) are compatible if the couple \((r' + r, n' + n)\) is an \( r-n \) structure on the Lie algebra \( \mathfrak{g} \) of \( G \). From the Proposition 3.2, \((r' + r, n' + n)\) would be the infinitesimal version of the right-invariant \( P-N \) structure \((r' + r, n' + n)\) on the Lie group \( G \).

**Remark 3.4.** Let \((r', n')\) and \((r, n)\) be two \( r-n \) structures such that \( r' \) and \( r \) are compatible \( r \)-matrices and \( n' \) and \( n \) are compatible Nijenhuis structures. It is easy to see that if \((r', n)\) and \((r, n')\) are also \( r-n \) structures, then \((r', n')\) and \((r, n)\) are compatible \( r-n \) structures.
3.2. Equivalence classes of right-invariant Poisson-Nijenhuis structures. We say two right-invariant Poisson structures $\Pi' = \Pi^r$ and $\Pi = \Pi^r$ on the Lie group $G$ are equivalent if the solutions $r', r \in \Lambda^2 g$ of the CYBE are equivalent, i.e., there exist a Lie algebra automorphism $A$ such that the diagram (a) below commutes. In the same way, we say two right-invariant Nijenhuis structures $N' = \Pi^n$ and $N = \Pi^n$ on the Lie group $G$ are equivalent if two linear maps $n'$ and $n$ are equivalent, i.e., there exist a Lie algebra automorphism $A$ such that diagram (b) below commutes. In these cases we will write $r' \sim r$ and $n' \sim n$ ($r' \sim_A r$ and $n' \sim_A n$ if we want to indicate the automorphism $A$).

Therefore we can talk about equivalence classes of right-invariant $P-N$ structures as well. Two right-invariant $P-N$ structures $(P', N')$ and $(P, N)$ on the Lie group $G$ are equivalent if two corresponding $r-n$ structures $(r', n')$ and $(r, n)$ on the Lie algebra $\mathfrak{g}$ are equivalent.

**Definition 3.5.** Two $r-n$ structures $(r', n')$ and $(r, n)$ are equivalent if there exist a Lie algebra automorphism $A$ such that the following diagram commutes.

\[
\begin{array}{ccc}
g^* & \xrightarrow{r'^\sharp} & g \\
\downarrow{A^{-t}} & & \downarrow{A} \\
g^* & \xrightarrow{r^\sharp} & g
\end{array}
\]

\[
\begin{array}{ccc}
g & \xrightarrow{n'} & g \\
\downarrow{A} & & \downarrow{A} \\
g & \xrightarrow{n} & g
\end{array}
\]

In this case we will write $(r', n') \sim (r, n)$ ($(r', n') \sim_A (r, n)$ if we want to indicate $A$).

4. Compatible $r$-matrices and $r-n$ structures

As we saw in Corollary 3.3, having an $r-n$ structure $(r, n)$ on the Lie algebra $\mathfrak{g}$ we get a new solution of the CYBE $(r')^\sharp = n \circ r^\sharp$. In this section we will show that two $r$-matrices, under a certain condition, are related to $r-n$ structures on $\mathfrak{g}$.

Throughout this section we denote the basis $\{X_i\}$ and the dual basis $\{X^j\}$ for Lie algebras $\mathfrak{g}$ and $\mathfrak{g}^*$, respectively.

Let $r \in \Lambda^2 \mathfrak{g}$ be an invertible solution of the CYBE, i.e., $r^\sharp : \mathfrak{g}^* \rightarrow \mathfrak{g}$ is an isomorphism map, then $(r^{-1})^\sharp : \mathfrak{g} \rightarrow \mathfrak{g}^*$, which corresponds to an element $r^{-1} \in \Lambda^2 \mathfrak{g}^*$ defined by

\[(r^{-1})^\sharp(X_i)(X_j) := (r^{-1})(X_i, X_j), \quad X_i \in \mathfrak{g},\]
is a solution of the CYBE \([r^{-1}, r^{-1}]r = 0\), where \([\cdot, \cdot]^r\) is the algebraic Schouten-Nijenhuis bracket on \(g^*\). The relation between two maps \(r^2\) and \((r^{-1})^2\) is given by
\[
\langle (r^{-1})^2(X_i), r^2(X_j) \rangle = -\langle X^j, X_i \rangle.
\]
We set \(r = r^{ij}X_i \otimes X_j\) and \(r^{-1} = (r^{-1})^{ij}X^i \otimes X^j\); it is obvious that \((r^2)^{ij} = r^{ij}\) and \((r^{-1})^2 = (r^{-1})_{ij}\), where \((r^2)(X^i) = (r^2)^{ij}X_j\) and \((r^{-1})^2(X_i) = (r^{-1})_{ij}X^j\) for all \(X^i \in g^*\) and \(X_i \in g\).

If there is not risk of confusion, we will use the same notation \(r\) for the 2-vector \(r\) and the linear map \(r^2\).

**Proposition 4.1.** Let \(r \in \Lambda^2 g\) be an invertible solution of the CYBE and \([\cdot, \cdot]^{r^{-1}}\) be the Sklyanin bracket on \(g\) defined by \(r^{-1}\) on the dual Lie algebra \((g^*, [\cdot, \cdot]^r)\), then \([\cdot, \cdot]^{r^{-1}} = [\cdot, \cdot]^r\).

**Proof.** Since \(r\) is an \(r\)-matrix, we have \(r[X^i, X^j]^r = [rX^i, rX^j]\). On the other hand \(r^{-1}\) is also an \(r\)-matrix which implies
\[
r^{-1}[X_i, X_j]^{r^{-1}} = [r^{-1}X_i, r^{-1}X_j]^r = r^{-1}[X_i, X_j],
\]
and the proof is complete.

Therefore, the Lie bialgebras identified by invertible \(r\)-matrices are bi-\(r\)-matrix Lie bialgebras. We consider the following notation for the Sklyanin brackets on \(g^*\) and \(g\) defined by \(r\)-matrices \(r\) and \(r^{-1}\):
\[
[X^i, X^j]^r := [X^i, X^j]_r, \quad [X_i, X_j]^{r^{-1}} := [X_i, X_j] = f_{ij}^k X_k,
\]
where \(f_{ij}^k\) and \(f_{ij}\) are structure constants of \(g^*\) and \(g\), respectively.

**Proposition 4.2.** Let 2-vector \(r \in \Lambda^2 g\) be an invertible solution of the CYBE and let \(r' \in \Lambda^2 g\) be another solution of the CYBE (not necessary invertible) which is compatible with \(r\), then the endomorphism \(r' \circ r^{-1} : g \to g\).

(i) is a Nijenhuis operator on \(g\) with respect to the Lie bracket \([\cdot, \cdot]^{r^{-1}} = [\cdot, \cdot]^r\).

(ii) is compatible with \(r\) that means \((r, r' \circ r^{-1})\) is an \(r\)-\(n\) structure on \(g\).

**Proof.** (i) Since \(r\) and \(r'\) are compatible, we have
\[
(r + r') [X^i, X^j]^{r+r'} = [(r + r')(X^i), (r + r')(X^j)].
\]
By using \(\text{(2.5)}\) and the fact that \(r\) and \(r'\) are solutions of the CYBE, we get
\[
r[X^i, X^j]^{r'} + r' [X^i, X^j]^r = [rX^i, r' X^j] + [r' X^i, rX^j].
\]
Now consider
\[
(r' \circ r^{-1})^2[X_i, X_j] = (r' \circ r^{-1})r'[r^{-1}X_i, r^{-1}X_j]^r.
\]
By applying \(\text{(4.2)}\) in the above relation, we get
\[
(r' \circ r^{-1})^2[X_i, X_j] = (r' \circ r^{-1}) \left( [r(r^{-1}X_i), r'(r^{-1}X_j)] + (r' \circ r^{-1}) \left[ r'(r^{-1}X_i), r(r^{-1}X_j) \right] 
- (r' \circ r^{-1})r \left[ r^{-1}X_i, r^{-1}X_j \right]^{r'} \right),
\]
which implies
\[
(r' \circ r^{-1})^2[X_i, X_j] = r' \circ r^{-1} \left[ X_i, (r' \circ r^{-1})X_j \right] + r' \circ r^{-1} \left[ (r' \circ r^{-1})X_i, X_j \right] = \left[ (r' \circ r^{-1})X_i, (r' \circ r^{-1})X_j \right],
\]
and the proof is complete.

(ii) It is easy to check that the first compatibility condition holds, since \(r\) and \(r'\) are skew-symmetry we have \((r^{-1})^t = -r^{-1}\) and \((r')^t = -r'\).
To show the second compatibility condition (the concomitant), observe that since \( r \) is an isomorphism, for every element \( X_i \in \mathfrak{g} \) there exist an element \( X^k \in \mathfrak{g}^* \) such that \( X_i := r X^k \).

We will prove
\[
\langle \mathcal{L}^\mathfrak{g}_{rX_j}(r^{-1} \circ r')X^j, rX^k \rangle = \langle \mathcal{L}^\mathfrak{g}_{rX_j}(r^{-1} \circ r')X_i, rX^k \rangle + \langle (r^{-1} \circ r')\mathcal{L}^\mathfrak{g}_{rX_j}X^j, rX^k \rangle - \langle (r^{-1} \circ r')\mathcal{L}^\mathfrak{g}_{rX_j}X^i, rX^k \rangle. 
\]

Using relations
\[
\langle \mathcal{L}^\mathfrak{g}_{X_j}X^j, X_k \rangle = -\langle X^j, \mathcal{L}^\mathfrak{g}_{X_k}X^j \rangle, \quad \langle (r^{-1} \circ r')X^i, X_j \rangle = \langle X^i, (r' \circ r^{-1})X_j \rangle,
\]
and (4.1), we get
\[
\langle \mathcal{L}^\mathfrak{g}_{rX_j}(r^{-1} \circ r')X^j, rX^k \rangle = -\langle X^j, [r'X^i, X^k] \rangle.
\]

Using (4.2), the above relation gives
\[
= -\langle X^j, [rX^i, r'X^k] \rangle - \langle X^j, [r'X^i, rX^k] \rangle + \langle X^j, r[X^i, X^k] \rangle.
\]

Similarly, we see that
\[
\langle (r^{-1} \circ r')\mathcal{L}^\mathfrak{g}_{rX_j}X^j, rX^k \rangle = -\langle X^j, [rX^i, r'X^k] \rangle.
\]

Now, by using (2.5), (2.6), (2.7) and \( \langle X^i, rX^j \rangle = -\langle X^j, rX^i \rangle \), we have:
\[
-\langle X^j, [r'X^i, rX^k] \rangle + \langle X^j, r[X^i, X^k] \rangle = -\langle ad_{rX_k}^*X^j, r'X^i \rangle + \langle ad_{rX_k}^*X^k, r'X^i \rangle + \langle ad_{rX_k}^*X^i, rX^j \rangle \\
= \langle X^j, [r'X^i, rX^k] \rangle - \langle X^i, r[X^k, rX^j] \rangle.
\]

On the other hand, in the same way we observe that
\[
\langle \mathcal{L}^\mathfrak{g}_{rX_j}(r^{-1} \circ r')X^i, rX^k \rangle = \langle X^i, r'[X^j, X^k] \rangle,
\]
\[
\langle (r^{-1} \circ r')\mathcal{L}^\mathfrak{g}_{rX_j}X^i, rX^k \rangle = \langle X^i, [r'X^k, rX^j] \rangle,
\]
so, from (4.4), (4.5) and (4.6), we get (4.3) and the proof is complete.

\[\Box\]

Corollary 4.3. Let \( r, r' \) and \( r'' \) be skew-symmetric solutions of the CYBE and let \( r \) be an invertible solution which is compatible with \( r' \) and \( r'' \), then \( n' := r' \circ r^{-1} \) and \( n'' := r'' \circ r^{-1} \) are compatible if and only if \( r' \) and \( r'' \) are compatible.

Proof. From Proposition 4.2 \( (r, n') \) and \( (r, n'') \) are r-n structures. If \( n' \) and \( n'' \) are compatible, then from Remark 3.4 \( (r, n') \) and \( (r, n'') \) are compatible r-n structures which means that \( (r, n' + n'') \) is an r-n structure and therefore \( (n' + n'') \circ r \) is an r-matrix, so
\[
(n' + n'') \circ r = n' \circ r + n'' \circ r = r' + r'',
\]
simply implies \( r' \) and \( r'' \) are compatible. One proves the converse in a similar way.

\[\Box\]

Note that, if \( (r, n') \) and \( (r, n'') \) are compatible r-n structures, then \( n' \circ r \) and \( n'' \circ r \) are compatible solutions of the CYBE.

Remark 4.4. If \( r \) is an invertible solution of the CYBE, then there is a one-to-one correspondence between r-matrices \( r' \) and Nijenhuis operators \( n' \) such that \( r' := n' \circ r \); or equivalently, there is a one-to-one correspondence between r-n structures \( (r, n') \) and compatible r-matrices \( (r, r') \).
Corollary 4.5. Let \( r \) be an invertible solution of the CYBE on the Lie algebra \( \mathfrak{g} \). Then, \( r \)-\( n \) structures \((r, n)\) and \((r', n')\) are equivalent if and only if the couple of compatible \( r \)-matrices \((r, r_0)\) and \((r', r_0')\) are equivalent, where \( r_0 = n \circ r \) and \( r_0' = n' \circ r' \).

Proof. According to Definition 3.5, \((r, n) \sim (r', n')\) if for some automorphism \( A \) of the Lie algebra \( A \circ r = r' \circ A^{-t} \text{ and } A \circ n = n' \circ A \), which implies \( A \circ n \circ r = n' \circ r' \circ A^{-t} \), so \( r_0 = n \circ r \sim A \) \( r_0' = n' \circ r' \) and \((r, r_0) \sim_A (r', r_0')\). Conversely, if \((r, r_0) \sim_A (r', r_0')\), then \( A \circ r = r' \circ A^{-t} \) and \( A \circ r_0 = r_0' \circ A^{-t} \).

Hence, for every element \( g \) of the Lie algebra \( \mathfrak{g} \), equivalently right-invariant \( P-N \) structures on \( G \). For this purpose we rewrite the four conditions of Proposition 3.2 in terms of coordinates.

First, we write the structural constants \( f^r_{ij} \) of the Lie algebra \( \mathfrak{g} \), in terms of adjoint representation \( X_i \), and antisymmetric matrices \( Y_{ij} \), as

\[
\begin{align*}
  f^r_{ij} &= -(Y^k)_{ij}, \quad f^r_{ij} = -(X_i)^{\, j}^k. \quad (5.1)
\end{align*}
\]

Condition (i) Consider the tensor notation of the CYBE, (see [9])

\[
[r, r] = [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = 0,
\]

where \( r_{12} = r_{ij} X_i \otimes X_j \otimes 1 \), \( r_{13} = r_{ij} X_i \otimes 1 \otimes X_j \) and \( r_{23} = r_{ij} 1 \otimes X_i \otimes X_j \). Applying the above condition in the base elements, we get (for more details see [9])

\[
[r, r](X^i, X^j, X^k) = \langle X^i, [r^t X^j, r^t X^k] \rangle + \langle X^j, [r^t X^i, r^t X^k] \rangle + \langle X^k, [r^t X^i, r^t X^j] \rangle = 0,
\]

which implies

\[
r_{ij} r_{mj} f_{lm} + r_{il} r_{km} f_{jm} + r_{kl} r_{jm} f_{im} = 0.
\]

Finally, by (5.1), it can be rewritten in the matrix form

\[
r_{ij} r - n_{ij} r_{il} - n_{ij} X_i^t r = 0, \quad i := 1, \ldots, \dim \mathfrak{g}.
\]

Condition (ii) We rewrite Nijenhuis torsion for two base elements \( X_i \) and \( X_j \) in \( \mathfrak{g} \) and we get

\[
f^k_{ij} n^l_k n^m_l - n^k_i n^m_j f^l_{km} - n^k_j n^l_i f^m_{kl} + n^k_l n^l_j f^m_{kl} = 0.
\]

By using (5.1) it can be rewritten in the matrix form

\[
X_i n^t_i n^t + n^t_i n^t X_i - n^t X_i n^t - n^t_i X_i n^t = 0, \quad i := 1, \ldots, \dim \mathfrak{g}.
\]

Condition (iii) For every element \( X^i \) in \( \mathfrak{g} \), \( n \circ r^t(X^i) = r^t \circ n^t(X^i) \) implies

\[
(nr)^t_j = (rn^t)^{\, j}_i, \quad i, j = 1, \ldots, \dim \mathfrak{g},
\]

where \( n \) and \( r \) are the corresponding matrices to the linear operator \( n \) and the map \( r^t \) and \( n X_i = n^t_i X_j \) for \( n^t_i \in \mathbb{R} \).

Condition (iv) By applying \( X^i \) and \( X^j \) in the concomitant, we get

\[
r_{ij} n^m_k f^l_{km} + r_{ij} n^m_k f^l_{km} + r_{il} n^t_i f^m_{kl} + r_{ij} n^t_i f^m_{kl} = 0,
\]

and then, using (5.1), we get the matrix relation

\[
r_{ij} n^t_i + X^i_j n^j_i r - r_{ij} n^t_i - n_X^i r = 0, \quad i := 1, \ldots, \dim \mathfrak{g}.
\]

5. CLASSIFICATION PROCEDURE

In this section we describe the classification procedure of \( r \)-\( n \) structures on \( \mathfrak{g} \), equivalently right-invariant \( P-N \) structures on \( G \). For this purpose we rewrite the four conditions of Proposition 3.2 in terms of coordinates.
Given a Lie algebra \( \mathfrak{g} \), by applying matrices \( X_i \) and \( Y^i \) using (5.1) in four equations (5.2), (5.4), (5.3), (5.5) and solving them by help of mathematical softwares, one can find all \( r-n \) structures on \( \mathfrak{g} \) and so, all right-invariant \( P-N \) structures on the Lie group \( G \).

6. Classification of all \( r \)-matrices and all \( r-n \) structures with invertible \( r \) on four-dimensional symplectic real Lie algebras

In this section we exemplify results of Sections 4 and 5 in classifying, up to an equivalence, all \( r \)-matrices, and all \( r-n \) structures with invertible \( r \)-matrices on four-dimensional symplectic real Lie algebras.

Recall that a symplectic structure on a \( 2n \)-dimensional Lie algebra \( \mathfrak{g} \) is defined as a closed 2-form \( \omega \) which has maximal rank, that is \( \omega^n \) is a volume form on the corresponding Lie group. The list of four-dimensional real Lie algebras with symplectic structure is given in [13]. Four dimensional real symplectic real Lie bialgebras have been classified in [1].

The strategy is as follows. First, using (5.2) we find all \( r \)-matrices on four-dimensional symplectic real Lie algebra \( \mathfrak{g} \) and classify them up to equivalence

\[
r \sim r' \iff \exists A \in \text{Aut}(\mathfrak{g}) \quad ArA^t = r'.
\]

Then, we take a representative of invertible one, and find all \( r-n \) structures \( (r, n) \) on \( \mathfrak{g} \) by solving equations (5.3), (5.4) and (5.5) which give nine equations on four-dimensions. We did all computations using Maple. Finally, we classify all obtained pairs \((r, n)\) up to equivalence

\[
(r, n') \sim_0 (r, n) \iff \exists A \in \text{Aut}(\mathfrak{g}) \quad ArA^t = r & AnA^{-1} = n',
\]

where \( \sim_0 \) indicates the equivalence for \( r-n \) structures with the same \( r \).

**Proposition 6.1.** If \( \{r_\alpha\}_\Lambda \) is a set of all representatives of the equivalence relation \( r \sim r' \) and \( \{ (r_\alpha, n_\beta) \}_{(\alpha, \beta) \in \Gamma} \) is a set of all representatives of the equivalence relations \( (r_\alpha, n) \sim_0 (r_\alpha, n') \), then \( \{ (r_\alpha, n_\beta) \}_{(\alpha, \beta) \in \Gamma} \) is a set of representatives of the equivalence relation \( (r, n) \sim (r', n') \) (c.f. Definition 3.3).

**Proof.** Consider an \( r-n \) structure \((r, n)\). There exist \( r_\alpha \) and \( A \) such that \( r_\alpha = ArA^t \). Take the representative \((r_\alpha, n_\beta)\) of \((r_\alpha, AnA^{-1})\). Then, it is easy to see that \((r_\alpha, n_\beta)\) represents the class of \((r, n)\) under \( \sim \).

Moreover, different elements of \( \{ (r_\alpha, n_\beta) \}_{(\alpha, \beta) \in \Gamma} \) represent different elements of \( \sim \). Indeed, if \( (r_\alpha, n_\beta) \sim (r_\alpha', n_\beta') \), then there is \( A \) such that \( r_\alpha = Ar_\alpha'A^t \) and \( n_\beta = An_\beta'A^{-1} \). But then, by definition, \( \alpha = \alpha' \) and hence \( (r_\alpha, n_\beta) \sim_0 (r_\alpha, n_\beta') \), thus also \( \beta = \beta' \).

\[ \blacksquare \]

In the following example we clarify the above procedure by describing the details for a Lie algebra.

**Example.** For the Lie algebra \( A_{4,1} \)\(^2\) with non-zero commutators \([X_2, X_4] = X_1 \) and \([X_3, X_4] = X_2 \), from (5.1) we have the following matrices \( X_i \) and \( Y^i \)

\[
X_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad X_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}, \quad X_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix}, \quad X_4 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix},
\]

\(^2\)We use the notations of the four-dimensional real Lie algebras denoted in [1], (see also [6]).
\[ y^1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad y^2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad y^3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad y^4 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \]

6.1. **Classification of \( r \)-matrices.** Take a generic 2-vector \( r = \sum_{i,j=1}^{4} r^{ij} X_i \wedge X_j \). Inserting matrices \( X_i \) and \( y^i \), and the matrix form of \( r \) in (5.2), one can obtain all possible \( r \)-matrices on the Lie algebra \( A_{4,1} \) as

\[
r = r^{12} X_1 \wedge X_2 + r^{13} X_1 \wedge X_3 + r^{14} X_1 \wedge X_4 + r^{23} X_2 \wedge X_3.
\]

We use the following automorphism group element (classified in [6], see also [16]) of this algebra

\[
\mathcal{A} = \begin{pmatrix} a_{11}a_{16}^2 & a_{7}a_{16} & a_3 & a_4 \\ 0 & a_{11}a_{16} & a_7 & a_8 \\ 0 & 0 & a_{11} & a_{12} \\ 0 & 0 & 0 & a_{16} \end{pmatrix},
\]

We list the automorphism groups of four-dimensional symplectic real Lie algebra in the table 4 in Appendix for self containing of the paper. Inserting the above \( \mathcal{A} \) in the relation \( \mathcal{A} \circ r - r' \circ \mathcal{A}^{-1} = 0 \), where \( r' = r^{12} X_1 \wedge X_2 + r^{13} X_1 \wedge X_3 + r^{14} X_1 \wedge X_4 + r^{23} X_2 \wedge X_3 \), we get

\[
r'^{14} = a_{11}a_{16}^3 r^{14}, \quad r'^{13} = (a_{11}r^{13} + a_{12}r^{14})a_{11}a_{16}^2 + a_7a_{11}a_{16}r^{23},
\]

\[
r'^{23} = a_{11}a_{16}r^{23}, \quad r'^{12} = (a_{11}a_{16}r^{12} + a_{7}r^{13} + a_{8}r^{14})a_{11}a_{16}^2 + a_7a_{16}r^{23} - a_{3}a_{11}a_{16}r^{23}.
\]

Looking at the equations, there is no free parameter and parameters \( r^{12}, r^{13}, r^{14} \) and \( r^{23} \) need to be determined. Since \( \det \mathcal{A} = a_{11}^3a_{16}^4 \), parameters \( a_{11}, a_{16} \) have to be non-zero. Therefore, from the first and the third equations, \( r'^{14} = 0 \) if and only if \( r^{14} = 0 \), and \( r'^{23} = 0 \) if and only if \( r^{23} = 0 \); in this case \( r'^{13} = (a_{11}a_{16})^2r^{13} \) which means \( r'^{13} \) has to be the same sign as \( r^{13} \), and \( r'^{12} = (a_{11}a_{16}r^{12} + a_{7}r^{13})a_{11}a_{16}^2 \), which means \( r'^{12} \) can be any arbitrary constant. So, we can consider the following equivalence classes

\[
c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3, \quad c^{12} \in \mathbb{R}, \quad c^{13} \in \mathbb{R}^+ - \{0\},
\]

\[
c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3, \quad c^{12} \in \mathbb{R}, \quad c^{13} \in \mathbb{R}^- - \{0\},
\]

\[
c^{12} X_1 \wedge X_2, \quad c^{12} \in \mathbb{R}.
\]

It is obvious that invertible \( r \)-matrices can be equivalent to the invertible ones. It is also easy to see from the equations that, if \( r^{14} \) and \( r^{23} \) are non-zero, then \( r'^{14} \) and \( r'^{23} \) are non-zero. In this case, \( r^{12} \) and \( r^{13} \) can be arbitrary constants, and equivalence class is

\[
c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 + c^{23} X_2 \wedge X_3, \quad c^{12}, c^{13} \in \mathbb{R}, \quad c^{14}, c^{23} \in \mathbb{R} - \{0\}.
\]

For two other possibilities, \( r^{14} = 0 \) when \( r^{23} \neq 0 \), and \( r^{14} \neq 0 \) when \( r^{23} = 0 \) for which the corresponding \( r \)-matrices are non-equivalent, we see that \( r^{12} \) and \( r^{13} \) can be arbitrary constants, so the equivalence classes in this case are

\[
c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4, \quad c^{12}, c^{13} \in \mathbb{R}, \quad c^{14} \in \mathbb{R} - \{0\},
\]

\[
c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{23} X_2 \wedge X_3, \quad c^{12}, c^{13} \in \mathbb{R}, \quad c^{23} \in \mathbb{R} - \{0\}.
\]

A classification of all \( r \)-matrices on four-dimensional symplectic real Lie algebras are given in table 1. The first column gives the names of the Lie algebras according to [11]. The second column gives the non-vanishing structure constants of the Lie algebra \( \mathfrak{g} \). Column three exhibits the equivalence classes of \( r \)-matrices on \( \mathfrak{g} \). Column four and five indicate the conditions on some coefficients for each class. The equivalence classes of invertible \( r \)-matrices are indicated by *.

Note that there are two different types of coefficients in this table, free parameters \( r^{ij} \) and arbitrary constants \( c^{ij} \). We mean by free parameters, the parameters for which different values get non-equivalent \( r \)-matrices belonging to different equivalence classes; and by arbitrary constants, the parameters such that for every different values of them, the corresponding \( r \)-matrices are equivalent belonging to the same class.
| $g$  | $C_{ij}^k$ | Equivalence classes of $r$-matrices |
|------|-----------|-----------------------------------|
| $A_{4,1}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13} \in R$, \\ $c^{14}, c^{23} \in R - \{0\}$. |
| $A_{4,1}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13} \in R$, \\ $c^{23} \in R - \{0\}$. |
| $A_{4,1}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 \) $\in R$, \\ $c^{12}, c^{13}, c^{14} \in R - \{0\}$. |
| $A_{4,1}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13} \in R - \{0\}$. |
| $A_{4,1}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 \) $\in R$, \\ $c^{12} \in R - \{0\}$. |
| $A_{4,2}$ | $f_{34}^2 = -1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{23} X_2 \wedge X_3 + c^{24} X_2 \wedge X_4 \) $\in R$, \\ $c^{12} \in R$, \\ $c^{13}, c^{24} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,2}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{24} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13} \in R - \{0\}$, \\ $c^{24} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,2}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{23} \in R - \{0\}$. |
| $A_{4,2}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{24} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{24} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,2}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 \) $\in R$, \\ $c^{12} \in R - \{0\}$. |
| $A_{4,3}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13}, c^{14} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,3}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 \) $\in R$, \\ $c^{12}, c^{13}, c^{14} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,3}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13}, c^{23} \in R - \{0\}$, \\ $c^{24} \in R^+ - \{0\}$. |
| $A_{4,3}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,3}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 \) $\in R$, \\ $c^{12} \in R - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = a$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13}, c^{14} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = -1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13}, c^{14} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{23} X_2 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13}, c^{23} \in R - \{0\}$, \\ $c^{24} \in R^+ - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 \) $\in R$, \\ $c^{12} \in R - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = a$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 \) $\in R$, \\ $c^{12}, c^{13}, c^{14} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = -1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 + c^{14} X_1 \wedge X_4 \) $\in R$, \\ $c^{12}, c^{13}, c^{14} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = 1$ | \(* c^{12} X_1 \wedge X_2 + c^{13} X_1 \wedge X_3 \) $\in R$, \\ $c^{12}, c^{13} \in R - \{0\}$, \\ $c^{23} \in R^+ - \{0\}$. |
| $A_{4,4}$ | $f_{34}^2 = a$ | \(* c^{12} X_1 \wedge X_2 \) $\in R$, \\ $c^{12} \in R - \{0\}$. |
Table 1. (Continued.)

| $g$  | $C^k_{ij}$ | Equivalence classes of $r$-matrices |
|------|------------|-----------------------------------|
| $A_4.7$ | $f^1_{14} = 2$ | $c^{12}X_1 \land X_2 - c^{23}(\frac{c^{24}}{c^{27}}X_1 \land X_3 + X_1 \land X_4 - X_2 \land X_3) + c^{24}X_2 \land X_4$ $c^{12}, c^{23} \in \mathbb{R}$, $c^{24} \in \mathbb{R} - \{0\}$. |
|       | $f^2_{23} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{23}(\frac{1}{2}X_1 \land X_4 + X_2 \land X_3)$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{23} \in \mathbb{R}^+ - \{0\}$. |
|       | $f^3_{24} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{24}X_2 \land X_4$ $c^{12}, c^{13}, c^{24} \in \mathbb{R} - \{0\}$. |
| $A_4.8$ | $f^1_{14} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{23}(\frac{1}{2}X_1 \land X_4 + X_2 \land X_3)$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{23} \in \mathbb{R}^+ - \{0\}$. |
|       | $f^2_{23} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{23}(\frac{1}{2}X_1 \land X_4 + X_2 \land X_3)$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{23} \in \mathbb{R}^+ - \{0\}$. |
| $A_4.9$ | $f^1_{14} = 2$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{23}(\frac{1}{2}X_1 \land X_4 + X_2 \land X_3)$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{23} \in \mathbb{R}^+ - \{0\}$. |
|       | $f^2_{23} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{23}(\frac{1}{2}X_1 \land X_4 + X_2 \land X_3)$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{23} \in \mathbb{R}^+ - \{0\}$. |
|       | $f^3_{24} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{14}X_1 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
| $A_4.9$ | $f^1_{14} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{23}(X_2 \land X_3 - X_1 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{23} \in \mathbb{R}^+ - \{0\}$. |
|       | $f^2_{23} = 1$ | $c^{13}X_1 \land X_3 + c^{23}(X_2 \land X_3 - X_1 \land X_4 + c^{14}X_3 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{23} \in \mathbb{R}^+ - \{0\}$. |
|       | $f^3_{24} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{24}X_2 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{24} \in \mathbb{R}^+ - \{0\}$. |
|       | $f^4_{24} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{14}X_1 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
| $A_4.9$ | $f^1_{14} = 1 + b$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{14}(X_1 \land X_4 + (1 + b)X_2 \land X_3)$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
|       | $f^2_{23} = 1$ | $c^{12}X_1 \land X_2 + c^{14}(X_1 \land X_4 - bX_2 \land X_3 - \frac{c^{14}}{c^{27}}X_1 \land X_2) + c^{24}X_2 \land X_4$ $c^{12}, c^{14} \in \mathbb{R}$, $c^{24} \in \mathbb{R} - \{0\}$. |
|       | $f^3_{24} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{23}(X_2 \land X_3 - X_1 \land X_4 + \frac{c^{23}}{c^{27}}X_1 \land X_2) + c^{34}X_3 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
|       | $f^4_{24} = b$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{14}X_1 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
|       | $0 < |b| < 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
|       | $b > 0$ | $c^{13}X_1 \land X_3$ $c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$.
| $A_4.9$ | $f^1_{14} = 2b$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{14}(X_1 \land X_4 + 2bX_2 \land X_3)$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
|       | $f^2_{23} = f^2_{34} = 1$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3 + c^{14}X_1 \land X_4$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
|       | $f^3_{24} = b$ | $c^{12}X_1 \land X_2 + c^{13}X_1 \land X_3$ $c^{12}, c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
|       | $f^4_{24} = -b$ | $c^{13}X_1 \land X_3$ $c^{13} \in \mathbb{R}$, $c^{14} \in \mathbb{R} - \{0\}$. |
In Table 1, the equivalence classes of $r$-matrices are listed for various Lie group classifications. The table entries include expressions for $c_{ij}$, with conditions on the equivalence classes of $r$-matrices, and the classification of invariant Poisson-Nijenhuis structures. The entries are organized by the Lie group classification, with conditions on $a$ and $b$. For example, in the $A_{4,12}$ classification, the equivalence class $f_{14}^1$ is $-1$, and the corresponding expressions for $c_{ij}$ are given with conditions on the equivalence classes. The table continues similarly for other Lie group classifications, such as $A_{3,2}$, $A_{4,5}$, and $A_{4,5}^{-}$.
of equivalence class of the invertible $r$-matrices. By inserting $X_i$ and $Y_j$, the matrix forms of a generic $(1,1)$-tensor field $n = \sum_{i,j=1}^{4} n_{ij} X_i \otimes X^j$ and $r$-matrix $r$ in the relations (5.3), (5.4) and (5.5), we find all possible Nijenhuis structures which are compatible with $r$.

6.2. $r$-$n$ structures with invertible $r$-matrices. We take the representative $r = X_1 \wedge X_2 - X_2 \wedge X_3$ of equivalence class of the invertible $r$-matrices on Lie algebra $A_{4,1}$. By inserting $X_i$ and $Y_j$, the matrix forms of a generic $(1,1)$-tensor field $n = \sum_{i,j=1}^{4} n_{ij} X_i \otimes X^j$ and $r$-matrix $r$ in the relations (5.3), (5.4) and (5.5), we find all possible Nijenhuis structures which are compatible with $r$. 

| $g$ | $c_{ij}^k$ | Equivalence classes of $r$-matrices |
|-----|-------------|-------------------------------------|
| $A_{4,1}$ | $f_{14}^1 = 1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{23} X_2 \wedge X_3 + c_{34} X_3 \wedge X_4$ $c_{12}, c_{23} \in \mathbb{R}$, $c_{12}, c_{34} \in \mathbb{R} - \{0\}$. |
| | $f_{24}^2 = -1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{14} X_1 \wedge X_4$ $c_{12}, c_{13} \in \mathbb{R}$, $c_{14} \in \mathbb{R} - \{0\}$. |
| | $f_{34}^3 = a$ | $c_{12} X_1 \wedge X_2 + c_{23} X_2 \wedge X_3 + c_{42} X_4 \wedge X_2$ $c_{12}, c_{23} \in \mathbb{R}$, $c_{24} \in \mathbb{R} - \{0\}$. |
| | $-1 < a < 1$ | $c_{13} X_1 \wedge X_3 + c_{23} X_2 \wedge X_3 + c_{34} X_3 \wedge X_4$ $c_{13}, c_{23} \in \mathbb{R}$, $c_{34} \in \mathbb{R} - \{0\}$. |
| | $a \neq 0$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{23} X_2 \wedge X_3$ $c_{12}, c_{13}, c_{23} \in \mathbb{R} - \{0\}$. |
| $II \oplus R$ | $f_{23}^1 = 1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{14} X_1 \wedge X_4 + c_{24} X_2 \wedge X_4 + c_{34} X_3 \wedge X_4$ $c_{13}, c_{14}, c_{24} \in \mathbb{R}$, $c_{12}, c_{24} \in \mathbb{R} - \{0\}$, $(or \, c_{12}, c_{14}, c_{34} \in \mathbb{R}$, $c_{13}, c_{24} \in \mathbb{R} - \{0\})$. |
| | $f_{13}^1 = 1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{14} X_1 \wedge X_4 + c_{24} X_2 \wedge X_4 + c_{34} X_3 \wedge X_4$ $c_{12}, c_{13}, c_{14} \in \mathbb{R}$, $c_{12} \text{ or } c_{13} \neq 0$. |
| | $f_{23}^2 = 1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{14} X_1 \wedge X_4 + c_{24} X_2 \wedge X_4 + c_{34} X_3 \wedge X_4$ $c_{12}, c_{14} \in \mathbb{R}$, $c_{12} \in \mathbb{R} - \{0\}$. |
| | $f_{13}^2 = 1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{14} X_1 \wedge X_4 + c_{24} X_2 \wedge X_4 + c_{34} X_3 \wedge X_4$ $c_{14}, c_{24} \in \mathbb{R} - \{0\}$. |
| | $f_{23}^3 = 1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{14} X_1 \wedge X_4 + c_{24} X_2 \wedge X_4 + c_{34} X_3 \wedge X_4$ $c_{12}, c_{24} \in \mathbb{R} - \{0\}$. |
| | $f_{13}^3 = 1$ | $c_{12} X_1 \wedge X_2 + c_{13} X_1 \wedge X_3 + c_{14} X_1 \wedge X_4 + c_{24} X_2 \wedge X_4 + c_{34} X_3 \wedge X_4$ $c_{12}, c_{24} \in \mathbb{R} - \{0\}$. |
All \( r \cdot n \) structures \((r,n)\) on this Lie algebra corresponding to the \( r \)-matrix \( r \) are obtained as the following matrix form

\[
\begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{pmatrix}, \quad
\begin{pmatrix}
n_1 & -n_2 & n_4 & 0 \\
0 & n_3 & 0 & n_4 \\
0 & 0 & n_3 & n_2 \\
0 & 0 & 0 & n_1
\end{pmatrix}.
\]

(6.2)

For simplicity, in this case we take \( n_1 := n_1^1, n_2 := n_1^2, n_3 := n_2^2, n_4 := n_4^2 \).

A list of \( r \cdot n \) structures with invertible \( r \) on four-dimensional symplectic real Lie algebras are given in table 2. The first column gives the names of the Lie bialgebras\(^3\) which are identified by the corresponding \( r \)-matrices in column three. The second column gives the non-vanishing structure constants of the Sklyanin bracket on the dual Lie algebra \( \mathfrak{g}^* \). Column three exhibits the representatives of the equivalence class of invertible \( r \)-matrices on \( \mathfrak{g}^* \). In column four, the Nijenhuis structures compatible with the corresponding \( r \)-matrices are presented.

### Table 2. \( r \cdot n \) structures with invertible \( r \)-matrix on four-dimensional symplectic real Lie algebras.

| \( \mathfrak{g} \) | Non-zero structure constants of \( \mathfrak{g}^* \) | Invertible \( r \)-matrix \( r \) | Nijenhuis structures compatible with \( r \) |
|-----------------|---------------------------------|---------------------------------|---------------------------------|
| \( \mathfrak{a}_4,1 \) | \( f_{12}^{13} = f_{13}^{12} = 1 \) | \( X_1 \wedge X_4 - X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = -n_2X_1 + n_3X_2 \) |
| \( \mathfrak{a}_4,1,iii \) | \( f_{12}^{13} = f_{13}^{12} = 1 \) | \( X_1 \wedge X_3 - X_2 \wedge X_4 \) | \( n(X_1) = n_1X_1 + n_2X_2, \ n(X_2) = n_3X_3, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,2 \) | \( f_{12}^{13} = f_{13}^{12} = 1 \) | \( X_1 \wedge X_2 - X_3 \wedge X_4 \) | \( n(X_1) = n_1X_1 + n_2X_2, \ n(X_2) = n_3X_3, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,3 \) | \( f_{12}^{13} = 1 \) | \( -X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 - n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,3,iii \) | \( f_{12}^{13} = -1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,4 \) | \( f_{12}^{13} = 1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,7 \) | \( f_{12}^{13} = 1 \) | \( -X_1 \wedge X_4 - X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,7,iii \) | \( f_{12}^{13} = -1 \) | \( -X_1 \wedge X_4 - X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,9 \) | \( f_{12}^{13} = 1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,9,iii \) | \( f_{12}^{13} = -1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,9,iv \) | \( f_{12}^{13} = 1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,9,vi \) | \( f_{12}^{13} = 1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,11 \) | \( f_{12}^{13} = 1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,14,11 \) | \( f_{12}^{13} = 1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |
| \( \mathfrak{a}_4,14,11,iii \) | \( f_{12}^{13} = 1 \) | \( X_1 \wedge X_4 + X_2 \wedge X_3 \) | \( n(X_1) = n_1X_1, \ n(X_2) = n_2X_1 + n_3X_2, \ n(X_4) = n_4X_4 + n_3X_3 + n_2X_2 + n_1X_1 \) |

\( ^3 \)We use the notations of the four-dimensional symplectic real Lie bialgebras denoted in [1].
6.3. Classification of \( r \)-\( n \) structures with invertible \( r \)-matrices. According to Proposition 6.1, if we find all equivalence classes of Nijenhuis structures such that \( (r, n') \sim_0 (r, n) \), then we have all equivalence classes of \( r \)-\( n \) structures corresponding to the \( r \)-matrix \( r \). So, we consider automorphism group element of the Lie algebra \( A_{4,1} \) such that \( AR^T = r \), and we get the solution

\[
a_{11} = 1, \ a_{12} = a_7, \ a_{16} = 1, \ a_3 = -a_8 + a_T^2.
\] (6.3)

The automorphism \( \mathcal{A} \) in the new expression, given by (6.3) is

\[
\mathcal{A} = \begin{pmatrix}
1 & a_7 & a_T^2 - a_8 & a_4 \\
0 & 1 & a_7 & a_8 \\
0 & 0 & 1 & a_7 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\] (6.4)

Since \( \det(\mathcal{A}) = 1 \neq 0 \) and does not depend on parameters \( a_4, a_7, a_8 \), these parameters can take any value. Now consider two structures \( n \) and \( n' \)

\[
 n = \begin{pmatrix}
 n_1 & -n_2 & n_4 & 0 \\
 0 & n_3 & 0 & n_4 \\
 0 & 0 & n_3 & n_2 \\
 0 & 0 & 0 & n_1
\end{pmatrix}, \quad n' = \begin{pmatrix}
 n_1' & -n_2' & n_4' & 0 \\
 0 & n_3' & 0 & n_4' \\
 0 & 0 & n_3' & n_2' \\
 0 & 0 & 0 & n_1'
\end{pmatrix}.
\]

Applying the automorphism group element (6.4) in the relation \( n \circ \mathcal{A} \circ n' = 0 \), we obtain

\[
n_1 - n_1' = 0, \quad n_3 - n_3' = 0, \quad n_2' - n_2 + a_7 n_3 - a_7 n_1' = 0, \quad n_2 - n_2' + a_7 n_1 - a_7 n_3' = 0, \quad n_4 - n_4' + (a_T^2 - a_8) n_3 - (a_T^2 - a_8) n_1' + n_2' a_7 = 0, \quad n_4 - n_4' + a_7 n_2 + a_8 n_1 - n_3' a_7 = 0, \quad a_7 n_4 + (a_T^2 - a_8) n_2 + a_4 n_1 - a_4 n_1' + a_8 n_2' - a_7 n_4' = 0, \quad a_7 n_3 - a_7 n_3' = 0,
\]

Since \( n_1 = n_1' \) and \( n_3 = n_3' \), it means two elements \( n_1 \) and \( n_3 \) are free parameters. Parameters \( n_2 \) and \( n_4 \) need to be determined. Inserting \( n_1 = n_1' \) and \( n_3 = n_3' \) in the above equations we get

\[
(n_2 - n_2') + a_7 (n_1 - n_3) = 0, \quad (n_4 - n_4') + a_7 n_2 + a_8 (n_1 - n_3) = 0, \quad a_7 (n_4 - n_4') + a_7^2 n_2 - a_8 (n_2 - n_2') = 0, \quad (n_4 - n_4') + (a_T^2 - a_8) (n_3 - n_1) + n_2' a_7 = 0.
\]

The above equations, can be reduced to the two equations

\[
(n_2 - n_2') - a_7 (n_1 - n_3) = 0, \quad (n_4 - n_4') + (a_T^2 - a_8) (n_3 - n_1) + n_2' a_7 = 0.
\]
First, if \( n_1 = n_3 \), then \( n_2 = n'_2 \) and \( (n_4 - n'_4) + n_2 a_2 = 0 \). Since the elements of automorphism group are arbitrary, there are two possibilities, \( n_2 = 0 \) which implies \( n_4 = n'_4 \); or \( n_2 \neq 0 \) which implies \( n_4 = n'_4 - n_2 a_2 \). Therefore, \( n_4 \) can be any arbitrary constant in the both cases.

Second, if \( n_1 \neq n_3 \), it is easy to see that \( n_2 \) and \( n_4 \) can be any arbitrary constant. Eventually, equivalence classes of Nijenhuis structures \( n \) are classified as follows.

\[
\begin{align*}
n^{(1)} &= \begin{pmatrix} n_1 & 0 & c_1 & 0 \\ 0 & n_1 & 0 & c_1 \\ 0 & 0 & n_1 & 0 \\ 0 & 0 & 0 & n_1 \end{pmatrix}, & n^{(2)} &= \begin{pmatrix} n_1 & -c_2 & c_3 & 0 \\ 0 & n_1 & 0 & c_3 \\ 0 & 0 & n_1 & c_2 \\ 0 & 0 & 0 & n_1 \end{pmatrix}, & n^{(3)} &= \begin{pmatrix} n_1 & -c_4 & c_5 & 0 \\ 0 & n_3 & 0 & c_5 \\ 0 & 0 & n_3 & c_4 \\ 0 & 0 & 0 & n_1 \end{pmatrix},
\end{align*}
\]

where \( c_1, c_3, c_4, c_5 \in \mathbb{R} \) and \( c_2 \in \mathbb{R} - \{0\} \).

A list of equivalence classes of the given Nijenhuis structures in table 2, for other Lie algebras are given in table 3.

Note that, similar to the table 1, there are two different types of coefficients in this table, free parameters \( n_i \) and arbitrary constants \( c_i \). We mean by free parameters \( n_i \), the parameters for which different values get non-equivalent Nijenhuis structures belonging to the different equivalence classes; and by \( c_i \), arbitrary constants such that for every different values of them, the corresponding Nijenhuis structures are equivalent belonging to the same class.

**Table 3.** Classification of Nijenhuis structures.

| \( g \) | Equivalence classes |
|---|---|
| \( A_{4,1} \) | \( n(X_1) = n_1 X_1 \), \( n(X_3) = c_3 X_1 + n_1 X_3 \), \( n(X_4) = c_1 X_2 + n_1 X_4 \), \( c_1 \in \mathbb{R} \). |
| \( A_{4,3} \) | \( n(X_1) = n_1 X_1 \), \( n(X_2) = -c_2 X_1 + n_1 X_2 \), \( c_3 \in \mathbb{R} \), \( c_2 \in \mathbb{R} - \{0\} \). |
| \( A_{4,5} \) | \( n(X_1) = n_1 X_1 \), \( n(X_3) = c_3 X_1 + n_1 X_3 \), \( n(X_4) = c_3 X_2 + n_1 X_4 \), \( n_1 \neq n_3 \). |
| \( A_{4,7} \) | \( n(X_1) = n_1 X_1 \), \( n(X_2) = n_2 X_2 + n_3 X_3 + n_1 X_4 \), \( c_3 \in \mathbb{R} \), \( n_2 \in \mathbb{R}^+ \) (or, \( n_2 \in \mathbb{R}^- \)). |
| \( A_{4,9} \) | \( n(X_1) = n_2 X_1 \), \( n(X_2) = 2c_4 X_1 + n_2 X_2 \), \( c_4 \in \mathbb{R} - \{0\} \). |
| \( A_{4,9} \) | \( n(X_1) = n_2 X_1 \), \( n(X_3) = n_2 X_3 \), \( n(X_4) = c_4 X_3 + n_2 X_4 \), \( c_3 \in \mathbb{R} - \{0\} \). |
| \( A_{4,9} \) | \( n(X_1) = n_2 X_1 \), \( n(X_2) = -2c_3 X_1 + n_2 X_2 \), \( c_3 \in \mathbb{R} \). |
| \( A_{4,9} \) | \( n(X_1) = n_2 X_1 \), \( n(X_2) = 2c_4 X_1 + n_2 X_2 \), \( c_3 \in \mathbb{R} \), \( n_2 \in \mathbb{R}^+ \) (or, \( n_2 \in \mathbb{R}^- \)). |
| \( A_{4,9} \) | \( n(X_1) = n_2 X_1 + c_1 X_2 \), \( n(X_2) = 2c_4 X_1 + n_2 X_2 \), \( c_3 \in \mathbb{R} \), \( c_1, c_4 \in \mathbb{R} - \{0\} \). |
| \( A_{4,9} \) | \( n(X_1) = n_3 X_3 \), \( n(X_2) = -2n_3 X_3 + n_1 X_4 \), \( n_2 \) or \( n_3 = 0 \). |
| \( A_{4,9} \) | \( n(X_1) = n_3 X_3 \), \( n(X_2) = -2n_3 X_3 + n_1 X_4 \), \( n_2 \) or \( n_3 = 0 \). |
### Table 3. (Continued.)

| $\mathfrak{g}$ | Equivalence classes |
|---------------|---------------------|
| $A_{4,9}$     |                     |
| $n(X_1) = n_3X_1$, $n(X_2) = c_2X_1 + n_3X_2$, $c_2, c_3 \in \mathbb{R} - \{0\}$ |
| $n(X_3) = c_3X_1 + n_3X_3$, $n(X_4) = -c_3(1 + b)X_2 + c_2(1 + b)X_3 + n_1X_4$, $c_2 \in \mathbb{R} - \{0\}$ |
| $n(X_1) = n_3X_1$, $n(X_2) = c_2X_1 + n_3X_2$, $c_2 \in \mathbb{R} - \{0\}$ |
| $n(X_3) = c_3X_1 + n_3X_3$, $n(X_4) = c_3(1 + b)X_3 + n_1X_4$, $c_3 \in \mathbb{R} - \{0\}$ |
| $n(X_1) = n_3X_1 + n_1X_3$, $n(X_2) = n_1X_2$, $c_2, c_3 \in \mathbb{R}$ |
| $n(X_3) = c_3X_1 + n_1X_3$, $n(X_4) = -2bc_2X_2 + 2bc_3X_3 + n_1X_4$, $c_2, c_3 \neq 0$ |
| $A_{4,11}$    |                     |
| $n(X_1) = n_3X_1 + n_3X_3$, $n(X_2) = n_3X_2$, $c_4 \in \mathbb{R}$ |
| $n(X_3) = c_4X_2 + n_3X_3$, $n(X_4) = (n_2 - n_3c)X_1 + c_5X_2 + c_5X_3 + n_3X_4$, $c_5 \in \mathbb{R} - \{0\}$ |
| $n(X_1) = n_2X_1 + n_3X_2$, $n(X_2) = n_2X_2$, $c_4 \in \mathbb{R}$ |
| $n(X_3) = c_4X_2 + n_3X_3$, $n(X_4) = (n_2 - n_3c)X_1 + c_5X_2 + c_5X_3 + n_3X_4$, $c_5 \in \mathbb{R} - \{0\}$ |
| $A_{2} \oplus A_2$ |                     |
| $n(X_1) = n_1X_1 - n_2X_2$, $n(X_2) = n_1X_2$, $c_4 \in \mathbb{R}$ |
| $n(X_3) = n_2X_2 + n_3X_3$, $n(X_4) = n_3X_4$, $c_4 \in \mathbb{R}$ |
| $A_{4,5}$     |                     |
| $n(X_1) = n_1X_1$, $n(X_2) = n_1X_2$, $c_3 \in \mathbb{R} - \{0\}$ |
| $n(X_3) = n_3X_3$, $n(X_4) = n_3X_4$, $n_1 \neq 0$ |
| $n(X_1) = n_3X_1 + n_4X_3$, $n(X_2) = n_3X_2 + n_3X_3 + n_1X_4$, $\ast$ |
| $n(X_3) = c_2X_1 + n_3X_3$, $n(X_4) = c_2X_2 + n_3X_4$, $c_2 \in \mathbb{R} - \{0\}$ |
| $n(X_1) = n_1X_1$, $n(X_2) = n_1X_2$, $c_4 \in \mathbb{R}$ |
| $n(X_3) = n_4X_3$, $n(X_4) = n_1X_4$, $n_1 \neq n_4$ |
| $A_{4,5}^{1, -n}$ |                     |
| $n(X_1) = n_1X_1 + n_3X_3$, $n(X_2) = n_1X_2 + n_3X_3$, $n_2, n_3 \neq 0$ |
| $n(X_3) = c_4X_3$, $n(X_4) = -c_3X_2 + n_4X_4$, $c_3 \in \mathbb{R} - \{0\}$ |
| $n(X_1) = n_1X_1$, $n(X_2) = n_1X_2 + c_2X_3$, $c_2 \in \mathbb{R} - \{0\}$ |
| $n(X_3) = c_3X_3$, $n(X_4) = c_3X_3 + n_4X_4$, $c_2 \in \mathbb{R}$ |
| $n(X_1) = n_3X_3$, $n(X_2) = n_1X_2$, $c_2 \in \mathbb{R}$ |
| $n(X_3) = n_4X_4$, $n(X_4) = n_1X_4$, $n_1 \neq n_4$ |
| $H \oplus \mathbb{R}$ |                     |
| $n(X_1) = n_1X_1 + n_5X_4$, $n(X_2) = -c_2X_1 + n_4X_2 + n_5X_3$, $n_5 \neq 0, n_1 \neq n_4$ |
| $n(X_3) = n_3X_3 + n_4X_4$, $n(X_4) = n_3X_3 + n_4X_4$, $c_2 \in \mathbb{R}$ |
| $n(X_1) = n_1X_1 + n_5X_4$, $n(X_2) = -c_2X_1 + n_1X_2 + n_5X_3$, $n_3, n_5 \neq 0$, $c_2 \in \mathbb{R}$ |
| $n(X_3) = n_3X_3 + n_4X_4$, $n(X_4) = n_3X_3 + n_4X_4$, $c_2 \in \mathbb{R}$ |
| $n(X_1) = n_1X_1 + n_5X_4$, $n(X_2) = -c_2X_1 + n_1X_2 + n_5X_3$, $n_5 \neq 0$, $c_2 \in \mathbb{R}$ |
| $n(X_3) = n_3X_3 + c_2X_4$, $n(X_4) = n_1X_4$, $c_2 \in \mathbb{R}$ |
| $n(X_1) = n_1X_1$, $n(X_2) = -c_2X_1 + n_4X_2$, $n_1 \neq n_4$ |
| $n(X_3) = n_3X_3 + c_2X_4$, $n(X_4) = c_3X_1 + n_4X_4$, $c_2, c_3 \in \mathbb{R}$ |
| $n(X_1) = n_1X_1$, $n(X_2) = -c_2X_1 + n_1X_2$, $c_2 \in \mathbb{R}$ |
| $n(X_3) = n_3X_3 + c_2X_4$, $n(X_4) = n_1X_4$, $c_3 \in \mathbb{R} - \{0\}$ |
Consider an invertible matrix \( r \) of the Lie algebra \( \mathfrak{g} \). Now, we consider a dynamical system with symmetry group \( G \) and take Lie group \( S \) with Lie algebra \( \mathfrak{s} \). Let manifold \( M^{2n} \) with the symplectic structure \( \omega_{ij} \) and local coordinate \( \{x_i\} \) be as a phase space and let Lie group \( G \) with Lie algebra \( \mathfrak{g} \) be symmetry group of a dynamical system. The Poisson bracket \( \{\cdot,\cdot\} \) defined by symplectic structure \( \omega_{ij} \) for arbitrary functions \( f, g \in C^\infty(M) \) is

\[
\{f, g\} = \Pi^{ij}_{\omega} \frac{\partial f}{\partial x_i} \frac{\partial g}{\partial x_j},
\]

where \( \Pi^{ij}_{\omega} \) is the inverse of the matrix \( \omega_{ij} \).

Now, we consider a dynamical system with symmetry group \( G \) for which dynamical variables \( S_k = S_k(x_i), (k = 1, ..., \text{dim}\mathfrak{g}) \) are constructed as functions on \( M \) satisfying the relation

\[
\{S_i, S_j\} = C^k_{ij} S_k,
\]

where \( C^k_{ij} \) are structure constants of the Lie algebra \( \mathfrak{g} \) of the symmetry group \( G \).

Consider an invertible \( r \)-matrix \( r \in \wedge^2 \mathfrak{g} \), where \( r = r^{ij} X_i \wedge X_j \). If we choose an irreducible representation of the Lie algebra \( \mathfrak{g} \) and take \( \{T_i\} \) to be a basis of \( \mathfrak{g} \) in this representation, then by \( \mathfrak{g} \)-valued functions

\[
Q(x) = S_i r^{ij} T_j,
\]

one may define functions

\[
I_k = \text{trace}(Q^k), \quad k \in \mathbb{N},
\]

as constants of motion of the dynamical system (for more details see, [18]). The dynamical system would be completely integrable (in the sense of Liouville) if there are \( n \) independent constants of motion and would be superintegrable if there are additional independent invariants up to \( 2n - 1 \).

Now consider an \( r \)-\( n \) structure \( (r, n) \) and \( r \)-matrix \( n \circ r \), thus

\[
Q = S_i n^i_k r^{kj} T_j \quad \implies \quad I_1 = S_i n^i_k r^{kj} \text{tr}(T_j).
\]
Suppose \( r^{(l)} = n^{(l)} \circ r \) be other solutions of the CYBE, so
\[
Q^{(l)} = S_i(n^{(l)}_j r^{kj} T_j) \implies I_1^{(l)} = S_i(n^{(l)}_j r^{kj} T_j).
\]

**Remark 7.1.** If we take \( H := I_1 \) and \( H^{(l)} := I_1^{(l)} \) as Hamiltonian functions of dynamical systems, then \( H = \sum H^{(l)} \), because we can take \( n := \sum n^{(l)} \).

**Example.** Consider the Euclidean space \( \mathbb{R}^4 \) as a phase space with the standard symplectic structure
\[
\omega = dx_1 \wedge dx_2 + dx_3 \wedge dx_4,
\]
so the Poisson bracket is
\[
\{x_1, x_2\} = \{x_3, x_4\} = 0, \quad \{x_1, x_3\} = \{x_2, x_4\} = 1.
\]
Suppose Lie algebra \( A_{4,1} \) be a symmetry group of a dynamical system. One can find functions \( S_k(x_i) \) by using the realizations of the Lie algebra [2]. Realizations of real solvable four-dimensional Lie algebras are listed in table 5 of [14]. We take the realizations
\[
X_1 := \partial_1, \quad X_2 := x_2 \partial_1, \quad X_3 := \frac{1}{2} x_2^2 \partial_1, \quad X_4 := -\partial_2,
\]
of the Lie algebra \( A_{4,1} \) in that table, thus functions \( S_k(x_i) \) can be regarded as
\[
S_1 = -x_3, \quad S_2 = -x_2 x_3, \quad S_3 = -\frac{1}{2} x_2^2 x_3, \quad S_4 = x_4.
\]
Since Lie algebra \( A_{4,1} \) is solvable, we can take a representation of four-dimensional triangular matrices for this Lie algebra as follows:
\[
T_1 = \begin{pmatrix} 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad T_2 = \begin{pmatrix} 0 & 1 & 0 & 2 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad T_3 = \begin{pmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad T_4 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]
where \([T_i, T_j] = C_{ij}^k T_k\) and \(C_{ij}^k\) are structure constants of Lie algebra \( A_{4,1} \). From (7.1) for the r-matrix
\[
r = X_1 \wedge X_4 - X_2 \wedge X_3
\]
we have
\[
Q(x) = -S_4 T_1 + S_3 T_2 - S_2 T_3 + S_1 T_4.
\]
Using (7.2), constants of motion are
\[
I_1 = 2 x_2 x_3 - x_3 - x_4, \quad I_2 = x_2^2 x_3^2 + (x_2 x_3 - x_3)^2 + x_4^2, \quad I_3 = x_2^3 x_3^3 + (x_2 x_3 - x_3)^3 - x_4^3,
\]
which means the dynamical system is superintegrable. We consider the following representatives of other equivalence classes of r-matrices for this algebra
\[
r^{(1)} = X_1 \wedge X_2, \quad r^{(2)} = X_3 \wedge X_1, \quad r^{(3)} = X_1 \wedge X_4 - X_1 \wedge X_3, \quad r^{(4)} = X_3 \wedge X_2.
\]
One can find functions \( Q^{(l)} \) as
\[
Q^{(1)} = S_1 T_2 - S_2 T_1, \quad Q^{(2)} = S_3 T_1 - S_1 T_3, \quad Q^{(3)} = (S_3 - S_4) T_1 - S_1 T_3 + S_1 T_4, \quad Q^{(4)} = S_3 T_2 - S_2 T_3,
\]
for the solutions \( r^{(1)} \), \( r^{(2)} \), \( r^{(3)} \) and \( r^{(4)} \), respectively; their corresponding constants of motion are
\[
I_1^{(1)} = x_2 x_3, \quad I_1^{(2)} = 2 x_3 - \frac{1}{2} x_2^2 x_3, \quad I_1^{(3)} = x_3 - \frac{1}{2} x_2^2 x_3 - x_4, \quad I_1^{(4)} = 2 x_2 x_3.
\]
They are constants of motion of four dynamical systems which have the same symmetry group \( A_{4,1} \). Dynamical systems related to the second and third one are completely integrable.
Since \( r \)-matrices \( r \) and \( r^{(l)} \) are compatible, there exist Nijenhuis structures \( n^{(l)} := r^{(l)} \circ r^{-1} \) such that the couples \((r, n^{(l)})\) are compatible \( r \)-\( n \) structures. In fact, \( n^{(l)} \)'s are the following elements of the equivalence classes of Nijenhuis structures given in table 3 corresponding to \( r \)-\( n \) structures \((r, n)\) on the Lie algebra \( A_{4,1} \):

\[
\begin{align*}
(n^{(1)})(X_1) &= 0, & \quad (n^{(1)})(X_2) &= 0, & \quad (n^{(1)})(X_3) &= X_1, & \quad (n^{(1)})(X_4) &= X_2, \\
(n^{(2)})(X_1) &= 0, & \quad (n^{(2)})(X_2) &= X_1, & \quad (n^{(2)})(X_3) &= 0, & \quad (n^{(2)})(X_4) &= -X_3, \\
(n^{(3)})(X_1) &= X_1, & \quad (n^{(3)})(X_2) &= X_1, & \quad (n^{(3)})(X_3) &= 0, & \quad (n^{(3)})(X_4) &= -X_3 + X_4, \\
(n^{(4)})(X_1) &= 0, & \quad (n^{(4)})(X_2) &= X_2, & \quad (n^{(4)})(X_3) &= X_3, & \quad (n^{(4)})(X_4) &= 0.
\end{align*}
\]

According to Remark 7.1 if we take \( H^l := I_1^{(l)} \) as Hamiltonian functions of dynamical systems, then

\[
H := \sum H^{(l)} := I_1 = 3x_3 + 3x_2x_3 - x_2^2x_3 - x_4
\]

is a Hamiltonian function for the dynamical system which corresponds to \( r \)-matrix \( n \circ r \), such that

\[
n(X_1) = X_1, \quad n(X_2) = 2X_1 + X_2, \quad n(X_3) = X_1 + X_3, \quad n(X_4) = X_2 - 2X_3 + X_4.
\]

This dynamical system is superintegrable and two others constants of motion are

\[
\begin{align*}
I_2 &:= (x_2x_3 + 2x_3)^2 + (x_2x_3 + x_3)^2 + (x_2x_3 - x_4 - x_2^2x_3)^2, \\
I_3 &:= (x_2x_3 + 2x_3)^3 + (x_2x_3 + x_3)^3 + (x_2x_3 - x_4 - x_2^2x_3)^3.
\end{align*}
\]

### 8. Concluding Remarks

In this paper we consider invariant Poisson-Nijenhuis structures on Lie groups. We characterized the infinitesimal counterpart of such structures and showed that, under a certain condition, they are in one-to-one correspondence with compatible solutions of the classical Yang-Baxter equation. As an important result, an invertible \( r \)-matrix can be used to produce compatible \( r \)-matrices by using the theory of \( r \)-\( n \) structures.

Given a phase space with a Lie group as a symmetry group of a dynamical system, using the results of Section 4 and the classification procedure in Section 5, one can explicitly find a number of dynamical systems on phase space which can be constructed using \( r \)-matrices.

We listed all \( r \)-matrices and all \( r \)-\( n \) structures with invertible \( r \), up to a natural equivalence, on four-dimensional symplectic real Lie algebras; equivalently we have, up to an equivalence, all invariant Poisson structures, and all invariant Poisson-Nijenhuis structures with invertible Poisson structures on the corresponding Lie groups.

It is worth mentioning that having right invariant Poisson structures, one can produce multiplicative Poisson structures which are the Poisson structures for which the group multiplication is a Poisson epimorphism \([17]\). Under the same hypotheses as in Corollary 3.3, we deduce that

\[
\Pi_k = \overrightarrow{r_k} - \overrightarrow{r_k}
\]

is a coboundary multiplicative Poisson structure on \( G \), for every \( k \in \mathbb{N} \). Moreover, since \( \overrightarrow{r_k} \) and \( \overrightarrow{r_l} \) are compatible right-invariant Poisson structures, it follows that \([r_k, r_l] = 0\) and, thus,

\[
[[\Pi_k, \Pi_l] = [\overrightarrow{r_k, r_l}] = [r_k, r_l] = 0
\]

(note that \([\overrightarrow{r_k, r_l}] = 0\)). Therefore, \( \Pi_k \) and \( \Pi_l \) are compatible multiplicative Poisson structures on \( G \).

A generalization of the Poisson coalgebra approach to bi-Hamiltonian systems was shown in \([4]\), and a construction of integrable deformations of bi-Hamiltonian systems, based on the theory of multiplicative Poisson structures on the Lie groups, was presented (for more details, see \([3, 4, 5]\) ).
As an application of our work, one can investigate the deformation of completely integrable Hamiltonian and bi-Hamiltonian systems using the hierarchies of multiplicative Poisson structures associated with right-invariant $P$-$N$ structures on the Lie groups, and the relation between the obtained results on the Lie algebras in the present paper and the underlying geometric structure of such systems on the Lie groups.

It would be also of interest to get insight into the relation between $r$-$n$ structures and quantum $r$-matrices and study the procedure along quantization, we hope to present this elsewhere.
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**Appendix.**

| Lie algebra | Automorphisms group | Lie algebra | Automorphisms group |
|-------------|----------------------|-------------|----------------------|
| $II \oplus \mathbb{R}$ | $a_{11}a_{6} - a_{10}a_{7}$ $a_{2}$ $a_{3}$ $a_{4}$ |
| $V I I_{0} \oplus \mathbb{R}$ | $a_{1}$ $a_{2}$ $a_{3}$ $0$ $a_{6}$ $a_{7}$ $0$ $a_{10}$ $a_{11}$ $0$ $a_{14}$ $a_{15}$ $a_{16}$ |
| $A_{4,2}^{-1}$ | $a_{1}$ $a_{6}$ $0$ $a_{8}$ $0$ $0$ $0$ $1$ |
| $A_{4,5}^{a,-a}$ | $a_{1}$ $0$ $0$ $a_{4}$ $0$ $a_{6}$ $0$ $a_{8}$ $0$ $a_{11}$ $a_{12}$ $0$ $0$ $0$ $1$ |
| $A_{4,6}^{0}$ | $a_{1}$ $0$ $0$ $a_{4}$ $0$ $a_{6}$ $a_{7}$ $a_{8}$ $0$ $a_{11}$ $a_{12}$ $0$ $0$ $0$ $1$ |
| $A_{4,9}^{-1}$ | $a_{11}a_{6} - 2a_{12}a_{6} a_{8}a_{11}$ $a_{4}$ $0$ $0$ $a_{11}$ $a_{12}$ $0$ $0$ $0$ $1$ |
| $A_{4,9}^{0}$ | $a_{11}a_{6} - a_{12}a_{6} a_{8}a_{11}$ $a_{4}$ $0$ $0$ $a_{11}$ $a_{12}$ $0$ $0$ $0$ $1$ |
| $A_{4,12}^{a,-a}$ | $a_{1}$ $a_{2}$ $a_{3}$ $a_{4}$ $0$ $0$ $1$ $0$ $0$ $0$ $1$ |
| $A_{4,11}^{b}$ | $a_{6} + a_{7} a_{8}$ $a_{4}$ $0$ $a_{6}$ $a_{7}$ $a_{8}$ $0$ $a_{6}$ $a_{12}$ $0$ $0$ $0$ $1$ |
| $A_{4,12}^{b}$ | $a_{6} + a_{7} a_{8}$ $a_{4}$ $0$ $a_{6}$ $a_{7}$ $a_{8}$ $0$ $a_{6}$ $a_{12}$ $0$ $0$ $0$ $1$ |
| $A_{4,9}^{a}$ | $a_{11}a_{6} - a_{10}a_{7}$ $C$ $D$ $a_{4}$ $0$ $a_{6}$ $a_{7}$ $a_{8}$ $0$ $a_{6}$ $a_{12}$ $0$ $0$ $0$ $1$ |

$C := a_{10}a_{8} - a_{12}a_{6}$

$D := a_{8}a_{11} - a_{7}a_{12}$
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