FROM ORBITAL MAGNETISM
TO BULK-EDGE CORRESPONDENCE

HORIA D. CORNEAN, MASSIMO MOSCOLARI AND STEFAN TEUFEL

Abstract. By extending the gauge covariant magnetic perturbation theory to operators defined on half-planes, we prove that for 2d random ergodic magnetic Schrödinger operators, the zero-temperature bulk-edge correspondence can be obtained from a general bulk-edge duality at positive temperature involving the bulk magnetization and the total edge current. Our main result is encapsulated in a formula, which states that the derivative of a large class of bulk partition functions with respect to the external constant magnetic field, equals the expectation of a corresponding edge distribution function of the velocity component which is parallel to the edge. Neither spectral gaps, nor mobility gaps, nor topological arguments are required. The equality between the bulk and edge indices, as stated by the conventional bulk-edge correspondence, is obtained as a corollary of our purely analytical arguments by imposing a gap condition and by taking a “zero-temperature” limit.
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1. Introduction and main results

We consider random magnetic Schrödinger operators $H_{\omega,b}$ with $b := -e B$, where $B \in \mathbb{R}$ is the strength of a constant magnetic field and $e$ is the positive elementary charge. These operators act
in $L^2(\mathbb{R}^2)$. The restriction of $H_{\omega,b}$ to the half-space $E := \{(x_1, x_2) \in \mathbb{R}^2 \mid x_2 \geq 0\}$ with a Dirichlet boundary condition at $x_2 = 0$ is denoted by $H^{E}_{\omega,b}$. It is well known that under a suitable covariance condition with respect to magnetic $\mathbb{Z}^2$-translations and for a large class of smooth distribution functions $F : \mathbb{R} \to \mathbb{R}$ which decay fast enough at infinity, the corresponding bulk density

$$B_F(b) := \mathbb{E} (\text{Tr} (\chi_{\Lambda_L} F(H_{\omega,b}))) \overset{a.s.}{=} \lim_{L \to \infty} L^{-2} \text{Tr} (\chi_{\Lambda_L} F(H_{\omega,b}))$$

with $\Lambda_L := [-L/2, L/2]^2$ is well defined and almost surely equal to the average density. Here $\mathbb{E}$ denotes the expectation with respect to the randomness $\omega$. In this work we prove that $b \mapsto B_F(b)$ is differentiable and that its derivative equals minus the total particle current parallel to the edge for the edge Hamiltonian $H^{E}_{\omega,b}$ in the state $F'(H^{E}_{\omega,b})$:

$$B'_F(b) = - \lim_{L \to \infty} \mathbb{E} (\text{Tr} (\chi_L i [H^{E}_{\omega,b}, X_1] F'(H^{E}_{\omega,b}))) .$$

Here $\chi_L(x)$ is a suitable regularisation of the characteristic function of the strip $[0, 1] \times [0, L]$ to be discussed below and $i[H^{E}_{\omega,b}, X_1]$ is the velocity operator for the edge Hamiltonian in the $x_1$-direction. Also, in the expectation over disorder can be replaced by a spatial average almost surely:

$$\mathbb{E} (\text{Tr} (\chi_L i [H^{E}_{\omega,b}, X_1] F'(H^{E}_{\omega,b}))) \overset{a.s.}{=} \lim_{M \to \infty} M^{-1} \text{Tr} (\chi_{\Lambda,M} i [H^{E}_{\omega,b}, X_1] F'(H^{E}_{\omega,b})), \quad \text{where } \chi_{\Lambda,M} \text{ is supported on the strip } [0, M] \times [0, L].$$

While we will discuss the physical implications of equation (1.2) in detail in Section 1.3, let us mention that for $F(x) = -T \ln (1 + e^{-(x-x_0)/T})$, with chemical potential $\mu \in \mathbb{R}$ and temperature $T > 0$, equation (1.2) states that the grandcanonical bulk magnetization $m^B(b, T, \mu)$, namely the left-hand side of equation (1.2) (see also (1.12)) equals the total edge charge-current $I^E(b, T, \mu)$ flowing along the edge, that is the right-hand side of equation (1.2) (see also (1.16)), i.e.

$$m^B(b, T, \mu) = I^E_1(b, T, \mu) \quad \text{for all } b, \mu \in \mathbb{R}, \; T > 0 .$$

Under the further assumption that $\mu$ lies in an almost sure spectral gap of the bulk Hamiltonian, by taking the limit $T \to 0$ we obtain the equality of the transverse zero-temperature bulk conductivity $\sigma_{12}(b, T = 0, \mu)$ and the edge zero-temperature conductance $\sigma_{E}(b, T = 0, \mu)$, i.e.

$$\sigma_{12}(b, 0, \mu) = \sigma_{E}(b, 0, \mu). \quad \text{(1.5)}$$

As a by-product of our main result, in Appendix C we extend for the pure Landau–Hamiltonian the bulk-edge correspondence of transport coefficients also to the case of positive temperatures. In Section 1.3.3 we discuss how to possibly extend this result to more general settings. Furthermore, in Appendix D we briefly sketch how to apply our strategy to tight-binding models, using both position operators and switch functions.

Regarding the development of new mathematical techniques, we extend for the first time the gauge covariant magnetic perturbation theory [26, 73, 27, 19] to non-relativistic magnetic Schrödinger operators defined on infinite domains with boundary.

1.1. The setting. Each electron moves in a $\mathbb{Z}^2$-periodic scalar potential $V$ under the influence of a $\mathbb{Z}^2$-periodic magnetic field which is orthogonal to the plane. If the flux per unit cell of the periodic magnetic field is zero, then it is generated by a periodic magnetic potential; otherwise, the magnetic potential can be divided in two components: one, $A$, that is periodic, and another one, $A$, that has a linear growth. We assume that $V : \mathbb{R}^2 \to \mathbb{R}$ and $A, A : \mathbb{R}^2 \to \mathbb{R}^2$ are smooth. Moreover, we include the presence of a disordered background. Let $\nu$ be a probability measure on $[-1, 1]$, we define $\Theta = [-1, 1]^\mathbb{Z}^2$ and we consider $\mathbb{P} = \mathcal{O}_{\mathbb{Z}^2} \nu$ to be a probability measure on $\Theta$. We denote by $\mathbb{E}$ the expectation on the probability space $(\Theta, \mathbb{P})$. For every $\omega \in \Theta$ we define a random potential $V_{\omega}$, by

$$V_{\omega}(x) = \sum_{\gamma \in \mathbb{Z}^2} \omega_{\gamma} u(x - \gamma)$$
Under the previous hypothesis, we have that, for every lattice generated by the vector $(1,0)$, the boundary condition at $C_H$ is essentially self-adjoint on $C_0^\infty(\mathbb{R}^2)$, while $H_{\omega,b}^F$ is essentially self-adjoint on $C^\infty(\mathbb{R}^2)$ (up to the boundary) with a Dirichlet boundary condition at $x_2 = 0$ and with compact support. Furthermore, both operators are bounded from below and we denote by $\Sigma(b)$, and $\Sigma_E(b)$ respectively, their almost sure spectrum. Note that $\text{inf } \Sigma(0) \leq \text{inf } \Sigma(b) \leq \text{inf } \Sigma_E(b)$ due to the diamagnetic inequality and the min-max principle.

1.2. General bulk-edge correspondence at positive temperature. We are now ready to state our main result regarding a general correspondence between bulk and edge quantities that holds true at any positive temperature.

**Theorem 1.1.** Let $\Omega = [0,1] \times [0,1] \subset \mathbb{R}^2$ and denote by $\chi_\Omega$ its indicator function. Let also $\chi_L$ be the indicator function of the strip $S_L := [0,1] \times [0,L]$, $L \geq 1$. Let $F$ be any real valued function whose restriction to $[\text{inf } \Sigma(0), \infty)$ can be extended to a Schwartz function. Then:
(i) Both \( \chi_{\Omega} F(H_{\omega,b}) \) and \( \chi_{L} F(H_{\omega,b}^{E}) \) are trace class and we may define:

\[
\rho_{L,\omega}(b) := \frac{1}{L} \text{Tr} \left( \chi_{L} F(H_{\omega,b}^{E}) \right), \quad B_{F}(b) := E \left( \text{Tr} \left( \chi_{\Omega} F(H_{\omega,b}) \right) \right).
\]

Also, \( B_{F}(-) \) and \( \rho_{L,\omega}(-) \) are differentiable and

\[
\lim_{L \to \infty} \rho_{L,\omega}(b) = B_{F}(b), \quad \lim_{L \to \infty} \frac{d\rho_{L,\omega}}{db}(b) = \frac{dB_{F}}{db}(b) \quad \text{for almost all } \omega \in \Theta.
\]

(ii) Let \( g \in C^{1}([0,1]) \) be any real function such that \( g(0) = 1 \) and \( g(1) = 0 \). Define \( \chi_{L}(x) := \chi_{L} b(x)g(x_{2}/L) \). Then:

\[
\frac{dB_{F}}{db}(b) = - \lim_{L \to \infty} E \left( \text{Tr} \left( \chi_{L} i \left[ H_{\omega,b}^{E}, X_{1} \right] F'(H_{\omega,b}^{E}) \right) \right).
\]

The quantity \( B_{F}(b) \) is a standard generalization of the integrated density of states for the bulk Hamiltonian and, in the same way, the quantity \( \rho_{L,\omega}(b) \) can be interpreted as a generalized integrated density of states of the edge Hamiltonian corresponding to a strip of width 1 and height \( L \), which starts at the edge and goes far up into the bulk, see Figure 1. The trace class properties of \( \chi_{\Omega} F(H_{\omega,b}) \) and \( \chi_{L} F(H_{\omega,b}^{E}) \) are just a consequence of the localization of the integral kernels of \( F(H_{\omega,b}) \) and \( F(H_{\omega,b}^{E}) \), see Lemma 1.2. Moreover, a standard application of Birkhoff’s ergodic theorem allows to replace the disorder by a spatial average almost surely, see for example (1.1) and (1.3).

Then, while the first limit in (1.9) is a consequence of the locality of the elliptic operators we work with, the second limit in (1.9) is more subtle because it requires a careful analysis and control of the magnetic dependence of \( \rho_{L,\omega} \), which we do by extending the gauge covariant magnetic perturbation theory to operators defined on infinite domains with boundary. Finally, (1.10) connects the magnetic derivative of the bulk generalized integrated density of states with the total edge current. The physical interpretation of Theorem 1.1 in terms of bulk and edge quantities is discussed in Section 1.3, while the definition and role of the total edge current and bulk magnetization is thoroughly discussed in Section 1.3.2 and Section 1.3.1 respectively.

Remark 1.2. The results of Theorem 1.1 still hold true, with essentially the same proof, in the case where the edge Hamiltonian is perturbed by a smooth potential \( W_{\omega} \) supported in a finite strip near the edge, that is \( \text{supp}(W_{\omega}) \subseteq \mathbb{R} \times [0,d] \), \( d > 0 \). More precisely, let \( H_{\omega,b}^{E,W} = H_{\omega,b}^{E} + W_{\omega} \) be the perturbed edge Hamiltonian densely defined on \( L^{2}(E) \) with Dirichlet boundary condition at \( x_{2} = 0 \). We assume that \( (H_{\omega,b}^{E,W})_{\omega \in \Theta} \) is still ergodic on the one-dimensional lattice generated by (1,0). Then for all \( g \) satisfying the assumptions listed in Theorem 1.1, we have that

\[
\lim_{L \to \infty} E \left( \text{Tr} \left( \chi_{L} i \left[ H_{\omega,b}^{E,W}, X_{1} \right] F'(H_{\omega,b}^{E,W}) \right) \right) = \lim_{L \to \infty} E \left( \text{Tr} \left( \chi_{L} i \left[ H_{\omega,b}^{E}, X_{1} \right] F'(H_{\omega,b}^{E}) \right) \right),
\]

which generalizes [12] Theorem 1) to positive temperature. Physically (1.11) means that the total edge current is independent of the potential landscape near the edge. This is important, since in real samples the interaction between the electrons leads to variations of the density near the edge resulting in a complicated self-consistent landscape of the electro-chemical potential, see e.g. [87] and references therein. In particular, the microscopic edge current density is very sensitive to these microscopic details as well as to the exact location of the edge, while the total edge current is not. We take this as an indication that while the precise form of edge-states of specific one-body Hamiltonians is of mathematical interest, it does not play a major role in the physical explanation of the universality of edge currents.

Remark 1.3. Our results in (1.9) are related to the thermodynamic limit for the Landau diamagnetism [4, 53, 15, 76, 15]. They are also connected with the analysis of a higher order magnetic response of the bulk system, which consists of proving asymptotic series in \( b - b_{0} \) of the type

\[
B_{F}(b) \sim B_{F}(b_{0}) + \sum_{n \geq 1} (b - b_{0})^{n} \Xi_{n}(b_{0}).
\]
In this kind of expansions, our gauge covariant magnetic perturbation theory plays a crucial role and has been adapted by physicists to various discrete bulk models. A typical physical application is the study of the zero-field orbital susceptibility \([15, 77]\), but also higher order expansions are recently considered to be of physical interest \([39]\).

**Remark 1.4.** In Theorem \([1.1]\) \((H_{\omega,b})_{\omega \in \Theta}\) is ergodic with respect to the lattice \(\mathbb{Z}^2\). However, the results of Theorem \([1.1]\) hold true for a generic two-dimensional lattice \(\Gamma \subset \mathbb{R}^2\) generated by two linearly independent vectors \(\mathbf{a}_1, \mathbf{a}_2\) (where we assume without loss of generality that \(\mathbf{a}_1 = (a_{11}, 0)\) with \(a_{11} > 0\) and \(\mathbf{a}_2 = (a_{21}, a_{22})\) with \(a_{22} > 0\), provided that one makes the following changes:

(i) The fundamental cell \(\Omega\) is replaced by the fundamental cell of the new lattice \(\Gamma\), that is \(\Omega' := \{x \in \mathbb{R}^2 \mid x = \beta_1 \mathbf{a}_1 + \beta_2 \mathbf{a}_2, \beta_1, \beta_2 \in [0, 1]\}\). Also, the set \(S'_L\) has to be replaced by \(S'_L := \{x \in \mathbb{R}^2 \mid x = \beta_1 \mathbf{a}_1 + \beta_2 (0, a_{22}), \beta_1 \in [0, 1], \beta_2 \in [0, L]\}\).

(ii) The function \(\chi_\Omega\) is replaced by \(\frac{1}{|\Omega'|} \chi_{\Omega'}\), where \(|\Omega'|\) denotes the area of \(\Omega'\).

(iii) The function \(\chi_L\) has to be replaced by \(\chi_{\Omega'}(x)g(x_2/(L a_{22}))\).

In particular, this implies that our main result \([1.2]\) holds true also for more general half-spaces of the form \(E_{(\alpha_1, \alpha_2)} := \{(x_1, x_2) \in \mathbb{R}^2 \mid x_2 \geq \alpha_1 x_1 + \alpha_2\}\) with \((\alpha_1, \alpha_2) \in \mathbb{Q} \times \mathbb{R}\), i.e. when the cut defining the edge Hamiltonian follows any shifted crystallographic plane. A detailed presentation of such generalization involves a careful use of unitary rotation maps and it will be provided elsewhere.

1.3. Physical implications of Theorem \([1.1]\) In this section we give a physical interpretation of Theorem \([1.1]\). The more mathematically inclined readers can skip this part on their first read. Depending on the precise form of \(F\), equation \([1.2]\) acquires different physical meanings, but in all cases, \(B_F\) is a thermodynamic bulk density and the right-hand side of \([1.2]\) is some form of an edge current.

The most important situation is the case in which the function \(F = F_{\text{GCP}}(x) := -T \ln (1 + e^{-(x-\mu)/T})\) with chemical potential \(\mu \in \mathbb{R}\) and temperature \(T > 0\). According to standard equilibrium quantum statistical mechanics, the bulk quantity \(-B_{F_{\text{GCP}}} (b)\) equals the grand canonical pressure \(p^B(b, T, \mu)\). The regularity properties of this function in terms of \(b\) and \(\mu\) were thoroughly studied in \([15]\). In particular, it is \(C^2\) in \(b\) and \(\mu\) when \(T > 0\). Its partial derivatives define the (orbital) magnetization \(m^B(b, T, \mu) := \partial_{\mu} p^B(b, T, \mu)\) (here \(\mathbb{B} = -b/e\)) and the particle density \(n^B(b, T, \mu) := \partial_b p^B(b, T, \mu)\).

We notice that \(F_{\text{GCP}}(x) = (e^{(x-\mu)/T} + 1)^{-1} = F_{\text{FD}}(x)\) is the Fermi-Dirac distribution and it turns out that

\[ n^B(b, T, \mu) = \partial_b p^B(b, T, \mu) = B_{F_{\text{FD}}} (b). \]

Differentiating \(-B_{F_{\text{GCP}}} (b)\) with respect to \(\mathbb{B} = -b/e\) and multiplying both sides with \(e\), the new left-hand side of \([1.2]\) becomes the magnetization while the new right-hand side becomes the total edge charge-current \(I^E_F(b, T, \mu)\) (see also Section 1.3.2) in the Gibbs state \(F_{\text{FD}}(H^E_{\omega,b})\). In conclusion, if \(F = F_{\text{GCP}},\) our main equation \([1.2]\) leads to \([1.4]\). This relation together with \([1.9]\) is also connected with the well-known problem of the thermodynamic limit of Landau diamagnetism \([9, 53, 18, 15]\) and diamagnetic currents \([62, 60]\). Formula \([1.4]\) extends similar relations derived in \([62, 60]\) for the case of pure Landau Hamiltonians with Boltzmann partition functions, i.e. \(F(x) = e^{-x/T}\). There, the authors can only handle a pure exponential function because their approach is based on the Feynman-Kac formula applied to magnetic Gibbs semigroups.

Differentiating with respect to \(\mu\) in formula \([1.4]\), followed by a zero-temperature limit and coupled with the well-known Streda formula, leads to our formula \([1.5]\). This provides a new alternative proof to the bulk-edge correspondence between the zero-temperature bulk conductivity and edge conductance, as it is explained in Section 1.4. However, in order to understand the implications of \([1.4]\) for the positive temperature quantum transport coefficients, we have to do a preliminary analysis on the bulk magnetization and the total edge current.

1.3.1. The bulk magnetization. Assume for simplicity that we only have scalar potential \(V\) that is smooth and \(\mathbb{Z}^2\)-periodic and that \(\mathcal{A} = 0\). Then, consider \(H_{\mathcal{A}}(b) = 2^{-1}(-i \partial_1 + bx_2)^2 - 2^{-1} \partial_2^2 + V\) with Dirichlet boundary conditions in some big square box \(\Lambda\) centered at the origin and with size
length \( \ell \). Let \( F_{\text{GCP}}(x) = -T \ln (1 + e^{-(x-\mu)/T}) \) with chemical potential \( \mu \in \mathbb{R} \) and temperature \( T > 0 \), and \( F_{\text{FD}}(x) = F_{\text{GCP}}(x) = 1/(1 + e^{(x-\mu)/T}) \). The grandcanonical magnetization can be written, up to physical constants, as a thermodynamic limit of the form

\[
m_B^{\text{GCP}}(b, T, \mu) = \lim_{L \to \infty} \frac{1}{|A_L|} \text{Tr} \left( (\partial_b H_{\Lambda_L}(b)) F_{\text{FD}}(H_{\Lambda_L}(b)) \right)
\]

(1.12)

\[
\approx \frac{1}{|A_L|} \text{Tr} \left( (\partial_b H_{\Lambda_L}(b)) F_{\text{FD}}(H_{\Lambda_L}(b)) \right) = -\frac{1}{|A_L|} \int_{A_L} dx \, x_2 \left( P_b H_{\text{FD}}(H_{\Lambda_L}(b)) \right)(x, \mathbf{x}), \quad L \gg 1.
\]

(1.13)

Using the gauge covariance of the bulk Hamiltonian defined on the whole space, it is natural to expect that the expression of the magnetization contains two terms \cite{84, 79}: one term which involves a bulk contribution coming from \( P_b H_{\text{FD}}(H_{b, T, \mu}) \) defined on the whole space, that we call \( m_B^{\text{circ}}(b, T, \mu) \), and one extra term due to the presence of extended edge states and the fact that the multiplication operator with \( x_2 \) is of order \( L \) near the boundary of \( \Lambda_L \), that we call \( m_B^{\text{res}}(b, T, \mu) \). Since the bulk magnetization, being a bulk quantity, can be expressed solely in term of the bulk Hamiltonian, we have that the edge states contribution to the thermodynamic limit can also be expressed by using the bulk Hamiltonian. This fact can be explicitly illustrated for pure Landau Hamiltonians, see Appendix C. In the discrete case, under the extra assumption that the spectrum of the bulk Hamiltonian is composed by \( M \) simple Bloch bands \( \{ E_l(k) \}_{l=1}^M \), it has been shown in \cite{79} Corollary 4 and \cite{80} Corollary 3 that one can split the bulk magnetization into two terms

\[
m_B(b, T, \mu) = m_B^{\text{circ}}(b, T, \mu) + m_B^{\text{res}}(b, T, \mu)
\]

(1.14)

\[
m_B^{\text{circ}}(b, T, \mu) := \sum_{l=1}^M \int_{B_b} \frac{dk}{(2\pi)^2} F_{\text{FD}}(E_l(k)) R_{1,2}^{(l)}(k)
\]

\[
m_B^{\text{res}}(b, T, \mu) := \sum_{l=1}^M \int_{B_b} \frac{dk}{(2\pi)^2} F_{\text{GCP}}(E_l(k)) \Omega_{1,2}^{(l)}(k)
\]

where \( B_b \) is the enlarged magnetic Brillouin zone, \( R_{1,2}^{(l)}(k) \) is associated with the Rammal-Wilkinson tensor and \( \Omega_{1,2}^{(l)}(k) \) is the Berry curvature, see \cite{79} for a precise statement. We expect that a similar splitting also holds true in the continuum case, but the extension to the continuum setting is not trivial and we postpone its analysis to a future work \cite{25}.

By comparing the thermodynamic definition of the grandcanonical magnetization and the expression (1.14) for the magnetization, we deduce that the residual part of the magnetization, \( m_B^{\text{res}}(b, T, \mu) \), is the one associated with the edge states, hence it is the one relevant for the quantum Hall effect. Indeed, at zero temperature the Hall conductivity satisfies (see for example \cite{76})

\[
\sigma_H(b, 0, \mu) = -e \partial_\mu m_B^{\text{res}}(b, 0, \mu).
\]

(1.15)

For the pure Landau Hamiltonian, see \cite{25} and Appendix C we have that formula (1.15) is valid also at positive temperature. The formal semiclassical result of \cite{89} (see also the recent book \cite{85}) suggests that (1.15), when \( \sigma_H \) is the antisymmetric part of the conductivity tensor, should be valid also at positive temperature under specific assumptions and in suitable limiting regimes. Rigorous results in this direction are in preparation \cite{32}. Furthermore, notice that in \cite{88} the splitting of the magnetization is discussed together with the relation of \( m_B^{\text{res}} \) to the edge states by using wave packet dynamics. Instead, the term \( m_B^{\text{circ}}(b, T, \mu) \) is associated to the internal motion of the wave packet and, as one can see in the Landau example, this is due to the fact that electrons in the Landau levels carry a certain angular momentum. This can be also explained by analyzing the semiclassical circular electronic orbits.

Heuristically, we can consider \( m_B^{\text{circ}}(b, T, \mu) \) to be the density of the angular momentum of the bulk system. However, as this analysis suggests, the total magnetization of a quantum system is not equal to the density of angular momentum but there is some extra term due to the appearance of edge states in the thermodynamic limit procedure. This extra term is given by \( m_B^{\text{res}}(b, T, \mu) \),
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which cannot be understood in terms of any (local) density, in view of the delocalized nature of the edge states.

1.3.2. The total edge current. Consider $F$ to be the Fermi-Dirac distribution, namely $F_{\text{FD}}(x) := (e^{(x-\mu)/T} + 1)^{-1}$. But the same arguments apply for any function $F$ satisfying the hypothesis of Theorem 1.1. According to Lemma 1.11, the so-called bulk “averaged equilibrium current per unit area” vanishes when we average over any translated unit cell $\Omega + a, a \in \mathbb{R}^2$.

\[
E(\text{Tr}(\chi_{\Omega+a}i[H_{\omega,b}, X_1] F_{\text{FD}}(H_{\omega,b}))) = 0.
\]

The main contribution to the right-hand side of (1.2) is thus expected to come from a particle-current flowing near the edge. However, the current density operator $i[H_{\omega,b}, X_1] F_{\text{FD}}(H_{\omega,b})$ restricted to the strip $[0, 1] \times [0, \infty)$ is not trace class by itself, but only when subtracting the oscillating contributions in the bulk.

Indeed, let us define the averaged density of the bulk and edge particle-current by evaluating the integral kernels of the corresponding current density operators on the diagonal and then averaging over one period in the direction parallel to the edge,

\[
j_{\text{B/E}}^1(x_2) := \int_0^1 dx_1 \mathbb{E} \left( i \left[ H_{\omega,b}^{E}, X_1 \right] F_{\text{FD}}(H_{\omega,b}^{E}) \right) ((x_1, x_2), (x_1, x_2)).
\]

Clearly, $j_{\text{B}}^1$ is $Z$-periodic and, by construction, $j_{\text{E}}^1$ is supported on $\{x_2 \geq 0\}$. The vanishing of the averaged equilibrium current per unit area implies that $j_{\text{B}}^1$ is zero when averaged over any interval of length one. By exploiting geometric perturbation theory, see Appendix B it is possible to show \cite{72} that $j_{\text{E}}^1(x_2) - j_{\text{B}}^1(x_2) = O(x_2^{-\infty})$ for $x_2 \to +\infty$, hence $j_{\text{E}}^1 - j_{\text{B}}^1$ is integrable. Thus $j_{\text{E}}^1$ is integrable if and only if $j_{\text{B}}^1 \equiv 0$. The general situation is sketched in Figure 2.

It turns out that the quantity $\int_0^\infty (j_{\text{E}}^1(x_2) - j_{\text{B}}^1(x_2)) \, dx_2$ is not a good definition for the total edge particle-current, since subtracting $j_{\text{B}}^1$ all the way near the edge produces an uncontrolled offset.

A natural solution to this problem is to subtract $j_{\text{B}}^1$ from $j_{\text{E}}^1$ only in the bulk by using a suitable cut-off function. Consider a $C^1$-function $g : [0, 1] \to [0, 1]$ with $g(0) = 1$ and $g(1) = 0$, and let us define the total edge charge-current as

\[
I_{\text{E}}^1 := -e \lim_{L \to \infty} \int_0^L dx_2 (j_{\text{E}}^1(x_2) - (1 - g(x_2/L))j_{\text{B}}^1(x_2)) = -e \lim_{L \to \infty} \int_0^L dx_2 g(x_2/L)j_{\text{E}}^1(x_2),
\]

\[(1.16)\]
where the last equality follows from \( \lim_{L \to \infty} \int_0^L dx_2 (1 - g(x_2/L)) \left( j_1^E(x_2) - j_1^B(x_2) \right) = 0 \). As we will show in Lemma 4.3, the value of \( I^E \) is independent of the specific cut-off function \( g \), indicating that \( I^E \) is only encoding what is happening at the cut. Two other equivalent expressions for the total edge current \( I^E \) defined above, which could also be considered natural alternative definitions, are

\[
I^E_1 = - e \lim_{L \to \infty} \int_{L}^{L+1} dt \int_{0}^{1} dx_2 j^E_2(x_2),
\]

where one averages over the location of a sharp cutoff in the bulk, and \( I^E = e J^E(0) \), where \( J^E \) is the anti-derivative of \( j^E \) that averages to zero at infinity, i.e. \( \lim_{L \to \infty} \int_{L}^{L+1} J^E_1(x_2) dx_2 = 0 \).

As already noticed in the literature \cite{17, 39, 37, 76, 48}, not all currents are transport currents. Due to the inhomogeneity of the materials and the fact that electrons might perform closed orbits that produce magnetic moments but do not contribute to transport. For this reason we define the transport edge current by subtracting the bulk circular magnetization from the total edge current:

\[
I^E_{1, \text{tr}} := I^E_1 - m^{B, \text{circ}}(b, T, \mu).
\]  

(1.17)

We will give an heuristic motivation to (1.17) in a moment. As we explained in Section 1.3.1, \( m^{B, \text{circ}}(b, T, \mu) \) is associated to the density of magnetic momentum of the bulk system, hence, at a classical level, in view of Ampère’s law, (1.17) accounts for the subtraction of the electronic currents which induce the magnetic momentum in the bulk.

Now let us detail our heuristic motivation of (1.17). Denote by \( m^{E, \text{circ}}(b, T, \mu) \) the density of magnetic moment of the edge system. Due to the presence of the boundary, \( m^{E, \text{circ}}(b, T, \mu) \) must be position dependent and, in view of the symmetry of the system, it should only depend on \( x_2 \). We have two “boundary conditions” given by \( \lim_{x_2 \to -\infty} m^{E, \text{circ}}(b, T, \mu)(x_2) = 0 \) and \( \lim_{x_2 \to +\infty} m^{E, \text{circ}}(b, T, \mu)(x_2) = m^{B, \text{circ}}(b, T, \mu) \), which are a consequence of the fact that in the lower half-plane there is no material, and far from the cut the material can be approximated with the bulk homogeneous system.

In the general 3d case, both the magnetization and the magnetization current density are vectors, and they are related by the equation \( j^{E, \text{mag}} := \nabla \times m^{E, \text{circ}} \). Taking into account our particular 2d setting, the magnetization current density has only one non-zero component, parallel to the edge, and is given by

\[
j^{E, \text{mag}} := \partial_2 m^{E, \text{circ}}(b, T, \mu).
\]  

(1.18)

Then, in order to compute the magnetization current that flows across a fiducial line perpendicular to the boundary we simply have to integrate (1.18):

\[
I^{E, \text{mag}}_1 = \int_{-\infty}^{+\infty} dx_2 j^{E, \text{mag}}_1(x_2) = \int_{-\infty}^{+\infty} dx_2 \partial_2 m^{E, \text{circ}}(b, T, \mu)(x_2) = m^{B, \text{circ}}(b, T, \mu).
\]  

(1.19)

By following \cite{17, 76}, the total edge current can be split as

\[
I^E_1 = I^E_{1, \text{tr}} + I^E_{1, \text{mag}}
\]

which together with (1.19) it immediately implies (1.17).

One of the main consequence of (1.17) is that the edge conductance is defined by the derivative of the transport edge current with respect to the chemical potential

\[
\sigma^E(b, T, \mu) := - e \partial_\mu I^E_{1, \text{tr}} = - e \partial_\mu I^E_1 - e \partial_\mu m^{B, \text{circ}}(b, T, \mu).
\]  

(1.20)

Notice that (1.20) is in accordance with the usual definition of the edge conductance whenever we are at zero temperature and the chemical potential \( \mu \) belongs to an almost sure spectral gap of the bulk Hamiltonian: in such cases we have that \( \partial_\mu m^{B, \text{circ}}(b, 0, \mu) = 0 \), hence distinguishing between transport and total edge currents is not important. On the other hand, this distinction becomes

\[1\text{-For a quantum mechanical system in the presence of an applied magnetic field, however, there may be nonzero circulating currents even in a situation of thermodynamic equilibrium, as was noted above. We shall find it convenient to break the currents into a “transport” part and a “magnetization” part...} \]  

\cite{17}
relevant at positive temperature, as we explicitly show in the case of pure Landau Hamiltonians (see Appendix C).

There exists another situation where subtracting the magnetization currents is crucial, even in the zero-temperature case: this happens when \( \mu \) lies in a region of a mobility gap, as it has already been recognized in \([37]\). Indeed, even though the setting and the language are different, in \([37]\) the authors use a definition of edge conductance similar, at least in spirit, to \((1.20)\).

### 1.3.3. Bulk-edge correspondence of transport coefficients

Let us again consider \( F = F_{FD} \). Hence we have \( B_{FD}(b) = n^B(b, T, \mu) \) and Theorem 1.1 implies:

\[
-\epsilon \frac{\partial}{\partial \omega} n^B(b, T, \mu) = -\epsilon^2 \lim_{L \to \infty} E \left( \text{Tr} \left\{ \tilde{\chi}_L \left[ H_{\omega,b}^E, X_1 \right] F'_{FD}(H_{\omega,b}^E) \right\} \right).
\]

Using that \( \partial_\omega n^B = \partial_\mu m^B \) together with \((1.4)\) we also have that

\[
-\epsilon \partial_\mu I^E_1(b, T, \mu) = -\epsilon \frac{\partial}{\partial \omega} n^B(b, T, \mu).
\]

Formula \((1.22)\) is a generalized Středa formula which is valid at any positive temperature and without any spectral assumptions. As the analysis of the paradigmatic example of the Landau Hamiltonian shows (see Appendix C), the right-hand side of \((1.22)\) coincides with the Fermi see contribution to the transverse bulk Hall conductivity. When \( \mu \) lies in a spectral gap of the almost sure spectrum of \( H_{\omega,b} \), the limit \( T \searrow 0 \) is further investigated in Proposition 1.5 and Corollary 1.8 where we show how the “usual” bulk-edge correspondence of transport coefficients is recovered with an exponential rate of convergence.

Therefore, our result shows that the conventional zero-temperature bulk-edge correspondence, usually presented as an equality of certain topological indices, is just a particular manifestation of a more general paradigm connecting bulk and edge quantities, mathematically expressed by \((1.2)\).

The extension of the bulk-edge correspondence of transport coefficient to positive temperature requires, at least, the knowledge of the bulk conductivity at positive temperature. As discussed in Section 1.3.1, a rigorous derivation and evaluation of the Kubo formula at positive temperature for quantum Hall systems is still an active field of research, some results can be found in \([28, 1, 13, 30]\).

By assuming, as it is customary in the physics literature and as it is in the pure Landau case, that \((1.15)\) is valid also at positive temperature, we can obtain a positive temperature bulk-edge correspondence between quantum transport coefficient. Indeed, from \((1.4)\) we have that \( m^B(b, T, \mu) = I^E_1(b, T, \mu) \) and by subtracting the contribution of the magnetization current we have

\[
m^B_{\text{res}}(b, T, \mu) = I^E_{1,\text{tr}}(b, T, \mu)
\]

which is an equality between the bulk residual magnetization and the transport edge current. Finally, by taking the derivative with respect to \( \mu \), we get an equality between the Hall conductivity, see \((1.15)\), and the edge conductance \((1.20)\). Further analysis of the positive temperature coefficient in particular cases, like the case of simple isolated Bloch bands, see for example \([79]\), or the case of \( \mu \) lying in a mobility gap, see for example \([37]\), are postponed to future works \([25]\).

#### 1.4. The zero-temperature limit

We now show how to recover the “usual” zero-temperature bulk-edge correspondence for gapped systems from our general result that connects the bulk magnetization to the total edge current. Let us assume that the almost sure spectrum \( \Sigma(b_0) \) of the bulk Hamiltonian \( H_{\omega,b_0} \) for a certain \( b_0 \in \mathbb{R} \) has a gap that includes the interval \( [E_-, E_+] \) with \( E_- < E_+ \). As a by-product of gauge covariant magnetic perturbation theory \([19]\), \( [E_-, E_+] \) stays away from the almost sure spectrum \( \Sigma(b) \) of \( H_{\omega,b} \) for \( |b - b_0| \) small enough. The spectral island \( \sigma_0(b) := \Sigma(b) \cap (-\infty, E_-) \) is bounded and non-empty, and denote by \( P_{\omega,b} \) the spectral projection onto \( \sigma_0(b) \).

**Proposition 1.5.** Consider any smooth function \( 0 \leq F_0 \leq 1 \) which equals 1 on \( (-\infty, E_-] \) and 0 on \( [E_+, \infty) \). Fix \( \mu \in [E_-, E_+] \). For every \( T > 0 \) we define \( F_{T,\mu}(x) := F_{FD}(x) = \left( e^{\frac{x}{T}} + 1 \right)^{-1} \).
Then there exist two constants $C_1, C_2 > 0$ such that
\[ |B'_{F_{\omega,\mu}}(b_0) - B'_{F_0}(b_0)| \leq C_1 e^{-C_2/T}. \] (1.24)

In particular, $\lim_{T \to 0} B'_{F_{\omega,\mu}}(b_0)$ is supported in the gap of $H_{\omega,b_0}$ for every $\omega \in \Theta$, we have that
\[ \lim_{T \to 0} B'_{F_{\omega,\mu}}(b_0) = B'_{F_0}(b_0) = -E \left( \operatorname{Tr} \left\{ \chi_{\infty} i [H^E_{\omega,b_0}, X_1] F'_0(H^E_{\omega,b_0}) \right\} \right). \] (1.25)

**Remark 1.6.** Because $F'_0$ is supported in the gap of $H_{\omega,b_0}$, for every $\omega \in \Theta$, we have that
\[ \chi_{\infty} i [H^E_{\omega,b_0}, X_1] F'_0(H^E_{\omega,b_0}) \]
is trace class even though the strip is semi-infinite, see the proof of Proposition 1.5 for more details on this issue.

**Remark 1.7.** The quantity $B'_{F_0}(b_0)$ is nothing but the integrated density of states of the projection $(P_{\omega,b_0})_{\omega \in \Theta}$ averaged over the random potential. According to the Středa formula (see e.g. [8, 9, 75, 10, 56, 79] and [28, 23]) for an analysis using covariant magnetic perturbation theory as we do in this paper) we have:
\[ C_0 := 2\pi B'_{F_0}(b_0) = 2\pi \mathbb{E} \left( \operatorname{Tr} \left\{ \chi_{\infty} P_{\omega,b_0} i[[X_1, P_{\omega,b_0}], [X_2, P_{\omega,b_0}]] \right\} \right) \]
where $C_0$ is the Chern character [65, 66, 75, 11] of the family $(P_{\omega,b_0})_{\omega \in \Theta}$, which is proportional to the zero-temperature transverse Hall conductivity computed in the linear response regime (see for example the recent papers [34, 64] and references therein). Combining this with Proposition 1.5 we arrive at:

**Corollary 1.8.** In the gapped case as explained above:
\[ C_0 = -2\pi \mathbb{E} \left( \operatorname{Tr} \left\{ \chi_{\infty} i [H^E_{\omega,b_0}, X_1] F'_0(H^E_{\omega,b_0}) \right\} \right). \] (1.26)

As mentioned in the introduction, Corollary 1.8 is exactly the usual bulk-edge correspondence at zero temperature, see [78, 58, 59, 57, 74, 55, 57, 2].

For completeness, in Appendix B we sketch a simple and well-known argument (see for example [16, 47, 33], adapted to our general magnetic setting, based on the so-called edge states and in the absence of disorder, for why the quantity on the right-hand side of 1.26 must be an integer.

1.5. Open questions.

(i) If $b_0 = 0$ and $H_{\omega,0}$ is time reversal invariant (i.e. it commutes with the anti-unitary involution given by complex conjugation), then one can prove that $B_F(b) = B_F(-b)$. Hence, [1.10] is reduced to 0 = 0 regardless of which $F$ we use. In this case, the relevant quantity is $B'_F(0)$. Moreover, if $F(x) = -T \ln(1 + e^{x-\mu}/T)$ and $b_0 = 0$ then $B'_F(0)$ equals (up to a universal constant) the bulk magnetic susceptibility at zero magnetic field. An interesting open question is thus: is there a generalized bulk-edge correspondence also in this case, which might link the bulk magnetic susceptibility with some edge current-current correlations?

(ii) A second open question, which seems to be mathematically quite challenging, is to allow for a larger class of magnetic Hamiltonians arising from general elliptic magnetic pseudodifferential operators, including pseudorelativistic and Dirac operators. Recently, our results have been extended [24] to the case of Dirac operators with constant magnetic field and infinite-mass boundary condition, however the general case is still open. First, there is the boundary issue which is even more difficult than for second order elliptic differential operators, see for example the discussion in [24]. Second, the gauge covariant magnetic perturbation theory has not yet been extended to general pseudodifferential operators defined on domains with boundary. Furthermore, it would be interesting to investigate the extension of our approach to non-elliptic pseudodifferential operators, for example analysing models similar to those in [46].
In Section 1.4 we prove that our main formula (1.10) reduces, in the zero-temperature limit, to the usual bulk-edge correspondence (1.23) when the chemical potential $\mu$ lies in a spectral gap of the almost sure spectrum of the bulk Hamiltonian. An interesting open problem concerns the zero-temperature limit when $\mu$ lies either in a region of mobility gap or in the absolutely continuous part of the bulk almost sure spectrum. While we know of no previous attempts to the zero-temperature limit in those two cases, the mobility gap case in the setting of tight-binding models at zero temperature has been discussed in [37] [12], (see also the discussion in Appendix B), where also the quantization of bulk conductivity and edge conductance is shown. Instead, the case of $\mu$ lying in the absolutely continuous spectrum seems to have not yet been investigated.

Our main results can be easily extended to the setting of the quantum spin Hall effect with conserved spin, i.e., $\mathbb{Z}_2$ time-reversal symmetric topological insulators, just by defining suitable spin density states, like it was done in [69] for the so-called spin Středa formula. This would provide a positive temperature generalization of [17] [4]. However, a more challenging open problem would be to extend our analysis beyond the spin conserved case thus providing a bulk-edge correspondence proof for a general bulk quantum spin Hall model like the one analyzed in [68] [70].

Last but not least, we would like to achieve a deeper understanding of the fact that at positive temperature, the Hall conductivity (computed within the “classical” linear response theory) does not coincide with the bulk quantity provided by the right-hand side of the (generalized) Středa formula (1.22). This fact has already been pointed out in the physics literature [81] [76], and we also comment on it in Section 1.3.3 and especially in Appendix C, where we completely analyze the case of a pure Landau Hamiltonian. However, for more general operators, the problem is still open.

1.6. Two key technical results. We now formulate two technical results that, together with the aforementioned gauge covariant magnetic perturbation theory, play a central role in the proof of Theorem 1.1 and Proposition 1.5. The first one regards trace class and kernel regularity property of operators involved in the definition of the total edge current, while the second one states that the “averaged equilibrium current per unit area” of the bulk Hamiltonian equals zero.

**Proposition 1.9.** The following statements hold true:

(i) The operator

$$I_{\omega,b} := \chi_\infty \left[ i \left[ H_{\omega,b}^E, X_1 \right] F'(H_{\omega,b}^E) \right] - \chi_\infty \left[ H_{\omega,b}, X_1 \right] F'(H_{\omega,b}) \chi_E$$

(1.27)
is trace class for every $\omega \in \Theta$, $b \in \mathbb{R}$, and its trace is uniformly bounded with respect to $\omega$.

(ii) Both operators $i \left[ H_{\omega,b}^E, X_1 \right] F'(H_{\omega,b}^E)$ and $i \left[ H_{\omega,b}, X_1 \right] F'(H_{\omega,b})$ have jointly continuous integral kernels on $\mathcal{S}_\infty$, uniformly in $\omega \in \Theta$.

(iii) Denote the diagonal value of the integral kernel of $E(I_{\omega,b})$ by $I_b(x_1, x_2)$. Then $I_b(x_1, x_2)$ is continuous on $\mathcal{S}_\infty$ and

$$\int_0^1 dx_1 \int_0^\infty dx_2 |I_b(x_1, x_2)| < \infty.$$  

(1.28)

Remark 1.10. If $H_{\omega,b}$ has a gap in the spectrum and $F'$ is supported in such a gap (thus reducing to a zero-temperature setting), then $- \text{Tr} (I_{\omega,b}) = - \text{Tr} \left( \chi_\infty \left[ i \left[ H_{\omega,b}^E, X_1 \right] F'(H_{\omega,b}^E) \right] \right)$, which coincides with the usual edge conductivity and the result of Proposition 1.9 is essentially known. Instead, when $F'$ is not supported on a gap of $H_{\omega,b}$, the subtraction of the bulk term is crucial to get the trace class property. Indeed, by exploiting geometric perturbation theory as we do in the proof of Lemma 1.1, one can prove that the first summand on the right-hand side of (1.27) is not even a compact operator on its own.

**Lemma 1.11.** The “averaged equilibrium current per unit area” vanishes, in the sense that given any real valued function $G$ which coincides with a Schwartz function on the almost sure spectrum of $H_{\omega,b}$ we have

$$\mathbb{E} \left( \text{Tr} \left( \chi_\infty [H_{\omega,b}, X_i] G(H_{\omega,b}) \right) \right) = 0, \quad i \in \{1, 2\}.$$

(1.29)
Moreover, as a consequence of Birkhoff’s ergodic theorem the “equilibrium current per unit area” vanishes for almost all $\omega \in \Theta$, that is
\[
\lim_{L \to \infty} \frac{\text{Tr} \left( \chi_i \left( H_{\omega,b}, X_i \right) G \left( H_{\omega,b} \right) \right)}{L^2} = 0, \quad i \in \{1, 2\}.
\]

1.7. The content of the rest of the paper.

In Section 2 we prove Proposition 1.9 (i) and (iii), while the proof of Proposition 1.9 (ii) is postponed to Appendix A.2. The proof of (i) is based on uniform exponential decay estimates and geometric perturbation theory, both briefly explained in Appendices A.1 and A.2 for completeness. Even though we follow a standard strategy by showing that $I_{\omega,b}$ can be written as a finite sum of products of Hilbert-Schmidt operators, the fact that $F'$ might not have compact support makes the proof much more involved.

In Section 3 we show, among other things, that the “averaged equilibrium current per unit area” is zero. This fact enters in an essential way in the proof that the total edge current, namely the right-hand side of (1.10), is well-defined and it is independent of $g$, see Lemma 4.3. A previous (rather involved) proof which covers our case of unbounded magnetic random operators can be found in [13]. We chose, for completeness, to give a different and somewhat simpler proof which reduces the unbounded setting to the bounded case, which was already treated in [79].

Section 4 contains the most important new ideas coming from the extension of gauge covariant magnetic perturbation theory to half-spaces, and also contains the core of the proof of our main result Theorem 1.1.

The proof of Theorem 1.1 (i) consists of a thorough analysis of the “$F$”-integrated density of states $\rho_{L,\omega}(b)$. In Proposition 4.1 we prove that when $L \to \infty$, this quantity is self-averaging and converges to the pure bulk quantity $B_F(b)$; the result is not unexpected, taking into account the locality of the elliptic operators we work with, which makes that the influence of the boundary condition is localized near the cut.

In Proposition 4.2 we prove a deeper and more difficult result which states that not only $\rho_{L,\omega}(b)$, but also its derivative with respect to $b$ has the same thermodynamic limit property and converges to $B'_F(b)$. The proof is challenging due to the linear growth at infinity of the magnetic potential, and the gauge covariant magnetic perturbation theory adapted to operators defined on domains with boundary plays a crucial role. We note that when $F(x) = -T \ln(1 + e^{(x-\mu)/T})$, the problem is related to the thermodynamic limit of the bulk magnetization [18].

The proof of Theorem 1.1 (ii), i.e. formula (1.10), follows directly from Propositions 4.2 and 4.4.

Section 5 deals with the gapped case and the zero-temperature limit, as explained in Proposition 1.5.

1.8. Connections with the existing literature. The history of bulk-edge correspondence in topological insulators goes back to the eighties, right after the discovery of the quantum Hall effect. Indeed, as it was first realized in the pioneering work by Halperin [20], a comprehensive description of the integer quantum Hall effect at zero temperature requires the introduction of charge-carrying edge states, whose conductivity is quantized and exactly equal to the transverse bulk conductivity. Around ten years later, this remarkable mechanism has been clarified by Hatsugai [51], who analyzes edge states of the discrete magnetic Laplacian explicitly, and by Fröhlich et al. [41, 42] (see also the more recent review in [40]), who derive effective actions for the bulk and the edge physics using scaling limits and minimal assumptions on the microscopic model. This led to what is nowadays called bulk-edge correspondence (B-EC) and which is the main footprint of several types of topological materials.

The current mathematical understanding of the bulk-edge correspondence has been built on several works which either focused on the analysis of the bulk problem, i.e. a Hamiltonian defined on the whole plane, or on the analysis of the edge problem, i.e. a Hamiltonian defined on the half plane or a variation of the latter. Regarding the bulk setting we mention the seminal works by Bellissard et al. [8, 9, 11], followed by [9, 10, 33], while for the edge setting we mention the first rigorous works by De Bièvre and Pulé [29], and by Fröhlich, Graf and Walcher [39] followed by the more recent [10, 38, 54].
There are several proofs of the bulk-edge correspondence in the literature. Most of them deal with tight-binding Hamiltonians; they either make use of non-commutative geometric and $K$-theoretic techniques based on [8, 9, 11], see the works by Schulz-Baldes, Kellendonk and Richter [78, 58], the monograph [74], and the more recent [2]; or they rely on a generalization of the index of pair of projections as in [6], see the works by Graf et al. [36, 37, 47]. We also mention [33] and [5], where, in the former, the bulk-edge correspondence for a tight-binding model is proved by using a spectral flow approach related to the mathematical description of Laughlin’s flux insertion argument given in [6], while the latter is based on the transfer matrix approach of [51]. The first proof of B-EC for continuous disordered systems, with constant magnetic field, is due to Kellendonk and Schulz-Baldes [57]. Their setting is similar to ours, but they only allow compactly supported partition functions, thus restricting to zero temperature. Their techniques also require a spectral gap in order to properly define the edge current and conductivity.

Later on, the results for tight-binding Hamiltonians of [37] have been extended in [83] to the continuous setting with soft walls; which means that the Hamiltonian is defined on the whole space and there is a suitable scalar potential mimicking the Dirichlet boundary condition at the cut. More recently, several new proofs of B-EC for continuous clean systems modelling a soft junction between two different crystals appeared; they are based on semiclassical analysis of pseudodifferential operators [35], on Fredholm index theory [7] or on a generalization of the Maslov index [45]. Nevertheless, they do not include constant magnetic fields, which is a strong limitation in view of the physical models used in the quantum Hall effect. Moreover, we notice that several results presented in [74] have been recently extended to the continuous setting, see [14] and references therein. See also the recent approach to bulk-edge correspondence using Roe algebras in [59].

Furthermore, we want to stress that even though the previously cited proofs are based on several different mathematical approaches, they all share the same underlying strategy: first they define a certain edge conductance and then they show, by comparison, that it coincides with a topological index associated to the bulk Hamiltonian, which is intrinsically defined only at zero temperature. The constant magnetic field, when present, is treated just as a fixed parameter. Instead, our new approach, which is inspired by the thermodynamic argument of Středa and Smrča [82], is based on a careful and detailed analysis of the magnetic dependence of the bulk and edge “smeared” integrated densities of states, thus being temperature independent and not relying on any topological arguments. Additionally, our approach can be implemented both in the case of unbounded Schrödinger operators and of tight-binding models. In this paper we chose to work with the technically more demanding case of unbounded random Schrödinger operators and we postpone the analysis of the tight-binding setting to a future work (see Appendix D for more details).

Our results can also be adapted to a situation where the Dirichlet edge is replaced by a “continuous interface” between two half planes, like in [35]. A detailed analysis of this case will be presented in another paper.

As a final remark, we notice that our main result, and also the mathematical papers cited so far, rely on the independent electron approximation. The only results in the direction of a description of the bulk-edge correspondence for interacting electrons are [4, 63], which, together with the companion paper [44], implies a stability of the bulk-edge correspondence with respect to suitable small interactions. Moreover, notice that in [4, 63] the edge conductance is defined by analyzing the linear response to a weak local field along the edge, while in our work the edge conductance is defined as the derivative of the transport current in equilibrium with respect to the chemical potential as it is customary in the analysis of the non-interacting bulk-edge correspondence, see for example [75]. Even though a general proof of the bulk-edge correspondence for interacting electrons is out of the scope of the present paper, we expect that our new approach based on magnetic perturbations could shed some new light also on this challenging problem [61].
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2. Proof of Proposition 1.9

To simplify notation, let us replace \(F'\) with any Schwartz function \(G\). Let us start by analyzing the difference of operators

\[
G(H^{E,b}_\omega) - \chi_E G(H_{\omega,b})\chi_E. \tag{2.1}
\]

We want to rewrite (2.1) with the help of the Davies-Droste-Dynkin-Helffer-Sjöstrand formula (A.11), which is a generalization of the Cauchy-Green-Pompeiu formula from complex analysis, and we simply refer to it as the Helffer-Sjöstrand (H-S) formula [52] from now on. If \(z = z_1 + i z_2 \in \mathbb{C}\) and \(N \in \mathbb{N}\) is arbitrary, let \(G_N(z_1, z_2)\) denote the almost analytic extension of \(G\) with support in \(|z_2| \leq 1\) such that

\[
\forall z_1 \in \mathbb{R}, \quad \forall 0 < |z_2| \leq 1, \quad \zeta := \langle z_1 \rangle / |z_2| \geq 1, \quad |\bar{\partial} G_N(z)| \leq C_N \zeta^{-N}. \tag{2.2}
\]

With \(D = \mathbb{R} \times [-1, 1]\) we have:

\[
G(H^{E,b}_\omega) - \chi_E G(H_{\omega,b})\chi_E = -\frac{1}{\pi} \int_D dz_1 dz_2 \bar{\partial} G_N(z) \left( (H^{E,b}_\omega - z)^{-1} - \chi_E (H_{\omega,b} - z)^{-1} \chi_E \right).
\]

In the following we will use the shorthand notation \(H_{\omega,b} := H\) and \(H^{E,b}_\omega := H^E\). As it will be evident from the proof, the proof does not depend on the specific value of \(b\), and all the estimates are uniform with respect to \(\omega \in \Theta\). Therefore, we get for free that the traces exist and are uniformly bounded with respect to \(\omega\).

By using geometric perturbation theory as described in Section A.1 we can write the resolvent of the edge Hamiltonian as a sum of terms for which we can control the localization properties in the direction perpendicular to the boundary. Consider (A.3) for a fixed positive number \(\ell > 2\), that is

\[
(H^E - z)^{-1} = U_\ell(z) - (H^E - z)^{-1} W_\ell(z).
\]

Using \(\chi_E = \eta_\ell + \eta_0\) we have

\[
(H^E - z)^{-1} - \chi_E (H - z)^{-1} \chi_E = (\tilde{\eta}_\ell - \eta_\ell)(H - z)^{-1} \eta_\ell - \eta_0 (H - z)^{-1} \eta_\ell - \chi_E (H - z)^{-1} \eta_0 + \bar{\eta}_0 (H^E - z)^{-1} \eta_0 - (H^E - z)^{-1} W_\ell(z). \tag{2.3}
\]

Using that \([H, X_1] = [H^E, X_1]\) are both “tangential velocities” which commute with functions only depending on \(x_2\), the above identity also holds when we apply \([H^E, X_1]\) or \([H, X_1]\) on the left-hand side.

The first four terms have the same structure, in the sense that they have at least one factor localizing near the boundary, and can be treated in the same way. Let us first consider the third term, and then we will separately analyze the very last one, which has a different nature.

First, we have \(\chi_\infty \chi_E = \chi_\infty\). Second, we observe that whenever we have an operator family \(A(z)\) which is analytic on \(D\) and with a polynomial growth in \(z_1\) at infinity, then

\[
\int_D dz_1 dz_2 \partial G_N(z) A(z) = 0.
\]

Third, using the previous observation and applying the first resolvent identity twice, we obtain:

\[
\int_D dz_1 dz_2 \partial G_N(z) \chi_\infty [H, X_1] (H - z)^{-1} \eta_0 = \int_D dz_1 dz_2 \partial G_N(z) (z - i)^2 \chi_\infty [H, X_1] (H - z)^{-1} (H - i)^{-2} \eta_0. \tag{2.4}
\]
Let us argue that the operator
\[ \chi_\infty [H, X_1] (H - z)^{-1} (H - i)^{-2} \eta_0 \]
is trace class, with a trace norm which is bounded up to a constant by \( \zeta^N \) (see (2.2) for the definition of \( \zeta \)) where \( z \in \mathcal{D} \) is arbitrary while \( N \) is a sufficiently large fixed number. Indeed, we can decompose the integral kernel in the product of two operators
\[ \chi_\infty [H, X_1] (H - z)^{-1} e^{\frac{2\pi i}{\zeta} (X_1)} \left( e^{-\frac{2\pi i}{\zeta} (X_1)} (H - i)^{-2} \eta_0 \right) =: AB. \tag{2.5} \]

By using the estimate \( A.10 \), we get
\[ |A(x; y)| \leq \zeta^6 e^{\frac{2\pi}{\zeta}} \left( 1 + \frac{1}{|x - y|} \right) e^{-\frac{(\delta - 2\beta)|x - y|}{\delta}} \]
which, together with a Schur estimate, implies that \( A \) is a bounded operator whose norm grows like \( \zeta^N \), for some \( N \in \mathbb{N} \). Then, it is enough to show that \( B \) is a trace class operator whose norm grows polynomially in \( \zeta \). Indeed, for \( \beta > 0 \), we have
\[ B = e^{-\frac{2\pi i}{\zeta} (X_1)} (H - i)^{-2} \eta_0 \]
\[ = \left( e^{-\frac{2\pi i}{\zeta} (X_1)} (H - i)^{-1} e^{\frac{2\pi i}{\zeta} (X_1)} e^{-\frac{2\pi i}{\zeta} (X_2)} \right) \]
\[ \cdot \left( e^{-\beta \frac{2\pi i}{\zeta} (X_2)} e^{-\frac{2\pi i}{\zeta} (X_1)} (H - i)^{-1} e^{-\frac{2\pi i}{\zeta} (X_2)} \right) e^{\frac{2\pi i}{\zeta} (X_2)} \eta_0 \]
\[ =: C D e^{\frac{2\pi i}{\zeta} (X_2)} \eta_0. \tag{2.6} \]

Using \( A.4 \) together with the triangle inequality, we get
\[ |C(x; y)| \leq K \zeta^4 \left( 1 + |\ln \|x - y\|\right) e^{-\frac{(\delta - 2\beta)|x - y|}{\delta}} e^{-\frac{2\pi i}{\zeta} (y_1)} e^{-\frac{2\pi i}{\zeta} (y_2)}. \]
Then, by choosing \( \beta < \delta/2 \), it shows that \( C \) is a Hilbert-Schmidt operator. A similar estimate shows that \( D \) is a Hilbert-Schmidt operator, too. We also have that \( e^{\frac{2\pi i}{\zeta} (X_2)} \eta_0 \) is bounded uniformly in \( z \) because \( \zeta \geq 1 \). Thus, both \( CD \) and \( B \) are trace class operators with a trace norm growing polynomially in \( \zeta \).

Therefore, we have
\[ \left\| \int_D \frac{d^2z}{2i} \partial G_N(z)(z - i)^2 \chi_\infty [H, X_1] (H - z)^{-1} (H - i)^{-2} \eta_0 \right\|_1 \]
\[ \leq \int_D \frac{d^2z}{2i} \left| \partial G_N(z)(z - i)^2 \right| \chi_\infty [H, X_1] (H - z)^{-1} (H - i)^{-2} \eta_0 \]
\[ \leq K \int_D \frac{d^2z}{2i} \left| \partial G_N(z) \right| |z - i| \zeta^M < \infty \tag{2.7} \]
where \( \| \cdot \|_1 \) denotes the trace class norm, and in the last inequality we have chosen \( N \) large enough. All the other terms in (2.3), with the exception of the last one, can be treated in an analogous way. Thus it remains to prove that the operator
\[ i \pi \int_D \frac{d^2z}{2i} \partial G_N(z) \chi_\infty [H^E, X_1] (H^E - z)^{-1} W_\ell(z) \]
is trace class. Repeating the same strategy that led us to (2.4), by adding and subtracting \( \chi_\infty [H^E, X_1] (H^E - i)^{-1} W_\ell(i) \), the operator becomes:
\[ i \pi \int_D \frac{d^2z}{2i} \partial G_N(z)(z - i) \chi_\infty [H^E, X_1] (H^E - z)^{-1} (H^E - i)^{-1} W_\ell(z) \]
\[ + i \pi \int_D \frac{d^2z}{2i} \partial G_N(z)(z - i) \chi_\infty [H^E, X_1] (H^E - i)^{-1} (W_\ell(z) - W_\ell(i)). \tag{2.8} \]
The first term in (2.8) can be treated using the same strategy in (2.5). Indeed, \( W_\ell(z) = \chi_\infty W_\ell(z) \), where \( Q := \mathbb{R} \times [0, 2\pi] \), \( W_\ell(z) \) satisfies (A.19). Regarding the second term, we can treat the four terms in \( W_\ell(z) - W_\ell(i) \) separately, and it is enough to show how to treat the one containing \( [H^E, X_2] \) and \( \eta_\ell \). By using the resolvent identity, we get
\[ \frac{1}{\pi} \int_D dz_1 dz_2 \partial G_N(z)(z - i)^2 e^{2\pi i \tau(X_1)} \partial \omega_2 \bar{\eta}_t [H^E, X_1] (H^E - i)^{-1} \partial \omega_2 \bar{\eta}_t [H^E, X_2] (H^E - z)^{-1} (H^E - i)^{-1} \eta_t. \]

Repeating the same strategy as before, we gain a higher power of \((H^E - i)^{-1}\), that is
\[ \frac{1}{\pi} \int_D dz_1 dz_2 \partial G_N(z)(z - i)^3 e^{2\pi i \tau(X_1)} \partial \omega_2 \bar{\eta}_t [H^E, X_1] (H^E - i)^{-1} \partial \omega_2 \bar{\eta}_t [H^E, X_2] (H^E - z)^{-1} (H^E - i)^{-1} \eta_t. \]

Then, we have to propagate the exponential localization as in (2.5), that is we decompose the integrand in (2.9) as the product of five operators:
\[ \left( e^{2\pi i \tau(X_1)} \right) \left( \left( H^E, X_1 \right) (H^E - i)^{-1} e^{2\pi i \tau(X_1)} \right) \left( (i\partial \omega_2 \bar{\eta}_t) e^{2\pi i \tau(X_2)} \right) \left( e^{2\pi i \tau(X_2)} \right) \left( (H^E - i)^{-1} \right) \]

Using the triangle inequality and the exponential localization given by (A.5), one can show that the first four factors are bounded and have a norm which grows at most polynomially in \(\zeta\). It is thus sufficient to investigate the trace norm of \(E\). Rewrite \(E\) as:
\[ E = \left( e^{-\frac{\pi i}{\zeta} (X_1)} e^{-\frac{\pi i}{\zeta} (X_2)} \right) \left( H^E - i \right)^{-1} e^{\frac{\pi i}{\zeta} (X_1)} e^{\frac{\pi i}{\zeta} (X_2)} \]

An argument similar to (2.6) shows that \(E\) is trace class with a trace class norm that grows at most polynomially in \(\zeta\). Finally, an estimate like (2.7) concludes the proof that \(\mathcal{L}(b)\) is trace class.

Point (ii) of this proposition is proved (among other things) in Lemma A.2.

Now let us prove point (iii). From the proof of point (i) we see that we can write \(\mathcal{L}_\omega, b\) as a finite sum of products of Hilbert-Schmidt operators of the type \(\mathcal{L}_{\omega, b} = \sum_{j=1}^M A_{j, \omega} B_{j, \omega}\). This implies:
\[ I_b(x_1, x_2) = \mathbb{E} \left( \sum_{j=1}^M \int_{\mathbb{R}^2} dy \, A_{j, \omega}(x_1, x_2; y) B_{j, \omega}(y; x_1, x_2) \right). \]

Note that this function is supported on the strip \(S_\infty\). After a double application of the Cauchy-Schwarz inequality with respect to both \(x\) and \(y\) and using that the Hilbert-Schmidt norms of \(A_{j, \omega}\) and \(B_{j, \omega}\) are uniformly bounded in \(\omega\), the proof follows.  

3. Proof of Lemma 1.11

We start with a preliminary technical lemma regarding a generalized trace cyclicity in our setting.

**Lemma 3.1.** Let \(\{A_\omega\}_{\omega \in \Theta}, \{B_\omega\}_{\omega \in \Theta}\) be two families of integral operators with integral kernels that are jointly continuous in \(\mathbb{R}^2 \setminus \{(x, x), \, x \in \mathbb{R}^2\}\) and which satisfy either (A.4) or (A.5). Let \(C_\omega\) denote either \(A_\omega\) or \(B_\omega\) and let \(b \in \mathbb{R}\).

(i) **Assume that**
\[ \tau_b, \gamma C_\omega \tau_b, -\gamma = C_{T(\gamma, 0), \omega}, \quad \forall (\gamma, 0) \in \mathbb{Z}^2. \]

Then for every \(L > 0\)
\[ \mathbb{E} \left( \int_{[0,1] \times \mathbb{R}_+} dx \int_{\mathbb{R} \times [0, L]} dy A(x; y) B(y; x) \right) = \mathbb{E} \left( \int_{[0,1] \times [0, L]} dy \int_{\mathbb{R} \times \mathbb{R}_+} dx B(y; x) A(x; y) \right). \]

(ii) **Assume that**
\[ \tau_b, \gamma C_\omega \tau_b, -\gamma = C_{T(\gamma), \omega}, \quad \forall \gamma \in \mathbb{Z}^2. \]

Let \(\Omega\) be the unit square. Then both \(\chi_\Omega A_\omega B_\omega\) and \(\chi_\Omega B_\omega A_\omega\) are trace class and
\[ \mathbb{E}(\text{Tr}(\chi_\Omega A_\omega B_\omega)) = \mathbb{E}(\text{Tr}(\chi_\Omega B_\omega A_\omega)). \]
Proof. Let us start with case (i). Since both families of operators satisfy (3.1), we have that
\[ A_\omega(x - (\gamma_1, 0); y - (\gamma_1, 0)) B_\omega(y - (\gamma_1, 0); x - (\gamma_1, 0)) = A_{T_{\omega}, y} (x; y) B_{T_{\omega}, \omega} (y; x), \quad \forall (\gamma_1, 0) \in \mathbb{Z}^2. \]
(3.5)
Decomposing \( R = \bigcup_{\gamma_1 \in \mathbb{Z}} \{0, 1\} + \gamma_1 \) and considering (3.5), we get
\[
\mathbb{E} \left( \int_{[0,1] \times \mathbb{R}_+} \sum_{\gamma_1 \in \mathbb{Z}} \int_0^1 dy_1 \int_0^L dy_2 A_\omega (x; y_1 - \gamma_1, y_2) B_\omega (y_1 - \gamma_1, y_2; x) \right)
= \mathbb{E} \left( \int_{[0,1] \times \mathbb{R}_+} \sum_{\gamma_1 \in \mathbb{Z}} \int_0^1 dy_1 \int_0^L dy_2 A_{T_{\omega}, y} (x + \gamma_1, x_2; y_1, y_2) B_{T_{\omega}, \omega} (y_1, y_2; x + \gamma_1, x_2) \right)
= \mathbb{E} \left( \int_{[0,1] \times \mathbb{R}_+} \sum_{\gamma_1 \in \mathbb{Z}} \int_0^1 dy_1 \int_0^L dy_2 A_\omega (y_1, y_2; x_1 + \gamma_1, x_2) A_\omega (x_1 + \gamma_1, x_2; y_1, y_2) \right)
= \mathbb{E} \left( \int_0^1 dy_1 \int_0^L dy_2 \int_{\mathbb{R}^2} d\gamma \gamma \cdot \gamma \cdot A_\omega (x; y_1, y_2) \right)
\]
where first we have used the exponential decay of the integral kernels to exchange the integral and the expectation over the disorder configurations, and then we have used that the expectation is invariant over the action of the translation group.
Case (ii) can be proved in an analogous way. Indeed, the exponential decay of the integral kernels assures that \( \chi_\Omega A_\omega B_\omega \) and \( \chi_\Omega B_\omega A_\omega \) are trace class (one can write them as a product of two Hilbert-Schmidt operators). Since they have a jointly continuous integral kernel we have that
\[
\text{Tr} (\chi_\Omega A_\omega B_\omega) = \int_\Omega d\gamma \int_{\mathbb{R}^2} dy A_\omega (\gamma; y) B_\omega (\gamma; y).
\]
From (3.3) we have that
\[
A_\omega (\gamma; y) B_\omega (\gamma; y) = A_{T_{\Omega}, y} (\gamma; y) B_{T_{\Omega}, \omega} (y; y) \quad \forall \gamma \in \mathbb{Z}^2.
\]
Then, decomposing \( \mathbb{R}^2 = \bigcup_{\gamma \in \mathbb{Z}^2} (\Omega + \gamma) \) and considering (3.7), we can conclude in the same way as we have done in (3.5), that is
\[
\mathbb{E} \left( \text{Tr} (\chi_\Omega A_\omega B_\omega) \right) = \mathbb{E} \left( \int_\Omega d\gamma \sum_{\gamma \in \mathbb{Z}^2} \int_\Omega dy A_{T_{\Omega}, y} (\gamma; y) B_{T_{\Omega}, \omega} (y; \gamma) \right)
= \mathbb{E} \left( \int_\Omega d\gamma \sum_{\gamma \in \mathbb{Z}^2} \int_\Omega dy A_{T_{\Omega}, y} (\gamma; y) B_{T_{\Omega}, \omega} (y; \gamma) \right)
\]
\[
\int_\Omega d\gamma \sum_{\gamma \in \mathbb{Z}^2} \mathbb{E} \left( \int_\Omega d\gamma \chi_\Omega A_{T_{\Omega}, y} (\gamma; y) B_{T_{\Omega}, \omega} (y; \gamma) \right) = \mathbb{E} \left( \text{Tr} (\chi_\Omega B_\omega A_\omega) \right).
\]

Proof of Lemma 1.11. The strategy is to reduce the statement to the setting of [79] Proposition 3, in which the result is proved for bounded Hamiltonians.
Let \( a < 0 \) with \( a/4 < \inf \Sigma (0) \). We may assume that \( F \) is a Schwartz function supported in \( (a/3, \infty) \). Moreover, let us use the shorthand notation \( H_{\omega, b} = H_{a, b} \), since the dependence on \( b \) is not playing any role here. We have that \( (x - a)^N F(x) \) is a bounded function, which implies by functional calculus that
\[
(H_{\omega} - a)^N F(H_{\omega})
\]
is a bounded operator for all \( N \).
Any operator of the type \( \chi_\Omega (H_{\omega} - a)^{-N} X_1 H_{\omega} \) or \( \chi_\Omega H_{\omega} X_1 (H_{\omega} - a)^{-N} \) is trace class for all \( N \geq 3 \); this can be proved using the same idea of sending some exponential decay over the resolvents.
The function \( \chi \) is compactly supported, see the proof of Lemma 1.9 for more details. From Lemma 3.1 we get
\[
\mathbb{E} \left( \text{Tr} \left( \chi \hat{H}_i [H_i, X_i] F(H_i) \right) \right) = \mathbb{E} \left( \text{Tr} \left( \chi \hat{H}_i [H_i, X_i] (H_i - a)^{-N} (H_i - a)^{N+1} F(H_i) \right) \right).
\]

Define the Schwartz function \( f(x) := (x-a)^{N+1} F(x) \), and \( f(H_i) = (H_i - a)^{N+1} F(H_i) \).

The function \( f \) can be uniformly approximated by functions that are smooth and with compact support in \((a/2, \infty)\), that is there exists \( \{g_n\}_{n \in \mathbb{N}} \) such that \( g_n \in C_0^\infty ((a/2, \infty)) \) and
\[
\lim_{n \to \infty} \sup_{x \in \mathbb{R}} |g_n(x) - f(x)| = 0.
\]

If \( N \geq 2 \), one can prove as before that \( \chi \hat{H}_i [H_i - a]^{-N}, X_i \) is a trace class operator, hence we have
\[
\left| \text{Tr} \left( \chi \hat{H}_i [(H_i - a)^{-N}, X_i] (g_n(H_i) - f(H_i)) \right) \right| \leq \left| \chi \hat{H}_i [(H_i - a)^{-N}, X_i] \right| \left| g_n(H_i) - f(H_i) \right|,
\]
which means that is enough to prove
\[
\text{Tr} \left( \chi \hat{H}_i [(H_i - a)^{-N}, X_i] g(H_i) \right) = 0 \quad \forall g \in C_0^\infty ((a/2, \infty)).
\]

Assume that \( N \geq 2 \). Define \( \tilde{g}(x) := g(x^{-1/N} + a) \) if \( x > 0 \). We see that \( \tilde{g}(x) = 0 \) if \( x \) is close enough to \( 0 \), hence we may smoothly extend it by zero to \((-\infty, 0]\). If \( x \) becomes large then \( \tilde{g} \) is again zero because \( a < a/2 < 0 \). Hence \( \tilde{g} \in C_0^\infty (\mathbb{R}) \). Then \( \tilde{g} \left( (H_i - a)^{-N} \right) = g(H_i) \) and the operator \( (H_i - a)^{-N} = i \delta \) can be seen as a bounded Hamiltonian. Then we would like to prove
\[
\text{Tr} \left( \chi \hat{H}_i [(H_i - a)^{-N}, X_i] g(H_i) \right) = \text{Tr} \left( \chi \hat{H}_i [\delta, X_i] \tilde{g}(\delta) \right) = 0,
\]
where the second equality can be obtained by mimicking the method in [29 Proposition 3]. The idea is as follows: since \( \chi \hat{H}_i [\delta, X_i] \) is trace class and \( \tilde{g} \) has compact support, then up to a use of the Stone-Weierstrass theorem it is enough to prove the identity when \( \tilde{g}(\delta) \) is replaced by powers of \( \delta \). If \( M \in \mathbb{N} \), by writing
\[
\chi \hat{H}_i [\delta, X_i] \delta^M = \sum_{j=0}^{M-1} \chi \hat{H}_i [\delta^j, X_i] \delta^{M-j}
\]
where each operator is trace class, we may use the usual trace ciclicity on the left, and [3.4] on the right to get
\[
0 = M \mathbb{E} \left( \text{Tr} \left( \chi \hat{H}_i [\delta, X_i] \delta^M \right) \right), \quad \forall M \geq 1.
\]
Furthermore, since the family \((H_{i,b})_{b \in \Theta}\) is ergodic with respect to the lattice \( \mathbb{Z}^2 \), by applying Birkhoff’s ergodic theorem we can conclude from (1.29) that for almost all \( \omega \in \Theta \) the limit in (1.30) holds true.

\[ \square \]

4. Proof of Theorem 1.1

The proof can be divided in three main steps.

4.1. Step 1: \textbf{Edge integrated density of states}. Let \( \chi_L \) denote as before the characteristic function of the set \([0, 1] \times [0, L] \). For every \( b \) and \( L > 0 \), we have
\[
\rho_{L,\omega}(b) = \frac{1}{L} \text{Tr} \left( \chi_L F(H_{\omega,b}^E) \right) = \frac{1}{L} \int_0^1 \int_0^L dx_1 \int_0^L dx_2 F(H_{\omega,b}^E)(x_1, x_2; x_1, x_2).
\]

\textbf{Proposition 4.1.} For almost every \( \omega \in \Theta \) we have that
\[
\lim_{L \to \infty} \rho_{L,\omega}(b) = B_F(b).
\]
Proof. The idea of the proof is rather standard and consists in showing that by substituting the integral kernel of the resolvent of the edge Hamiltonian with the integral kernel of the resolvent of the bulk Hamiltonian in the trace in (4.1), the error goes to zero with $L$. We note that by employing the same methods used in the proof of Lemma A.2 one can show that all the operators appearing below are trace class. Using (A.3), we can decompose the trace in (4.2) in two terms:  

$$
\text{Tr} \left( \chi_L F(H^E_{\omega,b}) \right) = -\frac{1}{\pi} \text{Tr} \left( \chi_L \int_D dz_1 dz_2 \partial F_N(z) U_{L,\omega}(z) \right) \\
+ \frac{1}{\pi} \text{Tr} \left( \chi_L \int_D dz_1 dz_2 \partial F_N(z) (H_{\omega,b} - z)^{-1} W_{L,\omega}(z) \right)
$$  

(4.3)

Use (A.3) in order to write  

$$
A_{1,\omega}(L) = \chi_L \eta_0 F(H^E_{\omega,b}) \eta_0 + \chi_L \eta L F(H_{\omega,b}) \eta_L.
$$

From (A.12) and (A.1) we get  

$$
\frac{1}{L} \text{Tr} \left( \eta \chi_L F(H^E_{\omega,b}) \right) \leq \frac{C}{\sqrt{L}},
$$

where $C$ is independent of $\omega$. Thus this term will go to zero when $L \to \infty$. Considering the term with $\eta_L$ in $A_{1,\omega}(L)$ we obtain  

$$
\text{Tr} \left( \eta_L \chi_L F(H_{\omega,b}) \right) = \int_0^1 dx_1 \int_0^{2\sqrt{L}} dx_2 (\eta_L(x) - 1) F(H_{\omega,b})(x;x) \\
+ \int_0^1 dx_1 \int_0^L dx_2 F(H_{\omega,b})(x;x) =: A_{11,\omega}(L) + A_{12,\omega}(L).
$$

Due to (A.12), we have that $|A_{11,\omega}(L)| \leq C \sqrt{L}$, where again $C$ is a constant that does not depend on $\omega$. Using the covariance of the integral kernel of $F(H_{\omega,b})$ and Birkhoff’s ergodic theorem coupled with the isotropic ergodicity of the disorder, we obtain that for almost every $\omega$  

$$
\lim_{L \to \infty} \frac{1}{L} A_{1,\omega}(L) = \mathbb{E} \left( \int_\Omega dx F(H_{\omega,b})(x;x) \right) = B_F(b).
$$

To conclude the proof, it is enough to show that $|A_{2,\omega}(L)|$ is a boundary term that becomes negligible in the limit $L \to \infty$. Indeed, considering the exponential space localization and the fast decay in $L$ of the integral kernel of $W_{L,\omega}(z)$, see (A.19), and reusing the method of Lemma A.2 which transforms the localization of the integral kernels near the diagonal into trace norm estimates, we obtain that for every $M > 0$ there exists $C_M$ such that  

$$
\left| \text{Tr} \left( \chi_L \int_D dz_1 dz_2 \partial F_N(z) (H^E_{\omega,b} - z)^{-1} W_{L,\omega}(z) \right) \right| \leq C_M L^{-M}.
$$

Hence this term decays faster than any power of $L$ and the proof is over. 

\[ \square \]

4.2. Step 2: The thermodynamic limit of the magnetic derivative.

Proposition 4.2. The functions $\rho_{L,\omega}(\cdot)$ and $B_F(\cdot)$ are differentiable at every $b \in \mathbb{R}$ and for almost every $\omega \in \Theta$ we have:  

$$
\lim_{L \to \infty} \frac{d \rho_{L,\omega}(b)}{db} = \lim_{L \to \infty} \mathbb{E} \left( \frac{d \rho_L(b)}{db} \right) = B'_F(b).
$$  

(4.4)

Proof. Let us fix $b \in \mathbb{R}$ and show that (4.4) holds true. In order to shorten the next formulas we denote by $P_y$, $i \in \{1, 2\}$ the operator $\left(-i\frac{\partial}{\partial y} + bA_i - A_i \right)$ and we introduce the shortcuts...
$R^E_{\omega,z} := (H^E_{\omega,b} - z)^{-1}$ and $R_{\omega,z} := (H_{\omega,b} - z)^{-1}$. We start by showing that the following two expansions in $\epsilon$, with $|\epsilon| < 1$, hold true:

\[
\begin{align*}
\rho_{\epsilon,\omega}(b + \epsilon) &= \rho_{\epsilon,\omega}(b) \\
+ \epsilon \frac{1}{\pi} \int_0^1 \int_0^L dx_1 \int_0^L dx_2 \int_D dz_1 dz_2 \partial F_N(z) \int_E dy R^E_{\omega,z}(x;y) (y_2 - x_2) P_{\epsilon,\omega} R^E_{\omega,z}(y;x) + O(\epsilon^2),
\end{align*}
\]

(4.5)

(where the remainder $O(\epsilon^2)$ is uniformly bounded in $L$ and $\omega$), and

\[
\begin{align*}
B_{\epsilon,\omega}(b + \epsilon) &= B_{\epsilon,\omega}(b) \\
+ \epsilon \frac{1}{\pi} \int_{\Omega_0} \int_D dz_1 dz_2 \partial F_N(z) \int_{R^2} dy R_{\omega,z}(z;y) (y_2 - x_2) P_{\epsilon,\omega} R_{\omega,z}(y;x) + O(\epsilon^2).
\end{align*}
\]

(4.6)

The main tool will be the magnetic perturbation theory [20, 21, 22], but adapted to operators defined on domains and with a modified asymmetric magnetic phase, as we will explain next.

Let

\[
\varphi_2(x,y) := (y_1 - x_1) y_2, \quad \nabla x \varphi_2(x,y) = (-y_2,0), \quad \varphi_2(x,x) = 0.
\]

(4.7)

This phase has two important properties. First, it commutes with $P_{\omega,z}$ because it is independent of $\omega$, and

\[
(P_{\omega,z} - \epsilon A_1(x)) e^{i\varphi_2(x,y)} = e^{i\varphi_2(x,y)} (P_{\omega,z} - \epsilon A_1(x-y)).
\]

(4.8)

Second, it obeys the composition rule

\[
\Phi_2(x,x',y) := \varphi_2(x,x') + \varphi_2(x',y) - \varphi_2(x,y) = (x_1 - x_1') (y_2 - y_2'),
\]

\[
|\Phi_2(x,x',y)| \leq \max_{(x,y)} L \max_{(x',y')} L \max_{(x,y')} L |x - x'| |x' - y'|.
\]

(4.9)

Let $S_{\omega,\epsilon,z}$ be the operator with the integral kernel

\[
S^E_{\omega,\epsilon,z}(x;y) := e^{i\varphi_2(x,y)} R^E_{\omega,z}(x;y).
\]

Using the estimate in [4.4] and the Schur test one can show that this operator is bounded. Moreover, its range lies in the domain of $H^E_{\omega,b+\epsilon}$ and we have the identity (here (4.8) plays a crucial role)

\[
(H^E_{\omega,b+\epsilon} - z) S^E_{\omega,\epsilon,z} = 1 + T^E_{\omega,\epsilon,z},
\]

where the operator $T^E_{\omega,\epsilon,z}$ has an integral kernel given by

\[
T^E_{\omega,\epsilon,z}(x;y) = e^{i\varphi_2(x,y)} \left( -\epsilon A_1(x-y) P_{\omega,z} R^E_{\omega,z}(x;y) + 2^{-1} \epsilon^2 |A_1(x-y)|^2 R^E_{\omega,z}(x;y) \right).
\]

This kernel is strongly localized around the diagonal and defines a bounded operator. Thus we may write a variant of the “second resolvent identity” as:

\[
(H^E_{\omega,b+\epsilon} - z)^{-1} = S^E_{\omega,\epsilon,z} - (H^E_{\omega,b+\epsilon} - z)^{-1} T^E_{\omega,\epsilon,z} = S^E_{\omega,\epsilon,z} - S^E_{\omega,\epsilon,z} T^E_{\omega,\epsilon,z} + \left( H^E_{\omega,b+\epsilon} - z \right)^{-1} \left( T^E_{\omega,\epsilon,z} \right)^2.
\]

We are interested in writing a “nice” expansion up to errors of order $\epsilon^2$ for the integral kernel of the resolvent on the left-hand side. Using the composition rule in (4.9) we may write:

\[
(H^E_{\omega,b+\epsilon} - z)^{-1}(x;y) = e^{i\varphi_2(x,y)} R^E_{\omega,z}(x;y) \\
- \epsilon e^{i\varphi_2(x,y)} \int_E d\tilde{x} R^E_{\omega,z}(x;\tilde{x}) e^{i\Phi_2(x,\tilde{x},y)} (\tilde{x}_2 - y_2) P_{\epsilon,\omega} R^E_{\omega,z}(\tilde{x};y) + R^E_{\omega,\epsilon,z}(x;y).
\]

(4.10)

Before analyzing the remainder $R^E_{\omega,\epsilon,z}(x;y)$, let us focus on the first two terms. Substituting the previous equation in (4.11), and using that $\varphi_2(x,x) = 0$, we get that the first term on the right-hand side of (4.10) gives rise to $\rho_{\epsilon,\omega}(b)$. In the second term of (4.10) we may replace $e^{i\varphi_2(x,y)}$ with 1 at a price of an error of order $\epsilon |x - \tilde{x}| |\tilde{x} - y||$. But polynomial growth in either $|x - \tilde{x}|$ or $|\tilde{x} - y|$ is taken care of by the exponential decay of the nearby resolvents, at a price of some polynomially growing factors in $|z_1|/|z_2|$, which are taken care of by $\partial F_N$ as in (2.2). To conclude,
the only first order contribution to $\rho_{L,\omega}(b + \epsilon)$ coming from the first two terms on the right-hand side of (4.10) is
\[
\frac{\epsilon}{\pi L} \int_0^1 dx_1 \int_0^L dx_2 \int_D dz_1 dz_2 \partial F_N(z) \int_E d\bar{x} R_{\omega,z}^E(\bar{x}; \bar{x})(\bar{x}_2 - x_2) (P_{\bar{x}_1} R_{\omega,z}^E(\bar{x}; x),
\]
which is exactly the second term in (4.5).

Let us now focus on the remainder, which also contains several terms. One of these terms is
\[
\frac{\epsilon^2}{2} \int_E d\bar{x} e^{i\varphi_2(\bar{x}; \bar{x})} R_{\omega,z}^E(\bar{x}; \bar{x}) e^{i\varphi_2(\bar{x}; y)} | A_1(\bar{x}; y) |^2 R_{\omega,z}^E(y, x).
\]
The growth of $(\bar{x}_2 - y_2)^2$ contained in the vector potential is again taken care of the exponential localization of the nearby resolvent. By using the pointwise estimates in Appendix A.2 one can show that the above term is pointwise bounded by $\epsilon^2$ times a constant which is uniform in $x$, $y$, and which grows polynomially in $|z_1|/|z_2|$. This last growth is again taken care of by $\overline{\partial} F_N$ when one integrates over $D$. Thus, its contribution to (4.5) will be of order $\epsilon^2$ with a constant which is uniform in $L$ and $\omega$. The other terms of the remainder can be treated in a similar way, and we do not give further details.

In particular, (4.5) also shows that $\rho_{L,\omega}$ is differentiable and its derivative is given by
\[
\frac{d\rho_{L,\omega}}{db}(b)
= \frac{1}{\pi L} \int_0^1 dx_1 \int_0^L dx_2 \int_D dz_1 dz_2 \partial F_N(z) \int_E dy R_{\omega,z}^E(x; y)(y_2 - x_2) P_{y_1} R_{\omega,z}^E(y; x).
\]

The next step is to prove that we can replace the resolvent of the edge Hamiltonian with the resolvent of the bulk Hamiltonian using (A.3) by showing that the error terms goe to zero as $L$ goes to $+\infty$. The terms that contain $\eta_0$ and $\tilde{\eta}_0$, together with their derivatives, give a contribution of order at most $L^{-1/2}$. Moreover, the terms sandwiched between derivatives of $\tilde{\eta}_L$ and $\eta_L$ decay faster than any power of $L$ by an estimate analogue to (A.19) (notice that $\tilde{\eta}_L(x) = \tilde{\eta}_L(x_2)$).

Thus, the only term not going to zero is the one generated by $\tilde{\eta}_L (H_\omega - z)^{-1} \eta_L$. More precisely, using that $\tilde{\eta}_L \eta_L = \eta_L$:
\[
\frac{d\rho_{L,\omega}}{db}(b)
= \frac{1}{\pi L} \int_0^1 dx_1 \int_0^L dx_2 \int_D dz_1 dz_2 \partial F_N(z) \int_E dy \eta_L(x) \eta_L(y) R_{\omega,z}(x; y)(y_2 - x_2) P_{y_1} R_{\omega,z}(y; x)
+ O \left( L^{-1/2} \right),
\]
where the remainder is also uniformly bounded in $\omega$. Consider the following integral kernel
\[
R_{\omega,z}(x; y)(y_2 - x_2) P_{y_1} R_{\omega,z}(y; x).
\]

Using the exponential localization in $||x - y||$ of both factors (see (4.4) and (4.5)), the error we make by replacing both $\eta_L(x)$ and $\eta_L(y)$ with 1 is of order $L^{-1/2}$ and uniformly bounded in $\omega$. Thus:
\[
\frac{d\rho_{L,\omega}}{db}(b)
= \frac{1}{\pi L} \int_0^1 dx_1 \int_0^L dx_2 \int_D dz_1 dz_2 \partial F_N(z) \int_E dy R_{\omega,z}(x; y)(y_2 - x_2) P_{y_1} R_{\omega,z}(y; x)
+ O \left( L^{-1/2} \right).
\]

We want to extend the $y$ integral over the whole $\mathbb{R}^2$ plane while keeping $x$ in $E$. In the extra contribution where $y \in \mathbb{R}^2 \setminus E$, we have $x_2 > 0 > y_2$ and $|x_2 - y_2| \geq |x_2 - y_2|/2 + x_2/2$. Due to the exponential localization in $||x - y||$ of (4.12), the integrand of the extra term gains an exponentially
localized term in $|x_2|$, which makes the integral over $x_2$ to be bounded. Thus the error we get by extending the $y$ integral over the whole of $\mathbb{R}^2$ is of order $L^{-1}$ and uniformly bounded in $\omega$, hence

$$\frac{d \rho_{L,\omega}}{db}(b) = \frac{1}{\pi L} \int_0^1 dx_1 \int_0^L dx_2 \int_D dz_1 dz_2 \partial F_N(z) \int_{\mathbb{R}^2} dy R_{\omega,z}(x) (y_2 - x_2) P_{y_1} R_{\omega,z}(y; x) + O(L^{-1/2}).$$

(4.14)

Since the operator corresponding to the integral kernel from (4.12) satisfies the covariance relation, from (4.14) we get that for almost every $\omega \in \Theta$ we have

$$\lim_{L \to \infty} \frac{d \rho_{L,\omega}}{db}(b) = \frac{1}{\pi} \mathbb{E} \left( \int_D \int_{\mathbb{R}^2} dz_1 dz_2 \partial F_N(z) \int_{\mathbb{R}^2} dy R_{\omega,z}(x; y) (y_2 - x_2) P_{y_1} R_{\omega,z}(y; x) \right).$$

(4.15)

Moreover, since the right-hand side of (4.14) is also uniformly bounded in $L$ and $\omega$, we can exchange the limit $L \to \infty$ with the expectation with respect to $\omega$ by using Lebesgue dominated convergence theorem.

The last step is to show that the above expression also equals $B'_F(b)$. One way is to prove it directly applying magnetic perturbation theory in exactly the same way but for the bulk operator. A much easier way is to exploit the fact that the remainder in $\epsilon^2$ from (4.15) is uniform in $L$ and $\omega$, hence by choosing some $\omega$ for which both Proposition 4.1 and (4.15) hold true we have

$$B_F(b + \epsilon) = B_F(b) + \epsilon \lim_{L \to \infty} \frac{d \rho_{L,\omega}}{db}(b) + O(\epsilon^2),$$

which is exactly (4.6).

4.3. Step 3: Connecting the magnetic derivative to the total edge current. We start with a technical lemma.

**Lemma 4.3.** Let $g \in C^1([0, 1])$ be such that $g(0) = 1$ and $g(1) = 0$. Then the limit

$$L_b := \lim_{L \to \infty} \mathbb{E} \left( \int_0^1 dx_1 \int_0^L dx_2 \ g \left( \frac{x_2}{L} \right) \ \{ i[H^E_{\omega,b}, X_1] F'(H^E_{\omega,b}) \} (x_1, x_2; x_1, x_2) \right)$$

(4.16)

exists and is independent of $g$.

**Proof.** By using the ergodicity of $(H_{\omega,b})_{\omega \in \Theta}$ and Proposition 4.1 we get that

$$K_b(x_1, x_2) := \mathbb{E} \left( \{ i[H^E_{\omega,b}, X_1] F'(H^E_{\omega,b}) \} (x_1, x_2; x_1, x_2) \right)$$

is continuous and $\mathbb{Z}^2$-periodic. Moreover, due to Lemma 1.11 we have

$$\int_0^1 dx_1 \int_0^1 dx_2 \ K_b(x_1, x_2) = 0.$$  

(4.17)

Let us start by adding and subtracting to the right-hand side of (4.16) the same expression with $H^E_{\omega,b}$ substituted by $H_{\omega,b}$. Then, by using (1.28) and the Lebesgue dominated convergence theorem, the lemma follows from the proof of the following identity:

$$\lim_{L \to \infty} \int_0^1 dx_1 \int_0^L dx_2 \ g \left( \frac{x_2}{L} \right) K_b(x_1, x_2) = - \int_0^1 dx_1 \int_0^1 dx_2 x_2 \ K_b(x_1, x_2).$$

(4.18)

Let us now prove (4.18). Let $N$ be the integer part of $L$. Because $g$ is continuous and $g(1) = 0$ we have

$$\int_0^1 dx_1 \int_0^L dx_2 \ g \left( \frac{x_2}{L} \right) K_b(x_1, x_2) = \int_0^1 dx_1 \int_0^N dx_2 \ g \left( \frac{x_2}{L} \right) K_b(x_1, x_2) + o(1).$$

(4.19)
Using the periodicity of $K_b$ in the second variable we have
\[
\int_0^1 dx_1 \int_0^L dx_2 \, g \left( \frac{x_2}{L} \right) K_b(x_1, x_2) = \sum_{k=0}^{N-1} \int_0^1 dx_1 \int_0^1 dx_2 \, g \left( \frac{x_2 + k}{L} \right) K_b(x_1, x_2). \tag{4.19}
\]
Using (4.17), we may replace $g \left( \frac{x_2 + k}{L} \right)$ in (4.19) with
\[
g \left( \frac{x_2 + k}{L} \right) - g \left( \frac{k}{L} \right) = \frac{x_2 - k}{L} \quad \frac{k}{L} < x_2 < \frac{x_2 + k}{L} \leq \frac{1 + k}{L}.
\]
We have the identity
\[
\lim_{L \to \infty} \sum_{k=0}^{N-1} \left( g \left( \frac{x_2 + k}{L} \right) - g \left( \frac{k}{L} \right) \right) = x_2 \lim_{L \to \infty} \frac{1}{L} \sum_{k=0}^{N-1} g'(t_k) = x_2 \int_0^1 g'(t) \, dt = -x_2,
\]
which introduced in (4.19) proves (4.18). □

**Proposition 4.4.** If $\mathcal{L}_b$ is the limit from Lemma 4.3, then we have:
\[
\lim_{L \to \infty} \mathbb{E} \left( \frac{d\rho_{L,b}}{db} \right) = -\mathcal{L}_b.
\]

**Proof.** Recall the notation $\chi_L$ for the finite strip $[0, 1] \times [0, L]$ and the shortcuts $H^*_{\omega, b} = H^*_{\omega}$,
\[
R^*_{\omega,z} = (H^*_{\omega, b} - z)^{-1} \text{ with } \omega \in \{E, \bar{E} \}.
\]
Using trace cyclicity we have:
\[
0 = \operatorname{Tr} \left( i [X_1, X_L F(H^*_E(\chi_L))] \right)
= -\frac{1}{\pi} \int_{\mathbb{R}^2} \, d\chi_L(x) \int_D \, dz_2 \, dz_2 \, \partial F_N(z) \int_E \, dy \, R^*_E(z; y) \rho_{y, R^*_E(z; y; x},
0 = \operatorname{Tr} \left( i [X_1, X_2 \chi_L F(H^*_E(\chi_L))] \right)
= -\frac{1}{\pi} \int_{\mathbb{R}^2} \, d\chi_L(x) \, x_2 \int_D \, dz_2 \, dz_2 \, \partial F_N(z) \int_E \, dy \, R^*_E(z; y) \rho_{y, R^*_E(z; y; x}.
\]

Use (4.20) in (4.11) by replacing $x_2$ with $L$:
\[
\frac{d\rho_{L,\omega}}{db}(b) = \frac{1}{\pi L} \int_0^1 dx_1 \int_0^L dx_2 \int_D \, dz_2 \, dz_2 \, \partial F_N(z) \int_E \, dy \, R^*_E(z; y) \rho_{y, R^*_E(z; y; x},
\]
Now we separate the contribution of the integration over $E$ into two parts: one on the strip $0 \leq y_2 \leq L$, and the other one on the region $y_2 > L$.

When we integrate over the second region we have $x_2 \leq L < y_2$ and
\[
\|x - y\| \geq \|x - y\|/2 + |x_2 - L|/2 + |y_2 - L|/2.
\]
Using the exponential localization of the integral kernels in $\|x - y\|$ we can isolate an extra exponential decay in $|x_2 - L|$ which makes the integral over $x_2$ convergent, and also an exponential decay in $|y_2 - L|$ which takes care of the growth of the factor $y_2 - L$. The price we pay is some polynomial extra growth in $(z_1/|z_2|$. This is a similar argument with the one used in treating the integral of (4.13). Hence the contribution from $y_2 > L$ is of order $L^{-1}$ and
\[
\frac{d\rho_{L,\omega}}{db}(b) = -\frac{1}{\pi L} \int_0^1 dx_1 \int_0^L dx_2 \int_D \, dz_2 \, dz_2 \, \partial F_N(z) \int_E \, dy_1 \int_0^L dy_2 \, R^*_E(z; y) \rho_{y, R^*_E(z; y; x},
+ \mathcal{O}(L^{-1}).
\]
Now the $y_2$ variable is so that $y_2 \leq L$. Reversing the roles of $x_2$ and $y_2$ from the previous argument, we can extend the integral in $x_2$ over the region $x_2 > L$, making only an error of order $L^{-1}$. Thus
we get
\[
\frac{d\rho_{\mu,T}(b)}{db}(y) = -\frac{1}{\pi L} \int_D \int_D \int_0^\infty \int_0^\infty d\zeta_1 d\zeta_2 \partial F_N(z) \int_0^L dy_1 \int_0^L dy_2 \rho_{\mu,T} (y; y) (L - y_2) P_{y_1} R_{\mu,z}^E (y; x) + \mathcal{O} (L^{-1}) .
\]

Take the expectation \( E \) over the random variables. We now apply the “partial trace cyclicity” from (3.2). The integral over \( x \) produces the operator \((R_{\mu,z}^E)^2\), which is turned into \( F'(H_{\mu,b}^E) \) by the integral over \( z \), namely
\[
\frac{1}{\pi} \int_D \int_D \partial F_N(z) \int_E dx R_{\mu,z}^E (x; y) (P_{y_1} R_{\mu,z}^E (y; x) = (P_{y_1} F'(H_{\mu,b}^E))(y; y).
\]
Thus we obtain:
\[
E \left( \frac{d\rho_{\mu,T}(b)}{db}(y) \right) = -\mathbb{E} \left( \int_0^1 dy_1 \int_0^L dy_2 \left( 1 - \frac{y_2}{L} \right) \left\{ i[H_{\mu,b}^E, X_1] F'(H_{\mu,b}^E) \right\} (y; y) \right) + \mathcal{O} (L^{-1}) .
\]
The function \( g : [0, 1] \to [0, 1] \) given by \( g(x_2) = 1 - x_2 \) belongs to \( C^1([0, 1]) \) and obeys \( g(0) = 1 \) and \( g(1) = 0 \). Using this function in Lemma 4.3, the proof is over. □

5. PROOF OF PROPOSITION 1.5

Let us assume that \( F \) is the Fermi-Dirac distribution
\[
F_{\mu,T}(x) = \frac{1}{e^{(x-\mu)/T} + 1}
\]
where \( \mu \in \mathbb{R} \) is the Fermi energy, and \( T > 0 \) is the temperature in a suitable unit system. \( F_{\mu,T} \) is not a Schwartz function, however, since the almost sure spectrum of the family of Hamiltonians \( H_{\omega,b} \) that is \( \Sigma(b) \), is bounded from below by some \( a < 0 \) such that \( a + 2 \leq \inf \Sigma(0) \), we can replace \( F_{\mu,T} \) with the function \( F_{\mu,T}(x) \varphi_{>a}(x) \), where \( 0 \leq \varphi_{>a} \leq 1 \) is a smooth cut-off function which equals 1 if \( x > a + 1 \), and 0 if \( x < a \). For simplicity of notation we will still denote the new function by \( F_{\mu,T} \).

Consider a function \( \varphi \in C_0^\infty(\mathbb{R}) \) such that \( \varphi = 1 \) on \( [\mu - \delta, \mu + \delta] \) and \( \varphi' \) is supported in \( [\mu - 2\delta, \mu + 2\delta] \subset (E_-, E_+) \), for some \( \delta > 0 \). To ease the notation, in the following we will omit the subscript \( \mu \), that is \( F_{\mu,T} = F_T \). Then we write
\[
F_T = F_T \varphi + F_T (1 - \varphi) \chi_{(-\infty, \mu]} + F_T (1 - \varphi) \chi_{(\mu, +\infty)} =: F_T \varphi + F^{(<\mu)} + F^{(>\mu)},
\]
and notice that all the three terms on the right are Schwartz functions. Since the spectral gaps are preserved when \( \epsilon := |b - b_0| \) is small enough, then \( (F_T \varphi)(H_{\omega,b}) = 0 \) if \( \epsilon \) is small enough. Also:
\[
B_{F_T} (b) = \mathbb{E} \left( \int_\Omega d\xi F^{(<\mu)} (H_{\beta,b}) (\xi; \xi) \right) + \mathbb{E} \left( \int_\Omega d\xi F^{(>\mu)} (H_{\beta,b}) (\xi; \xi) \right) .
\]
Using (4.6) and the shorthand notation \( \mathcal{R}_{\omega,z} := (H_{\omega,b_0} - z)^{-1} \) we may write
\[
\pi B_{F_T} (b_0) = \mathbb{E} \left( \int_\Omega d\xi \int_D d\zeta_1 d\zeta_2 \partial F^{(<\mu)}(z) \int_\mathbb{R} \int_\mathbb{R} dy \mathcal{R}_{\omega,z} (\xi; y) (y_2 - x_2) (P_{y_1} \mathcal{R}_{\omega,z} (y; y)) \right) + \mathbb{E} \left( \int_\Omega d\xi \int_D d\zeta_1 d\zeta_2 \partial F^{(>\mu)}(z) \int_\mathbb{R} \int_\mathbb{R} dy \mathcal{R}_{\omega,z} (\xi; y) (y_2 - x_2) (P_{y_1} \mathcal{R}_{\omega,z} (y; y)) \right) .
\]
By using the pointwise decay estimates (A.4) and (A.5) for the integral kernels appearing in the above integrals with respect to \( y \), one can show that there exist some \( M > 0 \) and a constant \( C \) such that for all \( \xi \) and \( y \) we have
\[
\left| \int_\mathbb{R} dy \mathcal{R}_{\omega,z} (\xi; y) (y_2 - x_2) (P_{y_1} \mathcal{R}_{\omega,z} (y; y)) \right| \leq C \frac{|\xi|^M}{|y_2|^M} .
\]
The function $F^{(>\mu)}$ is supported in $[\mu + \delta, \infty)$, hence:

$$
\sup_{|z| - \mu \geq \delta} \left| \frac{\partial^n F^{(>\mu)}_{\mu, T}}{\partial x^n} (x) \right| \leq C_{n, \delta} e^{-\frac{\delta}{\delta + \mu}}. 
$$

(5.4)

Let us remind the explicit construction of the almost analytic extension of $F^{(>\mu)}$. Let $0 \leq g(y) \leq 1$ with $g \in C_0^\infty(\mathbb{R})$ such that $g(y) = 1$ if $|y| \leq 1/2$ and $g(y) = 0$ if $|y| > 1$. Fix some $N > M + 2$, where $M$ is the number appearing in (5.3). Define

$$
F_N^{(>\mu)}(x + iy) = g(y) \sum_{j=0}^{N} \frac{1}{j!} \partial^j F^{(>\mu)}(x)(iy)^j.
$$

Then for all $0 < T \leq 1$ we have

$$
\sup_{z \in \mathcal{D}} \left| \partial F_N^{(>\mu)}(z) \right| \leq C_{N, \mu, \delta} \frac{|z|^N}{(z_1)^N} e^{-\frac{\delta}{\delta + \mu}}.
$$

(5.5)

Hence, from (5.5) and (5.3) we get:

$$
\left| \mathbb{E} \left( \int_{\Omega} dx \int_{\mathcal{D}} d\zeta \partial F_N^{(>\mu)}(z) \int_{\mathbb{R}^2} dy R_{\zeta, x}(y) (y_2 - x_2) (P_{y, R_{\zeta, x}})(y; x) \right) \right| \leq Ce^{-\frac{\delta}{\delta + \mu}} \quad (5.6)
$$

which implies that the second term on the right-hand side of (5.2) vanishes when $T$ goes to zero. Let us denote by $F_0 := \varphi_{>a}(1 - \varphi) \chi_{(-\infty, \mu]}$. Let us now prove that the first term on the right-hand side of (5.2) converges exponentially fast to $B_{F_0}'(b_0)$. First, $F^{(<\mu)}$ is supported in the interval $[a, \mu - \delta]$, hence the integral over $\mathcal{D}$ reduces to an integral over $\mathcal{D}_{<\mu} := [a, \mu - \delta] \times [-1, 1]$. Second, we have that

$$
\sup_{z \in \mathcal{D}_{<\mu}} \left| \partial F_N^{(<\mu)}(z) - \partial F_0(N)(z) \right| \leq C_{N, \delta} \frac{|z_2|^N}{(z_1)^N} e^{-\frac{\delta}{\delta + \mu}}.
$$

The previous estimate, together with (5.3), implies:

$$
\left| \mathbb{E} \left( \int_{\Omega} dx \int_{\mathcal{D}} d\zeta \partial F_N^{(<\mu)}(z) \int_{\mathbb{R}^2} dy R_{\zeta, x}(y)(y_2 - x_2) (P_{y, R_{\zeta, x}})(y; x) - B_{F_0}'(b_0) \right) \right| \leq Ce^{-\frac{\delta}{\delta + \mu}}.
$$

Introducing this estimate and (5.6) in (5.2), we get (1.24).

Then, since $\text{supp}(F_0') \subset \mathbb{R} \setminus \Sigma(b_0)$, we have that $F_0'(H_{c, b_0}) = 0$ for almost every $\omega$. Therefore, by exploiting also the regularity of the integral kernels given by Proposition 1.9(ii) to exchange the trace with the expectation with the disorder, we get

$$
B_{F_0}'(b_0) = -\lim_{L \to \infty} \mathbb{E} (\text{Tr} (\chi_L \chi_{\infty} [i [H_{E,F}^{b_0}, X_1] F_0'(H_{b_0}) - \chi E i [H_{c,b_0}, X_1] F_0'(H_{b_0}) \chi E]))
$$

$$
= -\lim_{L \to \infty} \mathbb{E} (\text{Tr} (\chi_L \mathcal{I}_{b_0})) = -\lim_{L \to \infty} \int_0^1 dx_1 \int_0^L dx_2 g \left( \frac{x_2}{L} \right) I_b(x_1, x_2).
$$

Finally, the zero-temperature limit of the bulk-edge correspondence, i.e. (1.25), follows by using (1.28) and the Lebesgue dominated convergence theorem.

### Appendix A. Analysis of integral kernels

#### A.1. Geometric perturbation theory

In the following it will be important to relate the resolvent of the edge Hamiltonian, $H^{E,b}_{c, b}$, with the resolvent of the bulk Hamiltonian $H_{c,b}$.

Let $L \geq 1$ and consider the set $\Xi_L(t) := \{ x \in E \mid \text{dist}(x, \partial E) \leq t \sqrt{L} \}$, $t > 0$. Then let $0 \leq \eta_0, \eta_L \leq 1$ be two smooth non-negative functions only depending on $x_2$ such that $\eta_0(x) + \eta_L(x) = 1$ for every $x \in E$. Moreover, we assume that

$$
\text{supp}(\eta_0) \subset \Xi_L(2),
$$

$$
\text{supp}(\eta_L) \subset E \setminus \Xi_L(1),
$$

$$
\| \partial_n^i \eta \|_\infty \approx L^{-\frac{n}{2}}, \quad n \geq 1, \quad i \in \{0, L\}.
$$

(A.1)
We now introduce another couple of non-negative functions $0 \leq \tilde{\eta}_0, \tilde{\eta}_L \leq 1$ again only depending on $x_2$, with the properties:

\[
\begin{align*}
\supp(\tilde{\eta}_0) & \subset \Xi_L \left( \frac{11}{4} \right), \\
\supp(\tilde{\eta}_L) & \subset E \setminus \Xi_L \left( \frac{1}{4} \right), \\
\tilde{\eta}_i \eta_i & = \eta_i, \quad i \in \{0, L\}, \\
dist(\supp(\partial_2 \tilde{\eta}_i), \supp(\eta_i)) & \approx \sqrt{L}, \\
\|\partial^2 \tilde{\eta}_i\|_\infty & \approx L^{-\frac{7}{6}}, \quad n \geq 1, \quad i \in \{0, L\}.
\end{align*}
\]  

(A.2)

The functions $\tilde{\eta}_0, \tilde{\eta}_L$ are a sort of stretched version of $\eta_0$ and $\eta_L$.

The space $L^2(E)$ can be canonically identified with a subset of $L^2(\mathbb{R}^2)$, where the identification operator $I_E : L^2(E) \to L^2(\mathbb{R}^2)$ is given by

\[
I_E(\psi) := \chi_E \psi \in L^2(\mathbb{R}^2).
\]

In this setting, the multiplication operators $\eta_L, \tilde{\eta}_L$, can be viewed as operators from $L^2(\mathbb{R}^2)$ to $L^2(E)$, and vice versa. Moreover, we have the following identity valid on the domain of $H_{\omega,b}$:

\[
\left( H_{\omega,b}^E - z \right) \tilde{\eta}_L = (H_{\omega,b} - z) \tilde{\eta}_L.
\]

Define the bounded operator in $L^2(E)$:

\[
U_{L,\omega}(z) := \tilde{\eta}_L \left( H_{\omega,b} - z \right)^{-1} \eta_L + \tilde{\eta}_0 \left( H_{\omega,b}^E - z \right)^{-1} \eta_0.
\]

Then, we have

\[
\left( H_{\omega,b}^E - z \right) U_{L,\omega}(z) = 1 + W_{L,\omega}(z),
\]

where $W_{L,\omega}(z)$ is the bounded operator given by

\[
W_{L,\omega}(z) := (-2i \nabla \tilde{\eta}_L \cdot (-i \nabla - A - bA) - (\partial^2 \tilde{\eta}_0)) \left( H_{\omega,b} - z \right)^{-1} \eta_L
\]

\[
\left( -2i \nabla \tilde{\eta}_0 \cdot (-i \nabla - A - bA) - (\partial^2 \tilde{\eta}_0) \right) \left( H_{\omega,b}^E - z \right)^{-1} \eta_0.
\]

Therefore, the resolvent of the edge Hamiltonian obeys the identity:

\[
(H_{\omega,b}^E - z)^{-1} = U_{L,\omega}(z) - \left( H_{\omega,b}^E - z \right)^{-1} W_{L,\omega}(z). 
\]  

(A.3)

A.2. Integral and trace-class estimates for bulk and edge Hamiltonian. In this section we collect the important estimates on the integral kernel that we use in the proof of the main result. The proofs relies on the control, with respect to $z \in \mathbb{C} \setminus \mathbb{R}$, of the integral kernels of three type of operators: $\left( H_{\omega,b}^E - z \right)^{-1}$, $\left( H_{\omega,b}^E - z \right)^{-1} X_i$ and $F(H_{\omega,b}^E)$, where $\star \in \{E, \emptyset\}$ and $i \in \{1, 2\}$. No gap assumption is required in the following. Consider the set $D := \mathbb{R} \times [-1, 1] \subset \mathbb{C}$ and let $z_1 := \text{Re}(z)$, $z_2 := \text{Im}(z)$ and $\zeta := (z_1)|z_2|^{-1}$. Since the scalar potential $V$ is smooth and periodic, and the random potential $V_{\omega}$ is smooth, uniformly bounded and with uniformly bounded derivatives, from [22 Proposition B.8] we get that there exists some $\delta > 0$ such that for every $z \in D$ and for all $x \neq x' \in \mathbb{R}^2$ we have

\[
\sup_{\omega \in \Theta} \left| \left( H_{\omega,b}^E - z \right)^{-1} (x; x') \right| \leq C \zeta^4 \left( 1 + \ln \|x - x'\| \right) e^{-\frac{\delta}{2} \|x - x'\|} \quad \star \in \{E, \emptyset\},
\]

(A.4)

Moreover, in view of the regularity of the magnetic potential $A$ and the definition of $A$, we get a control on the integral kernel of the bulk operators $\left[ H_{\omega,b}^E \right][H_{\omega,b} - z]^{-1}$. For $i \in \{1, 2\}$, it holds true [22 Proposition B.9], for all $x \neq x' \in \mathbb{R}^2$, that

\[
\sup_{\omega \in \Theta} \left| \left[ H_{\omega,b}^E \right][H_{\omega,b} - z]^{-1} (x; x') \right| \leq C \zeta^4 \left( 1 + \frac{1}{\|x - x'\|} \right) e^{-\frac{\delta}{2} \|x - x'\|}.
\]

(A.5)

Notice that, when $\star = \emptyset$ and $z \in \mathbb{C} \setminus \Sigma(b)$, the integral kernels in (A.4) and (A.5) are jointly continuous for $x \neq x' \in \mathbb{R}^2$, see [27 Proposition 3.1].
Let us now prove an estimate analogous to \((A.5)\) for the edge Hamiltonian. We will exploit gauge covariant magnetic perturbation theory \([23, 22, 23]\) together with the explicit formula for the integral kernel of the free Laplacian defined with Dirichlet boundary condition on \(E\).

Consider the operator \((-\Delta_E + \lambda)^{-1}\), where \(\Delta_E\) is the Laplace operator restricted to the upper half plane \(\mathbb{R} \times [0, +\infty)\) with Dirichlet boundary conditions. Using the reflection method we can explicitly write the integral kernel of \((-\Delta_E + \lambda)^{-1}\):

\[
(-\Delta_E + \lambda)^{-1}(x; y) = (-\Delta + \lambda)^{-1}(x; y) - (-\Delta + \lambda)^{-1}(x; y_*), \tag{A.6}
\]

where \(\lambda > 0\), \(y_* := (y_1, y_2)\), and \((-\Delta + \lambda)^{-1}(x; y)\) is the integral kernel of the resolvent of the Laplace operator on \(\mathbb{R}^2\), that is

\[
(-\Delta + \lambda)^{-1}(x; x') = \frac{1}{2\pi} K_0(\sqrt{\lambda}\|x - y\|)
\]

where \(K_\nu, \nu \in \mathbb{Z}\) denotes the Macdonald function. Let us briefly remind here some useful properties of the Macdonald functions:

\[
K_0'(x) = -K_1(x), \quad K_\nu(x) = \sqrt{\frac{\pi}{2x}}e^{-x/2} \left( 1 + O\left( \frac{1}{x} \right) \right) \text{ as } x \to +\infty,
\]

\[
K_0(x) = -\log(x) + O(1) \text{ as } x \to 0,
\]

\[
x^\nu K_\nu(x) = 2^{\nu-1}\Gamma(\nu) + o(1) \text{ as } x \to 0, \nu \neq 0.
\]

Consider the operator \(S(-\lambda)\), which is the bounded and selfadjoint operator associated to the integral kernel

\[
S(-\lambda)(x; y) := e^{i\varphi(x,y)}(-\Delta_E + \lambda)^{-1}(x; y),
\]

where \(\varphi\) is the Peierls phase defined by

\[
\varphi(x; y) := -b \int_x^y A(s) \cdot ds = -\frac{b}{2}(x_1 - y_1)(x_2 + y_2)
\]

for a fixed \(b \in \mathbb{R}\), while \(A(x) = (-x_2, 0)\). If \(A_t(x) := \frac{1}{2}(-x_2, x_1)\) denotes the transverse gauge, then we have the important identity

\[
bA(x) - \nabla_x \varphi(x, y) = bA_t(x - y). \tag{A.7}
\]

The operator \(S(-\lambda)\) maps the Hilbert space \(L^2(E)\) into the domain of the operator \((-i\nabla - bA)^2\) with Dirichlet boundary conditions at \(x_2 = 0\). Moreover, we have

\[
\left((-i\nabla - bA)^2 + \lambda\right) S(-\lambda) = 1 + T(-\lambda),
\]

where \(T(-\lambda)\) is the bounded operator associated to the integral kernel

\[
T(-\lambda)(x; y) := -2e^{i\varphi(x,y)}b A_t(x - y) \cdot (-i\nabla_x) \left((\Delta + \lambda)^{-1}(x; y) - (\Delta + \lambda)^{-1}(x; y_*)\right)
\]

\[
+ e^{i\varphi(x,y)}b^2 \left|A_t(x - y)\right|^2 \left((\Delta + \lambda)^{-1}(x; y) - (\Delta + \lambda)^{-1}(x; y_*)\right).
\]

We note that the kernel \(T(-\lambda)(x; y)\) is bounded near the diagonal because of the presence of \(A_t(x - y)\). For \(\lambda > 0\), the operator \((-i\nabla - bA)^2 + \lambda\) with Dirichlet boundary condition at \(x_2 = 0\) is invertible, therefore we get

\[
\left((-i\nabla - bA)^2 + \lambda\right)^{-1} = S(-\lambda) - \left((-i\nabla - bA)^2 + \lambda\right)^{-1} T(-\lambda). \tag{A.8}
\]

Moreover, if \(\lambda\) is sufficiently large, then using the Schur test one can show that the norm of \(T(-\lambda)\) goes to zero and we may write

\[
((-i\nabla - bA)^2 + \lambda)^{-1} = S(-\lambda) \sum_{n=0}^{\infty} (-1)^n T(-\lambda)^n.
\]

Using the theory of polar operators, in particular \([86, Lemma 2, p.213]\) (see also \([72]\)), one can show that the above series consists of integral operators with more and more regular integral kernels;
Lemma A.1. Let $g_0$ and $g$ be two smooth compactly supported functions. We also assume that $\text{supp}(g_0) \subset E$, $\text{dist}(\text{supp}(g_0), \partial E) > 0$. Then, for $\delta > 0$ small enough, the operators $g_0^i [H^E_0, X_i] (H^E_0 - z)^{-2} \delta^{|X_i|}$ and $g^i [H_0, X_i] (H_0 - z)^{-2} \delta^{|X_i|}$, with $i \in \{1, 2\}$ and $z \in \mathbb{C} \setminus \mathbb{R}$, map $L^2(E)$, respectively $L^2(\mathbb{R}^2)$, into the space of continuous functions on $\mathbb{R}^2$.

Proof. The integral kernel of $[H^E_0, X_i] (H^E_0 - z)^{-1} (x; x')$ and $(H_0 - z)^{-1} (x; x')$ are jointly continuous for $x \neq x' \in \mathbb{R}^2$ and they have a singularity that goes like $||x - x'||^{-1}$, and $\ln ||x - x'||$ respectively. Hence, by applying the same result in the theory of polar integral operators as before, we can show that, if $U_1, U_2 \subset E$ are compact sets, the integral kernel $[H^E_0, X_i] (H^E_0 - z)^{-2} (x; x')$ is jointly continuous for $(x; x') \in U_1 \times U_2$. By using Lebesgue’s dominated convergence theorem together with Lemma 2 and 3, this implies that for every $\psi \in L^2(E)$, $i \in \{1, 2\}$ and $z \in \mathbb{C} \setminus \Sigma_E$, $$(g_0^i [H^E_0, X_i] (H^E_0 - z)^{-2} \delta^{||X_i||} \psi)(x) = \int_{\mathbb{R}^2} dy g_0 (x) \left( i [H^E_0, X_i] (H^E_0 - z)^{-2} \right) (x; y) \delta^{||y||} \psi(y)$$ is a continuous function.

It remains to analyze the integral kernel of $F(H^*_0)$. We do that by using the H-S formula. Consider a function $F$ as in Theorem 1.1. We still denote by $F$ its extension to a Schwartz function. By following the strategy of 22, we can write $F(H^*_0)$ as

$$F(H^*_0) = -\frac{1}{\pi} \int_D dz_1 dz_2 \overline{\partial F_N(z)} (H^*_0 - z)^{-1}, \quad z = z_1 + iz_2,$$

where $\text{Re} z = z_1, \text{Im} z = z_2 \in \mathbb{R}, dz_1 dz_2$ is the Lebesgue measure of $\mathbb{C} = \mathbb{R} \times \mathbb{R}$, $D := \mathbb{R} \times [-1, 1]$, and $F_N$ is an almost analytic extension of $F$ constructed as follows: Let $0 \leq g(y) \leq 1$ with $g \in C^\infty(\mathbb{R})$
such that $g(y) = 1$ if $|y| \leq 1/2$ and $g(y) = 0$ if $|y| > 1$. Fix some $N \geq 2$ and define

$$F_N(z_1 + iz_2) := g(z_2) \sum_{j=0}^{N} \frac{1}{j!} \frac{\partial^j}{\partial z_1^j}(z_1)(iz_2)^j.$$ 

Then the following properties hold true:
- $F_N(x) = F(x)$ for all $x \in \mathbb{R}$;
- $\text{supp}(F_N) \subseteq D$;
- there exists a positive constant $C_N$ (dependent on $N$) such that
  $$|\partial F_N(z)| \leq C_N \frac{|z_2|^N}{|z_1|^N}.$$ 

**Lemma A.2.** For all $g_1, g_2 \in C_0^\infty(E)$, and all $h_1, h_2 \in C_0^\infty(\mathbb{R}^2)$, the operators $g_1 F(H_\omega^E) g_2$, $g_1 (i [H_\omega^E, X_i] F(H_\omega^E)) g_2$, $h_1 F(H_\omega) h_2$ and $h_1 (i [H_\omega, X_i] F(H_\omega)) h_2$ have a jointly continuous integral kernel. Also, for $* \in \{E, \emptyset\}$ and every $M > 0$, there exists a positive constant $C$ such that

$$\sup_{\omega \in \Theta} |F(H_\omega^E)(x; y)| \leq C|\omega - y|^{-M}$$

and

$$\sup_{\omega \in \Theta} |(i [H_\omega^E, X_i] F(H_\omega^E))(x; y)| \leq C|\omega - y|^{-M} \quad i \in \{1, 2\}. \quad (A.13)$$

Moreover, $\chi_F F(H_\omega^E)$ is trace class and

$$\text{Tr}(\chi_F F(H_\omega^E)) = \int_{\mathbb{R}^2} dx \chi_F(x) F(H_\omega^E)(x; x). \quad (A.14)$$

**Proof.** Consider the operator $F(H_\omega^E)$, in view of the integrability of the integral kernels of the resolvent of $H_\omega^E$, see (A.4), by using Fubini-Tonelli’s theorem together with a Schur estimate, we can prove that $F(H_\omega^E)$ is a bounded operator from $L^2(E)$ to $L^\infty(E)$ and

$$F(H_\omega^E)(x; y) = -\frac{1}{\pi} \int_D dz_1 dz_2 \partial F_N(z)(H_\omega^E - z)^{-1}(x; y). \quad (A.15)$$

Moreover, by using Green’s theorem and the first resolvent formula, we get

$$F(H_\omega^E) = -\frac{1}{\pi} \int_D dz_1 dz_2 (z - i)\partial F_N(z)(H_\omega^E - z)^{-1}(H_\omega^E - i)^{-1}.$$ 

Hence, for every $M \geq 2$, by using (A.4) and by choosing $N$ large enough in (A.11), we get that there exist $a > 1$ and a constant $C$ such that

$$\sup_{\omega \in \Theta} \left| (x - x')^M F(H_\omega^E)(x; x') \right|$$

$$\leq \sup_{\omega \in \Theta} \frac{1}{\pi} \int_D dz_1 dz_2 \left| \partial F_N(z) \right| \left| (x - x')^M \int_E dy (H_\omega^E - z)^{-1}(x; y)(H_\omega^E - i)^{-1}(y; x') \right|$$

$$\leq C \int_D dz_1 dz_2 \left| \frac{1}{|z_1|^a} \right| < \infty. \quad (A.16)$$

Notice that in the second inequality we have used Cauchy-Schwarz inequality together with (A.4) and that $|z_2| \leq 1$. The proof of (A.13) can be done in the same way, using (A.4).

Let us now investigate the continuity of the integral kernels by mimicking the arguments in [27][22]. We only consider $i [H_\omega^E, X_i] F(H_\omega^E)$, the other operators can be treated in a similar way. We have

$$g_1 i [H_\omega^E, X_i] F(H_\omega^E) g_2 = \left( g_1 \left[ H_\omega^E, X_i \right] (H_\omega^E - i)^{-2} e^{\delta |X_i|} \right) \left( e^{-\delta |X|} (H_\omega^E - i)^{-1} F(H_\omega^E) (H_\omega^E - i)^{-2} \right) (H_\omega^E - i)^{-2} g_2$$

$$:= ABC.$$ 

By functional calculus, $F(H_\omega^E)$ is a bounded operator, and since $e^{-\delta |X|} (H_\omega^E - i)^{-1}$ is a Hilbert-Schmidt operator, the same holds true for $B$. From the proof of Lemma A.1, we get that
both operators $A$ and $C$ have a bounded integral kernel which may be dominated by a term that goes like constant times $e^{-\varepsilon \|x-y\|}$ for some small enough $\varepsilon$. Using the Cauchy-Schwarz inequality, we get that there exists a constant $C_{g_1,g_2}$ such that

$$
\sup_{x,y \in \mathbb{R}^d} |g_1(x) \left( i \left[ H^E, X_i \right] F(H^E) \right) (x;y) g_2(y) | \leq C_{g_1,g_2} \| B \|_2 ,
$$

(A.17)

where $\| B \|_2$ denotes the Hilbert-Schmidt norm of $B$. We can now mimic the argument from [22] Appendix C which uses that the integral kernel $B(\cdot ; \cdot) \in L^2(E \times E)$ can be approximated with the kernel of a finite rank operator $B_N = \sum_{i,j=1}^N \beta_{i,j} f_i \otimes f_j$, where $\{ f_i \}_{i \in \mathbb{N}}$ is an orthonormal basis of $L^2(E)$. Indeed, by applying Lemma A.1 to the operator $A$ and $C^*$, we get that both operators maps $L^2(E)$ to the space of continuous functions. Since the integral kernel of $ABN C$ can be written as

$$
\sum_{i,j=1}^N \beta_{i,j} (A f_i) (x) (C^* f_j) (y),
$$

we get that it is jointly continuous.

Since $B_N$ converges to $B$ in the Hilbert-Schmidt norm, together with the estimate (A.17), we can uniformly approximate the integral kernel of $g_1 \left( i \left[ H^E, X_i \right] F(H^E) \right) g_2$ with the integral kernel of the operator $ABN C$, which has a jointly continuous integral kernel. In view of the generality of $g_1$ and $g_2$, we obtain that $i \left[ H^E, X_i \right] F(H^E)$ has a jointly continuous integral kernel on every compact set $V_1 \times V_2 \subset E \times E$.

Let us now show that $\chi_L F(H^E)$ is a trace class operator in $L^2(E)$ for every $L > 0$. Consider

$$
\chi_L F(H^E) = \left( \chi_L (H^E - i)^{-2} e^{\delta |x|} \right) \left( e^{-\delta |x|} (H^E - i)^{-1} F(H^E) (H^E - i)^{-1} \right) := DG.
$$

(A.18)

As it is done in the proof of Lemma 1.9 one can show that $D$ is an Hilbert-Schmidt operator, while the operator $G$ can be proved to be Hilbert-Schmidt in the same way we have done for the operator $B$ above. Therefore, $\chi_L F(H^E)$ is the product of two Hilbert-Schmidt operators, thus it is trace class.

Let us now show (A.14). Let $g_n$ be smooth functions, uniformly bounded and compactly supported in $E$, such that $g_n \to \chi_L$ strongly in the $L^2(E)$ norm and $g_n \chi_L = g_n$. The operator $g_n F(H^E)$ can be written as a product of two Hilbert-Schmidt operators in the same way we have done in (A.18), hence it is a trace class operator. Then:

$$
\| \text{Tr} \left( \chi_L F(H^E) \right) - \text{Tr} \left( g_n F(H^E) g_n \right) \| \leq \| g_n^2 - \chi_L \| \chi_L F(H^E) \|_1 \to 0,
$$

where we used the well known fact that if $U_n$ is a sequence of bounded operators strongly convergent to zero and $V$ is trace class, then $U_n V$ converges to zero in the trace norm. Moreover, since $g_n$ is compactly supported in $E$, we have that $g_n F(H_\omega) g_n$ has a jointly continuous integral kernel, hence we can compute its trace simply by integrating the diagonal of the integral kernel. Putting all this together, we get that

$$
\text{Tr} \left( \chi_L F(H_\omega) \right) = \lim_{n \to \infty} \int_{\mathbb{R}^d} dx \ g_n^2(x) F(H_\omega)(x;x).
$$

Eventually, by using the estimate (A.12) together with Lebesgue dominated convergence theorem we obtain (A.14). The proof for $F(H_\omega)$ is the same. □

Remark A.3. For the bulk operator $F(H_\omega)$ one may prove a much higher regularity of its integral kernel, using tools from the magnetic pseudodifferential calculus developed in [55, 20, 21]. This will be done somewhere else.

Lemma A.4. The operator $W_{L,\omega}(z)$ in (A.3) has a smooth integral kernel that is exponentially localized around the diagonal and decays faster than any polynomial in $L$; more precisely, for every $M > 1$, there exist $C, \delta_0 > 0$ and $a \geq 1$ such that for every $L \geq 1$ and $\zeta := \langle z_1 \rangle |z_2|^{-1}$ we have:

$$
\sup_{\omega \in \Theta} | W_{L,\omega}(z)(x;y) | \leq C \frac{\zeta^a}{L^M e^{-\frac{C}{L} \| x-y \|}}.
$$

(A.19)
Proof. \( W_{1,\omega}(z) \) contains four terms and each of them can be treated separately, proving that it satisfies (A.19). Consider, for example, the term
\[
\nabla \tilde{\eta}_L \cdot (\text{i} \nabla - A - bA)(H_\omega - z)^{-1} \eta_L = \partial_2 \tilde{\eta}_L [H_\omega, X_2] (H_\omega - z)^{-1} \eta_L
\]
since the other ones can be treated in a similar way. The main idea is to couple the exponential localization around the diagonal of the integral kernel of \([H_\omega, X_2](H_\omega - z)^{-1}\), see (A.5), with the fact that the distance between the support of \(\nabla \tilde{\eta}_L\) and the support of \(\eta_L\) is of order \(\sqrt{L}\), see (A.2).
Then, by using the maximum of the function \(z^2 Me^{-|x|}\) we have:
\[
e^{-c\sqrt{\zeta}} \leq \frac{(2M)^{2M}}{e^{2M}} e^{-2ML^{-M}}, \quad \forall M > 1.
\]
Hence we can trade off a part of the exponential decay of the integral kernel with any polynomial decay in \(L\), at the price of getting a prefactor that grows polynomially in \(\zeta\). \(\square\)

Appendix B. A short argument for the quantization of the edge conductivity

In the absence of the random potential one may use the so-called edge states in order to directly show that the right-hand side of (1.26) must be an integer. The argument below is well known to physicists and it already appeared in the mathematical literature [10, 17, 83], but we sketch it here for completeness and adapted to our setting. Let us use the shorthand notation \(H_E := H_b\) for the edge Hamiltonian.

First, let us notice that the operator \(H_E\) is \(\mathbb{Z}\)-periodic in the \(x_1\)-direction and to a Bloch-Floquet-Zak transform, it is unitarily equivalent to \(\int_{[-\pi,\pi]} dk_1 h^E(k_1)\), where the fiber operator
\[
h^E(k_1) = \frac{1}{2} (-\text{i} \partial_{x_1} - A_1(x_1, x_2) + b_0 x_2 + k_1)^2 + \frac{1}{2} (-\text{i} \partial_{x_2} - A_2(x_1, x_2))^2 + V(x_1, x_2)
\]
is densely defined in \(L^2(S_\infty)\) with periodic boundary conditions on the lateral lines \(x_1 \in \{0, 1\}\) restricted to \(E\), and with a Dirichlet boundary condition at the bottom \(x_2 = 0\). The bulk operator \(H_b\) can be written in similar manner, but its fiber \(h(k_1)\) will be defined in \(L^2([0,1] \times \mathbb{R})\) with periodic boundary conditions on the infinite lines \(x_1 \in \{0, 1\}\).

Second, we note that the bulk fiber \(h(k_1)\) does not have spectrum inside the gap \([E_-, E_+]\), regardless of which \(k_1\) we choose. Moreover, one can prove that \((h^E(k_1) - z)^{-1} - \chi_\infty(h(k_1) - z)^{-1} \chi_\infty\) is compact for any \(z\) with \(\text{Im}(z) \neq 0\), thus the spectral projection of \(h^E(k_1)\) inside \([E_-, E_+]\) is compact, hence \(h^E(k_1)\) can only have finitely many discrete eigenvalues which can be inside \([E_-, E_+]\). They are the edge states, corresponding to eigenfunctions exponentially localized near the boundary \(x_2 = 0\). According to Rellich’s theorem, each edge state eigenvalue \(\lambda(k_1)\) can be analytically followed as a function of \(k_1\) as long as its value belongs to \([E_-, E_+]\).

It is important in what follows to note, that the left-hand side of the formula in the next lemma (or the right-hand side of (1.26)) remains the same if we slightly move \(E_-\) to the left or \(E_+\) to the right. This is because \(F_0^E\) is supported in \([E_-, E_+]\). Thus we may assume that \(E_0^\pm\) do not coincide with some edge state eigenvalues when \(k_1 \in \pm \pi\).

Lemma B.1. Let \(N < \infty\) be the total number of edge state eigenvalues which can enter the interval \([E_-, E_+]\). Without loss of generality we may assume that no such eigenvalue starts or ends at \(E_\pm\), i.e. \(\lambda_n(\pm \pi) \notin \{E_-, E_+\}\). Then:
\[
-2\pi \text{Tr} \left( \chi_\infty i \left[ H^E, X_1 \right] F_0^E(h^E) \right) = \sum_{n=1}^{N} (F_0(\lambda_n(-\pi)) - F_0(\lambda_n(\pi))),
\]
and the right-hand side is an integer.

Proof. In the Bloch-Floquet-Zak picture, the fiber of \(i \left[ H^E, X_1 \right] F_0^E(h^E)\) is a finite rank operator given by
\[
(\partial_{k_1} h^E(k_1)) F_0^E(h^E(k_1)).
\]
By direct computation we can prove

\[ 2\pi \text{Tr} \left( \chi_{\infty} \left[ H^E, X_1 \right] F_0'(H^E) \right) = \int_{-\pi}^{\pi} dk_1 \left( \text{Tr} \left( (\partial_{k_1} h^E(k_1))F_0'(h^E(k_1)) \right) \right) = \sum_{n=1}^{N} \int_{-\pi}^{\pi} dk_1 \left( \lambda_n(k_1) \langle \psi_n(k_1), (\partial_{k_1} h^E(k_1))\psi_n(k_1) \rangle \right), \]

where the eigenvectors \( \psi_n(k_1) \) may be chosen to be smooth in \( k_1 \) due to Rellich’s theorem. Then using the Feynman-Hellmann formula and the chain rule, the formula is proved.

The contribution coming from edge states for which \( \lambda_n(\pm \pi) \notin [E_-, E_+] \) consists of 0’s and \( \pm 1 \)’s. Let us also remark that the sets

\[ M_+ := \{ \lambda_j(\pi) \in (E_-, E_+) \}, \quad M_- := \{ \lambda_k(-\pi) \in (E_-, E_+) \} \]

must be equal because both the spectrum of \( h^E(k_1) \) as a set, and the multiplicity of its eigenvalues are \( 2\pi \)-periodic and hence:

\[ \sum_{\lambda \in M_+} F_0(\lambda) - \sum_{\mu \in M_-} F_0(\mu) = 0. \]

Thus the Chern character of \( P_0 \) can be seen as the number of edge state eigenvalues which initially enter the interval \( [E_-, E_+] \) by crossing \( E_- \), minus the number of edge states which finally exit the interval \( [E_-, E_+] \) by also crossing \( E_- \).

**Appendix C. Positive temperature bulk-edge correspondence for the Landau Hamiltonian**

Let us consider the pure Landau Hamiltonian \( H_{b, b} \equiv H_b = \frac{1}{2} (-i \nabla - b A)^2 \), with \( b > 0 \), whose spectrum is given by the Landau levels \( \sigma(H_b) = \{ e_{n, b} = b(n + \frac{1}{2}) | n \in \mathbb{N} \} \) (for a recent review on the Landau Hamiltonian see [71]). We denote by \( \Pi_{n, b} \) the spectral projection onto the infinite dimensional eigenspace associated to \( e_{n, b} \). It is well-known (see for example [31]) that the integrated density of states associated to each Landau level is just given by the value of the diagonal of the integral kernel of \( \Pi_{n, b} \), at the point \( x = 0 \), that is \( \Pi_{n, b}(0; 0) = \frac{\pi}{b} \).

Assume now that the Fermi energy does not coincide with any of the Landau levels, that is \( \mu \notin \sigma(H_b) \), for simplicity let us assume that \( e_{0, b} < \mu < e_{1, b} \). In [28] the authors analyze the linear response to a constant electric field of a fermionic non-interacting systems described by the Landau Hamiltonian. It turns out that for this particular case one can compute the transverse DC (direct current) conductivity at positive temperature by considering the Kubo formula and by taking the adiabatic limit:

\[ \lim_{\eta \to 0} \sigma_H(b, T, \eta) = e^2 \frac{n^B(b, \mu, T)}{b}. \]  

(C.1)

Furthermore, by explicit computation, see for example [48], we have that the bulk pressure and the bulk density of states are simply given by

\[ p^B(b, T, \mu) = -\sum_{n=0}^{\infty} F_{\mu, T}(e_{n, b})\Pi_{n, b}(0; 0) = -\sum_{n=0}^{\infty} F_{\mu, T}(e_{n, b}) \frac{b}{2\pi} \]  

(C.2)

\[ n^B(b, T, \mu) = \partial_\mu p^B(b, T, \mu) = \sum_{n=0}^{\infty} F_{FD}(e_{n, b})\Pi_{n, b}(0; 0) = \sum_{n=0}^{\infty} F_{FD}(e_{n, b}) \frac{b}{2\pi}. \]  

(C.3)

By taking the derivative with respect to \( b \) of the pressure (C.2) we get the bulk magnetization, that is

\[ m^B(b, T, \mu)(b) = -e \partial_b p(b, T, \mu) = e \sum_{n=1}^{\infty} F_{FD}(e_{n, b}) \frac{de_{n, b}}{db} \frac{b}{2\pi} - e \frac{p(b, T, \mu)}{b} = m^{B, circ}(b, T, \mu) + m^{B, res}(b, T, \mu), \]

where

\[ m^{B, circ}(b, T, \mu) = e \sum_{n=1}^{\infty} F_{FD}(e_{n, b}) \frac{de_{n, b}}{db} \frac{b}{2\pi} \]

and

\[ m^{B, res}(b, T, \mu) = -e \frac{p(b, T, \mu)}{b}. \]
where the first term $m^{B, circ}(b, T, \mu)$ denotes the magnetization given by the local circulation of electrons and $m^{B, res}(b, T, \mu)$ denotes the residual magnetization which captures the contribution of edge currents, see Section 1.3.1. Again by explicit computation we have that

$$\frac{\partial m^B(b, T, \mu)}{\partial \mu} = -\sum_{n=1}^{\infty} e F_D(e_n, b) \frac{d e_n, b}{d b} \frac{b}{2 \pi} - e \frac{m^B(b, T, \mu)}{b}. \quad (C.4)$$

Therefore, taking into account (C.1), we get that

$$\lim_{\eta \to 0} \sigma_H(b, T, \eta) = e^2 \frac{\partial n^B(b, T, \mu)}{\partial b} + e \frac{\partial m^{B, circ}(b, T, \mu)}{\partial \mu} = -e \frac{\partial m^{B, res}(b, T, \mu)}{\partial \mu}. \quad (C.5)$$

Equation (C.5) provides a complete picture of the bulk transport at positive temperature [81, 48, 76]. In accordance with the derivation of Středa [81] we can recognize two contributions to the Hall conductivity: the first one, which is given by the magnetic derivative of the integrated density of states, which is also called the Fermi sea contribution, and the second one, which is given by the derivative w.r.t. of the chemical potential of $m^{circ}$, which contains the derivative of the Fermi-Dirac distribution and it is therefore called the Fermi surface contribution to the conductivity. Actually the two names Fermi sea and Fermi surface contribution make real sense only at zero temperature, but we extend them to positive temperature with a little abuse of notation.

Therefore, taking into account (C.1), we get that

$$\lim_{\eta \to 0} \lim_{T \to 0} \sigma_H(b, T, \eta) = e^2 \frac{\partial n^B(b, T, \mu)}{\partial b}.$$ 

where the right-hand side is proportional to the Chern character of the projection $\Pi_{0, b}$. Therefore, we have that the Hall conductivity converges to its zero-temperature quantized value. Let us now apply Theorem 1.8 to this simple situation. We obtain that

$$m^B(b, T, \mu) = I^F(b, T, \mu) \quad (C.6)$$

which, coupled with (C.5), implies that the limit to zero temperature of $\partial_{\mu} I^F$ converges to its quantized zero-temperature valued, hence establishing the well-known zero-temperature bulk-edge correspondence.

In view of the discussion of Section 1.3.2 we can now subtract from (C.6) the contribution of the magnetization currents, thus obtaining

$$m^{B, res}(b, T, \mu) = I^{E, res}(b, T, \mu). \quad (C.7)$$

Finally, by taking a derivative with respect to $\mu$ and multiplying by $-e$, we obtain an equality between the bulk conductivity and edge conductance at any temperature for the pure Landau case:

$$\sigma_H(b, T, \mu) = -e \frac{\partial_{\mu} m^{B, res}(b, T, \mu)}{\partial \mu} = -e \frac{\partial_{\mu} I^{E, res}(b, T, \mu)}{\partial \mu} = \sigma_E(b, T, \mu). \quad (C.8)$$

**APPENDIX D. RESULTS FOR DISCRETE SYSTEMS**

Our method can be adapted to tight-binding models as considered in [37]. In what follows, we will sketch (without proofs, to be given elsewhere) how to interpret the results of [37] in terms of our magnetic response approach to bulk-edge correspondence.

Let us consider a family of self-adjoint bulk Hamiltonians $(H_\omega, b)_{\omega \in \Theta}$ on $\ell^2(\mathbb{Z}^2)$ such that the matrix elements of $H_\omega, b$ are given by

$$H_\omega, b(x, y) = e^{i \varphi(x, y)} T_\omega(x - y),$$

with $\varphi(x, y) := -\frac{1}{2} (x_1 - y_1)(x_2 + y_2)$, and there exist $C, \delta > 0$ such that

$$|T_\omega(x)| \leq C e^{-\delta|x|}, \forall x \in \mathbb{Z}^2.$$
We also assume that \( \{H_{\omega,b}\}_{\omega \in \Theta} \) satisfies the following covariant relation
\[
\tau_{b,\gamma} H_{\omega,b} \tau_{b,\gamma} = H_{T(\gamma)\omega,b}, \quad (\tau_{b,\gamma} \psi)(x) = e^{i(b(x)-1)\gamma_2} \psi(x - \gamma) = e^{i\varphi_2(x,\gamma)} \psi(x - \gamma), \quad \forall \gamma \in \mathbb{Z}^2,
\]
where \( \tau_{b,\gamma} \) is a family of magnetic translations compatible with the Landau gauge, while \( T(\gamma) \) is the canonical action of \( \mathbb{Z}^2 \) on \( \Theta \). Hence \( \{H_{\omega,b}\}_{\omega \in \Theta} \) is ergodic with respect to the lattice \( \mathbb{Z}^2 \).

The family of edge Hamiltonians \( \{H^E_{\omega,b}\}_{\omega \in \Theta} \) is defined by restricting the bulk operators to the set \( \mathbb{Z} \times \mathbb{N} \). As in the continuous case, we have that this family is still ergodic with respect to the one-dimensional lattice generated by the vector \((1,0)\):
\[
\tau_{b,\gamma} H^E_{\omega,b} \tau_{b,\gamma} = H^E_{T(\gamma)\omega,b} \quad \forall \gamma = (\gamma_1,0) \in \mathbb{Z}^2.
\]
In the discrete case, the unit cell simply reduces to one point, which simplifies things a lot. In particular, defining
\[
B_F(b) := \mathbb{E} \left( F(H_{b,0}(0,0)) \right),
\]
the analogue of \((\ref{eq:1.10})\) becomes:
\[
\frac{dB_F(b)}{db} = - \lim_{N \to \infty} \mathbb{E} \left( \text{Tr} \left( \chi_N [H^E_{b,0}(X), F'(H^E_{b,0}(X)) \right) \right).
\]
The proof in the discrete case follows the same steps as in the continuous case. However, the presence of two different phases, namely \( \varphi(\cdot, \cdot) \) in the definition of the tight-binding Hamiltonian and \( \varphi_2(\cdot, \cdot) \) in the definition of the almost resolvent \( S_{E,\tau,\epsilon}^E \), requires some additional care. In particular, there is an extra first order contribution to the magnetic derivative of the "smeared" integrated density of states \( \rho_{L,\omega}(b) \) which can be proven to be equal to zero. Moreover, notice that, in comparison to \((\ref{eq:1.10})\), on the right-hand side only appears the function \( \chi_N \), which now simply denotes the characteristic function of a finite "strip" containing \( N + 1 \) points located on the vertical axis: \( S_N := \{0 \times [0, N] \} \cap \mathbb{Z}^2, N \geq 1 \).

We will now relate our method and results to the approach based on switch functions \([6, 37]\), see also \([67]\) for a recent discussion on the topic. Even though we postpone a detailed discussion and full proofs to a future paper, we will briefly sketch the main ideas.

Let \( i \in \{1, 2\} \) and \( N \in \mathbb{N} \), and consider the set \( E^N_i := \{ x \in \mathbb{Z}^2 | x_i < N \} \). We define the switch function \( \Lambda_i^{(N)} : \mathbb{Z} \to [0, 1] \) to be the characteristic function of \( E^N_i \). We also use the shorthand notation \( \Lambda_i^{(0)} \equiv \Lambda_i \). By exploiting the key property of the switch function
\[
\sum_{x_i \in \mathbb{Z}} \Lambda_i^{(N)}(x_i + y_i) - \Lambda_i^{(N)}(x_i) = -y_i \quad (\text{D.4})
\]
we can show that
\[
\mathbb{E} \left( \text{Tr} \left( \chi_N [H^E_{b,0}, X_1], F'(H^E_{b,0}) \right) \right) = \mathbb{E} \left( \text{Tr} \left( \Lambda_2^{N(1)} [H^E_{b,0}, H^E_{b,0}], F'(H^E_{b,0}) \right) \right). \quad (\text{D.5})
\]
As a side remark we note that instead of changing the switch function, one could equivalently move the edge to "minus infinity" as done in \([37]\): let the operator \( H^{(E,N)}_{\omega,b} \) be the truncation of the bulk Hamiltonian on the set \( \mathbb{Z} \times [-N, +\infty) \), then by exploiting the covariance of the Hamiltonian we get
\[
\mathbb{E} \left( \text{Tr} \left( \Lambda_2^{N(1)} [H^E_{b,0}, H^E_{b,0}], F'(H^E_{b,0}) \right) \right) = \mathbb{E} \left( \text{Tr} \left( \Lambda_2^{(N)} [H^{(E,N)}_{b,0}, F'(H^{(E,N)}_{b,0})] \right) \right).
\]
The last equality shows that the magnetic derivative of \( B_F \) can be written in terms of a current written by using the switch functions. However, we can also understand the right-hand side of \((\text{D.5})\) by means of a suitable magnetic derivative, in the same spirit as we do in Theorem 1.1.

Consider the vector \( \lambda_x = (\Lambda_1(x), \Lambda_2(x)) \) and the magnetically perturbed bulk Hamiltonian
\[
\tilde{H}_{\omega,b,e}(x,y) = e^{ie(\varphi_x - \varphi_y)} H_{\omega,b}(x,y),
\]
together with its corresponding edge version, \( \tilde{H}^E_{\omega,b,e} \). Notice that the magnetic perturbation depending on \( e \) is not singular anymore because \( \varphi(\lambda_x, \lambda_y) \) is bounded. Let \( \Omega_L := [-L, L]^2 \cap \mathbb{Z}^2 \).
and \( \chi_{\Omega_L} \) be its characteristic function. We consider the object
\[
\mathfrak{M}_F^{(L)}(\epsilon) := \text{Tr} \left( \chi_{\Omega_L} F(\tilde{H}_{\omega,b,\epsilon}) \right).
\]
It is not difficult to see that the above quantity diverges when \( L \to \infty \). The interesting fact is that its derivative with respect to \( \epsilon \) does have a limit. Namely, using the magnetic perturbation theory adapted to the discrete setting we can show that
\[
\lim_{L \to \infty} \frac{d\mathfrak{M}_F^{(L)}}{d\epsilon}(\epsilon) = -\frac{1}{\pi} \text{Re} \int_D dz_1 dz_2 \partial \tilde{F}_N(z) \text{Tr} \left( R_{\omega,z} [H_{\omega,b}, \Lambda_1] R_{\omega,z} [H_{\omega,b}, \Lambda_2] R_{\omega,z} \right), \tag{D.6}
\]
where we used the Helffer-Sjostrand formula defined in (A.11) and the shorthand notation \( R_{\omega,z} \equiv (H_{\omega,b} - z)^{-1} \).

We notice two facts: first, the magnetic derivative and the limit \( L \to \infty \) do not commute; second, (D.6) holds true for every configuration of the disorder, namely no average is needed. The right-hand side of (D.6) plays a key role in the proof of the bulk-edge correspondence as presented in [37]. It is interesting to see how the expression (D.6) can be connected to our approach to bulk-edge correspondence. First we need to take the expectation over the disorder and, then, by using twice the key property of the switch function (D.4) we obtain
\[
\mathbb{E} \left( \lim_{L \to \infty} \frac{d\mathfrak{M}_F^{(L)}}{d\epsilon}(0) \right) = -\frac{1}{\pi} \text{Re} \int_D dz_1 dz_2 \partial \tilde{F}_N(z) \mathbb{E} \left( \text{Tr} \left( R_{\omega,z} [H_{\omega,b}, \Lambda_1] R_{\omega,z} [H_{\omega,b}, \Lambda_2] R_{\omega,z} \right) \right) \tag{D.7}
\]
where \( \chi_0 \) is the characteristic function of the origin \( 0 \in \mathbb{Z}^2 \). One may recognize (after some non-trivial computations involving the "standard" magnetic perturbation theory) that the last term of the equality (D.7) is nothing but the derivative \( B_F'(b) \). By putting together (D.7), (D.6) and (D.3) we obtain:
\[
\lim_{N \to \infty} \text{Tr} \left( \chi_N \left[ X_1, H_{h,b}^E \right] F'(H_{h,b}^E) \right) = \frac{dB_F}{db}(b) = \mathbb{E} \left( \lim_{L \to \infty} \frac{d\mathfrak{M}_F^{(L)}}{d\epsilon}(0) \right) \tag{D.8}
\]
We remark that the underlying mechanism behind these equations is the same that lies behind the equivalence of Hall conductivity and Hall conductance and it is an intrinsic two-dimensional phenomenon. The equality (D.8) has two major implications:

- If \( F \) is the smooth characteristic function of an almost sure spectral island of the family \( (H_{\omega,b})_{\omega \in \Theta} \), then the right-hand side of (D.6) is nothing but the Hall conductance, thus (D.6) can be rewritten as
\[
\lim_{L \to \infty} \frac{d\mathfrak{M}_F^{(L)}}{d\epsilon}(\epsilon) = \frac{1}{2\pi} \text{Tr} \left( F(H_{\omega,b}) \left[ [F(H_{\omega,b}), \Lambda_1], [F(H_{\omega,b}), \Lambda_2] \right] \right) \tag{D.9}
\]
which has the same form of the usual Středa formula. We can interpret (D.9) as an extensive macroscopic Středa formula: the derivative of the macroscopic charge with respect to a localized magnetic field (left-hand side of (D.9)) corresponds to the Hall conductance (right-hand side of (D.9)). Therefore, (D.7) is nothing but the equality between the disordered average of the Hall conductance (which is constant for almost every \( \omega \)) and the Hall conductance, namely it is an equality between the Chern character written using the position operators and the switch functions. Or, in other words, (D.7) says that one can either compute the derivative of the density of states with respect to an extended magnetic field (the usual Středa formula) or compute the derivative of the macroscopic charge with respect to a localized magnetic field (the extensive Středa formula (D.9)). Both procedures are equivalent and produce the Chern character. Finally, (D.8)
connects the two bulk quantities, on the one hand to the edge conductance written in term of position operators (the first term of the equality (D.8)), and on the other hand to the edge conductance written in term of switch-functions (the last term of the equality (D.8)), thus showing the equivalence between these two approaches.

If \( F \) is a function such that \( F' \) is supported in a region of dynamical localization for almost every \( H_{\omega,b} \), then, for such \( \omega \) we are in the setting described in [37]. We notice that a true zero temperature limit would require to work with \( F = F_{FD} \) where the chemical potential \( \mu \) belongs to the mobility gap, while taking \( \beta \) to infinity. Instead, this procedure is circumvented in [37] in the following way. First, they prove that the Chern character of the Fermi projection \( P_\mu \) is independent on the chemical potential when \( \mu \) belongs to a mobility gap. Second, they show that the difference

\[
\frac{\text{Chern}(P_\mu)}{2\pi} = \lim_{N \to \infty} \text{Tr} \left( A_2^{(N)} [H_{\omega,b}^E, A_1] F'(H_{\omega,b}^E) \right)
\]

(D.10)

The right-hand side of the above equation only depends on \( F' \) and it is independent on the choice of \( F \), provided that \( F' \) is supported in the bulk mobility gap. The authors of [37] interpret the right-hand side of (D.10) as the edge conductance, and they heuristically argue that the second term on the right hand side comes from the bulk contribution to the magnetization, which in our Section 1.3.1 coincides to what we call \( m^{B,\text{circ}}(b, T, \mu) \). Furthermore, they also provide an alternative expression for the edge conductance only in terms of the edge Hamiltonian. We stress that in [37] the authors do not need to take the average with respect to the disorder configuration.
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