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Numerical evidence for robustness of environment-assisted quantum transport
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Recent theoretical studies show that decoherence process can enhance transport efficiency in quantum systems. This effect is known as environment-assisted quantum transport (ENAQT). The role of ENAQT in optimal quantum transport is well investigated; however, it is less known how robust ENAQT is with respect to variations in the system or its environment characteristic. Toward answering this question, we simulated excitonic energy transfer in Fenna-Matthews-Olson photosynthetic complex. We found that ENAQT is robust with respect to many relevant parameters of environmental interactions and Frenkel-exciton Hamiltonians, including reorganization energy, bath-frequency cutoff, temperature, initial excitations, dissipation rate, trapping rate, disorders, and dipole moments orientations. Our study suggests that the ENAQT phenomenon can be exploited in robust design of highly efficient quantum transport systems.
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I. INTRODUCTION

Quantum and coherent transport are common phenomena in many natural and artificial systems [1–3]. In a quantum system, transfer of matter and energy is strongly influenced by structural disorder and environmental noise. Recently, it was discovered, in the context of energy transfer in photosynthetic complexes, that environmental interactions can have a constructive role in excitonic transport, called ENAQT effect [3–12]. Basically, a decoherence process can facilitate excitons displacement between molecules by breaking wavefunction localization [5,7], energy-level broadening [8,9], or quantum jumps [4,10]. Based on ENAQT theory, optimal quantum transport is achieved by an optimal interplay of the system coherence and decoherence dynamics, influenced by the environment structure [11,12]. The convergence of system-environment energy scales is an underlying principle for such an optimal transport process [4].

In this paper, we study the role of ENAQT in the robustness of quantum transport, a feature complement to optimality. To this end, as a model system, we consider excitonic energy transfer in Fenna-Matthews-Olson (FMO) complex and investigate the efficiency of transport in the presence of large variations in internal and external conditions. The FMO complex is a trimer consisting of three identical monomers, each formed from seven bacteriochlorophylls (BChl) embedded in a scaffold protein. An FMO unit acts as an energy transfer channel in green sulfur bacteria, guiding excitons from the light-harvesting antenna complex to the reaction center. Recent electronic spectroscopy experiments provide evidence that long-lived quantum dynamical coherence can exist in FMO complex [13–17]. Such experimental observation suggests that modeling excitonic dynamics requires describing FMO as an open quantum system to include both the internal coherence and the decoherence induced by the protein scaffold environment.

For our modeling, we employed the time-convolutional master equation (TC2) that we derived and analyzed in Ref. [18]. In our study, we consider the environmental parameters, including reorganization energy, bath-cutoff frequency, temperature, and trapping. The role of antenna complex is studied by varying the initial excitonic states and its impact on energy-transfer efficiency (ETE). For the internal parameters, we study the robustness of ETE in presence of disorder in the FMO internal structure parametrized by site energies, interchlorophyl distances, and dipole moment orientations. We observe that ENAQT enhances robustness of energy transfer while it is a universal phenomenon in the sense that the environment can assist transport even at nonoptimal regime of parameters.

The results presented in this manuscript are part of an extensive study; we have reported on other aspects of this study in Refs. [7,18,19]. A new derivation of the TC2 master equation along with assessment of its reliability for calculating energy transfer efficiency beyond perturbative and Markovian limits was presented in Ref. [18]. Reference [7] presents an underlying principle, the convergence of system and environment energy scales to describe optimal quantum transport. We discussed the role of geometrical character of an excitonic system in energy transfer in Ref. [19]. The current study presents numerical evaluation of robustness for the ENAQT phenomenon, while our previous papers [7,18,19] address the role of ENAQT as an enhancement of energy transfer.

II. THEORETICAL MODEL

The FMO electronic states at low-energy limit is modeled as a seven-level quantum system (Fig. 1) with Hamiltonian

$$H_S = \sum_{j,k} \epsilon_j |j\rangle\langle j| + J_{jk} |j\rangle\langle k|,$$

where $|j\rangle$ denotes an excitation state in a chromophore spatially located at site $j$. The diagonal site energies are denoted by $\epsilon_j$. The strengths of dipole-dipole interactions between chromophores in different sites are represented by $J_{jk}$. We model the protein scaffold as a bath of harmonic
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The above performance function had been used in our previous studies [4,7,18,19]. In Ref. [18], we examined that TC2 equation provides reliable estimation of ETE for the range of parameters considered in this study.

III. ROBUSTNESS WITH RESPECT TO ENVIRONMENTAL PARAMETERS

We examine the degree of optimality and robustness of the energy transfer by employing the Euclidean norm of the gradient and Hessian matrix of the ETE function. The Euclidean norm of the ETE gradient at any parameters values \( p_i \) and \( p_j \), \( ||\nabla \eta(p_i,p_j)||_2 \), quantifies the degree of optimality. The gradient measure reveals the degree of local optimality in a surface manifold. Careful inspections of the room temperature plots for the ETE function versus various pairs of relevant parameters show a convex or concave manifold, thus gradient as a measure of local optimality suffices to measure global optimality. To examine the robustness, we compute the Hessian matrix norm \( ||H(\eta(p_i,p_j))||_2 \) to measure local curvature of the manifold. Note that the ETE gradient and Hessian matrix norms are indicated in a logarithmic scale, thus the global optimal point with zero derivative cannot be explicitly highlighted in this representation. The experimentally estimated values for FMO are illustrated as black dots in each graph clearly located in an optimal and robust region. One remarkable feature is the fact that environmental parameters of FMO have almost the minimal reorganization energy and bath cutoff frequency among all the regions with simultaneous optimal and robust properties. One hypothetical explanation could

![FIG. 2. (Color online) Left: The degree of ETE optimality is quantified at different values of \( \lambda \) and \( \gamma \) by the gradient matrix norm of the ETE function. The dark blue points represent near optimal values. Right: The degree of ETE robustness is quantified by the Euclidian norm of Hessian of the ETE. The dark blue points represent near robust points. The estimated FMO environmental values of \( \lambda = 35 \text{ cm}^{-1} \) and \( \gamma = 50 \text{ cm}^{-1} \), marked by black dots, are located on the corner of both robust and optimal region.](image)
FIG. 3. (Color online) Left: the degree of ETE optimality is quantified at different values of $\lambda$ and $T$ by the norm of the ETE gradient. The dark blue points represent near optimal values. Right: the degree of ETE robustness is quantified by the Euclidian norm of the ETE Hessian. The dark blue points represent near robust points.

Note that within the range of possible FMO operating temperatures (e.g., between $T = 280$ K and $T = 350$ K) simultaneous optimal and robust energy transport can only be achieved for $\lambda$ values around 30 to 35 cm$^{-1}$, which is equivalent to the estimated reorganization energy for the FMO complex that is marked by a black dot at room temperature $T = 298$ K.

be the overall tendency in nature to minimize the amount of required work, that is, facilitating an optimal and robust environmental platform for the FMO energy transport by preserving a rather small-size scaffold protein that is weakly coupled. However, one may ask why nature has not evolved toward an even more compact complex. On reason could be that pigments at closer distances can exchange electrons in addition to excitons that would reduce the excited state lifetime, the so-called concentration quenching. However, using the modeling considered in this paper we are not able to examine such a hypothesis.

The gradient and Hessian norms as functions of reorganization energy and temperature are illustrated in Fig. 3. At the relevant FMO operating temperatures, optimum and robust energy transport can occur simultaneously only within a small region of $\lambda$ between 30 to 35 cm$^{-1}$, which coincide with the estimated values of reorganization energy for the FMO. We note that there are certain regions of higher robustness at higher reorganization energy that are in principle available, but these regions imply a significantly lower operating temperature for the FMO operation and they have suboptimal ETE in comparison with actual FMO environmental parameters at the room temperature. The robustness with respect to environmental parameters had been previously reported in Refs. [7,18,21] but with no direct quantification of robustness and mere graphical observation.

IV. ENERGY TRANSPORT SENSITIVITY ON THE INITIAL EXCITATIONS

The exciton migration pathways and time-scales have been studied in detail for a variety of light-harvesting complexes using various perturbative techniques including Förster models for studying LHI and II of purple bacteria [22] and Lindblad models for simulating the dynamics of the FMO protein of green sulfur bacteria [4]. Nevertheless, the role of initial conditions in the overall energy transfer efficiency of photosynthetic complexes is to a large extent unknown. It was recently shown that the initial quantum coherence could influence the energy transfer efficiency in LHI of purple bacteria, assuming no interaction with the phonon bath [10]. The dependency on initial localized excitation at BChls 1 and 6 were also examined for the FMO complex using Lindblad, Haken-Strobl, and HEOM models [4,6,23,24]. However, the sensitivity of ETE with respect to generic initial pure and mixed states taken from a large ensemble in the single-excitation manifold has not previously been explored.

Here, we first examine the average sensitivity of ETE with respect to randomly chosen initial states for various reorganization energies. To this end, for each value of reorganization energy, we sample over $10^5$ (pure or mixed) density matrices from a uniform distribution in the space of all $7 \times 7$ trace one positive matrices. In Fig. 4(a) the average values of ETE is plotted with an error bar representing the variance of ETE in our random sampling. Note that at the optimal ETEs, corresponding to the value of reorganization energy of the FMO complex, the dependency of the variances on initial states is very small—less than 0.1%. However, the ETE fluctuations can grow by an order of magnitude for larger or smaller values of $\lambda$. We also investigate the best and worst possible random
initial single excitonic states in the Hilbert space of FMO. In Fig. 4(b), we illustrate these extreme possible deviations by error bars on the average ETE at any given value of $\lambda$. Note that ETE is very robust, varying about 1% with respect to different initial excitations at the optimal area of ETE landscape. However, this robustness diminishes substantially at the regimes of large reorganization energy. Next, we study the ETE landscape as a function of trapping and dissipation rates.

V. TEMPORAL AND GEOMETRICAL EFFECTS OF THE TRAPPING MECHANISM

Basic structural information on the FMO-RC complex has been obtained via linear dichroism spectra and electron microscopy [25]. These studies indicate that the symmetry axis of the trimer is normal to the membrane containing the reaction center. The electron microscopy resolution is generally not sufficient to distinguish the top and the bottom of the FMO trimer nor the distance between FMO-RC. Thus, in principle, either pairs of BChls 1 and 6 or BChls 3 and 4 are the pigments that connect the FMO complex to RC. However, it is widely believed, due to efficient energy funneling toward RC, that BChl 1 and 6 are the linkers to antenna baseplate, and 3 and 4 should serve as target regions within the neighborhood of RC complex [26]. This hypothesis has been recently verified experimentally [27]. Up to this point, we have considered BChl 3 to be in the close proximity of RC by a trapping time-scale of about 1 ps. However, in this section we consider both of these parameters to be free, in order to explore the optimality and robustness of the ETE landscape as we vary the time scale and geometrical constraints set by the RC trapping mechanism.

In Fig. 5, we study the behavior of energy transfer efficiency landscape in various trapping time-scales and reorganization energies. It is evident that as the trapping rate becomes very slow comparable to 100 ps or slower, the ETE drops significantly independent of the values of $\lambda$. This can be understood intuitively as follows: the excitation has to wait on average so long for successful trapping to take place such that there will be an increasing chance of electron-hole recombination as we are approaching time scales comparable to exciton lifetime. If the trapping mechanism occurs within a time scale of 1 ps, the ETE reaches to its expected maximum value of about 99%. Generally, one might expect that with increasingly faster trapping mechanisms the likelihood of dissipation to environment vanishes and energy transport approaches to the ideal case of having perfect efficiency. However, when the trapping rate becomes very fast on the order of $10^{-2}$ ps or faster, the ETE also drops significantly, a result that might appear counterintuitive. In fact, overly rapid trapping leads to low efficiency via the quantum Zeno effect, as the rapid trapping effectively freezes the exciton dynamics and prevents it from entering the reaction center. As a result, the finite exciton lifetime eventually leads to complete dissipation of excitation to the environment in extreme limit of fast trapping of about 1 fs.

The optimality and robustness of ETE versus both decoherence and trapping rates using gradient and Hessian norms are presented in Fig. 6 (left panel). It can be observed that at $\lambda = 35$ cm$^{-1}$ for the FMO, the ETE is optimal with a trapping rate of about 0.5 ps. If the environmental interactions were stronger, a comparably faster trapping mechanism would be required to preserve such a high level of efficiency. However, for small and intermediate system-bath interaction strength, where environment-assisted transport occurs, slower trapping rates become optimal, that is $\lambda$ and $r_{trap}$ are not competing processes anymore. This implies that a multiparameter convergence of time scales of the relevant physical processes might be required for light-harvesting complexes to operate optimally [7]. From Fig. 5, it can be easily seen that ETE is very robust to variation of trapping rate at about 1-ps time scale. In Fig. 6, we also illustrate the robustness with respect to both trapping and reorganization energy (right panel). For rather large values of $\lambda$, there are certain regions that are highly robust to both

![FIG. 5.](image) The ETE manifold on the parameter space of reorganization energy and trapping time scale. It can be seen that the FMO complex reaches its maximum functionality at trapping rates of about 0.5–5 ps$^{-1}$. The tunnel-shape ETE landscape can be understood by noting that at low trapping rates the transport efficiency is diminished by the recombination process. At high trapping rates the exciton transfer is suppressed via quantum Zeno effect as the trapping process corresponds to very strong and continuous measurement of the system.

![FIG. 6.](image) (Color online) This figure is a complement to Fig. 5 (Left). The degree of ETE optimality is quantified at different values of $\lambda$ and $r_{trap}$ by the norm of the ETE gradient. The dark blue points represent near optimal values. (Right) The degree of ETE robustness is quantified by the Euclidian norm of the ETE Hessian. The blue points represent near robust points. The FMO achieves its maximum efficiency at $r_{trap} = 0.5$ ps. Note that for larger reorganization energies the trapping rate has been increased to achieve optimal ETE. However, this competition does not exist at small and intermediate system-bath coupling strength, where $\lambda$ is on the order of off-diagonal elements of the FMO free Hamiltonian leading to environment-assisted energy transport. This suggests that a general convergence of time scale might be required to obtain global efficient and robust transport [7].
we have used the estimated value of $r_{\text{loss}}^{-1} = 1$ ns. In Fig. 8, however, we treat loss rate as a free parameter and we observe that for any stronger dissipation process, ETE would have a suboptimal and less stable behavior. Thus, even if all the other important parameters are within the optimal regime, a large time-scale separation between dissipation and trapping rate is still required to guarantee the highest performance for light-harvesting complexes. Figure 8 also demonstrates that the existence of ENAQT is independent of a particular choice of dissipation rate.

VI. ROBUSTNESS AND OPTIMALITY WITH RESPECT TO PARAMETERS OF FMO HAMILTONIAN

So far, we have demonstrated that for the estimated Hamiltonian elements of the FMO complex, the environmental parameters and trapping rates are within the right set of values leading to an optimal noise-assisted energy transfer efficiency. Moreover, the performance of FMO is robust with respect to variations in such decohering and lossy processes and to uncertainties in initial conditions. However, it is not fully clear if the FMO internal Hamiltonian parameters have evolved to function optimally and fault tolerantly, despite disorders and thermal fluctuations. This issue has been examined for LHCII in Ref. [28] using semiclassical Pauli master equations to simulate the excitation dynamics. Here, we would like to use TC2 to explore how rare the FMO geometry is in terms of its efficiency, whether the specific spatial and dipole moment arrangements of BChls are essential for such highly efficient functioning of this pigment-protein complex, and how robust these parameters are with respect to small and large perturbations in chromophoric distances, dipole moment orientations, and site energy fluctuations. Specifically, we explore if the FMO closely packed structure plays any functional role and illustrate a potentially important convergence of the relevant dynamical time scales in the FMO energy transport. In the following section, we investigate the underlying physical principle of quantum transport in more generic multichromophoric structures beyond the FMO geometry.

The Frenkel exciton Hamiltonian for a multichromophoric system is expressed as

$$H_S = \sum_{j,k} \epsilon_j |j\rangle\langle j| + J_{j,k} |j\rangle\langle k|,$$  \hspace{1cm} (5)

in which $J_{j,k}$ are Coulomb couplings of the transition densities of the chromophores,

$$J_{j,k} \sim \frac{1}{R_{j,k}^3} \left[ \mu_j \mu_k - \frac{3}{R_{j,k}^3} (\mu_j \cdot R_{j,k})(\mu_k \cdot R_{j,k}) \right].$$  \hspace{1cm} (6)

where $R_{j,k}$ denotes the distance between site $j$ and $k$, and $\mu_j$ is the transition dipole moment of chromophore $j$ [29]. We first study the robustness of free Hamiltonian parameters within the proximity of the estimated values for FMO as given in the Appendix.

A. Robustness of FMO Hamiltonian

Figures 9 and 10 demonstrate the robustness of the FMO structure to variations in its internal parameters. Figure 9
complexes since 79% of them still hold ETE larger than 90%. A crucial role in performance of these random light-harvesting complexes is played by site energies disorders of ±1, 97% of configurations have reorganization energy value. We observe in Fig. 10 that ETE remains relatively robust with small perturbations. In order to separate the influence of spatial coordinates from angular dipole orientations and disorders, we allow the latter two parameters to take arbitrary values from a large range while keeping Bchl locations uncertainties to be limited by ±2.5 Å. We observe in Fig. 10 that ETE remains relatively robust with 79% of 10 000 random configurations still having an efficiency of 90% or higher. This demonstrates a significant degree of robustness with small perturbations. In order to separate the influence of spatial coordinates from angular dipole orientations and disorders, we allow the latter two parameters to take arbitrary values from a large range while keeping Bchl locations uncertainties to be limited by ±2.5 Å. We observe in Fig. 10 that ETE remains relatively robust with 79% of 10 000 random configurations still having an efficiency of 90% or higher. This demonstrates a significant degree of robustness with small perturbations.

Our results presented in Figs. 9 and 10 clearly indicate that the relative Bchl locations play a major role in the overall performance of the FMO complex. Thus a potentially significant parameter of relevance is the compactness of a given pigment-protein complex. We further explore this feature by introducing a single compactness parameter by rescaling the Bchl distances by a factor $k$. We plot ETE as a function of compactness level $k$ varying by an order of magnitude from 0.5 to 5. To explore any potential interplay of environmental interactions with this particular internal degree of freedom, we also simulate this size-dependent supersession and enhancement of ETE in various reorganization energy, $\lambda$, in Fig. 11. It can be seen that although transport efficiency drops significantly by expanding the FMO structure, but the ENAQT phenomenon remains scale invariant for the FMO-like structure.

**B. ENAQT in presence of FMO-size variations**

In this paper, we report on robustness properties of ENAQT phenomenon, complementing studies on the role of ENAQT in optimal transport. We considered excitonic energy transfer in FMO complex and presented a comprehensive landscape study of ETE as a function of energy and geometrical parameters representing system and environment degrees of freedom. We found that ENAQT can assist optimal quantum transport to be robust with respect to variations in system-environment parameters. Furthermore, we found that ENAQT has a universal behavior, meaning that it does not disappear when some parameters are outside the optimal regime. The robustness of ENAQT is crucial when designing quantum transport systems.

**VII. CONCLUSION**

In this paper, we report on robustness properties of ENAQT phenomenon, complementing studies on the role of ENAQT in optimal transport. We considered excitonic energy transfer in FMO complex and presented a comprehensive landscape study of ETE as a function of energy and geometrical parameters representing system and environment degrees of freedom. We found that ENAQT can assist optimal quantum transport to be robust with respect to variations in system-environment parameters. Furthermore, we found that ENAQT has a universal behavior, meaning that it does not disappear when some parameters are outside the optimal regime. The robustness of ENAQT is crucial when designing quantum transport systems.
enhanced by bath engineering. Here our observations are based on numerical simulations of one quantum transport system, the FMO complex. It would be interesting and important to perform similar studies for other natural and artificial systems.
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APPENDIX: FMO STRUCTURE INFORMATION

In this work we use the FMO Hamiltonian given in Ref. [31]:

\[
H = \begin{pmatrix}
280 & -106 & 8 & -5 & 6 & -8 & -4 \\
-106 & 420 & 28 & 6 & 2 & 13 & 1 \\
8 & 28 & 0 & -62 & -1 & -9 & 17 \\
-5 & 6 & -62 & 175 & -70 & -19 & -57 \\
6 & 2 & -1 & -70 & 320 & 40 & -2 \\
-8 & 13 & -9 & -19 & 40 & 360 & 32 \\
-4 & 1 & 17 & -57 & -2 & 32 & 260
\end{pmatrix}
\]

Note that in Ref. [26], it was found through direct calculation that the coupling between BChls 5 and 6 given in Ref. [31] is not correct. For future studies, we recommend using the values reported in Ref. [26].

Table I gives the estimated values of dipole moment orientations and positions of Bchls, extracted from the pdb file of the FMO complex [32].

The FMO interchlorophyll coupling is dipole-dipole interaction

\[
J_{jk} = \frac{C}{R_{jk}^{3}} \left( \mu_j \mu_k - \frac{3}{R_{jk}^{2}} (\mu_j \cdot R_{jk})(\mu_k \cdot R_{jk}) \right), \quad (A1)
\]

for which we consider the constant \( C |\mu|^2 = 134000 \text{ cm}^{-1} \AA^3 \) [26].

| Bchl | \( x (\text{Å}) \) | \( y (\text{Å}) \) | \( z (\text{Å}) \) | \( \theta \) | \( \phi \) |
|------|----------------|----------------|----------------|--------|--------|
| 1    | 28.032         | 163.534        | 94.400         | 0.3816 | −6.423 + π |
| 2    | 17.140         | 168.057        | 100.162        | 0.067  | 0.5209 + π |
| 3    | 5.409          | 180.553        | 97.621         | 0.1399 | 1.3616 + π |
| 4    | 9.062          | 187.635        | 89.474         | 0.257  | −0.6908 + π |
| 5    | 21.823         | 185.260        | 84.721         | −0.1606| 0.6899 + π |
| 6    | 23.815         | 173.888        | 82.810         | −0.4214| −1.4686 + π |
| 7    | 12.735         | 174.887        | 89.044         | 0.578  | −1.0076 + π |
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