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Abstract—Powering mobiles using microwave power transfer (PT) avoids the inconvenience of battery recharging by cables and ensures uninterrupted mobile operation. The integration of PT and information transfer (IT) allows wireless PT to be realized by building on the existing infrastructure for IT and also leads to compact mobile designs. As a result, simultaneous wireless information and power transfer (SWIPT) has emerged to be an active research topic that is also the theme of this paper. In this paper, a practical SWIPT system is considered where two multi-antenna stations perform separate PT and IT to a multi-antenna mobile to accommodate their difference in ranges. The mobile dynamically assigns each antenna for either PT or IT. The antenna partitioning results in a tradeoff between the MIMO IT channel capacity and the PT efficiency. The optimal partitioning for maximizing the IT rate under a PT constraint is a NP-hard integer program, and the paper proposes solving it via efficient greedy algorithms with guaranteed performance. To this end, the antenna-partitioning problem is proved to be one that optimizes a sub-modular function over a matroid constraint. This structure allows two well-known greedy algorithms to be applied for solving the antenna-partitioning problem. Moreover, for a sub-modular function, the incremental gain of adding a new element diminishes with increasing set size. The proven structure allows the application of two well-known greedy algorithms that yield solutions no smaller than the optimal one scaled by factors $(1 - 1/e)$ and $1/2$, respectively.

Index Terms—MIMO communications, energy harvesting, power transfer, integer programming, greedy algorithms.

I. INTRODUCTION

The arguably most desirable new feature for mobile devices is wireless power transfer (PT), which eliminates the need of recharging using cables and avoids interruptions of mobile services due to dead batteries. With rapid advancements in microwave technologies, microwave PT has emerged to be a promising solution for wirelessly powering mobiles due to its long transfer ranges (up to hundreds of meters) and support of mobility [1]. In contrast, non-radiative technologies for wireless PT e.g., inductive coupling and resonant coupling, suffer from extremely short ranges (less than a meter). Using microwaves as carriers, wireless PT and information transfer (IT) can be seamlessly integrated, which has resulted in the emergence of an active research area called simultaneous wireless information and power transfer (SWIPT) [1]–[3]. The research on SWIPT, however, requires thorough revamping of classical theories for wireless communications and networking to achieve not only high IT rates but also high PT efficiencies.

PT and IT concern two different aspects of data bearing microwaves, namely their information content and absolute power, respectively. As a result, PT can tolerate much less propagation loss and support much shorter transmission distances than IT. Furthermore, depending on the channel and energy states, a mobile may choose to operate in either the IT, PT, or SWIPT modes. Consideration of such factors in realizing SWIPT calls for the design of new algorithms/protocols for MIMO transmissions [3], multiple access [4], resource allocation [5], [6], mobile transceivers [10] and network architectures [8].

A simple design of a SWIPT enabled mobile receiver is to combine a conventional information receiver and an RF energy harvester. The form factor of this design can be reduced by sharing antennas between the receiver and harvester where the output of each antenna is split for data processing and energy harvesting [7]. However, the addition of a power splitter with an adjustable splitting ratio for each antenna increases the receiver complexity. A simpler SWIPT-receiver design that allows antenna sharing but requires no splitting, is to partition the set of antennas into two sets, one dedicated for IT and other for PT. This design builds on the classic antenna selection technique for MIMO communications [9] and requires a small number of RF chains, leading to a high-efficient mobile design. The problem of optimal antenna assignment/partitioning for the special case of SWIPT with a single-input-multiple-output IT channel has been explicitly solved in [10] for a simplified objective function. However, the problem for the general case with a MIMO IT channel is much more challenging to solve that depends on the eigenmodes of the channel matrix. To be specific, the problem is a NP-hard integer program.

The main contribution of this paper is connect the general SWIPT antenna-partitioning problem to the rich field of efficient sub-optimal integer-programming algorithms with guaranteed performance. This important connection is established by analyzing the structure of the antenna-partitioning problem. Specifically, the problem is shown to be equivalent to maximizing a sub-modular function with a matroid constraint. For a sub-modular function, the incremental gain of adding a new element diminishes with increasing set size. The proven structure allows two well-known greedy algorithms to be applied for solving the antenna-partitioning problem. Moreover, the resultant solutions are shown to be equal to the optimal ones with the scaling factors no smaller than $(1 - 1/e)$ and...
1/2. Simulation results reveal that the performance of the said antenna-partitioning algorithms substantially outperform the derived worst-case bounds.

II. SYSTEM MODEL

Consider the SWIPT system in Fig. 1 where a mobile is receiving information/data from the base station and power from a power beacon. Let $N_t$, $N_r$, and $N_p$ denote the number of antennas at the base station, at the mobile, and at the power beacon, respectively. The MIMO channel from the base station to the mobile is represented by the complex $N_r \times N_t$ matrix $H$. Power is beamed from the power beacon to the mobile and the beamforming vector is denoted as $f$. Let $H'$ denote the MIMO channel from the power beacon to the mobile. The effective MISO channel after beamforming is defined as $g = H'f$.

Let $s_n \in \{0, 1\}$ indicate whether the $n$-th receiver antenna of the mobile is assigned for IT ($s_n = 1$) or PT ($s_n = 0$). For ease of notation, the indicator variables are grouped into a vector $s = [s_1, s_2, \cdots, s_{N_r}]^T$. Let $S$ be a $N_r \times N_r$ diagonal matrix with diagonal entries being the elements of $s$. It is assumed that the transmit channel state information (CSIT) is unavailable at the base station. Thus transmission power is equally allocated over all transmit antennas. The assumption is relaxed in Section VI where the effect of power control is analyzed. With equal power allocation, the IT channel capacity can be written as

$$C(s) = \log \det \left( I + \frac{P}{N_t} S H H' S^\dagger \right).$$

(1)

Note that the effect MIMO IT channel matrix $SH$ in (1) consists of the rows from $H$ corresponding to receiver antennas assigned for IT.

Given the antenna partition specified by $s$, maximum-ratio combining is applied at the energy harvester to maximize the harvested power, denoted $P_r$ and given as

$$P_r = \sum_{n=1}^{N_r} (1 - s_n) |g_n|^2$$

(2)

where $g_n$ is the $n$-th element of the mentioned effective MISO PT channel $g$. The power $P_r$ is required to exceed the threshold $p_c > 0$ representing fixed circuit-power consumption, called the circuit-power constraint.

III. PROBLEM FORMULATION

The optimal antenna partitioning is formulated as the problem of maximizing the IT channel capacity in (1) under the circuit-power constraint as follows:

$$\max_{\{s\}} \log \det \left( I + \frac{P}{N_t} S H H' S^\dagger \right)$$

$$\text{s.t.} \quad \sum_{n=1}^{N_r} (1 - s_n) |g_n|^2 \geq p_c.$$ 

(P1)

This is an integer programming problem which is typically $NP$-hard to solve. However, the investigation of the structure of $P_1$ in the sequel leads to efficient methods for finding approximate solutions.

**Remark:** One sub-optimal method for solving $P_1$ is to relax the binary constraints in $P_1$ to allow $s_n \in [0, 1] \forall n$, that corresponds to allowing dynamic power splitting of the received signal at all antennas for the purposes of information transfer and power transfer as done in [10] for SISO channel. Since the objective function is a concave function of $s$, the approximate problem can be efficiently solved using standard convex optimization algorithms. However, this method does not provide any guarantee on the performance and its degradation compared with the optimal one can be unacceptable for certain channel realizations.

IV. $(1 - 1/e)$-APPROXIMATE SOLUTION

A sub-optimal algorithm for solving $P_1$ can be designed to have guaranteed worst-case performance specified by an approximation ratio $a \in (0, 1]$ defined as follows.

**Definition 1.** An algorithm having an approximation ratio of $a \in (0, 1]$ ensures that the ratio of the capacity (1) evaluated at its output $\hat{s}$ and the optimal solution $s^*$ satisfies $\frac{C(\hat{s})}{C(s^*)} \geq a$, regardless of $H$.

**Remark:** The approximation ratio $a$ specifies the worst-case performance but the actual capacity $C(\hat{s})$ can be substantially larger than the lower bound $aC(s^*)$.

To proceed further, we need some preliminaries. Let $f$ be a set function defined over all subsets of $U$: $f: 2^U \rightarrow \mathbb{R}^+$ where $2^U$ denotes the power set of $U$.

**Definition 2.** (Monotonicity) The function $f$ is monotone if $f(S \cup \{a\}) - f(S) \geq 0$, for all $a \in U, S \subseteq U, a \notin S$.

**Definition 3.** (Sub-modularity) The function $f$ is sub-modular if $f(S \cup \{a\}) - f(S) \geq f(T \cup \{a\}) - f(T)$, for all elements $a \in U, a \notin T$ and all pairs of subsets $S \subseteq T \subseteq U$.

Essentially, for a sub-modular function, the incremental gain from adding an extra element in the argument set decreases.
with the size of the set. The definition of sub-modular function is introduced for the reason that the capacity function $C(\cdot)$ in (1) is sub-modular as shown in Lemma 1 that directly follows from [11, Theorem 4].

Lemma 1. The function $C(\cdot)$ of the set of receive antennas assigned for $T$ is sub-modular.

It is easy to verify that $C(\cdot)$ is a monotone function since adding more receiver antennas cannot decrease the capacity.

Next, multi-linear extension and matroid are defined as follows. Let $n$ denote the cardinality of $S$. Consider a function $f$ that assigns a nonnegative value to each subset of $S$: $f : 2^S \to \mathbb{R}^+$. For each subset $A \subseteq S$, let $x_A = [x_1 \ldots x_n]$ be the $n$-length vector, where $x_i = 1$ if the $i$th element of $S$ is contained in $A$ and $x_i = 0$ otherwise. Thus, $f$ is a function assigning a value to each vertex of a $\{0,1\}^n$ hypercube.

Definition 4. (Multi-linear extension) The multi-linear extension $F$ extends $f$ to whole of $[0,1]^n$ such that for $x \in [0,1]^n$

$$F(x) = \mathbb{E}(f(\hat{x})) = \sum_{A \subseteq S} f(A) \prod_{i \in A} x_i \prod_{j \notin A} (1 - x_j),$$

where $\hat{x}$ denotes the random vector comprising $n$ i.i.d. Bernoulli random variables where the $j$th variable is 1 with probability $x_j$ and 0 otherwise.

Note that $S$ in the current case is the set of receiver antennas $[1, \ldots, N_r]$.

Definition 5. (Matroid) Consider a set $S$ of $n$ elements. A family $\mathcal{I} \subseteq 2^S$ of subsets of $S$ is called a matroid, denoted as $\mathcal{M}(S, \mathcal{I})$, and $\mathcal{I}$ is called a family of independent sets under the following two conditions:

1) if $X \subseteq Y$ and $Y \in \mathcal{I}$, $X \in \mathcal{I}$;
2) if $X \in \mathcal{I}$ and $Y \in \mathcal{I}$ with $|X| \leq |Y|$, there exists $e \in Y \setminus X$ such that $X \cup \{e\} \in \mathcal{I}$.

Lemma 2. The circuit power constraint of $P_1$ is a matroid.

Proof: The circuit-power constraint of $P_1$ is linear and equivalent to

$$- \sum_{n=1}^{N_r} (1 - s_n) |g_n|^2 \leq -p_c.$$

Thus, if this inequality holds for a set of receive antennas $S$, clearly it also holds for a subset $A \subseteq S$, thus satisfying condition 1) of matroid definition. Condition 2) can also be verified immediately, completing the proof.

Consider a set $S$ of $n$ elements and a matroid $\mathcal{M} = (S, \mathcal{I})$ of subsets of $S$. Let $w_j$ for $j = 1, 2, \ldots, n$ be given weights of the elements of $S$. Let $T \in \mathcal{I}$ and let $x_T = [x_1 \ldots x_n]$ be the $n$-length vector, where $x_i = 1$ if the $i$th element of $S$ is contained in $T$ and $x_i = 0$ otherwise.

Definition 6. (Weight of an independent set) The weight of the subset $T$ is given by

$$w(T) = \sum_{i=1}^{n} w_i x_i. \tag{3}$$

With the above definitions and results, $P_1$ can be readily transformed into the following general problem of optimizing a sub-modular objective function over the convex hull of a matroid, which taps into the rich literature on algorithms for solving such problems:

$$(P_2) \quad \max_{x \in \text{conv}(\mathcal{M})} f(x) \tag{4}$$

where $f$ is a sub-modular function and $\text{conv}(\mathcal{M})$ represents the convex hull of $\mathcal{M}$. Specifically, $\text{conv}(\mathcal{M}) = \text{conv}\{(1_I : I \in \mathcal{I})\}$ where $1_I$ is the indicator vector of length $|S|$, where $|1_I|_j = 1$ if $j \in I$. It follows from Lemma 1 and 2 that $P_1$ can be written in the form of $P_2$.

In the remainder of this section, an approach is presented for computing an approximate solution for $P_2$ (or equivalently $P_1$). This approach comprises three algorithms described in the sequel as follows. Consider a set $S$, a matroid $\mathcal{M} = (S, \mathcal{I})$, and the weights of the elements $\{w_j\}$. The first algorithm, Algorithm 1, was proposed in [17] for maximizing the weight of an independent set in $\mathcal{I}$, namely solving the maximum problem $\max_{I \in \mathcal{I}} w(I)$. The procedure for Algorithm 1 is presented as follows.

Algorithm 1: Weight Maximization Algorithm for an Independent Set.

1) Rearrange the elements of $S$ and obtain $S = \{e_1, e_2, \ldots, e_n\}$ such that $w_{e_1} \geq w_{e_2} \geq \cdots \geq w_{e_n}$.
2) Initialize $X \leftarrow \emptyset$.
3) For $i = 1$ to $n$, do
   - if $(X + e_i) \in \mathcal{M}$ and $w(X + e_i) \geq w(X)$ then $X \leftarrow X + e_i$.
4) Output $X$.

Lemma 3 ([17]). Algorithm 1 solves the maximum weight independent set problem $\max_{I \in \mathcal{I}} w(I)$.

Using Algorithm 1 as a sub-algorithm, the following continuous greedy algorithm as proposed [12] yields an approximate solution for $P_2$.

Algorithm 2: Continuous Greedy Algorithm

1) Let $\delta = \frac{1}{n}$, where $|S| = n$. Start with $t = 0$ and $x(0) = (x_1(1) \ldots x_i(n)) = \mathbf{0}$.
2) Let $R_t$ be a vector of size $n$, where $R_t(j) = 1$ independently with probability $x_t(j)$. For each $j \in S$, estimate $\omega_j(t) = \mathbb{E}(f_{R(t)}(j))$ say by taking the average of $n^5$ samples, where

$$f_{R(t)}(j) = f(R(t) \cup \{j\}) - f(R(t)).$$

3) Let $I(t)$ be a maximum weight independent set in $\mathcal{M}$ computed by Algorithm 1, according to weights $\omega_j(t)$.
4) Increment $t := t + \delta$ if $t < 1$, go to Step 2. Otherwise, return $x(1)$.

As shown in [12], Algorithm 2 has the useful property that it has the guaranteed worst-case performance as specified in the following lemma.
**Lemma 4.** [12] The fractional solution $x$ of the optimization problem $P_2$ found by Algorithm 2 satisfies

$$F(x) = E\{f(x)\} \geq (1-1/e) f(x^*)$$

with high probability\(^1\), where $x^*$ gives the optimal value.

The solution $x$ output by Algorithm 2 may be fractional defined as follows. Given a $y \in [0,1]^n$, we say that $i$ is fractional in $y$ if $0 < y_i < 1$, and for $y \in C(M)$, define $y(A) = \sum_{i \in A} y_i$. Then, a set $A \subseteq S$ is defined to be tight if $y(A) = r_M(A)$, where $r_M(A) = \max\{|I| : I \subseteq A \text{ and } I \in T\}$ is the rank function of the matroid. For the case of fractional solution $x$ generated by Algorithm 2, rounding each element of $x$ to be integers is necessary. The existence of an efficient algorithm for this purpose is shown in the following lemma from the result in [14].

**Lemma 5.** Given a matroid $M = (S,I)$, and a monotone submodular function $f : 2^S \to \mathbb{R}^+$, and a fractional solution $x \in C(M)$, there exists a polynomial time randomized algorithm, which returns an independent set $X \in I$ of value $f(X) \geq (1-o(1))F(x)$, where $F$ is the multi-linear extension, and the $o(1)$ term can be made polynomially small in $n = |S|$.

A particular rounding algorithm, which was developed in [13], [14] and called the pipage rounding, is used in this paper for rounding $x$ to yield an integer solution. The detailed procedure is presented as Algorithm 3.

**Algorithm 3: Pipage Rounding Algorithm**

1) Let $y$ denote the fractional solution output by Algorithm 2;
2) Find $A$, the minimal tight set containing at least 2 fractional variables $i,j$;
3) Let $y_{ij}(\epsilon)$ be the vector obtained by adding $\epsilon$ to $y_i$, subtracting $\epsilon$ from $y_j$ and leaving the other values unchanged. Define $\epsilon_{ij}^+(y) = \max\{\epsilon \geq 0 | y_{ij}(\epsilon) \in C(M)\}$; and $\epsilon_{ij}^-(y) = \min\{\epsilon \leq 0 | y_{ij}(\epsilon) \in C(M)\}$;
4) If $F(y_{ij}(\epsilon_{ij}^+)) > F(y_{ij}(\epsilon_{ij}^-))$, then $y \leftarrow y_{ij}(\epsilon_{ij}^+)$ else $y \leftarrow y_{ij}(\epsilon_{ij}^-)$;
5) If $y$ is fractional, go to step 1. Otherwise, return $y$.

It is shown in the following lemma that rounding using Algorithm 3 does not compromise the worse-case performance of Algorithm 2.

**Lemma 6.** [13] The integer solution $x_{int}$ for problem $P_2$ obtained by applying pipage rounding to the fractional output $x$ of the continuous greedy algorithm satisfies $f(x_{int}) \geq (1-1/e) f(x^*)$ with high probability, where $x^*$ is the optimal integer solution.

Finally, combining the above algorithms and their properties, the main result of this section is presented as follows.

---

\(^1\)A high probability in this paper means one whose difference with 1 diminishes exponentially in $n$.\n
**Theorem 1.** The pipage rounded solution $s_{int}$ of the fractional solution $s$ found by the continuous greedy algorithm for the antenna partitioning problem $P_1$ satisfies

$$C(s_{int}) \geq (1-1/e) C(s^*)$$

with high probability, where $s^*$ solves $P_1$.

*Proof:* From Lemma 1 and 2, problem $P_1$ is a special case of problem $P_2$, and the result follows from Theorem 1. \hfill $\blacksquare$

**Remark:** Exploiting the sub-modularity of the IT channel capacity function and matroidal circuit power constraint, Algorithms 1-3 give a guaranteed worst case approximation ratio of $(1-1/e)$ that is sufficiently close to 1. However, the complexity for these algorithms is high. The continuous greedy algorithm starts with $t = 0$ and increments in the direction of the maximum weight independent set with a size of $\frac{1}{n^2} (n = N_v)$. In each increment, the weights of elements are found by taking average of $n^2$ independent samples. Therefore, finding the maximum weight independent set has a complexity of $O(n \log n)$. This results in an overall time complexity of $O(n^2 (n^2 (n \log n))) = O(n^8)$. Subsequently, the pipage rounding algorithm takes $n^2$ iterations to convert the fractional solution given by the continuous greedy algorithm into an integral solution. Thus, the overall time complexity of the $1-1/e$ algorithm is $O(n^8)$. A more efficient approach is described in the next section that trades performance for low complexity.

V. $1/2$-Approximate Solution

A simple greedy algorithm for approximately solving $P_2$ is as follows.

**Algorithm 4: Greedy Algorithm**

1) Start with set $s_0 = \emptyset$;
2) At step $i$, $s_i = \arg \max\{\sum_{j=1}^{i-1} s_i \geq \frac{1}{P_s} \sum_{j=1}^i \sum_{l=1}^{N_v} x_l^i \} \geq 0 \text{ and } s_i \in \{0,1\}$, where $s_i = \arg \max\{\sum_{j=1}^{i-1} s_i \geq \frac{1}{P_s} \sum_{j=1}^i \sum_{l=1}^{N_v} x_l^i \} \geq 0 \text{ and } s_i \in \{0,1\}$ and $S_i$ is the diagonal matrix corresponding to $s_i$ as mentioned before;
3) If $s_i$ satisfies $\sum_{j=1}^i (1-s_i) |g_n|^2 \geq \rho_c$, repeat for $i = i + 1$, else, output $s_{i-1}$.

The worse-case performance of the greedy algorithm is quantified as follows. Let $S^*$ be a set that maximizes the value of $f$ over all subsets of the matroid. The following result is known for using greedy algorithms for maximizing monotone sub-modular functions under a matroid constraint.

**Theorem 2.** [15] For a non-negative, monotone sub-modular function $f$ and a matroid constraint, let subset $S$ be obtained by selecting elements one at a time, each time choosing an element that provides the largest marginal increase in the function value that is feasible with respect to the matroid constraint. $f(S) \geq \frac{1}{2} f(S^*)$.\n
Corollary 1. The objective function of problem $P_1$ evaluated at the greedy algorithm GA’s output $\geq \text{OPT}/2$, where OPT is the value of the optimal solution.

Proof: From Lemma 1, we know that the objective function of $P_1$ is monotone and sub-modular. Moreover, the linear circuit power constraint is a matroid from Lemma 2. Thus, using Theorem 2, we have that the greedy algorithm gives a $1/2$ approximation to $P_1$.

Remark: If $S$ has $n$ elements, the $1/2$ approximate algorithm will terminate in a maximum of $n$ iterations, as a new element is included in every iteration. In each iteration, the element with the highest marginal gain can be obtained by finding the maximum of $n$ entries. This results in a running time complexity of $O(n^2)$. Thus, even though, the continuous greedy algorithm gives a better bound on performance than the greedy algorithm, it has a running time complexity of $O(n^8)$ as compared to $O(n^2)$ for the greedy algorithm. Hence, both the algorithms have their own significance and which algorithm to be used depends on the problem at hand.

VI. EXTENSION TO THE CASE OF CSIT

In this section, the results in the preceding section are extended to the case of CSIT on the IT channel $H$ that enables the base station to allocate power over transmit antennas for increasing the IT channel capacity. Again, let $s_n \in \{0, 1\}$ indicate whether the $n$-th receiver antennas at the mobile is assigned for information transfer ($s_n = 1$) or power transfer ($s_n = 0$). With CSIT, the power allocation (input covariance matrix) at different antennas of the base station depends on receiver antenna assignment vector $s$, and the capacity is modified from (1) as

$$C(s) = \max_{Q, tr(Q) \leq P} \log \det (I + SHQH^H \bar{S}^H),$$

$$= \max_{p, \sum_{i=1}^{N_r} p_i \leq P} \sum_{i=1}^{N_r} \log (1 + s_i \lambda_i(s)p_i), \quad \text{(5)}$$

where $\lambda_i(s)$ are the eigen-values of the submatrix $H(s)$ of $H$ which is obtained by keeping all rows of $H$ for which $s_i = 1$, and without loss of generality we have assumed that $N_t \geq N_r$. The power allocation $p_i$ at the base station depends on the receiver antennas allotted for data transfer, i.e., $p_i$ depend on $s_i$, and the optimal power allocation is given by waterfilling. Compared to (1), the expression inside the max in (5) is simple (sum of $N_r$ parallel channels), however, together with the max, the overall capacity expression is more complicated. Moreover, note that the choice of $s_i$ and $p_i$ depend on each other. Thus, the antenna partitioning problem in the CSIT case is more complex than the CSIR case. It follows that the corresponding problem of optimal antenna partitioning, denoted as $P_3$, is given as

$$\max_{\{s\}} \max_{p, \sum_{i=1}^{N_r} p_i \leq P} \sum_{i=1}^{N_r} \log (1 + s_i \lambda_i(s)p_i) \quad \text{(P3)}$$

s.t. $s_n \in \{0, 1\}, \ n = 1, 2, \cdots, N_r$

$$\sum_{n=1}^{N_r} (1 - s_n)|g_n|^2 \geq p_c.$$

Even though the capacity expression (5) involves a maximization, it is still a sub-modular function as shown in [16]. We summarize the result of [16] as follows.

Theorem 3. For a set $S$, and fixed $s_i, i \in S$, the rate

$$R(S) = \max_{p, \sum_{i \in S} p_i \leq P} \sum_{i \in S} \log (1 + s_i \lambda_i(s)p_i),$$

obtained with a set $S$ of parallel Gaussian channels using the optimal waterfilling algorithm is a sub-modular function over the set of channels $S$.

It is easy to show that (5) is a monotone function, since adding more receiver antennas cannot decrease the rate. Thus, we have that similar to the CSIR case, $P_3$ is a special case of problem $P_2$, and we get results on solving $P_3$ as described below.

Theorem 4. The pipage rounded solution $x_{\text{int}}$ of the fractional solution $x$ found by the continuous greedy algorithm on $P_3$ satisfies

$$f(x_{\text{int}}) \geq (1 - 1/e) \text{OPT}$$

with high probability, where OPT is the optimal value of the mutual information in $P_3$.

Theorem 5. The objective function of problem $P_3$ evaluated at the greedy algorithm GA’s output $\geq \text{OPT}/2$ for solving $P_3$, where OPT is the value of the optimal solution of $P_3$.

VII. SIMULATION RESULTS

In this section, we illustrate the numerical performance of the two approximation algorithms presented in this paper to maximize the mutual information while satisfying the circuit power constraint. For the CSIR case, in Fig. 2, we plot the throughput (mutual information) as a function of receiver antennas $N_r$ for fixed $N_t = 5$ and circuit power constraint of $0.2N_r$ with total transmit power $P = 5W = 6.9dB$ under a Rayleigh fading assumption on the channel matrix $H$. We scale the circuit power constraint with $N_r$ since larger the number of receiver antennas more is the power required for their operation. As can be seen from Fig. 2, both the continuous greedy and the greedy algorithm perform better than their worst case bound of $1 - 1/e$ and $1/2$, respectively.

In Fig. 3, we plot the throughput as a function of receiver antennas $N_r$ for the CSIT case, with identical parameters used for Fig. 2. Once again we see that the continuous greedy and the greedy algorithm perform better than their worst case bound of $1 - 1/e$ and $1/2$.

An important observation one can make from Fig. 2 and Fig. 3, is that the greedy algorithm outperforms the continuous
greedy + pipage rounding algorithm, even though, the worst-case performance guarantees of the continuous greedy + pipage rounding algorithm is better than the greedy algorithm. power constraint. To the best of our knowledge, this is a novel approach in the area of SWIPT, and earlier approaches relied on relaxed problems, where each antenna is required to perform the dual role of information and power transfer mode, which is hard to realize in practice.
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VIII. CONCLUSION

In this paper, we have considered a SWIPT system and found theoretical guarantees on a combinatorial problem of partitioning mobile antennas for information and power transfers to maximize the IT channel capacity under a circuit power constraint. We exploited the sub-modular property of the mutual information expression for both the CSIR and CSIT cases, as well as the matroidal property of the circuit