TRANSFER OPERATORS AND HANKEL TRANSFORMS BETWEEN RELATIVE TRACE FORMULAS, II: RANKIN–SELBERG THEORY

YIANNIS SAKELLARIDIS

ABSTRACT. The Langlands functoriality conjecture, as reformulated in the “beyond endoscopy” program, predicts comparisons between the (stable) trace formulas of different groups $G_1, G_2$ for every morphism $\phi: G_1 \to G_2$ between their $L$-groups. This conjecture can be seen as a special case of a more general conjecture, which replaces reductive groups by spherical varieties and the trace formula by its generalization, the relative trace formula.

The goal of this article and its precursor [Sak] is to demonstrate, by example, the existence of “transfer operators” between relative trace formulas, that generalize the scalar transfer factors of endoscopy. These transfer operators have all properties that one could expect from a trace formula comparison: matching, fundamental lemma for the Hecke algebra, transfer of (relative) characters. Most importantly, and quite surprisingly, they appear to be of abelian nature (at least, in the low-rank examples considered in this paper), even though they encompass functoriality relations of non-abelian harmonic analysis. Thus, they are amenable to application of the Poisson summation formula in order to perform the global comparison. Moreover, we show that these abelian transforms have some structure — which presently escapes our understanding in its entirety — as deformations of well-understood operators when the spaces under consideration are replaced by their “asymptotic cones”.

In this second paper we use Rankin–Selberg theory to prove the local transfer behind Rudnick’s 1990 thesis (comparing the stable trace formula for $SL_2$ with the Kuznetsov formula) and Venkatesh’s 2002 thesis (providing a “beyond endoscopy” proof of functorial transfer from tori to $GL_2$). As it turns out, the latter is not completely disjoint from endoscopic transfer — in fact, our proof “factors” through endoscopic transfer. We also study the functional equation of the symmetric-square $L$-function for $GL_2$, and show that it is governed by an explicit “Hankel operator” at the level of the Kuznetsov formula, which is also of abelian nature. A similar theory for the standard $L$-function was previously developed (in a different language) by Jacquet.
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6. Introduction to the Second Part

This paper is a continuation of [Sak]. In this part, I use Rankin–Selberg theory to prove the geometric statements about transfer between the Kuznetsov formula and the stable trace formula for $SL_2$, to calculate a formula for the Hankel transform (on the Kuznetsov formula) for the symmetric-square $L$-function of $GL_2$, and to develop the local transfer behind Venkatesh’s thesis, for the “beyond endoscopy” transfer from tori to the Kuznetsov formula of $GL_2$.

It is surprising, at first, that Rankin–Selberg theory is so powerful that it can be used to prove all these theorems that, in their previous treatments using analytic number theory (whenever available, such as in Rudnick’s and Venkatesh’s theses), seemed like an unrelated collection of identities and tricks. It may also appear disappointing to whom hopes to discover a “beyond endoscopy” approach to functoriality that is unrelated to current

\footnote{Any references to sections or equations numbered 5 or lower refer to [Sak]. I continue using the notation of that paper, see §1.7.}
methods for studying $L$-functions. Eventually, though, what seems to be happening is that different methods to study the same problem “descend” to the same operators of functorial transfer when viewed from the point of view of trace formulas. The hope is that this transfer operator generalizes to cases where methods such as the Rankin–Selberg method do not.

For example, in the course of proving functorial transfer from one-dimensional tori to the Kuznetsov formula of $GL_2$ (or, more correctly, of the group $G = G_m \times SL_2$), we run into the endoscopic transfer from tori to the trace formula of $SL_2$. Our transfer operator, in that case, factors as:

$$
S(N, \psi|G/N, \psi) \xrightarrow{LL} S_{\eta}^{\kappa}(SL_2) \xrightarrow{LL} S(T)^W
$$

between the pertinent spaces of test functions, where $S_{\eta}^{\kappa}(SL_2)$ denotes the space of “kappa-orbital integrals” on the conjugacy classes represented by the torus $T$ (which is indicated in our notation by the appearance of the quadratic character $\eta$ associated to the torus $T$), and the second arrow is the local endoscopic transfer of Labesse and Langlands. The first arrow can now be constructed directly using the Rankin–Selberg method.

The same method provides a trace formula-theoretic approach to the functional equation of the symmetric-square $L$-function of $GL_2$. The result is a “Hankel transform” between test measures for the Kuznetsov formula of $G$, which acts on relative characters by the gamma factor of the local functional equation of this $L$-function. This is an analog of the descent of Fourier transform from the space of $2 \times 2$ matrices, computed by Jacquet in [Jac03], which corresponds to the standard $L$-function. Quite agreeably, these Hankel transforms are all expressed in terms of abelian Fourier transforms, despite the fact that they express functional equations for non-abelian $L$-functions. Thus, they are amenable to an application of a global Poisson summation formula, to give an independent proof of the functional equation (as was done for the standard $L$-function and its square in [Her12, Sak19a]).

The Hankel transform of the symmetric-square $L$-function and the transfer operator for the functorial lift from tori to $GL_2$ (which, in terms of $L$-functions, is detected by poles of the symmetric-square $L$-function) are closely related: the former can naturally be written as a symmetric sequence of abelian operators, and the latter is, roughly, “half” of this sequence. I do not know if this is just a byproduct of the proof, or reflects something deeper.

Let me now describe in more detail the basic constructions of this paper.

6.1. The Rankin–Selberg variety. Unlike the first part of the paper, in this second part we fix notation for certain groups and spaces, that will be used consistently. We will denote by $\tilde{G}$ the group

$$
\tilde{G} = (G_m \times SL_2)/\{\pm 1\}^{\text{diag}},
$$

where

which can also be identified with the subgroup of those pairs of elements in $\text{GL}_2 \times \text{GL}_2$ which have the same determinant. The notation $G$ is used for the group

$$G = \mathbb{G}_m \times \text{SL}_2.$$ 

More canonically, $\text{SL}_2$ is understood as $\text{SL}(V)$, the group of symplectic linear transformations of a two-dimensional symplectic space $V$, and the $\mathbb{G}_m$-factors appearing in the definitions of $\tilde{G}$ and $G$ have a different interpretation: the group $\tilde{G}$ can be more canonically written

$$\tilde{G} = (A \times \text{SL}(V)^2)/\{\pm 1\}^{\text{diag}},$$

where $A = B/N$ is the universal Cartan of $\text{SL}(V)$, identified with $\mathbb{G}_m$ via the positive half-root character, while

$$G = A_{\text{ad}} \times \text{SL}(V),$$

where $A_{\text{ad}} = A/\{\pm 1\}$ is the universal Cartan of $\text{PGL}(V)$, identified with $\mathbb{G}_m$ via the positive root character.

The group $\tilde{G}$ acts on the “Rankin–Selberg variety”

$$\tilde{X} = V \times_{\text{SL}(V)^{\text{diag}}} \text{SL}(V)^2,$$

which is a two-dimensional symplectic vector bundle over $\text{SL}(V)^{\text{diag}} \setminus \text{SL}(V)^2 \cong \text{SL}(V)$, with the “factor” $A$ of $\tilde{G}$ acting by a scalar on the fibers through the positive half-root character. The open $\tilde{G}$-orbit on $\tilde{X}$ will be denoted by $X$.

Rankin–Selberg theory uses an Eisenstein series on $\text{PGL}_2^{\text{diag}} \subset (\mathbb{G}_m \setminus \tilde{G})$, which can be constructed from a Schwartz function on $V(=\text{the fiber of } \tilde{X} \text{ over } 1 \in \text{SL}(V))$. There is no harm in smoothening this Schwartz function as a generalized function on $\tilde{X}$, and multiplying it by an invariant measure, thus our point of departure will be the Schwartz space $S(\tilde{X})$ of measures on $\tilde{X}$.

We consider the diagonal action of $\text{SL}(V) = \text{SL}_2$ on $\tilde{X}$. Notice that $X/\text{SL}(V) = \text{SL}(V)/N$ (where $N$ denotes, as before, a maximal unipotent subgroup), so the quotient $[\tilde{X}/\text{SL}_2^{\text{diag}}]$ can be thought of as a stacky embedding of the adjoint quotient $\text{SL}_2/N$. The corresponding invariant-theoretic quotients are equal, and we fix an isomorphism

$$\text{SL}_2/N \cong \mathbb{A}^2$$

$$(a \quad b) (c \quad d) \mapsto (c, t = \text{tr} = a + d).$$

We let $S(\tilde{X}/\text{SL}_2)$ denote the push-forward of $S(\tilde{X})$ to $\tilde{X}/\text{SL}_2^{\text{diag}} = \text{SL}_2/N$.

Taking the quotient by the $\text{SL}_2^{\text{diag}}$ action can be thought of as the analog of imposing the condition $\pi_1 = \tilde{\pi}_2 \otimes (\chi \circ \text{det}) =: \pi$ to the Rankin–Selberg
$L$-function. In that case, this $L$-function factors:

$$L(\pi_1 \times \pi_2, s) = L(\chi \times \text{Sym}^2(\pi), s)L(\chi, s).$$

(6.2)

Thus, it is natural to think of the space $S(\bar{X}/\text{SL}_2)$ as the geometric incarnation of the $L$-function $L(\chi \times \text{Sym}^2(\pi), 1)L(\chi, 1)$. The main goal of Section 7 is to “extract” a suitable space of test measures out of the Rankin–Selberg method, that is responsible for the factor $L(\chi \text{Sym}^2(\pi), s)$ in (6.2). This space is then used to study the Hankel transform of this $L$-function, and the functorial lift from tori (which corresponds to poles of this $L$-function).

This “Sym$^2$-space” of test measures (see §7.6) is a subspace $S(\bar{X}/\text{SL}_2)^\circ$ of $S(\bar{X}/\text{SL}_2)$. In the non-Archimedean case, it is relatively easy to describe, since the inverse of the local $L$-function $L(\chi, s)$ can be thought of as an element of the completed Hecke algebra of the torus $A_{ad}$, which acts on $S(\bar{X}/\text{SL}_2)$, and can be used to “kill” the factor $L(\chi, s)$. In the Archimedean case, one needs a more delicate argument.

Fiberwise Fourier transform on the symplectic vector bundle $\bar{X}$ defines an endomorphism of $S(\bar{X})$, which descends to an endomorphism $\mathcal{H}_X$ of $S(\bar{X}/\text{SL}_2)$. In the non-Archimedean case, we can understand this endomorphism as acting on the appropriate notion of relative characters by local gamma factors

$$\gamma(\chi \times \text{Sym}^2(\pi), 1, \psi).$$

In Theorem 7.6.5 we describe a factor $\mathcal{H}_X^\circ$ of $\mathcal{H}_X$ which preserves the subspace $S(\bar{X}/\text{SL}_2)^\circ$ and acts on relative characters by the local gamma factor

$$\gamma(\chi \times \text{Sym}^2(\pi), 1, \psi).$$

The space $S(\bar{X}/\text{SL}_2)^\circ$, and its endomorphism $\mathcal{H}_X^\circ$, are the basis for all the constructions in this paper.

6.2. **Functional equation of the symmetric square $L$-function.** The space $S(\bar{X}/\text{SL}_2)^\circ$ is used, in Section 8, to construct a non-standard space of test measures

$$S_{L(\text{Sym}^2, 1)}^{-}(N, \psi\backslash G/N, \psi)$$

for the Kuznetsov formula of the group $G = \mathbb{G}_m \times \text{SL}_2$, via the unfolding method: at the level of spaces “upstairs”, the Rankin–Selberg method relies on “unfolding” the Rankin–Selberg period to the Whittaker model; this can be understood as a morphism

$$U : S(\bar{X}) \rightarrow S^{-}(\tilde{N}, \tilde{\psi}\backslash \tilde{G}),$$

where $\tilde{N} = N \times N$ is a maximal unipotent subgroup of $\tilde{G}$, $\tilde{\psi} = \psi \times \psi^{-1}$, and $S^{-}$ denotes some enlargement of the usual space of test measures. If we “descend” the morphism modulo $\text{SL}_2^{\text{diag}}$ and restrict to the “Sym$^2$-subspace” $S(\bar{X}/\text{SL}_2)^\circ$, we obtain the desired map

$$\tilde{U} : S(\bar{X}/\text{SL}_2)^\circ \rightarrow S_{L(\text{Sym}^2, 1)}^{-}(N, \psi\backslash G/N, \psi).$$
(Notice that \([\tilde{N}, \tilde{\psi}\tilde{G}/\text{SL}_2^{\text{diag}}] = [N, \psi G/N, \psi]\); the characters here define complex line bundles over the \(F\)-points of the stacks indicated.)

The unfolding map has various applications. First of all, taking \(\mathbb{G}_m\)-coinvariants, we obtain the geometric comparison between the Kunzetsov formula and the stable trace formula for \(\text{SL}_2\) (see Theorem 8.3.2), mentioned already in the first part of this paper (Theorem 4.2.1). The reason is that through the embedding \(\text{SL}_2 \hookrightarrow [\tilde{X}/\text{SL}_2]\), inducing \(\text{SL}_2 \hookrightarrow [\tilde{X}/\text{SL}_2 \times \mathbb{G}_m]\), the push-forward of \(S_{\text{SL}_2} \rightarrow S_{\text{SL}_2}\) coincides with the push-forward image of \(S(\tilde{X}/\text{SL}_2)\). Thus, the unfolding map descends to an isomorphism between the space of test measures for the stable trace formula of \(\text{SL}_2\), and an extended space of test measures for the Kuznetsov formula of \(\mathbb{G}_m/\mathbb{G}_m = \text{SL}_2\).

Moreover, combining \(\tilde{U}\) with the endomorphism \(\mathcal{H}_\pi\) of \(S_{\tilde{X}/\text{SL}_2}\), we compute the Hankel transform \(\mathcal{H}_\text{Sym}^2\) for the symmetric-square \(L\)-function.

![Image](image-url)

The Hankel transform is best described as a map between spaces of half-densities, so let us denote by

\[
D_{L(\text{Sym}^2, \frac{1}{2})}^{-}(N, \psi G/N, \psi)
\]

the space of half-densities for the Kuznetsov formula that is analogous to \(S_{L(\text{Sym}^2, 1)}^{-}(N, \psi G/N, \psi)\). (The notational difference \(L(\text{Sym}^2, 1)\) vs. \(L(\text{Sym}^2, \frac{1}{2})\) is due to a volume factor.) This space contains a “basic vector” which corresponds to the Dirichlet series of the local unramified \(L\)-value \(L(\text{Sym}^2, \frac{1}{2})\).

By inverting the \(\mathbb{G}_m\)-coordinate, we get the corresponding space

\[
D_{L((\text{Sym}^2)^{\vee}, \frac{1}{2})}^{-}(N, \psi G/N, \psi)
\]

for the dual of the symmetric square representation.

The Hankel transform is an isomorphism:

\[
\mathcal{H}_\text{Sym}^2 : D_{L(\text{Sym}^2, \frac{1}{2})}^{-}(N, \psi G/N, \psi) \xrightarrow{\sim} D_{L((\text{Sym}^2)^{\vee}, \frac{1}{2})}^{-}(N, \psi G/N, \psi)
\]

which satisfies the fundamental lemma for basic vectors, as well as several other properties, the most important of which being that it acts by the gamma factor of the local functional equation of the symmetric-square \(L\)-function on relative characters of irreducible generic representations:

\[
\mathcal{H}_{\text{Sym}^2}^{\pi}J_\pi = \gamma(\pi, \text{Sym}^2, \frac{1}{2}, \psi) \cdot J_\pi.
\]

I use the unfolding map and the operator \(\mathcal{H}_\pi^0\) to compute an explicit formula for \(\mathcal{H}_\text{Sym}^2\), see Theorem 8.0.1:

\[
\mathcal{H}_\text{Sym}^2 = \lambda(\eta_{\xi^2-4}, \psi)^{-1} \mathcal{F}_{-\lambda_1, \frac{1}{2}} \circ \delta_{1-4\xi^2-2} \circ \eta_{\xi^2-4} \circ \mathcal{F}_{-\lambda_0, \frac{1}{2}} \circ \eta_{\xi^2-4} \circ \mathcal{F}_{-\lambda_1, \frac{1}{2}},
\]

where the notation is as follows:
Generic orbits for the quotient $N\backslash G/N$ are represented by the elements $(a, \left( \zeta^{-1}, -\zeta^{-1} \right)) \in \mathbb{G}_m \times \text{SL}_2$; the set of such elements is identified with the universal Cartan $A_G$ of $G$, with $\zeta$ being the value of the character $\frac{2}{2}$.

The coweights $\check{\lambda}_-, \check{\lambda}_0, \check{\lambda}_+$ into $A_G$ are the weights of the symmetric square representation, with the first being anti-dominant and the last dominant. The multiplicative Fourier convolutions $\mathcal{F}_{\check{\lambda}_a, \frac{1}{2}}$ associated to those cocharacters were defined in §2.1.7 of the first part of this paper.

Then, we have the intermediate factors $\delta_1 - 4\zeta^{-1}$ and $\eta_\zeta^2 - 4$. The first is multiplicative translation by the factor $(1 - 4\zeta^{-1})$ along the $\mathbb{G}_m$-coordinate. The second is multiplication by the quadratic character associated to the extension $F(\sqrt{\zeta^2 - 4})$, again in the same variable. Finally, $\lambda(\eta_\zeta^2 - 4, \psi)$ denotes a certain scalar attached to that extension, expressing a ratio of abelian gamma factors.

We notice that every one of the factors of the above operator satisfies, in principle, a global Poisson summation formula for the sum over rational pairs $(a, \zeta)$. There will be analytic intricacies in order to prove such a formula, but one can expect that a variant of the methods employed in [Sak19a] will work, leading to a trace formula-theoretic proof of the functional equation of the symmetric square $L$-function. Moreover, the formula is similar to a formula proved by Jacquet [Jac03] for the Hankel transform associated to the standard $L$-function for $GL_2$, see §8.6 (which should also underlie the proof of the functional equation of the standard $L$-function by Herman in [Her12]). The formula there reads:

$$H_{\text{Std}} = \mathcal{F}_{\check{\epsilon}_1, \frac{1}{2}} \circ \psi(-e^{-a}) \circ \mathcal{F}_{\check{\epsilon}_2, \frac{1}{2}},$$

where $\check{\epsilon}_1, \check{\epsilon}_2$ are the weights of the standard representation of the dual group, and $e^{-a}$ denotes the negative root character.

In both cases, if we omit the intermediate factors and keep only the multiplicative Fourier convolutions, we obtain the Hankel transform for the degenerate Kuznetsov formula (when $\psi$ is replaced by the trivial character), see §8.6; this is operator on the universal Cartan $A_G$ of the group which acts by the gamma factor

$$\gamma(x, r \circ j, \frac{1}{2}, \psi)$$

on characters, where $j$ denotes the canonical embedding of $L$-groups $j : L_A \hookrightarrow L_G$, and $r = \text{Sym}^2$ or Std, depending on the case that we are considering. Hence, we see that there is a lot of structure in these Hankel transforms, which hopefully can be generalized to other $L$-functions.

6.3. Functorial transfer from tori to $GL_2$. Finally, the ”symmetric square subspace” $S(X/SL_2)^+$ gives us insights into Venkatesh’s thesis, and functorial lifts from tori to $GL_2$ or, more correctly, to $G = \mathbb{G}_m \times \text{SL}_2$, corresponding
to a map of $L$-groups:

$$LT \to LG = \mathbb{G}_m \times \text{PGL}_2.$$  \hfill (6.5)

In fact, it gives a direct link between the construction of Venkatesh and the endoscopic construction of the same functorial lift.

Here is how this works (see Section 9): We have already seen that the inverse $\bar{U}^{-1}$ of the unfolding map is an isomorphism, by definition, between the “symmetric square space” $S_{L(Sym^2, \frac{1}{2})}^-(N, \psi\backslash G/N, \psi)$ of orbital integrals for the Kuznetsov formula, and the symmetric square subspace $S(X/SL_2)^o$ of measures on the Rankin–Selberg variety. An element $\phi$ of the latter is understood, as we have seen, as a measure on the affine plane $\mathbb{A}^2$ with coordinates $(c, t)$, where $t$ denotes the trace. This measure is smooth away from $c = 0$, but its behavior as $c \to 0$ depends, it turns out, on the $\kappa$-orbital integrals of a Schwartz function $\Phi$ on $SL_2$, where “$\kappa$-orbital integral” means, for us, the usual orbital integral over a split regular semisimple orbit (i.e., when $t^2 - 4$ is a square), and the alternating sum of orbital integrals inside of a non-split, stable regular semisimple orbit. The function $\Phi$ is the restriction on the zero section $SL_2 \subset X$ of a measure $\Phi dx$ which maps to $\phi$ under the quotient map composed with a certain projector $S(X/SL_2) \to S(X/SL_2)^o$.

It turns out that, if we fix the trace coordinate $t \neq \pm 2$, a measure $\phi \in S(X/SL_2)^o$ is oscillating in the $c$-coordinate, as $c \to 0$, by (essentially) the quadratic character $\eta_{t^2 - 4}$ attached to the extension $F(\sqrt{t^2 - 4})$. Thus, fixing a character $\eta$, the asymptotic behavior of $\phi$ at points where $\eta_{t^2 - 4} = \eta$ (these are the conjugacy classes represented by the torus $T$ associated to $\eta$!), can be “captured” by the pole of a Tate integral, as in Venkatesh’s thesis. Locally, this detects poles of the symmetric-square $L$-function at zero; the good news is that these local poles manifest themselves geometrically, at the “boundary” $c = 0$ of the Rankin–Selberg quotient $X \parallel SL_2$.

More precisely, the transfer operator

$$S_{L(Sym^2, 1)}^-(N, \psi\backslash G/N, \psi) \to S(T),$$ \hfill (6.6)

which is $(\mathbb{G}_m, \eta)$-equivariant (this is the $\mathbb{G}_m$-component of the dual map (6.5)) is constructed as follows: First, we will apply the inverse $\bar{U}^{-1}$ of the unfolding map, followed by the endomorphism $\mathcal{H}_X^o$ of $S(X/SL_2)^o$, and a Tate zeta integral against the character $\eta$. The pole of the local Tate integral at $s = 0$ will pick up the $\kappa$-orbital integrals of some Schwartz function on $SL_2$ only at those conjugacy classes represented by elements of $T$. This establishes the link between the Kuznetsov formula for $G$ and the endoscopic parts of the trace formula for $SL_2$ (Theorem 9.2.2). By the endoscopic transfer of Labesse and Langlands, these are the same (up to scalar transfer factors) as the “orbital integrals”, that is, the values, of some Schwartz function on $T$. This is the transfer map (6.6) behind Venkatesh’s thesis. We verify that it satisfies our usual list of properties for transfer operators,
namely the fundamental lemma for the Hecke algebra, and transfer of relative characters (Theorem 9.3.5).

7. THE RANKIN–SELBERG VARIETY

7.1. The space and its orbital integrals. Let \((V, \omega)\) be a two-dimensional symplectic space, and let \(X\) be the variety of pairs \((v, g)\) with \(v \in V, g \in \text{SL}(V)\), with an action of the group \(\tilde{G} = (\mathbb{G}_m \times \text{SL}(V^2))/\{\pm 1\}^\text{diag}\) by

\[(v, g) \cdot (a, g_1, g_2) = (avg_1, g_1^{-1}gg_2)\]

In particular, \(\tilde{X}\) has a \(\tilde{G}\)-equivariant map to \(V \times V\) by \((v, g) \mapsto (v, vg)\), and is a two-dimensional symplectic vector bundle over \(Y := \text{SL}(V) = \text{SL}(V)^\text{diag} \setminus \text{SL}(V)^2\). If we identify \(V\) with the fiber over the identity, we can also write

\[\tilde{X} = \text{Ind}_{\text{SL}(V) \text{diag}}^{\text{SL}(V)^2} V = V \times_{\text{SL}(V)^\text{diag}} \text{SL}(V)^2\]

The space \(\tilde{X}\) is a spherical variety under the action of \(\tilde{G}\), whose open \(\tilde{G}\)-orbit, the complement of the zero section of the bundle, we will be denoting by \(X\).

If we fix a standard symplectic basis \((e_1, e_2)\) of \(V\) (i.e., \(\omega(e_1, e_2) = 1\)) to identify \(\text{SL}(V)\) with \(\text{SL}_2\) and \(V^* = V \setminus \{0\}\) with \(N\backslash \text{SL}_2\), where \(N = \text{the stabilizer of } e_2 = \text{the upper triangular unipotent subgroup} \), then \(X = N^\text{diag} \setminus (\text{SL}_2 \times \text{SL}_2)\), with the coset of \(1\) corresponding to the element \((e_2 \in V, 1 \in \text{SL}(V))\), and \(\tilde{X}\) is its affine closure.

In this section, and until the end of the paper, we denote by \(A\) the universal Cartan of \(\text{SL}(V)\), and by \(A_{\text{ad}} = A/\{\pm 1\}\) the universal Cartan of \(\text{PGL}(V)\). We let \(G\) be the group \((A \times \text{SL}(V))/\{\pm 1\}^\text{diag}\), and identify \(\tilde{G}\) with the group \((A \times \text{SL}(V^2))/\{\pm 1\}^\text{diag}\) via the character \(\frac{2}{\omega}\), the positive half-root on \(A\). By this identification, we maintain our convention of considering the universal Cartan \(A\) as a subgroup of the automorphism group of such a variety \(X\) by using a Borel opposite to the stabilizer \(N^\text{diag}\) of a point. In other words, if \(B\) is the normalizer of \(N\) in \(\text{SL}_2^\text{diag}\), we let the quotient \(A = B/N\) act by \(G\)-automorphisms on \(X\) as: \(a \cdot N\tilde{x} = N(\omega_0 a)x\), where \(w_0\) is the longest element of the Weyl group. By this convention, the points of \(Y\) are limits of the form \(\lim_{t \to 0}(\lambda(t)x)\), where \(x \in X\) and \(\lambda\) is a dominant cocharacter of \(A\). The action of \(A\) on functions or measures on \(\tilde{X}\) will be normalized, again, as

\[a \cdot \mu(x) = \delta(a)^{-\frac{1}{2}} \mu(a \cdot x)\]

and on functions by

\[a \cdot \Phi(x) = \delta(a)^{\frac{1}{2}} \Phi(a \cdot x)\]

so that it is an \(L^2\)-isometry with respect to the \((\text{SL}_2)^2\)-invariant measure. (We will call an \((\text{SL}_2)^2\)-invariant measure on \(X\) a “Haar measure” — notice that it is a smooth measure on \(\tilde{X}\).) For half-densities, no such normalization is needed. Under these normalizations, the maps

\[\mathcal{F}(\tilde{X}) \to \mathcal{D}(\tilde{X}) \to \mathcal{S}(\tilde{X})\]
from Schwartz functions to Schwartz half-densities and measures, that are
given at every step by multiplication by a Haar half-density, are equivari-
ant.

The symplectic structure gives rise to a Fourier transform:
\[ \mathcal{F} : \mathcal{D}(\mathcal{X}) \rightarrow \mathcal{D}(\tilde{\mathcal{X}}), \]  
\[ (7.3) \]
defined fiberwise as in §3.3. Multiplication or division by a fixed Haar half-
density turns (7.3) into a morphism between spaces of measures or func-
tions.

The transform is anti-equivariant with respect to the \( \tilde{G} \)-action, in the sense
that it twists the \( \tilde{G} \)-action by the automorphism of \( \tilde{G} \) that is induced from
the inversion map on \( A \).

We now consider the quotients \( X/\text{SL}(V) \) and \( \tilde{X}/\text{SL}(V) \), where \( \text{SL}(V) \)
acts diagonally. If we use a symplectic basis to identify \( X = N^{\text{diag}} \backslash \text{SL}_2^2 \),
as above, we have an isomorphism \( X/\text{SL}(V) = \frac{\text{SL}_2}{N} \), which we fix to be the
following:
\[ N^{\text{diag}}(g_1, g_2) \rightarrow g_1^{-1}g_2, \]  
\[ (7.4) \]
This is compatible with the isomorphism \( \text{SL}_2 \simeq \text{SL}_2^{\text{diag}} \backslash \text{SL}_2^2 \) by the right
orbit map on the identity element.

In terms of invariant theory, we have
\[ \mathfrak{c}_X := X \sslash \text{SL}(V) = \tilde{X} \sslash \text{SL}(V) \simeq \Delta^2, \]
with coordinates \((c, t)\) coming from the invariants of the projections \( \tilde{X} \rightarrow V \times V \) and \( \tilde{X} \rightarrow \text{SL}_2 \); more specifically,
\[ c(v, g) = -\omega(v, vg), \text{ and} \]
\[ t(v, g) = \text{tr}(g). \]  
\[ (7.5) \]
We have put a negative sign in the first invariant so that, in terms of the
isomorphism \( X \sslash \text{SL}_2^{\text{diag}} = \frac{\text{SL}_2}{N} \) of (7.4), the coordinates \((c, t)\) are:
\[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto (c, t := \text{tr} = a + d). \]

We will eventually define several spaces of measures on \( \mathfrak{c}_X \):
\[ \mathcal{S}(X/\text{SL}_2) \subset \mathcal{S}(\tilde{X}/\text{SL}_2)^\circ \subset \mathcal{S}(\tilde{X}/\text{SL}_2). \]
The first and last are self-explanatory: \( \mathcal{S}(X/\text{SL}_2) \) and \( \mathcal{S}(\tilde{X}/\text{SL}_2) \) are,
correspondingly, the push-forwards of the spaces of Schwartz measures
on \( X \) and on \( \tilde{X} \). The intermediate space \( \mathcal{S}(\tilde{X}/\text{SL}_2)^\circ \) is the most impor-
tant one; morally, it corresponds to the Schwartz space of a “motive” be-
tween \( X/\text{SL}_2 \) and \( \tilde{X}/\text{SL}_2 \). Unfortunately, I do not know how to make
sense of such a “motive”. But the space can also be motivated in terms
of \( L \)-functions. In a sense that will be discussed, the space \( \mathcal{S}(\tilde{X}/\text{SL}_2) \)
corresponds to the \((L\text{-function of the})\) sum of the symmetric square with the
trivial representation of the group $G$, while $\mathcal{S}(\bar{X}/\text{SL}_2)^\circ$ corresponds to just the symmetric square representation (for which the space $\mathcal{S}(X/\text{SL}_2)$ would be too small).

7.2. **Review of orbital integrals for $\mathbb{A}^2/T$.** Before we study the quotient $\bar{X}/\text{SL}_2$, we will review a few elementary facts from [Sak13] about Hankel transforms for the action of a torus on a two-dimensional space.

Let $E/F$ be a quadratic extension (possibly split, i.e., $F \oplus F$), $V_E = \text{Res}_{E/F} \mathcal{G}_a$ under the action of $T = \ker N_E^F$, where $N_E^F$ is the norm map. For the rest of this subsection, we feel free to denote $V_E$ simply by $V$ — in our application to the symplectic bundle $\bar{X} \to \text{SL}(V)$ in later subsections, $V_E$ will be the fiber over a regular semisimple point of $\text{SL}(V)$.

The norm map defines an isomorphism of $V/\mathbb{T}$ with $\mathcal{G}_a$. We let $\mathcal{S}([V/\mathbb{T}])$ denote the Schwartz space of the quotient stack $[V/\mathbb{T}]$ over $F$, identified with a space of measures on $\mathcal{G}_a(F) = F$. If $E$ is split, it coincides with the image of the push-forward map $\mathcal{S}(E) \xrightarrow{(N_E^F)_!} \text{Meas}(F)$. However, if $E$ is non-split, it is the image of the sum of push-forwards:

$$\mathcal{S}(E) \oplus \mathcal{S}(E^\alpha) \to \text{Meas}(V/\mathbb{T}).$$

Here, $\alpha$ stands for the class of a non-trivial $T$-torsor, and for such a $T$-torsor $R^\alpha$, we set $V^\alpha = V \times^T R^\alpha$ and $E^\alpha = V^\alpha(F)$. Then $E^\alpha$ is a free $E$-module of rank one, but without a distinguished base point. Moreover, the norm map $N_E^F$ canonically extends to $E^\alpha$, and has image equal to the non-norms (and zero). This construction is completely analogous to the construction of the Schwartz space of $[V/\{\pm 1\}]$ in §3.4.

Notice that $E^\alpha$ is a vector space and, hence, has a distinguished zero point, which will be denoted by $0^\alpha$; moreover, any Haar measure $dx$ on $E$ induces a Haar measure $d\alpha$ on the vector space $E^\alpha$ as follows: choose a base point $\kappa \in E^\alpha$ to identify $E \ni e \mapsto \kappa e \in E^\alpha$, and define $d\alpha(e\kappa) = |\kappa|d\alpha(e)$, where, by definition, $|\kappa| = |N_E^F\kappa|$.

Choosing a Haar measure $dt$ on $T$, we can define an push-forward (orbital integral) map $\Phi \mapsto O_\xi(\Phi)$ from Schwartz functions on $E$ to functions on $F \setminus \{0\}$. Given a Haar measure $dx$ on $E$, we have an integration formula

$$\int_{\hat{V}} \Phi(v) dx(v) = \int_{\hat{F}} O_\xi(\Phi) d\xi,$$

for a suitable choice of Haar measure $d\xi$ on $F$. The orbital integrals and the integration formula extend to $E^\alpha$, for a unique Haar measure $d\alpha$ on $E^\alpha$. In practice, of course, we have fixed a measure $d\xi$ on $F$, so we will make sure to choose the measures $dx$ on $E$ and $dt$ on $T$ compatibly. The space of functions on $F^\times$ obtained this way will be denoted by $F(V/\mathbb{T})$.

We can also define a push-forward of Schwartz half-densities, by sending the half-density $\Phi(v)(dv)^{\frac{1}{2}}$ on $E$ to the half-density $O_\xi(\Phi)(d\xi)^{\frac{1}{2}}$ on $F^\times$ (and similarly for $E^\alpha$). By abuse of language, we will be saying “half-density on $V/\mathbb{T}$”, although it is not defined at zero. The push-forwards of
functions and half-densities depend on choices of measures, but the image spaces \( \mathcal{F}([V/T]) \), \( \mathcal{D}([V/T]) \) do not.

There is another, equivalent, description of the space \( \mathcal{S}([V/T]) \), which will be the one relevant to our intended application. Consider an embedding \( T \to \text{SL}_2 \), and the variety \( \tilde{V} = V \times T \text{SL}_2 \). The affine quotient \( \tilde{V} \sslash \text{SL}_2 \) coincides with \( V \sslash T \cong \mathbb{A}^1 \), and \( \mathcal{S}([V/T]) \) is equal to the image of the push-forward map: \( S(\tilde{V}) \to \text{Meas}(F) \). If instead we work with functions on \( \tilde{V} \), and \( \text{SL}_2 \)-orbital integrals, the integration formula (7.6) remains true for an appropriate choice of Haar measure on \( \text{SL}_2 \).

The elements of \( \mathcal{S}([V/T]) \) can be explicitly described as follows, cf. [Sak13, Propositions 2.5 and 2.14]: they are smooth measures of rapid decay away from a neighborhood of \( 0 \in \mathbb{G}_a(F) \), and in a neighborhood of zero they are of the form

\[
f(\xi) = C_1(\xi) + C_2(\xi)\eta(\xi),
\]

if \( E \) is non-split, with \( \eta \) the quadratic character associated to \( E \), and

\[
f(\xi) = C_1(\xi) + C_2(\xi) \log(|\xi|),
\]

if \( E \) is split, with \( C_1, C_2 \) two smooth measures.

We would like to think of elements of \( \mathcal{S}([V/T]) \) as sections of a cosheaf over \( \mathbb{G}_a(F) = F \). In particular, we define the fiber \( \mathcal{S}([V/T])_0 \) as the quotient \( \mathcal{S}([V/T])/IS([V/T]) \), where \( I \subset C_{\text{temp}}^\infty(F) \) is the ideal of those smooth, tempered functions that vanish at 0. (The word “tempered” means “moderate growth for all derivatives”, and it is included to ensure, in the Archimedean case, that these functions act on \( \mathcal{S}([V/T]) \). Explicitly, \( \mathcal{S}([V/T])_0 \) is a two-dimensional space, whose dual is spanned, in the notation of (7.7), (7.8), by the distributions

\[
f \mapsto \frac{C_1}{d\xi}(0), \quad \text{and} \quad f \mapsto \frac{C_2}{d\xi}(0).
\]

For any of the above descriptions of the space \( \mathcal{S}([V/T]) \), the push-forward map can be identified with the coinvariant quotient:

7.2.1. Lemma. The quotient maps \( \mathcal{S}(E) \oplus \mathcal{S}(E^a) \to \mathcal{S}([V/T]) \) (with \( E^a \) to be ignored in the split case), resp. \( S(\tilde{V}) \to \mathcal{S}([V/T]) \) identify \( \mathcal{S}([V/T]) \) with the \( T \)-coinvariant space, resp. \( \text{SL}_2 \)-coinvariant space, of the source.

The coinvariant space, in the Archimedean case, is defined as the quotient of the original space by the closure of the subspace spanned by vectors of the form \( v - g \cdot v \).

Proof. This is stated as Lemma 2.3 in [Sak13], but a couple of typos and omissions oblige me to briefly revisit this argument: First, the coinvariant space \( S(\tilde{V})_{\text{SL}_2} \) (and similarly for the other model) can be seen as the space of sections of a cosheaf over \( \mathbb{G}_a = V \sslash T \). The quotient \( [\tilde{V} / \text{SL}_2] \to \mathbb{G}_a = \tilde{V} \sslash \text{SL}_2 = V \sslash T \) is a stack isomorphism away from \( 0 \in \mathbb{G}_a \), and this immediately identifies the subspace \( \mathcal{S}(F^\times) \) with the coinvariants of the Schwartz
space of $\hat{\mathcal{V}}^\circ :=$ the preimage of $\mathbb{G}_m \setminus \{0\}$. Then, one checks that the distributions $f \mapsto \frac{C_t}{t^s}(0)$ and $f \mapsto \frac{C_t}{s^t}(0)$ above span the space of distributions on the fiber of the cosheaf $\mathcal{S}(\hat{V})_{\text{SL}_2}$ over 0, i.e., on the space $\mathcal{S}(\hat{V})_{\text{SL}_2}/I\mathcal{S}(\hat{V})_{\text{SL}_2}$, where $I \subset C_{\text{temp}}(F)$ is the ideal of smooth, tempered functions on $F$ vanishing at zero. This completes the proof in the non-Archimedean case, where the fiber coincides with the stalk $\mathcal{S}(\hat{V})_{\text{SL}_2}/\mathcal{S}(\hat{V})_{\text{SL}_2}$. In the Archimedean case, [Sak13, Proposition B.4.1] implies that the stalk is generated by any set of generators of the fiber under the action of $C_{\text{temp}}(F)$, and this implies that the kernel of the map $\mathcal{S}(\hat{V})_{\text{SL}_2} \to \mathcal{S}([V/T])$ is trivial. \hfill $\square$

For any $f \in \mathcal{S}([V/T])$, we define its Mellin transform $\hat{f}(\chi)$, where $\chi$ varies in the characters of $F^\times$, as

$$\hat{f}(\chi) = \int_{F^\times} f(x)\chi^{-1}(x)|x|^{-\frac{1}{2}}, \quad (7.9)$$

for $\Re(\chi) \ll 0$ (i.e., $\chi(x) = \chi_0(x)|x|^s$ for some unitary $\chi_0$ and $\Re(s) \ll 0$ --- $\Re(s) < 1$ suffices here), and by meromorphic continuation in general. The shift by $|x|^{-\frac{1}{2}}$ is such that, if we normalize the action of the group $A := \mathbb{G}_m$ of scalar dilations on $\mathcal{S}(V)$ to be unitary:

$$a \cdot f(v) = |a|^{-1}f(v), \quad (7.10)$$

and normalize the action of its quotient $A_{\text{ad}} := A/\{\pm 1\} \simeq \mathbb{G}_m$ on $\mathcal{S}([V/T])$ accordingly, the map $f \mapsto \hat{f}(\chi)$ is $(A_{\text{ad}}, \chi)$-equivariant.

The following proposition describes Mellin transforms of element of $\mathcal{S}([V/T])$, and the fiber at 0 in terms of those, generalizing Proposition 2.1.5.

7.2.2. Proposition. Mellin transform defines an isomorphism between $\mathcal{S}([V/T])$ and the space

$$\mathbb{H}_{L(\bullet^{-1}, \frac{1}{2})L(\bullet^{-1}\eta, \frac{1}{2})}^{\text{PW}}(\hat{F}^\times \mathcal{C})$$

of polynomial multiples, in the non-Archimedean case, or holomorphic multiples, in the Archimedean case, of the function $L(\chi^{-1}, \frac{1}{2})L(\chi^{-1}\eta, \frac{1}{2})$ on $\hat{F}^\times \mathcal{C}$, which have the following properties:

- in the non-Archimedean case, they are supported on a finite number of connected components of $\hat{F}^\times$;
- in the Archimedean case, factoring the character group of $F^\times$ as in (2.3), with $T_0 = \text{the maximal compact subgroup of } F^\times$, they belong to the completed tensor product

$$\mathcal{G}([T_0]) \hat{\otimes} \mathbb{H}_{\mathfrak{g}_2}^{\text{PW}}(\mathbb{C}),$$

where $\mathbb{H}_{\mathfrak{g}_2}^{\text{PW}}(\mathbb{C})$ denotes the Fréchet space of holomorphic multiples of the function $\mathfrak{g}_2$, where $\mathfrak{g}$ was defined before Proposition 2.1.5, which are of rapid decay in bounded vertical strips.
Moreover, if \( f \in \mathcal{S}([V/T]) \) is the image of a measure \( \Phi dx \in \mathcal{S}(E) \), in the split case, and \( (\Phi dx, \Phi^\alpha dx^\alpha) \in \mathcal{S}(E) \oplus \mathcal{S}(E^\alpha) \), in the non-split case (where the measures \( dx \) and \( dx^\alpha \) correspond as above), and \( f \) has the form of (7.7) or (7.8), we have the following expressions for the coefficients of the Laurent expansion of \( \hat{f} \) at \( \chi = 1 \) and \( \eta \):

- **in the nonsplit case,**
  \[
  \text{Res}_{s=\frac{1}{2}} \hat{f}(|\bullet|^s) = -\text{AvgVol}(F^\times)\frac{C_1}{d\xi}(0) = -\text{AvgVol}(E^\times)(\Phi(0) + \Phi(0^\alpha)), \quad \text{and} \\
  \text{Res}_{s=\frac{1}{2}} \hat{f}(\eta \bullet |^s) = -\text{AvgVol}(F^\times)\frac{C_2}{d\xi}(0) = -\text{AvgVol}(E^\times)(\Phi(0) - \Phi(0^\alpha)).
  \]

- **in the split case,**
  \[
  \lim_{s \to \frac{1}{2}} (s - \frac{1}{2})^2 \hat{f}(|\bullet|^s) = \text{Res}_{s=\frac{1}{2}} \hat{C}_2 (|\bullet|^s) = -\text{AvgVol}(F^\times)\frac{C_2}{d\xi}(0) = \text{AvgVol}(E^\times)\Phi(0), \\
  \text{and if } C_2 = 0, \quad \text{Res}_{s=\frac{1}{2}} \hat{f}(|\bullet|^s) = -\text{AvgVol}(F^\times)\frac{C_1}{d\xi}(0).
  \] (7.12)

The notion of “average volume” was introduced in (2.6).

**Proof.** The pullback of Mellin transform \( \hat{f}(\chi) \) to the space \( \mathcal{S}(E) \) is the Tate integral

\[
Z(\Phi, \chi^{-1} \circ N^E, \frac{1}{2} - s)
\]
on \( E^\times \). The results now follow from Proposition 2.1.5 (and an easy adaptation to the space \( E^\alpha \)), except for the relations with the coefficients \( C_1, C_2 \), which can be established as follows:

In the non-split case, the Mellin transform of the sum \( C_1(\xi) + C_2(\xi)\eta(\xi) \) can be broken up into two Tate integrals on \( F^\times \), and the result follows again by Proposition 2.1.5; same for the split case, when \( C_2 = 0 \).

For the relation of \( \frac{C_2}{d\xi}(0) \) with \( \text{AvgVol}(E^\times)\Phi(0) \) in the split case, see [Sak13, Proposition 2.5]. \( \square \)

We can also express the functionals above in terms of the space \( \tilde{V} = V \times T S L_2 \). Let \([v, g]\) represent the class of an element of \( V \times S L_2 \) in \( \tilde{V} \).

7.2.3. **Corollary.** Fix an invariant measure on \( T \setminus G \), and use it to construct, for any Haar measure \( dx \) on \( V \), an invariant measure \( \tilde{d}x \) on \( \tilde{V} \).

In the split case, if \( f \in \mathcal{S}([V/T]) \) is the image of an element \( \Phi \tilde{d}x \in \mathcal{S}(\tilde{V}) \), then we have

\[
\lim_{s \to \frac{1}{2}} (s - \frac{1}{2})^2 \hat{f}(|\bullet|^s) = \text{AvgVol}(E^\times) \int_{T \setminus S L_2} \Phi([0, g])dg,
\] (7.13)

where \( \text{AvgVol}(E^\times) \) is taken with respect to the measure \( d^\times x \).
In the non-split case, if \( f \in \mathcal{S}([V/T]) \) is the image of an element \( \Phi \tilde{x} \in \mathcal{S}(\tilde{V}) \), then we have

\[
\text{Res}_{s=\frac{1}{2}} \tilde{f}(\bullet | \bullet s) = -\text{AvgVol}(E^\times) \int_{(T \setminus \text{SL}_2)(F)} \Phi([0,g]) dg, \text{ and}
\]

\[
\text{Res}_{s=-\frac{1}{2}} \tilde{f}(\eta| \bullet s) = -\text{AvgVol}(E^\times) \int_{(T \setminus \text{SL}_2)(F)} \Phi([0,g]) \eta(g) dg, \quad (7.14)
\]

where, on the right hand side, \( \eta \) is identified with the function on \((T \setminus \text{SL}_2)(F)\) which is equal to 1 on the \( \text{SL}_2(F) \)-orbit represented by the identity, and \(-1\) on the other orbit.

In our application, \( T \setminus \text{SL}_2 \) will correspond to a stable semisimple conjugacy class in the group \( \text{SL}_2 \), in which case the integrals on the right hand side of (7.13), (7.14) are stable and \( \kappa \)-orbital integrals”. We let \( \mathcal{S}([V/T])^\circ \subset \mathcal{S}([V/T]) \) denote the subspace whose elements are of the form

\[
C(\xi) \eta(\xi) \quad (7.15)
\]

in a neighborhood of zero, in both the split and nonsplit cases, where \( C \) is a smooth measure. The corresponding subspaces of functions and half-densities will be denoted by \( \mathcal{F}(\mathcal{S}([V/T]))^\circ, \mathcal{D}([V/T])^\circ \), respectively.

Proposition 7.2.2 easily implies:

7.2.4. Corollary. Mellin transform defines an isomorphism between \( \mathcal{S}([V/T])^\circ \) and the space

\[
\mathcal{H} \mathcal{P} \mathcal{W}_{L(-1, \frac{1}{2})}^{(\mathcal{F}^\times \mathbb{C})}
\]

of polynomial multiples, in the non-Archimedean case, or holomorphic multiples, in the Archimedean case, of the function \( L(\chi^{-1}, \frac{1}{2}) \) on \( \hat{F}^\times \mathbb{C} \), which have the following properties:

- in the non-Archimedean case, they are supported on a finite number of connected components of \( \hat{F}^\times \);
- in the Archimedean case, factoring the character group of \( \hat{F}^\times \) as in (2.3), with \( T_0 \) = the maximal compact subgroup of \( \hat{F}^\times \), they belong to the completed tensor product

\[
\mathcal{C}(\hat{T}_0) \hat{\otimes} \mathcal{H} \mathcal{P} \mathcal{W}^{(\mathbb{C})}.
\]

Moreover, if \( f \in \mathcal{S}([V/T])^\circ \) is of the form (7.15) in a neighborhood of zero, then

\[
\text{Res}_{s=\frac{1}{2}} \tilde{f}(\eta| \bullet s) = -\text{AvgVol}(\mathcal{F}^\times) \frac{C}{d\xi}(0). \quad (7.16)
\]

In the non-Archimedean case, let \( h \) be the element of the completed Hecke algebra \( \mathcal{S}(\hat{F}^\times) \) (see §2.1.3) whose Mellin transform is \( \tilde{h}(\chi) = L(\chi, \frac{1}{2})^{-1} \). Then, the normalized action of \( h \) (descending from (7.10)) gives rise to an isomorphism:

\[
\mathcal{S}([V/T]) \xrightarrow{h} \mathcal{S}([V/T])^\circ.
\]
Proof. By its definition, and Proposition 7.2.2, the space \( S([V/T]) \) corresponds precisely to the subspace

\[
H_{L(\bullet^{-1}, \frac{1}{2})}^P \left( \widehat{F^\times} \right) 
\subset H_{L(\bullet^{-1}, \frac{1}{2})}^P \left( \widehat{F^\times} \right)
\]

under Mellin transform.

The residue formula (7.16) follows from (7.11) and (7.12).

In the non-Archimedean case, the function \( L_\chi, \frac{1}{2} - 1 \) is polynomial in \( \chi \), hence is the Fourier transform of an element of \( \mathcal{S}(\hat{F}^\times) \). For the normalized action (7.10) on \( \mathcal{S}(V) \) (we don’t normalize the action on \( \mathcal{S}(\mathbb{G}_a) \)), we have \( (h \cdot f)(\chi) = \tilde{h}(\chi^{-1}) \tilde{f}(\chi) \) for any \( h \in \mathcal{S}(\hat{F}^\times) \), hence the result follows. \( \square \)

In the Archimedean case, the corresponding element is not a multiplier (the reciprocal of the Gamma function is not of polynomial growth in vertical strips), and that creates some technical complications when studying the space \( S([V/T]) \) and all related spaces.

7.3. Hankel transform on \( \mathbb{A}^2/T \). We will define two Fourier transforms on a two-dimensional vector space \( V \): one, denoted by \( \mathcal{F} \), by identifying \( V \) with the additive group of a quadratic extension \( E \); and another, denoted \( \mathfrak{H} \), by endowing \( V \) with a symplectic structure.

For now, we continue as in the previous subsection, where \( V = \text{Res}_{E/F} \mathbb{G}_a \).

We use the trace pairing \( (x, y) \mapsto \text{tr}(xy) \) to identify \( V \) with its linear dual, but keeping in mind that the \( \mathbb{G}_m \)-action is inverted under this identification.

Consider Fourier transform, as an endomorphism of the space \( \mathcal{D}(V) \) of Schwartz half-densities on \( V \), defined by the formula

\[
\mathcal{F}(\Phi(x)(dx)^{\frac{1}{2}})(y) = \left( \int_V \Phi(x)\psi(\text{tr}(xy))dx \right) \cdot (dy)^{\frac{1}{2}},
\]

using a self-dual measure on \( V \) with respect to the character \( \psi \circ \text{tr} \), or, equivalently,

\[
\mathcal{F}(\varphi)(y) = \int_{E^\times} \varphi(xy^{-1})\psi(\text{tr}(x))|x|^\frac{1}{2}d^\times x.
\]  

(7.17)

Note that, since we are using the orthogonal pairing \( (x, y) \mapsto \psi(\text{tr}(xy)) \) to define Fourier transform on \( V \), we are using different notation, \( \mathcal{F} \), from the Fourier transform \( \mathfrak{H} \) defined by a symplectic pairing.

When \( E/F \) is non-split, (7.17) gives a natural way to extend this transform to the “pure inner form” \( E^\alpha \), so Fourier transform becomes an endomorphism of \( \mathcal{D}(E) \oplus \mathcal{D}(E^\alpha) \). The transform is anti-equivariant with respect to the action of \( T \) on \( V \), hence descends to \( T \)-coinvariants, which can be identified with the space \( \mathcal{D}([V/T]) \) (Lemma 7.2.1). We denote the descent by \( \mathcal{H} \), for “Hankel”:

\[
\mathcal{H} : \mathcal{D}([V/T]) \simto \mathcal{D}([V/T]).
\]
Let $\lambda(E/F, \psi)$ be the scalar that satisfies
\[
\gamma(1, s, \psi) \gamma(\eta, s, \psi) = \lambda(E/F, \psi) \gamma_E(1, s, \psi \circ \text{tr}) \tag{7.18}
\]
for the gamma factors of the Tate zeta integrals (see §2.1.4), the one on the right hand side being on the field $E$; this is the $\lambda$-constant defined in [Lan70], cf. also [Lan70, Lemma 1.1]. We will also denote this scalar by $\lambda(\eta, \psi)$, where $\eta$ is the quadratic character associated to the extension $E/F$. The following formula for $\mathcal{H}$ was essentially proven in [Sak13, Propositions 2.15 and 2.16], but was (embarrassingly!) missing the factor $\lambda$. (The mistake originates in an erroneous version of (7.18) in [Sak13, (2.29)].) This scalar of course is 1 in the split case $E = F \oplus F$; in the non-split case, it can be computed by taking the leading coefficients at $s = 1$ and employing (2.7):
\[
\lambda(E/F, \psi) = \gamma(\eta, 1, \psi) \frac{\gamma^s(1, 1, \psi)}{\gamma_E^s(1, 1, \psi \circ \text{tr})} \gamma_E(1, 1, \psi \circ \text{tr}) = \gamma(\eta, 1, \psi) \frac{\text{AvgVol}(F^\times)}{\text{AvgVol}(E^\times)} = \frac{2\gamma(\eta, 1, \psi)}{\text{Vol}(T)}, \tag{7.19}
\]
where the average volume of $F^\times$ is taken with respect to the measure $\frac{dx}{x}$, where $dx$ is self-dual for the character $\psi$, the average volume of $E^\times$ is similarly taken using the self-dual measure for $\psi \circ \text{tr}$, and $T$ is the kernel of the norm map, endowed with the fiber measure of the latter with respect to the former.

7.3.1. Proposition. Fixing the norm coordinate for $V \parallel T$, we have
\[
\mathcal{H} \varphi(\xi^{-1}) = \int_{E^\times} \varphi(\xi N_E^F(x)) \psi(\text{tr}(x)) |x|^{\frac{s}{2}} dx = \int_{F^\times} \varphi(\xi z) (N_E^F)! \left( \psi(\text{tr}(\bullet)) \big| \bullet \big| \frac{s}{2} dx \right) (z)
\]
(for $\varphi \in \mathcal{D}([V/T])$), where the notation $\int^*$ means that the integral, which does not, in general, converge, should be interpreted as a Fourier transform of a generalized half-density (or, equivalently, of an $L^2$-half density). Moreover, we have
\[
\mathcal{H} \varphi(\xi^{-1}) = \lambda(E/F, \psi)^{-1} \varphi \left( \frac{1}{\xi} \right) \big| \xi \big| ^{-\frac{s}{2}} dx \ast \left( \psi \left( \frac{1}{\xi} \right) \eta(\bullet) \big| \xi \big| ^{-\frac{s}{2}} dx \right) \ast \varphi(\xi), \tag{7.20}
\]
where $\eta$ is the quadratic character of $F^\times$ associated to $E$, and the convolution is again understood in the regularized sense.

7.3.2. Remark. This formula is the result of the following formal calculation, for functions:
\[
\int_T \int_E \Phi(x) \psi(\text{tr}(xt\xi^{-1})) dx dt = |\xi|^{-1} \int_T \int_E \Phi(x t^{-1} \xi) dt \psi(\text{tr}(x)) dx = |\xi|^{-1} \int_{F^\times} O_{\xi}(\Phi)(N_E^F)! \left( \psi \circ \text{tr}(\bullet) \big| \xi \big| ^{-\frac{s}{2}} dx \right) (z),
\]
where $\hat{\xi}$ is a lift of $\xi \in V \parallel T$ to $V$, and we have set $O_{\xi}(\Phi) = \int_T \Phi(\xi t) dt$. By $(N_E^F)! (\psi \circ \text{tr}(\bullet) \big| \xi \big| ^{-\frac{s}{2}} dx)$ we denote the push-forward of the distribution $\psi \circ \text{tr}(x) dx$ via the norm map, which can be decomposed into a convolution of distributions as in (7.20). I leave it to the reader to check the details of the
exponents when one translates from functions to half-densities. The point of this remark is that, while interchanging the two integrals in the step denoted by $\overset{\circ}{\circ}$ is not justified in the sense of convergent integrals, it is justified when we interpret the resulting exterior integral in terms of Fourier transforms of generalized half-densities (or $L^2$-half densities).

We now study the subspace $\mathcal{D}([V/T])^\circ \subset \mathcal{D}([V/T])$, defined by the asymptotic condition (7.15) in a neighborhood of zero.

7.3.3. Proposition. The map

$$H^\circ \varphi(\xi^{-1}) := \lambda(E/F, \psi)^{-1}(\psi(\frac{1}{\bullet})\eta(\bullet)) \bullet |^{-\frac{1}{2}} d^x \bullet \ast \varphi(\xi),$$

where the convolution is understood again in the above regularized sense, is an automorphism of the space $\mathcal{D}([V/T])^\circ$.

Proof. This follows immediately from Corollary 7.2.4 and the fact that regularized convolution by $(\psi(\frac{1}{\bullet})\eta(\bullet)) \bullet |^{-\frac{1}{2}} d^x \bullet$ multiplies Mellin transforms by the factor $\gamma(x^{-1}\eta_E, \frac{1}{2}, \psi)$, see (2.12).

Now assume that the same space $V$ is also endowed with an alternating form $\omega$. There is a unique $D \in \hat{E} \setminus \{0\}$ with $\text{tr}(D) = 0$ such that

$$\omega(x, y) = \text{tr}(Dxy),$$

where $\bar{y}$ denotes the Galois conjugate of $y$. A standard basis for this alternating form is the pair $p_1, p_2$ and the discriminant of the quadratic form $x \mapsto N^E_F(x)$ in such a basis is $-\frac{1}{4}D^2$.

The symplectic Fourier transform $\mathfrak{F}$, defined as in (3.11) but now for half-densities:

$$\mathfrak{F}(\Phi(v)|\omega|^{\frac{1}{2}}(v)(v^\vee)) = \left(\int_V \Phi(v)\psi(\omega(v, v^\vee))|\omega|(v) \right) \cdot |\omega|^{\frac{1}{2}}(v^\vee)$$

is related to the "orthogonal" Fourier transform by

$$\mathfrak{F} \varphi(y) = \mathcal{F} \varphi(D\bar{y}). \quad (7.21)$$

Again, the transform extends canonically to the "pure inner form" $E^\alpha$, in a completely analogous way as in §3.4, and it keeps satisfying (7.21). In particular, since $y$ and $\bar{y}$ are equivalent modulo $T$, it descends to the space $[V/T]$, and we have a commutative diagram

$$\begin{array}{ccc}
\mathcal{D}(E) \oplus \mathcal{D}(E^\alpha) & \xrightarrow{\mathfrak{F}} & \mathcal{D}(E) \oplus \mathcal{D}(E^\alpha) \\
\downarrow \hline & & \downarrow \\
\mathcal{D}([V/T]) & \xrightarrow{\mathcal{H}} & \mathcal{D}([V/T]),
\end{array} \quad (7.22)$$

(the space $E^\alpha$ is to be ignored in the split case), with the Hankel transform $\mathcal{H}$ given by the following formula:
\[ \mathcal{H}_\varphi(\xi^{-1}) = \mathcal{H}_\varphi((N_{E}^{F}D)\xi^{-1}) = \]
\[ = \lambda(E/F, \psi)^{-1}(\psi(1 \cdot) | \cdot | -\frac{1}{2} d^* \cdot) \ast (\psi(1 \cdot) \eta_{E}(\cdot) | \cdot | -\frac{1}{2} d^* \cdot) \ast \varphi((N_{E}^{F}D)^{-1}\xi), \]
by applying (7.20).

We summarize the results, by taking a different point of view: assume that we start with a symplectic space \((V, \omega)\), and a quadratic form \(Q\) on it of discriminant \(d\). Then we can identify \(V\) with the space of the quadratic extension \(F(\sqrt{-d})\), in such a way that \(Q\) corresponds to the norm map. Then we apply the above with \(d = -\frac{1}{4}\delta_{P}^{2}\), and we get:

7.3.4. Proposition. Let \((V, \omega)\) be a symplectic space, \(Q\) a quadratic form on it of discriminant \(d\), and \(T = \text{SO}(\langle V, Q \rangle)\). Identify the quotient \(V \parallel T\) with \(\mathbb{G}_{a}\) via \(Q\), then the symplectic Fourier transform \(\mathfrak{F}\) on \(\mathcal{D}(V)\) (or \(\mathcal{D}(V) \oplus \mathcal{D}(V^\alpha)\), if \(T\) is non-split) descends to a Hankel transform on \(\mathcal{D}([V/T])\), and we have the formula:

\[ \mathcal{H}_\varphi(\xi^{-1}) = \lambda(\eta, \psi)^{-1}(\psi(1 \cdot) | \cdot | -\frac{1}{2} d^* \cdot) \ast (\psi(1 \cdot) \eta(\cdot) | \cdot | -\frac{1}{2} d^* \cdot) \ast \varphi(4d \cdot \xi), \quad (7.23) \]
where \(\eta\) is the quadratic character associated with the extension \(E = F(\sqrt{-d})\), and \(\lambda(\eta, \psi) = \lambda(E/F, \psi)\) for the same extension.

For the subspace \(\mathcal{D}([V/T])^{\circ}\), we have the following corollary of Proposition 7.3.3:

7.3.5. Corollary. The map

\[ \mathcal{H}_{\circ}\varphi(\xi^{-1}) = \lambda(\eta, \psi)^{-1}(\psi(1 \cdot) \eta(\cdot) | \cdot | -\frac{1}{2} d^* \cdot) \ast \varphi(4d \cdot \xi), \quad (7.24) \]
where the convolution is understood again in the above regularized sense, is an automorphism of the space \(\mathcal{D}([V/T])^{\circ}\).

7.4. Mellin transforms. We will also need another description of the Hankel transform \(\mathcal{H}_{\circ}\), which presents it as the descent of some “Fourier transform”, as in (7.22). For this, we need to find a way to “erase” the factor \((\psi(\frac{1}{2}) | \cdot | -\frac{1}{2} d^* \cdot)\) of (7.23) (compare with (7.24)) already from the Fourier transform \(\mathfrak{F}\). Unfortunately, since the multiplicative group action on \(V \parallel T\) does not lift to \(V\), this is not directly possible on \(S(V)\), and we will need to use the language of Schwartz spaces on stacks.

Namely, we will use the isomorphism of stacks:

\[ [V/T] = [V_{ad}/T_{ad}], \]
where \(V_{ad} = [V/\{\pm 1\}]\) and \(T_{ad} = T/\{\pm 1\}\). (The notation is adapted to our later use where \(T\) will be a torus in \(\text{SL}_{2}\), and \(T_{ad}\) its image in the adjoint group \(\text{PGL}_{2}\).) As we will see, the spaces \(S([V/T])^{\circ}\), \(\mathcal{D}([V/T])^{\circ}\) descend from certain spaces \(S(V_{ad})^{\circ}\), \(\mathcal{D}(V_{ad})^{\circ}\) of measures and half-densities on \(V_{ad}\), and the Hankel transform \(\mathcal{H}_{\circ}\) descends (Proposition 7.4.7) from a transform \(\mathfrak{F}\) on them, which is a “factor” of Fourier transform.
Let us start by discussing Mellin transforms on $V$ with respect to the $\mathbb{G}_m$-action; in order to distinguish the $\mathbb{G}_m$-action on $V$ from the $\mathbb{G}_m$-action on $V \sslash T$ (where the former descends to the square of the latter), we will now denote the group of scalar multiplication on $V$ by $A$, its defining character by $e^{\frac{1}{2}}$, and its absolute value by $\delta^{\frac{1}{2}}$. (Of course, this notation is adjusted finally/meromorphically (in the non-Archimedean, resp. Archimedean case) to all characters of $A$; we will give a complete description of its image.

We have an isomorphism $S(V) = \mathcal{F}(V)dv$, where $dv$ is a Haar measure. Consider the blow-up $\tilde{V} \to V$ at the zero section. By pullback, we get an embedding $\mathcal{F}(V) \to \mathcal{F}(\tilde{V})$. The measure $dv$ on $V$ pulls back to a measure on $\tilde{V}$ which is not smooth, but vanishes to order 1 close to the exceptional divisor, i.e., if $\epsilon$ is a local coordinate for the divisor, it is of the form $|\epsilon(v)\mu(v)$, where $\mu$ is a smooth measure — these can be thought of as smooth measures valued in a complex line bundle $\mathcal{L}_\frac{1}{2}$ over $\tilde{V}$, where the notation is to suggest the character by which $A = \mathbb{G}_m$ acts on the fibers of this line bundle over the exceptional divisor of $\tilde{V}$. Thus, the pullback of smooth measures from $V$ to the blow-up gives rise to an injective map:

$$S(V) \hookrightarrow S(\tilde{V}, \mathcal{L}_{\frac{1}{2}}).$$

If we embed $A \hookrightarrow \mathbb{G}_a$ via its defining character, we have an isomorphism $\tilde{V} = V^* \times A \mathbb{G}_a$, in terms of which the space $S(\tilde{V}, \mathcal{L}_{\frac{1}{2}})$ has the following description:

Notice that, for a space of the form $X \times^G Y = (X \times Y)/G^{\text{diag}}$, where $G$ acts freely on the product $X \times Y$ and the quotient map is surjective on $F$-points, for the unnormalized action of $G$ on the various Schwartz spaces of measures, the convolution (push-forward) with respect to the map $X \times Y \to X \times^G Y$ gives rise to an isomorphism:

$$\mathcal{S}(X \times^G Y) \simeq \mathcal{S}(X) \hat{\otimes}_{\mathcal{S}(G)} \mathcal{S}(Y).$$

Here, $\hat{\otimes}_{\mathcal{S}(G)}$ denotes the quotient of the completed tensor product $\hat{\otimes}$ by the closed subspace generated by the kernel of the tensor product over $\mathcal{S}(G)$. However, for the normalized action of $A$ on $S(V^*)$, we are multiplying the
unnormalized action by the character $\delta^{-\frac{1}{2}}$. This gives rise to a canonical isomorphism:

$$S(\tilde{V}, \mathcal{L}_{\delta^\frac{1}{2}}) = S(V^*) \otimes S(A) S(G_a).$$ (7.25)

Under Mellin transform, the tensor product $\otimes_{S(A)}$ translates to multiplication. This shows:

7.4.1. Lemma. Mellin transform gives rise to an isomorphism:

$$S(\tilde{V}, \mathcal{L}_{\delta^\frac{1}{2}}) \cong \mathbb{HPW}_{L(\chi^{-1}, 1)} \left( \tilde{A}_C \ni \chi \mapsto S(A \backslash V^*, \mathcal{L}_\chi) \right),$$

where the space on the right denotes Paley–Wiener sections of the Fréchet bundle $\chi \mapsto S(A \backslash V^*, \mathcal{L}_\chi)$, with poles bounded by the poles of $L(\chi^{-1}, 1)$. Those are, in the non-Archimedean case, rational sections with the stated poles supported on a finite number of connected components of $\tilde{A}_C$; and, in the Archimedean case, choosing a smooth section of the map $V^* \to \mathbb{R}_+^\times \backslash V^*$ (where $\mathbb{R}_+^\times \subset A$ is embedded in the split subtorus of the restriction of scalars to $\mathbb{R}$), and a smooth non-vanishing measure on $A \backslash V^*$, in order to identify all spaces $S(A \backslash V^*, \mathcal{L}_\chi)$ as subspaces of $C^\infty(\mathbb{R}_+^\times \backslash V^*)$, they are those sections with the stated poles which lie in

$$C^\infty(\mathbb{R}_+^\times \backslash V^*, \mathcal{L}_\chi) \otimes \mathbb{HPW}_{S}(C),$$

where $\mathbb{HPW}_{S}(C)$ is the Paley–Wiener space introduced in §2.1.4.

Proof. This follows from (7.25) and Proposition 2.1.5. (Recall that Mellin transform on $S(G_a)$, evaluated at a character $\chi$, corresponds to the zeta integral $Z(\chi^{-1}, 1)$.)

We will let $\mathcal{D}_V$ denote the bundle over $\tilde{A}_C$ whose fiber over the character $\chi \mapsto S(A \backslash V^*, \mathcal{L}_\chi)$. It is naturally a direct limit of finite-dimensional algebraic vector bundles in the non-Archimedean case, and a holomorphic Fréchet bundle in the Archimedean case; for convenience, by abuse of language, we will often just say “Fréchet bundle” to refer to both cases. As the statement of the lemma shows, it has more structure than that of a Fréchet bundle: it can be identified as a subbundle of a constant Fréchet bundle, and hence it makes sense (in the Archimedean case) to talk about its “Paley–Wiener sections”. This identification is not canonical (as it depends on the choice of a smooth section of the quotient map $V^* \to \mathbb{R}_+^\times \backslash V^*$), but any two are “polynomially equivalent”, and hence the notion of Paley–Wiener sections does not change. The right hand side of the equality of Lemma 7.4.1 can now be written $\mathbb{HPW}_{L(\chi^{-1}, 1)}(\mathcal{D}_V)$.

The image of $S(V)$ in $\mathbb{HPW}_{L(\chi^{-1}, 1)}(\mathcal{D}_V)$ is characterized as follows: Note that the poles of $\chi \mapsto L(\chi^{-1}, 1)$ coincide with the characters $\chi$ such that the $\text{SL}(V)$-representation $\mathcal{D}_{V, \chi} = S(A \backslash V^*, \mathcal{L}_\chi)$ has a finite-dimensional submodule; indeed, there is an isomorphism of representations

$$S(A \backslash V^*, \mathcal{L}_\chi) \cong I(\chi^{-1}),$$
where $I(\chi^{-1}) = \text{Ind}_{B}^{G} (\chi^{-1} \delta^2)$, a principal series representation, where $\chi$ is understood as a character of the universal Cartan of $\text{SL}(V)$ via the identification $G_{\chi} \sim A$ defined by the positive coroot. Let $\mathcal{D}_{V}^{\text{fin}}$ be the subsheaf of $\mathcal{D}_{V}$ whose sections belong to the finite-dimensional subrepresentation of $S(A[V^*, \mathcal{L}_\chi])$, at the poles of $L(\chi^{-1}, 1) = L(\chi, -\alpha, 1)$. Let $\mathcal{E}_V = \mathcal{D}_{V}^{\text{fin}}(-[L(\bullet^{-1}, 1)])$, that is, the bundle whose sections are rational/meromorphic sections of $\mathcal{D}_{V}^{\text{fin}}$, with poles bounded by the poles of the function $\chi \mapsto L(\chi^{-1}, 1)$. It is the subsheaf of $\mathcal{D}_{V}(-[L(\bullet^{-1}, 1)])$, where the Paley–Wiener sections of Lemma 7.4.1 are valued, determined by the condition that the residues are valued in the finite-dimensional subrepresentation, at all poles of $L(\bullet^{-1}, 1)$.

We have the following description of the image of Mellin transform:

7.4.2. Proposition. Mellin transform defines an isomorphism

$$S(V) \sim \mathbb{H}^\text{PW} (\mathcal{E}_V).$$

The sheaf $\mathcal{E}_V$ is generated by its global Paley–Wiener sections.

I remind that in the non-Archimedean case, the notation $\mathbb{H}^\text{PW}$ for Paley–Wiener sections refers, simply, to polynomial sections, and that the sheaf being generated by a space $\Gamma$ of sections means that elements of $\Gamma$ generate the sections of the sheaf in any small neighborhood of any point, by multiplying them by the sections of the appropriate structure sheaf ($= \text{polynomial functions on } A_\mathbb{C}$ in the non-Archimedean case, holomorphic functions in the Archimedean case).

Proof. Indeed, by the above, the Schwartz space $S(V, \mathcal{L}_{1/2})$ of the blow-up is identified with $\mathbb{H}^\text{PW}_{L(\bullet^{-1}, 1)} (\mathcal{D}_V) = H^\text{PW} (\mathcal{D}_V(-[L(\bullet^{-1}, 1)]))$. The condition that the residue of a section at the poles of $L(\chi^{-1}, 1)$ lie in the finite-dimensional submodule is precisely the condition that the element of $F(V)dv = S(V, \mathcal{L}_{1/2})$ descend to $F(V)dv = S(V)$. At every pole of $L(\bullet^{-1}, 1)$, then, the residue of the Mellin transform (considered as a meromorphic section of $\mathcal{D}_V$) is determined by derivatives of the delta function at zero, which give rise to a surjection from $S(V)$ to the finite-dimensional subrepresentation in the fiber of $\mathcal{D}_V$. This shows that Paley–Wiener sections generate the sheaf $\mathcal{E}_V$ around those points; away from poles of $L(\bullet^{-1}, 1)$ this is obvious, already by considering Mellin transforms of elements of $S(V^*)$. \[\square\]

Locally around the poles of $L(\chi^{-1}, 1)$, those are precisely the sections that are obtained as the image of $\mathfrak{R}_{\chi}^{-1}$, the inverse of the standard intertwining operator (see §3.3). Thus, the bundle $\mathcal{E}_V$ can be identified with the bundle $\chi \mapsto S(A[V^*, \mathcal{L}_{\chi^{-1}}]$ (notice the inverse character! around the poles of the $L$-function (but not globally over $A_\mathbb{C}$!)

If $V$ is endowed with a symplectic form $\omega$, we can divide measures by the Haar half-density $|\omega|^{1/2}$ to replace $S(V)$ in Proposition 7.4.2 by the space
of Schwartz half-densities \( D(V) \). Notice that, by our normalization of the \( A \)-action, this map \( S(V) \to D(V) \) is equivariant, and also recall that the argument \( \chi \) of Mellin transform refers to the normalized action of \( A \). The symplectic Fourier transform

\[
\mathfrak{F} : D(V) \to D(V)
\]

is \( A \)-anti-equivariant, and hence induces isomorphisms

\[
\mathfrak{F}_\chi : \mathcal{E}_{V, \chi^{-1}} \to \mathcal{E}_{V, \chi}.
\]  

(7.26)

(Compare with §3.3.)

We now carry over this discussion to the stack \( V_{ad} = [V/\{\pm 1\}] \). Its (isomorphism classes of) \( F \)-points can be identified, as in §3.4, with the disjoint union

\[
\bigoplus_\alpha V^\alpha(\overline{F})/\{\pm 1\},
\]

where \( \alpha \) runs over all quadratic extensions of \( F \), including the split one \( F \oplus \overline{F} \), and \( V^\alpha \) is the tensor product of \( V \) with the imaginary line of that extension. Correspondingly, the Schwartz space \( S(V_{ad}) \) is the direct sum:

\[
S(V_{ad}) = \bigoplus_\alpha S(V^\alpha(\overline{F})\{\pm 1\}),
\]

where the index \( \{\pm 1\} \) denotes coinvariants, but of course we can identify those with invariants.

This has an action of \( A_{ad} = \mathbb{G}_m/\{\pm 1\} \), which also acts faithfully on the quotient \( V/\sim \). Thus, we will define Mellin transform \( f \mapsto \tilde{f} \) on \( S(V_{ad}) \), with the image lying in the space of sections over \( \widehat{A}_{ad\mathbb{C}} \) of the bundle \( \chi \mapsto S(A_{ad}\backslash V^\alpha, \mathcal{L}_\chi) \). This is also a Fréchet bundle, which will be denoted by \( \mathcal{D}_{V_{ad}} \). If \( s : A \to A_{ad} \) is the quotient map (for “square”, when we identify these groups with \( \mathbb{G}_m \)), it induces a pullback map of characters \( s^* : \widehat{A}_{ad\mathbb{C}} \to \widehat{A}_\mathbb{C} \), and there is a canonical isomorphism

\[
S(A_{ad}\backslash V^\alpha, \mathcal{L}_\chi) \cong S(A\backslash V^*, \mathcal{L}_{s^*\chi}),
\]

induced by the isomorphism of stacks \( A\backslash V = A_{ad}\backslash V_{ad} \), so \( \mathcal{D}_{V_{ad}} \), as a Fréchet bundle, is really the pullback:

\[
\mathcal{D}_{V_{ad}} = s^{**} \mathcal{D}_V,
\]

but endowed with an action of \( \text{PGL}(V) \), so that the fiber over \( \chi \in \widehat{A}_{ad\mathbb{C}} \) is isomorphic the principal series representation obtained by normalized induction from \( \chi^{-1} \).

Let \( \tilde{V}_{ad} \) be the quotient of the blow-up \( \tilde{V} \) by \( \pm 1 \); there is a pullback map

\[
S(V_{ad}) \to S(\tilde{V}_{ad}, \mathcal{L}_{\frac{\delta}{2}}),
\]

where \( \mathcal{L}_{\frac{\delta}{2}} \) denotes the pullback of the line bundle denoted by the same notation on \( \tilde{V} \). We have isomorphisms

\[
\tilde{V}_{ad} = V_{ad}^* \times^A G_a = V^* \times^A [G_a/\{\pm 1\}] = V_{ad}^* \times^{A_{ad}} [G_a/\{\pm 1\}],
\]
which give rise to an isomorphism of Schwartz spaces:
\[ S(\tilde{V}_{ad}, \mathcal{L}_{\delta^\frac{1}{2}}) = S(V_{ad}^*) \hat{\otimes} S(A_{ad}) S([G_a/\{\pm 1\}]), \]  
(7.27)
as in (7.25).

The \( F \)-points and Schwartz space of \([G_a/\pm 1]\) are described in a completely analogous way as the \( F \)-points and Schwartz space of \( V_{ad} \), and the space \( S([G_a/\pm 1]) \) can be identified, through the push-forward under the map \( G_a \ni x \to \xi = x^2 \in G_a/\{\pm 1\} \), with the space of measures on the line which away from zero coincide with Schwartz measures, while in a neighborhood of zero are of the form
\[ |\xi|^{-\frac{1}{2}} \sum_\omega C_\omega(\xi) \omega(\xi), \]  
(7.28)
where \( \omega \) runs over all quadratic characters of \( F^\times \), and \( C_\omega \) is a smooth measure. The analog of this statement for zeta integrals is the following: if we identify both \( A \) and \( A_{ad} \) with \( \mathbb{G}_m \), through, respectively, the cocharacters \( \check{\alpha} \) and \( \frac{\check{\omega}}{2} \), the \( L \)-function \( L(s^\star \chi^{-1}, 1) = L(\chi, -\alpha, 1) \) has a pole at \( \chi \in \widetilde{A}_{ad}^\mathbb{C} \) if and only if the \( L \)-function \( L(\omega \chi^{-1}, \frac{1}{2}) = L(\omega \chi, -\frac{\check{\alpha}}{2}, \frac{1}{2}) \), has a pole for some quadratic character \( \omega \).

From (7.28) it follows that Mellin transform on \( A_{ad} = \mathbb{G}_m \subset G_a/\{\pm 1\} \cong G_a \) defines an isomorphism:
\[ S([G_a/\pm 1]) \cong \mathbb{H}^{PW}_{\sum_\omega L(\bullet^{-1}, -\omega, \frac{1}{2})} (\widetilde{A}_{ad}^\mathbb{C}), \]
where the meaning of Paley–Wiener sections is defined in a completely analogous way as before, and we sum over all quadratic characters \( \omega \) (i.e., the poles are bounded by the poles of the sum of \( \sum_\omega L(\bullet^{-1}, -\omega, \frac{1}{2}) \) over all quadratic characters, which is the same as the poles of the product, since the poles are distinct for distinct \( \omega \)). Again, we do not introduce any normalization to the action of \( A_{ad} \) on \( G_a/\{\pm 1\} \).

For \( \tilde{V}_{ad} \), this means, by (7.27):
\[ S(\tilde{V}_{ad}, \mathcal{L}_{\delta^\frac{1}{2}}) \cong \mathbb{H}^{PW}_{\sum_\omega L(\bullet^{-1}, -\omega, \frac{1}{2})} (\widetilde{A}_{ad}^\mathbb{C}, \mathcal{R}_{\tilde{V}_{ad}}). \]  
(7.29)
And, moreover, the poles of the sections on the right hand side coincide with the poles of \( L(s^\star \chi^{-1}, 1) \) which, as we saw above, correspond to the points where the space \( S(A_{ad}\backslash V_{ad}^*, \mathcal{L}_\chi) \cong S(A\backslash V^*, L_{s^\star \chi}) \) contains a finite-dimensional representation of \( \text{PGL}(V) \).

Thus, we have analogous bundles over \( \widetilde{A}_{ad}^\mathbb{C} \):
\[ \mathcal{G}_{\tilde{V}_{ad}}^{\text{fin}} = s^{**} \mathcal{G}_V^{\text{fin}} \]
(characterized by the fact that sections are valued in the finite-dimensional subrepresentation at poles of \( L(s^\star \chi, 1) \), i.e., poles of some \( L(\omega \chi, \frac{1}{2}) \), with \( \omega \) quadratic), and
\[ \mathcal{E}_{\tilde{V}_{ad}} := s^{**} \mathcal{E}_V = \mathcal{G}_{\tilde{V}_{ad}}^{\text{fin}} (-\sum_\omega L(\omega \chi, \frac{1}{2}))). \]
As a corollary of Proposition 7.4.2 we have:

7.4.3. **Corollary.** Mellin transform defines an isomorphism

\[ \mathcal{S}(V_{ad}) \sim \mathbb{H}^{PW}(\widetilde{A}_{ad}, \mathcal{E}_{V_{ad}}). \]  

(7.30)

The sheaf \( \mathcal{E}_{V_{ad}} \) is generated by its global Paley–Wiener sections.

Let now \( \mathcal{E}_{V_{ad}}^{\circ} \) denote the bundle

\[ \mathcal{E}_{V_{ad}}^{\circ} := \mathcal{E}_{V_{ad}}([L(\bullet^{-1}, \frac{1}{2})]) = \mathcal{D}_{V_{ad}}^{\text{fin}}(-[\sum_{\omega \neq 1} L(\bullet^{-1}, \omega, \frac{1}{2})]). \]  

(7.31)

That is, the sections of \( \mathcal{E}_{V_{ad}}^{\circ} \) are meromorphic sections of \( \mathcal{D}_{V_{ad}}^{\text{fin}} \), as for \( \mathcal{E}_{V_{ad}} \), but without poles at the poles of \( L(\bullet^{-1}, \frac{1}{2}) \).

We define a subspace \( \mathcal{S}(V_{ad})^{\circ} \), consisting of those elements of \( \mathcal{S}(V_{ad}) \) whose Mellin transform (7.30) is valued in the subbundle \( \mathcal{E}_{V_{ad}}^{\circ} \):

\[ \mathcal{S}(V_{ad})^{\circ} \simeq \mathbb{H}^{PW}(\widetilde{A}_{ad}, \mathcal{E}_{V_{ad}}^{\circ}). \]  

(7.32)

Embed \( A_{ad} \hookrightarrow \mathbb{G}_a \) via the character \( e^{\alpha} \), which pulls back to the square of the defining character of \( A = \mathbb{G}_m \subset \text{GL}(V) \). Then there is a well-defined push-forward map:

\[ \mathcal{S}(V_{ad})^{\circ} \xrightarrow{\hat{h}} \mathcal{S}(S(A_{ad}))^{\frac{1}{2}} \mathcal{D}(\mathbb{G}_a) \rightarrow \mathcal{S}(V_{ad}), \]  

(7.33)

as can be seen by considering Mellin transforms. It is easily seen in the non-Archimedean case to be an isomorphism, and I conjecture that this is the case in the Archimedean case as well (but we will not need this). The following will be enough for our purposes:

7.4.4. **Lemma.** The sheaf \( \mathcal{E}_{V_{ad}}^{\circ} \) is generated by its global Paley–Wiener sections.

In the non-Archimedean case, the action of the element \( h \in S(A_{ad}) \) whose Mellin transform is \( L(\chi, \frac{a}{2}, \frac{1}{2})^{-1} \) gives rise to an isomorphism:

\[ \mathcal{S}(V_{ad}) \xrightarrow{h} \mathcal{S}(V_{ad})^{\circ}. \]

**Proof.** The normalized action of an element \( h \) of the completed Schwartz algebra \( \widetilde{S}(A_{ad}) \) of \( A_{ad} \) translates on Mellin transforms to multiplication by \( \hat{h}(\chi^{-1}) \).

In the non-Archimedean case, we can take \( h \) to be the element of the completed Hecke algebra whose Mellin transform is \( L(\chi, \frac{a}{2}, \frac{1}{2})^{-1} \), and this defines a bijection between “Paley–Wiener” (polynomial, supported on finitely many components) sections of the sheaves \( \mathcal{E}_{V_{ad}} \) and \( \mathcal{E}_{V_{ad}}^{\circ} \). The result now follows from the analogous statement for \( \mathcal{E}_{V_{ad}} \) (Corollary 7.4.3).

In the Archimedean case, to apply the analogous statement for \( \mathcal{E}_{V_{ad}} \), we need to find a multiplier \( h \in S(A_{ad}) \), whose Mellin transform \( \hat{h} \) has zeroes at the poles of the \( L \)-function \( L(\chi, \frac{a}{2}, \frac{1}{2}) \), simple ones at any chosen point. Identifying \( A_{ad} \) with \( \mathbb{G}_m \) as before, one can take a measure \( h(x) = H(x)|x|^\frac{1}{2}d^\times x \in \mathcal{S}(F^\times) \), where \( H \) is a Schwartz function on \( F^\times \).
whose Fourier transform (considered as a function on $F$) is also a Schwartz
function on $F^\times$ (i.e., all its derivatives at zero vanish). Then, the functional
equation (2.8) of Tate zeta integrals implies that the Mellin transform of $h$
vanishes at all poles of $L(\chi, \frac{1}{2})$, and it can easily be arranged that the van-
ishing is simple at any chosen point. In that case, the normalized action of $h$
on $S(V_{ad})$, sends Paley–Wiener sections of the sheaf $E_{Vad}$ to Paley–Wiener
sections of the sheaf $E^c_{Vad}$. and, at any pole of $L(\chi^{-1}, \frac{1}{2})$ where \( \hat{h}(\chi^{-1}) \) has a
simple zero, it will identify the fibers. □

7.4.5. Remark. The space $\mathcal{S}(V_{ad})^\circ$ is not the space of rapidly decaying sec-
tions of a sheaf over the affine quotient $V \parallel \{ \pm 1 \}$, since the condition that
Mellin transforms lie in the subbundle $E_{Vad}$ depends on integrals of the functions
over $A_{ad}$-orbits, i.e., it is not local. As we will see, however, its im-
age in $\mathcal{S}([V/T])$ will be the space $\mathcal{S}([V/T])^\circ$ that we defined before, which is
local over $V \parallel T$.

We define the space $\mathcal{D}(V_{ad})$ precisely as we defined the space $\mathcal{S}(V_{ad})$, by
using half-densities instead of measures on the “pure inner forms” $V^\alpha(F)$. The
isomorphism (7.30) carries over to half-densities, and we have an anal-
alogous subspace $\mathcal{D}(V_{ad})^\circ$. The analog of (7.33) is now a convolution map

$$P_V : \mathcal{D}(V_{ad})^\circ \otimes_{\mathcal{S}(A_{ad})} \mathcal{D}(G_a) \rightarrow \mathcal{D}(V_{ad}),$$

(7.34)
depending on the choice of a Haar measure on $A_{ad}$.

The symplectic Fourier transform $\mathfrak{F}$ on $\mathcal{D}(V)$ descends canonically to an
involution of $\mathcal{D}(V_{ad})$, as was explained in §3.4; this also follows from the
isomorphisms (7.26) between the fibers of the bundle $E_V$, and the fact that
$E_{Vad}$ is the pullback of $E_V$ to $A_{ad} \subset C$. It admits the following factorization:

7.4.6. Proposition. There is an $A_{ad}$-anti-equivariant endomorphism $\mathfrak{F}^\circ$ of $\mathcal{D}(V_{ad})^\circ$,
such that, if $\mathfrak{F}_1 : \mathcal{D}(G_a) \rightarrow \mathcal{D}(G_a)$ denotes Fourier transform on the line defined
by the character $\psi$, we have, in terms of the map of (7.34):

$$\mathfrak{F} \circ P_V(\varphi_{V_1} \otimes \varphi_1) = P_V(\mathfrak{F}^\circ \varphi_{V_1} \otimes \mathfrak{F}_1 \varphi_1).$$

(7.35)

In terms of Mellin transforms, under the isomorphism

$$\mathcal{D}(V_{ad})^\circ \sim \mathbb{H}^{PW}(\hat{A}_{ad} \subset C, E^c_{Vad})$$

the transform $\mathfrak{F}^\circ$ is induced by the isomorphism

$$\gamma(\chi, \frac{1}{2}, \psi) : E^c_{Vad, \chi^{-1}} \sim E^c_{Vad, \chi}$$

(see (7.26)).

Proof. Indeed, $\gamma(\chi, \frac{1}{2}, \psi)^{-1} \mathfrak{F}_\chi$ is an isomorphism between the fibers of $E^c_{Vad}$,
as stated, because $\gamma(\chi, \frac{1}{2}, \psi)$ has a simple pole where $L(\chi^{-1}, \frac{1}{2})$ does, and
a simple zero where $L(\chi, \frac{1}{2})$ has a pole. It is holomorphic and non-zero
everywhere else, and, in the Archimedean case, of polynomial growth in vertical strips (by Stirling’s formula), thus preserves the spaces of Paley–
Wiener sections. Hence, by the definition (7.32) of $\mathcal{S}(V_{ad})^\circ$, the family of
isomorphisms $\gamma(\chi, \frac{1}{2}, \psi)^{-1}\mathfrak{F}_\chi$ induces an endomorphism $\mathfrak{F}$ of this space, which is $A_{\text{ad}}$-anti-equivariant.

On the other hand, for $\varphi_1 \in \mathcal{D}(G_a)$ we have

$$\mathfrak{F}_1 \varphi_1(\chi) = \gamma(\chi, \frac{1}{2}, \psi)\bar{\varphi}_1(\chi^{-1}),$$

by the functional equation (2.8) of Tate’s thesis, so if $\varphi = P_V(\varphi \otimes \varphi_1)$ and $\varphi' = P_V(\varphi \otimes \mathfrak{F}_1 \varphi_1)$, we have

$$\varphi'(\chi) = \gamma(\chi, \frac{1}{2}, \psi)^{-1}\mathfrak{F}_\chi \bar{\varphi}_V(\chi^{-1}) \cdot \gamma(\chi, \frac{1}{2}, \psi)\bar{\varphi}_1(\chi^{-1}) = \mathfrak{F}_\chi \left( \bar{\varphi}_V(\chi^{-1}) \cdot \bar{\varphi}_1(\chi^{-1}) \right)$$

(notice that $\bar{\varphi}_1(\chi^{-1})$ is a scalar), in other words $\varphi'(\chi) = \mathfrak{F}_\chi \bar{\varphi}(\chi^{-1})$, thus $\varphi' = \mathfrak{F} \varphi$.

Finally, we descend to coinvariants:

**7.4.7. Proposition.** The image of $S(V_{\text{ad}})^\circ$ under the push-forward map to measures on $\overset{\sim}{V} \parallel T = V_{\text{ad}} \parallel T_{\text{ad}}$ is dense in the space $S([V/T])^\circ$, and we have a commutative diagram

$$\begin{array}{c}
\mathcal{D}(V_{\text{ad}})^\circ \xrightarrow{\mathfrak{F}} \mathcal{D}(V_{\text{ad}})^\circ \\
\downarrow \quad \downarrow \\
\mathcal{D}([V/T])^\circ \xrightarrow{\mathcal{H}} \mathcal{D}([V/T])^\circ,
\end{array}$$

where $\mathcal{H}$ is the Hankel transform of Corollary 7.3.5.

**Proof.** First, let us compare Mellin transforms of elements of $S(V_{\text{ad}})$ and of $S([V/T])$: the former are, by Corollary 7.4.3, Paley–Wiener sections of the sheaf $\mathcal{E}_{V_{\text{ad}}}$; the latter were defined in (7.9) as scalar valued functions on $\overset{\sim}{F}_\chi = A_{\text{ad}} \backslash C$, after fixing an identification $V \parallel T \simeq A^1$, but we can also think of them as valued in a bundle $C_\bullet : \chi \mapsto C_\chi$ over $A_{\text{ad}} \backslash C$, where $C_\chi$ denotes $(A_{\text{ad}}, \chi)$-equivariant functions on $V \parallel T \setminus \{0\}$ (for the normalized action descending from (7.10)).

The rationality/meromorphicity of Mellin transforms of elements of $S([V/T])$, together with the generation of $\mathcal{E}_{V_{\text{ad}}}$ by its global sections (Corollary 7.4.3) imply that there is a rational/meromorphic map of sheaves over $A_{\text{ad}} \backslash C$:

$$\mathcal{E}_{V_{\text{ad}}} \rightarrow C_\bullet,$$

defined by a convergent integral when $\chi$ vanishes sufficiently fast at infinity. This relates the Mellin transforms of elements of $S(V_{\text{ad}})$ with those of their push-forwards to $S([V/T])$. The description of the image of Mellin transform on $S([V/T])$ in Proposition 7.2.2 implies that the poles of this map are precisely the poles of $L(\bullet^{-1}, \frac{1}{2})L(\bullet^{-1} \eta, \frac{1}{2})$, so we get a surjective, holomorphic map of sheaves:

$$\mathcal{E}_{V_{\text{ad}}} \rightarrow C_\bullet([-L(\bullet^{-1}, \frac{1}{2})L(\bullet^{-1} \eta, \frac{1}{2})]).$$

(7.37)
In particular, we get a map of subsheaves

\[ E_{V_{ad}}^\circ := \mathcal{E}_{V_{ad}}([-L(\bullet^{-1} \eta, \frac{1}{2})]) \to \mathbb{C}_{\bullet}([-L(\bullet^{-1} \eta, \frac{1}{2})]), \tag{7.38} \]

hence the Mellin transforms of push-forwards of elements of \( S(V_{ad})^\circ \) are Paley–Wiener sections of the subsheaf \( \mathbb{C}_{\bullet}([-L(\bullet^{-1} \eta, \frac{1}{2})]) \), hence, by Corollary 7.2.4, the image of \( S(V_{ad})^\circ \) belongs to \( S([V/T]^\circ) \).

In the non-Archimedean case, the element \( h \) of the completed Hecke algebra \( S(A_{ad}) \) whose Mellin transform is \( \tilde{h}(\chi) = L(\chi, \frac{1}{2}) \) acts on \( S(V_{ad}) \), resp. \( S([V/T]) \), and maps it onto \( S(V_{ad})^\circ \), resp. \( S([V/T])^\circ \) (or, the corresponding spaces of half-densities); the action of \( A_{ad} \) commutes with all arrows in the diagram, and the result follows easily from the commutative diagram (7.22).

For the Archimedean case, where no such multiplier exists, we will need a different argument. The difficulty lies in showing that the map \( S(V_{ad})^\circ \to S([V/T])^\circ \) has dense image; the commutativity of the diagram then follows as in the non-Archimedean case. The argument is quite technical, and the reader might choose to skip it at first reading.

The case of non-split \( T \) is easiest: Let us identify again \( V \) with the additive group of a quadratic extension \( E \), and \( T \) with the kernel of the norm map. (The precise coordinates do not matter here.) In the non-split case, \( T \) is a compact subgroup of \( E^\times \); thus, we can identify invariants and coinvariants, i.e., the map

\[ S(E)^T \oplus S(E^\alpha)^T \to S([V/T]) \]

is an isomorphism, where \( E^\alpha \) is the “pure inner form” attached to the quadratic extension splitting \( T \). We can thus lift any element \( f^\circ \in S([V/T])^\circ \) to \( S(E)^T \oplus S(E^\alpha)^T \subset \bigoplus \beta S(E^\beta) \), where \( \beta \) runs over all quadratic extensions. The image of the lift under \( S(E) \oplus S(E^\alpha) \to S(V_{ad}) \) will have Mellin transform with no poles at the poles of \( L(\chi^{-1}, \frac{1}{2}) \), and with values in \( E_{V_{ad}}^\circ \), since the trivial \( T \)-type belongs to the finite-dimensional subrepresentation of the principal series \( I(\chi^{-1}) \).

For the split case, we will show that the push-forward map \( S(V_{ad})^\circ \to S([V/T])^\circ \), interpreted in terms of Mellin transforms as a map of Paley–Wiener sections:

\[ \mathbb{H}^{PW} \left( \widehat{A}_{ad \mathbb{C}}, E_{V_{ad}}^\circ \right) \to \mathbb{H}^{PW}_{L(\bullet^{-1} \eta, \frac{1}{2})} \left( \widehat{A}_{ad \mathbb{C}}, \mathbb{C}_{\bullet} \right) \]

has dense image. (Here, \( \eta = 1 \), but I will maintain it in the notation in order to make the comparison with previous statements easier.) Knowing already that the corresponding map (7.37) is surjective on Paley–Wiener sections (by Proposition 7.2.2), the difficulty lies in showing that by imposing the extra condition of vanishing at the poles of \( L(\bullet^{-1} \eta, \frac{1}{2}) \) that defines \( E_{V_{ad}}^\circ \), we still have enough Paley–Wiener sections to generate a dense subspace of Paley–Wiener sections of the image sheaf \( \mathbb{C}_{\bullet}([-L(\bullet^{-1} \eta, \frac{1}{2})]) \).
It would be desirable to have a simple argument of complex analysis for this; unfortunately, I do not know such an argument. The difficulty lies in the fact that 

\[ L(\bullet^{-1}, \frac{1}{2})^{-1}, \]

a reciprocal Gamma function, is not of polynomial growth in vertical strips, hence cannot be used as a multiplier.

Therefore, I will use some representation theory. Notice that the map 

\[ V^* \to V \parallel T \]

is smooth and surjective on \( F \)-points (when \( T \) is split), therefore the push-forward map \( S(V^*) \to S(V/T) \) has image equal to the space \( S(V \parallel T) \) of Schwartz measures on the affine line, whose Mellin transforms are precisely the Paley–Wiener sections \( H_{\text{PW}}^\eta \). (Recall that we are here parametrizing Mellin transforms on \( V \parallel T \) according to the normalized action of \( A_{\text{ad}} \), which explains why the poles appear at poles of \( L(\bullet^{-1}, \frac{1}{2}) \).) The same will, obviously, hold if we replace \( V^* \) by \( V^*_{\text{ad}} \).

Thus, we have two maps into the same space:

\[
S(V^*_{\text{ad}}) \simeq H_{\text{PW}}^{\eta} \left( \widehat{A_{\text{ad}} \subset \mathbb{C}} \right.
\]

\[
\widehat{H_{\text{PW}}^{\eta}} \left( \widehat{A_{\text{ad}} \subset \mathbb{C}} \right).
\]

\[
S(V_{\text{ad}}) = \widehat{H_{\text{PW}}^{\eta}} \left( \widehat{A_{\text{ad}} \subset \mathbb{C}} \right).
\]

(7.39)

The upper arrow is surjective, and we want to show that the lower arrow has dense image. The spaces \( S(V^*_{\text{ad}}) \) and \( S(V_{\text{ad}})^\circ \) are not directly comparable, as the study of their Mellin transforms shows: the latter have Mellin transforms in \( \mathcal{D}_{\text{ad}} \), which are meromorphic sections of \( \mathcal{D}_{\text{ad}} \) with poles at the poles of \( \sum_{\omega \neq 1} L(\bullet^{-1}, \omega, \frac{1}{2}) \); but also with the condition that at any pole \( \chi \) of \( L(\bullet^{-1}, \omega, \frac{1}{2}) \), including \( \omega = 1 \), they are valued in the finite-dimensional subrepresentation of the fiber of \( \mathcal{D}_{\text{ad}}^0 \); this condition at poles of \( L(\bullet^{-1}, \frac{1}{2}) \) shows that \( \mathcal{D}_{\text{ad}} \) is not a subsheaf of \( \mathcal{D}_{\text{ad}}^0 \). Thus, \( S(V^*) \) is not a subspace of \( S(V_{\text{ad}})^\circ \).

But both spaces are smooth Fréchet representations of \( \text{PGL}(V) \), and, fixing a good maximal compact subgroup \( K \), their spaces of \( K \)-finite vectors are dense. For every \( K \)-type (=irreducible representation of \( K \)) \( \tau \), we will denote by an exponent \( (K, \tau) \) the subspaces of vectors belonging to this \( K \)-type.

We have the following observation:

7.4.8. **Lemma.** For every \( K \)-type \( \tau \), the quotient

\[
S(V^*_{\text{ad}})^{(K, \tau)} / S(V^*_{\text{ad}})^{\circ(K, \tau)} \cap S(V_{\text{ad}})^{\circ(K, \tau)}
\]
is finite-dimensional, and supported on a finite number of poles of $L(\bullet^{-1}, \frac{1}{2})$, as an $A_{\text{ad}}$-module.

Proof of the lemma. The essential observation, here, is that at poles of $L(\bullet^{-1}, \frac{1}{2})$ the given $K$-type belongs to the finite-dimensional subrepresentation of $\mathcal{D}_{V_{\text{ad}}, \chi}$, for all but a finite number of $\chi$’s. The polynomial $D_\tau$ on $\widehat{A}_{\text{ad}}$ which has simple zeroes at precisely those $\chi$’s (it can be thought of as the Mellin transform of a multiplier $D_\tau \in \mathcal{S}(\widehat{A}_{\text{ad}})$) gives rise to a map:

$$D_\tau : S(V^*_\text{ad})(K, \tau) \rightarrow S(V^*_\text{ad})(K, \tau) \cap S(V^*_{\text{ad}})^{\circ}(K, \tau)$$

whose cokernel, as an $A_{\text{ad}}$-module, is supported only on this finite set of $\chi$’s.

Let $J$ denote the space $\mathbb{H}_{L(\bullet^{-1}, \eta, \frac{1}{2})}^{PW}(\widehat{A}_{\text{ad}}|_{\mathbb{C}})$, $J^\circ$ the closure of the image of $S(V^*_{\text{ad}})^{\circ}$ under (7.39), and $J' = J/J^\circ$ — it is a smooth Fréchet representation of $A_{\text{ad}}$ of moderate growth, or $SF$-representation, in the language of [BK14]. Let $I^\circ_\tau \subset I_\tau$ denote, respectively, the images of $S(V^*_{\text{ad}})^{\circ}(K, \tau)$ and $S(V^*_{\text{ad}})^{\circ}(K, \tau)$ in $J$. By the fact that $I^\circ_\tau \subset J^\circ$, and the lemma, we deduce that $J'$ is has a (countable) dense subspace of $A_{\text{ad}}$-finite vectors, with eigencharacters among the poles of $L(\bullet^{-1}, \frac{1}{2})$. If we enumerate these poles $\chi_1, \chi_2, \ldots$, and let $J'_n$ be the $\chi_n$-eigenspace, we claim that any continuous seminorm on $J'$ is zero on all but a finite number of $J'_n$’s. Indeed, any continuous seminorm is bounded by some seminorm that defines (after completion) a Banach representation of $A_{\text{ad}}$, in particular has the property that the action of any $a \in A_{\text{ad}}$ is bounded; but if we take $a \in A_{\text{ad}}$ with $\delta(a) > 1$, its eigenvalues on the spaces $J'_n$ (i.e., the values $\chi_n(a)$ for $\chi_n$ ranging in the poles of $L(\bullet^{-1}, \frac{1}{2})$) are unbounded. Hence, the seminorm should be zero for $n \gg 0$.

Hence, $J'$ is the inverse limit of its $A_{\text{ad}}$-finite quotients, i.e., is defined by a system of $A_{\text{ad}}$-finite seminorms. But the only $A_{\text{ad}}$-finite seminorms on $J = \mathbb{H}_{L(\bullet^{-1}, \eta, \frac{1}{2})}^{PW}(\widehat{A}_{\text{ad}}|_{\mathbb{C}})$ are bounded by derivatives of the sections at various points of $\widehat{A}_{\text{ad}}$ (let us call them “delta functions”). On the other hand, by Lemma 7.4.4, Paley–Wiener sections generate the sheaf $\mathcal{E}_{V_{\text{ad}}}^C$, hence their images under the surjective map (7.38) generate global sections of $\mathbb{C}_*([-L(\bullet^{-1}, \eta, \frac{1}{2})])$. In particular, no non-trivial linear combination of derivatives of delta functions is zero on $J^\circ$. We deduce that $J' = 0$.

7.4.9. Remark. Besides issues about the existence of sufficiently many Paley–Wiener sections, we can explain representation-theoretically why the sheaves $\mathcal{D}_{V_{\text{ad}}}$ (represeting $S(V^*_{\text{ad}})$) and $\mathcal{E}_{V_{\text{ad}}}^C$ (representing $S(V^*_{\text{ad}})^{\circ}$) both surject onto $\mathbb{C}_*([-L(\bullet^{-1}, \eta, \frac{1}{2})])$. For one hand, sections of $\mathcal{E}_{V_{\text{ad}}}^C$, considered as rational sections of $\mathcal{D}_{V_{\text{ad}}}$, have poles at the poles of $\sum_{\omega \neq 1} L(\bullet^{-1}, \omega, \frac{1}{2})$, with residues in finite-dimensional representations. But the torus $T_{\text{ad}}$ acts by non-trivial
characters on these finite-dimensional spaces of residues (when \( \eta = 1 \), thus they do not appear when we mod out by \( T_{ad} \). Secondly, at any pole \( \chi \) of \( L(\bullet^{-1}\eta, \frac{1}{2}) \), the sections of \( E_{ad}^{\eta} \) land in the finite-dimensional subrepresentation \( W_\chi \) of the fiber \( \mathcal{D}_{ad,X} \approx I(\chi^{-1}) \) (a principal series representation for \( \mathrm{PGL}_2 \)). In this case, it is not true that the map of coinvariants \( (W_\chi)_{T_{ad}} \rightarrow (I(\chi^{-1}))_{T_{ad}} \) is an isomorphism. However, push-forward to \( V/T \) does not see the “doubled” origin, i.e., the map \( \Phi \) does not see the difference. The reason is that, in the split case, the quotient stack \( [V_{ad}/T_{ad}] = [V^*/T] \) is isomorphic to a non-separated scheme: the affine line with the origin doubled. The push-forward map \( \mathcal{S}(V^*) \rightarrow \mathcal{S}([V/T]) \) has image in the usual Schwartz space \( \mathcal{S}(V/T) \) of the affine line, and does not see the “doubled” origin, i.e., the map \( \mathcal{S}(V_{ad}^*)_{T_{ad}} = \mathcal{S}(V^*)_{T} \rightarrow \mathcal{S}([V/T]) \) has a non-trivial kernel, modulo which the map \( (W_\chi)_{T_{ad}} \rightarrow (I(\chi^{-1}))_{T_{ad}} \) becomes an isomorphism.

### 7.5. Hankel transform for the Rankin–Selberg variety

We return to the Rankin–Selberg space \( \tilde{X} \). Recall that in §7.1 we fixed coordinates \((c, t)\) for the two-dimensional affine space \( \mathfrak{c}_X = \tilde{X} \sslash \mathrm{SL}_2^{\mathrm{diag}} \). Let \( \Phi \in \mathcal{F}(\tilde{X}) \), and let \( f \) be the push-forward of \( \Phi \, dx \) to \( \mathfrak{c}_X \), where \( dx \) is an invariant measure on \( \tilde{X} \). It is easy to see that there is a Haar measure on \( \mathrm{SL}_2 \) such that the following integration formula holds:

\[
\int_X \Phi(x) \, dx = \int_\mathfrak{c} O_{(c,t)}(\Phi) \, dc \, dt,
\]

where \( O_{(c,t)} \) is the orbital integral of \( \Phi \) for the diagonal \( \mathrm{SL}_2 \)-action, and \( dc, dt \) denotes our fixed Haar measure on \( F \). (Notice that \( \mathrm{SL}_2 \) acts freely over the open subset with \( c \neq 0 \).) Thus, the push-forward of the measure \( \Phi \, dx \) is

\[
f(c, t) = O_{(c,t)}(\Phi) \, dc \, dt = O_{(c,t)}(\Phi) |c| \cdot |t| \cdot dx^c \, dt^t.
\]

We define the push-forward of the half-density \( \Phi \, dx \frac{1}{2} \) to be

\[
O_{(c,t)}(\Phi)(dc \, dt)^{\frac{1}{2}}.
\]

This way, we obtain spaces \( \mathcal{F}(\tilde{X} / \mathrm{SL}_2) \) and \( \mathcal{D}(\tilde{X} / \mathrm{SL}_2) \) of densely defined “push-forward” functions and half-densities on \( \mathfrak{c}_X \).

The fiberwise symplectic Fourier transform \( \tilde{\mathfrak{g}} \) on \( \mathcal{D}(\tilde{X}) \) descends to a “Hankel transform” \( \mathcal{H}_X \) on \( \mathcal{D}(\tilde{X} / \mathrm{SL}_2) \)-coinvariants, which can identified with the space \( \mathcal{D}(\tilde{X} / \mathrm{SL}_2) \). Rather than proving this identification, we will directly prove that the Fourier transform descends to an endomorphism of \( \mathcal{D}(\tilde{X} / \mathrm{SL}_2) \), together with an explicit formula for it.

#### 7.5.1. Theorem

We have a commutative diagram

\[
\begin{array}{ccc}
\mathcal{D}(\tilde{X}) & \xrightarrow{\tilde{\mathfrak{g}}} & \mathcal{D}(\tilde{X}) \\
\downarrow & & \downarrow \\
\mathcal{D}(\tilde{X} / \mathrm{SL}_2) & \xrightarrow{\mathcal{H}_X} & \mathcal{D}(\tilde{X} / \mathrm{SL}_2),
\end{array}
\]
where the bottom horizontal arrow is given by

\[
\mathcal{H}_X \varphi(c, t) = \lambda(\eta_{t^2-4}, \psi)^{-1} \left( (\psi(\frac{1}{\cdot})| \cdot |^{-\frac{1}{2}} d^X \bullet) \ast_c (\psi(\frac{1}{\cdot})\eta_{t^2-4}(\bullet)| \cdot |^{-\frac{1}{2}} d^X \bullet) \ast_c \varphi \right) ((4 - t^2)c^{-1}, t),
\]

(7.41)

where:

- \( E_D \) denotes the quadratic extension \( F(\sqrt{D}) \), and \( \eta_D \) the associated quadratic character of \( F^\times \);
- \( \ast_c \) denotes multiplicative convolution in the variable \( c \) (with fixed \( t \)), understood in the regularized sense as Fourier transforms, as in (7.20).

7.5.2. Remark. We also translate this formula to push-forwards of Schwartz measures and push-forwards (orbital integrals) of Schwartz functions on \( \overline{X} \), using the integration formula (7.40). Here we will use the regular multiplicative convolution in the \( c \)-coordinate, without any normalization:

Fourier transform on measures descends to the involution

\[
\mathcal{H}_X f(c, t) = \lambda(\eta_{t^2-4}, \psi)^{-1} \frac{c^2}{4 - t^2} \cdot \left( (\psi(\frac{1}{\cdot})d^X \bullet) \ast_c (\psi(\frac{1}{\cdot})\eta_{t^2-4}(\bullet)d^X \bullet) \ast_c f \right) ((4 - t^2)c^{-1}, t)
\]

on \( \mathcal{S}(\overline{X}/\text{SL}_2) \).

Fourier transform on functions descends to the involution

\[
O_{(c,t)}(\overline{\Phi}) = \lambda(\eta_{t^2-4}, \psi)^{-1} \frac{4 - t^2}{c^2} \cdot \left( (\psi(\frac{1}{\cdot})| \cdot |^{-1} d^X \bullet) \ast_c (\psi(\frac{1}{\cdot})\eta_{t^2-4}(\bullet)| \cdot |^{-1} d^X \bullet) \ast_c O(\bullet, t) \Phi \right) ((4 - t^2)c^{-1}, t)
\]

on \( \mathcal{F}(\overline{X}/\text{SL}_2) \), for \( t \neq \pm 2 \) and \( c \neq 0 \).

Proof. The fiber of \( \overline{X} \) over a fixed value \( t \neq \pm 2 \) is isomorphic to \( \tilde{V}_t = V \times T_t \text{SL}(V) \), where \( T_t \) is the centralizer of a \( g \in \text{SL}(V) \) with \( \text{tr}(g) = t \), and \( V \) is identified with the fiber \( V \times \{ g \} \) of \( \overline{X} \) over \( g \). Equivalently, \( T_t \) can be identified with the special orthogonal group of the quadratic form \( c(v) = -\omega(v, vg) \). If \( t^2 - 4 \neq 0 \), this quadratic form is non-degenerate, and \( T_t \) is a torus. For any \( \varphi \in \mathcal{D}(\overline{X}/\text{SL}_2) \), the section

\[
\frac{\varphi}{(dt)^{\frac{1}{2}}} : t \rightarrow \frac{\varphi(\bullet, t)}{(dt)^{\frac{1}{2}}}
\]

is a section of elements of the spaces \( \mathcal{D}([V/T_t]) \) (when \( t \neq \pm 2 \), and since symplectic Fourier transform is defined fiberwise, the Hankel transform \( \mathcal{H}_X \) exists, and satisfies:

\[
\mathcal{H}_X \varphi(t) = \mathcal{H}_t \left( \frac{\varphi(\bullet, t)}{(dt)^{\frac{1}{2}}} \right),
\]
where $\mathcal{H}_t$ is the symplectic Hankel transform of Proposition 7.3.4, now with an index $t$ to denote the specific fiber.

One immediately computes that the discriminant of the quadratic form $c(v) = -\omega(v, vg)$ is $d = -\frac{1}{4}(\operatorname{tr}(g)^2 - 4) = -\frac{1}{4}(t^2 - 4)$. Applying now Proposition 7.3.4, the result follows.

\[ \Box \]

7.5.3. Remark. Let us also explicitly see how (7.43) is obtained from a formal calculation (which is justified by Proposition 7.3.4):

We identify $X$ with $N^\text{diag}\backslash(SL_2)^2$, and represent its points by pairs $(g_1, g_2)$ of elements in $SL_2$. The fiber of $X$ over $1 \in Y = SL_2$ is thus identified with $\mathbb{A}^2$, the affine closure of $N \backslash SL_2$, and Fourier transform on this fiber is obtained by identifying the point $(x, y) \in \mathbb{A}^2$ with the coset $\left( \begin{array}{ll} * & * \\ x & y \end{array} \right) \in N \backslash SL_2$, and using the symplectic form $dx \wedge dy$ on $\mathbb{A}^2$. Explicitly, if $\varphi$ is a function on $\mathbb{A}^2$, its symplectic Fourier transform on the fiber is given by

\[
\hat{\varphi}(c, d) = \int_{\mathbb{A}^2} \varphi(x, y) \psi(xd - yc), \tag{7.44}
\]

and the Fourier transform $\hat{\Phi}$ on $\mathcal{S}(X)$ is induced from this fiberwise Fourier transform. In particular, if $\varphi$ is the restriction of $\Phi$ over the fiber of $1 \in Y$, the evaluation of $\hat{\Phi}$ at the point represented by $1$ in $N^\text{diag}\backslash(SL_2)^2$ is given by (7.44) setting $c = 0$ and $d = 1$. Translating by $(g_1, g_2)$ on the right, we obtain the formula

\[
\hat{\Phi}(g_1, g_2) = \int_{\mathbb{A}^2} \Phi \left( \begin{array}{ll} y^{-1} & y \\ x & y \end{array} \right) g_1, \left( \begin{array}{ll} y^{-1} & y \\ x & y \end{array} \right) g_2 \psi(x)dx dy.
\]

For $c \neq 0$, we can choose a section of the map $X \to X \parallel SL_2$ by $(c, t = \operatorname{tr}) \mapsto \left( \frac{t}{c} - c^{-1} \right), 1$ (modulo $N^\text{diag}$ on the left). We compute the orbital integrals for the $SL_2^\text{diag}$-action:

\[
O_{(c, t)}(\hat{\Phi}) = \int_{SL_2} \int_\mathbb{A}^2 \Phi \left( \begin{array}{ll} y^{-1} & y \\ x & y \end{array} \right) \left( \frac{t}{c} - c^{-1} \right) g_1, \left( \begin{array}{ll} y^{-1} & y \\ x & y \end{array} \right) g_2 \psi(x)dx dy dg.
\]

We are justified to change the order of integration (see Remark 7.3.2) and write

\[
\int_{\mathbb{A}^2} \int_{SL_2} \Phi \left( \begin{array}{ll} y^{-1} & y \\ x & y \end{array} \right) \left( \frac{t}{c} - c^{-1} \right) \left( \begin{array}{ll} y^{-1} & y \\ x & y \end{array} \right)^{-1} g_1, g_2 \psi(x)dx dy d \varphi(x)dx dy =
\]

\[
= \int_{\mathbb{A}^2} O_{(c^{-1}x^2 + txy + cy^2, t)}(\Phi) \varphi^{-1}(x)dx dy.
\]

We can write $c^{-1}x^2 + txy + cy^2 = c^{-1}(4 - t^2)\frac{v^2 + (4 - t^2)^{-1}v^2}{4} = c^{-1}(4 - t^2)N(z)$, where $v = tx + 2cy$, and $z = \frac{x + (t^2 - 4)^{1/2}v}{2}$ is an element in the quadratic extension $E = E_{t^2 - 4} = F(\sqrt{t^2 - 4})$ (so that $x = \operatorname{tr}(z)$). The
measure $dxdy = |2c|^{-1}dxdv$ is $|c^{-2}(4-t^2)|^{\frac{1}{2}}$ times the measure $dz$ on $E_{t^2}$ which is self-dual with respect to the character $\psi_E = \psi \circ tr$ on $E$. So we can write

$$O_{(c,t)}(\Phi) = |c^{-2}(4-t^2)|^{\frac{1}{2}} \int_E O_{(c^{-1}(4-t^2),N(z),t)}(\Phi)\psi_E^{-1}(z)dz$$

which, again by Remark 7.3.2, is (7.43).

7.6. **The Sym$^2$-subspace.** The Rankin–Selberg method allows us to study the tensor product $L$-function of two automorphic representations. This is because, locally, there is an unfolding map (that we will study in the next section)

$$U : \mathcal{F}(X) \to C^\infty((N,\psi)^2\backslash \tilde{G}),$$

such that the characteristic function of $1_{X(\mathfrak{o})}$, for $F$ non-Archimedean with ring of integers $\mathfrak{o}$, maps to a Whittaker function which is the generating series for the local unramified $L$-function $L(\pi_1 \times \pi_2, s)$. We will study this unfolding operator in the next section.

In this paper, we study the descent of $\mathcal{F}(X)$ modulo the diagonal action of $\text{SL}_2$, which can be spectrally decomposed in terms of representations (of $\text{SL}_2^2/\{\pm 1\}^{\text{diag}}$) of the form $\pi_1 \otimes \pi_2$ with $\pi_1 = \overline{\pi_2}$. If we set $\pi := \pi_1 = \overline{\pi_2}$, the $L$-function $L(\pi_1 \times \pi_2, s)$ decomposes as $L(\pi, \text{Sym}^2, s)\zeta(s)$.

In this subsection, we want to extract a subspace $\mathcal{S}(\tilde{X}/\text{SL}_2)^\circ$ of $\mathcal{S}(\tilde{X}/\text{SL}_2)$ that is “responsible” for the factor $L(\pi, \text{Sym}^2, s)$. Geometrically, it will correspond to the spaces $\mathcal{S}([V/T_i])^\circ$ on the various fibers, which we saw in §7.2, in the sense that its elements, divided by the measure $dt$ and restricted to fibers with $t \neq \pm 2$ will indeed be elements of $\mathcal{S}([V/T_i])^\circ$. However, this geometric property does not fully describe the space here, because it gives us no control over the behavior as $t \to \pm 2$.

In the non-Archimedean case, the space $\mathcal{S}(\tilde{X}/\text{SL}_2)^\circ$ can be obtained from $\mathcal{S}(\tilde{X}/\text{SL}_2)$, as in the case of $\mathcal{S}([V/T])^\circ$, by applying the element of the completed Hecke algebra $h \in \mathcal{S}(A_{\text{ad}})$ with Mellin transform $\hat{h}(\chi) = L(\chi, \alpha, \frac{1}{2})^{-1}$. Again, such a multiplier is not available in the Archimedean case, so we will work with Mellin transforms, imitating the description of $\mathcal{S}([V/T])^\circ$ in §7.4.

7.6.1. **Mellin transforms.** Let $\mathcal{D}$ be the Fréchet bundle over the character group $A_{\mathfrak{c}}$ whose fiber over $\chi$ is the space $\mathcal{S}(A\backslash X, \mathcal{L}_\chi)$ of Schwartz measures on $A\backslash X$, valued in the line bundle $\mathcal{L}_\chi$ whose sections are $(A, \chi)$-equivariant functions on $X$, for the normalized action. The space $\mathcal{S}(A\backslash X, \mathcal{L}_\chi)$ is in non-degenerate duality with the space $C^\infty_{\text{temp}}(A\backslash X, \mathcal{L}_{\chi^{-1}})$ of tempered $(A, \chi^{-1})$-equivariant functions, and integrating such functions against Schwartz measures on $X$ we get a Mellin transform:

$$\mathcal{S}(X) \ni f \mapsto \hat{f}(\chi) \in \mathcal{S}(A\backslash X, \mathcal{L}_\chi).$$
There is a natural notion of Paley–Wiener sections $\mathbb{H}^{\text{PW}}(\tilde{A}_C, \mathcal{D})$ of this Fréchet bundle: Since

$$X \simeq V^* \times \text{SL}(V) = V^* \times \text{SL}(V)^{\text{diag}} \text{SL}(V)^2,$$

where $V^*$ denotes the complement of zero in $V$, we have

$$\mathcal{D}_\chi = \mathcal{S}(A\backslash X, \mathcal{L}_\chi) \simeq \mathcal{S}(A\backslash V^*, \mathcal{L}_\chi) \hat{\otimes} \mathcal{S}(\text{SL}(V)) = \mathcal{D}_{V,\chi} \hat{\otimes} \mathcal{S}(\text{SL}(V)),$$

in the notation of §7.4, and the Paley–Wiener sections of $\mathcal{D}$ are

$$\mathbb{H}^{\text{PW}}(\tilde{A}_C, \mathcal{D}) = \mathbb{H}^{\text{PW}}(\tilde{A}_C, \mathcal{D}_V) \hat{\otimes} \mathcal{S}(\text{SL}(V)).$$

It immediately follows by induction from $V^*$ that the image of Mellin transform on $S(V^*)$ is the space of Paley–Wiener sections, and Proposition 7.4.2 allows us, by induction, to extend the transform and the description of its image to $S(\tilde{X})$:

7.6.2. Proposition. Mellin transform converges on $S(\tilde{X})$ for $|\chi| = \delta^*$ with $\Re(s) \ll 0$, and admits rational/meromorphic continuation to all $\tilde{A}_C$, giving rise to an isomorphism

$$S(\tilde{X}) \xrightarrow{\sim} \mathbb{H}^{\text{PW}}(\tilde{A}_C, \mathcal{E}),$$

where $\mathcal{E} \subset \mathcal{D}([-L(\bullet, -\alpha, 1)])$ is the subsheaf of those sections whose residues at the poles of $L(\bullet, -\alpha, 1)$, where the fiber

$$\mathcal{D}_\chi = \text{Ind}^{\text{SL}(V)^2}_{\text{SL}(V)^{\text{diag}}} \mathcal{D}_{V,\chi}$$

contains the induction $\tilde{W}_\chi := \text{Ind}^{\text{SL}(V)^2}_{\text{SL}(V)^{\text{diag}}} W_\chi$ of a finite-dimensional representation $W_\chi$ of $\text{SL}(V)$, lie in $\tilde{W}_\chi$.

We will define the $\text{Sym}^2$-subspace $S(\tilde{X} / \text{SL}_2)^{\circ}$ by descending from a space “upstairs” but again, for that purpose, we need to work with the quotient stack $\tilde{X}_{\text{ad}} = \tilde{X}/\{\pm 1\}$ which already carries an action of $A_{\text{ad}}$. Notice the isomorphism of stacks:

$$[\tilde{X} / \text{SL}_2] = [\tilde{X}_{\text{ad}} / \text{PGL}_2],$$

which implies that the push-forward space $S(\tilde{X} / \text{SL}_2)$ is also the image of the Schwartz space $S(\tilde{X}_{\text{ad}})$. In terms of (isomorphism classes of) $F$-points, $\tilde{X}_{\text{ad}}$ admits a similar description as the stack $V_{\text{ad}}$ that we encountered in §7.4, namely,

$$\tilde{X}_{\text{ad}}(F) = \bigcup_\alpha \tilde{X}^\alpha(F)/\{\pm 1\},$$

where $\alpha$ runs over all quadratic extensions of $F$, and $\tilde{X}^\alpha$ is the $\tilde{X}$-torsor over the same base $Y = \text{SL}(V)$ that we obtain by twisting $\tilde{X}$ by a $\mathbb{Z}/2$-torsor. Thus, the Schwartz space $S(\tilde{X}_{\text{ad}})$ can be identified with the space of $\{\pm 1\}$-coinvariants (or invariants) of the sum

$$\bigoplus_\alpha S(\tilde{X}^\alpha(F)).$$
We have an isomorphism
\[ \bar{X}_{\text{ad}} \cong V_{\text{ad}} \times_{\text{SL}(V)^{\text{diag}}} \text{SL}(V)^2, \]
and this immediately implies from Corollary 7.4.3 that the Schwartz space $S(\bar{X}_{\text{ad}})$ admits a Mellin transform with respect to the action of $A_{\text{ad}}$ (I leave the definitions to the reader, since they are completely analogous to the previous ones), whose image is described by the following:

7.6.3. **Proposition.** Mellin transform gives rise to an isomorphism:
\[ S(\bar{X}_{\text{ad}}) \cong \mathbb{H}^{\text{PW}}(A_{\text{adC}}, \mathcal{E}_{\text{ad}}), \]
where $\mathcal{E}_{\text{ad}}$ is the pullback of $\mathcal{E}$ under the natural map $s^* : A_{\text{adC}} \to \hat{A}_C$.

The space $S(\bar{X}/\text{SL}_2)^\circ$ that we are after will arise, as in the case of $S([V/T])^\circ$, from the subsheaf $\mathcal{E}_{\text{ad}}^\circ = \mathcal{E}_{\text{ad}}([L(\bullet, -\frac{a}{2}, \frac{1}{2})])$, i.e. those sections of $\mathcal{E}_{\text{ad}}$ which vanish at poles of the local $L$-function $L(\chi, -\frac{a}{2}, \frac{1}{2})$. Notice that, as meromorphic sections of the bundle $\mathcal{D}_{\text{ad}} = s^* \mathcal{D}$, those are holomorphic at the poles of this $L$-function, and valued in the induction of the finite-dimensional subrepresentation of the principal series $I(\chi^{-1})$ of $\text{SL}(V)^{\text{diag}}$; they may have simple poles at the poles of $L(\chi \omega, -\frac{a}{2}, \frac{1}{2})$, for $\omega$ a non-trivial quadratic character, but their residues also lie in the induction of the finite-dimensional subrepresentation. We define $S(\bar{X}_{\text{ad}})^\circ$ as the subspace of $S(\bar{X}_{\text{ad}})$ which, under the Mellin transform of Proposition (7.6.3) coincides with the subspace $\mathbb{H}^{\text{PW}}(A_{\text{adC}}, \mathcal{E}_{\text{ad}}^\circ)$. Pushing forward to $\mathcal{E}_X = \bar{X} \sslash \text{SL}_2$, we define $S(\bar{X}/\text{SL}_2)^\circ$ as the closure of the image of $S(\bar{X}_{\text{ad}})^\circ$. We have a corresponding space $\mathcal{D}(\bar{X}_{\text{ad}})^\circ$ of half-densities, dividing by the half-density $(dc)^\frac{1}{2} (dt)^\frac{1}{2}$.

7.6.4. **Lemma.** The sheaves $\mathcal{E}_{\text{ad}}$ and $\mathcal{E}_{\text{ad}}^\circ$ are generated by their global Paley–Wiener sections. In the non-Archimedean case, the action of the element $h \in S(A_{\text{ad}})$ whose Mellin transform is $L(\chi, \frac{a}{2}, \frac{1}{2})^{-1}$ gives rise to an isomorphism:
\[ S(\bar{X}_{\text{ad}}) \overset{h}{\longrightarrow} S(\bar{X}_{\text{ad}})^\circ. \]

**Proof.** The proof is identical to the one of the analogous statements for $V$ (Corollary 7.4.3 and Lemma 7.4.4).

Recall that $\bar{X} \cong V \times \text{SL}(V)$ and $\bar{X}_{\text{ad}} \cong V_{\text{ad}} \times \text{SL}(V)$. If we fix a Haar measure $dg$ on $\text{SL}(V)$, the quotient $\frac{\mathcal{D}(\bar{X}_{\text{ad}})^\circ}{(dg)^\frac{1}{2}}$ consists of functions:
\[ \text{SL}(V) \to \mathcal{D}(V_{\text{ad}})^\circ. \]

On the spaces $\mathcal{D}(V_{\text{ad}})^\circ$ we have, by Proposition 7.4.6, an endomorphism $\mathfrak{F}^\circ$. In this subsection (and later), we will denote by $\mathfrak{F}^\circ$ the induced endomorphism of $\mathcal{D}(\bar{X}_{\text{ad}})^\circ$, defined fiberwise. It is $A_{\text{ad}}$-anti-equivariant under the normalized action.

Here is the main result of this subsection:
7.6.5. Theorem. We have a commutative diagram

\[
\begin{array}{ccc}
\mathcal{D}(\bar{X}_{\text{ad}})\circ & \overset{\delta^\circ}{\longrightarrow} & \mathcal{D}(\bar{X}_{\text{ad}})\circ \\
\downarrow & & \downarrow \\
\mathcal{D}(\bar{X}/\text{SL}_2)\circ & \overset{H_X^\circ}{\longrightarrow} & \mathcal{D}(\bar{X}/\text{SL}_2)\circ,
\end{array}
\]

(7.46)

where

\[
H_X^\circ \phi(c, t) = \lambda(\eta_{t^2-4}, \psi)^{-1} \left( (\psi(\frac{1}{c}\bullet)\eta_{t^2-4}(\bullet) \cdot |\frac{1}{2} d^X \bullet) \ast_c \phi \right) ((4-t^2)c^{-1}, t),
\]

(7.47)

7.6.6. Remark. The operators \(H_X^\circ, H_X\) are related by

\[
H_X = \mathcal{F}_{\frac{\hat{x}}{2}, \frac{1}{2}} \circ H_X^\circ = H_X^\circ \circ \mathcal{F}_{\frac{\hat{x}}{2}, \frac{1}{2}},
\]

(7.48)

where \(\mathcal{F}_{\frac{\hat{x}}{2}, \frac{1}{2}}\) are the Fourier convolutions of \(\S 2.1.7\) for the \(\text{A}_{\text{ad}}\)-action on half-densities on \(\bar{X} \mod \text{SL}_2\).

Proof. Notice that for every \(g \in \text{SL}(V)\) with \(t := \text{tr}(g) \neq \pm 2\), the centralizer of \(g\) is a torus \(T_t\), and the fiber of the stack \([\bar{X}/\text{SL}_2] = [\bar{X}_{\text{ad}}/\text{PGL}_2]\) over \(g\) is isomorphic to \([V_t/T_t] = [V_{t, \text{ad}}/T_{t, \text{ad}}]\), where \(V_t \simeq V\) is the fiber of \(\bar{X}\) over \(g\), and the notation is otherwise analogous to the one of Proposition 7.4.7; the result now follows from that proposition.

\(\square\)

7.6.7. Corollary. On Mellin transforms, we have

\[
\mathcal{H}_X^\circ \phi(\chi) = \gamma(\chi, \frac{\hat{x}}{2}, \frac{1}{2}, \psi) \cdot \mathcal{H}_X^\circ \phi(\chi)
\]

(7.49)

for every \(\phi \in \mathcal{D}(\bar{X}/\text{SL}_2)\circ\).

Proof. This follows from the above and (2.12).

\(\square\)

7.6.8. Remark. On the analogous space of measures \(S(\bar{X}/\text{SL}_2)\circ\), again without normalization of the convolution action in the \(c\)-variable, the Hankel transform \(\mathcal{H}_X^\circ\) will read:

\[
\mathcal{H}_X^\circ f(c, t) = \lambda(\eta_{t^2-4}, \psi)^{-1} \left| \frac{c^2}{4-t^2} \right|^{\frac{1}{2}} \left( (\psi(\frac{1}{c}\bullet)\eta_{t^2-4}(\bullet) \cdot d^X \bullet) \ast_c f \right) ((4-t^2)c^{-1}, t),
\]

(7.50)

cf. (7.42).

7.7. Basic vectors. We will be talking about “unramified data” for the space \(\bar{X}\) when \(F\) is non-Archimedean, unramified over the base field \(\mathbb{Q}_p\) or \(\mathbb{F}_p((t))\), and, if we denote by \(\mathfrak{o}\) the ring of integers of \(F\), the symplectic space \(V\) used to define \(\bar{X}\) is defined over \(\mathfrak{o}\), with an integral and residually non-vanishing symplectic form \(\omega\). Assume this to be the case for this subsection.

Let \(\Phi^0 \in \mathcal{F}(\bar{X})\) be the characteristic function of \(\bar{X}(\mathfrak{o})\). We define the basic vector \(f_{\bar{X}}\) of \(S(\bar{X}/\text{SL}_2)\) to be the image of \(\Phi^0 dx\) in \(S(\bar{X}/\text{SL}_2)\), where \(dx(\bar{X}(\mathfrak{o})) = 1\). We have a normalized action of \(\text{A}_{\text{ad}}\) on \(\bar{X}\); if we act on
$f_X$ by the element $h = h_{L(\frac{\alpha}{2}, \frac{1}{2})}$ of the completed Hecke algebra $\mathcal{S}(\hat{A}_{\text{ad}})$ whose Mellin transform is $\chi \mapsto L(\chi, \frac{\alpha}{2}, \frac{1}{2})^{-1}$, we obtain an element $f_X^\circ \in \mathcal{S}(X/SL_2)^\circ$ which will be our basic vector for this space:

$$f_X^\circ := h_{L(\frac{\alpha}{2}, \frac{1}{2})} \cdot f_X. \quad (7.51)$$

Notice that $f_X$ is $A_{\text{ad}}(\mathfrak{m})$-invariant, so we can replace $h$ by its image $h_{\text{unr}}$ in the unramified Hecke algebra of $A_{\text{ad}}$; our conventions on Mellin transforms are inverse to usual conventions on Satake transforms, hence the Satake transform of $h_{\text{unr}}$, as a polynomial on the dual torus $\hat{A}_{\text{ad}}$, will be $(1 - q^{-\frac{1}{2}} e^{-\frac{\alpha}{2}})$, where $e^{-\frac{\alpha}{2}}$ is understood as a character of $\hat{A}_{\text{ad}}$. By construction, the Mellin transforms of these two basic functions satisfy:

$$\hat{f}_X(\chi) = L(\chi, -\frac{\alpha}{2}, \frac{1}{2}) f_X^\circ(\chi). \quad (7.52)$$

For later use, I note that we have one more distinguished unramified vector in $\mathcal{S}(X)$, namely, the invariant probability measure on $X(\mathfrak{m})$; its image in $\mathcal{S}(X/SL_2)$ will be denoted by $f_X$. The element in the unramified Hecke algebra of $A$ whose Satake transform is $(1 - q^{-1} e^{-\alpha})$ maps (under the normalized action) the characteristic function of $1_X(\mathfrak{m})$ to the characteristic function of $1_X(\mathfrak{m})$; multiplying by an invariant measure, and taking into account that the ratio between the measures of $X(\mathfrak{m})$ and $\hat{X}(\mathfrak{m})$ is $(1 - q^{-2})$, we obtain that

$$h_{L(\frac{\alpha}{2}, 1)} \cdot f_X = (1 - q^{-2}) f_X, \quad (7.53)$$

where $h_{L(\frac{\alpha}{2}, 1)} \in \mathcal{S}(\hat{A}_{\text{ad}})$ has Mellin transform $\chi \mapsto L(\chi, \frac{\alpha}{2}, 1)^{-1}$.

On the spaces of half-densities $\mathcal{D}(\hat{X}/SL_2), \mathcal{D}(\hat{X}/SL_2)^\circ$, we define the basic vectors, denoted by the same symbols $f_X$ and $f_X^\circ$, as the quotients of the corresponding basic measures by the half-density $(dc \, dt)^{\frac{3}{2}}$.

As usual, it makes sense to act on the basic vectors by an element of the unramified Hecke algebra of $\hat{G}$, by acting on the defining measures on $\hat{X}$.

**7.7.1. Theorem.** The Hankel transforms $\mathcal{H}_X$, resp $\mathcal{H}_X^\circ$, map

$$\mathcal{H}_X : h \cdot f_X \mapsto (\iota^* h) \cdot f_X,$$

resp.

$$\mathcal{H}_X^\circ : h \cdot f_X^\circ \mapsto (\iota^* h) \cdot f_X^\circ,$$

for any element of the unramified Hecke algebra of $\hat{G}$, where $\iota : \hat{G} \to \hat{G}$ is the involution induced from inversion on the “factor” $A$ of $\hat{G} = (A \times SL(V)/\{\pm 1\})^{\text{diag}}$.

**Proof.** Symplectic Fourier transform preserves the characteristic function of $X(\mathfrak{m})$, and is $(\hat{G}, \iota)$-equivariant, hence the statement about $\mathcal{H}_X$.

For $\mathcal{H}_X^\circ$, it follows by considering Mellin transforms, and invoking (7.48) and (2.12). \qed
8. Hankel transform for the symmetric square $L$-function of $GL_2$

The representation $\text{Sym}^2$ of $GL_2$ factors through $GL_2/\{\pm 1\} \simeq \mathbb{G}_m \times PGL_2$, the dual group of $G := \mathbb{G}_m \times SL_2$, and coincides with the tensor product of the identity representation of $\mathbb{G}_m$ with the adjoint representation $\text{Ad}$ of $PGL_2$. We wish to study the functional equation for its $L$-function, at the level of the Kuznetsov formula of $G$. In what follows, the group $G$ will be identified with the group that, in the notation of the previous section, was $A_{\text{ad}} \hat{\otimes} GL_p V_q$, with $A_{\text{ad}}$ identified with $\mathbb{G}_m$ via the positive root character.

We denote the three weights of $\text{Sym}^2$ by $\hat{\lambda}_+$, $\hat{\lambda}_0$ and $\hat{\lambda}_-$, considered as coweights of the universal Cartan of $G$, so that $\hat{\lambda}_-$ is anti-dominant and $\hat{\lambda}_+$ is dominant.

The main goal of this section is to describe a local transformation (“Hankel transform”) between certain spaces of non-standard half-densities for the Kuznetsov formula, which is responsible for the functional equation of the symmetric-square $L$-function:

$$\mathcal{H}_{\text{Sym}^2} : \mathcal{D}^+_L(\text{Sym}^2, \frac{1}{2}) (N, \psi \langle G/N, \psi \rangle) \rightarrow \mathcal{D}^+_L(\langle \text{Sym}^2 \rangle, \frac{1}{2}) (N, \psi \langle G/N, \psi \rangle).$$

To describe it, we denote by $\eta_D$ the quadratic character associated to the quadratic extension $F(\sqrt{D})$, considered as a character of the $\mathbb{G}_m$-factor, and identified with the operator of multiplication by this character. We denote by $\delta_a$ the operator of multiplicative translation by $a$, under the $\mathbb{G}_m$-action on $N \setminus G \parallel N \simeq \mathbb{G}_m \times (N \setminus SL_2 \parallel N)$. The letter $\zeta$ denotes the coordinate on $N \setminus SL_2 \parallel N$ (and hence also on $N \setminus G \parallel N$, by projection) that was fixed in §2.2.4.

Notice that, since $\mathbb{G}_m$ is a direct factor of $G$ (and hence also of $N \setminus G \parallel N$), for any space of half-densities on $N \setminus G \parallel N$ and any character $\chi$ of $\mathbb{G}_m(F)$, one has a $\langle \mathbb{G}_m, \chi \rangle$-equivariant projection map to half-densities on $N \setminus SL_2 \parallel N$, given by an integral over the $\mathbb{G}_m$-factor — assuming that this integral converges. This integral will depend on the choice of a Haar measure on $\mathbb{G}_m$, which we fix to be the standard one used throughout this paper ($= \frac{dx}{x}$, where $dx$ is self-dual with respect to the fixed additive character $\psi$). We will call this integral the $\langle \mathbb{G}_m, \chi \rangle$-equivariant integral of the given space of half-densities. Explicitly, for a half-density $\varphi$ on $N \setminus G \parallel N$, its “$\langle \mathbb{G}_m, | \cdot |^s \rangle$-equivariant integral” is the following half-density on $N \setminus SL_2 \parallel N$:

$$\zeta \mapsto \int_{\mathbb{G}_m} \varphi(a, \zeta)|a|^{-s}(d^* a)^{\frac{1}{2}}.$$  

8.0.1. Theorem. There is a space $\mathcal{D}^+_L(\langle \text{Sym}^2 \rangle, \frac{1}{2}) (N, \psi \langle G/N, \psi \rangle)$ of (densely defined) half-densities on $N \setminus G \parallel N$, containing $\mathcal{D}(N, \psi \langle G/N, \psi \rangle)$, whose $\langle \mathbb{G}_m, | \cdot |^s \rangle$-equivariant integrals converge for $\Re(s) \gg 0$, admit meromorphic continuation to
the entire complex plane, and have image equal to \( \mathcal{D}^-_{L(\text{Ad}, \frac{1}{2} + s)}(N, \psi \backslash \text{SL}_2 / N, \psi) \), for every \( s \) away from the poles.

Moreover the transform:

\[
\mathcal{H}_{\text{Sym}^2} = \lambda(\eta_{\zeta^2 - 4}, \psi)^{-1} \mathcal{F}_{-\lambda_\rho, \frac{1}{2}} \circ \delta_{1 - 4\zeta^2 - 4} \circ \mathcal{F}_{-\lambda_0, \frac{1}{2}} \circ \delta_{\lambda_\rho, \frac{1}{2}} \circ \mathcal{F}_{-\lambda_\rho, \frac{1}{2}}
\]

is a \( \mathbb{G}_m \)-equivariant isomorphism

\[
\mathcal{D}^-_{L(\text{Sym}^2, \frac{1}{2})}(N, \psi \backslash \text{G}/N, \psi) \sim \mathcal{D}^-_{L((\text{Sym}^2)^\gamma, \frac{1}{2})}(N, \psi \backslash \text{G}/N, \psi),
\]

where the space on the right is the analogous space with the \( \mathbb{G}_m \)-coordinate inverted, and hence descends for every \( s \in \mathbb{C} \) away from the poles to an isomorphism

\[
\mathcal{H}_{\text{Ad}, s} : \mathcal{D}^-_{L(\text{Ad}, \frac{1}{2} + s)}(N, \psi \backslash \text{SL}_2 / N, \psi) \sim \mathcal{D}^-_{L(\text{Ad}, \frac{1}{2} - s)}(N, \psi \backslash \text{SL}_2 / N, \psi).
\]

As \( \pi \) varies in a family of representations twisted by the character \( \cdot | \cdot^s \) of \( \mathbb{G}_m \), the Hankel transform satisfies:

\[
\mathcal{H}_{\text{Sym}^2}^s J_\pi = \gamma(\pi, \text{Sym}^2, \frac{1}{2}, \psi) \cdot J_\pi,
\]

as meromorphic families of functionals on \( \mathcal{D}^-_{L((\text{Sym}^2)^\gamma, \frac{1}{2})}(N, \psi \backslash \text{G}/N, \psi) \), where \( J_\pi \)

are the relative characters for the Kuznetsov formula (see \( \S 4.1 \)), and \( \gamma(\pi, \text{Sym}^2, \frac{1}{2}, \psi) \)

is the local gamma factor for the functional equation of the symmetric-square \( L \)-function (see \( \S 8.5 \)).

Finally, the space \( \mathcal{D}^-_{L((\text{Sym}^2)^\gamma, \frac{1}{2})}(N, \psi \backslash \text{G}/N, \psi) \) contains the "basic vector" \( f_{L((\text{Sym}^2)^\gamma, \frac{1}{2})} \)

attached to \( L((\text{Sym}^2)^\gamma, \frac{1}{2}) \) (defined in \( \S 2.2.4 \)). The Hankel transform \( \mathcal{H}_{\text{Sym}^2} \) maps

\( h \cdot f_{L((\text{Sym}^2)^\gamma, \frac{1}{2})} \) to \( h \cdot f_{L((\text{Sym}^2)^\gamma, \frac{1}{2})} \) for any element \( h \) of the unramified Hecke algebra.

The proof of this theorem will occupy this section. The statement will be obtained by the "unfolding" method from the Hankel transform (7.5.1) for the Rankin–Selberg variety. In the process, we will also prove the outstanding statements of Theorem 4.2.1 for the comparison between the group and Kuznetsov trace formulas for \( \text{SL}_2 \).

### 8.1. Unfolding

Let \( V \) a two-dimensional symplectic vector space, and \( X, \tilde{X}, A, A_{\text{ad}} \) as in the previous section. I remind that the group acting on the Rankin–Selberg variety \( \tilde{X} \) is \( \tilde{G} = (A \times \text{SL}(V))^2 / \{ \pm 1 \} \). The group \( G = \mathbb{G}_m \times \text{SL}_2 \) will, more canonically, be identified with the group \( A_{\text{ad}} \times \tilde{\text{SL}}(V) \), and as the quotient of the group \( \tilde{G} \) (as varieties), with the quotient map induced by

\[
(a, g_1, g_2) \mapsto (a_{\text{ad}}, g_1 g_2^{-1}),
\]

where \( a_{\text{ad}} \) is the image of \( a \) through \( A \to A_{\text{ad}} \).

The name of unfolding is given to the method which, globally, proves that the Rankin–Selberg integral of two cusp forms is equal to an Euler product,
by relating it with the Whittaker/Fourier coefficients of the cusp forms. Locally, it translates to an explicit $L^2$-isometry:

$$U : L^2(X) \rightarrow L^2(\tilde{N}, \tilde{\psi} \tilde{G}),$$

where $\tilde{N} = N \times N$ is a maximal unipotent subgroup of $\tilde{G}$, endowed with the non-degenerate character $\tilde{\psi} = \psi \times \psi^{-1}$.

The map $U$ is described as follows:

Recall that $X \simeq V \times \text{SL}(V)$ comes with a map $\pi : (v, g) \mapsto (v, vg)$ to $V \times V$. Given $v, w \in V^* \times V^*$, the equation $w = vg$ defines a left $\text{SL}(V)_v$-coset in $G$, which is also a right $\text{SL}(V)_w$-coset (the indices here denote stabilizers). The association $v \mapsto \text{SL}(V)_v$ defines a group scheme $S$ over $V^*$. The map $X \rightarrow V^* \times V^*$ is a torsor for its base change $S \times_{V^*} V^* \times V^*$. (Our convention will be that $S$ will be identified with the group scheme of stabilizers of the first vector, so the projection $V^* \times V^* \rightarrow V^*$ in this fiber product will be to the first factor.)

As we have seen in §2.2.2, the symplectic structure on $V$ gives rise to a trivialization of the stabilizer group scheme over $V^*$:

$$S \simeq \mathbb{G}_a \times V^*. \quad (8.4)$$

We recall that we fixed this isomorphism so that $\mathbb{G}_a \simeq \text{SL}(V)_v$ acts on the set of vectors $w$ with $\omega(v, w) = 1$ by $x \cdot w = w - xv$.

We let $S^\vee$ denote the dual group scheme, $S^\vee = \text{Hom}(S, \mathbb{G}_a)$. We let

$$\tilde{Z} = S^\vee \times_{V^*} V^* \times V^*, \quad \text{and} \quad \tilde{Z} = X \times_{V^*} V^* \times_{V^*} \tilde{Z} \simeq X \times_{V^*} S^\vee. \quad (8.5)$$

In words, we have seen that $X \rightarrow V^* \times V^*$ is an affine bundle, and $\tilde{Z}$ is the dual vector (line) bundle to its structure group. As we will see, Fourier transform naturally sends half-densities on $X$ to half-densities on the dual vector bundle $\tilde{Z}$, but not scalar-valued ones; rather, they are valued in a line bundle whose description requires the space $\tilde{Z}$, which besides a dual vector, also includes the choice of a point on $X$, trivializing its fiber of the affine bundle.

By the trivialization (8.4), we have canonical isomorphisms

$$\tilde{Z} = \mathbb{G}_a \times V^* \times V^*, \quad \text{and} \quad (8.6)$$

$$\overline{Z} = \mathbb{G}_a \times X,$$

but it will be helpful to distinguish between $S$ and $S^\vee$. The open subsets corresponding to $\mathbb{G}_m \subset \mathbb{G}_a$, in the last isomorphisms, will be denoted by $Z$, resp. $\tilde{Z}$. 
Thus, we have a Cartesian diagram, where the labels on the arrows denote the group or group scheme for which they are torsors:

\[
\begin{array}{c}
\tilde{Z} \\
\downarrow \ G_m \\
X \\
\downarrow \ G_a \\
V^* \times V^* \rightarrow Z
\end{array}
\]

To reformulate, $Z$ classifies $SL(V)$-equivariant isomorphisms $S \sim \mathbb{G}_a \times V^*$, together with points on $V^* \times V^*$, and it has a canonical section

\[V^* \times V^* \rightarrow Z\]

corresponding to the canonical trivialization (8.4).

Group-theoretically, the above diagram corresponds to the diagram

\[
\begin{array}{cc}
\tilde{Z} = N^{\text{diag}} \backslash \tilde{G} \\
X = A_{\text{ad}}^{\text{diag}} N^{\text{diag}} \backslash \tilde{G} \\
V^* \times V^* = A_{\text{ad}}^{\text{diag}} N \backslash \tilde{G}
\end{array}
\]

Here, $A_{\text{ad}}^{\text{diag}}$ denotes the diagonal embedding of $A_{\text{ad}}$ in all three factors of the product $N \backslash \tilde{G} \cong A \times N \backslash SL(V) \times N \backslash SL(V)/\{+1\}^{\text{diag}}$. Recall our convention that the universal Cartan $A = B/N$ acts on $N \backslash SL(V)$ via a twist of the natural action by the non-trivial Weyl group element, which is why the stabilizer of a point on $X$ over the diagonal of $V^*$ is, indeed, $A_{\text{ad}}^{\text{diag}} N^{\text{diag}}$. The identification of $\tilde{Z} \rightarrow X$ as a $\mathbb{G}_m$-torsor corresponds to the identification $A_{\text{ad}} \twoheadrightarrow \mathbb{G}_m$ via the positive root character. Similarly, the restriction of (8.6) to $Z$ reads

\[Z \cong A_{\text{ad}} \times (V^* \times V^*),\]

when we identify $A_{\text{ad}}$ with $\mathbb{G}_m$ via the positive root character.

8.1.1. **Remark.** To avoid any confusion, I stress that the “factor” $A$ of $\tilde{G}$ acts **diagonally** on this product (namely, via its canonical quotient on $A_{\text{ad}}$, and via the positive half-root character on $(V^* \times V^*)$).

For an element $(t, g_1, g_2)$ in $A \times N \backslash SL_2 \times N \backslash SL_2$, we will be denoting by $[t, g_1, g_2]$ its image in $Z$. The group $A$ acts “on the left” on $N \backslash SL_2$ by the same convention, and hence $A^3/\{\pm 1\}^{\text{diag}}$ acts on $Z$. We let $A_{\text{ad}}^{\text{anti-diag}}$ denote the **anti-diagonal** embedding $a \mapsto (a, a^{-1}, a^{-1})$ of $A_{\text{ad}}$ into $A^3/\{\pm 1\}$, where...
the first factor corresponds to the “factor” $A$ of $\tilde{G}$; we identify $A_{ad}^{diag}$ with $A_{ad}$ through this first factor. The embedding $\tilde{Z}$ is then the space

$$\tilde{Z} = G_a \times A_{ad}^{diag} Z,$$

(8.9)

where $A_{ad}$ acts on $G_a$ via the positive root character. Explicitly, by taking $N$ to be the upper triangular unipotent subgroup of $SL_2$, this is the quotient of $G_a \hat{\times} N^2 \times SL_2$ by the equivalence relation

$$(xa, [t, Ng_1, Ng_2]) \sim (x, [t, \left(\begin{array}{cc} a^1 & -a^{-1} \\ a^{-1} & a^1 \end{array}\right)], N \left(\begin{array}{cc} a^2 & -a^{-1} \\ a^{-1} & a^2 \end{array}\right) g_1, N \left(\begin{array}{cc} a^2 & -a^{-1} \\ a^{-1} & a^2 \end{array}\right) g_2),$$

where $\left(\begin{array}{cc} a^1 & -a^{-1} \\ a^{-1} & a^1 \end{array}\right)$ is written symbolically for an element of $A_{ad} = A/\{\pm 1\}$. Again, by our conventions for the action of $A$ on $N \backslash SL(V)$, the quotient by the action of $A_{ad}^{diag}$ in (8.9) translates to the embedding of $A_{ad}$ in the stabilizer being the diagonal one. Notice also that the added orbit $A_{ad}^{diag} \backslash Z$ corresponding to $x = 0$ lies at the “funnel” — that is: at the infinity of the affine closure of $Z$.

Having fixed the additive character $\psi$, and its self-dual measure on $F$, there is a natural notion of Fourier transform of functions on $\tilde{Z}$ along fibers of the $G_a$-bundle $X \rightarrow V^* \times V^*$, with image on a certain space of functions on $\tilde{Z}$. The reader can consult [SV17, §9.5] for a more general discussion. The issue here is that the fibers of $X$ over $V^* \times V^*$ do not have a canonical base point, in order to identify them with vector spaces. Here is where the space $\tilde{Z}$ comes to play a role, because it fixes not only a linear functional on the structure group of $X$, but also a base point on it — see the last isomorphism of (8.5). Thus, a point of $\tilde{Z}$ can be represented as a pair $(x, \ell)$, where $x \in X$ and $\ell$ is a linear functional on the fiber $S_x$ of the structure group over $x$. If, moreover, the pair belongs to $\tilde{Z}$ (i.e., $\ell \neq 0$), then $\ell$ is an isomorphism:

$$\ell : S_x \overset{\sim}{\rightarrow} G_a,$$

so a point of $\tilde{Z}$ gives both a base point on $X$ and a trivialization of the structure group (not necessarily the same as the canonical one (8.4)).

We use these data to define Fourier transform: For a function $\Phi$ on $X$, we define a function on $\tilde{Z}$ by

$$U\Phi(x, \ell) = \int_{G_a} \Phi(x + \ell^{-1}z)\psi^{-1}(z)dz.$$

(8.10)

Whenever the above integral is convergent, the function $U\Phi$ has the following properties:

- It is $(G_a, \psi)$-equivariant on the $G_a$-torsor $\tilde{Z} \rightarrow Z$. 
Along the $\mathbb{G}_m$-torsor $\tilde{Z} \to X$, we have

$$
\lim_{a \to 0} |a|^{-1} \mathcal{U}\Phi(x, a \cdot \ell) = \int_{\mathbb{G}_a} \Phi(\ell^{-1}(z)) dz,
$$

the zeroth Fourier coefficient of $\Phi$ along $\pi^{-1}(\pi(x))$ with the measure defined by $\ell^{-1}$, assuming that the Fourier transform of $\Phi$ along this $\mathbb{G}_a$-torsor is continuous at zero.

Thus, we can think of $\mathcal{U}\Phi$ as a section of a certain complex line bundle $\mathbb{L}_1$ over $\tilde{Z}$. In general, we will define, for every complex number $s$, a line bundle $\mathbb{L}_s$ as the tensor product of two line bundles on $\bar{\mathbb{Z}}$:

$$
\mathbb{L}_s = \mathcal{L}_\psi \otimes \mathcal{L}_\delta^s.
$$

The former, $\mathcal{L}_\psi$, is the Whittaker line bundle on $\bar{Z}$, whose sections are $(\mathbb{G}_a, \psi)$-equivariant functions on $\tilde{Z}$, extended to the trivial line bundle over $\bar{Z} \setminus Z$ — equivalently, they are functions on $\bar{Z}$ which satisfy $\Phi(x, \ell) = \psi(z, \ell)\Phi(x', \ell)$ for any quadruple $(x, x', z, \ell) \in X^2 \times S \times \tilde{Z}$ over the same point of $V^* \times V^*$ such that $x = z \cdot x'$. The other line bundle, $\mathcal{L}_\delta^s$, is the line bundle over $\tilde{Z}$ whose sections are smooth functions on $Z$ which in any small neighborhood of the boundary are of the form $|\ell|^s \cdot \Phi$, where $\Phi$ is a smooth function on $\bar{Z}$ and $\epsilon$ is a local coordinate compatible with the $\mathbb{G}_m$-action. The notation $\delta^s$ is justified by the isomorphism (8.9).

Similarly, we can define Fourier transform for half-densities and measures. This will land in half-densities on $\bar{Z}$ valued in $\mathbb{L}_0$, and measures on $\bar{Z}$ valued in $\mathbb{L}_{-1}$, respectively. Restricting to Schwartz functions, densities or measures on $X$, Fourier theory on the line implies:

8.1.2. Proposition. The unfolding map defines isomorphisms

$$
\mathcal{U} : \mathcal{F}(X) \xrightarrow{\sim} \mathcal{F}(\bar{Z}, \mathbb{L}_1),
$$

$$
\mathcal{U} : \mathcal{D}(X) \xrightarrow{\sim} \mathcal{D}(\bar{Z}, \mathbb{L}_0),
$$

$$
\mathcal{U} : \mathcal{S}(X) \xrightarrow{\sim} \mathcal{S}(\bar{Z}, \mathbb{L}_{-1}).
$$

For these to be equivariant with respect to the $\tilde{G}$-action, we need to be careful about normalizations, since the action of $A$ on $\mathcal{F}(X)$ and $\mathcal{S}(X)$ has been normalized in (7.2), (7.1). We therefore need to let $A$ act on sections of $\mathbb{L}_s$ over $\bar{Z}$ by

$$
a \cdot \Phi(x) = \delta(a)^{\frac{1}{2}} \Phi(a \cdot x),
$$

and on measures valued in $\mathbb{L}_s$ by

$$
a \cdot \mu(x) = \delta(a)^{-\frac{1}{2}} \mu(a \cdot x).
$$

In other words, we twist the usual action of $\tilde{G}$ on its Whittaker functions or measures by the characters $\delta^{\frac{s}{2}}$. As usual, no normalization is needed for half-densities. In terms of this normalized action, the group $A_{\text{ad}}$ acts on the fibers of the sheaf of sections of $\mathcal{L}_\delta^s$ over $\bar{Z} \setminus Z$ by the character $\delta^{s+\frac{1}{2}}$, and
on the fibers of the sheaf of measures valued in $L_\delta$ by the same character. There are now equivariant isomorphisms, depending on the choice of a measure:

$$\mathcal{F}(\tilde{Z}, \mathbb{L}_1) \to \mathcal{D}(\tilde{Z}, \mathbb{L}_0) \to \mathcal{S}(\tilde{Z}, \mathbb{L}_{-1}),$$

(8.13)

that are obtained as follows: Choose a $\tilde{G}$-invariant measure $d^x z$ on $Z$. (The notation $d^x z$ will be explained below.) Notice that a $\tilde{G}$-invariant measure $d^x z$ on $Z$ has a triple pole at $\bar{Z} \setminus Z$, i.e., in a local coordinate $\epsilon$ is a multiple of $|\epsilon|^{-3}$ by a smooth measure; indeed, under the unnormalized action $A_{ad}^{\text{diag}}$ acts on $d^x z$ by the character $\delta^{-2}$, and on the fibers over $\bar{Z} \setminus Z$ of the bundle of smooth measures by $\delta$ — thus, the invariant measure is of the form $|\epsilon|^{-3}$ times a smooth measure on $\bar{Z}$. The character $\delta$ can be understood as a function on $Z$ via (8.8). Now define the maps (8.13) by multiplying by $p\delta z$. It is immediately seen that these maps are equivariant for the normalized action.

Let us be a bit more careful about choices of measures. Suppose an $\text{SL}(V)^2$-invariant measure chosen on $V^* \times V^*$ — for example, the one determined by the symplectic form. Any identification of the group scheme $S$ with $G_a \times V^* \times V^*$ induces, by our fixed measure on $G_a$, measures $dx$ on $X$ and $dz$ on $Z$ which are dual with respect to Fourier transform. These measures are $\text{SL}(V)^2$-equivariant but vary by the character $\delta$ of the quotient $\tilde{G} \to A_{ad}$; this is the meaning of the notation $d^x z$ above, since by $dz$ we will denote a $(\tilde{G}, \delta)$-equivariant measure on $Z$. In any case, a choice of such dual measures induces a commutative diagram

$$
\begin{array}{ccc}
\mathcal{F}(X) & \xrightarrow{U} & \mathcal{F}(\tilde{Z}, \mathbb{L}_1) \\
-dx & \downarrow & -dz \\
\mathcal{S}(X) & \xrightarrow{U} & \mathcal{S}(\tilde{Z}, \mathbb{L}_{-1})
\end{array}
$$

(8.14)

(and similarly for half-densities).

We extend the unfolding morphism, by the same formula, to the space of Schwartz functions on $X$.

8.1.3. Lemma. The unfolding map (8.10) converges absolutely on $\mathcal{F}(\tilde{X})$.

Proof. The map is given by an integral over a unipotent orbit; this orbit is closed in the affine space $\tilde{X}$, where elements of $\mathcal{F}(\tilde{X})$ are of rapid decay. Thus, the integral is convergent. □

We extend it similarly to half-densities or measures to consider it as map from $\mathcal{D}(\tilde{X})$, resp. $\mathcal{S}(\tilde{X})$; their images are spaces $\mathcal{D}^-(Z, \mathcal{L}_\psi)$, $\mathcal{S}^-(Z, \mathcal{L}_\psi)$ of Whittaker half-densities and measures for $\tilde{G}$ which contain $\mathcal{D}(\tilde{Z}, \mathbb{L}_0)$, resp. $\mathcal{S}(\tilde{Z}, \mathbb{L}_{-1})$.

Now fix a point $v \in V^*$, a preimage $z = (v, v, \ell)$ of $(v, v)$ in $Z$, let $N$ be the stabilizer of $v$ in $\text{SL}(V)$, and use $\ell$ to identify $N \cong G_q$. This identifies
Z with $N^2\backslash G$, and the map (8.3) identifies $Z/\text{SL}(V)^{\text{diag}}$ with the quotient $N\backslash G/N$. Twisted push-forward as in §2.2.1 gives a map

$$S(Z, \mathcal{L}_\psi) \to S(N, \psi\backslash G/N, \psi).$$

Now we fix coordinates: We recall that on the two-dimensional affine space $\tilde{X} / \text{SL}_2$, we have fixed coordinates $(c, t)$ in §7.1. On the other hand, we will identify $N \simeq \mathbb{G}_a$ with the upper triangular subgroup of $\text{SL}_2$, and the space of $S^{--}(N, \psi\backslash G/N, \psi)$ with a space of scalar-valued measures on $N\backslash G / N$, by choosing the section described in §2.2.1 (or, more invariantly, at the end of §2.2.2). Here our group is $G = \text{A}_{\text{ad}} \times \text{SL}(V)$, so we have coordinates $(a, \zeta)$, where $\zeta$ is as in §2.2.1 and $a \in \mathbb{G}_m$ is the positive root character applied to the factor $\text{A}_{\text{ad}}$.

Consider a diagram

$$
\begin{array}{ccc}
S(\tilde{X}) & \xrightarrow{\mathcal{U}} & S^{--}(Z, \mathcal{L}_\psi) \\
& \downarrow & \downarrow \\
S(\tilde{X} / \text{SL}_2) & \xrightarrow{\mathcal{U}} & S^{--}(N, \psi\backslash G/N, \psi),
\end{array}
$$

where the last space is defined as the (twisted) push-forward of measures in $S^{--}(Z, \mathcal{L}_\psi)$.

8.1.4. Proposition. The dotted arrow in the bottom making the above diagram commute exists, and is given by the absolutely convergent integral

$$
\mathcal{U}(f)(a, \zeta) = \int_{\mathbb{G}_m} f(\zeta a, \zeta w) \psi^{-1}(w) d^x w.
$$

(8.15)

For the analogous diagrams for functions and half-densities we have:

$$
\mathcal{U}(\Phi)(a, \zeta) = \int_{\mathbb{G}_m} \Phi(\zeta a, \zeta w) \psi^{-1}(w) dw.
$$

(8.16)

for functions and

$$
\mathcal{U}(\varphi)(a, \zeta) = \int_{\mathbb{G}_m} \varphi(\zeta a, \zeta w) \psi^{-1}(w) |w|^\frac{1}{2} d^x w.
$$

(8.17)

for half-densities.

In other words, if we identify the coordinates on the two sides by

$$
\begin{cases}
t = \zeta \\
c = \zeta a
\end{cases} \iff \begin{cases}
\zeta = t \\
a = ct^{-1}
\end{cases},
$$

(8.18)

and set $\tilde{f}(a, \zeta) = f(\zeta a, \zeta)$, we have, for measures,

$$
\mathcal{U}(f)(a, \zeta) = \int_{\mathbb{G}_m} \tilde{f}(aw^{-1}, \zeta w) \psi^{-1}(w) d^x w = (\psi^{-1}(\bullet) d^x \bullet) \ast \tilde{f}(a, \zeta),
$$

(8.19)
where $\ast_\lambda$ denotes multiplicative convolution along the cocharacter $\tilde{\lambda}(x) := (a = x, \zeta = x^{-1})$ (without any normalization for the action of $G_m$ on measures or functions). The inverse is given by

$$\tilde{\mathcal{U}}(f, a, \zeta) = \left(\psi(\bullet)\big| d^x \bullet\right) \ast_\lambda \tilde{\mathcal{U}} f(a, \zeta),$$

hence

$$\tilde{\mathcal{U}}^{-1} h(c, t) = \int h\left(\frac{wc}{t}, \frac{t}{w}\right) \psi(w) dw. \quad (8.20)$$

For half-densities, with $\tilde{\varphi}(a, \zeta) = \varphi(\zeta a, \zeta)$, we have

$$\tilde{\mathcal{U}}(\varphi)(a, \zeta) = \left(\psi^{-1}(\bullet)\big| \frac{1}{2}d^x \bullet\right) \ast_\lambda \tilde{\varphi}(a, \zeta). \quad (8.21)$$

**Proof.** For what follows, for any element $y \in G_a$ we will denote by $(y)_1$ the point on $X$ represented by the pair $(\left(1 \quad y \quad 1\right), 1) \in (SL_2)^2$. We also denote by $\delta$ the modular character of the Borel, identified as a character of $G$ via projection to the $A_{ad}$-quotient.

Let $\Phi dz \in \mathcal{S}(X)$, so $\Phi \in \mathcal{F}(X)$. Let $dz$ be the $(\tilde{G}, \delta)$-equivariant measure on $Z$ that is dual to $dz$, see the discussion before Proposition 8.14.

Let $f$ be the push-forward of $\Phi dz$ to $\mathcal{C}_X = X // SL_2$. By the integration formula (7.40), if $O_{(c,t)}(\Phi)$ denotes the $SL_2$-orbital integral of $\Phi$ at the point $(c, t)$ with $c \neq 0$, for a suitable choice of Haar measure on $SL_2$, we have

$$f(c, t) = O_{(c,t)}(\Phi) dc dt = O_{(c,t)}(\Phi)|c| \cdot |t| \cdot d^x cd^x t.$$

Similarly, the push-forward of $(\mathcal{U}\Phi) \cdot dz$ to $\mathcal{C}_Z = Z // SL_2 = A_{ad} \times (N \setminus SL_2 // N)$, is computed in terms of the orbital integrals of the function $\mathcal{U}\Phi$ as follows: Recall that our trivialization of Kuznetsov orbital integrals used the subvariety of anti-diagonal elements, which here can be represented by the elements

$$\left(\begin{array}{cc} a & \zeta \\ \zeta^{-1} & 1 \end{array}\right)$$

inside of $G$. The subscript 1 indicates that the element belongs to the first copy of $SL_2$. The push-forward of $\mathcal{U}\Phi dz$ will be, here,

$$\mathcal{U} f(a, \zeta) := O_{(a,\zeta)}(\mathcal{U}\Phi)|a| \cdot |\zeta|^2 d^x ad^x \zeta,$$

where $d^x a$ is a Haar measure on $A_{ad}$; we identify the latter with $G_m$ via the positive root character.

The unfolding formula (8.10), in our present coordinates, reads

$$\mathcal{U}\Phi([t, g_1, g_2]) = \int_{G_a} \Phi(N^{\text{diag}} \cdot (t^{-1} \left(\begin{array}{cc} 1 & y \\ 1 & g_1, t^{-1} g_2\end{array}\right)) \psi^{-1}(y) dy. \quad (8.22)$$

We compute the regular orbital integrals of $\mathcal{U}\Phi$, using this formula. Let $a' \in A$ with image $a \in A_{ad}$, with $a$ identified as an element of $G_m$ through
the positive root character. We have
\[
O_{(a,\zeta)}(U\Phi) = \int_{SL_2} \int_{G_a} \Phi \left( a^{-1} \cdot (w)_{1} \cdot \left( \zeta^{-1} \right)_{1} g \right) \psi^{-1}(w)dw dg = \\
= \int_{SL_2} \int_{G_a} \Phi \left( 1 - a^{-1}w \right) \left( \zeta a - \zeta^{-1}a^{-1} \right) \left( \zeta^{-1} \right)_{1} g \psi^{-1}(w)dw dg.
\]
This clearly remains true even if \( a \) is not in the image of \( A(F) \to A_{ad}(F) \).

I claim that the above integral is absolutely convergent as a double integral. Indeed, if we let the group \( N \times SL_2 \) act on \( X = N^{\text{diag}} \setminus SL_2 \), with \( N \) acting as \( N_1 \), i.e. the unipotent subgroup in the first \( SL_2 \)-factor, and \( SL_2 \) acting diagonally, then this action does not extend to \( \breve{X} \), but the orbits represented by \( \left( \zeta^{-1} \right) \) with \( \zeta \neq 0 \) are closed in \( \breve{X} \): indeed, in the quotient \( \breve{X} \setminus SL_2 \cong \mathbb{A}^2_{(c,t)} \) they live over fixed, non-zero values for \( c \), while \( \breve{X} \setminus X \) lives over \( c = 0 \). Thus, the double integral is absolutely convergent.

Thus, we can interchange the order of integration, and then, with the identification \( A_{ad} \ni a \leftrightarrow \delta(a) = \delta(a') \in \mathbb{G}_m \), this reads
\[
O_{(a,\zeta)}(U\Phi) = \int_{G_a} O_{(\zeta a,\zeta w)}(\Phi)\psi^{-1}(w)dw.
\]
Replacing functions by measures, we see that the push-forward measures satisfy:
\[
\mathcal{U} f(a, \zeta) = O_{(a,\zeta)}(U\Phi)|a|\zeta^2 d^x ad^x \zeta = \\
\left( \int_{G_a} O_{(\zeta a,\zeta w)}(\Phi)\psi^{-1}(w)dw \right) |a| \zeta^2 d^x ad^x \zeta = \\
\left( \int_{G_a} |\zeta a| \cdot |\zeta w|O_{(\zeta a,\zeta w)}(\Phi)|w|^{-1}\psi^{-1}(w)dw \right) d^x ad^x \zeta = \\
\int_{G_m} f(\zeta a, \zeta w)\psi^{-1}(w)d^x w.
\]

\[\square\]

### 8.2. Hankel transform

Now recall the subspace \( \mathcal{S}(\breve{X}/SL_2)^0 \) of \( \S_6 \), and the corresponding subspace of half-densities, \( \mathcal{D}(\breve{X}/SL_2)^0 \). We define the space \( \mathcal{D}_{L(Sym^2,\bar{\zeta})}(N, \psi \setminus G/N, \psi) \) (resp. \( \mathcal{D}_{L(Sym^2,1)}(N, \psi \setminus G/N, \psi) \)) to be the image of the subspace \( \mathcal{D}(\breve{X}/SL_2)^0 \) (resp. \( \mathcal{S}(\breve{X}/SL_2)^0 \)) under \( U \):
\[
\mathcal{U} : \mathcal{D}(\breve{X}/SL_2)^0 \to \mathcal{D}_{L(Sym^2,\bar{\zeta})}(N, \psi \setminus G/N, \psi)
\]
(and similarly for \( \mathcal{S}_{L(Sym^2,1)}(N, \psi \setminus G/N, \psi) \)).

#### 8.2.1. Remark
The passage from half-densities to measures on \( Z \) involves multiplication by the half-density \( (\delta(z) \cdot d^x z)^{\frac{1}{2}} \), see the discussion after Proposition 8.1.2 on \( Z \). On the quotient \( Z/SL_2 = N \setminus G/N \), this corresponds to multiplication by \( (\delta(a) \cdot d^x a)^{\frac{1}{2}} \cdot (\delta(\zeta) \cdot d^x \zeta)^{\frac{1}{2}} = (|a|d^x a)^{\frac{1}{2}} \cdot (|\zeta^2| \cdot d^x \zeta)^{\frac{1}{2}} \),
where \((a, \zeta)\) are coordinates as above, identified also with elements of the universal cartan \(A_G = A_{ad} \times A\). The first factor is responsible for the fact that we use the notation \(D_{L(Sym^2, \frac{1}{4})}^-\) for half-densities, but \(S_{L(Sym^2, 1)}^-\) for measures — it has to do with the \(L\)-function that one will obtain after pairing with relative characters for the Kuznetsov formula. Of course, if we descend the normalized action \((8.12)\) to the space \(Z/SL_2\), this map from half-densities to measures is equivariant.

We define
\[
D_{L((Sym^2)\gamma, \frac{1}{4})}^-(N, \psi \langle G/N, \psi \rangle) = j^* D_{L(Sym^2, \frac{1}{4})}^-(N, \psi \langle G/N, \psi \rangle),
\]
where \(j\) is the involution on \(N \backslash G \parallel N\) induced by the inversion map on the \(A_{ad}\)-factor of \(G\). We also define an unfolding map
\[
\tilde{U}^\gamma : D(\tilde{X}/SL_2)^\circ \rightarrow D_{L((Sym^2)\gamma, \frac{1}{4})}^-(N, \psi \langle G/N, \psi \rangle)
\]
by
\[
\tilde{U}^\gamma = j^* \circ \tilde{U}.
\]

Now recall the Hankel transform \(H_{\tilde{X}}\) of Theorem 7.6.5, which is an endomorphism of \(D(\tilde{X}/SL_2)^\circ\). The composition
\[
\tilde{U}^\gamma \circ H_{\tilde{X}} \circ \tilde{U}^{-1}
\]
is an isomorphism:
\[
H_{Sym^2} : D_{L((Sym^2)\gamma, \frac{1}{4})}^- (N, \psi \langle G/N, \psi \rangle) \rightarrow D_{L((Sym^2)\gamma, \frac{1}{4})}^- (N, \psi \langle G/N, \psi \rangle).
\]

Putting together the formulas already proved, we have

8.2.2. **Proposition.** The operator \(H_{Sym^2}\) is given by the formula
\[
H_{Sym^2} = \lambda(\eta_{c^2 - 4}, \psi)^{-1} F_{-\lambda, 4} \circ \delta_{1 - 4c^{-2}} \circ \eta_{c^2 - 4} \circ F_{-\lambda_0, \frac{1}{2}} \circ \eta_{c^2 - 4} \circ F_{-\lambda, \frac{1}{2}},
\]
where the Fourier convolutions are understood in the regularized sense.

This is the formula of Theorem 8.0.1.

**Proof.** By \((8.21)\), the map that sends \(\tilde{U}\varphi \mapsto \check{\varphi}\) is given by the convolution
\[
\left( \psi(\bullet) \middle| \bullet \right| \frac{1}{2} d^\times \bullet) \ast_{-\lambda} \check{\varphi}.
\]
The cocharacter \(-\check{\lambda}\) is equal to the cocharacter that we denoted by \(-\lambda_-\). The half-density \(\varphi\), here, is expressed in coordinates \(a = ct^{-1}\) and \(\zeta = t\) on a dense open subset of \(\xi_X = \tilde{X} \parallel SL_2\), so \(\varphi(a, t) = \check{\varphi}(ct^{-1}, t)\). Applying the operator \(H_{\tilde{X}}\) to \(\varphi\) we get, according to \((7.47)\),
\[
H_{\tilde{X}} \varphi(a, t) = \lambda(\eta_{c^2 - 4}, \psi)^{-1} \left( \psi(\frac{1}{\bullet}) \eta_{c^2 - 4}(\bullet) \middle| \bullet \right| \frac{1}{2} d^\times \bullet) \ast_c \check{\varphi} (4 - t^2 c^{-1}, t)
\]
\[
= \lambda(\eta_{c^2 - 4}, \psi)^{-1} \left( \psi(\bullet) \eta_{c^2 - 4}(\bullet) \middle| \bullet \right| \frac{1}{2} d^\times \bullet) \ast_{-\lambda_0} \check{\varphi} (\frac{4 - t^2}{ct}, t)
\]
where $-\lambda_0$ is the cocharacter $x \mapsto (a = x^{-1}, \zeta = 1)$. If we set $\mathcal{H}_X^\pi(a, \zeta) = \mathcal{H}_X^\pi(a, \zeta)$ then we have, again by (8.21),
\[
\mathcal{U}^\pi \mathcal{H}_X^\pi(a, \zeta) = \mathcal{U}^\pi \mathcal{H}_X^\pi(a^{-1}, \zeta) = \left(\psi^{-1}(\bullet) \ast \frac{1}{2} d^\times \ast \right) \ast \mathcal{H}_X^\pi(a^{-1}, \zeta) = \\
= \left(\psi^{-1}(\bullet) \ast \frac{1}{2} d^\times \ast \right) \ast X \tilde{\varphi}(a, \zeta),
\]
where we have set $\tilde{\varphi}(a, \zeta) = \mathcal{H}_X^\pi(-a^{-1}, \zeta)$, and $X$ is the cocharacter $x \mapsto (a = x^{-1}, \zeta = x^{-1})$, which we can identify with $-\lambda_+$. By the above, we have
\[
\tilde{\varphi}(a, \zeta) = \mathcal{H}_X^\pi(-a^{-1}, \zeta) = \mathcal{H}_X^\pi(-\zeta a^{-1}, \zeta) = \\
= \lambda(\eta_{k^2 - 4}, \psi)^{-1} \left(\psi(\bullet) \ast \frac{1}{2} d^\times \ast \right) \ast \tilde{\lambda}_0 \tilde{\varphi} \left(\frac{\zeta^2 - 4}{\zeta^2} a, \zeta\right) = \\
= \lambda(\eta_{k^2 - 4}, \psi)^{-1} \cdot \delta_{1-4k^2-2} \circ \eta_{k^2-4} \circ \mathcal{F}_{-\lambda_0} \frac{1}{2} \circ \eta_{k^2-4} \tilde{\varphi}(a, \zeta).
\]
Moreover,
\[
\tilde{\varphi}(a, \zeta) = \left(\psi(\bullet) \ast \frac{1}{2} d^\times \ast \right) \ast -\tilde{\lambda}_{-1} (\mathcal{U} \varphi),
\]
and the result follows. $\square$

8.3. **Descent to $A_{ad}$-coinvariants.** Any character $\chi : A_{ad} \to \mathbb{C}^\times$ can be understood as a function on $Z \sslash SL(V) = N \backslash G \sslash N$ via the product (8.8). We have twisted push-forwards
\[
p_{\chi} : S_{L(Sym^2,1)}^{-}(N, \psi \backslash G / N, \psi) \to \text{Meas}(N \backslash SL(V) \sslash N),
\]
defined by
\[
f \mapsto \pi_t(\delta_{-\frac{1}{2}} \chi^{-1} f),
\]
whenever this push-forward converges, where $\pi : Z \sslash SL(V) \to N \backslash SL(V) \sslash N$ is the canonical quotient map. When $\chi = \delta^s$, we will denote $p_{\chi}$ by $p_s$. The factor $\delta_{-\frac{1}{2}}$ is used in order to make the twisted push-forward $(A_{ad}, \chi)$-equivariant under the normalized action descending from (8.12). If we also let $A_{ad}$ act on measures on $X \sslash SL_2$ by the normalization descending from (7.1), the unfolding map $\mathcal{U} : S(X \sslash SL_2)^\psi \to S_{L(Sym^2,1)}^{-}(N, \psi \backslash G / N, \psi)$ is $A_{ad}$-equivariant for the normalized actions on both sides.

Dividing by the appropriate half-density (see Remark 8.2.1), these are the $(\mathbb{G}_m, \chi)$-equivariant integrals of Theorem 8.0.1.

8.3.1. **Proposition.** The twisted push-forward $p_{\chi}$ converges when $|\chi| = \delta^s$ with $\sigma < 0$, and extends to a rational (in the non-Archimedean case) or meromorphic (in the Archimedean case) family, in the variable $\chi$, of surjective maps
\[
p_{\chi} : S_{L(Sym^2,1)}^{-}(N, \psi \backslash G / N, \psi) \to S_{L(A_{ad}, \chi^{-1} \delta_{-\frac{1}{2}} \psi)^{\frac{1}{2}}}(N, \psi \backslash SL_2 / N, \psi),
\]
with at most simple poles at the poles of the local $L$-functions $L(\chi \eta, -\frac{\alpha}{2})$, where $\eta$ ranges over all quadratic characters.
Proof. First, we need to go back to the definition of the space $S(X / SL_2)^\circ$ (§7.6) as the push-forward of a space $\mathcal{S}(X_{ad})^\circ$, which in terms was defined in terms of its Mellin transform, as Paley–Wiener sections of a sheaf $\mathcal{E}^{\circ}_{ad}$. On the other hand, the Schwartz space of the complement of the zero section in $X_{ad}$, $S(X_{ad})$, corresponds to Paley–Wiener sections of a bundle $\mathcal{E}_{ad}$, which coincides with $\mathcal{E}^{\circ}_{ad}$ away from the poles of $\sum_\eta L(\chi_\eta, -\frac{\alpha}{2})$, with $\eta$ ranging over all quadratic characters. (Both bundles are generated by their global Paley–Wiener sections; this is trivial for $\mathcal{E}_{ad}$, and for $\mathcal{E}^{\circ}_{ad}$ see Lemma 7.6.4.) More precisely, sections of $\mathcal{E}^{\circ}_{ad}$ are sections of $\mathcal{E}_{ad}$ with poles at the poles of $\sum_\eta L(\chi_\eta, -\frac{\alpha}{2})$, and restrictions on the residues and the evaluations at poles of $\sum_\eta L(\chi_\eta, -\frac{\alpha}{2})$ (including $\eta = 1$).

Under the push-forward map $S(X_{ad}) \to S(X / SL_2)$, the space $S(X_{ad})$ has the same image as the space $S(X)$ (because of the isomorphism $[X_{ad}/PGL_2] \simeq [X/SL_2]$). The $A_{ad}$-equivariance of the unfolding map means that the proposition will follow a fortiori if we replace the space $S_{L(Sym^2,1)}^-(N, \psi \r G/N, \psi)$ by the image of $S(X / SL_2)$ under $\tilde{U}$, without, in the result, allowing poles at the poles of the local $L$-functions $L(\chi_\eta, -\frac{\alpha}{2})$, with $\eta \neq 1$. As we have seen, the image of $S(X)$ under the unfolding map $\tilde{U}$ is the space of measures $S(\hat{Z}, \mathbb{L}_{-1})$, hence we are reduced to studying the image of $S(\hat{Z}, \mathbb{L}_{-1})$ in the bottom-right entry of the commutative diagram

$$
\begin{array}{c}
S(\hat{Z}, \mathbb{L}_{-1}) \xrightarrow{\tilde{p}_\chi} \operatorname{Meas}(A\backslash \hat{Z}, \mathcal{L}_\psi) \\
\downarrow
\\
S_{L(Sym^2,1)}^-(N, \psi \r G/N, \psi) \xrightarrow{p_\chi} \operatorname{Meas}(N, \psi \r SL_2 / N, \psi),
\end{array}
$$

where

$$\tilde{p}_\chi(f) = \tilde{\pi}(\delta^{-\frac{\alpha}{2}} \chi^{-1} f)$$

for the quotient map $\tilde{\pi} : \hat{Z} \to A / Z$, and the vertical arrows are our standard twisted push-forwards for the Kuznetsov quotient, §2.2.1. (Thus, our symbol $\operatorname{Meas}(N, \psi \r SL_2 / N, \psi)$ really stands for a space of measures on $N \r SL_2 / N$, after applying our trivialization of the Kuznetsov push-forwards; our goal is to identify the image with $S_{L(A_{ad}, \chi^{-1} \delta^{\frac{\alpha}{2}} e^{\hat{\phi}/2})}^-(N, \psi \r SL_2 / N, \psi)$.) Notice that $\tilde{p}_\chi$ is absolutely convergent for every $\chi$, since the $A$-orbits on $\hat{Z}$ are closed. (The reader should not confuse this with the factor $A_{ad}$ in the isomorphism $Z = A_{ad} \times V^* \times V^*$, see Remark 8.1.1.)

By (8.9), we have $\hat{Z} = \mathbb{G}_a \times A_{ad}^{\operatorname{diag}} \to Z$. The action of $A_{ad}^{\operatorname{diag}}$ on $Z$ descends to $A / Z$, and we have an isomorphism

$$A / Z = \mathbb{G}_a \times A_{ad}^{\operatorname{diag}} / A / Z.$$ (8.23)

Recall that the line bundle $\mathbb{L}_{-1}$ is defined as a tensor product of $\mathcal{L}_\psi \otimes \mathcal{L}_{\delta^{-1}}$, where $\mathcal{L}_\psi$ is the Whittaker line bundle (which extends to the trivial line bundle over $\hat{Z} \setminus Z$), and $\mathcal{L}_{\delta^{-1}}$ denotes the line bundle whose sections

\begin{align*}
\varphi &\mapsto \varphi(\delta^{-\frac{\alpha}{2}}) \\
\mathcal{L}_{\delta^{-1}} &\mapsto \mathcal{L}_{\delta^{-1}}(\delta^{-\frac{\alpha}{2}})
\end{align*}
are smooth functions on $Z$ of the form $|\epsilon(z)|^{-1} \Phi(z)$ close to $\tilde{Z} \setminus Z$, for a local coordinate $\epsilon$ of this divisor, where $\Phi$ is a smooth function on $\tilde{Z}$. Clearly, both line bundles are pullbacks of line bundles on $A \setminus \tilde{Z}$, which will be denoted by the same symbols.

The isomorphism $\tilde{Z} = \mathbb{G}_a \times A_{ad}^{disj} \times \mathbb{G}_m \times Z$ implies that for the unnormalized action of $A_{ad}^{disj}$ on spaces of measures we have

$$S(\tilde{Z}, L_{\delta^{-1}}) = (|\bullet|^{-1} S(G_a)) \hat{\otimes} S(A_{ad}^{disj}) S(Z).$$

For the twisted push-forward $\tilde{p}_\chi$, we first multiply these measures by $\delta^{-\frac{1}{2}} \chi^{-1}$, before pushing forward to $A \setminus \tilde{Z}$; this is equivalent to replacing the factor $(|\bullet|^{-1} S(G_a))$ by $(\delta^{-\frac{1}{2}} \chi^{-1} S(G_a))$, where we again identify $A_{ad} \simeq \mathbb{G}_m$ by the positive root character. It follows that, if $\tilde{p}_\chi$ was applied to the space $S(\tilde{Z}, \mathcal{L}_{\delta^{-1}})$, its image would be the space $S(A \setminus \tilde{Z}, \mathcal{L}_{\delta^{-\frac{1}{2}} \chi^{-1}})$, where the bundle $\mathcal{L}_{\chi}$ generalizes $\mathcal{L}_s$ in the obvious way, recovering $\mathcal{L}_s$ for $\chi = \delta^s$.

Generalizing, similarly, the notation for $\mathbb{L}_\alpha$ so that $\mathbb{L}_\chi = \mathcal{L}_\psi \otimes \mathcal{L}_{\chi}$, it follows that the image of $S(Z, \mathbb{L}_{\delta^{-1}})$ under $\tilde{p}_\chi$ is the space

$$M_{\chi} := S(A \setminus \tilde{Z}, \mathbb{L}_{\delta^{-\frac{1}{2}} \chi^{-1}}).$$

We are left with computing the image of $M_{\chi}$ under push-forward to $A \setminus \tilde{Z} \sslash SL(V)^{\text{diag}} \cong N \setminus SL(V) \sslash N$. Recall that this is a one-dimensional affine space, and we have fixed a coordinate $\zeta$. We compactify it to $\mathbb{P}^1$, and then we have a rational map $\tilde{Z} \to \mathbb{P}^1$. This map is defined away from the intersection of the divisor $\zeta = 0$ with the divisor $\tilde{Z} \setminus Z$. The complement of this intersection is the union:

$$Z \cup \tilde{Z}^{\text{disj}},$$

where the exponent “disj” denotes the locus over the set $\zeta \neq 0$, that is, over the set of pairs $(v, w) \in V^* \times V^*$ which are not colinear. We have a subspace

$$S(A \setminus Z, \mathcal{L}_\psi) + S(A \setminus \tilde{Z}^{\text{disj}}, \mathbb{L}_{\delta^{-\frac{1}{2}} \chi^{-1}}) \hookrightarrow M_{\chi}, \quad (8.24)$$

which we will denote by $M_{\chi}^0$. We will denote the quotient by $M_{\chi}$. We first study push-forwards of the elements in $M_{\chi}^0$.

The elements of $S(A \setminus Z, \mathcal{L}_\psi)$ are usual Schwartz Whittaker measures, so their push-forward will be the space $S(N, \psi \setminus SL(V) / N, \psi)$. Over $A \setminus \tilde{Z}^{\text{disj}}$, we have an $SL(V) = SL(V)^{\text{diag}}$-equivariant isomorphism:

$$A \setminus \tilde{Z}^{\text{disj}} \simeq (\mathbb{P}^1 \setminus \{0\}) \times SL(V)$$

(compatible with the map to $\mathbb{P}^1 \supset N \setminus SL(V) \sslash N$), and from this it is easy to see that the Whittaker line bundle $\mathcal{L}_\psi$ admits an $SL(V)^{\text{diag}}$-equivariant trivialization. We also claim:

The line bundle $\mathcal{L}_{\delta^{-\frac{1}{2}} \chi^{-1}}$, restricted to $\tilde{Z}^{\text{disj}}$, is the pullback of the line bundle $\mathbb{L}_{\delta^{-\frac{1}{2}} \chi^{-1}}$ over $\mathbb{P}^1 \setminus \{0\}$, whose sections are...
smooth functions of the variable $\zeta^{-1}$, multiplied by the character $|\zeta|^{3/2} \chi(e^{3/2}(\zeta))$.

To see this, use the isomorphism (8.23) to write $A \backslash \hat{Z}^{\text{disj}}$ as $G_a \times A_{\text{ad}}^{\text{diag}} \times \{ \pm 1 \}$, where $(V^* \times V^*)^{\text{disj}}$ refers to pairs of vectors that are not colinear. The group $A_{\text{ad}}^{\text{diag}} \simeq A_{\text{ad}}$ acts, here, by the positive root character on $G_a$, and by the inverse of the action of $A_{\text{ad}}$, as we have defined it, on $(V^* \times V^*)^{\text{disj}}$, that is, by the action which descends from the diagonal action of $A$ on the vector space $V \times V$ through the negative half-root character. The group $SL(V)^{\text{diag}}$ acts freely on $(V^* \times V^*)^{\text{disj}}$, and the quotient is $G_m \subset \mathbb{P}^1$, with $A_{\text{ad}} \simeq A_{\text{ad}}^{\text{diag}}$ acting on it through the negative root character. Thus,

$$A \backslash \hat{Z}^{\text{disj}} / SL(V) \simeq G_a \times A_{\text{ad}}^{\text{diag}} \times G_m \simeq \mathbb{P}^1 \setminus \{ 0 \},$$

with $A_{\text{ad}} \simeq A_{\text{ad}}^{\text{diag}}$ acting via the positive root character on $G_a$ and via the negative root character on $\mathbb{P}^1 \setminus \{ 0 \}$. It is clear, now, from the definition of $L_{\delta^{-3/2} \chi^{-1}}$ that it is pulled back from the line bundle on $\mathbb{P}^1 \setminus \{ 0 \}$ whose sections, in the local coordinate $\zeta^{-1}$ at $\infty$, are of the form described in the claim above.

The map $\hat{Z}^{\text{disj}} \to \mathbb{P}^1 \setminus \{ 0 \}$ is smooth, therefore the image of $S(A \backslash \hat{Z}^{\text{disj}}, L_{\delta^{-3/2} \chi^{-1}})$ is equal to $S(\mathbb{P}^1 \setminus \{ 0 \}, L_{\delta^{-3/2} \chi^{-1}})$. Explicitly, these are smooth measures on $F^\times$ which are of rapid decay towards zero, and of the form

$$C(\zeta^{-1}) |\zeta|^{3/2} \chi(e^{3/2}(\zeta)) d(\zeta^{-1}) = C(\zeta^{-1}) |\zeta|^{3/2} \chi(e^{3/2}(\zeta)) d\zeta$$

close to infinity — the asymptotic behavior of elements of the space that was denoted by $S_{L(\text{Ad}, \chi^{-1} \delta^{-3/2} \sigma \in \mathbb{P}^1)}(N, \psi \backslash SL_2 / N, \psi)$ in §2.2.4.

We conclude that the image of the subspace $M_\chi^0$ of (8.24) under push-forward to $N \backslash SL_2 / N$ coincides with the space $S_{L(\text{Ad}, \chi^{-1} \delta^{-3/2} \sigma \in \mathbb{P}^1)}(N, \psi \backslash SL_2 / N, \psi)$, and the push-forward map is defined on this subspace for every $\chi$. It is easy to see from our proof that, as $\chi$ varies, the maps

$$M_\chi^0 \to S_{L(\text{Ad}, \chi^{-1} \delta^{-3/2} \sigma \in \mathbb{P}^1)}(N, \psi \backslash SL_2 / N, \psi)$$

(8.25)

vary polynomially (in the obvious sense), in the non-Archimedean case, and holomorphically, in the Archimedean case. (One can even see that, in the Archimedean case, the entire sections that one obtains are of Paley–Wiener type, i.e., of moderate growth in bounded vertical strips.)

Let us now study the quotient $\overline{\mathcal{M}}_\chi$. We claim:

For every $\chi$ that is not a pole of $L(\chi, -\frac{\sigma}{2} - \frac{1}{2})$, the coinvariant space $(\overline{\mathcal{M}}_\chi)_{SL(V)}$ is zero. For $\chi_0$ a pole of $L(\chi, -\frac{\sigma}{2} - \frac{1}{2})$, for any $h \in S(A_{\text{ad}})$ with Mellin transform $\hat{h}(\chi)$ vanishing at $\chi_0^{-1}$, the coinvariant space $(\overline{\mathcal{M}}_{\chi_0})_{SL(V)}$ is annihilated by $h$. 
This will imply that the entire family of maps (8.25) extends meromorphically to the spaces $M_{\chi}$, with at most simple poles at the poles of $L(\chi, -\frac{\alpha}{2}, z)$.

Let $\bar{Z}^\dagger$ be the complement of $Z \cup \bar{Z}^{\text{disj}}$. As we have seen in (8.13), dividing by the appropriate measure $dz$ on $Z$, elements of $S(\bar{Z}, \mathbb{L}_{-1})$ become elements of $\mathcal{F}(\bar{Z}, \mathbb{L}_1)$, i.e., Schwartz sections of the line bundle $\mathbb{L}_1$, and this operation is equivariant for the normalized action of $A$. For a while, we will work with the space $\mathcal{F}(\bar{Z}, \mathbb{L}_1)$, in order to describe restrictions to those sections on $\bar{Z}^\dagger$ (or an infinitesimal neighborhood of it, in the Archimedean case). More precisely, we wish to describe the \textit{stalk} of $\mathcal{F}(\bar{Z}, \mathbb{L}_1)$ at $\bar{Z}^\dagger$ which, by definition, is the the quotient $\mathcal{F}(\bar{Z}, \mathbb{L}_1)/\mathcal{F}(\bar{Z} \setminus \bar{Z}^\dagger, \mathbb{L}_1)$. In the non-Archimedean case, this coincides with the space of restrictions of elements of $\mathcal{F}(\bar{Z}, \mathbb{L}_1)$ to $\bar{Z}^\dagger$, while in the Archimedean case it is determined by the restrictions of all derivatives of the elements of $\mathcal{F}(\bar{Z}, \mathbb{L}_1)$ to this subset.

Remembering the isomorphism (8.6),

$$\bar{Z} \cong \mathbb{G}_a \times (V^* \times V^*)$$

the space $\bar{Z}^\dagger$ is the $G' := (A \times \text{SL}(V)^{\text{diag}})/\{\pm 1\}$-invariant subset

$$\{0\} \times \{(v, w) \in V^* \times V^* | v \text{ and } w \text{ are colinear}\} \cong \mathbb{G}_m \times V^*,$$

where both $A$ and $\text{SL}(V)^{\text{diag}}$ act trivially on the $\mathbb{G}_m$-factor, and by our usual conventions on $V^*$, so that the stabilizer of a point is the subgroup $B_{\text{ad}}^{\text{diag}} \subset G'$, where $B^{\text{diag}}$ denotes the embedding $b \mapsto (a(b), b)$ of a Borel subgroup of $\text{SL}(V)$ (with $a(b)$ the image of $b$ under the defining quotient $B \twoheadrightarrow A$), and $B_{\text{ad}} = B/\{\pm 1\}$.

The stabilizer subgroup $B_{\text{ad}}^{\text{diag}}$ of a point acts (unnormalized action) by the character $\delta$ on the fiber of the complex line bundle $\mathbb{L}_1$ over that point, and by the positive root character on the fiber of the (two-dimensional over $F$) normal bundle of $Z^\dagger$ over that point. Let $\mathbb{C}_1$ be the complex, $G'$-equivariant line bundle over $V^*$, where the stabilizer $B_{\text{ad}}^{\text{diag}}$ of some point acts by the character $\delta$, and $\mathbb{C}_{nm}$ the line bundle where it acts by the character $e^{u\alpha}$ (in the Archimedean case).

Thus, the stalk of $\mathcal{F}(\bar{Z}, \mathbb{L}_1)$ at $\bar{Z}^\dagger$ be identified, in the non-Archimedean case, with the space of Schwartz sections

$$\mathcal{F}(\mathbb{G}_m) \hat{\otimes} \mathcal{F}(V^*, \mathbb{C}_1),$$

and recall that the traslation action of $G' := (A \times \text{SL}(V))/\{\pm 1\}$ on this space has been twisted, by our normalization (8.11), by the character $\delta^{\frac{1}{2}}$.

In the Archimedean case, the stalk has a separable decreasing filtration, indexed by $n \in \mathbb{N}$, by sections whose $(n-1)$-st derivatives vanish over $Z^\dagger$. The $n$-th graded quotient can be identified with Schwartz sections of $\mathbb{L}_1$ tensored by the $n$-th symmetric power of the conormal bundle (considered as an $\mathbb{R}$-vector space), i.e., with

$$\mathcal{F}(\mathbb{G}_m) \hat{\otimes} \mathcal{F}(V^*, \mathbb{C}_1 \otimes_{\mathbb{R}} \text{Sym}^n_\mathbb{R}(F_\alpha^2)).$$
where $F^2_\alpha$ stands for a two-dimensional $F$-vector space space with a scalar action of the stabilizer $B^{\text{diag}}_{\text{ad}}$ (really, of $B^{\text{diag}}_{\text{ad}}$) by the positive root character. This space is isomorphic to

$$
\mathcal{F}(G_m) \hat{\otimes} \mathcal{F}(V^*, C_1 \otimes C_{n\alpha}) \otimes_{\mathbb{R}} \text{Sym}_n^2(F^2),
$$

now with trivial $G_1$-action on all but the middle factor. Again, our definition of the action of $G_1$ on sections over $V_\hat{\mathcal{C}}$ includes the twist by $\delta^{1/2}$, by the normalization (8.11)).

The map $S(\hat{Z}, \mathbb{L}_{-1}) \simeq \mathcal{F}(\hat{Z}, \mathbb{L}_1) \to \mathcal{M}_\chi$ descends to a map from the stalk of $\mathcal{F}(\hat{Z}, \mathbb{L}_1)$ over $\mathcal{M}_\chi$ and, passing to $\operatorname{SL}(V)^{\text{diag}}$-coinvariants, we get a map:

$$(\mathcal{F}(\hat{Z}, \mathbb{L}_1)/\mathcal{F}(\hat{Z} \setminus \hat{Z}_1, \mathbb{L}_1))_{\text{SL}(V)} \to (\mathcal{M}_\chi)_{\text{SL}(V)}$$

which is $(A_{\text{ad}}, \chi)$-equivariant with respect to the normalized action on the left.

We analyze the corresponding coinvariant spaces of the graded pieces (8.26) (including $n = 0$, which includes the non-Archimedean case). The group $G' = (A \times \operatorname{SL}(V))/\{\pm 1\}$ only acts on the factor in the middle, which can be identified with $\mathcal{F}(V^*, C_1) \otimes C_{n\alpha}$, where now the whole group $G'$ acts on $C_{n\alpha}$ (in the non-Archimedean case) via the character $e^{n\alpha}$ of its quotient $A_{\text{ad}}$. Under the \textit{unnormalized} actions of $G'$, the space $\mathcal{F}(V^*, C_1)$ is isomorphic to the space of Schwartz measures $S(V^*)$, and hence its $\operatorname{SL}(V)$-coinvariants are simply a complex line with trivial $A_{\text{ad}}$-action. Under the \textit{normalized} action (8.11), this means that

$$
\mathcal{F}(V^*, C_1)_{\text{SL}(V)} \simeq C_{\delta^{1/2}}
$$

as an $A_{\text{ad}}$-module. Hence, the $\operatorname{SL}(V)$-coinvariant space of (8.26) is an $A_{\text{ad}}$-eigenspace with eigencharacter $\chi = \delta^{1/2} \cdot e^{n\alpha}$. As $n$-varies, these are \textit{precisely} the poles of $L(\chi, -\frac{\alpha}{2}, \frac{1}{2})$. The result follows.

\[\square\]

As a special case, we can now prove Part (3) (hence also Part (1)) of Theorem 4.2.1, which I recall here:

\textbf{8.3.2. Theorem.} The equivariant Fourier transform $\mathcal{T}_{\text{SL}_2} := \mathcal{T}_{1d, 1}$ is an isomorphism

$$
\mathcal{T}_{\text{SL}_2} : S_{(\text{Ad}, 1)}^{-}(N, \psi \backslash \text{SL}_2 / N, \psi) \rightarrow S(\text{SL}_2 / \text{SL}_2),
$$

when both sides are understood as measures on the affine line, with our usual coordinate $\zeta$ on the left hand side, and the trace coordinate $t$ on the right.
Proof. Consider the diagram
\[
\begin{array}{ccc}
S(\bar{X}/\text{SL}(V))^o & \xrightarrow{\bar{U}} & S^-(L_{(\text{Sym}^2,1)}(N, \psi/G/N, \psi)) \\
\downarrow & & \downarrow p_s \\
S(\bar{X}/\text{SL}(V))_{(\text{Ad}, \delta^s, \rho)} & \xrightarrow{\text{push-forward}} & S^-(L_{(\text{Ad}, 1/2-\delta)}(N, \psi/\text{SL}_2/N, \psi)).
\end{array}
\tag{8.28}
\]

At the point \(s = -\frac{1}{2}\), where \(p_s\) is simply the push-forward from \(N \backslash G \parallel N\) to \(N \backslash \text{SL}_2 \parallel N\), we also have a push-forward map
\[
S(\bar{X}/\text{SL}(V))^o \rightarrow S(\bar{X}/\text{SL}(V))_{(\text{Ad}, \delta^s)} \rightarrow \text{Meas}(A \backslash \bar{X} \parallel \text{SL}(V)) = \text{Meas} \left( \frac{\text{SL}(V)}{\text{SL}(V)} \right).
\]

I claim that its image is the same as the image of \(S(X/\text{SL}(V))\). Indeed, thinking of \(S(\bar{X}/\text{SL}(V))^o\) as a quotient of the space \(S(\bar{X}_{\text{ad}})^o\) which, under Mellin transform, is identified with Paley–Wiener sections of the sheaf \(\mathscr{E}_\text{ad}^o\) over \(\hat{A}_{\text{ad}, \mathbb{C}}^\circ\) (see §7.6), the meromorphic family of maps to the spaces \(S^-(L_{(\text{Ad}, 1/2-\delta)})(N, \psi/\text{SL}_2/N, \psi)\) corresponds to a meromorphic family of maps
\[
\mathscr{E}_\text{ad, s}^o \rightarrow S^-(L_{(\text{Ad}, 1/2-\delta)})(N, \psi/\text{SL}_2/N, \psi),
\]
where \(\mathscr{E}_\text{ad, s}^o\) denotes the fiber of \(\mathscr{E}_\text{ad}^o\) over \(\delta^s \in \hat{A}_{\text{ad}, \mathbb{C}}^\circ\).

The image of \(S(\bar{X}/\text{SL}(V))^o\) in \(\text{Meas} \left( \frac{\text{SL}(V)}{\text{SL}(V)} \right)\) will be the image of \(\mathscr{E}_\text{ad, -1/2}^o\) (since the sheaf is generated by its Paley–Wiener sections, Lemma 7.6.4). But \(\delta^{-1/2}\) is not a pole of the \(L\)-function \(L(\chi, \omega, -\frac{\alpha}{2}, \frac{1}{2})\), for any quadratic character \(\omega\), so, by definition, the bundle \(\mathscr{E}_\text{ad}^o\) coincides, around this character, with the bundle \(\mathscr{D}_\text{ad}\) describing the Mellin transform of elements of \(S(X_{\text{ad}})\). Thus, the image of \(S(\bar{X}/\text{SL}(V))^o\) under push-forward to \(A \backslash \bar{X} \parallel \text{SL}(V) = \text{SL}(V)/\text{SL}(V)\) is the same as the image of \(S(X_{\text{ad}})\), which is also the same as the image of \(S(X)\) (by the isomorphism of stacks \([X/\text{SL}_2] = [X_{\text{ad}}/\text{PGL}_2]\)); that is, the image is the space \(S \left( \frac{\text{SL}(V)}{\text{SL}(V)} \right)\) of test measures for the stable trace formula of \(\text{SL}(V)\):
\[
S(\bar{X}/\text{SL}(V))^o \rightarrow S \left( \frac{\text{SL}(V)}{\text{SL}(V)} \right). \tag{8.29}
\]

The map \(\bar{U}\) is given, according to (8.19), by the convolution operator \((\psi^{-1}(\bullet) d^x \bullet) \ast_{\lambda}; \) hence, its inverse will be the Fourier convolution \(\tilde{F}_{-\lambda, 1} = (\psi(\bullet) \cdot d^x \bullet) \ast_{-\lambda}.\) For \(f \in S^-_{(L_{(\text{Sym}^2,1)})}(N, \psi/G/N, \psi)\), we can now compute the push-forward of \(\bar{U}^{-1} f\) under the surjection (8.29), and it is immediately
seen to factor through a map

\[ S_{L(Ad,1)}^{-1}(N, \psi \backslash SL_2 / N) \rightarrow S_{\left( \frac{SL(V)}{SL(V)} \right)} \]

given by the same Fourier convolution \( \mathcal{F}_{-\lambda,1} \), where \( -\tilde{\lambda} \) is the image of \( -\lambda \) into the torus \( A \subset \text{Aut}(N \backslash SL_2 / N) \), which coincides with the cocharacter \( e^{\tilde{\alpha}} : a \mapsto \zeta = a \). Recall from (8.18) that the output of this convolution operator, "evaluated" at a point \( \zeta \), corresponds to the "evaluation" of a measure of \( S_{\left( \frac{SL(V)}{SL(V)} \right)} \) at the point corresponding to trace \( t = \zeta \). \( \square \)

The same argument gives us a meaningful statement about a transfer operator \( T_{\chi} \) for every character \( \chi \) of \( A_{\text{ad}} \): Define twisted push-forward maps

\[ p'_\chi : S_{\left( \frac{SL_2}{N} \right)} \rightarrow \text{Meas}(\mathbb{A}^1), \]

where \( \mathbb{A}^1 = \frac{SL_2}{B} = \frac{SL_2}{SL_2} \) has coordinate \( t = \text{the trace} \), by

\[ p'_\chi(\varphi)(t) = t! \left( \varphi(c, t) |e|^{-\frac{1}{2}} \chi^{-1}(c) \right), \]

where \( c \) is the same coordinate on \( \frac{SL_2}{N} \) as before, and \( \chi \) is identified with a character of \( G_m \) through the positive half-coroot cocharacter of \( A_{\text{ad}} \).

The map \( p'_\chi \) factors through \( (B_{\text{ad}}, \chi \delta_{\frac{1}{2}}) \)-coinvariants for the unnormalized conjugation action of \( B_{\text{ad}} \) on \( S(\frac{SL_2}{N}) \), but of course the choice of base points with \( c = 1 \) is important in realizing this coinvariant space as scalar-valued measures in the trace variable \( t \). Denote the image of \( p'_\chi \) by \( S_{\left( \frac{SL_2}{B_{\text{ad}},\chi \delta_{\frac{1}{2}}} \right)} \).

8.3.3. **Proposition.** The operator

\[ |\zeta|^{-\frac{1}{2}} \chi(e^{-\frac{\varphi}{2}}(\zeta)) \mathcal{F}_{Id,\chi \circ e^{\frac{\varphi}{2}}}^{\frac{\varphi}{2}} \]

defines an isomorphism

\[ S_{L(Ad,\chi^{-1}1_{2} \circ e^{\frac{\varphi}{2}})}^{-1}(N, \psi \backslash SL_2 / N) \rightarrow S_{\left( \frac{SL_2}{B_{\text{ad}},\chi \delta_{\frac{1}{2}}} \right)} \]

away from the poles of the local \( L \)-functions \( L(\chi \eta, \frac{-\varphi}{2}, \frac{1}{2}) \), where \( \eta \) ranges over all quadratic characters. Here, \( Id \) denotes the identity cocharacter of the multiplicative group, acting on the one-dimensional space with coordinate \( \zeta = t \).

**Proof.** By the same argument as before, away from the poles of the local \( L \)-functions \( L(\chi \eta, \frac{-\varphi}{2}, \frac{1}{2}) \) we may replace \( S_{L(Ad,\chi^{-1}1_{2} \circ e^{\frac{\varphi}{2}})}^{-1}(N, \psi \backslash SL_2 / N) \) by the image of \( S(X / SL_2) \) under the unfolding map \( \tilde{U} \).
For notational simplicity, let us work with $\chi = \delta^s$, denoting $p'_c$ by $p'_s$ — the general case is identical. The map $\mathcal{S}_{L(\text{Ad}, \frac{1}{2} - s)}^-(N, \psi \backslash \text{SL}_2 / N, \psi)$ can be integrated over when we push forward to $c$ the calculations that follow, 8.4.1. Lemma.

Let $f \in \mathcal{S}_{L(\text{Sym}^2, t)}^-(N, \psi \backslash G / N, \psi)$, and set $\psi(c, t) = \overline{U}^{-1} f(c, t)$ and $\varphi(a, \zeta) = \varphi(\zeta a, \zeta)$. We will apply again the inverse of (8.19), which states that

$$\varphi(a, \zeta) = \mathcal{F}_{\chi, 1} f(a, \zeta) = (\psi(\bullet) | \bullet | d^\pi \bullet) *_{-\chi} f(a, \zeta).$$

We compute the push-forward of $\psi(c, t) | c |^{-\frac{1}{2} - s}$ to the variable $t = \zeta$; in the calculations that follow, $c$ and $a$ are dummy variables that are being integrated over when we push forward to $t = \zeta$:

$$t! \left( \varphi(c, t) | c |^{-\frac{1}{2} - s} \right) = \xi t! \left( \varphi(a, \zeta) | a |^{-\frac{1}{2} - s} \right) =$$

$$= |\zeta|^{-\frac{1}{2} - s} \left( |a|^{-\frac{1}{2} - s} \mathcal{F}_{\chi, 1} f(a, \zeta) \right) =$$

$$= |\zeta|^{-\frac{1}{2} - s} \left( \int_{F^\times} |a|^{-\frac{1}{2} - s} f(a, \zeta z^{-1}) \psi(z) |z| d^\pi z \right) =$$

$$= |\zeta|^{-\frac{1}{2} - s} \left( \int_{F^\times} |az|^{-\frac{1}{2} - s} f(a, \zeta z^{-1}) \psi(z) |z| d^\pi z \right) =$$

$$= |\zeta|^{-\frac{1}{2} - s} \left( \int_{F^\times} p_s f(\zeta z^{-1}) \psi(z) |z| d^\pi z \right) =$$

$$= |\zeta|^{-\frac{1}{2} - s} \mathcal{F}_{Id, \frac{1}{2} + s} (p_s f).$$

8.4. Basic vector. Finally, we verify the statement of Theorem 8.0.1 on the basic vector. Here $F$ will be a non-Archimedean field of residual degree $q$, and the symplectic space $V$ is defined over its ring of integers $\mathcal{O}$, with the symplectic form integral and residually non-vanishing. As a result, all spaces $X, Z$ etc. are defined over $\mathcal{O}$. All choices made in the previous sections should now be integral and residually non-vanishing; for example: the point on $V$ whose stabilizer we denoted by $N$, and the isomorphism $N \cong G_\mathcal{O}$. We also assume that $F$ is unramified over $Q_p$ or $\mathcal{F}_p(t)$, and recall that in this case we take the additive character $\psi$ to have conductor equal to $\mathcal{O}$; the corresponding self-dual measure gives mass 1 to $\mathcal{O}$.

Fix an $\text{SL}_2^2$-invariant measure $dx$ on $X$ and let $dz$ be its dual measure on $\hat{Z}$, as in (8.14).

8.4.1. Lemma. If the measure of $X(\mathcal{O})$ under $dx$ is 1, then the measure of $\hat{Z}(\mathcal{O})$ under $dz$ is 1.
Proof. Indeed, $X$ and $\tilde{Z}$ are fibered over $\text{SL}(V)$, with the former being an affine bundle and the latter being the vector bundle dual to the structure group of the former. Dual measures on the fibers (with respect to the character $\psi$) assign the same mass to the fibers of $X(\mathfrak{o})$ and of $\tilde{Z}(\mathfrak{o})$, hence the claim. □

In §7.7 we defined basic vectors $f_{\tilde{X}}$ and $f_{\tilde{X}}^\circ$ for the spaces $S(\tilde{X}/\text{SL}_2)$ and $S(\tilde{X}/\text{SL}_2)^\circ$; the former was the image of the measure $1_{\tilde{X}(\mathfrak{o})}dx$ with $dx(\tilde{X}(\mathfrak{o})) = 1$. On the other hand, on the space $S_{L(\text{Sym}^2,1)}^-(N)$ we defined in §2.2.4 a “basic vector” $f_{L(\text{Sym}^2,1)}$ as the product of the generating Whittaker function of the $L$-function $L(\text{Sym}^2, 1)$ by a Haar measure on $Z$ with $Z(\mathfrak{o}) = 1$.

8.4.2. Theorem. We have

$$\tilde{U}f_{\tilde{X}}^\circ = (1 - q^{-1})(1 - q^{-2}) f_{L(\text{Sym}^2, 1)},$$

(8.31)

Proof. The statement follows from (7.51) and the analogous statement about $f_{\tilde{X}}$:

$$\tilde{U}f_{\tilde{X}} = (1 - q^{-1})(1 - q^{-2}) f_{L(\text{Sym}^2 \otimes \mathfrak{z}, 1)},$$

(8.32)

Indeed, by the $\text{Ad}$-equivariance of the unfolding map $\tilde{U}$, and by (7.51), it suffices to apply the operator $h_{L(\frac{2}{2}, \frac{1}{2})} - 1$ to the image of $f_{\tilde{X}}$ in order to arrive at the image of $f_{\tilde{X}}^\circ$: but this operator maps $f_{L(\text{Sym}^2 \otimes \mathfrak{z}, 1)}$ to $f_{L(\text{Sym}^2, 1)}$. (Notice that the action of $h_{L(\frac{2}{2}, \frac{1}{2})} - 1$ in (7.51) is the normalized one, which corresponds to the unnormalized action of the analogous element $h_{L(\frac{2}{2}, \frac{1}{2})}$.)

Consider the tensor product representation

$$\otimes : \mathbb{G}_m \times \text{SL}_2 \times \text{SL}_2 \to \tilde{G} \to \text{GL}_4,$$

(8.33)

where the first arrow is dual to the quotient $\tilde{G} \to \text{Ad} \times \text{PGL}_2$, with $\text{Ad}$ identified as $\mathbb{G}_m$ via the positive root character.

By Rankin–Selberg theory, the image of the function $1_{\tilde{X}(\mathfrak{o})}$ under unfolding is the Whittaker function which is a generating series for local tensor product $L$-value $L(\otimes, 0)$:

$$\tilde{U}(1_{\tilde{X}(\mathfrak{o})}) = \sum_{i \geq 0} \tilde{h}_{\text{Sym}^i(\otimes)} \ast F_0,$$

(8.34)

where $F_0 \in \mathcal{F}(Z, \mathcal{L}_\psi)$ is the Whittaker function which is supported on $Z(\mathfrak{o}) = N^2 \tilde{G}(\mathfrak{o})$ and is equal to 1 on $\tilde{G}(\mathfrak{o})$, and our notation for elements in the Hecke algebra (here denoted by a tilde, because of $\tilde{G}$) is as in §2.2.4. Here the convolution is as in (2.2.4), unnormalized. Equivalently, when the measure $dz = \delta(z)dxz$ on $\tilde{Z}$ is normalized to have total mass 1 (this is not our standard normalization! see below) on $Z(\mathfrak{o})$, we have

$$\int_{\tilde{Z}} \tilde{U}(1_{\tilde{X}(\mathfrak{o})})(z) W_\pi(z) dz = L(\bar{\pi}, \otimes, 1),$$
where $W_{\tilde{\pi}}$ is the unramified Whittaker function of an unramified representation $\tilde{\pi}$, normalized to have value 1 at 1; indeed, this is the statement of [Jac72, Proposition 15.9].

We can multiply (8.34) by the dual measures $dx$ and $dz$ but notice that, if $dx(X(\sigma)) = 1$, then $dx(X(\sigma)) = (1 - q^{-2})$, hence by Lemma 8.4.1 $dz(Z(\sigma)) = (1 - q^{-2})$, and $dz(Z(\sigma)) = (1 - q^{-2})(1 - q^{-2})$, hence the factor in (8.32).

To arrive at (8.31), we compute the image (push-forward) of the measure $U_{\tilde{\pi}} 1_{X(\sigma)} dz$ in $\mathcal{S}(N, \psi' G/N, \psi)$. By (8.34) and the volume calculation that we just did, it will coincide with

$$(1 - q^{-1})(1 - q^{-2}) p_n \left( \sum_{i \geq 0} q^{-i} m! (\text{h}_{\text{Sym}^i(\mathbb{R})}) \right),$$

(8.35)

where $p_n$ is the twisted push-forward of §2.2.1, and $m!$ denotes push-forward (essentially, convolution) with respect to the map

$$m : \tilde{G} \to G$$

descending from the map

$$A \times \text{SL}(V)^2 \ni (a, g_1, g_2) \mapsto (a, g_1 g_2^{-1}) \in A \times \text{SL}(V).$$

8.4.3. **Lemma.** The following diagram commutes:

$$\begin{array}{ccc}
\mathcal{H}(\tilde{G}, \tilde{K}) & \xrightarrow{m!} & \mathcal{H}(G, K) \\
\downarrow & & \downarrow \\
\mathbb{C}[\tilde{G}] \tilde{G} & \xrightarrow{m!} & \mathbb{C}[\tilde{G}] \tilde{G},
\end{array}$$

where the vertical arrows denote the Satake isomorphism, and the bottom horizontal arrow is induced by the map of dual groups:

$$m^* : \tilde{G} = G_m \times \text{PGL}_2 \ni (\chi, x) \mapsto [\chi, \tilde{x}, \tilde{x}] \in \tilde{G}.$$

**Proof of the lemma.** The statement easily reduces to the corresponding statement for the push-forward under $\tilde{G} \to G \to \text{SL}_2$, simply by “slicing” a Hecke element along preimages of $A_{\text{adm}}(\sigma)$-cosets in $A_{\text{adm}}$. Thus, consider the push-forward map

$$A \backslash \tilde{G} \simeq \text{SL}_2^2 / \{ \pm 1 \} \simeq \frac{\text{SO}_4}{m} \text{SL}_2,$$

2As a check for the normalization, the intersection of $X(\sigma)$ with the preimage of $V^* \times V^*(\sigma)$ is equal to $X(\sigma)$; hence, over $V^* \times V^*(\sigma)$ the function $1_{X(\sigma)}$ coincides with the characteristic function of $X(\sigma)$, and Fourier transform on the fibers takes it to the Whittaker function which, as a function on $\tilde{Z}$, is equal to 1 on a point $(x, \ell)$ with $x \in X(\sigma)$ having image $(v_1, v_2) \in V^* \times V^*(\sigma)$, and $\ell : N \to G_a$ an integral isomorphism, where $N$ is the stabilizer of $v_1$. 
where we have denoted again by $m$ the action map on the identity element of $SL_2$. We want to show that it induces the morphism dual to the morphism of dual groups

$$PGL_2 \overset{\text{diag}}{\hookrightarrow} SL_2^2/\{\pm 1\}$$

on the Hecke algebra.

There is nothing special about $SL_2$ here, besides the fact that the Chevalley involution is inner. The general statement is that, for a group $H$ with center $Z$, the action map

$$\tilde{H} := H \times Z H \xrightarrow{m} H$$

induced from $(g_1, g_2) \mapsto g_1^{-1} g_2$ induces the map of Hecke algebras dual to

$$\tilde{H} \ni \tilde{g} \mapsto (\tilde{g}^c, \tilde{g}) \in \tilde{H},$$

where $c$ is a Chevalley involution (corresponding to the map $h \mapsto h^\vee (g) = h(g^{-1})$ on Hecke algebras).

The statement holds, because the Satake isomorphism is an algebra isomorphism, for the action maps

$$H \times H \rightarrow H$$

and

$$H_{ad} \times H_{ad} \rightarrow H_{ad},$$

where $H_{ad} = H/Z$. There is a canonical map of Hecke algebras, from the Hecke algebra of $H \times H$ to that of $\tilde{H}$ to that of $H_{ad} \times H_{ad}$ (push-forward followed, if necessary, by convolution by the probability measure of the hyperspecial subgroup of the target), hence we get a commutative diagram, using the Satake isomorphism (and assuming that $H$ is split, for notational simplicity):

$$\begin{array}{ccc}
\mathbb{C}[\tilde{H}]^{\text{inv}} & \xrightarrow{m} & \mathbb{C}[\tilde{H}]^{\text{inv}} \\
\downarrow & & \downarrow \\
\mathbb{C}[\tilde{H}_{sc} \times \tilde{H}_{sc}]^{\text{inv}} & \xrightarrow{\text{conv}} & \mathbb{C}[\tilde{H}_{sc}]^{\text{inv}},
\end{array}$$

where $\tilde{H}_{sc}$ denotes the simply connected cover of the dual group (= the dual group of $H_{ad}$), and the exponent “inv” denotes invariants under conjugation.

The right vertical arrow is injective, and hence the statement follows from the corresponding statement for $H_{ad}$.

The pullback of the tensor product representation of $\tilde{G}$ under $m^*$ is equal to the sum

$$\left( e^{\hat{\varphi}} \otimes \text{Ad} \right) \oplus e^{\hat{\varphi}}$$
of representations of $\tilde{G} = \tilde{A}_{\text{ad}} \times \text{PGL}_2$. When we identify $\tilde{A}_{\text{ad}}$ with $\mathbb{G}_m$ by the character $e^{\frac{z}{2}}$, the second summand becomes the identity representation of $\mathbb{G}_m$, that we will denote by $\text{Id}$, while the first factor becomes the representation $\text{Sym}^2$ of $\text{GL}_2$, factoring through the quotient $\mathbb{G}_m \times \text{PGL}_2$ (with the map to $\mathbb{G}_m$ being the determinant). Thus, (8.35) is equal to

$$
(1 - q^{-1})(1 - q^{-2})p_n\left(\sum_{i \geq 0} q^{-i}h_{\text{Sym}^1(\text{Id} \oplus \text{Sym}^2)}\right) =
$$

$$
= (1 - q^{-1})(1 - q^{-2})p_n\left(\left(\sum_{i \geq 0} q^{-i}h_{\text{Sym}^1(\text{Id})}\right) * \left(\sum_{i \geq 0} q^{-i}h_{\text{Sym}^1(\text{Sym}^2)}\right)\right) =
$$

$$
= (1 - q^{-1})(1 - q^{-2})\left(\sum_{i \geq 0} q^{-i}h_{\text{Sym}^1(\text{Id})}\right) * p_n\left(\sum_{i \geq 0} q^{-i}h_{\text{Sym}^1(\text{Sym}^2)}\right),
$$

the last step because the action of $\tilde{A}_{\text{ad}} \simeq \mathbb{G}_m$ commutes with twisted push-forward.

This is the push-forward of $U(\chi_\ell)dz$, i.e., the element $\tilde{U}(f_\chi)$, and according to (7.51), $U(f_\chi)$ will be obtained by applying to it, under the normalized action, the element of $S(D)$ whose Mellin transform is $L(\chi, \frac{1}{2}, \frac{1}{2})^{-1}$. This cancels the factor $\left(\sum_{i \geq 0} q^{-i}h_{\text{Sym}^1(\text{Id})}\right)$, and we arrive at the statement of the theorem.

$\Box$

8.4.4. Corollary. The statement of Theorem 8.0.1 on basic vectors holds: the vector $f_{L(\text{Sym}^2, \frac{1}{2})}$ is contained in $\mathcal{D}_{L(\text{Sym}^2, \frac{1}{2})}(N, \psi \backslash G/N, \psi)$, and

$$
\mathcal{H}_{\text{Sym}^2}(h \cdot f_{L(\text{Sym}^2, \frac{1}{2})}) = h \cdot f_{L((\text{Sym}^2) \vee, \frac{1}{2})},
$$

for any element $h$ of the unramified Hecke algebra of $G$.

Proof. Notice that when passing from measures to half-densities as per Remark 8.2.1, because of a factor of $\delta^{-\frac{1}{2}}$ the measure $f_{L(\text{Sym}^2, 1)}$ is mapped to the half-density that we denote by $f_{L((\text{Sym}^2) \vee, \frac{1}{2})}$. It follows from Theorem 8.4.2 that $f_{L(\text{Sym}^2, \frac{1}{2})}$ is contained in $\mathcal{D}_{L(\text{Sym}^2, \frac{1}{2})}(N, \psi \backslash G/N, \psi)$. Moreover, by Theorems 8.4.2 and 7.7.1, it is mapped by $\mathcal{H}_{\text{Sym}^2}$ to $f_{L((\text{Sym}^2) \vee, \frac{1}{2})}$. Since $\mathcal{H}_{\text{Sym}^2}$ descends from a $\tilde{G}$-equivariant transform, the same is true when we act by the unramified Hecke algebra of $\tilde{G}$, which by Lemma 8.4.3 descends to the action of the unramified Hecke algebra of $G$. $\Box$

Finally, we can now prove the remaining assertion (4) (the fundamental lemma) of Theorem 4.2.1, which we recall:

8.4.5. Theorem. At non-Archimedean places, unramified over the base field, the transfer operator $T_{\text{SL}_2}$ of Theorem 8.3.2 satisfies the fundamental lemma for the
Hecke algebra up to a factor of \( \zeta(2) = (1-q^{-2})^{-1} \), namely: for all \( h \in \mathcal{H}(SL_2, K) \subset S(SL_2) \), it takes the element
\[
h \cdot f_{L(Ad,1)} \in \mathcal{S}_{L(Ad,1)}^-(N, \psi) / SL_2\]
to the image of \( \zeta(2) \) in \( S(SL_2) \).

**Proof.** By Statement (3) of Theorem 4.2.1, proven at the end of §8.3, the operator \( \bar{U} \) descends to the operator \( \mathcal{T}^{-1} = \mathcal{F}_{Id,1}^{-1} \) in the coordinates of the theorem; this is the bottom arrow of diagram (8.28), for \( s = -\frac{1}{2} \).

Now we descend Theorem 8.4.2, (7.51), and (7.53) to the bottom row of diagram (8.28), for \( s = -\frac{1}{2} \); that corresponds to evaluating Satake transforms for \( \hat{A}_{ad} \) at the character \( \delta^{-\frac{1}{2}} \), and to push-forwards of measures to the spaces \( A_{ad} \backslash X / SL_2 = \frac{SL_2}{SL_2} \) and \( (N, \psi) \backslash SL_2 / (N, \psi) \). Notice that the push-forward of \( f_X \) to \( \frac{SL_2}{SL_2} \) is equal to the push-forward of the identity element of the unramified Hecke algebra of \( SL_2 \) under \( SL_2 \to \frac{SL_2}{SL_2} \) — let us denote it by \( f_{SL_2} \). By (7.53) (or, directly from the definitions), this will be the same as the push-forward of \( f_{\bar{X}} \) which, by (7.51), is \((1-q^{-1})^{-1}\) times the push-forward of \( f_{\bar{X}} \). By Theorem 8.4.2, this will map to the element \((1-q^{-2})f_{L(Ad,1)}\) in \( \mathcal{S}_{L(Ad,1)}^-(N, \psi) / SL_2\), hence
\[
\mathcal{T}^{-1}f_{SL_2} = (1-q^{-2})f_{L(Ad,1)}.
\]

\[\square\]

**8.4.6. Remark.** As a reality check, let us compute the limit (which stabilizes)
\[
\lim_{|\zeta| \to \infty} \mathcal{T}^{-1}f_{SL_2} / \mathcal{L}_{\psi}.
\]

On one hand, a straightforward calculation using the formula \( \mathcal{T}^{-1} = \mathcal{F}_{Id,1}^{-1} \) shows that this limit is equal to the total mass of \( f_{SL_2} \), which is 1. On the other hand, as we saw in (2.29), this is also the limit for \((1-q^{-2})f_{L(Ad,1)}\).

**8.5. Relative characters.** Let \( \iota \) be the involution on \( \hat{G} = (A \times SL_2)^2 / \{ \pm 1 \} \) that is induced from the inversion map on \( A \). Recall that we have a canonical identification \( Z \simeq A_{ad} \times V^* \times V^* \); the inversion map on \( A_{ad} \) gives rise to an endomorphism \( j \) of \( Z \) which is \((\hat{G}, \iota)\)-equivariant, i.e., it twists the action of \( \hat{G} \) by \( \iota \).

There is also an endomorphism of the line bundle \( L_{\psi^{-1}} \) which is compatible with \( j \). It is described as follows: Recall that \( L_{\psi^{-1}} \) was obtained by reduction (via the character \( \psi^{-1} \)) of the \( \mathbb{G}_a \)-bundle \( \bar{Z} \to Z \), see §8.1, whose
points can be identified with triples \((v, g, z) \in V^* \times G \times \mathbb{G}_a\). Thus, it is enough to define a lift \(\tilde{j}\) of \(j\) to \(\tilde{Z}\). The obvious map \((v, g, z) \mapsto (v, g, z^{-1})\) will not work, because it is not \((\tilde{G}, \iota)\)-equivariant. Instead, we define

\[
\tilde{j}(v, g, z) = (z^{-1}v, g, z^{-1}).
\]

This induces an identification \(j^* \mathcal{L}_{\psi}^1 \simeq \mathcal{L}_{\psi}^1\), but because of our normalization (8.11) of the action on functions or sections, this does not quite induce a \((\tilde{G}, \iota)\)-equivariant map on sections. We will instead work with half-densities, denoting by \(D^{\infty}(\mathcal{L}_{\psi}^1)\) the product of the space \(C^{\infty}(Z, \mathcal{L}_{\psi}^1)\) of smooth sections by \((dz)^{1/2} = (\delta(z) d^* z)^{1/2}\), see (8.13). (In particular, \(D^{\infty}\) contains the space of Schwartz half-densities, that we denote simply by \(D\).)

Thus, we get a \((\tilde{G}, \iota)\)-equivariant pullback map of \(\mathcal{L}_{\psi}^1\)-valued half-densities:

\[
j^* : D^{\infty}(Z, \mathcal{L}_{\psi}^1) \to D^{\infty}(Z, \mathcal{L}_{\psi}^1).
\]

Explicitly, in terms of the isomorphisms (8.7), we have just identified \(D^{\infty}(\mathcal{L}_{\psi}^1)\) with Whittaker functions \(C^{\infty}(\tilde{N}, \tilde{\psi}^{-1})\) times the product of \(\delta^{1/4}\) (considered as a function on \(G\)) by a Haar half-density, and applied the automorphism \(\iota\) to \(\tilde{G}\) (which does not change the character \(\tilde{\psi}\) of \(\tilde{N}\)); here, \(\tilde{N} = N \times N\) is the stabilizer of a point on the diagonal \(V^* \hookrightarrow V^* \times V^*\), and \(\tilde{\psi}^{-1}\) is the character by which it acts on the fiber of \(\mathcal{L}_{\psi}^1\) — it is of the form \(\psi^{-1} \boxtimes \psi\) for the identification \(N \simeq \mathbb{G}_a\) induced by the symplectic structure.

Let \(\tau\) be a generic irreducible representation of \(\tilde{G}\). The composition \(\tau \circ \iota\) is isomorphic to the contragredient \(\tilde{\tau}\) of \(\tau\). The (half-density-valued) Whittaker model of \(\tau\) is the subspace of \(D^{\infty}(Z, \mathcal{L}_{\psi}^1)\) that is isomorphic to \(\tau\); it will be denoted by \(\mathcal{W}(\tau)\). Thus, \(j^* \mathcal{W}(\tau) = \mathcal{W}(\tilde{\tau})\).

There is a \(\tilde{G}\)-invariant pairing

\[
\mathcal{D}(\bar{X}) \otimes \mathcal{W}(\tau) \to \mathbb{C},
\]

defined by the convergent integral

\[
\varphi \otimes W_{\tau} \mapsto \langle \varphi, W_{\tau} \rangle := \int_Z \mathcal{U}(\varphi) W_{\tau}
\]

when the central character of \(\tau\) is such that elements of \(\mathcal{W}(\tau)\) vanish sufficiently rapidly on \(\tilde{Z} \setminus Z\), and by meromorphic continuation otherwise.

By the \((\tilde{G}, \iota)\)-equivariance of the symplectic Fourier transform \(\mathcal{F}\) on \(\mathcal{D}(\bar{X})\), the pairing

\[
\varphi \otimes W_{\tau} \mapsto \langle \mathcal{F}\varphi, j^* W_{\tau} \rangle
\]

is also a \(\tilde{G}\)-invariant pairing between the same spaces, varying meromorphically in \(\tau\). By a multiplicity-one property, it has to be a meromorphic multiple of the former, i.e., there is a meromorphic scalar

\[
\gamma(\tau, \otimes \frac{1}{2}, \psi)
\]
such that
\[ \langle \tilde{\Phi}, \sigma^* W_\tau \rangle = \gamma(\tau, \otimes \frac{1}{2}, \psi) \langle \varphi, W_\tau \rangle. \]

This is the Rankin–Selberg gamma factor, denoted as \( \epsilon'(\frac{1}{2}, \tau, \psi) \) in [Jac72, (14.8.6)].

**8.5.1. Remark.** To compare to [Jac72], we need to identify the group \( \tilde{G} \) with the group \( GL_2 \times G_m, \det GL_2 \) via the map that descends from

\[ A \times SL_2^2 \ni (a, g_1, g_2) \mapsto (e^{\frac{a}{2}}(a), e^{\frac{a}{2}}(a)g_2). \]

The integral \( \Psi(\frac{1}{2}, W_1, W_2, \Phi) \) of Jacquet, then, is\(^3\) our pairing \( \langle \Phi, W_\tau \rangle \), except that Jacquet defines the unfolding map by using the character \( \psi \) instead of \( \psi^{-1} \) in (8.10), and hence his function \( W_1(g_1)W_2(ng_2) \) lives in \( C^\infty(\tilde{N}, \tilde{\psi}\tilde{\chi}) \), instead of our \( C^\infty(\tilde{N}, \tilde{\psi}\tilde{\chi}) \) — this does not affect the functional equation. The involution \( \iota \) on \( \tilde{G} \) reads \( (g_1, g_2) \mapsto (\frac{g_1}{\det(g_1)}, \frac{g_2}{\det(g_2)}) \) on \( GL_2 \times G_m, \det GL_2 \).

The integral \( \hat{\Psi}(\frac{1}{2}, W_1, W_2, \Phi) \) of Jacquet, though, does not fully correspond to our \( \langle \tilde{\Phi}, \sigma^* W_\tau \rangle \), because it arises from applying the involution \( W_1(g_1) \cdot W_2(\eta g_2) \mapsto W_1(g_1)\omega_1^{-1}(\det g_1) \cdot W_2(\eta g_2)\omega_2^{-1}(\det g_2) \) to Whittaker functions, where \( \omega = (\omega, \omega_2) \) are the central characters for the two factors of \( \tau \), and \( \eta = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \). In contrast, our involution would read \( W(g) \mapsto W(g)\omega^{-1}(g) \), for \( g = (g_1, g_2) \). The two differ by a factor of \( \omega_2(-1) \), which is why this factor appears in Jacquet’s functional equation, but not ours.

When the restriction of \( \tau \) to the subgroup \( SL_2^2 \subset \tilde{G} = GL_2 \times G_m, \det GL_2 \) contains an irreducible representation of the form \( \sigma \otimes \sigma \) (notice that \( \tilde{\sigma} \simeq \sigma \) for \( SL_2 \)), then \( \tau \) is the restriction of an irreducible representation \( \tau_1 \boxtimes \tau_2 \) of \( GL_2^2 \), with \( \tau_1 = \tilde{\tau}_2 \otimes (\chi \circ \det) \), for some character \( \chi \) of \( F^\times \). For such a \( \tau \), consider the irreducible representation \( \pi = \chi \boxtimes \sigma \) of \( G = A_{ad} \times SL_2 \). One defines the symmetric-square \( \gamma \)-factor as

\[ \gamma(\chi \boxtimes \sigma, \text{Sym}^2, \frac{1}{2}, \psi) := \frac{\gamma(\tau, \otimes \frac{1}{2}, \psi)}{\gamma(\chi \otimes \frac{1}{2}, \psi)}. \quad (8.36) \]

It clearly depends only on the \( L \)-packet of \( \chi \boxtimes \sigma \).

For the following theorem, we consider half-density-valued relative characters for the Kuznetsov formula, that we will also denote by \( J_\pi \), as we denoted the corresponding generalized functions in §4.1. In terms of the coordinates \( (a, \zeta) \) that we have been using (with \( a \) the value of the positive root character on \( A_{ad} \), and \( \zeta \) our usual coordinate for \( N \setminus SL_2 \| N \)), the (generalized) half-density \( J_\pi \) is the product of the generalized function \( J_\pi \) by the half-density \( |\zeta| \cdot (d^X) \cdot \co \).
8.5.2. Theorem. The Hankel transform

\[ \mathcal{H}_{\text{Sym}^2} : D_{L(Sym^2, \frac{1}{2})}(N, \psi\langle G/N, \psi \rangle) \xrightarrow{\sim} D_{L((\text{Sym}^2)\vee, \frac{1}{2})}(N, \psi\langle G/N, \psi \rangle) \]

satisfies

\[ \mathcal{H}_{\text{Sym}^2}^* J_\pi = \gamma(\pi, \text{Sym}^2, \frac{1}{2}, \psi) \cdot J_\pi, \tag{8.37} \]

for relative characters \( J_\pi \) on \( (N, \psi\langle G/N, \psi \rangle) \), understood as an identity of meromorphically varying functionals on \( D_{L(Sym^2, \frac{1}{2})}(N, \psi\langle G/N, \psi \rangle) \), as \( \pi \) varies in any family of irreducible representations of \( G \).

Proof. By definition, \( \mathcal{H}_{\text{Sym}^2} = \bar{U}^\vee \circ \mathcal{H}_X^\circ \circ \bar{U}^{-1} \), where \( \bar{U} \) is the descent of the unfolding map \( U \) to push-forwards modulo the \( \text{SL}_2^\text{diag} \)-action, and \( \bar{U}^\vee = j^* \circ \bar{U} \).

We first study the transform

\[ \bar{U}^\vee \circ \mathcal{H}_X \circ \bar{U}^{-1}, \]

which is equal to the lower row of the following commutative diagram (using the notation introduced after Lemma 8.1.3), followed by the inversion map \( j^* \):

\[
\begin{array}{cccccc}
D^{--}(Z, \mathcal{L}_\psi) & \xrightarrow{U^{-1}} & D(X) & \xrightarrow{\delta} & D(\bar{X}) & \xrightarrow{U} & D^{--}(Z, \mathcal{L}_\psi) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
D^{--}(N, \psi\langle G/N, \psi \rangle) & \xrightarrow{\bar{U}^{-1}} & D(\bar{X}/\text{SL}_2) & \xrightarrow{\mathcal{H}_X} & D(\bar{X}/\text{SL}_2) & \xrightarrow{\bar{U}} & D^{--}(N, \psi\langle G/N, \psi \rangle).
\end{array}
\]

Write \( \pi \) as \( \chi \boxtimes \sigma \), and let \( \tau_1 \) be an irreducible representation of \( \text{GL}_2 \) whose restriction to \( \text{SL}_2 \) contains \( \sigma \) as the unique \( (N, \psi^{-1}) \)-generic subrepresentation; we denote by \( \omega \) its central character. Let \( \mathcal{W}(\tau_1) \subset D^{\infty}(N, \psi^{-1}\langle \text{GL}_2 \rangle) \) denote the Whittaker model of \( \tau_1 \), and \( \mathcal{W}'(\tau_1) \) the Whittaker model defined with the inverse character \( \psi \). Fix any dual pairing \( \mathcal{W}'(\tau_1 \otimes (\omega^{-1} \circ \text{det})) \simeq \mathcal{W}^{\vee}(\tau_1) \); a Kuznetsov relative character for the representation \( \tau_1 \) of \( \text{GL}_2 \) can be thought of as the \( \text{GL}_2^\text{diag} \)-invariant generalized Whittaker half-density

\[ \mathbb{W}_{\tau_1} := \sum_i W_i \boxtimes W_i^{\vee} \in (D(N, \psi\langle \text{GL}_2 \rangle \times N, \psi^{-1}\langle \text{GL}_2 \rangle))^*, \]

where \( (W_i, W_i^{\vee}) \) runs over a dual basis of \( \mathcal{W}(\tau_1) \boxtimes \mathcal{W}'(\tau_1 \otimes (\omega^{-1} \circ \text{det})) \).

We identify the space \( Z \) with \( (N \backslash \text{GL}_2) \times_{G_m, \text{det}} (N \backslash \text{GL}_2) \), and we freely restrict half-densities to subspaces, by choosing the necessary Haar half-densities; these choices will not matter for the functional equation. Consider the restriction of the half-density \( \mathbb{W}_{\tau_1} \cdot (\chi \circ \text{det}) \) to \( Z \); it is the pullback of the Kuznetsov relative character \( J_\pi \) for the representation \( \pi = \chi \boxtimes \sigma \) of \( G \), up to a scalar that is independent of \( \chi \).

Let \( \tau \) be the representation \( \tau_1 \boxtimes \tau_1 \otimes (\chi \circ \text{det}) \) of \( \text{GL}_2^2 \). By the definition of the Rankin–Selberg \( \gamma \)-factors that we saw above, for every \( \varphi \in D(\bar{X}) \) we
have
\[
\int_Z \mathcal{U}^\nu \tilde{\mathcal{F}} \cdot \mathcal{W}_{\tau_1} : (\chi \circ \text{det}) = \gamma(\tau, \otimes, \frac{1}{2}, \psi) \int_Z \mathcal{U} \varphi \cdot \mathcal{W}_{\tau_1} : (\chi \circ \text{det}).
\]

If \( f \) is the image of \( \mathcal{U} \varphi \) in \( \mathcal{D}^-_{L(\text{Sym}^2, \frac{1}{2})} (N, \psi \backslash G / N, \psi) \), this can also be written:
\[
\int_{N \backslash G / N} \mathcal{U}^\nu \mathcal{H}_X \mathcal{U}^{-1} f \cdot J_\pi = \gamma(\tau, \otimes, \frac{1}{2}, \psi) \int_{N \backslash G / N} f \cdot J_\pi.
\]

Thus, the adjoint of \( \mathcal{U}^\nu \circ \mathcal{H}_X \circ \mathcal{U}^{-1} \) acts on \( J_\pi \) by the scalar \( \gamma(\tau, \otimes, \frac{1}{2}, \psi) \).

On the other hand, by (7.48), \( \mathcal{H}_X = \mathcal{F}_{\frac{1}{2}} \circ \mathcal{H}_X^0 \), so by (2.12) the adjoint of \( \mathcal{H}_{\text{Sym}^2} = \mathcal{U}^\nu \circ \mathcal{H}_X^0 \circ \mathcal{U}^{-1} \) acts on \( J_\pi \) by the scalar
\[
\frac{\gamma(\tau, \otimes, \frac{1}{2}, \psi)}{\gamma(\chi, \frac{1}{2}, \psi)} = \gamma(\pi, \text{Sym}^2, \frac{1}{2}, \psi).
\]

\[\Box\]

8.5.3. Remark. A careful choice of the duality between \( \mathcal{W}(\tau_1 \otimes (\omega^{-1} \circ \text{det})) \) and \( \mathcal{W}(\tau_1) \) could lead to a direct proof of Statement (2) of Theorem 4.2.1.

8.6. Comparison with the boundary degeneration and the standard \( L \)-function. Here \( F \) is a non-Archimedean field. The asymptotics morphism (3.6)
\[
\epsilon^*_\mathcal{O} : S(Z, \mathcal{L}_\psi) \to S^+(Z)
\]
extends to the image of the space \( S(X) \) under the unfolding map \( \mathcal{U} \), which we have denoted (after Lemma 8.1.3) by \( S^{-\psi}(Z, \mathcal{L}_\psi) \). The image of \( S^{-\psi}(Z, \mathcal{L}_\psi) \) under \( \epsilon^*_\mathcal{O} \) will be denoted by \( S^{\pm \psi}(Z) \). There is a commutative diagram
\[
\begin{array}{ccc}
S^{-\psi}(Z, \mathcal{L}_\psi) & \xrightarrow{\epsilon^*_\mathcal{O}} & S^{\pm \psi}(Z) \\
\downarrow & & \downarrow \\
S^{-\psi}(N, \psi \backslash G / N, \psi) & \rightarrow & \text{Meas}(N \backslash G / N),
\end{array}
\]

where the vertical arrows are the natural push-forward maps, and the bottom horizontal arrow exists by an easy extension of Theorem 3.6.4; let us denote it, too, by \( \epsilon^*_\mathcal{O} \). We are interested in the subspace \( S^-_{L(\text{Sym}^2, 1)} (N, \psi \backslash G / N, \psi) \subseteq S^{-\psi}(N, \psi \backslash G / N, \psi) \). Denote by \( S^{\pm \psi}_{L(\text{Sym}^2, 1)} (N \backslash G / N) \) its image under \( \epsilon^*_\mathcal{O} \).

Let \( A_G \approx A_{\text{ad}} \times A \) denote the Cartan of \( G \); by the conventions of \( \S 2.2.1 \), it is identified with an open subset of \( N \backslash G / N \). We also have corresponding spaces of half-densities, with a map
\[
\mathcal{D}^-_{L(\text{Sym}^2, \frac{1}{2})} (N, \psi \backslash G / N, \psi) \xrightarrow{\epsilon^*_\mathcal{O}} \mathcal{D}^{\pm}_{L(\text{Sym}^2, \frac{1}{2})} (N \backslash G / N),
\]
by dividing by the half-density \((|a|d^a_a \cdot |\zeta|^2 d^\zeta \zeta)^{\frac{1}{2}} \) in our usual coordinates \((a, \zeta)\) for \( A_{\text{ad}} \times A \) (see Remark 8.2.1). Applying the inversion map \( j \) on the
A \text{ad}-coordinate of $G$, we get a similar space $D_{\text{L}(\text{Sym}^2) \vee \frac{1}{2}}^\pm (N \backslash G/N)$ of half-densities on $N \backslash G \backslash N$, which is the asymptotic image of $D_{\text{L}(\text{Sym}^2) \vee \frac{1}{2}}^- (N, \psi \backslash G/N, \psi)$.

8.6.1. Theorem. There is a unique $A_G$-equivariant operator $\mathcal{H}_{\text{Sym}^2, \varnothing}$ making the following diagram commute:

$$
\begin{array}{ccc}
D_{\text{L}(\text{Sym}^2) \vee \frac{1}{2}}^- (N, \psi \backslash G/N, \psi) & \xrightarrow{e^* \varnothing} & D_{\text{L}(\text{Sym}^2) \vee \frac{1}{2}}^\pm (N \backslash G/N) \\
\downarrow \mathcal{H}_{\text{Sym}^2} & & \downarrow \mathcal{H}_{\text{Sym}^2, \varnothing} \\
D_{\text{L}(\text{Sym}^2) \vee \frac{1}{2}}^- (N, \psi \backslash G/N, \psi) & \xrightarrow{e^* \varnothing} & D_{\text{L}(\text{Sym}^2) \vee \frac{1}{2}}^\pm (N \backslash G/N)
\end{array}
$$

It is given by $\mathcal{H}_{\text{Sym}^2, \varnothing} = \mathcal{F}_{-\lambda_+ \psi} \circ \mathcal{F}_{-\lambda_0 \psi} \circ \mathcal{F}_{-\lambda_- \psi}$, understood as regularized Fourier convolutions.

The proof is very similar to that of Theorem 4.3.1, and will be omitted. It is, in fact, easier, since here we do not need to compare relative characters on different spaces, but only on $pN, \psi \backslash G$ — thus, the main input is simply (8.37) on the action of $\mathcal{H}_{\text{Sym}^2}$ on relative characters, and the stated $\mathcal{H}_{\text{Sym}^2, \varnothing}$ is simply the only $A_G$-equivariant transform that can act on relative characters by the same gamma factors. Again, at no point will we need to use the explicit formula (8.1) for $\mathcal{H}_{\text{Sym}^2}$. Comparing this formula with the theorem above, we discover again a very gratifying reality: $\mathcal{H}_{\text{Sym}^2}$ is simply a deformation of the abelian transform $\mathcal{H}_{\text{Sym}^2, \varnothing}$! The nature of this deformation, presently, escapes my understanding.

It is worth comparing with the calculation of the Hankel transform for the standard $L$-function in a paper of Jacquet [Jac03], as presented in [Sak19b, §8]. The group here is $G' = \text{GL}_2$ (or, more generally, $\text{GL}_n$, but here we will restrict ourselves to $\text{GL}_2$), and the analog of the operator $\mathcal{H}_{\text{Sym}^2}$ is an operator

$$
D_{\text{L}(\text{Std}) \vee \frac{1}{2}}^- (N, \psi \backslash G'/N, \psi) \xrightarrow{\mathcal{H}_{\text{Std}}} D_{\text{L}(\text{Std}) \vee \frac{1}{2}}^- (N, \psi \backslash G'/N, \psi),
$$

given by the formula

$$
\mathcal{H}_{\text{Std}} = \mathcal{F}_{-\tilde{\epsilon}_1 \frac{1}{2}} \circ \psi(-e^{-\alpha_1}) \circ \mathcal{F}_{-\tilde{\epsilon}_2 \frac{1}{2}},
$$

(8.38)

where $\tilde{\epsilon}_1, \tilde{\epsilon}_2$ are the weights of the standard representation of the dual group, and the factor $\psi(-e^{-\alpha_1})$ in the middle denotes the operator of multiplication by this function.

The space $D_{\text{L}(\text{Std}) \vee \frac{1}{2}}^- (N, \psi \backslash G'/N, \psi)$, here, is simply the twisted push-forward ($\S 2.2.1$) of the space of Schwartz half-densities on $\text{Mat}_2$. The transform $\mathcal{H}_{\text{Std}}$ descends from Fourier transform on the space of $2 \times 2$ matrices, and by Godement–Jacquet theory satisfies the following functional equation for
half-density-valued relative characters:
\[ \mathcal{H}^\pi_{\text{Std}} \cdot J = \gamma(\pi, \text{Std}, \frac{1}{2}, \psi) \cdot J. \]  

(8.39)

(This is the analog of (8.37).)

The analog of Theorem 8.6.1 is:

8.6.2. **Theorem.** There is a unique \( A_G \)-equivariant operator \( \mathcal{H}_{\text{Std}, \emptyset} \) making the following diagram commute:

\[
\begin{array}{ccc}
\mathcal{D}^-_{L((\text{Std}) \cdot \frac{1}{2})}(N, \psi; G/N, \psi) & \xrightarrow{e^\emptyset} & \mathcal{D}^\pm_{L((\text{Std}) \cdot \frac{1}{2})}(N\backslash G/N) \\
\downarrow \mathcal{H}_{\text{Std}} & & \downarrow \mathcal{H}_{\text{Std}, \emptyset} \\
\mathcal{D}^-_{L((\text{Std}) \cdot \frac{1}{2})}(N, \psi; G/N, \psi) & \xrightarrow{e^\emptyset} & \mathcal{D}^\pm_{L((\text{Std}) \cdot \frac{1}{2})}(N\backslash G/N)
\end{array}
\]

It is given by \( \mathcal{H}_{\text{Std}, \emptyset} = \mathcal{F}_{-\frac{1}{2}} \circ \mathcal{F}_{-\frac{1}{2}}, \) understood as regularized Fourier convolutions.

Thus, again, the Hankel transform for the standard \( L \)-function on the Kuznetsov formula is simply a deformation of its abelian analog!

9. **LIFTING FROM TORI TO \( GL_2 \)**

Let \( T' \) be a one-dimensional torus, and \( r : \mathcal{L}T' \to GL_2 \) the standard representation of its \( L \)-group. That is, if \( T' \) is split then \( r \) identifies the dual torus \( \hat{T}' \) with \( SO_2 \subset GL_2 \), while if \( T' \) is non-split, the image of \( \mathcal{L}T' \) is the disconnected subgroup \( O_2 \subset GL_2 \).

Let \( \tilde{r} : \mathcal{L}T \to \mathcal{G} = \mathcal{G}_m \times \mathcal{PGL}_2 \) be the composition of \( r \) with the natural projection (the first factor being the image of the determinant map), where \( \mathcal{L}T = \mathcal{L}T'/\{\pm 1\} \) is the \( L \)-group of a torus \( T \) mapping to \( T' \) with kernel \( \{\pm 1\} \). This map of \( L \)-groups should correspond to a functorial lift from \( T \) to \( G \). This functorial lift is realized in the project of endoscopy by studying the unstable summands of the trace formula for \( SL_2 \), but here we would like to revisit the thesis of Akshay Venkatesh [Ven04], which reproduces this lift by “beyond endoscopy” techniques, using the Kuznetsov formula. As usual, we will not make direct references to the existing literature (in this case, Venkatesh’s thesis and paper), but we will study from scratch the local aspects of it. Interestingly, it will turn out that the endoscopic and the “beyond endoscopy” approaches are closely related to each other; in fact, we will see that the local transfer directly produces a “geometric” map from \( S(N, \psi; G/N, \psi) \) to the space of “\( \kappa \)-orbital integrals” for \( SL_2 \) and hence (through endoscopy) to the space \( S(T) \).

9.1. **Germs at zero.** We continue using the notation of the previous two sections. In addition, we will be tacitly identifying the torus \( A_{ad} \) with \( \mathcal{G}_m \) via the positive root character, so for a character \( \chi \) of \( A_{ad} \) we may interchangeably write \( L(\chi, \frac{1}{2}, s) \) or \( L(\chi, s) \) for its local Dirichlet \( L \)-function.
The group \( G_{\text{rm}} = A_{\text{ad}} \) acts on measures or functions on \( \tilde{X} \parallel \text{SL}_2 \) and \( N \setminus G \parallel N \), and we can consider either the unnormalized translation action, or the normalized one, descending from (7.1), (7.2), (8.12), and (8.11); that is, for measures, the normalized action is the product of the unnormalized one with \( \delta^{-\frac{1}{2}} \). In this section, we will be working, by default, via the normalized action (which is more convenient for keeping track of various constants), but will sometimes switch to the unnormalized action, explicitly stating so (as in the main theorem, Theorem 9.3.5). Notice that, under the identification \( A_{\text{ad}} \cong G_{\text{rm}} \) with the positive root character, \( \delta^{\frac{1}{2}} \) becomes the character \(| \cdot |^{\frac{1}{2}}\); therefore, when (below) we apply the Mellin transform of (7.9) to the variable \( c \) of the quotient space \( \tilde{X} \parallel \text{SL}_2 \) (on which \( A_{\text{ad}} \) acts by \( \delta \)), its argument (a character of \( G_{\text{rm}} \cong A_{\text{ad}} \)) is compatible with the normalized action.

As we have seen in the proof of Theorem 7.5.1, for an element \( f \in S(\tilde{X} \parallel \text{SL}_2) \), the quotient \( \frac{f}{\tilde{x}} \) is a section, over \( t \neq \pm 2 \), of the family of spaces \( S([V/T_1]) \), where \( T_i \) is the special orthogonal group of the quadratic form \( c \) (the coordinate on \( \tilde{X} \parallel \text{SL}_2 \) of discriminant \( d = -\frac{1}{2}(t^2 - 4) \) on the symplectic vector space \( V \). Hence, as \( c \to 0 \), it has the asymptotic behavior of (7.7) or (7.8), where \( \xi \) there stands for the coordinate \( c \):

\[
\frac{f(c,t)}{dt} = C_{1,t}(c) + C_{2,t}(c)\eta_{t^2 - 4}(c), \quad \text{if } t^2 - 4 \text{ is not a square};
\]

\[
\frac{f(c,t)}{dt} = C_{1,t}(c) + C_{2,t}(c)\log(|c|), \quad \text{if } t^2 - 4 \text{ is a square}.
\]

I remind that the \( C_{i,t}'s (i = 1, 2) \) are smooth measures in the variable \( c \).

Let \( S(\tilde{X} \parallel \text{SL}_2)_0 \) denote the collection of functions \( t \neq \pm 2 \mapsto \frac{C_{i,t}}{dt}(0) \), as \( f \) varies over all elements of \( S(\tilde{X} \parallel \text{SL}_2) \). By definition, we have a surjective map

\[
S(\tilde{X} \parallel \text{SL}_2) \twoheadrightarrow S(\tilde{X} \parallel \text{SL}_2)_0,
\]

that we will denote by \( f \mapsto [f]_0 \).

For elements of the subspace \( S(\tilde{X} \parallel \text{SL}_2)_c \), the collection of measures \( \frac{f}{dt} \) belongs to the subspaces \( S([V/T_1])_c \) of (7.15); that is, their asymptotics are of the form

\[
\frac{f(c,t)}{dt} = C_t(c)\eta_{t^2 - 4}(c).
\]

Let \( S(\tilde{X} \parallel \text{SL}_2)_0^c \) denote the collection of functions \( t \neq \pm 2 \mapsto \frac{C_t}{dt}(0) \), as \( f \) varies over all elements of \( S(\tilde{X} \parallel \text{SL}_2)_c \). By definition, we have a surjective map

\[
S(\tilde{X} \parallel \text{SL}_2)_c \twoheadrightarrow S(\tilde{X} \parallel \text{SL}_2)_0^c,
\]

that we will denote by \( f \mapsto [f]_0^c \).

The following is immediate:

**Lemma.** The kernels of the maps (9.1), (9.2) are \( A_{\text{ad}} \)-stable; hence, \( A_{\text{ad}} \) acts on the spaces \( S(\tilde{X} \parallel \text{SL}_2)_0 \), \( S(\tilde{X} \parallel \text{SL}_2)_0^c \). Under the normalized action on
forms. By Corollary 7.2.4 we have:
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Notice that under the unnormalized action of $A_{ad}$, the eigencharacters become $\eta \delta$.

The quotients (9.1), (9.2) can also be expressed in terms of Mellin transforms. By Corollary 7.2.4 we have:

$$[f]_0^\eta (t) = \frac{\eta 2 - 4 \cdot f}{dc dt}(0, t) = -\text{AvgVol}(F^\times)^{-1} \text{Res}_{s=\frac{1}{2}} \frac{\eta 2 - 4 \cdot \psi}{dt}(\eta 2 - 4 \cdot |^s, t)$$

(9.3)

on $S(\bar{X}/SL_2)^\circ$. The Mellin transform, here, is, for any fixed $t \neq \pm 2$, the scalar-valued Mellin transform of (7.9) of the quotient $\frac{f}{dt}(\cdot, t)$, understood as a measure in the variable $c$. (In particular, $c = 1$ is the base point that we use to identify the set of points $(c, t)$ with $c \neq 0$ and $t$ fixed with the torus $A_{ad}$.) We will also be thinking of the product of the function $t \mapsto \frac{\eta 2 - 4 \cdot \psi}{dt}(\chi, t)$ by $dt$ as a measure in the variable $t$, denoted $\hat{f}(\chi)$, and varying meromorphically with $\chi$.

The analog of (9.3) for $[f]_0$ is easiest expressed if we multiply the Mellin transform of an element $f \in S(\bar{X}/SL_2)$ by $L(\chi \delta, -\frac{\alpha}{2}, \frac{1}{2})^{-1} = L(\chi^{-1}, \frac{1}{2})^{-1}$ (identifying $A_{ad}$ with $G_m$ via the positive root character), so that for $\eta 2 - 4 = 1$ the double pole of the Mellin transform at $\chi = \eta 2 - 4 \cdot |^\frac{1}{2}$ becomes simple. Then, by Proposition 7.2.2, for $f \in S(\bar{X}/SL_2)$ we have

$$[f]_0(t) = -L^*(\eta 2 - 4, -0) \cdot \frac{\text{Res}_{s=\frac{1}{2}} L(\eta 2 - 4, \frac{1}{2} - s)^{-1} \frac{\eta 2 - 4 \cdot \psi}{dt}(\eta 2 - 4 \cdot |^s, t)}{\text{AvgVol}(F^\times)}$$

(9.4)

where $L^*(\eta 2 - 4, -0)$ denotes the leading term of the local Dirichlet $L$-function $L^*(\eta 2 - 4, -s)$ at $s = 0$. The same notation will be used in what follows for the leading coefficients of other $L$- or $\gamma$-factors.

9.1.2. Proposition. The map

$$[f] \mapsto \gamma^*(\eta 2 - 4, 1, \psi)^{-1}[f]_0$$

(9.5)

is an $A_{ad}$-equivariant isomorphism:

$$S(\bar{X}/SL_2)_0 \cong S(\bar{X}/SL_2)^\circ_0$$

which, in the non-Archimedean unramified case, maps the image of the basic vector $f_X$ to $L(\eta 2 - 4, 1)$ times the image of the basic vector $f_X^\circ$.

Proof. The idea is, roughly, to define a map $S(\bar{X}/SL_2) \rightarrow S(\bar{X}/SL_2)^\circ$ which acts on Mellin transforms as multiplication by $L(\chi, -\frac{\alpha}{2}, \frac{1}{2})^{-1}$. This can be done, literally, in the non-Archimedean case, where $L(\chi, -\frac{\alpha}{2}, \frac{1}{2})^{-1}$ is the Mellin transform of an element $h$ in the completed Hecke algebra $\hat{S(A_{ad})}$;
the convolution action of \( h \) (under the normalized action of \( A_{\text{ad}} \) on \( \mathcal{S}(\tilde{X}/\text{SL}_2) \)) defines a surjection (in fact, bijection):

\[
\mathcal{S}(\tilde{X}/\text{SL}_2) \xrightarrow{\sim} \mathcal{S}(\tilde{X}/\text{SL}_2)^{\circ},
\]

which, in particular, satisfies

\[
[h \ast f]_0^\circ = L^s(\eta_{\ell^2-4}, -0)^{-1}[f]_0
\]

Indeed, the Mellin transforms satisfy

\[
\tilde{h} \ast f(\chi) = \tilde{h}(\chi) \tilde{f}(\chi),
\]

and by (9.3), (9.4) we have

\[
[h \ast f]_0^\circ(t) = -\frac{\text{Res}_{s=0} \tilde{h}(\eta_{\ell^2-4} \bullet |^s) \tilde{f}(\eta_{\ell^2-4} \bullet |^s, t)}{\text{AvgVol}(F^\times)} = -\frac{\text{Res}_{s=0} L(\eta_{\ell^2-4}, \frac{1}{2} - s)^{-1} \tilde{f}(\eta_{\ell^2-4} |^{s, t})}{\text{AvgVol}(F^\times)} = L^s(\eta_{\ell^2-4}, -0)^{-1}[f]_0(t).
\]

At Archimedean places, we need to argue more carefully. Recall from \( \S 7.6 \) that \( \mathcal{S}(\tilde{X}/\text{SL}_2)^{\circ} \) is obtained as the push-forward of a space of measures on \( \tilde{X}_{\text{ad}} = [\tilde{X}/\{\pm 1\}] \) whose Mellin transforms are Paley–Wiener sections of a sheaf \( \mathcal{E}_{\text{ad}}^{\circ} \) over \( A_{\text{ad}} \). The bundle \( \mathcal{E}_{\text{ad}}^{\circ} \) was obtained from the sheaf \( \mathcal{E}_{\text{ad}} \) describing the Mellin transforms of elements of \( \mathcal{S}(\tilde{X}_{\text{ad}}) \) by imposing a condition of simple zeroes at the poles of the \( L \)-function \( L(\chi, -\frac{\varphi}{2}, \frac{1}{2}) \). In particular, if \( h \in \mathcal{S}(A_{\text{ad}}) \) is any element of the completed Schwartz algebra (see \( \S 2.1.3 \)) whose Mellin transform has the same order and leading coefficient (= \( L^s(\eta, -0)^{-1} \)) as \( L(\chi, -\frac{\varphi}{2}, \frac{1}{2})^{-1} \) at \( \chi = \eta \delta \) for any quadratic character \( \eta \), then convolution by \( h \) defines a surjective map:

\[
\mathcal{S}(\tilde{X}_{\text{ad}}) \to \mathcal{S}(\tilde{X}_{\text{ad}})',
\]

where the space on the right is the subspace of those elements of \( \mathcal{S}(\tilde{X}_{\text{ad}}) \) whose Mellin transform in small neighborhoods of the points \( \chi = \eta \delta \), for all \( \eta \) quadratic, belongs to the subsheaf \( \mathcal{E}_{\text{ad}}^{\circ} \).

By Lemma 7.6.4 the sheaf \( \mathcal{E}_{\text{ad}}^{\circ} \) is generated by its global (Paley–Wiener) sections. That means, in particular, that for every element \( \Phi' \in \mathcal{S}(\tilde{X}_{\text{ad}})' \) we can find an element \( \Phi^{\circ} \) of (its subspace) \( \mathcal{S}(\tilde{X}_{\text{ad}})^{\circ} \) so that the Mellin transforms of \( \Phi' \) and \( \Phi^{\circ} \), as elements of the fiber of \( \mathcal{E}_{\text{ad}}^{\circ} \), coincide at \( \chi = \eta \delta \) with \( \eta \) quadratic, and vice versa. Let \( f', f^{\circ} \) be the corresponding push-forwards in \( \mathcal{S}(\tilde{X}/\text{SL}_2) \). As Corollary 7.2.4 shows, the class \([f^{\circ}]_0\) depends only on the values of \( \tilde{F}^{\circ}(\chi) \) at \( \chi = \eta \delta \), with \( \eta \) ranging over all quadratic characters. Thus, extending the definition of \([f]_0\) to the space \( \mathcal{S}(\tilde{X}_{\text{ad}})' \), and taking \( f' = h \ast f \), for any \( f \in \mathcal{S}(\tilde{X}/\text{SL}_2) \), we deduce that the map

\[
[f]_0 \to [f']_0 = [f^{\circ}]_0
\]
is an isomorphism
\[ S(\bar{X}/\text{SL}_2)_0 \cong S(\bar{X}/\text{SL}_2)^\circ_0; \]
and given as in the non-Archimedean case by multiplication by \( L^*(\eta_{2,-4},-0)^{-1}. \)

Multiplying by the non-zero factor \( \frac{L(\eta_{2,-4}^r)}{\eta_{2,-4}^r} \), we obtain the isomorphism of the proposition.

The statement on basic vectors follows from the relation (7.52) between their Mellin transforms.

\[ \square \]

9.2. \( \kappa \)-orbital integrals. Now we will interpret \( S(\bar{X}/\text{SL}_2)_0 \) in terms of \( \kappa \)-orbital integrals for \( \text{SL}_2 \). These are the usual orbital integrals for \( \text{SL}_2 \) over a stable conjugacy class, twisted by a character \( \kappa \) of the Galois cohomology group which parametrizes conjugacy classes in the given stable class, but since here there is at most one non-trivial character \( \kappa \), we will use this letter just as a symbol for the following:

Let \( \eta \) be a quadratic character, \( T \subset \text{SL}_2 \) a torus associated to this quadratic character (in the sense that its splitting field is the quadratic field associated to \( \eta \), or \( \eta = 1 \) and \( T \) is split), and let \( \mathcal{C}_\eta \) be the image of \( T(F) \) in \( \mathcal{C} := \text{SL}_2 \); that is, \( \mathcal{C}_\eta \) consists of the closure of the set of \( t \neq \pm 2 \) such \( \eta_{2,-4} = \eta \). Notice that here we are not using the notation \( \mathcal{C}_\eta \) for an algebraic variety, but for a subset of \( \mathcal{C}(F) \).

We let \( S^\kappa_\eta(\text{SL}_2) \subset \text{Meas}(\mathcal{C}_\eta) \) denote the space of "\( \kappa \)-twisted push-forward measures", that is, the image of a twisted push-forward map
\[ \text{tr}^\eta_\kappa : S(\text{SL}_2) \to \text{Meas}(\mathcal{C}_\eta) \]
defined as follows:

- If \( \eta = 1 \), then this is just the restriction of the push-forward map
  \[ \text{tr}! : S(\text{SL}_2) \to \text{Meas}(\text{SL}_2) \]
to \( \mathcal{C}_\eta \); its image \( S^\kappa_\eta(\text{SL}_2) \) consists of the restrictions of elements of \( S(\text{SL}_2) \) to \( \mathcal{C}_\eta \), the closure of the set of hyperbolic conjugacy classes.
- If \( \eta \neq 1 \), then every \( t \neq \pm 2 \) in \( \mathcal{C}_\eta \) has two conjugacy classes in its preimage, and every class is represented by an element of the form \( \begin{pmatrix} t & -c^{-1} \\ c & 1 \end{pmatrix} \). We let \( F_\eta \) be the function which is \( +1 \) on the conjugacy class where \( \eta(c) = 1 \) (that is, where \( c \) is a norm for the associated quadratic field) and \( -1 \) on the conjugacy class where \( \eta(c) = -1 \). Then we let \( \text{tr}^\eta_\kappa \varphi \) be the push-forward to \( \mathcal{C}_\eta \) of the (restriction to the preimage of \( \mathcal{C}_\eta \) of the) measure \( \varphi \cdot F_\eta \).

Notice that, by using the coordinate \( c \) of \( \frac{\text{SL}_2}{N} \) we have trivialized the torsor of conjugacy classes inside of any regular stable conjugacy class. This
is the usual trivialization by the rational canonical form. We let $A_{\text{ad}}$ act on the space $S^\kappa_{\eta}(\text{SL}_2)$ by the character $\eta$.

9.2.1. Proposition. The map

$$P_\kappa : f \mapsto [f]_0(t) \cdot \frac{\lambda(\eta_{t^2-4}, \psi)}{\gamma^*(\eta_{t^2-4}, 1, \psi)} |t^2 - 4|^{\frac{1}{2}} dt =$$

$$= L^*(\eta_{t^2-4}, 0) \frac{|t^2 - 4|^{\frac{1}{2}}}{\gamma^*_{\text{E}^o}(1, \psi \circ \text{tr})} \text{Res}_{s=\frac{1}{2}} L(\eta_{t^2-4}, 1, \psi) (1 - s)^{-1} f(\eta_{t^2-4}) \cdot [^s, t] \ (9.6)$$

defines an $A_{\text{ad}}$-equivariant isomorphism

$$S(\bar{X} / \text{SL}_2) \cong \bigoplus_{\eta} S^\kappa_{\eta}(\text{SL}_2) \otimes \delta^{\frac{1}{2}}.$$

Here, $\gamma^*(\eta_{t^2-4}, 1, \psi)$ denotes the leading term in the Laurent expansion of the function $\gamma(\eta_{t^2-4}, 1 + s, \psi)$ at $s = 0$, and $\gamma^*_{\text{E}^o}(1, \psi \circ \text{tr})$ is, similarly, the leading term for the local Dedekind gamma factor of $E_t = F(\sqrt{t^2 - 1})$ at 1.

For $F$ non-Archimedean and unramified over the base field, with the symplectic form integral and residually non-vanishing, it sends the basic vector $f_X \in S(\bar{X} / \text{SL}_2)$ (the image of the basic vector $1_{X(\alpha)} dx$, with $dx(\bar{X}(\alpha)) = 1$) to the image of the unit element of the Hecke algebra of $\text{SL}_2$ in $\bigoplus_{\eta} S^\kappa_{\eta}(\text{SL}_2) \otimes \delta^{\frac{1}{2}}$, and, more generally, for any $h$ in the unramified Hecke algebra of $\bar{G}$, sends $h \cdot f_X$ to the image of $\text{diag}^* h$, where $\text{diag}^*$ is the map of Hecke algebras $\mathcal{H}(\bar{G}, \bar{K}) \to \mathcal{H}(\text{SL}_2, \text{SL}_2(\mathfrak{o}))$ which under Satake isomorphism corresponds to pullback under the diagonal embedding of dual groups

$$\text{PGL}_2 \xrightarrow{\text{diag}} \bar{G}.$$

Proof. Recall that $\bar{X} \simeq V \times \text{SL}(V)$. Fix a Haar measure $dg$ on $\text{SL}(V)$, and let $dx$ be the measure on $\bar{X}$ which is its product with the measure $|\omega|$ defined by the symplectic form on $V$. Write $f = \Phi dx$ for an element of $S(\bar{X})$, where $\Phi \in \mathcal{F}(\bar{X})$. The product $\Phi|_{Y} dg$, restricted to the fiber $\bar{X}_g$ of the map $\bar{X} \to \text{SL}(V)$ over a point $g$, is a Schwartz measure on that fiber, while the product $\Phi|_{Y} dx$ is a Schwartz measure on the zero section $Y = \text{SL}(V)$. The restriction map $\Phi dx \to \Phi|_{Y} dx$ is an equivariant map

$$S(\bar{X}) \to S(\text{SL}(V)) \otimes \delta^{\frac{1}{2}}$$

which does not depend on the choice of $dg$. The map $P_\kappa$ of the proposition will descend from that; we just need to compute the (surjective) composition of the arrows

$$S(\bar{X}) \xrightarrow{\Phi} S(\text{SL}_2) \otimes \delta^{\frac{1}{2}} \xrightarrow{\bigoplus_{\eta}} \bigoplus_{\eta} S^\kappa_{\eta}(\text{SL}_2) \otimes \delta^{\frac{1}{2}},$$

showing that it factors through the injective map from $S(\bar{X} / \text{SL}_2)_0$ given by (9.6).

Assume that $t = \text{tr}(g) \neq \pm 2$, so that the coordinate $c$ of $\bar{X} \not\parallel \text{SL}(V)$ defines a non-degenerate quadratic form on $\bar{X}_g$. As we saw in the proof of
Theorem 7.5.1, the discriminant of this quadratic form with respect to the symplectic form is \( d = -\frac{1}{4}(t^2 - 4) \). If we identify \( \hat{X}_g \) with \( \text{Res}_{E_t/F} G_{\omega} \), where \( E_t = F(\sqrt{t^2 - 4}) \) is the corresponding quadratic extension (possibly split) in such a way that the quadratic form \( c \) corresponds to its norm, then I claim that the average volume of \( E_t^\times \) (see (2.6)) with respect to the measure \( d^\times_c \) is \( \frac{\omega}{|v|} \) is

\[
\text{AvgVol}(E_t^\times) = \begin{cases} |t^2 - 4|^{-\frac{1}{2}} \text{Res}_{s=0} \gamma_E(1 - s, \psi) \gamma(\eta_{2-4}, 1 - s, \psi), & \text{in the non-split case;} \\
|t^2 - 4|^{-\frac{1}{2}} \left( \text{Res}_{s=0} \gamma(1 - s, \psi) \right)^2, & \text{in the split case.}
\end{cases}
\]

(9.7)

Indeed, let us compare the given volume of \( E_t \) with the volume obtained by identifying \( E_t = F \oplus F \) by means of a dual basis for the trace pairing \( (x, y) \mapsto \text{tr}(xy) \) which, by [Sak19a, (2.26)] is equal to

\[
\text{Res}_{s=0} \gamma_E(1 - s, \psi) \circ \text{tr}
\]

in the non-split case, where \( \gamma_E(1 - s, \psi) \circ \text{tr} \) is the gamma-factor of the functional equation of the Tate zeta integral for the trivial character on \( E_t \), with respect to a self-dual measure. It decomposes as in (7.18)

\[
\gamma_E(1 - s, \psi) \circ \text{tr} = \lambda(\eta_{2-4}, \psi)^{-1} \gamma(1 - s, \psi) \gamma(\eta_{2-4}, 1 - s, \psi),
\]

with \( \text{Res}_{s=0} \gamma(1 - s, \psi) \) being, by the same result, the average volume of \( F^\times \).

In the split case, the average volume with respect to the self-dual measure for \( \psi \circ \text{tr} \) will be, by the same result, \( (\text{Res}_{s=0} \gamma(1 - s, \psi))^2 \).

Now, as in the proof of Proposition 7.3.3, the trace pairing can be related to the symplectic form by \( \omega(x, y) = \text{tr}(Dx \bar{y}) \), where \( \bar{y} \) is the Galois conjugate of \( y \) and \( D \) is a traceless element such that the discriminant of the quadratic form \( c \) is \(-\frac{1}{4}D^2\), and given this we can compute that the average volume of \( E_t^\times \) with respect to the symplectic volume is \( \sqrt{|D^2|_F} = |t^2 - 4|^{-\frac{1}{2}} \) times the average volume with respect to the self-dual measure for the character \( \psi \circ \text{tr} \). This proves (9.7).

Now we apply Corollary 7.2.3. Disintegrating the measure \( dg \) against \( dt = d(\text{tr}) \), we obtain measures \( d\hat{g}_t \) on the stable conjugacy classes. Let \( f_t \) be the push-forward of the measure \( \Phi d\hat{g}_t \) (for \( t \neq \pm 2 \)) with respect to the function \( c \). Let \( a_t \) denote the leading coefficient of the Laurent expansion of \( \hat{f}_t(\chi \cdot | \cdot |^s) \) at \( \chi = \eta_{2-4} \). Applying Corollary 7.2.3, we have

\[
a_t = \pm \text{AvgVol}(E_t^\times) \cdot O_t^s(\Phi|Y),
\]

where \( \Phi|Y \) is the restriction of \( \Phi \) to the zero section \( Y \approx \text{SL}_2 \subset \hat{X} \), and \( O_t^s(\Phi|Y) \) is its “\( \kappa \)-orbital integral” of (7.14), taken against the measure \( d\hat{g}_t \). The sign is positive in the split case (where the pole of \( \hat{f}_t(\chi \cdot | \cdot |^s) \) is of order two), and negative in the non-split case (where it is of order one).

The product \( a_t dt \) is thus equal to \( \text{AvgVol}(E_t^\times) \) times the image of \( \Phi|Y \cdot dq \) in \( \bigoplus_Y S_Y^s(\text{SL}_2) \), up to a sign that depends on \( t \). By Proposition 7.2.2, the
image of $\Phi dx$ in $\mathcal{S}(\tilde{X}/\SL_2)_0$ is equal to

$$[\Phi dx]_0(t) = \frac{\alpha_t}{-\text{AvgVol}(F^\times)} = \mp \frac{\text{AvgVol}(E_1^\times) \cdot \text{Of}_f(\Phi|_Y)}{\text{AvgVol}(F^\times)},$$

hence the image of $\Phi|_Y dx$ in $\oplus_\eta S^n_\eta(\SL_2)$ is equal to:

$$[\Phi dx]_0(t) \cdot \mp \text{AvgVol}(F^\times) \left[ \frac{\text{AvgVol}(E_1^\times)}{\text{AvgVol}(F^\times)} \right] dt = [\Phi dx]_0(t) \cdot \mp \text{Res}_{s=0} \gamma(1 - s, \psi) \frac{1}{|t^2 - 4|^\frac{1}{2} \gamma_{E_l s=0}(1 - s, \psi \circ \text{tr})} dt$$

$$= [\Phi dx]_0(t) \cdot \frac{\lambda(\eta_{l_2-4}, \psi)|t^2 - 4|^{\frac{1}{2}}}{\gamma^*(\eta_{l_2-4}, 1, \psi)} dt,$$

where the signs on the first line are negative in the split case and positive in the non-split case, $\gamma_{E_l s=0}$ denotes the leading term of the Laurent expansion at $s = 0$. The second equality of the formula (9.6) follows from (9.4).

The normalized action of $A_{\text{ad}}$ multiplies the measure on $V_{\text{ad}}$ by $\delta^\frac{1}{2}$ and shifts the base point in the definition of $\text{tr}^\eta_{l,\psi}$; thus, it acts on the projection to $S^n_\eta(\SL_2)$ by $\eta \delta^\frac{1}{2}$.

For the statement on basic vectors, take $\Phi = 1_{X(\psi)}$ and assume that $dg(\SL_2(\psi)) = 1$. For unramified data, i.e., the symplectic form on $V$ being integral and residually non-vanishing, this means that $dx(X(\psi)) = 1$, so the product $\Phi dx$ maps to the basic vector $f_\tilde{X}$. Then, by the above, the measure

$$[\Phi dx]_0(t) \cdot \frac{\lambda(\eta_{l_2-4}, \psi)|t^2 - 4|^{\frac{1}{2}}}{\gamma^*(\eta_{l_2-4}, 1, \psi)} dt$$

is equal to the image of the unit element of the Hecke algebra in $\oplus_\eta S^n_\eta(\SL_2) \otimes \delta^\frac{1}{2}$ and, more generally, for any element $h$ in the Hecke algebra of $\tilde{G}$, the image of $h \cdot 1_{X(\psi)} dx$ under (9.6) is equal to the image of the element $(h \cdot 1_{X(\psi)})|_{\SL_2} dg$, where by restriction to $\SL_2$ we mean restriction to the zero section $\tilde{X} \setminus X$. This is the image of $h$ under the push-forward map under $m : \tilde{G} \to \SL_2$ induced by $A \times \SL_2 \ni (a, g_1, g_2) \mapsto g_1^{-1}g_2$, and by Lemma 8.4.3, this coincides with the restriction of the Satake transform of $h$ to the diagonal $\PGL_2 \hookrightarrow \tilde{G}$.

Now we will define a similar map

$$\mathcal{S}(\tilde{X}/\SL_2)_0^0 \overset{\sim}{\rightarrow} \bigoplus_\eta S^n_\eta(\SL_2) \otimes \delta^\frac{1}{2}.$$ 

It will not be the map that is induced from $\mathcal{P}_\kappa$ under the embedding $\mathcal{S}(\tilde{X}/\SL_2)^0 \hookrightarrow \mathcal{S}(\tilde{X}/\SL_2)$; such a map would be zero on hyperbolic conjugacy classes. Rather, it will be compatible with the map of Proposition 9.1.2 between
germs at zero, and such that the following diagram commutes:

\[
\begin{array}{c}
\mathcal{S}(\bar{X}/\text{SL}_2)^\circ \ar[r]_{\mathcal{P}_\kappa} & \mathcal{S}(\bar{X}/\text{SL}_2) \\
\mathcal{H}_X \ar[u] & \mathcal{H}_X \ar[u]
\end{array}
\]

\[
\mathcal{S}(\bar{X}/\text{SL}_2)^\circ \ar[r]_{\mathcal{P}_\kappa} & \mathcal{S}(\bar{X}/\text{SL}_2)
\]

(9.8)

although \(\mathcal{H}_X\) and \(\mathcal{H}_X\) do not commute with the embedding of \(\mathcal{S}(\bar{X}/\text{SL}_2)^\circ\) in \(\mathcal{S}(\bar{X}/\text{SL}_2)\). The dotted arrow in this diagram does not represent an actual map between the spaces, but the isomorphism of Proposition 9.1.2 between their germs at zero. Recalling the relation (7.49) between the operators, we have:

9.2.2. Theorem. The map

\[
\mathcal{P}_\kappa : f \mapsto [f]_0^\circ (t) \cdot \lambda(\eta t^2 - 4, \psi)|t^2 - 4|^{\frac{1}{2}} dt =
\]

(9.9)

\[
= \frac{\lambda(\eta t^2 - 4, \psi)|t^2 - 4|^{\frac{1}{2}}}{\gamma^*(1, \psi)} \text{Res}_{s=\frac{1}{2}} f(\eta t^2 - 4) \cdot |^n, t
\]

is an \(A_{\text{ad}}\)-equivariant (for the normalized action) isomorphism:

\[
\mathcal{S}(\bar{X}/\text{SL}_2)^\circ \sim \bigoplus_{\eta} \mathcal{S}_{\eta}^\circ(\text{SL}_2/\text{SL}_2^\circ) \otimes \delta^{\frac{1}{2}}
\]

(9.10)

which makes the diagram (9.8) commute.

Its restriction to the \(\eta\)-summand satisfies the fundamental lemma for the Hecke algebra, for \(F\) non-Archimedean and unramified over the base field, mapping the basic vector \(f_{\bar{X}}^\circ\) to \(L(\eta, 1)^{-1}\) times the image of the unit element in the Hecke algebra of \(\text{SL}_2\), and similarly for its Hecke translates, as in Proposition 9.2.1.

Moreover, the transfer operator

\[
\mathcal{T}_\kappa := \mathcal{P}_\kappa \circ \mathcal{H}_X \circ \overline{U^{-1}}
\]

(9.11)

is an \(A_{\text{ad}}\)-anti-equivariant surjection (for the normalized action):

\[
\mathcal{S}_{L(\text{Sym}^2, 1)}^\circ(N, \psi|G/N, \psi) \to \bigoplus_{\eta} \mathcal{S}_{\eta}^\circ(\text{SL}_2/\text{SL}_2^\circ) \otimes \delta^{\frac{1}{2}}.
\]

The projection to the \(\eta\)-summand is an \((A_{\text{ad}}, \eta \delta^{-\frac{1}{2}})\)-equivariant quotient, given by the formula:

\[
\mathcal{T}_\kappa f(t) = \int_c \int_x f \left(\frac{t}{x}, \frac{t}{c} \right) \eta(xct) \psi(x) dx
\]

(9.12)

(when \(t\) is such that \(\eta t^2 - 4 = \eta\)).

For any element \(h\) of the unramified Hecke algebra of \(\bar{G}\), the image of \(h \cdot f_{L(\text{Sym}^2, 1)}\) under \(\mathcal{T}_\kappa\) in \(\mathcal{S}_{\eta}^\circ(\text{SL}_2/\text{SL}_2^\circ) \otimes \delta^{\frac{1}{2}}\) is equal to the image of \(\mathcal{S}_{L(\eta, 1)}^\circ(\text{SL}_2/\text{SL}_2^\circ) \otimes \delta^{\frac{1}{2}}\) under \(\mathcal{D}_{\eta}^* h\), where \(\mathcal{D}_{\eta}^*\) denotes the map of Hecke algebras defined in Proposition 9.2.1.
9.2.3. Remarks. (1) For the unnormalized action of $A_{\text{ad}}$ the projection to the $\eta$-summand is $\eta$-equivariant, exactly as it should be for the functorial lift corresponding to the representation $\bar{\rho}$ of $L$-groups (as in the beginning of this section).

(2) The theorem will be complemented with a statement on relative characters, see Proposition 9.3.4 below.

Proof. This is just a combination of results already proven:

By Proposition 9.1.2, division by $\gamma^*(\eta_{h_{2-4}}, 1, \psi)$ induces an isomorphism of quotient spaces:

$$S(\bar{X}/\text{SL}_2)^{0} \rightarrow S(\bar{X}/\text{SL}_2),$$

and Proposition 9.2.1 proves the isomorphism (9.10).

The second expression in (9.9), in terms of a residue, follows from (9.3), using the equality $-\text{AvgVol}(F^*) = -\text{Res}_{s=0} \gamma(1 - s, \psi) = \gamma^*(1, \psi)$.

For the commutativity of (9.8), apply the relation (7.49) between the operators $\mathcal{H}_{\bar{X}}$ and $\mathcal{H}_{\bar{X}}$, to the formulas (9.6), (9.9).

By Theorem 7.6.5 and the definition of $S^{-}_{L(\text{Sym}^2, 1)}(N, \psi \backslash G/N, \psi)$, the map $\mathcal{H}_{\bar{X}} \circ \bar{U}^{-1}$ is an $A_{\text{ad}}$-anti-equivariant isomorphism (with respect to the normalized action of $A_{\text{ad}}$):

$$S^{-}_{L(\text{Sym}^2, 1)}(N, \psi \backslash G/N, \psi) \xrightarrow{\sim} S(\bar{X}/\text{SL}_2)^{0}.$$

For the statement on basic vectors, we see from Theorems 8.4.2 and 7.7.1 that $\mathcal{H}_{\bar{X}} \circ \bar{U}^{-1}$ takes the basic vector $f_{L(\text{Sym}^2, 1)}$ to $\zeta(1)\zeta(2)f_{\bar{X}}^\otimes$; moreover, since it descends from a $(\bar{G}, \iota)$-equivariant transform (where $\iota$ is the involution on $\bar{G}$ induced by inversion on $A$), it will also send $h \cdot f_{L(\text{Sym}^2, 1)}$ to $\zeta(1)\zeta(2)(\iota^*h) \cdot f_{\bar{X}}^\otimes$ for every $h \in \mathcal{H}(\bar{G}, \bar{K})$. Under the correspondence of Proposition 9.1.2 between stalks at zero, $f_{\bar{X}}^\otimes$ corresponds to $L(\eta, 1)^{-1}$ times the basic vector $f_{\bar{X}}$, and by Proposition 9.2.1 and the commutativity of (9.8), it is mapped under $\mathcal{P}_\kappa$ to $\zeta(1)\zeta(2)\frac{(\iota^*\eta)^{\dagger}}{L(\eta, 1)^{-1}}$ times the basic vector of $S^{-}_{\eta(\text{SL}_2)}$. Moreover generally, the operator $\mathcal{P}_\kappa$ carries $h \cdot f_{L(\text{Sym}^2, 1)}$ to the image of $\zeta(1)\zeta(2)\frac{(\iota^*\eta)^{\dagger}}{L(\eta, 1)^{-1}}$ times $h$ in $\bigoplus_n S^{-}_{\eta(\text{SL}_2)} \otimes \delta^\frac{1}{2}$.

The second expression in (9.9), in terms of a residue, follows from (9.3), using the equality $-\text{AvgVol}(F^*) = -\text{Res}_{s=0} \gamma(1 - s, \psi) = \gamma^*(1, \psi)$.

For the commutativity of (9.8), apply the relation (7.49) between the operators $\mathcal{H}_{\bar{X}}$ and $\mathcal{H}_{\bar{X}}$, to the formulas (9.6), (9.9).

By Theorem 7.6.5 and the definition of $S^{-}_{L(\text{Sym}^2, 1)}(N, \psi \backslash G/N, \psi)$, the map $\mathcal{H}_{\bar{X}} \circ \bar{U}^{-1}$ is an $A_{\text{ad}}$-anti-equivariant isomorphism (with respect to the normalized action of $A_{\text{ad}}$):

$$S^{-}_{L(\text{Sym}^2, 1)}(N, \psi \backslash G/N, \psi) \xrightarrow{\sim} S(\bar{X}/\text{SL}_2)^{0}.$$
Here, $\star_1$ denotes multiplicative convolution in the first argument of the function $\bar{U}^{-1}f$, but this function is then evaluated at $((4 - t^2)c^{-1}, t)$, so eventually we will be looking at the Mellin transform of the function $(\psi(\frac{1}{x})\eta(\bullet)d^x \bullet)_c \bar{U}^{-1}f$ at the inverse character. The variable $c$ is a "dummy variable" that serves as the argument of the Mellin transform. Explicitly, this reads (recalling from (7.9) the normalization of Mellin transform):

$$\text{Res}_{s=0} \int_c (\psi(\frac{1}{x})\eta(\bullet)d^x \bullet)_1 \bar{U}^{-1}f ((4 - t^2)c^{-1}, t)\eta(c)|c|^{-s} = \frac{\gamma^s(1, 1, \psi)}{\gamma^s(1, 1, \psi)}$$

We can use the definition of $\bar{U}^{-1}$ to expand this completely to

$$\frac{1}{\gamma^s(1, 1, \psi)} \cdot \text{Res}_{s=0} \int_c \int_x f \left( \frac{zx(4 - t^2)}{ct}, \frac{t}{x} \right) \eta(c)|c|^{-s} \eta(zc)\psi(x + z)dx dz = \frac{\gamma^s(1, 1, \psi)}{\gamma^s(1, 1, \psi)}$$

(given that $\eta(4 - t^2) = 1$), or use the functional equation of Tate zeta integrals (2.12), to get

$$\frac{1}{\gamma^s(1, 1, \psi)} \cdot \text{Res}_{s=0} \gamma(1 + s, \psi) \int_c \bar{U}^{-1}f(c, t)\eta(c)|c|^s = \int_c \bar{U}^{-1}f(c, t)\eta(c),$$

which, using the formula for $\bar{U}^{-1}$, becomes

$$\int_c \int_x f \left( \frac{zx}{t}, \frac{t}{x} \right) \psi(x)dx \eta(c).$$

This proves (9.12).

9.2.4. Remark. The simplicity of (9.12) is best understood through the commutativity of (9.8), and the fact that the map from the bottom-right $S(\bar{X}/\text{SL}_2)$ to $S^\vee_{\eta} (\frac{\text{SL}_2}{\text{SL}_2}) \otimes \delta^\vee$ is essentially a twisted push-forward, see the proof of Proposition 9.3.4.

9.3. Transfer to tori. We now combine this with the Labesse–Langlands theory of endoscopy [Lan80, LL79] for $\text{SL}_2$, to get the transfer operator from the Kuznetsov formula to a torus. First, let me summarize the results of Langlands and Labesse: For what follows, we fix a quadratic character $\eta$, let $E$ be the corresponding quadratic algebra over $\bar{F}$, and let $T$ be the kernel of the norm map $\text{Res}_{E/F}\Gamma_m \to \Gamma_m$, considered as a subgroup of $\text{SL}_2 \cong \text{SL}_F(\text{Res}_{E/F}\Gamma_0)$. In the non-Archimedean, unramified case, $F$ will
be replaced by its ring of integers \( \mathfrak{o} \) in these definitions. The Weyl group \( W \) of \( T \) in \( SL_2 \) acts on \( T \) as the Galois group of \( E/F \), and its coinvariants are canonically identified with the image of the push-forward map

\[
S(T) \rightarrow S(T/W),
\]

where the image is, by definition, the push-forward of \( S(T) \) to the space \( T \parallel W = \frac{SL_2}{SL_2} \). (To avoid confusion, I stress that the symbol \( t \) will denote, as in the rest of the paper, the “trace” coordinate on \( T \parallel W \), not an element in \( t \).) The \( L \)-group of \( T \) has an \( L \)-embedding

\[
\bar{r} : L^T \simeq \bar{T} \times \text{Gal}(\bar{F}/F) \hookrightarrow L^G = \mathbb{G}_m \times \text{PGL}_2 \times \text{Gal}(\bar{F}/F), \tag{9.14}
\]

as in the beginning of this section, whose projection to the \( \text{PGL}_2 \)-factor factors through the Galois group of \( E/F \), sends \( \bar{T} \) to the diagonal torus, and the non-trivial element of \( \text{Gal}(E/F) \) to the Weyl element \( \left( \begin{array}{cc} 1 & 1 \\ \end{array} \right) \), if \( T \) is non-split.

We let \( \ell \) denote the isomorphism

\[
\ell : S(T)_W = S(T/W) \xrightarrow{\sim} S(T)^W
\]

whose inverse is \( \frac{1}{2} \) times the composition of \( S(T)^W \hookrightarrow S(T) \twoheadrightarrow S(T/W) \). In other words, \( \ell \) preserves the measure on every measurable subset of \( T \) on which the map to \( T \parallel W \) is injective. Explicitly, there is a Haar measure \( da \) on \( T \) which, locally (that is, on subsets which injecto to \( T \parallel W \)), satisfies \( da = \frac{dt}{\sqrt{|t^2 - 4|}} \), and if we write an element \( f \in S(T/W) \) as \( \Phi(t) dt \), we have

\[
\ell(f)(a) = \sqrt{|t(a)^2 - 4|} \Phi(t(a)) da. \tag{9.15}
\]

9.3.1. **Theorem.** There is an isomorphism

\[
\tau_{LL} : S_{\eta}^{\text{SL}_2/\text{SL}_2} \rightarrow S(T)^W
\]

given by

\[
f \mapsto \ell \left( \frac{\lambda(E/F, \psi)}{\sqrt{|t^2 - 4|}} f \right),
\]

such that for every unitary\(^4\) character \( \theta \) of \( T \) we have

\[
\tau_{LL}^* \theta = \Theta_\theta,
\]

where:

\begin{itemize}
  \item in the split case, \( \Theta_\theta \) is the character of the principal series representation obtained by unitary parabolic induction from \( \theta \);
\end{itemize}

\(^4\)“Unitary” is automatic for \( \eta \neq 1 \), but the theorem includes the case of split tori.
• in the non-split case, there is an $L$-packet (=restriction of an irreducible representation of $GL_2$) of $SL_2$, consisting of two (possibly reducible)$^5$ representations $π_+$ and $π_-$ labelled so that $π_+$ admits a Whittaker model for the character $\left(\begin{array}{cc} 1 & x \\ 1 & 1 \end{array}\right) \mapsto ψ^{-1}(x)$, such that $Θ_θ$ is equal to the difference of characters $Θ_{π_+} - Θ_{π_-}$.

For $E/F$ unramified non-Archimedean, $T_{LL}$ takes the basic vector of $S_κ^{\eta}(SL_2)$ (the image of the unit element of the Hecke algebra) to the basic vector of $S(T)$ (the unit of the Hecke algebra). Moreover, for every $h$ in the unramified Hecke algebra of $SL_2$, it takes the image of $h$ to $\bar{r}h$, where $\bar{r}$, under Satake isomorphism, corresponds to pullback under the $L$-embedding $\bar{r}$.

9.3.2. Remark. The unramified Hecke algebra of $T$ is trivial ($\cong \mathbb{C}$) if $T$ is non-split; in that case, $\bar{r}h$ is the trace of $h$ on the principal series representation of $SL_2$ induced from the unique non-trivial unramified character of its Cartan; this is the same as the integral $\int_{SL_2} hF_\eta$, where $F_\eta$ is as in the definition of $S_κ^{\eta}(SL_2)$ in §9.2.

This formulation of the results of Labesse and Langlands is certainly well-known to experts, but for the convenience of the reader I will outline its reduction to the statements of the original papers.

Proof. To compare with the results of [Lan80, LL79], first we need to relate our trivialization of $κ$-orbital integrals (along the rational canonical form $\begin{pmatrix} 1 & -1 \\ 1 & t \end{pmatrix}$) with that used in [LL79, Lemma 2.1]; the significant factor is the factor
$$\kappa' \left( \begin{array}{c} \gamma - \gamma' \\ \gamma_1' - \gamma_2' \end{array} \right)$$
(9.16)
of loc.cit., where $\kappa'$ is what we denote here by $η$, and the expression in brackets can be identified with
$$\frac{e - \bar{e}}{e^0 - \bar{e}^0},$$
where $e, e^0 \in T(F) ⊂ E^\times$, and $e^0$ fixed. The same factor appears in the definition of a certain function $χ_θ$ on $T$ in [Lan80, Lemma 7.19], except that $κ'$ (our $η$) was there denoted by $ω$.

These factors depend on the choice of a base point $e^0 \in T(F)$; it is easy to see that, if we choose the isomorphism of $SL_F(Res_{E/F}\Gamma_a)$ with $SL_2$, and a point $e^0 \in T(F)$, in such a way that the lower-left entry of the matrix of $e^0$ is equal to 1, these factors become equal to the restriction to $T$ of the function $F_\eta$ in our definition of $κ$-orbital integrals in §9.2. Thus, when we compare

$^5$The representations $π_+, π_-$ are reducible if and only if $θ = θ^{-1}$ — in which case the packet consists of 4 irreducible elements. However, at no point will we need to distinguish between the irreducible components of $π_+$ and $π_-$.
the statement of the above theorem with the results of [Lan80, LL79], these factors will disappear, since we identified elements of \( S_{\eta}^\kappa(SL_2) \) as measures on \( T \parallel W \) by trivializing regular stable conjugacy classes along the rational canonical form as above.

The statement on characters is equivalent to saying that, pulled back to the space \( S_{\eta}^\kappa(N) \) with coordinates \((c, t)\) as in §7.1, the difference \( \Theta_{\pi_+} - \Theta_{\pi_-} \) is equal to the function

\[
\begin{cases}
0, & \text{if } F(\sqrt{t^2 - 4}) \neq E; \\
\eta(c)\lambda(E/F, \psi) \frac{\theta(\gamma) + \theta(\gamma)}{\sqrt{|t^2 - 4|}}, & \text{if } \gamma, \tilde{\gamma} \in T \text{ are the two elements with } \text{tr} \, t = t.
\end{cases}
\]

This is Lemma 7.19 of [Lan80], except that to fix the sign \( \pm \) that appears at the statement of the lemma, one needs to look into the proof. Langlands’ normalization is that \( \pi_+ \) has a Whittaker model for the upper triangular unipotent group with respect to the character \( \psi \), not \( \psi^{-1} \) as in our statement of the theorem. (The description of \( \pi_+ \) appears on p. 132 of [Lan80].) But the result on difference of characters, then, which appears in his equation (7.11), includes a factor of \( \eta(-c) \omega(-c) \) in his notation, which means that the torus of conjugacy classes inside of a stable one is trivialized at \( c = -1 \). Applying the automorphism of \( SL_2 \) given by conjugation by the diagonal element \( \text{diag}(1, -1) \), we obtain the statement with Whittaker character \( \psi^{-1} \) and trivialization at \( c = 1 \).

For a function \( \Phi \) on \( SL_2 \), the image of the measure \( \Phi dh \) in \( S_{\eta}^\kappa(SL_2) \) is equal to \( O_{\kappa}(\Phi) \sqrt{|t^2 - 4|} dt \), where \( O_{\kappa}(\Phi) \) is the \( \kappa \)-orbiintegral restricted to values of \( t \) with \( F(\sqrt{t^2 - 4}) = E \), and taken with a measure on the conjugacy classes that matches \( dg \) (in the sense that it disintegrates against \( \sqrt{|t^2 - 4|} dt \)). The statement about transfer to \( S(T)^W \) is then [LL79, Lemma 2.1], which states that a certain function \( \gamma \mapsto \Phi^T(\gamma, \Phi) \) extends to a smooth function on \( T \). That function, using our \( \kappa \)-orbiintegral which is based at \( c = 1 \) and hence absorbing the factor (9.16) of [LL79] is the function

\[
\lambda(E/F, \psi) \sqrt{|t^2 - 4|} O_{\kappa}(\Phi).
\]

Thus, the measure \( e \mapsto \lambda(E/F, \psi) \sqrt{|\text{tr}(e)^2 - 4|} O_{\kappa}(\Phi) de \), where \( de \) is any Haar measure on \( T \), will live in \( S(T) \), and it is evidently \( W \)-invariant. Its push-forward to \( T \parallel W \), one can check, is the measure \( \lambda(E/F, \psi) O_{\kappa}(\Phi) dt = 2\lambda(E/F, \psi) \frac{f(t)}{\sqrt{|t^2 - 4|}} \), for the choice of \( de \) which is locally (in neighborhoods mapping isomorphically onto their image in \( T \parallel W \)) equal to \( \frac{dt}{\sqrt{|t^2 - 4|}} \). Thus, the “pullback” of \( \frac{\lambda(E/F, \psi) f(t)}{\sqrt{|t^2 - 4|}} \) to \( T \) (in the sense of the lift \( t \)) is indeed an element of \( S(T)^W \). The fact that we obtain all elements of \( S(T)^W \) is implicit in [LL79], and easy to see. (One can produce many elements out of one by multiplying by a smooth function on \( T \parallel W \).)

The fundamental lemma, i.e., the statement about basic vectors, is proven in [LL79] before Lemma 2.4, and the equivariance with respect to the Hecke
algebra follows either by a similar direct calculation, or by the statement on characters (once it is known, in the non-split case, that only for the trivial character $\theta$ and only when $E/F$ is unramified is the packet $\{\pi_+, \pi_-\}$ unramified, corresponding to the principal series of the non-trivial unramified character). □

Having introduced the virtual character $\Theta_{\theta}$, we backtrack for a moment to complement the statement of Theorem 9.2.2 with a statement about characters:

9.3.3. **Theorem.** For $\Theta_{\theta}$ as above, its evaluation at $c = 1$, understood as a function in one variable $t$, satisfies

$$((\mathcal{F}_{\text{Id},1} \circ \eta)^* \Theta_{\theta})|_{c=1} = J_{\pi^+},$$

where $J_{\Pi} = J_{\pi^+}$ is the Kuznetsov relative character (“Bessel distribution”) of the $L$-packet associated to $\Theta_{\theta}$ (or, equivalently, its $(N, \psi^{-1})$-generic element $\pi_+$), and the composition of Fourier convolution $\mathcal{F}_{\text{Id},1}$ with multiplication by $\eta$ is applied to the space $S(N, \psi \backslash \text{SL}_2 / N, \psi)$ of standard test measures for the Kuznetsov formula of $\text{SL}_2$.

The Fourier convolution should be understood again as the Fourier transform of a distribution.

**Proof.** The proof is identical to the proof of statement (2) of Theorem 4.2.1, so I will only present the formal argument. Notice that the only difference to that statement is the appearance of the character $\eta$ in the Fourier convolution, and the replacement of the stable character $\Theta_{\Pi}$ by the endoscopic character $\Theta_{\theta}$.

As in the proof of Theorem 4.2.1, let $f \in S((N, \psi) \backslash \text{SL}_2 / (N, \psi))$, and $f \times dn$ its pullback to $\frac{\text{SL}_2}{N}$, an $(N, \psi)$-equivariant measure (under left or right translation) on the set of $N$-conjugacy classes on $\text{SL}_2$. The pairing (which should be understood as a regularized integral, as in the proof of Theorem 4.2.1)

$$\langle f, \Theta_{\pi^+} \rangle := \int_{\frac{\text{SL}_2}{N}} \Theta_{\pi^+}(g)f \times dn(g)$$

is equal to the analogous pairing

$$\langle f, \Theta_{\Pi} \rangle$$

with the stable character, since $\pi_-$ is not generic (a fact that was used in the proof of Theorem 4.2.1), or to

$$\langle f, \Theta_{\theta} \rangle,$$

for the same reason. On the other hand, as was explained in the proof of that theorem, it is also equal to

$$\int_{N\backslash G / N} J_{\pi^+} \cdot f,$$
But \( \Theta_\theta \) is only supported on the values of \( t \) which are contained in the image of \( T(F) \) in \( T \parallel W \), and is \( \eta \)-equivariant in the \( c \)-variable. Thus, we have, formally,

\[
\langle f, \Theta_\theta \rangle = \int_F \Theta_\theta(t) \left( \int_{F^\times} \eta(c) \frac{f \times dn(c,t)}{dt} \right) dt.
\]

The identification of the inner integral with \( \mathcal{F}_{\text{id},1} \circ \eta \) now follows as in (4.9); hence, \( (\mathcal{F}_{\text{id},1} \circ \eta)^* \Theta_\theta = J_{\pi+} \).

In \( \S 9.4 \) I will present a derivation of the formula for stable characters of \( \text{SL}_2 \) based on the proposition above.

9.3.4. Proposition. The pullback of \( \Theta_\theta \in \left( \mathcal{S}^\infty(\text{SL}_2) \otimes \delta^\frac{1}{2} \right)^* \) under the transfer operator \( \mathcal{T}_n \) of Theorem 9.2.2 is equal to \( J_{\Pi} \), where \( \Pi \) is the \( L \)-packet associated to \( \theta \).

Proof. As in (8.28), the transform \( \bar{U} \) descends to a meromorphic family of morphisms

\[
\mathcal{S}(\bar{X}/\text{SL}(V))_{(\text{Ad}, \chi)} \to \mathcal{S}^-_{L(\text{Ad}, \chi^{-1}\delta^\frac{1}{2} \circ \frac{\phi}{2})} (N, \psi \backslash \text{SL}_2 / N, \psi).
\]

The proof of Proposition 8.3.3 shows that, for almost all \( \chi \), this map factors through the image \( \mathcal{S}\left( \frac{\text{SL}_2}{B_{\text{ad}, \chi \delta^\frac{1}{2}}} \right) \) of a twisted push-forward map, and computes its inverse,

\[
\mathcal{S}^-_{L(\text{Ad}, \chi^{-1}\delta^\frac{1}{2} \circ \frac{\phi}{2})} (N, \psi \backslash \text{SL}_2 / N, \psi) \to \mathcal{S}\left( \frac{\text{SL}_2}{B_{\text{ad}, \chi \delta^\frac{1}{2}}} \right).
\]

For \( \chi = \eta \delta^{-\frac{1}{2}} \), this inverse is given by the operator \( \eta \circ \mathcal{F}_{\text{id}, \eta, 1} = \mathcal{F}_{\text{id}, 1} \circ \eta \).

Notice that at \( \chi = \eta \delta^\frac{1}{2} \) both the Mellin transforms of elements of \( \mathcal{S}^-_{L(\text{Ad}, \chi^{-1}\delta^\frac{1}{2} \circ \frac{\phi}{2})} (N, \psi \backslash \text{SL}_2 / N, \psi) \) and of elements of \( \mathcal{S}(\bar{X}/\text{SL}(V))_{\bar{\eta}} \) have poles; the former is stated in Proposition 8.3.1, and the latter is Theorem 9.2.2, which also shows that the residue, multiplied by the scalar factor \( m_{\eta}^\circ := \frac{\chi(\eta, \psi)\gamma^2 - 4\gamma^\frac{1}{2}}{\gamma^*(1, \psi)} \), lives in \( \mathcal{S}^\infty_{\eta}(\text{SL}_2) \otimes \delta^\frac{1}{2} \).

Hence, taking residues of the Mellin transforms, we have a commutative diagram:

\[
\begin{array}{ccccccccc}
\mathcal{S}^-_{L(\text{Sym}^2, 1)} (N, \psi \backslash G / N, \psi) & \xrightarrow{\bar{U}^{-1}} & \mathcal{S}(\bar{X}/\text{SL}_2)^\circ & \xrightarrow{\mathcal{H}_X} & \mathcal{S}(\bar{X}/\text{SL}_2)^\circ & \xrightarrow{\mathcal{F}_{\text{id}, 1} \circ \eta} & \mathcal{S}(\bar{X}/\text{SL}_2)^\circ & \xrightarrow{\text{Res}_{\nu=0} f(\eta \delta^\frac{1}{2} + s)} & \mathcal{S}^\infty_{\eta}(\text{SL}_2) \otimes \delta^\frac{1}{2}, \\
\mathcal{S}^-_{L(\text{Ad}, \eta \delta \circ \frac{\phi}{2})} (N, \psi \backslash \text{SL}_2 / N, \psi) & & & & & & & & (9.17)
\end{array}
\]
where we have put exponents 1, 2 above the two copies of \( S(\bar{X}/\text{SL}_2) \) in order to distinguish them.

I claim that the pullback of \( \Theta_\theta \) to \( ^1S(\bar{X}/\text{SL}_2) \) under this diagram is equal to \( \Theta_\theta \) itself, understood as a function on \( X/\text{SL}_2 = \frac{\text{SL}_2}{\mathbb{Z}} \). Granted that, the proposition follows from Theorem 9.3.3.

The claim follows from the commutativity of the diagram (9.8). Let us recall that \( H_{X} \) descends from symplectic Fourier transform \( \hat{\mathcal{F}} \) on the symplectic vector bundle \( \bar{X} \to \text{SL}_2 \); and that the map \( S(\bar{X}) \to S_{\eta}(\text{SL}_2) \otimes \delta^{3/2} \) descends from the map that takes a measure \( \Phi \cdot |\omega| \times dg \in S(\bar{X}) \) to its restriction to the zero section \( \Phi|_{\text{SL}_2}dg \in S(\text{SL}_2) \) (see Proposition 9.2.1). By elementary properties of Fourier transform, the pullback of any generalized function \( \Theta \) on \( \text{SL}_2 \) under the adjoint of \( \mathcal{S}_{\bar{X}} \to \mathcal{S}(\bar{X}) \to S(\text{SL}_2) \otimes \delta^{3/2} \) is its pullback \( \pi^* \Theta \) under the canonical projection \( \pi : \bar{X} \to \text{SL}_2 \). We conclude that the pullback of the virtual character \( \Theta_\theta \) to \( ^1S(\bar{X}/\text{SL}_2) \) is equal to \( \Theta_\theta \).

\[ \square \]

Combining the above with the theorem of Labesse and Langlands, Theorem 9.3.1, setting \( T_T = T_{LL} \circ T_{\kappa'} \), we have proven the theorem about local transfer that underlies Venkatesh’s thesis:

9.3.5. Theorem. Let \( T \) be a one-dimensional torus, with associated quadratic extension \( E \) and quadratic character \( \eta \). There is a linear map

\[ T_T : S_{L(\text{Sym}_2,1)}^-(N, \psi \backslash G/N, \psi) \to S(T) \]

with the following properties:

1. It is \((\mathbb{Z}_2, \eta)\)-equivariant (for the unnormalized action).
2. Its image is the subspace of \( S(T)^{\mathbb{Z}/2} \), where \( \mathbb{Z}/2 \) acts by inversion on \( T \).
3. The pullback of any unitary character \( \theta \) of \( T \) is equal to the Kuznetsov relative character \( J_\Pi \), where \( \Pi \) is the endoscopic \( L \)-packet associated to \( \theta \).
4. It satisfies the fundamental lemma for the Hecke algebra: For \( E/F \) unramified non-Archimedean, the basic vector \( f_{L(\text{Sym}_2,1)} \in S_{L(\text{Sym}_2,1)}^-(N, \psi \backslash G/N, \psi) \) is mapped to \( \frac{\zeta(1) \zeta(2)}{L(\eta,1)} \cdot \bar{r}^* h \cdot \bar{r}^* h \) times the basic vector of \( S(T) \) (the unit of the Hecke algebra). Moreover, for every \( h \) in the unramified Hecke algebra of \( G \), it takes the image of \( h \) to \( \frac{\zeta(1) \zeta(2)}{L(\eta,1)} \cdot \bar{r}^* h \), where \( \bar{r}^* \), under Satake isomorphism, corresponds to pullback under the \( L \)-embedding:

\[ \bar{r} : L_T \to L_G. \]

5. Finally, if \( da \) is the a Haar measure on \( T \) which is pulled back (in the sense that it is equal on subsets mapping injectively) from the measure
\[ |t^2 - 4|^{-\frac{1}{2}} dt \] in the trace coordinate \( t = t(a) \) on \( T \parallel W \cong \text{SL}_2 \), the transfer operator \( T_T \) is given by the following formula:

\[
T_T(f)(a) = \frac{|t(a)^2 - 4|^\frac{1}{2}}{\gamma^*(1, \psi)} \mathcal{R}_\eta \circ \mathcal{H}_\chi^O \circ \hat{U}^{-1} f,
\]

(9.18)

where \( \mathcal{H}_\chi^O \) is given by (7.50), \( \hat{U}^{-1} \) is given by (8.20), and \( \mathcal{R}_\eta \) is the residue of the zeta integral:

\[
\mathcal{R}_\eta(\varphi)(t) = \text{Res}_{s=0} \int_c \eta(c)|c|^{-1-s} \varphi(c, t) \frac{dt}{t}.
\]

Equivalently:

\[
\frac{T_T(f)(a)}{da} = \lambda(\eta, \psi) \int_c \frac{f(c, \frac{t}{2})}{dt} \eta(xt) \psi(x) dx.
\]

(9.19)

9.3.6. Remark. As a check for our formulas, let us calculate the relative characters on basic vectors. Hence, let \( F \) be non-Archimedean, with ring of integers \( o \), and assume that the torus \( T \) is unramified (possibly split).

Let \( f \in \mathcal{S}(N, \psi \backslash G/N, \psi) \) be the image of the identity element of the Hecke algebra, and \( \pi = \chi \otimes \tau \) an unramified representation of \( G = \mathbb{G}_m \times \text{SL}_2 \), whose \( L \)-packet we will denote by \( \Pi \). By (4.2),

\[
\langle f, J_\Pi \rangle = \frac{\zeta(2)}{L(\tau, \text{Ad}, 1)}.
\]

Hence, if we replace \( f \) by the basic vector \( f_L(\text{Sym}^2, 1) \in \mathcal{S}_{L(\text{Sym}^2, 1)}^{-}(N, \psi \backslash G/N, \psi) \),

\[
\langle f_L(\text{Sym}^2, 1), J_\Pi \rangle = \frac{\zeta(2)L(\pi, \text{Sym}^2, 1)}{L(\tau, \text{Ad}, 1)}.
\]

Note that \( \text{Sym}^2 \) denotes the descent of the \( \text{Sym}^2 \)-representation of \( \text{GL}_2 \) under \( \text{GL}_2 \rightarrow \mathbb{G}_m \times \text{PGL}_2 \); that is, the adjoint representation of \( \text{PGL}_2 \) tensored by the scalar action of \( \mathbb{G}_m \).

If \( f_T \) is the identity in the Hecke algebra of \( T \), and \( \theta \) is an unramified character, we have \( \langle f_T, \theta \rangle = 1 \). On the other hand, the theorem states that

\[
1 = \langle f_T, \theta \rangle = \left\langle \frac{L(\eta, 1)}{\zeta(1)\zeta(2)} T_T f_L(\text{Sym}^2, 1), \theta \right\rangle = \frac{L(\eta, 1)}{\zeta(1)\zeta(2)} \left\langle f_L(\text{Sym}^2, 1), T_T^* \theta \right\rangle =
\]

\[
= \frac{L(\eta, 1)}{\zeta(1)\zeta(2)} \left\langle f_L(\text{Sym}^2, 1), J_\Pi \right\rangle = \frac{L(\eta, 1)}{\zeta(1)\zeta(2)} \cdot \frac{\zeta(2)L(\pi, \text{Sym}^2, 1)}{L(\tau, \text{Ad}, 1)},
\]

where \( \Pi \) is the endoscopic lift of \( \theta \) — that is: if \( T \) is split then \( \Pi = \frac{1}{\text{SL}_2} \) the principal series representation unitarily induced from \( \theta \), and if \( T \) is non-split (so \( \theta = 1 \)), then \( \Pi = \eta\bar{\text{SL}_2} \) the principal series representation unitarily induced from \( \eta \), the unique non-trivial quadratic unramified character.

One easily confirms directly that the right hand side is, indeed, equal to 1.
9.4. **An application: the Gelfand–Graev–Piatetski-Shapiro formula.** Theorem 9.3.5 provides the transfer operator from tori to the Kuznetsov formula. On the other hand, we have already seen in Theorem 4.2.1 how to transfer between the Kuznetsov formula and the stable trace formula for $\text{SL}_2$. We will combine those two in order to obtain the well-known formula for the stable transfer of characters from tori to $\text{SL}_2$, when $T$ is non-split:

$$\Theta^\xi_{\theta}(t) = \frac{2}{\text{Vol}(T)} \frac{\eta}{\bullet} \ast S_{\theta}(t), \quad (9.20)$$

where:

- $\Theta^\xi_{\theta}$ is the stable character lifted from the character $\theta$ of $T$, expressed as usual in the trace variable $t$;
- $S_{\theta}(t) = \frac{\theta(a) + \theta^{-1}(a)}{\sqrt{|t^2 - 4|}}$ if $a \in T$ has trace $t$ (and $S_{\theta}$ is zero otherwise);
- $\ast_\bullet$ denoted *additive convolution* in the variable $t$, with respect to an additive Haar measure $dt$;
- the volume of $T$ is taken with respect to the Haar measure $da$ which is locally equal to $\frac{dt}{\sqrt{|t^2 - 4|}}$, as before.

This is formula 2.5.4.(7) in the book [GGPS69] of Gelfand, Graev, and Piatetski-Shapiro. In the split case, $S_{\theta}$ is equal to the character of the lift, i.e., the measure $\frac{2}{\text{Vol}(T)} \frac{\eta}{\bullet}$ is replaced by the delta measure at zero, and it will become clear why this is so.

Theorem 9.3.5 states that the adjoint of the operator $T^*_T\theta$ takes the character $\theta$ of the torus $T$ to the relative character $J_{\Pi}$ for the Kuznetsov formula of $G = \text{SL}_2 \times \mathbb{G}_m$. This will be $\eta$-equivariant in the $\mathbb{G}_m$-factor, let us now ignore the $\mathbb{G}_m$-factor, and use $J_{\Pi}$ to denote the restriction of the relative character to $\text{SL}_2$. For $f \in \mathcal{S}(G)$, let $f_{\eta}(t) = \int_\mathcal{X} f(c,t)\eta(c)$, a measure in the variable $t$. Then, (9.19) can be written:

$$\frac{T_{\Pi}(f)(a)}{da} = \lambda(\eta, \psi) \int_\mathcal{X} f_{\eta} \left(\frac{c}{t} \right) dt \eta(xt)\psi(x)dx,$$

where $t = t(a)$.

By Theorem 9.3.5,

$$J_{\Pi} = T^*_T\theta,$$

which from the above formula can easily be computed as

$$J_{\Pi}(\zeta) = \lambda(\eta, \psi)\eta(\zeta) \left(\psi(\bullet^{-1}) \ast_{\bullet} |^{-1} \ast_{\bullet} \right) \ast S_{\theta}(\zeta), \quad (9.21)$$

where $S_{\theta}(t) = \frac{\theta(a) + \theta^{-1}(a)}{\sqrt{|t^2 - 4|}}$, with $a, a^{-1}$ being the elements of $T$ with $t(a^\pm 1) = t$.

On the other hand, by Theorem 4.2.1,

$$J_{\Pi} = T^*_\text{SL}_2 \Theta_{\Pi},$$
where $T_{\text{SL}_2}$ is given by multiplicative convolution by the measure $\psi(z)|z|d^x$. Its adjoint (on generalized functions) will be given by multiplicative convolution by the measure $\psi(\frac{1}{2})|z|^{-1}d^x z$, and the inverse of that will be given by convolution by $\psi^{-1}(z)d^\xi z$.

Hence:

$$\Theta_{\Pi}(t) = (\psi^{-1}(\bullet)d^\xi \bullet) \ast J_{\Pi}(t) = \lambda(\eta, \psi) (\psi^{-1}(\bullet)d^\xi \bullet) \ast (\eta(t) (\psi(\bullet^{-1}) \bullet |^{-1}d^\xi \bullet) \ast S_\theta(t)).$$

If $\hat{\Phi}$ denotes usual Fourier transform $\hat{\Phi}(y) = \int \Phi(x)\psi(x)dx$ (with self-dual Haar measure with respect to $\psi$), the above can be written

$$\Theta_{\Pi}(t) = \lambda(\eta, \psi) \int \psi^{-1}(tu)\eta(u)\hat{S}_\theta(u)du.$$  

In the split case, where $\eta = 1$, $\lambda(\eta, \psi) = 1$, this just says that

$$\Theta_{\Pi} = S_\theta,$$

the well-known formula for the character of a principal series representation.

Assume now that we are in the non-split case. Then $\eta$ is the Fourier transform of $\gamma(\eta, 1, \psi)^{-1} \eta^\#$, understood as a generalized function by a Tate integral, and the above can be written

$$\Theta_{\Pi} = \frac{\lambda(\eta, \psi)}{\gamma(\eta, 1, \psi)} \eta^\# \ast S_\theta.$$  

By (7.19), $\frac{\lambda(\eta, \psi)}{\gamma(\eta, 1, \psi)} = \frac{2}{\text{Vol}(T)}$, where the volume of $T$ is taken with respect to the Haar measure $da$ that is the quotient of the self-dual measure of the associated quadratic extension $E$ with respect to the character $\psi \circ \text{tr}$, and the self-dual, with respect to $\psi$, measure $dt$ on $F$. I claim that this is the same as the measure $da$ which, locally in $T$, is equal to $\frac{dt}{\sqrt{|t^2-4|}}$. Indeed, if $E = F(\sqrt{D})$ is the quadratic extension associated to the torus $T$, and we write $z = x + y\sqrt{D}$ for an element, the self-dual measure with respect to $\psi \circ \text{tr}$ is $|4D|^{\frac{1}{2}}dxdy$. Computing differentials for the sequence

$$1 \to T \to \text{Res}_{E/F}\mathbb{G}_m \to \mathbb{G}_m \to 1,$$

one sees that the multiplicative measure $d^\xi z = \frac{dz}{|x^2-Dy^2|}$ factorizes as the product of the measure on $T$ which is locally equal to $\frac{dx}{|Dy^2|^{\frac{1}{2}}}$, and the multiplicative measure on $\mathbb{G}_m$. On $T$, the kernel of the norm map, we have $|Dy^2|^{\frac{1}{2}} = \sqrt{|x^2-1|}$, and together with the fact that $x = \frac{t}{2}$, this shows that the quotient measure on $T$ is the measure that is locally equal to $\frac{dt}{\sqrt{|t^2-4|}}$. This proves the formula (9.20) for the stable characters.
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