Local energy bounds and strong locality in chiral CFT
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Abstract

A family of quantum fields is said to be strongly local if it generates a local net of von Neumann algebras. There are very limited methods of showing directly strong locality of a quantum field. Among them, linear energy bounds are the most widely used, yet a chiral conformal field of conformal weight $d > 2$ cannot admit linear energy bounds. We prove that if a chiral conformal field satisfies an energy bound of degree $d - 1$, then it also satisfies a certain local version of the energy bound, and this in turn implies strong locality. A central role in our proof is played by diffeomorphism symmetry. As a concrete application, we show that the vertex operator algebra given by a unitary vacuum representation of the $\mathcal{W}_3$-algebra is strongly local. For central charge $c > 2$, this yields a new conformal net. We further prove that these nets do not satisfy strong additivity, and hence are not completely rational.

1 Introduction

Locality plays a fundamental role in quantum field theory. Its precise formulation depends on setting, but it is usually expressed as some kind of commutation relation. In the Haag-Kastler framework [Haa96], we have commutativity of the bounded operators associated to spacelike separated regions. When the theory is formulated in terms of quantum fields (operator-valued distributions), one requires commutativity between the operators obtained after smearing the fields with test functions having space-like separated supports (Wightman locality [SW00]). However, unlike in the previous case, these are – in general – unbounded operators whose domain is not the full Hilbert space, so what is in fact assumed is commutativity on some
In the chiral conformal case, one often uses the setting of vertex operator algebras (VOAs) in which locality appears as a certain commutation relation between formal series \[\text{[Kac98]}\] which is directly related to Wightman locality, see e.g. \[\text{[Kac98, Section 1.1]}\] and \[\text{[CKLW18, Appendix A]}\].

Conceptually, these different forms of locality should all express the same physical principle. However, their mathematical equivalence is far from being evident. Nelson’s famous example \[\text{[Nel59, Section 10]}\] shows that, even if two self-adjoint operators \(A, B\) commute on a common dense core, the (bounded) unitary operators \(e^{iAt}\) and \(e^{iBs}\) (where \(t, s \in \mathbb{R}\)) need not commute. The commutativity of these bounded functions is a stronger property, which is hence called strong commutativity. The difference between commutativity and strong commutativity is a major obstacle for moving from (unbounded) quantum fields to Haag-Kastler nets of (bounded) algebras.

In prominent examples of constructive quantum field theory \[\text{[GJ87]}\], this problem has been treated by linear energy bounds: when a suitable positive self-adjoint operator (“Hamiltonian”) bounds the smeared fields and their commutators, then strong locality follows. However, there are important quantum fields which do not satisfy linear energy bounds.

In this paper we focus on chiral conformal quantum field theory. Apart from physical reasons, their study is also well-motivated by mathematical ones. There is a rich variety of explicitly constructed chiral conformal models and they helped to uncover deep mathematical relations between various different areas of mathematics. Here we consider the question of under what condition one can guarantee that two “formally” relatively local chiral conformal fields – i.e. ones that are relatively local as formal series – remain local even at the level of generated bounded (von Neumann) algebras. In case they do so, we say that they are relatively strongly local. One of our main motivations is the study of connection of between VOAs and conformal nets which, from a general point of view, was initiated in \[\text{[CKLW18]}\], a work in which the notion of strong locality of fields plays a central role.

The passage from formal series (VOA setting) to algebras of bounded operators on a Hilbert space (i.e. to conformal Haag-Kastler nets, or conformal nets for short) requires three ingredients. Firstly, one needs the existence of a suitable inner product – as it is usually put, the model must be unitary. This is far from being an easy problem; for example, for the Virasoro algebra, there is a parameter \(c\) called the central charge and it was a great achievement \[\text{[GKO86, FQS86]}\] to establish the discrete series and the continuous family of \(c\) for which there are unitary representations. Secondly, even having a suitable inner product, one needs to have some control on the “unboundedness” of the Fourier modes of the fields so that smearing with smooth test functions can be defined. This is usually done by establishing and using some polynomial energy bounds, see e.g. at \[\text{[CKLW18, Section 6]}\]. Contrary to the question of unitarity, this is often easy: we are unaware of any unitary model, where such bounds could not be derived by rather standard, straightforward arguments for the generating fields (which then implies polynomial bounds for all fields). Lastly, one has to prove that the smeared fields strongly commute when the test functions have disjoint support.

In the context of unitary VOAs, solutions to the question of strong locality may be classified into two types. There are some methods – although rather few; most prominently the one relying on the use of linear energy bounds (which we will also review below in more detail) – with which one can directly show the strong relative locality of two fields. These may be called primary methods. On the other hand, the strong relative locality between

(fixed, suitable) domain. In the chiral conformal case, one often uses the setting of vertex operator algebras (VOAs) in which locality appears as a certain commutation relation between formal series \[\text{[Kac98]}\] which is directly related to Wightman locality, see e.g. \[\text{[Kac98, Section 1.1]}\] and \[\text{[CKLW18, Appendix A]}\].
fields of a generating set implies the strong relative locality of any two fields of the VOA \cite{CKLW18}. This gives a secondary way of showing strong locality: one can prove strong locality of a VOA by showing that it can be embedded in a larger VOA which is generated by fields whose strong locality can be proven by a primary method. Other secondary methods concerns the VOA representation theory and give the strong locality for some unitary VOA extensions of certain strongly local VOAs, see e.g. \cite[Section 5]{Gui20a}.

A conformal field $\phi$ is said to satisfy a **linear energy bound** if for every test function $f$, the product

$$\phi(f)(L_0 + 1)^{-1},$$

(where $L_0$ is the conformal Hamiltonian) is bounded. Existence of such bounds allows an application of the Glimm-Jaffe-Nelson commutator theorem \cite{Nel72, GJ72} showing the desired strong locality \cite{DF77}. As famous examples for fields satisfying such a bound, we mention the stress-energy field and the free bosonic field (or as is also called: the $U(1)$-current). The free fermionic field satisfies an even better bound: the smeared field is already bounded, without need of a dumping by $(L_0 + 1)^{-1}$, hence strong locality of the (even part) of the relevant VOA is immediate. Yet, there are interesting unitary VOAs that are not generated by fields satisfying linear energy bounds and have no known realizations as sub-VOAs of some unitary VOA whose strong locality is already established (by e.g. the use of linear energy bounds). In fact, in some sense, the existence of linear energy bounds is rather rare: as we shall show in Section 3.1, a (nonzero) primary field $\phi$ of conformal dimension $d > 1$ can at best satisfy an energy bound of degree $d - 1$; that is

$$\phi(f)(L_0 + I)^{-s}$$

may be bounded for all test functions $f$ only if $s \geq d - 1$ (with the $s = d - 1$ case hence referred to as an **optimal** energy bound). Thus, a primary field of conformal dimension $d > 2$ cannot satisfy a linear energy bound.

An optimal energy bound, even if it is not a linear one, can be of great value. One of our main results is the following: if $\phi$ is a primary field of conformal dimension $d > 1$ and it admits an optimal energy bound, then in turn the following also holds: for any nonnegative test function $f \geq 0$,

$$\phi(f^{d-1})(T(f) + (r(f) + \epsilon)I)^{-(d-1)}$$

is a bounded operator, where $T(f) = \sum_n \hat{f}_nL_n$ is the smeared stress-energy tensor (which is bounded from below by \cite{FH05}) and sufficiently large positive number $r(f)$. This is a local version of the energy bounds: rather than using $L_0$ – which is $T$ smeared with the constant 1 function – we have a bounding positive operator whose localization coincides with that of $\phi(f)$.

The idea of local energy bounds has already circulated in the last few years \cite{CW}, but so far no such bounds were derived for the $d > 2$ case. Local energy bounds are interesting by themselves, because they pass immediately to representations. Besides representation theory, local energy bounds were used in the construction of spectral triples in the superconformal net setting \cite{CHKL10, CHK15}. Here we shall use them in the context of strong locality. In particular, we prove that if $\phi, \tilde{\phi}$ are relatively local primary fields of conformal dimensions $d, \tilde{d} > 1$ satisfying the above local energy bound, then they are also strongly relatively local.
Thus, an optimal (global) energy bound implies a local one which in turn can be used to derive strong locality. Altogether, this gives a new primary method for showing strong locality.

As a concrete example of all these new techniques, we consider the $\mathcal{W}_3$-algebra. Recently we showed that its vacuum representations are unitary for every central charge value $c \geq 2$ [CTW19]. This model has a certain realization in the tensor product of two $U(1)$-Heisenberg algebras, but for $c > 2$ this realization does not respect the native Hamiltonian and inner product of the Heisenberg algebra and hence cannot be directly used to conclude strong locality. Having no further known realizations for the general $c > 2$ case, this is a perfect place for an application of our new method.

By rather involved computations (including the estimate of the normal square $:L^2:$ of the Virasoro field), we check that the $W$ field (of conformal weight $d = 3$) satisfies an optimal global energy bound of degree $3 - 1 = 2$. This implies that the $W$ field satisfies a local energy bound, and hence – as this field together with the stress-energy tensor generate the full model – strong locality of the $\mathcal{W}_{3,c}$ unitary VOA for all $c \geq 2$. Besides the applications to strong locality of VOAs the results of these paper should also provide a new useful tool in the comparison between vertex operator algebras and conformal nets from the representation theory point of view which has been considerably developed in the last few years, see e.g. [Gui20b], [Ten19].

This paper is organized as follows. In Section 2 we recall fundamental concepts, in Section 3 we present our main results: how an optimal global energy bound implies a local one in Section 3.1 and how these local energy bounds imply strong locality in Section 3.3. In Section 3.2 we tools to obtain global energy bounds from bounds on commutators. In Section 4 we study the particular case of the $\mathcal{W}_3$ algebra. By the techniques developed above, we conclude that the $W$-field is strongly local to itself for $c \geq 2$. We conclude the paper by briefly studying some properties of the resulting conformal nets.

## 2 Preliminaries

Here we shall review the notion of chiral conformal fields with special attention to polynomial energy bounds and smearing. In some sense the most appropriate setting for treating these concepts is that of a unitary vertex operator algebra (unitary VOA), for which we refer to [CKLW18]. However, except for Section 4.1 we consider only certain fields and not the whole unitary VOA. Thus we decided to summarize what we mean by conformal fields without reference to a unitary VOA. This makes our presentation not only more transparent but also applicable to different settings, including fields in a representation of the VOA. We expect that the techniques developed here might apply to intertwining fields with appropriate modifications.

### 2.1 Primary and quasi-primary fields

Let $V$ be a complex linear space equipped with a representation $\{C, L_n : n \in \mathbb{Z}\}$ of the Virasoro algebra with central charge $C = c \mathbb{1}$ such that $L_0$ is diagonalizable on $V$ with lowest
eigenvalue \( h \geq 0 \) and with all eigenvalues included in the set \( \{h, h+1, h+2, \ldots \} \)\(^1\). That is, we have
\[
[L_n, L_m] = (n-m)L_{n+m} + \frac{c}{12}(n^3 - n)\delta_{n,-m} \mathbb{1}
\]
for \( n, m \in \mathbb{Z} \). We further assume that \( V = \bigoplus_{n=0}^{\infty} V_{h+n} \) (algebraic direct sum) where \( V_{n+h} \equiv \text{Ker}(L_0 - (n+h) \mathbb{1}) \).

A family of linear operators \( \{\phi_n\}_{n \in \mathbb{Z}} \) on \( V \) are said to form the (Fourier) modes of a field on \( V \) if for every \( v \in V \), there is an \( n_v \) such that \( \phi_n v = 0 \) whenever \( n \geq n_v \). We shall further say that \( \{\phi_n\}_{n \in \mathbb{Z}} \) are the modes of a primary field of conformal dimension \( d \) if
\[
[L_n, \phi_m] = ((d-1)n - m)\phi_{n+m}
\]
for all \( n, m \in \mathbb{Z} \). If the above relation holds for all \( m \in \mathbb{Z} \) and \( n = -1, 0, 1 \) (but not necessarily for \( |n| > 1 \)) then we say that our field is quasi-primary. In either case, the (abstract) field associated to these modes is the formal series \( \phi(z) = \sum_{n \in \mathbb{Z}} \phi(n) z^{-n-1} \) where \( \phi(n) = \phi_{n-d+1} \).

In what follows, we shall always assume that there is an inner product (a positive-definite sesquilinear form) \( \langle \cdot, \cdot \rangle \) making the given representation of the Virasoro algebra unitary, that is,
\[
\langle \Psi, L_n \Phi \rangle = \langle L_n \Psi, \Phi \rangle
\]
for all \( \Phi, \Psi \in V \). We call it a unitary structure on \( V \). Note that the assumption of a unitary structure implies that in particular the central charge \( c \) must have a positive value.

Given a unitary structure, we say that our primary (or quasi-primary) field \( \phi(z) \) is hermitian if it holds that \( \langle \phi_n \Psi, \Phi \rangle = \langle \Psi, \phi_{-n} \Phi \rangle \) for all \( \Psi, \Phi \in V \). Note that the representation of the Virasoro algebra (given together with \( V \)) itself defines a hermitian quasi-primary field of conformal dimension 2: the formal series \( L(z) = \sum_n L_n z^{-n-1} = \sum_n L_n z^{-n-2} \) is called the stress-energy field.

### 2.2 Energy bounds and smeared fields

In the setting described in the previous Section, let us consider now a primary (or quasi-primary) field of conformal dimension \( d \) with Fourier modes \( \{\phi_n\}_{n \in \mathbb{Z}} \). We say that our field satisfies polynomial energy bounds if there exist some constants \( r, s > 0 \) such that
\[
\|\phi_n \Psi\| \leq C(1 + |n|^r)\|(L_0 + 1)^s \Psi\|
\]
for all \( \Psi \in V \), c.f. [CKLW18, Section 6]. In this case, the restriction of the operator \( \phi_n \) to \( V_k \) is a bounded map from \( V_k \) to \( V_{k-n} \) and hence the (formal) adjoint \( \phi_n^\dagger \) (as a linear operator on \( V \)) exists and it satisfies
\[
\langle \Psi, \phi_n \Phi \rangle = \langle \phi_n^\dagger \Psi, \Phi \rangle
\]

\(^1\)This assumption is mainly for simplicity. In general, for applications of e.g. Proposition 3.2 – since the field operators always change the eigenvalues by an integer – one could decompose the space \( V \) into invariant components where this assumption does hold and then use the fact that the estimate of the cited proposition is independent of the value of \( h \).
for all Ψ, Φ ∈ V and one has that \((φ^\dagger)_n := φ^\dagger_{-n}\) form the Fourier modes of a (possibly new) primary (or quasi-primary) field of conformal dimension equal to that of φ (if our φ is hermitian, then \(φ^\dagger = φ\)). Note that polynomial energy bounds of \(φ^\dagger\) follow from those of φ.

An important consequence of polynomial energy bounds is that it makes possible to “smear” the field. That is, for any smooth function \(f : S^1 \to \mathbb{C}\) with Fourier coefficients \(\hat{f}_n := \frac{1}{2\pi} \int_{-\pi}^{\pi} f(e^{iθ})e^{-inθ} dθ\), the sum

\[
φ(f) := \sum_{n \in \mathbb{Z}} \hat{f}_n φ_n
\]

is strongly convergent on \(V\): \(\sum_{n \in \mathbb{Z}} \hat{f}_n φ_n Ψ\) is a vector of the Hilbert space \(H\) obtained by the norm-completion of \(V\). In this way we get a closable operator (since its formal adjoint, \(\sum_{n \in \mathbb{Z}} \hat{f}_n φ^\dagger_n\), is also well-defined on \(V\) and hence densely defined in \(H\)) whose closure — for simplicity of notations — we shall still denote by \(φ(f)\). We have that

\[
φ(f)^* \supset φ^\dagger(\overline{f})
\]

showing that in the particular case when our field is hermitian \(f\) is real valued, \(φ(f)\) is symmetric. Note that even in this case, self-adjointness — i.e. that \(φ(f)^* = φ^\dagger(\overline{f})\) — does not seem to follow in general. On the other hand, φ(\(f\)) always preserves the set of smooth vectors \(C^\infty(L_0) := \bigcap_{n \in \mathbb{N}} \text{Dom}(L_0^n)\), where by a slight abuse of notation, we denoted \(L_0\) and its closure — whose domain also contains vectors outside \(V\) — by the same symbol. Actually, more than just the invariance of the domain \(C^\infty(L_0)\), we have that the map

\[
C^\infty(S^1, \mathbb{C}) \ni f \mapsto φ(f)Ψ ∈ C^\infty(L_0)
\]

is a strongly continuous linear map for every Ψ ∈ \(C^\infty(L_0)\). For details and proofs on these statements (and also on other facts in this Section) see e.g. [CLW1 8, Section 6].

The stress-energy automatically satisfies the following linear energy bound:

\[
\|L_n Ψ\| \leq \sqrt{\frac{c}{2}(1 + |n|^2)}\|(1 + L_0)Ψ\|
\]

for every Ψ ∈ \(V\). Although — following VOA notations — we denoted the stress-energy field by \(L(z)\), we shall use \(T(f)\) for the corresponding smeared (and closed) operators.

### 2.3 Diffeomorphism covariance

It is well-known that, as a consequence of the linear energy bound, hermitianity of \(L(z)\) implies \(T(f)^* = T(\overline{f})\); in particular, when \(f\) is a real function, \(T(f)\) is self-adjoint. Moreover, the thus obtained self-adjoint operators always generate a positive energy projective representation of the group \(\text{Diff}_+(S^1)\) of orientation-preserving diffeomorphisms. Again, mainly to fix notations and conventions, let us quickly recall what does this exactly mean.

For a differentiable map \(γ : S^1 → S^1\) we will consider its derivative to be a real-valued function; in our convention \(∂γ(e^{iθ}) = -ie^{-iθ} \frac{d}{dθ}γ(e^{iθ})\) and in this way \(∂γ\) is a strictly positive
function for every $\gamma \in \text{Diff}_+(S^1)$. For every smooth function $f : S^1 \to \mathbb{R}$ there exists a unique differentiable one-parameter subgroup $t \mapsto \gamma^f_t \in \text{Diff}_+(S^1)$ such that

$$\frac{d}{dt} \gamma^f_t(z)|_{t=0} = i f(z)$$

for every $z \in S^1 \equiv \{ w \in \mathbb{C} : |w| = 1 \}$; this is precisely the one-parameter subgroup usually referred as the exponential when one thinks of $f$ as a vector field. With this convention, the rotations are generated by the constant function $1$.

With these notations one has that there is a unique strongly continuous projective unitary representation $U$ of $\text{Diff}_+(S^1)$ such that $e^{iT(f)} = U(\gamma^f_t)$ (in the projective sense, i.e. up to a scalar) for every $f : S^1 \to \mathbb{R}$ smooth function and $t \in \mathbb{R}$, and the following properties hold:

(a) $U(\gamma)T(f)U(\gamma)^* = T((\partial \gamma \circ \gamma^{-1})(f \circ \gamma^{-1})) + r \mathbb{1}$ with the constant $r$ depending on the central charge $c$, the diffeomorphism $\gamma$ and the function $f$ ($r$ could be given in an explicit manner, but we shall not need it here);

(b) for $f_1, \ldots, f_n \in C^\infty(S^1, \mathbb{C})$, there is $t > 0$ such that $\|T(f_1) \ldots T(f_n)\Psi\| \leq t \| (1 + L_0)^n \Psi \|$ for every $\Psi \in C^\infty(L_0)$;

(c) for every $f \geq 0$, the self-adjoint operator $T(f)$ is bounded from below;

(d) $C^\infty(S^1, \mathbb{R}) \ni f \mapsto T(f)$ is continuous in the strong resolvent sense, and in particular, $C^\infty(S^1, \mathbb{R}^+) \ni f \mapsto \min(\text{Sp}(T(f))) \in \mathbb{R}$ is continuous.

Item (a) essentially says that, up to a multiplicative constant, $T$ transforms under diffeomorphisms like vector fields do. If $\phi(z)$ is a primary field of conformal dimension $d$ satisfying polynomial energy bounds, the commutator formula (2) results in the following:

$$U(\gamma)\Phi(f)U(\gamma)^* = \phi((\partial \gamma \circ \gamma^{-1})^{d-1}(f \circ \gamma^{-1}))$$

for every $f \in C^\infty(S^1, \mathbb{C})$ and $\gamma \in \text{Diff}_+(S^1)$; see e.g. [CKLW18] Proposition 6.4 for details. If $\phi$ is only quasi-primary, then the above transformation rule does not necessary hold for all $\gamma \in \text{Diff}_+(S^1)$ but it is still true for elements of the subgroup M"ob $\subset \text{Diff}_+(S^1)$ consisting of transformations of the form

$$S^1 = \mathbb{R} \cup \{ \infty \} \ni z \mapsto \frac{az + b}{cz + d}, \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2, \mathbb{R}).$$

Note that the $2d - 1$ dimensional subspace of $C^\infty(S^1, \mathbb{C})$ consisting of linear combinations of the $2d - 1$ functions $z \mapsto z^k$ ($k \in \mathbb{Z}, |k| < d$) is invariant under the action

$$\text{M"ob} \ni \gamma : f \mapsto (\partial \gamma \circ \gamma^{-1})^{d-1}(f \circ \gamma^{-1}),$$

and that this is actually a $2d - 1$ dimensional irreducible representation of M"ob. In particular, if the conformal dimension of our quasi-primary field is $d$, then for any $k \in \mathbb{Z}, |k| < d$

$$\text{Span}\{U(\gamma)^{-k}U(\gamma)^* : \gamma \in \text{M"ob}\} = \text{Span}\{\phi_j : j \in \mathbb{Z}, |j| < d\}.$$
2.4 Strong locality

Usually, the von Neumann algebra generated by a collection of bounded operators is the smallest von Neumann algebra containing the collection. Here we need to consider the von Neumann algebras generated by some (possibly) unbounded operators in an appropriate sense.

A densely defined closed operator $X$ of a Hilbert space $\mathcal{H}$ be a Hilbert space has a unique polar decomposition: that is, there exists a unique partial isometry $U$ with $\text{Ker}(U) = \text{Ker}(X)$ and a positive self-adjoint operator $A \geq 0$ such that $X = AU$. The positive operator $A = \sqrt{XX^*}$ further admits the spectral decomposition; the thus obtained projections and the isometry $U$ can be viewed as the bounded building blocks of $X$. One says that $X$ is affiliated to a von Neumann algebra $\mathcal{M}$ when $\mathcal{M}$ contains all of spectral projections of $A$ and $U$. Of course, if $\|X\| < \infty$ then $X$ is affiliated to $\mathcal{M}$ if and only if $X \in \mathcal{M}$. The von Neumann algebra $W^*(\{T_\alpha\})$ generated by a collection of densely defined closed operators $\{T_\alpha\}$ is the smallest von Neumann algebra to which all members of the collection are affiliated.

Let now $V$ be a complex inner product space carrying a unitary representation of the Virasoro algebra $\{L_n : n \in \mathbb{Z}\}$ of the type explained in Section 2.1. $\mathcal{H} = \overline{V}$ the Hilbert space completion of $V$ and $\phi$ a polynomially energy bounded field on $V$. For each nonempty, nondense, open connected interval of the circle $I \subset S^1$, consider the von Neumann algebra

$$\mathcal{A}_\phi(I) \equiv W^*(\{\phi(f)|f \in C^\infty(S^1, \mathbb{C}), \text{Supp}(f) \subset I\}).$$

We say that two fields $\phi, \tilde{\phi}$ are relatively local (to each other) if there is $N \in \mathbb{N}$ such that $(z - w)^N[\phi(z), \tilde{\phi}(w)] = 0$ as formal series. By [CKLW18, Appendix A], for energy bounded fields this is equivalent to the vanishing of the commutator $[\phi(f), \tilde{\phi}(\tilde{f})]$ on the set of smooth vectors $C^\infty(L_0)$ for every pair of smooth functions $f, \tilde{f} \in C^\infty(S^1, \mathbb{C})$ with disjoint support, i.e. the “weak” (or algebraic) relative locality of the two fields. Furthermore, two fields $\phi, \tilde{\phi}$ are said to be strongly relatively local (to each other) if $\mathcal{A}_\phi(I)$ and $\mathcal{A}_{\tilde{\phi}}(\tilde{I})$ are commuting von Neumann algebras whenever $I \cap \tilde{I} = \emptyset$. We say that a family of fields $\{\phi^{(j)}\}$ is local (respectively strongly local) if any pair of these fields (including pairs of the same field) is relatively local (respectively strongly relatively local). If a family of fields is strongly local then it is also local, see e.g. [CKLW18, Proposition 2.1] but the converse is not known to hold in general and our purpose is to give new sufficient conditions on local families in order to get strong locality.

By an adaptation of [CKLW18 Lemma 6.5] (this argument requires the smooth structure and not just about operators), one has that a bounded operator $B'$ is in the commutant of $\mathcal{A}_\phi(I)$ if and only if

$$\langle B'\Psi, \phi(f)\Phi \rangle = \langle \phi^\dagger(\overline{\tilde{f}})\Psi, B^*\Phi \rangle$$

for all $\Psi, \Phi \in V$ and $f \in C^\infty(S^1, \mathbb{C})$ with support in $I$. Taking also into account that $B'$ is an element of the commutant of a certain von Neumann algebra if and only if $B^*$ is so, the above characterization implies that

$$\mathcal{A}_\phi(I) = \mathcal{A}_{\phi^\dagger}(I) = \mathcal{A}_{\phi + \phi^\dagger}(I) \bigvee \mathcal{A}_{i(\phi - \phi^\dagger)}(I).$$

This means that when checking strong relative locality, it is enough to work with hermitian fields: $\phi$ and $\tilde{\phi}$ are strongly relatively local if and only if any of the hermitian fields $\phi + \phi^\dagger$ and $i(\phi - \phi^\dagger)$ is strongly relatively local to any of hermitian fields $\tilde{\phi} + \tilde{\phi}^\dagger$ and $i(\tilde{\phi} - \tilde{\phi}^\dagger)$.
3 Local energy bounds and strong locality

Let $V$ be as in Section 2.1 and $\{L_n\}$ be the associated representation of the Virasoro algebra (but we do not necessarily assume the VOA structure, unless otherwise specified).

3.1 From global to local energy bounds

Here we show that an energy bound regarding a single Fourier component of a primary field of the optimal degree can be turned into a local energy bound regarding smeared fields.

**Proposition 3.1.** Let $\phi$ be a hermitian primary field of conformal dimension $d > 1$ and $s > 0$. The following properties are equivalent:

1. there exist $k \in \mathbb{Z}$ and a constant $C > 0$ such that
   $$\|\phi_k \Psi\| \leq C \|(L_0 + 1)^s \Psi\|$$
   for every $\Psi \in V$,

2. $\phi$ satisfies polynomial energy bounds and $\phi(f)(L_0 + 1)^{-s}$ is a bounded operator for every $f \in C^\infty(S^1, \mathbb{C})$.

**Proof.** (2) implies (1) since $\phi(e_k) = \phi_k$ (we denote the closure with the same symbol), where $e_k(z) = z^k$.

Let us assume (1). Then $\phi$ satisfies a certain polynomial energy bound: Indeed, if $k \neq 0$ we have $\phi_0 = -\frac{1}{kd^2}[L_{-k}, \phi_k]$ and we obtain a bound on $\phi_0$. Then, either $k = 0$ or $k \neq 0$ with a new bound on $\phi_0$, we have $\phi_n = \frac{1}{(d-1)n}[L_n, \phi_0]$ for $n \in \mathbb{Z}$ and hence the field $\phi$ satisfy polynomial energy bounds (because $L_n$ satisfies a linear energy bound [CW05, below Lemma 4.1]) and one can consider the smeared field $\phi(f)$ for every $f \in C^\infty(S^1, \mathbb{C})$.

We prove the claimed energy bound in four steps: first for a certain $f > 0$, next for the constant function 1, and arbitrary $f > 0$ and finally for $f \in C^\infty(S^1, \mathbb{C})$.

(1) implies $\phi_{-k}(L_0 + (k + 1)\mathbb{1})^{-s}$ is bounded. Indeed, if $k > 0$,

$$\phi_{-k}(L_0 + (k + 1)\mathbb{1})^{-s} = ((L_0 + (k + 1)\mathbb{1})^{-s}\phi_k)^\dagger = (\phi_k(L_0 + 1)^{-s})^\dagger$$

and the right-hand side is bounded by (5). Therefore, we have $\|\phi_{-k} \Psi\| \leq C \|(L_0 + 1)^s \Psi\|$ with a possibly different $C$ because $(L_0 + (k + 1)\mathbb{1})^s(L_0 + 1)^{-s}$ is bounded. If $k < 0$,

$$\phi_{-k}(L_0 + \mathbb{1})^{-s} = ((L_0 + 1)^{-s}\phi_k)^\dagger = (\phi_k(L_0 + (1 - k)\mathbb{1})^{-s})^\dagger$$

and the right-hand side is bounded by (5) and a similar argument as above.

Furthermore, $\|\phi(e_i \Psi)\| \leq C \|(L_0 + \mathbb{1})^s \Psi\|$ with again a possibly different $C$, where $e_k(e^{i\theta}) = \cos k\theta$. As $\phi$ is primary, we have $U(\gamma)\phi(f)U(\gamma)^* = \phi((\gamma' \circ \gamma^{-1})^{d-1}(f \circ \gamma^{-1}))$ and we can choose $\gamma$ such that $(\gamma' \circ \gamma^{-1})^{d-1}(c_k \circ \gamma^{-1})$ has small negative part (by choosing $\gamma$ which “shrinks” the part where $\phi_k$ is negative and hence $\gamma'$ is small there). Then by further applying rotations, we
can find a finite set $\gamma_1, \ldots, \gamma_\ell$ such that $\sum_{j=1}^\ell U(\gamma_j)\phi(c_k)U(\gamma_j)^* = \phi(f)$, where $f$ is strictly positive. For this $f$,

$$
\|\phi(f)\Psi\| = \left\| \sum_{j=1}^\ell U(\gamma_j)\phi(c_k)U(\gamma_j)^*\Psi \right\| \leq \sum_{j=1}^\ell \|\phi(c_k)U(\gamma_j)^*\Psi\| \\
\leq \sum_{j=1}^\ell C\|(L_0 + 1)^sU(\gamma_j)^*\Psi\| = C\|(U(\gamma_j)(L(1) + 1)^sU(\gamma_j)^*\Psi\| \\
= \sum_{j=1}^\ell C\|(T(\gamma_j^* \circ \gamma^{-1}) + q_j )^s\Psi\|,
$$

where $q_j \in \mathbb{R}$, and the last expression can be bounded by $C_f\|(L_0 + 1)^s\Psi\|$ with some $C_f > 0$ by property [1].

Let us write $f = g^{d-1}$ where $g$ is again a strictly positive smooth function on the circle, then by standard arguments relying on existence and uniqueness of ordinary differential equations, there exists a unique $\gamma \in \text{Diff}_+(S^1)$ such that

$$
\gamma' \circ \gamma^{-1} = N_g g, \; \gamma(1) = 1
$$

where the constant $N_g = \int_0^{2\pi} \frac{1}{g(\theta)} d\theta$. Then

$$
U(\gamma)\phi_0 U(\gamma)^* = U(\gamma)\phi(1)U(\gamma)^* = \phi((N_g g)^{d-1}) = N_g^{d-1} \phi(f)
$$

and in a similar manner $U(\gamma)^*L_0 U(\gamma) = U(\gamma)^*T(1)U(\gamma) = T(\tilde{f}) + q_\gamma 1$ for some $\tilde{f} > 0, q_\gamma \in \mathbb{R}$, showing that

$$
\|\phi_0 \Psi\| = N_g^{d-1}\|U(\gamma)^*\phi(f)U(\gamma)\Psi\| = N_g^{d-1}\|\phi(f)U(\gamma)\Psi\| \\
\leq C_f N_g^{d-1}\|(L_0 + 1)^sU(\gamma)\Psi\| = C_f N_g^{d-1}\|(T(\tilde{f}) + 1)^s\Psi\| \\
\leq \tilde{C}\|(L_0 + (q_\gamma + 1)\tilde{1})^s\Psi\|
$$

and by the property [1] with a further possibly different $C$, we have $\|\phi_0 \Psi\| \leq C\|(L_0 + 1)^s\Psi\|$.

By reversing the arguments, for any strictly positive $f$, there is $C_f$ such that $\|\phi(f)\Psi\| \leq C_f\|(L_0 + 1)^s\Psi\|$. Namely, $\|\phi(f)(L_0 + 1)^{-s}\| < \infty$ whenever $f$ is strictly positive. This concludes the proof, because every $f : S^1 \to \mathbb{C}$ is a linear combination of four strictly positive smooth functions. \qed

We shall now see that a nontrivial (i.e. non constant zero) primary field of conformal dimension $d > 1$ can satisfy a bound of the form $\|\phi_0 \Psi\| \leq C\|(L_0 + 1)^s\Psi\|$ at best with degree $s \geq d - 1$. Moreover, in case the degree is precisely $d - 1$ (hence it is optimal), such a global energy bound (formulated in terms of $L_0$) can be promoted to local energy bound, where the field smeared on a local test function is bounded by some polynomial of the stress-energy tensor smeared on a (in general different) local test function.
Proposition 3.2. Let $\phi$ be a primary field of conformal dimension $d > 1$ and $s,C$ positive constants such that $\|\phi_0\Psi\| \leq C\|(L_0 + 1)^s\Psi\|$ for every $\Psi \in V$. If $s < d - 1$ then $\phi = 0$, and if $s = d - 1$, then for every $g \geq 0$ smooth function and every $\Psi \in C^\infty(L_0)$,

$$\|\phi(g^{d-1})\Psi\| \leq C\|(T(g) + r_\phi\mathbb{1})^{d-1}\Psi\|$$

where the constant $r_\phi = -\min(\text{Sp}(T(g)))$ is universal in the sense that it depends only on $g$ and the central charge $c$ (but not on the lowest energy level $h$).

Proof. By Proposition 3.1 $\phi$ satisfies polynomial energy bounds. Furthermore, if $\{g_n\}$ are strictly positive smooth functions, then there are $\gamma_n \in \text{Diff}_+(S^1)$ such that $\gamma_n \circ \gamma_0 = N_{g_0}g_n, \gamma_n(1) = 1$ and hence $U(\gamma_n)\phi_0U(\gamma_0^*) = N_{g_0}^{d-1}\phi(g_n^{d-1})$. By property (ii), it also holds that $U(\gamma_n)L_0U(\gamma_0^*) = T(N_{g_0}g_n) + q_n\mathbb{1}$, where $q_n = h - \min(\text{Sp}(T(N_{g_0}g_n))) = h + N_{g_n}r_{g_n}$.

By a straightforward estimates (as in the proof of Proposition 3.1) we have

$$\|\phi(g_n^{d-1})\Psi\| \leq C N_{g_n}^{s(d-1)} \left\| \left( T(g_n) + \left( r_n + \frac{h + 1}{N_{g_n}} \right) \mathbb{1} \right)^s \Psi \right\|$$

for every $\Psi \in C^\infty(L_0)$.

For a positive function $g$ supported in a proper interval, we can take a sequence of strictly positive functions $g_n (n \in \mathbb{N})$ converging to $g$ in the $C^\infty$ topology. Since our $g$ is “local” (its support is not the whole circle), $N_{g_n} \to \infty$ and by the properties (ii) and (iii) $\|T(g_n) + (r_n + \frac{h + 1}{N_{g_n}})\mathbb{1}\|^s \to \|T(g) + r_\phi\mathbb{1}\|^s$ and $\|\phi(g_n^{d-1})\Psi\| \to \|\phi(g^{d-1})\Psi\|$ by (3).

If $s < d - 1$, then by comparing the sides of (7), $|\phi(g^{d-1})\Psi| = 0$. However, $\Psi \in C^\infty(L_0)$ was arbitrary and local, nonnegative, smooth functions linearly span the set $C^\infty(S^1, \mathbb{C})$ so in this case our field is trivial: $\phi = 0$.

On the other hand, if $s = d - 1$ then the limit results in the desired inequality. The only thing to comment about is the fact that by [FH05, Theorem 4.1], when $g$ is local, the minimum of the spectrum of $T(g)$ is independent of $h$. □

We say that a primary field $\phi$ satisfies a global energy bound if there is $C, s > 0$ such that $\|\phi_0\Psi\| \leq C\|(L_0 + 1)^s\Psi\|$. A global energy bound is said to be optimal if $s = d - 1$. We say $\phi$ satisfies a local energy bound if for any $f \geq 0$ smooth function, there is $C, s, q > 0$ such that

$$\|\phi(f^{d-1})\Psi\| \leq C\|(T(f) + q)^s\Psi\|.$$  \hspace{1cm} (8)

Proposition 3.2 can be summarized as follows: if $\phi$ satisfies an optimal global energy bound, then it satisfies a local energy bound with $s = d - 1$.

3.2 Improving global energy bounds

A priori, it is not always easy to have the optimal global energy bounds $s = d - 1$ for a given primary field $\phi$. The next Proposition gives a way to obtain a global energy bound from a bound on a commutator.
Proposition 3.3. Let $\phi$ be a hermitian (quasi-)primary field and assume that
\[ \| [\phi_{-k}, \phi_k] (L_0 + 1)^{-\beta} \| < C \]
for some $k \neq 0, \beta > 0, C > 0$. Then, with $C' = \sqrt{\frac{C}{k(\beta + 1)}} > 0$, $\| \phi_k (L_0 + 1)^{-\frac{\beta+1}{2}} \| < C'$.  

Proof. We first assume that $k > 0$.

Put $\gamma(n) = \| \phi_k |_{\mathcal{H}_n} \| < \infty$. In this proof, $\Psi_\ell$ denotes a generic vector in $V_\ell$. We have
\[
\| \phi_k \Psi_{n+k} \|^2 = \sup_{\| \Psi_n \| = 1} |\langle \Psi_n, \phi_k \Psi_{n+k} \rangle|^2 = \sup_{\| \Psi_n \| = 1} |\langle \phi_{-k} \Psi_n, \Psi_{n+k} \rangle|^2
\]
\[
\| \phi_{-k} \Psi_n \|^2 = \langle \Psi_n, [\phi_k, \phi_{-k}] \Psi_n \rangle + \| \phi_k \Psi_n \|^2
\]
Therefore, by assumption it holds that
\[ \gamma(n + k)^2 \leq \gamma(n)^2 + C(n + 1)^{\beta} \]
As we have $k > 0$, it holds that $\gamma(0) = \gamma(1) = \cdots = \gamma(k - 1) = 0$, it is easy to obtain the estimate
\[ \gamma(n)^2 \leq \frac{C}{k(\beta + 1)} (n + 1)^{\beta+1} \]
from which the desired estimate follows with $C' = \sqrt{\frac{C}{k(\beta + 1)}}$. As for $\phi_{-k}$, from
\[
\| \phi_{-k} (L_0 + 1)^{-\frac{\beta+1}{2}} \| = \| (L_0 + 1 + k)^{-\frac{\beta+1}{2}} \phi_{-k} \| \leq (k + 1)^{-\frac{\beta+1}{2}} \| (L_0 + 1)^{-\frac{\beta+1}{2}} \phi_{-k} \|
\]
and $\| (L_0 + 1)^{-\frac{\beta+1}{2}} \phi_{-k} \| = \| \phi_k (L_0 + 1)^{-\frac{\beta+1}{2}} \|$ we obtain the same inequality. $\square$

3.3 Strong locality through local energy bounds

Let $\phi$ be a primary field of dimension $d$. Then it holds that
\[ [\phi(f), T(g)] = \phi((d-1)fg' - f'g). \]
In particular, if we take $g \geq 0, f = g^{d-1}$, then $[\phi(f), T(g)] = 0$.

There are results which allows us to conclude strong commutativity from weak commutativity under certain circumstances. The first of which is due to Glimm and Jaffe (see [GJ87, Theorem 19.4.4]). For our purpose, we utilize the following special case of Driessler-Fröhlich theorem [DF77] (more precisely a variation of it [Tan16, Theorem C.2] with vanishing commutators).

Theorem 3.4. Let $H \geq 1$ be a positive self-adjoint operator, $A$ and $B$ symmetric operators on a core $\mathcal{D}$ of $H$. Assume that there is positive number $c$ such that

1. $\|A\psi\| \leq c\|H\psi\|$ and $\|B\psi\| \leq c\|H\psi\|$ for all $\psi \in \mathcal{D}$.

2. For all $\psi, \varphi \in \mathcal{D}$,
\[ \langle H\psi, A\varphi \rangle - \langle A\psi, H\varphi \rangle = \langle H\psi, B\varphi \rangle - \langle B\psi, H\varphi \rangle = 0 \]
(3) $\langle A\psi, B\varphi \rangle = \langle B\psi, A\varphi \rangle$ for all $\psi, \varphi \in \mathcal{D}$.

Then $A, B$ are essentially self-adjoint on any core of $H$ and they strongly commute.

Note that the condition (2) is requiring that the commutators $[A, H], [B, H]$ vanish in the weak sense. In the original theorems [GJ87, Theorem 19.4.4] [DF77], the most important assumption is that the commutators $[A, H], [B, H]$ are bounded by $H$ in a certain way. If we have a local energy bound (5), we can skip this condition by taking $H$ that commutes with $A, B$ and conclude strong commutativity of fields from weak commutativity.

**Theorem 3.5.** Let $\phi^{(1)}, \phi^{(2)}$ be relatively local primary fields with conformal dimensions $d_1, d_2$ and satisfy the local energy bound (5) with $s_j = d_j - 1$. If $g_1$ and $g_2$ are positive test functions with disjoint supports, then $\phi^{(1)}(g_1^{d_1-1})$ and $\phi^{(2)}(g_2^{d_2-1})$ strongly commute.

**Proof.** Let $g_1, g_2$ as above. Note that then $T(g_1 + g_2)$ is bounded below and it is essentially self-adjoint on $C^\infty(L_0)$. Furthermore, on $C^\infty(L_0)$, $\phi^{(1)}(g_1^{d_1-1})$ and $\phi^{(2)}(g_2^{d_2-1})$ weakly commute. As we have $[\phi^{(j)}(g_j^{d_j-1}), T(g_j)] = or (in the sense of sesquilinear form) and since $g_1$ and $g_2$ have disjoint support, it holds that $[\phi^{(j)}(g_j^{d_j-1}), (T(g_1 + g_2) + q)^{d_j-1}] = 0$, where $d = \max\{d_1, d_2\}$ and $q > 0$ such that $T(g_1 + g_2) + q$ is positive (such a $q$ exists by [FH05, Theorem 4.1]).

As $g_1$ and $g_2$ have disjoint supports, $\phi^{(1)}(g_1^{d_1-1})$ and $\phi^{(2)}(g_2^{d_2-1})$ weakly commute. Furthermore, by taking $q$ even larger, we may assume that $\|T(g_j)^{d_j-1}\Psi\| \leq \|T(g_1 + g_2) + q)^{d_j-1}\Psi\|$, because $T(g_1) + q$ and $T(g_2) + q$ are positive and strongly commute. Now from (6) and Theorem 3.4 with $A = \phi^{(1)}(g_1^{d_1-1}), B = \phi^{(2)}(g_2^{d_2-1})$ and $H = (T(g_1 + g_2) + q)^{d_1-1} + 1$, we conclude that $\phi^{(1)}(g_1^{d_1-1})$ and $\phi^{(2)}(g_2^{d_2-1})$ strongly commute.

**Unitary VOA and conformal net.** Let us assume that $h = 0$ and $V$ contains a distinguished vector $\Omega \in V_0$ and $V$ is generated by $\Omega$ and a set of primary fields $\{\phi^{(j)}\}$. If they satisfy certain properties, $V$ admits a structure of a simple unitary vertex operator algebra (VOA), generated by the field(s) $\{\phi^{(j)}\}$ and in particular one can define a local family of fields $\{Y(a, z) : a \in V\}$ which is maximal in an appropriate sense (the family of vertex operators); we do not recall the definition here, but refer to [CKLW18, Section 4.2]. A VOA $V$ contains a distinguished stress-energy field $L(z)$. If there are other hermitian fields satisfying the Virasoro relations (1), we call it a Virasoro field. A hermitian primary field $Y(a, z) = J(z)$, where $a$ belongs to $V_1$ of the subspace of eigenvectors of $L_0$ with eigenvalue 1, is called a current. Any current satisfies $[J_m, J_n] = m\delta_{m+n}$ [CKLW18, Proposition 6.3].

Given a simple unitary VOA, one may try to construct a conformal net (see [CKLW18, Section 3.3] for the definition) by

$\mathcal{A}(I) = W^*(\{Y(a, f) : a \in V, f \in C^\infty(S^1, \mathbb{C}), \text{ supp } f \subset I\})$,

together with the (projective) representation $U$ of $\text{Diff}_+(S^1)$ and $\Omega$, but the locality of $\mathcal{A}$ does not follow in general. Yet, [CKLW18, Theorem 8.1], if the fields $\{\phi^{(j)}\}$ is strongly local, then $\mathcal{A}$ is local and we obtain a conformal net. In this case, $V$ is said to be strongly local.

**Lemma 3.6.** Assume that a simple unitary VOA $V$ contains relatively local primary fields $\phi^{(j)}, j = 1, 2$ with conformal dimension $d_j$ satisfying either an optimal global energy bound or a local energy bound with $s_j = d_j - 1$. Then $\phi^{(1)}(f_1), \phi^{(2)}(f_2)$ strongly commute if $f_1, f_2$ have
disjoint supports. Furthermore, \( \phi^{(j)}(f_j) \) strongly commutes with any hermitian Virasoro field \( L \) and any current \( J(f) \) if \( f_j \) and \( f \) have disjoint supports.

Proof. Let us first note that these fields smeared with positive functions of certain form commute strongly: We know from Proposition 3.2 and Theorem 5.3 that they strongly commute if the test functions are of the form \( f_1^{d_{j1}}-1 \) and \( f_2^{d_{j2}}-1 \), where \( f_1 \) and \( f_2 \) are smooth positive functions (the case of \( \phi^{(j)} \) and \( L \) is similar\(^2\)).

The case of a primary field \( \phi^{(j)} \) with an optimal energy bound or local energy bounds and a Virasoro field \( L \) is similar. Indeed, the full stress-energy tensor \( T \) splits as a sum \( T = L(z) + L^\ast(z) \) of two commuting Virasoro fields (see \[CKLW18\] Proposition 5.31), and in particular we have \( [T(z), T(w)] = [L(z), L(w)] \). From this it follows that \( L(z) \) satisfies a local energy bound, that is, for any positive test function \( f \), \( \|L(f)\Psi\| \leq C\|L(f+\varepsilon)\Psi\| \) for some constant \( C \). Then, by the same argument as in Theorem 3.3 \( L(f) \) and \( \phi^{(j)}(g^{d_{j2}}-1) \) strongly commute for positive test functions \( f, g \) with disjoint supports.

Next, assume that \( V \) contains a current \( J \) and let \( e \) be any other relatively local field. Then \( J(f) \) and \( \phi(g) \) strongly commute if \( f, g \) have disjoint support. Indeed, as a representation of \( J \), \( V \) is a direct sum of Fock representations (see \[BMT88\]), and hence all vectors in \( V \) are analytic for \( J(f) \) by the proof of \[RS75\] Theorem X.41. Set \( X_n(t) \equiv \sum_{k=0}^{\infty} \frac{(\mu^t)^k}{k!} J(f)^k \); then analyticity implies that for every \( \Psi \in V, t \in \mathbb{R} \), we have \( X_n(t)\Psi \xrightarrow{n \to \infty} e^{itJ(t)}\Psi \). Moreover it is clear that \( X_n(t)^* \supset X_n(-t) \). For \( \Psi_1, \Psi_2 \in V \), we have

\[
\langle e^{-iJ(t)}\Psi_1, \phi(g)\Psi_2 \rangle = \lim_{n \to \infty} \langle X_n(-1)\Psi_1, \phi(g)\Psi_2 \rangle = \lim_{n \to \infty} \langle \phi(g)^*\Psi_1, X_n(t)\Psi_2 \rangle = \langle \phi(g)^*\Psi_1, e^{iJ(t)}\Psi_2 \rangle
\]

and this implies that \( e^{iJ(t)}\Psi_2 \in \text{Dom}(\phi(g)) \) and \( e^{iJ(t)}\phi(g)\Psi_2 = e^{iJ(t)}\phi(g)^*\Psi_2 \). This implies that \( J(f) \) and \( \phi(g) \) commute strongly (cf. \[LS65\] P. 220).

Primary fields, Virasoro fields and currents satisfy the covariance (4) (in the case of Virasoro fields only up to a scalar, and currents have \( d = 1 \)) which preserve the set of nonnegative function of the form \( f_{d_{j1}}^{-1} \). Therefore, we can construct a conformal net \( (\mathcal{A}^+, U, \Omega) \) with these positive test functions for primary fields with \( d > 1 \) and Virasoro fields, while currents are smeared with arbitrary test functions. This net is irreducible: the whole Hilbert space is spanned by the Fourier modes of \( \phi^{(j)} \), Virasoro fields and currents, and the smeared fields \( \phi^{(j)}(f_{d_{j1}}^{-1})L(g), J(g) \) with nonnegative compactly supported functions \( f, g \) and a compactly supported function \( \tilde{g} \) are affiliated with some \( \mathcal{A}^+(I) \), therefore, if \( \Psi \in \bigcup_{I \subseteq S^1} \mathcal{A}^+(I)\Omega \cap \text{Dom}(\phi^{(j)}(f_{d_{j1}}^{-1})) \), then \( \phi^{(j)}(f_{d_{j1}}^{-1})\Psi \in \bigcup_{I \subseteq S^1} \mathcal{A}^+(I)\Omega \) (similarly for \( L(g) \) and \( J(\tilde{g}) \)). We can take linear combinations of such vectors (because \( \mathcal{A}^+(I) \) is closed under linear combinations). By noting that there are sufficiently many positive smooth functions with compact support of the form \( f_{d_{j1}}^{-1} \) (because the typical bump function has the form \( e^{-1/t} \) whose \( (d-1) \)-th root is smooth), we can obtain vectors acted on by the Fourier modes. As \( V \) is generated by these fields and dense in \( \mathcal{H} \) by definition, \( \mathcal{A}^+ \) is irreducible.

It follows from \[CKLW18\] Lemma 6.5, see also the proof of \[CKLW18\] Proposition 6.6, that for a linear combination \( h = f_{d_{j1}}^{-1} + g_{d_{j2}}^{-1} \) supported in \( I \), \( \phi^{(j)}(h) \) is affiliated to \( \mathcal{A}^+(I) \).

\(^2\)Not all positive smooth functions have smooth \( (d-1) \)-th root, hence we temporarily use these functions to construct the net.
Now, any smooth function $f$ can be obtained by a linear combination of functions of the form $f^{d_j-1}$ (it is enough to consider the real part, then the real part is a linear combination of two smooth nonnegative functions, and any smooth nonnegative function can be written as a difference of two function of the form $f^{d_j-1}$ because we can add a bump function which has a smooth $d_j-1$-th root, and the smoothness of the roots breaks only in points where the functions vanishes). This implies that $\phi_{j_1}(f_1)$ and $\phi_{j_2}(f_2)$ strongly commute if $f_1$ and $f_2$ have disjoint supports.

The case of a primary field $\phi^{(j)}$ with an optimal energy bound or local energy bounds and a Virasoro field $L$, and of two Virasoro fields are similar. The case involving a current has already been discussed.

The following is immediate from Lemma 3.6 and generalizes [CKLW18, Theorem 8.3].

**Theorem 3.7.** Assume that a simple unitary VOA $V$ is generated by primary fields $\{\phi^{(j)}(z)\}$ with conformal dimension $d_j$ satisfying either an optimal global energy bound or a local energy bound with $s_j = d_j - 1$, Virasoro fields and currents. Then it is strongly local.

Although fields have been analyzed case-by-case until now, we know no primary field which violates the optimal energy bounds and expect the following.

**Conjecture 3.8.** Let $V$ be a simple unitary VOA. Then every primary vertex operator $Y(a, z), a \in V \setminus V_1$ satisfies optimal energy bounds.

**Remark 3.9.** Any simple unitary vertex operator algebra $V$ is a direct sum of irreducible unitary positive energy representations of the Virasoro algebra. Hence, $V$ is generated by $L(z)$ and by Hermitian primary fields. Accordingly, if Conjecture 3.8 is true then $V$ is strongly local as a consequence of Theorem 3.7 and this would imply [CKLW18, Conjecture 8.18].

4 The $\mathcal{W}_3$-algebra as a conformal net

We present concrete examples of primary fields that can be shown to be strongly local by Theorem 3.7: the $\mathcal{W}_3$-algebra with $c > 2$, whose definition we recall below.

4.1 The $\mathcal{W}_3$-algebra and its lowest weight representations

The $\mathcal{W}_3$-algebra is defined, for $c \neq -\frac{22}{5}$, as a pair of families of operators $\{L_n\}_{n \in \mathbb{Z}}, \{W_n\}_{n \in \mathbb{Z}}$ on a $\mathbb{C}$-linear space $V$ such that

for each $\Psi \in V$, $L_n \Psi = W_n \Psi = 0$ for sufficiently large $n$ 

(9) 

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12}m(m^2 - 1)\delta_{m+n,0},$$

$$[L_m, W_n] = (2m - n)W_{m+n},$$

$$[W_m, W_n] = \frac{c}{3 \cdot 5!}(m^2 - 4)(m^2 - 1)m\delta_{m+n,0},$$

$$+ b^2(m - n)\Lambda_{m+n} + \left[\frac{1}{20}(m - n)(2m^2 - mn + 2n^2 - 8)\right] L_{m+n},$$

(9)
where \( b^2 = \frac{16}{225w^2} \) and \( \Lambda_n = \sum_{k>0} L_{n-k} L_k + \sum_{k\leq 0} L_k L_{n-k} - \frac{3}{10} (n+2)(n+3) L_n \). We call such a pair a representation of the \( W_3 \)-algebra.

For a given triple \((c, h, w) \in \mathbb{C}^3, c \neq -\frac{22}{5}\), a representation of the \( W_3 \)-algebra is said to be a **lowest weight representation** if there is a cyclic vector \( \Omega = \Omega_{c,h,w} \) satisfying

\[
L_n \Omega = W_n \Omega = 0 \quad \text{for} \quad n > 0, \\
L_0 \Omega = h \Omega, \\
W_0 \Omega = w \Omega.
\]

Lowest weight representations exist for any such \((c, h, w)\) (which is nontrivial because the \( W_3 \)-algebra is not a Lie algebra, hence the standard construction through the universal enveloping algebra does not work, see e.g. [CTW19]). These representations can be in general reducible but, for any triple \((c, h, w) \in \mathbb{C}^3, c \neq -\frac{22}{5}\) there exists, up to isomorphism, a unique irreducible lowest weight representation.

We showed in [CTW19] that, for any \( c \geq 2, h = w = 0 \), there is a positive-definite sesquilinear invariant form \( \langle \cdot, \cdot \rangle \) (an invariant scalar product) on the irreducible lowest weight representation (the **vacuum representation**) \( V_{c,0,0}^W \): it holds that \( L_0^\dagger = L_{-n}, W_0^\dagger = W_{-n} \) with respect to this form.

### 4.2 An energy bound for \( :L^2: \)

From the commutation relations (9), the components \( \{W_n\} \) have the conformal dimension \( d = 3 \), hence we set \( W(z) = \sum_n W_n z^{-n-3} \). The degree of the optimal energy bound for \( W(z) \) in Proposition 3.2 is \( s = d - 1 = 2 \). To apply Proposition 3.3 to the \( W_3 \)-algebra in order to obtain the energy bound with \( s = 2 \), we need to estimate the right-hand side of (9) which contains \( :L^2: \) and to have a bound with \( s = 3 \). Again from the commutation relation (9), it is rather straightforward to obtain a bound with \( s = 4 \), but this is not enough to apply Theorem 3.7. With more computations using concrete representations, we can obtain \( s = 3 \), as we show below. More precisely, we will show the following bound.

\[
0 \leq :L^2: \leq 5(c + 1)(1 + L_0^3).
\]

**Algebraic properties of \( :L^2: \)**. Let \( \{L_n\} \) be a positive-energy unitary representation of the Virasoro algebra with \( c > 0 \) on \( V \). The Fourier modes of the Wick square of \( L(z) = \sum_n L_n z^{-n-2} \) is given by

\[
:L^2: = \sum_{k>0} L_{n-k} L_k + \sum_{k\leq 0} L_k L_{n-k}.
\]

By direct computations, we see that

\[
[L_0, :L^2:] = -n :L^2:, \\
[L_1, :L^2:] = (3 - n) :L^2:_{n+1}.
\]

In other words, \( :L(z)^2: \) is quasi-primary and has conformal dimension 4. From the Virasoro algebra relations, it follows that

\[
:L^2: = 2L_0 + 2 \sum_{k\geq 1} L_{-k} L_k,
\]

where \( b^2 = \frac{16}{225w^2} \) and \( \Lambda_n = \sum_{k>0} L_{n-k} L_k + \sum_{k\leq 0} L_k L_{n-k} - \frac{3}{10} (n+2)(n+3) L_n \). We call such a pair a representation of the \( W_3 \)-algebra.

For a given triple \((c, h, w) \in \mathbb{C}^3, c \neq -\frac{22}{5}\), a representation of the \( W_3 \)-algebra is said to be a **lowest weight representation** if there is a cyclic vector \( \Omega = \Omega_{c,h,w} \) satisfying

\[
L_n \Omega = W_n \Omega = 0 \quad \text{for} \quad n > 0, \\
L_0 \Omega = h \Omega, \\
W_0 \Omega = w \Omega.
\]

Lowest weight representations exist for any such \((c, h, w)\) (which is nontrivial because the \( W_3 \)-algebra is not a Lie algebra, hence the standard construction through the universal enveloping algebra does not work, see e.g. [CTW19]). These representations can be in general reducible but, for any triple \((c, h, w) \in \mathbb{C}^3, c \neq -\frac{22}{5}\) there exists, up to isomorphism, a unique irreducible lowest weight representation.

We showed in [CTW19] that, for any \( c \geq 2, h = w = 0 \), there is a positive-definite sesquilinear invariant form \( \langle \cdot, \cdot \rangle \) (an invariant scalar product) on the irreducible lowest weight representation (the **vacuum representation**) \( V_{c,0,0}^W \): it holds that \( L_0^\dagger = L_{-n}, W_0^\dagger = W_{-n} \) with respect to this form.

### 4.2 An energy bound for \( :L^2: \)

From the commutation relations (9), the components \( \{W_n\} \) have the conformal dimension \( d = 3 \), hence we set \( W(z) = \sum_n W_n z^{-n-3} \). The degree of the optimal energy bound for \( W(z) \) in Proposition 3.2 is \( s = d - 1 = 2 \). To apply Proposition 3.3 to the \( W_3 \)-algebra in order to obtain the energy bound with \( s = 2 \), we need to estimate the right-hand side of (9) which contains \( :L^2: \) and to have a bound with \( s = 3 \). Again from the commutation relation (9), it is rather straightforward to obtain a bound with \( s = 4 \), but this is not enough to apply Theorem 3.7. With more computations using concrete representations, we can obtain \( s = 3 \), as we show below. More precisely, we will show the following bound.

\[
0 \leq :L^2: \leq 5(c + 1)(1 + L_0^3).
\]

**Algebraic properties of \( :L^2: \)**. Let \( \{L_n\} \) be a positive-energy unitary representation of the Virasoro algebra with \( c > 0 \) on \( V \). The Fourier modes of the Wick square of \( L(z) = \sum_n L_n z^{-n-2} \) is given by

\[
:L^2: = \sum_{k>0} L_{n-k} L_k + \sum_{k\leq 0} L_k L_{n-k}.
\]

By direct computations, we see that

\[
[L_0, :L^2:] = -n :L^2:, \\
[L_1, :L^2:] = (3 - n) :L^2:_{n+1}.
\]

In other words, \( :L(z)^2: \) is quasi-primary and has conformal dimension 4. From the Virasoro algebra relations, it follows that

\[
:L^2: = 2L_0 + 2 \sum_{k\geq 1} L_{-k} L_k,
\]
therefore, : $L^2 :_0$ is a non-negative operator which leaves invariant each eigenspace of $L_0$.

**An estimate in the oscillator representation, case** $c = 1, \hbar = 0$. In order to derive a bound on : $L^2 :_0$ in terms of $L_0$, we work in the vacuum representation $V^{U(1)}_0$ of the $U(1)$-current algebra. The $U(1)$-current (or Heisenberg) algebra is an infinite-dimensional Lie algebra generated by $\{J_n\}_{n\in\mathbb{Z}}$ and a central element $Z$ with commutation relations

$$[J_m, J_n] = m\delta_{m+n,0}Z.$$ 

It admits a vacuum representation: there is a representation $V^{U(1)}$ where there is a cyclic vector $\Omega$ such that $J_m \Omega = 0$ for all $m \geq 0$.

Here vectors of the form

$$J_{-n_1} \cdots J_{-n_k} \Omega,$$

where $1 \leq n_1 \leq \ldots \leq n_k$, form a basis. There exists a positive-definite sesquilinear form $\langle \cdot, \cdot \rangle$ on $V^{U(1)}_0$ with normalization $\langle \Omega, \Omega \rangle = 1$ such that $\langle J_n \Psi, \Phi \rangle = \langle \Psi, J_{-n} \Phi \rangle$, see e.g. [KR87].

A representation of the Virasoro algebra with $c = 1$ is given by

$$L_n = \frac{1}{2} : J^2 :_n = \frac{1}{2} \left( \sum_{k<0} J_{-k} J_k + \sum_{k\leq-1} J_k J_{n-k} \right). \quad (11)$$

Let us denote $(V^{U(1)}_0)_n = \ker(L_0 - n1)$, then $(V^{U(1)}_0)_n$ are pairwise orthogonal and finite-dimensional, and they span $V^{U(1)}_0$. On each vector $\Psi \in V^{U(1)}_0$, the sum

$$J_- = \sum_{n>0} J_n$$

becomes finite, hence $J_-$ is a linear operator on $V^{U(1)}_0$. On the other hand,

$$J_+ = \sum_{n<0} J_n$$

cannot be defined as a linear operator. Nevertheless, it makes sense as a sesquilinear form:

$$\langle \Psi_1, J_+ \Psi_2 \rangle := \sum_{n<0} \langle \Psi_1, J_n \Psi_2 \rangle = \langle J_- \Psi_1, \Psi_2 \rangle.$$ 

In this sense, $J_+$ can be seen as the formal adjoint of $J_-$, although it is not an operator. Similarly, $J_- J_-$ makes sense as an operator, and $J_+ J_+, J_+ J_-$ can be defined as sesquilinear forms (but $J_- J_+$ cannot). We can also define the infinite sum $\sum_n L_n$ as a sesquilinear form, namely

$$\langle \Psi_1, \sum_n L_n \Psi_2 \rangle := \langle \sum_{n>0} L_n \Psi_1, \Psi_2 \rangle + \langle \Psi_1, \sum_{n\geq0} L_n \Psi_2 \rangle.$$ 

With this understanding, the following holds as sesquilinear forms by straightforward computations from the Sugawara formula (11) (for example, by counting how many times a product $J_k J_\ell$ appears in both sides) and the fact $J_0 = 0$ in $V^{U(1)}_0$:

$$\sum_n L_n = \frac{1}{2} (J_+ J_+ + J_- J_-) + J_+ J_- \quad (12)$$
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Next, let us observe that if \( L_n \Psi = n \Psi \), then \( \| J_- \Psi \| = \sqrt{n} \| \Psi \| \). Indeed, as the vectors 
\[ J_k \Psi \in (V_0^{U(1)})_{n-k} \] 
are pairwise orthogonal,
\[ \| J_- \Psi \|^2 = \sum_{k>0} \| J_k \Psi \|^2 = \sum_{k>0} \langle \Psi, J_{-k} J_k \Psi \rangle = \langle \Psi, L_0 \Psi \rangle = n \| \Psi \|^2. \]
From this it follows that
\[ \text{if } \Psi \in \bigoplus_{k=0}^n (V_0^{U(1)})_k, \text{ then } \| J_- \Psi \| \leq n \| \Psi \|. \]
Indeed, by writing \( \Psi = \sum_{n=0}^n \Psi_n, \Psi_n \in (V_0^{U(1)})_n \), we have
\[ \| J_- \Psi \|^2 = \left\| \sum_{k=0}^n J_- J_k \Psi \right\|^2 \leq n \sum_{k=0}^n \| J_- J_k \Psi \|^2 = n \sum_{k=1}^n k \| \Psi \|^2 \leq n^2 \| \Psi \|^2. \]
The first nontrivial estimate of degree 3 can be obtained in this representation.

**Lemma 4.1.** For \( \{ L_k \} \) in \( V_0^{U(1)} \) defined above and for any \( \Psi \in (V_0^{U(1)})_n \), it holds that
\[ 0 \leq \left\langle \Psi, \sum_{k \geq 0} L_{-k} L_k \Psi \right\rangle \leq \frac{9}{4} n^3 \]

**Proof.** The vectors \( L_k \Psi \) are pairwise orthogonal for \( k \in \mathbb{Z} \), and they are contained in
\[ (V_0^{U(1)})_{\leq n} := \bigoplus_{j=0}^n (V_0^{U(1)})_j. \]
If \( k < 0 \), then \( L_k \Psi \) is orthogonal to \( (V_0^{U(1)})_{\leq n} \). Therefore,
\[ \left\langle \Psi, \sum_{k \geq 0} L_{-k} L_k \Psi \right\rangle = \sum_{k \geq 0} \left\| L_k \Psi \right\|^2 = \max_{\Phi \in (V_0^{U(1)})_{\leq n}, \| \Phi \| = 1} \left\{ \left\| \Phi, \sum_{k \in \mathbb{Z}} L_k \Psi \right\|^2 \right\} \]
By substituting \( \sum_{k \in \mathbb{Z}} L_k \) by the right-hand side of (12) and by the fact that \( J_- J_- (V_0^{U(1)})_{\leq n} \subset (V_0^{U(1)})_{\leq n} \), and hence \( J_- J_- (V_0^{U(1)})_{\leq n} \) is orthogonal to \( \Psi \), we obtain
\[ \left\langle \Psi, \sum_{k \geq 0} L_{-k} L_k \Psi \right\rangle \leq \max_{\Phi \in (V_0^{U(1)})_{\leq n}, \| \Phi \| = 1} \left\{ \left\langle \Phi, \frac{1}{2} J_- J_- \Psi + \langle J_- \Phi, J_- \Psi \rangle \right\|^2 \right\} \leq \left( \frac{1}{2} \sqrt{n} + \sqrt{n} \right)^2 \| \Psi \|^2 \leq \frac{9}{4} n^3 \| \Psi \|^2. \]
An estimate in the oscillator representation, case \( c > 1 \). We need to extend the above results to \( c > 1 \). For this purpose, we take the representation of the Virasoro algebra on \( V_0^{U(1)} \) with \( c > 1 \) \([KR87]\) Section 3.4]. Its Fourier coefficients are

\[
L_{n}^{\kappa,\eta} := \begin{cases} 
L_0 + \frac{1}{2}(\kappa^2 + \eta^2)1, & \text{if } n = 0, \\
L_n + (\kappa + i\eta)nJ_n, & \text{if } n \neq 0.
\end{cases}
\]  

(13)

Although these representations are not unitary for \( \kappa, \eta \notin \mathbb{R} \), we can still use them in order to obtain energy bounds.

**Lemma 4.2.** Let \( \kappa \in \mathbb{R} \setminus \{0\} \) and \( \eta \in \mathbb{R} \cup i\mathbb{R} \) such that \( \kappa^2 + \eta^2 > 0 \). Then the representation \([13]\) is isomorphic to the Verma module with \( c = 1 + \kappa^2 \) and \( h = \frac{\kappa^2 + \eta^2}{2} \), and in particular, is irreducible.

**Proof.** The subspaces \((V_0^{U(1)})_n\) remain eigenspaces of \( L_0^{\kappa,\eta} \), but with eigenvalues \( n + h \). In particular, the vacuum vector \( \Omega \) for the \( U(1) \)-current is the lowest weight vector for this representation. For the values \( c > 1, h > 0 \), the Kac determinants of the Virasoro algebra are positive, hence the Verma module is irreducible \([KR87]\) Proposition 8.2(b)]. Therefore, the restriction of \( \{L_{n}^{\kappa,\eta}\} \) to the subspace \( M \) generated from \( \Omega \) by \( \{L_{n}^{\kappa,\eta}\} \) is equivalent to the Verma module.

It remains to show that \( M = V_0^{U(1)} \). This follows because for each \( n \), \( \dim (V_0^{U(1)})_n = p(n) \), where \( p(n) \) is the number of partitions of \( n \), while \( (V_0^{U(1)})_n \supset \ker (L_0^{\kappa,\eta} - (n + h)) \) and \( \dim (\ker (L_0^{\kappa,\eta} - (n + h))) = p(n) \) as well.  

**Proposition 4.3.** Let \( \{L_n\} \) be the irreducible lowest weight representation of the Virasoro algebra with \( c > 1, h > 0 \). Then for every \( \Psi \in V \),

\[
\text{if } L_0 \Psi = (n+h)\Psi, \quad \sum_{k \geq 0} L_{-k}L_k \Psi = \lambda \Psi, \quad \text{then } |\lambda| \leq 5(c+1)(n+h)^3.
\]

**Proof.** As the statement is purely algebraic and does not depend on the scalar product, we can use the representation \( \{L_{n}^{\kappa,\eta}\} \) to prove the thesis. The scalar product \( \langle \cdot, \cdot \rangle \) below is the one of the \( U(1) \)-current algebra, and \( (L_{n}^{\kappa,\eta})^\dagger \neq L_{-n}^{\kappa,\eta} \) with respect to \( \langle \cdot, \cdot \rangle \) in general. However, \( (L_0^{\kappa,\eta})^\dagger = L_0^{\kappa,\eta} \) and hence is diagonalizable on each \( \ker (L_0^{\kappa,\eta} - (n + h)) \). Therefore, it is enough to work on eigenvectors of \( L_0^{\kappa,\eta} \) in \((V_0^{U(1)})_n\).

Let \( \Psi \in \ker (L_0^{\kappa,\eta} - (n + h)) \) and assume that \( \sum_{k \geq 0} L_{-k}L_k \Psi = \lambda \Psi \). Set

\[
L_0^0 := \sum_{k \geq 0} L_{0,0}^{k_k}, \quad J'_- := \sum_{k > 0} kJ_k.
\]

which are operators on \( V_0^{U(1)} \). By noting that \( (L_0^{0,0})^\dagger = L_0^1 = L_{-k} = L_{-k}^0 \), it is straightforward to show that

\[
\lambda \|\Psi\|^2 = \left\langle \Psi, \sum_{k \geq 0} L_{-k}L_k \Psi \right\rangle = \left\langle (L_0^0 + \kappa J_- + i\eta J'_-) \Psi, (L_0^0 + \kappa J_- + i\eta J'_-) \Psi \right\rangle,
\]
By assumption $c > 0$ and hence

$$|\lambda| \leq \frac{1}{\|\Psi\|^2} (\|L_0^0 \Psi\| + \|\kappa J_+ \Psi\| + \|\eta J'_- \Psi\|)^2.$$

We know that $\|J_+ \Psi\| = \sqrt{n} \|\Psi\|$. The vector $L_0^0 \Psi$ is a sum of eigenvectors of $L_0$ which are orthogonal to each other, hence $\|L_0^0 \Psi\|^2 = \|\sum_{k \geq 0} L_{-k}^0 L_k^0 \Psi\|^2 \leq 2n^3$ by Lemma 1.11 or $\|L_0^0 \Psi\| \leq \frac{2}{7} n^\frac{1}{2} \|\Psi\|$. As for $J'_- \Psi$, we have

$$\|J'_- \Psi\|^2 = \sum_{k=1}^{n} k^2 \|J_k \Psi\|^2 \leq n^2 \sum_{k=1}^{n} \|J_k \Psi\|^2 = n^2 \sum_{k=1}^{n} \langle \Psi, J_{-k} J_k \Psi \rangle = n^2 \langle \Psi, L_0^0 \Psi \rangle = n^2 \|\Psi\|^2.$$

By assumption $c > 1$. In addition, if $\eta^2 < 0$, then $|\eta|^2 < \kappa^2 = \frac{c-1}{12}$ and if $\eta^2 > 0$, then $|\eta|^2 \leq \eta^2 + \kappa^2 = 2h$. Altogether,

$$|\lambda| \leq \left(\frac{3}{2} n^\frac{3}{2} + |\kappa| n^\frac{1}{2} + |\eta| n^\frac{3}{2}\right)^2 \leq \left(\frac{3}{2} n^\frac{3}{2} + \left(\sqrt{\frac{c-1}{12}} + \sqrt{2h}\right) n^\frac{1}{2} + \sqrt{\frac{c-1}{12} n^\frac{3}{2}}\right)^2 \leq 5(c+1)(n+h)^3$$

as claimed. \hfill \Box

**Corollary 4.4.** Let $\{L_n\}$ be a direct sum $V$ of irreducible lowest weight representations of the Virasoro algebra with $c \geq 1, h \geq 0$. Then, for every $\Psi \in V$,

$$0 \leq \langle \Psi, :L^2 :_0 \Psi \rangle \leq \langle \Psi, 5(c+1)(1 + L_0^3) \Psi \rangle.$$

**Proof.** It is enough to prove this for irreducible components. Furthermore, we first assume that $c > 1, h > 0$.

By (10), $:L^2 :_0$ is a nonnegative operator. Moreover, as $\max\{2x - x^2 : x \in \mathbb{R}\} = \frac{7}{16}$, we find (note that the sum below runs from $k = 0$ while it runs from $k = 1$ in (10))

$$0 \leq: L^2 :_0 \leq \frac{7}{16} \mathbb{1} + \sum_{k \geq 0} L_{-k} L_k.$$

The sum $\sum_{k \geq 0} L_{-k} L_k$ leaves invariant each eigenspace of $L_0$, which are finite dimensional, therefore, $\sum_{k \geq 0} L_{-k} L_k$ is a direct sum of positive matrices. Proposition 4.3 gives an estimate on a simultaneous eigenvector $\Psi$ of $L_0$ and $\sum_{k \geq 0} L_{-k} L_k$, hence we have $0 \leq \sum_{k \geq 0} L_{-k} L_k \leq 5(c+1) L_0^3$. This establishes the claim for $c > 1, h > 0$.

As for $c \geq 1, h \geq 0$, note that for any $\Psi \in V, \langle \Psi, (5(c+1)(1 + L_0^3) - : L^2 :_0) \Psi \rangle$ is a polynomial in $c, h$. As we have proven the non-negativity of this polynomial for $c > 1, h > 0$, the claim for $c \geq 1, h \geq 0$ follows by continuity. \hfill \Box
4.3 Strong locality of the $W_3$-algebra

Let $W(z), L(z)$ be a lowest weight representation of the $W_3$-algebra with $c \geq 1, h = 0, w = 0$ and assume that it is unitary. We fix $k \in \mathbb{N}_+$. From the commutation relations (9), $[W_{-k}, W_k]$ can be bounded by $C(L_0 + 1)^3$ ($C$ depends on $k$, but this is not important here): the worst term is $\Lambda_0 = L^2 z_0 - \frac{9}{2} L_0$, whose bound has been obtained in Corollary 4.3 (here the condition $c \geq 1$ is necessary), and the rest is a linear combination of $L_0$ and $c$. From Propositions 3.1, 3.2 and 3.3 we infer that $W_k$ is bounded by $C'(L_0 + 1)^2$. As the conformal dimension of $W(z)$ is 3, this is the optimal global energy bound with $d = 3, s = 2$. By Proposition 3.2 we obtain a local energy bound.

As we observed in [CTW19], they generate a simple unitary VOA $W_{3,c}$ (see [CKLW18, Section 4.3] for a review of unitary VOA and our conventions, and remarks before Lemma 3.6). Now Theorem 3.7 applies directly to them:

**Corollary 4.5.** For $c \geq 1$ such that the VOA $W_{3,c}$ is unitary, it is strongly local.

While strong locality for discrete series ($c < 2$) is known by the coset construction [ACL19, Ten19, Section 5.1], and $c = 2$ is a subnet of the tensor product of the U(1)-current net, in the continuous region $c > 2$ strong locality is settled for the first time by local energy bound. Note that the that our proof of strong locality works also for the $c$ in the discrete series with $c \geq 1$ and, except from the trivial case $c = 0$, there is only one value of $c$ in the discrete series with $c < 1$ namely $c = 2(1 - \frac{d}{4}) = 0.8$. In the latter case our proof does not work although strong locality follows from the coset realization.

We do not know whether $W(g)$ is essentially self-adjoint on $C^\infty(L_0)$ for $g$, not of the form $f^{d-1} = f^2$ where $f$ is a nonnegative function.

4.4 Some properties of the $W_3$-nets with $c > 2$

Embedding into the free field net on $S^1 \setminus \{-1\}$. In [CTW19, Section 3.2 (19)] we constructed a representation of the $W_3$-algebra on $V_0^{U(1)} \otimes V_0^{U(1)}$. The fields $L(z), W(z)$ are linear combinations of certain normal products of two currents and a function $\rho(z) = -\frac{z}{z-1}$. The only singularity of $\rho(z)$ is at $z = -1$, therefore, it is possible to smear $L(z), W(z)$ with functions whose supports do not contain $-1$, and obtain operators affiliated with the local algebras of the tensor product net $\mathcal{A}_{U(1)} \otimes \mathcal{A}_{U(1)}$ of two $U(1)$-current nets. Furthermore, the restriction of $L(z), W(z)$ on the subspace generated by the tensor product vacuum is the irreducible lowest weight representation with $c \geq 2$. Let $P$ be the orthogonal projection onto this subspace.

As $T(f), W(g)$ are affiliated to $\mathcal{A}_{U(1)}(I) \otimes \mathcal{A}_{U(1)}(I)$ if $-1 \notin I$ and supp $f, \text{supp} g \subset I$, the operators $PL(f), PW(g)$ commute strongly if $f, g$ have disjoint support\footnote{Note that we cannot prove strong locality of the $W_3$-algebra in this way. Let $A, B$ be self-adjoint and strongly commuting and take a restriction to a subspace $V$. Then the restrictions are not necessarily strongly commuting. A simple counterexample is $A = B = i\frac{\sqrt{2}}{4}$ on $C^1(S^3)$, $V = C^1(S^3)_0$, functions vanishing at 0. This restriction is not normal (because it has wrong defect indices), so $A = VT$ does not strongly commute with $A^* = TV^*$.}. We now know that the smeared fields in the vacuum representation of the $W_3$-algebra with $c \geq 2$ are self-adjoint if $g = \bar{g}^2$, where $\bar{g} \geq 0$, hence they coincide with $PT(f), PW(g)$, and they generate the whole
net, as we saw in the proof of Lemma 3.6. This implies that the net \( \mathcal{A}_{W_3,c} \) can be seen as a translation-dilation covariant subnet of \( \mathcal{A}_{U(1) \otimes U(1)} \).

**Failure of strong additivity.** Let \( c > 2 \). We can take localized Weyl operators, e.g. \( e^{iJ(f)} \otimes 1 \) in \( \mathcal{A}_{U(1) \otimes U(1)} \), where \( J \) is the U(1)-current. By the arguments of [BSM90, Section 4], the operator \( P(e^{iJ(f)} \otimes 1)P \) belongs to the dual net of \( \mathcal{A}_{W_3,c} \), but not \( \mathcal{A}_{W_3,c} \) itself. This shows that \( \mathcal{A}_{W_3,c} \) does not satisfy strong additivity, just as the Virasoro nets with \( c > 1 \).

**Infinite \( \mu \)-index.** While \( \mathcal{A}_{W_3,c} \) does not satisfy strong additivity, it is conformally covariant, hence it satisfies the split property [MTW18, Theorem 5.4]. By [LX04, Theorem 5.3], it cannot have finite \( \mu \)-index in the sense of [KLM01].

**Some locally normal representations.** Again, as with the Virasoro nets with \( c > 1 \), we can construct some locally normal representations using the automorphisms of the U(1)-currents. Indeed, we have constructed some lowest weight representations which are manifestly unitary [CTW19, Section 3.4]. These representations are obtained by composing certain locally normal automorphisms of \( \mathcal{A}_{U(1) \otimes U(1)} \) (except \(-1\)) and representations of the form [BMT88]. This establishes local normality of the lowest weight representations with

\[
    h \geq \frac{c - 2}{24}, \quad |w| \leq \sqrt{\frac{8}{198 + 45c} \left( 2h - \frac{c - 2}{12} \right)^{\frac{3}{2}}} \quad (h, w \in \mathbb{R}).
\]

For other representations, analytic continuation might be useful [Wei17].
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