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ABSTRACT
Search engines and recommendation systems attempt to continually improve the quality of the experience they afford to their users. Refining the ranker that produces the lists displayed in response to user requests is an important component of this process. A common practice is for the service providers to make changes (e.g., new ranking features, different ranking models) and A/B test them on a fraction of their users to establish the value of the change. An alternative approach estimates the effectiveness of the proposed changes offline, utilizing previously collected clickthrough data on the old ranker to posit what the user behaviour on ranked lists produced by the new ranker would have been. A majority of offline evaluation approaches invoke the well studied inverse propensity weighting to adjust for biases inherent in logged data. In this paper, we propose the use of parametric estimates for these propensities. Specifically, by leveraging well known learning-to-rank methods as subroutines, we show how accurate offline evaluation can be achieved when the new rankings to be evaluated differ from the logged ones.
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1 INTRODUCTION

Many user-facing applications display a ranked list of items - this includes search results, ads, and recommendations. The design of such an application involves many choices, and the effect of each choice needs to be evaluated. In this paper, we restrict ourselves to factors affecting the ranked order of the displayed items - for example, features used as input into the ranker and learning-to-rank algorithm alternatives. Traditionally, the effects of these changes are evaluated using information retrieval metrics computed over ground truth relevance labels obtained from judges for a chosen set of queries. This Cranfield paradigm, which has been used by tracks organized by TREC, allows the comparison of alternative rankers via evaluation on standardised test collections. There continues to be progress on this front - bridging the gap between system measures and utility for the user.

In parallel, online evaluation of ranking systems is an active area of research. A/B Testing has been adopted as the de facto standard by practitioners wanting to verify the effect of changes to a ranker. Similar to offline approaches, current research focuses on more effective and robust evaluation metrics and methodologies. Despite its successes, there are reasons why online A/B tests may not always be the best option. Primarily, there is the danger that a proposed change degrades the user experience, thereby negatively impacting the subset of users that were exposed to the change.

Such concerns have led to recent research that looks at “offline A/B tests”. The central idea here is to utilise historical user interaction data - query logs, ranked lists of items displayed to the user, and clicked results. Making effective use of data collected by the engine allows us to mitigate the implementation costs of rolling out an A/B test and the risks of reduced user experience. Evaluation in this setting is posed as a counterfactual question - “How would the user have interacted with the results if presented in the order proposed by the new ranker?”.

The reason this is not straightforward to answer is that an unbiased estimate of the effect of the proposed changes needs to be obtained using biased historical data. The collected data is biased because we only have user interactions on items presented at the previously decided rank positions. The new ranker might differ from the old one in terms of the set of results shown, as well as their ordering. Moreover, users are known to have inherent biases, like preferring results at higher ranks. The unbiased evaluation reflects the fact that we would like to obtain an estimate as close to the new ranker’s true (unknown) performance as possible.

This paper focuses on deterministic rankers - models based on popular choices within the learning-to-rank setup (e.g., support vector machines, gradient boosting machines, and neural networks). Building on existing work that leverages a statistical technique
known as Inverse Propensity Weighting (IPW), we show how effective evaluation can be achieved via parametric estimates of the corresponding propensities. In our approach we train an Imitation Ranker that mimics the observed rankings in historical clickthrough data. Given the trained imitation ranker, our approach provides a parametric estimation for the probability of a document being observed at a certain rank in response to a given query. This propensity can be used for the estimation of a relevance metric for a new ranking policy.

In our experimental setting, we show that existing IPW based evaluations consistently lead to lower values of the ranking metrics, i.e., the new ranker will be believed to produce rankings of lower relevance than their actual true value. Parametric propensities computed at the fine level of detail of document and rank pairs address this underestimation of relevance, but come at the cost of increased variance. We show results that aid in obtaining a robust (low variance) and accurate (low bias) evaluation.

2 RELATED WORK

The focus of the current paper is evaluation, but there are overlaps with the closely related area of Unbiased Offline Learning to Rank which we enumerate in this section. Two early papers on this topic [22, 44] outlined the core problem that logged clickthrough data is incomplete. They suggest the use of a per-rank examination propensity to account for the position bias where results at higher ranks are more likely to be examined. Subsequent papers address the problem of estimating this rank-bias efficiently - by utilising randomisation experiments [45] or using natural variation observed in logged data [3, 4, 16, 35].

The topic continues to be a very active area of exploration - with papers looking at the optimisation of a wide class of metrics using larger capacity models [1, 5, 20], as well as online versions of these algorithms [32, 35]. Tutorials on the topic [21, 25, 34] summarise the current status and point to promising future directions.

The focus of the current paper coincides with recent work that considers biases beyond the position bias. We refer to the examination propensity as a user bias to indicate the source of the incompleteness in the data. Another example of a user bias is the effect of differential trust for results at different ranks [2]. There is the related class of system biases - where decisions made by the historical ranker need to be appropriately accounted for. An example is the issue of fairness of exposure [47] to counter a rich-get-richer phenomenon for items being chosen into impressions. Closest in motivation to the work described in the current paper is the notion of selection bias [36]. Most unbiased learning-to-rank methods make the assumption that all documents are observed, and therefore debiasing only needs to account for the rank-specific effects.

Our work considers the statistical proclivity of the historical ranker to place certain (types of) documents at certain ranks. We model this as a propensity computed at the level of a (document, rank) pair. Modelling biases at the (document, rank) level has the additional advantage that it allows us to target metrics where the user clicks on multiple items in the same impression. The next section details how the specifics of obtaining this propensity affects its downstream use within an IPW-based evaluation framework.

3 PROBLEM STATEMENT AND METHODOLOGY

Consider a dataset collected by an operational search engine that follows policy \( \pi \) for retrieving and ranking documents. This data is of the form \( D_\pi = \{(q, I, c)\} \) where:

- \( q \) represents the user query
- \( I \) is the impression, an ordered list of \( K \) documents returned in response to \( q \)
- \( c \) is an array where element \( c_k \in \{0, 1\} \) indicates if the document at rank \( k \) was clicked

In this paper, we use the terms 'Impression' and 'List' to refer to a ranking over a small set of \( K \) documents chosen from a large set of indexed items. \( I_k = d \) provides the identifier of the document that was shown at rank \( k \).

The dataset \( D_\pi \) may contain the same query string multiple times, and the observed impressions across the occurrences of \( q \) may have variations. This is natural when the ranker \( \pi \) is stochastic [15], but some degree of variation is natural even for deterministic rankers. For example, rankers typically contain feedback loops with clickthrough-based features or personalized and context-aware features which can potentially alter the rankings in response to user behaviour. We refer to the set of impressions seen in response to \( q \) as \( \pi(q) \).

The central task considered in this paper is evaluating the results generated by a new ranker \( \mu \). We represent the results generated by \( \mu \) in response to a query \( q \) by \( \hat{I} = \mu(q) \). Each \( \hat{I} \) is evaluated with respect to a relevance metric \( M(\hat{I}, c) \) for a given impression and available click labels. In this paper, we focus on impression-level relevance metrics that can be decomposed in an additive manner over individual items: \( M(I, c) = \sum_{k=1}^{K} m(c_k, k) \)

This restriction translates to having the relevance of an impression be an aggregation of click events observed on individual items. Note that the constraint is not very limiting, and includes a wide variety of IR metrics [40]. In this paper, we consider the following two:

1. Number of Clicks: \( \text{NoC}(I, c) = \sum_{k=1}^{K} c_k \)
2. Mean Reciprocal Rank: \( \text{MRR}(I, \hat{I}) = \frac{1}{|\hat{I}|} \sum_{k=1}^{K} \frac{1}{c_k} \)

The metrics might differ in the "gain" (directly taken to be \( c_k \) in the above equations) or the rank-specific "discount" (MRR uses \( k \), but NDCG would take \( \log(k) \)). The methods presented in this work can be readily applied to the estimation of a wider class of ranking metrics of interest - including Precision@K, MAP and NDCG. Note that the definition of MRR above is a non-standard generalisation to handle multiple relevant (clicked) documents for a given query. The value of a ranker \( \mu \) - given by \( V(\mu) \) - represents the expected value of the relevance metric for impressions produced by \( \mu \). The task is to provide an accurate estimation of \( V(\mu) \) by evaluating rankings that \( \mu \) produces for each query \( q \in Q \).

3.1 Background

When \( \mu \) produces results different from \( \pi \), we might end up with items for which we do not have click information. That is, it might be the case that \( I \neq \hat{I} \). One option is to restrict ourselves to the \( q \) where \( I = \hat{I} \), i.e., when the old and the new ranker produce the
same rankings. This gives us one estimate of \( V(\mu) \):

\[
\hat{V}(\mu) = \frac{1}{|D_\pi|} \sum_{(q,I,\ell) \in D_\pi} \sum_{k=1}^K \mathbb{1}_{\hat{I} = I} M(I, c) \quad (1)
\]

\( \hat{V}(\mu) \) provides a biased view of the true \( V(\mu) \) because of the logging policy confirming behaviour that it exhibits. That is to say, any \( \mu \) that consistently produces rankings that are very similar to those in the historical impressions produced by \( \pi \) is likely to have a relatively higher estimate \( \hat{V}(\mu) \). Conversely, if the new ranker’s results vary from those in the logged data, the estimated value \( \hat{V}(\mu) \) from Equation 1 will be an underestimate. Addressing this bias is at the core of the problem.

One way to conduct an accurate evaluation of \( \mu \) over the logged dataset \( D_\pi \) is via the use of the well-studied Inverse Propensity Weighting (IPW) mechanism [38]. An IPW version of Equation 1, where the relevance metric term has been replaced by its summation equivalent is:

\[
\hat{V}_L(\mu) = \frac{1}{|D_\pi|} \sum_{(q,I,\ell) \in D_\pi} \sum_{k=1}^K \mathbb{1}_{\hat{I} = I} \frac{m(c_k, k)}{\hat{p}(I|q)} \quad (2)
\]

Propensity here refers to the term \( \hat{p}(I|q) \), which represents how likely it is that the old ranker \( \pi \) returned impression \( I \) in response to query \( q \). The purpose of this propensity is to re-weight the samples so as to simulate the situation where \( D_\pi \) was collected in an experimental setting.

The subscript \( L \) in \( \hat{V}_L \) indicates that the propensity is computed at a list level and is equivalent to the method described in [26]. One downside of the list estimator, is that it is statistically inefficient - a significant fraction of \( D_\pi \) will be discarded if we are looking for exact matches at the list level (i.e., the indicators in Equations 1 & 2). In order to make better use of the logged data, methods that utilise document-level matches have been designed. In particular, [28] suggests the factorisation of an impression using click models [12]. In the current paper, we utilise the “Item+Position Click Model” proposed by [28], which suggests that observations for a (document, rank) combination - \( O(d, k|q) \) - requires the pair to be modelled jointly. Well known click models can be derived from the above general form by making additional assumptions. For example, the Position-Based Model [13] is obtained by setting \( O(d, k|q) = R(d|q) \ast E(k) \), a relevance-only component and a per-rank examination factor.

Under the Item+Position Click model, an IPW estimator can be obtained as:

\[
\hat{V}_{IP}(\mu) = \frac{1}{|D_\pi|} \sum_{(q,I,\ell) \in D_\pi} \sum_{k=1}^K \mathbb{1}_{\hat{I} = \ell} \frac{m(c_k, k)}{\hat{p}(\ell, k|q)} \quad (3)
\]

Unlike the List estimator (\( \hat{V}_{L} \)), we note that the matching operates at the level of individual documents. Therefore, when \( \mu \) places a document \( d \) at rank \( k \) for query \( q \), any historical impression that contains this \( (d, k, q) \) tuple contributes to the estimated value (even if there are differences in documents at other ranks). The corresponding propensity, \( \hat{p}(\ell, k|q) \), helps re-weight the historical data to account for the non-uniform likelihood of \( \pi \) placing certain documents at particular ranks. This propensity is the main object of interest in the current paper. Since the term \( \hat{p}(\ell, k|q) \) includes the document \( (\ell = d) \) and the rank \( (k) \), we refer to it as a (document, rank) propensity.

Existing work mostly only considers a rank-specific propensity \( \hat{p}(k) \). That is, compared to the model described above, this is equivalent to making the assumption that a given document is equally likely to be present at all ranks in the logged historical dataset. While this assumption is unlikely to hold in general, it leads to an advantage that the number of propensities to be estimated is only \( O(K) \). For the proposal considered here, the full set of (document,rank) propensities to be estimated is \( O(N_\pi K^2) \), where \( N_\pi \) is the number of queries we wish to evaluate over. Our challenge is to therefore have a robust mechanism to estimate these propensities so as to benefit from the increased model richness.

To do this, we assume access to a set of features for a query-document pair, we denote this representation by \( x_{qd} \). Note that the rankers \( \pi \) and \( \mu \) would typically utilise a set of features to produce per-document relevance scores, with impressions formed by ordering these items and their scores. We do not require that the set of features \( x_{qd} \) be the same as those used by either \( \pi \) or \( \mu \). There is recent precedence for the use of features within an evaluation setting (e.g., [45]). Our primary concern is to define a methodology that allows us to rely on experimental data gathering to a minimal extent. We expect the features to provide generalisation when there are systematic differences between the ranker that produced the logged dataset and the new ranker that is to be evaluated.

### 3.2 Computing (Document, Rank) Propensities

One option is to use the empirical propensities:

\[
\hat{p}(d, k|q) = \frac{\sum_{(q, I, \ell) \in D_\pi} \mathbb{1}_{\hat{I} = d} \mathbb{1}_{\ell = q}}{\sum_{(q, I, c) \in D_\pi} \mathbb{1}_{\ell = q}} \quad (4)
\]

This equation estimates the propensities as the fractional number of times a particular document \( d \) was shown at rank \( k \) across all impressions for the query \( q \) in \( D_\pi \). Despite the presence of some variation in rankings for the same query, the set of propensities obtained from Equation 4 is likely to be very sparse. A \((d, k, q)\) tuple that is rare in \( D_\pi \) will lead to a very large inverse propensity weight when used in Equation 3. If the ranking that \( \mu \) produces matches this rare tuple, the estimated \( \hat{V}_{IP}(\mu) \) will have a large value.

A core contribution of this paper relies on leveraging standard learning-to-rank (LrR) methods to obtain the required propensities. Our proposed workflow has two components:

- **Training an Imitation Ranker**: Given a logged set of impressions \( D_\pi \) and a set of features for query-document pairs \( x_{qd} \), we train a model that produces scores \( s_{qd} = f(x_{qd}) \) that allows the re-creation of the impressions produced by \( \pi \) as accurately as possible.

- **Computing Rank Distributions**: Given the set of \( K \) scores for an impression from the trained Imitation Ranker, we fill out a \( K \times K \) matrix where the entry at \((d, k)\) provides the propensity for item \( d \) being placed at rank \( k \).

We have assumed that the historical dataset \( D_\pi \) only contains information about document rankings and clicks. If the score produced by \( \pi \) for a query-document pair were logged as part of \( D_\pi \), we could use them directly in the second step for computing the (document,rank) propensities. Because they are derived from a parametric
model, these propensities are expected to be smoother than the ones in Equation 4. Figure 1 provides an illustrative example.

### 3.2.1 Training an Imitation Ranker

The Imitation Ranker ($M_{IR}$) is a function $f$ that produces a score $s_{qd} = f(x_{qd})$ given the features of the query-document pair as input. The features can include hand-crafted features or latent features from deep learning models. We propose the minimisation of the RankNet [9] objective to train $M_{IR}$:

$$
L_{\text{pairwise}} = \sum_{q \in Q} \sum_{l \in \pi(q)} \left[ \sum_{(d, z) \in \mathcal{L}_{d, z}} \log(1 + \exp(s_{qd} - s_{qz})) \right]
$$

where the set $Q$ contains all the queries in the logged dataset. The document pairs $(d, z)$ are chosen from the original impression $(q, d)$, and in this step, the query-document pair is input. The features can include hand-crafted features or latent features from deep learning models.

### 3.2.2 Computing Rank Distributions

Let $s_{qd}$ be the score of the document $d$ for the query $q$ produced by the imitation ranker $M_{IR}$. A historical impression with $K$ items leads to an array of $K$ scores. We make a Gaussianity assumption for the scores: $p(s_{qd}) = N(s_{qd}; s_{qz}, \sigma^2)$, and define a pairwise contest probability $p_{dz}$ of document $d$ being ranked higher than $z$. The log-likelihood of the observed data $D_{\pi}$ over rankings produced by $M_{IR}$ can be defined as:

$$
L_{\sigma} = \sum_{q \in Q} \sum_{l \in \pi(q)} \left[ \sum_{(d, z) \in \mathcal{L}_{d, z}} \log(p_{dz}) \right]
= \sum_{q \in Q} \sum_{l \in \pi(q)} \left[ \sum_{(d, z) \in \mathcal{L}_{d, z}} \log \left( p(s_{qd} - s_{qz} > 0) \right) \right]
= \sum_{q \in Q} \sum_{l \in \pi(q)} \left[ \sum_{(d, z) \in \mathcal{L}_{d, z}} \log \left( \int_{0}^{\infty} \mathcal{N}(s; s_{qd} - s_{qz}, 2\sigma^2) \, ds \right) \right]
$$

where the quantity $\sigma$ represents our uncertainty in the value of the score. This formulation was defined in SoftRank [43], which also provides the backbone of our proposed method.

If we see $L_{\sigma}$ as a function of only $\sigma$ (the document scores are given by $M_{IR}$), we can infer the value of $\sigma$ that maximises the log-likelihood in Equation 6. Intuitively, we can expect that if scores produced by $M_{IR}$ reflect the logged impressions accurately, a smaller value of $\sigma$ will suffice. On the other hand, if the scores disagree with the logged rankings, a larger value of $\sigma$ will be inferred - this in turn will lead to $p_{dz}$'s that are closer to 0.5 (i.e., uncertainty in pairwise orderings). Note the similarity between $L_{\sigma}$ and the likelihood in Equation 5 - while $L_{\text{pairwise}}$ uses the sigmoid of the score difference for the pairwise comparison, $L_{\sigma}$ follows from SoftRank's use of Gaussians for the scores.

Let $W \in \mathbb{R}^{K \times K}$ be a $K \times K$ matrix, where both the rows and the columns are associated with documents and each element $W_{dz}$ is set to $p_{dz}$. From this matrix, we utilise the following recursion mechanism to derive a matrix $\hat{W} \in \mathbb{R}^{K \times K}$ where the rows are still associated with documents while the columns are associated with ranks. For initialisation, we set $\hat{W}_{dz}(1) = \delta(k)$: $V_1 \leq d \leq K$ where $\delta(x) = 1$ when $x = 1$ and zero otherwise. For $1 \leq k \leq K$ and $2 \leq t \leq K$, we recursively update the matrix by considering each
\[ z \neq d \text{ in turn as follows:} \]
\[ \hat{W}_{d,k}^{(t)} = p_{d,k} \hat{W}^{(t-1)}_{d,k-1} + (1 - p_{d,k}) \hat{W}^{(t-1)}_{d,k} \]

In the above equation, the item \( d \) is referred to as the anchor with whom all other documents \( z \) are compared. Once the recursion is complete, we normalise the rows and columns such that the \( K \times K \) matrix is now doubly stochastic - the entries for a given row (associated with documents) provide a distribution over ranks, while traversing a column (rank) is a distribution over documents. We utilise the resulting value of \( \hat{W}^{(K)}_{d,k} \) as the propensity \( \hat{p}(l_z, k | q) \) in Equation 3, where \( d \) is the item indexed by \( l_d \).

As with the Gaussian assumption for the scores, the recursive method described in Equation 7 has been borrowed from the Soft-Rank model [43]. We direct the readers to the work of Taylor et al for more detail about its conventional use as a method to produce differentiable approximations to IR metrics. Our innovation in this paper is to utilise the same mechanism to produce smooth (document,rank) propensities for counterfactual offline evaluation. The use of \( M_{IR} \) leads to two documents with similar features having similar (document,rank) propensities for the same query. As indicated in Figure 1, we expect this to have a beneficial effect when the new ranker to be evaluated (\( \mu \)) produces an ordering that was rare in the logged dataset \( D_{\mu} \) but plausible given the features \( x_{qd} \).

Example: To better illustrate our (document,rank) propensity computation approach, we provide a toy example with a query \( q \) and three documents \( A, B, \) and \( C \). Consider the second observation impression in Figure 1 (\( BAC \)), let the scores \( s_{qB} = 0.76, s_{qA} = 0.73 \) \& \( s_{qC} = 0.45 \). For computing the rank distribution for \( d = B \) as the anchor, we start with an array \( \hat{W}^{(1)}(B, .) = [1, 0, 0] \), where each of the three entries provides the current belief that \( B \) should be placed at the corresponding rank. In the first iteration of the recursion, \( t = 2 \), the rank distribution for \( d = B \) is updated by comparing it with \( z = A \). For \( B \) to stay at rank 1, we have \( \hat{W}^{(2)}(B, 1) = 1 \cdot p_{BA} \), i.e., the probability of being at rank 1 from the earlier iteration times the probability that document \( B \) beats document \( A \). The pairwise contest probability is given by \( p_{BA} = \int_0^\infty N(s; s_{qB} - s_{qA}, 2a^2)ds \) as defined earlier. Using \( a = 0.602 \), with probability \( 1 - p_{BA} = p_{AB} \), document \( B \) loses the pairwise contest and drops to rank 2. This yields the updated rank distribution \( \hat{W}^{(2)}(B, .) = [0.602, 0.398, 0] \). In the next iteration of the recursion, document \( B \) is compared against \( z = C \). Since the scores \( s_{qB} \approx s_{qA} \gg s_{qC} \), given the low uncertainty \( \sigma \) in the scores, the pairwise contest probabilities \( p_{AC} \approx p_{BC} \approx 1 \). Thus, the final rank distribution of document \( B \) remains similar to above, i.e., \( [0.602, 0.398, 0] \). Therefore, the propensity of \( B \) being at rank 1 is \( \hat{p}(B, 1 | q) \approx 0.6 \), as shown on the right of Figure 1.

3.2.3 Summary. As a recap, given a logged dataset \( D_{\mu} \), we follow the following four steps:

1. We train an Imitation Ranker \( M_{IR} \) that best approximates the logged rankings as described in Equation 5.
2. Given the scores produced by the trained \( M_{IR} \), we find the optimal \( \sigma \) that maximises the log-likelihood in Equation 6.
3. Combining the scores \( s_{qd} \) and the inferred \( \sigma \), we compute rank distributions per document using the recursive algorithm described in Equation 7.

4 EXPERIMENTS

In the preceding sections, we have described a method that computes propensities for a (document,rank) pair given a query. In the current section, we setup a simulation study of different aspects of our workflow - highlighting where the proposal leads to benefits and where further work is required.

4.1 Research Questions

We first enumerate the main axes of our investigation, and design experiments specifically to answer each of the following questions.

RQ1 When do existing methods fall short?: We expect the method described here to be particularly helpful in situations where there are systematic differences between the ranker that logged the dataset and the one being evaluated.

RQ2 How does the training of the \( M_{IR} \) affect the results of the evaluation?: The \( M_{IR} \) is a machine learnt model trained to reproduce observed rankings. We would like to correlate the generalisation ability of \( M_{IR} \) with its role in an evaluation pipeline.

RQ3 What is the effect of observed rankings inconsistent with the features available to \( M_{IR} \)?: The ranker \( \pi \) that led to the logged dataset is potentially a complicated function with a large set of features. Not all of these may be available to \( M_{IR} \), and this would limit its ability to reproduce the rankings.

4.2 Data and Experimental Setup

All the experiments described in the current paper are based on the Yahoo Learning to Rank dataset, specifically the larger Set 1, a publicly available collection popularly used in the LTR context. Since it does not come with clickthrough information, we generate user behaviour signals, the procedure for which is described in a subsequent paragraph. The dataset comes pre-divided into Train, Validate and Test splits which we utilise as follows.

We have two rankers - \( \pi \) (which we refer to as the “Observation Ranker”) and \( \mu \) (referred to as the “Measurement Ranker”) both trained using different samples from the Train split. We denote the fraction of the data that the training of each of the rankers is based on by \( t_\pi \) and \( t_\mu \). Since \( \pi \) and \( \mu \) are trained on different data, we can expect some level of differences between them.

We convert the explicit relevance labels that the Yahoo dataset comes with into binary labels - ratings that are 3 or above are
replaced with a 1, and a 0 label otherwise. Both our rankers are $\text{SVM}^{\text{rank}}$ models $^6$ trained using the default set of parameters except for the regularisation setting $C$. Emphasising the need for reducing the training error by setting $C$ to a low number results in models that are similar irrespective of the specific data used to train them - this is the effect of over-regularisation. We therefore utilise the $C$ parameter as a mechanism to control for differences between the two rankers.

Once $\pi$ and $\mu$ are trained, we use the Validation split of the Yahoo dataset to quantify differences between the two rankers. We compute the Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) as score-centric differences between $\pi$ & $\mu$. And, Kendall-$\tau$ provides signal on the differences between the orderings produced by the rankers. We also use the validation split for model selection, with the validation metric being the Kendall-$\tau$ between the model scores and simulated click labels (described below). While we have used RMSE, MAE and Kendall-$\tau$ in this paper, we could incorporate a wider set of metrics used by studies of IR system reproducibility $^6$ to quantify the differences between the two rankers $\mu$ and $\pi$, and study how these affect the robustness and reliability of the evaluation.

We use top-$K$ lists from the two rankers for each query in the Yahoo Test split. We refer to the set of impressions produced by $\mu$ on this test split as the “Measurement Set” - we would like to evaluate the Measurement Ranker based on the $\sim 3400$ impressions in this set. We take the set of unique queries in the Test split and construct a bootstrapped sampled-with-replacement set where each query is over-sampled proportional to the number of explicitly labeled relevant labels available for that query. The ranked lists produced by $\pi$ on this expanded set of queries leads to an “Observation Set” with $\sim 50,000$ impressions - together with simulated clicks, this represents the logged dataset $D_{\pi}$.

In Figure 2, we plot each of the 3 metrics comparing our rankers ($\pi$ and $\mu$) as a function of two factors - (1) the regularisation parameter $C = \{0.1, 0.001\}$; and (2) the observation ranker training fraction $t_{\pi} = \{0.25, 0.50, 0.75\}$ on the $X$-axis. For these plots, the Measurement Ranker training fraction was set to $t_{\mu} = 0.5$. The numbers in these plots, as well as in all subsequent experiments, are an average over 5 runs.

With increased regularisation (lower values of $C$, the orange lines), we observe that the two rankers become more similar. This trend is present for both the score metrics (where lower values indicate higher similarity), as well as the ranking metric (Kendall-$\tau$). For a given value of $C$, we see that a larger value for $t_{\pi}$ leads to the rankers’ behaviours being more similar. As a reminder, we wish to have a mechanism that controls the degree of similarity between the impressions generated by the two rankers to investigate the effect of the mismatch on the evaluation process.

Following the method described in $[22]$, we simulate clicks on the ranked lists in the Observation Set as follows. The parameters controlling click noise are set to $\epsilon_+ = 1.0$ and $\epsilon_- = 0.1$ - a relevant item is always clicked while an irrelevant item receives a click with probability 0.1. We set the position bias parameter $\eta = 0.0$ to engineer a situation where the simulated clicks are not a function of rank. We simulated clicks on the Measurement Set impressions that we want to evaluate - metrics computed on these clicks provide the ground-truth $V_{\mu}$. We hold the clicks back and produce estimates of $\hat{V}_{\mu}$ using Equations 2 and 3. An accurate evaluation requires that the estimate $\hat{V}_{\mu}$ be close to $V_{\mu}$.

Setting $\eta = 0.0$ in our experimental setup is equivalent to an assumption that users examine all ranks equally - i.e., the rank-specific inverse propensity weights in $[22, 44]$ will effectively be 1. We show that in this setting, mismatches between rankings produced by $\pi$ and $\mu$ will produce an incorrect evaluation. A more comprehensive evaluation protocol will require the user and system biases to be jointly accounted for (e.g. $[37]$). By controlling one of these factors (and deferring to existing work when user bias needs to be modelled), we ensure that the system biases - the focus of the current paper - are the main factors governing the experimental results. Section 4.3.3 verifies the superior performance of our method with alternate clicks simulation parameter settings.

### 4.3 Results and Analysis

In this section, we consider the research questions outlined in 4.1, and design a series of experiments to answer them.

#### 4.3.1 Empirical Vs Parametric Propensities

Our first experiment is designed to illustrate the benefits of deriving propensities from smoothed rank distributions, as well as highlighting the shortcomings of list-level matching. I.e., we wish to answer **RQ1**. Due to reliance of the IPW process on *matching* a measurement data point with an equivalent one in the observation set, we would prefer methods that are less brittle in the presence of differences.

We consider the measurement ranker trained using 50% of the Train dataset, i.e., $t_{\mu} = 0.5$, and we vary $t_{\pi} \in \{0.25, 0.5, 0.75\}$. As in
Table 1: Comparison of the IPW-based estimators with the Ground Truth (GT): List-level matching leads to very low estimates, while the three Item-level alternatives are closer to the GT. EP=‘Empirical Propensities’; IR=‘Imitation Ranker’

| Metric | C | $t_\pi$ | GT | List | EP | IR |
|--------|---|---------|----|------|----|----|
| NoC    | 0.25 | 3.781 | 0.042 | 1.982 | 2.514 |
|        | 0.50 | 3.772 | 0.146 | 2.204 | 6.202 |
|        | 0.75 | 3.785 | 0.123 | 2.198 | 4.989 |
|        | 0.001 | 3.586 | 0.107 | 1.988 | 2.904 |
|        | 0.50 | 3.614 | 0.298 | 2.366 | 3.758 |
|        | 0.75 | 3.595 | 0.277 | 2.391 | 3.331 |
| MRR    | 0.25 | 1.524 | 0.020 | 1.078 | 1.253 |
|        | 0.50 | 1.519 | 0.063 | 1.146 | 2.036 |
|        | 0.75 | 1.516 | 0.054 | 1.143 | 1.690 |
|        | 0.001 | 1.450 | 0.048 | 1.065 | 1.345 |
|        | 0.50 | 1.458 | 0.129 | 1.166 | 1.582 |
|        | 0.75 | 1.451 | 0.117 | 1.187 | 1.504 |

Figure 2, we have two settings for $C \in \{0.1, 0.001\}$. We compute the Ground Truth (referred to as ‘GT’ in the tables with experimental results) for each of the two metrics – Number of Clicks (NoC) and Mean Reciprocal Rank (MRR). The first observation to be made from Table 1 is that even with minimal differences between rankings provided by the two rankers, List level matching provides incorrect estimates significantly lower than the GT. That is, despite what the exact same impression in the Observation and Measurement sets is rare. Due to its much lower performance, we omit the results for IR(T) in Table 2. We observe how truncation of metrics are indicated by ‘IR(T)’. We observe how truncation of the GT. EP=‘Empirical Propensities’ – represents the method proposed in [28].

In Table 2, the column titled ‘IR’ – standing for ‘Empirical Propensities’ – represents the method proposed in [28]. This is the combination that uses the propensities from Equation 4 in the estimator defined in Equation 3.

For $M_{IR}$, we use a 2-layer neural net with tanh as the nonlinearity, and the model was trained for 500 epochs. The input to $M_{IR}$ is the 700-dimensional feature vector available from the Yahoo dataset. The propensities obtained by following the method described in Sections 3.2.1 & 3.2.2 lead to estimated values for NoC and MRR in the column titled ‘IR’. Smaller values of $C$ lead to the rankings produced by $\pi$ and $\mu$ to be similar, leading to EP being a competitive option. It is when the ranker to be evaluated produces impressions that are different to the one that produced the logged dataset that the benefits of parametric propensities becomes clearer. Note that counteracting the logging policy confirming behaviour was an explicit objective of ours, and therefore the use of features and an imitation ranker based setup for unbiased evaluation is our main contribution in this paper.

We note that for some combinations (e.g. $C = 0.1$ and $t_\pi = 0.5$), the estimated value of the metric in the IR column is larger than the GT. This behaviour is due to small magnitude of the propensities - since it appears in the denominator of the estimators, this manifests as an unusually high value of the corresponding reward. The result is a high variance estimate of the value of $\mu$ - we are therefore trading-off an increased variance against the high bias estimate provided by the List estimator. There are well known prescriptions to handle large propensity weights, which our subsequent experiments employ.

4.3.2 Training of the Imitation Ranker. In the previous section, we trained an Imitation Ranker ($M_{IR}$) to produce scores that reproduce the observed rankings. Rank distributions derived from these scores then fed into an IPW-based evaluation setup. We now look at the choice of objective used to train $M_{IR}$, as well as the architecture of the model. That is, we address research question RQ2.

We would like to setup a process where the evaluation methodology proposed here can take advantage of future developments in the LIR domain. We illustrate this by slotting in one of the state-of-the-art LIR objectives - ListMLE [46] - in place of our pairwise objective (Equation 5). As before, we have the output of $M_{IR}$ to be $s_{qd} = f(x_{qd})$, and the training of $M_{IR}$ is now driven by the optimisation of the ListMLE objective defined as:

$$L_{ListMLE} = \sum_{q \in Q} \sum_{e \in \pi(q)} \sum_{d \in \Omega} s_{qd} - \log \left( \sum_{\omega \in \Omega} \exp (s_{q\omega}) \right)$$

We set $t_\pi = t_\nu = 0.5$ and $C = 0.1$, and the model architecture for $M_{IR}$ is as in the previous section. In Table 2, the column titled ‘Swap%’ shows the percentage of swaps induced on the training set by the trained model’s scores versus that in the observed rankings is lower. Similarly, the generalisation to unseen queries, represented by the Kendall-$\tau$ of predicted scores with available labels on the validation set, is better with the Pairwise objective. We attribute this to the fact that the ListMLE objective has an implicit bias towards the top of the list to mirror the top-heavy nature of information retrieval metrics. This is at odds with our requirement that the Imitation Ranker effectively reproduce the entire observed rankings.

We make two further observations in this section: (1) Even when using all the features available to the original logging ranker $\pi$, despite being a model of higher capacity (a 2-layer neural net vs a linear SVM), the imitation ranker is able to achieve a Kendall-$\tau$ of only 0.838 with a competitive LIR objective - this indicates the difficulty of the task of learning to reproduce entire rankings; (2) Using the ListMLE objective leads to a higher variance estimate - the estimated values for NoC using $M_{IR}$ trained via ListMLE was 7.346, which is significantly higher than the ground-truth (3.770) and what the pairwise RankNet objective yields (3.713).

To address (2), one option from literature is to truncate the corresponding inverse propensity weight: $\min\left\{ \frac{1}{s_{q\omega} + \epsilon}, M \right\}$. A hyper-parameter $M$ has been introduced - setting it to $\infty$ recovers the original estimator. We use $M = 100$ and otherwise follow the same process described for IR, and the resulting value of the estimated metrics are indicated by ‘IR(T)’. We observe how truncation of propensity weights brings the estimated values of NoC and MRR using ListMLE closer to the ground-truth. Note that any value $M < \infty$ would naturally bring down the value of the estimated metric. Therefore, though a truncated version of EP is possible, given that it is already under-estimating the value of the metric, such an
We next evaluate models of different complexities and training durations as alternatives for \( M_{IR} \) which might shed additional light on the behaviour of the two objectives.

| Objective       | Ranker Evaluation | Estimator Evaluation |
|-----------------|-------------------|----------------------|
|                 | Swap%  | Kendall-\( \tau \) |                      |
| Pairwise        | 1.8    | 0.894               | 3.770 2.151 3.713 2.916 |
| ListMLE         | 2.7    | 0.838               | 7.346 3.460          |

Table 2: Comparing the pairwise objective for training the Imitation Ranker with a listwise alternative. The Ranker Evaluation metrics indicate the trained model \( M_{IR} \)’s ability to reproduce rankings historically produced by \( \pi \). The Estimator Evaluation metrics utilise the trained model’s scores in the IPW workflow.

Figure 3 provides the ranker metrics for all the combinations. The percentage of swaps induced by the trained ranker’s score with respect to the input data is denoted by ‘Swap%’. We notice expected behaviour - bigger models trained for longer have lower errors on the training dataset. The Kendall-\( \tau \) between rankings induced by the trained ranker scores and the available relevance labels is computed on the validation set. Here we observe typical characteristics of overfitting - for a given objective (Pairwise or ListMLE), the Medium model usually has the best ranking correlation. Comparing the two objectives for a given model size, we notice that ListMLE sometimes has lower error on the train set but the Pairwise objective generalises better.

In Figure 4, the curves closest to the solid green line (representing the Ground Truth) are the most effective combinations. We retain only the version of the IPW estimators with the propensity weights capped at \( M = 100 \). The baseline of using Empirical Propensities is the dashed green line. The Y-axis has been truncated to focus on the region of interest. As a side-effect, the values estimated by the Small model using both the objectives are missing – the high values for the estimated value of the metric NoC are due to numerically small propensities. The inability of the Small model to perform well highlights the need for a model of sufficient capacity to handle the difficult task of reproducing rankings. It can be noted that the Big model (red solid and dashed lines) does consistently well, even in the setting with fewest number of epochs.

The method described in the current paper, as well as a majority of the reference literature discussed in Section 2 are based on the inverse propensity weighting (IPW) approach. IPW is used to correct for biases in scenarios when there are factors that affect both the treatment (the choice of document, and the rank at which it was placed) and the outcome (which documents were examined and clicked by the user), and is known to sometimes lead to high variance estimates (as observed in our experiments.

We have therefore not included that combination in the results presented.
above). Counterfactual offline evaluation methods based on statistical approaches like the doubly robust estimators have recently been proposed [23, 31] with the aim of obtaining a better bias-variance trade-off for the evaluation task. Doubly robust methods contain an IPW sub-component, integrating the learnings from our method into the newer work is a subject of future study.

### 4.3.3 Parameter Sensitivity Experiments

Our experiments so far simulated clicks on ranked lists produced by \( \pi \), these clicks were with respect to a specific user model. In this section, we vary the corresponding parameters so as to evaluate the behaviour of our pipeline under different settings. We first consider the examination bias parameter \( \eta \), in the plot on the left in Figure 5. The results in earlier sections corresponded to the assumption that the user would examine all ranks equally. While this helped isolate the situation of interest to us - i.e., studying system biases decoupled from user specific aspects - it is an unrealistic assumption in the sense of what we know about how users consume ranked lists. We therefore sweep the presentation bias parameter \( \lambda \) to reduce the likelihood of clicks lower in the ranked list. This setting highlights an interesting observation - existing methods (including list-level matching, and the use of item-level empirical propensities) have an underestimation bias. With fewer clicks overall (towards the right of the X-axis), this essentially leads to the methods looking similar. The use of truncated parametric propensities (i.e., \( IR(T) \)) traces the ground-truth most closely. For the plot on the right of Figure 5, we progressively increase the click noise parameter \( \epsilon \), which controls the probability of an irrelevant document being clicked. This in general leads to impressions with more clicks, as can be seen by the upward trend for the blue curve representing the ground-truth. The method proposed in the current paper continues to be the best alternative across the range of parameters considered.

### 4.3.4 Effect of swaps in the Observation Data

For the experiments in the earlier sections, the logged dataset contained impressions in strict order produced by the Observation Ranker \( \pi \). In this section, we introduce swaps into the logged dataset to evaluate how sensitive our proposed workflow is to inconsistencies. This experiment is designed to answer research question RQ3, i.e., the swaps are inconsistent with the features available to \( M_{IR} \).

We follow the process referred to as RandPair in [45] - from the original impression sorted in decreasing order of score, we swap the results at positions \( k \) and \( k + 1 \) with the value of \( k \) chosen uniformly between 1 and \( (K - 1) \). We introduce a parameter, \( B \), to control the fraction of impressions with a swap. Setting \( B = 0 \) recovers the previous setting of all logged rankings being in the order of scores by \( \pi \), while \( B = 50 \) means that half the impressions have exactly one swap. The simulated logged dataset, with the swaps introduced, are input into the regular pipeline of training the Imitation Ranker before producing the rank distributions to be used as inverse propensity weights. Other experimental parameters are retained from previous experiments: \( l_{\pi} = l_{\mu} = 0.5 \), \( \eta = 0 \), \( \epsilon \) and \( C = 0.1 \), the Imitation Ranker model corresponds to Medium and the truncation constant \( M = 100 \).

We look at how the propensities produced by the models affect the estimation of the number of clicks for impressions in the Measurement Set. While not displayed here, the trends for MRR are the same. By design, the Ground Truth changes very marginally with increasing swaps – our simulated clicks are a function of the relevance labels alone, not the ranks. In general, the propensity of a matched (document, rank) pair reduces as the input data has more swaps, this manifests as an increasing trend in the IPW estimate using Empirical Propensities. However, the propensities output by

![Figure 5: Left - The estimated value of NoC as the examination bias (\( \eta \)) becomes more severe. Right - Behaviour of the different IPW alternatives as noise in the clicks (\( \epsilon \)) increases.](image)
the parameterised workflow proposed here exhibit a much more catastrophic behaviour. We have touched upon this high variance characteristic in previous sections. And as there, we note that truncation (using a constant value that we have not tuned) produces estimates that are in the correct range. While the imitation ranker with truncated propensities (represented by IR(T)) is consistently the best option across all levels of swap, this experiment illustrates the need to more carefully train MIR so that it is more robust with respect to possible inconsistencies. In particular, the current experiment suggests that the use of IPW based evaluation using estimated propensities needs the features xqd available to the IR to be complete with respect to the rankings logged in Dn.

5 DISCUSSION AND LIMITATIONS

In this paper, we considered the problem of offline evaluation of ranked lists from logged clickthrough data. We focused on the effect of differences between the ranker that generated historical impressions and the new ranker to be evaluated. These differences are with respect to the documents they place at specific ranks - a bias that we account for in an Inverse Propensity Weighting based formulation.

The novel contribution is the proposal of a ‘Learning to Evaluate’ workflow where the “learning” component refers to the building of an Imitation Ranker (MIR) that is trained to mimic the behaviour of the historical ranker. Since the MIR uses features, we can derive smoother (document,rank) propensities than we would if they were derived empirically from the data. The smoothed propensities are what enable the IPW estimator to produce reasonable evaluations in the presence of differences between the rankers. We also made the observation that if the observed rankings are not explained by the features available to MIR, the resulting low propensities lead to a high variance evaluation. Future work will look into ensuring that MIR allocates sufficient probability mass to rare (document,rank) pairs.

The final propensities generated by the IR are a combination of multiple factors - the available features, the model, as well as the training method. Our experiments illustrated what are interesting differences between a standard LtR task versus that of producing MIR to be used in an evaluation setting. The main observation was that unlike standard top-heavy LtR objectives, the training of MIR needs to focus on all positions in the rankings. Our experimental section suggests that in addition to the objective, we require high capacity models to reproduce the observed rankings.

While we have conducted an extensive study on many factors, few others remain. For e.g., integrating our investigations of the effect of system biases into existing studies on user-centric biases will lead to a more comprehensive treatment. In addition, validating the offline estimates of the relevance of the new ranker via online A/B testing would provide additional support to the method described here.

6 CONCLUSIONS AND FUTURE WORK

Test collection based offline evaluation of IR systems is a very well studied topic [39]. Reusability [11] is an important motivation while constructing reference test collections. That is, confidence in an evaluation protocol requires the ability to reliably evaluate rankings different from those used to obtain relevance labels. There are at least two critical components of a reliable evaluation: (a) the availability of an exhaustive set of judgements; and (b) metrics that are robust to the presence of incomplete information [8]. In the context of TREC, the practice of pooling the results of a range of diverse systems is an attempt to achieve (a). Though pooling has its limitations [7], it is worth noting that observed clicks in observational datasets from a production rankers will likely not have the benefits of a range of diverse top-K lists having been examined by users.

The experimental results provide two avenues of future work: (a) In general, the proposed workflow accounts for the bias induced by the specific ranking shown by the previous ranker. This continues to be a concern for traditional judgements based evaluation [48], we wish to investigate what aspects of the method proposed here transfer to that setting (b) While the focus in the current paper is on evaluation, offline learning from biased data is a natural next step.
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