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Abstract. Deligne and Goncharov constructed a neutral tannakian category of mixed Tate motives unramified over \(\mathbb{Z}[\mu_N, 1/N]\). Brown and Hain–Matsumoto computed the depth 2 quadratic relations of the motivic Galois group of this category for \(N = 1\). We take the first steps in generalizing their results to all \(N \geq 1\) by realizing the generators of the motivic Galois group by derivations on the Lie algebra of the unipotent fundamental group of a restriction of the Tate elliptic curve.

This representation is compatible with a natural identification of the odd rational \(K\)-groups of the rings \(\mathbb{Z}[\mu_N, 1/N]\) with spaces of \(\Gamma_1(N)\) Eisenstein series, thus inducing a natural action of the prime to \(N\) part of the Hecke algebra on the \(K\)-groups.

We establish these results by first showing the inclusion of \(\mathbb{P}^1 - \{0, \mu_N, \infty\}\) into the nodal elliptic curve with a cyclic subgroup of order \(N\) removed induces a morphism of mixed Tate motives on unipotent fundamental groups and then by computing the periods of the limit mixed Hodge structure of an elliptic polylogarithm variation of MHS over the universal elliptic curve of \(Y_1(N)\).

1. Introduction

Let \(N\) be a positive integer. Denote the \(N\)th roots of unity by \(\mu_N\), and let \(\text{MTM}_N\) be the category of mixed Tate motives unramified over the ring \(\mathbb{Z}[\mu_N, 1/N]\). In this paper, we study the action of the motivic Galois group \(\pi_1(\text{MTM}_N)\) on the unipotent fundamental group of the restriction of the Tate elliptic curve to the tangent vector \(\partial/\partial q\) of the \(q\)-disk with \(\mu_N\) removed. In particular, we realize generators of \(\pi_1(\text{MTM}_N)\) by derivations on the Lie algebra of the unipotent fundamental group of this first order Tate curve. This representation is a generalization of the \(N = 1\) case computed by Hain and Matsumoto [30]. Their work, together with results of Pollack [32] and Brown [8], provides an explanation of the Ihara–Takao [36] relations in the depth 2 graded quotient of \(\pi_1(\text{MTM}_1)\). Goncharov [23] has shown non-trivial quadratic relations in the depth 2 graded quotient also exist when \(N \geq 5\) is prime. Our result is the first step in computing these relations for all \(N \geq 1\).

1.1. Mixed Tate motives. Let \(k\) be a number field, \(S\) a set of primes, and \(O_{k,S}\) the ring of \(S\)-integers in \(k\). Using the work of Borel [3], Beilinson [2], and Levine [39], Deligne and Goncharov [17] proved the existence of a \(\mathbb{Q}\)-tannakian category \(\text{MTM}(O_{k,S})\) of mixed Tate motives over \(O_{k,S}\). One may view these motives as those arising from cohomology groups of genus 0 curves and their moduli spaces [9].
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The category $\text{MTM}(O_{k,S})$ is equivalent to the category of finite dimensional representations of an affine group scheme $G_{k,S}^{DR}$ over $\mathbb{Q}$, which is an extension of the multiplicative group $G_m$ by a free pronipotent group $K_{k,S}^{DR}$.

$$1 \rightarrow K_{k,S}^{DR} \rightarrow G_{k,S}^{DR} \rightarrow K_{m} \rightarrow 1.$$ 

This extension splits canonically, which implies the Lie algebra of the kernel $K_{k,S}^{DR}$ is canonically isomorphic to the completion of a graded free Lie algebra $\mathfrak{k}_{k,S}$.

In the case $O_N := \mathbb{Z}[\mu_N,1/N]$, Deligne and Goncharov proved the coordinate ring of the unipotent path torsor of $\mathbb{P}^1 - \{0,\mu_N,\infty\}$ with suitable tangential base points is an ind-object of $\text{MTM}(O_N)$. The periods of this object are $\mathbb{Q}$-linear combinations of powers of $2\pi i$ and the multiple polylogarithms

$$\text{Li}_{n_1,...,n_m}(z_1,\ldots,z_m) := \sum_{0 < k_1 < k_2 < \cdots < k_m} \frac{z_{k_1}z_{k_2} \cdots z_{k_m}}{k_1^{n_1}k_2^{n_2} \cdots k_m^{n_m}}$$

evaluated at $N$th roots of unity. These values are referred to as $N$-cyclotomic multiple zeta values (MZVs). They were first studied in the context of mixed Tate motives by Goncharov in [22]. The integer $m$ is called the depth of an MZV. The $\mathbb{Q}$-vector space generated by the cyclotomic MZVs is filtered, but not graded, by depth.\footnote{The classical MZV $\zeta(n_1,\ldots,n_m)$ is equal to $\text{Li}_{n_1,...,n_m}(1,\ldots,1)$, and for example, $\zeta(4) = 4\zeta(1,3) = \zeta(1,1,2) = \frac{7}{4}\zeta(2,2)$.}

We will prove the following (see Theorem 6.4). The depth filtration on $\mathfrak{k}_{k,S}$ is canonical.

**Theorem 1.** Let $E_{\partial/\partial q}$ denote the restriction of the Tate elliptic curve over the tangent vector $\partial/\partial q$. The Lie algebra of the unipotent fundamental group of $E_{\partial/\partial q} - \mu_N$ with a suitable choice of tangential base point is a pro-object of $\text{MTM}(O_N)$. Its periods are $\mathbb{Q}(2\pi i)$-linear combinations of $N$-cyclotomic MZVs.

The proof is tannakian in nature. We then show the inclusion $G_m - \mu_N \hookrightarrow E_{\partial/\partial q} - \mu_N$ induces an action of the motivic Galois group of $\text{MTM}(O_N)$ on the Lie algebra of the unipotent fundamental group of $E_{\partial/\partial q} - \mu_N$ and that this action is canonical.

### 1.2. The depth filtration on $\mathfrak{k}_N$.

A question of interest is whether the $\mathbb{Q}$-algebra generated by $2\pi i$ and the $N$-cyclotomic MZVs includes all periods of all objects of $\text{MTM}(O_N)$. Deligne [16] showed this to be the case when $N = 2, 3, 4, 6, \text{or } 8$. Other values of $N$, including the $N = 1$ case proven by Brown [9], are more difficult due to the existence of relations in the associated “depth graded” of the motivic Lie algebra $\mathfrak{k}_N$. Our work is a first step in understanding such relations in the depth 2 graded quotient for general $N$.

We now define the depth filtration $D^\bullet$ on the Lie algebra $\mathfrak{k}_N$. Let $L(e_0,e_\zeta \mid \zeta \in \mu_N)^\wedge$ be the completed free Lie algebra on $\{e_0,e_\zeta \mid \zeta \in \mu_N\}$. The Knizhnik–Zamolodchikov equations induce a canonical isomorphism

$$\text{Lie } \pi_1^{un}(\mathbb{P}^1 - \{0,\mu_N,\infty\},\vec{v}_1)^{DR} \cong L(e_0,e_\zeta \mid \zeta \in \mu_N)^\wedge.$$

Define a decreasing filtration on $\text{Lie } \pi_1^{un}(\mathbb{P}^1 - \{0,\mu_N,\infty\},\vec{v}_1)^{DR}$ corresponding to the degree in the generators $e_\zeta$. The depth filtration $D^\bullet$ on $\mathfrak{k}_N$ is the pullback of
this filtration under the motivic Galois representation
\[ \mathfrak{t}_N \to \text{Der} \pi_1^{\text{un}}(\mathbb{P}^1 - \{0, \mu_N, \infty\}, \bar{\mathcal{V}_1})^{\text{DR}}. \]

The filtration \( D^\bullet \) of \( \mathfrak{t}_N \) is dual to an increasing filtration of the periods of \( \text{MTM}(\mathcal{O}_N) \) compatible with the depth filtration of the \( \mathbb{Q} \)-algebra generated by the MZVs.

As mentioned earlier, although the Lie algebra of \( \mathfrak{t}_N \) is free, its associated depth graded Lie algebra \( \text{Gr}_D^p \mathfrak{t}_N \) is not free in general. When \( N = 1 \), there are well-known relations \( \text{Gr}_D^2 \mathfrak{t}_1 \) associated to cusp forms of \( \text{SL}_2(\mathbb{Z}) \). Dual relations between MZVs were established in \([21]\). While Deligne \([16]\) has shown \( \text{Gr}_D^p \mathfrak{t}_N \) is free when \( N = 2, 3, 4, 6, \) and \( 8 \), these values are expected to be exceptional. Goncharov \([23]\) has proven the existence of relations in \( \text{Gr}_D^2 \mathfrak{t}_N \) when \( N \) is prime and at least \( 5 \).

In Section 11, we realize for each \( N \geq 1 \) the generators of \( \text{Gr}_D^1 \mathfrak{t}_N \) by derivations on the Lie algebra of the unipotent fundamental group of \( E_{\partial/\partial q} - \mu_N \). More precisely, we compute the motivic Galois representation
\[ \phi_{\text{ell}} : \text{Gr}_D^1 \mathfrak{t}_N \to \text{Der} \pi_1^{\text{un}}(E_{\partial/\partial q} - \mu_N, \bar{\mathcal{V}_1})^{\text{DR}} / D^2. \]

The Lie algebra \( \pi_1^{\text{un}}(E_{\partial/\partial q} - \mu_N, \bar{\mathcal{V}_1})^{\text{DR}} \) is canonically isomorphic to the completed Lie algebra
\[ L(X, Y, t_\zeta | \zeta \in \mu_N)^\wedge / \left( X, Y = \sum_{\zeta \in \mu_N} t_\zeta \right), \]
and its depth filtration is given by the degree in the letters \( t_\zeta \):
\[ D^m = \{ \text{Lie words with degree in } t_\zeta \geq m \}. \]

Define the derivations
\[ \epsilon_{m+1, \zeta}^{\text{op}} \equiv \text{ad}(Y^{m-1} \cdot (t_\zeta + (-1)^{m+1}t_\zeta)) \mod D^2 \]
(full formula in \([33, \S 7]\)). The following is a weak version of Theorem 11.6

**Theorem 2.** The action of \( \mathfrak{t}_N \) on \( \pi_1^{\text{un}}(E_{\partial/\partial q} - \mu_N, \bar{\mathcal{V}_1}) / D^2 \) factors through the abelianization map \( \mathfrak{t}_N \to \text{Gr}_D^1 \mathfrak{t}_N \). The quotient \( \text{Gr}_D^1 \mathfrak{t}_N \) has canonical generators \( \sigma_{m, \zeta} \) indexed by integers \( m \geq 2 \) and primitive \( N \)th roots of unity \( \zeta \in \mu_N \). Complex conjugation induces the relations \( \sigma_{m, \zeta} = (-1)^{m+1} \sigma_{m, \bar{\zeta}} \). The action of \( \sigma_{m, \zeta} \in \text{Gr}_D^1 \mathfrak{t}_N \) on \( \pi_1^{\text{un}}(E_{\partial/\partial q} - \mu_N, \bar{\mathcal{V}_1}) / D^2 \) is given by
\[ \phi_{\text{ell}}(\sigma_{m, \zeta}) \equiv \epsilon_{m+1, \zeta}^{\text{op}} + \sum_{\eta \in \mu_N} c_{\eta}^{\text{op}} \epsilon_{m+1, \eta} \mod D^2 \]
where \( c_{\eta} \in \mathbb{Q} \).

The result follows from the observation that \( \mathbb{G}_m - \mu_N \) includes into the degeneration of the elliptic curve with a cyclic subgroup of order \( N \) removed. This inclusion induces a degeneration of the elliptic and classical (cyclotomic) polylogarithm variations. This degeneration is well-known in the \( N = 1 \) case. For example, it was used by Hain to study the KZB connection \([29, \S 3]\) and by Huber–Kings to study the Bloch–Kato conjectures for the Riemann zeta function \([35]\). Our proof considers the degeneration for general \( N \geq 1 \) to calculate the periods of the limit MHS of the elliptic polylog variation.
The derivations $\epsilon_{m+1,\zeta}$ appearing in Theorem 2 are cyclotomic generalizations of derivations $\epsilon_m$ first defined by Tsunogai [45, §3–4] and appear in the universal elliptic KZB connection [11, 38, 29]. We explicitly compute the constants $c_\eta$ when $N$ is a prime power and when $N = 6$. Theorem 2 is a generalization of the $N = 1$ case proven in [30, Thm 29.4]. Importantly, since the map $\phi_{\text{ell}}$ is injective on $\text{Gr}_1 D_k N$, the depth two relations between the generators $\sigma_{m,\zeta}$ correspond exactly to quadratic relations between the derivations $\epsilon_{m+1,\zeta}$.

1.3. Hecke action on $\mathcal{K}$-groups. A second consequence of the injectivity of $\phi_{\text{ell}}$ is the computation of a natural Hecke action on the groups $K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q}$ when $m \geq 3$. When $m \geq 3$, the KZB connection canonically identifies $\text{Ext}_1^{\text{MTM}}(\mathcal{O}_N)(\mathbb{Q}, \mathbb{Q}(m-1))$ with the dual space of the $\mathbb{Q}$-span of the Eisenstein series $G_{m,\zeta}(\tau) = \sum_{k,\ell \in \mathbb{Z}} \frac{\zeta^k}{(k\tau + \ell)^m}$ with $\zeta \in \mu_N$ primitive. When $p \nmid N$, this space is $T_p$-invariant. Therefore, Deligne and Goncharov’s isomorphism $\text{Ext}_1^{\text{MTM}}(\mathcal{O}_N)(\mathbb{Q}, \mathbb{Q}(m-1)) \cong K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q}$ implies the following.

**Theorem 3.** When $m \geq 3$, there is a natural identification of $K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q}$ with the dual of a subspace of $\Gamma_1(N)$ Eisenstein series of weight $m$, which induces an action of the prime to $N$ Hecke operators on $K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q}$.

For $p \nmid N$ prime, we give an explicit formula of the action of $T_p$ on the Hodge realizations of extensions in $\text{Ext}_1^{\text{MTM}}(\mathcal{O}_N)(\mathbb{Q}, \mathbb{Q}(m-1))$. The details can be found in §12.2.

1.4. Outline. We begin in Sections 2 and 3 by reviewing definitions and setting notation for working in the category of mixed Tate motives. This includes a discussion of the Betti and de Rham realization of the motivic Galois group of $\text{MTM}_N$ and their actions on motivic periods. In Section 4, we review from [17] the motivic unipotent path torsor of $\mathbb{P}^1 - \{0, \mu_N, \infty\}$. We also introduce Brown’s category of generalized Hodge structures [10] and Hain’s construction of canonical mixed Hodge structures on fundamental groups [28]. Section 5 begins with a summary of the level $N$ KZB connection derived by Calaque and Gonzalez [12] and the level $N$ generalization of the Hain map relating the KZ and KZB connections along the Tate curve $E_{\partial/\partial q}$ [29, 33]. These facts are gathered in Section 6 to prove Theorem 1.

In Section 7, we define the depth filtrations on the KZ and KZB local systems, define the cyclotomic and elliptic polylogarithm quotients, and show their compatibility with the Hain map. Section 8 applies the Hain map to compute the limit MHS of the polylogarithm variations at the identity of the Tate curve. It follows from Theorem 1 that these MHS are Hodge realizations of mixed Tate motives. In Sections 9 and 10, we proceed to compute the motivic Galois actions on these motivic MHS. These formulas allow us to prove Theorems 2 and 3 in Sections 11 and 12, respectively.

The appendices include relevant background information on tannakian categories, admissible variations of MHS, iterated integrals, and transport of linearized
connections. Appendix E is an index of notation.
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2. Notation and conventions

We work in the category of complex analytic varieties unless otherwise noted.

Throughout, we denote by \( \gamma \) the matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), and \( a, b, c, \) and \( d \) will refer to its entries. The group \( \text{SL}_2(\mathbb{Z}) \) acts on the upper half plane \( \mathfrak{h} \) in the standard way \( \gamma : \tau \mapsto \frac{a\tau + b}{c\tau + d} \).

We will use the topologist’s convention for composition of paths. If \( X \) is a topological space, \( \alpha, \beta : [0, 1] \to X \), and \( \alpha(1) = \beta(0) \), then \( \alpha\beta \) denotes the path by first proceeding along \( \alpha \) and then along \( \beta \).

The one-dimensional pure \( \mathbb{Q} \)-Hodge structure of type \( (-n, -n) \) will be denoted by \( \mathbb{Q}(-n) \). Its \( \mathbb{Q} \)-Betti and \( \mathbb{Q} \)-de Rham generators are \( \mathbb{Q}e^B \) and \( \mathbb{Q}e^{DR} \), respectively. The Betti to de Rham comparison isomorphism takes \( e^B \) to \( (2\pi i)^n e^{DR} \).

Suppose that \( F \) is a field of characteristic 0 and that \( V \) is a finite dimensional vector space over \( F \). Denote by \( \mathbf{L}(V) \) the free Lie algebra on \( V \). Recall that the universal enveloping algebra of \( \mathbf{L}(V) \) is the tensor algebra \( T(V) \). Let \( \mathbf{L}(V)^\wedge \) be the completion of \( \mathbf{L}(V) \) with respect to its lower central series. Let \( T(V)^\wedge \) be the completion of \( T(V) \) with respect to powers of the augmentation ideal \( I = \ker \psi \) where \( \psi : T(V) \to F \) and \( \psi(v) = 0 \) for all \( v \in V \).

The adjoint action of an element \( x \in T(V) \) on \( y \in \mathbf{L}(V) \) will be denoted \( x \cdot y \). This notation also applies to completions. If \( a_n \in F \) and \( x \in V \), then

\[
\left( \sum_{n=0}^{\infty} a_n x^n \right) \cdot y := \sum_{n=0}^{\infty} a_n \text{ad}_x^n(y).
\]

Also, when it is clear we are working in the derivation algebra \( \text{Der} \mathfrak{g} \) of a Lie algebra \( \mathfrak{g} \) with trivial center, such as a free Lie algebra of rank \( > 1 \), we will view \( \mathfrak{g} \) as a subalgebra of \( \text{Der} \mathfrak{g} \) via the adjoint action \( \text{ad} : \mathfrak{g} \to \text{Der} \mathfrak{g} \).

If \( X \) is a Riemann surface, we let \( \pi^1_\text{un}(X, x) \) denote the unipotent completion of the fundamental group \( \pi_1(X, x) \) over \( \mathbb{Q} \). We also set \( \mathfrak{p}(X, x) \) to be the \( \mathbb{Q} \)-Lie algebra of \( \pi^1_\text{un}(X, x) \). For background on unipotent completion, see [33, §5].

3. Review of mixed Tate motives

We first review some basic definitions and results of Deligne and Goncharov [17]. We assume familiarity with neutral tannakian categories, but a brief review is included in Appendix A.
3.1. Betti and de Rham realizations. The category $\text{MTM}(\mathcal{O}_{k,S})$ of mixed Tate motives over the ring $\mathcal{O}_{k,S}$ of $S$-integers of a number field $k$ is neutral tannakian with respect to the natural fiber functors

$$\omega^{\text{DR}}: \text{MTM}(\mathcal{O}_{k,S}) \to \text{Vec}_k \quad \text{and} \quad \omega^B: \text{MTM}(\mathcal{O}_{k,S}) \to \text{Vec}_Q.$$ 

The images $\omega^{\text{DR}}(V)$ and $\omega^B(V)$ of an object $V$ of $\text{MTM}(\mathcal{O}_{k,S})$ are called the de Rham and Betti realizations of $V$, respectively. We will often use the shorthand $V^{\text{DR}}_k$ and $V^B$ for $\omega^{\text{DR}}(V)$ and $\omega^B(V)$, respectively. Each object $V$ of $\text{MTM}(\mathcal{O}_{k,S})$ has a weight filtration $M_\bullet$ by subobjects of $V$ in $\text{MTM}(\mathcal{O}_{k,S})$. It induces filtrations on $V^{\text{DR}}_k$ and $V^B$. The de Rham realization has an additional filtration $F^\bullet$ called the Hodge filtration. For each embedding $\sigma: k \hookrightarrow \mathbb{C}$, there is a comparison isomorphism of filtered vector spaces

$$c_{V,\sigma}^{\text{DR}, B}: (V^{\text{DR}}_k, M_\bullet) \otimes_{\sigma} \mathbb{C} \cong (V^B, M_\bullet) \otimes_{\mathbb{Q}} \mathbb{C}.$$ 

(3.1)

3.2. Simple objects of $\text{MTM}(\mathcal{O}_{k,S})$. The simple object $\mathbb{Q}(-1)$ is defined to be the motive of $H^1(G_m)$. The de Rham realization $\mathbb{Q}(-1)^{\text{DR}}$ is the algebraic de Rham cohomology $H^1_{\text{DR}}(G_m) \cong k[\frac{dz}{z}]$ with coefficients in $k$. The Betti realization $\mathbb{Q}(-1)^B$ is the singular cohomology with rational coefficients $H^1_{\text{sing}}(G_m, \mathbb{Q})$. The comparison isomorphism

$$c_{\mathbb{Q}(-1), \sigma}^{\text{DR}, B}: H^1_{\text{DR}}(G_m) \otimes_{\sigma} \mathbb{C} \to H^1_{\text{B}}(G_m) \otimes_{\mathbb{C}} \mathbb{C}$$

maps $[\frac{dz}{z}] \mapsto 2\pi i \gamma^\vee$, where $\gamma$ is the positive generator of $H^1_{\text{sing}}(G_m, \mathbb{Z})$ and $\gamma^\vee$ denotes its Poincaré dual.

We then set $\mathbb{Q}(-n) := \mathbb{Q}(-1)^{\otimes n}$ for any $n \in \mathbb{Z}$. The Hodge and weight filtrations of $V = \mathbb{Q}(n)$ are given by

$$V^{\text{DR}} = F^{-n}V^{\text{DR}} \supset F^{-n+1}V^{\text{DR}} = \{0\}$$

and

$$\{0\} = M_{-2n-1}V \subset M_{-2n}V = V.$$

The de Rham and Hodge realizations of $V = \mathbb{Q}(n)$ are given by $V^{\text{DR}} = k$ and $V^B = \mathbb{Q}$. The comparison isomorphism $c_{V,\sigma}^{\text{DR}, B}: V^{\text{DR}} \otimes_{\mathbb{C}} \mathbb{C} \to V^B$ is multiplication by $(2\pi i)^{-n}$.

3.3. Canonical $\mathbb{Q}$-structure of $V^{\text{DR}}$. Define a functor $\omega: \text{MTM}(\mathcal{O}_{k,S}) \to \text{Vec}_Q$ by

$$\omega(V) := \bigoplus_{m \in \mathbb{Z}} \text{Hom}_{\text{MTM}(\mathcal{O}_{k,S})}(\mathbb{Q}(m), \text{Gr}^M_{-2m}V).$$

It is a fiber functor and $\omega(V)$ has Hodge and weight filtrations defined by

$$F^{-m}W_{-2m}\omega(V) = \text{Hom}_{\text{MTM}(\mathcal{O}_{k,S})}(\mathbb{Q}(m), \text{Gr}^M_{-2m}V).$$

The de Rham realization $V_k^{\text{DR}}$ of every object $V$ of $\text{MTM}(\mathcal{O}_{k,S})$ has a canonical splitting

$$V_k^{\text{DR}} \cong \bigoplus F^{-m}V_k^{\text{DR}} \cap M_{-2m}V_k^{\text{DR}} \cong \bigoplus \text{Gr}^M_{-2m}V_k^{\text{DR}}$$

as $k$-vector spaces. By [17 Prop. 2.10], for each $V$ in $\text{MTM}(\mathcal{O}_{k,S})$, there is a canonical isomorphism

$$V_k^{\text{DR}} \cong \omega(V) \otimes_{\mathbb{Q}} k.$$
that preserves the Hodge and weight filtrations. Thus, the \( \mathbb{Q} \)-vector space \( \omega(V) \) is a rational form of \( V^\text{DR}_k \). We will denote the \( \mathbb{Q} \) vector space \( \omega(V) \) by \( V^{\text{DR}} \). With this notation \( V^\text{DR}_k \cong V^{\text{DR}} \otimes_{\mathbb{Q}} k \). The comparison isomorphism \((3.1)\) becomes $c^\text{DR,B}_V : V^{\text{DR}} \otimes_{\mathbb{Q}} \mathbb{C} \cong V^B \otimes_{\mathbb{Q}} \mathbb{C}$.

Note that this isomorphism still depends on the choice of embedding \( \sigma : k \hookrightarrow \mathbb{C} \).

**Example 3.1.** Let \( U = \mathbb{A}^1 - D \) where \( D \) is a finite set of points defined over \( k \). For each \( s \in D \), the map \( z \mapsto z - s \) induces an isomorphism \( H^1(\mathbb{G}_m) \to H^1(\mathbb{A}^1 - \{s\}) \) between objects of \( \text{MTM}(\mathcal{O}_{k,S}) \). The inclusion \( U \hookrightarrow \mathbb{A}^1 - \{s\} \) induces a morphism \( H^1(\mathbb{A}^1 - \{s\}) \to H^1(U) \) between objects of \( \text{MTM}(\mathcal{O}_{k,S}) \). We then have the commutative diagram below where the horizontal maps are each the canonical isomorphism \((3.3)\).

\[
\begin{align*}
H^1_{\text{DR}}(\mathbb{G}_m) & \cong \omega(H^1(\mathbb{G}_m)) \otimes k \\
H^1_{\text{DR}}(\mathbb{A}^1 - \{s\}) & \cong \omega(H^1(\mathbb{A}^1 - \{s\})) \otimes k \\
H^1_{\text{DR}}(U) & \cong \omega(H^1(U)) \otimes k
\end{align*}
\]

Since the class \( \frac{dw}{w-s} \in H^1_{\text{DR}}(U) \) is rational in \( \omega(H^1(\mathbb{G}_m)) \otimes k \), it follows that \( \frac{dw}{w-s} \) is rational (in the sense of \((3.3)\)) in both \( H^1_{\text{DR}}(\mathbb{A}^1 - \{s\}) \) and \( H^1_{\text{DR}}(U) \).

For each embedding \( \sigma : k \hookrightarrow \mathbb{C} \) we have the commutative diagram

\[
\begin{align*}
H^1_{\text{DR}}(U) & \otimes_{\sigma} \mathbb{C} \\
\cong \omega(H^1(U)) & \otimes_{\sigma} \mathbb{C}
\end{align*}
\]

The comparison isomorphism \( c^\text{DR,B}_{V,\sigma} \) maps the rational generator \( \frac{dw}{w-s} \) of \( H^1_{\text{DR}}(U) \) to \( 2\pi i \gamma_{\sigma(s)} \), where \( \gamma_{\sigma(s)} \) is the homology class of a small positive loop around \( \sigma(s) \).

Taken together, the de Rham realization \( V^{\text{DR}} \) over \( \mathbb{Q} \), the Betti realization \( V^B \), the filtrations \( M_* \) and \( F^* \), and the comparison isomorphism \( c^\text{DR,B}_V \) form a mixed Hodge structure that we call the “Hodge realization” of \( V \). More precisely, the \( \mathbb{Q} \)-vector space \( (c^\text{DR,B}_V)^{-1}(V^B) \) underlies a MHS whose complexification is \( V^{\text{DR}} \otimes \mathbb{C} \). This MHS has weight graded quotients of Tate type, and its periods are the matrix coefficients of \( c^\text{DR,B}_V \). These numbers are also called the *periods* of the mixed Tate motive \( V \).

### 3.4. The \( \ell \)-adic realization

There are also fiber functors \( \omega_{\ell} : \text{MTM}(\mathcal{O}_{k,S}) \to \text{Vec}_{\mathbb{Q}_\ell} \) for each prime \( \ell \) that does not divide \( N \). The \( \mathbb{Q}_\ell \)-vector space \( V_{\ell} := \omega_\ell(V) \) is a \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \)-representation filtered by \( M_* \), unramified outside \( \ell \), and crystalline at \( \ell \). It is called the \( \ell \)-adic étale realization of \( V \). There is also a comparison isomorphism of filtered \( \mathbb{Q}_\ell \)-vector spaces $c^\text{B,\ell}_V : (V^B, M_*) \otimes \mathbb{Q}_\ell \cong (V_{\ell}, M_*)$. 


We only mention these realizations for the sake of completeness as the Hodge realization of $\text{MTM}(\mathcal{O}_{k,S})$ is fully faithful \cite{17}, and thus the $\ell$-adic realizations are completely determined by the de Rham and Betti realizations together with their filtrations and comparison isomorphism $c_{\text{DR},B}^G$. In this paper, we focus on the de Rham and Betti fiber functors.

3.5. Extensions. Deligne and Goncharov \cite{17} showed the extensions of simple objects in $\text{MTM}(\mathcal{O}_{k,S})$ have the property

\[
\text{Ext}_{\text{MTM}(\mathcal{O}_{k,S})}^1(\mathbb{Q}, \mathbb{Q}(n)) = \begin{cases} \mathbb{Q} & j = n = 0 \\ K_{2n-1}(\mathcal{O}_{k,S}) \otimes \mathbb{Q} & j = 1, n \geq 0 \\ 0 & \text{otherwise,} \end{cases}
\]

where $K^*_\bullet(\mathcal{O}_N)$ are the algebraic $K$-groups of $\mathcal{O}_N$.

In the later sections, we will focus on the case where $k$ is the cyclotomic field $\mathbb{Q}(\mu_N)$ and $S$ is the set of primes dividing $N$. In this setting, $\mathcal{O}_{k,S} = \mathbb{Z}[\mu_N, 1/N]$, which we shall denote by $\mathcal{O}_N$. We further abbreviate $\text{MTM}(\mathcal{O}_N)$ to $\text{MTM}_N$. Restricting to this case, it follows from Borel \cite{5} that

\[
\dim_{\mathbb{Q}} \text{Ext}_{\text{MTM}_N}^1(\mathbb{Q}, \mathbb{Q}(n)) = \begin{cases} 1 & N = 1, n \text{ odd } \geq 3 \\ 0 & N = 1, n \text{ even} \\ 1 & N = 2, n \text{ odd} \\ 0 & N = 2, n \text{ even} \\ \varphi(N)/2 - 1 + \omega(N) & N \geq 3, n = 1 \\ \varphi(N)/2 & N \geq 3, n \geq 2, \end{cases}
\]

where $\omega(N) = \sum_{p|N} 1$ is the prime omega function and $\varphi(N)$ is the Euler phi function. In \S 10 we will specify a natural basis of $\text{Ext}_{\text{MTM}_N}^1(\mathbb{Q}, \mathbb{Q}(n))$.

3.6. Tannakian fundamental group. Let $\text{MTM}(\mathcal{O}_{k,S})^{ss}$ denote the category of semi-simple mixed Tate motives over $\mathcal{O}_N$. This category is tannakian with respect to the de Rham and Betti fiber functors. For $\bullet \in \{\text{DR}, B\}$, the action of $\pi_1(\text{MTM}(\mathcal{O}_{k,S})^{ss}, \omega^\bullet)$ on $\omega^\bullet(\mathbb{Q}(−1))$ determines the action on any object of $\text{MTM}(\mathcal{O}_{k,S})^{ss}$. The complex points of $\pi_1(\text{MTM}(\mathcal{O}_{k,S})^{ss}, \omega^\bullet)$ are given by

\[
\pi_1(\text{MTM}(\mathcal{O}_{k,S})^{ss}, \omega^\bullet)(\mathbb{C}) = \text{Aut}^\circ(\omega^\bullet|_{\text{MTM}(\mathcal{O}_{k,S})^{ss}})(\mathbb{C}) = \text{Aut}(\omega^\bullet|_{\mathbb{Q}(−1)})(\mathbb{C}) = \text{Aut}_{\mathbb{C}}(\mathbb{Q} \otimes \mathbb{C}) = \mathbb{G}_m.
\]

The simple object $\mathbb{Q}(m)$ corresponds to the $m$th power of the standard character of $\mathbb{G}_m$.

Let $\mathcal{G}^\bullet_{k,S}$ denote the fundamental group of $\text{MTM}(\mathcal{O}_{k,S})$ with respect to the fiber functor $\omega^\bullet$ for $\bullet \in \{\text{DR}, B\}$. The inclusion $\text{MTM}(\mathcal{O}_{k,S})^{ss} \hookrightarrow \text{MTM}(\mathcal{O}_{k,S})$ induces a surjection $\chi^\bullet : \mathcal{G}^\bullet_{k,S} \to \mathbb{G}_m$. The kernel $\mathcal{K}^\bullet_{k,S}$ acts trivially on objects of $\text{MTM}(\mathcal{O}_{k,S})^{ss}$ and thus is pronipotent. Thus, for each fiber functor, we have the short exact sequence

\[
1 \to \mathcal{K}^\bullet_{k,S} \to \mathcal{G}^\bullet_{k,S} \xrightarrow{\chi^\bullet} \mathbb{G}_m \to 1.
\]
In light of \(\text{(3.3)}\) the de Rham realization \(V_{\text{DR}}\) of every object \(V\) of \(\text{MTM}(\mathcal{O}_{k,S})\) has a canonical splitting
\[
V_{\text{DR}} \cong \bigoplus F^m V_{\text{DR}} \cap M_{2m} V_{\text{DR}}
\]
as \(\mathbb{Q}\)-vector spaces. Thus, the functor \(\text{Gr}^M_{\bullet} : \text{MTM}(\mathcal{O}_{k,S}) \to \text{MTM}(\mathcal{O}_{k,S})^\text{ss}\) induces a splitting of \(\mathcal{G}^\text{DR}_{k,S} \to \mathbb{G}_m\) and defines an isomorphism
\[
\mathcal{G}^\text{DR}_{k,S} \cong \mathcal{K}^\text{DR}_{k,S} \times \mathbb{G}_m.
\]

The Lie algebra of \(\mathcal{K}^\text{DR}_{k,S}\) is the de Rham realization of a pro-object \(\mathfrak{t}^\wedge_{k,S}\) of \(\text{MTM}(\mathcal{O}_{k,S})\). It is therefore the degree completion of its de Rham realization \(\mathfrak{t}_{k,S} := \omega(\mathfrak{t}^\wedge_{k,S})\). It is referred to as the \textit{motivic Lie algebra} of \(\text{MTM}(\mathcal{O}_{k,S})\). It is free. The de Rham realization \(V_{\text{DR}}\) of each object \(V\) of \(\text{MTM}(\mathcal{O}_{k,S})\) is a graded representation of \(\mathfrak{t}_{k,S}^\text{DR}\), and \(\text{MTM}(\mathcal{O}_{k,S})\) is equivalent to the category of graded representations of \(\mathfrak{t}_{k,S}^\text{DR}\) on finite dimensional rational vector spaces.

### 3.7. Motivic periods

We define the rings of \textit{de Rham} and \textit{Betti periods} of \(\text{MTM}(\mathcal{O}_{k,S})\) to be the coordinate rings of \(\mathcal{G}^\text{DR}_{k,S}\) and \(\mathcal{G}^\text{B}_{k,S}\), respectively
\[
\mathcal{P}^\bullet_{k,S} := \mathcal{O}(\mathcal{G}^\bullet_{k,S}) \quad \text{for } \bullet \in \{\text{DR}, B\}.
\]
We also define the ring of \textit{motivic periods} of \(\text{MTM}(\mathcal{O}_{k,S})\) by
\[
\mathcal{P}^\text{m}_{k,S} := \mathcal{O}(\text{Isom}^\circ(\omega, \omega^B)).
\]
The left and right actions of \(\mathcal{G}^\text{DR}_{k,S}\) and \(\mathcal{G}^\text{B}_{k,S}\) on \(\text{Isom}^\circ(\omega, \omega^B)\) induce right and left coactions
\[
\Delta^\text{DR} : \mathcal{P}^\text{m}_{k,S} \to \mathcal{P}^\text{m}_{k,S} \otimes \mathcal{P}^\text{DR}_{k,S} \quad \text{and} \quad \Delta^B : \mathcal{P}^\text{m}_{k,S} \to \mathcal{P}^\text{B}_{k,S} \otimes \mathcal{P}^\text{m}_{k,S}.
\]
The action of \(\mathcal{G}^\text{DR}_{k,S}\) is well-defined because the isomorphism \(\text{(3.3)}\) is canonical.

Let \(R\) be a subring of \(\mathbb{C}\). Then \(\mathcal{G}^\bullet_{k,S}(R) = \text{Hom}(\mathcal{P}^\bullet_{k,S}, R)\) and the coactions \(\Delta^\bullet\) induce Galois actions of \(\mathcal{G}^\bullet_{k,S}(R)\) on \(\mathcal{P}^\text{m}_{k,S}\). The de Rham action is given by
\[
\mathcal{G}^\text{DR}(R) \times \mathcal{P}^\text{m}_{k,S} \to \mathcal{P}^\text{m}_{k,S} \otimes R
\]
\[
(g, p^m) \mapsto ((\text{id} \otimes g) \circ \Delta^\text{DR})(p^m).
\]
The Betti Galois action is defined analogously.

The motivic periods of \(\mathcal{P}^\text{m}_{k,S}\) may be written more concretely as symbols \([V, \eta, \gamma]^m\), where \(V \in \text{Ob}(\text{MTM}(\mathcal{O}_{k,S}))\), \(\eta \in V_{\text{DR}}\), and \(\gamma \in (V_B)^\vee\). In many settings, these symbols may be viewed as formal unevaluated integrals, which satisfy bilinearity relations and respect tensor products and morphisms in \(\text{MTM}(\mathcal{O}_{k,S})\) \(\text{\cite{10}}\) \(\S 2\). For each object \(V\), there is a motivic comparison \(c^m_V\)
\[
c^m_V : V_{\text{DR}} \to V_B \otimes \mathcal{P}^m_{k,S}
\]
(3.8)
\[
\eta \mapsto \sum_j [V, \eta, e_j^\gamma] e_j,
\]
where \([e_j]\) is a basis of \(V_B\). This comparison may be viewed as a \(\mathcal{P}^m_{k,S}\)-rational point of \(\text{Isom}^\circ(\omega, \omega^B)\) and thus is natural with respect to the morphisms in \(\text{MTM}(\mathcal{O}_{k,S})\).

The \textit{period map} \(\text{per} : \mathcal{P}^m_{k,S} \to \mathbb{C}\) sends
\[
\text{per} : [V, \gamma, \eta] \mapsto \gamma(c^\text{DR,B}_V(\eta)),
\]
where $c^{\text{DR}, B}_V : V^\text{DR} \otimes \mathbb{C} \to V^B \otimes B$ is the comparison isomorphism of $V$. This map may be interpreted as the evaluation of the integral of the “form” $\eta$ against the “cycle” $\gamma$. It is straightforward to confirm that the diagram

$$
\begin{array}{c}
V^\text{DR} \xrightarrow{c^{\text{DR}, B}_V} V^B \otimes P_{k,S}^m \\
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4.1. Brown’s category of generalized Hodge realizations. Brown [10] §3 defines a category $\mathcal{H}$ of generalized Hodge realizations. An object $V$ of $\mathcal{H}$ is a triple $(V^B, V^{DR}, c)$ consisting of

1. A finite-dimensional $\mathbb{Q}$-vector space $V^B$ with a finite increasing filtration $M^*_\bullet$,
2. A finite-dimensional $\mathbb{Q}$-vector space $V^{DR}$ with finite increasing filtration $M^*_\bullet$ and finite decreasing filtration $F^*_\bullet$,
3. An isomorphism $c : V^{DR} \otimes \mathbb{C} \xrightarrow{\sim} V^B \otimes \mathbb{C}$,
4. An involution $F_\infty : V^B \xrightarrow{\sim} V^B$ called the real Frobenius.

These are also required to satisfy the following two conditions.

- If $c_{DR}$ (resp. $c_B$) is the $\mathbb{C}$-antilinear involution on $V^{DR} \otimes \mathbb{C}$ (resp. $V^B \otimes \mathbb{C}$), then $c \circ c_{DR} = (F_\infty \otimes c_B) \circ c$.
- The filtrations $M^*_\bullet V^B$ and $c F^*_\bullet (V^{DR} \otimes \mathbb{C})$ equip $V^B$ with a graded-polarizable $\mathbb{Q}$-MHS.

There are fiber functors $\omega^B_{\mathcal{H}}$ and $\omega^{DR}_{\mathcal{H}}$ from $\mathcal{H}$ to $\text{Vec}_\mathbb{Q}$ taking $V$ to its corresponding realization. Deligne [15] §1 showed $\mathcal{H}$ is tannakian with respect to both $\omega^B_{\mathcal{H}}$ and $\omega^{DR}_{\mathcal{H}}$.

The category $\text{MTM}(\mathcal{O}_{k,S})$ of mixed Tate motives over $\mathcal{O}_{k,S}$ embeds as a full subcategory of $\mathcal{H}$ via the functor

$$\omega^\mathcal{H} : V \mapsto (V^B, V^{DR}, c^B_V).$$

[17] §1. Also, the discussion of motivic periods in §3.7 extends analogously to the category $\mathcal{H}$, where the ring of periods $\mathcal{P}^m_{\mathcal{H}}$ is the coordinate ring $\mathcal{O}(\text{Isom}^\otimes (\omega^{DR}_{\mathcal{H}}, \omega^B_{\mathcal{H}}))$. Thus, since $\omega^\mathcal{H}$ is fully faithful, it induces an inclusion

$$\mathcal{P}^m_{k,S} \hookrightarrow \mathcal{P}^m_{\mathcal{H}}.$$

In the next section, we review the construction of the canonical MHS on fundamental groups. These MHS will be viewed as objects of $\mathcal{H}$.

4.2. The MHS of fundamental groups. There is a canonical MHS on the fundamental group of any smooth pointed complex algebraic variety $X$ [28] [27]. We recall the construction in the case $U = \mathbb{P}^1 - (D \cup \{\infty\})$, where $D \subset \mathbb{A}^1(k)$ is a finite set of points defined over a number field $k$.

Let $I$ be the augmentation ideal of the group algebra $\mathbb{Q}\pi_1(U, x)$. Denote the I-adic completion by $\mathbb{Q}\pi_1(U, x)^$ (see [33] §5). We also define the I-adic completion of the path torsor $\pi(U; x, y)$ by

$$(4.1) \quad \mathbb{Q}\pi(U; x, y)^ \defeq \lim_{\longleftarrow n} \mathbb{Q}\pi(U; x, y)/I^n\pi(U; x, y).$$

Denote the 1-form $\frac{dw}{w - s}$ by $\omega_s$. Let $V$ be the $\mathbb{Q}$-vector space

$$V = \omega(H^1(U)) = \bigoplus_{s \in D} \mathbb{Q}\omega_s$$

(see Example 3.1). The dual space $V^\vee = \text{Hom}_\mathbb{Q}(V, \mathbb{Q})$ has basis $\{e_s \mid s \in D\}$. Define the tensor algebra $A := T(V^\vee)$. It has the structure of a Hopf algebra with coproduct generated by $\Delta e_s = e_s \otimes 1 + 1 \otimes e_s$ for each $s \in D$. There is also an augmentation ideal $J$ of $A$ generated by $V^\vee$. Denote the J-adic completion of $A$ by
A^\wedge. There are natural Hodge and weight filtrations on A^\wedge since each e_s has type (-1, -1).

Define the universal connection form
\[ \Omega = \sum_{s \in D} \omega_s e_s \in V \otimes V^\vee. \]

Chen’s transport of \( \Omega \) defines a map
\[ (4.2) \Theta_{x,y} : \mathbb{C}\pi(U; x, y)^\wedge \to A^\wedge \otimes \mathbb{C}. \]

This is an isomorphism of complete Hopf algebras [13, (3.5)]. It induces a MHS on \( \mathbb{Q}\pi(U; x, y)^\wedge \). The periods are iterated integrals of the 1-forms \( \omega_s \) over paths from \( x \) to \( y \). The triple
\[ (\mathbb{Q}\pi(U; x, y)^\wedge, A^\wedge, \Theta_{x,y}) \]

is a pro-object of Brown’s category \( \mathcal{H} \) [23, §5].

**Remark 4.1.** In the case \( x = y \), the completion \( \mathbb{Q}\pi_1(U; x)^\wedge \) is the universal enveloping algebra of Lie algebra \( \mathfrak{p}(U, x) \) over \( \mathbb{Q} \). The natural inclusion \( \mathfrak{p}(U, x) \hookrightarrow \mathbb{Q}\pi_1(U; x)^\wedge \) induces a MHS on \( \mathfrak{p}(U, x) \). The comparison isomorphism \( \mathfrak{p}(U, x) \to \mathbb{L}(V^\vee)^\wedge \) is also Chen’s transport of \( \Omega \) but each \( e_s \) acts by left adjoint.

The coordinate ring \( \mathcal{O}(A^\wedge \otimes \mathbb{C}) \) is the \( \mathbb{C} \)-vector space spanned by the iterated integrals
\[ \int \omega_{s_1} \cdots \omega_{s_r}. \]

This is the tensor coalgebra on \( H^0(\mathbb{P}^1, \Omega^1_{\mathbb{P}^1}(\log D)) \) with the shuffle product [C.2]. Moreover, \( \mathcal{O}(A^\wedge \otimes \mathbb{C}) \) is endowed with a \( \mathbb{Q} \)-mixed Hodge structure. Since each \( \omega_s \) is of type (1, 1), the Hodge and weight filtrations are
\[ F^p = \text{span} \left\{ \int \omega_{s_1} \cdots \omega_{s_r} \mid r \geq p \right\}, \]
\[ W_{2m+1} = W_{2m} = \text{span} \left\{ \int \omega_{s_1} \cdots \omega_{s_r} \mid r \leq m \right\}. \]

The \( \mathbb{Q} \)-structure is spanned by the integrals which take values in \( \mathbb{Q} \) over paths in \( \pi(U; x, y) \).

By the construction above, the path torsors define a variation of MHS (VMHS) over \( U \times U \)
\[ (\mathbb{Q}\pi(U; x, y)^\wedge)_{(x,y)} \to U \times U. \]

The connection form \( \Omega \) is in \( F^{-1}W_{-2} \) and has pro-nilpotent residues. Monodromy \( \Theta_{x,x} \) is the identity on the weight graded quotients and thus is unipotent. Thus, the relative weight filtration at each point in \( (D \times U) \cup (U \times D) \) is equal to the weight filtration. Hence, the variation is admissible [31]. See Appendix [E] for background on VMHS and admissibility.

Restricting the variation to the diagonal, the fibers are each completed fundamental groups \( \mathbb{Q}\pi_1(U; x)^\wedge \). Transport from \( x \) to \( y \) is conjugation by \( \Theta_{y,x} \). The inclusion \( \mathfrak{p}(U, x) \hookrightarrow \mathbb{Q}\pi_1(U; x)^\wedge \) generates a sub-VMHS over \( U \)
\[ (4.3) \{ \mathfrak{p}(U, x) \}_x \to U. \]

Transport from \( x \) to \( y \) is left adjoint by \( \Theta_{y,x} \).
4.3. **Tangential base points.** Let $X$ be a Riemann surface and $D$ a finite set of points on $X$. The real oriented blow-up $\text{Bl}^D X$ of $X$ at $D$ is a Riemann surface with boundary circle replacing each point of $D$. There exists a continuous projection $\text{Bl}^D X \to X$, where the preimage of a point $P \in D$ is a circle viewed as the quotient of $T_P X - \{0\}$ by the positive real numbers. The restriction of the projection $(\text{Bl}^D X - \partial \text{Bl}^D X) \to X - D$ is a biholomorphism.

Each tangent vector $\vec{v} \in T_P X - \{0\}$ determines a point $[\vec{v}] \in \text{Bl}^D X$. Deligne \([15]\) defines the fundamental group $\pi_1(X - D, \vec{v})$ of $X - D$ with tangential base point $\vec{v}$ to be $\pi_1(\text{Bl}^D X, [\vec{v}])$. When $r$ is a positive real number, the biholomorphism $(\text{Bl}^D X - \partial \text{Bl}^D X) \to X - D$ induces a canonical isomorphism between $\pi_1(X - D, \vec{v})$ and $\pi_1(X - D, r\vec{v})$. However, the limit MHS on the unipotent completions $\pi_1^{\text{un}}(X - D, \vec{v})$ and $\pi_1^{\text{un}}(X - D, r\vec{v})$ are not necessarily isomorphic unless the local monodromy at $P$ is trivial (see Appendix B).

4.4. **Realizations of $\pi_1^{\text{mot}}$.** We can now describe the Hodge realization and motivic periods of Deligne and Goncharov’s object in the category $\text{MTM}_N$ of mixed Tate motives over $O_N = \mathbb{Z}[\mu_N, 1/N]$. These are discussed in greater detail in \([17] \S 5\) and \([7] \S 2\).

For convenience, we set

$$U_N = \mathbb{P}^1 - \{0, \mu_N, \infty\} = \mathbb{G}_m - \mu_N.$$ Observe that $U_N$ is a scheme over $\mathbb{Q}$

$$U_N = \text{Spec } \mathbb{Q}[\mathbb{Z}]/(\mathbb{Z}^N - 1).$$

Fix tangential base points $\vec{w}_\zeta = \zeta \partial/\partial w \in T_0 U_N$ and $\vec{v}_\zeta = \zeta \partial/\partial w \in T_0 U_N$ for all $\zeta \in \mu_N$ (see Figure 1). Set $\Pi^B_y := \mathbb{Q}_\pi(U_N; x, y)^\wedge$, the $I$-adic completion of the path torsor \((\ref{path_torsor})\). Likewise, set $\Pi^{\text{DR}}_y$ to be the tensor coalgebra $A^\wedge$ as defined in \((\ref{betti})\) with $U = U_N$ and $D = \{0\} \cup \mu_N$. There is a comparison isomorphism

\[(\ref{hodge})\]

$$c^{\text{B,DR}} : \Pi^B_y \otimes_{\mathbb{Q}} \mathbb{C} \to \Pi^{\text{DR}}_y \otimes_{\mathbb{Q}} \mathbb{C}$$

as defined in \((\ref{iso})\).

**Theorem 4.2** \((\ref{realizations})\). Suppose $x, y, z \in \{\pm \vec{v}_\zeta, \vec{w}_\zeta \mid \zeta \in \mu_N\}$. The coordinate rings $O(\Pi^B_y)$ and $O(\Pi^{\text{DR}}_y)$ are the Betti and de Rham realizations, respectively, of an ind-object $O(\Pi^{\text{mot}}_y)$ in the category $\text{MTM}_N$. The comparison isomorphism is induced by \((\ref{hodge})\). The coproducts $O(\Pi^{\text{mot}}_y) \to O(\Pi^{\text{mot}}_y) \otimes O(\Pi^{\text{mot}}_y)$ are morphisms in $\text{MTM}_N$. 

**Figure 1.** The tangential base points $\pm \vec{v}_\zeta$ and $\vec{w}_\zeta$ in $U_N$ and $\text{Bl}^D U_N$. 

POLYLOGARITHMS AND EXTENSIONS OF $\mathbb{Q}$ BY $\mathbb{Q}(m)$
4.5. **Periods of $\Pi_y^{\text{mot}}$.** The universal 1-form $\Omega$ is given by

$$\Omega = \omega_0 e_0 + \sum_{\zeta \in \mu_N} \omega_\zeta e_\zeta.$$  

By the theorem, the transport $c^{B,\text{DR}}$ of $\Omega$ is the transpose of the comparison isomorphism of $\mathcal{O}(\pi_1^{\text{mot}})$. Let $\mathcal{P}_N^m$ denote the motivic periods of $\text{MTM}_N$. The matrix coefficients of $c^{B,\text{DR}}$ are in $\mathcal{P}_N^m$, and thus $c^{B,\text{DR}}$ restricts to a homomorphism

$$c^{B,\text{DR}} : \mathbb{Q}\pi_1(U_N; x, y)^\wedge \to \mathcal{P}_N^m \langle\langle e_0, e_\zeta \mid \zeta \in \mu_N \rangle\rangle$$  

of cocommutative Hopf algebras. The image is generated as an algebra by two distinct types of elements: exponentials and Drinfeld associators.

4.5.1. **Exponentials.** In this case, suppose $x, y \in \{\pm \tilde{w}_\zeta, \tilde{w}_\zeta \mid \zeta \in \mu_N\}$ are anchored at the same point $r \in \{0\} \cup \mu_N$. Let $\gamma_{r,x}^y$ denote the counterclockwise path about $r$ from $x$ to $y$. If $x = y$, then $\gamma_{r,x}^y$ is a simple closed loop about $r$ based at $x$. Then

$$c^{B,\text{DR}}(\gamma_{r,x}^y) = \sum_{\gamma_{r_1} \cdots \gamma_{r_n} \in \mathcal{O}(\Pi_y^{\text{mot}})} \langle [\omega_{r_1}, \omega_{r_2}, \ldots, \omega_{r_n}], (\gamma_{r,x}^y) \rangle^m e_{r_1} \cdots e_{r_n}$$

$$= \sum_{n \geq 0} (\mathcal{O}(\Pi_y^{\text{mot}}), [\omega_{r_1}, \omega_{r_2}, \ldots, \omega_{r_n}], (\gamma_{r,x}^y) \rangle^m e_{r_1} \cdots e_{r_n}$$

$$= \sum_{n \geq 0} \frac{(kL/N)^n}{n!} e_r^n$$

$$= \exp(kL/r, N)$$,

where $k \in \{1, 2, \ldots, N\}$ such that $y = e^{2\pi ik/N} x$.

4.5.2. **Cyclotomic Drinfeld associators.** Fix $x = \tilde{w}_1$ and $y = -\tilde{v}_1$. Let $dch \in \pi_1(U_N; \tilde{w}_1, -\tilde{v}_1)$ denote the straight line path, or “droit chemin,” from $\tilde{w}_1$ and $-\tilde{v}_1$. Then

$$(4.5)$$

$$c^{B,\text{DR}}(dch) = \sum_{[\omega_{r_1}, \ldots, \omega_{r_n}] \in \mathcal{O}(\Pi_y^{\text{mot}})} [\omega_{r_1}, \ldots, \omega_{r_n}], (dch)^m e_{r_1} \cdots e_{r_n},$$

where

$$\text{per}[\mathcal{O}(\Pi_y^{\text{mot}}), [\omega_{r_1}, \ldots, \omega_{r_n}], (dch)^m] = \int_{\text{dch}} \omega_{r_1} \cdots \omega_{r_n}.$$  

To account for the limit MHS at $\tilde{v}_0$ and $-\tilde{v}_1$, the integrals above are regularized at $\tilde{v}_0$ if $r_1 = 0$ and regularized at $-\tilde{v}_1$ if $r_n \neq 0$ (see (4.3)). By (4.3), each integral evaluates to an $N$-cyclotomic MZV (see (C.1) 20). Thus, we shall refer to these unevaluated motivic periods as motivic $N$-cyclotomic MZVs. The right hand side of (4.5) is called the **motivic Drinfeld associator** and denoted $\Phi_{01}^m$. It is group-like in $\mathcal{P}_N^m(\langle e_0, e_\zeta \rangle)$ 19. The image of the straight line path from $\tilde{w}_r$ to $-\tilde{v}_r$ under $c^{B,\text{DR}}$ is obtained by the change of variables $w \mapsto \omega_r$. This is simply the image of $\Phi_{01}^m$ under the action $e_r \mapsto e_{\omega_r}$ for all $r \in \{0\} \cup \mu_N$. We denote this associator by $\Phi_{0\eta}^m$. Its periods are also the motivic $N$-cyclotomic MZVs.

5. **The KZ and KZB local systems**

Suppose $X$ is a Riemann surface. Recall the notation $\pi_1^{\text{un}}(X, x)$ for the unipotent completion of $\pi_1(X, x)$ and $p(X, x)$ for its Lie algebra.
5.1. The KZ local system. Denote by $\mathcal{P}_N^{KZ,\text{top}}$ the $\mathbb{Q}$-local system over $U_N$ whose fiber over $w \in U_N$ is $p(U_N, w)$. The completed group ring $\mathbb{Q}_\Gamma(U_N, w)$ is canonically isomorphic to the universal enveloping algebra of the completed free Lie algebra $p(U_N, w)$. Thus, the discussion in §4.2 gives $\mathcal{P}_N^{KZ,\text{top}}$ the structure of an admissible VMHS over $U_N$. After tensoring with $\mathbb{C}$, each fiber is isomorphic to the completed free Lie algebra

$$p_N^{KZ} := L(e_0, e_\infty, e_\zeta \mid \zeta \in \mu_N) \wedge \left( e_0 + e_\infty + \sum_\zeta e_\zeta = 0 \right) \cong L(e_0, e_\zeta \mid \zeta \in \mu_N) \wedge,$$

Define $\mathcal{P}_N^{KZ}$ to be the trivial bundle $p_N^{KZ} \times U_N$ over $U_N$ with flat connection

$$\nabla_{KZ} = d + \Omega_{KZ} = d + e_0 \frac{dw}{w} + \sum_\zeta e_\zeta \frac{dw}{w - \zeta},$$

where $e_0$ and $e_\zeta$ act on fibers $p_N^{KZ}$ via left adjoint. This is a well-known cyclotomic generalization of the Knizhnik–Zamolodchikov (KZ) connection [37, 24]. The variation $\mathcal{P}_N^{KZ}$ is a special case of [4.3]. In particular, it is a unipotent admissible VMHS and is isomorphic as a flat vector bundle to $\mathcal{P}_N^{KZ,\text{top}}$.

**Proposition 5.1.** At each tangential base point $\vec{v} \in \{\vec{w}_\zeta, \pm \vec{v}_\zeta \mid \zeta \in \mu_N\}$, the limit MHS of $\mathcal{P}_N^{KZ}$ is the Hodge realization of a pro-object of $\text{MTM}_N$.

**Proof.** The Lie algebra $p(U_N, \vec{v})$ is canonically isomorphic to the Zariski tangent space of $\mathbb{P}^{\text{top}}_{\vec{v}}$ and thus dual to a subquotient of $O(\mathbb{P}^{\text{DR}}_{\vec{v}})$. The result follows from Theorem 4.2.

**Corollary 5.2.** The inverse transport of the KZ connection along the straight line path $dch$ from $p(U_N, \vec{w}_1)$ to $p(U_N, -\vec{v}_1)$ is the left adjoint of the motivic Drinfeld associator $\Phi_{01}$.

**Proof.** By the discussion at the end of §4.2, transport of $\mathcal{P}_N^{KZ}$ from $-\vec{v}_1$ to $\vec{w}_1$ along the inverse of $dch$ is left adjoint by

$$\Theta_{\vec{w}_1, -\vec{v}_1}^{KZ} = T(dch)^{-1} = e^{B,\text{DR}}(dch) = \Phi^{m}_{01}.$$

**Remark 5.3.** As dual elements of the algebraic de Rham cohomology $H^1_{\text{DR}}(U_N)$, the basis elements $e_\zeta$ are defined over $\mathbb{Q}(\mu_N)$. However, by the argument in Example 3.1, they form a $\mathbb{Q}$-basis of $\omega(p(U_N, \vec{v}_1)) = p(U_N, \vec{v}_1)^{\text{DR}}$.

5.2. The KZB local system. The KZB local system is a genus 1 analogue of the KZ local system. It is defined over a universal elliptic curve, which we will briefly describe now. For any congruence subgroup $\Gamma \subset \text{SL}_2(\mathbb{Z})$ of level $N$, define the modular curve $Y_\Gamma := \Gamma \backslash \mathbb{H}$. Define the universal elliptic curve $E_\Gamma \rightarrow Y_\Gamma$ by the quotient $E_\Gamma = (\Gamma \times \mathbb{Z}) \backslash \{ (h \times \mathbb{C}) \}$. The fiber of $E_\Gamma$ above $[\tau] \in Y_\Gamma$ is the elliptic curve $E_\tau := \mathbb{C}/\Lambda_\tau$, where $\Lambda_\tau := \mathbb{Z} \oplus \tau \mathbb{Z}$. Both $Y_\Gamma$ and $E_\Gamma$ will be regarded as complex analytic varieties (or orbifolds when $N < 3$). The modular curve $Y_\Gamma$ has natural compactification $X_\Gamma$ by gluing in disks at each of the cusps in $\Gamma \backslash \mathbb{P}^1(\mathbb{Q})$. The universal curve $E_\Gamma \rightarrow Y_\Gamma$ has a compactification $\bar{E}_\Gamma \rightarrow X_\Gamma$ by gluing in nodal cubic curves and polygons on $\mathbb{P}^1$‘s above each cusp of $X_\Gamma$. 
Let \( \mathcal{E}_b \) denote the pullback of \( \mathcal{E}_\Gamma \) to \( \mathfrak{h} \). Denote the set of \( N \)-torsion sections of \( \mathcal{E}_\Gamma \) and \( \mathcal{E}_b \) by \( \mathcal{E}_\Gamma[N] \) and \( \mathcal{E}_b[N] \), respectively. If \( \alpha \in \mathcal{E}_\Gamma[N] \), it pulls back to a unique section \( \tilde{\alpha} \in \mathcal{E}_b[N] \). The lift \( \tilde{\alpha} \) has coordinates \((x_\alpha, y_\alpha) \in (N^{-1}\mathbb{Z}/\mathbb{Z})^2\) such that
\[
\tilde{\alpha} : \tau \mapsto x_\alpha + y_\alpha \tau \mod \Lambda_\tau.
\]
This defines a group isomorphism \( \mathcal{E}_b[N] \to (N^{-1}\mathbb{Z}/\mathbb{Z})^2 \), and the natural right action of \( SL_2(\mathbb{Z}) \) on \((\mathbb{Z}/N\mathbb{Z})^2\) induces a right action on \( \mathcal{E}_b[N] \). Then
\[
\mathcal{E}_\Gamma[N] = \mathcal{E}_b[N]^\Gamma \cong ((N^{-1}\mathbb{Z}/\mathbb{Z})^2)^\Gamma.
\]
The closure of a section \( \alpha \in \mathcal{E}_\Gamma[N] \) intersects the \( \mathbb{P}^1 \) and \( E_0 \) components of the singular fibers of \( \mathcal{E}_\Gamma \) at an \( N \)th root of unity.

For the purposes of this paper, we will focus on the congruence subgroup
\[
\Gamma_1(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \mid \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix} \mod N \right\} \subset \text{SL}_2(\mathbb{Z}).
\]
The \( N \)-torsion sections of \( \mathcal{E}_{\Gamma_1(N)} \) form a group isomorphic to \( \mu_N \) since the \( N \) sections of \( \mathcal{E}_{\Gamma_1(N)}[N] \) intersect the nodal cubic \( E_0 \) over \( \tau = i\infty \) at the roots of unity \( \mu_N \subset \mathbb{G}_m \subset E_0 \). Set \( \mathcal{E}'_{\Gamma_1(N)} := \mathcal{E}_{\Gamma_1(N)} - \mathcal{E}_{\Gamma_1(N)}[N] \). The fiber of \( \mathcal{E}'_{\Gamma_1(N)} \) above \( \tau \) is \( E'_\tau := E_\tau - (1/N) \).

The \( \Gamma_1(N) \) KZB local system \( \mathcal{P}_{\Gamma_1(N)}^{\text{top}} \) is defined over \( \mathcal{E}'_{\Gamma_1(N)} \), where the fiber above \( \tau, x \) is \( p(E'_\tau, x) \). After tensoring with \( \mathbb{C} \), each fiber is non-canonically isomorphic to the completed free Lie algebra
\[
p_N := L(X, Y, t_\alpha \mid \zeta \in \mu_N)^\wedge / \left( \sum_\alpha t_\alpha = [X, Y] \right).
\]
The \( \Gamma_1(N) \) KZB connection \( \nabla_{KZB}^{\Gamma_1(N)} = d + \Omega_{\Gamma_1(N)}^{KZB} \), where
\[
\Omega_{\Gamma_1(N)}^{KZB} \in \Omega^1(\mathfrak{h} \times \mathbb{C}, \log \Lambda_\tau) \otimes \text{Der } p_N,
\]
is a flat meromorphic connection on the trivial bundle \( p_N \times \mathfrak{h} \times \mathbb{C} \to \mathfrak{h} \times \mathbb{C} \) that is invariant with respect to \( \Gamma_1(N) \ltimes \mathbb{Z}^2 \). The full formula of the connection form can be found in \([33]\) §7.12, but for the purposes of this paper we only need its formula in a neighborhood of the singular fiber \( E_0 \) of \( \mathcal{E}_{\Gamma_1(N)} \) above \( \tau = i\infty \). In this neighborhood, the connection form simplifies to
\[
\Omega'_{\Gamma_1(N)} = \left( \frac{Y}{\partial X} + \frac{1}{2} \sum_{\zeta \in \mu_N, m \geq 0} \frac{B_{2m+2}}{(2m)!(2m+2)} \zeta^{2m+2+\zeta} \right) dq + \frac{X}{e^X - 1} \cdot Y \frac{dw}{w} + \sum_{\zeta \in \mu_N} t_\zeta \left( \frac{dw}{w} - \zeta \right),
\]
where \( B_{2m+2} \) are Bernoulli numbers, \( q = e^{2\pi i \tau} \), \( w = e^{2\pi i z} \) and \( \zeta^{2m+2+\zeta} \in \text{Der } p_N \). This formula is adapted from the bileevel KZB equations of Calaque and González [12], which are a generalization of the level 1 KZB connection first derived by Calaque, Enriquez, and Etinghof [11] and Levin and Racinet [33].

Since the connection on the trivial bundle \( p_N \times \mathfrak{h} \times \mathbb{C} \to \mathfrak{h} \times \mathbb{C} \) is invariant with respect to \( \Gamma_1(N) \ltimes \mathbb{Z}^2 \), it descends to a meromorphic connection on the quotient bundle over \( \mathcal{E}_{\Gamma_1(N)} \), which we will call \( \mathcal{P}_{\Gamma_1(N)} \).
The KZB connection takes values in \(\mathcal{O}^\mathcal{T}_{\Gamma_1(N)}\) and the flat vector bundle \(\mathcal{P}^\mathcal{T}_{\Gamma_1(N)} \otimes \mathcal{O}^\mathcal{T}_{\Gamma_1(N)}\).

Furthermore, we may define Hodge, weight, and relative weight filtrations on the completed Lie algebra \(\mathfrak{p}_N^\mathcal{T}\):

\[
F^{-p} = \{ x \in \mathfrak{p}_N \mid \deg_Y(x) + \sum \deg_{\mathfrak{t}_e}(x) \leq p \} \\
W_m = \{ x \in \mathfrak{p}_N \mid \deg_Y(x) + \deg_X(x) + 2 \sum \deg_{\mathfrak{t}_e}(x) \geq m \} \\
M_m = \{ x \in \mathfrak{p}_N \mid 2 \deg_Y(x) + 2 \sum \deg_{\mathfrak{t}_e}(x) \geq m \}.
\]

The KZB connection takes values in \(F^{-1}W_0 \operatorname{Der} \mathfrak{p}_N^\mathcal{T}\), and thus \(F^\bullet\) and \(W^\bullet\) filter the bundle \(\mathcal{P}^\mathcal{T}_{\Gamma_1(N)}\) with connection \(\nabla^\mathcal{KZ}_\Gamma\).

**Theorem 5.5** ([33, §11]). Together with these filtrations, \(\mathcal{P}^\mathcal{T}_{\Gamma_1(N)} \rightarrow \mathcal{E}^\mathcal{T}_{\Gamma_1(N)}\) is a pro-object of the category of admissible variations of MHS. The MHS on each fiber \(\mathfrak{p}(E', x)\) is the canonical MHS on \(\mathfrak{p}(E', x)\) in terms of [28, 27]. The relative weight filtration of the limit MHS at \(\partial/\partial q + \partial/\partial w\) anchored at identity of the singular fiber \(E_0\) (the point \(q = 0, w = 1\)) is \(M^\bullet\).

**5.3. The Hain map.** The key observation we will exploit is that the KZB connection along the singular fiber \(E_0\) of \(\mathcal{P}^\mathcal{T}_{\Gamma_1(N)}\) “degenerates” to the \(N\)-cyclotomic KZ connection. Hain [29] Any elliptic curve \(E_\tau = \mathbb{C}/\Lambda_\tau\) may be written as \(E_q := \mathbb{C}^*/q^\mathbb{Z}\) where \(q = e^{2\pi ir}\). The usefulness of this observation and the resulting map \(\mathfrak{p}_{N}^\mathcal{KZ} \rightarrow \mathfrak{p}_N\) were made in level 1 by Hain [29]. Following the same notation, we will generalize this map for the level \(N\) setting.

Set

\[
A_{[q]} := \{ w \in \mathbb{C}^* \mid |q|^{1/2} \leq |w| \leq |q|^{-1/2} \}.
\]

Denote the inner and outer boundaries of this annulus by \(\partial_- A_{[q]}\) and \(\partial_+ A_{[q]}\), respectively. Then \(E_q\) is the quotient of \(A_{[q]}\) with \(w \in \partial_+ A_{[q]}\) identified with \(qw \in \partial_- A_{[q]}\). The real oriented blow-up \(\operatorname{Bl}_{\mu_N} E_q\) is a similar quotient of \(\operatorname{Bl}_{\mu_N}^\mathcal{T} A_{[q]}\) (see Figure 2).

Roughly speaking, as \(q \rightarrow 0\), the space \(A_{[q]}\) converges to \(\operatorname{Bl}_{\{0, \infty\}}^1 \mathbb{P}^1\) and \(\operatorname{Bl}_{\mu_N}^\mathcal{T} A_{[q]}\) converges to \(\operatorname{Bl}_{\{0, \mu_N, \infty\}}^1 \mathbb{P}^1\). Thus, as \(R \rightarrow 0\), the elliptic curve \(E_{Re^\sigma}\) converges to
the quotient of $\mathcal{B}\mathcal{L}^0_{[0,\infty]}\mathbb{P}^1$ with the boundary circles at 0 and $\infty$ identified by multiplication by $e^{i\theta}$. We denote this space by $E_{\mathbb{C}}(e^{i\theta}\partial/\partial q)$. It is the “first order smoothing” of the nodal elliptic curve in the direction of $e^{i\theta}\partial/\partial q$. The scheme $U_N$ includes into $E_{\mathbb{C}}(e^{i\theta}\partial/\partial q)$ in the obvious way.

Fix $\bar{u} = \partial/\partial q$ at the origin of the $q$-disk. We observe that the inclusion $U_N \hookrightarrow E_{\mathbb{C}}$ is compatible with the KZ$_N$ and $\Gamma_1(N)$ KZB connections. That is, upon a change of basis, the linearization of the KZB bundle $[5.3]$ over $E_{\mathbb{C}}$ “pulls back” to the KZ$_N$ bundle $P_N^{KZ}$ over $U_N$.

**Proposition 5.6.** Let $E'_{\mathbb{C}} := E_{\mathbb{C}} - \mu_N$. The inclusion $U_N \hookrightarrow E'_{\mathbb{C}}$ induces the commutative diagram

\[
\begin{array}{ccc}
p(U_N, \bar{v}_1) & \longrightarrow & p(E'_{\mathbb{C}}, \bar{v}_1) \\
\uparrow_{\text{KZ}_N} & & \uparrow_{\text{KZB}_{\Gamma_1(N)}} \\
p_N & \longrightarrow & p_N.
\end{array}
\]

The vertical maps are the comparison isomorphisms of the canonical MHS on $p(U_N, \bar{v}_1)$ and $p(E'_{\mathbb{C}}, \bar{v}_1)$ induced by transport of the the KZ$_N$ and $\Gamma_1(N)$ KZB connections, respectively. The lower horizontal map $\Psi_N$ is the level $N$ “Hain map”

\[
\Psi_N : \begin{cases} 
\epsilon_0 &\mapsto \frac{X}{e^{\frac{1}{e^X - 1}} - 1} \cdot Y \\
\epsilon_{\infty} &\mapsto \frac{X}{e^{\frac{1}{e^X - 1}} - 1} \cdot Y \\
\epsilon_{\zeta} &\mapsto \frac{t_\zeta}{w - \zeta}.
\end{cases}
\]

Furthermore, $\Psi_N$ is a morphism of MHS that preserves relative weight filtrations.

**Proof.** Recall the restriction of $\Gamma_1(N)$ KZB to a first order neighborhood of the nodal cubic $[5.3]$. Pulling back along the inclusion $U_N \hookrightarrow E'_{\mathbb{C}}$ yields the connection

\[
d + \frac{X}{e^X - 1} \cdot Y \frac{dw}{w} + \sum_{\zeta \in \mu_N} t_\zeta \cdot \frac{dw}{w - \zeta}.
\]

This is precisely the image of the cyclotomic KZ connection $[5.1]$ under the given formula $[5.6]$ for $\Psi_N$.

For the last claim, recall each $\epsilon_\ast$ is of type $(-1, -1)$ and $M_\ast = W_\ast$ on $p_N^{KZ}$. It follows that $\Psi_N$ is compatible with the filtrations on $p_N$ defined in $[5.2]$. It remains to show that $\Psi_N$ preserves rational structures. Since the Hain map is induced by the relationship between KZ$_N$ and $\Gamma_1(N)$ KZB, this problem is equivalent to showing the MHS on $p(E'_{\mathbb{C}}, \bar{v}_1)$ induced by the upper horizontal map in $[5.5]$ is the same as the canonical MHS induced by the $\Gamma_1(N)$ KZB connection. This follows from Theorem $[9.3]$.

6. THE MOTIVIC LIMIT MHS OF $\mathcal{P}_{\Gamma_1(N)}$

The Lie algebra $p(E'_{\mathbb{C}}, \bar{v}_1)$ is endowed with the limit MHS of the elliptic KZB variation on $\mathcal{P}_{\Gamma_1(N)}$ at $\partial/\partial q + \partial/\partial w$ above the cusp $q = 0$. We now argue this MHS, like $p(U_N, \bar{v}_1)$, is in fact the Hodge realization of a pro-object of $\mathcal{M}T\mathcal{M}_N$. This will build on the results about the cyclotomic KZ connection from the previous section.

Define loops $\alpha$ and $\beta$ in $\pi_1(E_q - \mu_N, \bar{v}_1)$ to be the standard generators of the fundamental group of a torus (see Figure $[2]$). For each $\zeta \in \mu_N$, there is a generator $\gamma_\zeta \in \pi_1(E_q - \mu_N, \bar{v}_1)$ chosen to be the homotopy class of the loop traveling clockwise half way around the boundary circle at 1, counter clockwise around the inner
boundary circle $|w| = |q|^{1/2}$ (as necessary) and then counterclockwise around the boundary circle at $\zeta$ (see green loops in Figure 2). Dividing $\beta$ into two paths, one can easily verify the expected relation
\[
\alpha \beta^{-1} \alpha^{-1} = \gamma_1 \gamma_\zeta \cdots \gamma_{\zeta^{N-1}},
\]
where here $\zeta = e^{2\pi i/N}$.

Letting $q \to 0$ in the direction of $\vec{u} = \partial/\partial q$, the homotopy classes of $\alpha$, $\beta$, and $\gamma_\zeta$ for $\zeta \in \mu_N$ converge to generators of the topological fundamental group $\pi_1(E'_u, \vec{v}_1)$. We will construct a MHS on $p(E'_u, \vec{v}_1)$ by transporting the KZ$_N$ connection form along these generators of $\pi_1(E'_u, \vec{v}_1)$ as in §4.2 and then applying the Hain map.

Recall from §4.5.2 the regularized transport of KZ$_N$ from $\vec{w}_\eta \in T_0 U_N$ to $-\vec{v}_\eta \in T_0 U_N$ is the motivic Drinfeld associator $\Phi^m_{0\eta} \in \mathcal{P}_N^m((e_0, e_\zeta | \zeta \in \mu_N))$. The involution $w \mapsto \frac{1}{w}$ allows us to define a motivic transport from $\vec{v}_1$ to $\infty$, denoted $\Phi^m_{1\infty}$ by exchanging $e_0$ for $e_1$, $e_1$ for $e_\infty = -e_0 - e_1 - \sum \zeta e_\zeta$, and $e_\zeta$ for $e^{-kL}e_0/N$ in the formula of $\Phi^m_{01}$.

For the remainder of the section, denote by $A_{E'_u}$ the group algebra
\[
A_{E'_u} := \mathbb{Q}\langle \langle X, Y, t \rangle \rangle / \left( \sum_{\zeta \in \mu_N} t^\zeta = [X, Y] \right).
\]
Following the paths in Figure 2 inverse monodromy
\[
\Theta : \pi_1(E'_u, \vec{v}_1) \to \mathcal{P}_N^m \otimes A_{E'_u}
\]
is given by the formulas
\[
\alpha \mapsto e^{L}_{e_\infty} \Phi^m_{1\infty} \Phi^m_{01},
\beta \mapsto e^{L} e_1 / 2 \Phi^m_{01} e^{-X} \Phi^m_{1\infty},
\gamma_\zeta \mapsto e^{L} e_{1/2} \Phi^m_{01} e^{kL} e_0 / N \Phi^m_{01} e^{-L} e_{1} \Phi^m_{01} e^{-kL} e_0 / N \Phi^m_{01} e^{-1/2},
\]
where $\zeta = e^{2\pi i k/N}$ for $k \in \{0, 1, \ldots, N-1\}$ and the motivic Drinfeld associators $\Phi^m$ actually indicate their image under the Hain map. The $e^{-X}$ in the formula for $\beta$ corresponds to the factor of automorphy of the KZB local system associated with identifying the inner and outer boundaries of the annulus (see [39, §6.2] and Figure 3). Note that $\Theta(\gamma_1)$ simplifies to $e^{-L} e_1$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure3.png}
\caption{Inverse transport operators for $\alpha$, $\beta$, and $\gamma_\zeta$}
\end{figure}
The associators $\Phi^m$ satisfy relations compatible with the topology of $E_\vec{u}$. The loop $\alpha$ in Figure 2 is homotopy equivalent to the loop $\alpha'$ based at $\vec{v}_1$ in Figure 4. 

Set $\xi = e^{2\pi i/N}$. Then

$$\Theta(\alpha') = e^{-Le_1/2} \Phi^m_{01} e^{-Le_0/N} (\Phi^m_{00})^{-1} e^{-Le_1/2} \Phi^m_{00} \ldots \cdot e^{-Le_N/N} \Phi^m_{0N-1} e^{-Le_0/N} (\Phi^m_{01})^{-1} e^{-Le_1/2}.$$ 

Since the KZ$_N$ connection is flat, we know $\text{per } \Theta(\alpha) = \text{per } \Theta(\alpha') \in \mathbb{C} \otimes A_{E'_u}$. We shall call this the “star relation.” It is a cyclotomic version of Drinfeld’s “hexagon relation” [19].

![Figure 4. The star relation](image)

**Lemma 6.1.** The star relation is motivic, that is $\Theta(\alpha) = \Theta(\alpha')$ in $P^m_N \otimes A_{E'_u}$.

**Proof.** The motivic comparison isomorphism $e_m$ [8, S] is natural with respect to morphisms in $\text{MTM}_N$. Thus, by Theorem 4.2, we have the commutative diagram

$$
\begin{array}{ccc}
\pi_1(U_N, \vec{v}_1) \times \pi_1(U_N, \vec{v}_1) & \xrightarrow{\Theta} & \pi_1(U_N, \vec{v}_1) \\
\Theta & & \Theta \\
\mathcal{P}^m_N(\langle e_0, e_\zeta \rangle) \otimes \mathcal{P}^m_N(\langle e_0, e_\zeta \rangle) & \rightarrow & \mathcal{P}^m_N(\langle e_0, e_\zeta \rangle),
\end{array}
$$

where the top horizontal map is composition of loops and the bottom horizontal map is multiplication. Since $\alpha^{-1} \alpha'$ is homotopic to the constant path, the image of $\alpha^{-1} \alpha'$ in the bottom right must be 1. Hence, $\Theta(\alpha) = \Theta(\alpha')$. \hfill $\square$

There is also a motivic “cylinder relation” involving the factor of automorphy.

**Lemma 6.2.** The group algebra $P^m_N \otimes A_{E'_u}$ has the relation

$$e^{X e_0} e^{Le_1} e^{-X e_\infty} = 1.$$ 

**Proof.** Apply the factor of automorphy $e^{-X}$ to identify the circle at $\infty$ to the circle at zero to observe

$$e^{X e_0} e^{-X} = -e_\infty.$$ 

Then multiply both sides by $L$ and exponentiate. Alternatively, see [29, Lemma 18.1] for a computational proof. \hfill $\square$
Corollary 6.3. Inverse monodromy \( \Theta : p(E'_q, \bar{v}_1) \to P_N \otimes A_{E'_q} \) is well-defined.

Proof. Apply the previous lemma to confirm
\[ \Theta(\alpha\beta\alpha^{-1}\beta^{-1}) = \Theta(\gamma_1\gamma_2\cdots\gamma_{N-1}). \]

\( \square \)

Theorem 6.4. The generalized Hodge realization
\[ (p(U_N, \bar{v}_1), A_{E'_q}, \Theta) \in Ob(\mathcal{H}) \]
is the Hodge realization of a pro-object of \( \text{MTM}_N \), and the Hain map \( \Psi_N \) is motivic.

Proof. By Proposition 5.1, \( p(U_N, \bar{v}_1) \) is an object of \( \text{MTM}_N \). The Hodge realization
\[ (p(U_N, \bar{v}_1), Q\langle\langle e_0, e_\zeta | \zeta \in \mu_N\rangle\rangle, \Theta^{KZ}_{\bar{v}_1, V_1}) \]
is an object of Brown’s category \( \mathcal{H} \). The action of \( \pi_1(\mathcal{H}, \omega^B) \) on \( p(U_N, \bar{v}_1) \) factors through \( G^B_N = \pi_1(\text{MTM}_N, \omega^B) \). The Hain map
\[ \Psi_N : (p(U_N, \bar{v}_1), Q\langle\langle e_0, e_\zeta | \zeta \in \mu_N\rangle\rangle, \Theta^{KZ}_{\bar{v}_1, V_1}) \to (p(E'_q, \bar{v}_1), A_{E'_q}, \Theta) \]
is a morphism in \( \mathcal{H} \) and thus equivariant with respect to the action of \( \pi_1(\mathcal{H}, \omega^B) \).

This is summarized in the following commutative diagram, where the horizontal maps are induced by \( \Psi_N \), the bending vertical maps are the \( \pi_1(\mathcal{H}, \omega^B) \)-action, and upper straight vertical maps are induced by the Hodge realization functor \( \text{MTM}_N \to \mathcal{H} \).

To prove the claim, it is sufficient to establish the existence of the dotted bottom right vertical action \( G^B_N \to p(E'_q, \bar{v}_1) \to p(E'_q, \bar{v}_1) \) such that the diagram commutes. Since the Hain map is injective, this action can easily be defined on the image of \( \Psi_N \). To see the action of \( \pi_1(\mathcal{H}, \omega^B) \) on the entirety of \( p(E'_q, \bar{v}_1) \) factors through \( G^B_N \), it remains to show \( G^B_N \) respects the cylinder relation. However, we know this is the case since \( e_0 \) and \( e_\infty \) each span copies of \( Q(1) \) and \( X \) spans a copy of \( Q(0) \) in \( p(E'_q, \bar{v}_1) \). Since \( G^B_N \) acts trivially on \( Q(0) \), the action respects the cylinder relation. Thus, there is a well-defined \( G^B_N \)-action on \( p(E'_q, \bar{v}_1) \). Hence, \( p(E'_q, \bar{v}_1) \) is the Betti realization of an object of \( \text{MTM}_N \).
7. Depth filtrations and polylogarithm quotients

Theorem 6.4 establishes the existence of representations \( \phi_{cyc} \) and \( \phi_{ell} \) of \( G_{DR}^N \) that fit into a commutative diagram

\[
\begin{array}{ccc}
G_{DR}^N & \xrightarrow{\phi_{cyc}} & \text{Aut} \, p(U_N, \bar{v}_1)^{DR} \\
& \phi_{ell} \downarrow & \downarrow \Psi_N \\
& \text{Aut} \, p(E'_o, \bar{v}_1)^{DR} & \Psi_N \\
\end{array}
\]

where the vertical map is induced by the Hain map. Restricting to the unipotent radical \( K_{DR}^N \) of \( G_{DR}^N \) induces representations of the motivic Lie algebra \( \mathfrak{t}_{DR}^N \).

(7.1)

\[
\begin{array}{ccc}
\mathfrak{t}_{DR}^N & \xrightarrow{\phi_{cyc}} & \text{Der} \, p(U_N, \bar{v}_1)^{DR} \\
\phi_{ell} \downarrow & \downarrow \Psi_N & \downarrow \text{Der} \, p_N(E'_o, \bar{v}_1)^{DR} \\
\end{array}
\]

As discussed in the introduction, relations between motivic periods of \( \text{MTM}_N \) are closely related to relations in the associated depth graded of the Lie algebra \( \mathfrak{t}_{DR}^N \). We now define this depth filtration.

7.1. Filtrations and compatibility. Fix a (possibly tangential) base point \( x \) of \( U_N \). The inclusion \( U_N \hookrightarrow G_m \) induces a map \( \tau_{cyc} : p(U_N, x)^* \to p(G_m, x)^* \) for \( \bullet \in \{ B, DR \} \). Define the depth filtration on \( p(U_N, x)^* \) by

\[
D^d p(U_N, x)^* = \begin{cases}
p(U_N, x)^* & d = 0 \\
\ker \tau_{cyc} & d = 1 \\
[D^1, D^{d-1}] & d > 1.
\end{cases}
\]

We may identify \( p(U_N, x)^{DR} \) with \( L(e_0, e_\zeta | \zeta \in \mu_N)^\wedge \) and \( p(G_m, x)^{DR} \) with \( L(e_0)^\wedge \) via the KZ connection (5.1) and (4.2). Then \( \tau(e_0) = e_0 \) and \( \tau(e_\zeta) = 0 \). Thus, \( D^d p(U_N, w)^{DR} \) is spanned by the Lie words with degree at least \( d \) in the \( e_\zeta \) terms.

There is an analogous filtration in the elliptic case. Let \( E_q = \mathbb{G}_m/q^Z \) be a smooth elliptic curve and let \( E'_q = E_q - \mu_N \). Fix a (possibly tangential) base point \( x \in E'_q \). The inclusion \( E'_q \hookrightarrow E_q \) induces a map \( \tau_{ell} : p(E'_q, x)^* \to p(E_q, x)^* \). The depth filtration on \( p(E'_q, x)^* \) is then

\[
D^d p(E'_q, x)^* = \begin{cases}
p(E'_q, x)^* & d = 0 \\
\ker \tau_{ell} & d = 1 \\
[D^1, D^{d-1}] & d > 1.
\end{cases}
\]

Use the KZB connection to identify \( p(E'_q, x)^{DR} \) with

\[
L(x, y, t_\zeta)^\wedge / \left( \sum t_\zeta = [x, y] \right)
\]

and \( p(E_q, x)^{DR} \) with \( L(x, y)^\wedge \). Then \( \tau_{ell}(x) = x \), \( \tau_{ell}(y) = y \), and \( \tau_{ell}(t_\zeta) = 0 \). Thus, \( D^d p(E'_q, x)^{DR} \) is spanned by the Lie words with degree at least \( d \) in the \( t_\zeta \) terms.
Lemma 7.1. Suppose \( \varphi : \mathfrak{f} \to \mathfrak{f}' \) is a homomorphism of free Lie algebras. If the induced map \( \varphi_* : H_1(\mathfrak{f}) \to H_1(\mathfrak{f}') \) is injective, then \( \varphi \) is injective and strict with respect to the lower central series. That is, 
\[
\varphi(L^i \mathfrak{f}') = \varphi(L^i \mathfrak{f}) \cap L^i \mathfrak{f}'.
\]
To prove the result, it suffices to show that \( \text{Gr}_L^i \mathfrak{f} \to \text{Gr}_L^i \mathfrak{f}' \) is injective.

Proof. Since \( \mathfrak{f} \) and \( \mathfrak{f}' \) are free, there are canonical isomorphisms \( \text{Gr}_L \mathfrak{f} \cong L(H_1(\mathfrak{f})) \) and \( \text{Gr}_L \mathfrak{f}' \cong L(H_1(\mathfrak{f}')) \) [43]. We then have the commutative diagram
\[
\begin{array}{ccc}
\text{Gr}_L^i \mathfrak{f} & \xrightarrow{\varphi_*} & \text{Gr}_L^i \mathfrak{f}' \\
\downarrow & & \downarrow \\
L(H_1(\mathfrak{f})) & \xrightarrow{\varphi_*} & L(H_1(\mathfrak{f}')).
\end{array}
\]

The result follows immediately. \( \square \)

Proposition 7.2. The depth filtration on \( \mathfrak{p}(U_N, x) \) (resp. \( \mathfrak{p}(E'_q, x) \)) induces filtrations \( D^\bullet \) on the Betti local system \( \mathcal{P}_N^{KZ, \text{top}} \) (resp. \( \mathcal{P}_N^{\text{top}} \)) and de Rham holomorphic vector bundle \( \mathcal{P}_N^{KZ} \) (resp. \( \mathcal{P}_N^{\text{top}}(\Gamma(1(N))) \)) with flat connection \( \nabla_{KZ} \) (resp. \( \nabla_{KZB}(\Gamma(1(N))) \)). The subbundles \( D^d \mathcal{P}_N^{KZ, \text{top}} \) and \( D^d \mathcal{P}_N^{KZ} \) (resp. \( D^d \mathcal{P}_N^{\text{top}}(\Gamma(1(N))) \) and \( D^d \mathcal{P}_N^{\text{top}} \)) are isomorphic as flat vector bundles.

Proof. The Lie algebras \( \text{Gr}_L^W \mathfrak{p}_N \) and \( \text{Gr}_L^W \mathfrak{p}_N^{KZ} \) are free and thus by the Shirishov–Witt theorem so are \( D^1 \text{Gr}_L^W \mathfrak{p}_N \) and \( D^1 \text{Gr}_L^W \mathfrak{p}_N^{KZ} \). Both the KZ and KZB connections take values in \( D^0 \) and thus transport along any path is injective on \( \text{Gr}_D^1 \text{Gr}_L^W \). Since \( D^d = L^d(D^1) \), the result follows from the lemma and taking inverse limits with respect to the weight filtration. \( \square \)

The choice of notation \( D^\bullet \) is intentionally ambiguous since the filtrations are compatible with the respect to the Hain map.

Lemma 7.3. The Hain map induces an injection 
\[
H_1(\text{Gr}_L^W D^1 \mathfrak{p}(U_N, \bar{v}_1)^{\text{DR}}) \to H_1(\text{Gr}_L^W D^1 \mathfrak{p}(E'_q, \bar{v}_1)^{\text{DR}}).
\]

Proof. Observe 
\[
H_1(\text{Gr}_L^W D^1 \mathfrak{p}(U_N, \bar{v}_1)^{\text{DR}}) = \bigoplus_{n \geq 0} \mathbb{Q} e_0^n \cdot e_\zeta
\]
and 
\[
H_1(\text{Gr}_L^W D^1 \mathfrak{p}(E'_q, \bar{v}_1)^{\text{DR}}) = \bigoplus_{n \geq 0} S^m H \cdot t_\zeta,
\]
where \( H = \mathbb{Q} X \oplus \mathbb{Q} Y \). The Hain map sends \( \Psi_N : e_0^n \cdot e_\zeta \mapsto Y^n \cdot t_\zeta \mod D^2 \mathfrak{p}(E'_q, \bar{v}_1)^{\text{DR}} \). This is clearly injective. \( \square \)

Corollary 7.4. The Hain map is strict with respect to the depth filtrations.

Proof. It follows from the Lemmas 7.1 and 7.3 that 
\[
\text{Gr}_L^W \Psi_N : \text{Gr}_L^W \mathfrak{p}(U_N, \bar{v}_1)^{\text{DR}} \to \text{Gr}_L^W \mathfrak{p}(E'_q, \bar{v}_1)^{\text{DR}}
\]
is strict with respect to \( D^\bullet \). Apply inverse limits with respect to the weight filtration for the result. \( \square \)
The depth filtration $D^*$ pulls back along $\phi_{\text{cyc}}$ and $\phi_{\text{ell}}$ in (7.1) to induce a depth filtration on $\mathfrak{t}_N$.

7.2. Polylog variations. Next we use these compatible depth filtrations to construct elliptic and cyclotomic polylog VMHS over $\mathcal{E}'_{\Gamma_1(N)}$ and $U_N$, respectively. In the next section, we will use the Hain map to relate their limit MHS at $\vec{u} + \vec{v}_1$.

7.2.1. Elliptic case. The elliptic polylog variation $\text{Pol}_{\text{ell},N}$ over $\mathcal{E}'_{\Gamma_1(N)}$ is the quotient $\mathcal{P}_{\Gamma_1(N)}/D^2\mathcal{P}_{\Gamma_1(N)}$. We have the obvious short exact sequence of VMHS

$$0 \longrightarrow \text{Gr}_D^1 \mathcal{P}_{\Gamma_1(N)} \longrightarrow \text{Pol}_{\text{ell},N} \longrightarrow \text{Gr}_D^0 \mathcal{P}_{\Gamma_1(N)} \longrightarrow 0.$$  

Define $H := \text{Gr}_D^0 \mathcal{P}_{\Gamma_1(N)} = \text{Gr}_D^W$. The KZB connection on this subquotient variation $H$ is simply $d + 2\pi i Y \partial/\partial X$. It follows that

$$\text{Gr}_D^W \text{Gr}_D^1 \mathcal{P}_{\Gamma_1(N)} = \text{Gr}_D^W \bigoplus_{\zeta \in \mu_N} \text{Sym} H \cdot \mathbf{t}_\zeta \cong \text{Gr}_D^W \bigoplus_{\zeta \in \mu_N} (\text{Sym} H)(1)$$

since each $\mathbf{t}_\zeta$ generates a constant variation MHS $Q(1)$ modulo $D^2$. Thus, the polylog variation $\text{Pol}_{\text{ell},N}$ is a direct sum of extensions of $H$ by symmetric powers $S^mH(1)$. This is a level $N$ or cyclotomic generalization of Beilinson and Levin’s elliptic polylog variation [3].

7.2.2. Cyclotomic case. The cyclotomic polylog variation is defined analogously except with the KZN VMHS. Define $\text{Pol}_{N}^{\text{cyc}}$ to be the quotient $\mathcal{P}_N^{\text{KZ}}/D^2\mathcal{P}_N^\text{KZ}$. As in the elliptic case, there is a short exact sequence

$$0 \longrightarrow \text{Gr}_D^1 \mathcal{P}_N^{\text{KZ}} \longrightarrow \text{Pol}_{N}^{\text{cyc}} \longrightarrow \text{Gr}_D^0 \mathcal{P}_N^{\text{KZ}} \longrightarrow 0.$$  

We know the holomorphic vector bundle $\text{Gr}_D^1 \mathcal{P}_N^{\text{KZ}} \otimes \mathcal{O}_{U_N}$ is spanned by $e_0^m \cdot \mathbf{e}_\zeta$. In the next section, we will show $\text{Gr}_D^1 \mathcal{P}_N^{\text{KZ}}$ in fact splits as a VMHS

$$\text{Gr}_D^M \text{Gr}_D^1 \mathcal{P}_N^{\text{KZ}} \cong \text{Gr}_D^M \bigoplus_{m \geq 0} Q(m+1)_{\text{DR}},$$

where $e_0^m \cdot \mathbf{e}_\zeta$ each span a copy of $Q(m+1)_{\text{DR}}$. Meanwhile, the quotient $\text{Gr}_D^0 \mathcal{P}_N^{\text{KZ}}$ is spanned by the class of $e_0$, hence $\text{Gr}_D^0 \mathcal{P}_N^{\text{KZ}}$ is isomorphic to the constant VMHS $Q(1)$ over $U_N$.

Remark 7.5. One can also obtain the variation $\text{Pol}_N^{\text{cyc}}$ by restricting $\text{Pol}_N^{\text{ell}}$ to a neighborhood of the cusp $q = 0$ and taking monodromy invariants. We know from [5.3] that the residue of the connection on $\text{Pol}_N^{\text{ell}}$ is $Y \partial/\partial X$, and thus monodromy around the cusp is given by $\exp(-Y \partial/\partial X)$. The invariants are generated by $Y$ and $\mathbf{t}_\zeta$, which is precisely the image of $\text{Pol}_N^{\text{cyc}}$ under the Hain map.

8. Limit MHS of Polylogarithm Variations

To compute the action (7.1) of $\mathfrak{t}_N$, we must know the limit MHS of the cyclotomic and elliptic polylogarithm variations at $\vec{v}_1$. We proceed by first computing the limit MHS of the cyclotomic polylog at $\vec{w}_1$ and then use parallel transport of the KZN connection along $d\chi$ to compute the limit MHS of the cyclotomic polylog at $\vec{v}_1$. 

8.1. Preliminaries. If $X$ is a topological space, denote the free abelian group on the set of homotopy classes of paths in $X$ from $x$ to $y$ by $H_0(P_{x,y}X)$. These groups form a local system

$$\{H_0(P_{x,y}X)\}_{(x,y)} \to X \times X.$$  

If $x = y$, then $H_0(P_{x,y}X)$ is canonically isomorphic to $\mathbb{Q}\pi_1(X,x)$. Powers of the augmentation ideal $I$ of $\mathbb{Q}\pi_1(X,x)$ define a filtration on $H_0(P_{x,y}X)$, which extends to a flat filtration of the local system $[8.1]$. Each fiber has a completion $H_0(P_{x,y}X, Q)^\wedge$ in the $I$-adic topology. The corresponding variation of completed groups

$$\{H_0(P_{x,y}X, Q)^\wedge\}_{(x,y)} \to X \times X$$

is an admissible VMHS whose fiber over $(x,x)$ is canonically isomorphic to the MHS on $\mathbb{Q}\pi_1(X,x)^\wedge$ $[\mathbb{Q}_1]$. 

8.2. The limit MHS of $\text{Pol}^{\text{cyc}}_N$ at $w_1$. The variation $[8.1]$ can be described explicitly when $X = U_N$. Restrict the variation $\{H_0(P_{x,y}U_N, Q)^\wedge\}_{(x,y)}$ to $U_N \times \{w_1\}$:

$$\{H_0(P_{x,y}U_N, Q)^\wedge\}_{w \in U_N} \to U_N.$$ 

By [4.2], the restricted variation is isomorphic, as a flat vector bundle, to

$$\mathbb{C}\langle \langle e_0, e_\zeta \mid \zeta \in \mu_N \rangle \rangle \times U_N \to U_N$$

with connection $\nabla = d + e_0 \omega + \sum e_\zeta \omega_\zeta$, where each $e_r$ acts via left multiplication. This is a cyclotomic version of the classical polylogarithm variation $[26]$. Recall the augmentation ideal $J$ of $\mathbb{C}\langle \langle e_0, e_\zeta \mid \zeta \in \mu_N \rangle \rangle$. Define the left ideal $J$ of $H_0(P_{w_1,u_1}U_N)^\wedge$ generated by $\{Je_0, e_\zeta J \mid \zeta \in \mu_N\}$. Set $J_m = J + J_m^m$ for $m \geq 2$. Then the quotient $J / J_m$ has basis $\{e_0, e_\zeta, e_0e_\zeta, \ldots, e_0^{m-2}e_\zeta \mid \zeta \in \mu_N\}$. Let $U_{N,m}$ be the variation over $U_N$ isomorphic to the trivial bundle $J / J_m \times U_N \to U_N$ with connection $\nabla$. Set $U_N := \varprojlim U_{N,m}$. Then $U_N$ isomorphic to the trivial bundle $J / J \times U_N \to U_N$ with connection $\nabla$. 

Remark 8.1. As written, $U_N$ and $U_{N,m}$ are holomorphic vectors bundles with flat connection and Hodge and weight filtrations. In order to view them as VMHS, we consider the rational structure induced by Chen’s transport formula as in $[4.2]$. 

Proposition 8.2. There is an isomorphism of variations of MHS $\text{Pol}^{\text{cyc}}_N \to U_N$ given by the expected formula

$$e_0 \mapsto e_0$$

$$e_0^n \cdot e_\zeta \mapsto e_0^n e_\zeta.$$ 

Proof. Both $\text{Pol}^{\text{cyc}}_N$ and $U_N$ are sub-quotients of $\{H_0(P_{w_1,u_1}U_N, Q)^\wedge\}_{w \in U_N}$. Moreover, we know $e_0^n \cdot e_\zeta \equiv e_0 e_\zeta$ mod $J$. Thus, the map preserves the connection and the rational structure. $\square$ 

Next, for each $\zeta \in \mu_N$, set $U_\zeta := \mathbb{G}_m - \{\zeta\}$. Define $J_\zeta$ to be the augmentation ideal of $\mathbb{C}\langle \langle e_0, e_\zeta \rangle \rangle$ viewed as a subalgebra of $\mathbb{C}\langle \langle e_0, e_\zeta \mid \zeta \in \mu_N \rangle \rangle$. Define the left ideal $J_{m, \zeta} = J_m \cap \mathbb{C}\langle \langle e_0, e_\zeta \rangle \rangle$. Let $U_{N,m}$ be the variation over $U_\zeta$ isomorphic to the trivial bundle $(J_\zeta / J_{m, \zeta}) \times U_\zeta \to U_\zeta$ with connection $\nabla = d + e_0 \omega + e_\zeta \omega_\zeta$. The rational structure of $U_{N,m}$ is pulled back from $U_{1,m} = \mathbb{G}_1$ along the map $z \mapsto z/\zeta$. 


The inclusion $U_{\zeta} \hookrightarrow G_m$ induces a surjection on completed group algebras $\mathbb{Q}\pi_1(U_{\zeta}, \bar{w}_1)^\wedge \rightarrow \mathbb{Q}\pi_1(G_m, \bar{w}_1)^\wedge$. This induces a surjection on the quotients

$$\Upsilon_{N,m}^\zeta : \mathcal{J}_{N,m}^\zeta |_{\bar{w}_1} \rightarrow J \cap \mathbb{C}(e_0) \cong \mathbb{C}e_0.$$ 

The inclusion $\mathbb{D}^* \hookrightarrow U_{\zeta}$ induces a splitting of map $\Upsilon_{N,m}^\zeta$ above and thus the limit MHS at $\bar{w}_1$ splits as

$$(8.2) \quad \mathcal{J}_{N,m}^\zeta |_{\bar{w}_1} \cong \mathbb{Q}(1) \oplus \ker \Upsilon_{N,m}^\zeta |_{\bar{w}_1},$$

where the de Rham realization of the $\mathbb{Q}(1)$ summand is spanned by $e_0$. The other summand $\ker \Upsilon_{N,m}^\zeta$ is spanned by $\{e_\zeta, e_0e_\zeta, \ldots, e_0^{m-2}e_\zeta\}$.

**Lemma 8.3.** The limit MHS on $\ker \Upsilon_{N,m}^\zeta$ at $\bar{w}_1$ and $\bar{v}_1$ are isomorphic to $\mathbb{Q}(1) \oplus \mathbb{Q}(2) \oplus \cdots \oplus \mathbb{Q}(m-1)$, where the de Rham generator of each summand is $e_0^{m-1}e_\zeta$.

**Proof.** The VMHS $\ker \Upsilon_{N,m}^\zeta$ is isomorphic to the $(m-1)$th symmetric power of the logarithm variation (see Example [4.4]). Thus, if the limit MHS of $\ker \Upsilon_{N,m}^\zeta$ splits at $\bar{w}_1$, it does at $\bar{v}_1$ as well. To show the limit MHS splits at $\bar{w}_1$, first observe

$$(8.3) \quad H_0(P_w, U_{\zeta}, \mathbb{Q})^\wedge \cong H_0(P_{\bar{w}_1, \bar{w}_{\lambda}}, U_1, \mathbb{Q})^\wedge$$

via the change of variables $w \mapsto w/\zeta$ and $e_\zeta \mapsto e_1$. Let $\gamma$ be the loop in $U_1$ based at $\bar{w}_1$ which travels counterclockwise to $\bar{w}_1$, via dch to $-\bar{v}_1$, around $1$ counterclockwise, and back to to $\bar{\zeta}$.

For convenience, denote the path from $\bar{w}_1$ to $\bar{w}_1$ by $\lambda_{\zeta}$ and the loop about $1$ by $\sigma_1$. We will use Chen’s transport formula [4.2] along $\gamma$ to compute an element of the rational structure of $H_0(P_{\bar{w}_1, \bar{w}_{\lambda}}U_1, \mathbb{Q})^\wedge$ which descends to a rational vector in $J/\mathcal{J}_{N,m}^1$. We first compute some regularized iterated integrals needed in the proof. These are

1. $\int_{\lambda_{\zeta}} \underbrace{\omega_0 \cdots \omega_0}_n = \frac{1}{n!} \frac{(2\pi i)^n}{k^n}$ where $0 \leq k < N$ and $\zeta = e^{2\pi ik/N}$,

2. $\int_{dch} \underbrace{\omega_0 \cdots \omega_0}_n = \frac{1}{n!} \left( \int_{dch} \omega_0 \right)^n = 0$,

3. $\int_{\sigma_1} \omega_{r_1} \cdots \omega_{r_n} = \frac{1}{n!} \prod_{k=1}^{n} \int_{\sigma_1} \omega_{r_k} = 0$ unless $r_k = 1$ for all $k$,

4. $\int_{\sigma_1} \omega_1 = 2\pi i$. 

Chen’s transport along the loop based at $\bar{w}_1$ yields
\[
\Theta_{\bar{w}_1} (dch \cdot \sigma_1 \cdot dch^{-1}) = 1 + \sum_{n \geq 1, r_n \in \{0,1\}} e_{r_1} \cdots e_{r_n} \int_{\gamma} \omega_{r_1} \cdots \omega_{r_n}
\]
\[
= 1 + \sum_{j \geq 1, k \geq 0, r_j \in \{0,1\}} e_{r_1} \cdots e_{r_n} \int_{dch} \omega_{r_1} \cdots \omega_{r_j} \int_{\sigma_1} \omega_{r_{j+1}} \cdots \omega_{r_{j+k}} \int_{dch^{-1}} \omega_{r_{j+k+1}} \cdots \omega_{r_n}
\]
\[
= 1 + 2\pi i e_1 \mod J_{N,m}^{1}
\]
since every product vanishes except when $j = \ell = 0$, $k = 1$, and $r_1 = 1$. Let $1_{\bar{w}_1}$ be the constant path at $\bar{w}_1$. It follows that
\[
\Theta_{\bar{w}_1} (\gamma - 1_{\bar{w}_1}) = \left( 1 + \sum_{n \geq 1} \frac{1}{n} \int_{\gamma} \omega_0 \cdots \omega_n \right) (1 + 2\pi i e_1) \left( 1 + \sum_{n \geq 1} \frac{1}{n} \int_{\gamma} \omega_0 \cdots \omega_n \right) - 1
\]
\[
= \sum_{n=0}^{m-2} \frac{1}{n!} \frac{(2\pi i)^{n+1}}{k^n} e_0^n e_1 \mod J_{N,m}^{1}
\]
is a $\mathbb{Q}$-Betti vector of the limit MHS on $H_0(P_{\bar{w}_1} U_1, \mathbb{Q})$ at $\bar{w}_1$. We also know from (8.2) and (8.3) that $2\pi i e_0$ is also $\mathbb{Q}$-Betti. Thus, all products of $2\pi i e_0$ and $\Theta_{\bar{w}_1} (\gamma)$ are also $\mathbb{Q}$-Betti. Since the $\mathbb{Q}$-Betti structure is closed under addition and multiplication, we conclude $(2\pi i)^{n+1} e_0^n e_1$ is $\mathbb{Q}$-Betti modulo $J_{N,m}^{1}$ for $n = 0, 1, \ldots, (m-2)$. The result follows from the change of variables in (8.3).

**Corollary 8.4.** The limit MHS of $\text{Pol}_{N}^{\text{cyc}}$ at $\bar{w}_1$ splits completely as
\[
\text{Pol}_{N}^{\text{cyc}} |_{\bar{w}_1} \cong \mathbb{Q}(0) \oplus \bigoplus_{n \geq 0} \mathbb{Q}(n+1),
\]
where $e_0$ spans $\mathbb{Q}(0)_{\text{DR}}$ and each $e_0^0 \cdot e_1$ spans a copy of $\mathbb{Q}(n+1)_{\text{DR}}$.

**Proof.** The inclusions $U_N \hookrightarrow U_\zeta$ induce morphisms of VMHS $J_{N,m} \to \mathcal{J}_{N,m}^\zeta$ for each $\zeta \in \mu_N$. The inclusion $U_N \hookrightarrow G_m$ induces a split surjection $T_{N,m} : J_{N,m} |_{\bar{w}_1} \to \mathbb{Q}(1)$. The variation $J_{N,m}$ is the pullback
\[
\begin{array}{cccccccc}
0 & \to & \bigoplus_{\zeta \in \mu_N} \ker T_{N,m}^\zeta & \to & \bigoplus_{\zeta \in \mu_N} J_{N,m}^\zeta & \to & \bigoplus_{\zeta \in \mu_N} \mathbb{Q}(1) & \to & 0 \\
& & \| & & \| & & \| & & \\
0 & \to & \ker T_{N,m} & \to & J_{N,m} & \to & \mathbb{Q}(1) & \to & 0,
\end{array}
\]
where $\Delta$ is the diagonal map. After taking inverse limits, it follows from (8.2) and the previous lemma that the top row (and hence the bottom row) splits. The result follows from Proposition 8.2. \qed
8.3. The limit MHS of $\text{Pol}_N^{\text{cyc}}$ at $\vec{v}_1$. We now compute the limit MHS of $\text{Pol}_N^{\text{cyc}}$ at $\vec{v}_1$ by transporting the $\mathbb{Q}$-Betti structure of the limit MHS at $\vec{w}_1$ to $\vec{v}_1$. We first transport along the straight line path $dch$ to $-\vec{v}_1$ and then counter-clockwise around the puncture at $1 \in \mathbb{G}_m$ to $\vec{v}_1$.

Observe

$$T(dch) \equiv T(dch^{-1})^{-1}$$

$$\equiv 1 + \sum_{m \geq 1} \sum_{\zeta \in \mu_N} \frac{e_0^m \cdot e_\zeta}{\text{Li}_m(\zeta)}$$

The third and fourth lines follow from (C.1) and (C.3), respectively. Applying $T(dch)$ to the $\mathbb{Q}$-Betti basis of the limit MHS at $\vec{w}_1$ yields the $\mathbb{Q}$-Betti basis of the limit MHS at $-\vec{v}_1$:

$$T(dch) : (2\pi i)^{n+1}e_0^n \cdot e_\zeta \mapsto (2\pi i)^{n+1}e_0^n \cdot e_\zeta$$

$$2\pi ie_0 \mapsto 2\pi ie_0 + 2\pi i \sum_{m \geq 2} \sum_{\zeta \in \mu_N} (-1)^m \text{Li}_m(\zeta) e_0^m \cdot e_\zeta.$$

Finally, transport from $-\vec{v}_1$ to $\vec{v}_1$ is simply $\exp(2\pi i e_1/2) \equiv 1 + \pi i e_1 \mod D^2$.

Applying this to the image of $T(dch)$ yields a $\mathbb{Q}$-Betti basis of $\mathfrak{p}(U_N, \vec{v}_1)$ given in the following table.

| Weight | $\mathbb{Q}$-Betti generators |
|--------|-----------------------------|
| $-2$   | $2\pi ie_0 - \frac{(2\pi i)^2}{2} e_0 \cdot e_1 + 2\pi i \sum_{m \geq 2} (-1)^m \text{Li}_m(\zeta) e_0^m \cdot e_\zeta$ |
| $-2m - 2$ | $(2\pi i)^{m+1}e_0^m \cdot e_\zeta$ |

For later use, we define a slightly different basis.

**Lemma 8.5.** If $m \geq 2$ and $\zeta \in \mu_N$, then

$$\text{Li}_m(\zeta) + (-1)^m \text{Li}_m(\zeta) \in (2\pi i)^m \mathbb{Q}$$

**Proof.** The $m$th Bernoulli polynomial $B_m(x)$ has Fourier expansion

$$B_m(x) = -\frac{m!}{(2\pi i)^m} \sum_{k \neq 0} e^{2\pi ikx} k^m.$$
Thus,

\[-\frac{(2\pi i)^m}{m!} B_m(x) = \sum_{k < 0} \frac{(e^{2\pi ix})^k}{k^m} + \sum_{k > 0} \frac{(e^{2\pi ix})^k}{k^m}\]
\[= \sum_{k > 0} \frac{(e^{-2\pi ix})^k}{(-k)^m} + \sum_{k > 0} \frac{(e^{2\pi ix})^k}{k^m}\]
\[= (-1)^m \text{Li}_m(e^{-2\pi ix}) + \text{Li}_m(e^{2\pi ix}).\]

Set \(x = \frac{1}{2\pi i} \log \zeta\) with choice of logarithm such that \(x \in [0, 1)\). The result follows from the fact both \(x\) and the coefficients of the polynomial \(B_m(x)\) are in \(\mathbb{Q}\). \(\square\)

It follows from the lemma that the following generators also form a \(\mathbb{Q}\)-Betti basis of \(p(U_N, \vec{v}_1)/D^2\).

| Weight | \(\mathbb{Q}\)-Betti generators |
|--------|---------------------------------|
| \(-2\) | \(2\pi i e_0 - 2\pi i \sum_{m \geq 2}^{\mu_N} \text{Li}_m(\zeta) e_0^m \cdot e_\zeta\) |
| \(-2m - 2\) | \((2\pi i)^{m+1} e_0^m \cdot e_\zeta\) |

Let \(E_{m,\zeta} \in \text{Ext}^1_{\text{MHS}}(\mathbb{Q}, \mathbb{Q}(m))\) denote the extension of \(\mathbb{Q}\) by \(\mathbb{Q}(m)\) with period \(\text{Li}_m(\zeta)\). The sub-MHS of \(p(U_N, \vec{v}_1)/D^2\) generated by \(e_0\) and \(e_0^m \cdot e_\zeta\) is an extension of \(\mathbb{Q}(m + 1)\) by \(\mathbb{Q}(1)\) with period \(-\text{Li}_m(\zeta)\), hence isomorphic to \(-E_{m,\zeta}(1)\). Thus, \(p(U_N, \vec{v}_1)/D^2\) is the pull-back of the direct product of all extensions \(-E_{m,\zeta}(1)\) via the diagonal map \(\Delta : \mathbb{Q}(1) \to \prod \mathbb{Q}(1)\).

\[0 \to \prod_{m \geq 0, \zeta \in \mu_N} \mathbb{Q}(m + 1) \to p(U_N, \vec{v}_1)/D^2 \to \mathbb{Q}(1) \to 0\]
\[\Delta \]

\[0 \to \prod_{m \geq 0, \zeta \in \mu_N} \mathbb{Q}(m + 1) \to E \to \prod_{m \geq 2, \zeta \in \mu_N} \mathbb{Q}(1) \to 0\]

The extension \(E\) in the diagram is

\[E = \bigoplus_{\zeta \in \mu_N} (\mathbb{Q}(1) \oplus \mathbb{Q}(1)) \oplus \bigoplus_{\zeta \in \mu_N} (\mathbb{Q}(2) \oplus \mathbb{Q}(1)) \oplus \prod_{m \geq 2, \zeta \in \mu_N} -E_{m,\zeta}(1),\]

where each copy of \(\mathbb{Q}(1) \oplus \mathbb{Q}(1)\) is a trivial extension spanned by \(2\pi i e_0\) and \(2\pi i e_\zeta\), each copy of \(\mathbb{Q}(2) \oplus \mathbb{Q}(1)\) is a trivial extension spanned by \((2\pi i)^2 e_0 \cdot e_\zeta\) and \(2\pi i e_0\).

### 8.4. The limit MHS of Pol\(_N^{\text{ell}}\) at \(\vec{v}_1\).

Recall from §7.2.1 that \(\text{Pol}_N^{\text{ell}}\) is an extension of VMHS

\[0 \to \bigoplus_{m \geq 0, \zeta \in \mu} S^m \mathbb{H} \cdot t_\zeta \to \text{Pol}_N^{\text{ell}} \to \mathbb{H} \to 0.\]
Limit MHS at $\vec{u} + \vec{v}_1$ fit in the short exact sequence

$$0 \to \prod_{m \geq 0, \zeta \in \mu_N} S^m H_{\vec{u}} \cdot t_{\zeta} \to p(E\'_\vec{u}, \vec{v}_1)/D^2 \to H_{\vec{u}} \to 0,$$

where $H_{\vec{u}}$ is the limit MHS of $H$ at $\vec{u}$. Note that $H_{\vec{u}} \cong \mathbb{Q}(0) \oplus \mathbb{Q}(1)$ with de Rham generators $X$ and $Y$ (see [33, Ex. 11.3]).

Let $V_{m, \zeta} \in \text{Ext}_{\text{MHS}}^1(H_{\vec{u}}, S^m H_{\vec{u}}(1))$ be the sub-quotient of $p(E\'_\vec{u}, \vec{v}_1)/D^2$ generated by $H_{\vec{u}}$ and $S^m H_{\vec{u}} \cdot t_{\zeta}$. As with the cyclotomic polylog, we observe that $p(E\'_\vec{u}, \vec{v}_1)/D^2$ is the pull-back of the direct product of the extensions $V_{m, \zeta}$ via the diagonal map $\Delta : H_{\vec{u}} \to \prod H_{\vec{u}}$.

The Hain map preserves depth filtrations and thus induces a map on the polylog quotients.

$$(8.4) \quad 0 \to \prod_{m \geq 0, \zeta \in \mu_N} \mathbb{C} e_0^m \cdot e_{\zeta} \to p(U_N, \vec{v}_1)/D^2 \to \mathbb{C} e_0 \to 0$$

Our task is to deduce the periods of the lower extension from the periods of the upper extension. First, we consider a decomposition.

**Lemma 8.6.** The $m$th symmetric power of the limit MHS $H_{\vec{u}}$ splits as

$$S^m H_{\vec{u}} = \mathbb{Q}(0) \oplus \cdots \oplus \mathbb{Q}(m).$$

with de Rham generators $X^{m-r} Y^r$ for $r = 0, 1, \ldots, m$.

Recall $-E_{m, \zeta}(1)$ is the extension of $\mathbb{Q}(1)$ by $\mathbb{Q}(m+1)$ with period $-\text{Li}_m(\zeta)$. The previous diagram decomposes into a direct product of maps $-E_{m, \zeta}(1) \to V_{m, \zeta}$ for $m \geq 2$ (there are also analogous maps $m = 0$ and $m = 1$, but these extensions split and thus have no periods of interest).
The Betti \( \mathbb{Q} \)-basis of the top extension \(-E_{m,\zeta}(1)\) maps to a Betti \( \mathbb{Q} \)-basis of the bottom extension \( V_{m,\zeta} \).

| M-weight | \( \mathbb{Q} \)-Betti generator of \( V_{m,\zeta} \) |
|-----------|----------------------------------|
| \(-2\)    | \(2\pi i Y - 2\pi i \text{Li}_m(\zeta) Y^m \cdot t_\zeta\) |
| \(-2r - 2\)| \((2\pi i)^{r+1} X^{m-r} Y^r \cdot t_\zeta\) |

Thus, \( \text{Li}_m(\zeta) \) satisfies the following equation:

\[
(h_q - 1)X^B_\zeta \equiv 2\pi i Y - h_q \left( \sum_{r=0}^{m-1} c_r X^{m-r} Y^r \cdot t_\zeta \right) \equiv 2\pi i Y - 2\pi i \sum_{r=0}^{m-1} c_r X^{m-r-1} Y^{r+1} \cdot t_\zeta \mod D^2
\]

is also rational. Given the \( \mathbb{Q} \)-Betti vectors in the table above, we may choose \( c_{m-1} = \text{Li}_m(\zeta) \) and \( c_r = 0 \) for \( r \neq m - 1 \). We have proven the following.

**Proposition 8.7.** When \( m \geq 2 \), the extension \( V_{m,\zeta} \) has a de Rham splitting given by

\[
\{ \begin{align*}
X & \mapsto X - \text{Li}_m(\zeta) X Y^{m-1} \cdot t_\zeta \\
Y & \mapsto Y - \text{Li}_m(\zeta) Y^m \cdot t_\zeta.
\end{align*}
\]

**Corollary 8.8.** When \( m \geq 2 \) and \( \zeta \neq 1 \), the pull-back of \( V_{m,\zeta} \oplus V_{m,\overline{\zeta}} \) along the diagonal map \( H_{\bar{q}} \to H_{\bar{q}} \oplus H_{\bar{q}} \) has de Rham splitting

\[
\{ \begin{align*}
X & \mapsto X - \text{Li}_m(\zeta) X Y^{m-1} \cdot (t_\zeta + (-1)^{m+1} t_{\overline{\zeta}}) \\
Y & \mapsto Y - \text{Li}_m(\zeta) Y^m \cdot (t_{\zeta} + (-1)^{m+1} t_{\overline{\zeta}}).
\end{align*}
\]

**Proof.** Use the splitting in the previous statement for \( \zeta \) and \( \overline{\zeta} \). Then recall \( \text{Li}_m(\zeta) + (-1)^m \text{Li}_m(\overline{\zeta}) \in (2\pi i)^m \mathbb{Q} \). \( \square \)

This splitting may be described in terms of the derivations which appear in the KZB connection. For \( m \geq 2 \), the derivations \( \epsilon_{m+1,\zeta} \) in \( \mathbb{Z} \) are given by

\[
\epsilon_{m+1,\zeta} \equiv X^{m-1} \cdot (t_\zeta + (-1)^{m+1} t_{\overline{\zeta}}) \mod D^2 \text{Der } p_N
\]

[33] §7.1. Then define

\[
\epsilon_{m+1,\zeta}^{\text{op}} \equiv \frac{1}{(m-1)!} \left( Y \frac{\partial}{\partial X} \right)^{m-1} \cdot \epsilon_{m+1,\zeta} \equiv Y^{m-1} \cdot (t_\zeta + (-1)^{m+1} t_{\overline{\zeta}}) \mod D^2 \text{Der } p_N.
\]

**Corollary 8.9.** The de Rham splitting of the pull-back of \( V_{m,\zeta} \oplus V_{m,\overline{\zeta}} \) along the diagonal map \( H_{\bar{q}} \to H_{\bar{q}} \oplus H_{\bar{q}} \) is \( 1 + \text{Li}_m(\zeta) \epsilon_{m+1,\zeta}^{\text{op}} \mod D^2 \text{Der } p_N. \)
Remark 8.10. In the case $\zeta = 1$, we see $V_{m,1}$ splits when $m$ is even and has de Rham splitting $1 + \frac{1}{2}\zeta(m)\epsilon_{m+1,1}^p$ when $m$ is odd.

Remark 8.11. It follows from Lemma 8.5 and (8.3) that $\text{Li}_m(\zeta)\epsilon_{m,\zeta}^p$ is invariant under complex conjugation.

9. Hodge realizations of $\text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m))$

We observed in §8.3 that the Hodge realization of $p(U_N, \overline{\nu}_1)/D^2$ is the sum of extensions $-E_{m,\zeta}(1)$. Since $E_{m,\zeta}$ is a subquotient of the mixed Tate motive $p(U_N, \overline{\nu}_1)$, it is the realization of a rational class in $\text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m))$ [17] §5. Consider the composition

\[(9.1) \quad \text{span}_\mathbb{Q}\{E_{m,\zeta} \mid \zeta \in \mu_N\} \hookrightarrow \text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m)) \rightarrow \text{Ext}^1_{\text{MHS}}(\mathbb{Q}, \mathbb{Q}(m)) \cong \mathbb{C}/(2\pi i)^m \mathbb{Q},\]

where the middle map is the Hodge realization functor and the last map is the period map. The image of each extension $E_{m,\zeta}$ in $\mathbb{C}/(2\pi i)^m \mathbb{Q}$ is $\text{Li}_m(\zeta)$. When $m \geq 2$, Goncharov [21] proved there is an isomorphism

\[\text{span}_\mathbb{Q}\{\text{Li}_m(\zeta) \mid \zeta \in \mu_N\} \cong K_{2m-1}(\mathcal{O}_N) \otimes \mathbb{Q}.\]

Thus, by (3.4) the inclusion in (9.1) is an isomorphism. Therefore, $\mathbb{Q}$-linear relations in $\text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m))$ correspond exactly to $\mathbb{Q}$-linear relations between the periods $\text{Li}_m(\zeta)$ in $\mathbb{C}/(2\pi i)^m \mathbb{Q}$.

Remark 9.1. When $m = 1$, the extensions $E_{1,\zeta}$ do not span $\text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(1))$. One must add extensions with period $\log p$ for all primes $p$ that divide $N$. This is essentially equivalent to Dirichlet’s unit theorem.

We recall a useful fact about polylogarithms.

Lemma 9.2. Suppose $\ell$ is a positive integer. Then the distribution relation of polylogarithms is

\[(9.2) \quad \ell^{-1} \sum_{w^\ell = z} \text{Li}_m(w) = \text{Li}_m(z).\]

The proof follows directly from the power series expansion of the polylogarithm function. Details can be found in [21] §2.

Corollary 9.3. Suppose $\zeta$ is a primitive $d$th root of unity. If $p$ is prime, then $\text{Li}_m(\zeta)$ is a $\mathbb{Q}$-linear combination of values of $\text{Li}_m$ at primitive $(dp)$th roots of unity.

Proof. There exists a primitive $(dp)$th root of unity $\xi$ such that $\xi^p = \zeta$. Then by the distribution relation,

\[\text{Li}_m(\zeta) = p^{m-1} \sum_{w^p = \zeta} \text{Li}_m(w) = p^{m-1} \sum_{k=0}^{p-1} \text{Li}_m(\xi^k).\]

If $p \mid d$, then $\gcd(kd + 1, p) = 1$ for all $k$; hence, $\gcd(kd + 1, dp) = 1$ and each $\xi^{kd+1}$ is primitive, completing the proof. On the other hand, if $p \nmid d$, then there is exactly one $\ell \in \{0, 1, \ldots, p-1\}$ such that $p \mid \ell d + 1$. Then $\xi^{kd+1}$ is a $d$th primitive root of unity. Every root $\xi^{kd+1}$ with $k \neq \ell$ is a primitive $(dp)$th root of unity. One can then use the distribution relation again to rewrite $\text{Li}_m(\xi^{kd+1})$ as a sum of values of $\text{Li}_m$. After no more than $p$ iterations, the original primitive $d$th root of unity $\zeta$ will
appear in the sum with a coefficient not equal to 1. One can then solve for \( \text{Li}_m(\zeta) \) in terms of \( \text{Li}_m(\eta) \) with \( \eta \in \mu_{dp} \) primitive.

**Proposition 9.4.** When \( m \geq 2 \), the extensions \( E_{m,\zeta} \) with \( \zeta \in \mu_N \) primitive and \( \text{Im} \zeta > 0 \) form a basis of \( \text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m)) \).

**Proof.** Suppose \( d | N \) and \( \eta \) is a primitive \( d \)-th root of unity. There are primes \( p_1, \ldots, p_n \) (not necessarily distinct) such that \( N = dp_1 \cdots p_n \). One can apply the result of the previous lemma \( n \) times to write \( \text{Li}_m(\eta) \) as \( \mathbb{Q} \)-linear combination of \( \text{Li}_m(\zeta) \) with \( \zeta \in \mu_N \) primitive. Thus, the extensions \( E_{m,\zeta} \) with \( \zeta \in \mu_N \) primitive generate \( \text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m)) \). It follows from Lemma 8.5 that \( E_{m,\zeta} \equiv (-1)^{m+1}E_{m,\zeta} \mod \mathbb{Q}(m) \). Thus, we need only consider those \( E_{m,\zeta} \) with positive imaginary part. The result follows from counting dimension and the fact that the inclusion in (9.1) is an isomorphism. □

**Example 9.5.** Suppose \( N = p^n \) is a prime power. Let \( \zeta \in \mu_N \) be a primitive \( (p^k) \)-th root of unity with \( 0 < k \leq n \). It follows from the distribution relation that

\[
\text{Li}_m(\zeta) = (p^{n-k})^{m-1} \sum_{\substack{\eta \in \mu_N \\ \eta^{p^{n-k}} = \zeta}} \text{Li}_m(\eta).
\]

Note that each of the roots \( \eta \) in the sum are primitive. Then

\[
\zeta(m) = \text{Li}_m(1) = N^{m-1} \sum_{\zeta \in \mu_N} \text{Li}_m(\zeta)
\]

\[
= N^{m-1} \zeta(m) + N^{m-1} \sum_{k=1}^{n} \sum_{\substack{\zeta \in \mu_N \\ \text{p}_k \text{-primitive}}} (p^{n-k})^{m-1} \sum_{\substack{\eta \in \mu_N \\ \eta^{p^{n-k}} = \zeta}} \text{Li}_m(\eta)
\]

\[
= N^{m-1} \zeta(m) + N^{m-1} \sum_{\text{p}_k \text{-primitive}} (p^{n-k})^{m-1} \text{Li}_m(\zeta)
\]

\[
= N^{m-1} \zeta(m) + N^{m-1} \frac{1}{1 - p^{m-1}} \sum_{\text{p}_k \text{-primitive}} \text{Li}_m(\zeta).
\]

Rearranging,

\[
\zeta(m) = \frac{N^{m-1}}{1 - p^{m-1}} \sum_{\text{p}_k \text{-primitive}} \text{Li}_m(\zeta).
\]

Thus, as extensions in \( \text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m)) \),

\[
E_{m,1} = \frac{N^{m-1}}{1 - p^{m-1}} \sum_{\text{p}_k \text{-primitive}} E_{m,\zeta},
\]

where summation is the Baer sum of extensions. Note that by Lemma 8.5 this last statement is trivial when \( m \) is even.
10. The Action of $H_1(t_N)$

For the remainder of the paper, we are concerned only with the de Rham fiber functor of $\text{MTM}_N$, so we will omit the DR decoration from $G^\text{DR}_N$, $K^\text{DR}_N$, and $t^\text{DR}_N$.

The Hochschild–Serre spectral sequence associated to the short exact sequence \eqref{eq:ses} converges:

$$E_2^{st} = H^s(G_m, H^t(K_N, Q(m))) \Rightarrow H^{s+t}(G_N, Q(m)).$$

The group $G_m$ is reductive, and thus $H^s(G_m, -) = 0$ for $s > 0$. It follows that

$$H^t(K_N, Q(m))_{G_m} = H^0(G_m, H^t(K_N, Q(m))) = H^t(G_N, Q(m)) = \text{Ext}^t_{\text{MTM}_N}(Q, Q(m)).$$

Therefore,

$$H_1(t_N, Q) = \prod_{m > 0} \text{Ext}^1_{\text{MTM}_N}(Q, Q(m))^\vee \otimes Q(m).$$

When $m \geq 2$, we have a basis of $\text{Ext}^1_{\text{MTM}_N}(Q, Q(m))$ from Proposition \ref{prop:basis}. One can then specify a dual basis

$$\{\sigma_{m, \zeta} \mid \zeta \in \mu_N \text{ primitive}, \text{Im} \zeta > 0\}$$

of $H_1(t_N)$. We can also define $\sigma_{m, \zeta}$ for $\zeta$ primitive and $\text{Im} \zeta < 0$ by the relations induced by Lemma \ref{lem:relation}. $\sigma_{m, \zeta} = (-1)^{m+1} \sigma_{m, \zeta}$. We then choose \emph{non-canonical} lifts $\sigma_{m, \zeta} \in t_N$ of each $\sigma_{m, \zeta} \in H_1(t_N)$ satisfying the same relation

$$\sigma_{m, \zeta} = (-1)^{m+1} \sigma_{m, \zeta}.$$ (10.1)

Suppose $\{v^\text{DR}_0, v^\text{DR}_m\}$ is a $Q$-de Rham basis of $E_{m, \zeta}$ with $v^m \in M_{-2m}E_{m, \zeta}$. The action of $\exp \sigma_{m, \zeta} \in K_N$ on $E_{m, \zeta}$ stabilizes the associated graded $G^M_t E_{m, \zeta}$. Thus,

$$\exp \sigma_{m, \zeta} : \begin{cases} v^\text{DR}_0 \mapsto v^\text{DR}_0 + cv^\text{DR}_m \\ v^\text{DR}_m \mapsto v^\text{DR}_m \end{cases}$$

for some $c \in Q$. Scale $\sigma_{m, \zeta}$ such that $c = 1$ and thus $\sigma_{m, \zeta}$ acts on $E_{m, \zeta}$ by

$$\sigma_{m, \zeta} : \begin{cases} v^\text{DR}_0 \mapsto v^\text{DR}_m \\ v^\text{DR}_m \mapsto 0. \end{cases}$$

The action of $\sigma_{m, \zeta}$ on basis elements $E_{m, \zeta}$ with $\text{Im} \xi > 0$ and $\xi \neq \zeta$ is trivial.

**Proposition 10.1.** Suppose $V_1, \ldots, V_n \in \text{Ext}^1_{\text{MTM}_N}(Q, Q(m))$. The action of $\sigma_{m, \zeta}$ on the pull-back of $\bigoplus_k V_k$ along the diagonal map $\Delta : Q \to Q^n$ is the sum of the actions of $\sigma_{m, \zeta}$ on each $V_k$ individually.

**Proof.** Consider the diagram of de Rham realizations below.

$$\begin{array}{ccc}
0 & \longrightarrow & (Q(m))^{\text{DR}} \longrightarrow \bigoplus_k V_k^{\text{DR}} \longrightarrow Q^n \longrightarrow 0 \\
0 & \longrightarrow & (Q(m))^{\text{DR}} \longrightarrow \Delta^*(\bigoplus_k V_k^{\text{DR}}) \longrightarrow Q \longrightarrow 0
\end{array}$$
The vertical maps are realizations of morphisms in $\text{MTM}_N$ and thus $\mathfrak{t}_N$-equivariant. Thus, the direct sum of the actions of $\mathbf{\sigma}_{m,\zeta}$ on each $V_k$ pulls back to their sum.

**Corollary 10.2.** The action of $\mathbf{\sigma}_{m,\zeta}$ on $E_{m,\zeta}$ is $(-1)^{m+1}$ times the action of the $\mathbf{\sigma}_{m,\zeta}$ on $E_{m,\zeta}$.

**Proof.** Consider the Baer sum $E_{m,\zeta} + E_{m,\zeta}$ in the diagram below.

$$
\begin{array}{cccc}
0 & \longrightarrow & \mathbb{Q}(m)^{\text{DR}} \oplus \mathbb{Q}(m)^{\text{DR}} & \longrightarrow \Delta^*(E_{m,\zeta} \oplus (-1)^m E_{m,\zeta}) & \longrightarrow & \mathbb{Q} & \longrightarrow & 0 \\
\Sigma & & & & & & & \\
0 & \longrightarrow & \mathbb{Q}(m)^{\text{DR}} & \longrightarrow & E_{m,\zeta} + (-1)^m E_{m,\zeta} & \longrightarrow & \mathbb{Q} & \longrightarrow & 0
\end{array}
$$

Since $E_{m,\zeta} + (-1)^m E_{m,\zeta}$ splits as a MHS and thus also in $\text{MTM}_N$, the action of $\mathfrak{t}_N$ is trivial. The result follows from $\mathfrak{t}_N$-equivariance of the vertical maps. \qed

11. **Galois representation of $\mathfrak{t}_N$**

Recall action of $\mathfrak{t}_N$ on $p(U_N, \bar{\nu}_1)$ and $p(E'_q, \bar{\nu}_1)$

$$
\begin{array}{ccc}
\mathfrak{t}_N & \xrightarrow{\phi_{yc}} & \text{Der} p(U_N, \bar{\nu}_1) \\
& & \downarrow \phi_{\text{cell}} \\
& & \text{Der} p_N(E'_q, \bar{\nu}_1)
\end{array}
$$

where the Hain map $\Psi_N$ is $\mathfrak{t}_N$-equivariant. For $\delta \in \text{Gr}_{-2m} \text{Der} p(U'_q, \bar{\nu}_1)$, define its *head* to be the class $\hat{\delta} \in \text{Gr}_{-k} \text{Gr}_{-2m} \text{Der} p(U'_q, \bar{\nu}_1)$ for the least $k$ such that $\hat{\delta}$ is nonzero. The objective of this section is to compute the head of $\phi_{\text{cell}}(\mathbf{\sigma}_{m,\zeta}) \in \text{Gr}_{-2m} \text{Der} p(E'_q, \bar{\nu}_1)$ for each generator $\mathbf{\sigma}_{m,\zeta} \in \mathfrak{t}_N$.

**Lemma 11.1.** The image of $\phi_{\text{cell}}$ commutes with the residue of the $\Gamma_1(N)$ KZB connection \((5.3)\) along $q = 0$.

**Proof.** The residue of the KZB connection form \((5.3)\) along $q = 0$ spans a copy of $Q(1)$ in $\text{Der} p(E'_q, \bar{\nu}_1)$. The action of $\mathfrak{t}_N$ on semisimple objects of $\text{MTM}_N$ is trivial. \qed

Define the subalgebra of *special derivations* to be

$$
\text{SDer} p_N := \{ \delta \in \text{Der} p_N \mid \delta(t_1) = 0, \delta(t_\zeta) = [u_\zeta, t_\zeta] \text{ for some } u_\zeta \in p_N \}.
$$

This is the Lie algebra of the *special automorphisms* of $p_N$ given by

$$
\text{SAut} p_N := \{ \sigma \in \text{Aut} p_N \mid \sigma(t_1) = t_1, \sigma(t_\zeta) = e^{u_\zeta} t_\zeta e^{-u_\zeta} \text{ for some } u_\zeta \in p_N \}.
$$

**Lemma 11.2.** The sub-VMHS of $\mathcal{P}_{\Gamma_1(N)}$ with fiber $\text{SDer} p_N$ restricted to the zero section of $\mathcal{E}_{\Gamma_1(N)} \rightarrow Y_1(N)$ is admissible.

**Proof.** The derivations $\epsilon_{m,\zeta}$ are special \([33] \S 7.1\), and thus the residues of the KZB connection at each cusp are also special. The residue along the zero section $w = 1$ is ad $t_1$ is clearly special as well. It follows from the admissibility of KZB (Theorem \([57,3]\)) that the sub-VMHS of interest is admissible as well. \qed

**Lemma 11.3.** The image of $\phi_{\text{cell}}$ is contained in $\text{SDer} p(E'_q, \bar{\nu}_1)$. 

Proof: Fix $\zeta \in \mu_N \subset G_m \subset E_\varphi$. Let $\ell$ denote a path from $\bar{v}_1$ to $\bar{v}_\zeta$, and let $\kappa$ denote a small loop based at $\bar{v}_\zeta$ traveling around $\zeta$ once counter-clockwise. Then, up to conjugation, the natural inclusion $\pi_1(E'_\varphi, \bar{v}_1) \to \exp p(E'_\varphi, \bar{v}_1)$ maps $\ell \kappa \ell^{-1} \mapsto \exp t_\zeta$.

Let $D$ be a contractible neighborhood of $\zeta$ containing no other roots of unity. Then $p(D - \{\zeta\}, \bar{v}_\zeta) \cong L(\log \kappa)^\wedge$, which is a pro-object of $\text{MTM}_{\mathbb{C}}^W_N$. Thus, the action of $K_N$ fixes $\log \kappa$ and also $\kappa$. Therefore, if $\exp \sigma \in K_N$, we have

$$(\exp \sigma)(\exp t_\zeta) = \ell^\sigma \kappa (\ell^\sigma)^{-1} \cdot \ell^{\sigma(\ell^{-1} \ell)\kappa(\ell^{-1} \ell)(\ell^\sigma)^{-1}} \cdot (\ell^\sigma)^{-1} \cdot (\exp t_\zeta)(\ell^\sigma)^{-1}.$$ 

Note that $\ell^\sigma \ell^{-1}$ is a loop based at $\bar{v}_1$ and thus is identified with $e^u$ for some $u \in p(E'_\varphi, \bar{v}_1)$. Applying logarithms yields

$$(\exp \sigma)(t_\zeta) = \log(\exp(e^u e^\kappa e^{-u})) = \log(\Ad(e^u) \exp t_\zeta) = \log(\exp \Ad(e^u) t_\zeta) = \Ad(e^u) t_\zeta.$$ 

If $\zeta = 1$ and $\ell$ is the trivial path, then $u = 0$ and $(\exp \sigma)(t_1) = t_1$. Thus, $K_N$ acts on $p(E'_\varphi, \bar{v}_1)$ via special automorphisms. Again applying logarithms shows

$$\sigma(t_\zeta) = \log(\Ad(e^u)) t_\zeta = \log(\exp(\ad u)) \cdot t_\zeta = [u, t_\zeta].$$ 

Thus, $\phi_{\ell^\sigma}(\sigma) \in \text{SDer} p(E'_\varphi, \bar{v}_1)$.

\begin{lemma}
W_{-2} \text{SDer } p_N = M_{-2} W_{-2} \text{SDer } p_N.
\end{lemma}

\begin{proof}
Suppose $\delta \in W_{-2} \text{SDer } p_N$. The nontrivial terms of $\delta(X)$ are Lie words with degree at least one in $Y$ or $t_\zeta$, and thus $\delta(X) \in M_{-2} p_N$. We also have $\delta(t_\zeta) = [u_\zeta, t_\zeta]$ for some $u_\zeta \in p_N$ since $\delta$ is special. It follows from [5,4] that if $u_\zeta \in W_{-2}$, then $u_\zeta \in M_{-2}$ as well. Thus, $\delta(t_\zeta) \in M_{-4} p_N$. It remains to show $\delta(Y) \in M_{-4} p_N$. We know

$$[X, \delta(Y)] = \delta([X, Y]) - [\delta(X), Y].$$

Since $[X, Y] = \sum t_\zeta$, we have $\delta([X, Y]) \in M_{-4} p_N$. Since $\delta(X) \in M_{-2} p_N$, we also know $[\delta(X), Y] \in M_{-4} p_N$. It follows that $\delta(Y) \in M_{-4} p_N$; hence, $\delta \in M_{-2} \text{SDer } p_N$.
\end{proof}

\begin{proposition}
If $m \geq 2$, then $\phi_{\ell^\sigma}(\sigma_{m, \zeta}) \in W_{-m-1} \text{SDer } p(E'_\varphi, \bar{v}_1)$.
\end{proposition}

\begin{proof}
Set $\delta = \phi_{\ell^\sigma}(\sigma_{m, \zeta})$, and choose $k \in \mathbb{Z}$ such that $\delta \in W_{-k} \text{SDer } p(E'_\varphi, \bar{v}_1)$ but $\delta \notin W_{-k-1} \text{SDer } p(E'_\varphi, \bar{v}_1)$. Since $m \geq 2$, we know $\delta \in M_{-4} \text{SDer } p(E'_\varphi, \bar{v}_1) \subset W_{-2} \text{SDer } p(E'_\varphi, \bar{v}_1)$; that is, $k \geq 2$. Since the sub-VMHS of special derivations is admissible (Lemma 11.2), it follows from Lemma 11.4 that $\delta$ is a lowest weight vector in the $\mathfrak{sl}_2$-representation $\text{Gr}^W_{-k} \text{SDer } p(E'_\varphi, \bar{v}_1)$. Since $\delta \in M_{-2m} \text{SDer } p(E'_\varphi, \bar{v}_1)$ is nontrivial (11.11), the isomorphism (11.1) implies the corresponding nonzero highest weight vector is in $\text{Gr}^W_{2m-2k} \text{Gr}^W_{-k} \text{SDer } p(E'_\varphi, \bar{v}_1)$. Since $k \geq 2$, it follows from the previous lemma that $2m - 2k \leq -2$, or equivalently, $k \geq m + 1$.
\end{proof}
Theorem 11.6. When \( N \geq 3 \) and \( \zeta \in \mu_N \) is primitive, the head of \( \phi_{\text{ell}}(\sigma_{m,\zeta}) \) is congruent to
\[
\epsilon_{m+1,\zeta}^{\text{op}} + \sum_{\eta \text{ not primitive}} c_\eta \epsilon_{m+1,\eta}^{\text{op}}
\]
in \( \text{Gr}_W^{-m-2} \text{Der}(p(E'_v, \bar{v}_1)/D^2) \) for some constants \( c_\eta \in \mathbb{Q} \).

Proof. Recall from §3.3 the limit MHS of the cyclotomic polylog \( p(U_N, \bar{v}_1)/D^2 \) is the pull-back of the direct product of extensions \( -E_{m,\zeta}(1) \). For \( \zeta \in \mu_N \) primitive, the action of \( \sigma_{m,\zeta} \) on \( -E_{m,\zeta}(1) \) is given by
\[
\sigma_{m,\zeta} : e_0 \mapsto -e_0^m \cdot e_\zeta.
\]
Applying the Hain map, the action of \( \sigma_{m,\zeta} \) on the pull-back of the direct sum \( V_{m,\zeta} \oplus V_{m,\bar{\zeta}} \) is equivalent to \( \epsilon_{m+1,\zeta}^{\text{op}} \) (this is essentially the same argument as in Corollary §3). Moreover, \( \sigma_{m,\zeta} \) acts trivially on \( -E_{m,\zeta}(1) \), and therefore \( V_{m,\zeta} \), for all primitive \( \xi \notin \{\zeta, \bar{\zeta}\} \). The constants \( c_\eta \) are determined by the decomposition of \( E_{m,\eta} \) for \( \eta \) not primitive into a sum of extensions \( E_{m,\xi} \) with \( \xi \) primitive (as in Proposition §9.4). Finally, since each derivation \( \epsilon_{m+1,\zeta}^{\text{op}} \) has \( W \)-weight \( -m - 1 \), it follows from the previous result that this is the head of \( \phi_{\text{ell}}(\sigma_{m,\zeta}) \). \( \square \)

Since the derivations \( \epsilon_{m+1,\zeta} \) are linear independent, it follows that the representation \( \phi_{\text{ell}} \) is injective in depth 1. Moreover, the map is remains injective after mapping to the quotient where \( t_\zeta = 0 \) for all \( \zeta \in \mu_N \) not primitive. Thus, the quadratic relations between the generators \( \sigma_{m,\zeta} \) (with \( \zeta \in \mu_N \) primitive) in depth 2 correspond exactly to quadratic relations between the derivations \( \epsilon_{m+1,\zeta} \) with \( \zeta \) primitive.

Finally, we include calculations of the constants \( c_\eta \) in Theorem 11.6 for values of \( N \) where the formulas are relatively simple.

Theorem 11.7. When \( N = p^n \) is a prime power and \( \zeta \) is a primitive \( N \)th root of unity, the head of \( \phi_{\text{ell}}(\sigma_{m,\zeta}) \) is congruent to
\[
\epsilon_{m+1,\zeta}^{\text{op}} + \frac{N^{m-1}}{1 - p^{m-1}} \epsilon_{m+1,1}^{\text{op}} + \sum_{k=1}^{n-1} p^{k(m-1)} \epsilon_{m+1,\zeta^{p^k}}^{\text{op}}
\]
in \( \text{Gr}_W^{-m-2} \text{Der}(p(E'_v, \bar{v}_1)/D^2) \).

Proof. By the previous statement, \( \epsilon_{m+1,\zeta}^{\text{op}} \) is the only derivation indexed by a primitive root of unity to appear in the head. For \( 1 \leq k < n \), one deduces from (9.3) that \( \sigma_{m,\zeta} \) acts on \( -E_{m,\zeta^{p^k}}(1) \) by
\[
\sigma_{m,\zeta} : e_0 \mapsto -p^{k(m-1)} e_0^m \cdot e_{\zeta^{p^k}}.
\]
Similarly, the action on \( -E_{m,\zeta^{p^k}}(1) \) is
\[
\sigma_{m,\zeta} : e_0 \mapsto (-1)^m p^{k(m-1)} e_0^m \cdot e_{\zeta^{p^k}}.
\]
Thus, the action of $\phi R$ yields

$$\sigma_{m,\zeta} : e_0 \mapsto -\frac{N^{m-1}}{1 - p^{m-1}} (1 + (-1)^m) e_0^m \cdot e_1.$$  

Applying the Hain map yields the result. \hfill \Box

**Corollary 11.8.** When $N$ is prime, the head of $\phi_{\text{ell}}(\sigma_{m,\zeta})$ reduces to

$$\phi_{\text{ell}}(\sigma_{m,\zeta}) \equiv \xi_{m+1,\zeta}^{\text{op}} + \frac{1}{N^{1 - m} - 1} \xi_{m+1,1}^{\text{op}}.$$  

**Remark 11.9.** When $N = 1$, one simply has $\phi_{\text{ell}}(\sigma_{m,1}) \equiv \frac{1}{2} \xi_{m+1,1}^{\text{op}}$. This is consistent with [30] Prop. 29.4. When $N = 2$, one can compute

$$\phi_{\text{ell}}(\sigma_{m,-1}) \equiv \frac{1}{2} \xi_{m+1,-1}^{\text{op}} + \frac{1}{2(N^{1 - m} - 1)} \xi_{m+1,1}^{\text{op}}.$$  

Note that these images are trivial when $N = 1, 2$ and $m$ is even.

To determine the head of each $\phi_{\text{ell}}(\sigma_{m,\zeta})$ when $N$ is not a prime power, one must decompose each $E_{m,\zeta}$ in terms of the basis of $\operatorname{Ext}_{\operatorname{MTM}}^1(\mathbb{Q}, \mathbb{Q}(m))$ in Proposition 9.4. The computation can be arduous for large $N$, so we will only compute the heads of $\phi_{\text{ell}}$ when $N = 6$ (the only one of Deligne’s exceptional values [10] that is not a prime power).

**Example 11.10.** Fix a primitive sixth root of unity $\zeta$. It follows from Lemma 8.3 that $\operatorname{Li}_m(\zeta^5) \equiv (-1)^{m+1} \operatorname{Li}_m(\zeta)$ and $\operatorname{Li}_m(\zeta^4) \equiv (-1)^{m+1} \operatorname{Li}_m(\zeta^2)$ mod $(2\pi i)^m \mathbb{Q}$. One can use the distribution relation (9.2) to verify $\operatorname{Li}_m(-1) = (2^{1-m} - 1) \operatorname{Li}_m(1)$ and $\operatorname{Li}_m(\zeta) \equiv (2^{1-m} + (-1)^m) \operatorname{Li}_m(\zeta^2)$ mod $(2\pi i)^m \mathbb{Q}$. Thus,

$$\zeta(m) = 6^{m-1} \sum_{\eta \in \mu_6} \operatorname{Li}_m(\eta)$$

$$\equiv 6^{m-1} \left( 2^{1-m} \zeta(m) + \frac{1 + (-1)^{m+1}}{1 - 2^{m-1}} \operatorname{Li}_m(\zeta) \right) \text{ mod } (2\pi i)^m \mathbb{Q}.$$  

Rearranging yields

$$\zeta(m) \equiv (1 + (-1)^{m+1}) \frac{6^{m-1}}{(1 - 3^{m-1})(1 - 2^{m-1})} \operatorname{Li}_m(\zeta) \text{ mod } (2\pi i)^m \mathbb{Q}.$$  

Thus, the action of $\phi_{\text{cyc}}(\sigma_{m,\zeta})$ on $p(U_6, \bar{v}_1)$ is

$$\phi_{\text{cyc}}(\sigma_{m,\zeta}) : e_0 \mapsto -e_0^m \cdot (e_\zeta + (-1)^{m+1} e_{\zeta^5})$$

$$- \frac{1}{2^{1-m} + (-1)^m} e_0^m \cdot (e_{\zeta^2} + (-1)^{m+1} e_{\zeta^4})$$

$$- (1 + (-1)^{m+1}) \frac{6^{m-1}}{(1 - 3^{m-1})(1 - 2^{m-1})} e_0^m \cdot e_1$$

$$- (1 + (-1)^{m+1}) \frac{1}{(3^{1-m} - 1)} e_0^m \cdot e_{-1}.$$
Finally, apply the Hain map to see
\[
\phi_{\ell}(\sigma_{m,\zeta}) \equiv \epsilon_{m+1,\zeta}^{op} + \frac{1}{2^{1-m} + (-1)^m m} \epsilon_{m+1,\zeta}^{op} + \frac{6^{m-1}}{(1 - 3^{m-1})(1 - 2m-1)} \epsilon_{m+1,1}^{op} + \frac{1}{(3^{1-m} - 1)} \epsilon_{m+1,-1}^{op},
\]
mod \(W_{m-2} \text{Der}(p(E'_0, \zeta_1))/D^2)\).

12. HECKE ACTION ON \(K_{2m-3}(O_N) \otimes \mathbb{Q}\)

The Galois representation of \(H_1(t_N)\) together with the KZB connection induces a Hecke action on the odd \(K\)-groups \(K_{2m-3}(O_N) \otimes \mathbb{Q}\).

12.1. COEFFICIENTS OF KZB. Let \(\text{Pol}^\text{ell}_{N,1}\) denote the linearization of \(\text{Pol}^\text{ell}_N\) along the section \(z = 0\) (see Appendix D). The connection on \(\text{Pol}^\text{ell}_{N,1}\) is given by
\[
\nabla = d + \left( Y \frac{\partial}{\partial X} - \frac{1}{2} \sum_{\substack{m \geq 2 \\zeta \in \mu_N \\text{primitive}}} \epsilon_{m,\zeta}(\tau) \epsilon_{m,\zeta} G_{m,\zeta}(\tau) \right) \frac{dq}{q} + t_1 \frac{dz}{z},
\]
where the coefficients are Eisenstein series
\[
G_{m,\zeta}(\tau) = \sum_{(k,\ell) \neq (0,0)} \frac{\zeta^k}{(k\tau + \ell)^m}
\]
(see \[33\] §12 for background on the formula for \(\nabla\)). Set \(\mathcal{E}_{m,N} = \text{span}_\mathbb{Q}\{G_{m,\zeta} \mid \zeta \in \mu_N \text{ primitive}\}\). When \(m \geq 3\), the KZB connection determines (up to constant multiple) a canonical map
\[
(12.1) \quad \psi_{m,N} : \mathcal{E}_{m,N} \longrightarrow \text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m-1))
G_{m,\zeta} \mapsto E_{m-1,\zeta}
\]
by restricting \(\text{Pol}^\text{ell}_{N,1}\) to the subquotient spanned by \(Y\) and \(Y^{m-1} \cdot t_\zeta\) and computing the limit MHS at \(q = 0\) (as in \[33\]). The maps \(\psi_{m,N}\) respect shifts in level via
\[
[d] : \mathcal{E}_{m,N} \longrightarrow \mathcal{E}_{m,dN}
\]
\[
f(\tau) \mapsto d^{m-1} f(d\tau).
\]
This is because
\[
[d](G_{m,\zeta}) = d^{m-1} G_{m,\zeta}(d\tau) = d^{m-2} \sum_{\xi^d = \zeta} G_{m,\xi}(\tau),
\]
which is analogous to the distribution relation
\[
\text{Li}_{m-1}(\zeta) = d^{m-2} \sum_{\xi^d = \zeta} \text{Li}_{m-1}(\xi).
\]
That is, the diagram
\[
\begin{array}{ccc}
\mathcal{E}_{m,N} & \xrightarrow{\psi_{m,N}} & \text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m-1)) \\
\downarrow [d] & & \downarrow \\
\mathcal{E}_{m,dN} & \xrightarrow{\psi_{m,dN}} & \text{Ext}^1_{\text{MTM}_{dN}}(\mathbb{Q}, \mathbb{Q}(m-1))
\end{array}
\]
commutes.

12.2. Hecke action. For a sublattice \( \Lambda \subset \Lambda_\tau = \mathbb{Z}_\tau \oplus \mathbb{Z} \), set
\[
G_{m,\zeta}(\Lambda) = \sum_{(k,\ell) \neq (0,0)} \frac{\zeta^k}{(k\tau + \ell)^m}.
\]
Fix a prime \( p \nmid N \). Then
\[
T_p G_{m,\zeta}(\tau) = p^{m-1} \sum_{[\Lambda',\Lambda]=p} G_{m,\zeta}(\Lambda)
= p^{m-1} \left( G_{m,\zeta}(\tau) + pG_{m,\zeta}(p\Lambda_\tau) \right)
= p^{m-1} G_{m,\zeta}(\tau) + G_{m,\zeta^p}(\tau).
\]
Observe that \( \mathcal{E}_{m,N} \) is \( T_p \)-invariant and that \( T_p \) and \([d]\) commute when \( p \nmid dN \).

Define an analogous operator on \( \text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m)) \) given by
\[
T_p : L^m(\zeta) \mapsto -p^m L^m(\zeta) + L^m(\zeta^p)
\]
so that \( T_p \) and \( \psi_{m,N} \) commute. Since \( p \nmid N \), the operator \( T_p \) respects all distribution relations between the periods \( L^m(\zeta) \) with \( \zeta \in \mu_N \) and thus is well-defined.

**Theorem 12.1.** When \( m \geq 3 \), there is a natural identification between \( \mathcal{E}_{m,N}^\vee \) and \( K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q} \) compatible with changes in level, which induces a natural action of the prime to \( N \) Hecke operators on \( K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q} \).

**Proof.** From Deligne and Goncharov, we know
\[
\text{Ext}^1_{\text{MTM}_N}(\mathbb{Q}, \mathbb{Q}(m-1)) \cong \text{Gr}^W_{2m-2} H^1(\mathfrak{k}_N) \cong K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q}.
\]
It follows that there is a commutative diagram
\[
\begin{array}{ccc}
\text{Gr}^W_{2m+2} H^1(\mathfrak{k}_N) & \xrightarrow{\psi_{m,N}} & \mathcal{E}_{m,N}^\vee \\
\downarrow \phi_{\text{el}} & & \downarrow \\
\text{SDer} \mathfrak{p}_N/D^2 & \xrightarrow{\text{op}} & \text{SDer} \mathfrak{p}_N/D^2,
\end{array}
\]
where \( \psi_{m,N}^\vee \) is the dualization of \( \psi_{m,N} \), the right vertical map is induced by KZB, and the lower horizontal map is \( (8.5) \). The map \( \psi_{m,N}^\vee \) is injective since \( \phi_{\text{el}} \) and \( \text{op} \) are injective. Thus, \( \psi_{m,N}^\vee \) is an isomorphism since \( \text{Gr}^W_{2m+2} H^1(\mathfrak{k}_N) \) and \( \mathcal{E}_{m,N}^\vee \) have the same dimension. Compatibility with changes in level follows from the fact that \( [d], \psi_{m,N}, \) and \( T_p \) commute when \( p \nmid N \) is prime. Finally, the natural action of \( T_p \) with \( p \nmid N \) on \( K_{2m-3}(\mathcal{O}_N) \otimes \mathbb{Q} \) is given by \( (12.2) \) via the isomorphism \( (12.3) \). \( \square \)
Appendices

APPENDIX A. TANNAKIAN CATEGORIES

We will give a very brief description of tannakian categories. For a full discussion including proof of Theorem [A.2] we refer the reader to [13].

Suppose $F$ is a field of characteristic zero and $G$ is an affine group scheme over $F$. Denote the category of $F$-linear representations of $G$ by $\text{Rep}_F(G)$ and the subcategory of finite-dimensional representations by $\text{Rep}_F^{\text{f.d.}}(G)$.

Definition A.1. A neutral tannakian category $\mathcal{C}$ over $F$ is a category equivalent to one of the form $\text{Rep}_F^{\text{f.d.}}(G)$ for some affine $F$-group $G$.

Suppose $(\mathcal{C}, \otimes)$ is a rigid abelian $F$-linear tensor category with identity object $\mathbf{1}$ such that $\text{End}_\mathcal{C}(\mathbf{1}) = F$. Suppose $\omega : \mathcal{C} \to \text{Vec}_F$ is a faithful $F$-linear exact tensor functor, which we call a fiber functor. Given fiber functors $\omega_1$ and $\omega_2$, a natural isomorphism $\eta$ from $\omega_1$ to $\omega_2$ is a family of isomorphisms $\eta_V : \omega_1(V) \to \omega_2(V)$ indexed by $V \in \text{Ob}(\mathcal{C})$ such that $\eta_{V_2} \circ \omega_1(f) = \omega_2(f) \circ \eta_{V_1}$ for all morphisms $f \in \text{Hom}_\mathcal{C}(V_1, V_2)$. A natural isomorphism from a fiber functor $\omega$ to itself is called a natural automorphism. Let $\text{Aut}_\mathcal{C}^{\omega}(\omega)$ denote the set of natural automorphisms of $\omega$ compatible with the tensor product.

Theorem A.2 ([13, Thm 3.2]). If $\omega$ is a fiber functor of a neutral tannakian category, then $\text{Aut}_\mathcal{C}^{\omega}(\omega)$ is represented by an affine group scheme $G$ over $F$ and there is an equivalence of categories $\mathcal{C} \to \text{Rep}_F^{\text{f.d.}}(G)$ corresponding to $\omega$.

We refer to affine group scheme $\text{Aut}_\mathcal{C}^{\omega}(\omega)$ as the fundamental group of $\mathcal{C}$ with respect to $\omega$, denoted $\pi_1(\mathcal{C}, \omega)$. When the choice of fiber functor is clear, we sometimes omit $\omega$ from the notation. Given two fiber functors $\omega_1$ and $\omega_2$, we define $\text{Isom}_\mathcal{C}^{\omega}(\omega_1, \omega_2)$ as the set of natural isomorphisms from $\omega_1$ to $\omega_2$. It has the structure of a right $\pi_1(\mathcal{C}, \omega_1)$-torsor and left $\pi_1(\mathcal{C}, \omega_2)$-torsor.

APPENDIX B. ADMISSIBLE VARIATIONS OF MHS

We assume familiarity with mixed Hodge structures (MHS). Here we give the definition of admissible variations of MHS and a standard example. The reader can find relevant background in [14] [10].

Suppose $X$ is a smooth projective variety over $\mathbb{C}$ and $D$ is a divisor with normal crossings in $X$. Let $Y = X - D$. Relevant examples are

- where $Y$ is a modular curve, $X$ is its natural compactification, and $D$ is the set of cusps; and
- where $Y$ is the universal elliptic curve $E'$ over the modular curve $Y_T$ with single-valued $N$-torsion removed, $X$ is the compactification $\overline{E}_T$ over $X_T$, and $D$ is the union of the set of single-valued $N$-torsion sections and singular fibers over the cusps of $Y_T$.

Let $\mathcal{V}$ be a $\mathbb{Q}$-local system of finite rank over $Y$ with unipotent local monodromy at every smooth point of $D$. Let $\mathcal{V} = \mathcal{V} \otimes_{\mathcal{O}_X} \mathcal{O}_X$ be the associated flat vector bundle. Denote Deligne’s canonical extension of $\mathcal{V}$ to $X$ by $\overline{\mathcal{V}}$. Then $\overline{\mathcal{V}}$ has natural connection

$$\nabla : \overline{\mathcal{V}} \to \overline{\mathcal{V}} \otimes \Omega^1_X(\log D)$$

with logarithmic singularities along $D$. Since the local monodromy operators are unipotent, the residues of $\nabla$ at each smooth point of $D$ are nilpotent.
**Definition B.1.** A *variation of MHS (VMHS)* $\mathcal{V}$ over $Y$ consists of a local system $\mathcal{V}_Q$ over $Y$ of finite dimensional rational vector spaces, together with

(i) a finite increasing filtration $W_\cdot$ of $\mathcal{V}_Q$ by $\mathbb{Q}$-local systems

$$0 \subseteq W_0 \mathcal{V} \subseteq \cdots \subseteq W_r \mathcal{V} \subseteq \cdots \subseteq W_b \mathcal{V} = \mathcal{V},$$

and

(ii) a finite decreasing filtration $F_\cdot$ of $\mathcal{V}$ by holomorphic subbundles.

These are required to satisfy

(i) *Griffiths’ transversality*

$$\nabla(F^p \mathcal{V}) \subseteq F^{p-1} \mathcal{V} \otimes \Omega^1_Y = F^p(\mathcal{V} \otimes \Omega^1_Y).$$

and

(ii) The fiber $\mathcal{V}_y$ above any point $y \in Y$ is a MHS with weight and Hodge filtrations cut out by $W_\cdot$ and $F_\cdot$, respectively.

**Definition B.2.** Suppose that $X$ is a curve. A VMHS $\mathcal{V}$ over $Y$ is *admissible* if the following additional conditions hold.

(i) The subbundles $F^p \mathcal{V}$ extend to holomorphic subbundles of the canonical extension $\mathcal{V}$.

(ii) For $P \in D$, let $L_P = -\text{Res}_P \nabla$ and $V_P$ be the fiber of $\mathcal{V}$ above $P$. There exists an increasing *relative weight filtration* $M_\cdot$ such that

(a) $L_P(M_r V_P) \subseteq M_{r-2} V_P$ and $L_P(W_m V_P) \subseteq W_m V_P$ for all $m$ and $r$, and

(b) $L_P$ induces an isomorphism

$$L_P : \text{Gr}^M_{m+r} \text{Gr}^W_m V_P \to \text{Gr}^M_{m-r} \text{Gr}^W_m V_P$$

for all $m$ and $r$.

If $X$ is a curve and $\mathcal{V}$ is admissible, the fibers $V_P$ over $P \in D$ have canonical *limit MHS* for each choice of tangent vector $\tilde{v} \in T_P X$. We typically denote this MHS by $V_{P,\tilde{v}}$ (or $\mathcal{V}$ if the choice of point is clear). The weight and Hodge filtrations of $V_{P,\tilde{v}}$ are $M_\cdot$ and the restriction of $F_\cdot$ to $V_P$, respectively. Meanwhile, the $\mathbb{Q}$-structure of $V_{P,\tilde{v}}$ is determined by the elements

$$\lim_{t \to 0} t^{-L_P v(t)} \in V_P,$$

where $t$ is a local holomorphic coordinate of $X$ centered at $P$ such that $\tilde{v} = \partial/\partial t$ and $v(t)$ is a local flat section of $\mathcal{V}_Q$.

**Remark B.3.** $W_m V_{P,\tilde{v}}$ is a sub-MHS of $V_{P,\tilde{v}}$ for all $m$.

**Remark B.4.** When $\dim X > 1$, a VMHS $\mathcal{V}$ is said to be admissible if its restriction to any curve is admissible [40].

**Appendix C. Iterated integrals**

Suppose $X$ is a manifold, $\omega_1, \ldots, \omega_m$ are smooth 1-forms on $X$, and $\beta : [0, 1] \to X$ is a piecewise smooth path. Define the *iterated integral*

$$\int_{\beta} \omega_1 \cdots \omega_m := \int_{0 \leq t_1 \leq \cdots \leq t_m \leq 1} f_1(t_1) \cdots f_m(t_m) \, dt_1 \cdots dt_m,$$
where $\beta^* \omega_k = f_k(t) \, dt$. These integrals satisfy an inversion property
\begin{equation}
(C.1) \quad \int_{\beta^{-1}} \omega_1 \cdots \omega_m = (-1)^m \int_{\beta} \omega_m \cdots \omega_1
\end{equation}
and the shuffle product
\begin{equation}
(C.2) \quad \int_{\beta} \omega_1 \cdots \omega_m \int_{\beta} \omega_{m+1} \cdots \omega_{m+n} = \sum_{\sigma} \int_{\beta} \omega_{\sigma(1)} \cdots \omega_{\sigma(m+n)},
\end{equation}
where $\sigma$ are permutations of $\{1, \ldots, m+n\}$ that preserve the order of $\{1, \ldots, m\}$ and $\{m+1, \ldots, m+n\}$. By convention, the iterated integral with empty integrand is 1. See [13, 28] for more details.

C.1. **Cyclotomic multiple $\zeta$-values.** The multiple polylogarithms are analytic functions given by the power series (1.1), where $n_1, \ldots, n_m$ are positive integers and $n_m \geq 2$. The series converges in the closed polydisk $|z_i| \leq 1$ for all $i = 1, \ldots, m$.

Evaluated at $z_1 = \cdots = z_m = 1$, the multiple polylogarithms yield the classical multiple $\zeta$-values (MZVs)
\[ \zeta(n_1, \ldots, n_m) := \sum_{0 < k_1 < k_2 < \cdots < k_m} \frac{1}{k_1^{n_1} k_2^{n_2} \cdots k_m^{n_m}}, \]
where $m$ is the depth and the sum $n_1 + \cdots + n_m$ is the weight of the MZV. The values of the multiple polylogarithms at $N$th roots of unity are called $N$-cyclotomic MZVs and have similar convention for length and depth. Notably, the multiple polylogarithms may be written as iterated integrals.

**Proposition C.1.**
\begin{equation}
(C.3) \quad \text{Li}_{n_1,\ldots,n_m}(z_1, \ldots, z_m) = \int_0^{z_1 \cdots z_m} \frac{dt}{1-t} \frac{dt}{t-z_1-t} \frac{dt}{z_1-t-z_2-t} \cdots \frac{dt}{z_{m-1}-t-z_m-t} \frac{dt}{z_m-t}. \quad (n_i-1) \text{ times}
\end{equation}

**Proof.** Express each term $\frac{1}{z-t}$ as the power series $\frac{1}{z} \sum_{r \geq 0} (t/z)^r$ and evaluate directly to recover the sum (1.1). $\Box$

C.2. **Chen’s transport formula.** Suppose $V \times X$ is a trivial vector bundle over a manifold $X$ with connection $\nabla = d + \omega$, where $\omega$ is a smooth 1-form on $X$ taking values in End $V$.

**Proposition C.2.** Suppose $\beta : [0, 1] \to X$ is a piecewise smooth path. Then the inverse parallel transport of $V \times X \to X$ with respect to $\nabla$ along $\beta$ is given by
\[ T(\beta)^{-1} = 1 + \int_{\beta} \omega + \int_{\beta} \omega \omega + \int_{\beta} \omega \omega \omega + \cdots. \]

This is the inverse of Chen's formula [13, §3]. See [28, Lemma 2.5] and [29, Lemma 5.4] for a proof.

If the connection $\nabla$ is flat, then $T(\beta)^{-1}$ depends only on the homotopy class of $\beta$. Using the topologist’s convention for path multiplication, inverse transport is multiplicative: $T(\alpha \beta)^{-1} = T(\alpha)^{-1} T(\beta)^{-1}$. This induces the following property of iterated integrals.
Proposition C.3. Suppose $\omega_1, \ldots, \omega_m \in E^1(X)$ and $\alpha$ and $\beta$ are paths in $X$ such that $\alpha(1) = \beta(0)$. Then

$$\int_{\alpha \beta} \omega_1 \cdots \omega_m = \sum_{r=0}^m \int_{\alpha} \omega_1 \cdots \omega_r \int_{\beta} \omega_{r+1} \cdots \omega_m.$$ 

C.3. Regularized iterated integrals. Suppose $X$ is a smooth curve. Fix a point $P \in X$ and suppose $\omega_1, \ldots, \omega_r \in H^0(X, \Omega^1_X(\log P))$ are holomorphic 1-forms on $X - P$ with at worst logarithmic singularities at $P$. Fix a tangent vector $\mathbf{v} \in T_P X$. We would like to define iterated integrals of the form

$$\int_{Q}^P \omega_1 \cdots \omega_r,$$

where $Q \in X$. Integrals of this form are said to be regularized at $\mathbf{v}$.

For simplicity, we will let $X = \mathbb{C}$ and $P$ be the origin as this is the only case needed in [8]. Moreover, the definition is easily generalized to any smooth curve $X$ by choosing a holomorphic coordinate centered at $P$. Consider the trivial bundle $V \times \mathbb{C} \to \mathbb{C}$ with flat connection $\nabla = d + \Omega$ where $\Omega \in H^0(\mathbb{C}, \Omega^1(\log 0)) \otimes \text{End } V$ and $L = -\text{Res}_0 \Omega$ is nilpotent (e.g. $V$ underlies an admissible VMHS over $\mathbb{C}$).

Set $\Omega = \omega_1 A_1 + \cdots + \omega_r A_r$, where each $\omega_j \in H^0(\mathbb{C}, \Omega^1(\log 0))$ and $A_j \in \text{End } V$. Meanwhile, set $\mathbf{v}_j = \text{Res}_0 \omega_j \mathbf{v}$ and $\mathbf{v} = \mathbf{v}_1 A_1 + \cdots + \mathbf{v}_r A_r$. Observe that transport with respect to the linearized connection $d + \mathbf{v}$ from $z \in \mathbb{C} - \{0\}$ to $\lambda \in \mathbb{C} - \{0\}$ is given by

$$T_{\mathbf{v}}([z, \lambda]) = T_{\mathbf{v}}([\lambda, z])^{-1} = 1 + \int_{\lambda}^z \mathbf{v} + \int_{\lambda}^z \mathbf{v} \mathbf{v} + \cdots$$

$$= 1 + \sum_{m \geq 1} \frac{\log z/\lambda)^m}{m!} (-L)^m = (z/\lambda)^{-L}. \quad \text{(C.4)}$$

Fix a point $Q \in \mathbb{C} - \{0\}$. The regularized iterated integrals from $\lambda \partial/\partial z$ to $Q$ are the coefficients of the transport $T_{\mathbf{v}}$ from $\lambda \partial/\partial z$ to $Q$: $\lim_{z \to 0} (z/\lambda)^{-L} T_{\mathbf{v}}([Q, z/\lambda])$. Using the computation (C.4), the coefficient of the $A_{\ell_1} \cdots A_{\ell_n}$ term is given by

$$\int_{\lambda \partial/\partial z}^{Q} \omega_{\ell_1} \cdots \omega_{\ell_n} := \lim_{z \to 0} \sum_{j=1}^n \int_{\lambda}^z \mathbf{v}_{\ell_1} \cdots \mathbf{v}_{\ell_j} \int_{z}^Q \omega_{\ell_{j+1}} \cdots \omega_{\ell_n}.$$ 

This is the same formula as Brown’s “mortar board regularization” [8] §4. Concretely, the regularization of an iterated integral at $\partial/\partial z \in T_0 \mathbb{C}$ has the effect of setting $\lim_{z \to 0} \log z$ to zero.

Example C.4. The fibers of the logarithm variation $E$ over $\mathbb{C} - \{0\}$ are extensions of $\mathbb{Z}$ by $\mathbb{Z}(1)$. The fiber over $z$ has rational basis $\{2\pi i \mathbf{e}_1, \mathbf{e}_0 - (\log z) \mathbf{e}_1\}$ where $\mathbf{e}_0$ and $\mathbf{e}_1$ are the de Rham generators of $\mathbb{Z}$ and $\mathbb{Z}(1)$, respectively. The fiber at $\pm 1$ splits over $\mathbb{Z}$ and the fibers at roots of unity split over $\mathbb{Q}$. The associated holomorphic vector bundle $V$ has connection $\nabla = d + L \frac{dz}{z}$, where $L$ is the nilpotent endomorphism

$$L : \{ \begin{array}{ccc} \mathbf{e}_0 & \mapsto & \mathbf{e}_1 \\ \mathbf{e}_1 & \mapsto & 0. \end{array} \}$$
Transport from $Q \in \mathbb{C} - \{0\}$ to $\lambda \partial/\partial z$ is given by

$$T([Q, \lambda \partial/\partial z]) = T([\lambda \partial/\partial z, Q])^{-1} = 1 + \sum_{n \geq 1} L^n \int_{\lambda \partial/\partial z}^Q \frac{dz}{z} \cdots \frac{dz}{z} = 1 + L \int_{\lambda \partial/\partial z}^Q \frac{dz}{z}$$

$$= 1 + L \lim_{z \to 0} \left( \int_{\lambda}^{z} \frac{dz}{z} + \int_{z}^{Q} \frac{dz}{z} \right) = 1 + L (\log Q - \log \lambda).$$

Observe that the log $z$ terms canceled. Setting $Q = 1$, we also observe the limit MHS at $\lambda \partial/\partial z$ splits over $\mathbb{Z}$ if $\lambda = \pm 1$ and over $Q$ if $\lambda$ is a root of unity. In fact, the limit variation over $T_0 \mathbb{C} - \{0\}$ is isomorphic to $\mathbb{E}$ via the natural identification $T_0 \mathbb{C} \cong \mathbb{C}$.

**Appendix D. Regularized transport of linearized connections**

Let $V$ be a trivial vector bundle $V \times \mathbb{C}^2 \to \mathbb{C}^2$ with flat connection

$$\nabla = d + \Omega = d + A(x, y) \frac{dx}{x} + B(x, y) \frac{dy}{y}.$$ 

The functions $A$ and $B$ are holomorphic and take values in $\text{End} V$. Let $\nabla_0$ denote the linearized connection along the divisor $y = 0$

$$\nabla_0 = d + \Omega_0 = d + A(x, 0) \frac{dx}{x} + B(x, 0) \frac{d\lambda}{\lambda}.$$ 

This defines a connection on the normal bundle of $y = 0$, where the point $(x, \lambda)$ is the vector $\lambda \partial/\partial y \in T(x,0) \mathbb{C}^2$.

Further, suppose the residues $A(0, y)$ and $B(x, 0)$ are nilpotent. Then $V$ is Deligne’s canonical extension of the local system of flat sections of $V$ over $\mathbb{C}^\times \times \mathbb{C}^\times$ [14]. Thus, there is holomorphic change of gauge $h : \mathbb{C}^2 \to \text{Aut} V$ with $h(0, 0) = \text{id}$ such that

$$\bar{\Omega} = h \Omega h^{-1} - (dh) h^{-1} = A(0, 0) \frac{dx}{x} + B(0, 0) \frac{dy}{y}.$$ 

For convenience, set $A = A(0, 0)$ and $B(0, 0)$. Since the connection is flat, we have $[A, B] = 0$. Computing residues yields

$$h(x, 0) B(x, 0) h(x, 0)^{-1} = B(0, 0).$$ 

Thus, we also have

$$\bar{\Omega} = h(x, 0) \Omega_0 h(x, 0)^{-1} - (dh(x, 0)) h(x, 0)^{-1}.$$ 

**Proposition D.1.** Regularized transport with respect to $\nabla$ from $v_0 = \lambda_0 \partial/\partial y$ anchored at $(x_0, 0)$ to $v_1 = \lambda_1 \partial/\partial y$ anchored at $(x_1, 0)$ is equal to transport with respect to $\nabla_0$ from $(x_0, \lambda_0)$ to $(x_1, \lambda_1)$.
Proof. Apply the definition of regularized transport and use the facts above.

\[ T_{\Omega}(v_0, v_1) = \lim_{y \to 0}(y/\lambda_1)^{B(x_1, 0)}T_{\Omega}(v_0, v_1) = \lim_{y \to 0}(y/\lambda_1)^{B(x_1, 0)}h^{-1}(x_1, y)h(x_0, y)(y/\lambda_0)^{-B(x_0, 0)} \]

Corollary D.2. Regularized transport from \( \lambda_0 \partial/\partial y \in T_{(x_0, 0)}\mathbb{C}^2 \) to

\[ \lambda_1 \partial/\partial y + \mu \partial/\partial x \in T_{(0, 0)}\mathbb{C}^2 \]

with respect to \( \nabla \) is equal to regularized transport from \( (x_0, \lambda_0) \) to \( \mu \partial/\partial \lambda \in T_{(0, \lambda_1)}\mathbb{C} \)

with respect to \( \nabla_0 \).

Proof. From the previous statement, we know

\[ T_{\nabla_0}(v_0, v_1) = \lim_{y \to 0}(y/\lambda_1)^{B(x_1, 0)}T_{\nabla}(v_0, v_1)(y/\lambda_0)^{-B(x_0, 0)}. \]

Right multiplying by \( (x_1/\mu)^{A(0, 0)} \) and taking limits as \( x_1 \to 0 \) yields the standard regularized transport operators

\[ \lim_{x_1 \to 0}(x_1/\mu)^{A(0, 0)}T_{\nabla}(v_0, v_1)(x_1, \lambda_1) = \lim_{x_1 \to 0}(x_1/\mu)^{A(0, 0)}(y/\lambda_1)^{B(x_1, 0)}T_{\nabla}(v_0, v_1)(x_1, y)(y/\lambda_0)^{-B(x_0, 0)}. \]

The left hand side is transport in \( N_{y=0} \) and the right hand side is transport in \( \mathbb{C}^2 \) since \( \exp(-2\pi i A(0, y)) \) is the monodromy operator about \( x = 0 \) at \( (x_1, y) \).

Theorem D.3. The Hain map sends the canonical limit MHS of \( \mathfrak{p}(U_N, \tilde{V}_1) \) to the canonical limit MHS of \( \mathfrak{p}(E_0^\prime, \tilde{V}_1) \).

Proof. By the previous statement, regularized transport in \( \mathcal{P}_N \) to \( \mathfrak{p}(E_0^\prime, \tilde{V}_1) \) is equal first transporting to a smooth point of the nodal cubic \( E_0 \) and then transporting with respect to the KZ connection to \( \tilde{V}_1 \). \( \square \)
## Appendix E. Index of notation

| Symbol | Description                                                                 | Page |
|--------|-----------------------------------------------------------------------------|------|
| $\mathbf{µ}_N$ | the set of $N$th roots of unity                                            | 1    |
| $\mathbb{G}_m$ | the multiplicative group of a field (usually $\mathbb{C}$)                  | 2    |
| $\text{Li}_m$ | the $m$th polylogarithm function                                            | 2    |
| $\mathfrak{h}$ | the upper half plane                                                        | 5    |
| $\pi^\text{un}_1(X, x)$ | the unipotent completion of $\pi_1(X, x)$                                | 5    |
| $\mathfrak{p}(X, x)$ | the Lie algebra of $\pi^\text{un}_1(X, x)$                               | 5    |
| $\omega^*$ | rational fiber functor of $\text{MTM}_N$                                   | 6    |
| $\mathcal{O}_N$ | the ring of $S$-integers of $\mathbb{Q}(\mu_N)$ with $S = \{p \mid p | N\}$ | 8    |
| $\text{MTM}_N$ | the category of mixed Tate motives over $\mathcal{O}_N$                     | 8    |
| $\mathcal{G}_N^*$ | the fundamental group of $\text{MTM}_N$ with respect to $\omega^*$         | 8    |
| $\mathcal{K}_N^*$ | the prounipotent radical of $\mathcal{G}_N^*$                            | 8    |
| $\mathfrak{p}(\mathcal{K}_N^*)$ | the Lie algebra of $\mathcal{K}_N^*$                                      | 9    |
| $\mathbb{L}$ | the Lefschetz period of $\mathbb{Q}(-1)$                                   | 10   |
| $\mathcal{H}$ | Brown’s category of Hodge realizations                                      | 11   |
| $\omega^*_\mathcal{H}$ | fiber functors of $\mathcal{H}$                                           | 11   |
| $\omega_s$ | the 1-form $\frac{dw}{w-s}$                                                | 11   |
| $U_N$ | $\mathbb{G}_m - \mathbf{µ}_N$                                              | 13   |
| $\tilde{w}_\zeta$ | the tangent vector $\zeta \partial/\partial w \in T_0\mathbb{C}$          | 13   |
| $\tilde{v}_\zeta$ | the tangent vector $\zeta \partial/\partial w \in T_0\mathbb{C}$          | 13   |
| $\mathcal{P}^N_m$ | the ring of motivic periods of $\text{MTM}_N$                             | 14   |
| $\text{dch}$ | the straight line path from $\tilde{w}_1$ to $-\tilde{v}_1$                | 14   |
| $\Phi^N_m$ | the motivic Drinfeld associator from $\tilde{w}_\zeta$ to $-\tilde{v}_\zeta$ | 14   |
| $\mathfrak{p}^N_KZ$ | non-canonical fiber of KZ local system                                      | 15   |
| $Y_\Gamma$ | the modular curve $\Gamma \backslash \mathfrak{h}$                         | 15   |
| $X_{\Gamma}$ | the compactification of $Y_{\Gamma}$                                       | 15   |
| $\mathcal{E}_{\Gamma}$ | the universal elliptic curve over $Y_{\Gamma}$                            | 15   |
| $\mathfrak{p}_N$ | non-canonical fiber of KZB local system                                     | 16   |
| $\mathcal{E}'_{\Gamma}$ | $\mathcal{E}_{\Gamma}$ minus single-valued $N$-torsion                   | 16   |
| $X, Y, t_\zeta$ | generators of $\mathfrak{p}_N$                                            | 16   |
| $\tilde{u}$ | the tangent vector $\partial/\partial q$ at $q = 0$ in $Y_{\Gamma}$       | 18   |
| $E_\tilde{u}$ | the first order smoothing of nodal cubic in the direction of $\tilde{u}$   | 18   |
| $E'_\tilde{u}$ | $E_\tilde{u}$ punctured at $\mathbf{µ}_N \hookrightarrow E_\tilde{u}$    | 18   |
| $\mathbb{N}$ | the local system $R_1 f_* \mathbb{Q}$ associated to $f : E_{\Gamma} \to Y_{\Gamma}$ | 24   |
| $E_{m, \zeta}$ | the extension of $\mathbb{Q}$ by $\mathbb{Q}(m)$ with period $\text{Li}_m(\zeta)$ | 29   |
| $\epsilon_{m, \zeta}$ | derivations of $\mathfrak{p}_N$ in KZB                                    | 31   |
| $\sigma_{m, \zeta}$ | generator of $H_1(\mathfrak{f}_N)$ dual to $E_{m, \zeta}$                | 34   |
| SDer | special derivations                                                        | 35   |
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