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We propose the use of the Earth as a transducer for ultralight dark-matter detection. In particular we point out a novel signal of kinetically mixed dark-photon dark matter: a monochromatic oscillating magnetic field generated at the surface of the Earth. Similar to the signal in a laboratory experiment in a shielded box (or cavity), this signal arises because the lower atmosphere is a low-conductivity air gap sandwiched between the highly conductive interior of the Earth below and ionosphere or interplanetary medium above. At low masses (frequencies) the signal in a laboratory detector is usually suppressed by the size of the detector multiplied by the dark-matter mass. Crucially, in our case the suppression is by the radius of the Earth, and not by the (much smaller) height of the atmosphere. We compute the size and global vectorial pattern of our magnetic field signal, which enables sensitive searches for this signal using unshielded magnetometers dispersed over the surface of the Earth. In principle, the signal we compute exists for any dark photon in the mass range $10^{-21} \text{eV} \lesssim m_{A^\prime} \lesssim 3 \times 10^{-14} \text{eV}$. We summarize the results of our companion paper [1], in which we detail such a search using a publicly available dataset from the SuperMAG Collaboration: we report no robust signal candidates and so place constraints in the (more limited) dark-photon dark-matter mass range $2 \times 10^{-18} \text{eV} \lesssim m_{A^\prime} \lesssim 7 \times 10^{-17} \text{eV}$ (corresponding to frequencies $6 \times 10^{-4} \text{Hz} \lesssim f \lesssim 2 \times 10^{-2} \text{Hz}$). These constraints are complementary to existing astrophysical bounds. Future searches for this signal may improve the sensitivity over a wide range of ultralight dark-matter candidates and masses.
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I. INTRODUCTION

The nature of dark matter remains one of the great mysteries in fundamental physics. Myriad dark-matter candidates exist, spanning a wide range of allowed masses. Excitingly, there has recently been significant progress in the exploration of more of this dark-matter parameter space. In this work, we hone in on the ‘ultralight’ portion of the allowed dark-matter mass range, and propose a new detection technique for the dark photon, a well-motivated dark-matter candidate.

The dark photon is a new $U(1)$ gauge boson coupled to the Standard Model (SM) through a kinetic mixing with the ordinary SM photon [2]. Dark-photon dark matter [3] is generically produced from inflation [4–6] and can also be produced in other, model-dependent ways...
Several new experimental approaches aiming at dark-photon detection have recently been developed, and there is significant ongoing interest in this field (see, e.g., Refs. [19–34]).

Several existing direct detection experiments that are sensitive to the electromagnetic effects of dark-photon dark matter, such as ADMX [19] and DM Radio [23], employ a highly sensitive magnetometer with an electromagnetic resonator (e.g., a cavity or lumped-element circuit) inside a shielded region. While these approaches are powerful, their sensitivity falls off at lower dark-photon masses because the signal size is parametrically suppressed by $\sim m_{A'}L$, where $m_{A'}$ is the dark-photon mass and $L$ is the characteristic linear size of the shielded region [23]. If the electromagnetically shielded region is $L \sim 1$ m, then the measurable signal decreases for masses $m_{A'} \lesssim 10^{-7}$ eV (frequencies below approximately 30 MHz).

We propose a new way to detect dark-photon dark matter at much lower dark-photon masses. In contrast to these existing detection approaches, we propose removing the human-made shield and using a sensitive magnetometer exposed to the ambient electromagnetic environment. While at first it might appear that we have removed the significant $\sim m_{A'}L$ suppression, in fact an ‘unshielded’ magnetometer on Earth is necessarily still surrounded by naturally occurring shields; indeed, these natural shields are essential in generating the signal we consider in this work. Given the low-mass dark photons of interest to us, corresponding to signal frequencies $f \lesssim 10^{-2}$ Hz (though still well above yr$^{-1}$), the Earth itself behaves as an excellent conductor, and acts to damp the interacting component of the photon–dark-photon system in exactly the same fashion as a shield. Similarly, while the ionosphere surrounding the Earth may or may not (we will consider both cases) constitute a sufficiently thick layer of good conductor to qualify as a good natural shield, it is certainly true that the interplanetary medium permeating the Solar System beyond behaves as an almost collisionless plasma with a large plasma frequency and is amply thick to damp the interacting component of the photon–dark-photon system. Interestingly though, it turns out that the lower few kilometers of the atmosphere are a marginal or poor conductor. For the relevant frequencies then, we thus effectively have a naturally shielded, vacuum-like air-gap region near the surface of the Earth. But the natural shields at play here have very large characteristic sizes, and we consequently expect enhanced sensitivity to lower-mass dark photons as compared to any conceivable experiment employing laboratory-scale magnetic shields.

In this paper, we calculate the signal of dark-photon dark matter that is expected in a magnetometer that is exposed to the ambient electrical environment near the surface of the Earth, by modeling the naturally shielded atmospheric ‘cavity’ as bounded below by the conducting Earth and bounded above by either (a) the conducting ionosphere, or (b) the plasma of the interplanetary medium. In the former case (a), the cavity is a simple thin spherical shell sandwiched between two good conductors, and the computation proceeds straightforwardly: dark-photon dark matter can drive oscillating charge motion at the interfaces of the Earth and ionosphere with the air gap of the lower atmosphere, and these surface currents give rise to a leading-order magnetic field in the lower atmosphere. In the latter case (b), there is a more complicated electrical environment between the natural shields, and we examine how our results from the former case are modified to more realistically account for the complexities of the electrical environment in the vicinity of the Earth. Perhaps surprisingly, we find that the same leading-order magnetic field is expected in either case. Importantly, our computation resolves a crucial question (see, e.g., Ref. [35]) regarding the length-scale $L$ that enters the geometrical $\sim m_{A'}L$ suppression: is it the height of the atmosphere $L \sim h \lesssim 10^6$ km, or the radius of the Earth, $L \sim R \sim 6 \times 10^8$ km? Perhaps counter-intuitively, we show that it is the larger radius of the Earth which enters the suppression factor, which is much more favorable for the signal. This makes possible a sensitive search for low-mass dark-photon dark matter.

Of course, with a magnetometer lacking a human-made shield, we must ask whether ambient electromagnetic noise will swamp any possible signal, making a sensitive experiment impossible. Rather than trying to estimate all possible noise sources, we have instead carried out a full analysis of an existing dataset from a global network of unshielded, geographically dispersed, three-axis magnetometers that have been operating for decades for the purposes of geophysical metrology [36–38]. We present the results of this analysis in summary form in this work; technical details of the analysis are presented in a companion paper [1]. As we report no robust signal candidates in this analysis, we present limits on the parameter space for dark-photon dark matter. These limits augment existing astrophysical constraints applicable in this dark-photon dark-matter mass range that arise from bounds on gas heating in various environments (see, e.g., Refs. [35, 39–42]). Our search results, arising from significantly different measurements, are competitively complementary to these existing constraints. Future searches for this signal hold promise to significantly expand the reach of this approach beyond existing astrophysical bounds, particularly at higher frequencies.

The rest of this paper is structured as follows. In Sec. II we present an overview of the relevant physics of the kinetically mixed photon–dark-photon system, and a review of the electrical (conductivity) environment near the Earth. Sec. III describes our actual signal. We be-

---

1 Throughout this paper we work in natural units where $\hbar = c = 1$. The conversion to frequency from mass is $f = m_{A'}/(2\pi)$ in natural units; that is, $f \sim 24$ mHz $\times (m_{A'}/10^{-16}$ eV).
gin Sec. III with a simple toy example to illustrate the origin of the dark-photon dark-matter signal we propose to search for and highlight an important point regarding the geometrical suppression factor in a shielded region (Sec. III A). We follow on from this toy example by presenting our calculation of the dark-photon signal near the Earth under two different sets of assumptions about the damping thickness of the ionospheric conductivity layers near the top of the atmosphere: first assuming that the ionosphere is an effective shield (Sec. III B), and then assuming it is not (Sec. III C). The results of the experimental analysis that is detailed in our companion paper [1] are presented in summary form in Sec. IV. We conclude in Sec. V. We present supplemental material in a number of appendices: Appendix A gives an in-depth review of the dynamics of the photon–dark-photon system; Appendix B gives a treatment of our signal without assuming infinite-conductivity (or infinite plasma frequency) boundary conditions near the Earth; Appendix C gives the full forms of some lengthy expressions whose limiting forms we present in the main text; and Appendix D gives our conventions for the vector spherical harmonics.

II. PRELIMINARIES

The behavior of the kinetically mixed photon–dark-photon system in the vicinity of an ordinary electromagnetically (EM) conducting interface exhibits a rich and non-trivial phenomenology. We consider the case of dark-photon dark matter, for which there exists a background, non-relativistic dark-photon field. Observable electromagnetic effects are generated by this background field [22, 23]. Most physically, one can think about these effects as arising due to ordinary electric charges acquiring an effective millicharge under the dark $U(1)$ gauge group (in the so-called ‘mass basis’). The action of the dark-photon field then causes surface currents to be driven at a conducting interface, and those currents in turn source observable electromagnetic fields on the non-conducting side of the interface.

More abstractly, one can consider the observable fields to arise from an abrupt change at the conductor–vacuum interface in the relationship between the vacuum propagation eigenstates and the interaction eigenstates of the mixed photon–dark-photon system; this abrupt change gives rise to neutrino-oscillation-like phenomena in the photon–dark-photon system on the non-conducting side of the interface that lead to the generation of an interacting component of the photon–dark-photon system away from the interface.

In this section, we will first give a short qualitative theory review of the behavior of the photon–dark-photon system, both in vacuum and in conductors or plasmas, and discuss implications for phenomenology; we defer technical details and derivations to Appendix A. With this theoretical motivation in place, we will then review the electromagnetic environment near the surface of the Earth in order to demonstrate that, in some range of frequencies, the lower atmosphere constitutes precisely the kind of environment in which we expect the generation of observable EM signals due to the effects noted above. Specifically, we discuss how the lower atmosphere constitutes a low-conductivity gap sandwiched between two layers in which the active mode of the photon–dark-photon system is effectively damped: (1) the ground, which acts as a good conductor; and (2) either (a) the ionosphere, which as a relatively thin conductive layer may or may not be thick enough to damp the interacting mode, or (b) the interplanetary medium beyond, which acts as a collisionless plasma with a high plasma frequency and which is amply thick enough to achieve the necessary damping.

A. Overview of photon–dark-photon phenomenology

In this work, we consider a massive dark photon ($A'_k$) kinetically mixed with the SM $U(1)$ photon ($A_k$), described by the Lagrangian

$$\mathcal{L} \supset -\frac{1}{4}(F_k)_{\mu\nu}(F_k)^{\mu\nu} - \frac{1}{4}(F'_{k})_{\mu\nu}(F'_{k})^{\mu\nu} + \frac{\epsilon}{2}(F_k)_{\mu\nu}(F_k)^{\mu\nu} + \frac{1}{2} m_{A'}^2 (A'_k)_{\mu}(A'_k)^{\mu} - J_{\text{EM}}^\mu (A'_k)_{\mu}. \quad [\text{kinetically mixed basis}] \quad (1)$$

Here, $(F_{k}(t))_{\mu\nu} \equiv \partial_\mu (A_k(t))_\nu - \partial_\nu (A_k(t))_\mu$ is the field strength tensor for the ordinary (respectively, dark) photon, and $J_{\text{EM}}^\mu$ is the usual SM $U(1)$ electromagnetic current. We assume that the kinetic mixing parameter $\epsilon$ is small: $\epsilon \ll 1$.

While this basis is convenient for making explicit the ‘vector portal’ nature of the mixing (see, e.g., Refs. [43, 44] for discussion of ‘portal’ phenomenology), it is more convenient for our purposes to perform a field re-definition and work in the so-called interaction basis; see Appendix A for a detailed discussion of basis choices and the relationships between various choices. Making the substitutions $A_k \rightarrow A_i$ and $A'_k \rightarrow A'_i + \epsilon A_i$ in Eq. (1), followed by dropping terms at $\mathcal{O}(\epsilon^2)$, we have

$$\mathcal{L} \supset -\frac{1}{4}(F_i)_{\mu\nu}(F_i)^{\mu\nu} - \frac{1}{4}(F'_i)_{\mu\nu}(F'_i)^{\mu\nu} + \frac{1}{2} m_{A'}^2 (A'_i)_{\mu}(A'_i)^{\mu} + \epsilon m_{A'}^2 (A'_i)_{\mu}(A_i)^{\mu} - J_{\text{EM}}^\mu (A'_i)_{\mu}. \quad [\text{interaction basis, } \mathcal{O}(\epsilon)] \quad (2)$$

For the moment, we will keep the subscript-i on the interaction basis states. Later, in Sec. III, where we work solely in the interaction basis to make field computations, we will drop these subscripts and identify $A_i \equiv A$, and $A'_i \equiv A'$ for notational simplicity.
It is apparent from Eq. (2) that, of the interaction-basis states, only the ‘interacting state’ \(A_i\) (sometimes also called the ‘active mode’) couples to EM charges; the ‘sterile state’ \(A'_i\) does not. On the other hand, the presence of the mass-mixing term \(m^2_{\text{mix}}\) makes clear that these interaction eigenstates are not the propagation (momentum) eigenstates in vacuum (we denote these \(A_{1,2}\)). In particular, in vacuum, these are related at \(\mathcal{O}(\varepsilon)\) by

\[
\begin{pmatrix} A_1 \\ A_2 \end{pmatrix} = \begin{pmatrix} 1 & -\varepsilon \\ +\varepsilon & 1 \end{pmatrix} \begin{pmatrix} A_i \\ A'_i \end{pmatrix}; \\
[\text{vacuum, } \mathcal{O}(\varepsilon)]
\]

see the detailed discussion in Appendix A.

This mismatch of the interaction and propagation eigenstates and, in particular, the changes in the relationships between those eigenstates that occur as one moves from one medium to another can give rise to phenomena directly analogous \cite{22} to neutrino oscillations. For example, suppose that a field configuration is such that, on some physical boundary \(\Sigma\) to a region of vacuum, we have that (1) the interacting field component is vanishing, \(A_i|_{\Sigma} = 0\) (as happens, e.g., at a conductive interface). Suppose also that (2) the sterile field component is non-vanishing, \(A'_i|_{\Sigma} \neq 0\). Because of the misalignment of the interaction and momentum eigenbases, these conditions require that the momentum eigenstates \(A_{1,2}\) have a certain fixed relationship with each other: under the assumptions here, (1) imposes that \((A_1 + \varepsilon A_2)|_{\Sigma} \approx 0\), while (2) imposes \((-\varepsilon A_1 + A_2)|_{\Sigma} \approx A'_i|_{\Sigma}\). At leading order then, \(A_2|_{\Sigma} \approx A'_i|_{\Sigma}\), while \(A'_i|_{\Sigma} \approx -\varepsilon A_i|_{\Sigma}\). Now consider a test charge located at \(x\), within the vacuum region; it will be sensitive to the local interacting field component \(A_i(x) \approx A_1(x) + \varepsilon A_2(x)\). If \(x\) were located on the surface \(\Sigma\), then condition (1) would by construction cause this linear combination to vanish and the test charge would experience no effect. However, because the momentum eigenstates \(A_{1,2}\) have different momentum eigenvalues \(k_{1,2}\) and hence different phase evolution \(\sim \exp[i k_i \cdot x]\) under translations, we generically have \(A_i(x) \neq -\varepsilon A_2(x)\) when \(x\) is not on the surface \(\Sigma\). As such, the interacting field component \(A_i(x)\) will not vanish at \(x\) away from the boundary \(\Sigma\), and a test charge at \(x\) will thus be accelerated. In other words, in this language, simple vacuum propagation of this coupled system causes a measurable interacting field that is constrained to be zero on some boundary, to be re-generated some distance away from the boundary.

The interface between vacuum and a good conductor supplies a natural location for the interacting component \(A_i\) of the field to vanish. As we discuss in detail in Appendix A, in a good conductor (conductivity \(\sigma \gg m^2_{A_i}/\omega\) where \(\omega\) is the angular frequency of interest for the field oscillation), the large self-energy for the interacting mode \(A_i\) leads to a close alignment of the interaction and momentum eigenstates in the conductor. Moreover, in this limit, the interacting component \(A_i\) rapidly decays on the skin-depth length-scale \(\delta \sim \sqrt{2/|\omega\sigma|} \ll m^{-1}_A\) (see, e.g., Tab. I and Sec. II B). On the other hand, the sterile state \(A'_i\) has the dispersion relation \(k^2 \approx \omega^2 - m^2_{A'_i}\), up to highly suppressed corrections: it behaves as a particle with a mass \(m_{A'_i}\) and is barely impacted by the medium at all. Therefore, deep in a conducting medium (i.e., any more than a few skin-depths from any interface), any non-zero field configuration must be purely in the sterile state \(A'_i\), which is itself essentially unaffected by the presence of the medium.

If we specialize to the case of dark-photon dark matter, then in order to match astrophysical and cosmological observations, the dark photons must be non-relativistic (i.e., \(\omega \approx m_{A'_i}\)). Consider a region of space characterized by a high conductivity, \(\sigma \gg m_{A'_i}\), and assume that this region in space is large compared to the skin-depth \(\delta\) for the interacting state in the conductor. To excellent approximation, the dark-matter field in that region will then be purely in the sterile state, with no interacting admixture.

Specifically, the dark-photon dark-matter field in the vicinity of the Earth is a coherently oscillating vector field with a random initial polarization state, which can be written as (the real part of)

\[
A'_i(x,t) \approx \frac{\sqrt{2\rho_{\text{DM}}}}{m_{A'_i}} e^{-im_{A'_i}t} \times \sum_{i=1}^{3} \xi_i(x,t) \hat{n}_i e^{i\phi_i(x,t)},
\]

where \(\hat{n}_i\) \((i = 1, 2, 3)\) are a set of orthonormal Cartesian basis vectors fixed in an inertial frame. The \(\xi_i(x,t)\) are \(\mathcal{O}(1)\) functions and the \(\phi_i(x,t)\) are phases; together these fix the dark-photon polarization state. Compared to the leading \(e^{-im_{A'_i}t}\) phase evolution, the functions \(\xi_i\) and \(\phi_i\) all vary slowly, on length-scales \(L_{\text{coh}} \sim \lambda_{\text{de Broglie}} \sim 2\pi/(m_{A'_i}\nu_{\text{DM}})\) and timescales \(T_{\text{coh}} \sim L_{\text{coh}}/v_{\text{DM}} \sim 2\pi/(m_{A'_i}v^2_{\text{DM}})\), owing to the dispersion of DM velocities \(v_{\text{DM}} \sim 10^{-3}\) in the Milky Way.\(^3\) Note that the dark-photon polarization state \(\propto \sum_i \xi_i \hat{n}_i e^{i\phi_i}\) is generally elliptical: the field is not generally simply oscillating back and forth along a real 3-vector direction with its magnitude passing back and forth through zero. Moreover, at leading order, the direction of the DM velocity vector (including any net DM wind) is not relevant for setting the polarization state of the DM field (i.e., the vectorial orientation of \(A'_i\)).

If there is a cavity hollowed out within the high-conductivity region of space mentioned above, such that in the cavity we have \(\sigma \ll m_{A'_i}\), then the interfaces between the cavity and the conducting material will, of course, be surfaces on which the interacting state must vanish, while the sterile state simply takes the same non-zero value at the interface that it does just inside the conductor. This setup is precisely that required to give rise

\(^3\) Indeed, one can arrive at Eq. (4) by integrating a set of plane waves with random phase offsets and vectorial orientations, and phase evolution governed by \(\exp[-i(\omega t - k \cdot x)]\) where \(\omega = m_{A'_i}\sqrt{1 + v^2}\) and \(k = m_{A'_i} v\) over the standard galactic-rest-frame Maxwell–Boltzmann DM velocity distribution for \(v\).
to the oscillation phenomenon discussed above, and an interacting, detectable field will be generated inside the cavity [22] (similar observations in the context of light-shining-through-walls experiments appear in Refs. [45–47]). Specifically, in the limit where the geometrical dimension $R$ of the cavity, as measured transverse to the axis on which the polarization vector of the sterile field oscillates, satisfies the condition $m_{A'} R \ll 1$, it can be shown that the dominant field generated within the cavity is an oscillating magnetic field with a magnitude $B \sim \varepsilon (m_{A'} R \sqrt{\rho_{dm}}) [23]$ near the walls of the cavity. This is the origin of the signal being searched for by, e.g., the DM Radio experiment [23, 24, 48].

Because the only role played in the preceding few paragraphs by the conductive medium was to supply boundary conditions for the interacting state in the cavity (or, more physically, to supply charges that could be accelerated to generate surface currents that allow the net parallel electric field to be canceled exactly at the cavity walls), similar conclusions also naturally apply to the case where the medium surrounding the cavity is instead a nearly collisionless plasma with a high plasma frequency; i.e., $\omega_p \gg \omega \gg m_{A'} \gg \nu$, where $\omega_p$ and $\nu$ are the plasma and collision frequencies, respectively. For this case, the approximate replacement rule in the discussion above about the active mode damping length is $\sigma \rightarrow \omega_p^2/\omega$; see Appendix A for detailed discussion.

In this work, we will apply these observations to a natural physical system of experimental interest: the Earth. As it turns out, the Earth acts as an excellent conductor in the dark-photon mass range of interest to us. On the other hand, in the same mass range, the conductivity of the lower atmosphere is poor. Above the lower atmosphere, the electrical environment near the Earth is complicated, with possible effects from both the ionosphere/magnetosphere (which may act as a layer of good conductivity, but also may not) and the interplanetary medium beyond the Earth’s magnetosphere (which acts as a collisionless plasma with a high plasma frequency). In either scenario, however, the lower atmosphere constitutes a large ‘vacuum’ gap$^4$ sandwiched between two media which efficiently damp the active component of the photon–dark-photon system. Thus, we expect to find an observable magnetic field in the gap. A similar observation that such a signal may exist was made briefly in Ref. [35], but we disagree with the brief comments made therein on the size of the possible suppression of the effect. However, before turning to the computation of the size of the expected signal (see Sec. III), we first discuss the electrical environment near the Earth in more detail.

---

4 Dielectric effects of the atmospheric medium do not spoil this, as such effects would enter only via the relative permittivity, which is approximately unity.

B. Electrical environment near the Earth

In this subsection, we discuss in detail the electrical conductivity environment in the vicinity of the Earth’s surface. The main purpose of this discussion is to establish that, for an interesting range of dark-photon masses, this environment approximates a poor conductivity gap—the lower atmosphere—sandwiched between two layers which effectively damp any active component of the mixed photon–dark-photon system: (1) at the inner edge of the gap, the interior of the Earth; and (2) at the outer edge of the gap, either (a) the interplanetary medium, or (b) the ionosphere. Readers who are interested mainly in the conclusions of this section can refer to Fig. 1 for a rough sketch of the conductivity profile near the Earth’s surface and continue to Sec. II B 6 for a brief summary of the discussion.

Although the signal we find in this work would in principle be present for any dark photon in a wide range of masses $10^{-21}$ eV $\lesssim m_{A'} \lesssim 3 \times 10^{-14}$ eV (see Sec. II B 6), by way of calibration for the present discussion, the range of dark-photon masses of practical interest in this work (see Sec. IV) and Ref. [1] is $2 \times 10^{-18}$ eV $\lesssim m_{A'} \lesssim 7 \times 10^{-17}$ eV, corresponding to oscillation frequencies $6 \times 10^{-4}$ Hz $\lesssim f_{A'} \lesssim 2 \times 10^{-2}$ Hz and Compton wavelengths $8 \times 10^4 \gtrsim \lambda_{A'}/R \gtrsim 3 \times 10^3$, where $R$ is the Earth radius (the dark-photon de Broglie wavelengths are $10^3$ times larger since $v_{dm} \sim 10^{-3}$).

1. Surface and interior of the Earth

At the frequencies of interest to our work, it is common practice (see, e.g., Refs. [49, 50]) to approximate the Earth as a highly conductive spherical ball. This can easily be justified by examining the representative conductivities for the various layers of the surface and interior of the Earth which are shown in Tab. I, along with the corresponding skin-depths for the interacting mode of the photon–dark-photon system (see Appendix A).

The low-frequency ($f \lesssim 30$ kHz) conductivity of the crust of the Earth exhibits fairly large local fluctuations near the surface owing to the presence of oceans and varying solid ground composition [51], and is typically insufficiently thick to be damping for an active mode with $\omega \sim 10^{-18}$ eV. However, the crust is only a few tens of kilometers thick. The mostly molten layer immediately below the crust, the upper mantle, can be approximated as a bulk layer with an approximately uniform, isotropic conductivity, and is already thick enough to be moderately damping for the interacting component of the photon–dark-photon system even for $\omega \sim 10^{-18}$ eV. By the depth of the lower mantle, roughly 500–1000 km below the surface, the conductivity has increased sufficiently that the lower mantle, and outer and inner cores are all some orders of magnitude thicker than the active-mode skin-depth for $\omega \gtrsim 10^{-18}$ eV (and down to lower frequency modes as well, although this is not relevant for
our work).

Given these observations, a highly conductive spherical ball model for the Earth, with the thickness and conductivity required to completely damp any interacting component of the photon–dark-photon system, is justified down to at least $\omega \sim 10^{-18}$ eV (and onward to much lower frequencies too). It is also clear that the radius of the spherical ball at which the interacting component can be assumed to be completely damped is in the worst case only $\sim (\text{few}) \times 10^2 \text{km} \sim 10^3 \text{km}$ below the surface; given that the Earth radius is $\sim 6.4 \times 10^8 \text{km}$, this sufficiently highly conductive ball has a radius that is $O(1)$ of that of the Earth. We will show in Sec. III C, however, that the exact assumed radius of this conductive ball will not affect our leading order result: regardless of the details of the conductivity profile of the Earth, the relevant length-scale that will appear in our magnetic field signal will be the radius at which the magnetic field is measured, which will be the radius of the Earth $R$.

2. Lower atmosphere

As might be expected, however, the gaseous lower atmosphere presents a vastly different electrical conductivity environment as compared to the solid/liquid environments found in the interior of the Earth. The low free-charge densities (near the ground, induced mainly by ground radioactivity and radioactive gases [56]) and short collision lengths in the lower atmosphere guarantee that the lower few kilometers of the atmosphere are a fairly poor conductor: typical values of conductivity just above the ground are in the range $\sigma(h = 0) \sim 1 \sim 3 \times 10^{-14} \text{S/m} \sim 7 \times 10^{-19} \sim 2 \times 10^{-18} \text{eV}$ [56]. With increasing altitude $h$, the density of neutral atoms falls (leading to longer collision times) and the (cosmogenic) small-ion charge density increases [56], which both act to cause the conductivity to then rise exponentially: $\sigma(h) \approx \sigma(h = 0) e^{h/h_s}$, with the scale height $h_s \sim 5–6 \text{ km}$ [56]; this expression is valid until $h \sim 60–90 \text{ km}$.

Because the delineation between good and poor conductor behavior for the photon–dark-photon system is (see Appendix A) $\sigma_s \sim m_A^2/\omega \sim m_A\lambda$ for $\omega \sim m_A$, there is thus a thin layer in the lower atmosphere—from just above the ground, to a few to perhaps tens of kilometers of altitude—that acts as a relatively poor conductor for the photon–dark-photon system with $\omega \sim m_A \gtrsim (\text{few}) \times 10^{-18} \text{eV}$. Moreover, the active-mode damping length, $\delta$, in the lower atmosphere is enormous compared to either the thickness of the atmospheric layer or size of the Earth:

$$
\delta \sim \sqrt{\frac{2}{m_A \sigma}} \\
\sim 1.3 \text{AU} \times \sqrt{\frac{10^{-18} \text{eV}}{m_A}} \times \sqrt{\frac{3 \times 10^{-14} \text{S/m}}{\sigma}}.
$$

We generally assume a homogeneous, time-invariant lower-atmospheric conductivity. Weather phenomena would, of course, cause largely stochastic, short-lived, and relatively local (even for the largest storm systems) fluctuations to the lower atmospheric conductivity environment, for instance via rain, clouds, and/or lightning. For example, there can be an associated increase

---

5 We note that the upper end of this range lies near the lower end of our range for $m_A$. We demonstrate in Appendix B that our calculation is still valid even when $\sigma \sim m_A$ in the lower atmosphere.
FIG. 1. Sketch of the conductivity (or plasma frequency, where applicable) profile in the vicinity of the Earth’s surface in (1) the case where the ionosphere is thick enough to damp active photon modes [solid red], and (2) the case where it is not and we must consider the electrical environment out to the interplanetary medium (IPM) [dotted and solid green]. In the former case, we terminate the sketch some distance into the ionosphere, as the details above that altitude are irrelevant. In the latter case, we note that the conductivity or plasma frequency in the magnetospheric region (i.e., between the ionosphere and the magnetopause) can be quite complicated, and we have indicated this by dotting the green line, and including the shaded band and the question mark: we show in Sec. III C that, under reasonable assumptions, the details of the profile here do not matter for our signal. Note that the magnetopause has an aspherical tear-drop shape which is much larger in spatial extent in the downstream direction of the solar wind (i.e., the nightside of the Earth) than in the upstream direction (dayside). The vertical extent of the blue band indicates the range of dark-photon masses $m_{\Delta'}$ we consider, in correct relation to the relative sizes of (a) the conductivity in the lower atmosphere, (b) the conductivity in the Earth’s crust/upper part of the mantle (representative value labeled on the plot), (c) the (Pedersen) conductivity of the ionosphere, and (d) the plasma frequency of the interplanetary medium beyond. While we stress that this plot is highly schematic, it correctly captures that, in the upper atmosphere (interplanetary medium) and the Earth’s crust, the conductivity (plasma frequency) exceeds the dark-photon mass, while the opposite is true in the lower atmosphere. Representative numerical values shown are very rough, and the reader is referred to the text of Sec. II B for detailed discussion and caveats associated with this sketch.

in the (mostly negative polar) electricity conductivity of the atmosphere during certain types of heavy rainfall, but the effect appears to be at the level of a factor-of-3 increase [57]; in view of the damping length estimate at Eq. (5), this would not dramatically alter whether any unshielded magnetometer station would, for instance, end up being effectively shielded during a heavy rainfall. Moreover, the signal we will derive in Secs. III B and III C is a long-lived, global magnetic field signal. As such, while weather-related atmospheric conductivity phenomena would undoubtedly cause additional local signal features, we do not expect them to be able to significantly modify the leading global signal that we report. See also further discussion, including comments on the Schumann Resonances and Ionospheric Alfvén Resonator, in Sec. III C.

3. Ionosphere

The simple conductivity model for the atmosphere mentioned in the previous subsection begins to break down at the ionospheric layers that surround the Earth, at altitudes $\sim (0.9–few) \times 10^2 \text{km}$. The ionosphere is a complicated, multi-layer, anisotropic conductive medium whose properties depend sensitively on altitude and geographical location, and which exhibits both daily and longer-period modulation [49, 58, 59].

The highest concentration of ionized electrons and ions that are found to occur in the ionospheric layers, $n \sim 10^6 \text{cm}^{-3}$ under optimal conditions, would in principle be sufficient to support isotropic conductivities on the order of $\sigma \sim 10^1–10^2 \text{S/m}$ [58, 59]. However, charge motion in the ionosphere is subject to non-negligible effects of the Earth’s magnetic field $B_\odot$, and this significantly modifies the conductivity properties of the medium, particularly in directions perpendicular to the magnetic field lines [58, 59].

The ‘parallel conductivity’ (i.e., that which applies for
charge motion in response to an electric field applied along the direction of $B_\parallel$ field lines) is effectively the same as the isotropic conductivity one would obtain absent the $B_\parallel$ field: it rises to $\sigma_\parallel \sim 15 S/m \sim 7 \times 10^{-5} eV$ by an altitude of 120 km (ionospheric E layer), and continues to rise as high as $\sigma_\parallel \sim 10^7 S/m \sim 7 \times 10^{-3} eV$ at an altitude of $\sim 300$ km (F layer) [58, 59]. Moreover, the high altitude (upper F layer) parallel conductivity varies temporally by less than an order of magnitude over daily or solar cycle periods, and remains in the $\sigma_\parallel \sim 1\sim 10 S/m$ range [58]. If this were an isotropic conductivity, the associated characteristic active-mode skin-depth
\[
\delta \sim \sqrt{\frac{2}{m_A\sigma}} \sim 2 \text{km} \times \sqrt{\frac{10^{-18} eV}{m_A'}} \times \sqrt{\frac{10^2 S/m}{\sigma}} \quad (6)
\]
would easily be short enough to completely damp the interacting mode within the ionosphere.

However, the conductivity relevant for charge motion in the direction of an electric field applied perpendicular to the $B_\parallel$ field lines, the so-called Pedersen conductivity $\sigma_\perp$ [58, 59], behaves very differently from the parallel conductivity.\(^6\)

Characteristic values for the Pedersen conductivity around noon at mid-latitude locations during medium solar activity (Wolf number $R_{\text{Wolf}} \sim 70$) are $\sigma_\perp \sim (\text{few}) \times 10^{-4} S/m \sim (\text{few}) \times 10^{-8} eV$ at an altitude of $\sim 120$ km (E layer), falling to $\sigma_\perp \sim (\text{few}) \times 10^{-5} S/m \sim (\text{few}) \times 10^{-9} eV$ by an altitude of $\sim 160$ km (lower F layer), and remaining there until an altitude of $\sim 250$ km. The Pedersen conductivity then falls exponentially with increasing altitude, reaching $\sigma_\perp \sim 10^{-7} S/m \sim 7 \times 10^{-12} eV$ around $\sim 500$ km (upper F layer). These values, however, exhibit significant daily and longer-term (solar cycle) modulations [58]: at times of low solar activity ($R_{\text{Wolf}} \sim 35$), night-time Pedersen conductivities are up to 2 orders of magnitude smaller in the E layer than during the day, and approximately an order of magnitude smaller in the F layer [58]. At times of peak solar activity ($R_{\text{Wolf}} \sim 200$), there are regions where the Pedersen conductivity remains $\sigma_\perp \sim (\text{few}) \times 10^{-4} S/m$ at all hours of the day, although the altitude and thickness of this layer varies: it is in the E layer at $\sim 100$ km during the day, and in the lower F layer at $\sim 200$ km at night [58]. Although approximate and quite variable, these characteristic values are all very high compared to the dark-photon mass range of interest $\sigma \gg m_A$.

However, it is clear that the layer of high Pedersen conductivity is only $\sim (\text{few} \times 10^5\sim 10^6)$ km thick. By contrast, a *homogeneous, isotropic* conductor with homogeneous, isotropic conductivity values on the order of the peak Pedersen conductivity would exhibit an active-mode damping length of order
\[
\delta \sim \sqrt{\frac{2}{m_A\sigma}} \sim 1300 \text{km} \times \sqrt{\frac{10^{-18} eV}{m_A'}} \times \sqrt{\frac{3 \times 10^{-4} S/m}{\sigma}}. \quad (7)
\]

Although this is not strictly the correct comparison (i.e., damping in an isotropic conductor with isotropic conductivity of order $\sigma_\perp$ is not the same as damping in an anisotropic conductor with the smallest conductivity of order $\sigma_\parallel$), the fact that this characteristic damping length exceeds (or, depending on $m_A'$, is comparable to) the thickness of the relevant ionospheric layer where the Pedersen conductivity has such large values, makes it questionable whether the interacting mode will damp within the ionospheric layer in our dark-photon mass range of interest.

The upshot of this discussion is that the ionosphere always has high characteristic anisotropic conductivities $\sigma_{\{\perp,\parallel\}} \gg m_A'$, within some thickness. However, only the parallel conductivity $\sigma_\perp$ attains values sufficiently large that an isotropic conductor with the same conductivity would result in guaranteed damping of the interacting mode within the thickness of the ionospheric layers throughout the whole mass range in which our signal computation is valid; see Sec. II B 6. On the other hand, for $m_A' \lesssim (\text{few}) \times 10^{-16} eV$, an isotropic conductivity of the same size as typical mid-solar-cycle peak Pedersen conductivity would not necessarily be sufficient to significantly damp the interacting mode within the thickness of the ionosphere; see again the discussion in Sec. II B 6.

As a result, we will hedge our modeling of the ionosphere and consider two possible cases: (a) the ionosphere does act to completely damp the interacting mode within its thickness; and (b) it does not, so we must consider the medium beyond the ionosphere.

4. Earth’s magnetosphere

The ionosphere is only a constituent part of the larger magnetosphere, the region of space where the magnetic field is dominated by the Earth’s own (mostly dipolar) field. This is a complicated and highly dynamic environment, which in addition to the ionosphere, contains other

---

\(^6\) There is also a third conductivity, the Hall conductivity $\sigma_h$, which characterizes charge motion perpendicular to both applied electric field and $B_\parallel$. Qualitatively, the Hall conductivity behaves broadly similarly to the Pedersen conductivity: they have similar peak values, and both peak in the ionospheric layers and then drop at higher altitude, but there are important differences with regard to the details of their altitude profiles [58, 59]. It is not clear that a Hall conductivity is relevant to questions of active-mode damping, as Joule energy loss is $\propto J \cdot E$, and $J_h \perp E$. However, even if it is, its effects would be qualitatively similar to the Pedersen conductivity; as a result, the Hall conductivity will not modify our qualitative arguments in the text regarding the ionospheric layer thicknesses vis-à-vis the active-mode damping length.

\(^7\) The Wolf number $R_{\text{Wolf}}$ measures the number of sunspots, and varies from $R_{\text{Wolf}} \sim 0$ at solar minimum to $R_{\text{Wolf}} \sim 100\sim 200$ at solar maximum, on the $\sim 11$-year solar cycle (see, e.g., Ref. [60]).
distinctive features. Just above the ionosphere is the so-called plasmasphere (some sources define the ionosphere as being the lower part of the plasmasphere), a region of cold charged plasma (mostly originating from the solar wind) which can extend up to a few Earth radii from the surface. The outer edge of this region is defined by a steep decline in plasma density, dubbed the plasmapause [61]. In addition, the magnetosphere contains the two Van Allen radiation belts, which are regions of highly energetic electrons and protons trapped by the Earth’s magnetic field. The inner belt, located at 1–3 Earth radii, is relatively stable, while the outer belt, located at 3–7 Earth radii, can vary significantly in response to solar activity [62]. Finally, the boundary of the magnetosphere, the magnetopause, marks the outset of the interplanetary medium (see next subsection), where the dominant magnetic field is that of the Sun. The magnetopause has a location and shape that is highly variable and depends on the prevailing state of the solar wind; generally, it takes a highly aspherical tear-drop-like shape that extends up to 10 Earth radii in the upstream direction of the solar wind (i.e., toward the Sun) and up to 200 Earth radii in the downstream direction (i.e., away from the Sun) [63, 64]. For the purposes of this current work, we do not attempt to explicitly account for this environmental complexity; instead, we will argue that the relevant part of the signal we have found should be independent of these details (see Sec. III C).

5. Interplanetary medium

Beyond the Earth’s magnetopause lies the interplanetary medium which permeates the Solar System. The interplanetary medium consists of a hot collisionless plasma consisting of fast-moving electrons, and ions streaming outward from the Sun at a few hundred km/s. This plasma will also damp low-frequency interacting photon modes.

The interplanetary medium electron number density in the vicinity of the Earth is, on average, \( n_e \sim 5 \text{ cm}^{-3} \), while the electron temperature is \( T_e \sim 10^5 \text{ K} \) [65, 70, 71]. This implies an electron-ion collision frequency of roughly [35]

\[
\nu = \frac{4\sqrt{2\pi\alpha^2}n_e}{3\sqrt{m_e T_e^3}} \ln \Lambda_C \sim 10^{-20} \text{ eV},
\]

where \( \alpha \) is the fine structure constant and the Coulomb logarithm can be estimated as [35]

\[
\ln \Lambda_C = \frac{1}{2} \ln \left( \frac{4\pi T_e^3}{\alpha^3 n_e} \right) \approx 27.
\]

This collision frequency lies below the dark-photon mass range of interest to us in this work; the plasma can thus be treated as collisionless.

The solar wind flowing out from the Sun carries with it solar magnetic field lines [72], leading to a characteristic magnetic field in the vicinity of the Earth (outside the magnetopause) of around \( B_\odot \sim 5 \text{nT} \) [71]. This implies a cyclotron frequency for the electrons of

\[
\omega_e = \frac{eB_\odot}{m_e} \sim 6 \times 10^{-13} \text{ eV},
\]

which lies far below the characteristic electron plasma frequency of\(^{10}\)

\[
\omega_p = \sqrt{\frac{4\pi n_e \alpha}{m_e}} \sim 10^{-10} \text{ eV},
\]

or \( f_p \approx 20 \text{ kHz} \). Therefore the effects of the magnetic field can be neglected as well.

The primary effect of the plasma will thus be to add an effective mass \( m_A' \gg m_A \) to the dispersion relation of interacting modes in the interplanetary medium (see Appendix A for more nuanced discussion). Interacting modes in the medium with frequencies below \( \omega_p \) will not propagate; they will instead be damped over the characteristic scale \( \delta \sim 1/\omega_p \sim 2 \text{ km} \ll L_{\text{Solar System}} \). As this is an extremely short length-scale compared to characteristic distances in the Solar System, it is thus safe to assume that the interacting mode of the photon–dark-photon system throughout our entire mass range of interest is effectively damped out completely within the interplanetary medium.

6. Summary

Here we summarize the relevant features of the near-Earth environment discussed in this section, and outline the mass range of validity for our models of the environment used in Sec. III. As we are considering the effects of ultralight dark-photon dark matter, our discussion will be restricted to masses \( m_{A'} \gtrsim 10^{-21} \text{ eV} \) (i.e., \( f \sim 2.5 \times 10^{-7} \text{ Hz} \)) which are sufficiently large to allow for observed small-scale dark-matter structure [73–76]. On the other hand, the signal derived in Sec. III crucially relies on the Compton wavelength of the dark matter being larger than the radius of the Earth, so we will also restrict to masses \( m_{A'} \lesssim 3 \times 10^{-14} \text{ eV} \) (i.e.,\(^{10}\)

---

8 Large upward transitory excursions by factors of \( \sim 10 \) are of course seen during solar storm events, such as flares or coronal mass ejections [65–68].

9 Voyager mission measurements indicate that the interplanetary medium maintains an electron and ion density \( n \gtrsim 10^{-11} \text{ cm}^{-3} \) [69] all the way out to the heliopause, some \( \sim 100 \text{ AU} \) from Earth.

10 The charged ion plasma frequency is of course a factor of \( \sqrt{m_p/m_e} \sim \sqrt{1800} \) smaller.
In this section, we proceed as follows: First, to motivate the appearance of the $m_A R$ dependence, as well as to introduce some features of our Earth calculation, we calculate the effect of a dark photon in a simple toy example of a wide and squat cylindrical cavity hollowed out of a perfect conductor; see also Appendix A.b of Ref. [23]. Second, we calculate the magnetic field signal in the vicinity of the Earth, for the case of the first model for the active mode. Therefore, in order to remain agnostic about the effect of the ionosphere, in this section we compute the expected signal considering two different idealized models for the environment near the Earth.

In both models, we idealize the Earth as a perfect conductor and the lower atmosphere as a vacuum. In light of the long active-mode damping length, we show in detail in Appendix B that even having the conductivity as large as $\sigma \sim m_A$ in the lower atmosphere does not spoil the assumption that this gap is effectively vacuum. For the first model, we take the outer boundary of our geometry to be the ionosphere, which we assume to be a perfectly conducting spherical layer (i.e., a layer of sufficient thickness to completely damp the active mode of the photon–dark-photon system). That is, we take the vacuum atmospheric air gap to be sandwiched between two perfect spherical conductors separated by a gap (the height of the atmosphere) much less than the radius of the Earth. For the second model, we ignore the ionosphere and magnetospheric environment, and take the outer boundary to be the Earth’s aspherical magnetopause, assuming that the interplanetary plasma medium beyond acts to completely damp the active mode of the photon–dark-photon system at the location of the magnetopause.

In both cases, we find the same signal at leading order: a monochromatic magnetic field signal with the spatial dependence of a particular vector spherical harmonic (VSH) [see Appendix D for VSH conventions] at the surface of the Earth. In the aspherical case, additional magnetic field contributions appear, but they are in different VSH components which can easily be distinguished from the one of interest.

A key feature of our result is the characteristic length-scale that determines the suppression of the dark-photon signal. Similar to many other dark-photon observables, our signal is suppressed by $\epsilon m_A [23, 35, 39–42]$; on dimensional grounds, the factor of $m_A$ comes along with a length-scale. In either model, our cavity has two such scales: the radius of the Earth $R$, and the characteristic size of the gap between the Earth and the outer boundary (either the ionosphere or magnetopause) $\hbar$. In the case where the ionosphere functions as our outer boundary, the latter is far smaller than the former. A priori one may expect that the suppression would be determined by the shortest length-scale of the cavity, which in the case where the ionosphere functions as the shield would be the height of the atmosphere, $\hbar \ll R$ (see, e.g., comments in Ref. [35]). However, we show that in both models the observable magnetic field generated by the dark-photon field is, in fact, suppressed by $m_A R$, not by $m_A \hbar$.

In this section, we derive the observable magnetic field signal which the dark photon sources near the Earth’s surface in the atmospheric cavity bounded by the Earth itself below, and by either the ionosphere or the interplanetary medium above.

As discussed in Sec. II.B, the Earth may be treated as a good conductor in which the active mode of the photon–dark-photon system is efficiently damped, while the lower atmosphere is a region of relatively poor conductivity where the active mode propagates almost without attenuation. However, the effects of the ionosphere above are more complicated, as this layer may or may not be thick enough to act as an adequate shield for the active mode. The interplanetary medium beyond this, however, can be considered a plasma with a high plasma frequency (i.e., much above our frequency range of interest) and essentially infinite extent, and thus a good shield
with a spherical, perfectly conducting outer boundary at the ionosphere. Finally, we compute our signal in the second model with an aspherical outer boundary of the magnetosphere.

A. Toy example: cylindrical cavity

Consider a cylindrical cavity of radius $R$ and height $L$ whose walls have infinite conductivity, in the presence of a dark-photon field oriented along the axial symmetry axis of the cylinder (which we will take to be the $z$-axis). We will demonstrate that the magnetic field sourced by the dark-photon field does not depend on the dimension of the cavity $L$ that is longitudinal to the dark-photon field, but rather only on the transverse dimension $R$, even if $L \ll R$.

Before proceeding, we note that unless otherwise specified, from this point onward in this paper, the terminology ‘dark photon’ or ‘dark-photon field’ refers to the sterile state in the interaction basis, $A_i'$. Also, because we work solely in the interaction basis from this point onward, we will for notational simplicity drop the subscript $i$ on both the sterile and interaction states in the interaction basis: i.e., for the remainder of the body of the paper, $A_i \equiv A$ and $A_i' \equiv A'$.

Our calculation will be based on the ‘effective background current’ approach for treating the effects of the dark-photon field, which we will briefly outline here; see Refs. [22, 23] and Appendix A 3 for careful treatments. Because the sterile dark-photon field itself is unaffected to leading order in $\varepsilon$ by the presence of a conductor or by the presence of an interacting component (see Appendix A), it is consistent when $\varepsilon \ll 1$ to neglect back-reaction on the dark-photon field and treat $A'$ as a background field. In the interaction-basis Lagrangian, Eq. (2), the terms $\mathcal{L} \supset -(J_{\mu,\text{em}}' - \varepsilon m_{A'}^2 A'^\mu A_\mu)$ appear. It is thus clear that with $A'$ treated as a background field at leading order, it acts to source observable electromagnetic fields in a manner indistinguishable from an effective current given by

$$J_{\text{eff}}(x,t) = -\varepsilon m_{A'}^2 A'(x,t). \quad (12)$$

Note that we have written only spatial components here because, in the non-relativistic limit $\omega \gg k$, the effective charge density vanishes, $J'_{\text{em}} \to 0$ (see Appendix A 3 for a detailed discussion).

Before explicitly computing the electric and magnetic field solutions, let us first explore a simple argument to see why the result will depend on $R$ but not $L$. Consider a circular Amperian loop that runs around the inner circumference of the cavity (parallel to the top and bottom faces of the cavity); see Fig. 2. Assume the dark-photon field $A'$ is aligned with the axial symmetry axis of the cavity (i.e., perpendicular to the top and bottom surfaces). The magnetic field inside the conductor is sourced by the effective background current density $J_{\text{eff}}$ and must be axial on symmetry grounds. By the Ampère–Maxwell law, the integrated magnetic field along this loop, $\oint B \cdot dl \sim BR$, is equal to the current flux through

FIG. 2. Schematic view of the toy example cylindrical cavity of poorly conducting material (white) of radius $R$ and height $L \ll R$ hollowed out of a good conductor (gray). Also shown are (1) the Ampérian loop discussed in the text (red dashed in top view; red markers in side view), which can be located anywhere within the vertical height of the cavity along the short dimension (as indicated by the pink arrows in the side view); (2) the effective current $J_{\text{eff}} \propto -A'$ [blue indicator (arrows) in top (side) view], assuming here for the purposes of this argument that the dark-photon field $A'$ [black indicator (arrow) in top (side) view] happens to be oriented to be perpendicular to the top and bottom surfaces of the cavity (see discussion in text of Sec. III A for generalization); (3) the induced observable magnetic field $B$ (green arrows in top view); and (4) the Amperian loop (dotted purple in the side view) that we consider for the argument which we advance in footnote 11 that the displacement current can be ignored (this loop runs along a straight ray emanating from the center of the cavity in the top view). Note that the direction of $J_{\text{eff}}$ is set by the direction of $-A'$ [see Eq. (12)]; see discussion around Eq. (4) for how the direction of $A'$ is set for the case of realistic dark-photon dark matter, and note that the DM velocity is not relevant at leading order in setting the direction of $A'$. 
the surface it bounds,\textsuperscript{11} $\int \oint dA \cdot J_{\text{eff}} \sim \varepsilon m_{A'}^2 R^2 A'$. Therefore, we expect $B \sim \varepsilon m_{A'}^2 R A'$. If we normalize $A'$ to be all of the dark matter, $A' \sim \sqrt{\rho_{\text{DM}}/m_{A'}^2}$, it follows that the $B$ field will be $B \sim \varepsilon m_{A'} R \sqrt{\rho_{\text{DM}}}$; cf. the result at Eq. (23), and the discussion immediately following. Note that this argument does not depend on where in the short geometrical dimension of the cavity the Amp\`{e}rian loop is located: the answer is independent of $L$ \textsuperscript{25}.

Note that if $A'$ were not perfectly aligned with the symmetry axis $\hat{s}$ of the cylinder, the above parametric argument would still go through [up to $O(1)$ geometrical factors], with one exception: there would be an additional angular suppression $B \propto \hat{A}' \cdot \hat{s}$. Unless the background dark-photon field is nearly perpendicular to the symmetry axis of the cylinder ($\hat{A}' \cdot \hat{s} \lesssim L/R$), the axial magnetic field is therefore still parametrically larger than an estimate suppressed by the small length-scale $L$.

The intuitive lesson to draw from this discussion is that the magnetic field amplitude depends on the separation distance between the surfaces in which the screening currents that lie along the direction of the would-be dark-photon electric field run.

Let us now find the quantitative solution to see that this parametric argument holds. Given the effective current described above, the full electric field solution must satisfy

$$\left(\nabla^2 - \partial_t^2\right) E = \partial_t J_{\text{eff}}, \quad \nabla \cdot E = 0.$$ \hspace{1cm} (13)

Assuming some boundary conditions for our problem, we can decompose the full solution as

$$E = E_{\text{inh}} + E_{\text{hom}},$$ \hspace{1cm} (14)

where $E_{\text{inh}}$ is chosen to satisfy

$$\left(\nabla^2 - \partial_t^2\right) E_{\text{inh}} = \partial_t J_{\text{eff}}.$$ \hspace{1cm} (15)

and $E_{\text{hom}}$ is chosen to fulfill the boundary conditions on the full solution, while satisfying

$$\left(\nabla^2 - \partial_t^2\right) E_{\text{hom}} = 0.$$ \hspace{1cm} (16)

Both contributions must also satisfy $\nabla \cdot E_{\text{inh/hom}} = 0$.

Neglecting the velocity of the dark photon, we may write its effective current density as

$$J_{\text{eff}}(x, t) = -\varepsilon m_{A'}^2 A_0' e^{-im_{A'}t} \hat{z}.$$ \hspace{1cm} (17)

Then we may take our inhomogeneous solution to be

$$E_{\text{inh}}(x, t) = i\varepsilon m_{A'} A_0' e^{-im_{A'}t} \hat{z}.$$ \hspace{1cm} (18)

In accordance with the symmetry of the problem, we will write our homogeneous solution as a linear combination

$$E_{\text{hom}}(x, t) = [a J_0(m_{A'}r) + b Y_0(m_{A'}r)] e^{-im_{A'}t} \hat{z},$$ \hspace{1cm} (19)

for some constants $a$ and $b$. Using the properties of the (cylindrical) Bessel functions $J_n$ and $Y_n$, it is straightforward to show that Eq. (19) satisfies Eq. (16).

The two boundary conditions at the cavity walls determine $a$ and $b$. Since the walls of the cavity are assumed to have infinite conductivity, the $z$-component of the electric field must vanish at a radius $r = R$ (recall, we are working in the interaction basis). Moreover, the electric field must be regular at the origin $r = 0$. The latter condition forces $b = 0$, and the former then requires

$$a = -\frac{i\varepsilon m_{A'} A_0'}{J_0(m_{A'} R)}.$$ \hspace{1cm} (20)

This means that the full solution for the electric field inside the cavity is \textsuperscript{23}

$$E(x, t) = i\varepsilon m_{A'} A_0' \left(1 - \frac{J_0(m_{A'} r)}{J_0(m_{A'} R)}\right) e^{-im_{A'}t} \hat{z}.$$ \hspace{1cm} (21)

The corresponding magnetic field is \textsuperscript{23}

$$B(x, t) = -\frac{i}{m_{A'}} \nabla \times E = -\varepsilon m_{A'} A_0' \frac{J_1(m_{A'} r)}{J_0(m_{A'} R)} e^{-im_{A'}t} \hat{\phi}.$$ \hspace{1cm} (23)

Near the cavity walls and in the limit $m_{A'} R \ll 1$, this axial magnetic field oscillates with magnitude $|B| = \varepsilon m_{A'}^2 R A_0'/3$. Normalizing $A'_0$ to be all of the DM, this result has the exact same parametric scalings as the simple Amp\`{e}rian-loop argument advanced above.

Note that neither Eq. (21) nor Eq. (23) depend explicitly on the dimension of the cavity $L$ along the direction of $A'$. This means that even if the cylinder is very squat (i.e., $L \ll R$), the observable fields inside the cavity will suffer no additional suppression. This effect is not particular to this geometry. For instance, for a rectilinear cavity of side lengths $L_x$, $L_y$, and $L_z$, it can be shown that the magnetic field sourced by a dark photon oriented along the $z$-direction is\textsuperscript{12}(wall, and that the radial electric field must be zero near the top and bottom cavity surfaces; we thus have $\oint E \cdot dl \sim EL_z$, where $E$ is the value of the vertical electric field near the center of the cavity (which is similar to the generic value for $E_z$ not in the vicinity of the cavity walls). The Gaussian surface integral that appears

\textsuperscript{11} Since we operate in the quasi-static limit $m_{A'} R \ll 1$, the displacement current term in the Amp\`{e}re–Maxwell law can be ignored at leading order. Consider the integral form of Faraday’s law applied on the purple Ampèrian loop shown in the side view in Fig. 2. Boundary conditions require that $E_z$ vanishes at the wall, and that the radial electric field must be zero near the top and bottom cavity surfaces; we thus have $\oint E \cdot dl \sim EL_z$, where $E$ is the value of the vertical electric field near the center of the cavity (which is similar to the generic value for $E_z$ not in the vicinity of the cavity walls). The Gaussian surface integral that appears

\textsuperscript{12}
\[ B = -16\varepsilon m_A^2 A_0' \sum_{p,q \text{ odd}} \frac{\frac{p}{r_z} \cos \left( \frac{\pi y}{\epsilon m_A z} \right) \sin \left( \frac{\pi q}{\epsilon m_A z} \right) \hat{y} - \frac{q}{r_x} \sin \left( \frac{\pi p}{\epsilon m_A x} \right) \cos \left( \frac{\pi q}{\epsilon m_A z} \right) \hat{x}}{\pi pq} e^{-i m_A' t}. \] (24)

Again, this expression does not depend on \( L_z \), so that even if \( L_z \ll L_x, L_y \), the magnetic field will not be suppressed by the shortest length-scale of the cavity. In fact, this is generically true regardless of the dark-photon orientation: typically, the \( z \)-component of the dark-photon field will be nonzero, and the magnetic field contribution generated by the \( z \)-component of \( A' \) will still take the form of Eq. (24), but with \( A_0' \to A' \cdot \hat{z} \). In order to suppress this field contribution by an amount equivalent to making the geometrical suppression factor \( \sim m_A' L_z \) as opposed to \( \sim m_A' \min \{L_x, L_y\} \) would require close alignment between \( A' \) and the \( x-y \)-plane, to within an angle of \( O(L_z/\min \{L_x, L_y\}) \ll 1 \).

\section*{B. Earth model 1: Ionosphere as boundary}

We now consider the computation of the dark-photon signal in our first idealized model of the electrical environment near the Earth: a vacuum cavity bounded between two concentric spherical walls. This is the physical situation in the vicinity of the Earth if, in fact, the ionosphere acts as an effective shield for the active mode of the photon–dark-photon system.

For the purposes of this computation, we approximate the lower atmosphere as a cavity of zero conductivity bounded by an inner spherical wall of radius \( R \ll 1/m_A' \) (the Earth’s surface) and an outer spherical wall of radius \( L = R + h \) (the ionosphere), where \( h \ll R \) (see also Sec. 8.9 of Ref. [50] for a similar model for discussing the Schumann resonances [77]). We will take both the ground and the ionosphere to have infinite conductivity in our calculation; see Appendix B for a discussion of modifications to this picture if finite conductivity effects are included.

Before proceeding to the calculation, we reiterate the point that the result will depend only on \( R \), and not \( h \), with another simple argument based on the Ampère–Maxwell law. As above, we will treat the dark photon as an effective background current. Suppose for simplicity that \( A' \) is oriented along the rotational axis of the Earth (which we take to be the \( z \)-axis). Consider the Gaussian surface that covers the Northern Hemisphere of the Earth (but lies just outside the inner conductive sphere); see the red hemisphere in Fig. 3. The boundary of this surface is an Ampérian loop in the plane of the Earth’s equator. By the Ampère–Maxwell law, the integrated magnetic field along this loop, once again \( \oint B \cdot dl \sim BR \), is equal to the current flux through this surface,\(^{13}\) which is given parametrically by \( \iint J_{\text{eff}} \cdot dA' \sim R^2 J_{\text{eff}} \sim \varepsilon m_A^2 R^2 A' \sim \varepsilon m_A^2 R \sqrt{\rho_{\text{EM}}} \). The latter expression is obtained assuming the dark photon is all of the dark matter, and throughout this series of estimates we neglected \( O(1) \) geometric factors, and corrections \( \sim h/R \). Clearly we once again arrive at the conclusion that \( B \sim \varepsilon m_A^2 R A' \sim \varepsilon m_A^2 R \sqrt{\rho_{\text{EM}}} \) at leading order, up to \( O(1) \) factors. The leading order answer is independent of \( h \), the height of the atmosphere. Thus, if the height of the atmosphere is varied, it will not have any effect on the strength of the magnetic field at the equator. In particular, we emphasize that the field is not suppressed by \( m_A' h \) (\( \ll m_A' R \)).

Note that the intuition developed in Sec. III A regarding the relevant length-scale that enters the geometrical suppression factor holds up here too, albeit with one minor modification. Previously we argued that the relevant length scale is the separation between the surfaces on which the screening currents that lie along the direction of the would-be dark-photon electric field run. In the geometry here, screening currents run in opposite directions in the inner and outer shielding layers, so one should not consider the gap \( h \) between the inner and outer shields to be the relevant separation distance, as the magnetic field contributions from those opposite current directions will constructively superpose in the gap. Rather, the relevant separation distance is that between like-sense screening currents; here, that is approximately the radius of the Earth \( R \) [up to \( O(h) \) corrections], which is indeed the length-scale entering the suppression factor.

Let us proceed with the quantitative calculation, which will confirm the foregoing parametric argument. Because we assume spherical symmetry of the Earth’s surface and

\(^{12}\) This result is not derived using the above approach of breaking down the electric field into homogeneous and inhomogeneous contributions. Rather, it is derived using a cavity mode decomposition (cf. Appendix A.c of Ref. [23]). A similar approach can be applied to the cylindrical cavity and will give an equivalent result to Eq. (29), but in the form of a more complicated sum.

\(^{13}\) Again, we ignore the higher-order-in-(\( m_A' R \)) displacement current by virtue of an argument very similar to that advanced in footnote 11, modified as required to account for the different geometry here.
the notation

\[ A'_+ = -\frac{1}{\sqrt{2}} (A'_x - iA'_y), \]
\[ A'_- = +\frac{1}{\sqrt{2}} (A'_x + iA'_y), \]
\[ A'_0 = A'_z, \]

where \( A'_x, A'_y, \) and \( A'_z \) are the Cartesian components of the dark-photon vector potential in the inertial frame. Because we assume that the dark photon is non-relativistic, the \( A'_i \) are constant over the whole surface of the Earth; i.e., the dark-photon de Broglie wavelength \( \lambda_{DB} = 2\pi/(m_A v_{DB}) \) is much larger than the radius of the Earth: \( 3 \times 10^6 \lesssim \lambda_{DB}/R \lesssim 8 \times 10^7 \) in our mass range of interest. With this notation, we can then use the VSH identities at Eqs. (D24)–(D26) to write the effective background current corresponding to the dark photon in terms of VSH as

\[ \mathbf{J}_{\text{eff}} = -\sqrt{\frac{4\pi}{3}} \varepsilon m A'_i \sum_{m=-1}^{1} A'_m (Y_{1m} + \Psi_{1m}) e^{-im\alpha t}, \]

where we have employed the notation \( A'_{\pm 1} \equiv A'_{\pm}. \) This form of the effective current is applicable everywhere in the cavity gap between the surface of the Earth and the ionosphere. Note that the appearance in Eq. (28) of the form \( V_m \equiv Y_{1m} + \Psi_{1m} \) is easily understood: \( V_0 \propto \hat{z}, \) and \( V_{\pm 1} \propto \mp (\hat{x} \pm i\hat{y}); \) see Appendix D.

As in Sec. IIIA, we proceed by computing the homogeneous and inhomogeneous contributions to the electric field inside the cavity. The inhomogeneous contribution will simply be

\[ \mathbf{E}_{\text{inh}} = \sqrt{\frac{4\pi}{3}} \varepsilon m A'_i \sum_{m=-1}^{1} A'_m (Y_{1m} + \Psi_{1m}) e^{-im\alpha t}, \]

In terms of the VSH, the homogeneous contribution can be decomposed into a ‘transverse electric’ (TE) and a ‘transverse magnetic’ (TM) contribution [50]:

\[ \mathbf{E}_{\text{hom}} = \mathbf{E}_{\text{TE}} + \mathbf{E}_{\text{TM}}, \]

14 We follow convention and label the VSH with degree \( \ell \) and order \( m; \) the order symbol \( m \) should not be confused with the dark-photon mass, which we label \( m_A. \)

15 These modes are ‘transverse’ in the sense that their electric [Eq. (31)] and magnetic [Eq. (34)] fields are, respectively, tangent to the sphere: \( \hat{r} \cdot \mathbf{E}_{\text{TE}} = \hat{r} \cdot \mathbf{B}_{\text{TM}} = 0. \)
where
\[ E_{\text{TE}} = \sum_{\ell m} f_{\ell m}(mA^r)\Phi_{\ell m}e^{-imA^rt}, \]  
\[ E_{\text{TM}} = \sum_{\ell m} \frac{1}{mA^r} \nabla \times \left[ g_{m}(mA^r)\Phi_{\ell m} \right] e^{-imA^rt} \]
\[ = \sum_{\ell m} \left[ -\frac{\ell(\ell+1)g_{m}(mA^r)}{mA^r} Y_{\ell m} - \left( g'_{m}(mA^r) + \frac{g_{m}(mA^r)}{mA^r} \right) \Psi_{\ell m} \right] \times e^{-imA^rt}, \]  
and where the VSH Laplacian properties Eqs. (D15)-(D17) can easily be used to show that \( f_{\ell m} \) and \( g_{m} \) must each be linear combinations of spherical Bessel functions \( j_{\ell} \) and spherical Neumann functions \( y_{\ell} \), in order to satisfy Eq. (16).16

Using the VSH curl properties Eqs. (D12)-(D14), the corresponding magnetic fields can be computed to be
\[ B_{\text{TE}} = -i \sum_{\ell m} \frac{1}{mA^r} \nabla \times \left[ f_{\ell m}(mA^r)\Phi_{\ell m} \right] e^{-imA^rt} \]
\[ = -i \sum_{\ell m} \left[ -\frac{\ell(\ell+1)f_{\ell m}(mA^r)}{mA^r} Y_{\ell m} - \left( f'_{\ell m}(mA^r) + \frac{f_{\ell m}(mA^r)}{mA^r} \right) \Psi_{\ell m} \right] \times e^{-imA^rt}, \]
\[ B_{\text{TM}} = -i \sum_{\ell m} g_{m}(mA^r)\Phi_{\ell m} e^{-imA^rt}. \]

Note that \( B_{\text{inh}} \) vanishes under our approximations since \( E_{\text{inh}} \) points in a fixed direction and is constant throughout the atmospheric air gap.

Because Eq. (29) contains no \( \Phi_{\ell m} \) components and the boundary geometry is spherical, it is clear that only the \( \ell = 1 \) TM homogeneous components will be relevant for our computation in this section. That is, \( g_{\ell m} = 0 \) for \( \ell \neq 1 \), and \( f_{\ell m} = 0 \) for all \( \ell, m \). Let us then write
\[ g_{1m}(x) = a_m j_1(x) + b_m x_0^2 y_1(x) \quad [x_0 \equiv mA^R] \]  
for \( m = 0, \pm 1 \); here \( a_m \) and \( b_m \) are constants, and we have introduced a dimensionless scale factor \( x_0 \) for later convenience (see footnote 19).

Electromagnetic boundary conditions enforce that the total electric field tangent to a perfectly conducting boundary must vanish (recall, we work in the interaction basis): that is, we must set \( E_{\parallel} = 0 \) on the ground and at the ionosphere. Since \( Y_{1m} \propto \hat{r} \) points only radially [cf. Eq. (D1)], the boundary conditions as applied to the field expansions we have developed are such that the coefficient of \( \Psi_{1m} \) in the total electric field must vanish both at \( r = R \), and at \( r = R + h \). Imposing these conditions yields algebraically complicated expressions for \( a_m \) and \( b_m \) in terms of the spherical Bessel and Neumann functions; see Eqs. (C1) and (C2) in Appendix C. Since we will be interested in the limits \( mA^R \ll 1 \) and \( h \ll R \), we may use the small-x limits of the spherical Bessel and Neumann functions, \( j_1(x) \sim (x/3) - (x^3/30) \) and \( y_1(x) \sim -x^{-2} - 1/2 \), respectively, to expand Eqs. (C1) and (C2). Retaining leading terms and the first few corrections yields18,19
\[ a_m = \sqrt{3\pi} i mA^R \left[ 1 + \frac{1}{3} (mA^R)^2 \left( 1 + \frac{h}{R} + \frac{2h^2}{3R^2} \right) \right], \]  
\[ b_m = -\frac{4\sqrt{3\pi}}{15\sqrt{3}} i mA^R \left[ (mA^R)^2 \left( 1 + \frac{5h}{2R} + \frac{5h^2}{3R^2} \right) \right]. \]

Substituting Eqs. (36) and (37) into Eq. (34), we find that, to leading order in \( mA^R \), the magnetic field at \( \Omega = (\theta, \phi) \) is
\[ B(\Omega, t) = \sqrt{\frac{\pi}{3}} c m A^2 R \sum_{m=1} A'_m \Phi_{1m}(\Omega) e^{-imA^rt}. \]

Note that, as advertised, the magnetic field signal is suppressed not by \( mA^R h \), but rather by \( mA^R \). Note also that it has exactly the parametric scaling advanced by the simple Ampérian loop argument above (\( \Phi_{10} \propto \hat{r} \) on the Equator at \( \theta = \pi/2 \)).

It remains to account for the rotation of the Earth; see also Ref. [79] for recent discussion. The speed of rotational motion of a point fixed to the surface of the Earth is \( v \ll c \), so there are no relativistic field-mixing effects for which we need to account; we need only relate the (Earth-fixed frame) longitude on the Earth’s surface, \( \phi \), to the azimuthal inertial co-ordinate \( \phi \). This is trivial:
\[ \phi = \hat{\phi} + 2\pi f dt, \]

17 Of course, a non-zero component of \( E \propto Y_{1m} \propto \hat{r} \) merely indicates the presence of an induced surface charge density at the conductive boundaries.

18 To compute the leading-order magnetic field, we require only the first term \( \propto (mA^R)^0 \) in \( a_m \) in Eq. (36), and we can set \( b_m = 0 \). For completeness, we have kept these higher-order terms here which would be required to calculate the leading-order piece of the electric field that is \( \propto \Phi_{1m} \) and have it satisfy the boundary conditions approximately.

19 The \( x_0^2 \) that we explicitly factored out in Eq. (35) preserves a common small-parameter power counting in \( (mA^R) \) for \( a_m \) and \( b_m \); since, parametrically, \( y_1(x) \sim x^{-2} j_1(x) \) at small \( x \), it follows that for \( x \approx x_0 \ll 1 \), we have \( f_{m}(x_0) \sim x_0(a_m/3 - b_m) + \cdots \).

Therefore, like powers of \( x_0 = mA^R \) appearing in \( a_m \) and \( b_m \) contribute at the same order to \( f_m(x \approx x_0) \).
where \( f_d \) = (sidereal day)\(^{-1}\). As measured with respect to the inertial reference frame, the station at a fixed location \( \tilde{\Omega} = (\tilde{\theta}, \tilde{\phi}) \) on the Earth’s surface thus sees the magnetic field evolution

\[
B(\tilde{\Omega}, t) = B(\theta = \tilde{\theta}, \phi = \tilde{\phi} + 2\pi f_d t, t).
\]

The properties of the VSH are such that

\[
\Phi_{1m}(\theta = \tilde{\theta}, \phi = \tilde{\phi} + 2\pi f_d t) = e^{2\pi i f_d t} \tilde{\Phi}_{1m}(\tilde{\Omega}),
\]

where \( \tilde{\Phi}_{1m}(\tilde{\Omega}) \) are the VSH as constructed by the observer using the body-fixed reference frame tied rigidly to the rotating Earth.\(^{20}\) In the body-fixed frame, which is, of course, the most convenient frame to use to compute fields measured at stations fixed to the surface of the rotating Earth, the observable signal at \( \Omega = (\theta, \phi) \) is thus given by the real part of

\[
B(\tilde{\Omega}, t) = \sqrt{\frac{\pi}{3}} m^2 A_{m} \sum_{m = -1}^{1} A_{m}^\prime \tilde{\Phi}_{1m}(\tilde{\Omega}) e^{-i(m A_{m} - 2\pi f_d m) t}.
\]

A comment on the temporal coherence of this signal [Eq. (42)] is in order; see also Sec. II A. Thus far, we have assumed an exactly monochromatic oscillatory time dependence \( \sim e^{-i m A_{m} t} \) for the dark-photon background field; this dependence leads directly to the exactly monochromatic magnetic field signal \( \sim e^{-i m A_{m} t} \). In reality, the dark-photon field is the vector sum of multiple plane-wave components that have both an average speed and a velocity dispersion on the order of \( v_{dm} \sim 10^{-3} \). As a result, the dark-photon field can be treated as essentially monochromatic only on timescales up to the coherence time \( T_{coh} \sim 2\pi / (m A_{m} v_{dm}^2) \sim 10^6 T_{osc} \), where \( T_{osc} \) is the dark-photon oscillation period (see, e.g., Refs. [23, 80]). For our mass range of interest, we have \( T_{coh} \sim 2-45 \text{ yr} \). Therefore, as written, Eq. (42) is applicable for times \( t \lesssim T_{coh} \); both the temporal phase and polarization of the signal will be randomized on timescales \( \gtrsim T_{coh} \).

Because \( T_{coh} > 1 \text{ yr} \), the motion of the Earth around the Sun takes place within the same coherence patch of the dark-photon field, and so we expect side-bands in the signal at frequencies \( f = f_0 \pm 1/(\text{yr}) \) where \( f_0 = m A_{m} / (2\pi) \). Moreover, again because \( T_{coh} > 1 \text{ yr} \), even given a single coherence time worth of data, these side-bands are in principle resolvable outside the intrinsic \( \Delta f / f_0 \sim v_{dm}^2 \sim 10^{-6} \) width of the main signal at \( f = f_0 \).

However, it is straightforward to see that the amplitude of the side-bands is much smaller than the amplitude of the signal at \( f = f_0 \); because the spatial gradients of the field are only probed by the Earth’s motion around the Sun over length-scales \( \sim \text{AU} \), while the dark-photon field has \( O(1) \) fractional spatial gradients only on length-scales \( \sim 1/(m A_{m} v_{dm}) \), the fractional side-band amplitude can be estimated as \( \sim (1 \text{AU}) \times (m A_{m} v_{dm}) \lesssim 5 \times 10^{-2} \) for \( m A_{m} \lesssim 7 \times 10^{-17} \text{ eV} \), assuming \( v_{dm} \sim 10^{-3} \). Additional side-bands at \( f = f_0 \pm 1/(\text{day}) \) would appear owing to the rotation of the Earth causing the individual stations to probe the dark-photon field gradients, but they are even more severely suppressed by \( \sim R \times (m A_{m} v_{dm}) \); note that this is separate from the rotational effects on the vectorial orientation of the signal that are accounted for at Eqs. (39)–(42).

C. Earth model 2: Interplanetary medium as boundary

In this subsection, we consider our second, less idealized model for the electrical environment near the Earth, in which we discard the assumption from Sec. III B that the ionosphere is an idealized spherical surface on which the active mode is damped effectively. Instead, the model is now as follows: we continue to take the inner boundary of the region of interest for the computation of the dark-matter-induced magnetic field signal to be a spherical ball of infinite conductivity slightly interior to the surface of the Earth, which effectively damps the active mode. The outer boundary of the region of interest is, however, now taken to be the aspherical magnetopause (see Sec. II B 4), which marks the onset of the interplanetary medium where the plasma frequency is high and the active mode is damped effectively.

We account for the asphericity of the outer boundary in our computation for this model, but we show that it does not significantly impact the signal so long as \( m A_{m} L \ll 1 \), where \( L \) is the characteristic radial distance to the magnetopause, as measured from the center of the Earth. In the worst case scenario, the magnetopause can extend as far as \( L \sim 200 R \) (with \( R \) still the Earth radius) in the direction downwind of the Earth with respect to the flow of the solar wind. Since we consider \( m A_{m} \lesssim 7 \times 10^{-17} \text{ eV} \), then at worst we have \( m A_{m} L \lesssim 0.5 \), which might be slightly marginal at this upper end of our mass range with this worst-case value of \( L \). In the best-case scenario, the magnetopause is only \( L \sim 10 R \) distant in the upwind direction; then \( m A_{m} L \lesssim 0.02 \ll 1 \) throughout our mass range of interest. As such, we work in the \( m A_{m} L \ll 1 \) limit, as it applies over the majority of our mass range, and in all but the worst-case assumption about the value of \( L \) that should be used.

The result of our computation of the leading-order magnetic field in this section will show that the TM contribution (in inertial coordinates) is still given precisely by Eq. (38) [which is easily modified to account for

\( \sim \) for the avoidance of any doubt as to the construction we intend: the Cartesian components of the VSH in the body-fixed frame are obtained using the exact same formal definitions as for the Cartesian components of the VSH in the inertial frame that are given in Appendix D, by replacing \((\theta, \phi) \rightarrow (\tilde{\theta}, \tilde{\phi})\). The difference between the two constructions is of course that the Cartesian components in the body-fixed frame are defined with respect to a set of basis vectors that rotate in the inertial frame.
for rotation to obtain Eq. (42)], but that there are additional TE contributions to the leading-order magnetic field. However, as these TE contributions involve different VSH components as compared to the TM contributions [cf. Eqs. (33) and (34)], they can be distinguished from each other globally, and it suffices to search for the TM signal.

We further argue at the end of this section that our calculation here captures all the relevant physics, and that our result is insensitive to the details of any additional varying conductive regions in the gap between the surface of the Earth and the magnetopause.

The argument in this subsection will proceed as follows. First, we show that regardless of the shape of the boundaries of effective shields for the active components in this second model now under consideration, the same leading-order electric field result derived for the first model in Sec. III B applies, up to corrections at $\mathcal{O}(x_0^2)$ where $x_0 = m_A L$ with $L$ defined as above. We recall that this is a TM-type electric field, with a leading term at $\mathcal{O}(x_0^1)$, and we will show that the leading TE-type contributions could only possibly appear at $\mathcal{O}(x_0^2)$.

Second, we examine the implications of these realizations for the magnetic field. Performing a consistent perturbative expansion of the fields in powers of $x_0$ and applying Maxwell’s equations, we show that the relative power counting for TM and TE field modes behaves differently: for integer $n$, there is a fixed relationship between the TE electric field at $\mathcal{O}(x_0^n)$ and the TM magnetic field at $\mathcal{O}(x_0^{n-1})$, while a TM electric field at $\mathcal{O}(x_0^n)$ has a fixed relationship to a TM magnetic field at $\mathcal{O}(x_0^{n+1})$. As such, because the leading electric field is TM and $\mathcal{O}(x_0^1)$, it uniquely fixes the leading TM magnetic field in this second model at $\mathcal{O}(x_0^1)$ to again be the same as that which was found for the first model, Eq. (38). However, the leading TE part of the magnetic field, necessarily at $\mathcal{O}(x_0^1)$ because the leading TE electric field can only appear at $\mathcal{O}(x_0^2)$, is not fixed by this argument since it requires knowledge of the TE electric field at $\mathcal{O}(x_0^1)$, which we will not compute. However, for the reason noted in the previous paragraph, there is actually not a strong need to find this part of the magnetic field: it can be distinguished globally from the TM mode, and the latter can be searched for alone.

Before continuing to the computation proper, we note that since we will still be interested in calculating the magnetic field as measured at locations on the surface of the Earth, which we model as a sphere of fixed radius $R$, it is appropriate to continue to work in spherical coordinates and employ VSH decompositions of the electric and magnetic fields, even though the outer boundary of the region of interest is no longer spherical in this model.

As in Sec. III B, we decompose the homogeneous electric and magnetic fields into TE and TM contributions

$$\begin{align*}
E_{\text{hom}} &= E_{\text{TE}} + E_{\text{TM}}, \\
B_{\text{hom}} &= B_{\text{TE}} + B_{\text{TM}},
\end{align*}$$

whose forms are defined by Eqs. (31)–(34), although the coefficient functions $f_{tm}$ and $g_{tm}$ of course differ in principle in this case as compared to those in Sec. III B. Let us define $\xi = r/L$, where $L$ is taken to be the largest radial distance from the center of the Earth to the magnetopause ($L \sim 200R$), and fix the same value of $L$ in the definition of the scale $x_0 = m_A L$, so that $m_A r = x_0 \xi$. Since the largest radial dimension in the problem is $L$, we have $\xi \lesssim 1$ for all relevant locations interior to the magnetopause, while $x_0$ is a fixed small parameter (see discussion above) that we can use as the parameter in formal power series expansions of the functions $f_{lm}$ and $g_{lm}$:

$$\begin{align*}
f_{tm}(m_A r) &= \sum_{n=0}^{\infty} x_0^n f_{tn}^{(n)}(\xi), \\
g_{tm}(m_A r) &= \sum_{n=0}^{\infty} x_0^n g_{tn}^{(n)}(\xi).
\end{align*}$$

Substituting Eqs. (45) and (46) into Eqs. (31)–(34) yields a formal power series for the fields. For notational simplicity, let $E_{\text{TE}}^{(n)}$ and $E_{\text{TM}}^{(n)}$ be fields defined to have the same forms as those given in Eqs. (31) and (32), respectively, but with the following replacements made: $f_{tm} \to f_{tn}$, $g_{tm} \to g_{tn}$, and $m_A r \to \xi$ (note: we do not mean $m_A r \to x_0 \xi$; we account for powers of $x_0$ separately below). Similarly, let $B_{\text{TE}}^{(n)}$ and $B_{\text{TM}}^{(n)}$ be defined with the same replacements to the expressions appearing at Eqs. (33) and (34), respectively. The formal power series expansions of the fields can then be written as

$$\begin{align*}
E_{\text{TE}} &= \sum_{n=0}^{\infty} x_0^n E_{\text{TE}}^{(n)}, \\
B_{\text{TM}} &= \sum_{n=0}^{\infty} x_0^n B_{\text{TM}}^{(n)}.
\end{align*}$$

Similar naive manipulations would yield

$$\begin{align*}
E_{\text{TM}} &= \sum_{n=0}^{\infty} x_0^{n} E_{\text{TM}}^{(n)}, \\
B_{\text{TE}} &= \sum_{n=0}^{\infty} x_0^{n} B_{\text{TE}}^{(n)},
\end{align*}$$

where $E_{\text{TM}}^{(n)}$ is determined completely by taking a derivative of $B_{\text{TE}}^{(n)}$, and $B_{\text{TE}}^{(n)}$ is determined completely by taking a derivative of $E_{\text{TE}}^{(n)}$; see Eqs. (32) and (33). However, Eqs. (49) and (50) would appear to allow for TM electric fields and TE magnetic fields at $\mathcal{O}(x_0^{-1})$, arising from the $n = 0$ terms. But because the coefficients in $f_{lm}$ and $g_{lm}$ that are fixed by boundary conditions can have at most one power of $\varepsilon m_A$, arising directly from the Lagrangian couplings [cf. e.g., Eqs. (36) and (37)], the physical

---

21 This scaling is clear from the background current approach (see
field component $\propto x_0^{-1}$ would have a piece that either diverges or fails to go to zero as $m_{A'} \to 0$; however, it is a well-known fact \cite{2}, and clear from the interaction-basis Lagrangian, Eq. (2), that all physical effects of the dark photon must decouple as $m_{A'} \to 0$ for fixed $A_m'$. As a result, it must be the case that $E^{(0)}_{\text{TM}} = 0$ and $B^{(0)}_{\text{TE}} = 0$, and so the correct expressions are:

$$E^{(n+1)}_{\text{TM}} = \sum_{n=0}^{\infty} x_0^n E^{(n+1)}_{\text{TM}},$$

$$B^{(n+1)}_{\text{TE}} = \sum_{n=0}^{\infty} x_0^n B^{(n+1)}_{\text{TE}}.$$  

Synthesizing this, the full homogeneous electric and magnetic fields contributions at $O(x_0^0)$ for $n = 0, 1, \ldots$ are given by

$$E_{\text{hom}}^{(n)} = E^{(n)}_{\text{TE}} + E^{(n+1)}_{\text{TM}},$$

$$B_{\text{hom}}^{(n)} = B^{(n+1)}_{\text{TE}} + B^{(n+1)}_{\text{TM}}.$$  

We will now argue that the leading-order homogeneous electric field is the same as one derived in Sec. III B. Recall that in the background-current approach that is applicable in the limit $\varepsilon \ll 1$, a dark-photon field can be treated as an effective current $J_{\text{eff}}$ that sources an inhomogeneous electric field component that is given in Earth-centered inertial spherical coordinates by

$$E_{\text{inh}} = \sqrt{\frac{4\pi}{3}} \varepsilon m_{A'} \sum_{m=-1}^{1} A'_m (Y_{1m} + \Psi_{1m}) e^{-i m_A' t}.$$  

Nothing about that argument depends on the geometry of the boundaries of the lower atmospheric ‘cavity’.

Where the geometry of the cavity does enter is in fixing the homogeneous part of the electric field by virtue of the boundary conditions that, for boundaries where the active mode is efficiently damped, fix the components of the electric field in the tangent plane to the boundary surface to be zero everywhere on that surface. We argue that it is actually possible to find a homogeneous field solution that not only cancels the in-tangent-plane components of $E_{\text{inh}}$ at the boundaries of the region of interest, but (up to sub-leading corrections) actually cancels $E_{\text{inh}}$ everywhere inside the cavity, including on the boundaries, regardless of the boundary geometry. Because this is one solution to Maxwell’s equations that satisfies the boundary conditions, uniqueness theorems then dictate that it is the only solution, at least up to sub-leading corrections.

Let us see how this works: using the VSH curl properties in Appendix D, it is easy to see that $\nabla \times (r \Phi_1) = -2(Y_{1m} + \Psi_{1m})$; therefore, $E_{\text{inh}}$ can be written as

$$E_{\text{inh}} = -\sqrt{\frac{\pi}{3}} i \varepsilon m_{A'} A'_m \sum_{m=-1}^{1} \nabla \times (r \Phi_1) e^{-i m_A' t}$$

$$= -\sqrt{\frac{\pi}{3}} i \varepsilon A'_m \sum_{m=-1}^{1} \nabla \times (x_0 \Phi_1) e^{-i m_A' t}.$$  

This form of the inhomogeneous solution is suggestive of an $\ell = 1$ TM electric field solution to the homogeneous equation, which suggests that we may be able to arrange the cancellation noted above using an $\ell = 1$ homogeneous TM electric field.

To make this precise, we must return to the TM electric field definition at Eq. (32), and recall that we have more information about the function $g_{\ell m}$ appearing in that definition than simply its power series expansion in terms of $x_0$ given at Eq. (46). In particular, $g_{\ell m}$ must be a linear combination of spherical Bessel and spherical Neumann functions, which we can write as [cf. Eq. (35) for $\ell = 1$]

$$g_{\ell m}(x) \equiv a_{\ell m}(x) + b_{\ell m} x_0^{2\ell+1} g_{\ell m}.$$  

Taking $x = m_{A'} r = x_0 \xi$, expanding the coefficients as

$$a_{\ell m} = \sum_{p=0}^{\infty} x_0^p a^{(p)}_{\ell m}, \quad b_{\ell m} = \sum_{p=0}^{\infty} x_0^p b^{(p)}_{\ell m},$$

and using standard power-series expansions\footnote{Specifically, we use the series expansion for the cylindrical Bessel function $J_\nu$ given at Eq. 8.402 in Ref. \cite{81} for $|arg z| < \pi$, \begin{equation}
J_\nu(z) = z^\nu \sum_{k=0}^{\infty} C_k^{(\nu)} z^{2k}; \quad C_k^{(\nu)} \equiv \sqrt{\frac{\pi}{2}} \frac{(-1)^{k-\nu/2} k!}{k! \Gamma[\nu + k + 1]},
\end{equation}
along with the definitions \footnote{These can be read directly from the series expansion and definitions in footnote 22 and are $C_k^{(\ell+1/2)}$ and $C_k^{(\ell-1/2)}$.} $j_\nu(x) \equiv \sqrt{\pi/(2x)} J_{\nu+1/2}(x)$ and $y_\nu(x) \equiv (-1)^{\nu+1} \sqrt{\pi/(2x)} J_{-\nu-1/2}(x)$.}^22 for the $j_\ell$ and $y_\ell$, it is reasonably straightforward to show that

$$g_{\ell m}(m_{A'} r) = \sum_{k=0}^{\infty} \sum_{p=0}^{\infty} x_0^{p+2k} \left[ a^{(p)}_{\ell m} c^{(\ell+2k)}_{\ell m} \xi^{\ell+2k} + b^{(p)}_{\ell m} c^{(\ell-2k)}_{\ell m} \xi^{\ell-2k} \right],$$

where $c^{(a,b)}_{\ell k}$ are known numerical coefficients\footnote{\textsuperscript{23} These can be read directly from the series expansion and definitions in footnote 22 and are $c^{(\ell+1/2)}_{\ell m}$ and $c^{(\ell-1/2)}_{\ell m}$.}

We need to read off one specific result from Eq. (60):

$$g^{(1)}_{1m}(\xi) = \frac{a^{(0)}_{1m}}{3} \xi - b^{(0)}_{1m} \xi^{-2};$$

\textsuperscript{22}Specifically, we use the series expansion for the cylindrical Bessel function $J_\nu$ given at Eq. 8.402 in Ref. \cite{81} for $|arg z| < \pi$, \begin{equation}
J_\nu(z) = z^\nu \sum_{k=0}^{\infty} C_k^{(\nu)} z^{2k}; \quad C_k^{(\nu)} \equiv \sqrt{\frac{\pi}{2}} \frac{(-1)^{k-\nu/2} k!}{k! \Gamma[\nu + k + 1]},
\end{equation}
along with the definitions \footnote{\textsuperscript{23} These can be read directly from the series expansion and definitions in footnote 22 and are $c^{(\ell+1/2)}_{\ell m}$ and $c^{(\ell-1/2)}_{\ell m}$.} $j_\nu(x) \equiv \sqrt{\pi/(2x)} J_{\nu+1/2}(x)$ and $y_\nu(x) \equiv (-1)^{\nu+1} \sqrt{\pi/(2x)} J_{-\nu-1/2}(x)$.}
since \( g_{1m}^{(1)} \) contains a term that is \( \propto \xi \), we can indeed exactly cancel \( E_{\text{inh}} \) everywhere at order \( x_0^2 \) using an \( \ell = 1 \) \( E_{TM}^{(1)} \) electric field for which we have set [cf. Eqs. (36) and (37)]

\[
a_{1m}^{(0)} = \sqrt{\frac{\pi}{3}} e^{imA'} \sum_{m=-1}^{1} \nabla \times (r \Phi_{1m}) e^{-imA't},
\]

(62)

where we included a factor of \( mA' \) in \( a_{1m}^{(0)} \) that arises from the leading \( mA' \) in the definition at Eq. (32).

In other words, the leading-order homogeneous electric field that exactly cancels the inhomogeneous field everywhere in the cavity volume (including on the boundary surfaces) is given by

\[
E_{\text{hom}}^{(0)} = E_{TM}^{(1)} = \sqrt{\frac{\pi}{3}} e^{imA'} \sum_{m=-1}^{1} \nabla \times (r \Phi_{1m}) e^{-imA't},
\]

(63)

Moreover, \( g_{1m}(\xi) = 0 \) for all \( \ell \neq 1 \); and since no \( E_{TE}^{(0)} \) field was required, \( f_{1m}^{(0)} = 0 \) for all \( \ell, m \). To avoid confusion, we emphasize that this \( E_{\text{hom}}^{(0)} \) field means that the total electric field \( E_{\text{tot}} = E_{\text{inh}} + E_{\text{hom}} \) has no term \( \propto x_0^2 \); it has been exactly canceled out between the inhomogeneous and homogeneous parts of the solution.

It remains to understand the order in \( x_0 \) at which corrections to this leading-order homogeneous electric field appear. Irrespective of the boundary geometry, it is entirely consistent with the boundary conditions and the existing lower-order field solution \( E_{\text{hom}}^{(0)} \), that was required to cancel the inhomogeneous field, to set \( a_{1m}^{(1)} = b_{1m}^{(1)} = 0 \) in Eq. (60) for all \( \ell, m \), which sets \( E_{TM}^{(1)} = 0 \), and also to then independently set \( E_{TE}^{(1)} = 0 \) such that \( E_{\text{hom}}^{(1)} = 0 \) everywhere, including on the boundary. Formally, the reason that this is possible is that the formal power series at Eq. (60) skips orders of \( x_0 \) in the sum over \( k \) (i.e., \( \sum_k x_0^{2k} [\cdots] \) appears); this fact ultimately arises from a property of the spherical Bessel function power series expressions (and thus also holds for the cognate \( f_{1m} \) functions).

It is not, however, consistent to simply zero out the higher-order corrections at \( E_{TM}^{(2)} \); we already know that an \( E_{TM}^{(3)} \) component to the homogeneous solution exists by virtue of the fact that \( a_{1m}^{(0)} \neq 0 \).\(^{24}\) There are, however, other electric field contributions at \( O(x_0^2) \) [e.g., the TM modes from the terms in Eq. (60) with \( p = 1, \ell = 2, k = 0 \) or \( p = 0, \ell = 3, k = 0 \); and also TE modes] that are available to satisfy the boundary condition that the full \( O(x_0^2) \) field components in the tangent plane to the boundary must be canceled on all the cavity boundaries. For general boundary geometries that lack spherical symmetry, engineering that cancellation will require both TM and TE fields at multiple \( \ell, m \) values. We do not attempt to calculate these corrections in closed form (the problem is in general analytically intractable); for reasons to become clear below, it suffices for us to have shown that \( E_{\text{hom}}^{(1)} = 0 = E_{TM}^{(2)} = E_{TE}^{(1)} \), but we note that the next-order fields are generally non-zero.

Let us now understand the implications of these observations for the magnetic field. We have seen that \( E_{TM}^{(1)} \) is given by Eq. (63), and that \( E_{TM}^{(0)}, E_{TE}^{(0)}, \) and \( E_{TM}^{(1)} \) must vanish. The leading order contribution to the magnetic field will thus be

\[
B_{TM}^{(1)} = B_{TE}^{(2)} + B_{TM}^{(1)}.
\]

(64)

Since \( E_{TM}^{(1)} \) fixes \( B_{TM}^{(1)} \) uniquely and we know the form of \( E_{TM}^{(1)} \), we can compute

\[
B_{TM}^{(1)} = \sqrt{\frac{\pi}{3}} e^{imA'} \sum_{m=-1}^{1} \Phi_{1m} e^{-imA't}.
\]

(65)

In general, \( B_{TE}^{(2)} \) is non-zero for all except the simplest spherically symmetric boundary geometries because \( E_{TM}^{(2)} \neq 0 \) generally, and this gives another contribution to \( B_{TM}^{(1)} \). However, TE and TM magnetic fields have different spatial patterns globally, and so it is in principle possible to distinguish these contributions to the signal with sufficient sampling of the field. We are satisfied that a signal given by Eq. (65) exists regardless of the boundary geometry; because it can be distinguished from any possible additional signal that may or may not appear depending on the geometry of the boundary, a search can target the signal Eq. (65) independent of the boundary-shape-dependent additional field.

Reintroducing the factor of \( x_0 \) from the power-series expansion, and evaluating Eq. (65) at \( r = R \), we find that the TM part of the \( O(x_0) \) magnetic field is

\[
B(\Omega, t) = \sqrt{\frac{\pi}{3}} e^{imA'} R \sum_{m=-1}^{1} \Phi_{1m} e^{-imA't},
\]

(66)

which is, of course, identical to Eq. (38), and will in turn thus lead to a final form of the leading TM part of the signal that is identical to Eq. (42); the calculation of Sec. III B thus indeed gives the correct \( \Phi_{1m} \) components to leading order.

Importantly, the only place that \( R \) enters in Eq. (66) comes from the location where the magnetic field is measured, and not from the location of the inner boundary. This implies that our result is relatively insensitive to the details of the interior conductivity profile of the Earth presented in Sec. II B1. In other words, regardless of what one considers the appropriate inner boundary (e.g., the Earth’s surface, upper mantle, or lower mantle), the length-scale that appears in the leading-order magnetic result when evaluated on the surface of the Earth will still be the radius of the Earth.
Finally, we argue that the signal we have computed using the simplified model that we considered in this subsection would not be modified in geometries with more complicated conductivity profiles. In particular, as long as the surface at which the magnetic field is measured lies in a vacuum, all that is necessary to know is that the total electric field is order $O(x_0^2)$ at this surface. Given this condition, the leading-order homogeneous electric field at the measurement surface will still be given by Eq. (63), and the rest of the argument carries through. Such a condition should generically be expected for the physical case of interest, since the total electric field is known to vanish deep within the Earth and deep in the interplanetary medium. These locations are separated by sub-wavelength scales $L \ll m^{-1}_A$, and so we should generically expect the total electric field to grow at most quadratically in $x_0 = m_A L$ between them. Therefore, in particular, the total electric field at the Earth’s surface, where we measure our signal, should be order $O(x_0^2)$.

We note that there are some caveats to this argument. There are many complicated details of the conductivity/electrical environment of the atmosphere and magnetosphere which we have not explicitly considered, which could in principle give rise to resonance effects that would allow the electric field to ring up in the gap, thereby invalidating the assumption that it is order $O(x_0^2)$ at the surface of the Earth. The lowest-frequency cavity resonances of the Earth–ionosphere cavity—the so-called Schumann resonances [77, 82, 83]—are well-studied; the lowest observed resonance appears at $f_s \sim 8$ Hz [82] [this is approximately $f_s \sim 1/(2\pi R) \gg 1/(2\pi m_A')$, which lies well above the upper end of our frequency range of interest. Moreover, the cognate lowest-frequency mode which one could imagine occurring in the Earth–magnetopause cavity would be at a frequency $f_{E-M} \sim 1/(2\pi L) \sim 1/(400\pi R) \sim 3 \times 10^{-2}$ Hz, which also still lies (marginally) above our frequency range of interest.

Obtaining a resonance at a frequency corresponding to a Compton wavelength larger than the geometrical size of a cavity requires elements to the cavity to act as an effective high-$Q$ lumped-element circuit. Certain physical magnetohydrodynamic (MHD) processes do give rise to effective lumped-element behavior: the Ionospheric Alfvén Resonator (IAR) induces resonances in the 0.1–10 Hz range [84–90], while MHD ringing of the entire magnetospheric cavity can induce resonances in the mHz range [88, 91–93] (the Alfvén speed is $v_A \ll c$). However, the conditions required for the existence of these resonances show strong diurnal variation, and their effects are also quite strongly spatially varying; moreover, they are not typically high-$Q$ resonances. We therefore find it unlikely that the naturally occurring and noisy electromagnetic environment near the Earth could conspire to achieve a sufficiently strong, stable, and persistent resonance condition in our frequency range of interest so as to invalidate our modeling. Furthermore, the existence of such a strong resonance with sufficient spatial and temporal overlap with our signal so as to be problematic would undoubtedly make itself known in the magnetic field data we have analyzed in Ref. [1]; we find no evidence for this.

In summary, we are reasonably confident that no strong resonances exist within the interesting range of frequencies where we search for a signal (see Sec. IV) that could lead to large electric fields [i.e., $> O(x_0^2)$] ringing up at the surface of the Earth. As a result, we conclude that the model considered in this section appropriately captures the physics of interest, and that our signal is robust to neglected details of the near-Earth electrical environment.

IV. SEARCH FOR SIGNAL IN EXISTING GEOMAGNETIC FIELD DATA

The signal described in this work, Eq. (42), is a narrowband oscillating magnetic field with a magnitude

$$B \sim 0.7 \text{ nG} \times \left( \frac{\varepsilon}{10^{-5}} \right) \times \left( \frac{m_A'}{4 \times 10^{-17} \text{ eV}} \right),$$

assuming the dark photon is all of the dark matter. It exhibits a long coherence time and would appear in-phase across the entire surface of the Earth in unshielded magnetometers, with a specific vectorial spatial pattern.

A close-to-ideal experimental setup to detect such a signal would thus be a network of geographically dispersed, unshielded three-axis magnetometer stations that each measure the ambient magnetic field at the location of the station as a function of time, and report those time-stamped data over long periods of time. Serendipitously, exactly such a network of detectors has been operating in this fashion for decades for the purposes of, among other things, geophysical metrology: the SuperMAG Collaboration [36–38] (see also Refs. [94–102]) maintains a public database [36] of three-axis magnetic field time series data taken with a one-minute time resolution (‘cadence’) at $O(10^2)$ stations—dispersed across every continent, and on islands in most of the major oceans—since the 1970s; these data are reported in a common format, and with common reference system conventions.

In our companion paper [1], we undertake a detailed analysis of the SuperMAG data for the signal described by Eq. (42). We summarize our approach and results

---

25 In Appendix B, we consider finite conductivity effects, and find that the leading order result Eq. (B14) is not affected by a homogeneous isotropic conductivity at the measurement surface, so long as the skin-depth in the air gap is much longer than the radius of the Earth. We have also verified that a radially varying conductivity near the measurement surface does not affect the argument in this subsection. Therefore, even this assumption can be relaxed.

26 We take $A' = \sqrt{2\rho_{\text{M}}/m_A'}$ with $\rho_{\text{M}} = 0.3 \text{ GeV/cm}^3$. 
FIG. 4. The 95%-credible upper limits on the kinetic mixing parameter $\varepsilon$ that result from the experimental search outlined in Sec. IV (and detailed in our companion paper [1]) are shown as the dark blue line as a function of the dark-photon mass $m_{A'}$ (the line appears as a band owing to the density of frequencies at which limits are plotted, and fluctuations of the limits from one frequency to the next). The sliding average of these limits over nearby frequencies are shown as a lighter blue line as a guide to the eye. These limits assume that the dark photon is all of the dark matter. Also shown are a variety of existing astrophysical limits arising from heating effects of dark-photon dark matter on gas in various astrophysical settings: the ionized interstellar medium in the Milky Way (dotted orange line) [35]; the intergalactic medium around helium reionization (short-dashed red line, labeled ‘He$^{++}$’) [40]; and gas in the Leo T dwarf galaxy (dot-dashed purple line) [41]. We also show a DM-depletion limit from non-resonant dark-photon–photon conversion [40] (long-dashed green line, labeled ‘$\Delta \rho_{\text{CDM}}$’).
uniformity of these naïve signal candidates, we conclude that none of them constitute a robust dark-photon dark-matter signal candidate: we report no robust candidate signals of dark-photon dark matter in the SuperMAG dataset on the basis of our analysis [1]. SuperMAG has also recently released data taken with a higher cadence of one second, but over a shorter total time period (a little over ten years), and from a smaller total number of stations [36]; it would be interesting to revisit this analysis with those data, as they would enable access to higher dark-photon masses (frequencies).

With no robust signal candidates identified in the one-minute-cadence dataset that we analyzed, we use the posterior distributions on $\varepsilon$ to extract 95%-credible upper limits (local significance) on $\varepsilon$ as a function of $m_{A'}$; see Fig. 4 and Ref. [1] for our results.

Our exclusion results are competitive with, or complementary to, various astrophysical bounds on dark-photon dark matter [35, 40, 41] and represent direct terrestrial laboratory exclusions of dark-photon dark-matter parameter space that are not subject to significant astrophysical uncertainties. Future cosmological bounds from 21 cm observations in this mass range are also expected to be highly competitive [42]; however, in light of the uncertainty around the EDGES global 21 cm anomaly [110], we do not display these limits in Fig. 4. Moreover, future analyses of the higher-cadence SuperMAG data, as well as possible future experiments looking for our signal at even higher frequencies, could allow access to regions of parameter space significantly beyond current constraints.

We also note that our limits are set under the assumption that the dark-photon dark matter has $\rho_{DM} = 0.3\text{GeV/cm}^3$ on average, and a velocity dispersion in the vicinity of the Earth of $10^{-3}$, as for a standard halo model (SHM; see, e.g., Ref. [111]). If the local DM abundance has stream-like structures (see, e.g., Refs. [112–117]), then these limits could be too conservative. In a stream, the DM velocity dispersion is typically smaller than in the SHM, narrowing the signal width; moreover, the DM abundance could be boosted by such streams. Both of these effects would make a signal more detectable.

V. CONCLUSION

The dark photon is an interesting and well-motivated dark-matter candidate over a wide mass range. Direct laboratory probes of ultralight dark-photon dark matter, however, often suffer severe signal suppression by ratios of laboratory length-scales to the (much larger) dark-matter Compton wavelength. As such, most existing constraints on the lightest region of parameter space rely on astrophysical observations. In this work, we have presented a novel terrestrial signature of ultralight dark-photon dark matter that exploits the size of the Earth itself in order to alleviate this usual length-scale suppression. We have shown that there exists a coherently oscillating, quasi-monochromatic magnetic field signal of dark-photon dark matter, Eq. (42), that has a specific global vectorial spatial pattern, and which is detectable near the surface of the Earth in unshielded magnetometer data. This signal would be present in principle for any dark photon in the mass range $10^{-21}\text{eV} \lesssim m_{A'} \lesssim 3 \times 10^{-14}\text{eV}$ (see Sec. II B 6).

The signal we have presented is obtained utilizing a somewhat simplified model of the electrical conductivity environment near the Earth, in which we model the poorly conductive lower atmosphere around the surface of the Earth as a region of vacuum sandwiched between two layers of material that efficiently absorb ordinary photons: the conductive Earth below, and either the ionosphere or the interplanetary medium above. This geometry is reminiscent of the conductor geometries employed in laboratory-scale direct-detection experiments, such as ADMX and DM Radio (which bound higher-mass dark photons), in order to mediate the generation of an observable magnetic-field signal of dark-photon dark matter. Those signals are suppressed by $m_{A'} L$, where $L$ is the characteristic geometrical size of the experiment. One might have thus expected that the length-scale suppression in our scenario would involve the scale-height of the lower atmospheric conductivity gap $h \sim 10^2\text{km}$; we have, however, shown that the relevant length-scale that enters in our analysis is the much larger radius of the Earth, $R \sim 6 \times 10^3\text{km}$. This observation significantly enhances the amplitude of the magnetic field signal. We have also shown that our signal prediction is robust to whether the ionosphere acts as a conductive shield, and we have argued that it is insensitive to many of the detailed complexities of the real near-Earth environment that are elided in our modeling.

We presented in this work the results of a search for the magnetic field signal Eq. (42), the details of which appear in our companion paper [1]. This analysis employs a large public dataset of geomagnetic field measurement data maintained by the SuperMAG Collaboration [36–38], which comprise a time series of unshielded three-axis magnetic field measurements made at $O(10^2)$ stations widely dispersed around the surface of the Earth, with a one-minute time resolution, beginning in the 1970s. Our analysis finds no robust dark-photon dark-matter signal

\begin{itemize}
  \item [27] Bounds similar to those in Ref. [41] also appear in Ref. [39] (with the exception of the much stronger bound explicitly marked as ‘preliminary’ in the later reference that arises from a gas cloud of anomalously low, and somewhat disputed, temperature; see also the discussion in Refs. [107, 108]). Some questions have, however, been raised as to the validity of the bounds in Ref. [39] owing to their being set using observations of gas clouds that are close to the center of the Milky Way and part of a large outflow of gas [41], although these concerns were addressed in a note added in Ref. [39]. We take no position on this point of debate and note only that the strongest non-preliminary bounds in Ref. [39] are similar, within an $O(1)$ factor, to those in Ref. [41].
  \item [28] Per Ref. [109], the limits in the published version of Ref. [41] are slightly weaker than those shown in earlier arXiv versions of the latter, owing in part to updates to published gas metallicities for Leo T.
\end{itemize}
candidates, and as such is used to place upper limits on the kinetic mixing parameter $\varepsilon$ as a function of the mass of the dark-photon dark matter in the ultralight region of parameter space. In particular, these data allow us to present limits in the mass range $2 \times 10^{-18}$ eV $\lesssim m_A \lesssim 7 \times 10^{-17}$ eV. These limits are shown in Fig. 4, and are complementary to existing astrophysical constraints in this mass range.

The SuperMAG Collaboration is currently in the process of releasing data with higher time resolution (one second, instead of one minute); we defer to future work an analysis of that dataset, which would extend the sensitivity of the search to higher masses (frequencies), and presumably strengthen the existing exclusion limits (absent a signal detection). We also note that in principle our limits appear to improve relative to existing astrophysical gas-heating bounds moving to higher frequencies; this strongly motivates additional experimental exploration of this signal at frequencies above the range we have considered in this work, as this approach may allow access to parameter space that is technologically difficult to probe with laboratory-scale experiments, $f \lesssim \text{kHz}$ [23]. It may also be worthwhile exploring whether better sensitivity could be achieved with improved magnetometers. Finally, it would be interesting to consider the cognate signal that would be expected to appear for axion-like (i.e., ALP) dark matter.\(^{29}\)
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Appendix A: Photon–dark-photon dynamics

In this Appendix, we will give a short review of some of the underlying theoretical issues at play for the kinetically mixed dark photon, discussing basis choices, and the
propagating eigenmodes of the EM-photon–dark-photon system in regions of high and low conductivity as well as their relationship to the vacuum mass eigenstates of the system and the interacting eigenstates that couple to EM-charged matter. See also Refs. [3, 22, 23, 119].

Consider a massive dark photon, \( (A'_0)_\mu \), that is kinetically mixed with the ordinary photon of electromagnetism, \( (A_0)_\mu \), with kinetic mixing parameter \( \varepsilon \), which we assume to be small \( (\varepsilon \ll 1) \) [cf. Eq. (1)]:

\[
\mathcal{L} \supset -\frac{1}{4} (F_k)_{\mu \nu} (F_k')^{\mu \nu} - \frac{1}{4} (F'_{k'})_{\mu \nu} (F'_k)^{\mu \nu} + \frac{\varepsilon}{2} (F_k)_{\mu \nu} (F'_k)^{\mu \nu} + \frac{1}{2} m_{A'_0}^2 (A'_0)_\mu (A'_0)^\mu - J_{EM} (A_k)_\mu, \quad \text{[kinetically mixed basis]} \quad (A1)
\]

where \( F'_{\mu \nu} \equiv \partial_{\mu} A'_{\nu} - \partial_{\nu} A'_{\mu} \) are the respective field strength tensors. We refer to the basis in which Eq. (A1) is written as the ‘kinetically mixed’ basis.

1. Basis choices (vacuum)

While the kinetically mixed basis is convenient to write the Lagrangian from a theoretical perspective (because it makes manifest the ‘vector portal’ nature of the coupling), it does not make the phenomenology of the system readily apparent. Of course, while the physics is invariant to the basis choice, different basis choices are convenient for different applications and, at the level of the Lagrangian, there are two such common alternative bases employed to write Eq. (1): the (vacuum) mass basis and the interaction basis. The (vacuum) mass basis is reached via the non-unitary field redefinition

\[
\begin{pmatrix}
    A_M \\
    A'_M
\end{pmatrix} = \begin{pmatrix}
    1 & -\varepsilon \\
    0 & \sqrt{1 - \varepsilon^2}
\end{pmatrix}
\begin{pmatrix}
    A_k \\
    A'_k
\end{pmatrix}, \quad (A2)
\]

in terms of which we have

\[
\mathcal{L} \supset -\frac{1}{4} (F_M)_{\mu \nu} (F_M')^{\mu \nu} - \frac{1}{4} (F'_{M'})_{\mu \nu} (F'_M)^{\mu \nu} + \frac{1}{2} m_{A'_0}^2 (A'_0)_\mu (A'_0)^\mu - J_{EM} (A_M)_\mu + \frac{\varepsilon}{\sqrt{1 - \varepsilon^2}} (A'_M)_\mu, \quad \text{[vacuum mass basis]} \quad (A3)
\]

It is clear that the (vacuum) mass basis modes are the propagating (i.e., momentum) eigenmodes in vacuum: the massless mode \( (A_0) \) and the massive mode \( (A'_0) \) are independent if \( J_{EM} = 0 \). However, a linear combination of the two vacuum mass basis modes couples to EM charges; the mass basis states are thus not interaction eigenstates.

The interaction basis is reached by a different non-unitary field redefinition:

\[
\begin{pmatrix}
    A_i \\
    A'_i
\end{pmatrix} = \begin{pmatrix}
    \sqrt{1 - \varepsilon^2} & 0 \\
    -\varepsilon & 1
\end{pmatrix}
\begin{pmatrix}
    A_k \\
    A'_k
\end{pmatrix}, \quad (A4)
\]

in terms of which we have

\[
\mathcal{L} \supset -\frac{1}{4} (F_i)_{\mu \nu} (F_i')^{\mu \nu} - \frac{1}{4} (F'_{i'})_{\mu \nu} (F'_i)^{\mu \nu} + \frac{1}{2} m_{A'_0}^2 \left[ (A'_i)_\mu (A'_i)^\mu + \frac{2\varepsilon}{\sqrt{1 - \varepsilon^2}} (A_i)_\mu (A'_i)^\mu \right] + \frac{\varepsilon^2}{1 - \varepsilon^2} (A'_i)_\mu (A'_i)^\mu - \frac{1}{\sqrt{1 - \varepsilon^2}} J_{EM} (A_i)_\mu, \quad \text{[interaction basis]} \quad (A5)
\]

It is clear that the interaction basis modes are the interaction eigenstates: the ‘interacting mode’ \( (A'_i) \) couples to EM charges; the ‘sterile mode’ \( (A'_i) \) does not. However, the presence of the mass-mixing terms in Eq. (A5) makes clear that the interaction basis states are not propagation eigenstates in vacuum.

The relationship between the vacuum mass basis (propagating eigenstates in vacuum) and the interaction basis (interaction eigenstates) is given by the unitary transformation

\[
\begin{pmatrix}
    A_i \\
    A'_i
\end{pmatrix} = \begin{pmatrix}
    \sqrt{1 - \varepsilon^2} & +\varepsilon \\
    -\varepsilon & \sqrt{1 - \varepsilon^2}
\end{pmatrix}
\begin{pmatrix}
    A_M \\
    A'_M
\end{pmatrix}, \quad (A6)
\]

which shows explicitly that the propagation and interaction eigenstates do not coincide in the presence of kinetic mixing.

Note also that it is common in the literature for all the results shown in this subsection to be written with all effects at \( O(\varepsilon^2) \) omitted; we have retained them here for completeness.

2. Equations of motion and in-medium effects

So far, we have demonstrated that the vacuum mass-basis states \( A_M \) and \( A'_M \) are indeed the vacuum propagation (i.e., momentum) eigenstates, but that these states differ from the interaction eigenstates. As we will demonstrate in this section, in a conducting medium with linear response, these statements must be modified.

Straightforward application of the Euler-Lagrange equations to the kinetically mixed basis Lagrangian Eq. (A1) yields the equations of motion

\[
\partial_\mu ((F_k)^{\mu \nu} - \varepsilon (F'_k)^{\mu \nu}) = J_{EM}, \quad (A7)
\]

\[
\partial_\mu ((F'_k)^{\mu \nu} - \varepsilon (F_k)^{\mu \nu}) + m_{A'_0}^2 (A'_0)^\nu = 0. \quad (A8)
\]
Because the local U(1) gauge transformation \((A_k)_a \to (A_k)_a + \partial_x A\) (for any function \(A\)) remains a good symmetry of Eq. (1) [assuming a conserved EM current, \(\partial_t J^\mu = 0\)], we are still free to assume the Lorenz gauge condition \(\partial_\mu (A_k)^\mu = 0\). Equivalently, Eqs. (A7) and (A8) contain only \(F_k\) and not \(A_k\), and \(F_k\) is, of course, invariant to this gauge transformation. On the other hand, there is no gauge freedom associated with the other U(1) that is broken by the explicit mass term in Eq. (A1); however, applying \(\partial_\mu\) to both sides of Eq. (A8) and recalling that \(\partial_\mu \partial_\nu\) is symmetric on its indices while both field strength tensors \((F_k^\mu)^{\nu\rho}\) are anti-symmetric yields the on-shell Proca consistency condition \(m_A^2 [\partial_\mu (A_k)^\mu] = 0\). Since \(m_{A'} \neq 0\) by assumption in this work, we must have \(\partial_\mu (A_k)^\mu = 0\) on shell.

Therefore, we have

\[
\begin{align*}
\partial^2 [(A_k)^\mu - \varepsilon(A_k')^\mu] &= J_{\text{EM}}^\mu, \\
\partial^2 [(A_k')^\mu - \varepsilon(A_k)^\mu] + m_A^2 (A_k)^\mu &= 0, \\
\partial_\mu (A_k)^\mu &= 0, \\
\partial_\mu (A_k')^\mu &= 0.
\end{align*}
\]

We will from this point assume that the fields \((A_k^{(0)})^\mu\) are plane waves:

\[
(A_k^{(0)})^\mu (x) = (A_k^{(0)})^\mu e^{-ik_\nu x^\nu}. \tag{A13}
\]

Moreover, let us now consider these equations in a medium with a linear response, and no other free charge \((J_{\text{free}}^\mu = 0)\). Because the interaction eigenstate \((A_k)\) is proportional to \(A_k\) [indeed, ignoring \(O(\varepsilon^2)\) terms, they coincide; see Eq. (A4)], and because charges in the medium will respond to only the interacting mode, we should set \(J_{\text{EM}}^\mu = -\Pi^{\mu\nu}(A_k)_\nu\), where \(\Pi^{\mu\nu}\) is the self-energy tensor for the medium (note importantly that this relationship is imposed in 4-momentum space; the position-space analog is generally non-local [119]). This yields

\[
\begin{align*}
(-\omega^2 + k^2) [(A_k)^\mu - \varepsilon(A_k')^\mu] + \Pi^{\mu\nu}(A_k)_\nu &= 0, \tag{A14} \\
(-\omega^2 + k^2) [(A_k')^\mu - \varepsilon(A_k)^\mu] + m_A^2 (A_k')^\mu &= 0, \tag{A15} \\
k_\mu (A_k)^\mu &= 0, \tag{A16} \\
k_\mu (A_k')^\mu &= 0. \tag{A17}
\end{align*}
\]

The polarization tensor in a homogenous medium can be written as a sum over the mode self-energies \(\pi_a\) and mode projection operators \(P^{\mu\nu}_a\) [119]:

\[
\Pi^{\mu\nu} = \sum_{a=1,2,L} \pi_a P^{\mu\nu}_a; \quad P^{\mu\nu}_a = -(e_a)^\mu (e_a^*)^\nu, \tag{A18}
\]

where \(a = 1, 2, L\) labels the two 3-transverse modes \([i.e., k_i (e_{1,2})^i = 0]\) and one 3-longitudinal mode \([\varepsilon e_{L}] \propto k^2\), respectively, and \(e_a\) are the corresponding orthonormal polarization 4-vectors, normalized\(^3\) such that \(\varepsilon_\mu (e_a^\mu (e_a^\nu))_{\nu} = -\delta_{ab}\), and obeying the 4-transversality condition \(k_\mu (e_a^\mu) = 0\). Assuming that the medium does not distinguish between the transverse modes (as it could do if it were, e.g., birefringent or otherwise anisotropic), we can write the two transverse-mode self-energies as \(\pi_1 = \pi_2 = \pi_T\). Similarly, decomposing

\[
(A_k^{(0)})^\mu = \sum_a (A_k^{(0)})^a (e_a)_a^\mu, \tag{A19}
\]

we have

\[
\begin{align*}
(-\omega^2 + k^2) [(A_k)^a - \varepsilon(A_k')^a] + \pi_a (A_k)^a &= 0, \tag{A20} \\
(-\omega^2 + k^2) [(A_k')^a - \varepsilon(A_k)^a] + m_A^2 (A_k')^a &= 0. \tag{A21}
\end{align*}
\]

where, here and throughout what follows, we have defined \(k^2 = k \cdot k\) (we distinguish the contracted 4-vector \(k \equiv k_a k^a\) where necessary). The gauge [Eq. (A16)] and consistency [Eq. (A17)] conditions are automatically satisfied by construction of the polarization tensors as 4-transverse.

It remains to write expressions for the self-energies \(\pi_a\). We will be interested in examining the behavior of these fields in media that can be considered to be ohmic conductors, where \(J = \sigma E\). Now,

\[
\begin{align*}
E &= -\partial_t A_k - \nabla A_k^0, \tag{A22} \\
&= +i\omega A_k - ik A_k^0 \tag{A23} \\
&= i\omega \sum_{a=1,2} (A_k)^a e_a + iA_L^L [\omega e_L - k (e_L)^0]. \tag{A24}
\end{align*}
\]

However, the 4-transversality condition imposes that \((e_L)^0 \equiv k \cdot e_L / \omega\); moreover, since \(e_L \propto k\), we have that \(k (e_L)^0 = k^2 (e_L)^0\). Therefore,

\[
\begin{align*}
E &= i\omega \sum_{a=1,2} (A_k)^a e_a + i\omega [1 - k^2 / \omega^2] (A_k)^L e_L, \tag{A25} \\
\Rightarrow J &= i\omega \sum_{a=1,2} (A_k)^a e_a + i\omega [1 - k^2 / \omega^2] (A_k)^L e_L \tag{A26} \\
&= \sum_{a=1,2} \pi_a (A_k)^a e_a. \tag{A27}
\end{align*}
\]

Therefore, we can read off

\[
\begin{align*}
\pi_T &= -i\omega \sigma, \tag{A28} \\
\pi_L &= -i\omega [1 - k^2 / \omega^2]. \tag{A29}
\end{align*}
\]

\(^3\) We use the \((+, -, -)\) metric sign convention.
Note that if we can consider non-relativistic modes \((k \ll \omega)\), we have \(\pi_L \approx \pi_T\) and, moreover, there is no distinction between the \(T\) and \(L\) modes in terms of their relationships to the physical \(E\) field; cf. Eq. (A25).

This discussion, of course, also applies for an isotropic plasma with a number density \(n\) of charge carriers of charge \(Q = q e\) and mass \(m\), and with a collision frequency \(\nu = \tau^{-1}\), such that the plasma frequency is \(\omega_p^2 = 4\pi n q^2 e/m\). In this case, we simply take \(\sigma\) to be a function of frequency:

\[
\sigma(\omega) = \frac{\omega_p^2 \tau}{1 - i\omega \tau} = \frac{i\omega_p^2}{1 + i\nu/\omega}. \tag{A30}
\]

For \(\omega \tau \ll 1 \Rightarrow \nu/\omega \gg 1\), collisions dominate and such a plasma behaves as a DC conductor with conductivity \(\sigma = \omega_p^2 \tau\); on the other hand, for \(\omega \tau \gg 1 \Rightarrow \nu/\omega \ll 1\), the plasma is effectively collisionless and we can replace \(\sigma \rightarrow i\omega_p^2/\omega\) in the self-energies Eqs. (A28) and (A29), and elsewhere throughout this Appendix.\(^{34}\) Generally however, for a plasma with \(\nu \neq 0\), the full replacement implied by Eq. (A30), \(\sigma \rightarrow (i\omega_p^2)/\omega \times (1 + i\nu/\omega)\), is required: for instance, damping effects for some modes are \(\propto \nu\) (see Appendices A 2a and A 2b).

We will now discuss the transverse [Appendix A 2a] and longitudinal [Appendix A 2b] cases in turn.

\subsection*{a. Transverse case}

Substituting Eq. (A28) into Eq. (A20), and considering the resulting equation along with Eq. (A21), we have an eigenvalue problem for the propagating (i.e., momentum) modes, which can be cast in the form \(k^2 \vec{X} = M(\omega) \vec{X}\), where the column vector \(\vec{X}\) has components \(\vec{X} = [(A_k)^T, (A_p)^T]\); i.e., Eqs. (A20), (A21), and (A28) specify the transverse dispersion relations. This is easily solved using standard linear algebra techniques\(^{35}\) to yield the two eigenvalues \(k_{T1,2}^2\) that are, correct to \(O(\varepsilon^2)\), given by (see also Appendix 3 of Ref. [22]), but note a difference in our sign convention—we use \(\omega\) of opposite sign—and method of derivation here in terms of the kinetically mixed basis

\[
k_{T1}^2 = \omega^2 + i\omega \sigma - \frac{\varepsilon^2 \omega^2 q^2}{\omega \sigma + m_A^2}, \quad \tag{A31}
\]

\[
\approx \omega^2 + i\omega \sigma, \quad \tag{A32}
\]

\[
k_{T2}^2 = \omega^2 - m_A^2 - \frac{\varepsilon^2 m_A^4}{\omega \sigma + m_A^2}, \quad \tag{A33}
\]

\[
\approx \omega^2 - m_A^2 + i\omega \sigma - \frac{\varepsilon^2 m_A^4}{(\omega \sigma)^2 + m_A^2}. \tag{A34}
\]

These correspond to the transverse propagation eigenstates, all correct to \(O(\varepsilon)\), given in the various basis sets by [22]

\[
A_T^1 = (A_k)^T - \frac{\varepsilon m_A^2}{\omega \sigma + m_A^2} (A_p)^T, \quad \tag{A35}
\]

\[
= (A_k)^T - \frac{\varepsilon m_A^2}{\omega \sigma + m_A^2} (A_p)^T, \quad \tag{A36}
\]

\[
= (A_k)^T + \frac{i\varepsilon \omega \sigma}{\omega \sigma + m_A^2} (A_m)^T, \quad \tag{A37}
\]

\[
A_T^2 = (A_k)^T - \frac{i\varepsilon \omega \sigma}{\omega \sigma + m_A^2} (A_k)^T, \quad \tag{A38}
\]

\[
= (A_k)^T + \frac{\varepsilon m_A^2}{\omega \sigma + m_A^2} (A_m)^T, \quad \tag{A39}
\]

\[
= (A_k)^T - \frac{i\varepsilon \omega \sigma}{\omega \sigma + m_A^2} (A_m)^T. \quad \tag{A40}
\]

As noted above, the expressions Eqs. (A31)–(A40) also apply in the case of a plasma, under the replacement rule implied by Eq. (A30): \(\sigma \rightarrow i\omega_p^2/\omega \times (1 + i\nu/\omega)^{-1}\), where \(\omega_p\) and \(\nu\) are the plasma and collision frequencies, respectively; see the comment in footnote 34.

In the conductor case, two limits are interesting: \(\sigma \ll m_A^2/\omega\) (poor conductor, or no medium) and \(\sigma \gg m_A^2/\omega\) (good conductor). Note that if we consider the case \(\omega^2 \sim m_A^2\) such that the second momentum mode is non-relativistic \((k_{T2}^2 \ll \omega^2)\), the condition for a good conductor simplifies to \(\sigma \gg m_A^2\), while ‘vacuum’ means \(\sigma \ll m_A^2\).

In the poor conductor limit, we find \(k_{T1}^2 \approx \omega^2 + i\omega \sigma\) and \(k_{T2}^2 \approx \omega^2 - m_A^2\), along with \(A_T^1 = (A_k)^T - \varepsilon(A_k)^T = (A_m)^T\) and \(A_T^2 = (A_k)^T + \varepsilon(A_k)^T\), correct up to terms at \(O(\varepsilon)\). This, of course, is exactly the expected result: the vacuum mass-basis modes are the propagating momentum modes, and their dispersion relations are correct for massless and massive modes, respectively.

The good-conductor limit yields \(k_{T1}^2 \approx \omega^2 + i\omega \sigma\) and \(k_{T2}^2 \approx \omega^2 - m_A^2 + i\varepsilon^2 m_A^4/(\sigma \omega)\); in both expressions, terms parametrically suppressed compared to those shown have been omitted. We also have \(A_T^1 = (A_k)^T + \varepsilon(A_k)^T\) and \(A_T^2 = (A_k)^T - \varepsilon(A_k)^T\), where these two expressions correct up to omitted terms at \(O(\varepsilon)\). This is an extremely important result: the in-medium propagation eigenstates in a good conductor are

\(^{34}\) Note that because we solve the dispersion relation eigenvalue problems in the following subsections [Appendices A 2a and A 2b] for the momentum eigenvalues \(k = k(\omega)\) and the corresponding momentum eigenmodes, whether \(\sigma\) is a function of frequency has no influence on whether additional solutions to the eigenvalue equations exist.

\(^{35}\) Recall that if the matrix \(M\) has linearly independent eigenvectors, then the matrix \(U\) that is formed with columns that are equal to these eigenvectors is invertible and diagonalizes \(M\) by a similarity transformation: \(U^{-1}MU = D\), where \(D\) is a diagonal matrix with the eigenvalues on the diagonal, ordered in the same sense as the columns of \(U\). Since \(k^2 \vec{X} = M \vec{X} = U D U^{-1} \vec{X}\), we have \(k^2[U^{-1}X] = D[U^{-1}X]\), and so the eigenstates are given by the components of \(U^{-1}X\).
the interaction-basis states, not the vacuum mass-basis states.

The interacting state has a complex momentum eigenvalue \( k_{T1} \approx \sqrt{\nu \sigma} \epsilon^{i \pi/4} \), leading to an exponential damping factor

\[
\alpha \exp[-i(k_{T1})_mx^\mu] = \exp[-\omega t + i(\hat{k} \cdot x)\sqrt{\omega \sigma}/2] \times \exp[-(\hat{k} \cdot x)\sqrt{\omega \sigma}/2].
\]  
\[
(A41)
\]

That is, the interacting mode field amplitude dips over length-scales \( \delta_{T1} \sim (\omega \sigma/2)^{-1/2} \ll m^{-1} \), which we refer to as the skin-depth [note that various conventions exist for skin-depth in the literature, largely depending on whether they are defined for the power (i.e., Poynting flux) or for the field amplitude; the various definitions differ from ours by \( O(1) \) numerical factors].

On the other hand, the sterile state has the usual dispersion relation for a massive mode with mass \( m_{A'}. \) with the addition only of a highly suppressed imaginary component. Extracting a damping length requires some care: consider that if \( \omega^2 - m_{A'}^2 \approx m_{A'}^2 v_{\text{om}}^2 \) with \( v_{\text{om}} \sim 10^{-3} \), then the dispersion relation reads \( k_{T2}^2 \approx m_{A'}^2 v_{\text{om}}^2 + i \varepsilon^2 m_{A'}^3 / \sigma \). If \( \varepsilon^2 m_{A'}/\sigma \ll v_{\text{om}}^2 \), then we can approximate \( k_{T2}^2 \approx \varepsilon^2 m_{A'}^3 / \sigma \), which would give

\[
k_{T2} = \varepsilon m_{A'} \epsilon^{i \pi/4} \sqrt{m_{A'}/\sigma},
\]

leading to a skin-depth of \( \delta_{T2} \sim (2\sigma/m_{A'}/(\varepsilon m_{A'})) \sim \delta_{T1} \times \sigma/(\varepsilon m_{A'}^2) \), assuming \( \omega \sim m_{A'}. \) However, whenever \( \varepsilon^2 m_{A'}/\sigma \ll v_{\text{om}} \) the real term in the dispersion relation dominates over the complex one in magnitude, and in solving for the real \( (k_R) \) and imaginary \( (k_I) \) parts of \( k \) in the dispersion relation we must instead estimate \( k_R \approx \sqrt{\omega^2 - m_{A'}^2} \approx m_{A'} v_{\text{om}}, \) and \( 2k_R k_I \approx \varepsilon^2 m_{A'}/\sigma \Rightarrow k_I \approx \varepsilon^2 m_{A'}/(2\sigma v_{\text{om}}) \), implying a damping length \( \delta_{T2}^{(3)} \sim 1/k_I \sim (2\sigma v_{\text{om}})/(\varepsilon^2 m_{A'}) \sim (v_{\text{om}}/\varepsilon) \sqrt{2\sigma/m_{A'}} \times \delta_{T2}^{(1)}. \) Because \( \delta_{T2}^{(3)} > \delta_{T2}^{(1)} \) whenever the condition for the validity of the estimate leading to the former is satisfied (i.e., \( \varepsilon^2 m_{A'}/\sigma \ll v_{\text{om}}^2 \)), we should thus instead take the combined result

\[
\delta_{T2} \sim \max \left[1, (v_{\text{om}}/\varepsilon) \sqrt{2\sigma/m_{A'}} \times \sqrt{2\sigma/m_{A'}/(\varepsilon m_{A'}):}ight]
\]
\[
(A42)
\]
in either case, this is an extremely long length-scale.

Similar qualitative observations hold for the case of a nearly collisionless plasma with a high plasma frequency \( (\omega_p \gg \omega \sim m_{A'} \gg \nu) \), which is the case of physical relevance in the interstellar medium (see discussion in Sec. II B 5). In that case, in the non-relativistic limit \( k^2 \ll \omega^2 \sim m_{A'}^2 \ll \omega_p^2 \), we have \( k_{T1} \approx \omega_p \), leading to a very short active-mode damping length \( \delta_{T1} \sim \omega_p^{-1} \ll m_{A'}^{-1}. \) In the same series of limits, we have \( k_{T2}^2 \approx \omega^2 - m_{A'}^2 + i \varepsilon^2 m_{A'}^3 \nu/\omega_p^2 \), where terms parametrically suppressed compared to those shown have been omitted. Note that for an exactly collisionless plasma \( (\nu = 0) \) there is no damping of this mode (see also Eq. (23) of Ref. [35]): the omitted terms in the expression for \( k_{T2}^2 \) are all real and positive in this limit.

Extracting the damping length for \( \nu \neq 0 \) again requires the same degree of care as needed to obtain the skin-depth for the \( T2 \) mode in a conductor. However, because the mathematical structure of the expression for \( k_{T2}^2 \) for the plasma is identical to that for the conductor, requiring only the parametric replacement \( \sigma \rightarrow \omega_p^2/\nu \), we can immediately write down the damping length for this mode in a plasma from Eq. (A42):

\[
\delta_{T2,p} \sim \max \left[1, (v_{\text{om}}/\varepsilon) \sqrt{2\omega_p^2/(m_{A'}\nu)} \times \sqrt{2\omega_p^2/(m_{A'}\nu)/(\varepsilon m_{A'}):}ight]
\]
\[
(A43)
\]

this is again an extremely long length-scale.

b. Longitudinal case

The longitudinal case requires some care in interpretation. Formally, we may proceed as for the transverse case: substituting Eq. (A29) into Eq. (A20), and considering it along with Eq. (A21) we again obtain a system of equations that can be cast into an eigenvalue problem for the propagation eigenstate(s). Proceeding naïvely, we find two solutions:

\[
k_{L1}^2 = \omega^2 - m_{A'}^2 \frac{\sigma - i\omega}{\sigma - i(1 - \varepsilon^2)\omega}
\]
\[
(A44)
\]

\[
= \omega^2 - m_{A'}^2 \frac{\sigma^2 + (1 - \varepsilon^2)\omega^2}{\sigma^2 + (1 - \varepsilon^2)\omega^2} + i \varepsilon^2 m_{A'} \sigma \omega
\]
\[
+ \frac{\varepsilon^2 m_{A'} \sigma \omega}{\sigma^2 + \omega^2},
\]
\[
(A45)
\]

\[
k_{L2}^2 = \omega^2,
\]

[unphysical]  
\[
(A46)
\]

with corresponding eigenmodes

\[
A_{L1} = (A_{K},)
\]
\[
(A47)
\]

\[
A_{L2} = (A_{K},) - \frac{\varepsilon \omega}{\omega + \sigma} (A_{K}).
\]

[unphysical]  
\[
(A48)
\]

While the first of these solutions (eigenvalue \( k_{L1}^2 \) and eigenmode \( A_{L1} \)) is physical, the second solution (eigenvalue \( k_{L2}^2 \) and eigenmode \( A_{L2} \)) is not. There are any number of ways to see this, but the most straightforward is

\footnote{We possibly access both regimes in various locations: we have \( \varepsilon \leq 10^{-2}, m_{A'} \leq 10^{-16} \text{eV}, \) and \( \sigma \) in highly conductive layers that is as large as \( \sigma \sim 10^{-2} \text{eV} \) in the ionosphere, so \( \varepsilon^2 m_{A'}/\sigma \leq 10^{-18} m_{A'}^3 \ll v_{\text{om}}^2 m_{A'}^2. \) On the other hand, in the lower atmosphere we also have other regions where \( \sigma \sim m_{A'}. \) so there we have \( \varepsilon^2 m_{A'}/\sigma \sim 10^{-4} m_{A'} \gg v_{\text{om}}^2 m_{A'}. \) at its largest.}
to note that in the limit $\omega^2 = k^2$, the longitudinal polarization vector $e^\mu_L = \left( k/\sqrt{k_0k}, \hat{k} \omega/\sqrt{k_0k} \right)^\mu$ formally diverges: this is actually symptomatic of the fact that it is not possible to find a normalizable polarization vector $e^\mu_L$ that simultaneously satisfies $k_\mu e^\mu_L = 0$, $e^\mu_L (e^\nu_L)_\mu = -1$, $e^\mu_L \propto k^\mu$, and $\omega^2 = k^2$. Attempting to impose all of these conditions leads to a logical contradiction. The longitudinal mode is thus not physical if $\omega^2 = k^2$.

A corollary of this observation is that we must assume $\omega \neq -i\sigma$, to avoid $k^2_{LL} = \omega^2$ from Eq. (A44). Assuming that $\omega$ is real is, of course, natural in this situation, but this condition has non-trivial implications for the plasma case; see discussion at end of this section.

Because there is only one propagating eigenmode, the other degree of freedom in the system must be fixed by a constraint. Indeed, examining the equation that results from substituting Eq. (A29) into Eq. (A20), we find that it reads

$$(-\omega^2 + k^2) \left[ (1 + i\sigma/\omega) (A_k)^L - \varepsilon (A'_L)^L \right] = 0; \quad (A50)$$

demanding that this is solved for $\omega^2 \neq k^2$ leads to the constraint

$$(A_k)^L = \varepsilon (A'_L)^L \frac{\omega}{\omega + i\sigma}; \quad (A51)$$

this, of course, enforces that the spurious mode vanishes identically, $A^L_2 = 0$, as expected since we have assumed that the solution we are seeking has $\omega^2 \neq k^2$, and thus must be orthogonal to the (spurious) mode with the (spurious) eigenvalue $\omega^2 = k^2$. Note that in the $\sigma = 0$ vacuum limit, $A^L_2 = (A_3)^L$, so this constraint sets the massless longitudinal mode in vacuum to zero. This of course is expected because that mode does not actually exist: any $L$ mode must have a non-zero $\mu = 0$ component since $e^{\mu}_0 \neq 0$ [i.e., $\left( A_3 \right)_0 \neq 0$], but we know that in vacuum such a component can be removed by a residual restricted gauge transformation (this is the massless mode, so the gauge symmetry is unbroken): $(A_3)_\mu \rightarrow (A_3)_\mu + \delta_\mu A$, with $\partial^2 A = 0$ by the choice $\delta_\mu A = -\left( A_3 \right)_0$. This is also consistent with counting of degrees of freedom: a system of one massless and one massive photon should, in vacuum, have only 5 physical degrees of freedom. Note that, on the other hand, $A'^L_2 = A'_0$ exactly.

As a result of the constraint, we have, at $\mathcal{O}(\varepsilon)$, the following interaction basis relationships to the propagating longitudinal mode:

$$\left( A_1 \right)^L \approx \left( A_k \right)^L = \varepsilon \left( A'_L \right)^L \frac{\omega}{\omega + i\sigma} = \varepsilon A_1^L \frac{\omega}{\omega + i\sigma}; \quad (A52)$$

$$\left( A'_1 \right)^L = \left( A'_L \right)^L - \varepsilon \left( A_k \right)^L \approx A'_L \cdot (A53)$$

The overlap of the propagating mode $A'_L$ with the interacting mode $A^L_2$ shows that the former drives charges in vacuum ($\sigma = 0$) at $\mathcal{O}(\varepsilon)$. Moreover, we see that in a good conductor (here, defined as $\sigma \gg \omega$), the propagating mode has a highly suppressed overlap with the interacting mode: $(A_1)^L \rightarrow -i\varepsilon A'_1 (\omega/\sigma)$; it is instead closely aligned with the sterile mode. In the same limit, we have $k^2_{L1} \rightarrow \omega^2 - m^2_A + i\varepsilon m^2_A \omega/\sigma$, which shows that the damping of the propagating mode in a good conductor is again highly suppressed: for a non-relativistic mode with $\omega \sim m_A$, the damping length $\delta_{T2}$ is given by the same expression as that for $\delta_{T2}$ shown at Eq. (A42), up to sub-leading corrections. Of course, in vacuum, we have $k^2_{L1} = \omega^2 - m^2_A$ exactly, and the longitudinal dark-photon mode propagates without any damping.

It remains to discuss how the field $A'_L$ is sourced by free currents, which we will do here by considering how it may be sourced by such currents flowing outside of a conductive medium ($\sigma = 0$). To this end, consider solving Eq. (A9) for $\partial^2 (A_\mu)^L$ and substituting into Eq. (A10), which yields

$$\partial^2 (A'_L)^\mu + \frac{m^2_A}{1 - \varepsilon^2} (A'_L)^\mu = \frac{\varepsilon}{1 - \varepsilon^2} J^L_{\text{EM}}. \quad (A54)$$

Dropping terms at $\mathcal{O}(\varepsilon^2)$, projecting onto the longitudinal polarization vector by contracting with $(e^\mu_L)_\mu$, we find

$$\partial^2 (A'_L)^L + m^2_A (A'_L)^L = \varepsilon J^L_{\text{EM}}. \quad (A55)$$

where $J^L_{\text{EM}} \equiv -\left( e^\mu_L \right)_\mu J^\mu_{\text{EM}}$. But $(A'_L)^L = A^L_2$, so this shows that $A^L_2$ is sourced at $\mathcal{O}(\varepsilon)$ by ordinary EM currents (specifically, the piece of the current proportional to the longitudinal polarization vector).

In sum, then, we see that for the longitudinal case, only one mode propagates in a conductor. In vacuum, this propagating mode coincides with the massive mass-basis mode, and is undamped. In a perfect conductor, this propagating mode coincides with the sterile state in the interaction basis and in the perfect conductor limit is also undamped. This field is also sourced at $\mathcal{O}(\varepsilon)$ by ordinary free EM currents flowing in vacuum, and it couples to test charges in vacuum at $\mathcal{O}(\varepsilon)$.

---

37 Of course, there is only 1 degree of freedom, so relating it to a basis of two modes is slightly odd. Nevertheless, because the interacting mode in the interaction basis is the only part of the system that couples to charges, this exercise is useful to understand how the propagating mode interacts with charges.
Finally, we comment on the situation in plasma. Once again, we would make the replacement $\sigma \rightarrow i\omega_p^2/\omega \times (1 + i\nu/\omega)^{-1}$, but the derivation above for the momentum eigenvalues is unchanged: as long as $\omega \neq \omega_p$ (the cognate of the condition $\omega \neq -i\sigma$ above), there is only one propagating momentum eigenmode: $k_{L1} = k_{L1}(\omega)$. Note, however, that the energy spectrum of the longitudinal excitations at fixed $k$, $\omega = \omega(k)$, always contains two modes: for $k \neq \omega_p$, there is one mode at $\omega^2 \sim k^2 + m_A^2$, and a second, non-propagating mode at $\omega^2 \sim \omega_p^2$. As we are interested in the response of a system with spatial profiles when driven by a monochromatic background dark-photon field at frequency $\omega \sim m_A \ll \omega_p$, it is appropriate on physical grounds for us to consider the momentum $k$ to be a function of $\omega$: $k_{L1} = k_{L1}(\omega)$.

For a non-relativistic mode propagating in a nearly collisionless plasma with a high plasma frequency (i.e., assuming $\omega_p^2 \gg \omega^2 \sim m_A^2$, $\nu^2$), we have $k_{L1} \approx \omega^2 - i\epsilon m_A^2 \nu/\omega_p^2$ (terms parametrically suppressed compared to those shown have been omitted), leading to a damping length $\delta_{L1,p}$ which has the same expression as that for $\delta_{T2,p}$ displayed at Eq. (A43).

3. Effective current approach

As our computations in the Sec. III rely on treating the sterile field ($A_1'$) as an effective current source for the interacting field ($A_i$) in the interaction basis, we briefly explain the origin of that approach here.

In the interaction basis the equations of motion Eqs. (A7) and (A8) read, at $O(\epsilon)$,

$$\partial_\mu (F_1)^{\mu\nu} = J^{\nu} - \epsilon m_A^2 (A_1')^{\nu}, \quad (A56)$$

$$\partial_\mu (F_i')^{\mu\nu} + m_A^2 (A_i')^{\nu} = -\epsilon m_A^2 (A_i')^{\nu}. \quad (A57)$$

Suppose we perform a systematic formal perturbative expansion of the fields in powers of $\epsilon$:

$$(A_i) = \sum_{n=0}^{\infty} \epsilon^n (A_i)^{(n)}, \quad (A58)$$

$$(A_1') = \sum_{n=0}^{\infty} \epsilon^n (A_1')^{(n)}. \quad (A59)$$

Substituting this expansion into Eqs. (A56) and (A57), treating the resulting equations as a formal power series in $\epsilon$ to be satisfied by setting the coefficients of equal powers of $\epsilon$ equal, and keeping only terms up to $O(\epsilon)$ in line with the terms retained in Eqs. (A56) and (A57), we have a system of four equations (assuming that $J^{\nu} \sim \epsilon^0$):

$$\partial_\mu (F_i)^{(0)}{^{\mu\nu}} = J^{\nu}, \quad (A60)$$

$$\partial_\mu (F_i')^{(0)}{^{\mu\nu}} + m_A^2 (A_i')^{(0)}{^{\nu}} = 0, \quad (A61)$$

$$\partial_\mu (F_i')^{(1)}{^{\mu\nu}} = -m_A^2 (A_i')^{(1)}{^{\nu}}, \quad (A62)$$

$$\partial_\mu (F_i')^{(1)}{^{\mu\nu}} + m_A^2 (A_i')^{(1)}{^{\nu}} = -m_A^2 (A_i')^{(0)}{^{\nu}}. \quad (A63)$$

The leading-order interacting and sterile solutions are unperturbed: $(F_i)^{(0)}$ obeys the standard sourced Maxwell equations, Eq. (A60); and $(F_i')^{(0)}$ obeys the source-free Proca equations, Eq. (A61).

In the presence of a non-zero background field $(A_1')^{(0)}$ that obeys Eq. (A61)—e.g., the dark-photon dark-matter field—we see from Eq. (A62) that the leading impact on the observable field $(F_i)$ is at $O(\epsilon)$, and can be computed by treating the background $(A_1')$ field as an effective current source [cf. the forms of Eqs. (A60) and (A62)]:

$$J_{{\text{eff}}}^{\nu} = -\epsilon m_A^2 (A_1')^{\nu}. \quad (A64)$$

Note that the effective current is also conserved:

$$\partial_\mu J_{{\text{eff}}}^{\mu} = -\epsilon m_A^2 (\partial_\mu (A_1')^{\mu})$$

$$= -\epsilon m_A^2 (\partial_\mu (A_1')^{\mu} - \epsilon \partial_\mu (A_k)^{\mu})$$

$$= 0, \quad (A67)$$

since both kinetically coupled basis modes obey $\partial_\mu (A_k^{(1)}){^{\mu}} = 0$. Therefore, for plane-wave $(A_i')^{\mu}$, we have

$$J_{{\text{eff}}}^{0} = \frac{k}{\omega} \overline{k} \cdot J_{{\text{eff}}}. \quad (A68)$$

For non-relativistic modes ($k \ll \omega$) then, the effective charge density $J_{{\text{eff}}}^0$ vanishes, and the effective current is simply a 3-current:

$$J_{{\text{eff}}} = -\epsilon m_A^2 A_i'. \quad (A69)$$

Finally, note that in a EM-source-free region ($J^{\nu} = 0$) with boundary conditions set such that the $A_i$ field would be zero if we set $\epsilon = 0$, the $A_i$ field remains zero at leading order when $\epsilon \neq 0$: $(A_i)^{(0)} = 0$. In this case, the back-reaction term on the RHS of Eq. (A63) vanishes, and the leading back-reaction on $A_i'$ is at $O(\epsilon^2)$.

Appendix B: Finite conductivity effects

In this Appendix, we repeat the calculation of Sec. III B including the effect of nonzero, finite conductivities for the Earth, atmosphere, and assumed conductive ionosphere layer, in order to demonstrate that the result is unchanged. For simplicity, we take the Earth and ionosphere to have the same conductivity $\sigma_1 \gg m_A$ and the atmosphere to have a conductivity $\sigma_2$; we will ignore spatial variation of the conductivity within each layer. As in Sec. III B, we will treat this calculation as a single-photon electromagnetism problem, where the effect of the dark photon is to source an inhomogeneous contribution to the observable electric field. We will then compute the homogeneous contribution required to satisfy the appropriate boundary conditions.

The first step therefore becomes to determine what the inhomogeneous contributions inside the different conductors are. In particular, since we will be interested in
solving for the observable electric and magnetic fields, we want to know the contribution to the active component in the interaction basis. Consider the case of transverse fields. As described in Appendix A.2, there are two propagating modes inside a conductor, given in this basis by Eq. (A36) and Eq. (A39). Inverting these we can write the active and sterile components in the non-relativistic limit as

\[
\begin{pmatrix}
  (A_i)^T \\
  (A_i')^T
\end{pmatrix} = \begin{pmatrix}
  1 & \frac{\varepsilon m_{A'}^2}{m_{A'} \sigma + m_{A'}^2} \\
  \frac{\varepsilon m_{A'}^2}{m_{A'} \sigma + m_{A'}^2} & 1
\end{pmatrix} \begin{pmatrix}
  A_i^T \\
  A_i'^T
\end{pmatrix}.
\]

(B1)

Deep inside the ionosphere, \(A_i^T = 0\) since its dispersion relation has a large imaginary part. Let \(A_i^2 = A_i^0 e^{-\imath m_{A'} t}\) deep inside the ionosphere. In the non-relativistic limit, this mode has highly suppressed spatial dependence and can be treated as a uniform field in the vicinity of the Earth; it will thus take this value everywhere in the ionosphere. The boundary condition at the interface between the atmosphere and ionosphere, as well as at the interface between the atmosphere and Earth, will be that the components are continuous in the interaction basis. Since \(A_i^T = (A_i')^T\) to leading order, then, in fact, \(A_i^2 = A_i^0 e^{-\imath m_{A'} t}\) everywhere. This implies that the active component is

\[
(A_i)^T = A_i^T + \frac{\varepsilon A_i^0}{\beta^2} e^{-\imath m_{A'} t},
\]

(B2)

where \(\beta^2 = 1 + \imath \sigma / m_{A'}\). The corresponding observable electric field will then be

\[
E = E_{\text{hom}} + E_{\text{inh}},
\]

\[
E_{\text{hom}} = \imath m_{A'} A_i^T,
\]

\[
E_{\text{inh}} = \frac{\imath m_{A'} A_i^0}{\beta^2} e^{-\imath m_{A'} t}.
\]

We thus see that inside a conductor, the inhomogeneous field has an additional factor of \(\beta^{-2}\) compared to the vacuum expression [cf. Eq. (18)].

With this notation, we can now solve for the homogeneous fields following a method similar to that in Sec. III.B. The primary difference is that now we will solve for the electric field in the Earth and ionosphere, as well as the atmosphere. As before, each region will have an inhomogeneous contribution given by Eq. (B5), with the conductivity appearing in \(\beta\) given by \(\sigma_1\) or \(\sigma_2\), as appropriate. We solve for the homogeneous contribution by satisfying boundary conditions. Because all conductivities are now finite, the appropriate boundary condition at the interfaces between the regions are that the parallel electric and magnetic fields\(^{39}\) are continuous across the interface. Additionally, as in Sec. III.A, we will require that the electric field is regular at the origin. Finally, we will require that the homogeneous contribution is entirely outgoing at infinity (i.e., there is only a component proportional to exp[\(+\imath \beta m_{A'} r\)], not one proportional to exp[\(-\imath \beta m_{A'} r\)]; this final condition has the interpretation that the active photon modes in the ionosphere can only be moving away from the Earth, and not toward it, since they are sourced by charge motion in the vicinity of the interface between the lower atmosphere and ionosphere. As in Sec. III.B, the only relevant modes will be the \(\ell = 1\) TM modes (because only \(\ell = 1\) modes appear in the background sterile field, and the boundaries are all assumed to be spherically symmetric in this computation).

---

\[38\] This will be the expression for \(\beta\) in a conductor. However this notation can also be generalized to plasmas (such as the interplanetary medium, cf. Sec. II B 5), in which case \(\beta^2 = 1 - \omega_p^2 / m_{A'}^2\). The rest of the argument in this Appendix remains valid so long as \(\beta\) has a large imaginary part in the plasma, which is true if \(\omega_p \gg m_{A'}\).

\[39\] Technically, it is the parallel magnetic \(H\) field that is continuous across the interface (assuming no free surface current is flowing on the surface interface). However, an isotropic ohmic conductivity is equivalent to an effective permittivity and not an effective permeability, which implies that the parallel magnetic \(B\) field is continuous.
where \( \beta_i^2 = 1 + i\sigma_i/m_{A'} \), \( h_n^{(1)} = j_n + iy_n \) is the spherical Hankel function of the first kind, and
\[
g_m(x) = b_m j_1(x) + c_m x_0^3 y_1(x) \quad [x_0 \equiv m_{A'} R]. \tag{B7}
\]
Likewise, the total magnetic field will be given by
\[
B = \begin{cases} 
-i\sum_m a_m \beta_j^2 j_1 (\beta_j m_{A'} r) \Phi_{1m} e^{-im_{A'} t}, & r < R \\
-i\sum_m \beta_j^2 g_m (\beta_j m_{A'} r) \Phi_{1m} e^{-im_{A'} t}, & R < r < R + h \\
-i\sum_m d_m \beta_j^2 h_1^{(1)} (\beta_j m_{A'} r) \Phi_{1m} e^{-im_{A'} t}, & r > R + h.
\end{cases} \tag{B8}
\]

The boundary conditions that the parallel electric and magnetic fields are continuous at \( r = R \) and \( r = R + h \) give four equations which determine \( a_m, b_m, c_m, d_m \). Again the general solution is complicated, and we examine only in the limit \(|\beta_2 m_{A'} R| \ll 1 \ll |\beta_1 m_{A'} h|\). The latter limit corresponds to the skin-depth in the atmosphere being much slower than \( R \), while the former corresponds to the skin-depths in the ionosphere and Earth being much shorter than \( h \). In this limit, the solution becomes
\[
a_m = -\sqrt{\frac{4\pi}{3}} \frac{i\epsilon m_{A'} A'_m}{\beta_1} (m_{A'} R)^2 e^{i\beta_1 m_{A'} R}, \tag{B9}
\]
\[
b_m = \frac{\sqrt{3\pi i\epsilon m_{A'} A'_m}}{\beta_2^2} \left[ 1 + \frac{(\beta_2 m_{A'} R)^2}{5} \left( \frac{3 + 2Q[h/R]}{3} + \frac{5iQ[h/R]}{3\beta_1 m_{A'} h} - \frac{5i}{2\beta_1 m_{A'} R} \right) \right], \tag{B10}
\]
\[
c_m = -\frac{4\sqrt{\pi}}{15\sqrt{3}} \frac{i\epsilon m_{A'} A'_m}{\beta_1} (\beta_2 m_{A'} R)^2 \left( 1 + \frac{5i}{2\beta_1 m_{A'} h} \right) Q[h/R], \tag{B11}
\]
\[
d_m = -\sqrt{\frac{\pi}{3}} \frac{i\epsilon m_{A'} A'_m}{\beta_1} (m_{A'} (R + h))^2 e^{-i\beta_1 m_{A'} (R + h)}, \tag{B12}
\]
where
\[
Q[x] = \frac{3(x + 1)^3(x + 2)}{2(x^2 + 3x + 3)}, \tag{B13}
\]
and \( A'_m \) are defined as in Eqs. (25)-(27). The magnetic field in the atmosphere to leading order is then
\[
B(\Omega, t) = \sqrt{\frac{\pi}{3}} \epsilon m_{A'} R \sum_m A'_m \Phi_{1m} e^{-im_{A'} t}; \tag{B14}
\]
this agrees with Eq. (38), and the rotation of the Earth can be accounted for just as in Sec. III B to arrive at Eq. (42).

Note that Eq. (B14) does not depend on either of the conductivities in the problem. In particular, note also that at no point did we actually assume \( \sigma_2 \ll m_{A'} \), so this condition on the atmospheric conductivity is not actually essential to our result. Indeed, the same leading-order magnetic field is obtained even for \( \sigma_2 \sim m_{A'} \), which is the physical case; see Fig. 1 and the discussion in Sec. II B.

However, in order to show more fully that our solution here does match onto the solution given in the main text, consider the additional limit \( \sigma_2 \ll m_{A'} \ll \sigma_1 \): then \( \beta_2 \approx 1 \) and \( \beta_1 \approx \sqrt{\sigma_1 / m_{A'}} \exp[\pi/4] \). It follows that the forms of the solutions for \( R < r < R + h \) at Eqs. (B6) and (B8) match onto those at Eqs. (32) and (34), respectively. Moreover, since \( b_m \rightarrow \sqrt{3\pi i\epsilon m_{A'} A'_m} \), the normalization of the magnetic field for \( R < r < R + h \) agrees with that of Eq. (38); cf. Eq. (36), but note that we have re-labeled the coefficient \( a_m \) in the main text as \( b_m \) in this Appendix.

Moreover, \( a_m \propto \exp[-R\sqrt{\sigma_1 m_{A'}/2}] \), while \( d_m \propto \exp[+\sqrt{m_{A'} \sigma_2 / 2}(R + h)] \). The electric and magnetic field solutions Eqs. (B6) and (B8) for \( 0 \leq r < R \) can thus be shown in the \( \sigma_1 \gg m_{A'} \) limit to exhibit exponential damping suppressions moving into the inner conductor that go as \( \sim \exp[-\sqrt{\sigma_1 m_{A'}/2}(R - r)] \); similarly, for \( r > R + h \) in the same limit, they exhibit exponential damping suppressions moving into the outer conductor that go as \( \sim \exp[-\sqrt{\sigma_1 m_{A'}/2}(r - (R + h))] \). Both of these results exhibit field-amplitude skin-depths \( \delta \sim (\sigma_1 m_{A'})^{-1} \), in agreement with Appendix A. In the limit of infinite conductivity \( \sigma_1 \), we thus recover our solutions in the main text exactly.
Appendix C: Full coefficient expressions for solution in Sec. III B

For completeness, we present the full solutions for the coefficients $a_m$ and $b_m$ which appear in the computation in Sec. III B, which we only gave in the combined limits $m_A R \ll 1$ and $h \ll R$ in the main text.

The full solutions are

$$a_m = -2i \sqrt{\frac{\pi}{3}} A_m c m^4 \ell m$$

$$\times \left\{ (h + R)^3 \left[ (1 - m_A^2 R^2) \cos(m_A R) + (m_A R) \sin(m_A R) \right] - [R \leftrightarrow (h + R)] \right\}$$

$$\times \left\{ \left[ 1 - m_A^2 (h^2 + hR + R^2) + m_A^4 R^2 (h + R)^2 \right] \sin(m_A h) - (m_A h) \cos(m_A h) \left[ 1 + m_A^2 R (h + R) \right] \right\}^{-1},$$

$$b_m = -2i \sqrt{\frac{\pi}{3}} A_m c m^4 R^{-3}$$

$$\times \left\{ (h + R)^3 \left[ (1 - m_A^2 R^2) \sin(m_A R) - (m_A R) \cos(m_A R) \right] - [R \leftrightarrow (h + R)] \right\}$$

$$\times \left\{ \left[ 1 - m_A^2 (h^2 + hR + R^2) + m_A^4 R^2 (h + R)^2 \right] \sin(m_A h) - (m_A h) \cos(m_A h) \left[ 1 + m_A^2 R (h + R) \right] \right\}^{-1},$$

where $[R \leftrightarrow (h + R)]$ indicates repetition of the immediately preceding term, but with the replacements $R \rightarrow h + R$ and $h + R \rightarrow R$.

Appendix D: Vector spherical harmonics

In this Appendix, we summarize our conventions for the VSH. The VSH are defined in terms of the scalar spherical harmonics $Y_{\ell m}$ by the relations

$$Y_{\ell m} = Y_{\ell m} \hat{r}, \quad \Psi_{\ell m} = r \nabla Y_{\ell m}, \quad \Phi_{\ell m} = r \times \nabla Y_{\ell m},$$

where $\hat{r}$ is the radial unit vector. Thus $Y_{\ell m}$ points radially, while $\Psi_{\ell m}$ and $\Phi_{\ell m}$ point tangentially to a constant-radius sphere. Our conventions follow those of Ref. [120], which differ slightly from those of Ref. [50]: in particular, $\Phi_{\ell m} = i \sqrt{\ell(\ell + 1)} X_{\ell m}$, where $X_{\ell m}$ is the normalized VSH defined at Eq. (9.119) in Ref. [50].

Our phase conventions, and some of the relevant VSH orthogonality and completeness properties are

$$Y_{\ell,-m} = (-1)^m Y_{\ell m}^*,$$

$$\Psi_{\ell,-m} = (-1)^m \Psi_{\ell m}^*,$$

$$\Phi_{\ell,-m} = (-1)^m \Phi_{\ell m}^*,$$

$$Y_{\ell m} \cdot \Psi_{\ell m} = Y_{\ell m} \cdot \Phi_{\ell m} = \Psi_{\ell m} \cdot \Phi_{\ell m} = 0,$$

$$\int d\Omega Y_{\ell m} \cdot Y_{\ell' m'}^* = \delta_{\ell \ell'} \delta_{m m'},$$

and

$$\int d\Omega \Psi_{\ell m} \cdot \Psi_{\ell' m'}^* = \int d\Omega \Phi_{\ell m} \cdot \Phi_{\ell' m'}^* = \ell(\ell + 1) \delta_{\ell \ell'} \delta_{m m'},$$

$$\int d\Omega Y_{\ell m} \cdot \Phi_{\ell' m'}^* = \int d\Omega \Psi_{\ell m} \cdot \Phi_{\ell' m'}^* = 0.$$

For any radially dependent function $f(r)$, the divergences and curls of the VSH are given by

$$\nabla \cdot (f Y_{\ell m}) = \left( \frac{df}{dr} + \frac{2f}{r} \right) Y_{\ell m},$$

$$\nabla \cdot (f \Psi_{\ell m}) = -\ell(\ell + 1) \frac{f}{r} Y_{\ell m},$$

$$\nabla \cdot (f \Phi_{\ell m}) = 0,$$

$$\nabla \times (f Y_{\ell m}) = -\frac{f}{r} \Phi_{\ell m},$$

$$\nabla \times (f \Psi_{\ell m}) = \left( \frac{df}{dr} + \frac{f}{r} \right) \Phi_{\ell m},$$

$$\nabla \times (f \Phi_{\ell m}) = -\frac{\ell(\ell + 1) f}{r} Y_{\ell m} - \left( \frac{df}{dr} + \frac{f}{r} \right) \Psi_{\ell m},$$

with the Laplacians then being

$$\nabla^2 (f Y_{\ell m}) = \left( \frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{df}{dr} \right) - \frac{\ell(\ell + 1) + 2f}{r^2} \right) Y_{\ell m},$$

$$+ \frac{2f}{r^2} \Psi_{\ell m},$$

(D15)
\[
\n\nabla^2 (f \Psi_{\ell m}) = \left( \frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{df}{dr} \right) - \frac{\ell(\ell+1)f}{r^2} \right) \Psi_{\ell m} \\
= 2\ell(\ell+1) \mathbf{Y}_{\ell m}, \quad (D16)
\]

The explicit expressions for the VSH which are relevant to this work [see Eq. (42)] are

\[
\mathbf{Y}_{10}(r) = \left( \frac{3}{4\pi} \cos \theta \hat{r}, \right. \tag{D18}
\]
\[
\mathbf{Y}_{11}(r) = -\sqrt{\frac{3}{8\pi}} e^{i\phi} \sin \theta \hat{r}, \tag{D19}
\]
\[
\mathbf{U}_{10}(r) = -\sqrt{\frac{3}{4\pi}} \sin \theta \hat{\theta}, \tag{D20}
\]
\[
\mathbf{U}_{11}(r) = -\sqrt{\frac{3}{8\pi}} e^{i\phi} \sin \theta \hat{\phi}, \tag{D21}
\]
\[
\mathbf{U}_{11}(r) = \sqrt{\frac{3}{8\pi}} e^{i\phi} (i \hat{\theta} - \cos \theta \hat{\phi}), \tag{D23}
\]

where \(\hat{\theta}\) and \(\hat{\phi}\) are unit vectors in the directions of increasing \(\theta\) and \(\phi\). The \(m = -1\) harmonics can be obtained using Eqs. (D2)–(D4).

Note that, as written here, if the coordinate system in question is aligned such that \(+\hat{\theta}\) points along the rotation axis of the Earth out of the Geographic North Pole, and the coordinate system is body fixed such that it rotates with the surface of the Earth, then the spherical coordinate \(\phi\) coincides with the definition of longitude. However, the spherical coordinate \(\theta\) is not the latitude: \(\theta\) increases from \(\theta = 0\) at the Geographic North Pole (latitude \(+90^\circ\)) to \(\theta = \pi/2\) on the Equator (latitude \(0^\circ\)), to \(\theta = \pi\) at the Geographic South Pole (latitude \(-90^\circ\)).

Fig. 5 shows the real and imaginary components of the non-zero \(\hat{\theta}\) and \(\hat{\phi}\)-components of \(\mathbf{U}_{11}\) and \(\mathbf{U}_{10}\), which are the relevant VSH that appear in the signal, Eq. (42).

Finally, we note that the Cartesian unit vectors can be written in terms of the VSH as

\[
\hat{x} = -\sqrt{\frac{2\pi}{3}} (\mathbf{Y}_{11} - \mathbf{U}_{1,-1} + \mathbf{U}_{1,1}), \tag{D24}
\]
\[
\hat{y} = \sqrt{\frac{2\pi}{3}} (\mathbf{Y}_{11} + \mathbf{U}_{1,-1} + \mathbf{U}_{1,1}), \tag{D25}
\]
\[
\hat{z} = \sqrt{\frac{4\pi}{3}} (\mathbf{U}_{10} + \mathbf{U}_{1,0}). \tag{D26}
\]
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