INTRODUCTION

Let \((M,\mathcal{J})\) be a dynamical model of macroscopic systems and \((N,\mathcal{K})\) a less microscopic model (i.e. a model involving less details) of the same macroscopic systems; \(M\) and \(N\) are manifolds, \(\mathcal{J}\) are vector fields on \(M\), and \(\mathcal{K}\) are vector fields on \(N\). Let \(\mathcal{P}\) be the phase portrait corresponding to \((M,\mathcal{J})\) (i.e. \(\mathcal{P}\) is the set of all trajectories in \(M\) generated by a family of vector fields in \(\mathcal{J}\)), and \(\mathcal{R}\) the phase portrait corresponding to \((N,\mathcal{K})\). Thermodynamics in its general sense is a pattern recognition process in which \(\mathcal{R}\) is recognized as a pattern in \(\mathcal{P}\). In particular, the classical (both equilibrium and
nonequilibrium) thermodynamics arises in the investigation of relations between models \((M, J)\) and models without time evolution, i.e., models with \(K \equiv 0\). In such case \(R\) is a submanifold of \(M\) composed of fixed points. Let \(S^\uparrow : M \to \mathbb{R}\) be a potential, called an upper entropy, generating the vector field \(J\). The equilibrium thermodynamic relation in \(N\) is the lower entropy \(S^\downarrow(y)\) defined by \(S^\downarrow(y) = S^\uparrow(x)|_{x = y}\), where \(x \in M, N \ni y = \hat{x}\), and \(\hat{x}\) is a final destination (i.e., when the time \(\to \infty\)) of \(x\) in the time evolution generated by the vector field \(J\). In this paper we show that if \(K \neq 0\) (e.g., in externally forced or, in other words, open systems) then the reduction also provides thermodynamics (we call it flux-thermodynamics). If certain conditions are satisfied, then the lower entropy \(S^\downarrow\), that arises in the investigation of the approach \(J \to K\), is the time derivative of the lower entropy \(S^\downarrow\) arising in the investigation of the approach \(M \to N\) as \(t \to \infty\).
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1 INTRODUCTION

Behavior of macroscopic physical systems can be observed and modeled on different levels of description. The levels differ in the amount of details taken into account in the observations and in the modeling. The levels with more details are called more microscopic or equivalently less macroscopic. For example the level of kinetic theory (i.e. the level on which one particle distribution function serves as the state variable) is more microscopic than the level of fluid mechanics (where the hydrodynamic fields serve as the state variables). Let \((M, \mathcal{J})\) and \((N, \mathcal{K})\) be two models of the same collection of macroscopic systems, the former is more microscopic than the latter. By \(M\) we denote the state space \((M\text{ is a manifold})\) of the model \((M, \mathcal{J})\), \(\mathcal{J}\) is the set of vector fields on \(M\). Similarly, the manifold \(N\) is the state space of the more macroscopic model and \(\mathcal{K}\) is the set of vector fields on \(N\). In order to bring our terminology as close as possible to the terminology used in thermodynamics we use \(J\) instead of \(\mathcal{X}(M)\) that is the symbol used in geometry to denote vector fields on \(M\). The elements of \(M\) are denoted by the symbol \(x\), elements of \(\mathcal{J}\), called fluxes, are denoted by the symbol \(J\). We use the term “flux” in a more general sense than it is used in the context of the local-conservation-law time evolution equations. In this paper a flux \(J\) denotes the complete right hand side of the equation governing the time evolution of \(x\). Similarly, \(\mathcal{X} \equiv \mathcal{X}(N), y \in N,\) and \(K \in \mathcal{K}\).

We introduce moreover the notion of phase portrait. The phase portrait \(\mathcal{P}\) is a collection of all trajectories in \(M\) generated by a family of vector fields \(J \in \mathcal{J}\). Similarly, we define the phase portrait \(\mathcal{R}\) for the model \((N, \mathcal{K})\).

**Thermodynamics in a general sense is a theory of relations among mesoscopic dynamical models of macroscopic systems. Models involving less details are related to (are reduced from) models involving more details. The reduction process is a pattern recognition process in which the phase portrait \(\mathcal{R}\) of the reduced model is recognized as a pattern in the phase portrait \(\mathcal{P}\) of the model involving more details.**

Thermodynamics is thus a meta-physics since it is a theory of theories. Direct experimental observations are made separately on both levels \((M, \mathcal{J})\) and \((N, \mathcal{K})\). The experimental evidence for the general thermodynamics is only indirect. It is obtained by comparing the experimental observations on both levels. An important exception is when \((M, \mathcal{J})\) is the completely microscopic theory \((M^{(\text{micro})}, \mathcal{J}^{(\text{micro})})\) in which macroscopic systems are seen as composed of \(\sim 10^{23}\) atoms and the less detailed model \((N, \mathcal{K})\) is the classical equilibrium thermodynamics, i.e. \((N, \mathcal{K}) = (X^{(\text{eq})}, K^{(\text{eq})}); (E, V, N) \in X^{(\text{eq})} \text{ and } K^{(\text{eq})} \equiv 0 \text{ (i.e. there is no time evolution taking place on the level of the classical equilibrium thermodynamics). By } E \text{ we denote the internal energy, } V \text{ is the volume of the macroscopic systems, and } N \text{ is the number of moles. In this case the ready availability of thermodynamic walls (that either allow to pass freely or block the passage of the internal energy E) makes a direct experimental access to the entropy } S \text{ (by measuring the temperature that is the inverse of the derivative of } S \text{ with respect to } E) \text{ that, as we shall see later in this paper, addresses the relation between } (M^{(\text{micro})}, \mathcal{J}^{(\text{micro})}) \text{ and } (X^{(\text{eq})}, 0). \text{ This then makes the classical equilibrium thermodynamics a very practically important theory combining microscopic mechanics with heat. Moreover, our innate ability to sense the temperature is essential for our survival since the chemical reactions that take place inside our bodies and drive our actions depend strongly on the temperature.}
In this paper we investigate relations among models \((\mathcal{M}, \mathcal{J})\) and \((\mathcal{N}, \mathcal{K})\) that both involve the time evolution. We show that by making the reduction (i.e. by recognizing \(\mathcal{R}\) as a pattern in \(\mathcal{P}\)) we do not only express the vector fields \(\mathcal{K}\) in terms of the more microscopic vector fields \(\mathcal{J}\) (in other words, we do not only provide a microscopic specification of the constitutive relations in the model \((\mathcal{N}, \mathcal{K})\)) but also bring something completely new into the model \((\mathcal{N}, \mathcal{K})\), something that is absent in \((\mathcal{N}, \mathcal{K})\) if it is considered only as an autonomous mesoscopic model based only on its own experimental basis. The new addition to \((\mathcal{N}, \mathcal{K})\) that arises in the reduction is the fundamental thermodynamic relation for the model \((\mathcal{N}, \mathcal{K})\). We call it a fundamental flux-thermodynamic relation. In the mathematical formulation it is a geometry of \((\mathcal{N}, \mathcal{K})\) obtained by seeing it as a submanifold inside \((\mathcal{M}, \mathcal{J})\). The mesoscopic model \((\mathcal{N}, \mathcal{K})\) becomes enriched by properties that are inherited from a more microscopic viewpoint of the macroscopic systems under consideration.

Model \((\mathcal{M}, \mathcal{J})\) with which we begin our investigation are assumed to possess the Hamiltonian structure. The analysis is illustrated on the particular example in which \((\mathcal{M}, \mathcal{J})\) represents the kinetic theory and \((\mathcal{N}, \mathcal{K})\) is either the classical equilibrium thermodynamics \((\mathcal{N}^{(eq)}, 0)\) or the level of fluid mechanics. If we ignore details of the time evolution leading from \((\mathcal{M}, \mathcal{J})\) to \((\mathcal{N}, \mathcal{K})\) then the mapping \((\mathcal{M}, \mathcal{J}) \mapsto (\mathcal{N}, \mathcal{K})\) appears to be a reducing Legendre transformation expressing the Maximum Entropy Principle (MaxEnt principle). The relation between \((\mathcal{M}, \mathcal{J})\) and \((\mathcal{N}, \mathcal{K})\) is presented in this way in Section 2. The entropy, its maximization, and the reducing projections, that constitute the input of the MaxEnt principle, then emerge in Section 3 in the investigation of the time evolution in \(\mathcal{M}\) generated by the vector field \(\mathcal{J}\).

## 2 STATIC REDUCTIONS

The reduction is presented in this section as a formal mathematical transformation known as the MaxEnt principle. The transformation is formal, since it lacks a physical justification. The advantage of the MaxEnt formulation of the reduction is its clarity and possible interpretation based on information theory \([1, 2, 3]\). Its physical basis, that lies in a complex pattern-recognition type analysis of the time evolution that takes place in the initial \((\mathcal{M}, \mathcal{J})\) model, is discussed in the following sections, see also \([4, 5, 2]\). We present the MaxEnt formulation first (in Section 2.1) for the reduction towards the equilibrium level \((\mathcal{N}^{(eq)}, 0)\) and then in Section 2.2 to a mesoscopic level \((\mathcal{N}, \mathcal{K})\) involving time evolution.

### 2.1 Static reductions \((\mathcal{M}, \mathcal{J}) \mapsto (\mathcal{N}^{(eq)}, 0)\)

We discuss separately two examples of \((\mathcal{M}, \mathcal{J})\).

#### 2.1.1 \(y^{(eq)} \mapsto y^{(eq)}\)

In this example we take \((\mathcal{M}, \mathcal{J}) \equiv (\mathcal{N}^{(eq)}, 0)\). We choose \(\mathcal{N}^{(eq)} \ni y^{(eq)} = (E, N)\), where \(E\) is the internal energy and \(N\) is the number of moles. We are omitting the volume \(V\) since we consider the volume of the region of

We use the term “constitutive relations”, the term introduced in the context of the local-conservation-law equations, to denote a specification of \(K \in \mathcal{K}\).
\( \mathbb{R}^3 \) in which the macroscopic systems under consideration are confined as a constant that remains unchanged. No boundary effects are considered. The extensive quantities (i.e. the quantities that depend on the volume) are assumed to be homogeneous functions of the volume of degree one. Consequently, we put the volume \( V \) equal to one and \( V \) thus completely disappears from our analysis. The extensive quantities (i.e. the quantities that depend on the volume) are called conjugates of \( E \). Indeed, let \( S \) and the requirement (MaxEnt principle) that \( S(E,N) \) reaches its maximum subjected to the constraint \( E = E \) and \( N = N \). We show that in this case the transformation \( y^{(eq)} \mapsto y^{(eq)} \) is not a reduction but a one-to-one transformation. Indeed, let \( E^* \) and \( N^* \) be Lagrange multipliers. The maximization of \( S(E,N) \) subjected to constraints \( E = E \) and \( N = N \) is made as follows: First, we introduce a new potential (called a thermodynamic potential)
\[
\Phi(E,N;E^*,N^*) = -S(E,N) + E^*E + N^*N
\]

and the requirement (MaxEnt principle) that \( S(E,N) \) reaches its maximum subjected to the constraint \( E = E \) and \( N = N \). We show that in this case the transformation \( y^{(eq)} \mapsto y^{(eq)} \) is not a reduction but a one-to-one transformation. Indeed, let \( E^* \) and \( N^* \) be Lagrange multipliers. The maximization of \( S(E,N) \) subjected to constraints \( E = E \) and \( N = N \) is made as follows: First, we introduce a new potential (called a thermodynamic potential)

\[
\Phi(E,N;E^*,N^*) = -S(E,N) + E^*E + N^*N
\]

Second, we solve \( \Phi_E = 0; \Phi_N = 0 \) (hereafter we use the notation \( \Phi_x = \frac{\partial \Phi}{\partial x} \)); let their solution be \( (E,N)(E^*,N^*) \). Third, we introduce \( S^*(E^*,N^*) = S((E,N)(E^*,N^*);E^*,N^*) \), called a Legendre transformation of \( S(E,N);(E^*,N^*) \) are called conjugates of \( E,N \). By using the terminology and the notation that is standard in the equilibrium thermodynamics, \( E^* = \frac{1}{T} \) and \( N^* = -\mu_T \), where \( T \) is the temperature and \( \mu \) chemical potential. Finally, by making a Legendre transformation of \( S^*(E^*,N^*) \) we arrive at the initial entropy \( S(E,N) \).

\subsection*{2.1.2 \( x \mapsto y^{(eq)} \)}

No restrictions are placed in this example on the model \( (M,\mathcal{A}) \). The point of departure of the transformation \( M \ni x \mapsto y^{(eq)} \) is the upper fundamental thermodynamic relation

\[
S = S^\uparrow(x) \quad \quad \quad E = E^\uparrow(x) \quad \quad \quad N = N^\uparrow(x)
\]

and the requirement (MaxEnt principle) that \( S^\uparrow(x) \) reaches its maximum subjected to the constraint \( E = E^\uparrow(x) \) and \( N = N^\uparrow(x) \). The function \( S^\uparrow : \mathcal{M} \to \mathbb{R} \) is called an upper entropy. The adjective “upper” indicates that its an entropy on the more microscopic (i.e. upper) level. The function \( S^\uparrow(x) \) is assumed to be sufficiently regular and concave function. Similarly, \( E^\uparrow(x) \) and \( N^\uparrow(x) \), called an upper energy and an upper number of moles, are assumed to be sufficiently regular functions of \( x \).

As in the previous example we introduce the upper thermodynamic potential

\[
\Phi^\uparrow(x;E^*,N^*) = -S^\uparrow(x) + E^*E^\uparrow(x) + N^*N^\uparrow(x)
\]

Let solutions to \( \Phi^\uparrow = 0 \) be \( x(E^*,N^*) \). The quantity
\[
S^*(E^*,N^*) = \Phi^\uparrow(x(E^*,N^*);E^*,N^*)
\]

is the Legendre transformation of the
We now proceed to static reductions in which both the initial and the re-

duced models involve time evolution. There are essentially two avenues to follow. One, taken in [5], follows closely Section 2.1.2. The upper funda-

mental thermodynamic relation (3) is replaced by $S = S^1(x), y = Y^1(x)$. For example, if the upper level is kinetic theory and the lower level is hydrody-

amics then $Y^1(x)$ are hydrodynamic fields expressed as first five moments (in $v$) of the one particle distribution function. The next step is to provide the submanifold that arises in the MaxEnt transformation with a vector field which is then the reduced vector field $K$. Several ways leading to $K$ are explored in [5]. In this paper we follow the second avenue on which the vector field $K$ itself arises in the MaxEnt reducing Legendre transformation. We put our focus on the vector fields rather than on the state spaces as we did in Section 2.1.2 and in [5]. Formally, the static reduction is again a reducing Legendre transformation. The physical interpretations of the quantities enter- ing it are however different. Moreover, the reduction $(\mathcal{M}, \mathcal{J}) \to (\mathcal{N}, K)$ can also be made in externally forced (or, in other words, open) systems that cannot be reduced to $(\mathcal{N}^{\text{eq}}, 0)$ since the external forces prevent the approach to the thermodynamic equilibrium states. For example, in our recent work [8] we investigated the role of external forces in the case of heat conduction and how entropy and entropy production as potentials determining the evolution are related (just to highlight the difference note that vanishing total thermodynamic relation $S^1(E, N)$ on the level of the equilibrium thermodynamics that is reduced from the thermodynamic relation (3) on the level $(\mathcal{M}, \mathcal{V})$. The transformation leading from the fundamental thermodynamic relation (3) to the fundamental thermodynamic relation $S = S^1(E, N)$ is called a reducing Legendre transformation.
entropy production as a characterization of equilibrium state is insufficient). The reduction \((M, J) \rightarrow (N, K)\) brings to \((N, K)\) thermodynamics (we call it flux-thermodynamics) on the level \((N, K)\) even if on this level there is no thermodynamics (i.e. there is no lower fundamental thermodynamic relation since the passage \((N, K) \rightarrow (N^{\text{eq}}, N)\) cannot be made). If however an upper fundamental thermodynamic relation on the level \((N, K)\) does exist then, as we shall see below, the quantities entering the reducing Legendre transformation \((M, J) \rightarrow (N, K)\) are closely related to rates of the quantities entering the reducing Legendre transformation \((N, K) \rightarrow (N^{\text{eq}}, N)\).

The point of departure for the investigation of the static reduction \((M, J) \rightarrow (N, K)\) is the upper fundamental flux-thermodynamic relation on the level \((M, J)\):

\[
\begin{align*}
S & = \mathcal{S}^\dagger(J) \\
K & = K^\dagger(J)
\end{align*}
\]  

We shall call \(\mathcal{S}^\dagger\) an upper flux-entropy. We assume that it is a sufficiently regular and concave function of the fluxes \(J\).

The reduction is made by the reducing Legendre transformation. This means that we introduce first the upper flux-thermodynamic potential

\[
\Psi^\dagger(J, K^\dagger) = -\mathcal{S}^\dagger(J) + \langle K^\dagger, K^\dagger(J) \rangle
\]

where \(K^\dagger\) is the Lagrange multiplier (playing the role of the Lagrange multipliers \((E^*, N^*)\) introduced in the reducing Legendre transformations in the previous sections).

Let solutions to \(\Psi^\dagger = 0\) be \(J(K^\dagger)\). The quantity \(\mathcal{S}^\dagger(\langle K^\dagger \rangle, K^\dagger)\) is then the lower fundamental flux-thermodynamic relation that is reduced from the upper fundamental thermodynamic relation (5). We note that \(K = \mathcal{S}^{\dagger\dagger}_{K^\dagger}(K^\dagger)\). The reduced flux \(K\) and the flux \(K^\dagger\) introduced in the upper fundamental flux-thermodynamic relation (5) are thus conjugate one to the other with respect to the lower flux-entropy \(\mathcal{S}^{\dagger\dagger}(K^\dagger)\). We recall that in the terminology of the classical nonequilibrium thermodynamics the conjugates of the thermal fluxes are called thermodynamic forces. Using this terminology, \(K^\dagger\) is the thermodynamic force corresponding to the thermodynamic flux \(K\).

By making the reducing Legendre transformation the “unclosed” flux \(K^\dagger(J)\) (unclosed since it depends on the upper vector field \(J\)) becomes “closed” via \(J(K^\dagger)\), since it depends now on the Lagrange multiplier \(K^\dagger\) that we can freely choose. If we choose it to depend only on quantities belonging to the level \((N, K)\) then the flux \(K^\dagger\) arising in the reducing Legendre transformation depends only on the quantities belonging to the level \((N, K)\). The problem of the “closure” of \(K(J)\) was thus transformed into the problem of the specification of the Lagrange multiplier \(K^\dagger\). We shall see in Section 3 this reformulation of the problem of the closure in the context of the pattern-recognition type analysis of the time evolution in \((M, J)\). Here we limit ourselves only to a formal specification of \(K^\dagger\). In the case of externally forced systems, the thermodynamic forces \(K^\dagger\) are often the external forces. In the case of externally unforced systems (i.e. the systems that can reach the level of the equilibrium thermodynamics) the upper entropy \(S^\dagger\) (appearing in the fundamental thermodynamic relation (3) with \(x\) replaced by \(y\)) exists, we shall choose \(K^\dagger\) in such a way that: (i) \(K^\dagger\) is a function of \(y^* = S^\dagger_y(y)\), and (ii) \(\langle y^*, \mathcal{S}^{\dagger\dagger}_y \rangle = a(K^\dagger, \mathcal{S}^{\dagger\dagger}_{K^\dagger}),\)
that (in the case of externally unforced systems for which the upper entropy $S^\uparrow$ exists)

$$\dot{S}^\uparrow = -(y^*, \mathcal{G}^{\uparrow \dagger}_{y^*}) = -a(K^\uparrow, \mathcal{G}^{\uparrow \dagger}_{K^\uparrow}) > 0$$

(7)

provided

$$\dot{y} = -\mathcal{G}^{\uparrow \dagger}_{y^*} = -K(y)$$

(8)

Here we see the physical interpretation of $\mathcal{G}^{\uparrow}(y)$. The rate of the upper entropy $S^\uparrow(y)$ equals $a(K^\uparrow, \mathcal{G}^{\uparrow \dagger}_{K^\uparrow})$. We emphasize again that this interpretation applies only in the case when the entropy $S^\uparrow(y)$ exists, i.e. in the case of externally unforced systems.

Both in the case of externally forced and unforced systems, the flux-entropy $\mathcal{G}^{\uparrow}(y)$ is the new addition to the model $(N, \mathcal{K})$ arriving from putting it into the context of a more microscopic model $(M, \beta)$. The reduction made above is only formal, its physical basis will be discussed in Section 3.

We end this section with a simple illustration. We choose the upper level $(M, \beta)$ with $M \ni x = f(r, v)$ and the flux $J[r, v] = \{J_1(r, v), J_2(r, v), J_3(r, v)\}$. The upper fundamental flux-thermodynamic relation is $\mathcal{G}^{\uparrow}(J) = -\frac{1}{2} \Lambda \int dr \int dv J_1(r, v)$, $K_i = \int dv J_1(r, v)$, and $K_i^*(r) = \frac{\partial \rho}{\partial r}$, where $\rho(r) = \int dv f(r, v)$ is the state variable on the lower level $(N, \mathcal{K})$, $\rho^*(r) = S^\uparrow_{\rho(r)}(\rho)$, and $\Lambda > 0$ is a parameter. We use the notation: $i = 1, 2, 3$ and the summation convention over the repeated indices. Simple calculations show that $J_1 = -\frac{1}{\Lambda} \frac{\partial \rho}{\partial r}$, $\mathcal{G}^{\uparrow \dagger}(K^\uparrow) = -\frac{1}{2\Lambda} \int dr \rho K_i^* K_i^\uparrow$, $\rho = -\mathcal{G}^{\uparrow \dagger}(K^\uparrow(\rho^*))$, and $\dot{S}^\uparrow = \int dr \frac{\partial \rho}{\partial r} \frac{\partial \rho^*}{\partial r} > 0$ is the entropy production.

3 Dynamic Reductions

We turn now to the questions of where do the fundamental thermodynamic relations come from and why it is the reducing Legendre transformation that makes the reduction. Answers to both questions must come from a detailed investigation of solutions to the governing equations on the level $(M, \beta)$ (i.e. a detailed investigation of trajectories generated by $(M, \beta)$). Such investigation consists of three steps: (Step 1) generating $\mathcal{P}$, i.e. solving the governing equations of the model $(M, \beta)$; the phase portrait $\mathcal{P}$ serves then as the data base for the further investigation in the next two steps. (Step 2) recognizing a pattern $\mathcal{R}$ in $\mathcal{P}$. (Step 3) Identifying a model $(N, \mathcal{K})$ for which $\mathcal{R}$ recognized in Step 2 is its phase portrait. All three steps are obviously very difficult to make. Following the experience collected in investigations of particular examples of reductions (in particular the BBGKY and Grad hierarchies [9], [10, 11], [12], the Chapman-Enskog method [13] or thermodynamics with internal variables [14]), we suggest below a general strategy for the dynamic reduction.

First, in Section 3.1, we show that the time evolution that makes most directly the reducing Legendre transformations is the gradient dynamics. In Section 3.2 we begin with a less formal (more physically justified) dynamics, namely with the Hamiltonian dynamics. In order to prepare it for the pattern recognition process $\mathcal{P} \rightarrow \mathcal{R}$ we reformulate it first into a hierarchy (that we call a Poisson-Grad hierarchy) that preserves the Hamiltonian kinematics. Subsequently, by adding an appropriate dissipation term, the Hamiltonian vector field is transformed into a GENERIC vector field. Finally, the viewpoint developed originally in the Chapman-Enskog analysis
is used to solve approximately the GENERIC Poisson hierarchy and arrive at the reducing Legendre transformation.

3.1 Gradient dynamics

What are the vector fields $\mathfrak{g}$ that are compatible with the reduction $x \rightarrow y^{(eq)}$ made in Section (2.1.2)? In other words, what is the time evolution that, by following it to its conclusion, makes the transformation $x \rightarrow \hat{x}(E^*, N^*)$ introduced in Section (2.1.2)? One obvious candidate [15], [16] is the gradient time evolution governed by

$$\dot{x} = -\Lambda \Phi_x^\dagger$$  \hspace{1cm} (9)

where $\Lambda$ is a positive definite operator. Indeed, (9) implies $\Phi^\dagger = -\langle \Phi_x^\dagger, \Lambda \Phi_x^\dagger \rangle < 0$. This means that the thermodynamic potential $\Phi^\dagger$ plays the role of the Lyapunov function for the approach $x \rightarrow \hat{x}(E^*, N^*)$ (we recall that we have assumed already in the previous sections that $\Phi^\dagger$ is a convex function of $x$). This means that by following the time evolution governed by (9) to its conclusion (i.e. $t \rightarrow \infty$) we are making the reducing Legendre transformation $S^\dagger(x) \rightarrow S^\dagger(E^*, N^*)$. If the operator $\Lambda$ is degenerate in the sense that $\Lambda E^\dagger = 0$ and $\Lambda N^\dagger = 0$ then the time evolution governed by (9) can be seen as the maximization of the entropy $S^\dagger(x)$ subjected to constraints $E = E^\dagger(x)$ and $N = N^\dagger(x)$. Historically, the role of the gradient dynamics in reductions to the equilibrium has been recognized in [15], [16].

We note that (9) can be replaced by a more general gradient time evolution governed by

$$\dot{x} = -\langle \Xi_x^\dagger(x, x^*) \rangle_{x^* = \Phi_x^\dagger}$$  \hspace{1cm} (10)

provided $\Xi^\dagger(x, x^*)$, called an upper dissipation potential, is a sufficiently regular real valued function satisfying the following three properties: (i) $\Xi^\dagger(x, 0) = 0$, (ii) $\Xi^\dagger_x^\dagger(x, x^*)\big|_{x^* = 0} = 0$, and (iii) $\Xi^\dagger_{xx}^\dagger(x, x^*)$ is a convex function of $x^*$ in a neighborhood of $x^* = 0$. Indeed, in the time evolution governed by (10) the thermodynamic potential $\Phi^\dagger$ plays also the role of the Lyapunov function since $\Phi^\dagger = -\langle \Xi^\dagger_{xx}^\dagger(x^*, x^*) \rangle_{x^* = \Phi_x^\dagger} < 0$ due to the three properties that the upper dissipation potential $\Xi^\dagger$ is required to satisfy. If in particular $\Xi^\dagger(x, x^*) = \frac{1}{2} \langle x^*, \Lambda x^* \rangle$ then (10) turns into (9). The vector field $\mathfrak{g}$ in (10) (i.e. the right hand side of (10)) is thus a direct generalization of the vector field $\mathfrak{g}$ in (9). With an additional requirement that $\Xi^\dagger$ is degenerate in the sense that the energy $E(f)$ and the number of moles $N(f)$ are its dissipative Casimirs then the time evolution governed by (10) maximizes the entropy $S^\dagger(x)$ subjected to constraints $E = E^\dagger(x)$ and $N = N^\dagger(x)$.

Summing up, with the gradient dynamics we are making only a small step towards understanding the physical basis of the static reduction. We learned that the upper entropy plays the role of the potential generating the approach to the reduced pattern $\mathcal{R}$. The upper entropy is therefore a quantity that comes from the information collected about the way the pattern $\mathcal{R}$ is emerging in the phase portrait $\mathcal{P}$. The reducing Legendre transformation is then a mathematical formulation of the fact that the upper thermodynamic potential $\Phi^\dagger$ plays the role of the Lyapunov function in the emergence of the pattern $\mathcal{R}$. We still do not know, however, why is the reducing time evolution governed by the gradient dynamics.

We say that $C^{(diss)}_x(x)$ is a dissipative Casimir of the dissipative potential $\Xi^\dagger(x, x^*)$ if $\langle C^{(diss)}_x, \Xi^\dagger_x \rangle = 0$ and $\langle C^{(diss)}_x(x^*), \Xi^\dagger_{xx}^\dagger(x^*, x^*) \rangle_{x^* = \Phi_x^\dagger} = 0$. 


3.2 Hamiltonian dynamics

In order to enter deeper into the physics of the reduction, we have to turn to mechanics. This is because the time evolution that takes place on the most microscopic level \((M^{\text{micro}}, \mathcal{J}^{\text{micro}})\) is governed by the classical mechanics. The mechanics is then expected to provide the physical basis also for more macroscopic dynamical theories. In this paper we do not consider more microscopic theories in which quantum mechanics has to replace the classical mechanics. From the mathematical point of view, we choose the Hamiltonian formulation of the classical mechanics. We are making this choice because the Hamiltonian formulation has proven to be particularly useful in attempts to combine mechanics with other theories (e.g., with geometric optics or with thermodynamics), in attempts to extend mechanics (e.g., to quantum mechanics), and in attempts to recognize the geometry involved in mechanics (e.g., the symplectic or the contact geometries). The continuum version of mechanics (represented in the Euler equation) has been put into the Hamiltonian form by Clebsch [17] and later, by Arnold [18] where the connection of non-canonical Hamiltonian structures with the Lie group theory was recognized. As in the particle mechanics, the usefulness of the Hamiltonian formulation of the continuum mechanics has come into light in particular in extensions, in unifications with other mesoscopic theories, in relations to thermodynamics, in numerical solutions, and in geometrical formulations (see [2] and references cited therein).

Advantages of the Hamiltonian formulation stem mainly from the fact that the vector field generating the time evolution involves two objects that have two different and independent physical contents. One is the geometrical structure expressing mathematically kinematics of the chosen state variables and the other is a potential (a real-valued function) representing the energy (i.e., the quantity involving all the internal mechanical forces). In reductions we consider the kinematics and the energy separately. This is the main contribution (and advantage) of the dynamic reductions discussed below.

The Hamiltonian time evolution of \(x \in M\) is governed by

\[
\frac{\partial x}{\partial t} = LE_x \tag{11}
\]

\(E(x)\) is the energy and \(L\) is a Poisson bivector expressing mathematically the kinematics of \(x\). The vector field appearing on the right hand side of (11) is thus a covector \(E_x\) transformed into a vector by the kinematics which is mathematically expressed in the Poisson bivector \(L\).

A bivector \(L\) is a Poisson bivector if the bracket

\[
\{A, B\} = \langle A_x, LB_x \rangle \tag{12}
\]

is a Poisson bracket. By \(\langle \cdot, \cdot \rangle\) we denote the pairing in the space with \(x\) as its elements, \(A\) and \(B\) are real valued and sufficiently regular functions of \(x\). A bracket \(\{A, B\}\) is a Poisson bracket if the following relations hold: \(\{A, B\} = -\{B, A\}\), and \(\{[A, B], C\} + \{[B, C], A\} + \{[C, A], B\} = 0\). We note that with the bracket (12) the time evolution equation (11) can alternatively be written in the form

\[
\frac{dA}{dt} = \{A, E\}; \forall A \tag{13}
\]

An important property of \(L\) is its degeneracy. We call a non constant real valued function \(C(x)\) a Casimir if

\[
\{A, C\} = 0; \forall A \tag{14}
\]
We shall see later that, from the physical point of view, the Casimir functions have the interpretation of various types of entropies.

From the properties of \( L \) listed above, we can immediately deduce the following properties of solutions to (11):

\[
\frac{dE}{dt} = 0 \quad (15)  \\
\frac{dC}{dt} = 0 \quad (16)
\]

Equation (15) expresses the energy conservation. It is a direct consequence of (13) and the property \( \{A, B\} = -\{B, A\} \). Indeed, \( \dot{E} = \{E, E\} = 0 \). Equation (16) expresses the entropy conservation and is a direct consequence of (13) and the degeneracy (14). We note that both the energy \( E \) and the Casimirs \( C \) are conserved but for two very different reasons. The former because \( E \) is the generating potential and the Poisson bracket is skewsymmetric, the latter because of the degeneracy of the Poisson bracket (i.e. the degeneracy of the kinematics).

In our attempt to contribute to the clarification of the physics involved in the pattern-recognition type passage \((\mathcal{M}, \mathcal{J}) \rightarrow (\mathcal{N}, \mathcal{K})\), we take \((\mathcal{M}, \mathcal{J})\) to be the kinetic theory. We therefore present now the Hamiltonian structure of this theory.

The kinematics of the one particle distribution function \( f(r, v) \) that serves as the state variable in kinetic theory is induced from the kinematics of one particle in the classical mechanics, i.e. from the Lie group of transformations \((r, v) \rightarrow (r', v')\) preserving the Poisson bracket \( \{a, b\} = \frac{\partial a}{\partial r_i} \frac{\partial b}{\partial v_i} - \frac{\partial b}{\partial r_i} \frac{\partial a}{\partial v_i} \); \( a \) and \( b \) are real valued functions of \((r, v)\). Such transformations are called in classical mechanics canonical transformation. The path: (Lie group) \( \rightarrow \) (the corresponding to it Lie algebra) \( \rightarrow \) (its dual) \( \rightarrow \) (Poisson bracket on the dual of the Lie algebra induced by the structure of the Lie group), that is an integral part of the theory of Lie groups [18], leads to the Poisson bracket

\[
\{A, B\}^{(k)} = \int dr \int dv f \left( \frac{\partial A_f}{\partial r_i} \frac{\partial B_f}{\partial v_i} - \frac{\partial B_f}{\partial r_i} \frac{\partial A_f}{\partial v_i} \right) \quad (17)
\]

expressing mathematically the kinematics of the one particle distribution function \( f(r, v) \). We use hereafter the summation convention. Regarding the degeneracy of (17),

\[
S(f) = \int dr \int dv \eta(f) \quad (18)
\]

where \( \eta(f) \) is a sufficiently regular function \( \eta : \mathbb{R} \rightarrow \mathbb{R} \), are all Casimirs of (17). A simple direct verification of (14) proves it.

With the Poisson bracket (17), the kinetic equation (11) becomes

\[
\frac{\partial f}{\partial t} = -\frac{\partial}{\partial r_i} \left( f \frac{\partial E_f}{\partial v_i} \right) + \frac{\partial}{\partial v_i} \left( f \frac{\partial E_f}{\partial r_i} \right) \quad (19)
\]

This equation (in fact a family of equations parametrized by the energy \( E(f) \)) is the point of departure. First, in Section 3.4 we recall the Boltzmann analysis of the approach to equilibrium and in Section 3.5 we discuss the approach to fluid mechanics.

### 3.3 Poisson hierarchies

Before discussing reductions in Hamiltonian systems, we turn to a less ambitious goal. We just want to reformulate the Hamiltonian dynamics into a
new form that may hopefully be more suitable for the pattern recognition process in the phase portrait $\mathcal{P}$. As for the passage $f(r,v) \rightarrow y^{(eq)}$, we shall see that a useful reformulation (due to Boltzmann [6]) consists of identifying one particular event in the time evolution, namely the binary collision, and separating the Hamiltonian vector field into two parts, one generating the outcome of binary collisions and the other the rest of the time evolution. The Hamiltonian vector field generating the binary collisions is then modified into a gradient vector field discussed in Section 3.1. The physical justification of the modification is the ignorance of details of the complex trajectories of colliding particles.

This Boltzmann’s insight is not however adequate to investigate the reduction $\mathcal{J} \rightarrow \mathcal{K}$ leading from the kinetic theory to fluid mechanics (that is a level on which a reduced time evolution takes place, a level that is less detailed than the level of kinetic theory but more detailed than the level of the equilibrium thermodynamics). We shall use Grad’s insight [10] to make a reformulation suitable for this type of investigation. We however use Grad’s insight to reformulate only the kinematics (the Poisson bracket (17)). The resulting reformulation, that we call Poisson-Grad hierarchy, is thus different from the Grad reformulation known as Grad hierarchy. The Poisson-Grad hierarchy provides a Hamiltonian kinetic equation, that, if modified in a similar way as Boltzmann has modified (19), becomes a kinetic equation providing dynamical basis for the static reduction $\mathcal{J} \rightarrow \mathcal{K}$ (see Section 2.2), where $\mathcal{J}$ are the vector fields of kinetic theory and $\mathcal{K}$ the vector fields of fluid mechanics.

Following Grad, we begin the reduction by anticipating that the state variables of fluid mechanics $(\rho(r), u(r), s(r))$ are expressed in terms of $f(r,v)$ as follows:

$$\begin{align*}
\rho(f; r) &= \int df(r,v) \\
u(f; r) &= \int dvf(r,v) \\
s(f; r) &= \int dv\eta(f(r,v))
\end{align*}$$

(20)

The field $\rho$ is the field of the mass density, $u$ the momentum density, and $s$ the entropy density. Instead of the entropy field $s(r)$ we could also choose the energy field $e(r)$. We shall discuss the difference later. We could include also other fields as e.g. the entropy flux, the stress tensor etc. With such extended set of state variables, the fluid mechanic becomes an extended fluid mechanics. All the steps that we shall make below with the fields $(\rho(r), u(r), s(r))$ would remain unchanged, only the calculations and the resulting equations would be more complex. The quantity $\eta(f(r,v))$ is the quantity introduced in (18). At this point we leave it unspecified.

The relation (20) between $(\rho(r), u(r), s(r))$ and $f(r,v)$ is based on the physical interpretation of these state variables. Such (or similar) relations should however arise in the process of recognizing the pattern $\mathcal{R}$ (representing the phase portrait of fluid mechanics) in the phase portrait $\mathcal{P}$ of kinetic theory. They should not be imposed at the beginning of the pattern recognition process. In this paper we however begin the pattern recognition process with (20).

The next step is the key step in the reformulation. Our objective is to reformulate the kinetic theory kinematics, i.e. the Poisson bracket (17). In (17),
we consider $A(f)$ and $B(f)$ to depend on $f$ in two ways. First, $A(f), B(f)$ depend on $f$ in the same way as in (17) and second, through their dependence on $(\rho(r), u(r), s(r))$ that are related to $f$ in (20). The state variables are now

$$x = (\rho(r), u(r), s(r), f(r, v))$$

(21)

From the physical point of view, we regard now the fields $(\rho(r), u(r), s(r))$ as the principal state variables and $f(r, v)$ as a variable expressing extra details. We can interpret $f(r, v)$ as “fluctuations” but we do not use in this paper the tools of stochastic formulations.

We arrive at the Poisson bracket expressing kinematics of (21) by replacing $A_f$ appearing in the Poisson bracket (17) with $A_f + A_\rho + \nu_1 A_{u_i} + \eta_f A_s$ and $B_f$ with $B_f + B_\rho + \nu_1 B_{u_i} + \eta_f B_s$. In other words, we extend the class of functions $A$ and $B$ in (17) to those that depend on $f$ also through their dependence on $(\rho(f), u(f), s(f))$ given in (20). After straightforward calculations we arrive at

$$\{A, B\}^{(PG)} = \{A, B\}^{(kt)} + \{A, B\}^{(fl)} + \{A, B\}^{(kftl)}$$

(22)

where $\{A, B\}^{(kt)}$ is the kinetic theory Poisson bracket (17),

$$\{A, B\}^{(fl)} = \int dr \int dv \left[ \rho \left( \frac{\partial A_{u_i}}{\partial r_t} - \frac{\partial B_{u_i}}{\partial r_t} \right) A_{u_i} + \nu_1 \left( \frac{\partial A_{u_i}}{\partial r_t} - \frac{\partial B_{u_i}}{\partial r_t} A_{u_i} \right) + u_i \left( \frac{\partial A_{u_i}}{\partial r_j} - \frac{\partial B_{u_i}}{\partial r_j} A_{u_i} \right) \right]$$

(23)

and

$$\{A, B\}^{(kftl)} = \int dr \int dv \left[ f \left( \frac{\partial A_f}{\partial r_t} - \frac{\partial B_f}{\partial r_t} A_f \right) + \eta_f \left( \frac{\partial A_f}{\partial v_t} - \frac{\partial B_f}{\partial v_t} A_f \right) + f \left( \frac{\partial A_{\rho}}{\partial r_t} - \frac{\partial B_{\rho}}{\partial r_t} A_{\rho} \right) + f \left( \frac{\partial A_s}{\partial v_t} - \frac{\partial B_s}{\partial v_t} A_s \right) + \eta_f \left( \frac{\partial A_{\rho}}{\partial v_t} - \frac{\partial B_{\rho}}{\partial v_t} A_{\rho} \right) + \nu_1 \left( \frac{\partial A_{u_i}}{\partial v_t} - \frac{\partial B_{u_i}}{\partial v_t} A_{u_i} \right) + \nu_1 \left( \frac{\partial A_{s}}{\partial v_t} - \frac{\partial B_{s}}{\partial v_t} A_{s} \right) \right]$$

(24)

The time evolution equations (11) with the Poisson bracket (22) and the energy (27) are

$$\frac{\partial}{\partial t} \left( \begin{array}{c} \rho \\
\frac{\partial (\rho U_{u_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \\
\frac{\partial (\rho U_{e} + \rho U_{v_i})}{\partial r_t} \end{array} \right) - \int dv \left( \begin{array}{c} \frac{\partial (f E_{U_{u_i}})}{\partial r_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \\
\frac{\partial (f E_{U_{u_i}})}{\partial v_t} \end{array} \right)$$

(25)
where $p = -e + \rho E_\rho + u_i E_{u_i} + s E_s + \int d\mathbf{v} f E_f = -e + \rho E_\rho + u_i E_{u_i} + s E_s$ is the scalar hydrodynamic pressure and $\Pi = f E_\rho + \eta E_s + f E_f$. In addition, the equation governing the time evolution of the entropy field $s(r)$ is

$$\frac{\partial s}{\partial t} = \frac{\partial (s E_{u_i})}{\partial r_i} - \frac{\partial}{\partial r_i} \left( \int d\mathbf{v} \eta \frac{\partial E_f}{\partial v_i} \right)$$ (26)

The energy $E$ in (25) is, at this point, completely arbitrary

$$E(f, \rho, u, s) = \int d\mathbf{r} (f, \rho, u, s, f; \mathbf{r})$$ (27)

Also the function $\eta(f)$ appearing in (25) is an unspecified function $\eta : \mathbb{R} \to \mathbb{R}$ (see (18)).

We call the time evolution equations (25) a Poisson-Grad hierarchy, “Grad” because they couple the Euler fluid mechanics equations to a more microscopic description of fluids, and “Poisson” because they retain the Poisson kinematics of both fluid mechanics and kinetic theory. In the Grad hierarchy [10] the Euler equations are coupled to the higher order moments (in the momentum variable $v$) of $f(r, v)$, the energy $E$ is fixed, it is the kinetic energy $\int d\mathbf{r} \int d\mathbf{v} \frac{v^2}{2m}$ (i.e. the fluid described by the Euler equations is an ideal gas), and the equation governing the time evolution of the entropy $s(r)$ is absent. On the other hand, the Poisson-Grad hierarchy involves an unspecified energy (27). This means that the Poisson-Grad hierarchy addresses general fluids and not only ideal gases. The presence of the equation governing the time evolution of the entropy field (26) is another important contribution of the Poisson-Grad hierarchy. The Euler part in the Poisson-Grad hierarchy (i.e. the first equation in (25) without the second term on its right hand side) is still coupled to $f$ since the energy $E$ depends on $f$. This coupling can be however easily removed by a special choice of the energy $E$. We note that if the energy $E$ is a sum of two terms, one depending only on the hydrodynamic fields and the other depending only on $f$ then the Euler part becomes completely decoupled.

The infinite version of the Poisson-Grad hierarchy, i.e. the version in which $f(r, v)$ in (21) is replaced by an infinite number of higher moments, has been worked out in [11]. We can indeed interpret $f(r, v)$ in (25) as representing infinite number of higher moments. Contrary to the Grad hierarchy, the second equation in (25) (i.e. the kinetic equation) includes explicitly the coupling to the hydrodynamic fields. The second term on the right hand side of the first equation in (25) can also be interpreted as an analogue of the Langevin term expressing the influence of a “noise” on the fluid motion. But then the second equation in (25) is the equation describing the time evolution of such “noise”. In the standard stochastic formulation the noise is imposed and fixed.

3.4 GENERIC dynamics: $x \to y^{(eq)}$ as $t \to \infty$

Now we begin the reduction process in the Hamiltonian dynamics. In this section we recall the Boltzmann passage $x \to y^{(eq)}$ as $t \to \infty$. We cast it into the general viewpoint suggested in this paper.

Following our general strategy, the first step in the passage $\mathcal{P} \to \mathcal{R}$ is to generate the phase portrait $\mathcal{P}$ corresponding to the kinetic time evolution (19). While it is possible, at least in principle, to make direct simulations with contemporary computers and get some information about $\mathcal{P}$ in this way, we shall use for this purpose Boltzmann’s insight. If the macroscopic
systems under investigation are rarefied gases then the gas-particle trajectories will have a complex texture due to their larger changes occurring in collisions. The complexity of $\mathcal{P}$ is expected to be essential for the emergence of the pattern $\mathcal{R}$ corresponding to the level of equilibrium thermodynamics in which all details are erased, only the total energy $E$, the total number of moles $N$, and one other feature (that is inherited from the pattern-emergence process and that finds its mathematical formulation in the fundamental thermodynamic relation $S = S(E, N)$) remain. Following Boltzmann’s insight, the main culprit of the complexity in the texture of $\mathcal{P}$ are collisions.

In order to make the pattern emergence manifestly visible in solutions to (19), Boltzmann has modified the Hamiltonian kinetic equation by adding to its right hand side the term (10) in which $x = f(r, v)$. The new added term represents the contribution of collisions to the time evolution. Boltzmann’s idea of making the equilibrium pattern $\mathcal{R}$ visible is to replace $\frac{df}{d\tau}$ with $(\frac{df}{\partial t})_{\text{free flow}} + \frac{\Delta f}{\Delta t}$, where the first term is the vector field generating trajectories of non-colliding gas particles and the second term (collision term) is the contribution of collisions. The particle trajectories entering and leaving the collisions are first seen in their completeness and then they are represented as generated by the vector field $\frac{\Delta f}{\Delta t}$. The local details of the trajectories of colliding particles are ignored. In other words, the Hamiltonian vector field governing the time evolution of binary collisions is replaced by a new vector field $\frac{\Delta f}{\Delta t}$ that is obtained by, first, letting the original vector field to generate the trajectories, second, selecting only some important features of the trajectories, and third, constructing a new vector field generating the selected features of the trajectories. Such procedure, used somewhat implicitly by Boltzmann, has been explicitly suggested in [19, 20] and called in [21] Ehrenfest regularization. If the Boltzmann collision term $\frac{\Delta f}{\Delta t}$ (obtained by Boltzmann by analyzing the mechanics of binary collisions) is cast into the form (10) (we denote such dissipation potential by the symbol $\Sigma^{(\text{Boltzmann})}(f, r^*)$ - see details in [2]), the Boltzmann entropy (appearing in Section 2.1.3) appears as a result.

The time evolution governed by the Boltzmann kinetic equation is indeed entailing the reducing Legendre transformation $(\mathcal{M}, \mathcal{V}) \to (\mathcal{N}^{\text{eq}}, 0)$ discussed in Section 2.1.2. The thermodynamic potential $\Phi(f; E^*, N^*)$ plays the role of the Lyapunov function for the approach $f(r, v) \to f(r, v; E^*, N^*)$ as $t \to \infty$ since the Boltzmann entropy $S(f)$ and the number of moles $N(f)$ are Casimirs of the Poisson bracket (17) and the energy $E(f)$ (only the kinetic energy in the case of the Boltzmann equation) and the number of moles $N(f)$ are dissipative Casimirs of the Boltzmann dissipative potential $\Sigma^{(\text{Boltzmann})}$. The pattern $\mathcal{R}$ expressing the level of the equilibrium thermodynamics in the phase portrait $\mathcal{P}$ corresponding to the Boltzmann kinetic equation is composed of the distribution functions $\tilde{f}(r, v; E^*, N^*)$ called the total Maxwell distribution functions. With the Boltzmann analysis sketched above, we have seen where does the fundamental thermodynamic relation (5) come from ($\tilde{E}(f)$ and $\tilde{N}(f)$ are constants of motion, and $\tilde{S}(f)$ is the potential driving the approach to fixed points) and also why MaxEnt appears (the upper thermodynamic potential $\Phi^{\text{eq}}(f; E^*, N^*)$ plays the role of the Lyapunov function in the approach to fixed points).

The Hamiltonian formulation of kinetic equations presented in Section 3.2 allows us to bring Boltzmann’s analysis into a more abstract setting and then use it in a larger context. In particular: (i) we have learned that we have to look for the entropy $\tilde{S}(x)$ in Casimirs of the Poisson bracket expressing the kinematics of the Hamiltonian vector field $\tilde{\mathcal{J}}$, (ii) we have learned that in
in order to make the emergence of the pattern manifestly visible in solutions of the governing equations on the level \((\mathcal{M}, \mathcal{J})\), we have to modify the Hamiltonian vector field \(\mathcal{J}\) by adding to it the generalized gradient term introduced in \((10)\). Note that without this modification (highlighting the recognised pattern) one can still in principle proceed but typically it becomes a daunting if not impossible task as in mathematical analysis of Landau damping\([22]\). An abstract time evolution equation in which the vector field is a sum of a Hamiltonian term (the right hand side of \((11)\)) and the generalized gradient term (the right hand side of \((10)\) has been called GENERIC in \([23],[24]\) (see more about the history of this formulation for example in \([25],[2]\)).

3.5 GENERIC dynamics: \(x \rightarrow y^{(\text{fluid mech})}\) as \(t \rightarrow \infty\)

Our objective in this section is to show where does the fundamental flux-thermodynamic relation \((5)\) come from and how to choose \(K^1(y)\). As we were looking in the previous section for a vector field \(\mathcal{J} \in \mathcal{X}(\mathcal{M})\) that leads us to fixed points in \(\mathcal{M}\), we are looking in this section for a vector field \(\mathcal{Y} \in \mathcal{X}(\mathcal{X}(\mathcal{M}))\) that will lead us also to fixed points but now the fixed points are reduced vector fields \(K \in \mathcal{X}(\mathcal{N})\). As an illustration, we look for the vector field \(\mathcal{Y}\) in the particular setting in which \(\mathcal{M}\) is the state space of kinetic theory, \(\mathcal{J} \equiv \mathcal{X}(\mathcal{M})\) is the space of vector fields of kinetic theory, \(K \equiv \mathcal{X}(\mathcal{N})\) the space of vector fields of fluid mechanics, and \(y = (\rho(r), u(r), e(r)) \in \mathcal{N}\) are the state variables of fluid mechanics. Can we adapt the Boltzmann analysis presented above to this type of reduction? Below, we make only a few steps in this direction. In particular, we shall not find the closure (we shall not find the fluid-mechanics constitutive relations) but we shall formulate it as a static and dynamic MaxEnt.

Our starting point is the Poisson-Grad hierarchy \((25)\). We note that its analogue in the analysis of \(x \rightarrow y^{(\text{eq})}\) (see the previous section) is the set of equations

\[
\frac{d}{dt} \begin{pmatrix} N \\ E \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\]

\[
\frac{\partial f}{\partial t} = -\frac{\partial}{\partial r_i} \left( f \frac{\partial E^\uparrow(f)}{\partial v_i} \right) + \frac{\partial}{\partial v_i} \left( f \frac{\partial E^\uparrow(f)}{\partial r_i} \right)
\]

\((28)\)

and

\[
\frac{dS}{dt} = 0
\]

\((29)\)

The second equation in \((28)\) is the nondissipative kinetic equation, the second equation in the Poisson-Grad hierarchy \((25)\) is the nondissipative Poisson-Grad kinetic equation. This new kinetic equation differs from the nondissipative kinetic equation \((19)\) by the presence of terms involving gradients of the hydrodynamic fields (the first two terms on the right hand side of the second equation in \((25)\)) and by the energy \(E\) that in \((25)\) depends also on hydrodynamic fields. The reduction to equilibrium is made by investigating solutions to \((19)\), the reduction to fluid mechanics is made by investigating solutions to \((19)\).

As recalled in Section 3.4, a considerable amount of physical and mathematical insights collected in the last one hundred years about solutions of the Boltzmann kinetic equation allows us to say (at least in the case when \(E^\uparrow(f)\) is only the kinetic energy) that there is a time independent pattern \(\varphi^{(\text{eq})}\) in the phase portrait corresponding to \((28)\) and that this pattern is revealed by following solutions to the Boltzmann kinetic equation (i.e. Eq.(19))
supplied with the Boltzmann collision term), or still in a simple form, by following solutions to

$$\frac{\partial f}{\partial t} = -\Lambda \Phi^\uparrow(f; E^*, N^*)$$

(30)

to their conclusion; $\Lambda > 0$ is a parameter and $\Phi^\uparrow(f; E^*, N^*)$ is the thermodynamic potential (4) in which $x = f(r, v)$.

Due to the lack of physical and mathematical insights that would be comparable in their power to those collected for the Boltzmann equation (28), we limit ourselves in the investigation of solutions to the Poisson-Grad hierarchy only to a formal reformulation into dynamic and static MaxEnt principle. The phase portrait $\mathcal{P}(f; \text{mech})$ of fluid mechanics emerges as a pattern in the phase portrait corresponding to the MaxEnt reformulation of the Poisson-Grad hierarchy. The statement that the phase portrait $\mathcal{P}(f; \text{mech})$ of fluid mechanics emerges as a pattern in the phase portrait corresponding to the Poisson-Grad hierarchy remains a conjecture.

The dynamic MaxEnt reformulation of the Poisson-Grad kinetic equation that we are suggesting is a simple dynamical version of the reducing Legendre transformation discussed in Section 2.2:

$$\frac{\partial f^*}{\partial t} = -\Lambda \Psi^\uparrow(f; K^\dagger)$$

(31)

where $\Lambda > 0$ is a parameter, $f^* = E_f$,

$$\Psi^\uparrow(f; K^\dagger) = -\mathcal{S}^\uparrow(f^*) + \int dr \int dv K^\dagger \cdot K(f^*)$$

(32)

(see (6)),

$$K^\dagger(f^*) = (K^\uparrow(\rho)(f^*), K^\uparrow(u)(f^*), K^\uparrow(e)(f^*))$$

$$K^\uparrow(\rho)(f^*) = f \frac{\partial f^*}{\partial v_i}$$

$$K^\uparrow(u)(f^*) = f \left( f^* \delta_{ij} + v_i \frac{\partial f^*}{\partial v_j} \right)$$

$$K^\uparrow(e)(f^*) = f \left( f^* E_{u_i} + \Pi \frac{\partial f^*}{\partial v_i} \right)$$

$$\Pi = \rho E_\rho + \eta E_s + ff^*.$$  

The reduced fluxes $K$ expressed in (33) as functions of the distribution function are read in the second term on the right hand side of the first equation in the Poisson-Grad hierarchy (25). On the other hand, in order to specify the flux-entropy $\mathcal{S}^\uparrow(f^*)$ as well as the specification of the Lagrange multipliers $K^\dagger$ we have to begin to investigate trajectories generated by the right hand side of (25). Indeed, we recall that the Boltzmann entropy (that plays the role of $\mathcal{S}^\uparrow(f^*)$ in the investigation of the reduction to equilibrium) is not directly seen in the vector field. As for the Lagrange multipliers $K^\dagger$, we can read their basic form in the first two terms on the right hand side of the Poisson-Grad kinetic equation (i.e. the second equation in the Poisson-Grad hierarchy).

The time evolution governed by the gradient dynamics (31) is clearly making the reducing Legendre transformation discussed in Section 2.2. Consequently, the above reformulation of the Poisson-Grad hierarchy introduces a fundamental flux-thermodynamic relation to the level of fluid mechanics.

We end this section with a simple illustration in which some additional simplifications and additional physical arguments make the above formal
reformulation of the Poisson-Grad hierarchy more explicit. Being inspired by the Boltzmann strategy in the context of the investigation of the passage $J \rightarrow K$, we ask the question of what could be the principal source of complexity of solutions to the kinetic equation that allows to introduce a regularizing dissipative term (that, in the Boltzmann equation is the Boltzmann collision term) simplifying the solutions. Following Boltzmann, we suggest that the irregularities in solutions arise in the momentum variable $\mathbf{v}$. A microscopic turbulence emerges. This insight into the importance of the dependence on the momentum we then express mathematically by suggesting that the Fokker-Planck term $\frac{\partial}{\partial \mathbf{v}_i} \left( f \mathbf{u}_{j} \frac{\partial f}{\partial \mathbf{r}_i} + f \Lambda \frac{\partial f^*}{\partial \mathbf{v}_i} \right)$, where $\Lambda > 0$ is a parameter, could be the regularizing dissipative term added to the Poisson-Grad kinetic equation. In order to keep the equation governing the time evolution of the energy field $e(\mathbf{r})$ unchanged, we modify also the equation (26) by adding to its right hand side the entropy production

Now being inspired by the Chapman-Enskog analysis of solutions of the Boltzmann equation, we look for dominant terms on the right side of the Poisson-Grad kinetic equation. One such term will be a dissipative term but the terms in which the coupling to the hydrodynamic fields is expressed, i.e. the terms the extra fluxes (the terms in the first line on the right hand side of the PG equation) and the extra forces (the terms in the second line on the right hand side of the PG equation), are also important. Having in mind our anticipation of the microscopic turbulence, we assume that the extra forces in the PG equation will play more important role. Finally, we assume that the term involving the gradient of the hydrodynamic momentum is more important than the terms involving gradients the remaining hydrodynamic fields. Consequently, the zero Chapman-Enskog approximation of the PG kinetic equation is

$$\frac{\partial f}{\partial t} = -\frac{\partial}{\partial \mathbf{v}_i} \left( f \mathbf{u}_{j} \frac{\partial f}{\partial \mathbf{r}_i} + f \Lambda \frac{\partial f^*}{\partial \mathbf{v}_i} \right) \quad (34)$$

This equation can also written as

$$\frac{\partial f}{\partial t} = \Psi^+_f, \quad (35)$$

where $\Psi^+_f = -\mathcal{S}^T(f^*) + \int d\mathbf{r} \int d\mathbf{v} \left( f_{ij} \frac{\partial E_{ui}}{\partial \mathbf{r}_i} \right) \frac{\partial f^*}{\partial \mathbf{v}_j} + \mathcal{E}^T(f^*) = \frac{1}{2} \int d\mathbf{r} \int d\mathbf{v} \Lambda \frac{\partial f^*}{\partial \mathbf{v}_i} \frac{\partial f^*}{\partial \mathbf{v}_j}.$$

Equation $\Psi^+_f = 0$ implies $\Lambda f \frac{\partial f^*}{\partial \mathbf{v}_i} = f_{ij} \frac{\partial E_{ui}}{\partial \mathbf{r}_i}$. By multiplying this equation by $\mathbf{v}_j$ and integrating it over $\mathbf{v}$ we obtain

$$\int d\mathbf{v} f_{ij} \frac{\partial f^*}{\partial \mathbf{v}_i} = \Gamma \frac{\partial E_{ui}}{\Lambda \partial \mathbf{r}_i} \quad (36)$$

if we assume that $\int d\mathbf{v} f_{ij} \mathbf{v}_j = \Gamma \delta_{ij}, \Gamma > 0$ is a parameter. The left hand side of this equation is the stress tensor (see the third equation in (33)) and the right hand side is the Navier-Stokes constitutive relation for the stress tensor, $\frac{\Gamma}{\Lambda}$ is the viscosity coefficient.

3.6 Reduction to hydrodynamic fields

We repeat the pattern recognition argument from the previous section and let the distribution function relax to the fixed point. As a result, we obtain a variant of description of hydrodynamics that includes a higher degree of microscopic effects (micro turbulence in velocity).
We again add the regularizing dissipative (Fokker-Planck like) term to the evolution equation for distribution function and assume as done above that its effect is time-scale separation among the terms. We expect the dominant balance between time derivative, the contribution from the velocity flux $J^v_i$ and the regularizing dissipative term. More precisely, we assume the following structure of the evolution equation for the distribution function:

$$\frac{\partial f}{\partial t} = -\epsilon \frac{\partial}{\partial r_i} \left[ f \left( E_{u_i} + \frac{\partial \eta}{\partial v_i} E_s + \frac{\partial E_f}{\partial v_i} \right) \right] + \frac{\partial}{\partial v_i} \left( f \Lambda_{ij} \frac{\partial E_f}{\partial v_j} \right),$$

with $\epsilon$ being a small parameter and where we uniquely identified the “spatial and velocity fluxes”, $J^r_i$ and $J^v_i$, as terms in divergences w.r.t $r_i$ and $v_i$.

The hydrodynamic fields are unaffected explicitly by the scaling yielding the governing equations of the modified Poisson-Grad hierarchy

$$\frac{\partial \rho}{\partial t} = -\frac{\partial (\rho E_{u_i})}{\partial r_i} - \frac{\partial \rho}{\partial r_i} \int \! d\nu f \frac{\partial E_f}{\partial v_i},$$

$$\frac{\partial u_i}{\partial t} = -\frac{\partial (u_i E_{u_i})}{\partial r_i} - \frac{\partial \rho}{\partial r_i} - \frac{\partial \eta}{\partial r_i} \int \! d\nu f \frac{\partial E_f}{\partial v_i} + \frac{1}{E_s} \int \! d\nu f \Lambda_{ij} \frac{\partial E_f}{\partial v_i} \frac{\partial E_f}{\partial v_j}.$$ 

Equations (37) consist of reversible (Hamiltonian) and irreversible part. The irreversible part is represented by the Fokker-Planck-like dissipation (the last term in the equation for $f$) and the corresponding entropy production. Using the transformation between the conjugate variables in the energetic representation (derivatives of energy) and entropic representation (derivatives of entropy, denoted by stars), we can write

$$E_f = -S_f = -\frac{f^*}{e^*},$$

See [26, 2, 27] for more details. Note that no dissipative evolution appears in the equation for the total spatial energy density. The Fokker-Planck-like dissipation can be seen as derivative of dissipation potential

$$\Xi(r^*) = \frac{1}{2} \int \! dr \int \! d\nu \Lambda T f \frac{\partial f^*}{\partial v_i} \frac{\partial f^*}{\partial v_i}$$

with respect to $r^*$, where $T = \frac{\partial e}{\partial s}$ stands for the local temperature field. The irreversible Fokker-Planck-like terms can be motivated in two ways: (i) Considering a continuum particle is subject to random (Brownian) motion, the Fokker-Planck term appears in the equation for the distribution function as a result of the fluctuations [28], and (ii) it is anticipated that fast oscillations in the $v$–space develop due to phenomena related to the Landau damping [22, 29, 30, 31].

Focusing on the leading order solution of the distribution function, we take advantage of the fact that its evolution is described by a first order linear partial differential equation whose characteristics, parametrized by time $t$, are given by

$$\frac{d}{dt} R_i = \epsilon J^r_i, \quad \frac{d}{dt} V_i = J^v_i.$$
Note that both fluxes $J_{\rho}^{\tau_i}$, $J_{\rho}^{\nu_i}$ are linear in $f$ hence $J_{\rho}^{\tau_i} = J_{\rho}^{\nu_i}/f$ and similarly the other one. The leading order solution to this problem is also known as the inner solution in the singular perturbation method, while rescaling of time $t = \tau\epsilon$ provides the outer problem

$$
\frac{d}{dt} R_1 = J_{\rho}^{\tau_i}, \quad \frac{d}{dt} V_1 = J_{\rho}^{\nu_i}.
$$

yielding the large-time (outer) solution. Note that for the fast initial period yields a fast equilibration of $V_1(t)$ takes place while characteristics remain almost parallel with $v_1$ ($R_1(t)$ are essentially constant); for larger times (the outer solution) $V_1$ are enslaved to the remaining state variables (invoking singular perturbation limit and an analogue of Tikhonov’s theorem).

Hence here we can see a particular realisation of the convergence of the upper vector fields to the lower level vector fields corresponding to large time asymptotics of the characteristics, with a fixed point being a solution to

$$
0 = \frac{\partial}{\partial v_1} J_{\rho}^{\nu_i}.
$$

(40)

Before proceeding further, we note explicitly the relation to the general approach outlined above. The evolution of distribution function at the leading order can also written as

$$
\frac{df}{dt} = \Psi_f^T
$$

where

$$
\Psi_f^T = -\Theta^T(f^*) + \int dr \int dv \left( f \left[ \frac{\partial E_\rho}{\partial r_1} + \frac{\partial(\eta \rho E_s)}{\partial r_1} + v_j \frac{\partial E_{u_j}}{\partial r_1} + \frac{\partial E_f}{\partial r_1} \right] \right) df^*.
$$

and $\Theta^T(f^*) = \frac{1}{2} \int dr \int dv \Lambda f \frac{\partial f^*}{\partial r_1} \frac{\partial f^*}{\partial r_1}$.

The fixed point given in (40) corresponds to equation $\Psi_f^T = 0$ and implies

$$
\frac{\partial E_\rho}{\partial r_1} + \frac{\partial(\eta \rho E_s)}{\partial r_1} + v_j \frac{\partial E_{u_j}}{\partial r_1} + \frac{\partial E_f}{\partial r_1} = -\Lambda_{ij} \frac{\partial E_f}{\partial v_j}.
$$

(41)

One should view this condition as a relation yielding the leading order distribution function as a solution rather than a constitutive relation for $E_f$.

Finally, we may project the extended hydrodynamic fields $\rho, u, s, f$ to hydrodynamic fields $\rho, u, s$ via MaxEnt in the vector fields as described above. In this particular case we may simply plug the eq. (41) back into the regularized Eqs. (37) to obtain the reduced system

$$
\frac{\partial \rho}{\partial t} = \frac{\partial (\rho E_{u_1})}{\partial r_1} \quad \frac{\partial}{\partial t} \Psi_f^T \quad \frac{\partial}{\partial t} \frac{\partial \rho}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_\rho}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial(\eta \rho E_s)}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_{u_j}}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_f}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_f}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_f}{\partial r_1}
$$

(42a)

$$
\frac{\partial u_i}{\partial t} = \frac{\partial (u_i E_{u_1})}{\partial r_1} \quad \frac{\partial}{\partial t} \Psi_f^T \quad \frac{\partial}{\partial t} \frac{\partial \rho}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_\rho}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial(\eta \rho E_s)}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_{u_j}}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_f}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_f}{\partial r_1} \quad \frac{\partial}{\partial t} \frac{\partial E_f}{\partial r_1}
$$

(42b)

$$
\frac{\partial s}{\partial t} = \frac{\partial (s E_{u_1})}{\partial r_1} - \partial_j J_i^{[s]} + \sigma_s
$$

(42c)
where

\[ J^{(s)}_i = - \int d\nu r \left\{ \frac{\partial E_\rho}{\partial r_i} + \frac{\partial (\eta_\rho E_s)}{\partial r_i} + v_j \frac{\partial E_{u_j}}{\partial r_i} + \frac{\partial E_f}{\partial r_i} \right\} \]  

(42d)

\[ \sigma_s = \frac{1}{E_s} \int d\nu v \left( \frac{\partial E_\rho}{\partial r_i} + \frac{\partial (\eta_\rho E_s)}{\partial r_i} + v_j \frac{\partial E_{u_j}}{\partial r_i} + \frac{\partial E_f}{\partial r_i} \right)^2. \]  

(42e)

Neglecting the off-diagonal terms of the matrix, i.e. assuming for simplicity a case without any non-trivial coupling (trivial corresponds to advection of fields), the relaxed equations become

\[ \frac{\partial \rho}{\partial t} = - \frac{\partial (\rho E_{u_i})}{\partial r_i} + \frac{\partial}{\partial r_i} \left( \int d\nu f \frac{\partial}{\partial \nu_i} \right) \]  

(43a)

\[ \frac{\partial u_i}{\partial t} = - \frac{\partial (u_i E_{u_j})}{\partial r_j} - \frac{\partial \rho}{\partial r_i} + \frac{\partial}{\partial r_i} \left( \int d\nu f v_i v_j \frac{\partial E_f}{\partial r_j} \right) \]  

(43b)

\[ \frac{\partial s}{\partial t} = - \frac{\partial (s E_{u_i})}{\partial r_i} - \frac{\partial J^{(s)}_i}{\partial t} + \sigma_s \]  

(43c)

\[ \frac{\partial f}{\partial t} = - \frac{\partial}{\partial r_i} \left( \int d\nu f \left( E_{u_i} + \frac{\partial \eta E_s}{\partial v_i} \right) \right) + \frac{\partial}{\partial r_i} \left( \frac{f}{\Lambda} \frac{\partial E_f}{\partial r_i} \right), \]  

(43d)

which can be seen as hydrodynamic equations with self-diffusion similar to [32]. In [32] a kinetic theory with explicit diffusion in the \( r \)-space was proposed, and as a result of the projection to the hydrodynamic fields, Laplacians appear on the right hand sides of the equations for density, momentum, density and energy density. Such an alternative to the Navier-Stokes equations seem to be advantageous from both the mathematical and numerical points of view.

To close the equations we need to specify the microscopic entropy, \( \eta(f) \), and substitute the leading order solution \( f \) to (41). For example, in the case of ideal gas we may combine the local Sackur-Tetrode equation of state (its inverse to obtain \( e(s) \)) for hydrodynamic fields which is obtained by a projection from the kinetic theory with a one particle distribution function and energy containing just the kinetic energy [2]. To follow the idea of extending the energy by a distribution function dependence, we suggest to combine these two energies to have

\[ E = \int d\nu \left\{ \frac{1}{2} \frac{u^2}{2\rho} + \frac{3h^2}{4\pi m} \left( \frac{\rho}{m} \right)^{5/3} \exp \left[ \frac{2}{3} \left( \frac{m s}{k_B \rho} - \frac{5}{2} \right) \right] \right\} + \int d\nu \frac{1}{2} \frac{v^2}{2m f} \] 

In such a case, the only term in the relation for the leading order distribution function is \( \eta = -k_B f(\ln(h^3 f) - 1) \) and allows explicit form of solution in terms of the hydrodynamic fields. The motivation for such choice of energy can be seen in the grand-canonical BBGKY hierarchy [33], where energy is expressed as the sum of energies on different levels of description. Using this energy and entropy \( \eta(f) \) and assuming that \( \Lambda = \text{const} \), the equation for density becomes

\[ \frac{\partial \rho}{\partial t} = -\frac{\partial (u_j)}{\partial r_j} + \frac{\partial}{\partial r_i} \left( \frac{\rho}{\Lambda} \frac{\partial \mu}{\partial r_i} - \frac{k_B}{\Lambda} \frac{\partial T}{\partial r_i} + \frac{1}{\Lambda} \frac{\partial T}{\partial r_i} \right), \]  

(44a)

where the diffusive term involving gradient of the chemical potential \( \mu \) is revealed explicitly. Note the explicit presence of extra mass flux (density not only being advected), which was advocated in [34, 35] and [36, 37], opposed in [38] and brought up again in [39], where an example satisfying all criteria from [38] was constructed while still having an extra mass flux. We
consider the discussion still open. Assuming the local-equilibrium distribution function, the term in the equation for momentum density dependent on $f$ becomes $\nu \delta_{ik}$, $\nu$ being a viscosity coefficient, and the Navier-Stokes dissipation appears,

$$\frac{\partial u_i}{\partial t} = -\frac{\partial (u_i E_{u_j})}{\partial r_j} - \frac{\partial p}{\partial r_i} + \frac{\partial}{\partial r_j} \left( \nu \frac{\partial E_{u_i}}{\partial r_j} \right).$$  \hspace{1cm} (44b)

The evolution equation for entropy density contains irreversible terms expressing heat conduction and entropy production. Another properties of the reduced equations, which represent a new version of the Chapman-Enskog expansion [13], are left for future research.

4 DISCUSSION

There are two main results in this paper. First, it is a unified formulation of reductions among mesoscopic theories (both without and with the time evolution) of macroscopic systems, and second, it is the Poisson-Grad hierarchy.

An autonomous mesoscopic model of macroscopic systems is always enriched by relating it to more microscopic models. In reductions to equilibrium models, the gain is thermodynamics (more precisely the fundamental thermodynamic relation). It represents an information inherited from the way the equilibrium model has emerged as a pattern in solutions of the governing equations in the more detailed theory. In reductions to less detailed mesoscopic dynamical models the gain is the reduced dynamics but also an additional information inherited from the way the less detailed dynamics emerged as a pattern in solutions to the more detailed dynamics. In analogy with the reduction to the equilibrium theory, we call this new addition (now to a mesoscopic dynamical theory) a flux-thermodynamics (more precisely a fundamental flux-thermodynamic relation).

The Poisson-Grad hierarchy is a new reformulation of general kinetic equations that couples kinetic theory with hydrodynamics while preserving the Hamiltonian kinematics of both theories. In this reformulation, the one particle distribution function represents an extra microscopic information that is invisible in continuum mechanics. Except for a few observations made in the last section of this paper, where an alternative to the Chapman-Enskog expansion is proposed, the problem of investigating solutions to the Poisson-Grad hierarchy remains an open problem.
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