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Abstract—As the penetration of renewable energy continues to increase, stochastic and intermittent generation resources gradually replace the conventional generators, bringing significant challenges in stabilizing power system frequency. Thus, aggregating demand-side resources for frequency regulation attracts attentions from both academia and industry. However, in practice, conventional aggregation approaches suffer from random and uncertain behaviors of the users such as opting out control signals. The risk-averse multi-armed bandit learning approach is adopted to learn the behaviors of the users and a novel aggregation strategy is developed for residential heating, ventilation, and air conditioning (HVAC) to provide reliable secondary frequency regulation. Compared with the conventional approach, the simulation results show that the risk-averse multi-armed bandit learning approach performs better in secondary frequency regulation with fewer users being selected and opting out of the control. Besides, the proposed approach is more robust to random and changing behaviors of the users.

Index Terms—Heating, ventilation, and air conditioning (HVAC), load control, multi-armed bandit, online learning, secondary frequency regulation.

I. INTRODUCTION

HIGH penetration of wind and solar has brought great challenges in stabilizing the frequency of power grids. Conventionally, the generators track system loading levels to maintain the system frequency within a safe range [1]. However, as renewable energy resources are gradually taking the place of conventional ones, it lowers the system inertia [2], deteriorates the characteristics of system frequency response [3], and jeopardizes the system stability [4]. This raises interests of researchers on exploring the potential of demand-side resources to enhance the system stability.

With the rapid development of advanced metering infrastructure and communication technology, demand-side resources including electric vehicles [5], batteries [6] and thermostatically controlled loads [7] are enabled as candidates to provide frequency regulation service. As for the capacity, the residential loads account for a significant proportion among all the candidates [8]-[10]. Through proper control strategy, electric water heater (EWH) [11], heating, ventilation, and air conditioning (HVAC) [12] can be aggregated to provide frequency regulation services.

Previous research efforts have been made on achieving load aggregation with faster response time, larger flexibility, higher economic efficiency and user-friendliness [13]-[15]. For instance, a hierarchical framework is applied to control HVACs to participate in primary frequency regulation (PFR) [16]. Reference [17] investigates the ramping rate flexibility of thermostatically controlled loads with motors and compressors. From the perspective of economic efficiency, a multi-agent demand control system is proposed in [18] to maximize the total customer welfare of spinning reserves. To satisfy the thermal comfort of the users, a load grouping control strategy is presented in [19] to select thermostatically controlled loads based on temperature distance and power rating similarity. Reference [20] presents a thermostatic load control strategy for both primary and secondary frequency regulation (SFR), which considers more practical issues such as daily demand profile and load rebound. However, the demand control strategy adopted in [20] is the random switching (RS) approach that ignores opt-out behavior of the users to the regulation commands.

Demand response programs usually offer user option to opt-out while receiving the control signal. The reasons of opt-out are various such as having important events and feeling uncomfortable. Thus, due to the uncertain opt-out behavior, the aggregated demand in practice may differ from the scheduled target and can hardly serve as reliable resource for SFR. To tackle this issue, we propose a control strategy based on a risk-averse multi-armed bandit (MAB) learning approach. Through the online learning process, the load aggregator can understand the opt-out behavior of the users, so as to mitigate the influence on the uncertain response of us-
ers for load aggregation. The contributions of this work can be summarized as follows. Firstly, risk-averse MAB learning approach has been applied to learn uncertain responses of the users to SFR commands of load aggregator. Secondly, the proposed approach improves the reliability of aggregating residential HVAC for SFR while reducing the number of called and opt-out behaviors of the users. Thirdly, the proposed approach is robust to the random and changing behaviors of the users.

The rest of this paper is structured as follows. Section II proposes the model of HVAC in demand aggregation. Section III presents the dynamic control strategy based on the MAB learning approach for SFR. Section IV illustrates the performance of the proposed approach with case studies. Section V concludes this paper.

II. HVAC MODEL CONSIDERING USER BEHAVIOR

A. HVAC Model

The first-order differential equation is adopted to model the temperature variation process based on the assumption that the temperature change is almost linear within the narrow temperature deadband [20]. The heat cycle process and power consumption profile of HVAC are depicted in Fig. 1 with cooling mode [21].

![Fig. 1. On/off curve of HVDC and power consumption.](image)

In Fig. 1, $T_{\max}$ and $T_{\min}$ are the upper and lower bounds for room temperature, respectively; and $T_{out}$ is the temperature deadband. The HVAC unit operates with a cycling time $\tau$, the falling curves indicate “on” state of the HVAC during time period $t_{on}$ and the rising curves represent the opposite during time period $t_{off}$. Concrete equation of room temperature $T_u$ is as follows [22]:

$$C \frac{dT_u(t)}{dt} = \frac{T_{out}(t) - T_u(t)}{R} - s(t)Q$$

(1)

where $C$ and $R$ are the thermal capacitance and resistance, respectively; $T_{out}$ is the outdoor temperature; $Q$ is the thermal power; and $s(t)$ is the on/off state of HVAC.

The discrete form of (1) is:

$$T_u(t + \Delta t) = T_u(t) + \frac{\Delta t}{C} \left( \frac{T_{out}(t) - T_u(t)}{R} - s(t)Q \right)$$

(2)

$s(t)$ is governed by a switching law [23]:

$$s(t) = \begin{cases} 0 & s(t - \Delta t) = 1, T_u(t) \leq T_{\min} \\ 1 & s(t - \Delta t) = 0, T_u(t) \geq T_{\max} \\ s(t - \Delta t) & \text{otherwise} \end{cases}$$

(3)

In this case, the total HVAC load profile can be obtained:

$$P(t) = \frac{1}{\eta} \sum_{i=1}^{N} s(t)Q_i$$

(4)

where $\eta$ is the performance of coefficient of an HVAC; $N$ is the total number of HVACs; and $Q_i$ is the heat output of HVAC $i$.

The parameters of HVAC are given in Table I [24].

| Symbol | Value |
|--------|-------|
| $R$    | 2.0 °C/kW |
| $C$    | 2.0 kW/°C |
| $Q$    | 6.25 kW |
| $T_{out}$ | 1.0 °C |
| $T_{\max}$ | 23.5 °C |
| $T_{\min}$ | 24.5 °C |
| $\eta$ | 2.5 |

On the basis of thermal model of 1 HVAC, the potential of 50000 HVACs in SFR on a typical hot summer day in Houston [20] can be derived, as shown in Fig. 2. The maximal load that can be aggregated is $P_{\max}$; the load baseline is $P_{base}$; and the upward and downward frequency regulation capacities are $P_{up}$ and $P_{down}$, respectively. It can be seen that large-scale HVACs have great flexibility and adjustment capability to participate in SFR.

![Fig. 2. Aggregated load profile of 50000 HVACs.](image)

B. User Behavior Model in Real-world Practice

Based on the aggregated load profile of HVACs, the reserve capacity for SFR at different time can be easily estimated. Furthermore, when a disturbance occurs, the dynamic demand control strategy determines which HVAC to serve capacity for SFR at different time can be easily estimated. Furthermore, when a disturbance occurs, the dynamic demand control strategy determines which HVAC to serve.

An RS approach is carried out in the previous research, where the users are stochastically called with a probability of $p_{off}$ [20].

$$p_{off} = \frac{P_{SFR}(t)}{P_{dc}(t)}$$

(5)
where \( P_{SFR}(t) \) is the expected power aggregation for SFR; and \( P_{dc}(t) \) is the available reserve.

However, the above approach optimistically estimates the behaviors of the users. Usually, in the residential demand response contracts, users always have the option to opt-out from the regulation commands. The complexity and randomness of their behaviors in the real-world increase the difficulty of performing reliable load aggregation.

In this paper, we model the response of each user to frequency regulation command as a probability function which follows Bernoulli distribution \( X_i \sim Bern(p_i) \):

\[
X_i = \begin{cases} 1 & \text{if } p_i, \\ 0 & \text{if } 1-p_i, \end{cases}
\]  

(6)

where \( X_i = 1 \) means the user \( i \) follows the command and \( X_i = 0 \) means user \( i \) opts out the command; and \( p_i \) is the participation probability that user \( i \) follows the command, thus the expected load change is \( \mathbb{E}(X_i) = p_i \), and the variance is \( \sigma^2_i = p_i(1-p_i) \).

Practically, we can hardly obtain accurate value of \( p_i \), which affects the performance of SFR with HVACs. Therefore, we adopt an online learning approach to estimate \( p_i \) and aggregate the optimal set of users to improve the performance of their HVACs in SFR.

III. DEMAND CONTROL STRATEGY BASED ON MAB

A. Frequency Regulation Scheme

The flowchart of frequency regulation scheme is shown in Fig. 3, in which HVACs are aggregated for SFR.

![Flowchart of frequency regulation scheme](image)

Suppose a disturbance happens. After PFR, the system frequency reaches a new steady state. Calculate the present frequency deviation \( |\Delta f(t)| \) from the rated value. Once the deviation exceeds the frequency threshold \( \Delta f_{th} \), SFR would be performed. Since the demand side is required to simulate the droop characteristic of the generation side to restore the system frequency to the normal range, the SFR droop coefficient is estimated by:

\[
k_s = \max(P_{dc}) \left\lfloor \frac{\Delta f_{m,SFR}}{\Delta f_{th}} \right\rfloor
\]  

(7)

where \( \max(P_{dc}) \) is the maximum SFR reserve of HVAC; and \( \Delta f_{m,SFR} \) is the maximum frequency deviation that the system can sustain for SFR. Then, at time \( t \), the expected aggregated demand target for SFR can be calculated by:

\[
D_{tar,t} = \min(k_s |\Delta f(t)|, P_{dc}(t))
\]  

(8)

The smaller value is picked between the theoretical expectation and the actual reserve on demand side for SFR at time \( t \) in case the HVAC capacity is insufficient. The same formula can be used for upward and downward frequency regulation.

Next, the load aggregator selects the users to send the frequency regulation commands according to the target \( D_{tar,t} \). If the user responds to the request, corresponding HVAC will be temporarily switched on/off, otherwise no action will be performed. For achieving reliable frequency regulation, our objective is to minimize the square difference between the actual aggregated power of HVAC after user response \( D_{agg,t} \) and the target \( D_{tar,t} \), in expectation:

\[
\min \mathbb{E}(D_{agg,t} - D_{tar,t})^2
\]  

(9)

B. Risk-averse MAB

During each frequency regulation event, the load aggregator receives \( D_{tar,t} \) from the dispatching center, and then selects a group of users \( S(t) \subseteq [N] \) with unknown participation probability profile \( p_1, p_2, \ldots, p_n \) to minimize the aggregated power deviation from the target. It is similar to combinatorial MAB (CMAB) problem: the decision-maker is allowed to choose some revenue-generating arms from a set each time, where the distribution of rewards for each machine is unknown. The objective for decision-maker is to maximize the rewards after a limited number of trials. Different from maximizing revenue, we aim to minimize the expected mismatch between the actual aggregated power and \( D_{tar,t} \) in order to achieve reliable frequency regulation.

Response probabilities of the users are unknown in realities, the aggregator should learn response behavior of the users online and adjust selection strategy according to the feedbacks of previous events. Since the feedback can only be obtained when the user is selected within a limited number of events, there is a trade-off between the exploitation of the known information and exploration of more information. Specifically, the exploitation means selecting users based on present estimated participation probability \( \hat{p} \), and the exploration means selecting users that have not been adequately called for more information.
For the CMAB problem, there exist many related algorithms such as ε-greedy, Thompson sampling [25], Exp3 algorithm [26], combinatorial upper confidence bound (CUCB) [27], contextual CUCB [28]. Most algorithms are designed to achieve the objective of maximizing rewards or minimizing average costs. However, unlike both objectives, for frequency regulation, it is critical to minimize the gap between the actual power aggregation and the target. Otherwise, it will cause additional power imbalance and frequency fluctuation. A learning algorithm CUCB-avg is proposed to handle this problem, which is demonstrated to perform better than the classic CUCB algorithm [29].

Meanwhile, the algorithm introduced above ignores the risk together with the rewards. However, the behaviors of the users are random and changing. The load aggregators should not only consider the expected aggregation power that the users can achieve but also avoid the risk of users with high power expectation but erratic performance. Similar consideration often arises in financial investments. For example, in the stock market, investors may not only consider whether stocks will bring high returns but also their variation to avoid risk when making long-term investments. Therefore, to ensure reliable frequency regulation, load aggregators may prefer users that provide stable responses. In this paper, we adopt risk-averse MAB learning approach [30] for load aggregation, and the algorithm is designed as follows:

Algorithm 1

1. Input: \( \rho_1, \rho_2, P_1, P_2, \ldots, P_n, D_{\text{tar}} \).
2. Initialization:
   - For each user \( i \in [N] \) do:
     - Initialize estimate of participation probability \( \hat{\rho}_{i,t} \), estimate of variance \( \hat{\sigma}^2_{i,t} \), and historical called times \( n_{i,c} \).
   - End for
3. For each time \( t = 1 \) to \( T \) do:
   - Calculate priority index for each user \( i \):
     \[ v_{i,t} = P_i \hat{\rho}_{i,t} - \rho_1 P_i \hat{\sigma}^2_{i,t} + \rho_2 \sqrt{\ln(t)/n_{i,c}} \]
   - Rank users in descending order with \( v_{i,t} \):
     \[ v_{i,t} \geq v_{i+1,t} \geq \ldots \geq v_{N,t} \]
   - Select \( m (m \geq 0) \) users in sequence until:
     \[ \sum_{j=1}^{m} P_{i} \hat{\rho}_{i,1} \geq D_{\text{tar}} \]
     Let \( m = n \) if \( \sum_{j=1}^{m} P_{i} \hat{\rho}_{i,1} < D_{\text{tar}} \).
4. Output: \( S_i = \{i_1, i_2, \ldots, i_n\} \).
5. Update:
   - For each called user \( j \in S_i \) do:
     \[ \hat{\rho}_{i,j,t} = \frac{\hat{\rho}_{i,j,t} + X_{i,j}}{n_{i,j} + 1} \]
     \[ \hat{\sigma}^2_{i,j,t} = \hat{\sigma}^2_{i,j,t} (1 - \hat{\rho}_{i,j,t}) \]
     \[ n_{i,j} = n_{i,j} + 1 \]
6. End for
7. End for

In Algorithm 1, \( \rho_1 \) and \( \rho_2 \) are the constants; \( P_1, P_2, \ldots, P_n \) are the HVAC power of each user; \( n \) is the total number of users; and \( S_i = \{i_1, i_2, \ldots, i_n\} \) is the set of selected users.

The core of the above algorithm is to sort users in descending order as:

\[ v_{i,t} = P_i \hat{\rho}_{i,t} - \rho_1 P_i \hat{\sigma}^2_{i,t} + \rho_2 \sqrt{\ln(t)/n_{i,c}} \]  

(Apparently, this formula gives the priority to choose those users with high estimated participation probability and fewer times of receiving frequency regulation signals, where the trade-off between the exploitation and exploration is reflected. The second term of (10) is to lower users’ priority whose responses exhibit great variability. Thus, the risk brought from uncertain behaviors of the users can be mitigated.)

Note that the highest order term of time complexity is the log-linear time, which scales well in risk-averse MAB learning approach.

C. Control Framework

The schematic of control framework is shown in Fig. 4. Load aggregator aggregates users to participate in power system operation [31], [32]. The demand controller of the load aggregator is responsible for measuring the bus frequency and collecting the information about how many users are registered for frequency regulation. Once the frequency deviation above the threshold is detected or receives commands from the power grid dispatching center, the demand controller sends regulation commands to users for frequency regulation based on the risk-averse MAB learning approach. If the user responds to the control signals, on/off switching action will be executed on connected appliances. The response of each user is fed back to the demand controller [21].

![Schematic of control framework](image-url)

Fig. 4. Schematic of control framework.

IV. CASE STUDY

In this section, the modified IEEE RTS 24-bus, 10-machine system [20] is employed to test the performance of the proposed control strategy for SFR, as shown in Fig. 5. The simulation environment is built on MATLAB PSAT toolbox (V.2.1.11) [33] with 100 MW system base power.

A. Comparison of Different Approaches

We compare the risk-averse MAB based load aggregation approach with RS and offline approaches. Since the previous study [20] does not consider the opt-out behavior of the users, for the sake of fairness of comparison, we improve RS to some extent, and the number of users called is calculated by:

\[ N_{RS} = D_{\text{tar}} / E(\bar{P}) \]  

(11)
where \( E(\hat{P}) \) is the expected mean of power of HVACs based on the estimated participation probability of \( \hat{p} \) of the user.

Meanwhile, the offline approach is often used to verify the effectiveness of online learning approaches, where the response probability of all users to the regulation commands is pretended to be known.

Assume that a disturbance of power supply shortage of 74 MW occurs at bus 2 at 15:00. There are 50000 users (one HVAC per user) who have signed up for providing frequency regulation service distributed at load buses 15, 19, and 20, and the average power consumption for each HVAC is \( \bar{P} \approx 2.5 \). According to the load profile presented in Fig. 2, the upward regulation capacity is 115.3160 MW for SFR, and the maximum reserve is 115.3753 MW. The maximal frequency deviation \( |\Delta f_{\text{m,SFR}}| \) that system can sustain for SFR is set to be 0.2 Hz, and the frequency droop \( k_s \) is calculated as:

\[
k_s = \frac{\max(P_{ac})}{|\Delta f_{\text{m,SFR}}|} = \frac{115.3753}{0.2} = 576.8764 \tag{12}
\]

Meanwhile, the number of HVAC available for SFR is calculated as:

\[
n = \frac{115.3160 \times 10^6}{2.5 \times 10^4} = 46126 \tag{13}
\]

We consider that the actual participation probabilities of users \( p_1, p_2, \ldots, p_n \) obey the uniform distribution [0, 1]. Since these values are unknown in practice, the initial estimates of them in RS and risk-averse MAB learning approaches are \( \hat{p}_1, \hat{p}_2, \ldots, \hat{p}_n \), and the mean \( \hat{p} \) is set to be 0.65.

When the system frequency falls below the threshold of 59.97 Hz, PFR is activated. And the responsive load capacity and frequency droop for PFR are 34.40 MW and 200.0 MW/Hz, respectively [20]. After that, the system frequency reaches the new steady state of about 59.9514 Hz at 19 s, as shown in Fig. 6.

The system frequency should be further brought back to the normal level (60± 0.04 Hz) through SFR by turning off the HVACs. According to (8), the target reduction of HVACs is 28.09 MW. Figure 7 plots the frequency regulation results of offline, RS, and risk-averse MAB approaches. The results of risk-averse MAB approach at the 20th, 80th, and 200th events are provided respectively. It can be observed that the risk-averse MAB based demand control strategy always performs better than RS in raising the frequency level, and gradually gets closer to the offline approach with the accumulation of learning process about the behaviors of the users.

Figure 8 shows 95% confidence intervals of actual aggregated power and relative reduction deviations from the target of different approaches during 200 frequency regulation events. The power value aggregated by the proposed risk-averse MAB based control strategy gradually approaches the results of the offline approach after learning the behaviors of the users, outperforming RS strategy which remains a mismatch of about 6.49 MW from the target. It is also observed in Fig. 8(b) that the relative deviation of the risk-averse MAB learning approach falls to less than ±5% after dozens of events while the relative deviation of RS always remains about 23%. The results verify the regulation reliability of our proposed approach and its solid performance in multiple Monte Carlo cases.

Besides, Fig. 9 reveals that RS sends frequency regulation commands to more users and nearly half of them opt out, while the risk-averse MAB has better results in both aspects. Even both of them have very limited knowledge of users at the very beginning, MAB calls fewer users because it selects users with high expectations until reaching the adjustment target.

In practical application, the selection for each time comes with a cost and user fatigue. Therefore, the risk-averse MAB approach not only ensure the reliability of the load aggregation but also guarantee the economy and user-friendliness, which achieves the win-win results for both the load aggre-
gators and users.

Fig. 8. 95% confidence intervals of load reduction results of different approaches. (a) Actual aggregated power. (b) Relative reduction deviations from target.

Fig. 9. Number of called and opt-out users of different approaches. (a) Called users. (b) Opt-out users.

B. Impacts of Initial Estimated Probability Average $\hat{p}$

The mean of initial estimate of $\hat{p}$ is 0.65, which is higher than the actual average value $\bar{p}$. Since $\hat{p}$ is one indispensable input of user-selection approaches, its impact on the results of different approaches under diverse settings is discussed. We consider two more cases: (1) $\hat{p}$ is about 0.5, so the guess about the behavior of the user is very close to the truth; (2) $\hat{p}$ = 0.4, which underestimates the actual response of the user.

Figure 10 demonstrates that the power aggregation performance of RS is highly sensitive to the initial guess of user participation probability. However, no matter how the initial setting of $\hat{p}$ changes, MAB can always gradually approximate the optimization results of the offline approach by learning the behavior of the user, indicating that the proposed approach is reasonably robust to the initial estimate of $\hat{p}$.

Figure 11 shows that the number of users called and opt-out based on the risk-averse MAB learning approach is always lower than those of RS in 200 events under different initial estimated probability settings. Besides, with the increase of $\hat{p}$, RS calls fewer users, and the number of opt-out users also decreases, which is reasonable because RS overestimates the power aggregation expectation when sending commands. The performance of the risk-averse MAB learning approach once again confirms its robustness and indicates its reliability, economy and user-friendliness for load aggregation.

C. Impacts of Changes in Behaviors of Users

In practice, the behaviors of the users have great uncertainty and randomness. Hence, the response probability is not always a constant value. It may be affected by the satisfaction level of frequency regulation program, temperature tolerance, outdoor temperature, personal lifestyle, and neighborhood effect. In this case, a variation ratio for the behaviors of the users is introduced. We assume that 10% of users would change their response probability for every 20 events. Other settings are consistent with Section IV-A.

Figure 12 shows that even if the actual response patterns of the users change, the aggregated power of the risk-averse MAB can still gradually approximate that of the offline approach with a small fluctuation, whereas RS still remains a mismatch of about 6.50 MW from the target. It is also observed that the relative reduction deviation of the proposed approach is reduced to below 5% after dozens of events. Figure 13 shows the frequency regulation results of offline, RS, and risk-averse MAB learning approaches at the 20th, 80th,
and 200th events, demonstrating that the MAB-based load aggregation strategy can maintain better performance when facing the changing behaviors of the users.

![Graph showing frequency regulation results with changing behaviors of users.](image1)

Fig. 12. 95% confidence intervals of load reduction results of different approaches with changing behaviors of users. (a) Actual aggregated power. (b) Relative reduction deviations from target.

In terms of economy and user-friendliness, Fig. 14 also demonstrates the robustness of the risk-averse MAB concerning the number of called and opt-out users with changes in response probabilities.

![Graph showing number of called and opt-out users.](image2)

Fig. 14. Number of called and opt-out users of different approaches with changing behaviors of users. (a) Called users. (b) Opt-out users.

V. CONCLUSION

This paper presents a control strategy for aggregating residential HVACs to participate in SFR based on the risk-averse MAB. Based on the thermal model of individual HVAC, the aggregated load profile is estimated. Then, the frequency regulation reserve of HVACs for the up-down regulation and droop coefficient of SFR can be determined. In the aggregation process, the risk-averse MAB learning approach is implemented to understand the opt-out behavior of the users to frequency regulation commands. Through the online learning process of risk-averse MAB, the load aggregator can mitigate the uncertainty of aggregated demand and provide better SFR service.

Compared with conventional approach, the proposed MAB-based approach can achieve a better frequency regulation performance while fewer users are called and opt-out. The simulation results verify that the proposed approach is robust to the random and changing behaviors of the users. These advantages are beneficial for load aggregators to provide efficient and economical SFR service.

In the future, we plan to consider the impact of the fatigue effect of the users in responding to repeated demand aggregation control signals.
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