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1. Introduction

In this note we discuss the stability of port-Hamiltonian partial differential equations (p.d.e.’s) of the form
\[
\frac{\partial x}{\partial t}(\zeta, t) = \sum_{k=0}^{N} P_k \frac{\partial^k}{\partial \zeta^k} (\mathcal{H}(\zeta)x(\zeta, t))
\] (1)
on the spatial interval \([a, b]\). Here, \(P_k \in \mathbb{C}^{n \times n}\) satisfy \(P_k^* = (-1)^{k+1} P_k\ (k \in \{0, \cdots, N\})\) and \(P_N\) is invertible. The Hamiltonian density \(\mathcal{H} : (a, b) \to \mathbb{C}^{n \times n}\) is uniformly bounded, \(\mathcal{H}(\zeta)^* = \mathcal{H}(\zeta)\) and there exists an \(m > 0\) such that \(\mathcal{H}(\zeta) \geq mI\) for almost all \(\zeta \in [a, b]\).

The above p.d.e. is completed with boundary conditions given as
\[
W_B \begin{bmatrix} (\mathcal{H}x)(b, t) \\ \vdots \\ \frac{\partial^{N-1}(\mathcal{H}x)}{\partial \zeta^{N-1}}(b, t) \\ (\mathcal{H}x)(a, t) \\ \vdots \\ \frac{\partial^{N-1}(\mathcal{H}x)}{\partial \zeta^{N-1}}(a, t) \end{bmatrix} = 0, \quad (2)
\]
where \(W_B\) is an \(nN \times 2nN\) matrix which we assume to be of full rank.

One possible approach to address properties of the above system is to invoke the theory of strongly continuous semigroups of bounded linear operators, in that one reformulates the above as an abstract ordinary differential equation in an (infinite-dimensional) state space \(X\). For this, a suitable functional analytic setting is conveniently formulated in the weighted Hilbert space \(X = L_{2,\mathcal{H}}((a, b); \mathbb{C}^n)\), which coincides with \(L_2((a, b); \mathbb{C}^n)\) as set and is endowed with the weighted inner product given by
\[
\langle f, g \rangle_{\mathcal{H}} = \frac{1}{2} \int_a^b g(\zeta)^* \mathcal{H}(\zeta) f(\zeta) d\zeta. \quad (3)
\]
\(X\) is known as the energy space. In [7] necessary and sufficient conditions are given when the operator associated with the above p.d.e. plus boundary conditions generates a contraction semigroup. Since the notation will be used in our stability result, we repeat this theorem. We define the \(nN \times nN\) matrix \(Q\) and the \(2nN \times 2nN\) matrix \(R_{ext}\) as
\[
Q = [Q_{ij}], i, j \in \{1, \cdots, N\} \quad \text{with} \quad Q_{ij} = \begin{cases} 0 & i + j > N \\ (-1)^{i-1} P_k & i + j - 1 = k \end{cases}
\] (4)
and
\[
R_{ext} = \frac{1}{\sqrt{2}} \begin{bmatrix} Q & -Q \\ I_{nN} & I_{nN} \end{bmatrix}.
\]
Note that \(R_{ext}\) is invertible since \(P_N\) is invertible.
Theorem 1.1 ([7, 8, 9]). Consider the operator
\[ A = \left( P_N \frac{d^N}{d\zeta^N} + \cdots + P_1 \frac{d}{d\zeta} + P_0 \right) \mathcal{H} \]  
with domain
\[ \text{dom}(A) = \{ x \in L_{2,\mathcal{H}}((a, b); \mathbb{C}^n) \mid \mathcal{H}x \in H^N((a, b); \mathbb{C}^n), \mathcal{W}_B \left[ \begin{array}{c} (\mathcal{H}x)(b) \\ \vdots \\ \frac{d^{N-1}\mathcal{H}x}{d\zeta^{N-1}}(b) \\ \frac{d\mathcal{H}x}{d\zeta}(a) \\ \vdots \\ \frac{d^{N-1}\mathcal{H}x}{d\zeta^{N-1}}(a) \end{array} \right] = 0 \} \]
where \( \mathcal{W}_B \) is a full rank \( nN \times 2nN \) matrix. Then the following conditions are equivalent:
(i) \( A \) generates a contraction semigroup \( X \);
(ii) \( \mathcal{W}_B \) satisfies
\[ \mathcal{W}_B R_{\text{ext}}^{-1} \left[ \begin{array}{cc} 0 & I_{nN} \\ I_{nN} & 0 \end{array} \right] (\mathcal{W}_B R_{\text{ext}}^{-1})^* \geq 0; \]
(iii) For all \( x \in \text{dom}(A) \) there holds
\[ \langle Ax, x \rangle_{\mathcal{H}} + \langle x, Ax \rangle_{\mathcal{H}} \leq 0. \]

Although the characterisation of contraction semigroups is given for the operator associated to the p.d.e. ([1]) with boundary conditions ([2]), other properties have only been studied for the case \( N = 1 \), see e.g. [9]. Recently, for that class the characterisation of exponential stability was found. In order to state this result, we need to consider the following parametrised ordinary differential equation
\[ \frac{dv}{d\zeta}(\zeta) = i\omega P_1^{-1}(\mathcal{H}(\zeta)^{-1} + P_0) v(\zeta) \text{ for } \zeta \in (a, b) \text{ and } \omega \in \mathbb{R}. \]  
Let \( \Phi_\omega \) denote its fundamental solution\(^\text{1}\) i.e.,
\[ \Phi_\omega : [a, b] \to \mathbb{C}^{n \times n} \text{ with } \Phi_\omega(a) = I_n, \]
and satisfies ([8]). The characterisation of exponential stability now reads as follows.

Theorem 1.2 ([12]). Let \( (A, \text{dom}(A)) \) be given as in Theorem 1.1 for \( N = 1 \), and be such that \( A \) generates a contraction semigroup on \( X \). Furthermore, assume that
\[ \sup_{\omega \in \mathbb{R}} \| \Phi_\omega \|_{\infty} = \sup_{\omega \in \mathbb{R}} \sup_{\zeta \in (a, b)} \| \Phi_\omega(\zeta) \| < \infty. \]

Then the following conditions are equivalent:
\(^\text{1}\)In Appendix A we show that this exists and is uniquely determined, even when the right-hand side of ([8]) is not continuous.
(i) \( (T(t))_{t \geq 0} \) is exponentially stable;

(ii) \( Q_\omega := W_B \left[ \Phi_\omega(b) I_n \right] \) is invertible and \( \sup_{\omega \in \mathbb{R}} \|Q_\omega^{-1}\| < \infty \).

Inspired by this theorem, we characterise the semi-uniform/asymptotic stability of the contraction semigroup. For this, we invoke the celebrated Batty–Duyckaerts theorem, \([1]\). This result can be formulated for the general class, and so we do not assume that \( N = 1 \). We introduce the following extension of the differential equation, see also (8),

\[
\frac{dv}{d\zeta}(\zeta) = P_\lambda(\zeta) v(\zeta) \quad \text{for} \quad \zeta \in (a, b)
\]

where \( v \) takes its values in \( \mathbb{C}^{n_N} \) and

\[
P_\lambda(\zeta) =
\begin{bmatrix}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & 0 & \vdots \\
& & \ddots & \ddots & 0 \\
0 & \cdots & \cdots & 0 & I \\
\lambda P_N^{-1} \mathcal{H}(\zeta)^{-1} - P_N^{-1} P_0 - P_N^{-1} P_1 - \cdots - P_N^{-1} P_{N-1} & \end{bmatrix}
\]

Let \( \Psi_\lambda \) denote its fundamental solution\(^2\), i.e.,

\[
\Psi_\lambda : [a, b) \to \mathbb{C}^{nN \times nN} \text{ with } \Psi_\lambda(a) = I_{nN},
\]

and satisfies (11). Note that for \( N = 1 \) we have that \( \Psi_{i\omega} = \Phi_{i\omega} \), see \([8], [9]\).

**Theorem 1.3.** Assume that \((A, \text{dom}(A))\) as given in (5) and (6) generates a contraction semigroup \((T(t))_{t \geq 0}\) on \( X \). Then the following conditions are equivalent:

(i) \( (T(t))_{t \geq 0} \) is semi-uniformly stable (with decay rate \( f : [0, \infty) \to [0, \infty) \)), i.e., \( f(t) \to 0 \) as \( t \to \infty \) and for all \( x \in \text{dom}(A) \)

\[
\|T(t)x\|_H \leq f(t)\|x\|_{\text{dom}(A)} \quad t \geq 0.
\]

(ii) \( (T(t))_{t \geq 0} \) is asymptotically stable, i.e, for all \( x \in X \) there holds \( T(t)x \to 0 \) as \( t \to \infty \);

(iii) The operator \( A \) with domain \( \text{dom}(A) \) has no eigenvalues on the imaginary axis;

(iv) The square matrix \( Q(i\omega) := W_B \left[ \Psi_{i\omega}(b) I_{nN} \right] \) is invertible for all \( \omega \in \mathbb{R} \).

(v) For all \( \omega \in \mathbb{R} \) the set

\[
\{ v_a \in \mathbb{C}^{nN} \mid Q(i\omega) v_a = 0 \text{ and } v^*_a \left[ \Psi_{i\omega}(b)^* I_{nN} \right] \left[ \begin{array}{c} Q \\ 0 \\ -Q \end{array} \right] \left[ \Psi_{i\omega}(b) \right] v_a = 0 \}
\]

contains only the zero element.

\(^2\)In Appendix A we show that this exist, even when the right-hand side of (11) is not continuous.
The proof of this theorem will be given in the following section. Furthermore, we also adopt the insights drawn from this equivalence to shed some more light on the characterisation of exponential stability from [12]. We exemplify our results in the sections 4 and 5. We provide a conclusion afterwards. This manuscript is supplemented with an appendix gathering known material for non-autonomous o.d.e.’s with bounded and measurable coefficients.

2. Characterisation of asymptotic/semi-uniform stability

We recall the celebrated Batty–Duyckaerts result on semi-uniform stability.

**Theorem 2.1** (Batty–Duyckaerts, [1]; see, [2, Theorem 3.4]). Let \((T(t))_{t \geq 0}\) be a bounded \(C_0\)-semigroup on a Banach space \(X\), with generator \(A\), \(\mu \in \rho(A)\). Then the following conditions are equivalent:

(i) \(\sigma(A) \cap i\mathbb{R} = \emptyset\);

(ii) \(\lim_{t \to \infty} \|T(t)(\mu - A)^{-1}\| = 0\);

(iii) there exists a function \(f: [0, \infty) \to [0, \infty)\) with \(f(t) \to 0\) as \(t \to \infty\) and such that

\[\forall x_0 \in \text{dom}(A): \|T(t)x\| \leq f(t)\|x_0\|_{\text{dom}(A)},\]

i.e., \(T\) is semi-uniformly stable (with decay rate \(f\)).

In order to apply the Batty–Duyckaerts result, we provide some (standard) observations.

**Theorem 2.2.** The operator \(A\) with domain \(\text{dom}(A)\) as given by (5) and (6) has compact resolvent on the energy space \(X\).

**Proof.** The assertion for \(\mathcal{H} = I_n\) follows upon using the Arzelà–Ascoli Theorem since \(\text{dom}(A)\) embeds continuously into \(H^N((a, b); \mathbb{C}^n)\). The general case then follows since \(X\) is isomorphic to \(L^2((a, b); \mathbb{C}^n)\).

**Lemma 2.3.** Let \(B\) be a closed, densely defined, linear operator on a Hilbert space \(X\), with \(\rho(B) \neq \emptyset\). If \(\text{dom}(B) \hookrightarrow X\) is compact, then

\[\sigma(B) = \{\lambda \in \mathbb{C} \mid 0 < \dim(\ker(\lambda I - B)) < \infty\} =: \sigma_p(B).\]

**Proof.** For the proof we invoke standard theory of (unbounded) Fredholm operators, see e.g., [3, Theorem 3.6] for an overview and suitable references. Let \(\mu \in \rho(B)\) and \(\lambda \in \sigma(B)\). Since \(\mu I - B\) is continuously invertible, \(\mu I - B\) is a Fredholm operator. The compactness of \(\text{dom}(B) \hookrightarrow X\) yields that \((\mu I - B)^{-1}\) is compact and, hence, \((\lambda - \mu)I\) is a relatively compact perturbation of \(\mu I - B\) and so \(\lambda I - \mu I + (\mu I - B) = \lambda I - B\) is Fredholm and \(\text{ind}(\mu I - B) = \text{ind}(\lambda I - B)\). In particular, \(\dim(\ker(\lambda I - B)) < \infty\). Since \(\lambda \in \sigma(B)\), \(\lambda I - B\) fails to be continuously invertible, which can, thus, only happen if \(\ker(\lambda I - B) \neq \{0\}\); whence \(\dim(\ker(\lambda I - B)) > 0\).
The application of Theorem 2.1 to port-Hamiltonian systems, reads as follows.

**Theorem 2.4.** Assume \((A, \text{dom}(A))\) as in Theorem 2.1 generates a contraction semigroup \((T(t))_{t \geq 0}\). Then the following conditions are equivalent:

(i) \((T(t))_{t \geq 0}\) is semi-uniformly stable;

(ii) \(\sigma_p(A) \cap i\mathbb{R} = \emptyset\).

**Proof.** The result is a straightforward consequence of Theorem 2.1 in conjunction with the observations in Theorem 2.2 and Lemma 2.3 to determine the type of spectrum \(A\) can possibly have.

From this result we see that the eigenvalues of \(A\) will play an essential role. Therefore, we characterise these in the following lemma.

**Lemma 2.5.** Let \((A, \text{dom}(A))\) be given by (5) and (6) then \(\lambda\) is an eigenvalue if and only if \(Q(\lambda) := W_B \begin{bmatrix} \Psi_\lambda(b) \\ I_{nN} \end{bmatrix}\) is not invertible, see (13).

**Proof.** Let \(\lambda \in \mathbb{C}\) be an eigenvalue of \((A, \text{dom}(A))\), i.e., \(Ax = \lambda x\) for \(0 \neq x \in \text{dom}(A)\). Using (5), we have that

\[
\lambda x = Ax \Rightarrow \lambda x(\zeta) = \left( P_N \frac{d^N}{d\zeta^N} + \cdots + P_1 \frac{d}{d\zeta} + P_0 \right) (\mathcal{H}x)(\zeta)
\]

Introducing \(v_1(\zeta) := (\mathcal{H}x)(\zeta)\), we can rewrite the above \(\text{o.d.e.}\) as

\[
\left( P_N \frac{d^N}{d\zeta^N} + \cdots + P_1 \frac{d}{d\zeta} + P_0 \right) v_1(\zeta) - \lambda \mathcal{H}^{-1}(\zeta)v_1(\zeta) = 0.
\]

Next we introduce

\[
v(\zeta) = \begin{bmatrix} v_1(\zeta) \\ \vdots \\ \frac{d^{N-1}}{d\zeta^{N-1}}(\zeta) \end{bmatrix}
\]

and so with \(P_\lambda\) as defined in (12) we can formulate the \(N\)-th order \(\text{o.d.e.}\) (14) as the first order \(\text{o.d.e.}\)

\[
\frac{dv(\zeta)}{d\zeta} = P_\lambda(\zeta)v(\zeta)
\]

and thus \(v(\zeta) = \Psi_\lambda(\zeta)v(a)\).

Since \(x\) was an eigenvector it is an element of \(\text{dom}(A)\) and thus \(v_1 = \mathcal{H}x\) satisfies the boundary conditions as given in (6). We can equivalently formulate these conditions by using \(v\). This gives

\[
W_B \begin{bmatrix} v(b) \\ v(a) \end{bmatrix} = 0 \iff W_B \begin{bmatrix} \Psi_\lambda(b) \\ I_{nN} \end{bmatrix} v(a) = 0.
\]
If \( v(a) \) would be zero, then the function \( v \) would be zero, and so \( x \). This is not possible since \( x \) is an eigenvector. So for the above to hold, the square matrix \( W_B \left[ \begin{array}{c} \Psi_{\lambda}(b) \\ I_{nN} \end{array} \right] \) must be singular.

Similarly, when \( W_B \left[ \begin{array}{c} \Psi_{\lambda}(b) \\ I_{nN} \end{array} \right] \) is singular, then we choose \( v(a) \) in its kernel, and we define \( v(\zeta) := \Psi_{\lambda}(\zeta)v(a) \). It is straightforward to see that \( x := \mathcal{H}^{-1}v \) is in the domain of \( A \) and satisfies \( Ax = \lambda x \).

\[ \square \]

**Proof of Theorem 1.3**

In this section we prove Theorem 1.3.

- \((i) \Rightarrow (ii)\) Let \( x_0 \in X \), and choose \( \varepsilon > 0 \). Since the domain of \( A \) lies dense in \( X \) we can find an \( x_1 \in \text{dom}(A) \) such that \( \|x_1 - x_0\| \leq \varepsilon \). Next choose \( t_1 > 0 \) such that \( \|T(t_1)x_1\| \leq \varepsilon \). Now

\[
\|T(t_1)x_0\| \leq \|T(t_1)(x_0 - x_1)\| + \|T(t_1)x_1\| \leq \|x_0 - x_1\| + \|T(t_1)x_1\| \leq 2\varepsilon,
\]

where we have used that \( (T(t))_{t \geq 0} \) is a contraction semigroup. Using this once more, we find for \( t \geq t_1 \)

\[
\|T(t)x_0\| = \|T(t - t_1)T(t_1)x_0\| \leq \|T(t_1)x_0\| \leq 2\varepsilon
\]

which shows that the semigroup is asymptotically stable.

- \((ii) \Rightarrow (iii)\) If \( \lambda \) is an eigenvalue on the imaginary axis, then for the corresponding eigenvector \( x_0 \) there holds \( T(t)x_0 = e^{\lambda t}x_0 \). This will not converge to zero as \( t \to \infty \). Hence since not \((iii)\) implies not \((ii)\), we have shown the implication form \((ii)\) to \((iii)\).

- \((iii) \Rightarrow (i)\) See Theorem 2.4

- \((iii) \Leftrightarrow (iv)\) Follows from Lemma 2.5

- \((iv) \Leftrightarrow (v)\) It is clear that part \((iv)\) implies part \((v)\). So we concentrate on the other direction. We do this by showing that if \( v_a \in \mathbb{C}^{nN} \) is such that \( \mathcal{Q}(i\omega)v_a = 0 \), then it also satisfies the second equality in item \((v)\).

Let \( 0 \neq v_a \in \mathbb{C}^{nN} \) be such that \( \mathcal{Q}(i\omega)v_a = 0 \). We define \( v(\zeta) \) as the solution of \((11)\) with initial condition \( v(a) = v_a \). Then it is easy to see that \( v \) can be written as

\[
v(\zeta) = \begin{bmatrix} v_1(\zeta) \\ \vdots \\ \frac{d^{N-1}}{d\zeta^{N-1}} v_1(\zeta) \end{bmatrix}
\]

with \( v_1 \) satisfying \((14)\) for \( \lambda = i\omega \). Since \( \mathcal{H} \) is symmetric, we find that

\[
0 = v_1(\zeta)^* \left( i\omega \mathcal{H}(\zeta)^{-1}v_1(\zeta) \right) + \left( i\omega \mathcal{H}(\zeta)^{-1}v_1(\zeta) \right)^* v_1(\zeta)
\]
\[ v_1(\zeta)^* \left( \left( P_N \frac{d}{d\zeta} + \cdots + P_1 \frac{d}{d\zeta} + P_0 \right) v_1(\zeta) \right) + \left( \left( P_N \frac{d}{d\zeta} + \cdots + P_1 \frac{d}{d\zeta} + P_0 \right) v_1(\zeta) \right)^* v_1(\zeta). \]

Integrating this expression from \( \zeta = a \) till \( b \) and using [4, Lemma 3.1], we find that
\[ 0 = v(b)^* Q v(b) - v(a)^* Q v(a). \]

Since \( v(a) = v_a \) and \( v(b) = \Psi_{i\omega}(b)v_a \), this is the second equality in part (v).

3. Exponential stability revisited

Before we turn to our example we shortly revisit exponential stability and reformulate the conditions from [12]. We start off with an elementary observation on families of invertible matrices.

**Proposition 3.1.** Let \( Q : \mathbb{R} \to \mathbb{C}^{n \times n} \) be bounded and continuous. Assume that for all \( t \in \mathbb{R} \), \( Q(t) \) is invertible. Then the following conditions are equivalent:

(i) \( \sup_{t \in \mathbb{R}} \| Q(t)^{-1} \| < \infty \);

(ii) for all \( v \in \mathbb{C}^n \), \( v \neq 0 \), \( \liminf_{t \to \pm \infty} \| Q(t)v \| > 0 \).

**Proof.** (i) \(\Rightarrow\) (ii): Let \( M := \sup_{t \in \mathbb{R}} \| Q(t)^{-1} \| \) and \( v \in \mathbb{C}^n \), \( v \neq 0 \). Then for all \( t \in \mathbb{R} \)
\[ \| v \| = \| Q(t)^{-1} Q(t)v \| \leq M \| Q(t)v \|. \]

Taking the lim inf on both sides of the inequality yields the assertion.

(ii) \(\Rightarrow\) (i): Consider
\[ B := \{ Q(t); t \in \mathbb{R} \} \subseteq \mathbb{C}^{n \times n}. \]

By the boundedness of \( Q \), \( B \) is bounded and closed; hence compact. Next, we show that for all \( Q_0 \in B \), \( |\det Q_0| > 0 \). For this let \( Q_0 \in B \). Then there exists a sequence \( (t_k)_{k \in \mathbb{N}} \) such that \( Q(t_k) \to Q_0 \) as \( k \to \infty \). If \( (t_k)_{k \in \mathbb{N}} \) accumulates at some \( s \in \mathbb{R} \), we find a subsequence (not relabelled) such that \( \lim_{k \to \infty} t_k = s \). By continuity, we infer \( Q_0 = Q(s) \), which is invertible by assumption. Hence, \( \det Q_0 \neq 0 \). If \( (t_k)_{k \in \mathbb{N}} \) accumulates at \( -\infty \) or \( \infty \), we may assume without restriction (the other case is similar), that we find a subsequence (again not relabelled) such that \( \lim_{k \to \infty} t_k = \infty \). Let \( v \in \mathbb{C}^n \), \( v \neq 0 \). We infer, using (ii),
\[ \| Q_0 v \| = \lim_{k \to \infty} \| Q(t_k)v \| \geq \liminf_{t \to \pm \infty} \| Q(t)v \| > 0. \]

Hence, 0 cannot be an eigenvalue of \( Q_0 \), that is, \( \det Q_0 \neq 0 \). By compactness of \( B \) and continuity of \( \det \), we thus obtain that \( |\det R| \geq \varepsilon > 0 \) for all \( R \in B \) and some \( \varepsilon > 0 \). Using the boundedness of \( Q \) and Cramer’s rule, the condition in (i) follows. \( \square \)
In the light of the characterisation of semi-uniform stability in Theorem 1.3, we shall revisit Theorem 1.2. For this, recall \( \Psi_{i\omega} \) from (13) and \( Q(i\omega) \) from Theorem 1.3. Note that by Proposition A.3, the mapping \( \omega \mapsto \Psi_{i\omega} \) and thus \( \omega \mapsto Q(i\omega) \) are continuous.

**Theorem 3.2.** Assume that \((A, \text{dom}(A))\) as given in (5) and (6) generates a contraction semigroup \((T(t))_{t \geq 0}\) on \(X\) with \(N = 1\). Assume that \(\sup_{\omega \in \mathbb{R}} \|\Psi_{i\omega}\| < \infty\).

Then the following conditions are equivalent:

(i) \((T(t))_{t \geq 0}\) is exponentially stable;

(ii) for all sequences \((\omega_k)_{k \in \mathbb{N}}\) in \(\mathbb{R}\), the set

\[
\{ v_a \in \mathbb{C}^n \mid \liminf_{k \to \infty} \left( \|Q(i\omega_k)v_a\| + \|v_a^* \left[ \Psi_{i\omega_k}(b)^* I_n \right] \left[ \begin{array}{cc} Q & 0 \\ -Q & I_n \end{array} \right] \Psi_{i\omega_k}(b) I_n \right) v_a \| = 0 \}
\]

contains only the zero element.

(iii) for all sequences \((\omega_k)_{k \in \mathbb{N}}\) in \(\mathbb{R}\), the set

\[
\{ v_a \in \mathbb{C}^n \mid \liminf_{k \to \infty} \|Q(i\omega_k)v_a\| = 0 \}
\]

contains only the zero element.

**Proof.** Note that, by Theorem 1.2, we see that \((T(t))_{t \geq 0}\) is exponentially stable if and only if for all \(\omega \in \mathbb{R}\), \(Q(i\omega)\) is invertible and \(\sup_{\omega \in \mathbb{R}} \|Q(i\omega)^{-1}\| < \infty\). Since \(\Psi_i : \mathbb{R} \mapsto \mathbb{C}^{n \times n}\) is bounded by assumption, it follows from its definition that the function \(Q\) is bounded as well, see Theorem 1.3(iv). Next we turn to the proof of the actual theorem.

(i) \(\Rightarrow\) (ii). Note that by our observation from the beginning \(Q(i\omega)\) is invertible for all \(\omega \in \mathbb{R}\). Hence, by Theorem 1.3

\[
\{ v_a \in \mathbb{C}^n \mid \|Q(i\omega_k)v_a\| + \|v_a^* \left[ \Psi_{i\omega_k}(b)^* I_n \right] \left[ \begin{array}{cc} Q & 0 \\ -Q & I_n \end{array} \right] \Psi_{i\omega_k}(b) I_n \right) v_a \| = 0 \} = \{0\}
\]

for all \(\omega \in \mathbb{R}\).

Now, let \((\omega_k)_{k \in \mathbb{N}}\) be a bounded sequence in \(\mathbb{R}\) and \(v_a \in \mathbb{R}^n\). Then

\[
\liminf_{k \to \infty} \left( \|Q(i\omega_k)v_a\| + \|v_a^* \left[ \Psi_{i\omega_k}(b)^* I_n \right] \left[ \begin{array}{cc} Q & 0 \\ -Q & I_n \end{array} \right] \Psi_{i\omega_k}(b) I_n \right) v_a \| = 0
\]

is equivalent to

\[
\|Q(i\omega)v_a\| + \|v_a^* \left[ \Psi_{i\omega}(b)^* I_n \right] \left[ \begin{array}{cc} Q & 0 \\ -Q & I_n \end{array} \right] \Psi_{i\omega}(b) I_n \right) v_a \| = 0
\]

for one accumulation value \(\omega\) of \((\omega_k)_{k \in \mathbb{N}}\). Since the latter implies \(v_a = 0\), we obtain condition (ii) for all bounded sequences. If \((\omega_k)_{k \in \mathbb{N}}\) is unbounded, we may assume without loss of generality that \((\omega_k)_{k \in \mathbb{N}} \to \infty\) (any bounded subsequence has been dealt
with already, and the case \((\omega_k)_{k \in \mathbb{N}} \to -\infty\) is similar). Since by exponential stability, we get 
\[\sup_{\omega \in \mathbb{R}} \|Q(i\omega)^{-1}\| < \infty,\] 
Proposition 3.1 yields for every non-zero \(v_a\) that 
\[\liminf_{k \to \infty} \|Q(i\omega) v_a\| > 0\] 
and so condition (ii) holds for all sequences \((\omega_k)_{k \in \mathbb{N}}\).

(ii) \(\Rightarrow\) (iii). Let \(v_a\) be such that 
\[\liminf_{k \to \infty} \|Q(i\omega) v_a\| = 0\] 
for some sequence \((\omega_k)_{k \in \mathbb{N}}\).

Then by the reformulation as in the proof of Theorem 1.3 (iv) \(\iff\) (v), we deduce that 
\[\liminf_{k \to \infty} (\|Q(i\omega_k) v_a\| + \|v_a^* [\Psi_{\omega_k}(b)^* I_n] [Q \ 0] - Q [0 - Q] \Psi_{\omega_k}(b) I_n v_a\|) = 0.\]

For this particularly note that the reformulation in the proof of Theorem 1.3 (iv) \(\iff\) (v) 
yields that given a sequence \((\omega_k)_{k \in \mathbb{N}}\) with \(\lim_{k \to \infty} \|Q(i\omega_k) v_a\|\) we obtain 
\(\lim_{k \to \infty} \|v_a^* [\Psi_{\omega_k}(b)^* I_n] [Q \ 0] - Q [0 - Q] \Psi_{\omega_k}(b) I_n v_a\| = 0\) for the same sequence. Hence, \(v_a = 0\), by (ii).

(iii) \(\Rightarrow\) (i). Considering constant sequences, we deduce that (iii) implies Theorem 1.3 (iv). Thus, \(Q(i\omega)\) is invertible for all \(\omega \in \mathbb{R}\). Finally, by Proposition 3.1 we deduce that 
\[\sup_{\omega \in \mathbb{R}} \|Q(i\omega)^{-1}\| < \infty.\]

4. Example, network of vibrating strings

In this section we study in detail the stability of a (small) network of vibrating strings. The network consists of three interconnected (undamped) vibrating strings, which are connected to a damper, see also Figure 1.

![Figure 1: Coupled vibrating strings with damping](image)

The model of every string is described using the state variables \(\rho_k \frac{\partial w_k}{\partial t}\) (the momentum) and \(\frac{\partial w_k}{\partial \zeta}\) (the strain) and is given by

\[
\frac{\partial x_k}{\partial t}(\zeta, t) = \frac{\partial}{\partial t} \left[ \rho_k \frac{\partial w_k}{\partial t} \right] (\zeta, t) = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \frac{\partial}{\partial \zeta} \left( \begin{bmatrix} \rho_k(\zeta) \\ 0 \end{bmatrix} T_k(\zeta) \right) x_k(\zeta, t) = P_{1,k}(H_k x_k)(\zeta, t), \quad k \in \{I, II, III\}. \tag{15}
\]

In string I, we let the \(\zeta\) run from left to right, but in strings II and III, we let it go in the opposite direction. We have the following six boundary conditions, see also Figure 1.
\[ \begin{aligned}
\frac{\partial w_I}{\partial t}(a, t) &= 0 \\
T_{II}(a) \frac{\partial w_{II}}{\partial \zeta}(a, t) &= T_{III}(a) \frac{\partial w_{III}}{\partial \zeta}(a, t) = 0 \\
\frac{\partial w_I}{\partial t}(b, t) &= \frac{\partial w_{II}}{\partial t}(b, t) = \frac{\partial w_{III}}{\partial t}(b, t) \\
-\beta \frac{\partial w_I}{\partial t}(b, t) &= T_I(b) \frac{\partial w_I}{\partial \zeta}(b, t) + T_{II}(b) \frac{\partial w_{II}}{\partial \zeta}(b, t) + T_{III}(b) \frac{\partial w_{III}}{\partial \zeta}(b, t),
\end{aligned} \tag{17-20} \]

where \( \beta > 0 \) denotes the damping coefficient of the damper.

Formulating the system as (1) is done by putting the 3 states into one 6-dimensional vector. For this system the \( P_1 \) and \( H \) are given as the block-diagonal matrices with the three \( P_{1,k} \)'s and \( H_k \)'s on the diagonal, respectively, that is,

\[
\begin{bmatrix}
P_{1,1} & P_{1,II} \\
0 & P_{1,III}
\end{bmatrix} \quad \text{and} \quad
\begin{bmatrix}
H_I \\
H_{II} \\
H_{III}
\end{bmatrix}.
\tag{21}
\]

We investigate the asymptotic stability of the above model by employing part (v) of Theorem 1.3. For this we need the solution of the differential equation (11)–(12). Using that \( N = 1 \) and the special form of \( H \) and \( P_1 \), this can be written as 3 differential equations on \([a, b]\) as

\[
\frac{dv_k}{d\zeta}(\zeta) = i\omega \begin{bmatrix} 0 & T_k(\zeta)^{-1} \\
\rho_k(\zeta) & 0 \end{bmatrix} v_k(\zeta), \text{ with } v_k(a) = v_{a,k}, \quad k \in \{I, II, III\}. \tag{22}
\]

The boundary conditions of (17) and (18) give that

\[
v_{a,1} = \begin{bmatrix} 0 \\
T_I(a) \frac{\partial w_I}{\partial \zeta}(a) \end{bmatrix} := \begin{bmatrix} 0 \\
F_I(a) \end{bmatrix}, \quad v_{a,k} = \begin{bmatrix} \frac{\partial w_k}{\partial t}(a) \\
0 \end{bmatrix} := \begin{bmatrix} v_{a,k} \\
0 \end{bmatrix}, \quad k \in \{II, III\}. \tag{23}
\]

The other three boundary conditions imply that

\[
v_k(b) = \begin{bmatrix} \frac{\partial w_k}{\partial t}(b) \\
T_k(b) \frac{\partial w_k}{\partial \zeta}(b) \end{bmatrix} := \begin{bmatrix} \nu_k \\
F_k(b) \end{bmatrix}, \quad k \in \{I, II, III\}. \tag{24}
\]

with \(-\beta \nu_k = F_I(b) + F_{II}(b) + F_{III}(b)\).

Having provided the reformulation of (11)–(12), for convenience of the reader, we provide the consequence of our main theorem in this particular situation. For this, we quickly check the generation property of the port-Hamiltonian operator.

**Theorem 4.1.** For \( k \in \{I, II, III\} \), let \( T_k, \rho_k \in L_\infty(a, b) \) and assume there exists \( \epsilon_0 > 0 \) such that for a.e. \( \zeta \in (a, b) \), \( T_k(\zeta), \rho_k(\zeta) \geq \epsilon_0 \). With (21) in \( L_{2, H}((a, b); \mathbb{C}^6) \) consider the operator

\[
A = P_1 \frac{d}{d\zeta} H
\]
with domain
\[
dom(A) = \{ x \in L^2_H((a,b); \mathbb{C}^6) \mid Hx \in H^1((a,b); \mathbb{C}^6), W_B \left( \frac{(Hx)(b)}{(Hx)(a)} = 0 \right) \},
\]

where \( W_B \) is given by (17)–(20), that is,
\[
W_B = \begin{pmatrix}
1 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1 & 0 \\
\beta & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Then \((A, \dom(A))\) is the generator of contraction semigroup.

Proof. We apply Theorem 1.1. For this, it is easy to see that \( W_B \) has full rank. Hence, using \( Q = P_1 \) and \( R_{\text{ext}} = \frac{1}{\sqrt{2}} \begin{bmatrix} P_1 & I_6 \\ I_6 & -P_1 \end{bmatrix} \), we need to establish inequality (17). For this, using \( P_1^2 = I_6 \) and
\[
R_{\text{ext}}^{-1} = \frac{1}{\sqrt{2}} \begin{bmatrix} P_1 & I_6 \\ -P_1 & I_6 \end{bmatrix},
\]
we compute
\[
R_{\text{ext}}^{-1} \begin{bmatrix} 0 & I_6 \\ I_6 & 0 \end{bmatrix} R_{\text{ext}}^{-*} = \begin{bmatrix} P_1 & 0 \\ 0 & -P_1 \end{bmatrix},
\]
thus
\[
W_B R_{\text{ext}}^{-1} \begin{bmatrix} 0 & I_6 \\ I_6 & 0 \end{bmatrix} (W_B R_{\text{ext}}^{-1})^* = W_B \begin{bmatrix} P_1 & 0 \\ 0 & -P_1 \end{bmatrix} W_B^* = \frac{1}{\sqrt{2}} \left( \begin{bmatrix} 1 & 0 \\ 1 & 0 \\ \beta & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} -1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix} \right) \times \begin{bmatrix} 1 & 0 \\ 1 & 0 \\ \beta & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \beta & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}.
\]
\[
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
P_{1,1} & P_{1,II} & P_{1,III} \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
P_{1,1} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{pmatrix}
\]

which is non-negative definite as $\beta \geq 0$. Note that we could also have shown this by checking the inequality in part (iii) of Theorem 1.1.

Thus, we are in the position to apply Theorem 1.3. For this, let $\Psi_{\lambda}: [a, b) \to \mathbb{C}^{6 \times 6}$ with $\Psi_{\lambda}(a) = I_6$ be the fundamental solution of

\[
\frac{dv}{d\zeta}(\zeta) = \lambda P_{1}^{-1}H(\zeta)^{-1}v(\zeta) \quad \text{for } \zeta \in (a, b) \text{ and } \lambda \in \mathbb{C}.
\]

As a result, we deduce the following characterisation of stability.

**Theorem 4.2.** Consider $(A, \text{dom}(A))$ as provided in Theorem 1.1 and let $(T(t))_{t \geq 0}$ be the generated contraction semigroup. Then the following conditions are equivalent:

(i) $(T(t))_{t \geq 0}$ is semi-uniformly stable.

(ii) For all $\omega \in \mathbb{R}$ the set

\[
\{v_a \in \mathbb{C}^6 \mid W_B \begin{pmatrix} \Psi_{i\omega}(b) \\ I_6 \end{pmatrix} v_a = 0 \text{ and } v_a^* \begin{pmatrix} \Psi_{i\omega}(b) \\ I_6 \end{pmatrix} \begin{pmatrix} P_{1} & 0 \\ 0 & -P_{1} \end{pmatrix} \begin{pmatrix} \Psi_{i\omega}(b) \\ I_6 \end{pmatrix} v_a = 0\}
\]

contains only the zero element.

(iii) For all $\omega \in \mathbb{R}$ the following holds: Let $v: [a, b] \to \mathbb{C}^{6} = (\mathbb{C}^{2})^{3}$ be a solution of (25) with $\lambda = i\omega$. Denote $v(a) = (\nu_{a,k} F_k(a))_{k \in \{I, II, III\}}$ and similarly for $v(b)$. If

\[
\nu_{a,I} = \nu_{b,I} = \nu_{b,II} = \nu_{b,III} = 0, F_{II}(a) = F_{III}(a) = 0, F_{I}(b) + F_{II}(b) + F_{III}(b) = 0,
\]

then $v = 0$.

**Proof.** By Theorem 1.3 it suffices to show that the latter two items are equivalent. For this note that any solution of (25) for $\lambda = i\omega$ can be represented by $v(\cdot) = \Psi_{i\omega}(\cdot)v_a$ for
4.2. In any case, challenges only arise for equivalence of (iv) and (v) in Theorem 1.3 and the respective proof. Then follows that the equations in the set of condition (ii), can be equivalently expressed as

\[ W_B \begin{bmatrix} v(b) \\ v(a) \end{bmatrix} = 0 \text{ and } v(b)^*P_1v(b) - v(a)^*P_1v(a) = 0. \]  \quad (26)

To obtain the claim, it thus suffices to show that the equalities in \(26\) are equivalent to the ones claimed in condition (iii). For this note that the conditions encoded in \(W_B \begin{bmatrix} v(b) \\ v(a) \end{bmatrix} = 0\) read

\[
\begin{align*}
\nu_{a,1} &= 0, \quad F_{II}(a) = F_{III}(a) = 0 \\
\nu_b := \nu_{b,1} = \nu_{b,II} = \nu_{b,III} \\
-\beta \nu_b &= F_1(b) + F_{II}(b) + F_{III}(b).
\end{align*}
\]

Next, using the form of \(P_1\) and \(v\) and the boundary conditions, we reformulate \(v(b)^*P_1v(b) - v(a)^*P_1v(a) = 0:\)

\[
v(b)^*P_1v(b) - v(a)^*P_1v(a) = 2 \sum_{k \in \{II,III\}} \left( \nu_{b,k}^* \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} F_k(b) \\ F_k(a) \end{bmatrix} - \nu_{a,k}^* \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} F_k(b) \\ F_k(a) \end{bmatrix} \right)
\]

\[
= 2 \sum_{k \in \{II,III\}} \text{Re} \nu_{b,k}\nu_k - \text{Re} \nu_{a,k}\nu_k = \sum_{k \in \{II,III\}} \text{Re} \nu_{b,k}\nu_k
\]

\[
= 2 \text{Re} \nu_b^*(F_1(b) + F_{II}(b) + F_{III}(b)).
\]

Hence, \(v(b)^*P_1v(b) - v(a)^*P_1v(a) = 0\) is the same as saying

\[
\text{Re} \nu_b^*(F_1(b) + F_{II}(b) + F_{III}(b)) = 0.
\]

Combining this with the equality \(-\beta \nu_b = F_1(b) + F_{II}(b) + F_{III}(b)\) we see that this is equivalent to

\[
\nu_b = 0 \text{ and } F_1(b) + F_{II}(b) + F_{III}(b) = 0.
\]

Indeed, sufficiency of the latter system for the former being obvious; the necessity of the latter follows upon substituting the first equation of the former into its second equation to obtain \(-\beta \text{Re} \nu_b^*\nu_b = 0\) leading to \(\nu_b = 0\) as \(\beta > 0\) and, hence, \(F_1(b) + F_{II}(b) + F_{III}(b) = 0\) by the first equation.

Remark 4.3. In the situation of Theorem 4.2 assume that there exists \(\omega \in \mathbb{R}\) such that in condition (iii), we find \(v \neq 0\) satisfying the equations for the boundary values of \(v\). Then \(i\omega\) is an eigenvalue of \(A\). Indeed, this follows from Lemma 2.5 together with the equivalence of (iv) and (v) in Theorem 1.3 and the respective proof.

Next, we provide necessary conditions for the validity of condition (iii) in Theorem 4.2. In any case, challenges only arise for \(\omega \neq 0\), as the next result confirms.
Lemma 4.4. Let \( v : [a, b] \rightarrow \mathbb{C}^6 = (\mathbb{C}^2)^3 \) be a solution of (25) with \( \lambda = 0 \). Denote \( v(a) = \left( \begin{array}{c} \nu_{a,k} \\ F_k(a) \end{array} \right)_{k \in \{I, II, III\}} \) and similarly for \( v(b) \). If

\[
\nu_{a,I} = \nu_{b,I} = \nu_{b,II} = \nu_{b,III} = 0, F_{II}(a) = F_{III}(a) = 0, F_I(b) + F_{II}(b) + F_{III}(b) = 0,
\]
then \( v = 0 \).

Proof. It is easy to see that for \( \omega = 0 \) the solution of (22) are constants, i.e.,

\[
v_k(\zeta) = \begin{bmatrix} \nu_k \\ F_k \end{bmatrix}, \quad \zeta \in [a, b], \quad k \in \{I, II, III\}.
\]

Since, \( \nu_k = \nu_{a,k} = \nu_{b,k} \) for all \( k \in \{I, II, III\} \), by assumption it follows that \( \nu_k = 0 \) for all \( k \in \{I, II, III\} \). Similarly, we infer \( F_k = 0 \) for \( k \in \{II, III\} \) and from \( F_I(b) + F_{II}(b) + F_{III}(b) = 0 \) it thus follows that \( F_{III} = 0 \), which leads to \( v = 0 \).

For the next observation, we recall that, by (21), the matrices \( P_I \) and \( H(\zeta) \) are block-diagonal with \( 2 \times 2 \)-blocks sitting in its diagonal. Thus, the fundamental solution of (25) is, too, block-diagonal. Hence, for any \( \omega \in \mathbb{R}, \Psi_{i\omega} \) can be represented by

\[
\Psi_{i\omega,k}(\zeta) = \begin{bmatrix} \Psi_{i\omega,k}^{11}(\zeta) & \Psi_{i\omega,k}^{12}(\zeta) \\ \Psi_{i\omega,k}^{21}(\zeta) & \Psi_{i\omega,k}^{22}(\zeta) \end{bmatrix}, \quad k \in \{I, II, III\},
\]

each \( \Psi_{i\omega,k} \) being the fundamental solution of (22), that is,

\[
\frac{dv_k}{d\zeta}(\zeta) = i\omega \begin{bmatrix} 0 & T_k(\zeta)^{-1} \\ \rho_k(\zeta) & 0 \end{bmatrix} v_k(\zeta), \quad k \in \{I, II, III\}.
\]

With the latter in mind, we find a criterion eventually ensuring the validity of condition (iii) in Theorem 4.2.

Proposition 4.5. Let \( \omega \in \mathbb{R} \) and let \( v : [a, b] \rightarrow \mathbb{C}^6 \) be a solution of (25) with \( \lambda = i\omega \). Denote \( v(a) = \left( \begin{array}{c} \nu_{a,k} \\ F_k(a) \end{array} \right)_{k \in \{I, II, III\}} \) and similarly for \( v(b) \) and assume

\[
\nu_{a,I} = \nu_{b,I} = \nu_{b,II} = \nu_{b,III} = 0, F_{II}(a) = F_{III}(a) = 0, F_I(b) + F_{II}(b) + F_{III}(b) = 0.
\]

If

\[
|\Psi_{i\omega,1}(b)\Psi_{i\omega,II}(b)| + |\Psi_{i\omega,1}(b)\Psi_{i\omega,III}(b)| + |\Psi_{i\omega,II}(b)\Psi_{i\omega,III}(b)| > 0,
\]
then \( v = 0 \).

Proof. By the mentioned block structure, it follows that we can write

\[
v_k(\zeta) = \Psi_{i\omega,k}(\zeta) v_{a,k} = \begin{bmatrix} \Psi_{i\omega,k}^{11}(\zeta) & \Psi_{i\omega,k}^{12}(\zeta) \\ \Psi_{i\omega,k}^{21}(\zeta) & \Psi_{i\omega,k}^{22}(\zeta) \end{bmatrix} \begin{bmatrix} \nu_{a,k} \\ F_k(a) \end{bmatrix}, \quad k \in \{I, II, III\}.
\]
Theorem 4.6. For $\omega \in \mathbb{R}$ let $\Psi_{\omega,k}$ be as in (27), $k \in \{I, II, III\}$. If for all $\omega \in \mathbb{R} \setminus \{0\}$, we have

$$|\Psi_{\omega,1}^{12}(b)\Psi_{\omega,II}^{11}(b)| + |\Psi_{\omega,1}^{12}(b)\Psi_{\omega,III}^{11}(b)| + |\Psi_{\omega,II}^{11}(b)\Psi_{\omega,III}^{11}(b)| > 0,$$

then the semigroup $(T(t))_{t \geq 0}$ given in Theorem 4.1 is semi-uniformly stable.

If, on the other hand,

$$|\Psi_{\omega,1}^{12}(b)\Psi_{\omega,II}^{11}(b)| + |\Psi_{\omega,1}^{12}(b)\Psi_{\omega,III}^{11}(b)| + |\Psi_{\omega,II}^{11}(b)\Psi_{\omega,III}^{11}(b)| = 0$$

for one $\omega \in \mathbb{R}$, then $i\omega$ is an eigenvalue of $(A, \text{dom}(A))$ given in Theorem 4.1 and $(T(t))_{t \geq 0}$ is not semi-uniformly stable.

Proof. The result follows upon application of Theorem 4.2. In the first case, by Lemma 4.4 (for $\omega = 0$) and Proposition 4.5 (for $\omega \neq 0$) condition (iii) of Theorem 4.2 is satisfied and, therefore, $(T(t))_{t \geq 0}$ is semi-uniformly stable.

Conversely, assume

$$|\Psi_{\omega,1}^{12}(b)\Psi_{\omega,II}^{11}(b)| + |\Psi_{\omega,1}^{12}(b)\Psi_{\omega,III}^{11}(b)| + |\Psi_{\omega,II}^{11}(b)\Psi_{\omega,III}^{11}(b)| = 0.$$
for one $\omega \in \mathbb{R}$. By Remark 4.3 it suffices to construct a non-zero solution $v$ satisfying the boundary equations in condition (iii) of Theorem 4.2. The assumption implies that two of the three numbers $\Psi_{ seaw,1}^{12}(b), \Psi_{ seaw,II}^{11}(b), \Psi_{ seaw,III}^{11}(b)$ are zero. We discuss the cases $\Psi_{ seaw,1}^{12}(b) = \Psi_{ seaw,II}^{11}(b) = 0$ and $\Psi_{ seaw,II}^{11}(b) = \Psi_{ seaw,III}^{11}(b) = 0$, the remaining one can be dealt with similarly to the first.

Consider the first case, i.e., $\Psi_{ seaw,1}^{12}(b) = \Psi_{ seaw,II}^{11}(b) = 0$. Since $\Psi_{ seaw,1}$ is a fundamental solution, $\Psi_{ seaw,1}(b)$ is invertible, thus, by $\Psi_{ seaw,1}^{12}(b) = 0$, it follows that $\Psi_{ seaw,1}^{22}(b) \neq 0$. For the construction of a solution, it suffices to provide a non-trivial initial value $v(a) = \left( \left[ \nu_{a,k} \right] \right)_{k \in \{I,II,III\}}$ which leads to the satisfaction of the boundary conditions in condition (iii) of Theorem 4.2. For this, we put $\nu_{a,1} = \nu_{a,III} = 0$ as well as $F_{II}(a) = F_{III}(a) = 0$. Moreover, we set $\nu_{a,II} = 1$ and $F_{I}(a) = (\Psi_{ seaw,1}^{22}(b))^{-1}(-\Psi_{ seaw,II}^{21}(b))$. Then, $v(a) \neq 0$ and, hence, $v \neq 0$. Moreover, evidently, $\nu_{b,III} = F_{III}(b) = 0$ since $v_{III} = 0$. Next,

$$\nu_{b,1} = \Psi_{ seaw,1}^{11}(b)\nu_{a,1} + \Psi_{ seaw,1}^{12}(b)F_{I}(a) = 0,$$

$$\nu_{b,II} = \Psi_{ seaw,II}^{11}(b)\nu_{a,II} + \Psi_{ seaw,II}^{12}(b)F_{II}(a) = 0.$$

It remains to check whether $F_{I}(b) + F_{II}(b) + F_{III}(b) = 0$. The last term of the left-hand side being zero, we compute

$$F_{I}(b) + F_{II}(b) = \Psi_{ seaw,1}^{21}(b)\nu_{a,1} + \Psi_{ seaw,1}^{22}(b)F_{I}(a) + \Psi_{ seaw,II}^{21}(b)\nu_{a,II} + \Psi_{ seaw,II}^{22}(b)F_{II}(a)$$

$$= 0 + \Psi_{ seaw,II}^{22}(b)((\Psi_{ seaw,1}^{22}(b))^{-1}(-\Psi_{ seaw,II}^{21}(b))) + \Psi_{ seaw,II}^{21}(b) + 0 = 0,$$

which establishes all boundary conditions satisfied by $v \neq 0$.

Finally, consider the case $\Psi_{ seaw,III}^{11}(b) = \Psi_{ seaw,II}^{11}(b) = 0$. Since $\Psi_{ seaw,III}$ is a fundamental solution, $\Psi_{ seaw,III}^{11}(b) = 0$ implies $\Psi_{ seaw,III}^{21}(b) \neq 0$. With this observation, we may choose $\nu_{a,1} = F_{I}(a) = F_{III}(a) = 0$ and $\nu_{a,II} = 1$ and $\nu_{a,III} = -(\Psi_{ seaw,III}^{11}(b))^{-1}\Psi_{ seaw,II}^{21}(b)$. Then $v(a) \neq 0$ and, thus, $v \neq 0$. Also, it is not difficult to see that $\nu_{b,k} = 0$ for all $k \in \{I,II,III\}$. Moreover, $F_{I}(b) = 0$. It remains to check $F_{II}(b) + F_{III}(b) = 0$. For this, we compute

$$F_{II}(b) + F_{III}(b) = \Psi_{ seaw,II}^{21}(b)\nu_{a,1} + \Psi_{ seaw,II}^{22}(b)F_{II}(a) + \Psi_{ seaw,III}^{21}(b)\nu_{a,II} + \Psi_{ seaw,III}^{22}(b)F_{III}(a)$$

$$= \Psi_{ seaw,II}^{21}(b) + 0 - \Psi_{ seaw,III}^{21}(b)(\Psi_{ seaw,III}^{21}(b))^{-1}\Psi_{ seaw,II}^{21}(b) + 0 = 0,$$

which proves the assertion. \qed

Theorem 4.6 is formulated in terms of the fundamental solution of (25). Since this fundamental solution is a rather complicated object for variable coefficients $H(\zeta)$ a more detailed characterisation can only be provided if we assume additional properties of $H$. As an exemplary case, we consider the most elementary one next, the case of constant coefficients. We shall see that already in this case the conditions characterising asymptotic stability are quite subtle.

For the rest of this section, we assume that $H$ is constant, that is,

$$H_k(\zeta) = \begin{bmatrix} \frac{1}{\rho_k} & 0 \\ 0 & T_k \end{bmatrix}$$ (30)
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for some \(\rho_k, T_k > 0\) for all \(k \in \{I, II, III\}\). The criterion in Theorem 4.6 can be expressed in terms of certain ratios of the coefficients. Therefore for \(k \in \{I, II, III\}\) we introduce \(c_k > 0\) satisfying

\[
c_k^2 = \frac{\rho_k}{T_k}.
\] (31)

Note that \(c_k\) is the inverse of the characteristic speed in the strings. By differentiation and uniqueness of fundamental solutions, it is not difficult to see that for \(k \in \{I, II, III\}\) we have

\[
\Psi_{i\omega,k}(\zeta) = \begin{bmatrix}
\cos(c_k\omega(\zeta - a)) & \frac{ic_k}{\rho_k} \sin(c_k\omega(\zeta - a)) \\
ici kT_k \sin(c_k\omega(\zeta - a)) & \cos(c_k\omega(\zeta - a))
\end{bmatrix}.
\] (32)

Thus

\[
\Psi_{i\omega,II}^{12}(b) = (ic_1/\rho_1) \sin(c_1\omega(b - a))
\] (33)
\[
\Psi_{i\omega,II}^{11}(b) = \cos(c_{II}\omega(b - a))
\] (34)
\[
\Psi_{i\omega,III}^{11}(b) = \cos(c_{III}\omega(b - a)).
\] (35)

For the next result we introduce

\[
\mathcal{O}/\mathcal{O} := \left\{ \frac{1 + 2k}{1 + 2\ell}; k, \ell \in \mathbb{Z} \right\}
\]
\[
\mathcal{E}/\mathcal{O} := \left\{ \frac{2k}{1 + 2\ell}; k, \ell \in \mathbb{Z} \right\}.
\]

**Proposition 4.7.** For \(\omega \in \mathbb{R}\) consider (32) and let \(c_k > 0\) be given by (31) for \(k \in \{I, II, III\}\). Then the following conditions are equivalent:

(i) There is \(\omega \in \mathbb{R}\) with

\[
|\Psi_{i\omega,II}^{12}(b)\Psi_{i\omega,II}^{11}(b)| + |\Psi_{i\omega,II}^{12}(b)\Psi_{i\omega,III}^{11}(b)| + |\Psi_{i\omega,III}^{11}(b)\Psi_{i\omega,III}^{11}(b)| = 0.
\]

(ii) At least one of the following statements is true

\[
c_1/c_{II} \in \mathcal{E}/\mathcal{O}, \quad c_1/c_{III} \in \mathcal{E}/\mathcal{O}, \quad c_{II}/c_{III} \in \mathcal{O}/\mathcal{O}.
\]

In either case, there exists infinitely many \(\omega \in \mathbb{R}\) with the property in (i).

**Proof.** Before we dive into the actual proof, we deduce the following equivalences from the form of the fundamental solutions given in (33)–(35).

\[
\Psi_{i\omega,II}^{12}(b) = 0 \iff \sin(c_1\omega(b - a)) = 0 \iff \omega \in \frac{\pi}{c_1(b - a)} \mathbb{Z}
\]
\[
\Psi_{i\omega,II}^{11}(b) = 0 \iff \cos(c_{II}\omega(b - a)) = 0 \iff \omega \in \frac{\pi}{2c_{II}(b - a)} \mathbb{Z}
\]
\[
\Psi_{i\omega,III}^{11}(b) = 0 \iff \cos(c_{III}\omega(b - a)) = 0 \iff \omega \in \frac{\pi}{2c_{III}(b - a)} \mathbb{Z}.
\]
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With these observations, we find \( \omega \in \mathbb{R} \) with
\[
\Psi_{i\omega,1}^{12}(b) = \Psi_{i\omega,1}^{11}(b) = 0
\]
if and only if there are integers \( k, \ell \in \mathbb{Z} \) with
\[
\frac{\pi}{c_I(b-a)} k = \frac{\pi}{2c_{II}(b-a)} + \frac{\pi}{c_{III}(b-a)} \ell,
\]
that is, \( \frac{c_I}{c_{II}} = \frac{2k}{1+2\ell} \).

Similarly, we find \( \omega \in \mathbb{R} \) with
\[
\Psi_{i\omega,1}^{12}(b) = \Psi_{i\omega,1}^{11}(b) = 0
\]
if and only if there are integers \( k, \ell \in \mathbb{Z} \) with
\[
\frac{\pi}{2c_{II}(b-a)} = \frac{\pi}{c_{III}(b-a)} \ell,
\]
that is, \( \frac{c_I}{c_{II}} = \frac{2k}{1+2\ell} \).

Finally, there exists \( \omega \in \mathbb{R} \) with
\[
\Psi_{i\omega,1}^{11}(b) = \Psi_{i\omega,1}^{11}(b) = 0
\]
if and only if there are integers \( k, \ell \in \mathbb{Z} \) such that
\[
\frac{\pi}{c_{II}(b-a)} + \frac{\pi}{c_{III}(b-a)} \ell = \frac{\pi}{2c_{II}(b-a)} + \frac{\pi}{c_{III}(b-a)} k + \frac{\pi}{c_{III}(b-a)} \ell,
\]
that is, \( \frac{c_I}{c_{II}} = \frac{2k}{1 + 2\ell} \).

Finally, assume that either (hence both) statements (i), and (ii), are true. We carry out the argument only for the case \( \frac{c_I}{c_{II}} \in \mathbb{E}/\mathbb{O} \) as the other cases can be dealt with similarly. Note that the above proof shows that any pair \((k, \ell)\in \mathbb{N} \times \mathbb{N}\) such that
\[
\frac{2kq}{1 + 2(\frac{q-1}{2} + \ell q)} = \frac{2kq}{(1+2\ell)q} = \frac{2k}{1 + 2\ell} = \frac{c_I}{c_{II}}
\]
obeys the desired properties. Note that two distinct pairs lead to different \( \omega \)'s. Thus, if \((k, \ell)\) satisfies (36), then for every odd \( q \), we get that \((kq, \frac{q-1}{2} + \ell q)\) yields
\[
2kq
\]
which eventually shows the assertion.

Finally, we can summarise our characterisation of semi-uniform stability/asymptotic stability for the case of constant coefficients.

**Theorem 4.8.** Let \((A, \text{dom}(A))\) as well as \((T(t))_{t \geq 0}\) be given by Theorem 4.1. Assume that \( \mathcal{H} \) is constant, that is, given by (30) and let \( \Psi \) be given by (27). Then the following conditions are equivalent:

(i) \((T(t))_{t \geq 0}\) is not semi-uniformly stable.

(ii) There exists \( \omega \in \mathbb{R} \) with
\[
|\Psi_{i\omega,1}^{12}(b)\Psi_{i\omega,1}^{11}(b)| + |\Psi_{i\omega,1}^{12}(b)\Psi_{i\omega,1}^{11}(b)| + |\Psi_{i\omega,1}^{11}(b)\Psi_{i\omega,1}^{11}(b)| = 0.
\]

(iii) At least one of the following statements is true
\[
\frac{c_I}{c_{II}} \in \mathbb{E}/\mathbb{O}, \quad \frac{c_I}{c_{III}} \in \mathbb{E}/\mathbb{O}, \quad \frac{c_{II}}{c_{III}} \in \mathbb{O}/\mathbb{O},
\]
where \( c_k = \sqrt{\rho_k/T_k}, \ k \in \{I, II, III\} \).
(iv) $A$ has infinitely many eigenvalues on the imaginary axis.

Proof. The equivalence of (i) and (ii) follows from Theorem 4.6. The equivalence of (ii) and (iii) follows from Proposition 4.7. The condition in (iv) implies (i) by Theorem 1.3. Consequently, by what we have already shown, (iv) implies (ii), which, by Proposition 4.7, leads to the existence of infinitely many $\omega \in \mathbb{R}$ satisfying (ii). By the concluding statement in Theorem 4.6 it follows that $A$ has infinitely many eigenvalues on the imaginary axis; which concludes the proof.

As an immediate corollary we obtain the following:

Corollary 4.9. In the situation of Theorem 4.8 the following conditions are equivalent:

(i) $(T(t))_{t \geq 0}$ is semi-uniformly stable.

(ii) $(T(t))_{t \geq 0}$ is asymptotically stable.

(iii) $\frac{\alpha_{II}}{\alpha_{III}} \notin \mathbb{E}/\mathcal{O}$ and $\frac{\alpha_{III}}{\alpha_{II}} \notin \mathcal{O}/\mathbb{E}$.

Proof. Conditions (i) and (ii) are equivalent by Theorem 1.3; the remaining equivalence follows from Theorem 4.8.

5. Vibrating strings and exponential stability

We complement the characterisation of exponential stability for our system of vibrating strings in the following. For this, we use the reformulation of exponential stability from Section 3. Recall from [12, Section 6] that condition $\sup_{\omega \in \mathbb{R}} \|\Psi_{i\omega}\| < \infty$ is satisfied if both $\rho_k$ and $T_k$ are of bounded variation for all $k \in \{I, II, III\}$. This is particularly the case, if $\mathcal{H}$ is constant.

We start off with a result similar to that of Theorem 4.2. For this we denote for $v_a = (\nu_{a,k})_{k \in \{I,II,III\}} \in \mathbb{C}^6$ and $\omega \in \mathbb{R}$, $v_{\omega}^{(\omega)} : [a, b] \to \mathbb{C}^6 = (\mathbb{C}^2)^3$ to be a solution of (25) with $\lambda = i\omega$ and $v_{\omega}^{(\omega)}(a) = v_a$.

Proposition 5.1. Let $(A, \text{dom}(A))$ as well as $(T(t))_{t \geq 0}$ be given by Theorem 4.1. Furthermore, assume that $\sup_{\omega \in \mathbb{R}} \|\Psi_{\omega}\| < \infty$, where $\Psi_{\omega}$ is given by (25). Furthermore, let $(\omega_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}$. Then the following conditions are equivalent:

(i) The set

$$\{v_a \in \mathbb{C}^6 | \lim_{n \to \infty} \left( \|W_B \left[ \frac{\Psi_{i\omega_n}}{I_6} \right] v_a \| + \|v_a^* \left[ \frac{\Psi_{i\omega_n}^* (b) \Psi_{i\omega_n}^* (a) + i \omega_n \Psi_{i\omega_n}^* (a) \Psi_{i\omega_n} (b) - \Psi_{i\omega_n} (b)}{I_6} \right] v_a \| = 0 \}$$

contains only the zero element.
(ii) Let \( v \in C^6 \) and \( v^{(n)} := v_{a}^{(\omega_n)} \); \( v^{(n)}(b) := \left( \begin{array}{c} F_{b,k}^{(n)}(b) \end{array} \right) k \in \{I,II,III\} \). If

\[ \nu_{a,1} = F_{II}(a) = F_{III}(a) = 0 \]

and

\[ \lim_{n \to \infty} \left( |\nu_{b,1}^{(n)} - \nu_{b,II}^{(n)}| + |\nu_{b,1}^{(n)} - \nu_{b,III}^{(n)}| + \beta \nu_{b,1}^{(n)} + F_{I}^{(n)}(b) + F_{II}^{(n)}(b) + F_{III}^{(n)}(b) \right) = 0, \]

then \( v = 0 \).

(iii) Let \( v \in C^6 \) and \( v^{(n)} := v_{a}^{(\omega_n)} \); \( v^{(n)}(b) := \left( \begin{array}{c} \nu_{a,k}^{(b)} \end{array} \right) k \in \{I,II,III\} \). If

\[ \nu_{a,1} = F_{II}(a) = F_{III}(a) = 0 \]

and

\[ \lim_{n \to \infty} \left( |\nu_{b,1}^{(n)}| + |\nu_{b,II}^{(n)}| + |\nu_{b,III}^{(n)}| + |F_{I}^{(n)}(b) + F_{II}^{(n)}(b) + F_{III}^{(n)}(b)| \right) = 0, \]

then \( v = 0 \).

Proof. Recall that the solution of (25) for \( \lambda = i \omega_n \) is represented by \( v^{(n)}(\cdot) = \Psi_{\omega_n}(\cdot) v_{a} \). In this case, \( v^{(n)}(b) = \Psi_{\omega_n}(b) v_{a} \) for all \( n \in \mathbb{N} \).

(i) \( \Leftrightarrow \) (ii). We reformulate the expression in the lim inf in the set given in (i). Let \( v_{a} \) belong to this set. By passing to a subsequence, which is not relabelled we may assume that the lim inf in (ii) can be replaced by a limit. Since we considered non-negative terms in the lim inf-expression only, we obtain that the individual terms are null-sequences. Thus, the terms in the norms read

\[
\lim_{n \to \infty} W_B \left[ v^{(n)}(b) \right] = 0 \quad \text{and} \quad \lim_{n \to \infty} v^{(n)}(b)^* P_1 v^{(n)}(b) - v_a^* P_1 v_a = 0, \tag{37}
\]

respectively.

Next, since \( v = \left( \begin{array}{c} \nu_{a,k} \\ F_k(a) \end{array} \right) k \in \{I,II,III\} \) and \( v^{(n)}(b) := \left( \begin{array}{c} \nu_{b,k}^{(n)} \\ F_k^{(n)}(b) \end{array} \right) k \in \{I,II,III\} \), the conditions encoded in \( \lim_{n \to \infty} ||W_B \left[ v^{(n)}(b) \right] || = 0 \) read

\[
\nu_{a,1} = 0, \quad F_{II}(a) = F_{III}(a) = 0 \]

\[
\lim_{n \to \infty} \nu_{b,1}^{(n)} - \nu_{b,II}^{(n)} = \lim_{n \to \infty} \nu_{b,1}^{(n)} - \nu_{b,III}^{(n)} = 0 \]

\[
\lim_{n \to \infty} \beta \nu_{b,1}^{(n)} + F_{I}^{(n)}(b) + F_{II}^{(n)}(b) + F_{III}^{(n)}(b) = 0 \]

Similarly, we may reformulate the conditions in (ii). Indeed, by passing to subsequence, where one write limits instead of \( \lim \inf \), we obtain the limit expression in (i) for this subsequence.
Furthermore, since the sequences with the term on the right-hand side of (39), we compute for the remaining convergences. Thus, (iii) is sufficient for (ii).

\[ v^{(n)}(b) P_1 v^{(n)}(b) - v^*_a P_1 v_a = 2 \sum_{k \in \{I, II, III\}} \Re \left[ (\nu^{(n)}_{b,k})^* F_k(b) \right] - \Re[\nu_{a,k}^* F_k(a)] \]

where we have used the (common) conditions on \( v_a \). Hence

\[ v^{(n)}(b) P_1 v^{(n)}(b) - v^*_a P_1 v_a = v^{(n)}(b) P_1 v^{(n)}(b) = 2 \sum_{k \in \{I, II, III\}} \Re \left[ (\nu^{(n)}_{b,k})^* F_k(b) \right]. \quad (39) \]

Furthermore, since \( v^{(n)}(b) = \Psi_{i\omega_n}(b) v_a \) and \( \Psi_{i\omega} \) is assumed to be bounded, we have that the sequences \( (\nu^{(n)}_{b,k}, F_k(b))_{n \in \mathbb{N}}, k \in \{I, II, III\}, \) are bounded.

Next we prove that (iii)\( \Rightarrow \) (ii). By possibly passing to a subsequence, we may assume that the limit inf can be replaced by lim.

From (39) we deduce that

\[ |v^{(n)}(b) P_1 v^{(n)}(b) - v^*_a P_1 v_a| \leq 2 \sum_{k \in \{I, II, III\}} |(\nu^{(n)}_{b,k})||F_k(b)|. \]

Combining this with the property that \( (F_k(b))_{n \in \mathbb{N}} \) is a bounded sequence for all \( k \in \{I, II, III\} \), and that \( \lim_{n \to \infty} \nu^{(n)}_{b,k} = 0 \), we find that \( \lim_{n \to \infty} |v^{(n)}(b) P_1 v^{(n)}(b) - v^*_a P_1 v_a| = 0 \).

The inequalities

\[ |\nu^{(n)}_{b,I} - \nu^{(n)}_{b,II}| + |\nu^{(n)}_{b,I} - \nu^{(n)}_{b,III}| \leq 2|\nu^{(n)}_{b,I}| + |\nu^{(n)}_{b,II}| + |\nu^{(n)}_{b,III}| \]

\[ |\beta^r \nu^{(n)}_{b,I} + F^{(n)}_I(b) + F^{(n)}_II(b) + F^{(n)}_III(b)| \leq |\beta^r \nu^{(n)}_{b,I}| + |F^{(n)}_I(b)| + |F^{(n)}_II(b)| + |F^{(n)}_III(b)| \]

yield the remaining convergences. Thus, (iii) is sufficient for (ii).

Next we show that (ii)\( \Rightarrow \) (iii). Again, we may assume, by possibly passing to a subsequence, not restricting the generality, that lim inf can be replaced by lim. Next, starting with the term on the right-hand side of (39), we compute for \( n \in \mathbb{N} \)

\[ \sum_{k \in \{I, II, III\}} (\nu^{(n)}_{b,k})^* F_k(b) = (\nu^{(n)}_{b,I})^* \left[ F^{(n)}_I(b) + F^{(n)}_II(b) + F^{(n)}_III(b) \right] + \]

\[ [\nu^{(n)}_{b,I} - \nu^{(n)}_{b,II}] F^{(n)}_II(b) + [\nu^{(n)}_{b,III} - \nu^{(n)}_{b,I}] F^{(n)}_III(b) \]

\[ = (\nu^{(n)}_{b,I})^* \left[ \beta^r \nu^{(n)}_{b,I} + F^{(n)}_I(b) + F^{(n)}_II(b) + F^{(n)}_III(b) \right] - \beta |\nu^{(n)}_{b,I}|^2 + \]
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\[ [\nu_{b,l}^{(n)} - \nu_{b,l}^{(n)}] F_{\Pi}^{(n)}(b) + [\nu_{b,III}^{(n)} - \nu_{b,III}^{(n)}] F_{\Pi}^{(n)}(b). \]  

Since \((\nu_{b,l}^{(n)})_{n \in \mathbb{N}}, (F_{\Pi}^{(n)}(b))_{n \in \mathbb{N}}\) and \((F_{\Pi}^{(n)}(b))_{n \in \mathbb{N}}\) are bounded sequences, the conditions in item (ii) combined with (39) and (40) imply that \(\lim_{n \to \infty} \beta |\nu_{b,l}^{(n)}|^2 = 0\). Using that \(\beta \neq 0\), this gives that \(\lim_{n \to \infty} |\nu_{b,l}^{(n)}|^2 = 0\). Substituting this property into the equalities in item (ii) gives the equalities in item (iii).}

\[ \square \]

**Theorem 5.2.** Let \((A, \text{dom}(A))\) as well as \((T(t))_{t \geq 0}\) be given by Theorem 4.1. Furthermore, assume that \(\sup_{\omega \in \mathbb{R}} \| \Psi_{i\omega} \| < \infty\), where \(\Psi_{i\omega}\) is given by (23). Then the following conditions are equivalent:

(i) \((T(t))_{t \geq 0}\) is exponentially stable;

(ii) for all sequences in \((\omega_k)_{k \in \mathbb{N}}\) in \(\mathbb{R}\)

\[
\lim_{k \to \infty} \left( |\Psi_{i\omega_k,1}(b)\Psi_{i\omega_k,\Pi}(b)| + |\Psi_{i\omega_k,1}(b)\Psi_{i\omega_k,\III}(b)| + |\Psi_{i\omega_k,\Pi}(b)\Psi_{i\omega_k,\III}(b)| \right) > 0.
\]

**Proof.** The set up is now similar to the proof of Theorem 4.6. We use Theorem 3.2 for the characterisation of exponential stability and Proposition 5.1 for the reformulation of (ii) in Theorem 3.2.

(i) \(\Rightarrow\) (ii) We prove that not (ii) implies not (i). For this, we distinguish two cases. If \((\omega_k)_{k \in \mathbb{N}}\) is a bounded sequence in \(\mathbb{R}\) with

\[
\lim_{k \to \infty} \left( |\Psi_{i\omega_k,1}(b)\Psi_{i\omega_k,\Pi}(b)| + |\Psi_{i\omega_k,1}(b)\Psi_{i\omega_k,\III}(b)| + |\Psi_{i\omega_k,\Pi}(b)\Psi_{i\omega_k,\III}(b)| \right) = 0.
\]

Then, by the continuity of \(\omega \mapsto \Psi_{i\omega}\),

\[
\left( |\Psi_{i\omega,1}(b)\Psi_{i\omega,\Pi}(b)| + |\Psi_{i\omega,1}(b)\Psi_{i\omega,\III}(b)| + |\Psi_{i\omega,\Pi}(b)\Psi_{i\omega,\III}(b)| \right) = 0
\]

for one accumulation value \(\omega\) of \((\omega_k)_{k \in \mathbb{N}}\). Hence, by Theorem 4.6, the semi-group is not semi-uniformly stable, and, thus, not exponentially stable.

It remains to consider the case \((\omega_k)_{k \in \mathbb{N}}\) is an unbounded sequence in \(\mathbb{R}\) with no bounded subsequence such that

\[
\lim_{k \to \infty} \left( |\Psi_{i\omega_k,1}(b)\Psi_{i\omega_k,\Pi}(b)| + |\Psi_{i\omega_k,1}(b)\Psi_{i\omega_k,\III}(b)| + |\Psi_{i\omega_k,\Pi}(b)\Psi_{i\omega_k,\III}(b)| \right) = 0.
\]

Without restriction that we may assume \(\omega_k \to \infty\). Moreover, using the boundedness of \(\omega \mapsto \Psi_{i\omega}\), we may choose a subsequence (not relabelled) such that \((\Psi_{i\omega_k}(b))_{k \in \mathbb{N}}\) converges as \(k \to \infty\); we let

\[
P_{l}^{ms} := \lim_{k \to \infty} \Psi_{i\omega_k,l}(b) \quad (l \in \{I, \Pi, \III\}, m, s \in \{1, 2\})
\]

The assumption implies that two of the three numbers \(P_{\Pi}^{12}, P_{\Pi}^{11}, P_{\III}^{11}\) are zero.

Consider the case \(P_{\Pi}^{12} = P_{\Pi}^{11} = 0\). By [12, Lemma 3.2], \(\omega \mapsto (x \mapsto \Psi_{i\omega}(x)^{-1})\) is uniformly bounded. Thus, \(P_{I}^{22} \neq 0\), for otherwise \(\|\Psi_{i\omega}(b)^{-1}\| \to \infty\). Next, we
Using Theorem 5.2 we conclude that this system of vibrating strings yields an exponential stability. Moreover, \( \nu_{a,II} = 1 \) and \( F_1(a) = (P_1^{22})^{-1}(-F_1^{22}) \). Then, \( v_a \neq 0 \) and, hence, \( v^{(n)} := \Psi_{w_n}^{a} \cdot v_a \neq 0 \). Then, \( \nu_{b,III} = F_3^{(n)}(b) = 0 \) since \( v_3^{(n)} = 0 \).

Next,

\[
\begin{align*}
\nu_{b,1}^{(n)} &= \Psi_{w_n,1}^{11}(b)\nu_{a,1} + \Psi_{w_n,1}^{12}(b)F_1(a) \to 0 \quad (n \to \infty) \\
\nu_{b,II}^{(n)} &= \Psi_{w_n,II}^{11}(b)\nu_{a,II} + \Psi_{w_n,II}^{12}(b)F_1(a) \to 0 \quad (n \to \infty).
\end{align*}
\]

Next, we show \( F_1^{(n)}(b) + F_II^{(n)}(b) + F_{III}^{(n)}(b) \to 0 \) as \( n \to \infty \). For this, it suffices to consider

\[
\begin{align*}
F_1^{(n)}(b) + F_II^{(n)}(b) &= \Psi_{w_n,1}^{11}(b)\nu_{a,1} + \Psi_{w_n,1}^{12}(b)F_1(a) + \Psi_{w_n,II}^{11}(b)\nu_{a,II} + \Psi_{w_n,II}^{12}(b)F_II(a) \\
&= 0 + \Psi_{w_n,II}^{11}(b)(P_1^{22})^{-1}(-F_II^{22}) + \Psi_{w_n,II}^{12}(b) + 0 \to 0 \quad (n \to \infty)
\end{align*}
\]

which establishes all conditions in (iii) of Proposition 5.1 albeit \( v_a \neq 0 \). Hence, Theorem 3.2 shows that \( (T(t))_{t \geq 0} \) is not exponentially stable.

The remaining two cases are either a variant of the one just developed or can be dealt with analogously to the second case considered in Theorem 4.6 subject to the modifications along the lines of the case just carried out here.

(ii)\( \Rightarrow \) (i) The statement can be shown along the same lines as Proposition 4.5 in order to establishing condition (iii) in Proposition 5.1. Thus, \( (T(t))_{t \geq 0} \) is exponentially stable by Theorem 3.2.

**Remark 5.3.** Note that in the case of constant \( \mathcal{H} \) it suffices to consider sequences tending to \( \infty \) (or \( -\infty \)) in (ii) in Theorem 5.2 by Proposition 4.7.

In the remaining part of this section, we restrict ourselves to constant \( \mathcal{H} \); that is, we use (30) and recall \( c_1, c_{II}, c_{III} \) from (31). We emphasise that in this case, \( \omega \mapsto \Psi_{w} \) is bounded, as \( \mathcal{H} \) is of bounded variation, see [12]. The next example contains a set up yielding exponential stability.

**Example 5.4.** Let \( c_1 = c_{II} = 1 \) and \( c_{III} = 2 \), \( a = 0 \), \( b = 1 \). Then the corresponding set up of vibrating strings is exponentially stable. Appealing to (33), (34), and (35) together with Theorem 5.2, we may only consider for \( \omega \in \mathbb{R} \) the expression

\[
\eta(\omega) := |\sin(\omega)\cos(\omega)|^2 + |\sin(\omega)\cos(2\omega)|^2 + |\cos(\omega)\cos(2\omega)|^2
\]

and analyse whether this is uniformly bounded away from zero as \( \omega \) ranges over \( \mathbb{R} \).

Using elementary formulas for sin and cos and putting \( s := \sin(\omega) \) and \( c := \cos(\omega) \), we deduce for all \( \omega \)

\[
\eta(\omega) = s^2c^2 + (c^2 - s^2)^2 = s^2(1 - s^2) + (1 - 2s^2)^2 =: f(s).
\]

which as a sum of non-negative terms can only be zero, if either terms vanish. It is not hard to show that the minima of the polynomial \( f \) are for \( s^2 = 1/2 \). So \( f(s) \geq 1/4 \) for all \( s^2 \in [0,1] \) and thus

\[
\inf_{\omega \in \mathbb{R}} \eta(\omega) \geq \frac{1}{4}.
\]

Using Theorem 5.2 we conclude that this system of vibrating strings yields an exponentially stable semigroup.
We conclude this section by providing a setting, where the semigroup corresponding to the port-Hamiltonian system of Figure 2.1 is semi-uniformly stable but not exponentially stable. The core is Kronecker’s theorem from number theory (see, e.g., [6, Theorem 2.21]). For this we define $\mathbb{T} := \{z \in \mathbb{C} \mid |z| = 1\}$. For $m \in \mathbb{N}$ and $a = (a_1, \ldots, a_m) \in \mathbb{T}^m$, we define
\[
\phi_a : \mathbb{T}^m \to \mathbb{T}^m, (z_1, \ldots, z_m) \mapsto (a_1 z_1, \ldots, a_m z_m).
\]

**Theorem 5.5 (Kronecker).** Let $(a_1, \ldots, a_m) \in \mathbb{T}^m$. Then the following conditions are equivalent

(i) for all $z \in \mathbb{T}^m$ the set $\{\phi_a^k(z) \mid k \in \mathbb{N}\}$ is dense in $\mathbb{T}^m$.

(ii) for all $k_1, \ldots, k_m \in \mathbb{Z}$ with $a_1^{k_1} a_2^{k_2} \cdots a_m^{k_m} = 1$, we have $k_1 = k_2 = \ldots = k_m = 0$.

**Proof.** The proof is a (straightforward) combination of [6, Example 2.18 and Theorem 2.21].

We turn back to our example of vibrating strings and assume that $\mathcal{H}$ is constant, that is, given by (30) and recall $c_k = \sqrt{\rho_k / T_k}$, $k \in \{I, II, III\}$. In this case, we may recall (33)–(35). We define for $x, y \in \mathbb{R}$, the equivalence relation $x \sim y$ via $x - y \in \mathbb{Z}$ and $\mathbb{T} := \mathbb{R}/\sim$. We say that $x, y \in \mathbb{R}$ are linearly dependent in the $\mathbb{Z}$-module $\mathbb{T}$, if there exists integers $k, n \in \mathbb{Z}$ such that $kx \sim ny$. In case they are not linearly dependent, they are called linearly independent in the $\mathbb{Z}$-module $\mathbb{T}$.

**Theorem 5.6.** Let $(A, \text{dom}(A))$ as well as $(T(t))_{t \geq 0}$ be given by Theorem 4.1 with $\mathcal{H}$ is constant.

Assume that all of the pairs $(c_{I1}, c_{II})$, $(c_{I1}, c_{III})$, and $(c_{II}, c_{III})$ are linearly independent in the $\mathbb{Z}$-module $\mathbb{T}$. Then $(T(t))_{t \geq 0}$ is semi-uniformly stable, but not exponentially stable.

**Proof.** As all the pairs are independent in the $\mathbb{Z}$-module, the condition (iii) in Corollary 4.9 is satisfied yielding that $(T(t))_{t \geq 0}$ is semi-uniformly stable.

By Theorem 5.5 the set
\[
\{(e^{ic_{I1} 2\pi n}, e^{ic_{II} 2\pi n}) \mid n \in \mathbb{N}\} = \{\phi^n_{(e^{ic_{I1} 2\pi}, e^{ic_{II} 2\pi})}(1, 1) \mid n \in \mathbb{N}\} \subseteq \mathbb{T}^2
\]
is dense $\mathbb{T}^2$. In particular, $(1, i)$ can be approximated arbitrarily well, which yields that
\[
\{(\sin(c_{I1} 2\pi n), \cos(c_{II} 2\pi n)) \mid n \in \mathbb{N}\}
\]
accumulates at 0. Hence, $\omega_n := 2\pi n / (b - a)$ defines a sequence such that
\[
\liminf_{n \to \infty} \left( |\Psi_{\omega_n, I}^{12}(b)\Psi_{\omega_n, II}^{11}(b)| + |\Psi_{\omega_n, I}^{12}(b)\Psi_{\omega_n, III}^{11}(b)| + |\Psi_{\omega_n, II}^{11}(b)\Psi_{\omega_n, III}^{11}(b)| \right) = 0,
\]
which implies that the semigroup is not exponentially stable by Theorem 5.2. \qed
6. Conclusion

For port-Hamiltonian systems on a one-dimensional spatial domain we have presented equivalent characterisations of asymptotic stability. One of the characterisations gives that the system is asymptotically stable when there are no eigenvalues on the imaginary axis. However, in general these eigenvalues are not easy to calculate, and so there is still a need for (easy) sufficient conditions, like there is for exponential stability, see [13]. Furthermore, our example shows that stability is very sensitive with respect to its (constant) parameters, and thus asymptotic stability lacks robustness. We supported this observation also by looking at exponential stability. A logical follow-up question would be if this is also the case for spatial varying parameters.

There is a strong link between observability/controllability of systems and the stabilisation of it, see e.g. [3] and the references therein. For wave equations on a network, like we have in Section 4, observability and controllability has been well studied in the book by Dáger and Zuazua, [4]. Hence future research should study the relation between their and our results.
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We provide the well-posedness theorem underlying the unique existence of the fundamental solutions considered in the main body of the manuscript. The strategy to show well-posedness uses exponentially weighted $L^2$-spaces. In an o.d.e.-context, this has been employed for instance in [11, Chapter 4] and the references therein. For convenience, we write out the argument in this special situation.

**Theorem A.1.** Let $K \in L_{\infty}(a,b)^{d \times d}$. Then for all $u_0 \in \mathbb{C}^d$ there exists a unique $u \in H^1(a,b)^d$ such that

$$u' = Ku, \quad u(a+) = u_0.$$ 

**Proof.** Without loss of generality, $(a,b) = (0,1)$. We start off with existence of the solution. For this, let $\rho > 0$ and consider the Hilbert space

$$L_{2,\rho}(0,1)^d := (L_2(0,1)^d; (v,w) \mapsto \int_0^1 \langle v(x), w(x) \rangle e^{-2\rho x} \, dx).$$

Define

$$\Psi : L_{2,\rho}(0,1)^d \to L_{2,\rho}(0,1)^d$$

by

$$(\Psi u)(x) := u_0 + \int_0^x K(s)u(s) \, ds.$$ 

Then, clearly $\Psi$ is well-defined. Moreover, for $u, v \in L_{2,\rho}(0,1)^d$ we obtain

$$\|\Psi u - \Psi v\|_{L_{2,\rho}}^2 = \int_0^1 \| \int_0^x K(s)u(s) - K(s)v(s) \, ds \|^2 e^{-2\rho x} \, dx$$

We refer to [11] for more details.
Choosing \(2\rho > \|K\|_{\infty}^2\), we get that \(\Psi\) is a strict contraction and assumes a unique fixed point \(u\). In consequence,

\[
u(x) = \Psi(u)(x) = u_0 + \int_0^x K(s)u(s) \, ds,
\]

which by Fubini’s theorem leads to \(u \in H^1(0,1)^d\) with

\[
u'(x) = K(x)u(x), \quad \text{a.e. } x \in (a, b).
\]

Moreover, Lebesgue’s dominated convergence theorem confirms \(u(0+) = u_0\); hence, \(u\) is a solution of the desired equation.

To address uniqueness, it suffices to show that the only solution of the differential equation with \(u_0 = 0\) is zero. For this, we integrate the desired o.d.e. and obtain

\[
u(x) = \int_0^x K(s)u(s) \, ds.
\]

Hence,

\[
\|u(x)\| \leq \|K\|_{\infty} \int_0^x \|u(s)\| \, ds
\]

and Gronwall’s inequality leads to

\[
\|u(t)\| \leq 0; \text{ that is, } u = 0.
\]

**Corollary A.2.** Under the assumptions of Theorem A.1, there exists a uniquely determined continuous function \(\Gamma: [a, b] \to \mathbb{C}^{d \times d}\) with \(\Gamma(\cdot)u_0\) being the unique solution of

\[
u'(x) = K(x)u(x), \quad u(a) = u_0.
\]

It follows that \(\Gamma(0) = I_d\).

**Proof.** For uniqueness, let \(\Gamma_1\) share the properties of \(\Gamma\). Then for \(u_0 \in \mathbb{C}^d\), it follows that \(\Gamma_1(\cdot)u_0 = \Gamma(\cdot)u_0\) by the uniqueness result in Theorem A.1. Thus, \(\Gamma_1 = \Gamma\). To address existence, we note that the solution operator \(S: \mathbb{C}^d \to H^1(a,b)^d\) assigning to
each initial value \(u_0\) the corresponding solution constructed in Theorem A.1 is linear. By the Sobolev embedding theorem, \(A_x : u_0 \mapsto (Su_0)(x)\) is well-defined; as it is linear, we infer that for all \(x \in [a, b]\) there is a matrix \(\Gamma(x)\), which represents \(A_x\). For the continuity of \(\Gamma\) it is enough to see that for all \(u_0 \in \mathbb{C}^d\), we have \(\Gamma(x)u_0 = A_xu_0 = (Su_0)(x)\) and so \(\Gamma(\cdot)u_0 \in H^1(a, b)^d \subseteq C[a, b]^d\), by the Sobolev embedding theorem. The last condition follows from \(\Gamma(a)u_0 = u(a) = u_0\).

Finally, we present a continuous dependence result in the coefficients, which is a consequence of Gronwall’s inequality – it was already observed in an earlier version of [12].

**Proposition A.3.** The mapping

\[
L_\infty(a, b)^{d \times d} \ni \mathcal{K} \mapsto \Gamma_\mathcal{K} \in C([a, b]; \mathbb{C}^{d \times d}),
\]

where \(\Gamma_\mathcal{K}\) is the fundamental solution of

\[
u'(x) = \mathcal{K}(x)u(x), \quad \text{with } \Gamma_\mathcal{K}(0) = I_d,
\]

is continuous.

**Proof.** Let \(\mathcal{K}, \mathcal{L} \in L_\infty(a, b)^{d \times d}\). For \(u_0 \in \mathbb{C}^d\) let \(u := \Gamma_\mathcal{K}(\cdot)u_0\) and \(v := \Gamma_\mathcal{L}(\cdot)u_0\). Then, we compute for (a.e.) \(t \in (a, b)\)

\[
\partial_t \|u(t) - v(t)\|^2 = \text{Re}(u'(t) - v'(t), u(t) - v(t)) = \text{Re}((\mathcal{K}u)(t) - (\mathcal{L}v)(t), u(t) - v(t)) \leq \left(\|\mathcal{K} - \mathcal{L}\|_\infty \|u(t)\| + \|\mathcal{L}\|_\infty \|u(t) - v(t)\|\right)\|u(t) - v(t)\|.
\]

Integration over \((a, s)\) yields

\[
\|u(s) - v(s)\|^2 \leq \|\mathcal{K} - \mathcal{L}\|_\infty \int_a^s \|u(t)\|\|u(t) - v(t)\|dt + \|\mathcal{L}\|_\infty \int_a^s \|u(t) - v(t)\|^2dt.
\]

Thus, by Gronwall’s inequality,

\[
\|u(s) - v(s)\|^2 \leq \|\mathcal{K} - \mathcal{L}\|_\infty \int_a^s \|u(t)\|\|u(t) - v(t)\|dt \cdot e^{\|\mathcal{L}\|_\infty(b-a)};
\]

Taking the supremum over \(s\) implies

\[
\|u - v\|_\infty \leq \|\mathcal{K} - \mathcal{L}\|_\infty \int_a^b \|u(t)\|dt \cdot e^{\|\mathcal{L}\|_\infty(b-a)}.
\]

So when \(\mathcal{L} \to \mathcal{K}\) in \(L_\infty(a, b)^{d \times d}\), then \(\|u - v\|_\infty = \|\Gamma \mathcal{K} - \Gamma \mathcal{L}\|u_0\| \to 0\), which shows that the fundamental solution, \(\Gamma_\mathcal{K}\), is continuous in \(C([a, b]; \mathbb{C}^{d \times d})\). □