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Superposing multiple plane waves can generate helicity lattices in which the optical helicity varies regularly in space. Here we propose an inverse design method for constructing arbitrary helicity structures based on placing a digital object consisting of dielectric inclusions in three-dimensional space. We apply the method to design structures that reproduce two-dimensional lattices embedded within a three-dimensional region using only a single plane wave as an input. In order to demonstrate the power and flexibility of our method, we go beyond the paradigm of a regular lattice and propose structures which can create arbitrary images consisting of regions of varying helicity, again using only a single plane wave as an input.

I. INTRODUCTION

The concept of chirality appears across the sciences and details the characteristics of geometrical arrangements with identical constituents but inverted, non-superimposable forms. Circularly polarised light fits the criteria of a chiral object as spatial inversion transforms left-handed circularly polarised light into its right-handed form — the chiral structure is the combination of its propagation direction and polarisation. This property makes light with circular polarisation exert influence on other chiral objects with which it interacts. For example, the dependence of a chiral molecule’s absorption cross section on the type of circularly polarised light that illuminates it is described by an effect known as circular dichroism (see, for example, [1]). In essence, the rate of excitation is sensitive to the molecule’s handedness and that of the illuminating light. The degree to which an electromagnetic field influences such an interaction can be related to a product of the field vectors, a parity-odd scalar density called optical chirality [2] (originally introduced by Lipkin as the scalar component of the ‘00-zilch’ [3], but not assigned a physical interpretation at that early stage). In our example, we are interested in monochromatic fields. For this case, the optical chirality is equal — up to a constant [4] — to a quantity called electromagnetic helicity [5]. Familiar from particle physics, as well as analogous quantities in plasma physics [6], helicity describes the projection of the spin angular momentum onto the direction of propagation. Our specific focus is the electromagnetic helicity density (see, e.g., \( \mathcal{H} \) [7]), which for a monochromatic plane wave of frequency \( \omega \) reads

\[
\mathcal{H} = -i \frac{1}{4c\omega} (\mathbf{E} \cdot \mathbf{H}^\ast - \mathbf{E}^\ast \cdot \mathbf{H}), \quad (1)
\]

where \( \mathbf{E} \) and \( \mathbf{H} \) are the complex electric and magnetic fields, respectively, and \( c \) is the speed of light.

We will consider circumstances where the helicity density given by Eq. (1) varies regularly in space and forms a so-called helicity lattice [8], a periodic structure resembling the arrangement of intensity patterns in optical lattices. Helicity lattices are defined by having a helicity density that varies in space but an electric field intensity that remains constant — the latter feature is of particular importance when considering the interactions of chiral matter with the lattice. A chiral optical force mediated by the helicity gradients in the field can accelerate enantiomers (molecular species of opposite handedness) in different directions [9], providing a means of separating them. Importantly, the homogeneity of the electric field intensity in a helicity lattice means that achiral optical forces are (in principle) completely suppressed, allowing the much weaker chirality-dependent forces to be isolated. Oppositely handed species often exhibit drastically different properties, so that methods for efficiently separating and distinguishing them are an active area of research — for a comprehensive review, see [10]. Helicity lattices are already finding their place in this field, for example a scheme was recently proposed to utilise helicity lattices in separating cold, chiral molecules via their chirality-sensitive quantum phase transitions [11].

With their potential in industrial applications, the study of helicity lattices is ready to move from theoretical curiosity towards an exploration of more practical methods for their generation. In their original formulation [8], helicity lattices were discovered by superimposing up to six idealised plane waves with particular well-defined polarisations. Aside from the impossibility of generating a true plane wave in the laboratory, the need to align and manipulate up to six differently-polarised beams is a significant technical challenge — our goal in this work is to define a proof-of-principle method for generating helicity lattices in a more robust way. The problem is similar to that encountered in generating magneto-optical trapping potentials, where again up to six beams can be required. A way of circumventing this issue in that context has been to use reflective or diffractive optical elements to generate the required number of beams in
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an integrated and compact apparatus (see, for example, [12–14]). While it may indeed be possible to follow similar design principles to create a helicity lattice, the additional complexity found therein (especially regarding polarisation-sensitivity) leads us to take a different approach, employing the techniques of inverse design.

B. Inverse design

Traditional ‘forward’ design of optical components relies on a human designer using some combination of general principles, intuition and previous experience to produce a candidate design which is then tested and refined against some desired figure of merit. Inverse design turns this paradigm around — only the figure of merit is specified, following which a computer algorithmically builds up an appropriate device. The vast space of possible designs originally necessitated some imposition of geometrical constraints in early work in this direction [15, 16], for example the sizes and positions of fixed circles and rectangles would be altered such that an improved design is reached. The introduction to photonics of adjoint methods from aerospace engineering [17], coupled with increased computing power, allowed such constraints to be lifted, kicking off the era of completely free-form photonic inverse design [18, 19]. The combination of this and the relatively recent ability to manipulate matter on the micro- and nano-scales has initiated an explosion in the application of inverse design methods (for a comprehensive review, see [20]). In contrast to the earlier constrained approaches, the pool of available designs is unlimited — the shapes of the structures are dictated by their impact on performance (and manufacturability) and are no longer guided by intuition or arbitrary constraints. Some of the more recent diverse applications of these ideas have been concerned with the conversion of solar energy [21], integrated photonic devices [22], sub-wavelength focusing [23] and heat transfer [24]. Most recently, ID has been applied to atomic coherence [25], light-matter interactions [26] and nuclear quantum optics [27].

As discussed in the previous sections, it has been shown analytically in Ref. [8] that helicity lattices can be constructed from up to six idealised plane waves in various configurations, and that we would like to come up with a way of relaxing this requirement. To accomplish this, we will use a freeform inverse design approach to generate a dielectric structure that can refract a single beam multiple times in such a way that an improved design is reached. The placement of the elements forming such a structure will turn out to be non-obvious and not easily inferred from a wave analysis point of view. The desired outcome will be chosen, and an algorithm will adjust the geometry to bring a chosen merit function as close as possible to a designated goal.

This paper is organised as follows: in Section II, we will set up the problem of helicity lattice generation in terms of an optimisation task, develop the mathematical structure and propose an algorithm capable of reproducing a helicity lattice. In Section III we will then outline the specifics of the actual inverse design process. Subsequently, in Section IV we will present the results of two single-beam simulations reproducing lattices originally formed by a superposition of three sources. Additionally, in that section we present a novel approach where we simulate a helicity density that is not periodic and can take an arbitrary (user-defined) shape. Critical analysis of the method and conclusions follow in sections V and VI.

II. DESCRIPTION OF THE PROBLEM

We aim to produce a two-dimensional optical pattern resembling a helicity lattice as closely as possible. Instead of superposing multiple light sources, we want to effect it by shining a single beam onto a crystal-like (not uniformly periodic) structure that will refract the beam in such a way to ensure that a helicity lattice emerges. Our idea is to create such a structure algorithmically; instead of iterating over possible geometries, we let an algorithm grow the shape of the crystal. This idea is shown schematically in Fig. 1, where we see the underlying field progressively changing and starting to resemble the target lattice as more inclusions are added. At every step, the algorithm will decide on the optimal placement of a dielectric inclusion — we will use an inverse design algorithm based on the adjoint method.

The adjoint method relies on the fact that Maxwell’s equations in (reciprocal) media are symmetrical with respect to the exchange of source and observation points; this is known as Onsager reciprocity [28]. This concept is most naturally expressed in terms of the (dyadic) Green’s tensors that solve Maxwell’s equation via the inhomogeneous Helmholtz equation. The correspondence between the sources in terms of Green’s tensors has been out-
lined in, for example, [29], thus we are going to state the important results which form the foundational symmetry argument used in the adjoint method. The Cartesian component $ij$ of a Green’s tensor describing an electric field at $r_1$ that originates from a point-like electric dipole source at $r_2$ can be written as $G_{ij}^{EP}(r_1, r_2)$. Analogously, the elements of a Green’s tensor relating magnetic source with its field are $G_{ij}^{HM}(r_1, r_2)$. We can express the source-observer symmetry in reciprocal media in terms of $G^{EP/HM}$ as:

$$G_{ij}^{EP/HM}(r_2, r_1) = G_{ji}^{EP/HM}(r_1, r_2).$$

The $i$-th component of an electric/magnetic field at $r_2$ arising from the $j$-th component of an electric/magnetic dipole at $r_1$ from the $i$-th component of an electric/magnetic dipole at $r_2$. This relation shows that a purely electric or magnetic source can be exchanged with its respective field at the observation point. The relationship is not as straightforward for an electric/magnetic field radiating from a magnetic/electric dipole. If we let $G_{ij}^{HP}$ define a Green’s tensor encapsulating a magnetic field from an electric dipole, and $G_{ij}^{EM}$ contain an electric field from a magnetic dipole, the relation reads (see e.g. [29]):

$$G_{ij}^{EM}(r_2, r_1) = -G_{ji}^{HP}(r_1, r_2).$$

Equations (2) and (3) enable us to simplify the expression describing the interplay between the fields and our goal structure. This is discussed in detail in the next section.

A. Choosing a merit function

To create an algorithm capable of producing a helicity lattice with a desired geometrical pattern, we need to choose a merit function that will output a number that encodes the closeness of a given field to the goal, which we will aim to optimize. Inspired by [30], wherein a method of controlling 3D optical fields and their intensity is proposed, we seek to control the value of helicity density at points in 3D space. Since we possess a goal pattern $\mathcal{H}_0$ given by the helicity lattices reported in [8], a natural choice would be to define a set $S$, of $N$ critical points, where $\mathcal{H}_0$ is “close” to maximum and minimum values respectively. A simulated helicity density $\mathcal{H}[\mathbf{E}, \mathbf{H}]$, can be compared with the values $\mathcal{H}_0$ takes at these coordinates; hence a measure of similarity between the two fields can be established. Assuming that our goal structure lies in the plane $z = z_0$, we define the set of points $S$, as a collection of $N$ tuples of the form $s_i = \{x_i, y_i, z_0\}$. We then seek points $s_i$ for which $\mathcal{H}_0(s_i)$ is close to its minimum and maximum. We can then define an arbitrary bound $a \in (0, 1]$ and form the set $S$ of size $N$, such that $s_i \in S$ if

$$\mathcal{H}_0(s_i) < a \cdot \min[\mathcal{H}_0] \text{ or } \mathcal{H}_0(s_i) > a \cdot \max[\mathcal{H}_0].$$

Our simulation space is discretised, thus the $N$ is finite and will depend on the size of the domain and the resolution, as well as the value of $a$. The merit function $\Theta[\mathbf{E}, \mathbf{H}]$ will thus take the form:

$$\Theta[\mathbf{E}, \mathbf{H}] = \sum_{k=1}^{N} \theta_k^2(s_k),$$

where,

$$\theta_k(s_k) \equiv \mathcal{H}[\mathbf{E}, \mathbf{H}](s_k) - \mathcal{H}_0(s_k),$$

is the error between the goal pattern and the simulated field at a coordinate $s_k$. The closer $\Theta$ is to zero, the closer $\mathcal{H}[\mathbf{E}, \mathbf{H}]$ will approximate the desired pattern $\mathcal{H}_0$. The merit function $\Theta$ is a sum of $N$ functionals $\theta_k^2$, that are evaluated at $s_k$; by linearity, their variation can be evaluated as

$$\delta \Theta[\mathbf{E}, \mathbf{H}] = \delta \sum_{k=1}^{N} \theta_k^2(s_k) = 2 \sum_{k=1}^{N} \theta_k(s_k) \delta \theta_k(s_k)$$

$$= 2 \sum_{k=1}^{N} \theta_k(s_k) \delta \mathcal{H}[\mathbf{E}, \mathbf{H}](s_k).$$

We want to calculate the $\delta \mathcal{H}[\mathbf{E}, \mathbf{H}]$ at each site in $S$. $\mathcal{H}[\mathbf{E}, \mathbf{H}]$ is dependent on the complex fields $\mathbf{E}$ and $\mathbf{H}$, suggesting that we write

$$\delta \mathcal{H}[\mathbf{E}, \mathbf{H}] = \frac{\partial \mathcal{H}}{\partial \mathbf{E}} \cdot \delta \mathbf{E} + \frac{\partial \mathcal{H}}{\partial \mathbf{H}} \cdot \delta \mathbf{H}$$

$$+ \frac{\partial \mathcal{H}}{\partial \mathbf{E}^*} \cdot \delta \mathbf{E}^* + \frac{\partial \mathcal{H}}{\partial \mathbf{H}^*} \cdot \delta \mathbf{H}^*. \quad (8)$$

By plugging in the definition of helicity density from Eq. (1) into Eq. (8) and simplifying, we obtain

$$\delta \mathcal{H}[\mathbf{E}, \mathbf{H}] = -\frac{i}{2c\omega} \Re\left\{\mathbf{H}^* \cdot \delta \mathbf{E} - \mathbf{E}^* \cdot \delta \mathbf{H}\right\},$$

where the all fields are evaluated at $s_k$.

The final step in the method is calculating $\delta \mathbf{E}$ and $\delta \mathbf{H}$. We employ an approach called shape calculus, which is established on understanding the relationship between Maxwell’s equations and small changes in geometry [31]. In our present problem, this manifests as the link between introducing small pieces of dielectric material and their effect on the existing electric and magnetic fields. The principle behind evaluating these can be illustrated with the example of the electric field $\mathbf{E}$. The effect of modifying the geometry by adding a piece of a polarizable dielectric will cause a change $\delta \mathbf{E} = \mathbf{E}_{after} - \mathbf{E}_{before}$ in the electric field, with a similar argument applying for the magnetic field $\mathbf{H}$: $\delta \mathbf{H} = \mathbf{H}_{after} - \mathbf{H}_{before}$. As discussed in detail in, for example, [29], the variations in the fields $\mathbf{E}$ and $\mathbf{H}$ are given by a product of a Green’s tensor $\mathcal{G}$ with a source current $\mathbf{P}$,

$$\delta \mathbf{E}(s_k) = \int_{\phi} d^3 r \, \mathcal{G}^{EP}(s_k, r) \mathbf{P}(r) \quad (10)$$

$$\delta \mathbf{H}(s_k) = \int_{\phi} d^3 r \, \mathcal{G}^{HP}(s_k, r) \mathbf{P}(r). \quad (11)$$
where $\phi$ is a 3D region containing the inclusion. Taking into account the reciprocity relations in Eq. (3), we can write the variation in $\theta_k^2$ at a point $s_k$ as:

$$\delta \theta_k^2(s_k) = -\frac{i}{2\omega} \int_{\phi} d^3r \text{Re} \{ \mathbf{P}(r) \cdot \mathbf{F}_k(r, s_k) \}, \quad (12)$$

where we defined:

$$\mathbf{F}_k(r, r') = [\mathbf{H}^*(s_k)]^T \mathcal{G}^{EP}(r, r') + \mathbf{E}^*(r')^T \mathcal{G}^{EM}(r, r') \theta_k(r'). \quad (13)$$

Here lies the most important step of the adjoint method; since the structure of Eq. (13) is that of an electric field, that is, a Green’s tensor multiplying a source current at the observation point $s_k$, $\mathbf{F}_k(r, s_k)$ is the $k$th adjoint field. Exploiting the source-observer symmetry in reciprocal media, each source at $s_k$ provides us with a field profile at $r$.

We can further simplify Eq. (12) by taking the dielectric inclusion’s relative permittivity $\varepsilon_1$ to be homogenous and isotropic. The induced polarizability, $\mathbf{P}(r)$ can then be written as

$$\mathbf{P}(r) = \Delta \varepsilon \mathbf{E}(r), \quad (14)$$

where $\Delta \varepsilon \equiv \varepsilon_1 - \varepsilon^{(0)}$, is the difference in relative permittivity between the inclusion and the background $\varepsilon^{(0)}$. Moreover, we assume that the inclusion is sufficiently small that we can take its centre to be at $r'$, thus approximating the fields in the integrand of Eq. (12) by their value at $r'$. This gives

$$\delta \theta_k^2(s_k) \approx -\frac{i\Delta \varepsilon V}{2\omega} \text{Re} \{ \mathbf{E}(r') \cdot \mathbf{F}_k(r', s_k) \}, \quad (15)$$

where $V$ is the volume of the inclusion. We are only interested in relative changes in the merit function between sites, thus the scalar prefactor $-i\Delta \varepsilon V/2\omega$ can be ignored. This allows us to finally write the variation in $\theta_k^2$ at a site $s_k$ as

$$\delta \theta_k^2(s_k) \approx \text{Re} \{ \mathbf{E}(r') \cdot \mathbf{F}_k(r', s_k) \}, \quad (16)$$

and by linearly adding $N$ adjoint fields we have for the total variation:

$$\delta \Theta [\mathbf{E}, \mathbf{H}] \approx \text{Re} \left\{ \mathbf{E}(r') \cdot \sum_{k=1}^{N} \mathbf{F}_k(r', s_k) \right\} = \text{Re} \{ \mathbf{E}(r') \cdot \mathbf{F}(r') \}. \quad (17)$$

The change (variation) in the merit function $\Theta$ is thus given by the overlap between the forward field $\mathbf{E}$ and the adjoint field $\mathbf{F}$. 

B. Advantages of adjoint method over brute force optimization

To find a structure producing a helicity lattice, one might either use intuition or follow a brute-force process of building it. The latter involves trying every coordinate one by one and measuring what effects placing the inclusion there has on the merit function. One then would narrow it down to the single coordinate where the dielectric inclusion exerts the largest influence and place it there. The whole procedure would have to be repeated for every element added to the structure until the goal field is reached. A 3D simulation would require a number of iterations equal to the number of inclusions needed to reach the goal, multiplied by $n^3$, where $n$ is the number of grid points along the side of the simulation box.

By employing the adjoint method instead, we no longer need to check each coordinate to see how the function responds to adding an inclusion. This information is contained in the $\delta \Theta$, an array of values corresponding to each coordinate in the domain. By picking the highest value of the array, i.e. placing the dielectric at the coordinate with the greatest number, we are guaranteed to produce the highest change in the function $\Theta$. This process saves computational resources and makes certain optimization goals feasible by dramatically decreasing simulation time.

The comparison between the brute force and adjoint approaches is illustrated schematically in Fig. 2. The brute force approach (left) scans each coordinate and measures the impact on the merit function by placing a test inclusion there. Only after finding the location with the highest influence the algorithm commits to placing the inclusion permanently. The adjoint method (right) scans the 3D space for the highest value of $\delta \Theta$ from Eq. (17). It then places an inclusion there, circumventing the need for additional simulations.

III. Procedure

We aim to create a two-dimensional pattern embedded in a three-dimensional region; it is, therefore, sufficient
to generate EM waves that agree with the goal lattice only at the particular plane where the structure resides (say, $z = 0$). Every point in space apart from the region immediately surrounding the observation slice is thus a potential target for the placement of a dielectric inclusion. Since we want our structure to allow for physical access to the helicity lattice, we leave a margin of width $l$ at each side of the $z = 0$ slice. The simulation space is discretized in units of wavelength; any design that we produce can be adapted to an arbitrary length regime as Maxwell’s equations are scale invariant (in the absence of charges or currents, as is the case here). We define our optimisation target as $H_0$, which is the normalized (between $-1$ and $1$), analytical expression for the chosen helicity lattice. We will choose the parameter $a$, in line with Eq. (4), effectively controlling the tolerance in any small mismatch between the lattice produced and the goal.

The first step of the optimization process is to run the simulation in the specified region and record the values of the steady-state fields $E$ and $H$, as shown in the box A in Fig. 3. We then construct the sources for the adjoint simulation (box B in Fig. 3); at each site $s_k$, we place dipoles whose amplitude depends on the steady-state values of the fields and the pattern defined at $s_k$, i.e., $E(s_k), H(s_k)$ and $H_0(s_k)$. At each $s_k$, we position both an electric dipole with the amplitude $\theta_k(s_k)H^*(s_k)$, and a magnetic dipole with the amplitude $\theta_k(s_k)E^*(s_k)$, where $\theta(s_k)$ is defined in Eq. (6) and depicted schematically in box E of Fig. 3. Running the backward (adjoint) simulation concludes the first step. Upon recording the values of the steady-state fields $F$, we combine them with the values of $E$ via Eq. (17). The result encapsulates the relationship between the placement of a dielectric inclusion and a corresponding change to the merit function $\Theta$. In other words, picking a coordinate $r_{\text{max}}$ such that $\text{Re} \{E(r_{\text{max}}) \cdot F(r_{\text{max}})\}$ is maximum, ensures that placing an inclusion at $r_{\text{max}}$ will result in the largest change in $\Theta$ (boxes C and D in Fig. 3). We then update the geometry and repeat the previous step until the desired pattern has been achieved.

The overall algorithm can be summarized in the following way;

1. First stage:
   
   (i) Define a 3D simulation space; choose a plane where the 2D helicity pattern is to be created and situate its normalized analytical expression there.
   
   (ii) In the chosen plane, pick a set $S$ of criti-
cal points $s_k$, where the analytical function is “close” to its maximum absolute values (box E in Fig. 3).

(iii) By running the forward simulation, obtain steady-state values of the fields $E$ and $H$ at every point in the 3D domain, including the points of interest $s_k$ (box A in Fig. 3).

(iv) Place electric and magnetic dipoles at every $s_p$ as functions of the $E(s_p)$ and $H(s_p)$ at the first step. Obtain the steady state values of the fields by running the adjoint simulation (box B in Fig. 3).

(v) Combine the forward and adjoint fields, as in Eq. (17). Pick the coordinate where the $\delta \Theta$ is the highest and place the dielectric inclusion there (boxes C and D in Fig. 3).

2. Second stage (iterative):

(i) Repeat the steps (iii)-(v) from the first stage.

(ii) Repeat until the forward field approximates the desired pattern at the chosen plane.

IV. RESULTS

Using the single beam technique supported by the adjoint method, we have created the patterns approximating the helicity density originally arising as a superposition of three waves in two different configurations. While we have chosen just two, many other non-interfering superpositions are realizable, and the list of their explicit constituent light sources can be found in [8].

The parameters defining the simulations are as follows. All distances in all computations are expressed in units of wavelength, and each has a chosen resolution parameter $R$ such that there are $R$ pixels per wavelength. The dielectric inclusions are chosen to be cubic with side length equal to $1/R$ wavelengths (i.e., one pixel) and are referred to hereafter as ‘blocks’. In all simulations the relative permittivity of the blocks was $\varepsilon = 1.3$, the coefficient $a$ in Eq. (4) was set to 0.3, the gap $l$ was chosen to be three blocks (i.e., three pixels, or $3/R$ wavelengths), and the incident plane wave is $y$-polarised and propagating in the $x$ direction. All simulations were performed using the FDTD library MEEP [32], within which we used a built-in implementation of perfectly matched layers [33] as boundary conditions at the edge of the simulation box. The underlying code, along with detailed documentation can be found online at Ref. [34].

A. Rectangular three wave superposition

We first use the above-described method to produce the simplest two-dimensional helicity lattice, namely a rectangular three-wave superposition that results in a checkerboard pattern (see Table. 2 and Fig. 3 in [8]), but here from a single plane wave input. The goal and optimised patterns are shown in the upper two panels in Fig. 4, with the lower two panels here (and in the two subsequent figures) included for later discussion in Section V. We observe that since the source plane wave oscillates perpendicular to the lattice’s vertical lines of symmetry, the resulting simulation approximates the helicity lattice well (showing clear periodicity by agreeing with the goal pattern at the $H = 0$ points) even in lower resolution settings (i.e. less than six pixels per wavelength). The reason for this is suggested by noting that the goal structure $H_0$, has the form:

$$H_0 = \mathcal{N} \cos \left[ (2 - \sqrt{2}) \pi x \right] \sin (\sqrt{2} \pi y),$$

where the factor $\mathcal{N}$ carries the units of $\varepsilon_0 |E|^2 / 2\omega$. This lattice has two orthogonal lines of symmetry: $x = (2 - \sqrt{2}) n / 2$, and $y = n / \sqrt{2}$, $n \in \mathbb{N}$, where $H_0$ is zero. The algorithm can thus independently influence the fields along those degrees of freedom more “naturally”, resulting in the outline of the correct structure emerging at a very early point of the simulation ($< 100$ iterations, well before the 4000th iteration shown in Fig. 4).
B. Triangular (diamond) three-wave superposition

The same number of sources as in the previous example, albeit angled differently \cite{8} produces a new lattice. The analytical expression in this case reads:

\[ \mathcal{H}_0 = N \left\{ -\sin(2\pi x) + \sin[2\pi(x - y)] + \sin(2\pi y) \right\}, \]

(19)

The results of the optimisation are plotted in Fig. 5, and for this calculation we also show in Fig. 7a the geometry of the resulting 3D dielectric crystal which, as anticipated, shows no recognisable structures that could have been reached by intuition.

In contrast to that described by Eq. (18), this lattice possesses more than two lines of symmetry. This can be inferred from inspecting the arguments of the sin function in (19); for \( n \in \mathbb{N} \), lines \( x = n/2, y = n/2 \) and \( y = x - n/2 \) are the zeros of \( \mathcal{H}_0 \). As a result, it takes more iterations for the pattern to become apparent as the initial blocks force the simulated lattice to have the zeros at \( y = x - n/2 \), exploiting the wave nature of the source and modulating the helicity density in the diagonal direction. The other lines of symmetry emerge later as more blocks are added to the structure, approximating the original lattice to a precision controlled by the overall resolution (number of pixels per wavelength).

C. Arbitrary helicity pattern

Although our technique has shown itself to be effective in constructing helicity lattices, there is nothing in principle tying it to a regular, repeating pattern. The algorithm understands any helicity pattern as a series of pixels, which can be viewed as an input to the algorithm and therefore chosen arbitrarily. To demonstrate this, we constructed a greyscale image of the letter “G”, whose grey values were then normalised to lie between \(-1\) and 1 in the same way as the lattices previously investigated. The algorithm was tasked with reproducing this image; the results are shown in Fig. 6 and the corresponding structure is shown in Fig. 7b. We note that the algorithm correctly distributes the regions of positive and negative helicity density (the inside of the G is positive), whereas the outline of the letter has helicity density close to zero. The shape itself is recognisable; however, some distortion occurs and artifacts are present even though the simulation was left to run for much longer than the lattices discussed in the previous two sections (16000 iterations, rather than 4000 and 2000, respectively). The process constructs the base and the top of the G first as these align with oscillations of the source field; the “ripples” of positive helicity spread to the bounds of the shape, and further details are added successively later. The size of the simulation volume constrains the quality.
FIG. 7. The three-dimensional models of the crystal-like structure. In a), the arrangement produces the three-wave triangular (diamond) lattice as shown in Fig. 5. In b), the structure produces an arbitrary pattern (letter “G”) as shown in Fig. 6. In both cases the gap at the level $z = 0$ is three blocks high.

of the resulting lattice; such images without periodicity and increased level of detail require a large computational volume. Additionally, if one was mostly concerned with the fidelity of the reproduced image, another input beam could be incorporated into the process to improve the quality and speed up the process.

V. ANALYSIS

In the case of analytical solutions for helicity lattices (four sources or fewer), the electric field intensity can always be made homogeneous [8]. This is not always the case for simulated structures, as can be observed in Figs. 4-6. This important detail influences their potential experimental use. As mentioned in the introduction, forces on atoms and molecules in trapping potentials is constrained by optical forces induced by gradients in the electric intensity. Thus, to create an efficient helicity lattice, one would require the absence of intensity gradients in the region spanned by the structure to allow for interrupted chiral interactions between the enantiomers and the lattice. The fields generated by our simulation possess inhomogeneities due to the finite width of the plane waves generating the helicity. For the lattices shown in Figs. 4 and 5, the inhomogeneity is dependent on the size of a computational vs observational region; the larger the gap between the boundaries of a computational volume and an observation box, the closer the source resembles a plane wave. This, in turn, produces an electric field intensity with smaller variations; an infinitely sized computational box would allow one to obtain a perfectly homogenous intensity. Consequently, a trade-off exists between a reasonable computational time and fidelity of the lattice compared to the goal structure. Routes towards reducing the larger inhomogeneity in intensity exhibited by arbitrary patterns such as that shown in Fig. 6 are not clear to us. Since they are artificially introduced as a result of interacting fields, the relationship between their shapes and the resulting intensity gradients is unclear. Future work will address this issue and focus on developing more sophisticated methods for producing an arbitrary pattern. An additional merit function could be defined, specifically controlling the intensity gradients. Additionally, a weight function between the two merit functions would be introduced. A link could potentially be established between certain shapes and the homogeneity of the intensity; this could be revealed by a machine-learning algorithm.

As can be seen in Fig. 7, some of the elements of the crystal are “floating”. This is a particularly extreme example of the structural integrity issues that arise in general in inverse design (see, e.g. [35]). Such problems can be rectified by running a longer simulation, effectively allowing the algorithm to fill the larger gaps by chance and then manually removing any remaining “islands” of the dielectric material. Alternatively, a weight function can be implemented to penalise the algorithm for placing isolated blocks. A similar issue occurs as the structure comprises two halves, allowing
VI. SUMMARY AND CONCLUSIONS

In this work, a gradient-based formalism was used to develop a proof-of-principle scheme capable of reproducing a helicity lattice pattern, only with a reduced number of input sources. The problem was cast as a minimum-seeking algorithm, iteratively growing a crystal-like structure. This object refracts a single beam in such a way as to reproduce the effect of superposing multiple beams, resulting in the formation of a helicity lattice. We have presented the results of reproducing two originally three-wave helicity lattices using a single source input. Additionally, we introduced a modified scheme where the pattern to be reproduced was not a result of superposing light sources but rather an arbitrary image provided by the user. This approach opens up a possibility for designing bespoke helicity patterns suited to the needs of a particular experiment; it is worth mentioning that using the same principles, a different merit function can be provided, thus it appears to be possible to use versions of this method to achieve structures arising from various mutual arrangements of the electric and magnetic fields, not just those where a helicity structure arises.

The simulations reproducing known helicity patterns serve as proof-of-principle concepts and demonstrate the feasibility of using a single light source and a refracting object to mimic the behaviour of a field composed of multiple sources. We have described how increasing the computational volume approximates the plane wave more closely and, as a result, produces an increasingly homogeneous intensity in the case of known helicity patterns. We outlined possible strategies to resolve the issue of intensity gradients in arbitrary patterns bringing practical helicity lattices a step closer to reality.
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