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Abstract

The appearance of strong CDCL-based propositional (SAT) solvers has greatly advanced several areas of automated reasoning (AR). One of the directions in AR is thus to apply SAT solvers to expressive formalisms such as first-order logic, for which large corpora of general mathematical problems exist today. This is possible due to Herbrand’s theorem, which allows reduction of first-order problems to propositional problems by instantiation. The core challenge is choosing the right instances from the typically infinite Herbrand universe.

In this work, we develop the first machine learning system targeting this task, addressing its combinatorial and invariance properties. In particular, we develop a GNN2RNN architecture based on an invariant graph neural network (GNN) that learns from problems and their solutions independently of symbol names (addressing the abundance of skolems), combined with a recurrent neural network (RNN) that proposes for each clause its instantiations. The architecture is then trained on a corpus of mathematical problems and their instantiation-based proofs, and its performance is evaluated in several ways. We show that the trained system achieves high accuracy in predicting the right instances, and that it is capable of solving many problems by educated guessing when combined with a ground solver. To our knowledge, this is the first convincing use of machine learning in synthesizing relevant elements from arbitrary Herbrand universes.

1 Introduction

Quantifiers lie at the heart of mathematical logic, modern mathematics and reasoning. They enable expressing statements about infinite domains. Practically all today’s systems used for formalization of mathematics and software verification are based on expressive foundations such as first-order and higher-order logic, set theory and type theory, that make essential use of quantification.

Instantiation is a powerful tool for formal reasoning with quantifiers. The power of instantiation is formalized by Herbrand’s theorem (Herbrand 1930), which states, roughly speaking, that within first-order logic (FOL), quantifiers can always be eliminated by the right instantiations. Herbrand’s theorem further states that it is sufficient to consider instantiations from the Herbrand universe, which consists of terms with no variables (ground terms) constructed from the symbols appearing in the problem. This fundamental result has been explored in automated reasoning (AR) systems since the 1950s (Davis 2001). In particular, once the right instantiations are discovered, the problem typically becomes easy to decide by methods based on state-of-the-art SAT solvers (Silva, Lynce, and Malik 2009).

Coming up with the right instantiations is however non-trivial. The space of possible instantiations (the Herbrand universe) is typically infinite and complex. The general undecidability of theorem proving is obviously connected to the hardness of finding the right instantiations, which includes finding arbitrarily complex mathematical objects.

Contributions: In this work we develop the first machine learning system (ML) methods that automatically propose suitable instantiations. This is motivated both by the growing ability of ML methods to prune the search space of automated theorem provers (ATPs) (Kaliszyk et al. 2018), and also by their growing ability to synthesize various logical data (Gauthier 2020; Urban and Jakubův 2020). In particular:

1. We construct an initial corpus of instantiations by repeatedly running a randomized grounding procedure followed by a ground solver (Section 2) on 113332 clausal ATP problems extracted from the Mizar Mathematical Library. We analyze the solutions, showing that almost two thirds of the instances contain newly introduced skolem symbols created by the clausification (Section 3).

2. We develop a targeted GNN2RNN neural architecture based on a graph neural network (GNN) that learns to characterize the problems and their clauses independently of the symbol names (addressing the abundance of skolems), combined with a recurrent neural network (RNN) that proposes for each clause its instantiations based on the GNN characterization (Section 4).

3. The GNN2RNN is trained and used to propose instances for the problems. Its training starts with the randomized solutions and continues by learning from its own successful predictions. We show that the system achieves high accuracy in predicting the instances (Section 5).

4. Finally, the trained neural network when combined with the ground solver is shown to be able to solve a large number of testing problems by educated guessing (Section 5). To our knowledge, this is the first convincing use of machine learning in general synthesis of relevant elements from arbitrary Herbrand universes.
2 Ground Solver

There are several ways how to combine instantiation of clausal first-order problems with decidable and efficient (un)satisfiability checking of their proposed ground instances. The most direct approach (used in instantiation-based ATPs such as iProver (Korovin 2008)) is to explicitly add axioms for equality, allowing their instantiation as for any other axioms, and directly use SAT solvers for the ground checking. An alternative approach is to avoid explicit addition of the equality axioms, and instead use combinations of SAT solvers with ground congruence closure (Detlefs, Nelson, and Saxe 2005; Nieuwenhuis and Oliveras 2007).

We have explored both approaches and ultimately decided to use the latter in this work. The main reason is that the combinations of SAT solvers with ground congruence closure are today very efficiently implemented (Barrett et al. 2021), posing practically no issues even with thousands of instances. Using the most direct approach would, on the other hand, require a large number of additional instances of the equality axioms to successfully solve the ground problems. In our preliminary measurements, the average ratio of such necessary additional instances was over 40%, which would exponentially decrease the chance of randomly predicting the right set of instances.

In more detail, we use as our ground solver an efficient combination of a SAT solver with ground congruence closure provided in the Vampire automated theorem prover (Kovács and Voronkov 2013). Here, the SAT solver abstracts first-order logic atoms as propositional variables and starts producing satisfying assignments (models) of this abstraction, which are then checked against the properties of equality (reflexivity, transitivity, congruence, symmetry). This process terminates when a model is found that satisfies the equality properties, or when the SAT solver runs out of models to try. In that case, the original problem is unsatisfiable, which means that the ground instances were proposed correctly by the ML system.

3 Dataset of Mathematical Problems

We construct a corpus of instantiations by repeatedly running a randomized grounding procedure (Section 3.1) on 113,332 first-order ATP problems made available to us by the AI4REASON project. They originate from the Mizar Mathematical Library (MML) (Kaliszyk and Urban 2015) and are exported to first-order logic by the MPTP system (Urban 2006). All these problems have an ATP proof (in general in a high time limit) found by either the E/ENIGMA (Schulz 2013; Jakubův et al. 2020) or Vampire/DeepiPr (Kovács and Voronkov 2013; Suda 2021) systems. Additionally, the problems’ premises have been pseudo-minimized (Kaliszyk and Urban 2014) by iterated Vampire runs. We use the pseudo-minimized versions because our focus here is on guiding instantiation rather than premise selection. The problems come from 38,108 problem families, where each problem family corresponds to one original Mizar theorem. Each of these theorems can have multiple minimized ATP proofs using different sets of premises. The problems range from easier to challenging ones, across various mathematical fields such as topology, set theory, logic, algebra and linear algebra, real, complex and multivariate analysis, trigonometry, number and graph theory, etc.

We first clausify the problems by E, and then repeatedly run the randomized grounding procedure on all of them, followed by the ground solver using a 30s time limit. The first run solves 3897 of the problems, growing to 7790 for the union of the first 9 runs, and to 11,675 for the union of the first 100 runs. The 113,332 problems have on average 35.6 input clauses and the 3897 problems solved in the first run have on average 12.8 input clauses. 6.0 instances are needed on average to solve a problem.

Note that each clause can in general be instantiated more than once. Also, 3.9 (almost two thirds) of the instances contain on average at least one skolem symbol.

This means that we strongly need a learning architecture invariant under symbol renamings, rather than off-the-shelf architectures (e.g., transformers) that depend on fixed consistent naming. This motivates our use of a property-invariant graph neural architecture (Section 4).

3.1 Randomized Grounding Procedure

Randomized grounding can be parameterized in various ways. To develop the initial dataset here we use a simple multi-pass randomized grounding with settings that roughly correspond to our ML-guided instantiation architecture (Section 4). These settings are as follows. We use at most two passes (levels) of instantiation for every input clause. In the first pass, for each variable we randomly select an arbitrary function symbol from the problem’s signature, and provide it (if non-constant) with fresh variables as arguments. In the second pass, we ground all variables with randomly selected constants from the problem’s signature. The first pass is repeated 25 times for each clause in its input.

Figure 1: Term instantiation through incremental deepening. In the figure, there are two instantiation steps, one after the other.
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(1) instantiate x by head symbol t with arity 2 and z by g of arity 1 (going from level0 to level1)
(2) instantiate x1, x2, z1 by constants c, c, and e, respectively (going from level1 to level2)
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Figure 2: Predictions corresponding to Figure 1. A GNN communicates the formula to the predictor on each line and previous predictions are communicated by a hidden state.

put, and the second pass 5 times. The input to the first pass is the original clausal problem. The input to the second pass is the (deduplicated) union of the clauses produced in the first pass and of the original clauses.

This means that each input clause can produce \( (25 + 1) \times 5 = 130 \) ground instances, potentially resulting in ground problems with thousands of ground clauses. As noted in Section 2, such input sizes typically pose no problems to the ground solver. The average ground problem sizes are however typically below 1000, because of the overlaps and limited number of options during the random grounding.

4 The GNN2RNN Instantiation Architecture

Mathematical problems have often many symmetries, making them challenging for naive use of off-the-shelf sequence-based learning methods. Our clausal problems are invariant under reordering of clauses and literals, renaming of variables in each clause, and also under consistent renaming of symbols in a problem. To address that, we base our architecture on a graph neural network (GNN) with such properties proposed by [Olšák, Kaliszyk, and Urban 2020] and used so far in several ATP tasks [Jakubův et al. 2020; Chvalovsky et al. 2021] to classify existing objects. In this work, we reimplement the GNN in PyTorch [Paszke et al. 2019], and add to it a novel anonymous, signature-bound recurrent neural network (RNN) that allows us to also generate new objects (clause instantiations). To our knowledge, this is the first ML architecture combining such strong invariant and nameless problem encoding with the need for non-anonymous symbolic decoding (synthesis).

We first give a high-level view of how the network predicts the instantiations. The prediction is decomposed into levels, where each level deepens the predicted terms. The idea is depicted in Figure 1. In each level, the network predicts a single function symbol for each variable of a given clause \( C \). Then, a new instance \( C_1 \) of \( C \) is created by replacing the variables with the proposed function symbols and fresh variables as their arguments. This whole process is iterated. This means that the network never explicitly sees that the terms are being deepened because it predicts one deepening step at a time.

Besides the increasing depth, the network also needs to be able to deal with an arbitrary number of variables in each clause. This is handled in an RNN fashion—variables are being predicted in a fixed order and the information about the previous predictions is stored in a hidden state. Overall, we can imagine the network prediction process as a type-writer, where each line corresponds to deepening a level and columns correspond to predicted symbols. This is illustrated by Figure 2. Note that each line may have different length—the length of the line increases or decreases depending on the arity of the predicted symbols. In particular, if all predicted symbols are constants (symbols of arity 0), the line is empty and the process stops. While the example discussed in Figure 2 is a valid example, in practice there is more complexity that needs to be dealt with. We are most often required to predict instances for multiple clauses at the same time, as well as in some cases multiple instances for the same clause. However, we do limit the complexity by only running the procedure for 2 iterations, meaning that variables can only get instantiated with terms of depth 2 or less.

The following text details the neural network architecture.

Graph Neural Network: The specific GNN architecture we use is specifically constructed to be invariant to symbol names, as it treats the input clauses in a fully anonymous manner [Olšák, Kaliszyk, and Urban 2020]. In addition, the network has a notion of negation. The specific structure of classified first-order logic problems is taken into account, with clause nodes being able to communicate with literals, terms being able to communicate with their subterms, and all symbols being able to directly communicate with all terms they are in. The graph neural network is invariant to clause order permutation and literal permutation. For our purposes here, it is enough that after several message passing rounds, the GNN outputs vector representations for the three types of nodes in the graph: the term nodes \( T \), the symbol nodes \( S \) and the clause nodes \( C \).

RNN Function Symbol Prediction: We modify the original GNN architecture to allow the network to produce instantiations for each clause by using a recurrent neural network (RNN) after running the GNN. The setup is as follows. We predict an output vector using the RNN by taking for every clause the representation of the first variable that occurs (in de Bruijn order) from the set \( T \), a special symbol prompt vector and an initialization vector.

This RNN output vector is processed by another layer to give symbol request vector and we compute the dot product between this request vector and the representations of each function symbol in the signature. We then apply the softmax function to get a probability distribution over the function symbols for that variable (Figure 3). During training, we maximize the probability of choosing the symbol used in the known proof. During evaluation (Sections 5), we can either (i) decode greedily, choosing the maximum probability symbol, (ii) sample symbols according to the distribution defined by the model, or (iii) use a beam search procedure to find the most likely sequences. In this work, we always use the sampling method (ii). We then continue with the next step of the procedure (see Appendix, Figure 4), where the RNN gets its own output from the previous step, the chosen symbols, as well as the representation of the second variable, etc.

This procedure preserves the anonymity of the entire setup: the system is invariant to naming. In the end, we obtain a mapping of variables to symbols for each clause. In addition, the network can choose a special symbol when shown
Figure 3: RNN architecture, shown predicting a symbol for Variable A, the first variable in a clause. A special, trainable symbol prompt vector is used to mark a step where the RNN must predict a symbol for the queried variable.

the first variable, which indicates that the clause should not be instantiated. This means the RNN predictor is simultane-ously performing a premise-selection-like task, while continuing to an instantiation task when the clause is selected.

Conditional Prediction: To create symbol predictions that are conditioned on the symbols that were already chosen for other variables in the current clause, we create the setup as shown in Figure 4. There, we schematically show the network in the process of predicting a symbol for the second variable (B) in a clause. First, the network get as its input an initialization vector, a variable representation vector and the representation vector of the symbol that was already chosen ($esk1_0$) for that variable (A). The RNN then produces an output vector that should encode all the information about these prior decisions that is necessary to predict the next symbol. In the second step, the RNN processes this output vector, a vector representation of the second variable and a special symbol prompt vector that indicates that the loading of previous decisions has ended and that we are currently expecting a new symbol prediction. The RNN then produces a new output vector, which we process as a symbol request using the symbol request layer. The resulting vector is compared via a dot product with the vector representation of all the function symbols in the signature, giving a single float number for each comparison. This list of floats is converted into a probability distribution using the softmax function.

5 Experiments

5.1 Datasets: Full and M2K Subset

While we have 113332 problems in the full dataset, a smaller subset was selected to allow quicker iteration of experiments. The problems selected correspond to 2003 Mizar theorems known as the M2K subset, which is a subset of related Mizar articles (Kaliszyk et al. 2018). Since we typically have multiple premise selections proving the same Mizar theorem, 4817 problems constitute the dataset which we will refer to as our M2K Dataset. For the machine learning experiments, the Mizar theorems were split into 90% training and development data and 10% testing data. 5% of the training and development data was used as the development set and 95% as training data. Note that our split keeps problems which are versions of the same theorem in the same section of the split, so that data leakage between minor variations of the same proof idea is prevented. Also, the fact that a problem is assigned to the training set does not imply we already have a proof: the split is done independently of the availability of a solution. This means that each of these sets is a mixture of problems that already have the proof and problems that do not have one.

5.2 Hardware

All experiments were run either on a DGX machine with 8 NVIDIA Tesla V100 GPUs with 32GB memory, 512GB RAM and 80 cores of Intel(R) Xeon(R) CPU E5-2698 v4 @ 2.20GHz type (looping experiments) or on another machine with 4 NVIDIA GTX 1080 GPUs with 12GB memory, 692GB RAM and 72 cores of Intel(R) Xeon(R) Gold 6140 CPU @ 2.30GHz type (only training).

5.3 Random Instantiation

In Figure 5, we show the cumulative amount of training M2K problems solved by 100 runs of the random instantiation process (Section 5.1) with the 25-5 sampling setting. New problems are solved, but after a while, the process plateaus at just above 600 M2K training set problems solved. Note that the random instantiation process only tries constants in the second pass (Section 5.1), thus grounding all clauses. The neural network must instead learn by itself to ignore the non-constants when it needs to ground a term.

5.4 Training Procedure

Here, we give more details about the training of the neural network and the setup used. The initial training data were the cumulative proofs obtained by 9 runs of the random instantiation process (Section 5.1) with the 25-5 sampling setting. If multiple proofs were found for a problem, one of those proofs was chosen randomly. If a given proof needed two levels of instantiation, the proof is split into 2 training examples $E_1$, $E_2$. The input part of $E_1$ is the original CNF problem, while for $E_2$ it is the CNF problem with the right head symbols (and corresponding fresh variables) filled in for the proof-related clauses. For $E_1$, the label part corresponds to the head symbols in the input of $E_2$, while the labels for $E_2$ are the constants that ground the terms.

Label Construction: We concatenate all the proof instantiations for a clause into a single sequence. The RNN component was trained to predict this concatenated sequence of instantiations so that the model can capture the conditional dependence between multiple instantiations of one clause. To make it possible for the model to stop instantiating a
Figure 4: RNN architecture, shown in the process of predicting a symbol for the second variable B in a clause. $esk_1$ and $esk_2$ are two symbol node representations (for skolem constants). Here $esk_1$ was chosen for Variable A. Before using the symbol prompt vector, the prefix of currently assigned symbols is shown to the RNN and the RNN can predict a symbol for variable B conditioned on the choice made for A.

Figure 5: Cumulative M2k solutions by random instantiation limited to the training set.

For a clause, a special *stop* vector is added in addition to the actual symbol vectors when comparing with the symbol request vectors. The label corresponding to the *stop* vector was added to the end of each label sequence. For clauses where no instantiation is part of the proof, the label sequence consists only of the *stop* label.

**Instance Shuffling:** While we choose to handle multiple instances for a clause sequentially with an RNN, there is no ordering on these instances for a given clause. Therefore, during training, we randomize the order in which the different label sequences corresponding to different instances are concatenated. In principle, the same holds for the ordering on the variables, but this ordering is not randomized in the current setup. The variable order is defined by the order they appear in the clause.

**Loss Balancing:** The number of choice points, and thus the number of contributions to the total loss when naively added, is not the same for each training example. Some training examples require as many as 100 symbols to be chosen, while others need less than 10. Therefore, we normalize the loss contribution coming from each training example in the batch by the amount of choice points (i.e. the total length of all the concatenated label sequences for all clauses with variables in the training example). We then minimize the sum of these averages. The loss now corresponds more to our use-case: for example it is more important to get all 3 instances for a small problem, than it is to get 3 out of 80 instances for another bigger problem.

**Hyperparameter Settings:** The GNN was used with node and layer dimensions, for all sets of nodes, set to 64. The network uses 10 message passing steps, with different layer parameters at each step. The RNN consists of a linear neural network layer with 3*64 inputs and 64 output dimensions followed by a rectified linear unit activation function, followed by a linear layer of input size 64 and output size of 64. To optimize the parameters of the network, the ADAM algorithm was used with learning rate 0.0001, minimizing the cross entropy between the symbols used in the known proofs and the predicted symbols. The maximum number of RNN iterations per input clause (which limits the total number of symbols chosen per clause) was set to 12. When auto-regressively sampling, we used a temperature parameter of 2. This value was determined by a small search on the validation set (the values 1, 2, 3, 5 and 8 were tried).

**5.5 Training Curves**

In Figure 6, the training and validation loss curves are shown for a model training on the proofs found by random instantiator on the full training set. After 40 epochs, the improvement of the validation loss slows down. In Figure 7, we show the median accuracy. We calculate whether the highest softmax output corresponds with the labels, and calculate the accuracy for each problem. We then take the median, as an indication of how well we make the right decisions. There, again 40 epochs are enough for most of the improvement.

For the experiments in Section 5.6, we use checkpoint 79 because it is the earliest model with the highest median validation accuracy seen. In the M2K experiments, such as in Section 5.7, we use the 56th checkpoint, for the same reason.

**5.6 Evaluation of instance coverage per level**

While the validation accuracy seen in Figure 7 is promising, the shown setting does not fully reflect how the model is used for the real instantiation task. There, the accuracy is computed while the input and the previous choices are always fully correct (i.e. according to the labels). However, in the practical setting, the model can only run autoregressively
on its own output. For this setting, data is shown in Table 1. There we see the fraction of label instances covered as a function of the number of samples taken per clause (more simply, the accuracy). The accuracy values corresponding to certain quantiles $q$ are shown. For example, a 0.67 score for $q = 0.1$ means that for the worst 10% of problems, at least 33% of the required instances are still missing. While the median ($q = 0.5$) and the 90th quantile indicate that with 25 samples, most instances are covered, the $q = 0.1$ data show that there is a significant portion of problems for which instances are missing. From this point, we always use 25 samples on $\text{level}_0$ and 5 samples on $\text{level}_1$.

5.7 Self-Improving Loop (M2K Dataset)

While the previous section indicates that the model has learned to recreate the right instances for many proofs on unseen data, in order to be truly useful, the system needs to be able to generate new proofs, and then learn from these new proofs, in a self-improving loop. To test the setup for this capability, we do a looping experiment. The model is trained until the validation accuracy stops improving on the seed data generated by the random instantiator, then we predict on problems from the training set, including those where the random instantiator could not find a proof. We then keep all the proofs, and train again including the new proofs.

Because one full loop iteration can take time, we first test this setup on the M2K subset. There are 4163 problems derived from the M2K theorems assigned to the training set. Of these, the random instantiator solved 421 total in 9 runs. This is used to train a model (see Section 5.4). After this initial training, we start the self-improvement loop. In each iteration, 1000 problems are attempted and 1000 random previous proofs are trained on (but the model parameters are kept between iteration). Every 10 iterations, we also run the proof attempts on the test set.

Starting with 421 initial problems, after 590 loop iterations, there are 1006 problems from the training set that we have a proof for (see Figure 8). However, the discovery of new proofs stagnates after around 400 iterations. We concluded that restarting the training with a fresh model might bring more new proofs, as by this point the training solutions had been seen many times, which could lead to an overfit model. As seen in Figure 8, this restarts the process and the system finds 149 more proofs, for a total of 1155.

In Figures 9 and 10, the train and test performance of the system are shown. The system learns how to reprove around 22% of training problems, which corresponds roughly to the ratio between 1155 and 4163. On the test set, the system can prove 14.5%, which is more than double the performance of 1 run of the random instantiator with the same sampling set.
Table 1: Coverage of the instantiations needed for the proof, on problems from the validation set that the random instantiator found a proof for. The accuracy corresponding the quantiles 0.1, 0.5 and 0.9 are given. Note that even if the instantiations of the proof in our validation set for a given problem are not covered, the predicted instances might constitute a different proof.

| Number of samples per clause | 1   | 2   | 3   | 5   | 7   | 10  | 15  | 20  | 25  |
|-------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $level_0$ - q=0.1             | 0.08| 0.23| 0.30| 0.40| 0.50| 0.63| 0.67| 0.67|     |
| $level_0$ - q=0.5             | 0.50| 0.67| 0.75| 0.83| 0.86| 1.00| 1.00| 1.00|     |
| $level_0$ - q=0.09            | 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00|     |
| $level_1$ - q=0.1             | 0.00| 0.00| 0.00| 0.21| 0.42| 0.50| 0.50| 0.67| 0.82|
| $level_1$ - q=0.05            | 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00|     |
| $level_1$ - q=0.9             | 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00| 1.00|

6.8 Self-Improving Loop (Full Dataset)

As the self-improvement loop was successful on the M2K dataset, the experiment was repeated for the larger, full dataset. All settings are the same, except there are 10.000 proof attempts and 10.000 training samples each iteration. While fewer iterations were possible due to the increased computational requirements, there was still observable improvement. The number of training problems for which a proof was known increased from 6592 to 10543 in 42 rounds of 10.000 attempts. As the full training set is 96532 problems, this corresponds to fewer than 5 full sweeps of the data. The random instantiator reached 9923 problems in 100 run over the full training set. We conclude that the system finds more proofs, faster than the random instantiator. As for the test set solving performance, this improved to 10.59%, while 1 run of the random baseline proved 3.3%.

6 Related Work

In addition to the recent general work on synthesis of logical data mentioned in Section 1, there is recent work on choosing instantiations in automated reasoning. Several examples are found in the SMT community, where gradient boosted tree algorithms were used to filter possible terms (Blanchette et al., 2019) and to rank them for the SMT solving procedure (Janota, Piepenbrock, and Piotrowski, 2022). These approaches however are working within the solving loop of an existing SMT solver, whereas we are synthesizing instances outside of the SMT procedure.

There is also work on synthesizing loop invariants, which is similar in spirit to what is attempted in this work (Si et al., 2018). A difference to their approach is that we are synthesizing many objects (instances of each clauses) simultaneously, whereas loop invariant synthesis is more concerned with a single object. Also, the specific grammar of loop invariants used is limited, whereas we jointly learn synthesis over arbitrary function signatures, within a single signature-invariant system.

7 Conclusion & Future Work

We have shown that a fully neural instantiation mechanism for many clauses at the same time is feasible. Starting from data generated by randomly instantiating variables in problems from a real-world mathematics dataset, the machine learning component can learn how to instantiate and improve convincingly better than the random component.

The combination of a neural instantiator with a strong ground solver with a congruence closure mechanism combines two techniques according to their respective strengths: the global heuristics that the graph neural networks can learn for instantiating the first-order variables are combined with the fast and optimized reasoning components of SAT-based solvers to propagate the consequences of the instantiations.

Currently, a limitation is the growth of memory and time consumption as a function of inaccurate instantiations. The extra clauses generated slow down the process, so that running the process in an iterative manner is costly. Therefore, a premise selection mechanism could be included in between the instantiation phases in the future. Instantiations that are useless are nevertheless generated by sampling from the predictor’s distribution. Much deeper proof terms could be generated if these could be efficiently pruned.
