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Abstract—The goal of transfer learning (TL) is providing a framework for exploiting acquired knowledge from source to target data. Transfer learning approaches compared to traditional machine learning approaches are capable of modeling better data patterns from the current domain. However, vanilla TL needs performance improvements by using computational intelligence-based TL. This paper studies computational intelligence-based transfer learning techniques and categorizes them into neural network-based, evolutionary algorithm-based, swarm intelligence-based and fuzzy logic-based transfer learning.
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I. INTRODUCTION

Traditional machine learning approaches have been widely applied in different domains, and they reached state-of-the-art results in many problems. However, the common assumption of machine learning approaches to transfer learning is that the source and target data have the same feature space or data distribution. Consequently, the model cannot perform well by changing the feature space or distribution of test data from the train data. Hence, the model must be retrained and rebuilt if the feature space changes, which is time consuming and expensive. In real-world problems, labeled data in many situations are not enough and also labeling new data can be impossible or expensive. Hence, transferring knowledge from one domain to another would be ideal for the industry.

In transfer learning knowledge from a source domain to a target domain will be transferred. Traditional Machine Learning (ML) approaches predictions are based on previously trained data on the same domain. But, transfer learning is able to have different domains in source and target data. The idea of transfer learning is inspired by the human brain which allows applying previously obtained knowledge as a solution for a new but similar problem.

Researches in area of TL first proposed in 1995 with different names, including: learn to learn, meta learning, knowledge transfer, multi-task learning. Transfer learning will be discussed in more detail in the following section.

The rest of the paper is structured as follows: Section II discusses transfer learning including its formal definition. Section III studies the usage of computational intelligence in transfer learning. Each topic of computational intelligence, including neural networks, evolutionary algorithms, swarm intelligence algorithms, and fuzzy logic, will be briefly reviewed in section III, followed by the conclusion of the paper in section IV. This study is among one of the first studies which have reviewed transfer learning using computational intelligence.

II. TRANSFER LEARNING

Traditional machine learning approaches have been applied in different applications with state-of-the-art predictions. However, there are some limitations in some real-world applications. For example, in an ideal supervised learning scenario, a learning model requires a huge amount of labeled training data be collected which is time-consuming or even not possible. To solve such an issue, semi-supervised learning techniques were employed to help decrease the need of large-scale labeled data by just requiring few labeled data for a large-scale unlabeled data. In this scenario, it is sometimes impossible to collect large-scale unlabeled data, resulting in unsatisfactory results. Transfer learning can remove the requirement of huge amount of data by satisfying the hypothesis of data being independent and identically distributed with test set.

Before defining the transfer learning a domain and a task should be determined. According to [1], a feature space $X$ of domain $D$ and marginal distribution $P(X)$ where $D = \{X, P(X)\}$. In this definition $X$ is an instance set defined as $X = \{x_i \mid x_i \in X, i = 1, ..., n\}$. A task $T$ consists of a label space $y$ and a decision function $f$, and is defined as $T = \{y, f\}$. The decision function $f$ learns from the sample data. A domain can be described by a couple of instances with or without a label [1]. Target domain is assumed to have some unlabeled instances and limited labeled instances. Transfer learning can be defined by a given observations related to $m^t \in \mathbb{N}^+$ in source domains $S_i$’s, and tasks $\{D_{S_i}, T_{S_i} \mid i = 1, ..., m^s\}$ and some observations where $m^T \in \mathbb{N}^+$ target domains $T_j$’s and tasks $\{D_{T_j}, T_{T_j} \mid j = 1, ..., m^T\}$.

The goal of transfer learning knowledge transfer across domains and can be a promising solution for the abovementioned problem. Learning to transfer can be
concluded from experience generalization. Hence, a connection across learning activities of source and target domain is required. Transfer learning regarding consistency between source and target feature space and labels can be categorized into homogenous and heterogeneous transfer learning [2] (figure 1).

In homogenous transfer learning the assumption is they only differ in marginal distributions \(X^s = X^T\) and \(y^s = y^T\), while in heterogeneous transfer learning the assumption will be in the situation which domains have different feature spaces \(X^s \neq X^T\) or\(y^s \neq y^T\). Most homogenous transfer learning strategies can be categorized into either marginal distribution difference correction, conditional distribution difference correction or marginal and conditional distribution difference correction in source domain. Homogeneous TL can be used to propose a predictive model for the target domain where the same feature space with the source domain exists.

On the other hand, in heterogeneous transfer learning approaches it assumes source and target domain have similar distributions and the main focus is on alignment of source and target domain input spaces. Heterogeneous TL is still brand new topic. It can be used to unify or align the feature spaces or domains. In most current studies, it is assumed that source and target domain instances are from the same domain space.

A. Statistical meta-algorithms in transfer learning
One of the primary deep transfer learning (DTL) algorithms is TrAdaBoost [13] which selects those instances of the source domain that are similar to the target domain through re-weighted instances. In TrAdaBoost algorithm, a weak classifier on each iteration is constructed with the help of weighted instance data from the last iteration. In the next step, they increase the importance of misclassified instances in target domain and lowered the importance of misclassified instances in the source domain. TrAdaBoost on regression tasks cannot be well performed because the instances in the source domain can overcome the learning process.

TaskTrAdaBoost and MsTrAdaBoost are improved versions of TrAdaBoost [7]. Instead of single source knowledge transfer which will results in vulnerability to negative transfer, it imports knowledge from multiple sources to improve the chance of finding the closest source related to the target domain in both algorithms. MsTrAdaBoost is a multi-source TrAdaBoost, which extended TrAdaBoost by applying a transfer boosting algorithm to multiple source domains. The TaskTrAdaBoost also applies AdaBoost to each source domain to find candidate weak classifiers of them. The final selected classifier will minimize the target classification error. Then, at the next step, AdaBoost is applied to the labeled target data to adjust weights according to computed error. In [7], the authors applied an inductive TL and a popular boosting-based solution for object category recognition which reduces the negative knowledge transfer from multiple sources by promoting rapid retraining over the new target. The proposed model first exploits a traditional ML for extracting parameters that form the models of source task classifiers and sum up the knowledge from multiple sources. Then a parameter based approach boosts the target classifier. Both TaskTrAdaBoost and MsTrAdaBoost

III. COMPUTATIONAL INTELLIGENCE IN TRANSFER LEARNING
Computational intelligence studies adaptive mechanisms to provide intelligent behavior in a complex environment using the computational models, including Artificial neural network (ANN) which is inspired by biological neural systems, fuzzy system (FS) which is inspired by the approximate human reasoning in the uncertain environment, evolutionary computation (EC) which inspired by natural evolution, swarm intelligence (SI) which inspired by the social behavior of living organisms which live in swarms or colonies, artificial immune systems (AIS) which is inspired by the human immune system, and probabilistic techniques [12]. Although machine learning approaches got considerable attention for transfer learning, few researchers focused on TR using evolutionary algorithms. In this section, we will discuss various computational intelligence models applied in transfer learning.
showed similar performance. Similar to MsTrAdaBoost, MsTL-MvAdaBoost is another instance-based DTL algorithms proposed by [14] that combines the concept of multi-source transfer learning and multi-view AdaBoost. However, this work does not use labeled data from several source tasks to improve learning of a single target task. Instead, this framework tries to automatically detect which parts of sample data are more specific for the source domain and which parts are more common across both domains. However, the proposed work has only been evaluated in a binary-class classification problem.

In the feature-based TL, most feature-based domain adaptation approaches tries to add adaptive modules in order to reduce distribution distance between source and target domains. Hence, an important challenge in domain adaptation is better understanding and proper using of distribution distance between domains. An early work by Pan et al. [5] proposed a shared latent space learning which minimizes the distribution distance between domains named maximum mean discrepancy embedding (MMDE). However, this method was not generalizable. As a result, authors proposed another algorithm named TCA.

A well-known feature-based DTL algorithm named transfer component analysis (TCA) proposed by Pan et al. [6]. This algorithm seeks to find a shared latent space for source and target distributions. TCA learns transfer components between domains in a Reproducing Kernel Hilbert Space (RKHS) using Maximum Mean Discrepancy (MMD) to train classifiers in the source domain to be used in the target domain. MMD loss computes the norm of the difference between two domain means. It minimizes the source and target feature distribution differences. It has been widely exploited and extended in traditional transfer learning. When the target domain is unlabeled, feature learning should minimize the feature distribution distance between domains. Hence, they proposed a semi-supervised TCA (SSTCA) to transform the learning kernel matrix problem to a low-rank matrix. In TCA, the sample mean distance is measured in a lower-dimensional space which lacks the proper domain-specific features. Instead, the distance between distributions with MMD was measured and mapped to the high-dimensional RKHS in Baktashmotlagh’s model [15]. The results compared to TCA shows superior performance.

In [16], Long et al. proposed another extension of MMD to measure the discrepancy of joint distributions, by using Hilbert space embeddings which is named Joint Maximum Mean Discrepancy (JMMD) and it improved their previous study [17]. JMMD applies non-uniform weights to better reflect the impact of variables in other layers and capture the interactions of them in the joint distributions.

### B. Transfer learning using neural networks

The goal of neural networks is to solve complex nonlinear problems using human brain-inspired neural systems. Neural networks proved superior results in many real-world applications rather than statistical methods. Neural network-based TL algorithms have been recently widely studied. Deep neural networks are capable of learning transferable features for domain adaptation generalization. However, it is necessary to reduce dataset bias for better transferability in task-specific layers.

Unlike previous studies which used MMD with a focus on domain adaptation learning, Tzeng et al. in [18] studied transferring deep neural network representations between the source and target dataset with the help of optimizing the difference between source and target feature distributions. Similarly, Long et al. studied learning transferable features using a deep adaptation network with MMD for better generalizing to new tasks. In this approach they embedded task-specific layers into RKHS to better match the mean embeddings of domain distributions [19]. Multiple kernel variant MMD which is an improved version of MMD, is applied in deep adaptation network (DAN) architecture to generalize deep convolutional networks to adaptation scenarios. In this DAN, all hidden representations of different layers are embedded in a kernel Hilbert space to match domain distributions.

In [17], Long et al improved their model of [19], with jointly learning adaptive classifiers and transferable features from labeled source data to unlabeled target data. They used several layers to learn the residual function explicitly. Then the features are fused with the tensor product to perform lossless multi-layer feature fusion and embedded into RKHS to match the distributions for feature adaptation. The feature adaptation is performed by reducing MMD across domains. The proposed residual transfer network (RTN) can learn transferable features and adaptive classifiers jointly. The classifier adaptation is applied through connecting layers into deep networks to better learn residual function. The model assumes that source and target classifiers have a small residual function difference. The features of layers are combined with tensor product and embed them into kernel Hilbert spaces for feature adaptations. However, this approach does not consider the relationships between target samples and decision boundaries.

Beside MMD and its extensions, an adversarial loss is also used to minimize domain shifts. They learn a representation that can discriminate the source labels but not differentiate the domains. Adversarial learning methods are capable of improving recognition even with domain shift or dataset bias. In [20], Luo et al. proposed a framework to learn transferable representation across different domains and tasks efficiently. They used domain adversarial loss and a metric learning-based approach for the domain shift problem. In this approach, the assumption is data source is labeled and the target source is sparsely labeled or unlabeled.

A deep adversarial neural network (DANN) was proposed by [21] based on low-dimensional features shared between domains. The proposed domain classifier is inspired from generative adversarial network (GAN) to better learn transferable features adversarial. The discriminator in GANs is capable of determining if the instance is from the real data distribution or from the generated data by discriminating the real and fake distribution. In this work, the feature representation learner tries to learn indiscernible features from source and target domain. In the final stage a label classifier predicts the labels with the learned domain-invariant features.
Although the results are impressive, but it still lacks strong discriminative ability. Hence, domain-adversarial residual transfer (DART) learning model have been proposed which handles cross-domain image classification tasks [22]. This model introduced a perturbation function between the classifiers. They used ResNet as their source label classifier to learn perturbation function. This work focused on optimizing the joint distribution discrepancy of both image and labels rather than optimizing the discrepancy on marginal distributions in the adversarial learning scheme. The learning domain-invariant features of DART is through adversarial training.

A flexible generative adversarial domain adaptation network (G-DAN) with specific latent variables is proposed by [23]. The proposed model captures changes in the feature generation process between domains. G-DAN is also capable of generating data in new domains by setting new values for the latent variables. The model matches the feature distribution in the target domain to recover its joint distribution. They also introduced causal G-DAN (CG-DAN) which breaks down the joint distribution into different models to learn low-dimensional latent variables separately which can improve translation efficiency of the model.

Yoon et. al. [24] proposed multiple GAN architectures to learn transfer one dataset to another with the aim of enlarging the target dataset for learning better predictive models. This approach which is named RadialGAN addressed the feature mismatch and distribution mismatch by mapping all samples into the same latent space.

In [16], Tzeng, et.al. proposed adding a single fully connected layer to predict the domain label of inputs and proposed a domain confusion loss to lead the prediction to be close to a uniform distribution over binary label. Authors improved this work in [25] by proposing a novel generalized framework for adversarial adaptation by combining discriminative domain modeling, untied weight sharing, and a GAN loss. The proposed feature-based method is an unsupervised domain adaptation approach by mapping the target to the source feature space. This combined method is called Adversarial discriminative domain adaptation (ADDA), which is simpler than previous domain adversarial methods.

C. Transfer learning using evolutionary algorithms

Recently, a significant progress in prediction-based approaches enabled the integration of evolutionary algorithm (EA) and machine learning. Machine learning can derive a prediction model and the EA sustains the required performance with the environment changes over time. Evolutionary algorithms have been used in various ways.

To shift the initial population distribution of the target task to an optimized solution obtained from source tasks through genetic algorithm can be seen in [26] by Koçer, et.al. They proposed a transfer learning scheme for genetic algorithms. In this work, the knowledge from a multi-source problem is transferred to one target problem by copying some individuals of each generation into a pool. Then the available candidates were applied to replace some of the previously randomly generated individuals in the target domain. They aimed to produce a translation function using transfer learning to allow functions with differing values learned to be mapped from source to target tasks [27]. The results show that a transfer of inter-task mappings reduces the required learning time in a more complex task.

Another application of evolutionary algorithms in TL is in dynamic multi-objective optimization problems (DMOPs), which consist of multiple objective, constraint, and parameter that can change over time. The integration of TL approaches into an EA can improve the robustness and performance for designing more accurate dynamic multi-objective evolutionary algorithms. TL can reuse obtained knowledge from past experiences to improve the currently available solutions, which are computationally expensive. A memory-driven manifold TL-based evolutionary algorithm (MMTL-DMOEA/D) that combines memory mechanisms to maintain the best individuals from the past for optimal individual prediction and the manifold transfer learning feature to find the best solutions have been proposed in [28] by Jung, et.al. The proposed algorithm seeks for the best solution as initial population of the next generation.

Results show the capability of better solutions with faster performance.

A solution for non-independent and identically distributed data in a dynamic environment is proposed by Jung [29]. The proposed TL-based dynamic multi-objective evolutionary algorithm (TrMOEA/D) system integrated TL and population-based evolutionary algorithms as a solution for DMOPs. This system reuses the past historical population after every change and generates an effective initial population pool by using past experiences to accelerate the evolutionary process. For this purpose, they adapted a TCA to construct a prediction model to gain knowledge of finding Pareto optimal solutions to generate an initial population pool for the optimization function of the next round. The proposed approach was applied in NSGA-II, MOPSO, and RM-MEDA evolutionary algorithms and experimented with twelve benchmark functions, showing impressive results.

To optimize the clustering accuracy by changing network structure and minimizing two successive clustering differences among two results in dynamic communities, Zou, et.al. proposed a feature transfer-based multi-objective optimization genetic algorithm (TMOGA) in [30]. This work extracts features from past community structures that are stable and also integrates this feature information into the current optimization process. They proposed feature transfer to solve the dynamic network problem. For feature transfer, they used a multi-objective evolutionary algorithm. The results show improvement in dynamic network community detection algorithms.

Despite successful applications of EAs in multi-objective problems, in majority of them all objectives can be evaluated at the same time. A surrogate assisted evolutionary algorithm (SAEA) combined with a parameter-based transfer learning is proposed by Wang [7] to transfer knowledge acquired by using common decision variables by adapting surrogate-assisted evolutionary algorithms to better deal with latencies. This
approach applies a filter-based feature selection algorithm to better extract pivotal features of each objective. The proposed algorithm shows improvements compared to bi-objective optimization problems.

Another usage of evolutionary algorithms is in parameter selection in neural networks for transfer learning. PathNet in [8] is a parameter reuse neural network algorithm. It utilized neural networks with embedded agents to support transfer, continual, and multitask learning by determining which part of the neural network be reused for the new task. Agents are viewed through the network which seeks to find the subset of parameters used by forward and backward passes in the backpropagation algorithm. A tournament selection genetic algorithm (TSA) selects views (pathways) through the neural network for mutation. The proposed algorithm by Srivastava in [25] can be considered a form of evolutionary dropout in which dropout samples are evolved instead of randomly dropping out units. However, the proposed algorithm doesn’t support more general networks.

Although PathNet chooses pre-trained modules in a modular neural network automatically, it still needs modular neural network as its pre-trained network. To make it more generalized by considering layers of a neural network as a modular network, Imai, et. al. in [31] proposed stepwise PathNet. In this model, a fixed-parameter or an adjustable-parameter layer is selected and TSA constructs the same architecture of the pre-trained neural networks [31]. However, these classifiers are also only trained all over the training process rather than the entire network.

The layer selection approach for TL of CNNs is still challenging. Using a genetic algorithm as a solution for layer selection has been proposed by Nagae, et.al. [32]. They proposed an efficient layer selection approach in which a genotype with high validation accuracy can be selected during genotype selection. A genotype represents which weights of layers are fixed or updated or fixed in TL. The experiments in the InceptionV3 network demonstrate more than 10% improvements compared to conventional methods for each selection method. In [33], de Lima Mendes, et.al. designed support vector regression predictor along with a multi-objective evolutionary algorithm based on decomposition (MOEA/D) for a dynamic multi-objective optimization problem. They used decomposition to convert the Pareto-optimal sets captured in successive environments into time series solutions. This algorithm selects trainable layers of InceptionV3 CNN for a classifier of Pneumonia images.

Instance weighting is a generic setting of statistical bias correction technique capable of sample correction. A new instance weighting framework for genetic programming-based symbolic regression is proposed by Chen, et.al. [34] to improve the cross-domain generalization ability. They applied differential evolution to find the optimal weights during genetic programming evolutionary process. It helps the model learn more important source domain features and ignores less useful source features. Compared with the three benchmark methods, the proposed method shows superior generalization performance on target sets. Despite its promising results in transfer learning genetic programming (TLGP), increasing ratio between the number of source and target domain instances will significantly increase, the computation cost of the proposed algorithm. To solve this issue, they proposed a new instance weighting framework in [35] by utilizing the density ratio estimation for transfer learning in GPSR to solve the limitations of the previous work. Thus, it shrinks the search space and provides better initial points for searching the optimal weights for source domain instances. Although the results were promising, one of the main aspects not considered is the distribution differences across source and target domains. Hence, it cannot be generalized in the scenarios that the source and target domain are very dissimilar.

In [36], Figueiredo et al. proposed GROOT, a framework that uses GA-based solutions to find the best mapping solution across the source and target domain. It works based on a set of relational dependency trees created from the source data to build for the target data. The results outperform baseline models on benchmark datasets.

The experiments of the relationships between genetic transfer and population diversification is studied by Gupta, et.al. [9]. This work, proposed transfer learning in multi-tasking optimization (MTO), which deals with multiple optimization tasks with various decision variables. Evolutionary multi-tasking as a novel model that enables similarities between distinct optimization tasks has been recently studied in [9]. Their multi-factorial evolutionary algorithm (MFEA) proposed in [10] exploits relationships between optimization tasks via multi-tasking through a cross-domain optimization platform. Although multitasking MFEA results in rapid streamlining of search towards feasible solutions in case of latent synergy existence, multi-tasking performance was the same as a single-tasking approach for the case of task clones.

To further improve MFEA, a two-level transfer learning (TLTL) algorithm has been proposed by Ma et al. [37] and inter-task transfer learning via chromosome crossover and elite individual learning is implemented in [34]. The intra-task of TL is based on information decision variables transfer for an across-dimension optimization. This solution shows outstanding results in global search and a fast convergence rate in TL. However, this method is similar to previous work that uses a prespecified scalar parameter \( r_{mp} \) to organize the intensity of knowledge transfer. As a result, finding an optimal \( r_{mp} \) without prior knowledge about the similarities between tasks to increase the efficiency of genetic algorithm is difficult, leading to performance degradation.

A new optimized label transfer approach to transform the observation between domains is proposed by Salaken et al. [38]. Unlike previous works, which used matching distribution between source and target domain, this work used learning domain invariant feature representations. Here, the assumption is both the transformed and the target domains have the same number of instances and observations. This label transfer from source data is performed by implementing a multivariate Gaussian mixture model (GMM). The genetic algorithm in this problem is applied to minimize the cost function and transformation process optimization which is a solution for distribution difference and improves the accuracy. The
assumption of this work is the covariance matrix of the target data is positive and definite; otherwise, it will not work.

Stock markets have dynamic nature which requires agents to collaborate and transfer their best knowledge with each other. For this purpose, Hirchoua et al. applied transfer learning using the genetic algorithm to adapt the agent’s internal strategies and force them to harmonize and transfer their experience with each other [39]. They used a learning method named a multi-agent reinforcement learning algorithm which does self-trades. The proposed model initiates by building an evolutive continuous training environment includes a bench of generations comprising a set of agents, and agents are able to collaborate and transfer knowledge.

A transfer learning-based EA has been proposed by Chugh et al. to match composite face sketch images to digital images [40]. They utilized a TL method in a genetic algorithm for composite sketch matching with digital images by a better learning matcher that increased the recognition performance. TL majorly helps in employing various sketch images accessible to the study matcher. HIM and HOG are the two feature extractors. The results on the IIT-D composite sketch with age variations (CSA) dataset show 34% accuracy for rank 10 of hand-drawn sketches and 5% for rank 1 of computer sketches.

Most evolutionary computation approaches start a search on the new problem of interest from scratch. A methodology to improve the evolutionary search on a new problem from previously solved problems is still challenging.

D. Using swarm intelligence algorithms in transfer learning

Swarm Intelligence has recently attracted interest in various domains. Bonabeau defined swarm intelligence as “The emergent collective intelligence of groups of simple agents” in [41]. In other words, SI is the collective intelligence behaviour of self-organized and decentralized systems as it’s defined by Ab Wahab [42]. SI is composed of two fundamental concepts: self-organization and labour division. Self-organization is the system’s capability to evolve its agents to a suitable form [42]. When SI executes different tasks by individuals to make them capable of working together, it is called division of labour. Various swarm intelligence algorithms have been proposed, such as Particle swarm optimization (PSO), Ant colony optimization (ACO), Artificial bee colony optimization (ABC), Bacteria Foraging optimization (BFO), and others. To the best of our knowledge PSO has been applied to transfer learning. Therefore, we will mainly focus on PSO algorithm and its application in transfer learning in the following.

Many recent feature-based methods tried to propose a novel latent feature space in which projects both source and target domains. However, in most of these works, the dimensionality of latent feature space should be pre-defined. Instead of creating new feature space, feature selection for reducing differences between distributions has recently gotten more attention. Feature selection is not easy in large number of features and search space increases exponentially regarding that. On the other side, selecting an optimal feature subset is also hard and choosing a set of weakly relevant features can cause model performance to be degraded. To better feature selection, a global search method is needed. Most feature-based adaptation approaches make default assumptions about marginal distributions or conditional distributions for model simplicity. However, the ideal feature selection model is the one that considers preserving discriminative information, target variance maximization, marginal and conditional distribution divergence simultaneously, automatic parameter selection, and subspace divergence between source and target domains.

Evolutionary algorithms have been widely studied in feature selection, and they have shown to be a good candidate. Swarm intelligence algorithms are getting more attention according to their simplicity and fewer parameters.

Particle swarm optimization is a swarm intelligence algorithm introduced by Eberhart and Kennedy, inspired by the behaviour of animals to force particles to search for global optimal solutions [43]. The studies in [44] [42] show that PSO has three key alignment factors: the behaviour of moving towards the average direction of local flock mates, separation which is for avoiding the crowded local flock mates, and cohesion which carries the algorithm towards the average position of local flock mates.

The PSO algorithm begins with the particles population initialization. Then, the fitness function, i.e., an objective function, computes the fitness values of those particles. In the subsequent steps, the personal best position of each particle and the global best position over the particles are getting updated, and the positions of the particles get further updated via their velocity updates. These processes iterate until the algorithm finds the global best particle position in the search space, meeting the termination condition.

Current TL models are not capable of minimizing marginal and conditional distribution, maximizing target domain variance, and modeling manifolds using geometric properties of source and target simultaneously. To overcome these drawbacks, PSO has been recently applied to TL. The early work was proposed by Nguyen et al. in 2018 [45]. They proposed a new feature-based TL method utilizing PSO. The new fitness function is applied leading PSO for automatic feature selection from original features and transfer source and target domains to a closer feature space. To keep the discriminative ability of selected features in both domains, the fitness function is designed concerning the k-nearest neighbor (KNN) classification to keep the number of model assumptions minimum and better accuracy. The results show competitive results with the four benchmark algorithms (TCA, STCA, MIDA, and SMIDA).

To increase the knowledge from source domain, the key factor is narrowing down the distribution differences between the source and target domain, as mentioned before. FSUTL-PSO by Sanodiya et al. is a feature selection unsupervised transfer learning based on particle swarm optimization approach with a novel fitness function which integrates all essential goals [46]. It uses the PSO technique for the selection of proper feature subset from source and target. As a result, the evaluations on Office+Caltech and PIE Face datasets compared to other TL and non-TL methods shows superiority.
UDATL-PSO by Sanodiya et al. is an unsupervised discriminant analysis for transfer learning framework that considers all the quality measures simultaneously[47]. They used PSO to select the best values of different parameters in a common framework by using a nature-inspired computing of SI. A new fitness function that alleviate the discrepancy between domains and selecting a proper parameter values automatically with the help of the PSO-based parameter selection algorithm is the novelty of this work. To do this, they used linear discriminant analysis for considering source domain discriminative information, followed by PCA and LDA for increasing the target domain variance depending on the size of labeled data and utilizing a Laplacian regularization on fitness function to manipulate the manifold geometrical attributes of nearest points of source and target domains. Finally, they used maximum mean discrepancy for diminishing marginal distribution between domains. The results in Office+Caltech and PIE Face datasets have been experimented with.

Gomes et al. proposed a parameter selection approach for SVM [48]. For this purpose, they combined meta-learning and search algorithms. They utilized meta-learning as SVM parameter values recommender based on parameter configurations that showed successful results in similar problems stored in Meta-Database (MDB). The returned parameter values by meta-learning are then applied in the initial search points by a search technique for further parameter selection. The results showed the initial solution by solely meta-learning is located in promising search space regions. In the search module, new parameter candidates will be generated iteratively. The combination of meta-learning with PSO and Tabu search algorithm showed it could obtain lower error rates. This work is a mature version of [49] which they just applied PSO as a search algorithm to choose the values of two SVM parameters for regression problems. Although it showed good results it seems using a single objective search technique is not a good candidate for SVM parameter selection because it is a multi-objective optimization problem.

Another similar work for the SVM parameter selection problem using PSO was proposed by Miranda et al. [50]. As mentioned before, the SVM learning process is an inherently multi-objective optimization. Therefore, they proposed a multi-objective PSO to maximize the success rate and minimize the number of support vectors of the model based on well-succeeded parameters adopted in previous similar problems. This work also used MOPSO to find the values of two SVM parameters for classifications.

To improve the limitations of traditional evolutionary algorithms like a genetic algorithm which are mostly used in solution quality and convergence speed, an ant colony optimization (FEACO) has been proposed by [51] to improve the speed and efficiency. In this study, they applied a new pheromone updating rule to the original ant colony optimisation algorithm. Additionally, to solve the colored traveling salesman problem (CTSP), multi-task cooperative learning to cooperate ants to find the best solutions by using pheromone has been applied. In the proposed model, they replace the drift operator of the ITÖ algorithm instead of pheromone updating rule of ant colony optimization. This algorithm is effectively applied on multiple mechanisms like PSO and simulated annealing process and showed its drift operator performs well in finding a good solution. This study also needs to be evaluated under large-scale data.

Ghasemi Darehnaei et al. [52] proposed a swarm intelligence ensemble deep TL (SI-EDTL) for multiple vehicle detection on a UAV dataset to determine the regions into different vehicle types (car, truck, van, and bus). They used three R-CNNs (InceptionV3, ResNet50, and GoogleNet) combined with five transfer classifiers using a weighted averaging aggregation. The hyperparameters of the proposed model are tuned by applying a whale optimization algorithm which has shown to be superior to existing techniques.

E. Transfer learning using fuzzy systems

In many real-world applications, uncertainty is evident and applying fuzzy logic in TL can help us get better performance. In this section, the concept of combining transfer learning and fuzzy logic will be discussed.

Takagi-Sugeno-Kang fuzzy system (TSK-FS) has been widely applied in transfer learning approaches. Deng et al. proposed to use the development of transfer learning TSK FS named the knowledge leverage-based TSK FS (KL-TSK-FS) [53]. In this model, knowledge of the source domain can complete the insufficient data in the target domain. Compared with knowledge leverage-based Mamdani-Larsen fuzzy system (KL-ML-FS) which is a kernel density estimation-based TL[54], KL-TSK-FS has better flexibility because of the steadiness of its transfer learning mechanism. However, the knowledge transfer mechanism of KL-TSK-FS from source to target is not suitable for learning of consequents. Hence, Deng et al. enhanced KL-TSK-FS with two knowledge leverage strategies of learning both antecedent parameters and consequent parameter[55]. The results show better performance compared to previous works. However, the proposed transfer learning mechanism still needs a more adaptive TSK FS modeling like type 2 fuzzy systems.

Unlike previous works which were inductive, Yang et al. applied Takagi-Sugeno-Kang (TSK) fuzzy logic system based on transductive transfer learning [56]. In this model, the TSK fuzzy logic system is often used to prevent the drift distribution of data between the source and target domains. For this purpose, they proposed two objective functions to train a TSK fuzzy logic system. The proposed objective function is applied for regression (TSK-TL-FLS Reg) and binary classification (TSK-TL-FLS BC). The data used for the experiment was EEG signals, a multi-class classification problem. The results show superiority to the classic methods like LDA, SVM, decision tree, fuzzy logic system, and naive Bayes.

The other study of TSK in transfer learning can be seen in [57]. Chen et al. studied ResTL for regression problems where the source and target domains share the same marginal distribution but have different conditional probability distributions. They applied TSK fuzzy system to source model parameters and reused them. However, the TSK by itself couldn’t be constructed by few labeled target data. Hence, they proposed to
reuse the antecedent parameters of the source fuzzy system and the target model obtained with ResTL which is the sum of fuzzy residual and model agnostic (source model). The problem with this approach is that increasing the size of the target data doesn’t improve the results satisfactorily enough. Fuzzy transfer learning (FTL) was developed to deal with uncertainty. However, traditional FTL is unable to resolve multi-source knowledge domain combinations, so it was used for the source domains. A new method by Lu et al. proposed to combine fuzzy rules from multiple domains for regression tasks [57]. The results in homogenous and heterogeneous spaces are impressive. A study focusing on fuzzy regression transfer learning has been proposed by Zuo et al. to address the value of the target for regression estimation [58]. In this model a Takagi-Sugeno regression model is applied to transfer knowledge from source to target domain. The proposed model performed superior to previous regression models.

Shell and Coupland proposed fuzzyTL to address learning tasks that have no prior direct contextual knowledge [59]. Their framework learns target tasks using a fuzzy inference system using limited unlabeled target data and labeled source data. In the framework no or little unlabeled data is available. The framework uses an adaptive online learning methodology to improve FIS transfer among contextually different learning tasks.

IV. CONCLUSION

In this paper we reviewed currently available literatures on how computational intelligence techniques can help transfer learning. Our focus was given to applying four main groups of computational intelligence to TL: the neural network-based TL, evolutionary algorithms-based TL, swarm intelligence algorithms-based TL, and fuzzy logic-based TL. As we studied in this paper, while neural network and deep learning with deep NN have been widely studied in transfer learning, TL applying fuzzy logic, evolutionary algorithms, and swarm intelligence-based techniques are emerging research topic in this area. In many current studies of transfer learning, source and target domain are assumed to be the same. In the future work, it needs to focus on how computational intelligence approaches can be further extended to transfer knowledge between different domains. In addition, it is also considered required to study more details about the computational complexity of CI-based TL models and how to develop a new model whose complexity is reduced and further optimized.
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