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Abstract

Many causal models of interest in epidemiology involve longitudinal exposures, confounders and mediators. However, repeated measurements are not always available or used in practice, leading analysts to overlook the time-varying nature of exposures and work under over-simplified causal models. Our objective is to assess whether - and how - causal effects identified under such misspecified causal models relates to true causal effects of interest. We derive sufficient conditions ensuring that the quantities estimated in practice under over-simplified causal models can be expressed as weighted averages of longitudinal causal effects of interest. Unsurprisingly, these sufficient conditions are very restrictive, and our results state that the quantities estimated in practice should be interpreted with caution in general, as they usually do not relate to any longitudinal causal effect of interest. Our simulations further illustrate that the bias between the quantities estimated in practice and the weighted averages of longitudinal causal effects of interest can be substantial. Overall, our results confirm the need for repeated measurements to conduct proper analyses and/or the development of sensitivity
analyses when they are not available.

**Keywords:** Causal inference, longitudinal model, identifiability, structural causal model.

# 1 Introduction

Etiologic epidemiology is concerned with the study of potential causes of chronic diseases based on observational data. Over the years, it has been successful in the identification of links between several lifestyle exposures and the risk of cancer for example. Remarkable examples are tobacco smoke, alcohol and obesity that are now established risk factors for the development of a number of site-specific cancers (Agudo et al., 2012, Bagnardi et al., 2015, Lauby-Secretan et al., 2016). Moreover, an accumulating body of biomarker measurements and -omics data provide important opportunities for investigating biological mechanisms potentially involved in cancer development. For example, cancer epidemiology is increasingly concerned by the study of the carcinogenic role of inflammation, insulin resistance and sex steroids hormones (Bradbury et al., 2019, Chan et al., 2011, Dossus et al., 2013).

As they are based on observational data, the causal validity of these analyses relies on strong assumptions, which have been formally described in the causal inference literature (Hernan and Robins, 2020, Pearl, 2009a,b, Robins, 1986, Rosenbaum and Rubin, 1983). The very first assumption underlying most causal analyses is that the causal model is correctly specified. Most often, e.g., when studying lifestyle exposures such as tobacco smoke, alcohol and obesity, but also biomarkers, the true causal model involves time-varying risk factors. Valid causal inference under such longitudinal causal models usually requires repeated measurements for the time-varying variables (Daniel et al., 2012, VanderWeele, 2015, VanderWeele and Tchetgen Tchetgen, 2017). However, repeated measurements are still rarely available in large prospective epidemiological studies; exceptions include electronic health records, but their analyses raise other challenges (see Section 5). Issues arising when ignoring the time-dependant nature of the exposures have been described in the literature (Aalen et al., 2016, Maxwell and Cole, 2007, Maxwell et al., 2011). Moreover, general results on the identifiability of causal effects in the presence of unobserved variables can be used to study the identifiability of causal effects of interest when ignoring the time-varying nature of exposures (Huang and Valtorta, 2006, Shpitser and Pearl, 2006, Tian and Pearl, 2007).
However, little is known about the possible relationship between estimates derived under oversimplified longitudinal causal models and causal quantities of interest under the true longitudinal causal model. Filling this gap is the main objective of the present work. Specifically, we derive sufficient conditions that guarantee that the quantity estimated in practice when working under over-simplified causal models is related to longitudinal causal effects of interest. Unsurprisingly, these sufficient conditions are very restrictive, and are met under very simple causal models only. Through numerical examples, we show that the magnitude of the bias between the quantities estimated in practice and longitudinal causal effects of interest can be substantial. Overall, our results raise the need for repeated measurements to conduct proper analyses and/or the development of sensitivity analyses when they are not available.

The rest of the article is organized as follows. The notation and framework considered in this work is introduced in Section 2. In Section 3, we present our main result and discuss its practical implications. Section 4 is devoted to numerical illustrations. Concluding remarks are provided in Section 5. Technical derivations are presented in the Appendix.

2 Notation

2.1 The true longitudinal causal model

We consider standard longitudinal causal models (Daniel et al., 2012, VanderWeele, 2015), where time-varying exposures, including the exposure of interest, but also possibly mediators and confounders, are observable at discrete times over the time-window \([1; T] := \{1, \ldots, T\}\), for some time \(T > 1\). For any \(t \in [1; T]\), we denote by \(X_t\) the exposure of interest at time \(t\), by \(\bar{X}_t = (X_1, X_2, \ldots, X_t)\) the exposure profile until time \(t\), while \(\bar{x}_t\) stands for a specific (fixed) profile for the exposure of interest (VanderWeele, 2015). In addition, \(X^2_{t_1} = (X_{t_1}, X_{t_1+1}, \ldots, X_t)\) denotes the exposure profile from time \(t_1\) to time \(t_2\), \(1 \leq t_1 \leq t_2 \leq T\). We use similar notation for auxiliary factors \((Z_t)\), which may include “pure mediator” processes \((M_t)\), and confounder processes \((W_t)\), possibly affected by the exposure of interest (as in Figure 1). By “pure mediator” process, we mean that \(M_t\) does not affect \(X_{t_1}\), for any \(t, t_1 \in [1; T]\), so that variables \((M_t)\) only act as mediators (and not as confounders) in the relationship between the exposure of interest and the outcome. Similarly, a “pure confounder” refers to a variable, or process, that
possibly affects, but is not affected by, the exposure. We denote by $Y$ the outcome of interest measured at time $T$. For example $(X_t)_t$ could represent body mass index (BMI) at different ages, $Y$ could represent cancer development by a given age, while the auxiliary multivariate variable $(Z_t)_t$ could represent alcohol intake, physical activity and dietary exposures at different ages. For illustration, we will mostly consider the example of the longitudinal causal model ($L.1$) provided in Figure 1 as well as special cases of this model. Unless otherwise stated, we further assume that all variables are binary to simplify our notation.

For any pair of variables $(V,U)$ and any potential value $u$ of $U$, we denote by $V^{U=u}$ the counterfactual variable corresponding to variable $V$ that would have been observed in the counterfactual world following the hypothetical intervention $do(U=u)$. We work under the setting of Structural Causal Models (Pearl, 2009a), which especially entails that consistency conditions hold: for instance, $U = u$ implies $V = V^{U=u}$. In addition, some positivity conditions (Rosenbaum and Rubin, 1983), specified in the conditions of Theorem 1 in Section 3, will be assumed to hold. For any possibly counterfactual random variables $V$ and $U$, and any causal model $(Mod)$, we use the notation $(V \perp \perp U)_{Mod}$ to denote independence between variables $V$ and $U$ under the causal model $(Mod)$. We further let $E_{Mod}(V^{U=u})$ be the expectation of variable $V^{U=u}$ under causal model $(Mod)$. We will mostly consider such expectations for $(Mod)$ set to either the true longitudinal causal model $(L)$ or the over-simplified model $(S)$ used for the analysis (see Section 2.2). Because expectations and probabilities involving observable variables only will always be computed under the true longitudinal causal model $(L)$, we simply write $E(V)$ and $P(V=v)$ for any observable variable $V$ and any potential value $v$ of $V$, instead of $E_L(V)$ and $P_L(V=v)$, respectively.
In this framework, the causal effect of interest is that of the time-varying exposure \((X_t)_t\) on the outcome \(Y\), and a key quantity in our work is therefore

\[
ATE_L \left( \sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s \right) = \mathbb{E}_L \left( Y_{X=\sum_{t=0}^{T} x_t^j} - Y_{X=\sum_{t=0}^{T} x_t^s} \right),
\]

for given profiles \(\sum_{t=0}^{T} x_t^j\) and \(\sum_{t=0}^{T} x_t^s\) for the exposure of interest, and given times \(1 \leq t_0 \leq t_3 \leq T\). This quantity is one measure of the total causal effect of the exposure from time \(t_0\) to time \(t_3\) on the outcome \(Y\), under the longitudinal causal model \((L)\) (Daniel et al., 2012, VanderWeele, 2015). In particular, total causal effects of the exposure over the full time interval may be considered \((t_0 = 1, t_3 = T)\), but other total causal effects, including that of the exposure at a single time point \((t_0 = t_3)\) can be considered as well under this longitudinal setting. Because the causal effect in Equation (1) generally depends on the particular profiles \(x_t^j\) and \(x_t^s\), averaged total effects can be defined as

\[
\sum_{\sum_{t=0}^{T} x_t^j} \sum_{\sum_{t=0}^{T} x_t^s} ATE_L \left( \sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s \right) \omega \left( \sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s \right),
\]

for appropriate weights \(\omega(\sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s)\), and with the two sums over \(\{0,1\} \times \cdots \times \{0,1\} = \{0,1\}^{t_3-t_0+1}\). For future use, we also introduce stratum-specific causal effects (Hernan and Robins, 2020), with strata defined according to the levels of a possibly multivariate variable \(U\)

\[
ATE_{L|U=u} \left( \sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s \right) := \mathbb{E}_L \left( Y_{X=\sum_{t=0}^{T} x_t^j} - Y_{X=\sum_{t=0}^{T} x_t^s} \mid U = u \right).
\]

Weighted averages of the form \(\sum_u \sum_{t=0}^{T} \sum_{\sum_{t=0}^{T} x_t^j} ATE_{L|U=u} \left( \sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s \right) \omega \left( \sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s \right) \) will also be considered for appropriate weights \(\omega \left( \sum_{t=0}^{T} x_t^j, \sum_{t=0}^{T} x_t^s \right)\).

### 2.2 The over-simplified causal model considered in practice

Often, analysts do not have access to, or simply ignore, the full exposures profiles \((\tilde{X}_T, \tilde{Z}_T)\), and focus on “summaries” \((\mathcal{X}, \mathcal{Z})\) of \((\tilde{X}_T, \tilde{Z}_T)\) instead, with \(\mathcal{X} = f_X(\tilde{X}_T)\) and \(\mathcal{Z} = f_Z(\tilde{Z}_T)\), for two given deterministic functions \(f_X\) and \(f_Z\). The most common case in practice is when \(\mathcal{X} = X_t\) and \(\mathcal{Z} = Z_t\), for some time \(t \in [1; T]\), e.g., the time of inclusion in the study. But \(\mathcal{X}\) and \(\mathcal{Z}\) can represent other summaries of \((\tilde{X}_T, \tilde{Z}_T)\), such as \((i)\) cumulative exposure over some time-interval: \(\mathcal{X} = \sum_{t=1}^{T} X_t\).
Figure 2: Examples of over-simplified causal models.

for some \(1 \leq t_1 \leq t_2 \leq T\); or (ii) duration of exposure over a certain threshold \(X = \mathbb{1}\{\sum_{t=t_1}^{t_2} X_t \geq \tau\}\) for some threshold \(\tau \in \mathbb{R}\) (Arnold et al., 2019, 2016, De Rubeis et al., 2019, Fan et al., 2008, Kunzmann et al., 2018, Platt et al., 2010, Yang et al., 2019, Zheng et al., 2018). Moreover, \(f_X\) and \(f_Z\) do not have to share the same form; for example, we can have \(Z = Z_{t_1}\) and \(X = \sum_{t=t_1}^{t_2} X_t\). Lastly, some components of \(Z\) may be unobserved in practice.

When focusing on \(X\) and \(Z\), analysts generally ignore \(\bar{X}_T\) and \(\bar{Z}_T\) and work under an over-simplified causal model \((S)\), which only involves \(X\), \(Z\) and \(Y\). For example, if the true causal model is model \((L.1)\) of Figure 1 but only summaries \(X\) and \(W\) of \(\bar{X}_T\) and \(\bar{W}_T\) are available or considered, analysts may be tempted to work under the simplified causal models \((S.1)\) or \((S.2)\) of Figure 2 depending on whether \((W_t)_{t \leq 1}\) is mainly regarded as a confounder or as a mediator. Consequently, they also generally consider \(\text{ATE}_S(x; x^*) = \mathbb{E}_S(\mathbb{I}_X=x - \mathbb{I}_X=x^*)\), for any \(x \neq x^*\), as the causal effect of interest. If there exists some observed \(W \subset \mathcal{X}\) taking its values in \(\Omega_W\), such that \((Y | \mathcal{X} = x) \perp \perp \mathcal{X} | W\)\(_S\), as under model \((S.1)\) of Figure 2, and if some positivity condition holds (Rosenbaum and Rubin, 1983), analysts would identify, and then estimate, \(\text{ATE}_S(x; x^*)\) as

\[
\sum_{w \in \Omega_W} \left[ \mathbb{E}(Y | W = w, X = x) - \mathbb{E}(Y | W = w, X = x^*) \right] \times P(W = w).
\]

Conversely, if \((Y | \mathcal{X} = x) \perp \perp \mathcal{X}\)\(_S\), as under models \((S.2)\) and \((S.3)\) of Figure 2, analysts would simply identify \(\text{ATE}_S(x; x^*)\) as \(\mathbb{E}(Y | \mathcal{X} = x) - \mathbb{E}(Y | \mathcal{X} = x^*)\). We will thereafter denote by \(\hat{\text{ATE}}_S(x; x^*)\) the observable quantity estimated in practice when working under the simplified causal model \((S)\).

## 3 Main result

### 3.1 Statement

Because, the true causal model \((L)\) involves the time-varying exposure of interest and time-varying auxiliary variables (see for example model \((L.1)\) in Figure 1),
a natural question is whether - and how - this quantity $\hat{ATE}_S(x; x^*)$ relates to causal effects of interest under the true longitudinal causal model $(L)$. Theorem 1 below presents a sufficient condition under which the quantity $ATE_S(x; x^*)$ estimated in practice can be written as a weighted average of (possibly stratum-specific) longitudinal total effects.

**Theorem 1.** Assume that the observed $\mathcal{X}$ is a deterministic function of $\Sigma_{t_1}^{t_2}$ for some $1 \leq t_1 \leq t_2 \leq T$. For any possible values $x$ and $x^*$ of $\mathcal{X}$, if condition (T.Cond) below holds

$$\text{(T.Cond)} \quad \text{There exists some } t_0 \in [1, t_1], \text{ some } t_3 \in [t_2, T] \text{ and some observed } \mathcal{W} \subset \mathcal{X} \text{ taking its values in } \Omega_{\mathcal{W}}, \text{ such that } (Y^{\mathcal{X} = x} \perp \perp \mathcal{X} | \mathcal{W})_S, \quad 0 < \mathbb{P}(\mathcal{X} = x | \mathcal{W} = w) < 1, \quad 0 < \mathbb{P}(\mathcal{X} = x^* | \mathcal{W} = w) < 1, \quad \text{for all } w$$

then the quantity estimated in practice

$$\hat{ATE}_S(x; x^*) = \sum_{w \in \Omega_{\mathcal{W}}} [\mathbb{E}(Y | \mathcal{W} = w, \mathcal{X} = x) - \mathbb{E}(Y | \mathcal{W} = w, \mathcal{X} = x^*)] \mathbb{P}(\mathcal{W} = w),$$

equals

$$\sum_{w \in \Omega_{\mathcal{W}}} \sum_{(x_{t_0}^{f_3}, x_{t_0}^{f_3}) \in \{0,1\}^{f_3 - l_0 + 1}} \{ATE_{L,\mathcal{W}=w}(x_{t_0}^{f_3}, x_{t_0}^{f_3^*}) \times \mathbb{P}(x_{t_0}^{f_3} = x_{t_0}^{f_3} | \mathcal{X} = x, \mathcal{W} = w) \times \mathbb{P}(x_{t_0}^{f_3} = x_{t_0}^{f_3^*} | \mathcal{X} = x^*, \mathcal{W} = w) \times \mathbb{P}(\mathcal{W} = w) \}. \quad (3)$$

In particular, if condition (T.Uncond) below holds

$$\text{(T.Uncond)} \quad \text{There exists some } t_0 \in [1, t_1] \text{ and some } t_3 \in [t_2, T] \text{ such that } (Y^{\mathcal{X} = x} \perp \perp \mathcal{X})_S, \quad 0 < \mathbb{P}(\mathcal{X} = x) < 1, \quad 0 < \mathbb{P}(\mathcal{X} = x^*) < 1, \quad \text{and } (Y^{\Sigma_{t_0}^{t_3} = \Sigma_{t_0}^{t_3} \perp \perp \Sigma_{t_0}^{t_3})_L$$

then

$$\hat{ATE}_S(x; x^*) = \mathbb{E}(Y | \mathcal{X} = x) - \mathbb{E}(Y | \mathcal{X} = x^*),$$

$$= \sum_{(x_{t_0}^{f_3}, x_{t_0}^{f_3^*}) \in \{0,1\}^{f_3 - l_0 + 1}} \{ATE_{L}(x_{t_0}^{f_3}, x_{t_0}^{f_3^*}) \times \mathbb{P}(x_{t_0}^{f_3} = x_{t_0}^{f_3} | \mathcal{X} = x) \times \mathbb{P}(x_{t_0}^{f_3} = x_{t_0}^{f_3^*} | \mathcal{X} = x^*) \}. \quad (4)$$
The proof of Theorem 1 is given in Appendix A. Theorem 1 states that when $X$ depends on the exposure profile from time $t_1$ to time $t_2$ and there exists a possibly empty set of observed variables that satisfies (i) the ignorability condition for the exposure profile on a possibly wider time-window and the outcome under the true longitudinal model, and (ii) the ignorability condition for $X$ and the outcome under the over-simplified causal model, then the quantity estimated in practice expresses as a weighted average of possibly stratum-specific longitudinal total effects. Through the inspection of a few simple examples, we show in Section 3.2 that conditions $(T.Uncond)$ and $(T.Cond)$ are very restrictive, which confirms that the result of Theorem 1 is rarely valid in practice and that caution is usually required when interpreting the quantity estimated in practice. Indeed, even if conditions of Theorem 1 are sufficient conditions only, the quantity estimated in practice can generally not be expressed as the weighted average of any longitudinal effects of interest when they are not satisfied; see the Supplementary Material 1 and 2 for more details. Also, we show in Section 3.3 that even when the conditions of Theorem 1 are satisfied, the interpretation of the weighted averages, hence that of the quantity estimated in practice, is sometimes not straightforward.

3.2 About the conditions of Theorem 1

First, the presence of times $t_0 \in [1, t_1]$ and $t_3 \in [t_2, T]$ in conditions $(T.Cond)$ and $(T.Uncond)$ allows Theorem 1 to cover more general configurations, e.g., (i) when $\mathcal{X}$ and $\mathcal{Z}$ are summaries of $\bar{X}_T$ and $\bar{Z}_T$ over different sub-intervals of $[1, T]$; or (ii), when $\mathcal{X} = X_{t_2}$ and $\mathcal{Z} = Z_{t_2}$, for some time $t_2 \in [1; T]$. Specifically, condition $(T.Uncond)$ of Theorem is satisfied with $t_0 = 1$ and $t_3 = t_2$ if the true causal model and simplified model are models $(L.0)$ and $(S.0)$ of Figure 3, respectively, and $\mathcal{X} = X_{t_2}$.

Second, conditions $(T.Cond)$ and $(T.Uncond)$ of Theorem 1 are not testable, but the backdoor criterion can be applied to the DAGs corresponding to models $(S)$ and $(L)$, respectively, to check their validity (assuming these DAGs are well specified). For the true causal model $(L)$, the “augmented” DAG where summary variables $\mathcal{X}$ and $\mathcal{W}$ are explicitly represented should be considered. For example, under the longitudinal causal model $(L.1)$ of Figure 1 and assuming that the observed summary variables $\mathcal{X}$ and $\mathcal{W}$ are functions of the full exposure profiles $\bar{X}_T$ and $\bar{W}_T$ (that is, $t_1 = 1$ and $t_2 = T$), possible augmented DAGs are presented in Figure 4 depending on whether these summary variables capture the whole effect.
Figure 3: \((L.0)\) Example of longitudinal model with a time-varying exposure of interest \((X_t)_{t \geq 1}\), in the absence of confounding. \((S.0)\) Over-simplified causal model associated with the longitudinal model \((L.0)\), when data on the exposure is considered at time \(t_2\) only.

\[
\begin{align*}
\bar{X}_{t_2-1} & \rightarrow X_{t_2} \rightarrow X_T^{T_{t_2+1}} \rightarrow Y \\
X_{t_2} & \rightarrow Y
\end{align*}
\]

\((L.0)\) \hspace{5cm} \((S.0)\)

Figure 4: Possible (augmented) DAGs corresponding to longitudinal causal model associated with model \((L.1)\) given in Figure 1, depending on whether summaries \(\mathcal{W}\) and \(\mathcal{X}\) do not (a) or do (b) capture the whole effect of \(\bar{W}_T\) and \(\bar{X}_T\) on \(Y\).

\[W_1 \rightarrow W_2 \rightarrow \cdots \rightarrow W_T \rightarrow \mathcal{W}
\]
\[
\begin{align*}
Y & \downarrow \\
X_1 \rightarrow X_2 \rightarrow \cdots \rightarrow X_T \rightarrow \mathcal{X}
\end{align*}
\]

(a) \hspace{7cm} (b)

of \(\bar{X}_T\) and \(\bar{W}_T\) on \(Y\) or not. In either case, neither \(\mathcal{W}\) nor the empty set satisfies the backdoor criterion relative to \(\bar{X}_T\) and \(Y\) in these augmented DAGs, so neither \((T.\text{Cond})\) nor \((T.\text{Uncond})\) is satisfied, and Theorem 1 does not apply.

Conversely, if the summary variables \(\mathcal{X}\) and \(\mathcal{W}\) capture the whole effect of \(\bar{X}_T\) and \(\bar{W}_T\), conditions of Theorem 1 are satisfied in either (i) the pure confounder setting of model \((L.2)\) of Figure 5 (if, in addition, the over-simplified model is model \((S.1)\) of Figure 2) or (ii) the pure mediator setting of model \((L.3)\) of Figure 5 (if the over-simplified model is model \((S.2)\), or \((S.3)\), of Figure 2). When working under model \((S.1)\) while the true causal model is \((L.2)\), condition \((T.\text{Cond})\) holds and Theorem 1 states that \(\hat{ATE}_S(x; x^*)\) is the weighted average of the longitudinal total effects given in Equation (3). When working under model \((S.2)\)
Figure 5: (L.2) Example of a longitudinal causal model with a time-varying exposure of interest \((X_t)_{t \geq 1}\) and a time-varying pure confounder \((W_t)_{t \geq 1}\). (L.3) Example of a longitudinal causal model with a time-varying exposure of interest \((X_t)_{t \geq 1}\) and a time-varying pure mediator \((M_t)_{t \geq 1}\). In both cases, exposures of interest, confounders and mediators are assumed to affect the outcome through the observed summary variables only.

(or (S.3)) while the true causal model is (L.3), condition \((T.Uncond)\) holds and Theorem 1 states that \(ATE_S(x; x^*)\) is the weighted average of the longitudinal total effects given in Equation (4). Interestingly, the conditions of Theorem 1 are not satisfied when the true causal model is model (L.4) of Figure 6, where both a pure time-varying confounder and a pure time-varying mediator that is affected by the confounder are present. Indeed, again, neither \((T.Cond)\) nor \((T.Uncond)\) is satisfied, and Theorem 1 does not apply. This is in sharp contrast with the setting of model (L.2), where only a time-varying pure confounder, and no time-varying pure mediator, is present, and in which case Theorem 1 applies. In other words, although generally overlooked when the focus is on total effects, the presence of a time-varying mediator affected by a pure confounder precludes the validity of Theorem 1.

Another fundamental remark is that when \(t_2 < T\), the conditions of Theorem 1 are generally not fulfilled, even under the simple case where only a pure confounder is present. For illustration, consider the simple model (L.5) of Figure 7. Because \(\bar{W}_{t_2}\) affects not only \(\bar{X}_{t_2}\) but also \(X_{t_2+1}^T\), there is no \(t_0 \in [1, t_1]\) and \(t_3 \in [t_2, T]\) such that \(\mathcal{W}\) blocks all the backdoor paths between \(Y\) and \(X_{t_3}^{t_3}\), and Theorem 1 is not satisfied (except under very particular settings under which the whole effect of \(\bar{W}_{t_2}\) is captured by \(\mathcal{X}\) and \(\mathcal{W}\)). Model (L.5) can be seen as a special
Figure 6: (L.4) Compact representation of a longitudinal model with a time-varying exposure of interest \((X_t)_{t \geq 1}\), a time-varying pure mediator \((M_t)_{t \geq 1}\) and a time-varying pure confounder \((W_t)_{t \geq 1}\). These three processes affect the outcome \(Y\) only through the observed summaries \(\mathcal{X}\), \(\mathcal{M}\) and \(\mathcal{W}\), respectively, which are assumed to be deterministic functions of \(\bar{X}_T\), \(\bar{M}_T\) and \(\bar{W}_T\), respectively. (S.4) Over-simplified causal model associated with the longitudinal causal model given in Figure 6 (L.4).

case of model \((L.conf.gen)\) of Figure 7 where summary variables do not capture the whole effect of \(\bar{W}_T\) and \(\bar{X}_T\), and where Theorem 1 does generally not apply since \(\mathcal{W}\) does not block the backdoor path \(Y \leftarrow \bar{W}_T \rightarrow \bar{X}_T\).

3.3 On the interpretation of the weighted averages in Theorem 1 when its conditions are satisfied

We now turn our attention to the weighted averages in Equations (3) and (4) when conditions of Theorem 1 are satisfied. The summary variable \(\mathcal{X}\) can be seen as a “compound treatment”, with distinct exposure profiles \(\bar{X}_{t_0}^{t_3}\) leading to \(\mathcal{X} = x\), for any possible value \(x\) of \(\mathcal{X}\), corresponding to distinct versions of this compound treatment \(\mathcal{X}\), or \(x\) (Hernan and VanderWeele 2011, VanderWeele and Hernan, 2013); here times \(t_0\) and \(t_3\) are those for which Condition \((T.Cond)\) or \((T.Uncond)\) of Theorem 1 is satisfied. Adopting the same terminology as in Hernan and VanderWeele (2011), we will say that versions of treatment \(\mathcal{X}\) are irrelevant, when all versions \(\bar{X}_{t_0}^{t_3}\) leading to \(\mathcal{X} = x\) share the same effect on the outcome. More formally, versions of treatment \(\mathcal{X}\) are irrelevant when condition \((Irrel_{[t_0,t_3]})\) below holds:

\[
(Irrel_{[t_0,t_3]} \quad Y \bar{X}_{t_0}^{t_3} = x \quad \Rightarrow \quad Y \bar{X} = x)
\]

for any \(\bar{X}_{t_0}^{t_3}\) such that \((\bar{X}_{t_0}^{t_3} = \bar{X}_{t_0}^{t_3}) \Rightarrow (\mathcal{X} = x)\).
Figure 7: (L.5) Example of a longitudinal causal model with a time-varying exposure of interest \((X_t)_{t \geq 1}\) and a time-varying pure confounder \((W_t)_{t \geq 1}\). These two processes potentially affect the outcome \(Y\) through some summaries \(X\) and \(W\), respectively, which are assumed to be deterministic functions of \(\bar{X}\) and \(\bar{W}\), respectively. (L.conf.gen) Compact representation of a longitudinal causal model with a pure confounder only, but where summary variables do not capture the whole effect of \(\bar{X}\) and \(\bar{W}\).

Because \(\bar{X}\) is a deterministic function of \(\bar{X}\), direct interventions on \(\bar{X}\) cannot be implemented in practice. As a result, \(Y_{\bar{X}=x}\), although mathematically grounded, does not always have a clear meaning. When versions are irrelevant, \(Y_{\bar{X}=x}\) does have a clear meaning as it equals \(Y_{X_0=x_0}^{t_3} =_{t_0} X_0^{t_3}\) for any \(X_0^{t_3}\) such that \(X_0^{t_3} =_{t_0} X_0^{t_3}\) implies \(\bar{X} = x\). For example, in model (L.2) of Figure 5 with \(t_0 = 1\) and \(t_3 = T\), we have \(ATE_{L.2}(X_0^{t_3}; X_0^{t_3}) = ATE_{L.2}(x; x^*) = E_{L.2}(Y_{X=x} - Y_{X=x^*})\), for any \(X_0^{t_3}\) and \(X_0^{t_3}\) leading to \(\bar{X} = x\) and \(\bar{X} = x^*\), respectively. To recap, when \((Irrel_{[t_0, t_3]})\) holds, the interpretation of the weighted averages in Equations (3) and (4) is straightforward as each term in the weighted averages simply equals \(E_{L.3}(Y_{Z=x} - Y_{Z=x^*} | W = w)\) (in the case of Equation (3)) or \(E_{L.3}(Y_{Z=x} - Y_{Z=x^*} | W = w)\) (in the case of Equation (4)).

When \((Irrel_{[t_0, t_3]})\) does not hold, versions are relevant and we can have \(Y_{X_0=x_0}^{t_3} =_{t_0} x_0^{t_3} \neq Y_{X_0=x_0}^{t_3} =_{t_0} x_0^{t_3}\) for two exposure profiles \(x_0^{t_3}\) and \(x_0^{t_3}\) leading to the same value \(x\) for \(\bar{X}\). For example, consider model (L.1), and more precisely the scenario of Figure 4(b) with \(t_0 = 1\) and \(t_3 = T\) (similar arguments hold under the setting of Figure 4(a)). Condition \((Irrel_{[t_0, t_3]})\) does not hold since \(X_0^{t_3}\) affects \(Y\) not only through \(\bar{X}\), but also through some components of \(W\). Indeed, we can have \(W_{X_0=x_0}^{t_3} =_{t_0} x_0^{t_3} \neq W_{X_0=x_0}^{t_3} =_{t_0} x_0^{t_3}\),
and, in turn $Y^{x_3=3}_{x_0=0} \neq Y^{x_3=3}_{x_0=0}$, for two exposure profiles $x_0^t$ and $x_0^t$ leading to the same value $\mathcal{X} = x$. As a result, when versions are relevant, we typically have $ATE_L(x_0^t; x_0^{t*}) \neq ATE_L(x_0^t; x_0^{t*})$, even if both $x_0^t$ and $x_0^t$ lead to $\mathcal{X} = x$ and both $x_0^{t*}$ and $x_0^{t*}$ lead to $\mathcal{X} = x^*$. To better appreciate the meaning of the weighted averages of Equations 4 and 5 when (Irrel) does not hold, we can rewrite these weighted averages as follows. For example, the weighted average of Equation 4 writes

$$\sum_{x_0^t} \sum_{x_0^{t*}} \{ATE_L(x_0^t; x_0^{t*}) \times \mathbb{P}(x_0^t = x_0^t | \mathcal{X} = x) \times \mathbb{P}(x_0^{t*} = x_0^{t*} | \mathcal{X} = x^*)\}$$

$$= \sum_{x_0^{t*}} \{E_L(Y^{x_3=3}_{x_0=0} | x) \times \mathbb{P}(x_0^{t*} = x_0^{t*} | \mathcal{X} = x)\}$$

$$- \sum_{x_0^{t*}} \{E_L(Y^{x_3=3}_{x_0=0} | x^*) \times \mathbb{P}(x_0^{t*} = x_0^{t*} | \mathcal{X} = x^*)\}.$$  (5)

From Equation (5), it follows that the weighted average of Equation 4 represents the difference between the expectation of the outcome in the following two counterfactual populations. In the first one, a proportion $\mathbb{P}(x_0^{t*} = x_0^{t*} | \mathcal{X} = x)$ of the individuals undergoes the intervention $do(x_0^{t*} = x_0^{t*})$, for any profile $x_0^{t*}$ leading to $\mathcal{X} = x$. This is one particular way to implement the intervention $do(\mathcal{X} = x)$ in the population. In the second counterfactual population, a proportion $\mathbb{P}(x_0^{t*} = x_0^{t*} | \mathcal{X} = x^*)$ of the individuals undergoes the intervention $do(x_0^{t*} = x_0^{t*})$ for any profile $x_0^{t*}$ leading to $x^*$, which is one particular way to implement $do(\mathcal{X} = x^*)$ in the population. A similar, though stratum-specific, interpretation holds for the weighted average of Equation 5. To recap, when (Irrel) does not hold, the weighted averages of Equations 4 and 5 compare the expectations of the outcomes in the counterfactual worlds following two particular, and admittedly natural, implementations of the interventions $do(\mathcal{X} = x)$ and $do(\mathcal{X} = x^*)$. As such, they correspond to causal effects of natural interest.

However, focusing on the weighted averages of Equation 4 for simplicity, it is important to keep in mind that the “individual” causal effects $ATE_L(x_0^t; x_0^{t*})$, for two given profiles $x_0^t$ and $x_0^{t*}$, involved in these weighted averages may be very different from one another when condition (Irrel) does not hold. In particular, when “individual” causal effects $ATE_L(x_0^{t*}; x_0^{t*})$ associated with large weights $\mathbb{P}(x_0^{t*} = x_0^{t*} | \mathcal{X} = x) \times \mathbb{P}(x_0^{t*} = x_0^{t*} | \mathcal{X} = x^*)$, are very different from one
another, the interpretation of the weighted average may be less straightforward. For illustration, consider the causal model \((L.0)\) of Figure 3 and its over-simplified counterpart \((S.0)\), where \(\mathcal{X} = X_{t_2}\) for some \(t_2 \in [2; T]\). In this case, we have \((Y_{x_2 = \bar{x}_{t_2}} \perp X_{t_2})_{L.0}\) and \((Y_{X_{t_2} = x_{t_2}} \perp X_{t_2})_{S.0}\), so that Theorem 1 ensures that

\[
\widetilde{ATE}_{S.0}(1; 0) = \mathbb{E}(Y \mid X_{t_2} = 1) - \mathbb{E}(Y \mid X_{t_2} = 0),
\]

\[
= \sum_{\bar{x}_{t_2} \in \mathbb{P}(0, 1)^{t_2}} \{ATE_{L}(\bar{x}_{t_2}; \bar{x}_{t_2+}) \times \mathbb{P}(\bar{X}_{t_2} = \bar{x}_{t_2} \mid X_{t_2} = 1) \times \mathbb{P}(\bar{X}_{t_2} = \bar{x}_{t_2+} \mid X_{t_2} = 0)\}.
\]

In other words, \(\widetilde{ATE}_{S.0}(1; 0)\) is the weighted sum of the longitudinal total effects that compare any possible pairs of exposure profiles up to time \(t_2\), one of which terminating with \(X_{t_2} = 0\) and the other one terminating with \(X_{t_2} = 1\). In particular, terms like \(ATE_{L.0}(\{0_{t_2 - 1}, 1\}; \{1_{t_2 - 1}, 0\})\), where \(\{0_{t_2 - 1}, 1\}\) is an “almost never exposed profile” and \(\{1_{t_2 - 1}, 0\}\) an “almost always exposed profile”, have non-negative weights in \(\widetilde{ATE}_{S.0}(1; 0)\), which complicates the interpretation of \(\widetilde{ATE}_{S.0}(1; 0)\). On the other hand, the interpretation of \(\widetilde{ATE}_{S.0}(1; 0)\) is more straightforward if, for example, profiles \(\bar{x}_{t_2 - 1}\) associated with large weights \(\mathbb{P}(\bar{X}_{t_2 - 1} = \bar{x}_{t_2 - 1} \mid X_{t_2} = 1)\) correspond to globally more exposed profiles than profiles \(\bar{x}_{t_2 - 1}\) associated with large weights \(\mathbb{P}(\bar{X}_{t_2 - 1} = \bar{x}_{t_2 - 1} \mid X_{t_2} = 0)\). In particular, this is the case when the exposure is “stable”, more precisely when \(X_t = 1 \Rightarrow X_{t'} = 1\) for all \(t' \geq t\). Although this stability assumption is arguably rarely met in practice, it can be seen as a reasonable assumption (or approximation) for exposures such as obesity for instance. When it is satisfied, the only exposure profile that terminates with \(X_{t_2} = 0\) is the “never-exposed profile”, \(\bar{x}_{t_2} = 0_{t_2}\), and, under model \((L.0)\), \(\widetilde{ATE}_{S.0}(1; 0)\) then reduces to

\[
\sum_{i=0}^{t_2 - 1} ATE_{L.0}(\{0_{t}, 1_{t_2 - i}\}; 0_{t_2}) \times \mathbb{P}(\bar{X}_{t_2 - 1} = (0_{t}, 1_{t_2 - i - 1}) \mid X_{t_2} = 1).
\]

If the true causal model is \((L.0)\) and the over-simplified model is \((S.0)\), the stability assumption guarantees that \(\widetilde{ATE}_{S.0}(1; 0)\) is a weighted sum of all the longitudinal causal effects comparing the ever-exposed profiles to the single never-exposed profile. Weights in the equation above are sensible as they correspond to the actual proportions of subjects with exposure profiles \((0_{t}, 1_{t_2 - i})\) \(t \in [0, t_2 - 1]\) among the subpopulation of exposed individuals at time \(t_2\). Therefore, \(\widetilde{ATE}_{S.0}(1; 0)\) can be regarded as a meaningful quantity under model \((L.0)\) of Figure 3 if the stability assumption further holds. The fact that \(\widetilde{ATE}_{S.0}(1; 0)\) is a meaningful quantity under
the stability assumption extends to the situation where a time-invariant observed confounder \( W \) is added to model \((L.0)\). However, we shall stress that, if the confounder is time-varying, the conditions of Theorem \( \Box \) are generally not satisfied, and \( ATE_{S,0}(1;0) \) has usually no clear interpretation, even when both the exposure and confounder processes are stable.

### 4 Numerical illustration

In this Section, we empirically evaluate the magnitude of the bias between the quantity \( ATE_S(x; x^*) \) estimated in practice when working under over-simplified causal models and the weighted averages of Equations \( (5) \) and \( (4) \) when conditions \((T.Cond)\) and \((T.Uncond)\) of Theorem \( \Box \) are not satisfied. We consider a special case of model \((L.1)\) where the time-varying confounder possibly affected by the exposure of interest only affects \( Y \) through \( \mathcal{X} \) and \( \mathcal{W} \), while the exposure of interest may have an effect on \( Y \) beyond those through \( \mathcal{X} \) and \( \mathcal{W} \); see model \((L.6)\) in Figure \( 8 \). Specifically, we set \( T = 5 \), and consider binary variables \( X_t \) and \( W_t \) for \( t = 1, \ldots, 5 \), and a continuous outcome \( Y \), which are defined using the following system of structural equations. Denoting by \( \xi_U \) and \( f_U \) the exogenous variable and the structural function, respectively, attached to any particular variable \( U \) of the model, we set \( \xi_Y \sim \mathcal{N}(0, 1) \) while all other exogenous variables are univariate random variables uniformly distributed on \([0, 1]\), and

\[
\begin{align*}
\mathbb{I}\{\xi_{W_1} \leq c_{W_1}\}, \\
\mathbb{I}\{\xi_{X_1} \leq \expit(\alpha W_1 + c_{X_1})\}, \\
\mathbb{I}\{\xi_{W_t} \leq \expit(\gamma \sum_{t' < t} W_{t'} + \rho \alpha X_{t-1} + c_{W_1})\}, \forall t \in [2; t_0], \\
\mathbb{I}\{\xi_{X_t} \leq \expit(\alpha \sum_{t' < t} W_{t'} + \beta \sum_{t' < t} X_{t'} + c_{X_t})\}, \forall t \in [2; t_0], \\
\mu_Y(\mathcal{X}, \mathcal{W}, \xi_Y) = \mu_0 + \mu_X \mathcal{X} - \mu_W \mathcal{W} + \frac{\mu_X}{T} \sum_{t=1}^T \theta^{T+1-t} X_t + \xi_Y.
\end{align*}
\]  

Here \( \expit(\cdot) \) denotes the sigmoid function, \( \mathbb{I}\{\cdot\} \) denotes the indicator function, \( \mathcal{X} = \mathbb{I}(\sum_{t=1}^T X_t \geq 3) \) and \( \mathcal{W} = \mathbb{I}(\sum_{t=1}^T W_t \geq 3) \). Parameters \( c_{W_1}, c_{X_1}, c_{W_t}, \) and \( c_{X_t} \) are set to values ensuring that the prevalence of \( X_t \) and \( W_t \) is about 0.2 for all \( t \). Parameter \( \mu_W \) governs the strength of the effect of \( (W_t)_{t \in [1;T]} \) on \( Y \) through \( \mathcal{W} \). In the same way, \( \mu_X \) governs the strength of the effect of \( (X_t)_{t \in [1;T]} \) on \( Y \) through \( \mathcal{X} \),
Figure 8: \((L.6)\) Example of longitudinal model with a time-varying confounder \((W_t)_{t \geq 1}\) possibly affected by the time-varying exposure of interest \((X_t)_{t \geq 1}\). These two processes potentially affect the outcome \(Y\) through some summaries \(X\) and \(W\), respectively, which are assumed to be deterministic functions of \((X_t)_{t \geq 1}\) and \((W_t)_{t \geq 1}\), respectively. \(\mu_X = 1\) and \(\mu_W = 2\).

but \(X_t\) also has a “direct” effect on \(Y\) when \(\theta\) is non-zero. Parameter \(\alpha\) governs the strength of the effect of \(W_t\) on \(X_{t'}\) for \(t' \geq t\), while the strength of the effect of \(X_t\) on \(W_{t+1}\) is governed by the product \(\rho \alpha\). Finally, parameter \(\gamma\) governs the strength of the effect of \(W_t\) on \(X_{t'}\) for \(t' \geq t\), and parameter \(\beta\) governs the strength of the effect of \(X_t\) on \(X_{t'}\) for \(t' \geq t\).”

We compare the quantities estimated in practice when working under the over-simplified models \((S.1)\) and \((S.2)\), i.e., \(ATE_{S,1}(1;0)\) and \(ATE_{S,2}(1;0)\) respectively, with the weighted averages of Equations \((3)\) and \((4)\) (with \(x = 1\) and \(x^* = 0\)). Monte-Carlo simulations based on samples of size \(n = 5 \times 10^6\) were used to approximate these 4 quantities. Figure \([9]\) presents the results of the comparison for a set of combinations of parameters \(\alpha \in [-2,3], \beta = |\alpha|, \gamma = 1, \theta \in \{0,0.5,1,1.5\}, \rho \in \{0,0.1,0.5,1,2,5\}, \mu_X = 1\) and \(\mu_W = 2\). The special case \(\rho = 0\) (first column in Figure \([9]\)) corresponds to the scenario where the confounder is not affected by the exposure of interest (pure confounding), in which case condition \((T.Cond)\) is satisfied if the over-simplified causal model is \((S.1)\) in Figure \([2]\) so \(ATE_{S,1}\) equals the weighted average of Equation \((3)\). If, in addition, \(\theta = 0\) (in which case \(\bar{X}_T\) affects \(Y\) through \(X\) only), then versions of \(X\) are irrelevant, and \(ATE_{S,1}(1,0) = ATE_{L,6}(\bar{x}^{03}_{t_0}, \bar{x}^{13*}_{t_0})\) for any \(\bar{x}^{03}_{t_0}\) and \(\bar{x}^{13*}_{t_0}\) leading to \(X = 1\) and \(X = 0\), respectively. Therefore, \(ATE_{S,1}(1,0)\) is also equal to the weighted average of Equation \((4)\). This is also true when \(\alpha = 0\), irrespective
of the value of $\theta$. Indeed, this case corresponds to the scenario with no mediation and no confounding. Then, $ATE_{S,1}(1;0) = \tilde{ATE}_{S,2}(1;0)$, and these two quantities equal the two weighted averages of Equations (3) and (4). In particular, versions are again irrelevant if, in addition, $\theta = 0$, in which case we have $ATE_{S,1}(1;0) = ATES_{S,2}(1;0) = ATE_{L,6}(\tilde{x}_{t0}; \tilde{x}_{t0}^{*})$ for any $\tilde{x}_{t0}$ and $\tilde{x}_{t0}^{*}$, leading to $\tilde{X} = 1$ and $\tilde{X} = 0$, respectively. For all other combinations of parameters, both $ATE_{S,1}(1;0)$ and $ATE_{S,2}(1;0)$ differ from the weighted average of Equations (3) and (4). When $\rho = 0.1$, $(W_{i})_{i \geq 1}$ mostly acts as a confounder (and not so much as a mediator), and the difference between $ATE_{S,1}(1;0)$ and the weighted averages is generally limited. But the difference between $ATE_{S,1}(1;0)$ and the weighted averages of Equations (3) and (4) can be substantial for larger values of $\rho$. In particular, because the effect of $W$ on $Y$ is $-\mu_{W}$, the indirect effect of the exposure process through $(W_{i})_{i}$ is negative for positive $\alpha$, so that the weighted averages can be negative for some combinations of values for $\rho$, $\alpha$ and $\theta$, while $ATE_{S,1}(1;0)$ is consistently positive. For large values of $\rho$, $(W_{i})_{i \geq 1}$ mostly acts as a mediator, and the difference between $ATE_{S,2}(1;0)$ and the weighted average of Equation (4) is generally limited.

Finally, let us turn our attention to the individual causal effects $ATE_{L|W=1}(\tilde{x}_{t0}; \tilde{x}_{t0}^{n})$ and $ATE_{L|W=0}(\tilde{x}_{t0}; \tilde{x}_{t0}^{n})$ and $ATE_{L}(\tilde{x}_{t0}; \tilde{x}_{t0}^{n})$ involved in the weighted averages of Equations (3) and (4). Figures 10 and 11 display these individual causal effects for some particular combinations of the parameters of our model. As shown in Figure 11, the values of the individual causal effects $ATE_{L}(\tilde{x}_{t0}; \tilde{x}_{t0}^{n})$ are relatively homogeneous for negative values of $\alpha$ and $\rho \leq 2$. In particular, versions of treatment $\tilde{X}$ are irrelevant and the individual causal effects $ATE_{L}(\tilde{x}_{t0}; \tilde{x}_{t0}^{n})$ are all equal when $\theta = 0$, $\rho = 0$ and/or $\alpha = 0$, (in this case, they are also equal to the individual causal effects $ATE_{L|W=1}(\tilde{x}_{t0}; \tilde{x}_{t0}^{n})$, $ATE_{L|W=0}(\tilde{x}_{t0}; \tilde{x}_{t0}^{n})$). The values of the individual causal effects are more heterogeneous for other combinations of the parameters, especially when both $\rho$ and $\alpha$ are large. In these situations, the weighted averages of Equation (4) (and therefore $ATE_{S,2}(1;0)$ too) and Equation (3) may have to be interpreted with more caution. But again, inspecting the weights involved in these weighted averages is instructive. For example, consider the case where $\theta = 0$, $\alpha = 3$ and $\rho = 5$ in Figure 11. Although the individual terms are very heterogeneous, three of them contribute 96% of the total weights: $ATE_{L}(1_{5};0_{5}) \approx -1$, $ATE_{L}((0_{1}, 1_{4}); 0_{5}) \approx -1$, and $ATE_{L}((1_{1}, 0_{1}, 1_{3}); 0_{3}) \approx -1$, with respective weights 0.835, 0.106 and 0.025 (the forth largest weight is only
Figure 9: Values of $ATE_{S,1}(1;0)$ (in black), $ATE_{S,2}(1;0)$ (in green), the weighted average of Equation (3) (in magenta) and the weighted average of Equation (4) (in blue), under the causal model described in Equation (6).
Figure 10: Values of $ATE_{L|\mathcal{Y} = 0}$ (in dark gray), of $ATE_{L|\mathcal{Y} = 1}$ (in gray), for each couple of exposure profiles leading to $\mathcal{X} = 1$ and $\mathcal{X} = 0$, and of the weighted average (3) (in magenta), under the causal model described in Equation (6).

Figure 11: Values of $ATE_{L}(\bar{x}_{0}^{0}, \bar{x}_{0}^{*})$ (in gray) for each couple of exposure profiles leading to $\mathcal{X} = 1$ and $\mathcal{X} = 0$, and of the weighted average (4) (in blue), under the causal model described in Equation (6).
In other words, although many different profiles \( \tilde{x}_{t_0} \) and \( \tilde{x}_{t_0}^* \) can lead to \( X = 1 \) and \( X = 0 \), respectively, and the corresponding causal effects \( ATE_L(\tilde{x}_{t_0}; \tilde{x}_{t_0}^*) \) can be very heterogeneous, mostly one profile (05) is observed to lead to \( X = 0 \) and mostly three profiles (15, (01, 14) and (11, 01, 13)) are observed to lead to \( X = 1 \) in this particular example. Moreover, the three corresponding causal effects \( ATE_L(15;05) \), \( ATE_L((01,14);05) \), and \( ATE_L((11,01,13);05) \) happen to all have very similar values. This can therefore be seen as an example where the weighted average has a relatively clear meaning, and so has \( \tilde{ATE}_{S,2} \) (1;0), since very little bias was observed when working under the over-simplified model (S.2) in this case; see Figure 9.

5 Discussion

The longitudinal nature of risk factors is often overlooked in epidemiology. In this article, we investigated whether causal effects derived under over-simplified models that ignore the time-varying nature of exposures could still be related to causal effects of potential interest. We focused on the general setting, where the available data concerns summaries \( (X, Z) \) of the full exposure profiles \( (\tilde{X}_T, \tilde{Z}_T) \), instead of the full exposure profile themselves, where \( X \) and \( Z \) correspond to deterministic functions of \( (\tilde{X}_T, \tilde{Z}_T) \). This general framework includes the special case where \( X = X_{t_2} \) and \( Z = Z_{t_2} \), for some time \( t_2 \in [1;T] \) (e.g., inclusion time in the study).

Under the conditions of Theorem 1, the quantity estimated in practice expresses as a weighted average of longitudinal causal effects. But, first, these conditions are very restrictive, and second, even when they are met, the interpretation of the weighted averages is not always straightforward. Therefore, and unsurprisingly, our results are mostly negative, as they state that the quantity estimated in practice when working under over-simplified causal models has generally no clear interpretation in terms of longitudinal causal effects of interest, except under very simple longitudinal causal models.

The bias resulting from this kind of simplification of the true causal model has been less studied and acknowledged than the more standard confounding, collider and selection biases (Greenland, 2003, Hernán, 2010, Hernán et al., 2004, Peng and Luke W., 2015). Overall, our results are consistent with, and complete, a few previous results, which already stressed the need for appropriate statistical methods applied to repeated measurements of exposures when the true causal model is longitudinal, and suggested that overlooking the time-varying nature of exposures would generally lead to unreliable causal effect estimates (Daniel et al., 2004).
Other related works include those on data coarsening, as that of Sofrygin et al. (2019), who empirically showed that while reducing the computational cost of the analyses, partitioning the follow-up into coarse intervals may lead to invalid inference. The study of the impact of the discretization of a continuous-time causal model constitutes an interesting lead for future research.

Just as in the presence of unobserved confounders, we encourage analysts to consider the full DAG representing the causal model rather than the over-simplified one, even when only summary measures, or measures at single time point, are available. This could help them to identify possible biases and not to over-interpret the estimated quantity. This could also be used to develop sensitivity analyses to appreciate the magnitude of the corresponding bias. Moreover, in rare cases, general results on the identifiability of causal effects in the presence of unobserved variables could be applied (Huang and Valtorta, 2006, Shpitser and Pearl, 2006, Tian and Pearl, 2002) to determine whether particular longitudinal causal effects of interest can be identified from the available data. For example, consider the causal model $(L, f_d)$ of Figure 12: in this particular case, $ATE_L(T; 1; 0) = E_L(Y_{X_T=1} - Y_{X_T=0})$ can be identified using the front-door criterion (Pearl, 2009b). In other words, $ATE_L(T; 1; 0)$ can be estimated with data on $X_T, M_T$ and $Y$ only. Conversely, if the analyst focuses on the observed variables only, and works under the simplified model $(S, f_d)$, inference would be based on $ATE_S(T; 1; 0) = E_S(Y_{X_T=1} - Y_{X_T=0})$, which would be identified as $ATE_S(T; 1; 0) := E(Y | X_T = 1) - E(Y | X_T = 0)$. Moreover, Theorem 1 applies in this case and ensures that

$$ATE_S(T; 1; 0) = \sum_{\bar{x}_{T-1} \in \{0,1\}^{T-1}} \sum_{\bar{x}_{T-1} \in \{0,1\}^{T-1}} \{ATE_L((\bar{x}_{T-1}, 1); (\bar{x}_{T-1}^*, 0)) \times P(\bar{X}_{T-1} = \bar{x}_{T-1} | X_T = 1) \times P(\bar{X}_{T-1} = \bar{x}_{T-1}^* | X_T = 0) \}.$$

However, this weighted average differs from $ATE_L(T; 1; 0)$, and is generally more complicated to interpret (unless some stability assumption holds for example).

A large amount of prospectively collected repeated measures is being made available for a number of exposures through electronic health records and their linkage to biobanks (Beesley et al., 2020). However, their analysis raises other challenges, including those pertaining to selection bias (Agniel et al., 2018, Beesley et al., 2020).
Figure 12: An example where the front door criterion applies and allows the identification of \( ATE_L^{(T)}(1;0) = \mathbb{E}_L(Y_{X_T=1} - Y_{X_T=0}) \). Conversely, the quantity estimated when ignoring the time-varying nature of the exposures, and working under the over-simplified causal model \((S.fd)\), usually does not have a clear causal meaning.
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Appendices

A Proof of Theorem 1

Consider a longitudinal model \((L)\) and assume that the only available data regarding the exposure of interest consists in \(D\), which is a deterministic function of \(X_{T_1}^{T_2}\),
with $1 \leq t_1 \leq t_2 \leq T$. Let $x$ and $x^*$, $x \neq x^*$, be two given possible values of $\mathcal{X}$, and assume that there exists some $\mathcal{W} \subset \mathcal{X}$, taking its values in some space $\Omega_\mathcal{W}$, such that $0 < P(\mathcal{X} = x | \mathcal{W} = \omega) < 1$ and $0 < P(\mathcal{X} = x^* | \mathcal{W} = \omega) < 1$, for all $\omega$ such that $P(\mathcal{W} = \omega) > 0$. Now, consider an over-simplified model $(S)$ and assume that $(Y^{\mathcal{X} = x} \perp \perp \mathcal{X} | \mathcal{W})_S$. Then, following usual arguments of causal inference \cite{Pearl2009a, Robins1986, Rosenbaum1983}, the causal effect of interest, $ATE_S(x; x^*) := \mathbb{E}_S(y^{\mathcal{X} = x} - y^{\mathcal{X} = x^*})$, would be estimated under this over-simplified model $(S)$ as

$$ATE_S(x; x^*) = \sum_{\omega \in \Omega_\mathcal{W} \times P(\mathcal{W} = \omega)} \left[ \mathbb{E}(y | \mathcal{W} = \omega, \mathcal{X} = x) - \mathbb{E}(y | \mathcal{W} = \omega, \mathcal{X} = x^*) \right].$$

Now assume that there exists some $t_0 \in [1, t_1]$, some $t_3 \in [t_2, T]$, such that $(Y^{X_{t_0}^{L} = X_{t_0}^{T} \perp X_{t_3}^{L}} | \mathcal{W})_L$. Let $\omega$ be any given possible value of $\mathcal{W}$ such that $P(\mathcal{W} = \omega) > 0$, and $X_{t_0}^{T}$ and $X_{t_3}^{T}$ in $\{0, 1\}^{t_3-t_0+1}$ be any two possible profiles of $X_{t_0}^{t_3}$ leading to $\mathcal{X} = x$ and $\mathcal{X} = x^*$, respectively, such that $P(X_{t_0}^{t_3} = X_{t_0}^{T} | \mathcal{X} = x, \mathcal{W} = \omega) > 0$ and $P(X_{t_0}^{t_3} = X_{t_0}^{T} | \mathcal{X} = x^*, \mathcal{W} = \omega) > 0$. It follows that $P(X_{t_0}^{t_3} = X_{t_0}^{T} | \mathcal{W} = \omega) > 0$ and $P(X_{t_0}^{t_3} = X_{t_0}^{T} | \mathcal{W} = \omega) > 0$. Next, usual arguments of causal inference \cite{Pearl2009a, Robins1986, Rosenbaum1983} yield

$$ATE_{L \omega} = \sum_{\omega \in \Omega_\mathcal{W}} \mathbb{E}_L \left( Y^{X_{t_0}^{L} = X_{t_0}^{T} - X_{t_0}^{T}} | \mathcal{W} = \omega \right) = \sum_{\omega \in \Omega_\mathcal{W}} \left[ \mathbb{E}_L \left( Y^{X_{t_0}^{L} = X_{t_0}^{T}} | \mathcal{W} = \omega, X_{t_0}^{T} = X_{t_0}^{T} \right) - \mathbb{E}_L \left( Y^{X_{t_0}^{L} = X_{t_0}^{T}} | \mathcal{W} = \omega, X_{t_0}^{T} = X_{t_0}^{T} \right) \right],$$

$$= \sum_{\omega \in \Omega_\mathcal{W}} \left[ \mathbb{E} \left( y | \mathcal{W} = \omega, X_{t_0}^{T} = X_{t_0}^{T} \right) - \mathbb{E} \left( y | \mathcal{W} = \omega, X_{t_0}^{T} = X_{t_0}^{T} \right) \right].$$

Because $X_{t_0}^{T}$ d-separates $\mathcal{X}$ and $\mathcal{W}$ under model $(L)$ \cite{Pearl1988, Verma1988, Pearl2009b}, we have, for any any $\omega$ in $\Omega_\mathcal{W}$ and any $X_{t_0}^{T}$ in $\{0, 1\}^{t_3-t_0+1}$ such that $P(X_{t_0}^{T} = X_{t_0}^{T} | \mathcal{W} = \omega) > 0$,

$$\mathbb{E} \left( y | \mathcal{W} = \omega, X_{t_0}^{T} = X_{t_0}^{T} \right) = \mathbb{E} \left( y | \mathcal{W} = \omega, \mathcal{X} = x, X_{t_0}^{T} = X_{t_0}^{T} \right),$$

with $x$ corresponding to the value taken by $\mathcal{X}$ when $X_{t_0}^{T} = X_{t_0}^{T}$. In other respect,
we have

$$
\mathbb{E}(Y \mid W = w, X = x) = \sum_{\Sigma^t_0, x^t_0 \in \{0,1\}^{t_3-t_0+1}} \mathbb{E}(Y \mid W = w, X = x, X^t_0 = x^t_0) \\
\times P(X^t_0 = x^t_0 \mid W = w, X = x),
$$

$$
= \sum_{\Sigma^t_0, x^t_0 \in \{0,1\}^{t_3-t_0+1}} \mathbb{E}(Y \mid W = w, X^t_0 = x^t_0) \\
\times P(X^t_0 = x^t_0 \mid W = w, X = x),
$$

$$
= \sum_{\Sigma^t_0, x^t_0 \in \{0,1\}^{t_3-t_0+1}} \mathbb{E}_L(Y \mid \Sigma^t_0 = x^t_0, W = w) \\
\times P(X^t_0 = x^t_0 \mid W = w, X = x),
$$

where the second equality comes from the fact that $X^t_0 = x^t_0 \Rightarrow X = x$, for any $x^t_0$ such that $P(X^t_0 = x^t_0 \mid W = w, X = x) \neq 0$. This finally yields

$$
\overline{ATE}_S(x; x^*) = \sum_{w \in \Omega_W} \sum_{\Sigma^t_0, x^t_0 \in \{0,1\}^{t_3-t_0+1}} \{ \mathbb{E}_L(Y^t_0 = x^t_0 \mid W = w) \\
\times P(X^t_0 = x^t_0 \mid W = w) \}
$$

where the sums are over all $x^t_0$ and $x^t_0$* in $\{0,1\}^{t_3-t_0+1}$ such that $P(X^t_0 = x^t_0 \mid W = w, X = x)$ and $P(X^t_0 = x^t_0 \* \mid W = w, X = x^*)$, respectively, are not null.

The proof of the result under condition (T.Uncond) follows from similar, but simpler, arguments and is therefore omitted.
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