Gauge-equivariant flow models for sampling in lattice field theories with pseudofermions
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This work presents gauge-equivariant architectures for flow-based sampling in fermionic lattice field theories using pseudofermions as stochastic estimators for the fermionic determinant. This is the default approach in state-of-the-art lattice field theory calculations, making this development critical to the practical application of flow models to theories such as QCD. Methods by which flow-based sampling approaches can be improved via standard techniques such as even/odd preconditioning and the Hasenbusch factorization are also outlined. Numerical demonstrations in two-dimensional U(1) and SU(3) gauge theories with \( N_f = 2 \) flavors of fermions are provided.

I. INTRODUCTION

Lattice quantum field theory (LQFT), particularly lattice quantum chromodynamics, has become an ubiquitous tool in high-energy and nuclear theory [1–4]. Given the extraordinary computational cost of state-of-the-art LQFT studies, advances in the form of more efficient algorithms are of great value [5, 6]. Recently, significant efforts have been made to design novel algorithms incorporating machine-learned components to accelerate the first stage of LQFT calculations, which involves sampling contributions to the high-dimensional discretized path integral [7–19]. In particular, bespoke generative flow models [20–22] tailored to the sampling of LQFT field configurations have been developed and applied in a variety of ways [23–46], and have been found to address key sampling challenges such as critical slowing-down and topological freezing in some two-dimensional (2D) theories [24–28, 30].

In order to use flow-based sampling for LQFTs with fermions, such as QCD, suitable flow architectures to treat both gauge and fermionic degrees of freedom are needed. Several pieces of this puzzle are already in place. First, gauge-equivariant architectures for gauge fields have been developed and applied for 2D Abelian and non-Abelian theories [25, 26, 47]. Second, different methods to incorporate fermions in flow architectures have been discussed in Ref. [28], with numerical demonstrations provided in the context of the 2D Yukawa theory. Among the various proposals, integrating out the fermion fields and directly evaluating the resulting fermion determinant is the most straightforward approach; in this case, the target probability distribution is given only in terms of gauge variables. This procedure has found success in proof-of-principle applications to the Schwinger model at criticality [30]. However, this approach is not scalable.

Specifically, computing the probability density after the fermionic integration via direct methods is not feasible for at-scale studies of theories such as QCD, as such methods scale cubically with the spacetime volume. The usual approach to this challenge is to introduce auxiliary degrees of freedom, named pseudofermions, which function as stochastic determinant estimators for which the cost of evaluation scales more favorably with the lattice volume. It seems natural to follow a similar approach in flow-based sampling. This was considered in Ref. [28] for Yukawa theory, but architectures combining both gauge equivariance and pseudofermion degrees of freedom have not previously been presented.

This paper develops and presents flow architectures to model fermionic lattice gauge theories using pseudofermions. These architectures are based on “joint models”, where the action defining the target probability distribution is split into a “marginal” part, which depends only on the gauge variables, and a “conditional” part, which depends on the pseudofermionic variables given fixed gauge fields. The function of the conditional part is to efficiently estimate the fermion determinant. The new developments of this work are architectures to model the conditional component, and the introduction of a parallel transporter convolutional network, which is the central piece of the architecture. In addition, it is outlined how standard approaches such as even/odd or Hasenbusch preconditioning can be combined with pseudofermion modeling.

Numerical demonstrations of the joint flow model architectures are provided in two toy gauge theories. One is the Schwinger model, which contains pseudo-Goldstone bosons, is confining, and has distinct topological sectors. The other is a 2D SU(3) gauge theory with \( N_f = 2 \) flavors of fermions. While this system is topologically trivial, it shares the gauge group of QCD and can have large cor-
II. LATTICE GAUGE THEORIES WITH PSEUDOFERMIONS

The action of a lattice gauge theory with \( N_f \) fermion degrees of freedom can be factorized into gauge and fermionic components as

\[
S(U, \psi, \bar{\psi}) = S_g(U) + S_f(U, \psi, \bar{\psi}) ,
\]

where the gauge links \( U_{\mu}(x) \) are elements of the gauge group \( \mathcal{G} \) and the fermion fields are collectively denoted as \( \psi(x) \). The Wilson discretization of the gauge part of the action is \([48, 49]\)

\[
S_g(U) = -\frac{\beta}{N_c} \sum_{x} \sum_{\mu<\nu} \text{Re} \left\{ \text{Tr} P_{\mu\nu}(x) \right\} ,
\]

where \( \beta/2N_c = 1/g^2 \) is the inverse of the squared gauge coupling, and \( N_c \) refers to the dimension of the fundamental representation of the gauge group. The plaquette is defined as

\[
P_{\mu\nu}(x) := U_{\mu}(x)U_{\nu}(x+\hat{\mu})U_{\nu}^\dagger(x+\hat{\nu})U_{\mu}^\dagger(x) ,
\]

where \( \hat{\mu}, \hat{\nu} \) denote unit vectors in direction \( \mu, \nu \), respectively, and periodic boundary conditions are assumed. For 2D theories, the only contribution is \( \mu = 0, \nu = 1 \). The fermionic part of the action of a 2D gauge theory with \( N_f \) degenerate flavors of fermions in the fundamental representation of \( \mathcal{G} \) can be written as

\[
S_f(U, \psi, \bar{\psi}) = \sum_{f=1}^{N_f} \sum_{x,y} \bar{\psi}_f^\dagger(y)D[U](y,x)\gamma^\alpha\psi_f(x) ,
\]

where \( \psi^\alpha_f(x) \) denotes a fermion field with flavor \( f \) and spin index \( \alpha \in \{1,2\} \), and the gauge indices are kept implicit. The Wilson discretization \([48, 49]\) of the lattice Dirac operator \( D[U] \) is given by

\[
D[U](y,x)\gamma^\alpha = \delta(y-x)\gamma^\alpha - \kappa \sum_{\mu=0,1} \left\{ [1 - \sigma_\mu] U_{\mu}(y)\delta(y-x+\hat{\mu}) \right. \\
+ \left. [1 + \sigma_\mu] U_{\mu}^\dagger(y-\hat{\mu})\delta(y-x-\hat{\mu}) \right\} ,
\]

where \( \sigma_\mu = (\sigma_x, \sigma_y) \), with \( \sigma_x, \sigma_y \) denoting the usual Pauli matrices, and \( \kappa = 1/(4 + 2m_0) \), where \( m_0 \) is the bare fermion mass. Antiperiodic boundary conditions in the time direction are incorporated in the definition of the \( \delta \) functions.

The full action, Eq. (1), is invariant under gauge transformations of the form

\[
U_{\mu}(x) \rightarrow \Omega(x)U_{\mu}(x)\Omega^\dagger(x+\hat{\mu}), \quad \psi(x) \rightarrow \Omega(x)\psi(x) ,
\]

for any choice of \( \Omega(x) \in \mathcal{G} \). Observables are computed as expectations over field configurations,

\[
\langle \mathcal{O} \rangle = \frac{1}{Z} \int DU D\psi D\bar{\psi} e^{-S(U,\psi,\bar{\psi})} ,
\]

where \( p = e^{-S(U,\psi,\bar{\psi})}/Z \) plays the role of a probability density, with \( Z \) a normalization constant.

It is common practice to integrate out the Grassmann-valued fermionic degrees of freedom,

\[
\frac{1}{Z_f} \int D\psi D\bar{\psi} e^{-S_f(U,\psi,\bar{\psi})} = (\det D[U])^{N_f} ,
\]

where \( Z_f \) is a normalization constant. This results in an effective action, which in the case of \( N_f = 2 \) reads

\[
S_{\text{eff}}[U] = S_g(U) - \log \det DD^\dagger[U] ,
\]

where \( \det D^2 = \det DD^\dagger \) due to \( \gamma_5 \)-Hermiticity of \( D \). This form of the action is given only in terms of gauge variables and can in principle be used for lattice calculations. However, the evaluation cost of the determinant scales poorly with the lattice volume. The scalable approach for state-of-the-art lattice QCD uses stochastic determinant estimators, in particular ones based on the following relation for positive definite matrices \( M \):

\[
\det M = \frac{1}{(2\pi)^N} \int d\phi e^{-\phi^\dagger M^{-1} \phi} ,
\]

where \( \phi(x) \) are complex bosonic variables (the pseudofermions), \( N \) is the number of pseudofermion variables, and \( \int d\phi \) denotes integration over these variables. Adding these auxiliary variables, the \( N_f = 2 \) theory can be represented with the following action:

\[
S(U, \phi, \phi^\dagger) = S_g(U) + S_{\text{pf}}(U, \phi, \phi^\dagger) ,
\]

with \( S_{\text{pf}}(U, \phi, \phi^\dagger) = \phi^\dagger (DD^\dagger)^{-1} \phi \).

In this form only the inverse of the Dirac operator applied to the pseudofermions is needed to evaluate the action,
which can be computed with effectively linear cost scaling\textsuperscript{1} with respect to the lattice volume. This comes at the cost of additional stochastic noise. Several common variations on this approach, referred to as schemes for preconditioning the action, are described below.

### III. FLOW MODELS FOR PSEUDOFERMIONS

#### A. Flow-based sampling

Normalizing flows \[20–22\] have proven to be a promising tool to mitigate critical slowing down and topological freezing in some lattice field theories \[24, 25, 30\]. For an in-depth introduction to normalizing flows for lattice field theory, we refer the reader to Ref. \[29\]. Here, we review the key concepts relevant for this work.

A “flow” is a diffeomorphism \( f \) that is applied on a set of samples drawn from an easy-to-sample base (or prior) distribution, \( r(z) \). The resulting configurations, \( \varphi = f(z) \), are distributed according to the model distribution with density

\[
q(\varphi) = r(z) \left| \det \frac{\partial f(z)}{\partial z} \right|^{-1} .
\]

The flow model is constructed with trainable parameters, which can be optimized to approximate a target probability distribution \( p \), i.e., \( q(\varphi) \approx p(\varphi) \).

In the context of lattice field theory, configurations \( \varphi \) are discretized quantum fields, and the target distribution is given by the Euclidean action of the theory, i.e., \( p(\varphi) = e^{-S(\varphi)}/Z \). Expressive transformations may be obtained by defining the flow \( f \) as the composition of \( n \) invertible layers

\[
f = g_1 \circ g_2 \cdots \circ g_n .
\]

Various architectures for the invertible layers \( g_i \) tailored for different theories have been proposed in previous work, e.g., for scalar theories \[24, 27, 41\], Abelian and non-Abelian pure-gauge theories \[25, 26\], and theories containing fermions \[28\].

The optimization of a flow model proceeds by minimizing a loss function that quantifies the difference between the model and target distributions. A common choice of loss is the Kullback-Leibler (KL) divergence \[51\], see also Appendix B.1. A self-training optimization scheme can be used, in which the KL divergence is computed stochastically by drawing samples, or “training data”, from the model distribution. A useful measure of model quality during training is the Effective Sample Size per configuration (ESS), as defined, e.g., in Ref. \[29\]:

\[
\text{ESS} = \frac{1}{N} \left( \frac{\sum_{i=1}^{N} p(\varphi_i)/q(\varphi_i)}{\sum_{i=1}^{N} (p(\varphi_i)/q(\varphi_i))^2} \right)^2 ,
\]

where \( N \) is the number of samples used to compute the estimate. Larger ESS implies better model quality, and \( \text{ESS} \in [1/N, 1] \).

Given a trained flow model, the most straightforward approach to sample from \( p \) is to build a Markov chain using the independence Metropolis algorithm. Starting from some initial sample \( \varphi \), the probability to accept an independent proposal \( \varphi' \) generated by the flow model is defined as

\[
A(\varphi \to \varphi') = \min \left( 1, \frac{p(\varphi')}{p(\varphi)} \frac{q(\varphi)}{q(\varphi')} \right) .
\]

Since each proposal from the flow model is independent from the previous one, autocorrelations in the Markov chain only arise from rejections in the Metropolis step. Higher quality models therefore result in less autocorrelation. Alternatively, one may use a reweighting procedure, where the weight of each configuration is given by

\[
w(\varphi) = p(\varphi)/q(\varphi) .
\]

#### B. Joint models

We build on Ref. \[28\] to define models for joint sampling of bosonic and pseudofermionic degrees of freedom. Specifically, we construct “joint autoregressive models” as described in Ref. \[28\], which we simply refer to as “joint models” in the following. The fundamental idea is to factorize the probability distribution of Eq. (12) as

\[
p(U, \phi) = p(U)p(\phi|U) ,
\]

where each piece is defined as

\[
p(U) \propto \det DD^\dagger [U] e^{-S_\phi(U)} ,
\]

\[
p(\phi|U) \propto e^{-S_{\phi|U}(U, \phi, \phi^\dagger)} \det DD^\dagger [U] ,
\]

referred to as the “marginal” and “conditional” distributions, respectively. As noted in Ref. \[28\], sampling from \( p(\phi|U) \) is straightforward, but computing the normalizing constant \( \det DD^\dagger \)—needed for the ratios in Eqs. (16) and (17)—is not.

We use two independent flow models to model the respective distributions:

\[
q(U, \phi) = q(U)q(\phi|U) \simeq p(U)p(\phi|U) ,
\]

where the first component approximates the marginal distribution:

\[
q(U) = r_m(z) \left| \det \frac{\partial f_m(z)}{\partial z} \right|^{-1} , \quad U = f_m(z) ,
\]
and the other models the conditional distribution:

$$q(\phi|U) = r_c(\chi) \left| \det \frac{\partial f_c(\chi|U)}{\partial \chi} \right|^{-1}, \quad \phi = f_c(\chi|U),$$

(22)

where $r_m$ is taken to be uniform over the Haar measure and $r_c$ is a spherical Gaussian over all components of $\phi$. Note that the transformations defining the conditional flow, $f_c$, act only on the pseudofermions, that is, the gauge fields remain unchanged under the action of $f_c$. Figure 1 sketches the sample generation workflow of a joint model. For $f_m(U)$ we use the gauge-equivariant layers described in Ref. [26], while $f_c(\phi|U)$ requires new technology which will be described in the following section: while pseudofermion architectures have already been presented in Ref. [28] for Yukawa theory, these did not treat pseudofermions coupled to gauge variables.

To evaluate the quality of a joint model, one can use the "joint ESS", defined by Eq. (15) with $q(\phi) \rightarrow q(U, \phi) = q(U)q(\phi|U)$ and $p(\phi) \rightarrow p(U, \phi) = p(U)p(\phi|U)$. Another useful metric is the "marginal ESS", which evaluates the quality of only the marginal model, cf. the target defined by Eq. (9). This is obtained from Eq. (15) with $q(\phi) \rightarrow q(U)$ and $p(\phi) \rightarrow p(U)$.

C. Gauge-equivariant architectures

In this section, we describe how expressive gauge-equivariant transformations can be constructed for the conditional distribution of pseudofermions. In the approach of Ref. [28], which treats pseudofermions that are not coupled to gauge degrees of freedom, the conditional flow $f_c$ is a function that maps an uncorrelated Gaussian distribution to a correlated one:

$$r(\chi) \propto e^{-\chi^\dagger \chi} f_c(\chi|U) \rightarrow q(\phi|U) \propto e^{-\phi^\dagger (D\partial^\dagger U/\partial U)^{-1} \phi}.$$  

(23)

That is, the flow is a change of basis constructed as a linear transformation $D$ of the pseudofermions. Naturally, the choice $D = D$ would set $q(\phi|U) = p(\phi|U)$; however, evaluating the Jacobian of such a transformation would require evaluating the fermion determinant exactly, which is expensive. Instead the map $f_c$ can be constructed as a composition of simpler linear transformations, each with a tractable Jacobian.

In constructing such linear transformations, care must be taken to ensure the resulting map $f_c$ is gauge equivariant. A naive linear combination of pseudofermion variables at different lattice sites is not gauge equivariant, since pseudofermions at different positions transform differently. In order to construct a gauge-equivariant linear transformation, the pseudofermions must be parallel transported to a common point. For instance, the linear combination

$$\phi'(x) = a\phi(x) + bU_\mu(x)\phi(x + \mu),$$

(24)

with $a, b \in \mathbb{C}$, transforms as $\phi'(x) \rightarrow \Omega(x)\phi'(x)$, and thus defines an equivariant transformation.

We generalize this idea to introduce a parallel transport layer, $L[U, \phi]$, which collects together the field at a given point $y$ with all of its nearest neighbors parallel transported to $y$, i.e.,

$$L[U, \phi](y) = \{\phi(y), \phi^{x_1}(y), \ldots, \phi^{x_d}(y)\},$$

(25)

where $x_i$ labels the coordinates of the $2 \times d$ neighbors of $y$ (assuming $d$ space-time dimensions), and $\phi^{x_i}(y)$ is the pseudofermion $\phi(x_i)$ parallel transported to the location $y$. Note that antiperiodic boundary conditions must be applied when parallel transporting across the temporal boundary.

We use the parallel transport layer to form linear combinations of the pseudofermions in an equivariant way, similar to the technique developed in Ref. [47]. Each input $\phi(y)$ has $K$ features, which in the this context indicate internal indices that are not gauge indices, e.g. spinors in 2D have $K = 2$ features. Thus, the concatenation of all vectors gathered by $L[U, \phi](y)$ across their features outputs a new vector with $\tilde{K} = (2 \times d + 1)K$ features. This way, we define the parallel transport convolution, $PTC[U, \phi](y)$, as

$$PTC[U, \phi]_\alpha(y) = \sum_\gamma M_{\alpha\gamma}L[U, \phi]_\gamma(y),$$

(26)

where $\alpha, \gamma$ denote the feature indices, and the complex-valued matrix $M$ has dimensions $H \times \tilde{K}$. Here, $H$ is the number of features of the output of this layer. In order to build expressive transformations and incorporate further information from the gauge field, one can parametrize $M_{\alpha\gamma}$ as a neural network applied to the gauge field, for instance, a standard convolutional neural network with gauge invariant inputs. Finally, a parallel transport convolutional network, $PTCN[U, \phi](y)$, is defined as the composition of multiple PTCs with $H = 2$ (i.e., the number

\[\text{\footnotesize \# Note that the marginal ESS requires the evaluation of the fermion determinant, and thus cannot be evaluated on larger volumes.}\]
of spin components in 2D) in the last PTC layer. The choice of $H$ at intermediate layers is arbitrary, and can be varied to increase expressivity. In a PTCN, the number of PTCs is denoted as $n_{PTC}$. We emphasize that PTCNs are linear operators on the input fields $\phi(x)$.

We are now in the position to define pseudofermion layers. To ensure that the Jacobian of the transformation can be computed efficiently, we perform variable partitioning into active, $\phi_a$, and frozen, $\phi_f$, degrees of freedom, encoded via a projector $P$ defined such that

$$\phi_a(x) = P(x)\phi(x), \quad \phi_f(x) = (1 - P(x))\phi(x).$$

Then, a pseudofermion layer is defined by updating the active variables conditioned on the frozen ones as

$$\phi'_a(x) = A(x)\phi_a(x) + \text{PTCN}[U, \phi_f](x),$$

$$\phi'_f(x) = \phi_f(x),$$

where $A(x)$ is a site-dependent complex matrix in spin space (or is a scalar) that, like $M_{\alpha\gamma}$, is also a function of gauge invariant combinations of links parametrized by a neural network.

The projector $P$ can be defined in different ways. One choice is “spatial partitioning”, where the lattice sites are separated into active and frozen partitions, $x_a$ and $x_f$ respectively. This can be achieved, e.g., by using a checkerboard pattern. In this scheme, the projector takes the form

$$P(x_a) = 1_s, \quad P(x_f) = 0 ,$$

and $1_s$ is the identity in the spinor indices. The Jacobian thus factorizes as

$$\log J = 2 \sum_{x \in x_a} \log |\det A(x)| ,$$

where the factor of 2 accounts for the complex numbers. Another choice of projector implements “spin partitioning”, such that the projector is identical on all lattice sites and isolates a certain spinor component. In 2D, this can be defined as

$$P^{\pm}(x) = \frac{1}{2}(1_s \pm \sigma_z) ,$$

where $\sigma_z$ is the usual Pauli matrix, and $P^+(P^-)$ projects to the upper (lower) spinor component. In this case, the Jacobian of the transformation is also trivial to evaluate:

$$\log J = 2 \sum_x \log |A(x)| ,$$

where $A(x)$ is now interpreted as a complex scalar that acts only on the active spin component.

A flow transformation can finally be defined as a composition of several pseudofermion layers. The parameters of the transformations of all layers—$M_{\alpha\gamma}$ in Eq. (26) and $A(x)$ in Eq. (28)—can be chosen to be the outputs of a “context function” built from neural networks. This function only depends on the gauge links, and it can only take gauge-invariant inputs. We describe our choice in Appendix B. In the numerical demonstrations of Section IV we choose to alternate the choice of active and frozen variables such that all variables are updated with the same frequency. In addition, one can build a conditional flow using only spatial partitioning, only spin partitioning, or a combination of both.

D. Joint models for preconditioned actions

The Wilson-Dirac operator can have a large condition number due to the presence of small eigenvalues. This effect is enhanced when approaching the chiral limit of lattice gauge theories. Fortunately, this situation can be ameliorated by employing preconditioned actions, as is standard in state-of-the-art lattice QCD calculations using the HMC algorithm. Two common approaches are even/odd [53] preconditioning and the Hasenbusch factorization [54]. As detailed below, these schemes define modified target distributions cf. Eq. (19), which require different architectures to model.

In the context of flow models, higher condition numbers imply more difficult target distributions, as the variance of the stochastic determinant estimator increases. This intuition is borne out in practice, as it can indeed be observed that it is more difficult to train flow models to model operators with larger condition number. Here, we describe how pseudofermion modeling can be combined with preconditioning techniques to mitigate this effect. As demonstrated in Section IV, this approach can be numerically advantageous.

1. Pseudofermion models for even/odd preconditioning

Even/odd (EO) preconditioning [53] is a simple idea that reduces both the condition number and the number of degrees of freedom of the Dirac operator at almost no cost. It is based on the rearrangement of the Wilson-Dirac operator into the form:

$$D = \left( \begin{array}{cc} 1 & D_{eo} \\ D_{oe} & 1 \end{array} \right) ,$$

where $D_{oe}$ and $D_{eo}$ are the terms connecting nearest neighbors (“even” and ”odd” sites). This way, the determinant can be calculated as

$$\det D = \det (1 - D_{eo}D_{wc}) \equiv \det D_{wc} ,$$

This nested evaluation of neural networks to produce parameters for higher-level networks is similar to previous explorations of nested architectures in the machine learning community [52].
where the subscript “sc” stands for Schur complement. Note that while $D \sim 1 + O(\kappa)$, the EO preconditioned Dirac operator is $D_{sc} \sim 1 + O(\kappa^2)$, explaining the smaller condition number. The operator $D_{sc}$ acts on only even-site variables.

Pseudofermions can be used to estimate the EO preconditioned fermion determinant in the usual manner:

$$\det DD^\dagger \propto \int d\phi e^{-\phi_0^i(D_{sc}D^\dagger_{sc})^{-1}\phi_0},$$  

(35)

where $\phi_0$ represents the pseudofermionic degrees of freedom defined only on the even sites of the lattice.

In order to model the determinant in Eq. (35), we must adapt our architecture to treat a pseudofermion field defined only on even sites. In practice, this can be done using architectures almost identical to those described in the previous section, by retaining odd-site variables but never updating their values from zero. Each PTCN may adapt our architecture to treat a pseudofermion field defined only on the even sites of the lattice.

To combine this technique with flow models, one can use the architecture described in Section III C, without modification, for each of the determinants to be estimated. This means constructing joint models containing multiple different conditional models:

$$q(U, \phi_0, \ldots, \phi_{N_h+1}) = q(U) \prod_{i} q(\phi_i|U),$$  

(39)

where $q(\phi_i|U)$ is the density of the flow model for the monomial $i$. The ESS for the resulting joint model can be computed using Eq. (15) with the weight factor

$$w(U, \phi_0, \ldots, \phi_{N_h+1}) = \frac{p(U) \prod_{i} q(\phi_i|U)}{q(U) \prod_{i} q(\phi_i|U)}.$$  

(40)

Furthermore, the EO preconditioning introduced in Section III D 1 can be easily combined with the Hasenbusch factorization, as is common in state-of-art lattice QCD studies, by simply replacing $M = DD^\dagger \rightarrow D_{sc}D^\dagger_{sc}$ in Eq. (38). Combinations of both techniques will be the default approach used in the numerical demonstrations discussed in Section IV.

E. Improving the stochastic determinant estimate

In order to use joint models more efficiently, one can draw multiple pseudofermion samples for fixed gauge fields. This provides more precise estimators of the determinant of the Dirac operator. The resulting improved weights can be used with the pseudo-marginal Markov-chain Monte Carlo algorithm [28, 55] to provide better statistical performance. The procedure is outlined below.

For a fixed gauge field $U$, the determinant of $M(U)$ can be estimated as

$$\det M(U) = \int d\phi e^{-S_{\mu}(U,\phi,\phi^\dagger)}$$

$$= \int d\phi q(\phi|U) e^{-S_{\mu}(U,\phi,\phi^\dagger)} q(\phi|U)$$

$$= \left\langle \frac{e^{-S_{\mu}(U,\phi,\phi^\dagger)}}{q(\phi|U)} \right\rangle_q,$$  

(41)

It can easily be seen that increasing $\mu$ numerically simplifies the evaluation of the second term of Eq. (37), while making the evaluation of the first more difficult.

This procedure can be iterated $N_h$ times:

$$\det M = \det (M + \mu_{N_h}) \cdots \det (M + \mu_0) = \prod_{i=0}^{N_h-1} \det (M + \mu_i),$$  

(38)

where $\mu_0 = 0$ and $\mu_i < \mu_{i+1}$. In this equation, one has $N_h + 1$ independent monomials for $N_h$ “Hasenbusch steps”. In practice, the values of $\mu_i$ must be tuned to achieve the optimal performance; the best choice is typically such that all monomials have similar average condition numbers.
where \( \langle \cdots \rangle_q \) denotes the average over samples distributed as \( q(\phi(U)) \). This way, one can define the weight factor for the conditional part using \( N_{\text{pf}} \) pseudofermion samples as

\[
w_{N_{\text{pf}}} (\{\phi\}|U) = \frac{1}{N_{\text{pf}}} \sum_{i=1}^{N_{\text{pf}}} \frac{p(\phi^{(i)}|U)}{q(\phi^{(i)}|U)}. \tag{42}
\]

Combining this with the weight factor of the marginal model, the weight factor of a single gauge configuration \( U \) and corresponding set of \( N_{\text{pf}} \) pseudofermion samples \( \{\phi\} \) can be defined as

\[
w_{N_{\text{pf}}}(U) = \frac{p(U)}{q(U)} \times w_{N_{\text{pf}}} (\{\phi\}|U) = \frac{1}{N_{\text{pf}}} \sum_{i=1}^{N_{\text{pf}}} \frac{p(\phi^{(i)},U)}{q(\phi^{(i)},U)}. \tag{43}
\]

This way, one can use the weight factor \( w_{N_{\text{pf}}}(U) \) averaged over several pseudofermion draws for a Metropolis accept-reject step, which leads to higher acceptance rates. In the limit of infinitely many pseudofermion samples, this converges to using the marginal flow model with an exact evaluation of the determinant of the Dirac operator. As a metric, one can also define the ESS for several pseudofermions:

\[
\text{ESS}(N_{\text{pf}}) = \frac{1}{N} \left( \frac{\sum_{i=1}^{N} w_{N_{\text{pf}}} (U^{(i)})}{\sum_{i=1}^{N} w_{N_{\text{pf}}} (U^{(i)})^2} \right)^2.
\tag{44}
\]

As demonstrated in Appendix A, this depends on the number of pseudofermion draws as

\[
\text{ESS}(N_{\text{pf}}) = \frac{\text{ESS}(\infty)}{1 + \frac{C}{N_{\text{pf}}}}, \tag{45}
\]

where \( C \) is a constant, and \( \text{ESS}(\infty) \) coincides with the marginal ESS.

Finally, when using this procedure with the Hasenbusch factorization, one must draw \( N_{\text{pf}} \) independent pseudofermion samples for each monomial, for a total of \( N_{\text{pf}}(N_h + 1) \). The weight factor for each monomial, \( w_{N_{\text{pf}}} (\{\phi_i\}|U) \), will be computed as in Eq. (42), and the overall weight factor \( w_{N_{\text{pf}}}(U) \) will result from multiplying all the weight factors from each monomial with the marginal part:

\[
w_{N_{\text{pf}}}(U) = \frac{p(U)}{q(U)} \times \prod_{i=1}^{N_h+1} w_{N_{\text{pf}}} (\{\phi_i\}|U). \tag{46}
\]

### IV. NUMERICAL DEMONSTRATION

This section presents numerical examples of applications of the joint modeling approach to sampling gauge field configurations for two 2D toy theories. A subsection is dedicated to each of the Schwinger model and SU(3) in 2D. More details about the numerical experiments can be found in Appendix B, and examples of distributions of values for observables using two of these models for sampling in Appendix C.

#### A. \( N_f = 2 \) Schwinger model

The Schwinger model, that is, 2D QED, shares some features with QCD [56, 57] and is often used as a testbed for new algorithms for lattice gauge theories [42, 58–67]. In the context of flow-based sampling and related approaches, this theory has already been investigated in Refs. [30, 42]. However, these works used the exact determinant action of Eq. (9), while here we use the pseudofermion approach.

For the numerical demonstrations, we use the following parameters for the action: \( \beta = 2.0 \) and \( \kappa = 0.265 \) (corresponding to a bare fermion mass of \( m_0 = -0.113208 \)). The pseudoscalar mass is \( aM_{PS} \sim 0.35 \). We implement an architecture using the spatial variable partitioning presented in Eq. (29). Furthermore, we use a regulator of the Dirac operator during training in the form of \( (DD^\dagger + \mu_0) \), with \( \mu_0 = 10^{-5} \). We use this regulated target only during training, for stability. During sampling and when computing observables, we use the unregulated operator and no additional approximation is induced by this procedure.
the marginal ESS. To guide the eye, a fit to Eq. (45) is shown in Figure 2. As can be seen, a training curve for the joint and marginal ESS is shown in Appendix B. We train the joint model as a whole, in the context function of these models, as discussed in Section III E, that is, drawing in an ensemble of 40k configurations generated from this flow model. However, EO preconditioning does not prevent the occasional appearance of very large condition numbers—in test ensembles with 40k configurations, condition numbers as large as $O(10^5)$ are found both with and without EO.

A way to improve the sampling quality is to follow the procedure outlined in Section III E, that is, drawing more pseudofermion samples for fixed gauge fields. This is shown in Figure 3, where the ESS as a function of the number of pseudofermion draws, $N_{\text{pf}}$, is shown. In that figure, from right to left, every point corresponds to an increase by a factor of 2 in $N_{\text{pf}}$. It can be clearly seen that the ESS increases with larger $N_{\text{pf}}$ and approaches the marginal ESS. To guide the eye, a fit to Eq. (45) is also shown. This method is a promising option for increasing the statistical precision of measured observables when using flow-based sampling, as it requires only additional pseudofermion sampling without modifying or generating additional gauge fields. Indeed, training can be done with a small $N_{\text{pf}}$, and then $N_{\text{pf}}$ may be increased arbitrarily during evaluation. Because statistical quality can be improved without generating additional gauge field samples, the approach can be particularly advantageous in situations where the evaluation of observables dominates the computational cost. This is in fact the case in many lattice QCD applications.

### 2. Effect of preconditioning

This section provides a numerical demonstration of how different preconditioning schemes interact with flow model quality for the Schwinger model. For these tests, we use a similar model architecture as detailed in the previous section, with 24 pseudofermion layers and the same target parameters as in the previous example, but at a smaller lattice extent, $L = 8$. Figure 4 shows the joint ESS (left) and marginal ESS (right) of models for a set of five different pseudofermion targets: (i) no preconditioning, (ii) even/odd, (iii) even/odd and Hasenbusch with one monomial, $\mu_1 = 0.001$, (iv) even/odd and Hasenbusch with two monomials, $(\mu_1, \mu_2) = (0.001, 0.01)$, and (v) even/odd and Hasenbusch with three monomials, $(\mu_1, \mu_2, \mu_3) = (0.001, 0.01, 0.05)$.

Clearly, EO preconditioning results in significantly increased ESS, as is to be expected from the reduced number of pseudofermion variables. This improvement is also visible in the marginal ESS, which suggests better propagation of information about fermionic effects to the marginal model. Another source of intuition about target complexity is condition number. The unpreconditioned $DD^\dagger$ operator has an average condition number of $\sim 960$, while that with EO preconditioning is $\sim 195$ for test ensembles of 40k gauge fields generated from each flow model. However, EO preconditioning does not prevent the occasional appearance of very large condition numbers—in test ensembles with 40k configurations, condition numbers as large as $O(10^5)$ are found both with and without EO.

Considering the combination of EO with Hasenbusch factorization, one might naively expect the ESS to decrease with more Hasenbusch steps since adding monomials increases the number of pseudofermion variables to model. However, both the joint and marginal ESS improve, with more improvement if more Hasenbusch steps are used. Therefore, the Hasenbusch-preconditioned target must be significantly easier to model, which is confirmed by considering the condition number of the matrices involved: for the case of three factorization steps, in an ensemble of 40k configurations generated from this model the average condition number is $O(10)$ in all four monomials, and the maximum value is less than 100 in
all cases. We conclude that while using Hasenbusch requires additional conditional flows and thus larger models overall—with the corresponding increased memory and computing cost—it may provide a systematic approach for increasing the sampling quality.

### B. Application to SU(3) in 2D with $N_f = 2$

This section details a demonstration of the gauge-equivariant joint models to sample a 2D SU(3) theory with two fermion flavors. This toy model also has some similar features to QCD, such as the gauge group, confinement, and light meson-like bound states. It is however intrinsically different than QCD, since 2D SU($N$) theories are topologically trivial. For this investigation we choose the following parameters: $\beta = 6$, $\kappa = 0.265$ (corresponding to $m_0 = -0.113208$), and lattice volume $L^2$ with $L = 16$. Note that for this value of $\beta$, the bare gauge coupling is $g_0^2 = 6/\beta = 1$, and so it is in the physically relevant weak-coupling region. This choice of $\kappa$ results in a pseudoscalar mass of $aM_\pi \approx 0.72$.

We model a target preconditioned with EO and one step of the Hasenbusch factorization with $\mu_1 = 0.3$. We find that more steps are not necessary, since the Dirac operator has lower condition number than in the Schwinger model. We build the pseudofermion flows alternating spatial and spin variable partitioning, which provides better models than using either scheme alone. We use the PTCN as described in Section III C with $n_{PT} = 6$, and $H = 4$ in the intermediate layers. Increasing the values of the latter parameters does not lead to substantial improvements, while increasing the cost.

Figure 5 shows the joint and marginal ESS along training. A joint ESS of $\sim 3\%$ is achieved after 54k steps of training. When using this model in sampling, this yields an acceptance rate of $\sim 8\%$.

### V. CONCLUSION AND OUTLOOK

This work presents a crucial development for scalable flow-based modeling of gauge theories with fermion content. Specifically, we have introduced gauge-equivariant architectures for the pseudofermion approach to the fermion determinant. These architectures are used in the context of joint models, where the probability distribution is split into the marginal and conditional part—the former depends on the gauge variables, and the latter on the pseudofermions with fixed gauge fields. The central piece of technology employed in this work to model the conditional part is the parallel transport convolutional network. A PTCN is the composition of several parallel transport convolutions, which compute linear combinations of pseudofermions that have been parallel transported to a common site. This is described in depth in Section III C.

An important observation is that a large condition number in the Dirac operator makes models for the conditional target harder to optimize. Therefore, we argue that preconditioners should also be used in the context of flow models for pseudofermions. In particular, we describe how the new pseudofermion layers can be easily adapted to be used in conjunction with even/odd preconditioning and the Hasenbusch factorization.

Numerical implementations of the approach are provided in 2D gauge theories, namely the Schwinger model and 2D SU(3). These investigations demonstrate the advantages of preconditioning to obtain higher-quality models, and show how using more pseudofermion draws can systematically improve statistical performance.

The ideas of this work can be applied to four space-time dimensions without formal complications, enabling flow-based sampling of theories of phenomenological interest such as QCD [68]. In practice, however, significant further engineering will be required to design and train architectures well-suited to treating the more complex structures that arise in higher dimensions and in theories with more complex topological features. As discussed at length in Ref. [69], determining whether the approach presented here will provide a viable approach to QCD sampling at state-of-the-art parameters is a critical question which will require direct exploration.
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Appendix A: ESS with multiple pseudofermion samples

For any gauge field $U$ we can estimate the conditional reweighting factor $w_{N_{\text{pf}}}((\phi)\{U\})$ with $N_{\text{pf}}$ samples from the pseudofermion distribution as in Eq. (42). Asymptotically,

$$\text{ESS}^{-1}(N_{\text{pf}}) = \langle w(U, \{\phi\})^2 \rangle_{d(U, \{\phi\})} \equiv \int dU q(U) w(U)^2 \epsilon_{N_{\text{pf}}}^{-1}(U),$$

(A1)

where

$$\epsilon_{N_{\text{pf}}}^{-1}(U) = \int \left( \prod_{i=1}^{N_{\text{pf}}} d\phi^{(i)} q(\phi^{(i)}|U) \right) w_{N_{\text{pf}}}((\phi)|U)^2,$$

(A2)
and the second line is simply defining compact notation for the expectations over \( q(\cdot|U) \). Using \( \langle w \rangle = 1 \),

\[
\epsilon_{N_{\text{pf}}}(U) = \frac{1}{N_{\text{pf}}} \left( \sum_i w_i^2 + \sum_{i \neq j} w_i w_j \right)_{\phi^{(s)}, \phi^{(N_{\text{pf}})}}
\]

\[
= \frac{1}{N_{\text{pf}}} \langle w(\phi|U)^2 \rangle_{q(\phi|U)} + \frac{N_{\text{pf}} - 1}{N_{\text{pf}}}
\]

\[
\equiv 1 + \frac{X(U)}{N_{\text{pf}}},
\]

where \( w_i \equiv w(\phi^{(i)}|U) \), and in the last line we have isolated the \( U \) and \( N_{\text{pf}} \) dependence. Inserting back into the expression for the full ESS and evaluating the integrals, we obtain

\[
\text{ESS}^{-1}(N_{\text{pf}}) = \int dU \langle U(U)^2 \rangle \left[ 1 + \frac{X(U)}{N_{\text{pf}}} \right]
\]

\[
= \text{ESS}^{-1}(\infty) + C' \frac{1}{N_{\text{pf}}},
\]

where \( \text{ESS}(\infty) \) is the marginal ESS. The result is identical to Eq. (45) up to algebraic manipulations and redefinition of \( C' \).

### Appendix B: Further details of numerical experiments

This section provides additional details of the architecture and training scheme for the numerical implementations of the flow models described in Section IV.

1. **Training and optimization**

The self-training scheme uses a loss function that is a stochastic estimate of the Kullback-Leibler divergence [51] computed with \( q \)-distributed samples generated by the model,

\[
\mathcal{D}_{\text{KL}}(q||p) = \int \frac{dU \, q(U) \log \frac{q(U)}{p(U)}}{p(U)}
\]

\[
\approx \frac{1}{B} \sum_{i=1}^{B} \left[ \log q(U_i) + S(U_i) \right] + (\text{const}) ,
\]

where \( B \) is the batch size (i.e., number of field samples generated for each gradient step). The constant does not affect optimization, and it is ignored. We have two independent implementations of the experiments, one using PyTorch and the other using JAX [72]. In the PyTorch setup, we train using the AdamW optimizer [78]. The rest of the parameters correspond to the Pytorch 1.12 default. We initialize the weights using “Xavier normal” Pytorch initialization with gain = 0.5. In the JAX setup we use the Adam optimizer with gradient clipping and the default Haiku [73] initialization with variance scaling to make the flows closer to the identity map at initialization. The results from both implementations are consistent, but the specific models shown in this paper are trained using the PyTorch implementation.

2. **Context function for the pseudofermion layers**

The linear transformation of pseudofermion variables in each PTC is parameterized by the outputs of a context function. To preserve linearity in \( \phi(x) \), this context function cannot depend on the pseudofermions. Moreover, using only use gauge-invariant inputs ensures the gauge equivariance of the transformation. In the numerical implementation in this work, in order to respect translation symmetry, we build the context function from 2D convolutions with periodic boundary conditions. The first part of the context function is shared by all the pseudofermion layers, and maps \( N_i \) input channels to \( N_{\text{hidden}} \) hidden channels. If the Hasenbusch factorization is used, all monomials also share this first part. The second part of the convolution is specific for each pseudofermion layer, and maps the \( N_{\text{hidden}} \) hidden channels to \( N_o \) channels. In intermediate convolutions the ELU [79] activation is applied, and \( \tanh \) is used in the final one.

We use four input channels to the convolution:

\[
\text{Re} \, \text{Tr} \, P_{01}(x), \text{Im} \, \text{Tr} \, P_{01}(x), I_0(x), I_1(x) ,
\]

where \( P_{01} \) is the plaquette, and

\[
I_i(x) = x_i \text{ mod } 4
\]

is a constant input with periodicity mod 4. We find that including \( I_i \) improves the quality, but is nonessential. The number of output channels will depend on the nature of the pseudofermion layer. First, for each PTC in the PTCN, \( 2 \times 5 \times H \times H' \) real numbers are required to parametrize a generic complex \( M_{\alpha\gamma}(x) \) in Eq. (26). Moreover, 8 complex numbers are required for \( A(x) \) in Eq. (28) if spatial partitioning is used. The neural network outputs are taken as the real and imaginary parts of the entries of all complex matrices, with the exception of \( A(x) \) in Eq. (28) to which we add the identity.

3. **Hyperparameters for the Schwinger model**

First, we list the common hyperparameters for all the flow models in Section IV A. For the U(1) gauge layers, we use the architecture and masking pattern described in the Appendix of Ref. [30]. The differences with respect to that work are the number of gauge layers and the number of hidden channels in the context function (here we use 32). We use \( \epsilon = 0.02 \) in the AdamW optimizer. The PTCNs have \( n_{\text{PT}} = 6 \) when EO is used, and \( n_{\text{PT}} = 3 \) otherwise. \( N_{\text{hidden}} = 16 \) is used in the context function for the pseudofermion layers. \( H = 2 \) is used in the intermediate PTCs. These models are constructed only with a spatial partitioning of the pseudofermion variables.
In addition, other hyperparameters vary between Section IV A 1 and Section IV A 2.

1. The results shown in Figure 2 and Section IV A 1 are generated from a model trained with batch size \( B = 1344 \), and \( L = 16 \). The model has 32 pseudofermion layers, as well as 32 gauge layers. The initial learning rate (LR) is \( \eta = 7 \cdot 10^{-4} \), which is reduced by a factor of 0.5 every 20k gradient steps.

2. All the models in Figure 4 and Section IV A 2 have \( B = 4096 \), \( L = 8 \), 24 gauge layers, and 24 pseudofermion layers for each monomial. The LR starts from \( \eta = 5 \cdot 10^{-4} \), and decays by a factor of 0.5 every 10k gradient steps.

4. Hyperparameters for SU(3) in 2D

The flow model described in Section IV B has 48 gauge layers and 48 pseudofermion layers in each of the two monomials. The PTCNs have \( n_{\text{PT}} = 6 \), and \( H = 4 \) is used in the intermediate PTCs. \( N_{\text{hidden}} = 16 \) is used in the context function for the pseudofermion layers. Spatial and spin partitioning are alternated in the model. For the SU(3) gauge layers, we use the architecture and masking pattern described in Ref. [26]. The context function for the pseudofermion layers, as well as 32 gauge layers, and 24 pseudofermion layers in each of the two fermionic gauge theories studied in this work. In all cases, the observables computed on configurations obtained using both sampling algorithms are statistically consistent.

For the Schwinger model, the flow model of Figure 2 is used. The observables compared are the average plaquette,

\[
P = \frac{1}{L^2} \sum_x \text{Re} \, \text{tr} \, P_{\mu \nu}(x), \tag{C1}
\]

and the topological charge,

\[
Q = \frac{1}{2\pi} \sum_x \text{Im} \log P(x). \tag{C2}
\]

For the SU(3) gauge theory, the flow model of Figure 5 is used. As an example, two observables are compared: the average plaquette, as in Eq. (C1), and the pseudoscalar correlator,

\[
C(x_0) = -\sum_{x_1, y_1} \langle [\bar{u}\gamma_5 d](x_0, x_1) [d\gamma_5 u](0, y_1) \rangle. \tag{C3}
\]
(a) Average plaquette in U(1).

(b) Topological charge in U(1).

FIG. 6. Comparison of distributions for two observables in the Schwinger model. The upper panels show density histograms comparing the distributions from HMC and flow-based sampling using reweighting. The lower panels show the ratio of the counts in each bin divided by the central value of the counts obtained in the same bin using the HMC ensemble. The uncertainties are estimated from 200 bootstrap ensembles. Histograms are constructed using comparable statistics, corresponding to approximately ∼ 10k independent configurations: 52k configurations from the flow model of Figure 2 using $N_{\text{pf}} = 64$ pseudofermion samples with an ESS ∼ 30%, and 130k HMC configurations thinned by a factor of 10 to yield independent samples.

(a) Average plaquette in SU(3).

(b) Pseudoscalar correlator at $x_0 = 7$ in SU(3).

FIG. 7. Same as Figure 6 but for two observables for the 2D fermionic SU(3) theory. Histograms are constructed using comparable statistics, corresponding to approximately ∼ 500 independent configurations: 41k configurations from the flow model of Figure 2 using a single pseudofermion sample with an ESS ∼ 3%, and 3200 HMC configurations thinned by a factor of 10 to yield independent samples.
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