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Abstract—The Linear Parameter-Varying (LPV) framework has been introduced with the intention to provide stability and performance guarantees for analysis and controller synthesis for Nonlinear (NL) systems via convex methods. By extending results of the Linear Time-Invariant framework, mainly based on quadratic stability and performance using dissipativity theory, it has been assumed that they generalize tracking and disturbance rejection guarantees for NL systems. However, as has been shown in literature, stability and performance through standard dissipativity is not sufficient in order to satisfy the desired guarantees in case of reference tracking and disturbance rejection for nonlinear systems. We propose to solve this problem by the application of incremental dissipativity, which does ensure these specifications. A novel approach is proposed to synthesize and realize an NL controller which is able to guarantee incremental stability and performance for NL systems via convex optimization using methods from the LPV framework. Through simulations and experiments, the presented method is compared to standard LPV controller designs, showing significant performance improvements.
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I. INTRODUCTION

THE control of Nonlinear (NL) systems has been an intense, ongoing field of research since the early 1970’s, and it is still to this date. So far, no systematic way has been found to perform controller synthesis for general NL systems with performance shaping, compared to the class of Linear Time-Invariant (LTI) systems where several systematic approaches exist to design or synthesize controllers. The first attempts to transfer the systematic results of the LTI framework to the NL domain was done in the form of heuristic gain-scheduling. In gain-scheduling, the controller changes between a collection of LTI controllers designed at different local operating points of the NL system. In [34], Shamma further developed this into the framework of Linear Parameter-Varying (LPV) systems, where the solution set (behavior) of the NL system is captured by the parameter variation of a proxy linear system. Variation of this system, expressed by a measurable variable called the scheduling-variable, is used to describe the original NL behavior and ensure stability and performance guarantees for the NL system. These concepts were then extended to LPV controller synthesis based on results from LTI $H_{\infty}$-control [4], [25], [32], [41], ensuring $L_2$-gain stability and performance conditions.

The main advantage of using LPV systems to represent NL systems is that the LTI stability and performance concepts, which have been extended to the LPV framework, also can be used for the NL case. By showing that $L_2$-gain stability and performance guarantees do hold for set-point control of NL systems using the LPV framework [23] and based on many successful applications of LPV control in practice, it was assumed that these implications naturally hold true for tracking and disturbance rejection specifications. However, as has been shown in [16], such guarantees are not valid in the latter case. Namely, in [16], it is shown that current LPV stability analysis is only able to guarantee asymptotic stability of a single equilibrium point of the NL system. As a consequence, tracking and rejection based on ‘standard’ LPV control may run into problems, which has also been exemplified in [33]. As a solution, it was proposed that using the notion of incremental $L_2$-gain stability and performance in synthesis, tracking and rejection specifications can be ensured.

A first attempt to use the concept of incremental stability to perform controller synthesis in conjunction with the LPV framework was in [33]. Using the results from [9], this work has provided a control synthesis method where the controller itself is restricted to be LTI with an extra input being the scheduling-variable. However, the lack of a multiplicative relationship between the state and the scheduling-variable in the control structure is a heavy limitation compared to standard LPV control. Despite this restriction, the general benefits of the alternative design have been clearly visible from the results. Besides the incremental stability concept, similar stability concepts have also developed such as contraction [20] and convergence [26]. These concepts have proven to be not only...
relevant for tracking and disturbance rejection, but also for many other NL control problems such as synchronization and observer design [26]. In practice, controller design has been accomplished using both contraction and convergence theory, but often relying on complex procedures to perform synthesis. Recently, a convex synthesis framework has been introduced for state feedback design to achieve contraction [22], [37]. A key ingredient that these concepts use is that incremental concepts are analyzed or ensured through the use of the so-called differential form of the system, also referred to as variational [8], [28] or differential dynamics [22] in literature, which describes the dynamics of the variation along the trajectories of the system. In literature it has been shown how dissipativity properties of the differential form of a system imply incremental dissipativity properties of the (original) system [36].

In this work, our contribution is the development of a systematic output feedback controller synthesis framework to ensure incremental stability and dissipativity based performance for NL systems. A key ingredient to achieve this is the use of the differential form in order to imply incremental stability and dissipativity properties of the (closed-loop) system. We achieve our contribution through the following three key sub-contributions: (i) proposing a methodology and a performance shaping framework to synthesize an output feedback controller for the differential form of the system by exploiting computationally efficient LPV methods, (ii) introducing a realization method for the controller designed for the differential form of the system to get a nonlinear controller that can be implemented for regulating the (original) target system, (iii) rigorous proofs that the obtained controller ensures closed-loop incremental stability and dissipativity based performance specs with the system.

Compared to previous work, we extend the results in [22] which use state feedback to ensure $L_2^q$-gain performance to output feedback for general quadratic performance. Moreover, we present how the LPV framework can be used effectively to synthesize the output feedback controller in a computationally efficient manner. Compared to [33], in which the resulting controller is limited to an LTI structure, our proposed controller has full multiplicative relationship between the controller state and scheduling-variable, similar to a standard LPV controller, hence, potentially allowing to achieve better performance. The overall capabilities of the design approach are demonstrated in simulation examples and via experimental studies.

The paper is structured as follows. First, in Section II, preliminary definitions and theorems are given on standard, incremental, and differential stability and performance notions. In Section III, a formal definition of the problem statement of this paper is given. Section IV describes the proposed framework used to analyze and synthesize NL controllers ensuring incremental stability and dissipativity based performance via convex optimization. In Section V, examples are given on the application of the developed control method. Finally, in Section VI, conclusions on the presented results are drawn and future research recommendations are given.

**Notation:** $\mathbb{R}$ is the set of real numbers, while $\mathbb{R}_+ \subset \mathbb{R}$ is the set of non-negative reals. $\mathcal{L}_2^q$ is the space of square integrable real-valued functions $\mathbb{R}_+ \to \mathbb{R}^q$ with norm $\|f\|_2 = \sqrt{\int_0^\infty \|f(t)\|^2 dt}$, where $\|\cdot\|$ is the Euclidean (vector) norm. The notation $x \in \mathbb{R}^{n \times n}$ denotes a signal $x : \mathbb{R}_+ \to \mathbb{R}^n$, such that $x(t) \in \mathbb{R}^n$, $\forall t \in \mathbb{R}_+$. A function is of class $C_0$, if its first $n$ derivatives exist and are continuous almost everywhere. For a matrix $A \in \mathbb{R}^{n \times n}$, the notation $A > 0$ ($A \geq 0$) indicates that $A$ is symmetric and positive (semi-)definite, while $A < 0$ ($A \leq 0$) indicates that $A$ is symmetric and negative (semi-)definite. The identity matrix of size $N$ is denoted by $I_N$. We denote the column vector $[x_1^\top, \ldots, x_n^\top]^\top$ by $\col(x_1, \ldots, x_n)$, while $\diag(x_1, \ldots, x_n)$ stands for diagonal concatenation of $x_1, \ldots, x_n$ into a matrix.

II. Preliminaries

### A. Stability and performance of nonlinear systems

Consider a nonlinear dynamic system given by

$$
\begin{align*}
\dot{x}(t) &= f(x(t), w(t)); \\
z(t) &= h(x(t), w(t));
\end{align*}
$$

where $w \in \mathbb{W}^{R_+}$ with $\mathbb{W} \subseteq \mathbb{R}^{n_w}$ is the input, $x \in C_0^{n_x}$ is the state variable associated with the considered state-space representation of the system with $x(t) \in \mathbb{X} \subseteq \mathbb{R}^{n_x}$ and with arbitrary initial condition $x(0) = x_0 \in \mathbb{X}$, and $z \in \mathbb{Z}^{R_+}$ with $\mathbb{Z} \subseteq \mathbb{R}^{n_z}$ is the output. From a viewpoint of controller synthesis discussed later, $w$ and $z$ can be also seen as general disturbance inputs and performance outputs of the system. It is assumed that solutions $(x, w, z)$ satisfy (1) in the ordinary sense and $\mathbb{X}$ with $\mathbb{W}$ are considered to be open sets containing the origin. The functions $f : \mathbb{X} \times \mathbb{W} \to \mathbb{R}^{n_x}$ and $h : \mathbb{X} \times \mathbb{W} \to \mathbb{Z}$ are assumed to be Lipschitz continuous with $f(0,0) = 0$ and $h(0,0) = 0$ and to be such that for all initial conditions $x_0 \in \mathbb{X}$, there is a unique solution $(x, w, z) \in (\mathbb{X} \times \mathbb{W} \times \mathbb{Z})^{R_+}$ which is forward complete. The set of solutions is defined as

$$
\mathcal{B} := \left\{ (x, w, z) \in (\mathbb{X} \times \mathbb{W} \times \mathbb{Z})^{R_+} \mid x \in C_0^{n_x}, \right. \\
(x, w, z) \text{ satisfies (1)} \left. \right\}. \tag{2}
$$

Note that this also implicitly restricts the class of input functions that we consider (e.g. being piecewise continuous) in some sense, as they should result in solutions that are in $\mathcal{B}$. Furthermore, we define $\mathbb{B}_{x,w} = \pi_{x,w} \mathcal{B}$ where $\pi_{x,w}$ denotes the projection $(x, w) = \pi_{x,w}(x, w, z)$. Introduce also $\Sigma$, the operator representing the dynamic relationship of the system.

$\Sigma(w, x_0) \in \mathbb{Z}^{R_+}$ gives the output solution $z$ of (1) for an input $w \in \mathbb{W}^{R_+}$ and initial condition $x_0 \in \mathbb{X}$. The state transition map of $\Sigma$ is given as $x(t) = \dot{x}_2(t, t_0, x_0, w) \in \mathbb{X}$, corresponding to $x$ at time $t$ when the system is driven from $x_0 \in \mathbb{X}$ at time $t_0 \in \mathbb{R}_+$ by the input signal $w \in \mathbb{W}^{R_+}$.

In the LPV framework, stability and performance is commonly analyzed jointly through the theory of dissipativity. Dissipativity of a system is defined as follows:

**Definition 1 (Dissipativity [40]):** System $\Sigma$, given by (1), is dissipative with respect to a supply function $s : \mathbb{W} \times \mathbb{Z} \to \mathbb{R}$, ...
if there exists a positive-definite storage function \( V : X \rightarrow \mathbb{R}_+ \) with \( V(0) = 0 \) such that
\[
V(x(t_1)) - V(x(t_0)) \leq \int_{t_0}^{t_1} s(w(t), z(t)) \, dt,
\]
for all trajectories \( (x, w, z) \in \mathcal{B} \) and for all \( t_0, t_1 \in \mathbb{R}_+ \) with \( t_0 \leq t_1 \).

Theorem 1 (Stability implied by dissipativity): If a system \( \Sigma \), given by (1), is dissipative, according to Definition 1, the storage function \( V \) is in \( \mathcal{C}_1 \) and the supply function \( s \) satisfies \( s(0, z) \leq 0, \forall z \in \mathbb{Z} \), then the origin, i.e. \( x = 0 \), is a stable equilibrium point of the system \( \Sigma \). Furthermore, \( V \) qualifies as a Lyapunov function in a neighborhood of the origin.

Proof: See [35], [40].

Performance of NL systems is commonly expressed in terms of an \( L_2 \)-gain bound in order to analyze and synthesize controllers for NL systems through the LPV framework. The notion of \( L_2 \)-gain is given as follows:

Definition 2 (\( L_2 \)-gain [35]): A system \( \Sigma \), given by (1), is said to have a finite \( L_2 \)-gain, if, for all \( (x, w, z) \in \mathcal{B} \) with \( w \in L^{2w}_\mathcal{B} \), there is a finite \( \gamma \geq 0 \) and a function \( \zeta(x_0) \geq 0 \), \( \forall x_0 \in X \) with \( \zeta(0) = 0 \) such that
\[
\|z\|_2 \leq \gamma \|w\|_2 + \zeta(x_0).
\]
The induced \( L_2 \)-gain of \( \Sigma \), denoted by \( \|\Sigma\|_2 \), is the infimum of \( \gamma \) such that (4) still holds.

Having both dissipativity and the \( L_2 \)-gain of an NL system defined, the following lemma links the two concepts.

Lemma 1 (\( L_2 \)-gain stability): The \( L_2 \)-gain of an NL system \( \Sigma \), defined by (1), is less than or equal to \( \gamma \in \mathbb{R}_+ \), if \( \Sigma \) is dissipative with respect to \( s(w, z) = \gamma^2 \|w\|^2 - \|z\|^2 \). If such a finite \( \gamma \) exists, then we will call \( \Sigma \) being \( L_2 \)-gain stable.

Proof: See [35].

This notion of \( L_2 \)-gain stability together with quadratic supply and quadratic (parameter-dependent) storage functions is often used to analyze NL systems and synthesize controllers for them through the LPV framework with powerful convex optimization based methods [14]. Other performance notions such as \( H_\infty \) [31] and passivity [27] have also been successfully formulated in terms of the dissipativity notion and generalized for the LPV framework. Although, dissipativity-based synthesis and analysis have become popular in the LPV literature, in [16], [33] it has been shown that the connected stability and performance notions are equilibrium dependent, i.e. (i) convergence of state trajectories of the unperturbed system is only implied w.r.t. the origin, see [16], [39], (ii) convergence of the perturbed system response to a non-zero equilibrium point or target trajectory is not guaranteed. Consequently, ‘standard’ dissipativity is not the proper notion to use for tracking and rejection problems of NL systems. Hence, the question arises what the proper stability and performance notion is for such problems and how can we use it without abandoning the successful analysis and controller synthesis machinery of the LPV framework.

B. Equilibrium independent stability and performance

In the nonlinear literature, several equilibrium independent stability notions have been introduced such as incremental stability [2], contraction theory [20] and convergence theory [26] to tackle similar issues. These concepts define stability with respect to trajectories of the system instead of with respect to a single equilibrium point. This results in a global concept of stability for NL systems, independent of a particular equilibrium point or trajectory, which is hence especially relevant for tracking and rejection problems. Similar extension have also been made to dissipativity and related performance concepts, resulting in incremental dissipativity [36], incremental \( L_2 \)-gain and incremental passivity [35], to name a few.

Definition 3 (Incremental dissipativity [36]): A system \( \Sigma \), given by (1), is incrementally dissipative with respect to \( a(n) \) (incremental) supply function \( s_\Delta : \mathbb{W} \times \mathbb{W} \times \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{R} \), if there exists \( a(n) \) (incremental) positive-definite storage function \( V_\Delta : X \times X \rightarrow \mathbb{R}_+ \) with \( V_\Delta(x, x) = 0 \) such that
\[
V_\Delta(x(t_1), \tilde{x}(t_1)) - V_\Delta(x(t_0), \tilde{x}(t_0)) \leq \int_{t_0}^{t_1} s_\Delta(w(t), \tilde{w}(t), z(t), \tilde{z}(t)) \, dt,
\]
for any two trajectories \( (x, w, z) \in \mathcal{B} \) and \( (\tilde{x}, \tilde{w}, \tilde{z}) \in \mathcal{B} \) and for all \( t_0, t_1 \in \mathbb{R}_+ \) with \( t_0 \leq t_1 \).

Theorem 2 (Diff. incr. dissipativity condition): System \( \Sigma \), given by (1), is incrementally dissipative according to Definition 3, if there is a storage function \( V_\Delta \in \mathcal{C}_1 \) such that
\[
\frac{\partial V_\Delta}{\partial x}(x, \tilde{x})f(x, w) + \frac{\partial V_\Delta}{\partial z}(x, \tilde{x})f(x, \tilde{w}) \leq s_\Delta(w, \tilde{w}, h(x, w), h(x, \tilde{w})),
\]
for all \( x, \tilde{x} \in X \) and \( w, \tilde{w} \in \mathbb{W} \).

Proof: See Appendix I.

Theorem 3 (Incremental stability): If system \( \Sigma \), given by (1), is incrementally dissipative according to Definition 3 with storage function \( V_\Delta \in \mathcal{C}_1 \) and supply function \( s_\Delta \) of the form
\[
s_\Delta(w, \tilde{w}, z, \tilde{z}) = [w - \tilde{w}]^T [Q S^T R] [w - \tilde{w}],
\]
satisfying that
\[
s_\Delta(w, w, z, \tilde{z}) < 0, \quad \forall w \in \mathbb{W}, \quad \forall z, \tilde{z} \in \mathbb{Z},
\]
then \( \Sigma \) is incrementally asymptotically stable (see [2, Def. 2.1]) for the formal definition of this notion of stability.

Proof: See Appendix II.

Definition 4 (Invariance): For system \( \Sigma \), we call \( \mathcal{X} \subseteq X \) to be invariant under a given \( \mathcal{W} \subseteq \mathbb{W} \), if \( x(t) = \phi_x(t, 0, x_0, w) \in \mathcal{X} \) for all \( t \in \mathbb{R}_+, x_0 \in \mathcal{X} \) and \( w \in \mathcal{W}_d \).

Lemma 2 (Convergence): If system \( \Sigma \), given by (1), is incrementally dissipative on \( X \times \mathcal{W} \) for a supply function of the form (7) and (8) and there is a set \( \mathcal{X} \subseteq X \) which is compact and invariant under \( \mathcal{W} \subseteq \mathbb{W} \), then there is a unique, so-called, steady-state solution \( x^\ast \in \pi_2 \mathbb{B}^{X \times \mathcal{W}} \) for any bounded \( w^\ast \in \pi_w \mathbb{B}^{X \times \mathcal{W}} \), i.e. \( (x^\ast, w^\ast) \in \mathbb{B}^{X \times \mathcal{W}} \), such that any solution \( (x, w^\ast) \in \mathbb{B}^{X \times \mathcal{W}} \) converges asymptotically towards \( (x^\ast, w^\ast) \) as \( t \to \infty \). Here \( \mathbb{B}^{X \times \mathcal{W}} \) denotes the restriction of \( \mathbb{B} \) such that \( x(t) \in \mathcal{X} \) and \( w(t) \in \mathcal{W} \) for all \( t > 0 \).

Proof: See Appendix III.
As the $L_2$-gain (see Definition 2) is a popular performance metric in the LPV case, it is important to consider its incremental formulation which was first introduced in [42]. This is given by the following definition, adapted from [36]:

**Definition 5 (Incremental $L_2$-gain [36]):** System $\Sigma$, given by (1), is said to have a finite incremental $L_2$-gain, denoted as $L_{i2}$-gain, if for all $(x, w, z), (\tilde{x}, \tilde{w}, \tilde{z}) \in \mathbb{B}$ with $w, \tilde{w} \in \mathcal{L}^{Wn}$, there is a finite $\gamma > 0$ and a function $\zeta(x, \tilde{x}, 0) \geq 0$, $\forall x, \tilde{x} \in \mathbb{X}$ with $\zeta(x_0, \tilde{x}_0) = 0$ such that

$$
\|z - \tilde{z}\|_2 \leq \gamma \|w - \tilde{w}\|_2 + \zeta(x, \tilde{x}, 0).
$$

(9)

The induced $L_{i2}$-gain of $\Sigma$, denoted by $\|\Sigma\|_{i2}$, is the infimum of $\gamma$ such that (9) holds.

Note that the $L_2$-gain and $L_{i2}$-gain are the same for LTI systems, see [17]. Similar to Lemma 1, the following stability implication can be formulated in the incremental sense.

**Lemma 3 ($L_{i2}$-gain stability):** The $L_{i2}$-gain of an NL system $\Sigma$, defined by (1), is less or equal to $\gamma \in \mathbb{R}_+$, if $\Sigma$ is incrementally dissipative with respect to $s_2(W, \tilde{w}, z) = \gamma^2 \|w - \tilde{w}\|^2_2 - \|z - \tilde{z}\|^2_2$. If such a finite $\gamma$ exists, then $\Sigma$ is incrementally asymptotically stable and hence we will call $\Sigma$ to be $L_{i2}$-gain stable.

**Proof:** See Appendix IV.

Note that, for formulation of incremental notions of passivity, the generalized $H_2$-norm and the $L_\infty$-norm, similar relations can be shown, see [36] for the details. However, for the sake of compactness, in this work, we will focus on the $L_{i2}$-gain only, although our results do hold under general dissipativity relations.

In order to formulate computable analysis results for incremental dissipativity, we can consider the so called differential form\(^1\) of the NL system (1), while we will refer to the original NL system (1) as the primal form. Assuming that $f, h \in C_1$, the differential form of (1) is given by

$$
\begin{align*}
\delta z(t) & = C(x(t), w(t)) \delta x(t) + D(x(t), w(t)) \delta w(t), \\
\delta x(t) & = A(x(t), w(t)) \delta x(t) + B(x(t), w(t)) \delta w(t),
\end{align*}
$$

(10)

with $A = \frac{\partial f}{\partial x}$, $B = \frac{\partial f}{\partial w}$, $C = \frac{\partial h}{\partial x}$, $D = \frac{\partial h}{\partial w}$ and $(x, w) \in \mathcal{B}_{x,w}$. Solutions $\delta x \in C^1_t$ with $\delta z(t) \in \mathbb{R}_+$ and initial condition $\delta x(0) = \delta x_0 \in \mathbb{R}_+$, $\delta w(t) \in (\mathbb{R}^{m})^2$ and $\delta z \in (\mathbb{R}_{+})^2$ of (10) are assumed to satisfy (10) in the ordinary sense. For a $(x, w) \in \mathcal{B}_{x,w}$, the solution set of (10) is defined as

$$
\mathcal{B}_{\delta}^{(x,w)} := \{ (\delta x, \delta w, \delta z) \in (\mathbb{R}^{n_x} \times \mathbb{R}^{n_w} \times \mathbb{R}^{n_z})^{R^+} | \delta x \in C^1_t + (\delta x, \delta w, \delta z) \text{ satisfy (10)} \}.
$$

(11)

Then $\mathcal{B}_{\delta} := \bigcup_{(x,w) \in \mathcal{B}_{x,w}} \mathcal{B}_{\delta}^{(x,w)}$, gives the complete solution set of (10). To understand how the differential form (10) connects to (1) and what the $(\delta x, \delta w, \delta z)$ trajectories represent w.r.t. solutions of the primal system, consider Fig. 1. In this figure, a family of smoothly parameterized state trajectories $\tilde{x}$, i.e., a homotopy, with $\tilde{x}(\lambda) \in \pi_x \mathcal{B}$ for $\lambda \in [0, 1]$, is depicted, which describes a transition from the current state trajectory $x$ to an other state trajectory $\tilde{x}$ at $\lambda = 0$, i.e., $\tilde{x}(0) = \tilde{x}$, of the solution set $\mathcal{B}$. The parametrization of $\tilde{x}$, i.e. the family of transition trajectories, can for example be chosen such that $\tilde{x}(\lambda)$ is the shortest path, called the geodesic, under a given measure (e.g., minimal energy path). Then, $\delta x$ is the tangential variation of $x$ along $\lambda$, i.e., $\delta x(t) = \frac{\partial \tilde{x}(t, \lambda)}{\partial \lambda}$, where $\lambda$ corresponds to variation of $x$ along $t$, i.e., $\tilde{x}(t) = \frac{\partial \tilde{x}(t, \lambda)}{\partial t}$, $\lambda = 1$. Similar definitions hold for the input and output trajectories and variations, see [36] for more details.

Based on the differential form of the system, the notion of differential dissipativity can also be defined:

**Definition 6 (Differential dissipativity [36]):** System $\Sigma$ with differential form $\delta \Sigma$, given by (1) and (10), respectively, is differentially dissipative with respect to the (differential) supply function $s_2 : \mathbb{R}^{n_x} \times \mathbb{R}^{n_z} \rightarrow \mathbb{R}$ if there exists a (differential) positive-definite storage function $V_3 : \mathbb{R}^{n_x} \times \mathbb{R}^{n_z} \rightarrow \mathbb{R}_+$ such that

$$
V_3((x(t_1), \delta x(t_1))) - V_3((x(t_0), \delta x(t_0))) \leq \int_{t_0}^{t_1} s_2(\delta w(t), \delta z(t)) dt,
$$

(12)

for all trajectories $(\delta x, \delta w, \delta z) \in \mathcal{B}_{\delta}^{(x,w)}$ under every $(x, w) \in \mathcal{B}_{x,w}$ and for all $t_0, t_1 \in \mathbb{R}_+$ with $t_0 \leq t_1$.

In [36], it is shown that for (state-dependent) quadratic storage and quadratic supply functions, differential dissipativity implies incremental dissipativity\(^2\). This allows us to state the following theorem:

**Theorem 4 (Diff. induced $L_2$-gain stability):** System $\Sigma$, given by (1) with $f, h \in C_1$ and $X \times W \times Z$ convex, is $L_{i2}$-gain stable (see Lemma 3) with a bounded $L_{i2}$-gain $\leq \gamma \in \mathbb{R}_+$, if $\Sigma$ is differentially dissipative as defined in Definition 6 for the supply function $s_2(\delta w, \delta z) = \gamma^2 \|\delta w\|^2_2 - \|\delta z\|^2_2$ with a quadratic positive-definite storage function $V_3(x, \delta x) = \delta x^\top M(x) \delta x$.

**Proof:** See [36].

**Remark 1:** If the NL system $\Sigma$, given by (1), is differentially dissipative then this implies dissipativity of its differential form $\delta \Sigma$, given by (10), and vice versa. When $\Sigma$ is differentially dissipative with respect to $s_2(\delta w, \delta z) = \gamma^2 \|\delta w\|^2_2 - \|\delta z\|^2_2$, we will say that the differential form $\delta \Sigma$ has a bounded $L_{i2}$-gain $\gamma$ and it is $L_{i2}$-gain stable.

\(^1\)To study incremental contraction and convergence properties of NL systems, similar representations as (10) have been developed describing the variation of the system along its trajectories, such as variational dynamics [8] or by defining the Gâteaux derivative of the NL system [11].

\(^2\)Under the assumption that the quadratic output term of the supply function is negative semi-definite and $X \times W$ is convex.
Theorem 4 has useful implications, namely, dissipativity properties of the differential form of an NL system imply incremental dissipativity properties (e.g., $L_2$-gain boundedness and incremental stability) of the primal form. Note that, for incremental notions of passivity, the generalized $H_2$-norm and the $L_\infty$-gain, similar relations and results do hold.

III. PROBLEM STATEMENT

In this paper we consider the problem of control synthesis for a rather wide class of nonlinear control configurations, described by so-called generalized plants $P$ [4]. The objective is to solve the synthesis problem by a novel LPV approach that, via exploiting differential dissipativity, can ensure global stability and performance guarantees for tracking and rejection. As described in Section I, current LPV synthesis methods cannot provide such guarantees in general. A wide range of control structures from feedback and feedforward control to observer design for nonlinear systems can be expressed in the form of the plant

$$\begin{align*}
P : \begin{cases}
x_p(t) &= f_p(x_p(t), u(t)) + B_w w(t); \\
z(t) &= h_{pz}(x_p(t), u(t)) + D_{zw} w(t); \\
y(t) &= h_{py}(x_p(t), u(t)) + D_{yw} w(t);
\end{cases}
\end{align*}$$

(13)

where $x_p \in \mathbb{C}^{n_p}_1$ is the state with $x_p(t) \in \mathbb{X}_p \subseteq \mathbb{R}^{n_p}$ and initial condition $x_p(0) = x_{0,p} \in \mathbb{R}^{n_p}$, and elements of $w \in \mathbb{W}^{R^+}$ with $\mathbb{W} \subseteq \mathbb{R}^{n_w}$ correspond to references, external disturbances, etc., collectively called as generalized disturbances, while elements of $z \in \mathbb{Z}^{R^+}$ with $\mathbb{Z} \subseteq \mathbb{R}^{n_z}$ characterize the generalized performance (e.g., tracking error, control effort, etc.). Furthermore, we introduce the channels $u$ and $y$ where $u \in \mathbb{U}^{R^+}$ with $\mathbb{U} \subseteq \mathbb{R}^{n_u}$ is the control input and $y \in \mathbb{Y}^{R^+}$ with $\mathbb{Y} \subseteq \mathbb{R}^{n_y}$ is the measured output. These represent the channels on which the controller $K$ interacts with $P$. Additionally, $f_p, h_{pz}$ and $h_{py}$ are assumed to be in $C_1$. Let us also introduce the solution set of (13), defined as follows

$$\mathfrak{B}_p := \left\{(x_p, u, w, z, y) \in (\mathbb{X}_p \times \mathbb{U} \times \mathbb{W} \times \mathbb{Z} \times \mathbb{Y})^{R^+} | \begin{align*}
x_p &\in \mathbb{C}^{n_p}_1; (x_p, u, w, z, y) \text{ satisfies (13)} \right\}. \quad (14)$$

Again, like for (1) through $\mathfrak{B}$, this implicitly restricts the class of inputs functions that we consider, as they should be such that the solutions of (13) are in $\mathfrak{B}_p$. Moreover, introduce $\mathfrak{B}_{p,x_0} = \pi_{x_0} \mathfrak{B}_p$. In Fig. 2, an example of such a plant $P$ interconnected with a controller $K$ is given.

The controller $K$ for a given plant (i.e., control configuration) $P$ is considered in the form

$$\begin{align*}
K : \begin{cases}
x_k(t) &= f_k(x_k(t), u_k(t)); \\
y_k(t) &= h_k(x_k(t), u_k(t));
\end{cases}
\end{align*}$$

(15)

where $x_k$ is the state, $u_k$ is the input and $y_k$ is the output of the controller. The closed-loop interconnection $\mathcal{F}_l(P, K)$ of $P$ and $K$ through $u_k = y$ and $u = y_k$ is an NL system in the form of (1).

Our objective in this paper is to synthesize $K$ for a given plant $P$, such that the closed-loop interconnection $\mathcal{F}_l(P, K)$ is incrementally dissipative in terms of Definition 3 under a given supply function $s_\Delta$ that satisfies (7) and (8), implying closed-loop incremental stability. However, for the sake of compactness of the discussion, we will exemplify the theoretical toolchain only via the incremental $L_2$-gain, although the overall machinery can be easily extended for a general class of performance concepts considered in [36]. These lead to the following problem statement:

**Problem Statement I:** For a given plant $P$, synthesize $K$ such that the $L_2$-gain from $w$ to $z$ of the closed-loop interconnection $\mathcal{F}_l(P, K)$ is minimized:

$$\begin{align*}
&\arg \min_K \gamma \quad \text{s.t.} \\
&\|\mathcal{F}_l(P, K)(w, x_0) - \mathcal{F}_l(P, K)(\tilde{w}, \tilde{x}_0)\|_2 \leq \gamma \|w - \tilde{w}\|_2 + \zeta(x_0, \tilde{x}_0), \\
&\text{for all } x_0, \tilde{x}_0 \in \mathbb{X} \text{ and } w, \tilde{w} \in \mathbb{W}^{R^+} \text{ with } w - \tilde{w} \in L_2^{R^+},
\end{align*}$$

(16)

for all $x_0, \tilde{x}_0 \in \mathbb{X}$ and $w, \tilde{w} \in \mathbb{W}^{R^+}$ with $w - \tilde{w} \in L_2^{R^+}$, where $x = \text{col}(x_p, x_k)$ is associated with the state-space representation of the closed-loop $\mathcal{F}_l(P, K)$ and where $\zeta(x_0, \tilde{x}_0) \geq 0$, $\forall x_0, \tilde{x}_0 \in \mathbb{X}$ with $\zeta(x_0, x_0) = 0$.

To ensure that the above given synthesis problem is feasible with a finite $\gamma$, we require $P$ to be a generalized plant:

**Definition 7 (Generalized plant):** $P$, given by (13), is a generalized plant if there exists a controller $K$ of the form (15) such that the closed-loop interconnection $\mathcal{F}_l(P, K)$ is incrementally stable.

**Proposition 1:** $P$, given by (13), is a generalized plant, if $(\frac{\partial f_p}{\partial x_p}(x_p, u), \frac{\partial f_p}{\partial u}(x_p, u))$ is stabilizable and $(\frac{\partial h_{pz}}{\partial x_p}(x_p, u), \frac{\partial h_{pz}}{\partial u}(x_p, u))$ is detectable over $\mathbb{X}_p \times \mathbb{U}$, see [26, Section 5.3.2].

To further simplify our discussion, we will assume that (13) can be transformed in terms of the procedure discussed in Appendix V to the form

$$\begin{align*}
P : \begin{cases}
x_p(t) &= f_p(x_p(t)) + B_w w(t) + B_u u(t); \\
z(t) &= h_{pz}(x_p(t)) + D_{zw} w(t) + D_{zu} u(t); \\
y(t) &= C_y x_p(t) + D_{yw} w(t); \end{cases}
\end{align*}$$

(17)

for which we will similarly denote its behavior by $\mathfrak{B}_p$ and also use $\mathfrak{B}_{p,x_0} = \pi_{x_0} \mathfrak{B}_p$. While (17) may seem restrictive, (13) can be always expressed as (17) at cost of increasing the state dimension and requiring the input $u$ to be (piecewise) differentiable [24]. We will see that $P$ in the form of (17) is advantageous to provide a realization of $K$ after synthesis.
### IV. INCREMENTAL CONTROLLER SYNTHESIS

**A. Main Concept**

To solve Problem 1, we propose a novel procedure to synthesize an NL controller $K$ that ensures $L_{2\infty}$-gain stability and performance of $\mathcal{F}_1(P, K)$. The main steps of the method are summarized as follows:

1. **Differential embedding** step: Given a generalized plant $P$, its differential form $\delta P$ is computed. An LPV system $\delta P_{LPV}$ is then constructed to represent the resulting $\delta P$, in terms of a so-called LPV embedding.

2. **Differential controller synthesis** step: For the LPV embedded differential form $\delta P_{LPV}$, an LPV controller $\delta K$ is synthesized, ensuring a minimal closed-loop $L_2$-gain. This synthesis is accomplished using standard methods of the LPV framework, e.g., [4], [25], [32], [41].

3. **Controller realization** step: The synthesized controller $\delta K$ is realized as a primal NL controller $K$ in the form of (15) to be used with the original NL system $P$.

Our key contributions in the above proposed controller synthesis scheme is the controller realization procedure (Theorem 7) and proving that the resulting $K$ solves Problem 1, i.e., performance and stability guarantees obtained in the differential controller synthesis step do hold in the incremental sense on $\mathcal{F}_1(P, K)$ (see Theorems 5-8).

Note that the same procedure can be applied in order to ensure different performance specifications by changing the used performance notion in the differential controller synthesis step, e.g. in order to ensure incremental passivity one would synthesize an LPV controller for the differential form of the generalized plant such that closed-loop passivity is ensured.

**B. Separability in the differential domain**

The procedure relies on Theorem 4, which shows that to solve Problem 1 we can equivalently minimize the $L_2\infty$-gain of the differential form of $\mathcal{F}_1(P, K)$. Before discussing the steps of the proposed procedure, we will first show that the differential form of $\mathcal{F}_1(P, K)$ is equal to $\mathcal{F}_1(\delta P, \delta K)$. This significantly simplifies the synthesis procedure, as it allows for independently ‘transforming’ $P$ and $K$ between the primal and differential domains.

**Theorem 5 (Closed-loop differential form):** The differential form of the closed-loop system $\mathcal{F}_1(P, K)$ is equal to the closed-loop interconnection of $\delta P$ and $\delta K$, i.e., $\mathcal{F}_1(\delta P, \delta K)$, if the interconnection of $P$, $K$, is well-posed i.e., there exists a $C_1$ function $h$, such that $u = h_{\delta}(x_k, h_{\delta}(x_k, u))$ can be expressed as $u = h(x_k, x_k)$.

**Proof:** See Appendix VI.

**C. Differential embedding**

In the first step of the synthesis procedure, the differential form of the generalized plant $P$ is computed, and the result is embedded in an LPV representation.

---

3This will be defined formally later in Definition 8.
Using the LPV embedding principle for $\delta P$ on the region $\mathcal{X}_P$ results in the LPV form of $\delta P$ as in (19) where $p \in \mathcal{P}^\mathbb{R}$ is assumed to be measurable. Note that in terms of Definition 8, there exist a function $\psi$ such that $p(t) = \psi(x_p(t))$ under $x_p(t) \in \mathcal{X}_p$, with $\psi(\mathcal{X}_p) \subseteq \mathcal{P}$.

D. Differential synthesis

As aforementioned, we want to synthesize a controller $K$ in order to minimize the $L_2$-gain of $\mathcal{F}(P,K)$. This is done by first synthesizing a differential controller $\delta K$ such that the $L_2$-gain of $\mathcal{F}(\delta P,\delta K)$ is minimized. Then, later in Section IV-E, a primal form $K$ of the controller $\delta K$ is realized that preserves the achieved closed-loop properties of $\mathcal{F}(\delta P,\delta K)$. In order to perform controller synthesis for the differential form $\delta P$ the LPV framework is used. More concretely, we synthesize a controller for the LPV embedding of the differential form $\delta P_{LPV}$, given in (19), which was constructed in the differential embedding step in the previous subsection. To achieve this, we can apply our standard $L_2$-gain LPV synthesis techniques on (19) such as polytopic or LFT-based LPV synthesis methods (see [14] for an overview), to synthesize a controller $\delta K$ and ensure $L_2$-gain stability of the closed loop interconnection $\mathcal{F}_I(\delta P_{LPV},\delta K)$, for all $p \in \mathcal{P}^{\mathbb{R}+}$. This synthesized controller is assumed to be of the following form

$$\delta K : \begin{cases} \dot{\delta x}_k(t) = A_k(p(t))\delta x_k(t) + B_k(p(t))\delta u_k(t); \\ \dot{\delta y}_k(t) = C_k(p(t))\delta x_k(t) + D_k(p(t))\delta u_k(t); \end{cases} \tag{21}$$

which we will refer to as the differential controller, where $\delta x_k(t) \in \mathbb{R}^{n_x}$ is the state, $\delta u_k(t) \in \mathbb{R}^{n_u}$ is the input, and $\delta y_k(t) \in \mathbb{R}^{n_y}$ is the output of the controller, respectively and $A_k, B_k, D_k \in \mathcal{X}$ are matrix functions with appropriate dimensions.

**Theorem 6 (Differential closed-loop $L_2$-gain):** If controller $\delta K$ of the form (21) ensures bounded $L_2$-gain $\gamma$ of the closed-loop interconnection $\mathcal{F}_I(\delta P_{LPV},\delta K)$ for all $p \in \mathcal{P}^\mathbb{R}$, then $\mathcal{F}_I(\delta P,\delta K)$ with $p = \psi(x_p)$ is also $L_2$-gain stable with an $L_2$-gain $\leq \gamma$ for all $x_p \in \mathcal{P}^{\mathbb{R}+}$. \hfill \Box

**Remark 3:** By applying shaping filters on $P$ that consequently appear in $\delta P$, we can shape the closed-loop performance of $\mathcal{F}(P,K)$, see Fig. 2 and Fig. 3a. If the weighting filters included in $P$ are LTI, then as depicted in Fig. 3, the input-output behavior of $W_w$ and $W_z$ is equivalent to that of $\delta W_w$ and $\delta W_z$, as the dynamics of the differential form of an LTI system are equivalent to the dynamics of its primal form. This results in a one to one correspondence between the performance shaping of the primal form $\mathcal{F}(P,K)$ (see Fig. 3a) and performance shaping of the differential form $\mathcal{F}_I(\delta P,\delta K)$ (see Fig. 3b). This significantly simplifies the controller design, as shaping can be directly performed through the differential form $\delta P$ and hence also through its LPV embedding $\delta P_{LPV}$.

E. Controller realization

We will now describe how to realize the primal form $K$ of the controller for the NL system such that the differential form of $K$ is given by $\delta K$ in (21) and incremental dissipativity of the closed-loop is ensured. Similar to the approach in [22], we take a path integral based realization, whereby we integrate over the variation $\lambda$ in Fig. 1, in order to converge from the current trajectory towards a known desired (feasible) steady-state trajectory. Namely, to guarantee incremental stability and performance, we consider $\xi^* \equiv (x^*_p, u^*, y^*, z^*, y^*) \in \mathcal{B}_P$ of $P$ to be a known trajectory, towards which we want to converge. Let us denote by $\delta x(t) \in \mathbb{R}^{n_x}$ the state associated with $\mathcal{F}_I(\delta P,\delta K)$, analogous to the state $x$ of the primal form of the closed-loop interconnection $\mathcal{F}(P,K)$.

**Theorem 7 (Controller realization):** Given a differential controller $\delta K$ in the form of (21) that ensures closed-loop $L_2$-gain stability of $\mathcal{F}_I(\delta P,\delta K)$ under Assumption 1. Let $(x^*_p, u^*, y^*) = (x^*_p, y^*) = (x^*_p, u^*, y^*) \in \mathcal{B}_P$ be the (desired) steady-state trajectory of $P$ and consider the nonlinear controller, omitting dependence on time for brevity,

$$K : \begin{cases} \Delta \dot{\delta x}_k = A_k(x_p, x^*_p)\Delta x_k + B_k(x_p, x^*_p)\Delta u_k; \\ \Delta y_k = C_k(x_p, x^*_p)\Delta x_k + D_k(x_p, x^*_p)\Delta u_k; \end{cases} \tag{22}$$

with $(y^*_k, u^*_k) = (u^*, y^*)$, $\Delta x_k(t) \in \mathbb{R}^{n_x}$, $\Delta u_k := u_k - u^*_k$, and

$$\begin{align*} A_k(x_p, x^*_p) &= \int_0^1 A_k\left(\psi(x_p^* + \lambda(x_p - x^*_p))\right) d\lambda, \\ B_k(x_p, x^*_p) &= \int_0^1 B_k\left(\psi(x_p^* + \lambda(x_p - x^*_p))\right) d\lambda, \\ C_k(x_p, x^*_p) &= \int_0^1 C_k\left(\psi(x_p^* + \lambda(x_p - x^*_p))\right) d\lambda, \\ D_k(x_p, x^*_p) &= \int_0^1 D_k\left(\psi(x_p^* + \lambda(x_p - x^*_p))\right) d\lambda. \end{align*} \tag{23}$$

The controller $K$ in (22) is the primal form of $\delta K$ (21) and the differential form of $K$ is $\delta K$. Hence, $K$ is called the primal realization of $\delta K$.

**Proof:** See Appendix VIII. \hfill \Box
We will refer to the proposed controller $K$ as the incremental controller. Even if $\delta K$ is an LPV controller, realization by Theorem 7 results in an NL controller through the resubstitution and integration over the scheduling map $\psi$.

Note that the resulting controller consists of both a direct feedback action $y_k^e = u^*$, corresponding to the desired steady-state trajectory $\xi^*$, and a feedback action on the measured deviation from the desired steady-state output $y^*$. Hence, for implementation, we require knowledge of $\xi^*$ and hence $w^*$, either through direct measurement or estimation. This will be discussed in more detail in Section IV-G. Analytical solution of the integrals for $A_k, \ldots, D_k$ in (23) might be difficult in some cases, however they can reliably calculated (online) through numerical computation [5]. Moreover, if the scheduling-dependency of $\delta K$ is affine, (23) can be further simplified.

**Corollary 1:** Assume that $A_k, \ldots, D_k$ in (21), characterizing $\delta K$, are affine in $p$, i.e., $A_k(p) = A_{k,0} + \sum_{i=1}^{n_p} A_{k,i} p_i$. Then, the matrix functions in (22) are given as

$$A_k(x_p, x^*_p) = \int_0^1 A_k\left(\psi(x_p^* + \lambda(x_p - x^*_p))\right) d\lambda,$$

$$= A_{k,0} + \sum_{i=1}^{n_p} A_{k,i} \rho_i = A_k(\rho), \quad (24)$$

where $\rho = \int_0^1 \psi(x_p^* + \lambda(x_p - x^*_p)) d\lambda$, and similarly $B_k(x_p, x^*_p) = B_k(\rho)$, $C_k(x_p, x^*_p) = C_k(\rho)$ and $D_k(x_p, x^*_p) = D_k(\rho)$.

**F. Closed-loop incremental stability and performance**

Next, we will show that the proposed controller $K$ ensures closed-loop $\mathcal{L}_2$-gain stability of $F_1(P, K)$.

**Theorem 8 (Closed-loop $\mathcal{L}_2$-gain stability):** Let $\delta K$, given in (21), be an LPV controller, synthesized for $\delta P$ in (18) of an NL system (17), which ensures $\mathcal{L}_2$-gain stability of the closed-loop $F_1(\delta P, \delta K)$ with a bounded $\mathcal{L}_2$-gain of $\gamma$ on $\chi_p$ under a (differential) storage function of the form $V(x, \delta x) = \delta x^T M \delta x$ with $M > 0$. Consider the set $\mathcal{W} \subseteq \mathcal{W}$, such that there is an open and bounded $\chi_k \subseteq \mathbb{R}^{n_x}$ for which $X = \chi_p \times \chi_k$ is invariant, in the sense of Definition 4. Then the controller $K$, given by (22), ensures $\mathcal{L}_2$-gain stability of the closed-loop $F_1(P, K)$ with a bounded $\mathcal{L}_2$-gain of $\gamma$ on $\chi$ in the following sense. There exists a function $\zeta(x, \tilde{x}) \geq 0$ with $\zeta(0, 0) = 0$ such that

$$||F_1(P, K)(w, x_0) - F_1(P, K)(\tilde{w}, \tilde{x}_0)||_2 \leq \gamma ||w - \tilde{w}||_2 + \zeta(x_0, \tilde{x}_0), \quad (25)$$

for all $w, \tilde{w} \in \mathbb{W}^{R_{+}}$, with $w - \tilde{w} \in \mathcal{L}_2^{\mathcal{W}}$ and $x_0, \tilde{x}_0 \in \chi$.

**Proof:** See Appendix IX.

**Remark 4:** The value set of the generalized disturbance signals $\mathcal{W}$ considered in Theorem 8, i.e., $w(t) \in \mathcal{W}$, ensures that only generalized disturbances are considered such that $x_p \in \chi_p$, which corresponds to the set for which $\mathcal{L}_2$-gain stability was verified of the closed-loop differential form, see Section IV-D. Computing this set is a difficult problem which is related to reachability analysis or invariant set computation, however there are numerical tools that can be employed for this purpose, see e.g. [1], [21].

**G. Steady-state solution**

1) **Estimating the steady-state solution:** The realized controller $K$ in terms of (22) consists of a feedforward and a feedback part. The feedforward part $u^* = y_k^e$ corresponds to the steady-state trajectory $\xi^* = (x^*_p, u^*, w^*, z^*, y^*) \in \mathcal{W}_p$. This trajectory is chosen a-priori by the user, based on the desired reference the system needs to follow, similar to trajectory planning in robotics. Computation of $\xi^*$ can be accomplished by using trajectory planning algorithms [12] or in some cases by analytic solution of the system equations.

Note that the generalized disturbances $w$ also influence the steady-state trajectory. The generalized disturbance consists of measurable/known disturbances $w_m$, such as references, and unmeasurable/unknown disturbances $w_u$, such as measurement noise and load variation, composing $w = \text{col}(w_m, w_u)$. Hence, to guarantee convergence towards the designed desired steady-state trajectory, we also require knowledge of the asymptotic behavior of the unknown part $w_u$ of $w^*$. We only need knowledge on the asymptotic behavior of $w_u$ as only that influences the steady-state trajectory $\xi^*$, e.g. a zero mean measurement noise does not need to be estimated as it does not influence the steady-state trajectory, while estimation of a constant load is required as it directly influences it.

Disturbance observers have been widely used to estimate and compensate for the effect of unknown disturbances [7]. Often they work on the basis of the internal model principle, whereby the (assumed) dynamics of the disturbance are included in the design [6]. Similarly, in this work, we make use of a disturbance observer in order to estimate the unknown elements $w_u^*$ of the steady-state generalized disturbance $w^*$.

**Assumption 2 (Disturbance model):** Given the generalized plant (13), assume that the unknown disturbances $w_u$, can be modeled by the disturbance generator

$$\begin{cases}
\dot{x}_w(t) = f_w(x_w(t)); \\
w_u(t) = C_w x_w(t);
\end{cases} \quad (26)$$

with $x_w(t) \in \mathcal{X}_w$.

Given Assumption 2, the state dynamics of the combined generalized plant (13) and disturbance model are given by

$$\begin{cases}
\dot{x}_e(t) = \begin{bmatrix} \dot{x}_p(t) \\ \dot{x}_w(t) \end{bmatrix} = \begin{bmatrix} f_p(x_p(t), u(t)) + B_w \begin{bmatrix} w_m(t) \\ C_w x_w(t) \end{bmatrix} \\ f_w(x_w(t)) \end{bmatrix}, \\
x_e(t) = f_e(x_e(t), u(t), w_m(t)),
\end{cases} \quad (27a)$$

where $x_e(t) \in \mathcal{X}_p \times \mathcal{X}_w \subseteq \mathcal{X} \subseteq \mathbb{R}^{n_x}$, and the measured output is given by

$$y = C_{e} x_p(t) + D_{yw} \begin{bmatrix} w_m(t) \\ C_w x_w(t) \end{bmatrix}, \quad (27b)$$

**Remark 5:** Note that the disturbance model in Assumption 2 has a different purpose than the disturbance model that is included in the generalized plant $P$ given by (17), which is modeled in terms of weighted norm relation. Namely, the former is used to model disturbances that are acting on the system and influence the asymptotic behavior of the steady-state trajectory (and hence influence $w^*$), while the latter can
be seen as modeling the difference/increment between the steady-state disturbance and other possible disturbances (i.e., \( w - w^* \)) and disturbance which do not influence the asymptotic behavior of the steady-state trajectory, e.g., measurement noise.

**Theorem 9 (Nonlinear observer):** The state observer
\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t), w_m(t)) + L(y(t) - y(t)); \\
\dot{y}(t) &= h(x(t), w_m(t));
\end{align*}
\]
where \( x(t) \in \mathbb{R}^{n_w} \) and \( y(t) \in \mathbb{R}^{n_y} \) ensures that for \( t \to \infty \), \( \dot{x}(t) \to x_{\text{st}}(t) \), if there exists a \( P > 0 \) with \( P \in \mathbb{R}^{n_w \times n_w} \) and an \( F \in \mathbb{R}^{n_w \times n_y} \) such that
\[
A_e(x_e, u, w_m)P + PA_e(x_e, u, w_m) - C_e(x_e, w_m)^T F - FC_e(x_e, w_m) < 0, \tag{29}
\]
for all \((x_e, u, w_m) \in \mathbb{X} \times U \times \mathbb{W}, \) where \( A_e = \frac{\partial f}{\partial x_e}, \ C_e = \frac{\partial h}{\partial x_e}, \) and \( L = PF^{-1}. \)

**Proof:** See Appendix X.

**Remark 6:** Similar to controller design, also for observer design the LPV framework can be used by embedding the differential form of the system in an LPV representation. This allows to use convex optimization for the computation of the observer gain \( L \) in Theorem 9.

Applying the nonlinear observer (28) gives us a disturbance observer for the combined generalized plant and disturbance model (27), which then allows us to estimate the unknown disturbances on the system by taking \( w_m(t) = C_w \hat{x}_w(t), \) where \( \hat{x}_w \) is the estimated state of the disturbance model. This can then be used to compute the steady-state control input trajectory \( u^* = \dot{y}_k^* \), used by the realized controller \( K \) (22), corresponding to the steady-state output trajectory \( y^* \). Note that co-design of the controller and the observer under (28) can also be accomplished.

**2) Unknown steady-state solution:** In case \( w^* \) cannot be measured or estimated, we cannot guarantee that \( w^*(t) \to w(t) \) as \( t \to \infty \). Consequently, we cannot ensure convergence towards our desired steady-state solution \( \xi^* \). However, in this case, the controller still ensures an \( L_2 \)-gain bound \(^4\) of \( \gamma \) from \( w - w^* \) to \( z - z^* \), i.e., the steady state trajectory will remain close in an \( L_2 \) sense to the desired reference and the controller will still ensure stability of the closed-loop system. This weaker performance guarantee is also referred to as universal \( L_2 \)-gain performance, see also [22]

**V. EXAMPLES**

In this section, \( L_2 \)-gain stability and performance of the closed-loop NL system guaranteed by the proposed incremental controller will be demonstrated through examples and compared to standard LPV controller designs which only ensure \( L_2 \)-gain stability and performance. We will also demonstrate using simulation and experimental results that standard LPV control can fail to result in the desired behavior, while the proposed LPV synthesis resulting in an incremental controller can reliably achieve it.

\(^4\)Assuming that \( w - w^* \) is in the extended \( L_2 \)-space.

**A. Duffing Oscillator**

First, reference tracking with a Duffing oscillator is investigated. The system is described by the following differential equations:
\[
\begin{align*}
\dot{q}(t) &= v(t); \\
\dot{v}(t) &= -\frac{k_1}{m} q(t) - k_2 \frac{q(t)^3}{m} - \frac{d}{m} v(t) + \frac{1}{m} F(t);
\end{align*}
\]
where, \( q \) [m] is the position, \( v \) [m·s\(^{-1}\)] the velocity and \( F \) [N] is the (input) force acting on the mass. Furthermore, \( m = 1 \) [kg], \( k_1 = 0.5 \) [N·m\(^{-2}\)], \( k_2 = 5 \) [N·m\(^{-3}\)] and \( d = 0.2 \) [N·s·m\(^{-1}\)]. Only the position \( q \) is assumed to be measurable and hence it is considered to be the only output of the plant.

For comparison, besides designing an incremental controller, a standard LPV controller design is also made. For the design of the standard LPV controller, the primal form of the system (30) is embedded in an LPV representation, where dependence on time is omitted for brevity:
\[
\begin{align*}
\dot{q} &= v; \\
\dot{v} &= \left( -\frac{k_1}{m} - \frac{k_2}{m} p_s \right) q - \frac{d}{m} v + \frac{1}{m} F;
\end{align*}
\]
where \( p_s(t) = q^2(t) \) is the scheduling-variable. Here we will denote with subscript ‘s’ this ‘standard’ concept of LPV embedding and control design. \( P_s = [0, 2] \) is chosen to allow for a relatively large operating range. No rate bounds are assumed on \( p_s \). For the incremental synthesis, the differential form of (30) is calculated and is embedded in an LPV representation, resulting in
\[
\begin{align*}
\dot{q} &= v; \\
\dot{v} &= \left( -\frac{k_1}{m} - \frac{3k_2}{m} p \right) q - \frac{d}{m} v + \frac{1}{m} F; \tag{32}
\end{align*}
\]
where the scheduling \( p(t) = q^2(t) \) results to be the same as in (31) and hence it is also considered with \( P = [0, 2] \).

The generalized plant \( P \) used for synthesis is depicted in Fig. 4 where \( G \) is the system given by (30), \( K \) is the controller, \( w = \text{col}(r, d_i) \) is the generalized disturbance with \( r \) the reference and \( d_i \) being an input disturbance. The performance channel consists of \( z_1 \) (tracking error) and \( z_2 \) (control effort). The considered LTI weighting filters \( \{W_i\}_{i=1}^3 \) are chosen as the transfer functions \( W_1(s) = \frac{0.501(s+3)}{s+2\pi} \), \( W_2(s) = \frac{10(s+50)}{s+5.10^3} \) and \( W_3 = 1.5 \) where \( s \) corresponds to the complex frequency. Furthermore, integral action is enforced by the filter \( M(s) = \frac{s}{s+2\pi} \). The resulting sensitivity weight \( W_1(s)M(s) \) has guaranteed 20 dB/dec roll-off at low frequencies in order to ensure good tracking performance, while \( W_2(s) \) has high-pass characteristics in order to ensure proper roll-off at high frequencies. Because the system (32) and the corresponding generalized plant have affine dependency on the scheduling-variable, polytopic \( L_2 \)-gain synthesis based on [3], [4] has been used in the design of both the incremental and standard LPV controllers to ensure closed-loop \( L_2 \)-gain stability and performance, respectively. This synthesis algorithm has been implemented in the LPVcore Toolbox [10], which has been used to synthesize the controllers.
controllers under reference (\( \xi \)) and no input disturbance, together with the generated control inputs (bottom) by the controllers.

Using the given weighting filters, synthesizing the standard LPV controller results in an \( \mathcal{L}_2 \)-gain of \( \gamma \approx 0.94 \) and synthesizing the LPV controller for the differential plant results in an \( \mathcal{L}_{12} \)-gain of \( \gamma \approx 1.2 \). As the synthesis provides both controllers with affine parameter dependence, we can use in the \( \mathcal{L}_{12} \)-case the result of Corollary 1 in order to compute \( \rho(t) = \int_0^t \psi(\bar{x}_p(t, \lambda)) d\lambda = q^2(t) + q(t)q^*(t) + (q^*(t))^2 \) and realize the incremental controller \( K \). As we assume the presence of an (unknown) input disturbance \( d_i \), a disturbance observer is constructed for the incremental controller as described in Section IV-G. It is assumed the input disturbance will be constant, hence, the following disturbance model is used for the disturbance observer design

\[
\begin{align*}
\dot{x}_d(t) &= 0; \\
d_i(t) &= x_d(t).
\end{align*}
\]

In simulation, the resulting outputs of the system using the standard LPV controller and the incremental controller in closed-loop are depicted without and with input disturbance in Fig. 5 and Fig. 6, respectively. In both cases, a step signal is taken as a reference trajectory which changes from zero to 0.5 at \( t = 5 \) seconds. For the incremental controller, the reference \( r \) corresponds to \( q^* \) with \( u^*(t) = k_1 q^*(t) + k_2 (q^*(t))^3 - W_3 d_i^*(t) \) (as the trajectory of \( q^* \) is piecewise constant). For the simulation results in Fig. 6, a constant input disturbance \( d_i \equiv -10^{\frac{3}{2}} \) (corresponding to \( -10^{\frac{1}{2}} \cdot W_3 = -16 \) [N]) is applied. Comparing the results of the standard and the incremental controllers in Fig. 5 shows that both controllers have similar performance when no input disturbance is present. The incremental controller has slightly more overshoot, but a lower settling time for this example. However, under constant input disturbance, it can be seen in Fig. 6 that the standard LPV controller has a significant performance loss with oscillatory behavior, whereas the incremental controller preserves its smooth reference tracking property. Note, that in both cases, the scheduling variable \( p \) never leaves the set for which the controllers have been designed, i.e. \( q^2(t) \in [0, 2] \).

\section{B. Unbalanced disk}

For the next example, the proposed control method is experimentally verified on an unbalanced disk setup given in Fig. 7. By neglecting the fast electrical dynamics of the motor, the motion of this system can be described (see, [18]) as

\[
\begin{align*}
\dot{\theta}(t) &= \omega(t); \\
\dot{\omega}(t) &= \frac{M d}{J} \sin(\theta(t)) - \frac{1}{J} \omega(t) + \frac{K_m}{J} V(t); \\
\end{align*}
\]

where \( \theta \) [rad] is the angle of the disk, \( \omega \) [rad \cdot s\(^{-1}\)] its angular velocity and \( V \) [V] is the input voltage to the motor. The angle of the disk \( \theta \) is considered to be the output of the plant. The physical parameters, estimated based on measurement data, are given in Table I. The differential form of (34), embedded
in an LPV representation, is given by

\[
\begin{align*}
\delta \dot{\theta}(t) &= \delta \omega(t); \\
\delta \dot{\omega}(t) &= \left(\frac{M + p(t)}{I}\right) \delta \theta(t) - \frac{1}{\tau} \delta \omega(t) + \frac{K_m}{\tau} \delta V(t);
\end{align*}
\]

(35)

where \( p(t) = \psi(\theta(t)) = \cos(\theta(t)) \) is the scheduling-variable which is assumed to be in \( P = [-1, 1] \).

As in the previous example, the primal form of the NL system (34) is also embedded in an LPV representation for the sake of comparison, which results in

\[
\begin{align*}
\dot{\theta}(t) &= \omega(t); \\
\dot{\omega}(t) &= \left(\frac{M + p_a(t)}{I}\right) \theta(t) - \frac{1}{\tau} \omega(t) + \frac{K_m}{\tau} V(t);
\end{align*}
\]

(36)

where \( p_a(t) = \psi_a(\theta(t)) = \frac{\sin(\theta(t))}{\theta(t)} = \text{sinc}(\theta(t)) \). \( P_a \) is chosen\(^5\) as \([-0.22, 1]\) with no assumptions on the rate bounds. The used generalized plant structure is depicted in Fig. 4. The weighting filters are chosen as \( W_1(s) = \frac{0.5012(s+4)}{s+\pi} \), \( M(s) = \frac{s+4}{s+10} \), \( W_2(s) = \frac{0.1040}{s+10} \) and \( W_3 = 0.5 \). Synthesizing the controllers, using the same approach as for the duffing oscillator in Section V-A, results in an \( L_2 \)-gain of \( \gamma \approx 1.1 \) and \( L_\infty \)-gain of \( \gamma \approx 1.2 \). As the LPV controller resulting for the differential form of the plant has an affine dependency, we can use Corollary 1 to compute\(^6\) \( \rho(t) = \int_0^t \psi(\bar{x}_p(t), \lambda) d\lambda = \sin(\theta(t)) - \sin(\theta^*(t)) \). For the resulting incremental controller, a disturbance observer is also designed to estimate the (unknown) disturbances \( d_i \). As \( d_i \) is assumed to be constant, (33) is used for the design. On the experimental setup, for safety, the input voltage to the system is saturated between \([-10, 10]\) [V].

In Fig. 8, the measured angular response of the disc during the experiments is depicted along with the input to the setup (i.e. \( V \)). The reference trajectory \( r \) switches between 0 and \( \pm \frac{\pi}{2} \) rad/s. For the incremental controller, \( r \) corresponds to \( \theta^* \) with \( \dot{u}^*(t) = -\frac{Mg\bar{L}}{2} \sin(\theta^*(t)) - W_3d^*_i(t) \) (as the trajectory is piecewise constant).

In Fig. 9, the same reference trajectory is used, but a constant input disturbance of \( d_i = 100 \), corresponding to 100 · \( W_3 = 50 \) [V], is introduced (which is implemented by adding 50 V to the control input that is sent to the plant before saturation). Note that the reference only starts at 10s to give the controllers time to compensate for the input disturbance. The standard LPV controller performs much worse when a constant input disturbance is present, compared to the incremental controller, which has similar performance to the case when no input disturbance is applied. Both the standard LPV and the incremental controllers are able to compensate the 50 [V] input disturbance, as visible in the total received input by the plant (i.e. \( V = u + \dot{x}_g \dot{d}_i \), see bottom graph in Fig. 9). However, while the input that is sent to the plant is nearly identical for the incremental controller in both cases, see Fig. 8 and Fig. 9,

\(^5\)Note that \( \psi_a(0) = 1 \) as \( \lim_{x \to 0} \text{sinc}(x) = 1 \).

\(^6\)Note that \( \lim_{\theta \to \theta^*} \frac{\sin(\theta) - \sin(\theta^*)}{\theta - \theta^*} = \cos(\theta) = \cos(\theta^*) \).

**Fig. 8:** Measured angle of the unbalanced disk system (top) in closed-loop with the standard LPV (■) and the incremental (□) controllers under reference (● ● ●) and no input disturbance, together with inputs to the plant (bottom) generated by the controllers.

**Fig. 9:** Measured angle of the unbalanced disk system (top) in closed-loop with the standard LPV (■) and the incremental (□) controller under reference (● ● ●) and input disturbance, together with corresponding inputs to the plant (bottom) generated by the controllers.

**Table 1:** Physical parameters of the unbalanced disk.

| Parameter | Value |
|-----------|-------|
| \( g \)   | 9.8   |
| \( J \)   | 2.4e-4|
| \( K_m \)| 11    |
| \( l \)   | 0.041 |
| \( M \)   | 0.076 |
| \( \tau \)| 0.40  |

this is clearly not the case for the standard LPV controller. For the latter, oscillations in the input signal are present when the input disturbance is applied which causes unwanted oscillation of the disk angle. While an input disturbance of 50 [V] is extraordinarily high for this system, and will likely never occur on the real setup, it still shows that there are inherent issues when using standard LPV controllers.

### C. Scorletti et al. example

Finally, we compare the results of our method with the results from [33]. The example system in [33] is described by the following state-space representation

\[
\begin{align*}
\dot{x}_{g,1}(t) &= -100 \varphi(x_{g,1}(t)) - 70x_{g,2}(t) + 300u_g(t); \\
x_{g,2}(t) &= 70x_{g,1}(t) - 14x_{g,2}(t); \\
y_g(t) &= x_{g,1}(t);
\end{align*}
\]

(37)
where
\[ \varphi(x) = \begin{cases} 
0.9x^3 - 2|x|x + 1.2x, & \text{for } |x| < \frac{5}{3}; \\
2x - 2.7, & \text{for } x \geq \frac{5}{3}; \\
2x + 2.7, & \text{for } x \leq -\frac{5}{3}.
\end{cases} \] (38)

Computing the differential form of (37) and embedding it in an LPV representation results in
\[
\delta x_{g,1}(t) = (-100p(t))) \delta x_{g,1} - 70 \delta x_{g,2}(t) + 300 \delta u_g(t); \\
\delta x_{g,2}(t) = 70 \delta x_{g,1}(t) - 14 \delta x_{g,2}(t); \\
\delta y_g(t) = \delta x_{g,1}(t); \\
\] (39)

where \( p(t) = \varphi_2(x_{g,1}(t)) \), is the scheduling-variable, which is assumed to be in \( \mathcal{P} \subseteq [-0.3, 2] \), where
\[
\varphi_2(x) = \begin{cases} 
2.7x^2 - 4x + 1.2, & \text{for } 0 \leq x < \frac{5}{3}; \\
2.7x^2 + 4x + 1.2, & \text{for } -\frac{5}{3} < x < 0; \\
2, & \text{for } x \geq \frac{5}{3} \text{ and } x \leq -\frac{5}{3}.
\end{cases} \] (40)

A generalized plant structure is taken as in Fig. 4, with \( W_1(s) = \frac{30}{s + 100}, \) \( W_2(s) = \frac{10(s + 10)}{s^2 + 2s + 2}, \) \( W_3 = 0.1 \) and \( M(s) = \frac{-s+2s}{5} \). Which is similar to the generalized plant and weighting filters taken in [33]. On the basis of this, an incremental controller for (37) is synthesized, using (39). Like for previous examples, the method from [3] is used during the synthesis procedure. This results in the incremental controller achieving an \( L_{\infty} \)-gain of \( \gamma \approx 1.0 \), similar to the incremental gain obtained in [33], where an \( L_{\infty} \)-gain of \( \gamma \approx 1 \) is reported. As the LPV controller resulting for the differential form of the plant has affine dependency we can, like was done for the previous examples, use the result of Corollary 1 in order to compute\(^7\) \( \rho(t) = \left( \frac{1}{0} \right)^1 \tilde{p}(t, \lambda) d\lambda = \frac{\varphi(x_{g,1}(t)) - \varphi(x_{g,1}^*)}{x_{g,1}(t) - x_{g,1}^*}. \) Furthermore, like for the previous examples, a disturbance observer is used for the incremental controller for which the disturbance model (33) is also used. In order to compute the feasible steady-state trajectory used by the incremental controller, the reference \( r \) is filtered by the lowpass filter \( F(s) = \frac{1000}{s^2 + 100} \) (where \( s \) is the complex frequency) which then corresponds to \( x_{g,1}^* \); this trajectory is then used to compute the control signals \( u(t) \) (which due to its complexity is not given). Fig. 10 shows the output of the NL system from [33] in closed-loop with the proposed incremental controller alongside the results from [33, Fig. 7], as well as the input to the plant, i.e. \( u_g \), for the proposed incremental controller.

It can be observed that our proposed incremental control design performs better in this example than the one proposed in [33], using the same performance and stability requirements set by the weighting filters. This is likely due to the fact that (i) our proposed controller has a more flexible dependency structure for the scheduling-variable, compared to the linear structure of the controller proposed in [33]; (ii) our proposed controller contains besides a feedback part also a feedforward component, corresponding to the steady-state trajectory, which the method in [33] does not have.

\(^7\)Note that \( \lim_{x \to x_{g,1}^*} \frac{\varphi(x_{g,1}) - \varphi(x_{g,1}^*)}{x_{g,1} - x_{g,1}^*} = \varphi_2(x_{g,1}) = \varphi_2(x_{g,1}^*). \)

Fig. 10: Output of the NL system (37) (top) in closed-loop with the proposed incremental controller (---), as well as the results from [33, Fig. 7] (-----) under the reference trajectory (---), together with the input to the plant (bottom).

VI. CONCLUSION

In this paper, we proposed a novel systematic dynamic output feedback controller synthesis method for nonlinear systems under general controller parameterization which provides incremental stability and performance guarantees of the achieved closed loop behavior. The proposed incremental controller synthesis method is based on two key ingredients: (i) linear parameter-varying (LPV) controller synthesis on the differential form of the nonlinear plant to be controlled, and (ii) realization of the resulting LPV controller as an implementable incremental nonlinear controller with closed-loop stability and performance guarantees. A key advantage of the method that it facilitates systematic controller design for nonlinear plants of convex synthesis and enables the use of powerful performance shaping concepts available for linear controller design. Although a large variety of quadratic dissipativity notions can be ensured by the proposed methodology, we chose to exemplify the approach with incremental \( L_{\infty} \)-gain and performance. As it is demonstrated through simulation and experimental studies, the proposed approach successfully achieves desired closed-loop stability and performance requirements for tracking and rejection problems and overcomes issues of standard LPV controller synthesis methods. For future research, we aim at further increase achievable performance of the approach by using state/parameter-dependent storage functions.

APPENDIX I
PROOF OF THEOREM 2

Given a \( V_\Delta \in \mathcal{C}_1 \), (5) holds if and only if (see [40])
\[
\frac{\partial V_\Delta}{\partial t}(x(t), \bar{x}(t)) = \frac{\partial V_\Delta}{\partial x}(x(t), \bar{x}(t))f(x(t), w(t)) + \frac{\partial V_\Delta}{\partial \bar{x}}(x(t), \bar{x}(t))\bar{f}(\bar{x}(t), \bar{w}(t)) \\
\leq s_\Delta(w(t), \bar{w}(t), z(t), \ddot{z}(t)),
\] (41)
for all \( t \in \mathbb{R}_+ \) and all solutions \( (x, w, z), (\bar{x}, \bar{w}, \bar{z}) \) \( \in \mathcal{B} \). As \( (x(t), w(t)) \in \mathcal{X} \times \mathcal{W} \) and \( (\bar{x}(t), \bar{w}(t)) \in \mathcal{X} \times \mathcal{W} \) for all \( t \in \mathbb{R} \), (41) holds if (6) holds.
APPENDIX II
PROOF OF THEOREM 3

The storage function \( V_\Delta \) defined in Definition 3 satisfies the conditions for a (incremental) Lyapunov function in [2, Theorem 1]. Furthermore, [2, Eq. (9)] is satisfied by (5) under the assumptions on the supply function in (7) and (8).

APPENDIX III
PROOF OF LEMMA 2

Lemma 2 simply follows from [29, Theorem 11] as \( \Sigma \) is incrementally stable if \( \Sigma \) is incrementally dissipative for a supply function of the form (7) which satisfies (8), see Theorem 3. Moreover, as \( \mathcal{X} \) is compact and invariant, by [29, Theorem 11], this implies that \( \Sigma \) is uniformly convergent on \( \mathcal{X} \) for any bounded \( w^* \in \mathcal{B}^X_\infty \) to a steady-state solution \( x^* \in \mathcal{B}^{X,V}_\infty \). Hence, for any solution \((x, w^*) \in \mathcal{B}^{X,V}_\infty \), \( \lim_{t \to \infty} (x(t) - x^*(t)) = 0 \).

APPENDIX IV
PROOF OF LEMMA 3

See [36] for a proof that incremental dissipativity of \( \Sigma \) with the supply function \( \delta \Delta (w, \tilde{w}, z, \tilde{z}) = \gamma^2 \|w - \tilde{w}\|^2 - \|z - \tilde{z}\|^2 \) with \( \gamma \in \mathbb{R}_+ \) implies that \( \Sigma \) has a bounded \( \mathcal{L}_2 \)-gain \( \leq \gamma \). As this supply function satisfies the conditions of Theorem 3, incremental asymptotic stability of \( \Sigma \) is also implied.

APPENDIX V
CONVERSION OF \( P \) TO A COARSE STRUCTURE

While (17) may seem restrictive, the general class of non-linear plants (13) can be expressed as (17) by the use of appropriate filters. Consider the following (low-pass) filters

\[
\begin{align*}
F_i : & \quad \dot{x}_{F,i}(t) = -\Omega_i x_{F,i}(t) + \Omega_i u_{F,i}(t); \\
& \quad y_{F,i}(t) = x_{F,i}(t);
\end{align*}
\]

for \( i = 1, 2 \) and where \( \Omega_i = \text{diag}(\omega_{i1}, \ldots, \omega_{i, n_{F,i}}) \), with \( \omega_{i,j} > 0 \) for \( j = 1, \ldots, n_{F,i} \) and \( x_{F,i}(t) \in \mathbb{R}^{n_{F,i}} \). Connecting \( F_1 \) and \( F_2 \) (42) to \( P \) such that \( u = F_1(\hat{u}_p, x_{F,1}(0)) \), where \( \hat{u}_p \) is the new control input signal, and \( \hat{y}_p = F_2(y, x_{F,2}(0)) \) results in

\[
\begin{align*}
\dot{x}_P(t) &= f_P(x_P(t), x_{F,1}(t)) + B_w w(t); \\
x_{F,1}(t) &= -\Omega x_{F,1}(t) + \Omega u_p(t); \\
x_{F,2}(t) &= \Omega h_p, y(x_P(t), x_{F,1}(t)) - \Omega x_{F,2}(t) + D_{w,w} w(t); \\
z(t) &= h_p, x(x_P(t), x_{F,1}(t)) + D_{z,w} w(t); \\
\hat{y}_P &= x_{F,2}(t);
\end{align*}
\]

which is of the form (17). Note that if \( \omega_{i,j} \) is taken large enough (e.g., \( 5 \times \) the intended bandwidth) then the desired closed-loop performance is not affected by the conversion.

APPENDIX VI
PROOF OF THEOREM 5

Without loss of generality we can omit \( w \) and \( z \) and assume \( P \) is given by (dependence on \( t \) is omitted for clarity):

\[
P : \quad \begin{cases}
\dot{x}_p = f(x_p, u); \\
y = h_{p,y}(x_p, u);
\end{cases}
\]

and \( K \) is given by (15). \( P \) and \( K \) are interconnected such that \( u_k = y \) and \( u = y_k \). We assume that the interconnection is well-posed, i.e., there exists a \( C_1 \) function \( \tilde{h} \) such that \( u = h_k(x_k, h_{p,y}(x_p, u)) \) can be expressed as \( u = \tilde{h}(x_p, x_k) \). The closed-loop is then given by

\[
\Gamma : \quad \begin{cases}
\dot{x}_p = f(x_p, \tilde{h}(x_p, x_k)); \\
\dot{x}_k = f_k(x_k, h_{p,y}(x_p, \tilde{h}(x_p, x_k)));
\end{cases}
\]

The differential form of (45) is

\[
\begin{align*}
\delta \dot{x}_p &= \frac{\partial f}{\partial x_p}(x_p, u)\delta x_p + \frac{\partial f}{\partial u}(x_p, u)\delta u; \\
\delta \dot{x}_k &= \frac{\partial f_k}{\partial x_k}(x_k, u_k)\delta x_k + \frac{\partial f_k}{\partial u_k}(x_k, u_k)\delta u_k;
\end{align*}
\]

where \( u_k = h_{p,y}(x_p, \tilde{h}(x_p, x_k)) \). The differential forms of \( P \) and \( K \) are given by

\[
\begin{align*}
\delta P : & \quad \begin{cases}
\delta \dot{x}_p = \frac{\partial f}{\partial x_p}(x_p, u)\delta x_p + \frac{\partial f}{\partial u}(x_p, u)\delta u; \\
\delta y = \frac{\partial h_{p,y}}{\partial x_p}(x_p, u)\delta x_p + \frac{\partial h_{p,y}}{\partial u}(x_p, u)\delta u;
\end{cases} \\
\delta K : & \quad \begin{cases}
\delta \dot{x}_k = \frac{\partial f_k}{\partial x_k}(x_k, u_k)\delta x_k + \frac{\partial f_k}{\partial u_k}(x_k, u_k)\delta u_k; \\
\delta y_k = \frac{\partial h_{p,y}}{\partial x_k}(x_k, u_k)\delta x_k + \frac{\partial h_{p,y}}{\partial u_k}(x_k, u_k)\delta u_k;
\end{cases}
\end{align*}
\]

interconnecting these in a similar manner as \( P \) and \( K \), i.e., \( \delta u_k = \delta y \) and \( \delta u = \delta y_k \), results in

\[
\delta u = \frac{\partial h_k}{\partial x_k}(x_k, u_k)\delta x_k + \frac{\partial h_k}{\partial u_k}(x_k, u_k)\delta u_k + \frac{\partial h}{\partial x_k}(x_k, x_k)\delta x_k + \frac{\partial h}{\partial u_k}(x_k, x_k)\delta u_k;
\]

By the well-posedness assumption, we know that \( u = h_k(x_k, h_{p,y}(x_p, u)) \) can be expressed as \( u = \tilde{h}(x_p, x_k) \), hence, in the differential form, (49) can equivalently be expressed as

\[
\delta u = \frac{\partial \tilde{h}}{\partial x_k}(x_k, x_k)\delta x_k + \frac{\partial \tilde{h}}{\partial u_k}(x_k, x_k)\delta u_k.
\]

Combining this with (47) and (48) allows us to express the interconnection of \( \delta P \) and \( \delta K \) as \( \delta \Gamma \) (46). Note that by writing (49) as
\[
\delta u = h_\delta(x_p, x_k) \frac{d}{dx_k} (\delta x_k(t), x_k) + h_\delta(x_p, x_k) \frac{d}{dx_p} (\delta x_p(t), u) \delta x_p(t) + \delta x_k(t), \quad \text{(50)}
\]

where \( h_\delta(x_p, x_k) \equiv (1 - \frac{d}{dx_k}(x_k, u_k) \frac{d}{dx_p}(x_p, u))^\top \), we get constructive conditions on the existence of \( \bar{h} \).

### APPENDIX VII

**Proof of Theorem 6**

By synthesis, we obtain a controller \( \delta K \) such that the closed-loop interconnection \( F_1(\delta P_{LIP}, \delta K) \) is \( L_2 \)-gain stable with a bounded \( L_2 \)-gain of \( \gamma \) for all \( p \in P^R \). As \( B^\lambda_{\delta K} \subset B_{LIP}, \) see Definition 8, this implies that \( F_1(\delta P, \delta K) \) with \( p = \psi(x_p) \) for \( \delta K \) is \( L_2 \)-gain stable with a \( L_2 \)-gain \( \leq \gamma \) for all \( x_p \in B^\lambda_{\delta K, x_p} \).

### APPENDIX VIII

**Proof of Theorem 7**

Based on the definition of the differential variables we have that \( \delta x_k(t) = \frac{\partial}{\partial x_k}(\bar{x}_k(t), \lambda), \delta u_k(t, \lambda) = \frac{\partial}{\partial u_k}(\bar{x}_k(t), \lambda), \delta y_k(t, \lambda) = \frac{\partial}{\partial y_k}(\bar{x}_k(t), \lambda) \).

The family of parameterized trajectories is defined as \( (\bar{x}_k(\lambda), \bar{u}_k(\lambda), \bar{y}_k(\lambda)) \) with \( \lambda \in [0, 1] \) such that \( (\bar{x}_k(1), \bar{u}_k(1), \bar{y}_k(1)) = (x_k, u_k, y_k) \) is the current trajectory and \( (\bar{x}_k(0), \bar{u}_k(0), \bar{y}_k(0)) = (x_k^*, u_k^*, y_k^*) \) is the steady-state trajectory. Consequently,

\[
y_k(t) = y_k^*(t) + \int_0^1 \frac{\partial}{\partial \lambda}(\bar{y}_k(t, \lambda)) \, d\lambda, \quad \text{(51a)}
\]

\[
y_k^*(t) + \int_0^1 \delta y_k(t, \lambda) \, d\lambda. \quad \text{(51b)}
\]

Based on \( \delta K \), in terms of (21), we get

\[
y_k(t) = y_k^*(t) + \int_0^1 C_k(\psi(x_p(t), \lambda)) \delta x_k(t, \lambda) + D_k(\psi(x_p(t), \lambda)) \delta u_k(t, \lambda) \, d\lambda.
\]

The closed-loop differential storage function is \( V(x, \delta x) = \delta x^T M \delta x \) with \( M > 0 \), corresponding to a constant Riemannian metric. Hence, the homotopy path connecting \( x(t) \) and \( x^*(t) \) is given by a straight line, i.e., by

\[
\bar{x}(t, \lambda) = x^*(t) + \lambda(x(t) - x^*(t)),
\]

see [22]. Therefore, \( \bar{x}_p(t, \lambda) = x_p^*(t) + \lambda(x_p(t) - x_p^*(t)) \) and \( \bar{x}_k(t, \lambda) = x_k^*(t) + \lambda(x_k(t) - x_k^*(t)) \). This implies that \( \delta x_k(t, \lambda) = \frac{\partial}{\partial x_k}(\bar{x}_k(t, \lambda)) = x_k(t) - x_k^*(t) = \Delta x_k(t) \) and similarly \( \delta x_p(t, \lambda) = x_p(t) - x_p^*(t) \). Furthermore, define the parameterized trajectory \( \tilde{w}(t, \lambda) = w^*(t) + \lambda(w(t) - w^*(t)) \), such that \( \delta w(t, \lambda) = \frac{\partial}{\partial \lambda}(\tilde{w}(t, \lambda)) = w(t) - w^*(t) \). Hence, as \( \delta u_k(t, \lambda) = \delta y_k(t, \lambda) = C_y \delta x_p(t, \lambda) + D_{uy} \delta w(t, \lambda) \) is linear in \( \delta x \) and \( \delta w \), and as \( \delta w(t, \lambda) = w(t) - w^*(t) \) and \( \delta x_p(t, \lambda) = x_p(t) - x_p^*(t) \) we obtain \( \delta u_k(t, \lambda) = \delta y_k(t, \lambda) = \Delta u_k(t) \). For the sake of readability, also introduce

\[\text{Note again that } u_k = h_{p,y}(x_p, \bar{h}(x_p, x_k)) \text{ and } u = \bar{h}(x_p, x_k).\]

By Theorem 6, it holds that \( \delta K \) ensures \( L_2 \)-gain stability with a bounded \( L_2 \)-gain \( \gamma \) for \( F_1(\delta P, \delta K) \) on \( X_p \). Furthermore, by Theorem 7, the differential form of \( K \) is given by \( \delta K \). Consequently, by Theorem 5, the differential form of \( F_1(P, K) \) is given by \( F_1(\delta P, \delta K) \). Moreover, we consider the set \( W \subseteq \mathbb{R}^2 \), for which \( \mathbb{X} = X_p \times X_k \) is invariant, meaning that for any \( w, w^* \in \mathbb{W}^2_+ \), the resulting \( x_p(t), x_p^*(t) \in \mathbb{X}_p, \forall t \in \mathbb{R}_+ \). Hence, we will remain in the design set on which differential \( L_2 \)-gain stability is ensured. Based on Theorem 4, this then implies that there exists a function \( \zeta(x, \tilde{x}) \geq 0 \) with \( \zeta(0, 0) = 0 \) such that

\[
||F_1(P, K)(w, x_0) - F_1(P, K)(w^*, x_0^*)||_2 \leq \gamma ||w - w^*||_2 + \zeta(x_0, x_0^*), \quad \text{(58)}
\]
for any \( w, w^* \in \mathcal{W}_{\mathbb{R}^2} \) with \( w - w^* \in L^\infty \mathbb{R}^2 \) and \( x_0, x_0^* \in \mathcal{X} \). As (58) implies (25), \( \mathcal{F}_i(P, K) \) is \( L^\infty \)-gain stable with a bounded \( L^2 \)-gain of \( \gamma \) on \( \mathcal{X} \).

As \( \mathcal{F}_i(P, K) \) is \( L^2 \)-gain stable on \( \mathcal{X} \), it is also incrementally stable on \( \mathcal{X} \) based on Theorem 3. The differential storage function is given by \( V(x, \dot{x}) = \delta x^T M \delta x \), which implies that the incremental storage function is given by \( V(x, \dot{x}) = (x - \tilde{x})^T M (x - \tilde{x}) \), see [36]. The latter also qualifies as an incremental Lyapunov function, see Theorem 3.

Moreover, the (desired) steady-state trajectory \( \xi^* \in \mathcal{B}_P \) is a valid solution of \( \mathcal{K} \) if \( \mathcal{F}_i(P, K) \) is bounded. As (58) implies (25), \( \dot{\delta x}^T M \delta x \) need not be positive definite. Consequently, we have that (28) is a virtual system of (27), see [15], [38]. The virtual system (28) is virtually contractive, meaning that \( \tilde{x}_e(t) \rightarrow x_e(t) \) for \( t \rightarrow \infty \), see [28], [38], if

\[
\delta \dot{\tilde{x}}_e(t) = \left( \frac{\partial f_e}{\partial x_e}(\tilde{x}_e(t), u(t), w(t)) \right) \delta x_e - L \left( \frac{\partial h_e}{\partial x_e}(\tilde{x}_e(t), w(t)) \right) \delta \tilde{x}_e(t),
\]

(59)
is asymptotically stable. The differential form of the virtual system (59) can be written as

\[
\delta \dot{\tilde{x}}_e(t) = \left( A_e(\tilde{x}_e(t), u(t), w(t)) \right) - L_e C_e(\tilde{x}_e(t), w(t)) \delta \tilde{x}_e(t).
\]

(60)
The system (60) is asymptotically stable with (differential) Lyapunov function \( V_\delta(\delta x) = \delta x^T P \delta x \) if (29) holds for all \( (x_e, u, w_m) \in \mathcal{X}_e \times \mathbb{R}^n \times \mathcal{W}_m \).
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