Blueprint for a High-Performance Fluxonium Quantum Processor
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Transforming stand-alone qubits into a functional, general-purpose quantum processing unit requires an architecture where many-body quantum entanglement can be generated and controlled in a coherent, modular, and measurable fashion. Electronic circuits promise a well-developed pathway for large-scale integration once a mature library of quantum-compatible elements have been developed. In the domain of superconducting circuits, fluxonium has recently emerged as a promising qubit due to its high-coherence and large anharmonicity, yet its scalability has not been systematically explored. In this work, we present a blueprint for a high-performance fluxonium-based quantum processor that addresses the challenges of frequency crowding, and both quantum and classical crosstalk. The main ingredients of this architecture include high-anharmonicity circuits, multipath couplers to entangle qubits where spurious longitudinal coupling can be nulled, circuit designs that are compatible with multiplexed microwave circuitry, and strongly coupled readout channels that do not require complex, frequency-sculpted elements to maintain coherence. In addition, we explore robust and resource-efficient protocols for quantum logical operations, then perform numerical simulations to validate the expected performance of this proposed processor with respect to gate fidelity, fabrication yield, and logical error suppression. Lastly, we discuss practical considerations to implement the architecture and achieve the anticipated performance.
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I. INTRODUCTION

Quantum computation and quantum information processing has opened a new frontier in science and technology, with recent advances validating our understanding of the quantum world and revealing the potential for novel applications [1–4]. Among various platforms, superconducting qubits has emerged as a promising candidate for the implementation of fault-tolerant universal quantum computing [5], with the power of quantum information processing [6,7] and novel quantum error correction schemes [8–17] having been demonstrated. In addition, quantum simulation [18–26] and optimization algorithms [27,28] have been implemented using noisy intermediate-scale quantum (NISQ) devices [29].

Despite recent mitigation techniques [30,31], approaching large-scale universal quantum computation requires further suppression of errors resulting from control imprecision and decoherence due to unwanted interaction with the noisy environment [29,32,33]. The theory of quantum error correction (QEC) provides a promising path to reach this goal [34–37]. The essence of the QEC strategy is to encode quantum information in nonlocal entangled states such that local errors cannot corrupt it [38]. According to the threshold theorem, when the system is operated with
errors below the accuracy threshold, an arbitrarily good protection against decoherence can be achieved [39–41]. In practice, the requirement to encode logical qubits using a redundant number of physical qubits imposes a large resource overhead that is challenging to achieve. Besides decoherence of physical qubits, crosstalk [42], frequency crowding [43,44], and leakage out of the computational subspace [45,46] are also the central problems to overcome upon scaling up. For example, the most popular QEC code for planar architecture, the surface code [32,47–50], has an accuracy threshold of approximately 1% and requires only nearest-neighbor interactions, yet only small-distance codes have been recently explored in superconducting circuit architectures based on transmon devices [13–17].

One promising superconducting qubit in the quest toward constructing a fault-tolerant quantum computer is fluxonium [51], due to its long coherence times and high anharmonicity. The circuit consists of three elements in parallel: a capacitor, a Josephson junction, and a superinductor. The inductive shunt eliminates the qubit’s offset charge [52], and the large inductance value suppresses its sensitivity to flux noise. Fluxonium can be tuned in situ by threading an external magnetic flux through the circuit loop. When this flux bias is at a value equal to half-integer flux quantum, the $|0\rangle \rightarrow |1\rangle$ transition has low frequency, with $\omega_0/2\pi$ typically below 1 GHz, which helps reduce the effect from dielectric loss, enhancing the relaxation time $T_1$. At the same time, the circuit also becomes first-order insensitive to flux noise, resulting in a long coherence time $T_2$ primarily limited by $T_1$ for nominally fast dispersive readout. This operating regime is thereby referred to as the high-coherence regime [53], with $T_2$ consistently in the range of a few hundred microseconds in both three-dimensional (3D) [53] and planar [54] experiments. Recent advances in fabrication and cryogenic shielding have elevated the relaxation time $T_1$ and subsequently the coherence time $T_2$ to over a millisecond in a 3D device [55].

In addition, fluxonium’s large anharmonicity can be exploited to operate high-fidelity single-qubit operations, with a microwave control error of approximately $10^{-4}$ using an 80-ns-long pulse [55], and fast flux control error of approximately $10^{-3}$ using a 20-ns-long pulse [54]. High readout fidelity with an error of approximately $10^{-2}$ using over a hundred of resonator photons has been demonstrated [56,57], while qubit reset with an error of approximately $3 \times 10^{-2}$ using microwave [54] or approximately $10^{-2}$ using active feedback [56,58] have been realized. The first experimental implementations of two-qubit gates were based on the interaction between $|1\rangle \rightarrow |2\rangle$ transitions of two capacitively coupled fluxoniums housed in a 3D copper cavity [59,60], where a controlled-phase gate is induced by a microwave pulse applied near these transitions [61]. The resulting gate fidelity is as high as 0.992, limited by the coherence times of the participating non-computational states, which are unprotected. In another scheme, an iSWAP gate [62] between two planar capacitively coupled fluxoniums was realized by tuning their computational transitions to be on resonant using fast flux, with corresponding gate fidelity as high as 0.997 [63]. The performance of this gate scheme is intrinsically limited by the lower coherence times away from the flux sweet spot, and its operation may involve additional complications such as spectator errors in large-scale devices. Recently, an fSim gate family was also proposed [64] and implemented [65] using an additional fluxonium as a tunable coupling element, resulting in a gate fidelity as high as 0.9955. This approach comes at the cost of increased design and operational complexity, especially in large-scale devices, whereas the data qubits are essentially fixed frequency. Currently, there is no clear roadmap to construct a fluxonium-based quantum processor with projected performance to surpass state-of-the-art architectures. Combined with the misconception that it is challenging to manipulate and readout low-frequency qubit transitions, and the fear of uncontrollable variability of junction parameters in a multicomponent qubit, this leads to relatively sparse efforts in scaling up the platform.

In this work, we provide the blueprint for a scalable high-performance quantum architecture based on fluxonium qubits. We show that, in principle, this platform will have suppressed crosstalk, reduced design complexity, improved operational efficiency, high-fidelity gates, and resistance to parameter fluctuations. In contrast to previous works, our analysis focuses on scalability, and thus involves a wide range of practical qubit parameters. Interestingly, the envisioned quantum processor has the potential to out scale and out perform its contemporary counterparts even with relatively modest average coherence times, thanks to the qubit’s large anharmonicity and favorable selection rules.

First, we discuss the important properties of the qubit on which we develop and explain the proposed parameters as well as our approaches in the rest of the paper. We review the dispersive readout scheme, which involves a coupled fluxonium-resonator system, identifying the advantages in readout multiplexing with fluxoniums, such as a potential reduction of readout crosstalk. In addition, since the qubit frequency is far away from the readout frequency, Purcell filters [66–70] are not required for fast measurements. Then, we show via numerical simulation that single-qubit microwave control can be done in as fast as ten nanoseconds with coherent error below $10^{-6}$, with flux driving performing better than charge driving. Together with the lack of Purcell filter requirement, diplexing rf flux control with dc bias will substantially reduce the design complexity of the chip.
The keystone in developing large-scale quantum devices is designing multi-qubit interactions. Since the computational states in fluxonium have long coherence times and high anharmonicity at the fixed half-integer flux quantum bias, the optimal approach is to engineer entangling gates based on the transverse coupling between these states. Meanwhile, it is also important to suppress the spurious static longitudinal ZZ rate, which leads to an always-on entangling operation, and may expand into chip-scale correlated errors \([42,71,72]\). Here, we propose a multipath coupling scheme, which enables a fast direct exchange interaction rate between the computational states, with \(J_{\text{eff}} \approx 10\) MHz, and at the same time negates the static ZZ rate across a wide range of qubit parameters. We numerically demonstrate high-fidelity microwave-activated two-qubit gates based on the cross-resonance \([73–76]\) and differential ac-Stark shift \([60,77–79]\) effects, with coherent gate error as low as \(10^{-6}\), and consistently below \(10^{-2}\) across the entire range of qubit-qubit detuning. The minimal leakage outside of the computational subspace validates our simple spin-model description. Since these gates involve only high-coherence computational states, gate error due to decoherence is small. Moreover, they can be implemented using the same control lines and microwave electronics for single-qubit gates, improving resource efficiency in scaling up.

Upon advancing to large-scale devices, frequency crowding is a major challenge to overcome. To investigate this problem, we first impose the frequency constraints using our gate simulation results. Then, based on previous studies on Josephson junction nanofabrication, we consider practical frequency dispersion in fluxonium qubits biased at the fixed optimal external flux, and show that the probability of constructing a frequency-collision-free device is close to unity for large-scale chips consisting of over thousands of qubits arranged in a square lattice. In addition, we discuss further error suppression of this platform using the XZZX surface code \([80]\), showing exponential reduction of logical error rate \(\varepsilon_L\), with \(\varepsilon_L \sim 10^{-7}\) for code distance \(d = 11\) and relatively modest average coherence times. Our results also indicate the importance of improving readout and initialization fidelity.

A schematic of the proposed architecture is shown in Fig. 1. The article is structured to explore each component of this platform as follows. We review the important properties of the fluxonium qubit with an emphasis on scalability in Sec. II. In Sec. III, we discuss dispersive measurement of the qubit via an ancilla resonator, reviewing recent results and important considerations upon scaling up. In Sec. IV, we explore single-qubit operations for the proposed range of qubit parameters. We investigate different qubit-qubit coupling schemes in Sec. V, revealing the advantage of the multipath coupling approach. We numerically simulate the cross-resonance controlled-NOT (CNOT) \([73–75]\) and the differential ac-Stark controlled-Z (CZ) gates in Sec. VI. After discussing experimentally feasible frequency dispersion of the computational states and relevant frequency allocation constraints, we compute the expected fabrication yield of large-scale devices in Sec. VII. Motivated by these results, we simulate logical error suppression using the XZZX surface code \([80]\) in Sec. VIII. Finally, we provide the roadmap toward constructing a practical fluxonium quantum processor in Sec. IX, and summarize the main ideas of the paper in Sec. X.

**II. FLUXONIUM QUBIT**

A fluxonium circuit \([51]\) consists of three elements in parallel (Fig. 1, bottom left): a capacitor with charging energy \(E_C = \phi_0^2 / 2C\), a Josephson junction with Josephson energy \(E_J = I_c \phi_0\), and an inductor with inductive energy...
$E_L = \phi_0^2 / L$, where we denote $L$ as the junction’s critical current, and $\phi_0 = \Phi_0 / 2\pi$ as the reduced flux quantum. Using the irrotational gauge $[81,82]$, the Hamiltonian of the system can be written as

$$\hat{\mathcal{H}}/\hbar = 4E_C\hat{n}^2 - E_J \cos \hat{\varphi} + \frac{1}{2}E_L(\hat{\varphi} + \varphi_{\text{ext}})^2,$$

where $\hat{n}$ is associated with the number of excess Cooper pairs on the capacitive electrodes, and $\hat{\varphi}$ is the superconducting phase twist across the inductor. These two quantum mechanical operators obey the commutation relation $[\hat{\varphi}, \hat{n}] = i$. In the harmonic oscillator basis with creation (annihilation) operator $\hat{b}^\dagger (\hat{b})$, they can be written as

$$\hat{\varphi} = \frac{1}{\sqrt{2}} \left( \frac{8E_C}{E_L} \right)^{1/4} (\hat{b}^\dagger + \hat{b}),$$

$$\hat{n} = \frac{i}{\sqrt{2}} \left( \frac{E_L}{8E_C} \right)^{1/4} (\hat{b}^\dagger - \hat{b}),$$

such that the phase and charge operators resemble the position and momentum operators, respectively. In addition, their relative amplitudes generally depend on the energy ratio $E_C/E_L$.

We can interpret the Hamiltonian in Eq. (1) as describing the motion of a fictitious particle with kinetic energy proportional to $E_C$ in a potential landscape shaped by $E_J$ and $E_L$. The potential can be further tuned by applying an external magnetic flux, written in normalized form as $\varphi_{\text{ext}} = 2\pi \Phi_{\text{ext}} / \Phi_0$. For the qubit to be in the fluxonium regime, the energy scales are usually designed to satisfy $2 \leq \{E_J/E_L, E_J/E_C\} \leq 10$. The $E_J/E_L$ ratio determines the number of local wells within the quadratic potential, and the $E_J/E_C$ condition corresponds to the tunneling rate across the wells.

Typically, the inductive energy in fluxonium is $E_L \sim 0.5$ GHz, corresponding to a large inductance of $L \sim 327$ nH. To fulfill this stringent requirement, different strategies have been employed to implement superconducting inductors with impedance surpassing the resistance quantum $R_0 \sim 6.5$ kΩ, commonly referred to as superinductors. They are typically constructed based on the phenomenon of kinetic inductance, with experimental realizations including arrays of Josephson junctions [51,83], superconducting nanowires [84–86], or disordered superconductors such as granular aluminum (grAl) [87–90]. Recently, geometric superinductors have also been successfully fabricated and characterized [91,92].

Besides shaping the potential landscape, the superinductor also helps protect the qubit from decoherence. On one hand, the inductive shunt makes the excess charge on the capacitive electrodes continuous [52], nulling the qubit’s sensitivity to charge offset. Since fluxonium is inherently insensitive to charge noise, the charging energy $E_C$ may take arbitrary values, and thus can be used as a flexible tuning knob. On the other hand, the large inductance suppresses the qubit’s sensitivity to $1/f$ flux noise [53,93]. Within the scope of this work, we consider the superinductor as an ideal circuit element, assuming that phase slips [83,94,95], cross-Kerr [88], and collective modes effects [96] are negligible.

Circuits with large $E_J/E_C$ ratio are called heavy fluxonium [93,97], with the unique property of having long-lived circulating current states called fluxons at certain external fluxes where their wave functions are localized. In this regime, the potential and subsequently the fluxon transition energies are linearly dependent on external flux. Hence, their coherence times $T_2$ are limited by $1/f$ flux noise to about 5 μS [93], leading to a much higher phase-flip rate compared to bit-flip rate. We thus refer to this regime as biased-noise. A fluxonium-biased at half-integer flux quantum values becomes insensitive to flux noise up to first order, and has been shown to have long coherence times [53–55]. We consequently refer to fluxonium qubits operating in this regime to be high-coherence.

In this work, we focus on the high-coherence regime with a moderate parameter configuration with $\{E_J, E_C, E_L\} \sim \{4, 1, 1\}$ GHz, which corresponds to a compact qubit that can be reliably fabricated. In addition, these parameters offer key scalability advantages, which we discuss throughout the paper. The transition energy spectrum of the circuit is shown in Fig. 2(a), with transitions from the ground state $|0\rangle$ and first excited state $|1\rangle$ plotted in solid and dashed lines, respectively. Their relative differences indicate the anharmonicity of the system. Energy transitions near $\varphi_{\text{ext}} = 0$ are similar to those of a standard transmon qubit, allowing straightforward device characterization.

When the circuit is biased at the half-integer flux quantum sweet spot $\varphi_{\text{ext}}/2\pi = 0.5$, the two lowest eigenstates correspond to symmetric and antisymmetric superpositions of persistent current states corresponding to supercurrents flowing in the clockwise and counterclockwise directions in the circuit, similar to those found in flux qubits [98–102]. The transition energy is then simply the splitting gap resulting from tunneling of a fictitious particle across the potential barrier, the amplitude of which depends strongly on $\sqrt{E_J/E_C}$ and linearly on $E_L$ [51]. For our proposed circuit parameters, this frequency is $\omega_{01}/2\pi = 0.58$ GHz. Figure 2(b) shows the energy spectrum and wave functions of the first four states at the symmetric flux bias $\varphi_{\text{ext}}/2\pi = 0.5$. Since the quadratic potential well only splits into local ones at sufficiently low frequency, the higher states resemble Fock states in a harmonic oscillator, albeit with high nonlinearity. They are separated from the two lowest states by a large energy gap, with $\omega_{12}/2\pi = 3.39$ GHz. The high anharmonicity helps alleviate state leakage and frequency crowding significantly, as we explore in later sections. Below, we refer to the computational
FIG. 2. Fluxonium properties. (a) Transition energy spectrum \( \omega_{ij} = \omega_j - \omega_i \) of a fluxonium circuit with \( \{E_J, E_C, E_L\} = \{4, 1, 1\} \) GHz. The solid lines are transitions from the ground state \( |0\rangle \), and the dashed line is transition \( |1\rangle \rightarrow |2\rangle \). (b) Potential well (black) and wave functions in the phase basis corresponding to the first four eigenstates at half-integer flux quantum bias \( \varphi_{\text{ext}}/2\pi = 0.5 \). (c) Charge and phase matrix elements corresponding to transitions from \( |0\rangle \) and \( |1\rangle \) at \( \varphi_{\text{ext}}/2\pi = 0.5 \). The vertical axis shows the corresponding frequencies of these transitions. (d) Estimated energy relaxation times \( T_1 \) limited by dielectric loss with loss tangent \( \tan\delta_{\text{dieel}} = 2 \times 10^{-7} \) at 5 GHz, and quasiparticles in the inductor with normalized density \( x_{\text{qp}} = 2 \times 10^{-9} \). The charging energy is \( E_C = 1 \) GHz.

Selection rules in fluxonium can be exploited to engineer novel coupling schemes for quantum information processing purposes. The matrix elements at a half-integer flux quantum bias are shown in Fig. 2(c) and can be summarized as follows. For the computational states, since their wave functions have substantial overlap in the phase basis due to hybridization, the corresponding matrix element \( \varphi_{01} \equiv \langle 0|\hat{\varphi}|1\rangle \) is high, while the charge matrix element \( n_{01} \equiv \langle 0|\hat{n}|1\rangle \) is substantially smaller. For the noncomputational states, the phase (charge) matrix elements are smaller (larger) than that of the computational states. As a result, charge coupling is preferable if interaction involving higher states is desired, and flux coupling is preferable if interaction involving the computational states is intended. For example, charge coupling was used in the microwave-activated two-qubit controlled-phase gate scheme involving \( |1\rangle \rightarrow |2\rangle \) transition [59–61], and flux coupling resulted in strong hybridization of the lowest eigenstates in the fluxonium molecule [103]. In general, charge matrix elements are smaller than phase matrix elements due to the large inductance in the circuit \([8E_C > E_L\) in Eq. (2)].

While the multilevel aspect of fluxonium can be utilized to engineer novel coupling schemes, certain transitions are forbidden, alleviating spectral crowding problems and suppressing coupling to high-frequency spurious modes. Notably, only transitions with an odd number of excitations are allowed at half-integer flux quantum bias due to parity, \( n_{ij} = \varphi_{ij} = 0 \) for all \((i + j)\) even. This allows selective coupling to any odd transition without interacting with the nearby even transition. In addition, the high-frequency region of the spectrum resembles that of a harmonic oscillator, so higher-order transitions have vanishing matrix elements. Thus, we can neglect coupling between fluxonium and the surrounding environment beyond 10 GHz.

One of the main challenges in realizing fault-tolerant quantum computation using superconducting qubits is the detrimental effect from nonequilibrium quasiparticles [104], which can be created from photon-assisted processes [105–108] or ionizing radiation sources [109,110]. Once formed, quasiparticles may diffuse to other parts of the device, recombine, or get trapped [111]. They have
been recently found to cause correlated errors in transmon devices [112,113], which will potentially make existing QEC protocols ineffective. The susceptibility of the fluxonium qubit biased at the half-integer flux quantum sweet spot to quasiparticles can be summarized as follows. On one hand, the effect of quasiparticles around the small junction on the $|0\rangle \rightarrow |1\rangle$ transition is suppressed due to destructive interference between electronlike and holelike tunneling events [114–116]. On the other hand, the large phase matrix element $\phi_{01}$ leads to strong coupling to quasiparticles in the superinductor, which manifests as inductive loss [117]. In contrast, the $|0\rangle \rightarrow |2\rangle$ transition is sensitive to quasiparticles around the small junction and indifferent to those in the inductors. Thus, it can be included to probe the quasiparticle density in fluxonium circuits [55,118]. Intriguingly, the corresponding parameter regimes in the inductor was found to be at least an order of magnitude smaller than that around the small junction [55,117].

Considering known decoherence sources, the proposed parameters allow the computational states to have long coherence times. Since the dephasing time $T_2$ is primarily limited by the relaxation time $T_1$ here [53–55], we focus on analyzing $T_1$. To this end, we estimate the energy relaxation time $T_1$ for fixed charging energy $E_C = 1 \text{ GHz}$ and different $E_J$, $E_L$ values, using limits imposed by dielectric loss with $\tan \delta_{\text{die}} = 2 \times 10^{-7}$, corresponding to a transmon with frequency $\omega_{01}/2\pi = 5 \text{ GHz}$ having a relaxation time of $160 \mu s$, and quasiparticles in the inductor with normalized density $x_{qp} = 2 \times 10^{-9}$, corresponding to a fluxonium qubit with parameters as reported in Ref. [55] having relaxation time $T_1 = 1 \text{ ms}$ at absolute temperature (see Appendix A). The result in Fig. 2(d) shows that while the quality of the surrounding environment may change the absolute $T_1$ limit, the parameter space around $E_J = 4 \text{ GHz}$, $E_L = 1 \text{ GHz}$ gives consistently high $T_1$.

In multi-qubit devices, we propose tuning the qubit frequency by varying the inductive energy $E_l$, from 0.5 to 1.6 GHz, corresponding to quasiparticle frequency $\omega_{01}/2\pi$ in the range $[237 - 1163] \text{ MHz}$. As shown in Fig. 2(d), a circuit with $E_l$ varying in this range is expected to have high $T_1$. We note that although the region $E_J \sim [2 - 4] \text{ GHz}$, $E_L < 0.4 \text{ GHz}$ has the highest $T_1$, the corresponding qubit frequencies are quite low, and hence are not well suited with our proposed gate operations. Moreover, reliable fabrication of a small junction corresponding to $E_J \sim 2 \text{ GHz}$ will be a difficult technical challenge. Thus, we focus on varying the qubit frequency by changing $E_l$ and keeping $E_J = 4 \text{ GHz}$ for scalability. In practice, all three parameters can be fine tuned to vary the qubit frequency $\omega_{01}$. We emphasize the flexibility of our approach: fluxonium circuits with parameters slightly deviating from the ones proposed in this work can still be scaled up favorably following the principles discussed in the following sections. On the other hand, we believe that it is valuable to explore different parameter regimes in the future.

III. READOUT

Dispersive readout in circuit quantum electrodynamics (cQED) architectures offers key advantages in the quest to build quantum computers [119,120]. Since the qubit’s transition frequency is far away from that of the resonator, the probability of qubit excitation being converted to cavity photons is negligible. This detuning thus protects the qubit from spontaneous emission [121]. Dispersive readout has also been demonstrated to be fast and to have high fidelity [70], even when multiple qubits are readout simultaneously in a multiplexed fashion [122,123]. Quantum nondemolition (QND) measurement also allows qubit initialization by heralding [124–126] or by active feedback [127,128]. It has thus become the standard technique in modern superconducting quantum information processors [6,31,129]. In this section, we review the dispersive interaction framework in a fluxonium-resonator system and discuss its advantages upon scaling up.

When an atom is off resonantly coupled to a resonator, their dispersive interaction results in a resonator frequency dependent on the state of the qubit, allowing measurement of the latter by probing the former [119,130], as depicted in Fig. 3(a). The generic Hamiltonian describing such a system can be written as [131]

$$\hat{H}_{\text{sys}} = \sum_j \omega_j |j\rangle \langle j| + \sum_j \omega_j \hat{a}_j^\dagger \hat{a}_j + \sum_j \sum_{l,l'} g_{j,l,l'} |j\rangle \langle l| (\hat{a}_l + \hat{a}_l^\dagger) \tag{3}$$

Here, $\hat{a}^\dagger$ ($\hat{a}$) is the resonator’s creation (annihilation) operator, $l$ and $j$, respectively, indicate the levels of the atom with frequency $\omega_l$ and resonator with frequency $\omega_j$. The coupling coefficient $g_{j,l,l'}$ depends on the geometric coupling constant $g_j$ between them and the corresponding matrix element of the qubit, $g_{l,l'} = g_j |\langle l| \hat{C}|l'\rangle|$, where $\hat{C} = \hat{h}$ for capacitive coupling and $\hat{C} = \hat{\phi}$ for inductive coupling.

While selection rules in transmons limit the dispersive interaction to the nearest levels [132], the lack of such rules in fluxonium allows coupling between various qubit transitions and resonator modes. Thus, even for computational frequencies in the range below 1 GHz, the qubit’s $|0\rangle \rightarrow |1\rangle$ transition still shifts the resonator via virtual transitions close to the latter’s resonance. The dispersive regime is defined for this generic system following the condition $|\omega_{l,l'} - \omega_j| \gg g_{j,l,l'} \sqrt{\langle \hat{a}_l^\dagger \hat{a}_l \rangle} + 1$.

The generic Hamiltonian in Eq. (3) can be simplified to that describing a two-level system dispersively coupled to a single-mode harmonic oscillator with an effective dispersive shift $\chi_{01}$:

$$\hat{H}_{\text{disp}} = \hbar \omega_{01} |1\rangle \langle 1| + (\omega_R + \chi_{01} |1\rangle \langle 1|) \hat{a}^\dagger \hat{a} \tag{4}$$
where $\omega_{01}$ and $\omega_R \equiv \omega_j=0$ are, respectively, the qubit’s $|0\rangle \rightarrow |1\rangle$ and resonator’s resonance frequencies, which are slightly Lamb shifted [133]. The structure of the charge matrix elements as shown in Fig. 2(e), with $n_{01}$ small compared to others, is favorable for qubit-resonator capacitive coupling as the Purcell loss is further suppressed. In addition, capacitive coupling can be experimentally implemented in straightforward fashion, similar to the transmon case. The dispersive shift $\chi_{01}$ for qubit-resonator geometric coupling constant $g \equiv g_{j=0}$ can be derived using second-order perturbation theory as [131]

\[
\chi_{01} = g^2 \left[ \sum_{l \neq 0} |n_{l0}|^2 \frac{2\omega_{0l}}{\omega_{0l}^2 - \omega_R^2} - \sum_{l \neq 1} |n_{l1}|^2 \frac{2\omega_{1l}}{\omega_{1l}^2 - \omega_R^2} \right].
\]

(5)

While the fourth-order corrections account for self-Kerr and cross-Kerr interactions, the additional corrections added to the dispersive shift given by Eq. (5) are negligible [131]. In the case where the perturbation approach breaks down, e.g., when the dispersive condition is not satisfied, numerical diagonalization of the coupled system [134] may work best, and has been shown to consistently match experimentally extracted data up to hundreds of photons [56,57].

For fluxonium parameters $\{E_j, E_C, E_L\} = \{4, 1, 1\}$ GHz, we compute the dispersive shift of a cavity due to the qubit’s $|0\rangle \rightarrow |1\rangle$ transition as a function of the external flux bias $\psi_{ext}$ using Eq. (5) with the resonator frequency $\omega_R/2\pi = 7$ GHz and coupling constant $g/2\pi = 100$ MHz, both of which are common for resonators integrated in transmon architectures. For comparison, we numerically diagonalize a fluxonium-resonator system and extract the photon-number-dependent shift $\chi_{01}(p) = (\omega_{p+1,1} - \omega_{p,1}) - (\omega_{p+1,0} - \omega_{p,0})$, where $p$ is the number of resonator photons on average and the second subscript denotes the state of the qubit. As shown in Fig. 3(b), the second-order approximation matches the numerical result perfectly for $p = [1 – 10]$ photons. Therefore, the simple relation given by Eq. (5) can be used to estimate the dispersive shift $\chi_{01}$ in most cases, avoiding the resource-intensive task of diagonalizing systems with large Hilbert space. Interestingly, although the qubit frequency goes from approximately 5.5 GHz at zero external flux to approximately 0.58 GHz at half-integer flux quantum bias, the dispersive shift amplitude remains largely within a factor of 2, with $\chi_{01}/2\pi \geq 1$ MHz across almost the entire flux period.

To explore the multiplexing capability of the readout, we simulate the dispersive shift $\chi_{01}$ with varying readout frequency as shown in Fig. 3(c) for a qubit with parameters $\{E_j, E_C, E_L\} = \{4, 1, 1\}$ GHz biased at $\varphi_{ext}/2\pi = 0.5$, corresponding to qubit frequency $\omega_{01}/2\pi \sim 0.58$ GHz. By inspecting Eq. (5) and the selection rules in Fig. 2(e),

FIG. 3. Dispersive readout. (a) Schematic of a fluxonium qubit coupled to a readout resonator with coupling constant $g$. The resonator is then coupled to the readout bus with coupling rate $\kappa$, allowing measurement of its resonance $\omega_R$, which is shifted slightly from its bare value, depending on the state of the qubit. No Purcell filter is needed. (b) Dispersive shift $\chi_{01}$ across one flux period for qubit parameters $\{E_j, E_C, E_L\} = \{4, 1, 1\}$ GHz, resonator frequency $\omega_R/2\pi = 7$ GHz, and capacitive coupling constant $g/2\pi = 100$ MHz. Numerical diagonalization results are the same for $p = 1$ and $p = 10$ photons. (c) Dispersive shift $\chi_{01}$ for qubit parameters $\{E_j, E_C, E_L\} = \{4, 1, 1\}$ GHz at flux bias $\varphi_{ext}/2\pi = 0.5$, corresponding to $\omega_{01}/2\pi \sim 0.58$ GHz, coupling constant $g/2\pi = 100$ MHz, and varying resonator frequency $\omega_R$. (d) Thermal photon dephasing time for the same qubit and resonator parameters in (c), with resonator temperature $T = 50$ mK and dispersive shift $\chi_{01}/2\pi = \{0.2, 0.5, 1\}$ MHz, which can be changed by varying the geometric coupling constant $g$. 
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we can expect a large shift when the cavity resonance is close to qubit transitions $|0\rangle \rightarrow |3\rangle$ or $|1\rangle \rightarrow |4\rangle$, and a plateau in between, which are confirmed by the simulation results. We obtain $|\chi_{01}|/2\pi \geq 1$ MHz for a nominal coupling constant $g/2\pi = 100$ MHz with the resonator frequency $\omega_R/2\pi$ ranging from 4 to 10 GHz, indicating a fast and flexible readout. In addition, the plateaus imply the same level of dispersive shift when there are fluctuations in qubit parameters. As a result, qubits with similar energy scales can be measured via individual resonators without further design constraints. We note that in addition to the small charge matrix element $n_{01}$, the qubit frequency $\omega_{01}/2\pi \approx 0.58$ GHz is much lower than the target resonator frequency, so relaxation through the resonator is strongly suppressed. This eliminates the general need for Purcell filters, although the radiative decay limit of a device depends on its specific geometry and structure, as shown in more detail in Appendix A.

Having established the mechanisms behind dispersive measurement in fluxonium systems, we must take into account the following readout design considerations to minimize dephasing effects. In case the resonator frequency is close to the qubit transitions, $|\omega_R - \omega_{03,14}| \approx g$, the dispersive shift can be large at the expense of short energy relaxation times associated with these transitions due to spontaneous emission [121]. This may lead to dephasing of the computational states due to excitation to higher levels. For example, if the relaxation rate of the $|0\rangle \rightarrow |3\rangle$ transition is close to the resonator’s linewidth, $\Gamma_{3\rightarrow 0}/2\pi \approx \kappa/2\pi = 2$ MHz, and the qubit’s effective temperature is $T_{\text{eff}}(\omega_{03}) = 50$ mK [135], the excitation rate would follow the principle of detailed balance, $\Gamma_{0\rightarrow 3}/2\pi \sim 10$ kHz, corresponding to a dephasing time $T_{\phi} \approx 30$ $\mu$s for the $|0\rangle$ and $|1\rangle$ states. Therefore, it is best to avoid this scenario to protect the computational subspace from decoherence. A quick estimation to find a suitable readout frequency range is given in Appendix A.

There is inevitable thermal photon dephasing trade-off [135,136] coming from the dispersive interaction with the resonator’s fundamental mode, which we compute (see Appendix A) and plot in Fig. 3(d) for a resonator with varying resonance frequency $\omega_R$, using an effective temperature $T_{\text{eff}}(\omega_R) = 50$ mK [135] and resonator linewidth $\kappa/2\pi = 2$ MHz. In general, a resonator with frequency $\omega_R$ closer to the $|1\rangle \rightarrow |4\rangle$ transition has a lower thermal photon population, resulting in less dephasing. A compromise between readout signal, which scales with $\chi_{01}$ [120] and coherence time, can also be made.

While virtual transitions $|0\rangle \rightarrow |3\rangle$ and $|1\rangle \rightarrow |4\rangle$ give rise to a finite dispersive shift, the matrix elements corresponding to higher-order transitions quickly vanish beyond 10 GHz, as shown in Fig. 2(c). As a result, there is no coupling between the qubit and any higher modes of the readout resonator, and thus no additional dephasing mechanisms associated with those modes. This justifies reducing the resonator model to a single mode in Eq. (4).

Although the dispersive shift should be reasonably small to reduce effect from thermal photon dephasing, as shown in Fig. 3(d), a large number of resonator photons can be used to improve the signal amplitude substantially [56], allowing strong readout signal for all fluxoniums around the bus. Moving forward, improvement of the cryogenic setup [135,137,138] to lower the resonator’s effective temperature will reduce thermal photon population exponentially for a given dispersive shift, enabling better measurement without compromising qubit coherence.

The multiplexed readout platform can be arranged as shown in Fig. 1, with four resonators spaced around a common bus. The dispersive shifts can be engineered to be within a plateau, so fluctuations in qubit frequencies would have negligible effect on readout performance. The resonator frequencies can be spaced sufficiently far apart to suppress off-resonant driving of untargeted resonators, which may lead to additional dephasing of qubits [123]. Since there is no fundamental requirement for Purcell filters to suppress radiative dissipation [66–68], the proposed platform’s complexity and design constraints are reduced, leading to better scalability. The geometric coupling constant $g$ can be designed to target a dispersive shift $\chi_{01}/2\pi \sim 1$ MHz, which facilitates fast readout while the coherence times can still be around 1 ms if the resonator frequency is chosen to be higher than 8 GHz, assuming a practical resonator temperature $T = 50$ mK. Notably, Ref. [56] reports a SNR = 3 for a fluxonium system with a dispersive shift of approximately $\chi_{01}/2\pi \sim 1$ MHz using only a few photons in a measurement setup consisting of a Josephson parametric amplifier with 20-dB gain. We expect the readout fidelity of our proposed platform to be similar, with minimal non-QND effect, if the measurement setup is designed to have sufficient measurement efficiency.

### IV. SINGLE-QUBIT GATES

Conventionally, single-qubit control in superconducting qubits is implemented by applying a radiation pulse on resonance with the transition frequency of the computational levels. Ideally, qubits consist of only two levels, so arbitrarily short square pulses are technically sufficient to make high-fidelity gates. In practice, quantum systems typically consist of many energy levels, $\hat{H}_{Q}/\hbar = \sum_{j=1}^{d-1} \omega_j |j\rangle \langle j|$, and the transition frequencies differ by an amount $\alpha_j = (\omega_{j+1} - \omega_{j-1})/2\pi$, defined as the anharmonicity. In most cases, the lowest two levels of a quantum system are used as computational basis, and we consider the only relevant term, $\alpha = \alpha_1$. To avoid inadvertently driving other levels, shaping the pulse to reduce its bandwidth is required [139,140].
Intuitively, we expect errors in our operation when the pulse bandwidth approaches $\alpha$. In the extreme case of a harmonic oscillator, all the transition frequencies are equal, thus we inevitably excite other levels when we apply a resonant drive. In transmons, $\alpha = (\omega_{12} - \omega_{01})/2\pi \approx -E_C$, where $E_C$ is the charging energy, with typical value $E_C \sim 0.25$ GHz. For fluxonium within our proposed parameter regime, $\alpha \sim 3$ GHz, suggesting generally much lower single-qubit gate error using similar control techniques. However, the low qubit frequency implies that fast rotation does not follow the rotating wave approximation (RWA) [141], so the dynamical evolution of the computational subspace may become intractable. In this section, we explore the performance limit of single-fluxonium gates via both charge and flux microwave controls, which are, respectively, coupled capacitively and inductively to the qubit, as shown in the schematic in Fig. 4(a). We focus on $X$ and $Y$ rotations induced by microwave drives, as $Z$ rotations are typically implemented virtually by the control software [142].

First, we simulate single-qubit operations for the proposed fluxonium parameters $\{E_J, E_C, E_L\} = \{4, 1, 1\}$ GHz, corresponding to qubit frequency $\omega_{01}/2\pi \sim 0.58$ GHz at external flux bias $\varphi_{\text{ext}}/2\pi \approx 0.5$. Since the quantum dynamics in this low-frequency subspace is susceptible to effects from the counter-rotating terms, our approach is to numerically compute the qubit dynamics in the lab frame without assuming RWA, then extract the unitary $\hat{U}_{\text{total}}(t) = e^{i\phi} \hat{U}_{\text{comp}}(t) \hat{U}_{\text{others}}(t)$. Subsequently, we analyze the computational subspace evolution under $\hat{U}_{\text{comp}}(t)$, disregarding the accumulated global phase $\phi$. The dynamics of higher states governed by $\hat{U}_{\text{others}}(t)$ accounts for finite leakage out of the computational subspace. We present the results for $\{X, Y\}(\pi)$ gates here since they require higher pulse amplitudes for the same gate time compared to other rotation angles, and are thereby more susceptible to errors.

To this end, we couple a microwave pulse to the qubit’s charge $\hat{n}$ (or phase $\hat{\varphi}$) degree of freedom, which can be modeled by adding a driving term $\hat{H}_{\text{drive}}(t) = \mathcal{E}(t) \cos(\theta(t)) \hat{n}$ (or $\sin(\theta(t))$) to the Hamiltonian given by Eq. (1). The pulse can be described as

$$\mathcal{E}(t) = \mathcal{E}_I(t) \cos(\omega_d t) + \mathcal{E}_Q(t) \sin(\omega_d t),$$

where $\mathcal{E}_I(t)$ and $\mathcal{E}_Q(t)$ are time-dependent amplitudes of the in-phase and quadrature components of the pulse, and $\omega_d$ is the drive frequency. First, we apply an on-resonant in-phase pulse, $\omega_d = \omega_{01}$ and $\mathcal{E}_Q(t) = 0$, with gate time $\tau_g = 10$ ns. The cosine envelope is chosen since its ramping is smooth and there is no need for truncation,

$$\mathcal{E}_I(t) = \frac{\epsilon_d}{2} \left[1 - \cos(2\pi t/\tau_g)\right],$$

where the pulse amplitude $\epsilon_d$ is tuned up to implement a $\pi$ rotation, following the simple relation $\epsilon_d \eta_{01} \tau_g = 0.25$, with $\eta_{01} \equiv n_{01}$ for charge driving and $\eta_{01} \equiv \varphi_{01}$ for flux driving (see Appendix C). Our flux driving model is justified by the gauge choice in Eq. (1). The qubit state’s trajectory on the Bloch sphere is visualized in Fig. 4(b, left), with its axis tilted due to the fast counter-rotating terms at $2\omega_d$.

This can be corrected using the derivative removal by adiabatic gate (DRAG) technique, which modifies the spectral profile of the pulse [143,144]. Specifically, the three control parameters we have, namely the envelopes $\mathcal{E}_I(t)$, $\mathcal{E}_Q(t)$, and the detuning $\delta = \omega_d - \omega_{01}$, can be tuned...
to effectively correct the tilt and improve gate fidelity, similar to the transmon case [145–147]. The first-order correction is implemented by sending a quadrature pulse simultaneously with an amplitude proportional to the time derivative of the in-phase pulse $E_Q(t) = \lambda E_I(t)$, and adding a small detuning $\delta$. We find that this simple technique suppresses most of the gate error. The corrected trajectory for flux driving is shown in Fig. 4(b, right). Optimization details are discussed in Appendix C.

Next, we sweep the gate time $\tau_g$, optimizing the gate parameters for each instance, then compute the corresponding error $1 - \mathcal{F}$, where the single-qubit gate fidelity $\mathcal{F}$ is defined as [148]

$$\mathcal{F} = \frac{1}{6} \left[ \text{Tr}(\hat{U}^\dagger \hat{U}) + |\text{Tr}(\hat{U}^\dagger \hat{U}_{\text{ideal}})|^2 \right], \quad (8)$$

with $\hat{U} \equiv \hat{U}_\text{compl}$, which may not be unitary. The result in Fig. 4(c) shows low errors for gate times as fast as $\tau_g = 5 \text{ ns}$, and the error rate decreases exponentially for longer gate times, with error below $10^{-7}$ for $\tau_g = 25 \text{ ns}$ in both charge and flux coupling cases. We attribute the residual errors to leakage, $\epsilon_{\text{leak}} = 1 - (P_0 + P_1)$, which are consistent with the simulation results.

By varying the inductive energy $E_L$ from 0.5 to 1.6 GHz with other energy parameters fixed, we can tune the qubit frequency $\omega_0/2\pi$ from 237 to 1163 MHz. We numerically simulate the gate error for a $\tau_g = 10 \text{ ns}$ cosine pulse for both charge and flux coupling across this frequency range. The result in Fig. 4(d) shows that the gate error, mainly coming from finite leakage, remains below $10^{-6}$. This promises high-fidelity single-qubit operations in a large-scale device constructed from fluxoniums with approximately 1-GHz frequency bandwidth. More importantly, this implies that we can treat the circuit as a quasi-two-level system, especially for longer gate times.

Notably, due to the difference between flux and charge matrix elements discussed in Sec. II, charge coupling requires a stronger drive amplitude to implement the same rotation compared to flux coupling, so there is more leakage to higher levels for this case. Therefore, flux driving is better for operations involving computational states. Another advantage of flux coupling is that an rf flux drive can be combined with the dc flux bias using a diplexer, forming a single control line [149], which is shown as the anchor in Fig. 1. A symmetric flux line helps null parasitic capacitive coupling to the qubit, protecting it from energy decay [150]. A fast-flux control line working at rf frequency has also been demonstrated to be compatible with fluxonium qubit having coherence times exceeding 100 $\mu$s [54,65].

Typical microwave control of superconducting qubits involves $IQ$ mixing of a low-frequency pulse with a rf carrier tone, which is susceptible to carrier leakage, imperfect sideband suppression, and pulse distortion due to nonideal electronic performance. At the low qubit frequency regime we propose, the computational states can be controlled via microwave pulses synthesized directly from the arbitrary waveform generator (AWG), eliminating the need for $IQ$ mixers and rf microwave sources, together with the associated sources of signal instability. This would improve resource efficiency and reduce operational complexity significantly upon upgrading to large-scale devices.

Additionally, operating at low frequency gives us an advantage regarding microwave crosstalk, which is prevalent in superconducting qubit quantum processors. This spurious interaction between qubits and neighboring control lines may come from direct coupling, but is most likely due to radiation generated by an impedance mismatch at wire-bond pads, or coupling to common box modes [151,152]. Interestingly, crosstalk at the frequency range below 1 GHz is substantially smaller than at 5 GHz. This can be attributed to better impedance matching to the wire bonds and disappearance of spurious modes at low frequencies [152]. Such a feature will greatly benefit future quantum processors based on fluxonium qubits. For flux driving, strong inductive coupling between the qubit and its designated control is required due to the former’s large inductive shunt. This implies a strong on-off ratio and subsequently lower crosstalk between adjacent control lines and qubits. This feature was recently used to perform qubit control in a two-dimensional (2D) architecture [65], with simultaneous single-qubit gate fidelity as high as $\mathcal{F} = 0.9997$, while the coherence time was maintained at around 100 $\mu$s.

V. MULTI-QUBIT COUPLING

In this section, we explore different coupling scenarios and discuss their properties. We show that a multipath coupling technique can be used to statically suppress the spurious ZZ rate across the whole lattice while allowing the computational states to have sufficiently strong interaction for fast entangling gate operations.

A quantum system consisting of two directly coupled fluxonium qubits can be described by the Hamiltonian [61]

$$\hat{\mathcal{H}} = \hat{\mathcal{H}}_A + \hat{\mathcal{H}}_B + \hat{\mathcal{H}}_{\text{coupl}}, \quad (9)$$

where $\hat{\mathcal{H}}_{A,B}$ is the bare (uncoupled) Hamiltonian given by Eq. (1), and the coupling term can be written as $\hat{\mathcal{H}}_{\text{coupl}}/\hbar = J_C \hat{n}_A \hat{n}_B$ for capacitive coupling and $\hat{\mathcal{H}}_{\text{coupl}}/\hbar = -J_\phi \hat{\phi}_A \hat{\phi}_B$ for inductive coupling. Here, $\hat{n}_A$ and $\hat{\phi}_A$ are, respectively, the charge and phase degrees of freedom of qubit $A$ and qubit $B$. The coupling coefficients are proportional to the mutual circuit element, $J_C = 4e^2 C_M/(C_A C_B)$ [153] and $J_L = (\hbar/2e)^2 L_M/(L_A L_B)$ [134] in the weak coupling regime where $C_M \ll C_A, C_B$ and $L_M \ll L_A, L_B$.

We use the notation $|k\ell\rangle$ to indicate states of interacting systems in the rest of this work. The bare states of
uncoupled qubits are denoted as $|k_A i B\rangle$. Here, we focus on using multi-qubit gates based on the interaction between computational states, which causes mixing between $|01\rangle$ and $|10\rangle$. To characterize the level of their hybridization, we compute the normalized cross matrix element defined as

$$
\mu = \frac{|\langle 00 \mid \hat{X}_A \otimes \hat{I}_B | 01 \rangle|^2}{|\langle 00 \mid \hat{X}_A \otimes \hat{I}_B | 10 \rangle|^2}.
$$

This quantity is zero for the uncoupled system since $\langle 00 | \hat{X}_A \otimes \hat{I}_B | 01 \rangle = 0$, and becomes finite due to dressing between the computational states. The normalization form defined by Eq. (10) is chosen such that the corresponding matrix element amplitude is taken into account. For example, the normalized cross matrix element for the charge operator $n_A \otimes n_B$ can be used to characterize the mixing as well.

As the amplitude of $\mu$ does not carry practical information, we can compare it with an equivalent quantity in a system of coupled spins described by the Hamiltonian

$$
\hat{H}_{\text{couple}} = \frac{1}{\hbar} \omega_A \hat{Z}_A + \frac{1}{2} \omega_B \hat{Z}_B + 2 \pi J_{\text{eff}} \hat{X}_A \hat{Y}_B.
$$

For $\omega_A / 2\pi = 499$ MHz, $\omega_B / 2\pi = 581$ MHz, and $J_{\text{eff}} = 10$ MHz, this system has a normalized cross matrix element $\mu_X = 0.11$, where

$$
\mu_X = \frac{|\langle 00 \mid \hat{X}_A \otimes \hat{I}_B | 01 \rangle|^2}{|\langle 00 \mid \hat{X}_A \otimes \hat{I}_B | 10 \rangle|^2}.
$$

Fast microwave-entangling gates in coupled transmons system with similar $J_{\text{eff}}$ have been demonstrated [31,78], so we use this $\mu_X$ value as a reference. More detail on the mapping between coupled spins model and interacting fluxonium systems is discussed in Appendix E.

After diagonalizing the Hamiltonian in Eq. (9) with parameters listed in Table I for varying charge- and flux-coupling constants, we extract $\mu$ together with the static longitudinal coupling rate defined as

$$
\zeta_{ZZ} = \omega_{n00} + \omega_{11} - \omega_{10} - \omega_{01},
$$

where $\omega_{n00}$ is the eigenenergy of the two-qubit state $|n_0 i 0\rangle$. This static ZZ can be viewed as an always-on entangling operation, leading to errors in both local and nonlocal operations in a large-scale processor [71]. Our primary goal is thus to enable a sufficiently large exchange interaction characterized by $\mu$, and at the same time to suppress $\zeta_{ZZ}$.

As shown in Fig. 5(a), capacitive coupling results in a large ZZ rate to achieve a level of dressing corresponding to $\mu \sim 0.11$. This can be understood as follows. Since the longitudinal coupling is a dispersive effect, interactions between higher levels play an important role. Meanwhile, the charge matrix elements follow $n_{11} < n_{\text{others}}$ [Fig. 2(c)], resulting in strong mixing between noncomputational states compared to computational states. This leads to large $\zeta_{ZZ}$ in order to reach a desired $\mu$. On the other hand, as shown in Fig. 5(b), inductive coupling gives a rather small $\zeta_{ZZ}$ to reach the same $\mu$, because $\varphi_{01} > \varphi_{\text{others}}$. Therefore, capacitive coupling does not provide a sufficient exchange interaction between computational states but is better for tuning ZZ, and vice versa for inductive coupling.

Based on these selection rules, we propose a multipath coupling approach that includes an inductive coupling term $-J_L \hat{X}_A \hat{X}_B$ that enables the exchange interaction in the computational states, and a small capacitive coupling term $J_C \hat{n}_A \hat{n}_B$ that can be used to suppress the residual static ZZ. As shown in Fig. 5(c), for qubits with parameters listed in Table I and inductive coupling constant $J_L = 2$ MHz (corresponding to $L_M = 363$ pH), a small capacitive coupling with coefficient $J_C = 11.5$ MHz (corresponding to $C_M = 28$ aF) is needed to make $|\zeta_{ZZ}| = 0$.

Figure 5(d) further shows that even when the fluxonium parameters fluctuate within 10%, the static ZZ rate for a pair of qubits coupled in multipath fashion would remain below 1 kHz, hence the scheme is resilient against parameter fluctuations. Interestingly, $\zeta_{ZZ}$ stays close to zero across a wide range of $E^B_L$ [cf. Fig. 16(b, inset)], so the same coupling design parameters can be used for many qubit pairs if $\omega_{n01}$ is tuned by varying $E_L$, promising another advantage upon scaling up.

The primary challenge in scaling up this multipath coupling scheme will be to combine the large inductive coupling with $L_M \sim 360$ pH and the small capacitive coupling with $C_M \sim 30$ aF. For the inductive part, the most straightforward approach is to design neighboring qubits to share sections of their superinductors [103]. Since the qubits must be placed next to each other in this case, classical microwave control crosstalk can become significant. Future development of a coupling element [154–156] or an inductive bus analogous to the resonator bus in transmon

---

**Table I. Coupled fluxonium parameters.**

| Qubit | $E_J$ (GHz) | $E_C$ (GHz) | $E_L$ (GHz) | $\omega_0 / 2\pi$ (MHz) |
|-------|-------------|-------------|-------------|------------------------|
| A     | 4.0         | 1.0         | 0.9         | 499                    |
| B     | 4.0         | 1.0         | 1.0         | 581                    |

**Table II. Coupled fluxonium parameters for simulation involving sweeping of the qubit-qubit detuning $\Delta = \omega_{n0} - \omega_{n1}$.**

| Qubit | $E_J$ (GHz) | $E_C$ (GHz) | $E_L$ (GHz) | $\omega_0 / 2\pi$ (MHz) |
|-------|-------------|-------------|-------------|------------------------|
| A     | 4.0         | 1.0         | 0.5         | 237                    |
| B     | 4.0         | 1.0         | 0.5         | 237                    |
architectures [119,157] would be ideal. For the capacitive part, microwave design following standard transmon techniques will be sufficient to realize the required coupling. Since the proposed charging energy $E_C$ parameter corresponds to a small antenna, and the ground plane will screen a large portion of qubit-qubit cross capacitances, it is straightforward to engineer the desired mutual capacitance.

VI. MULTI-QUBIT GATES

In this section, we investigate the performance of two types of microwave-activated entangling operations in the low frequency regimes for $J_L = 2$ MHz and $J_C = 11.5$ MHz to cancel the static ZZ rate, corresponding to $J_{\text{eff}} \approx 11$ MHz in Eq. (11). Having shown that leakage outside the computational subspace is negligible, $\epsilon_{\text{leak}} < 10^{-6}$ for sufficiently long gate time in Sec. IV, and that the static ZZ can be cancelled using multipath coupling in Sec. V, we may reduce the complex multi-fluxonium system to a simpler model describing two coupled spins. We discuss this mapping in more detail in Appendix E, and proceed to use the practical formalism describing two-level systems here, denoting $\omega_A \equiv \omega_{A01}^I$ and $\omega_B \equiv \omega_{B01}^I$.

The entangling gates we study are the cross-resonance (CR) CNOT [73–75] and differential ac-Stark CZ [78,79] gates, which can be used to implement quantum error correction codes [37,38]. These microwave gates involve only the high-coherence computational states, so the errors resulting from decoherence are small. In addition, they can be readily implemented using the same single-qubit control components on the chip, in this case the rf flux lines, reducing the design and fabrication constraints overhead upon scaling up. We note that, while not explored here, other entangling gates such as the ac-Stark shift [119,157] and the two-photon [158,159] SWAP-like gates are also compatible with our proposed architecture.

A. Cross-resonance controlled-NOT gate

Among various microwave-activated entangling operations, the CR gate has been the most popular for fixed-frequency superconducting qubits. It was first proposed considering a model of two coupled two-level systems [74,160], and subsequently implemented using flux qubits [73,75], followed by its application on transmons [76] with a gate fidelity of 95%. Substantial improvements to the
FIG. 6. Cross-resonance gate simulation. Except for plot (e), the coupling coefficients are $J_L = 2$ MHz and $J_C = 11.5$ MHz, corresponding to an effective exchange interaction rate $J_{\text{eff}} \sim 11$ MHz. Qubit parameters are listed in Table I for (b),(d), and (e). Qubit $B$’s inductive energy $E_{I,B}$ is changed to vary the qubit-qubit detuning $\Delta$ as listed in Table II for (c),(f). (a) Gate scheme: a microwave pulse applied to qubit $A$ at the dressed frequency $\omega_B$ of qubit $B$ will induce an effective ZX interaction, which entangles the qubits. (b) Effective ZX rate $\mu$ with varying drive amplitude $\epsilon_d$. (c) Effective ZX rate $\mu$ with varying qubit-qubit detuning $\Delta = \omega_B - \omega_d$ for drive amplitude $\epsilon_d = 200$ MHz. (d) CNOT gate time $\tau_g$ for varying drive amplitude $\epsilon_d$, with ramping time $\tau_{\text{ramp}} = \{25, 30, 35, 40, 45, 50\}$ ns. (e) CNOT gate time $\tau_g$ for varying drive amplitude $\epsilon_d$ with different effective exchange interaction strength $J_{\text{eff}} \sim \{4, 6, 8, 10\}$ MHz and gate ramping time $\tau_{\text{ramp}} = 50$ ns. (f) Gate error for varying qubit-qubit detuning $\Delta$ with pulse ramping time $\tau_{\text{ramp}} = 50$ ns, and total gate time $\tau_g = \{100, 200, 300\}$ ns.

Gate were made using echo sequence [161] and a simultaneous cancellation tone [162], resulting in a gate fidelity of $\mathcal{F} = 99.1\%$. Recent tune-up procedures involving a rotary echo sequence have been used to demonstrate high-fidelity uniformly in a multi-qubit quantum processor [71]. On the theory side, after initial study of the gate [74,160,163], the need to understand and optimize the two-qubit CR interaction in coupled-transmon systems more thoroughly has led researchers to analyze it more rigorously [164–166], with optimal pulse shaping promising to improve the gate even further [167]. Recently, a single-step high-fidelity three-qubit iToffoli entangling gate based on CR interaction has been experimentally demonstrated, providing a more expressive gate set and possible reduction in circuit depth for NISQ algorithms [168].

Figure 6(a) depicts the implementation of the gate. Two coupled spins described by the Hamiltonian in Eq. (11) would have their transition frequencies shifted due to the dressing of the states, $\omega_A = \omega_A - 2\pi J_{\text{eff}}/\Delta$, $\omega_B = \omega_B + 2\pi J_{\text{eff}}/\Delta$, where $\Delta = \omega_B - \omega_d$ is the frequency detuning between the qubits. If the coupling $J_{\text{eff}}$ is finite, a microwave tone applied to qubit $A$ at the frequency of qubit $B$ will excite qubit $B$, and its evolution pattern will depend on the state of qubit $A$. Thus, the qubits can become entangled. Qubit $A$ and qubit $B$ are usually referred to in the literature as the control and target qubits, respectively [74].

We can approximate the entangling rate at the lowest order as follows. The microwave drive with amplitude $\epsilon_d$ induces the CR effect that manifests as [164]

$$\hat{H}_{\text{CR,eff}}/h = (\epsilon_0|01\rangle\langle 00| + \epsilon_1|11\rangle\langle 10|) + \text{h.c.},$$

(14)

where $\epsilon_0$ and $\epsilon_1$ can be viewed as the effective drive amplitudes on the target qubit when the control qubit is in states $|0\rangle$ and $|1\rangle$, respectively. The Hamiltonian in Eq. (14) can be rewritten using operator format to highlight the important ZX term [74,75],

$$\hat{H}_{\text{CR,eff}}/h = m\hat{I}\hat{X} + \mu\hat{Z}\hat{X},$$

(15)

where the $IX$ coefficient is $m = (\epsilon_0 + \epsilon_1)/2$ in the absence of classical microwave crosstalk, and the ZX amplitude is $\mu = (\epsilon_0 - \epsilon_1)/2$. The effective drive coefficients in Eq. (14) can be approximated to the first order as $\epsilon_0 \approx -(2\pi J_{\text{eff}}/\Delta)\epsilon_d$, $\epsilon_1 \approx (2\pi J_{\text{eff}}/\Delta)\epsilon_d$, which yields $m \approx 0$ and $\mu \approx (2\pi J_{\text{eff}}/\Delta)\epsilon_d$ [164]. We note that in practice,
there is a finite $IX$ amplitude from microwave crosstalk or when there is participation from other qubit levels, resulting in $m > 0$. The $ZI$ term due to the control qubit’s ac-Stark shift is also omitted in Eq. (15). In principle, these single-qubit operators commute with the desired $ZX$ term, and hence do not degrade the gate fidelity.

To estimate the gate rate, which dictates how fast the qubits can be entangled, we compute the $ZX$ amplitude $\mu$ for a pair of coupled fluxoniums with parameters listed in Table I, corresponding to bare qubit frequencies $\omega_A/2\pi = 499$ MHz, $\omega_B/2\pi = 581$ MHz. As mentioned above, we use coupling coefficients $J_2 = 2$ MHz and $J_C = 11.5$ MHz, corresponding to an effective spin-spin exchange interaction rate $J_{\text{eff}} \approx 11$ MHz. In addition, we numerically compute the gate rate by applying a continuous microwave tone to qubit $A$ at frequency $\omega_A$ and extracting the oscillation frequency of qubit $B$ [162]. The numerical procedure involves up to five levels in each qubit, which is sufficient to describe the essential dynamics and possible errors.

As shown in Fig. 6(b), the lowest-order estimation $\mu \approx (2\pi J_{\text{eff}}/\Delta_1)\epsilon_d$ agrees well with the numerically obtained result in the small drive amplitude region, where a perturbation approach is supposed to work well. However, at large drive amplitude, the rate approaches a plateau, indicating a saturated gate rate. Therefore, the gate cannot be made arbitrarily short by simply increasing the drive amplitude.

Next, we explore how the gate rate varies with different qubit-qubit detunings, which is important for large-scale devices. To this end, we fix qubit $A$’s parameters, with its inductive energy $E_{L,A} = 0.5$ GHz, and sweep qubit $B$’s inductive energy $E_{L,B} = [0.55 - 1.6]$ GHz, corresponding to qubit frequencies $\omega_A/2\pi = [237 - 237]$ MHz and $\omega_B/2\pi = [264 - 1163]$ MHz, as listed in Table II. We repeat the simulation with these parameters, corresponding to qubit-qubit detuning $\Delta/2\pi = [27 - 926]$ MHz, using a large drive amplitude $\epsilon_d = 200$ MHz. Figure 6(c) shows the difference between the first-order approximation and the numerical results, with the latter showing a large but finite gate rate $|\mu| > 5$ MHz at small detuning, and a small gate rate $|\mu| < 1$ MHz as the detuning approaches 1 GHz.

Having established how the drive amplitude $\epsilon_d$ and qubit-qubit detuning $\Delta$ determine the gate rate, we proceed to calibrate the correct pulse and simulate the performance of the gate. The CR operation can be used to implement a CNOT unitary,

$$\hat{U}_{\text{CNOT}} = \exp \left[ -\frac{i\pi}{4} (\hat{Z}\hat{I} + \hat{I}\hat{X} - \hat{Z}\hat{X} - \hat{I}\hat{I}) \right]. \quad (16)$$

The $ZI$ and $IX$ terms commute with $ZX$ and can be implemented using single-qubit gates, while the $II$ term simply introduces a global phase. Hence, to realize a CNOT gate, we have to apply the CR pulse with time-dependent amplitude $E(t)$ for a time $\tau_g$ satisfying the condition

$$\int_0^{\tau_g} \mu(t) dt = \frac{\pi}{2}, \quad (17)$$

then add single-qubit gates, which have low errors as discussed in Sec. IV.

In practice, we tune up the gate numerically by initializing the qubit states to be $|00\rangle$ or $|10\rangle$, applying the drive with amplitude $\epsilon_d$ as a parameter, and optimizing the conditionality $R$ [78,162], given as

$$R = \frac{1}{2} \left[ ((\hat{X})_0 - (\hat{X})_1)^2 + ((\hat{Y})_0 - (\hat{Y})_1)^2 + ((\hat{Z})_0 - (\hat{Z})_1)^2 \right]^{1/2}, \quad (18)$$

where, for example, $\langle \hat{X} \rangle_0$ is the expectation value of the target qubit’s operator $\hat{X}$ when the control qubit is in state $|0\rangle$. $R$ can also be viewed as an entanglement metric, with $R = 0$ for unentangled states and $R = 1$ for maximally entangled states. We can find the correct gate parameters by varying the gate time and amplitude to minimize $|1 - R|$. To avoid microwave leakage and at the same time ensure sufficient drive amplitude, we use a flat-top pulse envelope with cosine ramping at both ends,

$$E(t) = \begin{cases} \frac{\epsilon_d}{2} \left[ 1 - \cos \frac{\pi t}{\tau_{\text{ramp}}} \right], & 0 \leq t \leq \tau_{\text{ramp}} \\ \epsilon_d, & \tau_{\text{ramp}} < t \leq \tau_g - \tau_{\text{ramp}} \\ \frac{\epsilon_d}{2} \left[ 1 - \cos \frac{\pi (t - \tau_g)}{\tau_{\text{ramp}}} \right], & \tau_g - \tau_{\text{ramp}} < t \leq \tau_g. \end{cases} \quad (19)$$

To tune up the correct parameters, we first compute the corresponding gate time $\tau_g$ for varying drive amplitude $\epsilon_d$, with different ramping time $\tau_g$. The results in Fig. 6(d) show that shorter gate time and longer ramping time require stronger drive amplitudes, as expected. We note that in principle, the effective coupling can also be engineered to allow faster gate time for the same drive amplitude, as simulated in Fig. 6(e).

Then, we simulate the performance of the gate by computing its fidelity with varying qubit-qubit detuning as listed in Table II, using pulse ramping time $\tau_{\text{ramp}} = 50$ ns and pulse duration $\tau_g = \{100, 200, 300\}$ ns. We optimize the pulse amplitude at each parameter point using the Nelder-Mead method to estimate the best gate fidelity. Figure 6(f) shows the gate error $1 - \mathcal{F}$, where the average gate fidelity $\mathcal{F}$ is defined for two-qubit gate as [148]

$$\mathcal{F} = \frac{1}{20} \left[ \text{Tr}(\hat{U}^\dagger \hat{U}) + |\text{Tr}(\hat{U}^\dagger \hat{U}_\text{ideal})|^2 \right]. \quad (19)$$

This shows that the fidelity generally gets worse for large detuning, with gate error ranging from around $10^{-5}$ at $\Delta/2\pi = 30$ MHz to $10^{-2}$ at $\Delta/2\pi = 900$ MHz. Since
the gate rate $\mu$ saturates steadily for large detuning $\Delta$ and strong drive amplitude $\epsilon_d$, we can anticipate the gate to become worse when an appropriate $\epsilon_d$ cannot be found. Notably, a slightly longer gate time does not improve the fidelity substantially, so the best approach to achieve better gate fidelity at large detuning would be to increase the coupling rate and induce a higher gate rate for the same drive amplitude [cf. Fig. 6(e)]. Because the static $ZZ$ rate is cancelled via the multipath coupling, stronger coupling should not introduce any adverse effects.

Since the drive frequency in the CR gate scheme is fixed to the target qubit, there can be stringent requirements on adjacent qubits’ parameters to avoid frequency collisions. In qubit systems with low anharmonicity, in addition to avoiding the collision of $|0\rangle \rightarrow |1\rangle$ transitions between qubits, we also have to take into account quantum dynamics involving $|1\rangle \rightarrow |2\rangle$ transitions and multiphoton processes [166]. Our proposed architecture leverages the high anharmonicity of fluxonium to alleviate these requirements. This allows the gate to be reasonably fast with fidelity $\mathcal{F} \sim 0.99$ at large detuning.

**B. Differential ac-Stark controlled-Z gate**

Another useful two-qubit gate is the CZ gate, which is equivalent to the CNOT gate up to single-qubit rotations. Several microwave-activated CZ gates in superconducting circuit architectures have been implemented, including those utilizing the higher levels in transmons [169,170] or fluxonium [59,60], resonator-induced phase gate [171], parametric gate enabled by second-order nonlinearity [77], computational states [78,79]. Here, we explore the CZ gate scheme where the microwave pulses are applied off resonantly to the low-frequency qubits, as depicted in Fig. 7(a). We note that since the static $ZZ$ rate is negated via the multipath coupling, the ZZ interaction discussed in this section is purely dynamical. When the computational states are dressed by the microwave drives with respective amplitudes $\epsilon_{(A,B)}$ (which have cyclic frequency unit here), phases $\phi_{(A,B)}$, and at a frequency $\omega_d$ detuned from the qubit frequencies by $\delta_{(A,B)} = \omega_d - \omega_{(A,B)}$, a finite qubit-qubit exchange coupling $J_{zz}$ turns on the dynamical ZZ interaction [78,79],

$$\zeta_{ZZ} \approx 4\pi J_{zz} \epsilon_A \epsilon_B \cos(\phi_A - \phi_B), \quad (20)$$

which can be used in combination with single-qubit gates $\hat{I} \hat{Z}$ and $\hat{Z} \hat{I}$ to implement a CZ gate following the relation

$$\hat{U}_{\text{CZ}} = \exp \left[ \frac{i\pi}{4} (\hat{Z} \hat{I} + i\hat{Z} \hat{Z} - \hat{I} \hat{I}) \right]. \quad (21)$$

We estimate the gate rate given by Eq. (20) and compare it with numerically obtained results for a pair of coupled fluxoniums with parameters listed in Table I, together with coupling coefficients $J_L = 2$ MHz and $J_C = 11.5$ MHz, corresponding to an effective spin-spin exchange interaction rate $J_{eff} \approx 11$ MHz. When applying two continuous microwave tones at a frequency $\omega_d$ with the same phases, $\phi_A = \phi_B$, and amplitudes $\epsilon_A = \epsilon_B$, we simulate the dynamical evolution of the system using the master equation, then compute the phase evolution as $\phi_{ZZ}(t) = \phi_{00}(t) + \phi_{11}(t) - \phi_{01}(t) - \phi_{10}(t)$. Fitting $\phi_{ZZ}(t)$ to a simple linear function of time yields the corresponding ZZ rate.

Figure 7(b) shows excellent agreement between numerically and analytically obtained rates for relatively weak drive amplitudes $\epsilon_A/2\pi = \epsilon_B/2\pi = 10$ MHz. Notably, the analytical solution diverges when the perturbation condition $\epsilon_{A,B} \ll |\delta_{A,B}|$ is violated, specifically when the drive is close the qubits’ frequencies. Meanwhile, the numerical result shows high, but finite, ZZ rate in these regions.

To further explore possible gate rates, we perform a two-dimensional sweep as displayed in Fig. 7(c). An induced ZZ rate of over 50 MHz can be reached for $\epsilon_A/2\pi = \epsilon_B/2\pi \geq 100$ MHz, and large drive-qubit detuning can be compensated by higher amplitudes to produce a large ZZ rate. Since we can pick the drive frequency independently from the qubit frequencies, this gate scheme is more versatile compared to the previously discussed CR gate.

It is important to investigate gate performance for large qubit-qubit detunings upon scaling up. To this end, we fix qubit A’s parameters and vary qubit B’s inductive energy as shown in Table II, apply the microwave drive at frequency $\omega_d/2\pi = \omega_B/2\pi + 50$ MHz, then compute the dynamical ZZ rate for varying qubit-qubit detuning $\Delta = \omega_B - \omega_A$. Interestingly, the dynamical ZZ rate shown in Fig. 7(d) is quite high at large detuning $\Delta/2\pi = 900$ MHz, with $|\zeta_{ZZ}|/2\pi > 1$ MHz for $\epsilon_A/2\pi = 200$ MHz, $\epsilon_B/2\pi = 100$ MHz. This promises a short gate time $\tau_g$ even for qubits far detuned from each other.

We proceed to simulate the gate performance by calibrating the appropriate gate parameters and computing the fidelity following Eq. (19). In the first step, we estimate the required amplitudes based on the conditional metric $R$ given by Eq. (18), with the qubits now initialized in the superposition state $|+\rangle_A |+\rangle_B$, where $|+\rangle_A = (|0\rangle_A + |1\rangle_A)/\sqrt{2}$. Since the drive frequency is also an independent parameter in this gate scheme, there are more variables to consider. Thus, in order to simplify the calibration, we first simply use a cosine pulse shape as defined by Eq. (7), sweep the gate time $\tau_g$, and vary the drive frequency $\omega_d$. We employ the Nelder-Mead optimization method with the drive amplitudes $\epsilon_{(A,B)}$ as free parameters to estimate the best gate fidelity.

For a pair of coupled fluxoniums with parameters listed in Table I and coupling coefficients $J_L, J_C = \{2, 11.5\}$ MHz, the gate error $1 - \mathcal{F}$ generally decreases with longer gate time $\tau_g$ (and correspondingly longer ramping time), as shown in Fig. 7(e). Notably, larger
detunings between the drive and the qubit generally correspond to lower gate error. From these results, we attribute the residual gate error to noncommuting single-qubit rotations such as $\hat{X}\hat{T}$ and $\hat{I}\hat{X}$ due to the strong drives. Interestingly, this implies that optimizing the drive frequency and the gate time is important if high-fidelity operation is desired. For example, a 100-ns-long gate has a fidelity as low as approximately $10^{-3}$ when the pulses are applied at a frequency $\Delta_B/2\pi = 50$ MHz above qubit $B$.

Finally, we optimize the pulse parameters and evaluate the gate errors for varying qubit-qubit detuning $\Delta$ using pulses applied at a frequency 50 MHz above qubit $B$. For gate time $\tau_g = 100$ ns, we use the ramping time $\tau_{ramp} = \tau_g/2 = 50$ ns, and for $\tau_g = 200, 300$ ns, we use $\tau_{ramp} = \tau_g/3$. The results are shown in Fig. 7(f), with the pulse amplitudes optimized using the Nelder-Mead method at each $\Delta$. For $\tau_g = 100$ ns, we observe an increase in gate error at higher $\Delta$, which can be explained by the lower gate rate, similar to the CR gate case. However, the gate error remains below $10^{-3}$ up to $\Delta/2\pi = 900$ MHz for 300-ns-long pulses.

A notable source of gate error is finite leakage to higher states due to high-order multiphoton transitions, which manifests as the peaks in Fig. 7(f) (see Appendix F2). However, since this is typically caused by very large drive amplitudes, the gate error remains below $10^{-2}$. It can also be further suppressed by using pulses with lower amplitudes at the cost of longer gate times, as evidenced by the difference between the errors of 200- and 300-ns gates. Thus, we believe that this leakage does not degrade the gate performance significantly. In addition, choosing another drive frequency for the specific qubit parameters should improve the fidelity substantially.

The small coherent gate errors suggest that the fidelity may be limited by decoherence processes. Since the quantum dynamics during the gate only involves the high-coherence computational states, coherence-limited error is expected to be small. As discussed in Appendix F1, the decoherence-induced error of a 300-ns two-qubit gate is below $10^{-3}$ for relaxation time $T_1 > 300$ $\mu$s and coherence time $T_2 = 2T_1$. For a large-scale fluxonium quantum processor, we expect the average two-qubit gate time to...
be \( \sim 200 \text{ ns} \), and average relaxation time to be approximately \( 500 \text{ \( \mu \)s} \), resulting in a small average gate error of \( 1 - \mathcal{F} = 3 \times 10^{-4} \).

One potential hurdle for this type of off-resonant driven interaction is the degradation of coherence times as the drive amplitude increases [78,79], which can be attributed to either unstable electronics, possible interaction with two-level defects [172,173], or an additional noise mechanism in the dressed frame. In the first case, since the qubits are controlled via direct pulses from high-precision AWGs, fluctuation due to IQ mixing would be reduced significantly. In the second case, the spectral density of two-level defects in the proposed operating regime has not been rigorously studied, but is likely lower than at the 5-GHz range [53,116]. Future work on the spectroscopy of two-level system defects [172,173] in this frequency range will be needed to confirm the preliminary assessment. Finally, dynamical dephasing can be analyzed and mitigated using advanced techniques such as Floquet theory [174].

VII. FREQUENCY ALLOCATION

A major challenge in engineering superconducting architectures, especially fixed-frequency platforms, is spectral crowding where fluctuations in qubit parameters lead to frequency collisions that degrade the performance of multi-qubit devices and subsequently nanofabrication yield [43]. Our proposed architecture is constructed from fluxonium circuits biased at a fixed external flux to reach high-coherence, so allocating the qubit frequencies in a quantum processor is of central importance in scaling up the platform. In this section, we discuss frequency fluctuation of the computational transition in fluxonium and experimentally feasible dispersion. Based on the gate results in previous sections, we impose a set of frequency constraints and simulate the yield of collision-free large-scale devices.

A. Frequency dispersion of computational states

Superconducting qubit frequencies depend on the tunneling barrier in Josephson junctions, and thus are prone to fluctuation. The degree of randomness is typically characterized by the frequency dispersion \( \sigma_f \). Although the fluxonium circuit consists of more components compared to transmons, we argue that its frequency dispersion is quite small, so it should scale up more favorably. We treat \( E_C \) as a fixed parameter since the capacitive shunt is highly reproducible with modern microwave design and engineering. This has been validated by recent results in transmon studies [44,175]. Since the qubit parameters result in low computational transition frequencies, fluctuations in \( E_J \) and \( E_L \) correspond to rather small differences in \( |0\rangle \rightarrow |1\rangle \) frequencies, as shown in Fig. 8.

Typical junction variations on a device correlate with the positions of the qubits, as the electron-beam angle is not consistent across a big wafer [175], or because the resist thickness is not uniform. In case the superinductor is made from a junction array, this results in \( E_J \) and \( E_L \) changing in the same way, compensating each other, such that a 2\% increase in both parameters corresponds to a frequency shift of only approximately 10 MHz. In addition, variable aging of the metastable tunnel junctions also has the same effect on both \( E_J \) and \( E_L \). Hence, systematic frequency variation would be suppressed in fluxoniums.

For random fluctuations of the oxide layer that cause unpredictable changes in \( E_J \) and \( E_L \), we consider the parameters separately. With \( E_J \), we can employ a laser annealing technique that has been demonstrated to improve the nanofabrication precision of Josephson junctions to a dispersion of 0.3\% [44]. This corresponds to a frequency variation \( \sigma_f \lesssim 10 \text{ MHz} \) when only \( E_J \) changes. For \( E_L \), if the superinductor is constructed from an array consisting of \( N = 100 \) junctions [51,83,116], independent fluctuations of individual junctions would reduce the fluctuation in \( E_L \) by \( \sqrt{N} \) times, or \( \delta E_L/E_L \sim 0.2\% \) if each junction fluctuates by 2\%. In addition, geometric superinductors have recently been demonstrated to have variation as low as 0.2\% as well [92]. This also corresponds to a frequency dispersion \( \sigma_f \lesssim 10 \text{ MHz} \). Therefore, recent advances in Josephson-junction fabrication techniques can be adapted to produce fluxonium devices with frequency dispersion.
in the range $\sigma_f \sim 10$ MHz, assuming the worst case of random fluctuations in both $E_j$ and $E_L$.

B. Frequency constraints and fabrication yield

Spectral crowding leads to frequency collisions of neighboring qubits where control of one qubit affects others. This lowers the probability of successfully fabricating a good multi-qubit device. In the field of nanofabrication, this probability is defined as yield. We analyze the yield of our proposed architecture with square-lattice topology in Fig. 1, which has a high number of qubit-qubit connections. Other topologies such as heavy square or heavy hexagon that are used to implement hybrid quantum error correction codes [176] would have fewer connections and subsequently higher yield [44,177].

To avoid collisions, we impose the following constraints on the qubit frequencies, as summarized in Table III. Due to the high anharmonicity of fluxonium in the proposed regime, we consider only the frequencies of computational states.

(a) **High-coherence**: For the qubit to be in the high coherence regime, we target specifically the frequency range from 0.2 to 1.2 GHz. The high relaxation time $T_1$ is achieved here mainly due to the suppression of dielectric loss at low frequency [53,54].

(b) **Addressability**: To avoid having microwave pulses applied on resonant to qubit $i$ inducing unwanted rotation in a nearest-neighbor qubit $j$ [178,179], we require their $|0\rangle \rightarrow |1\rangle$ transition frequencies to be separated by $|\omega_i - \omega_j|/2\pi \geq 20$ MHz. In addition, we impose an additional constraint to avoid two-photon driving, $|2\omega_i - \omega_j|/2\pi \geq 10$ MHz. This frequency separation is lower since multiphoton processes require higher drive amplitudes. We note that these values are based on previous transmon studies [44], and future experiments on planar fluxonium devices will be needed to pinpoint the lower bound of the constraint.

(c) **High-fidelity entangling gates**: As discussed previously, gate time and fidelity of entangling operations depend on the detuning between the qubit frequencies. Here, we target two-qubit gate errors to be lower than $10^{-2}$. To this end, we rely on the gate simulations in Sec. VI and restrict the detuning between the participating qubits’ frequencies $|\omega_i - \omega_j|/2\pi$ to be between 20 MHz–1 GHz for both gate schemes. In addition, to avoid inducing two-photon SWAP-like gate [159], we exclude the frequency region $(\omega_i + \omega_j)/2$ from the possible region for driving frequency $\omega_d$. Future work on pulse optimization and advanced calibration of gate parameters may reduce the error further, relaxing these restrictions. In such a case, our proposed range can simply be extended to give higher yields.

(d) **Spectator error**: Beyond interaction with qubit $j$, which participates in an entangling operation, two-qubit gate pulses applied to qubit $i$ can also induce unwanted transitions in a connected qubit $k$ if the drive frequency $\omega_d$ is close to its transition frequency $\omega_k$. Since qubit $k$ does not affect the intended operation, this is known as spectator error. To avoid collision with spectator qubits, we impose the additional constraints on the drive frequency such that it is sufficiently detuned from the spectating qubits’ frequencies, $|\omega_d - \omega_k|/2\pi \geq 20$ MHz and, including two-photon driving, $|2\omega_d - \omega_k|/2\pi \geq 10$ MHz. For the cross-resonance gate, the drive frequency is fixed at the target qubit frequency, $\omega_d = \omega_j$.

The frequency allocation simulation is performed following Ref. [177]. We specify a directed graph based on the square-lattice topology shown in Fig. 1. Each qubit is defined as a node and each pair of qubits is connected via an edge. The orientation of the edge is important for the cr gate, but not for the ac-Stark CZ gate. Then, we find a set of frequencies on these nodes satisfying the conditions defined in Table III. Solution optimization is based on mixed-integer programming, and we use the Gurobi solver with the Pyomo python package [180,181].

We show the yield results based on various qubit-frequency dispersion $\sigma_f$ in Fig. 9. For the square-lattice topology, the yield based on the ac-Stark effect is considerably higher than the one based on the cr effect since the former does not have a strict constraint on the drive frequency. Even for a large 50 × 50 cell, the yield is close to unity for frequency dispersion $\sigma_f \leq 40$ MHz.

As the number of qubits in a quantum processor increases, individually optimizing all the frequencies on the chip is resource heavy. Instead, an optimized unit cell is tiled to generate a larger lattice with periodic boundary

| Constraint   | Definition                                   |
|--------------|----------------------------------------------|
| High-coherence | $0.2$ GHz $\leq \omega_i/2\pi \leq 1.2$ GHz |
| Addressability | $20$ MHz $\leq |\omega_i - \omega_j|/2\pi$ |
| $\omega_d$ | $|\omega_i - \omega_j|/2\pi \leq 10$ MHz |
| CR gate | $20$ MHz $\leq |\omega_i - \omega_j|/2\pi \leq 1$ GHz |
| CZ gate | $20$ MHz $\leq |\omega_i - \omega_j|/2\pi \leq 1$ GHz |
| Spectator | $20$ MHz $\leq |\omega_d - \omega_k|/2\pi$ |
| $|\omega_d - \omega_k|/2\pi \leq 10$ MHz |
condition. The corresponding yield estimation is given by

$$y = y_{\text{cell}}^{N_{\text{device}}/N_{\text{cell}}}, \quad (22)$$

where $y$ ($y_{\text{cell}}$) is the yield of the large device (unit cell), and $N_{\text{device}}$ ($N_{\text{cell}}$) is the number of qubits in the device (unit cell). Based on the simulation result for size 50 $\times$ 50, a device containing $10^6$ fluxonium qubits operated using the ac-Stark CZ gate should have a fabrication yield $y \approx 60\%$ if the average frequency dispersion is $\sigma_f \approx 10$ MHz if state-of-the-art nanofabrication techniques are employed to construct the processor.

VIII. TOWARD LOGICAL QUBITS

Logical qubits encoded using a QEC code can achieve arbitrarily low error rates as long as the physical error rate is below a certain threshold [39–41]. The local connectivity and high thresholds make surface code [32,47–49] a popular choice for realizing scalable quantum computation [35,36]. In this section, we investigate the performance of the XZZX surface code [80] using fluxonium qubits, as illustrated in Fig. 10. The figure shows the quantum circuit used to measure the stabilizers where an ancilla qubit, initialized in the superposition state $|+\rangle$, is placed at the center of each face. Next, a sequence of CNOT and CZ gates are applied, and finally the ancilla is measured in the $X$ basis. For numerical simulations of the circuit shown in the figure, errors are applied before the gates, after preparation (or reset), before readout, and on idle qubits during these operations.

The error channel for each of these operations is parametrized using the corresponding physical error rate $\epsilon$ listed in Table IV. We estimate the physical error budget as follows. The readout and reset error values are taken from state-of-the-art experimental implementation in Ref. [56]. The measurement time of fluxonium using quantum-limited parametric amplifiers is 200 ns. Since the reset is performed using feedback, and in principle can be done by heralding [124], we assume its fidelity is limited by the readout fidelity, and state initialization in the physical qubits can be done instantaneously. We expect the average single-qubit gate time on the chip to be 10 ns, and two-qubit CZ gate time to be 200 ns. From these assumptions, we can compute the decoherence-limited gate fidelity, given by Eq. (F2) in Appendix F1. These are lower than the average coherent gate errors. We also include idle errors in nonparticipating qubits due to decoherence during the operations of participating qubits. Non-Markovian noise sources such as leakage, crosstalk, and correlated errors due to quasiparticles are not taken into account.

| Operation       | 300 µs Error $\epsilon$ | 700 µs Error $\epsilon$ | 1 ms Error $\epsilon$ |
|-----------------|--------------------------|--------------------------|------------------------|
| 2Q CZ           | $5.3 \times 10^{-4}$     | $2.3 \times 10^{-4}$     | $1.6 \times 10^{-4}$   |
| 1Q H            | $1.1 \times 10^{-5}$     | $4.7 \times 10^{-6}$     | $3.3 \times 10^{-6}$   |
| Readout         | $10^{-2}$                | $10^{-2}$                | $10^{-2}$              |
| Reset           | $10^{-2}$                | $10^{-2}$                | $10^{-2}$              |
| Idle (2Q)       | $2.2 \times 10^{-4}$     | $9.5 \times 10^{-5}$     | $6.6 \times 10^{-5}$   |
| Idle (1Q)       | $1.1 \times 10^{-5}$     | $4.7 \times 10^{-6}$     | $3.3 \times 10^{-6}$   |
| Idle (R)        | $2.2 \times 10^{-4}$     | $9.5 \times 10^{-5}$     | $6.6 \times 10^{-5}$   |

FIG. 9. Fabrication yield with varying qubit-frequency dispersion $\sigma_f$ for square-lattice topology based on cross-resonance (labeled CR) and differential ac-Stark (labeled CZ) two-qubit gates, with cells consisting of $4 \times 4$ and $50 \times 50$ qubits. As discussed in the main text, we expect a frequency dispersion of $\sigma_f \sim 42$ MHz, with cells consisting of $4 \times 4$ and $50 \times 50$ qubits. The corresponding yield estimation is given by Eq. (22) in Appendix F1.

FIG. 10. (Left) Illustration of a regular square XZZX code with distance $d$ where data (ancilla) qubits are shown as open (closed) circles. Each square stabilizer is the multi-qubit Pauli operator $X \otimes Z \otimes Z \otimes X$. The triangular stabilizers on the horizontal boundaries are $X \otimes Z \otimes X$, and the ones on the left (right) vertical boundary are $Z \otimes Z \otimes X (X \otimes Z \otimes Z)$. The order in which the qubits are coupled to the ancilla at the center of each face is indicated by the red arrow. (Right) Stabilizer measurement circuit for the XZZX code. The ancilla is prepared in state $|+\rangle$, then coupled to data qubits with CNOT and CZ gates, and finally measured in the $X$ basis.
FIG. 11. Logical error rates for varying surface code distance $d$ with Pauli errors listed in Table IV. We perform MC simulations involving $d$ rounds of faulty syndrome measurements using the circuit in Fig. 10, on a $d \times d$ XZZX code, also illustrated in the figure. In order to extract error measurements using the circuit in Fig. 10, on a $d \times d$ XZZX code, also illustrated in the figure. In order to extract error measurements using the circuit in Fig. 10, we perform

We run Monte Carlo (MC) simulations for a $d \times d$ XZZX code for varying $d$, using the depolarizing noise described above for different qubit relaxation times $T_1$. In each MC simulation, all the stabilizers of the code are measured for $d$ rounds and error correction is performed using a minimum-weight perfect-matching decoder [36,80,183, 184]. Logical error rate is recorded as the ratio of number of MC simulations with a logical error and the total number of MC simulations. Figure 11 shows the numerically obtained logical error rates $\epsilon_L$ as a function of code distance $d$. We find that $\epsilon_L$ decreases exponentially with $d$, which indicates that the physical error rates of these operations are below thresholds. In addition, the low logical error rate $\epsilon_L \sim 10^{-7}$ at code distance $d = 11$ promises reduced resource overhead upon scaling up.

Interestingly, Fig. 11 shows that the logical error rate $\epsilon_L$ is largely independent of the relaxation time for small code distance $d$. This is because the dominant sources of noise in Table IV are ancilla readout and reset errors, $\epsilon = 1\%$, which do not depend on qubit relaxation time. This implies that readout error might be the limiting factor in future fluxonium quantum processors. Although numerically estimating the readout fidelity for fluxonium qubits is outside the scope of this work, we hope that our result will stimulate further research in this direction.

IX. THE ROADMAP FORWARD

We have thus far analyzed the advantage of the proposed fluxonium processor by positing certain features deduced from transmon experimental studies. Moving forward, we envision a number of experimental developments needed to realize the proposed architecture and achieve the anticipated performance. These can be classified into four complementary cardinal directions, as shown in Fig. 12. They can be investigated independently in principle, but a co-design process will bring up solutions more efficiently. While the main goal is to foster and accelerate fluxonium research, we note that exploring these ideas will also advance the frontiers of superconducting qubit technologies and provide further insights into quantum electrodynamics of complex systems. These crucial steps are listed as follows.

A. Fabrication

(a) Frequency dispersion. Although variations in junction parameters have been rigorously characterized recently [44,175,186], side-by-side probing of superinductors and small tunneling junctions corresponding to $E_L \sim [0.5 - 1.6]$ GHz and $E_J \sim 4$ GHz remains to be done. Dispersion and correlations of their normal resistance values are required to pinpoint the expected frequency dispersion $\sigma_f$ . Variable aging of the tunnel junctions is another critical bit of information for designing large-scale devices.

FIG. 12. Directions toward the high-performance fluxonium quantum processor. The research activities are classified into complementary thrusts, which can be carried out preferably in a co-design process. Achieving the performance anticipated in a future device will require advances in fabrication, readout and reset, logic gates implementation, and design and layout engineering. The SEM images show a fluxonium qubit with the superinductor constructed using a bridge-free fabrication technique [185].
Notably, while fluxonium is resilient to fabrication imprecision, novel protected qubits are often sensitive to the symmetry of the device parameters, and will therefore inherit valuable technologies from this line of research.

(b) **Superinductor technology.** Investigations and improvements in superinductor technology are relatively sparse, although it plays an essential role in novel platforms such as the $\cos(2\phi)$ [187], the $0 - \pi$ [188], and the bifluxon [189] qubits. So far, resonators made from superinductors have quality factors of up to $Q \sim 10^5$ [88,190], much lower than their coplanar waveguide counterparts. New materials and design strategies to improve their quality, footprint, and reproducibility will add crucial components into the toolbox used to construct robust fluxonium and novel protected qubits. As the proposed regime is sensitive to quasiparticles in the fluxonium and novel protected qubits, the research steps should include characterization of the robustness of the element against this noise source, following the developmental trajectory of grAl devices [87,110,191,192].

(c) **Flip-chip technology.** Although small-scale planar devices will work well in the near future, integration of through-Si vias and flip-chip modules is required to increase the qubit count to an ever higher number. To the best of our knowledge, there is currently no fundamental roadblock in aligning current flipchip technology [193–196] with fluxonium qubits. Progress on this front will streamline the advances in quantum information processing with fluxonium architectures from blueprint to large-scale devices.

### B. Readout and reset

(a) **Non-QNDness.** Qubit transitions induced by resonator photons in fluxoniums is currently not well understood, despite recent progress in grAl devices [56,57]. As our proposed parameters are in a different regime, it is a critical to study this effect, possibly with a quantum trajectories experiment to measure the transition rates between relevant eigenlevels when the number of resonator photons increases. Multiple resonators can be used to probe the evolutions of all qubit states simultaneously. This shall allow us to better understand the dynamics and circumvent non-QND processes during the dispersive interaction. As spurious effects have been rigorously identified only recently in transmon devices using resource-intensive numerical simulation [197], we expect similar approaches can also be used to investigate the physics in fluxonium systems in the near future.

(b) **Advanced readout analysis.** As machine-learning techniques have been shown to improve state discrimination in multitransmon devices [198,199], similar approaches can be used to improve the readout fidelity in a fluxonium processor.

(c) **Noise identification, analysis, and mitigation.** High-fidelity readout will enable advanced noise spectroscopy techniques such as deep learning [200] to quantify decoherence rates attributable to the environmental baths. Notably, different transitions in fluxonium are susceptible to decoherence mechanisms such as dielectric loss and quasiparticle tunneling differently. Thus, the qubit can be used as a probe for spatial and temporal correlations corresponding to various noise sources, such as the recent work reported in Ref. [201]. The results can be leveraged to design and fabricate circuitry more resilient to decoherence.

(d) **Multiplexed readout.** After achieving high readout fidelity in individual qubits, multiplexing the measurement of many qubits will likely be straightforward. On the other hand, parallel exploration of the differences between individual and multiplexed readout will accelerate the progress in this direction. We note that although we propose multiplexing the readout of four fluxoniums at a time in this work, a higher number of qubits can be measured at the same time via a single readout bus due to the broad range of finite dispersive shift with respect to resonator frequency.

(e) **Active reset optimization.** Although high-fidelity QND readout allows state preparation by heralding or feedback [56,58,124–126], active initialization by way of microwave driving [54,202,203] will help shorten the execution time of algorithmic quantum circuits or error correction cycles. Optimizing such a technique will further improve the performance of the processor.

### C. Design and layout

Upgrading to large-scale devices will require transformative integration of the proposed components into a cross-pollination between fluxonium and flip-chip technology [193–196]. However, we note that near-term small-scale experiments utilizing charge driving or capacitive coupling in planar chips will still perform well at the expense of higher design and operational complexity [204]. As a result, developmental footsteps may correlate with varying degrees of overhead, with proof-of-concept research possibly having non-scalable components.

(a) **Planar device.** First, planar chips consisting of single qubits coupled to co-planar waveguide resonators can be used to benchmark readout fidelity and improve coherence times, in a co-design process together with the fabrication thrust. Charge
driving can be employed to manipulate qubit states. The tradespace consisting of qubit designs and fabrication advances can be optimized to achieve the best average coherence times, with scalability as the central feature.

(b) Novel microwave components. In the next steps, the emphasis is to incorporate functional components without degrading coherence. Integration of diplexed flux control will help reduce the footprint of microwave lines. To this end, on-chip diplexers placed near the launching pads can be designed to combine the dc bias with rf signal for each qubit. We note that the future fluxonium device is inevitably susceptible to the compromise between fast control and isolation from the noisy environment. Development of low-frequency filters [205] or circulators [206–209] will be required to break this trade-off. Recently, combined Z and XY flux control lines were used to perform fast high-fidelity operations in a 2D fluxonium device [65], making an important step forward in this direction.

(c) Inductive coupling. Realizing an inductive coupling with $L_M > 100 \text{ pH}$ as part of the multipath coupling scheme will be the stepping stone for future devices with low ZZ crosstalk and fast entangling gates, as discussed in Sec. V. This also helps reap the maximal benefits from multi-fluxonium devices. Geometric mutual inductance [210] would likely be too small. Sharing a common section of the superinductors [103] is the most direct method. The best approach from a scalability perspective is to implement an inductive bus similar to the resonator bus in transmon architectures [119,157], which will induce an effective transverse coupling. Another fluxonium qubit mode remaining primarily in its ground state can fulfill the role of such a coupling element, resembling the architectures introduced in Refs. [154,211].

(d) Flip-chip integration. Once the proposed components have been successfully incorporated and demonstrated in planar devices, their integration into flip-chip modalities will be straightforward [212]. Such developments must jointly address the aforementioned challenges and at the same time shed light on emerging superinductance, rf flux control, and inductive coupling technologies.

(e) Quasiparticles mitigation. Recent experiments in superconducting devices have established the importance of shielding [109,110,192,213] and filtering [106,108] in suppressing detrimental effects from quasiparticles. In addition, vortex [214] and phonon [215] trappings, device material and geometry engineering [216,217], and dynamical techniques [218] have been found to be effective in reducing quasiparticles. Notably, Ref. [219] reports stable periods during which no quasiparticle is found in the system, which gives hope to fault-tolerant operations using superconducting qubits. Adaptation of these techniques in fluxonium research will play a crucial role in implementing devices with ever better performance.

D. Logic gates

(a) Single-qubit control. As shown in Sec. IV, it is possible to operate microwave gates as fast as a few nanoseconds with high fidelity. It is thus interesting to benchmark the performance of single-qubit control as we progress on the designs of various chip components while maintaining sufficient isolation of the qubit from the noisy environment. As mentioned above, breaking the trade-off between fast control and long coherence times may require the development of low-frequency on-chip quantum filters or nonreciprocal components. Meanwhile, a gradiometric design was reported to help stabilize the external flux over long periods of time [192]. This work also introduces a practical technique to initialize a large number of qubits at the sweet spots using a uniform magnetic field.

(b) Optimizing two-qubit gates. Since the ZZ crosstalk can be completely cancelled by design, stronger coupling between qubits will allow faster gates and subsequently higher fidelity. This leads to lower drive amplitude required to achieve a target gate rate, negating possible dynamical dephasing effects. Utilizing optimal control algorithms such as the gradient ascent pulse engineering (GRAPE) method [220,221] is expected to result in shorter gate times and better fidelity as well. Finally, identifying and mitigating dynamical dephasing at the targeted operating frequency using advanced techniques such as the Floquet framework [222,223] will lead to more robust operations.

(c) Other multi-qubit gates. In this work, we focus on the analysis of two types of efficient entangling gates that are frequently used in NISQ applications and quantum error correction encoding. As we have shown that the qubits can be modeled effectively using spin systems, we expect other gate types to be compatible with the proposed architecture. Specifically, we believe that it will be valuable to explore the performance of the fermionic simulation gate family [224] using microwave in this platform.

(d) Control stack. In superconducting qubits, quantum operations are typically performed by controlling a microwave setup using increasingly advanced software, the combination of which is generally referred to abstractly as the control stack. Since the discussed
**CZ gate** is sensitive to both amplitudes and phases of the applied microwave tones, stabilizing the drifts of the control signals will play a central role in improving the performance of the processor. In parallel to benchmarking the gate performances at the physical qubits level, we can compare the stability of the control stack working at low frequency versus the more resource-intensive stack for generating microwave pulses at 5-GHz range. Scaling up to large-scale devices will likely involve integration of the microwave control hardware at cryogenic temperature [225]. Similar breakthroughs in microwave electronics’ targeting operations at the approximately 1-GHz frequency range with smaller footprints will provide a route toward robust and scalable quantum control.

(e) **Quantifying crosstalk.** As measured in Ref. [152], microwave crosstalk is generally reduced at lower frequency, attributable to better impedance matching and the disappearance of box modes below 5 GHz. It is thus interesting to identify and characterize the main sources of crosstalk in the proposed frequency regime. We also note that since the qubits can be designed to have sufficient detunings, effects from driving neighboring qubits can be further suppressed. Finally, the remaining crosstalk can be tracked and compensated efficiently if we have a robust control stack [72].

(f) **Co-design process.** In near-term small-scale experiments, single- and multi-qubit operations can be carried out without full integration of all the components in the blueprint. For example, devices comprising capacitive couplings and/or charge driving will be sufficient to characterize performance of the gate and compare with theoretical predictions for immediate feedback and improvement [204]. Intertwined in these test experiments are additions of emerging techniques such as flux driving. This co-design process will help ensure steady enhancement of the operations. Stabilizing both flux bias and rf response over long periods of time will be made into a usual routine.

(g) **Quantifying and minimizing errors upon scaling up.** Optimizing the performance of near-term devices will nucleate and foster the development of large-scale processors. Operating these chips will likely involve advanced control stacks that are able to calibrate the optimal parameters autonomously, taking into account spectator errors and residual imperfections in the device. The varying degree of resource overhead and scaling complexity can be empirically quantified at this stage. Another important task is to measure correlated noise using techniques such as non-Markovian tomography [226], and to find the diamond norm using gate set tomography [227], which can be used to rigorously estimate fault-tolerant thresholds [228].

**X. SUMMARY**

We have discussed the blueprint for a novel architecture based on fluxonium qubits with excellent scaling potential. We show from first principles that the qubits, biased at half-integer flux quantum, would operate as small-footprint fixed-frequency quasi-two-level systems. Forming the backbone of the processor, the qubits in this work have practical parameters and can be fabricated following standard procedures. They are measured dispersively using individual resonators coupled to a common bus, controlled in diplexing fashion, with single-qubit gates in the range of 10 ns having intrinsic errors below $10^{-6}$ across the computational frequency bandwidth of nearly 1 GHz. Both readout and control crosstalk are expected to be small. The reduced design complexity of these components promises higher resource efficiency in large-scale devices. The multipath coupling approach negates the static ZZ rate completely, while allowing a sufficient exchange coupling rate between the computational states.

We numerically demonstrate fast, high-fidelity two-qubit entangling gates based on the cross-resonance and the differential ac-Stark effects, with gate errors consistently below $10^{-2}$ for the entire range of proposed qubit parameters, significantly relaxing the frequency allocation constraints in multi-qubit devices with high connectivity. Since the gate schemes are based on an exchange interaction between high-coherence computational states, errors due to decoherence are expected to be low. Notably, our gate simulations are based on a nominal qubit-qubit exchange interaction rate and simple pulses. Future work to optimize the performance of these gates should further improve the fidelity under more stringent conditions, such as large qubit-qubit detuning. Our simple spin model describes the coupled system with excellent consistency, which should initiate more interest in future fluxonium devices.

After discussing practical frequency dispersion of the computational transition expected from recent empirical studies, we explore the platform’s scalability by simulating the fabrication yield. Specifically, for a large-scale device consisting of ten thousands of qubits arranged into a square lattice as shown in Fig. 1, we estimate a yield close to unity for frequency dispersion expected from state-of-the-art nanofabrication technology. This allows scaling of the platform to a high number of physical qubits without sacrificing their performance, streamlining the implementation of practical quantum algorithms, and quantum error correction codes. Assuming negligible errors due to non-Markovian noises, we show the exponential suppression of the logical error rate using the XXZZ surface code for relatively modest coherence times. The result also reveals
the importance of achieving high fidelity in readout and initialization in fluxonium.

To provide a potential route towards realizing the proposed architecture, we consider a practical roadmap consisting of four complementary directions, each with its own activities and milestones. As experimentalists having to design, characterize, and optimize quantum operations in NISQ devices, we hope that the results and perspectives presented in this paper will, on one hand, hasten further research and development efforts on fluxonium-based activities and milestones. As experimentalists having to design, characterize, and optimize quantum operations in NISQ devices, we hope that the results and perspectives presented in this paper will, on one hand, hasten further research and development efforts on fluxonium-based quantum architectures, and, on the other hand, motivate similar scalability studies of novel superconducting platforms such as the cos(2\(\phi\)) [187,229–233], the bifluxon [189], and the 0 – \(\pi\) [188,234–237] qubits.
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APPENDIX A: DECOHERENCE ANALYSIS

Dielectric loss: The energy relaxation rate due to dielectric loss follows the Fermi golden rule as [53,54,116]

\[
\Gamma_{\text{dielec}}^{\phi}(\omega_{01}) = \frac{\hbar \omega_{01}^2}{4\sqrt{Q_{\text{dielec}}}} |\langle 0 | \sin \frac{\hat{\phi}}{2} | 1 \rangle|^2 \coth \left( \frac{\hbar \omega_{01}}{2k_B T} \right) + 1.
\]

We extract the effective dielectric loss quality factor from transmon and resonator experiments, \(Q_{\text{dielec}} = 5 \times 10^6\), corresponding to a loss tangent of \(\tan \delta_{\text{dielec}} = 2 \times 10^{-7}\). For a transmon, this would translate to an energy relaxation time \(T_1 = \frac{Q}{\omega_{01}} \approx 160 \mu s\) for \(\omega_{01}/2\pi = 5\) GHz. The effective temperature of the qubit is assumed to be \(T = 20\) mK.

Quasiparticle tunneling: The energy relaxation rate for quasiparticle tunneling across a Josephson junction follows [114,115]

\[
\Gamma_{\text{QP}}^{\phi}(\omega_{01}) = \left| \langle 0 | \sin \frac{\hat{\phi}}{2} | 1 \rangle \right|^2 \times \frac{8E_I}{\pi \hbar} x_{\text{qp}} \sqrt{\frac{2\Delta_A}{\hbar \omega_{01}}}.
\]

where \(\Delta_A\) is the superconducting gap for aluminum, and \(x_{\text{qp}}\) is the quasiparticle density normalized by the density of Cooper pairs.

Since the matrix element is zero for tunneling across the small junction at the symmetric flux bias [116], only the quasiparticles in the inductor affect energy relaxation. For an array of junctions, the rate can be summed up from individual tunneling events across each junction with index \(\beta\) as [53,115],

\[
\Gamma_{\text{QP}}^{\phi}(\omega_{01}) = \sum_{\beta=0}^{M+1} \left| \langle 0 | \sin \frac{\hat{\phi}_\beta}{2} | 1 \rangle \right|^2 \frac{8E_I}{\pi \hbar} x_{\text{qp}} \sqrt{\frac{2\Delta}{\hbar \omega_{01}}} \approx \left| \langle 0 | \sin \frac{\hat{\phi}}{2} | 1 \rangle \right|^2 \frac{8E_I}{\pi \hbar} x_{\text{qp}} \sqrt{\frac{2\Delta}{\hbar \omega_{01}}}.
\]

We use \(x_{\text{qp}} = 5 \times 10^{-9}\), which corresponds to \(T_1 = 1\) ms at absolute temperature for a fluxonium qubit as reported in Ref. [55]. The effect of temperature following detailed balance is included Ref. [104], assuming qubit temperature \(T = 20\) mK.

The energy relaxation rates are computed for different qubit parameters and added up to give the result shown in Fig. 2(d).

Thermal photon dephasing: We follow the thermal photon dephasing rate given as [241]

\[
\Gamma_{\text{th}}^{\phi} = \frac{\kappa_{\text{tot}}}{2} \text{Re} \left[ \sqrt{\left( 1 + \frac{i\chi_{01}}{\kappa_{\text{tot}}} \right)^2 + \frac{4i\chi_{01} n_{\text{th}}}{\kappa_{\text{tot}}} - 1} \right].
\]

In the simulation, we use resonator linewidth \(\kappa_{\text{tot}}/2\pi = 2\) MHz and resonator temperature \(T = 50\) mK, which determines the average thermal photon number as \(n_{\text{th}} = [\exp(\hbar \omega_{R}/k_B T) - 1]^{-1}\).

Radiative (Purcell) loss: We use the following procedure in HFSS to estimate the relaxation rate of the qubit through coupling to the readout resonator, using a sample chip design (not shown). The same approach has been used to predict radiative decay rates in our current transmon processors with reasonable success. Readers interested in other methods may prefer the procedures described in Refs. [116,121].

First, we specify the launcher (blue interconnect in Fig. 1) connecting the readout bus to external circuitry to be a 50-Ohm lump port. The readout resonator’s length is designed to give the targeted frequency. It is then coupled to the bus, with their physical separation varied to tune the lump device’s fundamental mode matches the targeted frequency corresponding to the proposed qubit parameters.

The simulation extracts the finite \(Q\) of this mode.

We compute the matrix elements of the corresponding \(LC\) circuit by setting the Josephson term in Eq. (1) to 0,
FIG. 13. Comparison between the charge (phase) matrix elements of fluxonium qubits and those of an LC circuit. The fluxonium parameters are the same as proposed in the main text. The LC circuit is given the same charging energy \( E_C = 1 \) GHz, and its inductive energy \( E_L \) is tuned to match the fluxonium’s frequency.

and compare them with those of the fluxonium qubit in the proposed regime (see Fig. 13). We simulate \( Q \geq 10^7 \) for the proposed frequency range. Normalization using the matrix elements gives an estimation of Purcell-limited \( T_1 \) greater than 2 ms, well above the expected values shown in Fig. 2(d).

Similarly, Purcell loss of the \( |0⟩ \rightarrow |3⟩ \) transition corresponding to qubit parameters \( \{E_J, E_C, E_L\} = \{4, 1, 1\} \) GHz can be estimated. However, it is time consuming when we want to modify the readout frequency, and should be used as the final step to check for consistency instead. Alternatively, a faster estimation using the dispersive relation \( \Gamma_g = (g/\Delta)^2 k \) can be employed here. This method tends to overestimate the decay rates, but it is reasonably precise close to resonant condition [121], while the higher transitions can be assumed similar to harmonic oscillator modes. Following this approach, a detuning \( \Delta/2\pi = 700 \) MHz is sufficient to keep \( T_1 \geq 2 \) ms, assuming a qubit temperature of \( T_{eq} = 50 \) mK. The excitation rate of the \( |1⟩ \rightarrow |4⟩ \) transition is substantially smaller for \( |4⟩ \rightarrow |1⟩ \) rate similar to that of \( |3⟩ \rightarrow |0⟩ \) due to its higher frequency, so the resonator detuning from it can be as small as 200 MHz. Subsequently, the optimal readout frequency for qubit parameters \( \{E_J, E_C, E_L\} = \{4, 1, 1\} \) GHz should be between 8 and 9 GHz, depending on the effective temperatures of the qubit and the resonator, to minimize dephasing effects on the qubit due to resonator photons.

APPENDIX B: TIME-DEPENDENT HAMILTONIAN FOR FLUX-DRIVEN GATES

In the presence of a time-dependent external flux threading the loop formed by the superinductor and the small junction in a fluxonium circuit, the correct Hamiltonian is given by Eq. (1) with \( \varphi_{ext} = \varphi_{ext}(t) \) being a time-dependent function in the inductive term \( \frac{1}{2}E_L[\dot{\varphi} + \varphi_{ext}(t)]^2 \) [81,82]. This form corresponds to the choice of the so-called irrotational degrees of freedom. Let \( \varphi_{ext}(t) = \varphi_{ext0} + \delta \varphi_{ext}(t) \), where \( \varphi_{ext0} \) is the static part of the external flux (usually, \( \varphi_{ext0} = \pi \)) at which the qubit is parked between gate operations and \( \delta \varphi_{ext}(t) \) is the time-dependent correction. Then, we can write the inductive term as

\[
\frac{1}{2}E_L[\dot{\varphi} + \varphi_{ext0}]^2 + E_L\delta \varphi_{ext}(t)\dot{\varphi} + f(t), \quad (B1)
\]

where \( f(t) \) is a time-dependent function in front of the identity operator, which does not affect qubit dynamics and can be disregarded. The second term in the r.h.s. of Eq. (B1) is equivalent to the driving Hamiltonian \( \hat{\mathcal{H}}_d/h = \mathcal{E}(t) \times \hat{\varphi} \), which has been used throughout the paper to model gate operations with a flux drive.

Alternatively, the fluxonium Hamiltonian is often written with \( \varphi_{ext} \) placed in the Josephson term according to \( -E_j \cos[\varphi - \varphi_{ext}(t)] \). For some time-dependent wave function \( \psi(\varphi, t) \) whose evolution follows the Schrödinger equation \( i\hbar d\psi/dt = \mathcal{H}\psi \), this change of the Hamiltonian amounts to the time-dependent translation transformation

\[
\psi(\varphi, t) = \hat{U}(t)\psi'(\varphi, t), \quad (B2)
\]

where the unitary operator is given by

\[
\hat{U}(t) = \exp\left[i\hbar \varphi_{ext}(t)\right]. \quad (B3)
\]

The Hamiltonian that describes the time evolution of the transformed wave function \( \psi'(\varphi, t) \) according to \( i\hbar d\psi'/dt = \mathcal{H}'\psi' \) is given by

\[
\hat{\mathcal{H}}' = \hat{U}^\dagger \hat{\mathcal{H}}\hat{U} - i\hbar \dot{\hat{U}}^\dagger \frac{d\hat{U}}{dt}. \quad (B4)
\]

Thus,

\[
\hat{\mathcal{H}}' = \hat{\mathcal{H}} - E_j \cos(\hat{\varphi} - \varphi_{ext}) + \frac{E_j}{2} \dot{\varphi}^2 + \frac{\hbar}{2\pi} \frac{d\varphi_{ext}}{dt}. \quad (B5)
\]

This is the correct form of the fluxonium Hamiltonian in the presence of a generic time-dependent external flux in the Josephson term. The last term (\( \propto \hbar d\varphi_{ext}/dt \)) is absent only when \( \varphi_{ext0} \) is time independent. We note, however, that even for time-dependent fluxes, this residual term is often small and can be neglected. To find the small parameter
controlling such an approximation, we note that this term can be combined with the charging energy as

\[ 4E_C \left( \dot{n} - \frac{1}{16E_C} \frac{d(\varphi_{ext}/\pi)}{dt} \right)^2, \]  

so the time derivative of \( \varphi_{ext}/\pi \) has to be compared with \( 16E_C \). As an example, let us consider flux-tunable entangling gates, where a typical change in \( \varphi_{ext} \) is smaller than \( \pi/10 \) \([62,63]\). For \( E_C \sim 1 \text{ GHz} \), we find that this change has to occur in a time scale much slower than 10 picoseconds for the approximation to be valid. Even for fast flux nonadiabatic gates, it occurs on the time scale of nanoseconds, thus the omission of the last term is justified.

We note that once the term describing the time-dependent part of the external flux in the Hamiltonian has been singled out as \( \mathcal{E}(t) \times \dot{\phi} \), see Eq. (B1), the remaining static part \( \varphi_{ext,0} \) can be moved between the inductive and Josephson terms by the time-independent gauge transformation without any concern about missing additional terms.

**APPENDIX C: SINGLE-QUBIT GATE SIMULATION**

We can estimate the required pulse amplitude to rotate the qubit by a certain angle as follows. When subjected to an on-resonant in-phase radiation tone with amplitude \( \mathcal{E}_I(t) \), a two-level system with dipole moment \( \eta \) undergoes a Rabi oscillation with frequency equal to \( \Omega_r = \eta \mathcal{E}_I(t) \), assuming the rotating wave approximation in the interaction frame. Thus, the qubit vector is rotated by an angle equal to \( 2\pi \int_0^{t_g} \eta \mathcal{E}_I(t) dt \) for gate time \( t_g \). For a square pulse with constant amplitude \( \mathcal{E}_I(t) = \epsilon_d \), a \( 2\pi \) rotation is realized when \( \epsilon_d = (\eta \tau_g)^{-1} \), which we use to normalize the drive amplitude for other angles as well. In this work, we focus on \( \pi \) rotations, corresponding to an amplitude factor of 0.5. For the cosine pulse defined in Eq. (7), the time integration reads \( \int_0^{t_g} \mathcal{E}(t) dt = \epsilon_d \tau_g/2 \), so the amplitude condition for \( 2\pi \) rotation is \( \epsilon_d = (\eta \tau_g/2)^{-1} \). From this relation, we note that the drive amplitude \( \epsilon_d \) has the unit of frequency.

To simulate a \( \pi \) pulse, the single-qubit gate pulse is first set to these default values: amplitude factor = 0.5, DRAG coefficient \( \lambda = 0 \), and detuning \( \omega_d - \omega_0 = 0 \). Ideally, this corresponds to a \( \pi \) rotation that flips the qubit around \( X \) or \( Y \) axis, depending on the coupling degree of freedom \([153]\). In practice, this leads to rotation error for short gate times as shown in Fig. 4.

To correct for the effect from fast rotating terms, we attempt to vary the relative amplitude of the pulse, then the DRAG coefficient \( \lambda \), and finally the drive-qubit detuning. While keeping the other pulse parameters fixed, we compute the respective gate errors in each sweep. As shown in Fig. 14, turning on a small negative DRAG coefficient suppresses most of the error, while the other approaches only suppress it within one order of magnitude. This validates the intuition that adding a DRAG quadrature component would reshape the spectral profile of the pulse, improving the precision of the operation. To optimize the gate, we use all three parameters as free variables and minimize the error using the Nelder-Mead method.

**APPENDIX D: HAMILTONIANS OF COUPLED CIRCUITS**

In this Appendix, we derive the Hamiltonians describing the system of two fluxonium circuits coupled via a mutual circuit element as shown in Fig. 15. Our approach follows the node flux method \([153]\) and utilizes matrix notations \([242]\). Here, the node fluxes are denoted as \( \phi_n \), the branch fluxes as \( \Phi_n \), and the normalized flux across a branch as \( \varphi_n \). The circuit variables have subscripts \( A \) and \( B \), and the coupling element has subscript \( M \). We note that the node fluxes as defined here are equal to the branch fluxes across the inductors due to the common ground node having \( \phi_0 = 0 \), \( \phi_1 = \Phi_A \) and \( \phi_2 = \Phi_B \).
The coupling is enabled by the mutual elements shunting capacitance and inductance of the qubits, respectively. The Lagrangian \[ L \]
respectively coupled fluxoniums.

**FIG. 15.** Circuit schematic for (a) capacitively and (b) inductively coupled fluxoniums. \( C_{A,B} \) and \( L_{A,B} \) are approximately the shunting capacitance and inductance of the qubits, respectively. The coupling is enabled by the mutual elements \( C_M \) and \( L_M \).

The circuit with capacitive coupling can be described by the Lagrangian \( \mathcal{L} = T(\phi_1, \phi_2) - V(\phi_1, \phi_2) \),

\[
\mathcal{L} = \frac{1}{2} C_A \dot{\phi}_1^2 + \frac{1}{2} C_B \dot{\phi}_2^2 + \frac{1}{2} C_M (\dot{\phi}_1 - \dot{\phi}_2)^2 - \frac{1}{2L_A} \phi_1^2 - \frac{1}{2L_B} \phi_2^2 + E_{JA} \cos \left( \frac{2\pi}{\Phi_o} (\phi_1 + \phi_{\text{ext},A}) \right) + E_{JB} \cos \left( \frac{2\pi}{\Phi_o} (\phi_2 + \phi_{\text{ext},B}) \right).
\]

with the closure branches containing the Josephson junctions. We note that here, the external fluxes are included in the Josephson energy terms for convenience, and can be switched to the inductive term to conform to the irrotational gauge, as discussed in Appendix B. The charge variables can be found following the relation \( q_n = \partial \mathcal{L} / \partial \phi_n \). In matrix form, the node charge variables read \( \mathbf{q} = \mathbf{C} \dot{\phi} \), or more explicitly,

\[
\begin{bmatrix}
q_1 \\
q_2
\end{bmatrix} =
\begin{bmatrix}
C_A + C_M & -C_M \\
-C_M & C_B + C_M
\end{bmatrix}
\begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix}.
\]

The Hamiltonian can be found via the Legendre transformation, giving

\[
\hat{\mathcal{H}} = \frac{1}{2} \mathbf{q}^T \mathbf{C}^{-1} \mathbf{q} + V(\phi_1, \phi_2).
\]

The inverse capacitance matrix can be written as

\[
\mathbf{C}^{-1} = \frac{1}{\det(\mathbf{C})} \begin{bmatrix}
C_B + C_M & C_M \\
C_M & C_A + C_M
\end{bmatrix}.
\]

which, in the small coupling limit \( C_M \ll C_A, C_B \), gives us the approximate Hamiltonian

\[
\hat{\mathcal{H}} = \frac{1}{2} C_A q_1^2 + \frac{1}{2} C_B q_2^2 + \frac{1}{2} C_M (q_1 q_2 + q_1^2 + q_2^2 - E_{JA} \cos \left( \frac{2\pi}{\Phi_o} (\phi_1 + \phi_{\text{ext},A}) \right) - E_{JB} \cos \left( \frac{2\pi}{\Phi_o} (\phi_2 + \phi_{\text{ext},B}) \right)).
\]

In the final step, the variables are promoted to quantum operators,

\[
q \to \hat{q} = 2e \hat{n}, \quad \Phi \to \hat{\Phi} = \frac{\hbar}{2e} \hat{\phi},
\]

to give the Hamiltonian

\[
\hat{\mathcal{H}} = \hat{\mathcal{H}}_A + \hat{\mathcal{H}}_B + 4e^2 \frac{C_M}{C_A C_B} \hat{n}_A \hat{n}_B.
\]

In the inductive coupling circuit, we define the spanning tree to include the inductors, and the closure branches to go through the Josephson junctions. The Lagrangian is then given as

\[
\mathcal{L} = T - V_l - V_j = \frac{1}{2} C_A \dot{\phi}_1^2 + \frac{1}{2} C_B \dot{\phi}_2^2 - \frac{1}{2L_A} (\phi_1 - \phi_3)^2 - \frac{1}{2L_B} (\phi_2 - \phi_3)^2 - \frac{\phi_3^2}{2L_M} + E_{JA} \cos \left( \frac{2\pi}{\Phi_o} (\phi_1 + \phi_{\text{ext},A}) \right) + E_{JB} \cos \left( \frac{2\pi}{\Phi_o} (\phi_2 + \phi_{\text{ext},B}) \right).
\]

Since the circuit in Fig. 15(b) has two active nodes, the number of degrees of freedom in the circuit should be limited to two. This can be readily confirmed by inspecting Lagrange’s equation of motion for \( \phi_3 \). To reduce the number of variables in the Lagrangian, a possible approach is to use Kirchhoff’s circuit law,

\[
\frac{\phi_3}{L_M} = \frac{\phi_1 - \phi_3}{L_A} + \frac{\phi_2 - \phi_3}{L_B},
\]

which can also be obtained from the equation of motion

\[
\frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \phi_3} - \frac{\partial \mathcal{L}}{\partial \dot{\phi}_3} = 0.
\]
Denoting $x_{A,B} = L_M/L_{A,B} \ll 1$ in the small coupling limit, we can express $\phi_3$ as a function of $\phi_1$ and $\phi_2$,

$$\phi_3 = \frac{x_A \phi_1 + x_B \phi_2}{1 + x_A + x_B}. \tag{D11}$$

This allows the inductive potential $\mathcal{V}_L$ to be rewritten as

$$\mathcal{V}_L(\phi_1, \phi_2) = \frac{1}{1 + x_A + x_B} \times \left[ \frac{(1 + x_A) \phi_1^2}{2 L_A} + \frac{(1 + x_A) \phi_2^2}{2 L_B} - \frac{L_M}{L_{A,B}} \phi_1 \phi_2 \right] \approx \frac{\phi_1^2}{2 L_A} + \frac{\phi_2^2}{2 L_B} - \frac{L_M}{L_{A,B}} \phi_1 \phi_2 . \tag{D12}$$

The Hamiltonian is then found via Legendre transformation [see Eq. (D3)],

$$\hat{\mathcal{H}} = \frac{1}{2C_A} q_1^2 + \frac{1}{2C_A} q_2^2 + \frac{1}{2L_A} \phi_1^2 + \frac{1}{2L_B} \phi_2^2 - \frac{L_M}{L_{A,B}} \phi_1 \phi_2 - E_{JA} \cos \left[ \frac{2\pi}{\Phi_0} (\phi_1 + \Phi_{\text{ext},A}) \right] - E_{JB} \cos \left[ \frac{2\pi}{\Phi_0} (\phi_2 + \Phi_{\text{ext},B}) \right]. \tag{D13}$$

Finally, the circuit degrees of freedom can be promoted to quantum operators. We note that in the small coupling limit, the node fluxes are approximately equal to the branch fluxes across the inductors [cf. Eq. (D12)]. The resulting Hamiltonian is thus given as

$$\hat{\mathcal{H}} = \hat{\mathcal{H}}_A + \hat{\mathcal{H}}_B - \left( \frac{\hbar}{2e} \right)^2 \frac{L_M}{L_{A,B}} \hat{\phi}_A \hat{\phi}_B. \tag{D14}$$

An inductive energy $E_L = 1$ GHz within the range of our proposed parameters corresponds to an inductance of $L = 163$ nH. Assuming a typical critical current density of 500 nA/\mu m^2, such an inductor can be constructed using an array of approximately 0.2 × 4 \mu m^2 Josephson junctions. The desired coupling inductance of $L_M = 363$ pH can thus be reached or even surpassed if two inductive loops share a single designated mutual junction, the size of which can be varied to control the coupling strength. The same strategy can be used for other types of superinductors made from TiN or grAl.

**APPENDIX E: COUPLED SYSTEMS MAPPING**

We describe the mapping between an effective model of two coupled spins and a realistic system of two inductively coupled fluxonium qubits as follows. We sweep the coupling constants $J_{\text{eff}}$ and $J_L$ in both models up to 10 MHz, and then compute the respective normalized cross matrix elements $\mu_X$, $\mu_\varphi$, where

$$\mu_X = \frac{(00)\hat{X}_A \otimes \hat{I}_B |01\rangle}{(00)\hat{X}_A \otimes \hat{I}_B |10\rangle},$$

$$\mu_\varphi = \frac{(00)\hat{\varphi}_A \otimes \hat{I}_B |01\rangle}{(00)\hat{\varphi}_A \otimes \hat{I}_B |10\rangle}.$$ 

Since $|\varphi_{01}\rangle \approx 2.5$ for the proposed qubit parameters, the coupling term $\hat{\mathcal{H}}_{\text{coupl}}/\hbar = -J_L \hat{\phi}_A \hat{\phi}_B$ in the multi-fluxonium system produces more mixing for the same coupling coefficient compared to the coupled-spin model described by the Hamiltonian in Eq. (11) with $\hat{\mathcal{H}}_{\text{coupl}}/\hbar = J_{\text{eff}} \hat{X}_A \hat{X}_B$, as shown in Fig. 16(a). To match the level of mixing amplitude, we lower the coupling $J_L$ by a factor equivalent to $|\varphi_{01}\rangle$, which produces a close match.

In other words, for linking the mixing level of a specific spin-spin coupling constant $J_{\text{eff}}$, the required inductive coupling constant is $J_L \sim J_{\text{eff}}/|\varphi_{01}\rangle$. For example, to reach $J_{\text{eff}} = 10$ MHz in the coupled spin model, we need an
inductive coupling $J_L \approx 2$ MHz in the coupled fluxonium system.

To explore the consistency of this mapping, we compute $\mu_\psi$ with $J_L \approx 2$ MHz and $\mu_X$ with $J_{\text{eff}} = J_L \phi A 01 B 01$ for varying qubit parameters as listed in Table II. To tune fluxonium $B$’s frequency, $E_L$ is changed from 0.55 to 1.6 GHz while other parameters are fixed, which corresponds to detuning $\Delta/2\pi$ from 27 to 926 MHz. The results in Fig. 16(b) validate our mapping approach between the complex multilevel coupled fluxonium system and the far simpler coupled spin model. Interestingly, the optimal $J_C$ to completely cancel the static $ZZ$ at each detuning is mostly fixed at approximately 11.5 MHz. This promises negligible quantum crosstalk even when the qubit parameters deviate from targeted values.

APPENDIX F: EXTENDED ERROR BUDGET

1. Decoherence errors

With single- and two-qubit unitary error as low as $10^{-6}$, we turn to estimate the gate fidelity limited by decoherence. We assume that the qubit decays at rate $\Gamma_1$ and dephases at rate $\Gamma_\phi$, where these rates are related to the relaxation time $T_1$ and decoherence time $T_2$ as $\Gamma_1 = (T_1)^{-1}$, $\Gamma_\phi = (T_2)^{-1} - (2T_1)^{-1}$. A Pauli transfer matrix (PTM) of a single-qubit decoherence channel for duration $\tau$ is given as [243]

$$E(\tau) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & e^{-(\Gamma_1/2 + \Gamma_\phi)\tau} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & e^{-\Gamma_1\tau} \end{pmatrix}.$$  (F1)

In the absence of non-Markovian errors such as leakage and crosstalks, the PTM of a Pauli-twirled $N$-qubit channel is simply given by the tensor product $E \otimes N$. The process fidelity limited by decoherence can thus be written as

$$F_p = \frac{1}{2^N} \text{Tr}[E \otimes N]$$
$$= \frac{1}{2^N} \prod_{i=1}^N \left(1 + e^{\Gamma_1^{(i)} \tau} + 2e^{-(\Gamma_1^{(i)}/2 + \Gamma_\phi^{(i)}) \tau} \right),$$  (F2)

where $\Gamma_1^{(i)}$ and $\Gamma_\phi^{(i)}$ denote the energy relaxation and pure dephasing rates of qubit $i$, respectively.

To validate Eq. (F2), we simulate the process fidelity using the Lindblad master equation,

$$\frac{d\hat{\rho}}{dt} = -i[\hat{H}_{\text{sys}}, \hat{\rho}] + \sum_{\alpha} \left(\hat{L}_\alpha \hat{\rho} \hat{L}_\alpha^+ - \frac{1}{2} [\hat{L}_\alpha^+ \hat{L}_\alpha, \hat{\rho}] \right),$$  (F3)

where $\hat{\rho}$ is the density matrix of the initial state, $\hat{H}_{\text{sys}}$ is the Hamiltonian describing the evolution of the system without decoherence, and $\hat{L}_\alpha = \sqrt{\Gamma_1^{(i)}}|0\rangle\langle 1|$, $\hat{L}_\phi = \sqrt{\Gamma_\phi/2}(|0\rangle - |1\rangle\langle 1|)$ describes the relaxation and pure dephasing processes, respectively. Since only the computational subspace is involved in the proposed gate schemes in this work, we only take into account the decoherence of $|0\rangle$ and $|1\rangle$ states. To construct the process matrix for single- and two-qubit gates, we prepare $2^{2N}$ initial states,
evolve them under \( \hat{H}_{\text{sys}} \), together with \( \hat{L}_1 = \sqrt{\Omega_1} |0\rangle \langle 1| \). We include only energy relaxation process since it is not clear what currently accounts for pure dephasing time in high-coherence fluxonium, and \( T_2 \) is primarily limited by \( T_1 \) [53–55].

The dynamical simulation then gives us \( 2^{2N} \) output density matrices, which are then analyzed and, together with the input states, converted to a PTM \( \mathcal{R} \) using the maximum-likelihood estimation method [76]. The process fidelity is defined as \( F_p = \text{Tr}(\mathcal{R}_{\text{ideal}}^{\dagger} \mathcal{R}) / (2^{2N}) \), from which we can compute the gate fidelity, \( F = (2^{N} \times F_p + 1) / (2^{N} + 1) \). Figure 17 shows the results from both analytical calculation and numerical simulation for a 20-ns-long single-qubit gate and a 300-ns-long CZ two-qubit gate. The perfect match between the analytical and numerical curves convinces us that Eq. (F2) provides an excellent estimation of decoherence-limited fidelity.

2. CZ gate leakage errors

As discussed in Sec. VI, we observe spikes in the CZ gate errors at certain detuning \( \Delta \), corresponding to specific drive frequency \( \omega_d \). We attribute this to leakage outside of the computational subspace via high-order processes. To confirm this, we numerically compute the leakage defined as \( 1 - (P_{|00\rangle} + P_{|01\rangle} + P_{|10\rangle} + P_{|11\rangle}) \) using the optimal drive amplitudes given by the Nelder-Mead optimization, as discussed in Sec. VI.

In addition, we simulate the dynamics of each qubit when driven separately. Intuitively, since the drive frequency is far detuned from qubit \( A \), the required drive amplitude for qubit \( A \) is much higher, \( \epsilon_A \gg \epsilon_B \). Therefore, qubit \( A \) is more likely to have leakage. Indeed, this is confirmed by the results shown in Fig. 18.

The most direct mitigation technique is to find a better drive frequency, which would help (i) reduce the required drive amplitude on qubit \( A \) to induce the necessary ZZ rate, and (ii) avoid the bad frequency region. Nevertheless, the gate fidelity is still high when this high-order leakage is present, with \( \epsilon_{\text{leak}} \approx 10^{-2} \) in the worst case. Another approach is to use a longer pulse, at the cost of having error due to decoherence. Since the coherence time of the qubit can be in the range of milliseconds, a good compromise can be made between the two sources of errors to have good gate fidelity following this approach.
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