Abstract—In the Oil and Gas industry, estimating a subsurface velocity field is an essential step in seismic processing, reservoir characterization, and hydrocarbon volume calculation. Full-waveform inversion (FWI) velocity modeling is an iterative advanced technique that provides an accurate and detailed velocity field model, although at a very high computational cost due to the physics-based numerical simulations required at each FWI iteration. In this study, we propose a method of generating velocity field models, as detailed as those obtained through FWI, using a conditional generative adversarial network (cGAN) with multiple inputs. The primary motivation of this approach is to circumvent the extremely high cost of full-waveform inversion velocity modeling. Real-world data were used to train and test the proposed network architecture, and three evaluation metrics (percent error, structural similarity index measure, and visual analysis) were adopted as quality criteria. Based on these metrics, the results evaluated upon the test set suggest that the GAN was able to accurately match real FWI generated outputs, enabling it to extract from input data the main geological structures and lateral velocity variations. Experimental results indicate that the proposed method, when deployed, has the potential to increase the speed of geophysical reservoir characterization processes, saving on time and computational resources.

Index Terms—Conditional generative adversarial network (cGAN), full-waveform inversion (FWI), seismic velocity modeling.

I. INTRODUCTION

Oil industry applications utilize seismic reflection as a primary indirect method for investigating the properties of subsurface strata. This method uses a controlled source of acoustic waves and receiver arrays (geophones or hydrophones) to record the transit time and amplitude of the reflected acoustic waves reflected by contrasting rock type interfaces (Fig. 1).

During seismic acquisition, the same subsurface region is sampled multiple times from different offsets, resulting in data redundancy. The vertical projection of this region on the surface is called the common midpoint (CMP). Sorting the data by CMP, we can then obtain the so-called CMP gathers (Fig. 2).

To obtain an image of the subsurface area, it is then necessary to process the recorded data (transit time and amplitude of the reflected acoustic waves). The estimation of an accurate velocity model is an essential step in seismic processing. This model is used in several steps of the seismic processing, including seismic migration, normal moveout (NMO) correction, and time-to-depth conversion.

Seismic migration is a procedure that aims to "migrate" seismic events to their correct position and collapse reflections and diffractions, creating a seismic image of the subsurface (1). NMO correction adjusts all CMP seismic traces to a theoretical zero offset (source and receiver at the same position) (2). This procedure enables the use of data redundancy to increase signal-to-noise ratio through CMP-corrected gather stacking (Fig. 3). The velocity model is also important for time-to-depth conversion, a necessary step for reservoir characterization and oil volume estimation (3).
Complex geological settings such as salt domes and folded or faulted regions require detailed velocity models in order to form a satisfactory seismic image. Currently, velocity modeling using full-waveform inversion (FWI) is an advanced technique providing an accurate and detailed velocity model [5].

In this paper, we present a method using an image-to-image translator (pix2pix) [6] based on a conditional generative adversarial network (cGAN) to translate an input (post-stack seismic image, average tomographic velocity, and two-way time grid) into an interval velocity model as detailed as FWI.

A. Seismic data and velocity model

The primary outcome of 3D seismic processing is a seismic image volume. Seismic volume slices in the acquisition direction are conventionally referred to as inlines, slices perpendicular to the acquisition direction as crosslines, slices perpendicular to the vertical axis as time slices, and a vertical sample vector as a seismic trace (Fig. 3).

Seismic volume is among the most important inputs to characterizing hydrocarbon reservoirs. After the data’s correlation with well logs, it is possible to map the main seismic horizons and delimit the top and bottom of hydrocarbon reservoirs.

A typical workflow for seismic velocity estimation consists of three steps, as follows.

1) Normal moveout (NMO) velocity estimation is performed by manually picking velocities that best horizontalize hyperbola reflections on CMP gathers (Fig. 4). This process returns a very smooth average NMO velocity model that can be approximated by a root mean square velocity for small offsets.

2) Ray-based or grid tomography is an iterative technique using seismic reflection’s travel time measurements and associated amplitudes to calculate seismic velocity [7]. Seismic tomography delivers a low-frequency seismic acoustic velocity model, typically up to 2–3 Hz, and commonly takes the NMO velocity as the first input.

3) Full-waveform inversion (FWI) is a seismic inversion technique, initially proposed by [8] and [9], using pre-stack seismic data (raw data from seismic acquisition) to output a detailed interval velocity model. FWI takes an initial low-resolution velocity model as input to generate synthetic pre-stack seismic data by wave equation numerical modeling. This synthetic model is then compared with real data from seismic acquisition. FWI iteratively updates this velocity model in order to minimize the difference between real and synthetic data (Fig. 5).

As FWI is performed with pre-stack seismic data (up to three orders of magnitude greater than the traditional seismic volume), it becomes computationally expensive and time-consuming. The use of this technique has only become industrially feasible in recent years, with an increase in processing power, although the theory was established in the 1980s [8], [9].
Building an FWI velocity model may require from three months up to a year of construction, depending on the seismic acquisition size and geological subsurface complexity. Theoretically, FWI can estimate a high-resolution velocity model using as initial input a very smooth velocity model. In practice, to support the convergence and reduce the number of iterations, it is conventional to take a tomographic velocity model as input.

The FWI velocity model fills the gap between low-frequency tomographic velocity model and the seismic reflection image volume (Fig. 5), increasing the useful data bandwidth.

B. Generative Adversarial Networks (GAN)

Convolutional neural networks (CNN) are getting more and more popular in geophysical applications, typically in classification and segmentation tasks [12], [13], [14], [15], and [16]. Moreover, recent studies have demonstrated the feasibility of geophysical modeling using CNNs [17], [18], and [19].

Among CNN architectures, generative adversarial networks (GAN) go beyond traditional classification and segmentation tasks; GANs stand out for their ability to learn how to mimic data provided to them by capturing their statistical and spatial distributions [21].

GANs are generative models that learn to generalize a rule of how to transform a random noise vector \( z \) to output image \( y \) (\( G : z \rightarrow y \)) [21]. The pix2pix GAN architecture, proposed by [6] and adopted in this paper, is a conditional GAN (cGAN), which has as its input the sum of the random noise vector \( z \) with an image \( x \), to find a rule of how to translate this input to image \( y \) (\( G : \{x, z\} \rightarrow y \)).

To accomplish this task, pix2pix uses two networks competing against each other. While one network generates synthesized images (a generator), the other network judges whether these images are valid (a discriminator). Generator \( G \) is trained to produce output images that are indistinguishable from the actual images by a discriminator \( D \), which in turn is trained to improve its performance on detecting the generator’s fake images.

In cGAN, the generator output \( y \) is connected directly to the discriminator input, together with the image \( x \). Through the backpropagation process, discriminator classification in real or fake images provides a signal for the generator to update its weights and bias, thus improving performance. The objective function of a cGAN can be expressed by (1).

\[
\mathcal{L}_{cGAN}(G, D) = \mathbb{E}_{x,y} \left[ \log D(x, y) \right] + \mathbb{E}_{x,z} \left[ \log(1 - D(x, G(x, z))) \right],
\]

(1)

where the generator \( G \) tries to minimize this objective function against an adversarial discriminator \( D \) that tries to maximize it (2).

\[
G^* = \arg \min_G \max_D \mathcal{L}_{cGAN}(G, D).
\]

(2)
Previous work [22] shows that L1 regularization is beneficial to this process, helping the generator $G$ to create sharper images [3].

$$\mathcal{L}_{L1}(G) = \mathbb{E}_{x,y,z} \left[ \| y - G(x,z) \|_1 \right].$$ (3)

Thus, the final objective function for the pix2pix conditional GAN used in this work is (4).

$$G^* = \arg \min_G \max_D \mathcal{L}_{cGAN}(G,D) + \lambda \mathcal{L}_{L1}(G).$$ (4)

Many image processing problems involve transforming one image into another. These problems are often addressed using algorithms specific to each situation. Conditional GANs are a general solution with good performance on a variety of problems [6]. Fig. 7 shows some generic examples using pix2pix cGAN.

II. MATERIALS AND METHODS

A. Data

From a marine seismic acquisition of approximately 680 km$^2$ in the Campos Basin, Brazil, we used four seismic volumes:

- Post-stack seismic image
- Average tomographic velocity
- Two-way time (TWT) grid
- FWI interval velocity

We loaded the data, originally in seg-y format, as a 3D matrix in a Python environment using the Segyio library [23]. The shape of each matrix was $1451 \times 3001 \times 751$, where the $x$ and $y$ samples were spaced 12.5 m apart and $z$ samples spaced every 0.004 s.

Preprocessing involved limiting data variability in two standard deviations to eliminate outliers, partially cropping regions without reflections (sea water thickness), and later data normalization using a global maximum and minimum as parameters (5).

$$X_{\text{norm}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}.$$ (5)

We divided the data into training and test sets at a ratio of 70% to 30%, respectively (Fig. 8). For the training set, we randomly sampled 2000 patches (512 $\times$ 512). For the test set, we randomly sampled 800 patches (512 $\times$ 512), both in the $x$ direction (direction of acquisition).

The post-stack seismic image, average tomographic velocity, and TWT grid were combined to form a three-channel image. The training pair was composed of this image and the FWI interval velocity (Fig. 9).

B. Network

We used the pix2pix conditional GAN implemented in Pytorch with the UNet [24] as a generator and PatchGAN [6] as the discriminator counterpart.

UNet is an encoder–decoder architecture with skip connections, and PatchGAN is a special type of classifier network subdividing the image into 70 $\times$ 70 patches and classifying each of them as real or fake (Fig. 10). The GAN loss is the average loss of all patches. This strategy focuses on the high frequency of the image data, whereas the low-frequency content is captured by L1 loss.

C. Experiments

All experiments were performed using an HP Z8 workstation with a 24 GB memory Quadro P6000 GPU. We began the experiment using only seismic images and associated FWI velocity as a training pair, but the generator produced artificial high frequency structure images with artifacts (Fig. 11). We conclude that seismic images alone did not provide enough information for the network to converge.

To obtain better results, we added two additional channels, the average tomographic velocity and the TWT grid, resulting in a three-channel input image (Fig. 9).

Although the tomographic interval velocity was inaccurate, it provided a reliable average velocity. Hence, we used average velocity rather than interval velocity. TWT information supported the network in better estimating spatial positions after we extracted the patches randomly, once there is a direct relation between velocity and overburden thickness.

Fig. 7. Examples using pix2pix GAN: aerial photos to maps, edges to photos, day to night, and gray scale to color (Adapted from [6]).
Our assumption was that the tomographic average velocity and the TWT grid would function as boundary conditions, helping the network converge to the right interval velocity. The training time for each experiment was approximately four hours.

The generator and discriminator were trained using the same learning rate \( lr = 2 \times 10^{-5} \) which was established empirically, based on the visual quality of the training set results. We used the stochastic gradient descent method and the Adam solver with momentum parameters \( \beta_1 = 0.5 \) and \( \beta_2 = 0.999 \). The \( L_1 \) multiplier \( \lambda \) was set to 100.

The results were evaluated based on three criteria: visual analysis, percent error (PE), and structural similarity index measure (SSIM) \[25\].

Percent error is a common metric for quality control in seismic processing; it is defined as \[6\].

\[
PE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y(i) - y'(i)}{y(i)} \right| \times 100. \tag{6}
\]

SSIM is a composite index \[7\] measuring the similarity between two signals based on a comparison of their mean \[8\], variance \[9\], and correlation coefficient \[10\].

\[
SSIM(y, y') = f(l(y, y'), c(y, y'), s(y, y')), \tag{7}
\]

\[
l(y, y') = \frac{2\mu_y\mu_{y'} + C_1}{\mu_y^2 + \mu_{y'}^2 + C_1}, \tag{8}
\]

\[
c(y, y') = \frac{2\sigma_y\sigma_{y'} + C_2}{\sigma_y^2 + \sigma_{y'}^2 + C_2}, \tag{9}
\]

\[
s(y, y') = \frac{\sigma_{yy'} + C_3}{\sigma_y\sigma_{y'} + C_3}, \tag{10}
\]

where \( C_1, C_2, \) and \( C_3 \) are constants to avoid division by zero. Setting \( C_3 = \frac{C_2}{2} \), we obtain the SSIM equation \[11\].

\[
SSIM(y, y') = \frac{(2\mu_y\mu_{y'} + C_1) + (2\sigma_{yy'} + C_2)}{(\mu_y^2 + \mu_{y'}^2 + C_1)(\sigma_y^2 + \sigma_{y'}^2 + C_2)}. \tag{11}
\]

III. RESULTS

Our pix2pix GAN approach produced an accurate velocity model using three channels (post-stack seismic image, average tomographic velocity, and two-way time) as input (Fig. 12). The chosen metrics show excellent results on the test set. The average percent error was 1.5%, average SSIM was 0.994, and the generated velocity was visually identical to the FWI velocity, without artifacts, verifying that the geological structures were incorporated into the GAN velocity model. The two distributions are very close, confirming the metric results (Fig. 13).

The criterion to stop training was set by visual analysis of the training set results and later confirmed using the percent error and the SSIM results based on the test set. Both metrics stabilized between 60 and 80 epochs (Fig. 14 and Fig. 15).
Unexpectedly, the one-channel model experiment showed satisfactory SSIM and PE results when compared with the three-channel model, although the visual analysis showed very poor results.

Shallower regions presented better results than deeper regions on all metrics (Fig. 12).

IV. DISCUSSION

Previous works [26] demonstrated the feasibility of using CNNs for one-dimensional (1D) synthetic seismic inversion, and [27] used CNNs to perform seismic inversion with synthetic pre-stack seismic data. Conditional unpaired Cycle-GANs [28] were employed to perform forward and inverse seismic modeling with post-stack seismic data and velocity models, while also using synthetic data with a single input channel (post-stack seismic image). They achieved only qualitatively moderate results. GANs were also used to generate prior models to constrain solutions in the traditional FWI algorithm [29].

In this study, we apply a conditional pix2pix GAN to generate highly accurate velocity models using real post-stack seismic data with multiple inputs.

Neural networks are understood to perform better at interpolation than extrapolation tasks [30], [31]; therefore, it is challenging for a cGAN to extrapolate to lower frequencies using only the post-stack seismic image as input. However, it becomes easier to interpolate the missing frequencies (Fig. 6) if we combine lower frequency data as input (in this case, average tomographic velocity and TWT grid). This explains why adding more information helped to improve the results.

Providing a TWT grid and the average tomographic velocity enabled a depth estimation for each sample, which is useful information for estimating the interval velocity as it increases with depth.

Ordinary physics-based FWI provides better results in shallower regions, where the acquisition cables have sufficient length to capture diving waves [32] and worse results in
GANs are normally difficult to train, they are prone to reduce the output variability or a complete mode collapse [35]. Different architectures such as Variational Autoencoders and Autoencoder with perceptual loss need to be tested in order to avoid such problems.

V. Conclusions

We have presented a method, based on a pix2pix conditional GAN with multiple input, that can be used to surrogate FWI velocity modeling. The three inputs (post-stack seismic image, average tomographic velocity, and TWT grid) were vital, as the experiment using only one channel (post-stack seismic image) failed.

Further development of new network architectures focused on seismic data particularities and considering three or more spatial dimensions may generate an improvement in the quality of our results.

The test data presented excellent results based on PE, SSIM, and visual analysis. The main geological structures and lateral velocity changes were captured by the resulting velocity model.

Once we train the GAN, it was really fast the generation of a FWI interval velocity model surrogate, almost real time. Therefore, our proposed method can replace the FWI modeling or providing an initial velocity model that will need fewer iterations to converge during traditional FWI, similar strategy adopted by [36].

A fair comparison between the FWI and our cGAN surrogate model should consider the implementation of the FWI algorithm in parallel, using GPU hardware. Although some papers have proposed GPU implementations of the FWI algorithm [37], [38] and [39], they only used 2D synthetic data, mainly due to GPU memory constraints. At present, FWI algorithm processing on GPU hardware has yet to become industrially feasible.

The proposed method, when deployed, has the potential to speed up geophysical reservoir characterization processes, saving time and reducing computational resource requirements.
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