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Abstract—To reap the benefits of dense small base station (SBS) deployment, innovative backhaul solutions are needed in order to manage scenarios in which high-speed ground backhaul links are either unavailable or limited in capacity. In this paper, a novel backhaul scheme that utilizes unmanned aerial vehicles (UAVs) as an on-demand flying network linking ground SBSs and the core network is proposed. The design of the aerial backhaul scheme is formulated as a network formation game among UAVs that seek to form a multi-hop backhaul network in the air. To solve this game, a myopic network formation algorithm which reaches a pairwise stable network upon convergence, is introduced. The proposed network formation algorithm achieves substantial performance gains in terms of both rate and delay reaching, respectively, up to 40% and 41% compared to the formation of direct communication links with the gateway node (for a network with 15 UAVs).

I. INTRODUCTION

The dense and viral deployment of small base stations (SBSs) is expected to lie at the heart of emerging 5G networks [1]. However, to reap the benefits of SBS deployment, innovative backhaul solutions are needed, as SBSs may be deployed in adverse locations and rural areas in which backhaul access is either inexistent or strictly limited in capacity [2].

Several approaches have been recently proposed for SBS backhauling [1]–[4]. Such solutions include wired and wireless backhauling to and from core network aggregators, cooperation through anchor base stations, and multi-hop over short-range links [1], [2]. Nevertheless, existing solutions do not account for scenarios in which the high-speed ground backhaul is either congested, unavailable or limited in capacity. In such scenarios, the backhaul connectivity of SBSs can become a bottleneck thus degrading the performance of the radio access network. Therefore, a novel paradigm shift of backhaul network design for 5G networks and beyond is needed. One promising solution for such scenarios is to deploy unmanned aerial vehicles (UAVs) for providing backhaul connectivity to the SBSs [5] and [6]. Due to their rapid and flexible deployment capabilities, mobility, ability to fly above obstacles, and relatively low cost, UAVs have received considerable interest for different applications in wireless communications, and in particular, as communication relays [7]–[9].

In this regard, the authors in [10] propose a vertical fronthaul/backhaul framework based on UAVs and free-space optics communication. In [4], the authors consider the use of UAVs as relays for backhaul connectivity of high altitude balloons in case of temporary failed links. The authors in [7] consider the formation of a multi-hop relay system based on UAVs in order to extend the communication range of the ground network. In [8] and [9], the authors consider a mobile relay network model based on UAVs, where a UAV serves as a resilient moving relay among the SBSs. Although the use of UAVs as communication relays has been explored in the literature [7]–[9], these works are restricted to ad hoc, rather than cellular networks. Moreover, one challenging area which remains relatively unexplored is the formation of the aerial graph that connects UAVs to the core network. Indeed, the existing prior art does not provide an efficient scheme, in terms of achievable rate and delay, for the formation of a multi-hop aerial network for SBS backhauling.

The main contribution of this paper is thus to introduce a novel backhaul scheme that utilizes UAVs as an on-demand flying network linking the SBSs and the core network in scenarios where ground backhaul is either unavailable or limited in capacity. The design of the aerial backhaul network is formulated as a network formation game in which the agents are the UAVs. The objective of the proposed game is to allow the UAVs to autonomously learn which air-to-air (A2A) and air-to-ground (A2G) links to form in order to guarantee the connectivity of the SBSs to the core network. In particular, we consider that the UAVs form a multi-hop aerial network in which each UAV can individually select the path that connects it to the backhaul gateway node through other UAVs while optimizing its own utility. To solve this game, we propose a dynamic network formation algorithm that is guaranteed to reach a pairwise stable network upon convergence. Moreover, to ensure an efficient backhauling process between the UAVs, we incorporate the notion of virtual force fields into our dynamic algorithm. In essence, virtual forces allow the UAVs to adjust their location dynamically based on the links they want to form. We show that, using the proposed algorithm, the UAVs are able to self-organize into a stable tree structure rooted at the gateway node. To our best knowledge, this is the first work that exploits the framework of network formation games for the design of a UAV-based multi-hop backhaul network. Simulation results show that the proposed approach achieves significant rate and delay improvements.

The rest of this paper is organized as follows. In Section II, we present the system model. Section III describes the proposed network formation game. The proposed network formation algorithm is given in Section IV. In Section V, simulation results are analyzed. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

Consider a network composed of a set $S$ of $S$ SBSs and a set $J$ of $J$ UAVs. We consider a system in rural areas, hotspots, or ultra dense cellular areas in which SBSs are located at adverse locations (e.g., at lamp posts or street levels), and a ground backhaul network that connects the SBSs to the core network is either unavailable or limited in capacity. To overcome such bottleneck, we propose the use of UAVs as a temporarily aerial backhaul network for the SBSs. Specifically, UAVs serve as a bridge among the SBSs and relay the traffic to a nearby gateway node (with core network access) or as an intermediate relay point between different backhaul transceivers.

In our model, the UAVs are initially located based on the deployment approach given in [11] and each UAV $j$ serves a set of $S_j$ SBSs. Packet forwarding is supported for both uplink (UL)
and downlink (DL) directions via a frequency division duplex (FDD) model thus allowing the flow of traffic to/from the core network through a gateway node. We consider the availability of one gateway node \( n \) in a given area and assume that at least one UAV has access to this gateway node. Given that the communication range of low-altitude platform (LAP) UAVs is typically limited to a few hundred meters, after which the signal quality deteriorates [12], the formation of a multi-hop aerial network becomes necessary to extend the communication range of the network and provide service to SBSs that are located at distant or hard to reach areas where infrastructure does not exist. Consequently, a communication link with the infrastructure is formed through either UAV-to-UAV multi-hop links or a UAV-to-infrastructure data link.

A. A2G and A2A channel models

For our proposed model, we consider that UAVs transmit over the sub-6 GHz band for the A2G and A2A links. We adopt the free-space path loss model, \( \xi \), given by [13]:
\[
\xi (\text{dB}) = 20\log_{10}(d_{o,d}) + 20\log_{10}(f_c) - 147.55,
\]
where \( f_c \) is the system center frequency (in Hz) and \( d_{o,d} = \frac{|\Delta h_{o,d}|}{\sin \theta_{o,d}} \), is the Euclidean distance between an origin node \( o \) and a destination node \( d \) (in m); \( \Delta h_{o,d} = z_o - z_d \) is the altitude difference between \( o \) and \( d \) and \( \theta_{o,d} \) is the elevation angle. The use of a free space propagation model is validated by the fact that LAP UAVs fly at an altitude of \( \sim 100 \text{m} \).

We consider a probabilistic LoS and non-line-of-sight (NLoS) links for the A2G propagation channel as done in [11]. In such a model, NLoS links experience higher attenuations due to the shadowing and diffraction loss. Therefore, the adopted path loss model between UAV \( j \) and SBS \( s \), \( L_{j,s} \), is given by:
\[
L_{j,s} = \begin{cases} \xi_{j,s} + \eta_{\text{LoS}} & \text{LoS link,} \\ \xi_{j,s} + \eta_{\text{NLoS}} & \text{NLoS link,} \end{cases}
\]
where \( \eta_{\text{LoS}} \) and \( \eta_{\text{NLoS}} \) correspond to the additional attenuation factor added to the free space propagation model and due to the NLoS connection links, respectively. Here, the probability of LoS connection depends on the environment, density and height of buildings, the location of the UAV and the SBS and the corresponding elevation angle between them. The LoS probability is given by [13]:
\[
P^\text{LoS}_{j,s} = \frac{1}{1 + C \exp(-D(\theta_{j,s} - C))},
\]
where \( C \) and \( D \) are constants which depend on the environment (rural, urban, dense urban, or others) and \( \theta_{j,s} = \sin^{-1}\left(\frac{\Delta h_{o,d}}{d_{o,d}}\right) \) is the elevation angle. Clearly, the probability of NLoS is \( P^\text{NLoS}_{j,s} = 1 - P^\text{LoS}_{j,s} \). Therefore, the average path loss between UAV \( j \) and SBS \( s \), \( \bar{L}_{j,s} \), is given by:
\[
\bar{L}_{j,s} = P^\text{LoS}_{j,s} L_{j,s} + P^\text{NLoS}_{j,s} L_{j,s}.
\]

For the A2A links, we consider LoS links between different UAVs that wish to form a link. Therefore, the path loss model between UAV \( j \) and UAV \( i \), \( L_{j,i} \), will be \( L_{j,i} = \xi_{j,i} + \eta_{\text{LoS}} \).

Based on the given channel model, the average signal-to-interference-plus-noise ratio (SINR) of the A2G link between an origin node \( o \) and a destination node \( d \) (which can represent the link between UAV \( j \) and SBS \( s \) or UAV \( j \) and the gateway node \( n \)) in the DL or UL direction, \( \Gamma_{o,d} \), is given by:
\[
\Gamma_{o,d} = \frac{P_{o,d} h_{o,d}}{\sum_{q=1,q\neq o} I_{q,d} + \sigma^2},
\]
where \( P_{o,d} \) is the transmit power of the origin node \( o \) (which can represent UAV \( j \) or SBS \( s \)) to the destination node \( d \), \( h_{o,d} = 1/10\log_{10}(d_{o,d})/10 \) is the channel gain between \( o \) and \( d \), \( \sigma^2 \) is the Gaussian noise and \( \sum_{q=1,q\neq o} I_{q,d} \) is the total interference power at the destination node \( d \) from other neighboring origin nodes \( q \) (UAVs in the DL or SBSs in the UL) that are transmitting on the same channel, where \( I_{q,d} = P_{q,d}/10^{\frac{\gamma_o - \Gamma_{o,d}}{10}} \). Therefore, based on Shannon’s capacity, the achievable data rate of the A2G link can be defined as \( R_{o,d} = B_o \log_2(1 + \Gamma_{o,d}) \), where \( B_o \) is the transmission bandwidth of the origin node \( o \).

For the A2A links, we consider orthogonal channel allocation among all UAVs and, hence, the signal-to-noise ratio (SNR) between UAVs \( j \) and \( i \) is given by \( \Gamma_{j,i} = \frac{P_{j,i}}{10^{\frac{\gamma_o - \Gamma_{o,d}}{10}}} \). The capacity of the A2A link is \( R_{j,i} = B_j \log_2(1 + \Gamma_{j,i}) \), where \( B_j \) is the transmission bandwidth of UAV \( j \).

Therefore, the achievable end-to-end rate of UAV \( j \) along a multi-hop path \( p_j \) in the DL direction, \( R^\text{DL}_{j}(p_j) \), corresponds to the minimum of the rates achievable over \( N \) hops, as given below [14]:
\[
R^\text{DL}_{j}(p_j) = \min_{n=1,\ldots,N} R^\text{DL}_{j,k_{j,n+1}},
\]
where \( R^\text{DL}_{j,k_{j,n+1}} \) corresponds to the rate over link \( j_{k_{j,n+1}} \) in the DL direction. Similarly for \( R^\text{UL}_{j}(p_j) \), the achievable rate in the UL direction along path \( p_j \).

B. Problem formulation

Given this network, our objective is to form an aerial backhaul network that allows each UAV \( j \) to be connected to the gateway node \( n \) via at most one path, denoted as \( p_j \), whenever this path exists. To realize this, we consider the formation of a bidirectional tree structure rooted at the gateway node \( n \). We let \( \beta_{j,i} = 1 \) if link \( ji \) is formed between UAVs \( j \) and \( i \), and \( 0 \), otherwise and \( \alpha_{j,n} = 1 \) if link \( jn \) is formed between UAV \( j \) and the gateway node \( n \), and \( 0 \), otherwise. Therefore, the centralized optimization problem can be formulated as follows:

\[
\max_{\alpha_{j,n}, \beta_{j,i}} \sum_{j=1}^{J} \phi_j (\alpha_{j,n}, \beta_{j,i}),
\]
\[
s.t.
\sum_{i=1,i\neq j}^{J} \beta_{j,i} + \alpha_{j,n} \geq 1 \quad \forall j, \quad \sum_{j=1}^{J} \alpha_{j,n} \geq 1,
\]
\[
\sum_{j=1}^{J} (\alpha_{j,n} + \beta_{j,i}) = J, \quad \alpha_{j,n} \in \{0, 1\}, \quad \beta_{j,i} \in \{0, 1\} \quad \forall j, n.
\]

where \( \phi_j (\alpha_{j,n}, \beta_{j,i}) \) corresponds to the utility function of UAV \( j \) along its path \( p_j \) [8] guarantees the formation of at least one path for each UAV \( j \) to the gateway node \( n \) (via direct or multi-hop). The left-most constraint in [8] ensures that UAV \( j \) is connected to at least another UAV \( i \) in the network or to the gateway node \( n \). The right-most constraint in [8] guarantees that at least one UAV \( j \) is connected to the gateway node \( n \). [9] limits the maximum number of formed edges in the network to \( J \), the number of available UAVs. Thus, [8] and [9], avoid the formation of cycles/loops in the network and therefore guarantee the formation of a tree structure rooted at the gateway node. [10] represents the feasibility constraints.

Note that, although a fully centralized approach can be used to form the aerial backhaul network, the need for a distributed solution is desirable for our problem as it has several advantages. For instance, a centralized control system suffers from the single-point failure problem and hence can be a bottleneck for communication and security. On the other hand, a distributed approach does not rely on a single controller which, if compromised (due to malicious attacks or failures), can disrupt the operation of the entire network. Further, a centralized approach
requires the controller to communicate with all UAVs at all time. This might not be feasible in case the UAVs belong to different operators. Moreover, it can yield significant overhead and complexity, namely in networks with a rapidly changing environment due to the mobility of UAVs or incoming traffic load. Note also that, due to the change in the network topology, a UAV might not be always reachable from the controller. Given these reasons, a distributed approach for network formation is needed, as proposed next.

III. NETWORK FORMATION GAME

Our main objective is to provide a distributed approach that can model the interactions among UAVs that seek to form the aerial multi-hop backhaul network. For this purpose, we adopt the analytical framework of network formation games [15], [16] which involves a number of independent decision makers that interact with each others in order to form a suited network graph that connects them. For our proposed game, the agents correspond to the set of UAVs and the action space of each UAV is defined as the set of links which UAV j can delete or form. Therefore, we consider an undirected graph G(V, E) with V being the set of all vertices (J UAVs and gateway node n) that will be present in the graph and E the set of all edges (links) that connect different pairs of nodes. Each undirected link ji ∈ E between two nodes j and i corresponds to the DL/UL traffic flow between these nodes. Given any network G(V, E), the path pj, from UAV j to the gateway node n is defined as a sequence of nodes j1, ..., jk (in V) such that j1 = j, jk = n and each undirected link jkJk+1 ∈ E for each k ∈ {1, ..., K - 1}.

Therefore, each UAV j aims at optimizing its own utility by selecting an appropriate path that connects it to the backhaul gateway node through other UAVs. Subsequently, the UAVs can act as source nodes transmitting the received SBSs/gateway node packets to the gateway node/SBSs through one or more hops in the formed graph. The resulting network graph G is highly dependent on the goals, objectives, and incentives of each UAV. For instance, the number of hops can have an impact on the end-to-end delay, scalability, and throughput and therefore, can affect the performance of the resulting network. Next, we define the proposed utility function for our game.

A. Utility function

The utility of each UAV j is a function of the network topology and the set of links formed among different UAVs. To this end, we propose a utility function that captures key metrics such as rate, delay, and number of relayed packets.

1) Achievable data rate: To maximize the performance of the SBSs, each UAV j aims at maximizing its end-to-end achievable data rate along its path pj in the DL and UL directions, denoted as R^DLj,pj(G) and R^ULj,pj(G) respectively.

2) Number of relayed packets: To provide incentives for UAVs to route each others packets, each UAV j is given a positive utility equivalent to the number of packets it transmits/relays successfully to/from the gateway node via DL and UL, P^DLj,pj(G) and P^ULj,pj(G), respectively. These packets correspond to the packets originating from the set Sj of SBSs connected to UAV j and from all other UAVs that are connected to UAV j.

3) Delay cost: We define τj(pj, G) as the average delay over path pj = {j1, ..., jk} from SBS s connected via UAV j to the core network (or vice versa) given by [16]:

\[ τ_j(p_j, G) = \sum_{(j_k, j_{k+1}) \in E_j} \left( \frac{R_{j_k,j_{k+1}}}{\mu_{j_k,j_{k+1}}(\mu_{j_k,j_{k+1}})^{-1} + \rho_{j_k,j_{k+1}}} \right) \],

where \( R_{j_k,j_{k+1}} = A_{j_k} + \Delta_{j_k} \) is the total packet arrival rate (packets/sec) traversing link (jk, jk+1) \( \in p_j \) between UAV jk and UAV jk+1 and originating from the set Sj of SBSs connected to UAV jk, Ajk and from all other UAVs that are connected to UAV jk, jk+1 (considering the Kleinrock approximation [17]). \( \Lambda_j \) is defined as \( \Lambda_j = \sum_{s \in S_j} \lambda_s \), where \( \lambda_s \) corresponds to the average arrival rate of the traffic of SBS s and \( \Delta_{jk} \) is defined as \( \Delta_{jk} = \sum_{s \in S_j} \Lambda_j \), where \( \Lambda_j \) is the set of SBSs that have a link formed with UAV j, \( \mu_{j_k,j_{k+1}} = R_{j_k,j_{k+1}}/\upsilon \) is the service rate over link (jk, jk+1) where \( R_{j_k,j_{k+1}} \) is the rate of the direct transmission between UAV j and UAV j + 1 and \( \upsilon \) is the packet length. According to [17], the delay will be infinite when \( \mu_{j_k,j_{k+1}} < \Lambda_j \).

4) Total utility: Hence, the utility function \( U_j(p_j, G) \) of UAV j along path \( p_j \) for \( S_j \neq \emptyset \), is defined as:

\[ U_j(p_j, G) = (R_j^{DL}(p_j, G) + R_j^{UL}(p_j, G)) \]

\[ + \delta_j \left( \frac{P_j^{DL}(p_j, G) + P_j^{UL}(p_j, G)}{\gamma_j \tau_j^{DL}(p_j, G) + \tau_j^{UL}(p_j, G)} \right) \],

where \( \delta_j \) and \( \gamma_j \) are multi-objective weights.

Note, here that there is no incentive for any UAV j to be disconnected from the gateway node, otherwise, its delay cost and thus its utility function would be infinite. Therefore, for any network formation algorithm, the resulting tree graph of our proposed game is always connected.

B. Pairwise stability

Given the fact that, in network formation games, the consent of two nodes is required to form a single link, the stability of the outcome can be more accurately characterized by considering bilateral deviations. To satisfy this requirement, we consider the notion of pairwise stability that was introduced in [15].

Definition 1. A network G is pairwise stable with respect to the proposed utility function \( U_j(p_j, G) \) if:

1) for all \( ji \in E \), \( U_j(p_j, G) \geq U_j(p_j - ji, G - ji) \) and \( U_j(p_j, G) \geq U_j(p_j - ji, G - ji) \) then \( U_j(p_j - ji, G - ji) < U_j(G) \), where \( G \) refers to deleting link \( ji \) from G and \( G + ji \) refers to adding link \( ji \) to G.

Definition 2. When a network G is not pairwise stable, it is said to be defeated by G' if either G' = G + ij and 2) is violated for ij, or if G' = G - ij and 1) is violated for ij.

Therefore, a given backhaul graph is pairwise stable if there is no incentive for any UAV j to break a link that is formed with another UAV i (unilateral deviation) and no pair of UAVs j and i have an incentive to establish a new link (bilateral deviation). Under pairwise stability, one can ensure that each UAV j will not change its link formation strategy and therefore guarantee the promised performance for other UAVs in the network, and more specifically, to those connected to it or belong to its path pj. Moreover, given that the graph resulting from our proposed network formation game is always a tree structure, G is pairwise stable if and only if no pair of UAVs can profitably deviate by simultaneously breaking one link and forming another. In
other words, given UAVs \( j \) and \( i \) and any link \( jk \in \mathcal{E} \), let \( G^j = G - jk + ji \), \( p^j_k = p_j - jk + ji \) and \( p^j_i = p_i + ji \) then:

\[
U_j(p_j, G) < U_j(p^j_k, G^j) \Rightarrow U_i(p_i, G) > U_i(p^j_i, G^j).
\]  

(13)

Note, however, that pairwise stable networks may not always exist. In particular, this occurs when each network is defeated by some adjacent network, and that these improving paths form cycles with no undefeated networks existing.

**Definition 3.** An improving path is a sequence of networks \( \{G_1, G_2, \ldots, G_k\} \) where each network \( G_k \) is defeated by the subsequent network \( G_{k+1} \).

**Definition 4.** A cycle is an improving path \( \{G_1, G_2, \ldots, G_k\} \) such that \( G_1 = G_k \).

Consequently, a network is pairwise stable if and only if it has no improving paths emanating from it. In fact, for any network graph \( G \), there exists either a pairwise stable network (or more) or a cycle of networks \([18]\). For network formation games, given that the strategy space is typically discrete, it is customary to characterize pairwise stable networks using an algorithmic approach, as the derivation of closed-form equilibrium policies is not possible \([15]\). As such, next, we propose a dynamic network formation algorithm that is guaranteed to reach a pairwise stable network upon convergence.

**IV. Distributed Dynamic Network Formation**

To allow UAVs to adapt their location based on the resulting formed graph, we first incorporate the notion of virtual (artificial) force field in our proposed network formation algorithm.

**A. Virtual force field**

Given the initial locations of the UAVs, the formation of an aerial backhaul network might not be feasible in case UAVs are located outside each others’ communication range. Therefore, to adjust the location of UAVs based on the links they want to form, a dynamic and self-organizing approach that allows adaptation to the dynamics of the network, is necessary. In this regard, we adopt the notion of virtual forces for UAVs \([19]\).

A virtual force field allows a UAV to adjust its location by exerting forces of attraction and repulsion towards other UAVs. For our model, we consider the SNR as a metric for updating virtual force vector even if they are not within each other’s communication range. Therefore, given the strategies of each UAV, its corresponding location is updated as follows:

\[
x_j' = x_j + \hat{F}_j^x, \quad y_j' = y_j + \hat{F}_j^y, \quad \text{and} \quad z_j' = z_j + \hat{F}_j^z,
\]

(19)

where \( x_j \) and \( y_j \) are the initial and updated x-coordinate of UAV \( j \), and \( z_j' \) is the x-component of \( \hat{F}_j \). Consequently, this location update procedure improves the achievable data rate for each UAV along its path and thus ensures an efficient backhauling process.

**B. Dynamic network formation algorithm**

Taking into account the location update of UAVs based on the defined virtual forces, we propose a myopic dynamic network formation algorithm. In particular, myopic agents update their strategic decisions considering only the current state of the network without taking into account the future evolution of the network. To ensure the formation of a tree network architecture, link addition can be seen as link replacement and thus the strategy space of UAV \( j \) can be regarded as either a delete operation or a replace operation using which UAV \( j \) replaces its previously connected link with its parent node (if it exists) with a new link. Let \( \mathcal{W} \) denote the set of possible nodes with which UAV \( j \) can possibly form or delete a link. We refer to \( w \in \mathcal{W} \) as the activated node which corresponds to any of the other \( (J-1) \) UAVs or the gateway node \( \Gamma \). The adopted rules for the formation of the undirected network graph are:

1) UAV \( j \) can add a link with node \( w \) if both nodes \( j \) and \( w \) agree to add this link i.e., link addition is bilateral. Link \( jw \) is formed via a link replacement strategy if \( U_j(p_j - jl + jw, G - jl + jw) > U_j(p_j, G) \) and \( U_w(p_w + jw, G - jl + jw) > U_w(p_w, G) \) where node \( j \) corresponds to the parent node of UAV \( j \) (if it exists).

2) UAV \( j \) can delete link \( jw \) if \( U_j(p_j - jw, G - jw) > U_j(p_j, G) \) i.e., link deletion can be unilateral.

3) Link replacement or deletion do not occur simultaneously. Note that the gateway node is considered to be a passive agent in our game.
For our network formation dynamics, we consider initially a star topology for $G_0$. Each iteration of our proposed algorithm consists of $J$ rounds during which the UAVs engage in the network formation game in an arbitrary but sequential order. At a given round, UAV $j$ chooses randomly (following a uniform distribution) another node $w$ and takes an action with respect to $w$. Following the network formation rules, if link $jw$ exists between the two nodes, then node $j$ can delete this link if its beneficial for it. If link $jw$ is deleted, a repulsive force $\vec{F}_{R,jw}$ is exerted from UAV $w$ towards UAV $j$ thus returning UAV $w$ to its initial location, in case of location update during previous iterations. On the other hand, if link $jw$ does not exist, then UAV $j$ can split from its parent node $l$ and add link $jw$, if such a change is beneficial for both UAV $j$ and the activated node $w$. Here, both nodes $j$ and $w$ can communicate with each other via a direct temporarily communication link that is established in order to decide whether link $jw$ should be formed. Note that an attractive force $\vec{F}_{A,jw}$ is exerted from UAV $j$ towards node $w$ in case the corresponding two nodes are not within each other’s communication range. If, at the end of the round, both nodes agree on the formation of link $jw$, UAV $j$ updates its location to the current position. Otherwise, a repulsive force $\vec{F}_{R,jw}$ is exerted from UAV $j$ towards node $w$, thus returning UAV $j$ to its initial position at the beginning of this round. Note that $\vec{F}_{A,jw}$ and $\vec{F}_{R,jw}$ are exerted only when node $w$ is not the gateway node. At the end of each round, UAV $j$ and the activated node $w$ update their corresponding location and path and broadcast such information to all other UAVs. After the convergence of the network formation algorithm, the UAVs are connected through a tree structure rooted at the gateway node. Consequently, data packets from/to the SBSs to/from the core network can now be transmitted using the resulting formed network tree structure $G_{\text{final}}$. The convergence complexity of our proposed myopic network formation algorithm is $O(J^2)$. A summary of the proposed algorithm is given in Algorithm 1.

Given the definition of pairwise stability and the proposed network formation rules, it can be clearly seen that, if the network formation process converges to a final network $G$, then $G$ must be pairwise stable. However, proving the convergence of the network formation rules is challenging. In fact, if a pairwise stable network does not exist, then the proposed algorithm would involve cycles of networks which are randomly visited over time [15]. Therefore, using simulation, we show in the following section that our proposed algorithm will converge.

## V. Simulation Results and Analysis

For our simulations, we consider a 5 km $\times$ 5 km square area in which we randomly deploy a number of SBSs and UAVs. Table I summarizes the main simulation parameters. Note that the bandwidth per UAV is defined as the ratio of the total channel bandwidth $B$ to the number of UAVs. All statistical results are averaged over 1000 independent runs.

Table I

| Parameters | Values | Parameters | Values |
|------------|--------|------------|--------|
| Max transmit power ($P_c$) | 20 dBm | SNR threshold (\$) | 5 dB |
| Channel bandwidth ($\nu$) | 40 MHz | Speed of light ($c$) | 2.998 $\times$ 10^8 m/s |
| Noise variance ($\sigma^2$) | -90 dBm | Carrier frequency ($f_c$) | 2 GHz |
| Carrier frequency ($f_c$) | 2 GHz | Packet arrival rate ($\nu$) | 10 |
| Initialize location ($\eta_0$) | 0.13 | Packet size ($\nu$) | 2000 bits |

**Algorithm 1: Proposed network formation algorithm.**

**Initialization:**
Consider initially a star network $G_0$ where each UAV $j$ is connected to the gateway node via a direct link.

**Myopic network formation:**
While $G$ has not yet converged to a stable network, do

In a random but sequential order, the UAVs engage in the network formation game.

1. **Step 1.** UAV $j$ activates another node $w$, in a random fashion but following a uniform distribution.

   if $jw \in E$ then
   Step 2. UAV $j$ deletes link $jw$ if $U_j(p_j - jw, G - jw) > U_j(p_j, G)$. if link $jw$ is deleted then
   Step 3. A repulsive virtual force $\vec{F}_{R,jw}$ is exerted from UAV $w$ towards UAV $j$ thus returning UAV $w$ to its initial location.
   end if
   end if

   if $jw \notin E$ then
   if UAV $j$ and node $w$ are not within each other’s communication range then
   Step 4. An attractive virtual force $\vec{F}_{A,jw}$ is exerted from UAV $j$ towards node $w$ thus updating the location of UAV $j$.
   end if
   if $jw \notin E$ then
   Step 5. UAV $j$ establishes a temporarily communication link with node $w$. if $U_j(p_j - j + jw, G - j + jw) > U_j(p_j, G)$ and $U_w(p_w + jw, G - j + jw) > U_w(p_w, G)$ where node $l$ corresponds to the parent node of UAV $j$ (if it exists) then
   Step 6. Link $jw$ is formed via a link replacement strategy.
   else
   Step 7. A repulsive virtual force $\vec{F}_{R,jw}$ is exerted from UAV $j$ towards node $w$ thus returning UAV $j$ to its initial location, in case of location update at Step 6.
   end if
   end if
   Step 8. UAV $j$ and node $w$ broadcast their updated locations and paths to all other nodes in the network.
   end while

**Fig. 1.** Snapshot of a tree graph formed using the proposed algorithm for a network with $J = 10$ randomly deployed UAVs. Circles represent target areas having one or multiple SBSs.
respectively, from (i.e., iterations) are required prior to convergence. For instance, network design for wireless networks. We have formulated the resulting from our approach is practically reasonable. For a particular UA V_j, the number of possible paths to the gateway node form links with other UAVs having better channel conditions. Here, note that the rate of the A2A links is higher than that of the A2G links due to the availability of a LoS communication links between different UAVs as well as the orthogonal channel allocation. Therefore, although more hops are formed, the average achieved rate over the multi-hop path is improved as compared to a direct link having weaker channel conditions. This in turn results in a higher service rate and thus a lower delay over the formed path. Here, note that the transmission bandwidth of each UAV is a function of the number of UAVs in the network. This in turn justifies the decrease in the average rate per UAV for both schemes as the number of UAVs increases. Fig. 2 (b) demonstrates that, although the delay for both schemes increases as the number of UAVs in the network increases from 5 to 20, the speed at which the delay increases for our proposed scheme (12.6%) is much smaller compared to that of the star network (29.3%). This is due to the fact that, for a given UAV j, the number of possible paths to the gateway node increases as the number of UAVs increases.

Fig. 3 shows the minimum, average, and maximum number of iterations needed till convergence of our proposed network formation algorithm as the number of UAVs increases. From Fig. 3 we can see that our proposed network formation algorithm converges after a number of iterations and therefore a stable graph is reached. Moreover, we can note that as the number of UAVs increases, the total number of iterations required for the convergence of the algorithm increases. This result is due to the fact that, as J increases, the number of possible activated nodes w for a particular UAV j increases, and, thus, more actions (i.e., iterations) are required prior to convergence. For instance, the minimum, average and maximum number of iterations vary, respectively, from 4, 7.2, and 23 at J = 5 UAVs up to 18, 81, and 170 at J = 20 UAVs. Here, it is worth noting that practical UAV-based backhaul solutions will typically use only a relatively small number of UAVs, thus the convergence time resulting from our approach is practically reasonable.

VI. CONCLUSION

In this paper, we have proposed a novel UAV-based backhaul network design for wireless networks. We have formulated the problem as a network formation game in which the UAVs seek to form a multi-hop aerial network that connects SBSs to the core network. In particular, each UAV can take an individual decision to optimize its utility by exploiting the possible paths that connect it to the gateway node. To solve the game, we have proposed a distributed myopic algorithm which is guaranteed to reach a pairwise stable network if converged. Simulation results have shown that the proposed approach yields significant performance gains in terms of delay and rate.
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