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Abstract

We prove exterior energy lower bounds for (nonradial) solutions to the energy-critical nonlinear wave equation in space dimensions $3 \leq d \leq 5$, with compactly supported initial data. In particular, it is shown that nontrivial global solutions with compact spatial support must be radiative in the sense that at least one of the following is true:

1. $\int_{|x|>|t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx \geq \eta_1(u) > 0$, for all $t \geq 0$ or all $t \leq 0$,

2. $\int_{|x|>\varepsilon+|t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx \geq \eta_2(\varepsilon, u) > 0$, for all $t \in \mathbb{R}, \varepsilon > 0$.

In space dimensions 3 and 4, a nontrivial soliton background is also considered. As an application, we obtain partial results on the rigidity conjecture concerning solutions with the compactness property, including a new proof for the global existence of such solutions.

1 Introduction

We consider the focusing energy-critical wave equation in $\mathbb{R}^{1+d}, 3 \leq d \leq 5$,

\[
\begin{aligned}
\partial_t^2 u - \Delta u - |u|^4 u &= 0, \\
|u|_{t=0} = u_0 &\in H^1, \quad \partial_t u|_{t=0} = u_1 \in L^2.
\end{aligned}
\]  

(1.1)

In the important work of Duyckaerts, Kenig and Merle [9], soliton resolution for radial solutions to (1.1) with uniformly bounded $H^1 \times L^2$ norm in $d=3$ is established. The key step of the proof there is a characterization of the ground-state solution $W = \left(1 + \frac{|x|^2}{d(d-2)}\right)^{1-d}$ as, up to rescaling and sign change, the only nonzero radial solution that does not satisfy the so-called channel of energy inequality. Among other results, it is shown in [9] that, for any nonzero radial global solution $u$ to (1.1) in $d=3$, if $u$ is not identical to $\pm \lambda^2 W(\lambda x)$ for any $\lambda > 0$ and any sign + or −, then there exists $A > 0$ and $\eta > 0$ such that, for all $t \geq 0$ or for all $t \leq 0$,

\[
\int_{|x|>A+|t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx \geq \eta.
\]  

(1.2)
Soliton resolution along a sequence of times for (1.1) without the radial symmetry assumption is proved in [7]. Recently, the radial soliton resolution theorem in all odd space dimensions is established in [15]. Variations of the channel of energy estimate (1.2) have continued to play essential roles in these works.

Do we have channel of energy estimates similar to (1.2) in the nonradial setting? As remarked in [7], bounds of the same strength are not expected to be true, partly due to the fact that, even for the linear wave solutions, there is an infinite dimensional subspace of \( H^1 \times L^2 \) for which (1.2) fails for \( A > 0 \).

In odd space dimensions, there is a lower bound for linear wave solutions in the exterior of the double light cone \( |x| > |t| \), i.e., with \( A = 0 \) in (1.2), see e.g., [8, Proposition 2.7]. Note that it is difficult to extend this property to the nonlinear setting using perturbative arguments, unless there are smallness assumptions. In [13], further results are proved for the linear wave equation with a potential obtained by linearizing (1.1) at the ground state \( W \), still in odd space dimensions. For more results on channels of energy for linear waves, we refer to the recent work [5].

The channel of energy estimates are closely related to the rigidity conjecture for solutions satisfying the compactness property. Equation (1.1) admits infinitely many stationary solutions \( Q \in H^1(\mathbb{R}^d) \), that is, finite-energy solutions to

\[-\Delta Q = |Q|^\frac{4d-2}{d}Q.\]

Taking the Lorentz transform of such a steady-state, one obtains travelling wave solutions (or solitons) to (1.1) for arbitrary \( l \in \mathbb{R}^d \) with \( |l| < 1 \):

\[Q_l(t, x) = Q \left( P_2 x + \frac{1}{\sqrt{1 - |l|^2}} P_1 (x - lt) \right),\]

with

\[P_1 = l \otimes l, \quad P_2 = I - P_1.\]

We say that a solution satisfies the compactness property, if there exist functions \( \lambda(t) > 0, x(t) \in \mathbb{R}^d \), defined for \( t \in (T^-(u), T^+(u)) \), such that the set

\[K = \{ (\lambda(t)^{-1} u(t, \lambda(t) \cdot + x(t)), \lambda(t)^{\frac{d}{2}} u(t, \lambda(t) \cdot + x(t)) : t \in (T^-(u), T^+(u)) \},\]

is precompact in \( H^1 \times L^2 \). Here \( (T^-(u), T^+(u)) \) is the maximal lifespan of \( u \). The rigidity conjecture states that any solution to (1.1) with the compactness property is a travelling wave, see, e.g., [14] and [12]. It has been proved that if \( u \) satisfies the compactness property, then \( -T^-(u) = T^+(u) = +\infty \) (see Corollary 5 and Remark 6), and moreover, \( u \) is nonradiative in each time direction (see, e.g., [14, Section 2]): for any \( A \in \mathbb{R} \),

\[\lim_{t \to \pm \infty} \int_{|x| > A + |t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx = 0.\]

In other words, for solutions with the compactness property, channel of energy estimates cannot hold. Clearly, travelling waves \( Q_l \) satisfy the compactness property and are, in particular, nonradiative. In order to solve the rigidity
conjecture, a natural strategy is to prove that any (global) solution to (1.1) which is not identical to a travelling wave is radiative, in the sense that (1.2) holds for some $A \in \mathbb{R}$.

We are now ready to present the main results. It turns out that (1.2) holds for the nonlinear problem (1.1) for an arbitrary $A < 0$ if $u$ is a nontrivial global solution with $(u_0, u_1)$ compactly supported. For one particular time direction only, (1.2) still holds for a sufficiently negative $A$. Moreover, the results are valid even with a soliton background in $d = 3$ and $d = 4$. A direct consequence is that such solutions do not satisfy the compactness property. Note that no symmetry or size restrictions on the initial data are required here.

**Theorem 1** (Energy channel with compactly supported initial data). Under either of the assumptions

(i) $3 \leq d \leq 5$, $\emptyset \neq \text{supp}(u_0, u_1) \subset \overline{B_R}$ for some $R > 0$.

(ii) $d = 3$ or $4$, $\emptyset \neq \text{supp}(u_0 - Q_l(0, \cdot), u_1 - \partial_t Q_l(0, \cdot)) \subset \overline{B_R}$ for some $R > 0$ and a travelling wave solution $Q_l$.

the statements (A) and (B) on the solution $u$ to (1.1) are both true.

(A) Suppose $-T^-(u) = T^+(u) = +\infty$, then at least one of the following holds:

(A1) there exists $\eta_1(u) > 0$ such that for all $t \geq 0$ or all $t \leq 0$,

$$\int_{|x| > |t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx \geq \eta_1.$$  

(A2) for any $\varepsilon > 0$, there exists $\eta_2(\varepsilon, u) > 0$ such that for all $t \in \mathbb{R}$,

$$\int_{|x| > \varepsilon + |t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx \geq \eta_2.$$  

(B) Suppose $T^+(u) = +\infty$, then there exists $\eta_3(u) > 0$ such that for all $t \geq 0$,

$$\int_{|x| > -R+t} (|\partial_t u|^2 + |\nabla u|^2) \, dx \geq \eta_3.$$  

Remark 2. Unlike the existing results in the radial setting [9] or in the linear setting [8, Proposition 2.7], the numbers $\eta_{1,2,3}$ in Theorem 1 may be arbitrarily small with respect to the energy of the initial data.

Remark 3. In our proof, the main obstruction for extending the result to $A \geq 0$ is Hörmander’s geometric pseudoconvexity condition in unique continuation theory. Under the assumption (i), if for some $A \geq 0$,

$$\lim_{t \to +\infty} \int_{|x| > A+t} (|\partial_t u|^2 + |\nabla u|^2) \, dx = 0,$$

then we can prove the vanishing of $u$ in

$$\{(t, x) : |x|^2 - (t + A)^2 > R^2 - A^2, \ t \geq 0\}.$$  

On the other hand, for linear waves, using Holmgren’s unique continuation theorem (see [21, Theorem 1.6]) instead of Hörmander’s, we can obtain a larger vanishing region

$$\left\{(t, x) : |x| > \left| t - \frac{R-A}{2} \right| + \frac{R+A}{2}, \ t \geq 0 \right\}.$$  

3
Remark 4. We do not assume the uniform boundedness of the $\dot{H}^1 \times L^2$ norm for $u$ in the above results.

Next, we give an application of the above channel of energy properties to the rigidity conjecture mentioned earlier.

**Corollary 5.** For $3 \leq d \leq 5$, let $u$ be a solution to (1.1) with the compactness property. Then $(T^-, T^+) = (-\infty, +\infty)$. Moreover, $u$ cannot satisfy either of the assumptions (i) and (ii) from Theorem 1.

**Remark 6.** This global existence statement was first obtained in [10]. We provide a different proof for this result, based on Theorem 1. Solutions to (1.1) under either of the assumptions (i) and (ii) from Theorem 1 cannot satisfy the compactness property, and moreover, if they are global in one time direction with uniformly bounded $\dot{H}^1 \times L^2$ norm, the scattering profile constructed in [11] must be nontrivial.

Our main tools are the conformal inversion for the Minkowski spacetime which brings the null infinities to the light cone ($|y| = |s|$) (see Section 3), and the unique continuation theory established in [20] and [6]. Unique continuation from infinity results have appeared in the works [2, 3]. The method in [3] establishes uniqueness results for the linear operator $\Box + V$ assuming global pointwise bounds on smooth solutions and the potential $V$ in the exterior region $|x| > |t|$. The focusing superconformal equation (1.1) is not covered by the analysis there, see [3, Section 1.1.2]. In [2], curved spacetime is treated and vanishing to infinite order at the null infinities are required. Our new observation here is that, the vanishing of energy in the null infinity and the critical regularity in the current setting are just sufficient for the application of continuation from infinity arguments. In particular, we reduce the problem to an ill-posed characteristic problem studied in, e.g., [17, Theorem 1.1] and [22], where vanishing data are given on two transversal characteristic surfaces for the wave operator $\Box = \partial_t^2 - \Delta_x$.

In Section 2, we recall some known facts on Carleman estimates and unique continuation, as well as localized well-posedness results for nonlinear wave equations with variable coefficients. In Section 3, we apply the conformal inversion transform to (1.1). In Section 4, we prove regularity and vanishing properties for a transformed solution assuming the decay of energy for the original solution in the null directions. The proofs will be concluded in Section 5.

## 2 Preliminaries

### 2.1 Carleman estimates and unique continuation

One of the key tools in our analysis is the unique continuation theory for the wave operator with a critical potential. To recall the key ideas, we consider an oriented hypersurface in $\mathbb{R}^n$ defined by a smooth function $\phi$, $\Gamma = \{\phi = 0\}$. Denote the two sides of $\Gamma$ by $\Gamma^+ = \{\phi > 0\}$ and $\Gamma^- = \{\phi < 0\}$.

**Definition 7.** We say that the unique continuation property across the hypersurface $\Gamma$ holds for a differential operator $P(x, D)$ if for each $x_0 \in \Gamma$ there exists a neighbourhood $V$ of $x_0$ such that: if $u$ is a solution to $P(x, D)u = 0$ in $V$ with $u = 0$ in $\Gamma^+ \cap V$, then $u = 0$ near $x_0$. 


Unique continuation for the wave operator requires a geometric pseudoconvexity condition on the hypersurface $\Gamma$ (or equivalently on $\phi$). The full definition of the pseudoconvexity condition for general operators can be found in [20, Definition 8.2] or [21, Definition 4.7]. For the operator $\Box$, the definition is simpler if restricted to the noncharacteristic case.

**Definition 8.** We say that the oriented hypersurface $\Gamma$ (with $\Gamma^+$ understood as above), or equivalently the defining function $\phi$, is noncharacteristic and strongly pseudoconvex at point $(t, x) \in \Gamma$ with respect to $\Box$, if both statements below are satisfied in a $\Gamma$-neighbourhood of $(t, x)$.

1. $-(\partial_t \phi)^2 + |\nabla_x \phi|^2 \neq 0$,
2. For any $(p, \xi) \in TV$ with $\xi$ null, $\partial^2_\xi \phi|_p = \xi^i \xi^j \partial_i \partial_j \phi|_p > 0$.

Note that the standard timelike hyperboloids $\Gamma$ defined by $\phi_0 = |x|^2 - t^2 - a^2 = 0$ with either orientations rest on the borderline of pseudoconvexity. For our purpose, three kinds of strongly pseudoconvex surfaces will be used. For each $\phi_k$ below, $\Gamma = \{\phi_k = 0\}$ with $\Gamma^+ = \{\phi_k > 0\}$ satisfies Definition 8 at every point $p \in \Gamma$.

1. $\phi_1 = (|x| + \delta)^2 - t^2 - a^2, 0 < \delta < a$.
2. $\phi_2 = -(|x| - \delta)^2 + t^2 + a^2, \delta > 0$, in $|x| > \delta$.
3. $\phi_3 = |x| - a, a > 0$.

Next we state an important unique continuation theorem, which generalizes the classical results of Hörmander [16], and Kenig, Ruiz and Sogge [18].

**Lemma 9.** Let $\phi$ be a noncharacteristic and strongly pseudoconvex function with respect to $\Box$ in $\mathbb{R}^{d+1}$. Then there exists $\tau_0 > 0$ such that, for compactly supported $u$ and $\tau > \tau_0$, we have

$$\|e^{\tau \phi} u\|_{L^2_x L^2_t} \leq C_d \|e^{\tau \phi} \Box u\|_{L^2_x L^2_t}.$$

(2.1)

where $C_d$ is independent of $\tau$. As a consequence, unique continuation for (sufficiently regular) solutions $u$ to $(\Box + V)u = 0$ across smooth noncharacteristic and strongly pseudoconvex hypersurfaces holds for potentials $V \in L^{2(d+1)}_{t,x}$. The proof of this theorem is quite involved, see [20, Theorems 8.14 and 8.15] or [6]. The minimal regularity requirement on $u$ is $\Box u \in L^{2(d+1)}_{t,x}, u \in L^{2(d+1)}_{t,x}$, and $\partial_t u \in L^{2(d+1)}_{t,x}$. The last condition shows up because, in the proof of unique continuation, (2.1) must be applied to $\chi u$ where $\chi$ is a suitable smooth cutoff function. Hence, one needs

$$\Box(\chi u) = \chi \Box u + 2\partial_t \chi \partial_t u - 2\nabla_x \chi \cdot \nabla_x u + u \Box \chi \in L^{2(d+1)}_{t,x}.$$

(2.2)

See, e.g., [21, Theorem 9.24] for the standard arguments.
2.2 Localized well-posedness for NLW with variable coefficients

It is well-known that the NLW equation (1.1) is locally well-posed using Strichartz norms $\|u\|_{L_t^{2(d+1)} L_x^{\frac{2(d+1)}{d}}} + \|D_x^\alpha u\|_{L_t^{\frac{2(d+1)}{d}} L_x^{\frac{2(d+1)}{d}}} \leq C(\|u_0\|_{H^s} + \|u_1\|_{L^2})$, see, e.g., [19]. Using the universal extension operator for Sobolev spaces (see [1, Section 7.69]) and the finite speed of propagation for linear wave equation, this result can be localized in a truncated backward light cone $K_{T,T_0} := \{(t,x) : 0 \leq t \leq T_0, |x| \leq T-t\}$ with $T_0 < T$.

Lemma 10. Consider the following NLW equations:

- $3 \leq d \leq 5$, $\partial_t^2 u - \Delta u = F(t,x)|u|^{\frac{4}{d-2}} u$.
- $d = 3$, $\partial_t^2 u - \Delta u = \sum_{j=1}^5 F_j^{(3)}(t,x) u^j$.
- $d = 4$, $\partial_t^2 u - \Delta u = \sum_{j=1}^3 F_j^{(4)}(t,x) u^j$.

with initial data in the ball,

$$u|_{t=0} = u_0 \in H^1(B_T(0)), \quad \partial_t u|_{t=0} = u_1 \in L^2(B_T(0)).$$

We assume that all coefficients involved, i.e., $F, F_j^{(3)}, F_j^{(4)}$ are uniformly bounded and continuous in spacetime. Then we have the following well-posedness results localized in $K_{T,T_0}$:

- **(Local well-posedness)** There exists a unique maximal solution in $K_{T,T_0}$ satisfying $(u, \partial_t u) \in C([0,T^+), H^1 \times L^2(B_{T^-}))$, $T^+ \in (0,T_0]$, and for any $T' < T^+$,

  $$u \in L_t^{\frac{4(d+1)}{d+3}} L_x^{\frac{2(d+2)}{d+3}}(K_{T,T'}) .$$

Interpolation also gives $u \in L_t^{\frac{2(d+1)}{d+3}} L_x^{\frac{2(d+2)}{d+3}}(K_{T,T'})$.

- **(Small-data well-posedness)** There exists a constant $\delta$ depending on $T$, $T_0$ and the $C^3$-norm of the coefficients such that if $\|((u_0,u_1))_{H^1 \times L^2(B_T)} < \delta$, then in the above result, $T^+ = T_0$.

- **(Blow-up/regularity criterion)** Suppose that the coefficients $F, F_j^{(3)}, F_j^{(4)}$ are $\frac{1}{2}$-Hölder continuous in $\mathbb{R}^d$ uniformly in time. If the solution blows up before $T_0$, i.e., $T^+ < T_0$, then

  $$\|u\|_{L_t^{\frac{2(d+1)}{d+3}} L_x^{\frac{2(d+2)}{d+3}}(K_{T,T^+})} = +\infty .$$

The results are formulated using inhomogeneous Sobolev norms for the sake of Sobolev extension. The proof is based on the following localized Strichartz estimates for linear wave equation $\Box u = F$ in $K_{T,T_0}$ which follows easily from the corresponding estimates on whole space, Sobolev extension and finite speed of propagation,

$$\|((u, \partial_t u))_{C_t(H^1 \times L^2)(K_{T,T_0})} + \|u\|_{L_t^{\frac{4(d+1)}{d+3}} L_x^{\frac{2(d+2)}{d+3}}(K_{T,T_0})} \lesssim \|((u_0, u_1))_{H^1 \times L^2(B_T)} + \|F\|_{L_t^1 L_x^2(K_{T,T_0})} ,$$  \hspace{1cm} (2.3)
and

\[ \|(u, \partial_t u)\|_{C^r_t(H^1 \times L^2)(K,T,T_0)} + \|u\|_{L^2_t(L^{d+1}_x \times L^{d+1}_x)(K,T,T_0)} + \|u\|_{L^{d+2}_t(L^{2d+2}_x)(K,T,T_0)} \lesssim \|(u_0, u_1)\|_{H^1(H^1 \times L^2(B_T))} + \|F\|_{L^{d+1}_t(W^{2d+1}_x)} \cdot (2.4) \]

The rest of the proof follows the same arguments for the Cauchy problem, see [19, Chapter 1] for details.

It is interesting to apply the more sophisticated methods in [4] to extend our results to \( d = 6 \), which we do not pursue here. In the proof of Theorem 1, the main obstruction for extending to high dimensions \( d > 7 \) is the low regularity of the coefficients in a transformed equation, see (3.6) below.

### 3 Conformal inversion

In order to obtain unique continuation from infinity results, we have to use the following coordinate change which is conformal with respect to the Minkowski metric. Under the notations of Theorem 1, define \( w = u - Q_t \), where \( Q_t \) is set as 0 if \( u \) satisfies the assumption (i) from Theorem 1. By assumption, \( \text{supp}(w(0, \cdot), \partial_t w(0, \cdot)) \subset \overline{B}_R \) for some \( R > 0 \). Since \( Q_t \) is a solution to (1.1), using the principle of finite propagation speed, \( \text{supp}(w) \subset \overline{B}_{R + |t|} \) for any \( t \in (T^-(u), T^+(u)) \). Suppose that \( T^+(u) = +\infty \) and we shall work in the positive times direction \( t \geq 0 \).

Using the coordinate change

\[ t = \frac{s}{|y|^2 - s^2}, \quad x = \frac{y}{|y|^2 - s^2}, \tag{3.1} \]

we define the transformed solution

\[ v(s,y) = \left(|y|^2 - s^2\right)^{-\frac{3}{2}} w\left(\frac{s}{|y|^2 - s^2}, \frac{y}{|y|^2 - s^2}\right) \tag{3.2} \]

in \(|y| > |s|\). (This definition of \( v \) in the region \(|y| < |s|\) will not be used.) To see that the coordinate change \((t, x) \mapsto (s, y)\) is a conformal transformation, we set

\[ \begin{cases} 
\rho = |x| + t, \sigma = |x| - t, \\
\bar{\rho} = |y| + s, \bar{\sigma} = |y| - s.
\end{cases} \tag{3.3} \]

It follows that, with \( r = |x|, \bar{r} = |y| \),

\[ \begin{align*}
\partial_t & = \frac{1}{2}(\partial_r + \partial_t), \quad \partial_\sigma = \frac{1}{2}(\partial_r - \partial_t), \\
\partial_\rho & = \frac{1}{2}(\partial_r + \partial_\rho), \quad \partial_\sigma = \frac{1}{2}(\partial_r - \partial_\sigma). \tag{3.4}
\end{align*} \]

In terms of \( \rho, \sigma \) variables, the above coordinate change is equivalent to \( \bar{\rho} = \sigma^{-1}, \bar{\sigma} = \rho^{-1} \), and one can check that \( dt^2 - dx^2 = \rho^2 \sigma^2 (ds^2 - dy^2) \). The null infinity in \((t, x)\) coordinates is mapped to the null cone \(|y| = |s|\).
Figure 1: Spacetime diagrams in $(s, y)$ and $(t, x)$ coordinates. The gray regions represent the null channel \( \{R^{-1} - s \leq |y| \leq A^{-1} - s, |y| > s \geq 0\} \leftrightarrow \{A + t \leq |x| \leq R + t, t \geq 0\} \). The red solid lines in $(s, y)$ coordinates correspond to the null infinities along the channel. The initial data of $v$ and $w$ vanish in the corresponding blue domains.

To derive the equation for $v$, we compute

\[
\Box_{t,x} = (\partial_t + \partial_r)(\partial_t - \partial_r) - \frac{d - 1}{r} \partial_r - \frac{1}{r^2} \Delta_\omega \\
= -4 \partial_r \partial_\sigma - \frac{2(d - 1)}{\rho + \sigma} (\partial_\rho + \partial_\sigma) - \frac{4}{(\rho + \sigma)^2} \Delta_\omega \\
= -4 \rho^2 \sigma^2 \partial_\sigma \partial_\rho + \frac{2(d - 1) \rho \sigma}{\rho + \sigma} (\sigma^2 \partial_\sigma + \rho^2 \partial_\rho) - \frac{4 \rho^2 \sigma^2}{(\rho + \sigma)^2} \Delta_\omega \\
= \rho^2 \sigma^2 \Box_{s,y} + 2(d - 1) \rho \sigma (\rho \partial_\rho + \sigma \partial_\sigma),
\]

where $\Delta_\omega$ is the Laplace operator in the angular variables. Also notice that

\[
\Box_{s,y}(\rho \sigma)^{d-1} = -2(d - 1)^2 (\rho \sigma)^{d-1}
\]
Hence,
\[
\Box_{t,x} w = \Box_{t,x} \left( (\bar{\rho} \vec{\sigma}) \frac{\partial w}{\partial t} \right) \\
= \bar{\rho}^{\frac{d+1}{2}} \frac{\partial \vec{\sigma}}{\partial x} \Box_{s,y} v - 2(d-1)(\bar{\rho} \vec{\sigma}) \frac{\partial w}{\partial t} - 2(d-1)(\bar{\rho} \vec{\sigma}) \left( \bar{\rho} \partial_{\rho} + \bar{\sigma} \partial_{\sigma} \right) v \\
+ 2(d-1)\bar{\rho} \vec{\sigma} (\bar{\rho} \partial_{\rho} + \bar{\sigma} \partial_{\sigma}) \left( (\bar{\rho} \vec{\sigma}) \frac{d-1}{2} \right) v \\
= \bar{\rho}^{\frac{d+1}{2}} \frac{\partial \vec{\sigma}}{\partial x} \Box_{s,y} v. \tag{3.5}
\]

Now consider the following three cases:

**Case I**: \(Q_t = 0\). In this case, \(w\) is identical to \(u\). Using (3.5) and (1.1), \(v\) satisfies a wave equation with variable coefficients in the exterior region \(|y| > |s|\),
\[
\Box_{s,y} v = (|y|^2 - s^2) \frac{\partial}{\partial t} |v| \frac{1}{|y|^2} v. \tag{3.6}
\]

We consider the solution \(\tilde{v}\) to the Cauchy problem
\[
\begin{cases}
\Box_{s,y} \tilde{v} = (|y|^2 - s^2) \frac{\partial}{\partial t} |\tilde{v}| \frac{1}{|y|^2} \tilde{v}, \\
\tilde{v}|_{s=0} = v_0, \quad \partial_s \tilde{v}|_{s=0} = v_1,
\end{cases} \tag{3.7}
\]
with initial data given by \(v\),
\[
v_0(y) = |y|^{-d+1} u(0, \frac{y}{|y|^2}), \quad v_1(y) = |y|^{-d} \partial_t u(0, \frac{y}{|y|^2}). \tag{3.8}
\]

Here, \((|y|^2 - s^2)_+ = 1_{|y| > |s|} \cdot (|y|^2 - s^2)\). The transformed data \((v_0, v_1)\) vanish in \(B_{R^{-1}}\) thanks to the compact support assumption of \(w\), and moreover,
\[
\|v_0\|_{H^1_x} \leq C_d R \|u(0, \cdot)\|_{H^1_x}, \quad \|v_1\|_{L^2_x} \leq C_d R \|\partial_t u(0, \cdot)\|_{L^2_x}. \tag{3.9}
\]

By Lemma 10, problem (3.7) is well-posed locally in spacetime — although the coefficient \((|y|^2 - s^2) \frac{\partial}{\partial x} \frac{1}{|y|^2}\) is not uniformly bounded, the local existence holds in finite backward cones. Using the support of \((v_0, v_1)\) and finite speed of propagation, we have
\[
\tilde{v} = 0, \quad \text{in } |y| + |s| \leq R^{-1}. \tag{3.10}
\]

Since the coordinate change is locally smooth for \(|y| > |s|\) and
\[
u \in L^\infty_{t,x} \left( [0, T] \times \mathbb{R}^d \right), \tag{3.11}
\]
for any \(T > 0\), we deduce that
\[
v \in L^\infty_{t,y} \left( (|y| - \delta \geq s \geq 0, |y| + s \leq \delta^{-1}) \right), \tag{3.12}
\]
for any \(\delta > 0\). By the finite speed of propagation and Lemma 10, we have
\[
\tilde{v} = v, \quad \text{in } |y| > |s| \geq 0, \tag{3.13}
\]
and they are locally regular in $|y| > s \geq 0$ in the sense that for any $\delta > 0$,

$$
(v, \partial_t v) \in C_s(H^1_y \times L^2_y) \left(|y| - \delta > s \geq 0, |y| + s \leq \delta^{-1}\right), \quad (3.14)
$$

$$
v \in L^{2(\delta+2)}_t L^{\frac{2(d+2)}{d}}_y \left(|y| - \delta > s \geq 0, |y| + s \leq \delta^{-1}\right). \quad (3.15)
$$

In the sequel we do not distinguish between $\tilde{v}$ and $v$. Due to the singularity in the coordinate change, we can not set $\delta = 0$ in the above results directly. In other words, the regularity of $v$ at the forward light cone with $|y| = s > (2R)^{-1}$ is not clear at this moment. Even though the coefficient in the nonlinearity degenerates at $|y| = s$, it still allows Type I (ODE) blow-up at first glance. This issue will be treated in the next section.

**Remark 11 (Lifespan of $v$).** Due to (3.10) and (3.14)–(3.15), $v$ is locally regular in $[0, (2R)^{-1}) \times \mathbb{R}^d$. Such a time of existence can be improved slightly as follows. Using the smallness of $\|(v_0, v_1)\|_{H^1 \times L^2}$ in the domain $B_{R^{-1}+\delta}$ for small $\delta > 0$, and the small-data well-posedness result in Lemma 10, we know that $v$ is regular in the cone $|y| + |s| < R^{-1} + \delta$. Combined with (3.14)–(3.15), we see that $v$ is locally regular in $[0, (2R)^{-1} + \delta/2) \times \mathbb{R}^d$. We will further improve this time interval in Section 4, assuming decay of energy in the null channels. This remark applies to the next two cases as well.

**Case II:** $Q_t \neq 0$, $d = 3$. By (1.1), $w = u - Q_t$ satisfies the equation

$$
\Box_{s,y} w = 5Q_t^4 w + 10Q_t^3 w^2 + 10Q_t^2 w^3 + 5Q_t w^4 + w^5. \quad (3.16)
$$

Let

$$
\overline{Q}_t(s, y) = Q_t \left(\frac{s}{|y|^2 - s^2}, \frac{y}{|y|^2 - s^2}\right), \quad (3.17)
$$

and, for simplicity, write $I = |y|^2 - s^2$. By (3.5), the equation

$$
\Box_{s,y} v = 5I^{-2} \overline{Q}_t^4 v + 10I^{-1} \overline{Q}_t^3 v^2 + 10I^2 \overline{Q}_t^2 v^3 + 5I \overline{Q}_t v^4 + I^2 v^5
$$

$$
=: \sum_{j=1}^{5} G_j^{(3)} v^j. \quad (3.18)
$$

holds in $|y| > |s|$. Extend $G_j^{(3)}$ by zero into $|y| < s$. Similar to Case I, we consider the solution $\tilde{v}$ to the Cauchy problem

$$
\left\{
\begin{array}{l}
\Box_{s,y} \tilde{v} = \sum_{j=1}^{5} G_j^{(3)} \tilde{v}^j, \\
\tilde{v} \big|_{s=0} = v_0, \quad \partial_s \tilde{v} \big|_{s=0} = v_1,
\end{array}
\right. \quad (3.19)
$$

with initial data $(v_0, v_1)$ defined as in (3.8) with $u$ replaced by $w$. (3.9)–(3.15) with $u$ replaced by $w$ are still valid for similar reasons. Again, identify $\tilde{v}$ and $v$, so that $v$ may be extended into the region $|y| \leq s$.

Next, we prove the regularity of $G_j^{(3)}$ at the light cone $|y| = s$, so that local well-posedness theory can be applied to (3.19). Let us recall the smoothness and decay properties of the steady-states $Q$ which are summarized in [12, Section 3]. For both $d = 3$ and $d = 4$, $Q \in C^\infty(\mathbb{R}^d)$, and for any $\alpha \in \mathbb{N}^d$,

$$
|\partial^\alpha_x Q(x)| \lesssim_{\alpha,Q} |x|^{-d+2-2|\alpha|}, \quad |x| \geq 1. \quad (3.20)
$$
Denote 
\[ K(Q) = \sup_{x \in \mathbb{R}^d} \{ |x|^{d-2} |Q(x)| + |x|^{d-1} |\nabla Q(x)| \} < +\infty. \] (3.21)
Without loss of generality, consider \( l = (l_1, 0, 0, 0) \) so that
\[ Q_l(t, x) = Q \left( \frac{x_1 - l_1 t}{\sqrt{1 - l_1^2}}, x_2, x_3 \right). \] (3.22)
Then, in \( |y| > s \geq 0 \),
\[ |Q_l(s, y)| = \left| Q \left( I^{-1} - \frac{l_1 s}{\sqrt{1 - l_1^2}}, I^{-1} y_2, I^{-1} y_3 \right) \right| \leq K(Q) \left( \left( \frac{y_1 - l_1 s}{\sqrt{1 - l_1^2}} \right)^2 + y_2^2 + y_3^2 \right)^{1/2} \lesssim K(Q) |y|^{-\frac{1}{2}}. \] (3.23)
For the last line, we used the inequality
\[ \left( \frac{y_1 - l_1 s}{\sqrt{1 - l_1^2}} \right)^2 + y_2^2 + y_3^2 \gtrsim |y|^2, \quad \text{for} \ |y| > s \geq 0, \] (3.24)
with constant depending only on \( l_1 \), which can be proved by considering two separate cases \( |y_1| > \frac{1 + l_1^2}{2} |y| \) and \( |y_1| \leq \frac{1 + l_1^2}{2} |y| \). Similarly, we have, in \( |y| > s \geq 0 \),
\[ \left| \nabla_y Q_l(s, y) \right| \lesssim \left( I^{-1} + I^{-2} |y|^2 \right) \left| (\nabla_y Q) \left( I^{-1} - \frac{l_1 s}{\sqrt{1 - l_1^2}}, I^{-1} y_2, I^{-1} y_3 \right) \right| \lesssim K(Q) \left( I^{-1} + I^{-2} |y|^2 \right)^{\frac{1}{2}} \lesssim K(Q). \] (3.25)
From (3.18), (3.23) and (3.25), we deduce, in \( |y| > s \geq 0 \),
\[ \left| G_j^{(3)}(s, y) \right| \lesssim K(Q) (Q)^{5-j} I^{2} |y|^{j-5} \leq K(Q) (Q)^{5-j} |y|^{j-1}, \quad 1 \leq j \leq 5, \] (3.26)
and
\[ \left| \nabla_y G_j^{(3)}(s, y) \right| \lesssim K(Q) (Q)^{5-j} |y|^{j-2}, \quad 1 \leq j \leq 5. \] (3.27)
In particular, (3.26) shows that \( G_j^{(3)} \) is continuous at \( |y| = s > 0 \) after extending by 0 into \( |y| < s \). Note that the singularity for \( \nabla_y G_j^{(3)} \) is irrelevant since \( v \) is supported away from the spacetime origin. The method here will also be useful in the proof of Lemma 12.

CASE III: \( Q_l \neq 0 \), \( d = 4 \). By (1.1), \( w \) satisfies the equation
\[ \Box_{t,x} w = 3Q_l^2 w + 3Q_l w^2 + w^3. \] (3.28)
Define \( v \) as above, then
\[
\Box_{s,y} v = 3I^{-2}Ql^2 v + 3I^{-\frac{1}{2}}Ql v^2 + Iv^3
\]
\[=:\sum_{j=1}^{3} G_j^{(4)} v^j. \tag{3.29} \]

As before, we extend \( G_j^{(4)} \) by zero into \( \{y \mid |y| < s \} \), and view \( v \) as a solution to the corresponding Cauchy problem, and (3.9)–(3.15) with \( u \) replaced by \( w \) are still valid. Similar to the derivation of (3.26) and (3.27), here we obtain, in \(|y| > s \geq 0, \mid \mid G_j^{(4)}(s, y) \mid \mid \leq K(Q)^{3-j} |y|^{j-1}, 1 \leq j \leq 3, \tag{3.30} \)

and
\[
\mid \nabla_y G_j^{(4)}(s, y) \mid \leq K(Q)^{3-j} |y|^{j-2}, 1 \leq j \leq 3. \tag{3.31} \]

Similarly, (3.30) shows that \( G_j^{(4)} \) is continuous at \(|y| = s > 0 \) after extending by 0 into \(|y| < s \).

4 Regularity and vanishing of \( v \) on the light cone

A crucial preparation for the application of unique continuation later is the nontrivial regularity of \( v \) on the forward light cone. According to Section 2, at least we will need \( \Box v \in L^{\frac{2(d+1)}{d-1}}(\Omega), v \in L^{\frac{2(d+1)}{d}}(\Omega), \) and \( \partial_{s,y} v \in L^{\frac{2(d+1)}{d+3}}(\Omega) \) where \( \Omega \) is the domain (containing certain parts of the forward light cone) to carry out unique continuation. The last condition on \( \partial_{s,y} v \) is equivalent to certain weighted estimates on \( \partial_t x u \) at null infinity which do not follow from standard Strichartz estimates. In this section, the maximal regularity of \( v \) will be obtained using the decay of \( H^1 \times L^2 \) energy for \( u \) in the (future) null channel and the transformed equations (3.7), (3.19) and (3.29). Then, we prove a key vanishing result for \( v \) in certain spacetime domains.

Lemma 12. Under either of the assumptions from Theorem 1 on the initial data \((u_0, u_1)\), suppose for some \( A > 0, \)
\[
\lim_{t \to +\infty} \int_{|x| > A + t} (|\partial_t u|^2 + |\nabla u|^2) \, dx = 0, \tag{4.1} \]
then the transformed solution \( v \) (defined in section 3) satisfies
\[
\|v\|_{L^\frac{2(d+1)}{d+3} (\mathcal{B})} < \infty, \tag{4.2} \]
where \( \mathcal{B} = \{|y| > s > 0, 0 < |y| + s < A^{-1}\} \).

Proof. By assumption, for a sufficiently large time \( t = M_0 > 0, \)
\[
\int_{|x| > A + t, t = M_0} (|\partial_t u|^2 + |\nabla u|^2) \, dx \leq \delta_0, \tag{4.3} \]
where $\delta_0$ is a small number to be chosen later. Consider the time-shifted and rescaled solutions
\[
\begin{align*}
\v{t, x} = M_0^{\frac{d}{2} - 1} u(M_0 t + M_0, M_0 x), \\
Q(t, x) = M_0^{\frac{d}{2} - 1} Q(t_0 + M_0, M_0 x).
\end{align*}
\]
Here, $Q$ is set as 0 if $u$ satisfies the assumption (i) from Theorem 1. Then
\[
\v{t, x} - Q(t, x)
\]
has initial data compactly supported in $B_{M_0^{-1}(R + M_0)}$.

By the decay of $Q$, and choosing $M_0$ large, we can ensure that
\[
\int_{|x| > A + t, t = M_0} (|\partial_1 w|^2 + |\nabla w|^2) \, dx \leq 2\delta_0. \tag{4.4}
\]
Applying the transform in Section 3 to $\v{t, x}$, we construct a solution $\v{t, x}$ to (3.7), (3.19) or (3.29) with initial data given by
\[
\begin{align*}
\v{0}(y) &= |y|^{-d+1} w(0, y |y|^2), \\
\v{1}(y) &= |y|^{d-1} \partial_1 w(0, y |y|^2).
\end{align*} \tag{4.5}
\]
Note that $v(0) = v(1) = 0$ for $|y| < M_0(R + M_0)^{-1}$. Direct computation shows that
\[
\begin{align*}
\int_{|y| < \frac{M_0}{M_0 + M_0}} \left( |v(0)|^2 + |\nabla y v(0)|^2 \right) \, dy \\
\leq \left( \frac{M_0}{R + M_0} \right)^{-2} \int_{|x| > A + M_0} \left( |\partial_1 w(0, x)|^2 + |\nabla w(0, x)|^2 \right) \, dx \\
= \left( \frac{M_0}{R + M_0} \right)^{-2} \int_{|x| > A + M_0} \left( |\partial_1 w(0, x)|^2 + |\nabla w(0, x)|^2 \right) \, dx \\
\leq 2 \left( \frac{M_0}{R + M_0} \right)^{-2} \delta_0. \tag{4.6}
\end{align*}
\]
By choosing $\delta_0$ and $\frac{1}{M_0}$ sufficiently small, the last line can be arbitrarily small,

Case I: $Q = 0$. Recall that $v(M_0)$ solves the equation (3.7). Applying (4.6) and the small-data well-posedness result in Lemma 10 to (3.7), we get $v(M_0)$ is regular in the backward cone $C = \{|y| + |s| < \frac{M_0}{M_0 + M_0}, s \geq 0\}$. In particular, we have the energy and Strichartz estimates,
\[
\partial_s v(M_0) \in L^\infty_t L^2_y(C), \quad v(M_0) \in L^\infty_t L^2_{s,y}(C). \tag{4.7}
\]

Case II: $Q \neq 0$, $d = 3$. $v(M_0)$ solves the equation (3.19) with $Q$ replaced by $Q(M_0)$. Without loss of generality, consider $l = (l_1, 0, 0, 0)$. Note that
\[
Q(M_0)(t, x) = Q(M_0) \left( \frac{x_1 - l_1 t}{\sqrt{1 - l_1^2}}, x_2, x_3 \right), \tag{4.8}
\]
where $Q(M_0)$ is a new steady-state,
\[
Q(M_0)(x_1, x_2, x_3) = M_0^{\frac{2}{d} - 1} Q \left( M_0 \left( x_1 - \frac{l_1}{\sqrt{1 - l_1^2}} \right), M_0 x_2, M_0 x_3 \right). \tag{4.9}
\]
We need an estimate similar to (3.26) but with \( K(Q) \) modified. Let
\[
\tilde{l} = \left( \frac{l_1}{\sqrt{1-l_1^2}}, 0, 0 \right),
\]
then we have, for \(|x| > t+1\),
\[
\left| \left( \frac{x_1 - l_1 t}{\sqrt{1-l_1^2}}, x_2, x_3 \right) - \tilde{l} \right| \geq c_0 > 0,
\]
with \( c_0 \) depending only on \( l_1 \).

Define
\[
\tilde{K}(Q) = \sup_{x \in \mathbb{R}^d, |x| \geq c_0} \{ |x|^{d-2}Q(x) + |x|^{d-1}|
abla Q(x)| \} < +\infty.
\]
\[\text{For } (s, y) \in C, \text{ the corresponding } (t, x) \text{ satisfies } |x| > t+1. \]

\[
\text{Repeating the proof of (3.26) and (3.27), we see that they still hold with } (s, y) \in C \text{ and with } K(Q) \text{ replaced by } \tilde{K}(Q). \text{ Using the decay of } Q, \text{ one can check that,}
\]
\[
\tilde{K}(Q^{(M_0)}) \to 0, \text{ as } M_0 \to \infty.
\]

Hence, by choosing \( M_0 \) large, we can apply the small-data well-posedness result to \( v^{(M_0)} \) localized in \( C \) and deduce the same bounds in (4.7).

CASE III: \( Q_t \neq 0, d = 4. \) This case is similar to Case II above: by choosing \( M_0 \) large, using the small-data well-posedness result for \( v^{(M_0)} \), the regularity estimates (4.7) are again valid.

Next, we use that, in \( \{|y| > s \geq 0\} \cap \{t = I^{-1}s \geq M_0\} \), \( v^{(M_0)} \) and \( v \) are related by
\[
v(s, y) = M_0^{1-\frac{d}{2}} \frac{1}{J} \left( \frac{s-I M_0}{M_0 J}, \frac{y}{M_0 J} \right),
\]
where \( J = |y|^2 + (s + M_0^{-1})^2 \). For \(|y| = s > 0, J > 0. \) The mapping
\[
(s, y) \mapsto (s', y') = \left( \frac{s-I M_0}{M_0 J}, \frac{y}{M_0 J} \right)
\]
is non-singular at the forward light cone \( |y| = s > 0 \) and sends \( \{ (2R)^{-1} < |y| = s < (2A)^{-1} \} \) to \( \{ \frac{M_0}{2(R+A)} < |y'| = s' < \frac{M_0}{2(A+M_0)} \} \). Combining (4.7), (4.13) and (3.12), we deduce
\[
v \in \mathcal{L}^{2(d+1)}_{s,y}(\mathcal{B}).
\]

\[
\text{Lemma 13. Under the assumptions of Lemma 12, we have, as } M \to +\infty,
\]
\[
\int_{\Sigma_M} |v|^2 \, ds \,dy \lesssim_{A,R} \int_{\Sigma_M} |(\partial_s + \partial_{|y|})v|^2 \, ds \,dy \to 0.
\]

where \( \Sigma_M = \{|y| - s = M^{-1}, R^{-1} < |y| + s < A^{-1}, s > 0\} \).
Proof. Recall that \( w = u - Q_t \) and the case \( Q_t = 0 \) is included. Multiplying (1.1) by \( \partial_t u \) we have

\[
\partial_t \left( \frac{1}{2} |\partial_t u|^2 + \frac{1}{2} |\nabla u|^2 \right) - \text{div} (\partial_t u \nabla u) = \partial_t \left( \frac{d - 2}{2d} |u|^\frac{2d}{d-2} \right). \tag{4.16}
\]

For any \( M > R, A \leq B < R \), integrate (4.16) in the spacetime domain

\[ U_{M,B} = \{ |x| + t \geq 2M + B, B \leq |x| - t \leq R, t \leq M \}. \]

Since \( \partial U_{M,B} \) consists of three parts,

\[
\Sigma_{1,M,B} = \{ M + \frac{B - R}{2} \leq t \leq M, |x| + t = 2M + B \},
\]

\[
\Sigma_{2,M,B} = \{ t = M, M + B < |x| < R + M \},
\]

\[
\Sigma_{3,M,B} = \{ M + \frac{B - R}{2} \leq t \leq M, |x| - t = R \},
\]

we deduce the energy estimate,

\[
\begin{align*}
\int_{\Sigma_{1,M,B}} \left( \frac{1}{2} |(\partial_t - \partial_r)u|^2 + \frac{1}{2} \left| \frac{\partial_x u}{r} \right|^2 - \frac{d - 2}{2d} |u|^\frac{2d}{d-2} \right) \, dt \, dS \\
= \int_{\Sigma_{2,M,B}} \left( \frac{1}{2} |\partial_u u|^2 + \frac{1}{2} |\nabla u|^2 - \frac{d - 2}{2d} |u|^\frac{2d}{d-2} \right) \, dx \\
- \int_{\Sigma_{3,M,B}} \left( \frac{1}{2} |(\partial_t + \partial_r)u|^2 + \frac{1}{2} \left| \frac{\partial_x u}{r} \right|^2 - \frac{d - 2}{2d} |u|^\frac{2d}{d-2} \right) \, dt \, dS \\
=: I_2 + I_3.
\end{align*} \tag{4.17}
\]

Here, \( dS \) is the volume element on spheres. By the compact support assumptions, on \( \Sigma_3 \), \( u = Q_t \) and \( w = 0 \). By (3.20) and (1.3), in \( d = 3, 4 \) all three integrals in (4.17) with \( u \) replaced by \( Q_t \) decay to zero as \( M \to \infty \). In \( d = 5 \), we only consider \( Q_t = 0 \). Hence, with \( \varepsilon(M) \) representing a sequence of numbers converging to 0 (uniformly in \( B \)) as \( M \to \infty \), we have \( I_3 = \varepsilon(M) \). By (4.1) and Sobolev embedding, we also have \( I_2 = \varepsilon(M) \) as \( M \to \infty \). Hence,

\[
\int_{\Sigma_{1,M,B}} \left( \frac{1}{2} |(\partial_t - \partial_r)u|^2 + \frac{1}{2} \left| \frac{\partial_x u}{r} \right|^2 - \frac{d - 2}{2d} |u|^\frac{2d}{d-2} \right) \, dt \, dS = \varepsilon(M). \tag{4.18}
\]

It is shown in [7, Lemma 3.2] that the trace of \( |u|^\frac{2d}{d-2} \) on the light cone \( |y| = s \) is well-defined. Hence the integral

\[
T_{M,B} := \int_{\Sigma_{1,M,B}} \left( \frac{1}{2} |(\partial_t - \partial_r)w|^2 + \frac{1}{2} \left| \frac{\partial_x w}{r} \right|^2 \right) \, dt \, dS \tag{4.19}
\]

is finite and continuous in \( B \). By definition, \( T_{M,B} = 0 \) for \( B = R \). By Sobolev embedding on \( \Sigma_{1,M,B} \) and the compact support of \( w \), we have

\[
\int_{\Sigma_{1,M,B}} \frac{d - 2}{2d} |w|^\frac{2d}{d-2} \, dt \, dS \lesssim T_{M,B}. \tag{4.20}
\]
Hence, using (4.18), the decay of $Q_t$ and a continuous induction argument in $B$, we get that $T_{M,B} \leq \varepsilon(M)$ for all $B \in [A, R]$. In particular, we have

$$\int_{\Sigma_{1,M,A}} |(\partial_t - \partial_x)w|^2 dtdS = \varepsilon(M). \quad (4.21)$$

By the definition (3.2) of $v$ and (4.21),

$$\int_{\Sigma_{1,M,A}} |(\partial_x + \partial_y)v|^2 dsdy = \varepsilon(M).$$

where $\Sigma_{1,M,A} = \{|y| - s = (2M + A)^{-1}, R^{-1} < |y| + s < A^{-1}, s > 0\}$. Redefining $M$, and using Poincaré’s inequality we get the conclusion. \hfill \Box

**Corollary 14.** Under the assumptions of Lemma 12, $v$ is locally regular up to $s = (2A)^{-1}$, and vanishes in $\{(s, y) : |y| \leq s < (2A)^{-1}\}$.

**Proof.** Take a large truncated backward light cone $K = \{|y| < T - s, 0 \leq s \leq T_0\}$ with $T > 4A^{-1}$, $T_0 = T/2$ and we apply Lemma 10 in $K$ to the equation of $v$, that is, (3.7), or (3.19), or (3.29). By Remark 11, $v$ is locally regular up to $s = (2R)^{-1} + \delta$ for some $\delta > 0$.

Suppose that the solution $v$ in $K$ blows up at time $(2R)^{-1} < T^+ < (2A)^{-1}$, let us derive a contradiction. For any $T' < T^+$, we know that

$$\|(v, \partial_v)\|_{C^r(H^{1} \times L^{2})((K \cap (s \leq T'))) + \|(v)\|_{L^{4/2} L^{5/2}((K \cap (s \leq T')))} < +\infty. \quad (4.22)$$

Using [7, Lemma 3.2], the trace of $|v|^{\frac{2(d+1)}{d-2}}$ is well-defined on the part of forward light cone $L = \{|y| = s\} \cap \{s < T^+\}$. Lemma 13 and (3.10) shows that $v = 0$ on $L$. Now notice that $\Box v = 0$ in the region $\{(s, y) : |y| < s < T^+\}$, and the energy flux across $L$ is zero. Using (3.10) and the energy identity\footnote{To justify this identity for $v$, one can use smooth approximations as in the proof of [7, Lemma 3.2]. Note that the local solutions in Lemma 10 depend continuously on the initial data and on the coefficients.} for any $(2R)^{-1} < T' < T^+$,

$$\int_{\Sigma_1} \left( \frac{1}{2} |\partial_t v|^2 + \frac{1}{2} |\nabla v|^2 \right) dx - \int_{\Sigma_2} \left( \frac{1}{2} |\partial_x v|^2 + \frac{1}{2} |\nabla v|^2 \right) dx$$

$$= \int_{\Sigma_3} \left( \frac{1}{2} (\partial_t + \partial_y)v + \frac{1}{2} \frac{\partial_\nu v}{r} \right) dtdS, \quad (4.23)$$

where

$$\Sigma_1 = \{s = T', |y| < T'\},$$

$$\Sigma_2 = \{s = (2R)^{-1}, |y| < (2R)^{-1}\},$$

$$\Sigma_3 = \{(2R)^{-1} < s = |y| < T'\},$$

we deduce that $v = 0$ for $|y| < s < T^+$. Hence, using Lemma 12 and (3.12) we have

$$v \in L^{\frac{2(d+1)}{d-2}}(K \cap \{s < T^+\}). \quad (4.24)$$

This is a contradiction with the blow-up criterion in Lemma 10. The conclusion of the lemma now follows. \hfill \Box
5 Proof of the main results

Proof of Theorem 1. Recall that \( w = u - Q_t \) and \( v \) is the extended transformed solution introduced in Section 3. By assumption (i) (where \( Q_t \) is set as zero) or (ii), \( w \) has compact spatial support.

Statement (A): The proof is divided into three steps.

Step 1: we prove the vanishing of \( w \) outside a timelike hyperboloid assuming that \( \text{supp } (w_0, w_1) \subset B_R \) and

\[
\lim_{t \to \pm\infty} \int_{|x| > |t|} \left( |\partial_t u|^2 + |\nabla u|^2 \right) \, dx = 0. \tag{5.1}
\]

Using (5.1) and Corollary 14 with arbitrary \( A > 0 \), we know that \( v \) is global for positive times, and vanishes inside the forward light cone \( \{(s, y) : s > |y|\} \). On the other hand, the compact support of \( w \) implies that \( v \) vanishes in the backward cones \( \{(s, y) : |s| + |y| \leq R - 1\} \). As a result, we are in a similar geometric setting as those considered in [17, Theorem 1.1] and [22]. For our purpose, we have to find the maximal range of unique continuation. The regularity for \( v \) proved in Corollary 14 ensures that, for any compact \( K \subset \{(s, y) : s \geq 0\} \),

\[
|\nabla_{s,y} v| \in L^\infty_{s,y}(K), \quad v \in L^{2(d+1)}_{s,y}(K). \tag{5.2}
\]

Case I: \( Q_t = 0 \). The equation (3.7) for \( v \) can be written as

\[
(\square + V_1)v = 0, \quad V_1 = (||y|^2 - s^2|^{d-1} ||u||^{d-2}). \tag{5.3}
\]

By (5.2), we have

\[
V_1 \in L^{2(d+1)}_{s,y}(K). \tag{5.4}
\]

Case II: \( Q_t \neq 0, d = 3 \). The equation (3.19) for \( v \) can be written as

\[
(\square + V_2)v = 0, \quad V_2 = \sum_{j=1}^{5} G_j^{(3)} v^{j-1}. \tag{5.5}
\]

By (5.2) and (3.26), we also have

\[
V_2 \in L^{2(d+1)}_{s,y}(K). \tag{5.6}
\]

Case III: \( Q_t \neq 0, d = 4 \). The equation (3.29) for \( v \) can be written as

\[
(\square + V_3)v = 0, \quad V_3 = \sum_{j=1}^{3} G_j^{(4)} v^{j-1}. \tag{5.7}
\]

By (5.2) and (3.30), we also have

\[
V_3 \in L^{2(d+1)}_{s,y}(K). \tag{5.8}
\]

Hence, in each case, we are ready to apply Lemma 9. To find the optimal unique continuation range, we define the strongly pseudoconvex foliation

\[
\Gamma_{a, \delta} := \{ -(|y| - \delta)^2 + (s - 2\delta)^2 + a^2 = 0, |y| > \delta, s > 0 \}, \quad \tag{5.9}
\]
with $0 < a^2 < (R^{-1} - \delta)^2 - 4\delta^2$ and $0 < \delta \ll R^{-1}$. The orientation here is given by
\[
\Gamma^+_{a, \delta} := \left\{-(|y| - \delta)^2 + (s - 2\delta)^2 + a^2 > 0, s > 0\right\}.
\]
When $a$ is sufficiently small, $v$ vanishes in a neighbourhood of $\Gamma^+_{a, \delta}$. For each $0 < a^2 < (R^{-1} - \delta)^2 - 4\delta^2$, we know that $\Gamma^+_{a, \delta} \cap \text{supp } v$ is compact. Lemma 9 and a continuous induction argument in $a$ gives $v = 0$ in $\Gamma^+_{R^{-1} - \delta, \delta}$. The arbitrariness of $\delta$ gives that $v = 0$, for $|y|^2 - s^2 < R^{-2}, s \geq 0$. (5.10)

By (5.10), going back to the $(t, x)$ coordinates, we deduce that $w = 0$, for $|x|^2 - t^2 > R^2, t \geq 0$. (5.11)

The condition $t \geq 0$ in (5.11) can be removed by applying the same argument to the time-reversed version of $u$ and using (5.1).

\[\begin{array}{c|c}
|y| = 0 & s = R^{-1} \\
\end{array}\]

Figure 2: In $(s, y)$ coordinates. Using the vanishing of $v$ in the gray region, we prove the vanishing of $v$ in the blue region. The red curves represent the strongly pseudoconvex hypersurfaces $\Gamma_{a, \delta}$.

**Step 2**: we prove a weaker energy channel property: it is impossible that
\[
\lim_{t \to \pm \infty} \int_{|x| > \frac{R}{2} + |t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx = 0. \tag{5.12}
\]

Let us argue by contradiction, suppose (5.12) holds. Without loss of generality, assume $\text{supp } (w_0, w_1) \subset B_R$ and there is a point $x_0 \in \text{supp } (w_0, w_1)$ with $|x_0| = R$. By Step 1, for any small $k > 0$, there exists $\nu(k) > 0$ such that
\[
w = 0, \quad \text{for } |x| > k|t| + R, |t| < \nu(k). \tag{5.13}
\]

In the above unique continuation argument, we only need (5.12) for $\varepsilon = 0$. The same method can be applied to the time-shifted solutions $T_{\tau} w(t, x) := w(t + \tau, x) = u(t + \tau, x) - Q(t + \tau, x), |\tau| < \varepsilon$. According to (5.13), for $\tau < \nu(k)$, the support of $(T_{\tau} w(0, \cdot), \partial_t T_{\tau} w(0, \cdot))$ is contained in $B_{\frac{R}{2} + |\tau| + R}$. The number $\nu(k)$ in (5.13) can be chosen such that (5.13) holds with $R$ slightly varied. Similar to (5.13) we have
\[
T_{\tau} w = 0, \quad \text{for } |x| > k|t| + R + k|\tau|, |t| < \nu(k). \tag{5.14}
\]
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Induction in $\tau$ gives
\[ w = 0, \quad \text{for } |x| > k|t| + R, \quad |t| < \frac{\varepsilon}{4} \]  
\hspace{1cm} (5.15)

By the arbitrariness of $k$,
\[ w = 0, \quad \text{for } |x| > R, \quad |t| < \frac{\varepsilon}{4} \]  
\hspace{1cm} (5.16)

Now, using the Strichartz estimate
\[ |u|_{\dot{H}^{s-d}}^4 \in L_{t,x,\text{loc}}^\infty, \]  
\hspace{1cm} (5.17)

and Lemma 9 applied to the equation of $w$, and the fact $\Gamma = \{|x| = R\}$ with $\Gamma^+ = \{|x| > R\}$ is strongly pseudoconvex, we deduce that $w$ vanishes near the sphere $\{t = 0, |x| = R\}$. This is a contradiction with our initial assumption that $|x_0| = R$ and $x_0 \in \text{supp} (w_0, w_1)$.

**Step 3:** We prove (A) by contradiction. Suppose both (A1) and (A2) are false. Reversing the time direction if necessary, we have
\[
0 = \liminf_{t \to +\infty} \int_{|x| > t} (|\partial_t u|^2 + |\nabla u|^2) \, dx
= \liminf_{t \to -\infty} \int_{|x| > \varepsilon - t} (|\partial_t u|^2 + |\nabla u|^2) \, dx. \tag{5.18}
\]

The first line implies that, for any $\delta > 0$, there exists $M_0 > 1$ such that
\[
\int_{|x| > M_0} (|\partial_t u|^2 + |\nabla u|^2) \, (M_0, x) \, dx \leq \delta. \tag{5.19}
\]

By Hardy estimate and Sobolev extension, there exists $(\tilde{u}_0, \tilde{u}_1)$ such that
\[
(\tilde{u}_0(x), \tilde{u}_1(x)) = (u(M_0, x), u_1(M_0, x)), \quad \text{for } |x| > M_0, \tag{5.20}
\]
and
\[
\|\tilde{u}_0\|_{L^1(R^d)}^2 + \|\tilde{u}_1\|_{L^2(R^d)}^2 \lesssim \delta. \tag{5.21}
\]

Using the small-data well-posedness result for (1.1), the finite speed of propagation and the arbitrary smallness of $\delta$, we deduce that
\[
\lim_{t \to +\infty} \int_{|x| > t} (|\partial_t u|^2 + |\nabla u|^2) \, dx = 0. \tag{5.22}
\]
Similarly, for negative times, we have
\[
\lim_{t \to -\infty} \int_{|x| > \varepsilon - t} (|\partial_t u|^2 + |\nabla u|^2) \, dx = 0. \tag{5.23}
\]

Now, consider the time-shifted solutions
\[ T_{-\varepsilon/2} u(t, x) = u(t - \frac{\varepsilon}{2}, x), \tag{5.24} \]
\[ T_{-\varepsilon/2} w(t, x) = w(t - \frac{\varepsilon}{2}, x). \tag{5.25} \]
(5.22)–(5.23) are equivalent to
\[
\lim_{t \to \pm \infty} \int_{|x| > -\varepsilon/2 + |t|} \left( |\partial_t (T_{-\varepsilon/2} u)|^2 + |\nabla (T_{-\varepsilon/2} u)|^2 \right) \, dx = 0, \tag{5.26}
\]
which is a contraction with Step 2 applied to the time-shifted solutions. Hence, the proof of (A) is finished.

**Statement (B):** Let us argue by contradiction. Suppose the conclusion is false, that is,
\[
\liminf_{t \to +\infty} \int_{|x| > -R + t} (|\nabla u|^2 + |\partial_t u|^2) = 0. \tag{5.27}
\]
Using the derivation of (5.22), (5.27) can be improved to
\[
\lim_{t \to +\infty} \int_{|x| > -R + t} (|\nabla u|^2 + |\partial_t u|^2) = 0. \tag{5.28}
\]
Applying the same method from Step 2 above, we obtain (see the derivation of (5.16))
\[
w = 0, \quad \text{for } |x| > R, \; 0 \leq t \leq R, \tag{5.29}
\]
and also (see the derivation of (5.11))
\[
w = 0, \quad \text{for } |x|^2 - (t - R)^2 > R^2, \; t > R. \tag{5.30}
\]

Figure 3: In $(t, x)$ coordinates. Using the vanishing of $v$ in the gray region, the maximal range of unique continuation is the blue region which contains the Cauchy slice at time $t = R$. The red curves represent the strongly pseudoconvex hypersurfaces $\Gamma'_{a,\delta}$.

Next, we use a strongly pseudoconvex foliation $\Gamma'_{a,\delta}$ in $(t, x)$ coordinates, with $0 < \delta \ll R$ and $(R + \delta)^2 - (R - 2\delta)^2 < a^2 \leq (R + \delta)^2$:
\[
\Gamma'_{a,\delta} := \{ (|x| + \delta)^2 - (t - R + 2\delta)^2 = a^2, t > 0 \}. \tag{5.31}
\]
Note that for $a^2 = (R + \delta)^2$, $w$ vanishes on the spatial exterior side of $\Gamma_{a,\delta}'$. Hence, using Lemma 9 applied to (1.1) and $\Gamma_{a,\delta}'$, and the arbitrary smallness of $\delta$, we get

$$w = 0, \quad \text{for } |x| > |t - R| \text{ and } t \geq 0. \quad (5.32)$$

In particular,

$$w = \partial_t w = 0, \quad \text{at } t = R. \quad (5.33)$$

Since $u$ satisfies the equation (1.1), we deduce that $w = 0$ for all spacetime points $(t, x)$, which is a contradiction with the assumption that $u - Q_l$ is nontrivial. Hence, we have finished the proof.

**Proof of Corollary 5.** First, consider the case $T^+ = +\infty$. It is well-known that solutions satisfying the compactness property must be non-radiative, that is, for any $A \in \mathbb{R}$,

$$\int_{|x| > A + |t|} (|\partial_t u|^2 + |\nabla u|^2) \, dx \to 0, \quad \text{as } t \to +\infty. \quad (5.34)$$

Hence, we can directly apply Theorem 1 statement (B) to deduce that $(u_0 - Q_l(0, \cdot), u_1 - \partial_t Q_l(0, \cdot))$ cannot have compact spatial support (unless $u$ is identical to $Q_l$).

Next, we exclude the case $T^+ < +\infty$. Suppose $T^+ < +\infty$, then it is known that, due to the compactness property, $u$ is supported in the backward light cone $\{|x - x^+| < T^+ - t, t < T^+\}$ where $(T^+, x^+)$ is the unique blow-up point at $T^+$ time (see equation (2.13) in [14]). In particular, in this case $(u_0, u_1)$ is compactly supported. If $T^- = -\infty$, then we can use the the argument in the last paragraph for the time-reversed version of $u$ to obtain a contradiction.

The case that both $T^-$ and $T^+$ are finite was excluded in [14, Proposition 2.1] using integral estimates. Here we give a new argument. In this case, by the compactness property of $u$, $u$ is supported in a compact region in spacetime (see equation (2.5) in [14]), more precisely,

$$\text{supp } (u, \partial_t u) \subset [T^-, T^+] \times \mathbb{R}^d \cap \{|x - x^+| \leq |t - T^+|, |x - x^-| \leq |t - T^-|\}. \quad (5.35)$$

Take a unit vector $\omega \in \mathbb{R}^d$ which is perpendicular to $x^+ - x^-$. Note that the vertical hyperplane $\{(t, x) \in \mathbb{R}^{1+d}, x \cdot \omega = a\}, a \in \mathbb{R}$, are not pseudoconvex with respect to $\Box$. However, the vertical cylinders $\{(t, x) \in \mathbb{R}^{1+d}, |x - N\omega| = N - a\}$ with large $N$ are strongly pseudoconvex (with the appropriate orientation), and locally approximate the vertical hyperplanes. Using foliations of such cylinders and Lemma 9, it is easy to deduce that $u$ vanishes in the spacetime slab $[T^-, T^+] \times \mathbb{R}^d$.

The proof is now finished.
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