Analytical formulation of the second-order derivative of energy for orbital-optimized variational quantum eigensolver: application to polarizability
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Abstract

We develop a quantum-classical hybrid algorithm to calculate the analytical second-order derivative of the energy for the orbital-optimized variational quantum eigensolver (OO-VQE), which is a method to calculate eigenenergies of a given molecular Hamiltonian by utilizing near-term quantum computers and classical computers. We show
that all quantities required in the algorithm to calculate the derivative can be evaluated on quantum computers as standard quantum expectation values without using any ancillary qubits. We validate our formula by numerical simulations of quantum circuits for computing the polarizability of the water molecule, which is the second-order derivative of the energy with respect to the electric field. Moreover, the polarizabilities and refractive indices of thiophene and furan molecules are calculated as a testbed for possible industrial applications. We finally analyze the error-scaling of the estimated polarizabilities obtained by the proposed analytical derivative versus the numerical one obtained by the finite difference. Numerical calculations suggest that our analytical derivative requires fewer measurements (runs) on quantum computers than the numerical derivative to achieve the same fixed accuracy.

1 Introduction

With significant developments in quantum technology, quantum computers\(^1\) have now been realized in their primitive forms. Such quantum computers are called noisy intermediate-scale quantum (NISQ) devices,\(^2\) which are composed of dozens to thousands of quantum bits (qubits) without quantum error correction. NISQ devices have now been shown to surpass classical computers in a specific computational task with no practical application.\(^3\)–\(^6\) The noisy nature of NISQ devices prevents us from executing deep quantum circuits, which are often required in quantum algorithms that are expected to have exponential speedup over classical algorithms, such as Shor’s prime factorization, Grover’s search, and quantum phase estimation.\(^7\)–\(^10\) Still, a lot of effort has been put into utilizing such devices for practical purposes.

Quantum chemistry calculation has been considered one of the most promising fields for the application of NISQ devices. A central algorithm for such applications is the variational quantum eigensolver (VQE),\(^11\)–\(^13\) which can calculate approximate eigenvalues of a given molecular Hamiltonian by using the variational principle of quantum mechanics. In
VQE, a quantum computer realizes a quantum state corresponding to a wavefunction for a given Hamiltonian and outputs the expectation value of the Hamiltonian (i.e., energy), while a classical computer gives an instruction to the quantum computer for minimizing the expectation value. This quantum-classical hybrid architecture allows us to use only shallow quantum circuits that may be executable on NISQ devices, and there were already plenty of experiments performing VQE for small quantum systems (molecules). Since quantum states on quantum computers can express superposition of the exponentially large number of configurations with the number of qubits, VQE may outperform the classical computation of the molecular energy.

In quantum chemistry calculations, energy is one of the most important quantities, but the derivative of the energy with respect to external parameters (here we call it the “energy derivative”) is also indispensable to predicting the properties of materials. Although the primary purpose of VQE is to find eigenenergies of a given Hamiltonian, there are several studies extending the VQE-based algorithms to calculate the energy derivative (see also Refs. 26,27 for proposals not based on VQE). Most of those studies treated the energy derivative with respect to the atomic coordinates of molecules under the Born-Oppenheimer approximation, which gives force acting on the molecule or the vibrational frequency of the molecule.

However, there is another important derivative: the derivative with respect to electromagnetic fields (i.e., the “electromagnetic derivative”). The electromagnetic derivative involves various crucial properties of molecules, especially optical properties; for example, the polarizability is related to the refractive index of materials, the infrared (IR) and Raman intensities are clues to specify molecules, and the circular dichroism is used to detect the chirality of molecules. Therefore, it is demanded to develop a method to calculate the electromagnetic derivative of energy with quantum computers.

In this study, we develop a quantum-classical hybrid algorithm to calculate the second-order derivative of energy obtained by the method called orbital-optimized VQE (OO-
VQE).28–30 OO-VQE is an extension of VQE that can save quantum computational resources compared with the usual VQE by leveraging orbital optimization on classical computers. We derive a formula for the analytical derivative of energy based on the variational condition of OO-VQE, which can avoid the problem of discretization error in the numerical derivative using the finite difference method. We apply the formula of the analytical derivative to the polarizability, which is the second-order derivative of energy with respect to the electric field. We also discuss the potential advantages of our analytical derivative over the numerical derivative by analyzing the error-scaling of the estimated polarizability and performing numerical simulations of quantum circuits with fluctuating outputs. Our work expands the range of applications of quantum computers, especially NISQ devices, in quantum chemistry.

This paper is organized as follows. In Sec. 2, we explain several preliminary techniques to derive our formula of the analytical derivative. Section 3 provides an algorithm to calculate the analytical second-order derivative of OO-VQE energy for general external parameters. We apply the algorithm to the calculation of the polarizability and validate it by numerical simulation in Sec. 4. Finally, we analyze the error-scaling of the estimated polarizability and compare the computational cost for quantum computers between the analytical derivative and the numerical derivative in Sec. 5 Conclusion and outlook are discussed in Sec. 6.

2 Preliminaries

In this section, we review an algorithm of OO-VQE and several techniques to derive our main results in Secs. 3 and 4.
2.1 Notations

We first define the notations of several quantities. We consider the second quantized Hamiltonian for electronic states of a given molecule,

\[
\hat{H}_{\text{full}}(F, \kappa) \equiv E_c(F) + \sum_{p,q=1}^{N_{\text{MO}}} h_{pq}(F, \kappa) \hat{a}_{p\sigma}^\dagger \hat{a}_{q\sigma} \\
+ \frac{1}{2} \sum_{p,q,r,s=1}^{N_{\text{MO}}} g_{pqrs}(F, \kappa) \hat{a}_{p\sigma}^\dagger \hat{a}_{q\sigma'}^\dagger \hat{a}_{r\sigma'} \hat{a}_{s\sigma},
\]

where \(F\) are external parameters such as electric fields applied on the molecule, \(\kappa\) are the orbital parameters that determine the molecular orbitals (MOs), and \(N_{\text{MO}}\) is the number of MOs. \(E_c(F), h_{pq}(F, \kappa),\) and \(g_{pqrs}(F, \kappa)\) are scalars calculated by the classical computers (e.g., molecular integrals\(^1\)), and \(\hat{a}_{p\sigma} (\hat{a}_{p\sigma}^\dagger)\) is an annihilation (creation) operator corresponding to \(p\)th MO with spin \(\sigma = \uparrow, \downarrow\). The annihilation and creation operators satisfy the fermionic anti-commutation relation, \(\{\hat{a}_{p\sigma}, \hat{a}_{q\sigma'}\} = 0\) and \(\{\hat{a}_{p\sigma}, \hat{a}_{q\sigma'}^\dagger\} = \delta_{pq} \delta_{\sigma\sigma'}\), where \(\{A, B\} \equiv AB + BA\) and \(\delta\) is the Kronecker delta.

We apply the active space approximation to this Hamiltonian in OO-VQE. The orbitals are divided into three groups: the core (doubly-occupied) orbitals, the active orbitals, and the virtual orbitals. The wavefunction under the active space approximation is written as \(|\Psi\rangle = |\text{vac}_\text{vir}\rangle \otimes |\psi\rangle \otimes |\uparrow\downarrow\rangle_\text{core}\), where \(|\text{vac}_\text{vir}\rangle\) is the vacuum (vacant) state for the virtual orbitals, \(|\psi\rangle\) is a wavefunction in the active space, and \(|\uparrow\downarrow\rangle_\text{core}\) is the doubly-occupied state for the core orbitals. The full-orbital Hamiltonian \(\hat{H}_{\text{full}}\) is projected onto the effective Hamiltonian \(\hat{H}\) in the active space by the projector \(\mathcal{P}\) as

\[
\mathcal{P} \equiv (|\text{vac}_\text{vir}\rangle \langle \text{vac}|_\text{vir} \otimes |\uparrow\downarrow\rangle_\text{core} \langle \uparrow\downarrow|_\text{core}),
\]

\[
\mathcal{P} \hat{H}_{\text{full}}(F, \kappa) \mathcal{P} = \hat{H}(F, \kappa),
\]

\(^1\)Note that we follow Ref. 17 for the order of the indices of \(g_{pqrs}\). Explicit expressions for \(E_c(F), h_{pq}(F, \kappa),\) and \(g_{pqrs}(F, \kappa)\) for the case of the polarizability are given in Sec. 4.
where \( \hat{I}_{AS} \) is the identify operator in the active space. The projected Hamiltonian \( \hat{H}(\mathbf{F}, \kappa) \)
has still the same form of \( \hat{H}_{\text{full}} \),

\[
\hat{H}(\mathbf{F}, \kappa) \equiv E'_c(\mathbf{F}) + \sum_{p<q} \sum_{\sigma=\uparrow, \downarrow} h'_{pq}(\mathbf{F}, \kappa) \hat{a}^\dagger_{p\sigma} \hat{a}_{q\sigma} \\
+ \frac{1}{2} \sum_{p<q<q<r} \sum_{\sigma, \tau=\uparrow, \downarrow} g'_{pqrs}(\mathbf{F}, \kappa) \hat{a}^\dagger_{p\sigma} \hat{a}^\dagger_{q\tau} \hat{a}_{r\tau} \hat{a}_{s\sigma},
\]

where the summation runs only for the active space orbitals. The values of \( E'(\mathbf{F}), h'_{pq}(\mathbf{F}, \kappa) \)
and \( g'_{pqrs}(\mathbf{F}, \kappa) \) are again calculated by classical computers efficiently (i.e., polynomial classical computation cost in the number of MOs).

### 2.2 Review of orbital-optimized variational quantum eigensolver (OO-VQE)

Next, we review the algorithm of OO-VQE.\(^{28-30}\) OO-VQE is an algorithm to calculate eigenstates and eigenenergies of a given molecular Hamiltonian under the active space approximation by optimizing the electron configuration and the MOs simultaneously. The counterpart of OO-VQE in classical computational methods is the multiconfigurational self-consistent field (MCSCF).\(^{31,32}\) In OO-VQE, we optimize two kinds of parameters to find a better description of the electronic state of the molecule: orbital parameters \( \kappa \) and circuit parameters \( \theta \). The orbital parameters dictate the orbital rotation among the MOs and each component of them is specified by distinct pairs of the MOs. For example, \( \kappa_{pq} \) determines the orbital rotation between the \( p \)th and \( q \)th MOs. The action of the orbital parameters is expressed as

\[
\hat{U}_{OO}(\kappa) \equiv \exp \left[ \sum_{p<q} \sum_{\sigma=\uparrow, \downarrow} \kappa_{pq} \left( \hat{a}^\dagger_{p\sigma} \hat{a}_{q\sigma} - \hat{a}^\dagger_{q\sigma} \hat{a}_{p\sigma} \right) \right],
\]

\[
\hat{H}_{\text{full}}(\mathbf{F}, \kappa) = \hat{U}_{OO}(\kappa) \hat{H}_{\text{full}}(\mathbf{F}, \kappa = 0) \hat{U}_{OO}(\kappa). \tag{5}
\]
It should be noted that the orbital rotation is performed solely with classical computers; the orbital rotation can be viewed as the transformation of the coefficients of molecular orbitals expanded by atomic orbitals,33 and $\hat{H}_{\text{full}}(\mathbf{F}, \kappa)$ can be calculated from $\hat{H}_{\text{full}}(\mathbf{F}, \kappa = 0)$ with classical computers. On the other hand, the circuit parameters $\theta = (\theta_1, \cdots, \theta_M)$, where $M$ is the number of them, are defined through an ansatz (a trial quantum state) in the active space,

$$|\psi(\theta)\rangle = \hat{U}(\theta) |\psi_{\text{ref}}\rangle,$$

(6)

where $\hat{U}(\theta)$ is a unitary operator parameterized by $\theta$ and $|\psi_{\text{ref}}\rangle$ is the reference state such as the Hartree-Fock state. When the active space consists of $N_{\text{AS}}$ spatial MOs, we can prepare the state $|\psi(\theta)\rangle$ as a quantum state on a quantum computer of $2N_{\text{AS}}$ quantum bits, or qubits. The unitary $\hat{U}(\theta)$ is typically defined as a specific quantum circuit on a quantum computer and the parameters $\theta$ are set to rotational angles for the gates included in the quantum circuit (see, e.g., Refs. 17,18 for a review of the applications of quantum computers to quantum chemistry).

OO-VQE is a variational method, and the cost function to be minimized in OO-VQE is the energy expectation value of the trial state $|\psi(\theta)\rangle$,

$$E(\mathbf{F}, \kappa, \theta) \equiv \langle \psi(\theta)|\hat{H}(\mathbf{F}, \kappa)|\psi(\theta)\rangle,$$

(7)

where $\hat{H}(\mathbf{F}, \kappa) = \mathcal{P}\hat{H}_{\text{full}}(\mathbf{F}, \kappa)\mathcal{P}$ is the projected Hamiltonian in the active space. The OO-VQE algorithm updates the parameters $\kappa$ and $\theta$ iteratively. First, for some fixed $\kappa_0$, the optimization of the circuit parameters $\theta$ is performed by evaluating $E(\mathbf{F}, \kappa_0, \theta)$ on quantum computers. This part is performed in the same manner as the conventional VQE algorithm;11–13 the circuit parameters $\theta$ are iteratively updated by classical optimization algorithms with monitoring the value of $E(\mathbf{F}, \kappa_0, \theta)$. Second, the optimized circuit parameters $\theta_0$ for the fixed $\kappa_0$ are then used to evaluate the one-particle and two-particle reduced
density matrices (1,2-RDMs),
\[ \rho^{(1)}_{pq} \equiv \langle \Psi | \sum_{\sigma} \hat{a}_{p\sigma}^\dagger \hat{a}_{q\sigma} | \Psi \rangle, \quad \rho^{(2)}_{pqrs}(\theta_0) \equiv \langle \Psi | \sum_{\sigma\tau} \hat{a}_{p\sigma}^\dagger \hat{a}_{q\tau}^\dagger \hat{a}_{r\tau} \hat{a}_{s\sigma} | \Psi \rangle, \]
where \( | \Psi \rangle = | \text{vac} \rangle_{\text{vir}} \otimes | \psi(\theta) \rangle \otimes | \uparrow \downarrow \rangle_{\text{core}} \) is a quantum state in the whole space. As we will see in the next subsection, the partial derivative of \( E(F, \kappa, \theta) \) with respect to \( \kappa \) can be computed by the values of 1,2-RDMs. The orbital parameters \( \kappa_0 \) are updated to \( \kappa_1 \) to lower the value of the cost function by using that derivative. One repeats these procedures to update \( \kappa \) and \( \theta \) until the value of the cost function (or energy) converges, and finally obtains the output as the optimized energy of OO-VQE:
\[ E^*(F) \equiv E(F, \kappa^*(F), \theta^*(F)), \]
where we denote the optimal parameters obtained by OO-VQE \( \kappa^*(F) \) and \( \theta^*(F) \). The optimized energy calculated by OO-VQE is still dependent on the external parameters \( F \), and we aim at calculating the derivative of the optimal energy such as \( \frac{\partial E^*(F)}{\partial F} \) in this study.

### 2.3 Partial derivatives of energy with respect to external, orbital, and circuit parameters

To calculate the derivative of the optimal energy \( E^*(F) \) obtained by OO-VQE, the partial derivatives of the cost function \( E(F, \kappa, \theta) \) such as
\[ \frac{\partial E(F, \kappa, \theta)}{\partial F_d}, \frac{\partial E(F, \kappa, \theta)}{\partial \kappa_{pq}}, \frac{\partial^2 E(F, \kappa, \theta)}{\partial \kappa_{pq} \partial \theta_k}, \cdots, \]
are needed. Here we review several techniques to evaluate those partial derivatives with quantum computers. We note that all of the techniques used to evaluate the partial derivatives

\[ ^{2}\text{It should be stressed that only quantum computers of } 2N_{AS} \text{ qubits are needed to evaluate those RDMs by projecting the operators } \hat{a}_{p\sigma}^\dagger \hat{a}_{q\sigma} \text{ and } \hat{a}_{p\sigma}^\dagger \hat{a}_{q\tau}^\dagger \hat{a}_{r\tau} \hat{a}_{s\sigma} \text{ onto the active space and measuring the expectation values of them for } | \psi(\theta) \rangle. \]
were already discussed in the literature\textsuperscript{19,24,26,29,34–36} and that the purpose of this subsection is for completeness of this article. We first present the way to evaluate the first-order partial derivatives of $E(F, \kappa, \theta)$ with respect to three parameters, $F, \kappa$ and $\theta$. The cross-parameter partial derivatives such as $\frac{\partial^2 E}{\partial \kappa_{pq} \partial \theta_k}$ can also be evaluated by combining the techniques for the corresponding parameters, and we show one such example at the end of this section.

2.3.1 Partial derivative with respect to $F$

Partial derivatives of $E(F, \kappa, \theta)$ with respect to $F$ can be evaluated as ordinary expectation values for observables on quantum computers.\textsuperscript{26,34} For example, the partial derivative $\frac{\partial E(F, \kappa, \theta)}{\partial F_d}$ is evaluated by

$$\frac{\partial E(F, \kappa, \theta)}{\partial F_d} = \langle \psi(\theta) | \frac{\partial \hat{H}(F, \kappa)}{\partial F_d} | \psi(\theta) \rangle,$$

(11)

where $F_d$ indicates the $d$th component of the external field. This equation means that the partial derivative can be evaluated as an expectation value for the partial derivative of the active space Hamiltonian, $\frac{\partial \hat{H}(F, \kappa)}{\partial F_d} = \mathcal{P} \frac{\partial \hat{H}_{\text{full}}(F, \kappa)}{\partial F_d} \mathcal{P}$. This observable is explicitly written as (see Eq. (1)),

$$\frac{\partial \hat{H}_{\text{full}}(F, \kappa)}{\partial F_d} = \frac{\partial E_c(F)}{\partial F_d} + \sum_{pq, \sigma} \frac{\partial h_{pq}(F, \kappa)}{\partial F_d} \hat{a}_p^{\dagger} \hat{a}_q^\sigma + \frac{1}{2} \sum_{pqrs, \sigma \tau} \frac{\partial g_{pqrs}(F, \kappa)}{\partial F_d} \hat{a}_{p\sigma}^{\dagger} \hat{a}_{q\tau}^{\dagger} \hat{a}_{r\tau} \hat{a}_{s\sigma}.$$  

(12)

Therefore, it is enough to know the partial derivatives of the coefficients

$$\frac{\partial E_c(F)}{\partial F_d}, \frac{\partial h_{pq}(F, \kappa)}{\partial F_d}, \frac{\partial g_{pqrs}(F, \kappa)}{\partial F_d}.$$  

(13)

In most cases including the polarizability which we focus on in the later sections, the values in Eq. (13) can be analytically computed by classical computers in an efficient way. We note
that those partial derivatives of the coefficients do not contain contributions from the orbital response.

2.3.2 Partial derivative with respect to $\kappa$

Partial derivatives of $E(F, \kappa, \theta)$ with respect to the orbital parameters $\kappa$ can be evaluated by properly combining the values of 1,2-RDMs, $\rho_{pq}^{(1)}$ and $\rho_{pqrs}^{(2)}$ [Eq. (8)]. The following equations hold from the definition of $\hat{U}_{OO}(\kappa)$ [Eq. (5)]:

$$\frac{\partial E(F, \kappa, \theta)}{\partial \kappa_{pq}}|_{\kappa=0} = \langle \Psi | \left[ \hat{H}_{\text{full}}(F, \kappa), \hat{\kappa}_{pq} \right] | \Psi \rangle |_{\kappa=0},$$

$$\frac{\partial^2 E(F, \kappa, \theta)}{\partial \kappa_{pq} \partial \kappa_{rs}}|_{\kappa=0} = \frac{1}{2} \langle \Psi | \left[ \left[ \hat{H}_{\text{full}}(F, \kappa), \hat{\kappa}_{rs} \right], \hat{\kappa}_{pq} \right] | \Psi \rangle |_{\kappa=0}$$

$$+ \frac{1}{2} \langle \Psi | \left[ \left[ \hat{H}_{\text{full}}(F, \kappa), \hat{\kappa}_{pq} \right], \hat{\kappa}_{rs} \right] | \Psi \rangle |_{\kappa=0},$$

where $[A, B] = AB - BA$ is a commutator, $\hat{\kappa}_{pq}$ is

$$\hat{\kappa}_{pq} = \sum_{\sigma} (\hat{a}^{\dagger}_{pq} \hat{a}_{qp} - \hat{a}^{\dagger}_{qp} \hat{a}_{pq}),$$

and $|\Psi\rangle = |\text{vac}\rangle_{\text{vir}} \otimes |\psi(\theta)\rangle \otimes |\uparrow\downarrow\rangle_{\text{core}}$ is a quantum state in the whole space. We can show the following equation by an explicit calculation,

$$\langle \Psi | \left[ \hat{H}_{\text{full}}(F, \kappa), \hat{\kappa}_{pq} \right] | \Psi \rangle |_{\kappa=0}$$

$$= \sum_r h_{pr} \rho_{rq}^{(1)} - \sum_r h_{qr} \rho_{rp}^{(1)} - \sum_r h_{rq} \rho_{rp}^{(1)} + \sum_r h_{rp} \rho_{qr}^{(1)}$$

$$- \sum_{rst} g_{rst} \rho_{rst}^{(2)} + \sum_{rst} g_{rst} \rho_{rst}^{(2)} + \sum_{rst} g_{rst} \rho_{rst}^{(2)} - \sum_{rst} g_{rst} \rho_{rst}^{(2)},$$

assuming the symmetry $h_{pq} = h_{qp}, g_{pqrs} = g_{spqr} = g_{pqrs} = g_{qpsr}$. Equation (17) means that evaluating the 1,2-RDMs is enough to calculate the partial derivative of $E(F, \kappa, \theta)$ with respect to the orbital parameters $\kappa$. The second-order derivative [Eq. (15)] can also be evaluated by combining the values of the 1,2-RDMs (see Supporting Information).
2.3.3 Partial derivative with respect to $\theta$

Partial derivatives of $E(F, \kappa, \theta)$ with respect to the circuit parameters $\theta$ can also be evaluated as expectation values of proper observables on $2N_{AS}$ qubits with the technique called “parameter shift rule”.\textsuperscript{34–36} For simplicity, we assume that the quantum circuit $U(\theta)$ for the ansatz $|\psi(\theta)\rangle$ has the form

$$\hat{U}(\theta) = \prod_{k=1}^{M} \exp \left[ -i \frac{\theta_k}{2} \hat{P}_k \right] \equiv \hat{U}_M(\theta_M) \cdots \hat{U}_2(\theta_2)\hat{U}_1(\theta_1),$$  \hspace{1cm} (18)

where $\hat{P}_k \in \{I, X, Y, Z\} \otimes N_{AS}$ is the multiqubit Pauli operator on $N_{AS}$ qubits satisfying $\hat{P}_k^2 = I$. The parameter shift rule enables us to evaluate the partial derivative of $E(F, \kappa, \theta)$ with respect to the circuit parameter $\theta_k$ as a sum of expectation values of $E$ at “shifted” parameters,

$$\frac{\partial E(F, \kappa, \theta)}{\partial \theta_k} = \frac{1}{2} \left( \langle \psi_{\text{ref}} | \hat{U}_{k,+}(\theta) \dagger \hat{H}(F, \kappa) \hat{U}_{k,+}(\theta) | \psi_{\text{ref}} \rangle - \langle \psi_{\text{ref}} | \hat{U}_{k,-}(\theta) \dagger \hat{H}(F, \kappa) \hat{U}_{k,-}(\theta) | \psi_{\text{ref}} \rangle \right)$$  \hspace{1cm} (19)

where $\hat{U}_{k,\pm}(\theta)$ is defined as

$$\hat{U}_{k,\pm}(\theta) \equiv \left( \prod_{k' > k} \hat{U}_{k'}(\theta_{k'}) \right) \hat{U}_k \left( \theta_k \pm \frac{\pi}{2} \right) \left( \prod_{k' < k} \hat{U}_{k'}(\theta_{k'}) \right).$$  \hspace{1cm} (20)

This equation means that the partial derivative with respect to $\theta_k$ is evaluated by the difference between expectation values of $\hat{H}(F, \kappa)$ for two states, $\hat{U}_{k,+}(\theta) | \psi_{\text{ref}} \rangle$ and $\hat{U}_{k,-}(\theta) | \psi_{\text{ref}} \rangle$. It is straightforward to derive similar formulas for higher-order partial derivatives.

The parameter shift rule is advantageous in evaluating the partial derivative with respect to $\theta$ for several reasons. First, it requires only expectation values that can be measured without any ancillary qubit. Second, it is expected to be more robust to the noise of current quantum computers than naive numerical differentiation. In numerical differentiation, the partial derivative is evaluated by the difference in energy between two parameters $\theta_k$ and
θ_k + ϵ for small ϵ ∼ 0. In contrast, the parameter shift rule ensures that the partial derivative can be evaluated by the difference in energy between θ_k + π/2 and θ_k − π/2, which is distant by π. The energy difference is generally larger for such distant parameters, so the parameter shift rule is considered to be more stable in the presence of noise in quantum computer outputs.

2.3.4 Example of cross-parameter partial derivative

By combining the techniques above, it is possible to evaluate the cross-parameter partial derivatives of E(F, κ, θ). Here we show one explicit example, \( \frac{\partial^2 E(F, κ, θ)}{\partial κ_{pq} \partial θ_k} \). This derivative can be calculated by taking the partial derivative of Eq. (17) with respect to θ_k, which leads to

\[
\frac{\partial^2 E(F, κ, θ)}{\partial κ_{pq} \partial θ_k} \bigg|_{κ=0} = \sum_r h_{rq} \frac{\partial ρ^{(1)}_{pr}}{\partial θ_k} + \sum_r h_{rp} \frac{\partial ρ^{(1)}_{qr}}{\partial θ_k} - \sum_{rst} g_{qrst} \frac{\partial ρ^{(2)}_{pqrs}}{\partial θ_k} + \sum_{rst} g_{prst} \frac{\partial ρ^{(2)}_{qrst}}{\partial θ_k} - \sum_{rst} g_{qsrt} \frac{\partial ρ^{(2)}_{qrst}}{\partial θ_k}.
\]

The partial derivatives of 1,2-RDMs with respect to θ_k are evaluated by the technique in Sec. 2.3.3. By recalling that the 1,2-RDMs \( ρ^{(1)}_{rs} \), \( ρ^{(2)}_{rstu} \) are respectively expectation values of the observables \( \sum_σ \hat{a}^+_r σ \hat{a}_s σ \) and \( \sum_σ,τ \hat{a}^+_r σ \hat{a}^+_s τ \hat{a}_t τ \hat{a}_u σ \) for the ansatz state |ψ(θ)⟩ [see Eq. (8)], their partial derivatives can be expressed as

\[
\frac{\partial ρ^{(1)}_{rs}}{\partial θ_k} = \frac{1}{2} \left( \langle ψ_{k,+}(θ) | \sum_σ \hat{a}^+_r σ \hat{a}_s σ | ψ_{k,+}(θ) \rangle - \langle ψ_{k,-}(θ) | \sum_σ \hat{a}^+_r σ \hat{a}_s σ | ψ_{k,-}(θ) \rangle \right),
\]

\[
\frac{\partial ρ^{(2)}_{rstu}}{\partial θ_k} = \frac{1}{2} \left( \langle ψ_{k,+}(θ) | \sum_σ,τ \hat{a}^+_r σ \hat{a}^+_s τ \hat{a}_t τ \hat{a}_u σ | ψ_{k,+}(θ) \rangle - \langle ψ_{k,-}(θ) | \sum_σ,τ \hat{a}^+_r σ \hat{a}^+_s τ \hat{a}_t τ \hat{a}_u σ | ψ_{k,-}(θ) \rangle \right),
\]

where |ψ_{k,±}(θ)⟩ = \( \hat{U}_{k,±}(θ) |ψ_{ref}⟩ \). Therefore, the partial derivatives of 1,2-RDMs with respect to θ_k are determined by expectation values for two states |ψ_{k,±}(θ)⟩, and putting them into Eq. (21) yields the value of the cross-parameter derivative \( \frac{\partial^2 E(F, κ, θ)}{\partial κ_{pq} \partial θ_k} \).
3 Analytical formulation of second-order derivative of OO-VQE energy

In this section, we derive one of the main results of our study: an analytical formula for the second-order derivative of the energy obtained by OO-VQE.

As reviewed in the previous section, the energy $E(F, \kappa, \theta)$ is optimal with respect to both the orbital parameters $\kappa$ and the circuit parameters $\theta$ after the convergence of OO-VQE:

$$\frac{\partial E(F, \kappa, \theta)}{\partial \kappa_{pq}} \bigg|_{\kappa=\kappa^*(F), \theta=\theta^*(F)} = 0, \quad \frac{\partial E(F, \kappa, \theta)}{\partial \theta_k} \bigg|_{\kappa=\kappa^*(F), \theta=\theta^*(F)} = 0,$$

(22)

for all MO pairs $(p,q)$ and $k = 1, \cdots, M$. We are interested in the second-order derivative of the optimal energy $E^*(F) = E(F, \kappa^*(F), \theta^*(F))$ with respect to $F$. By using the optimal condition above, we reach the expression of the second-order derivative,

$$\frac{\partial^2 E^*(F)}{\partial F_d \partial F_d'} = \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial F_d \partial F_d'} + \sum_{p<q} \frac{\partial \kappa^*_{pq}(F)}{\partial F_d} \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial F_d'} + \sum_k \frac{\partial \theta^*_k(F)}{\partial F_d} \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial F_d'}.$$

(23)

Here we use the notation such as

$$\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial F_d \partial F_d'} \equiv \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial F_d \partial F_d'} \bigg|_{\kappa=\kappa^*(F), \theta=\theta^*(F)}.$$

(24)

$$\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial F_d'} \equiv \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial F_d'} \bigg|_{\kappa=\kappa^*(F), \theta=\theta^*(F)}.$$

(25)

for brevity. We need two groups of quantities to evaluate the right hand side of Eq. (23). The first group is composed of the expectation values

$$\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial F_d \partial F_d'}, \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial F_d'}, \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial F_d'}.$$

(26)
These quantities are partial derivatives of the OO-VQE cost function and can be evaluated by the techniques explained in Sec. 2. The second one is composed of the responses of the optimal parameters to the external field,

\[
\frac{\partial \kappa_{pq}^*(F)}{\partial F_d}, \frac{\partial \theta_k^*(F)}{\partial F_d}. \tag{27}
\]

We will explain how to calculate them by combining classical and quantum computers in the following.

The responses of the optimal parameters are determined by differentiating Eq. (22) by \( F \),

\[
\sum_{rs} \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial \kappa_{rs}} \frac{\partial \kappa_{rs}^*(F)}{\partial F_d} + \sum_l \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial \theta_l} \frac{\partial \theta_l^*(F)}{\partial F_d} = -\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial F_d},
\]

\[
\sum_{rs} \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial \kappa_{rs}} \frac{\partial \kappa_{rs}^*(F)}{\partial F_d} + \sum_l \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial \theta_l} \frac{\partial \theta_l^*(F)}{\partial F_d} = -\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial F_d}. \tag{28}
\]

The solution of this equation is

\[
\left( \frac{\partial \kappa^*(F)}{\partial F_d}, \frac{\partial \theta^*(F)}{\partial F_d} \right)^T = \left( \begin{array}{c|c}
\mathbb{E}_{\kappa, \kappa} & \mathbb{E}_{\kappa, \theta} \\
\hline
\mathbb{E}_{\theta, \kappa} & \mathbb{E}_{\theta, \theta} \end{array} \right)^{-1} \left( \begin{array}{c}
\psi_{\kappa}^{(d)} \\psi_{\theta}^{(d)} \end{array} \right)^T, \tag{29}
\]

where the submatrices are defined as

\[
\begin{aligned}
(\mathbb{E}_{\kappa, \kappa})_{pq,rs} &\equiv \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial \kappa_{rs}} ,
(\mathbb{E}_{\kappa, \theta})_{pq,l} &\equiv \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial \theta_l} , \\
(\mathbb{E}_{\theta, \kappa})_{k,rs} &\equiv \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial \kappa_{rs}} ,
(\mathbb{E}_{\theta, \theta})_{kl} &\equiv \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial \theta_l} .
\end{aligned} \tag{30}
\]

for all MO pairs \((p,q)\) and \(k,l = 1, \cdots, M\), and the vectors \(\psi_{\kappa}^{(d)}\), \(\psi_{\theta}^{(d)}\) are defined as

\[
\begin{aligned}
(\psi_{\kappa}^{(d)})_{pq} &\equiv -\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial F_d} ,
(\psi_{\theta}^{(d)})_k &\equiv -\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial F_d} .
\end{aligned} \tag{31}
\]
As we reviewed in the previous section, all quantities in the right hand side of Eq. (29) can be evaluated by the standard technique for evaluating expectation values on quantum computers without any ancillary qubit. Therefore, we can calculate the responses of the optimal parameters [Eq. (27)] with classical computers by putting the evaluated values in the right hand side of Eq. (29). Note that the inverse matrix in Eq. (29) can be numerically problematic when the value of each entry of the matrix has noise. Error analysis including this point will be presented in Sec. 5.1.1.

Finally, combining the evaluated values in Eq. (26) and the computed values of $\frac{\partial \kappa}{\partial F}$, $\frac{\partial \theta}{\partial F}$ in Eq. (23) gives the second-order derivative of the OO-VQE energy.

In summary, the calculation of the analytical second-order derivative of the OO-VQE energy proceeds as follows:

1. Evaluate the partial derivatives listed in (26) by quantum computers.

2. Evaluate the right hand side of Eq. (29) by quantum computers, and compute the responses of the optimal parameters (the left hand side) by classical computers.

3. Put the values of those responses into Eq. (23) and compute the second-order derivative of the energy by classical computers.

We note that our derivation of the analytical second-order derivative of OO-VQE energy is essentially parallel to that of MCSCF, a classical counterpart of OO-VQE.\textsuperscript{31,37} Our theoretical contribution in this study is to present the explicit formula of the second-order derivative of the OO-VQE energy and the way to evaluate the necessary quantities with classical and quantum computers.

4 Application to polarizability of molecules

In this section, we consider the polarizability of molecules. The polarizability is the second-order derivative of the energy with respect to the external electric field applied to the
molecule. We first derive an analytical formula of the polarizability for OO-VQE by using the formula explained in the previous section. We then perform numerical calculation of the polarizability based on classical simulation of quantum circuits by taking the water molecule as an example. We also conduct numerical simulation for the polarizability of thiophene C₄H₄S and furan C₄H₄O molecules. The polarizability calculated by the numerical simulation is converted to the refractive indices of the molecules, and the results exhibit the same tendency as experimental observations.

4.1 Analytical formulation of polarizability

The molecular Hamiltonian under the application of the electric field \( \mathbf{F} = (F_x, F_y, F_z) \) is

\[
\hat{H}^{(E)}_{\text{full}}(\mathbf{F}, \mathbf{\kappa}) \equiv \hat{H}^{(E)}_{\text{full},0}(\mathbf{\kappa}) - \sum_{d=x,y,z} F_d \hat{\mu}_d(\mathbf{\kappa}),
\]

where

\[
\hat{H}^{(E)}_{\text{full},0}(\mathbf{\kappa}) \equiv E_c + \sum_{p,q=1}^{N_{\text{MO}}} \sum_{\sigma=\uparrow,\downarrow} h_{pq}(\mathbf{\kappa}) \hat{a}_{p\sigma}^\dagger \hat{a}_{q\sigma} + \frac{1}{2} \sum_{p,q,r,s=1}^{N_{\text{MO}}} \sum_{\sigma,\tau=\uparrow,\downarrow} g_{pqrs}(\mathbf{\kappa}) \hat{a}_{p\sigma}^\dagger \hat{a}_{q\tau}^\dagger \hat{a}_{r\tau} \hat{a}_{s\sigma},
\]

is the Hamiltonian without electric field and

\[
\hat{\mu}_d = \sum_{pq,\sigma} M^{(d)}_{pq}(\mathbf{\kappa}) \hat{a}_{p\sigma}^\dagger \hat{a}_{q\sigma}
\]

is the dipole moment operator in the direction \( d = x, y, z \).
$E_c, h_{pq}(\kappa), g_{pqrs}(\kappa)$ and $M_{pq}^{(d)}(\kappa)$ are defined by

$$E_c = \sum_{i,j} \frac{Z_i Z_j}{|R_i - R_j|},$$

$$h_{pq}(\kappa) = \int dr \phi_p^*(r; \kappa) \left( -\frac{\nabla^2 r}{2} + \sum_i \frac{Z_i}{|r - R_i|} \right) \phi_q(r; \kappa),$$

$$g_{pqrs}(\kappa) = \int dr_1 dr_2 \phi_p^*(r_1; \kappa) \phi_q^*(r_2; \kappa) \frac{1}{|r_1 - r_2|} \phi_r(r_2; \kappa) \phi_s(r_1; \kappa),$$

$$M_{pq}^{(d)}(\kappa) = \int dr \ r_d \phi_p^*(r; \kappa) \phi_q(r; \kappa),$$

where $R_i (Z_i)$ are coordinates (charge) of the $i$-th nuclei in the molecule, $\phi_p(r_1; \kappa)$ is the molecular orbital $p$ depending on the orbital parameters $\kappa$, and $r_d$ is $d$-coordinate of $r$ for $d = x, y, z$. These values can be efficiently calculated by classical computers. We note that we fix the positions of the nuclei of the molecule and assume the Born-Oppenheimer approximation.

The polarizability is defined by the second-order derivative of energy,

$$P_{dd'} \equiv -\frac{\partial^2 E^*(F)}{\partial F_d \partial F_{d'}},$$

for $d, d' = x, y, z$. According to the definition Eq. (32), we see

$$\frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial F_d \partial F_{d'}} = 0, \quad \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \kappa_{pq} \partial F_d} = -\frac{\partial \mu_d(\kappa^*, \theta^*)}{\partial \kappa_{pq}}, \quad \frac{\partial^2 E(F, \kappa^*, \theta^*)}{\partial \theta_k \partial F_d} = -\frac{\partial \mu_d(\kappa^*, \theta^*)}{\partial \theta_k},$$

where $\mu_d(\kappa^*, \theta^*) \equiv \langle \Psi | \hat{\mu}_d(\kappa^*) | \Psi \rangle \cdot |\Psi\rangle = |\text{vac}_{\text{vir}} \otimes |\psi(\theta^*(F))\rangle \rangle \otimes \uparrow \downarrow \rangle_{\text{core}}$ is the expectation value of the dipole moment operator at the optimal parameters. Substituting Eqs. (35) (36)
into Eqs (23) and (29) gives the analytical formula for the polarizability:

\[
P_{dd'} = \left( \frac{\partial \mu_d(\kappa^*, \theta^*)}{\partial \kappa} , \frac{\partial \mu_d(\kappa^*, \theta^*)}{\partial \theta} \right) \left( \begin{array}{cc|cc} E_{\kappa,\kappa} & E_{\kappa,\theta} \\ E_{\theta,\kappa} & E_{\theta,\theta} \end{array} \right)^{-1} \left( \begin{array}{c} \frac{\partial \mu_{d'}(\kappa^*, \theta^*)}{\partial \kappa} \\ \frac{\partial \mu_{d'}(\kappa^*, \theta^*)}{\partial \theta} \end{array} \right).
\]  \hfill (37)

This simple equation is one of our main results.

4.2 Numerical calculations for the polarizability and refractive index of molecule

We present results of numerical simulations for calculating the polarizability. We first numerically calculate the polarizability of the water molecule by simulating quantum circuits and their outputs during OO-VQE with classical computers. The polarizability computed by our formula agrees well with the reference value computed by MCSCF (the classical counterpart of OO-VQE). Next, as a first step towards potential industrial applications in the future, we perform numerical calculation of the polarizability of thiophene C_4H_4S and furan C_4H_4O molecule, which can form polymers with several industrial interests. Moreover, we estimate the refractive indices of the two molecules based on the calculated polarizability and the experimental values of the molecular density. The result for the refractive indices qualitatively matches with experimental observations.

4.2.1 Checking validity of the formula with water molecule

Table 1: The numerical result of the energy \(E\), the dipole moment \(\mu = \sqrt{\mu_x^2 + \mu_y^2 + \mu_z^2}\), and the polarizability of the water molecule.

| Method             | \(E\) [Ha] | \(\mu\) (a.u.) | \(P_{xx}\) (a.u.) | \(P_{yy}\) (a.u.) | \(P_{zz}\) (a.u.) |
|--------------------|------------|----------------|-------------------|-------------------|-------------------|
| Quantum (OO-VQE)   | -75.99956  | 0.97083        | 1.41686           | 6.59715           | 3.89083           |
| Classical (MCSCF)  | -75.99956  | 0.97084        | 1.41686           | 6.59714           | 3.89082           |

We took the water molecule H_2O as an example to numerically check the validity of
our formula for the polarizability. First, we performed numerical simulation of OO-VQE for electronic states of the water molecule. The geometry of the molecule was taken as the most stable one at the level of Hartree-Fock/6-31G, retrieved from the CCCBDB database\(^{38}\) (coordinates are given in Supporting Information). We employed the 6-31G basis set and took the active space consisting of three orbitals (HOMO-1 (\(a_1\) symmetry), HOMO (\(b_1\)), and LUMO (\(a_1\))) and four electrons, which is the minimal choice around HOMO that includes more than two orbitals with the same symmetry. The orbital rotation and construction of the molecular Hamiltonian were performed by the numerical package PySCF.\(^{39}\) We used unitary coupled-cluster singles and doubles ansatz\(^{11,40}\) with the first-order Trotterization as a trial state \(\vert \psi(\theta) \rangle\), and there were five circuit parameters in total (see Supporting Information for details). Jordan-Wigner transformation\(^ {41}\) was used for mapping the fermion Hamiltonian to the qubit one. The optimization of the circuit parameters \(\theta\) was done with the BFGS (Broyden–Fletcher–Goldfarb–Shanno) method implemented in SciPy.\(^ {42}\) All outputs of the quantum circuits for executing OO-VQE and calculating the polarizability in this section were simulated by classical computers using the numerical package Qulacs,\(^ {43}\) assuming no noise and statistical fluctuations in the outputs. We note that the matrix \(E\) in Eq. (37) became singular (not full-rank) in our simulation. We took the pseudo-inverse of \(E\) for such a case, i.e., we took the inverse of the matrix by ignoring the singular values of \(E\) smaller than the threshold \(r_{\text{cond}} \cdot \sigma_{\text{max}}\), where \(\sigma_{\text{max}}\) is the largest singular value of \(E\). We set \(r_{\text{cond}} = 10^{-5}\) in the numerical simulation in this section.

The results of OO-VQE and the value of the polarizability calculated by Eq. (37) are summarized in Table 1. All of the results agree well with the reference values of MCSCF calculated by DALTON\(^ {44}\) Release v2020.0, a classical computational package for quantum chemistry. These results validate our analytical formula for the polarizability.
Table 2: The numerical result of the energy $E$, the dipole moment $\mu = \sqrt{\mu_x^2 + \mu_y^2 + \mu_z^2}$, the polarizability, and the refractive index $n$ of the thiophene $C_4H_4S$ and furan $C_4H_4O$.

| Molecule | Method          | $E$ [Ha] | $\mu$ (a.u.) | $P_{xx}$ (a.u.) | $P_{yy}$ (a.u.) | $P_{zz}$ (a.u.) | $n$  |
|----------|-----------------|----------|--------------|-----------------|-----------------|-----------------|-----|
| $C_4H_4S$ | Quantum (OO-VQE) | -551.24415 | 0.67117 | 20.74094 | 53.11627 | 60.33725 | 1.344 |
|          | Classical (MCSCF) | -551.24440 | 0.67228 | 20.74147 | 53.12157 | 60.25941 | 1.343 |
| $C_4H_4O$ | Quantum (OO-VQE) | -228.57737 | 0.62253 | 14.60875 | 40.95479 | 41.00646 | 1.267 |
|          | Classical (MCSCF) | -228.57761 | 0.62404 | 14.60801 | 40.95588 | 40.94519 | 1.267 |

4.2.2 Polarizability and refractive indices of thiophene and furan

We investigated the polarizability and refractive indices of thiophene $C_4H_4S$ and furan $C_4H_4O$, both of which constitute typical monomers of transparent polymer materials. Although the system size we study here is small enough to be easily handled by classical computers, the calculation of the refractive indices for two molecules can be viewed as a steady but important step for designing transparent materials and utilizing quantum computers in industry. The geometries of these molecules were again taken as the most stable ones at the level of Hartree-Fock/6-31G, retrieved by the CCCBDB database\(^{38}\) (the three-dimensional coordinates are given in Supporting Information). We employed the 6-31G basis set and chose the active space of four orbitals consisting of HOMO-1, HOMO, LUMO, and LUMO+1 with four electrons, which is the minimal choice that includes the orbitals with the same symmetries as HOMO ($a_2$) and LUMO ($b_1$).\(^{45}\) The other conditions for the numerical simulation were the same as those for the water molecule.

The results are summarized in Table 2. The energy, dipole moment, and the polarizability calculated by OO-VQE with our formula agree with the reference values computed by MCSCF. The deviations between OO-VQE and MCSCF are within 0.3%. The reason for these deviations is because the active space solver of OO-VQE, namely VQE with the unitary coupled cluster singles and doubles ansatz with the first-order Trotterization, is not as precise as that of MCSCF (i.e., full configuration interaction) in this case. Finally, the
The reflective index $n$ was estimated by assuming the Lorentz-Lorenz formula,

\[ n = \sqrt{1 + \frac{2\phi}{1 - \phi}}, \quad \phi = \frac{4\pi}{3} N_m \alpha, \]  

(38)

where $N_m$ is the number of molecules per volume and $\alpha = \frac{P_{xx} + P_{yy} + P_{zz}}{3}$ is the mean polarizability in CGS units (expressed in volume). The value of $N_m$ was computed by using the experimental molecular density, 1.06494 g/cm$^3$ for thiophene$^{46}$ and 0.9514 g/cm$^3$ for furan.$^{47}$ The results are shown in the most right column of Table 2. These values are consistent with the experimental observation that the thiophene molecule has a larger refractive index (1.52684 for thiophene$^{48}$ and 1.4214 for furan$^{49}$).

5 Analysis of error in analytical derivative and numerical derivative

In this section, we analyze errors in estimated values of the second-order derivative of the OO-VQE energy for two methods; one is the analytical derivative we proposed in this study and the other is the numerical derivative, or brute-force numerical differentiation of the energy with small finite difference. We first theoretically investigate the errors in the analytical and numerical derivatives. The different scaling exponents of the error in the polarizability may suggest the advantage of the analytical derivative over the numerical one. Next, we perform numerical experiments comparing the analytical and numerical derivatives by taking LiH molecule as an example. The numerical data indicate that the analytical derivative requires fewer measurements (quantum circuit execution) compared with the numerical derivative to achieve the same fixed accuracy for the estimated polarizability.
5.1 Theoretical analysis of error scaling

Expectation values evaluated by quantum computers inevitably fluctuate because of the sampling error. Even more, currently-available quantum computers have various noise sources that make the expectation values deviate from the exact one. Here we provide the (noise) error analysis of the second-order derivative of OO-VQE energy. In the following, we write an estimated value of a quantity $Q$ as $\tilde{Q}$.

5.1.1 Analytical derivative

We introduce the notation for unifying the orbital and circuit parameters, $X = (X_1, \cdots, X_{N_p}) \equiv (\kappa, \theta)$. We assume that there is no error in the optimal parameters $X^* = (\kappa^*, \theta^*)$ and that estimation errors of $\frac{\partial \mu (\kappa^*, \theta^*)}{\partial X_a}$ and $\frac{\partial^2 E (F, \kappa^*, \theta^*)}{\partial X_a \partial X_b}$ are bounded as

$$\left| \frac{\partial \mu}{\partial X_a} - \frac{\partial \mu}{\partial X_a} \right| \leq \epsilon_{\partial \mu}, \quad \left| \frac{\partial^2 E}{\partial X_a \partial X_b} - \frac{\partial^2 E}{\partial X_a \partial X_b} \right| \leq \epsilon_{\text{Hesse}}, \quad (39)$$

for all $a, b = 1, \ldots, N_p$. As described in Eq. (C7) of Ref. 19 or Section 5.8 of Ref. 50, when $b = Ay$ and $b + \Delta b = (A + \Delta A)y'$, the error of $y$ is written as

$$\frac{|y' - y|_2}{|y|_2} \leq \frac{\kappa(A)}{1 - \kappa(A) \frac{|\Delta A|_F}{|A|_F}} \left( \frac{|\Delta b|_2}{|b|_2} + \frac{|\Delta A|_F}{|A|_F} \right), \quad (40)$$

where $\kappa(A)$ is a condition number of the matrix $A$ defined as $\kappa(A) = |A^{-1}|_F |A|_F$, the norm for matrices is Frobenius norm $|A|_F = \sqrt{\text{Tr}(A^\dagger A)} = \sqrt{\sum_{ab} |A_{ab}|^2}$, and the norm for vector is Euclidean $l^2$-norm $|y|_2 = \sqrt{\sum_a |y_a|^2}$. In the case of the polarizability $P_{dd'}$ [Eq. (29)], we see

$$b = -\frac{\partial^2 E (F, \kappa^*, \theta^*)}{\partial F_d \partial X} = \frac{\partial \mu_d (\kappa^*, \theta^*)}{\partial X}, \quad A = \frac{\partial^2 E (F, \kappa^*, \theta^*)}{\partial X \partial X}, \quad y = \frac{\partial X^* (F)}{\partial F_d}. \quad (41)$$

This inequality holds for all matrix norms $|...|_{\text{mat}}$ and their consistent vector norms $|...|_{\text{vec}}$ satisfying $|Ay|_{\text{vec}} \leq |A|_{\text{mat}} |y|_{\text{vec}}$. Here we use Frobenius norm and $l^2$-norm because they are easy to evaluate.
So the estimation error of \( \frac{\partial X^*(F)}{\partial F_d} \) is bounded as

\[
\left| \frac{\partial X^*(F)}{\partial F_d} - \frac{\partial X^*(F)}{\partial F_d} \right|_2 \leq \frac{\kappa(A)}{2 - \kappa(A)} N_p \epsilon_{\text{Hesse}} |A|_F \left( \frac{\sqrt{N_p \epsilon_{\partial \mu}}}{|\partial \mu|_2} + \frac{N_p \epsilon_{\text{Hesse}}}{|A|_F} \right). \tag{42}
\]

Since Eq. (37) can be read as

\[
P_{dd'} = \frac{\partial X^*(F)}{\partial F_d} \cdot \frac{\partial \mu_{d'} (\kappa^*, \theta^*)}{\partial X}, \tag{43}
\]

the estimation error of the polarizability is

\[
\left| \tilde{P}_{dd'} - P_{dd'} \right| \leq \left| \frac{\partial X^*(F)}{\partial F_d} - \frac{\partial X^*(F)}{\partial F_d} \right|_2 \cdot \left| \frac{\partial \mu_{d'} (\kappa^*, \theta^*)}{\partial X} \right|_2 + \left| \frac{\partial X^*(F)}{\partial F_d} \right|_2 \cdot \left| \frac{\partial \mu_{d'}}{\partial X} - \frac{\partial \mu_{d'}}{\partial X} \right|_2
\]

\[
\leq \left| \frac{\partial X^*(F)}{\partial F_d} \right|_2 \left( 1 - \kappa(A) \frac{N_p \epsilon_{\text{Hesse}} |A|_F}{|A|_F} \right) \left( \frac{\sqrt{N_p \epsilon_{\partial \mu}}}{|\partial \mu|_2} + \frac{N_p \epsilon_{\text{Hesse}}}{|A|_F} \right) + \sqrt{N_p \epsilon_{\partial \mu}}. \tag{44}
\]

We can observe from this equation that the error of the polarizability can be made small when the denominator of the first term is not so small, i.e.,

\[
1 - \kappa(A) \frac{N_p \epsilon_{\text{Hesse}} |A|_F}{|A|_F} \sim 1 \Rightarrow \epsilon_{\text{Hesse}} \ll \frac{|A|_F}{N_p \kappa(A)}.
\]

This is because the other terms are proportional to the errors of the estimated quantities on quantum computers, \( \epsilon_{\partial \mu} \) and \( \epsilon_{\text{Hesse}} \), which can be made small in principle (e.g., by increasing the number of measurements). Although the condition number of \( A \) (the energy Hesse matrix) is not known \textit{a priori}, the above equation gives a necessary condition for the suitable value of \( \epsilon_{\text{Hesse}} \) to suppress the error of the polarizability.
5.1.2 Numerical derivative

Apart from using the analytical derivative, it is possible to consider the numerical derivative with a small finite difference to calculate the derivative of energy. Let us focus on the polarizability for $F = 0$. To calculate $P_{dd'}$ with the numerical derivative method, one performs OO-VQE twice for two different finite fields $F_d = \pm h, F_{k \neq d} = 0$ and calculates the difference of the expectation value $\mu_{d'}$:

$$P_{dd'} = -\frac{\partial \mu_{d'}(\kappa^*, \theta^*)}{\partial F_d} = -\frac{\mu_{d'}^*(F_d = h) - \mu_{d'}^*(F_d = -h)}{2h} + O(h^2)$$ (45)

where $\mu_{d'}^*(F) \equiv \mu_{d'}(\kappa^*(F), \theta^*(F))$ is the expectation value of the dipole moment operator.

Taylor’s theorem leads to

$$|\widetilde{P}_{dd'} - P_{dd'}| \leq \frac{\epsilon_{\mu}}{h} + \frac{h^2}{6} \max_{F_d \in [-h, h]} \left| \frac{\partial^3 \mu_{d'}^*(F)}{\partial F_d^3} \right|,$$ (46)

where we define $\epsilon_{\mu}$ by $|\mu_{d'} - \mu_{d'}^*| \leq \epsilon_{\mu}$. To bound the estimation error of $P_{dd'}$ within $\epsilon_{\text{Pol}}$, i.e., $|\widetilde{P}_{dd'} - P_{dd'}| \leq \epsilon_{\text{Pol}}$, we need

$$\epsilon_{\mu} = h \left( \epsilon_{\text{Pol}} - \frac{h^2}{6} \max_{F_d \in [-h, h]} \left| \frac{\partial^3 \mu_{d'}^*(F)}{\partial F_d^3} \right| \right),$$ (47)

with the assumption that the right hand side is positive. We further assume that

$$\max_{F_d \in [-h, h], F_{k \neq d} = 0} \left| \frac{\partial^3 \mu_{d'}^*(F)}{\partial F_d^3} \right| = C_3$$ (48)

can be considered constant with respect to $h$ in the region of interest. In this case, the value of $h$ which maximizes the right hand side of Eq. (47) is $h = \sqrt{2}\epsilon_{\text{Pol}}/C_3$, and the value of $\epsilon_{\mu}$ for that $h$ is

$$\epsilon_{\mu}^* = 2\sqrt{2} \frac{3}{2} \epsilon_{\text{Pol}}^{3/2} \Rightarrow \epsilon_{\text{Pol}} = \frac{\sqrt{9C_3^3}}{2} \epsilon_{\mu}^{3/2}.$$ (49)

Comparing the scaling of error in the analytical and numerical derivatives, therefore,
the error of the polarizability in the numerical derivative scales with $\epsilon_{\mu}^{2/3}$ while that in the analytical derivative [Eq. (44)] scales with $\epsilon_{\partial\mu}$ and $\epsilon_{\text{Hesse}}$. The exponent of the power $2/3$ for the numerical derivative may mean that the numerical derivative is more vulnerable to the noise and fluctuation of expectation values evaluated on quantum computers although many prefactors appearing in the formulas (44) and (49) can affect the conclusion. We note that this analysis is similar to those of Appendix C.2 of Ref. 19 and Appendix C of Ref. 21.

5.2 Numerical experiment for LiH molecule

When evaluating expectation values of observables on quantum computers (especially NISQ devices), we repeatedly prepare a quantum state and execute specific quantum circuits to estimate the expectation values. Each run of the quantum circuit is called a (measurement) shot, and it is important to reduce the number of shots to save computational time. Here, we compare the required number of shots in quantum computers to calculate the polarizability with the same fixed precision by using the analytical and numerical derivatives. We did this by numerical simulation for LiH molecule.

In the numerical experiment, we considered LiH molecule with the 6-31G basis set. The
The bond distance was taken as 3.013924 Bohr (the most stable structure at the level of Hartree-Fock/6-31G) and the molecule was aligned in z-direction. The active space was set to three orbitals (HOMO-1, HOMO, and LUMO) with four electrons, which includes 1s orbital of Li and the bonding and anti-bonding orbitals of LiH. To perform OO-VQE, the unitary coupled-cluster singles and doubles ansatz with the first-order Trotterization was again employed as a trial state $|\psi(\theta)\rangle$, and the total number of the circuit parameters was five. In both cases of the analytical derivative and the numerical derivative, OO-VQE was simulated by classical computers with assuming no noise and error in quantum circuits as in Sec. 4, and the optimal parameters $\kappa^*$ and $\theta^*$ were determined. We do not consider the number of shots to perform OO-VQE itself and focus on the number of shots to calculate the $zz$-component of the polarizability $P_{zz}$ for given (exact) orbital and circuit parameters $\kappa^*$ and $\theta^*$.

After the performance of OO-VQE without any noise, we simulated the calculation of the polarizability with including the effect of the fluctuation of outputs of quantum circuits. We assumed that the same number of the shots, $n_{1\text{Pauli}}$, was consumed for estimating expectation values of all distinct Pauli operators included in the observable. The expectation values of the observables in the formulas of the analytical and numerical derivatives were estimated by simulating the measurement results of quantum circuits under this assumption, resulting in the fluctuation (error) of the estimated expectation values. We note that no other noise such as the depolarizing noise was included in the numerical simulation. Further details are described in Supporting Information.

The number of total shots to obtain $P_{zz}$ was estimated as follows. For the analytical derivative, we count the number of shots to measure all quantities in the right hand side of Eq. (37). Namely, all independent elements of the 1,2-RDMs [Eq. (8)] of the state $|\psi(\theta^*)\rangle$ were measured by considering the exchange symmetry among indices. The first-order and second-order $\theta$ derivatives of the 1,2-RDMs were also measured. As described in the previous section, we set a threshold $r_{\text{cond}}$ for the singular values of $E$ when taking the (pseudo-)inverse of $E$ in the analytical derivative. We chose $r_{\text{cond}} = 10^{-3}$ in this section. For the numerical
derivative, we count the number of shots to measure all independent elements of the 1,2-RDM for the optimal states at $F_z = \pm h$. The finite difference $h$ was chosen as $h = 0.001$ (in atomic unit) so that the deviation of the polarizability compared to the exact one (obtained by MCSCF) due to the finite difference becomes smaller than 0.01 in atomic units. We note that the terms in the right hand side of Eq. (45) can be measured with only 1-RDM, but running OO-VQE requires both 1-RDM and 2-RDM in the course of it, so we include the number of shots to measure 2-RDM even for the numerical derivative.

We simulated the calculation of the polarizability $P_{zz}$ for 100 times and computed the sample standard deviation, $\sigma(P_{zz})$, with varying the number of shots for a single Pauli operator, $n_{1\text{Pauli}}$. We chose $n_{1\text{Pauli}} = 10^5, 10^6, 10^7, 10^8, 10^9$ for the analytical derivative and $n_{1\text{Pauli}} = 10^8, 10^9, 10^{10}, 10^{11}, 10^{12}$ for the numerical derivative. For each method, the total number of shots was calculated by accumulating the number of shots for evaluating the Pauli operators in the corresponding formula. The result is shown in Fig. 1. The analytical derivative requires fewer measurement shots to reach the same fixed precision (standard deviation) of $P_{zz}$ than the numerical derivative does. This possibly indicates the advantage of the analytical derivative over the numerical derivative.

Moreover, the standard deviations of $P_{zz}$ for both derivatives exhibit the power-law decay with the total number of shots, $n_{\text{total shots}}$. Namely, it seems to hold $\sigma(P_{zz}) \propto (n_{\text{total shots}})^{-\alpha}$. The least squares fitting on the log-log plot in Fig. 1 indicates that the exponent $\alpha$ for the analytical derivative is $\alpha \sim 0.504(13)$ and that for the numerical derivative is $\alpha \sim 0.498(7)$. We can expect that the estimation errors of the observables in Eqs. (44) and (46) obey

$$\epsilon_\mu, \epsilon_{\partial \mu}, \epsilon_{\text{Hesse}} \propto (n_{\text{total shots}})^{-1/2},$$

(50)
because the standard deviation of the expectation value of the single Pauli operator decays as $(n_{1\text{Pauli}})^{-1/2}$. The exponents of the power-law decay for both the analytical and numerical derivatives in the numerical simulations are therefore consistent with our analysis [Eqs. (44)
and (46)] (note that the size of the finite difference $h$ was fixed in our experiment).

Finally, we comment on possible improvements to reduce the seemingly large number of shots ($\sim 10^{15}$) in Fig. 1, although the purpose of the plot is a comparison between the analytical and numerical derivatives. There are several ways to reduce the actual runtime of quantum computers in our algorithm. First, the “shots” counted here can be executed mostly in parallel because the evaluation of each component of the matrix and vectors in Eq. (37) is independent of the others. The actual runtime will be greatly reduced when there are multiple quantum devices. Second, we are able to employ various techniques to reduce the number of shots to evaluate the expectation values of the observables, which can improve the number of shots by several orders of magnitude.\textsuperscript{51}

6 Discussion, summary and outlook

Before ending the article, let us discuss the relationship of our results to several previous studies. In Ref. 19, the theory of the analytical derivative of the energy obtained by usual VQE, including the second-order one, was developed. It did not consider the orbital optimization, while our result explicitly treats the orbital optimization and the orbital parameters. We also note that Ref. 29, which is one of the papers proposing OO-VQE, mentioned the first-order derivative of the energy. As for the calculation of the polarizability, O’Brien et al.\textsuperscript{26} calculated the polarizability of the hydrogen molecule by using the technique called the sum-over-states, which requires a lot of excited states of the Hamiltonian (exponentially large number of eigenstates, in principle). Another study for calculating the polarizability is Huang et al.,\textsuperscript{52} where the authors calculated the dynamical polarizability by preparing a quantum state proportional to the perturbed ground state by the dipole operator, $\hat{\mu}_d |\psi_{\text{ground state}}\rangle$ with the variational method. Compared with it, our approach has an advantage in that we perform the variational optimization only once (for finding the ground state). It will reduce the cost of quantum computation.
In summary, we developed a quantum-classical hybrid algorithm to calculate the second-order derivative of the energy obtained by OO-VQE. The analytical formula for the derivative and the procedures to evaluate all terms in the formula on quantum computers were explained. We applied the formula of the analytical derivative to the polarizability and validated the formula for the polarizability by numerical simulations. Moreover, the polarizability and refractive indices of thiophene and furan molecules, both of which are of potential industrial interest, were calculated by numerical simulations using our formula. Finally, we analyzed the effect of the error on the estimated polarizability by our analytical derivative and the numerical derivative with a finite difference. The analytical derivative proposed by us is advantageous over the numerical derivative in terms of the theoretical scaling of the error and, at least under the specific setups of our numerical experiments, the actual number of measurements to obtain the polarizability with the same fixed accuracy.

For future work, it is interesting to investigate other derivatives such as the IR absorption intensity, which is given by a cross-derivative of the energy with respect to the electric field and atomic (normal) coordinates. It is also fascinating to test our methods on actual quantum devices with error mitigation techniques\textsuperscript{53,54} as a crucial step in using near-term quantum computers in quantum chemistry calculations.
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**S1 Second-order partial derivative with respect to orbital parameters**

The second-order partial derivative of the OO-VQE cost function $E(F, \kappa, \theta)$ with respect to $\kappa$ is

$$
\frac{\partial^2 E(F, \kappa, \theta)}{\partial \kappa_{pq} \partial \kappa_{rs}}|_{\kappa=0} = \frac{1}{2} \langle \Psi \rvert \left[ \left[ \hat{H}_{\text{full}}(F, \kappa), \hat{\kappa}_{pq} \right], \hat{\kappa}_{rs} \rvert \Psi \rangle \rvert_{\kappa=0}
+ \frac{1}{2} \langle \Psi \rvert \left[ \left[ \hat{H}_{\text{full}}(F, \kappa), \hat{\kappa}_{pq} \right], \hat{\kappa}_{rs} \rvert \Psi \rangle \rvert_{\kappa=0}.

\text{(S1)}
$$

The following equation holds:

\[
\langle \Psi \rvert \left[ \left[ \hat{H}_{\text{full}}(F, \kappa), \hat{\kappa}_{pq} \right], \hat{\kappa}_{rs} \rvert \Psi \rangle \rvert_{\kappa=0} = \left( -h_{ps} \rho_{rq}^{(1)} - h_{qr} \rho_{ps}^{(1)} + \delta_{pq} \sum_t h_{tp} \rho_{ts}^{(1)} + \delta_{pq} \sum_t h_{qt} \rho_{rt}^{(1)} 
+ \delta_{ps} \sum_{tu} g_{tu} \rho_{pt}^{(2)} + \delta_{qr} \sum_{tv} g_{tv} \rho_{pt}^{(2)} + \sum_{tu} g_{tu} \rho_{pt}^{(2)} + \sum_{tu} g_{tu} \rho_{pt}^{(2)} 
- \sum_{tu} g_{tu} \rho_{pt}^{(2)} - \sum_{tu} g_{tu} \rho_{pt}^{(2)} - \sum_{tu} g_{tu} \rho_{pt}^{(2)} - \sum_{tu} g_{tu} \rho_{pt}^{(2)} \right) 
- (p \leftrightarrow q) - (r \leftrightarrow s) + (p \leftrightarrow q \text{ and } r \leftrightarrow s),
\]

where $(p \leftrightarrow q)$ indicates that the terms in the first parenthesis in the right hand side of the equation are repeated with swapping indices $p$ and $q$. Therefore, one can calculate $\frac{\partial^2 E(F, \kappa, \theta)}{\partial \kappa_{pq} \partial \kappa_{rs}}$ on classical computers by using the values of 1,2-RDMs.

**S2 Molecular geometries used in numerical simulations**

The molecular geometries used in Sec. 4.2 and Sec. 5.2 in the main text are summarized in Table S1.
Table S1: Geometries of molecules. “(X, (x, y, z))” denotes three dimensional coordinates x, y, z of atom X in units of Bohr.

| Molecule | Geometry |
|----------|----------|
| H₂O      | (O, (0, 0, 0.20189834)), (H, (0, 1.48369957, -0.80757446)), (H, (0, -1.48369957, -0.80757446)) |
| C₄H₄S   | (S, (0, 0, 2.32317)), (C, (0, 2.37947, -0.080994)), (C, (0, -2.37947, -0.080994)), (C, (0, 1.36487, -2.40628)), (C, (0, -1.36487, -2.40628)), (H, (0, 4.32679, 0.43743)), (H, (0, -4.32679, 0.43743)), (H, (0, 2.47276, -4.09925)), (H, (0, -2.47276, -4.09925)) |
| C₄H₄O   | (O, (0, 0, 2.17507477)), (C, (0, 2.09381655, 0.64439661)), (C, (0, -2.09381655, 0.64439661)), (C, (0, 1.36627199, -1.78957064)), (C, (0, -1.36627199, -1.78957064)), (H, (0, 3.87771801, 1.56847268)), (H, (0, -3.87771801, 1.56847268)), (H, (0, 2.57002753, -3.40528648)), (H, (0, -2.57002753, -3.40528648)) |

S3 Unitary coupled-cluster singles and doubles ansatz

In the numerical simulations in the main text, we employed unitary coupled-cluster singles and doubles ansatz with the first-order Trotterization. We defined the ansatz in the fermionic form as

\[
|\psi^{\text{fermion}}_{\text{UCCSD}}(\theta)\rangle = \hat{U}^{\text{fermion}}_{\text{UCCSD}}(\theta) |\text{HF}\rangle, \tag{S2}
\]

\[
\hat{U}^{\text{fermion}}_{\text{UCCSD}}(\theta) = e^{\hat{T}_s - \hat{T}_s^\dagger} e^{\hat{T}_{d1} - \hat{T}_{d1}^\dagger} e^{\hat{T}_{d2} - \hat{T}_{d2}^\dagger}, \tag{S3}
\]

\[
\hat{T}_s = \sum_{o,v} \theta_{ov}^{(s)} \left( \hat{a}_v^\dagger \hat{a}_o + \hat{a}_v \hat{a}_o^\dagger \right), \tag{S4}
\]

\[
\hat{T}_{d1} = \sum_{o,v} \theta_{ov}^{(d1)} \hat{a}_v^\dagger \hat{a}_o^\dagger \hat{a}_v \hat{a}_o, \tag{S5}
\]

\[
\hat{T}_{d2} = \sum_{(o_1,v_1) \neq (o_2,v_2)} \sum_{\sigma,\tau = \uparrow, \downarrow} \theta_{o_1 o_2 v_1 v_2}^{(d2)} \hat{a}_{v_1 \sigma}^\dagger \hat{a}_{o_1 \sigma} \hat{a}_{v_2 \tau}^\dagger \hat{a}_{o_2 \tau}, \tag{S6}
\]

where |HF⟩ is the Hartree-Fock state and o, o₁, o₂(v, v₁, v₂) are the occupied (virtual) orbitals in the Hartree-Fock state. The circuit parameters θ of this ansatz are \{θ_{ov}^{(s)}\} \cup \{θ_{ov}^{(d1)}\} \cup \{θ_{o_1 o_2 v_1 v_2}^{(d2)}\}. To express this ansatz state in the qubit form, we performed the Jordan-Wigner transformation for \hat{T}_s - \hat{T}_s^\dagger, \hat{T}_{d1} - \hat{T}_{d1}^\dagger, \hat{T}_{d2} - \hat{T}_{d2}^\dagger and |HF⟩. For example, if \hat{T}_s - \hat{T}_s^\dagger is
transformed into the sum of multiqubit Pauli operators as $i \sum_{ov} \alpha_k^{(ov)} \sum_{n} \alpha_{ov}^{(s)} \hat{P}_k^{(ov)}$, where $\alpha_k^{(ov)} \in \mathbb{R}$ and $\hat{P}_k^{(ov)}$ is a multiqubit Pauli operator, we (approximately) implement $e^{\hat{T}_d - \hat{T}_d^\dagger}$ by the first-order Trotterization:

$$\prod_{ov} \prod_k \exp \left[ i \alpha_k^{(ov)} \theta(s) \hat{P}_k^{(ov)} \right].$$

(S7)

The operators $e^{\hat{T}_d_1 - \hat{T}_d_1^\dagger}$ and $e^{\hat{T}_d_2 - \hat{T}_d_2^\dagger}$ were approximately implemented as qubit operators in the same way. We applied these approximated qubit representation of operators to the qubit representation of $|\text{HF}\rangle$ and used it as the ansatz in the numerical calculation in the main text.

### S4 Estimating expectation values of observables on quantum computers

In this section, we explain how to evaluate expectation values of observables on quantum computers and the procedures of numerical simulations in Sec. 5.2 in the main text.

Let us consider evaluating an expectation value $\langle \psi | \hat{O} | \psi \rangle$ for an observable $\hat{O}$ and a state $|\psi\rangle$ on $N$ qubits. To evaluate $\langle \psi | \hat{O} | \psi \rangle$ on quantum computers, we decompose $\hat{O}$ as

$$\hat{O} = \sum_{n=1}^M c_n \hat{P}_n,$$

(S8)

where $\hat{P}_n$ is the Pauli operator on $N$ qubits (i.e., $\hat{P}_n \in \{I, X, Y, Z\}^{\otimes N}$ with $X, Y, Z$ being the Pauli matrix on a single qubit) and $M$ is the number of Pauli operators contained in $\hat{O}$. In the most naive way to evaluate $\langle \psi | \hat{O} | \psi \rangle$, we perform the projective measurement of $\hat{P}_n$ to the state $|\psi\rangle$ for all $n = 1, \cdots, M$. For each projective measurement of $\hat{P}_n$, we repeatedly prepare $|\psi\rangle$ and run specific quantum circuit, which yields the eigenvalues $\pm 1$ of $\hat{P}_n$ (note that $\hat{P}_n^2 = \hat{I}$ implies the eigenvalues are $\pm 1$). By averaging the outputs of $\pm 1$, we
estimate the expectation value $\langle \psi | \hat{P}_n | \psi \rangle$. The whole expectation value $\langle \psi | \hat{O} | \psi \rangle$ is estimated by calculating

$$\langle \psi | \hat{O} | \psi \rangle = \sum_{n=1}^{M} c_n \langle \psi | \hat{P}_n | \psi \rangle \quad (S9)$$

with classical computers.

In this procedure, the number of executions of the quantum circuits to obtain the eigenvalues of $\hat{P}_n$ is called the number of measurements or the number of shots. The difference between the estimated expectation values and the exact expectation value ($\langle \psi | \hat{O} | \psi \rangle$) gets smaller when we increase the number of shots. Although the quantum circuit execution described above is completely parallelizable when one has a lot of quantum computers, it is strongly desirable to reduce the number of shots for evaluating expectation values to save the time for computing.

In the numerical simulations in Sec. 5.2 in the main text, we simulated the above procedure with classical computers by randomly generating the results of the projective measurements to evaluate the expectation values of the observables that appear in the formulas of the analytical and numerical derivatives.
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