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Abstract: In this work, we present experimental results on the interferometric radio occultation (iRO) signal processing techniques, and compare the performance to the closed-loop and open-loop processing used in conventional radio occultation measurements. We also discuss the effects of antenna beam width to mitigate inter-satellite interferences, as well as how the local oscillator stability affects the obtained Doppler estimates. The required signal processing resources are less stringent for the iRO than for conventional RO techniques. In addition, the zenith iRO has a comparable performance to the well-established RO techniques.
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1. Introduction

The first radio-occultation (RO) measurements to sense the atmosphere of planets were carried out in 1965, while the first GPS radio-occultation measurements to sense the Earth atmosphere were done in 1995 in the frame of the GPS/MET experiment. Since this first experimental validation, the concept has been highly successful, and it has been used in many satellites and missions, e.g., [1]. These types of measurements are important in operational meteorology, where its assimilation in numerical weather prediction (NWP) models significantly improves the performance of the predictions, e.g., [2–4]. Furthermore, long series of RO observations have allowed to observe the temperature trends of the stratosphere, e.g., [5]. The success of RO measurements has fostered the definition of new measurement concepts to improve and expand the range of applications, as for instance the measurement of the higher ionosphere, e.g., [6], or the measurement of heavy precipitation using polarimetric RO measurements [7].

Electromagnetic signals traveling through a medium experience a longer electrical path compared to signals that propagate in vacuum. When the density of the medium is a function of position (or altitude in case of the atmosphere) it will affect the electrical path in more or less degree depending through which part the electromagnetic radiation has traveled. By measuring with high precision the change of the electrical path it is possible to extract its density profile. In GPS RO, the fundamental measurement principle consists in obtaining precise phase delay measurements, which are directly linked to electrical path length and their change.
The inherent properties of the transmitted signals, which were designed to allow precise delay measurements, are used in GPS RO. The received signal is cross-correlated with a local replica (generated at the receiving satellite) of the expected signal. This implies that the receiver has to know the actual transmitted signal in order to be able to generate a local replica of it. In addition, it needs to know its current position and velocity, and the one of the transmitter to be able to generate this local replica with enough accuracy. The phase of the resulting complex cross-correlation value provides the phase estimate with respect to the applied open-loop model, and it is thus the observable that carries information with physical meaning of the medium through which the signal has traveled.

A new signal processing method was proposed in [8], presenting the interferometric RO (iRO) in the frame of the proposed GEROS-ISS mission, whose primary objective is the GNSS reflectometry (GNSS-R) to obtain ocean altimetry measurements. The instrumental architecture of GEROS-ISS is particularly conceived for high precision altimetry, using only open-loop delay and Doppler compensated cross-correlation between the received direct and reflected signals. Ref. [8] proposed a processing technique which reusing the hardware of the GEROS-ISS instrument enables phase delay measurements of GNSS signals. In this case the technique uses the periodic properties of the GNSS signals, and does not require to know the actual transmitted signal. The instrument requires also high gain antennas. In this paper, we present experimental work demonstrating the capabilities and limitations of this technique. Currently, ESA is developing PRETTY, an interferometric reflectometry GNSS mission with the antenna pointing to the limb of the Earth. Therefore, the iRO technique tested in this study can be relevant to the PRETTY mission [9].

In the next section, we review the processing concept and express it mathematically, later (Section 3) we describe the set-up for the experimental demonstration concept, we continue (Section 4) with the description of the obtained results and complete the article with our conclusions (Section 5).

2. Review of the iRO Processing

As follows, we review the interferometric RO technique that we have used in our validation experiment, and that was first described in [8]. Let \( x(t) \) be the signal transmitted by the GNSS satellite

\[
x(t) = A(t) e^{-j2\pi f_c t}
\]

where \( A(t) \) is the complex envelope of the signal and \( f_c \) the carrier frequency. In our experiment we have used GPS C/A signals because of the 1 ms periodicity of the PRN sequences. The complex envelope of GNSS signals is given by a sequence of chipping pulses multiplied by a sequence of navigation bits.

\[
A(t) = \sum_{k=0}^{K-1} c_k \cdot p(t - kT_p) \cdot \sum_{l=0}^{L-1} b_l q(t - lT_l)
\]

where \( p(t) \) is the chipping pulse, \( T_p \) the chip duration, \( c = \pm 1 \) the chip, \( q(t) \) is the navigation bit pulse, \( T_l \) is the navigation bit period and \( b_l = \pm 1 \) is the navigation bit. The chipping sequence has a length of \( K \) chips, and the temporal duration of the complete code is \( T_{code} = KT_p \). For GPS C/A signals \( T_l = 20T_{code} \). The navigation message bit sequence has length \( L \).

The signal \( y(t) \) reaching the receiving antenna suffers a non-constant delay \( u(t) \), that has a monotonous variation. This delay is caused by the fact that transmitter and receiver are in motion, and by the medium through which the signal travels (e.g., atmosphere, ionosphere). The delay \( u(t) \) can be modeled using a polynomial.

\[
\begin{align*}
y(t) &= x(t - u(t)) = A(t - u(t)) e^{2\pi f_c (t - u(t))} \\
u(t) &= u_0 + u_1 t + u_2 t^2 + \ldots + \sum_{s=0}^{S-1} u_s t^s
\end{align*}
\]
The receiver down-converts the received signal to IF with

\[ z(t) = y(t) e^{-j2\pi f_{lo} t} = A(t - u(t)) e^{-j2\pi f_{lo} t} e^{j2\pi f_{if} t} \]  \hspace{1cm} (5)

where \( f_{lo} \) is the local oscillator frequency, and \( f_{if} = f_c - f_{lo} \) the intermediate frequency.

Once the down-converted signal has been recorded, the software post-processor computes the auto-correlation function of the recorded signal at delay \( \tau \), coincident with the code duration. The integration interval is chosen to be the same length as the duration of the code, \( T_i = T_{code} \). Finally, the auto-correlation function is computed at a time instant \( t_1 \).

\[ R_z(t_1, \tau) = \frac{1}{T_i} \int_{-T_i/2}^{+T_i/2} z(t + t_1) z^*(t + t_1 - \tau) \, dt = \frac{e^{j2\pi f_{if} \tau}}{T_i} \int_{-T_i/2}^{+T_i/2} A(t + t_1 - u(t + t_1)) A^*(t + t_1 - \tau - u(t + t_1 - \tau)) e^{-j2\pi f_{if} [u(t + t_1) - u(t + t_1 - \tau)]} \, dt \]  \hspace{1cm} (6)

The complex exponential term outside the integral is dependent on the intermediate frequency \( f_{if} \) and on the delay \( \tau \) at which the auto-correlation is computed. To be able to compensate this term, precise knowledge of these terms is required. In our experiment \( \tau \) is perfectly known, as it is proportional to the lag spacing, which is the inverse of the sampling frequency \( F_s \), and the sampling frequency is measured precisely respect to the GPS time frame. The intermediate frequency \( f_{if} \) is also known as it is coherently derived from the sampling frequency.

The phase term inside the integral is the one we are interested in. It depends on the variation of the delay \( u(t) \). Figure 1 shows a conceptual plot of this delay as a function of time.

If its variation during the integration period is small enough so that it can be considered constant, it can be taken out of the integral. Then, the remaining integral can be approximated by the auto-correlation of the envelope \( A(t) \). Note that the smearing of the auto-correlation function caused by the \( u(t + t_1) \) and \( u(t + t_1 - \tau) \) terms is minimal, because the temporal duration of the auto-correlation function is much larger than the difference of delays. Note also, that in our case the envelope is real-valued, and any possible smearing of the envelope has no effect on the phase of the resulting auto-correlation.

Taking into account only the geometry between transmitter and receiver, the delay \( u(t) \) is directly proportional to the distance \( r(t) \) between them

\[ u(t) = r(t) / c \]  \hspace{1cm} (7)
where \( k \) is an integer number. This ambiguity can be solved by using a-priori knowledge of the expected Doppler frequency derived from the transmitter and receiver positions and velocities.

We will consider the phase term within the integral Equation (6) to be constant when its variation during the integration interval is smaller than a 100th of a cycle. This means that

\[
\Delta f_d < \frac{1}{100 \tau} \quad (10)
\]

For \( \tau = 1 \text{ ms} \) this means that the change of the Doppler frequency during the integration interval \( T_i \) must be smaller than 10 Hz. When the Doppler dynamics has larger variations, as it is the case for space-borne RO, the signal processing approach cannot be based on the direct computation of the auto-correlation function of the received signal. A phase compensated auto-correlation function as shown next shall be employed. An open-loop model of the expected phase is used inside the integral to reduce its dynamics to a level, where it can be considered constant within the integration interval as in Equation (6). The phase-compensated auto-correlation is

\[
R_z(t_1, \tau) = \frac{1}{\tau} \int_{-\tau/2}^{+\tau/2} z(t + t_1) z^*(t + t_1 - \tau) \, m(t_1, t) \, dt
\]

with

\[
m(t_1, t) = e^{i\hat{\phi}(t_1, t)} = e^{i2\pi \hat{f}_d \tau} \quad (12)
\]

being a phase model that guarantees that the residual phase term inside the integral is kept almost constant during the integration interval, by using a good prediction \( \hat{f}_d \) of the Doppler frequency.

### 3. Experimental Set-Up

Figure 2 shows a diagram of the experiment set-up employed in this work to demonstrate the iRO concept.

Two instruments collect GNSS signals from two antennas both: a hemispherical antenna pointing to Zenith and a directive antenna (3 dB main beam of \( 20^\circ \times 40^\circ \)) pointing towards the RO transmitter. The RO antenna was pointed to Azimuth +145° and +15° elevation, covering an elevation range spanning from −5° to +35°. The antennas were placed on top of a tower in Cap de Sant Sebastià in Llafranc (N 41°53′49.61786, E 3°12′10.15863) at an altitude of 153 m with direct views to the Mediterranean sea. The first instrument is a multi-port GNSS receiver (JAVAD DeltaQ Quattro-G3D board) capable of generating independent GNSS observables (pseudo-ranges and phases) for all antenna inputs. The objective of using this receiver is to obtain standard RINEX observables that can serve as comparison to the data collected by the second receiver. This second instrument is the SPIR...
recording receiver [10]. It collects raw data (IF samples) from the RO antenna. The signal from the Zenith antenna is used to obtain precise GPS time-stamps for the recorded data.

The experiment was carried out on 27 May 2016 from 14 h until 17 h, local time. Figure 3 shows the visible satellites during that interval, and the approximate 3 dB antenna beam of the directive RO-antenna. The azimuth pointing of the antenna was selected so that the setting radio-occultation of PRN24 fell well within the main beam, as well as a significant part of the satellite’s arch before the RO event.

Figure 2. Diagram of the measurement setup.

Figure 3. Visible GPS satellites at the experiment location and time. The approximate 3 dB main beam of the RO antenna has been plotted using a blue line. The dashed line corresponds to the part of the beam below the horizon. An azimuth mask (45°–180°) has been applied to the visible satellites.
4. Data Processing, Analysis and Discussion

In order to be sure that we observed a standard RO event, the first step in the analysis of the data was to obtain Doppler frequency estimates for the occulting satellite (PRN24) using the RINEX files provided by the JAVAD receiver for the radio-occultation antenna. The evolution of the Doppler presents the expected shape for a setting satellite: the Doppler increases with time, and towards the end it stagnates and starts decreasing again. Towards the end of the radio-occultation event, when the SNR of the received signal drops considerably, the Doppler estimates become noisier.

From now on the presented results have been obtained using the IF recorded and post-processed data.

4.1. Reference Doppler

With the aim of comparing different radio-occultation techniques, we have taken a reference Doppler predicted from the transmitter and receiver geometry. The transmitter position and velocity were obtained with the precision orbit from the GFZ Analysis Center of IGS [11] (ftp://ftp.gfz-potsdam.de/GNSS/products/final/), and the receiver position was obtained from the output of the JAVAD receiver.

With the positions of the receiver ($\vec{R}$) and transmitter ($\vec{T}$) together with the velocity of the transmitter ($\vec{V}_T$) the predicted Doppler frequency is

$$f_{D,predict} = -\frac{f_{L1}}{c} \left[ \vec{V}_T \cdot \frac{\vec{T} - \vec{R}}{|\vec{T} - \vec{R}|} \right]$$

with $f_{L1} = 1.57542$ GHz being the frequency of GPS L1 band signal and $c$ as the speed of light in vacuum.

In Figure 4 the elevation of PRN24 is shown together with predicted Doppler as the function of SoD. At higher elevations the predicted Doppler frequency is smaller and it increases when the satellite approaches the horizon. Once the elevation is negative (below the horizon) the predicted Doppler starts decreasing again. Note that we have only considered geometric aspects in predicting the Doppler frequency. Along the whole paper we have used the positive sign convention for the Doppler frequency, even if the distance between transmitter and receiver is increasing, as this is the usual one used in radio-occultations. It is noted here that this predicted Doppler is also used as the reference for the open loop tracking using both the clean replica processing and the zenith iRO processing introduced later.
Figure 4. Elevation of PRN24 (a) and its predicted Doppler frequency (b). Only the receiver and transmitter geometry has been used to obtain the predicted Doppler, no atmospheric effects have been considered.

4.2. Conventional RO Processing

In this section, we present the processing and analysis of the data using two conventional RO techniques. The first one is the closed loop processing, usually employed in standard GPS receivers or early GPS RO receivers. The second one corresponds to the open loop processing used in current RO receivers. These results will be used later in our work as a reference to validate the performance of the new interferometric RO technique.

4.2.1. Clean Replica with Closed Loop

The collected raw samples are organized by consecutive 1-sec files. For each file, the signal processing is started with a blind search of both C/A-code delay and carrier frequency. Once the delay-Doppler cell containing the signal has been detected, the code phase and carrier Doppler are tracked with conventional DLL (Delay Locking Loop) and PLL (Phase Locking Loop) [12] to generate error signals that keep the replica and received codes aligned and also keep the local carrier tuned to the correct frequency.

The Doppler estimated with the phase tracking loop is presented in Figure 5 together with the predicted one. It can be seen that the estimated Doppler agrees well with its prediction. However, the closed-loop Doppler observations become noisy for the low elevation (below 5° of elevation) where the degradation of signal to noise ratio (SNR) makes the PLL loose lock.
4.2.2. Clean Replica with Open Loop

GPS signals in the lower troposphere are affected by rapid phase accelerations and severe signal power fading. These signal dynamics often cause the conventional phase-locked loop to lose lock. The open-loop (OL) tracking can be used to overcome this problem.

The first step of OL tracking is also the blind search of the C/A-code delay and carrier frequency for each 1-sec file. Then, the raw signal samples are cross correlated with the local replica, where the Doppler frequency determined in Section 4.1 has been used. It should be mentioned that the predicted Doppler is assumed to be constant during the processing of each 1-sec signal segment.

With the output of the cross-correlator $R_z(t_1, \tau)$, the carrier phase is estimated by Equation (14) which is insensitive to the presence of BPSK data modulation.

$$\phi(t_1) = \arctan \frac{\text{Im} \{R_z(t_1, \tau)\}}{\text{Re} \{R_z(t_1, \tau)\}}$$

and the difference between the predicted Doppler and the measured Doppler is obtained by using the evolution of the phase as a function of time

$$\Delta f_D(t_1 + T_i/2) = \frac{\phi(t_1 + T_i) - \phi(t_1)}{T_i}$$

with the coherent integration time of $T_i = 1$ ms, the Doppler difference is then averaged for 1 s to reduce the uncertainty

$$\overline{\Delta f_D} = \langle \Delta f_D(t_1 + T_i/2 + kT_i) \rangle_{k=0,1,\ldots,999}$$

and the Doppler of the received signal can be estimated by

$$f_D,\text{obs} = f_D,\text{predict} + \overline{\Delta f_D}$$

The Doppler observations estimated with the open loop method are presented in Figure 6, in which it can be seen that the open loop tracking method prevents large deviation of the observation from the model. However, Figure 6b shows that the Doppler observations are centered near the predicted Doppler for low SNR. This can be explained by the fact that the Doppler difference in Equation (14) can be assumed to be the noise with a mean of zero, and the Doppler estimated with Equation (17) is the noise with a mean of $f_D,\text{predict}$. In Figure 6 we can also see that the measured Doppler frequency is slightly above the predicted one, during the segments where the open-loop tracking is successful. This is consistent with a setting RO [13].
4.3. Interferometric RO Processing

Here, we present the results obtained using two variants of the iRO processing. The conventional iRO method (Section 4.3.1) obtains the Doppler estimate from computing the autocorrelation function of the occulting signal at a 1 ms delay (the period of the C/A signal). The Zenith iRO method (Section 4.3.4) records a segment of the received signal when the transmitter is in a near-Zenith position, and uses later this signal to compute the delay and Doppler compensated cross-correlation with the occulting signal.

4.3.1. iRO Raw Doppler Estimation

We have computed the auto-correlation Equation (6) of the recorded signals using \(T_i = 1\) ms for all 1 ms intervals in the data set. In order to increase the SNR and improve the precision of the Doppler estimation, we have further coherently integrated these 1-ms observables by averaging \(N_c\) consecutive measurements. This is possible because the Doppler rate is small and longer integrations do not lose coherence.

With \(N_c = 1000\), the estimated Doppler is presented in Figure 7, where it can be seen that the Doppler observations are inconsistent with the predicted Doppler, and the Doppler observations keep constant during the last period of the data collection (after SoD51000).
It is mentioned in [8] that the antenna beam should be narrow enough to avoid interferences from other GNSS transmitters. However, it can be seen from Figure 3 that a second satellite, i.e., SBAS PRN123 (ASTRA-5B), is also within the main beam of the antenna, and contributes significantly to the output of the auto-correlation in Equation (6). In the presence of two GNSS transmitters the auto-correlation function will be the sum of the auto-correlation functions of both transmitters. No cross-correlation term appears, because the PRNs of different transmitters are orthogonal to each other.

4.3.2. iRO Doppler Estimation with Removed Effect of PRN123

The presence of two different PRNs within the main beam of the antenna results in a phase pattern that cannot be attributed to a single PRN. The presence of the geostationary SBAS satellite results in constant phase and amplitude which are estimated using two distinct methods.

(1) **Fixed estimation**: By assuming a constant amplitude, the contribution of PRN123 is estimated by averaging the correlation output in the period when PRN24 is out of the main beam of the antenna, i.e., after SoD51000.

\[
\overline{R_{PRN123}} = \langle R_z \rangle_{SoD>51000} \tag{18}
\]

(2) **P2P correction**: By assuming a non-constant amplitude, the contribution of PRN123 is corrected point by point (p2p) by the amplitude of the waveform obtained with the clean replica method, and the contribution of PRN123 to the output of the iRO cross-correlation can be estimated by

\[
R_{PRN123}^{iRO}(t_1) = \frac{R_{PRN123}^{iRO} - R_{PRN123}^{CR}(t_1)}{R_{PRN123}^{CR}} \tag{19}
\]

in which \(R_{PRN123}^{CR}\) is the clean-replica cross-correlation output averaged after SoD51000, \(R_{PRN123}^{CR}(t_1)\) is the the clean-replica cross-correlation output at \(t_1\), the subscript N denotes the thermal noise component, and the noise components \(R_{PRN123}^{N,CR}(t_1)\) and \(R_{PRN123}^{N,CR}(t_1)\) are computed from the signal free area, i.e., 2 chips before the peak of the waveform.

The contribution of PRN123 estimated with both methods is then removed from the cross-correlation output, and the Doppler of the received signal can be estimated again.

The Doppler estimations by applying both inter-satellite interference removing methods are presented in Figure 8. It can be seen that the Doppler observation with the iRO technique is consistent.
with the predicted one by removing the contribution of PRN123. Table 1 shows the standard deviation of the estimated Doppler with respect the predicted one, for two periods of time. The corrected iRO method is unable to provide correct Doppler estimates towards the end of the experiment (SoD > 50,600), when the SNR is lowest. But just before, it is when the correction works best.

Table 1. Standard deviation of the estimated Doppler respect to the predicted one in two different time periods.

| SoD           | <48,000 | 48,000–50,600 |
|---------------|---------|---------------|
| iRO Raw       | 79.0 Hz | 30.5 Hz       |
| iRO with Fixed Correction | 19.9 Hz | 10.4 Hz       |
| iRO with P2P Correction     | 22.4 Hz | 11.1 Hz       |

In this situation, the Doppler frequency of PRN24 is large, and the Doppler filtering caused by the phase-compensated autocorrelation in Equation (11) is very effective in removing any residual contribution of PRN123, who has a zero Doppler because it is a geo-stationary satellite. At the beginning of the experiment, when PRN24 is at higher elevation, its Doppler frequency is smaller, and the Doppler filtering of other PRNs with similar (or zero) Doppler is not so effective. In the case of a spaceborne RO receiver the Doppler dynamics are much larger than in a ground-based experiment as the one presented in this paper. This means that the phase-compensated autocorrelation will allow to provide better Doppler filtering in a spaceborne receiver than in a ground-based experiment.

The results obtained with both correction methods are very similar, so the result from the fixed correction method is used in the following analysis.

4.3.3. SNR Analysis

The precision of Doppler estimation relies on the SNR of the interferometric waveform. In Figure 9, the evolution of the SNR is presented together with the elevation and the iRO Doppler estimation. The SNR for the clean-replica processing has been obtained with an integration time of 1 ms, while for the iRO processing the measurements have been further integrated to 1 s. Thus the vertical scale on the plots shows such a big difference for both types of measurements. It is worth to mention that the SNR of the received signal shows strong dispersion between SoD48000 and SoD50600 with the elevation between $17^\circ$ and $0^\circ$. That could be explained by the interference from the sea surface reflected signal which causes fading of received signal. At grazing geometries the polarization of the reflected signal is mainly at the same RHCP polarization as the direct signal.

Figure 8. iRO Doppler estimation for PRN24 with removed effect of PRN123.

4.3.3. SNR Analysis

The precision of Doppler estimation relies on the SNR of the interferometric waveform. In Figure 9, the evolution of the SNR is presented together with the elevation and the iRO Doppler estimation. The SNR for the clean-replica processing has been obtained with an integration time of 1 ms, while for the iRO processing the measurements have been further integrated to 1 s. Thus the vertical scale on the plots shows such a big difference for both types of measurements. It is worth to mention that the SNR of the received signal shows strong dispersion between SoD48000 and SoD50600 with the elevation between $17^\circ$ and $0^\circ$. That could be explained by the interference from the sea surface reflected signal which causes fading of received signal. At grazing geometries the polarization of the reflected signal is mainly at the same RHCP polarization as the direct signal.
Figure 9. Evolution of SNR for both the clean replica processing and the iRO processing. (a) SNR using the clean-replica method. (b) SNR using the iRO method. (c) iRO Doppler estimation with fixed correction.

From [14], the SNR of the interferometric waveform $SNR_{INT}$ can be expressed as

$$SNR_{INT} = \frac{T_{INT}}{T_C} \frac{SNR_{CR}}{1 + \frac{1}{SNR_{PRE}}} = \frac{T_{INT}^{INT}}{T_C} \frac{SNR_{CR}}{2 + \frac{1}{SNR_{PRE}}}$$

(20)
where $SNR_{CR}$ is the SNR of the clean-replica open loop waveform, $SNR_{PRE}$ is the SNR at the input of the correlator, $T_{CR}^C$ is the coherent integration time of the clean replica waveform and $T_{INT}^C$ is the coherent integration time of the interferometric waveform. The quotient of the different integration times serves to take into account the different integration times for the clean replica and interferometric observables.

Given the bandwidth of the received signal $B$, we have

$$SNR_{CR} = B \cdot T_{CR}^C \cdot SNR_{PRE}$$

(21)

With Equations (20) and (21), the relationship between the clean replica and interferometric SNRs can be derived as

$$SNR_{INT} = \frac{T_{INT}^C}{T_{CR}^C} \cdot \frac{SNR_{CR}}{2 + \frac{B \cdot T_{INT}^C}{SNR_{CR}}}$$

(22)

Given the parameters in this signal processing: $B = 2$ MHz, $T_{INT}^C = 1$ s and $T_{CR}^C = 1$ ms, the theoretical relationship between the clean replica SNR and the interferometric SNR is presented in Figure 10 with a continuous line. It can be seen that the relationship between $SNR_{CR}$ and $SNR_{INT}$ from the measured data is consistent with that derived theoretically.

![Figure 10. Relationship between the clean replica SNR and the interferometric SNR.](image)

In addition, the fact that the data points follow the shape of the line is indicating that the SNR variations in Figure 9 are the same for the clean replica and interferometric methods, and are thus not random noise, but correspond to actual fading which is consistently observed with both methods.

The actual SNR data plotted in Figure 10 is 2.78 dB (mean value) below the theoretical model, indicating that $SNR_{INT}$ is lower than expected. A possible explanation to this could be the fact that the raw data has been acquired with 1-bit quantization, which induces a degradation of SNR. However, such degradation has not been taken into account in Equation (22).

According to [15] the computation of the cross-correlation of one bit quantized Gaussian noise suffers a SNR loss of $2/\pi = 0.637$, which corresponds to 2 dB. Although in the PARIS Interferometric
Technique this is not strictly the case (non-Gaussian signal, low SNR), we assume that both situations are comparable.

We have to remark that [15] defines the SNR at the output of the correlator as the quotient formed by the mean value of the correlator output and the standard deviation of the correlator output. But other authors as [16] or [14] define the SNR at the output of the correlator as the quotient between the mean squared value of the correlator output and the variance of the correlator output. Thus, the latter definition of SNR is obtained by squaring the former one. In this case we translate the linear SNR loss of $2/\pi$ to the square SNR loss $(2/\pi)^2$, which is about $−3.9$ dB.

For the clean replica case we use [17] where the computation of a matched filter using quantized signals is studied. In this case the SNR definition at the output of the correlator is equivalent to the one in [16], although it is expressed in terms of $E_b/N_0$. Our receiver has a bandwidth of approximately $B = 40$ MHz, the chip $T_{CA}$ duration is approximately $1 \mu$s for CA code. The sampling frequency is $F_s = 80$ MHz, which corresponds to 40 samples per chip. Using the tables given in that paper with:

$$BT_{CA} = 40 > 10$$

$$f_{CA} = 2BT_{CA}$$

where $f_{CA}$ is the number of samples per chipping symbol, the degradation due to quantization is in the order of $D_Q = −2.1$ dB.

This means that the degradation due to quantization in the interferometric technique respect to the clean replica is about $−3.9$ dB $− (−2.1$ dB $) = −1.8$ dB worse. When the one-bit quantization is taken into account, the SNR comparison is more consistent, and the bias has been reduced to $0.98$ dB (see Figure 11).

![Figure 11. Relationship between the clean replica SNR and the interferometric SNR by considering the degradation due to quantization.](image)

The precision of the iRO measurement depends on the SNR at the auto-correlation output. In Figure 12, the precision of the measured Doppler is presented as a function of the SNR of the cross-correlation output. The Doppler precision is computed from the difference between the time
series of measured Doppler and a simple fitted piecewise linear function every 10 s, and the SNR is also averaged in the same period. It is clearly shown that the precision of the Doppler measurement improves with the increasing of the SNR.

**Figure 12.** Relationship between the SNR and the precision of the iRO Doppler observation.

### 4.3.4. Zenith iRO Processing

In [8], an alternative approach to interferometric radio occultation is also proposed, in which the reference signal is acquired before any occultation actually happens, with the objective to increase the SNR of the occultation cross-correlation. We took the reference signal at SoD48000 when the antenna gain and the SNR were high enough and the received signal did not suffer serious interference from the sea surface reflection. The signal processing for the zenith iRO consists the following steps:

1. **Reference signal acquisition:** A signal segment of 20 ms \( s_{\text{ref}}(t) \) was selected from the data file corresponding to SoD48000, the starting sample of \( s_{\text{ref}}(t) \) is aligned to the beginning of the navigation bit, which is estimated using the clean replica processing. It is worth to mention that the information on the navigation bit can be also predicted by the transmitter and receiver geometry when implemented in future space-borne interferometric receivers.

2. **Down-conversion and coherent averaging:** The selected signal segment was then down-converted to baseband by the local generated carrier with the predicted Doppler as

   \[
   s_{\text{BB}}^{\text{ref}}(t) = s_{\text{ref}}^{\text{ref}}(t) e^{-j2\pi f_D \text{predict}}
   \]

   Then, 20 1-ms segments \( s_{\text{BB}}^{\text{ref}}(t_0 + k/1000), k = 0, 1, \ldots, 19 \) are cropped from the down-converted signal and coherently averaged as

   \[
   s^{\text{ref}}(t) = \sum_{k=0}^{19} s_{\text{BB}}^{\text{ref}}(t_0 + k/1000)
   \]

3. **Open-loop tracking with the zenith reference:** With the coherently averaged reference signal, a similar processing scheme from Section 4.2.2 is applied to the collected signal. It is noted that the initial code phase of the reference signal is also adjusted for each cross-correlation following the
predicted Doppler by shifting the reference signal accordingly. The number of samples adjusted can be computed by

$$n_{\text{sample}}^{\text{incr}}(T) = \frac{f_{D,predict}(T)T_i}{f_{L1}}$$

Following the processing scheme above, the Doppler of the received signal is estimated with the zenith iRO method and presented in Figure 13 together with the one estimated through the clean replica open loop processing. In Figure 14, both Doppler observations are compared in detail for two different typical periods with high and low SNRs. It can be seen from both figures that the zenith iRO Doppler observations are almost identical compared to those estimated with the clean replica method at higher elevations, when the SNR is larger. At higher elevations the performance in terms of RMS deviation of the observables respect to the predicted Doppler is almost identical, as shown in Table 2. At lower elevations, towards the end of the experiment, appreciable minor differences between both retrievals can be appreciated (see Table 2). It is worth to note, that the RMS values have been computed taking the predicted Doppler as a reference, and that in RO geometry the purely geometric predicted Doppler does not correspond to the real Doppler, as the atmospheric effects have not been modelled. Thus, the resulting RMS values could be affected by this mismodelling. We think that both methods are comparable in performance, and that the slight differences between the noise in both methods could be attributed to the fact that the reference signal used in the cross-correlation computation is different in both approaches. In the clean-replica method the received signal is cross-correlated with an ideal model of the GNSS signal, i.e., a perfect PRN sequence. When using the Zenith iRO method the received signal is correlated with a segment of the same signal acquired at a different instant of time, and thus, it includes all nuisances introduced by the GPS transmitter and receiver, such as filtering and other non-idealities, which are also common to the occulting signal segment. Consequently, the reference signal in the Zenith iRO would be better matched to the occulting signal than the ideal PRN sequence. This might explain the slightly better performance of the Zenith iRO technique compared to the clean-replica open loop processing. This conclusion should be taken with caution, as only one experimental evidence has been collected.

Table 2. RMS deviation of the Doppler estimates respect to the predicted Doppler.

| SoD       | CR_OL    | <48,000 | 48,000–50,600 | >50,600 |
|-----------|----------|---------|---------------|---------|
| CR_OL     | 1.31 Hz  | 0.87 Hz | 4.61 Hz       |
| Zenith iRO| 1.31 Hz  | 0.89 Hz | 4.26 Hz       |

Figure 13. Comparison between the Doppler observations obtained with the zenith iRO approach and the clean replica open loop processing.
4.3.5. Effect of the Local Oscillator Frequency Offset

From Figure 14 (top), it can be noticed that although the Doppler estimates follow the predicted Doppler, they present small frequency jumps every 60 s. These frequency jumps can be observed in all the acquired data, and this particular data segment has been selected to zoom in, as it is representative of the acquired data. The reason for such jumps is that the receiver adjusts the local oscillator (LO) periodically to steer it towards its nominal frequency. These frequency jumps do not have any effect in the iRO technique computed at 1 ms delay, but in the Zenith iRO case, where the reference signal was acquired at a different time and with a slight different local oscillator frequency, this reflects into the phase measurement. As shown in Appendix A the Doppler frequency offset is given by

$$\Delta f_d = -f_{\text{off}}$$  \hspace{1cm} (26)

for the Zenith iRO case. The SPIR receiver, that we used to record the data, also measures and records the actual reference clock from which the local oscillator is coherently derived. So we have a precise knowledge of the local oscillator frequency at any instant of time. Figure 15 shows corrected Doppler measurements for the same data segment as in the top plot in Figure 14. It can be appreciated that the jumps on the Doppler estimates have been corrected using Equation (26), and that the Doppler frequency evolves more smoothly.

---

**Figure 14.** Doppler observation obtained with the clean-replica open loop and Zenith iRO approaches in two different periods. Both methods have a comparable performance. Top: representative period with high SNR. Jumps in the Doppler estimates every 60 s due to the adjustment of the local oscillator frequency can be observed. Bottom: End period of the experiment with occulting transmitter.
5. Conclusions

In this work we have presented experimental results of the interferometric Radio Occultations technique (conventional and with reference signal acquired at Zenith) to measure the Doppler frequencies of GNSS signals, and compared the results with the ones obtained with other processing techniques, such as closed-loop and open-loop tracking using the clean replica.

We have seen that the conventional iRO technique is easy to implement in terms of signal processing needs, but suffers from inter-satellite interference due to the relatively large antenna beam width. In our experiment the interference was from a SBAS satellite at GEO orbit with nearly constant amplitude and Doppler, which we were able to estimate and remove from the correlation outputs in post processing. After the inter-satellite interference mitigation, the Doppler of the received signal has been estimated showing good agreement with its prediction. In terms of system architecture, implementing a receiver that employs the iRO technique requires highly directive, and thus large, antennas.

The precision of the iRO Doppler estimation depends on the SNR at the output of the cross-correlator. The relationship between the clean replica SNR and the interferometric SNR is analyzed and validated with the measured data. This analysis enables to model analytically the performance of the iRO technique in future space-borne GNSS remote sensing missions under different orbital and instrumental configurations.

In the demonstration of the zenith iRO technique, the reference signal was obtained when the SNR was high enough and the received signal did not suffer serious interference from the sea surface reflection. Moreover, the reference signal was averaged coherently before the cross-correlation to improve SNR, which can also be used in the space-borne scenario in case the antenna gain is not high enough. Also the effect of the local oscillator frequency offset on the observed Doppler estimation has been modeled analytically and successfully applied to the experimental data. After the comparison with the results obtained with the conventional clean replica open-loop processing, it is proved that the zenith iRO technique can achieve similar performance as the conventional approach. These results are relevant to potential future missions implementing interferometric GNSS reflectometry, such as the ESA PRETTY mission, enabling complementary iRO measurements using the same architecture.
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Appendix A. Local Oscillator Offset

In this section we present the equations that show the effect of the local oscillator frequency offset on the Doppler estimates in the interferometric radio-occultations technique.

We use the following definitions using boldface letters to design complex signals

\[
\mathbf{x}(t) = A(t)e^{\mathbf{j}2\pi f_c t} \quad (A1)
\]
\[
\mathbf{y}(t) = A(t - u(t))e^{\mathbf{j}2\pi f_c |t - u(t)|} \quad (A2)
\]
\[
\mathbf{z}_{\text{ref}}(t) = \mathbf{y}(t)e^{-\mathbf{j}2\pi f_{\text{lo}} t} \quad (A3)
\]

where \( \mathbf{x}(t) \) is the transmitted signal, where \( A(t) \) is the complex envelope of the signal and \( f_c \) the carrier frequency, \( \mathbf{y}(t) \) is the signal that suffered a variable delay \( u(t) \) received at the antenna, and \( \mathbf{z}_{\text{ref}}(t) \) is the down-converted signal where \( f_{\text{lo}} \) is the local oscillator frequency. \( \mathbf{z}_{\text{ref}}(t) \) is our reference signal that we have collected when the transmitting satellite was close to Zenith. The portion of the signal when the satellite was occulting is given by

\[
\mathbf{z}(t + \tau) = \mathbf{y}(t + \tau)e^{-\mathbf{j}2\pi(f_{\text{lo}} + f_{\text{off}})(t + \tau)} \quad (A4)
\]

where the local oscillator has now an offset at its frequency given by \( f_{\text{off}} \). Thus, the down-converted signals can be expressed as

\[
\mathbf{z}_{\text{ref}}(t) = A(t - u(t))e^{\mathbf{j}2\pi f_c |t - u(t)|}e^{-\mathbf{j}2\pi f_{\text{lo}} t} \quad (A5)
\]
\[
\mathbf{z}(t + \tau) = A(t + \tau - u(t + \tau))e^{\mathbf{j}2\pi f_c (|t + \tau|)}e^{-\mathbf{j}2\pi f_{\text{lo}} u(t + \tau)}e^{-\mathbf{j}2\pi(f_{\text{lo}} + f_{\text{off}})(t + \tau)} \quad (A6)
\]

The variable delay \( u(t) \) can be expressed with a sum of two terms, for which the first term \( u_m(t) \) can be modeled (geometry, standard atmosphere), and the second term cannot be modeled \( u_x(t) \) and carries the physical information we want to measure.

\[
u(t) = u_m(t) + u_x(t) \quad (A7)
\]

The cross-correlation between the occulting signal \( \mathbf{z}(t + \tau) \) and the reference signal \( \mathbf{z}_{\text{ref}}(t) \) is given by

\[
R(\tau) = \int_0^T \mathbf{z}(t + \tau) \mathbf{z}_{\text{ref}}^*(t)e^{-\mathbf{j}\beta(t)} dt
\]
\[
= \int_0^T A(t + \tau - u(t + \tau))A^*(t - u(t))
\]
\[
\cdot e^{\mathbf{j}2\pi f_c (t - u(t))}e^{-\mathbf{j}2\pi f_{\text{lo}} t}
\]
\[
\cdot e^{\mathbf{j}2\pi f_{\text{off}} u(t + \tau)}e^{-\mathbf{j}2\pi f_{\text{off}} (t + \tau)} dt \quad (A8)
\]

The phase term \( \beta(t) \) is used to compensate all known phase terms so that the remaining phase terms in the integral can be considered constant during the integration time \( T \). In particular it compensates the local oscillator frequency, expressed as the difference between the carrier frequency and the local oscillator, and the variable-delay terms that can be modeled.

\[
\theta(t) = 2\pi(f_c - f_{\text{lo}})\tau - 2\pi f_c [u_m(t) - u_m(t + \tau)] \quad (A9)
\]
In this case, the correlation function yields

\[
R(\tau) = \int_0^T A(t+\tau-u(t+\tau))A^*(t-u(t)) \cdot e^{-j2\pi f_{\text{off}} \tau} \cdot e^{j2\pi f_c [u_x(t)-u_x(t+\tau)]} \cdot e^{j2\pi f_{\text{off}} t} dt
\] (A10)

The phase terms inside the integral do all change very little during the integration interval of length \(T\). We can, thus, approximate their values by the values they have at the beginning of the integration period. This gives the following result, where we take all complex exponentials out of the integral. Note also that for GPS C/A signals the envelope is real valued. This means that the outcome of the integral will always be real-valued, and does not carry any phase information.

\[
R(\tau) = e^{-j2\pi f_{\text{off}} \tau} \cdot e^{j2\pi f_c [u_x(0)-u_x(\tau)]} \int_0^T A(t+\tau-u(t+\tau))A^*(t-u(t)) dt
\] (A11)

The argument of the correlation is

\[
\text{arg}(R(\tau)) = -2\pi f_{\text{off}} \tau + 2\pi f_c [u_x(0) - u_x(\tau)]
\] (A12)

We can make a second correlation measurement at a later lag, \(\tau + T\), and proceeding as previously the phase of this new correlation value is

\[
\text{arg}(R(\tau+T)) = -2\pi f_{\text{off}} \tau - 2\pi f_{\text{off}} T + 2\pi f_c [u_x(0) - u_x(\tau)]
\] (A13)

Taking the difference of the phases of both measurements we obtain the phase measurement that is related to the Doppler frequency

\[
\phi = \text{arg}(R(\tau+T)) - \text{arg}(R(\tau)) = 2\pi f_c [u_x(0) - u_x(\tau)] - 2\pi f_{\text{off}} T
\] (A14)

The Doppler frequency is estimated with

\[
\hat{f_d} = \frac{\phi}{2\pi T} = \frac{f_c [u_x(0) - u_x(\tau)]}{T} - f_{\text{off}} = f_d - f_{\text{off}}
\] (A15)

Thus the frequency difference in the estimation of the Doppler is

\[
\Delta f_d = -f_{\text{off}}
\] (A16)

We see that any local oscillator frequency offset that is not considered in the phase model \(\theta(t)\) translates directly into the estimated Doppler frequency. If this frequency offset is estimated or known at a later stage, the correction of the Doppler frequency can be done straightforward from Equation (A15). This is the case with the dataset collected in this work, where the SPIR receiver provides accurate reference frequency estimates from which the actual local oscillator frequency can be obtained.
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