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Abstract — The article considers the task of controlling a technological vibration machine, designed for the vibration interaction of a granular working medium with details attached to the working body of a vibration machine. The computational scheme of this kind of machine is a solid body on two springs with adjustable stiffness, which can be attributed to symmetric systems that execute a flat oscillatory motion. The task of the automatic control system is to maintain the vibration field at the required level, in particular, the amplitude of oscillations under conditions of a priori uncertainty of the parameters of the vibration machine. A control system is proposed to be built on the basis of a stabilizing regulator with static adaptation, capable of performing a target function with the object nonlinearity, external perturbations and having a simple structure. The features and conditions of functioning of this regulator are considered. A demo example is given.
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I. INTRODUCTION

Vibrational technological processes in modern productions in recent years are becoming quite widespread in engineering, mining, construction industries, at the enterprises of metallurgical and chemical engineering [1–3]. An operational aspect of vibration technological machines is the presence of working bodies creating vibration fields that form certain conditions for the dynamic interactions of the working medium with the products being processed [4–6]. Technological processes using the effects of dynamic interactions have become widespread in the case of vibration transportation of materials, classification, orientation of parts, etc., which is reflected in the work of domestic and foreign experts [7–9].

The processes of dynamic interactions of elements of a vibrating medium and processing objects have a wide range of forms and arising dynamic effects, which requires searching and developing appropriate methods, ways and approaches to constructing mathematical models that are needed to determine the necessary conditions for the implementation of technological processes that ensure a high level of product quality or the implementation of certain functions with working media [5, 10–12].

The construction of mathematical models of vibration technological machines is associated with the consideration of issues of the dynamics of solids with several degrees of freedom, forming spatial mechanical oscillatory systems containing mass-inertial elements in the form of solids interacting with supporting surfaces and between themselves through elastic and dissipative connections [1, 13, 14].

The characteristic aspects of the dynamic properties of technological vibration machines, displayed by the computational schemes in the form of mechanical oscillating systems, are the parameters of the vibration field created by the movements of the machine’s working body, which is often a solid body with a mass and corresponding inertia moment. In the physical sense, the vibrational field can be regarded as a definite spatial distribution of the amplitudes of oscillations of the points of the worktable. Rather simple forms of vibrational fields arise with movements of the working body with two, less often with three degrees of freedom [14, 15].

In this regard, much attention in the problems of the dynamics of vibration technological machines is given to symmetric systems, reducible, under certain conditions, to simplified models in the form of mechanical oscillatory systems with two degrees of freedom, executing a plane motion.

The use of simplified computational schemes of technological machines, which is reflected in the works [14, 16, 17], allows developing analytical approaches and methods for automatic adjustment and correction of dynamic states of vibration stands, based on a theoretical apparatus focused on creating automatic control systems for the monitoring, evaluation and control of vibration fields. These approaches found their way in [5, 6, 12].

The necessity to take into account the features of dynamic interactions of elements of technological machines when
implementing movements in automatic modes initiated the development of methods for structural mathematical modeling. Within the framework of this approach, a mechanical oscillatory system with several degrees of freedom, considered as a simplified linear model of a technological object, is interpreted by a structural diagram of a dynamically equivalent automatic control system.

In the proposed work, a methodological basis is developed in solving the problems of building automatic control systems for the dynamic states of the working bodies of technological vibration machines.

II. STATEMENT OF THE RESEARCH TASK

A technological object (vibration table) is considered; its computational scheme in linear simplification is a system that performs flat oscillations in coordinates \( y_1, y_2 \) and \( y_0, \varphi \), consisting of an extended solid body \( (M, J) \), as shown in Fig.1.

![Computational Scheme of Vibration Table](image)

A solid body (table) is a working body, whose vibrations provide, under certain conditions, the implementation of the technological process created by the vibration interactions of a granular working medium with parts attached to the working body. In turn, the working body is brought into working condition by vibration exciters installed on it.

There are the following designations in the figure: \( M, J \) are the mass and central moment of the table inertia; \( p,0 \) is the center of gravity of the table, remote from the left and right edges of the table by the arms \( l_1, l_2 \), respectively; \( y_0, y_1, y_2 \) are coordinates of the linear motion of the table in the center of masses, on the left and right edge, respectively; \( \varphi \) is the coordinate of the angular motion of the center of masses; \( \chi_1, \chi_2 \) is the adjustable stiffness of the springs (air bellows with adjustable pressure can act as such springs); \( Q_1, Q_2 \) are forces of interaction of the presented mechanical system with the external medium, we assume that \( Q_i = Q - \mu_1 y_1 - \xi_i \), \( i = \{1,2\} \), where \( Q \) is the exciting force, which is a harmonic signal with constant amplitude \( A_{\text{exc}} \) and frequency \( \omega_{\text{exc}} \); \( \mu_i \) are coefficients of viscous friction applied to the left and right edge of the table respectively, \( \xi_i \) is the centered noise that simulates a force effect on the processed part and other external perturbations. The vibration table parameters \( M, J, l_1, l_2, \mu_1, \mu_2 \) are considered unknown and may drift over time.

Let us take the following assumptions:

- the table is an absolutely solid body;
- table oscillations are carried out with a small amplitude near the equilibrium state.

The task is to build an automatic control system that provides the values of the amplitudes of oscillations \( y_1, y_2 \) (we denote them as \( A_{y_1}, A_{y_2} \), respectively) at a specified constant level with a wide range of values, regardless of the parameters \( M, J, l_1, l_2, \mu_1, \mu_2 \). We note that the equality of the oscillation amplitudes also corresponds to the problem of minimizing angular oscillations \( \varphi \).

It is known [8] that this kind of a mechanical system is described by the following system of equations:

\[
\dot{y}_1 \left( M a^2 + J c^2 \right) + \dot{y}_2 \left( M b^2 + J c^2 \right) + \mu_1 y_1 + \chi_1 y_1 = Q - \xi_1;
\]

\[
\dot{y}_1 \left( M b^2 - J c^2 \right) + \dot{y}_2 \left( M a^2 + J c^2 \right) + \mu_2 y_2 + \chi_2 y_2 = Q - \xi_2;
\]

\[
\varphi = c (y_2 - y_1),
\]

where \( a \triangleq l_2 / (l_1 + l_2) \); \( b \triangleq l_1 / (l_1 + l_2) \); \( c \triangleq 1/(l_1 + l_2) \);

This control object with input signals in the form of stiffness of springs \( \{\chi_1, \chi_2\} \), and with output signals in the form of vibration amplitudes \( \{A_{y_1}, A_{y_2}\} \) is strongly nonlinear [18]. When solving problems similar to the one under consideration, systems of automatic stabilization of the amplitude of oscillations in the form of tracking systems using P- and PI-controllers are widely known [19–21]. However, these systems are effective only for linear control objects and those close to them. Under conditions of strong nonlinearity of the control object, the regulator must additionally implement dynamic compensation based on the known nonlinearity of the control object [22] or to have an algorithm for readjusting its parameters according to operation modes. All this requires a priori information about the parameters of the control object, which is not available in the task assigned. Another way implemented in practice is to experimentally adjust the parameters of the regulator according to the modes. As a rule, regulators of this type are used only in a small area of adjustable amplitudes and variations of the other parameters of the vibration table.

To stabilize the amplitude of oscillations, a sufficiently effective method of extremal control [23, 24] is also known, which provides control adjustment in the direction of the anti-gradient of the objective function. However, this approach is justified only if there is one global extremum of the objective function. In the problem of stabilizing the amplitude of a body having more than one elastic element, there can be many extremes. This is well known from the analysis of the amplitude-frequency characteristics of similar objects having many natural frequencies. Extremal control is possible here only in the region with one extremum, which needs to be somehow determined, and this region moves and transforms when adjusting the spring stiffness.
One of the possible solutions of the problem assigned is to build an adaptive control system. Work [25] would be an example. In this work it is proposed to implement a “combined robust-periodic control loop synthesized using the hyper-stability criterion” to ensure a specified amplitude of oscillations. However, this solution assumes complete information about the installation parameters, and the adaptation is carried out only to the payload mass placed on the vibration unit.

Other approaches are known to be used for building adaptive control systems. For example, with direct and indirect (identification) adaptive control [26]. However, they require the current estimation of the parameters of either the control object or the regulator parameters, which complicates the control system. Since the quality of transients in the problem under consideration is not critical, the most appropriate solution here is to use a simpler way of implementing adaptive control — in the form of a stabilizing regulator with static adaptation [27], which will be further considered.

### III. THE STATIC ADAPTATION METHOD

Consider a stable (mandatory condition), non-linear and non-stationary scalar control object. Let its dynamics be described by the following differential equation (without taking into account the initial input and output conditions):

$$x(t) = \frac{b_m p^m + b_{m-1} p^{m-1} + \cdots + b_0}{a_n p^n + a_{n-1} p^{n-1} + \cdots + a_0} u(t) + \Delta x = \bar{x}(t) + \Delta x(t),$$

where $u(t)$, $x(t)$ is the input and output of the object, respectively; $\Delta x(t)$ is the external perturbation on the object, reduced to its output; $\bar{x}(t)$ is the first term in the right part of (2), i.e. the output of the object without external influence; $t$ is current time; unknown parameters of the object, which are generally described by dependencies: $b_i \triangleq b_i(x,t)$, $a_j \triangleq a_j(x,t)$, $i = 1, m$, $j = 1, n$, $i \leq j$; external perturbation $\Delta x(t)$ is also considered unknown; $p \triangleq d/dt$ is a differentiation operator; we consider that signals $u$ and $x$ are directly measured.

Another mandatory requirement for the source control object is to accept the condition:

$$k(x,t) \triangleq \bar{x}_{\text{std}}/u_{\text{const}}; \quad \text{sign}[k(x,t)] = \text{const},$$

where $k(x,t)$ is a nonzero gain factor of an object whose sign is known, in the problem in question it is strictly positive (hereinafter we will denote it as $\hat{k}$); $u_{\text{const}}$ is any permanent control; $\bar{x}_{\text{std}}$ is the value of the output of an object that is stable in condition after the end of the transient, corresponding to $u_{\text{const}}$; the transient time is approximately known.

From the first equality (3) it follows that the coefficient of the control object can be determined on the steady-state process in the form of its evaluation (at first we consider that there is no external perturbation, $\Delta x = 0$):

$$\hat{k}_{\text{std}} = \frac{x_{\text{std}}}{u_{\text{const}}},$$

where $\hat{k}_{\text{std}}$ is the gain ratio estimate for the steady state process; $x_{\text{std}}$ is the steady-state value of the output of the control system corresponding to the constant control $u_{\text{const}}$.

Hence, the required control $\left(u_{\text{req}}\right)$ that provides the achievement of the control goal without taking into account the dynamics of the transition process is:

$$u_{\text{req}} = x_{\text{spec}}/\hat{k}_{\text{std}},$$

where $x_{\text{spec}}$ is the specified output value (in the problem considered $x_{\text{spec}} > 0$).

However, the use of relations (4), (5) is impractical for a nonlinear non-stationary object, since requires a multiple system exit to the steady-state process, obtaining the estimate (4) on it and the corresponding recalculation $u_{\text{req}}$ to gradually approach the specified steady-state process on the stabilization problem.

To eliminate this problem, we require that estimate (4) be carried out continuously, with the control $u$ being close to $u_{\text{const}}$. For the considered control object, this means that the control speed must be much lower than the time of the object transient. Hence, instead of (4) and (5), we take the relations:

$$\hat{k} = x/u, \quad u = f_{\text{lpf}}\left(x_{\text{spec}}/\hat{k}\right),$$

where $\hat{k}$ is the estimate of the gain ratio of the control object on the current control; $f_{\text{lpf}}$ is the function of low-pass filtering with a cut-off frequency is much less than the reciprocal of the transient time of the object under consideration.

In accordance with the obtained solution (6), we will build the control system presented in Fig.2.

Figure 2 shows the following notation: $\bar{x}_0$ is the initial value $\bar{x}$ (hereinafter the subscript ”0” means the initial moment of time); the low frequency filter is represented as a selectable dynamic link with the aperiodic dynamics with the transition period is much more than the transient of the control object, the filter forms the control of the object $(u)$; $x = x_{\text{spec}}/x_{\text{lim}}$; there is a signal at the filter input $(\bar{x}u)$; the limiter is used to eliminate random negative signal values $x$; $x_{\text{lim}} \geq 0$.
Fig. 2. The structure of the proposed stabilizing control system

A characteristic difference of the scheme in Fig. 2 from the classical tracking system with a PID controller is the use of the "multiplication-division" block at the input of the closed control loop instead of the "addition-subtraction". In this regard, the control system according to Figure 2 is non-linear, and therefore the analytical analysis of its functioning is significantly complicated. Next, we consider the properties of this control system only at a qualitatively-logical level.

We consider the individual particular properties of this system with different initial values $\tilde{x}_0$ and $u_0$, provided that there is no restriction in the system ($x_{\text{lim}} = x$) and there is no external perturbation ($\Delta x = 0$):

- if $u_0 = 0$, then from Fig. 2 and the properties of the object it follows that the further behavior of the system corresponds to $u = u_0 = 0$ and $\tilde{x} \equiv x \to 0$, this state of the system will be called the "dead point". One should not bring the system into this state;
- if $\tilde{x}_0 = \tilde{x}_{\text{std}} = x_{\text{spec}}$, where $\tilde{x}_{\text{std}}$ corresponds to $u_0 \neq 0$, then $\tilde{x}_0 = 1$ and the further behavior of the system will be: $\tilde{x} = x = \tilde{x}_{\text{std}} = x_{\text{spec}}$. $\tilde{x}_0 = 1$, $u = u_0 \neq 0$, which corresponds to the steady state of the control system with the control goal achieved;
- if $\tilde{x}_0 > x_{\text{spec}}$, then $\tilde{x}_0 < 1$ and this causes a decrease in the signal $u$, i.e. $u < 0$;
- if $\tilde{x}_0 < x_{\text{spec}}$, then $\tilde{x}_0 > 1$ and this causes an increase in $u$, i.e. $u > 0$.

It is not difficult to determine that the rate of change of signal $u$ in the last two cases is proportional to the magnitude of signal $\tilde{x}$. If the change in signal $u$ results in a stable target state of the control system, then this control limit value will be denoted as $u_{\text{std}}$.

Based on the obtained properties, we consider the behavior of the control system for different ratios $\tilde{x}_0 = x_0$ and $u_0$ (recall that $k > 0$). We also consider that there is no external perturbation and limitation $x$.

1). If $0 < u_0 \leq u_{\text{std}}$, and $\tilde{x}_0 \leq x_{\text{spec}}$ ($\tilde{x}_0 \geq 1$), then this results in a smooth (due to the operation of the low-pass filter) increase $u$ until $u = u_{\text{std}}$ occurs, i.e. there is desired sustainable movement of the control system.

2). If $u_0 > u_{\text{std}}$, and $\tilde{x}_0 > x_{\text{spec}}$ ($\tilde{x}_0 < 1$), then it gives a smooth decrease $u$ before, as in the previous case, the desired target sustainable movement of the control system.

3). If $0 < u_0 \leq u_{\text{std}}$, and $\tilde{x}_0 > x_{\text{spec}}$ ($\tilde{x}_0 < 1$), then this will lead to the fact that in the first stage $u$ will slowly decrease, but due to the faster movement of the output of the control object, the signal $\tilde{x}$ will quickly decrease until the condition $\tilde{x} = x \leq x_{\text{spec}}$ ($\tilde{x} \geq 1$) occurs, i.e. the first of the cases under consideration, if this moment is regarded to be initial for it, and, consequently, this will result in a stable desired state of the control system.

4). If $u_0 > u_{\text{std}}$, and $\tilde{x}_0 \leq x_{\text{spec}}$ ($\tilde{x}_0 \geq 1$), then the movement of the system, as in the previous case, is divided into two stages: the first is a slow increase of $u$ and a rapid increase of $\tilde{x}$ before the condition $\tilde{x} = x > x_{\text{spec}}$ ($\tilde{x} < 1$) occurs, in the second stage the system moves according to the second case out of the considered ones.

Note that the logic of the functioning of the control system in the four cases considered is valid if the system does not get into the "dead point". For this, as follows from the logic of reasoning with $\text{sign}(x_{\text{spec}}) = \text{sign}(\tilde{x}) = \text{sign}(x) = \text{sign}(k) > 0$, it suffices to assign:

$$u_0 > 0.$$  \hfill (7)

Now consider the effect of a non-zero external perturbation on the operation of the control system. Although its action shifts the gain ratio estimate by (6), it does not change the logic of the system, if the possibility of the system entering the "dead point" is eliminated. And this requires the fulfillment of the condition (in the problem in question $x_{\text{spec}} > 0$):

$$\Delta x < x_{\text{spec}}.$$  \hfill (8)

Indeed, if conditions (8) are not fulfilled, the signals $u$ and $u_{\text{std}}$ will have different signs, and while moving $u \to u_{\text{std}}$ the signal $u$ should cross the zero point, which is the "dead point", that is, the signal $u$ will "stick" at this zero point. In this case, $\tilde{x} \to 0$, and $x \to \Delta x$. Although the state of the system will converge to a steady motion, but the target setting for stabilizing the output of the control system at $x_{\text{spec}}$ will be performed with an error whose modulus is $|\Delta x - x_{\text{spec}}|$.

Let us estimate the effect on the adjustment of the nonlinearity of the control object, and with local extremes. Nonlinearity will be considered as a function $x_{\text{std}} = k(x_{\text{std}}) u_{\text{std}}$. It can be argued that if the function
\( k(x_{\text{std}}) \), with the constancy of its sign (taken by condition), is unambiguous and changes quite smoothly – not faster than the control changes – then the control system will reach the target state. To prove this thesis, fig. 3 shows the process of adjusting the control system with an arbitrary nonlinearity \( k(x_{\text{std}}) \) – the curve shown in the figure.

![Graph](image1)

**Fig. 3.** The adjustment of the control system with non-linear object

We suppose that there is no external perturbation, the input and output variables are measured exactly, the system functions at discrete points in time (these assumptions do not change the essence of further reasoning).

Let the system be in the steady state \((x_0, u_0)\) at the initial moment of time, i.e. at point 0 according to the figure. At this moment, the gain ratio of the object is estimated, whose value corresponds to the line connecting the origin with point 0. The control (denoted as \(u_1\)), corresponding to point 1, is calculated according to dependence (6). According to this control, due to the stability of the object, the system will be at point 2, corresponding to the steady state \((x_1, u_1)\). Next, a new estimate of the gain ratio and similar sequential movement of the system to the points 3 and 4. This movement occurs until the controlled variable \(x\) reaches the desired steady value \(x_{\text{spec}}\). When this is achieved, the system will be in a steady state, as indicated by previous arguments.

Similar reasons can be produced for the nonstationarity of the object.

**IV. FEATURES OF NUMERICAL SIMULATION**

Consider the vibration table according to fig. 1 and relations of (1) with parameters: \(m = 50\text{kg} \); \(J = 7.2\text{kg m}^2\); \(l_1 = 0.4\text{m} \); \(l_2 = 0.6\text{m} \); \(\mu_1 = \mu_2 = 500\text{Nm/s} \); external force \(Q\) has the parameters: \(A_{\text{exc}} = 300\text{N} \); \(\omega_{\text{exc}} = 9\text{Hz} \); spring stiffness coefficients \((\chi_1, \chi_2)\) have a range of changes \(5 \cdot 10^4 \div 2 \cdot 10^6 \text{N/m} \).

To track the specified values of oscillation amplitudes \(y_1\) and \(y_2\), two control systems were used according to Fig. 2 (to control two springs), where the amplitudes of these oscillations were used as a signal \(x\) (we assume that they are directly measured), and the inverse values of stiffness of adjustable springs were used as a signal \(u\). The signal \(\Delta x\) corresponds to an external perturbation and is a centered random signal with a uniform distribution density with a root-mean-square deviation, generating an additional 10% deviation of the signals \(y_1\) and \(y_2\), as well as the perturbation generated by a stepwise change in the amplitude of the signal \(Q\) by 100N at time 10s and step decreasing the frequency of the disturbing signal at 3Hz at time 15s.

By preliminary testing it was established that the vibration table transient time is about 0.8s. Therefore, an aperiodic link with a unitary gain ratio and a time constant of 1.5s was used as a low-pass filter (its transition process was about 4.5s [22]). For both control systems it was selected that signal \(u_0 = 0.5 \cdot 10^{-6} \text{Nm} \) - corresponds to the maximum stiffness of the springs, \(x_0 = 0\). Note that the operating conditions of the control system (7) and (8) are satisfied.

Fig. 4 presents the results of the study of the functioning of control systems for the proposed method. The simulation was carried out in the Matlab environment.

![Graph](image2)

**Fig. 4.** Research of the proposed control system
From the figure we can observe that the specified value of the amplitudes of oscillations \( A_{\text{spec}} = 5 \text{mm} \) is reached, and external perturbations are also countered. Angle oscillations (\( \phi \)) are no more than 0.1 degrees. The curves \( y_1 \) and \( y_2 \) shown in the figure on the 6-8s time interval are the same in other parts of the stable amplitude of oscillations.

Similar results with the indicated perturbations were obtained for other specified amplitudes: \( A_{\text{spec}} = 0.2 \div 17 \text{mm} \), which corresponds to the implementation of the full range of amplitudes of oscillations in the subresonant zone of the vibration table. The same results were obtained for different specified values of amplitudes for \( y_1 \) and \( y_2 \) from the indicated range, as well as other perturbations.

V. CONCLUSION

The presented theoretical substantiations of a stabilizing regulator with static adaptation show the possibility of effective control of the vibrofield of the technological object under consideration under conditions of a priori uncertainty. The synthesized control system is easy to build and counters moderate perturbations.
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