Corollary discharge enables proprioception from lateral line sensory feedback

Dimitri A. Skandalis1,2 *, Elias T. Lunsford1, James C. Liao1 *

1 Department of Biology & Whitney Laboratory for Marine Bioscience, University of Florida, St. Augustine, Florida, United States of America, 2 Department of Psychological & Brain Sciences, Johns Hopkins University, Baltimore, Maryland, United States of America

* da.skandalis@gmail.com (DAS); jliao@whitney.ufl.edu (JCL)

Abstract

Animals modulate sensory processing in concert with motor actions. Parallel copies of motor signals, called corollary discharge (CD), prepare the nervous system to process the mixture of externally and self-generated (reafferent) feedback that arises during locomotion. Commonly, CD in the peripheral nervous system cancels reafference to protect sensors and the central nervous system from being fatigued and overwhelmed by self-generated feedback. However, cancellation also limits the feedback that contributes to an animal’s awareness of its body position and motion within the environment, the sense of proprioception. We propose that, rather than cancellation, CD to the fish lateral line organ restructures reafference to maximize proprioceptive information content. Fishes’ undulatory body motions induce reafferent feedback that can encode the body’s instantaneous configuration with respect to fluid flows. We combined experimental and computational analyses of swimming biomechanics and hair cell physiology to develop a neuromechanical model of how fish can track peak body curvature, a key signature of axial undulatory locomotion. Without CD, this computation would be challenged by sensory adaptation, typified by decaying sensitivity and phase distortions with respect to an input stimulus. We find that CD interacts synergistically with sensor polarization to sharpen sensitivity along sensors’ preferred axes. The sharpening of sensitivity regulates spiking to a narrow interval coinciding with peak reafferent stimulation, which prevents adaptation and homogenizes the otherwise variable sensor output. Our integrative model reveals a vital role of CD for ensuring precise proprioceptive feedback during undulatory locomotion, which we term external proprioception.

Introduction

Maneuvering through the environment requires an awareness of the body and its movements, a sense called proprioception. Proprioception enables smooth actions like reaching and grasping for a doorknob in the dark or rapid righting responses to perturbing effects like walking on an unstable surface [1]. Importantly, proprioceptive feedback is not simply a readout of body and limb positions and angles but a dynamic sense that depends on motor context. For example, the gain of type 1a (muscle spindle) afferent fibers is modulated according to gait cycle
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phase [1,2]. The neural signals that modulate sensor gain during motor activity are called corollary discharge (CD) and are widespread across the animal kingdom [3,4]. CD is a signal transmitted in parallel to motor commands that modulates sensor feedback according to the predicted magnitude of self-induced feedback (reafference) [3,4]. Often, sensor gain is reduced because sensors respond equally to self-induced as to environmental stimuli (exaﬀerence).

Consequently, vigorous body movements will be translated to a large volume of reafference that risks overwhelming the nervous system and masking both the proprioceptive signal and environmental stimuli. How CD modulates proprioception should be especially important for locomotion in fluids. The need to operate with millisecond precision [5–8] may be challenged by nonlinearities introduced by the fluid itself and by heterogeneous sensor gain and adaptation rates within sensor and afferent populations [1,7,9–11]. System variability fundamentally limits the accuracy of processing in the central nervous system [7,8]. We examine the role of CD in regulating sensor adaptation and heterogeneity to maximize spikes’ proprioceptive information content in an aquatic environment. We develop this role in the context of fishes’ lateral line system, the proprioceptive capacity of which has long been suspected but diﬃcult to verify [12,13].

To fully understand the contribution of proprioceptive feedback within motor control, we must know which motor and mechanical signals are being transduced by sensors. This is an especially challenging problem for continuum joints in which shape varies continuously [14], such as that of the fish body during undulatory locomotion. While swimming, the fish’s body curvature varies from head to tail according to the phase of the motor cycle (Fig 1A) [15]. A fish must therefore sense and control body angles over its axial length through successive muscle layers that may span up to 10 vertebrae, rather than one or a few dedicated muscle joints [16]. In robotics, feedback from continuum joints is typically provided by sensing changes in length and curvature [14]. However, it has recently been demonstrated that stable swimming rhythms can be generated through sensing of hydrodynamic pressures on the body [17]. Fish possess few, if any, length sensors like muscle spindles [18,19], but can sense body curvature in the spinal cord and through stretching of the skin [20–22]. There is a long-standing question of whether fish can also receive proprioceptive feedback through flow sensing in the lateral line (Fig 1) (reviewed by [12,13]). The lateral line transduces fluid motions within the boundary layer through the bending of neuromast cupulae, depolarization of hair cells, and, ultimately, the transmission to the brain of afferent fiber spike activity [10,13,23–25] (henceforth collectively lateral line sensors). Basic rhythmic motions like respiration are well known to be represented by spiking in the brain [26,27]. In swimming sea lamprey, the sister clade of jawed fishes and a comparative model of vertebrate evolution, unmodulated lateral line feedback in the brain robustly encodes periodic body motions [12]. Ablation of the sea lamprey lateral line results in increasingly distorted kinematics as swim speeds increase, pointing to a need for body awareness as motor eﬀort increases [12]. In jawed fishes, ablation of the lateral line likewise compromises efficient navigation of turbulent flows [28,29], and anterior lateral line feedback is necessary for coordinating head and trunk motions to optimize sensing and respiration during forward swimming [30]. These roles highlight the speciﬁc need for the animal to be aware of its body conﬁguration within the invisible eddies of the ﬂuid environment [31–33]. Because this feedback depends on sensing body motions through coupling with the boundary layer, we refer to it as a sense of external proprioception.

The biophysics of lateral line sensors might limit the potential for proprioception. As a whole, lateral line sensors are highly variable, which is thought to beneﬁt exteroception (sensing of exaﬀerence) through spatial integration and by imparting a wide sensitivity range and frequency bandwidth [9,10,23,34]. However, because the lateral line is a near-ﬁeld sensor, reafference will typically be a greater stimulus than exaﬀerence [12,13,35]. Highly sensitive and
heterogeneous sensors that are beneficial in a stationary fish thus risk becoming detrimental in a swimming fish if they transmit an overwhelming volume of feedback. The salience of both proprioceptive and exteroceptive signals will be reduced if significant computation is required to discriminate reafference from exafference and then to distinguish specific features of the reafference. Behavioral decisions would therefore be more difficult to execute while swimming, which could lead to the animal mistaking vigorous reafference for an impending attack or to it missing a real attack altogether [3,36,37]. Besides behavioral selection, hair cell systems like the lateral line exhibit high stimulus gain (up to nanometer sensitivity [10,38]) combined with finite vesicle populations [11,39]. Sustained reafference fatigues sensors at different rates [10], reducing sensitivity and distorting the timing of neural signals [40–42]; in the extreme, over-stimulated sensory circuitry may lead to excitotoxic cell death [43]. Proprioceptive capacities of the lateral line for controlling the body as a continuum joint would therefore seem to be intrinsically limited by time-varying changes in the gain and temporal faithfulness to the reafference.

The utility of peripheral cancellation of reafference in other animals has led to the view that CD to the lateral line likewise cancels reafference [3]. This view is based on the principle that cancelling reafference could increase the robustness of behaviors that depend on tracking hydrodynamic stimuli through the lateral line, like schooling, prey detection, and rheotaxis [29,44–47]. Cholinergic projections from the hindbrain hyperpolarize hair cells and reduce spontaneous and evoked afferent spike rates (efferent neurons in Fig 1Aii) [13,48,49].
is strictly activated during swim bouts [35,48,49], and laser ablation of the cholinergic cell bodies prevents inhibition [48]. Cancellation could be produced if the strength of sensor inhibition induced by the CD matches the magnitude of reafference (Fig 1B). Indeed, hair cells that are polarized to respond to the anterograde (rostrocaudal) currents encountered during forward swimming are the most heavily suppressed [49]. Nonetheless, the CD-induced hyperpolarization is insufficient to completely suppress spontaneous spiking [48–50] let alone evoked activity [49,50]. Reafferent spikes will likely always be transmitted to the brain, depending on motor effort [51,52], which is consistent with the suggestion that CD represents a sensory goal rather than sensory prediction [53]. In this way, the spikes can encode the mismatch between goal and execution, such that the resulting error signal helps train the sensorimotor loop (Fig 1B). This implies that spikes transmitted despite CD inhibition do in fact carry information to the central nervous system, even in the absence of exafference. The value of these spikes is that reafference is the error signal on which motor learning and sensor planning are based (Fig 1B) [3,27,54,55]. Elimination of reafferent feedback in the phylogenetically related auditory system, as occurs in the hearing impaired, in fact compromises voice control [56]. We argue that reafference from the lateral line likewise encodes feedback that is essential for guiding motor patterns, including the animal’s relative orientation, speed, and acceleration with respect to the flow [29,57,58].

We hypothesized that CD serves a critical role in regulating sensor adaptation from heterogeneous sensors (Fig 1Bii). Hair cell activity is autoregulated by activity-dependent pre- and postsynaptic mechanisms, including synaptic depression [10,11,39,59,60], which is graphically represented by vesicle depletion in Fig 1Aiii and is schematically represented by negative feedback in Fig 1Bii. We predicted that because CD acts upstream of hair cell signaling to suppress evoked vesicle release, the CD also suppresses the nonlinear effects of adaptation. Our goals in this work were 2-fold. First, we develop a neuromechanical model of proprioceptive signals and their transduction in the fish body continuum joint. Second, we build on previous examinations of the independent effects of heterogeneity, adaptation, and CD in the lateral line [10,49] by examining the interactions between these factors. These interactions are critical for understanding how sensory processing is modulated during the behavioral shifts between rest and motor activity. The proposed proprioceptive function of the lateral line is enabled by the central role of CD in regulating the magnitude and temporal characteristics of feedback from populations of heterogeneous sensors. The capacity of CD to regulate spike temporal codes as well as rate may have broad significance throughout the nervous system.

Results

A biomechanical theory of external proprioception

We first consider how feedback may signal the current configuration of a body. This is a challenging problem in a continuum joint like the fish body because of the high degrees of freedom and deformations under applied loads. We note that in the absence of CD, reafference encodes periodicity of fishes’ body motions through spiking in the lateral line [12,13,26,27,35]. On the basis that lateral line ablation consistently leads to dysregulation of the mechanical body wave [12,28], sensing the body wave itself can be the proprioceptive signal. Specifically, we propose that fish detect the peak of the body wave as it passes each neuromast (Fig 2A). Peak detection within a noisy signal is fundamentally challenging, which can be exacerbated by highly heterogeneous sensors with nonlinear response characteristics. When subject to stimulation, the responses of hair cells and afferent neurons readily adapt [10,39,59,60] (Fig 1). A major cause is vesicle depletion, resulting in decreased sensitivity to stimuli and distortions of afferent spike timing [40,42]. Ostensibly, nonlinear operations in the brain might counter this effect.
However, the lateral line is composed of many highly variable elements. Factors like variation in cupula length and the number and maturity of hair cells [23,34,61] underlie variation in adaptation rates even within a single neuromast [10,23,34]. Adaptation-associated distortions thus occur not just once but are repeated at every synapse between hair cells and afferent neurons (sensor heterogeneity in Fig 1). The combinatorial complexity of this variability would pose an enormous computational challenge for the brain. The capacity to learn these heterogeneous nonlinearities is moreover restricted by continuous turnover and maturation of hair cells throughout a fish's life [61], so that the nature of reafference is unlikely to be constant.

We hypothesized that CD is a key element of the lateral line circuit that modulates hair cell gain to prevent adaptation and its associated nonlinearities.

We propose that fish determine the joint's configuration by sensing the location of the peak of the body wave. In the quasi-steady approximation, the body wave passing a neuromast dictates the timing of maximum cupular deflection (denoted by intense blue). The timing of the body wave peak from the first to last tail beats is shown at the locations of the most rostral (green) and most caudal (blue) neuromasts. (B) Neuromasts were stimulated by a dipole piezo stimulus to examine afferent neural responses from the first to last stimulus period. In hair cells' sense direction, the peak of feedback is expected to coincide with maximum stimulation at phase \( \pi/2 \) (denoted by intense blue). (C) Polarized hair cells have a maximum signaling phase of a half stimulus cycle. (i) An idealized sensor maintains a proportional output between deflection and output throughout the stimulus bout. The response interval is therefore constant, as reported by the quantiles \( q \) of afferent spike phase with respect to the stimulus \( \phi \). Thick vertical lines denote the median spike phase. (ii) In real sensors, we observe adaptation from the first to last stimulus intervals. We predict this leads to decreased sensitivity and thus distorted response intervals and increased VS. Peak reafference precedes \( \pi/2 \) and changes over time, so cannot reliably signal body wave progression. (iii) CD (ON) reduces hair cell sensitivity during motor bouts, so hair cells provide feedback only to the strongest cupular deflections coinciding with the passage of the body wave. CD thus restructures reafference to reliably signal motor phase throughout the motor bout. CD, corollary discharge; VS, vector strength.
how the peripheral nervous system handles nonlinearities in the lateral line feedback. We examined 4 parameters of lateral line afferent neuron spiking to study the conditions in which lateral line feedback can provide faithful feedback on the progression of the body wave. We first examined the number of evoked spikes per stimulus, a basic measure of feedback. However, the number of spikes alone is unlikely to provide the capacity for peak detection, since it cannot discriminate between the rising edge, peak, and falling edge of the stimulus. Motor systems in fluid environments can depend on spike timing with millisecond precision [5], and the lateral line is thought to encode stimuli with similar precision [8]. We therefore examined spike timing by the location and variability of spike phases with respect to the stimulus (0 to $2\pi$; simplified sinusoidal stimulus depicted in Fig 2B). The median spike phase (0.5 quantile, $q$) was used to determine spikes’ tendencies to lead the stimulus (median $<\pi/2$) or to be distributed around its peak (median = $\pi/2$). Spikes with highly variable timing convey less information about the stimulus. The response variability was examined by the width of the phase response interval, which is related to the vector strength. The response interval width was determined by the timings of early and late arriving spikes (0.1 and 0.9 $q$; the earliest spikes are also called the spike latency, e.g., [42]). Both the response interval width defined by the quantiles and the commonly reported vector strength are functions of the circular variance [64]. A narrow interval has high vector strength and reflects low variance in spike timing, meaning that spikes are reliably evoked at a certain phase of the stimulus (phase locked). Finally, we report the spike gain, which reflects the salience of a distinct feature of the stimulus, such as its maximum. The spike gain was calculated by the product of spike count and the vector strength [24]. This allowed us to discriminate between scenarios in which multiple evoked spikes were uniformly distributed over the stimulus cycle (low gain) and a single, highly phase-locked spike (high gain).

We first consider the output of a hypothetical, idealized sensor that linearly transduces all cupular bending to an output spike rate code (Fig 2Cii). In the idealized sensor, the response interval encompasses bending in the sense direction [10,49,65]. The median phase coincides with maximum cupular deflection at $\pi/2$ because this is the peak of stimulation (stimulus phase depicted in Fig 2B). Although the spike rate encodes the peak location, the sensor’s wide response interval (low vector strength) means that individual spikes within single swim bouts occur probabilistically at any phase of bending in the sense direction (Fig 2B). Accordingly, the sensor has low gain because individual spikes within any single cycle cannot reliably signal peak deflection. To provide high-quality proprioceptive feedback, the idealized sensor should therefore also have a narrow response interval.

In contrast to the idealized sensor, real hair cells exhibit substantial adaptation that induces nonlinearities in afferent feedback [10,42,60]. Hair cells’ vesicles are primed to rapidly release in response to stimulation, resulting in an initially strong and phase leading response. Subsequently, reduced vesicle availability means that a larger cupular deflection angle is required to evoke the same response. For the same stimulus, the response interval therefore becomes delayed and narrowed (Fig 2Cii). The quality of the proprioceptive feedback depends on the location of the response interval with respect to the stimulus peak. Moreover, because lateral line sensors are highly heterogeneous [10,66], the individual responses of adapted sensors will in general be unpredictable. Adaptation is an auto feedback response to evoked stimulation and therefore minimizing evoked responses by CD will likewise minimize adaptation (Fig 1B). While swimming, CD carried by cholinergic efferent neurons hyperpolarizes hair cells so that a larger cupular deflection and depolarizing current is required to achieve the same evoked spike rate (Figs 1B and 2Cii) [35,48,49,59]. When the cupula is deflected from rest along its preferred axis, spiking will be reliably evoked only when the deflection passes the higher threshold set by CD, i.e., the hyperpolarization offset. This results in a delay of early spikes.
During the falling phase of the stimulus after the peak, spiking can be evoked until the cupular deflection again passes the CD-induced threshold. As the level of hyperpolarization increases, the delay of early spikes and advance of late spikes will shrink the response interval, as depicted in Fig 2Ciii. Eventually, sensory responses will be restricted to only the strongest phase of the input stimulus and thus will occur in a narrow band (response interval) centered on \( \pi/2 \). The change in threshold due to CD is therefore equivalent to sharpening lateral line sensors’ polarization by rejecting subthreshold stimuli. Even though the CD may reduce the number of spikes per stimulus, their gain is high because the fish can reliably detect the location of the peak from single spikes (note that in our formulation, the gain is always equal to or less than the spike count). In principle, adaptation could have the same effect if it strongly reduces the spike count and delays and narrows the response interval. As noted above, this would be unpredictable given lateral line sensors’ heterogeneity. Importantly though, the function of CD to inhibit vesicle release will protect the vesicle pool from depletion so that it is primed to robustly respond to flow perturbations after the swim. On the other hand, as discussed below, excessive inhibition by the CD can also introduce post-swim artifacts. We therefore paid special attention to the effect of CD, stimulation, and sensor heterogeneity on spike properties through the swim bout and into the post-swim period. In sum, the location (median phase) and gain (product of spike count and vector strength) of evoked responses are key to understanding their ability to facilitate proprioceptive content. Changes in these properties over the course of the swim or due to CD will reveal how sensor nonlinearities are regulated.

**Interactions between adaptation and corollary discharge**

We studied fictive reafference through a sinusoidal stimulus (Fig 2B). Frequency responses are a major component of sensory systems and ultimately of feedback loops [27,67], and, therefore, our interpretation of the significance of adaptation, CD, and proprioceptive information content may be greatly influenced by the choice of stimulus frequency. Typical tail beat frequencies of freely swimming zebrafish larvae lie between 20 and 25 Hz [51]. Many studies of larval zebrafish lateral line function, including of efferent modulation, have examined frequencies much lower than the predicted reafference (e.g., <1 Hz stimulation [10,42,49]). We stimulated at 5, 20, and 40 Hz, representing stimulation in the lower quantiles, near the peak, and in the upper quantiles of the typical reafference frequency distribution. Where previous studies have examined a wider range of frequencies, including frequencies relevant to reafference, responses have often been averaged over durations >1 second [24] and up to 15 minutes [68]. Larval zebrafish swim bouts are short, ranging from 3 to 15 tail beats (60 to 300 ms at 20 Hz) depending on the behavior [51,52]. Averaging over long periods may therefore obscure rapid adaptation dynamics relevant to fish behavior. We stimulated for 1 second, the upper time limit of swim bouts recorded here (S1 Fig), and then statistically quantified rapid changes in sensory dynamics from the first to last stimulus intervals.

We stimulated single neuromasts while recording swim behavior and spikes from single afferent neurons within the posterior lateral line ganglion (loose patch configuration; Fig 3Ai). Spikes were labeled as evoked when they occurred within a stimulus interval or as spontaneous if not. Evoked activity displayed the adaptation characteristic of hair cell systems [10,11,60,69] and a subsequent refractory period before returning to baseline spontaneous spike rates (Fig 3Aii, S2 Fig). Evoked spikes were therefore additionally labeled according to their stimulus interval. In fish, the CD to the lateral line is strictly active during swim bouts [35,49], so each spike was also labeled as CD ON or OFF depending on whether it coincided with motor activity. Changes in spike rates due to CD were quantified by the ratios of activities (\( R = \text{CD ON}/\text{CD OFF} \)) during spontaneous (\( R_S \)) and evoked (\( R_E \)) periods (Fig 3A). On average, \( R_S \) and \( R_E \)
were approximately 50% \( (p < 0.001, \text{S1 Fig}; 5,859 \text{ total swims}) \), comparable to previous studies \cite{48,49}. (This average slightly differs from that obtained while accounting for response type heterogeneity, as in the models described below.)

Both adaptation and CD affected spike phase along with spike rate, as demonstrated by raster plots of the first and last stimulus intervals across the 3 stimulus frequencies (Fig 3B). At 5 Hz in the absence of CD, there was relatively little change in either the number or phase of spike responses (Fig 3Bi), whereas at 20 and 40 Hz, there was a pronounced delay of the earliest and median spike phases but relatively little effect on later spikes. CD likewise affected spike phase at all frequencies (Fig 3Bii) and most evidently during 5 Hz stimulation in which the response interval was greatly narrowed. The raster plot of CD ON at 40 Hz reveals the potential confound of spike rate suppression on spike phase estimation. Due to the open-loop experimental design, the probability of observing a spike during a swim bout depends on the effects

---

Fig 3. Dynamics of afferent neuron spike activity in response to neuromast deflection depend on CD. (A) (i) Experiments were performed during open-loop stimulation (first to last interval), during which fish swam spontaneously (motor activity recorded through ventral motor root). The CD was ON during swim bouts and OFF while the fish was inactive. Afferent neuron spiking depended on the combination of stimulation and motor activity, as shown by the moving average of spike count (ii). Individual spikes were classified as evoked (E) when the stimulus was present or spontaneous (S) otherwise. The effect of CD on evoked and spontaneous activity was quantified by the ratio of CD ON/CD OFF, respectively, \( R_E \) and \( R_S \) (B) Raster plot of evoked afferent spike phases during the first and last periods of 5, 20, and 40 Hz stimulation. Stimulus phase is underlaid in blue. (i) In this afferent neuron, when CD OFF the afferent neuron exhibited a strong response to the first stimulus, but a delayed and weaker response to the final stimulus. (ii) In CD ON, there was a reduction of both the number of spikes and the response interval with respect to CD OFF (replicated in gray). In each plot, sweeps progress from bottom to top. All data from one representative individual. Gaps between sweeps arise when the fish ceases swimming due to open-loop stimulation \cite{70}. The data and code underlying this figure may be found at DOI: 10.6084/m9.figshare.13034012. CD, corollary discharge.

https://doi.org/10.1371/journal.pbio.3001420.g003
of adaptation, the CD strength, and the probability of a swim. Strong inhibition in a fish with infrequent swimming could result in infrequent spiking, particularly in later stimulus intervals. Our statistical analysis accounted for this by averaging the effects of CD across all fish and all intervals, i.e., we calculated an intercept difference that represented the average influence of CD on responses across all intervals. This is appropriate because for any given interval, the responses have been averaged over all phases of the swim bouts, so for this analysis, we cannot resolve nonlinear effects like a greater impact of CD on the first interval than on the last.

We quantified the effects of adaptation and CD over the stimulus period through population average activities (20 Hz population averages shown in Fig 4A and 4B). Over the course of stimulation, we observed a continuous decline in spike count (Fig 4A), along with a delay and slight narrowing of the response interval (phase quantiles in Fig 4Aii, vector strength in Fig 4Aiii). A small increase in vector strength did not offset the decline in spike count, and so gain likewise declined (Fig 4Aiv). Like adaptation, CD ON reduced spike number (Fig 4Bi) and delayed the timing of early and median spikes (Fig 4Bii). However, CD ON advanced rather than delayed the timing of late spikes (Fig 4Bii). The consequently pronounced narrowing of the response interval and increase in vector strength (Fig 4Biii) partly reduced the difference in stimulus gain between CD ON and CD OFF (Fig 4Biv). Adaptation and CD are thus similar in terms of spike rate and the timing of early spikes (spike latency) but have divergent impacts on late arriving spikes and therefore the overall distribution of spike phases. These contrasting effects may substantially affect how lateral line feedback can proprioceptively encode body configuration.

We compared the relative effects of adaptation and CD by expressing each as a ratio (Last/First and CD ON/CD OFF). The effects of adaptation and CD were equal at 5 Hz, but adaptation had relatively larger effects at 20 and 40 Hz (Fig 4Ci). Adaptation induced phase delays that shifted response intervals at 20 and 40 Hz, whereas CD narrowed response intervals at all frequencies (Fig 4Cii). There was a trend of increasing vector strength due to adaptation with increasing stimulus frequency, but the changes were small and not statistically identifiable. On the other hand, CD significantly narrowed the response intervals and increased vector strength at all frequencies (Fig 4Cii and 4Ciii). These results revealed that adaptation had a greater effect on the location (i.e., median) of the response interval than on its width, whereas CD affected both. Consequently, although CD reduced spike rates, the actual impact on response gain was much less than that of adaptation (Fig 4Civ). This is most evident in the relatively small changes in response to 20 Hz stimulation, the frequency closest to typical larval zebrafish tail beat frequencies and thus reafference.

The effects of CD on spiking properties are dynamic over the course of the swim bout [49,50]. Following swim bouts that terminated within a stimulus interval, we typically observed an immediate restoration of sustained evoked spike rates (e.g., second swim bout in Fig 3A) or even bursts of evoked spikes that were otherwise seen only at the start of the stimulus presentation (examples highlighted in S3 Fig). The rapid restoration of evoked spiking suggested that CD protects sensors from adaptation and from being desensitized to stimuli that occur in the post-swim period. On the other hand, we previously found a persistent suppression of spontaneous spiking after the swim that could reduce sensitivity [48]. To assess this possibility over the wide range of swim durations, we normalized all swim bouts and an equal post swim period (see S3 Fig) to unit duration. For evoked activities, we analyzed only those swims falling entirely within or outside a stimulus presentation. Spike count rose steadily within a swim bout to a peak in the post-swim period (Fig 5A), in stark contrast to the post-stimulus depression otherwise observed (S2 and S3 Figs). Spontaneous spike rates behaved similarly ($p < 0.001$; Fig 5A), which is consistent with charge accumulation and subsequent rebound activity observed when inhibitory efferent fibers are electrically stimulated [71]. The fact that
Fig 4. Mean effects of adaptation and CD on evoked afferent fiber spike responses. (A) Average time course of responses to 20 Hz stimulus with CD OFF. Properties of the evoked spike responses were examined through (i) the per-stimulus spike count; (ii) the response interval assessed through the 0.1, 0.5, and 0.9 quantiles of spike phases; (iii) the VS; and (iv) the gain. Spike phases were adjusted by subtracting each neuron’s median phase at each frequency. (B) Mean evoked responses when CD
we observed the same effect during the spontaneous and evoked periods indicates that the CD protected the vesicle pool from evoked release (Fig 5A). The phase interval exhibited complex effects during the swim bout. Early spikes were initially delayed but then steadily advanced (0.1 \( q, p = 0.02 \)), whereas late spikes became steadily delayed to a peak in the post-swim period (0.9 \( q, p = 0.008 \)). Overall, there was no statistically discriminable effect on the median phase (0.5 \( q, p = 0.31; \) Fig 5B). The changes in response phase resulted in an initially higher vector strength that decreased to a minimum after the cessation of swimming (\( p = 0.005; \) Fig 5C). The lower vector strength after the swim is consistent with preserving a wider sensory bandwidth at rest. Altogether, the changes resulted in maximum stimulus gain in the post-swim period (\( p < 0.001; \) Fig 5D). Together, these results point to a preservation of responses to post-swim stimuli and that CD protected lateral line sensors from adaptation-induced losses in sensitivity.

Heterogeneity in adaptation and responses to corollary discharge

We found considerable heterogeneity across all units at all frequencies, which prompted us to examine how heterogeneity among sensors resulted in differing responses to CD inhibition. We hypothesized that heterogeneity in adaptation rates [10] results in more complex responses to CD than revealed by average responses alone. We used cluster analysis to categorize types of lateral line responses according to the observed effects of CD on spontaneous and evoked spike rates (\( R_S \) and \( R_E \), respectively, depicted in Fig 3). The use of \( R_S \) provided an independent measurement of inhibition when responses were not influenced by adaptation (as outlined in Fig 1Bii). We found 3 distinct response types (Fig 6Ai). The first 2 groups exhibited consistent levels of inhibition between spontaneous and evoked spike rates (\( R_S = R_E; \) Fig 6Aii). In the third group, although spontaneous spike rates were strongly suppressed (low \( R_S \)), we observed only weak inhibition of evoked spike rates (high \( R_E; \) Fig 6Aii). A linear regression model indicated that variation in \( R_E \) could be explained just by the interaction between \( R_S \) and the level of adaptation (\( R_S \times \) adaptation: \( p < 0.001, CI: 0.33 \) to 0.94). Adaptation was weakest in group 1 and strongest in group 3, which respectively corresponded to high and low \( R_E \) despite the same \( R_S \) (Fig 6Aiii). Adaptation was intermediate in group 2. We infer that group 2 responses are composed of a mixture of weakly and strongly adapting responses, which is supported by the importance of the interaction term in the linear model.

The afferent response types differed in their magnitude and phase characteristics of spiking. Groups 1 and 2 exhibited lower spike counts per stimulus compared with group 3. As followed from the clustering procedure based on the activity ratios, CD OFF ON at each frequency. Increasing frequency and CD ON (i) reduced per-stimulus spike count, (ii) narrowed response intervals, (iii) increased VS, and (iv) reduced gain. (C) Relative impacts of adaptation and CD were assessed by comparing Last/First to CD ON/CD OFF. (i) Changes in spike count due to adaptation and CD were similar at 5 Hz but relatively larger at 20 and 40 Hz. (ii) At 20 and 40 Hz, adaptation resulted in delayed response intervals. Conversely, CD at all frequencies resulted in narrower intervals. (iii) VS was relatively unaffected by adaptation, but significantly increased by CD. (iv) Gain exhibited large decreases due to adaptation but less so in response to CD. The relative decrease in gain was particularly small at 20 Hz. All effects in B and C are means and standard errors. 5 Hz: \( n = 15 \) afferent neurons from \( N = 12 \) individuals; 20 Hz: \( n = 22, N = 21; \) 40 Hz: \( n = 15, N = 14 \). The data and code underlying this figure may be found at DOI: 10.6084/m9.figshare.13034012. CD, corollary discharge; VS, vector strength.
Fig 5. Time course of evoked responses within and immediately after swim bouts. All response were normalized to the start of the swim. (A) Evoked spike counts and spontaneous spike rates (green) increased to a peak after the end of the swim. (B) Response phases exhibited a complex pattern over the course of the swim bout. Early (0.1 q) and late (0.9 q) spikes exhibited opposite trends. Median spike phase (0.5 q) remained nearly constant over the swim duration. (C) VS declined to a minimum in the post-swim period, which is related to the opposite trends of the 0.1 and 0.9 q. (D) Gain increased over the swim to a maximum in the post-swim period. p < 0.001 for all smooth functions in each panel. The data and code underlying this figure may be found at DOI: 10.6084/m9.figshare.13034012. CD, corollary discharge; VS, vector strength.

https://doi.org/10.1371/journal.pbio.3001420.g005
to approximately unity gain and did not change, or even slightly increased, the gain of group 2 (Fig 6Biv). Thus, the heterogeneity among cells leads to classifiable differences in responses to stimulation and CD ON.

**Corollary discharge homogenizes and linearizes lateral line sensor feedback**

We developed a simplified computational model of lateral line sensors to probe how cellular heterogeneity in adaptation rates and strengths of CD gives rise to variation in spike responses. In our 2-state Markov model (Fig 7A), a sensor may be currently sensitive or insensitive...
Fig 7. Computational model of the effects of heterogeneity on lateral line sensing. (A) (i) Schematic of the 2-state model of lateral line feedback. The input stimulus is transduced by a sensor with variable gain and regeneration rates. The simulated sensor responds probabilistically to the stimulus only while in its sensitive state, after which it transitions to and remains in the insensitive state until regeneration. Tuning of the gain and regeneration constants was used to model adapting and nonadapting response types when subject to inhibition of strength $R_S$. (B) Simulated responses of an adapting sensor to stimulation with no inhibition (i) or to strong inhibition in the absence of stimulation (ii). Our model recapitulated the observed changes in spike rate in each condition. After stimulation, the sensor exhibited a refractory period before recovering spontaneous spike rates, whereas after suppression it exhibited rebound spiking. (C) Adaptation rates determine the dependence of spike count (i) and phase interval (ii) on inhibition. Nonadapting responses were constant over time and both spike count and response intervals were reduced proportionately to $R_S$. Responses of adapting sensors were nonlinear over time and with respect to inhibition strength, although the nonlinearities were largely suppressed by the strongest level of inhibition (0.9 $R_S$). Spike counts and phases were normalized to the steady states with 1.0 $R_S$. (D) Nonadapting responses maintained $R_E = R_S$ for all $R_S$, whereas $R_E > R_S$ for all $R_S < 1$ in adapting responses, supporting the observed response clusters in Fig 6. Dashed and solid gray lines denote the trajectories of nonadapting and adapting responses at inhibition strength intervals of 0.02.
Values at $R_s = 1$ are staggered for visibility. (E) Simulated feedback from a population of heterogeneous sensors. (i) In the absence of inhibition (1.0 $R_s$), stimulus phase was difficult to discriminate. Strong inhibition (0.1 $R_s$) resulted in regular feedback closely corresponding to the stimulus peaks (triangles). (ii) The stimulus frequency was poorly reflected in the ISIs at 1.0 multiples of the stimulus frequency. The ISIs corresponding to density peaks at each $R_s$ are denoted by circles. Vertical dashed line is the ISI of spontaneous spiking activity. The data and code underlying this figure may be found at DOI: 10.6084/m9.figshare.13034012. ISI, interspike interval.

The probability that a stimulus $s(t)$ will evoke a spike within a given time interval is conditional on the sensor being in the sensitive state and is given by

$$\log P_{\text{spike}}(t_{\text{spike}} \in [t, t + \Delta t]| \text{state = sensitive}) = K_1 \cdot s(t) + K_2 \cdot s_0,$$  

where $K_1$ and $K_2$ are constants determining the gain for the stimulus and the strength of the CD, respectively. The CD strength $K_2$ directly multiplies the spontaneous spike rate, $s_0$, which results in a decrease of baseline activity in the absence of an applied stimulus, consistent with the previously observed inhibition of spontaneous spiking [48]. Nonlinearities in the system may result in unequal $K_2$ and $R_s$, so we used the observed $R_s$ to calibrate our results. The expression of log spike probability is a constraint ($P_{\text{spike}} \in (0, 1)$) to enforce a finite spike probability. The exception is immediately after a previous spike, in which case the system is insensitive, and we set $P_{\text{spike}} = 0$ until the system probabilistically regenerates to sensitivity. Together, variation in $K_1$, $s_0$, and the regeneration rate give rise to the system’s nonlinearities. Adapting responses were observed when the gain greatly exceeded regeneration rates, which could be interpreted as vesicle pool depletion. Conversely, nonadapting responses occurred when the regeneration rate greatly exceeded the gain, interpretable as the capacity to draw on a rapidly replenishing vesicle pool. Low $s_0$ increased the magnitude of observed adaptation, which could be interpreted as a leak conductance that determines the probability of the system being sensitive at the start of stimulation. Nonetheless, like a similar previous Markov model [72], the construction is general and does not require specific assumptions about hair cells, afferent neurons, or the cause of adaptation.

Simulated lateral line responses captured the principal dynamics observed in this and prior work on hair cells and afferent neurons. The adapting sensor responded strongly to the first stimulus interval of the input but weakly thereafter (Fig 7B; compare peristimulus time histogram (PSTHs) of experimental and simulated responses in S2 Fig). After stimulation, the sensor exhibited a refractory period before regaining steady spontaneous spike rates. Without evoked spiking, inhibition caused depressed spontaneous spike rates that increased over time (compare to Fig 5A) and the release of inhibition was followed by rebound spiking (Fig 7B). Rebound spiking has been observed when hair cells are hyperpolarized by natural or galvanic activation of efferent fibers (Fig 5A) [39,48] or after hair cells are released from hyperpolarization caused by sustained antisense deflection of neuromast cupulae [10]. In the case of cholinergic inhibition, the magnitude of this rebound may be somewhat blunted by the slower time constant of acetylcholine reuptake [48] compared with the instantaneous cessation of inhibition in our simplified model.

The simulations allowed us to precisely examine the magnitude and phase of sensor responses with respect to the stimulus interval in a way that was not possible in our experiments. The feedback from nonadapting sensors was of constant magnitude and phase throughout the stimulus period (Fig 7C; responses truncated to first 5 stimulus intervals). The nonadapting sensor responses were centered on $\pi/2$ but with a wide response interval, which resembled the predicted idealized response (Fig 2C). Strong inhibition greatly narrowed the response interval (equivalently, increased vector strength). Despite the reduction in the magnitude of responses, so that even single spikes from the nonadapting sensors will faithfully
represent the stimulus. Adapting responses exhibited the experimentally identified phase shift as well as a large phase advance relative to peak stimulation as predicted in Fig 2. However, strong inhibition (0.1 \( R_S \)) largely suppressed the nonlinearities of both the spike count and phase intervals. Importantly, strong inhibition delayed adapting sensors’ median phase to coincide with the peak of stimulation at \( \pi/2 \). We conclude that strong CD homogenizes and linearizes the outputs of sensors with highly heterogeneous adaptation rates.

We next examined the interactions between levels of adaptation and the effects of CD on spontaneous and evoked spike rates. We found that for nonadapting responses, \( R_E/R_S = 1 \) for all \( R_S \), whereas for the adapting responses, \( R_E/R_S > 1 \) for all \( R_S < 1 \) (Fig 7D). Notably, \( R_E/R_S \) converged at high \( R_S \) i.e., with low levels of inhibition, supporting our assertion that group 2 responses represented weak inhibition of a mixture of adaptation levels (compare to Fig 6). At 0.1 \( R_S \), equal to a 90% inhibition of spontaneous activity, the adapting sensors maintained more than 50% of evoked activity. This supports our distinction between groups 1 and 3 as well as the magnitude of adaptation as an underlying cause.

Our central hypothesis was that CD enables proprioception by restructuring reafference into predictable feedback. We finally addressed this hypothesis by simulating feedback from a population of heterogeneous lateral line sensors with varying levels of inhibition. Afferent feedback from 2 representative, simulated “fish” is shown in Fig 7Ei with inhibition equal to 1.0, 0.5, and 0.1 \( R_S \). In the absence of inhibition (1.0 \( R_S \)), the mixtures of responses from heterogeneous sensors resulted in elevated spike rates but with poorly distinguished phase, even between the sense and antisense portions of the stimulus cycle. The evoked interspike intervals (ISIs) were even shorter than those of spontaneous spiking and therefore dominated by periods less than 1 stimulus cycle (Fig 7Eii). Strong CD (0.1 \( R_S \)) resulted in a sparsely coded stimulus (Fig 7Ei). The density at the first peak, corresponding to repeated spikes within cycles, was greatly reduced (Fig 7Eii), and, in fact, responses to many peaks were suppressed altogether. The remaining spikes occurred close to the reafferent stimulus peak at \( \pi/2 \), resulting in ISIs that were integer multiples of the stimulus frequency. In contrast, with 0.5 \( R_S \), we observed only a minor increase in the frequency of ISIs corresponding to the stimulus frequency. The small change is attributable to generally marginal effects of 0.5 \( R_S \) on the magnitude and phase interval of evoked responses (Fig 7C and 7D). We speculate that these limited effects explain the rarity of intermediate levels of inhibition strength within the lateral line (Fig 6A; first noted by [49]).

**Discussion**

We provide a multiscale neuromechanical model that elucidates how CD can mediate the proprioceptive information content of lateral line feedback during axial undulation. Axial undulation is the ancestral mode of vertebrate locomotion, predating paired appendages, and is defined by a traveling body wave that enables propulsion through complex environments. To stabilize this mode while navigating, undulating fishes must possess a sense of self-motion and body position, yet they lack many of the classes and much of the distribution of proprioceptors found in other vertebrates [19–22]. Early studies recognized the potential for proprioception from the lateral line but could not provide conclusive evidence (reviewed in [12,13]). Proprioceptive functions would be difficult to detect without a hypothesis for how kinematically induced flows can be transduced and related to changes in motor control (Fig 1B). In our neuromechanical model (Fig 2), deflection of the neuromast cupula is coupled to the progression of the mechanical body wave. Because the lateral line can encode stimuli with millisecond precision [8], there is the potential for reafference to encode details of the body configuration. However, in the absence of CD, sensors’ variable gains and nonlinear responses will reduce the
coherence between afferent spikes and the body wave peak (Figs 2, 4, and 7). Thus, despite periodic spiking in time with body motions [12,13], the wide response interval will reduce the information content and proprioceptive value (see also [8]). We examined how CD within the lateral line microcircuit modulates the feedback that is transmitted to the brain (Fig 1Bii). We find that CD enables peak detection within the peripheral nervous system. The computation occurs through a synergistic interaction with hair cell polarization that narrows response intervals around the peak of deflection (Figs 2 and 7). The resulting feedback faithfully encodes the stimulus peak and frequency despite the biophysical heterogeneity of the sensor population (Fig 7E).

Our experiments and simulations suggest that CD cancels the unpredictable parts of reafference, rather than all reafference. Numerous examples of complete cancellation have been documented in animals, and perhaps for this reason, it has been presumed that inhibitory modulation of the lateral line follows a similar principle [3]. Nonetheless, as Bell [54] noted, simple mechanisms of cancellation become problematic for complex and long-duration motor actions and even more so when the reafference carries vital feedback. An alternative is adaptive cancellation, which compensates long-duration and low-frequency reafference-like respiration [27,54,55] but which cannot compensate the subsecond and high-frequency reafference typical of swimming. A second alternative is to filter the reafference so that only specific features of reafference are transmitted. This occurs in the lateral line and the phylogenetically related vertebrate auditory system, in which reafferent feedback is reduced but not eliminated [48,50,73]. The resulting reafference can be critical for proper motor output [12,28], such as the importance of the auditory system in phonation [56]. However, filtering the reafference may be challenging with heterogeneous sensors that cause the magnitude and temporal properties of feedback to vary over time.

We examined sensor heterogeneity through differences in adaptation rates and varying responses to CD inhibition (Fig 6). We found a wide range in adaptation rates, as is typical of hair cell systems [11], which could be due to numerous sources, including the age and maturity of the hair cells and afferent neurons [25,61,66]. We also found bimodal inhibition of evoked spike rates (R_E) as previously documented [49], but our analyses suggest that inferring CD strength from R_E is not straightforward. A given level of inhibition independently measured on spontaneous spike rate (R_S), resulted in divergent R_E depending on level of adaptation (groups 1 and 3 in Fig 6A, trajectories in 7 D). Using R_E to determine afferent neuron polarity is currently speculative because we do not know how afferent neuron variability, including in age, size, and input resistance [9,25], transforms hair cell feedback. In addition, the previous analysis of R_E was performed on hair cells at lower stimulus frequencies [49], which will experience much more gradual adaptation [10]. Nonetheless, it is interesting to speculate that if group 1 are anterograde sensors (rostrocaudal, on the basis of their high R_E), then a molecular mechanism may not be required to explain selective inhibition [49]. Rather, if the magnitude of efferent polarization is equal in all hair cells (measured by R_S) but anterograde sensors are weakly adapting (suggesting generally low gain), then we would expect to see altogether stronger inhibition of the reafference experienced by forward swimming. The lower adaptation and stronger inhibition will also result in narrower response intervals that strongly correspond to the peak of reafferent stimulation (Fig 7). Anterograde flow is particularly well represented by activity throughout the brain [62], so more precise feedback will enable a wider range of computations [7]. On the same basis, groups 2 and 3 may be retrograde (caudorostral) sensors. In this polarity, the mixture of high and low gains and adaptation rates may facilitate rapid initial responses along with constant sustained responses while escaping a suction source, as when attacked [74,75]. Among all groups, we find that CD suppresses the temporal effects of heterogeneity so that the transmitted output is a consistent function of the stimulus (Fig 7).
The capacity of CD to restructure feedback from afferent units with high gain and large amounts of adaptation depended on very strong inhibition (Figs 6 and 7). Why are all hair cells not suppressed equally strongly? Our findings support the hypothesis that CD evolved to suppress afferent spiking as much as necessary, but not more [49]. One consequence of universally strong CD inhibition would be the elimination of weaker reafference signals from retrograde flows that are relatively weaker during forward swims [49]. A second consequence is that strong inhibition would lead to post-swim artifacts. In the absence of stimulation, CD ON caused post-swim rebound spiking (Figs 5 and 7), similarly to naturalistic and galvanic activation of cholinergic fibers in the auditory system [71] or sustained antisense deflection of hair cells [10]. Excessive inhibition that causes rebound spiking in the retrograde direction could be misinterpreted as a predator attack from behind. A requirement of the CD is therefore that it be calibrated to control motion artifacts without introducing new ones. Further factors that contribute to preventing artifacts are the continuous post-swim decline of both stimulation and inhibition after the swim (glide and acetylcholine reuptake [48]), as opposed to the abrupt changes between CD ON and OFF modeled here (Fig 7B). Time-dependent changes in inhibition strength [49,50] may smooth out the intense reafferent signals at the swim start that are associated with stronger first tail beats [51], anterograde flow [49], or the kinetics of the rapid vesicle pool [59].

Even with the CD, stimulation greater than the expected reafference will result in adaptation, and this could be advantageous for exafference sensing. Adaptation is a form of short-term synaptic plasticity that contributes to functions like source localization through bilateral comparisons or between pairs of detectors [11,40,41]. In a related manner, adaptation could contribute to rheotactic behaviors, in which fish orient upstream by comparing bilateral differences in water velocity, presumably encoded by differences in spike rate [29,45,75]. Bilateral differences in flow will cause differential adaptation, and as a logical extension of our results, bilateral differences in spikes’ temporal code [8]. Our results suggest that CD’s effects on spike rate and phase will improve fishes’ sensitivities to bilateral flow differences. A critical next step for understanding the role of reafferent feedback in motor control will be to unravel the nature of the controller in the central nervous system (Fig 1Bi). Studies of freely behaving fish will be essential, likely including optogenetic dissection of the CD’s role in swimming feedback control and natural swim motions. Similarly, the actual magnitude and temporal dynamics of cupular deflection during swims is unknown, even though the coherence and encoding capacity of lateral line feedback critically depends on both the frequency and amplitude of stimulation [8,23]. For example, the boundary layer mechanically filters the frequencies and stimulus amplitudes that are passed to the cupula [8,23], which might have contributed to the higher average gain for 20-Hz stimulation than 5 or 40 Hz (Fig 4). Moreover, the amplitude and frequency content of reafference changes over the course of swim bouts (as shown in Fig 2A, [76]), suggesting that changes in inhibition strength during and after swims [35,48–51,77] may contribute to precise and faithful preservation of stimulus phase and signal properties. We have described how feedback from external proprioceptors can allow fish to sense and control the continuously varying body configuration during aquatic locomotion. More generally, our findings point to a sense of body awareness coupled to the mechanical environment that may be widespread among animals inhabiting fluid environments.

Materials and methods

Electrophysiological recordings

Adult zebrafish (Danio rerio) were obtained from a laboratory-bred population and housed as described previously (e.g., [9,24,48], in accordance with protocol 201903267 approved by the
University of Florida’s Institutional Animal Care and Use Committee). Protocols were based on our previous study [48]. Larvae from 4 to 6 dpf were paralyzed by immersion in 1 mg/mL α-bungarotoxin (Reptile World Serpentarium, St Cloud, Florida, United States of America) diluted in 10% Hank’s extracellular solution [48] and then washed and replaced in extracellular solution until experiments (>30 minutes). α-bungarotoxin blockade of the neuronal-type nicotinic acetylcholine receptor (nAChR) α9 found in neuromasts is reversible after a brief washout period [78]. Larvae were pinned laterally to a Sylgard-bottomed dish using etched tungsten pins inserted through the dorsal notochord at the anus, at a second location immediately caudal to the yolk sac (approximately at neuromast L1), and through the otic capsule. The preparation was then covered in extracellular solution for recording. Fish health was monitored by blood flow.

We reliably obtained single-unit afferent recordings, or occasionally 2 clearly differentiable units, using borosilicate glass pipettes with diameters approximately 15 μm. At this pipette diameter, it was necessary to approach the ganglion under high pressure (−150 to −200 mm Hg) to break in. Once a unit was located, pressure was released sufficiently to maintain a stable recording (typically between 0 and −75 mm Hg). In most cases, the afferent recording was stable for hours. Afferent recordings were performed at 20 kHz with 50 V/mV gain, Bessel filter of 1 kHz, and an AC high-pass filter of 300 Hz. Signals were amplified through an Axon Instruments CV-7B head stage (Molecular Devices (MD), San Jose, California, USA) and an Axoclamp 700B amplifier (MD), then recorded with a Digidata 1440A digitizer and pClamp10.7 (MD). Spike times were obtained by thresholding in Clampfit 10.7 (MD). Once an afferent unit was identified, we systematically probed neuromasts for the stereotypical afferent evoked response to a periodic stimulus [24] using a glass bead attached to a single-axis piezo stimulator (30V300, Piezosystem Jena, Hopedale, Massachusetts, USA). Dipole fluid motions of this type are commonly used to assess near- and far-field responses to oscillatory stimuli, such as from prey or conspecifics [29,37,74]. The dipole vibrating at 20 or 40 Hz simulates neuromast stimulation by the larva’s own movements, because reafference in vivo is associated with alternating [12,13] rather than direct currents [49,50]. Stimulation at 5 Hz was also performed to compare responses to a frequency at the extreme lower limit of typical tail beats [51]. The probe head was roughly spherical with a diameter of 56.6 μm, formed by melting the tip of a recording pipette using a MF-830 microforge (Narishige International, Amityville, New York, USA). Probing started at D1 and continued down the body until the evoked response was elicited. The majority of units could be stimulated by D1 (n = 16) or D2 (n = 3) and were classified as D-type, and only a few units did not exhibit responses until we reached L1 (n = 1), LII.1 or LII.2 (each n = 2), or LII.3 (n = 1), classified as L-type. In one case, we were unable to locate any attached neuromast. Note that, because we only identify the most proximally innervated neuromast, the afferents could have been connected to more distal neuromasts as well [25]. After identifying the neuromast, the probe was placed 1 diameter away from the cupula, and stimulation was performed with a constant approximately 8-μm amplitude. At no point was the cupula itself touched, which substantially alters responses of the hair cell-afferent group [24].

Once an afferent and associated neuromast were identified, we obtained extracellular recordings of the ventral root (VR) arborizations in the myotomal cleft [48]. Pressure in the pipette was manually controlled through a syringe. VR recordings were acquired as per afferent units, but with a gain of 100 V/mV. Swim bouts were preprocessed by thresholding the VR signal in Clampfit 10.7 and then manually curated using custom software in R 3.6.0 [79]. VR recordings were stable for approximately 15 to 60 minutes. All swims were spontaneous or elicited by a light flash.
Data processing

We recorded 100 sweeps with the stimulus on for 1 second then off for 2 seconds, which ensured recovery of afferent spike rate in all but one possible case at 40 Hz. We first examined responses at 20 Hz (n = 22), then 1 or both of 40 Hz (n = 15) or 5 Hz (n = 13) depending on preparation stability. Additional recordings were performed as required to guarantee sufficient numbers of swims for analysis. Spikes were labeled as outlined in the main text (Fig 3). The post-swim interval was equal in duration to the swim [48] (S3 Fig). We analyzed evoked responses either as a function of stimulus number or as the average over the stimulation period. Within a stimulus interval of period T, the phase θ of a spike occurring at time t was expressed as θ = t/T. The apparent spike phase depends on stimulus frequency (change in phase location visible in Fig 3B, see also [8,24,67]), which is a consequence of conduction delays in the afferent fibers [24]. For each cell at each frequency, we therefore subtract the median phase during CD OFF, allowing us to compare across cells. The phase can then be used to examine changes in the distributional properties of spikes, such as location and width. The commonly reported vector strength (VS) for a set of n spikes is calculated by

\[
VS = \frac{1}{n} \sqrt{\left(\sum \cos \theta\right)^2 + \left(\sum \sin \theta\right)^2}
\]

and is related to the circular variance according to \(\sigma^2 = -2\log(VS)\) [64]. Vector strength is constrained to the interval (0,1], with VS → 1 as the afferent response interval narrows. Single spikes' information content is quantified by their gain, calculated by the product of spike count and VS. We additionally computed lower, median, and upper quantiles (0.1, 0.5, and 0.9 quantiles, q) of the phases, which reflect the tails of the spike phase distribution while being more robust than the minima (i.e., first spike latency) and maxima.

Statistical analysis

Differences due to adaptation and swimming were characterized through generalized linear models (GLM). Modeling was performed with the R function glmer(), with Tukey post hoc tests performed with the function glht() in package multcomp [80]. These contrasts were chosen to examine average differences in each condition and to compare our results to literature values (S1 Fig). Significant differences in means were assessed by confidence intervals that excluded 0. All models were fit by maximum likelihood. Arcsin-transformed vector strength was modeled with a Gaussian error distribution, and spike counts and gain were modeled with a quasi-Poisson distribution. The lower phase quantile (0.1 q) was cube transformed prior to analysis to stabilize the variance. Throughout, we provide relevant estimate effects and 95% confidence intervals; full statistical models (R summaries), including relevant p-values, are included with model code at DOI 10.6084/m9.figshare.13034012. Statistical significance was tested at \(\alpha = 0.05\).

The relationships between \(R_E\), \(R_S\), and adaptation were explored through linear models and cluster analysis. The level of adaptation was estimated as the difference in responses to the first and last stimulus. We found that directly averaging first and last responses was prone to high variance, likely due to sampling error. For the purposes of classification, we determined the average responses to the first 2 stimulus intervals with respect to the last 2 intervals. The ratios of activities reported in Fig 4 (Last/First and CD ON/CD OFF) were estimated from the predicted responses at each stimulus for each individual at each frequency from the statistical models (modeling described below). The prediction of \(R_E\) as a function of \(R_S\) and level of adaptation was then studied in a linear mixed effects model (R package nlme, [81]), with individual and frequency as crossed random effects. The regression slope was forced through 0 so that the approximate confidence intervals of the predictors could be compared with 0 to assess
significant Responses of each individual at each frequency were assigned to the 3 clear clusters of RS and RE through k-means analysis. Post hoc analyses based on this clustering were used to illustrate the magnitudes of differences between clusters and determine average differences in adaptation level.

We used generalized additive models (GAMs) to model the parametric (response class and swim state) and nonparametric (adaptation) factors that contributed to variation in cell responses over time. The parametric portion of the fit was determined by the differences in responses between spikes labeled as CD OFF or CD ON, averaged over the entire interval (inactivity was the reference level), for each response class. The interaction of swim state and class indicated the differential effects of CD ON for each response class (Fig 6B). The nonparametric portion of the fit accounted for the continuous changes over time due to adaptation, which we refer to as the smooth function (shown in Fig 4A [82,83]). The statistical significance of the smooth function indicates whether a nonlinear fit contributes to explaining patterns in the data. We employed an adaptive spline basis set [83] with the upper limit of spline knots set to the frequency (with a 1-second stimulus, the maximum number of knots was the number of response intervals). We allowed for variation in the shape of the smooth function that could influence our estimated parametric effects, either due to response class (factor smooths [83]) or to individual (random effect). We used our models to compare responses across frequencies and afferent response types (groups in Fig 6). The means and standard errors of all quantities across frequencies and response classes were obtained by simulating from the model posterior distributions. We performed 1,000 draws of the first and last stimulus periods and of the average CD OFF and ON responses. We calculated the predicted average effects of adaptation (Last/First response) and CD (CD ON/CD OFF) and compared the probability that distributions differed at \( \alpha = 0.05 \). We present the results as either the main effects of CD ON and CD OFF (Fig 4) or by response class (Fig 6).

The GAM modeling is also appropriate for examining changes in evoked responses during and after the swim. These 2 intervals are of principal interest in studying the consequences of movement on sensing. Modulation of the pre-swim period was not revealed in our previous analysis of spontaneous spike rates in the pre-swim period [48]. Within each individual at each frequency, we selected swims that fell entirely within (1,650 swims) or outside (3,348) the stimulus interval, which were then aligned by their terminus and normalized to unit duration. We then estimated the time course by averaging over all swim bouts, which will ultimately depend on the amount of data used to estimate the average. Estimates obtained from a larger number of observations were therefore given more weight. We analyzed responses from the swim start up to one swim duration after the swim end as a function of relative time, using an adaptive spline basis. Differences among stimulus frequencies were included as a random effect and a random intercept term was included for individual cells. Spontaneous activity was averaged over time (spike rate) rather than per stimulus period. All statistical summaries and significance values of post hoc comparisons are contained with model code at DOI 10.6084/m9.figshare.13034012.

Two-state model of lateral line sensing

We explored potential causal mechanisms of the phase relationships discovered experimentally by simulating different biophysical parameter sets giving rise to adapting and nonadapting sensory responses. We modeled the responses of a sensor that transitions between sensitivity (state 1) and insensitivity (state 2). The discrete time transition matrix is given by

\[
\begin{bmatrix}
1 & 1 \\
2 & 2
\end{bmatrix}
= \begin{bmatrix}
P_A & P_B \\
P_C & P_D
\end{bmatrix}
= \begin{bmatrix}
1 - P_B & (K_1 \cdot s(t) + K_2 \cdot s(t) + K_3) \\
K_3 & 1 - P_C
\end{bmatrix}.
\]
The transition matrix elements are normalized to stimulus wavelength divided by sampling frequency ($\lambda$, simulated at 2 kHz). Spontaneous spike rate, $s_0$, is the number of expected spikes per stimulus wavelength, multiplied by the inhibition constant, $K_2$. The stimulus is modeled by a time-dependent stimulus function, $s(t)$, multiplied by the gain, $K_1$. When $s(t)$ is constant (a time-invariant stimulus), a rapid burst of evoked spikes rapidly settle into a constant rate that reflects the balance of regeneration and release probabilities. For time-varying stimuli, the responses depended on the relative coefficient magnitudes and extent of adaptation. The expected regeneration rate per $\lambda$ is given by $K_3$. The parameters sets were chosen to simulate nonadapting and adapting responses (nonadapting: $K_1 = 4, K_3 = 0.04, s_0 = 40$; $K_1 = 0.04, K_3 = 4, s_0 = 4$). The stimulus duration was 20 $\lambda$, with $K_2 = 0$ for half of each simulated sweep so that the system would re-equilibrate. Inhibition was applied with or without a stimulus, and either $K_2 = 1, 0.5$, or 0.1 (0, 50, or 90% inhibition) or $K_2$ from 0.02 to 1 in increments of 0.02. Simulations were run for 2 to 10k iterations as required to depict smooth responses in Fig 7. The first 2 iterations were discarded as burn-in to avoid any impact of the initialization conditions. We finally simulated the responses of a model fish with a population of 30 heterogeneous lateral line sensors. Variable adaptation rates were generated by uniform sampling of $K_1$ and $K_3$ with constant $s_0$. Each sensor was simulated for a single swim bout and the spike times summed. We calculated ISIs by the time difference between sequential spikes of 1,000 simulated fish.

Supporting information

S1 Fig. Parameters of recorded swim bouts. (A) Histogram of swim bout durations. (B) Average spike rate in swim (CD ON), post-swim, and post-stimulus intervals, relative to inactivity (CD OFF). This estimate of the relative evoked spike rate while swimming was obtained by averaging over all swim bouts and individuals, which resulted in a higher estimate than when accounting for differences due to cell class (Figs 4 and 6). The data and code underlying this figure may be found at DOI: 10.6084/m9.figshare.13034012. CD, corollary discharge. (TIFF)

S2 Fig. Representative PSTH of evoked responses. (A) PSTH at 20 Hz corresponding to individual and traces in Fig 3. Red bars denote a spontaneous swim bout. Spike rate calculated in 50-ms intervals for spikes labeled as CD OFF. Stimulus trace shown below. (B) PSTH of simulated responses. Inhibition was only applied over the entire stimulus interval. Note that responses were normalized to the wavelength period. The data and code underlying this figure may be found at DOI: 10.6084/m9.figshare.13034012. CD, corollary discharge; PSTH, peristimulus time histogram. (TIFF)

S3 Fig. Representative traces and PSTHs of evoked responses at 5 and 40 Hz. Black diamonds over afferent ganglion traces demark highly evoked responses in the immediate post-swim period (red hatched intervals, equal in duration to the swim bout). In many cases, evoked activity after a swim was equal to the evoked activity at the start of the stimulus presentation. Spike rates were calculated in 50-ms intervals. Same individual as Fig 3. The data and code underlying this figure may be found at DOI: 10.6084/m9.figshare.13034012. PSTH, peristimulus time histogram. (TIFF)

Acknowledgments

We are extremely grateful to Dr. Noah J. Cowan for numerous insightful discussions and Drs. Yuriy Bobkov, Paula Duarte Guterman, Miriam H. Richards, and James A. Strother, whose critical evaluation greatly improved the manuscript.
Author Contributions

Conceptualization: Dimitri A. Skandalis, Elias T. Lunsford, James C. Liao.

Data curation: Dimitri A. Skandalis.

Formal analysis: Dimitri A. Skandalis.

Funding acquisition: James C. Liao.

Investigation: Dimitri A. Skandalis.

Methodology: Dimitri A. Skandalis, James C. Liao.

Project administration: James C. Liao.

Resources: James C. Liao.

Software: Dimitri A. Skandalis.

Supervision: James C. Liao.

Validation: Dimitri A. Skandalis.

Visualization: Dimitri A. Skandalis.

Writing – original draft: Dimitri A. Skandalis.

Writing – review & editing: Dimitri A. Skandalis, Elias T. Lunsford, James C. Liao.

References

1. Tuthill JC, Azim E. Proprioception. Curr Biol. 2018; 28:R194–203. https://doi.org/10.1016/j.cub.2018.01.064 PMID: 29510103

2. Pearson KG. Reflex Reversal in the Walking Systems of Mammals and Arthropods. In: Ferrell WR, Proske U, editors. Neural Control of Movement. Boston, MA: Springer US; 1995. p. 135–141. https://doi.org/10.1007/978-1-4615-1985-0_18

3. Crapse TB, Sommer MA. Corollary discharge across the animal kingdom. Nat Rev Neurosci. 2008; 9:587–600. https://doi.org/10.1038/nrn2457 PMID: 18641666

4. Straka H, Simmers J, Chagnaud BP. A New Perspective on Predictive Motor Signaling. Curr Biol. 2018; 28:R232–43. https://doi.org/10.1016/j.cub.2018.01.033 PMID: 29510116

5. Putney J, Conn R, Sponberg S. Precise timing is ubiquitous, consistent, and coordinated across a comprehensive, spike-resolved flight motor program. Proc Natl Acad Sci U S A. 2019; 116:26951–60. https://doi.org/10.1073/pnas.1907513116 PMID: 31843904

6. DiCaprio RA, Billimoria CP, Ludwar BC. Information Rate and Spike-Timing Precision of Proprioceptive Afferents. J Neurophysiol. 2007; 98:1706–17. https://doi.org/10.1152/jn.00176.2007 PMID: 17634343

7. Faisal AA, Selen LPJ, Wolpert DM. Noise in the nervous system. Nat Rev Neurosci. 2008; 9:292–303. https://doi.org/10.1038/nrn2258 PMID: 18319728

8. Goulet J, van Hemmen JL, Jung SN, Chagnaud BP, Scholze B, Engelmann J. Temporal precision and reliability in the velocity regime of a hair-cell sensory system: the mechanosensory lateral line of goldfish, Carassius auratus. J Neurophysiol. 2012; 107:2581–93. https://doi.org/10.1152/jn.01073.2011 PMID: 22378175

9. Haehnel M, Taguchi M, Liao JC. Heterogeneity and dynamics of lateral line afferent innervation during development in zebrafish (Danio rerio). J Comp Neurol. 2012; 520:1376–86. https://doi.org/10.1002/cne.22798 PMID: 22102005

10. Pichler P, Lagnado L. The Transfer Characteristics of Hair Cells Encoding Mechanical Stimuli in the Lateral Line of Zebrafish. J Neurosci. 2019; 39:112–24. https://doi.org/10.1523/JNEUROSCI.1472-18.2019 PMID: 30413644

11. Pérez-González D, Malmierca MS. Adaptation in the auditory system: an overview. Front Integr Neurosci. 2014; 8. https://doi.org/10.3389/fnint.2014.00008 PMID: 24605091

12. Ayali A, Gelman S, Tytell ED, Cohen AH. Lateral-line activity during undulatory body motions suggests a feedback link in closed-loop control of sea lamprey swimming. Can J Zool. 2009; 87:671–83. https://doi.org/10.1139/Z09-050
13. Roberts BL. Activity of Lateral-Line Sense Organs in Swimming Dogfish. J Exp Biol. 1972; 56:105–18.

14. Rupert L, Duggan T, Killpack MD. Improved Continuum Joint Configuration Estimation Using a Linear Combination of Length Measurements and Optimization of Sensor Placement. Front Robot AI. 2021;8. https://doi.org/10.3389/frobt.2021.637301 PMID: 33869295

15. Müller UK, van Leeuwen JL. Swimming of larval zebrafish: ontogeny of body waves and implications for locomotory development. J Exp Biol. 2004; 207:853–68. https://doi.org/10.1242/jeb.00821 PMID: 14747416

16. Jayne BC, Lauder GV. Comparative morphology of the myomeres and axial skeleton in four genera of centrarchid fishes. J Morphol. 1994; 220:185–205. https://doi.org/10.1002/jmor.1052200207 PMID: 29865381

17. Thandiapakkal R, Melo K, Paez L, Herault J, Kano T, Akiyama K, et al. Emergence of robust self-organized undulatory swimming based on local hydrodynamic force sensing. Science Robotics. 2021 [cited 2021 Sep 5]. Available from: https://www.science.org/doi/abs/10.1126/scirobots.abf6354. PMID: 34380756

18. Maeda N, Miyoshi S, Toh H. First observation of a muscle spindle in fish. Nature. 1983; 302:61–2. https://doi.org/10.1038/302061a0 PMID: 6828159

19. Aiello BR, Hardy AR, Westneat MW, Hale ME. Fins as Mechanosensors for Movement and Touch-Related Behaviors. Integr Comp Biol. 2018; 58:844–59. https://doi.org/10.1093/icb/icy065 PMID: 29917043

20. Roberts BL. The response of a proprioceptor to the undulatory movements of dogfish. J Exp Biol. 1969; 51:775–85.

21. Böhm UL, Prendergast A, Djennoune L, Nunes Figueiredo S, Gomez J, Stokes C, et al. CSF-contacting neurons regulate locomotion by relaying mechanical stimuli to spinal circuits. Nat Commun. 2016; 7:10866. https://doi.org/10.1038/ncomms10866 PMID: 26946992

22. Picton LD, Bertuzzi M, Pallucchi I, Fontanel P, Dahlberg E, Björnfors ER, et al. A spinal organ of proprioception for integrated motor action feedback. Neuron. 2021; 109:1188–1201.e7. https://doi.org/10.1016/j.neuron.2021.01.018 PMID: 33577748

23. McHenry MJ, Strottera JA, van Netten SM. Mechanical filtering by the boundary layer and fluid–structure interaction in the superficial neuromast of the fish lateral line system. J Comp Physiol A. 2008; 194:795. https://doi.org/10.1007/s00359-008-0350-2 PMID: 18709377

24. Levi R, Akanyeti O, Ballo A, Liao JC. Frequency response properties of primary afferent neurons in the posterior lateral line system of larval zebrafish. J Neurophysiol. 2014; 113:657–68. https://doi.org/10.1152/jn.00414.2014 PMID: 25355959

25. Liao JC, Haehnel M. Physiology of afferent neurons in larval zebrafish provides a functional framework for lateral line somatotopy. J Neurophysiol. 2012; 107:2615–23. https://doi.org/10.1152/jn.01108.2011 PMID: 22338025

26. Mensinger AF, Wert JCV, Rogers LS. Lateral line sensitivity in free-swimming toadfish Opsanus tau. J Exp Biol. 2019; 222:jeb190587. https://doi.org/10.1242/jeb.190587 PMID: 30465355

27. Montgomery JC, Bodzick D. An adaptive filter that cancels self-induced noise in the electrosensory and lateral line mechanosensory systems of fish. Neurosci Lett. 1994; 174:145–8. https://doi.org/10.1016/0304-3940(94)90007-8 PMID: 7970170

28. Liao JC. The role of the lateral line and vision on body kinematics and hydrodynamic performance of rainbow trout in turbulent flow. J Exp Biol. 2006; 209:4077–90. https://doi.org/10.1242/jeb.02487 PMID: 17023602

29. Oteiza P, Odstrcil I, Lauder G, Portugues R, Engert F. A novel mechanism for mechanosensory-based rheotaxis in larval zebrafish. Nature. 2017; 547:445–8. https://doi.org/10.1038/nature23014 PMID: 28700578

30. Akanyeti O, Thorncroft PJM, Lauder GV, Yanagisuru YR, Peterson AN, Liao JC. Fish optimize sensing and respiration during undulatory swimming. Nat Commun. 2016;7. https://doi.org/10.1038/ncomms11044 PMID: 27009352

31. Liao JC, Beal DN, Lauder GV, Triantafyllou MS. Fish Exploiting Vortices Decrease Muscle Activity. Science. 2003; 302:1566–9. https://doi.org/10.1126/science.1088295 PMID: 14645849

32. Bleckmann H, Mogdans J. Central Processing of Lateral Line Information. In: Coombs S, Bleckmann H, Fay RR, Popper AN, editors. The Lateral Line System. New York, NY: Springer New York; 2014. p. 253–280. https://doi.org/10.1007/978-1-4419-6425-9_2

33. Chagnaud BP, Bleckmann H, Hofmann MH. Kármán vortex street detection by the lateral line. J Comp Physiol A. 2007; 193:753–63. https://doi.org/10.1007/s00359-007-0230-1 PMID: 17503054
34. Trump WJV, McHenry MJ. The morphology and mechanical sensitivity of lateral line receptors in zebra-fish larvae (Danio rerio). J Exp Biol. 2008; 211:2105–15. https://doi.org/10.1242/016204 PMID: 18552300

35. Roberts BL, Russell IJ. The Activity of Lateral-Line Efferent Neurones in Stationary and Swimming Dogfish. J Exp Biol. 1972; 57:435–48. PMID: 4634495

36. Krasne FB, Bryan JS. Habituation: Regulation through Presynaptic Inhibition. Science. 1973; 182:590–2. https://doi.org/10.1126.science.182.4112.590 PMID: 4795747

37. Feitl KE, Ngo V, McHenry MJ. Are fish less responsive to a flow stimulus when swimming? J Exp Biol. 2010; 213:3131–7. https://doi.org/10.1242/jeb.045518 PMID: 20802114

38. van Netten SM, Dinklo T, Marcotti W, Kros CJ. Channel gating forces govern accuracy of mechano-electrical transduction in hair cells. Proc Natl Acad Sci U S A. 2003; 100:15510–5. https://doi.org/10.1073/pnas.2632626100 PMID: 14668434

39. Goutman JD, Glowatzki E. Time course and calcium dependence of transmitter release at a single ribbon synapse. Proc Natl Acad Sci U S A. 2007; 104:16341–6. https://doi.org/10.1073/pnas.0705756104 PMID: 17911259

40. Gilois V, Pollack GS. Sensory habituation of auditory receptor neurons: implications for sound localization. J Exp Biol. 2000; 203:3259–37. PMID: 10933997

41. Carver S, Roth E, Cowan NJ, Fortune ES. Synaptic Plasticity Can Produce and Enhance Direction Selectivity. PLoS Comput Biol. 2008; 4:e32. https://doi.org/10.1371/journal.pcbi.0040032 PMID: 18282087

42. Sheets L, He XJ, Olt J, Schreck RS, Wang Y-X, et al. Enlargement of Ribbons in Zebrafish Hair Cells Increases Calcium Currents But Disrupts Afferent Spontaneous Activity and Timing of Stimulus Onset. J Neurosci. 2017; 37:6299–313. https://doi.org/10.1523/JNEUROSCI.2878-16.2017 PMID: 28543613

43. Sheets L. Excessive activation of ionotropic glutamate receptors induces apoptotic hair-cell death independent of afferent and efferent innervation. Sci Rep. 2017; 7:1–14. https://doi.org/10.1038/s41598-016-0028-x PMID: 28127051

44. Holzman R, Perkol-Finkel S, Zilman G. Mexican blind cavefish use mouth suction to detect obstacles. J Exp Biol. 2014; 217:1955–62. https://doi.org/10.1242/016204 PMID: 24675558

45. Kulpa M, Bak-Coleman J, Coombs S. The lateral line is necessary for blind cavefish rheotaxis in non-uniform flow. J Exp Biol. 2015; 218:1603–12. https://doi.org/10.1242/jeb.119537 PMID: 25827837

46. Lloyd E, Olive C, Stahl BA, Jaggard JB, Amaral P, Duboué ER, et al. Evolutionary shift towards lateral line dependent prey capture behavior in the blind Mexican cavefish. Dev Biol. 2018; 441:328–37. https://doi.org/10.1016/j.ydbio.2018.04.027 PMID: 29772227

47. de Perera TB. Fish Can Encode Order in Their Spatial Map. Proc Biol Sci. 2004; 271:2131–4. https://doi.org/10.1098/rspb.2004.2867 PMID: 15475332

48. Lunsford ET, Skandalis DA, Liao JC. Efferent modulation of spontaneous lateral line activity during and after zebrafish motor commands. J Neurophysiol. 2019; 122:2438–48. https://doi.org/10.1152/jn.00594.2019 PMID: 31642405

49. Pichler P, Lagnado L. Motor Behavior Selectively Inhibits Hair Cells Activated by Forward Motion in the Lateral Line of Zebrafish. Curr Biol. 2019:S0960982219314599. https://doi.org/10.1016/j.cub.2019.11.020 PMID: 31866371

50. Chagnaud BP, Banchi R, Simmers J, Straka H. Spinal corollary discharge modulates motion sensing during vertebrate locomotion. Nat Commun. 2015; 6:7982. https://doi.org/10.1038/ncomms8982 PMID: 26337184

51. Mirat O, Stemberg JR, Severi KE, Wyatt C. ZebraZoom: an automated program for high-throughput behavioral analysis and categorization. Front Neural Circuits. 2013;7 https://doi.org/10.3389/fncir.2013.00007 PMID: 23386812

52. Olive R, Wolf S, Dubreuil A, Bormuth V, Debrégeas G, Candelier R. Rheotaxis of Larval Zebrafish: Behavioral Study of a Multi-Sensory Process. Front Syst Neurosci. 2016;10. https://doi.org/10.3389/fnsys.2016.00010 PMID: 26924967

53. Niziolet CA, Nagarajan SS, Houde JF. What Does Motor Efference Copy Represent? Evidence from Speech Production. J Neurosci. 2013; 33:16110–6. https://doi.org/10.1523/JNEUROSCI.2137-13.2013 PMID: 24107944

54. Bell CC. An efference copy which is modified by reafferent input. Science. 1981; 214:450–3. https://doi.org/10.1126/science.7291985 PMID: 7291985

55. Wolpert DM, Miall RC, Kawato M. Internal models in the cerebellum. Trends Cogn Sci. 1998; 2:338–47. https://doi.org/10.1016/s1364-6613(98)01221-2 PMID: 21227230
56. Selleck MA, Sataloff RT. The Impact of the Auditory System on Phonation: A Review. J Voice. 2014; 28:688–93. https://doi.org/10.1016/j.jvoice.2014.03.018 PMID: 24962229

57. Engelmann J, Hanke W, Mogdans J, Bleckmann H. Hydrodynamic stimuli and the fish lateral line. Nature. 2000; 408:51. https://doi.org/10.1038/35040706 PMID: 11081502

58. Kroese AB, Schellart NA. Velocity- and acceleration-sensitive units in the trunk lateral line of the trout. J Neurophysiol. 1992; 68:2212–21. https://doi.org/10.1152/jn.1992.68.6.2212 PMID: 1491267

59. Goutman JD. Mechanisms of synaptic depression at the hair cell ribbon synapse that support auditory nerve function. Proc Natl Acad Sci U S A. 2017; 114:9719–24. https://doi.org/10.1073/pnas.1706160114 PMID: 28827351

60. Furukawa T, Matsuura S. Adaptive rundown of excitatory post-synaptic potentials at synapses between hair cells and eight nerve fibres in the goldfish. J Physiol. 1978; 276:193 –209. https://doi.org/10.1113/jphysiol.1978.sp012228 PMID: 650439

61. Olt J, Allen CE, Marcotti W. In vivo physiological recording from the lateral line of juvenile zebrafish. J Physiol. 2016; 594:5427–38. https://doi.org/10.1113/JP271794 PMID: 27161862

62. Vanwalleghem G, Schuster K, Taylor MA, Favre-Bulle IA, Scott EK. Brain-Wide Mapping of Water Flow Perception in Zebrafish. J Neurosci. 2020; 40:4130–44. https://doi.org/10.1523/JNEUROSCI.0049-20.2020 PMID: 32277044

63. Chagnaud BP, Coombs S. Information Encoding and Processing by the Peripheral Lateral Line System. In: Coombs S, Bleckmann H, Fay RR, Popper AN, editors. The Lateral Line System. New York, NY: Springer New York; 2014. p. 151–194. https://doi.org/10.1007/2506_2013_15

64. Ashida G, Carr CE. Effect of Sampling Frequency on the Measurement of Phase-Locked Action Potentials. Front Neurosci. 2010;4. https://doi.org/10.3389/feuro.01.004.2010 PMID: 20582258

65. Faucherre A, Pujol-Martí J, Kawakami K, López-Schier H. Afferent Neurons of the Zebrafish Lateral Line Are Strict Selectors of Hair-Cell Orientation. PLoS ONE. 2009; 4:e4477. https://doi.org/10.1371/journal.pone.000447 PMID: 19223970

66. Dow E, Jacobo A, Hossain S, Siletti K, Hudspeth AJ. Connectomics of the zebrafish’s lateral-line neuromast reveals wiring and miswiring in a simple microcircuit. Sengupta P, editor. Elife. 2018; 7: e33988. https://doi.org/10.7554/eLife.33988 PMID: 29893686

67. Montgomery J, Coombs S. Physiological Characterization of Lateral Line Function in the Antarctic Fish Trematomus bernacchii. BBE. 1992; 40:209–16. https://doi.org/10.1159/000113913 PMID: 1450896

68. Trapani JG, Obholzer N, Mo W, Brockerhoff SE, Nicolson T. synaptojanin1 Is Required for Temporal Fidelity of Synaptic Transmission in Hair Cells. PLoS Genet. 2009; 5:e1000480. https://doi.org/10.1371/journal.pgen.1000480 PMID: 19424431

69. Russell IJ. The Role of the Lateral-Line Efferent System in Xenopus Laevis. J Exp Biol. 1971; 54:621–41. PMID: 5090097

70. Mu Y, Bennett DV, Rubinov M, Narayan S, Yang C-T, Tanimoto M, et al. Glia Accumulate Evidence that Actions Are Futile and Suppress Unsuccessful Behavior. Cell. 2019; 178:27–43.e19. https://doi.org/10.1016/j.cell.2019.05.050 PMID: 31290713

71. Moglie MJ, Fuchs PA, Elgoyhen AB, Goutman JD. Compartmentalization of antagonistic Ca2+ signals in developing cochlear hair cells. Proc Natl Acad Sci U S A. 2018; 115:E2095–104. https://doi.org/10.1073/pnas.1719077115 PMID: 29439202

72. Nosssenson N, Messer H. Modeling neuron firing pattern using a two state Markov chain. 2010 IEEE Sensor Array and Multichannel Signal Processing Workshop. Jerusalem, Israel: IEEE; 2010. p. 5606761. https://doi.org/10.1109/SAM.2010.5606761

73. Lopez-Poveda EA. Otolivocochlear Efferents in Animals and Humans: From Anatomy to Clinical Relevance. Front Neurol. 2018;9. https://doi.org/10.3389/fneur.2018.00009 PMID: 29434565

74. Stewart WJ, Nair A, Jiang H, McHenry MJ. Prey fish escape by sensing the bow wave of a predator. J Exp Biol. 2014; 217:4328–36. https://doi.org/10.1242/jeb.111773 PMID: 25520384

75. Olzewski J, Haehnel M, Taguchi M, Liao JC. Zebrafish Larvae Exhibit Rheotaxis and Can Escape a Continuous Suction Source Using Their Lateral Line. PLoS ONE. 2012; 7:e36661. https://doi.org/10.1371/journal.pone.0036661 PMID: 22570735

76. Muller UK, van den Boogaart JGM, van Leeuwen JL. Flow patterns of larval fish: undulatory swimming in the intermediate flow regime. J Exp Biol. 2008; 211:196–205. https://doi.org/10.1242/jeb.005629 PMID: 18165247

77. Flock Å, Russell IJ. The post-synaptic action of efferent fibres in the lateral line organ of the burbot Lota lota. J Physiol. 1973; 235:591–605. https://doi.org/10.1113/jphysiol.1973.sp010406 PMID: 4772401
78. Poppi LA, Holt JC, Lim R, Brichta AM. A review of efferent cholinergic synaptic transmission in the vestibular periphery and its functional implications. J Neurophysiol. 2020; 123:608–29. https://doi.org/10.1152/jn.00053.2019 PMID: 31800345

79. R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing. 2019.

80. Hothorn T, Bretz F, Westfall P. Simultaneous Inference in General Parametric Models. Biom J. 2008; 50:346–63. https://doi.org/10.1002/bimj.200810425 PMID: 18481363

81. Pinheiro JC, Bates D, DebRoy S, Sarkar D, R Core Team. nlme: Linear and Nonlinear Mixed Effects Models. 2016.

82. Rose NL, Yang H, Turner SD, Simpson GL. An assessment of the mechanisms for the transfer of lead and mercury from atmospherically contaminated organic soils to lake sediments with particular reference to Scotland, UK. Geochim Cosmochim Acta. 2012; 82:113–35. https://doi.org/10.1016/j.gca.2010.12.026

83. Wood SN. Generalized Additive Models: An Introduction with R, Second Edition. 2nd ed. Boca Raton, FL: CRC Press; 2017. Available from: https://www.crcpress.com/Generalized-Additive-Models-An-Introduction-with-R-Second-Edition/Wood/p/book/9781498728331.