A Distillation Learning Model of Adaptive Structural Deep Belief Network for AffectNet: Facial Expression Image Database
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Abstract—Deep Learning has a hierarchical network architecture to represent the complicated feature of input patterns. We have developed the adaptive structure learning method of Deep Belief Network (DBN) that can discover an optimal number of hidden neurons for given input data in a Restricted Boltzmann Machine (RBM) by neuron generation-annihilation algorithm, and can obtain the appropriate number of hidden layers in DBN. In this paper, our model is applied to a facial expression image data set, AffectNet. The system has higher classification capability than the traditional CNN. However, our model was not able to classify some test cases correctly because human emotions contain many ambiguous features or patterns leading wrong answer by two or more annotators who have different subjective judgment for a facial image. In order to represent such cases, this paper investigated a distillation learning model of Adaptive DBN. The original trained model can be seen as a parent model and some child models are trained for some mis-classified cases. For the difference between the parent model and the child one, KL divergence is monitored and then some appropriate new neurons at the parent model are generated according to KL divergence to improve classification accuracy. In this paper, the classification accuracy was improved from 78.4% to 91.3% by the proposed method.

Index Terms—Deep Belief Network, Restricted Boltzmann Machine, Adaptive Structure Learning, KL divergence, Distillation, AffectNet

I. INTRODUCTION

Recently, the research of Deep Learning [1], [2] has caused an unforeseen influence on not only theoretical research of artificial intelligence, but also practical application to realize innovations in our lives. The deep learning models such as AlexNet [3], GoogLeNet [4], VGG [5] and ResNet [6] have produced image recognition tasks which greatly exceed a kind of human ability. Such models are a type of convolutional neural networks. In the models, several features included in the input data are trained at multiple layers, and such complex features of the entire image can be represented with high accuracy by piling up many layers hierarchically.

The other deep learning model is a Deep Belief Network (DBN) [7] that has high classification performance by pre-training and piling up the Restricted Boltzmann Machine (RBM) [8], which is a generative stochastic neural network. Although a DBN model itself does not realize higher classification than CNN models, the automatically determined method [9], [10] of hidden neurons of RBM and hidden layers of DBN has been developed according to the input data space during learning. The method is the adaptive structural learning method of DBN (Adaptive DBN) where the neuron generation/annihilation and the layer generation algorithm work to find the optimal network structure [11]. The outstanding characteristic of Adaptive DBN can show higher classification accuracy than several CNNs [13], [14] for some image benchmark data set [12] and the real world problems.

In this paper, we applied the Adaptive DBN to the facial expression database AffectNet [15]. AffectNet contains more than one million images with faces and extracted facial landmark points. The images are collected from the Internet and eight kinds of emotion for them are manually annotated according to the intensity of valence and arousal. The Adaptive DBN showed almost 100.0% classification accuracy for the training data set. Although, the average classification accuracy for test data set was higher than the traditional CNN method, the accuracy for some emotion categories was not high (about 78.4%). The mis-classification was not caused by over-fitting or over-training while learning. We found there are some conflict patterns in the test data that were categorized by two or more annotator’s subjectively answers. The situation indicates when the training data is not cleansed, or when inconsistencies are found in the collected data. For such a problem, it is popular solution to cluster ambiguous data and then learn the data set by two or more models such as ensemble learning.

An ensemble learning method using multiple DBN models will be effective to realize high classification capability except the wasting computation resources because the construction of
DBN will take huge iterative training. Moreover, the judgment for mis-labeled data will require other additional information.

In this paper, we reconstruct the trained parent DBN by using the small training. First, a new child DBN is trained for the conflicted small test data. Second, Kullback-Leibler (KL) divergence is calculated to observe the difference between the parent and the child models [15]. In case of large KL, a new neuron is generated at the parent DBN and their weights are trained by the fine-tuning method described in [14]. We applied the proposed method to two categories which are misclassified emotions for test data. As a result, the classification accuracy was improved from 78.4% to 91.3%.

The remainder of this paper is organized as follows. In section II, the adaptive structural learning of DBN is briefly explained. The section III explains the facial database: AffectNet. In section IV, the effectiveness of our proposed method is verified on AffectNet. In section V, we give some discussions to conclude this paper.

II. ADAPTIVE STRUCTURAL LEARNING METHOD OF DBN

The basic idea of our proposed Adaptive DBN is described in this section to understand the basic behavior of self-organized structure briefly. A RBM [8] is a stochastic unsupervised learning model. The network structure of RBM consists of two kinds of binary layers as shown in Fig. 1. DBN is a stacking box for stochastic unsupervised learning by hierarchically building several pre-trained RBMs.

A. Neuron Generation/Annihilation Algorithm

We have developed the adaptive structural learning method in RBM and DBN, called Adaptive RBM and Adaptive DBN [13]. The neuron generation algorithm of Adaptive RBM is able to generate an optimal number of hidden neurons for given input space during its training situation. In the method, the idea of Walking Distance (WD) was proposed as the difference between the past variance and the current variance for learning parameters. If the network does not have enough neurons to classify them sufficiently, then the WD will tend to fluctuate largely after the long training process. The situation shows that some hidden neurons may not represent an ambiguous pattern due to the lack of the number of hidden neurons. In order to represent ambiguous patterns into two neurons, a new neuron is inserted to inherit the attributes of the parent hidden neuron as shown in Fig. 2(a).

However, we may meet a situation that some unnecessary or redundant neurons were generated due to the neuron generation process. The neuron annihilation algorithm was applied to kill the corresponding neuron after neuron generation process. Fig. 2(b) shows that the corresponding neuron is annihilated.

Fig. 1. Network structure of RBM

DBN is a hierarchical model of stacking the several pre-trained RBMs. For building hierarchical process, output (activation of hidden neurons) of \( l \)-th RBM can be seen as the next input of \( l+1 \)-th RBM. Generally, DBN with many RBMs has higher power of data representation than one RBM. Such hierarchical model can represent the various features from an abstract concept to concrete representation at each layer in the direction of input layer to output layer. However, the optimal number of RBMs depends on the target data space.

Adaptive DBN can automatically adjust an optimal network structure to add a new RBM layer one by one based on the idea of WD. If both WD and the energy function do not become small values, a new RBM will be generated to make the network structure suitable for the data set, since the RBM has lacked data representation capability to figure out an image of input patterns. Therefore, the condition for layer generation is defined by using the total WD at the \( l \)-th layer, \( WD^l \), and the energy function, \( E^l \). Fig. 3 shows the overview of layer generation in Adaptive DBN (For details see [13]).

III. ADAPTIVE DBN FOR AFFECTNET

AffectNet is a facial image database containing human emotions collected from the Internet [15]. As shown in Table I, there are eleven categories including training cases and test cases. Fig. 4 shows the sample images for ten categories except ‘Non-Face’. These categories are labeled according to human subjectivity based on Valence and Arousal as shown in Fig. 5. Valence is the degree of pleasure/displeasure and Arousal is the degree of emotional strength. The value of Valence and
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Arousal takes in \([-1, 1]\), respectively as shown in Fig. 5. Fig. 5 shows the distribution of Valence and Arousal for eight emotion categories.

An Adaptive DBN was trained for training cases of eight categories except the three categories ‘None,’ ‘Uncertain,’ and ‘Non-Face’ in the same way of [15]. Although, the average classification accuracy for test data set was higher than the traditional CNN method, the accuracy for some emotion categories was not high (about 78.4%). The mis-classification was not caused by over-fitting or over-training while learning. We found there are some conflict patterns in the test data that were categorized by two or more annotator’s subjective answers.

According to [15], two annotators labeled the category for same facial images, but their annotation results are not same. Table I shows the agreement matrix between two categories labeled by the two annotators. Table I seems to be a natural result for the decision process of emotion types to many facial images without evaluating or adjusting criterion among annotators. Since human emotions contain many vague features, each annotator’s answer can not be always same. For example, a decision may include an annotator’s preference to the celebrities images in the labeling process. In order to classify such data automatically, an ensemble mechanism of deep learning will be required. An ensemble learning method using multiple DBN models will be effective to realize high classification capability except the wasting computation resources because the construction of DBN will take huge iterative training. Moreover, the judgment for mis-labeled data will require other additional information. Two or more DBNs were trained to improve the classification ratio in the following section.

### IV. KL DIVERGENCE BASED DISTILLATION MODEL

The section describes the distillation learning model by using KL Divergence of Adaptive DBN. The classification accuracy for test cases was investigated in each category. The mis-classification for some specified emotional types was occurred by two annotators’ subjectivity described in Section III. The KL divergence between the trained model and the mis-classified emotional type was calculated. If the KL divergence is larger than the certain threshold value, some generated new neurons will be required at the appropriate position to classify the mis-classified cases. The neuron generation method was implemented to patch the wrong path of the network.

#### A. Classification accuracy of AffectNet by Adaptive DBN

Table III shows the classification results by Adaptive DBN for AffectNet. In [15], the classification result by AlexNet was reported about 60% of the test data set. Adaptive DBN showed about 100.0% classification accuracy for the training data set. For test data set, the classification accuracy for eight emotion types was 87.4% on average. The best category was ‘Happy’, while the worst one was ‘Anger’. The categories with less than 90% classification accuracy were ‘Neutral,’ ‘Sad,’ ‘Surprise,’ ‘Angrer,’ and ‘Contempt.’ We investigated the relation between the label and the facial images for the mis-classified categories.

Table IV shows the confusion matrix for the classification results in Table III. The element in confusion matrix indicates the matched number of the predicted category and the labeled category for eight emotion faces. Fig. 6 shows some examples of the mis-classified cases. From Table IV, we found that many mis-classified cases where ‘Anger’ was mis-classified to ‘Disgust’.

In [15], the matching ratio of the labeled data by two annotators to an image for each category was reported. Table IV shows the agreement matrix between two categories labeled by the two annotators.

### Table I

| Category | Train Data | Test Data |
|----------|------------|-----------|
| Neutral  | 33,088     | 82,414    |
| Sad      | 134,415    | 500       |
| Surprise | 500        | 500       |
| Fear     | 5500       | 5500      |
| Disgust  | 500        | 500       |
| Anger    | 500        | 500       |
| Contempt | 500        | 500       |
| None     | 500        | 500       |
| Uncertain| 500        | 500       |
| Non-Face | 500        | 500       |
| Total    | 414,798    | 5500      |
TABLE III

| Category | CNN [15] Test data | Adaptive DBN Test data |
|----------|-------------------|------------------------|
| Neutral  | 63.0%             | 99.3%                  |
| Happy    | 88.0%             | 99.9%                  |
| Sad      | 63.0%             | 99.2%                  |
| Surprise | 61.0%             | 99.4%                  |
| Fear     | 52.0%             | 99.5%                  |
| Disgust  | 52.0%             | 99.3%                  |
| Anger    | 65.0%             | 98.2%                  |
| Contempt | 8.0%              | 98.8%                  |

shows ratio that two annotators’ answer for an image is same. From Table III the ratio is not surely high, with the highest being ‘Happy’ at 79.6%, while that of ‘Neutral,’ ‘Contempt,’ and ‘Anger’ is low at 50.8%, 66.9% and 62.3%. In addition, the agreement degree is moderate according to the Cohen’s kappa coefficient [17], calculated from Table II but the data set contains subjectivity of multiple annotators.

For the ensemble learning of two or more DBNs, we constructed a parent DBN which was trained for the given data set and two or more child DBNs which were trained for the mis-classified test cases. The KL divergence with the original parent model $T$ and the child model $S$ was calculated by the following equations.

$$D_{KL}(P_T||P_S) = \sum_{x_i} P_T(x_i) \log \frac{P_T(x_i)}{P_S(x_i)}$$

$$D_{KL}(P_S||P_T) = \sum_{x_i} P_S(x_i) \log \frac{P_S(x_i)}{P_T(x_i)}$$

where $P_T(x_i)$ and $P_S(x_i)$ are the output probability distribution for the input $x_i$ at the model $T$ and $S$, respectively.

In [15], we constructed a child model for mis-classified data and correctly labeled data for ‘Anger’ and ‘Disgust’. As shown in Table VI for ‘Anger’ and ‘Disgust’, we define Set0 is the all images, Set1 is the correctly classified cases, and Set2 is the incorrectly classified data. The parent model $P$, and the child models $Q_1, Q_2$ were trained for the data set Set0, Set1, Set2, respectively.

Table VI shows the KL divergence of parent model $P$ and child models $Q_1$ and $Q_2$. KL divergence of $P$ and $Q_2$ was larger than that of $P$ and $Q_1$. The result means a certain difference between the models. KL divergence for each sample of $P$ and $Q_2$ was measured and its range was from 0.0000 to 0.0025. Therefore, we assumed there are the three levels of KL divergence in the data and defined three threshold values $\theta_{KL} = \{0.0010, 0.0015, 0.0020\}$ as the boundary of two emotion types for the mis-classified data. The three child models were trained for the mis-classified data divided by the three threshold values, respectively. As a result, the classification accuracy were 95.8%, 97.2%, and 95.2% for the three threshold values. The child model with the highest accuracy was trained for data with $\theta_{KL} = 0.0015$.

We consider a generation method of new neurons at the parent DBN model by using the threshold value of KL divergence so that the annotator’s mis-classified data is divided into two subsets. The improvement of the network structure at the parent model will reduce the calculation time of ensemble learning of deep learning.

B. KL divergence based Distillation learning model

In this paper, we define a child model $Q$, which initializes the network structure to copy weights from the parent $P$. The child model $Q$ trains the cases for $P$’s mis-classified ‘Anger’ and ‘Disgust’. As a result of the re-learning, the classification ratio of the child model $Q$ will be improved perfectly. The KL divergence of $P$ and $Q$ for an input $x_i$ was calculated by Eq. (3).

$$D_{KL}(P,Q) = \sum_{x_i} P(x_i) \log \frac{P(x_i)}{Q(x_i)}$$

The KL divergence between $P$ and $Q$ was 0.660. Fig. 7 shows the KL divergence of two models for the cases of ‘Anger’ and ‘Disgust’. From Fig. 7 KL divergence for the mis-classified data was varied within the range of threshold value 0.000 to 0.0025 in this experiment.

In addition to the difference of KL divergence, the difference of network signal flow for given input pattern was also investigated. The paths passed from input layer to output layer were explored. If the wrong output was calculated for the test
TABLE IV
The confusion matrix for classification results by Adaptive DBN (Num.)

| True Category | Neutral | Happy | Sad | Surprise | Fear | Disgust | Anger | Contempt |
|---------------|---------|-------|-----|----------|------|---------|-------|----------|
| Predicted Category | Neutral | 439 | 2 | 7 | 0 | 4 | 16 | 4 | 19 |
| | Happy | 7 | 462 | 2 | 0 | 12 | 4 | 0 | 12 |
| | Sad | 12 | 3 | 421 | 13 | 11 | 20 | 5 | 15 |
| | Surprise | 15 | 4 | 10 | 429 | 11 | 22 | 0 | 9 |
| | Fear | 10 | 2 | 10 | 10 | 452 | 8 | 3 | 13 |
| | Disgust | 8 | 2 | 3 | 5 | 8 | 462 | 5 | 7 |
| | Anger | 14 | 4 | 8 | 10 | 9 | 47 | 392 | 16 |
| | Contempt | 17 | 8 | 6 | 3 | 2 | 21 | 5 | 438 |

TABLE V
Training data for child model [16]

| dataset | Description | number |
|---------|-------------|--------|
| Set 0   | All images for Anger and Disgust | 1,000  |
| Set 1   | The images correctly classified at Set 0 | 854    |
| Set 2   | The images incorrectly classified Set 0 | 146    |

TABLE VI
KL divergence [16]

| Model       | D_{KL}(P, Q1) | D_{KL}(P, Q2) |
|-------------|---------------|---------------|
| Neutral     | 0.188         | 0.660         |

Algorithm 1 Fine Tuning Method
1: The L layers network structure by training Adaptive DBN was constructed.
2: Fine tuning method described in Algorithm 2 at the l-th layer (l ≤ L) was implemented from the first layer to the L-th layer.

Algorithm 2 Procedure of modifying weight at the l-th layer
1: Let \(X(x_1, \ldots, x_p, \ldots, x_N)\) be input patterns, where \(N\) is the number of patterns. Let \(Y(y_1, \ldots, y_p, \ldots, y_N)\) be teacher signals. The trained DBN has \(L\) layers. Let \(l\) is the target layer for fine tuning.
2: Give \(X\) to the trained network for feed forward calculation. In the calculation, save information which neuron was activated from lower to upper layer. Let \(X^T\) and \(X^F\) be correct and wrong input patterns for \(Y\), respectively.
3: In the l-th layer, if a neuron \(j\) is satisfied with Eq. (4), modify weights connected to the neuron \(j\) to \(w^{correct}\). Eq. (4) is the ratio that only \(X^T\) is fired at the neuron \(j\).
   \[
   |Act_j^T|/(|X^T| + |X^F|) ≥ θ^T, \tag{4}
   \]
   where, \(θ^T\) is the threshold value. In this paper, we assume that \(θ^T = 0.3\) from the empirical studies.
4: In the l-th layer, if a neuron \(j\) is satisfied with Eq. (5), modify weights connected to the neuron \(j\) to \(w^{wrong}\).
   Eq. (5) is the ratio that only \(X^F\) is fired at the neuron \(j\).
   \[
   |Act_j^F|/(|X^T| + |X^F|) ≥ θ^F, \tag{5}
   \]
   where, \(θ^F\) is the threshold value. In this paper, we assume that \(θ^F = 0.3\) from the empirical studies.

Algorithm 3 Knowledge Extraction by C4.5 [19]
1: Let \(X(x_1, \ldots, x_p, \ldots, x_N)\) be input patterns, where \(N\) is the number of patterns. \(x_p\) is a \(J\)-dimensional vector. The trained DBN has \(L\) layers. Let \(Net()\) be the function which calculates output patterns \(Y(y_1, \ldots, y_p, \ldots, y_N)\) for given \(X\). \(y_p\) has a class value for classification.
2: Give \(X\) to \(Net()\) and calculate \(Y\).
3: Extract rules by C4.5.

Fig. 8. Firing path in the DBN

(a) Parent model

(b) Child model

neutral, the neuron in the path was activated incorrectly. The method is utilizing that a hidden neuron of RBM is represented as binary patterns \{0, 1\}. All possible combinations of binary pattern \{0, 1\} are given to the trained DBN and the signal flow of the network from the lower layer to the upper layer is analyzed to find the activated path. The fine tuning method can repair the activated path of network partially for improving the classification accuracy. Algorithm 13 show the procedures of the fine tuning and knowledge extraction method. The method can discover the different paths for the parent model \(P\) and the child model \(Q\). (See details in [13, 18]).

As a result, there was no significant difference in the path in the lower layer closer to the input layer, but there were characteristic differences in the upper layer near the output layer as shown in Fig. 8 Fig. 8(a) and Fig. 8(b) show the paths from the fifth layer to the output layer of the parent model and the child model, respectively. In Fig. 8 a node indicates a neuron, a line between nodes indicates a weight, the bold line indicates the path that actually activated, and the dotted line indicates the path that does not activated.

Algorithm 2 Procedure of modifying weight at the l-th layer
1: Let \(X(x_1, \ldots, x_p, \ldots, x_N)\) be input patterns, where \(N\) is the number of patterns. Let \(Y(y_1, \ldots, y_p, \ldots, y_N)\) be teacher signals. The trained DBN has \(L\) layers. Let \(l\) is the target layer for fine tuning.
2: Give \(X\) to the trained network for feed forward calculation. In the calculation, save information which neuron was activated from lower to upper layer. Let \(X^T\) and \(X^F\) be correct and wrong input patterns for \(Y\), respectively.
3: In the l-th layer, if a neuron \(j\) is satisfied with Eq. (4), modify weights connected to the neuron \(j\) to \(w^{correct}\). Eq. (4) is the ratio that only \(X^T\) is fired at the neuron \(j\).
   \[
   |Act_j^T|/(|X^T| + |X^F|) ≥ θ^T, \tag{4}
   \]
   where, \(θ^T\) is the threshold value. In this paper, we assume that \(θ^T = 0.3\) from the empirical studies.
4: In the l-th layer, if a neuron \(j\) is satisfied with Eq. (5), modify weights connected to the neuron \(j\) to \(w^{wrong}\).
   Eq. (5) is the ratio that only \(X^F\) is fired at the neuron \(j\).
   \[
   |Act_j^F|/(|X^T| + |X^F|) ≥ θ^F, \tag{5}
   \]
   where, \(θ^F\) is the threshold value. In this paper, we assume that \(θ^F = 0.3\) from the empirical studies.
activated which was not activated in the parent model. Due to the combination of these activated patterns, ‘Anger’ was improved to output instead of ‘Disgust’ in the child model $Q$.

The difference of signal flows among two models will occur due to the discrepancy of representing power of features between the parent model and the child model. If the activated neuron path in the child model as shown in Fig. 7 is also generated by the neuron generation algorithm, the parent model itself can represent the different pattern as same as the child model. Based on the observation, we found that such different paths are seen with large KL divergence. In this paper, we construct the parent model by copying the corresponding neuron in the child model with same weights between neurons, if the larger KL divergence both the parent model and the child model than the certain value $\theta_{KL}$ and the different path between two models is discovered as shown in Fig. 8. The parent model is trained with small perturbation after the new neuron is inserted at the corresponding position. Of course, it is difficult to find the appropriate $\theta_{KL}$ automatically, but we can determine it by computing KL divergence and the number of mis-classified cases in near future.

Table VII shows the classification results of re-modeling for the test data set. In this paper, we set $\theta_{KL} = 0.0015$ based on the experimental result in [16]. Before re-modeling, the correct classification ratios for ‘Disgust’ and ‘Anger’ were 92.4% and 78.4%, respectively, but those ratios improved to 94.7% and 91.3% by re-modeling. Table VII shows only the relevant results of ‘Disgust’ and ‘Anger’, but the classification accuracy of other categories did not change in the experiment because of the $\theta_{KL}$ based on the results of preliminary experiments. In addition, we note the computational time of training the model was 20.32 hours, while that of the reconstruction using child models and KL divergence was 2.95 hours, in our environment using two RTX 2080Ti GPUs.

V. CONCLUSIVE DISCUSSION

In this paper, we employ Adaptive DBN that finds the optimal structure by generating/annihilating neurons and generating layers during learning to the AffectNet: Facial Expression Image database. The classification results for training data set was perfectly, however, that for certain categories in test data set cannot reach high ratio, because human emotion contains many complex and ambiguous features due to the annotated labels depending on human subjectively. In order to improve them, the parent model and the child model were constructed, and then KL divergence between two models was measured. A re-modeling method was proposed to make fine tuning the trained DBN, and then the re-trained model with the new neurons was able to improve classification accuracy for ‘Anger’ and ‘Disgust’. Beside these cases, there are some mis-classified cases (e.g. ‘Contempt’), because they contain ambiguous human emotions as same as ‘Anger’ and ‘Disgust’. We will investigate them in future work.
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