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Abstract: Process optimization is no longer an option for processes, but an obligation to survive in the market in any industry. This argument also applies to anaerobic digestion in biogas plants. The contribution of biogas plants to renewable energy can be increased through more productive systems with less waste, which brings the common goal of minimizing costs and maximizing yields in processes. With the help of data science and predictive analytics, it is possible to take conventional process optimization and operational excellence methods, such as statistical process control and Six Sigma, to the next level. The more advanced the process optimization aspect, the more transparent and responsive the systems. In this study, seven different machine learning algorithms—linear regression, logistic regression, K-NN, decision trees, random forest, support vector machine (SVM) and XGBoost—were compared with laboratory results to define and predict the possible impacts of wide range temperature fluctuations on process stability. SVM provided the best accuracy with 0.93 according to the metric precision of the models calculated using the confusion matrix.
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1. Introduction

Germany has been converting its energy sources from coal, oil and nuclear to renewable energy sources for more than 40 years. The planned reduction in greenhouse gas with Germany’s ‘Climate Action Plan 2050’ based on 1990 is as follows: 40% by 2020, 55% by 2030, 80–95% by 2050 [1].

The German government aims to increase the contribution of renewable energy to 65% by 2030. For this reason, the need for new, low-CO₂, controllable capacities to cover the residual load is foreseeable [2]. Biogas plants have an enormous role in this strategy. During the anaerobic digestion (AD) process, biomass is converted into biogas through a series of complex biochemical reactions. In a Combined Heat and Power (CHP) Plant unit, produced gas is processed to produce heat and electricity. Usually, there are a storage area for biomass, pre-treatment, digester, biogas processing units and digestate processing units in a biogas plant. The anaerobic digestion process has four sequential stages: hydrolysis, acidogenesis, acetogenesis and methanogenesis. Since there are different kinds of microorganisms taking part in each stage of the anaerobic digestion process, supplying a suitable environment for a sustainable process is complex and makes it challenging monitor and control the process [3]. Any kind of anomaly from one of these stages can cause an unstable process. With the help of monitoring, it is possible to track every possible failure in a system and obtain an early response to these risk components. In general, monitoring of the processes is mandatory to obtain an overview of the general process and be warned of possible anomalies before they occur. Standard monitoring includes monitoring of daily substrate feeding amount, daily gas production amount, daily temperature management in the reactor, pH measurement twice a week, biogas quality (1–2 times per week), VOA/TIC (Volatile Organic Acids/Total Inorganic Carbon) twice per...
month, VFA (Volatile Fatty Acids) 1–2 times per month. However, due to the various biological interactions during anaerobic digestion, it is not possible to run standard monitoring for all systems. Nevertheless, it is essential to define relevant process parameters such as temperature, pH, pressure, the mass of input and organic load rate [4,5]. Deviating feed rates and intervals, temperature changes, ammonia inhibition, hydrogen sulfide inhibition, and other inhibitory substrates in the feedstocks are potential process disturbances [4]. It is also possible to create a system with online monitoring and threshold control. With the help of online monitoring and predictive statistics, Programmable Logic Controllers (PLC) could enable us to have automated systems with defined thresholds [6]. As stated in the ‘Germany 2020 Energy Policy Review’ and ‘Flexibilization of Biogas plants’, Germany’s primary energy strategy is to invest in renewable energy such as biogas [2]. Enhancing the operational efficiency and contribution of biogas plants to renewable energy can be achieved by reducing operating costs, flexible systems and increasing the quality.

Anaerobic fermentation refers to the decomposition of organic material by microorganisms in an oxygen-free environment. The biogas produced by this process consists mainly of methane (CH₄) and carbon dioxide (CO₂) [7]. There have already been many studies conducted about process optimization in anaerobic digestion and biogas plants, based on different parameters on both a laboratory and an industrial scale. The effect of temperature on AD has also been one of the main focuses in this area. In the study performed by Tian et al. (2018), temperature changes from 9 to 55 °C were analyzed in relation to the behavior of the various microbial communities and metabolic pathways involved in AD. The study showed an increase for metabolic activities when temperature increased from 15 to 35 °C [8]. The digester performance and its relation to operating parameters such as temperature were investigated by Westerholm et al. (2015). During the 320 days of operation, operation temperatures of 37 and 42 °C were analyzed in this research [9]. K.J. Chae et al. (2008) observed different yields of produced methane under different conditions regarding temperature and the amount of feed [10]. In the scope of the study, the next-generation sequencing (NGS)-based metagenomics approach was the monitoring technic for mesophilic (37 °C) and thermophilic (55 °C) environments. The aim was also to determine the operational parameters of the anaerobic degradation process [11]. Member and Sallis studied, in 2018, the effect of temperature on anaerobic digestion in microalgae [12]. The increasing trend of biogas plants makes it necessary to work on process optimization in biogas plants. That is why the effects and prevention of the overheating of fermenters during summertime were studied by Bavutti et al. (2014) [13]. In order to define process stability, temperature fluctuations in an industrial-scale digester from two different wastewater treatment plants were analyzed. For different conditions, chemical oxygen demand balances were the scope of Hubert et al. (2019) [14]. In another study performed by Terradas et al. (2014), possible heat transfer between a biogas digester and the soil surrounding it was analyzed through a noncomplex setup, with input data excluding most of the operational parameters such as heating, stirring and the insulating digester, which were buried in the soil [15]. Due to several reasons, such as inadequate heating systems, overheating problems, insufficient mixing, insufficient insulation and extreme weather conditions, temperature management in biogas plants can be challenging. On the other hand, the flexibility of temperature in the reactor can supply efficient usage of heat and innovative control of processes via implementing different scenarios, e.g., different operation temperatures in different season [13]. The laboratory analyses in this study aimed to examine the impact of temperature regime changes on process efficiency with different feeding rates.

The increase in interest in biogas plants makes it necessary to work on process optimization. Implementation of machine learning algorithms can help in the better understanding of temperature impact on the anaerobic digestion process. Traditional statistical methods can also be understood as traditional process optimization approaches such as
Statistical Process Control (SPC) and Six Sigma, where we need statistics to improve quality and optimize processes. For this reason, Lean Six Sigma approaches have been used in various process industries [16]. There have already been some statistical methods and Artificial Intelligence (AI) studies conducted in the area of living (biological) systems. In order to be able to take advantage of predictive analytics, it is obligatory to get a sufficient number of data to work with. In dynamic systems in particular, such as biogas plants, where there are not only internal parameters but also external parameters affecting the process, real-time monitoring has enormous importance. Online monitoring comes with the requirement of parameter definition being monitored, tracked and analyzed [17].

The usage of online monitoring systems is not very common among biological systems, including anaerobic digestion. Implementation of these methods could surely bring better data gathering for statistical process optimization [18]. Analyzing and obtaining valuable outputs from a considerable number of gathered data could be possible with only mathematical and statistical methods. These analyses also allow for predictive analytics and continuous improvement, which allow not only flexibility in energy production but also a robust system [19,20]. Standardizing the requirements of process optimization is not possible in dynamic systems. Living organisms cannot be defined as stable systems in terms of their parameters and traceability, so it is not easy to track them with conventional monitoring methods. A variety of characters and uncontrollable environmental conditions bring indifferent demands on feeding and maintaining in AD. This dynamic behavior can be monitored and measured by modern methods, and interpreted accurately [21]. There have also been machine learning applications in the natural sciences that enable intelligent decision-making systems and artificial and computational intelligence in the data science. Daily time series data in a wastewater treatment plant were used as input for developing a support-vector machine model by Manu and Thalla (2017). It was observed that it is possible to define the relationship between dependent and independent variables with the help of machine learning algorithms [22,23]. Machine learning models give different approaches to predictive analytics, such as regression and classification models. As Wang and Long mentioned in their research in December 2019, recently developed algorithms such as Artificial Neural Network (ANN), SVM, random forest, Logistic Regression Multiclass (GLMNET) were used as both regression and classification models in their study to define sufficient parameters and use prediction about methane production in anaerobic digestion [24]. Nourani et al. (2018) aimed to make a prediction of the performance from a wastewater treatment plant with different models such as feed-forward neural network, adaptive neuro-fuzzy inference system, support vector machine and a multilinear regression were developed. Another study compares different models (Gompertz, machine learning and hybrid) regarding the feasibility of machine learning usage or process optimization in biogas production [25,26]. Last but not least, there have been studies related to predictive maintenance with more modern algorithms and approaches. In 2019, different machine learning models such as logistic regression, support vector machine, random forest, extreme gradient boosting (XGBoost), and k-nearest neighbor regression were compared with a dataset provided by two major Chinese biogas plants on a daily basis. The aim of this study was to develop a user interface with machine learning to improve the productivity in an industrial scale biogas plant. This approach can also be considered as a concrete and industrial usage of predictive analytics [27].

In this study, different machine learning algorithms were compared to make predictions of the daily methane generation volume produced by a laboratory setup (under continuous operation), to be able to define the optimum temperature with other operational parameters in anaerobic digestion.

With the help of predictive analytics, it is possible to answer the abovementioned questions. Lab-scale data were used for the modelling in this study, to integrate machine learning algorithms into biogas plant operation for efficient monitoring.
2. Materials and Methods

2.1. Laboratory Set-Up

In this study, Continuously Stirred Tank Reactors (CSTRs), as represented in Figure 1, were used for performing biogas production tests. Substrates and discharges of the reactors were stored in a fridge under the reactors. Feeding and discharging of reactors were performed via programmable pumps, which were attached to the system automatically. The biogas volume and biogas content data were recorded in a 20-min period through a methane sensor and MilliGascounter. Four identical reactors were used to simulate different scenarios for biogas production. The reactors shown in Figure 2 were equipped with an agitator, a heating mat including insulation, two pumps for the nutrient solution and the fermentation residue, three temperature sensors, a methane sensor and a gas counter.

![Figure 1. Experimental setup of the continuous fermentation test with CSTR.](image)

These were each filled with 4.5 L of digestate from Digester 1 (first stage of the two-stage anaerobic digestion process) of an industrial biogas plant, and 1 L of distilled water to dilute and supply suitable TS content for the laboratory scale reactors. The industrial scale digester was under operation at 42 °C and in this digester, the first stage of two-stage anaerobic digestion was conducted. Storage tanks for the nutrient solution and collection tanks for the fermentation residue were stored in a refrigerator integrated into the experimental plant, and were connected from there by pipes to the pumps. In order to avoid blockages in the pipes, the digestate from the biogas plant had to be filtered before feeding into the reactors. Since the digestate had an exceptionally high proportion of corn silage at the time of removal, the volume was reduced by about half during filtering (filter hole size: 1 mm, stainless steel filter). The reactors were initially operated at 42 °C. The RZR 2052 control stirrers from Heidolph were set to 55 rpm.

Pellets (animal feed material) was used as substrate to supply the continuous feeding of reactors. The main components of pellets were as follows: crude protein (10.5%), crude oil/fat (4%), crude fiber (2.7%), crude ash (2%), calcium (0.07%), phosphor (0.3%), sodium (0.02%), lysin (0.38%). The nutrient solution (see Figure 3), with which the reactors were fed semi-continuously, was regularly mixed with 2 L of distilled water and 200 g of pellets. To see the effects of temperature changes at two different Organic Loading Rates (OLR), CSTR 3 and CSTR 4 were fed directly with this nutrient solution. At the same time, for CSTR 1 and CSTR 2, it was again diluted 1:1 with distilled water to supply different OLRs.
After obtaining a stable biogas generation rate from each reactor, temperature changes were performed. The reference temperature was chosen as 42 °C, which is the operation temperature of the industrial scale biogas plant. Based on the mesophilic and thermophilic temperature ranges, the temperature increase/decrease in the reactors was:

- CSTR 1: 42 °C–55 °C–42 °C, OLR of 0.54 g vs. (L d)^{-1}
- CSTR 2: 42 °C–29 °C–42 °C, OLR of 0.54 g vs. (L d)^{-1}
- CSTR 3: 42 °C–55 °C–42 °C, OLR of 1.08 g vs. (L d)^{-1}
- CSTR 4: 42 °C–29 °C–42 °C, OLR of 1.08 g vs. (L d)^{-1}
In this study, the possible effect of temperature regime changes was evaluated. Therefore, the temperature changes reached 55 °C in the thermophilic temperature range, and decreased the temperature to 29 °C.

In continuous reactors, the response of the anaerobic process to a medium-term change in temperature was studied. The temperature in two reactors with different OLRs was raised by 1 °C per day for 13 days, kept constant for 14 days, and returned to the initial state at the same rate of change. In two other reactors with different OLRs, the temperature was first lowered and raised in the same rhythm. There is no irreversible impact on the process observed in the reactors, and initial biomethane generation amounts were reached at the end of the experiment.

In CSTRs, TS (Total Solids) content, vs. (Volatile Solids) content, pH-Value, VOA/TIC, VFAs, hydrogen carbonate (HCO₃⁻), TS, VS, temperature, methane content and biogas volume flow were measured. The analyses were performed according to standards DIN 38-414-S2 (TS), DIN EN 12,879 (S 3a) (VS), DIN 38 404-C5 (pH), DIN 38409-H7-1-2 (HCO₃⁻), Nordmann method (VOA/TIC) and DIN 38409-H21 (VFAs).

2.2. Machine Learning

2.2.1. Raw Data Collection, Understanding and Preparation

In this phase of the process, the objective of the project will be defined in detail. Furthermore, for the analysis, data were stored during the data gathering.

The research objective can be determined as studying the flexibility of the process to temperature changes in anaerobic digestion. The aim of the research was to create a model to predict the behavior of anaerobic digestion with the help of data science. For this purpose, a laboratory setup was organized for anaerobic digestion, where temperature fluctuations were realized. Operational data were collected in a 20-min period from four identical CSTR reactors. For each reactor, the output data were collected with the help of methane sensors and MilliGascounters as mentioned above. For data preparation, the various outputs were distributed across multiple spreadsheets that corresponded to the daily production; these datasets were merged into a single data frame for the project.

A basic transformation of the target variable was performed, and the values were divided into three groups: “low” class was defined as the standard methane volume (volume of dry gas in normal state) between 9.91 NmL and 901.82 NmL d⁻¹; “medium” class was defined as a volume between 901.82 NmL d⁻¹ and 1707.86 NmL d⁻¹; and “high” class was defined as all values greater than 1707.86 NmL d⁻¹. These classes were encoded with the help of the ‘scikit-learn’ library, to be able to deploy classification models with the dataset.

2.2.2. Data Interpretation

In the second phase, the aim was to develop a more profound insight into the interpretation of the objective, by describing the collected and verified data. These steps allowed us to conduct the first exploratory analysis before modelling. This phase consisted of four stages; initial data collection, which gave a rough overview of the data at the beginning regarding their characteristics, such as whether they were quantitative or qualitative [27–29]. In the second stage of data interpretation, the data needed to be described to perform the first initial analysis. At this stage, the source, the size, and the types of data were determined. Afterwards, it was possible to launch exploratory data analysis as the third stage in this phase. In the end, this phase was necessary to define the weak points and aspects of the data.

In this study, the libraries ‘pandas’, ‘NumPy’, ‘Matplotlib’ and ‘Seaborn’ were used through the programming language Python. The first five cells of the original datasets are represented in Table 1.
The dataset has 18 columns. Undesirable and useless column values were dropped from the dataset. The columns with possible impacts on the model were kept for model building.

Table 1. The first five cells of the dataset after dropping the unnecessary columns.

| BP  | Nutrient Solution Usage | BP Temperature [°C] | Biogas Pressure [bar] | Waste Vapor Pressure [hPa] | Standard Volume [NmL d⁻¹] | Reactor Temperature [°C] | Character Feed | Methane Standard Volume [NmL d⁻¹] | Class |
|-----|------------------------|---------------------|-----------------------|---------------------------|---------------------------|--------------------------|----------------|---------------------------------|-------|
| 1588.62 | 67.399               | 23.197              | 1.020                 | 28.391                   | 1433.286                  | 42                       | 4              | 0.5                             | Low   |
| 2162.71 | 74.936               | 23.369              | 1.019                 | 28.687                   | 1948.434                  | 42                       | 4              | 0.5                             | Medium|
| 1983.10 | 74.936               | 23.632              | 1.021                 | 29.146                   | 1786.958                  | 42                       | 4              | 0.5                             | Medium|
| 2001.46 | 74.936               | 23.543              | 1.015                 | 28.988                   | 1793.475                  | 42                       | 4              | 0.5                             | Medium|
| 1859.20 | 74.936               | 21.859              | 1.011                 | 26.176                   | 1673.445                  | 42                       | 4              | 0.5                             | Medium|

BP: Biogas Production.

In order to define the missing data, a simple heatmap (see Figure 3) was used from the ‘Seaborn’ library. The values with yellow marks are missing from the dataset due to the technical challenges. As seen in the figure, several columns have some missing values due to a possible problem with the sensor or experiment itself. In order to be able to create a statistical model, it was necessary to analyze and define this missing data. Otherwise, it was possible to affect the accuracy of the model. The heatmap (from Seaborn) usage is one of the ways to define missing data. There is a plethora of methods that can define and handle missing values in a dataset. The process for the missing data will be explained and applied in the next section of the dataset.

2.2.3. Data Preparation

Data preparation in this study was essentially comprised of three parts: encoding the categorical data, data cleansing, and standardization of the variables. In the scope of this study, the aim was to be able to build not only classification models but also regression models. For the classification models, output data were divided into three groups: low, high and medium.

For the first step of data preparation, categorical variables were turned into numerical variables with the help of the library ‘sklearn.preprocessing’. This formed the basis for the following steps of data cleansing and feature engineering.

In data cleaning, the goal is to free the data from low quality. With outliers in particular, missing data and inaccurate data strongly influence the quality of the modelling. In order to perform data cleaning successfully, input from the business is needed to clarify which content is correct and which needs to be corrected. The average value of the columns was used to replace the missing values. Thus, it was possible to remove all yellow-marked missing values, as shown in Figure 3 from the dataset.

The last step in data preparation is the standardization of the variables. This involves the process of bringing the data into a uniform format to be able to build a model with the given dataset. These constructed variables are based on the experiences made in the data interpretation phase and are used in the next step, model building.

2.2.4. Model Building

Modelling—i.e., building a statistical equation for the existing data—is the core of the data science process [30]. Usually, methods from the field of machine learning are used in this step to generate a predictive model based on the historical data.

After the data preparation step, which includes cleaning and transforming the data, the dataset was divided into a training set and a test set to compare the accuracy of differ-
ent machine learning algorithms applied to the dataset [31]. Due to their feasibility in biological science and promising predictions, linear regression, logistic regression, k-nearest-neighbors (kNN), support vector machines, decision trees, random forest and XGBoost models were used in this project.

Linear regression is a well-known mathematical method of modelling the relationship between a dependent variable and one or more independent variables. Regression uses existing (or known) values to predict the required parameters. The linear regression model is an important and useful tool in many statistical analyses for examining the relationship between variables. Standard linear regression assumes that the response variable is scalar. The equation of the linear regression is displayed in Equation (1), where $y$ is the dependent variable, $x$ is the independent variable and $b_0$ is the constant and $b_1$ is the coefficient for the independent variable [30,32].

$$y = b_0 + b_1 \times X_1 \quad (1)$$

Logistic regression is the appropriate regression analysis to perform when the dependent variable is binary. This makes logistic regression a classification procedure. As with all regression analyses, logistic regression is a predictive analysis and is used to describe data and explain the relationship between a dependent binary variable and one or more independent variables. Unlike linear regression, in logistic regression, the specific value of the criterion is not predicted. For prediction, a regression equation is implemented in logistic regression. If the regression equation is transferred into a coordinate system, the characteristic curve of the logistic regression can be seen. It can be used to estimate how likely a characteristic expression of the criterion is for a variable with a certain predictor value, and how well the model fits the dataset. The classical linear regression equation (Equation (1)) can be converted to a logistic regression using a sigmoid function [31,33].

$$Sigmoid \ Function: p = \frac{1}{1+e^{-y}} \quad (2)$$

$$\ln \left( \frac{p}{1-p} \right) = b_0 + b_1 \times X_1 \quad (3)$$

K-nearest-neighbor is a data classification algorithm that attempts to determine which group a data point belongs to. In is an algorithm that looks at a point in a grid and tries to determine whether a point is in group A or B. The area is arbitrarily determined, but the point is to take a sample of the data. If the majority of the points are in group A, it is likely that the data point in the sample is A and not B, and vice versa. For this project, k value was chosen for tuning the model. To demonstrate a K-nearest-neighbor analysis, consider the task of classifying a new object among a number of known examples [31,32].

Support vector machines (SVM) are supervised machine learning techniques mainly used for binary classification. However, in this project, SVM has also been used for regression analysis as support vector regression (SVR). The training data is plotted in n-dimensional space, and the algorithm tries to draw a boundary with the largest possible distance to the nearest sample. Support vectors are coordinates of individual observation. The support vector machine is a boundary that best separates the classes [31]. With the help of Gridsearch, it was possible to find out the best parameter to tune the model for better prediction. In the scope of this project, the radial basis function (rbf) kernel was used to handle the nonlinearity of the dataset. After launching Gridsearch with the help of Python, the best ‘C’ and gamma value were identified as 10 and 1, respectively, to make the most accurate predictions.

Decision trees are a kind of supervised machine learning, where data are continuously partitioned according to a certain parameter. Decision trees for regression analysis have already been explained above and illustrated with the help of an application example. Decision tree methodology is a commonly used data mining method for creating classification systems to develop the predictive algorithms for a target variable. This method classifies a population into industry-like segments that create an inverted tree with root,
internal, and leaf nodes. The algorithm is a non-parametric structure. If the sample size is large enough, the study data can be divided into training and validation datasets. Using the training dataset to build a decision tree model and a validation dataset helps to determine the appropriate tree size needed to achieve the optimal final model [32].

The basis for random forest is formed by many individual decision trees. However, since a single tree consists of several branches, it is possible to produce more satisfactory results with the random forest classification or regression [30,32]. Random forest and decision tree algorithms have been used both for regression and classification models.

All of the algorithms given can be improved by using the boosting method to get better accuracy for the model. Boosting is a general approach to combining different classifiers, in order to achieve an improved overall performance. Gradient boosting is a type of boosting algorithm. It is based on the intuition that the best possible next model in combination with previous models minimizes the overall prediction error. The key idea is to set the target results for this next model to minimize the error. Gradient boosting (XGBOOST) can be used for classification as well as for regression [30]. A general overview of the methods is given in Figure 4.

![Figure 4. Overview of the methods.](image)

During modelling, the features prepared in ‘Data Preparation’ are processed to finally make statements about patterns found in the data. Depending on the model, this methodology follows the train–test approach, wherein data are divided into training and test datasets to improve the model’s success iteratively.

2.2.5. Evaluation

For the regression models, root mean square (RMSE) was used to identify the accuracy of the prediction.

Classification models can be divided into several categories such as binary, multiclass, multi-label and hierarchical classification. The confusion matrix is a two-dimensional (A, B) evaluation of numerical values. The confusion matrix is often used for cases with two classes, wherein they are appointed to true positives (TP), false positives (FP), true negatives (TN), and false negative (FN) [34].

In this study, the output was classified into three categories (A, B, C) that lead to multiclass classification, as in Figure 5.
In order to be able to evaluate an algorithm or its results, several metrics are needed, such as precision, recall, F1 score and support. All of these metrics will be used in the next section to compare the best results of the models.

Precision shows the correctness and accuracy of the model. As mentioned above, the confusion matrix has its true positives, true negatives, false positives and false negatives. Therefore, precision can be calculated with the following formula (Equation (4)) [34]:

$$\text{Precision} = \frac{TP}{TP + FP} = \frac{X_1}{X_1 + X_2 + X_3}$$ (4)

Recall, also referred to as sensitivity, is the ratio of correctly identified positive cases to all actual positive cases, i.e., the sum of “false negatives” and “true positives”, as in Equation (5) [34].

$$\text{Recall} = \frac{TP}{TP + FN} = \frac{X_1}{X_1 + X_4 + X_7}$$ (5)

Harmonic means of precision and recall can also be considered as F1—score, which can be considered a comparison of classification models as represented in Equation (6) [34].

$$\text{F1-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} = \frac{2TP}{2TP + FP + FN}$$

$$= \frac{2 \times 1}{2X_1 + X_2 + X_3 + X_4 + X_7}$$ (6)

The structural character of the training data can be indicated by using a support that implies the number of proceedings [34].

3. Results

As mentioned in Section 2.2.3., outliers were removed from the collected data, and since the difference between the scales of the variables could affect the models, the variables were standardized using the ‘sklearn.preprocessing’ library. Then, some of the missing data were replaced by the mean of the values in the same column, before starting the model building.

3.1. Comparison of the Prediction Models

The predictions of methane volume were performed using regression and classification models. For both regression and classification models, the dataset was split to a training and test dataset. After splitting the dataset into a training and test dataset, all of the models were trained using the training dataset. Finally, for the validation of the models, the test dataset was used for each algorithm.
As mentioned before, the target variable “class”, which was converted to methane standard volume, was predicted by using machine learning algorithms.

After the model building and evaluation, among the regression models, the linear regression model, decision tree and random forest have RMES values of 246.96, 72.16, 93.91, respectively. The SVM algorithm gave the best accuracy of 0.93, followed by random forest (RF) with 0.89, kNN with 0.88 and decision tree with 0.86. Other models used for this dataset either gave much less precision or had overfitting. The accuracy of each model is shown in Table 2. All of the indicators for the accuracy of the model, such as “precision”, “recall”, “F1-score”, and “support” were explained in Section 2.2.5—Evaluation using the confusion matrix.

An SVM model develops numerous strengths as a predictive method in machine learning that might also give the best accuracy out of the models trained. The reasons for the SVM model being the best model for the study could be the applicability of the model with linear and non-linear classification, and very complex non-linear partition surfaces that can be mapped by using additional dimensions and hyperplanes. However, an XG BOOT model gave a higher accuracy with 0.99, which can indeed be shown as an example of overfitting.

**Table 2. Comparison of the classification models.**

| Metrics   | Logistic Regression | Decision Tree | kNN | RF | SVM |
|-----------|---------------------|---------------|-----|----|-----|
| Precision | 0.62                | 0.86          | 0.88| 0.89| 0.93|
| Recall    | 0.64                | 0.87          | 0.87| 0.89| 0.92|
| F1-score  | 0.60                | 0.86          | 0.87| 0.89| 0.92|
| Support   | 189                 | 36            | 142 | 0.12| 142 |

Basically, overfitting means that the model is too specialized with the training dataset, so a very high model quality is achieved in the training dataset. Although there are several reasons and prevention methods for overfitting, it is probably about the size of the dataset in this study since the data were generated with several laboratory experiments.

A deeper investigation of the features and target value of methane production could be conducted by using feature importance. Since there was no ready-to-use feature importance template for our most accurate model, kNN, permutation feature importance was used with the features. The score for each feature is shown in Figure 6.

![Figure 6. Permutation Feature Importance for kNN.](image-url)
3.2. Results from Laboratory Tests

Results of the laboratory analyses were examined for each reactor specifically, since different OLRs and different temperature changing strategies were implemented in those reactors. The impact of temperature fluctuations was evaluated based on daily biomethane generation fluctuations, 7-day average biomethane generation, the methane content of biogas, pH, TS, VS, VOA/TIC, VFA and HCO$_3^-$ content in the reactors. Due to the different OLRs, methane production in CSTR-1 and CSTR-2 was around 1000 NmL CH$_4$ d$^{-1}$, while it was about 2000 NmL CH$_4$ d$^{-1}$ in reactors CSTR-3 and CSTR-4.

CSTR-1: The increase in temperature led to a decrease in biomethane generation and the methane content of biogas, as represented in Figure 7. Methane generation increased after keeping the temperature stable at 55 °C for three days. During the temperature decrease to 42 °C, when the temperature reached 50 °C, improvements in methane generation and methane content were achieved. Ten days’ adaptation time was enough to reach the beginning conditions at 42 °C.

As represented by the laboratory analyses in Figure 8, the pH value in the reactor fluctuated between 7.30 and 7.90. The pH values were parallel with the temperature increases and decreases. The Highest VOA/TIC result (0.507) was obtained at 55 °C (after seven days of operation at this temperature) and fluctuated between 0.150 and 0.507. A continuous decrease in TS resulted from the high TS content of the starting material of the reactor.

![Figure 7. Operational results of CSTR-1.](image1)

![Figure 8. Results of laboratory analyses in CSTR-1.](image2)
During the temperature increase, biomethane generation was 9% lower than biomethane generation at 42 °C. On the other hand, the returning period to 42 °C resulted in a 5% higher biomethane generation than at the beginning, which can result from an improved hydrolysis rate at high temperatures.

CSTR-2: The difference between the second reactor and the first one was that the second reactor started with temperature decrease, as displayed in Figure 9. With the decrease in the temperature, the generation of methane fluctuated. Five days of operation at 29 °C resulted in the adaptation of the system to this temperature and increased methane generation. When the system reached 42 °C, five days were enough to observe acclimatization.

![Figure 9. Operational results of CSTR-2.](image)

Figure 9 represents the results of the laboratory analysis for CSTR-2. The pH fluctuations were between 7.32 and 7.87, while VOA/TIC values ranged between 0.144 and 0.321. The impact of the temperature increase was more severe than the impact of the temperature decrease on the system’s stability. The required time for adaptation after reaching 42 °C was similar to the time required after the temperature increase.

![Figure 10. Results of laboratory analyses in CSTR-2.](image)

During the temperature decrease, 24% less biomethane was obtained from the beginning conditions. The increase in temperature back to the beginning temperature improved the biomethane generation.
CSTR-3: While the OLR of CSTR-3 was two times higher than CSTR-1 and CSTR-2, the same temperature increase scenarios were implemented as in CSTR-1, as represented in Figure 11. The temperature increase led to increased biomethane generation, which decreased after ten days. Operation at 55 °C resulted in the first increase and decrease in the biomethane generation. Although high fluctuations in the laboratory results were observed in this reactor (see Figure 12), an adaptation of the system to the beginning conditions (after returning to 42 °C) required a shorter time than the time needed in CSTR-1. Overall, when the temperature increased from 42 °C to 55 °C, the obtained average biomethane amount was 10% less than in the beginning conditions. During operation at 55 °C, this decrease was 33%.

Figure 11. Operational results of CSTR-3.

The pH value fluctuated between 7.20 and 7.78 within this period (see Figure 12). The VOA/TIC results were relatively higher than CSTR-1 due to the higher organic load in this reactor. Although extremely high VOA/TIC results were obtained from this reactor, the recovery time needed at 42 °C was shorter than the time needed in CSTR-1. For CSTR-1, it is likely that an increase in the temperature increased the hydrolysis rate of the substrate.

Figure 12. Laboratory analyses results of CSTR-3.

CSTR-4: The same temperature change strategy implemented in CSTR-2 was implemented in CSTR-4 with higher OLR. A decrease in temperature resulted in decreased bi-
omethane production, but almost stable methane content was obtained during the temperature changes, as represented in Figure 13. Biomethane generation started increasing after ten days of operation at 29 °C. During temperature changes, fluctuations in biomethane generation were lower than the fluctuations in the other reactors.

![Figure 13. Operational results of CSTR-4.](image)

The pH value fluctuations ranged between 7.31 and 7.72, as represented in Figure 14, showing a parallel relation to the temperature changes. VOA/TIC fluctuated between 0.087 and 0.273, with the highest value on day 28 when the temperature was kept stable at 29 °C for five days. All in all, a 2% decrease in biomethane generation was obtained during the decrease in temperature. Increasing the temperature back to 42 °C caused higher biomethane generation (approximately 6% higher than the generation at the beginning).

![Figure 14. Laboratory analyses results of CSTR-4.](image)

The results of the VFA and HCO₃⁻ analyses are represented in Figure 15. High fluctuations in VFA content were obtained from reactors CSTR1 and CSTR3. The accumulation of VFAs showed that there was a disruption in the stages of the process, where the balance of material recovery could not be supplied. On the other hand, HCO₃⁻ concentration did not fluctuate severely in the four reactors.
Overall, even after high fluctuations in the process parameters, recovery of the process was possible after some time. Due to temperature fluctuations happening in four reactors, increases in the VFAs and HCO$_3^-$ were observed, as represented in Figure 15. In particular, temperature increases in CSTR-1 and CSTR-3 led to the destruction of the process, and eventually the accumulation of VFAs. The results of laboratory analyses showed that it is possible to change the temperature regime in the studied anaerobic digestion process without having an irreversible impact on the process stability in the used reactors. The minimum effect on the process was in CSTR-4 regarding the process parameters, while the shortest recovery time was required for CSTR-3. In general, after a specific time of acclimation, each process recovered from the changes.

**Figure 15.** Results of VFA and HCO$_3^-$ analyses in all reactors.

### 4. Discussion

Our study addressed the question of whether predictive analytics methods such as machine learning can be used for biogas operation, by predicting the optimal operating temperature of anaerobic digestion. Due to the wide variety and high degree of complexity of biological systems, different algorithms can be found in the literature for different studies, with varying degrees of accuracy. Therefore, it would be best to develop and create a separate model for each system and environment. This work also aimed to provide a blueprint for how to create a machine learning model, from data gathering to evaluation, that can be modified for other systems if required [24,27,35]. In order to build a machine learning model, several experiments were conducted with different operational temperatures at a laboratory scale, and the collected data were used in different regression and classification models. Conducted models showed some meaningful accuracy for predicting methane production. From the regression models, the decision tree had the best accuracy with an RMSE value of 72.16, and as a classification method, the model with the support vector machine had the best accuracy with 0.93 Precision, calculated by a confusion matrix as explained in Section 2.2.5 Evaluation.

The possible reason for the lower accuracies of the other models could be the degree of nonlinearity of the models; this could also possibly be the reason for the difference between the numerical prediction of methane production with the regression analysis, and the categorical prediction with the classification models. Since the models were built with data gathered in environmental conditions, it was easier to keep the data and the parameters stable. In a real-world application with an industrial-scale biogas plant, the operational parameters could even show daily base fluctuations. This dynamic behavior of the
system could necessitate more frequent maintenance of the model. After having the best accuracy with the SVM model, the best tuning-parameters were searched with the help of the meta-estimator Gridsearch function in python.

As mentioned above, statistical methods have already been used in the biological science for process optimization. Among these statistical methods, some modern approaches such as predictive analytics and machine learning have been suggested for better operation, with the type of biowaste as the substrate and the total carbon amount as an input. In our study, the feasibility of the usage of machine learning was investigated with the operational parameter of temperature during anaerobic digestion.

Our findings offer a novel perspective on the feasibility of predictive statistical on biogas technologies for better operation performance. Applying these models on an industrial scale will certainly also require the introduction of some additional analyses and methods at each stage of the modelling. Furthermore, considering the possible variety of organizational parameters in anaerobic digestion, it is complicated to have an overview of the whole process, especially for predictive analytics. Therefore, it is of tremendous importance to ensure consistency during modelling and at every stage of the abovementioned analysis method, such as data acquisition, data interpretation, data preparation, model building, and evaluation.

This appropriate approach to analysis could be achieved with the help of a common understanding of the project goal for all stakeholders, defining the desired output for the project; this includes: in-scope and out-of-scope issues; ensuring the robustness of the measurement methods, starting with the correct definition of the output metrics; operational definition; data types; and analysis of the measurement systems to be able to analyze the process capability before starting the analysis. Furthermore, for the analysis of the collected data, it is possible to support the whole modelling process with some laboratory analyses on strategically selected samples.

Our study has two main limitations. The first limitation was surely the challenge of conducting statistic analyses with the data gathered from a living organism. However, as mentioned earlier, the severity of this can be overcome with the help of sufficient monitoring of the process and good quality data. Furthermore, in this study, sufficient time was given after changing the temperature in each case. Furthermore, VFA and HCO$_3^-$ analyses were carried out to ensure process stability. Another limitation is the relatively small sample size, as the experiments were conducted in a laboratory setting and in limited time. Nevertheless, the results were representative despite the amount of data.

We investigated whether machine learning could be used in anaerobic digestion, and our findings confirm that modern statistical approaches can be useful under some conditions in the biological system. Unquestionably, more research should be conducted in this area with various of types and combinations of the operational parameter for more robust modelling. With the sufficient usage of machine learning, it might be possible to create a certain level of automation and self-deciding systems for process optimization in biological systems such as anaerobic digestion.

5. Conclusions

In this study, different machine learning models were trained to predict biogas output under different intensities of feeding and different temperature variations. This model could be used to predict the effect of temperature variations on process efficiency, enabling the real-time monitoring and control strategy for biogas technology. As mentioned in the discussion, it is possible to extend the application of predictive analytics for process optimization at all possible scales for anaerobic digestion. In order to be able to gain better accuracy from the models, each phase of the methodology, from the beginning problem-definition to the end evaluation, must be organized, structural and goal-oriented.
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