Integrative transcriptome analysis of SARS-CoV-2 human-infected cells combined with deep learning algorithms identifies two potential cellular targets for the treatment of coronavirus disease
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Abstract
Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) quickly spread worldwide, leading coronavirus disease 2019 (COVID-19) to hit pandemic level less than 4 months after the first official cases. Hence, the search for drugs and vaccines that could prevent or treat infections by SARS-CoV-2 began, intending to reduce a possible collapse of health systems. After 2 years, efforts to find therapies to treat COVID-19 continue. However, there is still much to be understood about the virus’ pathology. Tools such as transcriptomics have been used to understand the impact of SARS-CoV-2 on different cells isolated from various tissues, leaving datasets in the databases that integrate genes and differentially expressed pathways during SARS-CoV-2 infection. After retrieving transcriptome datasets from different human cells infected with SARS-CoV-2 available in the database, we performed an integrative analysis associated with deep learning algorithms to determine differentially expressed targets mainly after infection. The targets found represented a fructose transporter (GLUT5) and a component of proteasome 26s. These targets were then molecularly modeled, followed by molecular docking that identified potential inhibitors for both structures. Once the inhibition of structures that have the expression increased by the virus can represent a strategy for reducing the viral replication by selecting infected cells, associating these bioinformatics tools, therefore, can be helpful in the screening of molecules being tested for new uses, saving financial resources, time, and making a personalized screening for each infectious disease.
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Introduction
Coronaviruses belong to a family of enveloped RNA viruses of medical and veterinary importance, which have recently induced several outbreaks worldwide and caused fatal respiratory diseases in humans [1, 2]. The severe acute respiratory
coronavirus syndrome (SARS-CoV) that emerged in 2002 [3] and the Middle East respiratory syndrome coronavirus (MERS-CoV) of 2012 [4, 5] are examples of two highly pathogenic coronaviruses with zoonotic origin.

In late 2019, a new highly transmissible coronavirus called SARS-CoV-2 emerged in China, beginning an outbreak of viral pneumonia known as coronavirus disease 2019 (COVID-19) that spread rapidly around the world configuring itself as a pandemic [6–8]. SARS-CoV-2 overwhelmingly surpassed SARS and MERS in terms of the number of infected people and the spatial breadth of epidemic areas. As a new beta-coronavirus SARS-CoV-2 shares 79% genome sequence identity with SARS-CoV and 50% with MERS-CoV [9].

The World Health Organization (WHO) has confirmed more than 630 million cases of COVID worldwide, including about 6.5 million deaths [8]. Thus, the ongoing outbreak of COVID-19 represents an extraordinary threat to the world’s public health [10–13]. Although several studies have shown that certain drugs may bring some benefits in patients’ subpopulations, there are few effective therapies for COVID-19 or antivirals against SARS-CoV-2.

The drugs tested so far can act by preventing the entry of SARS-CoV-2 into the cell [14–19], directly inactivating viral replication [20–24], or acting as immunomodulating agents to reduce the excessive inflammatory response [25–30]. However, despite the anti-virus drugs and immunomodulators tested so far, it is clear that vaccination is the most effective long-term strategy for prevention and control [2].

Furthermore, the molecular mechanisms of pathogenesis of SARS-CoV-2 and virus–host interactions infection remain primarily unclear [2]. In this sense, omics technologies, especially transcriptome studies, can generate thousands of information about the gene regulation process in host cells after infection by a virus and, therefore, can help obtain relevant data on pathogenesis and pathogen–host interaction [31, 32].

Thus, the in silico integrative transcriptome analysis (ITA) has proven to be a promising approach for understanding biological events in complex diseases [33]. It can connect different data sources, reduce complexity, and increase data’s predictive value through unified systems. Therefore, identifying the altered expression profile by ITA can contribute to understanding the virus pathogenesis and the development of new antiviral drugs, as performing joint and integrated analysis of several transcriptomes [34]. In addition, ITA has been used to find genes with significant associations for neurodegenerative disease (Alzheimer), cancer, and emerging viral disease (Zika) [33–40].

Therefore, this study aimed to perform an integrative analysis of transcriptomes from SARS-CoV-2-infected cells to identify genes and biological pathways essential for understanding the pathogenesis and identifying therapeutic strategies for COVID-19. Here, we show that a combination of ITA and highly efficient structural modeling through the breakthrough advance of deep learning algorithms can identify shared differentially expressed genes (DEGs) between SARS-CoV-2-infected cells. Furthermore, structural bioinformatics analysis confirms the potential drug–gene interaction of two DEGs (SLC2A5 and PSMD2). Therefore, the proposed in silico protocol performed can predict and identify putative cellular proteins that can be useful to guide the identification of candidate antiviral drugs or repurposing drugs to treat SARS-CoV-2.

Methods

The transcriptome of cells infected with SARS-CoV-2

Gene expression profiling data from SARS-CoV-2-infected human cells were retrieved from RNA sequencing data from the Gene Expression Omnibus platform (https://www.ncbi.nlm.nih.gov/gds). The platform was extensively searched for datasets of any human cell infected with SARS-COV-2. Information about the cell type used, the multiplicity of infection (MOI), time of infection, and sequencing platform were represented in Table 1. The raw sequence data were accessed using the online Galaxy platform (https://usegalaxy.org/), and the identification of differentially expressed genes (DEG) were obtained using the “Tuxedo suite” protocol as described in Pires de Souza and colleagues (2020). Only datasets that were performed with at least two replicates for each experimental sample were considered for the analysis. The final DEG list was identified from each study to fulfill an integrative analysis.

Network construction

All networks were built using the Gephi software version 0.9.2 [41]. The cells and genes were listed in a comma-separated values (.csv) spreadsheet for each graph, and this file was imported into the software. Another .csv spreadsheet with the connections between the cells and genes was also imported to generate the network graphs. The node diameter is directly proportional to the edge in all networks. The layout was generated using algorithms based on the force of attraction and repulsion of the nodes (Force Atlas 2). Finally, the nodes were submitted to local rearrangement to better visualize the connections between nodes.

Molecular modeling and validation of SLC2A5 and PSMD2 isoform structures

The three-dimensional models of isoform 1 of SLC2A5 (id: P22732) and PSMD2 (ID: Q13200) were generated from the AlphaFold database (https://alphafold.ebi.ac.uk/)
partnership between DeepMind and EMBL-EBI, which set out to solve all the main protein structures encoded by the human genome through the new tool based on deep learning, AlphaFold2 [42], responsible for a “breakthrough advance” of protein modeling in CASP14. However, the structure of PSMD2 isoform 1 was considered unfeasible for the present study due to the low quality of the sizeable N-terminal portion of the polypeptide chain (data not shown). Furthermore, the AlphaFold Database does not present any other known isoforms for the modeled proteins. Therefore, isoform 2 (ID: P22732-2) of SLC2A5 and isoforms 1 and 2 (ID: Q13200-2) and 3 (ID: Q13200-3) of PSMD2 were generated through the Robetta Server (https://robetta.bakerlab.org/) using the RobettaAFold algorithm [43], which is based on the same deep learning method used by AlphaFold2. From the models generated for each structure, those with the best quality were selected and verified through the MolProbity score [44]. Those generated models were submitted to structural refinement simulation through the GalaxyRefine [45] server (http://galaxy.seoklab.org/cgi-bin/submit.cgi?type=REFINE), which provided different refined models, being the structures with the highest quality selected for the job. Finally, the final models’ quality was validated through the Prosa-web [46] servers (https://prosa.services.came.sbg.ac.at/prosa.php) which compares the quality of the targets as a function of their total energy distributions.

Preparation of receptors and ligands

The amino acid residues of SLC2A5 and PSMD2 isoforms received charges and polar hydrogens. Later, the models were aligned and had their structural centers determined. A grid box was delimited from these, completely covering each MGLTools (Morris et al., 2009) model. The coordinates and box sizes were X, 13,153, 64; Y, 33,099, 76; and Z, -18,273, 54, for the structures of SLC2A5 and and X, 1703, 80; Y, 43,775, 92; and Z, 38,746, 108, for PSMD2. Potential ligands for SLC2A5 had their structures obtained through PubChem: glufosfamide (CID: 123,628) and streptozocin (CID: 29327). In addition, D-fructose (ChEBI: 37,721) was used as the substrate of the isoforms of SLC2A5, and fludeoxyglucose (18F) (CID: 68,614) was used as an inhibitor. Potential ligands for PSMD2 were also obtained from PubChem (bortezomib (CID: 387,447), carfilzomib (CID: 11,556,711), ixazomib citrate (CID: 56,844,015), and oprozomib (CID: 25,067,547)). All composite structures had their torsions and charges, and hydrogens were added by Open Babel. The blind molecular docking’s independent simulations were performed using Vina software [47] using exhaustiveness 32. Finally, the result of the simulations was analyzed and visualized using BIOVIA Discovery Studio® and Pymol software [48].

Results

Differentially expressed genes on SARS-CoV-2-infected cells

As illustrated in Fig. 1, a seven-step bioinformatic approach was used to identify candidate genes that could be targeted for antiviral development compounds against SARS-CoV-2. The search for transcriptome studies of human cells

Table 1 Summary of datasets and sample details

| GEO access | Cell type | SARS-COV-2 strain | MOI | Time of infection | NGS platform |
|------------|-----------|-------------------|-----|-------------------|--------------|
| GSE150392  | Cardiomyocyte | USA-WA1/2020 | 0.1 | 72 h | Illumina NextSeq 500 |
| GSE148729  | Caco2 | NR | 0.3 | 24 h | Illumina NextSeq 500 Illumina HiSeq 4000 |
| GSE148729  | Calu3 | NR | 0.3 | 24 h | Illumina NextSeq 500 Illumina HiSeq 4000 |
| GSE148729  | HT199 | NR | 0.3 | 24 h | Illumina NextSeq 500 Illumina HiSeq 4000 |
| GSE153970  | Primary human airway epithelial cell (hEC) | USA-WA1/2020 | 0.25 | 48 h | Illumina NovaSeq 6000 |
| GSE154613  | A459 cells expressing human ACE2 | USA-WA1/2020 | 0.2 | 24 h | Illumina NextSeq 500 |
| GSE150728  | Peripheral blood mononuclear cells* | — | — | — | Illumina NovaSeq 6000 |

NR, not reported
ACE2, angiotensin I-converting enzyme-2
NGS, next-generation sequencing
*Cells isolated from COVID-19 patients
Fig. 1  Schematic representation of the entire in silico approach for identifying potential targets for the treatment of coronavirus disease.
infected with SARS-CoV-2 resulted in the selection of 7 datasets. All experimental data, such as time of infection, cell type, SARS-CoV-2 strain, the multiplicity of infection (MOI), GEO number access, and sequencing platform, were described in Table 1. Several cell types were used in these experiments, such as cells derived from cardiovascular (cardiomyocyte), epidermal (HT199 melanoma cells), intestinal (Caco2), pulmonary (Calu3, primary human airway epithelial cells, A459), and immune systems (peripheral blood mononuclear cells). Tuxedo suite protocol was performed based on the transcriptome data from each study to understand better the changes in gene expression in each cell type after SARS-CoV-2 infection. Table 2 shows the number of differentially expressed genes (DEG) with statistical significance identified in each study.

Interaction networks between DEGs and cells were built from the identification of differentially expressed genes in each study. As shown in Fig. 2, there is a cell-specific gene expression profile since few differentially expressed genes were common to different cell types. Few genes were shared between two distinct cells (339/4.18%) and one of three cell types (7/0.08%). No DEG was shared between four or more cell types (Fig. 3). Table 3 represents the DEGs that were shared between three cell types. DEGs that had their expression increased after SARS-COV-2 infection are chosen for molecular docking analysis. The increase in their expression may be related to a dependence on the molecular function of the proteins encoded by these genes in the replication cycle of SARS-CoV-2.

Once the differentially expressed genes in three cell types were identified, the search for drugs that could directly interact with the proteins encoded by these genes began, using the DGIdb 3.0 platform (Wagner ET AL., 2018). The results obtained demonstrate that only the SLC2A5, PSMD2, and GNB3 genes presented drugs with the potential to interact with the proteins encoded by these genes (Table 4). Therefore, analyzing the potential gene–drug interactions obtained and the category analysis identified for each gene, the drugs for interaction with SLC2A5 (glufosfamide and streptozocin) and with PSMD2 (carfilzomib, bortezomib, ixazomib citrate, and oprozomib) are candidates for in vitro assays (Table 5).

### Molecular modeling and validation of SLC2A5 and PSMD2 isoforms

The general information for the construction and validation of the three-dimensional models are shown in Table S1. The two SLC2A5 isoforms had excellent qualities, with the MolProbity score being evaluated at the 100th percentile compared to the best three-dimensionally resolved structures. The same can be observed for the three models generated for the PSMD2 isoforms, where the individual percentiles reached were 100, 100, and 99, respectively. The comparison of the models with structures solved using the Z-score and the Ramachandran plot is presented in Fig. S1. All isoforms of SLC2A5 and PSMD2 are distributed within the expected Z-score area (Fig. S1a, c, e, g, i) for proteins of the same size, again providing evidence of the high quality of the models, even for those containing > 900 amino acid residues (PSMD2 isoform 1) (Fig. S1e). Additionally, the SLC2A5 isoform 2 model obtained (Fig. S1c) is compared to the best structures resolved by nuclear magnetic resonance, and the SLC2A5 isoform 1 model (Fig. S1a) stands out for being among the best-resolved structures with the same characteristics. The individual Ramachandran plots are shown in Fig. S1b, d, f, h, and j, where, respectively, 99.4%, 99.6%, 99.8%, 99.6%, and 99.4% are distributed in allowable regions and > 97% of the residues distributed in favorable regions for all models of SLC2A5 and PSMD2, respectively. The superposition of all cured isoforms models can be seen in Fig. S2a.

### Molecular docking

The ligands used in the docking simulations (Fig. S2b) had their interaction details with the receptors shown in Table 4. Most of the pockets involved in the ligand–receptor interactions from all structures had promisingly measured druggability scores > 0.8. On the other hand, P7 of isoform 1 and P8 of isoform 2, both from PSMD2, were identified in the interaction interface with carfilzomib.

### SLC2A5

The pocket P0 of SLCA2A5 isoform 1 was responsible for the binding of all docked compounds (Table 5), which represents the open core of the transmembrane channel of the GLUT5 receptor (extracellular face) with a volume of 1899 Å³ (Fig. 3). At P0, the ligand candidates presented the

---

**Table 2** Number of differentially expressed genes used to construct interaction networks among SARS-CoV-2-infected cells

| GSE access  | Cell type                     | Up    | Down   |
|------------|-------------------------------|-------|--------|
| GSE150392  | Cardiomyocyte                 | 1404  | 1543  |
| GSE148729  | Caco2                         | 50    | 33     |
| GSE148729  | Calu3                         | 39    | 21     |
| GSE148729  | HT199                         | 2240  | 1458  |
| GSE153970  | Primary human airway epithelial cell (hEC) | 463  | 450     |
| GSE154613  | A459 cells expressing human ACE2 | 204  | 187     |
| GSE150728  | Peripheral blood mononuclear cells | 119  | 70     |
|            | Total                         | 4329  | 3762   |
same interaction interface when compared to the positive ligand control (D-fructose) and the positive inhibition control (fludeoxyglucose (18F)) (Fig. 3)—indicating potential competitive binding/inhibition property of selected compounds docked in isoform 1. On the other hand, isoform 2 presented distinct interaction pockets (Fig. S3), where the positive controls remained in P0 but at this model with a volume of 1206Å³. However, the binding candidates were located at P1 (867Å³), still in the open core of the GLUT5 channel (intracellular face).

Promisingly higher binding energies and higher interface areas (buried surface area (BSA)) ligand–receptor of glufosfamide and streptozocin were observed compared to both binding/inhibition controls (Table 5). In particular, streptozocin presented energy − 6.2 in pocket P0 of isoform1 with BSA of 629Å² and − 6.9 in P1 of isoform2 with BSA of 569Å². At the observed ligand–receptor interfaces, hydrogen bonds are the main interaction mechanisms presented at the core binding sites of both transmembrane channels (Fig. 4), which is consistent with a large number of hydroxyl groups and amine groups present in the compounds, in addition to an ample supply of acceptors and hydrogen donors in the recipient’s residues.

Fig. 2 Network of upregulated and downregulated genes after SARS-COV-2 infection of different human cells types. The bipartite network plot shows a spatially connected network between differentially expressed genes (DEGs) and cell types after SARS-COV-2 infection. Each node represents a gene or cell type. The layout was generated using a force-based algorithm followed by manual rearrangement to visualize the connections better. A total of 8091 DEGs (4329 DEGs with increased expression and 3762 DEGs that had decreased) and seven cell types are represented. Genes shared between three cell types are represented in red. Abbreviations: hEC, human respiratory tract epithelial cells; PBMC, peripheral blood mononuclear cells

Fig. 3 Number of differentially expressed genes in SARS-COV-2 human-infected cells
The 3 isoforms of the monomeric 26s proteasome subunits have remarkable structural similarities shown by the overlap (Fig. S2a). However, the binding sites in the receptors were distributed in different ways, with 4, 2, and 1 pockets being observed, respectively (Figs. 5 and S4). Noteworthy is the pocket P3 of isoform 3 with a volume of 983Å³ and estimated druggability of 0.81 and volume of 2191Å³. The sharing between the mentioned regions is observed due to the similar interfaces of bortezomib, which is present in P1 of isoforms 1–2, and oprozomib, which is present in P5 of isoform 1, partially incorporates the residues of P1 of isoform 2 (Figs. 5 and S4)—indicating potential specificity of these compounds to more than one of the monomeric subunit isoforms of the 26s proteasome. The binding energies varied between −7.1 and −8.5 (Table 5), emphasizing the energies and BSA’s observed in P3 of isoform 3, slightly higher than in the other isoforms. A great variety of natures of interactions presented by ligand–receptor interaction was observed. In addition to conventional hydrogen bonds, carfilzomib has several π–alkyl interactions caused by the presence of its two aromatic rings (Figs. 5 and S4).
Similarly, the influence of bortezomib rings in the presence of π–cation/anion and π–alkyl bonds can also be observed, mainly due to the presence of the pyrazine group (Figs. 5 and S4). Furthermore, many hydroxyl groups present in Ixazomib citrate give it a remarkable affinity to the receptor’s hydrogen acceptors, with several hydrogen bonds being observed as the primary binding mechanism (Figs. 5 and S4). Finally, oprozomib has, in addition to a large number of hydrogen bonds, the inherent ability to create π–sulfur interactions due to the existence of sulfur from the thiazole group (Figs. 5 and S4).

**Discussion**

In late 2019, SARS-CoV-2 emerged in China, and this new coronavirus spread rapidly around the world, configuring itself as one of the most pandemic ever experienced by humankind [6–8]. Due to high transmissibility, the high rate of hospitalization, and death, the development of vaccines and effective antiviral treatment is a priority of many research groups.

Although several studies have identified some effective drugs against SARS-CoV-2, to date, there are few approved effective therapies for COVID-19. Most of them are monoclonal antibodies (e.g., regdanvimab, tocilizumab, sotrovimab, and casirivimab/imdevimab), but there is also one antiviral drug (remdesivir) [49]. Therefore, there is an urgent need to identify new viral and cellular targets that could be useful to identify new antiviral compounds or be useful for repurposing drugs.

In this study, we used an in silico protocol to integrate different transcriptome data combined with deep learning algorithms to identify candidate genes important to the development of antiviral treatment of COVID-19. By this approach, it was verified that there is a specific transcriptional response of cells to SARS-CoV-2 infection since few DEGS are shared between the cells (Figs. 2 and 3). This specific transcriptional response for each cell type can also reflect the different times of infection, which ranged from 24 to 72 h, in an asynchrony condition (started with MOI < 0.3) (Table 1). Consequently, most cells of each cell model analyzed could be at different times of the replication cycle and justify the different expression patterns between these cell models. After all, the replication kinetics of SARS-CoV-2 is influenced by the host cell, and the virus’s modulation of host gene expression will also depend on the replication and transcription step of SARS-CoV-2 itself in that cell [50–53], and this could explain why few DEGS are shared between the cell types. ITA was able to identify some potential targets for the treatment of coronavirus disease (Table 3), with some of the potential to be a target for the development of new treatment strategies for COVID-19 (Table 4).
Among these DEGs, two upregulated DEGs encoded proteins that can be used as antiviral targets. The SLC2A5 gene encodes a fructose transporter responsible for fructose uptake and therefore for energetic metabolism [54, 55]. The PDSM2 gene encodes a component of the 26S proteasome, a multiprotein complex involved in the ATP-dependent degradation of ubiquitinated proteins [56]. These two proteins have recently attracted attention for their druggable and therapeutic potential [57, 58].

Our analysis identified SLC2A5 as an upregulated DEG in three SARS-CoV-2 infected cells (cardiomyocyte, human respiratory tract epithelial cells, and PBMC). The SLC2A5 gene was reported as one of many genes differentially expressed related to a severe neurological progression in COVID-19 patients [59]. It also demonstrated high levels of fructose in PBMC [60] and serum metabolome of SARS-CoV-2 patients [61]. The high levels of this metabolite can also induce glycolysis in SARS-CoV-2-infected human monocytes [62]. These data suggest an increasing need for energy production in SARS-CoV-2-infected cells since fructose could be an efficient carbon and energy source. Therefore, higher levels of fructose would require greater transport efficiency into the cell, which could explain the higher expression of the SLC2A5 gene to supply the energy needs of the infected cells.

Other viruses are known to manipulate other glucose transporters to increase the acquisition of their target carbohydrate. For example, the human immunodeficiency virus led
to an increased expression of GLUT3 and increased glucose transport in H9 lymphocytic infected cells [63]. In addition, the human cytomegalovirus replaces GLUT1 with GLUT4, abundant in adipose tissue, and increases glucose transport capacity [64]. In this particular case, this change in GLUTs appears essential in cytomegalovirus infection of fibroblasts; once the function is specifically inhibited, the result is not only less glucose uptake but also dramatically inhibits the formation of infectious viral infection progeny [64, 65].

Therefore, an increase of the expression of SLC2A5 in SARS-CoV-2-infected cells derived from heart and lung tissues could be important to the pathophysiology of COVID-19 once these organs are two important systems affected COVID-19 patients. It is also suggested that the increase in glycolysis induced by SARS-CoV-2 infection may also be an important factor in cytokine regulation [62]. An increased expression of SLC2A5 by SARS-CoV-2 may represent a vital mechanism of infection, and inhibiting it could lead to a significant reduction in viral production. Previously, the inhibition of glycolysis by 2-deoxy-D-glucose prevents conversion to fructose, and this event resulted in inhibition of SARS-CoV-2 replication in a colon adenocarcinoma cell (Caco-2) line and monocytes [62, 66, 67].

Once it was understood that the SLC2A5 is a potential target for the control of SARS-CoV-2 replication, this enzyme was modeled to be later used to search for potential inhibitors of the target and, consequently, viral replication. The molecular modeling of GLUT-5 included the three-dimensional models of its isoforms (Table S1) derived from the alternative-splicing demonstrated in accessions P22732 and Q13200 (Uniprot ID). Even though interactions with the lipid bilayer make it particularly difficult to achieve high-quality resolution of transmembrane transporters [68], the complete structure of GLUT-5 presented here offers quality comparable to the best structures ever solved in PDB (Fig. S1), providing a unique path to search for potential drugs from its three-dimensional model.

The molecular modeling allowed determining the druggable regions classified in different pockets and starting the search for putative ligands. D-Fructose was used as an empirical reference of potential new ligands. Fludeoxyglucose (18F), an experimentally known inhibitor of the sugar transport function [69], was also included in the analysis. It was also considered the “open core of the channel,” which has the hotspot binding points characterized for the amino acid residues 32TYR, 167GLN, 288GLN, and 387HIS responsible for the binding site of the transmembrane receptor SLC2A5 to D-fructose [70]. All these benchmarks were considered for the new putative ligand/inhibitor appointment.

The accuracy of the receptor–ligand binding is supported by the result of the docking simulation with D-fructose which presented an interaction interface with its respective natural binding site, constituting interactions with all

**Fig. 5 PSMD2 binding site isoform 1.** On the left, isoform 1 was represented as cartoons with their respective surface binding pockets. On the right, the ligands are represented in 2D interaction maps. The first pair of ligands is represented by lines, from left to right: carfilzomib and bortezomib and, the second pair, ixazomib and oprozomib. Balloons represent the amino acid residues involved in the interaction. The hydrogen donor/acceptor interactions, pi–sulfur, pi–cation, and pi–anion are characterized by a dotted line with their respective distances. Shaded areas on atoms and balloons indicate solvent exposure.
key residues and observed for the fludeoxyglucose (18F) (Fig. 3). Furthermore, both molecules were observed in pocket P1 with the same $-5.6 \text{ kcal/mol}$ of Vina score and with a high similar BSA score (Table 4). These data suggest that a competitive inhibition mechanism of SLC2A5 in this region could be important to find new potential drugs for inhibiting SLC2A5 activity.

Through the binding and inhibition references presented, we promisingly point to the putative inhibition of SLC2A5 by streptozocin through comparison with the fludeoxyglucose (18F) binding site in pocket P1. Streptozocin presents a binding interface with all the key residues observed in Fig. 3. Additionally, streptozocin had a higher Vina ($-6.2 \text{ kcal/mol}$) and BSA (629.4 Å$^2$) score than the known inhibitor, making it a candidate for inhibiting sugar transport also through competition. Streptozocin is particularly an eclectic drug; it was first discovered as an antibiotic against Gram-negative bacteria once it inhibits the synthesis of DNA in microorganisms and mammalian cells [71, 72]. It is also used as a chemotherapeutic drug for treating certain pancreatic cancers and was approved to be used in the USA in 1982. The anticancer activity is due to the inhibition of glucose transporter 2 (GLUT2) expressed at pancreatic beta cells [71, 73]. These data strengthen the potential of streptozocin to be used in vitro and in vivo assays, and therefore, new experiments should be performed to determine if the inhibition of GLUT-5 activity could reduce viral replication.

Our analysis also indicates that the ubiquitin–proteasome system is a potential target to develop antivirals against SARS-CoV-2. This intracellular system has a crucial role in the degradation of most cellular proteins, including short-lived, regulatory, and misfolded/denatured proteins [74, 75]. While viruses evolved, exploiting the cellular machinery and taking control of a protein degradation system are undoubtedly an adaptive advantage. Therefore, it is not surprising that viruses induce proteasome regulation after cellular infection. The proteasome can play an antiviral role in response to many infections, through degradation of viral proteins (e.g., West Nile virus and hepatitis C virus) or suppressing viral protein activity by ISGylation (e.g., influenza A virus and human papillomavirus) [76–78], although many other pro-viral functions are reported [79].

Viruses such as adenovirus and human immunodeficiency viruses 1 and 2 use proteasome to regulate cellular protein degradation [80, 81]. However, others may employ this system to maintain proper levels of viral proteins (e.g., human papillomavirus and hepatitis C virus) [82, 83]. It was described that SARS-CoV might use the proteasome for its benefit, counteracting the post-translational modification of signaling molecules involved in innate immunity. The papain-like protease of SARS-CoV can promote deubiquitinating (and deISGylating) that are proposed to counteract the post-translational modification of signaling molecules that activate the innate immune response [79, 84]. At least two other SARS-CoV proteins interact with this system. The E protein interacts with the non-structural protein 3 to be ubiquitinated and the N protein with the host cell proteasome subunit p42, a 26S proteasome subunit [85, 86].

Since the proteasome system plays an important role during the SARS-CoV infection cycle, proteasome inhibition appears to be a promising strategy in combating SARS-CoV-2 infection. Proteasome inhibition leads to the accumulation of polyubiquitinated proteins in the cytoplasm [87]. This unbalanced protein homeostasis leads to a cellular stress response that can be responsible for the induction of cell death [87, 88].

The inhibition of the proteasome with different compounds, such as MG132 and epoxomicin, leads to impaired viral entry and a decrease of RNA synthesis and protein expression of different coronaviruses [89]. On the other hand, a study demonstrated that the inhibition of SARS-CoV replication by MG132 occurs independently of inhibition of the proteasome system [90]. Although this potential of proteasome inhibitors has been suggested to combat SARS-CoV-2 infection, we do not know that they have been used in clinical trials.

Notwithstanding, a proteasome inhibitor ($\alpha$-keto phenylamide) derivative compound demonstrated an anti-SARS-CoV-2 activity. However, the authors associated the viral progeny reduction with an interaction with the virus’s protease [91]. Anyway, it seems plausible to consider proteasome inhibitors as a target for the search for drugs that inhibit viral replication, especially if we consider the expression profile of the proteasome observed by our integrative analysis and its roles in the control of coronaviruses replication.

Large polypeptide chains are difficult to model without high-quality homologous templates. The three-dimensional structures of the 26 s proteasome subunits are known from the 6MSK crystal (PDB ID). However, dozens of monomers are incomplete and mostly resolved at low resolutions. Therefore, it was relevant to obtain high-quality three-dimensional models for the monomeric chain of the 26S proteasome (Fig. S1e and S1j) before starting the search for its putative inhibitors.

The 26 s proteasome showed four high druggability different pockets of ligand–receptor interaction, each containing distinct and promising interaction profiles (Fig. 4). Besides, recent studies reported curcumin, LDN192960, and oprozomib as 26 s proteasome inhibitors, the pathways responsible for its inhibition are poorly understood. Therefore, there are no specific ligands/inhibitors that can be used as controls in docking studies using the 26 s proteasome [92–94].
Nevertheless, four ligands have been identified, and they had similar binding energy scores (from − 7.0 to − 7.5). The compound ixazomib citrate is promissingly docked to P2 in the N-terminal portion of the 26 S proteasome (Fig. 4). The N-terminal portion is understood as an attractive drug target once it constitutes a regulatory region of the 26 S proteasome [95]. The ligands bortezomib and oprozomib interact in P1 and P5, respectively. These two regions are both considered promising druggable pockets (Table 4) located around the dozens of helices in the structural center of the monomer. On the other hand, carfilzomib has the largest binding interface area and Vina energy score (Table 4). However, it is located at P8, with a low estimated druggability (0.45).

These compounds are already known as proteasome inhibitors and are used/suggested for anti-myeloma therapy [96]. Bortezomib reversibly binds with high affinity to the 26S proteasome β-subunit [97]. This drug has been recommended in treating adult patients with multiple myeloma cell lymphoma by the Food and Drug Administration (FDA) since 2003 [98]. Ixazomib binds and inhibits the β5 subunit of the 20S proteasome and has been approved by the FDA in 2015 for use in the treatment of patients with multiple myeloma [99]. Unlike bortezomib, the carfilzomib, approved in 2012 by the FDA, binds irreversibly and selectively to the chymotrypsin-like activity region of the 20S proteasome [100, 101]. Oprozomib is a second-generation proteasome inhibitor, which the US FDA has also approved for clinical treatment of recurrent multiple myeloma [102, 103].

Identifying new uses outside the original indication for approved or investigational drugs has become a very desired strategy, especially with the need to treat COVID-19 [104–106]. This strategy, known as drug repurposing, offers various advantages over developing an entirely new drug. For example, drug repurposing has a lower failure risk and reduced drug development and approval [105, 107]. In this study, we used several bioinformatic tools to find new drugs that could repurpose drugs for different COVID-19. Through the initial integrative analysis, genes that are differentially expressed during the infection in cells from different tissues are determined, resulting in an almost global pattern of infection. This previously determined pattern will guide the subsequent modeling of the targets selected by this integrative transcriptomic analysis of machine learning structural modeling. Furthermore, molecular docking would allow identifying available drugs that interact with the targets and propose laboratory and clinical essays for proof of concept. This represents a bioinformatics tool for screening molecules tested for new uses, saving financial resources time, and making a personalized screening for each infectious disease.
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