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Abstract:
This study investigated the role the dyadic interaction variability plays in influencing decision making on passing in the sport of futsal. Participants were 40 male students (M age = 13.6 years, SD = 0.7) from physical education classes of a Brazilian school. They were randomly divided into eight teams, which played four games of 24 minutes according to the rules of the under-14 category of the local Futsal Federation. From the games, a sample of 80 sequences of play involving passes were randomly selected, from the moment the ball carrier got possession of the ball until the moment he passed it. From the x and y coordinates of all outfield players’ displacement, variability of running correlation, cross-correlation, centroid, and interpersonal distance were calculated as measures of dyadic interaction. Results showed that the interaction of passer and receiver dyads were more variable than the remaining dyads. Moreover, it was verified that the passer dyad had the highest variability. The findings enabled us to conclude that, from the attackers’ point of view, variability played a positive role. In addition, it appeared that the passer sought to disrupt the interaction with his defender to perform a pass more than his teammates did to receive it. It appears that the skills of passing and receiving in the sport of futsal imply the ability to vary.
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Introduction
In the past few decades, team sports have increasingly been investigated based on a systemic view of science, including the sport of futsal (e.g. Corrêa, Alegre, Freudenheim, Santos, & Tani, 2012; Travassos, 2014; Vilar, et al., 2014). This is because such a view allows considering interaction (mutual influence, relationship, communication, joint action, coupling or linking between parts or components) as key performance variable of futsal as a team sport (e.g. Davids, et al., 2014; McGarry, Anderson, Wallace, Hughes, & Franks, 2002).

From a systemic point of view, interaction implies emergence (Bertalanffy, 1952). For instance, team sport of futsal is not characterized by the players’ individual actions but rather by the game emerging from players’ interaction. Specifically, players interact in a cooperative manner to as a team interact in opposition with the other team in the same time and space of game (Corrêa, Bastos, Basso, & Tani, 2019).

Under this conception, a number of studies have sought to understand players’ interactions in specific situations characterized by different levels of analysis. For example, studies have focused on the players’ interactions among five attackers and five defenders (e.g. Vilar, et al. 2014; Travassos, Araújo, Davids, et al., 2012), five attackers and four defenders (e.g. Corrêa, Davids, Silva, Denardi, & Tani, 2014; Fonseca, Milho, Travassos, & Araújo, 2012; Travassos, Araújo, Vilar, & McGarry, 2011), four attackers and four defenders (e.g. Corrêa, et al., 2016; Travassos, Araújo, Duarte, & McGarry, 2012), two attackers and two defenders (e.g. Silva, et al., 2017), two attackers and one defender (e.g. Vilar, Araújo, Davids, Correia, & Esteves, 2013), and between one attacker and one defender (dyad) (e.g. Amaral & Garganta, 2005; Corrêa, et al., 2016). These levels of analysis have also been named as subsystems (McGarry, et al., 2002), sub-phases (Passos, Araújo, Travassos, Vilar, & Duarte, 2014), functional structure (Greco, 1998), small-sided games and conditioned games (Davids, Araújo, Correia, & Vilar, 2013).

In fact, these recent scientific efforts to comprehend the players’ interactions at specific levels of analysis have a logical underpinning on a not-so-considered (or still neglected) systemic concept,
hierarchy (Bertalanffy, 1952; Koestler, 1967; Weiss, 1971), which only recently has received attention in team sports research (Corrêa, Alegre, et al., 2012). Based on this, we propose that small-sided games are holons of a hierarchically organized system.

A hierarchical system has been conceived as a multilevel hierarchy of semi-autonomous sub-wholes, also named holons, which branch into sub-wholes of a lower order, and so on (Koestler, 1969). Holons are self-regulating, open systems that present both autonomous properties of the whole and the dependent properties of the parts, that is, there is an equilibrium between autonomy and constraint at all levels of the hierarchy (Koestler, 1967; Salthe, 1992). Therefore, the small-sided games allow comprehend the players’ interactions because, as a holon, they present the same interactional nature of the game of futsal. For instance, even the lowest level of the hierarchy – a dyad – can be seen as a system that emerges from the interaction between two parts (an attacking player and a defending player) (McGarry, et al., 2002).

Holons are composed by fixed sets of rules and flexible strategies. The rules determine the invariant properties of the system, its structural configuration and/or functional pattern, while the strategic selection of the actual step between the permissible options is guided by environmental contingencies (Koestler, 1969). For instance, a dyad is characterized by the attacker-defender interaction (invariant property), but it is not always made up of fixed members because it may comprise different players according to a game situation (variable/ flexible property); still, invariably, the defender functions as a discrepancy and deviation reduction mechanism (negative feedback) between him/her and the attacker in order to reduce or eliminate this latter’s actions opportunities; at the same time, the attacker works to amplify or create scoring or passing opportunities (positive feedback). However, what and how each one does it to perform their function vary according to game context (Corrêa, Alegre, et al., 2012). Based on these statements, it appears reasonable to think that variability is a sine qua non characteristic of a hierarchical system at whatever level of analysis. As Weiss (1971) stated, the regularity that a system manifests macroscopically (e.g. dyad) dissolves progressively to a microscopic level (an attacker and a defender individually). Weiss adds that the variance of the whole is significantly smaller than the variance of its parts.

In fact, a number of studies developed under a systemic view have pointed out that variability plays an important role in the decision-making and performance of motor skills, including passing in the team sport of futsal (e.g. Silva, et al., 2017). For instance, Corrêa, Vilar, Davids, and Renshaw (2012) showed that the winning team of a futsal game presented different types of variability (intra- and inter-attack patterns). In this case, variability was associated with adaptation ability because the team was effective. On the other hand, the other team exhibited the greatest variability of defense patterns; however, this reflected adaptation inability because the team lost the game. Therefore, we are assuming that variability may mean ability or inability of a system to adapt and evolve.

Based on the foregoing statements that in hierarchical systems the variability of the whole is less than the variability of the parts (Weiss, 1969), it was supposed that, as a holon, a dyad would be characterized by the consistency in the interaction between an attacker and a defender. This study sought to understand how variability of dyadic interaction would influence the decision-making on passing in futsal. We hypothesized that passing would involve a disruption in the dyadic interaction characterized by an increase in the variabilities of the passer and receiver dyads. By considering the defender works continuously to decrease or avoid the attacker’s passing opportunities, the attacker, in order to be successful, needs to overcome the defender or increase the gaps between them (Silva, et al., 2017). To put it in another way, the ball carrier would seek to break the interaction with his/her teammate to be able to perform pass, whereas his/her teammate would do the same to possibly receive the pass.

**Method**

**Participants**

Forty male students from physical education classes of a Brazilian school voluntarily participated in this experiment. They were of an average age of 13.6 years (SD=0.7). Participation required written consent from the parent or legal guardian and verbal assent from the child. The research protocol was approved by an institutional review board for the protection of human subjects at the local university.

**Procedures**

Students were randomly divided into eight teams, which played four 24-minute games according to the rules of the under-14 category of the local Futsal Federation. The games were recorded using a digital camera (CASIO HS EX-FH100; frequency of 25 Hz) located behind the short axis of a futsal court, which allowed us to capture the displacement of the players and the ball. From these recordings, a sample of 80 sequences of play involving passes were randomly selected, from the moment the ball carrier got possession of the ball (initial moment) until the moment he performed the pass (final moment).

The x and y coordinates of each outfield player’s displacement trajectories in all sequences of play were obtained using Tacto software (Fernandes,
This procedure consisted of using a computer mouse on a slow-motion video image (frequency=2 Hz) to follow the players’ working point on the futsal court (projection of the center of gravity of each individual player on the floor). This procedure enabled us to get the virtual x and y coordinates of each player, which were transformed into real coordinates using the direct linear transformation (DLT2D) software, filtered with a low-pass filter (6Hz) (Winter, 2005). It is important to note that this method considers the z coordinate equal to zero.

All displacement coordinates were obtained by considering players as a dyadic sub-system consisting of one attacker and one defender. For this purpose, we considered the proximity between attacking and defending outfield players (Figure 1) as follows: the ball passer and his nearest marker (passer dyad), the ball receiver and his nearest marker (receiver dyad), the ball passer’s nearest teammate who did not receive the pass and his nearest marker (dyad 3), and the ball passer’s farthest teammate who did not receive the pass and his nearest marker (dyad 4). A positive correlation was verified for the intra-analyzer reliability (r=0.86).

The running correlation calculates a correlation for a given point window between two data series relative to the first, all data of the second series (r=0.86). Then, the centroid values were analyzed to access how close or distant the players in the dyad in terms of centroid, that is, the dyad’s geometric center: centroid (x, y) = \( \frac{\sum_{i=1}^{n} x_i}{n}, \frac{\sum_{i=1}^{n} y_i}{n} \), where each the player’s coordinate pair and the total number of players whose centroid was calculated. Then, the centroid values were analyzed in terms of variability, that is, the consistency of average position of the players over a sequence of 2-10 frames.

The cross-correlation was calculated as a usual Pearson’s correlation after the ‘displacement’ of all values of one of the data series with respect to the other, with an advance or delay previously defined. The running correlation values were analyzed in terms of variability, that is, consistency of synchronization over a sequence of play. The variability of synchronization was calculated through the coefficient of variation (CV = \( \frac{\sigma}{\mu} \)), where CV was the ratio of variability, \( \mu \) was the standard deviation, and \( \sigma \) was the arithmetic mean.

The cross-correlation was calculated as a usual Pearson’s correlation after the ‘displacement’ of all values of one of the data series with respect to the other, with an advance or delay previously defined. For example, for a delay of a frame of the second series relative to the first, all data of the second series are ‘delayed’ in relation to the corresponding frame of the first series, with the later calculation of the correlation between the two series thus organized. This procedure is repeated for the advanced or delayed values (lags) of interest. In the case of this study, the passes for which the observed duration was greater than 10 frames were selected, and after that, cut windows were established of 2 frames for running correlation and -2 to +2 frames for cross correlation. Thus, lags (from -2 frames to +2 frames) show the time delay introduced from one player’s to the other’s whole time-series movement data in each pass.

From the x and y coordinates we calculated the average position of the players of each dyad in terms of centroid, that is, the dyad’s geometric center: centroid (x, y) = \( \frac{\sum_{i=1}^{n} x_i}{n}, \frac{\sum_{i=1}^{n} y_i}{n} \), where each the player’s coordinate pair and the total number of players whose centroid was calculated.
The variability of average position was calculated through the coefficient of variation (CV=σ /µ), where CV was the ratio of variability, σ was the standard deviation, and µ was the arithmetic mean.

Finally, the interpersonal distance was obtained to access how close or distant the players were. We calculated this by considering the imaginary line (vector) linking an attacker and his marker through the following equation:

\[
\text{Distance} = \sqrt{(P2x - P1x)^2 + (P2y - P1y)^2},
\]

where \(a\) is the distance between player 1 (P1) and player 2 (P2). As with the previous measures, the consistency of interpersonal distance of each dyad over a sequence of play was calculated through the coefficient of variation (CV=σ /µ), where CV was the ratio of variability, σ was the standard deviation, and µ was the arithmetic mean.

Therefore, whereas running correlation and cross-correlation allowed accessing the dyadic interaction related to the tendencies of players’ synchronization, interpersonal distance and centroid made it possible to capture the relative positioning from one player to the other.

### Statistical analyses

To consider the influence of the dyadic interactions’ tendencies on decision making of passing, the variabilities of running correlation, centroid, and interpersonal distance were compared using analyses of variance (ANOVAs) in relation to the four dyads (Passer, Receiver, D3, and D4). For this purpose, we considered the initial (first half of the frames), final (second half of the frames), and total variabilities in the sequence of play. In addition, the running and cross-correlation measures were analyzed in descriptive terms. Lastly, passing dyads’ results were analyzed in conjunction with the relation to passing outcomes (successful and unsuccessful passes) by one-way ANOVAs for each interaction variable. Observed significant effects were followed up using LSD test post-hoc tests. All data analyses were undertaken with STATISTICA® 12.0 software (Stat Soft Inc., Tulsa, USA).

### Results

Concerning the running correlation, it is possible to observe in the histograms (Figure 2) that for all dyads there is a non-random distribution...
Values close to -1 and 1 were those more frequent, which suggests two patterns of displacement of the players in the dyad: opposite directions (-1) or same direction (1).

Regarding the consistency of synchronization, the one-way ANOVA did not reveal differences for either the initial [$F(3, 316)=2.06$, $p>.05$, $\eta^2=.02$], final [$F(3, 316)=0.64$, $p>.05$, $\eta^2=.01$], or total synchronizations [$F(3, 316)=1.14$, $p>.05$, $\eta^2=.01$].

In relation to the cross-correlation, results did not show any remarkable tendency of dyads in the various delays of the cross-correlation (Figure 3), which suggests that the players’ displacements did not follow an observable pattern of either anticipation or delay. Regarding the consistency of advancing or delaying behaviors (Figure 4), the one-way ANOVA revealed differences for the initial [$F(3, 316)=3.03$, $p<.05$, $\eta^2=.02$] and the total

![Figure 3. Boxplots for cross-correlation coefficients concerning players’ movement towards or away from each other in all dyads (passer, receiver, D-3, D-4). Positive values represent movement in the same direction while negative values represent movement in opposite directions (simultaneously approaching or pulling away from each other). Lags (from -2 frames to +2 frames) show the time delay introduced from one player to the other’s whole time-series movement data in each pass.](image)

![Figure 4. Mean of variability of initial, final, and total cross-correlation of passer, receiver, D-3, and D-4.](image)
Figure 5. Mean of variability of initial, final, and total centroids of passer, receiver, D-3, and D-4.

Figure 6. Mean of variability of initial, final, and total interpersonal distance of passer, receiver, D-3, and D-4.
synchronizations \[F(3, 316)=4.61, p<.05, \eta^2=.04\]. Post-hoc testing showed that the Passer dyad had a more variable temporal synchronization in the initial and total frames than the remaining dyads (p<.05).

Considering the centroid (Figure 5), the one-way ANOVA revealed differences for the initial variability \[F(3, 316)=5.44, p<.01, \eta^2=.05\], the final variability \[F(3, 316)=6.39, p<.01, \eta^2=.06\], and the total variability \[F(3, 316)=6.22, p<.01, \eta^2=.06\]. For all of them, the post-hocs showed that the passer and receiver dyads were more variable than the D3 (p<0.01) and D4 dyads (p<.05).

Regarding the interpersonal distance (Figure 6), the one-way ANOVA revealed differences for the initial variability \[F(3, 316)=6.61, p<.01, \eta^2=.05\]. The post-hoc showed that the passer dyad was more variable than D3 and D4 (p<.01), and that the receiver dyad had interpersonal distance more variable than D4 (p<.05). For the final variability, the one-way ANOVA also revealed differences \[F(3, 316)=21.50, p<.01, \eta^2=.17\]. The post-hoc showed that the passer dyad was more variable than the receiver, D3 and D4 dyads (p<.05). Concerning the total variability, the one-way ANOVA revealed that \[F(3, 316)=12.90, p<.01, \eta^2=.11\]. The post-hoc showed that the passer dyad was more variable than the receiver, D3 and D4 dyads (p<.05), and that the receiver dyad was more variable than D3 (p<.05).

Passing outcomes

The one-way ANOVAs did not reveal effects for any variable.

Discussion and conclusion

This study investigated the influence of variability of dyadic interaction on the decision making of passing in the team sport of futsal. Results showed that the passer dyad had greater variability of temporal synchronization in the initial and total frames than the remaining dyads, and the passer and receiver dyads had more variable initial, final, and total centroids than the D3 and D4 dyads. Additionally, the passer dyad had greater variability of interpersonal distance than the D3 and D4 dyads (initial); the receiver, D3 and D4 dyads (final); D3 and D4 dyads (total). Finally, the receiver dyad had greater variability of interpersonal distance than the D4 (initial), D3 and D4 (final), and D3 (total) dyads.

It is longstanding that scientists have focused on variability to comprehend phenomena in different areas of knowledge (e.g. see Conrad, 1983; Newell & Corcos, 1993). In fact, the significance given to variability has changed over time, mainly because of changes in the systemic paradigm. For example, until about the half of the past century, the systems receiving the most focus were those based on mechanisms of neutralization-deviations (i.e. negative feedback). In such systems, variability was synonymous with error, discrepancy, or noise, which should be eliminated. The arsenal of automatic machines performing military or industrial functions are some examples. There seems to be no doubt that World Wars I and II were great influencers of this view (Wiener, 1948).

On the other hand, the second half of the past century was marked by the emphasis on systems which also functioned as amplifying-deviations mechanisms (i.e. positive feedback) (Prigogine & Stengers, 1984). These were the cases of living phenomena in which variability may signify a source of adaptability (Conrad, 1983; Touwen, 1993). The development of this new emphasis was stimulated by the consideration of living systems as systems far from equilibrium and dissipative structures (Murphy & O’Neill, 1997). It was in this context that a view of hierarchically organized systems in which variability plays different roles was proposed.

Our hypothesis was supported because results showed that the dyadic interactions involved in the pass were characterized by the highest variability. On the basis of our hypothesis, variability of dyadic interaction would reflect the continuous trials of the attacker players ‘to get rid’ of the defender players as they continually try to avoid it. We proposed that the increase of variability would be a result of the attackers’ actions trying to destroy the system (dyad), i.e. to break their interaction with their markers (defenders) to be able to successfully pass the ball. Thus, from the attackers’ point of view, variability plays a positive role. Interestingly, the results also showed that the passer dyad had a more variable interaction than the receiver dyad. Thus, it appeared that the ball passer sought more to disrupt the interaction with the defender to pass the ball than his teammates did to receive it.

Although greater variability influenced the decision for dribbling in futsal because it implied risk and/or uncertainty of the ball carrier losing the ball (Corrêa, et al., 2016), here it afforded the possibility of a pass to be completed because the attacking player is breaking his interaction with his marker. Importantly, the greater variability in the dyads involved in the pass (passer and receiver) was observed in relation to all interaction measures. Based on this, one could infer the robustness of the results. Different measures were used assuming that a complex system cannot be reduced to a single measurement or interpreted from a single path. In fact, recent scientific advances have made possible not only a new phenomenon view and investigation technology but also the use of a number of measures for accessing players’ interactions in team sports (Passos, et al., 2014). For instance, in the futsal context interpersonal distance (Corrêa, et al., 2016), relative phase (Travassos, et al., 2012), and
correlates (Bueno, et al., 2018) have been used to access players interactions.

Finally, the results showed that variability did not affect passing outcomes. This means that variability was a key aspect for decision making on passing. Or the results may reveal that perhaps a greater variability functions similarly to a region of self-organized criticality. What we mean by this is that when variability increases significantly, the system reaches a critical state of organization, which prompts it to evolve. A region of self-organized criticality refers to a state reached by a complex system near the border or edge of chaos and prompt for changing (Bak & Chen, 1991).

In summary, the findings of this study enabled us to conclude that decision making on passing was influenced by the higher variabilities of dyadic interaction measures of running correlation, cross-correlation, centroid, and interpersonal distance. This is because the passer and receiver dyads had greater variabilities in the foregoing measures than the remaining dyads; and the passer dyad had the highest variabilities. Moreover, we conclude that success in passing was not affected by the variabilities of dyadic interactions.

Our findings advance the existing knowledge by showing that a higher variability in dyadic interaction plays a positive role in the decision making of passing in futsal. It appears that the motor skills of passing and receiving in the sport of futsal imply the ability to vary. This add useful insights for applying in practical contexts in the sense that teachers/coaches should teach the attacking players to maximize positioning changes relative to their markers (defenders). On the other hand, defenders should be instructed to be attuned to the attacking players’ positioning changes to avoid breaking their couplings. Obviously, considering that such insights are limited to our results, therefore, their utilization as instruction needs further investigation.
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