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Abstract

Convex relaxations have emerged as a promising approach for verifying desirable properties of neural networks like robustness to adversarial perturbations. Widely used Linear Programming (LP) relaxations only work well when networks are trained to facilitate verification. This precludes applications that involve verification-agnostic networks, i.e., networks not specially trained for verification. On the other hand, semidefinite programming (SDP) relaxations have successfully been applied to verification-agnostic networks, but do not currently scale beyond small networks due to poor time and space asymptotics. In this work, we propose a first-order dual SDP algorithm that (1) requires memory only linear in the total number of network activations, (2) only requires a fixed number of forward/backward passes through the network per iteration. By exploiting iterative eigenvector methods, we express all solver operations in terms of forward and backward passes through the network, enabling efficient use of hardware like GPUs/TPUs. For two verification-agnostic networks on MNIST and CIFAR-10, we significantly improve $\ell_8$ verified robust accuracy from $1\% \rightarrow 88\%$ and $6\% \rightarrow 40\%$ respectively. We also demonstrate tight verification of a quadratic stability specification for the decoder of a variational autoencoder.

1 Introduction

Applications of neural networks to safety-critical domains requires ensuring that they behave as expected under all circumstances [32]. One way to achieve this is to ensure that neural networks conform with a list of specifications, i.e., relationships between the inputs and outputs of a neural network that ought to be satisfied. Specifications can come from safety constraints (a robot should never enter certain unsafe states [40, 29, 12]), prior knowledge (a learned physical dynamics model should be consistent with the laws of physics [49]), or stability considerations (certain transformations of the network inputs should not significantly change its outputs [57, 7]).

Evaluating whether a network satisfies a given specification is a challenging task, due to the difficulty of searching for violations over the high dimensional input spaces. Due to this, several techniques that claimed to enhance neural network robustness were later shown to break under stronger attacks [61, 5]. This has motivated the search for verification algorithms that can provide provable guarantees on neural networks satisfying input-output specifications.

Popular approaches based on linear programming (LP) relaxations of neural networks are computationally efficient and have enabled successful verification for many specifications [37, 18, 30, 21]. LP relaxations are sound (they would never incorrectly conclude that a specification is satisfied) but
incomplete (they may fail to verify a specification even if it is actually satisfied). Consequently, these approaches tend to give poor or vacuous results when used in isolation, though can achieve strong results when combined with specific training approaches to aid verification [22, 51, 67, 21, 54, 6].

In contrast, we focus on verification-agnostic models, which are trained in a manner agnostic to the verification algorithm. This would enable applying verification to all neural networks, and not just those trained to be verifiable. First, this means training procedures need not be constrained by the need to verify, thus allowing techniques which produce empirically robust networks, which may not be easily verified [38]. Second, ML training algorithms are often not easily modifiable, e.g. production-scale ML models with highly specific pipelines. Third, for many tasks, defining formal specifications is difficult, thus motivating the need to learn specifications from data. In particular, in recent work [24, 50, 66], natural perturbations to images like changes in lighting conditions or changes in the skin tone of a person, have been modeled using perturbations in the latent space of a generative model. In these cases, the specification itself is a verification-agnostic network which the verification must handle even if the prediction network is trained with the verification in mind.

In contrast to LP-based approaches, the semidefinite programming (SDP) relaxation [52] has enabled robustness certification of verification-agnostic networks. However, the interior point methods commonly used for SDP solving are computationally expensive with $O(n^6)$ runtime and $O(n^4)$ memory requirements, where $n$ is the number of neurons in the network [41, 60]. This limits applicability of SDPs to small fully connected neural networks.

Within the SDP literature, a natural approach is to turn to first-order methods, exchanging precision for scalability [63, 53]. Because verification only needs a bound on the optimal value of the relaxation (and not the optimal solution), we need not design a general-purpose SDP solver, and can instead operate directly in the dual. A key benefit is that the dual problem can be cast as minimizing the maximum eigenvalue of an affine function, subject only to non-negativity constraints. This is a standard technique used in the SDP literature [25, 42] and removes the need for an expensive projection operation onto the positive semidefinite cone. Further, since any set of feasible dual variables provides a valid upper bound, we do not need to solve the SDP to optimality as done previously [52], and can instead stop once a sufficiently tight upper bound is attained.

In this paper, we show that applying these ideas to neural network verification results in an efficient implementation both in theory and practice. Our solver requires $O(n)$ memory rather than $O(n^4)$ for interior point methods, and each iteration involves a constant number of forward and backward passes through the network.

Our contributions. The key contributions of our paper are as follows:

1. By adapting ideas from the first-order SDP literature [25, 42], we observe that the dual of the SDP formulation for neural network verification can be expressed as a maximum eigenvalue problem with only interval bound constraints. This formulation generalizes [52] without loss of tightness, and applies to any quadratically-constrained quadratic program (QCQP), including the standard adversarial robustness specification and a variety of network architectures. Crucially, when applied to neural networks, we show that subgradient computations are expressible purely in terms of forward or backward passes through layers of the neural network. Consequently, applying a subgradient algorithm to this formulation achieves per-iteration complexity comparable to a constant number of forward and backward passes through the neural network.

2. We demonstrate the applicability of first-order SDP techniques to neural network verification. We first evaluate our solver by verifying $\ell_\infty$ robustness of a variety of verification-agnostic networks on MNIST and CIFAR-10. We show that our approach can verify large networks beyond the scope of existing techniques. For these verification-agnostic networks, we obtain bounds an order of magnitude tighter than previous approaches (Figure 1). For an adversarially trained convolutional neural network (CNN) with no additional regularization on MNIST ($\epsilon = 0.1$), compared to LP relaxations, we improve the verified robust accuracy from 1% to 88%. For the same training and architecture on CIFAR-10 ($\epsilon = 2/255$), the corresponding improvement is from 6% to 40% (Table 1).

3. To demonstrate the generality of our approach, we verify a different quadratic specification on the stability of the output of the decoder for a variational autoencoder (VAE). The upper bound on specification violation computed by our solver closely matches the lower bound on specification violation (from PGD attacks) across a wide range of inputs (Section 6.2).
2 Related work

**Neural network verification.** There is a large literature on verification methods for neural networks. Broadly, the literature can be grouped into complete verification using mixed-integer programming [26, 18, 59, 10, 2], bound propagation [56, 70, 65, 21], convex relaxation [30, 17, 67, 51], and randomized smoothing [35, 11]. Verified training approaches when combined with convex relaxations have led to promising results [30, 51, 23, 6]. Randomized smoothing and verified training approaches requires special modifications to the predictor (smoothing the predictions by adding noise) and/or the training algorithm (training with additional noise or regularizers) and hence are not applicable to the verification-agnostic setting. Bound propagation approaches have been shown to be special instances of LP relaxations [37]. Hence we focus on describing the convex relaxations and complete solvers, as the areas most closely related to this paper.

**Complete verification approaches.** These methods rely on exhaustive search to find counter-examples to the specification, using smart propagation or bounding methods to rule out parts of the search space that are determined to be free of counter-examples. The dominant paradigms in this space are Satisfiability Modulo Theory (SMT) [26, 18] and Mixed Integer Programming (MIP) [59, 10, 2]. The two main issues with these solvers are that: 1) They can take exponential time in the network size and 2) They typically cannot run on accelerators for deep learning (GPUs, TPUs).

**Convex relaxation based methods.** Much work has relied on linear programming (LP) or similar relaxations for neural-network verification [30, 17]. Bound propagation approaches can also be viewed as a special case of LP relaxations [37]. Recent work [54] falt these approaches on a uniform footing and demonstrated using extensive experiments that there are fundamental barriers in the tightness of these LP based relaxations and that obtaining tight verification procedures requires better relaxations. A similar argument in [52] demonstrated a large gap between LP and SDP relaxations even for networks with randomly chosen weights. Fazlyab et al. [19, 20] generalized the SDP relaxations to arbitrary network structures and activation functions. However, these papers use off-the-shelf interior point solvers to solve the resulting relaxations, preventing them from scaling to large CNNs. In this paper, we focus on SDP relaxations but develop customized solvers that can run on accelerators for deep learning (GPUs/TPUs).

**First-order SDP solvers.** While interior-point methods are theoretically compelling, the demands of large-scale SDPs motivate first-order solvers. Common themes within this literature include smoothing of nonsmooth objectives [42, 33, 14] and spectral bundle or proximal methods [25, 36, 45]. Conditional gradient methods use a sum of rank-one updates, and when combined with sketching techniques, can represent the primal solution variable using linear space [68, 69]. Many primal-dual algorithms [64, 63, 41, 4, 15] exploit computational advantages of operating in the dual – in fact, our approach to verification operates exclusively in the dual, thus sidestepping space and computational challenges associated with the primal matrix variable. Our formulation in Section 5.1 closely follows the eigenvalue optimization formulation from Section 3 of Helmburg and Rendell [25]. While in this work, we show that vanilla subgradient methods are sufficient to achieve practical performance for many problems, many ideas from the first-order SDP literature are promising candidates for future work, and could potentially allow faster or more reliable convergence. A full survey is beyond scope here, but we refer interested readers to Tu and Wang [60] and the related work of Yurtsever et al. [69] for excellent surveys.

3 Verification setup

**Notation.** For vectors $a, b$ we use $a \leq b$ and $a \geq b$ to represent element-wise inequalities. We use $\mathcal{B}_\epsilon(x)$ to denote the $\ell_\infty$ ball of size $\epsilon$ around input $x$. For symmetric matrices $X, Y$, we use $X \succeq Y$ to denote that $X - Y$ is positive semidefinite (i.e. $X - Y$ is a symmetric matrix with non-negative eigenvalues) We use $[x]^+$ to denote $\max(x, 0)$ and $[x]^-$ for $\min(x, 0)$. $1$ represents a vector of all ones.

**Neural networks.** We are interested in verifying properties of neural network with $L$ hidden layers and $N$ neurons that takes input $x_0$, $x_\ell$ denotes the activations at layer $i$ and the concatenated vector $x = [x_0, x_1, x_2, \ldots, x_L]$ represents all the activations of the network. Let $\mathbb{L}_i$ denote an affine map corresponding to a forward pass through layer $i$, for example, linear, convolutional and average pooling layers. Let $\sigma_i$ is an element-wise activation function, for example, ReLU, sigmoid, tanh. In this work, we focus on feedforward networks where $x_{i+1} = \sigma_i(\mathbb{L}_i(x_i))$. 

Verification. We study verification problems that involve determining whether \( \phi(x) \leq 0 \) for network inputs \( x_0 \) satisfying \( \ell_0 \leq x_0 \leq u_0 \) where specification \( \phi \) is a function of the network activations \( x \).

\[
\text{opt} = \max_{x} \phi(x) \quad \text{subject to} \quad x_{i+1} = \sigma_i \left( g_i(x_i) \right), \quad \ell_0 \leq x_0 \leq u_0.
\]

The property is verified if \( \text{opt} \leq 0 \). In this work, we focus on \( \phi \) which are quadratic functions. This includes several interesting properties like verification of adversarial robustness (where \( \phi \) is linear), conservation of an energy in dynamical systems [49]), or stability of VAE decoders (Section 6.2). Note that while we assume \( \ell_{x, u} \)-norm input constraints for ease of presentation, our approach is applicable to any quadratic input constraint.

4 Lagrangian relaxation of QCQPs for verification

A starting point for our approach is the following observation from prior work—the neural network constraints encoded by \( \ell_{x, u} \)-norm constraints (4) can be replaced with quadratic constraints for ReLUs [52] and common activation functions [19], yielding a Quadratically Constrained Quadratic Program (QCQP). We bound the solution to the resulting QCQP via a Lagrangian relaxation. Following [52], we assume access to lower and upper bounds \( \ell_i, u_i \) on activations \( x_i \) such that \( \ell_i \leq x_i \leq u_i \). They can be obtained via existing bound propagation techniques [65, 30, 70]. We use \( \ell \leq x \leq u \) to denote the collection of activations and bounds at all the layers taken together.

We first describe the terms in the Lagrangian corresponding to the constraints encoding layer \( i \) in a ReLU network: \( x_{i+1} = \text{ReLU}(L_i(x_i)) \). Let \( \ell_i, u_i \) denote the bounds such that \( \ell_i \leq x_i \leq u_i \). We associate Lagrange multipliers \( \lambda_i = [\lambda_i^1; \lambda_i^2; \lambda_i^3; \lambda_i^4] \) corresponding to each of the constraints as follows.

\[
x_{i+1} \geq 0 \quad [\lambda_i^1], \quad x_{i+1} \geq L_i(x_i) \quad [\lambda_i^2] \quad x_i \odot x_i - (\ell_i + u_i) \odot x_i + \ell_i \odot u_i \leq 0 \quad [\lambda_i^4].
\]

The linear constraints imply that \( x_{i+1} \) is greater than both 0 and \( L_i(x_i) \). The first quadratic constraint together with the linear constraint makes \( x_{i+1} \) equal to the larger of the two, i.e. \( x_{i+1} = \max(L_i(x_i), 0) \). The second quadratic constraint directly follows from the bounds on the activations. The Lagrangian \( \mathcal{L}(x_i, x_{i+1}, \lambda_i) \) corresponding to the constraints and Lagrange multipliers described above is as follows.

\[
\mathcal{L}(x_i, x_{i+1}, \lambda_i) = (-x_{i+1})^\top \lambda_i^1 + (L_i(x_i) - x_{i+1})^\top \lambda_i^2 + \left( x_{i+1} \odot (x_i - L_i(x_i)) \right)^\top \lambda_i^3 + (x_i \odot x_i - (\ell_i + u_i) \odot x_i + \ell_i \odot u_i)^\top \lambda_i^4 = \left( \ell_i \odot u_i \right)^\top \lambda_i^4 + (L_i(x_i))^\top \lambda_i^2 - x_{i+1}^\top \lambda_i^4 - x_{i+1}^\top \lambda_i^3 \quad \text{independent of } x_{i+1} \left[ x_{i+1} \right]
\]

\[
+ x_{i+1}^\top \text{diag}(\lambda_i^3) x_{i+1} - x_{i+1}^\top \text{diag}(\lambda_i^2) L_i(x_i) + x_{i+1}^\top \text{diag}(\lambda_i^4) x_i. \quad \text{Quadratic in } x_i, x_{i+1}
\]

The overall Lagrangian \( \mathcal{L}(x, \lambda) \) is the sum of \( \mathcal{L}(x_i, x_{i+1}, \lambda_i) \) across all layers together with the objective \( \phi(x) \), and consists of terms that are either independent of \( x_i \), linear in \( x_i \) or quadratic in \( x_i \). Thus, \( \mathcal{L}(x, \lambda) \) is a quadratic polynomial in \( x_i \) and can be written in the form \( \mathcal{L}(x, \lambda) = c(\lambda) + x^\top g(\lambda) + \frac{1}{2} x^\top H(\lambda) x \). Each of the coefficients \( c(\lambda), g(\lambda), \text{ and } H(\lambda) \) are affine as a function of \( \lambda \). We will describe our approach in terms of \( c(\lambda), g(\lambda), \text{ and } H(\lambda) \), which need not be derived by hand, and can instead be directly obtained from the Lagrangian \( \mathcal{L}(x, \lambda) \) via automatic differentiation as we discuss in Section 5.2. We observe that \( \mathcal{L}(x, \lambda) \) is itself composed entirely of forward passes \( L_i(x_i) \) and element-wise operations. This makes computing \( \mathcal{L}(x, \lambda) \) both convenient to implement and efficient to compute in deep learning frameworks.

Via standard Lagrangian duality, the Lagrangian provides a bound on \( \text{opt} \):

\[
\text{opt} \leq \min_{\lambda \geq 0} \max_{\ell \leq x \leq u} \mathcal{L}(x, \lambda) = \min_{\lambda \geq 0} \max_{\ell \leq x \leq u} c(\lambda) + x^\top g(\lambda) + \frac{1}{2} x^\top H(\lambda) x.
\]

We now describe our dual program formulation starting from this Lagrangian (4).

5 Scalable and Efficient SDP-relaxation Solver

Our goal is to develop a custom solver for large-scale neural network verification with the following desiderata: (1) compute anytime upper bounds valid after each iteration, (2) rely on elementary
computations with efficient implementations that can exploit hardware like GPUs and TPUs, and (3) have per-iteration memory and computational cost that scales linearly in the number of neurons.

In order to satisfy these desiderata, we employ first order methods to solve the Langrange dual problem (4). We derive a reformulation of the Langrange dual with only non-negativity constraints on the decision variables (Section 5.1). We then show how to efficiently and conveniently compute subgradients of the objective function in Section 5.2 and derive our final solver in Algorithm 1.

5.1 Reformulation to a problem with only non-negativity constraints

Several algorithms in the first-order SDP literature rely on reformulating the semidefinite programming problem as an eigenvalue minimization problem [25, 42]. Applying this idea, we obtain a Lagrange dual problem which only has non-negativity constraints and whose subgradients can be computed efficiently, enabling efficient projected subgradient methods to be applied.

Recall that \( \ell_i, u_i \) denote precomputed lower and upper bounds on activations \( x_i \). For simplicity in presentation, we assume \( \ell_i = -1 \) and \( u_i = 1 \) respectively for all \( i \). This is without loss of generality, since we can always center and rescale the activations based on precomputed bounds to obtain normalized activations \( \bar{x} \in [-1,1] \) and express the Lagrangian in terms of the normalized activations \( \bar{x} \).

**Proposition 1.** The optimal value \( \text{opt} \) of the verification problem (1) is bounded above by the Langrange dual problem corresponding to the Lagrangian in (4) which can be written as follows:

\[
\text{opt}_{\text{relax}} := \min_{\lambda \geq 0, \kappa \geq 0} \left( c(\lambda) + \frac{1}{2} \lambda^T \left[ \kappa - \lambda_{\min}^-(\text{diag}(\kappa) - M(\lambda))1 \right]^+ \right), \quad M(\lambda) = \begin{pmatrix} 0 & g(\lambda)^T \\ g(\lambda) & H(\lambda) \end{pmatrix}, \tag{5}
\]

and \( \lambda_{\min}^-(Z) = \min(\lambda_{\min}(Z), 0) \) is the negative portion of the smallest eigenvalue of \( Z \) and \( \kappa \in \mathbb{R}^{1+N} \).

**Proof Sketch.** Instead of directly optimizing over the primal variables \( x \) in the Lagrangian of the verification problem (4), we explicitly add the redundant constraint \( x^2 \leq 1 \) with associated dual variables \( \kappa \), and then optimize over \( x \) in closed form. This does not change the the primal (or dual) optimum, but makes the constraints in the dual problem simpler. In the corresponding Lagrange dual problem (now over \( \lambda, \kappa \)), there is a PSD constraint of the form \( \text{diag}(\kappa) \geq M(\lambda) \). Projecting onto this constraint directly is expensive and difficult. However, for any \( (\lambda, \kappa) \geq 0 \), we can construct a dual feasible solution \( (\hat{\lambda}, \hat{\kappa}) \) by simply subtracting the smallest eigenvalue of \( \text{diag}(\kappa) - M(\lambda) \), if negative. For any non-negative \( \lambda, \kappa \), the final objective \( f(\lambda, \kappa) \) is the objective of the corresponding dual feasible solution and the bound follows from standard Lagrangian duality. The full proof appears in Appendix A.3. \( \square \)

**Remark 1.** Raghunathan et al. [52] present an SDP relaxation to the QCQP for the verification problem (4), we explicitly add the redundant constraint \( x^2 \leq 1 \) with associated dual variables \( \kappa \), and then optimize over \( x \) in closed form. This does not change the the primal (or dual) optimum, but makes the constraints in the dual problem simpler. In the corresponding Lagrange dual problem (now over \( \lambda, \kappa \)), there is a PSD constraint of the form \( \text{diag}(\kappa) \geq M(\lambda) \). Projecting onto this constraint directly is expensive and difficult. However, for any \( (\lambda, \kappa) \geq 0 \), we can construct a dual feasible solution \( (\hat{\lambda}, \hat{\kappa}) \) by simply subtracting the smallest eigenvalue of \( \text{diag}(\kappa) - M(\lambda) \), if negative. For any non-negative \( \lambda, \kappa \), the final objective \( f(\lambda, \kappa) \) is the objective of the corresponding dual feasible solution and the bound follows from standard Lagrangian duality. The full proof appears in Appendix A.3.

**Remark 2.** Our proof is similar to the standard maximum eigenvalue transformation for the SDP dual, as used in Helmberg and Rendl [25] or Nesterov [42] (see Appendix A.6 for details). Crucially for scalable implementation, our formulation avoids explicitly computing or storing the matrices for either the primal or dual SDPs. Instead, we will rely on automatic differentiation of the Lagrangian and matrix-vector products to represent these matrices implicitly, and achieve linear memory and runtime requirements. We discuss this approach now.

5.2 Efficient computation of subgradients

Our formulation in (5) is amenable to first-order methods. Projections onto the feasible set are simple and we now show how to efficiently compute the subgradient of the objective \( f(\lambda, \kappa) \). By Danskin’s theorem [13],

\[
\partial_{\lambda, \kappa} f(\lambda, \kappa) = \frac{1}{2} \left[ \kappa - (v^*^T (\text{diag}(\kappa) - M(\lambda))v^*)1 \right]^+ \in \partial_{\lambda, \kappa} f(\lambda, \kappa), \tag{6a}
\]

where \( v^* = \arg\min_{|v| = 1} v^T (\text{diag}(\kappa) - M(\lambda))v = \text{eigmin}(\text{diag}(\kappa) - M(\lambda)), \tag{6b} \)
and \( \partial_{\lambda, \kappa} \) denotes the subdifferential with respect to \( \lambda, \kappa \). In other words, given any eigenvector \( v^* \) corresponding to the minimum eigenvalue of the matrix \( \text{diag}(\kappa) - M(\lambda) \), we can obtain a valid subgradient by applying autodiff to the left-hand side of (6a) while treating \( v^* \) as fixed.\(^1\) The main computational difficulty is computing \( v^* \). While our final certificate will use an exact eigendecomposition for \( v^* \), for our subgradient steps, we can approximate \( v^* \) using an iterative method such as Lanczos [34]. Lanczos only requires repeated applications of the linear map \( A := v \mapsto (\text{diag}(\kappa) - M(\lambda))v \). This linear map can be easily represented via derivatives and Hessian-vector products of the Lagrangian.

**Implementing implicit matrix-vector products via autodiff.** Recall from Section 4 that the Lagrangian is expressible via forward passes through affine layers and element-wise operations involving adjacent network layers. Since \( M(\lambda) \) is composed of the gradient and Hessian of the Lagrangian, we will show computing the map \( M(\lambda)v \) is computationally roughly equal to a forwards+backwards pass through the network. Furthermore, implementing this map is extremely convenient in ML frameworks supporting autodiff like TensorFlow [1], PyTorch [47], or JAX [8]. From the Lagrangian (4), we note that

\[
g(\lambda) = L_x(0, \lambda) = \frac{\partial L(x, \lambda)}{\partial x} \bigg|_{0, \lambda} \quad \text{and} \quad H(\lambda)v = L_{xx}^v(0, \lambda, v) = \left( \frac{\partial^2 L(x, \lambda)}{\partial x \partial x^T} \right) \bigg|_{0, \lambda} v = \frac{\partial v^T L_x(0, \lambda)}{\partial x} \bigg|_{0, \lambda}.
\]

Thus, \( g(\lambda) \) involves a single gradient, and by using a standard trick for Hessian-vector products [48], the Hessian-vector product \( H(\lambda)v \) requires roughly double the cost of a standard forward-backwards pass, with linear memory overhead. From the definition of \( M(\lambda) \) in (5), we can use the quantities above to get

\[
A[v] = (\text{diag}(\kappa) - M(\lambda))v = -\kappa \otimes v + \left( \frac{g(\lambda)\top v1:N}{g(\lambda)v0 + H(\lambda)v1:N} \right) = \kappa \otimes v - \left( \frac{(L_x(0, \lambda)\top v1:N}{L_x(0, \lambda)v0 + L_{xx}^v(0, \lambda,v1:N)} \right),
\]

where \( v0 \) is the first coordinate of \( v \) and \( v1:N \) is the subvector of \( v \) formed by remaining coordinates.

### 5.3 Practical tricks for faster convergence

The Lagrange dual problem is a convex optimization problem, and a projected subgradient method with appropriately decaying step-sizes converges to an optimal solution [43]. However, we can achieve faster convergence in practice through careful choices for initialization, regularization, and learning rates.

**Initialization.** Let \( \kappa_{\text{opt}}(\lambda) \) denote the value of \( \kappa \) that optimizes the bound (5), for a fixed \( \lambda \). We initialize with \( \lambda = 0 \) and the corresponding \( \kappa_{\text{opt}}(0) \) using the following proposition.

**Proposition 2.** For any choice of \( \lambda \) satisfying \( H(\lambda) = 0 \), the optimal choice \( \kappa_{\text{opt}}(\lambda) \) is given by

\[
\kappa_{\text{opt}}^* = \sum_{i=1}^{\kappa} |g(\lambda)| \quad ; \quad \kappa_{1:n} = |g(\lambda)|
\]

where \( \kappa = [\kappa_0 : \kappa_{1:n}] \) is divided into a leading scalar \( \kappa_0 \) and vector \( \kappa_{1:n} \), and \( |g(\lambda)| \) is elementwise.

See Appendix A.7 for a proof. Note that when \( \phi(x) \) is linear, \( H(\lambda) = 0 \) is equivalent to removing the quadratic constraints on the activations and retaining the linear constraints in the Lagrangian (4).

**Regularization.** Next, we note that there always exists an optimal dual solution satisfying \( \kappa_{1:n} = 0 \), because they are the Lagrange multipliers of a redundant constraint; full proof appears in Appendix A.5. However, \( \kappa \) has an empirical benefit of smoothing the optimization by preventing negative eigenvalues of \( A \). This is mostly noticeable in the early optimization steps. Thus, we can regularize \( \kappa \) through either an additional loss term \( \sum \kappa_{1:n} \), or by fixing \( \kappa_{1:n} \) to zero midway through optimization. In practice, we found that both options occasionally improve final performance.

**Learning rates.** Empirically, we observed that the optimization landscape varies significantly for dual variables associated with different constraints (such as linear vs. quadratic). In practice, we found that using adaptive optimizers [16] such as Adam [27] or RMSProp [58] was necessary to stabilize optimization. Additional learning rate adjustment for \( \kappa_0 \) and the dual variables corresponding to the quadratic ReLU constraints provided an improvement on some network architectures (see Appendix B).

### 5.4 Algorithm for verifying network specifications

\(^1\) The subgradient is a singleton except when the multiplicity of the minimum eigenvalue is greater than one, in which case any minimal eigenvector yields a valid subgradient.
We refer to our algorithm (summarized in Algorithm 1) as SDP-FO since it relies on a first-order method to solve the SDP relaxation. Although the full algorithm involves several components, the implementation is simple (~100 lines for the core logic when implemented in JAX[9]) and easily applicable to general architectures and specifications. ² SDP-FO uses memory linear in the total number of network activations, with per-iteration runtime linear in the cost of a forwards-backwards pass.

Computing valid certificates. Because Lanczos is an approximate method, we always report final bounds by computing \( v^* \) using a non-iterative exact eigen-decomposition method from SciPy [44]. In practice, the estimates from Lanczos are very close to the exact values, while using 0.2s/iteration on large convolutional network, compared to 5 minutes for exact eigendecomposition (see Appendix C).

6 Experiments

In this section, we evaluate our SDP-FO verification algorithm on two specifications: robustness to adversarial perturbations for image classifiers (Sec. 6.1), and robustness to latent space perturbations for a generative model (Sec. 6.2). In both cases, we focus on verification-agnostic networks.

6.1 Verification of adversarial robustness

Metrics and baselines We first study verification of \( \ell_\infty \) robustness for networks trained on MNIST and CIFAR-10. For this specification, the objective \( \phi(x) \) in (1) is given by \( (x_L)_y - (x_L)_y \), where \( x_L \) denotes the the final network activations, i.e. logits, \( y \) is the index of the true image label, and \( y' \) is a target label. For each image and target label, we obtain a lower bound on the optimal \( \phi(x) \leq \phi^*(x) \) by running projected gradient descent (PGD) [38] on the objective \( \phi(x) \) subject to \( \ell_\infty \) input constraints. A verification technique provides upper bounds \( \bar{\phi}(x) \geq \phi^*(x) \). An example is said to be verified when the worst-case upper bound across all possible labels, denoted \( \bar{\phi}_m \), is below 0. We first compare (SDP-FO, Algorithm 1) to the LP relaxation from [18], as this is a widely used approach for verifying large networks, and is shown by [55] to encompass other relaxations including [30, 17, 65, 70, 39, 23]. We further compare to the SDP relaxation from [51] solved using MOSEK [3], a commercial interior point SDP (SDP-IP) solver, and the MIP approach from [59].

Models Our main experiments on CNNs use two architectures: CNN-A from [67] and CNN-B from [6]. These contain roughly 200K parameters + 10K activations, and 2M parameters + 20K activations, respectively. All the networks we study are verification-agnostic: trained only with nominal and/or adversarial training [38], without any regularization to promote verifiability.

While these networks are much smaller than modern deep neural networks, they are an order of magnitude larger than previously possible for verification-agnostic networks. To compare with prior

² Core solver implementation at https://github.com/deepmind/jax_verify/blob/master/src/sdp_verify/sdp_verify.py
work, we also evaluate a variety of fully-connected MLP networks, using trained parameters from [51, 55]. These each contain roughly 1K activations. Complete training and hyperparameter details are included in Appendix B.1.

**Scalable verification of verification-agnostic networks** Our central result is that, for verification-agnostic networks, SDP-FO allows us to tractably provide significantly stronger robustness guarantees in comparison with existing approaches. In Figure 1, we show that SDP-FO reliably achieves tight verification, despite using loose initial lower and upper bounds obtained from CROWN [70] in Algorithm 1. Table 1 summarizes results. On all networks we study, we significantly improve on the baseline verified accuracies. For example, we improve verified robustness accuracy for CNN-A-Adv on MNIST from 0.4% to 87.8% and for CNN-A-Mix on CIFAR-10 from 5.8% to 39.6%.

### Table 1: Comparison of verified accuracy across verification algorithms.

| Dataset | Epsilon | Model       | Accuracy | PGD   | Verified Accuracy | LP   | MIP |
|---------|---------|-------------|----------|-------|-------------------|------|-----|
| MNIST   |          |             |          |       | SDP-FO (Ours)     |      |     |
|         | $\epsilon = 0.1$ | MLP-SDP [52] | 97.6%    | 86.4% | 85.2%             | 80%  | 39.5% | 69.2% |
|         |          | MLP-LP [52]  | 92.8%    | 81.2% | 80.2%             | 80%  | 79.4% | -    |
|         |          | MLP-Adv [52] | 98.4%    | 93.4% | 91.0%             | 82%  | 26.0% | -    |
|         |          | MLP-Adv-B [55] | 96.8%  | 84.0% | 79.2%             | -    | 33.2% | 34.4% |
|         |          | MLP-Nor [55]  | 99.1%    | 95.2% | 87.8%             | -    | 0.4%  | -    |
|         | $\epsilon = 0.05$ |             | 98.0%    | 46.6% | 28.0%             | -    | 1.8%  | 6.0% |
| CIFAR-10 | $\epsilon = 2$ |             |          |       | SDP-FO-IP         |      |     |
|         | $\epsilon = 255$ | CNN-A-Mix-4 | 67.8%    | 55.6% | 47.8%             | *    | 26.8% | -    |
|         |          | CNN-B-Adv-4  | 72.0%    | 62.0% | 46.0%             | *    | 20.4% | -    |
|         |          | CNN-A-Mix    | 74.2%    | 53.0% | 39.6%             | *    | 5.8%  | -    |
|         |          | CNN-B-Adv    | 80.3%    | 64.0% | 32.8%             | *    | 2.2%  | -    |

1 Using numbers from [52] for SDP-IP and [54] using approach of [59] for MIP. Dashes indicate previously reported numbers are unavailable.

Table 1: Comparison of verified accuracy across verification algorithms. Highlighted rows indicate models trained in a verification-agnostic manner. All numbers computed across the same 500 test set examples, except when using previously reported values. For all networks, SDP-FO outperforms previous approaches. The improvement is largest for verification-agnostic models.

**Comparisons on small-scale problems** We empirically compare SDP-FO against SDP-IP using MOSEK, a commercial interior-point solver. Since the two formulations are equivalent (see Appendix A.4), solving them to optimality should result in the same objective. This lets us carefully isolate the effectiveness of the optimization procedure relative to the SDP relaxation gap. However, we note that for interior-point methods, the memory requirements are quadratic in the size of $M(\lambda)$, which becomes quickly intractable e.g. $\approx 10$ petabytes for a network with 10K activations. This restricts our comparison to the small MLP networks from [52], while SDP-FO can scale to significantly larger networks.

In Figure 4 of Appendix C.1, we confirm that on a small random subset of matching verification instances, SDP-FO bounds are only slightly worse than SDP-IP bounds. This suggests that optimization is typically not an issue for SDP-FO, and the main challenge is instead tightening the SDP relaxation. Indeed, we can tighten the relaxation by using CROWN precomputed bounds [70] rather than interval...
arithmetic bounds [39, 22], which almost entirely closes the gap between SDP-FO and PGD for the first three rows of Table 1, including the verification-agnostic MLP-Adv. Finally, compared to numbers reported in [55], SDP-FO outperforms the MIP approach using progressive LP bound tightening [59].

**Computational resources** We cap the number of projected gradient iterations for SDP-FO. Using a P100 GPU, maximum runtime is roughly 15 minutes per MLP instance, and 3 hours per CNN instances, though most instances are verified sooner. For reference, SDP-IP uses 25 minutes on a 4-core CPU per MLP instance [52], and is intractable for CNN instances due to quartic memory usage.

**Limitations.** In principle, our solver’s linear asymptotics allow scaling to extremely large networks. However, in practice, we observe loose bounds with large networks. In Table 1, there is already a significantly larger gap between the PGD and SDP-FO bounds for the larger CNN-B models compared to their CNN-A counterparts, and in preliminary experiments, this gap increases further with network size. Thus, while our results demonstrate that the SDP relaxation remains tight on significantly larger networks than those studied in Raghunathan et al. [52], additional innovations in either the formulation or optimization process are necessary to enable further scaling.

### 6.2 Verifying variational auto-encoders (VAEs)

![Figure 2: Comparison of different approaches for verifying the robustness of the decoder of a VAE on MNIST, measured across 100 samples. The lower-bound on the robust accuracy computed with SDP-FO closely matches the upper bound based on a PGD adversarial attack up to perturbations of 0.1 \( \sigma_z \), while the lower bound based on IBP begins to diverge from the PGD upper bound at much smaller perturbations.]

**Setup** To test the generality of our approach, we consider a different specification of verifying the validity of constructions from deep generative models, specifically variational auto-encoders (VAEs) [28]. Let \( q_E(z|s) = \mathcal{N}(\mu_E^z, \sigma_E^z) \) denote the distribution of the latent representation \( z \) corresponding to input \( s \), and let \( q_D(s|z) = \mathcal{N}(\mu_D^z, I) \) denote the decoder. Our aim is to certify robustness of the decoder to perturbations in the VAE latent space. Formally, the VAE decoder is robust to \( \ell_\infty \) latent perturbations for input \( s \) and perturbation radius \( \alpha \in \mathbb{R}^+ \) if:

\[
\varepsilon_{\text{recon}}(s, \mu_E^z) := \| s - \mu_E^z \|_2 \leq \tau \quad \forall z, s.t. \| z' - \mu_E^z \|_\infty \leq \alpha \sigma_E^z,
\]

where \( \varepsilon_{\text{recon}} \) is the reconstruction error. Note that unlike the adversarial robustness setting where the objective was linear, the objective function \( \varepsilon_{\text{recon}} \) is quadratic. Quadratic objectives are not directly amenable to LP or MIP solvers without further relaxing the quadratic objective to a linear one. For varying perturbation radii \( \alpha \), we measure the test set fraction with verified reconstruction error below \( \tau = 40.97 \), which is the median squared Euclidean distance between a point \( s \) and the closest point with a different label (over MNIST).

**Results** We verify a VAE on MNIST with a convolutional decoder containing \( \approx 10K \) total activations. Figure 2 shows the results. To visualize the improvements resulting from our solver, we include a comparison with guarantees based on interval arithmetic bound propagation (IBP) [23, 39], which we use to generate the bounds used in Algorithm 1. Compared to IBP, SDP-FO can successfully verify at perturbation radii roughly 50x as large. For example, IBP successfully verifies 50% at roughly \( \epsilon = 0.01 \) compared to \( \epsilon = 0.5 \) for SDP-FO. We note that besides the IBP bounds being themselves loose compared to the SDP relaxations, they further suffer from a similar drawback as LP/MIP methods in that they bound \( \varepsilon_{\text{recon}} \) via \( \ell_\infty \)-bounds, which further results in looser bounds on \( \varepsilon_{\text{recon}} \). Further details and visualizations are included in Appendix B.2.

### 7 Conclusion

We have developed a promising approach to scalable tight verification and demonstrated good performance on larger scale than was possible previously. While in principle, this solver is applicable to arbitrarily large networks, further innovations (in either the formulation or solving process) are necessary to get meaningful verified guarantees on larger networks.
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Broader Impact

Our work enables verifying properties of verification-agnostic neural networks trained using procedures agnostic to any specification verification algorithm. While the present scalability of the algorithm does not allow it to be applied to SOTA deep learning models, in many applications it is vital to verify properties of smaller models running safety-critical systems (learned controllers running on embedded systems, for example). The work we have presented here does not address data related issues directly, and would be susceptible to any biases inherent in the data that the model was trained on. However, as a verification technique, it does not enhance biases present in any pre-trained model, and is only used as a post-hoc check. We do not envisage any significant harmful applications of our work, although it may be possible for adversarial actors to use this approach to verify properties of models designed to induce harm (for example, learning based bots designed to break spam filters or induce harmful behavior in a conversational AI system).
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A Omitted proofs

A.1 Adversarial robustness as quadratic specification

Consider certifying robustness: For input $x_0 \in \mathbb{R}^d$ with true label $i$, the network does not misclassify any adversarial example within $\ell_2$ distance of $\varepsilon$ from $x_0$. This property holds if the score of any incorrect class $j$ is always lower than that of $i$ for all perturbations. Thus $\phi(x) = c_i x_L$ with $c_j = 1$ and $c_i = -1$. The input constraints are also linear: $-\varepsilon \leq x_i - x_{0i} \leq \varepsilon$, for $i = 1, 2, ... d$.

A.2 Linear and quadratic constraints for ReLU networks

ReLU as quadratic constraints: For the case of ReLU networks, we can do this exactly, as described in [52]. Consider a single activation $x_{post} = \max(x_{pre}, 0)$. This can be equivalently written as $x_{post} \geq 0, x_{pre} \geq x_{pre}$, stating that $x_{post}$ is greater than 0 and $x_{pre}$. Additionally, the quadratic constraint $x_{post} - x_{pre} = 0$, enforces that $x_{post}$ is atleast one of the two. This can be extended to all units in the network allowing us to replace ReLU constraints with quadratic constraints.

A.3 Formulation of bound constrained dual problem

Proposition 1. The optimal value $\text{opt}$ of the quadratic verification problem (1) is bounded above by

$$\text{opt} \leq \min_{\lambda \geq 0} \max_{-1 \leq x \leq 1} \left( \frac{1}{2} \left( \lambda + \frac{1}{2} H(x) \right) + \frac{1}{2} x \lambda \right),$$

and $\lambda_{\min}(Z)$ is the negative portion of the smallest eigen value of $Z$, i.e. $[\lambda_{\min}(Z)]^- \in \mathbb{R}^{1+N}$.

Proof. We start with the Lagrangian in (4) with rescaled activations such that $\ell = -1$ and $u = 1$, where $\ell$ and $u$ are lower and upper bounds on the activations $x \in \mathbb{R}^n$ respectively. This normalization is achieved by using pre-computed bounds via bound propagation, which are used to write the quadratic constraints, as in [52].

Define

$$\tilde{X} = \begin{pmatrix} 1 & x^T \\ x & xx^T \end{pmatrix}.$$

In terms of the above matrix, the above Lagrangian relaxation (9) can be equivalently written as:

$$\text{opt} \leq \min_{\lambda \geq 0} \max_{\text{diag}(X) \leq 1} c(\lambda) + \frac{1}{2} \langle M(\lambda), \tilde{X} \rangle,$$

Note that $\tilde{X}$ is always a PSD matrix with diagonal entries bounded above by 1. This yields the following relaxation of (9)

$$\text{opt} \leq \text{opt}_{\text{sdp}} = \min_{\lambda \geq 0} \max_{\text{diag}(X) \leq 1} \max_{X \geq 0} c(\lambda) + \frac{1}{2} \langle M(\lambda), X \rangle.$$

We introduce a Lagrange multiplier $\frac{1}{2} \kappa \in \mathbb{R}^{n+1}$ for the constraint $\text{diag}(X) \leq 1^3$. Since $\text{opt}_{\text{sdp}}$ is convex, by strong duality, we have

$$\text{opt}_{\text{sdp}} = \min_{\lambda, \kappa \geq 0} \max_{X \geq 0} \left( c(\lambda) + \frac{1}{2} \langle M(\lambda), X \rangle + \kappa^T 1 - \langle \text{diag}(\kappa), X \rangle \right).$$

$$= \min_{\lambda, \kappa \geq 0} \left( c(\lambda) + \frac{1}{2} \kappa^T 1 \right) \text{ s.t. } \text{diag}(\kappa) - M(\lambda) \geq 0,$$

The factor of $\frac{1}{2}$ is introduced for convenience.
where the last equality follows from the facts that (i) when \(\text{diag}(\kappa) - M(\lambda)\) is not PSD, \(\langle M(\lambda) - \text{diag}(\kappa), X \rangle\) would be unbounded when maximizing over PSD matrices \(X\) and (ii) when \(\text{diag}(\kappa) - M(\lambda) \geq 0\), the maximum value of inner maximization over PSD matrices \(X\) is \(0\).

Projecting onto the PSD constraint \(\text{diag}(\kappa) - M(\lambda) \geq 0\) directly is still expensive. Instead, we take the following approach. For any non-negative \((\kappa, \lambda)\), we generate a feasible \((\hat{\kappa}, \hat{\lambda})\) as follows.

\[
\hat{\kappa} = \left[\kappa - \lambda_{\text{min}}^{-} \left(\text{diag}(\kappa) - M(\lambda)\right) \mathbf{1}\right]^\top, \quad \hat{\lambda} = \lambda
\]

(15)

In other words, \(\lambda\) remains unchanged with \(\hat{\lambda} = \lambda\). To obtain \(\hat{\kappa}\), we first compute the minimum eigenvalue \(\lambda_{\text{min}}\) of the matrix \(\text{diag}(\kappa) - M(\lambda)\). If this is positive, \((\kappa, \lambda)\) are feasible, and \(\hat{\kappa} = \kappa, \hat{\lambda} = \lambda\). However, if this is negative, we then add the negative portion of \(\lambda_{\text{min}} = [\lambda_{\text{min}}^-]\) to the diagonal matrix to make \(\text{diag}(\hat{\kappa}) \geq M(\lambda)\), and subsequently project onto the non-negativity constraint. The subsequent projection never decreases the value of \(\hat{\kappa}\) and hence \(\text{diag}(\hat{\kappa}) - M(\hat{\lambda}) \geq 0\).

Plugging \(\hat{\kappa}, \hat{\lambda}\) in the objective above, and removing the PSD constraint gives us the following final formulation.

\[
\text{opt}_{\text{sdp}} = \text{opt}_{\text{relax}} = \min_{\lambda, \kappa \geq 0} c(\lambda) + \frac{1}{2} \left[\kappa - \lambda_{\text{min}}^{-} (\text{diag}(\kappa) - M(\lambda)) \mathbf{1}\right]^\top \mathbf{1}.
\]

(16)

Note that feasible \(\kappa, \lambda\) remain unchanged and hence the equality.

\[\square\]

### A.4 Relaxation comparison to Raghunathan et al. [52]

Our solver (Algorithm 1) uses the formulation described in (5), replicated above in (16). In this section, we show that the above formulation is equivalent to the SDP formulation in [52] when we use quadratic constraints to replace the ReLU constraints, as done in [52] and presented above in Appendix A.2. We show this by showing equivalence with an intermediate SDP formulation below. From Appendix A.3, the solution to this intermediate formulation matches that of relaxation we optimize (16).

\[
\text{opt}_s\text{dp} = \min_{\lambda \geq 0} \max_{\text{diag}(X) \leq 1, X \succeq 0} c(\lambda) + \frac{1}{2} \langle M(\lambda), X \rangle.
\]

(17)

To mirror the block structure in \(M(\lambda)\), we write \(X \succeq 0\) as follows.

\[
X = \begin{pmatrix} X_{11} & X_{1x}^\top \\ X_{x1} & X_{xx} \end{pmatrix}, X_{xx} \succeq \frac{1}{X_{11}} X_{x} X_{x}^\top,
\]

(18)

where the last condition follows by Schur complements.

The objective then takes the form \(\max_{\text{diag}(X_{x}) \leq 1, X_{11} \leq 1} g(\lambda) X_{x} + \frac{1}{2} \langle H(\lambda), X_{xx} \rangle\). Note that the feasible set (over \(X_{xx}, X_{x}\)) for \(X_{11} = 1\) contains the feasible sets for any smaller \(X_{11}\), by the Schur complement condition above. Since \(X_{11}\) does not appear in the objective, we can set \(X_{11} = 1\) to obtain the following equality.

\[
\text{opt}_{\text{sdp}} = \min_{\lambda \geq 0} \max_{\text{diag}(X) \leq 1, X_{11} = 1, X \succeq 0} c(\lambda) + g(\lambda) X_{x} + \frac{1}{2} \langle H(\lambda), X_{xx} \rangle,
\]

(19)

where \(X_{11}\) is the first entry, and \(X_{x}, X_{xx}\) are the blocks as described in (18).

**Prior SDP.** Now we start with the SDP formulation in [52]. Recall that we have a QCQP that represents the original verification problem with quadratic constraints on activations. The relaxation in [52] involves introducing a new matrix variable \(P\) as follows.

\[
P = \begin{pmatrix} P[1] & P[x] \\ P[x] & P[xx] \end{pmatrix}
\]

(20)

The quadratic constraints are now written in terms of \(P\) where \(P[x]\) replaces the linear terms and \(P[xx]\) replaces the quadratic terms. Raghunathan et al. [52] optimize this primal SDP formulation to obtain \(\text{opt}_{\text{prior-sdp}}\). By strong duality, \(\text{opt}_{\text{prior-sdp}}\) matches the optimum of the dual problem obtained.
via the Lagrangian relaxation of the SDP. In terms of the quantities $g, H$ that we defined in this work ((3) and (4)), we have

$$\text{opt}_{\text{prior-sdp}} = \min_{\lambda \geq 0} \max_{\text{diag}(P) \leq 1, P[1] = 1, P \geq 0} \mathcal{L}_{\text{prior-sdp}}(P, \lambda)$$

(21)

$$= \min_{\lambda \geq 0} \max_{\text{diag}(P) \leq 1, P[1] = 1, P \geq 0} c(\lambda) + g(\lambda)^\top P[x] + \frac{1}{2} \langle H(\lambda), P[x] \rangle.$$  

(22)

By redefining matrix $P$ as $X$, from (19) and (21), we have $\text{opt}_{\text{sdp}} = \text{opt}_{\text{lagAlt}}$. From (16), we have $\text{opt}_{\text{sdp}} = \text{opt}_{\text{lagAlt}}$ and hence proved that the optimal solution of our formulation matches that of prior work [52] when using the same quadratic constraints as used in [52]. In other words, our reformulation that allows for a subgradient based memory efficient solver does not introduce additional looseness over the original formulation that uses a memory inefficient interior point solver.

A.5 Regularization of $\kappa$ via alternate dual formulation

In Section 5.3, we describe that it can be helpful to regularize $\kappa_{1:n}$ towards 0. This is motivated by the following proposition:

**Proposition 3.** The optimal value $\text{opt}$ is upper-bounded by the alternate dual problem

$$\text{opt} \leq \min_{\lambda, \kappa \geq 0} c(\lambda) + \frac{1}{2} \kappa_0 \text{ s.t. } \begin{pmatrix} \kappa_0 & -g(\lambda) \\ -g(\lambda) & -H(\lambda) \end{pmatrix} \succeq 0$$

(23)

Further, for any feasible solution $\lambda, \kappa_0$ for this dual problem, we can obtain a corresponding solution to $\text{opt}_{\text{relax}}$ with $\lambda, \kappa_0, \kappa_{1:n} = 0, \kappa = (\kappa_0, \kappa_{1:n})$, such that $f(\lambda, \kappa) = f(\lambda, \kappa_0)$.

**Proof.** We begin with the Lagrangian dual

$$\text{opt} \leq \text{opt}_{\text{lagAlt}} := \min_{\lambda \geq 0} \max_x c(\lambda) + x^\top g(\lambda) + \frac{1}{2} x^\top H(\lambda) x.$$  

(24)

Note that this is exactly the dual from Equation (4), without the bound constraints on $x$ in the inner maximization. In other words, whereas Equation (4) encodes the bound constraints into both the Lagrangian and the inner maximization constraints, in Equation 24, the bound constraints are encoded in the Lagrangian only.

The inner maximization can be solved in closed form, and is maximized for $x = -H(\lambda)^{-1}g(\lambda)$, yielding

$$\text{opt}_{\text{lagAlt}} = \min_{\lambda \geq 0} c(\lambda) - \frac{1}{2} g(\lambda)^\top H(\lambda) g(\lambda).$$

(25)

We can then reformulate using Schur complements:

$$\text{opt}_{\text{lagAlt}} = \min_{\lambda \geq 0, \kappa_0} c(\lambda) + \frac{1}{2} \kappa_0 \text{ s.t. } \kappa_0 \geq -g(\lambda) H(\lambda)^{-1} g(\lambda)$$

(26a)

$$= \min_{\lambda \geq 0, \kappa_0} c(\lambda) + \frac{1}{2} \kappa_0 \text{ s.t. } \tilde{M}(\lambda) \succeq 0$$

(26b)

$$\tilde{M}(\lambda) = \begin{pmatrix} \kappa_0 & -g(\lambda) \\ -g(\lambda)^\top & -H(\lambda) \end{pmatrix}.$$  

(26c)

To see that this provides a corresponding solution to $\text{opt}_{\text{relax}}$, we note that when $\tilde{M} \succeq 0$, the choice $\kappa = (\kappa_0, \kappa_{1:n}), \kappa_{1:n} = 0$ makes $\text{diag}(\kappa) - \tilde{M}(\lambda) = \tilde{M}(\lambda)$, and so $\lambda_{\text{min}}[\text{diag}(\kappa) - \tilde{M}(\lambda)] = 0$. Thus, for any solution $\lambda, \kappa_0$, we have $f(\lambda, \kappa) = f(\lambda, \kappa_0) = c(\lambda) + \frac{1}{2} \kappa_0$.

**Remark.** Proposition 3 indicates that regularizing $\kappa_{1:n}$ towards 0 corresponds to solving the alternate dual formulation $\text{opt}_{\text{lagAlt}}$, which does not use bound constraints for the inner maximization. In this case, the role of $\kappa_{1:n}$ and $\kappa$ is slightly different: even in the case when $\kappa_{1:n}$ is clamped to 0, the bound-constrained formulation allows an efficient projection operator, which in turn provide efficient anytime bounds.
A.6 Informal comparison to standard maximum eigenvalue formulation

Our derivation for Proposition 1 is similar to maximum eigenvalue formulations for dual SDPs – our main emphasis is that when applied to neural networks, we can use autodiff and implicit matrix-vector products to efficiently compute subgradients.

We also mention here a minor difference in derivations for convenience of readers. The common derivation for these maximum eigenvalue formulations starts with an SDP primal under the assumption that all feasible solutions for the matrix variable $X$ have fixed trace. This trace assumption plays an analogous role to our interval constraints in the QCQP (12). These interval constraints also imply a trace constraint ($\text{diag}(X) \leq 1$ implies $\text{tr}(X) \leq N + 1$), but the interval constraints also allow us to use $\kappa$ to smooth the optimization. Without $\kappa$, any positive eigenvalues of $M(\lambda)$ cause large spikes in the objective – simplifying the objective $f(\lambda, \kappa)$ in (5) reveals the term $(N + 1)\lambda_{\max}(M(\lambda))$ which grows linearly with $N$. As expected, this term also appears in these other formulations [25, 42].

A.7 Proof of Proposition 2

**Proposition 2.** For any choice of $\lambda$ satisfying $H(\lambda) = 0$, the optimal choice $\kappa_{\text{opt}}(\lambda)$ is given by

$$\kappa_{\text{opt}} = \sum_{i=1}^{n} |g(\lambda)|_i ; \kappa_{1:n} = |g(\lambda)|$$

where we have divided $\kappa = [\kappa_0; \kappa_{1:n}]$ into a leading scalar $\kappa_0$ and a vector $\kappa_{1:n}$.

**Proof.** We use the dual expression from Equation (14):

$$\text{opt}_{\text{sdp}} = \min_{\lambda, \kappa \geq 0} c(\lambda) + \frac{1}{2} \kappa^T \mathbf{1} \text{ s.t. } \text{diag}(\kappa) - M(\lambda) \succeq 0.$$ 

Notice that by splitting $\kappa$ into its leading component $\kappa_0$ (a scalar) and the subvector $\kappa_{1:n} = [\kappa_1, \ldots, \kappa_n]$ (a vector of the same dimension as $x$), the constraint between $\kappa, \lambda$ evaluates to

$$\text{diag}(\kappa) - M(\lambda) = \begin{pmatrix} \kappa_0 \\ g(\lambda) \\ \text{diag}(\kappa_{1:n}) \end{pmatrix} \succeq 0$$

Using Schur complements, we can rewrite the PSD constraint as

$$\left(\text{diag}(\kappa) - M(\lambda)\right) \succeq 0 \iff \kappa_0 \geq \sum_{i \geq 1} \kappa_i^{-1} (g(\lambda))_i^2$$

Since the objective is monotonically increasing in $\kappa_0$, the optimal choice for $\kappa_0$ is the lower bound above $\kappa_0 \geq \sum_{i \geq 1} \kappa_i^{-1} (g(\lambda))_i^2$. Given this choice, the objective in terms of $\kappa_{1:n}$ becomes

$$\sum_{i \geq 1} \kappa_i \frac{(g(\lambda))_i^2}{\kappa_i}$$

By the AM-GM inequality, the optimal choice for the remaining terms $\kappa_{1:n}$ is then $\kappa_{1:n} = |g(\lambda)|$. 

B Experimental details

B.1 Verifying Adversarial Robustness: Training and Hyperparameter Details

**Optimization details.** We perform subgradient descent using the Adam [27] update rule for MLP experiments, and RMSProp for CNN experiments. We use an initial learning rate of $1e^{-3}$, which we anneal twice by 10. We use 15K optimization steps for all MLP experiments, 60K for CNN experiments on MNIST, and 150K on CIFAR-10. All experiments run on a single P100 GPU.
Adaptive learning rates  For MLP experiments, we use an adaptive learning rate for dual variables associated with the constraint $x_{i+1} \leq x_i - L_i(x_i)$, as mentioned in Section 5.3. In early experiments for MLP-Adv, we observed very sharp curvature in the dual objective with respect to these variables – the gradient has values on the order of $1 \times 10^{-3}$ while the solution at convergence has values on the order of $1 \times 10^{-2}$. Thus, for all MLP experiments, we decrease learning rates associated with these variables by a $10^8$ factor. While SDP-FO produced meaningful bounds even without this adjustment, we observed that this makes optimization significantly more stable for MLP experiments. This adjustment was not necessary for CNN experiments.

Training Modes  We conduct experiments on networks trained in three different modes. Nor indicates the network was trained only on unperturbed examples, with the standard cross-entropy loss. Adv networks use adversarial training [38]. Mix networks average the adversarial and normal losses, with equal weights on each. We find that Mix training, while providing a significant improvement in test-accuracy, renders the model less verifiable (across verification methods) than training only with adversarial examples.

The suffix -4 in the network name (e.g. CNN-A-Mix-4) indicates networks trained with the large perturbation radius $\epsilon_{\text{train}} = 4.4/255$. We find that using larger $\epsilon_{\text{train}}$ implicitly facilitates verification at smaller $\epsilon$ (across verification methods), but is accompanied by a significant drop in clean accuracy. For all other networks, we choose $\epsilon_{\text{train}}$ to match the evaluation $\epsilon$: i.e. generally $\epsilon = 0.1$ on MNIST and $\epsilon = 2.2/255$ on CIFAR-10 (which slightly improves adversarial robustness relative to $\epsilon = 2/255$ as reported in [22]).

Pre-trained networks  For the networks MLP-LP, MLP-SDP, MLP-Adv, we use the trained parameters from [52], and for the networks MLP-Nor, MLP-Adv-B we use the trained parameters from [55].

Model Architectures  Each model architecture is associated with a prefix for the network name. Table 2 summarizes the CNN model architectures. The MLP models are taken directly from [52, 55] and use fully-connected layers with ReLU activations. The number of neurons per layer is as follows: MLP-Adv 784-200-100-50-10, MLP-LP/MLP-SDP 784-500-10, MLP-B/MLP-Nor 784-100-100-10.

| Model | CNN-A | CNN-B |
|-------|-------|-------|
| Architecture | CONV 16 4x4+2 | CONV 32 5x5+2 |
| | CONV 32 4x4+1 | CONV 128 4x4+2 |
| | FC 100 | FC 250 |
| | FC 10 | FC 10 |

Table 2: Architecture of CNN models used on MNIST and CIFAR-10. Each layer (except the last fully connected layer) is followed by ReLU activations. CONV $T \times W \times H + S$ corresponds to a convolutional layer with $T$ filters of size $W \times H$ with stride of $S$ in both dimensions. FC $T$ corresponds to a fully connected layer with $T$ output neurons.

B.2 Verifying VAEs

Architecture Details  We train a VAE on the MNIST dataset with the architecture detailed in Table 3.

| Encoder | Decoder |
|---------|---------|
| FC 512  | FC 1568 |
| FC 512  | CONV-T 32 3x3+2 |
| FC 512  | CONV-T 3x3+1 |
| FC 16   |         |

Table 3: The VAE consists of an encoder and a decoder, and the architecture details for both the encoder and the decoder are provided here. CONV-T $T \times W \times H + S$ corresponds to a transpose convolutional layer with $T$ filters of size $W \times H$ with stride of $S$ in both dimensions.
Figure 3: Two digits from the MNIST data set, and the corresponding images when perturbed with Gaussian noise, whose squared $\ell_2$-norm is equal to the threshold ($\tau = 40.97$). $\tau$ corresponds to threshold on the reconstruction error used in equation (7).

Optimization details. We perform subgradient descent using RMSProp with an initial learning rate of $1e-3$, which we anneal twice by 10. All experiments run on a single P100 GPU, and each verification instance takes under 7 hours to run.

Computing bounds on the reconstruction loss based on interval bound propagation. Interval bound propagation lets us compute bounds on the activations of the decoder, given bounded $l_\infty$ perturbations in the latent space of the VAE. Given a lower bound $lb$ and an upper bound $ub$ on the output of the decoder, we can compute an upper bound on the reconstruction error $\|s - \hat{s}\|_2$ over all valid latent perturbations as $\|\max(|ub - s|, |s - lb|)\|_2$, where $\max$ represents the element-wise maximum between the two vectors. We visualize images perturbed by noise corresponding to the threshold $\tau$ on the reconstruction error in Section 6.2 in Figure 3.

C Additional results

C.1 Detailed comparison to off-the-shelf solver

Setup. We isolate the impact of optimization by comparing performance to an off-the-shelf solver with the same SDP relaxation. For this experiment, we use the MLP-Adv network from [51], selecting quadratic constraints to attain an equivalent relaxation to [51]. We compare across 10 random examples, using the target label with the highest loss under a PGD attack, i.e. the target label closest to being misclassified. For each example, we measure $\Phi_{\text{PGD}}$, $\Phi_{\text{SDP-IP}}$, and $\Phi_{\text{SDP-FO}}$, where $\Phi$ and $\Phi$ are as defined in Section 6.1. Since the interior point method used by MOSEK can solve SDPs exactly for small-scale problems, this allows analyzing looseness incurred due to the relaxation vs. optimization. In particular, $\Phi_{\text{SDP-IP}} - \Phi_{\text{PGD}}$ is the relaxation gap, plus any suboptimality for PGD, while $\Phi_{\text{SDP-FO}}$ is the optimization gap due to inexactness in the SDP-FO dual solution.

Results. We observe that SDP-FO converges to a near-optimal dual solution in all 10 examples. This is shown in Figure 4. Quantitatively, the relaxation gap $\Phi_{\text{SDP-IP}} - \Phi_{\text{PGD}}$ has a mean of 0.80 (standard deviation 0.22) over the 10 examples, while the optimization gap $\Phi_{\text{SDP-IP}} - \Phi_{\text{SDP-FO}}$ has a mean of 0.10 (standard deviation 0.07), roughly 8× smaller. Thus, SDP-FO presents a significantly more scalable approach, while sacrificing little in precision for this network.

Remark. While small-scale problems can be solved exactly with second-order interior point methods, these approaches have poor asymptotic scaling factors. In particular, both the SDP primal and dual problems involve matrix variables with number of elements quadratic in the number of network activations $N$. Solving for the KKT stationarity conditions (e.g. via computing the Cholesky decomposition) then requires memory $O(N^4)$. At a high-level, SDP-FO uses a first-order method to save a quadratic factor, and saves another quadratic factor through use of iterative algorithms to avoid materializing the $M(\lambda)$ matrix. SDP-FO achieves $O(Nk)$ memory usage, where $k$ is the number of Lanczos iterations, and in our experiments, we have found $k \ll N$ suffices for Lanczos convergence.
Figure 4: Comparison to off-the-shelf solver. For 10 examples on MNIST, we plot the verified upper bound on $\phi_x$ against the adversarial lower bound (using a single target label for each), comparing SDP-FO to the optimal SDP bound found with SDP-IP (using MOSEK). In all cases, the SDP-FO bound is very close to the SDP-IP bound, demonstrating that SDP-FO converges to a near-optimal dual solution. Note that in many cases, the scatter points for SDP-FO and SDP-IP are directly overlapping due to the small gap.

C.2 Investigation of relaxation tightness for MLP-Adv

Setup The discussion above in Appendix C.1 suggests that SDP-FO is a sufficiently reliable optimizer so that the main remaining obstacle to tight verification is tight relaxations. In our main experiments, we use simple interval arithmetic [39, 23] for bound propagation, to match the relaxation in [51]. However, by using CROWN [70] for bound propagation, we can achieve a tighter relaxation.

Results Using CROWN bounds in place of interval arithmetic bounds improves the overall verified accuracy from $83.0\%$ to $91.2\%$. This closes most of the gap to the PGD upper bound of $93.4\%$. For this model, while the SDP relaxation still yields meaningful bounds when provided very loose initial bounds, the SDP relaxation still benefits significantly from tighter initial bounds. More broadly, this suggests that SDP-FO provides a reliable optimizer, which combines naturally with development of tighter SDP relaxations.

C.3 Verifying Adversarial Robustness: Additional Results

Table 4 provides additional results on verifying adversarial robustness for different perturbation radii and training modes. Here, we consider perturbations and training-modes not included in Table 1. We find that across settings, SDP-FO outperforms the LP-relaxation.

| Dataset   | Epsilon | Model  | Training Epsilon | Accuracy Nominal | Accuracy PGD | Verified Accuracy SDP-FO (Ours) | Verified Accuracy LP |
|-----------|---------|--------|------------------|------------------|--------------|----------------------------------|----------------------|
| MNIST     | $\epsilon = 0.3$ | CNN-A-Adv | $\epsilon_{\text{train}} = 0.3$ | 98.6%         | 80.0%        | 43.4%                            | 0.2%                 |
| CIFAR-10  | $\epsilon = 2^{5/5}$ | CNN-A-Adv | $\epsilon_{\text{train}} = 2^{5/5}$ | 68.7%         | 53.8%        | 39.6%                            | 5.8%                 |
|           | $\epsilon = 8^{5/5}$ | CNN-A-Adv-4 | $\epsilon_{\text{train}} = 8^{5/5}$ | 56.4%         | 49.4%        | 40.0%                            | 38.9%                |
|           | $\epsilon = 2^{5/5}$ | CNN-A-Adv | $\epsilon_{\text{train}} = 2^{5/5}$ | 46.9%         | 30.6%        | 18.0%                            | 3.8%                 |
|           | $\epsilon = 8^{5/5}$ | CNN-A-Mix | $\epsilon_{\text{train}} = 8^{5/5}$ | 56.7%         | 26.4%        | 9.0%                             | 0.1%                 |

Table 4: Comparison of verified accuracy across various networks and perturbation radii. All SDP-FO numbers computed on the first 100 test set examples, and numbers for LP on the first 1000 test set examples. The perturbations and training-modes considered here differ from those in Table 1. For all networks, SDP-FO outperforms the LP-relaxation baseline.

C.4 Comparison between Lanczos and exact eigendecomposition

All final numbers we report use the minimum eigenvalue from an exact eigendecomposition (we use the eigh routine available in SciPy [62]). However, the exact decomposition is far too expensive to
use during optimization. On all networks we studied, Lanczos provides a reliable surrogate, while using dramatically less computation. For example, for CNN-A-Mix, the average gap between the exact and Lanczos dual bounds – the values of Equation (5) using the true $\lambda_{\text{min}}$ compared to the Lanczos approximation of $\lambda_{\text{min}}$) – is 0.14 with standard deviation 0.07. This gap is small compared to the overall gap between the verified upper and adversarial lower bounds, which has mean 0.60 with standard deviation 0.22. We observed similarly reliable Lanczos performance across models, for both image classifier and VAE models in Sections 6.1 and 6.2.

At the same time, Lanczos is dramatically faster than the exact eigendecomposition: roughly 0.1 seconds (using 200 Lanczos iterations) compared to 5 minutes. For the VAE model, this gap is even larger: roughly 0.2 seconds compared to 2 hours. For even larger models, it may be infeasible to compute the exact eigendecomposition even once. Although unnecessary in our current work, high-confidence approximation bounds for eigenvectors and associated eigenvalues from Lanczos can be applied in such cases [31, 46].