Abstract

The paper evaluates the power of best-first search over AND/OR search spaces for solving the Most Probable Explanation (MPE) task in Bayesian networks. The main virtue of the AND/OR representation of the search space is its sensitivity to the structure of the problem, which can translate into significant time savings. In recent years depth-first AND/OR Branch-and-Bound algorithms were shown to be very effective when exploring such search spaces, especially when using caching. Since best-first strategies are known to be superior to depth-first when memory is utilized, exploring the best-first control strategy is called for. The main contribution of this paper is in showing that a recent extension of AND/OR search algorithms from depth-first Branch-and-Bound to best-first is indeed very effective for computing the MPE in Bayesian networks. We demonstrate empirically the superiority of the best-first search approach on various probabilistic networks.

1 INTRODUCTION

Belief networks [1] are a class of graphical models that provide a formalism for reasoning about partial beliefs under conditions of uncertainty. They are defined by a directed acyclic graph over nodes representing random variables of interest. The arcs signify the existence of direct causal influences between linked variables quantified by conditional probabilities that are attached to each cluster of parent-child nodes in the network. The Most Probable Explanation (MPE) task in belief networks calls for finding a complete assignment to the variables having maximum probability, given the evidence. It is typically tackled with either inference or search algorithms [1, 2, 3].

The AND/OR search space for graphical models [4] is a framework for search that is sensitive to the independencies in the model, often resulting in reduced search spaces. The impact of the AND/OR search to optimization in graphical models and in particular to the MPE task was explored in recent years focusing exclusively on depth-first search.

The AND/OR Branch-and-Bound first introduced by [3] traverses the AND/OR search tree in a depth-first manner. The memory intensive Branch-and-Bound algorithm [5] explores an AND/OR search graph, rather than a tree, by caching previously computed results and retrieving them when the same subproblems are encountered again. The depth-first AND/OR search algorithms were shown to outperform dramatically state-of-the-art Branch-and-Bound algorithms searching the traditional OR space.

In a recent paper [6] we introduced best-first AND/OR search algorithms for solving 0-1 Integer Programming problems, and demonstrated that, given enough memory, they are superior to Branch-and-Bound algorithms we developed earlier [7]. Subsequently, in [8] we extended this approach for Weighted CSP (WCSP) problems when using best-first AND/OR search guided by bounded mini-bucket heuristics. We demonstrated, again, that the best-first algorithms are more efficient than their Branch-and-Bound counterparts for various hard WCSP benchmarks.

In this paper we shift our attention to probabilistic networks, focusing on the MPE tasks. The extension of best-first AND/OR search from WCSP to Bayesian networks is straightforward. Hence, the main contribution of the current paper is in its empirical evaluation of the scheme over a wide range of probabilistic networks, including random networks, coding networks as well as hard instances from genetic linkage analysis. We show that this class of algorithms improves on the most competitive complete MPE solvers, thus it can potentially push the landmark of computation further, assuming memory is available.

The paper is organized as follows. Section 2 gives background on belief networks and AND/OR search spaces. Section 3 describes the best-first AND/OR search algorithm. Section 4 presents an extensive empirical evaluation and Section 5 concludes.
2 BACKGROUND

2.1 Belief Networks

**Definition 1 (belief network)** A belief (or Bayesian) network is a quadruple \( P = (X, D, F) \), where \( X = \{X_1, ..., X_n\} \) is a set of variables over multi-valued domains \( D = \{D_1, ..., D_n\} \). Given a directed acyclic graph \( \text{DAG} \) over \( X \) as nodes, \( F = \{P_i\} \), where \( P_i = \{P(X_i | pa(X_i))\} \) are conditional probability tables (CPTs for short) associated with each variable \( X_i \), and \( pa(X_i) \) are the parents of \( X_i \) in the acyclic graph \( \text{DAG} \). A belief network represents a joint probability distribution over \( X \), \( P(x_1, ..., x_n) = \prod_{i=1}^{n} P(x_i | x_{pa}(X_i)) \). An evidence set \( e \) is an instantiated subset of variables. The moral graph (or primal graph) of a belief network is the undirected graph obtained by connecting the parent nodes of each variable and eliminating direction.

A common optimization query over belief networks is finding the Most Probable Explanation (MPE), namely, finding a complete assignment to all variables having maximum probability, given the evidence. A generalization of the MPE query is Maximum a Posteriori Hypothesis (MAP), which calls for finding the most likely assignment to a subset of hypothesis variables, given the evidence.

**Definition 2 (most probable explanation)** Given a belief network and evidence \( e \), the Most Probable Explanation (MPE) task is to find an assignment \( \langle x_1^e, ..., x_n^e \rangle \) such that: \( P(x_1^e, ..., x_n^e) = \max_{X_1, ..., X_n} \prod_{k=1}^{n} P(X_k | pa(X_k), e) \).

The MPE task appears in applications such as diagnosis, abduction and explanation. For example, given data on clinical findings, MPE can postulate on a patient’s probable afflictions. In decoding, the task is to identify the most likely message transmitted over a noisy channel given the observed output.

2.2 AND/OR Search Spaces for Graphical Models

The common way to solve the MPE task in belief networks is by search, namely to instantiate variables, following a static or dynamic variable ordering. In the simplest case, this process defines an OR search tree, whose nodes represent partial assignments. This search space does not capture the structure of the underlying graphical model. However, to remedy this problem, AND/OR search spaces for graphical models were recently introduced by [4]. They are defined using a backbone pseudo-tree [9].

**Definition 3 (pseudo-tree)** Given an undirected graph \( G = (V, E) \), a directed rooted tree \( T = (V, E') \) defined on all its nodes is called pseudo-tree if any arc of \( G \) which is not included in \( E' \) is a back-arc, namely it connects a node to an ancestor in \( T \).

**AND/OR Search Trees** Given a belief network \( P = (X, D, F) \), its primal graph \( G \) and a pseudo-tree \( T \) of \( G \), the associated AND/OR search tree, denoted \( S_T \), has alternating levels of OR nodes and AND nodes. The OR nodes are labeled \( X_i \) and correspond to the variables. The AND nodes are labeled \( \langle X_i, x_i \rangle \) and correspond to value assignments in the domains of the variables. The root of the AND/OR search tree is an OR node, labeled with the root of the pseudo-tree \( T \).

The children of an OR node \( X_i \) are AND nodes labeled with assignments \( \langle X_i, x_i \rangle \), consistent along the path from the root, \( \text{path}(X_i, x_i) = (\langle X_1, x_1 \rangle, ..., \langle X_{i-1}, x_{i-1} \rangle) \). The children of an AND node \( \langle X_i, x_i \rangle \) are OR nodes labeled with the children of variable \( X_i \) in \( T \). Semantically, the OR states represent alternative solutions, whereas the AND states represent problem decomposition into independent subproblems, all of which need be solved. When the pseudo-tree is a chain, the AND/OR search tree coincides with the regular OR search tree.

A solution tree \( \text{Sol}_{S_T} \) of \( S_T \) is an AND/OR subtree such that: (i) it contains the root of \( S_T \); (ii) if a nonterminal AND node \( n \in S_T \) is in \( \text{Sol}_{S_T} \) then all its children are in \( \text{Sol}_{S_T} \); (iii) if a nonterminal OR node \( n \in S_T \) is in \( \text{Sol}_{S_T} \) then exactly one of its children is in \( \text{Sol}_{S_T} \).

**Example 1** Figures 1(a) and 1(b) show a belief network and its pseudo-tree together with the back-arcs (dotted lines). Figure 1(c) shows the AND/OR search tree based on the pseudo-tree, for bi-valued variables.

**Weighted AND/OR Search Trees** The arcs from OR nodes \( X_i \) to AND nodes \( \langle X_i, x_i \rangle \) in the AND/OR search
DEFINITION 4 (weight) The weight \( w(n, m) \) of the arc from the OR node \( n = X_i \) to the AND node \( m = \langle X_i, x_i \rangle \) is the product of all the CPTs whose scope includes \( X_i \) and is fully assigned along path \((X_i, x_i)\), evaluated at the values along the path.

Given a weighted AND/OR search tree, each node can be associated with a value [4].

DEFINITION 5 (value) The value \( v(n) \) of a node \( n \in S_T \) is defined recursively as follows: (i) if \( n = \langle X_i, x_i \rangle \) is a terminal AND node then \( v(n) = 1 \); (ii) if \( n = \langle X_i, x_i \rangle \) is an internal AND node then \( v(n) = \prod_{m \in \text{succ}(n)} v(m) \); (iii) if \( n = X_i \) is an internal OR node then \( v(n) = \max_{m \in \text{succ}(n)} (w(n, m) \cdot v(m)) \), where \( \text{succ}(n) \) are the children of \( n \) in \( S_T \).

It easy to see that the value \( v(n) \) of a node in the AND/OR search tree \( S_T \) is the most probable explanation of the subproblem rooted at \( n \), subject to the current variable instantiation along the path from the root to \( n \). If \( n \) is the root of \( S_T \), then \( v(n) \) is the most probable explanation value of the initial problem (see [3, 4] for more details).

AND/OR Search Graphs The AND/OR search tree may contain nodes that root identical subtrees (in particular, subproblems with identical optimal solutions) which can be unified. When unifiable nodes are merged, the search tree becomes a graph and its size becomes smaller. Some unifiable nodes can be identified based on their contexts.

DEFINITION 6 (context) Given a belief network and the corresponding AND/OR search tree \( S_T \) relative to a pseudo-tree \( T \), the context of any AND node \( \langle X_i, x_i \rangle \in S_T \), denoted by \( \text{context}(X_i) \), is defined as the set of ancestors of \( X_i \) in \( T \), including \( X_i \), that are connected to descendants of \( X_i \).

It is easy to verify that any two nodes having the same context represent the same subproblem. Therefore, we can solve \( P_i(X_i, x_i) \), the subproblem rooted at \( \langle X_i, x_i \rangle \), once and use its optimal solution whenever the same subproblem is encountered again.

The context-minimal AND/OR search graph based on a pseudo-tree \( T \), denoted \( G_T \), is obtained from the AND/OR search tree by merging all the AND nodes that have the same context. It can be shown [4] that the size of the largest context is bounded by the induced width \( w^* \) of the problem’s primal graph.

THEOREM 2.1 (complexity) The complexity of any search algorithm traversing a context-minimal AND/OR search graph (by context-based caching) is time and space \( O(\exp(w^*)) \), where \( w^* \) is the induced width of the underlying pseudo-tree [4].

EXAMPLE 2 Consider the context-minimal AND/OR search graph in Figure 1(d) of the pseudo-tree from Figure 1(b) (the square brackets indicate the context of the variables). Its size is far smaller than that of the AND/OR tree from Figure 1(c) (16 nodes vs. 36 nodes).

2.3 Searching the AND/OR Search Space

Recently, depth-first AND/OR Branch-and-Bound (AOBB) search algorithms that explore the context-minimal AND/OR search graph via full caching were shown to be highly effective for solving the MPE task in belief networks [3, 5]. The efficiency of these algorithms also depends on the accuracy of a static heuristic function which can be either pre-compiled or generated during search for each node in the search space. Furthermore, we showed [3] that AOBB can improve its guiding heuristic function dynamically, by learning from portions of the search space that were already explored. This updated dynamic heuristic evaluation function is guaranteed to be tighter than the static one [3], and therefore it can prune the search space more effectively. The primary static heuristic function we experimented with, especially in the context of the MPE task was the mini-bucket heuristic [2].

The Mini-bucket Heuristics is a general scheme for generating heuristic estimates for search that has been investigated in recent years, especially in the context of belief networks [2, 3, 5]. The scheme is parameterized by the mini-bucket \( i \)-bound which controls the trade-off between heuristic strength and its computational overhead. The heuristics can be pre-compiled from the augmented bucket structure processed by the Mini-Bucket algorithm. When compiled before search they are referred to as static mini-buckets (hereafter denoted by SMB) and they were shown to be very powerful, especially for relatively large values of the \( i \)-bound. When the mini-bucket heuristics are computed dynamically during search, referred to as dynamic mini-buckets (DMB) they are generally more accurate than the static ones. However, due to their computational overhead, they were shown to be cost effective only for relatively small \( i \)-bounds.

3 BEST-FIRST AND/OR SEARCH

In this section we direct our attention to a best-first rather than depth-first control strategy for traversing the context-minimal AND/OR graph and describe a best-first AND/OR search algorithm for solving the MPE task in belief networks. The algorithm uses similar amounts of memory as the depth-first AND/OR Branch-and-Bound with full caching and therefore the comparison is warranted.
Algorithm 1: AOBF

Data: A belief network $P = \langle X, D, F \rangle$, pseudo-tree $T$, root $s$.

Result: Most Probable Explanation of $P$.

1. Create explicit graph $G'_T$, consisting solely of the start node $s$. Set $v(s) = h(s)$.
2. until $s$ is labeled SOLVED, do:
   (a) Compute a partial solution tree by tracing down the marked arcs in $G'_T$ from $s$ and select any nonterminal tip node $n$.
   (b) Expand node $n$ and add any new successor node $n_i$ to $G'_T$. For each new node $n_i$, set $v(n_i) = h(n_i)$. Label SOLVED any of these successors that are terminal nodes.
   (c) Create a set $S$ containing node $n$.
3. return $v(s)$.

Best-First Search  Best-first search is a search algorithm which optimizes breath-first search by expanding the node whose heuristic evaluation function is the best among all nodes encountered so far. Its main virtue is that it never expands nodes whose cost is beyond the optimal one, unlike depth-first search algorithms, and therefore is superior among memory intensive algorithms employing the same heuristic evaluation function [10].

Best-First AND/OR Graph Search  Our best-first AND/OR graph search algorithm, denoted by AOBF, that traverses the context-minimal AND/OR search graph is described in Algorithm 1. It specializes Nilsson’s AO* algorithm [11] to AND/OR spaces in graphical models, in particular to finding the MPE in belief networks.

The algorithm maintains a frontier of partial solution trees found so far, and interleaves forward expansion of the best partial solution tree with a cost revision step that updates estimated node values. First, a top-down, graph-growing operation (step 2.a) finds the best partial solution tree by tracing down through the marked arcs of the explicit AND/OR search graph $G'_T$. These previously computed marks indicate the current best partial solution tree from each node in $G'_T$. One of the nonterminal leaf nodes $n$ of this best partial solution tree is then expanded, and a static heuristic estimate $h(n_i)$, overestimating $v(n_i)$, is assigned to its successors (step 2.b). The successors of an AND node $n = \langle x_i, x_j \rangle$ are $x_j$’s children in the pseudo-tree, while the successors of an OR node $n = x_j$ correspond to $x_j$’s domain values. Notice that when expanding an OR node, the algorithm does not generate AND children that are already present in the explicit search graph $G'_T$. All these identical AND nodes in $G'_T$ are easily recognized based on their contexts, so only pointers to the existing nodes are created.

The second operation in AOBF is a bottom-up, cost revision, arc marking, SOLVE-labeling procedure (step 2.c). Starting with the node just expanded $n$, the procedure revises its value $v(n)$ (using the newly computed values of its successors) and marks the outgoing arcs on the estimated best path to terminal nodes. This revised value is then propagated upwards in the graph. The revised cost $v(n)$ is an updated estimate of the most probable explanation probability of the subproblem rooted at $n$. If we assume the monotone restriction on $h$, the algorithm considers only those ancestors that root best partial solution subtrees containing descendants with revised values. The most probable explanation value of the initial problem is obtained when the root node $s$ is solved.

AOBF versus AOBB  We describe next the main differences between AOBF and AOBB search.

1. AOBF with the same heuristic function as AOBB is likely to expand the smallest number of nodes [10], but empirically this depends on how quickly AOBB will find an optimal solution.

2. AOBB is able to improve its heuristic function dynamically during search [3] based on the explicated portion of the search space, while AOBF may not because it uses only the static function $h(n)$, which can be precomputed or generated during search.

3. AOBB can use far less memory avoiding dead-caches for example (e.g., when the search graph is a tree), while AOBF has to keep the explicated search graph in memory prior to termination.

All the above points show that the relative merit of best-first vs depth-first over context-minimal AND/OR search spaces cannot be determined by the theory in [10] and empirical evaluation is essential.

4 EXPERIMENTS

We evaluate the performance of the best-first AND/OR search algorithm on the task of finding the Most Probable Explanation in belief networks [1]. We implemented our algorithms in C++ and ran all experiments on a 2.4GHz Pentium IV with 2GB of RAM.

We consider a class of best-first AND/OR search algorithms guided by the static and dynamic mini-bucket
heuristics. They are denoted by $A OB F + S M B ( i )$ and $A OB F + D M B ( i )$, respectively. We compare them against the depth-first AND/OR Branch-and-Bound algorithms with static/dynamic mini-bucket heuristics and full caching introduced in [5] and denoted by $A OB B + S M B ( i )$ and $A OB B + D M B ( i )$ respectively. The parameter $i$ represents the mini-bucket $i$-bound and controls the accuracy of the heuristic. All algorithms traverse the context-minimal AND/OR search graph and are restricted to a static variable ordering determined by the pseudo-tree. In our current implementation the AND/OR search algorithms do not exploit the determinism present in the networks by using any form of constraint propagation such as generalized arc-consistency or unit propagation.

For reference, we include results obtained with the SAMIAM 2.3.2 software package. SAMIAM is a public implementation of Recursive Conditioning [13] which can also be viewed as an AND/OR search algorithm.

We report the average CPU time in seconds ($t$) and number of nodes visited ($\#$), required for proving optimality of the solution. We also record the number of variables ($n$), number of evidence variables ($e$), the depth of the pseudo-trees ($h$) and the induced width of the graphs ($w^*$) obtained for the test instances. The pseudo-trees were generated using the min-fill heuristic, as described in [3]. All competing algorithms were allotted a 2GB memory limit. The best performance points are highlighted. In each table, "-/out" denotes that the respective algorithm exceeded the time/memory limit.

Random Belief Networks We have generated a class of random belief networks using the parametric model $(n, d, c, p)$ proposed in [2]. Figure 2 reports the average time results in seconds and number of nodes visited for 20 random instances of a network with $n = 120$ variables, domain size $d = 2$, $c = 110$ probability tables (CPTs) and $p = 2$ parents per CPT. The average induced width and pseudo-tree depth were 20 and 32, respectively. The mini-bucket $i$-bound ranged between 2 and 16.

When comparing the best-first versus the depth-first algorithms using static mini-bucket heuristics, we observe that $A OB F + S M B ( i )$ is better than $A OB B + S M B ( i )$ only for relatively small $i$-bounds (i.e., $i \in \{2, 3, 4\}$) which generate relatively weak heuristic estimates. As the $i$-bound increases and the heuristics become strong enough to cut the search space substantially, the difference between Branch-and-Bound and best-first search decreases, because Branch-and-Bound finds close to optimal solutions fast, and therefore will not explore solutions whose cost is below the optimum, like best-first search.

When looking at the algorithms using dynamic mini-bucket heuristics, we notice that $A OB F + D M B ( i )$ is slightly better than $A OB B + D M B ( i )$ only for the smallest reported $i$-bound, namely $i = 2$. This is because these heuristics are more accurate compared to the static ones, and the savings in number of nodes caused by best-first search do not transform into time savings as well. When comparing the static versus dynamic mini-bucket heuristic we observe that the latter is competitive only for relatively small $i$-bounds (i.e., $i \in \{2, 3, 4, 5, 6\}$). At higher levels of the $i$-bound, the accuracy of the dynamic heuristic does not outweigh its computational overhead. For this reason, in the remaining experiments we only consider the algorithms guided by pre-compiled mini-bucket heuristics.

Coding Networks For this domain we experimented with random coding networks from the class of linear block codes. They can be represented as 4-layer belief networks with $n$ nodes in each layer (i.e., the number of input bits). The second and third layers correspond to input information bits and parity check bits respectively. Each parity check bit represents an XOR function of the input bits. The first and last layers correspond to transmitted information and parity check bits respectively. Input information and parity check nodes are binary, while the output nodes are real-valued. Given a number of input bits $n$, number of parents $p$ for each XOR bit, and channel noise variance $\sigma^2$, a coding network structure is generated by randomly picking parents for each XOR node. Then we simulate an input signal by assuming a uniform random distribution of information bits, compute the corresponding values of the parity
check bits, and generate an assignment to the output nodes by adding Gaussian noise to each information and parity check bit.

Figure 3 displays the average time results in seconds for 20 random coding instances with $n = 128$ input bits, $p = 4$ parents for each XOR bit and channel noise variance $\sigma^2 \in \{0.22, 0.28, 0.32, 0.36\}$ (we omitted the number of nodes due to space limitations). The average induced width and depth of the pseudo-tree was 54 and 71, respectively. The mini-bucket $i$-bound varied between 10 and 20. We observe that $\text{AOBF+SMB}(i)$ is far better than $\text{AOBB+SMB}(i)$ for this domain. The difference in CPU time between the best-first and depth-first search approaches is more prominent on the hardest problem instances having higher channel noise variance (i.e., $\sigma^2 \in \{0.32, 0.36\}$), across all reported $i$-bounds. SAMIAM was not able to solve any of these problems due to exceeding the memory limit.

Grid Networks In grid networks, the nodes are arranged in an $n \times n$ square and each CPT is generated uniformly randomly. We experimented with problem instances developed by [14] for which $n$ ranged between 10 and 38, and $90\%$ of the CPTs were deterministic (i.e., constraints).

Table 1 shows detailed results for experiments with 8 grid networks of increasing difficulty. For each network $e$ nodes were picked randomly and instantiated as evidence. We notice again the superiority of $\text{AOBF+SMB}(i)$ over $\text{AOBB+SMB}(i)$, especially for relatively weak heuristic estimates which are generated at relatively small $i$-bounds.

For example, on $90-34-1$, one of the hardest instances, best-first search with the smallest reported $i$-bound ($i = 12$) finds the most probable explanation in about 8 minutes (495 seconds) while the depth-first Branch-and-Bound with the same heuristics exceeds the 1 hour time limit. The best performance point on this test instance is achieved for $i = 18$, where $\text{AOBF+SMB}(18)$ is 9 times faster than $\text{AOBB+SMB}(18)$ and explores a search space 23 times smaller. Notice that SAMIAM is able to solve relatively efficiently only the first 3 test instances and runs out of memory on the remaining ones.

Genetic Linkage Analysis The maximum likelihood haplotype problem in genetic linkage analysis is the task of finding a joint haplotype configuration for all members of the pedigree which maximizes the probability of data. It is equivalent to finding the most probable explanation of a belief network which represents the pedigree data [15].

Table 2 displays the results obtained for 12 hard linkage analysis networks\(^2\). For comparison, we include results obtained with SUPERLINK 1.6. SUPERLINK is currently one the most efficient solvers for genetic linkage analysis, is dedicated to this domain, uses a combination of variable elimination and conditioning, and takes advantage of the determinism in the network.

We observe again that $\text{AOBF+SMB}(i)$ is the best performing algorithm. For instance, on the p42 linkage instance, $\text{AOBF+SMB}(14)$ is 18 times faster than $\text{AOBB+SMB}(14)$.

\(^2\)http://bioinfo.cs.technion.ac.il/superlink/
### Table 1: CPU time in seconds and number of nodes visited for solving grid networks. Time limit 1 hour.

| pcd | n  | a  | w* | samland v. 2.3.2 | aOBBS+SMB(i) | aOBBS+SMB(ii) |
|-----|----|----|----|-----------------|--------------|--------------|
|     | i=8 | i=10 | i=12 | i=14 | i=16 | i=8 | i=10 | i=12 | i=14 | i=16 |
| p1  | 299 | 15  | 61  | 4.44 | 56.13 | 4.19 | 2.17 | 0.39 | 0.65 | 1.36 | 1.30 | 2.13 | 0.36 | 0.83 | 1.54 |
| p3  | 582 | 17  | 60  | 1.06 | 4.02 | 0.40 | 6.18 | 0.99 | 51.08 | 0.99 | 7.16 | 2.06 | 46.11 | 235.67 | 468.72 |
| p5  | 478 | 48  | 64  | 0.99 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 |
| p0  | 398 | 58  | 60  | 4.32 | 37.49 | 4.27 | 37.45 | 4.25 | 37.42 | 4.25 | 37.45 | 4.27 | 37.49 | 4.32 | 37.49 |
| p2  | 994 | 29  | 60  | 0.99 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 |
| p10 | 1015 | 51  | 53  | 1.06 | 4.02 | 0.40 | 6.18 | 0.99 | 51.08 | 0.99 | 7.16 | 2.06 | 46.11 | 235.67 | 468.72 |
| p5  | 581 | 48  | 64  | 0.99 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 |
| p9  | 1273 | 23  | 63  | 0.99 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 | 0.10 | 1.08 | 0.10 | 1.04 |
| p12 | 448 | 52  | 60  | 4.32 | 37.49 | 4.27 | 37.45 | 4.25 | 37.42 | 4.25 | 37.45 | 4.27 | 37.49 | 4.32 | 37.49 |

### Table 2: CPU time in seconds and number of nodes visited for genetic linkage analysis. Time limit 3 hours.

| ln  | n  | a  | w* | Samland v. 2.3.2 | aOBBS+SMB(i) | aOBBS+SMB(ii) |
|-----|----|----|----|-----------------|--------------|--------------|
|     | i=16 | i=18 | i=20 | i=22 | i=16 | i=18 | i=20 | i=22 |
| BN01 | 1153 | 46  | 100  | out | 1183.49 | 541.82 | 211.80 | 83.08 | 145.55 | 187.95 | 125.94 | 83.89 | 112.55 | 132.55 |
| BN03 | 1441 | 43  | 163  | out | 1177.53 | 151.17 | 151.17 | 151.17 | 151.17 | 124.45 | 138.86 | 49.76 | 22.66 | 14.94 |
| BN05 | 1441 | 41  | 163  | 67.74 | 133.28 | 38.81 | 80.64 | 157.83 | 27.25 | 36.75 | 51.20 | 75.53 | 158.17 |
| BN07 | 1441 | 47  | 169  | 34.77 | 21.17 | 45.20 | 90.35 | 144.20 | 12.60 | 19.25 | 45.89 | 90.19 | 144.20 |
| BN09 | 1441 | 45  | 169  | 69.33 | 33.47 | 8.18 | 16.40 | 12.07 | 16.30 | 11.04 | 4.35 | 5.61 | 4.79 |
| BN11 | 1441 | 45  | 169  | 69.33 | 33.47 | 8.18 | 16.40 | 12.07 | 16.30 | 11.04 | 4.35 | 5.61 | 4.79 |
| BN13 | 1441 | 49  | 164  | 237.96 | 56.66 | 94.36 | 78.74 | 180.94 | 36.22 | 22.20 | 43.56 | 69.91 | 121.24 |
| BN15 | 512 | 57  | 24  | out | 1798.57 | 15 37.18 | 34.67 | 51 763 38.08 | 94.20 | 20.45 | 16.54 | 11.64 | 16.53 |
| BN17 | 512 | 57  | 24  | out | 1798.57 | 15 37.18 | 34.67 | 51 763 38.08 | 94.20 | 20.45 | 16.54 | 11.64 | 16.53 |
| BN19 | 512 | 57  | 68  | 1540.29 | 1540.29 | 1540.29 | 1540.29 | 1540.29 | 201.67 | 135.00 | 215.59 | 622.49 |
| BN21 | 512 | 52  | 70  | 43.06 | 51.16 | - | 156.11 | - | 19.67 | 50.58 | 36.66 | 65.75 | 99.20 |
| BN23 | 512 | 52  | 70  | 43.06 | 51.16 | - | 156.11 | - | 19.67 | 50.58 | 36.66 | 65.75 | 99.20 |

### Table 3: CPU time in seconds and number of nodes visited for solving UAI’06. Time limit 30 minutes.

| Samland v. 2.3.2 | aOBBS+SMB(i) | aOBBS+SMB(ii) |
|-----------------|--------------|--------------|
| i=8 | i=10 | i=12 | i=14 | i=16 | i=8 | i=10 | i=12 | i=14 | i=16 |

...
and explores a search space 240 times smaller. On some instances (e.g., p1, p23, p30) the best-first search algorithm AOBF+SMB (i) is several orders of magnitude faster than SUPERLINK. The performance of SAMIAM was very poor on this dataset and it was able to solve only 2 instances.

**UAI’06 Evaluation Dataset** We also experimented with 10 belief networks from the UAI’06 Evaluation Dataset. We were not able to obtain the code from the other competitors (i.e., Teams 1 and 2) in the MPE evaluation, and therefore we only compare against AOBB and SAMIAM.

Table 3 displays a summary of the results. We observe that AOBF+SMB (i) is the best performing algorithm on this dataset. While on the first 6 instances AOBF+SMB (i) improves only slightly causing on average a 2.5 speed-up over AOBB+SMB (i), on the remaining 4 instances, the difference between best-first and depth-first search is more dramatic. For example, AOBF+SMB (18) solves the BN134 instance in less than 2 minutes, while AOBB+SMB (18) exceeds the 30 minute time limit. We notice that in some cases (e.g. BN127, BN129), especially for large mini-bucket i-bounds (e.g. i = 22) which generate very accurate heuristic estimates, the savings in number of nodes caused by AOBF+SMB (i) do not outweigh its overhead.

**Summary of experiments.** In summary, best-first AND/OR search with static/dynamic mini-bucket heuristics improves dramatically over depth-first AND/OR Branch-and-Bound search, especially for relatively weak heuristic estimates which are generated for relatively small mini-bucket i-bounds. This is significant because it allows the best-first search algorithms to push the landmark of computation further as the induced width of the problems increases.

**5 CONCLUSION**

In this paper we evaluated a best-first AND/OR search algorithm which extends the classic AO* algorithm and traverses a context-minimal AND/OR search graph for solving the MPE task in belief networks. The algorithm is guided by mini-bucket heuristics which can be either pre-compiled or assembled dynamically during search. The efficiency of the best-first AND/OR search approach compared to the depth-first AND/OR Branch-and-Bound search is demonstrated empirically on various random and real-world benchmarks, including the very challenging ones that arise in the field of genetic linkage analysis.

Our approach leaves room for further improvements. The space required by AOBF can be enormous, due to the fact that all the nodes generated by the algorithm have to be saved prior to termination. Therefore, AOBF can be extended to incorporate a memory bounding scheme similar to the one suggested in [16].
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