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ABSTRACT

We analyze the photometric information contained in individual pixels of galaxies in the Hubble Deep Field North (HDF-N) using a new technique, pixel-z, that combines predictions of evolutionary synthesis models with photometric redshift template fitting. Each spectral energy distribution template is a result of modeling of the detailed physical processes affecting gas properties and star formation efficiency. The criteria chosen to generate the spectral energy distribution templates is that of sampling a wide range of physical characteristics such as age, star formation rate, obscuration, and metallicity. A key feature of our method is the sophisticated use of error analysis to generate error maps that define the reliability of the template fitting on pixel scales and allow for the separation of the interplay among dust, metallicity, and star formation histories. This technique offers a number of advantages over traditional integrated color studies. As a first application, we derive the star formation and metallicity histories of galaxies in the HDF-N. Our results show that the comoving density of star formation rate, determined from the UV luminosity density of sources in the HDF-N, increases monotonically with redshift out to at least redshift of 5. This behavior can plausibly be explained by a smooth increase of the UV luminosity density with redshift coupled with an increase in the number of star-forming regions as a function of redshift. We also find that the information contained in individual pixels in a galaxy can be linked to its morphological history. Finally, we derive the metal enrichment rate history of the universe and find it in good agreement with predictions based on the evolving H i content of Lyα QSO absorption-line systems.
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1. INTRODUCTION

In recent years the photometric redshift technique has become a viable and cheap alternative to spectroscopic redshifts (Loh & Spillar 1986; Connolly et al. 1995b; Lanzetta, Yahil, & Fernández-Soto 1996; Gwyn & Hartwick 1996; Mobasher et al. 1996; Sawicki et al. 1997; Balzonella et al. 2000; Furusawa et al. 2000; Budavári et al. 2001; Fernández-Soto et al. 2001; Richards et al. 2001; Le Borgne & Rocca-Volmerange 2002). In all those cases where galaxies are too faint for spectroscopic studies, the photometric redshift technique remains the only practical way of estimating galaxy redshifts. With ongoing large multicolor observational programs such as the Sloan Digital Sky Survey and 2MASS, the photometric redshift technique will prove to be an even more powerful tool in interpreting these increasingly large and detailed data sets. The use of photometric redshifts will open the door to the study of multivariate distributions (such as the galaxy luminosity function) and may in fact provide statistical redshift distributions for any population of galaxies in any environment (Schmidt 2003).

Here we focus on what is perceived by many as a by-product of the photometric redshift technique, namely, the best-fitting spectral energy distribution (SED) template. This work takes as its starting point a new approach in the use of the photometric redshift technique that extends and expands its original purpose. Our motivation resides in recent technical and conceptual developments that make this new step possible. On one hand, the use of sophisticated training algorithms (Budavári et al. 2000) allows for a better interpretation of the intrinsic photometric properties of a sample. This step shifts the focus from the photometric redshift technique in itself to the actual properties of the sample. Second, deep surveys such as the Hubble Deep Fields5 (Williams at al. 1996, 2000) have stimulated the growth of ideas, new techniques, and “proof-of-concept” papers. One of these papers (Abraham et al. 1999, hereafter ABR99), focused on “exploring the resolved multicolor data
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for galaxies of known redshift using spectral-synthesis models,” thereby dramatically shifting the focus of the photometric redshift technique to the reliability of the template spectra used in the fitting.

Our work takes ABR99 as a starting point. However, instead of focusing as ABR99 did on the understanding of the relative ages of bulges and disks and the formation history of elliptical galaxies via spatially resolved colors, we focus on two direct enhancements of the ABR99 technique and two distinct applications:

1. Use of all available redshifts: ABR99’s sample was, at the time, the faintest statistically complete spectroscopic redshift sample currently available in the Hubble Deep Field North (HDF-N). We extend his sample by including not only the ~190 object in the HDF-N with measured spectroscopic redshifts, but all of the ~1500 galaxies detected in the HDF-N for which we will measure photometric redshifts. While this approach propagates the larger redshift uncertainties onto the measured properties of galaxies, the use of the original HDF-N passbands extended by the NICMOS data reduces the redshift uncertainty to more than acceptable levels $\sigma_z \approx 0.05$ (Connolly et al. 1997).

Furthermore, as we will show in § 4, Monte Carlo realizations of the photometric redshift uncertainty on all galaxies in the HDF-N with measured spectroscopic redshift show that the derived properties of galaxies are not adversely affected by uncertainties in redshift as large as $\sigma_z = 0.2$.

2. Wide template range: By extending the four-filter color approach of ABR99 to a six-filter 2160 template approach, we allow for a more detailed description of the individual characteristics of the object being compared to the set of templates. In particular, our description will allow for variations in age, dust content, metallicity, and star formation rate on a wide range of scales. As a consequence of this “redundant” approach, we will be able to resolve subtle differences within an individual galaxy’s stellar populations.

This is one of the goals of our approach. In addition, the large number of templates used will allow for a multivariate error analysis on a pixel-by-pixel level. This in turn will produce detailed error maps for each HDF-N galaxy. We will make use of such maps to assess the accuracy and the significance of the physical characteristics derived from each pixel’s SED.

3. Science from individual pixels: Each pixel can be regarded as the smallest “multicolor unit” available in the HDF-N. We will make use of the multicolor information for each of the pixels in a galaxy to constrain the relative ages for physically distinct subcomponents of the galaxy and determine their dust and metallicity content. As a byproduct, in § 2 we will also be able to determine which pixel, and hence which parts of a galaxy, are contributing to the estimate of the photometric redshift. This feature has the potential of being able to separate projected objects that are close only in angular distance.

4. Comoving density of star formation and metals: The comoving density of star formation and metallicity enrichment are calculated as a function of redshift using individual pixels in the HDF-N. We will compare the results obtained by other groups using standard techniques with our own approach. In addition, we will compute the luminosity function of galaxies in redshift intervals, integrate it out to faint magnitudes, and recover the luminosity function correction to be applied to our derived star formation rates (SFR) to compensate for the way different magnitude ranges are sampled at different redshifts.

The outline of the paper is as follows. In § 2 we will illustrate the pixel-z method and why we have decided for its first application on the Hubble Deep Field North. In § 3 we describe the strategy and trade offs necessary to create a set of template spectral energy distributions that cover a wide range of physical characteristics. Section 4 presents the results of the pixel-z method, including the maximum likelihood error analysis we used to disentangle uncertainties and degeneracies introduced by the use of a large set of templates. In this section we will also compute, based on our findings, the star formation rate of all pixels in the HDF-N. In § 5 we calculate the star formation history (SFH) of all pixels in the HDF-N. Furthermore, we derive the luminosity function in redshift bins to account for the large fraction of missing luminosity at high redshift. Finally, we calculate the comoving metal enrichment rate for all pixels in the HDF-N. Section 6 presents the conclusions.

Throughout the manuscript we assume a matter-dominated universe with $\Omega_m = 1$ and $H_0 = 75$ km s$^{-1}$ Mpc$^{-1}$.

2. THE PIXEL-Z METHOD

By making use of strong spectral features such as the 4000 Å break, the Balmer break, and the Lyman decrement, the standard template-fitting photometric redshift techniques is able to return a fast and accurate estimate of a galaxy’s redshift. Generally, the fitting function takes the following form:

$$
\chi^2(z, T) = \sum_{i=1}^{N_f} \left[ \frac{F_{\text{obs},i} - b_j \times F_{i,j}(z, T)}{\sigma_i^2} \right]^2,
$$

where $F_{\text{obs},i}$ is the flux through the $i$th filter, $b_j$ is a scaling factor, $F_{i,j}$ is the flux through the $i$th filter of the $j$th spectral energy distribution template (calculated at a redshift $z$), and $\sigma_i$ is the uncertainty in the observed flux. The sum is carried out over all available filters $N_f$. The resulting $\chi^2$ is then minimized as a function of template $T$ and redshift $z$ providing an estimate of the redshift of the galaxy and its spectral type (together with the variance on these measures).

The accuracy of the photometric redshift estimate obtained by applying equation (1) to galaxy data, critically depends on the number and wavelength coverage of the passband filters used, and on the signal-to-noise characteristics of the source. At low redshifts ($z < 0.7$) it is important to cover the ultraviolet and optical region of the spectrum in order to be able to “bracket” the 4000 Å break with the $U$, $B$, and $V$ passbands. At very high redshifts (2.5 $< z < 5.0$) the ultraviolet region becomes very important as the 912 Å break is shifted into the $U_{300}$ passband filter (Madau et al. 1996; Steidel et al. 1996). At intermediate redshifts adequate coverage of the spectral features is guaranteed by infrared filters: the $J$ filter being instrumental for galaxies at $z > 0.5$, while the $H$ and $K$ filters extend the redshift coverage past $z > 2.5$. Provided UV and IR filters are available, at least four filters are needed to identify the strong spectral features required to obtain a statistically significant estimate of the redshift. However, modern deep surveys can boost this number to as many as six, thereby significantly improving the reliability of the redshift estimates at all redshifts (Hogg et al. 1998).
Generally, the observed flux $F_{\text{obs}}$, is taken to be that of the entire galaxy in each bandpass obtained by adding the contribution of all pixels (identified as being part of the galaxy) above some chosen threshold. Commonly used object detection software packages, in fact, not only identify and catalog objects, but also produce a list of pixels belonging to each of the identified objects. This catalog of pixels for each galaxy will be the starting point of our analysis.

The information required to estimate the photometric redshift of an object does not make direct use of the pixel information and is limited to the objects’ observed magnitudes and relative measurement errors. However, the flux of individual pixels could, in principle, be treated as a separate “source” within the data and, thanks to the quite general form of the fitting function given by equation (1), a photometric redshift for individual pixels can be computed.

While the extension of the photometric redshift technique to individual pixels is straightforward (modulo the photometric error propagation), the real issue resides in the interpretation of the results. Can the use of photometric redshifts computed on individual pixels provide new insights into the intrinsic properties of galaxies? Moreover, once a photometric redshift for a pixel inside a galaxy has been determined, what is its significance in terms of the global photometric or spectroscopic redshift of the entire galaxy? Finally, how does the photometric redshift error propagate on a pixel scale?

This work addresses all the aforementioned questions. In particular, we have developed a new technique called pixel-$z$ to take advantage of the information contained in individual pixels that

1. enables the deblending of systems associated by angular superposition alone;
2. enables one to decompose the internal photometric structure of observed galaxies into basic constituents such as the age of the stellar population, their metallicities and their dust content;
3. enables, under simplifying assumptions, the determination of the star formation rate for individual pixels inside a galaxy;
4. returns the contribution of each pixel to the SFH of a galaxy thereby allowing, for a sufficiently large sample of galaxies, a direct assessment of the drivers behind the current understanding of the global SFH plot.

For the first application of this technique, we choose to use the HDF-N. This rich data set has many of the characteristics that make it an ideal test bed for our purposes. First and foremost, it is among the best-studied areas of the sky and, as such, can be regarded an ideal benchmark for our technique. Moreover, the HDF-N provides not only one of the deepest images for multicolor selection of “Lyman break” galaxies, but also morphological and size information for high-redshift galaxies. For our analysis we will make use of the 2500 × 2500 pixel versions of the HDF-N and NICMOS data, together with the relative weight maps. The latter are needed to correct the photometric errors on individual pixels. We use version 1.04 of the renormalized rms maps. These maps give the “true” noise level in the data, corrected for interpixel correlations. These correlations, induced both by drizzling and by the use of convolution kernels during the reduction process, reduce the apparent pixel-to-pixel noise level in the images, making it difficult to assess flux uncertainties without knowing the correction factors. With the rms images, one can sum (in quadrature) the noise values for pixels over any aperture and determine the effective flux uncertainty within that aperture or use the measure on a pixel-by-pixel basis. The rms maps quantify the uncertainty due to noise in the background. These maps are used to determine the detection significance of an object or a pixel. We shall return to this point later on when we will show how the error in the pixels of an object will allow for the construction of an object’s error map used to assess the significance of our photometric decomposition.

The results of the application of the photometric redshift technique to individual pixels in galaxies in the HDF-N is shown in Figures 1 and 2. For each pixel a photometric redshift is computed using the template-fitting technique. The number of templates used in this particular case is rather small, being the four empirical SEDs compiled by Coleman et al. (1980, hereafter CWW). However, as we shall see later on, this does not change the reliability of this particular part of our analysis. For each of the pixels the resulting
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**Fig. 1.**—Distribution of pixels as a function of redshift in a bright, large spiral galaxy in the HDF-N. For each pixel a photometric redshift is computed using the template fitting technique. For each of the pixels, the resulting photometric redshift estimate is simply a function of the flux in each of the available bandpasses. When applied to the entire galaxy (i.e., the sum of the contributions from individual pixels), the photometric redshift returned should correlate with the number of pixels that have photometric redshifts near the galaxy overall redshift.
appears to be one such case (Conti et al. 1999). See the text for details.

Figure 1, the measured photometric redshift is $z = 0.1013$, while the measured photometric redshift is $z = 1.061 \pm 0.05$. The galaxy shown is rather bright (F160W $\sim 19.88$), and most of the pixels in the galaxy appear tightly distributed around $z \sim 1$, peaking at a redshift just greater than 1, with a rather tight FWHM = 0.11. This value of the FWHM is typical of galaxies in the HDF-N. In fact, almost all galaxies in the HDF-N display this tight unimodal distribution. The entire sample is characterized by a typical FWHM = 0.16.

While this behavior was somehow expected by "construction," perhaps the more interesting features reside in the two other peaks at higher redshift and the information they might contain. One can envision a scenario in which two galaxies at different redshifts, but close in angular distance, might be separated by using this method. This appears to be one such case (Conti et al. 1999). See the text for details.

The more interesting features of this figure reside in the number and strength of the three peaks shown and in the information they might contain. One can envision a scenario in which two objects at different redshifts, but close in angular distance, might be separated by using this method. This might contain. One can envision a scenario in which two objects at different redshifts, but close in angular distance, might be separated by using this method. This appears to be one such case (Conti et al. 1999). See the text for details.

photometric redshift estimate is simply a function of the flux in each of the available bandpasses. When applied to the entire galaxy (i.e., the sum of the contributions from individual pixels), the photometric redshift returned should correlate with the number of pixels that have photometric redshifts near the galaxy overall redshift. For the galaxy in Figure 1, the measured spectroscopic redshift is $z = 1.013$, while the measured photometric redshift is $z = 1.061 \pm 0.05$. The galaxy shown is rather bright (F160W $\sim 19.88$), and most of the pixels in the galaxy appear tightly distributed around $z \sim 1$, peaking at a redshift just greater than 1, with a rather tight FWHM = 0.11. This value of the FWHM is typical of galaxies in the HDF-N. In fact, almost all galaxies in the HDF-N display this tight unimodal distribution. The entire sample is characterized by a typical FWHM = 0.16.

While this behavior was somehow expected by "construction," perhaps the more interesting features reside in the two other peaks at higher redshift and the information they might contain. One can envision a scenario in which two galaxies at different redshifts, but close in angular distance, might be separated by using this method. We will address this issue in a forthcoming paper. In this particular case the two "extra" peaks do not belong to separate objects but are a direct result of the lower signal-to-noise ratio of the outskirts of the galaxy, which in turn are best fitted by SEDs at much higher redshift.

Figure 2, on the other hand, displays a different behavior. This galaxy appears in the HDF-N images as either two or possibly three separate objects. The distribution of pixels reflects this multiple object hypothesis. Three peaks of comparable height are clearly recognizable at redshift $z \sim 0$, $z \sim 0.85$, $z \sim 3$. The template distribution shows that, either we are in the presence of a single object at spectroscopic redshift $z = 0.130$ (Dickinson et al. 2003) with distinct and spatially separated stellar populations, or we are in the presence of separate objects that have been erroneously identified as a single galaxy. The latter hypothesis is strongly supported by direct comparison with the work of Conti et al. (1999). In fact, the component at $z \approx 0$ has been identified by Conti et al. (1999) as the most likely low-redshift quasar candidate in the HDF-N (ID0094). This suggests that we are in the presence of at least two objects, one of which has been correctly identified via template fitting as "stellar-like."

These simple examples portray the extended reach of this technique. Our present work, however, takes Figures 1 and 2 as our starting point and focuses on the relative properties of each galaxy by fixing the redshift of all pixels to be that of the whole galaxy, determined either photometrically or spectroscopically. This approach is equivalent to removing the redshift dependence in equation (1) and solving for the best-fitting template type. Removing the redshift dependence, however, does not eliminate the existing covariance between redshift and SED template.

Generally, the resulting best-fitting template is treated as a by-product of the photometric redshift estimate, the redshift being the focus of the fitting. This is in part due to the prevalent small number of templates used (typically local galaxy data and hence not entirely representative of the large variety of SEDs observed at different epochs), and in part to the use of evolutionary synthesis models that remain untested outside the standard Hubble types.

The current implementation of the pixel-$z$ technique shifts the attention to the SED templates. In fact, the SED of a galaxy should reflect the distribution of stellar masses, ages, and metallicities and hence provide clues to the past history of star formation. Building on this fact, we will show in the next sections that, by fitting SEDs to individual pixels in a galaxy, we can recover the morphological characteristics of the galaxy and, perhaps more importantly, separate the individual contributions of age, metallicity, dust, and SFH.

### 3. Template Construction

We use the most recent Bruzual & Charlot (2000) models to generate a large number of SEDs that will be used for template fitting for each of the pixels of all the HDF-N galaxies. Each SED is a result of modeling of the detailed physical processes affecting gas properties and star formation efficiency. The modeling is generally based on assumptions about the stellar birthrate. The adjustable parameters in the models are typically the initial stellar mass function (IMF), the star formation rate, and chemical enrichment.

The criteria we have chosen to generate the SED templates is that of maximizing our ability to solve for the aforementioned quantities. Specifically, we generate SEDs with the following characteristics:

1. We allow the underlying stellar population within each pixel to vary over a wide age range, typically from extremely young (0.001, 0.01, 0.1, 0.5 Gyr), to middle age (1, 3, 5 Gyr), to old and very old (9, 12, 15 Gyr), for a total of 10 ages.

2. We assume that the fluxes of individual pixels can be modeled using an exponential star formation rate with an e-folding timescale $\tau$, i.e., $\Psi(t) = \Psi_0 e^{-(t/\tau)}$. This parametrization turns out to be quite convenient for its simplicity in
describing the star formation rate of an instantaneous burst when $\tau \to 0$ and a constant star formation when $\tau \to \infty$. The $e$-folding times used for $\tau$ are 0.1 Gyr for an extremely short bursts, 1, 3, 5, 9, and 12 Gyr for subsequently longer bursts. It is worth noting at this point that an exponential star formation rate for individual pixels does not inevitably lead to an exponentially decaying star formation rate for the galaxy as a whole other than in the special case in which every pixel in the galaxy is coeval and all have the same star formation rate.

3. Since pixels with any SFH can be expanded in series of instantaneous bursts, each having fixed metallicity, the spectral evolution of individual pixels (or whole galaxies) can be investigated without prior knowledge of chemical evolution. We assume the SEDs to be characterized by six possible metallicities, ranging from 1/50 to 2.5 times that of the Sun.

4. The general spectral characteristics of the SEDs of galaxies will be modified by the presence of dust. We parametrize dust obscuration in terms of the relative optical extinction in the rest frame $E_{B-V}$ using the reddening curve $R(\lambda) = A(\lambda)/E_{B-V}$ for star-forming systems formulated by Calzetti et al. (2000). For each of the SEDs we allow for six independent values of extinction ranging from no extinction to 0.9 mag of extinction.

In all our templates, we assumed a Salpeter IMF with low- and high-mass cutoffs of 0.1 and 125 $M_\odot$, respectively.

4. ANALYSIS

The majority of the galaxies in the HDF-N do not have measured spectroscopic redshifts. These, in fact, amount only to $\sim 190$, while the total number of galaxies cataloged is $\sim 1500$. Therefore, we make use of equation (1) together with the CWW templates to determine the redshift of all galaxies in the HDF-N. We then generate SEDs that span 10 ages, six star formation $e$-folding times, six metallicities, and six color extinctions, for a total of 2160 templates. We fit each of the 2160 SED templates to all the pixels in each of the HDF-N galaxies maintaining the redshift of all pixels fixed to that of their host galaxy during the entire procedure. This latter step effectively removes one of the degrees of freedom in our fit and returns the properties of each of the pixels in terms of their best-fitting template.

The best-fitting template is calculated using a least-squares maximum likelihood estimator similar in spirit to the one of equation (1), but with a much larger number of SED templates, specifically:

$$L(\mathcal{F}) = \prod_{n=1}^{N_f} \frac{1}{\sqrt{2\pi\sigma_i}} \exp \left\{ -\frac{(F_{\text{obs},i} - b_j \times F_{ij}(z_{\text{gal}}, \mathcal{F}))^2}{2\sigma_i^2} \right\},$$

where the SED templates $\mathcal{F} = \mathcal{F}(t, \tau, E_{B-V}, [\text{Fe/H}])$ now explicitly accounts for the dependence on age, $e$-folding time, extinctions, and metallicity. The redshift of all pixels $z_{\text{gal}}$ is held fixed. Before we can interpret the results of this fit, however, we need to state clearly the assumptions and simplifications we make while computing the fit.

First, we make the simplifying assumption that all the pixels in the galaxy are coeval, that is, we explicitly assume that the galaxy as a whole, and hence each pixel within it, has a common age. This assumption is not required by our analysis and is not a limitation of our approach. Instead it serves as a simplifying starting point for the first application of the pixel-z technique. The actual “ages” being fitted to in each pixel in a galaxy are a result of the luminosity-weighted ages of the stellar populations probed within the pixel that produce the observed pixel colors. The “age” referred to by the synthesis model used, though, is simply the time since the onset of initial star formation in the model. The relationship for a passively evolving system is straightforward, but for a galaxy where knots of recent star formation are visible, or which has experienced a complex SFH, the relationship is much less clear. The assumption of a common age for all pixels in a whole galaxy, then, can be seen to be somewhat oversimplistic, but it serves as an important first step in evaluating the effectiveness of the pixel-z technique and greatly simplifies the interpretation of the results of the remaining fitted parameters on a galaxy-by-galaxy basis. Future applications of this technique will not be limited by this assumption.

Each of the SEDs we use is simply a realization of the four-dimensional space of age, $e$-folding time, extinction, and metallicity. To determine the “best-fitting age” of all the pixels in the galaxy, we use equation (2) to marginalize our likelihood estimator over the age of the stellar population in each pixel. By multiplying the likelihoods of all pixels for each of the 10 modeled ages, we determined a unique value for the likelihood of the entire galaxy at any given age. This likelihood is then maximized and the best-fitting age is determined. This assumption, while not strictly consistent with galaxy formation scenarios, has the advantage of providing greater ease of interpretation of the remaining parameters in the context of the whole galaxy, in particular the SFH of the system. We stress here that we could have chosen not to make this assumption, but our main concern at this stage of development of the pixel-z technique is to understand what the best-fitting template returned for each pixel is able to tell us about the underlying physical conditions of the galaxy. We will relax this assumption in a subsequent investigation.

Second, while simple to parametrize in the SEDs, the $e$-folding time of an exponentially decaying star formation is not directly reconcilable with the star formation rate per pixel, which would be a much more desirable quantity to extract from the SEDs. To determine the star formation rate per pixel in physical units, we use the empirical formula of Kennicutt (1998) to link the UV luminosity of each pixel to its intrinsic star formation rate:

$$\text{SFR} \quad (M_\odot \text{yr}^{-1}) = 1.4 \times 10^{-28} L_\nu \quad (\text{ergs s}^{-1} \text{ Hz}^{-1}).$$

We implicitly assume that this calibration holds at all redshifts. Given the fact that the redshift of each pixel has been fixed to that of its host galaxy, a pixel’s absolute UV luminosity $L_\nu$ can be easily computed for any cosmological model, after incorporating the necessary $K$-correction. However, for our estimate to be reliable, we need to assess how $L_\nu$ determined from aperture photometry for the entire galaxy compares to that of all pixels added together. The difference could be particularly noticeable for galaxies in which a fixed aperture measures only their inner flux. This comparison has the dual purpose of calculating the correction factor to be applied to each pixel to reconcile the measurement of the UV luminosities and also to provide a scaling factor to be applied to all pixels to convert the star
formation rate returned by Bruzual & Charlot (2000) into physical units. The spectrophotometric synthesis models of Bruzual & Charlot (2000), in fact, return a star formation rate normalized to a $1 M_\odot$ galaxy. The results of this comparison are discussed below.

4.1. Global versus Local Star Formation Rate

We use the publicly available HDF-N photometric catalog (Williams et al. 1996) together with either spectroscopic or photometric redshift estimates, to determine each galaxy’s absolute UV luminosity. We then make use of equation (3) to determine a galaxy’s star formation rate. Comparison with the star formation rate determined in a similar fashion for all the pixels in a galaxy yields a normalization constant, which in turn is used to calculate the star formation rate in solar masses per year for individual pixels. As pointed out by our referee, we could have avoided the computational steps required to calculate this normalization constant by making direct use of the output of the Bruzual & Charlot models. We updated our pipeline to make use of this direct approach. To ensure consistency, we also ran a series of tests to determine to what extent our global normalization would differ from that obtained directly by the Bruzual & Charlot’s models. Our tests revealed this discrepancy to be of the order of a few percent and suggest that for all practical purposes the two methods indeed are equivalent.

In Figure 3 the top panel shows on the abscissa the star formation rate computed from aperture photometry for all galaxies in the HDF-N versus the star formation rate derived from the sum of all pixels in the same galaxies. The line represents the one-to-one relation and is not a fit to the data. The rms is 0.86. The agreement is quite good, even though the pixel-z result seems to slightly overestimate the overall SFR. This behavior can be understood by noticing that, for large galaxies, a fixed aperture might not include all pixels.

The bottom panel shows the residual uncertainties in the measurement of the star formation rate. Once again, aside from a few outliers, the scatter is sufficiently small that we are confident our estimate of the galaxy’s UV luminosity obtained by adding the contribution of individual pixels is indeed consistent with aperture photometry measurements. For those galaxies with no UV detection, we have assumed an upper limit for their fluxes as determined from the $U_{300}$ rms maps. These objects are generally small, and, when using aperture photometry, the aperture is likely to include many background pixels, which in turn give the appearance of larger star formation rates. These outliers are clearly visible in the residual plot.

The validity of the agreement displayed in Figure 3 will be tested further when we calculate the SFH of all the galaxies in the HDF-N and compare it with known results from the literature.

4.2. Galaxy Maps

The result of the fit of the 2160 SED templates to a large spiral in the HDF-N is shown in Figure 4. The top left map shows the galaxy in the F606W WFPC2 filter. The other three maps display the breakdown of the best-fitting template in each pixel according to values of color excess parametrized in magnitudes, metallicity relative to the sun’s, and star formation rate in solar masses per year. The redshifts of all pixels have been fixed to that of the galaxy and the “best-fitting age” of the galaxy has been computed as described in § 4.

This simple representation of the result of our analysis allows for direct insight into the underlying characteristics of the galaxy. In particular, in all three maps, the morphological details of the galaxy are clearly recognizable. The dark knots seen in the F606W image are also clearly visible in the other maps. The SFR map distinctly displays the arm and interarm regions with the former showing a SFR an order of magnitude higher than the latter. A critical value that needs to be associated with this estimate of the SFR per pixel, is the variance in this estimate. As we will show later on, most of the sky pixels have extremely large errors and thus, once the SFR is properly weighted, do not contribute significantly to the overall SFR of the galaxy. These pixels are mostly those at the periphery of the galaxy. This is evident in Figure 4.

The obscuration map is perhaps even more dramatic. While generally displaying low color excess, large regions of the galaxy do show considerable amounts of dust. The core of the galaxy, for example, exhibits a ~0.4 mag of obscuration along the line of sight. The arm regions seem to have pockets of lower obscuration surrounded by regions at higher obscuration and generally appears to be quite patchy, in accordance with observations (Trewhella 1998). It is interesting to note that in the obscuration map the knots present in the F606W image are even more evident...
than in the SFR map where the SFR seems quite uniform across the arm regions.

The metallicity map displays large regions of the galaxy at $Z \sim 1/50 Z_{\odot}$ but also small pockets in excess of solar. The metallicity map seems to correlate quite well with the SFR map in that all the regions with higher metallicity are indeed those with ongoing star formation as one might expect. As in the SFR map, the outskirts of the galaxy, where the contributions come from mostly sky pixels, exhibit very low metallicities and obscuration, a sign that the sky is generally described by templates with short $e$-folding times, no extinction and low metallicity.

Thus, by making few simplifying assumptions, we are able to describe a galaxy in terms of its main physical processes at the pixel-by-pixel level and hence discover a previously unseen view. We can envision several scenarios in which this technique might be employed to gain information on the local conditions within galaxies. In particular, as far as the SFR of galaxies is concerned, pixel-z can effectively separate high and low star-forming regions in galaxies and, provided a sufficiently large sample of galaxies is available, trace their history. This information, together with a measure of the fraction of old versus young star-forming regions, will also provide clues on the clustering properties of star formation. Coupled with information on obscuration and metallicity, pixel-z should be able to return at a minimum direct morphological information and, at best, a new perspective on the evolution of galaxy morphology.

The galaxy in Figure 5 displays a substantially different behavior. This galaxy is a face on spiral with clear star formation activity in its spiral arm. The central regions of the galaxy exhibit low star formation activity, solar metallicity, and low obscuration. The central region is surrounded by an extended star-forming envelope which clearly traces the spiral design. Interestingly, the lower right corner of the metallicity map, seems to suggest an earlier burst of star formation.

Fig. 4.—Result of the fit of the 2160 SED templates to a large spiral galaxy in the HDF-N. The top left map shows the galaxy in the F606W WFPC2 filter. The other three maps display the breakdown of the best-fitting template in each pixel according to values of color excess parametrized in magnitudes, metallicity relative to the Sun’s, and star formation rate in solar masses per year. The redshifts of all pixels have been fixed to that of the galaxy, and the “best-fitting age” of the galaxy has been computed as described in § 4. See the text for details.
formation in the history of this galaxy. This region is characterized by solar and supersolar metallicity with low obscuration and a moderate ongoing star formation rate.

Clearly, the use of the pixel-\(z\) technique can return particularly interesting insights on the link between the morphology of a galaxy and its physical constituents. We will investigate this link in a forthcoming paper.

4.3. Effect of Photometric Redshift Uncertainty

Perhaps an even more important aspect of the pixel-\(z\) technique itself is the understanding of the reliability of its estimate. While Figure 4 provides a great deal of immediate information on the local characteristics of a galaxy, this information may at the same time be misleading unless proved reliable.

To do so, we need to consider the source of our uncertainties. First and foremost, we need to address the effect the photometric redshift error. To do so, we ran a series of Monte Carlo simulations on the subsample of HDF-N galaxies with known spectroscopic redshifts. We added to the redshift of each of these galaxies a randomly distributed Gaussian error with a dispersion ranging from \(\sigma_z = 0.05\) up to \(\sigma_z = 0.2\). We then ran the pixel-\(z\) pipeline on these galaxies and recovered the difference in the best-fitting template and hence in the underlying physical properties described by the SEDs.

The results are shown in Figure 6. The method is rather robust. Each panel represents the distribution of deviations from the initial estimate of the properties of galaxies embedded in the SED templates in two photometric redshift error regimes. The solid line represents a marginal error of \(\sigma_z = 0.05\) in redshift (an uncertainty typical of the photometric redshift techniques) and produces an extremely narrow peak around the correct value. The dashed line is the result of a much broader redshift error distribution of \(\sigma_z = 0.2\). Even with such a large uncertainty, the number of templates used by pixel-\(z\) seem to be able to compensate for the errors. The distribution observed in this case is almost unchanged.

4.4. Error Maps

The other source of uncertainty in the pixel-\(z\) technique is the intrinsic error associated with the properties of each pixel derived from the best-fitting SED. To determine and understand the source and magnitude of this error and how it propagates throughout the pipeline, we need to make use of all the available information.
For each of the pixels in a galaxy, in fact, we have far more information than the best-fitting template. Each pixel is characterized by a likelihood function result from the fit, i.e., the value of the likelihood sampled along the 2160 templates. The maximum of this likelihood returns the best-fitting SED for a particular pixel, which in turn can be decomposed into four quantities that uniquely determined the SED, namely, age of the stellar population, e-folding time of an exponentially decaying SFR, obscuration, and metallicity. Thus, the likelihood is, in reality, a complex four-dimensional function of the main physical quantities that drive the SED. The best-fitting template is nothing but the global maximum of this function. Here we are interested in recovering a measure of our uncertainty on each of the four axes of variability of the likelihood function. To do so, we need to be able to “collapse” the four-dimensional likelihood function to each one of its dimensions in turn. This can be achieve by calculating the marginalized likelihood function along each axis.

The results of this procedure for one of the pixels in an HDF-N galaxy is shown in Figure 7. The four panels represent marginalized likelihood functions along different axes. While the four-dimensional likelihood was sampled at 2160 points corresponding to each of the templates, the likelihoods shown are one-dimensional likelihood functions sampled at the values used to parametrize the SED: age, e-folding time, color excess, and metallicity. Thus, the age likelihood function, for example, is sampled at 10 different points corresponding to ages ranging from 0.1 to 15 Gyr. The other three panels are sampled at six different points corresponding to the choices we made in § 3 for obscuration, metallicity, and e-folding time. The horizontal line represents a 1σ uncertainty. The likelihoods shown are the result of a polynomial fit to the data.

For one dimensional likelihood functions with one degree of freedom, such as those in Figure 7, a measure of the 1σ uncertainty (which corresponds to a Δχ² = 1 or a normalized likelihood of $L = e^{-1/2}$) can be obtained simply by calculating the range of parameter space intersected by the 1σ line. For this particular pixel, for example, while the obscuration and metallicity likelihood functions display a rather sharp peak, and thus produce small uncertainties in these measures, age, and e-folding time show much broader likelihood functions which in turn correspond to larger uncertainties.

If we repeat the above exercise for all the pixels in all galaxies of the HDF-N, we can associate with each pixel four uncertainties. The results are shown in Figure 8, where the age dependence has been suppressed as we compute the “best-fitting age” for the galaxy using the method described in § 4. As expected, those pixels with the highest signal-to-noise ratio in all bandpasses, typically pixels well inside the object and commonly referred to as “source pixels,” have relatively small errors in contrast with “sky pixels.” Direct comparison with the F606W image of Figure 8 underlines how the SFR uncertainty, for example, is indeed reliable only within the source and rapidly degrades outward. Recalling the picture of the SFR we obtained from...
Figure 4, we see that most of the high SFR at the outskirts of the galaxy, once properly weighted by its uncertainty, carries a small weight in the estimate of the total SFR in the galaxy. Perhaps even more dramatic is the case of the metallicity uncertainty. The dark region represents pixels in the galaxy where the metallicity estimate is reliable to less than 1 dex. These regions, are almost a one-to-one map of the optical image shown. As we move outward the estimate degrades rapidly becoming unreliable with uncertainties greater than 0.5–0.6 dex. A similar result is seen in the color excess error map.

It now becomes clear that, without the aid of error maps such as the ones in Figure 8, any estimate of age, SFR, color excess and metallicity are limited by the unknown reliability. Indeed, much of the computational time spent on the HDF-N galaxies by pixel-z was occupied by the calculation of the maximum likelihood of the fit and its proper marginalization. By correctly weighting all the pixels in a galaxy by the appropriate error maps, we can move on to use the information contained in the galaxy maps of Figure 4 and measure the SFH of galaxies in the HDF-N. Before doing so, however, we will address the source of uncertainty and degeneracies introduced by the particular SEDs selected for the analysis.

4.5. SED Degeneracies

Finally, we would like to address the issue of template degeneracy. As a result of the large number of templates used, one might expect a certain degree of degeneracy among the returned physical quantities that determine the single SED of a pixel. To quantify this statement Figure 9 shows the time evolution of obscuration and metallicity. We have taken the best-fitting color excess and metallicity, as returned from the best-fitting template for each of the pixels in the HDF-N galaxies, and fitted a spline surface to examine the combined evolution. This approach assumes this relation to be smooth on scales of $\Delta z \sim 0.5$, which is the...
typical bin size for our SFH calculations (see the following section).

At low redshift the extent of this degeneracy is clearly visible. Pixels whose best-fitting SED are characterized by solar and above solar metallicities tend to be inherently more obscured than those at lower metallicities. This behavior seems to be rather strong at redshifts below 1. As we look at pixels that belong to systems at higher redshift, this behavior seems to change in favor of a flattening of the surface in the extinction direction suggesting that at $z \sim 3$, obscuration is not a good indicator of the underlying metallicity distribution. A general steady increase in the metal content of pixels as a function of redshift is also evident. This behavior can be understood in terms of a luminosity selection effect, whereby higher luminosity systems are also preferentially metal-rich.

5. STAR FORMATION HISTORY

Using the framework of the previous two sections, we compute the SFR of all pixels in all galaxies in the HDF–N. At this stage of our analysis we have information not only on the SFR of individual galaxies as a whole, but, perhaps as importantly, on the SFR for each of the pixels in the galaxy. As we shall see this information can be used to provide a different view of the SFH of the universe.

The galaxies in the HDF-N span a range in luminosities and look-back times. As a result, in order to be able to converttra the star formation histories of individual galaxies (and their pixels) into a comoving average, we need to weight each galaxy (or pixel) by $1/V_{\text{max}}$ (Schmidt 1968; Bouwens et al. 1998). $V_{\text{max}}$ represents the maximum volume within which a galaxy of a given apparent magnitude $m_U$ and redshift $z_{\text{gal}}$ could still have been observed in the HDF-N:

$$V_{\text{max}} = \int_{\Omega} \int_{z_{\text{min}}}^{z_{\text{max}}} \frac{d^2V}{d\Omega dz} dz d\Omega,$$

where $\Omega$ is the solid angle subtended by the HDF-N, and $z_{\text{max}}$ is the upper redshift limit of detectability for a galaxy with absolute magnitude

$$M_U = m_U - 5 \log d_L(z) - 25 - K_U(z),$$

at a luminosity distance $d_L(z)$ with a $U_{300}$-band K-correction $K_U(z)$.

Since $z_{\text{max}}$ depends on the galaxy SEDs, we must account for the K-correction when calculating $V_{\text{max}}$. The procedure adopted to compute $V_{\text{max}}$ for both galaxies and pixels is identical, however, the SED of each galaxy and of the pixels that belong to it, differ considerably and so will their K-corrections. The photometric redshift of each galaxy in the sample, $z_{\text{gal}}$, is derived by using the maximum likelihood approach of equation (1), where the small set of CWW templates is used to solve for both redshift and SED. By contrast, for each of the pixels in the galaxy, the redshift is held fixed at $z_{\text{gal}}$ while equation (2) is maximized for the best-fitting SED selected from the 2160 templates we generate.
using the Bruzual & Charlot spectrophotometric synthesis models (Bruzual & Charlot 2000). For each of these pixels, the best-fitting SED is used to compute the appropriate redshift dependent $K$-correction in the $U_{300}$ band. This procedure requires equation (5) to be solved iteratively in order to solve for $z_{\text{max}}$.

Figure 10 shows the SFH of galaxies and their pixels in the HDF-N. The crosses represent the individual galaxy contribution to the SFH of the universe as determined by its $U_{300}$-band luminosity. Below each galaxy, we show as points the contribution to the SFH of the universe of the individual pixels within each galaxy. The comoving averaged contribution of all pixels in redshift intervals is shown as filled circles. By comparison, we show as open squares measurements of the UV SFH taken from several sources in the literature. The luminosity derived SFR density estimates are shown as filled squares, and the last column of Table 1 contains the fraction of missing comoving density of star formation.

The comoving averaged contribution of all pixels in redshift intervals is then calculated and is shown as filled circles. By comparison, we show as open squares a measurements of the UV SFH taken from several sources in the literature (Gallego et al. 1995; Lilly et al. 1995; Madau et al. 1996). Our estimates generally agree with the current picture of the SFH that has emerged in the last few years (Lilly et al. 1995; Cowie et al. 1996; Ellis et al. 1996; Glazebrook et al. 1995; Yee, Ellingson, & Carlberg 1996): the SFR is, on average, a smooth function of redshift with a sharp increase up to $z \sim 2$ and a decreasing trend at higher redshift. We will show in the next section that this decline is directly related to the poor sampling of the galaxy luminosity function at high redshifts. Once appropriate luminosity functions are derived, the SFH is much flatter at $z > 2$. This behavior is consistent with an exponential decay of the SFR with time. In turn, it also underscores that the bulk of stars have formed at redshift higher than $z \sim 2$ (Madau et al. 1998).

For consistency, we compare our results with other estimates not corrected for obscuration. Despite the lack of an obscuration correction, the result of using the luminosity functions below still supports a flat trend beyond $z > 2$.

### 5.1. Luminosity Function Correction

The galaxy luminosity function (LF) is one of the fundamental quantities in observational cosmology. It provides us with a tool to investigate the properties of the galaxy population as a whole. In the context of this work, we are interested in determining how our knowledge, or lack thereof, of the detailed form of the LF as a function of redshift, affects the derived SFH of the galaxies in the HDF.

In particular, we want to be able to compensate for the fact that at high redshifts we are sampling only the bright end of the galaxy luminosity function, and we are therefore systematically underestimating the comoving density of star formation. As a result, somewhat different absolute magnitude ranges are sampled at different redshifts, and any smooth functional form used to describe the LF will inevitably return a redshift-dependent description of the LF in its parameters.

Nevertheless, a simple functional form, such as that introduced by Schechter (1976)

$$
\phi(M) = (0.4 \ln 10) \phi_* \left[ 10^{0.4(M_* - M)} \right]^{1 + \alpha} \times \exp \left[ -10^{0.4(M_* - M)} \right],
$$

where $M_*$ is the characteristic magnitude, $\alpha$ the faint-end slope and $\phi_*$ the normalization factor, will allow an estimate of the total SFR to be derived. We now use equation (6) to estimate the LF within each of the redshift bins of Figure 10. We would like to emphasize here that we are not seeking to trace the evolution of the Schechter parameters with redshift. Instead, we can simply integrate the Schechter LF to a magnitude fainter than our current $U_{300}$-band limiting magnitude, to derive a more complete estimate of the luminosity density not available from the detected galaxies alone. Equation (3) will then allow us to convert this luminosity density to a measure of SFR density, as we have done for both galaxies and pixels.

We compute the LF using the parametric maximum-likelihood method of Sandage, Tammann, & Yahil (1979),

Fig. 10.—SFH of galaxies and their pixels in the HDF-N. The crosses represent the individual galaxy contribution to the SFH of the universe as determined by its $U_{300}$-band luminosity. Below each galaxy, we show as points the contribution to the SFH of the universe of the individual pixels within each galaxy. The comoving averaged contribution of all pixels in redshift intervals is shown as filled circles. By comparison, we show as open squares measurements of the UV SFH taken from several sources in the literature. The luminosity derived SFR density estimates are shown as filled squares, and the last column of Table 1 contains the fraction of missing comoving density of star formation.
and Schechter function given in equation (6) and solve for \( \alpha \) and assumes a parametric model for the galaxy LF. In hereafter STY; see also Lin et al. 1996. The STY method is substantially compared to that at lower redshifts. It appears that for \( z > 0.5 \), the lack of a suitable blue population (indicated by the size of the statistical error bar) suggests that there are simply not enough low-redshift blue galaxies in the HDF to draw firm conclusions.

To address this issue, we compute the fraction of the UV flux (and hence of the star formation rate) needed to recover 90% of the detected star formation rate at each redshift bin in Figure 10. We divide the sample of HDF-N galaxies (and their pixels) into two broad subsamples based on their rest frame \( B-V \) color: bluer and redder than \( B-V = 0.32 \), respectively. This simple scheme is obviously not intended to be a rigorous separation of a blue versus a red population of galaxies (or pixels) in the HDF-N. We are interested in understanding the fraction of the total number of galaxies and pixels needed to recover a given SFR as a function of redshift. We argue that this quantity must be related to the history of formation of the HDF-N galaxies and to their current star formation activity and perhaps linked to a galaxy’s morphology.

Figure 11 shows the fraction of star formation rate needed to recover 90% of the total UV flux in the red and blue population for galaxies (bottom) and pixels (top). The solid line represents the red population, the dashed line the blue one. The functional dependence with redshift has been smoothed on scales of \( z \sim 0.5 \) in accordance with the typical width of the redshift bin in Figure 10.

The red population (solid line) at the bottom of Figure 11 represents the evolution of the fraction of galaxies needed at any given redshift to recover 90% of the SFR. For \( z > 0.5 \), this evolution seems to be rather similar to that of the blue population (dashed line). This behavior suggests that, up to relatively high redshifts (\( z \sim 3 \)), a comparable fraction of red and blue galaxies are needed to give rise to the observed SFR. Below a redshift of \( z < 0.5 \) the lack of a suitable blue population (indicated by the size of the statistical error bar) suggests that there are simply not enough low-redshift blue galaxies in the HDF to draw firm conclusions.

The top panel describes a quantitatively different behavior. The solid and dashed lines represent the fraction of pixels in the red and blue galaxies that accounts for 90% of the SFR. At redshifts \( z < 1 \) we need approximately 20% of the pixels in red galaxies to account for their SFR. As we move to higher redshifts, we observe a steady increase in the number of pixels required to account for the UV flux out to \( z \sim 3 \). At higher redshifts the number of galaxies is too small to draw further conclusions (see Fig. 10). This increase is a

| Redshift Range | \( N_{\text{gal}} \) | \( M_s - 5 \log h^a \) | \( \alpha \) | \( \phi_*^a \) | Missing Fraction\(^b\) |
|---------------|------|----------------|-------|----------|------------------|
| 0.0 < \( z < 1.0 \)............. | 355 | -17.71 ± 0.09 | -0.79 ± 0.12 | 0.082 ± 0.010 | 69 |
| 1.0 < \( z < 2.0 \)............. | 338 | -18.46 ± 0.09 | -0.95 ± 0.11 | 0.045 ± 0.002 | 33 |
| 2.0 < \( z < 3.5 \)............. | 174 | -19.40 ± 0.13 | -0.94 ± 0.15 | 0.035 ± 0.005 | 90 |
| 3.5 < \( z < 5.0 \)............. | 34 | -20.16 ± 0.29 | -1.10 ± 0.31\(^c\) | 0.019 ± 0.004 | 98 |

\(^a\) \( H_0 = 75 \) km s\(^{-1}\) Mpc\(^{-1}\). Errors are formal 1 \( \sigma \) uncertainties.

\(^b\) Fraction of missing comoving density of star formation.

\(^c\) Because of the small number of galaxies in this high redshift bin, the faint end of the luminosity function was, at best, poorly constrained. The value of \( \alpha \) returned by our maximum likelihood fit was unphysical, i.e., \( \alpha < -2 \).

Hence, in this redshift range alone the value of \( \alpha \) was held fixed.

The luminosity derived SFR density estimates are shown in Figure 10 as filled squares and the last column of Table 1 contains the fraction of missing comoving density of star formation. We have chosen a limiting magnitude of \( U_{300, \text{lim}} = 28.5 \) corresponding to a 1 \( \sigma \) detection threshold for point sources in the HDF-N (Conti et al. 1999). At high redshift, the fraction of the total luminosity in the detected galaxies decreases substantially compared to that at lower redshifts. It appears evident that for \( z < 2 \) we miss almost half of the star formation and by \( \sim 3 \), we reach 90%. Above this redshift, if our estimate of the luminosity function is to be trusted, we miss virtually all the SFR.

The picture of the star formation rate that emerges from the luminosity function derivation is that of an exponentially increasing comoving density of star formation:

\[ \log \rho_* \propto (1 + z)^{0.12 \pm 0.02}. \] (7)

This result is in agreement with the findings of Lanzetta et al. (2002). In fact, current measurements miss a dominant fraction of the ultraviolet luminosity density and hence of the star formation rate of the universe. According to our results, the comoving density of star formation rate determined from the UV luminosity density of sources in the HDF-N, increases monotonically with redshift out to at least redshift of 5. This behavior can plausibly be explained either by a direct increase of the UV luminosity density with redshift or by an increase in the number of star-forming regions as a function of redshift.
The functional dependence with redshift has been smoothed on scales of
the total UV flux for HDF-N galaxies. The bottom panel looks at pixels.
rest-frame colors. The top panel shows the fraction needed to recover 90%
and a red sample were extracted from the HDF-N galaxies based on
the red population, the dashed line the blue one. The solid line represents
needed to recover 90% of the star formation rate in each redshift bin. A blue
da simple exercise that makes use of our ability to
direct consequence of the surface brightness dimming of the
host galaxies that harbor these pixels. This claim is sup-
ported by a simple exercise that makes use of our ability to use the pixels’ SED to coherently move all the pixels in a gal-
axy to a new redshift taking into proper account the surface brightness dimming due to the expansion of the universe.

First we select a red, bright galaxy at low redshift. We then step in redshift out to \( z \sim 3 \) in intervals of \( \Delta z = 0.2 \). At each interval we use the SED of each pixel to compute the redshifted SED flux convolved with the \( HST F300W \) U-
passband filter. We then generate a postage stamp image of the original galaxy and lay it on a grid of pixels with the
same resolution of our HDF-N images (i.e., 0.08 pixel\(^{-1}\)). At each step we properly take into account the new angular
size of the galaxy by resampling the flux to match the new size. Resampling is done using a two-dimensional–spline fit
of the flux at each redshift. At each redshift, we also dim the
flux to account for surface brightness dimming. In this exercise we did not take into account the intrinsic luminosity
evolution of the galaxy. We were only interested in measuring
the effects of surface brightness dimming on the pixels.

This procedure returns the open squares in the top panel of Figure 11. The galaxy seems to follow the general trend
observed for the red pixels and hence its behavior is
comparing to the theoretical models of Pei & Fall (1999) based on the
evolution of the H\( I \) content in damped Ly\( \alpha \) systems. The luminosity function correction shows a remarkable difference
as a function of redshift from its uncorrected values, in agreement the findings of this work and with current measurements of the ultraviolet luminosity density (Lanzetta et al. 2002).

6. CONCLUSIONS AND FUTURE APPLICATIONS

We analyze the photometric information contained in individual pixels of galaxies in the HDF-N using a new technique, pixel-\( z \), that combines predictions of evolutionary synthesis models with photometric redshift template fitting.

At high redshift, mainly because of surface brightness dimming, we need a similar fraction of blue and red pixels to recover most of the star formation rate. By contrast, at low redshift, the two populations of pixels differ in their behavior suggesting that the pixel-\( z \) technique can be used to probe this difference. In fact, the blue pixel curve (top, dashed line), must hold some insight to the intrinsic distribution of SFR in a galaxy. Where the star formation rate is mostly concentrated at the center of a galaxy, as in the surface brightness dimming induced case of high-redshift gal-
axies, we need roughly the same number of red and blue pixels to explain 90% of the SFR. However, a much smaller number of pixels is needed at lower redshift to explain the red pixel behavior. This underscores the different morphological characteristics of the host galaxies and suggests that we are in the presence of more extended areas of star formation.

Ultimately, this last statement has to be closely connected with the morphological characteristics of a galaxy. Clearly, the information contained in the pixels and extracted using the pixel-\( z \) technique, can be used as a probe of these morphological differences. We plan to address the pixel-morphology connection in a forthcoming paper.

Finally, we can make use of our estimate of metallicity to compute the comoving metallicity density of the universe. Our derived luminosity densities were converted to metal-enrichment rates to compare with the predictions of Pei & Fall (1995) and Pei & Fall (1999) and with the \( z > 2 \) data of Madau et al. (1996) (which, as noted, are based on 1500 Å luminosity densities). The conversion from \( L(2800 \text{ Å}) \) to metal enrichment rate is \( 2.2 \times 10^{-23} M_\odot \text{yr}^{-1} W^{-1} \text{Hz} \). This value differs from that adopted by Madau et al. (1996) by a factor of approximately 1.6, due in part to changes in the stellar synthesis models of Bruzual & Charlot (2000). Figure 12 shows our results. Filled circles represent our direct estimate, while filled squares represent our integrated luminosity function results.

Our uncorrected estimates are in good agreement with the literature (Lilly et al. 1996: open triangle; Gallego et al. 1995: open circles; Connolly et al. 1997: filled triangles) and with the theoretical models of Pei & Fall (1999) based on the evolution of the H\( I \) content in damped Ly\( \alpha \) systems. The luminosity function correction shows a remarkable difference as a function of redshift from its uncorrected values, in agreement the findings of this work and with current measurements of the ultraviolet luminosity density (Lanzetta et al. 2002).

Fig. 11.—Fraction of the UV flux (and hence of the star formation rate) needed to recover 90% of the star formation rate in each redshift bin. A blue
and a red sample were extracted from the HDF-N galaxies based on \( B-V \)
rest-frame colors. The top panel shows the fraction needed to recover 90%
of the total UV flux for HDF-N galaxies. The bottom panel looks at pixels.
The solid line represents the red population, the dashed line the blue one. The functional dependence with redshift has been smoothed on scales of
the typical width of the redshift bin in Fig. 10.
Each spectral energy distribution template is a result of modeling the detailed physical processes affecting gas properties and star formation efficiency. The criteria chosen to generate the SED templates is that of sampling a wide range of physical characteristics such as age, star formation rate, obscuration, and metallicity. By making use of a marginalized likelihood error analysis were also able to generate error maps that define the reliability of the template fitting on pixel scales and allow for the separation of the interplay among dust, metallicity and star formation histories.

Our technique has the clear advantage of being able to probe the SFH of the universe independently of morphological transformations. In fact, the curves shown in the top panel of Figure 11 record the star formation activity of stars in galaxies without any prior knowledge of their morphological distribution. At the same time, however, pixel-z can be used to constrain the distribution of star-forming regions within galaxies in different redshift ranges. This “star formation clustering” has to be closely connected with the formation history and morphological characteristics of a galaxy. Figure 11 strongly implies that the pixel-z approach to studying the evolution of star formation in galaxies returns a new description of the role SFR plays in determining the morphological characteristics of system. This results suggests that pixel-z does indeed provide us with new insights on galaxies.

Moreover, thanks to the large number of templates used and the range of physical quantities they sample, pixel-z is able to return a detailed snapshot of a system. Clear examples of this are shown in Figures 4 and 5, where two different galaxies are examined. A key feature of pixel-z is its ability to make use of the physical quantities recovered to examine the degeneracies in the SED templates and the role they play in our understanding of individual systems. Dust content, metallicity, and SFH alter the colors of galaxies in ways which are by no means orthogonal (Kodama, Bell, & Bower 1999; Thompson et al. 1999). Figure 9, for example, underscored the importance of understanding the evolution of the metallicity-obscuration relation in order to be able to interpret the characteristics of an individual galaxy. Its important to mention that these conclusions depend on the universal validity of the Calzetti (1997) extinction law.

Finally, the integrated light from an entire galaxy, or from individual pixels, represents an average over cosmic time of the stochastic star formation episodes of individual galaxies and will follow a relatively simple dependence on redshift. By examining the evolution of the observed UV flux, which in turn is proportional to SFR, we hope to gain valuable insights on the mechanisms which may prevent the gas within virialized dark matter halos from radiatively cooling and turning into stars at early times, or on the epoch when galaxies exhausted their reservoirs of cold gas (Madau et al. 1996).

However, it is apparent by inspection of Table 1 how at high redshifts we are progressively sampling only the bright part of the galaxy luminosity function. Hence, we compute an estimate of the possible uncertainty in the global star formation rate induced by an incomplete luminosity function by asking what portion of the total luminosity we are missing. Figure 10 shows the luminosity function corrected star formation rates and indicates that these corrections are indeed quite strong. Our results show that the comoving density of star formation rate, determined from the UV luminosity density of sources in the HDF-N, increases monotonically with redshift out to at least redshift of 5. This behavior can plausibly be explained by a smooth increase of the UV luminosity density with redshift, coupled with an increase in the number of star-forming regions as a function of redshift. Furthermore, we find the overall metal-enrichment–rate history to be consistent with the predictions of Pei & Fall (1999) based on the evolving H i content of Lyα QSO absorption-line systems.

With the development of wider and more efficient space-based cameras, such as the ACS, deep, multiband surveys will become the new testing grounds for the pixel-z technique. At present pixel-z seems to be the best available tool to help shed some light on the nature of star formation at moderate to high redshift and its connection to galaxy formation processes.
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