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Abstract

We consider the deformations of Whitham systems including the "dispersion terms" and having the form of Dubrovin-Zhang deformations of Frobenius manifolds. The procedure is connected with B.A. Dubrovin problem of deformations of Frobenius manifolds corresponding to the Whitham systems of integrable hierarchies. Under some non-degeneracy requirements we suggest a general scheme of the deformation of the hyperbolic Whitham systems using the initial non-linear system. The general form of the deformed Whitham system coincides with the form of the "low-dispersion" asymptotic expansions used by B.A. Dubrovin and Y. Zhang in the theory of deformations of Frobenius manifolds.

1 Introduction.

The classical Whitham method ([1, 2, 3, 4]) is connected with the slow modulations of the exact periodic or quasiperiodic solutions of non-linear PDE’s

\[ F^i(\varphi, \varphi_t, \varphi_x, \varphi_{tt}, \varphi_{xt}, \varphi_{xx}, \ldots) = 0 \quad , \quad i = 1, \ldots, n \]  (1.1)

where \( \varphi = (\varphi^1, \ldots, \varphi^n) \).

It is assumed that the system (1.1) admits the finite-parametric family of exact solutions

\[ \varphi^i(x, t) = \Phi^i(k(U)x + \omega(U)t + \theta_0, U) \]  (1.2)

where \( \theta = (\theta^1, \ldots, \theta^m) \), \( \Phi^i(\theta, U) \) are smooth functions 2\( \pi \)-periodic w.r.t. each \( \theta^\alpha \), \( k(U) = (k^1(U), \ldots, k^m(U)) \), \( \omega(U) = (\omega^1(U), \ldots, \omega^m(U)) \) are "wave numbers" and "frequencies" of the solution, \( U = (U^1, \ldots, U^N) \) are parameters of the solution, and \( \theta_0 = (\theta_0^1, \ldots, \theta_0^m) \) are arbitrary initial phases.

The functions \( \Phi(\theta, U) \) satisfy the nonlinear system

\[ F^i(\Phi, \omega^\alpha(U) \Phi_{\theta^\alpha}, k^\beta(U) \Phi_{\theta^\beta}, \omega^\gamma(U) \omega^\delta(U) \Phi_{\theta^\gamma\theta^\delta}, \ldots) = 0 \]  (1.3)

1
We can introduce the families $\Lambda_{k,\omega}$ and the full family $\Lambda = \bigcup \Lambda_{k,\omega}$ of the functions $\Phi(\theta, U)$ satisfying the system (1.3) in the space of $2\pi$-periodic w.r.t. each $\theta^\alpha$ functions. Let us choose (in a smooth way) at every $(U^1, \ldots, U^N)$ some function $\Phi(\theta, U)$ as having "zero initial phase shifts" and represent the full family of $m$-phase solutions of system (1.1) in the form (1.2).

In Whitham method we make a rescaling $X = \epsilon x$, $T = \epsilon t$ ($\epsilon \to 0$) of both variables $x$ and $t$ and try to find a function

$$S(X, T) = (S^1(X, T), \ldots, S^m(X, T))$$

and $2\pi$-periodic functions

$$\Psi^i(\theta, X, T, \epsilon) = \sum_{k \geq 0} \Psi^i_{(k)}(\theta, X, T) \epsilon^k$$

such that the functions

$$\phi^i(\theta, X, T, \epsilon) = \Psi^i\left(\frac{S(X, T)}{\epsilon} + \theta, X, T, \epsilon\right)$$

satisfy the system

$$F^i\left(\phi, \epsilon \phi_T, \epsilon \phi_X, \epsilon^2 \phi_{TT}, \ldots\right) = 0$$

at every $X$, $T$ and $\theta$.

It is easy to see that the function $\Psi_{(0)}(\theta, X, T)$ satisfies the system (1.3) at every $X$ and $T$ with

$$k^\alpha = S^\alpha_X, \quad \omega^\alpha = S^\alpha_T$$

and so belongs at every $(X, T)$ to the family $\Lambda$. We can write then

$$\Psi^i_{(0)}(\theta, X, T) = \Phi^i(\theta + \theta_0(X, T), U(X, T))$$

and introduce the functions $U^\nu(X, T), \theta_0^\nu(X, T)$ as the parameters characterizing the main term in (1.3) which should satisfy the condition

$$[k^\alpha(U)]_T = [\omega^\alpha(U)]_X$$

The functions $\Psi^i_{(1)}(\theta, X, T)$ are defined from the linear system

$$\hat{L}^i_j \Psi^j_{(1)}(\theta, X, T) = f^i_{(1)}(\theta, X, T)$$

where

$$\hat{L}^i_j = \hat{L}^i_{(X,T)j} = \frac{\partial F^i}{\partial \phi^j}(\Psi_{(0)}(\theta, X, T), \ldots) +$$
\[ + \frac{\partial F_i}{\partial \varphi_i} (\Psi_{(0)}(\theta, X, T), \ldots) \omega^\alpha(X, T) \frac{\partial}{\partial \theta^\alpha} + \frac{\partial F_i}{\partial \varphi_k} (\Psi_{(0)}(\theta, X, T), \ldots) k^\beta(X, T) \frac{\partial}{\partial \theta^\beta} + \ldots \]

(1.10)
is the linearization of system [1.3] and \( f^{(1)}(\theta, X, T) \) is discrepancy given by the expression

\[
f^{(1)}(\theta, X, T) = - \frac{\partial F_i}{\partial \varphi_i} (\Psi_{(0)}(\theta, X, T), \ldots) \Psi_{(0)}^j(\theta, X, T) - \frac{\partial F_i}{\partial \varphi_k} (\Psi_{(0)}(\theta, X, T), \ldots) \Psi_{(0)}^{j_x}(\theta, X, T) - \frac{\partial F_i}{\partial \varphi_{ik}} (\Psi_{(0)}(\theta, X, T), \ldots) \left(2 \omega^\alpha(X, T) \Psi_{(0)}^{j_\theta} + \omega^\beta(X, T) \Psi_{(0)}^{j_\theta} \right) - \ldots \quad (1.11)
\]

We have here

\[ \frac{\partial}{\partial T} = U^\nu T \frac{\partial}{\partial U^\nu} + \theta_{(0)}^{j_T} \frac{\partial}{\partial \theta^\alpha}, \quad \frac{\partial}{\partial X} = U^\nu X \frac{\partial}{\partial U^\nu} + \theta_{(0)}^{j_x} \frac{\partial}{\partial \theta^\alpha} \]

for the functions

\[ \Psi_{(0)}(\theta, X, T) = \Phi^i(\theta + \theta_0(X, T), U(X, T)) \]

We will assume that \( k^\alpha \) and \( \omega^\alpha \) can be considered (locally) as the independent parameters on the family \( \Lambda \) and the total family of solutions of (1.3) depends (for generic \( k^\alpha, \omega^\alpha \)) on \( N = 2m + s, (s \geq 0) \) parameters \( U^\nu \) and \( m \) initial phases \( \theta_0^\alpha \).

Easy to see that the functions \( \Phi_{\theta^\alpha}(\theta + \theta_0(X, T), U(X, T)) \) and \( \nabla_\xi \Phi_{\theta^\alpha}(\theta + \theta_0(X, T), U(X, T)) \) where \( \xi \) is any vector in the space of parameters \( U^\nu \) tangential to the surface \( k = const, \omega = const \) belong to the kernel of the operator \( \hat{L}^{i}_{(X,T)}j \).

Let us put now some "regularity" conditions on the family (1.2) of quasiperiodic solutions of (1.1).

**Definition 1.1.**

We call the family (1.2) the full regular family of \( m \)-phase solutions of (1.1) if:

1) The functions \( \Phi_{\theta^\alpha}(\theta, U), \Phi_{U^\nu}(\theta, U) \) are linearly independent (almost everywhere) on the set \( \Lambda \);

2) The \( m + s \) linearly independent functions \( \Phi_{\theta^\alpha}(\theta, U), \nabla_\xi \Phi(\theta, U) (\nabla_\xi k = 0, \nabla_\xi \omega = 0) \) give the full kernel of the operator \( \hat{L}^i_{(U)j} \) (here \( \theta_0 = 0 \)) for generic \( k \) and \( \omega \).

3) There are exactly \( m + s \) linearly independent "left eigen-vectors" \( \kappa_{(q)}^{(i)}(\theta) \), \( q = 1, \ldots, m + s \) of the operator \( \hat{L}^i_{(U)j} \) (for generic \( k \) and \( \omega \)) corresponding to zero eigenvalues i.e.

\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \kappa_{(q)}^{(i)}(\theta) \hat{L}^i_{(U)j} \Psi^j(\theta) \frac{d^m \theta}{(2\pi)^m} \equiv 0
\]
for any periodic $\psi^j(\theta)$.

It's not difficult to see that the Definition 1.1 is connected with the regularity properties of the sub-manifold $\Lambda$ given by the set of functions $\Phi(\theta, U)$ in the space of $2\pi$-periodic functions. In fact, for our purposes we can use also the weaker definition of the full regular family of $m$-phase solutions of (1.1). Namely, let us represent the space of parameters $U$ in the form $U = (k, \omega, n)$ where $k$ are the wave numbers, $\omega$ are the frequencies of $m$-phase solutions, and $n = (n^1, \ldots, n^s)$ are some additional parameters (if they exist).

Let us give now the ”weak” definition of the full regular family of $m$-phase solutions in the form:

**Definition 1.1’.
We call the family $\Lambda$ the full regular family of $m$-phase solutions of (1.1) if
1) The functions $\Phi_{\theta_0}(\theta, k, \omega, n)$, $\Phi_{\nu}(\theta, k, \omega, n)$ are linearly independent and give (for generic $k$ and $\omega$) the full basis in the kernel of the operator $\hat{L}_{ij}[\theta_0, k, \omega, n]$;
2) The operator $\hat{L}_{ij}[\theta_0, k, \omega, n]$ has (for generic $k$ and $\omega$) exactly $m+s$ linearly independent ”left eigen vectors”

$$\kappa_{[U]}^{(q)}(\theta + \theta_0) = \kappa_{[k,\omega,n]}^{(q)}(\theta + \theta_0)$$

depending on the parameters $U$ in a smooth way and corresponding to zero eigen-values.

We will assume now that the system (1.1) has a full regular family of quasiperiodic $m$-phase solutions in strong or weak sense in all our considerations.

To find the function $\Psi_{(1)}(\theta, X, T)$ we have to put now the $m+s$ conditions of orthogonality of the discrepancy $f^{(1)}(\theta, X, T)$ to the functions $\kappa_{[U,X,T]}^{(q)}(\theta + \theta_0(X, T))$

$$\int_0^{2\pi} \ldots \int_0^{2\pi} \kappa_{[U,X,T]}^{(q)}(\theta + \theta_0(X, T)) f^{(1)}(\theta, X, T) \frac{d^n \theta}{(2\pi)^m} = 0 \quad (1.12)$$

The system (1.12) together with (1.8) gives $m + (m+s) = 2m + s = N$ conditions at each $X$ and $T$ on the parameters of zero approximation $\Psi_{(0)}(\theta, X, T)$ necessary for the construction of the first $\epsilon$-term in the solution (1.3).

Let us prove now the following Lemma about the orthogonality conditions (1.12):

**Lemma 1.1.

Under all the assumptions of regularity formulated above the orthogonality conditions (1.12) do not contain the functions $\theta_0^t(X, T)$ and give just the restrictions on the functions $U^{\nu}(X, T)$ having the form

$$C^{(q)}_{\nu}(U) U^{\nu}_T - D^{(q)}_{\nu}(U) U^{\nu}_X = 0 \quad (1.13)$$

(with some functions $C^{(q)}_{\nu}(U)$, $D^{(q)}_{\nu}(U)$).
Proof.

Let us write down the part $f'_1$ of the function $f_1$ which contains the derivatives $\theta_{0T}^\beta(X,T)$ and $\theta_{0X}^\beta(X,T)$. We have from (1.11)

$$f'_1(\theta, X, T) = -\frac{\partial F_i}{\partial \varphi_i} (\Psi(0), \ldots) \psi_i(\theta_0, \ldots) \psi_i(\theta_0, \theta_{0T}^\beta) -$$

$$- \frac{\partial F_i}{\partial \varphi_{it}} (\Psi(0), \ldots) 2 \omega^\alpha(X,T) \psi_i(\theta_0, \theta_{0T}^\beta) - \frac{\partial F_i}{\partial \varphi_{ix}} (\Psi(0), \ldots) 2 \kappa^\alpha(X,T) \psi_i(\theta_0, \theta_{0X}^\beta) - \ldots$$

Let us choose again the set of parameters $U$ in the form

$$U = (k^1, \ldots, k^m, \omega^1, \ldots, \omega^m, n^1, \ldots, n^s)$$

where $k^\alpha$ are the wave numbers, $\omega^\alpha$ are the frequencies of $m$-phase solutions and $(n^1, \ldots, n^s)$ are additional parameters (except the initial phases).

We can write then

$$f'_1(\theta, X, T) = \left[- \frac{\partial}{\partial \omega^\beta} F_i (\Phi(\theta + \theta_0, U), \ldots) \right] \theta_{0T} +$$

$$+ \left[- \frac{\partial}{\partial k^\beta} F_i (\Phi(\theta + \theta_0, U), \ldots) \right] \theta_{0X}^\beta$$

The derivatives $\partial F_i/\partial \omega^\beta$ and $\partial F_i/\partial k^\beta$ are identically zero on $\Lambda$ according to (1.3).

We have then

$$\int_0^{2\pi} \ldots \int_0^{2\pi} \kappa_{[U(X,T)]}^{(q)}(\theta + \theta_0(X,T)) f'_1(\theta, X, T) \frac{d^m \theta}{(2\pi)^m} \equiv 0$$

since all $\kappa_{[U(X,T)]}^{(q)}(\theta, X, T)$ are the left eigen-vectors of $\hat{L}$ with zero eigen-values.

It is easy to see also that all $\theta_0(X,T)$ in the arguments of $\Phi$ and $\kappa^{(q)}$ will disappear after the integration w.r.t. $\theta$ so we get the statement of the Lemma.

Lemma 1.1 is proved.

The system

$$\frac{\partial k^\alpha}{\partial U^\nu} U_T^\nu = \frac{\partial \omega^\alpha}{\partial U^\nu} U_X^\nu , \quad \alpha = 1, \ldots, m$$

$$C_{[q]}^{(q)}(U) U_T^\nu = D_{[q]}^{(q)}(U) U_X^\nu , \quad q = 1, \ldots, m + s$$

(1.14)

is called the Whitham system for the $m$-phase solutions of system (1.1).

Let us note that we have $rank |\partial k^\alpha/\partial U^\nu| = m$ according to our assumption above. In the generic case the derivatives $U_T^\nu$ can be expressed through $U_X^\mu$ and the Whitham system (1.14) can be written in the form
\[ U^\nu_T = V^\nu_\mu(U) U^\mu_X, \quad \nu, \mu = 1, \ldots, N \]  

(1.15)

where \( V^\nu_\mu(U) \) is some \( N \times N \) matrix depending on the variables \( U^1, \ldots, U^N \).

Let us say that quite often the system (1.1) can be written in the evolution form

\[ \varphi^i_t = Q^i(\varphi, \varphi_x, \varphi_{xx}, \ldots) \]  

(1.16)

For systems (1.16) the form (1.15) of the corresponding Whitham system has then a natural motivation.

We will assume here that if the conditions (1.14) are satisfied then the system (1.9) is resolvable on the space of 2\( \pi \)-periodic w.r.t. each \( \theta^\alpha \) functions. The solution \( \Psi^{(1)}(\theta, X, T) \) is defined then modulo a linear combination of the “right eigen-functions” of \( \hat{L}^i_{(X,T)}(\Psi^{(0)}_{(p^i)}, \Psi^{(0)}_{(n^i)}) \) introduced above. According to common approach (1.12) we can try to use the corresponding coefficients to make the systems analogous to (1.9) resolvable in the next orders and try to find recursively all the terms of series (1.5).

Different aspects and numerous applications of the Whitham method were studied in many different works (1)-[50] and the Whitham method is considered now as one of the classical methods of investigation of non-linear systems.

It was pointed out by G. Whitham (1,2,3) that the Whitham system (1.14) has a local Lagrangian structure in case when the initial system has a local Lagrangian structure

\[ \delta \int \int \mathcal{L}(\varphi, \varphi_t, \varphi_x, \ldots) \, dx \, dt = 0 \]

on the space \( \{ \varphi(x, t) \} \).

The procedure of construction of Lagrangian formalism for the Whitham system (1.14) is given by the averaging of the Lagrangian function \( \mathcal{L} \) on the family of \( m \)-phase solutions of system (1.1) (1,2,3). Let us note also that in the case of presence of additional parameters \( n^l \) the additional method of Whitham pseudo-phases should be used.

The important procedure of averaging of local field-theoretical Hamiltonian structures was suggested by B.A. Dubrovin and S.P. Novikov (14,18,27,31). The Dubrovin-Novikov procedure gives the local field-theoretical Hamiltonian formalism for the Whitham system (1.15) in the case when the initial system (1.16) has a local Hamiltonian formalism of general type. The Dubrovin-Novikov bracket for the Whitham system has a general form

\[ \{ U^\nu(X), U^\mu(Y) \} = g^{\nu\mu}(U) \delta'(X - Y) + b^\nu_\mu(U) U^\mu_X \delta(X - Y) \]  

(1.17)

and was called the local Poisson bracket of Hydrodynamic type. The theory of the brackets (1.17) is closely related with differential geometry (14,27,31) and is connected with different coordinate systems in the (pseudo) Euclidean spaces. Let us say also that during

---

1We apologize for the impossibility to give here the full list of numerous works on Whitham method.
the last years the important weakly-nonlocal generalizations of Dubrovin-Novikov brackets (Mokhov-Ferapontov bracket and Ferapontov brackets) were introduced and studied ([52, 53, 54, 55, 56, 57, 58]).

The Hamiltonian structure (1.17) for the systems (1.15) has a direct relation to the integrability of the systems of this class. Thus it was conjectured by S.P. Novikov that any diagonalizable system (1.15) Hamiltonian with respect to the bracket of Hydrodynamic Type is integrable. The conjecture of S.P. Novikov was proved by S.P. Tsarev ([51]) who suggested the ”generalized Hodograph method” for solving the diagonal Hamiltonian systems (1.15). Let us say that the Tsarev method has become especially important for the Whitham systems corresponding to integrable hierarchies and provided a lot of very important solutions for such systems in different cases. We note here, that the Whitham systems of integrable hierarchies can usually be written in diagonal form ([3, 11, 25]) and admit the (multi-) Hamiltonian structures given by the averaging of the Lagrangian or the field-theoretical Hamiltonian structures of the initial system.

During the last years the theory of compatible Poisson brackets (1.17) and their deformations in connection with Quantum Field Theory was intensively developed ([59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71]). Namely, the theory of compatible Poisson brackets (1.17) plays the main role in the theory of ”Frobenius manifolds” constructed by B.A. Dubrovin and connected with the classification of the Topological Quantum Field Theories (based on the Witten - Dijkgraaf - Verlinde - Verlinde equation). Every ”Frobenius manifold” is connected also with the integrable hierarchy of Hydrodynamic Type

$$U_{t_\nu} = V_{s_\mu}^\nu(U) U_{X}^\mu$$  \hspace{1cm} (1.18)

having the bihamiltonian structure in Dubrovin-Novikov sense with a pair of Poisson brackets (1.17).

The ” $\epsilon$-deformations ” of the integrable hierarchies and the Poisson brackets (1.17) are connected with the ”higher genus” corrections in the Quantum Field Theories and are being intensively investigated now ([63, 64, 65, 66, 67, 68, 69, 70, 71]). According to B.A. Dubrovin and Y. Zhang the $\epsilon$-deformation of Frobenius manifold is given by the infinite series polynomial w.r.t. derivatives $U_X$, $U_{XX}$, $U_{XXX}$, ... and representing the ”small dispersion” deformation of the hierarchy (1.18) and the corresponding bihamiltonian structure of Hydrodynamic Type. The deformed hierarchy and bihamiltonian structure should possess also the additional properties of Frobenius manifolds (”unit vector field”, Euler field, $\tau$-symmetry etc. ...) and give then the ”deformation” of the corresponding Frobenius manifold ([63, 65, 67]). The general problem of classification of deformations of bihamiltonian hierarchies (1.18) is being also intensively studied by now and very important results were obtained recently in this area ([60, 68, 69, 70, 71]).

The dispersive corrections to the Whitham systems were first considered by M.Y. Ablowitz and D.J. Benney ([5], also [6]-[7]) where the first consideration of multi-phase

\begin{footnote}{2The hierarchy (1.18) and the corresponding pair of Poisson brackets possess also some additional properties (the existence of ”unit vector field”, Euler field, $\tau$-symmetry etc. ...).}
Whitham method was also made. As was shown in [5] the dispersive corrections to Whitham systems can naturally arise and, besides that, can be generalized to the multi-phase situation.

In this paper we will consider the deformations of the Whitham systems (1.15) having Dubrovin-Zhang form, i.e. the dispersive corrections to (1.15) containing the higher $X$-derivatives of the parameters $U$. The problem in this form is connected with the problem set by B.A. Dubrovin which is formulated as the problem of deformations of Frobenius manifolds corresponding to the Whitham systems of integrable hierarchies. B.A. Dubrovin problem contains both the problem of deformation of Whitham systems (1.15) and the corresponding bi-Hamiltonian structures of Hydrodynamic Type giving the dispersive corrections to these structures.

We will consider here the first part of B.A. Dubrovin problem and suggest a general scheme of recursive construction of terms of the deformation of the Whitham system (1.15) using the initial system (1.1) or (1.16). The second part of B.A. Dubrovin problem will then be considered in the next paper. We will not require, however, the "integrability" of the system (1.15) and all the considerations below can be applicable for both integrable and non-integrable systems (1.1), (1.16). Thus, we do not require also the bihamiltonian property of the Whitham system (1.15).

In the next chapter we will make more detailed investigation of the asymptotic series (1.5) and describe the construction of the deformation procedure for general Whitham systems.

2 The deformation of the Whitham systems.

Let us start again with the description of the construction of asymptotic series (1.5) connected with the Whitham method. We will assume that we have the initial system having the general form (1.1) which has an $N$-parametric (modulo the initial phases $\theta_0$) family of $m$-phase solutions

$$\varphi^i(x,t) = \Phi^i(k(U)x + \omega(U)t + \theta_0, U)$$  \hspace{1cm} (2.1)

with the functions $\Phi(\theta, U)$ satisfying the system

$$F^i(\Phi, \omega^\alpha(U) \Phi_{\theta^\alpha}, k^\beta(U) \Phi_{\theta^\beta}, \omega^\gamma(U) \omega^\delta(U) \Phi_{\theta^\gamma \theta^\delta}, \ldots) = 0$$ \hspace{1cm} (2.2)

(and 2$\pi$-periodic w.r.t. all $\theta^\alpha$).

The choice of the functions $\Phi^i(\theta, U)$ at each $U$ is defined modulo the initial phase $\theta_0$ and the full family of solutions of (2.2) is given by all the functions $\Phi(\theta + \theta_0, U)$ with arbitrary $\theta_0 = (\theta_0^1, \ldots, \theta_0^m)$. We will just assume here that the choice of $\Phi^i(\theta, U)$ is smooth on the family of $m$-phase solutions $\Lambda$.

We will assume also that the parameters $(k, \omega)$ are independent on the family $\Lambda$ such that $N \geq 2m$. It will be convenient to use the parameters $(k^1, \ldots, k^m, \omega^1, \ldots, \omega^m, n^1, \ldots, n^s)$ on the family $\Lambda$ where $k^\alpha$ are the "wave numbers", $\omega^\alpha$ are frequencies, and $(n^1, \ldots, n^s)$
are additional parameters (if they present). The linearly independent solutions of the linearized system \((2.2)\) will then be given by \(m + s\) functions \(\Phi_{\theta^0}(\theta, U)\), \(\Phi_{n^0}(\theta, U)\).

As we already said above we assume that the family \(\Lambda\) represents the "full regular family" of \(m\)-phase solutions of \((2.3)\) such that all the requirements \((1)-(3)\) formulated in the Definition 1.1 are satisfied. We have thus exactly \(m + s\) functions \(\Phi_{\theta^0}(\theta, U), \Phi_{n^0}(\theta, U)\) giving the basis in the kernel of linearized system \((2.2)\) and exactly \(m + s\) linearly independent functions \(\kappa_{n^0}(\theta + \theta_0)\) giving the basis in the kernel of the adjoint operator (for generic \(k, \omega\)) and depending in a smooth way on the parameters \((k, \omega, n)\).

As we mentioned already we make a rescaling of coordinates \(X = \epsilon x, T = \epsilon t\) and try to find the solutions of system

\[
F^i(\varphi, \epsilon \varphi_T, \epsilon \varphi_X, \epsilon^2 \varphi_{TT}, \epsilon^2 \varphi_{XT}, \epsilon^2 \varphi_{XX}, \ldots) = 0, \quad i = 1, \ldots, n
\]

having the form

\[
\phi^i(\theta, X, T, \epsilon) = \Psi^i \left( \frac{S(X, T)}{\epsilon} + \theta, X, T, \epsilon \right)
\]

\[
\Psi^i(\theta, X, T, \epsilon) = \sum_{k \geq 0} \Psi_{(k)}^i(\theta, X, T) \epsilon^k
\]

The function \(\Psi_{(0)}(\theta, X, T)\) belongs to the family \(\Lambda\) at every fixed \(X\) and \(T\) and the compatibility conditions \((1.12)\) for the system

\[
\hat{L}^i_j \Psi_{(1)}^j(\theta, X, T) = f_{(1)}^i(\theta, X, T)
\]

give the Whitham system \((1.13)\) on the parameters \(U(X, T)\) of the zero approximation. The function \(\Psi_{(1)}(\theta, X, T)\) is defined from the system \((2.6)\) modulo the linear combination of functions \(\Phi_{\theta^0}(\theta, U), \Phi_{n^0}(\theta, U)\) at every \(X\) and \(T\).

All the other approximations \(\Psi_{(k)}(\theta, X, T)\) satisfy the linear systems

\[
\hat{L}^i_j \Psi_{(k)}^j(\theta, X, T) = f_{(k)}^i(\theta, X, T)
\]

where the functions \(f_{(k)}(\theta, X, T)\) represent the higher order discrepancies given by system \((2.3)\).

The compatibility conditions of the systems \((2.7)\) \((k \geq 2)\) give the restrictions on the "initial phases" \(\theta_0^\alpha\) of the zero approximation and on the previous corrections \(\Psi_{(k')}(\theta, X, T)\).

Let us make now one more general assumption about the systems \((2.6)\) and \((2.7)\). Namely we omit here the special investigation of the solvability of systems \((2.6), (2.7)\) on the space of \(2\pi\)-periodic functions and assume that the orthogonality conditions

\[
\int_0^{2\pi} \int_0^{2\pi} \kappa_{n^0}(\theta, X, T) f_{(k)}^i(\theta, X, T) \frac{d^m \theta}{(2\pi)^m} = 0
\]

give the necessary and sufficient conditions of solvability of these systems. So, we will assume that under the conditions \((2.8)\) we can always find a smooth \(2\pi\)-periodic solution of \((2.6), (2.7)\) defined modulo the linear combination
Let us consider now the construction of the asymptotic series (2.5). We note first that the solution \( \Psi(k)(\theta, X, T) \) is defined from the system (2.7) modulo the linear combination (2.9) which is equivalent in the main order to the addition of the values \( \epsilon^{k+1} c_{(k)}^\alpha(X, T) \) to the phases \( S^\alpha(X, T) \) of the zero approximation \( \Psi(0)(\theta, X, T) \) and to the addition of the values \( \epsilon^k d^l_{(k)}(X, T) \) to the parameters \( n^l(X, T) \) of \( \Psi(0)(\theta, X, T) \) according to the formulae (2.4), (2.5). Easy to see also that we can add the values \( \epsilon^{k+1} c_{(k)}^\alpha(X, T) \) and \( \epsilon^k d^l_{(k)}(X, T) \) to the parameters \( k^\alpha, \omega^\alpha \) in the \( U \)-dependence of \( \Psi(0)(\theta, X, T) \) which does not affect the \( k \)-th order of \( \epsilon \) in the series (2.5).

Let us change now the procedure of construction of series (2.5) in the following way:

1) At every step \( k \) we choose the solution \( \Psi(k)(\theta, X, T) \) in arbitrary way;

2) We allow the regular \( \epsilon \)-dependence

\[
S^\alpha(X, T, \epsilon) = \sum_{k \geq 0} S_{(k)}^\alpha(X, T) \epsilon^k
\]

\[
n^l(X, T, \epsilon) = \sum_{k \geq 0} n^l_{(k)}(X, T) \epsilon^k
\]

of the phases \( S^\alpha \) and the parameters \( (k, \omega, n) \) of the zero approximation \( \Psi(0)(\theta, X, T) \) such that

\[
k^\alpha(X, T, \epsilon) = S_X^\alpha(X, T, \epsilon), \quad \omega^\alpha(X, T, \epsilon) = S_T^\alpha(X, T, \epsilon)
\]

3) We use the higher orders \( S_{(k)}^\alpha, n^l_{(k)} \) of the functions \( S^\alpha(X, T, \epsilon), n^l(X, T, \epsilon) \) to provide the orthogonality conditions (2.8) for the systems (2.7).

We can write now the asymptotic solution of (2.3) in the form

\[
\phi^i(\theta, X, T, \epsilon) = \Phi^i \left( \frac{S(X, T, \epsilon)}{\epsilon} + \theta, S_X(X, T, \epsilon), S_T(X, T, \epsilon), n(X, T, \epsilon) \right) + \\
+ \sum_{k \geq 1} \tilde{\Psi}_i(k) \left( \frac{S(X, T, \epsilon)}{\epsilon} + \theta, X, T \right) \epsilon^k
\]

(2.10)

Let us note that the phase shift \( \theta_0(X, T) \) of the initial approximation becomes now the \( \epsilon \)-term in \( \epsilon \)-expansion of the function \( S(X, T, \epsilon) \).
It’s not difficult to see that the series (2.10) can be always represented in the form (2.1)-(2.5) and give the same set of the asymptotic solutions of system (2.3). However, the series (2.10) contains a big "renormalization freedom" since we can change in arbitrary way the higher orders corrections \( S(2)(X, T), S(3)(X, T), \ldots, n(1)(X, T), n(2)(X, T), \ldots \) and then adjust the functions \( \tilde{\Psi}_{(k)} \) in the appropriate way.

Let us now "fix the normalization" of the solution (2.10) in the following way: We require that the first term \( \Phi^i \left( \frac{S(X, T, \epsilon)}{\epsilon} + \theta, S_X(X, T, \epsilon), S_T(X, T, \epsilon), n(X, T, \epsilon) \right) \) of (2.10) gives "the best approximation" of the asymptotic solution (2.10) by the modulated \( m \)-phase solution of (1.1). To be more precise, we require that the rest of the series (2.10) is orthogonal (at every \( X \) and \( T \)) to the vectors \( \Phi^\theta_{(i)}(\theta, X, T), \Phi^n_{(i)}(\theta, X, T) \) "tangent" to \( \Lambda \) at the "point" \([S(X, T, \epsilon), n(X, T, \epsilon)]\).

Thus we will put now the conditions

\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \sum_{i=1}^n \Phi^i_{\theta^\alpha}(\theta, S_X, S_T, n) \left[ \sum_{k=1}^\infty \tilde{\Psi}^i_{(k)}(\theta, X, T) \epsilon^k \right] \frac{d^m \theta}{(2\pi)^m} = 0 \tag{2.11}
\]

\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \sum_{i=1}^n \Phi^i_{n^\alpha}(\theta, S_X, S_T, n) \left[ \sum_{k=1}^\infty \tilde{\Psi}^i_{(k)}(\theta, X, T) \epsilon^k \right] \frac{d^m \theta}{(2\pi)^m} = 0 \tag{2.12}
\]

(for all \( \epsilon \)).

As we saw above, the functions \( \tilde{\Psi}_{(k)}(\theta, X, T) \) are defined modulo the linear combinations of the functions \( \Phi^\theta_{(i)}(\theta, S_{(0)}X, S_{(0)}T, n_{(0)}), \Phi^n_{(i)}(\theta, S_{(0)}X, S_{(0)}T, n_{(0)}) \) which are linearly independent for the full regular family of \( m \)-phase solutions of (1.1). Using this fact it’s not difficult to prove that the conditions (2.11)-(2.12) fix uniquely all the terms \( S_{(k)}, n_{(k)}, \) and \( \tilde{\Psi}_{(k)}(\theta, X, T) \) \((k \geq 0)\) for a given solution (2.10).

Let us say now that the choice of the normalization (2.11)-(2.12) is not unique. In particular, it depends on the choice of the variables \( \varphi^i(x, t) \) for the "vector" \((i > 1)\) systems (1.4). We will speak about the normalization (2.11)-(2.12) as about one possible way to fix the functions \( \tilde{\Psi}_{(k)}(\theta, X, T) \).

The solution \( \phi(\theta, X, T) \) can now be defined as the asymptotic solution of the system (2.3) having the form (2.10) which satisfies the conditions

\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \sum_{i=1}^n \Phi^i_{\theta^\alpha}(\theta, S_X, S_T, n) \phi^i \left( \theta - \frac{S}{\epsilon}, X, T, \epsilon \right) \frac{d^m \theta}{(2\pi)^m} = 0
\]
\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \sum_{i=1}^{n} \Phi_i^j(\theta, S_X, S_T, n) \left[ \phi^i \left( \theta - \frac{S}{\epsilon}, X, T, \epsilon \right) - \Phi_i(\theta, S_X, S_T, n) \right] \frac{d^m \theta}{(2\pi)^m} = 0
\]
(for all \(\epsilon\)).

To find a solution in the form (2.10) we substitute the series (2.10) in the system (2.3) and try to find the functions \(\tilde{\Psi}_i^j(\theta, X, T)\) from the linear systems

\[
\hat{L}_{ij} \left[ S^{(0)}, n^{(0)} \right] \tilde{\Psi}_j^j(\theta, X, T) = \tilde{f}_i^j(\theta, X, T) \quad (2.13)
\]

analogous to (2.7).

The functions \(\tilde{f}_i^j(\theta, X, T)\) are different from the functions \(f_i^j(\theta, X, T)\) since we included "a part of \(\epsilon\)-dependence" in the first term of (2.10). The functions \(\tilde{f}_i^j(\theta, X, T)\) should be orthogonal to the functions \(\kappa_q^{(q)}(\theta, X, T), q = 1, \ldots, m + s\) and we use the conditions (2.11)-(2.12) for the recurrent determination of \(\tilde{\Psi}_i^j(\theta, X, T)\). The functions \(S_\alpha^i(X, T), n_l^i(X, T)\) are used now to provide the resolvability of the systems (2.13) in all orders of \(\epsilon\).

Let us investigate now the systems arising on the functions \(S_{(0)}(X, T), S_{(1)}(X, T), \ldots, n_{(0)}(X, T), n_{(1)}(X, T), \ldots\). Let us note that we have in our notations \(S(X, T) = S_{(0)}(X, T), \theta_0(X, T) = S_{(1)}(X, T)\). We saw in Lemma 1.1 that the function \(\theta_0(X, T)\) does not appear in the solvability conditions of the system (1.9). For the asymptotic solution written in the form (2.10) with the normalization conditions (2.11)-(2.12) we can prove here even stronger statement.

**Lemma 2.1**

The functions \(S_\alpha^i(X, T), n_l^i(X, T)\) do not appear in the expression for the discrepancy \(\tilde{f}_i^j(\theta, X, T)\) and do not affect the solution \(\tilde{\Psi}_i^j(\theta, X, T)\).

Proof.

The way how we get the discrepancy \(\tilde{f}_i^j(\theta, X, T)\) can be described as follows:

1) We substitute the solution (2.10) in the system (2.3);
2) After "making all differentiations" we can omit the argument shift \(S(X, T, \epsilon)/\epsilon\) in all functions depending on \(\theta\);
3) Then collecting together all the terms of order \(\epsilon^k\) we get the system (2.13).

It’s not difficult to see that in this approach the \(k\)-th order of \(\epsilon\) containing the functions \(S_{(k)}(X, T)\) or \(n_{(k)}(X, T)\) have the form

\[
\frac{dF_i^i}{dk_{\alpha}} S_{(k)}^{\alpha} , \quad \frac{dF_i^i}{d\omega_{\alpha}} S_{(k)}^{\alpha} , \quad \text{and} \quad \frac{dF_i^i}{dn_l^i} n_{(k)}^l
\]

where \(F_i^i\) are the constraints (2.12) defining the \(m\)-phase solutions of (1.1). The derivatives \(d/dk_{\alpha}, d/d\omega_{\alpha}, d/dn_l^i\) here are the total derivatives including the dependence of the functions \(\Phi_i(\theta, k, \omega, n)\) on the corresponding parameters view the form of (2.10). However, all
these derivatives are identically equal to zero on the family Λ, so we get the first part of the Lemma. To finish the proof we have to note also that the values $S_{(k)}(X, T), n_{(k)}(X, T)$ do not appear in the $k$-th order of $\epsilon$ of the normalization conditions (2.11)-(2.12) either. Lemma 2.1 is proved.

We can formulate now the procedure in the following form:

We try to solve the systems (2.13) recursively in all orders and find the functions $\tilde{\Psi}_{(k)}(\theta, X, T)$ satisfying the conditions (2.11)-(2.12). At each $k$-th step of our procedure we get a system on the functions $S_{(k-1)}(X, T), n_{(k-1)}(X, T)$ from the solvability conditions of (2.13). The full set of Whitham solutions will then be parameterized by the set of all functions $\{S_{(k)}(X, T), n_{(k)}(X, T)\}, k \geq 0$ satisfying the conditions of solvability of systems (2.13).

Now let us investigate the systems arising on the functions $S_{(k-1)}(X, T), n_{(k-1)}(X, T)$ from the solvability conditions of (2.13)

$$
\int_0^{2\pi} \cdots \int_0^{2\pi} \kappa_{[S_0, n_0]}^{(q)}(\theta, X, T) \tilde{f}_{(k)}(\theta, X, T) \frac{d^m \theta}{(2\pi)^m} \equiv 0, \quad q = 1, \ldots, m + s \quad (2.14)
$$

in the $k$-th order of $\epsilon$. We note first that the solvability conditions of (2.13) for $k = 1$ give a nonlinear system on the functions $S_{(0)}(X, T), n_{(0)}(X, T)$. It’s not difficult to prove the following Lemma:

**Lemma 2.2.**

The system arising for $k = 1$ coincides with the Whitham system for the functions $S_{(0)}(X, T), n_{(0)}(X, T)$.

Proof.

Indeed, using Lemma 2.1 it’s not difficult to see that the discrepancy $f_{(1)}(\theta, X, T)$ differs from $\tilde{f}_{(1)}(\theta, X, T)$ just by the terms containing derivatives $\theta_0 X$ and $\theta_0 T$. However, according to Lemma 1.1 these terms do not affect the orthogonality conditions (1.12) which then coincide with orthogonality conditions for $\tilde{f}_{(1)}(\theta, X, T)$.

Lemma 2.2 is proved.

The Whitham system (orthogonality conditions) for the functions $S_{(0)}(X, T), n_{(0)}(X, T)$ can be written in the following general form:

$$
W^{(q)}[S_{(0)}, n_{(0)}] \equiv A_{\alpha}^{(q)}(S_{(0)X}, S_{(0)T}, n_{(0)}) \cdot S_{(0)TT}^\alpha + B_{\alpha}^{(q)}(S_{(0)X}, S_{(0)T}, n_{(0)}) \cdot S_{(0)XT}^\alpha + C_{\alpha}^{(q)}(S_{(0)X}, S_{(0)T}, n_{(0)}) \cdot S_{(0)XX}^\alpha + G_{\alpha}^{(q)}(S_{(0)X}, S_{(0)T}, n_{(0)}) \cdot n_{(0)}^\alpha = 0 \quad (2.15)
$$
with some functions \( A^{(q)}_\alpha, B^{(q)}_\alpha, C^{(q)}_\alpha, G^{(q)}_l, H^{(q)}_l \), \( q = 1, \ldots, m + s, \ \alpha = 1, \ldots, m, \ l = 1, \ldots, s \).

Let us prove now the following Lemma about the systems on \( S_{(k)}, n_{(k)}, \ k \geq 1 \).

**Lemma 2.3.**

The orthogonality conditions of \( \tilde{f}_{(k+1)}(\theta, X, T) \) to the functions \( \kappa^{(q)}_{[S_{(0)}, n_{(0)}]} \) give the following linear systems for the functions \( S_{(k)}(X, T), n_{(k)}(X, T), \ k \geq 1 \):

\[
\int \int \frac{\delta W(q)(X, T)}{\delta S^{(\alpha)}_{(0)}(X', T')} S^{(\alpha)}_{(k)}(X', T') \ dX' \ dT' + \int \int \frac{\delta W(q)(X, T)}{\delta n^{(l)}_{(0)}(X', T')} n^{(l)}_{(k)}(X', T') \ dX' \ dT' =
\]

\[
= V^{(q)}_{(k)} [S_{(0)}, \ldots, S_{(k-1)}, n_{(0)}, \ldots, n_{(k-1)}] (X, T)
\]

In other words, the functions \( S_{(k)}(X, T), n_{(k)}(X, T) \) satisfy the linearized Whitham system on the functions \( S_{(0)}(X, T), n_{(0)}(X, T) \) with additional right-hand part depending on the functions \( S_{(0)}, \ldots, S_{(k-1)}, n_{(0)}, \ldots, n_{(k-1)} \).

**Proof.**

Let us look at the terms in \( \tilde{f}_{(k+1)}(\theta, X, T) \) which contain the functions \( S_{(k)}(X, T), n_{(k)}(X, T) \):

1) As we proved in Lemma 2.1 the functions \( \tilde{f}_{(1)}(\theta, X, T) \) contain only the terms depending on \( S_{(0)}, n_{(0)} \). Easy to see that the functions \( \tilde{f}_{(k+1)}(\theta, X, T) \) will then contain the terms

\[
\int \int \frac{\delta \tilde{f}_{(1)}(\theta, X, T)}{\delta S^{(\alpha)}_{(0)}(X', T')} S^{(\alpha)}_{(k)}(X', T') \ dX' \ dT' + \int \int \frac{\delta \tilde{f}_{(1)}(\theta, X, T)}{\delta n^{(l)}_{(0)}(X', T')} n^{(l)}_{(k)}(X', T') \ dX' \ dT'
\]

according to the form of the first term in (2.10).

2) There are terms containing the functions \( S_{(k)}, n_{(k)} \) and the function \( \tilde{\Psi}_{(1)}(\theta, X, T) \). All such terms can be written in the form:

\[
-\int \int \left[ S^{(\alpha)}_{(k)}(X', T') \frac{\delta \tilde{L}^i_{[S_{(0)}, n_{(0)}]}(X, T)}{\delta S^{(\alpha)}_{(0)}(X', T')} + n^{(l)}_{(k)}(X', T') \frac{\delta \tilde{L}^i_{[S_{(0)}, n_{(0)}]}(X, T)}{\delta n^{(l)}_{(0)}(X', T')} \right] \tilde{\Psi}_{(1)}(\theta, X, T) \ dX' \ dT'
\]

where \( \tilde{L}^i_{[S_{(0)}, n_{(0)}]} \) is the linear operator (1.10) given by the linearization of the system (2.2) on the family of \( m \)-phase solutions.

3) There will the terms of the form
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Namely, we will assume that the corresponding Whitham system (2.15) can be resolved.

Let us consider now the systems (1.1) satisfying the special non-degeneracy conditions. All the other terms in the orthogonality conditions (2.16) are the smooth functionals of 

$S_{(0)}(X, T), n_{(0)}(X, T)$ on the family $\Lambda$ where we have $F^i(\theta, X, T) \equiv 0$ identically.

Let us look now at the terms in the orthogonality conditions

$$\int_0^{2\pi} \cdots \int_0^{2\pi} \kappa^{(q)}_{[S_{(0)}]}(\theta, X, T) \tilde{f}^{(1)}_{(k+1)}(\theta, X, T) \frac{d^m\theta}{(2\pi)^m} = 0 \quad (2.16)$$

containing the terms 1)-2).

We have identically

$$\int_0^{2\pi} \cdots \int_0^{2\pi} \kappa^{(q)}_{[S_{(0)}]}(\theta, X, T) \tilde{L}^i_{[S_{(0)}]}(\theta, \theta', X, T) \frac{d^m\theta}{(2\pi)^m} \equiv 0 \quad (2.17)$$

on $\Lambda$ (where $L^i_{[S_{(0)}]}(\theta, \theta', X, T)$ is the ”core” of the operator $\tilde{L}^i_{[S_{(0)}]}(X, T)$).

Easy to see then that the inner product of $\kappa^{(q)}$ with the terms 2) is equal to

$$\int_0^{2\pi} \cdots \int_0^{2\pi} \left[ S^{(k)}_\alpha(X', T') \frac{\delta \kappa_{[S_{(0)}, n_{(0)}]}(\theta, X, T)}{\delta S^{(0)}_\alpha(X', T')} + n^{(k)}_\alpha(X', T') \frac{\delta \kappa_{[S_{(0)}, n_{(0)}]}(\theta, X, T)}{\delta n^{(0)}_\alpha(X', T')} \right] dX' dT' \times$$

$$\times \tilde{L}^i_{[S_{(0)}, n_{(0)}]}(X, T) \tilde{\Psi}^j_{(1)}(\theta, X, T) \frac{d^m\theta}{(2\pi)^m}$$

It’s not difficult to see now that the terms of orthogonality conditions containing the terms 1)-2) can be written together in the form

$$\int \int S^{(k)}_\alpha(X', T') \frac{\delta}{\delta S^{(0)}_\alpha(X', T')} (\kappa^{(q)}_{[S_{(0)}, n_{(0)}]}(\theta, X, T) \tilde{f}(1)_{[S_{(0), n_{(0)}]}]}(X, T) \ dX' dT' +$$

$$+ \int \int n^{(k)}_\alpha(X', T') \frac{\delta}{\delta n^{(0)}_\alpha(X', T')} (\kappa^{(q)}_{[S_{(0)}, n_{(0)}]} \tilde{f}(1)_{[S_{(0), n_{(0)}]}]}(X, T) \ dX' dT'$$

(where $< \ldots \ldots >$ is the inner product of $\kappa^{(q)}$ and $\tilde{f}(1)$).

All the other terms in the orthogonality conditions (2.16) are the smooth functionals of $S_{(0)}, \ldots, S_{(k-1)}, n_{(0)}, \ldots, n_{(k-1)}$, so we get the statement of the Lemma.

Lemma 2.3 is proved.

Let us consider now the systems (1.1) satisfying the special non-degeneracy conditions. Namely, we will assume that the corresponding Whitham system (2.15) can be resolved....
w.r.t. to the highest $T$-derivatives of the functions $S_0(X,T)$, $n_0(X,T)$ and written in the "evolution" form:

\[
S_0^{\sigma} = M_0^{\alpha\beta} (S_0, S_0^T, n_0) S_0^{\beta \alpha} + N_0^{\alpha\beta} (S_0, S_0^T, n_0) S_0^{\beta \alpha} + P_0^{\alpha p} (S_0, S_0^T, n_0) n_0^{p}, \quad \alpha = 1, \ldots, m
\]  

(2.18)

\[
n_0^l = T_0^{l\beta} (S_0, S_0^T, n_0) S_0^{\beta \alpha} + L_0^{l\beta} (S_0, S_0^T, n_0) S_0^{\beta \alpha} + R_0^{l p} (S_0, S_0^T, n_0) n_0^{p}, \quad l = 1, \ldots, s
\]  

(2.19)

After the introduction of the variables $k_0^{\alpha} = S_0^{\alpha \alpha}$, $\omega_0^{\alpha} = S_0^{\alpha \alpha}$ we can write the system (2.18)-(2.19) in the form

\[
k_0^{\alpha} = \omega_0^{\alpha}
\]

\[
\omega_0^{\alpha} = M_0^{\alpha\beta} (k_0, \omega_0, n_0) k_0^{\beta} + N_0^{\alpha\beta} (k_0, \omega_0, n_0) \omega_0^{\beta} + P_0^{\alpha p} (k_0, \omega_0, n_0) n_0^{p}
\]

(2.20)

\[
n_0^l = T_0^{l\beta} (k_0, \omega_0, n_0) k_0^{\beta} + L_0^{l\beta} (k_0, \omega_0, n_0) \omega_0^{\beta} + R_0^{l p} (k_0, \omega_0, n_0) n_0^{p}
\]

i.e. in the form (2.15).

We will consider now the hyperbolic systems (2.20), i.e. such that the matrix

\[
V_\mu^\nu(k_0, \omega_0, n_0) = \begin{pmatrix}
0 & I_m & 0 \\
M_0(k_0, \omega_0, n_0) & N_0(k_0, \omega_0, n_0) & P_0(k_0, \omega_0, n_0) \\
T_0(k_0, \omega_0, n_0) & L_0(k_0, \omega_0, n_0) & R_0(k_0, \omega_0, n_0)
\end{pmatrix}
\]

has exactly $N = 2m + s$ real eigen-values with $N$ linearly independent real eigen-vectors. For hyperbolic systems (2.20) it’s natural to consider the Cauchy problem with the smooth initial data $k_0(X,0)$, $\omega_0(X,0)$, $n_0(X,0)$ (or $S_0(X,0)$, $S_0^T(X,0)$, $n_0(X,0)$). The smooth solution of (2.20) exists in general up to some finite time $T_0$ until the breakdown occurs. So we can write the zero (global in $X$) approximation for the solution (2.10) just in the time interval where we have a smooth solution of the Whitham system. Using Lemma 2.3 it’s not difficult to prove then the following Lemma:

**Lemma 2.4**
For non-degenerate hyperbolic Whitham system (2.20) and the global solution \( S(0)(X,T) \), \( n(0)(X,T) \) defined on the interval \([0,T_0]\) the higher orders approximations in (2.10) are all defined for all \( X \) and \( T \in [0,T_0) \) and are parameterized by the initial values \( S(k)(X,0), S(k)_T(X,0), n(k)(X,0) \).  

Proof.

Indeed, as follows from Lemma 2.3 the functions \( S(k)(X,T), n(k)(X,T) \) are defined by the initial values \( S(k)(X,0), S(k)_T(X,0), n(k)(X,0) \) and can be found from the linear system using the characteristic directions of (2.20) (defined by \( S(0)(X,T), n(0)(X,T) \)) provided that all the smooth solutions \( S(0)(X,T), \ldots, S(k-1)(X,T), n(0)(X,T), \ldots, n(k-1)(X,T) \) and \( \tilde{\Psi}_1(\theta,X,T), \ldots, \tilde{\Psi}_{k-2}(\theta,X,T) \) exist on the interval \([0,T_0)\). According to Lemma 2.1 and Lemma 2.3 we can find then the functions \( \tilde{\Psi}_i(\theta,X,T) \) which are the local expressions (in \( X \) and \( T \)) of \( S(0)(X,T), \ldots, S(k-1)(X,T), n(0)(X,T), \ldots, n(k-1)(X,T) \) and their derivatives. Using the induction we then finish the proof of the Lemma.

Lemma 2.4 is proved.

According to Lemma 2.4 we can formulate now the following statement:

For the initial system (1.1) having the non-degenerate hyperbolic Whitham system (2.20) the corresponding Whitham solutions (2.10) (or (2.4)-(2.5)) are defined by the initial values \( S(X,0, \epsilon), S_T(X,0, \epsilon), n(X,0, \epsilon) \) and exist in the time interval \([0,T_0)\) defined by the Whitham system (2.20) and the initial data \( S(0)(X,0) = S(X,0,0), S(0)_T(X,0) = S_T(X,0,0), \) and \( n(0)(X,0) = n(X,0,0) \).

The deformation procedure.

Let us note now that the series (2.10) (or (2.4)-(2.5)) give in fact the one-parametric formal solutions of (1.1) with a parameter \( \epsilon \). Let us rewrite now the solutions (2.10) in the form which gives the concrete (formal) solution of (1.1) and is not connected with the additional one-parametric \( \epsilon \)-family including this given solution. We omit now the \( \epsilon \)-dependence of functions \( S(X,T, \epsilon), n(X,T, \epsilon) \) (or put formally \( \epsilon = 1 \)) and say that the Whitham solution is defined now by functions \( S(X,T), n(X,T) \) determined by the initial values \( S(X,0), S_T(X,0), n(X,0) \). (Let us keep here the notations \( X \) and \( T \) for the spatial and time coordinates just to emphasize that we consider the "slow" functions \( S_X(X,T), S_T(X,T), n(X,T). \)

Thus, we define now the Whitham solution as the solution of the system

\[
F^i(\varphi, \varphi_T, \varphi_X, \varphi_{TT}, \varphi_{XT}, \varphi_{XX}, \ldots) = 0, \quad i = 1, \ldots, n
\]  

having the form

\[3\]Let us remind that we assume that all systems (2.13) are solvable if the corresponding orthogonality conditions are satisfied.
\[ \phi^i(\theta, X, T) = \Phi^i(S(X, T) + \theta, S_X(X, T), S_T(X, T), n(X, T)) + \sum_{k \geq 1} \Phi_{(k)}^i(S(X, T) + \theta, X, T) \] (2.22)

where the functions \( \Phi_{(k)}^i \):

1) Are \( 2\pi \)-periodic with respect to each \( \theta^\alpha \);
2) Have degree \( k \) (introduced below);
3) Satisfy the normalization conditions (2.11)-(2.12) which will be written now in the form:

\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \sum_{i=1}^{n} \Phi_{\alpha}^i(\theta, S_X, S_T, n) \Phi_{(k)}^i(\theta, X, T) \frac{d^m \theta}{(2\pi)^m} = 0 \quad (2.23)
\]

\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \sum_{i=1}^{n} \Phi_{\alpha}^i(\theta, S_X, S_T, n) \Phi_{(k)}^i(\theta, X, T) \frac{d^m \theta}{(2\pi)^m} = 0 \quad (2.24)
\]

\( k \geq 1, \quad (\alpha = 1, \ldots, m, \quad l = 1, \ldots, s) \).

Let us introduce now the gradation used for the formal expansion (2.22). Namely, for the systems (1.1) having the non-degenerate hyperbolic Whitham system (2.20) we put the following gradation on the functions \( S_X(X, T), S_T(X, T), n(X, T) \) and their derivatives:

1) The functions \( k^\alpha(X, T) = S_X^\alpha(X, T), \omega^\alpha(X, T) = S_T^\alpha(X, T), \) and \( n^l(X, T) \) have degree 0;
2) Every differentiation with respect to \( X \) adds 1 to the degree of the function;
3) The degree of the product of two functions having certain degrees is equal to the sum of their degrees.

In other words, for the parameters \( U = (k, \omega, n) \) we have the gradation rule of Dubrovin - Zhang type, i.e.

All the functions \( f(U) \) have degree 0;
The derivatives \( U_{kX}^\nu \) have degree \( k \);
The degree of the product of functions having certain degrees is equal to the sum of their degrees.

We put now the evolution conditions to the functions \( S(X, T), n(X, T) \) having the form:

\[ S_T^\alpha = \sum_{k \geq 1} \sigma_{(k)}^\alpha(k, \omega, n, k_X, \omega_X, n_X, \ldots) \] (2.25)
\[ n'_T = \sum_{k \geq 1} \eta^l_{(k)} (k, \omega, n, k_X, \omega_X, n_X, \ldots) \] (2.26)

where \( \sigma^\alpha_{(k)}, \eta^l_{(k)} \) are general polynomials in derivatives \( k_X, \omega_X, n_X, k_{XX}, \omega_{XX}, n_{XX}, \ldots \)
(with coefficients depending on \( (k, \omega, n) \)) having degree \( k \).

We now substitute the expansion (2.22) in the system (2.21) and use the relations
(2.25)-(2.26) to remove all the time derivatives of parameters \( (k, \omega, n) \). After that we can divide the system (2.21) into the terms of certain degrees and try to find recursively all the terms \( \Phi_{(k)}(\theta, X, T) \) for \( k = 1, 2, \ldots \).

It is easy to see again that for any \( \Phi_{(k)}(\theta, X, T) \) we will have the linear system analogous to (2.7), (2.13), i.e.
\[
\hat{L}_i^{(i)}_{[S(X,T),n(X,T)]} \Phi_{(k)}(\theta, X, T) = \hat{f}_i^{(k)}(\theta, X, T) \] (2.27)
where \( \hat{f}_i^{(k)}(\theta, X, T) \) is the discrepancy having degree \( k \) according to the definition above.

We have to put again the orthogonality conditions
\[
\int_0^{2\pi} \cdots \int_0^{2\pi} \kappa_{[S,n]}^{(q)}(\theta, X, T) \hat{f}_i^{(k)}(\theta, X, T) \frac{d^n \theta}{(2\pi)^m} \equiv 0 \] (2.28)
on the functions \( \hat{f}_i^{(k)}(\theta, X, T) \) and then find the unique \( \Phi_{(k)}(\theta, X, T) \) satisfying the normalization conditions (2.23)-(2.24).

It’s not difficult to prove the following Lemma:

**Lemma 2.5.**

1) For any system (1.1) having the non-degenerate hyperbolic Whitham system (2.20) the functions \( \sigma^\alpha_{(k)}, \eta^l_{(k)} \) are uniquely determined by the orthogonality conditions (2.28) in the order \( k \).

2) The functions \( \sigma^\alpha_{(1)}, \eta^l_{(1)} \) give the Whitham system (2.18)-(2.19) for the functions \( S_{(0)}(X,T), n_{(0)}(X,T) \). \(^4\)

**Proof.**

Indeed, using Lemma 2.1 it is easy to see that the functions \( \hat{f}_i^{(1)}(\theta, X, T) \) coincide with the functions \( \tilde{f}_i^{(1)}(\theta, X, T) \) introduced in (2.13) after the replacement of functions \( S_{(0)}(X,T), n_{(0)}(X,T) \) by \( S(X,T), n(X,T) \). Comparing then the orthogonality conditions (2.28) with (2.14) we get the second part of the Lemma.

\(^4\)In fact, the functions \( S(X,T,\epsilon), n(X,T,\epsilon) \) introduced previously satisfy the full system (2.26)-(2.27).
To prove the first part we just note that all \( \sigma_{(k)}^\alpha, \eta_{(k)}^l \) arise in the \( k \)-th order of system (2.21) "in the same way". We can conclude then that the orthogonality conditions (2.28) in the \( k \)-th order always contain the functions \( \sigma_{(k)}^\alpha, \eta_{(k)}^l \) in one particular way which coincides with the appearance of \( \sigma_{(1)}^\alpha, \eta_{(1)}^l \) in the Whitham system arising for \( k = 1 \). From the definition of the non-degenerate Whitham system we now obtain the first part of the Lemma.

Lemma 2.5 is proved.

**Definition 2.1.**

We call the system (2.25)-(2.26) or the equivalent system

\[
\begin{align*}
k^\alpha_T & = \omega^\alpha_X, \\
\omega^\alpha_T & = \sum_{k \geq 1} \sigma_{(k)}^\alpha (k, \omega, n, k_X, \omega_X, n_X, \ldots) \\
n^l_T & = \sum_{k \geq 1} \eta_{(k)}^l (k, \omega, n, k_X, \omega_X, n_X, \ldots)
\end{align*}
\]

the deformation of the Whitham system (2.18)-(2.19) (or 2.20).

The functions \( k^\alpha(X, T), \omega^\alpha(X, T), n^l(X, T) \) are the "slow" functions of the variables \( x \) and \( t \) and the system (2.29) gives the analog of the "low-dispersion" expansion in our case. The asymptotic solutions (2.22) of the initial system (2.21) are parameterized by the asymptotic solutions \( k^\alpha(X, T), \omega^\alpha(X, T), n^l(X, T) \) of the system (2.29) and arbitrary (constant) initial phases \( \theta_0^\alpha \). As follows from our considerations above the solutions (2.22) give all the "particular solutions" (2.4)-(2.5), however, they do not contain the additional information about the one-parametric \( \epsilon \)-family given by (2.4)-(2.5).

**Remark 1.**

Let us note that the full set of parameters of \( m \)-phase solutions of (1.1) is given by \( k, \omega, n, \) and \( \theta_0 \). However the functions \( \theta_0^\alpha(X, T) \) do not present as the parameters of solutions (2.22) in this approach. This shows in fact that the introduction of the functions \( \theta_0^\alpha(X, T) \) do not give "new" formal solutions of (1.1) and is responsible for the additional \( \epsilon \)-dependence of one-parametric families (2.4)-(2.5). Here they are "absorbed" by the total phase \( S(X, T) \) connected with the "particular" formal solution of (1.1).

**Remark 2.**

In our consideration we fixed some functions \( \Phi^i(\theta, k, \omega, n) \) on the family \( \Lambda \) (for each \( (k, \omega, n) \)) as having zero initial phases. However, the choice of the functions \( \Phi^i(\theta, k, \omega, n) \) is not unique. In particular, the natural change of the functions \( \Phi^i(\theta, k, \omega, n) \) on \( \Lambda \) can be written in the form
\[ \Phi'(\theta, k, \omega, n) = \Phi(\theta + \theta_0(k, \omega, n), k, \omega, n) \quad (2.30) \]

where \( \theta_0^\alpha(k, \omega, n) \) are arbitrary smooth functions.

It’s not difficult to see also that the system \((2.29)\) depends on the choice of the functions \(\Phi'(\theta, k, \omega, n)\) in the high \((k \geq 2)\) orders.

Let us give here the definition given by B.A. Dubrovin and Y. Zhang \((63, 65)\) and connected with the ”equivalence” of different infinite (or finite) systems.

**Definition 2.2** (B.A. Dubrovin, Y. Zhang).

Consider the system of the form

\[ U_{\nu}^T = \sum_{k \geq 1} V_{(k)}^\nu(U, U_X, U_{XX}, \ldots) \quad , \quad \nu = 1, \ldots, N \quad (2.31) \]

for arbitrary parameters \(U^\nu\) where all \(V_{(k)}^\nu\) are smooth functions polynomial in \(U_X, U_{XX}, \ldots\) and having degree \(k\). We say that two systems \((2.31)\) are connected by the triviality transformation (or equivalent) if they are connected by the formal substitution

\[ \tilde{U}_{\nu} = \sum_{k \geq 0} \tilde{U}_{(k)}^\nu(U, U_X, U_{XX}, \ldots) \]

where all \(\tilde{U}_{(k)}^\nu\) are smooth functions polynomial in \(U_X, U_{XX}, \ldots\) and having degree \(k\).

Let us say actually that the definition of B.A. Dubrovin and Y. Zhang is applied usually to the whole integrable hierarchies and plays the important role in the classification of integrable hierarchies having the form \((2.31)\). We will prove here the following Lemma:

**Lemma 2.6.**

The deformations of the Whitham system \((2.29)\) written for the initial functions \(\Phi(\theta, k, \omega, n)\) and \(\Phi'(\theta, k, \omega, n)\) connected by the transformation \((2.31)\) are equivalent in Dubrovin - Zhang sense.

Proof.
Let us prove first the following statement:
For any transformation \((2.30)\) there exists a unique change of functions \(S^\alpha(X), n^l(X)\):

\[ S'^\alpha = S^\alpha - \theta_0^\alpha(k, \omega, n) + \sum_{k \geq 1} S_{(k)}^\alpha(k, \omega, n, k_X, \ldots) \]

\[ n'' = n^l + \sum_{k \geq 1} n_{(k)}^l(k, \omega, n, k_X, \ldots) \quad (2.32) \]

such that:

1) All \(S_{(k)}, n_{(k)}\) are polynomial in derivatives of \((k, \omega, n)\) and have degree \(k\);
2) For any solution \((\Phi[S,n](\theta, X, T))\) of \((2.21)\) the functions 
\(\Phi'(S'(X, T) + \theta, S'_X, S'_T, n')\) satisfy the normalization conditions

\[
\int_0^{2\pi} \int_0^{2\pi} \sum_{i=1}^{n} \Phi_{\theta^i}^\prime(S' + \theta, S'_X, S'_T, n') \phi_{[S,n]}^i(\theta, X, T) \frac{d^m \theta}{(2\pi)^m} = 0 \tag{2.33}
\]

\[
\int_0^{2\pi} \int_0^{2\pi} \sum_{i=1}^{n} \Phi_{n^i}^\prime(S' + \theta, S'_X, S'_T, n') \left[ \phi_{[S,n]}^i(\theta, X, T) - \Phi'(S' + \theta, S'_X, S'_T, n') \right] \frac{d^m \theta}{(2\pi)^m} = 0 \tag{2.34}
\]

For the proof of this statement let us note first that we can always express all the
time derivatives of \(k, \omega, \) and \(n\) using the system \((2.29)\) in terms of \(X\)-derivatives of these functions. Using this procedure we try to find the transformation \((2.32)\) recursively in all degrees by substitution of \((2.32)\) in \((2.33)-(2.34)\). It’s not difficult to check then that

The matrix of this linear system coincides with the Gram matrix of functions \(\Phi_{\theta^i}, \Phi_{n^i}\) at every \(X\) and \(T\). Thus, for the full non-degenerate family of \(m\)-phase solutions of \((1.1)\) this system has a unique solution at every degree \(k\). The transformation \((2.32)\) is evidently
invertible in sense of the infinite series (polynomial w.r.t. derivatives of \((k, \omega, n)\)) so we can also express the functions \((S, n)\) in terms of \((S', n')\).

We can try to use now the functions \(\Phi'(S' + \theta, S'_X, S'_T, n')\) as the zero approximation in the \((S', n')\)-expansion of the corresponding solution \((2.22)\). It is not difficult to see that the difference

\[\Phi'(S' + \theta, S'_X, S'_T, n') - \phi_{[S,n]}^i(\theta, X, T)\]

can be represented as the infinite series polynomial w.r.t. derivatives of \((k, \omega, n)\) and
starting with the terms of degree 1. After the expression of the functions \((k, \omega, n)\) in terms of \((k', \omega', n')\) in this difference we get finally the \((S', n')\)-expansion of the solution \(\phi_{[S,n]}^i(\theta, X, T)\).

The functions \((S', n')\) satisfy now the new deformed Whitham system \((2.25)-(2.26)\) corresponding to the choice of the functions \(\Phi'(\theta, k', \omega', n')\) as the functions of zero approximation.

Easy to see also that the transformation \((2.32)\) remains polynomial in \(X\)-derivatives of \((k, \omega, n)\) after the expression of time derivatives of \((k, \omega, n)\) using the system \((2.29).\)

We obtain then that the transformation \((2.32)\) gives a ”triviality” connection between
the systems \((2.29)\) written for the initial functions \(\Phi(\theta, k, \omega, n)\) and \(\Phi'(\theta, k, \omega, n)\).

Lemma 2.6 is proved.

At the end let us note again that the Lemma 2.6 is important in fact for the integrable
hierarchies rather than for the one particular system \((1.1)\) according to Dubrovin - Zhang
approach to classification of integrable systems.
I wish to thank Prof. B.A. Dubrovin, who suggested the problem, for the interest to this work and many fruitful discussions.

References

[1] G. Whitham, A general approach to linear and non-linear dispersive waves using a Lagrangian, J. Fluid Mech. 22 (1965), 273-283.

[2] G. Whitham, Non-linear dispersive waves, Proc. Royal Soc. London Ser. A 139 (1965), 283-291.

[3] G. Whitham, Linear and Nonlinear Waves. Wiley, New York (1974).

[4] Luke J.C., A perturbation method for nonlinear dispersive wave problems, Proc. Roy. Soc. London Ser. A, 292, No. 1430, 403-412 (1966).

[5] M.J. Ablowitz, D.J. Benney., The evolution of multi-phase modes for nonlinear dispersive waves, Stud. Appl. Math. 49 (1970), 225-238.

[6] M.J. Ablowitz., Applications of slowly varying nonlinear dispersive wave theories, Stud. Appl. Math. 50 (1971), 329-344.

[7] M.J. Ablowitz., Approximate methods for obtaining multi-phase modes in nonlinear dispersive wave problems, Stud. Appl. Math. 51 (1972), 17-55.

[8] W.D. Hayes., Group velocity and non-linear dispersive wave propagation, Proc. Royal Soc. London Ser. A 332 (1973), 199-221.

[9] A.V. Gurevich, L.P. Pitaevskii., Decay of initial discontinuity in the Korteweg - de Vries equation, JETP Letters 17 (1973), 193-195.

[10] A.V. Gurevich, L.P. Pitaevskii., Nonstationary structure of a collisionless shock waves, Sov. Phys. JETP 38 (1974), 291-297.

[11] Flaschka H., Forest M.G., McLaughlin D.W., Multiphase averaging and the inverse spectral solution of the Korteweg - de Vries equation, Comm. Pure Appl. Math., - 1980.- Vol. 33, no. 6, 739-784.

[12] S.Yu. Dobrokhotov and V.P.Maslov., Konechnozonnye pochtii periodicheskie resheniya v WKB priblizeniai., Itogi Nauki, ser. Matem. 1980, T. 15, 3-94, (in Russian)!, Translation: S.Yu. Dobrokhotov and V.P.Maslov., Finite-Gap Almost Periodic Solutions in the WKB Approximation. J. Soviet. Math., 1980, V. 15, 1433-1487.

[13] V.E. Zakharov, S.V. Manakov, S.P. Novikov, L.P. Pitaevskii., Teoriya solitonov. Metod obratnoi zadachi. Nauka, Moscow 1980. (ed. S. P. Novikov) (in Russian)!, Translation: S.P. Novikov, S.V. Manakov, L.P. Pitaevskii, and V.E. Zakharov., Theory of solitons. The inverse scattering method., Plenum, New York 1984.
[14] B.A. Dubrovin and S.P. Novikov., Hamiltonian formalism of one-dimensional systems of hydrodynamic type and the Bogolyubov - Whitham averaging method, *Soviet Math. Dokl.*, Vol. 27, (1983) No. 3, 665-669.

[15] P.D. Lax, C.D. Levermore., The small dispersion limit for the Korteweg - de Vries equation I, II, and III. *Comm. Pure Appl. Math.*, 36 (1983), 253-290, 571-593, 809-830.

[16] S. Venakides., The zero dispersion limit of the KdV equation with non-trivial reflection coefficient, *Comm. Pure Appl. Math.*, 38 (1985), 125-155.

[17] S. Venakides., The generation of modulated wavetrains in the solution of the Korteweg - de Vries equation, *Comm. Pure Appl. Math.*, 38 (1985), 883-909.

[18] S.P. Novikov., The geometry of conservative systems of hydrodynamic type. The method of averaging for field-theoretical systems., *Russian Math. Surveys*. 40 : 4 (1985), 85-98.

[19] V.V. Avilov, S.P. Novikov., Evolution of the Whitham zone in KdV theory, *Soviet Phys. Dokl.* 32 (1987), 366-368.

[20] A.V. Gurevich, L.P. Pitaevskii., Averaged description of waves in the Korteweg - de Vries - Burgers equation, *Soviet Phys. JETP* 66 (1987), 490-495.

[21] I.M. Krichever, S.P. Novikov., Evolution of the Whitham zone in the Korteweg - de Vries theory, *Soviet Phys. Dokl*. 32 (1987), 564-566.

[22] S. Venakides., The zero dispersion limit of the periodic KdV equation, *Trans. Amer. Math. Soc.* 301 (1987), 189-226.

[23] M.V. Pavlov., The non-linear Srödinger equation and the Bogolyubov-Whitham averaging method, *Theoret. and Math. Phys.* 71 (1987), 584-588.

[24] C.D. Levermore, The hyperbolic nature of the zero dispersion KdV limit, *Comm. Partial Differential Equations* 13 (1988), 495-514.

[25] I.M. Krichever., "The averaging method for two-dimensional ”integrable” equations”, *Functional Anal. Appl.* 22 (1988), 200-213.

[26] G.V. Potemin, Algebraic-geometric construction of selfsimilar solutions of Whitham equations, *Russian Math. Surveys* 43 : 5 (1988), 252-253.

[27] B.A. Dubrovin and S.P. Novikov., Hydrodynamics of weakly deformed soliton lattices. Differential geometry and Hamiltonian theory, *Russian Math. Survey*, 44 : 6 (1989), 35-124.

[28] A.V. Gurevich, A.L. Krylov, and G.A. El., Riemann wave breaking in dispersive hydrodynamics, *JETP Letters* 54 (1991), 102-107.
[29] A.V. Gurevich, A.L. Krylov, and G.A. El., Evolution of a Riemann wave in dispersive hydrodynamics, *Sov. Phys. JETP* **74** (1992), 957-962.

[30] I.M. Krichever., "Perturbation theory in periodic problems for two-dimensional integrable systems", *Sov. Sci. Rev. Section C* **9** (1992).

[31] B.A. Dubrovin and S.P. Novikov., Hydrodynamics of soliton lattices, *Sov. Sci. Rev. C, Math. Phys.*, 1993, V.9. part 4. P. 1-136.

[32] P.D. Lax, C.D. Levermore, S. Venakides., The generation and propagation of oscillations in dispersive IVPs and their limiting behavior. *Important developments in soliton theory 1980-1990*, 205-241, Springer Series in Nonlinear Dynamics. Springer, Berlin (1993).

[33] F.-R. Tian., Oscillations of the zero dispersion limit of the Korteweg - de Vries equation. *Comm. Pure Appl. Math* **46** (1993), 1093-1129.

[34] F.-R. Tian., The initial value problem for the Whitham averaged system. *Comm. Math. Phys* **166** (1994), 79-115.

[35] I.M. Krichever., The \( \tau \)-function of the universal Whitham hierarchy, matrix models and topological field theories, *Comm. Pure Appl. Math* **47** (1994), 437-475.

[36] A.Ya. Maltsev, M.V. Pavlov., On Whitham’s method of averaging, *Functional Analysis and Its Appl.* **29**: 1 (1995), 6-19.

[37] M.V. Pavlov., Multi-Hamiltonian structures of the Whitham equations, *Russian Acad. Sci. Doklady Math.* **50**: 2 (1995), 220-223.

[38] B.A. Dubrovin., Functionals of the Peierls - Fröhlich type and the variational principle for the Whitham equations, *Amer. Math. Soc. Transl. (2)* **179** (1997), 35-44.

[39] A.Ya. Maltsev., The conservation of the Hamiltonian structures in Whitham’s method of averaging, *Izvestiya, Mathematics* **63**:6 (1999), 1171-1201.

[40] T. Grava., Self-similar asymptotic solutions of the Whitham equations, *Russian Math. Survey* **54**: 2 (1999), 169-170.

[41] T. Grava., Existence of a global solution of the Whitham equations, *Theor. Math. Physics* **122**: 1 (2000), 46-57.

[42] T. Grava., From the solution of the Tsarev system to the solution of the Whitham equations, *Mathematical Physics, Analysis and Geometry* **4**: 1, (2001), 65-96.

[43] G.A. El, A.L. Krylov, S. Venakides., Unified approach to KdV modulations, *Comm. Pure Appl. Math, Comm. Pure Appl. Math*, **54**: 10 (2001), 1243-1270.
[44] A.Ya.Maltsev., The averaging of non-local Hamiltonian structures in Whitham’s method, Intern. Journ. of Math. and Math. Sci., 30 : 7 (2002), 399-434.

[45] T. Grava., Riemann-Hilbert problem for the small dispersion limit of the KdV equation and linear overdetermined systems of Euler-Poisson-Darboux type, Comm. Pure Appl. Math, 55 : 4 (2002), 395-430.

[46] T. Grava, F.-R. Tian., The generation, propagation and extinction of multiphases in the KdV zero dispersion limit. Comm. Pure Appl. Math, 55 : 12 (2002), 1569-1639.

[47] G.A. El, The thermodynamic limit of the Whitham equations, Physics Letters A 311 (2003), 374-383.

[48] T. Grava., Whitham equations, Bergmann kernel and Lax-Levermore minimizer, Acta Applicandae Mathematica 82 (2004), 1-82.

[49] A.Ya.Maltsev., Weakly-nonlocal Symplectic Structures, Whitham method, and weakly-nonlocal Symplectic Structures of Hydrodynamic Type, J. Phys. A: Math. Gen. 38 (3) (2005), 637-682.

[50] S. Abenda and T. Grava, Modulation theory for the Camassa-Holm equation, Annales Institut Fourier 55 (5) (2005), 1001-1032.

[51] S.P.Tsarev., On Poisson brackets and one-dimensional Hamiltonian systems of hydrodynamic type, Soviet Math. Dokl., 31 : 3 (1985), 488-491.

[52] O.I. Mokhov and E.V. Ferapontov., Nonlocal Hamiltonian operators of hydrodynamic type associated with constant curvature metrics, Russian Math. Surveys, 45:3 (1990), 218-219.

[53] E.V. Ferapontov., Differential geometry of nonlocal Hamiltonian operators of hydrodynamic type, Functional Anal. and Its Applications, Vol. 25, No. 3 (1991), 195-204.

[54] E.V. Ferapontov., Dirac reduction of the Hamiltonian operator $\delta^{ij} \frac{d}{dx}$ to a submanifold of the Euclidean space with flat normal connection, Functional Anal. and Its Applications, Vol. 26, No. 4 (1992), 298-300.

[55] E.V. Ferapontov., Nonlocal matrix Hamiltonian operators. Differential geometry and applications, Theor. and Math. Phys., Vol. 91, No. 3 (1992), 642-649.

[56] E.V. Ferapontov., Nonlocal Hamiltonian operators of hydrodynamic type: differential geometry and applications, Amer. Math. Soc. Transl., (2), 170 (1995), 33-58.

[57] M.V.Pavlov., Elliptic coordinates and multi-Hamiltonian structures of systems of hydrodynamic type., Russian Acad. Sci. Dokl. Math. 59 : 3 (1995), 374-377.

[58] A.Ya.Maltsev, S.P. Novikov. On the local systems hamiltonian in the weakly nonlocal Poisson brackets., Physica D 156 (2001), 53-80.
[59] B.A.Dubrovin., "Integrable systems in topological field theory", Nucl. Phys., B379 (1992), 627-689.

[60] B.A.Dubrovin., Integrable Systems and Classification of 2-dimensional Topological Field Theories, ArXiv: hep-th/9209040

[61] B.A.Dubrovin., Geometry of 2d topological field theories, ArXiv: hep-th/9407018

[62] B.A.Dubrovin., "Flat pencils of metrics and Frobenius manifolds", ArXiv: math.DG/9803106 In: Proceedings of 1997 Taniguchi Symposium "Integrable Systems and Algebraic Geometry", editors M.-H.Saito, Y.Shimizu and K.Ueno, 47-72. World Scientific, 1998.

[63] B.A.Dubrovin, Y.Zhang., Bihamiltonian Hierarchies in 2D Topological Field Theory At One-Loop Approximation, Commun. Math. Phys. 198 (1998), 311-361.

[64] B.A.Dubrovin., "Geometry and analytic theory of Frobenius manifolds”, ArXiv: math.AG/9807034

[65] B.A.Dubrovin, Y.Zhang., Normal forms of hierarchies of integrable PDEs, Frobenius manifolds and Gromov-Witten invariants., ArXiv: math.DG/0108160

[66] P. Lorenzoni., Deformations of bihamiltonian structures of hydrodynamic type, J. Geom. Phys. 44 (2002), 331-371.

[67] B.A.Dubrovin, Y.Zhang., Virasoro Symmetries of the Extended Toda Hierarchy, ArXiv: math.DG/0308152

[68] Si-Qi Liu, Youjin Zhang., Deformations of Semisimple Bihamiltonian Structures of Hydrodynamic Type, ArXiv: math.DG/0405146

[69] Si-Qi Liu, Youjin Zhang., On the Quasitriviality of Deformations of Bihamiltonian Structures of Hydrodynamic Type, ArXiv: math.DG/0406626

[70] Boris Dubrovin, Si-Qi Liu, Youjin Zhang., "On Hamiltonian perturbations of hyperbolic systems of conservation laws”, ArXiv: math.DG/0410027

[71] Boris Dubrovin, Youjin Zhang, Dafeng Zuo., ”Extended affine Weyl groups and Frobenius manifolds – II”, ArXiv: math.DG/0502365