CONVERGENCE OF SUPERCRITICAL FRACTIONAL FLOWS
TO THE MEAN CURVATURE FLOW

L. DE LUCA, A. KUBIN, AND M. PONSIGLIONE

Abstract. We consider a core-radius approach to nonlocal perimeters governed by isotropic kernels having critical and supercritical exponents, extending the nowadays classical notion of \( s \)-fractional perimeter, defined for \( 0 < s < 1 \), to the case \( s \geq 1 \).

We show that, as the core-radius vanishes, such core-radius regularized \( s \)-fractional perimeters, suitably scaled, \( \Gamma \)-converge to the standard Euclidean perimeter. Under the same scaling, the first variation of such nonlocal perimeters gives back regularized \( s \)-fractional curvatures which, as the core radius vanishes, converge to the standard mean curvature; as a consequence, we show that the level set solutions to the corresponding nonlocal geometric flows, suitably reparametrized in time, converge to the standard mean curvature flow.

Finally, we prove analogous results in the case of anisotropic kernels with applications to dislocation dynamics.
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Introduction

This paper deals with systems governed by strongly attractive nonlocal potentials. Our analysis is geometrical, so that the energy functionals are defined on measurable sets rather than on densities, and can be understood as nonlocal perimeters, whose first variation are nonlocal curvatures, driving the corresponding geometric flows.

We focus on power law pair potentials acting on measurable sets $E \subset \mathbb{R}^d$, whose corresponding nonlocal energy is of the type

\[
J^s(E) := \int_E \int_E \frac{1}{|x-y|^{d+s}} \, dy \, dx.
\]

For $-d < s < 0$ the interaction kernel is nothing but Riesz potential; in such a case, the functionals $J^s$ are nonlocal perimeters in the sense of [18]. Such a geometric interpretation is supported by the fact that, as a consequence of Riesz inequality, balls are minimizers of $J^s$ under volume constraints; moreover, the first variation of $J^s$, referred to as nonlocal curvature, is monotone with respect to set inclusion. The latter provides a parabolic maximum principle which yields global existence and uniqueness of level set solutions to the corresponding geometric evolutions [18, 16].

For positive $s$ the kernel in (0.1) is not integrable, and the corresponding energy is infinite. Nevertheless, for $0 < s < 1$, changing sign to the interaction and letting $E$ interact with its complementary set instead of itself, gives a finite quantity: the well-known fractional perimeter [12]

\[
\tilde{J}^s(E) := \int_E \int_{E^c} \frac{1}{|x-y|^{d+s}} \, dy \, dx.
\]

In fact, fractional perimeters can be rigorously obtained as limits of renormalized Riesz energies by removing the infinite core energy and letting the core radius tend to zero. This has been done in [21], showing that the energies in (0.1) and (0.2) belong to a one parameter family of nonlocal $s$-perimeters, with $-d < s < 1$ (see also [25]); in particular, for $s = 0$ a new perimeter emerges, referred to as 0-fractional perimeter.

Remarkably, as $s \to 1^-$, $s$-fractional perimeters, suitably scaled, converge to the standard perimeter [10, 11, 15, 31, 7, 17], and the corresponding (reparametrized in time) geometric flows converge to the standard mean curvature flow [26, 16].

For $s \geq 1$ fractional perimeters are always infinite. Nevertheless, as discussed above, the critical case $s = 1$ corresponds, at least formally, to the Euclidean perimeter. Notice that for $s = 1$ the fractional perimeter can be seen, again formally, as the square of the (infinite) $H^\frac{1}{2}$ Gagliardo seminorm of the characteristic function of $E$. This fractional energy is particularly relevant in Materials Science, for instance in the theory of dislocations. This is why much effort has been done to derive the Euclidean perimeter directly as the limit of suitable regularizations of the $H^\frac{1}{2}$ seminorm, mainly through phase field approximations [2]. A specific phase field model for the energy induced by planar dislocations within the Nabarro-Peierls theory has been introduced in [24] and studied in [22], where the line tension energy induced by planar dislocations is derived in terms of $\Gamma$-convergence. In [20, 4, 13] the authors study dislocation dynamics within the level set formulation à la Slepčev [32], by considering the geometric flow associated to a suitable regularization of the
formal first variation of the line tension energy. Numerical schemes have been implemented in [3, 15].

In this paper we introduce a core-radius approach to renormalize by scaling the generalized \( s \)-fractional perimeters and curvatures in the critical and supercritical cases \( s \geq 1 \). We show that, as the core-radius tends to zero, the \( \Gamma \)-limit of the nonlocal perimeters is the Euclidean perimeter, the nonlocal curvatures converge to the standard mean curvature, and the corresponding geometric flows converge to the mean curvature flow. Moreover, we consider also the anisotropic variants of such perimeters, with applications to dislocation dynamics. Now we discuss our results in more detail.

In Section 1 we introduce the core-radius regularized critical and supercritical perimeters (see (1.4)). In Theorem 1.5 we show that, suitably scaled, they \( \Gamma \)-converge to the Euclidean perimeter. This analysis is very related with, and in some respects generalizes, many results scattered in the literature, mainly for \( s > 1 \) [29, 9, 30].

Sections 2 and 3 are devoted to the proof of Theorem 1.5. The proof of the lower bounds providing compactness and \( \Gamma \)-liminf inequality rely on techniques developed in [1] and for \( s = 1 \) in [22]. As a byproduct of our \( \Gamma \)-convergence analysis, we provide a characterization of finite perimeter sets (Theorem 3.4) in terms of uniformly bounded renormalized supercritical fractional perimeters. Analogous results for \( 0 < s < 1 \) have been obtained in [10, 13, 31, 27].

In Section 4 we compute the first variations of the renormalized critical and supercritical perimeters, and we show that they converge, as the core-radius vanishes, to the standard mean curvature. The estimates are robust enough to apply the theory of stability for geometric flows developed in [10]. As a consequence, in Theorem 4.7 we prove that the level-set solutions of supercritical fractional geometric flows, suitably reparametrized in time, locally uniformly converge to the level set solution of the classical mean curvature flow. This result extends somehow the analysis done in [20] for \( s = 1 \) and in [14] for \( 1 \leq s < 2 \); in the latter, the authors consider a threshold dynamics based on the \( s \)-parabolic flow and, in turn, on the notion of \( s \)-Laplacian, which is well defined only for \( 0 < s < 2 \).

In Section 5 we show that our renormalization procedures are robust enough to treat also the double limit as \( s \to 1^+ \) and the core-radius vanishes simultaneously (see Theorem 5.1).

In Section 6 we generalize our results to the case of possibly anisotropic kernels (Subsection 6.1) and we present a relevant application to dislocation dynamics (Subsection 6.2). It is well known that planar dislocation loops formally induce an infinite elastic energy that can be seen as an anisotropic version of the (squared) \( H^2 \) seminorm of the characteristic function of the slip region enclosed by the dislocation curve. As mentioned above, renormalization procedures are needed to cut off the infinite core energy. In [20, 14, 13], the authors consider the geometric evolution of dislocation loops and face the corresponding renormalization issues: their approach consists in formally computing the first variation of the infinite energy induced by dislocations, deriving a nonlocal infinite curvature. Then, they regularize such a curvature through convolution kernels, obtaining a finite curvature driving the dynamics. As the convolution regularization kernel concentrates to a Dirac mass, they
recover in the limit a local anisotropic mean curvature flow. The main issue in their analysis is that the convolution regularization produces a positive part in the non-local curvature (corresponding to a negative contribution in the normal velocity), concentrated on the scale of the core of the dislocation, giving back an evolution which does not satisfy the inclusion principle. Therefore, solutions exist only for short time. Moreover, adding strong enough forcing terms, or assuming that the positive part of the curvature is already concentrated on a point (instead of being diffused on the core region), they show that the curvature is in fact monotone with respect to inclusion of sets; as a consequence, they get a globally defined dynamics, converging, as the core-radius vanishes, to the correct anisotropic local mean curvature flow. Here we show that, if one first regularizes the nonlocal perimeters removing the core energy and then computes the corresponding first variation, then the positive part of the curvature is actually concentrated on a point (see Remark 6.3), so that the mathematical assumption in [20] is physically correct and fully justified through the solid core-radius formalism. Finally, in Subsection 6.2 we show that the convergence analysis of the geometric flows done in [20] using the approach [32] can be directly deduced from the analysis developed in Section 4 and Subsection 6.1, providing then a self-contained proof relying on the general theory of nonlocal evolutions and their stability developed in [18, 16].

This paper, together with [21, 16] completes the variational analysis of nonlocal interactions (0.1) and of the corresponding geometric flows for all positive values of \( d + s \). Such functionals account Riesz functionals for \(-d < s < 0\). After suitable renormalization procedures, the case \( s = 0 \) leads to the 0-fractional perimeter, while for \( 0 < s < 1 \) we have the nowadays classical \( s \)-fractional perimeters. This paper focuses on the supercritical case \( s \geq 1 \) leading to the classical perimeter and mean curvature flow, together with their anisotropic variants, in the limit as the core-radius regularization vanishes.
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Notation: We work in the space \( \mathbb{R}^d \) where \( d \geq 2 \) and we denote by \( \{e_j\}_{j=1,...,d} \) the canonical basis of \( \mathbb{R}^d \). We denote by \( \mathbb{R}^{d \times p} \) the set of the matrices having \( d \) rows and \( p \) columns. The symbol \( | \cdot | \) stands for the Lebesgue measure in \( \mathbb{R}^d \), \( M(\mathbb{R}^d) \) is the family of measurable subsets of \( \mathbb{R}^d \), whereas \( M_f(\mathbb{R}^d) \subseteq M(\mathbb{R}^d) \) is the family of subsets if \( \mathbb{R}^d \) having finite measure. We will always assume that every measurable set \( E \) coincides with its Lebesgue representative, i.e., with the set of points at which \( E \) has density equal to one. Moreover, for every \( p > 0 \), we denote by \( \mathcal{H}^p \) the \( p \)-Hausdorff measure.

For every \( x \in \mathbb{R}^d \) and for every \( r > 0 \), we denote by \( B(x, r) \) the open ball of radius \( r \) centered at \( x \) and by \( \overline{B}(x, r) \) its closure. Moreover, we set \( S^{d-1} := \partial B(0, 1) \). Following the standard convention, we set \( \omega_d := |B(x, 1)| \) and we recall that \( \mathcal{H}^{d-1}(\partial B(x, r)) = C \omega_d r^{d-1} \). Sometimes, we will consider also subsets of \( \mathbb{R}^{d-1} \). In such a case, we denote by \( B'(\xi, \rho) \) the ball centered at \( \xi \in \mathbb{R}^{d-1} \) and having radius
equal to $\rho > 0$; we set $\omega_{d-1} := \mathcal{H}^{d-1}(B'(\xi, 1))$ so that $\mathcal{H}^{d-1}(B'(\xi, \rho)) = \omega_{d-1} \rho^{d-1}$ and $\mathcal{H}^{d-2}(\partial B'(\xi, \rho)) = (d - 1) \omega_{d-1} \rho^{d-2}$. Furthermore, we set $Q := \left[ -\frac{1}{2}, \frac{1}{2} \right]^d$ and for every $\nu \in \mathbb{S}^{d-1}$ we set $Q' := R^\nu Q$, where $R^\nu$ is a (arbitrarily chosen) rotation such that $R^\nu e_d = \nu$.

For every set $E \in M(\mathbb{R}^d)$ we denote by $\text{Per}(E)$ the De Giorgi perimeter of $E$ defined by

$$\text{Per}(E) := \sup \left\{ \int_E \text{Div}\Phi(x) \, dx : \Phi \in C_0^1(\mathbb{R}^d; \mathbb{R}^d), \|\Phi\|_{\infty} \leq 1 \right\}.$$ 

For every $E \in M(\mathbb{R}^d)$, the set $\partial^* E$ identifies the reduced boundary of $E$ and $\nu_E : \partial^* E \to \mathbb{R}^d$ the outer normal vector field. For all $y \in \mathbb{R}^d$ and for every $\nu \in \mathbb{S}^{d-1}$ we set

$$H^-_\nu(x) := \left\{ y \in \mathbb{R}^d : \nu \cdot (y - x) \leq 0 \right\},$$

$$H^0_\nu(x) := \left\{ y \in \mathbb{R}^d : \nu \cdot (y - x) = 0 \right\}.$$ 

For every subset $E \subset \mathbb{R}^d$ the symbol $E^c$ denotes its complementary set in $\mathbb{R}^d$, i.e., $E^c := \mathbb{R}^d \setminus E$.

Finally, we denote by $C(*, \cdots, *)$ a constant that depends on $*, \cdots, *$; such a constant may change from line to line.

1. **Supercritical perimeters**

Let $s \geq 1$. For every $r > 0$, we define the interaction kernel $k^s_r : [0, +\infty) \to [0, +\infty)$ as

$$k^s_r(t) := \begin{cases} 
\frac{1}{t^{d+s}} & \text{for } 0 \leq t \leq r, \\
\frac{1}{t^{d+s}} & \text{for } t > r.
\end{cases}$$

We note that

$$k^s_r(lt) = l^{-d-s} k^s_r(t) \quad \text{for every } r, l, t > 0.$$

For all $r > 0$, we define the functional $J^s_r : M(\mathbb{R}^d) \to [\mathbb{R}, 0]$ as

$$J^s_r(E) := \int_E \int_E -k^s_r(|x - y|) \, dy \, dx$$

and for every $E \in M_f(\mathbb{R}^d)$ we set

$$\tilde{J}^s_r(E) := J^s_r(E) + \lambda^s_r |E|,$$

where

$$\lambda^s_r := \int_{\mathbb{R}^d} k^s_r(|z|) \, dz = \frac{(d + s) \omega_d}{s^{d+s}}.$$

Notice that for every $E \in M_f(\mathbb{R}^d)$

$$J^s_r(E) \geq -\int_E \int_{\mathbb{R}^d} k^s_r(|x - y|) \, dy \, dx = -\lambda^s_r |E|,$$
and hence $\tilde{J}_r^s : M_f(\mathbb{R}^d) \to [0, +\infty)$. Moreover, by the very definition of $\tilde{J}_r^s$ in (1.3), for every $E \in M_f(\mathbb{R}^d)$ we have

\[
\tilde{J}_r^s(E) = \int_E \int_{E^c} k_r^s(|x-y|) \, dy \, dx.
\]

We first state the following result concerning the pointwise limit of the functionals $\tilde{J}_r^s$ as $r \to 0^+$. To this purpose, for every $s \geq 1$ we set

\[
\sigma^s(r) := \begin{cases} 
|\log r| & \text{if } s = 1 \\
\frac{d + s}{d + 1} \frac{r^{1-s}}{s-1} & \text{if } s > 1.
\end{cases}
\]

**Proposition 1.1.** Let $s \geq 1$ and let $E \in M_f(\mathbb{R}^d)$ be a smooth set. Then,

\[
\lim_{r \to 0^+} \frac{\tilde{J}_r^s(E)}{\sigma^s(r)} = \omega_{d-1}\mathrm{Per}(E),
\]

where $\sigma^s$ is defined in (1.5). In fact, for $s > 1$ formula (1.6) holds for every set $E \in M_f(\mathbb{R}^d)$ of finite perimeter.

The proof of Proposition 1.1 is postponed and will use, in particular, Proposition 1.4 below. For every $E \in M_f(\mathbb{R}^d)$ we define the functionals

\[
F_r^s(E) := \int_E \int_{E^c \cap B_r(x,1)} \frac{1}{|x-y|^{d+s}} \, dy \, dx,
\]

\[
G_r^s(E) := \int_E \int_{E^c \cap B_r(x,1)} k_r^s(|x-y|) \, dy \, dx,
\]

and we notice that for every $0 < r < 1$ it holds

\[
\tilde{J}_r^s(E) = F_r^s(E) + G_r^s(E).
\]

**Remark 1.2.** It is easy to see that, for every $E \in M_f(\mathbb{R}^d)$, it holds

\[
F_r^s(E) \leq \int_E \int_{B_r(0,1)} \frac{1}{|z|^{d+s}} \, dz = \frac{d\omega_d}{s} |E|.
\]

Let $s \geq 1$. For all $r > 0$ we define the function $T_r^s : \mathbb{R}^d \setminus \{0\} \to \mathbb{R}^d$ as

\[
T_r^s(x) := \begin{cases} 
-\frac{1}{s} \frac{x}{|x|^{d+s}} & \text{if } |x| \in [r, +\infty), \\
x + \frac{d + s}{sd^s} \frac{x}{|x|^d} & \text{if } |x| \in (0, r).
\end{cases}
\]

A direct computation shows that

\[
\mathrm{Div}(T_r^s(x)) = k_r^s(|x|).
\]
Lemma 1.3. Let $E \in \text{M}_f(\mathbb{R}^d)$ be a set of finite perimeter. Then, for every $0 < r < 1$, we have
\begin{align}
G^s_r(E) &= \frac{d + s}{d s r^d} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap B(y, r)} \frac{y - x}{|x - y|^d} \cdot \nu_E(y) \, dx \\
&\quad - \frac{1}{d s r^{d+s}} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap B(y, r)} (y - x) \cdot \nu_E(y) \, dx \\
&\quad + \frac{1}{s} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap (B(y, 1) \setminus B(y, r))} \frac{y - x}{|x - y|^{d+s}} \cdot \nu_E(y) \, dx \\
&\quad - \frac{1}{s} \int_{E} \mathcal{H}^{d-1}(E^c \cap \partial B(x, 1)) \, dx,
\end{align}
(1.12)
where in the last addendum we recall that $E$ coincides with its Lebesgue representative.

Proof. Let $T^s_r$ be the function defined in (1.10); then, by Gauss-Green formula and equation (1.11), for every $x \in E$ (and, in fact, for every $x \in \mathbb{R}^d$) we have
\begin{align*}
\int_{E^c \cap B(x, 1)} k^s_r(|x - y|) \, dy &= \int_{E^c \cap B(x, 1)} \text{Div}(T^s_r(y - x)) \, dy \\
&= \frac{1}{s} \int_{\partial^* E \cap (B(x, 1) \setminus B(x, r))} \frac{(y - x) \cdot \nu_E(y)}{|x - y|^{d+s}} \, d\mathcal{H}^{d-1}(y) \\
&\quad + \frac{d + s}{d s r^d} \int_{\partial^* E \cap B(x, r)} \frac{(y - x) \cdot \nu_E(y)}{|x - y|^d} \, d\mathcal{H}^{d-1}(y) \\
&\quad - \frac{1}{d s r^{d+s}} \int_{\partial^* E \cap B(x, r)} (y - x) \cdot \nu_E(y) \, d\mathcal{H}^{d-1}(y) \\
&\quad - \frac{1}{s} \int_{E} \mathcal{H}^{d-1}(E^c \cap \partial B(x, 1)) \, dx.
\end{align*}
The conclusion comes by integrating with respect to $x \in E$, noticing that $\chi_{B(x, R)}(y) = \chi_{B(y, R)}(x)$ for all $x, y \in \mathbb{R}^d$, $R > 0$ and exchanging the order of integration. \qed

For every $s \geq 1$ we set
\begin{equation}
\alpha^s := \begin{cases} 
\frac{d+2}{d+1} & \text{if } s = 1 \\
\frac{d+1}{s-1} & \text{if } s > 1.
\end{cases}
\end{equation}

Lemma 1.4. Let $E \in \text{M}_f(\mathbb{R}^d)$ be a set of finite perimeter. Then, for every $0 < r < 1$, the following formula holds true
\begin{align*}
\tilde{J}^s_r(E) = & \omega_{d-1} \text{Per}(E) (\sigma^s(r) + \alpha^s) + F^s_r(E) \\
&- \frac{d + s}{d s r^d} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap H_{E}^{-}(y) \cap B(y, r)} \frac{|(y - x) \cdot \nu_E(y)|}{|x - y|^d} \, dx \\
&+ \frac{1}{d s r^{d+s}} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap H_{E}^{-}(y) \cap B(y, r)} |(y - x) \cdot \nu_E(y)| \, dx \\
&- \frac{1}{s} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap H_{E}^{-}(y) \cap (B(y, 1) \setminus B(y, r))} \frac{|(y - x) \cdot \nu_E(y)|}{|x - y|^{d+s}} \, dx \\
&- \frac{1}{s} \int_{E} \mathcal{H}^{d-1}(E^c \cap \partial B(x, 1)) \, dx.
\end{align*}
Proof. First, we notice that, using polar coordinates, for every \(0 < r < 1\) and for every \(\nu \in \mathbb{S}^{d-1}\), it holds

\[
\int_{H_r^-(0) \cap B(0,r)} \frac{x}{|x|^d} \cdot \nu \, dx = -\omega_{d-1} r,
\]

(1.14)

\[
\int_{H_r^-(0) \cap B(0,r)} (x) \cdot \nu \, dx = -\frac{\omega_{d-1}}{d+1} r^{d+1},
\]

(1.15)

\[
\int_{H_r^-(0) \cap (B(0,1) \setminus B(0,r))} \frac{x}{|x|^{d+s}} \cdot \nu \, dx = -\omega_{d-1} \gamma^s(r),
\]

(1.16)

where

\[
\gamma^s(r) := \begin{cases} \frac{|\log r|}{r^{s-1}} & \text{if } s = 1, \\ \frac{1}{s-1} & \text{if } s > 1. \end{cases}
\]

Now we rewrite in a more convenient way the first three addends in the righthand side of (1.12). By (1.14), we get

\[
\frac{d + s}{ds} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{E \cap B(y,r)} \frac{(y-x) \cdot \nu_E(y)}{|x-y|^d} \, dx
\]

\[
= \frac{d + s}{ds} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{(E \setminus H_{rE}(y)) \cap B(y,r)} \frac{(y-x) \cdot \nu_E(y)}{|x-y|^d} \, dx
\]

- \frac{d + s}{ds} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{H_{rE}(y) \setminus E \cap B(y,r)} \frac{(y-x) \cdot \nu_E(y)}{|x-y|^d} \, dx
\]

(1.17)

\[
+ \frac{d + s}{ds} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{E \setminus H_{rE}(y) \cap B(y,r)} \frac{(y-x) \cdot \nu_E(y)}{|x-y|^d} \, dx
\]

\[
= \frac{d + s}{ds} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{E \setminus H_{rE}(y) \setminus B(y,r)} \frac{(y-x) \cdot \nu_E(y)}{|x-y|^d} \, dx
\]

\[
+ \omega_{d-1} \text{Per}(E) \frac{d + s}{ds} r^{1-s}.
\]

Analogously, by (1.13), we have

\[
- \frac{1}{d+1} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{E \cap B(y,r)} (y-x) \cdot \nu_E(y) \, dx
\]

(1.18)

\[
= \frac{1}{d+1} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{(E \setminus H_{rE}(y)) \cap B(y,r)} |(y-x) \cdot \nu_E(y)| \, dx
\]

- \omega_{d-1} \text{Per}(E) \frac{1}{d+1} r^{1-s}.

Furthermore, by using (1.16), we obtain

\[
\frac{1}{s} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{E \cap (B(y,1) \setminus B(y,r))} \frac{(y-x) \cdot \nu_E(y)}{|x-y|^{d+s}} \, dx
\]

(1.19)

\[
= -\frac{1}{s} \int_{\partial^* E} d\mathcal{H}^{d-1}(y) \int_{(E \setminus H_{rE}(y)) \cap (B(y,1) \setminus B(y,r))} \frac{|(y-x) \cdot \nu_E(y)|}{|x-y|^{d+s}} \, dx
\]

\[
+ \omega_{d-1} \text{Per}(E) \frac{1}{s} \gamma^s(r).
\]
We notice that
\[
\frac{1}{s} \gamma^s(r) + \frac{d + s}{ds} r^{1-s} - \frac{1}{d(d+1)} r^{1-s} = \sigma^s(r) + \alpha^s;
\]
therefore, plugging (1.17), (1.18), (1.19) into (1.12), and using (1.9), we obtain the claim.

Proof of Proposition 1.1. We prove the claim under the assumption that \( E \) is smooth. For \( s > 1 \), the same proof, with \( \partial E \) replaced by \( \partial^* E \), works also for sets \( E \in \mathcal{M}_f(\mathbb{R}^d) \) having finite perimeter. We will use the decomposition of \( \tilde{J}_s^\omega \) in Lemma 1.4. Clearly the first contribution \( \omega_{d-1}\text{Per}(E)(\sigma^s(r) + \alpha^s) \), once scaled by \( \sigma^s(r) \) converges to \( \omega_{d-1}\text{Per}(E) \). Now we will prove that all the other contributions, scaled by \( \sigma^s(r) \), vanish as \( r \to 0^+ \).

2\textsuperscript{nd} addend. By Remark 1.2 we have that
\[
\lim_{r \to 0^+} \frac{F_s^\tau(E)}{\sigma^s(r)} = 0.
\]

3\textsuperscript{rd} addend. By the very definition of \( \sigma^s(r) \) in (1.2) we have that \( \sigma^s(r)r^{s-1} \) is uniformly bounded from below by a positive constant for every \( 0 < r < \frac{1}{2} \), so that by the change of variable \( z = \frac{x-y}{r} \), we have
\[
\frac{1}{s} \frac{d + s}{ds} \int_{\partial E} \text{dH}^{d-1}(y) \int_{(E \triangle H_{rE}(y)) \cap B(y,r)} \frac{|(y-x) \cdot \nu_{E}(y)|}{|x-y|^d} \, dx \leq C(d, s) \int_{\partial E} \text{dH}^{d-1}(y) \int_{(E \triangle H_{rE}(y)) \cap B(y,r)} \frac{1}{r} \frac{|(y-x) \cdot \nu_{E}(y)|}{|x-y|^d} \, dx = C(d, s) \int_{\partial E} \text{dH}^{d-1}(y) \int_{(E \triangle H_{rE}(y)) \cap B(y,r)} \frac{|z \cdot \nu_{E}(y)|}{|z|^d} \, dz,
\]
where the last integral vanishes as \( r \to 0^+ \) in virtue of the Lebesgue’s Dominated Convergence Theorem since \( \chi_{E \triangle s} \to \chi_{H_{rE}(y)}(y - \frac{y}{r}) \) in \( L^1_{\text{loc}} \).

4\textsuperscript{th} addend. Trivially, we have
\[
\frac{1}{s} \frac{1}{d} \int_{\partial E} \text{dH}^{d-1}(y) \int_{(E \triangle H_{rE}(y)) \cap B(y,r)} \frac{|(y-x) \cdot \nu_{E}(y)|}{r^d} \, dx \leq \frac{1}{s} \frac{1}{d} \int_{\partial E} \text{dH}^{d-1}(y) \int_{(E \triangle H_{rE}(y)) \cap B(y,r)} \frac{|(y-x) \cdot \nu_{E}(y)|}{|x-y|^d} \, dx,
\]
where the last integral vanishes as shown above.
evaluate. We first discuss the simpler case \( s > 1 \). In such a case, for every \( y \in \partial E \), using again the change of variable \( z = \frac{y - x}{r} \), we have

\[
\frac{1}{\sigma^s(r)} \int_{\partial E} dH^{d-1}(y) \int_{E \cap (B(y,1) \setminus B(y,r))} \frac{|(y - x) \cdot \nu_E(y)|}{|x - y|^{d+s}} dx
\]

\[
= \frac{r^{1-s}}{\sigma^s(r)} \int_{\partial E} dH^{d-1}(y) \int_{E \cap (B(y,1) \setminus B(y,r))} \frac{|z \cdot \nu_E(y)|}{|z|^{d+s}} dz
\]

\[
\leq C(d,s) \int_{\partial E} dH^{d-1}(y) \int_{E \cap (B(y,1) \setminus B(y,r))} \frac{1}{|z|^{d+s-1}} dz,
\]

where the last double integral vanishes as \( r \to 0^+ \) in virtue of the Lebesgue’s Dominated Convergence Theorem using that \( \chi_{E_x} \to \chi_{E_x^{-}} \) in \( L^1_{loc} \) as \( r \to 0^+ \) and the fact that the function \( h(z) := \frac{1}{|z|^{d+s-1}} \) is in \( L^1(\mathbb{R}^d \setminus B(0,1)) \) for \( s > 1 \).

Notice that the reasoning above does not apply to the case \( s = 1 \) since for \( s = 1 \) the function \( h(z) = \frac{1}{|z|^d} \) is not in \( L^1(\mathbb{R}^d \setminus B(0,1)) \). Let now \( s = 1 \) and recall that \( \sigma^1(r) = |\log r| \). Since \( E \) has smooth boundary, there exists \( 0 < \delta < 1 \) such that for all \( y \in \partial E \) the sets \( B^- := B(y - \delta \nu_E(y), \delta) \) and \( B^+ := B(y + \delta \nu_E(y), \delta) \) satisfy

\[
B^- \subset E \setminus \partial E, \quad B^+ \subset E^c \setminus \partial E, \quad y \in \partial B^- \cap \partial B^+.
\]

Therefore, we have that

\[
E \cap H_{\nu_E}^-(y) \subset (H_{\nu_E}^-(y) \setminus B^-) \cup (H_{\nu_E}^+(y) \setminus B^+),
\]

where \( H_{\nu_E}^\pm(y) \) are defined in (0.3) and (0.3). Fix \( y \in \partial E \) and let \( R_y \) be a rotation of \( \mathbb{R}^d \) such that \( R_y \nu_E(y) = e_d \). Moreover, we denote by \( z = (z', z_d) \) the points in \( \mathbb{R}^d \), so that \( z' = (z_1, \ldots, z_{d-1}) \in \mathbb{R}^{d-1} \). Furthermore, we set \( \mathbb{R}^+_d := \{ z \in \mathbb{R}^d : z_d \geq 0 \} \).

By (1.20) we have

\[
\int_{\partial E} dH^{d-1}(y) \int_{E \cap (B(y,1) \setminus B(y,r))} \frac{|(y - x) \cdot \nu_E(y)|}{|x - y|^{d+1}} dx
\]

\[
\leq \frac{1}{|\log r|} \int_{\partial E} dH^{d-1}(y) \int_{(H_{\nu_E}^-(y) \setminus B^-) \cap B(y,1)} \frac{|(y - x) \cdot \nu_E(y)|}{|x - y|^{d+1}} dx
\]

\[
+ \frac{1}{|\log r|} \int_{\partial E} dH^{d-1}(y) \int_{(H_{\nu_E}^+(y) \setminus B^+) \cap B(y,1)} \frac{|(y - x) \cdot \nu_E(y)|}{|x - y|^{d+1}} dx
\]

\[
= \frac{2}{|\log r|} \text{Per}(E) \int_{\mathbb{R}^d \cap (B(0,1) \setminus B(\delta e_d, \delta))} \frac{z_d}{(|z'|^2 + z_d^2)^{d+1/2}} d\nu_{\mathbb{R}^d}.
\]

Therefore, in order to prove that the first double integral in (1.21) vanishes as \( r \to 0^+ \), it is enough to show that

\[
\int_{\mathbb{R}^d \cap (B(0,1) \setminus B(\delta e_d, \delta))} \frac{z_d}{(|z'|^2 + z_d^2)^{d+1/2}} d\nu_{\mathbb{R}^d} \leq C(d, \delta),
\]

for some finite constant \( C(d, \delta) > 0 \). To this purpose, setting

\[
A_\delta := \{ z = (z', z_d) \in \mathbb{R}^d \setminus B(\delta e_d, \delta) : |z'| < \delta, z_d < \delta \},
\]

we notice that

\[
\mathbb{R}^d \cap (B(0,1) \setminus B(\delta e_d, \delta)) \subset (B(0,1) \setminus B(0,\delta)) \cup A_\delta.
\]
Moreover, there exists a constant $c_3$ (take, for instance, $c_3 = \frac{1}{4}$) such that
\begin{equation}
A_3 \subset \tilde{A}_3 := \{ z = (z', z_d) \in \mathbb{R}^d_+ : |z'| < \delta, z_d < c_3 |z'|^2 \}.
\end{equation}
Therefore, by (1.23) and (1.24), we get
\begin{equation}
(1.24)
\end{equation}
\begin{equation}
A
\end{equation}
\begin{equation}
(1.25)
\end{equation}
\begin{equation}
\tilde{A}_3 := \{ (z', z_d) \in \mathbb{R}^d_+ : |z'| < \delta, z_d < c_3 |z'|^2 \}.
\end{equation}

For every $n \in \mathbb{N}$, we have that
\begin{equation}
(1.26)
\end{equation}
\begin{equation}
\omega_{d-1} \text{Per}(E) \leq \liminf_{n \to +\infty} \frac{\tilde{J}^*_n(E_n)}{\sigma^*(r_n)}.
\end{equation}
\begin{equation}
(1.27)
\end{equation}
\begin{equation}
\omega_{d-1} \text{Per}(E) \leq \limsup_{n \to +\infty} \frac{\tilde{J}^*_n(E_n)}{\sigma^*(r_n)}.
\end{equation}

The proof of Theorem 1.5 will be done in Sections 2 and 3 below.

To ease notation, for every $r > 0$ we set $J^*_r(\cdot) := \frac{J^*_r(\cdot)}{\sigma^*(r)}$. In view of (1.4), for every $E \in M_f(\mathbb{R}^d)$ we have
\begin{equation}
(1.28)
\end{equation}

\text{as } r \to 0^+.\]
Thus, the proof of Lemma 1.4 is concluded. \qed

We will show that the limit (1.6) is actually a $\Gamma$-limit.

Theorem 1.5. Let $s \geq 1$ and let $\{r_n\}_{n \in \mathbb{N}} \subset (0, +\infty)$ be such that $r_n \to 0^+$ as $n \to +\infty$. The following $\Gamma$-convergence result holds true.

(i) (Compactness) Let $U \subset \mathbb{R}^d$ be an open bounded set and let $\{E_n\}_{n \in \mathbb{N}} \subset M(\mathbb{R}^d)$ be such that $E_n \subset U$ for every $n \in \mathbb{N}$ and
\begin{equation}
(1.25)
\end{equation}
for every $n \in \mathbb{N}$, for some constant $M$ independent of $n$. Then, up to a subsequence, $\chi_{E_n} \to \chi_E$ strongly in $L^1(\mathbb{R}^d)$ for some set $E \in M_f(\mathbb{R}^d)$ with $\text{Per}(E) < +\infty$.

(ii) (Lower bound) Let $E \in M_f(\mathbb{R}^d)$. For every $\{E_n\}_{n \in \mathbb{N}} \subset M_f(\mathbb{R}^d)$ with $\chi_{E_n} \to \chi_E$ strongly in $L^1(\mathbb{R}^d)$ it holds
\begin{equation}
(1.26)
\end{equation}
\begin{equation}
\omega_{d-1} \text{Per}(E) \leq \liminf_{n \to +\infty} \frac{\tilde{J}^*_n(E_n)}{\sigma^*(r_n)}.
\end{equation}

The proof of Theorem 1.5 will be done in Sections 2 and 3 below.

To ease notation, for every $r > 0$ we set $J^*_r(\cdot) := \frac{J^*_r(\cdot)}{\sigma^*(r)}$. In view of (1.4), for every $E \in M_f(\mathbb{R}^d)$ we have
\begin{equation}
(1.28)
\end{equation}

\text{as } r \to 0^+.\]
2. Proof of Compactness

This section is devoted to the proof of Theorem 1.5(i). To accomplish this task we will need some preliminary results that are collected in Subsection 2.1 below.

2.1. Preliminary results. We first recall the following classical result (see also [6, Theorem 3.23]).

**Theorem 2.1** (Compactness in BV). Let \( \Omega \subset \mathbb{R}^d \) be an open set and let \( \{u_n\}_{n \in \mathbb{N}} \subset BV_{\text{loc}}(\Omega) \) with

\[
\sup_{n \in \mathbb{N}} \left\{ \int_A |u_n(x)| \, dx + |Du_n|(A) \right\} < +\infty \quad \forall A \subset \subset \Omega \text{ open}.
\]

Then, there exist a subsequence \( \{u_{n_k}\}_{k \in \mathbb{N}} \) and a function \( u \in BV_{\text{loc}}(\Omega) \) such that \( u_{n_k} \to u \) in \( L^1_{\text{loc}}(\Omega) \) as \( k \to +\infty \).

Now we prove a non-local Poincaré-Wirtinger type inequality.

**Lemma 2.2.** Let \( 0 < r < l \) be such that \( \omega dr^d \leq \frac{ld}{2} \). Let \( \xi \in \mathbb{R}^d \) and let \( u \in L^1(lQ + \xi) \). Then, for every \( s \geq 1 \) we have

\[
\int_{lQ + \xi} \left| u(y) - \frac{1}{|lQ + \xi \setminus B(y, r)|} \int_{lQ + \xi \setminus B(y, r)} u(x) \, dx \right| \, dy 
\leq 2d^{\frac{d+s}{d}} r^s \int_{lQ + \xi} \int_{lQ + \xi} |u(y) - u(x)| k^*_s(|x - y|) \, dy \, dx .
\]

**Proof.** By translational invariance, it is enough to prove the claim only for \( \xi = 0 \). By assumption, for every \( y \in lQ \) we have

\[
|lQ \setminus B(y, r)| \geq l^d - \omega dr^d \geq \frac{ld}{2}.
\]

As a consequence, we have

\[
\int_{lQ} \left| u(y) - \frac{1}{|lQ \setminus B(y, r)|} \int_{Q \setminus B(y, r)} u(x) \, dx \right| \, dy 
\leq \int_{lQ} \frac{1}{|lQ \setminus B(y, r)|} \int_{Q \setminus B(y, r)} |u(y) - u(x)| \, dx \, dy 
= \int_{lQ} \frac{1}{|lQ \setminus B(y, r)|} \int_{Q \setminus B(y, r)} \frac{|u(y) - u(x)|}{|y - x|^d} |y - x|^d \, dx \, dy 
\leq \int_{lQ} \frac{2d^{\frac{d+s}{d}}}{l^d} r^s \int_{lQ \setminus B(y, r)} \frac{|u(y) - u(x)|}{|y - x|^d} |y - x|^d \, dx \, dy 
\leq 2d^{\frac{d+s}{d}} r^s \int_{lQ} \int_{lQ} |u(y) - u(x)| k^*_s(|y - x|) \, dy \, dx ,
\]
i.e., (2.1).

**Lemma 2.3.** Let \( 0 < r < l \) be such that \( \omega dr^d \leq \frac{ld}{4} \). For every \( \xi \in \mathbb{R}^d \) and for every \( E \in M_f(\mathbb{R}^d) \), it holds

\[
\frac{1}{l^d}|(lQ + \xi) \setminus E||lQ + \xi \cap E| 
\leq \int_{lQ + \xi} \left| \chi_E(x) - \frac{1}{|lQ + \xi \setminus B(x, r)|} \int_{lQ + \xi \setminus B(x, r)} \chi_E(y) \, dy \right| \, dx .
\]
Proof. We can assume without loss of generality that \( \xi = 0 \). It is enough to prove (2.2) only in the case \( |IQ \cap E| \geq \frac{d}{2} t \); indeed, once proven the inequality (2.2) in such a case, if \( |IQ \setminus E| \geq \frac{d}{2} t \), then the set \( E = IQ \setminus E \) satisfies \( |IQ \cap E| \geq \frac{d}{2} t \), and hence \( E \) and, in turn, \( E \) satisfies (2.2).

Let \( |IQ \cap E| \geq \frac{d}{2} t \); then, for every \( x \in \mathbb{R}^d \) we have

\[
(2.3) \quad |(IQ \cap E) \setminus B(x, r)| \geq |IQ \cap E| - \omega_d r^d \geq |IQ \cap E| - \frac{t^d}{4} \geq \frac{|IQ \cap E|}{2},
\]

so that

\[
\begin{align*}
&\int_{IQ} \left| \chi_E(x) - \frac{1}{|IQ \setminus B(x, r)|} \int_{IQ \setminus B(x, r)} \chi_E(y) \, dy \right| \, dx \\
&= \int_{IQ \cap E} \left| 1 - \frac{|IQ \setminus B(x, r) \cap E|}{|IQ \setminus B(x, r)|} \right| \, dx + \int_{IQ \setminus E} \frac{|IQ \setminus B(x, r) \cap E|}{|IQ \setminus B(x, r)|} \, dx \\
&\geq \frac{1}{td} \left( \int_{IQ \cap E} |(IQ \setminus B(x, r)) \setminus E| \, dx + \int_{IQ \setminus E} |(IQ \setminus B(x, r)) \cap E| \, dx \right) \\
&= \frac{2}{td} \int_{IQ \setminus E} |(IQ \cap E) \setminus B(x, r)| \, dx \\
&\geq \frac{1}{td} |IQ \cap E| |IQ \setminus E|,
\end{align*}
\]

where in the last inequality we have used formula (2.3). \( \square \)

The following result is a localized isoperimetric inequality for the non-local perimeters \( J^e_t \).

**Lemma 2.4.** Let \( s \geq 1 \) and let \( \Omega \in \mathcal{M}_f(\mathbb{R}^d) \) be a bounded set with Lipschitz continuous boundary and \( |\Omega| = 1 \). For every \( \eta \in (0, 1) \) there exist a constant \( C(\eta, d, s) > 0 \) and \( r_0 > 0 \) such that for every measurable set \( A \subset \Omega \) with \( \eta \leq |A| \leq 1 - \eta \), it holds

\[
(2.4) \quad \int_A \int_{\Omega \setminus A} k^s_e(|x - y|) \, dy \, dx \geq C(\Omega, d, s, \eta) \sigma^s(r) \quad \text{for every } r \in (0, r_0).
\]

The proof of Lemma 2.4 follows along the lines of [22, Lemma 15], with slight differences due to the core radius approach adopted in this paper. Before proving Lemma 2.4 we state the following result which is a consequence of [11, Theorem 1.4].

**Lemma 2.5 ([22]).** Let \( \Omega \in \mathcal{M}_f(\mathbb{R}^d) \) be a bounded set with Lipschitz continuous boundary and \( |\Omega| = 1 \) and let \( \phi \in C_\infty^c(B(0, 1); [0, +\infty)) \) be such that \( \int \phi \, dx = 1 \) and \( \phi > 0 \) in \( B(0, \frac{1}{2}) \). For every \( \delta > 0 \) we set \( \phi_\delta(\cdot) := \frac{1}{\delta^d} \phi(\frac{\cdot}{\delta}) \). For every \( \eta \in (0, 1) \) there exists a constant \( C(\phi, \eta) > 0 \) such that for every measurable set \( A \subset \Omega \) with \( \eta \leq |A| \leq 1 - \eta \) and for every \( \delta \in (0, 1) \) it holds

\[
\frac{1}{\delta} \int_A \int_{\Omega \setminus A} \phi_\delta(|x - y|) \, dy \, dx \geq C(\Omega, \phi, \eta).
\]

The above lemma has been stated and proven in [22, Proposition 14] in the case \( d = 2 \) with \( \Omega = (-\frac{1}{2}, \frac{1}{2})^2 \) but in fact the same proof is not affected neither by the dimension \( d \) nor by the specific shape of \( \Omega \). We are now in a position to prove Lemma 2.4.
Proof of Lemma 2.4. Fix $\eta \in (0, 1)$, $r \in (0, 1)$ and let $I \in \mathbb{N}$ be such that $2^{-I-1} \leq r \leq 2^{-I}$.

Notice that

$$(2.5) \quad k_r^s(|z|) \geq (2^{d+s})^{\min(i,I)} \quad \text{if } 0 \leq |z| \leq 2^{-i}, \quad \text{with } i \in \mathbb{N}.$$ 

Let $\phi$ and $\phi_\delta$ (for every $\delta > 0$) be as in Lemma 2.5. Now we claim that there exists a constant $C(\phi, d, s)$ such that

$$(2.6) \quad k_r^s(|z|) \geq C(\phi, d, s) \sum_{i=0}^{I} (2^s)^i \phi_{2^{-i}}(z) \quad \text{for every } z \in \mathbb{R}^d.$$ 

Before proving the claim we show that (2.6) implies (2.4). Indeed, first notice that

$$\frac{\log r}{\log 2} - 1 \leq I \leq \frac{\log r}{\log 2}$$ 

and hence

$$\sum_{i=0}^{I} (2^{s-1})^i = \begin{cases} 
I + 1 \geq \frac{\log r}{\log 2} \frac{(2^{i+1})^{1-i}}{2^{i+1}} & \text{if } s = 1, \\
\frac{(2^{i+1})^{1-i}}{2^{i+1}} \geq \frac{1^i}{2^{i+1}} & \text{if } s > 1. 
\end{cases}$$ 

so that, recalling the very definition of $\sigma^s(r)$ in (1.8), for $r$ small enough we have

$$(2.7) \quad \sum_{i=0}^{I} (2^{s-1})^i \geq C(d, s) \sigma^s(r).$$

Therefore, by applying (2.6) and Lemma 2.5 with $\delta$ replaced by $2^{-i}$, we get

$$\int_A \int_{\Omega \setminus A} k_r^s(|x-y|) \, dy \, dx$$

$$\geq C(\Omega, \phi, d, s) \sum_{i=0}^{I} (2^{s-1})^i 2^{i} \int_A \int_{\Omega \setminus A} \phi_{2^{-i}}(x-y) \, dy \, dx$$

$$\geq C(\Omega, \phi, d, s, \eta) \sum_{i=0}^{I} (2^{s-1})^i \geq C(\phi, d, s, \eta) \sigma^s(r),$$

where the last inequality follows from (2.7).

Now we prove the claim (2.6). Suppose first that $0 \leq |z| \leq 2^{-I}$. By applying (2.5) with $i = I$, we get

$$\sum_{i=0}^{I} (2^s)^i \phi_{2^{-i}}(z) \leq \sup \phi \sum_{i=0}^{I} (2^{d+s})^i = \sup \phi \sum_{i=0}^{I} \frac{1}{(2^{d+s})^{I-i}(2^{d+s})^I}$$

$$\leq \sup \phi \sum_{j=0}^{\infty} \frac{1}{(2^{d+s})^j} (2^{d+s})^I = \frac{2^{d+s}}{2^{d+s} - 1} \sup \phi (2^{d+s})^I$$

$$\leq C(\phi, d, s) k_r^s(|z|).$$
Analogously, if $2^{-i-1} < |z| \leq 2^{-i}$ for some $i = 0, 1, \ldots, I - 1$, using that $\phi_{2^{-i}}(z) = 0$ for every $i = 0, 1, \ldots, I$, we have

$$
\sum_{i=0}^{I} (2^s)^i \phi_{2^{-i}}(z) = \sum_{i=0}^{I} (2^s)^i \phi_{2^{-i}}(z) \leq \sup \phi \sum_{i=0}^{I} (2^{d+s})^i \\
\leq \sup \phi \sum_{j=0}^{+\infty} \frac{1}{(2^{d+s})^j} (2^{d+s})^i = \frac{2^{d+s}}{2^{d+s} - 1} \sup \phi (2^{d+s})^i \\
\leq C(\phi, d, s) k^s_r(|z|),
$$

where the last inequality is a consequence of (2.5).

Finally, if $|z| \geq 1$ we have that $\phi_{2^{-i}}(z) = 0$ for every $i$ so that

$$
\sum_{i=0}^{I} (2^s)^i \phi_{2^{-i}}(z) = 0 \leq k^s_r(|z|).
$$

Therefore, by (2.4), (2.10) and (2.11), we deduce (2.6), thus concluding the proof of the lemma. \qed

2.2. Proof of Theorem 1.5(i). We are now in a position to prove Theorem 1.5(i).

Proof. We divide the proof into three steps.

Step 1. Let $\alpha \in (0, 1)$ and set $l_n := r_n^\alpha$ for every $n \in \mathbb{N}$. Let $\{Q^*_h\}_{h \in \mathbb{N}}$ be a disjoint family of cubes of sidelength $l_n$ such that $\bigcup_{h \in \mathbb{N}} Q^*_h = \mathbb{R}^d$. Since $|E_n| \leq |U|$, there exists $H(n) \in \mathbb{N}$, such that, up to permutation of indices,

$$
|Q^*_h \cap E_n| \geq \frac{l_n^d}{2} \quad \text{for every } h = 1, \ldots, H(n),
$$

$$
|Q^*_h \setminus E_n| > \frac{l_n^d}{2} \quad \text{for every } h \geq H(n) + 1.
$$

For every $n \in \mathbb{N}$, we set

$$
\tilde{E}_n := \bigcup_{h=1}^{H(n)} Q^*_h.
$$

Let $\tilde{n} \in \mathbb{N}$ be such that for all $n > \tilde{n}$ the pair $(r_n, l_n)$ satisfies the hypothesis of Lemmas 2.2 and 2.3. We claim that there exists a constant $C(d, s) > 0$ such that

$$
|\tilde{E}_n \triangle E_n| \leq C(d, s) l_n^\alpha \sigma^s(r_n) M \quad \text{for every } n \geq \tilde{n},
$$

where the last inequality is a consequence of (2.5).
where $M$ is the constant in (1.25). Indeed,

$$
|E_n \triangle \tilde{E}_n| = |\tilde{E}_n \setminus E_n| + |E_n \setminus \tilde{E}_n| \\
= \sum_{h=1}^{H(n)} |Q^*_h \setminus E_n| + \sum_{h=H(n)+1}^{\infty} |E_n \cap Q^*_h| \\
= 2 \sum_{h=1}^{H(n)} \frac{1}{l^d} |Q^*_h \setminus E_n| \frac{l^d}{2} + 2 \sum_{h=H(n)+1}^{\infty} \frac{1}{l^d} |E_n \cap Q^*_h| \frac{l^d}{2} \\
\leq 2 \sum_{h=1}^{+\infty} \frac{1}{l^d} |Q^*_h \setminus E_n| |Q^*_h \cap E_n| \\
\leq 2 \sum_{h=1}^{+\infty} \int_{Q^*_h} \chi_{E_n}(x) - \frac{1}{|Q^*_h \setminus B(x,\epsilon)|} \int_{Q^*_h \setminus B(x,\epsilon)} \chi_{E_n}(y) \, dy \, dx \\
\leq 2 \sum_{h=1}^{+\infty} 8d^{d+1} l_n \int_{Q^*_h \cap E_n} \int_{Q^*_h \setminus E_n} k^{s}_{n}(|x - y|) \, dy \, dx \\
\leq C(d, s) l_n \tilde{j}_{E_n}^s (E_n) \leq C(d, s) l_n \sigma^s(r_n) M,
$$

where the second inequality follows by formula (2.2), the third inequality is a consequence of (2.1), whereas the last one follows directly by (1.25).

Step 2. For every $n \in \mathbb{N}$ let $l_n$ and $\tilde{E}_n := \bigcup_{h=1}^{H(n)} Q^*_h$ be as in Step 1. We claim that there exists a constant $C(\alpha, d, s)$ such that for $n$ large enough

$$
(2.14) \quad \text{Per}(\tilde{E}_n) \leq C(\alpha, d, s) \tilde{j}^s_{E_n}(E_n).
$$

To ease notation, we omit the dependence on $n$ by setting $r := r_n$, $l := l_n$, $E := E_n$, $Q_h := Q_n^h$, $H := H(n)$, and $\tilde{E} := \tilde{E}_n$.

We define the family $R$ of rectangles $R = \tilde{Q} \cup \hat{Q}$ such that $\tilde{Q}$ and $\hat{Q}$ are adjacent cubes (of the type $Q_h$ introduced above), $\tilde{Q} \subset \tilde{E}$ and $\hat{Q} \subset \tilde{E}$.

Notice that

$$
(2.15) \quad \tilde{j}_r^s(E) \geq 2l^{d-1} \frac{1}{2d} \sum_{R \in R} \int_{R \cap \hat{E}} \int_{R \setminus \tilde{E}} k^{s}_n(|x - y|) \, dy \, dx.
$$

We recall that, by Lemma 2.4, for every rectangle $\tilde{R}$ given by the union of two adjacent unitary cubes in $\mathbb{R}^d$, there exists $\rho_0 > 0$ such that

$$
C(d, s) := \inf \left\{ \frac{1}{\sigma^s(\rho)} \int_{F} \int_{F \setminus \tilde{R}} k^{s}_n(|x - y|) \, dy \, dx : \right. \\
0 < \rho < \rho_0, F \cap M_f(\mathbb{R}^d), F \subset \tilde{R}, \frac{1}{2} \leq |F| \leq \frac{3}{2} \left. \right\} > 0.
$$
Furthermore, by the very definition of $\sigma^s(r)$ in (1.5), using that $l = r^\alpha$ we have

$$\frac{\sigma^s(r)}{l^{1-s}} = \begin{cases} \frac{1}{\alpha} \log(r^{1-\alpha}) & \text{if } s = 1 \\ \frac{1}{d + s} r^{(1-\alpha)(1-s)} & \text{if } s > 1 \end{cases}$$

so that

\begin{equation}
\frac{l^{1-s}}{\sigma^s(r)} \geq C(\alpha) \frac{1}{\sigma^s(r^{1-\alpha})} = C(\alpha) \frac{1}{\sigma^s(\frac{r}{l})}.
\end{equation}

For every set $O \in M_f(\mathbb{R}^d)$ we set $O^l := \frac{O}{l}$. By (2.14), (2.15) and by applying (2.16) with $\bar{R} = R_l$ for every $R \in \mathcal{R}$, for $r$ small enough we obtain

$$\mathcal{J}_r^P(E) \geq C(d) \frac{l^{2d}}{\sigma^s(r)} \sum_{R \in \mathcal{R}} \int_{R \setminus E^l} \int_{R \setminus E^l} k^s_r(||l(x - y)||) \, dy \, dx$$

$$= C(d) \frac{l^{1-s}}{\sigma^s(r)} \sum_{R \in \mathcal{R}} \int_{R^l \setminus E^l} \int_{R^l \setminus E^l} k^s_r(||x - y||) \, dy \, dx$$

$$\geq C(\alpha, d) l^{d-1} \sum_{R \in \mathcal{R}} \frac{1}{\sigma^s(\frac{r}{l})} \int_{R^l \setminus E^l} \int_{R^l \setminus E^l} k^s_r(||x - y||) \, dy \, dx$$

$$\geq C(\alpha, d) l^{d-1} \mathcal{C}(d, s) \geq C(\alpha, d, s) \text{Per}(E),$$

i.e., (2.14).

\textbf{Step 3.} Here we conclude the proof of the compactness result. We fix $\alpha \in (1 - \frac{1}{s}, 1)$ so that, by (2.13), $|E_n \triangle \bar{E}_n| \to 0$ as $n \to +\infty$.

By assumption and by the very definition of $\bar{E}_n$ in Step 1, we have that $\bar{E}_n \subset U$ for all $n \in \mathbb{N}$. Moreover, by formula (2.14) and by (1.25a) for $n$ large enough we have

$$\text{Per}(\bar{E}_n) \leq C(\alpha, d, s) \mathcal{J}_r^P(E_n) \leq C(\alpha, d, s) M.$$ 

It follows that the sequence $\{\chi_{E_n}\}_{n \in \mathbb{N}}$ satisfies the assumption of Theorem 2.1, and hence there exists a set $E \subset \mathbb{R}^d$ with $\text{Per}(E) < +\infty$ such that, up to a subsequence, $\chi_{E_n} \to \chi_E$ in $L^1(\mathbb{R}^d)$ as $n \to +\infty$. Since $|E_n \triangle \bar{E}_n| \to 0$ as $n \to +\infty$ we obtain that $\chi_{E_n} \to \chi_E$ in $L^1(U)$, i.e., the claim of Theorem 1.5(i). \hfill \square

The following result follows by the proof of Theorem 1.5(i).

\textbf{Proposition 2.6.} Let $s \geq 1$. Let $\{r_n\}_{n \in \mathbb{N}} \subset (0, +\infty)$ be such that $r_n \to 0^+$ as $n \to +\infty$. Let $\{E_n\}_{n \in \mathbb{N}} \subset M_f(\mathbb{R}^d)$ be such that $\chi_{E_n} \to \chi_E$ in $L^1(\mathbb{R}^d)$ as $n \to +\infty$, for some $E \in M_f(\mathbb{R}^d)$. If

$$\limsup_{n \to +\infty} \frac{\mathcal{J}_r^s(E_n)}{\sigma^s(r_n)} \leq M,$$

then $E$ has finite perimeter.
Proof. The proof of this corollary is fully analogous to the proof of Theorem 1.5(i), and we adopt the same notation introduced there. Arguing as in the proof of Steps 1 and 2 we have that for \( n \) large enough

\[
\text{Per}(\tilde{E}_n) \leq C(\alpha, d, s) \limsup_{n \to +\infty} \frac{\mathcal{J}_{\alpha}^* (E_n)}{\sigma^s(r_n)} \leq C(\alpha, d, s)M ,
\]

and that if \( \alpha \in (1 - \frac{1}{s}, 1) \), then \( |\tilde{E}_n \triangle E_n| \to 0 \) as \( n \to +\infty \). By assumption, this implies that

\[
\chi_{\tilde{E}_n} \to \chi_E, \quad \text{in } L^1(\mathbb{R}^d) \quad n \to +\infty ,
\]

and by the lower semicontinuity of the perimeter,

\[
\text{Per}(E) \leq \liminf_{n \to +\infty} \text{Per}(\tilde{E}_n) \leq C(\alpha, d, s)M .
\]

\[\square\]

3. Proof of the \( \Gamma \)-limit

This section is devoted to the proofs of Theorem 1.5(ii) and (iii), which are the content of Subsections 3.1 and 3.2 respectively.

3.1. Proof of the lower bound. The proof of Theorem 1.5(ii) closely follows the strategy used in \cite{22}. We recall that for every \( \nu \in \mathbb{S}^{d-1} \), \( Q^\nu \) is a unit square centered at the origin with one face orthogonal to \( \nu \). Moreover, we recall that \( H^+_\nu(0) = \{ x \in \mathbb{R}^d : x \cdot \nu \geq 0 \} \).

The following result is the adaptation to our setting of \cite{22} Lemma 18.

Lemma 3.1. Let \( s \geq 1 \). For every \( \epsilon > 0 \), there exist \( r_0, \delta_0 > 0 \) such that for every \( \nu \in \mathbb{S}^1 \), for every \( E \in M_f(\mathbb{R}^d) \) with

\[
\left| (E \triangle H_{\nu}^- (0)) \cap Q^\nu \right| \leq \delta_0 ,
\]

and for every \( r < r_0 \) it holds

\[
\int_{Q \cap E} \int_{Q \cap E^c} k_\alpha^s(|x - y|) \, dy \, dx \geq \omega_d \epsilon (1 - \epsilon) \sigma^s(r) .
\]

Proof. Up to a rotation, we can assume that \( \nu = -e_d \) so that \( Q^\nu = Q = [-\frac{1}{2}, \frac{1}{2}]^d \) and \( H^+_\nu(0) = : \mathbb{R}^d_+ \). Let \( 0 < r < 1 \). We can assume without loss of generality that \( E \subset Q \). Using the change of variable \( y = x + z \) we have

\[
\int_{Q \cap E^c} dx \int_{Q \cap E^c} k_\alpha^s(|x - y|) \, dy \nonumber \nonumber \\
= \int_{Q \cap E^c} dx \int_{\{ z \in \mathbb{R}^d : x + z \in E \}} k_\alpha^s(|z|) \, dz \\
= \int_{Q \cap E^c} dx \int_{\mathbb{R}^d} k_\alpha^s(|z|) \chi_E(x + z) \, dz \\
= \int_{\mathbb{R}^d} k_\alpha^s(|z|) \int_{\mathbb{R}^d} \chi_{E^c \cap Q^\nu}(x) \chi_E(x + z) \, dx \, dz \\
= \int_{\mathbb{R}^d} k_\alpha^s(|z|)|E^c \cap (E - z) \cap Q| \, dz = \int_{\mathbb{R}^d} k_\alpha^s(|z|) m(z) \, dz ,
\]

where we have set \( m(z) := |E^c \cap (E - z) \cap Q| \).
Let $\frac{1}{2} < \lambda < 1$ and let $z \in \mathbb{R}^d$ be such that $|z|_\infty \leq \frac{1-\lambda}{2}$ and $z_d > 0$. Since $|(E - z) \cap \lambda Q| = |E \cap (\lambda Q + z)|$, by triangular inequality, we get

$$|(E - z) \cap \lambda Q| - |E \cap \lambda Q| = \int_{\lambda Q + z} \chi_E \, dx - \int_{\lambda Q} \chi_E \, dx$$

$$\geq \int_{\lambda Q + z} \chi_{\mathbb{R}^d_+} \, dx - \int_{\lambda Q} \chi_{\mathbb{R}^d_+} \, dx - \int_{(\lambda Q + z) \setminus \lambda Q} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx$$

$$\geq \lambda^{d-1}z_d - \int_{U_{\lambda, z}} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx,$$

where we have set $U_{\lambda, z} := (\lambda + |z|_\infty)Q \setminus (\lambda - |z|_\infty)Q$ and we have used that $(\lambda Q + z) \triangle \lambda Q \subset U_{\lambda, z}$. As a consequence, we deduce that

$$m(z) = |E^c \cap (E - z) \cap Q| \geq |E^c \cap (E - z) \cap \lambda Q|$$

$$\geq |E^c \cap \lambda Q| + |(E - z) \cap \lambda Q| - |\lambda Q|$$

$$\geq |E^c \cap \lambda Q| + |E \cap \lambda Q| + \lambda^{d-1}z_d - \int_{U_{\lambda, z}} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx - |\lambda Q|$$

$$= \lambda^{d-1}z_d - \int_{U_{\lambda, z}} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx,$$

where the last equality follows by noticing that $|E \cap \lambda Q| + |E^c \cap \lambda Q| = |\lambda Q|$.

Let now $0 < \delta_0 < \frac{1}{\sqrt{d}}$ to be chosen later on and set

$$A^+_{\sqrt{\delta_0}} := \left\{ z \in \mathbb{R}^d : |z|_\infty \leq \frac{\sqrt{\delta_0}}{2}, z_d > 0 \right\}.$$

We fix $z \in A^+_{\sqrt{\delta_0}}$ and we set $J := \left\lfloor \frac{\sqrt{d}}{|z|_\infty} \right\rfloor$. We set $\lambda_0 := 1 - 4\sqrt{\delta_0}$ and we cover $(\lambda_0 + 2J|z|_\infty)Q \setminus \lambda_0 Q$ with $J$ squared annuli of thickness $2|z|_\infty$, namely we set $\lambda_j := \lambda_0 + 2j|z|_\infty$ and $U_j := \lambda_j Q \setminus \lambda_{j-1} Q$ for $j = 1, \ldots, J$. Moreover, we set $\tilde{\lambda}_j := \lambda_0 + (2j - 1)|z|_\infty$ for every $j = 1, \ldots, J$ and we notice that $\frac{1}{2} < \tilde{\lambda}_j < 1$ for every $j = 1, \ldots, J$. Since $z \in A^+_{\sqrt{\delta_0}}$, we have that $|z|_\infty \leq \frac{1-\tilde{\lambda}_j}{2} \leq \frac{1-\lambda_j}{2}$ for every $j = 1, \ldots, J$. Therefore, for every $j = 1, \ldots, J$ we can apply (3.4) with $\lambda = \tilde{\lambda}_j$ in order to get

$$m(z) \geq z_d \tilde{\lambda}_j^{d-1} - \int_{U_{\tilde{\lambda}_j, z}} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx$$

$$\geq z_d \lambda_j^{d-1} - \int_{U_{\lambda_j}} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx,$$

where we have used also that $\tilde{\lambda}_j - |z|_\infty = \lambda_j - 1$ and $\tilde{\lambda}_j + |z|_\infty = \tilde{\lambda}_j$ so that $U_{\tilde{\lambda}_j, z} = U_{\lambda_j}$. Summing (3.5) over $j = 1, \ldots, J$ we get

$$Jm(z) \geq z_d \sum_{j=1}^J \lambda_j^{d-1} - \int_{Q} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx,$$

which, dividing by $J$ and using discrete Jensen inequality (namely, convexity), yields

$$m(z) \geq z_d \left( \frac{1}{J} \sum_{j=1}^J \lambda_j^{d-1} \right)^{d-1} - \frac{1}{J} \int_{Q} |\chi_E - \chi_{\mathbb{R}^d_+}| \, dx \geq z_d \lambda_0^{d-1} - 2|z|_\infty \sqrt{\delta_0},$$

(3.6)
where in the last inequality we have used (5.11) and the fact that \( J \geq \frac{\sqrt{\delta_0}}{|s|^{d+s}} - 1 \). Therefore, we have proven that (5.16) holds true whenever \( z \in A^+_{\sqrt{\delta_0}} \), which combined with (3.3), yields

\[
\int_{Q \cap E^c} dx \int_{Q \cap E} k^s_r(|x - y|) \, dy \geq \lambda_0^{d-1} \int_{A^+_{\sqrt{\delta_0}}} z_d k^s_r(|z|) \, dz - 2 \sqrt{\delta_0} \int_{A^+_{\sqrt{\delta_0}}} |z| \omega_z k^s_r(|z|) \, dz.
\]

As for the first integral on the right hand side of (3.7), by using polar coordinates \( z = \rho \theta \) with \( \rho > 0 \) and \( \theta \in S^{d-1} \) and using the very definition of \( \sigma^s(r) \) in (1.5), for \( \delta_0 \) small enough and for all \( r < \delta_0 \) we have

\[
\int_{A^+_{\sqrt{\delta_0}}} z_d k^s_r(|z|) \, dz \geq \int_{B(0, r) \cap \mathbb{R}^d_+} \frac{z_d}{r^{d+s}} \, dz + \int_{(B(0, \delta_0) \setminus B(0, r)) \cap \mathbb{R}^d_+} \frac{z_d}{|z|^{d+s}} \, dz
\]

\[
= \frac{1}{r^{d+s-1}} \int_0^r \rho^d \, d\rho \int_{S^{d-1} \cap \mathbb{R}^d_+} \theta_d \, d\mathcal{H}^{d-1}(\theta)
\]

\[
\quad + \int_{r}^{\delta_0} \rho^{-s} \, d\rho \int_{S^{d-1} \cap \mathbb{R}^d_+} \theta_d \, d\mathcal{H}^{d-1}(\theta)
\]

\[
= \omega_{d-1} \frac{r^{1-s}}{d+1} + \omega_{d-1} \int_r^{\delta_0} \rho^{-s} \, d\rho
\]

\[
\geq \omega_{d-1} \sigma^s(r) - \omega_{d-1} C(\delta_0, s),
\]

where

\[
C(\delta_0, s) := \begin{cases} 
|\log \delta_0| & \text{if } s = 1 \\
\frac{\delta_0^{-s}}{s-1} & \text{if } s > 1,
\end{cases}
\]

Moreover, since \( |z|_\infty \leq |z| \), it holds

\[
\int_{A^+_{\sqrt{\delta_0}}} |z| \omega_z k^s_r(|z|) \, dz \leq \int_{B(0, 1)} |z| k^s_r(|z|) \, dz
\]

\[
= \frac{1}{r^{d+s}} \int_{B(0, r)} |z| \, dz + \int_{B(0, 1) \setminus B(0, r)} \frac{1}{|z|^{d+s-1}} \, dz \leq C(d, s) \sigma^s(r),
\]

for some \( C(d, s) > 0 \).

Now we define the function \( \eta(t) := 1 - (1 - 4 \sqrt{t})^{d-1} \), and we notice that \( \eta(t) \to 0 \) as \( t \to 0^+ \). Therefore, by (3.7), (3.8) and (3.9), using that \( \lambda_0^{d-1} = 1 - \eta(\delta_0) \), we deduce that

\[
\int_{Q \cap E^c} dx \int_{Q \cap E} k^s_r(|x - y|) \, dy \geq \omega_{d-1} \sigma^s(r) \left( 1 - \eta(\delta_0) - \frac{C(\delta_0, s)}{\sigma^s(r)} \right) - 2 \sqrt{\delta_0} \frac{C(d, s)}{\omega_{d-1}},
\]

so that, choosing \( \delta_0 > 0 \) such that

\[
\eta(\delta_0) + 2 \sqrt{\delta_0} \frac{C(d, s)}{\omega_{d-1}} \leq \frac{\varepsilon}{2},
\]
and $r_0 > 0$ such that (for every $0 < r < r_0$)

$$(1 - \eta(\delta_0)) \frac{C(\delta_0, s)}{\sigma^*(r)} \leq (1 - \eta(\delta_0)) \frac{C(\delta_0, s)}{\sigma^*(r_0)} \leq \frac{\varepsilon}{2},$$

by (3.10) we deduce (3.12), thus concluding the proof of the lemma.

We are now in a position to prove the $\Gamma$-liminf inequality in Theorem 1.5.

Proof of Theorem 1.5(ii). We can assume without loss of generality that $\lambda = 0$ independent of $n$. Then, by Corollary 2.6 we have that $E$ has finite perimeter. For every $n \in \mathbb{N}$ let $\mu_n$ be the measure on the product space $\mathbb{R}^d \times \mathbb{R}^d$ defined by

$$
\mu_n^s(A \times B) := \frac{1}{2\sigma^*(r_n)} \int_A \int_B k_n^s(|x - y|) \chi_{E_n}(x) \chi_{E_n}(y) \, dy \, dx
$$

for every $A, B \in \mathcal{M}(\mathbb{R}^d)$. Then by (3.11), up to a subsequence, $\mu_n^s \rightharpoonup \mu^s$ for some measure $\mu^s$. Now we show that $\mu^s$ is concentrated on the set $D := \{(x, x) : x \in \mathbb{R}^d\}$, i.e., that $\mu^s(\Omega) = 0$ if $\Omega \cap D = \emptyset$. Indeed, let $\varphi \in C_c(\mathbb{R}^d \times \mathbb{R}^d; [0, +\infty))$ be such that $\text{dist}(\text{supp} \varphi, D) = \delta$ for some $\delta > 0$; then

$$
\lim_{n \to +\infty} \frac{1}{2\sigma^*(r_n)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \varphi(x, y) k_n^s(|x - y|) \chi_{E_n}(x) \chi_{E_n}(y) \, dy \, dx = 0.
$$

Now we define the measure $\lambda^s$ on $\mathbb{R}^d$ as $\lambda^s(A) = \mu^s(\{(x, x) : x \in A\})$ and we claim that for $\mathcal{H}^{d-1}$ - a.e. $x_0 \in \partial^* E$ it holds

$$
\liminf_{l \to 0^+} \frac{\lambda^s(Q^\nu_l(x_0))}{l^{d-1}} \geq \liminf_{l \to 0^+} \liminf_{n \to +\infty} \frac{\mu_n^s(Q^\nu_l(x_0) \times Q^\nu_l(x_0))}{l^{d-1}} \geq \omega_{d-1},
$$

where we have set $\nu = \nu_E(x_0)$ and $Q^\nu_l(x_0) = x_0 + lQ^\nu$. By (3.12) and Radon-Nikodym Theorem, using the lower semicontinuity of the total variation of measures with respect to the weak star convergence, we get (1.20).

We conclude by proving the claim (3.12). We preliminarily notice that the first inequality is a consequence of the upper semicontinuity of the total variation of measures on compact sets with respect to the weak star convergence. We pass to prove the second inequality in (3.12). For all $x_0 \in \partial^* E$, we have

$$
\lim_{l \to 0^+} \int_{Q^\nu_l} |\chi_{E}(x_0 + lx) - \chi_{H^*_E(0)}(x)| \, dx = 0.
$$

Fix such a $x_0 \in \partial^* E$. We will adopt a blow-up argument. Consider the sequence of sets $\{F_{n,l}\}_{n \in \mathbb{N}}$ defined by $F_{n,l} = x_0 + lE_n$. By the change of variable $x = x_0 + lx$,
and $y = x_0 + l \eta$ we have

$$\frac{1}{l^{d-1}} \mu_\sigma^\alpha(Q_\sigma^\alpha(x_0) \times Q_\sigma^\alpha(x_0))$$

$$= \frac{1}{2\sigma^\alpha(r_n)} \int_{Q^\alpha} l^{d+1} \kappa_\alpha(\|x - y\|) \chi_{F_n}(\xi) - \chi_{F_n}(\eta) \, d\xi \, d\eta$$

$$= \frac{l^{1-s}}{2\sigma^\alpha(r_n)} \int_{Q^\alpha} \kappa_\alpha(\|x - \eta\|) \chi_{F_n}(\xi) - \chi_{F_n}(\eta) \, d\xi \, d\eta,$$

where in the last equality we have used (1.2). Let $0 < \varepsilon < \delta_0, r_0 > 0$ be the constants provided by Lemma 3.1. In view of (3.14) for $l$ small enough we have

$$\int_{Q^\alpha} |\chi_{E(x_0 + lx)} - \chi_{H_{\varepsilon}(0)}(x)| \, dx \leq \frac{\delta_0}{2}.$$

Fix such an $l$; then, there exists $n(l) \in \mathbb{N}$ such that for $n \geq n(l)$, it holds

$$\int_{Q^\alpha} |\chi_{F_n(x)} - \chi_{E(x_0 + lx)}| \, dx = \frac{1}{l^{d-1}} \int_{Q_\sigma^\alpha(x_0)} |\chi_{E_n(x)} - \chi_{E(x)}| \, dx \leq \frac{\delta_0}{2}.$$

By (3.15) and (3.16), using triangular inequality, we obtain

$$|(F_{n,l} \Delta H_{\varepsilon}(0)) \cap Q^\alpha| = \int_{Q^\alpha} |\chi_{F_{n,l}} - \chi_{H_{\varepsilon}(0)}| \, dx \leq \delta_0.$$

Therefore, by applying Lemma 3.1 with $k_\sigma^\alpha = k_\sigma^\alpha$ and $E = F_{n,l}$, for $n$ large enough (i.e., in such a way that $n \geq n(l)$ and $r_n < r_0 l$) we have that

$$\frac{1}{2} \int_{Q^\alpha} \int_{Q^\alpha} \kappa_\sigma^\alpha(\|x - y\|) \chi_{F_n}(\xi) - \chi_{F_n}(\eta) \, d\xi \, d\eta \geq \omega_{d-1}(1 - \varepsilon) \sigma^\alpha \left( \frac{r_n}{l} \right).$$

Now, by the very definition of $\sigma^\alpha$ in (1.5), we have that

$$\frac{l^{1-s}}{\sigma^\alpha(r_n)} \sigma^\alpha \left( \frac{r_n}{l} \right) = \begin{cases} \log \left( \frac{1 + \log r_n}{\log r_n} \right) & \text{if } s = 1 \\ \frac{r_n}{l} & \text{if } s > 1, \end{cases}$$

so that, in view of (5.12) and (3.17), we deduce that for every $0 < \varepsilon < 1$ and for every $l$ small enough (depending on $\varepsilon$), it holds

$$\liminf_{n \to +\infty} \frac{1}{l^{d-1}} \mu_\sigma^\alpha(Q_\sigma^\alpha(x_0) \times Q_\sigma^\alpha(x_0)) \geq \omega_{d-1}(1 - \varepsilon),$$

whence the second inequality in claim 3.12 follows by the arbitrariness of $\varepsilon$. \square

3.2. Proof of the upper bound. The $\Gamma$-limsup inequality will be a consequence of Proposition 1.1 and of standard density results for sets of finite perimeter.

We first recall the following fundamental approximation theorem (see, for instance, [28 Theorem 13.8]).

**Theorem 3.2** (Approximation of set with finite perimeter by smooth sets). A set $E \in \mathcal{M}_f(\mathbb{R}^d)$ has finite perimeter if and only if there exists a sequence $\{F_k\}_{k \in \mathbb{N}} \subset \mathcal{M}_f(\mathbb{R}^d)$ of open bounded sets with smooth boundary, such that

$$\chi_{F_k} \to \chi_E \quad (\text{strongly}) \text{ in } L^1(\mathbb{R}^d) \text{ as } k \to +\infty,$$

$$\text{Per}(F_k) \to \text{Per}(E) \quad \text{as } k \to +\infty.$$
Proof of Theorem 1.5(iii). Let $E \in M_f(\mathbb{R}^d)$ be a set with finite perimeter. By Theorem 3.2 there exists a sequence $\{F_k\}_{k \in \mathbb{N}}$ of open bounded sets with smooth boundary satisfying (3.18). In view of Proposition 1.1 we have that
\[
\lim_{n \to +\infty} \frac{\tilde{J}_{s,n}^s(F_k)}{\sigma^s(r_n)} = \omega_{d-1}\text{Per}(F_k) \quad \text{for every } k \in \mathbb{N}.
\]
Therefore, by a standard diagonal argument there exists a sequence $\{E_n\}_{n \in \mathbb{N}}$ with $E_n = F_k(n)$ for every $n \in \mathbb{N}$ satisfying the desired properties. □

3.3. Characterization of sets of finite perimeter. As a byproduct of our $\Gamma$-convergence analysis, we prove that a set $E \in M_f(\mathbb{R}^d)$ has finite perimeter if and only if for all $s \geq 1$
\[
\limsup_{r \to 0^+} \frac{\tilde{J}_s^s(E)}{\sigma^s(r)} < +\infty.
\]
We recall the following classical theorem.

Theorem 3.3 (Characterization via difference quotients). Let $E \in M_f(\mathbb{R}^d)$. Then $E$ has finite perimeter if and only if for all $s \geq 1$
\[
\int_{\mathbb{R}^d} |\chi_E(x+z) - \chi_E(x)| \, dx \leq C|z| \quad \text{for every } z \in \mathbb{R}^d.
\]
Specifically, it is possible to choose $C = \text{Per}(E)$.

Theorem 3.4. Let $E \in M_f(\mathbb{R}^d)$. The following statements hold true.

(i) If $\limsup_{r \to 0^+} \frac{\tilde{J}_s^s(E)}{\sigma^s(r)} < +\infty$ for some $s \geq 1$, then $E$ is a set of finite perimeter.

(ii) If $E$ is a set of finite perimeter then $\limsup_{r \to 0^+} \frac{\tilde{J}_s^s(E)}{\sigma^s(r)} < +\infty$ for every $s \geq 1$.

More precisely,
\[
\omega_{d-1}\text{Per}(E) \leq \liminf_{r \to 0^+} \frac{\tilde{J}_s^s(E)}{\sigma^s(r)} \leq \limsup_{r \to 0^+} \frac{\tilde{J}_s^s(E)}{\sigma^s(r)} \leq M(s,d)\text{Per}(E),
\]
where
\[
M(s,d) = \begin{cases} 
\frac{d\omega_d}{\omega_{d-1}} & \text{if } s = 1 \\
\omega_{d-1} & \text{if } s > 1.
\end{cases}
\]

In particular, for $s > 1$ we have that
\[
\lim_{r \to 0^+} \frac{\tilde{J}_s^s(E)}{\sigma^s(r)} = \omega_{d-1}\text{Per}(E).
\]

Remark 3.5. We notice that in the case $s = 1$ the constant $M(1,d) = \frac{d\omega_d}{\omega_{d-1}} > \omega_{d-1}$, so that the existence of the limit (3.20) is not proven in such a case.

Proof Theorem 3.4. We notice that (i) is an immediate consequence of Proposition 2.6 taking $E_n \equiv E$ for every $n \in \mathbb{N}$. We prove (ii). The $\Gamma$-liminf inequality Theorem 1.5(ii) implies the first inequality in (3.19). Being the second inequality obvious we pass to the proof of the last one. If $s > 1$ then, by Proposition 1.1 we have
\[
\lim_{r \to 0^+} \frac{\tilde{J}_s^s(E)}{\sigma^s(r)} = \omega_{d-1}\text{Per}(E).
\]
Let now $s = 1$. Let $G^1_s$ be the functional defined in \[1.3\]; by Theorem 3.3 we obtain
\[
\frac{G^1_s(E)}{\sigma^1(r)} = \frac{1}{|\log r|} \int_E \int_{E \cap B(x,1)} k^1_r(|x-y|) \, dy \, dx
\]
\[
= \frac{1}{2|\log r|} \int_{\mathbb{R}^d} \int_{B(0,1)} |\chi_E(x) - \chi_E(y)| k^1_r(|x-y|) \, dy \, dx
\]
\[
= \frac{1}{2|\log r|} \int_{B(0,1)} k^1_r(|h|) \int_{\mathbb{R}^d} |\chi_E(x+h) - \chi_E(x)| \, dx \, dh
\]
\[
\leq \frac{1}{2|\log r|} \text{Per}(E) \int_{B(0,1)} |h| k^1_r(|h|) \, dh
\]
\[
= \frac{d \omega_d}{2} \text{Per}(E) \left( 1 + \frac{1}{(d+1)|\log r|} \right).
\]
Moreover, by Remark 1.2 we have that
\[
\lim_{r \to 0^+} \frac{F^1_s(E)}{\sigma^1(r)} = 0,
\]
where $F^1_s$ is the functional defined in formula 1.7.

Therefore by formulas (1.9), (3.22), and (3.24) we have
\[
\limsup_{r \to 0^+} \frac{\tilde{J}^1_s(E)}{\sigma^1(r)} = \limsup_{r \to 0^+} \frac{G^1_s(E)}{\sigma^1(r)} + \lim_{r \to 0^+} \frac{F^r_s(E)}{\sigma^1(r)} \leq \frac{d \omega_d}{2} \text{Per}(E).
\]
thus concluding the proof of (ii). By 3.21 and 3.24 we conclude the proof of (ii). \[\square\]

4. **Convergence of curvatures and mean curvature flows**

In this section we study the behavior of the non-local curvatures corresponding to the functionals $J^r_s$ and of the corresponding geometric flows. Using the approach in [18, 19], it is enough to focus on smooth enough sets. To this purpose, we introduce the class $\mathcal{C}$ as the class of the subsets of $\mathbb{R}^d$, which are closures of open sets with compact $C^2$ boundary. Moreover, we define a notion of convergence in $\mathcal{C}$ as follows. Let $\{E_n\}_{n \in \mathbb{N}} \subset \mathcal{C}$ we say that $E_n \to E$ in $\mathcal{C}$ as $n \to +\infty$, for some $E \in \mathcal{C}$, if there exists a sequence of diffeomorphisms $\{\Phi_n\}_{n \in \mathbb{N}}$ converging to the identity in $C^2$ as $n \to +\infty$, such that $\Phi_n(E) = E_n$ for every $n \in \mathbb{N}$. In the following, we will extend this notion of convergence (in the obvious way) to families of sets $\{E_{\rho}\}_{\rho \in (0,1)} \subset \mathcal{C}$ as the parameter $\rho \to 0^+$.

Notice that if $E \in \mathcal{C}$, then either $E$ or $E^c$ is compact. Therefore, in order to define the supercritical perimeters and the corresponding curvatures on the whole $\mathcal{C}$, it is convenient to set $J^r_s(E) := J^r_s(E^c)$ for every set $E \in M(\mathbb{R}^d)$ with $E^c \in M_f(\mathbb{R}^d)$.

4.1. **Non-local $k^r_s$-curvatures.** Let $s \geq 1$, $r > 0$ and $E \in \mathcal{C}$. For every $x \in \partial E$ we define the $k^r_s$-curvature of $E$ at $x$ as
\[
k^r_s(x,E) := \int_{\mathbb{R}^d} (\chi_{E^c}(y) - \chi_E(y)) k^r_s(|x-y|) \, dy.
\]
Although this fact may be immediate for the experts, we show that $\mathcal{K}^r_s$ is the first variation of the functional $\tilde{J}^r_s$ in the sense specified by the following proposition.
Proposition 4.1 (First variation). Let $s \geq 1$, $r > 0$, and $E \in \mathcal{C}$. Let $\Phi : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d$ be a smooth function, and let $\{\Phi_t\}_{t \in \mathbb{R}}$ be defined by $\Phi_t(\cdot) := \Phi(t \cdot)$ for every $t \in \mathbb{R}$. Assume that $\{\Phi_t\}_{t \in \mathbb{R}}$ is a family of diffeomorphisms with $\Phi_0 = \text{Id}$ and that there exists an open bounded set $A \subset \mathbb{R}^d$ such that

\begin{equation}
\{x \in \mathbb{R}^d : x \neq \Phi_t(x)\} \subset A \quad \text{for all } t \in \mathbb{R}.
\end{equation}

Setting $E_t := \Phi_t(E)$ and $\Psi(\cdot) := \frac{\partial}{\partial t}\Phi_t(\cdot)|_{t=0}$, we have

\begin{equation}
\frac{d}{dt} J^e_t(E_t) \bigg|_{t=0} = \int_{\partial E} K^e_t(x, E) \Psi(x) \cdot \nu_E(x) \, d\mathcal{H}^{d-1}(x).
\end{equation}

Proof. By Taylor expansion for every $x \in \mathbb{R}^d$ we have that $\Phi_t(x) = x + t\Psi(x) + o(t)$. Therefore the Jacobian $J_{\Phi_t}$ of $\Phi_t$ is equal to

\begin{equation}
J_{\Phi_t}(x) := \sqrt{\det(\nabla\Phi_t(x) \cdot \nabla\Phi_t(x)^T)} = 1 + t \text{Div}(\Psi(x)) + o(t),
\end{equation}

where, for every $A \in \mathbb{R}^{m \times k}$ ($m, k \in \mathbb{N}$), the symbol $A^*$ denotes the transpose of the matrix $A$. By change of variable, it follows that

\begin{equation}
J^e_t(E_t) = \int_{\Phi_t(E)} \int_{\Phi_t(E^c)} k^*_t(|x - y|) \, dy \, dx
\end{equation}

\begin{equation}
= \int_E \int_{E^c} k^*_t(|\Phi_t(x) - \Phi_t(y)|) J_{\Phi_t}(x) J_{\Phi_t}(y) \, dy \, dx
\end{equation}

\begin{equation}
= \int_E \int_{E^c} k^*_t(|\Phi_t(x) - \Phi_t(y)|) \, dy \, dx
\end{equation}

\begin{equation}
+ t \int_E \int_{E^c} k^*_t(|\Phi_t(x) - \Phi_t(y)|) \left( \text{Div}(\Psi(x)) + \text{Div}(\Psi(y)) \right) \, dy \, dx
\end{equation}

\begin{equation}
+ o(t) \int_E \int_{E^c} k^*_t(|\Phi_t(x) - \Phi_t(y)|) \, dy \, dx.
\end{equation}

Let $(k^*_t)' : (0, +\infty) \to \mathbb{R}$ be the weak derivative of $k^*_t : (0, +\infty) \to \mathbb{R}$, that is equal a.e. to

\begin{equation}
(k^*_t)'(h) := \begin{cases} 
0 & \text{for } 0 < h < r, \\
-(d+s) \frac{1}{h^{d+s+1}} & \text{for } h > r.
\end{cases}
\end{equation}

Notice that $k^*_t \in W^{1,1}(\mathbb{R})$. We set

\begin{equation}
K(t) := \int_E \int_{E^c} \left( k^*_t(|\Phi_t(x) - \Phi_t(y)|) - k^*_t(|x - y|) ight)
\end{equation}

\begin{equation}
- t(k^*_t)'(|x - y|) \frac{x - y}{|x - y|} \cdot (\Psi(x) - \Psi(y)) \right) \, dy \, dx
\end{equation}

and we claim that

\begin{equation}
\lim_{t \to 0} \frac{K(t)}{t} = 0.
\end{equation}

By the fundamental theorem of calculus, we have

\begin{equation}
\int_E \int_{E^c} \left( k^*_t(|\Phi_t(x) - \Phi_t(y)|) - k^*_t(|x - y|) \right) \, dy \, dx
\end{equation}

\begin{equation}
= \int_0^t \frac{d}{dt} \left[ \int_E \int_{E^c} (k^*_t)'(|\Phi_t(x) - \Phi_t(y)|) \frac{\Phi_t(x) - \Phi_t(y)}{|\Phi_t(x) - \Phi_t(y)|} \cdot \left( \frac{\partial \Phi_t}{\partial t}(x) - \frac{\partial \Phi_t}{\partial t}(y) \right) \, dy \, dx \right],
\end{equation}

\begin{equation}
\int_0^t \left[ \int_E \int_{E^c} (k^*_t)'(|\Phi_t(x) - \Phi_t(y)|) \frac{\Phi_t(x) - \Phi_t(y)}{|\Phi_t(x) - \Phi_t(y)|} \cdot \left( \frac{\partial \Phi_t}{\partial t}(x) - \frac{\partial \Phi_t}{\partial t}(y) \right) \, dy \, dx \right] \, dt.
\end{equation}
so that
\[
\left| \frac{K(t)}{t} \right| = \frac{1}{t} \int_0^t \left| \int_E \int_{E^c} (k_T^s)'(|\Phi_T(x) - \Phi_T(y)|) \frac{\Phi_T(x) - \Phi_T(y)}{|\Phi_T(x) - \Phi_T(y)|} \cdot \left( \frac{\partial \Phi_T}{\partial \tau}(x) - \frac{\partial \Phi_T}{\partial \tau}(y) \right) \right| \, dx \, dy \, dt
\]
\[
- (k_T^s)'(|x - y|) \frac{x - y}{|x - y|} \cdot (\Psi(x) - \Psi(y)) \, dy \, dx \, dt \bigg|_0^t \leq \frac{1}{t} \int_0^t \left| \int_E \int_{E^c} (k_T^s)'(|\Phi_T(x) - \Phi_T(y)|) \frac{\Phi_T(x) - \Phi_T(y)}{|\Phi_T(x) - \Phi_T(y)|} \cdot \left( \frac{\partial \Phi_T}{\partial \tau}(x) - \frac{\partial \Phi_T}{\partial \tau}(y) \right) \right| \, dx \, dy \, dt
\]
\[
= \frac{1}{t} \int_0^t \left| \int_E \int_{E^c} (f_T(x, y) - f_0(x, y)) \, dy \, dx \right| \, dt ,
\]
where in the last line for every \( \tau \in \mathbb{R} \) and for every \( (x, y) \in \mathbb{R}^d \times \mathbb{R}^d \) we have set
\[
f_T(x, y) := (k_T^s)'(|\Phi_T(x) - \Phi_T(y)|) \frac{\Phi_T(x) - \Phi_T(y)}{|\Phi_T(x) - \Phi_T(y)|} \cdot \left( \frac{\partial \Phi_T}{\partial \tau}(x) - \frac{\partial \Phi_T}{\partial \tau}(y) \right) .
\]
Notice that (4.5) follows if we show that
\[
\int_E \int_{E^c} f_T(x, y) \, dy \, dx \to \int_E \int_{E^c} f_0(x, y) \, dy \, dx \quad \text{as } \tau \to 0 .
\]
By change of variable, we get
\[
\int_E \int_{E^c} f_T(x, y) \, dy \, dx = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f_0(x, y) J_\Phi^{-1}(x) J_\Phi^{-1}(y) \chi_{E \times E^c}(\Phi_T^{-1}(x), \Phi_T^{-1}(y)) \, dy \, dx .
\]
Setting \( C(J) := \sup_{\tau} \| J_\Phi^{-1} \|_{L^\infty} \), by (4.2), we have that
\[
|f_0(x, y)| J_\Phi^{-1}(x) J_\Phi^{-1}(y) \chi_{E \times E^c}(\Phi_T^{-1}(x), \Phi_T^{-1}(y)) \leq [C(J)]^2 |f_0(x, y)||\chi_{E \cap A}(\Phi_T^{-1}(x)) + \chi_{E^c \cap A^c}(x)||\chi_{E \cap A^c}(\Phi_T^{-1}(y)) + \chi_{E^c \cap A^c}(y)| \leq [C(J)]^2 |f_0(x, y)||\chi_A(x) + \chi_E(x)||\chi_A(y) + \chi_{E^c}(y)| ,
\]
where the right hand side term is clearly in \( L^1(\mathbb{R}^{2d}) \). This fact together with (4.7) and
\[
J_\Phi^{-1}(x) J_\Phi^{-1}(y) \chi_{E \times E^c}(\Phi_T^{-1}(x), \Phi_T^{-1}(y)) \to \chi_{E \times E^c}(x, y) \quad \text{a.e. as } \tau \to 0 ,
\]
yields by Lebesgue Dominated Convergence Theorem, \(1.6\) and, in turn, \(1.3\). By \(4.4\) and \(4.5\), and using the divergence theorem, we obtain that
\[
\frac{d}{dt} F_r(E_t) \bigg|_{t=0} = \int_E \int_{E^c} \left( k_r^s(|x-y|) \frac{x-y}{|x-y|} \cdot (\Psi(x) - \Psi(y)) \right) dy \, dx
+ \int_{E^c} \int_E \left( k_r^s(|x-y|) (\text{Div} \Psi(x) + \text{Div} \Psi(y)) \right) dy \, dx
= \int_E \int_{E^c} \left( k_r^s(|x-y|) \frac{x-y}{|x-y|} \cdot (\Psi(x) - \Psi(y)) \right) dy \, dx
+ \int_{E^c} \left[ - \int_E \left( k_r^s(|x-y|) \Psi(x) \cdot \nu_E(x) \right) \, dH^{d-1}(x) \right] dy
+ \int_E \left[ \int_{E^c} \left( k_r^s(|x-y|) \Psi(y) \cdot \frac{x-y}{|x-y|} \right) dy \, dx
- \int_{E^c} \left( k_r^s(|x-y|) \Psi(y) \cdot \nu_E(y) \right) \, dH^{d-1}(y) \right] dx
= \int_{\partial E} \Psi(x) \cdot \nu_E(x) \int_{\mathbb{R}^d} \left( \chi_{E^c}(y) - \chi_E(y) \right) k_r^s(|x-y|) dy \, dH^{d-1}(x)
= \int_{\partial E} \mathcal{K}_r^s(x,E) \Psi(x) \cdot \nu_E(x) \, dH^{d-1}(x),
\]
whence \(4.3\) follows. \(\square\)

In Proposition 4.2 we prove some qualitative properties of the curvatures \(\mathcal{K}_r^s\) defined in \(4.1\), which imply in particular that \(\mathcal{K}_r^s\) are non-local curvatures in the sense of [18 16].

**Proposition 4.2.** For every \(s \geq 1, 0 < r < 1\) the functionals \(\mathcal{K}_r^s\) defined in \(4.1\) satisfy the following properties:

(M) **Monotonicity:** If \(E,F \in \mathcal{C}\) with \(E \subseteq F\), and if \(x \in \partial F \cap \partial E\), then \(\mathcal{K}_r^s(x,F) \leq \mathcal{K}_r^s(x,E)\);

(T) **Translational invariance:** for any \(E \in \mathcal{C}, x \in \partial E, y \in \mathbb{R}^d, \mathcal{K}_r^s(x,E) = \mathcal{K}_r^s(x+y, E+y)\);

(S) **Symmetry:** For all \(E \in \mathcal{C}\) and for every \(x \in \partial E\) it holds
\[
\mathcal{K}_r^s(x,E) = -\mathcal{K}_r^s(x,\mathbb{R}^d \setminus \overset{\circ}{E}),
\]
where \(\overset{\circ}{E}\) denotes the interior of \(E\).

(B) **Lower bound on the curvature of the balls:**
\[
4.8 \quad \mathcal{K}_r^s(x,B(0,\rho)) \geq 0 \quad \text{for all } x \in \partial B(0,\rho), \rho > 0;
\]

(UC) **Uniform continuity:** There exists a modulus of continuity \(\omega_r\) such that the following holds. For every \(E \in \mathcal{C}, x \in \partial E\), and for every diffeomorphism \(\Phi : \mathbb{R}^d \to \mathbb{R}^d\) of class \(C^2\), with \(\Phi = \text{Id}\) in \(\mathbb{R}^d \setminus B(0,1)\), we have
\[
|\mathcal{K}_r^s(x,E) - \mathcal{K}_r^s(\Phi(x), \Phi(E))| \leq \omega_r(\|\Phi - \text{Id}\|_{C^2}).
\]

**Proof.** We prove separately the properties above.
Property (M): Let $E, F \in \mathcal{C}$ such that $E \subseteq F$, then $-\chi_F \leq -\chi_E$ and $\chi_{F^c} \leq \chi_{E^c}$. Therefore for all $x \in \partial E \cap \partial F$, we have

$$K^*_r(x, F) = \int_{\mathbb{R}^d} (\chi_{F^c}(y) - \chi_E(y)) k^*_r(|x - y|) \, dy$$

$$\leq \int_{\mathbb{R}^d} (\chi_{E^c}(y) - \chi_E(y)) k^*_r(|x - y|) \, dy = K^*_r(x, E).$$

Property (T): Let $E \in \mathcal{C}$, $x \in \partial E$ and $y \in \mathbb{R}^d$. By the change of variable $\zeta = \eta - y$, we obtain

$$K^*_r(x + y, E + y) = \int_{\mathbb{R}^d} (\chi_{E^c + y}(\eta) - \chi_{E + y}(\eta)) k^*_r(|x + y - \eta|) \, d\eta$$

$$= \int_{\mathbb{R}^d} (\chi_{E^c}(\zeta) - \chi_E(\zeta)) k^*_r(|x - \zeta|) \, d\zeta = K^*_r(x, E).$$

Property (S): Let $E \in \mathcal{C}$ and $x \in \partial E$, then we have

$$K^*_r(x, E) = \int_{\mathbb{R}^d} (\chi_{E^c}(y) - \chi_E(y)) k^*_r(|y - x|) \, dy$$

$$= -\int_{\mathbb{R}^d} (\chi_E(y) - \chi_{E^c}(y)) k^*_r(|x - y|) \, dy = -K^*_r(x, \mathbb{R}^d \setminus \mathring{E}).$$

Property (B): Let $\rho > 0$ and $\bar{x} \in \partial B(0, \rho)$. Since $B(2\bar{x}, \rho) \subset B^c(0, \rho) = \mathbb{R}^d \setminus \overline{B}(0, \rho)$, we get

$$K^*_r(\bar{x}, \overline{B}(0, \rho)) = \int_{\mathbb{R}^d} (\chi_{B^c(0, \rho)}(y) - \chi_{B(0, \rho)}(y)) k^*_r(|\bar{x} - y|) \, dy$$

$$\geq \int_{\mathbb{R}^d} (\chi_{B(2\bar{x}, \rho)}(y) - \chi_{B(0, \rho)}(y)) k^*_r(|\bar{x} - y|) \, dy = 0,$$

where in the last equality we have used the change of variable $z = 2\bar{x} - y$ and the radial symmetry of $k^*_r$ to deduce that

$$\int_{\mathbb{R}^d} \chi_{B(2\bar{x}, \rho)}(y) k^*_r(|\bar{x} - y|) \, dy = \int_{\mathbb{R}^d} \chi_{B(0, \rho)}(z) k^*_r(|\bar{x} - z|) \, dz.$$

Hence, by formula (4.9), (4.8) follows.

Property (UC): Let $\Phi : \mathbb{R}^d \to \mathbb{R}^d$ be a diffeomorphism of class $C^2$, with $\Phi(y) = y$ for all $|y - x| \geq 1$. We set $\mathcal{E} := \Phi(E)$. Let moreover $\theta_{k^*_r} : [0, +\infty) \to \mathbb{R}$ be the function defined by $\theta_{k^*_r}(\eta) := \int_{B(0, \eta)} k^*_r(|z|) \, dz$. Fix $\varepsilon > 0$ and let $\eta_0 > 0$ be small enough such that

$$2\theta_{k^*_r}(\eta_0), \theta_{k^*_r}(2\eta_0) \leq \frac{\varepsilon}{3}.$$ 

Notice that

$$\left| \int_{B(x, \eta_0)} (\chi_{E^c}(y) - \chi_E(y)) k^*_r(|x - y|) \, dy \right| \leq \theta_{k^*_r}(\eta_0),$$

$$\left| \int_{B(\Phi(x), \eta_0)} (\chi_{E^c}(y) - \chi_E(y)) k^*_r(|\Phi(x) - y|) \, dy \right| \leq \theta_{k^*_r}(\eta_0),$$

$$\left| \int_{B(\Phi(x), 2\eta_0)} (\chi_{E^c}(y) - \chi_E(y)) k^*_r(|\Phi(x) - y|) \, dy \right| \leq \theta_{k^*_r}(2\eta_0).$$
By (4.11), (4.12), and (4.10), using triangular inequality, we have

\[
\begin{align*}
|K_t^s(x, E) - K_t^s(\Phi(x), \Phi(E))| \leq & \frac{\varepsilon}{3} + \left| \int_{B^c(x, \eta \varepsilon)} (\chi_{E^c}(y) - \chi_{E}(y)) k_t^s(|x - y|) \, dy \right| \\
- & \int_{\Phi(B^c(x, \eta \varepsilon))} (\chi_{E^c}(y) - \chi_{E}(y)) k_t^s(|\Phi(x) - y|) \, dy \\
= & \left| \int_{B^c(x, \eta \varepsilon)} (\chi_{E^c}(y) - \chi_{E}(y)) k_t^s(|x - y|) \, dy \right| \\
& - \int_{B^c(x, \eta \varepsilon)} (\chi_{E^c}(z) - \chi_{E}(z)) k_t^s(|\Phi(x) - \Phi(z)|) \mathcal{J}\Phi(z) \, dz \\
\leq & \int_{B^c(x, \eta \varepsilon)} k_t^s(|x - y|) - k_t^s(|\Phi(x) - \Phi(y)|) \mathcal{J}\Phi(y) \, dy \\
& + \int_{B(x, 1) \setminus B(x, \eta \varepsilon)} k_t^s(|x - y|) - k_t^s(|\Phi(x) - \Phi(y)|) \mathcal{J}\Phi(y) \, dy. 
\end{align*}
\]  

(4.14)

By the change of variable \( z = \Phi(y) \) and using that \( \Phi(y) = y \) if \( |y - x| \geq 1 \), we have

\[
\begin{align*}
\left| \int_{B^c(x, \eta \varepsilon)} (\chi_{E^c}(y) - \chi_{E}(y)) k_t^s(|x - y|) \, dy \right| \\
& - \int_{\Phi(B^c(x, \eta \varepsilon))} (\chi_{E^c}(y) - \chi_{E}(y)) k_t^s(|\Phi(x) - y|) \, dy \\
= & \left| \int_{B^c(x, \eta \varepsilon)} (\chi_{E^c}(y) - \chi_{E}(y)) k_t^s(|x - y|) \, dy \right| \\
& - \int_{B^c(x, \eta \varepsilon)} (\chi_{E^c}(z) - \chi_{E}(z)) k_t^s(|\Phi(x) - \Phi(z)|) \mathcal{J}\Phi(z) \, dz \\
\leq & \int_{B^c(x, \eta \varepsilon)} k_t^s(|x - y|) - k_t^s(|\Phi(x) - \Phi(y)|) \mathcal{J}\Phi(y) \, dy \\
& + \int_{B(x, 1) \setminus B(x, \eta \varepsilon)} k_t^s(|x - y|) - k_t^s(|\Phi(x) - \Phi(y)|) \mathcal{J}\Phi(y) \, dy. 
\end{align*}
\]  

(4.15)

(4.16)

Now, assuming that \( \|\Phi - \text{Id}\|_{C^2} \) is small enough, by using Lagrange Theorem one can show that

\[
\begin{align*}
& \int_{B^c(x, 1)} k_t^s(|x - y|) - k_t^s(|\Phi(x) - y|) \, dy \\
\leq & \omega(\|\Phi - \text{Id}\|_{C^2}) \int_{B^c(x, 1)} \frac{1}{|x - y|^{d+\gamma}} \, dy \leq \frac{\varepsilon}{6},
\end{align*}
\]  

(4.17)
for some modulus of continuity $\omega$. Analogously, for $\|\Phi - \text{Id}\|_{C^2}$ small enough, one can easily check that

$$
\int_{B(x,1)\setminus B(x,\eta_0)} \left| k^*_{r}(|x-y|) - k^*_{r}(|\Phi(x) - \Phi(y)|) \right| \, dy 
\leq \int_{B(x,1)\setminus B(x,\eta_0)} \left| k^*_{r}(|x-y|) - k^*_{r}(|\Phi(x) - \Phi(y)|) \right| \, dy 
+ \int_{B(x,1)\setminus B(x,\eta_0)} k^*_{r}(|\Phi(x) - \Phi(y)|) \left( 1 - J\Phi(y) \right) \, dy 
\leq \frac{\varepsilon}{6}.
$$

(4.18)

Therefore, by (4.15), (4.16), (4.17), (4.18) we deduce that

$$
\left| \int_{B^c(x,\eta_0)} (\chi_{E^c}(y) - \chi_{E}(y)) k^*_{r}(|x-y|) \, dy 
- \int_{\Phi(B^c(x,\eta_0))} (\chi_{E^c}(y) - \chi_{E}(y)) k^*_{r}(|\Phi(x) - y|) \, dy \right| \leq \frac{\varepsilon}{3}.
$$

(4.19)

In the end, we observe that, for $\|\Phi - \text{Id}\|_{C^2}$ small enough, it holds

$$
\Phi(B^c(x,\eta_0)) \Delta B^c(\Phi(x), \eta_0) \subset B(\Phi(x), 2\eta_0),
$$

which, in view of (4.13), yields

$$
\left| \int_{\Phi(B^c(x,\eta_0))} (\chi_{E^c}(y) - \chi_{E}(y)) k^*_{r}(|\Phi(x) - y|) \, dy 
- \int_{B^c(\Phi(x,\eta_0))} (\chi_{E^c}(y) - \chi_{E}(y)) k^*_{r}(|\Phi(x) - y|) \, dy \right| \leq \theta \varepsilon \eta_0 \leq \frac{\varepsilon}{3}.
$$

(4.20)

Plugging (4.19) and (4.20) into (4.14), we conclude the proof of property (UC) and of the whole proposition. \( \square \)

4.2. The classical mean curvature. For every $E \in \mathcal{E}$, and for every $x \in \partial E$, we denote by $\mathcal{K}^1(x, E)$ the (scalar) mean curvature of $\partial E$ at $x$, i.e., the sum of the principal curvatures of $\partial E$ at $x$. It is well-known that $\mathcal{K}^1$ is nothing but the first variation of the perimeter. Let $E \in \mathcal{E}$, $x \in \partial E$ and assume that $\nu_E(x) = e_1$; then in a neighborhood of $x = (x', x_d) \in \partial E$ we have that $\partial E$ is the graph of a $C^2$-function $f : B'(x', r) \rightarrow \mathbb{R}$, for some $r > 0$ with $Df(x') = 0$ so that $B(x, r) \cap E = \{(x', x_d) \in B(x, r) : x_d \leq f(x')\}$. In this case the mean curvature of $\partial E$ at $x$ is given by

$$
\mathcal{K}^1(x, E) = \text{Div} \left( \frac{-Df}{\sqrt{1 + |Df|^2}} \right)(x') = -\sum_{i=1}^{d-1} \frac{\partial^2}{\partial x^2_i} f(x')
$$

(4.21)

$$
= -\frac{1}{\omega_{d-1}} \int_{S^{d-2}} \theta^* D^2 f(x') \, d\mathcal{H}^{d-2}(\theta),
$$

where $\theta^*$ is the row vector obtained by transposing the (column) vector $\theta$ and $D^2 f(x')$ denotes the Hessian matrix of $f$ evaluated at $x'$.

Proposition 4.3. The standard mean curvature $\mathcal{K}^1$ satisfies the following properties:

(M) Monotonicity: If $E, F \in \mathcal{E}$ with $E \subseteq F$, and if $x \in \partial F \cap \partial E$, then $\mathcal{K}^1(x, F) \leq \mathcal{K}^1(x, E)$;
(T) Translational invariance: For every $E \in \mathcal{E}$, $x \in \partial E$, $y \in \mathbb{R}^d$, it holds: $\mathcal{K}^1(x, E) = \mathcal{K}^1(x + y, E + y)$;

(B) Lower bound on the curvature of the balls:

$$\mathcal{K}^1(x, B(0, \rho)) \geq 0 \quad \text{for all } x \in \partial B(0, \rho), \rho > 0;$$

(S) Symmetry: For every $E \in \mathcal{E}$ and for every $x \in \partial E$ it holds

$$\mathcal{K}^1(x, E) = -\mathcal{K}^1(x, \mathbb{R}^d \setminus E).$$

(UC') Uniform continuity: Given $R > 0$, there exists a modulus of continuity $\omega_R$ such that the following holds. For every $E \in \mathcal{E}$, $x \in \partial E$, such that $E$ has both an internal and external ball condition of radius $R$ at a point $x \in \partial E$. In order to get the claim, we can always assume without loss of generality that $\|\Phi - \text{Id}\|_{C^2} \leq 1$.

By the Implicit Function Theorem we have that $E \cap B(x, r) = \{z \in B(x, r) : g(z) < 0\}$, for some $r > 0$ and $g \in C^2(B(x, r))$. Moreover, in suitable coordinates we have that $x = 0$, $Dg(0) = e_d$ and, for all $i \neq j$, with $i, j = 1, \cdots, d$, $\frac{\partial^2 g}{\partial z_i \partial z_j}(0) = 0$.

Then, it is well known that

$$|\mathcal{K}^1(x, E) - \mathcal{K}^1(\Phi(x), \Phi(E))| \leq \omega_R(\|\Phi - \text{Id}\|_{C^2}).$$

Proof. We prove only the property (UC'), since the check of the remaining properties is straightforward. Let $R > 0$ and let $E \in \mathcal{E}$ be such that $E$ satisfies both an internal and external ball condition of radius $R$ at a point $x \in \partial E$. In order to get the claim, we can always assume without loss of generality that $\|\Phi - \text{Id}\|_{C^2} \leq 1$.

By the Implicit Function Theorem we have that $E \cap B(x, r) = \{z \in B(x, r) : g(z) < 0\}$, for some $r > 0$ and $g \in C^2(B(x, r))$. Moreover, in suitable coordinates we have that $x = 0$, $Dg(0) = e_d$ and, for all $i \neq j$, with $i, j = 1, \cdots, d$, $\frac{\partial^2 g}{\partial z_i \partial z_j}(0) = 0$.

Then, it is well known that

$$\mathcal{K}^1(0, E) = \text{Div}_x \left( \frac{Dg}{|Dg|} \right)(0) = \sum_{i=1}^{d-1} \frac{\partial^2 g}{\partial z_i^2}(0),$$

where $\text{Div}_x$ denotes the tangential divergence operator. Since the mean curvature is invariant by translations and rotations, up to small perturbations of $\Phi$ in $C^2$ we may assume, without loss of generality, that $\Phi(0) = 0$ and that the normal to $\Phi(E)$ at $\Phi(0)$ is $e_d$. Since

$$\Phi(E) \cap B(0, \tilde{r}) = \{y \in B(0, \tilde{r}) : g(\Phi^{-1}(y)) < 0\}$$

for some $\tilde{r} > 0$, setting $h := g \circ \Phi^{-1}$, we have

$$\mathcal{K}^1(0, \Phi(E)) = \frac{1}{|Dh(0)|} \sum_{j=1}^{d-1} \frac{\partial^2 h}{\partial y_j^2}(0) - \frac{1}{|Dh(0)|^2} \sum_{j=1}^{d-1} \frac{\partial h}{\partial y_j}(0) \frac{\partial |Dh|}{\partial y_j}(0).$$

Therefore, using that

$$Dh(0) = Dg(0) D\Phi^{-1}(0) = e_d D\Phi^{-1}(0),$$

$$\frac{\partial^2 h}{\partial y_j \partial y_k}(0) = \sum_{i=1}^{d-1} \frac{\partial^2 g}{\partial z_i^2}(0) \frac{\partial \Phi^{-1}}{\partial y_j}(0) \frac{\partial \Phi^{-1}}{\partial y_k}(0) + \frac{\partial^2 \Phi^{-1}}{\partial y_j \partial y_k}(0),$$
we have
\[
\frac{1}{|Dh(0)|} \left| \sum_{j=1}^{d-1} \frac{\partial^2 h}{\partial y_j^2}(0) - \sum_{i=1}^{d-1} \frac{\partial^2 g}{\partial z_i^2}(0) \right| \\
\leq \frac{1}{|Dh(0)|} \left| \sum_{j=1}^{d-1} \frac{\partial^2 \Phi^{-1}}{\partial y_j^2}(0) + \sum_{i=1}^{d-1} \frac{\partial^2 g}{\partial z_i^2}(0) \left( \sum_{j=1}^{d-1} \left( \frac{\partial \Phi^{-1}}{\partial y_j}(0) \right)^2 - 1 \right) \right| \\
+ \frac{|Dh(0) - 1|}{|Dh(0)|} \left| \sum_{i=1}^{d-1} \frac{\partial^2 g}{\partial z_i^2}(0) \right| \\
\leq C \left[ \|D^2 \Phi^{-1}\|_{C^0} + \|D^2 g\|_{C^0} \|\text{Id} - (D\Phi^{-1})^2\|_{C^0} + \|D^2 g\|_{C^0} \|\text{Id} - D\Phi^{-1}\|_{C^0} \right] \\
\leq C \left( 1 + \frac{1}{R} \right) \|\text{Id} - \Phi\|_{C^2}.
\]
(4.25)

Similar computations (that are left to the reader) show that
\[
\frac{1}{|Dh(0)|^2} \left| \sum_{j=1}^{d-1} \frac{\partial h}{\partial y_j}(0) \frac{\partial |Dh|}{\partial y_j}(0) \right| \leq C \left( 1 + \frac{1}{R} \right) \|\text{Id} - \Phi\|_{C^2}.
\]
(4.26)

Therefore, (4.24) follows from (4.23), (4.25) and (4.26).

4.3. Convergence of $k_s^r$-curvature flow to mean curvature flow. We now prove that the viscosity solutions to the $k_s^r$-curvature flow converge to the classical mean curvature flow as $r \to 0^+$. To this end, we will adopt notation and we will use results in [16].

We preliminarily notice that since the curvatures $K_r$ defined in (4.1) satisfy property (UC) in Proposition 4.2, they also satisfy property (UC') in Proposition 4.3 (with $K_s$ replaced by $K_r$). As a consequence $K_s^1$ and $K_r$ (for every $0 < r < 1$ and $s \geq 1$) satisfy the following continuity property:

(C) Continuity: If $\{E_n\}_{n \in \mathbb{N}} \subset \mathcal{C}$, $E \in \mathcal{C}$ and $E_n \to E$ in $\mathcal{C}$, then the corresponding curvatures of $E_n$ at $x$ converge to the curvature of $E$ at $x$ for every $x \in \partial E_n \cap \partial E$.

Such a property, together with properties (M) and (T) (see Propositions 4.3 and 4.2), implies that the functionals $K_s^1$ and $K_r$ (for every $s \geq 1$ and for every $r \in (0, 1)$) are non-local curvatures in the sense of [16] Definition 2.1 (see also [18]).

Moreover, since by Propositions 4.3 and 4.2, $K_s^1$ and $K_r$ satisfy also properties (B) and (UC') (referred to as (C') in [16]), they both satisfy the assumptions of [16] Theorem 2.9 that guarantee existence and uniqueness of suitably defined viscosity solutions of the corresponding geometric flows. We refer to [16] Definition 2.3 for the precise definition of viscosity solution in this setting, while for the reader’s convenience we state the existence and uniqueness result specialized to the geometric evolutions considered in this paper.

**Proposition 4.4.** Let $s \geq 1$ and $r > 0$. Let $u_0 \in C(\mathbb{R}^d)$ be a uniformly continuous function with $u_0 = C_0$ in $\mathbb{R}^d \setminus B(0, R_0)$ for some $C_0, R_0 \in \mathbb{R}$ with $R_0 > 0$. Then, there exists a unique viscosity solution - in the sense of [16] Definition 2.3 - $u^*_r : \mathbb{R}^d \times [0, +\infty) \to \mathbb{R}$ to the Cauchy problem

\[
\left\{ \begin{array}{l}
\partial_t u(x, t) + |Du(x, t)|K_r(x, \{ y : u(y, t) \geq u(x, t) \}) = 0 \\
u(x, 0) = u_0(x).
\end{array} \right.
\]
(4.27)
Moreover, the same result holds true if $\mathcal{K}_r^s$ is replaced by (any multiple of) $\mathcal{K}^1$.

We will show that, as $r \to 0^+$, the scaled $k^s_r$-curvatures $\frac{1}{\sigma^s(r)} k^s_r$ converge to $\omega_{d-1} \mathcal{K}^1$ on regular sets. In view of [16] Theorem 3.2, such a result will be crucial in order to prove the convergence of the corresponding geometric flows. We first prove the following result by adopting the same strategy used in [26, Proposition 2].

**Lemma 4.5.** Let $M, N \in \mathbb{R}^{d-1} \times \mathbb{R}$ and let $\{M_r\}_{r>0}, \{N_r\}_{r>0} \subset \mathbb{R}^{(d-1) \times (d-1)}$ be such that $M_r \to M$, $N_r \to N$ as $r \to 0^+$. Then, for every $\delta > 0$ it holds

$$
\lim_{r \to 0^+} \left( \frac{1}{\sigma^s(r)} \left( \int_{F^1_{r, \delta}} k^s_r(|y|) \, dy - \int_{F^2_{r, \delta}} k^s_r(|y|) \, dy \right) \right)
= \int_{\mathbb{R}^{d-2}} \theta^s(N - M) \, d\mathcal{H}^{d-2}(\theta),
$$

where

$$
F^1_{r, \delta} := \{ y = (y', y_d) \in B(0, \delta) : (y')^* M_r y' \leq y_d \leq (y')^* N_r y' \}
$$

$$
F^2_{r, \delta} := \{ y = (y', y_d) \in B(0, \delta) : (y')^* N_r y' \leq y_d \leq (y')^* M_r y' \}.
$$

**Proof.** For every $\alpha > 0$ we set

$$
G^1_{\alpha} := \{ y = (y', y_d) \in \mathbb{R}^{d-1} \times \mathbb{R} : y' = \rho \theta, \ 0 \leq \rho \leq \alpha, \ \theta \in \mathbb{S}^{d-2}, \rho^2 \theta^s M, \theta \leq y_d \leq \rho^2 \theta^s N, \theta \}
$$

Therefore, for $r$ small enough,

$$
F^1_{r, \delta} \cap B(0, \delta), \quad F^1_{r, \delta} \cap B(0, r) = G^1_{r} \cap B(0, r),
$$

$$
F^1_{r, \delta} \setminus B(0, r) = (G^1_{\delta} \setminus G^1_{r}) \cap (B(0, \delta)) \cup (G^1_{r} \setminus B(0, r))
$$

It follows that

$$
\int_{F^1_{r, \delta}} k^s_r(|y|) \, dy
= \int_{G^1_{r} \setminus B(0, \delta)} k^s_r(|y|) \, dy - \int_{G^1_{r} \setminus B(0, \delta)} k^s_r(|y|) \, dy
$$

$$
= \int_{G^1_{r} \setminus B(0, \delta)} k^s_r(|y|) \, dy + \int_{G^1_{r} \setminus G^1_{r}} k^s_r(|y|) \, dy - \int_{G^1_{r} \setminus B(0, \delta)} \frac{1}{|y|^{d+s}} \, dy
$$

$$
= \int_{G^1_{r} \setminus B(0, r)} k^s_r(|y|) \, dy + \int_{G^1_{r} \setminus B(0, r)} k^s_r(|y|) \, dy + \int_{G^1_{r} \setminus G^1_{r}} \frac{1}{|y|^{d+s}} \, dy
$$

$$
= \int_{G^1_{r} \setminus B(0, \delta)} \frac{1}{|y|^{d+s}} \, dy
$$

$$
= \int_{G^1_{r} \setminus B(0, r)} \frac{1}{r^{d+s}} \, dy + \int_{G^1_{r} \setminus G^1_{r}} \frac{1}{|y|^{d+s}} \, dy
$$

$$
- \int_{G^1_{r} \setminus B(0, \delta)} \frac{1}{|y|^{d+s}} \, dy
$$

$$
= \int_{G^1_{r} \setminus B(0, r)} \frac{1}{r^{d+s}} \, dy + \int_{G^1_{r} \setminus G^1_{r}} \frac{1}{|y|^{d+s}} \, dy
$$

$$
\left( \left( \int_{G^1_{r} \setminus B(0, r)} \frac{1}{r^{d+s}} \, dy - \int_{G^1_{r} \setminus B(0, \delta)} \frac{1}{r^{d+s}} \, dy \right) + \int_{G^1_{r} \setminus G^1_{r}} \frac{1}{|y|^{d+s}} \, dy \right).
$$
We set
\[ A^1_r := \{ \theta \in \mathbb{S}^{d-2} : \theta^* (M_r - N_r) \theta \leq 0 \} \]
and we notice that
\[
\int_{G^1_r \setminus G^1_r} \frac{1}{|y|^{d+s}} \, dy + \int_{G^1_r \setminus G^1_r} \frac{1}{|y|^{d+s}} \, dy
\]
\[ = \frac{1}{r^{d+s}} \int_{A^1_r} dH^{d-2}(\theta) \int_0^r \rho^{d-2} \int_{\rho^2 \theta^* M_r \theta} d\theta \rho^s \] \[ + \int_{A^1_r} dH^{d-2}(\theta) \int_r^\delta \rho^{d-2} \int_{\rho^2 \theta^* M_r \theta} d\theta \rho^s \frac{1}{\rho^2 (\rho^2 + y_d^2)^{\frac{d+s}{2}}} \, dy \]
\[ = \frac{1}{r^{d+1}} \int_{A^1_r} \theta^* (N_r - M_r) \theta \, dH^{d-2}(\theta) \]
\[ + \int_{A^1_r} dH^{d-2}(\theta) \int_0^\delta \rho^{d-2} \int_{\rho^2 \theta^* M_r \theta} d\theta \rho^s \frac{1}{\rho^2 (\rho^2 + y_d^2)^{\frac{d+s}{2}}} \, dt \]
(4.30)
\[ = \frac{1}{r^{d+1}} \int_{A^1_r} \theta^* (N_r - M_r) \theta \, dH^{d-2}(\theta) \]
\[ + \int_{A^1_r} dH^{d-2}(\theta) \int_r^\delta \rho^{d-2} \int_{\rho^2 \theta^* M_r \theta} d\theta \rho^s \frac{1}{\rho^2 (\rho^2 + y_d^2)^{\frac{d+s}{2}}} \, dt \]
where in the last but one equality we have used the change of variable \( y_d = \rho^2 t \).
Moreover, trivially we have
\[ \int_{G^1_r \setminus B(0, \delta)} \frac{1}{|y|^{d+s}} \, dy \leq C(\delta) , \]
for some \( C(\delta) > 0 \). Furthermore, it is easy to see that, for \( r \) small enough,
\[ G^1_r \setminus B(0, r) \subset \{ B'(0, r) \setminus B'(0, r - cr^2) \} \times [-cr^2, cr^2] \]
for some constant \( c > 0 \) independent of \( r \); as a consequence,
\[ |G^1_r \setminus B(0, r)| \leq Cr^{d+2} , \]
whence we deduce that
\[ \int_{G^1_r \setminus B(0, r)} \frac{1}{|y|^{d+s}} \, dy \leq C r^{2-s} , \]
\[ \int_{G^1_r \setminus B(0, r)} \frac{1}{|y|^{d+s}} \, dy \leq \int_{G^1_r \setminus B(0, r)} \frac{1}{|y|^{d+s}} \, dy \leq C r^{2-s} . \]
Therefore, by (4.29), (4.30), (4.31) and (4.32), we obtain
\[ \frac{1}{\sigma^s(r)} \int_{G^1_r \setminus B(0, r)} k^s(|y|) \, dy \]
\[ = \frac{r^{1-s}}{(d+1)\sigma^s(r)} \int_{A^1_r} \theta^* (N_r - M_r) \theta \, dH^{d-2}(\theta) \]
\[ + \frac{1}{\sigma^s(r)} \int_{A^1_r} dH^{d-2}(\theta) \int_r^\delta \rho^{d-2} \int_{\rho^2 \theta^* M_r \theta} d\theta \rho^s \frac{1}{\rho^2 (\rho^2 + y_d^2)^{\frac{d+s}{2}}} \, dt \]
\[ + f^1(r) , \]
(4.33)
where \( f^1(r) \to 0 \) as \( r \to 0^+ \).

Now we set
\[
A^2_r := \{ \theta \in S^{d-2} : \theta^*(N_r - M_r)\theta \leq 0 \};
\]

by arguing as in the proof of (4.33) we obtain
\[
(4.34) \quad \frac{1}{\sigma^s(r)} \int_{F^2_{r, \delta}} k^s_r(|y|) \, dy - \frac{r^{1-s}}{(d+1)\sigma^s(r)} \int_{S^{d-2}} \theta^*(N_r - M_r)\theta \, d\mathcal{H}^{d-2}(\theta)
+ \frac{1}{\sigma^s(r)} \int_{A^2_r} \mathcal{H}^{d-2}(\theta) \int_r^\delta \frac{d\rho}{\rho^s} \int_{\theta^* N_r, \theta} \frac{1}{(1 + \rho^2 t^2)^{\frac{d+s}{2}}} \, dt
+ f^2(r),
\]

where \( f^2(r) \to 0 \) as \( r \to 0^+ \). Therefore by formulas (4.33) and (4.34), using that \( A^1_r \cup A^2_r = S^{d-2} \), we get
\[
(4.35) \quad \left( \frac{1}{\sigma^s(r)} \int_{F^2_{r, \delta}} k^s_r(|y|) \, dy - \int_{S^{d-2}} k^s_r(|y|) \, dy \right)
\frac{r^{1-s}}{(d+1)\sigma^s(r)} \int_{S^{d-2}} \theta^*(N_r - M_r)\theta \, d\mathcal{H}^{d-2}(\theta)
+ \frac{1}{\sigma^s(r)} \int_{S^{d-2}} \mathcal{H}^{d-2}(\theta) \int_r^\delta \frac{d\rho}{\rho^s} \int_{\theta^* N_r, \theta} \frac{1}{(1 + \rho^2 t^2)^{\frac{d+s}{2}}} \, dt
+ f^1(r) - f^2(r).
\]

Since
\[
\frac{r^{1-s}}{(d+1)\sigma^s(r)} = \begin{cases} \frac{1}{(d+1)|\log r|} & \text{if } s = 1 \\ \frac{s}{d+s} & \text{if } s > 1, \end{cases}
\]

and recalling that \( M_r \) and \( N_r \) converge to \( M \) and \( N \), respectively, we get
\[
(4.36) \quad \lim_{r \to 0^+} \frac{r^{1-s}}{(d+1)\sigma^s(r)} \int_{S^{d-2}} \theta^*(N_r - M_r)\theta \, d\mathcal{H}^{d-2}(\theta)
= \begin{cases} 0 & \text{if } s = 1, \\ \frac{s-1}{d+s} \int_{S^{d-2}} \theta^*(N - M)\theta \, d\mathcal{H}^{d-1}(\theta) & \text{if } s > 1. \end{cases}
\]

Moreover, for every \( s \geq 1 \), using de l'Hôpital rule (i.e., differentiating both terms in the product below with respect to \( r \)) and the very definition of \( \sigma^s(r) \) in (1.5), we have
\[
\lim_{r \to 0^+} \frac{1}{\sigma^s(r)} \int_r^\delta \frac{1}{\rho^s} \frac{1}{(1 + \rho^2 t^2)^{\frac{d+s}{2}}} \, d\rho = \frac{d+1}{d+s},
\]
which, by the Dominate Convergence Theorem, yields
\[
\lim_{r \to 0^+} \frac{1}{\sigma^s(r)} \int_{S^{d-2}} dH^{d-2}(\theta) \int_r^\delta \frac{1}{\rho^s} \int_{\theta^{-s} M, 0}^{\theta N, 0} \frac{1}{(1 + \rho^2 t^2)^{\frac{d-s}{2}}} d\rho dt
\]
\[
= \lim_{r \to 0^+} \int_{S^{d-2}} dH^{d-2}(\theta) \int_r^\delta \frac{1}{\sigma^s(r)} \frac{1}{\rho^s} \int_{\theta^{-s} M, 0}^{\theta N, 0} \frac{1}{(1 + \rho^2 t^2)^{\frac{d-s}{2}}} d\rho dt
\]
\[
= \frac{d + 1}{d + s} \int_{S^{d-2}} \theta^s(N - M) \theta dH^{d-2}(\theta).
\]

By formulas \eqref{eq:4.35}, \eqref{eq:4.36} and \eqref{eq:4.37} we obtain \eqref{eq:4.28}.

\[ \square \]

**Theorem 4.6.** Let \( s \geq 1 \). Let \( \{E_r\}_{r > 0} \subset \mathcal{C} \) be such that \( E_r \to E \) in \( \mathcal{C} \) as \( r \to 0^+ \), for some \( E \in \mathcal{C} \). Then, for every \( x \in \partial E \cap \partial E_r \) for every \( r > 0 \), it holds
\[
\lim_{r \to 0^+} \frac{\mathcal{K}_r^s(x, E_r)}{\sigma^s(r)} = \omega_{d-s} K^1(x, E).
\]

**Proof.** Let \( x \in \partial E \cap \partial E_r \) for all \( r > 0 \). By Proposition \ref{prop:4.2} we have that the curvatures \( \mathcal{K}_r^s \) satisfy properties (S) and (T); moreover, it is easy to check that \( \mathcal{K}_r^s \) are invariant by rotations. Therefore, we can assume without loss of generality that \( E \) and \( \{E_r\}_{r > 0} \) are compact, and that \( x = 0 \), \( \nu_E(0) = \nu_{E_r}(0) = \epsilon_d \) for all \( r > 0 \). Since \( E_r \to E \) in \( \mathcal{C} \) as \( r \to 0^+ \) we have that there exist \( \delta > 0 \) and functions \( \phi, \phi_r : B'(0, \delta) \to \mathbb{R} \) such that \( \phi_r \to \phi \) in \( C^2 \) as \( r \to 0^+ \), \( \phi(0) = \phi_r(0) = 0 \), \( D\phi(0) = D\phi_r(0) = 0 \) and
\[
\partial E \cap B(0, \delta) = \{(y', \phi(y')) : y' \in B'(0, \delta)\} \cap B(0, \delta),
\]
\[
\partial E_r \cap B(0, \delta) = \{(y', \phi_r(y')) : y' \in B'(0, \delta)\} \cap B(0, \delta),
\]
\[
E \cap B(0, \delta) = \{(y', y_d) : y' \in B'(0, \delta), y_d \leq \phi(y')\} \cap B(0, \delta),
\]
\[
E_r \cap B(0, \delta) = \{(y', y_d) : y' \in B'(0, \delta), y_d \leq \phi_r(y')\} \cap B(0, \delta).
\]

Let \( \eta > 0 \) be fixed; for \( \delta \) small enough we have
\[
\left| \phi_r(y') - \frac{1}{2}(y')^T D^2 \phi_r(0)(y') \right| \leq \eta \left| y' \right|^2 \quad \text{for every } 0 < r < 1, \ y' \in B'(0, \delta).
\]

We define the following sets
\[
A(r) := \{y = (y', y_d) \in B(0, \delta) : -\phi_r(y') \leq y_d \leq \phi_r(y')\},
\]
\[
B(r) := \{y = (y', y_d) \in B(0, \delta) : \phi_r(y') \leq y_d \leq -\phi_r(y')\},
\]
\[
C(r) := (E_r^c \setminus B(r)) \cap B(0, \delta)
\]
\[
= \{y = (y', y_d) \in B(0, \delta) : y_d \geq \max\{\phi_r(y'), -\phi_r(y')\}\},
\]
\[
D(r) := (E_r \setminus A(r)) \cap B(0, \delta)
\]
\[
= \{y = (y', y_d) \in B(0, \delta) : y_d \leq \min\{\phi_r(y'), -\phi_r(y')\}\},
\]
where the equalities above are understood in the sense of measurable sets, i.e., up to negligible sets. We notice that
\[
E_r \cap B(0, \delta) = A(r) \cup D(r), \quad E_r^c \cap B(0, \delta) = B(r) \cup C(r),
\]
\[
\int_{C(r)} k^s_r(|y|) \, dy = \int_{D(r)} k^s_r(|y|) \, dy,
\]
\[
\int_{A(r)} k^s_r(|y|) \, dy = \int_{B(r)} k^s_r(|y|) \, dy,
\]

which proves the statement.
whence we deduce that

\[
K_r^*(0, E_r) = \int_{B(0, \delta)} (\chi_{E_r}(y) - \chi_{E_r}(y)) k_r^s(|y|) \, dy \\
+ \int_{B^c(0, \delta)} (\chi_{E_r}(y) - \chi_{E_r}(y)) k_r^s(|y|) \, dy \\
= \int_{\mathbb{R}^d} (\chi_{B(r)}(y) - \chi_{A(r)}(y)) k_r^s(|y|) \, dy \\
+ \int_{\mathbb{R}^d} (\chi_{C(r)}(y) - \chi_{D(r)}(y)) k_r^s(|y|) \, dy \\
+ \int_{B^c(0, \delta)} (\chi_{E_r}(y) - \chi_{E_r}(y)) k_r^s(|y|) \, dy \\
+ \int_{B^c(0, \delta)} (\chi_{E_r}(y) - \chi_{E_r}(y)) k_r^s(|y|) \, dy.
\]

(4.39)

Trivially,

\[
\left| \int_{B^c(0, \delta)} (\chi_{E_r}(y) - \chi_{E_r}(y)) k_r^s(|y|) \, dy \right| \leq d\omega_d \frac{\delta^{-s}}{s}.
\]

In order to study the limit

\[
\lim_{r \to 0^+} \frac{1}{\sigma^s(r)} \int_{\mathbb{R}^d} (\chi_{B(r)}(y) - \chi_{A(r)}(y)) k_r^s(|y|) \, dy,
\]

we define the following sets

\[
A^-(r) := \left\{ y = (y', y_d) \in B(0, \delta) : -\frac{1}{2}(y')^* D^2 \phi_r(0)y' + \eta |y'|^2 \leq y_d \leq \frac{1}{2}(y')^* D^2 \phi_r(0)y' - \eta |y'|^2 \right\},
\]

\[
A^+(r) := \left\{ y = (y', y_d) \in B(0, \delta) : -\frac{1}{2}(y')^* D^2 \phi_r(0)y' - \eta |y'|^2 \leq y_d \leq \frac{1}{2}(y')^* D^2 \phi_r(0)y' + \eta |y'|^2 \right\},
\]

\[
B^-(r) := \left\{ y = (y', y_d) \in B(0, \delta) : \frac{1}{2}(y')^* D^2 \phi_r(0)y' + \eta |y'|^2 \leq y_d \leq -\frac{1}{2}(y')^* D^2 \phi_r(0)y' + \eta |y'|^2 \right\},
\]

\[
B^+(r) := \left\{ y = (y', y_d) \in B(0, \delta) : \frac{1}{2}(y')^* D^2 \phi_r(0)y' - \eta |y'|^2 \leq y_d \leq -\frac{1}{2}(y')^* D^2 \phi_r(0)y' + \eta |y'|^2 \right\}.
\]

By (4.38) we have that

\[
A^-(r) \subset A(r) \subset A^+(r), \quad B^-(r) \subset B(r) \subset B^+(r),
\]
and hence
\[
\int_{\mathbb{R}^d} (\chi_{B^{-r}(y)} - \chi_{A^{-r}(y)}) k^\rho_r(|y|) \, dy \\
\leq \int_{\mathbb{R}^d} (\chi_{B(r)}(y) - \chi_{A(r)}(y)) k^\rho_r(|y|) \, dy \\
\leq \int_{\mathbb{R}^d} (\chi_{B^+(r)}(y) - \chi_{A^-(r)}(y)) k^\rho_r(|y|) \, dy.
\]
(4.40)

Then, by applying Lemma 4.5 and using (4.40), we obtain
\[
- \int_{\mathbb{R}^d} \theta^* (D^2 \phi(0) + 2 \eta \text{Id}) \, dH^{d-2}(	heta) \\
\leq \liminf_{r \to 0^+} \frac{1}{\sigma^*(r)} \int_{\mathbb{R}^d} (\chi_{B(r)}(y) - \chi_{A(r)}(y)) k^\rho_r(|y|) \, dy \\
\leq \limsup_{r \to 0^+} \frac{1}{\sigma^*(r)} \int_{\mathbb{R}^d} (\chi_{B(r)}(y) - \chi_{A(r)}(y)) k^\rho_r(|y|) \, dy \\
\leq - \int_{\mathbb{R}^d} \theta^* (D^2 \phi(0) - 2 \eta \text{Id}) \, dH^{d-2}(	heta).
\]
(4.41)

Therefore, by (4.39) and (4.41), we get
\[
- \int_{\mathbb{R}^d} \theta^* (D^2 \phi(0) + 2 \eta \text{Id}) \, dH^{d-2}(	heta) \\
\leq \liminf_{r \to 0^+} \frac{1}{\sigma^*(r)} K^\rho_r(0, E_r) \leq \limsup_{r \to 0^+} \frac{1}{\sigma^*(r)} K^\rho_r(0, E_r) \\
\leq - \int_{\mathbb{R}^d} \theta^* (D^2 \phi(0) - 2 \eta \text{Id}) \, dH^{d-2}(	heta),
\]
which, sending \( \eta \) to 0 and using (1.21) implies the claim. \( \square \)

We are now in a position to state the main result of this section.

**Theorem 4.7.** Let \( s \geq 1 \) be fixed. Let \( u_0 \in C(\mathbb{R}^d) \) be a uniformly continuous function with \( u_0 = C_0 \) in \( \mathbb{R}^d \setminus B(0, R_0) \) for some \( C_0, R_0 \in \mathbb{R} \) with \( R_0 > 0 \). For every \( r > 0 \), let \( u^r_\ast : \mathbb{R}^d \times [0, +\infty) \to \mathbb{R} \) be the viscosity solution to the Cauchy problem (4.27). Then, setting \( v^r_\ast(x, t) := u^r_\ast(x, \frac{t}{\sigma^*(r)}) \) for all \( x \in \mathbb{R}^d, t \geq 0 \), we have that, for every \( T > 0 \), \( v^r_\ast \) uniformly converge to \( u \) as \( r \to 0^+ \) in \( \mathbb{R}^d \times [0, T] \), where \( u : \mathbb{R}^d \times [0, +\infty) \to \mathbb{R} \) is the viscosity solution to the classical mean curvature flow

\[
\begin{aligned}
&\partial_t u(x, t) + |D u(x, t)| \omega_{d-1} K^1(x, \{ y : u(y, t) \geq u(x, t) \}) = 0 \\
u(x, 0) = u_0(x).
\end{aligned}
\]
(4.42)

**Proof.** We preliminarily notice that, by an easy scaling argument, the functions \( v^r_\ast \) are viscosity solution to
\[
\begin{aligned}
&\partial_t v(x, t) + |D v(x, t)| \frac{1}{\sigma^*(r)} K^\rho_r(x, \{ y : v(y, t) \geq v(x, t) \}) = 0 \\
v(x, 0) = u_0(x).
\end{aligned}
\]

By Theorem 1.6 we have that , as \( r \to 0^+ \) the scaled \( K^\rho_r \)-curvatures \( \frac{1}{\sigma^*(r)} K^\rho_r \) converge to \( \omega_{d-1} K^1 \) on regular sets. Moreover, by Propositions 4.2 and 4.3 \( K^\rho_r \) (for every \( r \in (0, 1) \)) and \( K^1 \) satisfy properties (M), (T), (S), (UC*). Furthermore, for every
\( \rho > 0 \) and for every \( x \in \partial B(0, \rho) \), by Proposition 1.2 we have that \( K^{s}_{\ast}(x, \overline{B}(0, \rho)) \geq 0 \) whereas, by Theorem 4.6 we get that \( \sup_{r \in (0, 1)} K^{s}_{\ast}(x, \overline{B}(0, \rho)) < +\infty \). This trivially implies the following property:

(UB) There exists \( K > 0 \) such that \( \inf_{r \in (0, 1)} K^{s}_{\ast}(x, \overline{B}(0, \rho)) \geq -K \rho \) for all \( \rho > 1 \), \( x \in \partial B(0, \rho) \) and \( \sup_{r \in (0, 1)} K^{s}_{\ast}(x, \overline{B}(0, \rho)) < +\infty \) for all \( \rho > 0 \), \( x \in \partial B(0, \rho) \).

Properties (M), (T), (S), (UC') (referred to as (C') in [16]) and (UB), together with the convergence of the curvatures on regular sets, are exactly the assumptions of [16] Theorem 3.2, which, in our case, establishes the convergence of \( v^{s}_{t} \) to \( u \) locally uniformly in \( \mathbb{R}^{d} \times [0, T] \) for every \( T > 0 \).

5. Stability as \( r \to 0^{+} \) and \( s \to 1^{+} \) simultaneously

In this section we study \( \Gamma \)-convergence and compactness properties for the \( s \)-fractional perimeters \( J^{s}_{n} \) defined in (1.3) when \( r \to 0^{+} \) and \( s \to \bar{s} \) (with \( \bar{s} \geq 1 \)) simultaneously. Moreover, we study the convergence of the corresponding geometric flows in such a case. In fact, we will consider only the critical case \( \bar{s} = 1 \), the case \( \bar{s} > 1 \) being easier.

Let \( \{r_{n}\}_{n \in \mathbb{N}} \subset (0, 1) \) and \( \{s_{n}\}_{n \in \mathbb{N}} \subset (1, +\infty) \) be such that \( r_{n} \to 0^{+} \) and \( s_{n} \to 1^{+} \) as \( n \to +\infty \). Recalling the definitions of \( \sigma^{s}(r) \) in (1.5) and \( \alpha^{s} \) in (1.13), we set

\[
\beta(r_{n}, s_{n}) := \sigma^{s_{n}}(r_{n}) + \alpha^{s_{n}} = \frac{d + s_{n} r_{n}^{-s_{n}} - 1}{d + 1} + \frac{1}{d + 1}
\]

and we notice that

\[
\lim_{n \to +\infty} \beta(r_{n}, s_{n}) = \lim_{n \to +\infty} \frac{r_{n}^{-s_{n}} - 1}{s_{n} - 1} = \lim_{n \to +\infty} \int_{r_{n}}^{1} \rho^{-s_{n}} d\rho \\
\geq \lim_{n \to +\infty} \int_{r_{n}}^{1} \rho^{-1} d\rho = \lim_{n \to +\infty} | \log r_{n} | = +\infty.
\]

5.1. \( \Gamma \)-convergence and compactness. In Theorem 5.1 below we study the \( \Gamma \)-convergence of the functionals \( \frac{1}{T_{\beta(r_{n}, s_{n})}} J^{s_{n}}_{n} \) as \( n \to +\infty \).

Theorem 5.1. Let \( \{r_{n}\}_{n \in \mathbb{N}} \subset (0, 1) \) and \( \{s_{n}\}_{n \in \mathbb{N}} \subset (1, +\infty) \) be such that \( r_{n} \to 0^{+} \) and \( s_{n} \to 1^{+} \) as \( n \to +\infty \). The following \( \Gamma \)-convergence result holds true.

(i) (Compactness) Let \( U \subset \mathbb{R}^{d} \) be an open bounded set and let \( \{E_{n}\}_{n \in \mathbb{N}} \subset \mathcal{M}(\mathbb{R}^{d}) \) be such that \( E_{n} \subset U \) for every \( n \in \mathbb{N} \) and

\[
J^{s_{n}}_{n}(E_{n}) \leq M \beta(r_{n}, s_{n}) \quad \text{for every} \quad n \in \mathbb{N},
\]

for some constant \( M \) independent of \( n \). Then up to a subsequence, \( \chi_{E_{n}} \to \chi_{E} \) strongly in \( L^{1}(\mathbb{R}^{d}) \) for some set \( E \in \mathcal{M}_{f}(\mathbb{R}^{d}) \) with \( \text{Per}(E) < +\infty \).

(ii) (Lower bound) Let \( E \in \mathcal{M}_{f}(\mathbb{R}^{d}) \). For every \( \{E_{n}\}_{n \in \mathbb{N}} \subset \mathcal{M}_{f}(\mathbb{R}^{d}) \) with \( \chi_{E_{n}} \to \chi_{E} \) strongly in \( L^{1}(\mathbb{R}^{d}) \) it holds

\[
\omega_{d-1} \text{Per}(E) \leq \liminf_{n \to +\infty} \frac{J^{s_{n}}_{n}(E_{n})}{\beta(r_{n}, s_{n})}.
\]

(iii) (Upper bound) For every \( E \in \mathcal{M}_{f}(\mathbb{R}^{d}) \) there exists \( \{E_{n}\}_{n \in \mathbb{N}} \subset \mathcal{M}_{f}(\mathbb{R}^{d}) \) such that \( \chi_{E_{n}} \to \chi_{E} \) strongly in \( L^{1}(\mathbb{R}^{d}) \) and

\[
\omega_{d-1} \text{Per}(E) = \limsup_{n \to +\infty} \frac{J^{s_{n}}_{n}(E_{n})}{\beta(r_{n}, s_{n})}.
\]
5.1.1. Proof of compactness. We start by proving the compactness property Theorem 5.1(i). To this purpose, we first prove the following lemma which corresponds to Lemma 2.4 when both \( r \) and \( s \) vary.

**Lemma 5.2.** Let \( \{r_n\}_{n \in \mathbb{N}} \subset (0, 1) \) and \( \{s_n\}_{n \in \mathbb{N}} \subset (1, +\infty) \) be such that \( r_n \to 0^+ \) and \( s_n \to 1^+ \) as \( n \to +\infty \). Let \( \Omega \subset \mathbb{M}_r(\mathbb{R}^d) \) be a bounded set with Lipschitz continuous boundary and \( |\Omega| = 1 \). For every \( \eta \in (0, 1) \) there exist a constant \( C(\Omega, d, S, \eta) > 0 \) and \( \bar{n} \in \mathbb{N} \) such that for every measurable set \( A \subset \Omega \) with \( |A| \leq |\Omega| - \eta \) it holds

\[
\int_{\Lambda \setminus A} k_{r_n}^s(|x - y|) \, dy \, dx \geq C(\Omega, d, S, \eta) \beta(r_n, s_n) \quad \text{for every } n \geq \bar{n},
\]

where \( S := \sup_{n \in \mathbb{N}} s_n \).

**Proof.** The proof is fully analogous to the one of Lemma 2.4, we sketch only the main differences. For every \( n \in \mathbb{N} \), let \( I_n \in \mathbb{N} \) be such that \( 2^{-I_n - 1} \leq r_n \leq 2^{-I_n} \). Let \( \phi \) and \( \phi_{\delta} \) (for every \( \delta > 0 \)) be as in Lemma 2.5. By arguing verbatim as in the proof of (2.6) (see (2.9), (2.10), and (2.11)), for every \( n \in \mathbb{N} \) and for every \( z \in \mathbb{R}^d \) we have

\[
k_{r_n}^s(|z|) \geq \frac{2^{d+s_n} - 1}{2^{d+s_n}} \frac{1}{\sup \phi} \sum_{i=0}^{I_n} (2^{s_n})^i \phi_{2^{-i}}(z)
\]

(5.3)

\[
\geq \frac{2^{d+1} - 1}{2^{d+1}} \frac{1}{\sup \phi} \sum_{i=0}^{I_n} (2^{s_n})^i \phi_{2^{-i}}(z)
\]

Moreover, since

\[
\frac{|\log r_n|}{\log 2} - 1 \leq I_n \leq \frac{|\log r_n|}{\log 2},
\]

setting \( m(S) := \inf_{s \in (1, S]} \frac{2^{s-1}}{2^{s-1}-1} \), we get

\[
\sum_{i=0}^{I_n} (2^{s_n-1})^i = \frac{(2^{s_n-1})^{I_n+1} - 1}{2^{s_n-1} - 1} \geq \frac{r_n^{1-s_n} - 1}{2^{s_n-1} - 1}
\]

(5.4)

\[
= \frac{r_n^{1-s_n} - 1}{s_n - 1} \cdot \frac{s_n - 1}{2^{s_n-1} - 1} \geq m(S) \frac{d + 1}{2^{d + s_n}} \left( \frac{d + s_n r_n^{1-s_n} - 1}{d + 1} \right)
\]

\[
\geq \frac{m(S) d + 1}{2^{d + S}} \left( \frac{d + s_n r_n^{1-s_n} - 1}{d + 1} \right) \geq \frac{m(S) d + 1}{2^{d + S}} \beta(r_n, s_n),
\]

where in the last inequality we have used that, in view of (5.1), \( \frac{r_n^{1-s_n} - 1}{s_n - 1} \geq 1 \). Therefore, by arguing as in (2.8), using (5.3) and (5.4), we get the claim. \( \square \)

With Lemma 5.2 in hand, we can prove Theorem 5.1(i), whose proof closely follows the one of Theorem 2.5(a). We sketch only the main differences.

**Proof of Theorem 5.1(i).** We preliminarily notice that, up to a subsequence, the following limit exists

\[
\lim_{n \to +\infty} (s_n - 1) |\log r_n| =: \lambda;
\]

(5.5)
clearly, \( \lambda \in [0, +\infty) \). We first prove the claim under the assumption \( \lambda \neq 0 \). Let \( \alpha \in (0, 1) \) and for every \( n \in \mathbb{N} \) we set \( l_n := r_n^{\alpha}(s_n - 1) \); therefore, since \( \lambda \in (0, +\infty) \),

\[
\lim_{n \to +\infty} \frac{r_n}{l_n} = \lim_{n \to +\infty} \frac{r_n^{1-\alpha}}{s_n - 1} = 0.
\]

By adopting the same notation as in Subsection 2.2, we set

\[
\tilde{E}_n := \bigcup_{h=1}^{H(n)} Q^n_h,
\]

where \( \{Q^n_h\}_{h \in \mathbb{N}} \) is a family of pairwise disjoint cubes of sidelength \( l_n \) which covers the whole \( \mathbb{R}^d \) and satisfies (2.12).

By arguing verbatim as in the proof of (2.13) one can show that there exists \( n' \in \mathbb{N} \) such that

\[
|\tilde{E}_n \triangle E_n| \leq 4l_n^{s_n} \beta(r_n, s_n)M \quad \text{for every } n \geq n'.
\]

We observe that

\[
\lim_{n \to +\infty} l_n^{s_n} \beta(r_n, s_n) = \lim_{n \to +\infty} r_n^{\alpha s_n}(s_n - 1)^{s_n} \left(\frac{d + s_n r_n^{1-s_n} - 1}{d + 1} \cdot \frac{1}{s_n - 1} + \frac{1}{d + 1}\right) = \lim_{n \to +\infty} r_n^{1-s_n + \alpha s_n} \frac{d + s_n}{d + 1} (s_n - 1)^{s_n - 1} = 0.
\]

Now, setting \( S := \sup_{n \in \mathbb{N}} s_n \), we claim that there exists a constant \( C(\alpha, d, S) \) such that for \( n \) large enough

\[
\text{Per}(\tilde{E}_n) \leq C(\alpha, d, S) \frac{\tilde{J}^{s_n}_n(E_n)}{\beta(r_n, s_n)}.
\]

In order to prove (5.8), we argue as in Step 2 in Subsection 2.2. We define the family \( \mathcal{R} \) of rectangles \( R = \tilde{Q}^n_h \cup \tilde{Q}^n_{h'} \) such that \( \tilde{Q}^n_h \) and \( \tilde{Q}^n_{h'} \) are adjacent, \( \tilde{Q}^n_h \subset \tilde{E}_n \) and \( \tilde{Q}^n_{h'} \subset \tilde{E}^c_n \).

Notice that

\[
\frac{\tilde{J}^{s_n}_n(E_n)}{\beta(r_n, s_n)} \geq 2d \beta(r_n, s_n) \sum_{R \in \mathcal{R}} \int_{R \cap E_n} \int_{R \setminus E_n} k_{r_n}^{s_n}(|x - y|) \, dy \, dx.
\]

Moreover, by Lemma 5.2, for every rectangle \( \tilde{R} \) given by the union of two adjacent unitary cubes in \( \mathbb{R}^d \), there exists \( \bar{n} \in \mathbb{N} \) such that

\[
C(d, \lambda) := \inf \left\{ \frac{1}{\beta(\rho_n, s_n)} \int_{F \setminus F} k_{r_{n}}^{s_n}(|x - y|) \, dy \, dx : n \geq \bar{n}, \, F \in \mathcal{M}_{\rho_n}(\mathbb{R}^d), \, F \subset \tilde{R}, \, \frac{1}{2} \leq |F| \leq \frac{3}{2} \right\} > 0.
\]

Furthermore, by the very definition of \( \beta(r_n, s_n) \) in (5.1), we have

\[
\frac{\beta(r_n, s_n)}{l_n^{1-s_n} \beta(\frac{r_n}{l_n}, s_n)} = 1 + \frac{(d + s_n)(r_n^{1-s_n} - l_n^{1-s_n})}{(d + s_n)(r_n^{1-s_n} - l_n^{1-s_n}) + (s_n - 1)(r_n^{1-s_n})}.
\]
For every set \( O \in \mathcal{M}_f(\mathbb{R}^d) \) we set \( O^\prime := \Omega^n \). By (5.9), (1.2), (5.11) and by applying (5.10) with \( R = R^n \) for every \( R \in \mathcal{R} \), for \( n \) large enough we obtain

\[
\frac{\tilde{J}_{r_n}(E_n)}{\beta(r_n, s_n)} \geq C(d) \frac{t_n}{\beta(r_n, s_n)}^{2d} \sum_{R \in \mathcal{R}} \int_{R^n \cap E_n} \int_{R^n \setminus E_n} k_{r_n}^n(|x - y|) \, dy \, dx
\]

Similarly, taking \( l_n = r_n^\alpha \) (with \( \alpha \in (0, 1) \)), one can show that

\[
\lim_{n \to +\infty} \frac{l_n}{\beta(r_n, s_n)} = 0,
\]

and

\[
\lim_{n \to +\infty} \frac{1 - s_n}{\beta(r_n, s_n)} = \frac{1}{1 - \alpha},
\]

which used in the above proof, in place of (5.7) and (5.11), respectively, imply the claim also in this case. \( \square \)

The following result follows by arguing as in the proof of Proposition 2.6 using now the estimates in the proof of Theorem 5.4(i) instead of the ones in the proof of Theorem 5.4(i).

**Proposition 5.3.** Let \( \{E_n\}_{n \in \mathbb{N}} \subset \mathcal{M}_f(\mathbb{R}^d) \) be such that \( \chi_{E_n} \to \chi_E \) in \( L^1(\mathbb{R}^d) \) as \( n \to +\infty \), for some \( E \in \mathcal{M}_f(\mathbb{R}^d) \). If

\[
\limsup_{n \to +\infty} \frac{\tilde{J}_{r_n}(E_n)}{\beta(r_n, s_n)} < +\infty,
\]

then \( E \) is a set of finite perimeter.

**5.1.2. Proof of the lower bound.** In order to prove the \( \Gamma \)-liminf inequality Theorem 5.1(ii), we first need the following result, which is the analogous to Lemma 3.1 under our assumptions on \( \{s_n\}_{n \in \mathbb{N}} \) and \( \{r_n\}_{n \in \mathbb{N}} \).
Lemma 5.4. Let \( \{r_n\}_{n\in\mathbb{N}} \subset (0,1) \) and \( \{s_n\}_{n\in\mathbb{N}} \subset (1, +\infty) \) be such that \( r_n \to 0^+ \) and \( s_n \to 1^+ \) as \( n \to +\infty \). For every \( \varepsilon > 0 \) there exist \( \delta_0 > 0 \) and \( \bar{n} \in \mathbb{N} \) such that for every \( \nu \in \mathbb{S}^{d-1} \), for every \( E \in \mathcal{M}_f(\mathbb{R}^d) \) with

\[
|(E \Delta H^\nu_r(0)) \cap Q^\nu| < \delta_0
\]

and for every \( n \geq \bar{n} \) it holds

\[
\int_{Q^\nu \cap E} \int_{Q^\nu \cap E^c} k^\nu_{s_n}(|x-y|) \ dy \ dx \geq \omega_{d-1} (1-\varepsilon) \beta(r_n, s_n).
\]

Proof. By arguing as in the proof of Lemma 3.1 (see (3.10)) one can prove that

\[
\int_{Q^\nu \cap E} \int_{Q^\nu \cap E^c} k^\nu_{s_n}(|x-y|) \ dy \ dx \geq \omega_{d-1} \beta(r_n, s_n) \left( 1 - \eta(\delta_0) - \frac{1 - \eta(\delta_0) \delta_0^{1-s_n} - 1}{\beta(r_n, s_n) s_n - 1} - 2C(d) \sqrt{\delta_0} \right),
\]

where \( \eta(t) \to 0 \) as \( t \to 0 \). Notice that we can choose \( 0 < \delta_0 < 1 \) such that

\[
\eta(\delta_0) + 2C(d) \sqrt{\delta_0} \leq \frac{\varepsilon}{2}.
\]

Furthermore, since

\[
\lim_{n \to +\infty} \frac{\delta_0^{1-s_n} - 1}{s_n - 1} = |\log \delta_0| \quad \text{and} \quad \lim_{n \to +\infty} \beta(r_n, s_n) = +\infty,
\]

we have that there exists \( \bar{n} \in \mathbb{N} \) such that

\[
\frac{1 - \eta(\delta_0) \delta_0^{1-s_n} - 1}{\beta(r_n, s_n) s_n - 1} \leq \frac{\varepsilon}{2} \quad \text{for} \quad n \geq \bar{n}.
\]

Therefore, by (5.12), (5.13) and (5.14), we get the claim. \( \square \)

Proof of Theorem 5.1(ii). The proof closely follows the one of Theorem 1.5(ii). We can assume without loss of generality that

\[
\frac{1}{2\beta(r_n, s_n)} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} k^\nu_{r_n}(|x-y|) \chi_{E_n}(x) \ - \chi_{E_n}(y) \ dy \ dx \leq C,
\]

for some constant \( C > 0 \) independent of \( n \). Then, by Corollary 5.3 we have that \( E \) has finite perimeter. For every \( n \in \mathbb{N} \) let \( \mu_n \) be the measure on the product space \( \mathbb{R}^d \times \mathbb{R}^d \) defined by

\[
\mu_n(A \times B) := \frac{1}{2\beta(r_n, s_n)} \int_A \int_B k^\nu_{r_n}(|x-y|) \chi_{E_n}(x) - \chi_{E_n}(y) \ dy \ dx
\]

for every \( A, B \in \mathcal{M}(\mathbb{R}^d) \). By arguing as in the proof of Theorem 1.5(ii) we have that, up to a subsequence, \( \mu_n \to \mu \) as \( n \to +\infty \) for some measure \( \mu \) concentrated on the set \( D := \{(x, x') : x \in \mathbb{R}^d\} \). Therefore, by using the same Radon-Nykodym argument exploited in the proof of Theorem 1.5(ii), it is enough to show that for \( \mathcal{H}^{d-1} \)-a.e. \( x_0 \in \partial^* E \)

\[
\liminf_{l \to 0^+} \frac{\mu_n(Q^\nu_{\nu}(x_0) \times Q^\nu_{R}(x_0))}{l^{d-1}} \geq \liminf_{l \to 0^+} \liminf_{n \to +\infty} \frac{\mu_n(Q^\nu_{\nu}(x_0))}{l^{d-1}} \geq \omega_{d-1},
\]

where
where we have set $\nu := \nu_E(x_0)$ and $Q_1^+(x_0) := x_0 + lQ^\nu$. In order to prove \eqref{5.10} we adopt the same strategy used to prove \eqref{3.12}. More precisely, setting $F_{n,l} = x_0 + lE_n$, in place of \eqref{3.14} we have

\begin{equation}
\frac{1}{l^{d-1}}\mu_n(Q_1^+(x_0) \times Q_1^-(x_0))
= \frac{l^{1-s_n}}{2\beta(r_n, s_n)} \int_{Q^\nu} \int_{Q^\nu} k_{s_n}^n(\xi - \eta) \left| \chi_{F_{n,l}}(\xi) - \chi_{F_{n,l}}(\eta) \right| \, d\xi \, d\eta,
\end{equation}

(5.17)

and, in place of \eqref{5.17},

\begin{equation}
\frac{1}{2} \int_{Q^\nu} \int_{Q^\nu} k_{s_n}^n(\xi - \eta) \left| \chi_{F_{n,l}}(\xi) - \chi_{F_{n,l}}(\eta) \right| \, d\xi \, d\eta
\geq \omega_{d-1}(1 - \varepsilon) \beta \left( \frac{r_n}{l}, s_n \right),
\end{equation}

(5.18)

which is a consequence of Lemma \ref{5.1}. Therefore, since

\[ \lim_{n \to +\infty} \frac{l^{1-s_n}}{\beta(r_n, s_n)} \beta \left( \frac{r_n}{l}, s_n \right) = 1, \]

by \eqref{5.17} and \eqref{5.18}, we get

\[ \liminf_{l \to 0^+} \frac{\mu(Q_1^+(x_0) \times Q_1^-(x_0))}{l^{d-1}} \geq (1 - \varepsilon) \omega_{d-1}, \]

whence \eqref{5.10} follows by the arbitrariness of $\varepsilon$. \hfill $\Box$

5.1.3. Proof of the upper bound. In order to prove the $\Gamma$-linsup inequality, we need the following result which is the analogous of Proposition \ref{1.1} when both $r$ and $s$ vary.

**Proposition 5.5.** Let $E \in M_f(\mathbb{R}^d)$ be a smooth set. Then

\[ \lim_{n \to +\infty} \frac{J^{*n}_{r_n}(E)}{\beta(r_n, s_n)} = \omega_{d-1} \text{Per}(E). \]

**Proof.** By Lemma \ref{1.1} and by formula \eqref{1.9} we have

\[ \frac{J^{*n}_{r_n}(E)}{\beta(r_n, s_n)} = \omega_{d-1} \text{Per}(E) + \frac{1}{\beta(r_n, s_n)} F^{*n}_{r_n}(E) \]

\[ - \frac{1}{\beta(r_n, s_n)} \int_{\partial E} dH^{d-1}(y) \int_{(E \triangle H^{-}_{E}(y))(\partial B(y, r_n))} \frac{1}{r_n^{s_n}} \left| (y - x) \cdot \nu_E(y) \right| \frac{d + s_n}{d} \, dx \]

\[ + \frac{1}{\beta(r_n, s_n)} \int_{\partial E} dH^{d-1}(y) \int_{(E \triangle \nu^{-}_{E}(y))(\partial B(y, r_n))} \frac{1}{r_n^{d}} \left| (y - x) \cdot \nu_E(y) \right| \frac{d}{d} \, dx \]

\[ - \frac{1}{\beta(r_n, s_n)} \int_{\partial E} dH^{d-1}(y) \int_{(E \triangle H^{-}_{E}(y))(\partial B(y, 1) \setminus B(y, r_n))} \left| (y - x) \cdot \nu_E(y) \right| \frac{d + s_n}{|x - y|^{d + s_n}} \, dx \]

\[ - \frac{1}{\beta(r_n, s_n)} \int_{E} dH^{d-1}(E_c \cap \partial B(x, 1)) \, dx, \]

where $H^{-}_{E}(y)$ is the set defined in \eqref{1.6}. Therefore, by arguing verbatim as in the proof of Proposition \ref{1.1} and using \eqref{5.2}, we deduce the claim. \hfill $\Box$

With Proposition 5.5 in hand, the proof of Theorem 5.1(iii) is fully analogous to the one of Theorem 1.3(iii) and is omitted.
5.2. Convergence of the \(^{k^s_n}\)-curvature flows to the mean curvature flow.

Here we study the convergence of the curvatures \(K^{k^s_n}\) defined in (4.1) to the classical mean curvature \(K^1\) in (5.1) when \(r_n \to 0^+\) and \(s_n \to 1^+\) simultaneously. As in Subsection 4.3 we use such a result to deduce the convergence of the corresponding geometric flows.

First we prove the following lemma which is the analogous of Lemma 4.5 in the case treated in this section.

**Lemma 5.6.** Let \(\{s_n\}_{n \in \mathbb{N}} \subset (1, +\infty)\) and \(\{r_n\}_{n \in \mathbb{N}} \subset (0, 1)\) be such that \(r_n \to 0^+\) and \(s_n \to 1^+\) as \(n \to +\infty\). Let \(M, N \in \mathbb{R}^{(d-1) \times (d-1)}\) and let \(\{M_n\}_{n \in \mathbb{N}}, \{N_n\}_{n \in \mathbb{N}} \subset \mathbb{R}^{(d-1) \times (d-1)}\) be such that \(M_n \to M, N_n \to N\) as \(n \to +\infty\). Then, for every \(\delta > 0\), it holds

\[
\lim_{n \to +\infty} \left( \frac{1}{\beta(r_n, s_n)} \int_{\mathcal{F}_{n, \delta}^1} k^{k^s_n}_{r_n}(|y|) \, dy - \frac{1}{\beta(r_n, s_n)} \int_{\mathcal{F}_{n, \delta}^2} k^{k^s_n}_{r_n}(|y|) \, dy \right) = 0.
\]

(5.19)

where

\[
\mathcal{F}_{n, \delta}^1 := \{y = (y', y_d) \in B(0, \delta) : (y')^* M_n y' \leq y_d \leq (y')^* N_n y' \} \quad \text{and} \quad \mathcal{F}_{n, \delta}^2 := \{y = (y', y_d) \in B(0, \delta) : (y')^* N_n y' \leq y_d \leq (y')^* M_n y' \}.
\]

Proof. By arguing verbatim as in the proof of Lemma 4.5, one can show that

\[
\frac{1}{\beta(r_n, s_n)} \int_{\mathcal{F}_{n, \delta}^1} k^{k^s_n}_{r_n}(|y|) \, dy - \frac{1}{\beta(r_n, s_n)} \int_{\mathcal{F}_{n, \delta}^2} k^{k^s_n}_{r_n}(|y|) \, dy
\]

\[
= \frac{r_n^{1-s_n}}{(d+1)\beta(r_n, s_n)} \int_{\mathcal{S}^{d-2}} \theta^*(N_n - M_n) \theta \, d\mathcal{H}^{d-2}(\theta)
\]

\[
+ \frac{1}{\beta(r_n, s_n)} \int_{\mathcal{S}^{d-2}} d\mathcal{H}^{d-2}(\theta) \int_0^{\delta} \frac{1}{\rho^{s_n}} \int_{0^* M_n \theta}^{\theta} \left(1 + \rho^2 t^2 \right)^{-\frac{d+n}{2}} \, dt + \eta_n,
\]

where \(\eta_n \to 0\) as \(n \to +\infty\). It is easy to see that

\[
\lim_{n \to +\infty} \frac{r_n^{1-s_n}}{\beta(r_n, s_n)} = 0,
\]

whence we get

\[
\lim_{n \to +\infty} \frac{r_n^{1-s_n}}{(d+1)\beta(r_n, s_n)} \int_{\mathcal{S}^{d-2}} \theta^*(N_n - M_n) \theta \, d\mathcal{H}^{d-2}(\theta) = 0.
\]

(5.21)

Now we claim that for every \(t \in \mathbb{R}\)

\[
\lim_{n \to +\infty} \frac{1}{\beta(r_n, s_n)} \int_{\mathcal{R}_n} \frac{1}{\rho^{s_n}} \frac{1}{(1 + \rho^2 t^2)^{\frac{d+n}{2}}} \, d\rho = 1.
\]

(5.22)
which in view of (5.20) and (5.21) and of the Dominate Convergence Theorem, implies (5.19). In order to prove (5.22), we first notice that
\[
\frac{1}{\beta(r_n, s_n)} \int_{r_n}^{\delta} \frac{1}{\rho^{\alpha_n}} \left( 1 - \frac{1}{1 + \rho^2 t^2} \right) \, d\rho
\]
\[
= \frac{1}{\beta(r_n, s_n)} \int_{r_n}^{\delta} \frac{1}{\rho^{\alpha_n}} \, d\rho - \frac{1}{\beta(r_n, s_n)} \int_{r_n}^{\delta} \frac{1}{\rho^{\alpha_n}} \left( 1 - \frac{1}{1 + \rho^2 t^2} \right) \, d\rho,
\]
so that, by the very definition of \( \beta \) in (5.1), it is enough to show that
\[
\limsup_{n \to +\infty} \frac{1}{\beta(r_n, s_n)} \int_{r_n}^{\delta} \frac{1}{\rho^{\alpha_n}} \left( 1 - \frac{1}{1 + \rho^2 t^2} \right) \, d\rho = 0.
\]
As for the proof of (5.23) we argue as follows. First we notice that, setting \( s := \sup_{n \in \mathbb{N}} s_n \),
\[
(1 + \rho^2 t^2) \frac{d \rho}{\rho^{\alpha_n}} \leq 1 + C(d, S, t) \rho^2,
\]
so that, for \( n \) large enough,
\[
\frac{1}{\beta(r_n, s_n)} \int_{r_n}^{\delta} \frac{1}{\rho^{\alpha_n}} \left( 1 - \frac{1}{1 + \rho^2 t^2} \right) \, d\rho
\]
\[
= \frac{1}{\beta(r_n, s_n)} \int_{r_n}^{\delta} \frac{1}{\rho^{\alpha_n}} \left( 1 + \rho^2 t^2 \right)^{\frac{d - \alpha_n}{2}} - 1 \, d\rho
\]
\[
\leq \frac{1}{\beta(r_n, s_n)} \int_{r_n}^{\delta} C(d, S, t) \rho^{2 - \alpha_n} \, d\rho \to 0 \quad \text{as} \quad n \to +\infty,
\]
thus concluding the proof of (5.23) and of the whole lemma. \( \square \)

By using Lemma 4.6 in place of Lemma 4.5 in the proof of Theorem 4.6, one can prove the following result.

**Theorem 5.7.** Let \( \{r_n\}_{n \in \mathbb{N}} \subset (0, 1) \) and \( s_n \subset (1, +\infty) \) be such that \( r_n \to 0^+ \) and \( s_n \to 1^+ \) as \( n \to +\infty \). Let \( \{E_n\}_{n \in \mathbb{N}} \subset \mathcal{E} \) such that \( E_n \to E \) in \( \mathcal{E} \) as \( n \to +\infty \), for some \( E \in \mathcal{E} \). Then for every \( x \in \partial E \cap \partial E_n \) for every \( n \in \mathbb{N} \),
\[
\lim_{n \to +\infty} \frac{K_{r_n}^{s_n}(x, E_n)}{\beta(r_n, s_n)} = \omega_{d-1}K(x, E).
\]

Finally, by using Theorem 5.7 in place of Theorem 4.6 in the proof of Theorem 4.7, one can prove the following result which provides the convergence of the \( k_{r_n}^{s_n} \)-nonlocal curvature flows when \( r_n \to 0^+ \) and \( s_n \to 1^+ \).

**Theorem 5.8.** Let \( \{r_n\}_{n \in \mathbb{N}} \subset (0, 1) \) and \( s_n \subset (1, +\infty) \) be such that \( r_n \to 0^+ \) and \( s_n \to 1^+ \) as \( n \to +\infty \). Let \( u_0 \in C(\mathbb{R}^d) \) be a uniformly continuous function with \( u_0 = C_0 \) in \( \mathbb{R}^d \setminus B(0, R_0) \) for some \( C_0, R_0 \in \mathbb{R} \) with \( R_0 > 0 \). For every \( n \in \mathbb{N} \), let \( u_n^{r_n} : \mathbb{R}^d \times [0, +\infty) \to \mathbb{R} \) be the viscosity solution to the Cauchy problem (4.27) (with \( r \) and \( s \) replaced by \( r_n \) and \( s_n \), respectively). Then, setting \( u_n^{r_n}(x, t) := u_n^{r_n}(x, t \mid r_n, s_n) \) for all \( x \in \mathbb{R}^d, t \geq 0 \), we have that, for every \( T > 0 \), \( u_n^{r_n} \) uniformly converge to \( u \) as \( n \to +\infty \) in \( \mathbb{R}^d \times [0, T] \), where \( u : \mathbb{R}^d \times [0, +\infty) \to \mathbb{R} \) is the viscosity solution to the classical mean curvature flow (4.32).
6. Anisotropic kernels and applications to dislocation dynamics

In this section we study the asymptotic behavior of supercritical nonlocal perimeters and the corresponding geometric flows in the case of anisotropic kernels. Moreover, we present an application to the dynamics of dislocation curves in two dimensions.

6.1. Anisotropic kernels. Let $g \in C(\mathbb{S}^{d-1}; (0, +\infty))$ be such that $g(\xi) = g(-\xi)$ for every $\xi \in \mathbb{S}^{d-1}$. For every $s \geq 1$ and for every $r > 0$ we define the function $k_r^{g,s}: \mathbb{R}^d \setminus \{0\} \to (0, +\infty)$ as $k_r^{g,s}(x) := g\left(\frac{x}{|x|}\right)k_s(|x|)$, where $k_s$ is defined in (1.1). Here we study the asymptotic behavior, as $r \to 0^+$ of the functionals $\tilde{J}_r^{g,s}: M_f(\mathbb{R}^d) \to [0, +\infty]$ defined by

$$J_r^{g,s}(E) := \int_{E} \int_{E^c} k_r^{g,s}(y - x) \, dy \, dx. \quad (6.1)$$

In Proposition 6.1 below we will show that the functionals $J_r^{g,s}$ scaled by $\sigma^s(r)$ converge as $r \to 0^+$ to the anisotropic perimeter $\text{Per}^g$ defined on finite perimeter sets as

$$\text{Per}^g(E) := \int_{\partial^* E} \varphi^g(\nu_E(x)) \, d\mathcal{H}^{d-1}(x), \quad (6.2)$$

where the density $\varphi^g$ is given by

$$\varphi^g(\nu) := \int_{\{\xi \in \mathbb{S}^{d-1} : \nu \cdot \xi \geq 0\}} g(\xi) \xi \cdot \nu \, d\mathcal{H}^{d-1}(\xi), \quad \text{for every } \nu \in \mathbb{S}^{d-1}. \quad (6.3)$$

Proposition 6.1. For every $s \geq 1$ and for every set $E \in M_f(\mathbb{R}^d)$ of finite perimeter it holds

$$\lim_{r \to 0^+} \frac{J_r^{g,s}(E)}{\sigma^s(r)} = \text{Per}^g(E).$$

Proof. First we claim the following anisotropic version of formula (1.12):

$$\int_{E} \int_{E^c \cap B(x,1)} k_r^{g,s}(y - x) \, dy \, dx = \frac{d + s}{ds} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap B(y,r)} g\left(\frac{y - x}{|x - y|}\right) \frac{y - x}{|x - y|^d} \cdot \nu_E(y) \, dx$$

$$- \frac{1}{dr^{d+s}} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap B(y,r)} g\left(\frac{y - x}{|x - y|}\right)(y - x) \cdot \nu_E(y) \, dx$$

$$+ \frac{1}{s} \int_{\partial^* E} \mathcal{H}^{d-1}(y) \int_{E \cap (B(y,1) \setminus B(y,r))} g\left(\frac{y - x}{|x - y|}\right) \frac{(y - x) \cdot \nu_E(y)}{|x - y|^{d+s}} \, dx$$

$$- \frac{1}{s} \int_{E} \int_{E^c \cap \partial B(x,1)} g\left(\frac{y - x}{|x - y|}\right) \, d\mathcal{H}^{d-1}(y). \quad (6.4)$$

If $g \in C^1(\mathbb{S}^{d-1})$, the proof of (6.4) is identical to the proof of (1.12), noticing that $\nabla g\left(\frac{x}{|x|}\right) \cdot T^s(x) = 0$ for every $x \in \mathbb{R}^d \setminus \{0\}$, with $T^s(x)$ defined in (1.10). The case $g \in C(\mathbb{S}^{d-1})$ follows by standard density arguments. \hfill \Box

In Theorem 6.2 below we will see that the functionals $\tilde{J}_r^{g,s}$ actually $\Gamma$-converge, as $r \to 0^+$, to $\text{Per}^g$. \hfill }
Theorem 6.2. Let \( s \geq 1 \) and let \( \{r_n\}_{n \in \mathbb{N}} \subset (0, +\infty) \) be such that \( r_n \to 0 \) as \( n \to +\infty \). The following \( \Gamma \)-convergence result holds true.

(i) (Compactness) Let \( U \subset \mathbb{R}^d \) be an open bounded set and let \( \{E_n\}_{n \in \mathbb{N}} \subset \mathcal{M}(\mathbb{R}^d) \) be such that \( E_n \subset U \) for every \( n \in \mathbb{N} \) and

\[
\tilde{J}^{g,s}(E_n) \leq M \sigma^s(r_n) \quad \text{for every } n \in \mathbb{N},
\]

for some constant \( M \) independent of \( n \). Then, up to a subsequence, \( \chi_{E_n} \to \chi_E \) strongly in \( L^1(\mathbb{R}^d) \) for some set \( E \in \mathcal{M}_f(\mathbb{R}^d) \) with \( \text{Per}(E) < +\infty \).

(ii) (Lower bound) Let \( E \in \mathcal{M}_f(\mathbb{R}^d) \). For every \( \{E_n\}_{n \in \mathbb{N}} \subset \mathcal{M}_f(\mathbb{R}^d) \) with \( \chi_{E_n} \to \chi_E \) strongly in \( L^1(\mathbb{R}^d) \) it holds

\[
\text{Per}^2(E) \leq \liminf_{n \to +\infty} \frac{\tilde{J}^{g,s}(E_n)}{\sigma^s(r_n)}.
\]

(iii) (Upper bound) For every \( E \in \mathcal{M}_f(\mathbb{R}^d) \) there exists \( \{E_n\}_{n \in \mathbb{N}} \subset \mathcal{M}_f(\mathbb{R}^d) \) such that \( \chi_{E_n} \to \chi_E \) strongly in \( L^1(\mathbb{R}^d) \) and

\[
\text{Per}^2(E) = \lim_{n \to +\infty} \frac{\tilde{J}^{g,s}(E_n)}{\sigma^s(r_n)}.
\]

Proof. The proof of the compactness property (i) follows by Theorem 1.5(i), once noticed that there exist two positive constants \( c_1 < c_2 \) such that \( c_1 \leq g(\theta) \leq c_2 \) for every \( \theta \in S^{d-1} \). As for the proof of the \( \Gamma \)-liminf inequality in (ii) one can argue verbatim as in the proof of Theorem 1.5(ii), using the following inequality

\[
(6.5) \int_{Q'} \int_{Q'} g\left(\frac{x-y}{|x-y|}\right) k^s_r(|x-y|) \chi_E(x) - \chi_E(y) \, dy \, dx \geq (1 - \varepsilon) \sigma^s(r) \varphi^g(\nu),
\]

in place of (3.2). The proof of (6.5) under the assumptions of Lemma 5.1 is identical to the proof of Lemma 6.1 (see (4.3)).

Finally, the \( \Gamma \)-limsup inequality (iii) follows as in the isotropic case Theorem 1.5(iii) using Proposition 6.1 in place of Proposition 1.1. \( \square \)

We introduce the notion of \( k^{g,s}_r \) curvature and we study the convergence as \( r \to 0^+ \) of the corresponding geometric flows.

Let \( s \geq 1, r > 0 \) and \( E \in \mathcal{C} \). For every \( x \in \partial E \) we define the \( k^{g,s}_r \)-curvature of \( E \) at \( x \) as

\[
K^{g,s}_r(x, E) := \int_{\mathbb{R}^d} (\chi_{E_x^c}(y) - \chi_E(y)) k^{g,s}_r(x-y) \, dy.
\]

Remark 6.3. We notice that for every \( E \in \mathcal{C} \) and for every \( x \in \partial E \) it holds

\[
K^{g,s}_r(x, E) = \int_{\mathbb{R}^d} k^{g,s}_r(x-y) \, dy - 2 \int_E k^{g,s}_r(x-y) \, dy
\]

\[
= \int_{\mathbb{R}^d} k^{g,s}_r(z) \, dz - 2 k^{g,s}_r \ast \chi_E(x)
\]

\[
= \left( -2 k^{g,s}_r + \int_{\mathbb{R}^d} k^{g,s}_r(z) \, dz \, \delta_0 \right) \ast \chi_E(x),
\]

where \( \ast \) denotes the convolution operator and \( \delta_0 \) is the Dirac delta centered at 0. By (6.7) we have that \( K^{g,s}_r \) is exactly the type of curvatures considered in \( [20] \) formula (1.4)]. We remark that the positive part of the curvature \( K^{g,s}_r \) is concentrated on a point. This is why, as already observed in \( [20] \), the curvature \( K^{g,s}_r \), although having
a positive contribution, still satisfies the desired monotonicity property with respect to set inclusion (see the proof of (M) in Proposition 4.2).

We first show that $K_{g}^{r,s}$ is the first variation of $J_{r}^{g,s}$ in the sense specified by the following proposition, which is the anisotropic analogous of Proposition 4.1.

**Proposition 6.4.** Let $s \geq 1$, $r > 0$, and $E \in \mathcal{C}$. Let $\Phi : \mathbb{R} \times \mathbb{R}^{d} \to \mathbb{R}^{d}$ be as in Proposition 4.1. Setting $E_{t} := \Phi_{t}(E)$ and $\Psi(\cdot) := \frac{d}{dt}\Phi_{t}(\cdot)|_{t=0}$, we have

$$
\frac{d}{dt} J_{r}^{g,s}(E_{t})|_{t=0} = \int_{\partial E} K_{r}^{g,s}(x,E)\Psi(x) \cdot \nu_{E}(x) \, d\mathcal{H}^{d-1}(x).
$$

**Proof.** If $g \in C^{1}$, then the proof is fully analogous to the proof of Proposition 4.1. The case when $g \in C^{0}$ follows by a density argument, using that if $\{g_{n}\}_{n \in \mathbb{N}} \subset C^{1}(S^{d-1}; (0, +\infty))$ uniformly converges to $g$, $E_{n} \to E$ in $\mathcal{C}$ and $x_{n} \to x$, then $K_{r}^{g_{n},s}(x_{n},E_{n})$ converge to $K_{r}^{g,s}(x,E)$. Such a continuity property can be proved as in Proposition 4.2 (UC).

By arguing as in the proof of Proposition 4.2 one can show that the curvatures $K_{g}^{r,s}$ satisfy properties (M), (T), (S), (B), (UC). Now we introduce the (local) anisotropic curvatures $K_{g}^{r,1}$ defined as follows. Let $E \in \mathcal{C}$ and $x \in \partial E$; in a neighborhood of $x$, $\partial E$ is the graph of function $f \in C^{2}(H_{\nu_{E}(x)}^{0}(x))$ (see (6.5) for the definition of $H_{\nu_{E}(x)}^{0}(x)$) with $Df(x) = 0$ (here and below $Df$ and $D^{2}f$ are computed with respect to a given system of orthogonal coordinates on $H_{\nu_{E}(x)}^{0}(x)$). The anisotropic mean curvature of $\partial E$ at $x$ is given by

$$
K_{g}^{r,1}(x,E) = -\int_{H_{\nu_{E}(x)}^{0}(x) \cap S^{d-1}} g(\xi) |\xi| D^{2}f(x)(\xi) \, d\mathcal{H}^{d-2}(\xi).
$$

One can check that $K_{g}^{r,1}$ is the first variation of $\text{Per}^{g}$ in the sense specified by Proposition 4.1 (we refer to [8] for the first variation formula of generic anisotropic perimeters, while we leave to the reader the computations for the specific anisotropic density $\varphi^{g}$ considered here, defined in (6.3)). Notice that if $g \equiv 1$, then $K_{g}^{r,1} = \omega_{d-1} K^{1}$ where $K^{1}$ is the classical mean curvature defined in (4.21). Moreover, one can check that $K_{g}^{r,1}$ satisfies properties (M), (T), (S), (B), (UC) in Proposition 4.3.

In Proposition 6.5 below we show that the curvatures $K_{g}^{r,s}$ converge, as $r \to 0^{+}$, to the anisotropic curvature $K_{g}^{r,1}$.

**Theorem 6.5.** Let $s \geq 1$. Let $\{E_{r}\}_{r > 0} \subset \mathcal{C}$ be such that $E_{r} \to E$ in $\mathcal{C}$ as $r \to 0^{+}$, for some $E \in \mathcal{C}$. Then, for every $x \in \partial E \cap \partial E_{r}$ for all $r > 0$, it holds

$$
\lim_{r \to 0^{+}} \frac{K_{g}^{r,s}(x,E_{r})}{\sigma^{r}(r)} = K_{g}^{r,1}(x,E).
$$

**Proof.** The proof of (6.9) is fully analogous to the one of Theorem 4.6 and in particular it is based on a suitable anisotropic variant of Lemma 4.5. In fact, Lemma 4.5 can be extended also to the anisotropic case with (1.28) replaced by

$$
\lim_{r \to 0^{+}} \left( \frac{1}{\sigma^{r}(r)} \left( \int_{\mathbb{R}^{d}} g \left( \frac{y}{|y|} \right) k_{r}^{*}(|y|) \, dy - \int_{\mathbb{R}^{d}} g \left( \frac{y}{|y|} \right) k_{r}^{*}(|y|) \, dy \right) \right)
$$

$$
= \int_{\mathbb{R}^{d-2}} g(\theta,0) \theta^{*}(N-M) \theta \, d\mathcal{H}^{d-2}(\theta).
$$
If $\nu_E(x) = e_d$, one can argue verbatim as in the proof of Theorem 1.10 clearly using (6.10) in place of (4.28). The same proof with only minor notational changes can be adapted also to the case $\nu_E(x) \neq e_d$. 

We are now in a position to state our result on the convergence of the geometric flows of $K_{t,s}^g$ as $r \to 0^+$, whose proof is omitted, being fully analogous to the one of Theorem 4.7.

**Theorem 6.6.** Let $s \geq 1$ be fixed. Let $u_0 \in C(\mathbb{R}^d)$ be a uniformly continuous function with $u_0 = C_0$ in $\mathbb{R}^d \setminus B(0, R_0)$ for some $C_0, R_0 \in \mathbb{R}$ with $R_0 > 0$. For every $r > 0$, let $u_r^s : \mathbb{R}^d \times [0, +\infty) \to \mathbb{R}$ be the viscosity solution to the Cauchy problem

$$\begin{cases}
\partial_t u(x, t) + |D u(x, t)|K_{t,s}^g(x, \{ y : u(y, t) \geq u(x, t) \}) = 0 \\
u(x, 0) = u_0(x).
\end{cases}$$

Then, setting $v_r^s(x, t) := u_r^s(x, \frac{t}{s} r^2)$ for all $x \in \mathbb{R}^d$, $t \geq 0$, we have that, for every $T > 0$, $v_r^s$ uniformly converge to $u$ as $r \to 0^+$ in $\mathbb{R}^d \times [0, T]$, where $u : \mathbb{R}^d \times [0, +\infty) \to \mathbb{R}$ is the viscosity solution to the anisotropic mean curvature flow

$$\begin{cases}
\partial_t u(x, t) + |D u(x, t)|K_{t,1}^g(x, \{ y : u(y, t) \geq u(x, t) \}) = 0 \\
u(x, 0) = u_0(x).
\end{cases}$$

### 6.2. Applications to dislocation dynamics.

Here we apply the results in Subsection 6.1 to the motion of curved dislocations in the plane. To this purpose, we briefly recall and describe, in an informal way, some notions about the isotropic linearized elastic energy induced by planar dislocations; such notions are well known to experts and we refer to classic books such as [23] for an exhaustive monography on this subject.

Let $E$ be a bounded region of the plane $\mathbb{R}^2 = \mathbb{R}^3 \setminus \{ z \in \mathbb{R}^3 : z_3 = 0 \}$, representing a plastic slip region with Burgers vector $b = e_1 = (1, 0, 0)$. Formally, the elastic energy induced by such a dislocation is given by

$$J(E) := \frac{\mu}{8\pi} \int_E \int_{E^c} \frac{1}{|x-y|^3} \left( \frac{1+\nu}{1-\nu} x_1^2 + \frac{1-2\nu}{1-\nu} x_2^2 \right) dy \, dx,$$

where $\mu > 0$ and $\nu \in (-1, \frac{1}{2})$ are the shear modulus and the Poisson’s ratio, respectively. Formula (6.11) can be deduced by [23] formula (4-44)), by integrating by parts. Clearly, the energy $J$ in (6.11) is always infinite whenever $E$ is non-empty. It is well understood that such an infinite energy should be suitably truncated through ad hoc core regularizations, specific of the microscopic details of the underlying crystal. The specific choice of the core regularization, giving back the physically relevant (finite) elastic energy induced by the dislocation is, for our purposes, irrelevant. Here we adopt the energy-renormalization procedure introduced in [6.1]. First we set

$$g(\xi) := \frac{\mu}{8\pi} \left( \frac{1+\nu}{1-\nu} \xi_1^2 + \frac{1-2\nu}{1-\nu} \xi_2^2 \right), \quad \text{for every } \xi \in \mathbb{S}^1,$$

and we notice that the energy in (6.11) can be (formally) rewritten as

$$J(E) = \int_E \int_{E^c} g(\frac{x-y}{|x-y|}) \frac{1}{|x-y|^3} dy \, dx = \int_E \int_{E^c} k^g(x-y) \, dy \, dx,$$

where
where \( k^g \) is defined by \( k^g(z) := g\left(\frac{z}{|z|}\right) \frac{1}{|z|^3} \). The core-regularization of \( J \) is given by the functional \( \tilde{J}^{g,1} \) defined by (6.1), where the parameter \( r > 0 \) plays the role of the core-size. Now, consider the dynamics of a dislocation curve, enclosing a (moving) bounded set \( E \), with Burgers vector equal to \( e_1 \), governed by a self-energy release mechanism. We consider a geometric evolution, that can be formally understood as the gradient flow of the self-energy \( \tilde{J}^{g,1} \) with respect to an \( L^2 \) structure on the (graphs locally describing the) evolving dislocation curve. If the energy were the standard perimeter, this evolution would be nothing but the standard mean curvature flow. Notice that the energy considered here is nonlocal; moreover, although it is derived from isotropic linearized elasticity, it has in fact an anisotropic dependence (induced by the direction of the given Burgers vector) on the curve. Another possible source of anisotropy is the so-called mobility, depending on the microscopic details of the underlying crystalline lattice; here, for simplicity, we assume that such a mobility is in fact isotropic, equal to one. The dynamics discussed above corresponds to the geometric evolution where the normal velocity of the evolving dislocation curve at any point \( x \) is given by \( -K^{g,1}(x,E) \), defined in (6.6).

In order to study the asymptotic behavior, as \( r \to 0^+ \), of the dynamics described above we use the results developed in Subsection 6.1. First, we notice that the function \( g \) defined in (6.12) is continuous (actually, it is smooth) and even, so that it satisfies the assumptions required in Subsection 6.1. Moreover, recalling (6.3) and (6.8), for the choice of \( g \) in (6.12), an easy computation shows that

\[
\varphi^g(\nu) = \frac{\mu}{12\pi} \left( \frac{1}{1+\nu_1} (1+\nu_1^2) + \frac{1-2\nu}{1-\nu} \left(1 + \nu_2^2\right) \right), \text{ for every } \nu \in S^1,
\]

\[
K^{g,1}(x,E) = \frac{\mu}{8\pi} \left( \frac{1}{1-\nu} (\nu_E(x))^2 + \frac{1-2\nu}{1-\nu} (\nu_E(x))^2 \right), \text{ for every } E \in \mathcal{E}, x \in \partial E.
\]

Therefore, by Theorem 6.6 the unique (in the level set sense) dislocation dynamics described above, converges, as \( r \to 0^+ \), to a degenerate evolution where the dislocation disappear instantaneously. After a logarithmic in time reparametrization, the evolution converges to the anisotropic mean curvature flow governed by the release of the line tension energy \( \text{Per}^g \) corresponding to the anisotropic energy density \( \varphi^g \) defined above. Such a dynamics is nothing but the evolution \( t \mapsto \partial E_t \), where the normal velocity of the evolving dislocation curve \( \partial E_t \) at any point \( x \in \partial E_t \) is given by the (opposite of the) anisotropic curvature \( K^{g,1}(x,E_t) \) defined above.
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