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Abstract. In this article we prove that, over complete manifolds of dimension $n$ with vanishing curvature at infinity, the essential spectrum of the Hodge Laplacian on differential $k$-forms is a connected interval for $0 \leq k \leq n$. The main idea is to show that large balls of these manifolds, which capture their spectrum, are close in the Gromov-Hausdorff sense to product manifolds. We achieve this by carefully describing the collapsed limits of these balls. Then, via a new generalized version of the classical Weyl criterion, we demonstrate that very rough test forms that we get from the $\varepsilon$-approximation maps can be used to show that the essential spectrum is a connected interval. We also prove that, under a weaker condition where the Ricci curvature is asymptotically nonnegative, the essential spectrum on $k$-forms is $[0, \infty)$, but only for $0 \leq k \leq q$ and $n - q \leq k \leq n$ for some integer $q \geq 1$ which depends the structure of the manifolds at infinity.

1. Introduction

In this article, we study the spectrum of the Hodge Laplacian on differential forms over a complete orientable Riemannian manifold. The spectrum, $\sigma(H)$, of a nonnegative and self-adjoint operator $H$ consists of all points $\lambda \in \mathbb{C}$ for which $H - \lambda I$ fails to be invertible. $\sigma(H)$ is in fact a subset of the nonnegative real line. The essential spectrum, $\sigma_{\text{ess}}(H)$, consists of the cluster points in the spectrum and of isolated eigenvalues of infinite multiplicity. The discrete isolated spectrum, $\sigma_{\text{dis}}(H)$, defined by $\sigma(H) \setminus \sigma_{\text{ess}}(H)$, consists of isolated eigenvalues of finite multiplicity.

It is well-known that the Hodge Laplacian $\Delta$ on $k$-forms over a Riemannian manifold is a densely defined, nonnegative and self-adjoint operator. If the manifold is compact, then $\sigma_{\text{ess}}(\Delta) = \emptyset$, that is, $\sigma(\Delta) = \sigma_{\text{dis}}(\Delta)$. On the other hand, when the manifold is noncompact both types of spectra, $\sigma_{\text{dis}}(\Delta)$ and $\sigma_{\text{ess}}(\Delta)$, may exist. We call the essential
spectrum *computable* when it is a connected set, that is, when it is the empty set or an interval \([\alpha, \infty)\) for some \(\alpha \geq 0\).

The main goal of this article is to prove that the essential spectrum of the Hodge Laplacian over a complete non-compact Riemannian manifold with vanishing curvature is computable. The computation of the spectrum (or essential spectrum) of the Laplacian requires the construction of a large class of test differential forms (cf. \([1, 4, 20]\)). This is a difficult task on a general manifold, since there hardly exist any canonically defined differential forms to work with. In order to overcome this difficulty, we make systematical use of collapsing theory in Riemannian geometry to construct a large class of such forms. These test forms are not approximate eigenforms, but they satisfy a new generalized version of the Weyl criterion. Our methodical use of collapsing theory for locating the essential spectrum is the most technically subtle part of our paper, and lies at the core of the computation of the essential spectrum on forms.

**Definition 1.1.** A manifold is called asymptotically flat, or with vanishing curvature, if its curvature tensor tends to zero at infinity.

Note that our definition of asymptotic flatness is different from the one used in General Relativity. We emphasize that we make no assumptions on the curvature decay rate, nor do we make any assumptions on the volume growth (or decay) of the manifold. The absence of strong curvature decay assumptions, as in our case, is a barrier to obtaining smooth coordinates at infinity that could be used when computing the spectrum (cf. \([2, 33]\)).

Here and for the rest of the paper, we assume that \(M^n\) is a complete noncompact Riemannian manifold of dimension \(n\). For \(0 \leq k \leq n\), we shall use either \(\sigma(k, \Delta, M)\), or \(\sigma(k, \Delta)\) (\(\sigma_{\text{ess}}(k, \Delta, M)\), or \(\sigma_{\text{ess}}(k, \Delta)\) *resp.* ) to denote the spectrum (essential spectrum *resp.*) of the Laplacian on \(k\)-forms over the manifold \(M\). The first main result of this paper is the following.

**Theorem 1.2.** Let \((M^n, g)\) be an asymptotically flat complete noncompact Riemannian manifold. Then for \(0 \leq k \leq n\), \(\sigma_{\text{ess}}(k, \Delta, M)\) is either empty or and interval \([\alpha_k, \infty)\) for a nonnegative number \(\alpha_k\), in other words it is computable.

The behavior of the spectrum becomes more complicated when we only assume that the manifold has *asymptotically nonnegative Ricci curvature*, that is, when we assume that

\[
\liminf_{d(x,p) \to \infty} \text{Ric}(x) \geq 0
\]

for some fixed point \(p \in M\). In Section 7 we will study the \(k\)-form spectrum over noncompact manifolds under a weaker assumption: that they have asymptotically nonnegative Ricci curvature on a sequence of expanding balls.
Definition 1.3. Let $M$ be a complete noncompact Riemannian manifold. We say that $M$ has asymptotically nonnegative Ricci curvature along a sequence of expanding balls, if it contains a sequence of disjoint balls $M_i = B_{x_i}(R_i)$ with $x_i \to \infty$ and $R_i \to \infty$ such that
\[ \text{Ric}_{M_i} \geq -\delta_i \]
where $\delta_i \to 0$ with $\delta_i \geq 0$.

We will show

Theorem 1.4. Let $(M^n, g)$ be a complete noncompact Riemannian manifold with asymptotically nonnegative Ricci curvature along a sequence of expanding balls. Moreover, assume that the dimension of the manifold at infinity is $q$ (see Definition 7.1). Then for each $k \leq q$ and $k \geq n-q$
\[ \sigma(k, \Delta, M) = \sigma_{\text{ess}}(k, \Delta, M) = [0, \infty). \]
In particular, if $q \geq n/2$, then for all $k$ the spectrum is $[0, \infty)$.

Observe that Definition 1.3 is satisfied when the manifold has nonnegative Ricci curvature. In Section 7 we also prove the following result.

Corollary 1.5. Let $(M^n, g)$ be a noncompact complete Riemannian manifold with nonnegative Ricci curvature. Assume that there is a constant number $c > 0$ and an integer $s \geq 1$ such that at a fixed point $p$
\[ \text{Vol}(B_p(R)) \geq cR^s. \]
Then the dimension of $M$ at infinity is at least $s$. Consequently, for each $k \leq s$ and $k \geq n-s$
\[ \sigma(k, \Delta, M) = \sigma_{\text{ess}}(k, \Delta, M) = [0, \infty). \]

Under the assumption of Theorem 1.4, the function spectrum is $[0, \infty)$. However, this is not the case for the $k$-form essential spectrum. The bottom of the essential spectrum for $k$-forms may capture further details of the geometric and topological structures of the manifold that are ignored by the function spectrum. This fact will be reflected in the proof of the main results of this paper, and in the examples of Section 8.

Based on the above results, we would make the following conjecture.

Conjecture 1.6. Let $(M^n, g)$ be a complete noncompact Riemannian manifold with asymptotically nonnegative Ricci curvature. Then its $k$-form essential spectrum is computable, that is, for each $0 \leq k \leq n$ either $\sigma_{\text{ess}}(k, \Delta, M) = \emptyset$ or $\sigma_{\text{ess}}(k, \Delta, M) = [a_k, \infty)$ for some $a_k \geq 0$.

Since so far very little is known about the structure of manifolds with nonnegative Ricci curvature in the collapsing case, we believe that it is not possible to use our the method to prove the conjecture. On the other hand, the conjecture is closely related to many papers on the spectral gap (see for example [39, 42, 50, 65] for the function case, and [28] for the differential form case). So far the presence of gaps in the essential spectrum has only
been demonstrated in cases of manifolds that have curvature bounded above by a negative constant on an unbounded sequence of points.

Manifolds with computable essential spectrum are in a sense “opposite” to those whose essential spectrum has gaps, that is, whose essential spectrum is a disconnected subset of $\mathbb{R}^+$. In §8 in addition to providing some examples, we make the important observation that could lead to the proof of Conjecture 1.6. We will further address the observation in §8 in forthcoming work.

Our results are related to the spectral continuity results derived from the Cheeger-Fukaya-Gromov and Cheeger-Colding theories. All of the above references however have only considered the compact case (see for example Fukaya [22] and Cheeger-Colding [11] for the function spectrum and Lott [30, 31], and Honda [25], on the form spectrum). Our results are also related to the work of Dodziuk who considered the behavior of the spectrum under continuous deformations of the metric in the compact case [10], but also to our article [8] which treats the noncompact case.

Noncompact manifolds are more complicated both topologically and geometrically when compared to compact ones. However, with respect to the continuity of the essential spectrum we have an additional technique which is not available in the compact case: we can zoom in over a large portion of an asymptotically flat (or asymptotically Ricci nonnegative) manifold and still be able to control its curvature. This unique feature allows us to study the continuity of the essential spectrum in both the collapsing and non-collapsing cases.

Throughout the paper, we use the following notation. We denote by $(M, p, g)$ the pointed manifold $M$ centered at $p$ and endowed with the metric $g$. The open geodesic ball of radius $R$ centered at $p$ will be denoted by $B_p(R)$. In order to keep track of the radius and metric of a geodesic ball after rescaling, we will denote by $(M, p, g, R)$ the manifold $(B_p(R), p, g)$. When it is otherwise clear we could denote $(M, p, g)$ by $(M, p)$, or $M$.

We will also use the notation of Cheeger and Colding [10] to denote by
\begin{equation}
\Psi(u_1, \ldots, u_r \mid C_1, \ldots, C_s)
\end{equation}
any positive function that depends on $u_1, \ldots, u_r$ and additional parameters $C_1, \ldots, C_s$, such that when the additional parameters remain fixed then
\[
\lim_{u_1, \ldots, u_r \to 0} \Psi(u_1, \ldots, u_r \mid C_1, \ldots, C_s) = 0.
\]
This notation proves to be convenient. For example, under the above notation a sequence of real numbers $a_i \to a$ as $i \to \infty$ can be written as $|a_i - a| = \Psi(i^{-1})$.

The organization of this paper is as follows. In Section 2, we show that on manifolds with asymptotically nonnegative Ricci curvature the bottom of the essential spectrum is captured by a sequence of expanding geodesic balls with given radii. In Section 3, we use the generalized Weyl criterion to show the continuity of the spectrum under a very general notion for the $C^0$ topology of the metrics. The technical heart of this paper is in Sections 4
and [5]. In Section 4 we prove Theorem 1.2 under the additional assumption that there is a minimal sequence collapsing to a smooth manifold, whereas in Section 5 we prove that such type of “good” minimal sequence always exists. The complete proof of Theorem 1.2 can be found in Section 6 and we prove Theorem 1.4 and its Corollary in Section 7. The generalized Weyl criterion (Theorem A.2) we prove is more powerful than its preliminary version in [5] and is the one we will apply throughout this paper. We provide its proof in the Appendix.
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2. Localization of the bottom of the essential spectrum

Let \((M^n, g)\) be a complete \(n\)-dimensional Riemannian manifold. The metric \(g\) induces a pointwise inner-product \(\langle \cdot, \cdot \rangle\) on the space of \(k\)-forms \(\Lambda^k(M)\). We denote the \(L^2\) inner product as \(\langle \cdot, \cdot \rangle = \int_M \langle \cdot, \cdot \rangle\) and the corresponding \(L^2\) norm as \(\| \cdot \|_{L^2}\). Let \(L^2(\Lambda^k(M))\) be the space of \(L^2\) integrable \(k\)-forms and \(\Delta_k\) be the Laplacian on \(k\)-forms as well as its Friedrichs extension on \(L^2(\Lambda^k(M))\). Then \(\Delta_k\) is a densely defined, self-adjoint and nonnegative operator on the Hilbert space \(L^2(\Lambda^k(M))\). We shall write \(\Delta\) instead of \(\Delta_k\) whenever it is clear.

Lemma 2.1. Let \(M\) be a complete Riemannian manifold. We assume that the sequence of balls \(B_{x_i}(R_i)\) satisfies the following properties

1. \(x_i \to \infty\) and \(R_i \to \infty\) as \(i \to \infty\),
2. For any compact subset \(K\) of \(M\), there is an \(i_o(K)\) such that if \(i > i_o(K)\), then \(B_{x_i}(R_i)\) is outside that compact set.
3. \(Ric \geq -\delta_i\) on \(B_{x_i}(2R_i)\) for a sequence of \(\delta_i \to 0\).

Then for any sequence \(R_i' < R_i\) with \(R_i' \to \infty\), there exists a sequence \(y_i \in B_{x_i}(R_i)\) such that

\[
\liminf_{i \to \infty} \lambda_o(k, B_{y_i}(R_i')) \leq \liminf_{i \to \infty} \lambda_o(k, B_{x_i}(R_i)),
\]

where \(\lambda_o(k, U)\) denotes the smallest eigenvalue of the Friedrichs Laplacian on \(k\)-forms over a bounded open set \(U \subset M\).

Proof. By the monotonicity of the Friedrichs eigenvalue with respect to the domain, we may assume that \(R_i' < \min(R_i, \delta_i^{-1/2})\) without loss of generality.

We consider the maximum number of points \(y_1, \ldots, y_{N_i} \in B_{x_i}(R_i)\) such that

1. \(B_{y_j}(R_i')\) are disjoint;
2. the collection of open balls \(\{B_{y_j}(2R_i')\}\) is an open cover of \(B_{x_i}(R_i)\).
Such a covering is called a Gromov covering. One of the features of the Gromov covering is that, by assumption (3), there exists an absolute constant $C(n)$ with the property that any $p \in B_{x_i}(R_i)$ is covered by at most $C(n)$ open balls from the collection \{ $B_{y_j}(2R'_i)$ \}.

Let \{ $\rho_j^2$ \} be the partition of unity subordinate to the covering of $B_{x_i}(R_i)$ such that $\sum_j \rho_j^2 = 1$ and $|\nabla \rho_j|^2 \leq C/(R'_i)^2$. For any $\varepsilon > 0$, let $\omega = \omega_i$ be a smooth $k$-form with compact support in $B_{x_i}(R_i)$ such that

$$(\Delta \omega, \omega) \leq (\lambda_o(k, B_{x_i}(R_i)) + \varepsilon) \|\omega\|^2.$$ Setting $\omega_j = \rho_j \omega$, and given that $\sum_j \rho_j \nabla \rho_j = 0$ in $B_{x_i}(R_i)$, we have

$$(\Delta \omega_j, \omega_j) \leq C \sum_j \nabla \rho_j^2 \|\omega\|^2 + (\Delta \omega, \omega) \leq \left( \frac{C}{(R'_i)^2} + \lambda_o(k, B_{x_i}(R_i)) + \varepsilon \right) \|\omega\|^2.$$ Then there exists one $j = j(i)$ such that

$$(\Delta \omega_j, \omega_j) \leq (C(R'_i)^{-2} + \lambda_o(k, B_{x_i}(R_i)) + \varepsilon) \|\omega_j\|^2.$$Thus

$$\lambda_o(k, B_{y_j}(R'_i)) \leq C(R'_i)^{-2} + \lambda_o(k, B_{x_i}(R_i)) + \varepsilon.$$Renaming $j = j(i)$ by $i$, we prove the lemma by letting $\varepsilon \to 0$ and $R'_i \to \infty$. \hfill \Box

**Definition 2.2.** Let $S = \{(x_i, R_i)\}$ be a sequence, where $x_i \in M$ and $R_i > 0$ are real numbers. We say that $S$ is a minimal sequence (for $k$-forms), if

(1) $R_i \to \infty$;
(2) the balls $B_{x_i}(R_i)$ are disjoint;
(3) for any compact subset $K$ of $M$, there is a number $i = i(K)$ such that if $i > i(K)$, then $B_{x_i}(R_i) \cap K = \emptyset$;
(4) we have

$$\lim_{i \to \infty} \lambda_o(k, B_{x_i}(R_i)) = \lambda_o^{ess}(k, M),$$

where $\lambda_o^{ess}(k, M)$ is the bottom of the essential spectrum of the Laplacian on $k$-forms.\footnote{If the essential spectrum is an empty set, we define $\lambda_o^{ess}(k, M) = \infty$.}

**Proposition 2.3.** Let $M$ be a complete non-compact Riemannian manifold with asymptotically nonnegative Ricci curvature. Let $R_i$ be a sequence of real numbers such that $R_i \to \infty$. Then there exists a sequence $\{ y_i \}_{i=1}^{\infty} \subset M$ such that $S = \{(y_i, R_i)\}$ is a minimal sequence, and moreover, the balls $B_{x_i}(2R_i)$ as in Lemma 2.2 are disjoint.

**Proof.** Let $\tilde{S} = \{(x_i, \tilde{R}_i)\}$ be a minimal sequence. Since the balls $B_{x_i}(\tilde{R}_i)$ leave any compact subset of $M$ for $i$ large enough, we can assume that $\text{Ric} \geq -\delta_i$ on $B_{x_i}(\tilde{R}_i)$ for a sequence of $\delta_i \to 0$. For any sequence $R_i \to \infty$, by passing to a subsequence if necessary, we may
assume that \( R_i < \tilde{R}_i \). Moreover, since \( R_i \) is given, using assumption (3) for a minimal sequence we can inductively choose a sequence \( \{x_i\} \) that satisfies
\[
d(x_i, x_j) > 4R_i + \tilde{R}_j + \tilde{R}_i,
\]
for any \( j < i \).

By Lemma 2.1, there is a sequence \( S = \{(y_i, R_i)\} \) such that (3) is valid, where \( y_i \in B_{x_i}(R_i) \). Inequality (5) implies a stronger type of separation, namely, that the geodesic balls \( B_{y_i}(2R_i) \) are disjoint. Since the \( B_{y_i}(R_i) \) are disjoint, then \( S \) must be a minimal sequence. This completes the proof of the proposition. \( \Box \)

Minimal sequences always exist. However, the size of the expanding balls is not easy to control. Therefore, the following is an interesting conjecture.

**Conjecture 2.4.** Let \( M \) be a complete Riemannian manifold with Ricci curvature bounded from below. Given a sequence of real numbers \( R_i \to \infty \), we can find a sequence \( y_i \in M \) such that \( \{(y_i, R_i)\} \) is a minimal sequence.

By Proposition 2.3 if \( M \) has asymptotical nonnegative Ricci curvature, then the conjecture is true. The conjecture is also true when \( M \) is a hyperbolic space form.

### 3. Continuity of the Spectrum in the Noncollapsing Case

In this section we include some known results about the form spectrum of product manifolds and flat manifolds. Then we will see how to obtain the computability of the spectrum when the minimal sequence is close to a product space.

**Definition 3.1.** Let \( m < n \) be a positive integer. Let \( K^{n-m} \) be a compact flat manifold of dimension \( n-m \). As before, denote by \( \lambda_0(l, K^{n-m}) \) the smallest eigenvalue of the Laplacian \( \Delta \) on \( l \)-forms over \( K \) for \( 0 \leq l \leq n-m \). By Poincaré duality, we have \( \lambda_0(l, K^{n-m}) = \lambda_0(n-m-l, K^{n-m}) \).

Define \( \alpha(K, m, n, k) = 0 \) when \( m \geq n/2 \), or when \( m < n/2 \) and either \( 0 \leq k \leq m \), or \( n-m \leq k \leq n \). When \( m+1 \leq k \leq n/2 \) define \( \alpha(K, m, n, k) = \min \{ \lambda_0(k-l, K^{n-m}) | 0 \leq l \leq m \} \), and set \( \alpha(K, m, n, k) = \alpha(K, m, n, n-k) \), when \( n/2 < k \leq n-(m+1) \).

For \( 0 \leq k \leq n \), a simple characterization of \( \alpha(K, m, n, k) \) is given by the following (cf. [7])
\[
(6) \quad \sigma(k, \Delta, K^{n-m} \times \mathbb{R}^m) = \sigma_{\text{ess}}(k, \Delta, K^{n-m} \times \mathbb{R}^m) = [\alpha(K, m, n, k), \infty).
\]

In particular, \( \alpha(K, m, n, k) \) is the bottom of the spectrum over \( K^{n-m} \times \mathbb{R}^m \) for \( k \)-forms.

**Theorem 3.2 ([7]).** Let \( X = \mathbb{R}^n/\Gamma \) be a flat noncompact Riemannian manifold, and \( 0 \leq k \leq n \). Then there exist a nonnegative integer \( m \) and a compact flat manifold \( K^{n-m} \) such that
\[
\sigma(k, \Delta, M) = \sigma_{\text{ess}}(k, \Delta, M) = \sigma(k, \Delta, K^{n-m} \times \mathbb{R}^m) = [\alpha(K, m, n, k), \infty).
\]
The following result allows to compute the essential spectrum of a noncompact manifold whenever the minimal sequence is close, in the Gromov-Hausdorff sense, to a sequence of product manifolds of the type compact manifold times a Euclidean space. We shall apply this result in the case that the limit of the minimal sequence is a smooth manifold. The proof adapts an argument of Dodziuk in [16] to the noncompact case, and uses similar arguments as our paper [8] as well as the generalized Weyl criterion, Theorem A.2. For the sake of completion we include the proof in the Appendix.

**Theorem 3.3.** Let \((M,g_M)\) be a complete noncompact manifold, and \(M_i = B_{x_i}(R_i)\) a sequence of disjoint geodesic balls in \(M\) with \(R_i \to \infty\). Let \(N_i\) be a sequence of compact Riemannian manifolds whose diameter is uniformly bounded and denote by \(g_i\) the product metric on \(N_i \times \mathbb{R}^m\). Assume that there exist smooth maps 
\[ f_i : B_{x_i}(R_i) \to N_i \times \mathbb{R}^m \]
which are diffeomorphisms onto their image, and which satisfy
\[ |g_{M_i} - f_i^*g_i| \leq \Psi(i^{-1}). \]  
Then for any \(0 \leq k \leq n\)
\[ \sigma_{ess}(k, \Delta, M) \supset [\alpha_k, \infty), \]
where
\[ \alpha_k = \liminf_{i \to \infty} \alpha(N_i, m, n, k), \]
and \(\alpha(N_i, m, n, k)\) is as in Definition 3.1. If in addition, \(S = \{(x_i, R_i)\}\) is a minimal sequence, then
\[ \sigma_{ess}(k, \Delta, M) = [\alpha_k, \infty). \]
In particular, in this case, we have \(\alpha_k = \lambda_{o}^{ess}\).

Note that we do not require the convergence of the sequence \(N_i\). This is important when proving the results in the next two sections.

4. The collapsing case: smooth limit

In this section, we prove Theorem 1.2 in a special case. We will show that a minimal sequence can be approximated by an almost product structure after an appropriate blow down. In all of the remaining paper we use \(C\) to denote a constant that depends only on the dimension of the manifolds.

Let \(n \geq m\). Let \((W^n, g)\) and \((X^m, h)\) be two Riemannian manifolds such that 
\[ F : W \to X \]
is a smooth map. We assume that \(F\) has full rank, that is, \(\text{rank } F_* = m\) at any point. Fixing a point \(q \in X\), we assume that \(N = F^{-1}(q)\) is a compact connected submanifold
in $W$ ($N$ is trivial if $n = m$). By [13], if the injectivity radius of $W$ is small while the injectivity radius of $X$ is bounded from below, then $W$ is a fiber bundle over $X$ whose fibers are nilpotent manifolds. Therefore at each point of $X$, there is a neighborhood over which the fiber bundle is trivial. In Lemma 4.1, we prove an effective version of the above result.

We introduce some basic notation and assumptions so that we can state the lemma. Denote by $II$ the second fundamental form of $N$ in $W$. Let $Rm(W)$ and $Rm(X)$ be the curvature tensors of $W$ and $X$, respectively.

We assume that

\[
\max |Rm(W)| + \max |Rm(X)| \leq 1.
\]

Then by [13], there is a constant $C_1$ such that

\[
|\nabla^2 F| + |II| \leq C_1.
\]

In addition, we assume that the injectivity radius of $X$ is at least $\sigma > 0$.

Fix an orthonormal basis \(\{v_1, \ldots, v_m\}\) of $T_qX$ and let \(\{v'_1, \ldots, v'_m\}\) denote its lift to $W$ via $F$ in the following sense

\[
\begin{align*}
(i) \quad & F_*v^*_\alpha = v_\alpha \text{ for } \alpha = 1, \ldots, m; \\
(ii) \quad & v^*_\alpha \perp N, \text{ that is, for any } p \in N, (v^*_\alpha)_p \perp T_pN.
\end{align*}
\]

Since rank $F_\ast = m$, these lifts exist and are unique.

Let $a = (a_1, \ldots, a_m) \in \mathbb{R}^m$ with $|a| < r$ for some $r < \sigma$, the injectivity radius of $X$. We consider the geodesic $\sigma_a(t)$ in $M$ such that $\sigma_a(0) = p \in N \subset W$, and $\sigma'_a(0) = \sum a_iv'_i$.

Define the map $G$ as

$$G : N \times B_r(T_qX) \to W, \quad (p, a) \mapsto \sigma_a(1),$$

where $B_r(T_qX)$ is the Euclidean ball of radius $r$ in $T_qX$.

**Lemma 4.1.** We use the above notation, and assume that $|a|$ is sufficiently small. Let $g_W, g_N, g_{\mathbb{R}^m}$ be the corresponding Riemannian metrics over $W, N, \mathbb{R}^m$, respectively. Then

\[
|G_*g_W - g_N \times g_{\mathbb{R}^m}| \leq C|a|.
\]

**Proof.** Since this is an “expected” result, we give a sketch of the proof. If $N$ is a point, then the result of this lemma is well known: it is the closeness of a neighborhood of a manifold to its tangent space within its injectivity radius. In the general case, we need to estimate the effect of the second fundamental form of $N$ on the Jacobi fields.

We can identify the differential $G_\ast$ as follows: let $x = (p, a)$ with $p \in N$ and $a \in B_r(T_qX)$. Let $w = (\xi, b) \in T_x(N \times B_r(T_qX))$ with $\xi \in T_pN$ and $b = (b_1, \ldots, b_m) \in \mathbb{R}^m$ with $|b| < r$. Denote by $\sigma_a(t)$ the geodesic starting at $\sigma_a(0) = (p, 0)$ in the direction $\sigma'_a(0) = \sum a_iv'_i$. We consider the Jacobi field $V$ along $\sigma_a(t)$ such that

\[
V(0) = \xi, \quad V'(0) = \sum b_iv'_i + \sum a_i\nabla_\xi v'_i, \quad V''(t) = R(\sigma'_a(t), V(t))\sigma'_a(t),
\]

where
where \( R(\cdot, \cdot) \) is the curvature tensor of \( M \). By definition, \( G_* w = V(1) \). Therefore, we need to estimate \( V(t) \) for \( 0 \leq t \leq 1 \). By (9) and (10), we have

\[
|\nabla v^*| \leq C |\xi|.
\]

Using this and the upper bound on the curvature tensor, by the Picard-Lindelöf Theorem of ODEs, whenever \( a \) is sufficiently small, we get

\[
|\langle G_* w, G_* w \rangle - \langle w, w \rangle| \leq C |w|^2 \cdot |a|^2,
\]

where \( \langle \cdot, \cdot \rangle_0 \) is the inner product with respect to the product metric of \( N \times B_r(T_q X) \). The above inequality is equivalent to (11). This proves the lemma.

The above result allows us to prove Theorem 1.2 under some additional assumptions on the minimal sequence.

**Theorem 4.2.** Let \( S = \{(x_i, R_i)\} \) be a minimal sequence such that the injectivity radius at \( x_i \) tends to zero as \( i \to \infty \). Moreover, assume that there exists a sequence of positive real numbers \( \varepsilon_i \to 0 \) such that

1. \( \sqrt{\varepsilon_i} R_i \to 1 \) as \( i \to \infty \);
2. the curvature of \((B_{x_i}(2\sqrt{\varepsilon_i} R_i), x_i, \varepsilon_i g_i, 2\sqrt{\varepsilon_i} R_i)\) is bounded by 1;
3. \((B_{x_i}(2R_i), x_i, \varepsilon_i g_i, 2\sqrt{\varepsilon_i} R_i)\) converges to a pointed smooth manifold \((X, q)\).

Then the essential spectrum of the Laplacian on \( k \)-forms is either empty, or \([\alpha_k, \infty)\) for some nonnegative number \( \alpha_k \).

**Proof.** Let \( g_X \) be the Riemannian metric of \( X \). By Lemma 4.1, by passing to a subsequence if necessary, we may choose a sequence \( a_i \to 0 \) and nilpotent manifolds \((N_i, g_{N_i})\) such that

\[
|\varepsilon_i g_i - g_{N_i} \times g_X|_{\varepsilon_i g_i} \to 0,
\]
on \((B_{x_i}(a_i), x_i, \varepsilon_i g_i, a_i)\). In particular, we can take \( a_i = \varepsilon_i^{1/4} \), then

\[
|g_i - \varepsilon_i^{-1}(g_{N_i} \times g_X)|_{g_i} \to 0, \quad \text{on} \quad (B_{x_i}(a_i \varepsilon_i^{-1/2}), x_i, g_i, \varepsilon_i^{-1/2} a_i).
\]

Since \( \varepsilon_i^{-1}(g_{N_i} \times g_X) = \varepsilon_i^{-1} g_{N_i} \times \varepsilon_i^{-1} g_X \) and since \( X \) is a Riemannian manifold, \( \varepsilon_i^{-1} g_X \) is convergent to the Euclidean metric. Thus by Theorem 3.3 we have

\[
\sigma_{\text{ess}}(k, \Delta, M) = [\alpha_k, \infty) = [\lambda_{\text{ess}}^1, \infty),
\]

where \( \alpha_k = \lim \inf_{i \to \infty} \alpha(N_i, m, n, k) \) and for the computation of \( \alpha(N_i, m, n, k) \) the metric on \( N_i \) is \( \varepsilon_i^{-1} g_{N_i} \). \( \square \)
5. The collapsing case: singular limit

In this section we will show that we can always find a minimal sequence which converges to a smooth limit space. To achieve this, we consider the orthonormal frame bundle over an adequate blow-down of the minimal sequence. Our result implies that the essential spectrum is captured by the regular set of the blow-down of the sequence.

We now fix \( \epsilon_o > 0 \) and let \((W, p)\) be a pointed Riemannian manifold, not necessarily complete, such that

\[
|Rm(W)| \leq \epsilon_o
\]

for some \( \epsilon_o \) small. We also assume that \( W \) is relatively “large”:

\[
W \text{ contains a ball of radius } \sqrt{\epsilon_o^{-1}} \text{ centered at } p.
\]

Define the \( \epsilon_o \)-frame bundle \( F_{\epsilon_o}(W) \) over \( W \) as follows: As a differentiable manifold, \( F_{\epsilon_o}(W) \) is the orthonormal frame bundle over \( W \). The Levi-Civita connection induces a decomposition of the tangent bundle of \( F_{\epsilon_o}(W) \) into the horizontal and vertical sub-bundles. We endow the horizontal bundle with the pull-back of the Riemannian metric \( g_W \) on \( W \), and endow the vertical bundle with \( \epsilon_o^{-1} \) times the standard (bi-invariant) Riemannian metric over \( O(n) \). We denote the Riemannian metric over \( F_{\epsilon_o}(W) \) by \( g_{\epsilon_o} = g_{F_{\epsilon_o}(W)} \).

By [26, Proposition 2.4], the curvature of \( F_{\epsilon_o}(W) \) satisfies

\[
|Rm(F_{\epsilon_o}(W), g_{\epsilon_o})| \leq C \epsilon_o,
\]

where \( C \) is a constant depending only on the dimension. Then after rescaling, we have

\[
|Rm(F_{\epsilon_o}(W), \epsilon_o g_{\epsilon_o})| \leq C.
\]

We lift \( p \in W \) to a point \( p^* \in F_{\epsilon_o}(W) \), and consider the pointed manifold

\[
(F_{\epsilon_o}(W), p^*, \epsilon_o g_{\epsilon_o}).
\]

By [21] Theorem 11.1 and Theorem 12.8], if \( \epsilon_o \) is sufficiently small, then there is a pointed Riemannian manifold \((Y, y, g_Y)\), a metric space \( X' \), and mappings

\[
F : F_{\epsilon_o}(W) \to Y, \quad F_o : W \to X', \quad \pi : Y \to X'
\]

such that

\[
d_{GH}((F_{\epsilon_o}(W), p^*, \epsilon_o g_{\epsilon_o}), (Y, y, g_Y)) < \Psi(\epsilon_o);
\]

\[
d_{GH}((W, p, \epsilon_o g_W), (X', \pi(y))) < \Psi(\epsilon_o);
\]
and the group $O(n)$ acts on $F_{e_o}(W)$ equivariantly:

$$(F_{e_o}(W), p^*, e_o g_{e_o}) \xrightarrow{F} (Y, y, g_Y).$$

\[ (18) \]

Moreover, the injectivity radius of $Y$ has a lower positive bound. By [13], we know that there is an almost flat manifold $N = N_{e_o}$ such that $F_{e_o}(W)$ is a fiber bundle with fiber $N$ over $Y$. Without loss of generality, we assume that $W$ is an $A$-regular manifold and hence so is $F_{e_o}(W)$ by [26].

Let $\delta > 0$ be a small positive number. In order to use Theorem 4.2, we let $W_\delta \subset W$ be any ball of radius $\delta \sqrt{e_o}$ in $W$, and define $Y_\delta$ to be the image of $F_{e_o}(W_\delta)$ under $F$. Denote by $\lambda = \lambda_0(k, W)$ the smallest eigenvalue of the Friedrichs extension of the Laplace operator on $k$-forms over $W_\delta$. Let $\omega$ be an approximate $k$-eigenform for $\lambda$ such that

1. $\omega$ is smooth with compact support in $W_\delta$;
2. for a very small number $\varepsilon$, we have

$$\|\Delta \omega - \lambda \omega\|_{L^2(W_\delta, g_{W_\delta})} \leq \varepsilon \|\omega\|_{L^2(W_\delta, g_{W_\delta})}.$$ 

Let $\omega^*$ be the pull-back of $\omega$ from $W_\delta$ to $F_{e_o}(W_\delta)$ and denote the Laplacian over $F_{e_o}(W_\delta)$ by $\Delta^*$. By passing to the universal cover $\tilde{W}_\delta$ of $W_\delta$ we know that a cover of $F_{e_o}(W_\delta)$ is almost the product $\tilde{W}_\delta \times O_{e_o}(n)$, where $O_{e_o}(n)$ is the Riemannian manifold $O(n)$ with the standard Riemannian metric scaled by $e_o^{-1}$. By [15], $\tilde{W}_\delta \times O_{e_o}(n)$ is almost Euclidean, and as a result we have the pointwise estimate

$$|\Delta^* \omega^* - (\Delta \omega)^*| \leq \Psi(e_o + \delta) \left( \|\nabla^* \omega^*\| + \|\nabla^* \omega\| + |\omega^*| \right),$$

where $\nabla^*$ denotes the gradient operator of $(F_{e_o}(W_\delta), g_{e_o})$, and $(\Delta \omega)^*$ is the pull-back of $\Delta \omega$ to the frame bundle $F_{e_o}(W)$. Since $W$ is an $A$-regular manifold, from [15], we have

$$|\text{Rm}(F_{e_o}(W), g_{e_o})| + |\text{Rm}(F_{e_o}(W), g_{e_o})| \leq C e_o.$$ 

Denote $\mathcal{H} = L^2(F_{e_o}(W_\delta), g_{e_o})$. By the Divergence Theorem and (20),

$$\|\nabla^* \omega^*\|^2_{\mathcal{H}} + \|\nabla^* \omega\|^2_{\mathcal{H}} + \|\omega^*\|^2_{\mathcal{H}} \leq C \left( \|\Delta^* \omega^*\|^2_{\mathcal{H}} + \|\omega^*\|^2_{\mathcal{H}} \right).$$

Since

$$\|\Delta \omega - \lambda \omega\|^2_{L^2(W_\delta, g_{W_\delta})} \leq \varepsilon^2 \|\omega^*\|^2_{\mathcal{H}},$$

2 The universal cover of $F_{e_o}(W)$ should in fact be $\tilde{W} \times \text{Spin}(n)$, but here we obscure the fact a bit to simplify notation.
it follows that
\[ \| \Delta^* \omega^* - \lambda \omega^* \|^2_H \leq 2\| (\Delta \omega)^* - \lambda \omega^*\|^2_H + 2\| \Delta^* \omega^* - (\Delta \omega)^*\|^2_H \]
\[ \leq 2\epsilon^2 \| \omega^*\|^2_H + 2\| \Delta^* \omega^* - (\Delta \omega)^*\|^2_H. \]

By (19), (21), we get
\[ \| \Delta^* \omega^* - (\Delta \omega)^*\|^2_H \leq \Psi(\epsilon + \epsilon_0 + \delta) \left( \| \Delta^* \omega^* - \lambda \omega^*\|^2_H + \| \omega^*\|^2_H \right). \]

If \((\epsilon + \epsilon_0 + \delta)\) is small enough, by using the above two inequalities, we conclude that
\[ \| \Delta^* \omega^* - \lambda \omega^*\|^2_H \leq \Psi(\epsilon + \epsilon_0 + \delta) \| \omega^*\|^2_H. \]

In other words, the pull-back of an almost eigenform is also an almost eigenform.

We now describe the set of smooth points of \(X'\).

**Lemma 5.1.** The set of smooth points \(X'_{\text{reg}}\) of \(X'\) is (Zariski) dense open, and the action of \(O(n)\) on the \(\pi\)-preimage of any smooth point is free. Moreover, we have the following quantitative version of the lemma: let \(X_\delta = \pi(Y_\delta)\). Then there is a point \(x' \in X_\delta\) such that a ball of radius \(C\delta\) centered at \(x'\) is contained in \(X'_{\text{reg}} \cap X_\delta\). The curvature of \(x' \in X'_{\text{reg}}\) is bounded by \(C/d(x')^2\) for a constant \(C\), where \(d(x')\) is the distance to the singular locus \(X'_{\text{sing}}\) of \(X'\).

**Proof.** The fact that the set of smooth points of \(X'\) is dense open is well-known. We prove that the action of \(O(n)\) on any pre-image of a smooth point of \(X'\) is free.

Let \(x' \in X'\) be a smooth point, and let \(Z\) be an open ball centered at \(x'\) contained in \(X'_{\text{reg}}\). Let \(W_Z = F_{o}^{-1}(Z)\). By shrinking the ball if necessary, we can assume that \(W_Z\) is diffeomorphic to \(N \times Z\) (cf. [13]). Let \(F_N\) be the frame bundle of \(W\) restricted to \(N\). Then \(F_{o}(W_Z)\) is diffeomorphic to \(F_N \times Z\). Thus as \(N\) collapses to a point, we get \(\pi^{-1}(Z) = O(n) \times Z\) and the action of \(O(n)\) at \(x'\) is free.

Now we prove the quantitative version of the lemma. Since \(W_\delta\) is a ball of radius \(\delta \sqrt{\epsilon_0^{-1}}\) and the injectivity radius of \(Y\) has a lower bound, by (10), without loss of generality, we conclude that the injectivity radius of \(Y_\delta = F_{o}(W_\delta)\) is at least \(\delta\). Therefore, replacing \(Y_\delta\) by the ball of radius \(\delta\) if necessary, we can identify \(Y_\delta\) with a small ball of the Euclidean space. Since \(X'_{\text{sing}}\) is the image, under \(\pi\), of the points of \(Y_\delta\) on which the action of \(O(n)\) is not free, then it is the union of finitely many submanifolds and it is closed. Using mathematical induction, there exists a point \(x'\) such that the ball of radius \(C\delta\) (with \(C < 1\)) does not intersect \(X'_{\text{sing}}\).

The curvature estimate follows from compactness. Let \(x_j \in X' \setminus X'_{\text{sing}}\) such that
\[ d(x_j, X'_{\text{sing}}) \to 0. \]
Assume that \(x_j \to x_\infty \in X'_{\text{sing}}\). Then, since \((X', x_\infty, d(x_j, X'_{\text{sing}})^{-2} g_{X'_{\text{sing}}})\) converges to a tangent cone at \(x_\infty\), the curvature estimate follows. \(\Box\)
We shall use the above lemma to study the approximate $k$-eigenform $\omega$, and its lift $\omega^*$. By Lemma 4.1, we know that $F^{-1}(Y_\delta)$ is diffeomorphic to $N \times Y_\delta$, if $\delta$ is sufficiently small, and we can write

$$\omega^* = \sum_{s=0}^{k} \alpha^s \wedge \beta^{k-s},$$

where $\alpha^s$ is an $s$-form on $(N, \epsilon^{-1}_o g_N)$, and $\beta^{k-s}$ is a $(k-s)$-form on $(Y_\delta, \epsilon^{-1}_o g_Y)$.

Assume that the dimension of $X'$ is $m$. Then the dimension of $N$ is $n - m$. We write

$$\omega^* = \sum_{k \geq s \geq k-m} \alpha^s \wedge \beta^{k-s} + \sum_{s < k-m} \alpha^s \wedge \beta^{k-s} = \omega_1^* + \omega_2^*.$$  

We claim $\omega_2^* \equiv 0$. In order to prove this we will show that $\beta^{k-s} \equiv 0$ for all $s < k-m$. By continuity, it suffices to show that at any point $y' \in Y$ where $\pi(y')$ is smooth, $\beta^{k-s}(y') = 0$. To see this, we let $Z$ be a small ball in $X'_{reg}$ centered at $\pi(y')$. Using the notation in Lemma 5.1, we know that if the radius of the ball is sufficiently small, then $W_Z = F^{-1}(Z)$ is diffeomorphic to $N \times Z$. In this case, the commutative diagram (18) is reduced to

$$\begin{array}{ccc}
F_N \times Z & \xrightarrow{F} & O(n) \times Z \\
\downarrow \pi & & \downarrow \pi \\
N \times Z & \xrightarrow{F_o} & Z
\end{array}$$

Via the diffeomorphism of $W_Z$ to $N \times Z$, we can decompose the $k$-form $\omega$ as

$$\omega = \sum_{k-s \leq m} \xi^s \wedge \eta^{k-s}$$

where $\xi^s$ is an $s$-form on $N$ and $\eta^{k-s}$ is a $(k-s)$-form on $Z$. We then have

$$\omega^* = \sum_{k-s \leq m} \pi^*(\xi^s) \wedge \eta^{k-s}.$$  

Comparing the above expression of $\omega^*$ with that in (23), we get $\beta^{k-s} \equiv 0$ on $\pi^{-1}(Z)$ for $k - m > s$. Hence $\omega_2^* \equiv 0$, and we therefore can write

$$\omega^* = \sum_{k \geq s \geq k-m} \alpha^s \wedge \beta^{k-s}.$$  

From (22) and assumption (13) for the curvature tensor, we have

$$\lambda = \lambda_o(k, W_\delta) \geq \frac{\|\nabla^* \omega^*\|_H^2}{\|\omega^*\|_H^2} - \Psi(\epsilon + \epsilon_o + \delta).$$
Using (24), together with Lemma 4.1, we have

\[
\frac{\|\nabla^s \omega^s\|_{H^s}^2}{\|\omega^s\|_{H^s}^2} \geq \min_{k \geq s \geq k-m} \left[ \frac{\|\nabla N \alpha^s\|_{L^2(N, \epsilon_o^{-1} g_N)}^2}{\|\alpha^s\|_{L^2(N, \epsilon_o^{-1} g_N)}^2} + \frac{\|\nabla Y \beta^{k-s}\|_{L^2(Y, \epsilon_o^{-1} g_Y)}^2}{\|\beta^{k-s}\|_{L^2(Y, \epsilon_o^{-1} g_Y)}^2} \right] - \Psi(\epsilon_o + \delta).
\]

Eliminating the Rayleigh quotient for \(Y\), we get

\[
\frac{\|\nabla^s \omega^s\|_{H^s}^2}{\|\omega^s\|_{H^s}^2} \geq \min_{s \geq k-m} \lambda_o(s, (N, \epsilon_o^{-1} g_N)) - \Psi(\epsilon_o + \delta | \lambda).
\]

We can verify that

\[
\alpha((N, \epsilon_o^{-1} g_N), m, n, k) = \min_{k \geq s \geq k-m} \lambda_o(s, (N, \epsilon_o^{-1} g_N)),
\]

noting that for \(k < m\), \(\lambda_o(0, (N, \epsilon_o^{-1} g_N)) = 0\). Thus we get

(25)
\[
\lambda \geq \alpha((N, \epsilon_o^{-1} g_N), m, n, k) - \Psi(\epsilon + \epsilon_o + \delta | \lambda).
\]

Now we can prove the main result of this section which, as we will see in the next section, allows us to replace the minimal sequence by one that collapses to a smooth manifold.

**Theorem 5.2.** Let \((W, p)\) be a pointed Riemannian manifold which satisfies (13), (14). Then for any \(\delta > 0\) small enough, there is an open subset \(W' \subset W\) such that

1. \(F_o(W') \subset X'_{\text{reg}}\);
2. \(W'\) is a ball of radius \(C\delta \sqrt{\epsilon_o^{-1}}\) for some constant \(C\);\n3. \(\lambda_o(k, W') \leq \lambda_o(k, W) + \Psi(\epsilon_o + \delta | \lambda_o(k, W))\).

**Proof.** We take a ball \(Z \subset X'_{\text{reg}} \cap X'_\delta\) of radius \(C\delta \sqrt{\epsilon_o^{-1}}\), and define \(W' = W_Z\). Then, by Lemma 5.1 \(W'\) is almost a product \(N \times Z\) with the metric \(\epsilon_o^{-1} g_N \times \epsilon_o^{-1} g_Y\).

Let \(d(x')\) be the distance of a point \(x' \in X'\) to the singular locus \(X'_\text{sing} = X' \setminus X'_{\text{reg}}\). Then the curvature of \(X'\) at \(x'\) is bounded by \(C/(d(x'))^2\). If we shrink the radius of \(Z\) by half, then the curvature of \(X'\) on \(Z\), with respect to the metric \(\epsilon_o^{-1} g_Y\), is bounded by \(C\delta^{-2} \epsilon_o\). Therefore, for a fixed \(\delta\), if \(\epsilon_o = \epsilon_o(\delta)\) is small enough, then the curvature goes to zero. By Theorem 3.3 we have

\[
\lambda_o(k, W') \leq \alpha((N, \epsilon_o^{-1} g_N), m, n, k) + \Psi(\epsilon_o(\delta) + \delta) = \alpha((N, \epsilon_o^{-1} g_N), m, n, k) + \Psi(\delta).
\]

By (25), we have

\[
\lambda_o(k, W') = \alpha((N, \epsilon_o^{-1} g_N), m, n, k) + \Psi(\delta) \leq \lambda_o(k, W) + \Psi(\delta | \lambda_o(k, W)).
\]

This completes the proof of the theorem. \(\square\)
6. PROOF OF THEOREM 1.2

In this section, we prove Theorem 1.2. Let $\varepsilon_i \to 0$, and $R_i > C\varepsilon_i^{-2}$. By Proposition 2.3, there exists a minimal sequence $S = \{(x_i, R_i)\}$ such that the balls $M_i = B_{x_i}(2R_i)$ are disjoint and the curvature of $M_i = B_{x_i}(R_i)$ is bounded by $\varepsilon_i$. Let $I(x_i)$ be the injectivity radius at $x_i$.

Proof of Theorem 1.2. First, we assume that $\liminf I(x_i) > \nu$ for some $\nu > 0$. By [21, Theorem 6.7] (see also [23 (8.20)]), whenever we have a convergent sequence of pointed manifolds $(M_i, x_i)$ with injectivity radius uniformly bounded below and bounded curvature, the limit space $(X, p)$ is a smooth manifold with a $C^{1,\alpha}$-metric tensor. Since we are able to assume that the $M_i$ are $A$-regular, the convergence is in the $C^\infty$-topology, and the limit space $(X, p)$ is a smooth manifold.

In fact, the limit space $(X, p)$ is a flat and complete noncompact manifold. As a result, there are mappings $F_i : B_{x_i}(R_i) \to X$ which are diffeomorphisms of the balls $B_{x_i}(R_i)$ onto their images. Moreover the pullback metrics $(F_i^{-1})^*g_{M_i}$ are convergent to the flat metric of $X$ in the $C^\infty$-topology.

As we saw in Theorem 3.2, the essential spectrum of $X$ is a connected interval. Therefore, for any $\lambda \in \sigma_{\text{ess}}(k, \Delta, X)$, working as in the proof of Theorem 3.3, we can use the pull-backs of the approximate eigenforms on $X$ to $M$ and conclude that the essential spectrum of $M$ is a connected interval as well.

Note that in the case $I(x_i) \to \infty$ the limit space $X$ is the Euclidean space $\mathbb{R}^n$. It follows that in this case the essential spectrum on $k$-forms is $[0, \infty)$ for all $k$.

We now assume that $I(x_i) \to 0$. This is the most complicated case of the two, and requires full use of the results from the previous two sections. Let $\delta_i = (\varepsilon_i)^{1/4}$. By Theorem 5.2, we can find another sequence $M_i' \subset M_i$, and $F_i : M_i \to X'$ such that

1. $F_i(M_i') \subset X'_\text{reg}$;
2. $M_i'$ is a ball of radius $R_i' = C(\varepsilon_i)^{-1/4}$;
3. $\lambda_\delta(k, M_i') \leq \lambda_\delta(k, M_i) + \Phi(\varepsilon_i | \lambda_\delta(k, M_i))$.

Without loss of generality, we may assume that $M_i' = B_{y_i}(R_i')$, where $y_i \in M_i$ and $R_i' \to \infty$. Note that the $M_i'$ are also disjoint. Then the 3rd condition above implies that $S' = \{(y_i, R_i')\}$ is a minimal sequence. Since $S'$ satisfies the conditions of Theorem 1.2 we conclude that the essential spectrum is either empty or a connected interval. \qed

Let $\tilde{\Delta}$ denote the covariant Laplacian on $k$-forms. By the Weitzenböck formula and asymptotic flatness, we have

**Corollary 6.1.** Let $(M^n, g)$ be a complete noncompact Riemannian manifold which is asymptotically flat. Then for $0 \leq k \leq n$, $\sigma_{\text{ess}}(k, \tilde{\Delta}, M) = \sigma_{\text{ess}}(k, \Delta, M)$ and is therefore either empty or $[\alpha_k, \infty)$ for a nonnegative number $\alpha_k$, in other words it is computable.
7. The $k$-form Spectrum over Manifolds with Asymptotically Nonnegative Ricci Curvature

In this final section we prove Theorem 1.4 and Corollary 1.5. We first give the following definition for the dimension of a manifold at infinity following Cheeger and Colding.

**Definition 7.1 (Dimension at infinity).** Suppose that $M$ has asymptotically nonnegative Ricci curvature along a sequence of expanding balls as in Definition 1.3. We consider any positive sequence $\varepsilon_i \to 0$ such that $\sqrt{\varepsilon_i R_i} \to \infty$, but $\varepsilon_i^{-1} \delta_i \to 0$. Then, after possibly passing to a subsequence, $(B_{x_i}(R_i), x_i, \varepsilon_i g, \sqrt{\varepsilon_i}R_i)$ is convergent in the pointed Gromov-Hausdorff sense to a metric space $(X, p)$. We define the supremum of all the dimensions of the possible limit spaces as the dimension at infinity of $M$, and we denote it by $\dim_{\infty} M$.

If the Ricci curvature of manifold is nonnegative, then $\dim_{\infty} M$ is the dimension of the cone of the manifold at infinity. The following fact is straightforward based on the results in [11].

**Lemma 7.2.** Under the assumptions of Theorem 1.4, there exists a sequence $M_i = B_{x_i}(R_i)$ and $p_i \in M_i$, a sequence $\varepsilon_i \to 0$, and a sequence $R_i' \to \infty$ such that $d_{GH}((M_i, p_i, \varepsilon_i g, R_i'), (\mathbb{R}^q, 0, g_E, \infty)) \to 0$ as $i \to \infty$, where $q \geq 1$ is the dimension of $M$ at infinity, and $g_E$ is the standard Euclidean metric of $\mathbb{R}^q$.

The above lemma allows us to find $L^2$ approximate eigenfunctions for every spectral point $\lambda \in [0, \infty)$ for manifolds with asymptotically nonnegative Ricci curvature. This was not previously possible, even for manifolds with Ricci curvature nonnegative. It also provides a novel proof of the same result due to the second author and D. Zhou [34] without resorting to Sturm’s $L^p$ independence result [41].

**Lemma 7.3.** Let $(M, g)$ be a complete noncompact Riemannian manifold. Assume that on a sequence of geodesic balls $M_i = B_{x_i}(R_i)$ with $R_i \to \infty$ there exist $\delta_i \to 0$ such that $\text{Ric}_{M_i} \geq -\delta_i$. Then for each $\lambda \geq 0$ and each $i$ there exists a smooth function $\phi_i$ whose support lies in $M_i$ such that

$$
\|(\Delta - \lambda)\phi_i\|_{L^2(M)} \leq \Psi(i^{-1})\|\phi_i\|_{L^2(M)}.
$$

As a result, the spectrum of the Laplacian on functions over $M$ is $[0, \infty)$.

**Proof.** By Lemma 7.2 there exist a sequence $x_i \in M_i$ and $\varepsilon_i \to 0$ such that $d_{GH}((M_i, x_i, \varepsilon_i g, 5), (\mathbb{R}^q, 0, g_E, 5)) \to 0$.

By [10], there exist harmonic maps

$$
\Phi_i : (M_i, x_i, \varepsilon_i g, 3) \to \mathbb{R}^q
$$
satisfying the following properties. First, we have \( \Phi_i(M_i, x_i, \varepsilon_i g, 1) \subset (\mathbb{R}^q, 0, g_E, 2) \) and \( |\nabla \Phi_i| \leq c(n) \). Writing the map \( \Phi_i \) in coordinates, \( \Phi_i = (b_{i,1}, \ldots, b_{i,q}) \), then for \( 1 \leq j, l \leq q \), we have

\[
\int_{(M_i, x_i, \varepsilon_i g, 1)} \sum_{j,l} |\text{Hess } b_{i,j}|^2 \leq \Psi(i^{-1}) \cdot \text{Vol}((M_i, x_i, \varepsilon_i g, 1)), \quad \text{and}
\]

\[
\int_{(M_i, x_i, \varepsilon_i g, 1)} \sum_{j,l} |\nabla b_{i,j} \cdot \nabla b_{i,l} - \delta_{jl}| \leq \Psi(i^{-1}) \cdot \text{Vol}((M_i, x_i, \varepsilon_i g, 1)).
\]

The Gromov-Hausdorff convergence implies that

\[
|d(\Phi_i(q_1), \Phi_i(q_2)) - d(q_1, q_2)| \leq \Psi(i^{-1})
\]

for any \( q_1, q_2 \in (M_i, x_i, \varepsilon_i g, 1) \), where the distances are with respect to the metrics \( \varepsilon_i g \) and the Euclidean distance respectively.

In order to use the above results, we make the following rescaling. We use the diffeomorphism \( \xi_i : (M_i, x_i, g, \varepsilon_i^{-1/2}) \to (M_i, x_i, \varepsilon_i g, 1) \) and a similar map on \( (\mathbb{R}^q, 0, g_E, 1) \) to get rescaled maps

\[
\tilde{\Phi}_i : (M_i, x_i, g, \varepsilon_i^{-1/2}) \to (\mathbb{R}^q, 0, g_E, \varepsilon_i^{-1/2}), \quad \tilde{\Phi}_i = \frac{\Phi_i}{\sqrt{\varepsilon_i}} = (\tilde{b}_{i,1}, \ldots, \tilde{b}_{i,q}),
\]

which are also harmonic. It is clear that the rescaled maps also satisfy \( |\nabla \tilde{\Phi}_i| \leq c(n) \) and

\[
\int_{(M_i, x_i, g, \varepsilon_i^{-1/2})} \sum_{j,l} |\text{Hess } \tilde{b}_{i,j}|^2 \leq \Psi(i^{-1}) \cdot \text{Vol}((M_i, x_i, g, \varepsilon_i^{-1/2})),
\]

\[
\int_{(M_i, x_i, g, \varepsilon_i^{-1/2})} \sum_{j,l} |\nabla \tilde{b}_{i,j} \cdot \nabla \tilde{b}_{i,l} - \delta_{jl}| \leq \Psi(i^{-1}) \cdot \text{Vol}((M_i, x_i, g, \varepsilon_i^{-1/2})).
\]

For any \( q_1, q_2 \in (M_i, x_i, g, \varepsilon_i^{-1/2}) \), we have

\[
|d(\tilde{\Phi}_i(q_1), \tilde{\Phi}(q_2)) - d(q_1, q_2)| \leq \Psi(i^{-1})\varepsilon_i^{-1/2}
\]

where \( d(x, y) \) denotes the distance in the (rescaled) respective metrics. In particular, if we take \( q = q_1 \), and \( \tilde{\Phi}(q_2) = 0 \), we have

\[
||\tilde{\Phi}_i||(q) - d(q, q_2)| = \Psi(i^{-1})\varepsilon_i^{-1/2}
\]

where \( ||\tilde{\Phi}_i|| = \sqrt{\tilde{b}_{i,1}^2 + \cdots + \tilde{b}_{i,q}^2} \).

Let \( \chi_i(r) \) be a smooth function on \( \mathbb{R} \) such that \( \chi_i(r) = 1 \) for \( |r| \leq \varepsilon_i^{-1/2}/2 \); \( \chi_i(r) = 0 \) for \( |r| > \varepsilon_i^{-1/2} \); and \( |\chi_i'| \leq 4\sqrt{\varepsilon_i} \). Since \( \tilde{\Phi}_i \) is harmonic, a straightforward computation shows
that
\[ ||\nabla\bar{\Phi}_i||^2 - 1 || \leq C \sum_{j,l} |(\nabla\bar{b}_{i,j}, \nabla\bar{b}_{i,l}) - \delta_{jl}|, \quad |\Delta\bar{\Phi}_i|| \leq C \frac{\sum_{j,l} |(\nabla\bar{b}_{i,j}, \nabla\bar{b}_{i,l}) - \delta_{jl}|}{|\bar{\Phi}_i|}.\]

Define
\[ \phi_i = e^{i\sqrt{\lambda_{\bar{b}_{i,1}}}} \chi_i(|\bar{\Phi}_i|).\]

By (28), we know that \( \phi_i \) is a smooth function with compact support. For \( \varepsilon_i^{-1/2} / 2 < |\bar{\Phi}_i| < \varepsilon_i^{-1/2} \), we have
\[ |(\Delta - \lambda)\phi_i|^2 \leq C \left| \nabla\bar{b}_{i,1} \right|^2 - 1 \right| + C \sqrt{\varepsilon_i}, \]
and for all other values of \( |\bar{\Phi}_i| \) the left side is zero. Estimate (26) gives
\[ \| (\Delta - \lambda)\phi_i \|^2_{L^2(M)} \leq \Psi(i^{-1}) \cdot \text{Vol}(\{ M_i, x_i, g, \varepsilon_i^{-1/2} \}). \]

By (28),
\[ \{ q \mid |\bar{\Phi}_i|(q) < \varepsilon_i^{-1/2}/2 \} \supset B_p((1 - \Psi(i^{-1}))\varepsilon_i^{-1/2}/2). \]

Therefore,
\[ \|\phi_i\|^2_{L^2(M)} \geq \text{Vol}(\{ M_i, x_i, g, (1 - \Psi(i^{-1}))\varepsilon_i^{-1/2}/2 \}). \]

Since the Ricci curvature is asymptotically nonnegative, we have the following volume comparison inequality
\[ \text{Vol}(\{ M_i, x_i, g, \varepsilon_i^{-1/2} \}) \leq C \text{Vol}(\{ M_i, x_i, g, (1 - \Psi(i^{-1}))\varepsilon_i^{-1/2}/2 \}). \]

The lemma is proved by combining the above inequalities. \( \square \)

Finally, we are able to prove Theorem 1.4, which is an extension of Lemma 7.3.

**Proof of Theorem 1.4** Assume that \( k \leq q \). Define the test \( k \)-forms
\[ \omega_i = \phi_i \, d\bar{b}_{i,1} \wedge \cdots \wedge d\bar{b}_{i,k} \]
where \( \phi_i \) and \( \bar{b}_{i,j} \) are defined as in Lemma 7.3. By the Weitzenböck formula, it is well known that
\[ \left( \Delta - \lambda \right) \omega_i = (\Delta \phi_i - \lambda \phi_i) \, d\bar{b}_{i,1} \wedge \cdots \wedge d\bar{b}_{i,k} - 2 \nabla \nabla \phi_i \, (d\bar{b}_{i,1} \wedge \cdots \wedge d\bar{b}_{i,k}) \]
\[ + \phi_i \Delta (d\bar{b}_{i,1} \wedge \cdots \wedge d\bar{b}_{i,k}). \]
Fix any $\alpha > 1$. Using formula (30) together with the properties of the $\bar{b}_{i,j}$ we get, for $\gamma = 1, 2$, that
\begin{equation}
\left| (\alpha + \Delta)^{-\gamma} \omega_i, (\Delta - \lambda) \omega_i \right| \\
\leq C \| \phi_i \|_{L^2(M)} \cdot \left[ \left| (\Delta - \lambda) \phi_i \right|_{L^2(M)} + \| \nabla \phi_i \cdot \text{Hess } \tilde{\phi}_i \|_{L^2(M)} \right] \\
+ \left| (\alpha + \Delta)^{-\gamma} \omega_i, \phi_i \Delta (d\tilde{b}_{i,1} \wedge \cdots \wedge d\tilde{b}_{i,k}) \right|,
\end{equation}
where we have used the fact that $(\alpha + \Delta)^{-\gamma}$ is bounded on $L^2$ for the first two terms in the right side.

By the proof of Lemma 7.3 and (26), we have
\begin{equation}
\| (\Delta - \lambda) \phi_i \|_{L^2(M)} + \| \nabla \phi_i \cdot \text{Hess } \tilde{\phi}_i \|_{L^2(M)} \\ 
\leq \Psi(i^{-1}) \cdot \sqrt{\text{Vol}((M, x, g, \varepsilon_i^{-1/2}))}. \tag{32}
\end{equation}
For the third term in the right side of (31), we let $\eta_i = (\alpha + \Delta)^{-\gamma} \omega_i$ and observe that
\begin{equation}
\left| (\eta_i, \phi_i \Delta (d\tilde{b}_{i,1} \wedge \cdots \wedge d\tilde{b}_{i,k})) \right| = \left| (\delta(\phi_i \eta_i), \delta(d\tilde{b}_{i,1} \wedge \cdots \wedge d\tilde{b}_{i,k})) \right|
\end{equation}
Since $\delta(\phi_i \eta_i) = -i(\nabla \phi_i) \eta_i + \phi_i \delta \eta_i$, and
\begin{align*}
\| \delta \eta_i \|_{L^2(M)}^2 & \leq \| \delta \eta_i \|_{L^2(M)}^2 + \| d \eta_i \|_{L^2(M)}^2 = (\eta_i, \Delta (\alpha + \Delta)^{-\gamma} \omega_i) \\
& = (\eta_i, (\Delta + \Delta)^{-\gamma} \omega_i) - \alpha(\eta_i, (\Delta + \Delta)^{-\gamma} \omega_i) \leq C \| \omega_i \|_{L^2(M)}^2,
\end{align*}
we have $\| \delta(\phi_i \eta_i) \|_{L^2(M)} \leq C \| \omega_i \|_{L^2(M)}$. Therefore, by (26)
\begin{equation}
\left| (\delta(\phi_i \eta_i), \delta(d\tilde{b}_{i,1} \wedge \cdots \wedge d\tilde{b}_{i,k})) \right| \\
\leq C \| \omega_i \| \| \text{Hess } \tilde{\phi}_i \| \leq \sqrt{\Psi(i^{-1}) \| \omega_i \|_{L^2(M)} \cdot \sqrt{\text{Vol}((M, x, g, \varepsilon_i^{-1/2}))}}. \tag{33}
\end{equation}
In order to estimate the $L^2$-norm of $\omega_i$ from below, we use the following fact from linear algebra
\begin{equation}
|d\tilde{b}_{i,1} \wedge \cdots \wedge d\tilde{b}_{i,k}|^2 \geq 1 - c(n) \sum_{j,l} |(\nabla \tilde{b}_{i,j}, \nabla \tilde{b}_{i,l}) - \delta_{jl}|.
\end{equation}
Thus for $i$ sufficiently large we obtain
\begin{equation}
\| \omega_i \|^2 \geq \int_{|\tilde{b}_i| < \varepsilon_i^{-1/2}} |d\tilde{b}_{i,1} \wedge \cdots \wedge d\tilde{b}_{i,k}|^2 \geq C \text{Vol}((M, x_i, g, (1 - \Psi(i^{-1}))\varepsilon_i^{-1/2}/2)). \tag{34}
\end{equation}

Using (31), (32), (33) and (34), together with the volume comparison inequality (29), we get
\begin{equation}
\left| (\alpha + \Delta)^{-\gamma} \omega_i, (\Delta - \lambda) \omega_i \right| \leq \Psi(i^{-1}) \| \omega_i \|^2
\end{equation}
for $\gamma = 1, 2$. Then by the generalized Weyl Criterion (Corollary [A,3], $\lambda \in \sigma_{ess}(k, \Delta, M)$ for $k \leq q$. The case $k \geq n - q$ follows from Poincaré Duality.\hfill \Box
Remark 7.4. Contrary to Lemma 7.3, the Cheeger-Colding estimates do not appear sufficient to prove Theorem 1.4 using the classical Weyl criterion for the case of $k$-forms with $1 \leq k \leq n/2$. This is due to the fact that they do not provide adequate $L^2$-estimates for the third term in the right side of (30). Our generalized Weyl criterion allowed us to simplify this term by considering instead the third term in (31) and integrating by parts.

Since $q \geq 1$, the result of Theorem 1.4 is true over a manifold with asymptotically nonnegative Ricci curvature for the case of functions and 1-forms and is therefore consistent with [8] where it was proved that the 1-form spectrum always contains the function spectrum. Our result partially addresses the $k$-form spectrum of these manifolds for $k > 1$, which was until now completely open.

Proof of Corollary 1.5. It is well known that if the volume of $M$ satisfies (1), then the dimension of the manifold at infinity is at least $s$. The corollary then follows from Theorem 1.4.

\[ \square \]

8. Examples and Further Discussions

In the section we include a few interesting examples of manifolds where we can compute the essential spectrum on $k$-forms explicitly, and then discuss Conjecture 1.6.

Example 8.1. Let $(K^3_o, g_o)$ denote the compact flat three-manifold constructed by Hantsche and Wendt in 1935 with first Betti number zero. Consider the warped product manifold $M^4 = \mathbb{R} \times \varphi K^3_o$ with metric $dr^2 + \varphi(r)^2 g_o$ and $\varphi(r) = |r|^{-1}$ for $|r| \geq r_o$. Then, the sectional curvature, and hence the curvature tensor, of $M$ is asymptotically zero satisfying $|Rm(M)| \leq c/r^2$ for $|r| \geq 2r_o$.

By [6, Theorem 1.3], $\sigma_{ess}(0, \Delta) = [0, \infty)$. Using [8, Theorem 4.1] we also get $\sigma_{ess}(1, \Delta) = [0, \infty)$. Poincaré duality gives

$\sigma_{ess}(k, \Delta) = [0, \infty)$ for $k = 0, 1, 3, 4$.

At the same time, it is easy to see that any minimal sequence as obtained in Proposition 2.3 collapses in the pointed Gromov-Hausdorff sense to $\mathbb{R}$. Moreover, any minimal sequence is close to a product manifold as in Theorem 3.3 with fiber $N_i = K^3_o$ which shrinks as $i \to \infty$. As a result,

$\sigma_{ess}(2, \Delta) = \emptyset$.

This result is also consistent with what one can get by decomposing the Laplacian on 2-forms over a manifold with a pole as in [19, Section 4]. In this case, due to the positive first eigenvalue on 1-forms and 2-forms of the cross-section $K^3_o$, the Laplacian on 2-forms reduces to second order operators on the real line whose potential becomes infinite, and hence have only discrete spectrum.
Example 8.2. Consider now a more general warped product manifold $M^n = \mathbb{R} \times \varphi K^{n-1}$ where $K^{n-1}$ is a compact flat manifold. We endow $M$ with the metric $dr^2 + \varphi(r)^2 g_o$ and $\varphi(r) = |r|^{-1}$ for $|r| \geq r_o$. Let $b_k$ denote the $k^{th}$ Betti number of $K$. Again the curvature tensor of $M$ is asymptotically zero. Working as in the previous example we get that for $1 \leq k \leq n/2$

$$\sigma_{ess}(k, \Delta) = \emptyset \quad \text{whenever} \quad b_{k-1} = b_k = 0,$$

$$\sigma_{ess}(k, \Delta) = [0, \infty) \quad \text{otherwise}.$$

We now consider doubly warped product manifolds of the type $M = I \times \varphi K^p_1 \times \psi K^q_2$ where $I \subset \mathbb{R}$ for $r \in I$, and $(K^p_1, g_1)$ and $(K^q_2, g_2)$ are compact Riemannian manifolds of dimension $p$ and $q$ respectively. The functions $\varphi(r)$, $\psi(r)$ define the doubly warped metric on $M$, which is given by

$$g = d\rho^2 + \varphi(\rho)^2 g_1 + \psi(\rho)^2 g_2$$

In the case when the manifolds $K_1$, $K_2$ are flat, then following the same procedure as in [37, Chapter 3] the sectional curvatures of $M$ are convex linear combination of

$$-\frac{\varphi''}{\varphi}, -\frac{\psi''}{\psi}, \left(\frac{\varphi'}{\varphi}\right)^2, \left(\frac{\psi'}{\psi}\right)^2, -\frac{\varphi' \psi'}{\varphi \psi}.$$

If on the other hand $K_1$ is a $p$-dimensional sphere $S^p$, then the third term in the list above must be replaced by $(1 - (\varphi')^2)/\varphi^2$, and similarly for the fourth term if $K_2$ becomes $S^q$.

Using a doubly warped product we can also construct manifolds for which

$$\sigma_{ess}(k, \Delta) = [\alpha_k, \infty) \quad \text{for} \quad 0 \leq k \leq m < n/2,$$

$$\sigma_{ess}(k, \Delta) = \emptyset \quad \text{for} \quad m < k \leq n/2$$

for some $m$, with $0 \leq \alpha_k < \infty$. One such example is the following.

Example 8.3. With $K^3_o$ as in the previous example, we construct the 13-dimensional manifold

$$M^{10} = \mathbb{R} \times \varphi K^3_o \times \psi (K^3_o \times K^3_o \times K^3_o)$$

with $\varphi(r) = C_o$, a constant for all $r$, and $\psi(r) = 1/r$ for $|r| \geq r_o$. Then as in the previous example, the sectional curvature, and hence the curvature tensor, of $M$ is again asymptotically zero satisfying $|Rm(M)| \leq c/r^2$.

Then

$$\sigma_{ess}(k, \Delta) = [0, \infty) \quad \text{for} \quad k = 0, 1, 3, 4$$

$$\sigma_{ess}(2, \Delta) = [\alpha_2, \infty), \quad \text{and}$$

$$\sigma_{ess}(k, \Delta) = \emptyset \quad \text{for} \quad k = 5, 6,$$

where $\alpha_2$ is the first eigenvalue of the Laplacian on 1-forms over $K_o$. The result for the spectrum on 5-forms and 6-forms, follows from the fact that any minimal sequence collapses
in the pointed Gromov-Hausdorff sense to a 4-dimensional manifold, and there are no harmonic 5-forms, nor 6-forms on $M$. For $7 \leq k \leq 13$, we get the spectrum by Poincaré duality.

We end this paper by discussing Conjecture [1.6] where we claimed that whenever Ricci curvature is asymptotically non-negative, then the spectrum of the Laplacian on differential $k$-forms is computable for all $k$. For the function spectrum, the conjecture holds (cf. [3.12]). By [8] and Poincaré duality, for $k = 1, n - 1, n$, $\sigma_{\text{ess}}(k, \Delta) = [0, \infty)$ as well. For the general case, we first make the following observation.

**Proposition 8.4.** Let $\lambda \in \mathbb{R}$ be a non-negative real number, and $B_{p_i}(R_i)$ a sequence of disjoint balls with $R_i \to \infty$. Let $\omega_i$ be a $k$-form $B_{p_i}(R_i)$ such that $\Delta \omega_i = \lambda \omega_i$ (note that no boundary conditions on $\omega_i$ are assumed). Then, $\lambda \in \sigma_{\text{ess}}(k, \Delta)$ if there exists a sequence $R_i' < R_i - 3$, $R_i' \to \infty$, such that

$$(R_i - R_i')^2 \int_{B_{p_i}(R_i) \setminus B_{p_i}(R_i')} |\omega_i|^2 \leq \Psi(i^{-1}) \int_{B_{p_i}(R_i')} |\omega_i|^2.$$  

**Proof.** For any smooth $k$-form $\omega$, and smooth function $\rho$ we have the identity

$$\Delta(\rho \omega) - \rho \Delta \omega = d\rho \wedge \delta \omega - \iota(\rho d\omega) - d(\iota(d\rho) \omega) + \delta(d\rho \wedge \omega)$$

where $\iota$ denotes the contraction operator. Therefore, for $\gamma \geq 1$ we get

$$((\Delta - \lambda)(\rho \omega), (\Delta + 1)^{-\gamma}(\rho \omega)) = (\rho(\Delta - \lambda) \omega, (\Delta + 1)^{-\gamma}(\rho \omega)) + ((d\rho \wedge \delta - \iota(d\rho) d\omega, (\Delta + 1)^{-\gamma}(\rho \omega))$$

$$- (\iota(d\rho) \omega, \delta(\Delta + 1)^{-\gamma}(\rho \omega)) + (d\rho \wedge \omega, d(\Delta + 1)^{-\gamma}(\rho \omega)).$$

Let $\rho$ be a cut-off function such that $\rho \equiv 1$ on $B_{p_i}(R_i' + 1)$ and $\rho \equiv 0$ outside $B_{p_i}(R_i - 1)$. Consider the annulus $A_i = B_{p_i}(R_i - 1) \setminus B_{p_i}(R_i' + 1)$. Setting $\omega = \omega_i$, since $(\Delta - \lambda) \omega = 0$ on $A_i$, we have

$$||((\Delta - \lambda)(\rho \omega), (\Delta + 1)^{-\gamma}(\rho \omega))|| \leq C(R_i - R_i')^{-1} ||\delta \omega||_{L^2(A_i)} + ||d\omega||_{L^2(A_i)} + ||\omega||_{L^2(A_i)} \cdot ||\rho \omega||_{L^2(M)}.$$

Let $\tilde{\rho}$ be another cut-off function such that $\tilde{\rho} \equiv 1$ on $A_i$; $\tilde{\rho}$ vanishes outside the annulus $B_{p_i}(R_i) \setminus B_{p_i}(R_i')$; and $|\nabla \tilde{\rho}| \leq 2$. Using integration by parts and Young’s inequality, we get

$$||\delta \omega||^2_{L^2(A_i)} + ||d\omega||^2_{L^2(A_i)} \leq ||\tilde{\rho}^2 \delta \omega||^2_{L^2} + ||\tilde{\rho}^2 d\omega||^2_{L^2} \leq C||\omega||^2_{L^2(B_{p_i}(R_i) \setminus B_{p_i}(R_i'))}.$$

Therefore,

$$(36) \quad ||((\Delta - \lambda)(\rho \omega), (\Delta + 1)^{-\gamma}(\rho \omega))|| \leq C(R_i - R_i')^{-1} ||\omega||_{B_{p_i}(R_i) \setminus B_{p_i}(R_i')} \cdot ||\rho \omega||_{L^2(M)}.$$

The proposition follows by Corollary [A.3]. \qed
Corollary 8.5. Let \( p \in M \) be a fixed point and let \( \omega \) be a smooth form on \( M \) such that \( \Delta \omega = \lambda \omega \). If \( \int_{B_p(R)} |\omega|^2 \) is of subexponential growth with respect to \( R \), then \( \lambda \in \sigma(k, \Delta) \). If in addition to the above, \( \int_M |\omega|^2 = \infty \), then \( \lambda \in \sigma_{\text{ess}}(k, \Delta) \).

Proof. We consider smooth cut-off functions \( \rho_n \) such that
\[
\rho_n = \begin{cases} 1 & n < d(x, p) < n + 1 \\ 0 & d(x, p) < n - 1 \text { or } d(x, p) > n + 2 \end{cases},
\]
and \( |\nabla \rho_n| \leq 2 \). Let \( \omega_n = \rho_n \omega \). Then by a similar argument as in (36), we have
\[
|((\Delta - \lambda)(\omega_n), (\Delta + 1)^{-\gamma}(\omega_n))| \leq C \|\omega\|_{B_p(n+1) \setminus B_p(n)} \cdot \|\omega_n\|_{L^2(M)}.
\]
Since \( \int_{B_p(R)} |\omega|^2 \) is of subexponential growth, then for any \( \varepsilon > 0 \), there are infinitely many \( n_j \)'s such that
\[
\|\omega\|_{B_p(n_j+1) \setminus B_p(n_j)} \leq \varepsilon \|\omega_{n_j}\|_{L^2(M)}.
\]
Again by Corollary A.3 this completes the proof. \( \square \)

Remark 8.6. An important aspect of both Proposition 8.4 and Corollary 8.5 is that they require no curvature assumptions on the manifold. This is made possible by our generalized Weyl Criterion. The classical Weyl criterion on the other hand, would have required at least a lower bound on the Ricci curvature as well as Cheeger-Colding theory in order to reach the same result.

Proposition 8.4 allows us to make the following observation with regards to Conjecture 1.6. Consider a complete Riemannian manifold \( M \), of dimension \( n \), and assume that \( \sigma_{\text{ess}}(k, \Delta) \neq \emptyset \). By Proposition 8.4, a generalized eigenvalue of the Laplacian on \( B_{p_i}(R_i) \), in the sense that \( \Delta \omega_i = \lambda \omega_i \), will belong to the essential spectrum whenever \( \int_{B_{p_i}(R_i)} |\omega_i|^2 \) is at least a certain proportion of the total \( \int_{B_{p_i}(R_i)} |\omega_i|^2 \). In other words, whenever \( \omega_i \) does not concentrate on the annulus \( B_{p_i}(R_i) \setminus B_{p_i}(R'_i) \), then Conjecture 1.6 should be true, because any number above the bottom of the essential spectrum would belong to the spectrum of the Laplacian. If assume the opposite i.e. \( \omega_i \) concentrates on the annulus) then \( \omega_i \) would satisfy the conditions
\[
\Delta \omega_i = \lambda \omega_i, \quad \int_{B_{p_i}(R_i) \setminus B_{p_i}(R'_i)} \|\omega_i\|^2 = 1
\]
\[
\omega_i|_{\partial B_{p_i}(R_i)} = d^\ast \omega_i|_{\partial B_{p_i}(R_i)} = 0
\]
\[
\|\omega_i\|_{L^\infty(\partial B_{p_i}(R'_i))} + \|\nabla \omega_i\|_{L^\infty(\partial B_{p_i}(R'_i))} \leq \varepsilon
\]
for some \( \varepsilon \) sufficiently small. The last inequality follows from the fact that \( \int_{B_{p_i}(R'_i)} |\omega_i|^2 \) is sufficiently small.
If $\varepsilon = 0$, then by the maximum principle, $\omega_i \equiv 0$, which is a contradiction. So the proof of Corollary 1.6 is related to an effective version of the maximum principle, which we formulate it in terms of the following conjecture (for functions only) precisely.

**Conjecture 8.7.** Let $M$ be a compact Riemannian manifold with smooth boundary. Assume that the Ricci curvature of $M$ is nonnegative; the second fundamental form of the boundary is bounded; and the diameter of $M$ is 1. Let $f$ be a function on $M$ such that

$$\Delta f = \lambda f.$$  

Moreover, there is an $\varepsilon > 0$ sufficiently small such that

$$\|f\|_{L^\infty(\partial M)} \leq \varepsilon, \quad \text{and} \quad \|\nabla f\|_{L^\infty(D)} \leq \varepsilon$$

on $D \subset M$ such that $\text{meas}(D)$ is large. Then,

$$\|f\|_{L^\infty(M)} \leq \Psi(\varepsilon \mid n, \lambda)/\Psi_1(\text{meas}(D) \mid n, \lambda),$$

where $\Psi$, $\Psi_1$ are functions as in (2).

We believe that the conjecture can be proved using the Cheeger-Colding Theory, and anticipate that this approach would give a path towards the proof of Conjecture 1.6. We plan to further explore it in future work.

**Appendix A. A generalized Weyl criterion**

Let $H$ be a densely defined, self-adjoint and nonnegative operator on a Hilbert space $\mathcal{H}$. The norm and inner product on $\mathcal{H}$ are respectively denoted by $\| \cdot \|$ and $(\cdot, \cdot)$. Let $\text{Dom}(H)$ denote the domain of $H$. Here we prove a qualitatively and quantitatively stronger criterion to locate the spectrum of $H$ than that in [6]. In the paper [6], we called such a criterion a generalized Weyl Criterion, in contrast to the classical Weyl criterion, and we discussed the limitations of the latter. For a different version of the generalized Weyl criterion see [27], and for a further application see [8].

**Theorem A.1** (The Classical Weyl Criterion). Let $H$ be defined as above. We fix $\lambda \geq 0$, and $\delta > 0$. Then

$$\text{dist}(\lambda, \sigma(H)) < \delta$$

if and only if there exists a sequence $\{\psi_j\}_{j \in \mathbb{N}} \subset \text{Dom}(H)$ with $\|\psi_j\| = 1$ $\forall j \in \mathbb{N}$, such that

$$\|(H - \lambda)\psi_j\| \leq \delta.$$  

Moreover,

$$\text{dist}(\lambda, \sigma_{\text{ess}}(H)) < \delta$$

if and only if, in addition to the above inequality, we have $\psi_j \to 0$ weakly as $j \to \infty$. 

We call \( \psi_j \) an *approximate* eigenfunction of \( \lambda \). In the case that \( H \) is the Hodge Laplacian, we call \( \psi_j \) an *approximate* eigenform.

Let \( f, g \) be two bounded positive continuous functions on \( [0, \infty) \), with \( g \) satisfying the following additional property: for any \( \lambda \geq 0 \), there exists a positive constant \( c \) such that \( g(t)(t - \lambda) \geq c > 0 \) on the interval \( [\lambda + 1, \infty) \). We define the following three constants: for a fixed \( \lambda \geq 0 \) we set

\[
c_0 = \max(\sup f(t), \sup g(t)); \quad c_1(\lambda) = \inf_{t \in [0,\lambda]} f(t); \quad c_2(\lambda) = \min \left( \inf_{t \in [\lambda, \lambda + 1]} g(t), \inf_{t \in [\lambda + 1, \infty)} g(t)(t - \lambda) \right); \quad c_3(\lambda) = \lambda \sup_{t \in [0,\lambda]} g(t).
\]

**Theorem A.2** (The Generalized Weyl Criterion). Let \( H \) be defined as above. We fix \( \lambda \geq 0 \), and \( 0 < \delta < c_0 \). If

\[
\mathrm{dist}(\lambda, \sigma(H)) < \delta/c_0,
\]

then there exists a sequence \( \{\psi_j\}_{j \in \mathbb{N}} \subset \mathcal{D}(H) \) with \( \|\psi_j\| = 1 \) \( \forall j \in \mathbb{N} \), such that

1. \( |(f(H) - \lambda)\psi_j, (H - \lambda)\psi_j| \leq \delta \), and
2. \( |(g(H)\psi_j, (H - \lambda)\psi_j)| \leq \delta \).

Whenever \( \mathrm{dist}(\lambda, \sigma_{\text{ess}}(H)) < \delta/c_0 \), then in addition to the above properties, we have

(3) \( \psi_j \to 0 \), weakly as \( j \to \infty \) in \( \mathcal{H} \).

On the other hand, if properties (1),(2) are satisfied for a sequence of \( \{\psi_j\}_{j \in \mathbb{N}} \subset \mathcal{D}(H) \) with \( \|\psi_j\| = 1 \) \( \forall j \in \mathbb{N} \), and \( c_1(\lambda), c_2(\lambda) > 0 \), then for some constant \( c(\lambda) > 0 \)

\[
\mathrm{dist}(\lambda, \sigma(H)) \leq c(\lambda) \cdot \delta^{1/3}
\]

in the case \( \lambda > 0 \). In the case \( \lambda = 0 \) we can show \( \mathrm{dist}(\lambda, \sigma(H)) \leq \delta/c_2(\lambda) \).

If the \( \{\psi_j\}_{j \in \mathbb{N}} \) also satisfy (3), then the above upper bounds also hold for \( \mathrm{dist}(\lambda, \sigma_{\text{ess}}(H)) \).

In this paper we take \( f(t) = (t + \alpha)^{-2} \) and \( g(t) = (t + \alpha)^{-1} \) for some positive number \( \alpha \). Observe that for any integer \( \gamma \geq 0 \), we have

\[
((H + \alpha)^{-\gamma}(H - \lambda)\psi_j, (H - \lambda)\psi_j) = ((H + \alpha)^{-\gamma+1}\psi_j, (H - \lambda)\psi_j) - (\alpha + \lambda) ((H + \alpha)^{-\gamma}\psi_j, (H - \lambda)\psi_j).
\]

Using the above identity, we obtain the following useful criterion

**Corollary A.3.** A nonnegative real number \( \lambda \) belongs to the spectrum \( \sigma(H) \) if, and only if, there exists a constant \( \alpha > 0 \) and \( \{\psi_j\}_{j \in \mathbb{N}} \subset \mathcal{D}(H) \) with \( \|\psi_j\| = 1 \) \( \forall j \in \mathbb{N} \), such that

1. \( ((H + \alpha)^{-\gamma}\psi_j, (H - \lambda)\psi_j) \to 0 \) for \( \gamma = 1, 2 \).

Moreover, \( \lambda \) belongs \( \sigma_{\text{ess}}(H) \) if, and only if, in addition to the above properties

(2) \( \psi_j \to 0 \), weakly as \( j \to \infty \) in \( \mathcal{H} \).
Furthermore, if for some $0 < \delta < 1$

$$
|((H + \alpha)^{-\gamma}\psi_j; (H - \lambda)\psi_j)| \leq \delta
$$

for $\gamma = 1, 2$ and for all $j$, then there exists a constant $c(\lambda, \alpha) > 0$, such that

$$
\text{dist}(\lambda, \sigma(H)) < c(\lambda, \alpha) \cdot \delta^{1/3}.
$$

Proof of the Theorem A.2. The proof of the first part of the theorem is identical to that in [6]. For the reverse statement we use the assumptions on $H$ to write $H = \int_0^\infty t dE(t)$ for the spectral measure $E$ of $H$.

When $\lambda > 0$, we assume that $\text{dist}(\lambda, \sigma(H)) > \varepsilon$ for some $\varepsilon < \min(\lambda, 1)$. Let $P = E([0, \lambda-\varepsilon])$. $P$ is the orthogonal projection operator which can be used to write $\psi_j = \psi_j^1 + \psi_j^2$, where $\psi_j^1 = P\psi_j$, and $\psi_j^2 = \psi_j - \psi_j^1$.

By the spectral decomposition, given the assumptions on $f$ and $g$ we get

$$
(f(H)(H - \lambda)\psi_j, (H - \lambda)\psi_j) \geq c_1(\lambda)\varepsilon^2\|\psi_j^1\|^2 \quad \text{and}
$$

$$
(g(H)\psi_j, (H - \lambda)\psi_j) \geq c_2(\lambda)\varepsilon\|\psi_j^2\|^2 - c_3(\lambda)\|\psi_j^1\|^2.
$$

If the criteria (1), (2) are satisfied, then, by the two inequalities above

$$
\delta \geq c_1(\lambda)\varepsilon^2 x \quad \text{and} \quad \delta \geq c_2(\lambda)\varepsilon(1 - x) - c_3(\lambda)x,
$$

where $x = \|\psi_j^1\|^2$. Using the first inequality to eliminate $x$ from the second, we have

$$
\delta \geq \frac{c_1(\lambda)c_2(\lambda)\varepsilon^3}{c_1(\lambda)\varepsilon^2 + c_2(\lambda)\varepsilon + c_3(\lambda)} \geq c(\lambda)\varepsilon^3
$$

which proves the upper bound for $\varepsilon$. If (3) is satisfied, then the estimate holds for $\sigma_{\text{ess}}(H)$.

In the case $\lambda = 0$ we have $c_3(\lambda) = x = 0$, and we get the estimate $\varepsilon < \delta/c_2(\lambda)$. \hfill \Box

Appendix B. Proof of Theorem 3.3

Proof. We consider the two operators that make up the Laplacian $\Delta$ on $k$-forms

$$
\mathcal{L}^1 = \delta d, \quad \mathcal{L}^2 = d\delta.
$$

Each one of the above operators has a self-adjoint Friedrichs extension which is nonnegative and $\text{Dom}(k, \Delta) = \text{Dom}(k, \mathcal{L}^1) \cap \text{Dom}(k, \mathcal{L}^2)$. By the Hodge decomposition theorem on complete manifolds [8, 35] for any $0 \leq k \leq n$ we get

$$
\sigma_{\text{ess}}(k, \mathcal{L}^1) \cup \sigma_{\text{ess}}(k, \mathcal{L}^2) \setminus \{0\} \subset \sigma_{\text{ess}}(k, \Delta) \subset \sigma_{\text{ess}}(k, \mathcal{L}^1) \cup \sigma_{\text{ess}}(k, \mathcal{L}^2). \tag{39}
$$

Let $\Delta_i$ be the Laplacian corresponding to the metric $g_i$ on $k$-forms. Since $g_i$ is the product metric, we have $\sigma(k, \Delta_i) = \sigma_{\text{ess}}(k, \Delta_i) = [\alpha(N_i, m, n, k), \infty)$. By Poincaré duality, we have $\sigma_{\text{ess}}(k, \mathcal{L}^2) = \sigma_{\text{ess}}(n-k, \mathcal{L}^1)$. Using this, we can reduce the proof of the theorem to the following version.
We define $\mathcal{L}_M^1 = \delta_M d_M$ and $\mathcal{L}_i^1 = \delta_i d_i$, where $d_M, \delta_M$ (resp. $d_i, \delta_i$) are the exterior derivative operator and its adjoint on the manifold $M$ (resp. $N_i \times \mathbb{R}^m$). By (39), to prove the theorem it suffices to show the following inclusion:

$$
\sigma_{\text{ess}}(k, \mathcal{L}_M^1) \supset \bigcap_{j=1}^{\infty} \bigcup_{i>j} \sigma_{\text{ess}}(k, \mathcal{L}_i^1).
$$

We will use the generalized Weyl criterion to prove the above containment. Denote the $L^2$ pairing on $(M, g_M)$ by $(\cdot, \cdot)_M$ and on $(N_i \times \mathbb{R}^m, g_i)$ by $(\cdot, \cdot)_i$, and the respective norms by $\| \cdot \|_M$ and $\| \cdot \|_i$. Let $\lambda > 0$ be a positive number and assume that

$$
\lambda \in \bigcap_{j=1}^{\infty} \bigcup_{i>j} \sigma_{\text{ess}}(k, \mathcal{L}_i^1).
$$

Then there is a subsequence of positive integers $a_j$ such that $\lambda \in \sigma_{\text{ess}}(k, \mathcal{L}_{a_j}^1)$ for all $j$. For simplicity we rename $a_j = j$. By Corollary A.3 there exists a sequence of compactly supported $k$-forms $\{\psi_j\}_{j \in \mathbb{N}}$ with $\|\psi_j\|_j = 1$ such that for $\gamma = 1, 2$

$$
(40) \quad \left|((\mathcal{L}_j^1 + 1)^{-\gamma} \psi_j, (\mathcal{L}_j^1 - \lambda)\psi_j)_j\right| \to 0.
$$

Let $p_j = f_j(x_j)$. Since the $N_j$ have a uniformly bounded diameter, we may assume, without loss of generality, that there exists a sequence of numbers $R_j \to \infty$ such that the support of $\psi_j$ lies in $B_{p_j}(R_j) \subset N_j \times \mathbb{R}^m$ and the support of $\omega_j = (f_j)^{\gamma}(\psi_j)$ lies in $B_{x_j}(R_j)$.

Let $Q^1_M$ and $Q^1_j$ denote the associated quadratic forms of $\mathcal{L}_M^1$ and $\mathcal{L}_j^1$ respectively. Then $Q^1_M(\omega) = (d_M \omega, d_M \omega)_M$ and $Q^1_j(\omega) = (d_j \omega, d_j \omega)_j$. For $j$ large enough

$$
(41) \quad \left|Q^1_M(\omega_j) - Q^1_j(\psi_j)\right| = \|((f_j)^{\gamma}(d_j \psi_j))_M - d_j \psi_j\|_j^2 \leq \Psi(j^{-1}) \|d_j \psi_j\|_j^2
$$

by assumption (7) and the fact that the exterior derivative is independent of the metric.

Moreover, using a perturbation argument as in [8] one can show that under assumption (11) the resolvent operators also satisfy an $\varepsilon$-approximation estimate of the type

$$
\left|((\mathcal{L}_M^1 + 1)^{-\gamma} \omega_j, \omega_j)_M - ((\mathcal{L}_j^1 + 1)^{-\gamma} \psi_j, \psi_j)_j\right| \leq \Psi(j^{-1}) \|\psi_j\|_j^2
$$

for $\gamma = 1, 2$. Since,

$$
((\mathcal{L}_M^1 + 1)^{-\gamma} \omega_j, (\mathcal{L}_M^1 - \lambda)\omega_j)_M = ((\mathcal{L}_M^1 + 1)^{-\gamma+1} \omega_j, \omega_j)_M - (\lambda + 1) (\mathcal{L}_M^1 + 1)^{-\gamma} \omega_j, \omega_j)_M
$$

and a similar identity is true for $\mathcal{L}_j^1$, we get

$$
\left|((\mathcal{L}_M^1 + 1)^{-\gamma} \omega_j, (\mathcal{L}_M^1 - \lambda)\omega_j)_M - ((\mathcal{L}_j^1 + 1)^{-\gamma} \psi_j, (\mathcal{L}_j^1 - \lambda)\psi_j)_j\right| \leq \Psi(j^{-1}) \|\omega_j\|_M^2
$$

for $\gamma = 1, 2$. By Corollary A.3 we have $\lambda \in \sigma_{\text{ess}}(k, \mathcal{L}_M^1)$. Moreover, since the metrics of $B_{x_i}(R_i)$ and $N_i \times \mathbb{R}^m$ are very close, we have $\alpha_k = \liminf_{i \to \infty} \lambda_o(k, B_{x_i}(R_i))$. 
If $S$ is a minimal sequence, then $\alpha_k = \lambda^\text{ess}_o$. Thus (8) holds. This completes the proof of the theorem.
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