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Abstract

Rate-Splitting Multiple Access (RSMA) for multi-user downlink operates by splitting the message for each user equipment (UE) into a private message and a set of common messages, which are simultaneously transmitted by means of superposition coding. The RSMA scheme can enhance throughput and connectivity as compared to conventional multiple access techniques by optimizing the rate-splitting ratios along with the corresponding downlink beamforming vectors. This work examines the impact of erroneous channel state information (CSI) on the performance of RSMA in cell-free multiple-input multiple-output (MIMO) systems. An efficient robust optimization algorithm is proposed.
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by using closed-form lower bound expressions on the expected data rates. Extensive numerical results show the importance of robust design in the presence of CSI errors and how the performance gain of RSMA over conventional schemes is affected by CSI imperfection.
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I. INTRODUCTION

Rate-splitting multiple access (RSMA) [1], [2] is a powerful transmission technique that generalizes two conventional multiple access schemes, space-division multiple access (SDMA) [3] and non-orthogonal multiple access (NOMA) [4] for multi-user downlink systems. It achieves enhanced throughput and connectivity via interference management. In RSMA, the message intended for each user equipment (UE) is split into a private message and a set of common messages. They are encoded to independent codewords and simultaneously transmitted on the downlink channel with superposition coding. Each UE decodes a subset of common messages with a successive interference cancellation (SIC) decoding as in NOMA, and lastly decodes its private message. Reference [1] proposed a general form of RSMA strategy for multi-user downlink. Follow-up work has studied the potential advantages of RSMA from different perspectives such as robust transmission with partial channel state information (CSI) [5], [6], joint sensing and communication [7], cell-free multiple-input multiple-output (MIMO) or cloud radio access network (C-RAN) [6], [8], and simultaneous wireless information and power transfer (SWIPT) systems [9].

In this work, we investigate the impact of imperfect CSI on the performance of RSMA in cell-free MIMO systems, in which a central processor (CP) serves UEs through distributed access points (APs) connected via finite-capacity fronthaul links [10]. We assume that the CP designs the downlink beamforming and fronthaul quantization strategies based on global instantaneous CSI, which is affected by estimation errors [5], [11], [12]. Specifically, the CP has knowledge of global estimated CSI and of the distribution of estimation errors. For this scenario, we discuss robust designs of SDMA, NOMA, and RSMA. To facilitate stochastic optimization, we use Jensen’s inequality to obtain closed-form lower bound expressions of the achievable rates. We tackle the problems of maximizing the minimum-rate metric under SDMA, NOMA and RSMA via the majorization minimization (MM) approach [10]. We present extensive numerical results
that show the importance of robust design in the presence of CSI errors, as well as the impact of erroneous CSI on the performance of various multiple access schemes.

II. System Model

As shown in Fig. 1, we consider the downlink of a cell-free MIMO system in which $K$ single-antenna UEs are served by $M$ single-antenna APs controlled by a CP. Define the index sets for APs and UEs as $\mathcal{M} = \{1, 2, \ldots, M\}$ and $\mathcal{K} = \{1, 2, \ldots, K\}$, respectively. The discrete message intended for UE $k \in \mathcal{K}$ and its data rate in bps/Hz are denoted by $W_k$ and $R_k$, respectively. The CP communicates with each AP $i \in \mathcal{M}$ via a digital fronthaul link of capacity $C_{\text{fh}}$ bps/Hz.

The received signal of UE $k \in \mathcal{K}$ is written as

$$y_k = h_k^H x + n_k,$$

where $h_k \in \mathbb{C}^{M \times 1}$ denotes the channel vector from all APs to UE $k$, $x \in \mathbb{C}^{M \times 1}$ is the signal vector transmitted by all APs, and $n_k \sim \mathcal{CN}(0, \sigma^2)$ indicates the additive noise at UE $k$. The $i$th elements of $h_k$ and $x$ are respectively denoted by $h_{k,i}$ and $x_i$. Each AP $i$ has a limited power budget $P_{\text{tx}}$, imposing $\mathbb{E}[|x_i|^2] \leq P_{\text{tx}}$ for all $i \in \mathcal{M}$. The channel coefficients $h_{k,i}$ are independent across the indices $k$ and $i$ due to the fact that the APs and UEs are distributed. Also, we assume Rayleigh fading channels $h_{k,i} \sim \mathcal{CN}(0, \alpha_{k,i})$, where $\mathbb{E}[|h_{k,i}|^2] = \alpha_{k,i}$ stands for the path-loss between UE $k$ and AP $i$. 

Figure 1. An example of cell-free MIMO system, in which a CP communicates with $K = 5$ UEs through $M = 3$ APs.
We consider a time-division duplexing (TDD) system, in which the downlink CSI is obtained by uplink channel training process. Accordingly, the UEs send pilot signals on the uplink channel, and the APs transfer the received pilot signals to the CP which estimates global CSI based on the collected pilot signals. We denote an estimate of \( h_{k,i} \) by \( \hat{h}_{k,i} \), which is related to the true channel \( h_{k,i} \) as
\[
 h_{k,i} = \hat{h}_{k,i} + e_{k,i}. \tag{2}
\]
Here the difference \( e_{k,i} = h_{k,i} - \hat{h}_{k,i} \) indicates the estimation error. If a linear minimum mean squared error (MMSE) estimator is employed at the CP, estimate \( \hat{h}_{k,i} \) and error \( e_{k,i} \) are uncorrelated, and \( e_{k,i} \) follows a Gaussian distribution, i.e., \( e_{k,i} \sim \mathcal{CN}(0, z_{k,i}) \) \[11\], \[12\], where \( z_{k,i} = \mathbb{E}[|e_{k,i}|^2] \) represents the estimation error power. Thus, we have \( \alpha_{k,i} = \mathbb{E}[|\hat{h}_{k,i}|^2] + z_{k,i} \).

Throughout the paper, we assume that the CP has knowledge of global estimated CSI \( \hat{h} = \{\hat{h}_{k,i}\}_{k \in K, i \in M} \) and of the estimation error powers \( z = \{z_{k,i}\}_{k \in K, i \in M} \). Also, for fairness among the UEs, we focus on maximizing the minimum-rate \( R_{\text{min}} = \min_{k \in K} R_k \) of all UEs.

### III. Single-Layer Schemes: SDMA and NOMA

In this section, we discuss single-layer transmission schemes, in which the message \( W_k \) for each UE \( k \) is encoded into a baseband data signal \( s_k \sim \mathcal{CN}(0, 1) \). Each signal \( s_k \) is beamformed with a vector \( v_k \in \mathbb{C}^{M \times 1} \), and the beamforming output signals are quantized and compressed to bit streams which are delivered to the corresponding APs on fronthaul links. The transmitted signal vector \( x \) of APs, obtained by decompressing the fronthaul bit streams, is given as
\[
 x = \sum_{k \in K} v_k s_k + q. \tag{3}
\]
In (3), the vector \( q \sim \mathcal{CN}(0, \Omega) \) represents quantization distortion noise, which is uncorrelated with the beamformed signal \( \tilde{x} = \sum_{k \in K} v_k s_k \). We consider an independent quantization of the elements of \( \tilde{x} = [\tilde{x}_1 \tilde{x}_2 \cdots \tilde{x}_M]^T \) so that we have \( \Omega = \text{diag}(\{\omega_i\}_{i \in M}) \) \[13\]. The beamforming vectors \( v = \{v_k\}_{k \in K} \) and the quantization noise powers \( \omega = \{\omega_i\}_{i \in M} \) must satisfy the constraints
\[
 \sum_{k \in K} |v_{k,i}|^2 + \omega_i \leq P_{\text{tx}}, \quad i \in M, \tag{4a}
\]
\[
 \omega_i \geq \beta \sum_{k \in K} |v_{k,i}|^2, \quad i \in M, \tag{4b}
\]
where $v_{k,i}$ denotes the $i$th element of $v_k$, and $\beta$ is defined as $\beta = 1/(2^{C_{f\text{h}}}-1)$. The constraint (4a) rewrites the power constraint $\mathbb{E}[|x_i|^2] \leq P_{tx}$, and the constraint (4b) is imposed for successful decompression at APs and comes from the fronthaul capacity constraints $I(\tilde{x}_i; x_i) \leq C_{f\text{h}}$ [10], [13].

Each UE $k$ decodes its intended signal $s_k$ using the received signal $y_k = \sum_{l \in K} h_k^H v_l s_l + h_k^H q + z_k$. The single-layer schemes with single-user decoding (SUD) [3] and SIC decoding [4] are referred to as SDMA and NOMA, respectively [1]. We discuss these schemes in the following subsections.

A. SDMA (Single-User Decoding)

In the SDMA scheme [1], UE $k$ decodes the data signal $s_k$ while treating the interference signals $\{s_l\}_{l \in K \setminus \{k\}}$ as noise. For given estimated CSI $\hat{h}_k$, the expected data rate $R_k$ of UE $k$ is given as [11]

$$R_k = \mathbb{E}_{e_k} \left[ \log_2 \left( 1 + \gamma_k \right) \right],$$

with the error vector $e_k = [e_{k,1}, e_{k,2}, \cdots, e_{k,M}]^T$ and the signal-to-interference-plus-noise ratio (SINR)

$$\gamma_k = \frac{\hat{h}_k^H V_k \hat{h}_k}{\sigma^2 + e_k^H V_k e_k + h_k^H (\Omega + V_{K \setminus \{k\}}) h_k}.$$  

In (6), we have defined the notations $V_k = v_k v_k^H$ and $V_S = \sum_{m \in S} V_m$. The second term $e_k^H V_k e_k$ in the denominator of (6) indicates the self-interference signal power caused by erroneous CSI.

As in [11], [12], we use Jensen’s inequality to obtain a closed-form expression for (6), which serves as a lower bound on the rate (5), i.e.,

$$R_k \geq f_k(V, \omega) = \log_2 \left( 1 + \tilde{\gamma}_k \right),$$

where $\tilde{\gamma}_k$ is defined as

$$\tilde{\gamma}_k = \frac{\hat{h}_k^H V_k \hat{h}_k}{\sigma^2 + \mathbb{E}_{e_k} [e_k^H V_k e_k] + \mathbb{E}_{e_k} [h_k^H (\Omega + V_{K \setminus \{k\}}) h_k]}$$

$$= \frac{\hat{h}_k^H V_k \hat{h}_k}{\sigma^2 + z_k^H (\Omega + V_{d,S}) z_k + \hat{h}_k^H (\Omega + V_{K \setminus \{k\}}) \hat{h}_k},$$

with the notation $z_k = [z_{k,1}^{1/2}, z_{k,2}^{1/2}, \cdots, z_{k,M}^{1/2}]^T$ and the matrix $V_{d,S}$ obtained by replacing all the off-diagonal elements of $V_S$ with zeros.
The optimization of beamforming $V$ and fronthaul quantization noise powers $\omega$ of SDMA for minimum-rate maximization can be formulated as

$$\max_{V, \omega} \min_{k \in K} f_k(V, \omega) \quad (9a)$$

subject to:

$$e_i^H V K e_i + \omega_i \leq P_{tx}, \; i \in \mathcal{M} \quad (9b)$$

$$\omega_i \geq \beta e_i^H V K e_i, \; i \in \mathcal{M} \quad (9c)$$

$$\text{rank}(V_k) \leq 1, \; k \in \mathcal{K}, \quad (9d)$$

where $e_i \in \mathbb{C}^{M \times 1}$ is a vector whose elements are zeros except for the $i$th element equal to 1. The problem (9) can be converted to a difference-of-convex (DC) problem by rewriting the function $f_k(V, \omega)$ in (7) as

$$\log_2 \left( \frac{\sigma^2 + z_k^H (\Omega + V_{d,k}) z_k + \hat{h}_k^H (\Omega + V_K) \hat{h}_k}{\sigma^2 + z_k^H (\Omega + V_{d,k}) z_k + \hat{h}_k^H (\Omega + V_{K \setminus \{k\}}) \hat{h}_k} \right)$$

and relaxing the rank constraint (9d). Thus, we can find a locally optimal solution by adopting the MM approach [10] of the modified problem, and a feasible rank-1 solution can be found by a projection process.

**B. NOMA (SIC Decoding)**

In the standard downlink NOMA scheme [4], the UEs perform SIC decoding with a given decoding order $s_{\pi(1)} \rightarrow s_{\pi(2)} \rightarrow \ldots \rightarrow s_{\pi(K)}$, until their intended signals are obtained. With this approach, each data signal $s_{\pi(k)}$ should be successfully decoded at the intended UE $\pi(k)$ as well as the UEs $\pi(k+1), \pi(k+2), \ldots, \pi(K)$ which decode it before their intended signals. Thus, the expected data rate $R_{\pi(k)}$ of UE $\pi(k)$ under NOMA is given as

$$R_{\pi(k)} = \min_{l \in [k : K]} \mathbb{E}_{e_{\pi(l)}} \left[ \log_2 (1 + \gamma_{l,k}) \right]$$

where $[k : K] = \{k, k+1, \ldots, K\}$ and

$$\gamma_{l,k} = \frac{\hat{h}_{\pi(l)}^H V_{\pi(k)} \hat{h}_{\pi(l)}}{\sigma^2 + e_{\pi(l)}^H V_{\pi(k)} e_{\pi(l)} + h_{\pi(l)}^H \left( \Omega + V_{\{\pi(m)\}_{m=k+1}^K} \right) h_{\pi(l)}}$$

Similar to SDMA, we replace each expected rate $\mathbb{E}_{e_{\pi(l)}} \left[ \log_2 (1 + \gamma_{l,k}) \right]$ with the closed-form lower bound expression

$$f_{l,k}(V, \omega) = \log_2 \left( 1 + \frac{\hat{h}_{\pi(l)}^H V_{\pi(k)} \hat{h}_{\pi(l)}}{\sigma^2 + I_{N,l,k}} \right)$$
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where

\[ I_{N,l,k} = E_{e_{\pi(l)}} \left[ e_{\pi(l)}^H V_{\pi(k)e_{\pi(l)}} \right] + E_{\pi(l)} \left[ h_{\pi(l)}^H \left( \Omega + V_{\{\pi(m)\}_{m=k+1}^K} \right) h_{\pi(l)} \right] \]

\[ = z_{\pi(l)}^H \left( \Omega + V_{d,K} \right) z_{\pi(l)} + h_{\pi(l)}^H \left( \Omega + V_{\{\pi(m)\}_{m=k+1}^K} \right) h_{\pi(l)}. \]  

(13)

We can state the problem of minimum-rate maximization for NOMA scheme as

\[
\max_{\mathbf{V}, \omega, \mathbf{R}} \min_{k \in \mathcal{K}} R_k \tag{14a}
\]

\[
\text{s.t. } R_{\pi(k)} \leq f_{l,k}(\mathbf{V}, \omega), \; k \in \mathcal{K}, \; l \in [k : K] \tag{14b}
\]

\[
e_i^H V_K e_i + \omega_i \leq P_{tx}, \; i \in \mathcal{M} \tag{14c}
\]

\[
\omega_i \geq \beta e_i^H V_K e_i, \; i \in \mathcal{M} \tag{14d}
\]

\[
\text{rank}(V_k) \leq 1, \; k \in \mathcal{K}, \tag{14e}
\]

with \( \mathbf{R} = \{R_k\}_{k \in \mathcal{K}} \). Similar to (9), we can obtain a problem of DC form by rewriting the function \( f_{l,k}(\mathbf{V}, \omega) \) in (12) as

\[
\log_2 \left( \sigma^2 + I_{N,l,k} + h_{\pi(l)}^H V_{\pi(k)} h_{\pi(l)} \right) - \log_2 \left( \sigma^2 + I_{N,l,k} \right),
\]

and removing the rank constraint (14e).

**IV. RATE-SPLITTING MULTIPLE ACCESS**

To describe a general RSMA scheme, we denote the number of common signals by \( L \) and define the set of common signals’ indices as \( \mathcal{L} = \{1, 2, \ldots, L\} \). We assume that the \( l \)th common signal is decoded by the UEs in subset \( S_l \subseteq \mathcal{K} \). To remove redundancy in the design, the subsets \( S_1, S_2, \ldots, S_L \) satisfy the conditions \( S_{l_1} \neq S_{l_2} \) for all \( l_1 \neq l_2 \in \mathcal{L} \). Also, to differentiate from private signals each of which is decoded by a single UE, we have \( |S_l| \geq 2, \; l \in \mathcal{L} \). For given \( S_1, S_2, \ldots, S_L \), we can figure out the set \( \mathcal{L}_k \) of common signals’ indices that contain UE \( k \), i.e., \( \mathcal{L}_k = \{l \in \mathcal{L} | k \in S_l\} \).

**A. Overall Operation and Beamforming Optimization**

In the RSMA scheme, the message \( W_k \) for UE \( k \) is split into \( L_k + 1 \) messages, i.e., a private message \( W_{p,k} \) and \( L_k \) common messages \( \{W_{c,k,l}\}_{l \in \mathcal{L}_k} \), where \( L_k = |\mathcal{L}_k| \). The private message \( W_{p,k} \) is decoded only by UE \( k \), and the common message \( W_{c,k,l} \) is decoded by all UEs in the
set $\mathcal{L}_k$. Denoting the rates of $W_{p,k}$ and $W_{c,k,l}$ by $R_{p,k}$ and $R_{c,k,l}$, respectively, we can write

$$R_k = R_{p,k} + \sum_{l \in \mathcal{L}_k} R_{c,k,l}.$$  

The private messages $W_{p,k}$, $k \in \mathcal{K}$, are separately encoded, so the resulting private symbols $s_{p,k} \sim \mathcal{CN}(0,1)$ with $k \in \mathcal{K}$ are independent. The common messages $W_{c,k,l}$, $k \in \mathcal{S}_l$, associated with the $l$th subset $\mathcal{S}_l$ are concatenated and encoded to a single common signal $s_{c,l} \sim \mathcal{CN}(0,1)$. Accordingly, the common signal $s_{c,l}$ is decoded by all UEs in $\mathcal{S}_l$, and each UE $k \in \mathcal{S}_l$ can extract its common message $W_{c,k,l}$ from $s_{c,l}$.

Denoting the beamforming vectors for signals $s_{p,k}$ and $s_{c,l}$ by $\mathbf{v}_{p,k}$ and $\mathbf{v}_{c,l}$, respectively, the transmitted signal vector $\mathbf{x}$ of APs is given as

$$\mathbf{x} = \sum_{k \in \mathcal{K}} \mathbf{v}_{p,k} s_{p,k} + \sum_{l \in \mathcal{L}} \mathbf{v}_{c,l} s_{c,l} + \mathbf{q}. \quad (15)$$

If we denote the $i$th elements of $\mathbf{v}_{p,k}$ and $\mathbf{v}_{c,l}$ by $v_{p,k,i}$ and $v_{c,l,i}$, the power and fronthaul capacity constraints at AP $i$ can be written as

$$\sum_{k \in \mathcal{K}} |v_{p,k,i}|^2 + \sum_{l \in \mathcal{L}} |v_{c,l,i}|^2 + \omega_i \leq P_i, \quad i \in \mathcal{M}. \quad (16a)$$

$$\omega_i \geq \beta \left( \sum_{k \in \mathcal{K}} |v_{p,k,i}|^2 + \sum_{l \in \mathcal{L}} |v_{c,l,i}|^2 \right), \quad i \in \mathcal{M}. \quad (16b)$$

UE $k$ decodes the messages $W_{p,k}$ and $\{W_{c,k,l}\}_{l \in \mathcal{L}_k}$, which were split from the original message $W_k$, based on the received signal $y_k$. This means that UE $k$ should decode the corresponding data signals $s_{p,k}$ and $\{s_{c,l}\}_{l \in \mathcal{L}_k}$. We assume that the SIC decoding is performed with the order $s_{c,\pi_k(1)} \rightarrow s_{c,\pi_k(2)} \rightarrow \ldots \rightarrow s_{c,\pi_k(L_k)} = s_{p,k}$. The decoding order $\pi_k$ is chosen guaranteeing that $|\mathcal{S}_{\pi_k(l_1)}| \geq |\mathcal{S}_{\pi_k(l_2)}|$ for all $l_1 < l_2 \in \{1, 2, \ldots, L_k\}$ \cite{1}, \cite{8}.

The expected data rates $\{R_{p,k}\}_{k \in \mathcal{K}}$ and $\{R_{c,k,l}\}_{k \in \mathcal{K}, l \in \mathcal{L}_k}$ are achievable if they satisfy the conditions

$$\sum_{k \in \mathcal{S}_l} R_{c,k,l} \leq \min_{k \in \mathcal{S}_l} \mathbb{E}_{h_k} \left[ \log_2 (1 + \gamma_{c,k,l}) \right] h_k, \quad l \in \mathcal{L}, \quad (17a)$$

$$R_{p,k} \leq \mathbb{E}_{h_k} \left[ \log_2 (1 + \gamma_{p,k}) \right] h_k, \quad k \in \mathcal{K}, \quad (17b)$$

where

$$\gamma_{c,k,l} = \frac{\hat{h}_k^H \mathbf{v}_{c,l} \hat{h}_k}{\sigma^2 + e_k^H \mathbf{v}_{c,l} e_k + \hat{h}_k^H (\Omega + \mathbf{V}_{p,k} + \mathbf{V}_{c,k\setminus L_k} + \mathbf{V}_{c,Q_k,l}) \hat{h}_k} \quad (18a)$$

$$\gamma_{p,k} = \frac{\hat{h}_k^H \mathbf{v}_{p,k} \hat{h}_k}{e_k^H \mathbf{v}_{p,k} e_k + \hat{h}_k^H (\Omega + \mathbf{V}_{p,k\setminus \{k\}} + \mathbf{V}_{c,k\setminus L_k}) \hat{h}_k}, \quad (18b)$$
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with \( Q_{k,l} = \{\pi_k(q)\}_{q=\pi_k^{-1}(l)+1} \).

Similar to Sec. III, we consider lower bound expressions \( \mathbb{E}_{\theta_k}[\log_2(1 + \gamma_{c,k,l})|\hat{h}_k] \geq f_{c,l}(\mathbf{V}, \omega) \) and \( \mathbb{E}_{\theta_k}[\log_2(1 + \gamma_{p,k})|\hat{h}_k] \geq f_{p,k}(\mathbf{V}, \omega) \), where we define the functions

\[
\begin{align*}
    f_{c,k,l}(\mathbf{V}, \omega) &= \log_2 \left( 1 + \frac{\hat{h}_k^H \mathbf{V}_{c,l} \hat{h}_k}{\sigma^2 + I_{c,k,l}} \right), \\
    f_{p,k}(\mathbf{V}, \omega) &= \log_2 \left( 1 + \frac{\hat{h}_k^H \mathbf{V}_{p,k} \hat{h}_k}{\sigma^2 + I_{p,k}} \right).
\end{align*}
\]

with

\[
\begin{align*}
    I_{c,k,l} &= \mathbf{z}_k^H (\Omega + \mathbf{V}_{d,c,l} + \mathbf{V}_{d,p,k}) \mathbf{z}_k + \hat{h}_k^H (\Omega + \mathbf{V}_{p,k} + \mathbf{V}_{c,l} \setminus \mathbf{c}_k + \mathbf{V}_{c,q_{k,l}}) \hat{h}_k, \\
    I_{p,k} &= \mathbf{z}_k^H (\Omega + \mathbf{V}_{d,c,l} + \mathbf{V}_{d,p,k}) \mathbf{z}_k + \hat{h}_k^H (\Omega + \mathbf{V}_{p,k} \setminus \{k\} + \mathbf{V}_{c,l} \setminus \mathbf{c}_k) \hat{h}_k.
\end{align*}
\]

Unlike Sec. III, \( \mathbf{V} \) denotes \( \mathbf{V} = \{\mathbf{V}_{p,k}\}_{k \in \mathcal{K}} \cup \{\mathbf{V}_{c,l}\}_{l \in \mathcal{L}} \).

The minimum-rate maximization for the RSMA scheme is stated as

\[
\begin{align*}
\max_{\mathbf{V}, \omega, \mathbf{R}} & \quad \min_{k \in \mathcal{K}} \left( R_{p,k} + \sum_{l \in \mathcal{L}_k} R_{c,k,l} \right) \\
\text{s.t.} & \quad \sum_{k \in \mathcal{S}_l} R_{c,k,l} \leq f_{c,k',l}(\mathbf{V}, \omega), \ l \in \mathcal{L}, k' \in \mathcal{S}_l, \\
& \quad R_{p,k} \leq f_{p,k}(\mathbf{V}, \omega), \ k \in \mathcal{K}, \\
& \quad \mathbf{e}_i^H (\mathbf{V}_{c,l} + \mathbf{V}_{p,k}) \mathbf{e}_i + \omega_i \leq P_{tx}, \ i \in \mathcal{M}, \\
& \quad \omega_i \geq \beta \mathbf{e}_i^H (\mathbf{V}_{c,l} + \mathbf{V}_{p,k}) \mathbf{e}_i, \ i \in \mathcal{M}, \\
& \quad \text{rank}(\mathbf{V}_{c,l}) \leq 1, \text{rank}(\mathbf{V}_{p,k}) \leq 1, \ l \in \mathcal{L}, k \in \mathcal{K},
\end{align*}
\]

with the notations \( \mathbf{R} = \{R_{p,k}\}_{k \in \mathcal{K}} \cup \{R_{c,k,l}\}_{k \in \mathcal{K}, l \in \mathcal{L}_k}, \mathbf{V}_{c,S} = \sum_{l \in \mathcal{S}} \mathbf{V}_{c,l}, \) and \( \mathbf{V}_{p,S} = \sum_{k \in \mathcal{S}} \mathbf{V}_{p,k}. \)

We can convert the problem \((21)\) into a DC form by rewriting the functions \( f_{c,k',l}(\mathbf{V}, \omega) \) and \( f_{p,k}(\mathbf{V}, \omega) \) in \((21b)\) and \((21c)\) as \( \log_2(\sigma^2 + I_{c,k',l} + \hat{h}_k^H \mathbf{V}_{c,l} \hat{h}_k) - \log_2(\sigma^2 + I_{c,k',l}) \) and \( \log_2(\sigma^2 + I_{p,k} + \hat{h}_k^H \mathbf{V}_{p,k} \hat{h}_k) - \log_2(\sigma^2 + I_{p,k}) \), respectively. Thus, a locally optimal solution of the problem obtained by removing the rank constraints in \((21f)\) can be found by an MM-based iterative algorithm \([10]\). Accordingly, at each iteration, the solution is updated to a better point by solving
Algorithm 1 MM based algorithm for problem (21)

1. Initialize
2. Set $V^{[1]}$ such that $\max_{i \in M} e_i^H V^{[1]}_K e_i = \frac{1}{1 + \beta} P_{tx};$
3. Set $\omega_i^{[1]} \leftarrow \frac{\beta}{1 + \beta} e_i^H V^{[1]}_K e_i, \; i \in M;$
4. Set $t \leftarrow 1$
5. repeat
6. Update $t \leftarrow t + 1$
7. Update $(V^{[t]}, \omega^{[t]})$ as a solution of the problem (21) with the functions $\bar{f}_{c,k',l}(V, \omega)$ and $\bar{f}_{p,k}(V, \omega)$ replaced with $\tilde{f}_{c,k',l}(V, \omega, V^{[t-1]}, \omega^{[t-1]})$ and $\tilde{f}_{p,k}(V, \omega, V^{[t-1]}, \omega^{[t-1]});$ 
8. until $|R_{\min}^{[t]} - R_{\min}^{[t-1]}| \leq \epsilon$

the convex problem obtained by convexifying the non-convex constraints (21b) and (21c). The detailed algorithm procedure is described in Algorithm 1, where

$$\tilde{f}_{c,k',l}(V, \omega, V^{[t-1]}, \omega^{[t-1]}) = \log_2 \left( \sigma^2 + I_{c,k',l} + \hat{h}_{c,l}^H V_{c,l} \hat{h}_{c,l} \right)$$
$$- \log_2 \left( \sigma^2 + I_{c,k',l}^{[t-1]} \right) - \frac{1}{\ln 2} \frac{I_{c,k',l}^{[t-1]} - I_{c,k',l}^{[t-1]}}{\sigma^2 + I_{c,k',l}^{[t-1]}},$$

(22a)$$\tilde{f}_{p,k}(V, \omega, V^{[t-1]}, \omega^{[t-1]}) = \log_2 \left( \sigma^2 + I_{p,k} + \hat{h}_{k}^H V_{p,k} \hat{h}_{k} \right)$$
$$- \log_2 \left( \sigma^2 + I_{p,k}^{[t-1]} \right) - \frac{1}{\ln 2} \frac{I_{p,k}^{[t-1]} - I_{p,k}^{[t-1]}}{\sigma^2 + I_{p,k}^{[t-1]}},$$

(22b)

After Algorithm 1 is completed, feasible beamforming vectors $v_{c,l}$ and $v_{p,k}$ can be obtained from the quadratic matrices $V_{c,l}$ and $V_{p,k}$ by a projection process. For example, we obtain $v_{c,l}$ as $v_{c,l} \leftarrow u(V_{c,l}) \lambda_{1}^{1/2}(V_{c,l}),$ where $u_1(\cdot)$ and $\lambda_1(\cdot)$ take the principal eigenvector and eigenvalue of the input square matrix.

B. Design of Common Signal Sets

If we choose $L = 0$, i.e., no common signal, the RSMA scheme in this section reduces to the SDMA scheme discussed in Sec. [II-A] Thus, we assume that $L \geq 1$ and need to determine the subsets $S_1, S_2, \ldots, S_L$. In principle, there can be at most $L = 2^K - 1 - K$ possible subsets for common signals. If we optimize RSMA utilizing all $2^K - 1 - K$ common signals, the problem size exponentially increases with $K$ due to the beamforming variables $V$ leading to prohibitive optimization complexity. Therefore, we need to keep $L$ small and choose good subsets.
$S_1, S_2, \ldots, S_L$ as a function of the CSI. It was proposed in [14] to use only a single common signal, i.e., $L = 1$, decoded by all the UEs, i.e., $S_1 = \mathcal{K}$. With this choice, the optimization of beamforming variables $V$ is more tractable than the above case with $L = 2^K - 1 - K$, since the problem size linearly increases with $K$. It was shown in [8], [14] that this scheme can provide notable gains over conventional single-layer schemes.

Reference [8] reported that the performance of RSMA can be further improved by exploiting $L = K - 1$ common signals with carefully chosen subsets $S_1, S_2, \ldots, S_L$. Note that the problem size for optimizing the beamforming variables $V$ for this scheme still linearly increases with $K$. Since the data signal $s_{c,l}$ is multicast to the UEs in $S_l$ with a common beamforming vector $v_{c,l}$, it is desirable to cluster UEs such that the UEs in the same set $S_l$ have channel vectors of similar directions to minimize the beamforming loss caused by the direction mismatch among UEs. Based on this observation, the work [8] proposed a hierarchical clustering algorithm based on a pairwise dissimilarity metric $d_{k,l}$ defined as

$$d_{k,l} = 1 - \frac{|\hat{h}_k^H \hat{h}_l|}{||\hat{h}_k|| ||\hat{h}_l||}.$$  \hspace{1cm} (23)

The metric $d_{k,l} \in [0,1]$ approaches 0 as the channel vectors $\hat{h}_k$ and $\hat{h}_l$ are better aligned, while it equals 1 when $\hat{h}_k \perp \hat{h}_l$. Since we assume imperfect CSI in this work, we compute the dissimilarity metric $d_{k,l}$ in (23) using the estimated channel vectors $\hat{h}_k$ and $\hat{h}_l$.

The hierarchical clustering algorithm operates by building a dendrogram in the bottom-up direction. In the initial bottom layer, there are $K$ nodes each corresponding to a UE. Then, we perform $K - 1$ merging steps based on the complete-linkage distance $d_{S_A, S_B}$ between two clusters $S_A$ and $S_B$ defined as

$$d_{S_A, S_B} = \max_{k \in S_A, m \in S_B} d_{k,m}.$$  \hspace{1cm} (24)

In the clustering algorithm, we exclude single-cardinality subsets and include whole-UE set in order to distinguish from private signals and guarantee at least the performance of the RSMA scheme in [14]. It was shown in [8] that with the described clustering algorithm, we always obtain $L = K - 1$ subsets. The detailed clustering algorithm is summarized in Algorithm 2.

V. Numerical Results

In this section, we investigate the performance of RSMA schemes for cell-free MIMO system with imperfect CSI via numerical results. We assume that the positions of APs and UEs are
Algorithm 2 Hierarchical clustering algorithm for determining subsets $S_1, S_2, \ldots, S_{K-1}$

1 Initialize: $C_k \leftarrow \{k\}$, $k \in \mathcal{K}$, $\mathcal{J} \leftarrow \mathcal{K}$, $l \leftarrow 1$;

2 repeat

3 Find $(k_1^*, k_2^*) \leftarrow \arg \min_{k_1, k_2 \in \mathcal{J}, k_1 \neq k_2} d_{C_{k_1}, C_{k_2}}$;

4 Merge $C_{k_1^*} \leftarrow C_{k_1^*} \cup C_{k_2^*}$ updating $\mathcal{J} \leftarrow \mathcal{J} \setminus \{k_2^*\}$;

5 Set $S_l \leftarrow C_{k_1^*}$ and $l \leftarrow l + 1$;

6 until $|\mathcal{J}| = 1$;

---

Figure 2. Average minimum-rate $R_{\text{min}}$ versus the relative CSI error $\rho_z$ ($M = 4$, $K = 8$, $C_{fh} \in \{1, 3, 10\}$ bps/Hz, and $P_\text{tx}/\sigma^2 = 20$ dB)

---

sampled from independent uniform distribution within a circular region of radius 100 m. Denoting the distance between AP $i$ and UE $k$ by $D_{k,i}$, we model the path-loss $\alpha_{k,i} = \mathbb{E}[|h_{k,i}|^2] = (D_{k,i}/D_{\text{ref}})^{-\eta}$ with the reference distance $D_{\text{ref}} = 30$ m and path-loss exponent $\eta = 3$. We define the relative CSI error $\rho_z \in [0, 1]$ such that the CSI error variance $\mathbb{E}[|e_{k,i}|^2] = z_{k,i}$ equals $z_{k,i} = \rho_z \alpha_{k,i}$ for all $k \in \mathcal{K}$ and $i \in \mathcal{M}$. Accordingly, $\mathbb{E}[|\hat{h}_{k,i}|^2] = (1 - \rho_z)\alpha_{k,i}$. It is noted that the perfect CSI case can be captured with $\rho_z = 0$, while $\rho_z = 1$ indicates that no CSI is available. For all simulations, we consider overloaded cellular scenarios with $K > M$, in which a limited number of APs serve a larger number of Internet-of-Things (IoT) devices.
In Fig. 2, we examine the importance of robust design by plotting the performance of robust and non-robust RSMA schemes with $L = K - 1$ common signals, while increasing the relative CSI error $\rho_z$ for a cell-free MIMO system with $M = 4$, $K = 8$, $C_{fh} \in \{1, 3, 10\}$ bps/Hz, and $P_{tx}/\sigma^2 = 20$ dB. The non-robust scheme operates with the beamforming vectors $v$ and fronthaul quantization noise powers $\omega$ designed assuming no CSI error, i.e., $\rho_z = 0$. For both robust and non-robust schemes, we use $L = K - 1$ common signals whose subsets $S_1, S_2, \ldots, S_L$ are chosen with the hierarchical clustering method described in Algorithm 2. The two schemes show the same performance when $\rho_z = 0$, and the gap increases with $\rho_z$ in the regime of small $\rho_z$. However, beyond a threshold level, the gap decreases with $\rho_z$, since the two schemes will show the same performance when $\rho_z = 1$, which corresponds to the case of no CSI. Comparing the cases of $C_{fh} \in \{1, 3, 10\}$ bps/Hz, the importance of robust design is seen to be more pronounced for a larger $C_{fh}$. This is because for small $C_{fh}$, the performance is more affected by the fronthaul quantization noise.

Fig. 3 plots the average minimum-rate $R_{min}$ of the same schemes with respect to the number $K$ of UEs for a cell-free MIMO system with $M = 4$, $C_{fh} = 10$ bps/Hz, $P_{tx}/\sigma^2 \in \{0, 10, 20\}$ dB, and $\rho_z = 0.1$. The performance of both schemes is degraded as $K$ increases, since the minimum-rate...
rate $R_{\text{min}}$ is limited by the channel state of the worst UE. For this reason, the performance gain of robust design becomes negligible when sufficiently many UEs are involved. It is noted that as the transmit signal-to-noise ratio (SNR) $P_{tx}/\sigma^2$ increases, the gap between the two schemes becomes more significant. This means that the impact of enhanced interference management with robust design is more evident when the additive noise power is smaller.

In Fig. 4, we compare the performance of various multiple access schemes: SDMA (Sec. III-A), NOMA (Sec. III-B), RSMA with $L = 1$ common signal ($S_1 = K$) \cite{14}, and RSMA with $L = K - 1$ common signals ($S_1, S_2, \ldots, S_L$ chosen with Algorithm 2). The beamforming vectors and fronthaul quantization noise powers of all the schemes are optimized by taking into account the impact of CSI errors, via the proposed robust design. We plot the average minimum-rate $R_{\text{min}}$ versus the relative CSI error $\rho_z$ for a cell-free MIMO system with $M = 4$, $K = 6$, $C_{\text{fh}} = 10$ bps/Hz, and $P_{tx}/\sigma^2 \in \{10, 20\}$ dB. For both transmit SNR levels $P_{tx}/\sigma^2 \in \{10, 20\}$ dB, crossover points are observed between the SDMA and NOMA schemes. The RSMA scheme outperforms the two conventional multiple access schemes in all simulated cases even with a single $L = 1$ common signal. Since the performance gain of RSMA comes from better interference management, the gain is larger with more accurate CSI and higher SNR level.
Figure 5. Average minimum-rate $R_{\min}$ versus the number $M$ of APs ($K = 8$, $C_{fh} \in \{2, 10\}$ bps/Hz, $P_\text{tx}/\sigma^2 = 15$ dB, and $\rho_z = 0.1$).

Fig. 5 plots the average minimum-rate $R_{\min}$ of the same schemes while increasing the number $M$ of APs for a cell-free MIMO system with $K = 8$, $C_{fh} \in \{2, 10\}$ bps/Hz, $P_\text{tx}/\sigma^2 = 15$ dB, and $\rho_z = 0.1$. The RSMA and SDMA schemes show similar growth rates with respect to $M$, while the slope of NOMA curve is the smallest. This is because there are a larger number of rate constraints that need to be satisfied for successful SIC decoding at all UEs. Also, the performance gap among the schemes increases with the fronthaul capacity $C_{fh}$ due to the decreased quantization noise powers.

VI. CONCLUSION

We have studied a robust design of RSMA for the downlink of a cell-free MIMO system with finite-capacity fronthaul links and erroneous CSI. To this end, we have considered an additive CSI error model and assumed that the CP designs the beamforming and fronthaul quantization strategies by leveraging knowledge of global nominal CSI and of the stochastic distribution of CSI errors. To efficiently solve the problem of maximizing the minimum of expected data rates, we have used closed-form lower bound expressions and tackled the problem by an MM algorithm with rank relaxation. With extensive numerical results, we have observed the importance of
robust design in the presence of CSI errors and how the performance gain of RSMA over conventional multiple access schemes is affected by CSI imperfection. Among relevant future research directions, we mention the design of RSMA with binning [16] and the robust design with imperfect CSI on general multicast scenarios [17].
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