FORMATION OF SINGULARITY FOR THE ROTATING SHALLOW WATER SYSTEM

YUPEI HUANG AND CHUNJING XIE

Abstract. In this paper, we investigate the formation of singularity for general two dimensional and radially symmetric solutions for rotating shallow water system from different aspects. First, the formation of singularity is proved via the study for the associated moments for two dimensional solutions. For the radial symmetric solutions, the formation of singularity is established for the initial data with compact support. Finally, the global existence or formation of singularity for the radial symmetric solutions of the rotating shallow water system are analyzed in detail when the solutions are of the form with separated variables.

1. Introduction and main results

The rotating shallow water system

\[
\begin{aligned}
\frac{\partial h}{\partial t} + \frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} &= 0, \\
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - v &= -\frac{\partial h}{\partial x}, \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + u &= -\frac{\partial h}{\partial y},
\end{aligned}
\]

(1.1)

is a widely adopted 2D model that describes the behavior of fluid in the regime of large scale geophysical fluid motion under the action of Coriolis force ([12, 20, 21]). It can also be regarded as an important extension of the compressible Euler equations with additional force. In the system (1.1), \( h \) denotes the height of the fluid, \( u \) and \( v \) are the velocity in \( x \) and \( y \) directions, respectively. For mathematical convenience, all physical parameters are scaled to the unit (cf. [20] for detailed discussion on scaling). The first equation in
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(1.1) describes the conservation of the mass, while the second and third equations in (1.1) result from the conservation of momentum in $x$ and $y$ directions.

There are quite a few studies on the Cauchy problem for (1.1), i.e., the system (1.1) supplemented with the initial conditions:

$$h(0, x, y) = h_0(x, y), \quad u(0, x, y) = u_0(x, y), \quad v(0, x, y) = v_0(x, y).$$

In [6], the prolonged existence of classic solution was obtained when the rotation is very fast. It is observed in [7] that the relative vorticity vanishes all the time if it vanishes initially. Furthermore, the system (1.1) with zero relative vorticity can be written as a Klein-Gordon system with quadratic nonlinearity so that global small solutions can be established with the aid of the method developed in [15, 23]. Global small solutions were also established for one dimensional rotating shallow water system in [8] based on the study for one dimensional Klein-Gordon equation in [11]. Furthermore, the lifespan of two dimensional classical solutions was also obtained in [7] when the relative vorticity is sufficiently small at the initial time. For more studies on the effect of rotation, see [19] and references therein. A natural question is to know whether the solutions form singularity in finite time if the initial vorticity is not zero.

Note that the one dimensional rotating shallow water system is a typical example for the quasilinear hyperbolic system [10]. Inspired by [16, 27, 4], it was showed in [8] that one dimensional rotating shallow system can form singularity in finite time. For the multidimensional compressible Euler system, Sideris first gave some sufficient condition on the formation of singularity for the three dimensional compressible Euler system[25]. This approach was generalized in various setting, see [22] for two dimensional Euler system, [26, 17] for the compressible Euler system with damping, etc. It is natural to know whether one can also prove the similar results as that for the Euler system. For more study on the rotating shallow water system from various aspects, one may refer to [1, 2, 3, 5, 13] and references therein.

Adapting the method developed in [25], we first study the formation of singularity for two dimensional rotating shallow water system. Although we can’t get a Riccati equation for the radial component of the moment (as that defined in [25]) to prove the formation of singularity, one of the key observations in this paper is that the radial component of moment and the angular component of the moment forms a pair of quantities that obey some conservation laws. Hence the formation of singularity for the rotating shallow water
system is a consequence of concentration of energy under some condition of the initial profile.

The first result in this paper can be stated as follows.

**Theorem 1.1.** Suppose there exists an $\bar{h}$, such that $(h_0 - \bar{h}, u_0, v_0)$ have compact support in $B_R = \{(x, y) : x^2 + y^2 \leq R^2\}$. If $m(0) > 0$ and

$$P_1(0)^2 + (E(0) + P_2(0))^2 \geq \pi (R + 2\pi \sqrt{\bar{h}})^4 E(0)\|h_0\|_{L^\infty},$$

where

$$P_1(t) = \int_{R^2} hux + hvydxdy, \quad P_2(t) = \int_{R^2} hvx - huydxdy,$$

and

$$E(t) = \int_{R^2} h(u^2 + v^2) + h^2 - \bar{h}^2dxdy, \quad m(t) = \int_{R^2} h - \bar{h}dxdy,$$

then the classical solutions of (1.1) lose $C^1$ regularity before $2\pi$.

There are a few remarks in order.

**Remark 1.1.** The quantity $P_1$ is what Sideris called “radial component of moment”, while the quantity $P_2$ can be regarded as the “angular component of moment”. This result as well as [25, Theorem 1] is a consequence of the finite speed of propagation of the system and the situation that the majority of the mass is moving outside while the finite speed of propagation automatically sets up a barrier outside of the wave front. Therefore, as long as the outward velocity in the interior is large enough, formation of singularity is inevitable, which results in breakdown of $C^1$ solution.

**Remark 1.2.** Suppose $m(0) \geq 0$, while $P_1(0)^2 + (E(0) + P_2(0))^2 \leq (R + 2\pi \sqrt{\bar{h}})^4 E(0)\|h_0\|_{L^\infty}$. Define

$$h_0^{(\lambda)}(x, y) = \frac{1}{\lambda} h_0(x, y), \quad u_0^{(\lambda)}(x, y) = \lambda u_0(x, y), \quad v_0^{(\lambda)}(x, y) = \lambda v_0(x, y).$$

If $\lambda$ is sufficiently large, there exists a constant $C$ such that

$$C^{-1} \leq P_1^{(\lambda)}(0), P_2^{(\lambda)}(0), \frac{E^{(\lambda)}(0)}{\lambda}, R + 2\pi \sqrt{\frac{\bar{h}}{\lambda}} \leq C,$$

where $P_1^{(\lambda)}$, $P_2^{(\lambda)}$, $E^{(\lambda)}$ are the associated quantities for the scaled initial data. Therefore, one has

$$P_1^{(\lambda)}(0)^2 + (E^{(\lambda)}(0) + P_2^{(\lambda)}(0))^2 \geq \pi \left( R + \sqrt{\frac{\bar{h}}{\lambda}} \right)^4 E^{(\lambda)}(0)\|h_0^{(\lambda)}\|_{\infty}.$$
The above argument shows that if the initial profile has large concentration of energy, the system is likely to blow up in finite time.

**Remark 1.3.** The condition \( m(0) > 0 \) plays a crucial role in Theorem 1.1. Indeed, \((h_0, u_0, v_0) = (\bar{h}, 0, 0)\), with some constant \( \bar{h} \) clearly satisfies

\[
\begin{align*}
    m(0) &= 0, \\
    P_1(0)^2 + (E(0) + P_2(0))^2 &\geq \pi(R + 2\pi\sqrt{\bar{h}})^4E(0)\|h_0\|_{L^\infty}.
\end{align*}
\]

However, there is a unique global classical solution \((h, u, v) = (\bar{h}, 0, 0)\). Moreover, we can find

\[
\begin{cases}
    m(0) = 0, \\
    P_1(0)^2 + (E(0) + P_2(0))^2 \geq \pi(R + 2\pi\sqrt{\bar{h}})^4E(0)\|h_0\|_{L^\infty}.
\end{cases}
\]

only if there exists a constant \( \bar{h} \) such that \( h_0 \equiv \bar{h}, u \equiv 0, v \equiv 0 \).

**Remark 1.4.** Note the system (1.1) enjoys a scaling symmetry, i.e., \((h_\lambda, u_\lambda, v_\lambda)\) defined by

\[
\begin{align*}
    &h_\lambda(x, y, t) = \lambda^2 h\left(\frac{x}{\lambda}, \frac{y}{\lambda}, t\right), \quad u_\lambda(x, y, t) = \lambda u\left(\frac{x}{\lambda}, \frac{y}{\lambda}, t\right), \quad v_\lambda(x, y, t) = \lambda v\left(\frac{x}{\lambda}, \frac{y}{\lambda}, t\right)
\end{align*}
\]

is a solution of (1.1) so long as \((h, u, v)(x, y, t)\) is a solution of (1.1). This, together with the transformation in Remark 1.2, shows that there exists a solution with small initial data (of \(C^0\) norm), which forms singularity in finite time. For \( \lambda \geq 1 \), under the transformation of (1.5), the \(C^1\) norm does not change much and the configuration of the initial data tends to be localized.

A particular interesting case is to study the radial symmetric solutions of the rotating shallow water system. Suppose that \((h, u, v)\) is of the form

\[
\begin{align*}
    &h(x, y, t) = h(r, t), \quad u(x, y, t) = \frac{U(r, t)x}{r} - \frac{V(r, t)y}{r} \quad \text{and} \quad v(x, y, t) = \frac{V(r, t)x}{r} + \frac{U(r, t)y}{r},
\end{align*}
\]

where \( r = \sqrt{x^2 + y^2} \) and \( U \) and \( V \) are radial and angular velocity. Then \((h, U, V)\) satisfies

\[
\begin{align*}
    &\left\{ \begin{array}{l}
        \frac{\partial h}{\partial t} + \frac{\partial (hU)}{\partial r} + \frac{hU}{r} = 0, \\
        \frac{\partial U}{\partial t} + U \frac{\partial U}{\partial r} + \frac{\partial h}{\partial r} - V - \frac{V^2}{r} = 0, \\
        \frac{\partial V}{\partial t} + U \frac{\partial V}{\partial r} + U + \frac{VU}{r} = 0.
    \end{array} \right.
\end{align*}
\]

The system (1.6) is a typical quasilinear hyperbolic system with source terms which could be singular near the origin. Different from the methods in [16] [14] which heavily rely
on the analysis along the characteristics, Sideris ([24]) proved the formation of singularity for hyperbolic system via the energy method. Inspired by [24], we have the following results on the formation of singularity for the Cauchy problem for (1.6), i.e., the system (1.6) together with the initial data

\[(h, U, V)(0, r) = (h_0, U_0, V_0)(r)\]

**Theorem 1.2.** Assume that there exists an \( \bar{h} > 0 \) such that \((h_0 - \bar{h}, U_0, V_0) \in C^1_c((0, \infty))\) and denote \( \text{supp}(h_0 - \bar{h}, U_0, V_0) \subset [\beta, \bar{\beta}] \) with \( \beta, \bar{\beta} > 0 \). Suppose that

\[h_0(r) \geq \bar{h} > 0 \quad \text{and} \quad U_0(r) \leq 0 \quad \text{for all} \quad r \in [\beta, \bar{\beta}],\]

and that

\[\|U_0\|_{L^\infty(0, \infty)} \leq A\|U_0\|_{L^1(0, \infty)}\]

for some positive constant \( A \) independent of \( U_0 \). If, in addition,

\[\|U_0\|_{L^\infty} \geq C\]

for some constant \( C \) depending on \( A, \bar{h}, \|V_0\|_{L^\infty}, \beta \) and \( \bar{\beta} \), the classical solutions of the problem (1.6)-(1.7) must form singularity in finite time.

There are several remarks on Theorem 1.2:

**Remark 1.5.** In fact, the proof of Theorem 1.2 in Section 3 also gives the upper bound of the lifespan of the classical solutions. We can also use Theorem 1.1 to prove the formation of singularity for some cases which satisfy the assumptions of both Theorem 1.2 and Theorem 1.1. The upper bound of lifespan obtained by Theorem 1.1 is \( 2\pi \), while the upper bound of the lifespan obtained by Theorem 1.2 is much smaller.

**Remark 1.6.** The assumption on negativity of \( U_0 \) in (1.8) is used to guarantee \( \alpha \) defined in (3.3) to be positive, so this condition is not an optimal condition. Theorem 1.2 is proved by the energy method and \( L^\infty \) bound for \( U_0 \) is controlled by the integral at the initial data (cf. (3.10)). Of course, it is easy to see there are a large class of initial data satisfying (1.8)-(1.9).

**Remark 1.7.** In order to get the formation of singularity for one dimensional quasilinear hyperbolic system, the sign of the derivative is crucial ([16], [14]). This is the reason why we study the case where there is a negative bump for the radial velocity.
Remark 1.8. In Theorem 1.2, some portion of the mass is moving towards the origin with large velocity and the angular velocity is not large so that it doesn’t prevent the particle paths from collision near the origin. Thus the solution becomes singular in a short period of time.

Note that the system (1.6) away from the origin is a typical one dimensional hyperbolic system. It is interesting to study the solutions of (1.6) with the form of separated variables. In fact, there are some studies on this special kind of solutions for rotating shallow water system or compressible Euler system. A special class of these kind of solutions for rotating shallow water system has been studied in [9]. The formation of singularity for the solutions with separated variables for the compressible Euler system was investigated in [18].

The solutions under the form of separated variables can be written as

\[(1.10) \quad (h, U, V) = (h(t)a_1(r), u(t)a_2(r), v(t)a_3(r)).\]

In fact, we have the following results for the rotating shallow water system.

**Theorem 1.3.** If the solution of the system (1.6) has the form (1.10), then the solution is either time periodic or blow up in a finite time.

The detailed presentation for Theorem 1.3 is stated in Theorem 4.1.

The rest of the paper is organized as follows. Theorem 1.1 is proved in Section 2. We give the proof of Theorem 1.2 in Section 3. The detailed formulation for the governing equations of the solutions under the form (1.10) for the system (1.6) is presented in Section 4. Furthermore, the global existence of time periodic and the blowup of the solutions are studied in detail in Section 4.

2. Formation of singularity for two dimensional rotating shallow water system

The main objective of this section is to prove Theorem 1.1.

**Proof of Theorem 1.1.** Integration by parts yields

\[
\begin{align*}
P'_1(t) &= E(t) + P'_2(t), \\
P'_2(t) &= -P_1(t).
\end{align*}
\]

Similarly, one has

\[
E(t) = E(0) \quad \text{and} \quad m(t) = m(0).
\]
It follows from (2.1) and (2.2) that there exists \( p \) and \( q \) such that

\[
\begin{align*}
P_1(t) &= p \sin(t) + q \cos(t), \\
P_2(t) &= -E(0) + p \cos(t) - q \sin(t),
\end{align*}
\]

where \( q = P_1(0) \) and \( p = -P_2(0) + E(0) \).

Since \((h_0 - \bar{h}, u, v)\) has the support in \( B_R \), the straightforward computations for the characteristic speed for (1.1) show that the support of \((h - \bar{h}, u, v)\) must be contained in \( S(t) = \{(x, y) \leq R + \sigma t\} \) with \( \sigma = \sqrt{\bar{h}} \). Hence there exists a \( T \in [0, 2\pi] \) such that

\[
\begin{align*}
P_1(0)^2 + (E(0) + P_2(0))^2 &= p^2 + q^2 = P_1^2(T) = \left( \int_{S(T)} \bar{h} u x + \bar{h} v y \, dx \, dy \right)^2 \\
&\leq \left( \int_{S(T)} \bar{h} u x + \bar{h} v y \, dx \, dy \right)^2 = J_1(T).
\end{align*}
\]

Applying Cauchy-Schwarz inequality and Hölder inequality yields

\[
\begin{align*}
J_1(t) &= \left( \int_{S(t)} \bar{h} u x + \bar{h} v y \, dx \, dy \right)^2 \\
&\leq \left( \int_{S(t)} h(u^2 + v^2)^{\frac{1}{2}}(x^2 + y^2)^{\frac{1}{2}} \, dx \, dy \right)^2 \\
&\leq \int_{S(t)} h(u^2 + v^2) dx \, dy \int_{S(t)} h(x^2 + y^2) dx \, dy = J_2(t)J_3(t),
\end{align*}
\]

where

\[
J_2(t) = \int_{S(t)} h(u^2 + v^2) dx \, dy = E(t) + \int_{S(t)} (\bar{h}^2 - h^2) dx \, dy
\]

and

\[
J_3(t) = \int_{S(t)} h(x^2 + y^2) dx \, dy.
\]

Using Hölder inequality yields

\[
\int_{S(t)} \bar{h}^2 dx \, dy \geq \left( \frac{\int_{S(t)} h dx \, dy}{|S(t)|} \right)^2 = \left( \frac{\int_{S(t)} \bar{h} dx \, dy + m(0)}{|S(t)|} \right)^2 > \bar{h}^2|S(t)| = \int_{S(t)} \bar{h}^2 dx \, dy,
\]

\[
(2.6)
\]
where $|S(t)|$ denotes the area of $S(t)$ and $m(0) > 0$ has been used. Thus one has

$$J_2(T) = E(T) + \int_{S(T)} (\bar{h}^2 - h^2) dxdy < E(T) = E(0),$$

where (2.6) is used to get the strict inequality. Furthermore, for $T \in [0, 2\pi]$, one has

$$J_3(T) = \int_{S(T)} h(x^2 + y^2) dxdy \leq (R + \sigma T)^2 \int_{S(T)} h dxdy = (R + \sigma T)^2 \int_{S(T)} h_0 dxdy$$

$$\leq \pi (R + 2\pi \sigma)^4 \|h_0\|_{L^\infty}.$$

Therefore, these two estimates together with (2.4) and (2.5) yield

$$P_1(0)^2 + (E(0) + P_2(0))^2 < \pi (R + 2\pi \sigma)^4 E(0) \|h_0\|_{L^\infty}.$$ 

This leads to a contraction so that the proof of the theorem is completed. 

\[\square\]

3. Formation of singularity for radially symmetric solutions

The objective of this section is to prove Theorem 1.2.

**Proof of Theorem 1.2.** The proof is divided into 4 steps.

**Step 1. Preliminaries.** The straightforward calculations show that the characteristic speeds of the system (1.6) are

$$\lambda_1 = U - \sqrt{\bar{h}}, \quad \lambda_2 = U, \quad \lambda_3 = U + \sqrt{\bar{h}}.$$ 

Hence if the solutions have compact support, then the finite propagation speed of the support is $\sigma = \bar{h}^\frac{1}{4}$. Without loss of generality, we assume that the support of $(h_0 - \bar{h}, U_0, V_0)$ is contained in the interval $A_0$ defined as

$$A_0 = \left\{ r : \frac{1}{2} \leq r \leq 1 \right\}.$$

The proof can be proceeded with minor modifications for the case where $\text{supp} (h_0 - \bar{h}, U_0, V_0)$ is contained in $[\beta, \bar{\beta}]$ with general $\beta, \bar{\beta} > 0$. Let $\epsilon > 0$ be a small positive constant and denote

$$A(t) = \left\{ r \mid r \in \left[ \frac{1}{2} - \sigma t, 1 + \sigma t \right] \right\}, \quad \nu = \|U_0\|_{L^\infty}^{\frac{1}{4} - \epsilon}, \quad \text{and} \quad T = \frac{2}{\nu}.$$ 

Assume that $\|U_0\|_{L^\infty}$ is large enough so that

$$A(\bar{T}) \subseteq \left\{ r \mid \frac{1}{3} \leq r \leq \frac{4}{3} \right\}.$$ 

The main goal is to prove that the system (1.6) forms singularity before $t = \bar{T}$. 
Step 2. Energy estimate. Assume that the system (1.6) has a classical solution in 
\([0, \bar{T}] \times \mathbb{R}\). Then for any fixed \(T \in [0, \bar{T}]\), let \(w(r, t; T)\) be defined as follows

\[
w(r, t; T) = \begin{cases} 
0, & t > T, \\
 e^{-r}(T - t)^2 \mu(r), & t \in [0, T],
\end{cases}
\]

where \(\mu(r) \in C_c^\infty(0, \infty)\) satisfies \(\mu(r) \equiv 1\) for \(r \in \left(\frac{1}{3}, \frac{4}{3}\right)\) and \(\mu \in [0, 1]\) for \(r \in (0, \infty)\).

Multiplying the second equation in (1.6) with \(w(t)\) yields

\[
-(\text{3.2}) - \int_0^T \int_{A(t)} 2(T - t)e^{-r} hU \mu(r) \, dr dt = -\int_{A(0)} h_0 U_0 T^2 e^{-r} \mu(r) dr - I(T)
+ \int_0^T \int_{A(t)} (T - t)^2 e^{-r} \left(\frac{hU^2}{r} + \frac{h^2}{2}\right) \mu(r) dr dt,
\]

where \(I(t) = \sum_{i=1}^3 I_i(t)\) with

\[
I_1(T) = \int_0^T \int_{A(t)} \frac{hV^2 e^{-r}}{r} (T - t)^2 \mu(r) dr dt, \quad I_2(T) = \int_0^T \int_{A(t)} hV e^{-r} (T - t)^2 \mu(r) dr dt,
\]

and

\[
I_3(T) = \int_0^T \int_{\mathbb{R} \setminus A(t)} \left(\frac{h^2}{2} + hU^2\right) e^{-r} (T - t)^2 \mu, dr dt.
\]

Let

\[
\alpha = -\int_{A(0)} h_0 U_0 e^{-r} \mu(r) dr \quad \text{and} \quad F(T) = -\int_0^T \int_{A(t)} hU e^{-r} (T - t)^2 \mu(r) dr dt.
\]

According to (3.2) and Young’s inequality, one has

\[
F'(T) = \alpha T^2 - I(T) + \int_0^T \int_{A(t)} \left(\frac{hU^2}{2} + \frac{hU^2}{r} + h^2\right) (T - t)^2 \mu(r) dr dt,
\]

\[
\geq \int_0^T \int_{A(t)} \frac{3}{2} (hU)^{4/3} (T - t)^2 e^{-r} \mu(r) dr dt + \alpha T^2 - I(T).
\]

We claim that if \(\|U_0\|_{L^\infty}\) is sufficiently large, then

\[
I(T) \leq \frac{4\alpha T^2}{5} \quad \text{for all} \ T \in [0, \bar{T}].
\]

The detailed proof for (3.5) is given in Step 4.
Step 3. Derivation of Riccati type inequality. Assume that (3.5) is true and we continue the proof for the theorem. Define
\[ \phi(t) = \int_{A(t)} e^{-r} dr \quad \text{and} \quad \varphi(T) = \int_0^T (T - t)^2 \phi(t) dt. \]
It follows from (3.2), (3.5), and Jensen's inequality that one has
\begin{equation}
F'(T) \geq \alpha T^2 + \int_0^T (T - t)^2 \int_{A(t)} \frac{3}{2} (hU)^{4/3} e^{-r} \mu(r) dr dt \geq \frac{\alpha T^2}{5} + \frac{3}{2} \varphi(T) \left( \frac{F(T)}{\varphi(T)} \right)^{4/3}.
\end{equation}

The straightforward computations give
\begin{equation}
F''(T) = \sigma 1 + e^{-2\sigma t} - \sigma 1 - e^{-2\sigma t} \leq \varphi'(0) \varphi(0) = \alpha 1 + e^{-1/2}.
\end{equation}

Note that both \( \phi \) and \( \phi' \) are positive, thus one has
\begin{equation}
a \varphi(T) \geq \int_0^T (T - t)^2 \varphi'(t) dt = -\phi(0) T^2 + 2 \int_0^T (T - t) \phi(t) dt = -\phi(0) T^2 + \varphi'(T).
\end{equation}
Furthermore, according to L'Hopital rule,
\begin{equation}
\lim_{T \to 0} \frac{F(T)}{\varphi(T)} = \lim_{T \to 0} \frac{F'(T)}{\varphi'(T)} = \lim_{T \to 0} \frac{F''(T)}{\varphi''(T)} = \lim_{T \to 0} \frac{- \int_{A(T)} (hU)(r, T) e^{-r} \mu(r) dr}{\phi(T)} = \frac{\alpha}{\phi(0)}.
\end{equation}
If \( \|U_0\|_{\infty} \) is sufficiently large, then
\begin{equation}
\frac{3}{2} \left( \frac{\alpha}{5\phi(0)} \right)^{1/3} \geq a + 3\nu,
\end{equation}
where \( a \) is defined in (3.7). For any \( \zeta \in \left[ \frac{8}{27} (a + 3\nu)^3, \frac{\alpha}{5\phi(0)} \right] \), there exists a \( \bar{T} > 0 \) such that \( F(t) > \zeta \varphi(t) \) for any \( t \in [0, \bar{T}] \).

Next, we claim that for any \( \zeta \in \left[ \frac{8}{27} (a + 3\nu)^3, \frac{\alpha}{5\phi(0)} \right] \),
\begin{equation}
F(T) \geq \zeta \varphi(T) \quad \text{for any} \quad T \in [0, \bar{T}].
\end{equation}
Indeed, if \( \zeta \in \left[ \frac{8}{27} (a + 3\nu)^3, \frac{\alpha}{5\phi(0)} \right] \), for any \( T \in [0, \bar{T}] \), then it follows from (3.6) and (3.9) that
\begin{equation}
F'(T) \geq \frac{\alpha T^2}{5} + \varphi(T) \frac{3}{2} \zeta^{4/3} > \zeta \phi(0) T^2 + \zeta a \varphi(T) \geq \zeta \varphi'(T).
\end{equation}

Denote
\[ \mathcal{F}(T) = \frac{F(T)}{\varphi(T)}. \]
The straightforward computations give

\[
F'(T) = \frac{F'(T)}{\varphi(T)} \varphi(T) F(T) \geq \frac{\alpha T^2}{5 \varphi(T)} - \frac{\varphi'(T)}{\varphi(T)} F(T) + \frac{3}{2} (F(T))^{4/3},
\]

where (3.6) is used. If $F$ achieves $\zeta$ at $\hat{T} \in [0, \bar{T}]$ for the first time, i.e.,

\[
\hat{T} = \inf\{T \in [0, \bar{T}] : F(T) = \zeta\}.
\]

It follows from (3.8) that one has

\[
F'(\hat{T}) \geq \frac{\alpha F(\hat{T}) \varphi(\hat{T}) - \varphi'(\hat{T}) F(\hat{T}) + \alpha \hat{T}^2}{5 \varphi(\hat{T})} \geq \frac{\phi(0) \hat{T}^2 (\frac{\alpha}{5 \phi(0)} - \zeta)}{5 \varphi(\hat{T})} > 0.
\]

Thus, for any $\zeta \in \left[ \frac{a}{27} (a + 3\nu)^3, \frac{\alpha}{5 \phi(0)} \right]$, the claim (3.11) always holds, i.e.,

\[
F(T) \geq \zeta \quad \text{for any } T \in [0, \bar{T}].
\]

In particular, one has

\[
F(T) \geq \frac{\alpha}{5 \phi(0)} \quad \text{for any } T \in [0, \bar{T}].
\]

Notice $\phi(t)$ is monotonically increasing, thus by (3.8), for any $T \geq \frac{\bar{T}}{2}$, one has

\[
\frac{\varphi'(T)}{\varphi(T)} \leq a + \frac{\phi(0) T^2}{\int_0^T \phi(t) (T - t)^2 dt} \leq a + \frac{T^2}{\int_0^T (T - t)^2 dt} \leq a + \frac{3}{T} < a + 3\nu.
\]

Combining with (3.13) gives

\[
F'(T) \geq \frac{3}{2} F^{4/3}(T) - (a + 3\nu) F(T) > 0 \quad \text{for any } T \geq \frac{\bar{T}}{2}.
\]

This, together with (3.15), yields

\[
\frac{\bar{T}}{2} \leq \int_{F(\bar{T}/2)}^{F(T)} \frac{ds}{\frac{3}{2} s^{4/3} - (a + 3\nu) s} \leq \int_{\frac{\alpha}{5 \phi(0)}}^{+\infty} \frac{ds}{\frac{3}{2} s^{4/3} - (a + 3\nu) s} \leq \int_{\frac{\alpha}{5 \phi(0)}}^{+\infty} \frac{ds}{s^{4/3}} \leq C \left( \frac{\alpha}{5 \phi(0)} \right)^{-\frac{1}{3}}
\]

provided $\|U_0\|_{L^\infty}$ is sufficiently large. Therefore, we have

\[
\|U_0\|_{L^{\infty}}^{-\frac{1}{3}} \leq C \frac{1}{2} \bar{T} \leq C \left( \frac{\alpha}{5 \phi(0)} \right)^{-\frac{1}{3}} \leq C \|U_0\|_{L^{\infty}}^{-\frac{1}{3}}.
\]
This leads to a contradiction if \( \| U_0 \|_{L^\infty} \) is sufficiently large. Hence the classical solution forms singularity before \( t = \bar{T} \). Therefore, it suffices to prove (3.5) in order to complete the proof of the theorem.

**Step 4. Proof of (3.5).** Note that \((h, U, V)(r, t) = (\bar{h}, 0, 0)\) for \( r \in \mathbb{R}_+ \setminus A(t) \). Hence there exists a constant \( C > 0 \) such that

\[
\frac{1}{C} \| U_0 \|_{L^\infty} T^2 \leq \frac{4\alpha T^2}{5} \leq C \| U_0 \|_{L^\infty} T^2 \quad \text{and} \quad I_3(T) \leq CT^3.
\]

In order to complete the proof, it suffices to get the estimate of \( I_1 \) and \( I_2 \). This is established by combining the \( L^\infty \) estimate for \( V \) through Lagrangian form and the conservation of mass. Let

\[
(3.20) \quad \begin{cases}
\frac{\partial \bar{X}}{\partial t} = \bar{U}(t, X_0), \\
\bar{X}(0, X_0) = X_0,
\end{cases}
\]

where

\[(\bar{h}, \bar{U}, \bar{V})(t, X_0) = (h, U, V)(t, \bar{X}(t, X_0)).\]

The Lagrangian form the system (1.6) is

\[
(3.21) \quad \begin{cases}
\frac{\partial \bar{X}}{\partial X_0} \left( \frac{\partial \bar{h}}{\partial t} + \frac{\bar{h} \bar{U}}{X} \right) + \bar{h} \frac{\partial \bar{U}}{\partial X_0} = 0, \\
\frac{\partial \bar{X}}{\partial X_0} \left( \frac{\partial \bar{U}}{\partial t} - \frac{\bar{V}^2}{X} - \bar{V} \right) + \bar{\bar{h}} \frac{\partial \bar{h}}{\partial X_0} = 0, \\
\frac{\partial \bar{V}}{\partial t} + \frac{\bar{V} \bar{U}}{X} + \bar{U} = 0.
\end{cases}
\]

The system (3.21) has a \( C^1 \) solution in \([0, \bar{T}] \times \mathbb{R}_+\) as long as the solutions of the system (1.6) belongs to \( C^1 \) in \([0, \bar{T}] \times \mathbb{R}_+\).

Firstly, by the existence theorem of ODE theory, for any \( r \in [0, \infty) \) and \( t \in [0, \bar{T}] \), there exists an \( X_0 \) such that \( \bar{X}(t, X_0) = r \). Moreover, note that \( A(\bar{T}) \subseteq \{ r \mid \frac{1}{3} \leq r \leq \frac{4}{3} \} \), by the uniqueness theorem of ODE, one has

\[
(3.22) \quad \begin{cases}
\bar{X}(T, X_0) = X_0, \quad \bar{V}(T, X_0) = 0, \quad \text{for any } X_0 \in \mathbb{R}_+ \setminus \{ r \mid \frac{1}{3} \leq r \leq \frac{4}{3} \}, \\
\frac{1}{3} \leq \bar{X}(t, X_0) \leq \frac{4}{3}, \quad \text{for any } X_0 \in \{ r \mid \frac{1}{3} \leq r \leq \frac{4}{3} \}.
\end{cases}
\]
Hence one needs only to get the upper bound of \( \tilde{V}(T, X_0) \) for \( X_0 \in \{ r \mid \frac{1}{3} \leq r \leq \frac{4}{3} \} \). It follows from (3.20) and the third equation of (3.21) that one has
\[
\frac{\partial(\tilde{X} \tilde{V} + \frac{\tilde{X}^2}{2})}{\partial t} = 0.
\]
Thus
\[
(3.23) \quad \tilde{V} = \frac{V_0(X_0)X_0 + \frac{X^2}{2} - \frac{\tilde{X}^2}{2}}{\tilde{X}}.
\]
This, together with (3.22), yields that there exists a constant \( C > 0 \) such that
\[-C \leq \tilde{V}(T, X_0) \leq C \text{ for any } X_0 \in \{ r \mid \frac{1}{3} \leq r \leq \frac{4}{3} \}.
\]
Since the compact support of \( V \) is contained in \( A(t) \subset \{ r \mid \frac{1}{3} \leq r \leq \frac{4}{3} \} \), one has
\[
(3.24) \quad \| V(T) \|_{L^\infty} \leq C.
\]
Furthermore, it follows from (3.20) and the first equation in (3.21) that one has
\[
\frac{\partial}{\partial t} \left( \tilde{h} \tilde{X} \frac{\partial \tilde{X}}{\partial X_0} \right) = 0.
\]
This gives
\[
(3.25) \quad \tilde{h}(T, X_0) = \frac{h_0(X_0)X_0}{\tilde{X} \frac{\partial \tilde{X}}{\partial X_0}}.
\]
Differentiating (3.20) with respect to \( X_0 \) yields that \( \frac{\partial \tilde{X}}{\partial X_0} \geq 0 \) for any \( t \in [0, \bar{T}] \). This, together with (3.25), shows that \( h \geq 0 \) for any \( t \in [0, \bar{T}] \). As was proved in Theorem 1.1 the mass
\[
m(t) = \int_{\mathbb{R}^2} h - \tilde{h} dx dy = \int_0^{\infty} (h(r, t) - \tilde{h}) rdr = \int_{A(t)} (h - \tilde{h}) rdr
\]
is conserved. Note that \( A(t) \subset [1/3, 4/3] \). Hence there exists a constant \( C > 0 \) such that
\[
I_1(T) \leq \sqrt{C} \int_0^T \int_{A(t)} \frac{h(T - t)^2}{r} dr dt \leq C \int_0^T \int_{A(t)} h(T - t)^2 rdr dt \leq CT^3.
\]
Similarly, one has \( I_2(T) \leq CT^3 \) for some constant \( C > 0 \). Therefore, if \( \| U_0 \|_{L^\infty} \) is large enough, the estimate (3.5) must hold.

Hence the proof of the theorem is completed. \( \square \)
Remark 3.1. In fact, we can replace $\bar{T}$ in (3.1) by $\bar{T} = N \frac{T}{\|U_0\|_{L^\infty}}$ with sufficiently large constant $N$. Indeed, we need only to replace $a + 3\mu$ in (3.10) by $a + \frac{6\mu}{N}$. If $N$ is sufficiently large, one can also get contradiction for (3.18) and the proof can be proceeded with some minor modifications.

4. The solutions of separated variable form

In this section, we give the detailed description for Theorem 1.3 and its proof.

Note the system (1.6) enjoys the scaling symmetry, i.e., if $(h, U, V)$ is the solution of the original system (1.6), then $(h_\lambda, V_\lambda, U_\lambda)$ defined by

$$h_\lambda(t, r) = \lambda^2 h\left(\frac{r}{\lambda}, t\right), \quad U_\lambda(t, r) = \lambda U\left(\frac{r}{\lambda}, t\right), \quad V_\lambda(t, r) = \lambda V\left(\frac{r}{\lambda}, t\right)$$

is also a solution of (1.6). Suppose that the solution to (1.6) enjoys the form (1.10). In order to preserve the scaling symmetry of the system, $a_3(r)$ should satisfy

$$a_3(r) = \lambda a_3\left(\frac{r}{\lambda}\right).$$

Hence there exists an $l$ such that $a_3(r) = lr$. Without loss of generality, one may assume $l = 1$ so that $V = rv(t)$.

First, we have the following key property for $v(t)$.

Lemma 4.1. Either $v \equiv -\frac{1}{2}$ or $v \neq -\frac{1}{2}$.

Proof. Let

$$\Theta(r, t) = \frac{\partial V}{\partial r} + \frac{V}{r} + 1$$

be the relative vorticity of the fluid. One has

(4.1) \[ \frac{\partial \Theta}{\partial t} + U \partial_r \Theta = 0. \]

This implies that $\Theta$ is invariant along the particle path. If $V = rv(t)$, then

$$\Theta(r, t) = \frac{2v + 1}{h}. \quad \square$$

Thus $v$ is always $-\frac{1}{2}$ or is never $-\frac{1}{2}$.

The case for $v \equiv -\frac{1}{2}$ has been studies in [9]. It was proved in [9] that if $v \equiv -\frac{1}{2}$, then the solution of (1.6) is either a time periodic solution or a steady solution. The goal of this section is to investigate the case where $v \neq -\frac{1}{2}$. 

If \( v \neq -\frac{1}{2} \), then one may assume that \( V = r(e^{g(t)} - \frac{1}{2}) \) (or \( V = r(-e^{g(t)} - \frac{1}{2}) \)). Substituting \( V \) into (1.6) yields

\[
\begin{aligned}
(4.2) \\
\begin{cases}
    h = \frac{r^2}{2} \left( e^{2g} - \frac{1}{4} + \frac{1}{2} \frac{d^2 g}{dt^2} - \frac{1}{4} \left( \frac{dg}{dt} \right)^2 \right), \\
    U = -r \frac{dg}{dt}, \\
    V = r(e^{g(t)} - \frac{1}{2}),
\end{cases}
\end{aligned}
\]

where \( g \) satisfies

\[
(4.3) \\
\frac{d^3 g}{dt^3} - 3 \frac{dg}{dt} \frac{d^2 g}{dt^2} + \frac{dg}{dt} + \left( \frac{dg}{dt} \right)^3 = 0.
\]

The ODE (4.3) can be written as the following ODE system

\[
(4.4) \\
\begin{cases}
    \frac{d\xi}{dt} = \eta, \\
    \frac{d\eta}{dt} = \xi(3\eta - \xi^2 - 1),
\end{cases}
\]

where

\[
\xi = \frac{dg}{dt} \quad \text{and} \quad \eta = \frac{d^2 g}{dt^2}.
\]

Define

\[
(4.5) \quad \vartheta(t) := \xi^2 + 1 - \eta \quad \text{and} \quad \kappa(t) := \frac{\xi^2 + 1 - 2\eta}{(\xi^2 + 1 - \eta)^2} \quad \text{if} \ \vartheta \neq 0.
\]

These two quantities play a crucial role for the study on the ODE system (4.4).

**Lemma 4.2.** If \( \vartheta(0) = 0 \), then

\[
(4.6) \quad \xi = \tan(t + C) \quad \text{and} \quad \eta = \sec^2(t + C).
\]

If \( \vartheta(0) \neq 0 \), then \( \kappa(t) \equiv \kappa(0) := \kappa_0 \in (-\infty, 1] \) for all \( t > 0 \).

**Proof.** If \( \vartheta(0) = 0 \), then \( \eta = \xi^2 + 1 \neq 0 \). Hence \( \xi^2 + 1 - 2\eta = -(\xi^2 + 1) \neq 0 \). Furthermore, the straightforward computations yield

\[
\frac{d}{dt} \left( \frac{(\xi^2 + 1 - \eta)^2}{\xi^2 + 1 - 2\eta} \right) = 0.
\]

Thus one has \( \vartheta(t) \equiv 0 \). Hence the first equation in (4.4) can be written as

\[
\frac{d\xi}{dt} = \xi^2 + 1.
\]
Hence $\xi = \tan(t + C)$. Using the property $\vartheta \equiv 0$ gives the explicit form of $\eta$ as that in (4.6).

If $\vartheta(0) \neq 0$, then $\kappa(t) \equiv \kappa(0)$ follows from $\kappa'(t) \equiv 0$. Furthermore, the straightforward computations show that $\kappa_0 \in (-\infty, 1]$. □

We have the following result, which is a more detailed version for Theorem 1.3.

**Theorem 4.1.** Suppose that the solution $(h, U, V)$ of the system (1.6) is under the form (4.2), then the following statements hold.

1. If $\kappa_0 \in (0, 1]$, the solution of (4.4) is periodic with period $2\pi$. The time periodic solutions for (1.6) have periodic particle path.
2. If $\kappa_0 \in (-\infty, 0]$, the solutions of the system (4.4) blow up in finite time.
3. While in the blow up case, every particle path converges to the origin, and along the particle path $h$, $-U$, and $V$ go to $+\infty$ as the time goes to the blowup time.

More precisely, there exists a constant $C$ such that the following blowup rates hold,

$$
\frac{C^{-1}}{t_0 - t} \leq \sup_{r \in \mathbb{R}_+} |h(t, r)|, \sup_{r \in \mathbb{R}_+} |U(t, r)|^2, \sup_{r \in \mathbb{R}_+} |V(t, r)|^2 \leq \frac{C}{t_0 - t} \quad \text{as} \quad t \to t_0,
$$

where $t_0$ is the blowup time.

**Proof.** The proof of the theorem is divided into five steps.

**Step 1. Preliminaries.** Clearly, it follows from (4.5) that

$$
\begin{align*}
\xi^2 + 1 &= 2\vartheta - \kappa_0 \vartheta^2 \\
\eta &= \vartheta - \kappa_0 \vartheta^2.
\end{align*}
$$

Furthermore, the straightforward computations give

$$
\begin{align*}
\left( \frac{d\vartheta}{dt} \right)^2 &= \vartheta^2(2\vartheta - \kappa_0 \vartheta^2 - 1) \\
\frac{d\vartheta}{dt}(0) &= \xi(0)(\xi^2(0) + 1 - \eta(0)) = \xi(0)(\vartheta(0))
\end{align*}
$$

**Step 2. Time periodic solutions.** If $\kappa_0 \in (0, 1]$ and $\xi(0) \geq 0$, it follows from the first equation in (4.8) that

$$
\vartheta = \frac{1 \pm \sqrt{1 - (\xi^2 + 1)\kappa_0}}{\kappa_0}.
$$

Hence $\vartheta \in [\bar{\vartheta}, \hat{\vartheta}]$ where

$$
\bar{\vartheta} = \frac{1 - \sqrt{1 - \kappa_0}}{\kappa_0} \quad \text{and} \quad \hat{\vartheta} = \frac{1 + \sqrt{1 - \kappa_0}}{\kappa_0}.
$$
Furthermore, there exists a $t' > 0$ such that
\begin{equation}
\frac{d\vartheta}{dt} = \vartheta \sqrt{2\vartheta - \kappa_0 \vartheta^2 - 1} \quad \text{for } t \in [0, t').
\end{equation}

It follows from the the standard ODE theory that there exists a unique solution to (4.11). The straightforward calculations yield
\begin{equation*}
\int_{\hat{\vartheta}}^{\vartheta} \frac{1}{\vartheta \sqrt{2\vartheta - \kappa_0 \vartheta^2 - 1}} d\vartheta = \pi.
\end{equation*}
Thus $\vartheta$ attains $\hat{\vartheta}$ in finite time. Furthermore,
\begin{equation*}
\frac{d\vartheta}{dt} = 0 \quad \text{and} \quad \frac{d^2\vartheta}{dt^2} = \vartheta(3\vartheta - 2\kappa_0 \vartheta^2 - 1) = \vartheta(1 - \vartheta) < 0 \quad \text{at } \vartheta = \hat{\vartheta}.
\end{equation*}
Similarly, $\vartheta$ attains $\bar{\vartheta}$ in finite time and
\begin{equation*}
\frac{d\vartheta}{dt} = 0, \quad \frac{d^2\vartheta}{dt^2} = \vartheta(3\vartheta - 2\kappa_0 \vartheta^2 - 1) = \vartheta(1 - \vartheta) > 0 \quad \text{at } \vartheta = \bar{\vartheta}.
\end{equation*}
Therefore, there is a global solution $\vartheta$ for the ODE and $\vartheta$ oscillates between $\bar{\vartheta}$ and $\hat{\vartheta}$. Thus the corresponding solution is periodic with given period. The case $\xi(0) < 0$ is similar for $0 < \kappa_0 \leq 1$.

The particle path is governed by the following equation
\begin{equation}
\left\{ \begin{array}{l}
\frac{d\tilde{X}(t, x)}{dt} = U(t, \tilde{X}(t, x)) = -\frac{1}{2} \frac{dg}{dt}(t) \tilde{X}(t, x), \\
\tilde{X}(0, x) = x.
\end{array} \right.
\end{equation}
This yields
\begin{equation}
\tilde{X}(t, x) = e^{\frac{g(0) - g(t)}{2}} x.
\end{equation}
Then the periodic solution corresponding to periodic particle path follows immediately.

**Step 3. Blowup of the solutions.** If $\kappa_0 = 0$, then $\eta = \left(\xi^2 + 1\right)/2$. Hence it follows from the first equation in (4.4) that one has
\begin{equation}
\frac{d\xi}{dt} = \frac{\xi^2 + 1}{2}.
\end{equation}
This yields that
\begin{equation}
\xi = \tan \left(\frac{t + C}{2}\right) \quad \text{and} \quad \eta = \frac{1}{2} \sec^2 \left(\frac{t + C}{2}\right).
\end{equation}
If $\kappa_0 < 0$, $\xi(0) \geq 0$, and $\vartheta(0) > 0$, then one has
\[
\frac{d\vartheta}{dt} = \vartheta \sqrt{2\vartheta - \kappa_0 \vartheta^2 - 1} > 0.
\]
Thus $\vartheta$ is monotone increasing with respect to $t$. It is easy to prove that $\frac{d\vartheta}{dt}$ is monotone with respect to $t$. Therefore, $\vartheta(t)$ doesn’t have an upper bound. Hence one may assume $\vartheta(t) \geq \frac{1}{2}$ for all $t \geq t_*$. Therefore, $\frac{d\vartheta}{dt} \geq \sqrt{-\kappa_0 \vartheta^2}$ for any $t \geq t_*$. Hence the solution blows up in finite time.

If $\vartheta(0) < 0$, the one can similarly prove that $\vartheta$ attains $\frac{1 - \sqrt{1 - \kappa_0}}{\kappa_0}$ in finite time and blows up in finite time.

For the case that $\kappa_0 < 0$, $\xi(0) < 0$, by the similar analysis, one can show that $\vartheta$ attains $\frac{-1 + \sqrt{1 - \kappa_0}}{-\kappa_0}$ in finite time and goes to $\infty$ in finite time when $\vartheta(0) > 0$ or $\vartheta$ attains $\frac{-1 - \sqrt{1 - \kappa_0}}{-\kappa_0}$ in finite time and goes to $-\infty$ in finite time when $\vartheta(0) < 0$.

**Step 4. Blowup quantities.** If $\kappa_0 < 0$, then we claim that
\[
\lim_{t \to t_0} g(t) = +\infty
\]
where $t_0$ is the blowup time.

If $\kappa_0 = 0$ or $\vartheta \equiv 0$, it follows from (4.16) and $\int_0^{\pi/2} \tan t dt = +\infty$.

For $\kappa_0 < 0$, we only present the case for $\xi(0) > 0$. The case for $\xi(0) \leq 0$ can be handled similarly. Without loss of generality, we may assume $\vartheta(0) \geq 1$. Take
\[
t_0 = \int_0^{\vartheta(0)} \frac{1}{s \sqrt{2s - \kappa_0 s^2 - 1}} ds.
\]
It follows from (4.11) that one has
\[
\frac{d}{dt} \ln(\vartheta(t)) = \sqrt{2\vartheta - \kappa_0 \vartheta^2 - 1}.
\]
This, together with (4.9), yields
\[
g(t) - \ln(\vartheta(t)) = g(0) - \ln(\vartheta(0)).
\]
As $\vartheta(t)$ tends to $+\infty$ when $t \to t_0$, thus the claim (4.15) holds. By (4.2) and (4.13), along the particle path, one has
\[
U(\tilde{X}(x, t)) = -\frac{g'(t)x}{2e^{(g(t) - g(0))/2}}.
\]
Using L’Hopital’s rule gives
\[
\lim_{t \to t_0} U(t, \tilde{X}(x, t)) = \lim_{t \to t_0} -\frac{g'(t)x}{2e^{(g(t) - g(0))/2}} = \lim_{t \to t_0} -xe^{g(0)/2} \frac{\sqrt{2\vartheta - \kappa_0 \vartheta^2 - 1}}{2e^{(g(0) - \ln(g(0)))/2} \sqrt{\vartheta}} = -\infty.
\]
Similarly, one has
\begin{equation}
\lim_{t \to t_0} V(t, \tilde{X}(x, t)) = \lim_{g(t) \to +\infty} x e^{g(0) - g(t)} (e^g(t) - \frac{1}{2}) = +\infty.
\end{equation}

It follows from (4.2) and (4.13) that it holds
\begin{equation}
 h(t, \tilde{X}(x, t)) = x^2 e^g(0) (e^{2g(t)} - 1 + \frac{\xi(t)^2}{4} + \frac{\kappa_0}{4} e^g(t) - \kappa_0^2 \theta^2(t) + \frac{\kappa_0^2}{4} e^g(t)) \geq x^2 e^g(0) + g(t).
\end{equation}

Thus one has \( \lim_{t \to t_0} h(X(x, t)) = +\infty \).

**Step 5. Blowup rates.** In fact, the study for the blow up rate for \( \vartheta \) can also be regarded as an alternative proof for the blowup, where the particle path converges to the origin. For simplicity, we assume that \( \vartheta(0) > 0 \) and \( \xi(0) > 0 \). If \( \kappa_0 = 0 \), then it follows from (4.14) that one has
\begin{equation}
\vartheta(t) = \xi^2 + 1 - \eta = \frac{1}{2} \sec^2 \left( \frac{t + C}{2} \right).
\end{equation}

Hence \( t_0 = \pi - C \) and
\[ t_0 - t = 2 \arcsin \left( \frac{1}{2\vartheta(t)} \right). \]

This shows
\[ \lim_{t \to t_0} \vartheta(t)(t_0 - t) = \lim_{\vartheta \to \infty} 2\vartheta \arcsin \frac{1}{2\vartheta} = 1. \]

For \( \kappa_0 < 0 \), one has
\begin{equation}
 t_0 - t = 2 \left( \arctan \left( \sqrt{\frac{1 - \vartheta}{\vartheta}} \sqrt{\frac{1 - \hat{\vartheta}/\vartheta}{1 - \hat{\vartheta}/\vartheta}} \right) - \arctan \sqrt{-\frac{\hat{\vartheta}}{\vartheta}} \right),
\end{equation}

where \( \hat{\vartheta} \) and \( \bar{\theta} \) are defined in (4.5). Then by L’Hopital’s rule, there exists a constant \( C \) such that
\[ \frac{C^{-1}}{t_0 - t} \leq \vartheta(t) \leq \frac{C}{t_0 - t} \text{ as } t \to t_0. \]

Therefore, this, together with the explicit representations of \( h, U, V \) in terms of \( \theta \) in (4.17)-(4.20), yields (4.7).

This finishes the proof of the theorem. \( \square \)
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