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SUMMARY The aim of this study is to calculate optimal walking routes in real space for users partaking in immersive virtual reality (VR) games without compromising their immersion. To this end, we propose a navigation system to automatically determine the route to be taken by a VR user to avoid collisions with surrounding obstacles. The proposed method is evaluated by simulating a real environment. It is verified to be capable of calculating and displaying walking routes to safely guide users to their destinations without compromising their VR immersion. In addition, while walking in real space while experiencing VR content, users can choose between 6-DoF (six degrees of freedom) and 3-DoF (three degrees of freedom). However, we expect users to prefer 3-DoF conditions, as they tend to walk longer while using VR content. In dynamic situations, when two pedestrians are added to a designated computer-generated real environment, it is necessary to calculate the walking route using moving body prediction and display the moving body in virtual space to preserve immersion.
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1. Introduction

In recent years, highly immersive virtual reality (VR) environments have become popular due to the increased availability of affordable head-mounted displays (HMDs) among general consumers. Advancements in inside-out tracking and wireless technology have enabled users to experience VR while freely walking within an indoor environment, instead of merely sitting in a chair and looking over a 360-degree virtual environment. Currently, a significant proportion of road accidents are caused by the use of mobile devices by drivers or pedestrians—the so-called “Smartphone Zombies”. However, HMDs obscure their users’ entire fields of view, to a much greater extent than other portable devices like smartphones. Therefore, when VR is applied to outdoor activities such as walking in the future, it is even more likely to induce dangerous accidents. Henceforth, we refer to a user in such a scenario as a “VR Zombie”. To avoid collision of VR zombies with obstacles, it is necessary to present information about the ambient real space to the user within the VR interface. However, the method of presentation may compromise the user’s immersion, which is an important element of VR. It seems that users do not always use some functions when using mobile devices while walking, which might impair the quality of the VR experience. Therefore, in this study, we propose a system to guide VR users to their destinations in real space while simultaneously avoiding collisions with obstacles and preserving their immersion.

By investigating existing walking assistance techniques in real space for VR users, Kanamori et al. concluded that users can be guided to walk in real space without compromising their immersion by presenting information about real-space obstacles to them in terms of VR objects that harmonize with the surrounding virtual environment in the form of appropriate clues scattered within the play area [1], [2]. This aids the user to imagine the actual shapes in the real space based on the virtual clues, and thereby, avoid collisions with them. However, even in this case, the user needs to be conscious of the ambient real space, and so complete immersion is not achieved. Further, Kanamori et al. [1] assumed the user to be partially aware of the real-space information surrounding the play area. This makes such a method difficult to apply in arbitrary situations, other than in pre-designated spots. Therefore, it is necessary to develop a method which enables users to use routes based on real-space information displayed within the virtual space that does not compromise their immersion. We achieve this by proposing a system that detects the positions of obstacles in the real-world surroundings of the user, automatically calculates the optimal walking route, and presents it to the user (Fig. 1). The user is not required to be aware of any real-space information beforehand to apply this technique, and can reach the destination simply by walking along the indicated route.

While guiding VR users towards their destinations in real space, it is necessary to ascertain the degrees to which users’ movements in real space can be reflected within the virtual space to design a comfortable VR experience. For example, within the interface of VR with 6 DoFs (six degrees of freedom), the avatar of a user in the virtual space may move in an unintended direction corresponding to the user’s movements in real space as the coordinate movement of walking is directly reflected in the virtual space in such an environment. On the other hand, in the case of a 3-DoF (three degrees of freedom) VR environment, the aforementioned problem does not occur as the coordinate move-
ment of walking is not reflected on the avatar in the virtual space in such a scenario. However, this introduces the possibility of compromised immersion due to the incongruence between physical and virtual movements during walking [3], [4].

In this study, we evaluate the proposed walking assistance technique by calculating the optimal walking routes for users based on their preferred DoF conditions. However, evaluation of the method in real space would entail possible collisions of the subject of the experiment with neighboring pedestrians or obstacles. Further, ensuring the consistent movement of actual pedestrians in real space is also difficult. Thus, in order to guarantee the security of the subject and maintain consistent experimental conditions, we conducted the evaluation experiments by simulating a real environment within a virtual environment. The results confirm the effectiveness of the proposed method and identify the optimal DoF condition.

2. Related Works

Several studies have proposed methods to display an image of the user’s body within the virtual space using augmented virtuality. Steinicke et al. realized the display of a user’s hands in virtual space using a chroma key and improved presence in the virtual space [5]. Tecchia et al. developed an MR system that enables users to interact with virtual objects by measuring the positional relationships between their hands in real space using Kinect [6]. McGill et al. conducted a questionnaire survey about the user-friendliness of VR-HMDs among 108 VR-HMD users [7]. The results demonstrated that a significant proportion of people desire improved interaction with the real space while wearing VR HMDs. In addition, the study revealed that users are unable to perceive their surroundings while wearing HMDs and find it cumbersome to remove the HMD for every interaction. The authors conducted another study to resolve these problems and obtained the following conclusions. Firstly, the partial display of real space within a virtual environment is less harmful to users’ immersion than the need to remove HMDs to interact with reality. Secondly, the automatic display of real-space information is less harmful to immersion than intentional display initiated by the user. Thirdly, virtual projection of a person in the real-space vicinity of the user within the VR environment does not affect immersion. Further, the subjects opined that the appearances of such projected real-space objects should be modified to harmonize them with the ambient VR content. Budhiraja et al. investigated a display technique using peripheral real space with respect to a variety of VR content [8]. They reported that most subjects favor only their hands and the objects of interest to be displayed, with only the boundaries of the surrounding objects being visible. The aforementioned studies suggest that users find it difficult to interact with real space while wearing a VR-HMD and the selective display of real-space information within the virtual space can resolve this problem. However, these methods primarily focus on static users, and therefore, cannot be utilized in the case of real-space interactions involving walking.

The enhancement of immersion within the virtual environment is crucial to free movement in the virtual space. Several methods have been proposed to enable users to move within the virtual space [9]–[11], but actually walking in real space remains the most natural and effective method [9], [12], [13]. Sing et al. presented the features of ambient real spaces to VR-users via real-time voxel-themed three-dimensional reconstruction. In addition, they developed walking assistance techniques for users to avoid obstacles while remaining immersed in the virtual environment [14]. Several studies have been conducted on spatial perception in virtual spaces. It has been demonstrated that users underestimate distances in virtual environments compared to real environments [15], [16], and this effect is particularly pronounced when the user is using an HMD [17]–[19]. Further, user perception in a virtual environment depends on the size and shape of the user’s avatar [20], [21]. Thus, it is evident that spatial perception is significantly different in real and virtual environments and it is unclear whether the distance information pertaining to real-world objects displayed to VR-users within virtual environments is accurately perceived.

In the context of navigation aided by smartphones and HMDs, Rahimian et al. investigated the effectiveness of using smartphones to alert pedestrians of approaching vehicles [22]. As in the case of this study, they also conducted experiments in a computer-generated real environment to guarantee the safety of the subjects and to accurately measure relevant data, such as the direction of the user’s gaze. The authors guided users to their real-world destinations using visual information about the real environment obscured by HMDs. They concluded that experiments in simulated real environments are reasonable for the evaluation of walking assistance techniques. Several studies have proposed methods to address the constraints of real spaces within virtual environments by assuming the real space to
be the main information queue, superimposing virtual information on the real environment via HMDs, and comparing the achieved navigation efficiency to those of handheld displays [23], [24]. However, till date, no studies have investigated real environment navigation during the use of VR by regarding the virtual space as the main information queue.

The influence of DoFs in head tracking on VR users has also been extensively researched. Buttussi et al. experimented on subjects experiencing scenario-based VR via three different display conditions (desktop monitor, 3-DoF narrow field of view HMD, and 6-DoF wide field of view HMD) [25]. This experiment did not reveal any significant difference between the users’ understandings of the scenario via the three types of displays. However, even though no statistically significant difference in immersion in the virtual space was observed, the immersion was observed to be higher under high-fidelity 6-DoF conditions. Pal et al. compared the user’s performances under three head-tracking conditions (6-DoF, Rotation 3-DoF, and Translation 3-DoF) [26]. The results demonstrated that the translation 3-DoF condition produced noticeably poor performance. However, no significant difference was noticed between the performances under the 6-DoF and rotation 3-DoF conditions. However, till date, no studies have investigated the optimal DoF conditions for VR-users walking in real space.

3. Proposed Method

The aim of this study is to develop a navigation system that is capable of automatically calculating the optimal route to be followed by a user while walking to avoid collisions with surrounding obstacles. To this end, the proposed system recognizes surrounding real-space objects in real time using sensors attached to HMDs or the external real environment. In this study, we begin by verifying the effectiveness of displaying the walking route within virtual space to support walking in real space. To guarantee the safety of the subjects of the experiment and to eliminate dependence of the performance of the proposed system on the accuracy of the real space sensing, we evaluate it in a computer-generated real environment. In other words, the reason for preparing a computer-generated real environment is to control pedestrian movement between subjects and provide an atmosphere of walking in the city in a safe real environment. It is assumed that the real environment of a user wearing the HMD can be perfectly detected. In the computer-generated real environment, roads and obstacles are reproduced to imitate real-world outdoor situations (Fig. 2, upper left). In addition, video see-through HMDs and AR glasses can be used to show users an AR environment with obstacles superimposed on the real world. However, this was not adopted for the following reasons. When an AR object is superimposed on real-world images captured by a front camera of HMD and displayed on the HMD, there is a time delay as compared to displaying computer-generated real environments on the HMD. Moreover, if a lot of CGs of obstacles and town environment are superimposed on a video of the real world where there are no obstacles, it will be the same as the case of VR (computer-generated real environments). Because 3 of these reasons, we adopted a method of displaying computer-generated real environment on VR-HMD as an imitation of walking in the real world.

To implement this system, we used the VIVE Pro (765 g, binocular resolution: 2880 × 1600) as an HMD and Unity, which is a 3D game engine, to simulate the real environment.

In this study, we conduct experiments using a computer-generated real environment wherein it is assumed that the real environment of the user is perfectly detected. We use NavMesh to calculate the optimal walking route in the simulated real environment, which is a route search function in Unity used to define a start position and a destination, by searching for neighboring polygons via the A* algorithm, and calculating the shortest route to the destination. In addition, in this study, only the navigation part is the subject of research. As for the destination input, we assumed that it was set to be completed before the navigation started. In actual use, it is assumed that the destination is entered with the smartphone before the HMD is attached to a user or entered with the special software such as Google map. Furthermore, we do not consider that the final destination may change during navigation.

3.1 Computer-Generated Real Environment and VR Content

In this study, we assumed the experimental scenario to be one in which the user wears an immersive HMD and experiences VR content while walking toward his destination in real space. In this section, we discuss the computer-generated real environment and the VR content used in the experiment.
3.1.1 Computer-Generated Real Environment

VR is expected to be implemented in various real environments in the near future based on inside-out head tracking systems and wireless HMDs and controllers. Therefore, in our experiment, we assumed a real environment in which a “Smartphone Zombie” uses a smartphone while walking down a sidewalk (Figs. 3 and 6). The sidewalk was assumed to be adjacent to a street, on which vehicles ply at regular intervals. This outdoor situation was simulated as a computer generated scenario to invoke the psychological dread of a dangerous situation in the subject of the experiment while ensuring his physical safety.

When virtual pedestrians were included in the computer-generated scenario, the calculated optimal walking route was observed to fluctuate in real time. While the subjects were in the process of walking along the fluctuating route, the displacements of the user’s walking trajectory could not be accurately estimated. Even if the virtual pedestrians walked along the same route, the closest timings corresponding to distinct subjects exhibited slight differences, inducing drastic differences in the indicated route. If the indicated walking route is dependent on the characteristics of other virtual pedestrians, the length of the optimal walking trajectory would be different for each subject. To avoid this, we first conducted an experiment assuming that no pedestrians exist near the subject. However, even in this scenario, the subjects did not follow the same trajectory at all times. As the route from the subject’s current coordinate to the destination is constantly recalculated, the route fluctuates in real time based on changes in the subject’s coordinates caused by small movements by the subject. In short, the walking route is not completely fixed in the virtual space, but is slightly altered by the subjects’ behaviors and preferences. Finally, by observing and evaluating the slightly changed values, the preferences of each subject can be ascertained corresponding to each DoF.

We position this experiment, in a setting where there are no pedestrians or moving cars, as an ideal environment for VR Zombie. If participants as VR Zombie cannot immerse themselves in VR content or reach their destination in this ideal state, then adding moving cars and pedestrians to the experience would be pointless. Therefore, the result of this experience in the ideal state is a type of max performance of our proposed system.

3.1.2 VR Content

While various kinds of VR content exist, we opine that certain categories of VR that involve frequent interactions and multi-directional events, such as First Person Shooter games, should not be used during walking, as such content involves too many obstacles and significantly affects the direction of the user’s gaze. People are known to watch music videos while walking on streets and trains. Therefore, in our experiment, we adopted a specific live music content for the subjects to watch as the VR content. The content was provided by Unity (Fig. 4).

4. DoF Experiment

In this study, we conducted the experiment assuming a situation where a user wears an immersive HMD and experiences live VR music content while walking toward a destination in real space. We attempted to answer the following two research questions (RQs):

RQ1) Can the user be safely guided to his destination in real space without compromising his immersion by displaying solely the optimal walking route to the destination within the VR environment?

RQ2) Which degree of freedom is optimal to track the movements of the user’s head with respect to the VR content to ensure that the user can enjoy the VR content while walking toward the destination in real space?
4.1 Experimental Design

In this experiment, we guided the subjects towards predefined destinations within the designated computer-generated real environment by displaying solely the optimal walking route within the VR environment, as depicted in Fig. 2. In order to determine the characteristics of the computer-generated real environment necessary for the users and ensure the reliability of the calculated walking route, subjects were asked to walk along the presented route in the absence of any VR content before conducting the actual experiment. In addition, we allowed the subjects to remain stationary and experience the VR content before the actual experiment. Then, the subjects were asked to answer a questionnaire about their VR immersion while being stationary. The results of the questionnaire were taken to be a reference of VR experience under normal conditions (watching VR live content without any movement). Following this, each subject was asked to perform the experimental tasks under the following three conditions.

1) 2-DoF: pitch and roll rotation are reflected to view angle of participant (Fig. 5, left). The VR avatar can be always kept at the center of the field of view, because the yaw is not reflected in view angle.

2) 3-DoF: pitch, roll and yaw rotation are reflected in the view angle of the participant with the gaze direction reset function. (Fig. 5, center). The participant can watch the VR avatar from various angles based on head posture but the participant cannot be close to the VR avatar. In the case where the VR avatar cannot watch in the participant’s field of view along with the head posture, the participant can reset the view angle to the initial angle by grabbed controller.

3) 6-DoF: rotation 3-DoF and translation 3-DoF are reflected to view angle of participant with viewpoint reset function (Fig. 5, right). Participants can watch VR avatars from various angles based on head posture and the participant can be close to VR avatar. In the case where the VR avatar cannot watch in the participant’s field of view along with the participant’s movement, participant can reset the viewpoint to an initial point using a grabbed controller. At the initial point, the VR avatar can be watched at the center of the field of view with appropriate distance.

4.2 Experimental Task

In the experimental task, each subject walked along the indicated counterclockwise route through the sub-goals highlighted by the red spheres in Fig. 3 while avoiding obstacles such as a café and a display, as depicted in Fig. 6. As soon as a subject entered a certain vicinity of a sub-goal, a new red sphere was automatically displayed along with the walking route to the next sub-goal (Figs. 3 and 6). When a subject returned to his starting position, the experimental task was considered to have been completed. We conducted this experiment within a 6 m × 8 m area, as depicted in Fig. 7, which was completely free from obstacles. The red spheres displayed on the sidewalk in Fig. 3 corresponded to the red circles depicted in Fig. 7. The subjects walked along the indicated routes while constantly looking at the character presented within the VR live content.
4.3 Methods of Evaluation

To answer RQ1, we focused on the 6-DoF condition, which is a natural preference among users experiencing play-room-scale VR, and evaluated the users’ VR immersion and sense of security while executing the experimental tasks. VR immersion was evaluated using the Igroup Presence Questionnaire (IPQ) and a user questionnaire [31]. On the other hand, the users’ sense of security was evaluated on the basis of the difference between the trajectories of the displayed walking route and the route actually taken by each subject. To answer RQ2, we compared these data corresponding to each DoF condition.

4.4 Result

We obtained the following experimental results by performing the aforementioned experiment on 15 participants (14 male, 1 female, each within the age range of 22–25 years). Estimates of the subjects’ immersion obtained via the IPQ have been depicted in Fig. 8. We conducted the Wilcoxon signed-rank test to determine the differences between the distributions of scores of the evaluated items. In Fig. 8, the orange square brackets denote significant differences (*p < 0.05, **p < 0.01, ***p < 0.001). We used Bonferroni correction to adjust the p-values. In terms of experienced realism of IPQ, there was a significant difference between “Normal and 3-DoF (p < 0.001, r = −0.85)”, “Normal and 2-DoF (p < 0.001, r = −0.86)”, “6-DoF and 2-DoF (p < 0.01, r = −0.77)”, “6-DoF and 3-DoF (p < 0.05, r = −0.62)”, and “3-DoF and 2-DoF (p < 0.05, r = −0.72)”. Next, in terms of spatial presence of IPQ, there was a significant difference between “Normal and 2-DoF (p < 0.01, r = −0.79)”, “Normal and 3-DoF (p < 0.05, r = −0.69)”, and “6-DoF and 2-DoF (p < 0.05, r = −0.80)”. However, we could not find a significant difference regarding the sense of being there and involvement of the IPQ. In the 2-DoF condition, the spatial presence and experienced realism are reduced compared to any other conditions. In the 6-DoF condition, any elements of the IPQ can maintain scores compared to the Normal condition.

The results of the experiment have been presented in Table 1. The values in the table denote the averages of the subjects’ task data, and the values within brackets represent the associated standard deviations. “Difference between the trajectories of the indicated route and that actually taken by the subject” was measured by adding the lengths of the perpendiculars (m) drawn from the subject’s coordinate to the walking route vector displayed to the subject during the previous second. If the total walking distance and the accumulated gap were assumed to be 20 m and 3 m approximately, the subject was ascertained to be approximately 0.15 m away from the indicated route during a walk lasting 1 m (Fig. 9). The routes actually taken by the subjects have been depicted in Fig. 10. Under all conditions, it was verified that the subjects were able to walk steadily without colliding with obstacles. We did not use eye-tracking devices to measure “Character View Time” and “Foot Confirmation Time”. Instead, we simply measured the time for which the HMDs were oriented in the direction of the VR character or at the users’ feet. Owing to the lack of eye tracker system, the time that the participant’s head was turned in the...
The direction of the character was considered, instead of the gaze dwell time, although we believe the it is likely that the gaze was turned. As a result, the measurements might not be entirely accurate. However, they can still be used as reasonable references. As the character was always displayed within the subject’s view under the 2-DoF condition, the gaze direction reset function could not be used in this case. Based on the Wilcoxon signed rank test performed on each item, we confirmed that “Character View Time” exhibited significant differences ($p < 0.05$) corresponding to all possible pairs of DoF conditions, while “Foot Confirmation Time” exhibited significant differences ($p < 0.05$) between the 2-DoF and 6-DoF conditions and between the 2-DoF and 3-DoF conditions. Further, we used paired t-tests to estimate that “Viewpoint/Gaze Direction Reset” exhibited significant differences ($p < 0.001$) between the 6-DoF and 3-DoF conditions.

Finally, the results of the user questionnaire have been depicted in Table 2. The values corresponding to the four items denote the averages of the measurements corresponding to the subjects recorded at equal intervals of 7 scales (0–6) after each method, and the values in parentheses denote the standard deviations. “Walked while concentrating on VR content” was confirmed to exhibit a significant difference ($p < 0.05$) between the 3-DoF condition and the 2-DoF via the Wilcoxon signed rank test. Using the same method, we confirmed significant differences ($p < 0.05$) between all pairs of DoF conditions with respect to the item “Did Not Feel Discomfort in Movement in Virtual Space While Walking”.

Figure 11 (a) depicts a ranking of the subjects’ preferences for different DoF conditions. For example, the value corresponding to the entry, 6-3-2, denotes the percentage of subjects who designated their order preference list to be “6-DoF, 3-DoF, 2-DoF.” Even though the majority of subjects preferred the 6-DoF condition, 3-DoF also exhibited a significant share. Most subjects who preferred the 6-DoF condition opined that “Because I did not feel VR sickness while walking, I could concentrate on the VR content without being distracted by walking.” Meanwhile, subjects who preferred the 3-DoF condition opined “Under the 6-DoF condition, it was annoying to have to reset the viewpoint position each time I approached the character.” Further, the subjects also opined “Under the 3-DoF condition, I had to focus only on the direction as I was able to maintain a constant distance from the character at all times. Hence, the experience was not annoying at all.” Almost all participants feel a large directional gap, which makes them feel VR sickness and uncomfortable in the 2-DOF condition. Based on their responses to the post-experiment questionnaires, subjects were classified into two categories—people who emphasized that they did not experience any discomfort while walking and people who emphasized that they did not find resetting the gaze direction or viewpoint annoying. Figure 11 (b) depicts the distribution of subjects into two groups—those who prefer to consciously reset the viewpoint or gaze direction and those who prefer the system to be corrected automatically. Most of the subjects who preferred 3-DoF fell in the latter category. Figure 11 (c) depicts the distribution of subjects with respect to the preference for the system to calculate a route that avoids not only the obstacles in real space but also objects in the virtual space (e.g., characters and stages). Most subjects opined “I want the system to prioritize the safety of the route in real space rather than focus on an immersive VR experience.” Figure 11 (d) depicts the distribution of subjects based on their preference of one of the following factors over the other.
1) A method in which the system calculates the walking route and the user follows it, as in the case of the proposed system.

2) A method in which the user decides the route based on the real-space information displayed within the virtual space, as in the case of the point cloud method and the VR object method [1].

The results indicate that the majority of the subjects preferred walking without being conscious of the real space, instead preferring the system to calculate a safe route, as in the case of automatic driving assistance systems. Figures 11 (e) and 11 (f) depict the distributions of subjects with respect to “the situations where subjects want to use VR” and “the types of content the user wants to experience in those situations,” respectively. Many subjects were observed to prefer using VR in the presence of obstacles within a real environment, provided the system was capable of guiding them to their destinations safely. Further, the majority of the subjects preferred static environments where dynamic objects, such as pedestrians and automobiles, did not exist. Further, besides the optimal walking route, some subjects also exhibited an interest in the display of dangerous objects, such as moving pedestrians, traffic lights, and cars, within the virtual environment, as well as a bird’s-eye-view map depicting the subjects’ progress towards the destination.

5. Experiments in Dynamic Situations

The experiments reported in the previous section demonstrated that, under static conditions, the proposed system was capable of safely guiding users along a walking route while avoiding collisions with obstacles corresponding to all DoF conditions. However, the introduction of moving pedestrians into the fray necessitates the constant dynamic revision of the walking route. In order to evaluate the capability of the system to perform its task in such a scenario, we considered an experimental set-up involving two pedestrians walking back and forth on the sidewalk, as depicted in Fig. 12. The movement of the two pedestrians is scenario-based. Two pedestrians are present in the experimental environment, moving back and forth in a rectangular experimental environment at a constant speed in the direction to the long side of the rectangle of the experimental environment. A collision detection between the pedestrian and the subject uses Unity’s Collider component. Henceforth, we refer to this scenario as the dynamic situation and the scenario of the previous experiment, which was devoid of moving pedestrians, as the static situation.

5.1 Experimental Design

In the previous experiment, we concluded that the user’s VR immersion was significantly compromised under the 2-DoF condition. Hence, we restricted the dynamic situation-based experiment to only the 3-DoF and 6-DoF conditions.

First, to acquire the reference data for walking, each subject was made to traverse the identical route, as in the previous experiment, using 3-DoF and 6-DoF conditions in the dynamic situation while paying attention solely to pedestrians in the absence of any VR content (base condition). Then, the subjects were made to traverse the route while experiencing VR content using 3-DoF and 6-DoF conditions in the static condition. Subsequently, the subjects were made to traverse the route while experiencing VR content in 3-DoF and 6-DoF conditions in the dynamic situation. Thus, the subjects were made to traverse the route twice, without any interruption or rest between static and dynamic situations. The reason for designing the task to be performed consecutively without a break or interruption was that the removal of the HMD, which occurred at each interruption or rest, was a significant burden for both the subject and the experimenter. 3-DoF and 6-DoF were adopted at random to eliminate any residual effect from their ordering. Subjects walked along the route while experiencing VR content by relying on the indicated walking route that was observed to fluctuate in real time in the dynamic situation.

After completing the experimental tasks, the subjects were asked to watch a video shot from a first-person perspective depicting their own movement within the computer-generated environment.

5.2 Results

We performed the aforementioned experiment on 13 participants (12 males, 1 female, each within 22–27 years old). Nine subjects joined the experiment mentioned in Section 4. The results of the subjects’ VR immersion obtained via the IPQ have been depicted in Fig. 13. We conducted two-way repeated measures ANOVA to analyze the associated distributions of scores. In Fig. 13, the orange square brackets indicate significant differences (*...p < 0.05, **...p < 0.01). We used Bonferroni correction to adjust the p-values. The items “Spatial Presence” and “Involvement,” were confirmed to exhibit significant differences * between the DoF conditions (3-DoF and 6-DoF). Further “Experienced Realism” exhibited a significant difference ** between the two environmental situations (static and dynamic). In terms of involvement of the IPQ, both the 3-Dynamic and 6-Dynamic
conditions reduced scores compared to static conditions. In addition, in terms of experienced realism, scores of 3-Static and 3-Dynamic conditions reduced scores compared to the 6-Static and 6-Dynamic conditions.

The detailed experimental statistics have been depicted in Table 3. The values denote the averages of each subject’s task data, and the values within brackets denote the associated standard deviations. We conducted two-way repeated measures ANOVA on four items, excluding base conditions, to analyze the distributions of scores. The items, “Task end time,” “Total walking distance,” “Character view time,” and “Viewpoint /gaze direction reset,” exhibited significant differences (p < 0.01) between the two DoF conditions. Further, all items excluding “Task end time” exhibited a significant difference (p < 0.01) between the two environmental situations (static and dynamic).

Finally, we present the results of the post-experimental questionnaire. In response to the question, “Do you think 6-DoF or 3-DoF is more appropriate when experiencing VR content while walking to a destination in real space?”, 54 percent of the subjects opted for the 3-DoF condition. In response to the question, “Based on the first-person video, do you think that you were able to safely traverse a route in the simulated environment?”, 85 percent of the subjects answered in the negative. Further, the following comments were made by the subjects: “I felt difficulty in dealing with moving objects,” “I think the sense of security would be improved if the approaching directions of moving objects, such as cars and pedestrians, were conveyed to me,” “I was surprised that I was walking more naturally than I had realized. I was wondering whether I was acting suspiciously. I did not experience much of a difference even in the absence of pedestrians,” “I was walking more haltingly than I had anticipated. I feel that the dynamic changes to the route need to be conveyed a little earlier”. In response to the question, “Were you able to predict the movement of the pedestrian based on the fluctuations of the walking route?”, 69 percent of the subjects answered in the negative. All the subjects felt that the real-space information should be displayed within the virtual environment, rather than just the walking route, in the dynamic situation. Examples of real-space information that subjects wanted to be displayed included the coordinates and direction of moving objects, and an alert to indicate an immediate halt.

6. Discussion

We begin by discussing RQ1. In terms of VR immersion, no difference was noticed between the 6-DoF condition in the static experiment and the normal scenario, which involves the experience of VR without walking. Therefore, it can be concluded that indicating the optimal walking route within the VR environment successfully conveys real-space information to the VR-user without compromising VR immersion in the static situation. However, in the dynamic situation, the user’s VR immersion was compromised to a significant extent compared to the static situation. We conjecture that if real-space information were presented in a manner that allows the user to walk without any apprehension, then the user will be able to experience VR content while walking in a dynamic environment without compromising VR immersion. It is evident from Fig. 10 that users were able to walk steadily without colliding with obstacles while experiencing VR content in the static situation. In addition, it is evident from Fig. 11 (d) that users preferred route guidance by the system to the direct presentation of real-space information on the HMD. However, in the dynamic situation, as recorded in Table 3, subjects were observed to collide with the virtual pedestrians several times. In this scenario, the user was presented with the optimal route at every moment. However, in the time that it took the subject to actually walk along the route, the optimal route had changed already. Thus, to resolve this issue, it is necessary to consider an algorithm that incorporates motion prediction to calculate predictive optimal route corresponding to the moment when the user is actually going to walk. Further, as the experimental results were based on the assumption that the system was capable of calculating the optimal route, appropriate technology to accurately sense the real environment around the user is also necessary.

Next, we discuss RQ2. In general, users’ VR immer-
sion was observed to decay with a decrease in the degrees of freedom. In particular, discomfort during walking was observed to greatly affect VR immersion. However, discomfort while walking was observed to be more pronounced corresponding to the 6-DoF condition because users found it easier to concentrate on the VR content under the 3-DoF condition. In contrast, the relative changes in position between the user and character in the 6-DoF condition induced by walking adversely affected the concentration of the user on the VR content. Although it was very easy for users to maintain the VR character within their viewing range in the 2-DoF condition, concentration upon the VR content was more difficult because of the discomfort caused by movement in the virtual space.

The statistics related to “Task end time,” “Total walking distance,” and “Route subjects actually walked” indicated that despite experiencing discomfort while walking, users were still able to walk steadily. Based on a particular subject’s opinion, we expect the adverse effects of high degrees of freedom on the ease of walking to be reduced by familiarization. Although a slightly greater number of users preferred the 6-DoF condition than the 3-DoF condition, as depicted in Fig. 11(a), users were divided into two groups—people who emphasized that they experienced no discomfort during walking and people who emphasized that they did not find resetting the viewpoint or gaze direction annoying.

In the dynamic situation, as subjects were required to traverse the route two laps within one task (the first lap was in the static condition and the second lap was in the dynamic condition) within one task, the walking path was longer than in the previous experiment. This increased the proportion of users who preferred 3-DoF in this case. Based on this result, we conclude that there is a possibility that users will get used to the discomfort during walking and 3-DoF will become the preferred DoF condition as walking routes become longer.

Next, we discuss the performance of the proposed method in static and dynamic situations. On investigating the situations, we found that many users preferred using the system in an environment with few high-risk objects whose coordinates change in real time, such as pedestrians and cars. In the dynamic situation, we found that the proposed walking route presentation algorithm was not capable of safely guiding users to their destinations. Further, it is necessary to investigate whether a user can safely reach the destination by walking along the route and can walk without fear even in a situation containing moving objects. Further, although VR content is user-dependent, the optimal DoF condition may depend on the type of VR content used. For example, 3D VR content usually involves a representation of the surface of the ground as used in this experiment. In such cases, the users experienced discomfort when the coordinates of their avatar did not change while walking under the 3-DoF condition. On the other hand, within 2D video content, such as watching a video from the user’s view that does not require a representation of a ground surface, users did not experience any discomfort. Based on the results, it seems that the consciousness of one’s feet and the concept of a ground surface are strongly correlated to the discomfort experienced by the subjects. Compared to our proposed method in this experiment, the visited obstacle method requires the correspondence information between a VR object and a real-space object beforehand. However, the user using this method can walk without knowing the correspondence.

In this study, we used NavMesh to calculate the optimal walking route in the simulated real environment by searching for neighboring polygons via the A* algorithm, and calculating the shortest route to the destination. However, NavMesh cannot be used in real world. We need some automatic calculation of the optimal walking route instead of NavMesh. To realize this, a possible alternative method is described below. The automatic calculation of the optimal walking route based on the information of the user’s real environment necessitates the generation of a map via simultaneous localization and mapping (SLAM)[27], which is used to represent real spaces via 3D reconstruction technology. After generating the map, the walking route can be calculated by executing the following steps. A method proposed by Lee et al. [28] was used to create a grid map using 3D point cloud data and search for the optimal route within the walkable region. The direction in which the user should walk is predicted based on a pedestrian model, such as the social force model for pedestrian dynamics [29], [30], after determining the coordinates of all obstacles and pedestrians via clustering of the 3D data.

Further, the proposed system was similar to an automobile driving assistance system. While using this system, the user only followed the walking route, without the awareness of other pedestrians around him. Thus, depending on the parameters required to calculate the walking route, there is a possibility for the system to generate a dangerous route where the user is likely to collide with other pedestrians. Moreover, when the other pedestrians see a user walking wearing an HMD, they may not approach the HMD user as they are unlikely to be able to predict the route to be taken by the HMD user. Therefore, it is necessary to investigate the social impact of this system.

7. Conclusion

In this paper, we proposed a navigation system capable of automatically calculating the optimal walking route for a VR-user that avoids collisions with surrounding obstacles and preserves the VR immersion of the user. We simulated a real environment and conducted experiments to answer the following two questions,

1) Was the system capable of safely guiding users to their destinations in real space without compromising their VR immersion by displaying only the optimal walking route within the VR environment?.
2) How many degrees of freedom are required to track the user’s head to ensure optimal VR immersion while guid-
ing the user toward the destination?

The experimental results demonstrated that, in situations where the system could calculate a safe route, it was capable of safely guiding users to their destinations without compromising their VR immersion in a static situation. In addition, we found that users’ preferences were greatly divided between 6-DoF and 3-DoF when using VR while walking in real space. However, we expect that users will prefer 3-DoF conditions when they have to walk over longer distances while experiencing VR content.

To safely guide a user to a destination in a dynamic situation, it was necessary to calculate the walking route using moving body predictions and to display the moving body within the virtual space in order to preserve VR immersion for the user. Finally, in this experiment, collisions occurred in many cases despite the absence of cars, rugged terrain and a considerably less number of pedestrians. In real environments, especially in urban areas, it is easy to imagine a more dangerous situation for VR Zombie. Therefore, in terms of ethics, we do not recommend experiencing VR content in places with pedestrians and moving cars.
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