Abstract

Sparse Representation (SR) shows powerful discriminating power when the training samples are sufficient to construct an over-complete dictionary. However, in the lack of training samples case, the dictionary is too small to sparsely represent the test sample which restricts the classification performance of sparse representation. In order to address this problem, we propose a new sparse representation-based classifier named Sparse Graph-based Classifier (SGC) via introducing graph-based transductive learning to the sparse representation. In this algorithms, we apply sparse representation to measure the correlation between each two samples and then construct a graph Laplacian which encodes the sparse representation relationships of all samples. Finally, the obtained graph Laplacian is plugged into the conventional graph-based transduction to infer the labels of test samples. Four popular image databases are adapted to evaluate our works. The results demonstrate that SGC achieve a promising performance in comparison with the-state-of-art classifiers particular in the small training sample size case.
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1. Introduction

Recently, Sparse Representation (SR) has attracted a lot of attention in the machine learning, computer vision and image processing communities [1, 2, 3, 4, 5]. The idea of SR stems from the compression sensing that most signals have a sparse representation as a linear combination of a reduced subset of signals from the same space [3]. Naturally, the signals tend to have a representation biased towards their own class which endows SR with the strong discriminating power and feature selection ability. However, an important condition of SR is that the dictionary should be overcomplete. In the lack of training samples case which is very common in the real world applications, the dictionary constructed by training samples is too small to sparsely represent the query sample. Consequently, the small size of dictionary restricts the classification performance of SR.

Motivated by some recent successes in SR which utilize SR to construct a sparse graph for tackling the clustering and dimensionality tasks [3, 4, 5], we address this problem by constructing a sparse graph for introducing the sparse representation to the graph-based transduction [7, 8]. We name this novel SR-based classifier Sparse Graph-based Classifier (SGC). In SGC, SR is leveraged to measure the correlation between each two samples and then a graph Laplacian is constructed to plug into the conventional graph-based transduction framework for classification. Note, the graph Laplacian is constructed from both training samples and testing samples. Therefore, in the classification procedure, SGC can only use the sparse representation relationships between the query sample and training samples, which is as same as the traditional sparse representation-based classifier does, but also can use the sparse representation relationships between the query sample and the other test samples to infer the class label. We apply our work to image classification. Yale [9], AR [10] and Caltech256 [11] databases are employed for evaluation. The experimental results show that our method can get a promising result in comparison with SRC and some state-of-the-art transductive learning-based classifiers particular in the small training samples size case.

2. Methodology

2.1. Sparse Graph Laplacian

In the sparse representation, since the signals tend to have a representation biased towards their own class, it highlights the important correlations among the samples. In this section, we introduce a new graph-based transductive learning algorithm to utilize this sparse representation property for image classification. We name this algorithm Sparse Graph-based Classifier (SGC). The core of graph-based transductive learning is the construction of graph Laplacian which should encode the sparse representation relationships among samples in our case. We utilize the sparse representation to compute the weight between each two samples which is regarded as the element of the affinity matrix \( W \). Given a sample \( x_q \) as a query and considered the rest of samples \( X_{i\neq q} = \{x_1, \cdots, x_{q-1}, x_{q+1}, \cdots, x_n\} \) as the dictionary, we can present the following collaborative representation model to measure the correlations between the query sample and the other samples.

\[
\hat{C}_q = \arg\min_{C_q} ||C_q||_1, \text{ s.t. } \|x_q - X_{i\neq q}C_q^T\|^2_2 \leq \epsilon
\]  

(1)
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where the vector \( C_q = [c_{q1}, \cdots, c_{q(i-1)}, c_{q(i+1)}, \cdots, c_{qn}]^T \) is the regression weights of sample \( x_i \) and \( c_{qj} \) is the element of \( C_q \) corresponding to the sample \( x_j \). \( \epsilon \) is the measurement noise. This is a typical convex optimization problem. We adapt the SLEP method [12] to solve this problem. The regression coefficient \( c_{ij} \) indicates the correlation of the sample \( x_i \) and the sample \( x_j \). So, we compute the similarity (or the weight of edge) between sample \( x_i \) and \( x_j \) as follows

\[
w_{ij} = w_{ji} = \frac{|c_{ij}| + |c_{ji}|}{2} \tag{2}
\]

and we also provide a way to compute the self-similarity of the sample as follows

\[
w_{ii} = \sum_{j \neq i} w_{ij} \tag{3}
\]

Then we can obtain the affinity matrix of the sparse graph \( W \). According to the Laplacian Eigenmapping [13], the normalized graph Laplacian can be computed as follows

\[
L = D^{-1/2}(D - W)D^{-1/2} = I - D^{-1/2}WD^{-1/2} \tag{4}
\]

where \( D \) is a diagonal matrix and \( D_{ii} = \sum_j w_{ij} \). \( I \) is an identical matrix. The normalized graph Laplacian encodes the sparse representation property of data and has a strong discriminating power.

### 2.2. Sparse Graph-based Transduction

After we get the graph Laplacian of samples, the encoded sparse representation relationships of samples in the sparse graph are utilized to transductively infer the unlabel samples. At first, we take the simple binary classification as an example to show how to perform the sparse graph-based transductive inference. Let a graph cut \( f \) as a classification function. An optimal cut should not only minimize the sparse representation relationship change but also the classification loss over the sparse graph partition. So this transduction problem can be formulated as following minimization issue.

\[
\hat{f} = \arg \min_f \frac{1}{2} |f|^T L f + \lambda ||f - y||^2 \tag{5}
\]

where the vector \( y \) is regard as a function encodes the labels. \( y(i) = 1 \) or \(-1\) if the sample \( x_i \) has been labeled as positive or negative respectively, and 0 if it is unlabeled. \( \lambda \) is a positive to reconcile the sparse representation relationship change and the classification loss. Note, the graph Laplacian \( L \) is constructed from both training samples and testing samples, since the testing samples is transductively inferred from the correlations among all the samples, which are learned by the sparse representation. We adapt the one-versus-all strategy to extend the binary classification to multi-class classification. The multi-class version can be denoted as follows

\[
\hat{F} = \arg \min_\hat{F} \sum_i (\hat{f}_i^T L f_i + \lambda ||\hat{f}_i - y_i||^2) \tag{6}
\]

\[
= \arg \min_\hat{F} \hat{F}^T L \hat{F} + \lambda \|\hat{F} - Y\|^2
\]

where \( F = [f_1, \cdots, f_i, \cdots, f_n] \) and \( Y = [y_1, \cdots, y_i, \cdots, y_n] \) are the collection of classification functions and the collection of label functions respectively corresponding to the different classes. In the function \( y_i \), only the samples from class \( i \) are considered as positive while the samples from other classes are considered as negative. Since \( L \) is a positive semi-definite matrix, Equation 6 can be efficiently solved by Regularized Least Square. We obtain the partial derivative of Equation 6 with respect to \( F \), and let it equal to zero.

\[
\frac{\partial}{\partial F} \left[ F^T L F + \lambda ||Y - F||^2 \right] = 0
\]

\[
\Rightarrow 2(LF + \lambda F - \lambda Y) = 0
\]

\[
\Rightarrow F = \frac{\lambda Y}{L + \lambda I}
\]

Finally, the classification of \( i \)-th sample can be accomplished by assigning it to the \( j \)-th class that satisfies

\[
\hat{y}_i = \arg \max_j F_{ij} \tag{8}
\]

### 3. Experimental Results

Yale, AR and Caltech256 databases are used to evaluate our work. The Yale face database totally has 15 subjects and 11 samples per subject [9]. The size of image is 32×32 pixels. The AR database consists of more than 4,000 images of 126 subjects [10]. The database characterizes divergence from ideal conditions by incorporating various facial expressions, luminance alterations, and occlusion modes. Following paper [14], a subset contains 1680 images with 120 subjects are constructed in our experiment. All these images are 50×40 pixels. Similarly, we follow the paper [7] and select a subset from Caltech256 database [11]. In this subset, there are 20 classes and 100 images per class. Since Caltech256 is more challenging than the other two databases. We adapt the Picodes feature [15] to represent the images.

Sparse Representation-based Classifier (SRC) [1], Graph-based Classifier (GC), Normalized Hypergraph-based Classifier (NHC) [8] and Adaptive Hypergraph-based Classifier (AHC) [7] are employed as the compared methods. The last three algorithms are all transductive learning-based methods and their affinity matrices are computed based on Euclidean distance (Heat Kernel Weighting).

| Databases | Classification Error (Mean±STD%) |
|-----------|---------------------------------|
| SRC [1]   | ZHC [8]                         |
| AR        | 2.78±2.36                       |
| Caltech256| 23.49±2.36                      |
| Ours      | 23.49±2.36                      |

Table 1 shows the experimental results of different methods under two-fold cross validation while Figure 1 presents the performances of different classification methods under different sample percents for training. Clearly, we can know from the results that our proposed classifier outperforms all compared methods particularly compared with the traditional Euclidean
distance-based graph transduction algorithms. For example, the classification accuracy gains of SGC over NHP, AHP and GC are 5.48%, 5.60% and 15.95% respectively. This shows that the sparse representation can better measure the similarity among samples than the naive Euclidean distance-based methods. Moreover, from the observations of Figure 1, we find that the improvement of SGC over SRC is more significant when the training percent is low. We attribute this to the utilization of the sparse representation relationships between the query sample and the other testing samples in SGC. More specifically speaking, in the small training sample size case, the test samples are considered as a complement of the dictionary which can benefit the classification.

We empirically find that the performance of SGC is quite insensitive to the regularization parameter $\lambda$ when $\lambda > 100$. In our experiments, we let $\lambda = 1000$.

4. Conclusion

We proposed a new sparse representation-based classifier named Sparse Graph-based Classifier (SGC) via introducing the graph-based transduction to the sparse representation. In GSC, a graph Laplacian which encoded the correlations of samples is constructed by the sparse representation. And then this graph Laplacian is plugged into the graph-based transductive learning framework for image classification. The advantage of SGC over SRC is that it can not only use the sparse representation relationships between the query sample and the training samples but also utilize the ones between the query sample and the other testing samples to infer the class labels of testing samples. In such case, SGC can alleviate the problem that the dictionary is not overcomplete in the image classification task. There are a lot of interesting works can be done based on our method. For example, we can generalize the sparse graph into the sparse hypergraph to solve the multi-label classification tasks.
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