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Abstract

We derive a boundary layer equation describing accumulation regions within a thin-film approximation framework where gravity and surface tension balance. As part of the analysis of this problem we investigate in detail and rigorously the following drainage equation

\[ \left( \frac{d^3\Phi}{d\tau^3} + 1 \right) \Phi^3 = 1. \]

In particular, we prove that all solutions that do not satisfy \( \Phi \to 1 \) as \( \tau \to \infty \) are oscillatory, and that they oscillate in a very specific way as \( \tau \to \infty \). This result and the method of proof will be used in the analysis of solutions of the aforementioned boundary layer problem.

1 Introduction.

The analysis of thin films coating surfaces is a basic problem in fluid mechanics and has many applications in industrial processes. In particular, flows on surfaces with topography had been extensively studied (see, for instance, [8], [12], [13], [14], [15], [19], [20]). Usually, the presence of regions where the liquid accumulates plays an important role in the overall dynamics of these flows. In many situations, the arrival of a thin layer of fluid to a region where the liquid accumulates or reduces its velocity, results in the formation of oscillations on the fluid interface (see e.g. [2], [4], [7], [23] and references therein). On the other hand, it was claimed in [18] that the pressure difference between phases in unsaturated porous media flow, when complete wetting is assumed, is mostly due to the regions where the fluid accumulates.

Our goal is to derive precise mathematical results concerning the liquid accumulation regions mentioned above. To this end, we will study a particular type of flows. Namely, we are interested in the motion of thin layers of liquid moving on a smooth and, for the moment, arbitrary surface. Specifically, our goal is to understand the dynamics of such layers of liquid in the case in which the forces induced by the curvature of the substrate are comparable to gravitational forces. For this particular rescaling of the force terms, the liquid tends to accumulate in the regions where the gravitational and surface tension forces balance. Outside such regions it is possible to simplify the description of the fluid motion using a thin-film approximation. However, this approximation breaks down in the regions where the difference of the forces induced by gravity and surface tension vanish, these are the regions where the fluid tends to accumulate. As a consequence, a boundary layer is required to describe the flow there.

In this paper, we will restrict our attention to stationary flows in two space dimensions. In this case, the thin-film approximation for steady flows reduces, to leading order, to

\[ \frac{\partial}{\partial s} \left( Q(s) \ h^3 \right) = 0 \]  

\[ (1.1) \]
where \( h \) is the (non-dimensional) height of the fluid above the substrate and \( Q(s) \) is a function that depends on the geometry of the substrate (parametrised by its arc-length \( s \)) and its relative orientation with respect to the direction of gravity.

As long as the function \( Q(s) \) has a constant sign it is possible to obtain a stationary solution of (1.1) for any given flux describing the flow. However, if the function \( Q(s) \) changes sign it is not possible to obtain steady flows satisfying globally the assumptions required for the validity of the thin-film approximation. We remark, that it is possible to assume in this case, using a convenient parametrisation of the curve where the fluid lies, that \( Q(s) > 0 \). We shall assume this condition in most of the regions where the flow takes place, except in a very small region where the liquid will tend to accumulate. In such region the difference of curvature between the substrate and the interface, that has been neglected in the derivation of (1.1), becomes relevant. Nevertheless, the thin-film approximation remains valid in all of the flow considered here.

We obtain two main results. First, we derive, using asymptotic approximations, an equation describing the height of the liquid in the (small) accumulation regions where \( Q(s) \leq 0 \). This equation reads, in suitable non-dimensional variables,

\[
\left( \frac{d^3H}{d\xi^3} + \xi^2 + a \right) H^3 = 1,
\]

where \( H \) is a rescaled fluid height and \( \xi \) is a rescaled arc-length. The number \( a \in \mathbb{R} \) is a parameter that provides information about the size of the region where \( Q(s) \leq 0 \). Equation (1.2) must be solved subject to the corresponding matching conditions, namely, \( |\xi| \) as \( |\xi| \to \infty \). The existence of such solutions is not \textit{a priori} clear, and their existence will be proved in [9]. The solutions obtained there are the natural candidates to describe the boundary layer arising at the stagnation or accumulation points, i.e. the points \( s_0 \) where \( Q(s_0) = 0 \). In the analysis of (1.2) it will be essential to have a precise description of the solutions of the following auxiliary equation:

\[
\left( \frac{d^3\Phi}{d\tau^3} + 1 \right) \Phi^3 = 1.
\]  

Observe that (1.2) is a non-autonomous third order ODE. Equation (1.3) results when we introduce new variables that transform (1.2) into a fourth order autonomous system, and that make the matching conditions also autonomous. Namely, in the new independent variable \( \tau \), (1.2) reduces to (1.3) as \( |\tau| \to \infty \). That means that the limits \( \tau \to -\infty \) and \( \tau \to \infty \) define two invariant subspaces for (1.2) where the flow (of the dynamical system) is given by (1.3). In these variables, the solutions of (1.2) that satisfy the matching conditions correspond to a heteroclinic connection (the critical points connected correspond to the matching conditions). The existence proof of these heteroclinic connections is done by means of a shooting argument and requires detailed information about the flow given by (1.3), that is the flow near \( |\tau| \to \infty \).

Our second result in this paper thus concerns the rigorous analysis of (1.3). As we shall see later, one of the main features of (1.3) is the existence of solutions that oscillate with increasing amplitude as \( \tau \to \infty \). We thus investigate this oscillatory behaviour rigorously in this paper.

Equation (1.3) has an independent physical interest. It arises in the description of a thin-film free surface flow on a vertical wall that is moving downwards with constant velocity (cf. [23]). The existence of oscillatory solutions with increasing amplitude was observed in [23] using formal asymptotic. These oscillations are related to the possibility of air entrainment in these flows. Due to the fast increase of the amplitude of oscillations, the validity of the thin-film approximation breaks down and the corresponding solutions need to be matched into other flows. In fact, in [23] the solutions are matched into a stationary pool of fluid.

We observe that the onset of oscillatory interfaces with increasing amplitude seems to be a general phenomena of thin-film flows arriving at a region where the flow is slower. For example, a similar phenomenon is observed in [7], where the motion of air bubbles in a fluid that is flowing inside a tube is analysed. When the tube is placed horizontally and its radius is supposed to be small enough as to neglect gravity effects, equation (1.3), but with a power 2 non-linearity, is derived to describe the flow of fluid separating the bubble surface from the tube wall. This flow
is then matched into a minimal surface describing the front tip of the bubble. We point out that oscillatory behaviour for the equations obtained in [7] and in [23] have been numerically reproduced in [21]. Another example of such oscillatory behaviour of thin-film flows in the presence of a slower flow ahead is provided by thin-film flows on inclined planes (cf. [4], [5]).

We notice that general third order nonlinear ODEs of the form

\[
\frac{d^3\Phi}{d\tau^3} = f(\Phi),
\]

arise in many other problems of fluid mechanics and in the present context of thin-film approximations in particular (cf. [10], [11], [15], [16], [17], [22]). Some of them have been studied rigorously. Typically, the type of problem that has been considered in the rigorous mathematical literature is the possibility of having solutions that vanish at a finite value of \( \tau \), as \( \tau \) increases. For instance, in [3] a necessary condition on the non-linearity \( f \), such that \( \Phi \) vanishes in the forward direction is derived. In the particular cases \( f(\Phi) = 1 - 1/\Phi^n \) with \( n = 2 \) and \( n = 3 \), this necessary condition is not satisfied. This implies that the solutions of \((1.4)\) are globally defined and remain always positive for arbitrarily large values of \( \tau \). Qualitative properties of the solutions of the equation \((1.4)\) with a non-linearity of the form

\[
f(\Phi) = \frac{v}{\Phi^{n-1}} + \frac{J}{\Phi^n}
\]

have been studied in [6]. Some specific non-linearities relevant to applications in fluid mechanics are described in [3], [6] and [21]. In this last paper, numerical solutions showing oscillatory behaviours for some class of non-linearities are obtained. However, to our knowledge, no rigorous result describing the oscillatory behaviour for the solutions of \((1.4)\) have been given before.

The paper is organised as follows. In Section 2 we derive \((1.2)\). We perform a thin-film approximation on the corresponding Stokes flows, that in two dimensions, is written in curvilinear coordinates. We derive the leading order problem and analyse the significance of the driving term \( Q(s) \). As it was pointed out earlier, this coefficient is completely determined by the geometry of the substrate. In order to justify our assumption on \( Q(s) \), we also prove in this section the existence of curves for which \( Q(s) \) has the asymptotic behaviour \( Q(s) \sim As^2 \) as \( s \to 0 \) for some \( A \in \mathbb{R} \).

We end the section by deriving the boundary layer problem near a point where \( Q(s) \) vanishes, that is, we derive equation \((1.2)\) and the corresponding matching conditions. The expressions in curvilinear coordinates of the linear operators needed to derive the next order term in the thin-film approximation are given in Appendix 1.

In Section 3 we analyse \((1.3)\). We start in Section 3.1 with the local behaviour near the critical point and the behaviour of solutions on the (one-dimensional) stable manifold, and the ones outside this manifold. For the former ones we prove that either \( \Phi \to \infty \) as \( \tau \to -\infty \) or \( \Phi \to 0^+ \) as \( \tau \to (\tau^*)^+ \) for a finite \( \tau^* \). For the later ones, we prove rigorously that there exist a two dimensional family of positive solutions of \((1.3)\), defined for \( -\infty < \tau < \infty \), satisfying \( \lim_{\tau \to -\infty} \Phi(\tau) = 1 \), \( \limsup_{\tau \to \infty} \Phi(\tau) = \infty \) and \( \liminf_{\tau \to -\infty} \Phi(\tau) = 0 \). These solutions thus oscillate with increasing amplitude, a fact observed and described in [23]. In Section 3.2 we make precise and prove rigorously the asymptotic formulae obtained in [23] describing the rate of increase of the oscillations. Moreover, we prove that this precise type of oscillatory behaviour is an attractor for the solutions of \((1.3)\), in the sense that every solution of this equation that does not approach \( \Phi = 1 \) as \( \tau \to \infty \), eventually oscillates in that precise way.

Finally, we remark that the oscillatory behaviour of solutions of \((1.3)\) will be shown to arise due to the transition between ranges of \( \tau \) in which \((1.3)\) can be approximated either by the equation

\[
\left( \frac{d^3\Phi}{d\tau^3} + 1 \right) = 0,
\]

when \( \Phi \) is large, or by the equation

\[
\left( \frac{d^3\Phi}{d\tau^3} \right) \Phi^3 = 1,
\]

when \( \Phi \) is small.
when Φ is very small. Equation (1.5) can readily be integrated. The analysis of (1.6) is done in Appendix 2, where the relevant information about the solutions is gathered in a theorem. Equation (1.6) is invariant under the transformation \((\tau, \Phi) \rightarrow (l^4 \tau, l \Phi)\) for any \(l \in \mathbb{R}\) and can thus be analysed by means of a related transformation that reduces the study of this third order equation to the study of a planar autonomous system of ODEs.

2 Derivation of the model

We first derive the equations describing the motion of a fluid in a stationary regime flowing down a substrate. Since we restrict ourselves to two-dimensional flows, the liquid phase fills a two-dimensional domain \(\Omega\). We assume that the fluid wets completely the surface. Then, the boundary of this domain can be decomposed in two disjoint pieces \(\partial \Omega_s\) and \(\partial \Omega_f\). The portion of the boundary \(\partial \Omega_s\) denotes the intersection of the liquid with the fixed substrate. On the other hand, \(\partial \Omega_f\) is the free interface separating the liquid and the gas phase.

We let \(h_c\) denote the characteristic height of the liquid over the surface, and \(R_s\) is the typical radius of curvature of \(\partial \Omega_s\). We henceforth assume that \(h_c/R_s\) is small in most part of the flow. This allows us to use a thin-film approximation. In particular, this means that the normal component of the velocity is very slow compared to the tangential one.

We deal with very viscous flows, thus we assume that the flow takes place at a very low Reynolds number (Re \(\ll 1\)) and, therefore, that inertia effects are negligible compared to viscous forces. Taking into account our initial assumption, the Reynolds number is \(\text{Re} = h_c^2 v_t/(R_s \nu)\). As it is usual in the study of viscous flows under the thin-film approximation, the order of magnitude of the tangential velocity along the surface is

\[
v_t \approx \frac{g h_c^2}{\nu},
\]

where \(\nu\) is the kinematic viscosity. The total flux of fluid per unit length along a surface transversal to the substrate is then of order \(J \approx g h_c^3 \nu\). With this, we observe that in particular

\[
\text{Re} \approx \frac{g h_c^4}{R_s \nu^2} \approx \frac{h_c}{R_s} \frac{J}{\nu},
\]

i.e. the main assumption on the ratio of the characteristics lengths allows rather fast very viscous flows (cf. [1]).

Under these assumptions we can describe the flow using the free surface Stokes equations. In Cartesian coordinates \((x, y)\) in 2D we take the gravity vector pointing downwards and so \(g = -g e_y\) where \(e_y = (0, 1)^T\) and \(g\) is the gravity constant.

We non-dimensionalise the problem with the length \(R_s\), as follows:

\[
\mathbf{g} = -g e_y, \quad \mathbf{x} = R_s \mathbf{x}^*, \quad \mathbf{u} = \frac{g R_s^2}{\nu} \mathbf{u}^*, \quad p = \rho g R_s p^*, \quad K = \frac{1}{R_s} K^*, \quad t = \frac{\nu}{g R_s} t^*,
\]

where \(\mathbf{u}\) is the velocity field, \(p\) the fluid pressure, \(t\) is time and \(K\) is the curvature of the free surface (\(\partial \Omega_f\)). In these non-dimensional variables, where we drop the * for simplicity of notation, the Stokes flow reads

\[
\Delta \mathbf{u} - \nabla p - e_y = 0, \quad \text{div} \mathbf{u} = 0, \quad \text{in} \quad \Omega,
\]

and is supplemented with kinematic and surface tension boundary conditions on the free surface:

\[
v_N = \mathbf{u} \cdot \mathbf{N}, \quad (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \mathbf{N} - p \mathbf{N} = \frac{1}{B} K \mathbf{N}, \quad \text{on} \quad \partial \Omega_f,
\]

and with the no-slip boundary condition on the substrate:

\[
\mathbf{u} = 0 \quad \text{on} \quad \partial \Omega_s.
\]
We notice that the order of magnitude of the velocity is given by \( (\frac{\rho g R_s^3}{\sigma}) \). Since in problems where the thin-film approximation is valid the main component of the velocity is the tangential one, using \( (\frac{\rho g R_s^3}{\sigma}) \), it then follows that the order of magnitude of the (non-dimensional) tangential component of \( u \) is \( (\frac{\rho g R_s^3}{\sigma}) \). The other dimensionless parameter appearing in (2.3)-(2.4) is the Bond number:

\[
B = \frac{\rho g R_s^2}{\sigma} = \frac{\rho g R_s}{\sigma / R_s}.
\]

that measures the relative size of gravity and surface tension or, more precisely, the ratio between the hydrostatic pressure due to changes of height of order \( R_s \) and the changes of pressure induced by the surface tension on surfaces with curvature radius \( R_s \).

In this paper we assume that \( B \) is of order one. In particular, since \(|u| \ll 1\), the second equation in (2.4) implies that \( p \approx \frac{1}{2} B \), i.e. curvature and gravity effects are of the same order of magnitude; that is the characteristic feature of the limit considered in this paper.

### 2.1 Curvilinear coordinates

We now proceed to derive the equations describing the height of the liquid using the thin-film approximation. To this end we reformulate (2.3)-(2.4) using a more convenient set of curvilinear coordinates.

Let the substrate be described by a regular curve parametrised by its arc-length \( s \):

\[
\partial \Omega_s = \{ \alpha(s) = (x(s), y(s)) : s \in \mathbb{R} \}.
\]

We let \( n \) denote the outer normal vector of \( \partial \Omega_s \) (thus when the substrate is horizontal and \( s \) increases, if \((x(s), y(s)) \) moves towards the right then \( n \) points upwards), i.e. \( n(s) = (-y'(s), x'(s)) \). Then the curvature of \( \partial \Omega_s \) is \( k(s) = x'(s)y''(s) - x''(s)y'(s) \). We shall also denote the tangent vector to \( \partial \Omega_s \) by \( t(s) = (x'(s), y'(s)) \) (observe that then \( \det(t(s), n(s)) = +1 \)). We introduce the coordinates \((s, d)\) such that a point in space is determined relative to the substrate by its distance to it:

\[
X = (x(s, d), y(s, d)) = \alpha(s) + d n(s).
\]

The corresponding orthonormal basis is then \( \{ \hat{e}_1 = t, \hat{e}_2 = n \} \), which only depends on \( s \). We shall let the vector components in curvilinear coordinates have indexes 1 (component tangential to the substrate) and 2 (component normal to the substrate).

The free boundary is described by an unknown function measuring the distance to the substrate \( d = h(s, t) \), hence it is parametrised by

\[
X_f(s) = \alpha(s) + h(s)n(s),
\]

its tangent and normal vectors are given by

\[
T = T_1 t + T_2 n = \frac{(1 - k h) t + \partial h n}{(1 - k h)^2 + (\partial h)^2}^{1/2}, \quad N = N_1 t + N_2 n = \frac{-\partial h t + (1 - k h)n}{(1 - k h)^2 + (\partial h)^2}^{1/2}.
\]

The curvature of the free boundary is

\[
K = \frac{k + \frac{\partial^2 h}{\partial s^2} - 2k^2 h + k^3 h^2 - k h \frac{\partial^2 h}{\partial s^2} + 2k \left( \frac{\partial h}{\partial s} \right)^2 + \frac{dk}{ds} \frac{\partial h}{\partial s}}{(1 - k h)^2 + (\frac{\partial h}{\partial s})^2}^{3/2}.
\]
A transformation of the relevant differential operators to the new coordinates is given in e.g. [1]. Using this, problem (2.3)-(2.5) in the new coordinates becomes

\[
\frac{1}{1-kd} \left( \frac{\partial u_1}{\partial s} - k u_2 \right) + \frac{\partial u_2}{\partial d} = 0 \quad \text{in} \quad 0 < d < h
\]  

(2.7)

and

\[
\frac{k'd}{(1-kd)^3} \left( \frac{\partial u_1}{\partial s} - k u_2 \right) + \frac{1}{(1-kd)^2} \left( \frac{\partial^2 u_1}{\partial s^2} - k^2 u_1 - 2k \frac{\partial u_2}{\partial s} - k' u_2 \right)
\]
\[
- \frac{k}{1-kd} \frac{\partial u_1}{\partial d} + \frac{\partial^2 u_1}{\partial d^2} \quad \frac{1}{1-kd} \frac{\partial p}{\partial s} - \mathbf{e}_y \cdot \mathbf{t} = 0,
\]

(2.8)

\[
\frac{k'd}{(1-kd)^3} \left( \frac{\partial u_2}{\partial s} + k u_1 \right) + \frac{1}{(1-kd)^2} \left( \frac{\partial^2 u_2}{\partial s^2} - k^2 u_2 + 2k \frac{\partial u_1}{\partial s} + k' u_1 \right)
\]
\[
- \frac{k}{1-kd} \frac{\partial u_2}{\partial d} + \frac{\partial^2 u_2}{\partial d^2} - \frac{\partial p}{\partial d} - \mathbf{e}_y \cdot \mathbf{n} = 0,
\]

(2.9)

with

\[
((\nabla u + \nabla u^T)N) \cdot N - p = \frac{1}{B} K \quad \text{on} \quad d = h
\]

\[
((\nabla u + \nabla u^T)N) \cdot T = 0 \quad \text{on} \quad d = h
\]

where the full expressions of the tangential and normal components of \((\nabla \mathbf{v} + \nabla \mathbf{v}^T)\mathbf{N}\) are given in Appendix 1. Finally, the second equation in (2.4) becomes

\[
\frac{\partial h}{\partial t} = u_2 - \frac{u_1}{1-kd} \frac{\partial h}{\partial s} \quad \text{on} \quad d = h.
\]

(2.10)

We also observe that using this coordinate system, the flux \(J\) per unit length along any surface orthogonal to the substrate, can be written in the original dimensional set of variables \((u, x)\) (see (2.2)) as:

\[
J = g R^3 \frac{\nu}{s} \int_0^h u_1 \, dy.
\]

(2.11)

Obviously, \(\int_0^h u_1 \, dy\) is just the non-dimensional flux.

### 2.2 Thin-film approximation

We will assume that in most of the fluid we have:

\[
\varepsilon := \frac{h_c}{R_s} \ll 1.
\]

(2.12)

Combining (2.1) and (2.2) it then follows that, in the non-dimensional variables, \(u_1 \approx \varepsilon^2 \ll 1\), therefore, also that \(\int_0^h u_1 \, dy \approx \varepsilon^3 \ll 1\) (and this in particular means, in view of (2.11), that \(\frac{J}{\frac{\nu}{s} R^3} \approx \varepsilon^3 \ll 1\)). We the rescale the variables as follows:

\[
d = \varepsilon d^*, \quad h = \varepsilon h^*, \quad t = \varepsilon t^*, \quad u_1 = \varepsilon^2 u_1^*, \quad u_2 = \varepsilon^3 u_2^*,
\]

(2.13)

where the last one results, to leading order as \(\varepsilon \to 0\), from the rescaling of (2.7). With these changes, (2.7)-(2.9) reduce, to leading order as \(\varepsilon \to 0\), to

\[
\frac{\partial u_1^*}{\partial s} + \frac{\partial u_2^*}{\partial d^*} = 0, \quad \frac{\partial^2 u_1^*}{\partial (d^*)^2} - \frac{\partial p}{\partial s} - \mathbf{e}_y \cdot \mathbf{t} = 0, \quad -\frac{\partial p}{\partial d^*} = 0
\]

(2.14)
with boundary conditions

\[ \frac{\partial u^*_1}{\partial d^*} = 0, \quad -p = \frac{1}{B} K, \quad \text{on} \quad d^* = h^* \] (2.15)

where, from (2.6),

\[ K = k + \varepsilon \left( \frac{\partial^2 h^*}{\partial s^2} + k^2 h^* \right) + O(\varepsilon^2). \] (2.16)

The no-slip condition (2.5) stays as is, and (2.10) becomes

\[ \frac{\partial h^*}{\partial t^*} = u^*_2 - u^*_1 \frac{\partial h^*}{\partial s} \] (2.17)

to leading order.

These equations are now combined into a single one for \( h \). Integrating the second equation in (2.14) one gets

\[ u^*_1 = \frac{1}{2} \left( \frac{\partial p}{\partial s} + e_y \cdot t \right) \left( (d^*)^2 - 2h^* d^* \right), \]

and, from the first equation in (2.14), one gets \( u^*_2 = -\int_0^{h^*} u^*_1 \, dy \), and so

\[ \frac{\partial h^*}{\partial t^*} = -\frac{\partial}{\partial s} \int_0^{h^*} u^*_1 \, dy = \frac{1}{3} \frac{\partial}{\partial s} \left( \frac{\partial p}{\partial s} + e_y \cdot t \right) (h^*)^3. \] (2.18)

Equations similar to (2.15), (2.16) and (2.18), where the main driving terms are the gravity and the curvature of the substrate, have been obtained, in a slightly different context, in [17] and [16]. This model can be obtained also as a particular case of the ones considered in [19] for specific choices of the parameters.

We shall write the leading order of (2.18) as

\[ \frac{\partial h^*}{\partial t^*} + \frac{1}{3} \frac{\partial}{\partial s} \left( Q(s) (h^*)^3 \right) = 0, \quad \text{with} \quad Q(s) := \left( \frac{1}{B} \frac{dk}{ds} - e_y \cdot t \right). \] (2.19)

This is a non-linear non-homogeneous (in \( s \)) hyperbolic equation. The term \( Q(s) \) measures the tendency of the fluid to move in the direction of the tangent vector \( t \). It is important to remark that the function \( Q(s) \) is completely determined by the geometry of the curve and the gravitational field. Moreover, all the geometrical features of the curve are reduced in this approximation to the function \( Q(s) \).

We are interested in the study of this system in the steady state regime. Which, to the current order of approximation, is simply

\[ \frac{1}{3} Q(s) (h^*)^3 = 1. \] (2.20)

We observe that (2.20) can have solutions with \( Q(s) < 0, h^*(s) < 0 \). The meaning of negative values of \( h^* \) is just that the fluid is placed in the direction of the vector \(-n(s)\), i.e. if a point moves along the curve \( \partial \Omega_f \) in the direction of increasing \( s \), positive values of \( h^* \), indicate that the fluid would be seen by the moving particle to the left , and negative values of \( h^* \) mean that the particle would see the fluid to its right. We can always assume that \( Q(s) \geq 0 \) by reversing the direction of the parametrisation.

We consider the case in which \( Q(s) \) vanishes for some values of \( s \). At these points the approximation (2.20) would break down, because the height of the fluid is expected to increase unboundedly; the next order terms (in particular, in (2.16)) will become important near these points. We will not consider in this paper curves for which \( Q(s) \) takes negative values over some intervals.
2.3 Geometrical problem of the substrate

We are interested in studying flows for which the approximation \(2.20\) breaks down; that is, if \(Q(s_0) = 0\) for some value of \(s_0\), where, for definiteness, \(Q(s) > 0\) for \(s \neq s_0\) in a neighbourhood of \(s_0\). It is then relevant to show that there exist surfaces where these conditions are satisfied. We prove in this Section that this is indeed the case.

We begin formulating the problem satisfied by curves if \(Q(s)\) is a given function. We recall that, since \(\alpha(s) = (x(s), y(s))\) is the arc-length parametrisation of \(\partial \Omega_s\), \((x'(s))^2 + (y'(s))^2 = 1\). Let us denote by \(\theta(s)\) the angle between the tangent vector \(t\) and the horizontal axis. Then:

\[
\frac{dx}{ds} = \cos(\theta(s)), \quad \frac{dy}{ds} = \sin(\theta(s)).
\]  

(2.21)

Observe that (restricting to values of \(\theta \in [-3\pi/2, \pi/2]\)) when \(\theta \in (-3\pi/2, -\pi/2)\) the fluid is below the substrate, and, when \(\theta \in (-\pi/2, \pi/2)\), then fluid is on top of the substrate. For \(\theta = -\pi/2\) the surface is vertical and the fluid is to the right of it. Similarly, for \(\theta = \pi/2\) (or \(-3\pi/2\)), the substrate is vertical and the fluid is to the left of it. In terms of \(\theta\), the curvature is given by \(k = \frac{d\theta}{ds}\) and \(\mathbf{e}_y \cdot t = \sin(\theta(s))\). We can now write \(2.19\) as

\[
\frac{1}{\dot{B}} \frac{d^2 \theta}{ds^2} - \sin(\theta(s)) = Q(s).
\]  

(2.22)

This is the differential equation that describes the geometry of the substrate in terms of the function \(Q(s)\). Solving \(2.22\) the curve is recovered by integrating \(2.21\). Observe that \(2.22\) is the equation of a forced nonlinear pendulum.

There is a class of semi-explicit solutions of \(2.22\) that can be obtained assuming that \(Q(s) = Q_0 \in \mathbb{R}\). The simplest case corresponds to \(|Q_0| \leq 1\), and includes the pathological case \(Q_0 = 0\), for which the thin-film approximation breaks down everywhere on the substrate (see \(2.20\)). For such \(Q_0\)'s there are constant solutions of \(2.22\) given by

\[
\theta(s) = \theta_0, \quad \sin(\theta_0) = -Q_0.
\]  

(2.23)

These solutions correspond to an inclined plane with constant slope \(\theta_0\). We can always assume without loss of generality that \(Q_0 \geq 0\). We will assume also that \(\theta_0 \in [-\pi, 0]\). Due to our choice of signs, the fluid is above the plane \(\{\theta(s) = \theta_0\}\) if \(\theta_0 \in (-\pi, -\pi/2]\) and the fluid is below the same plane if \(\theta_0 \in (-\pi, -\pi/2]\). In the critical case \(\theta_0 = -\pi/2\) the plane is vertical and the fluid is to the right of it. Also, for any \(0 \leq Q_0 < 1\) there are two roots of the second equation of \(2.23\) with \(\theta_0 \in [-\pi, 0]\). Let us then be denoted by \(\theta_1\) and \(\theta_1^*\), where

\[-\pi < \theta_1^* < -\frac{\pi}{2} < \theta_1 \leq 0,\]

and they satisfy \(\theta_1^* + \theta_1 = -\pi\).

We can also consider perturbations of these constant solutions. The point \((\theta, \frac{d\theta}{ds}) = (\theta_1^*, 0)\) is a centre in the phase portrait of the equation \(2.22\). Therefore, there is a one-parameter family of periodic solutions of \(2.22\) for which \(\theta(s)\) oscillates around \(\theta_1^*\) in the usual way for the nonlinear pendulum. We can then obtain curves \(\partial \Omega_s\) by means of \(2.21\). The resulting curve does not have self-intersections if the amplitude of the oscillations of \((\theta(s) - \theta_1^*)\) is small, as it can be seen using a continuity argument. It is interesting to notice that for all these surfaces the height of the liquid remains constant (see \(2.21\)), even if they are not planar. The fluid is below them, but we would assume that the fluid is stable enough to allow such flows.

We remark that the quantity \(H \left( \frac{d\theta}{ds}, \theta \right) = \frac{1}{2B} \left( \frac{d\theta}{ds} \right)^2 + \cos(\theta) + \sin(\theta_0)\theta\) is conserved under the flow \(2.22\). Using this, it can be seen that there is a homoclinic orbit connecting the point \((\theta, \frac{d\theta}{ds}) = (\theta_1, 0)\) to itself. In view of \(2.20\), this provides another example of a surface on which the height of the fluid remains constant. A perturbative argument shows that the corresponding surface obtained by means of \(2.21\) approaches asymptotically, as \(s \to \pm \infty\), the plane \(\{\theta(s) = \theta_1\}\)
and it does not have self-intersections if \( \theta_0 \) is close to \(-\frac{\pi}{2}\). However, since this is not the main goal of this paper, we will not continue this discussion here.

A set of interesting solutions of (2.22) are the ones associated to \( |Q_0| > 1 \). For these solutions \( |\theta(s)| \) increases very fast as \( s \to \infty \). Their asymptotics are \( \theta(s) \sim \frac{BQ_0 s^2}{2} \) as \( s \to \pm \infty \). The corresponding surface obtained by means of (2.21) approaches asymptotically a finite point in each of the limits \( s \to \infty \) and \( s \to -\infty \). Therefore, these surfaces cannot be extended to unbounded domains and the approximations yielding to (2.20) must breakdown at some point. However, these curves give interesting examples of substrates where the driving coefficient \( Q(s) \) is constant and larger than the maximum value allowed by the gravitational force, due to curvature effects.

After these preliminary observations about (2.22), in the following theorem we construct functions \( Q(s) \) that vanish quadratically at \( s_0 = 0 \).

**Theorem 1.** Let \( 0 < Q_0 < 1 \). There exist \( \omega_0 > 0 \) small, such that for any \( \omega < \omega_0 \), there exist curves \( \partial \Omega_\omega \subset \mathbb{R}^2 \) without self-intersections that approach asymptotically, as \( s \to \pm \infty \), the line \( \{ \theta(s) = \theta_1 \} \), where \( \theta_1 \in (-\frac{\pi}{2}, 0) \) and \( \sin(\theta_1) = -Q_0 \), and such that the function \( Q(s) \) defined by means of (2.22) satisfies \( Q(s) > 0 \) for \( s \neq 0 \), \( Q(0) = \omega \) and \( 0 < \lim_{s \to 0} \frac{Q(s) - Q_0}{s^2} < \infty \).

**Proof.** We construct the function \( Q(\cdot) \) as follows. We take \( Q(s) = Q_0 \left( 1 - \frac{z}{A} \right) \) for \( s \leq \omega \), where \( \xi \in C^\infty(\mathbb{R}) \), \( \xi'(z) > 0 \) for \( z \in (0, 1) \), \( \xi'(z) < 0 \) for \( z \in (0, 1) \), \( \xi(z) = 0 \) for \( z \in (-\infty, 0] \cup [1, \infty) \), \( \xi''(1) < 0 \) and \( \int_0^1 \xi(z)dz = 1 \). The solution \( \theta_\omega \) of the equation (2.22) can then be approximated for \( s \leq \omega \), if \( \omega \) is small enough by means of the solution of the distributional equation:

\[
\frac{1}{B} \frac{d^2 \theta}{ds^2} - \sin \theta(s) = Q_0 - Q_0 \omega \delta(s).
\]

An alternative way of proving this can be obtained by rescaling \( s \) with \( \omega \) and studying the resulting regular perturbation problem using Gronwall. We then obtain:

\[
\lim_{\omega \to 0} |\theta_\omega(s) - \theta_1| = 0, \quad \lim_{\omega \to 0} \frac{|\theta_\omega'(s) - BQ_0 \omega|}{\omega} = 0.
\]

We now construct \( \theta_\omega(s) \), but not \( Q(s) \), for \( s \geq \omega \) as any function that extends the obtained \( \theta_\omega(s) \) in the region \( s < \omega \) as a function in \( C^\infty(\mathbb{R}) \) with \( |\theta_\omega(s) - \theta_1| \leq \frac{\pi}{4 \omega} \), \( |\theta_\omega''(s)| \leq 2BQ_0 \omega \), \( Q_0''(s) \leq 2B \omega \) for \( s \geq \omega \). We impose also that \( \lim_{s \to \infty} \theta_\omega(s) = \theta_1 \). This extension is possible because \( |\theta_\omega''(s)| \leq \omega \) as \( s \to 0 \). We then define \( Q(s) \) by means of (2.22) for \( s \geq \omega \) and construct the curve \( \partial \Omega_\omega \) by means of (2.21). Since \( |\theta_\omega(s) - \theta_1| \leq \frac{\pi}{4 \omega} \) for \( s \in \mathbb{R} \) it follows that the resulting curves do not self-intersect for \( \omega \) small enough. The rest of the properties stated in the Theorem are straightforward.

We recall that our sign criteria implies that the fluid lies above the curve \( \partial \Omega_\omega \) obtained in Theorem 1.

### 2.4 Analysis of water accumulation regions in the limit \( \varepsilon \to 0 \)

We now study the form of the stationary solutions of the thin-film approximation in the regions where the leading order approximation (2.20) breaks down. We will consider only the case in which \( Q''(s_0) > 0 \) at the points \( s = s_0 \) where \( Q(s) \) vanishes. The existence of such non self-intersecting curves \( \partial \Omega_\omega \) with \( Q \subset C^\infty(\mathbb{R}) \) satisfying (2.20) below has been proved in Theorem 1. Assuming (2.12) and performing the scalings (2.13) into the Stokes problem (2.8)-(2.10), one can derive the stationary thin-film approximation to order \( \varepsilon \), namely, dropping the \( * \)’s for simplicity of notation, with

\[
\frac{1}{3} \frac{\partial}{\partial s} \left( \left( Q(s) + \varepsilon \frac{\partial^3 h}{\partial s^3} + \varepsilon k^2 \frac{\partial h}{\partial s} + \varepsilon (e_y \cdot n) \frac{\partial h}{\partial s} \right) h^3 + \varepsilon \tilde{Q}(s) h^4 \right) = 0
\]

and

\[
\tilde{Q}(s) = \frac{d}{ds} k^2 - \frac{7}{8} k Q(s) + \frac{5}{8} \frac{dk}{ds} - \frac{3}{8} \frac{\partial}{\partial s} (e_y \cdot n).
\]
and \( Q(s) \) as in (2.19). Assuming now that the flux is the same as the one obtained in the leading order approximation (2.20), we obtain the stationary equation:

\[
\frac{1}{3} \left( Q(s) + \varepsilon \frac{\partial h}{\partial s} + \varepsilon k^2 \frac{\partial h}{\partial s} - \varepsilon (e_y \cdot n) \frac{\partial h}{\partial s} + \varepsilon \tilde{Q}(s) h \right) h^3 = 1. 
\]  

We take a somewhat general form for \( Q(s) \), namely, we assume that near a stagnation point placed at \( s = 0 \) we have:

\[
Q(s) = As^2 + b\varepsilon^6 + o(s^2 + \varepsilon^6), \quad A > 0, \quad b \in \mathbb{R}. 
\]  

The exponent \( \frac{6}{17} \) results from the fact that with this particular rescaling the effects of this term will turn out to be of order one in the boundary layer. We will also assume that \( Q(s) > 0 \) for \(|s| \gg \varepsilon^{-\frac{1}{17}}\).

The natural rescaling of variables required to study the singular perturbation problem (2.20) is:

\[
s = \varepsilon^\frac{1}{17} \left( \frac{3}{2A^2} \right) \xi, \quad h = \varepsilon^{-\frac{1}{17}} \left( \frac{3}{2A^3} \right) \xi H. 
\]  

Finally, (2.25) then becomes (1.2), to leading order, where

\[
a = \left( \frac{2}{3A^2} \right) \xi b. 
\]

In order to determine the boundary conditions that must be imposed to the solutions of (1.2) we must study the asymptotics of the solutions of (2.20) as \( s \to 0 \). Using (2.26), we obtain from (2.20)

\[
h(s) \sim \left( \frac{3}{As^2} \right) \xi \quad \text{as} \quad \varepsilon^{-\frac{1}{17}} \ll |s| \ll 1, 
\]

and using (2.27), we find

\[
H \sim \frac{1}{|\xi|^\frac{2}{17}} \quad \text{as} \quad 1 \ll |\xi| \ll \varepsilon^{-\frac{1}{17}}, 
\]

which provides the matching conditions for the solutions of (1.2).

According to the picture emerging from the results described here it would follow that the stationary solutions of (2.24) could be approximated by means of the solutions of (2.20) (i.e. by (2.28)) except near the stagnation points or where \( Q(s) \) is very small. At such points, a boundary layer arises and it is described by means of the rescaling (2.27) and the function \( H \) that solves (1.2) with matching conditions (2.29).

3 The solutions of (1.3)

In this section we analyse (1.3) rigorously. This analysis will be used in the proof the existence of solutions of (1.2) subject to (2.29) that is done in \[9\].

3.1 Global existence, stable and unstable manifolds

In this Section we describe in detail the solutions of (1.3). We write (1.3) in the equivalent system form:

\[
\frac{d\Phi}{d\tau} = W, \quad \frac{dW}{d\tau} = \Psi, \quad \frac{d\Psi}{d\tau} = \frac{1}{\Phi^3} - 1. 
\]  

We observe that there is a unique critical point for (1.3), namely \( P_\ast = (\Phi_\ast, W_\ast, \Psi_\ast) = (1,0,0) \), and is hyperbolic. The stable manifold of (1.3) at the point \( P_\ast \) is tangent to the vector: \( v_1 = \... \)
We prove (3.3) by contradiction. First, we observe that as long as the solution is defined

\[ \varepsilon = \tau \]

then

\[ W(\tau) \]

The corresponding eigenvalues of the linearised problem being complex conjugates, namely, \( \lambda_2 := 3^\frac{3}{2} \left(1 + i \frac{3}{2}\right) / 2 \) and \( \lambda_3 := 3^\frac{3}{2} \left(1 - i \frac{3}{2}\right) / 2 \).

After these preliminary observations, we next prove that the solutions of (3.1) do not develop singularities for increasing \( \tau \).

**Lemma 2 (Forward Global Existence)** Suppose that \( \Phi(\tau_0) > 0 \), \( W(\tau_0) \), \( \Psi(\tau_0) \) are arbitrary. Then, the solution of (3.1) with these initial data is defined and \( \Phi(\tau) > 0 \) for any \( \tau > \tau_0 \).

**Proof.** The only possibility of losing global existence is when \( \Phi(\tau) \) approaches zero at a finite value of \( \tau \), because when \( \Phi(\tau) \geq \delta > 0 \) a simple estimate yields, integrating the equation, that \( \Phi, W, \Psi \leq (p(z), p'(\tau), p''(\tau)) \) where \( p(\tau) = \Phi(\tau_0) + \frac{1}{3}(1/\delta^3 - 1)(\tau - \tau_0)^3 + \Psi(\tau_0)(\tau - \tau_0)^2/2 + W(\tau_0)(\tau_0) \), thus the solution cannot become unbounded at a finite value of \( \tau \).

First, we show that if

\[ \lim_{\tau \to \tau^*} \inf \Phi(\tau) = 0 \] \hspace{1cm} (3.2)

then

\[ \lim_{\tau \to \tau^*} \Phi(\tau) = 0 \] \hspace{1cm} (3.3)

We prove (3.3) by contradiction. First, we observe that as long as the solution is defined

\[ \frac{d\Phi}{d\tau} = \frac{1}{\Phi^3} - 1 \geq -1 \]

holds and then \( \Psi(\tau) \geq \Psi(0) - \tau \), therefore

\[ \Psi(\tau) \geq -C\tau^* \] \hspace{1cm} (3.4)

for \( 0 \leq \tau \leq \tau^* \) and some \( C > 0 \).

Let us now assume that (3.2) and that \( \lim_{\tau \to \tau^*} \Phi(\tau) \) does not exist. Then, for some small enough \( \varepsilon_0 > 0 \), there exists an increasing sequence \( \{\tau_n\} \) such that \( \lim_{n \to \infty} \tau_n = \tau^* \), \( \Phi(\tau_n) = 2\varepsilon_0 \) and \( W(\tau_n) \geq 0 \) for all \( n \in \mathbb{N} \). Integrating (3.1) gives

\[ \Phi(\tau) = \Phi(\tau_n) + W(\tau_n)(\tau - \tau_n) + \int_{\tau_n}^{\tau} \int_{\tau_n}^{\tau} \Psi(s)ds d\eta \]

for \( \tau \geq \tau_n \), hence, using (3.4), we obtain that, as long as \( \Phi(\tau) \geq \varepsilon_0 \),

\[ \Phi(\tau) \geq \Phi(\tau_n) + W(\tau_n)(\tau - \tau_n) + \int_{\tau_n}^{\tau} \int_{\tau_n}^{\tau} K\tau^* ds d\eta \]

\[ \geq 2\varepsilon_0 - \frac{K}{2} \tau^* (\tau - \tau_n)^2 \]

for \( \tau^* > \tau > \tau_n \).

It then follows that \( \Phi(\tau) \geq \varepsilon_0 \) for \( \tau_n \leq \tau \leq \tau_n + \sqrt{\frac{2\varepsilon_0}{K(\tau^*)}} \). On the other hand, due to (3.2), there exist \( \{\tilde{\tau}_n\} \) such that \( \lim_{n \to \infty} \tilde{\tau}_n = \tau^* \) and \( \Phi(\tilde{\tau}_n) \leq \frac{\varepsilon_0}{2} \). We can assume that \( \tilde{\tau}_n > \tau_n \). Since for \( n \) large enough we have \( \tilde{\tau}_n \in (\tau_n, \tau_n + \sqrt{\frac{2\varepsilon_0}{K(\tau^*)}}) \), we obtain a contradiction, and therefore (3.3) must hold if (3.2) does.

We now prove that (3.3) cannot happen. In order to make this precise we employ the change of variables \( \Phi = (\tau^* - \tau)^{-\frac{1}{2}} \Phi, W = (\tau^* - \tau)^{-\frac{3}{2}} W, \Psi = (\tau^* - \tau)^{-\frac{1}{2}} \Psi \) with \( s = -\ln(\tau^* - \tau) \), which gives the system

\[ \frac{d\Phi}{ds} = \tilde{W} + \frac{3}{4} \Phi, \quad \frac{d\tilde{W}}{ds} = \tilde{\Psi} - \frac{1}{4} \tilde{W}, \quad \frac{d\tilde{\Psi}}{ds} = -\frac{5}{4} \tilde{\Psi} + \frac{1}{\Phi^3} - e^{-\frac{2}{3}s}. \] \hspace{1cm} (3.5)
We observe that with this change of variables, when \( \tau \to (\tau^*)^- \) then \( s \to +\infty \) and the inhomogeneous term in (3.5) becomes very small. In the absence of this term, the remaining autonomous system has no critical points, suggesting that all trajectories are unbounded.

Let us assume that (3.3) holds, then, in terms of the new variables, this is equivalent to

\[
\lim_{s \to \infty} e^{-\frac{2}{4} s} \Phi = 0. \tag{3.6}
\]

First we assume that \( \lim_{s \to \infty} \Phi \neq 0 \). Then, multiplying the third equation in (3.5) by \( e^{\frac{2}{4} s} \) we obtain:

\[
e^{s} \frac{d}{ds} \left( e^{\frac{2}{4} s} \Psi \right) = \frac{1}{\left( e^{-\frac{2}{4} s} \Phi \right)^2} - 1
\]

thus for large enough \( s \), (3.6) implies that there exists a constant \( C > 0 \) such that

\[
e^{s} \frac{d}{ds} \left( e^{\frac{2}{4} s} \Psi \right) > C. \tag{3.7}
\]

Setting \( s > s_0 \) with \( s_0 \) large, integration of (3.7) gives

\[
e^{\frac{2}{4} s} \Psi(s) > e^{\frac{2}{4} s_0} \Psi(s_0) + C \int_{s_0}^{s} e^{-y} dy = e^{\frac{2}{4} s_0} \Psi(s_0) - C(e^{-s} - e^{-s_0}) \geq e^{\frac{2}{4} s_0} \Psi(s_0),
\]

hence, taking for example \( \Psi_0 = e^{\frac{2}{4} s_0} \Psi(s_0) \) for any such \( s_0 \), we obtain that for \( s > s_0 \) there exists a constant (of undetermined sign) such that \( \Psi(s) \geq e^{\frac{2}{4} s} \Psi_0 \). Proceeding in a similar manner, the second equation in (3.5) yields \( W = e^{-\frac{2}{4} s} W_0 \) for large \( s \), and some constant \( W_0 \). Using this now for the first equation in (3.5) gives, for large \( s_0 \) and \( s > s_0 \),

\[
e^{-\frac{2}{4} s} \Phi > e^{-\frac{2}{4} s_0} \Phi(s_0) + e^{-s} W_0 - e^{-s} W_0. \tag{3.8}
\]

Since \( \Phi(s) \) does not tend to 0 as \( s \to \infty \), one can always choose \( s_0 \) large enough such that \( \Phi(s_0) + e^{-\frac{2}{4} s_0} W_0 \geq \delta > 0 \), and then (3.8) implies that \( \lim_{s \to \infty} e^{-\frac{2}{4} s} \Phi > 0 \), a contradiction.

If \( \lim_{s \to \infty} \Phi = 0 \), we argue in a similar way directly on the equations (3.5). The third and the second equations give that there exist a large positive constant \( C \) such that \( \Psi, W > C \) for \( s \) large enough. Then the first equation in (3.5) and the fact that \( \Psi(s) > 0 \) or all \( s \) imply that \( \frac{d}{ds} \Phi > C \), a contradiction. ■

The next lemma deals with the solutions contained on the stable manifold of the critical point.

**Lemma 3 (Behaviour of solutions on the stable manifold)** If \( (\Phi, W, \Psi) \to P_s \) as \( \tau \to \infty \) and \( (\Phi, W, \Psi) \neq P_s \), then either

\[
\Phi \to +\infty \quad \text{as} \quad \tau \to -\infty \tag{3.9}
\]

or there exists a finite \( \tau^* \) such that

\[
\Phi(\tau) \to 0 \quad \text{as} \quad \tau \to (\tau^*)^+ \quad \text{with} \quad \Phi(\tau) > 0 \quad \text{for all} \quad \tau > \tau^*. \tag{3.10}
\]

**Proof.** We first observe that integrating (1.3) three times we obtain

\[
\frac{d^2 \Phi(\tau)}{d\tau^2} = -\int_{\tau}^{+\infty} \left( \frac{1}{(\Phi(\tau_1))^3} - 1 \right) d\tau_1, \quad \frac{d\Phi(\tau)}{d\tau} = \int_{\tau}^{+\infty} \int_{\tau_2}^{+\infty} \left( \frac{1}{(\Phi(\tau_1))^3} - 1 \right) d\tau_1 d\tau_2 \tag{3.11}
\]

\[
\Phi(\tau) - 1 = \int_{\tau}^{+\infty} \int_{\tau_3}^{+\infty} \int_{\tau_2}^{+\infty} \left( 1 - \frac{1}{(\Phi(\tau_1))^3} \right) d\tau_1 d\tau_2 d\tau_3. \tag{3.12}
\]

Due to the fact that the trajectory under consideration is in the stable manifold of \( P_s \) the corresponding orbit of \( (\Phi, W, \Psi) \) is tangent to \( P_s \) in the direction \( v_1 \). Suppose that this happens
in such a way that there exists a $\bar{\tau}$ large enough such that $\Phi(\tau) > 1$ for all $\tau \in (\bar{\tau}, +\infty)$. Let $\bar{\tau}$ be $\bar{\tau} = \inf\{\tau : \Phi(\sigma) > 1 \forall \sigma \in (\tau, +\infty)\}$.

Our goal is to prove that $\bar{\tau} = -\infty$. Suppose that $\bar{\tau} > -\infty$. Then, the continuity of $\Phi$ implies that $\Phi(\bar{\tau}) = 1$. Using (3.12) with $\tau = \bar{\tau}$ and the definition of $\bar{\tau}$ we obtain a contradiction, whence $\bar{\tau} = -\infty$. Then (3.11) implies $\frac{d\Phi(\tau)}{d\tau} \leq C < 0$ for any $\tau$ sufficiently small, and therefore (3.9) follows.

Suppose now that the orbit $(\Phi, W, \Psi)$ is tangent to $P_s$ in the direction $-v_1$, then there exists $\bar{\tau}$ such that $\Phi(\bar{\tau}) < 1$ for all $\tau \in (\bar{\tau}, +\infty)$. Now (3.11) implies that $\frac{d\Phi(\tau)}{d\tau} > 0$ for all $\tau \in [\bar{\tau}, +\infty)$. Thus, trivially, $\Phi(\tau) < 1$ for all $\tau \in (\tau^*, +\infty)$, where $\tau^*$ is defined by $\tau^* = \inf\{\tau : \Phi(\sigma) > 0 \forall \sigma \in (\tau, +\infty)\}$. Let us prove that $\tau^* > -\infty$, so that in particular, by continuity, $\Phi(\tau^*) = 0$ and $\Phi(\tau) \in (0, 1)$ for all $\tau \in (\tau^*, +\infty)$. If, to the contrary, $\tau^* = -\infty$ then, since $\frac{d\Phi}{d\tau} > 0$ and $\frac{d^2\Phi}{d\tau^2} < 0$, it follows that $\Phi(\tau) \leq \Phi(\tau_1) + \Phi'(\tau_1)(\tau - \tau_1)$ for any $\tau_1 \in \mathbb{R}$, hence $\tau^* > -\infty$. ●

The solutions on the stable manifold are all those solutions with $\Phi(\tau) \to 1$ as $\tau \to \infty$:

**Lemma 4** If $\Phi(\tau)$ is a solution of (1.3) with $\lim_{\tau \to -\infty} \Phi(\tau) = 1$, then $(\Phi, W, \Psi) \to P_s$.

**Proof.** We define $P(\tau; \tau_1)$ as:

$$
P(\tau; \tau_1) = \Phi(\tau) - \int_{\tau_1}^{\tau} \int_{\tau_1}^{\eta_1} \int_{\tau_1}^{\eta_2} \left[\frac{1}{\Phi(\eta_3)^3} - 1\right] d\eta_3 d\eta_2 d\eta_1
$$

(3.13)

Then, using $\lim_{\tau \to -\infty} \Phi(\tau) = 1$ as well as (3.11) it follows that for any $\tau_1$, $P(\tau; \tau_1)$ is a second order polynomial given by

$$
P(\tau; \tau_1) = \Phi(\tau_1) + \frac{d\Phi(\tau_1)}{d\tau}(\tau - \tau_1) + \frac{d^2\Phi(\tau_1)}{d\tau^2}(\tau - \tau_1)^2.
$$

(3.14)

Taking $\tau_1 \to \infty$ and using (3.13), it is clear that

$$
\lim_{\tau_1 \to \infty} P(\tau_1; \tau_1) = \lim_{\tau_1 \to \infty} P(\tau_1 + 1; \tau_1) = \lim_{\tau_1 \to \infty} P(\tau_1 + 2; \tau_1) = 1.
$$

Therefore (3.11) implies:

$$
\lim_{\tau_1 \to \infty} \left[\frac{d\Phi(\tau_1)}{d\tau} + \frac{d^2\Phi(\tau_1)}{d\tau^2}\right] = 0, \quad \lim_{\tau_1 \to \infty} \left[\frac{d\Phi(\tau_1)}{d\tau} + 2\frac{d^2\Phi(\tau_1)}{d\tau^2}\right] = 0,
$$

and hence $(\Phi, W, \Psi) \to P_s$ as $\tau \to \infty$. ●

We now give the basic behaviour of the solutions that are not in the stable manifold:

**Lemma 5** Suppose that $\Phi$ is a solution of (1.3) such that $\Phi(\tau)$ does not converge to 1 as $\tau \to \infty$. Then:

$$
\limsup_{\tau \to \infty} \left(\frac{1}{2\Phi^2} + \Phi\right) = +\infty.
$$

(3.15)

Moreover,

$$
\limsup_{\tau \to \infty} \Phi(\tau) = +\infty \quad \text{and} \quad \liminf_{\tau \to \infty} \Phi(\tau) = 0.
$$

(3.16)

**Proof.** There is a monotonicity property associated to the solutions of (3.1). Indeed, multiplying (1.3) by $\frac{d\Phi}{d\tau}$ we obtain:

$$
\frac{d}{d\tau} \left(\frac{d^2\Phi}{d\tau^2} \frac{d\Phi}{d\tau} + \frac{1}{2\Phi^2} + \Phi\right) = \left(\frac{d^2\Phi}{d\tau^2}\right)^2 \geq 0
$$

hence

$$
\frac{dE}{d\tau} = \Psi^2 \geq 0, \quad E := \Psi W + \frac{1}{2\Phi^2} + \Phi.
$$

(3.17)
The energy estimate (3.17) yields estimates for $\Psi^2$ for the trajectories contained in the unstable manifold. More precisely we have:

$$\int_{\tau_0}^{\infty} (\Psi(s))^2 ds = E(\infty) - E(\tau_0)$$

for any $\tau_0 \in \mathbb{R}$. Notice that $E(\infty)$ could be infinite. Actually, our goal is to show that $E(\infty) = \infty$ unless $\Phi \to 1$ as $\tau \to \infty$.

Suppose that $E(\infty) < \infty$, then

$$\int_{\tau_0}^{\infty} (\Psi(s))^2 ds < \infty.$$ (3.18)

We claim that if this is the case then $\lim_{\tau \to \infty} \Psi(\tau) = 0$. Indeed, the third equation in (3.1) yields:

$$\frac{d\Psi}{d\tau} \geq -1$$ for all $\tau \in \mathbb{R}$. (3.19)

Suppose that there exists a sequence $\{\tau_n\}$ such that $\lim_{n \to \infty} \tau_n = \infty$ and satisfying $\Psi(\tau_n) \geq \varepsilon_0 > 0$. Then (3.19) implies $\Psi(\tau) \geq \varepsilon_0 - (\tau - \tau_n)$ for all $\tau > \tau_n$, hence

$$\int_{\tau_n}^{\tau_n + \frac{\varepsilon_0}{8}} (\Psi(\tau))^2 d\tau \geq \frac{\varepsilon_0^2}{8},$$

and this gives a contradiction with (3.18). Similarly, suppose that there exists a sequence $\{\tau_n\}$ such that $\lim_{n \to \infty} \tau_n = \infty$ and satisfying $\Psi(\tau_n) \leq -\varepsilon_0 < 0$. Then, using again (3.19) we obtain

$$\Psi(\tau) \leq -\varepsilon_0 + (\tau_n - \tau), \quad \tau < \tau_n,$$

hence

$$\int_{\tau_n}^{\tau_n + \frac{\varepsilon_0}{8}} (\Psi(\tau))^2 d\tau \geq \frac{\varepsilon_0^2}{8},$$

that also yields a contradiction, therefore

$$\lim_{\tau \to \infty} \Psi(\tau) = 0.$$ (3.20)

The first two equations of (3.1) imply:

$$\sup_{s \in [\tau, \tau + 1]} |W(s) - W(\tau)| \to 0 \quad \text{as} \quad \tau \to \infty$$ (3.21)

and

$$\sup_{s \in [\tau, \tau + 1]} |\Phi(s) - \Phi(\tau) - W(\tau)(s - \tau)| \to 0 \quad \text{as} \quad \tau \to \infty,$$ (3.22)

On the other hand, integration of the last equation of (3.1) implies

$$\Psi(\tau + 1) - \Psi(\tau) = \int_{\tau}^{\tau + 1} \left[ \frac{1}{(\Phi(s))^3} - 1 \right] ds.$$ (3.23)

which together with (3.20) gives that

$$\lim_{\tau \to \infty} \int_{\tau}^{\tau + 1} \left[ \frac{1}{(\Phi(s))^3} - 1 \right] ds = 0.$$ (3.23)

Therefore $(\inf_{s \in [\tau, \tau + 1]} \Phi(s)) \leq 2$ for $\tau$ sufficiently large, since otherwise there would be a contradiction. It then follows that $\lim_{\tau \to \infty} W(\tau) = 0$. Indeed, otherwise (3.21), (3.22) would imply that $\Phi$ would become negative for large values of $\tau$. It then follows from (3.22) that:

$$\sup_{s \in [\tau, \tau + 1]} |\Phi(s) - \Phi(\tau)| \to 0 \quad \text{as} \quad \tau \to \infty$$
and \( \text{(3.24)} \) then yields \( \lim_{\tau \to \infty} \Phi(\tau) = 1 \) against the hypothesis of the lemma. The contradiction yields \( E(\infty) = \infty \).

We now prove \( \text{(3.16)} \). Suppose that

\[
\limsup_{\tau \to \infty} \left( \frac{1}{2\Phi^2} + \Phi \right) < \infty. \tag{3.24}
\]

Since \( E(\infty) = \infty \), it follows from the definition of \( E \) in \( \text{(3.17)} \) that

\[
\lim_{\tau \to \infty} |\Psi(\tau) W(\tau)| = \infty. \tag{3.25}
\]

Suppose that \( \lim_{j \to \infty} |\Psi(\tau_j)| = \infty \) for some sequence \( \{\tau_j\} \) with \( \lim_{j \to \infty} \tau_j = \infty \). Due to \( \text{(3.24)} \), the right-hand side of the last equation in \( \text{(3.1)} \) is bounded. Therefore, there exists a subsequence of \( \{\tau_j\} \), that we label in the same manner for simplicity, such that:

\[
\inf_{\tau \in [\tau_j - 1, \tau_j + 1]} |\Psi(\tau)| \to \infty.
\]

This means that \( \inf_{\tau \in [\tau_j - 1, \tau_j + 1]} |d^2 \Phi/d\tau^2| \to \infty \). Therefore \( \sup_{\tau \in [\tau_j - 1, \tau_j + 1]} \Phi(\tau) \to \infty \). Indeed, if \( \Phi(\tau_j \pm 1) \) are bounded, and since we can determine uniquely \( \Phi(\tau) \) in the interval \( \tau \in (\tau_j - 1, \tau_j + 1) \) using \( \Phi(\tau_j \pm 1) \) and \( d^2 \Phi/d\tau^2(\tau) \), \( \tau \in [\tau_j - 1, \tau_j + 1] \) the claim follows. This contradicts \( \text{(3.24)} \), whence \( \limsup_{\tau \to \infty} |\Psi(\tau)| < \infty \). Then, \( \text{(3.25)} \) implies \( \lim_{\tau \to \infty} W(\tau) = \infty \). Using the first equation in \( \text{(3.1)} \) it then follows that \( \Phi(\tau) \) is unbounded, and this contradicts again \( \text{(3.24)} \), whence \( \text{(3.16)} \) follows.

It only remains to prove \( \text{(3.16)} \). We first notice that

\[
\liminf_{\tau \to \infty} \Phi(\tau) \leq 2. \tag{3.26}
\]

Indeed, otherwise it follows from the last two equations of \( \text{(3.1)} \) that \( d^2 \Phi/d\tau^2 \leq -1/2 \), this implies that \( \Phi(\tau) \) vanishes for a finite value of \( \tau \). This contradicts Lemma 2.

We now claim that \( \limsup_{\tau \to \infty} \Phi = 1 \). We argue by contradiction. Suppose that

\[
\limsup_{\tau \to \infty} \Phi < 1, \tag{3.27}
\]

then, using the last equation in \( \text{(3.1)} \), we have \( d\Phi/d\tau > \delta > 0 \) for \( \tau \) large enough. This means that \( \lim_{\tau \to \infty} \Psi(\tau) = \infty \). Using again \( \text{(3.1)} \), we obtain \( \lim_{\tau \to \infty} W(\tau) = \infty \) and \( \lim_{\tau \to \infty} \Phi(\tau) = \infty \), this contradicts \( \text{(3.27)} \) and therefore implies \( \limsup_{\tau \to \infty} \Phi \geq 1 \).

We now claim that \( \limsup_{\tau \to \infty} \Phi > \liminf_{\tau \to \infty} \Phi(\tau) \). Suppose to the contrary that \( \lim_{\tau \to \infty} \Phi(\tau) = \ell_{\infty} \geq 1 \) is defined. If \( \ell_{\infty} > 1 \), we obtain a contradiction because \( \text{(3.1)} \), in that case, implies that \( \Phi(\tau) \) vanishes at some finite \( \tau \), but this contradicts Lemma 2. And the case \( \ell_{\infty} = 1 \) is against the assumption of the lemma.

We have then \( \limsup_{\tau \to \infty} \Phi(\tau) > \liminf_{\tau \to \infty} \Phi(\tau) \). This implies the existence of sequences of minima and maxima of \( \Phi \), namely, \( \{\tau_n^+\}, \{\tau_n^-\} \) and \( \{\varepsilon_n\} \), such that \( \lim_{n \to \infty} \tau_n^+ = \lim_{n \to \infty} \tau_n^- = \infty \), \( \varepsilon_n > 0 \) for all \( n \), and such that \( W(\tau_n^+) = W(\tau_n^-) = 0 \) with \( \max_{\tau \in [\tau_n^- - \varepsilon_n, \tau_n^- + \varepsilon_n]} \Phi(\tau) = \Phi(\tau_n^-) \), \( \min_{\tau \in [\tau_n^-, \tau_n^+ - \varepsilon_n]} \Phi(\tau) = \Phi(\tau_n^-) \) and \( \lim_{n \to \infty} \Phi(\tau_n^+) = \limsup_{\tau \to \infty} \Phi(\tau) \), \( \lim_{n \to \infty} \Phi(\tau_n^-) = \liminf_{\tau \to \infty} \Phi(\tau) \). Suppose that \( \liminf_{\tau \to \infty} \Phi(\tau) > 0 \). Due to \( \text{(3.26)} \) and the definition of \( E \) in \( \text{(3.17)} \) it then follows that

\[
E(\tau_n^-) = \frac{1}{2(\Phi(\tau_n^-))^2} + \Phi(\tau_n^-) \leq \frac{1}{[\liminf_{\tau \to \infty} \Phi(\tau)]^2} + 3
\]

for \( n \) sufficiently large. This contradicts that \( E(\infty) = \infty \) and the second formula in \( \text{(3.16)} \) follows. Suppose now that \( \limsup_{\tau \to \infty} \Phi(\tau) < \infty \). Using again the definition of \( E \) and that \( \limsup_{\tau \to \infty} \Phi \geq 1 \) we obtain

\[
E(\tau_n^+) = \frac{1}{2(\Phi(\tau_n^+))^2} + \Phi(\tau_n^+) \leq 1 + 2 \limsup_{\tau \to \infty} \Phi(\tau)
\]

which also contradicts that \( E(\infty) = \infty \). ■
3.2 Oscillations: The formal description

We now formally describe in some detail the oscillatory solutions of (1.3). Such solutions have increasing amplitude of oscillation as \( \tau \) increases (see Lemma 5). When this amplitude becomes rather large as \( \tau \to \infty \), one expects the behaviour of the solution to be dominated by (1.5). This equation can be solved explicitly:

\[
\Phi(\tau) = -\tau^3/6 + c_1\tau^2 + c_2\tau .
\]  

(3.28)

Thus the solution in such regimes resembles a third order polynomial near a local maximum. For larger values of \( \tau \) the magnitude of the solution becomes small and its behaviour is dominated instead by (1.6), but, as it is proved in Lemma 2, the solution does not vanish for finite values of \( \tau \) and it then increases back again to a larger amplitude. How this happens is described by (1.6). Thus the function \( \Phi(\tau) \) can be described by means of alternating regimes, where either \( \Phi(\tau) \) becomes very large or \( \Phi(\tau) \) is close to zero. As it will be seen later, the matching between such regimes will require that, when \( \Phi \) becomes small for increasing \( \tau \), the polynomial of the form (3.28) that is asymptotically close to the solution, has a simple zero. On the other hand, when the solution leaves a local minimum (sufficiently close to 0 for \( \tau \) large enough) the polynomial (3.28) that it approaches asymptotically has a double zero. These, linear and quadratic, behaviours near \( \Phi \sim 0 \) result from the analysis of (1.6), this is done in Appendix 2, see Theorem 15.

Since \( \Phi(\tau) \) is oscillatory (see (3.16)), there exists an increasing sequence \( \{\tau^+_n\} \) of local maxima, thus having \( \frac{d}{d\tau} \Phi(\tau^+_n) = 0 \). For simplicity of notation, for each \( n \), we define

\[
L_n = \Phi(\tau^+_n) .
\]

Then Lemma 5 (3.16) implies \( \lim_{n \to \infty} L_n = \infty \). As indicated above, \( \Phi(\tau) \) must have a double zero, at least to the leading order as \( L_n \to \infty \). Using the fact that \( \Phi \) solves (1.5) to the leading order, it can be seen by means of an algebraic computation, that the only possibility is to have the following asymptotics if \( L_n \to \infty \):

\[
\Phi(\tau^+_n) = L_n , \quad \frac{d}{d\tau} \Phi(\tau^+_n) = 0 , \quad \frac{d^2}{d\tau^2} \Phi(\tau^+_n) = -aL_n^\frac{1}{3} ,
\]  

(3.29)

since \( \Phi(\tau) \) must have a double zero at some \( \tau < \tau^+_n \), to leading order as \( L_n \to \infty \), \( a \) will be chosen later in order to fulfil this condition. We introduce the scaling, suggested by (3.29),

\[
\Phi(\tau) = L_n \tilde{\Phi}_n(\eta_n) , \quad \eta_n = \frac{\tau - \tau^+_n}{L_n^{\frac{1}{3}}} \]  

(3.30)

where \( \tilde{\Phi}_n(\eta_n) \) satisfies

\[
\frac{d^3}{d\eta^3_n} \tilde{\Phi}_n + 1 = \frac{1}{L_n} \frac{1}{(\Phi_n(\eta_n))^3} ,
\]  

(3.31)

that, to leading order, becomes

\[
\frac{d^3}{d\eta^3_n} \tilde{\Phi}_n + 1 = 0 ,
\]  

(3.32)

with initial conditions

\[
\tilde{\Phi}_n(0) = 1 , \quad \frac{d}{d\eta_n} \tilde{\Phi}_n(0) = 0 , \quad \frac{d^2}{d\eta_n^2} \tilde{\Phi}_n(0) = -a .
\]  

(3.33)

Solving (3.32)-(3.33) gives the approximation \( \tilde{\Phi}_n(\eta_n) = P_\infty(\eta_n) \), where

\[
P_\infty(\eta) = -\frac{1}{6} \eta^3 - \frac{a}{2} \eta^2 + 1 .
\]  

(3.34)

Imposing now that \( P_\infty \) has a double zero at a negative \( \eta_0 \) requires:

\[
\tilde{\Phi}_n(\eta_0) = -\frac{1}{6} \eta_0^3 - \frac{a}{2} \eta_0^2 + 1 = 0 , \quad \tilde{\Phi}_n'(\eta_0) = -\frac{1}{2} \eta_0^2 - a\eta_0 = 0 ,
\]

16
that this happens for \( \eta \) the right-hand side of (3.31) becomes relevant. A standard dominated balance argument indicates of validity for this asymptotics we need to find the size of the region where the second term on condition (3.40) is valid for \(|\eta| > |\eta_a| \). We can then approximate the function \( \Phi(\tau) \) in the intervals where \( \tau \in (\tau_n^+ + \eta_0 L_n^3, \tau_n^+ + \eta_a L_n^3) \) by means of (3.31) and (3.34) with (3.35). The approximations of \( \tilde{\Phi} \) by (3.34) near \( \eta_n \) and near \( \eta_a \) are then as follows

\[
\tilde{\Phi}_n(\eta_n) \sim -K(\eta_n - \eta_a) \quad \text{as} \quad \eta_n \to \eta_a^- \quad \text{with} \quad K = - \frac{d}{d\eta_n} \tilde{\Phi}_n(\eta_n) = \left( \frac{3}{2} \right)^\frac{1}{4} > 0 \tag{3.36}
\]

and

\[
\Phi_n(\eta_n) \sim \frac{1}{2} (\eta_n - \eta_0)^2 \quad \text{as} \quad \eta_n \to \eta_a^+ \quad \text{since} \quad \frac{d^2}{d\eta_n^2} \Phi_n(\eta_0) = a = \left( \frac{3}{2} \right)^\frac{1}{4}.
\]

In order to describe the function \( \Phi(\tau) \) for the values of \( \tau \) where \( \Phi \) becomes small we introduce an inner layer variable near \( \eta_0 \) for every \( n \). Using (3.36) we can infer that this inner layer is characterised by

\[
\eta_n = \eta_0 + \frac{1}{L_n^3} \zeta_n \quad \Phi(\eta_n) = \frac{1}{L_n^3} \varphi_n(\zeta_n)
\]

with \( \varphi(\zeta_n) \) satisfying, to leading order if \( n \) is large enough, the equation

\[
\frac{d^3 \varphi_n}{d\zeta_n^3} = \frac{1}{\varphi_n^3}
\]

with the matching condition

\[
\varphi_n(\zeta_n) \sim -K\zeta_n + \frac{\log(L_n^3)}{2K^3} + \frac{1}{4K^3} + o(1) \quad \text{as} \quad \zeta_n \to -\infty,
\]

where the logarithmic correction and the next order has been obtained, computing the next order in the asymptotics of the solution of (3.38), (3.39). More precisely, this correction is given by using the leading behaviour (3.30), namely

\[
\int_0^{\eta_n} \int_0^{\tau_1} \int_0^{\tau_2} \frac{1}{(\Phi_n(s_1))} ds_3 ds_2 ds_1 = -\frac{1}{2K^3} \log(|\eta_n - \eta_a|) + \frac{3}{2K^3} + o(1) \quad \text{as} \quad \eta_n \to \eta_a^-.
\]

where \( \Phi_n(s_3) \) is as in (3.31).

Using Theorem 15 in Appendix 2, it follows that there exists a unique solution of (3.38), (3.39) given by \( \varphi_n(\zeta_n) = \varphi \left( \zeta_n - \frac{\log(L_n^3)}{2K^3} - \frac{3}{2K^3} \right) \). Therefore:

\[
\varphi_n(\zeta_n) \sim \Gamma \zeta_n^2 \quad \text{as} \quad \zeta_n \to \infty,
\]

where \( \Gamma > 0 \) would in fact be fixed by the matching region. We observe that the matching condition (3.34) is valid for \( |\zeta_n| \gg \log(L_n), |\zeta_n| < L_n^3, \zeta_n < 0 \). On the other hand, the matching condition (3.40) is valid for \( |\zeta_n| \gg \log(L_n), \zeta_n > 0 \). In order to determine the maximal region of validity for this asymptotics we need to find the size of the region where the second term on the right-hand side of (3.31) becomes relevant. A standard dominated balance argument indicates that this happens for \( \eta_n - \eta_a = O(L_n^3) \). We then use the following change of variables:

\[
\tilde{\Phi}_n(\eta_n) = \left( \frac{2\Gamma}{a} \right)^3 L_n^9 \tilde{\Phi}_{n+1}(\eta_{n+1}), \quad \eta_{n+1} + 2a = \frac{a}{2\Gamma} \frac{\eta_n - \eta_a}{L_n^3}
\]
where $a$ is as in (3.35). The particular rescaling has been chosen in order to have $\bar{\Phi}_{n+1}(0) = 1$ to the leading order. Notice that, using (3.31) we obtain:

$$
\frac{d^3}{d\eta_{n+1}^3} \Phi_{n+1} + 1 = \left( \frac{a}{2\Gamma} \right)^9 \frac{1}{L_n^{30}} \frac{1}{(\Phi_{n+1})^3}
$$

(3.42)

Using (3.37) and (3.40) we obtain the matching condition for $\bar{\Phi}_{n+1}(\eta_{n+1})$:

$$
\bar{\Phi}_{n+1}(\eta_{n+1}) \sim \frac{a}{2} \left( \eta_{n+1} + 2a \right)^2 \quad \text{as} \quad \eta_{n+1} \to -2a
$$

(3.43)

and the solution of (3.42), (3.43) to the leading order gives the approximation $\bar{\Phi}_{n+1}(\eta_{n+1}) = P_{\infty}(\eta_{n+1})$. Notice that we obtain $\bar{\Phi}_{n+1}(0) = 1$ to the leading order, as expected. Note also that (3.30), (3.41) imply:

$$
\Phi(\tau) = \left( \frac{2\Gamma}{a} \right)^3 L_n^{10} \bar{\Phi}_{n+1}(\eta_{n+1}), \quad \eta_{n+1} = -2a + \frac{a}{2\Gamma} (\tau - \tau_n^+) - \eta_n L_n^{\frac{1}{2}}
$$

Equation (3.42) is equivalent to (3.31) and therefore we have

$$
L_{n+1} = \left( \frac{2\Gamma}{a} \right)^3 L_n^{10}
$$

(3.44)

On the other hand, since $\eta_{n+1} = 0$ at $\tau = \tau_{n+1}^+$ we obtain:

$$
\tau_{n+1}^+ = \tau_n^+ + \eta_n L_n^{\frac{1}{2}} + 4\Gamma L_n^{\frac{10}{3}}
$$

(3.45)

The sequences (3.44) and (3.45) describe how the increase in the amplitude of $\Phi$ takes place. Notice that:

$$
L_n = \frac{a^{\frac{5}{4}} \exp(C(10)^n)}{(2\Gamma)^{\frac{3}{2}}}(1 + o(1)), \quad \tau_n = 2a^{\frac{5}{12}} (2\Gamma)^{\frac{7}{12}} \exp \left( \frac{C}{3} (10)^n \right) (1 + o(1)) \quad \text{as} \quad n \to \infty
$$

(3.46)

This formula can be easily obtained from (3.44) using the fact that $Z_n = \log(L_n)$ solves the linear recursive equation

$$
Z_{n+1} = 10Z_n + 3\log \left( \frac{2\Gamma}{a} \right).
$$

Moreover, suppose that we denote by $M_n$ the minimum values of $\Phi(\tau)$ in the interval $(\tau_n^+, \tau_{n+1}^+)$, and that these minima are reached at the points $\tau_n^- \in (\tau_n^+, \tau_{n+1}^+)$. Then, using (3.30) and (3.37), as well as the arguments yielding (3.45) we obtain:

$$
M_n = \min \frac{\varphi(\zeta)}{L_n^2} (1 + o(1)), \quad \tau_n^- = \left[ 2a^{\frac{5}{12}} (2\Gamma)^{\frac{7}{12}} + \frac{\eta_n a^{\frac{5}{12}}}{(2\Gamma)^{\frac{7}{12}}} \right] \exp \left( \frac{C}{3} (10)^n \right) (1 + o(1)) \quad \text{as} \quad n \to \infty
$$

(3.47)

where $\varphi$ is as in Theorem 15.

### 3.3 Oscillations: The rigorous construction

In this Section we prove that every solution of (1.3) such that $\Phi(\tau)$ does not converge to 1 as $\tau \to \infty$ oscillates with increasing amplitude as $\tau \to \infty$ in the form described above by the formal asymptotics. Namely, we prove the following theorem:
Theorem 6 Suppose that $\Phi(\tau)$ is a solution of (1.3) that is not included in the stable manifold of the point $P_s$. There exists two increasing sequences $\{\tau_n^-\}, \{\tau_n^+\}$ satisfying $\tau_n^- < \tau_n < \tau_n^+$ and $\lim_{n \to \infty} \tau_n^+ = \infty$, such that:

$$\frac{d\Phi}{d\tau}(\tau_n^-) = \frac{d\Phi}{d\tau}(\tau_n^+) = 0, \quad \frac{d\Phi}{d\tau}(\tau) > 0 \text{ in } (\tau_n^-, \tau_n^+), \quad \Phi(\tau) < 0 \text{ in } (\tau_n^+, \tau_n^+)$$

Moreover, for every $n$, let $L_n$ and $M_n$ be

$$L_n := \Phi(\tau_n^+), \quad M_n := \Phi(\tau_n^-)$$

Then, the asymptotics (3.48) and (3.49) hold, and also:

$$\frac{d^2\Phi(\tau_n^+)}{d\tau^2} = -\left(\frac{3}{2}\right)^+ L_n^\frac{1}{2} (1 + o(1)) \text{ as } n \to \infty$$

Remark 7 Notice that Theorem 6 implies that every solution of (1.3) that does not approach $\Phi = 1$ as $\tau \to \infty$ oscillates for large values of $\tau$ in the precise manner indicated in the Theorem.

The proof of Theorem 6 will be decomposed in a series of Lemmas. We first observe that the existence of the sequences $\{\tau_n^+\}$ and $\{\tau_n^-\}$ is a direct consequence of Lemma 5. Also, if $L_n$ and $M_n$ are as in (3.48) for all $n$, then Lemma 5 implies that $\lim_{n \to \infty} L_n = \infty$ and $\lim_{n \to \infty} M_n = 0$. We define the sequence $\{a_n\} \subset \mathbb{R}$ by means of

$$\frac{d^2\Phi(\tau_n^+)}{d\tau^2} = -a_n L_n^\frac{1}{2}, \quad \text{where } a_n \geq 0$$

and we shall then prove that $a_n \to a$, with $a$ as in (3.39), as $n \to \infty$. This then implies (3.49).

We define a sequence of functions $\tilde{\Phi}_n(\eta_n)$ as in (3.39), but where $\tilde{\Phi}_n$ solves (3.31) with the initial conditions:

$$\tilde{\Phi}_n(0) = 1, \quad \frac{d\tilde{\Phi}_n}{d\eta_n}(0) = 0, \quad \frac{d^2\tilde{\Phi}_n}{d\eta_n^2}(0) = -a_n.$$  \hspace{1cm} (3.50)

Observe that the only difference with (3.39) is that the last condition depends on $n$. We define the approximating polynomials and their roots accordingly; letting $P_n(\eta) = -\frac{1}{\Phi} \eta^3 - \frac{a_n}{2} \eta^2 + 1$, we define $\eta_n$ as the solution of

$$P_n(\eta_n) = 0, \quad \eta_n > 0.$$  \hspace{1cm} (3.51)

We observe that when $a_n$ is very large then $\eta_n \sim 1/\sqrt{a_n}$, and otherwise $\eta_n$ is of order one. For that reason and in order to avoid studying several possible regimes for $a_n$, the scalings with $L_n$ would include a factor depending on $a_n$, as we shall see below.

We first derive some approximation formulae for the functions $\tilde{\Phi}_n(\eta_n)$ in the region where they are not too small.

Lemma 8 Let $\Phi$ a solution of (1.3) satisfying the assumption of Theorem 4. Let $\tilde{\Phi}_n(\eta_n)$ be as in (3.39). Then, there exists a $N > 0$ independent of $n$ and of $a_n$ such that the estimates

$$\tilde{\Phi}_n(\eta_n) \geq \frac{1}{2\eta_n} (\eta_n - \eta_n)$$  \hspace{1cm} (3.52)

$$\left| \Phi_n(\eta_n) - \left(1 - \frac{a_n \eta_n^2}{2} - \frac{3 \eta_n^3}{6}\right) \right| \leq 4(\eta_n)^3 \left|\log \left(1 - \frac{\eta_n}{\eta_n}\right)\right|,$$  \hspace{1cm} (3.53)

$$\left| \frac{d\tilde{\Phi}_n(\eta_n)}{d\eta_n} + a_n \eta_n + \frac{\eta_n^2}{2} \right| \leq 4(\eta_n)^3 \frac{1}{\eta_n - \eta_n},$$  \hspace{1cm} (3.54)

hold as long as:

$$\frac{\eta_n - \eta_n}{\log \left(1 - \frac{\eta_n}{\eta_n}\right)} \geq N \frac{\eta_n^2}{L_n^3},$$  \hspace{1cm} (3.55)
Proof. Direct integration of (3.31) with (3.50) gives:
\[
\Phi_n(\eta_n) = 1 - \frac{a_n \eta_n^2}{2} - \frac{\eta_n^3}{6} + \frac{1}{L_n^3} \int_0^{\eta_n} \int_0^{s_1} \int_0^{s_2} \frac{1}{(\Phi_n(s_3))^{3/2}} ds_3 ds_2 ds_1,
\]
\[
d\Phi_n(\eta_n) = -a_n \eta_n^2 + \frac{\eta_n^3}{3} + \frac{1}{L_n^3} \int_0^{\eta_n} \int_0^{s_1} \frac{1}{(\Phi_n(s_3))^{3/2}} ds_2 ds_1,
\]
\[
d^2\Phi_n(\eta_n) = -a_n - \eta_n + \frac{1}{L_n^3} \int_0^{\eta_n} ds_1 (\Phi_n(s_1))^{3/2}.
\]
We now claim that (3.51)-(3.54) hold if (3.55) is satisfied for some \(N > 0\) independent of \(L_n\) and of \(a_n\). Indeed, this is proved by means of a continuation argument. The inequality (3.51) is satisfied for \(\eta_n = 0\). On the other hand, as this inequality is satisfied we have:
\[
|\Phi_n(\eta_n) - \left(1 - \frac{a_n \eta_n^2}{2} - \frac{\eta_n^3}{6}\right)| \leq \frac{8(\eta_n a_n)^3}{L_n^3} \int_0^{\eta_n} \int_0^{s_1} \int_0^{s_2} \frac{1}{a_n^3 - 3^3} ds_3 ds_2 ds_1,
\]
and hence (3.52) also follows. Due to the convexity of the polynomial \(P_{a_n}(\eta)\) we have \(P_{a_n}(\eta_n) \geq \frac{(\eta_n a_n - \eta_n)}{a_n}\). It then follows that:
\[
\Phi_n(\eta_n) \geq \frac{(\eta_n a_n - \eta_n)}{a_n} - \frac{4(\eta_n a_n)^3}{L_n^3} \log \left(1 - \frac{\eta_n}{a_n}\right)
\]
which implies (3.51). Moreover, using (3.50), we obtain that (3.52), (3.53) and (3.54) hold as long as (3.55) holds.

It is now convenient to reformulate this result using a new set of variables, which is better suited for the study of the boundary layer where the term \(\frac{1}{L_n^3}(\Phi_n)\) in (3.31) becomes relevant. Namely we take:
\[
\Phi_n(\eta_n) = \frac{(\eta_n a_n - \eta_n)}{a_n} - \frac{4(\eta_n a_n)^3}{L_n^3} \log \left(1 - \frac{\eta_n}{a_n}\right)
\]
and (3.31) becomes
\[
d^3\varphi_n \frac{d\varphi_n}{d\zeta_n} + \frac{(\eta_n a_n)^3}{L_n^3} = \frac{1}{(\varphi_n)^3}
\]
(3.58)

The next step is to change into the variables which transform (1.9) into a planar system of ODEs. We use the transformation (A2.2.3) of Appendix 2, that now reads
\[
\frac{d\varphi_n}{d\zeta_n} = \varphi_n + u_n, \quad \frac{d^2\varphi_n}{d\zeta_n^2} = \varphi_n^2 + v_n, \quad \zeta_n = \int_{-R_{M,n}}^{\varphi_n} \frac{ds}{(\varphi_n(s))^{2/3}},
\]
where
\[
R_{M,n} = M \left(\frac{\eta_n a_n}{L_n}\right) \quad \text{for some} \quad M > 1,
\]
(3.60)
in this way, \(\zeta_n\) very negative is in the matching region, see (3.65). This transforms (3.58) into the system
\[
\frac{d\varphi_n}{dz_n} = u_n \varphi_n, \quad \frac{du_n}{dz_n} = v_n + \frac{1}{3} u_n^2, \quad \frac{dv_n}{dz_n} = 1 + \frac{5}{3} u_n, \quad v_n - \frac{(\eta_n a_n)^3}{L_n^3} (\varphi_n)^3,
\]
that can be considered as a perturbation of the system (A2.4) for \(n\) large enough. We will use \(u = u_n\) as independent variable and one should understand in the following, with some abuse of notation, that \(\varphi_n = \varphi_n(u)\), \(v_n = v_n(u)\), \(z_n = z_n(u)\), then
\[
\frac{d\varphi_n}{du} = \frac{u \varphi_n}{v_n + \frac{1}{3} u^2}, \quad \frac{dv_n}{du} = 1 + \frac{2}{3} u v_n - \frac{(\eta_n a_n)^3}{L_n^3} (\varphi_n)^3, \quad \frac{dz_n}{du} = \frac{1}{v_n + \frac{1}{3} u^2}.
\]
(3.62)
The following lemma is a translation of Lemma 5 into this system in the matching region.
Lemma 9  (i) Suppose that \((v_n + \frac{1}{3}u_n^2)\) is large. Then we can define \(\varphi_n(u), v_n(u), z_n(u)\) by means of (3.70) with \(u = u_n\).

(ii) For any \(\varepsilon > 0\) arbitrarily small, there exist \(M_0 = M_0(\varepsilon)\) and \(n_0 = n_0(\varepsilon, M)\) such that for \(M \geq M_0, n \geq n_0\) we have:

\[
|\varphi_n(u^*) - K_n R_{M,n}| \leq \varepsilon R_{M,n}, \quad |v_n(u^*)| \leq \varepsilon, \quad z_n = 0
\]

for some \(u^* \in [-K_n^\frac{3}{2}(1+\varepsilon)(R_{M,n})^\frac{1}{2}, -K_n^\frac{3}{2}(1-\varepsilon)(R_{M,n})^\frac{1}{2}]\)

with

\[K_n = \left( a_n \eta_n^2 + \frac{\eta_n^3}{2} \right).\]

Proof. The possibility of defining the functions \(\varphi_n(u), v_n(u), z_n(u)\) is just a consequence of the second equation in (3.61) and the Implicit Function Theorem. Using Lemma 8 we obtain:

\[
|\varphi_n + K_n \zeta_n| \leq \varepsilon |\zeta_n|, \quad \left| \frac{d\varphi_n}{d\zeta_n} + K_n \right| \leq C(a_n \eta_n) \left( \eta_n \frac{L_n}{L_n^3} \right)^{\frac{3}{2}} \zeta_n + \frac{4}{|\zeta_n|}
\]

and

\[
\left| \frac{d^2\varphi_n}{d\zeta_n^2} + \left( a_n \eta_n^2 + \frac{\eta_n^3}{L_n^2} \right) \right| \leq C \frac{\eta_n}{L_n^2} \zeta_n + \frac{4}{|\zeta_n|}
\]

as long as \(n\) is sufficiently large and

\[C \frac{L_n^3}{\eta_n^2} > |\zeta_n| \geq M \left| \log \left( \eta_n \frac{L_n}{L_n^3} \right) \right|,
\]

where \(C > 0\) is independent of \(n\) (the inequality on the left-hand side is used in the first and second inequalities). Moreover, using that the sequence \(a_n \eta_n^2\) is bounded, as well as the fact that \(\eta_n / L_n \to 0\) as \(n \to \infty\), we obtain that at \(\zeta_n = -R_{M,n}\)

\[
|\varphi_n - K_n R_{M,n}| \leq \varepsilon R_{M,n}, \quad \left| \frac{d\varphi_n}{d\zeta_n} + K_n \right| \leq \varepsilon \quad \text{and} \quad \left| \frac{d^2\varphi_n}{d\zeta_n^2} \right| \leq C \frac{\eta_n^3}{L_n^6} + \frac{4}{R_{M,n}^2}
\]

hold, where \(\varepsilon\) can be made arbitrarily small if we choose \(M\) large enough and \(n \geq n_0(M)\) sufficiently large too. Thus, the functions \((\varphi_n, u_n, v_n)\) satisfy

\[
|\varphi_n - K_n R_{M,n}| \leq \varepsilon R_{M,n}, \quad \left| u_n + K_n^\frac{3}{2}(R_{M,n})^\frac{1}{2} \right| \leq \varepsilon (R_{M,n})^\frac{1}{2}, \quad |v_n| \leq \varepsilon \quad \text{at} \quad \zeta_n = -R_{M,n}
\]

where \(\varepsilon\) can be made arbitrarily small if \(M\) and \(n\) are large enough. Defining \(u^*\) as the value of \(u_n\) at which \(\zeta_n = -R_{M,n}\) we obtain (3.63). \(\blacksquare\)

We now need to prove a stability lemma for the system (3.62). The behaviour of \((\varphi_n, u_n, v_n)\) is expected to be similar to that of the separatrix parametrised by \(\{(u, v) : v = \bar{v}(u)\}\) of Lemma 16 of Appendix 2 and that gives the linear and parabolic behaviours in terms of \(\varphi\), see Theorem 15.

Before we go into such analysis, we prove some results for the following auxiliary functions.

Lemma 10 Let us define functions \(G\) and \(H\) by means of

\[
G(u) = \exp \left( \int_0^u \frac{s}{\bar{v}(s) + \frac{2}{3}s^2} ds \right), \quad H(u) = \exp \left( \int_0^u \frac{1 + \frac{2s^3}{9}}{\left( \bar{v}(s) + \frac{2}{3}s^2 \right)^2} ds \right).
\]

Then, the following asymptotics hold

\[
G(u) = K_+ |u|^{\frac{3}{2}} \left( 1 + O \left( \frac{1}{u^{\alpha}} \right) \right) \quad \text{as} \quad u \to \infty \quad \text{and} \quad (3.66)
\]

\[
G(u) = K_- |u|^{3} \left( 1 + O \left( \frac{1}{|u|^{\alpha}} \right) \right) \quad \text{as} \quad u \to -\infty,
\]

where \(\alpha = \frac{1}{2}\).
with $\varepsilon_0 > 0$ and where $K_+, K_- > 0$. We have also that $G(u) > 0$ for all $u \in \mathbb{R}$ and we can write the following global estimate:

$$\frac{1}{C_*} \left(1 + |u|^{\beta(u)}\right) \leq G(u) \leq C_* \left(1 + |u|^{\beta(u)}\right), \quad \beta(u) = \begin{cases} 6 & \text{if } u > 0, \\ 3 & \text{if } u < 0 \end{cases} \quad (3.68)$$

where $C_* > 1$. Moreover,

$$H(u) = \tilde{K}_+(u)^{\frac{2}{3}} \left(1 + O\left(\frac{1}{u^{5\varepsilon_0}}\right)\right) \quad \text{as } u \to \infty \quad \text{and}$$

$$H(u) = \tilde{K}_- |u|^5 \left(1 + O\left(\frac{1}{|u|^{5\varepsilon_0}}\right)\right) \quad \text{as } u \to -\infty,$$

with $\varepsilon_0 > 0$ and where $\tilde{K}_+, \tilde{K}_- > 0$. And, as above, there exists a $\tilde{C}_* > 1$ such that

$$\frac{1}{\tilde{C}_*} \left(1 + |u|^{\gamma(u)}\right) \leq H(u) \leq \tilde{C}_* \left(1 + |u|^{\gamma(u)}\right), \quad \gamma(u) = \begin{cases} 4 & \text{if } u > 0, \\ 5 & \text{if } u < 0 \end{cases} \quad (3.69)$$

**Proof.** This result is just a consequence of the asymptotics of the function $\bar{v} = \bar{v}(u)$ obtained in the Appendix 2, see Lemma 16 [A2.7].

**Lemma 11** Suppose that $\varphi_n(u)$ and $v_n(u)$ are defined as in Lemma 7. Then, for any $\varepsilon > 0$ there exists $M_0 = M_0(\varepsilon)$ and $n_0 = n_0(\varepsilon, M)$ such that, for $M \geq M_0$ and $n \geq n_0$ the following inequalities hold:

$$|(v_n - \bar{v})(u)| \leq \frac{C_1}{1 + |u|^3} H(u), \quad (3.70)$$

with $C_1 > 0$ large enough and independent of $n, \varepsilon$ and $M$, and

$$\left|\frac{\varphi_n(u)}{\varphi_n(u^*)} - \frac{G(u)}{G(u^*)}\right| \leq \frac{CC_1}{1 + |u|^2} \frac{G(u)}{G(u^*)} \quad (3.71)$$

for $u \in [u^*, u^{**}]$ with $u^{**} = \frac{1}{2} \frac{L_2^2}{\eta_{n_0}}$ and $u^*$ is as in Lemma 5 and $C > 0$ is independent of $\varepsilon$, $n$, $M$ and $C_1$.

**Proof.** Using (3.72) and (A2.10) we obtain

$$\varphi_n(u) = \varphi_n(u^*) \exp \left(\int_{u^*}^{u} \frac{s}{v_n(s) + \frac{u^*}{3}} ds\right) \quad (3.72)$$

and

$$\frac{d(v_n - \bar{v})}{du} = \left(-1 + \frac{5n^3}{3}\right) \frac{(v_n - \bar{v})}{(v_n + \frac{u^*}{3})} \left(\bar{v} + \frac{u^*}{3}\right) - \frac{\eta_{n_0}}{L_6} \frac{\varphi_n(u)}{v_n + \frac{u^*}{3}}. \quad (3.73)$$

Then, (3.71) follows from (3.72) and Lemma 10 [A5.69] (using Taylor) as long as (3.70) is satisfied.

Let us now prove (3.70). First observe that we can write

$$\frac{d(v_n - \bar{v})}{du} = \left(-1 + \frac{5n^3}{3}\right) \frac{(v_n - \bar{v})}{\left(\bar{v} + \frac{u^*}{3}\right)^2} + f(u) \quad (3.73)$$

with

$$f(u) = \frac{\left(-1 + \frac{5n^3}{3}\right)}{\left(\bar{v} + \frac{u^*}{3}\right)^2} \left(\frac{1}{v_n + \frac{u^*}{3}} - \frac{1}{\bar{v} + \frac{u^*}{3}}\right) - \frac{\eta_{n_0}}{L_6} \frac{\varphi_n(u)}{v_n + \frac{u^*}{3}}.$$
Thus, integrating (3.73) we obtain
\[
|(v_n - \bar{v})(u)| \leq 2\varepsilon \exp \left( \int_{u^*}^{u} \frac{-1 + \frac{5}{9}s^3}{(\bar{v}(s) + \frac{s^2}{3})^2} ds \right) + \int_{u^*}^{u} \exp \left( \int_{\sigma}^{u} \frac{-1 + \frac{5}{9}s^3}{(\bar{v}(s) + \frac{s^2}{3})^2} ds \right) f(\sigma) d\sigma. \tag{3.74}
\]

Also, using (3.69) and (3.69), we have
\[
\exp \left( \int_{u^*}^{u} \frac{-1 + \frac{5}{9}s^3}{(\bar{v}(s) + \frac{s^2}{3})^2} ds \right) \leq \frac{\bar{C}_s H(u)}{1 + |u^*|^3}. \tag{3.75}
\]

Notice that (3.70) holds for \( n = u^* \) because Lemma 3.3 implies that \( |v_n - \bar{v}| \leq \varepsilon \) at \( u = u^* \) for \( n \) sufficiently large. Therefore, we can extend it to some interval contained in \( u > u^* \) by means of a continuation argument. In particular, if (3.70) is satisfied then also
\[
|v_n - \bar{v}| \leq \frac{1}{2} \left( \bar{v} + \frac{u^2}{3} \right)
\]
is satisfied, and hence
\[
|f(u)| \leq \frac{2(\eta_n)^9}{L^6_n} \frac{\varphi_n(u^*)^3}{(\bar{v} + \frac{u^2}{3})^3} + 2 \left( 1 + \frac{5}{9}|u^*|^3 \right) \frac{(v_n - \bar{v})^2}{(\bar{v} + \frac{u^2}{3})^3}.
\]

Then, using (3.71) and as long as (3.70) holds we can further estimate \( f(u) \) as
\[
|f(u)| \leq \frac{2(\eta_n)^9}{L^6_n} \frac{\varphi_n(u^*)^3}{(G(u^*))^3} \frac{(G(u))^3}{(\bar{v} + \frac{u^2}{3})^3} + 2C_1^2\varepsilon^2 \frac{1 + \frac{5}{9}|u^*|^3}{(\bar{v} + \frac{u^2}{3})^3} \frac{(H(u))^2}{(1 + |u^*|^3)}).
\]

Using this and (3.71) in (3.74) we obtain
\[
|v_n - \bar{v})(u)| \leq 2\varepsilon \bar{C}_s H(u) \frac{|u^*|^3}{(1 + |u^*|^3)^3} + \frac{2(\eta_n)^9}{L^6_n} \frac{\varphi_n(u^*)^3}{(G(u^*))^3} \int_{u^*}^{u} \frac{H(u)}{H(\bar{v}(\sigma))} \frac{(G(\sigma))^3}{(\bar{v}(\sigma) + \frac{u^2}{3})^3} d\sigma +
\]
\[+ 2C_1^2\varepsilon^2 \int_{u^*}^{u} \frac{H(u)}{H(\bar{v}(\sigma))} \frac{1 + \frac{5}{9}|u^*|^3}{(1 + |u^*|^3)^3} \frac{(H(\sigma))^2}{(\bar{v}(\sigma) + \frac{u^2}{3})^3} \frac{d\sigma}{(1 + |u|^3)}). \tag{3.76}
\]

Now, using (3.68) and (3.69) in (3.76) gives
\[
|v_n - \bar{v})(u)| \leq 2C^0\varepsilon H(u) \frac{|u^*|^3}{(1 + |u^*|^3)} + C(\eta_n)^9 \frac{\varphi_n(u^*)^3}{(G(u^*))^3} H(u) \frac{(1 + |u^*|^3)}{2} +
\]
\[C \eta_n^9 \frac{\varphi_n(u^*)^3}{(G(u^*))^3} \frac{H(u)}{2} \left( 1 + |u|^3 \right) + C \frac{C^2\varepsilon^2}{(1 + |u^*|^3)} \frac{H(u)}{1 + |u^*|^3}) \tag{3.77}
\]

where \( (u)_+ = u \) if \( u > 0 \) and \( (u)_+ = 0 \) otherwise. Notice that for \( u < 0 \), the estimate (3.77) implies (3.70) if we assume that \( C_1 > 3C^0 \) and \( n \) is large and \( \varepsilon \) is small. In this case the second and third terms in the right-hand side can be absorbed in the first by noticing that \( \frac{\eta_n}{L^6_n} \) behaves like \( \exp(-B(u^*)) \) for a positive constant \( B \) and that \( \varphi_n(u^*) \) behaves like \( (u^*)^3 \) (see Lemma 3.1), so, in particular
\[
\frac{\eta_n^9}{L^6_n} \frac{(G(u^*))^3}{(G(u^*))^3} \frac{H(u)}{2} \left( 1 + |u|^3 \right) \ll \frac{\varepsilon}{1 + |u^*|^3} \ll \frac{\varepsilon}{1 + |u^*|^3}
\]
for \( n \) large enough, and where we also use (3.68). Therefore, a continuation argument implies (3.70) for \( u < 0 \). In order to derive the range of values of \( u > 0 \) we only need to see the range of values for which the third term in (3.77) can be absorbed into the first one, that is
\[
\frac{(\eta_n^9)}{L^6_n}(u)_+^2 \ll C \frac{\varepsilon}{1 + |u|^3} \quad \text{with} \quad C > 0.
\]
Thus taking for example, \( u < \frac{L^3}{\eta_n} \) for \( n \) large enough the estimates holds (absorbing a factor \( L_n^4 \) in order to control \( \varepsilon \) factor). \( \blacklozenge \)

In terms of the variable \( u \) and the transformation (3.30), the balance that gives the maximum size of the next matching region corresponds to the one for which the second and third term in the equation for \( \frac{du}{du} \) in (3.62) are of the same order (that is \( \frac{5}{2}uv_n \sim \frac{(\eta_n)^5}{\eta_n} (\varphi_n)^3 \)), thus \( u^* < u \frac{L^{10}}{\eta_n} \) as \( n \to \infty \). On the other hand \( u^{**} = \frac{1}{2} \frac{L^3}{(\eta_n)^{3/2}} \) for \( n \) large enough.

As a next step we obtain approximations for the function \( \bar{\Phi}_n(\eta_n) \) and the derivatives \( \frac{d\Phi_n(\eta_n)}{d\eta_n} \), \( \frac{d^2\Phi_n(\eta_n)}{d\eta_n^2} \) to the most right value of \( \eta_n \) in the boundary layer region where the function \( \bar{\Phi}_n \) is small.

More precisely, this most right value of \( \eta_n \) will be defined by means of \( u^{**} \).

**Lemma 12** Let \( \xi_* = \frac{5}{2} \left( \frac{K_n}{K_{-n}} \right)^{1/2} (u^{**})^{3/2} \). For any \( \delta > 0 \), there exists \( n_0 = n_0(\delta) \) such that for \( n \geq n_0(\delta) \), there exist \( \eta_n^{**} \in \left[ \eta_n + \frac{(\eta_n)^3}{L_n} (1 - \delta), \eta_n + \frac{(\eta_n)^3}{L_n} (1 + \delta) \right] \) such that:

\[
\begin{align*}
|\bar{\Phi}_n(\eta_n^{**}) - A_n L_n^3 (\eta_n^{**} - \eta_n)^2| & \leq \frac{\delta L_n^3}{(\eta_n)^5} (\eta_n^{**} - \eta_n)^2 \\
|\frac{d\Phi_n(\eta_n^{**})}{d\eta_n} - A_n L_n^3 (\eta_n^{**} - \eta_n)| & \leq \frac{\delta L_n^3}{(\eta_n)^5} (\eta_n^{**} - \eta_n) \\
|\frac{d^2\Phi_n(\eta_n^{**})}{d\eta_n^2} - A_n L_n^3| & \leq \frac{\delta L_n^3}{(\eta_n)^5}
\end{align*}
\]

(3.78)

where \( A_n := \left( \frac{K_n}{K_{-n}} \right)^{1/2} K_n^5 \).

**Remark 13** The coefficient \( \Gamma \) in Theorem 10 can be approximated from (3.78) for \( n \) large enough as \( \Gamma \sim A_n/4 \). In particular this is consistent with relation \( \Gamma \propto K^5 \) (which follows by a scaling argument in A.2.7) and the behaviours A.2.3 and A.2.3.

**Proof.** Notice that we can assume that \( z_0 \) in (3.59), and then also \( \zeta_n \) are functions of \( u \) for \( u^* < u < u^{**} \). Combining (3.59), (3.62) and using also \( \zeta_n = -R_{M,n} \) at \( u = u^* \) we obtain:

\[
\zeta_n + R_{M,n} = \int_{u^*}^u \frac{\frac{4}{5} \varphi_n(s)}{v_n(s) + \frac{u^*}{2}} ds.
\]

Clearly, from (3.63) and (3.67), \( \frac{\varphi_n(u^{**})}{G(u^{**})} \) is uniformly bounded by some constant \( C > 0 \). Then, using Lemma 11 (estimates (3.70) and (3.71)) and (A2.7),

\[
\begin{align*}
|\zeta_n + R_{M,n} - \left( \frac{\varphi_n(u^{**})}{G(u^{**})} \right)^4 \int_{u^*}^u \frac{(G(s))^{4/3}}{v(s) + \frac{u^*}{2}} ds | & \leq \frac{C C_1 \varepsilon}{(1 + |u^*|^2)} \int_{u^*}^u \frac{(G(s))^{4/3}}{1 + s^2} ds + \frac{C C_1 \varepsilon}{(1 + |u^*|^2)} \int_{u^*}^u \frac{(G(s))^{4/3} H(s)}{(1 + s^2)^2} ds \quad \text{for} \quad u < u^{**}.
\end{align*}
\]

(3.79)

Using also the global estimates (3.68) and (3.69) of Lemma 10 we further get that

\[
\begin{align*}
|\zeta_n + R_{M,n} - \left( \frac{\varphi_n(u^{**})}{G(u^{**})} \right)^4 \int_{u^*}^0 \frac{(G(s))^{4/3}}{v(s) + \frac{u^*}{2}} ds - \left( \frac{\varphi_n(u^{**})}{G(u^{**})} \right)^4 \int_0^u \frac{(G(s))^{4/3}}{v(s) + \frac{u^*}{2}} ds | & \leq C C_1 \varepsilon (1 + |u^*|) + \frac{CC_1 \varepsilon}{(1 + |u^*|^2)} (1 + (u)^{4/3}) \quad \text{for} \quad u < u^{**}.
\end{align*}
\]

(3.81)

where we have split the integral on the left hand side of (3.80).
we obtain, for small \( \varepsilon \) small and \( n \) is large. On the other hand, using (3.64), (3.66) and (A2.7), we obtain:

\[
\left| R_{M,n} - \left( \frac{\varphi_n(u^*)}{G(u^*)} \right)^{\frac{4}{3}} \int_{u^*}^{0} \frac{(G(s))^3}{\bar{v}(s)} \frac{ds}{\delta^3} \right| \leq \delta R_{M,n} \tag{3.82}
\]

where \( \delta > 0 \) can be made arbitrarily small if \( \varepsilon \) is small and \( n \) is large. Combining now (3.81), (3.82) and (3.83), we obtain, for small \( \varepsilon \) and large \( n \):

\[
\left| \zeta_n - 2 \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} (u^*)^{\frac{2}{3}} \right| \leq \delta \left( R_{M,n} + (u^*)^{\frac{2}{3}} \right) + C C_1 \varepsilon (1 + |u^*|) \quad \text{for} \quad u < |u^{**}|.
\]

In particular, recalling that \( u^{**} \sim \exp B(u^*)^3 \) for some positive \( B \), this gives

\[
\left| \zeta_n - 2 \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} (u^{**})^{\frac{2}{3}} \right| \leq \delta (u^{**})^{\frac{2}{3}} \tag{3.84}
\]

with \( \delta \) small if \( \varepsilon \) is small and \( n \) large.

On the other hand, using (3.71), (3.69), and similarly using (A2.7), (3.69) and (3.70), we obtain

\[
\left| \varphi_n(u^{**}) - \frac{K_+}{K_-} (u^{**})^{\frac{2}{3}} K_n^3 \right| \leq \delta (u^{**})^{\frac{2}{3}} \quad \text{and} \quad \left| \varphi_n(u^{**}) - \frac{u^{**}}{2} \right| \leq \delta (u^{**})^2, \tag{3.85}
\]

with \( \delta \) small for \( \varepsilon \) small and \( n \) large. Translating these behaviours by means of (3.59), we finally obtain

\[
\left| \frac{d \varphi_n}{d \zeta_n} - \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} K_n^3 \right| \leq \delta (u^{**})^{\frac{2}{3}} \frac{\zeta_n}{2}, \quad \left| \frac{d^2 \varphi_n}{d \zeta_n^2} - \frac{1}{2} \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} K_n^5 \right| \leq \delta \quad \text{at} \quad u = u^{**}.
\]

These estimates, as well as (3.85), can be written in terms of the variable \( \zeta_n \) by using (3.84), namely,

\[
\left| \varphi_n - K_n^5 \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} \frac{\zeta_n^2}{4} \right| \leq \delta \zeta_n^2, \quad \left| \frac{d \varphi_n}{d \zeta_n} - K_n^5 \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} \frac{\zeta_n}{2} \right| \leq \delta \zeta_n, \quad \left| \frac{d^2 \varphi_n}{d \zeta_n^2} - \frac{1}{2} \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} K_n^5 \right| \leq \delta
\]

at some \( \zeta_n \in \left[ \frac{2(1-\delta)}{K_n} \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} (u^{**})^{\frac{2}{3}}, \frac{2(1+\delta)}{K_n} \left( \frac{K_+}{K_-} \right)^{\frac{4}{3}} (u^{**})^{\frac{2}{3}} \right] \). Observe that \( K_n \) can be bounded above and below by constants or order one, independently on the choice of \( a_n \). The result (3.78) follows now from (3.57).

We now approximate \( \Phi_n(\eta_n) \) for \( \eta_n \geq \eta^{**} \). To this end we define the following polynomials that approximate, as we shall see, the functions \( \Phi_n \) for \( n \) large enough in the appropriate intervals. Thus we let

\[
Q_n(Y) = \left[ \frac{A_n}{4} B_n^3 + \frac{B_n}{2} Y + \frac{A_n}{4} Y^3 - \frac{Y^3}{6} \right], \quad B_n = \frac{\xi^{**}(\eta_n)}{L_n^6}
\]

where \( A_n \) is as in Lemma 12. The definition of \( \xi^{**} \) (cf. Lemma 12) as well as (3.60) and (3.63) imply that \( \lim_{n \to \infty} B_n = 0 \). The next result now follows:
Lemma 14 For \( \delta > 0 \), there exists \( n_0(\delta) \) such that for \( n \geq n_0(\delta) \) the function \( \Phi_n(\eta_n) \) is increasing in an interval \( \eta_n \in (\eta_n^{**}, \eta_n^{**} + \bar{\eta}_n) \), where \( \bar{\eta}_n \in \left( \frac{1}{n}, \frac{1}{n} \right) \left( \frac{L^3_n}{(n \alpha_n)^3} \right)(1 - \delta), \left( \frac{L^3_n}{(n \alpha_n)^3} \right)(1 + \delta) \).

Moreover, defining \( L_{n+1} = \Phi(r_{n+1}^+) \) we obtain:

\[
|L_{n+1} - \frac{Q_n(Y_{n,n})}{(\eta_n)_{15}^1} L_{n}^0 | \leq \frac{\delta Q_n(Y_{n,n})}{(\eta_n)_{15}^1} L_{n}^0
\]

(3.86)

where \( Y_{n,n} = \frac{1}{2} \left( A_n + \sqrt{A_n^2 + 4A_n B_n} \right) \), and also:

\[
|\tau_{n+1}^+ - \tau_{n+1}^+ - \eta_n^{**} L_{n}^4 - Y_{n,n} L_{n}^{42} (\eta_n)_{15}^1 | \leq \delta Y_{n,n} L_{n}^{10} (\eta_n)_{15}^1.
\]

(3.87)

**Proof.** First, we define \( J_n = \frac{L^3_n}{(\eta_n)_{15}^1} \), for simplicity of notation, and observe that \( \lim_{n \to \infty} J_n = \infty \).

Integrating (3.31) we obtain:

\[
\int_{\eta_n}^{\eta_n^{**}} \int_{\eta_n^{**}}^{s_2} \int_{\eta_n^{**}}^{s_1} \frac{1}{\Phi_n(s_3)^3} ds_3 ds_2 ds_1 = \Phi_n(\eta_n) + \frac{1}{L_n^3} \int_{\eta_n}^{\eta_n^{**}} \int_{\eta_n^{**}}^{s_1} \int_{\eta_n^{**}}^{s_2} \frac{1}{\Phi_n(s_3)^3} ds_3 ds_2 ds_1
\]

(3.88)

with

\[
P(\eta_n) = \Phi_n(\eta_n^{**}) + \frac{d\Phi_n(\eta_n^{**})}{d\eta_n}(\eta_n - \eta_n^{**}) + \frac{1}{2} \frac{d^2\Phi_n(\eta_n^{**})}{d\eta_n^2}(\eta_n - \eta_n^{**})^2 - \frac{(\eta_n - \eta_n^{**})^3}{6}.
\]

As a direct consequence of Lemma 12 one has that

\[
|P(\eta_n) - J_n^3 Q(Y)| + \left| \frac{d}{d\eta_n}(P(\eta_n) - J_n^3 Q(Y)) \right| + \left| \frac{d^2}{d\eta_n^2}(P(\eta_n) - J_n^3 Q(Y)) \right| \leq \delta J_n^3 Q(Y)
\]

(3.89)

with \( \eta_n^{**} \leq \eta_n \leq (1 + \delta) Y_{n,n} \), if \( n \) is sufficiently large and where \( \eta_n - \eta_n^{**} = J_n Y \).

We can now estimate the effect of the last term in (3.88). To this end we use the type of continuation argument that we had used repeatedly. Now our goal is to show that:

\[
\Phi_n(\eta_n) \geq \frac{J_n^3 Q(Y)}{8}.
\]

(3.90)

This inequality is satisfied for \( \eta_n = \eta_n^{**} \). On the other hand, as long as this inequality holds, we have, using the change of variables \( \eta_n - \eta_n^{**} = J_n Y \), that

\[
\frac{1}{L_n^3} \int_{\eta_n}^{\eta_n^{**}} \int_{\eta_n^{**}}^{s_1} \int_{\eta_n^{**}}^{s_2} \frac{1}{\Phi_n(s_3)^3} ds_3 ds_2 ds_1 \leq \frac{29}{L_n^3} \int_{\eta_n}^{\eta_n^{**}} \int_{\eta_n^{**}}^{s_1} \int_{\eta_n^{**}}^{s_2} \frac{1}{\Phi_n(s_3)^3} ds_3 ds_2 ds_1 \leq \frac{C(Y)^2}{L_n^3}.
\]

If \( 0 < Y \leq Y_{n,n}(1 + \delta) \) then \( Q(Y) \geq C \left( \frac{A_n}{4} B_n^2 + \frac{A_n}{4} B_n Y_3 + \frac{A_n}{4} Y_3^2 \right) \). Then, using the change of variable \( Y = B_n Z \) we obtain:

\[
\frac{1}{L_n^3} \int_{\eta_n}^{\eta_n^{**}} \int_{\eta_n^{**}}^{s_1} \int_{\eta_n^{**}}^{s_2} \frac{1}{\Phi_n(s_3)^3} ds_3 ds_2 ds_1 \leq \frac{C(Y)^2}{L_n^3} \int_{Y/B_n}^{Y/B_n} \int_{0}^{Z_1} \int_{0}^{Z_2} \frac{1}{\left( A_n + \frac{A_n}{4} B_n Z_3 + \frac{A_n}{4} Z_3^2 \right)^3} dZ_3 dZ_2 dZ_1 \leq \frac{C(Y)^2}{L_n^3}.
\]

for \( n \) large enough. Here the first integral in the integrand can be estimated by a constant using that \( B_n \to 0 \) as \( n \to \infty \). Analogous estimates can be proved for the first two derivatives of this integral with a similar argument.
We observe that \( \frac{C}{L_n \sigma_n B_n^2} \ll J_n^3 \) as \( n \to \infty \), since this is equivalent to \( C \ll L_n^3 J_n^3 B_n^2 = (\xi_*)^5 \) as \( n \to \infty \) and this is satisfied due to the definition of \( \xi_* \). Therefore (3.90) holds for \( 0 \leq Y \leq (1 + \delta)Y_{*,n} \). It then follows from (3.88), (3.89) that:

\[
|\Phi_n(\eta_n) - J_n^3 Q(Y)| + \left| \frac{d}{d\eta_n}(\Phi_n(\eta_n) - J_n^3 Q(Y)) \right| + \left| \frac{d^2}{d\eta_n^2}(\Phi_n(\eta_n) - J_n^3 Q(Y)) \right| \leq \delta J_n^3 Q(Y),
\]

with \( \eta_*^n \leq \eta_n \) and \( Y \leq (1 + \delta)Y_{*,n} \).

It then follows the existence of \( \eta_n \geq 0 \) as in the statement of the Lemma, and such that \( \frac{d}{d\eta_n}(\Phi_n(\eta_*^n + \eta_n)) = 0 \), and that \( \frac{d}{d\eta_n}(\Phi_n(\eta_n)) > 0 \) for \( \eta_n \in (\eta_*^n, \eta_*^n + \eta_n) \). Moreover, (3.91) implies (3.88) and (3.89) yields (3.87).

**Proof of Theorem 6** The asymptotics (3.46) is just a consequence of (3.40) that can be solved recursively arguing as in the formal derivation of (3.40). On the other hand (3.47) is a consequence of (3.30), (3.57) and Lemma 111. Finally (3.49) is a consequence of (3.91). Indeed, notice that this last formula implies

\[
a_{n+1} = -(1 + O(\delta)) \frac{Q''(Y_{*,n})}{Q'(Y_{*,n}) \sqrt{A_n + \sqrt{A_n^2 + 4A_nB_n}}}.
\]

Since \( B_n \to 0 \), we have \( (Y_{*,n} - A_n) \to 0 \) as \( n \to \infty \). Therefore \( 0 < \varepsilon_0 \leq a_{n+1} \leq \frac{1}{\varepsilon_0} \) for \( n \) large. Then

\[
\frac{Q''(Y_{*,n})}{Q'(Y_{*,n}) \sqrt{A_n + \sqrt{A_n^2 + 4A_nB_n}}} \to \left( \frac{3}{2} \right)^{1/2} \quad \text{as} \quad n \to \infty
\]

whence (3.92) implies, since \( \delta \) can be assumed to be arbitrarily small for large \( n \), that \( a_{n+1} \to a \), with \( a \) as in (3.33), and the result follows.
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**Appendix 1. The operator \((\nabla F + \nabla F^T)N\) in curvilinear coordinates**

As above, vectors components in Cartesian coordinates are denoted by sub-indexes \( x \) and \( y \) respectively, and when expressed in curvilinear coordinates the indexes 1 (tangential to the substrate) and 2 (normal to the substrate) are used. For a general vector \( F \), thus with \( F = F_x e_x + F_y e_y = F_1 t + F_2 n \), we compute \((\nabla F + \nabla F^T)N\). This is done, for example, using the expression in curvilinear coordinates for linear differential operators given in e.g. [1], and one obtains, writing separately the normal and tangential components:

\[
\begin{align*}
2 \frac{\partial h}{\partial s} & \frac{\partial t_1}{\partial s} - (1 - k h) t_2 \left( \frac{\partial F_1}{\partial s} - k F_2 \right) + 2(1 - k h) \frac{\partial h}{\partial s} t_2 + (1 - k h) t_1 \frac{\partial F_2}{\partial s} \\
& = \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \left( \frac{\partial}{\partial x} \right) F_1 + \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \left( \frac{\partial}{\partial y} \right) F_1
\end{align*}
\]
and

\[
\begin{align*}
\frac{2}{(1-kh)^2} \left[ (1-kh) t_2 + 2 ((1-kh)^2 - \left[ \frac{\partial h}{\partial s} \right]^2) t_1 \right] & = \left( \nabla F + \nabla F^T \right) N \cdot T = \\
-2 \frac{\partial h}{\partial s} \left[ (1-kh) t_1 + \frac{\partial h}{\partial s} t_2 \right] & = \left( \frac{\partial F_2}{\partial s} - kF_2 + (1-kh) \frac{\partial F_1}{\partial d} \right).
\end{align*}
\]

**Appendix 2. Analysis of the equation (1.6)**

In this section we concentrate on the study of equation (1.6). In order to clarify them matching conditions needed in the inner regions where \( \Phi \sim 0 \) that are part of the oscillatory solutions to (1.3). The inner variables used in this inner regions are \( \zeta, \phi \) and so we rewrite (1.6) in this variables but dropping the subindex \( n \). The main result of this appendix is:

**Theorem 15** There exists a unique solution of

\[
\frac{d^3 \varphi}{d \zeta^3} = \frac{1}{\varphi^3}
\]

with the matching condition:

\[
\varphi(\zeta) \sim -K \zeta + o(1) \quad \text{as} \quad \zeta \to -\infty.
\]

Moreover, the asymptotics of \( \varphi(\zeta) \) for large \( \zeta \) is given by:

\[
\varphi(\zeta) \sim \Gamma \zeta^2 \quad \text{as} \quad \zeta \to \infty \quad \text{for some} \quad \Gamma > 0.
\]

Finally, the exists a unique solution of (A2.3) with matching condition

\[
\varphi(\zeta) \sim -\tilde{K} \zeta + o(1) \quad \text{as} \quad \zeta \to \infty \quad \text{for some} \quad \tilde{K} > 0.
\]

It also satisfies that there exists a finite \( \zeta^* \) such that

\[
\varphi(\zeta) \to 0 \quad \text{as} \quad \zeta \to (\zeta^*)^+.
\]

All other solutions satisfy (A2.3) for increasing \( \zeta \), and, for decreasing \( \zeta \), either (A2.4) or

\[
\varphi(\zeta) \sim \tilde{\Gamma} \zeta^2 \quad \text{as} \quad \zeta \to -\infty \quad \text{for some} \quad \tilde{\Gamma} > 0.
\]

We remark that in this paper we only need the existence of the solution satisfying (A2.2) and (A2.3), the rest of the behaviours are stated for completeness and because they will be used in [9].

In order to prove this theorem, we reduce equation (A2.1) to a second order autonomous system of ODEs, as follows

\[
\frac{d^3 \varphi}{d \zeta^3} = \varphi^{-\frac{4}{3}} u, \quad \frac{d^2 \varphi}{d \zeta^2} = \varphi^{-\frac{8}{3}} v, \quad d \zeta = \varphi^{\frac{4}{3}} dz,
\]

\[
\frac{d \varphi}{d \zeta} = u \varphi, \quad \frac{du}{dz} = v + \frac{1}{3} u^2, \quad \frac{dv}{dz} = 1 + \frac{5}{3} u v.
\]

We now prove several lemmas that give the behaviour of the orbits of this system.

The last two equations in (A2.6) can be studied independently by means of a phase-plane analysis. The isoclines are \( \Gamma_1 = \{(u,v) : v + \frac{1}{3} u^2 = 0\} \), that has \( du/dz = 0 \), and \( \Gamma_2 = \{(u,v) : 1 + \frac{5}{3} u v = 0\} \), that has \( dv/dz = 0 \). The only critical point is \( p_+ = (u_c, v_c) = ((9/5)^{\frac{2}{3}}, -(1/3)(9/5)^{\frac{2}{3}}) \), and linearisation gives two complex eigenvalues with positive real part, namely \( \lambda_+ = \frac{1}{3} (\frac{2}{3})^{\frac{4}{3}} (7 + \sqrt{11}) \).
Figure 1: Phase portrait associated to (A2.6) showing the direction field. The solid lines represent the isoclines and the dashed ones the separatrices.

We distinguish five regions in the phase-plane, the ones separated by the isoclines. These are depicted in Figure 1 where direction field is also shown in each of these regions. Standard arguments imply that any orbit on the phase-plane eventually crosses the isoclines into the region $R_4$ forwardly in $z$. If, however, an orbit has $(u, v) \in R_4$ at some value of $z$, it is possible to discern from which of the regions is coming from for smaller values of $z$ by identifying the separatrices of the system. We have the following result.

**Lemma 16 (Separatrices)**

(i) There exists a unique orbit $v = \bar{v}(u)$ in the phase-plane associated to system (A2.6) that is contained in $R_4$ for all $u \in \mathbb{R}$. Moreover, $\bar{v}(u)$ has the following asymptotic behaviour

$$\bar{v}(u) = \frac{u^2}{2} + O \left( u^\frac{5}{3} \right) \quad \text{as} \quad u \to \infty, \quad \bar{v}(u) = -\frac{1}{2u}(1 + o(1)) \quad \text{as} \quad u \to -\infty \quad (A2.7)$$

(ii) There exists a unique orbit $v = \hat{v}(u)$ in the phase-plane associated to system (A2.6) that has the following asymptotic behaviour

$$\hat{v}(u) = -\frac{1}{2u}(1 + o(1)) \quad \text{as} \quad u \to +\infty \quad (A2.8)$$

and

$$|(u, \hat{v}) - (u_\epsilon, v_\epsilon)| \leq C e^{Re(\lambda_\epsilon)z} \quad \text{as} \quad z \to -\infty. \quad (A2.9)$$

**Remark 17** The separatrix $v = \bar{v}(u)$ is uniquely determined by the problem

$$\frac{d\bar{v}}{du} = \frac{1 + \frac{5}{3}u\bar{v}}{\bar{v} + \frac{1}{3}u^2}, \quad \bar{v}(u) \sim -\frac{1}{2u} \quad \text{as} \quad u \to -\infty. \quad (A2.10)$$

**Proof.** In order to capture the behaviour (A2.5), we perform the following transformation.

$$w = u v, \quad d\frac{d}{dr} = v \frac{d}{dz}. \quad (A2.11)$$

If the behaviour is as expected then the transformation is locally valid as long as $v \neq 0$, thus, one can integrate the second equation in (A2.11). Using the equation for $u$ in (A2.6) we obtain the system

$$\frac{dw}{dr} = w + 2w^2 + v^3, \quad \frac{dv}{dr} = v \left( 1 + \frac{5}{3} w \right), \quad (A2.12)$$
that has critical points \((-\frac{1}{2}, 0), (0, 0)\) and \((-\frac{3}{5}, -\left(\frac{3}{25}\right)^{\frac{1}{2}})\). The point \((0, -\frac{1}{2})\) is a saddle-point. Linearisation around this point gives a diagonal matrix with eigenvalues \(-1\) in the direction \((-\frac{1}{2})\) and \(\frac{1}{5}\) in the direction \((-\frac{3}{25})^{\frac{1}{2}}\). The point \((0, 0)\) is a (degenerate) source (thus unstable). Linearisation around it gives a diagonal matrix with the double eigenvalue 1. The point \((-\frac{3}{5}, -\left(\frac{3}{25}\right)^{\frac{1}{2}})\) is an unstable spiral. Indeed, linearisation gives the eigenvalues \(-\frac{7}{10} \pm \frac{1}{10} \sqrt{11}i\). The phase-portrait for system \((A2.12)\) is shown in Figure 2. By using standard arguments it is easy to show that the

![Figure 2: Phase portrait associated to \((A2.12)\) showing the direction field and the eigenvectors at non-oscillatory critical points. The thick solid lines represent the isolines.](image)

unique orbit coming out of \((-1/2, 0)\) tangential to \((0)\) ends up at the critical point \((-\frac{3}{5}, -\left(\frac{3}{25}\right)^{\frac{1}{2}})\) as \(r \to +\infty\) and has \(v < 0\) for all \(r\). The unique orbit coming out of \((-1/2, 0)\) tangential to \((0)\) stays unbounded in the region with \(dv/dw > 0\). The local behaviour of these orbits give in the original variables give two separatrices. From the stable manifold theorem, there exist a \(\bar{r}\) sufficiently small and a positive constant \(C > 0\) such that

\[
\left| \begin{pmatrix} \frac{w}{v} - \left(\frac{-1}{2}\right) \\ 0 \end{pmatrix} \right| \leq e^{\frac{C}{r}} \text{ for all } r < \bar{r}.
\]

We then have

\[
|v|, |u v + \frac{1}{2}| \leq e^{\frac{C}{r}} \text{ for } r < \bar{r}
\]

and there are positive constants \(C_1\) and \(C_2\) such that

\[
6C e^{\frac{C}{r}} + C_1 \leq z(r) \leq 6C e^{\frac{C}{r}} + C_2 \text{ for } r \leq \bar{r}
\]

and, in particular, there exists a constant \(z_0\) such that

\[
\lim_{r \to -\infty} z(r) = z_0 \text{ and } z(r) > z_0 \text{ for all } r \leq \bar{r}.
\]

Translating this behaviour into the original variables of system \((A2.6)\), we obtain the existence of a unique orbit \(\hat{v}(u)\) satisfying the second asymptotic behaviour in \((A2.7)\), and the existence of a unique orbit \(\hat{v}(u)\) satisfying \((A2.8)\) the solutions on this orbit (with \(v < 0\) for all \(r\)) have, translating the behaviour around the critical point \((-\frac{3}{5}, -\left(\frac{3}{25}\right)^{\frac{1}{2}})\), the behaviour \((A2.9)\).

We now infer the behaviour of orbits entering \(\mathbb{R}_4\) as \(u \to +\infty\). Suppose that there are orbits with the behaviour \(v \sim Cu^2\) as \(|u| \to \infty\), then \(dv/du \sim 2Cu\) and from \((A2.6)\) \(dv/du \sim \frac{1 + \frac{4C}{u^2}v^2}{Cu^2 + \frac{1}{2}u^2}\), thus \(C = 1/2\). To prove that all orbits, in fact, have this behaviour, we set

\[
V = \frac{v}{u^2}, \quad U = \frac{1}{u}, \quad U \frac{d}{dz} = \frac{d}{ds}
\]
and the system becomes
\[
\frac{dU}{ds} = -U \left( V + \frac{1}{3} \right), \quad \frac{dV}{ds} = U^3 + (V - 2V^2).
\]  
(A2.13)

the transformation is valid locally as long as \( U \neq 0 \). This system has critical points \((0, \frac{1}{2})\), \((0, 0)\), and \((\left(\frac{5}{9}\right)^{\frac{1}{3}}, -\frac{1}{3})\). The point \((0, \frac{1}{2})\) is a sink. Linearisation around it gives a diagonal matrix with eigenvalues \(-\frac{5}{6}\) with direction \(\left(\begin{array}{c}1 \\ 0\end{array}\right)\), and \(-1\) with direction \(\left(\begin{array}{c}0 \\ 1\end{array}\right)\). The point \((0, 0)\) is a saddle-point. Linearisation around it gives a diagonal matrix with eigenvalues \(1\) with direction \(\left(\begin{array}{c}0 \\ 1\end{array}\right)\), and \(-\frac{1}{3}\) with direction \(\left(\begin{array}{c}1 \\ 0\end{array}\right)\). Finally, the point \((\left(\frac{5}{9}\right)^{\frac{1}{3}}, -\frac{1}{3})\) is an unstable spiral. The phase-portrait for system (A2.13) is shown in Figure 3. The orbits entering the critical point \((0, \frac{1}{2})\) have thus \(U > 0\) and \(V > 0\), correspond to the orbits associated to solutions of (A2.6) that at a point are in \(\mathbb{R}^4\) with \(u > 0\) and \(v > 0\) for increasing \(u\). The ones entering with \(U < 0\) correspond to orbits associated to solutions of (A2.6) that at a point are in \(\mathbb{R}^5\) with \(u < 0\), \(v > 0\) for decreasing \(u\). Observe that these orbits are associated to the slow eigenvalue \(-\frac{5}{6}\) (the only orbit entering through the fast one, \(-1\), is contained in the segment \(U = 0\), \(V \in (0, 1/2)\) and thus not correspond to solutions of (A2.6)). Arguing as previously we then have that there exists a sufficiently large \(C > 0\) such that \[|v(u = 0)| \leq C |u| as \ u \to +\infty.\]  
(A2.14)

In particular the separatrix \(\hat{v}(u)\) satisfies (A2.14). In order to improve the estimate, we now take in (A2.6) \(v = \frac{1}{5} u^2 + v_1\), hence \(v_1\) satisfies
\[
\frac{dv_1}{du} = \frac{4}{5} \frac{v_1}{u} + R(u, v_1) \quad \text{with} \quad R(u, v_1) = \frac{1}{u} - \frac{4}{5} \frac{u^2}{v_1^2}.
\]  
(A2.15)

Let now \(\bar{u} > 0\) such that \((\bar{u})^3 > 2C\) where \(C\) is as above, and let \(L = 2C|\bar{u}|^{\frac{1}{2}}\), so that, in particular we can write \(v_1(\bar{u}) \leq LC|\bar{u}|^{\frac{1}{2}}L\). Then as long as \(u > \bar{u}\) and \(u^{\frac{3}{2}} < (\bar{u})^{\frac{3}{2}}/(5C)\) then \(v_1(u) < Lu^{\frac{3}{2}}\). This is proved by a bootstrap argument: if \(v_1(u) < Lu^{\frac{3}{2}}\) holds, then
\[
|R(u, v_1)| \leq \frac{6}{5} \left(\frac{1}{|u|^{\frac{1}{2}}} + \frac{4}{5} L^2\right) \frac{1}{|u|^{\frac{1}{2}}}
\]
and hence, integrating (A2.15), one gets that \(v_1(u) < Lu^{\frac{3}{2}}\) holds provided that \(0 < u^{\frac{3}{2}} < (\bar{u})^{\frac{3}{2}}/(5C)\). ■
Lemma 18 All orbits associated to solutions of \( (A2.6) \) enter \( R_4 \). Those that are below the separatrix \( \bar{v} \) come from the critical point \( p_e \) as \( z \to -\infty \). All other orbits, except for \( \bar{v} \), come from the region \( R_5 \).

Proof. We only need to rule out the existence of periodic orbits around the critical point. We then construct a spiral box invariant for decreasing \( z \). The direction field implies that such an orbit can only be contained in the second quadrant. Whence, we start constructing the invariant set in the region \( R_3 \) at a point \((u_0, v_0)\) on \( \Gamma_1 \) and such that \( 0 < u_0 < u_e \) and \( v_0 = -\frac{4}{3}u_0^2 \). We continue by tracing the next point \((u_1, v_1)\) on \( \Gamma_2 \) vertically downwards, i.e. \( u_1 = u_0, \; v_1 = -\frac{2}{3}u_0 \).

The next point \((u_2, v_2)\) on \( \Gamma_3 \) is traced from \((u_1, v_1)\) horizontally to the right; \( u_2 = \sqrt{-3v_1} = \frac{3}{\sqrt{5}}u_0 \), \( v_2 = v_1 = -\frac{3}{5}u_0 \), and so on, then \( u_4 = \sqrt{3\sqrt{\frac{u_0}{5}}} \) and \( v_4 = -\frac{\sqrt{3\sqrt{\frac{u_0}{5}}}}{5} \). Observe that both \( v_0 > v_4 \) and \( u_4 > u_0 \) hold (by the condition \( u_0 < u_e = \left(\frac{4}{3}u_0^2\right)^{\frac{1}{2}} \)). Then, since each of the regions enclosed by the segment joining \((u_i, v_i)\) to \((u_{i+1}, v_{i+1})\) for \( i = 0, 1, 2, 3 \) and the isoclines have the property that for decreasing \( z \) an orbit can only escape the region through the isoclines, there cannot be periodic orbits. ■

The proof of the theorem follows by changing to the original variables, Lemma 16 and Lemma 18.
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