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ABSTRACT. We prove \( \ell^p L^p \) decoupling inequalities for a class of moment mani-
folds. These inequalities imply optimal mean value estimates for multidimensional
Weyl sums of the kind considered by Arkhipov, Chubarikov, and Karatsuba and
by Parsell.

In our proofs we take a new point of view on the Bourgain–Demeter–Guth
induction on scales argument. This point of view substantially simplifies even the
proof of \( \ell^2 L^p \) decoupling for the moment curve.

1. INTRODUCTION

The sharp \( \ell^2 L^p \) decoupling inequality for the moment curve was proved by Bour-
gain, Demeter, and Guth in [BDG16]. It implies asymptotically optimal mean value
estimates for one-dimensional Weyl sums. In a series of subsequent works [BD16b;
BDGuo; GZh19], sharp decoupling inequalities were proved for many moment mani-
folds (graphs of systems of monomials) of higher dimensions. We continue this line
of investigation and obtain sharp \( \ell^p L^p \) decoupling inequalities that imply in partic-
ular asymptotically optimal mean value estimates for multidimensional Weyl sums
considered in the work of Arkhipov, Chubarikov, and Karatsuba [ACK04]. For ear-
lier works in the decoupling literature, in particular, works prior to Bourgain and
Demeter [BD15], we refer to Wolff [Wol00], Łaba and Wolff [ŁW02], Łaba and Pramanik
[LP06], Garrigos and Seeger [GS09], [GS10], Bourgain [Bou13], and references
therein.

In order to keep our presentation self-contained, we include in Section 2 several
arguments which have been used throughout decoupling literature. These are formu-
lated in a way that permits using them both in \( \ell^2 L^p \) and \( \ell^p L^p \) decoupling inequalities.
In Section 3 we simplify and extend the Bourgain–Demeter–Guth induction on scales
argument. Here the central result is Theorem 3.3, which allows one to exploit the
web of inequalities in Figure 1. A key input in the induction on scales argument is
a transversality condition, which is verified in Section 4. Section 5 shows that our
upper bounds are \( \epsilon \)-close to the existing lower bounds.

1.1. Notation and statement of the main result. We begin with the description
of the \( \ell^p L^p \) decoupling problem. For \( d \in \{1,2,\ldots\} \) and a finite set of exponents
\( \mathcal{D} \subset \mathbb{N}^d \setminus \{0\} \), we are interested in functions with Fourier support near the graph
of the function \( \Phi : \mathbb{R}^d \to \mathbb{R}^D \), \( t \mapsto (t^i)_{i \in \mathcal{D}} \). Here and later boldface letters denote
elements of \( \mathbb{N}^d \), \( N = \{0,1,\ldots\} \), \( \mathbb{R}^D \) is the product of \( |D| \) copies of \( \mathbb{R} \) indexed by
\( \mathcal{D} \), and we use the multiindex notation \( t^i := t_{i}^{1} \cdots t_{i}^{d} \) for monomials. For \( a = (a_1,\ldots,a_d) \in \mathbb{N}^d \), we write \( |a| := a_1 + \cdots + a_d \). Following [PPW13], we refer to
d as the dimension of \( \mathcal{D} \), the cardinality \( \text{rk} \mathcal{D} := |\mathcal{D}| \) as the rank of \( \mathcal{D} \), and the
maximal absolute value \( \deg \mathcal{D} := \max_{i \in \mathcal{D}} |i| \) as the degree of \( \mathcal{D} \). Deviating from the
number-theoretic terminology, we call
\[
K(\mathcal{D}) := \sum_{i \in \mathcal{D}} |i|
\]
the homogeneous dimension of \( \mathcal{D} \).

For \( \delta > 0 \) and a dyadic cube \( \alpha \subseteq [0,1]^d \) with side length \( \geq \delta \), let \( \mathcal{P}(\alpha, \delta) \) denote
the collection of smallest dyadic cubes with side length \( \geq \delta \) that are contained in
\( \alpha \). In the case \( \alpha = [0,1]^d \) we omit \( \alpha \) and write \( \mathcal{P}(\delta) := \mathcal{P}([0,1]^d, \delta) \). For a dyadic
cube $\alpha \subseteq [0, 1]^d$, we denote by $U(\alpha)$ an essentially minimal parallelepiped in $\mathbb{R}^d$ that contains $\Phi(\alpha)$, see Section 2.4 for a more precise definition.

For $2 \leq q \leq p < \infty$ and $0 < \delta < 1$, let $\text{Dec}(D, p, q, \delta)$ denote the infimum over all constants $C$ such that the inequality

$$
\| \sum_{\theta \in \mathcal{P}(\delta)} f_\theta \|_{L^p(\mathbb{R}^d)} \leq C \left( \sum_{\theta \in \mathcal{P}(\delta)} \| f_\theta \|_{L^q(\mathbb{R}^d)}^q \right)^{1/q}
$$

holds for any functions $f_\theta$ with $\text{supp} \hat{f}_\theta \subseteq U(\theta)$. Here and later we denote averages by $\sum_{\theta \in \mathcal{J}} := |\mathcal{J}|^{-1} \sum_{\theta \in \mathcal{J}}$. The vertical line in the notation $\mathcal{Dec}$ reminds of the average and indicates a change in the convention from previous works, where the sum in $\theta$ is not normalized. Our convention is motivated by the more direct connection with the number of solutions to Vinogradov systems and by the need to use Jensen’s inequality in the sum over $\theta$ that would produce extraneous terms without the normalization. Since we are mostly interested in the case $p = q$, we will abbreviate $\text{Dec}(D, p, \delta) := \text{Dec}(D, p, p, \delta)$.

Now we describe the sets $D$ that we will consider. For $k = (k_1, \ldots, k_d) \in \mathbb{N}_{\geq 0}^d$ let $D(k) := \prod_{j=1}^d \{0, \ldots, k_j\} \subset \mathbb{N}^d$. For $l \in \mathbb{N}$ we define level and sublevel sets

$$
\begin{align*}
V_l &:= \{a \in \mathbb{N}^d \mid |a| = l\}, \\
S_l &:= \{a \in \mathbb{N}^d \mid 1 \leq |a| \leq l\}.
\end{align*}
$$

We write $D(k, = l) := D(k) \cap V_l$ and $D(k, \leq l) := D(k) \cap S_l$.

Our main result is the following.

**Theorem 1.1.** Let $d \geq 1$, $k = (k_1, \ldots, k_d) \in \mathbb{N}^d$ with $1 \leq k_1 \leq \ldots \leq k_d$, and $1 \leq k$. Then for every $2 \leq p < \infty$ and $\epsilon > 0$ we have

$$
\text{Dec}(D(k, \leq k), p, \delta) \lesssim \delta^{-\tilde{\gamma}} - \epsilon,
$$

where

$$(1.6) \quad \tilde{\gamma} = \tilde{\gamma}(k, p) = \max \left(\frac{d}{2}, \max_{2 \leq j \leq d} \frac{j + d - j}{p} - \frac{K(D((k_1, \ldots, k_j), \leq k))}{p} \right).$$

Here and later we denote by $C_\epsilon$ finite constants that are allowed to depend on $\epsilon$ and may change from line to line. They are also always allowed depend on the parameters $d, k, k, p, E$, but never on $\delta$ and $f_\theta$. The notation $A \lesssim C_\epsilon B$ means that $A \leq C_\epsilon B$.

In order to illustrate Theorem 1.1, we compute the exponent (1.6) more explicitly in several important special cases.

**Example 1.2.** The case $d = 1, k_1 = k$ corresponds to the classical Vinogradov system. In this case the maximum in (1.6) reduces to the term $j = d = 1$, and we obtain

$$
K(D((k), \leq k)) = 1 + \ldots + k = \frac{k(k + 1)}{2}, \quad \tilde{\gamma} = \max \left(\frac{1}{2}, 1 - \frac{k(k + 1)}{2p} \right).
$$

This should be compared with the result in [BDG16], which is stronger because it is an $\ell^2 L^p$ decoupling. The additional ingredient needed to prove $\ell^2 L^p$ decoupling is explained in Appendix A. Moreover, there is a difference in normalization: we split the moment curve in pieces of size $\delta$, whereas in [BDG16] pieces of size $\delta^{1/k}$ are used.

**Example 1.3.** The case of arbitrary $d$ and $k_1 = \ldots = k_d = k$ is the Parsell–Vinogradov case treated in [GZh19]. In this case we have

$$
K_{j, k} := K(D(k_1 = k, \ldots, k_j = k), \leq k) = \sum_{l=0}^k \binom{j + l - 1}{j - 1} = \frac{jk}{j+1} \binom{k+j}{j},
$$

hence

$$
\tilde{\gamma} = \max \left(\frac{d}{2}, \max_{2 \leq j \leq d} \frac{j + d - j}{p} - \frac{K_{j, k}}{p} \right).
$$

This is the same estimate as [GZh19, Theorem 1.2], taking into account that we normalize sums over $\mathcal{P}(\delta)$.
**Example 1.4.** Let \( d = 2 \) and \( k = (1, k_2) \) for some integer \( k_2 \geq 1 \). In this case

\[
|D((1, k_2), = l)| = \begin{cases} 
1, & l \in \{0, k_2 + 1\}, \\
2, & 1 \leq l \leq k_2, \\
0, & \text{otherwise}.
\end{cases}
\]

Hence for \( k \leq k_2 \) we obtain

\[
K(D((1, k_2), \leq k)) = 2(1 + 2 + \cdots + k) = k(k + 1), \quad \gamma = \max\left(1, 2 - \frac{k(k + 1)}{p}\right).
\]

In the case \( k = k_2 + 1 \), we obtain

\[
K(D((1, k_2), \leq k)) = 2(1 + 2 + \cdots + k_2 + 1) = (k_2 + 1)^2, \quad \gamma = \max\left(1, 2 - \frac{(k_2 + 1)^2}{p}\right).
\]

**Example 1.5.** Let \( d \geq 1 \) be arbitrary, \( 1 \leq k_1 \leq \cdots \leq k_d \), and \( k \geq k_1 + \cdots + k_d \). Then

\[
K((k_1, \ldots, k_d), \leq k) = \sum_{i_1=0}^{k_1} \cdots \sum_{i_d=0}^{k_d} (i_1 + \cdots + i_d)
\]

\[
= \sum_{m=1}^{j} (k_1 + 1) \cdots (k_{m-1} + 1) \left( \sum_{i_m \leq k_m} (k_{m+1} + 1) \cdots (k_j + 1) \right)
\]

\[
= \sum_{m=1}^{j} (k_1 + 1) \cdots (k_{m-1} + 1) \frac{k_m (k_{m+1} + 1)}{2} (k_{m+1} + 1) \cdots (k_j + 1)
\]

\[
= \frac{1}{2} (k_1 + 1) \cdots (k_j + 1) \sum_{m=1}^{j} k_m.
\]

**Example 1.6.** Specializing to \( d = 2 \) in Example 1.5, we obtain

\[
\gamma = \max\left(1, 2 - \frac{(k_1 + 1)(k_2 + 1)(k_1 + k_2)}{2p}\right).
\]

**Example 1.7.** Specializing to \( k_1 = \cdots = k_d = k_0 \) in Example 1.5, we obtain

\[
K((k_1, \ldots, k_d), \leq k) = j(k_0 + 1)^j k_0 / 2,
\]

\[
\gamma = \max\left(\frac{d}{2}, \max_{(d+1)/2 \leq j \leq d} \left( j + \frac{d - j}{p} \right) \frac{j(k_0 + 1)^j k_0}{2p}\right).
\]

The maximum over \( j \) cannot be replaced by the term \( j = d \) already in the case \( d = 3 \), \( k_0 = 2 \).

### 1.2. Consequences for multidimensional Vinogradov systems.

Let \( s \in \{1, 2, \ldots\} \) and consider the system of equations

\[
(1.7) \quad \sum_{j=1}^{s} x_j^i = \sum_{j=1}^{s} y_j^i, \quad i \in D,
\]

in \( 2sd \) unknowns, where \( x_j, y_j \in \mathbb{N}^d \). Given \( X \geq 1 \), let

\[
J_s(X; D) := \#\{(x_1, \ldots, x_s, y_1, \ldots, y_s) \in (\mathbb{N}^d \cap [1, X]^d)^{2s} \mid (1.7) \text{ holds}\}
\]

denote the number of solutions to (1.7) all of whose entries are bounded by \( X \). By the reduction in [BDG16, Section 4], it is known that

\[
(1.8) \quad J_s(X; D) \lesssim \text{Dec}(D, 2s, X^{-1})^{2s}.
\]

The argument given in [BDG16, Section 4] uses a localized version of Theorem 1.1, but it can be also carried out with the global version applied to the functions \( f_\theta(x) = e(\Phi(c_\theta) \cdot x) \phi(x) \), where \( \phi \) is a Schwartz function with \( \text{supp} \phi \subseteq B(0, \delta^{-k}) \) and \( c_\theta \in \theta \) are suitable rational points.

Thus Theorem 1.1 has the following consequence.
Corollary 1.8. Let $d \geq 1$, $k \geq 1$, and $1 \leq k_1 \leq \cdots \leq k_d$ be integers. Then, for every $\epsilon > 0$, we have

$$(1.9) \quad J_s(X; D(k, \leq k)) \leq \epsilon X^{2s\tilde{\gamma} + \epsilon},$$

where $\tilde{\gamma} = \tilde{\gamma}(k, k; 2s)$ is given by (1.6).

The upper bound (1.9) matches (up to the $\epsilon$ loss) the lower bound in [PPW13, Section 3]. This is proved in Section 5. In particular, the exponent (1.6) in Theorem 1.1 is optimal when the exponent $p$ is an even integer.

Let us pause and mention a few special cases of our theorem. Let $k = (k_1, \ldots, k_d)$. As mentioned in Example 1.3, the case $D(k, k)$ with $k \leq \min\{k_1, \ldots, k_d\}$ covers Parsell–Vinogradov systems, see [Par05; PPW13; GZh19]. We refer to the introduction of [GZh19] for a discussion of applications of these systems.

The system (1.7) with $D = D(k, \leq k)$ and $k_1 + \cdots + k_d$ (Example 1.5) was extensively studied by Arkhipov, Chubarikov, and Karatsuba, who summarized their results in the book [ACK04]. In this case, since for sufficiently large $p$ the term $j = d$ dominates in (1.6), Corollary 1.8 gives the bound

$$D(X; D) \leq \epsilon X^{\alpha + \epsilon}, \quad \alpha = 2sd - \frac{1}{2}(k_1 + 1) \cdots (k_d + 1)(k_1 + \cdots + k_d),$$

for sufficiently large $s$ and any $\epsilon > 0$. This can be compared with [ACK04, Theorem 4.3] (with $r = d$, $n_j = k_j$, $k = s$, $P_1 = \cdots = P_d = X$), in which the exponent $\alpha$ is replaced by

$$\alpha + \frac{1}{2}(k_1 + 1) \cdots (k_d + 1)(k_1 + \cdots + k_d)(1 - 1/(k_1 + \cdots + k_d))^{s/(k_1 + \cdots + k_d+1)}.$$  

One situation in which the precise exponent is important occurs in [Hen17, Theorem 1.3].

When $d = 2$ and $D = D(k, k)$ with $k = k_1 + k_2$ (Example 1.6), the associated system (1.7) is called a simple binary system, and it appeared in recent work in quantitative arithmetic geometry (Section 4.15 of [Tsc09] and [Van11]). Moreover, it is a particular case of Prediville’s systems [Pre13] with the generating polynomial $t_1^{k_1}t_2^{k_2}$. Applications of exponential sum estimates associated to these systems have been carefully worked out in [Pre13].

1.3. Relation to previous works. Theorem 1.1 is proved by induction on the dimension $d \geq 1$ and degree $k \geq 1$. The base case $k = 1$ is given by $L^2$ orthogonality and interpolation.

The Bourgain–Guth argument originating in [BG11] begins with splitting the left-hand side of (1.2) in Heisenberg uncertainty regions at a suitable scale. Inside each region either transverse or non-transverse contributions dominate. Non-transverse contributions come from neighborhoods of low degree varieties in $[0, 1]^d$ and are handled using the inductive hypothesis with a lower $d$. In the case of the paraboloid in [BD15], these low degree subvarieties were hyperplanes. Higher degree varieties first appeared in [BD16b]; our treatment mostly follows [GZh19].

Transverse contributions are handled using an induction on scales argument. For $k = 2$, this argument was introduced by Bourgain and Demeter [BD15] (see also the more streamlined exposition in [BD17] and [Dem18]), and it was extended to $k \geq 3$ by Bourgain, Demeter, and Guth [BDG16]. This argument consists of three main ingredients:

1. “ball inflation” (Lemma 3.1),
2. lower degree and smaller scale (by “rescaling”) decoupling (Lemma 2.14), and
3. a bootstrapping argument in which the former two ingredients are applied iteratively, yielding a gain over a trivial estimate.

Ball inflation relies on a common generalization of multilinear Kakeya and Brascamp–Lieb inequalities. Such an estimate was first proved in [BBFL18]. It is more convenient to use an endpoint version from [Zor18]. In order to apply it, one has to verify a transversality condition found in [BCCT08]. For moment manifolds, the transversality condition was reduced to a conjecture in linear algebra in [BDGuo,
Conjecture 3.1] (in the case $D = S^k$ corresponding to Parsell–Vinogradov systems, a similar reduction can be made for arbitrary down-sets $D$, see Definition 4.4). For Parsell–Vinogradov systems this conjecture was verified in [GZh19] using an extension of the Schwartz–Zippel lemma. Our first contribution is the verification of the conjecture for the wider class of sets $D$ in Theorem 1.1, see Section 4.

In [BD17] and [BDG16], the bootstrapping argument is run at a certain critical exponent $p$, and results for other $p$’s follow by interpolation with easy endpoints at $p = 2$ and $p$ near $\infty$. In the higher-dimensional setting there are typically many critical exponents, which makes a case by case treatment difficult. This problem was solved in [GZh19], where all values of $2 \leq p < \infty$ are treated directly. We further unify these arguments by removing the distinction between small and large values of $p$ present in [BD17] and [GZh19].

More importantly, we view the “tree-growing” procedure in previous works from a different perspective that is summarized in Figure 1. A similar idea (in the case $d = 1$) independently appeared in a blog post by Terence Tao, from which we adopted the definition (3.22). Putting all estimates in the induction on scales procedure on an equal footing allows us to replace a host of ad hoc calculations of [GZh19] by Theorem 3.3 that describes the right Perron–Frobenius eigenvector of the matrix that contains all essential information about inequalities used. Theorem 3.3 holds for arbitrary down-sets $D$ (see Definition 4.4), thus reducing possible generalizations of Theorem 1.1 to the verification of the transversality condition.

The exponent (1.6) is a compressed way to express the recursive upper bound (2.1) that comes out of our proof. In Section 5, we show that our upper bounds (1.6) and (2.1) coincide with the lower bound obtained in [PPW13]. We hope that the argument in Section 5, which is more streamlined than that of [GZh19], is also more robust and can be applied to more general translation-dilation invariant systems.

1.4. $\ell^2 L^p$ decoupling. The decoupling constant $\text{Dec}(D, p, q, \delta)$ is, with our normalization, a monotonically decreasing function of $q$. Thus it should morally be easier to estimate it for large $q$. On the other hand, the most important ingredient of the proof, Lemma 3.1, in its current form only works for $q \leq p$. Since the value of $q$ is not important for the purpose of estimating the number of solutions of Vinogradov systems (1.8), in hindsight it appears natural to consider $q = p$.

Nevertheless, all our proofs also work for other values of $2 \leq q \leq p$, see Appendix A. However, the growth rate of the decoupling constant as $\delta \to 0$ may be worse than in the case $q = p$. In the one-dimensional case $d = 1$ we do obtain the same growth rate also for $q = 2$, thus recovering the $\ell^2 L^p$ decoupling inequalities in [BDG16] with a simpler induction on scales argument. The reader primarily interested in the case $d = 1$ should also notice that the treatment of transversality in Section 4 drastically simplifies in this case, see Remark 4.6.

1.5. Open problems. In view of the results in [PPW13], it would be interesting to extend Theorem 1.1 to arbitrary down-sets $D \subset \mathbb{N}^d \setminus \{0\}$ (see Definition 4.4).

More generally, one can ask which decoupling inequalities hold for general translation-dilation invariant systems of polynomials as in [PPW13]. Most known examples are of this type [BD16a; DGS16; BD16b; BD17; Guo17; GZh19; GZ19] or perturbations thereof.

Here we provide one simple example of a moment surface of dimension $d = 2$, degree 3, and rank 5 for which the argument used in the current paper fails. Let $D := \{(1, 0), (2, 0), (3, 0), (0, 1), (1, 1)\}$. The associated surface is given by

$$
\{(t_1, t_2, t_1^2, t_1 t_2, t_2^3) : (t_1, t_2) \in [0, 1]^2\}.
$$

To apply the multilinear approach of Bourgain and Demeter [BD15] and Bourgain, Demeter, and Guth [BDG16], one needs to verify a transversality condition (see (2.3)). In order for transverse sets to exist, there has to exist a collection of $M \geq 1$
points \( \{t_j\}_{j=1}^M \subset [0,1]^2 \) such that
\[
\dim(V) \leq \frac{5}{4} \frac{1}{M} \sum_{j=1}^M \dim(\pi_j(V)), \quad \text{for every } V \subset \mathbb{R}^5,
\]
where \( \pi_j \) denotes the orthogonal projection onto \( V^{(2)}(t_j) \), and \( V^{(2)}(t_j) \) is the second order tangent space of the surface (1.10) at \( t_j \) (see (2.4)). However, if one takes \( V \) to be the span of three vectors \( e_1, e_3, e_5 \) from the standard basis in \( \mathbb{R}^5 \), it is not difficult to check that \( \dim(\pi_j(V)) = 2 \) for every \( j \). This prevents us from applying the ball inflation Lemma 3.1, and a new idea seems to be needed to handle the surface (1.10).
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2. Reduction of linear to multilinear decoupling

We prove Theorem 1.1 by induction on \( d \geq 1 \) and \( k \geq 1 \). Since the formula (1.6) for the exponents does not reflect the inductive structure of this proof, it is more appropriate to use a different formula. For a finite set of exponents \( D \subset \mathbb{N}^d \setminus \{0\} \) with degree \( k \), let
\[
\tilde{\Gamma}_D(p) := \begin{cases} 0 & \text{if } d = 0 \text{ or } k = 0, \\ d(1 - \frac{1}{p}) \max_{1 \leq j \leq d} \tilde{\Gamma}_{P_j D}(p) + \frac{1}{p} \tilde{\Gamma}_{D \cap S_{k-1}}(\max(2, \frac{k(D \cap S_{k-1})}{k(D)})) & \text{if } k = 1, \\ \max\{\max_{1 \leq j \leq d} \tilde{\Gamma}_{P_j D}(p), \tilde{\Gamma}_{D \cap S_{k-1}}(\max(2, \frac{k(D \cap S_{k-1})}{k(D)}))\} & \text{otherwise}, 
\end{cases}
\]
where \( P_j \) denotes the projection onto \( \mathbb{N}^{d-1} \) that deletes the \( j \)-th coordinate. We will prove Theorem 1.1 with \( \tilde{\gamma} \) replaced by \( \tilde{\Gamma}_D(p) \). In Section 5 we show that in fact \( \tilde{\Gamma}_D(p) = \tilde{\gamma} \). We used formula (1.6) in Theorem 1.1 because it is the shortest expression that we could find for these exponents.

The recursive formula (2.1) reflects the structure of the proof. The base case of the inductive proof of Theorem 1.1 is \( k = 1 \), which essentially follows by interpolation between orthogonality at \( p = 2 \) and Minkowski’s inequality at \( p = \infty \) (see Appendix B for details). One could also think of the trivial case \( d = 0 \), in which the sum in (1.2) consists of one term, as a base case, although it is not included in the statement of Theorem 1.1. These are also the base cases in the definition of \( \tilde{\Gamma} \).

The application of lower-dimensional cases to non-transverse terms in the Bourgain–Guth argument is responsible for the lower dimensional term \( \tilde{\Gamma}_{P_j D} \) in (2.1). The use of lower degree decoupling in the induction on scales argument is responsible for the lower degree term \( \tilde{\Gamma}_{D \cap S_{k-1}} \) in (2.1).

Henceforth we will assume that Theorem 1.1 is known with \( D = D(k, \leq k) \) replaced by \( D(k, \leq l) \) for any \( 1 \leq l < k \). If \( d \geq 2 \), then we also assume that Theorem 1.1 is known with \( D \) replaced by \( P_j D \) for any \( 1 \leq j \leq d \) (the distinction between the cases \( d = 1 \) and \( d \geq 2 \) will appear in Lemma 2.7, in which we deal with subvarieties of \( \mathbb{R}^d \)). In the remaining part of Section 2 and in Section 3 we view \( d, k, k, p, \) and \( D := D(k,k) \) as fixed.

For \( 1 \leq l \leq k \), let \( D_l := D \cap S_l \) and \( n_l := \text{rk} D_l \). When \( l = k \), we see that \( D_k = D \) and \( n_k = \text{rk} D \).

2.1. Transversality. Let \( M \) be a positive integer and \( 1 \leq l < k \). For \( 1 \leq j \leq M \), let \( V_j \subset \mathbb{R}^{n_k} \) be a linear subspace of dimension \( n_l \). Let \( \pi_j : \mathbb{R}^{n_k} \to V_j \) denote the orthogonal projection onto \( V_j \). The Brascamp–Lieb constant \( \text{BL}((V_j)_{j=1}^M) \) is the smallest constant \( C \) (possibly \( \infty \)) such that the inequality
\[
\int_{\mathbb{R}^{n_k}} \prod_{j=1}^M f_j(\pi_j(x))^{n_k/j} \, dx \leq C \prod_{j=1}^M \left( \int_{V_j} f_j(x) \, dx \right)^{n_k/j}
\]
holds for all non-negative measurable functions $f_j : V_j \to \mathbb{R}$. By scaling, $\frac{n_k}{n_l M}$ is the only exponent for which (2.2) can hold with a finite constant. We recall a special case of the characterization of boundedness of Brascamp–Lieb multilinear forms due to Bennett, Carbery, Christ, and Tao.

**Theorem 2.1** ([BCCT10]). The constant $\text{BL}((V_j)^M_{j=1})$ is finite if and only if

$$\dim(V) \leq \frac{n_k}{n_l M} \sum_{j=1}^{M} \dim(\pi_j(V))$$

holds for every linear subspace $V \subset \mathbb{R}^{n_k}$ with $0 < \dim V < n_k$.

We need Brascamp–Lieb inequalities with different choices of $n_l$ because the graph of $\Phi$, which is a $d$-dimensional surface, can appear to be $n_l$-dimensional at certain scales. More precisely, we use the $l$-th order tangent spaces

$$V^{(l)}(t) := \text{lin}\{\partial^l \Phi(t) \mid j \in \mathcal{D}_l\}, \quad t \in [0, 1]^d.$$

Notice that $\dim V^{(l)}(t) = n_l$ for all $t \in [0, 1]^d$. For $t = 0$ this is easy to see, since $\partial^l \Phi(0)$ is a non-zero multiple of the $j$-th unit vector, and for other $t$ this follows using affine symmetry of the graph of $\Phi$.

**Definition 2.2.** Sets $R_1, \ldots, R_M \subset [0, 1]^d$ are called $\nu$-transverse if for each $1 \leq l < k$ and every choice of $x_j \in R_j$ the $l$-th order tangential spaces $V^{(l)}(x_j)$ satisfy

$$\text{BL}((V^{(l)}(x_j))^M_{j=1}) \leq \nu^{-1}.$$

This definition of transversality is motivated by Lemma 3.1.

**Remark 2.3.** While it is easy to see that no $\nu$-transverse tuples of non-empty sets exist for small $M$, it is a priori not clear how large $M$ has to be for such tuples to exist, or whether such $M$ exists at all. For this reason varying degree of multilinearity $M$ was introduced in [BDGuo].

The next lemma says that a tuple of dyadic cubes is transverse if it is not clustered near any low degree subvariety.

**Lemma 2.4.** There exists $\theta = \theta(\mathcal{D}) > 0$ such that for every $K \in \mathbb{N}_{>0}$ there exists $\nu_K = \nu_K(\mathcal{D})$ such that for every tuple of cubes $R_1, \ldots, R_M \in \mathcal{P}(K^{-1})$ at least one of the following statements holds.

1. There exists a non-zero polynomial $P$ in $d$ variables of degree $\leq D(d, k) = k^{kd}$ such that $2R_j \cap Z_P \neq \emptyset$ for at least $\theta M$ many $j$’s, or
2. the sets $R_1, \ldots, R_M$ are $\nu$-transverse.

Here $Z_P := \{x \in \mathbb{R}^{d} \mid P(x) = 0\}$ denotes the zero set of a polynomial.

The proof of Lemma 2.4 is based on the following theorem.

**Theorem 2.5.** For every $d \geq 1$, $k \geq 2$, $1 \leq l \leq k - 1$, and every linear subspace $V = \text{span}\{v_1, \ldots, v_H\} \subset \mathbb{R}^{n_k}$ with $0 < \dim V < n_k$, the matrix

$$M^{(l)}_V(t) := (v_1, \ldots, v_H)^T \times (\partial^l \Phi(t))_{j \in \mathcal{D}_l}$$

satisfies at least one of the following two statements:

1. it has a minor determinant of order

$$\left\lfloor \frac{\dim(V) \cdot n_l}{n_k} \right\rfloor + 1$$

that does not vanish identically when viewed as a function of $t \in [0, 1]^d$, or
2. it has a minor determinant of order

$$\left\lfloor \frac{\dim(V) \cdot n_l}{n_k} \right\rfloor = \frac{\dim(V) \cdot n_l}{n_k}$$

that vanishes at no point $t \in [0, 1]^d$. 

We recall that $\Phi$ is the vector of monomials of all orders in $\mathcal{D}$. In particular, $\mathcal{M}_V^{(l)}(t)$ is a matrix is of order $H \times n_l$.

A more precise version of Theorem 2.5, Theorem 4.1, is proved in Section 4. In this section we use Theorem 2.5 as a black box.

Proof of Lemma 2.4. For a given $K$, there are finitely many choices of $R_1, \ldots, R_M$, and for each choice the set of possible $x_j \in R_j$ is compact. Since Brascamp–Lieb constants depend continuously on data, see [BBFL18] and [BBCF17], it suffices to show that if alternative (1) of Lemma 2.4 does not hold, then the Brascamp–Lieb constant is finite for each choice of $x_j \in R_j$. To this end it suffices to verify the transversality condition (2.3).

Fix a linear space $V \subset \mathbb{R}^{nk}$ with basis $(v_1, \ldots, v_H)$ that is not the full space and not the trivial subspace. We need to show that

$$\dim(V) \leq \frac{n_k}{n_l M} \sum_{j=1}^M \dim(\pi_j(V)).$$

Here $\pi_j(V)$ denotes the orthogonal projection of $V$ onto $V^{(l)}(x_j)$. Observe that $\dim(\pi_j(V))$ equals the rank of the matrix $\mathcal{M}_V^{(l)}(x_j)$. There are two cases. If alternative (1) of Theorem 2.5 holds, then the matrix $\mathcal{M}_V^{(l)}(x)$ has at least one minor determinant of order at least

$$\left\lfloor \frac{\dim(V) \cdot n_l}{n_k} \right\rfloor + 1$$

that is a non-zero polynomial in $x$. We denote this polynomial by $P$. Since $P$ is the determinant of a square matrix of order at most $n_k \times n_k$ whose entries are polynomials of degree at most $k$, we have

$$\deg P \leq k^{n_k} \leq k^{kd}.$$ 

Since we assumed that alternative (1) of Lemma 2.4 does not hold, the polynomial $P$ does not vanish at $x_j$ for at least $M \cdot (1 - \theta)$ many $j$’s. Hence, for these $j$’s, the matrix $\mathcal{M}_V^{(l)}(x_j)$ has rank at least (2.7). Hence, the right hand side of (2.6) is at least

$$\frac{n_k}{n_l} (1 - \theta) \left( \left\lfloor \frac{\dim(V) \cdot n_l}{n_k} \right\rfloor + 1 \right).$$

By choosing $\theta$ small enough, the last display can be made $\geq \dim(V)$. This finishes the proof of the estimate (2.6) in the first case.

The second case is that the alternative (2) of Theorem 2.5 holds. In this case $\dim(\pi_j(V))$ is bounded below by $\frac{n_l}{n_k} \dim V$ for every $j$, and this immediately implies (2.6).

It would be desirable to replace the above compactness argument using continuity of BL constants by an explicit estimate for BL constants.

2.2. Dimensional reduction.

Definition 2.6. For $2 \leq q \leq p < \infty$ and $K \geq 1$, let $\var{Dec}_{\text{var}}(\mathcal{D}, p, q, K^{-1})$ denote the smallest constant $C$ such that, for every non-zero polynomial $P$ of $d$ variables with degree $\leq D(d,k)$, every collection $\mathcal{G} \subset \mathcal{P}(K^{-1})$ of cubes that intersect the zero set of $P$, and any measurable functions $f_\beta : \mathbb{R}^D \to \mathbb{C}$ with $\supp f_\beta \subseteq U(\beta)$, we have

$$\left\| \sum_{\beta \in \mathcal{G}} f_\beta \right\|_{L^p(\mathbb{R}^D)} \leq C \left( \sum_{\beta \in \mathcal{P}(K^{-1})} 1_{\beta \in \mathcal{G}} \left\| f_\beta \right\|_{L^p(\mathbb{R}^D)} \right)^{1/q}.$$

Lemma 2.7. If $d \geq 2$, then for every $2 \leq q \leq p < \infty$ and $K \geq 1$ we have

$$\var{Dec}_{\text{var}}(\mathcal{D}, p, q, K^{-1}) \lesssim \max_{1 \leq j \leq d} \var{Dec}(\mathcal{P}_j \mathcal{D}, p, q, K^{-1}) K^{-1}/q.$$ 

If $d = 1$, then for every $2 \leq q \leq p < \infty$ and $K \geq 1$ we have

$$\var{Dec}_{\text{var}}(\mathcal{D}, p, q, K^{-1}) \lesssim 1.$$
Lemma 2.7 is proved by splitting the collection $\mathcal{G}$ in subcollections with boundedly overlapping projections onto coordinate hyperplanes.

For $1 \leq j \leq d$ let the $j$-multiplicity of a collection $\mathcal{G} \subset \mathcal{P}(K^{-1})$ be the largest number $M_j(\mathcal{G})$ of cubes from $\mathcal{G}$ that a line parallel to the $j$-th coordinate axis can pass through.

**Lemma 2.8** ([GZh19, Lemma 5.4]). Let $P$ be a non-zero polynomial of $d$ variables and $K \geq 1$. Let $\mathcal{G} \subset \mathcal{P}(K^{-1})$ be a collection of cubes that intersect the zero set of $P$. Then we can split $\mathcal{G} = \bigcup_{j=1}^{d} \mathcal{G}_j$ in such a way that $M_j(\mathcal{G}_j) \leq C(d, \deg(P))$, where $C(d, \deg(P))$ is a constant that depends only on the dimension $d$ and the degree of $P$.

**Proof of Lemma 2.7 assuming Lemma 2.8.** In the case $d = 1$ we have $|\mathcal{G}| \leq 1$, and the estimate (2.12) follows from Minkowski’s inequality.

Suppose now that $d \geq 2$. By applying Lemma 2.8 to the collection of cubes $\mathcal{G}$, we obtain at most $d \cdot C(d, \deg(P))$ many disjoint collections of $K$-cubes, each of which is of $j$-multiplicity one for some $1 \leq j \leq d$.

Hence we may assume that $\mathcal{G}$ has $j$-multiplicity one for some fixed $j$. Let $\mathcal{D}' := \mathcal{D} \setminus \mathcal{P}_j \mathcal{D}$. Let $f_\beta$ with $\text{supp} f_\beta \subseteq \mathcal{U}(\beta)$ be arbitrary. Then, for almost every $x' \in \mathbb{R}^{d'}$, the Fourier support of $f_\beta(\cdot, x')$ is contained in $\mathcal{U}_{P_j, D}(\pi(\beta))$, where $\pi(\beta) : \mathbb{R}^d \to \mathbb{R}^{d-1}$ is the projection that removes the $j$-th coordinate. Moreover, the projections $\pi(\beta)$ of the cubes $\beta \in \mathcal{G}$ are pairwise disjoint, since $\mathcal{G}$ has $j$-multiplicity one. It follows that

$$
\left\| \sum_{\beta \in \mathcal{G}} f_\beta(\cdot, x') \right\|_{L^p(\mathbb{R}^{d'}, \mathcal{D})} \leq \text{Dec}(P_j \mathcal{D}, p, q, K^{-1}) K^{1/q} \left( \sum_{\beta \in \mathcal{P}(K^{-1})} \mathbf{1}_{\beta \in \mathcal{G}} \|f_\beta(\cdot, x')\|_{L^p(\mathbb{R}^{d'}, \mathcal{D})}^q \right)^{1/q}.
$$

The factor $K^{1/q}$ appears because the sum over $\beta$ is normalized differently in different dimensions. Taking the $L^p(\mathbb{R}^{d'})$ norm, using Minkowski’s inequality, and recalling that $f_\beta$ are arbitrary, we obtain (2.11).

**Proof of Lemma 2.8.** We include the proof of [GZh19, Lemma 5.4] for completeness. The proof is inspired by an argument due to Wongkew [Won93].

The proof is by induction on the dimension $d$. In the case $d = 1$ we have $M_1(\mathcal{G}) = |\mathcal{G}| \leq 2 \deg P$.

Suppose that $d > 1$ and that the result is already known with $d$ replaced by $d - 1$. Let

$$
\mathcal{G}' := \{ \beta \in \mathcal{G} \mid \partial \beta \cap Z_P = \emptyset \}.
$$

Then each $\beta \in \mathcal{G}'$ contains a distinct connected component of $Z_P$. It follows from [Mil64, Theorem 2] that the number of such connected components is at most $C(d, \deg P)$. Hence $|\mathcal{G}'| \leq C(d, \deg P)$, and we can put the elements of $\mathcal{G}'$ in any $\mathcal{G}_j$.

It remains to treat $\mathcal{G} \setminus \mathcal{G}'$. Let $\mathcal{H}_j$ be the collection of affine hyperplanes perpendicular to the $j$-th coordinate direction spaced by $K^{-1}$. Then

$$
\mathcal{G} \setminus \mathcal{G}' = \bigcup_{j=1}^{d} \bigcup_{H \in \mathcal{H}_j} \mathcal{G}_H \text{ with } \mathcal{G}_H := \{ \beta \in \mathcal{G} \setminus \mathcal{G}' \mid \beta \cap H \cap Z_P \neq \emptyset \}.
$$

For each $j$ let $\mathcal{H}'_j \subset \mathcal{H}_j$ be the subset of hyperplanes on which $P$ vanishes identically. Then $|\mathcal{H}'_j| \leq \deg P$, and we put all elements of $\mathcal{G}_H$ for $H \in \mathcal{H}'_j$ in $\mathcal{G}_j$. For the remaining hyperplanes $H \in \mathcal{H}_j \setminus \mathcal{H}'_j$, by the inductive hypothesis we have a decomposition

$$
\mathcal{G}_H = \bigcup_{1 \leq l \leq d, \, l \neq j} \mathcal{G}_{H,l}
$$

such that the number of cubes $\beta \cap H$ with $\beta \in \mathcal{G}_{H,l}$ intersecting any given line in the $l$-th coordinate direction is $O(1)$. We put all elements of $\mathcal{G}_{H,l}$ for $j \neq l$ and $H \in \mathcal{H}_j \setminus \mathcal{H}'_j$ in $\mathcal{G}_l$. □
2.3. Localization. For a ball $B = B(c, R) \subset \mathbb{R}^D$ and $E > 0$ we consider the weights
\[(2.13)\]
$$w_{B,E}(x) := \left(1 + \frac{|x - c|}{R}\right)^{-E}.$$  
We think of the weight $w_{B,E}$ as an approximation of the characteristic function $1_B$. Typically we fix an exponent $E > \text{rk} \mathcal{D}$ and omit it from the notation: $w_B := w_{B,E}$. All implicit constants are allowed to depend on $E$.

A key property of the weights (2.13) is the inequality
\[(2.14)\]
$$1_B \lesssim \sum_{B' \in \mathcal{B}(B,R)} w_{B'} \lesssim w_B,$$
which holds for all balls $B \subset \mathbb{R}^n$ and all $0 < R$ that are smaller than the radius of $B$. Here and later $\mathcal{B}(B,R)$ denotes a boundedly overlapping covering of a set $B$ by balls of radius $R$. The implicit constants in (2.14) do not depend on $B$ and $R$.

The following result allows one to deduce inequalities for $L^p(w_B)$ norms from inequalities for $L^p(1_B)$ norms. It is necessitated by the fact that the reverse of the inequalities in (2.14) do not hold.

**Lemma 2.9** ([BD17, Lemma 4.1]). Let $\mathcal{W}$ be the collection of all weights, that is, positive, integrable functions on $\mathbb{R}^n$. Fix $R > 0$ and $E > n$. Let $O_1, O_2 : \mathcal{W} \to [0, \infty]$ be any functions with the following properties.

1. $O_1(1_B) \leq O_2(w_{B,E})$ for all balls $B \subset \mathbb{R}^n$ with radius $R$.
2. $O_1(\alpha u + \beta v) \leq \alpha O_1(u) + \beta O_1(v)$, for each $u, v \in \mathcal{W}$ and $\alpha, \beta > 0$.
3. $O_2(\alpha u + \beta v) \geq \alpha O_2(u) + \beta O_2(v)$, for each $u, v \in \mathcal{W}$ and $\alpha, \beta > 0$.
4. If $u \leq v$, then $O_1(u) \leq O_1(v)$.
5. If $(u_j)_{j=1}^\infty \subset \mathcal{W}$ is a monotonically increasing sequence with $u_j \to u \in \mathcal{W}$ as $j \to \infty$ pointwise almost everywhere, then $O_1(u) = \lim_{j \to \infty} O_1(u_j)$.

Then for each ball $B \subset \mathbb{R}^n$ with radius $R$ we have
$$O_1(w_{B,E}) \lesssim_{n,E} O_2(w_{B,E}).$$
The implicit constant depends only on $n$ and $E$.

**Proof.** Let $\mathcal{B} := \mathcal{B}(\mathbb{R}^n, R)$. Note that
$$w_B(x) \leq C \sum_{B' \in \mathcal{B}} w_B(c_{B'}) 1_{B'}(x)$$
and that
$$\sum_{B' \in \mathcal{B}} w_B(c_{B'}) w_{B'}(x) \leq C w_B(x)$$
for a sufficiently large constant $C = C(n, E) > 0$. Hence,
\[
O_1(w_B) \leq \sup_{B' \subset B \text{ finite}} O_1(C \sum_{B' \in \mathcal{B}} w_B(c_{B'}) 1_{B'}) \leq \sup_{B' \subset B \text{ finite}} C \sum_{B' \in \mathcal{B}} w_B(c_{B'}) O_1(1_{B'}) \leq C \sum_{B' \in \mathcal{B}} w_B(c_{B'}) O_2(w_{B'}) \leq C^2 \sum_{B' \in \mathcal{B}} O_2(C^{-1} \sum_{B' \in \mathcal{B}} w_B(c_{B'}) w_{B'}) \leq C^2 O_2(w_B).
\]

**Remark 2.10.** Lemma 2.9 will be usually applied with functionals of the form
\[(2.15)\]
$$O_1(v) := \|f\|_{L^p(v)}^p$$
\[(2.16)\]
$$O_2(v) := A \left(\sum_i \|f_i\|_{L^p(v)}^q\right)^{\frac{p}{q}},$$
where $1 \leq q \leq p$. See for instance the proof of Corollary 2.15 and the proof of Theorem 2.18 (but not the proof Corollary 2.11). It is clear that conditions (2) and
(4) hold for these choices. Condition (3) follows from the reverse triangle inequality in $\ell_2$. Condition (5) is very mild and follows from the monotone convergence theorem. The main hypothesis is the condition (1).

We close this section with the following reverse Hölder inequality.

**Corollary 2.11** (cf. [BD17, Corollary 4.1]). For each $1 \leq t \leq p < \infty$, each $E > n$, each $R > 0$ and $\delta > 0$ with $R\delta \geq 1$, each function $f : \mathbb{R}^n \to \mathbb{C}$ with $\text{diam}(\text{supp } f) \lesssim \delta$, and each ball $B \subset \mathbb{R}^n$ with radius $R$, we have

\[
\|f\|_{L^p(w_{B,E},E)} \lesssim (R\delta)^{n/t-n/p}\|f\|_{L^t(w_{B,E},E)},
\]

with the implicit constant independent of $R$, $\delta$, $B$, and $f$.

**Notation 2.12.** Here and later we denote normalized $L^p$ norms by

\[
\|f\|_{L^p(B)} := |B|^{-1/p}\|f\|_{L^p(B)}, \quad \|f\|_{L^p(w_B)} := |B|^{-1/p}\|f\|_{L^p(w_B)}.
\]

**Proof of Corollary 2.11.** By translation and modulation we may assume that $B$ is centered in 0 and supp $\hat{f} \subset (0,C\delta)$.

Let $\eta$ be a positive Schwartz function on $\mathbb{R}^n$ with $1_B(0,1) \leq \eta$ and such that $\text{supp}(\hat{\eta}) \subset B(0,1)$. We can thus write

\[
\|f\|_{L^p(B)} \leq \|\eta_B f\|_{L^p(\mathbb{R}^n)},
\]

where $\eta_B(\cdot) := \eta(\cdot/R)$. Let $\theta$ be a Schwartz function on $\mathbb{R}^n$ such that $\hat{\theta}(\xi) = 1$ for $|\xi| \leq 2C$. Since

\[
\text{supp } \hat{\eta_B} f \subseteq \text{supp } \hat{\eta_B} + \text{supp } \hat{f} \subset B(0,1/R) + B(0,C\delta) \subset B(0,2C\delta),
\]

we have that

\[
\eta_B f = (\eta_B f) \ast \theta_Q,
\]

where $\theta_Q(x) := \delta^n \theta(\delta x)$. By Young’s convolution inequality with exponents

\[
\frac{1}{p} = \frac{1}{t} + \frac{1}{r} - 1 = \frac{1}{t} - \frac{1}{r'},
\]

we can write

\[
\|\eta_B f\|_{L^p(\mathbb{R}^n)} \leq \|\eta_B f\|_{L^t(\mathbb{R}^n)} \|\theta_Q\|_{L^{r'}(\mathbb{R}^n)} \lesssim \delta^{n/r'}\|f\|_{L^t(v_{B,E}^p)}.
\]

Rearranging this inequality and estimating $\eta_B \lesssim w_{B,E}^{1/p}$, we obtain

\[
|B|^{-1/p}\|f\|_{L^p(B)} \lesssim n,E (R\delta)^{n/r'}|B|^{-1/t}\|f\|_{L^t(w_{B,E}^{t/p})}
\]

for any $E > 0$. Now we can apply Lemma 2.9 with

\[
O_1(v) := R^{-n} \int_{\mathbb{R}^n} |f|^p v, \quad O_2(v) := A(R\delta)^{p(n/t-n/p)} R^{-np/t} \left( \int_{\mathbb{R}^n} |f|^{p/t} v^{t/p} \right)^{p/t},
\]

for some large constant $A$. \hfill \qedsymbol

2.4. **Affine scaling.** Let $\alpha \in \mathcal{P}(\sigma)$ with $\sigma \in 2^{-\mathbb{N}}$. Denote by $c_\alpha$ the lowest corner of $\alpha$ (with respect to coordinatewise ordering). For a function $f$ on $\mathbb{R}^D$ let

\[
M_\alpha f(x) := c\left( \sum_{i \in D} (c_\alpha)^i x_i \right) f(L_\alpha x),
\]

where

\[
L_\alpha = L_{\alpha,\text{scale}} L_{\alpha,\text{shear}},
\]

\[
(L_{\alpha,\text{scale}}(x))_j = c^{|j|} x_j, \quad (L_{\alpha,\text{shear}}(x))_j = \sum_{i \in D} \binom{i}{j} (c_\alpha)^{i-j} x_i.
\]
Then
\[ \widehat{M_\alpha f}(\xi) = \sigma^{-K(D)} \widehat{f}(\hat{M}_\alpha(\xi)), \]

where
\[ \hat{M}_\alpha(\xi) = L_{\alpha}^{-1} (\xi - ((c_\alpha)^t) \mathbf{1}). \]

Let \( \mathcal{U}_D(\alpha) := \hat{M}_\alpha([-2,2]^D) \); this is essentially the smallest parallelepiped that contains the moment surface over the cube \( \alpha \). We omit the subscript \( D \) from \( \mathcal{U}_D \) unless several \( D \)'s are involved.

**Definition 2.13.** We will denote by \( f_\theta \) functions such that \( \text{supp} \, \widehat{f}_\theta \subseteq \mathcal{U}_D(\theta) \). Given \( 0 < \delta \leq 1 \) and a collection of functions \( f_\theta \) with \( \theta \in \mathcal{P}(\delta) \), we write
\[ f_\alpha := \sum_{\theta \in \mathcal{P}(\alpha,\delta)} f_\theta \]

for dyadic cubes \( \alpha \) with side length \( \geq \delta \).

**Lemma 2.14.** Let \( 1 \leq q \leq p < \infty \), \( \epsilon > 0 \), \( 0 < \delta \leq \sigma \leq 1 \) (with \( \sigma \in 2^{-N} \)), and \( \alpha \in \mathcal{P}(\sigma) \). Then
\[ \| \sum_{\theta \in \mathcal{P}(\alpha,\delta)} f_\theta \|_{L^p(\mathbb{R}^D)} \leq \text{Dec}(D_k, p, q, \delta/\sigma) \left( \sum_{\theta \in \mathcal{P}(\alpha,\delta)} \| f_\theta \|_{L^q(\mathbb{R}^D)} \right)^{1/q}. \]

*Proof.* We can write \( f_\theta = M_\alpha g_\theta \) with \( \theta' \in \mathcal{P}(\delta/\sigma) \) and \( \text{supp} \, \widehat{g_\theta} \subseteq \mathcal{U}(\theta') \), where \( M_\alpha \) is defined by (2.19). Both sides of the inequality (2.21) scale in the same way under \( M_\alpha \), and the conclusion follows.

**Corollary 2.15.** Let \( 1 \leq l \leq k \), \( 1 \leq q \leq p < \infty \), \( \epsilon > 0 \), \( 0 < \delta \leq \sigma \leq 1 \) (with \( \sigma \in 2^{-N} \)), and \( \alpha \in \mathcal{P}(\sigma) \). Then, for every ball \( B \subseteq \mathbb{R}^D \) of radius \( \delta^{-l} \), we have
\[ \| \sum_{\theta \in \mathcal{P}(\alpha,\delta)} f_\theta \|_{L^p(w_B)} \leq \text{Dec}(D_l, p, q, \delta/\sigma) \left( \sum_{\theta \in \mathcal{P}(\alpha,\delta)} \| f_\theta \|_{L^q(w_B)} \right)^{1/q}. \]

*Proof.* Writing \( \mathbb{R}^D = \mathbb{R}^D_1 \times \mathbb{R}^D \setminus D_1 \) and considering the fibers over each \( x' \in \mathbb{R}^D \setminus D_1 \) separately, we may assume \( l = k \).

By Lemma 2.9, (2.22) will follow from
\[ \| \sum_{\theta \in \mathcal{P}(\alpha,\delta)} f_\theta \|_{L^p(B)} \leq \text{Dec}(D_k, p, q, \delta/\sigma) \left( \sum_{\theta \in \mathcal{P}(\alpha,\delta)} \| f_\theta \|_{L^q(w_B)} \right)^{1/q}. \]

Let \( \phi_B \) be a smooth bump function adapted to \( B \), in the sense that \( 1_B \lesssim \hat{\phi}_B \lesssim w_{B,E} \) for every \( E \), with \( \text{supp} \, \hat{\phi}_B \subseteq B(0, \delta^{-l}) \). Then
\[ \| \sum_{\theta \in \mathcal{P}(\alpha,\delta)} f_\theta \|_{L^p(B)} \lesssim \| \sum_{\theta \in \mathcal{P}(\alpha,\delta)} \phi_B f_\theta \|_{L^p(\mathbb{R}^D)}. \]

For each \( \theta \in \mathcal{P}(\alpha,\delta) \), we have
\[ \text{supp} \, \hat{\phi}_B f_\theta \subseteq \text{supp} \, \hat{\phi}_B + \text{supp} \, \hat{f}_\theta \subseteq \mathcal{U}(\hat{\theta}), \]
where \( \hat{\theta} \) denotes the dyadic parent of \( \theta \). Hence, applying Lemma 2.14 with \( \delta \) replaced by \( 2\delta \), we obtain
\[ \| \sum_{\theta \in \mathcal{P}(\alpha,\delta)} \phi_B f_\theta \|_{L^p(\mathbb{R}^D)} \leq \text{Dec}(D_k, p, q, 2\delta/\sigma) \left( \sum_{\theta' \in \mathcal{P}(\alpha,2\delta)} \| \sum_{\theta' \in \mathcal{P}(\theta',\delta)} \phi_B f_\theta \|_{L^q(\mathbb{R}^D)} \right)^{1/q} \lesssim \text{Dec}(D_k, p, q, \delta/\sigma) \left( \sum_{\theta \in \mathcal{P}(\alpha,\delta)} \| f_\theta \|_{L^q(w_B)} \right)^{1/q}. \]
2.5. Bourgain–Guth argument. We will use a few pieces of notation that will help us to keep multilinear expressions short.

Notation 2.16. For a sequence of real numbers \( \{A_i\}_{i=1}^M \), we abbreviate \( \prod_{i=1}^M A_i := (\prod_{i=1}^M A_i)^{1/M} \). We also write 
\[
L_p^D F(x) := \|F\|_{L^p(\mathbb{R}^d)}, \quad \ell^0_{\theta \in J} B_\theta := \left( \sum_{\theta \in J} |B_\theta|^q \right)^{1/q} \quad \text{and} \quad \ell^q_{\theta \in J} B_\theta := \left( \sum_{\theta \in J} |B_\theta|^q \right)^{1/q}.
\]

Definition 2.17. For a positive integer \( K \) and \( 0 < \delta < K^{-1} \), we denote by \( \text{Dec}(D, p, q, \delta, K, \nu) \) the smallest constant \( C \) such that the inequality 
\[
L_p^D \prod_{\theta \in P(R, \delta)} \sum_{\theta \in J} f_\theta \|f_\theta\|_{L^p(B(x, K))} \leq C \prod_{\theta \in P(R, \delta)} \|f_\theta\|_{L^p(\mathbb{R}^d)}
\]
holds for all \( \nu \)-transverse tuples \( R_1, \ldots, R_M \in \mathcal{P}(K^{-1}) \) with \( 1 \leq M \leq K^d \).

In the case \( q = p \) we write \( \text{Dec}(D, p, \delta, K, \nu) := \text{Dec}(D, p, q, \delta, K, \nu) \).

This kind of multi-linear decoupling constant with varying degree of multilinearity \( M \) first appeared in [BG11] in the decoupling literature. It can be contrasted with Wooley’s efficient congruencing approach to Vinogradov mean value estimates, which first appeared in [BDGuo] in the decoupling literature. It can be contrasted with \( \text{Dec}(D, p, \delta, K, \nu) \).

Theorem 2.18. For any \( 2 \leq p < \infty \) and \( \epsilon > 0 \), there exists \( K \geq 1 \) such that for all \( 0 < \delta < 1 \) we have
\[
\text{Dec}(D, p, \delta) \leq \delta^{-\tilde{\Gamma} - \epsilon} + \log_+ \delta \max_{\delta \leq \delta' \leq 1} (\delta/\delta')^{-\tilde{\Gamma} - \epsilon} \text{Dec}(D, p, \delta', K, \nu_K),
\]
where
\[
\tilde{\Gamma} := \max_{1 \leq j \leq d} \hat{\Gamma}_j(p) + \frac{1}{p}.
\]

Here and later 
\[
\log_+ \delta := \max(\log \delta, 1).
\]

Theorem 2.18 is obtained by iterating Corollary 2.21, which is a rescaled version of the following Proposition 2.19. This iteration goes back to [BG11].

Proposition 2.19. For every \( 2 \leq q \leq p < \infty \), \( K \geq 2 \), and \( 0 < \delta < K^{-1} \) we have
\[
\|f\|_{L^p(\mathbb{R}^d)} \leq K^{d/q} \left( \sum_{\alpha \in \mathcal{P}(K^{-1})} \|f_\alpha\|_{L^p(\mathbb{R}^d)}^q \right)^{1/q}
\]
\[
+ (\log K) \text{Dec}_{\text{var}}(D, p, q, K^{-1/k}) \left( \sum_{\beta \in \mathcal{P}(K^{-1/k})} \|f_\beta\|_{L^p(\mathbb{R}^d)}^q \right)^{1/q}
\]
\[
+ C_K \text{Dec}(D, p, q, \delta, K, \nu_K) \left( \sum_{\theta \in \mathcal{P}(\delta)} \|f_\theta\|_{L^p(\mathbb{R}^d)}^q \right)^{1/q}.
\]

Recall that \( \text{Dec}_{\text{var}} \) was introduced in (2.10). Moreover, \( C_K \) is a constant depending on \( K, d, p, \) whose growth rate in \( K \) is not important.

Proof of Proposition 2.19. For each \( B' = B(x, K) \) we will cover the portion of \( [0,1]^d \) with large contribution to \( \|f_{[0,1]^d}\|_{L^p(B')} \) by a small number of “lower dimensional” collections \( \mathcal{G}_m(B') \subseteq \mathcal{P}(K^{-1/k}) \), each of which is close to a subvariety of bounded degree, and a transverse collection \( \mathcal{T}(B') \subseteq \mathcal{P}(K^{-1}) \). We choose the cubes in the collections \( \mathcal{G}_m(B') \) to have side length \( K^{-1/k} \) in order to use lower dimensional decoupling at spatial scale \( K \) for these collections.

In the following inductive algorithm we will construct collections \( \mathcal{S}_m(B') \subseteq \mathcal{P}(K^{-1}) \) and \( \mathcal{G}_m(B') \subseteq \mathcal{P}(K^{-1/k}) \). Initialise
\[
\mathcal{S}_0(B') := \{ \alpha \in \mathcal{P}(K^{-1}) \mid \|f_\alpha\|_{L^p(B')} \geq K^{-d} \max_{\alpha' \in \mathcal{P}(K^{-1})} \|f_{\alpha'}\|_{L^p(B')} \}.
\]
For \( m \geq 0 \) we repeat the following algorithm. Suppose that \( S_m(B') \neq \emptyset \) and there is a polynomial \( Q = Q_{m,B'} \in \mathbb{R}[\xi_1, \ldots, \xi_d] \) with \( \deg Q \leq D(d,k) \) (as defined in alternative 1 of Lemma 2.4) such that

\[
\| \{ \alpha \in S_m(B') \mid 2\alpha \cap Z_{Q_{m,B'}} \neq \emptyset \} \| > \theta |S_m(B')|,
\]

where \( \theta > 0 \) is given by Lemma 2.4. Then we choose one such \( Q_{m,B'} \), let

\[
G_m(B') := \{ \beta \in P(K^{-1/k}) \mid 2\beta \cap Z_{Q_{m,B'}} \neq \emptyset \} \setminus (G_0(B') \cup \cdots \cup G_{m-1}(B') ),
\]

\[
S_{m+1}(B') := S_m(B') \setminus \bigcup_{\beta \in G_m(B')} P(\beta, K^{-1}),
\]

and repeat the algorithm.

Since in each step we remove at least a fixed proportion \( \theta \) of \( S_m(B') \), this algorithm terminates after \( O(\log K) \) steps. In the end we set

\[
\mathcal{T}(B') := S_m(B').
\]

If \( \mathcal{T}(B') \neq \emptyset \), then in the last step of the selection algorithm there was no polynomial \( Q \) with \( \deg Q \leq D(d,k) \) for which (2.29) holds. Thus alternative 1 of Lemma 2.4 is violated for the collection \( \mathcal{T}(B') \). Therefore, alternative 2 of Lemma 2.4 holds, that is, the cubes in \( \mathcal{T}(B') \) are \( \nu_K \)-transverse for some \( \nu_K > 0 \).

We estimate

\[
(2.30) \quad \| f \|_{L^p(B')} \leq \sum_{\alpha \in P(K^{-1}) \setminus S_0(B')} \| f_\alpha \|_{L^p(B')}
\]

\[
(2.31) \quad + \sum_{m \leq \log K} \| \sum_{\beta \in G_m(B')} f_\beta \|_{L^p(B')}
\]

\[
(2.32) \quad + \sum_{\alpha \in \mathcal{T}(B')} \| f_\alpha \|_{L^p(B')}
\]

By definition of \( S_0(B') \), we obtain

\[
(2.30) \lesssim \max_{\alpha' \in P(K^{-1})} \| f_{\alpha'} \|_{L^p(B')}.
\]

By Definition 2.6 and Lemma 2.9, we have

\[
(2.31) \lesssim \sum_{m \leq \log K} \| \text{Dec}_{\nu}(D, p, q, K^{-1/k}) \xi^q \|_{P(K^{-1/k})} \| f_\beta \|_{L^p(w_{B'})}
\]

\[
(2.32) \lesssim K^C \min_{\alpha \in \mathcal{T}(B')} \| f_\alpha \|_{L^p(B')} \leq K^C \max_{\mathcal{T} \subseteq P(K^{-1})} \prod_{\alpha \in \mathcal{T}} \| f_\alpha \|^{1/|\mathcal{T}|}_{L^p(B')}.
\]

It follows that

\[
(2.33) \quad \| f \|_{L^p(B')} = \left| \int_{x \in \mathbb{R}^d} \| f \|_{L^p(B_\nu(x,K))} \right|
\]

\[
(2.34) \quad \leq \left| \int_{x \in \mathbb{R}^d} \max_{\alpha \in P(K^{-1})} \| f_\alpha \|_{L^p(B_\nu(x,K))} \right|
\]

\[
(2.35) \quad + (\log K) \| \text{Dec}_{\nu}(D, p, q, K^{-1/k}) \|_{L^p(B_\nu(x,K))} \left| \int_{x \in \mathbb{R}^d} \max_{\mathcal{T} \subseteq P(K^{-1})} \prod_{\alpha \in \mathcal{T}} \| f_\alpha \|^{1/|\mathcal{T}|}_{L^p(B_\nu(x,K))} \right|
\]
The terms (2.33) and (2.34) can be estimated as claimed in (2.27) using Minkowski’s inequality. In the last term, using (2.23), we estimate
\[
(2.35) \leq K^C \left( \sum_{T \subseteq \mathcal{P}(K^{-1})} \left( \sum_{\nu_K \text{-transverse}} \left( \prod_{\alpha \in T} \| f_\alpha \|_{L^p(B(x,K))} \right)^{1/p} \right)^{1/p} \right)
\leq K^C \Phi_{\text{Dec}}(\mathcal{D}, p, q, \delta, K, \nu_K) \left( \sum_{T \subseteq \mathcal{P}(K^{-1})} \phi_{\text{Dec}}^{(p)}(\mathcal{D}, p, q, \delta, K, \nu_K) \left( \prod_{\alpha \in T} \| f_\alpha \|_{L^p_D} \right)^{\frac{p}{p'}} \right)^{1/p}
\leq K^C \Phi_{\text{Dec}}(\mathcal{D}, p, q, \delta, K, \nu_K) \left( \sum_{\theta \in \mathcal{P}(\delta)} \| f_\theta \|_{L^p_D} \right)^{\frac{1}{q}}.
\]

**Remark 2.20.** The loss of $K^C$ in the estimate for (2.32) can be replaced by $\log K$ by splitting (2.28) into $O(\log K)$ collections with comparable $\| f_\alpha \|_{L^p(B')}$. This is also useful in the setting of [BD15]. It would be interesting to know whether the more substantial loss of $2^{K^d/p}$ in the estimate for (2.35) can be avoided.

**Corollary 2.21.** In the situation of Proposition 2.19, we have
\[
\Phi_{\text{Dec}}(\mathcal{D}, p, \delta) \lesssim_{\epsilon} \max \left( K^{d/p} \Phi_{\text{Dec}}(\mathcal{D}, p, K\delta), K^{1/k+\epsilon} \Phi_{\text{Dec}}(\mathcal{D}, p, K^{1/k} \delta), C_K \Phi_{\text{Dec}}(\mathcal{D}, p, \delta, K, \nu_K) \right).
\]

**Proof.** Use Lemma 2.14 and Lemma 2.7 in the first two terms on the right-hand side of (2.27), and take the supremum over all $f_\theta$. \hfill \Box

**Proof of Theorem 2.18.** Observe $d/p \leq \tilde{\Gamma}'$. Choose $K \in 2^{\mathbb{N}}$ so large that the implicit constant on the right-hand side of (2.36) is bounded by $K^\epsilon$. For $\delta < K^{-1}$ iterate the inequality (2.36) (at most) $\left[ K \log \frac{\delta}{\log K} \right]$ times and use a trivial estimate for $\Phi_{\text{Dec}}$ at the end. \hfill \Box

### 3. Induction on Scales

Let $\eta$ be the optimal exponent in Theorem 1.1, that is, the infimum of all $a > 0$ such that the estimate
\[
\Phi_{\text{Dec}}(\mathcal{D}, p, \delta) \lesssim_{\epsilon} \delta^{-a}
\]
holds. By Minkowski’s inequality we can see that $\eta < \infty$.

If $\eta \leq \tilde{\Gamma}'$, where $\tilde{\Gamma}'$ was defined in (2.25), then Theorem 1.1 holds, so we assume without loss of generality that $\eta > \tilde{\Gamma}'$. In this case, Theorem 1.1 will follow if we can show that $\eta \leq \tilde{\Gamma}''$, where the latter quantity is defined by
\[
\tilde{\Gamma}'' := \max_{1 \leq l < k} \tilde{\Gamma}_{\mathcal{D} \cap S_l} \left( \max(2, \frac{p}{K(\mathcal{D} \cap S_l)}) \right).
\]

After reducing to the multilinear quantities (3.2) below using Theorem 2.18, this is accomplished by iterating several estimates that are summarized in Figure 1, following [BDG16].

Throughout this section, $R_1, \ldots, R_M \in \mathcal{P}(K^{-1})$ will denote a tuple of $\nu_K$-transverse cubes. For scale parameters $\delta$, $0 < b \leq 1$, and $0 < s \leq k$ such that $0 < \delta^b \leq K^{-1}$ and Lebesgue exponents $1 \leq t \leq p$, define
\[
\tilde{A}_{p,t}(b,s) := L^p_{x \in \mathbb{R}^D} \prod_{j \in \mathcal{P}(R_i, \delta^b)} \| f_j \|_{L^t} \left( w_{b^s, \delta^{-b}} \right).
\]

This convention for $\tilde{A}$ differs from previous articles in that we use an average sum over $J$. This convention makes $\tilde{A}_{p,t}$ monotonically increasing in $t$.

The goal of the iterative procedure is to increase the parameter $b$ in (3.2) using already established lower degree decoupling inequalities. Decoupling inequalities of different degrees have to be applied at different Lebesgue exponents $t$. This leads
to repeated use of Hölder’s inequality to pass between different exponents, and as a result the number of terms in our estimates doubles in each step of the iteration. It is therefore more convenient to formulate the iteration as a bootstrapping argument involving the quantities (3.6) and (3.22), in which all relevant information is distilled.

3.1. Notation. Let \( K_l := K(D \cap S_l) \). For \( 1 \leq l \leq k \) define

\[
q_l := \max\{2, p \frac{K_l}{K_k}\},
\]

\[
t_l := \max\{2, p \frac{n_l}{n_k}\}.
\]

Define \( \alpha_l \) and \( \beta_l \) by

\[
\frac{1}{n_l} = \frac{\alpha_l}{n_k} + \frac{1 - \alpha_l}{K_k}, \quad 1 \leq l < k,
\]

\[
\frac{1}{K_l} = \frac{\beta_l}{n_k} + \frac{1 - \beta_l}{K_k}, \quad 1 < l < k,
\]

and \( \beta_1 := 1 \). We claim that \( \alpha_l, \beta_l \in [0, 1] \) for \( 1 \leq l < k \). This will follow from

\[
\frac{K_l}{K_k} \leq \frac{n_l}{n_k}, \quad 0 \leq l \leq k.
\]

Indeed,

\[
(3.5) \iff \frac{K_k}{K_l} \geq \frac{n_k}{n_l} \iff \frac{K_k - K_l}{K_l} \geq \frac{n_k - n_l}{n_l}.
\]

Now we write the left-hand side of the last inequality as

\[
\sum_{j=l+1}^k j(n_j - n_{j-1}) \geq \sum_{j=1}^{l} j(n_j - n_{j-1}) = \frac{n_k - n_l}{n_l}.
\]

This finishes the proof of (3.5).

The induction on scales argument will involve the quantities

\[
\tilde{A}_{t(l)}(b) := \tilde{A}_{p,t_l}(b, lb),
\]

\[
\tilde{A}_{q(l)}(b) := \tilde{A}_{p,q_l}(b, (l + 1)b).
\]

Here \( t(l) \) and \( q(l) \) are formal expressions and can be read “of type \( t \) with degree \( l' \) and “of type \( q \) with degree \( l' \). For \( 0 < b < 1 \) and \( * = t(l), q(l) \) let

\[
a_s(b) := \inf\{a \mid \tilde{A}_s(b) \lesssim_{a,K} \delta^{-a} \text{RHS}\,(2.23) \text{ for all } K\}.
\]

3.2. Entering the iterative procedure. First we estimate the left-hand side of (2.23) by the quantities involved in the iterative procedure. For \( 1 \leq l \leq k, 1 \leq t \leq p < \infty, 0 < b \leq s, \) and \( \delta \) sufficiently small so that \( \delta^{-s} \geq K \), we have

\[
\text{LHS}(2.23) = L^p_x(\mathbb{R}^p) \prod_J \|f_{R_l}\|_{L^p(B(x, K))}
\]

\[
\leq L^p_x(\mathbb{R}^p) \prod_J \|f_{R_l}\|_{L^p(B(x, \delta^{-s}))}
\]

\[
\leq L^p_x(\mathbb{R}^p) \prod_J \sum_{J \in P(R_i, \delta^h)} \|f_J\|_{L^p(B(x, \delta^{-s}))}
\]

\[
\leq \delta^{-b-d-(s-b)n_k(1/t-1/p)} L^p_x(\mathbb{R}^p) \prod_{J \in P(R_i, \delta^h)} \|f_j\|_{L^t(B(x, \delta^{-s}))}
\]

\[
\leq \delta^{-Cb} \tilde{A}_s(b).
\]

Here we have used the reverse Hölder inequality (Corollary 2.11) to estimate the \( L^p \) norm by the \( L^t \) norm at the cost of increasing the weight.

By Theorem 2.18 and the assumption that \( \eta > \tilde{\Gamma}' \), the estimate (3.7) implies that

\[
(3.8) \quad \eta \leq Cb + a_s(b).
\]
3.3. Ball inflation.

**Lemma 3.1** (Ball inflation). Let $1 \leq l < k$, $1 \leq t < \infty$, and $0 < p \leq t^{\frac{n_k}{n_l}}$. Let $\rho \leq K^{-1}$ and let $B \subset \mathbb{R}^D$ be a ball of radius $\rho^{-(l+1)}$. Then we have

$$L_p^B \left( \prod_{J \in \mathcal{P}(R_i, \rho)} \|f_J\|_{L^t(w_{B(x, \rho^{-l-1})})} \right) \lesssim \nu^{-\frac{n_l}{(t+1)}(\nu_{n_k})} \prod_{J \in \mathcal{P}(R_i, \rho)} \|f_J\|_{L^t(w_B)}$$  \hspace{1cm} (3.9)

Lemma 3.1 extends [BDG16, Theorem 6.6], [BDGuo, Lemma 6.5], and [GZh19, Lemma 4.4] with an almost identical proof. The additional flexibility in the choice of exponents allows us to also handle smaller values of $p$ by the same argument as large values. Some of the cited results feature $\ell^q L^t$ ball inflation for $q < t$. These results can be recovered from the $\ell^q L^t$ ball inflation inequality in Lemma 3.1, see Corollary A.1.

The proof of Lemma 3.1 relies on an extension of the Brascamp–Lieb inequality (2.2), in which each subspace $V_j$ is replaced by a family of subspaces. This extension goes back to [BCT06, Theorem 1.15], and a version that is sufficiently general for our needs was first obtained in [BBFL18, Theorem 1.2]. It is nevertheless more convenient to use an endpoint result, Theorem 3.2 below, which was first obtained using methods from [Gut10] in [Zha18, Theorem 8.1]. We refer to [Zor18] for a newer exposition of its proof that incorporates the insights of [CV13].

**Theorem 3.2** (Kakeya–Brascamp–Lieb). Let $M$ be a positive integer and $1 \leq l < k$. For $1 \leq j \leq M$, let $V_j$ be a family of linear subspaces of $\mathbb{R}^{n_k}$ of dimension $n_l$. For a linear subspace $V \subset \mathbb{R}^{n_k}$, let $\pi_V : \mathbb{R}^{n_k} \to V$ denote the orthogonal projection onto $V$. Assume that

$$A := \sup_{V_i \in V_1, \ldots, V_M \in V_M} \text{BL}((V_j)_{j=1}^M) < \infty.$$  \hspace{1cm} (3.10)

Then, for any non-negative integrable functions $f_{j,V_j} : V_j \to \mathbb{R}$ with $V_j \in V_j$, we have

$$\int_{\mathbb{R}^{n_k}} \prod_{j=1}^M \left( \sum_{V_j \in V_j} f_{j,V_j}(\pi_{V_j}(x)) \right)^{n_k/n_l} dx \lesssim A \prod_{j=1}^M \left( \sum_{V_j \in V_j} \int_{V_j} f_{j,V_j}(x) dx \right)^{n_k/n_l}.$$  \hspace{1cm} (3.11)

**Proof of Lemma 3.1.** Since the left-hand side of (3.9) is monotonically increasing in $p$, it suffices to consider $p = t^{\frac{n_k}{n_l}}$. In this case, $\frac{p}{tM} = \frac{n_k}{n_lM}$. Our goal is to control the expression

$$\int_{B} \prod_{i=1}^M \left( \sum_{J_i} \|f_{J_i}\|_{L^t(w_{B(x, \rho^{-l-1})})} \right)^{n_k/n_lM},$$  \hspace{1cm} (3.12)

where $f_B := |B|^{-1} \int_B$ denotes the average integral, and where $J_i$ ranges over $\mathcal{P}(R_i, \rho)$. For each cube $J \in \mathcal{P}(R_i, \rho)$ with center $t_j$, we cover $B$ with a family $T_J$ of disjoint tiles $T_J$, which are rectangular boxes with $n_l$ short sides of length $\rho^{-t}$ pointing in the directions of $V_l(t_j)$ and $n_k - n_l$ longer sides of length $\rho^{-t-1}$ pointing in the directions $V_l(t_j) \perp$. Moreover, we can assume that these tiles are contained in the ball $3B$. We let $T_J(x)$ be the tile containing $x$, and for $x \in \cup_{T_J \in T_J} T_J$ we define

$$F_J(x) := \sup_{y \in T_J(x)} \|f_J\|_{L^t(w_{B(y, \rho^{-l-1})})}.$$  \hspace{1cm} (3.13)

Then

$$\int_{B} \prod_{i=1}^M \left( \sum_{J_i} \|f_{J_i}\|_{L^t(w_{B(x, \rho^{-l-1})})} \right)^{n_k/n_lM} \leq \int_{B} \prod_{i=1}^M \left( \sum_{J_i} F_{J_i}^t \right)^{n_k/n_lM}.$$  \hspace{1cm} (3.14)

Since the function $F_J$ is constant on each tile $T_J \in T_J$, it can be treated as if it was constant in the direction $V_l(t_j) \perp$ on $B$. By Theorem 3.2, we obtain

$$\int_{B} \prod_{i=1}^M \left( \sum_{J_i} F_{J_i}^t \right)^{n_k/n_lM} \lesssim \nu^{-1} \prod_{i=1}^M \left( \sum_{J_i} \int_{B} F_{J_i}^t \right)^{n_k/n_lM}.$$  \hspace{1cm} (3.15)

The most convenient way to justify the inequality (3.12) is to observe that it is scale-invariant, so we may think of $B$ as a ball of radius 1 and of $F_J$ as functions that are constant in the direction $V_l(t_j) \perp$ on $B$. Then the average integrals in (3.12) can be
replaced by non-normalized integrals. The only difference from (3.10) is then that the integrals on the right-hand side of (3.12) are taken over a subset of $\mathbb{R}^{nk}$ rather than $V_l(t_l)$, but this does not make a difference, since the integration domain has unit size.

It remains to check that for each $J = J_i$ we have
\begin{equation}
\|F_{J_i}\|_{L^t(2B)} \lesssim \|f_{J_i}\|_{L^t(w_B)}.
\end{equation}

Once this is established, it follows that (3.11) is dominated by
\begin{equation}
\nu^{-1} \left[ \prod_i \left( \sum_r \|f_{J_i}\|_{L^t(w_B)}^{t/r} \right)^{t/r} \right],
\end{equation}
as desired.

In order to prove (3.13), fix a Schwartz function $\psi$ on $\mathbb{R}^D$ such that $\hat{\psi} \equiv 1$ on $[-2, 2]^D$. Recall (2.20) and let
\begin{equation}
(L_{J, scale, l}(x)) := \rho_{\min(|j|, l+1)} x_j.
\end{equation}
Define $L^1$ normalized bump functions $\psi_J$ by
\begin{equation}
\wtilde{\psi}_J(\xi) := \hat{\psi}(L_{J, scale, l}^{-1} L_{J, shear}^{-1} (\xi - ((c_J^l)^l)_{j_l})).
\end{equation}
Then $\wtilde{\psi}_J \equiv 1$ on $\mathcal{U}(J)$, so that $f_{J_l} = f_{J_l} * \psi_{J_l}$. Moreover, $\wtilde{\psi}_J$ has moral Fourier support of size $\gtrsim \rho^l$ in the directions of $V_l(t_l)$ and of size $\approx \rho^{l+1}$ in the orthogonal directions. Fix $x = (x_\gamma)_{\gamma \in D}$ and $y \in T_{J_l}(x)$. Then
\begin{align*}
\|f_{J_l}\|_{L^t(w_B(y_{B}, \rho^{-l}))}^t & \lesssim \int \|f_{J_l} * \psi_{J_l}\|^t(u) w_B(y_{B}, \rho^{-l})(u) du \\
& \lesssim \int \|f_{J_l}\|^t(u) (|\psi_{J_l}| * w_B(y_{B}, \rho^{-l}))(u) du.
\end{align*}
Now, $|\psi_{J_l}| * w_B(y_{B}, \rho^{-l}) \lesssim \wtilde{w}_J * w_B(x_{B}, \rho^{-l})$, where $\wtilde{w}_J$ is an $L^1$ normalized cutoff function centered at 0 adapted to the dimensions of $T_{J_l}(x)$. Taking a supremum over $y$, we obtain
\begin{equation}
F_{J_l}(x)^t \lesssim \int \|f_{J_l}\|^t(u) (\wtilde{w}_J * w_B(x_{B}, \rho^{-l}))(u) du.
\end{equation}
Integrating in $x$, we obtain (3.13).

Note that for $1 \leq l < k$ we have
\begin{equation}
\frac{1}{t_l} \geq \frac{\alpha_l}{t_{l+1}} + \frac{1 - \alpha_l}{q_l}.
\end{equation}
Indeed, in the case $t_l = 2$ this is immediate, while in the case $t_l = p n_l / n_k$ we can apply (3.3).

For $1 \leq l < k$, by Lemma 3.1 with $\rho = \delta^b$ and Hölder’s inequality together with (3.14) in place of the usual scaling condition (this inequality suffices because we are dealing with norms on normalized measure spaces), we obtain
\begin{align}
\tilde{A}_l(b) & = L_{x \in \mathbb{R}^D} \prod_{l \in \mathcal{P}(R_{l}, \delta_{l}^{b})} \|f_{J_l}\|_{L^t(w_{B(x_l, \delta_{l-1}^{b})})}^t \\
& = L_{x \in \mathbb{R}^D} \prod_{l \in \mathcal{P}(R_{l-1}, \delta_{l-1}^{b})} \|f_{J_l}\|_{L^t(w_{B(x_l, \delta_{l}^{b})})}^t \\
& \lesssim L_{x \in \mathbb{R}^D} \prod_{l \in \mathcal{P}(R_{l}, \delta_{l}^{b})} \|f_{J_l}\|_{L^t(w_{B(x_l, \delta_{l-1}^{b})})}^t \\
& = \tilde{A}_{p, t_l}(b, (l+1)b) \\
& \leq \tilde{A}_{p, t_l+1}(b, (l+1)b) \alpha_l \tilde{A}_{p, q_l}(b, (l+1)b)^{1 - \alpha_l} \\
& = \tilde{A}_{l(t+1)}(b) \alpha_l \tilde{A}_{q_l(t)}(b)^{1 - \alpha_l}.
\end{align}
This implies
\begin{equation}
a_{l(t+1)}(b) \leq \alpha_l a_{l(t+1)}(b) + (1 - \alpha_l) a_{q_l(t)}(b).
\end{equation}
This is the first family of inequalities that we will be iterating.

3.4. Lower degree decoupling. The second type of estimate does not use transversality. Instead, we just apply a (lower-degree) linear decoupling inequality on each cube \( J \in \mathcal{P}(\delta^b, R_j) \) individually.

Let \( 1 \leq l < k \). Similarly to (3.14), we have

\[
\frac{1}{q_i} \geq \frac{1 - \beta_i}{q_{i-1}} + \frac{\beta_i}{t_i}.
\]

Using Corollary 2.15 with \((\delta^b, \delta^{(l+1)b/l})\) in place of \((\sigma, \delta)\), the inductive hypothesis that the decoupling inequality holds with exponent (2.1) with \( \mathcal{D} \) replaced by \( \mathcal{D}_l \), and Hölder’s inequality with (3.17), we obtain

\[
\begin{align*}
\tilde{A}_{q(l)}(b) &= L_p^p \prod_{J \in \mathcal{P}(R_i, \delta^b)} \| f_J \|_{L^q(w_{B(x, \delta^{-(l+1)b/l})})} \\
&\leq \epsilon^{-b(l \Gamma_{D_l}(ql) + \epsilon)/l} L_p^p \prod_{J \in \mathcal{P}(R_i, \delta^{(l+1)b/l})} \| f_J \|_{L^q(w_{B(x, \delta^{-(l+1)b/l})})} \\
&= \epsilon^{-b(l \Gamma_{D_l}(ql) + \epsilon)/l} \tilde{A}_{p,ql}(\frac{l + 1}{l} b_i (l + 1)b) \\
&\leq \delta^{-b(l \Gamma_{D_l}(ql) + \epsilon)/l} \tilde{A}_{p,ql}(\frac{l + 1}{l} b_i (l + 1)b) \beta_i \tilde{A}_{p,ql-1}(\frac{l + 1}{l} b_i (l + 1)b)^{1-\beta_i} \\
&= \delta^{-b(l \Gamma_{D_l}(ql) + \epsilon)/l} \tilde{A}_{l(t)}(\frac{l + 1}{l} b_i (l + 1)b) \beta_i \tilde{A}_{q(l-1)}(\frac{l + 1}{l} b_i (l + 1)b)^{1-\beta_i}.
\end{align*}
\]

This implies

\[
a_{q(l)}(b) \leq \frac{b}{l} \Gamma_{D_l}(ql) + \beta_i a_{l(t)}((l + 1)b/l) + (1 - \beta_i) a_{q(l-1)}((l + 1)b/l)
\]

for \( 0 < b < l/(l + 1) \). This is the second family of inequalities that we will be iterating.

3.5. Exiting the iterative procedure: linear decoupling. We can use Hölder’s inequality to eliminate all multilinearity and use the rescaled linear decoupling estimate, Lemma 2.14. For \( 1 \leq t \leq p \) and \( 1 \leq l \leq k \), this gives the bound

\[
\tilde{A}_{p,t}(b, s) = L_p^p \prod_{J \in \mathcal{P}(R_i, \delta^b)} \| f_J \|_{L^q(w_{B(x, \delta^{-(l+1)b/l})})} \\
\leq \prod_{J \in \mathcal{P}(R_i, \delta^b)} \| f_J \|_{L^q(w_{B(x, \delta^{-(l+1)b/l})})} \\
= \|
\begin{align*}
\prod_{J \in \mathcal{P}(R_i, \delta^b)} \| f_J \|_{L^q(w_{B(x, \delta^{-(l+1)b/l})})} \\
&\leq \| \text{ec(D, p, } \delta^{1-b}) \prod_{J \in \mathcal{P}(R_i, \delta)} \| f_J \|_p \\
&\leq \epsilon^{-\eta(1-b)-\epsilon} \prod_{J \in \mathcal{P}(R_i, \delta)} \| f_J \|_p.
\end{align*}
\]

The factor \( \delta^{\eta b} \) is a gain over the trivial estimate for (2.23) that arises if one starts with Hölder’s inequality on the left-hand side. This shows

\[
a_s(b) \leq \eta(1 - b).
\]

3.6. Reduction to a finite system of inequalities. So far we have obtained several families of inequalities for the quantities (3.6), the most important of which are summarized in Figure 1.

We eliminate the dependence on \( b \) by considering the quantities

\[
\tilde{a}_s := \liminf_{b \to 0} \frac{\eta - a_s(b)}{b}.
\]

which were introduced in a blog post by Terence Tao. The linear decoupling (3.21), linear to multilinear reduction (3.8), ball inflation (3.16), and lower degree decoupling
The inequalities (3.23), (3.24), (3.25), and (3.27) imply \( \eta \leq \bar{\Gamma}'' \).

We claim that the inequalities (3.23), (3.24), (3.25), and (3.27) imply \( \eta \leq \bar{\Gamma}'' \).

The inequalities (3.25) and (3.27) form a linear system of the form

\[
\begin{align*}
\tilde{a}_{q(l)} &\geq -\bar{\Gamma}'' + \frac{l+1}{l} (\beta_l \tilde{a}_{t(l)} + (1 - \beta_l) \tilde{a}_{q(l-1)}) \\
\end{align*}
\]

where \( \tilde{a} = (\tilde{a}_{q(1)}, \ldots, \tilde{a}_{q(k-1)}, \tilde{a}_{t(1)}, \ldots, \tilde{a}_{t(k-1)}) \) and \( M \) is a \( 2(k-1) \times 2(k-1) \)-matrix given by

\[
\begin{align*}
(Mv)_{q(l)} &:= (1 - \alpha_l) v_{t(l)} + \frac{l+2}{l+1} (1 - \beta_{l+1}) v_{q(l+1)}, & 1 \leq l < k \\
(Mv)_{q(l)} &:= (1 - \alpha_l) v_{t(l)}, & l = k - 1 \\
(Mv)_{t(l)} &:= \frac{l+1}{l} \beta_l v_{t(l)} + \alpha_{l-1} v_{t(l-1)}, & 2 \leq l < k - 1 \\
(Mv)_{t(l)} &:= \frac{l+1}{l} \beta_l v_{t(l)}, & l = 1.
\end{align*}
\]

Recall that \( \alpha_l \) and \( \beta_l \) were defined in (3.3) and (3.4), respectively. Here we also use the conventions \( \beta_1 = 1 \), \( \alpha_0 = 0 \), \( \beta_k = 1 \).

It is an observation going back to [Woo16] in the context of Vinogradov’s mean value theorem, and made more explicit in [Hea15], that the matrix \( M \) should have a positive eigenvalue that is \( \geq 1 \) in order to extract useful information from (3.28). In our case, the matrix \( M \) is irreducible (with period 2, as can be seen upon removing the vertex \( t(k) \) in Figure 1) and has non-negative entries. The Perron–Frobenius theorem tells that \( M \) has a unique positive right eigenvector, which dominates its asymptotics in the sense that the corresponding eigenvalue equals the spectral radius of \( M \). Since we can compute this so-called Perron–Frobenius eigenvector explicitly, we will not actually have to apply Perron–Frobenius theory, but it motivated our approach.

**Theorem 3.3.** Let \( v \in \mathbb{R}^{2(k-1)} \) be the vector given by

\[
(3.29) \quad v_{q(l)} := \frac{\mathcal{K}_l}{l+1}, \quad v_{t(l)} := n_l \quad \text{for } 1 \leq l < k. \quad \text{Then } Mv = v.
\]
Since the right eigenvector $v$ in (3.29) is positive, it is in fact the right Perron–Frobenius eigenvector of $M$. The left Perron–Frobenius eigenvector of $M$ is essentially given by [GZh19, Lemma 8.2], but it does not seem to be quite as useful as the right one.

**Proof.** We have to verify $v_{q(l)} = (Mv)_{q(l)}$ for $1 \leq l < k$. Since $\beta_k = 1$, this is equivalent to

$$v_{q(l)} = (1 - \alpha_l)v_{l(l)} + \frac{l + 2}{l + 1}(1 - \beta_{l+1})v_{q(l+1)}$$

for $1 \leq l < k$. We also have to verify $v_{l(l)} = (Mv)_{l(l)}$ for $1 \leq l < k$. For $l = 1$ this is easy using that $\beta_1 = 1$. For $1 < l < k$ this can be written as

$$v_{l(l)} = \frac{l + 1}{l}\beta_l v_{q(l)} + \alpha_{l-1}v_{l(l-1)}.$$

Substituting the definitions (3.29), identities that we have to verify can be equivalently written as

$$K_l - (1 - \beta_{l+1})K_{l+1} = (l + 1)(1 - \alpha_l)n_l, \quad 1 \leq l < k,$$

$$n_{l+1} - n_l \alpha_l = \frac{1}{l + 1} \beta_{l+1}K_{l+1}, \quad 0 \leq l < k - 1.$$

Using the definition of $\beta_{l+1}$ and $\alpha_l$ on the respective left-hand sides, we see that this is equivalent to

$$\beta_{l+1} \frac{n_k}{n_{l+1}} \frac{K_lK_{l+1}}{K_k} = (l + 1)(1 - \alpha_l)n_l,$$

$$(1 - \alpha_l) \frac{K_k n_l n_{l+1}}{K_{l+1} K_l} = \frac{1}{l + 1} \beta_{l+1}K_{l+1}.$$

Both these identities are equivalent to

$$\beta_{l+1} n_k K_l K_{l+1} = (l + 1)(1 - \alpha_l)n_l n_{l+1} K_k.$$

Using

$$(1 - \alpha_l) \left( \frac{K_k}{K_l} - \frac{n_k}{n_{l+1}} \right) = \frac{n_k}{n_l} - \frac{n_k}{n_{l+1}}$$

and

$$\beta_{l+1} \left( \frac{n_k}{n_{l+1}} - \frac{K_k}{K_l} \right) = \frac{K_k}{K_{l+1}} - \frac{K_k}{K_l},$$

we see that our claim becomes equivalent to

$$K_{l+1} - K_l = (l + 1)(n_{l+1} - n_l).$$

This is a consequence of (1.1). $\square$

We will also need the following identity to handle the contribution of the constant terms $\Gamma''$ in (3.27).

**Lemma 3.4.** Let $d \geq 1$, $k \geq 2$, and let $v$ be given by Theorem 3.3. Then

$$\sum_{l=1}^{k-1} \frac{v_{q(l)}}{l} = v_{t(k-1)}\alpha_{k-1}. \quad (3.30)$$

**Proof.** Left-hand side of (3.30) equals

$$\sum_{l=1}^{k-1} \frac{1}{l(l + 1)} K_l = \sum_{j=1}^{k-1} j(n_j - n_{j-1}) \sum_{l=j}^{k-1} \left( \frac{1}{l} - \frac{1}{l + 1} \right)$$

$$= \sum_{j=1}^{k-1} j(n_j - n_{j-1}) \left( \frac{1}{j} - \frac{1}{k} \right) = n_{k-1} - \frac{1}{k} K_{k-1}.$$
Right-hand side of (3.30) equals
\[ n_{k-1} \alpha_{k-1} = \frac{n_k}{n_{k-1}} \left( \frac{K_k-K_{k-1}}{K_{k-1}} \right) - n_k - \frac{n_{k-1}-1}{K_{k-1}} \]
\[ = n_{k-1} + \frac{n_k - n_{k-1}}{K_{k-1}} K_{k-1} - n_{k-1} - \frac{1}{K_{k-1}} \]
as well.

3.7. Conclusion of the proof of Theorem 1.1. We consider the inequality
\[ \sum_{l=1}^{k-1} v_{t(l)} \cdot (3.25) + \sum_{l=1}^{k-1} v_{q(l)} \cdot (3.27), \]
where \( v \) is given by Theorem 3.3. Since \( v \) is a fixed vector of the matrix \( \mathcal{M} \), the summands \( \tilde{a}_{t(l)} \) and \( \tilde{a}_{q(l)} \) with \( l < k \) cancel (here we use (3.23) and (3.24) to ensure that we only cancel out finite quantities). This gives
\[ 0 \geq - \sum_{l=1}^{k-1} \frac{v_{q(l)}}{l} \tilde{\Gamma}'' + v_{t(k-1)} \alpha_{k-1} \tilde{a}_{t(k)}. \]
By Lemma 3.4 this implies
\[ \tilde{a}_{t(k)} \leq \tilde{\Gamma}'' \]
and using (3.23) we obtain \( \eta \leq \tilde{\Gamma}'' \). As explained at the beginning of Section 3, this finishes the proof of Theorem 1.1.

4. Transversality

In this section we prove the following more precise version of Theorem 2.5.

Theorem 4.1 (cf. [GZh19, Theorem 10.8]). Let \( d \geq 1 \), \( k \in \mathbb{N}^d \), and \( 1 \leq l < k \leq k_1 + \cdots + k_d \) be positive integers. Let \( V = \text{span}\{v_1, \ldots, v_H\} \subseteq \mathbb{R}^{D_k} \) be a linear subspace. Then the rank of the matrix (2.5) over the field of rational functions in \( d \) variables satisfies
\[ \text{rank}_{\mathbb{R}(x_1, \ldots, x_d)} \mathcal{M}_V^{(l)}(x_1, \ldots, x_d) \geq \frac{|D_k|}{|D_k|} \dim V. \]

Equality in (4.1) can only hold in the following cases:

1. \( \dim V \in \{0, |D_k|\} \), or
2. \( d = 2, 1 = k_1 < k_2 \), and \( V \) is spanned by the unit vectors with coordinates \((0,1), \ldots, (0,k)\), or
3. \( d = 2, 1 = k_2 < k_1 \), and \( V \) is spanned by the unit vectors with coordinates \((1,0), \ldots, (k,0)\).

Proof of Theorem 2.5 assuming Theorem 4.1. By Theorem 4.1, the matrix \( \mathcal{M}_V^{(l)}(t) \) has a minor of order \( \geq \frac{n_l}{n_k} \dim V \) whose determinant is a non-vanishing polynomial. If the order of this minor is \( > \frac{n_l}{n_k} \dim V \), then we are in the case 1 of Theorem 2.5.

Otherwise, we may assume that one of the equality conditions in Theorem 4.1 holds. The equality case 1 of Theorem 4.1 is excluded by the assumption \( 0 < \dim V < n_k \). In the equality case 2 of Theorem 4.1 notice that (4.1) does not depend on the choice of the spanning set of \( V \). Hence, in addition to having \( d = 2 \) and \( 1 = k_1 < k_2 \), we may assume \( H = k \) and \( v_h \) is the \((0,h)\)-th unit vector. Then
\[ \mathcal{M}_V^{(l)}(t) = (\partial^{h_1}_{1} t_2^{h_2})_{1 \leq j, h \leq l}. \]
This matrix contains the \( l \times l \) submatrix
\[ (\partial^{j}_{1} t_2^{h})_{1 \leq j, h \leq l}, \]
and the determinant of the latter matrix is not just a non-trivial polynomial, but a non-vanishing constant. Since in this case \( l = \frac{H^2}{2k} = \frac{n_l}{n_k} \dim V \), we are in the case 2 of Theorem 2.5.

The equality case 3 of Theorem 4.1 is similar to the equality case 2. \qed
4.1. Reduction to a Vandermonde type matrix. Expanding the definition (2.5), we obtain

\[(4.2) \quad M^{(j)}_V(t) = (v_1, \ldots, v_H)^T \times (\partial^j \Phi(t))_{j \in D_i} = (\partial^j \sum_{i \in D_k} v_{hi} t^i)_{j \in D_i, 1 \leq h \leq H}.
\]

In Lemma 4.5 below, we will give a lower bound for the rank of the right-hand side of (4.2) in terms of the leading powers of the polynomials that appear there. To this end we need a few order theoretic notions.

**Definition 4.2.** A monomial order is a translation-invariant total order relation \(\leq\) on \(\mathbb{N}^d\). Translation invariance means that for every \(a, b, c \in \mathbb{N}^d\) we have \(a \leq b \implies a + c \leq b + c\).

The leading power of a non-zero polynomial \(f(x)\) in \(d\) variables with respect to a given monomial order \(\leq\) is the largest \(a \in \mathbb{N}^d\) with respect to \(\leq\) such that the coefficient of \(x^a\) in \(f\) does not vanish.

An example of a monomial order is the lexicographic order on \(\mathbb{N}^d\), which is defined by \(i < i'\) if and only for some \(1 \leq q \leq d\) we have \(i_1 = i_1', \ldots, i_{q-1} = i_{q-1}', \) and \(i_q < i_q'\).

**Definition 4.3.** We denote the product order on \(\mathbb{N}^d\) by \(\preceq\). More explicitly, for \(a = (a_1, \ldots, a_d), b = (b_1, \ldots, b_d) \in \mathbb{N}^d\) we write \(a \preceq b\) if and only if \(a_1 \leq b_1, \ldots, a_d \leq b_d\).

**Definition 4.4.** Let \((P, \preceq)\) be a partially ordered set. A subset \(D \subseteq P\) is called a down-set if for every \(p \in P\) and \(d \in D\) with \(p \preceq d\) we have \(p \in D\). A subset \(U \subseteq P\) is called an up-set if for every \(p \in P\) and \(u \in U\) with \(u \preceq p\) we have \(p \in U\). For a subset \(B \subset P\) we write \(\uparrow B := \{p \in P \mid (\exists b \in B) b \preceq p\}\); this is the smallest up-set containing \(B\).

**Lemma 4.5.** Let \(f_1, \ldots, f_H \in \mathbb{R}[x_1, \ldots, x_d]\) be polynomials in \(d\) variables. Let \(\leq\) be a monomial order and let \(a_1, \ldots, a_H\) be the leading powers of \(f_1, \ldots, f_H\) with respect to this monomial order. Let \(S \subset \mathbb{N}^d \setminus \{0\}\) be a finite down-set with respect to \(\preceq\). Then

\[(4.3) \quad \text{rank}_{\mathbb{R}[x_1, \ldots, x_d]}(\partial^j f_h)_{j \in S, 1 \leq h \leq H} \geq \text{rank}_{\mathbb{R}[x_1, \ldots, x_d]}(a^j_h)_{j \in S, 1 \leq h \leq H}.
\]

**Proof.** Multiplying the \(j\)-th row by the non-zero field element \(x^j\), we obtain

\[\text{rank}_{\mathbb{R}[x_1, \ldots, x_d]}(\partial^j f_h)_{j \in S, 1 \leq h \leq H} = \text{rank}_{\mathbb{R}[x_1, \ldots, x_d]}(x^j \partial^j f_h)_{j \in S, 1 \leq h \leq H}.
\]

The latter rank is

\[\geq \text{rank}_{\mathbb{R}[x_1, \ldots, x_d]}(x^j \partial^j x^{a_h})_{j \in S, 1 \leq h \leq H}.
\]

Indeed, every minor of the latter matrix is a monomial, and if it does not vanish, then it is the leading monomial of the corresponding minor of the former matrix.

Multiplying the \(h\)-th row by \(x^{-a_h}\), we obtain the matrix

\[\left( (a_{h,1} \cdots (a_{h,1} - j_1 + 1)) \cdots (a_{h,d} \cdots (a_{h,d} - j_d + 1)) \right)_{j \in S, 1 \leq h \leq H},
\]

all of whose entries are scalars. The rank does not change under row operations, and by row operations this matrix can be brought into the form

\[\left( a^j_h \right)_{j \in S, 1 \leq h \leq H}.
\]

Here we used that \(S\) is a down-set. The rank of the latter matrix over the field of rational functions \(\mathbb{R}(x_1, \ldots, x_d)\) coincides with its rank over \(\mathbb{R}\). \(\square\)

**Remark 4.6.** In the case \(d = 1\), the matrix on the right-hand side of (4.3) has full rank by the Vandermonde determinant formula, provided that the leading powers \(a_1, \ldots, a_H\) are distinct.

In the remaining part of Section 4 we estimate the rank on the right-hand side of (4.3) from below for general \(d\) by refining the arguments in [GZh19].
4.2. An abstract Schwartz–Zippel type lemma. The following result extends and simplifies [GZh19, Lemmas 10.5 and 10.6]. We obtain [GZh19, Lemma 10.5] as the special case \( D = \{a \in \mathbb{N}^d \mid |a| \leq k \} \) and [GZh19, Lemma 10.6] as the special case \( D = \{0, \ldots, k \}^d \). The latter case, with sets \( R_* \) defined as in the proof of Lemma 4.12, recovers several, but not all, versions of the Schwartz–Zippel lemma in [BCPS18].

Lemma 4.7. Let \( d \geq 1 \) be an integer and \( D \subset \mathbb{N}^d \) a finite down-set with respect to \( \preceq \). Let \( A \subseteq D \) and \( B \subseteq \mathbb{N}^d \). Suppose that for every \( b = (b_1, \ldots, b_d) \in B \) there is a family of inductively defined subsets \( R_{s^*+b} \subset \mathbb{N} \) with the following properties.

1. For every \( 1 \leq l \leq d \) and every
   \[
   n_d \in \mathbb{N} \setminus R_{d:b}, n_{d-1} \in \mathbb{N} \setminus R_{d-1:n_d:b}, \ldots, n_1 \in \mathbb{N} \setminus R_{1:n_1+1,\ldots,n_d:b},
   \]
   we have \(|R_{l:n_{l+1},\ldots,n_d:b}| \leq b_l|.

2. If for some \( a = (a_1, \ldots, a_d) \in A \) we have
   \[
   a_d \notin R_{d:b}, a_{d-1} \notin R_{d-1:a_d:b}, \ldots, a_2 \notin R_{2:a_d,\ldots,a_d:b},
   \]
   then \( a_1 \in R_{1,a_2,a_3,\ldots,a_d:b} \).

Then
\[
(4.4) \quad |A| \leq |D \setminus \uparrow B|.
\]

Remark 4.8. The estimate (4.4) is sharp since it is possible to take \( A = D \setminus \uparrow B \). In fact, if \( (a_1, \ldots, a_d) \in A \), then by definition for every \( (b_1, \ldots, b_d) \in B \) we have \( 0 \leq a_i < b_i \) for some \( 1 \leq i \leq d \). Therefore the sets \( R_{l:a_1:b} := \{0, \ldots, b_1 - 1\} \) satisfy the hypothesis 1. Also, these sets clearly satisfy the hypothesis 1.

Proof of Lemma 4.7. We will prove (4.4) by induction on \( d \).

We verify the induction basis \( d = 1 \). For every \( b = (b_1) \in B \), by hypothesis 1 we have \(|R_{1:b}| \leq b_1|\), and by hypothesis 2 for every \( a = (a_1) \in A \) we have \( a_1 \in R_{1:a_1:b} \), so that \(|A| \leq b_1|\). Hence
\[
|A| \leq \min(|D|, \min_{b \in B} b_1) = |D \cap \{0, \ldots, \min_{b \in B} b_1 - 1\}| = |D \setminus \uparrow B|,
\]
which shows (4.4). This finishes the proof in the case \( d = 1 \).

From now on we assume that \( d > 1 \) and that the lemma is already known with dimension \( d \) replaced by \( d - 1 \). The conclusion (4.4) is equivalent to the statement
\[
(4.5) \quad |D \setminus A| \geq |D \cap \uparrow B|.
\]

For \( j \in \mathbb{N} \) and a subset \( \tilde{A} \subset \mathbb{N}^d \), let
\[
S_j \tilde{A} := \{a' \in \mathbb{N}^{d-1} \mid (a', j) \in \tilde{A}\}
\]
denote the \( j \)-th slice of \( \tilde{A} \). For any subset \( \tilde{B} \subset \mathbb{N}^d \) define the projection
\[
P_{\tilde{B}} := \{b' \in \mathbb{N}^{d-1} \mid \exists b_d \text{ s.t. } (b', b_d) \in \tilde{B}\}.
\]

Fix \( j \in \mathbb{N} \). The slice \( S_j D \) is a finite down-set in \( (\mathbb{N}^{d-1}, \preceq) \). Let \( B_j := \{b \in B : j \notin R_{d:b}\} \). Then the sets \( S_j A \subseteq S_j D \) and \( P_{\tilde{B}} B_j \subseteq \mathbb{N}^{d-1} \) satisfy the hypothesis of Lemma 4.7 in dimension \( d - 1 \). Indeed, for each \( b' \in P_{\tilde{B}} B_j \), fix a \( b_d = b_0(b')(j) \) such that \( b := (b', b_0(b')) \in B_j \) and let
\[
R'_{l:n_{l+1},\ldots,n_d; b'} := R_{l:n_{l+1},\ldots,n_d-1; 1:b'}, \quad 1 \leq l \leq d - 1.
\]

Then hypothesis 1 for the sets \( R'_{s^*+b'} \) follows directly from hypothesis 1 for the sets \( R_{s^*+b} \). Let now \( a' = (a_1, \ldots, a_{d-1}) \in S_j A \), so that \( a = (a_1, \ldots, a_d) := (a', j) \in A \). If the conditions
\[
a_{d-1} \notin R'_{d-1:b'}, \ldots, a_2 \notin R'_{2:a_d,\ldots,a_d:b'},
\]
then
hold, then we also have
\[ j = a_d \not\in R_{d,b}, \]
\[ a_{d-1} \not\in R_{d-1,a_3,\ldots,a_d:b} = R'_{d-1,a_3,\ldots,a_d:b'}, \]
\[ \vdots \]
\[ a_2 \not\in R_{2,a_3,\ldots,a_d:b} = R'_{2,a_3,\ldots,a_d-1:b'}, \]
and by hypothesis \(2\) we obtain \(a_1 \in R_{1:a_2,\ldots,a_d:b} = R'_{1:a_2,\ldots,a_d-1:b'}\). This shows that hypothesis \(2\) holds for the sets \(R'_{\ast:k,b'}\).

By the inductive hypothesis we obtain
\[ |\mathcal{D} \setminus A| = \sum_{j \in \mathbb{N}} |S_j \mathcal{D} \setminus S_j A| \]
\[ \geq \sum_{j \in \mathbb{N}} |S_j \mathcal{D} \cap \uparrow \mathbb{P} B_j|. \]  
\[ (4.7) \]

It remains to show that the last sum is bounded below by \(|\mathcal{D} \cap \uparrow B|\). Indeed,
\[ (4.7) = \sum_{c' \in \mathbb{N}^{d-1}} \{j \in \mathbb{N} | c' \in S_j \mathcal{D} \cap \uparrow \mathbb{P} B_j\} \]
\[ = \sum_{c' \in \mathbb{N}^{d-1}} \{j \in \mathbb{N} | (c', j) \in \mathcal{D}, \exists b = (b', b_d) \in B_j : b' \leq c'\} \]
\[ = \sum_{c' \in \mathbb{N}^{d-1}} \{j \in \mathbb{N} | (c', j) \in \mathcal{D}, \exists b = (b', b_d) \in B : b' \leq c', j \not\in R_{d,b}\} \]
\[ \geq \sum_{c' \in \mathbb{N}^{d-1}} \max_{b = (b', b_d) \in B : b' \leq c'} \{j \in \mathbb{N} | (c', j) \in \mathcal{D}, j \not\in R_{d,b}\} \]
\[ \geq \sum_{c' \in \mathbb{N}^{d-1}} \max_{b = (b', b_d) \in B : b' \leq c'} \max(|\{j \in \mathbb{N} | (c', j) \in \mathcal{D}\}| - b_d, 0) \]
\[ = \sum_{c' \in \mathbb{N}^{d-1}} \max_{c : (c', c_d) \in \uparrow B} \max(|\{j \in \mathbb{N} | (c', j) \in \mathcal{D}\}| - c_d, 0) \]
\[ = \sum_{c' \in \mathbb{N}^{d-1}} |\{c_d | (c', c_d) \in \mathcal{D} \cap \uparrow B\}|. \]

\[ \square \]

4.3. Inequalities for level sets. For \(k \in \mathbb{N}^d\) and \(l \in \mathbb{Z}\), we define sublevel sets by
\[ S^k_l := \{a \in \mathbb{N}^d | a \preceq k \text{ and } 1 \leq |a| \leq l\}, \]
and level sets by
\[ \mathcal{V}^k_l := \{a \in \mathbb{N}^d | a \preceq k \text{ and } |a| = l\}. \]

For \(k = (k_1, \ldots, k_d) \in \mathbb{N}^d\), we write \(k' = (k_1, \ldots, k_{d-1}) \in \mathbb{N}^{d-1}\).

Denote the cardinality of a level set by \(\Lambda^k_l := |\mathcal{V}^k_l|\). It can be computed by the following algorithm. Initialize
\[ \Lambda^l_0 = \begin{cases} 1, & l = 0, \\ 0, & l \neq 0. \end{cases} \]

Then we apply the recursive definition
\[ \Lambda^l_{k', k_d} = \sum_{j=0}^{k_d} \Lambda^{k'_{d-j}}. \]

The subscripts \(l\) and \(l - j\) are allowed to be negative here.

The following estimate generalizes \([GZh19, (10.30)]\) and is crucial for setting up the induction in Theorem 4.10.
Lemma 4.9. Let $d \in \mathbb{N}$ and $k \in \mathbb{N}^d$. Then, for every $a, b, a', b' \in \mathbb{Z}$ with $a + b = a' + b'$ and $b' \geq \max(a, b)$, we have
\[ \Lambda^k_a \Lambda^k_b \geq \Lambda^k_{a'} \Lambda^k_{b'} . \]

Proof. We induct on $d$. For $d = 0$ the right-hand side of the conclusion is non-zero only if $a' = b' = 0$. But in this case $a + b = a' + b' = 0$ and $\max(a, b) \leq b' = 0$, so that $a = b = 0$, and we obtain equality.

Suppose that the conclusion is known with $d$ replaced by $d - 1$ and $k$ replaced by $k'$. Assume without loss of generality $a \leq b$, so that $a' \leq a \leq b'$. The case $b' = b$ is trivial, and it remains to consider the case $b' = b + 1$, since for general $b'$ we can iterate the inequality as follows:

\[ \Lambda^k_a \Lambda^k_b \geq \Lambda^k_{a-1} \Lambda^k_{b+1} \geq \Lambda^k_{a-2} \Lambda^k_{b+2} \geq \cdots \geq \Lambda^k_{a'} \Lambda^k_{b'} . \]

In the case $b' = b + 1$ we have $a' = a - 1$ and
\[
\Lambda^k_a \Lambda^k_b - \Lambda^k_{a'} \Lambda^k_{b'} = \sum_{i=0}^{k_d} \sum_{j=0}^{k_d} \Lambda^k_{a-i} \Lambda^k_{b-j} - \sum_{i=0}^{k_d} \sum_{j=0}^{k_d} \Lambda^k_{a-1-i} \Lambda^k_{b+1-j} \\
= \sum_{i=0}^{k_d} \Lambda^k_{a-i} \Lambda^k_{b-k_i} + \sum_{j=0}^{k_d-1} \Lambda^k_{a} \Lambda^k_{b-j} - \sum_{i=0}^{k_d} \Lambda^k_{a-1-i} \Lambda^k_{b+1-j} - \sum_{j=0}^{k_d} \Lambda^k_{a-1-k_j} \Lambda^k_{b+1-j} \\
= \sum_{j=0}^{k_d} (\Lambda^k_{a-j} \Lambda^k_{b-a+j}) + \sum_{k_d}^{k_d-1} (\Lambda^k_{a} \Lambda^k_{b-j} - \Lambda^k_{a-1-j} \Lambda^k_{b+1-j}).
\]

Each summand is non-negative by the induction hypothesis. \qed

The following result generalizes the proof of [GZh19, Lemma 10.7].

Theorem 4.10. For every $d \in \mathbb{N}$, $k \in \mathbb{N}^d$, $m \in \mathbb{N}$, and every subset $T \subset \mathcal{V}^k_m$, we have
\[
|\mathcal{V}^k_{m+1}||T| \leq |\mathcal{V}^k_m||T^+|,
\]
where $T^+ := (\uparrow T) \cap \mathcal{V}^k_{m+1}$.

Theorem 4.10, applied with $T = \mathcal{V}^k_m \cap U$, tells that the density of any up-set $U$ in the level sets $\mathcal{V}^k_m$ increases with $m$:
\[
\frac{|U \cap \mathcal{V}^k_m|}{|\mathcal{V}^k_m|} \leq \frac{|U \cap \mathcal{V}^k_{m+1}|}{|\mathcal{V}^k_{m+1}|}.
\]

We prefer the formulation (4.10) because it avoids division by zero for empty level sets.

Proof. We induct on $d$. For $d = 0$, the set $\mathbb{N}^d$ contains only the empty tuple, and one can see that the left-hand side of (4.10) always vanishes. Suppose that $d > 0$ and the result is already known with $d$ replaced by $d - 1$.

Recall the slice map (4.6). We have the inclusions
\[
S_j T \subseteq S_{j+1}(T^+) \quad \text{if} \quad 0 \leq j < k_d,
\]
\[
(S_j T)^+ \subseteq S_j(T^+) \quad \text{if} \quad 0 \leq j.
\]
(The indices here are different from [GZh19], where the convention $T_j := S_{m-j} T$ is used.)

These inclusions and the inductive hypothesis (for smaller $d$) give
\[
|S_j T| \leq |S_{j+1}(T^+) - S_{j+1}(T)|, \quad \Lambda^k_{m-j+1} |S_j T| \leq \Lambda^k_{m-j} |(S_j T)^+| \leq \Lambda^k_{m-j} |S_j(T^+)|
\]
Let $j_{\min} := \max(0, m - k_1 - \cdots - k_{d-1})$, $j_{\max} := \min(m, k_d)$. Then
\[
|T| = \sum_{j=j_{\min}}^{j_{\max}} |S_j T|.
\]
The restrictions on $j$ reflect that some slices of $V^k_m$ are empty. Suppose that we can find non-negative solutions $A_j, B_j \geq 0$ with $j_{\min} \leq j \leq j_{\max}$ to the equations

\begin{align}
\Lambda_{m+1}^k &= A_j + \Lambda_{m-j+1}^k B_j, \quad j_{\min} \leq j \leq j_{\max} \tag{4.12} \\
\Lambda_{m-j}^k B_j + A_{j-1} &= \Lambda_m^k, \quad j_{\min} < j \leq j_{\max} \tag{4.13} \\
\Lambda_m^k &= B_{j_{\min}} \Lambda_{m-j_{\min}}^k \tag{4.14} \\
A_{j_{\max}} &= \begin{cases} 
\Lambda_m^k & \text{if } m < k_d, \\
0 & \text{if } m \geq k_d.
\end{cases} \tag{4.15}
\end{align}

Then we can finish the proof by estimating

\[
\Lambda_{m+1}^k |T| = \sum_{j=j_{\min}}^{j_{\max}} (A_j + B_j \Lambda_{m-j+1}^k) |S_j T| 
\leq \sum_{j=j_{\min}}^{j_{\max}} |A_j S_{j+1}(T^+)| + \sum_{j=j_{\min}}^{j_{\max}} B_j \Lambda_{m-j}^k |S_j(T^+)| 
= \Lambda_m^k \sum_{j=j_{\min}}^{j_{max}} |S_j(T^+)| 
= \Lambda_m^k |T^+|.
\]

It remains to find positive solutions to the equations (4.12)–(4.15). There are more equations than unknowns, but this could have been expected, because we are comparing average densities of $T$ and $T^+$.

It is easy to verify that (4.12) and (4.13) hold for

\[
A_j = \frac{1}{\Lambda_{m-j}^k} (\Lambda_{m-j}^k \Lambda_{m+1}^k - \Lambda_{m-j+1}^k \Lambda_{m+1}^k + (\Lambda_{m+1}^k - \Lambda_m^k)(\Lambda_{m-j+1}^k + \cdots + \Lambda_m^k)), \tag{4.16} \\
B_j = \frac{1}{\Lambda_{m-j}^k} (\Lambda_{m+1}^k \Lambda_{m-j+1}^k - (\Lambda_{m+1}^k - \Lambda_m^k)(\Lambda_{m-j+1}^k + \cdots + \Lambda_m^k)) \tag{4.17}
\]

for $j_{\min} \leq j \leq j_{\max}$ (notice that the denominators in the above formulas do not vanish in this range of $j$’s).

**Proof of (4.14).** Notice that if $j_{\min} > 0$, then $\Lambda_{m-j_{\min}+1}^k = \cdots = \Lambda_{m+1}^k = 0$. Therefore, for any value of $j_{\min} \geq 0$, we obtain $\Lambda_{m-j_{\min}}^k = \Lambda_{m+1}^k$ and

\[
B_{j_{\min}} = \frac{1}{\Lambda_{m-j_{\min}}^k} \Lambda_{m-j_{\min}+1}^k \Lambda_m^k = \frac{\Lambda_m^k}{\Lambda_{m-j_{\min}}^k}. \tag*{□}
\]

**Proof of (4.15).** In the case $j_{\max} = m < k_d$ we have

\[
B_m = \frac{1}{\Lambda_{m-j_{\min}}^k} (\Lambda_{m+1}^k \Lambda_m^k - (\Lambda_{m+1}^k - \Lambda_m^k)(\Lambda_{m-j_{\min}+1}^k + \cdots + \Lambda_m^k)) 
= \frac{1}{\Lambda_{m-j_{\min}}^k} (\Lambda_{m+1}^k \Lambda_m^k - \Lambda_{m+1}^k (\Lambda_m^k - \Lambda_0^k)) = \frac{\Lambda_{m+1}^k}{\Lambda_1^k}.
\]

Hence, by (4.12) with $j = m$, we obtain $A_m = \Lambda_{m+1}^k - \Lambda_1^k B_m = \Lambda_{m+1}^k - \Lambda_{m+1}^k = \Lambda_m^k$, and this shows (4.15).

In the case $j_{\max} = k_d$ we compute

\[
\Lambda_{m-k_d+1}^k + \cdots + \Lambda_m^k = \Lambda_m^k - \Lambda_m^k - \cdots - \Lambda_m^k = \Lambda_{m+1}^k - \Lambda_{m+1}^k.
\]
Hence,
\[(4.19)\]
\[
B_{kd} = \frac{1}{\Lambda_{m-k_d}^k \Lambda_{m-k_d+1}^{k'}} (\Lambda_{m+1}^k \Lambda_{m-k_d}^k - \Lambda_{m+1}^{k'} \Lambda_{m-k_d}^{k'}) = \frac{1}{\Lambda_{m-k_d}^k \Lambda_{m-k_d+1}^{k'}} (\Lambda_{m+1}^k \Lambda_{m-k_d}^k - \Lambda_{m+1}^{k'}) = \frac{\Lambda_{m+1}^k}{\Lambda_{m-k_d+1}^{k'}}.
\]
By \((4.12)\) with \(j = k_d\), it follows that \(A_{kd} = 0\), and this shows \((4.15)\) also in this case.

**Proof of** \(B_j \geq 0\). The sequence \(B_j\) is the quotient of a monotonic sequence and a positive sequence. By \((4.14)\), we know \(B_{j_{\text{min}}} \geq 0\). From \((4.18)\) and \((4.19)\), we also see \(B_{j_{\text{max}}} \geq 0\). Hence \(B_j \geq 0\) for all \(j_{\text{min}} \leq j \leq j_{\text{max}}\).

**Proof of** \(A_j \geq 0\). We pass to \(A_j\) with \(j_{\text{min}} \leq j \leq j_{\text{max}}\) and compute
\[
\Lambda_{m-j}^k A_j = \Lambda_{m+1}^k (\Lambda_{m-j}^k + \cdots + \Lambda_{m-j+1}^k) - \Lambda_{m}^k (\Lambda_{m-j+1}^k + \cdots + \Lambda_{m+1}^k)
\]
\[
= \left(\sum_{a=0}^{k_d} \Lambda_{m+1-a}^k\right) \left(\sum_{b=0}^{j} \Lambda_{m-b}^k\right) - \left(\sum_{a=0}^{k_d} \Lambda_{m-a}^k\right) \left(\sum_{b=0}^{j} \Lambda_{m+1-a}^k\right).
\]
Canceling summands that appear both with plus and with minus, we obtain
\[
\Lambda_{m-j}^k A_j = \left(\sum_{a=j+1}^{k_d} \Lambda_{m+1-a}^k\right) \left(\sum_{b=0}^{j} \Lambda_{m-b}^k\right) - \left(\sum_{a=0}^{k_d} \Lambda_{m-a}^k\right) \left(\sum_{b=j+1}^{j} \Lambda_{m+1-a}^k\right).
\]
By Lemma 4.9, each summand is non-negative, so \(A_j \geq 0\).

We have verified that \((4.16)\) and \((4.17)\) are indeed positive solutions of the equations \((4.12)\)–\((4.15)\). This finishes the proof of Theorem 4.10.

**Corollary 4.11.** Let \(d \geq 1\), \(k = (k_1, \ldots, k_d) \in \mathbb{N}_{>0}^d\), and \(1 \leq l < l'\). Then, for every up-set \(B \subset \mathbb{N}^d\), we have
\[(4.20)\]
\[
|\mathcal{S}_l^k| |B \cap \mathcal{S}_l^k| \leq |\mathcal{S}_l^k| |B \cap \mathcal{S}_l^{k'}|.
\]
If \(\mathcal{V}_l^k \neq \emptyset\), then equality can only hold in \((4.20)\) in the following cases:

1. \(B \cap \mathcal{S}_l^k \in \{\emptyset, \mathcal{S}_l^k\}\), or
2. \(d = 2, 1 = k_1 < k_2, B = \uparrow\{(1,0)\}\), and \(l' \leq k_2\), or
3. \(d = 2, 1 = k_2 < k_1, B = \uparrow\{(0,1)\}\), and \(l' \leq k_1\).

Corollary 4.11 recovers [GZh19, Lemma 10.7], including the equality condition, upon setting \(k_1 = \cdots = k_d = l'\).

Before proving Corollary 4.11, let us give an informal outline. Theorem 4.10 tells that the density of \(B\) in \(\mathcal{V}_m^k\) increases with \(m\), and \((4.20)\) follows by averaging this statement. By the averaging argument, if \(B\) has equal densities in \(\mathcal{S}_l^k\) and \(\mathcal{S}_l^{k'}\) and the level set \(\mathcal{V}_l^k\) is non-empty, then \(B\) must have the same density in each level set \(\mathcal{V}_m^k\). The equality condition follows with this observation applied to \(m = 1, 2\).

**Proof.** We begin with the inequality \((4.20)\). We may assume \(B \cap \mathcal{S}_l^k \neq \emptyset\). Then also \(B \cap \mathcal{S}_{l'}^k \neq \emptyset\) for every \(l' > l\). Hence it suffices to consider the case \(l' = l + 1\), that is,
\[
(4.21)\]
\[
|B \cap \mathcal{S}_l^k| \leq \frac{|\mathcal{S}_l^k|}{|\mathcal{S}_{l+1}^k|} |B \cap \mathcal{S}_{l+1}^k|.
\]
Indeed, \((4.20)\) follows from \((4.21)\) applied \(l' - l\) times.

In proving \((4.21)\), we may assume \(\mathcal{V}_{l+1}^k \neq \emptyset\), since otherwise the left-hand side and the right-hand side coincide. Then also \(\mathcal{V}_{l''}^k \neq \emptyset\) for all \(0 \leq l'' \leq l + 1\). Let
\[
B_m := B \cap \mathcal{V}_m^k, \quad 0 \leq m \leq l + 1.
\]
Since \( B \) is an up-set, we have \( B_r \supseteq \mathcal{V}_r^k \cap \uparrow B_m \) for all \( 0 \leq m \leq r \leq l + 1 \). By Theorem 4.10, we obtain
\[
|B_m| \leq \frac{|\mathcal{V}_m^k|}{|\mathcal{V}_r^k|} |B_r|.
\]
Substituting \( r = l + 1 \) and summing these inequalities, we deduce
\[
|B \cap S^k| = \sum_{m=1}^l |B_m| \leq \sum_{m=1}^l \frac{|\mathcal{V}_m^k|}{|\mathcal{V}_{l+1}^k|} |B_{l+1}| = \frac{|\mathcal{S}^k|}{|\mathcal{S}_{l+1}^k|} (|B \cap \mathcal{S}^k_{l+1}| - |B \cap \mathcal{S}^k_l|).
\]
Rearranging, we obtain (4.21).

Next we verify the equality condition. We may assume \( l' \geq 2 \). If \( \mathcal{V}_{l'}^k \neq \emptyset \), then equality in 4.11 implies equality in each application of Theorem 4.10. In particular, \( |\mathcal{V}_{l'}^k||B_1| = |\mathcal{V}_{l'}^k||B_2| \).

Decompose \( d = i + i' + j + j' \), where \( i + i' = |\{m| k_m = 1\}| \), \( j + j' = |\{m| k_m > 1\}| \), \( i = |\{m| k_m = 1, e_m \in B\}| \), \( j = |\{m| k_m > 1, e_m \in B\}| \). Then
\[
|\mathcal{V}_1^k| = d = i + i' + j + j', \quad |\mathcal{V}_2^k| = \binom{d}{2} + j + j', \quad |B_1| = i + j, \quad |B_2| \geq \binom{d}{2} - \binom{i' + j'}{2} + j.
\]
Thus we obtain
\[
(4.22) \quad (i + j)\binom{d}{2} + j + j' \geq d\binom{d}{2} - \binom{i' + j'}{2} + j.
\]
We simplify this inequality as follows:
\[
(4.22) \iff 2(i + j)(j + j') \geq (i' + j')(d - 1) - d(i' + j')(i' + j' - 1) + 2jd
\]
\[
\iff 2(i + j) - 2j(i + i') \geq (i' + j')d(i + j)
\]
\[
\iff 2ij' - 2ji' \geq (i' + j')d(i + j).
\]
In the case \( ij' \neq 0 \) this implies \( d \leq 2 \), so in fact \( i = j' = 1 \) and \( i' = j = 0 \). Thus, up to interchanging coordinates, we are in the situation \( d = 2 \), \( k_1 = 1 \), \( k_2 > 1 \) of case 2. There are four possibilities for the set \( B_1 \) in this case, two of which are covered by case 1. It is easy to check the remaining two.

In the case \( ij' = 0 \) we obtain
\[
(i' + j')(i + j) = 0.
\]
In the case \( i' + j' = 0 \) we have \( B_1 = S^k_1 \). In the case \( i + j = 0 \) we have \( B_1 = \emptyset \). Since the densities of \( B \) in all level sets \( \mathcal{V}_l^k \) coincide, the conclusion follows. \( \square \)

4.4. Vandermode type matrix rank estimate. We are now in position to estimate the rank of the matrices that appear on the right-hand side of (4.3).

Lemma 4.12. Let \( d \geq 1 \), \( k \in \mathbb{N}^d \), \( 1 \leq l < l' \). Let \( A \subseteq S^k_l \). Then
\[
(4.23) \quad \text{rank}_{\mathbb{R}}(a^i)_{a \in A, i \in S^k_l} \geq \frac{|S^k_l|}{|S^k_l|} |A|.
\]
If \( \mathcal{V}_{l'}^k \neq \emptyset \), then equality in (4.23) can only hold in the following cases:
1. \( A \subseteq \{0, S^k_1\} \), or
2. \( d = 2 \), \( k_1 < k_2 \), and \( A = \{(0,1), \ldots, (0,l')\} \), or
3. \( d = 2 \), \( 1 = k_2 < k_1 \), and \( A = \{(1,0), \ldots, (l',0)\} \).

Proof. Let \( Q := |S^k_l| - \text{rank}_{\mathbb{R}}(a^i)_{a \in A, i \in S^k_l} \). Then there is a subspace \( W \subseteq \mathbb{R}S^k_l \) such that \( \dim W = Q \) and for every vector \( w \in W \) we have \( \sum_{i \in S^k_l} w_i a^i = 0 \) for every \( a \in A \). Choose a basis \( w_1, \ldots, w_d \) of \( W \) such that the indices
\[
b_q = \text{lex max}\{b \mid w_q,b \neq 0\}
\]
are pairwise distinct, where \( \text{lex max} \) denotes the maximum with respect to the lexicographic order on \( \mathbb{N}^d \). For each \( 1 \leq q \leq Q \) let \( f_q(x) := \sum_{i \in S^k_l} w_q,i x^i \). Then each polynomial \( f_q \) vanishes on \( A \) and also at \( \overline{0} \), since it lacks a constant term.
We construct sets \( R_{i+1:b} \) with which we will be able to apply Lemma 4.7. Fix \( \mathbf{b} = \mathbf{b}_q = (b_1, \ldots, b_d) \). For \( l = d, \ldots, 1 \) (in descending order) and
\[
(4.24) \quad n_d \in \mathbb{N} \setminus R_d, b, n_{d-1} \in \mathbb{N} \setminus R_{d-1,n_d:b}, \ldots, n_{l+1} \in \mathbb{N} \setminus R_{l+1,n_{l+2}, \ldots, n_d:b}
\]
define inductively \( R_{l,n_l, \ldots, n_d:b} \) to be the set of those \( n_l \in \mathbb{N} \) such that the coefficient of \( x_1^{b_1} \cdots x_{l-1}^{b_{l-1}} \) in \( f_{q_l}(x_1, \ldots, x_{l-1}, n_1, \ldots, n_d) \) vanishes.

Then, by downward induction on \( l \), one sees that, whenever (4.24) holds, the lexicographically leading power of the polynomial \( f_q(x_1, \ldots, x_{l-1}, n_1, \ldots, n_d) \) is \( (b_1, \ldots, b_l) \), and therefore \( |R_{l,n_l, \ldots, n_d:b}| \leq b_l \). This verifies hypothesis 1 of Lemma 4.7.

Let \( D := S^k_l \cup \{0\}, A := A \cup \{0\} \subset \mathbb{N}^d \), and \( B := (b_1, \ldots, b_Q) \subset S^k_l \subset \mathbb{N}^d \setminus \{0\} \).

Then hypothesis 2 of Lemma 4.7 holds with the sets \( R_{i+1:b} \) constructed above, since each \( f_q \) vanishes on \( A \). By Lemma 4.7, we obtain
\[
(4.25) \quad |A| + 1 = |A| \leq |D \setminus \uparrow B| = |S^k_l| + 1 - |S^k_l| \uparrow B|.
\]

By Corollary 4.11 and (4.25), we have
\[
(4.26) \quad Q = |B| \leq |S^k_l \setminus \uparrow B| \leq \frac{|S^k_l|}{|S^k_l|} |S^k_l \setminus \uparrow B| \leq \frac{|S^k_l|}{|S^k_l|} (|S^k_l| - |A|) = |S^k_l| - \frac{|S^k_l|}{|S^k_l|} |A|.
\]

Rearranging the inequality (4.26), we obtain (4.23). It remains to discuss the possible equality cases in (4.23).

Suppose that \( S^k_l \neq \emptyset \) and equality holds in (4.23). Then in the above proof equality holds in (4.26) and (4.25), and in particular we have equality in the above application of Corollary 4.11. We consider the possible equality cases in Corollary 4.11 separately.

In the case 1 of the equality condition in Corollary 4.11, we have \( \uparrow B \cap S^k_l \subset \emptyset \). In the subcase \( \uparrow B \cap S^k_l = \emptyset \) we have \( B = \emptyset \), so \( \text{rank}_\mathbb{R}(a)^{i_{a \in A, i \in S^k_l}} = |S^k_l| \), and, since we have equality in (4.23), this implies \( A = S^k_l \). In the subcase \( \uparrow B \cap S^k_l = S^k_l \) we have \( \mathcal{V}^0 \subset B \). By induction on \( j = 1, \ldots, d \) we see that for every \( a \in A \) we have \( a_j = 0 \). Hence \( A \subset \{0\} \), but on the other hand \( 0 \notin S^k_l \), so in fact \( A = \emptyset \). Thus both subcases fall in the case 1 of the equality condition in Lemma 4.12.

In the case 2 of the equality condition in Corollary 4.11, we have \( d = 2, 1 = k_1 < k_2, \uparrow B = \{(1, 0)\} \), and \( l' \leq k_2 \). We have to show that \( A \) has the form claimed in the case 2 of the equality condition of Lemma 4.12. In this case we have
\[
|D \setminus \uparrow B| = \{(0, 0), \ldots, (0, l')\} = l' + 1,
\]
and, since equality holds in (4.25), we obtain \( |A| = l' \). Since equality holds in (4.23), this implies
\[
|B| = Q = 2l - \text{rank}_\mathbb{R}(a)^{i_{a \in A, i \in S^k_l}} = 2l - \frac{|S^k_l|}{|S^k_l|} |A| = 2l - \frac{2l - 2l l'}{2l} = l.
\]

Since \( B \subset S^k_l \cap \uparrow \{(1, 0)\} \), this can only hold if \( B = S^k_l \cap \uparrow \{(1, 0)\} = \{(1, 0), \ldots, (1, l - 1)\} \), so we may assume \( b_0 = (1, q - 1) \) for \( 1 \leq q \leq Q \) and write \( f_q(a) = f_{q,0}(a_2) + a_1 f_{q,1}(a_2) \), where \( f_{q,0}, f_{q,1} \) are polynomials in one variable with \( \deg f_{q,0} \leq l \) and \( \deg f_{q,1} = q - 1 \).

Since \( f_{1,1} \) is a non-zero constant, for each \( a_2 \) we can have \( f_1(a_1, a_2) = 0 \) at most one value of \( a_1 \). Since \( f_1 \) vanishes on \( A \), this implies that for each \( a_2 \) there is at most one value of \( a_1 \) such that \( (a_1, a_2) \in A \). Since \( |A| = l' + 1 \) and \( A \subset S^k_l \), for each \( a_2 \in \{0, \ldots, l'\} \) there is in fact exactly one \( a_1 \in \{0, 1\} \) such that \( (a_1, a_2) \in A \). In the case \( a_2 = l' \) this implies \( (0, l') \in A \) since \( (1, l') \notin S^k_l \). Moreover, \( (0, 0) \in A \), since \( f_1(1, 0) = f_{1,0}(0) + f_{1,1}(0) = f_{1,1}(0) \neq 0 \).

We claim that \( f_{1,0} = 0 \). This will imply \( f_1(a_1, a_2) = f_{1,1}(a_2) \neq 0 \) for all \( a_2 \), so that \( (1, a_2) \notin A \), and therefore \( (0, a_2) \in A \) for all \( a_2 \in \{0, \ldots, l'\} \).

Since the polynomials \( f_{q,1} \) have distinct degrees, they form a basis of the space of polynomials of degree \( l \). Hence there is a basis \( \mathbf{f}_Q \) of the space spanned by \( \mathbf{f}_1, \ldots, \mathbf{f}_Q \) such that, writing \( \tilde{f}_q(a) = \tilde{f}_{q,0}(a_2) + a_1 \tilde{f}_{q,1}(a_2) \), the one-variable polynomial \( \tilde{f}_{q,1} \) is the Lagrange interpolation polynomial of degree \( l - 1 \) that vanishes on \( \{1, \ldots, l\} \setminus \{q\} \) and takes the value 1 at \( q \). It suffices to show that
each \( \tilde{f}_{q,0} \), which is a polynomial of degree \( \leq l \) in one variable, vanishes identically. We already know \( \tilde{f}_{q,0}(0) = \tilde{f}_{q,0}(l') = 0 \), since \( (0,0),(0,l') \in A \). Moreover, for each \( a_2 \in \{1, \ldots, l\} \setminus \{q\} \), we have either \((0,a_2) \in A\) or \((1,a_2) \in A\). Since \( \tilde{f}_{q,1}(a_2) = 0 \), in both cases we have \( \tilde{f}_{q,0}(a_2) = \tilde{f}_{q}(0,a_2) = \tilde{f}_{q}(1,a_2) = 0 \). Therefore, \( \tilde{f}_{q,0} \) vanishes on \( \{0, \ldots, l, l'\} \setminus \{q\} \). Since this set has cardinality \( l+1 \) and \( \tilde{f}_{q,0} \) has degree \( \leq l \), the polynomial \( \tilde{f}_{q,0} \) vanishes identically. This finishes the proof of the claim and shows that the equality condition 2 of Lemma 4.12 holds.

The case when the equality condition 3 of Corollary 4.11 holds is similar to the previous case.

**Proof of Theorem 4.1.** The condition (4.1) does not depend on the choice of a spanning set \( \{v_1, \ldots, v_H\} \) of \( V \). Hence, fixing a monomial order on \( \mathbb{N}^d \), we may assume that \( H = \dim V \) and the maximal indices of non-vanishing entries

\[
a_h := \max\{a \mid v_{h,a} \neq 0\}
\]

are pairwise distinct, where the maximum is taken with respect to the fixed monomial order. By Lemma 4.5, we obtain that the left-hand side of (4.1) is bounded below by

\[
\text{rank}_R(a^j_h)_{j \in D_h, 1 \leq h \leq H} = \text{rank}_R(a^j_h)_{j \in S^k, 1 \leq h \leq H}.
\]

Also, \( A = \{a_1, \ldots, a_H\} \subseteq D_k = S^k \) with \( l' := k \). By Lemma 4.12, the latter rank is bounded below by

\[
\frac{|S^k|}{|S^k|} |A| = \frac{|D_l|}{|D_k|} \text{dim } V.
\]

This shows (4.1).

Suppose that equality holds in (4.1). Since \( k \leq k_1 + \cdots + k_d \), we have \( Y^k \neq \emptyset \), so one of the equality conditions of Lemma 4.12 must hold.

If Condition 1 of Lemma 4.12 holds, then Condition 1 of Theorem 4.1 holds.

If Condition 2 of Lemma 4.12 holds, then we can repeat the above proof of the inequality (4.1) with the lexicographic order as the monomial order. If Condition 2 of Lemma 4.12 still holds, then we conclude that Condition 2 of Theorem 4.1 holds.

The case when Condition 3 of Lemma 4.12 holds is similar to the case when Condition 2 of Lemma 4.12 holds.

\[ \square \]

5. Lower bounds

In this section we substantiate the claim from Section 2 that the exponents \( \tilde{\Gamma}_D(p) \) defined in (2.1) coincide with the exponents \( \tilde{\gamma} \) defined in (1.6). This will follow from Corollary 5.3 and (5.14).

Recall that the exponents \( \tilde{\Gamma}_D(p) \) naturally appear in the proof of Theorem 1.1. The exponents \( \tilde{\gamma} \), which appear in the statement of Theorem 1.1, are the lower bounds suggested by the solution counting argument in [PPW13].

Let \( \mathcal{K}_{k,k} := \mathcal{K}(D(k, \leq k)) \). For a natural number \( d \geq 0 \) and \( k = (k_1, \ldots, k_d) \in \mathbb{N}^d_{>0} \), for \( k \geq 0 \) and \( 2 \leq p < \infty \), let

\[
\gamma_{k,k}(p) := \begin{cases} 0 & \text{if } d = 0 \text{ or } k = 0, \\ \max\left(\frac{d}{2}, d - \frac{k_{j,k}}{p}, \max_{1 \leq j \leq d} \gamma_{k(j),k}(p) + \frac{1}{p}\right) & \text{otherwise}, \end{cases}
\]

where \( k(j) = (k_1, \ldots, k_{j-1}, k_j, \ldots, k_d) \).

By [PPW13, Theorem 3.1] we have the lower bound

\[
J_s(X; D(k, \leq k)) \gtrsim X^{p \gamma_{k,k}(p)}
\]

on the number of solutions in (1.8), where \( p = 2s \).

Since \( \mathcal{K}_{k,1} = d \), by induction on \( d \) we obtain

\[
\gamma_{k,1}(p) = \max\left(\frac{d}{2}, d - \frac{d}{p}, \max_{1 \leq j \leq d} \gamma_{k(j),1}(p) + \frac{1}{p}\right) = d\left(1 - \frac{1}{p}\right).
\]
For $k \geq 1$ we have
\begin{equation}
K_{k,k} \geq K_{k,1} = d,
\end{equation}
so, by induction on $d$, we obtain
\begin{equation}
\gamma_{k,k}(2) = \max(\frac{d}{2}, d - \frac{K_{k,k}}{2}, \max_{1 \leq j \leq d} \gamma_{k(j),k}(2) + \frac{1}{2}) = \max(\frac{d}{2}, \max_{1 \leq j \leq d} \gamma_{k(j),k}(2) + \frac{1}{2}) = \frac{d}{2}.
\end{equation}

Abbreviating $\tilde{\Gamma}_{k,k} := \tilde{\Gamma}_{D(k,\leq k)}$, we obtain
\begin{equation}
\tilde{\Gamma}_{k,k}(p) = \begin{cases} 
0 & \text{if } d = 0 \text{ or } k = 0, \\
(d(1 - \frac{1}{p})) & \text{if } k = 1, \\
\max(\max_{1 \leq j \leq d} \tilde{\Gamma}_{k(j),k}(p) + \frac{1}{p}, \tilde{\Gamma}_{k,k-1}(\max(2, p \frac{K_{d,k-1}}{K_{d,k}}))) & \text{otherwise}.
\end{cases}
\end{equation}

By induction on $d$ and $k$, one sees that $\tilde{\Gamma}_{k,k}(2) = \frac{d}{2}$.

The upper bound (1.8) for the number of solutions of multidimensional Vino-gradov systems can only be consistent with the lower bound (5.2) if $\tilde{\Gamma} \geq \gamma$ for $p \in \{2, 4, 6, \ldots \}$. We will now show that this inequality in fact holds for all $p \geq 2$.

\textbf{Lemma 5.1.} For all $d, k \geq 0$ and $2 \leq p < \infty$, we have
\begin{equation}
\tilde{\Gamma}_{k,k}(p) \geq \gamma_{k,k}(p).
\end{equation}

\textit{Proof.} By definition (5.1), (5.3), and (5.5) we have equality in (5.7) if $d = 0$, or $k = 1$, or $p = 2$. In the other cases we proceed by induction on $k$. Let $d \geq 1$ and $k \geq 2$ and suppose that (5.7) is already known for smaller values of $k$ and $d$. In view of the recursive formulas (5.1) and (5.6) and the inductive hypothesis, it suffices to verify
\begin{equation}
d - \frac{K_{k,k}}{p} \leq \tilde{\Gamma}_{k,k-1}(\max(2, p \frac{K_{k,k-1}}{K_{k,k}})).
\end{equation}

If $p \frac{K_{k,k-1}}{K_{k,k}} \geq 2$, then by the inductive hypothesis we have
\[\tilde{\Gamma}_{k,k-1}(p \frac{K_{k,k-1}}{K_{k,k}}) \geq \gamma_{k,k-1}(p \frac{K_{k,k-1}}{K_{k,k}}) \geq d - \frac{K_{k,k-1}}{p \frac{K_{k,k-1}}{K_{k,k}}} = d - \frac{K_{k,k}}{p},\]
and this implies (5.8). If $p \frac{K_{k,k-1}}{K_{k,k}} < 2$, then (5.8) follows from
\[d - \frac{K_{k,k}}{p} < d - \frac{K_{k,k-1}}{2} \leq d - \frac{d}{2} = \frac{d}{2} = \tilde{\Gamma}_{k,k-1}(2).\]

In all our examples, we in fact have equality in (5.7). This relies on the following extension of [GZh19, Lemma 9.4].

\textbf{Lemma 5.2.} For every $d \geq 1$, $k \in \mathbb{N}_{\geq 0}$, $k \geq 2$, and $2 \leq p < \infty$, we have
\[\gamma_{k,k-1}(p) \leq \gamma_{k,k}(p).\]

\textbf{Corollary 5.3.} For every $d \geq 1$, $k \in \mathbb{N}_{\geq 0}$, $k \geq 0$, and $2 \leq p < \infty$ we have
\begin{equation}
\tilde{\Gamma}_{k,k}(p) = \gamma_{k,k}(p).
\end{equation}

\textit{Proof of Corollary 5.3.} We already know (5.9) if $d = 0$ or $k \leq 1$. We proceed by induction on $d$ and $k$. Let $d \geq 1$, $k \geq 2$, and suppose that the claim is known for smaller values of $d$ and $k$. In view of the lower bound (5.7), it remains to show
\[\tilde{\Gamma}_{k,k}(p) \leq \gamma_{k,k}(p).
\]

By the recursive formula (5.6) and the inductive hypothesis, this is equivalent to
\[\max(\max_{1 \leq j \leq d} \gamma_{k(j),k}(p) + \frac{1}{p}, \gamma_{k,k-1}(\max(2, p \frac{K_{k,k-1}}{K_{k,k}}))) \leq \gamma_{k,k}(p).\]
The first term on the left-hand side is \( \leq \gamma_{k,k}(p) \) by definition (5.1). In the second term we distinguish two cases. If \( p \frac{k_{k,k}}{K_{k,k}} \leq 2 \), then this term equals \( \frac{d}{2} \), and the claim follows by definition (5.1). Otherwise we can conclude by Lemma 5.2. \( \square \)

5.1. Reduction to monotonic \( k \). Before showing Lemma 5.2, we will obtain a more explicit description of \( \gamma_{k,k}(p) \). This quantity is invariant under permutations of entries of \( k \), and it will be convenient to bring \( k \) in a canonical order. This will be facilitated by the following result.

**Lemma 5.4.** Let \( d \geq 0 \) and \( k, k' \in \mathbb{N}_{>0}^d \) with \( k \leq k' \). Then, for every \( k \geq 0 \) and \( 2 \leq p < \infty \), we have

\[
\gamma_{k,k}(p) \geq \gamma_{k',k}(p).
\]

**Proof of Lemma 5.4.** We use induction on \( d \). For \( d = 0 \) both sides in (5.10) equal 0. Suppose now \( d > 0 \) and (5.10) is known with \( d \) replaced by \( d - 1 \). Recalling the definition (5.1), the claim (5.10) follows from \( K_{k,k} \leq K_{k',k} \) and \( k(j) \leq k'(j) \) for every \( 1 \leq j \leq d \). \( \square \)

**Corollary 5.5.** For \( d \geq 1 \) and \( k = (k_1, \ldots, k_d) \in \mathbb{N}_{>0}^d \) with \( k_1 \leq k_2 \leq \cdots \leq k_d \), we have

\[
\gamma_{k,k}(p) = \max\left( \frac{d}{2}, d - \frac{K_{k,k}}{p}, \gamma_{k',k}(p) + \frac{1}{p} \right),
\]

where \( k' = (k_1, \ldots, k_{d-1}) \).

So far we have finished the reduction to monotonic \( k \).

5.2. The case of monotonic \( k \). In the remaining part of this section we assume

\[
k_1 \leq k_2 \leq \ldots
\]

and abbreviate

\[
K_{d,k} := K(D((k_1, \ldots, k_d), \leq k)),
\]

\[
\gamma_{d,k}(p) := \gamma((k_1, \ldots, k_d), k)(p).
\]

Unwinding the recursion (5.11), we obtain

\[
\gamma_{d,k}(p) = \max\left( \frac{d}{2}, \max_{1 \leq j \leq d} \left( j + \frac{d - j}{p} - \frac{K_{j,k}}{p} \right) \right).
\]

By (5.4), for \( k \geq 1 \) and \( 1 \leq j \leq d/2 \) we have

\[
j + \frac{d - j}{p} - \frac{K_{j,k}}{p} \leq j + \frac{d - j}{p} - \frac{j}{p} = \left( d - 2j \right) \left( \frac{1}{p} - \frac{1}{2} \right) + \frac{d}{2} \leq \frac{d}{2},
\]

so that in fact

\[
\gamma_{d,k}(p) = \max\left( \frac{d}{2}, \max_{(d+1)/2 \leq j \leq d} \left( j + \frac{d - j}{p} - \frac{K_{j,k}}{p} \right) \right).
\]

**Proof of Lemma 5.2.** For \( k = 2 \), by (5.3), we have

\[
\gamma_{d,k}(p) = d - \frac{d}{p} = d - \frac{K_{d,2}}{p K_{d,2}} \leq \gamma_{d,2}(p K_{d,2}) K_{d,1} K_{d,1},
\]

where we have used (5.14) in the last step. In the remaining part of the proof we will assume \( k \geq 3 \).

By (5.14), it suffices to show that, for every integer \( (d + 1)/2 \leq j \leq d \), we have

\[
j + \frac{d - j}{p} - \frac{K_{j,k-1}}{p} \leq j + \frac{d - j}{p K_{j,k-1}} - \frac{K_{j,k}}{p K_{j,k-1}}.
\]

This is equivalent to

\[
(d - j) \left( \frac{K_{d,k}}{K_{d,k-1}} - 1 \right) \leq K_{j,k-1} \left( \frac{K_{d,k}}{K_{d,k-1}} - \frac{K_{j,k}}{K_{j,k-1}} \right).
\]
This trivially holds if \( j = d \), so we may assume \( j < d \). In this case necessarily \( d \geq 3 \) and \( j \geq 2 \).

Let \( \Lambda_{j,k} := \Lambda_{k_1, \ldots, k_j} \) denote the cardinality of the \( k \)-th level set as in (4.8). Using that \( K_{d,k} = K_{d,k-1} + k\Lambda_{d,k} \), we can reformulate (5.15) as

\[
(5.16) \quad (d-j)\left( \frac{\Lambda_{d,k}}{K_{d,k-1}} \right) \leq \Lambda_{j,k} \left( \frac{\Lambda_{d,k}}{K_{d,k-1}} - \frac{\Lambda_{j,k}}{K_{j,k-1}} \right).
\]

This is in turn equivalent to

\[
(5.17) \quad \frac{\Lambda_{j,k}}{K_{j,k-1} - (d-j)} \leq \frac{\Lambda_{d,k}}{K_{d,k-1}}.
\]

By downward induction on \( j \), the inequality (5.17) will follow from

\[
(5.18) \quad \frac{\Lambda_{j,k}}{K_{j,k-1} - (d-j)} \leq \frac{\Lambda_{j+1,k}}{K_{j+1,k-1} - (d-(j+1))}
\]

for \( (d+1)/2 \leq j < d \). The inequality (5.18) can be equivalently written as

\[
(5.19) \quad K_{j,k-1}\Lambda_{j+1,k} - K_{j+1,k-1}\Lambda_{j,k} \geq (d-j)\Lambda_{j+1,k} - (d-j-1)\Lambda_{j,k}.
\]

Expanding \( K \) on the left-hand side and using the recursive formula (4.9) on the right-hand side, we write (5.19) as

\[
(5.20) \quad \sum_{l=1}^{k-1} l \cdot (\Lambda_{j+1,k}\Lambda_{j,l} - \Lambda_{j,k}\Lambda_{j+1,l}) \geq \Lambda_{j,k} + (d-j)(\Lambda_{j,k-1} + \cdots + \Lambda_{j,k-2j+1}).
\]

By (4.9) and Lemma 4.9, each summand on the left-hand side of (5.20) is non-negative:

\[
(5.21) \quad \Lambda_{j+1,k}\Lambda_{j,l} - \Lambda_{j,k}\Lambda_{j+1,l} = \sum_{i=0}^{k_{j+1}} \Lambda_{j,k-i}\Lambda_{j,l} - \Lambda_{j,k}\Lambda_{j,l-i} \geq 0.
\]

We were able to apply Lemma 4.9 since \( k \geq \max(l,k-i) \). Using (5.21) and \( k \geq 3 \), the estimate (5.20) will follow from

\[
(5.22) \quad \sum_{l=1}^{2} l \cdot (\Lambda_{j+1,k}\Lambda_{j,l} - \Lambda_{j,k}\Lambda_{j+1,l}) \geq \Lambda_{j,k} + (d-j)(\Lambda_{j,k-1} + \cdots + \Lambda_{j,k-2j+1}).
\]

The \( l = 1 \) term on the left-hand side of (5.22) equals

\[
(5.23) \quad \Lambda_{j+1,k}\Lambda_{j,1} - \Lambda_{j,k}\Lambda_{j+1,1} = (\Lambda_{j,k} + \cdots + \Lambda_{j,k-2j+1})j - \Lambda_{j,k}(j+1)
\]

\[
= (\Lambda_{j,k-1} + \cdots + \Lambda_{j,k-2j+1})j - \Lambda_{j,k}.
\]

Thus, since \( 2j - d \geq 1 \), (5.22) will follow from

\[
(5.24) \quad 2(\Lambda_{j+1,k}\Lambda_{j,2} - \Lambda_{j,k}\Lambda_{j+1,2}) \geq 2\Lambda_{j,k} - (\Lambda_{j,k-1} + \cdots + \Lambda_{j,k-2j+1}).
\]

We distinguish two cases:

Case I: \( k_{j+1} \geq 2 \). Expanding the left-hand side of (5.24) using (4.9), we see that (5.24) will follow from

\[
(5.25) \quad 2 \sum_{m=0}^{2} (\Lambda_{j,k-m}\Lambda_{j,2} - \Lambda_{j,k}\Lambda_{j,2-m}) \geq 2\Lambda_{j,k} - 2\min(\Lambda_{j,k-1}, \Lambda_{j,k-2}).
\]

The terms \( m = 0,1 \) on the left-hand side of (5.25) are non-negative by Lemma 4.9. Hence it suffices to show

\[
(5.26) \quad \Lambda_{j,k-2}\Lambda_{j,2} - \Lambda_{j,k}\Lambda_{j,0} \geq \Lambda_{j,k} - \min(\Lambda_{j,k-1}, \Lambda_{j,k-2}),
\]

which can be written as

\[
(5.27) \quad \Lambda_{j,k-2}\Lambda_{j,2} - \Lambda_{j,k}\Lambda_{j,0} \geq 2\Lambda_{j,k} - \min(\Lambda_{j,k-1}, \Lambda_{j,k-2}).
\]

The inequality (5.27) can be verified by a double counting argument. Indeed, \( \Lambda_{j,k} \) counts the number of ways to write \( k = |a| \) with \( a \preceq k \). Each such \( a \) can be written as \( a = a' + a'' \) with \( |a'| = k - 2 \) and \( |a''| = 2 \). Those \( a \) with at least two non-zero entries have at least two such decompositions (since \( k \geq 3 \)). Those \( a \) with only one
non-zero entry have exactly one such decomposition, but the number of such \( a \) is bounded by \( \min(\Lambda_{j,k-1}, \Lambda_{j,k-2}) \) (again since \( k \geq 3 \)). On the other hand, the total number of decompositions is counted by the left-hand side of (5.27). This finishes the proof of (5.24) in Case I.

Case II: \( k_{j+1} = 1 \). In this case, by (4.9), the inequality (5.24) is equivalent to

\[
(5.28) \quad l \cdot (\Lambda_{j,k-1} \Lambda_{j,l} - \Lambda_{j,k} \Lambda_{j,l-1}) \geq 2\Lambda_{j,k} - \Lambda_{j,k-1}, \quad l = 2.
\]

Since \( k_{j+1} = 1 \), by (5.12) also \( k_1 = \cdots = k_j = 1 \). We may assume \( k \leq j \), since otherwise \( \Lambda_{j,k} = 0 \), so the right-hand side of (5.24) is negative and we can conclude by (5.21). In this case we have \( \Lambda_{j,k} = \binom{j}{k} \) for all pairs of arguments \((j,k)\) that we use. Hence we can write the left-hand side of the required inequality (5.28) in the form

\[
(5.29) \quad l \cdot \left( \binom{j}{k-1} \binom{j}{l} - \binom{j}{k} \binom{j}{l-1} \right) = \binom{j}{k} \binom{j}{l-1} \left( \frac{k(j-l+1)}{j-k+1} - l \right)
\]

and the right-hand side of (5.28) in the form

\[
2 \binom{j}{k} - \binom{j}{k-1} = \binom{j}{k} (2 - \frac{k}{j-k+1}) = \frac{1}{j-k+1} \binom{j}{k} (2(j-k+1) - k).
\]

Hence the claim (5.28) reduces to

\[
\binom{j}{l-1} (k-l)(j+1) \geq 2(j+1) - 3k,
\]

which is a valid inequality for \( l = 2 \) and \( 3 \leq k \leq j \). This finishes the proof of (5.24) in Case II. \( \square \)

APPENDIX A. \( \ell^2 L^p \) decoupling

Let us call an estimate for \( \mathcal{D} \text{ec}(\mathcal{D}, p, q, \delta) \) an \( \ell^q L^p \) decoupling inequality. Theorem 1.1 is an \( \ell^p L^p \) decoupling inequality. While sharp \( \ell^p L^p \) decoupling inequalities are adequate for counting solutions of Diophantine equations, they can be sometimes strengthened to \( \ell^2 L^p \) decoupling inequalities, as in the case of the paraboloid [BD15] and the moment curve [Woo17b; BDG16]. In these cases the sharp \( \ell^p L^p \) inequalities follow from the sharp \( \ell^2 L^p \) inequalities by an application of Hölder’s inequality in the sum over \( \mathcal{P}(\delta) \).

In this section we indicate how our argument yields the following \( \ell^2 L^p \) decoupling inequality:

\[
(\ref{eq:dec_ell_2.lp}) \quad \mathcal{D} \text{ec}(\mathcal{D}, p, 2, \delta) \lesssim \delta^{-\tilde{\Gamma}_\mathcal{D}^{(2)}(p) - \epsilon},
\]

where \( \tilde{\Gamma}_\mathcal{D}^{(2)} \) is defined by the recursive relations

\[
(\ref{eq:gamma_ell_2.lp}) \quad \tilde{\Gamma}_\mathcal{D}^{(2)}(p) := \begin{cases} 
0 & \text{if } d = 0 \text{ or } k = 0, \\
\frac{d}{2} (1 - \frac{1}{p}) & \text{if } k = 1, \\
\max \{ \max_{1 \leq j \leq d} \tilde{\Gamma}_\mathcal{D}^{(2)}(p, j) + \frac{1}{2}, \tilde{\Gamma}_\mathcal{D}^{(2)}(p, d) \} & \text{otherwise},
\end{cases}
\]

Note that \( \tilde{\Gamma}_\mathcal{D}^{(2)}(p) \geq \tilde{\Gamma}_\mathcal{D}(p) \), so in general one expects better estimates in (1.8) from using \( \ell^p L^p \) decoupling rather than \( \ell^2 L^p \) decoupling. However, in dimension \( d = 1 \) it turns out that \( \tilde{\Gamma}_\mathcal{D}^{(2)}(p) = \tilde{\Gamma}_\mathcal{D}(p) \), and in fact we recover the result in [BDG16].

Most arguments in Sections 2, 3, and 4 work equally well when we consider \( \ell^2 L^p \) decoupling, upon replacing all \( \ell^p \) sums by \( \ell^2 \) sums. There are only two substantial changes:

1. Proposition 2.19 is applied with \( q = 2 \) rather than \( q = p \). This leads to \( 1/p \) being replaced by \( 1/2 \) in \( (2.25) \), and this in turn effects the change of the exponent \( (2.1) \) to \( (A.2) \).
(2) The ball inflation Lemma 3.1 has to be replaced by the more general Corollary A.1 below.

**Corollary A.1** (Ball inflation, ℓ^q version). *In the setting of Lemma 3.1, let 1 ≤ q ≤ t < ∞. Then*

\[
(A.3) \quad L^p_{x \in B} \prod \ell^q_{J \in P(R_i, \rho)} \| f_J \|_{L^t(w_{B(x, \rho^{-1})})} \lesssim \nu^{-m/\ell(tnk)} \prod \ell_{J \in P(R_i, \rho)} \| f_J \|_{L^t(w_{B})}.
\]

*Proof.* We use a dyadic pigeonholing argument from [BD15]. Partition

\[
\mathcal{P}(R_i, \rho) = \bigcup_{k=0}^{\lfloor \log_+ \rho \rfloor} \mathcal{J}_{i,k},
\]

where

\[
\mathcal{J}_{i,k} := \{ J \in \mathcal{P}(R_i, \rho) \mid C^{-k-1} < \frac{\| f_J \|_{L^t(w_{B})}}{\max_{J' \in \mathcal{P}(R_i, \rho)} \| f_{J'} \|_{L^t(w_{B})}} \leq C^{-k}\}
\]

with a large constant C. It suffices to show

\[
(A.4) \quad L^p_{x \in B} \prod \ell^q_{J \in J_{i,k}} \| f_J \|_{L^t(w_{B(x, \rho^{-1})})} \lesssim \nu^{-m/\ell(tnk)} \prod \ell^q_{J \in J_{i,k}} \| f_J \|_{L^t(w_{B})}
\]

for every choice of k_1, ..., k_M ∈ \{0, ..., [\log_+ \rho], \infty\}.

Since q ≤ t, by Hölder’s inequality the left hand side of (A.4) is at most

\[
(A.5) \quad \left( \prod |J_{i,k_i}|^{1/2} \right) L^p_{x \in B} \prod \ell^q_{J \in J_{i,k_i}} \| f_J \|_{L^t(w_{B(x, \rho^{-1})})}.
\]

By Lemma 3.1, this is dominated by

\[
\left( \prod |J_{i,k_i}|^{1/2} \right) \nu^{-m/\ell(tnk)} \prod \ell^q_{J \in J_{i,k_i}} \| f_J \|_{L^t(w_{B})}.
\]

It remains to observe that, by definition of J_{i,k}, we have

\[
|J_{i,k_i}|^{1/2} \ell_{J \in J_{i,k_i}} \| f_J \|_{L^t(w_{B})} \lesssim \ell_{J \in P(R_i, \rho)} \| f_J \|_{L^t(w_{B})}
\]

for every k. Indeed, for k ≠ ∞ this holds because all summands have comparable size, while for k = ∞ this holds because each summand on the left-hand side is bounded by C^{−\log_+ \rho} times the largest summand on the right-hand side, and the number of summands on the left-hand side is bounded by C^{\log_+ \rho} if C is large enough. \(\square\)

**APPENDIX B. DECOUPLING FOR K = 1: L^2 ORTHOGONALITY**

Let 2 ≤ p ≤ ∞ and δ ∈ (0, 1]. For every θ ∈ \mathcal{P}(δ), let \( f_\theta : \mathbb{R}^d \to \mathbb{C} \) be a function with supp \( f_\theta \subseteq θ \). In this section we will prove

\[
(B.1) \quad \left\| \sum_{\theta \in \mathcal{P}(\delta)} f_\theta \right\|_{L^p(w_{B})} \lesssim_p \delta^{-d(1-\frac{1}{p})} \left( \sum_{\theta \in \mathcal{P}(\delta)} \| f_\theta \|_{L^p(w_{B})}^2 \right)^{1/2}
\]

for every ball B of radius \( \delta^{-1} \). This implies the case k = 1 of Theorem 1.1, because the normalized \( L^2 \) norm is bounded by the normalized \( L^p \) norm.

Let \( \psi, \theta : \mathbb{R}^d \to \mathbb{C} \) be Schwartz functions with \( 1_{B(0,10)} \leq \hat{\psi} \leq 1_{B(0,20)}, \ |\theta| \geq 1_{B(0,1)}, \) and supp \( \hat{\theta} \subset B(0,C) \). Define \( \psi_\theta \) by \( \hat{\psi}_\theta(ξ) = \hat{\psi}(ξ^{-1}(ξ - c_\theta)) \), with \( c_\theta \) being the center of the cube \( \theta \). We will prove that

\[
(B.2) \quad \left\| \sum_{\theta \in \mathcal{P}(\delta)} F_\theta * \psi_\theta \right\|_{L^p(w_{B})} \lesssim_p \delta^{-d(1-\frac{1}{p})} \left( \sum_{\theta \in \mathcal{P}(\delta)} \| F_\theta \|_{L^p(w_{B})}^2 \right)^{1/2}
\]

for arbitrary functions \( F_\theta \). By complex interpolation, it suffices to consider only \( p = 2 \) and \( p = \infty \). The case \( p = \infty \) follows from the Cauchy–Schwarz inequality. To prove the case \( p = 2 \), by Lemma 2.9, it suffices to prove

\[
(B.3) \quad \left\| \sum_{\theta \in \mathcal{P}(\delta)} F_\theta * \psi_\theta \right\|_{L^2(B)} \lesssim \left( \sum_{\theta \in \mathcal{P}(\delta)} \| F_\theta \|_{L^2(w_{B})}^2 \right)^{1/2}.
\]
By definition of $\theta$, we have
\begin{equation}
\left\| \sum_{\theta \in \mathcal{P}(\delta)} F_\theta \ast \psi_\theta \right\|_{L^2(B)} \leq \left\| \sum_{\theta \in \mathcal{P}(\delta)} (F_\theta \ast \psi_\theta) \theta_B \right\|_{L^2_\delta(\mathbb{R}^d)},
\end{equation}
where $\theta_B(x) := \theta(x - c_B x / r_B)$, with $c_B$ and $r_B$ being the center and the radius of $B$, respectively. The summands on the right-hand side have boundedly overlapping Fourier supports, with bound independent of $\delta$. Hence, by $L^2$ orthogonality, the right-hand side can be bounded by
\begin{equation}
\left( \sum_{\theta \in \mathcal{P}(\delta)} \left\| (F_\theta \ast \psi_\theta) \theta_B \right\|_{L^2(\mathbb{R}^d)}^2 \right)^{1/2}.
\end{equation}
This can be in turn estimated by the right-hand side of (B.3) for every $E < \infty$.
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