Abstract

Recent studies have shown that robustness to adversarial attacks can be transferred across networks. In other words, we can make a weak model more robust with the help of a strong teacher model. We ask if instead of learning from a static teacher, can models “learn together” and “teach each other” to achieve better robustness? In this paper, we study how interactions among models affect robustness via knowledge distillation. We propose mutual adversarial training (MAT), in which multiple models are trained together and share the knowledge of adversarial examples to achieve improved robustness. MAT allows robust models to explore a larger space of adversarial samples, and find more robust feature spaces and decision boundaries. Through extensive experiments on CIFAR-10 and CIFAR-100, we demonstrate that MAT can effectively improve model robustness and outperform state-of-the-art methods under white-box attacks, bringing ∼8% accuracy gain to vanilla adversarial training (AT) under PGD-100 attacks. In addition, we show that MAT can also mitigate the robustness trade-off among different perturbation types, bringing as much as 13.1% accuracy gain to AT baselines against the union of $l_\infty$, $l_2$ and $l_1$ attacks. These results show the superiority of the proposed method and demonstrate that collaborative learning is an effective strategy for designing robust models.

1 Introduction

In recent years, we have witnessed the great success of deep neural networks (DNNs) in various fields of artificial intelligence including computer vision [20], speech recognition [15], and robot control [26]. Despite their superior performance, DNNs are shown to be vulnerable to adversarial attacks that add imperceptible manipulations to inputs [5, 6, 9, 12, 17, 21, 23, 24, 25, 26].
Table 1: Comparisons of KD-based defenses. "Robust" means the model is trained with adversarial examples and "Natural" means the model is trained with natural examples.

| Method      | Teacher Model | Student Model | Form of KD | Multi-Perturbations |
|-------------|---------------|---------------|------------|---------------------|
| DD [32]     | Natural       | Natural       | Offline    | ×                    |
| ARD [11]    | Robust        | Robust        | Offline    | ×                    |
| ACT [1]     | Natural       | Robust        | Online     | ×                    |
| MAT (Ours)  | Robust        | Robust        | Online     | ✓                    |

This poses a huge challenge in security critical applications such as autonomous driving and medicine.

To enhance model robustness against adversarial attacks, many defense methods have been proposed including empirical [18, 27, 32, 37, 44, 46] and certifiable defenses [8, 23, 24, 25, 33, 38]. Adversarial training (AT) [28] is considered to be one of the most effective algorithms for adversarial defenses. There have been many works for improving adversarial training by using different loss functions, such as ALP [18], TRADES [46], and MART [44]. However, they only train one model without considering the synergy of a network cohort. In addition, most defense methods focus on a single perturbation type, which can be vulnerable to unseen perturbation types [29, 40]. For example, models adversarially trained on $l_\infty$-bounded adversarial examples can be vulnerable to $l_1$ and $l_2$-bounded attacks.

Knowledge distillation (KD) [16] is a well-known method for transferring knowledge learned by one model to another. There are many forms of KD [43] including offline KD, where the teacher models are pretrained and the students learn from static teachers [16], and online KD, where a group of student models learn from peers’ predictions [13, 39, 47]. Several techniques based on KD have been proposed for adversarial defenses [1, 7, 11, 32]. [11] demonstrates that robustness can be transferred among models through KD and [7] shows that KD can help mitigate robust overfitting. Table 1 summarizes the differences among KD-based defenses. We argue that current KD-based defenses are sub-optimal in terms of improving adversarial robustness. Defensive distillation (DD) trains a natural model with another natural model as the teacher, which cannot provide strong robustness as both the teacher and student are not adversarially trained, and it is broken by [4]. Adversarially robust distillation (ARD) [11] trains a robust model with another robust model as the teacher to distill the robustness of a large network onto a smaller student, which relies on the existence of strong teacher models, and the improvement of the student model is limited as the teacher is fixed. Adversarial concurrent training (ACT) [1] trains a natural and a robust model jointly in an online KD manner to align the feature space of both. However, since natural models and robust models learn fundamentally different features [42], aligning the feature space of a robust model with a natural model may result in degraded robustness.

In this paper, we propose Mutual Adversarial Training (MAT) that allows models to share their knowledge of adversarial robustness and teach each other to be more robust. Unlike previous KD-based defenses, we train a group of robust models simultaneously, and each network not only learns from ground-truth labels as in standard AT, but also the soft labels from peer networks that encode peers’ knowledge for defending adversarial attacks to achieve stronger robustness. The architecture of MAT is shown in Fig. 1.

MAT improves model robustness through many aspects: 1) MAT inherits the benefits of KD, such as improving generalization [10] and reducing robust overfitting [7]. 2) MAT creates a positive feedback loop of increasing model robustness. Each network serves as a robust teacher to provide semantic-aware and discriminative soft labels to its peers. By learning from strong peers, a network becomes more robust, which in turn improves the ro-
Figure 1: Mutual adversarial training (MAT) architecture. $x$ is a clean image, $x_{\theta_1}^{adv}$ is the adversarial image of network $h_1$, and $x_{\theta_2}^{adv}$ is the adversarial image of network $h_2$.

3) **MAT allows robust models to explore a larger space of adversarial samples, and find more robust feature spaces and decision boundaries jointly.** The adversarial examples of each model forms a subspace of adversarial inputs, and the predictions of each model encode information about its decision boundary and adversarial subspace. In MAT, each model not only learns from its own adversarial examples, but also receives information about peers’ adversarial examples through the soft labels. In this way, each model needs to consider a larger space of adversarial samples, and find a feature space and decision boundary that not only work well on its own adversarial examples but also on peers’ adversarial examples, which encourages solutions that are more robust and generalizable.

To summarize, in this paper we propose a novel KD-based adversarial training algorithm named MAT. MAT is a general framework for boosting adversarial robustness of any network without the need for strong teacher models. We further extend MAT for defending against multiple perturbation types (MAT-MP) by exploiting the transferability of adversarial robustness, and propose several training strategies for training MAT-MP. Our extensive experiments show that MAT brings significant robustness improvements to AT baselines and outperforms state-of-the-art methods for both single and multiple perturbations.

## 2 Mutual Adversarial Training

### 2.1 Our Framework

In this paper, we consider the $K$-class ($K \geq 2$) image classification problem. We have image and label tuples $(x,y)$ drawn from an underlying data distribution $\mathcal{D}$, where $x \in \mathbb{R}^d$ is a natural image, $y = \{1, \cdots, K\}$ is its corresponding class label. We formulate the proposed mutual adversarial training algorithm with a cohort of two networks $h_1(\cdot; \theta_1)$ and $h_2(\cdot; \theta_2)$.

To train a robust $h_1$, we minimize the classification loss on the adversarial examples as in adversarial training. The AT loss is then defined as:

$$\mathcal{L}_{AT_1} = \mathcal{L}_C(p_1(x_{\theta_1}^{adv}), y),$$ (1)
where \( p_1 \) is the output probability of \( h_1 \), \( \mathcal{L}_C \) is a classification loss, and \( x_{\text{adv}}^{\theta_1} \) is an adversarial example crafted for \( h_1 \), \( x_{\text{adv}}^{\theta_1} = x + \arg \max_{\delta \in S} \mathcal{L}_C(p_1(x + \delta), y) \). For \( \mathcal{L}_C \), we use the boosted cross entropy loss as in MART [34], which uses a margin term to improve the decision margin of the classifier: \( \mathcal{L}_C(p(x), y) = -\log(p(x)_y) - \log(1 - \max_{k \neq y} p(x)_k) \).

To boost the robustness of \( h_1 \), we use the peer network \( h_2 \) to provide its knowledge of robustness to \( h_1 \). Specifically, we use the KD loss to guide the prediction of \( h_1 \):

\[
\mathcal{L}_{\text{KD}} = D_{\text{KL}}(p_2(x) \| p_1(x_{\text{adv}}^{\theta_1})),
\]

where \( D_{\text{KL}}(\cdot \| \cdot) \) is the Kullback–Leibler (KL) divergence and \( p_2 \) is the output probability of \( h_2 \). Note that we use the clean image \( x \) as the input to \( h_2 \) to generate the soft label \( p_2 \) because adversarial examples can mislead \( h_2 \) to generate wrong predictions. The KD loss aligns the feature spaces and decision boundaries of MAT models and allows them to find robust features and decision boundaries jointly. Similarly, we define \( \mathcal{L}_{\text{AT}} \) and \( \mathcal{L}_{\text{KD}} \) for \( h_2 \):

\[
\mathcal{L}_{\text{AT}} = \mathcal{L}_C(p_2(x_{\text{adv}}^{\theta_2}), y), \quad \mathcal{L}_{\text{KD}} = D_{\text{KL}}(p_1(x) \| p_2(x_{\text{adv}}^{\theta_2})),
\]

where \( x_{\text{adv}}^{\theta_2} \) is an adversarial example crafted for \( h_2 \), \( x_{\text{adv}}^{\theta_2} = x + \arg \max_{\delta \in S} \mathcal{L}_C(p_2(x + \delta), y) \).

The overall loss function for MAT is:

\[
\mathcal{L}_{\text{MAT}} = (1 - \alpha)(\mathcal{L}_{\text{AT}} + \mathcal{L}_{\text{AT}}) + \alpha(\mathcal{L}_{\text{KD}} + \mathcal{L}_{\text{KD}}),
\]

where \( \alpha \) is a hyper-parameter that controls the trade-off between learning from ground-truth labels and the peer network. The MAT algorithm for the case of two classifiers is summarized in Alg. 1.

The extension of MAT to larger student cohorts is straightforward. Consider \( N \ (N \geq 2) \) networks \( h_n(\cdot; \theta_n) (n = 1, \cdots, N) \), the loss function of MAT becomes:

\[
\mathcal{L}_{\text{MAT}} = (1 - \alpha)\mathcal{L}_{\text{AT}} + \frac{\alpha}{M - 1} \mathcal{L}_{\text{KD}},
\]

where \( \mathcal{L}_{\text{AT}} = \sum_{n=1}^{N} \mathcal{L}_C(p_n(x_{\text{adv}}^{\theta_n}), y) \), and \( \mathcal{L}_{\text{KD}} = \sum_{n=1}^{N} \sum_{m \neq n} D_{\text{KL}}(p_m(x) \| p_n(x_{\text{adv}}^{\theta_n})) \).

### 2.2 Defense against Multiple Perturbations

In this section, we demonstrate how MAT can improve robustness to multiple perturbations. Previous methods [34, 35] attempt to improve model robustness against multiple perturbations by augmenting the training data. We take a different approach by transferring the robustness of specialist models to a single model, which complements previous methods and achieves better performance.

Given \( M \ (M \geq 2) \) different perturbation types, since it is difficult for a single model to be robust to all perturbations, we train an ensemble of \( M + 1 \) networks including one generalist network \( h_0(\cdot; \theta_0) \) and \( M \) specialist networks \( h_1(\cdot; \theta_1), h_2(\cdot; \theta_2), \cdots, h_M(\cdot; \theta_M) \). Each specialist network is responsible for learning to defend against a specific perturbation and learns from peer networks to boost its robustness. The loss for training specialist networks \( h_m \ (1 \leq m \leq M) \) is defined as:

\[
\mathcal{L}_m = (1 - \alpha)\mathcal{L}_C(p_m(x_{\text{adv}}^{\theta_m}), y) + \frac{\alpha}{M} \sum_{n \neq m} D_{\text{KL}}(p_n(x) \| p_m(x_{\text{adv}}^{\theta_m})),
\]
where $x_{adv}^{θ_m}$ is an adversarial example of $h_m$ generated by the $m$-th attack model.

The generalist network $h_0$ learns to defend against all perturbations with the help of specialist networks. Specifically, when classifying adversarial examples generated by the $m$-th attack model, the generalist compares its prediction with ground-truth labels, as well as the predictions of the $m$-th specialist model $h_m$ that specializes in this attack. In this way, the generalist is able to consider the decision boundaries of different perturbations and find an optimal one that is robust to the union of multiple perturbations.

We propose three strategies for training the generalist $h_0$:

1) MAT-AVG: we train $h_0$ with the average loss on all perturbations at each iteration. The loss for training the generalist network $h_0$ in MAT-AVG is defined as:

$$L_0 = \frac{1}{M} \sum_{m=1}^{M} \left[ (1 - α) L_C(p_0(x_{adv}^{θ_0}), y) + α D_{KL}(p_m(x) \mid\mid p_0(x_{adv}^{θ_0})) \right],$$

where $x_{adv}^{θ_0}$ is an adversarial example of $h_0$ generated by the $m$-th attack model.

2) MAT-MAX: we train $h_0$ with the worse perturbation only. The loss for training the generalist network $h_0$ in MAT-MAX is defined as:

$$L_0 = (1 - α) L_C(p_0(x_{adv}^{θ_0}), y) + α D_{KL}(p_k(x) \mid\mid p_0(x_{adv}^{θ_0})),$$

where $k = \text{arg}\max_m L_C(p(x_{adv}^{θ_0}), y)$.

3) MAT-MSD: we train $h_0$ using MSD [29] adversarial examples. Since MSD incorporates multiple perturbation models into a single attack, $h_0$ learns from all the specialists at each iteration. The loss for training the generalist network $h_0$ in MAT-MSD is defined as:

$$L_0 = \frac{1}{M} \sum_{m=1}^{M} \left[ (1 - α) L_C(p_0(x_{adv}^{θ_0}_{MSD}), y) + α D_{KL}(p_m(x) \mid\mid p_0(x_{adv}^{θ_0}_{MSD})) \right],$$

where $x_{adv}^{θ_0}_{MSD}$ is the MSD adversarial example generated for $h_0$. 
The total loss of Mutual Adversarial Training for Multiple Perturbations (MAT-MP) is the sum of all networks:
\[
L_{\text{MAT-MP}} = \sum_{m=0}^{M} L_m. \tag{10}
\]

3 Experiments and Results

3.1 Implementation Details

We evaluate the robustness of the proposed methods on CIFAR-10 and CIFAR-100 \[19\]. All images are normalized into \([0, 1]\), and data augmentations are used during training including random horizontal flipping and 32×32 random cropping with 4-pixel padding. We use ResNet-18 \[14\] and WideResNet-34-10 (WRN-34-10) \[45\] networks and train them with SGD optimizers with a batch size of 128 for 120 epochs. For ResNet-18, we set the initial learning rate to 0.01, momentum to 0.9 and weight decay to \(3 \times 10^{-3}\). For WRN-34-10, we set the initial learning rate to 0.1, momentum to 0.9 and weight decay to \(7 \times 10^{-4}\). The learning rate drops by 0.1 at the 75-th, 90-th and 100-th epochs.

3.2 Defense against Single Perturbation

3.2.1 Settings

In this section, we evaluate the effectiveness of MAT against a single perturbation. We consider the popular \(l_\infty\) attacks with \(\varepsilon = 8/255\). During training, we use PGD \[28\] to generate adversarial examples with step \(K = 10\) and step size \(\eta = 0.007\). We use a cohort of two networks in MAT. We set \(\alpha = 0.6\) for CIFAR-10 and \(\alpha = 0.45\) for CIFAR-100.

3.2.2 Comparisons with state-of-the-art

We compare the performance of MAT trained models with state-of-the-art defenses including MART \[44\] and TRADES \[46\], as well as vanilla AT \[28\]. We evaluate the model robustness against FGSM \[12\], PGD \[28\], C&W \[5\] and Fog, Elastic and Gabor attacks \[17\]. For PGD, we use step \(K = 100\) and step size \(\eta = 0.003\). For C&W attack \[5\], the maximum number of iterations is set to 1,000 with a learning rate of 0.01. The evaluation results are summarized in Table 2. The two models trained in MAT outperform baseline models under all attacks considered, especially on the CIFAR-10 dataset. MAT improves model robustness without significant drops in clean accuracy. In fact, MAT models have higher accuracy in both clean and adversarial data on CIFAR-100 dataset compared to TRADES and MART.

Interestingly, the two models trained in MAT demonstrate different robustness characteristics: one model has slightly higher robust accuracy but lower clean accuracy, and the other has slightly higher clean accuracy and lower robust accuracy. In addition, transfer attacks from one model do not perform well on the other (Table 4). These results demonstrate that although the two models are trained collaboratively, they indeed learn different robust features and do not converge to one model.
Table 2: Classification accuracy (%) of different defense methods. MAT-$h_1$ and MAT-$h_2$ are the two models trained in MAT. The best performance of each network architecture and dataset is in **bold** and the second best is underlined.

| Dataset | Method       | Clean | FGSM  | PGD   | C&W  | Fog  | Gabor | Elastic |
|---------|--------------|-------|-------|-------|------|------|-------|---------|
| CIFAR-10 | AT [28]     | 84.21 | 63.95 | 49.52 | 49.47 | 40.59 | 69.48 | 51.30   |
|         | TRADES [28] | 81.48 | 62.60 | 52.26 | 49.92 | 38.48 | 68.08 | 51.61   |
|         | MART [2]    | 83.07 | 65.81 | 53.47 | 50.03 | 41.80 | 70.01 | 51.74   |
|         | MAT-$h_1$   | 81.22 | **66.53** | **57.17** | **51.54** | **46.27** | **71.36** | 56.73   |
|         | MAT-$h_2$   | 81.91 | 66.45 | 56.30 | 51.12 | 46.01 | 71.19 | **57.11** |
| CIFAR-100| AT [28]     | 81.22 | 66.53 | 57.17 | 51.54 | 46.27 | 71.36 | 56.73   |
|         | TRADES [28] | 81.91 | 66.45 | 56.30 | 51.12 | 46.01 | 71.19 | **57.11** |
|         | MART [2]    | 83.07 | 65.81 | 53.47 | 50.03 | 41.80 | 70.01 | 51.74   |
|         | MAT-$h_1$   | 81.22 | 66.53 | 57.17 | 51.54 | 46.27 | 71.36 | 56.73   |
|         | MAT-$h_2$   | 81.91 | 66.45 | 56.30 | 51.12 | 46.01 | 71.19 | **57.11** |

3.2.3 Comparisons with KD defenses

We compare the performance of MAT trained models with other KD defenses including ARD [11] and ACT [1]. We evaluate the models using $K$ step PGD attacks (PGD-$K$) with step size $\eta = 0.003$ and $K = 20, 100$ and $1000$ following [1]. For ARD, we use the same network architecture for both the teacher model and student model, and report the performance of the student models. The results are summarized in Table 3. MAT models achieve significantly higher robustness compared to ARD and ACT. ARD does not perform very well compared to ACT and MAT, especially on the CIFAR-100 dataset.

Table 3: Classification accuracy (%) of different knowledge distillation defense methods. MAT-$h_1$ and MAT-$h_2$ are the two models trained in MAT. The best performance of each network architecture and dataset is in **bold** and the second best is underlined.

| Dataset | Method | Clean | PGD-20 | PGD-100 | PGD-1000 |
|---------|--------|-------|--------|---------|----------|
| CIFAR-10 | AT [28] | 84.21 | 51.66  | 49.50  | 49.40  |
|         | ARD [2]  | 82.84 | 51.41  | 49.57  | 49.51  |
|         | ACT [1]  | **84.33** | 55.83  | 53.73  | 53.62  |
|         | MAT-$h_1$ | 81.22 | **58.67** | **57.17** | **57.13** |
|         | MAT-$h_2$ | 81.76 | 58.01  | 56.30  | 56.28  |
| CIFAR-100 | AT [28] | 57.16 | 26.13  | 24.71  | 24.66  |
|          | ARD [2]  | 47.72 | 25.29  | 24.57  | 24.54  |
|          | ACT [1]  | **60.72** | 28.74  | 27.32  | 27.26  |
|          | MAT-$h_1$ | 56.06 | 32.68  | 31.99  | 31.98  |
|          | MAT-$h_2$ | 55.98 | **33.29** | **32.54** | **32.52** |
Table 4: Classification accuracy (%) of MAT models under PGD black-box attacks from different source models. We use ResNet-18 networks and PGD attacks with step $K = 100$ and step size $\eta = 0.003$.

| Dataset   | Model  | AT  | TRADES | MART | MAT-$h_1$ | MAT-$h_2$ |
|-----------|--------|-----|--------|------|-----------|-----------|
| CIFAR-10  | MAT-$h_1$ | 62.74 | 62.50  | 63.10 | 57.16     | 63.49     |
|           | MAT-$h_2$ | 62.56 | 62.11  | 63.03 | 63.92     | 56.35     |
| CIFAR-100 | MAT-$h_1$ | 39.49 | 40.62  | 38.11 | 31.99     | 37.61     |
|           | MAT-$h_2$ | 39.96 | 41.41  | 38.51 | 38.36     | 32.41     |

3.2.4 Gradient Obfuscation

We further verify that the robustness of MAT does not come from gradient obfuscation [2]. This claim is supported by two observations: (1) One-step attacks, e.g., FGSM, perform worse than iterative attacks, e.g., PGD (see Table 2); (2) white-box attacks have higher success rates than black-box attacks (see Table 4).

3.2.5 Different Scenarios of MAT

In this section, we investigate how the interactions among the models affect the robustness behavior in the MAT algorithm, where models exchange their knowledge via KD. We consider four different KD scenarios in MAT: 1) MAT-rob-rob-online: $h_1$ and $h_2$ are both robust models and are trained simultaneously using Eq.(5), which is the scenario considered in this paper; 2) MAT-rob-rob-offline: $h_1$ and $h_2$ are both robust models, $h_1$ is a teacher model trained by Eq.(1) and $h_2$ is a student model learning from $h_1$ using Eq.(5) with $h_1$ fixed; 3) MAT-nat-rob-online: $h_1$ is a natural model and $h_2$ is a robust model, and they are trained simultaneously using Eq.(5) with $x^{\theta_1}_{adv}$ replaced by $x$; 4) MAT-nat-rob-offline: $h_1$ is a natural model and $h_2$ is a robust model, $h_1$ is a teacher model trained by $L_C$, and $h_2$ is a student model learning from $h_1$ using Eq.(5) with $h_1$ fixed and $x^{\theta_1}_{adv}$ replaced by $x$. Fig. 2 shows both robust and clean accuracies corresponding to the four scenarios. We observe that 1) robust models trained with natural models have high clean accuracy; 2) robust models trained with robust models have high robust accuracy; 3) MAT-rob-rob-online achieves higher robust accuracy than MAT-rob-rob-offline, which confirms our intuition: by learning from peers, a network becomes more robust, which in turn improves the robustness of its peers, while in MAT-rob-rob-offline the teacher model is fixed which limits the performance of the student. We use MAT-rob-rob-online in this paper as it achieves the highest robust accuracy.

3.2.6 Effect of $\alpha$

The hyper-parameter $\alpha$ in Eq. 5 controls the trade-off between learning from ground-truth labels and peer network. In order to search for the optimal $\alpha$, we randomly select 20% of CIFAR-10 and CIFAR-100 training sets as the validation sets, and train ResNet-18 models using different values of $\alpha$ on the other 80% of training data. Fig. 3 shows the effect of $\alpha$ on CIFAR-10 and CIFAR-100 datasets. In general, the robustness of the models increases with $\alpha$ as the models start to learn more from each other, and drops rapidly when $\alpha$ becomes too high as the models learn too little from ground-truth labels. In addition, MAT is less sensitive to the value of $\alpha$ on CIFAR-100 compared to CIFAR-10. We choose $\alpha = 0.6$ for CIFAR-10 and $\alpha = 0.45$ for CIFAR-100 as they achieve the highest robust accuracy on the
3.3 Defense against Multiple Perturbations

3.3.1 Settings

In this section, we evaluate the effectiveness of MAT-MP. We consider three perturbation types: $l_\infty$, $l_2$ and $l_1$ attacks with $\epsilon = (0.03, 0.5, 12)$. We use ResNet-18 networks. During training, we train three specialists using PGD $l_\infty$, $l_2$, and $l_1$ attacks with step size $\eta = (0.003, 0.05, 0.05)$, number of iterations $K = (40, 50, 50)$ respectively, and one generalist that aims to defend against all perturbation types by learning from the specialists.

During evaluation, a broad suite of both gradient and non-gradient based attacks are used for each perturbation type. $l_\infty$ attacks include FGSM, PGD, MIM; $l_2$ attacks include PGD, the Gaussian noise attack, the boundary attack, DeepFool, the pointwise attack, DDN attack, and C&W attack; $l_1$ attacks include PGD, the salt & pepper attack, and the pointwise attack. Each attack is run with 10 random starts. The evaluation details can be found in [29].
3.3.2 Results

We compare the robustness of our generalist models with models trained with PGD $l_p$-attacks only (AT-$l_p$), model trained with the worst PGD attack (AT-MAX) [29, 40], model trained with all PGD attacks (AT-AVG) [29, 40], and model trained with MSD attacks (AT-MSD) [29]. Baseline models are provided by the authors of [29]. The results are summarized in Table 5. We report the average classification accuracy under three perturbation types $R_{avg}$, as well as the worst-case accuracy $R_{worst}$ where we pick the strongest attack from all attacks considered for each example. We can make several observations from Table 5:

1) MAT produces the strongest model against multiple perturbations. MAT-AVG model achieves the best average accuracy against multiple perturbations, which reaches 58.7% average accuracy against $l_{\infty}$, $l_2$, and $l_1$ attacks (individually 47.3%, 68.9%, 60.0%); MAT-MAX model achieves the best performance against the union of attacks, which reaches 48.0% accuracy against the union of $l_{\infty}$, $l_2$, and $l_1$ attacks (individually 51.1%, 67.0%, 54.0%).

2) MAT improves model robustness as well as clean accuracy. Compared to their AT counterparts, MAT trained models have higher clean accuracy and adversarial accuracy under all perturbation types. This demonstrates the efficacy of learning from the specialists models. Improvement is most significant when using "MAX" training strategy: MAT-MAX achieves 3.5% higher clean accuracy, 8.7% higher $R_{avg}$ and 13.1% higher $R_{worst}$ than AT-MAX. This may be because simple generalization of adversarial training such as "MAX" converges to sub-optimal solutions that are unable to balance the right trade-off between multiple attacks [29, 40]. By learning from the soft labels provided by specialists models, the generalist is aware of the optimal decision boundary of each perturbation type and find a better trade-off between multiple perturbations.

3) Among MAT models, MAT-MAX has the highest $R_{worst}$ and MAT-AVG has the highest $R_{avg}$, which is unsurprising since MAT-MAX model is trained on the worst PGD $l_p$ attack and MAT-AVG model is trained on all PGD $l_p$ attacks. MAT-MSD achieves higher $R_{worst}$ than MAT-AVG, which indicates that it has better robustness against the union of multiple perturbations, but it has slightly worse $R_{avg}$ and $R_{worst}$ than MAT-MAX.

In summary, our results suggest that by learning from specialists models, the generalist is able to inherit their robustness against different perturbations and find a decision boundary that is more robust and more generalizable against multiple perturbations.

4 Conclusion

In this paper, we proposed a novel knowledge distillation based AT algorithm named MAT that allows models to learn from each other during adversarial training. MAT is a general framework and can be utilized to defend against multiple perturbations. We demonstrated that the proposed method can effectively improve model robustness and outperform state-of-the-art methods in CIFAR-10 and CIFAR-100 datasets. Our results demonstrate that collaborative learning is an effective strategy for training robust models.
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Table 5: Summary of classification accuracy results on CIFAR-10. $R_{\text{avg}}$ is the average accuracy of different perturbation types. $R_{\text{worst}}$ is the worst-case accuracy. We show the accuracy gain of MAT models over their AT counterparts in the brackets. The best performance in each column is in **bold** and the second best is *underlined*.

| Model     | Clean $l_\infty$ attacks | $l_2$ attacks | $l_1$ attacks | $R_{\text{avg}}$ | $R_{\text{worst}}$ |
|-----------|--------------------------|---------------|---------------|-------------------|-------------------|
| AT-$l_\infty$ [29] | 83.3% | 50.7% | 57.3% | 16.0% | 41.3% | 15.6% |
| AT-$l_2$ [29] | **90.2%** | 28.3% | 61.6% | 46.6% | 45.5% | 27.5% |
| AT-$l_1$ [29] | 73.3% | 0.2% | 0.0% | 7.9% | 2.7% | 0.0% |
| AT-MAX [29] | 81.0% | 44.9% | 61.7% | 39.4% | 48.7% | 34.9% |
| MAT-MAX (Ours) | 84.5% | **51.1%** | 67.0% | 54.0% | **57.4%** | **48.0%** |
| AT- AVG [29] | 84.6% | 42.5% | 65.0% | 54.0% | 53.8% | 40.6% |
| MAT- AVG (Ours) | 86.0% | 47.3% | **68.9%** | **60.0%** | **58.7%** | **45.9%** |
| AT- MSD [29] | 81.1% | 48.0% | 64.3% | 53.0% | 55.1% | 47.0% |
| MAT- MSD (Ours) | 84.2% | 48.8% | 67.6% | **55.1%** | 57.2% | 47.7% |
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