ON THE NUMBER OF EVEN AND ODD STRINGS ALONG THE
OVERPARTITIONS OF $n$
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Abstract. Recently, Andrews, Chan, Kim and Osburn introduced the even strings and the
odd strings in the overpartitions. We show that their conjecture

$$A_k(n) \geq B_k(n)$$

holds for large enough positive integers $n$, where $A_k(n)$ (resp. $B_k(n)$) is the number of odd
(resp. even) strings along the overpartitions of $n$. We introduce $m$-strings and show how this
new combinatorial object is related with another positivity conjecture of Andrews, Chan, Kim,
and Osburn. Finally, we confirm that the positivity conjecture is also true for large enough
integers.

1. Introduction

A partition of a non-negative integer $n$ is a non-increasing sequence of positive integers whose
sum is $n$. For example, The 5 partitions of 4 are 4, 3 + 1, 2 + 2, 2 + 1 + 1, and 1 + 1 + 1 + 1.
To explain Ramanujan’s famous three partition congruences, the partition statistics, the rank
(resp. the crank) were introduced by Dyson § (resp. Andrews and Garvan §). Atkin and
Garvan § initiated the study of rank and crank moments to examine the relations between the
rank and the crank. For $k \geq 1$, the $k$-th rank moment $N_k(n)$ and the $k$-th crank moment $M_k(n)$
are given by

$$N_k(n) := \sum_{m \in \mathbb{Z}} m^k N(m, n)$$

and

$$M_k(n) := \sum_{m \in \mathbb{Z}} m^k M(m, n),$$

where $N(m, n)$ (resp. $M(m, n)$ denotes the number of partitions of $n$ whose rank (resp. crank)
is $m$. By the symmetries $N(-m, n) = N(m, n)$ § and $M(-m, n) = M(m, n)$ §, we see
$N_k(n) = M_k(n) = 0$ for $k$ odd. To define nontrivial odd moments, Andrews, Chan and Kim §
introduced the positive rank and crank moments
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\[ N_k^+(n) := \sum_{m=1}^{\infty} m^k N(m, n) \]

and

\[ M_k^+(n) := \sum_{m=1}^{\infty} m^k M(m, n). \]

Andrews, Chan and Kim \[2\] showed that

\[ M_k^+(n) > N_k^+(n), \]

for all positive integers \(k\) and \(n\). Indeed, this extended Garvan’s result \[9\]:

\[ M_{2k}(n) > N_{2k}(n), \]

for all positive integers \(k\) and \(n\) (Note that \(M_{2k}(n) = 2M_{2k}^+(n)\) and \(N_{2k}(n) = 2N_{2k}^+(n)\)). As \(M_k^+(n) - N_k^+(n)\) is positive, it is natural to ask what they count. In this direction, Andrews \[1\] showed that

\[ \text{spt}(n) = M_2^+(n) - N_2^+(n), \]

where \(\text{spt}(n)\) is the number of the smallest parts in the partitions of \(n\). Moreover, Andrews, Chan and Kim introduced a new counting function \(\text{ospt}(n)\) satisfying

\[ \text{ospt}(n) = M_1^+(n) - N_1^+(n), \]

where \(\text{ospt}(n)\) counts the number of certain strings along the partitions of \(n\) (For the precise definition of \(\text{ospt}(n)\), see \[2\]). More recently, Andrews, Chan, Kim and Osburn \[4\] considered an overpartition analog of positive moments. Recall that an overpartition \[11\] is a partition in which the first occurrence of each distinct number may be overlined. For example, the 14 overpartitions of 4 are

\[ 4, \overline{4}, 3 + 1, \overline{3} + 1, 3 + \overline{T}, \overline{3} + \overline{T}, 2 + 2, \overline{2} + 2, \overline{2} + 1 + 1, \overline{2} + 1 + 1, 2 + \overline{T} + 1, \]

\[ \overline{2} + \overline{T} + 1, 1 + 1 + 1 + 1, \text{ and } \overline{T} + 1 + 1 + 1. \]

Let \(N(n, m)\) denote the number of overpartitions of \(n\) whose rank is \(m\) and \(M(n, m)\) denote the number of overpartitions of \(n\) whose (first residual) crank is \(m\) \[6\]. As an analog of ordinary positive moments, Andrews, Chan, Kim and Osburn \[4\] defined positive rank and crank moments for overpartitions:

\[ \overline{N}_k^+(n) := \sum_{m=1}^{\infty} m^k \overline{N}(m, n) \]

and

\[ \overline{M}_k^+(n) := \sum_{m=1}^{\infty} m^k \overline{M}(m, n). \]

As an analog of \(\text{spt}(n)\) and \(\text{ospt}(n)\), they defined

\[ \overline{\text{ospt}}(n) := \overline{M}_1^+(n) - \overline{N}_1^+(n). \]
To explain what \( \text{osp}(n) \) counts, they introduced even and odd strings, which are our main objects. We define an odd string starting from \( 2^k - 1 \) in an overpartition as

1. \( 2^k - 1, 2^k, \ldots, 2^k + 2\ell - 3 \) appears at least once, i.e. there are \( 2\ell - 1 \) consecutive part sizes starting from \( 2^k - 1 \).
2. There is no other part of size \( 2\ell - 4\ell + 2^k - 2 \).

Similarly, we define an even sting starting from \( 2^k \) in an overpartition as

1. \( 2^k - 1, 2^k, \ldots, 2^k + 2\ell - 2 \) appears at least once, i.e. there are \( 2\ell \) consecutive part sizes starting from \( 2^k - 1 \).
2. There is no other part of size \( 2\ell + 2\ell + 2^k \).

Let \( A_k(n) \) be the number of odd strings starting from \( 2^k - 1 \) along the overpartitions of \( n \), and let \( B_k(n) \) be the number of even strings starting from \( 2^k - 1 \) along the overpartitions of \( n \). Then, Andrews, Chan, Kim and Osburn showed that

\[
\text{osp}(n) = \sum_{k=1}^{\lfloor (n+1)/2 \rfloor} (A_k(n) - B_k(n))
\]

and conjectured that \( A_k(n) \geq B_k(n) \). Our main result is that this conjecture is true for large enough integers.

**Theorem 1.1.** For all positive integers \( k \),

\[
A_k(n) > B_k(n)
\]

for all large enough integers \( n \).

We are going to prove Theorem 1.1 by employing the circle method. Due to the linear sum of partial theta functions, the generating function for \( A_k(n) - B_k(n) \) is not modular. Therefore, we cannot use modular transformation formula to apply the circle method. However, by analyzing the behavior of generating function near \( q = 1 \) and away from \( q = 1 \), we can obtain a desirable asymptotic formula for the difference \( A_k(n) - B_k(n) \). As the difference grows exponentially, we deduce the main theorem. This approach has been very successful to get asymptotic formula for the coefficients of \( q \)-expansions involving partial theta functions, and a similar approach was used in [7].

Before stating the second result, we need to introduce some notations. In [4, Lemma 2.2], Andrews, Chan, Kim, and Osburn introduced the function

\[
h(q) := \sum_{n=1}^{\infty} \frac{(-1)^{n+1}q^{n(n+1)/2}}{1 - q^n} = \sum_{j=1}^{\infty} q^{j^2}(1 + 2q^j + 2q^{2j} + \cdots + 2q^{j^2-j} + q^{j^2}),
\]

and conjectured that

\[
\frac{1}{(q)_\infty} (h(q) - mh(q^m))
\]

has positive coefficients, where we use the standard \( q \)-series notation, \( (a)_\infty = (a; q)_\infty = \prod_{n=1}^{\infty} (1 - aq^{n-1}) \). Here we define a new combinatorial object to give a combinatorial interpretation for the coefficients of \( \frac{1}{(q)_\infty} h(q^n) \). We define \( m \)-string in an ordinary partition as the parts consisting of \( m(1 + k), m(3 + k), \ldots, m(2j - 1 + k) \) with a positive integer \( j \) and a nonnegative integer
We also define a weight of \( m \)-string as 1 if \( k = 0 \) or \( j \), and 2, otherwise. Then, we define \( C_m(n) \) as the weighted sum of the number of \( m \)-strings along the partitions of \( n \), i.e.

\[
C_m(n) = \sum_{\lambda \vdash n} \sum_{\pi \text{ is a } m \text{-string of } \lambda} \text{wt}(\pi).
\]

It is straightforward to see that

\[
\frac{1}{(q)_\infty} h(q^m) = \sum_{n \geq 1} C_m(n) q^n.
\]

Therefore, the second conjecture of Andrews, Chan, Kim, and Osburn \cite{4} can be translated as there are more (weighted count of) 1-strings than \( m \) times of (weighted count of) \( m \)-strings along the partitions of \( n \). By employing the similar argument before, we can prove that the above conjecture is also asymptotically true.

**Theorem 1.2.** For all integer \( m \geq 2 \),

\[
\frac{1}{(q)_\infty} (h(q) - mh(q^m))
\]

has positive power series coefficients for all large enough integers \( n \), i.e.

\[
C_1(n) > mC_m(n)
\]

holds for large enough integers \( n \).

**Remark 1.3.** Despite the differences are positive for large integers \( n \), the proof of Theorem 1.2 reveals that, for any positive integer \( m \geq 2 \),

\[
C_1(n) \sim mC_m(n)
\]

as \( n \) goes to the infinity.

**Remark 1.4.** For all integer \( m \geq 2 \),

\[
\frac{(-q)_\infty}{(q)_\infty} (h(q) - mh(q^m))
\]

has also positive power series coefficients for all large enough integers \( n \). Actually, by comparing the generating function of positive moments in \cite{4}, we see that

\[
\overline{C}_1(n) - 2 \overline{C}_2(n) = \overline{M}'_1(n) - \overline{N}'_1(n) = \overline{ospt}(n),
\]

where \( \overline{C}_m(n) \) be the weighted count of the number of \( m \)-strings along the overpartitions of \( n \). Then, by the exactly same method for the proof of Theorem 1.2, we find

\[
\overline{ospt}(n) \sim \frac{1}{64n} e^{\pi \sqrt{n}} \sim \frac{1}{8} \overline{p}(n).
\]

We also note that \( \overline{C}_1(n) \sim m \overline{C}_m(n) \) for positive integers \( m \geq 2 \).
2. Proofs of Results

For a positive integer \(a\) and an integer \(b\) with \(a + b > 0\), we define

\[
f_{j,a,b}(\tau) := \sum_{n=1}^{\infty} (-1)^n n^{-j} q^{(an^2 + bn)/2}.
\]

Here and throughout the paper, we set \(q = e^{2\pi i \tau}\) with \(\tau = x + iy\). From [4], we write the generating function \(F_k(q)\) as

\[
F_k(q) = \sum_{n=1}^{\infty} (A_k(n) - B_k(n)) q^n = \frac{(-q)_\infty}{(q)_\infty} \left[ 2f_{0,2,(4k-2)}(\tau) - f_{0,1,(4k-1)}(\tau) - f_{0,1,(4k-3)}(\tau) \right].
\]

We begin with investigate asymptotic behavior of partial theta function.

**Lemma 2.1.** Assume \(|x| \leq y\). As \(y \to 0^+\),

\[
f_{0,a,b}(\tau) = -\frac{1}{2} + \frac{b^2}{8}(-2\pi i \tau) + \frac{ab}{16}(-2\pi i \tau)^2 + O(y^3)
\]

**Proof.** If we separate even and odd terms, then we obtain

\[
f_{a,b}(\tau) = e^{-\frac{b^2}{4a} \pi i \tau} g_{a,b}(\tau),
\]

where

\[
g_{a,b}(\tau) = \sum_{n=0}^{\infty} \left[ e^{4\pi a(n+\frac{1}{4a})^2 \tau} - e^{4\pi a(n+\frac{1}{4a})^2 \tau} \right].
\]

The real part of \(g_{a,b}(\tau)\) can be written as

\[
\text{Re}(g_{a,b}(\tau)) = \sum_{n=0}^{\infty} \left[ u_{\frac{n}{y}} \left( \left( n + 1 + \frac{b}{4a} \right) \sqrt{y} \right) - u_{\frac{n}{y}} \left( \left( n + \frac{1}{2} + \frac{b}{4a} \right) \sqrt{y} \right) \right],
\]

where

\[
u_s(t) = e^{-4\pi at^2} \cos(4\pi ast^2) = 1 - 4\pi at^2 + O(t^6) \text{ as } t \to 0^+.
\]

By Zagier’s result on asymptotic expansions for series (the first generalization of Proposition 3 in [13] with a correction on the sign), for \(\frac{b}{4a} + \frac{1}{2} > 0\) (this is the case as \(a > 0\), \(a + b > 0\)),

\[
\text{Re}(g_{a,b}(\tau))
\]

\[
= \left[ \frac{I_u}{\sqrt{y}} - B_1 \left( 1 + \frac{b}{4a} \right) \right] - \left(-4\pi a \right) \frac{B_3 \left( 1 + \frac{b}{4a} \right)}{3} y - 8\pi^2 a^2 B_5 \left( 1 + \frac{b}{4a} \right) \frac{1}{5} (y^2 - x^2) + O_y(y^3)
\]

\[
- \left[ \frac{I_u}{\sqrt{y}} - B_1 \left( \frac{1}{2} + \frac{b}{4a} \right) \right] - \left(-4\pi a \right) \frac{B_3 \left( \frac{1}{2} + \frac{b}{4a} \right)}{3} y - 8\pi^2 a^2 B_5 \left( \frac{1}{2} + \frac{b}{4a} \right) \frac{1}{5} (y^2 - x^2) + O_y(y^3)
\]
where $|I_u| = \left| \int_{0}^{\infty} u_s(t) \, dt \right| < \infty$ from the assumption $|x| \leq y$. Similarly,

$$\text{Im} \,(g_{a,b}(\tau)) = \left[ \frac{I_v}{\sqrt{y}} - 4\pi a B_3 \left( \frac{1 + \frac{b}{4a}}{3} \right) x - (-16\pi^2 a^2) \frac{B_5 \left( \frac{1 + \frac{b}{4a}}{5} \right)}{5} xy + O(y^3) \right]$$

$$- \left[ \frac{I_v}{\sqrt{y}} - 4\pi a B_3 \left( \frac{1 + \frac{b}{4a}}{3} \right) \right] x - (-16\pi^2 a^2) \frac{B_5 \left( \frac{1 + \frac{b}{4a}}{5} \right)}{5} xy + O(y^3)$$

where $v_s(t) = e^{-4\pi a t^2} \sin(4\pi a t^2)$ and $|I_v| = \left| \int_{0}^{\infty} v_s(t) \, dt \right| < \infty$. The real and imaginary parts together will give us

$$g_{a,b}(\tau) = \frac{1}{2} \left( \frac{b(2a + b)}{8a} (\pi i\tau) + \frac{b(8a^3 - 4ab^2 - b^3)}{64a^2} (\pi i\tau)^2 + O(y^3) \right).$$

By considering the Taylor expansion of $e^{-\frac{x^2}{4} \pi i\tau}$, we get the claimed expansion. \hfill \Box

Now we estimate $F_k(q)$ near $q = 1$.

**Proposition 2.2.** Assume $y = \frac{1}{4\sqrt{N}}$ and $|x| \leq y$. As $N \to \infty$,

$$F_k(q) = \frac{2k - 1}{8\sqrt{\pi}} (-2\pi i\tau)^{5/2} e^{\frac{\pi i}{8\tau}} + O \left( N^{-7/4} e^{\frac{\pi i}{8\tau}} \sqrt{N} \right).$$

**Proof.** From Lemma 2.1 we conclude that

$$2f_{0,2,4k-2}(\tau) - f_{0,1,4k-1}(\tau) - f_{0,1,4k-3}(\tau) = \frac{2k - 1}{4} (-2\pi i\tau)^2 + O(y^3)$$

as $|x| \leq y \to 0^+$. By the modular inversion formula for Dedekind eta function, we derive

$$\frac{(-q)_{\infty}}{(q)_{\infty}} = \sqrt{-\frac{\pi i\eta}{2 \eta^2 (\frac{1}{2})}} = \sqrt{-\frac{\pi i}{2 \eta^{\frac{1}{8}\tau}}} \left( 1 + O \left( e^{-2\pi \sqrt{N}} \right) \right).$$

As $N \to \infty$ with $y = \frac{1}{4\sqrt{N}}$ and $|x| \leq y$, we arrive at

$$F_k(q) = \frac{(-q)_{\infty}}{(q)_{\infty}} \left[ 2f_{0,2,4k-2}(\tau) - f_{0,1,4k-1}(\tau) - f_{0,1,4k-3}(\tau) \right]$$

$$= \sqrt{-\frac{\pi i}{2 \eta^{\frac{1}{8}\tau}}} \left( 1 + O \left( e^{-2\pi \sqrt{N}} \right) \right) \left( \frac{2k - 1}{4} (-2\pi i\tau)^2 + O(N^{-3/2}) \right)$$

$$= \left( \frac{2k - 1}{4} \right) e^{\frac{\pi i}{8\tau}} (-2\pi i\tau)^{5/2} + O \left( N^{-7/4} e^{\frac{\pi i}{8\tau}} \sqrt{N} \right).$$

\hfill \Box

The following proposition describes the behavior of $F_k(q)$ away from $q = 1$.

**Proposition 2.3.** For $y = \frac{1}{4\sqrt{N}}$ with $N > 0$ and $y \leq |x| \leq 1/2$,

$$|F_k(q)| \ll N^{1/2} e^{\frac{\pi i}{8\tau}} \sqrt{N}.$$
Proof. For $a > 0$ and $a + b > 0$, we observe

$$|f_{0, a, b}(\tau)| \leq \sum_{n=1}^{\infty} |q|^n/2 \ll N^{1/2}$$

by bounding each term. As Corollary 3.4 in [7], the inversion formula gives the bound

$$\left| \frac{(-q)_{\infty}}{(q)_{\infty}} \right| \ll |\tau|^{1/2} e^{\pi e^{2\pi^2}} \ll e^{\pi e^{2\pi^2}}.$$ 

\[\square\]

Now we are ready to apply the circle method. By Cauchy’s integral formula, we see that

$$A_k(N) - B_k(N) = \frac{1}{2\pi i} \int_{C} \frac{F_k(q)}{q^N} dq = \int_{-1/2}^{1/2} F_k \left( e^{-\frac{\pi}{2\sqrt{N}} + 2\pi i x} \right) e^{\frac{\pi}{2} \sqrt{N} - 2\pi i N x} dx,$$

where $C = \{ |q| = e^{-\frac{\pi}{2\sqrt{N}}} \}$. We divide the integral into the two parts:

$$I' = \int_{|x| \leq \frac{1}{4\sqrt{N}}} F_k \left( e^{-\frac{\pi}{2\sqrt{N}} + 2\pi i x} \right) e^{\frac{\pi}{2} \sqrt{N} - 2\pi i N x} dx$$

and

$$I'' = \int_{\frac{1}{4\sqrt{N}} \leq |x| \leq \frac{1}{2}} F_k \left( e^{-\frac{\pi}{2\sqrt{N}} + 2\pi i x} \right) e^{\frac{\pi}{2} \sqrt{N} - 2\pi i N x} dx.$$

The integral $I'$ will contribute the main term of the asymptotic formula and $I''$ will be absorbed into the error term. We first calculate the major contribution, i.e. $I'$.

**Proposition 2.4.** As $N \to \infty$,

$$I' = (2k - 1) \frac{\pi^3}{64\sqrt{2}} N^{-7/4} I_{-7/2} \left( \pi \sqrt{N} \right) + O \left( N^{-9/4} e^{\pi \sqrt{N}} \right),$$

where $I_s(z)$ is the modified Bessel function of the first kind.

**Proof.** By replacing $u$ by $4\sqrt{N} x$ and Proposition 2.2, we deduce that

$$I' = \frac{1}{4\sqrt{N}} \int_{-1}^{1} F_k \left( e^{\frac{\pi}{2\sqrt{N}(-1 + iu)}} \right) e^{\frac{\pi}{2} \sqrt{N} (1 - iu)} du$$

$$= \frac{1}{4\sqrt{N}} \int_{-1}^{1} \left[ \frac{2k - 1}{8\sqrt{\pi}} \left( \frac{\pi (1 - iu)}{2\sqrt{N}} \right)^{5/2} e^{\frac{\pi}{2} \sqrt{N} \frac{1}{(1 - iu) + (1 - iu)}} + O \left( N^{-7/4} e^{\pi \sqrt{N}} \right) \right] du$$

$$= (2k - 1) \frac{\pi^3}{64\sqrt{2}} N^{-7/4} P_{5/2} + O \left( N^{-9/4} e^{\pi \sqrt{N}} \right),$$

where

$$P_s := \frac{1}{2\pi i} \int_{1-i}^{1+i} v^s e^{\frac{\pi}{2} \sqrt{N} (v + i)} dv.$$

The same argument as Lemma 4.2 in [7] implies

$$P_s = I_{s-1}(\pi \sqrt{N}) + O \left( e^{\frac{\pi}{4} \sqrt{N}} \right)$$

and

$$P_{s+1} = I_{s}(\pi \sqrt{N}) + O \left( e^{\frac{\pi}{4} \sqrt{N}} \right).$$
as $N \to \infty$, where we adopt Lemma 17 in [12] and a bound for incomplete Gamma function. \(\square\)

The contribution from $I''$ is relative small, so that it can be absorbed in the error term in $I'$. 

**Proposition 2.5.** As $N \to \infty$, 

$$|I''| \ll N^{1/2}e^{\frac{3N}{2} \cdot \sqrt{N}}.$$ 

**Proof.** By Proposition 2.3, we have 

$$|I''| \leq \int_{\frac{1}{4N} \leq |x| \leq \frac{1}{2}} |F_{k}(e^{-\frac{x}{N}+2\pi i x}) e^{\frac{x}{N} - 2\pi i N x}| \ dx \ll e^{\frac{3N}{2} \cdot \sqrt{N}} N^{1/2} e^{\frac{3N}{2} \cdot \sqrt{N}}. $$

\(\square\)

By combining Propositions 2.4 and 2.5, we obtain the asymptotic for $A_k(N) - B_k(N)$. 

**Theorem 2.6.** For $k \geq 1$, as $N \to \infty$,

$$A_k(N) - B_k(N) = (2k - 1) \frac{\pi^3}{64 \sqrt{2}} N^{-7/4} L_{-7/2} \left(\pi \sqrt{N}\right) + O \left(N^{-9/4} e^{\pi \sqrt{N}}\right).$$

By the famous asymptotic formulae for the $I$-Bessel function, $I_s(z) \sim e^{z} \sqrt{2\pi z}$. Theorem 1.1 follows immediately from Theorem 2.6.

Theorem 1.2 can be proved similarly, thus we will not give all details. For $m \geq 2$, let 

$$H_m(q) := \sum_{N=0}^{\infty} (C_1(N) - mC_m(N)) q^N = \frac{1}{(q)^{\infty}} (h(q) - mh(q^m)).$$

Next two propositions give the asymptotic behavior of $H_m(q)$ near $q = 1$ and away from $q = 1$. 

**Proposition 2.7.** Assume $y = \frac{1}{2\sqrt{6N}}$ and $|x| \leq y$. As $N \to \infty$, 

$$H_m(q) = \frac{m - 1}{8\sqrt{2\pi}} (-2\pi i \tau)^{1/2} e^{\pi i \tau} + O \left(N^{-3/4} e^{\pi \sqrt{N}}\right).$$

**Proof.** From the Mittag-Leffler decomposition [71 eqn. (3.1)], for $w \in \mathbb{C}$,

$$\frac{e^{\pi i w}}{1 - e^{2\pi i w}} = \frac{1}{-2\pi i w} + \frac{1}{-2\pi i} \sum_{k=1}^{\infty} \left(\frac{1}{w - k} + \frac{1}{w + k}\right)$$

holds. Using this, $h(q)$ can be rewritten as 

$$h(q) = \sum_{n=1}^{\infty} (-1)^{n+1} q^{n^2/2} \left[ \frac{1}{-2\pi i n \tau} + \frac{1}{-2\pi i} \sum_{k=1}^{\infty} \left(\frac{1}{n \tau - k} + \frac{1}{n \tau + k}\right) \right]$$

$$= -\frac{1}{2\pi i \tau} \sum_{n=1}^{\infty} (-1)^{n+1} q^{n^2/2} - \frac{1}{2\pi i} \sum_{n=1}^{\infty} (-1)^{n+1} q^{n^2/2} \sum_{k=1}^{\infty} \left(\frac{1}{n \tau - k} + \frac{1}{n \tau + k}\right).$$

Here, the first sum equals $\frac{1}{2\pi i \tau} f_{1,1,0}(\tau)$. For the second sum $S_2$, we first note that 

$$|n^2 \tau^2 - k^2| \geq |\text{Re}(n^2 \tau^2 - k^2)| \geq k^2 + n^2(y^2 - x^2) \geq k^2.$$
Therefore, we find that
\[
\sum_{k=1}^{\infty} \left| \frac{1}{n^2 \tau^2 - k^2} + \frac{1}{k^2} \right| \leq \sum_{k=1}^{\infty} \frac{2n^2 y^2}{k^4} \leq 3n^2 y^2.
\]
Hence, the second sum is
\[
S_2 = \frac{1}{2\pi i} \sum_{n=1}^{\infty} (-1)^{n+1} q^{n^2/2} \sum_{k=1}^{\infty} 2n\tau \left( \frac{1}{n^2 \tau^2 - k^2} + \frac{1}{k^2} - \frac{1}{k^2} \right)
= \frac{1}{\pi i} \sum_{n=1}^{\infty} (-1)^{n+1} n\tau q^{n^2/2} \left( -\frac{\pi^2}{6} + T_{n,\tau} \right),
\]
where \(|T_{n,\tau}| \leq 3n^2 y^2\). By employing
\[
\sum_{n=1}^{\infty} n^3 e^{-\pi n^2 y} = \mathcal{O}(y^{-2}),
\]
and \(f_{-1,1,0}(\tau) = -1/4 + \mathcal{O}(y)\) from the same argument as Lemma 2.1, we can deduce that
\[
S_2 = \mathcal{O}(y)
\]
as \(|x| \leq y \to 0^+\). Similarly, we can find
\[
h(q^m) = \frac{1}{2\pi im\tau} f_{1,m,0}(\tau) + \mathcal{O}(y).
\]
Now we need the asymptotes for \(f_{1,m,0}(\tau)\) when \(|x| \leq y\) and \(y \to 0^+\). By the same argument as Lemma 2.1 on the second sum of
\[
f_{1,m,0}(\tau) = \sum_{n=1}^{\infty} \frac{(-1)^n}{n} + \sum_{n=1}^{\infty} (-1)^n q^{mn^2/2} \frac{1}{n},
\]
we derive
\[
f_{1,m,0}(\tau) = -\log 2 - \frac{m}{8} (2\pi i \tau) + \mathcal{O}(y^2)
\]
as \(y \to 0^+\) with \(|x| \leq y\). In summary, we have arrived at
\[
h(q) - mh(q^m) = \left[ -\log 2(2\pi i \tau)^{-1} - \frac{1}{8} + \mathcal{O}(y) \right] - \left[ -\log 2(2\pi i \tau)^{-1} - \frac{m}{8} + \mathcal{O}(y) \right]
= \frac{m - 1}{8} + \mathcal{O}(y),
\]
which completes the proof by combining with the expansion for \(1/(q)_{\infty}\) [eqn. (3.8)].

Proposition 2.8. If \(y = \frac{1}{2\sqrt{6}N}\) with \(N > 0\) and \(|x| \leq \frac{1}{2}\),
\[
\left| \frac{1}{(q)_{\infty}} (h(q) - mh(q)) \right| \ll N^{3/4} e^{\frac{\pi}{\sqrt{6N}}}. 
\]

By employing the Hardy-Ramanujan circle method on the integral representation for the coefficients of \(H_m(q)\) with the contour \(C = \{ |q| = e^{-\sqrt{6N}} \}\), we find the asymptotic formula with aids of Propositions 2.7 and 2.8. Theorem 1.2 follows immediately from this asymptotic formula.
Theorem 2.9. For \( m \geq 2 \), as \( N \to \infty \),
\[
C_1(N) - mC^m(N) = (m - 1)\frac{\pi}{16\sqrt{54}}N^{-3/4}I_{-3/2}\left(\pi\sqrt{\frac{2N}{3}}\right) + O\left(N^{-5/4}e^{\pi}\sqrt{\frac{2N}{3}}\right).
\]

3. Concluding Remarks

Though we have obtained that
\[
A_k(n) > B_k(n)
\]
holds for large enough \( n \)'s, it is still desirable to find a combinatorial object which is identical with \( A_k(n) - B_k(n) \). The existence of such object will guarantee that \( A_k(n) \geq B_k(n) \). Moreover, as \( \text{ospt}(n) \) is the sum of the differences between \( A_k(n) \) and \( B_k(n) \), such a combinatorial model can be regarded as a refinement of Andrews, Chan, Kim, and Osburn’s result.

Numerical data suggest that for all positive integers \( n \),
\[
\text{ospt}(n) > \frac{1}{8}p(n)
\]
though \( \text{ospt}(n) \sim \frac{1}{8}p(n) \). It would be very interesting if one can find a combinatorial or a \( q \)-theoretic proof for the above inequality.
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