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Abstract

Short γ-ray burst (sGRB) jets form in the aftermath of a neutron star merger, drill through disk winds and dynamical ejecta, and extend out over four to five orders of magnitude in distance before breaking out of the ejecta. We present the first 3D general-relativistic magnetohydrodynamic sGRB simulations to span this enormous scale separation. They feature three possible outcomes: jet+cocoon, cocoon, and neither. Typical sGRB jets break out of the dynamical ejecta if (i) the bound ejecta’s isotropic equivalent mass along the pole at the time of the BH formation is \( \lesssim 10^{-2} M_{\odot} \), setting a limit on the delay time between the merger and BH formation, otherwise, the jets perish inside the ejecta and leave the jet-inflated cocoon to power a low-luminosity sGRB; (ii) the postmerger remnant disk contains a strong large-scale vertical magnetic field, \( \gtrsim 10^{15} \) G; and (iii) if the jets are weak (\( \lesssim 10^{50} \) erg), the ejecta’s isotropic equivalent mass along the pole must be small (\( \lesssim 10^{-2} M_{\odot} \)). Generally, the jet structure is shaped by the early interaction with disk winds rather than the dynamical ejecta. As long as our jets break out of the ejecta, they retain a significant magnetization (\( \lesssim 1 \)), suggesting that magnetic reconnection is a fundamental property of sGRB emission. The angular structure of the outflow isotropic equivalent energy after breakout consistently features a flat core followed by a steep power-law distribution (slope \( \gtrsim 3 \)), similar to hydrodynamic jets. In the cocoon-only outcome, the dynamical ejecta broadens the outflow angular distribution and flattens it (slope \( \sim 1.5 \)).

Unified Astronomy Thesaurus concepts: Stellar mergers (2157); Neutron stars (1108); Gamma-ray bursts (629); Jets (870); Polar jets (1274); Relativistic jets (1390); Ejecta (453)

1. Introduction

The discovery of the first binary neutron star (BNS) merger, GW170817, marked the beginning of the multimessenger era with the simultaneous detections of gravitational waves (GWs) and electromagnetic (EM) waves across the entire electromagnetic spectrum (see reviews in Nakar 2020; Margutti & Chornock 2021). The multiband observations spanned eight orders of magnitude in time and brought to light three key components in the merger aftermath: (i) the dynamical ejecta, which was stripped from the neutron stars (NSs) during the merger, ultimately produced the optical-infrared \( \sim \) week-long kilonova signal powered by the β-decay of \( M_{\text{ej}} \sim 5 \times 10^{-2} M_{\odot} \) heavy r-process elements (e.g., Kasen et al. 2017; Metzger 2017); (ii) the relativistic short γ-ray burst (sGRB) jet, whose emission was at first beamed away from Earth at a viewing angle \( \theta_{\text{obs}} \approx 20^\circ \) with respect to the jet axis, was revealed \( \sim 100 \) days after the merger, thanks to its radio/X-ray afterglow emission (Mooley et al. 2018); and (iii) the mildly relativistic cocoon, which was generated as the jet propagated through the dense medium surrounding the merger site. The cocoon powered the first \( \sim 100 \) days of the radio/X-ray afterglow signal before the jet became visible and is also a leading candidate for the source of the γ-rays 1.7 s after the merger via shock breakout emission (Gottlieb et al. 2018b). While significant progress in our understanding of the postmerger dynamics has been achieved following GW170817, the early evolution of the system while it is still optically thick cannot be addressed directly through observations. Inferring the system properties using analytic models of emission (such as the afterglow) is also difficult because those include multiple degeneracies that limit the information that can be extracted from observations (e.g., Nakar & Piran 2021). Numerical simulations are thus an essential tool to study the interaction between the three aforementioned components and its effect on the emerging outflow structure and emission.

The understanding of the jet–ejecta interaction has been considerably improved, thanks to a wide range of numerical studies in the past years (Kasliwal et al. 2017; Lazzati et al. 2017; Gottlieb et al. 2018a, 2018b; Duffell et al. 2018; Kathirgamaraju et al. 2018; Geng et al. 2019; Lazzati & Perna 2019; Gottlieb et al. 2020a; Gottlieb & Loeb 2020; Gottlieb et al. 2021; Klion et al. 2021; Murguia-Berthier et al. 2021; Pavan et al. 2021; Urrutia et al. 2021; Lamb et al. 2022; Nativi et al. 2022). However, these studies have been subject to two major limitations:

(i) They ignored the dominant magnetic energy contribution to the jets (some considered subdominant magnetic fields). Gottlieb & Nakar (2021, hereafter GN21) conducted a comprehensive analytic and numerical study of the propagation of hydrodynamic and weakly magnetized jets through the ejecta. Their analysis showed that when the jet head moves subrelativistically, an unmagnetized jet propagates two to three times slower than a jet with a toroidal magnetic field of magnetization \( \sigma \equiv b^2/(4\pi \rho c^2) \sim 10^{-2} - 10^{-1} \), where \( b \) and \( \rho \)
are the comoving magnetic field strength and mass density, respectively. They further found that such toroidal magnetic fields can shorten the jet breakout time from the ejecta by up to an order of magnitude if the breakout time is longer than the delay time between the merger and the jet launching and by a factor of 2 otherwise. Overall, magnetic fields, which appear to be essential for the jet launching from a compact object (e.g., Kawanaka et al. 2013; Leng & Giannios 2014), were shown to also play a central role in the evolution and breakout of the jet from the ejecta. However, the propagation of highly magnetized sGRB jets has not been possible until now.

(ii) They injected the jet from the grid boundary rather than letting it form self-consistently as part of general-relativistic (GR) magnetohydrodynamic (MHD) processes in the merger, thereby prescribing its intrinsic properties such as the opening angle, power, structure, etc.

Numerical simulations in which Poynting-flux-dominated jets emerge from the compact object naturally avoid the need to prescribe the jet properties and can therefore address both of the above-mentioned limitations. The first 3D GRMHD studies of jets in NS mergers used a postmerger initial setup, which consisted of a compact object, a black hole (BH), and an accretion disk, but omitted the dynamical ejecta (Christie et al. 2019; Fernández et al. 2019; Kathirgamaraju et al. 2019).

The first attempt to model the interaction between a self-consistent launched jet and the ejecta in a 3D GRMHD setup was done by Nathanail et al. (2021). Their initial setup results in a jet breakout from the ejecta at $r \approx 10^3$ cm, just a few milliseconds after the merger, implying that the role of the ejecta was negligible. Furthermore, the $\gamma$-ray signal in GW170817, which was generated 1.7 s after the merger, suggests that the breakout took place on a $\sim$1 s timescale. Recently, Gottlieb & Globus (2021) performed a 3D GRMHD simulation of a self-consistent jet launching with an initial setup motivated by GW170817 observables, but their simulation lasted only $\sim 0.4$ s before the jet managed to break free from the ejecta and fully form the outflow.

Using a novel adaptive mesh refinement (AMR) technique, here we perform the suite of the highest-resolution 3D GRMHD simulations of sGRB jets to date. This enables us to study how the physical parameters of the merger affect the resulting outflow close to the emission zone. In Section 2, we describe the physical and numerical setup of the simulations. In Section 3, we present the conditions at the jet-launching site, and in Section 4 we discuss the jet propagation through the ejecta and its postbreakout structure and properties. In Section 5, we conclude.

2. Numerical Setup

We assume that the central BH forms with a short time delay, $t_d$, after the merger, e.g., after a brief phase of an unstable hypermassive NS that collapses to form the BH. The delay time can be constrained from the ejecta mass and composition, as well as the jet propagation. Estimates of $t_d$ place it in the range of $0.1 \, s \lesssim t_d \lesssim 1 \, s$ (e.g., Metzger et al. 2018; Nakar 2020; Murguia-Berthier et al. 2021). The BH mass and dimensionless spin are set to be $M_{\text{BH}} = 3 \, M_\odot$ and $a = 0.9375$, respectively. The BH is surrounded by a torus, which formed during the merger. We choose the torus solution following Fishbone & Moncrief (1976) and set its inner radius to $r_{\text{in}} = 6 \, r_g$, the radius of maximum pressure to $r_{\text{max}} = 12 \, r_g$, and its mass to $M_t = 4 \, M_{\text{ej}}$, as suggested by numerical simulations of BNS merger remnants (Radice et al. 2016; Siegel & Metzger 2017; Christie et al. 2019; Fernández et al. 2019). Into the torus we insert a large-scale magnetic field with plasma beta parameter $\beta_p \equiv p_e/p_m$, where $p_e$ and $p_m$ are the gas and magnetic pressure, respectively. The magnetic vector potential depends on the field geometry. We explore two configurations: toroidal,

$$A = A_{\text{t}}(r, \theta) \hat{\theta} = B_0 r_g \max \left[ \frac{\rho(r, \theta)}{\rho_{\text{max}}} - 5 \times 10^{-4}, 0 \right] \hat{\theta}, \quad (1$$

and poloidal,

$$A = A_{\text{p}}(r, \theta) \hat{\phi} = \frac{B_0 r^2}{r_g} \max \left[ \frac{\rho(r, \theta)}{\rho_{\text{max}}} - 5 \times 10^{-4}, 0 \right] \hat{\phi}, \quad (2$$

where $B_0$ is the characteristic magnetic field strength in the torus determined by $\beta_p$, $r_g$ is the BH gravitational radius, and $\rho_{\text{max}}$ is the maximum density in the torus.

The initial distribution of the dynamical ejecta is motivated by GW170817 observations. We assume un magnetized cold dynamical ejecta of mass $M_e = 0.05 \, M_\odot$, that expands homologously with the maximum velocity inferred from the GW170817 kilonova, $v_{\text{max}} = 0.25c$ (Kasen et al. 2017). The minimum ejecta velocity is obtained via the escape velocity of the ejecta from the BH, $v_{\text{esc}} \approx v_{\text{min}} = (2GM_{\text{BH}}/r_g)^{1/2} \approx 0.05c$. Due to the uncertainties in the ejecta density distribution, we adopt a mass-density profile with both radial and angular distributions as follows.$^3$ The radial part is modeled by a power-law distribution $r^{-\alpha}$. If the ejecta is isotropic, then the comparable amount of mass in the slow and fast components of the GW170817 ejecta implies that the radial power-law index is $\alpha = 3$, which we adopt as the canonical value. We adopt the angular distribution by fitting numerical simulations of Nedorva et al. (2021), which we approximate via an order of magnitude density ratio between the polar and equatorial components, with the angular dependence of $\sin^2 \theta$ in between. This results in the following homologous ejecta mass-density profile,

$$\rho(v_{\text{min}}, t_d) < r < v_{\text{max}}, t_d, \theta) = \rho_0 r^{-\alpha} (0.1 + \sin^2 \theta) \delta^{\beta_p} \quad (3$$

where $\rho_0$ is set by the requirement of $M_e = 0.05 \, M_\odot$, and $\delta$ determines whether the ejecta has an angular component or is isotropic. We carry out a set of simulations with different values of $\alpha$, $\beta$, $t_d$, $v_{\text{min}}$, $\beta_p$, and $A$, two simulations without dynamical ejecta, and two simulations with an initial bound mass in the ejecta, as listed in Table 1. Of these, we designate a fiducial model, $\alpha 3d 5$, that starts with poloidal magnetic flux geometry and typical value of the plasma beta parameter, $\beta_p = 10^3$ in the torus. It also adopts fiducial values for the mass $M_{\text{ej}} = 0.05 \, M_\odot$, radial density power-law index $\alpha = 3$, and time delay $t_d = 0.5 \, s$ for the dynamical ejecta.

We perform the simulations using our 3D GPU-accelerated code H-AMR (Liska et al. 2019), where we employ an ideal equation of state with the adiabatic index of 4/3, as appropriate for relativistic, radiation-dominated gas. For numerical stability purposes, we set a density floor in the code by setting the

\[^3\] In nature, the ejecta likely includes anisotropies that may alter the jet evolution (Pavan et al. 2021). This will be addressed in a follow-up paper where the ejecta will be set self-consistently by remapping it from numerical relativity simulations.}
maximum magnetization in the simulation to \( \sigma_0 = 20 \), which is roughly the maximum asymptotic Lorentz factor to which the jets can accelerate.

We carry out the simulations in the spherical polar coordinates, \( r, \theta, \phi \). We tilt the entire simulation (both the BH metric and the initial conditions) by \( 90^\circ \) in order to ensure the free development of 3D instabilities in the jets by directing them away from the polar axis. However, in order to avoid confusion, we will still refer to the \( \hat{z} \)-axis as the BH rotation axis and \( \theta \) as the angle relative to that axis.

The simulations utilize local adaptive time-stepping and AMR techniques. The refinement criterion identifies the jet and cocoon regions via preset ranges of magnetization values. If either one of these regions contains fewer than the desired number of cells—96 cells in the \( \theta \) or 192 cells in the \( \phi \) directions—then the region is refined, until the desired number of cells is reached. Our spherical grid uses a logarithmic cell distribution along the \( r \) direction, ranging from just inside the event horizon \((4.5 \times 10^2 \text{ cm})\) out to \( 4.5 \times 10^{10} \text{ cm} \), and a uniform cell distribution along the \( \theta \) and \( \phi \) directions. The base grid contains \( N_r \times N_\theta \times N_\phi = 384 \times 96 \times 192 \) cells in the \( r, \theta, \phi \) directions, respectively. We use up to three levels of AMR. As a result, at the maximum refinement level, the grid resolution is \( N_r \times N_\theta \times N_\phi = 3072 \times 768 \times 1536 \). We verify that the above resolution is sufficient to resolve the wavelength of the fastest-growing magnetorotational instability (MRI) mode (Balbus & Hawley 1991). We do this by calculating the MRI quality factor \( Q \), which gives the number of cells per the MRI wavelength. We find that \( Q \gtrsim 100 \) (in both the \( \theta \) and \( \phi \) directions) at all times in all models, much larger than the \( Q \sim 10 \) that is required to properly resolve MRI (e.g., Hawley et al. 2011), except for model \( \alpha3d5Bwiso \) in the first few milliseconds, during which our solution is not valid.

### 3. Jet Launching

Let us first consider our fiducial model, \( \alpha3d5 \), shown with thick blue solid lines in Figure 1. Here and below, unless stated otherwise, we measure all times with respect to the BH formation, when we begin the simulation. Figure 1(a) shows that the massive torus \((M_t \approx 0.2 M_\odot)\) initially drives an accretion rate burst of \( M \sim 2 M_\odot \text{ s}^{-1} \), such that most of the torus mass is consumed by the BH during the first \( \sim 0.1 \text{ s} \). Consequently, the mass of gravitationally bound gas in Figure 1(b) rapidly decays to \( M_b \lesssim 10^{3} M_\odot \), which results in a further drop in the accretion rate. Several models feature similar accretion rate profiles (e.g., models \( \alpha3d5, \alpha1d5, \alpha3d5iso \), and \( V \)); however, their \( M_b \) time dependencies are different. The reason is that parts of the ejecta are shocked by the jet and ultimately become bound to increase \( M_b \). When less-jetted shocks are generated, \( M_b \) is lower (e.g., in model \( V \)), which does not have the dynamical ejecta). A comparison between models \( \alpha3d5 \) and \( \alpha3d1Mb \) in Figures 1(a), (b), reveals that if some of the dynamical ejecta is falling onto the BH, i.e., it includes mass with \( v < v_{\text{esc}} \) then the bound ejecta component can dominate \( M \) and \( M_b \) already at \( t \sim 0.1 \text{ s} \), thereby suppressing the jet-launching efficiency early on.

Figure 1(c) shows that accretion of the torus onto the BH leads to the formation of bipolar relativistic jets at \( t \sim 20 \text{ ms} \); by \( \sim 0.5 \text{ s} \), the jet-launching efficiency, \( \eta = L_{\text{jet}}/M \), rises to high values, \( \sim 1 \), in all models initialized with a poloidal magnetic flux in the torus (except model \( \alpha3d1Mb \) where the jet fails to emerge as we explain later); here \( L_{\text{jet}} \) is the energy carried by highly magnetized regions with \( \sigma > 1 \) (energy flux minus rest-mass energy flux). This is a tell-tale sign that the disk enters the magnetically arrested disk (MAD; e.g., Tchekhovskoy et al. 2011) state. Because the accretion rate continues to drop, by the end of the simulation, the jet luminosity falls by about an order of magnitude with respect to its value at the onset of the MAD state, as seen in Figure 1(d). In MADs, the ratio between the fastest-growing MRI wavelength mode and the disk scale height scales as \( \beta_p^{-1/2} \) and governs the jet engine activity duration (Masada et al. 2007; Gottlieb et al. 2022a). For our choice of magnetic flux distribution, we find that when \( \beta_p > 10^3 \), the jet efficiency (and luminosity) drops below unity within \( \lesssim 1 \text{ s} \). When the torus is initialized with a toroidal magnetic field, even the magnetic field in equipartition with the gas pressure, the jet power
cannot drill through the dynamical ejecta. This presents challenges to sGRB jet launching from the initially toroidal magnetic field geometry in the presence of polar dynamical ejecta.

Models $\alpha3d1Mb$ and $\alpha3d1MbBs$ stand apart from the other models as they contain $M_b \approx 0.2 \ M_\odot$ at the onset of the simulation. The bound mass leads to the high accretion power of dynamical (unmagnetized) ejecta at the jet-launching site. Pavan et al. (2021) showed that this can suppress the jet efficiency and result in an unsuccessful jet launching. For the given isotropic equivalent bound mass along the poles in these models, the minimum jet luminosity required for overcoming the ram pressure of the accreted gas is $\sim 10^{51} \text{ erg s}^{-1}$ (Gottlieb et al. 2022a). Thus, model $\alpha3d1Mb$ fails to produce a relativistic jet, whereas model $\alpha3d1MbBs$, which includes strong magnetic fields, enables jet launching; however, in this case, the jet energy ($\gtrsim 10^{52} \text{ erg}$) is too high to represent an sGRB jet. When the ejecta minimal velocity is increased from $v_{\text{min}} = 0.05 c < v_{\text{esc}}$ to $v_{\text{min}} = 0.07 c > v_{\text{esc}}$ (model $\alpha3d1$), unmagnetized ejecta is not falling onto the BH along the poles, and the jets can be successfully launched. These results demonstrate that the state of the ejecta at the time of the BH formation is of the utmost importance for the jet’s fate. Numerical relativity simulations, which model the jet and ejecta formation self-consistently, show that in fact there is a nonnegligible amount of bound mass along the pole at the time of jet formation. Consequently, such simulations feature similarly disrupted jets owing to strong mixing between the jet and the ejecta close to the launching site at $\sim 10^8 \text{ cm}$ (Ciolfi 2020).

$\text{GN21}$ previously considered the strength of the jet relative to the surrounding ejecta at the time of jet launching, which dictates the jet propagation. They defined it as

$$\eta_0 = \left( \frac{L_{\text{jet}} t_{\text{jet}}}{E_{\text{ej, min}} \theta_j^3} \right)^{1/3}. \quad (4)$$

Here, $E_{\text{ej, min}}$ is the energy of the ejecta at $v_{\text{min}}$ and $\theta_j$ is the jet-opening angle. Jets can succeed in drilling out of the dynamical ejecta if the jet engine activity time exceeds the characteristic timescale required for the ejecta to clear out the pole. However, in their analysis, GN21 assumed the jet power to be constant in time, irrespective of the processes that take place at the jet-launching site. In reality, the jet power depends on the mass accretion rate, which we show here to be dependent on the inner parts of the ejecta. We find that the magnetized torus is consumed early on, such that the unmagnetized ejecta dominates the accreted gas at later times, thereby suppressing the MAD state after the ejecta expanded. As a result, both the available jet power and efficiency decrease over time until the jet completely shuts off. We conclude that within our torus setup, a successful jet launching requires the magnetic field to be amplified to our prescribed values (e.g., by Kelvin–Helmholtz instability in the merger; Kiuchi et al. 2015) and the jet to be launched, in proximity to the BH formation, before the accretion of a substantial amount of mass. Additionally, there is a minimal delay time between the merger and the BH formation during which the mass along the pole needs to be evacuated before the jets are launched. Failed jets such as in model $\alpha3d1Mb$ cannot to be the source of GRBs; however,

\begin{figure}[h]
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\caption{Time evolution of the jet and mass properties as measured at $r = 10 r_g$ in different models. Panel (a): Accretion rate on the BH exhibits a continuous decrease over the first second before stabilizing. Panel (b): Gravitationally bound mass rapidly decays from $\sim 0.1 \ M_\odot$ to $\sim (10^{-2} - 10^{-1}) \ M_\odot$ as the torus is consumed by the BH. Panel (c): When the jet is launched successfully, its launching efficiency ($\eta = \dot{L}_{\text{jet}} / \dot{M}_b c^2$, where $\dot{L}_{\text{jet}}$ is the jet power upon launching, or the radial energy flux excluding the rest energy flux) builds over the first $\sim 0.5 \text{ s}$ before reaching a MAD state. Panel (d): The decrease in the accretion rate leads to luminosity drop to typical sGRB luminosities. If $v_{\text{min}} < v_{\text{esc}}$, the accretion on the jet axis inhibits a successful jet launching (model $\alpha3d1Mb$).
\end{figure}
they may still power low-luminosity emission via cocoon shock breakout (Gottlieb et al. 2018b).

4. Results

In Section 3, we showed that some models can produce relativistic jets whereas others fail to do so. Among the models in which the jet fails to pierce through the ejecta, the cocoon can also either break out or not from the dynamical ejecta. Overall, we identify three types of outflow, depending on the value of $\eta_0$ (see Equation (4)): (i) relativistic breakout (RB; high $\eta_0$): the jet (and the cocoon) breaks out and powers the prompt $\gamma$-ray emission for on-axis observers; (ii) mildly relativistic breakout (MB; moderate $\eta_0$): jets that fail to break out from the ejecta, but their cocoons manage to escape (models $\alpha 3d1Mb$ and $\alpha 3d5Bw$); (iii) failed cocoons (FCs; low $\eta_0$): both the jet and the cocoon fail to break out from the ejecta because the weak cocoon is moving slower than $v_{\text{max}}$. In this section, we focus on the emerging structure from the ejecta and thus ignore FCs (models $\alpha 3d5Bl$ and $\alpha 3d5Bwiso$). We note that previously, Duffell et al. (2018) suggested a similar classification of four outflows, three of which are the ones defined above. However, the fourth type, which they defined as a late breakout of a relativistic jet from the ejecta, is attributed to the artificial choice of the jet injection rather than a likely scenario expected in BNSs (see discussion in GN21).

4.1. Jet Propagation

We find that in all RB models the jet head accelerates to mildly relativistic velocities (in the ejecta frame) at early times, implying that the jet head is subrelativistic only during its interaction with the disk winds and the innermost parts of the ejecta. The cocoon energy can be estimated as (Lazzati & Begelman 2005): $E_c = L_{\gamma,0} t_b (1 - \langle \beta_h \rangle)$, where $\langle \beta_h \rangle$ is the average dimensionless (normalized by the speed of light) jet head velocity and the $(1 - \langle \beta_h \rangle)$ term accounts for the jet material that does not cross the reverse shock by the time the jet head breaks out. This implies that the jet head primarily energizes the cocoon while the head is subrelativistic. Because the head is subrelativistic only during the first few dozen milliseconds—while interacting with the dense winds—this interaction plays the most significant role in determining the complex jet structure. It then follows that if the jet is choked inside the ejecta, this can only happen very early on in the jet–ejecta interaction. We show in Section 4.2 that RB models feature similar postbreakout outflow structure and properties regardless of the presence of the dynamical ejecta. Indeed, the dynamical ejecta appears to make a difference in the postbreakout outflow structure only for FC and MB models.

Figure 2 shows a 3D rendering of the system at different times and models. Figure 2(a) depicts the logarithm of the asymptotic proper velocity $u_{\infty}$ at early times (before its interaction with the ejecta) at $r = v_{\text{min}} t_b$ in model $\alpha 3d5$. Here, $u_{\infty} \equiv (\Gamma_{\infty}^3 - 1)^{1/2}$, where $\Gamma_{\infty} = -u_t (h + \sigma)$ is the asymptotic Lorentz factor, $u_t$ is the covariant time component of the four-velocity, and $h \equiv 1 + 4p_e / \rho c^2$ is the specific enthalpy. It is shown that the early interaction between the jet (white blue) and the winds (yellow) from the disk (red) is strong enough to form strong shocks at the jet head that lead to an extended structure of a hot cocoon (green) prior to its interaction with the ejecta at $v_{\text{min}} (t + t_b)$. The remaining panels of Figure 2 portray the logarithm of the magnetization in the jet and the cocoon, upon breakout from the dynamical ejecta (right panel, model $\alpha 3d5$), and when the forward shock is at $r = 4.5 \times 10^{10}$ cm (Figure 2(c) for RB model $\alpha 3d5$ and Figure 2(d) for MB model $\alpha 3d5Bw$). Figures 2(b) and (c) feature a jet that remains intact and retains a high magnetization of $\sigma \sim 1$ both before and after the breakout, whereas the cocoon magnetization is $\sigma < 10^{-2}$. The weak-jet model in Figure 2(d) features a postbreakout cocoon without a jet. Here, the weak jet was choked inside the ejecta, implying that jets with $L_{\gamma} \approx 10^{49}$ erg s$^{-1}$ can only emerge from lighter ejecta. We test this hypothesis by performing a simulation corresponding to model $\alpha 3d5Bw$ but remove the dynamical ejecta. We find that the weak jet can successfully propagate through the disk winds and form a similar structure to that in model $\alpha 3d5$. We conclude that while the ejecta has a negligible effect on jets that break out of it, it sets a lower limit on the energy of jets that can escape from it.

Figure 3 depicts the radial energy flux (excluding the rest-mass energy flux) weighted average of different quantities and models while considering only material with $u_{\infty} > 1$. Figure 3(a) demonstrates that during the first $\sim 1$ s, the magnetization profile in model $\alpha 3d5$ decays monotonically as $r^{-3/2}$ (dashed light blue line) until it reaches the head. The magnetization profile at $1.7$ s (blue) shows that it is efficiently converted to bulk kinetic energy (olive) such that the maximum velocity of a fluid element $u_{\infty}$ (black) is conserved, implying that jet–cocoon mixing is insignificant. Both the magnetization and the specific enthalpy (magenta) remain moderate in the jet at $\sim 10^{10.5}$ cm. While the jet power is getting weaker, the structure becomes more intermittent and the mixing is getting stronger (Gottlieb et al. 2020b), as seen in the drop at $\sim 10^{10}$ cm in the profiles at 1.7 s.

Figure 3(b) demonstrates that a similar radial profile of the magnetization is also observed in all other models in which the jet encounters a similar density profile along its path in the ejecta. Figure 3(c) reveals subtle differences between RB models—when the expanding ejecta is absent (model V); the mixing is somewhat weaker, and at the largest radii, the magnetization remains slightly above the models with the dynamical ejecta. When the ejecta is isotropic (model $\alpha 3d5iso$), more mass is present on the jet axis, the mixing is stronger, and the magnetization is slightly lower. Substantial differences appear between the magnetization profile of RB and MB models. The drop in the jet energy over time in model $\alpha 3d5Bw$ increases the mixing between the jet and the ejecta, such that the magnetization profile is truncated at $10^7$ cm as no relativistic material is present. The only relativistic material with $u_{\infty} > 1$ is observed in the jet that was launched at early times and is seen at $\sim 3 \times 10^{10}$ cm, where $\sigma \sim 10^{-2}$. Similarly, when the jet is not successfully launched (model $\alpha 3d1Mb$), the wide outflow from the BH is subject to strong mixing, which also results in a weak magnetization of the outflow. Overall, when $\eta_0$ is low, the jet–ejecta interaction is strong and the magnetization of the jet decreases well below unity. In contrast, in typical GRB jets (RB models) $\eta_0$ is high, such that the jet head propagates relativistically and the jet maintains $0.1 \lesssim \sigma \lesssim 1$ (see Figure 4).
4.2. Jet Structure and Emission

Figure 4(a) depicts the angular structure of the jet–cocoon outflow by integrating in the radial and azimuthal directions over all the material that broke out of the ejecta. All models exhibit the jet structure with a flat core and power-law decay $E_{\text{jet}}(\theta) \propto \theta^{-\delta}$. Interestingly, a similar structure was previously found by Gottlieb et al. (2021), Nativi et al. (2022), and Gottlieb et al. (2020a) in hydrodynamic and weakly magnetized jets, respectively. Short GRB simulations that do not last long enough for the jet to build its asymptotic extended structure feature a different angular structure (Kathirgamaraju et al. 2019; Nathanail et al. 2021). Because $\langle \beta_0 \rangle$ is mildly relativistic in RB models, the jet structure is governed by the interaction with the winds, and therefore, it is only weakly dependent on the inclusion of the ejecta. In these models, the power-law index is $\delta \gtrsim 3$ due to a low level of mixing and consistent with the power-law indices found for hydrodynamic and weakly magnetized sGRB jets (Gottlieb et al. 2020a, 2021). In the MB models ($\alpha3d1Mb$, $\alpha3d5Bw$), only the mildly relativistic is present outside the ejecta and thus the expansion is to wider angles. Consequently, the outflow has a milder power-law index $\delta \sim -1.5$ (green and brown lines), similar to long GRBs (lGRBs; Gottlieb et al. 2021) where the jet energy/ejecta density ratio is similarly lower.

Figure 4(b) shows the distribution of the energy outside the ejecta in the logarithm of $u_\infty$. In the range of cocoon velocities, $v_{\text{max}} / c \lesssim u_\infty \lesssim 3$, the distribution is quasi-uniform in all models, in agreement with previous results of hydrodynamic and weakly magnetized jets (Gottlieb et al. 2020a, 2021). In RB models, the transition to ultrarelativistic velocities shows a rise in the energy until $u_\infty \sim \sigma_0$, owing to the low mixing of the jet with the ejecta. Figure 4(c) shows the fraction of energy above a certain value of magnetization. Most of the jet energy in the RB models is carried by plasma with $\sigma > 0.1$. Under the reasonable assumption that a higher $\sigma_0$ does not increase the mixing between the jet and the ejecta, it follows that for $\sigma_0 \gtrsim 100$ (as expected in GRBs), most of the jet energy would come out at $\sigma \sim 1$. This result demonstrates that magnetic energy has an essential contribution to the powering signal of typical sGRBs, e.g., via synchrotron emission and/or magnetic
reconnection. Conversely, we see that in the absence of the jet in the MB models, the magnetization of the outflow is negligible (green and brown curves).

Figures 4(d) and (e) portray the total power (calculated in the same manner as the jet power on the horizon $L_{\text{jet}}$) at $r = 2 \times 10^{10}$ cm, after the breakout from the ejecta. The high variability over a $\sim 10$–100 ms timescale with $\sim 50\%$ power fluctuations and the $\sim 0.5$ s duration of the signal resemble observational features of sGRB lightcurves. In RB models $\alpha d5$, $\alpha 1d5$, $\alpha 3d5$iso, and $V$, the total energy of $\sim 10^{50.5}$ erg is also consistent with observations. The energies of the MB models $\alpha 3d1Mb$ and $\alpha 3d5Bw$, $1 - 5 \times 10^{48}$ erg, may produce low-luminosity sGRBs. We emphasize that GRB lightcurves could be considerably different from the jet power that we show here because the emission depends on the radiative efficiency and composition of the jet. It is notable that both the magnetization and the specific enthalpy are high (Figure 3(a)), such that both components contribute to the emission. We plan to calculate the jet and cocoon emission based on our simulations in future work.

5. Conclusions

We presented the first 3D GRMHD sGRB jet simulations from the BH to $\sim 3 \times 10^{10}$ cm with the highest resolution of such simulations to date. There are three types of outflows from the merger: subrelativistic ejecta, mildly relativistic cocoon, and relativistic jets. We find that there are three possible outcomes, which depend on $\eta_0$, the ratio of jet to ejecta energy at the time of jet launching: (i) RB (high $\eta_0$): all components are present in the coasting phase; (ii) MB (moderate $\eta_0$): the jet fails to emerge from the ejecta; (iii) FC (low $\eta_0$): the jet and cocoon are both choked inside the ejecta. Given the large data set of sGRB jets, their luminosity range can be well estimated (e.g., Wanderman & Piran 2015). Although there are only a handful of kilonova observations from which the ejecta mass can be inferred, they hint at a few $10^{-2} M_\odot$ ejecta (Berger et al. 2013; Tanvir et al. 2013; Kasen et al. 2017; Rastinejad et al. 2022). We note that while $M_{\text{ej}}$ is composed of dynamical ejecta and disk winds, the important mass for the jet interaction is along the pole and is expected to be dominated by the dynamical ejecta component. For example, in sGRB 160821B, the inferred total ejecta mass was $M_{\text{ej}} \sim 0.01 M_\odot$, but only $\sim 10^{-3} M_\odot$ along the pole, allowing the relatively weak ($\sim 10^{49}$ erg) jet to break out (Lamb et al. 2019). However, it is possible that these massive ejecta are subject to observational bias. Using the above estimates, we considered different configurations of the torus, ejecta, and delay times to characterize the dependency of the jet properties and its emerging postbreakout structure on the underlying physics of the merger. Our main conclusions are as follows:

1. We can constrain the ejecta mass and the time delay between the merger and the BH formation, based on the success of launching a relativistic jet. If bound mass along the poles still exists at the time of jet formation, the jet may fail to proceed if it cannot overcome the ram pressure of the infalling ejecta. In contrast to previous studies in which the jet power was a free parameter chosen as part of the setup, we find that the accretion onto the BH becomes dominant by the unmagnetized ejecta after a short while. This leads to a drop in the jet efficiency such that a relativistic jet cannot be launched. Therefore, there is a minimal time delay after the merger during which the bound ejecta isotropic equivalent mass along the pole has to drop (roughly below $\sim 10^{-2} M_\odot$ for typical sGRB jets) before the BH forms and launches the relativistic jets. The minimal jet power needed for the jet to break out of the ejecta with an isotropic equivalent mass of $\sim 10^{-2} M_\odot$ along the pole is $L_{\text{jet}} \gtrsim 10^{30}$ erg s$^{-1}$. This suggests that the low-luminosity end of sGRB distribution requires a lower polar ejecta mass in order for the jet to break out, in agreement with Gottlieb et al. (2021) and Gottlieb & Nakar (2021).

2. In order for the jet to be successfully launched, the magnetic field amplification should take place either before, or $\lesssim 0.1$ s after, the BH formation, before most of
the disk is accreted. Likewise, the jet needs to be launched soon after the BH formation.

3. We find that jets launched in models featuring BH disks with the toroidal field geometry are too weak to propagate through the dynamical ejecta at any time due to the above arguments (even for extremely strong magnetic fields, $\beta_p = 1$). This result disfavors physically motivated BH disks with a toroidal magnetic field configuration as the source of sGRB jets. This implies that the magnetic field might be altered prior to the BH formation or that neutrino physics is important for generating poloidal fields in the disk. The latter will be addressed in a future work.

4. Within our framework, we find that the torus plasma beta needs to have $\beta_p \lesssim 10^3$, or the magnetic field strength needs to be $B \gtrsim 10^{15}$ G, in order to successfully launch sGRB jets.

5. The postbreakout angular distribution of the isotropic equivalent energy of the outflow is a universal structure, irrespective of the jet magnetization, with a flat core followed by a power-law decay. If the jet is strong enough to break out from the ejecta, then its head is at least mildly relativistic and the dynamical ejecta effect on the jet is negligible. The power-law index in this case is $\gamma \gtrsim 3$, consistent with hydrodynamic jets (Gottlieb et al. 2021). If the jet is suffocated in the ejecta and only the cocoon emerges, then the power-law index is $\sim 1.5$.

6. The BH disk ejects quasi-isotropic baryon-loaded winds, which ultimately shape the jet structure, such that the further jet–ejecta interaction does not change the jet properties to a large extent. This implies that the ejecta is not essential for obtaining an extended angular jet structure: the jet may gain its complex structure solely through the interaction with the winds from the BH disk. Further investigation of the wind properties is left for a future study that includes a neutrino scheme.

7. In a companion paper, Gottlieb et al. (2022b), we study the evolution of IGRB jets in collapsars. Qualitatively, the main difference between the problems is the jet energy/ejecta density ratio. In collapsars, the medium is more massive, such that the above ratio is lower, similar to our models with weak jets. As a result, the IGRB jet head propagates slower inside the medium. In contrast to the dynamical ejecta, stars likely have a structured magnetic field, and thus the jet can ultimately break out, thanks to the accretion of the mass reservoir in the star that allows the jet central engine to operate over much longer timescales. Here, we find that after breaking out from the medium, a typical sGRB jet remains intact whereas in collapsars the interaction with the massive star leads to an intermittent structure. Similarly, the postbreakout magnetization level is somewhat higher in sGRB jets with $\sigma > 0.1$ (and potentially higher for more realistic $\sigma > 100$). Gottlieb et al. (2022b) showed that after the
jet escapes from the dense medium, the magnetization remains unchanged and the jet reaches the photosphere with the same magnetization with which it broke out. This implies that the magnetization found here at $\sim 10^{10.5}$ cm would be similar to that at the photosphere at $\sim 10^{12}$ cm, implying that the magnetic energy may well contribute to shaping the nonthermal spectrum of the sGRB prompt emission. The strong jet–medium interaction in collapsars also results in disk tilt and jet wobble that increases the angle for detection, thereby decreasing the intrinsic GRB rate, and also produces quiescent times in the lightcurve. While our simulations do not feature a wobbling jet, we attribute this result to our choice of initial conditions that include a stable torus, rather than an intrinsic difference between sGRB and lGRBs. It is likely that for a self-consistent disk formation a similar behavior will emerge.
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