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Abstract

A set of nonlinear differential equations associated with the Eisenstein series of the congruent subgroup $\Gamma_0(2)$ of the modular group $\text{SL}_2(\mathbb{Z})$ is constructed. These nonlinear equations are analogues of the well known Ramanujan equations, as well as the Chazy and Darboux-Halphen equations associated with the modular group. The general solutions of these equations can be realized in terms of the Schwarz triangle function $S(0, 0, 1/2; z)$.
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1 Introduction

In 1881, G. Halphen considered the nonlinear differential system \(^{(1)}\)

\[
\begin{align*}
    u_1' + u_2' &= u_1u_2, \\
    u_2' + u_3' &= u_2u_3, \\
    u_3' + u_1' &= u_3u_1,
\end{align*}
\]

for the functions \(u_1(z), u_2(z), u_3(z)\), which originally appeared in Darboux’s work of triply orthogonal surfaces on \(\mathbb{R}^3\) \(^{[2]}\). Note that \(f'\) indicates derivation with respect to the argument of the function \(f\) throughout this article. Halphen expressed the solution of the system \((1.1)\) in terms of the logarithmic derivatives of the null theta functions; namely,

\[
\begin{align*}
    u_1(z) &= (\ln \vartheta_4(0|z))', \\
    u_2(z) &= (\ln \vartheta_2(0|z))', \\
    u_3(z) &= (\ln \vartheta_3(0|z))',
\end{align*}
\]

where the null theta functions are defined as (see e.g., \(^[3,4]\))

\[
\begin{align*}
    \vartheta_2(0|z) &:= \sum_{n=-\infty}^{\infty} q^{\frac{1}{2}(n+\frac{1}{2})^2}, \\
    \vartheta_3(0|z) &:= \sum_{n=-\infty}^{\infty} q^{\frac{1}{2}n^2}, \\
    \vartheta_4(0|z) &:= \sum_{n=-\infty}^{\infty} (-1)^n q^{\frac{1}{2}n^2},
\end{align*}
\]

and \(q := e^{2\pi iz}, \quad \text{Im} \ z > 0.\) In 1909, Chazy in his study of Painlevé type equations of third order, considered the nonlinear differential equation for the complex function \(y(z)\)

\[
y''' = 2yy'' - 3y'^2, \quad (1.2)
\]

which as he noted, is related to the Darboux-Halphen (DH) system via \(y = u_1 + u_2 + u_3\) \(^{[5]}\). It turns out that both the Chazy and the DH equations are intimately connected to the theory of modular forms \(^{[6]}\). Indeed, a particular solution of \((1.2)\) is given by

\[
y(z) := \pi i E_2(z),
\]

where

\[
E_2(z) = 1 - 24 \sum_{n=1}^{\infty} \left( \sum_{d|n} d \right) q^n, \quad (1.3)
\]

with \(q := e^{2\pi iz}\), and \(\text{Im} \ z > 0.\) \(E_2(z)\) is the weight 2 Eisenstein series associated with the full modular group \(SL_2(\mathbb{Z})\). The normalized Eisenstein series on \(SL_2(\mathbb{Z})\) are defined, for even integer \(k \geq 2\), by

\[
E_k(z) = 1 - \frac{2k}{B_k} \sum_{n=1}^{\infty} \sigma_{k-1}(n) q^n, \quad (1.4)
\]

where \(B_k\) is the \(k\)th Bernoulli number and

\[
\sigma_k(n) := \sum_{d|n} d^k, \quad n \in \mathbb{N}.
\]

The purpose of the present paper is to find nonlinear ordinary differential equations (ODEs) similar to the Halphen and Chazy equations, and which are related to modular forms associated with subgroups of the modular group. In particular, we construct nonlinear ODEs satisfied by the Eisenstein series associated with the subgroup \(\Gamma_0(2)\) (defined
below) of the modular group $SL_2(\mathbb{Z})$. We then illustrate their relationships with certain system of ODEs also found by Halphen \[7\], as well as scalar ODEs considered by Schwarz \[8\], and later by Bureau \[9\]. The latter class of equations are known to be important in the theory of conformal mapping \[10\]. More recently such ODEs have appeared in several areas of mathematical physics including magnetic monopoles \[11\], self-dual Yang-Mills and Einstein equations \[12\] \[13\], as well as topological field theory \[14\].

Another motivation for this article stems from Ramanujan’s work on modular forms, and subsequent extensions of some of Ramanujan’s results by Ramamani. In 1916, Ramanujan \[15\], \[16\] pp 136–162, introduced the functions $P(q)$, $Q(q)$ and $R(q)$ defined for $|q| < 1$ by

\[
P(q) := 1 - 24 \sum_{n=1}^{\infty} \sigma_1(n)q^n, \quad Q(q) := 1 + 240 \sum_{n=1}^{\infty} \sigma_3(n)q^n, \quad R(q) := 1 - 504 \sum_{n=1}^{\infty} \sigma_5(n)q^n, \tag{1.5}
\]

and proved that these functions \((1.5)\) satisfy the ODEs

\[
qP' = \frac{P^2 - Q}{12}, \quad qQ' = \frac{PQ - R}{3}, \quad qR' = \frac{PR - Q^2}{2}. \tag{1.6}
\]

We note here that the functions $P(q)$, $Q(q)$ and $R(q)$ are the Eisenstein series for $SL_2(\mathbb{Z})$ introduced above. That is, $P(q) = E_2(z)$, $Q(q) = E_4(z)$, and $R(q) = E_6(z)$. There is an important correspondence between the Chazy equation and Ramanujan’s work. If we rewrite the system \((1.6)\) into a single equation, then it can be shown that $\pi iP(q)$ is a solution of the Chazy equation \[12\].

An analogue of the Ramanujan-type nonlinear system was considered by Ramamani \[17\], who introduced three functions similar to \((1.5)\), and defined for $|q| < 1$ by

\[
P(q) := 1 - 8 \sum_{n=1}^{\infty} \frac{(-1)^n nq^n}{1 - q^n}, \quad \tilde{P}(q) := 1 + 24 \sum_{n=1}^{\infty} \frac{nq^n}{1 + q^n}, \quad Q(q) := 1 + 16 \sum_{n=1}^{\infty} \frac{(-1)^n n^3 q^n}{1 - q^n}. \tag{1.7}
\]

In the same manner as \((1.6)\), these functions $P(q)$, $\tilde{P}(q)$ and $Q(q)$ satisfy the differential equations \([17\] \[18\] \[19\]

\[
qP' = \frac{P^2 - Q}{4}, \quad q\tilde{P}' = \frac{\tilde{P}P - Q}{2}, \quad qQ' = \tilde{P}Q - \tilde{P}Q. \tag{1.8}
\]

It turns out that the functions \((1.7)\) are the Eisenstein series associated with the congruence (congruent modulo 2) subgroup $\Gamma_0(2)$ of $SL_2(\mathbb{Z})$. Here $\Gamma_0(2)$ is defined by

\[
\Gamma_0(2) := \left\{ \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) : c \equiv 0 \ (\text{mod} \ 2) \right\}.
\]

In more contemporary notation, the normalized Eisenstein series on $\Gamma_0(2)$ are defined (see e.g., \[20\]), for even integer $k \geq 2$, by

\[
\mathcal{E}_k(z) = 1 + \frac{2k}{(1 - 2^k)B_k} \sum_{n=1}^{\infty} \frac{(-1)^n n^{k-1} q^n}{1 - q^n}, \tag{1.9}
\]
where, as before, $q := e^{2\pi iz}$ with $\text{Im} z > 0$. It is easy to check that $\mathcal{E}_2(z) = \mathcal{P}(q)$ and $\mathcal{E}_4(z) = \mathcal{Q}(q)$. If we define $\tilde{\mathcal{E}}_2(z)$ by

$$\tilde{\mathcal{E}}_2(z) := \tilde{\mathcal{P}}(q), \quad (1.10)$$

then it can be shown that $2\tilde{\mathcal{E}}_2(z) = 3\mathcal{E}_2(z) - E_2(z)$ (see Lemma 3.1 in section 3). Therefore, all three functions $\mathcal{P}(q), \tilde{\mathcal{P}}(q)$, and $\mathcal{Q}(q)$ introduced by Ramamani are expressible in terms of Eisenstein series.

In this article, we show that Ramamani’s system (1.8) is equivalent to a third order scalar nonlinear ODE found by Bureau in [9], and whose solutions are given implicitly by a Schwarz triangle function [8, 10]. We also construct a Halphen-type ODE system for $\Gamma_0(2)$ and show its equivalence to Ramamani’s system. The solution to this Halphen-type system is given in terms of the logarithmic derivatives involving the Schwarz triangle function, in much the same way as the null theta functions solve (1.1). The paper is organized as follows. In the following section, we introduce some basic definitions and preliminary materials on complex functions associated with the full modular group $\text{SL}_2(\mathbb{Z})$, as well as its subgroup $\Gamma_0(2)$. In section 3, we discuss the transformation properties of the modular forms on $\Gamma_0(2)$, and present our main results in section 4.

2 Background

The aim of this section is to provide a brief background on modular forms necessary for the subsequent discussions of the various nonlinear ODEs on $\Gamma_0(2)$ and transformation properties of their solutions. Detailed discussions on modular forms can be found in several monographs (see e.g., [4, 20, 21]).

Denote by $\Gamma$ the discrete subgroup of $\text{SL}_2(\mathbb{R})$ and by $\mathcal{H}$ the upper half-plane. We call a meromorphic function $f$ on $\mathcal{H}$ a meromorphic modular form of weight $k$ for $\Gamma$ if

$$f\left(\frac{az + b}{cz + d}\right) = (cz + d)^k f(z), \quad \left(\begin{array}{cc} a \\
 b \\
 c \\
 d \end{array}\right) \in \Gamma,$$

for all $z \in \mathcal{H}$, and $f$ is meromorphic at the cusps (i.e., $\mathbb{R} \cup \{\infty\}$). If $k = 0$, then $f$ is called a modular function on $\Gamma$. Further, we say that $f$ is a holomorphic modular form if $f$ is holomorphic on $\mathcal{H}$ and holomorphic at the cusps. A holomorphic modular form is said to be a cusp form if it vanishes at each cusp of $\Gamma$.

As is customary, we denote by $M_k(\Gamma)$ (resp. $S_k(\Gamma)$) the space of holomorphic modular forms (resp. cusp forms) of weight $k$ for $\Gamma$. Moreover, we denote by $M^\infty_k(\Gamma)$ the space of weakly holomorphic modular forms on $\Gamma$ (i.e. holomorphic on $\mathcal{H}$ but not necessarily at the cusps). For example, $E_4(z) \in M_4(\text{SL}_2(\mathbb{Z}))$ and $E_6(z) \in M_6(\text{SL}_2(\mathbb{Z}))$. It is well known that $E_2(z)$ is not a modular form of weight 2 but is often referred to as a quasi-modular form of weight 2. In fact, there is no modular form of weight 2 for $\text{SL}_2(\mathbb{Z})$. Also recall that the two well known modular forms for $\text{SL}_2(\mathbb{Z})$ namely, the Delta function and the modular $j$-function are defined as

$$\Delta(z) := \frac{E_4^3(z) - E_6^2(z)}{1728} = q \prod_{n=1}^{\infty} (1 - q^n)^24 := \sum_{n=1}^{\infty} \tau(n)q^n, \quad \tau(n) \in \mathbb{Z},$$

$$j(z) := \frac{E_4^3(z)}{\Delta(z)} = \frac{1}{q} + 744 + 196884q + 21493760q^2 + \cdots.$$
Since the only cusp for $\text{SL}_2(\mathbb{Z})$ is at infinity (i.e., $q = 0$), then clearly $\Delta \in S_{12}(\text{SL}_2(\mathbb{Z}))$ and $j \in M_0^\infty(\text{SL}_2(\mathbb{Z}))$. In fact, all meromorphic modular functions on $\text{SL}_2(\mathbb{Z})$ are rational functions of $j$ (see [4], [22]). The integer coefficients $\tau(n)$ above, are the famous tau-functions of Ramanujan, who proved and conjectured many of its properties. The characterization of $\tau(n)$ is one of the important problems in number theory. For instance, the well-known Ramanujan conjecture: $|\tau(n)| < n^{11/2}\sigma_0(n)$ (where $\sigma_0(n)$ is the number of divisors of $n$) was proved by Deligne in 1974. In the present context, it is also relevant to point out the relationship between $\Delta(z)$ and the particular modular solution of the Chazy equation (1.2), namely

$$y(z) = \pi i E_2(z) = \frac{1}{2} \frac{\Delta'(z)}{\Delta(z)} \quad \tag{2.1}$$

Equation (2.1) follows by taking the logarithmic derivative of the infinite product formula for $\Delta(z)$ above, and comparing it with the $q$-expansion for $E_2(z)$ in (1.3).

For the congruent subgroup $\Gamma = \Gamma_0(2)$ of $\text{SL}_2(\mathbb{Z})$ there are two cusps, namely zero and infinity. In this case, it is known that for $k$ even and $k \geq 0$, $\dim(M_k(\Gamma_0(2))) = \lfloor k/4 \rfloor + 1$ while $\dim(S_k(\Gamma_0(2))) = \lfloor k/4 \rfloor - 1$ (see e.g. [11]), here $[n]$ denotes the integer part of $n$. Thus unlike the space $M_2(\text{SL}_2(\mathbb{Z}))$, which is trivial, the space of modular forms of weight 2 on $\Gamma_0(2)$ is 1-dimensional. In fact, it was recently proved that $\tilde{E}_2(z) = \tilde{P}(q)$ is the “unique” modular form of weight 2 on $\Gamma_0(2)$ [23, Lemma 3.3]. Yet another recent result is that for $k \geq 4$, the functions $E_k(z)$ defined in (1.9), are the modular forms of weight $k$ on $\Gamma_0(2)$ which vanish at the cusp zero [24, Theorem 1.1]. When $k = 2$, it turns out that $E_2(z) = P(q)$ is a quasi-modular form on $\Gamma_0(2)$ (see [4] in [3]), like $E_2(z)$ is for for the modular group $\text{SL}_2(\mathbb{Z})$. $E_2(z)$ plays an important role in the theory of modular forms of level 2, as well as in our subsequent discussions.

Define a modular form of weight 4 on $\Gamma_0(2)$ by

$$D(z) := \frac{\tilde{E}_2^2(z) - E_4(z)}{64} = q + 8q^2 + 28q^3 + 64q^4 + \cdots \quad \tag{2.2}$$

It is easy to check that $D$ vanishes at the cusp infinity, but not at the cusp zero ($q = 1$). Hence $D$ is not a cusp form, but $D(z)E_4(z)$ is a cusp form of weight 8. (Since $\dim(S_k(\Gamma_0(2))) = \lfloor k/4 \rfloor - 1$, the smallest weight of a cusp form on $\Gamma_0(2)$ is 8.)

Analogous to the Ramanujan tau-functions, the coefficients of $D$ have number theoretic significance. They are related to the number of representations of integers as sums of triangular numbers $t_n := n(n + 1)/2$, $n = 0, 1, 2, \ldots$. By using Ramanujan’s theory of elliptic functions, Hahn [25, Theorem 2.4] has proved that

$$D(z) = q \sum_{n=0}^{\infty} \delta_m(n)q^n,$$

where $\delta_m(n)$ the number of representations of $n$ as the sum of $m$ triangular numbers, for $m \geq 1$. The problem of finding explicit formulas for $\delta_m(n)$ is one of the classical problems in combinatorics and number theory [26].

Next, we define a modular function of weight 0 on $\Gamma_0(2)$ by

$$j_2(z) := \frac{\tilde{E}_2^2(z)}{D(z)} = \frac{1}{q} + 40 + 276q - 2048q^2 + \cdots \in M_0^\infty(\Gamma_0(2)), \quad \tag{2.3}$$
which generates the field of modular functions on $\Gamma_0(2)$. We will show in this paper that in a certain sense the functions $D$ and $j_2$ play similar roles for the congruence subgroup $\Gamma_0(2)$ as is done by $\Delta$ and $j$ respectively, for $\text{SL}_2(\mathbb{Z})$. However, an important difference is that $\Delta$ is a cusp form for $\text{SL}_2(\mathbb{Z})$, whereas $D$ is not a cusp form for $\Gamma_0(2)$.

3 Symmetry transformation

It is well known that there exist both algebraic as well as differential identities among the Eisenstein series (1.1) associated with the modular group $\text{SL}_2(\mathbb{Z})$ (see e.g., [21, pp 123]). These identities can be derived essentially from the fact that the vector space $M_k(\text{SL}_2(\mathbb{Z}))$ is finite dimensional, and that $M_k M_l \subset M_{k+l}$. The latter fact is a direct consequence of the transformation property of modular forms. In fact, the differential identities (1.6) of Ramanujan can be proved by re-interpreting them as the known identities among the Eisenstein series $E_2(z)$, $E_4(z)$, $E_6(z)$, and $E_8(z)$. In this section, we demonstrate that there also exist similar identities among the Eisenstein series (1.9) and the function $\tilde{E}_2(z)$ associated with the subgroup $\Gamma_0(2)$ of the modular group. Furthermore, Ramamani’s differential system (1.8) can be directly deduced from these identities.

Note that $\tilde{E}_2(z)$ is not an Eisenstein series for $\Gamma_0(2)$ but it can be expressed as a linear combination of Eisenstein series (see (3.2) below). To establish this result, it is convenient to first introduce an alternative representation for $\tilde{E}_2(z)$. By the elementary fact

$$\frac{x}{1+x} = \frac{x}{1-x} - \frac{2x^2}{1-x^2},$$

we find from (1.10) and the definition of $\tilde{P}(q)$ in (1.7) that

$$\tilde{E}_2(z) = 1 + 24 \sum_{n=1}^{\infty} \frac{nq^n}{1+q^n}$$

$$= 1 + 24 \sum_{n=1}^{\infty} \frac{nq^n}{1-q^n} - 24 \sum_{n=1}^{\infty} \frac{2nq^{2n}}{1-q^{2n}} = 1 + 24 \sum_{n=1}^{\infty} \frac{(2n-1)q^{2n-1}}{1-q^{2n-1}}, \quad (3.1)$$

where we decomposed the first sum in the left hand side of (3.1) into odd and even parts to arrive at the final result.

**Lemma 3.1.** Let $E_2(z)$, $E_2(z)$, and $\tilde{E}_2(z)$ be defined as in (1.3), (1.9), and (1.10), then we have that

$$E_2(z) = 3E_2(z) - 2\tilde{E}_2(z). \quad (3.2)$$

**Proof.** First, recall that $E_2(z) = P(q)$. Then, from the definition of $\tilde{P}(q)$ in (1.7) and by (3.1) we obtain

$$3E_2(z) - 2\tilde{E}_2(z) = 3\left(1 + 8 \sum_{n=1}^{\infty} \frac{(2n-1)q^{2n-1}}{1-q^{2n-1}} - 8 \sum_{n=1}^{\infty} \frac{2nq^{2n}}{1-q^{2n}}\right) - 2\left(1 + 24 \sum_{n=1}^{\infty} \frac{(2n-1)q^{2n-1}}{1-q^{2n-1}}\right)$$

$$= 1 - 24 \sum_{n=1}^{\infty} \frac{(2n-1)q^{2n-1}}{1-q^{2n-1}} - 24 \sum_{n=1}^{\infty} \frac{2nq^{2n}}{1-q^{2n}} = 1 - 24 \sum_{n=1}^{\infty} \frac{nq^n}{1-q^n} = E_2(z).$$

The last identity for $E_2(z)$ follows after expanding $(1-q^n)^{-1}$ in a geometric series and then using (1.3).\[\square\]
Comparing the above representation for $E_2(z)$ with the left hand side of (3.1), yields

$$\tilde{E}_2(z) = 2E_2(2z) - E_2(z),$$

which we then put in (3.2) to eliminate $\tilde{E}_2(z)$, and obtain the following expression

$$E_2(z) = \frac{4}{3}E_2(2z) - \frac{1}{3}E_2(z). \quad (3.3)$$

From (3.3) and the transformation for $E_2(z)$ which is a quasi-modular form of weight 2 on $SL_2(\mathbb{Z})$, we can derive the transformation formula for $E_2(z)$.

**Lemma 3.2.** For $(a\ b\ c\ d) \in \Gamma_0(2)$, $E_2(z)$ transforms like a quasi-modular form of weight 2 as follows

$$E_2\left(\frac{az + b}{cz + d}\right) = (cz + d)^2E_2(z) + \frac{2}{\pi i}c(cz + d). \quad (3.4)$$

**Proof.** Recall for $(a\ b\ c\ d) \in SL_2(\mathbb{Z})$, the transformation formula [20, pp 68]

$$E_2\left(\frac{az + b}{cz + d}\right) = (cz + d)^2E_2(z) + \frac{6}{\pi i}c(cz + d). \quad (3.5)$$

Then we have for $(a\ b\ c\ d) \in \Gamma_0(2)$,

$$E_2\left(2\left(\frac{az + b}{cz + d}\right)\right) = E_2\left(\frac{a(2z) + 2b}{2(2z) + d}\right) = (cz + d)^2E_2(2z) + \frac{3}{\pi i}c(cz + d).$$

Hence, by (3.3), we have that

$$E_2\left(\frac{az + b}{cz + d}\right) = \frac{4}{3}\left((cz + d)^2E_2(2z) + \frac{3}{\pi i}c(cz + d)\right) - \frac{1}{3}\left((cz + d)^2E_2(z) + \frac{6}{\pi i}c(cz + d)\right)$$

$$= (cz + d)^2E_2(z) + \frac{2}{\pi i}c(cz + d).$$

The above lemma allows us to establish the following transformation property for modular forms of weight $k$ on $\Gamma_0(2)$.

**Lemma 3.3.** Let $f \in M_k(\Gamma_0(2))$, then $\delta f - \frac{k}{4}E_2f \in M_{k+2}(\Gamma_0(2))$ where the differential operator $\delta := \frac{q}{d} = \frac{1}{2\pi i} \frac{d}{dz}$.

**Proof.** For $(a\ b\ c\ d) \in \Gamma_0(2)$, we have

$$f\left(\frac{az + b}{cz + d}\right) = (cz + d)^k(f(z)) = (cz + d)^k + kc(cz + d)^{k+1}f(z),$$

and from the transformation (3.3),

$$f\left(\frac{az + b}{cz + d}\right)E_2\left(\frac{az + b}{cz + d}\right) = (cz + d)^k + f(z)E_2(z) + \frac{2}{\pi i}c(cz + d)^{k+1}f(z).$$

Then, by combining the two expressions above yields the desired transformation property for $\delta f - \frac{k}{4}E_2f$. 

\[\square\]
The above result will be used next to derive the differential identities for $\mathcal{P}(q) = \mathcal{E}_2(z)$, $\tilde{\mathcal{P}}(q) = \tilde{\mathcal{E}}_2(z)$, and $\mathcal{Q}(q) = \mathcal{E}_4(z)$, given by (1.8). Note that Lemma 3.3 does not apply to $\mathcal{E}_2(z)$ as it is not a modular form of weight 2. However, a similar calculation as in Lemma 3.3 shows that $\delta \mathcal{E}_2 - \mathcal{E}_2^2/4$ is a modular form of weight 4. Moreover, since $\dim M_4(\Gamma_0(2)) = 2$, one can write $\delta \mathcal{E}_2 - \mathcal{E}_2^2/4 = a\tilde{\mathcal{E}}_2^2 + b\mathcal{E}_4$ for constant coefficients $a, b$. By comparing the first 2 terms in the $q$-expansions of both sides one easily verifies that $a = 0$ and $b = -1/4$. Thus we recover the first equation in (1.8) in the form

$$\delta \mathcal{E}_2 - \frac{\mathcal{E}_2^2}{4} = -\frac{\mathcal{E}_4}{4}. \quad (3.6)$$

Applying Lemma 3.3 to $\tilde{\mathcal{E}}_2$ and $\mathcal{E}_4$ yields holomorphic modular forms of weight 4 and 6, respectively on $\Gamma_0(2)$. Then similar dimensional arguments as above, and comparing the first few terms of the $q$-expansion on both sides, lead to the remaining equations in (1.8) as follows

$$\delta \tilde{\mathcal{E}}_2 - \frac{\tilde{\mathcal{E}}_2 \tilde{\mathcal{E}}_2}{2} = -\frac{\mathcal{E}_4}{2}, \quad (3.7)$$

$$\delta \mathcal{E}_4 - \mathcal{E}_2 \mathcal{E}_4 = -\tilde{\mathcal{E}}_2 \mathcal{E}_4. \quad (3.8)$$

From (2.2), and using (3.7), (3.8), we obtain the relation

$$\delta \mathcal{D} = \mathcal{E}_2 \mathcal{D}, \quad (3.9)$$

which will be useful in the next section. In fact, (3.9) plays analogous role for $\Gamma_0(2)$ (see (4.7) below in section 4), as (2.1) does for the Chazy equation in the context of the modular group $SL_2(\mathbb{Z})$. Before closing this section, we note the following identity between the $\Delta(z)$ and $\mathcal{D}(z)$,

$$\mathcal{D}^3(z) = \frac{\Delta^2(2z)}{\Delta(z)}, \quad (3.10)$$

which is an easy consequence of re-expressing (3.2) in terms of the logarithmic derivatives from (2.1) and (3.9), then integrating the resulting equation. The constant of integration (which is unity) is determined by comparing only the first terms of the $q$-expansions for $\Delta(z)$ and $\mathcal{D}(z)$.

**4 Main results**

In this section we explore the relation between Ramamani’s nonlinear system (1.8) which is equivalent to the equations (3.6)–(3.8) for the modular forms on $\Gamma_0(2)$, and Chazy-type third order nonlinear ODEs studied by Bureau. We also present a first order system of ODEs that are equivalent to (1.8), and whose general solution can be prescribed in terms of the modular function $j_2$. This system may be regarded as the analogue of the Halphen system (1.1) for Ramamani’s nonlinear differential system.

In 1987, Bureau [9] investigated a certain class of third order nonlinear ODEs, and expressed their general solutions in terms of the Schwarz triangle function $s := S(\alpha, \beta, \gamma; z)$ which satisfies

$$\frac{s'''}{ss'} - \frac{3}{2} \left( \frac{s''}{s'} \right)^2 + \frac{s'^2}{2} V(s) = 0, \quad (4.1)$$
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and where $V(s)$ is given by

$$V(s) = \frac{1 - \alpha^2}{s^2} + \frac{1 - \beta^2}{(s - 1)^2} + \frac{\alpha^2 + \beta^2 - \gamma^2 - 1}{s(s - 1)}.$$  \hfill (4.2)

The Schwarzian equation \(4.1\) describes the conformal mappings of the upper-half $s$-plane to the interior of a region in the extended complex plane and bounded by three regular circular arcs. If $\alpha, \beta$, and $\gamma$ are non-negative real numbers such that $\alpha + \beta + \gamma < 1$, then the angles subtended at the vertices $s = 0$, $s = 1$, and $s = \infty$ of this triangle are $\alpha\pi$, $\beta\pi$, and $\gamma\pi$, respectively. Furthermore, if $\alpha, \beta,$ and $\gamma$ are chosen to be either zero or reciprocals of positive integers, then $s(z)$ is an invertible, meromorphic function on the interior of a circle in the extended complex plane, and cannot be analytically continued across this circle, which turns out to be a natural barrier (see e.g., \[10\]).

The solution to \(4.1\) is given implicitly in terms of the inverse function $z(s)$ which exists when $\alpha, \beta, \gamma \in \{0\} \cup \{1/n : n \in \mathbb{N}\}$. It can be shown that (see e.g., \[10, 27\]) the inverse function is given by the ratio $z(s) = u_1(s)/u_2(s)$, where $u_1(s)$ and $u_2(s)$ are any two independent solutions to the Fuchsian differential equation

$$u'' + \frac{V(s)}{4}u = 0$$

with regular singular points at $s = 0$, $s = 1$ and $s = \infty$. If we set

$$\chi(s) = s^{(\alpha-1)/2}(s-1)^{(\beta-1)/2}u(s),$$

then $\chi(s)$ satisfies the hypergeometric equation,

$$s(s-1)\chi'' + [(a + b + 1)s - c]\chi' + ab\chi = 0,$$  \hfill (4.3)

where $a = (1 - \alpha - \beta + \gamma)/2$, $b = (1 - \alpha - \beta - \gamma)/2$, and $c = 1 - \alpha$. Thus, in terms of any fundamental set of solutions $\chi_1, \chi_2$ of the hypergeometric equation \(4.3\), the general solution to \(4.1\) is given by the inverse $s(z)$ of the following function of $s$

$$z(s) = \frac{A\chi_1(s) + B\chi_2(s)}{C\chi_1(s) + D\chi_2(s)},$$  \hfill (4.4)

where $A, B, C, D$ are complex constants with $AD - BC \neq 0$. Note that a different choice $\tilde{\chi}_1 = a_1\chi_1 + a_2\chi_2$ and $\tilde{\chi}_2 = b_1\chi_1 + b_2\chi_2$ for the pair of independent solutions of \(4.3\) induces a linear fractional transformation of $z(s)$, but leaves invariant the general form of the equation \(4.4\). That is,

$$\tilde{z}(s) = \frac{A\tilde{\chi}_1(s) + B\tilde{\chi}_2(s)}{C\tilde{\chi}_1(s) + D\tilde{\chi}_2(s)} = \frac{A\chi_1(s) + B\chi_2(s)}{C\chi_1(s) + D\chi_2(s)} = \frac{az(s) + b}{cz(s) + d},$$  \hfill (4.5)

where $a, b, c, d$ are complex constants with $ad - bc \neq 0$. When the inverse of $z(s)$ exists, it follows from \(4.4\) and \(4.5\) that if $s(z)$ is a solution of the Schwarzian equation \(4.1\), then the function

$$\tilde{s}(z) := s\left(\frac{az + b}{cz + d}\right), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{C}),$$  \hfill (4.6)
is also a solution of (1.2). Hence, starting from a particular solution namely, the Schwarz triangle function \( s(z) = S(\alpha, \beta, \gamma; z) \) with \( \alpha, \beta, \gamma \in \{0\} \cup \{1/n : n \in \mathbb{N}\} \), the general solution of (1.2) can be constructed via the transformation property (4.6).

In his work, Bureau considered all third order scalar ODEs whose general solutions are given in terms of the Schwarz triangle functions \( S(\alpha, \beta, \gamma; z) \) where the parameters \( \alpha, \beta, \gamma \in \{0\} \cup \{1/n : n \in \mathbb{N}\} \). In particular, Bureau’s class of ODEs includes the Chazy equation (1.2) that corresponds to the Schwarz triangle function \( S(1/2, 1/3, 0; z) \) which is the same as the modular \( j \)-function for \( \text{SL}_2(\mathbb{Z}) \) [27]. In this section, we establish similar results for the congruence subgroup \( \Gamma_0(2) \). We begin by rewriting (3.6)–(3.8) into a single equation in order to deduce the following result.

**Theorem 4.1.** Let \( y(z) := \pi i \mathcal{E}_2(z) \), then \( y(z) \) satisfies the third order nonlinear differential equation

\[
y''' = 2yy'' - y'^2 + 2 \frac{(y'' - yy')^2}{2y' - y^2}. \quad (4.7)
\]

**Proof.** The proof involves elimination of \( \tilde{\mathcal{E}}_2 \) and \( \mathcal{E}_4 \) using (3.6)–(3.8), and then obtaining a single equation for \( \mathcal{E}_2 \). We briefly outline the steps of this calculation below.

Solving for \( \tilde{\mathcal{E}}_2 \) from (3.8), we have \( \tilde{\mathcal{E}}_2 = \mathcal{E}_2 - \delta \mathcal{E}_4 / \mathcal{E}_4 \). Now applying the differential operator \( \delta \) to both sides of this expression, and using (3.7) yields,

\[
\delta \left( \mathcal{E}_2 - \frac{\delta \mathcal{E}_4}{\mathcal{E}_4} \right) = \frac{\mathcal{E}_2}{2} \left( \mathcal{E}_2 - \frac{\delta \mathcal{E}_4}{\mathcal{E}_4} \right) - \frac{\mathcal{E}_4}{2}.
\]

If we use (3.6) to eliminate \( \mathcal{E}_4 \) from the equation above, then it is clear that we obtain a third order ODE for \( \mathcal{E}_2 \). Next we put \( \mathcal{E}_2 = y / \pi i \) into this third order ODE, and after straightforward calculations, arrive at the desired result. \( \square \)

Rankin in [28], showed that \( \Delta(z) \) associated with the modular group \( \text{SL}_2(\mathbb{Z}) \), satisfies an ODE which is homogeneous of degree 4 (in both \( \Delta \) and its derivatives), namely

\[
2\Delta'''^2 \Delta^3 - 10\Delta''' \Delta' \Delta^2 - 3\Delta''^2 \Delta^2 + 24\Delta'' \Delta' \Delta - 13\Delta'^4 = 0.
\]

The above equation also follows directly from the Chazy equation (1.2), if we express \( y \) as the logarithmic derivative of \( \Delta \) as in (2.1). We prove a similar result for \( \Gamma_0(2) \).

**Corollary 4.2.** The modular form \( \mathcal{D}(z) \) defined as in (2.2), satisfies the following ODE, which is of degree 6 in both \( \Delta \) and its derivatives.

\[
\mathcal{D}'''(8\mathcal{D}'^2\mathcal{D}^3 - 10\mathcal{D}'^2\mathcal{D}^3) + 8\mathcal{D}''^2\mathcal{D}^4 + \mathcal{D}'''(10\mathcal{D}'^3\mathcal{D}^2 + 16\mathcal{D}''\mathcal{D}'\mathcal{D}^3) - 20\mathcal{D}'^3\mathcal{D}^3 - 48\mathcal{D}''^2\mathcal{D}'^2\mathcal{D}^2 - 60\mathcal{D}'''\mathcal{D}'^4\mathcal{D} + 25\mathcal{D}''^6 = 0 \quad (4.8)
\]

**Proof.** From (3.9), the solution \( y(z) = \pi i \mathcal{E}_2(z) \) in Theorem 4.1 can be rewritten as \( y = \mathcal{D}' / 2 \mathcal{D} \). Substituting this expression for \( y \) in equation (4.7), we obtain the desired result after a lengthy but straightforward calculation. \( \square \)

We point out that (4.7) also appears in Bureau’s paper [9] pp 352, Eq (55) with \( n=1/2, m=p=0 \). These parameter values correspond to those of the underlying Schwarz triangle function which in fact, is a modular function on \( \Gamma_0(2) \). Indeed, if we define the \( \Gamma_0(2) \)-invariant function

\[
s(z) := \frac{\tilde{\mathcal{E}}_2^2(z)}{64\mathcal{D}(z)} = \frac{\tilde{j}_2(z)}{64}, \quad (4.9)
\]
then by using equations (3.6)–(3.9) and (2.2), it is possible to express $\tilde{E}_2$, $\mathcal{D}$, $\mathcal{E}_4$ and $\mathcal{E}_2$ in terms of $s(z)$ and its derivatives, as given below.

$$
\tilde{E}_2 = \frac{\delta s}{1 - s}, \quad \mathcal{D} = \frac{(\delta s)^2}{64s(s-1)^2}, \quad \mathcal{E}_4 = \frac{(\delta s)^2}{s(s-1)}, \quad \mathcal{E}_2 = \delta \ln \left(\frac{(\delta s)^2}{s(s-1)^2}\right).
$$

(4.10)

Using the expressions for $\mathcal{E}_4$ and $\mathcal{E}_2$ from (4.10) in (3.6) yields the following result.

**Lemma 4.3.** The $\Gamma_0(2)$-invariant modular function $s(z)$ defined as in (4.9) satisfies (1.1) with parameter values $\alpha = 1/2$, $\beta = 0$, $\gamma = 0$ in (4.2).

We emphasize that the modular function $s(z)$ in (4.9) is only a special solution of (1.1) with the parameter values given in Lemma 4.3. The general solution can be obtained via the linearization procedure leading to (4.4), as described earlier. In this case, the parameter values of the associated hypergeometric equation (4.3) are $a = b = 1/4$ and $c = 1/2$. Thus for example, if in (4.4), we choose

$$
\chi_1(s) = \, _2F_1\left(\frac{1}{4}, \frac{1}{4}; \frac{3}{4}; s\right), \quad \chi_2(s) = \sqrt{s} \, _2F_1\left(\frac{3}{4}, \frac{3}{4}; \frac{1}{2}; s\right), \quad |s| < 1,
$$

as the two independent hypergeometric solutions, then we obtain (after appropriate analytic continuation of $\chi_1(s)$ and $\chi_2(s)$ in the $s$-plane and inverting $z(s)$) the general solution $s(z)$ of (4.1) with $\alpha = 1/2$, $\beta = 0$, $\gamma = 0$. Here $\, _2F_1(a, b; c; s)$ denotes the standard hypergeometric series. From the general solution $s(z)$, one can also obtain the general solution to (4.7) in Theorem 4.1. The key idea is that if instead of $S(1/2, 0, 0; z)$, the general solution $s(z)$ is used to express $\tilde{E}_2$, $\mathcal{D}$, $\mathcal{E}_4$ and $\mathcal{E}_2$ in (4.10), then the resulting complex functions $\tilde{E}_2^C$, $\mathcal{D}^C$, $\mathcal{E}_4^C$ and $\mathcal{E}_2^C$ will still satisfy the differential relations (3.6)–(3.9) even though these functions are no longer modular forms on $\Gamma_0(2)$ (except when $s = S(1/2, 0, 0; z)$).

**Theorem 4.4.** Let $s(z)$ be the general solution of (4.1) with $\alpha = 1/2$, $\beta = 0$, $\gamma = 0$, then

$$
y(z) = \frac{1}{2} \left[ s'' - \left( \frac{1}{2s} + \frac{1}{s-1} \right) s' \right]
$$

(4.11)

is the general solution to (4.7). Moreover, (4.7) has the following transformation property: if $y(z)$ is a solution then

$$
\tilde{y}(z) = \frac{1}{(cz+d)^2} y\left( \frac{az+b}{cz+d} \right) - \frac{c}{cz+d}, \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL_2(\mathbb{C}).
$$

(4.12)

is also a solution of (4.7).

**Proof.** We define the function $\mathcal{E}_2^C$ in (4.10) using the general solution $s(z)$, and set $y(z) = (\pi i/2) \mathcal{E}_2^C$. Then this gives (4.11). Now, repeating the same calculations as in Theorem 4.1 by using (3.6)–(3.8) with the functions $\tilde{E}_2^C$, $\mathcal{E}_4^C$ $\mathcal{E}_2^C$, leads to the first part of the Lemma. Alternatively, one can directly verify the assertion by substituting the expression for $y(z)$ from (4.11) into (4.7), and making use the Schwarzian equation (4.1).

The transformation property (4.12) follows immediately from the transformation of $s(z)$ given by (4.6), if we use $\tilde{s}(z)$ from (4.6) to define the function $\tilde{y}(z)$ in (4.11).
In 1881, Halphen also considered a more general version of the nonlinear differential system \((1.1)\), and presented its solution in terms of hypergeometric functions \([7]\). Recently, in \([29, 30]\), the authors rediscovered this system arising as a special case of self-dual Yang-Mills equations in mathematical physics, and called it the generalized Darboux-Halphen (gDH) system. This system is given by

\[
\begin{align*}
\alpha(u_1 - u_2)(u_2 - u_3) + \beta(u_2 - u_1)(u_1 - u_3) + \gamma(u_3 - u_1)(u_2 - u_3),
\end{align*}
\]

for functions \(u_i(z) \neq u_j(z), i \neq j, i, j = 1, 2, 3\), and complex constants \(\alpha, \beta, \gamma\). The system \((4.13)\) reduces to \((1.1)\) when \(\alpha = \beta = \gamma = 0\). Note also that the gDH system \((4.13)\) appears in a slightly different form from the original system considered by Halphen \([7\text{, pp 1405, Eq (5)}]\), but it can be transformed into Halphen’s system by suitable linear combinations of the variables \(u_1(z), u_2(z), u_3(z)\).

In \([29, 30]\), the solution to the gDH system was obtained by parametrizing the variables \(u_i(z)\) in terms of the solution (and its derivatives) of the Schwarzian equation \((4.1)\) discussed earlier. In this case, the complex constants \(\alpha, \beta, \gamma\) in \((4.2)\) are the same as those in the function \(\tau^2\) above. We now derive a gDH system for the congruence subgroup \(\Gamma_0(2)\), and show its equivalence to Ramamani’s system \((1.8)\).

With the aid of \((1.1)\) and \((4.6)\), one can verify the following statements.

**Lemma 4.5.** Let \(u_1(z), u_2(z), u_3(z)\) be defined by

\[
\begin{align*}
\alpha \ln \left( \frac{s^j}{s} \right), & \quad u_2 = -\frac{1}{2} \ln \left( \frac{s^j}{s-1} \right)' , \quad u_3 = -\frac{1}{2} \ln \left( \frac{s^j}{s(s-1)} \right)' ,
\end{align*}
\]

where \(s(z)\) is the \(\Gamma_0(2)\)-invariant modular function in \((1.9)\), then \((4.14)\) solves the gDH system \((4.13)\) with \(\alpha = 1/2\) and \(\beta = \gamma = 0\). Moreover, if \(u_i(z), i = 1, 2, 3\) are solutions of \((4.13)\) then so are

\[
\bar{u}_i(z) = \frac{1}{(cz+d)^2} u_i \left( \frac{az+b}{cz+d} \right) + \frac{c}{cz+d} , \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL_2(\mathbb{C}).
\]

The \(\Gamma_0(2)\)-invariance of \(s(z)\) implies that

\[
\begin{align*}
\alpha \ln \left( \frac{s^j}{s} \right) = s(z), & \quad \text{and} & \quad s' \left( \frac{az+b}{cz+d} \right) = \left( cz+d \right)^2 s'(z) , \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_0(2).
\end{align*}
\]

Then it follows from \((4.14)\) that the gDH variables \(u_i(z)\) are quasi-modular forms of weight 2 on \(\Gamma_0(2)\), and they transform according to

\[
\begin{align*}
\alpha \ln \left( \frac{s^j}{s} \right) = (cz+d)^2 u_i(z) - c(cz+d) , \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_0(2),
\end{align*}
\]

for \(i = 1, 2, 3\). Note however that the differences \(u_i - u_j, i \neq j\) are forms of weight 2 on \(\Gamma_0(2)\), and that the modular function \(s(z)\) itself can be expressed by the cross-ratio

\[
s(z) = \frac{u_1 - u_3}{u_1 - u_2}.
\]
It is worth noting here that the variables $u_i$ associated with the DH system (1.1) can also be represented similarly as in Lemma 4.5 in terms of

$$\lambda(z) := \frac{\vartheta_3'(0|z)}{\vartheta_3(0|z)},$$

(4.15)

which is the modular function for the subgroup $\Gamma(2) := \{ \gamma \in SL_2(\mathbb{Z}) : \gamma \equiv I \pmod{2} \}$. In fact, by replacing $s$ by $\lambda$ in (4.14) and using certain identities among the null theta functions (see below), one can recover Halphen’s solution for (1.1).

From (4.10) and (4.14), it is also possible to express the modular forms $\tilde{E}_2, \tilde{E}_2$ and $E_4$ in terms of the DH variables $u_i$ as follows

$$\pi i \tilde{E}_2 = u_1 - u_3, \quad \pi i \tilde{E}_2 = -(u_2 + u_3), \quad \pi^2 E_4 = (u_1 - u_3)(u_3 - u_2).$$

Conversely, $u_i(z), i = 1, 2, 3$ are rational functions of $\tilde{E}_2, \tilde{E}_2, E_4$. Thus there exists a bijection between the solutions of the gDH system (4.13) and those of (3.6)–(3.8), or equivalently, Ramamani’s nonlinear system (1.6).

There is also an alternative representation of the solutions (4.14) of the gDH system (4.13) in terms of null theta functions, like in the case of the DH system (1.1). This can be found by first expressing $s(z)$ as a rational function of the null theta functions, and then using (4.14) in Lemma 4.5 to obtain the resulting expressions for $u_i(z)$. If we replace $E_2(z)$ and $\tilde{E}_2(z)$ in (3.2) by their equivalent expressions from (2.1) and (3.9) respectively, we obtain

$$2\pi i \tilde{E}_2(z) = \frac{3}{2} \mathcal{D}'(z) - \frac{1}{2} \Delta'(z) = \frac{2}{\Delta(z)} \Delta'(z).$$

where we have also used (3.10) to derive the last equality. Equating the expression for $\tilde{E}_2(z)$ from the first equation in (4.10) with that in above, and integrating both sides, yield

$$s(z) = 1 + \frac{1}{64} \frac{\Delta(z)}{\Delta'(2z)}. \quad (4.16)$$

The constant of integration $(1/64)$ is fixed by considering the $q$-expansion of $\Delta$ and that of $s = j_2/64$ from (2.3), and comparing the coefficient of $q^{-1}$ on both sides of (4.16). Next, by using the well known identity $\Delta = \eta^{24}$ where $\eta(z)$ is the Dedekind eta-function, and the following identities (see e.g., [34])

$$\Delta^{1/8}(z) = \eta^3(z) = \frac{\vartheta_2(z) \vartheta_3(z) \vartheta_4(z)}{2}, \quad \eta^2(2z) = \frac{\vartheta_2(z)}{\eta(z)} = \frac{\vartheta_3(z)}{\vartheta_2(z)} = \vartheta_2^2(z) + \vartheta_4^2(z),$$

among $\eta(z)$ and the null theta functions $\vartheta_i(0|z) := \vartheta_i(z)$, we deduce from (4.16) that

$$s(z) = 1 + \frac{1}{64} \left( \frac{\eta(z)}{\eta(2z)} \right)^{24} = \left( \frac{\vartheta_2^4(z) + \vartheta_4^4(z)}{\vartheta_3^4(z)} \right)^2. \quad (4.17)$$

Finally, substituting $s(z)$ from (4.17) in (4.14), and making use of the differential identities

$$\frac{\vartheta_2'(z)}{\vartheta_2(z)} - \frac{\vartheta_3'(z)}{\vartheta_3(z)} = \frac{\pi i}{4} \vartheta_4^2(z), \quad \frac{\vartheta_3'(z)}{\vartheta_3(z)} - \frac{\vartheta_4'(z)}{\vartheta_4(z)} = \frac{\pi i}{4} \vartheta_2^2(z), \quad \frac{\vartheta_2'(z)}{\vartheta_2(z)} - \frac{\vartheta_4'(z)}{\vartheta_4(z)} = \frac{\pi i}{4} \vartheta_3^2(z),$$

we conclude that

$$\varphi(z) := \frac{\eta(z)}{\eta(2z)}.$$
we obtain the following expressions for the gDH variables $u_i$ associated with $\Gamma_0(2)$

$$u_1 = -\frac{1}{2} \left[ \ln \left( \frac{\vartheta_3^4 \vartheta_4^4}{\vartheta_3^4 + \vartheta_4^4} \right) \right]' , \quad u_2 = -\frac{1}{2} \left[ \ln \left( \frac{\vartheta_3^8 + \vartheta_4^8}{\vartheta_3^4 + \vartheta_4^4} \right) \right]' , \quad u_3 = -\frac{1}{2} \left[ \ln \left( \frac{\vartheta_2^8}{\vartheta_3^4 + \vartheta_4^4} \right) \right]' .$$  

Thus, the gDH system (4.13) can be solved in terms of null theta functions as well. In addition, we also note that there exists a simple relation between the modular functions $\lambda(z)$ and $s(z)$ associated with the DH and gDH systems respectively, namely

$$s(z) = \left( \frac{2}{\lambda} - 1 \right)^2 ,$$

which follows from (4.17) and from the definition of $\lambda(z)$ in (4.15).
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