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Abstract

RCTs sometimes test interventions that aim to improve existing services targeted to a subset of individuals identified after randomization. Accordingly, the treatment could affect the composition of service recipients and the offered services. With such bias, intention-to-treat estimates using data on service recipients and nonrecipients may be difficult to interpret. This article develops causal estimands and inverse probability weighting (IPW) estimators for complier populations in these settings, using a generalized estimating equation approach that adjusts the standard errors for estimation error in the IPW weights. While our focus is on more general clustered RCTs, the methods also apply (reduce) to non-clustered RCTs. Simulations show that the estimators achieve nominal confidence interval coverage under the assumed identification conditions. An empirical application demonstrates the methods using data from a large-scale RCT testing the effects of early childhood services on children’s cognitive development scores.
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1. Introduction

In clustered randomized controlled trials (RCTs), groups (such as schools, hospitals, or communities) are randomized to treatment and control conditions rather than individuals. Clustered RCTs are often used to test interventions that are impractical to be randomly assigned to individuals and are becoming increasingly prevalent in social policy research [1-2] and medical trials [3].

Clustered RCTs sometimes test interventions that aim to improve existing services targeted to a subset of individuals in the study clusters with special needs or interests. Because service receipt is typically identified after randomization, the size and composition of the service receipt samples may be affected by the intervention and therefore differ in the treatment and control clusters. For example, consider an education RCT with school-level randomization that tests the effects of an intervention that provides enhanced training to teacher aides who tutor third-grade students identified in need of assistance during the school year [4]. Because the enhanced training is intended to improve tutoring practices, it could also affect the size and characteristics of the tutored students and the nature of the tutoring services offered in the treatment clusters. We refer to these types of treatment effects as service receipt effects.

In RCTs with service receipt effects, it may be possible to collect data on a pre-specified intention-to-treat (ITT) population at risk of receiving services, which includes persons who ultimately receive services and those who do not. For instance, in our tutoring example, the ITT population could be pre-specified as all third-grade students in the study schools or those with low achievement scores in the prior year. With data on an ITT sample, an RCT can meet industry evidence standards—such as from the What Works Clearinghouse (WWC) for education RCTs [5] or from the Consolidated Standards of Reporting Trials (CONSORT) statement for medical
trial [6]—if the study can establish baseline equivalence of individuals and clusters in the analytic treatment and control group samples and meet attrition requirements.

Yet, even with a balanced ITT sample, standard ITT estimators that compare mean outcomes of the full treatment and control groups can be difficult to interpret in the presence of service receipt effects. In these cases, ITT estimators could confound (i) “pure” intervention effects for the average service recipient, (ii) compositional effects due to differences in service recipients across the treatment and control clusters, and (iii) potential spillover effects from service recipients to nonrecipients within the same cluster.

Further, the resulting ITT estimators may have low power for detecting intervention effects if service take-up is low. Such dilution could occur for several reasons. First, the study might lack prior information and data to limit the ITT population to those likely to receive services. Second, RCT implementation considerations may require a broad ITT sample, for example, to facilitate study buy-in from cluster-level staff and study subjects.

Accordingly, with service receipt effects, the interpretation of the ITT findings can be enhanced by estimating treatment effects for well-defined complier populations of service recipients. This article develops estimands and estimators in these settings. We assume no other forms of ITT sample distortions, often referred to in the medical RCT literature as “recruitment biases” [7-15]. These biases could include entry effects into the study clusters or treatment-control differences in study consent rates, which could arise because treatment assignments are rarely blinded to cluster staff and individuals. Thus, we consider RCT settings with balanced ITT samples, but unbalanced service receipt samples.

Our context may be realistic, for example, for smaller-scale interventions that comprise only a part of the total service experience (so are unlikely to affect cluster choices and study consent),
and for outcomes measured in the shorter term (before knowledge of the intervention and its effects become more widespread). Our setting, however, may be less realistic for RCTs of larger-scale interventions that involve major changes to cluster-level operations and services.

Relatedly, we focus on interventions that enhance existing offered services rather than those that introduce new service structures, so that individuals in the local service areas at risk of entering the study clusters are not differentially referred to the treatment clusters (which could occur, for instance, if hospitals in the treatment group offer a new medical treatment). This condition also ensures that the relevant populations of targeted service recipients can be identified in both the treatment and control clusters.

We develop complier average causal effect (CACE) estimands by separating the ITT population into principal strata using a potential outcomes framework, where the principal strata are defined by individuals’ would-be service receipt statuses in the treatment and control conditions. We develop inverse probability weighting (IPW) estimators [16-18] that pertain to various policy-relevant complier populations and that rely on ignorability conditions for consistency. Thus, our approach provides an alternative to (i) principal stratification methods that rely on distributional assumptions on potential outcomes [19] and (ii) instrumental variable (IV) methods that rely on monotonicity and exclusion restrictions [20] that may not apply in our setting. We also discuss specification tests for the logit propensity score models used to generate the IPW weights. We use generalized estimating equation (GEE) estimation methods [21] that incorporate estimation error in the weights by extending the methods in [22-24] to our clustered RCT setting. We conduct simulations to assess confidence interval coverage and conduct a case study using data from a large-scale RCT assessing the effects of early childhood services on children’s cognitive development [25]. R code for estimation is provided in the Appendix.
While our analysis is motivated by service receipt bias for clustered RCTs, our methods also apply (reduce) to non-clustered RCTs with service receipt bias where both research groups can receive related services. Our empirical case study demonstrates such broader applications.

The rest of the article is in seven sections. Section 2 discusses the related literature that this work builds on. Section 3 presents notation and the potential outcomes framework. Section 4 presents our focal causal estimands and Section 5 presents the IPW estimators. Section 6 presents simulation results and Section 7 presents a case study. Section 8 concludes.

2. Related Literature
Our analysis builds on the previous literature on methods to adjust for sources of treatment-control group imbalance in clustered RCTs. Li et al. [26] use a principal stratification (PS) approach to define causal estimands for clustered RCTs when the recruited RCT samples differ for the treatment and control groups. However, this study does not develop estimators or consider estimands for RCTs with service receipt effects only (our focus). Donner and Klar [9] reference the PS estimator developed in Frangakis and Rubin [19] to address recruitment bias in general, but do not provide details on estimands or estimation methods. Schochet [27] develops a PS estimator for a well-defined estimand when recruitment bias is due to mobility effects in longitudinal clustered RCTs, but not due to service receipt effects. Cheng and Small [28] and Schochet [29] use a PS approach to discuss well-defined CACE estimators for RCTs with multiple treatment arms, but not with service receipt bias.

Leyrat et al. [30] conduct simulations to examine the extent to which propensity score methods (including IPW estimators) can reduce recruitment bias in clustered RCTs. They generate simulated RCT data with recruitment bias that yields unbalanced ITT samples, and then estimate treatment effects using propensity score methods that balance the treatment and control
samples using the simulated baseline covariates. Their study results, however, are difficult to interpret as it is unclear what causal ITT or CACE estimands are being estimated [25]. In contrast, we develop formal estimators for well-defined CACE estimands for RCTs in the special case where recruitment bias is due to service receipt effects only.

Our methods are also motivated by the RCT literature on the use of propensity score methods to estimate intervention effects for subgroups defined by treatment group members’ post-randomization intervention experiences [31-32]. These methods apply to settings where service subgroups (e.g., those who receive a particular service package from a program) are defined for the treatment group but are missing for the control group who do not receive comparable services (or whose service receipt is considered part of the service counterfactual). In contrast, in our setting, service receipt is defined for both research groups rather than for the treatment group only. Relatedly, our work is motivated by the RCT literature on propensity score weighting methods to estimate mediating mechanisms through which a treatment exerts an impact on an outcome in the presence of treatment-mediator interactions [33-34]. The focus of these methods, however, is to produce consistent estimators of direct and indirect mediator effects, rather than to estimate treatment effects for service compliers in the presence of service receipt bias.

3. Notation and Potential Outcomes Framework
Consider a clustered RCT of \( m \) total clusters, where \( m^1 = mp \) are randomly assigned to the treatment group and \( m^0 = m(1 - p) \) are randomly assigned to the control group (\( 0 < p < 1 \)). Let \( T_j = 1 \) for clusters in the treatment group and \( T_j = 0 \) for clusters in the control group.

We assume a well-defined ITT sample— with selection criteria pre-specified in study protocols (e.g., RCT registries) — that contains the pool from which the service recipients will be identified after randomization. The ITT sample can consist of all individuals in the study clusters
or a pre-specified subset, but it must contain (1) all persons (or a random sample) who ultimately receive services (to obtain causal estimands for well-defined populations) and (2) some of their peers who do not receive services (to allow for propensity score modeling of the service receipt decision). To make it explicit that our estimands are conditional on those in the ITT population only, we define the $ITT_{ij}$ indicator that equals 1 if individual $i$ in cluster $j$ is in the ITT sample and 0 otherwise. We assume the ITT sample contains $n_j$ persons in cluster $j$, with $n^1$ and $n^0$ persons in the full treatment and control groups, and $n = n^1 + n^0$ persons overall.

We assume baseline, outcome, and service receipt data are available for the ITT sample (e.g., from school or hospital records or study administered assessments and surveys). Further, we assume service receipt bias is evident based on differences across research groups in service receipt rates and the baseline characteristics of service recipients (see [35] for a discussion of imbalance tests). We also assume baseline equivalency of the ITT samples has been established.

We conceptualize the service receipt decision as binary. Let $R_{ij}(T_j)$ denote the potential service receipt status for a person in the $ITT_{ij} = 1$ population, where $R_{ij}(1) = 1$ if the person would receive services in the treatment condition and 0 otherwise, and similarly for $R_{ij}(0)$ in the control condition. Importantly, we assume $R_{ij}(T_j)$ is defined over a class of services related to the intervention (e.g., tutoring services offered in both the treatment and control schools), where services could be received in the study clusters as well as elsewhere. We do not separate $R_{ij}(T_j)$ into multiple service receipt indicators, because while this approach could yield more nuanced estimands, it could lead to large numbers of principal strata with challenges in identifying complier average causal effects. For similar reasons, we assume low rates of controls who receive direct treatment services to avoid principal strata devoted to such crossovers.
We use similar notation to define the potential outcomes. Let $Y_{ij}(1) = Y_{ij}(1, R_{ij}(1))$ be a person’s potential outcome if assigned to a treated cluster and let $Y_{ij}(0) = Y_{ij}(0, R_{ij}(0))$ be the potential outcome in the control condition. Potential outcomes are assumed to be continuous.

Our analysis relies on three assumptions. The first is the stable unit treatment value assumption (SUTVA) [36] that we adapt to our clustered RCT context.

**Assumption 1 (A1): SUTVA:** $R_{ij}(T_j)$ and $Y_{ij}(T_j)$ depend only on the person’s cluster treatment assignment and not on the assignments of other clusters in the sample. Further, $R_{ij}(T_j)$ and $Y_{ij}(T_j)$ do not depend on the service receipt (compliance) of other persons within or across clusters. SUTVA also assumes a particular unit cannot receive different forms of the treatment.

SUTVA assumes no peer effects. In clustered RCTs, the condition of no between-cluster spillover is likely to be plausible in settings where there are few interactions between individuals across clusters. Within-cluster spillover may be more common. However, the standard potential outcomes and IV framework breaks down in this setting [37] and the identification and estimation of causal effects becomes complex [38]. Note that the no-spillover condition is not unique to our analysis: it pertains to any clustered RCT with noncompliance. With spillover, the potential outcomes framework becomes approximate.

Under SUTVA, the data generating processes for the observed outcome measure, $y_{ij}$, and the observed service receipt status, $r_{ij}$, are a consequence of the assignment mechanism:

\[ y_{ij} = T_j Y_{ij}(1) + (1 - T_j) Y_{ij}(0) \]  \hspace{1cm} (1a)

\[ r_{ij} = T_j R_{ij}(1) + (1 - T_j) R_{ij}(0). \]  \hspace{1cm} (1b)

The relation in (1a) states that we can observe $y_{ij} = Y_{ij}(1)$ for those in the treatment group and $y_{ij} = Y_{ij}(0)$ for those in the control group, but not both, and similarly for $r_{ij}$ in (1b).

Our second condition is the complete randomization of clusters [39].
(A2): **Complete randomization of clusters:** Each cluster has the same assignment probability to the treatment group, so that $T_j$ is independent of $R_{ij}(1), R_{ij}(0), Y_{ij}(1),$ and $Y_{ij}(0)$.

Our third condition assumes balanced ITT samples across the treatment and control groups.

(A3): **No recruitment bias in the ITT samples:** There are no treatment effects on the composition of study participants in the ITT samples, for instance, due to entry effects into the study clusters or treatment-control differences in study consent rates.

Additional assumptions for obtaining consistent IPW estimators are presented in Section 5 after we discuss our focal estimands in Section 4.

### 4. Estimands

The ITT estimand, $\tau_{ITT}$, is the average treatment effect in the ITT population:

\[
\tau_{ITT} = E[Y_{ij}(1) - Y_{ij}(0) | ITT_{ij} = 1].
\]  

(2)

Here, it is assumed that individual-level treatment effects, $(Y_{ij}(1) - Y_{ij}(0))$, are weighted equally in the ITT sample, so that cluster-level treatment effects, $(\bar{Y}_j(1) - \bar{Y}_j(0))$ are weighted by their ITT sample sizes, where $\bar{Y}_j(t) = \frac{1}{n_j} \sum_{i=1}^{n_j} Y_{ij}(t)$ are mean potential outcomes for $t \in \{1,0\}$. Other weighting options exist, such as equal cluster weighting, which can be incorporated into the analysis by adjusting the weights [40].

To develop causal estimands for service compliers, we define principal strata based on the four possible $(R_{ij}(1), R_{ij}(0))$ service combinations for those in the ITT population (Figure 1). The $(1,1)$ stratum includes service recipients in both research conditions (always-takers), the $(0,0)$ stratum includes never-takers, and the $(1,0)$ and $(0,1)$ strata include those who would receive services in one research condition but not the other. Without further conditions, we
cannot determine the specific principal stratum for any individual, because service receipt is observed in one research condition only (so we only observe the margins in Figure 1).

**Figure 1. Principal stratification framework for service receipt decisions**

| Service receipt in the treatment condition \( (R_{ij}(1)) \) | Service receipt in the control condition \( (R_{ij}(0)) \) | Population share |
|-------------------------------------------------------------|-----------------------------------------------------|------------------|
| 1 \( \mu_{11}^1, \mu_{11}^0, \tau_{11}, \pi_{11} \) \( \mu_{10}^1, \mu_{10}^0, \tau_{10}, \pi_{10} \) | 0 \( \pi_{11} + \pi_{10} \) |
| 0 \( \mu_{01}^1, \mu_{01}^0, \tau_{01}, \pi_{01} \) \( \mu_{00}^1, \mu_{00}^0, \tau_{00}, \pi_{00} \) | 1 \( \pi_{01} + \pi_{00} \) |

Notes. The parameters, \( \mu_{rr'} \) and \( \mu_{rr'}^0 \) are mean population outcomes in the treatment and control conditions in principal stratum \( (r, r') \) for \( r, r' \in \{0, 1\} \); \( \tau_{rr'} = \mu_{rr'}^1 - \mu_{rr'}^0 \) are population average treatment effects; and \( \pi_{rr'} \) are stratum shares that sum to 1.

The average treatment effect for those in principal stratum \( (r, r') \) can be defined as

\[
\tau_{rr'} = \mu_{rr'}^1 - \mu_{rr'}^0 = E[Y_{ij}(1) - Y_{ij}(0)|R_{ij}(1) = r, R_{ij}(0) = r', ITT_{ij} = 1]
\]

(3)

for \( r, r' \in \{0, 1\} \). Thus, the ITT estimand in (2) is a weighted average of the four \( \tau_{rr'} \) estimands:

\[
\tau_{ITT} = \pi_{11}\tau_{11} + \pi_{10}\tau_{10} + \pi_{01}\tau_{01} + \pi_{00}\tau_{00},
\]

(4)

where \( \pi_{rr'} \) are stratum shares that sum to 1. SUTVA implies that \( \tau_{00} = 0 \).

For our analysis, we focus on three estimands of potential policy interest that pertain to different complier populations and service contrasts. The first estimand pertains to average treatment effects for compliers who would receive services in the treatment (T) condition regardless of their service receipt in the control (C) condition—which we refer to as the CACE-T estimand. Using (3) and (4), this estimand can be obtained by calculating a weighted average of the \( \tau_{rr'} \) parameters across the \( (1, 1) \) and \( (1, 0) \) populations:

\[
\tau_{CACE-T} = \frac{1}{\pi_{CACE-T}}(\pi_{11}\tau_{11} + \pi_{10}\tau_{10}),
\]

(5)
where $\pi_{CACE-\tau} = \pi_{11} + \pi_{10} > 0$. This estimand captures intervention effects relative to status quo services for compliers likely to be served if the intervention was rolled out more broadly. It requires weaker identifying conditions for estimation than our other estimands (see Section 5).

Our second estimand pertains to average treatment effects for compliers who would receive services in either research condition—which we refer to as the CACE-TC estimand. It pertains to average treatment effects for compliers in the combined (1,1), (1,0) and (0,1) populations:

$$\tau_{CACE-TC} = \frac{1}{\pi_{CACE-TC}} (\pi_{11}\tau_{11} + \pi_{10}\tau_{10} + \pi_{01}\tau_{01}), \quad (6)$$

where $\pi_{CACE-TC} = \pi_{11} + \pi_{10} + \pi_{01} > 0$. This estimand captures intervention effects relative to status quo services for the broad population of compliers typically targeted for services and includes effects for those who gain and lose services.

Our final estimand, $\tau_{11}$, pertains to compliers in the (1,1) population who would receive services in both the treatment and control conditions. This estimand pertains to pure intervention effects that arise solely due to improved services for the always-takers.

5. IPW Estimators

The principal stratification methods discussed in Frangakis and Rubin [19] and Zhang et al. [41] can be used to estimate each $\mu_{\tau\tau'}^1, \mu_{\tau\tau'}^0$, and $\pi_{\tau\tau'}$ parameter in (4), which can then be used to estimate our three focal causal estimands. Parameter identification for these methods is driven by distributional assumptions about potential outcomes within each principal stratum, and parameters are typically estimated using maximum likelihood methods for finite mixture models. However, Feller et al. [42] show these methods can yield unstable results if there is weak separation of the $\mu_{\tau\tau'}^1$ and $\mu_{\tau\tau'}^0$ means across principal strata, which they stress could occur in RCTs where treatment effects are often small, and recommend these methods be supplemented
using nonparametric bounds. Further, unstable results are likely to be more severe for clustered RCTs where the degrees of freedom are based on the number of clusters, not subjects.

Instead, we adopt commonly used IPW estimators for our focal estimands that rely on ignorability conditions [16-18]. We require several definitions. First, let $X_{ij}$ be a row-vector of pretreatment covariates (confounders) that can include both cluster- and individual-level variables, where $\mathcal{X}$ denotes the support of the distribution of $X_{ij}$ in the study population. Second, let $e^1(X_{ij})$ and $e^0(X_{ij})$ denote propensity scores in the treatment and control conditions [43], which, in our context, are service receipt probabilities given the covariates:

$$e^t(X_{ij}) = Pr(R_{ij}(t) = 1|T_j = t, X_{ij}) = Pr(R_{ij}(t) = 1| X_{ij})$$

for $t \in \{1, 0\}$ and $X_{ij} \in \mathcal{X}$. Here, we have removed the conditioning on $ITT_{ij} = 1$ to simplify notation, a convention we follow hereafter. The second equality in (7) holds due to (A2).

The key identification assumption needed for our IPW estimators is that $X_{ij}$ contains all confounders related to both service receipt decisions and potential outcomes (so there are no additional, unmeasured confounders). We discuss two such ignorability assumptions—the first one for the $\tau_{CACE,T}$ estimand and the second, stronger one for the $\tau_{CACE,TC}$ and $\tau_{11}$ estimands:

(A4a): Ignorability of service receipt:

$$Y_{ij}(t') \perp R_{ij}(s)|T_j = t, X_{ij}$$

for $(t, t', s) \in \{1, 0\}$ and $X_{ij} \in \mathcal{X}$.

This assumption states that given the observed pretreatment confounders, potential service receipt is statistically independent of potential outcomes. This means that in each research group, service receipt is random for individuals with the same covariate values. It is possible to relax (A4a) to only require mean independence [44]. Further, for the $\tau_{CACE,T}$ estimand, we only require (8) to hold for the treatment group, but we use the more general notation.
For the $\tau_{CACE_{-TC}}$ and $\tau_{11}$ estimands, we require a stronger ignorability condition that assumes the potential service receipt in one research condition provides no information on the potential service receipt in the other research condition, conditional on $T_j$ and the covariates:

**{(A4b): Ignorability of service receipt with no interactions:}**

\[
Y_{ij}(t') \perp R_{ij}(s) | R_{ij}(1 - s) = s', T_j = t, X_{ij}
\]

for $(t, t', s, s') \in \{1, 0\}$ and $X_{ij} \in \mathcal{X}$.

This means, for instance, that the same propensity score model for $R_{ij}(1)$ applies to those with $R_{ij}(0) = 1$ and $R_{ij}(0) = 0$. Clearly, (A4b) implies (A4a).

We also need a positivity assumption for the propensity scores:

**{(A5): Positivity:}** $0 < e^1(X_{ij}), e^0(X_{ij}) < 1$ for $X_{ij} \in \mathcal{X}$.

This common support condition rules out the perfect predictability of service receipt given the covariates [44-45]. It ensures that for all possible values of the covariates, there is a positive probability of receiving services. Note that randomization ensures that $Pr(T_j = t | X_{ij}) > 0$.

Finally, we require a model specification assumption for the propensity scores:

**{(A6): Correct model specifications for $e^1(X_{ij})$ and $e^0(X_{ij})$.}**

Note that the true model specification can differ for the treatment and control groups, including the specific covariates that enter the models and the underlying parameter values.

In what follows, we first develop IPW estimators for the $\tau_{CACE_{-T}}$ estimand and then for the $\tau_{CACE_{-TC}}$ and $\tau_{11}$ estimands. For reference, Table 1 summarizes key features of the estimators.

### 5.1. Estimators for the $\tau_{CACE_{-T}}$ Estimand

The differences-in-means IPW estimator, $\hat{\tau}_{CACE_{-T}}$, compares the mean outcomes of treatments who received services (that is, those with $r_{ij} = 1$) to the weighted mean outcomes of
the full control group. The control group weights are \( w_{ij} = \hat{e}^1(X_{ij}) \), where \( \hat{e}^1(X_{ij}) \) is a consistent estimator of \( e^1(X_{ij}) \), the propensity score (service receipt probability) in the treatment condition as defined in (7). More formally, \( \hat{\tau}_{CACE-T} \), can be expressed as

\[
\hat{\tau}_{CACE-T} = \bar{y}_W^1 - \bar{y}_W^0 = \frac{1}{w^1} \sum_{j=1}^{m} \sum_{i=1}^{n_j} r_{ij} T_j y_{ij} - \frac{1}{w^0} \sum_{j=1}^{m} \sum_{i=1}^{n_j} \hat{e}^1(X_{ij})(1 - T_j) y_{ij},
\]

where \( y_{ij} \) is the observed outcome, \( w^1 = \sum_{j=1}^{m} \sum_{i=1}^{n_j} r_{ij} T_j \) is the number of treatments with an \( r_{ij} = 1 \) value and \( w^0 = \sum_{j=1}^{m} \sum_{i=1}^{n_j} \hat{e}^1(X_{ij})(1 - T_j) \) is the sum of the weights for the controls.

More succinctly, we can express the weights as \( w_{ij} = T_j r_{ij} + (1 - T_j) \hat{e}^1(X_{ij}) \).

To provide intuition for this estimator, note first that service recipients in the treatment group are observed to be in the CACE-T population (i.e., in the (1,1) or (1,0) group), so their weights are set to \( w_{ij} = 1 \). Similarly, the weights for treatment group nonrecipients are set to \( w_{ij} = 0 \). For controls, however, we can only calculate their probability of membership in the CACE-T population. Thus, we set their weights to \( w_{ij} = \hat{e}^1(X_{ij}) \), noting that \( \hat{e}^1(X_{ij}) \) applies to both research groups due to randomization. As discussed in Appendix A (Result 1), under (A1)-(A3), (A4a), (A5)-(A6), and regularity conditions, \( \hat{\tau}_{CACE-T} \) is a consistent estimator as \( m \to \infty \).

In practice, weighted least squares (WLS) can be used for estimation by regressing \( y_{ij} \) on \( T_j \) using the \( w_{ij} \) weights. Precision can be improved by including in the model a \( 1 \times k \) vector of baseline covariates, \( X_{ij} \), where we assume a linear specification, 

\[
E[y_{ij}|T_j, X_{ij}] = \beta_0 + T_j \tau_{CACE-T} + X_{ij} \beta,
\]

where \( \beta_0, \tau_{CACE-T}, \) and \( \beta = (\beta_1, \ldots, \beta_k)' \) are model parameters. We can also specify separate treatment and control group models [23]. However, we do not adopt this approach because it can seriously reduce the degrees of freedom (and efficiency) for clustered RCTs that often include relatively small numbers of clusters for cost reasons [40,46].
To show that the resulting WLS estimator, \( \hat{\tau}_{CACE-T}^{WLS} \), is consistent, note first that

\[
\hat{\tau}_{CACE-T}^{WLS} = (\bar{y}_W - \bar{y}_0) - (\bar{X}_W - \bar{X}_0)\hat{\beta},
\]

where \( \bar{X}_W \) is the treatment group mean for covariate \( v = 1, \ldots, k \),

\[
\bar{X}_W = \frac{1}{w_1} \sum_{j=1}^m \sum_{i=1}^{n_j} \hat{\beta}_1 X_{ijv} \]

\( \bar{X}_0 \) is the weighted control group mean, and \( \hat{\beta} \) are parameter estimates [40,47]. If the IPW weights are correctly specified, then \( (\bar{X}_W - \bar{X}_0)^p \rightarrow 0 \),

where the symbol \( p \rightarrow \) denotes convergence in probability, implying that \( \hat{\tau}_{CACE-T}^{WLS} \rightarrow \tau_{CACE-T} \).

In sum, the WLS estimator, \( \hat{\tau}_{CACE-T}^{WLS} \), can be estimated in three steps:

1. Estimate the propensity score model for the treatment group (see Section 5.3).

2. Calculate the weights by setting: (i) \( w_{ij} = 1 \) for treatments with \( r_{ij} = 1 \); (ii) \( w_{ij} = 0 \) for treatments with \( r_{ij} = 0 \); and (iii) \( w_{ij} = \hat{\beta}_1 X_{ij} \) for all controls, using predicted values from the fitted treatment group propensity score model.

3. Estimate \( \hat{\tau}_{CACE-T}^{WLS} \) from a WLS model using the \( w_{ij} \) weights that regresses \( y_{ij} \) on an intercept, \( T_j \), and \( X_{ij} \) (Section 5.4 discusses standard error estimation).

We can also develop an IV estimator for the CACE-T estimand that does not rely on (A4a) but on a monotonicity condition. Recall that the SUTVA no-spillover condition implies an exclusion restriction on the never-takers (\( \tau_{00} = 0 \)). Thus, invoking a monotonicity condition that treatments are at least as likely to receive services as controls implies that \( \pi_{01} = 0 \) (i.e., that there are no defiers), which yields the following IV estimator based on (4):

\[
\hat{\tau}_{CACE-T}^{IV} = \frac{\hat{\tau}_{ITT}^{WLS}}{\hat{\pi}_{CACE-T}}.
\]

Here, \( \hat{\tau}_{ITT}^{WLS} \) is a standard regression-adjusted ITT estimator and \( \hat{\pi}_{CACE-T} = \frac{1}{n_1} \sum_{j=1}^m \sum_{i=1}^{n_j} r_{ij} T_j \) is the proportion of treatment group members who received services.

---

1 This WLS estimator does not have the doubly robust property [48], because the regression model without the correct weights estimates the ITT estimand, not the CACE-T estimand.
The plausibility of the monotonicity condition can be assessed by examining the study context and whether service receipt rates are considerably higher in the treatment than control group. With monotonicity, the CACE-T and CACE-TC estimands are the same.

5.2. Estimators for the $\tau_{CACE-TC}$ and $\tau_{11}$ Estimands

The above theory can be adapted to develop consistent estimators for $\tau_{CACE-TC}$ and $\tau_{11}$. For $\tau_{CACE-TC}$, we consider first the following estimator based on (4) that uses the SUTVA no-spillover condition ($\tau_{00} = 0$) and the (A4b) ignorability condition (but not monotonicity):

$$\hat{\tau}_{CACE-TC}^{WLS,1} = \frac{\hat{\tau}_{ITT}^{WLS}}{\hat{\pi}_{CACE-TC}},$$

where $\hat{\pi}_{CACE-TC}$ is an IPW estimator for the proportion of the ITT population in the combined (1,1), (1,0), and (0,1) strata. This estimator is related to an IV estimator in that it scales up the ITT effects to pertain to treatment effects for compliers in the CACE-TC population. However, unlike the IV estimator in (12) for the CACE-T parameter, it does not rely on monotonicity ($\pi_{01} = 0$), but instead on (A4b) to obtain the $\hat{\pi}_{CACE-TC}$ estimators.

As shown in Appendix A (Result 2), two consistent IPW estimators for $\pi_{CACE-TC}$ are

$$\hat{\pi}_{CACE-TC}^1 = \frac{1}{n_1} \sum_{j=1}^{m} \sum_{i=1}^{n_j} T_j w_{ij}; \quad \hat{\pi}_{CACE-TC}^0 = \frac{1}{n_0} \sum_{j=1}^{m} \sum_{i=1}^{n_j} (1 - T_j) w_{ij},$$

where $w_{ij}$ are weights defined using

$$w_{ij} = r_{ij} + (1 - r_{ij})[T_j \hat{\varphi}(X_{ij}) + (1 - T_j) \hat{\varphi}(X_{ij})].$$

Under (A4b) and (A6), $\hat{\pi}_{CACE-TC}^1$ and $\hat{\pi}_{CACE-TC}^0$ are asymptotically equivalent.

A second estimator for the $\tau_{CACE-TC}$ estimand is a standard weighted differences-in-means IPW estimator based on the weights defined in (15):
\[ \hat{\tau}_{CACE-TC}^2 = \bar{y}_W - \bar{y}_W = \frac{1}{w^1} \sum_{j=1}^{m} \sum_{i=1}^{n_j} w_{ij} T_j y_{ij} - \frac{1}{w^0} \sum_{j=1}^{m} \sum_{i=1}^{n_j} w_{ij} (1 - T_j) y_{ij}, \]

where \( w^1 = \sum_{j=1}^{m} \sum_{i=1}^{n_j} w_{ij} T_j \) and \( w^0 = \sum_{j=1}^{m} \sum_{i=1}^{n_j} w_{ij} (1 - T_j) \). Appendix A (Result 3) discusses the consistency of \( \hat{\tau}_{CACE-TC}^2 \). The associated WLS estimator with covariates, \( \hat{\tau}_{CACE-TC}^{WLS,2} \), is also consistent, which can be shown using the same methods as for the CACE-T estimator above.

Finally, an IPW estimator for the \( \tau_{11} \) estimand relies on data for only the subsample of treatments and controls with \( r_{ij} = 1 \), where those with \( r_{ij} = 0 \) are excluded as they are not in the (1,1) population. The resulting IPW estimator, \( \hat{\tau}_{11} \), can be obtained using (16) with \( w_{ij} = n_{ij} [T_j e^0 (X_{ij}) + (1 - T_j) e^1 (X_{ij})] \). Its consistency relies on the same conditions as for the CACE-TC estimator. The WLS estimator with covariates, \( \hat{\tau}_{11}^{WLS} \), is also consistent.

5.3. Propensity Score Estimation

The considered IPW estimators require consistent estimators of the propensity scores, \( e^1 (X^1_{ij}) \) and \( e^0 (X^0_{ij}) \), where we now make it explicit that the \( k^1 \) covariates in the treatment group model can differ from the \( k^0 \) covariates in the control group model. Our analysis assumes a parametric logit model to estimate the propensity scores: \( e^t (X^t_{ij}) = \exp\left(\alpha^t_0 + X^t_{ij} \alpha^t\right) / \left(1 + \exp\left(\alpha^t_0 + X^t_{ij} \alpha^t\right)\right) \) for \( t \in \{1,0\} \), where \( \alpha^t_0 \) and \( \alpha^t = (\alpha^t_1, ..., \alpha^t_{k^t})' \) are model parameters. We adopt the logit specification because it is commonly used in practice and facilitates standard error estimation of the treatment effects using stacked GEE methods that account for both the estimation error in the IPW weights and the clustered RCT design (see Section 5.4).

The covariates could include interaction and higher-order terms correlated with the primary outcomes, for example, informed by machine learning methods, [49-50]. The covariates cannot include cluster-specific fixed effects to capture potential cluster-level confounders (which yields
inconsistent estimators but performs well in simulations [51]), because the weights for one research group are based on fitted models for the other group that are in different clusters.

5.3.1. Specification Tests

Standard specification tests for the propensity score models can be used to assess covariate balance across the actual and weighted service receipt groups, such as examining standardized differences in the covariates [52] and comparing densities of the estimated propensity scores using a variant of the Shaikh et al. method [53] (Appendix B). Confidence in the results could also be increased if measures of association between actual and predicted service receipt rates are high for the estimation samples (relative to random allocations). Though not a formal test of (A4b), it could also be useful to estimate separate logit models for subgroups that are strong predictors of service receipt and to examine the similarity of the coefficients across the models.

Another specification test is to gauge whether the mean weights—which pertain to the pertinent stratum complier population shares—are the same for the treatments and controls, which would occur if both logit models are specified correctly. For example, for the CACE-TC estimator in (14), \( \hat{\pi}_{CACE-TC}^{1} \) and \( \hat{\pi}_{CACE-TC}^{0} \) both estimate \( (\pi_{11} + \pi_{10} + \pi_{01}) \). One could also examine whether the CACE estimates conform to expectations. For instance, if the ITT effect is positive, we might expect the CACE-T effect to be larger than the CACE-TC and \( \tau_{11} \) effects.

5.3.2. Using Predictions on the Likelihood of Service Receipt

From a data perspective, using IPW methods embedded in an RCT setting has the advantage that baseline data from a common source are often available for both the treatment and control groups. Service receipt decisions, however, are often complex and difficult to model in RCT settings, even when detailed baseline data are available. As discussed in [32], a simple baseline data collection design, which could improve the model predictions, is to collect information on
the likely service receipt of individuals in the ITT sample, prior to random assignment if feasible, or if not, soon after entry into the study clusters. These predictions can be effective covariates in the propensity scoring models if they are accurate and available for most of the sample.

In some RCTs, there is an intake process in which staff complete intake forms (e.g., for hospital or clinic admissions or to determine an applicant’s eligibility for a training program). In these cases, intake staff predictions can be obtained from supplemental forms to the intake forms, and the costs of obtaining these data should be low. In instances in which there is no formal application process (e.g., for school based RCTs), the prediction data can be obtained from forms or interviews completed by staff who have knowledge of individuals in the sample (e.g., teachers). An example of the successful use of this data collection design is in [54].

5.4. Asymptotic Distributions and Standard Error Estimation

The asymptotic distributions of the considered IPW estimators can be derived using GEE (M-estimation) theory [21]. In our context, the GEE approach involves the joint estimation of the logit and WLS outcome models, and extends the parallel GEE approach in [22-24] who consider non-clustered IPW designs that are not embedded within an RCT. Our approach reduces to non-clustered RCTs by treating clusters as individuals and setting $n_j = 1$.

To demonstrate the GEE approach, we focus on $\hat{\tau}_{\text{CACE-TC}}^{\text{WLS,2}}$, the regression-adjusted CACE-TC estimator in (16). Appendix C provides additional details for all estimators. To facilitate the analysis without changing the results, it is useful to parameterize the WLS regression model using $E[y_{ij}|T_j, X_{ij}] = T_j \mu_{\text{CACE-TC}}^{1} + (1 - T_j)\mu_{\text{CACE-TC}}^{0} + X_{ij}\beta$ with no intercept, where $\mu_{\text{CACE-TC}}^{1}$ and $\mu_{\text{CACE-TC}}^{0}$ are mean potential outcomes in the CACE-TC population. Let $\xi = (\mu_{\text{CACE-TC}}^{1}, \mu_{\text{CACE-TC}}^{0}, \beta', \alpha_0^{1}, \alpha_0^{0}, \alpha^{0})'$ denote the full vector of $(4 + k + k_1 + k_2)$ WLS and logit model parameters to be estimated.
We require several definitions pertaining to cluster-specific vectors. First, let $y_j = (y_{1j}, y_{2j}, ..., y_{nj})'$ denote the $n_j \times 1$ vector of person-level outcomes in cluster $j$, and similarly for $X_j = (X'_{1j}, X'_{2j}, ..., X'_{nj})'$ for the covariates in the WLS model, $X'_j = (X'^{t_1}_{1j}, X'^{t_2}_{2j}, ..., X'^{t_{nj}}_{nj})'$ for the covariates in the logit models for $t \in \{1, 0\}$, $r_j = (r_{1j}, r_{2j}, ..., r_{nj})'$ for the service receipt indicators, and $w_j = (w_{1j}, w_{2j}, ..., w_{nj})'$ for the weights. Further, let $W_j = diag(w_j')$ denote the $n_j \times n_j$ diagonal matrix of weights, and define $1_j = (1, 1, ..., 1)'$ as an $n_j \times 1$ vector of 1s for the intercept terms. Finally, let $u_j = (y_j - T_j 1_j \mu_1 - (1 - T_j) 1_j \mu_0 - X_j \beta)$ denote WLS model residuals and $\eta_j = (r_j - e_j^{*t})$ denote logit model residuals, where $e_j^{*t}(X'_j) = \exp(1_j \alpha_0 + X'_j \alpha)$) is an $n_j \times 1$ vector of individuals’ true propensity scores for $t \in \{1, 0\}$, with elementwise division of the numerator and denominator terms.

Using this notation, the GEE method for estimating $\tilde{\xi}$ solves the estimating equations, $\sum_{j=1}^{n_j} \psi_j(y_j, T_j, X_j, X'_j, X'^{0}_j, W_j, r_j, \xi) = 0$, where $\psi_j(\cdot)$ are cluster-specific score functions obtained from the first-order conditions (FOCs) for the WLS and logit objective functions:

$$
\psi_j(y_j, T_j, X_j, X'_j, X'^{0}_j, r_j, W_j, \xi) = \begin{pmatrix}
T_j 1_j W_j u_j \\
(1 - T_j) 1_j W_j u_j \\
X'_j W_j u_j \\
T_j 1_j \eta_j \\
T_j X'_j \eta_j \\
(1 - T_j) 1_j \eta_j^0 \\
(1 - T_j) X'_j \eta_j^0 
\end{pmatrix}.
$$

(17)

In this expression, the first three terms pertain to the FOCs for the $(2 + k)$ parameters in the WLS model, while the last four terms pertain to the FOCs for the $(2 + k_1 + k_2)$ parameters in the treatment and control logit models. The $\psi_j(\cdot)$ terms are sums of variables across individuals.
in cluster \( j \) (e.g., \( T_j \mathbf{1}_j \mathbf{W}_j \mathbf{u}_j = \sum_{i=1}^{n_j} T_j \mathbf{w}_{ij} \mathbf{u}_{ij} \)). Under suitable regularity conditions [20,55], we have that \( \sqrt{m}(\hat{\xi} - \xi) \xrightarrow{d} N(0, \mathbf{V}(\xi)) \), where \( \xrightarrow{d} \) denotes convergence in distribution and

\[
\mathbf{V}(\xi) = \Gamma(\xi)^{-1} \Delta(\xi)[\Gamma(\xi)^{-1}]'
\]

is the asymptotic variance-covariance matrix, where \( \Gamma(\xi) = \sum_j E(-\frac{d}{d \xi^i} \mathbf{v}_j(.)) \) is the information matrix and \( \Delta(\xi) = \sum_j E(\mathbf{v}_j(.)\mathbf{v}_j(.))' \). Here, expectations are taken with respect to outcomes and covariates in the CACE-TC complier superpopulation.

Note next that the estimated treatment effect, \( \hat{\tau}_{CACE-TC} = (\hat{\mu}_{CACE-TC}^1 - \hat{\mu}_{CACE-TC}^0) \), can be obtained from \( \hat{\xi} \) using the relation, \( \hat{\tau}_{CACE-TC} = \lambda \hat{\xi} \), where \( \lambda = (1, -1, 0, \ldots, 0) \) is a \( 1 \times (4 + \nu + k_1 + k_2) \) row vector. Thus, \( \hat{\tau}_{CACE-TC} \) is also asymptotically normal by the Delta method, and its asymptotic variance is \( \mathbf{V}(\hat{\tau}_{CACE-TC}) = \lambda \mathbf{V}(\hat{\xi}) \lambda' \). Consistent estimators for \( \mathbf{V}(\hat{\tau}_{CACE-TC}) \) can be obtained using \( \hat{\mathbf{V}}(\hat{\tau}_{CACE-TC}) = \frac{1}{m} \lambda \hat{\mathbf{V}}(\hat{\xi}) \lambda' \), where \( \hat{\mathbf{V}}(\hat{\xi}) \) is calculated by inserting into (18) the plug-in estimators \( \hat{\mathbf{P}}(\hat{\xi}) = \frac{1}{m} \sum_{j=1}^{m} \left[-\frac{d}{d \xi^i} \mathbf{v}_j(., \hat{\xi})\right] \) and \( \hat{\Delta}(\hat{\xi}) = \frac{1}{m} \sum_{j=1}^{m} \mathbf{v}_j(., \hat{\xi}) \mathbf{v}_j(., \hat{\xi})' \). This approach yields the empirical sandwich estimator. Appendix C displays the elements of \( \mathbf{v}_j(.) \) and \( \hat{\mathbf{P}}(\hat{\xi}) \) for all our considered IPW estimators.

While these variance calculations appear complex, they require only knowledge of \( \mathbf{v}_j(.) \) and their first derivatives, which can be estimated using empirical counterparts by substituting \( \hat{\xi} \) for \( \xi \). No iteration is required. Appendix E displays sample R code for the calculations.

Hypothesis testing can be conducted using t-tests using the sandwich variance estimator and an estimator for the treatment effect, \( \tau \). While the GEE estimator, \( \hat{\tau} \), can be used for the analysis, the WLS estimator is typically used in practice. For clustered designs, it is customary to calculate the degrees of freedom \( (df) \) as the number of clusters \( (m) \) adjusted by the number of model
parameters [46], although this issue is complex [56-57]. In our setting, using $df = (m - 4 - k - k^0 - k^1)$ for the CACE-TC estimator performs well in our simulations (see Section 6).

Hirano et al. [18] prove the surprising result (in a non-clustered setting) that the IPW estimator with nonparametrically estimated weights has a smaller variance than the IPW estimator using the “true” weights; thus, there are efficiency gains from using the estimated weights. A similar result is found in [23] for estimating average treatment effects using IPW weights from logit models without covariates, although [24] find that this result does not always hold for estimating treatment-on-the-treated effects. Obtaining parallel results for our more complex clustered IPW estimators is a topic for future research. However, in our simulations, we compare standard errors assuming the weights are known or estimated (see Section 6).

If the weights are assumed known (a common approach used in practice), one can use a simple consistent variance estimator developed in [40] for WLS estimators for clustered designs. This variance estimator is asymptotically equivalent to the GEE estimator but performs better in simulations when the number of clusters is relatively small (see Appendix C.3).

6. Simulations

We conducted simulations to examine the statistical performance of the considered IPW estimators. We examined biases of the estimators and the extent to which they achieve nominal confidence interval coverage and standard errors near true ones, under the assumed identification conditions. The simulations are based on plausible parameter values found in the literature. Our goal is not to examine the broader issue of how the estimators perform when their underlying assumptions are violated (which is a topic for future research), but to establish proof of concept.

To generate potential service receipt decisions for our simulations, we used a latent logistic binary choice framework (see Appendix D for simulation details):
\[ R_{ij}^*(t) = \alpha_0^t + X_{ij1} \alpha_1^t + X_{ij2} \alpha_2^t + \epsilon_{ij}^t, \]

\[ R_{ij}(t) = 1 \text{ if } R_{ij}^*(t) \geq 0 \]
\[ R_{ij}(t) = 0 \text{ if } R_{ij}^*(t) < 0 \]

for \( t \in \{1, 0\} \), where \( R_{ij}^*(t) \) is a continuous net benefit (utility) measure underlying service receipt choices, and \( \epsilon_{ij}^1 \) and \( \epsilon_{ij}^0 \) are errors with logistic distributions (drawn independently to align with (A4b)). The same two covariates, \( X_{ij1} \) and \( X_{ij2} \), were included in the treatment and control models. They were generated independently using the relations: \( X_{ij1} = u_{j1,X} + \epsilon_{ij1,X} \) and \( X_{ij2} = u_{j2,X} + \epsilon_{ij2,X} \), where \( u_{j1,X} \) and \( u_{j2,X} \) are \( iid \ N(0, \sigma_{uX}^2) \) cluster-specific components, and \( \epsilon_{ij1,X} \) and \( \epsilon_{ij2,X} \) are \( iid \ N(0, \sigma_{\epsilon X}^2) \) individual-level components. We selected the treatment group intercept, \( \alpha_0^t \), to yield an expected treatment group service receipt rate of 50 or 70 percent, and we then selected the control group intercept, \( \alpha_0^0 \), so that the expected treatment-control service rate difference was 10 or 20 percentage points. The \( \alpha_1^t \) and \( \alpha_2^t \) parameters were selected to yield covariates with strong or moderate associations with service receipt (see Appendix D).

Next, we allocated the simulated sample to one of the four service receipt principal strata based on their simulated \( (R_{ij}(1), R_{ij}(0)) \) values, and then generated potential outcomes in principal stratum \((r, r')\) using the following model:

\[ Y_{ij,rr'}(t) = \mu_{rr'}^t + X_{ij1} + X_{ij2} + u_{j,rr'} + T_j \theta_{j,rr'} + \epsilon_{ij,rr'} \]

for \( (r, r', t) \in \{1, 0\} \), where \( u_{j,rr'}, \theta_{j,rr'} \) (which captures treatment effect heterogeneity), and \( \epsilon_{ij,rr'} \) are each \( iid \) mean zero normal random errors. The stratum means, \( \mu_{rr'}^t \), were selected to yield treatment effects—measured in effect size (standard deviation) units—that varied across the principal strata: \( \tau_{11} = 0.20, \tau_{10} = 0.30, \tau_{01} = -0.10, \) and \( \tau_{00} = 0 \) (to adhere to the SUTVA exclusion restriction of no spillover effects). Finally, we set standard deviations of the error
terms and covariates to yield a regression $R^2$ value of 0.30 (so that the covariates are moderately correlated with the outcomes) and an intraclass correlation coefficient (clustering effect) of 0.10.

We ran 1,000 simulations for each specification, where the number of clusters was set to $m = 20$ or 80, and the number of individuals, $n_j$, was selected using random draws from a $Uniform(40,80)$ distribution to allow for some size imbalance across clusters. At each simulation round, we randomly assigned clusters to either the treatment or control group using $p = 0.6$, and then generated $y_{ij}$ and $r_{ij}$ values based on the cluster treatment assignments using the relations in (1a) and (1b). Finally, for each round, we estimated the logit models and the WLS models with and without (i) covariates and (ii) standard error adjustments for estimation error in the weights.

Table 2 displays simulation results for several representative specifications where the service receipt rate is 70 percent for treatments and 50 percent for controls (Tables D.1 and D.2 display additional results). Several patterns emerge. First, biases of all estimators are small (less than 0.006 standard deviations in Table 2) even with $m = 20$ clusters. Second, estimated standard errors averaged across the simulations are similar to true ones (as measured by the standard deviation of the 1,000 estimated treatment effects), but tend to be slightly biased downward, especially for small $m$. These findings are consistent with other simulation evidence that the empirical sandwich estimator produces inflated Type 1 errors [46].

A third finding is that across specifications, adjusting for the estimation error in the weights yields similar standard errors as the unadjusted ones, with no pattern of differences (Table 2). Further, as suggested by theory, the use of covariates considerably improves precision without introducing bias. Precision does not noticeably differ across the estimators, except for the IV-related CACE-TC estimator, $\hat{\gamma}_{CACE-TC}^{WLS,1}$, which has less power, as it scales up the aggregate ITT estimates rather than using outcome information directly linked to service recipients and
nonrecipients. This finding highlights the power gains from using IPW versus IV estimators. Finally, all estimators achieve close to 95 percent confidence interval coverage based on t-distribution cutoff values and the degrees of freedom (df) values discussed in Section 5.4.

7. **Empirical application**

To demonstrate the use of the IPW estimators in practice and their broader application, we used data from a large-scale RCT of Early Head Start (EHS), a federal program for low-income pregnant women and families with infants and toddlers up to age three [25,62]. Funded by the U.S. Department of Health and Human Services, EHS is a two-generation program that fosters children’s development while strengthening families. The program provides home-based services (through weekly home visits), center-based child care services (delivered in classroom settings), and family child care services, where specific services are tailored to the local context.

The study included 17 purposively selected EHS programs. Within each site, eligible families were randomly assigned to either a treatment group that was offered EHS services or a control group that was not. All families could receive other available services in their communities. The key study finding was that access to EHS services significantly increased children’s cognitive and language development scores at age three [25].

The EHS study is a good case study for our methods because of the presence of service receipt effects, with balanced ITT samples [25] but unbalanced service receipt samples. During the study, 90 percent of treatments received home-based or child care services (“core” EHS services), compared to 38 percent of controls who received related services outside EHS. Further, the quality of the received services differed across the two research groups. For instance, measures of center quality tended to be higher for the EHS centers than the centers attended by the control group [25]. In addition, there were differences in the characteristics of service
recipients across the research groups (Table E.1). For example, treatment recipients were more likely to be Hispanic and less likely to have a high school degree. There were also noticeable differences between service recipients and nonrecipients within each research group (Table E.1).

The ITT analysis conducted by Love et al. [25] treated the core services received by the control group as part of the study counterfactual. However, because of the presence of service receipt effects, the interpretation of these ITT estimates could be enhanced by estimating CACE effects for well-defined complier populations. Our analysis uses baseline data from study intake forms and outcome data (scale scores) from the Mental Development Index (MDI) from the Bayley Scales of Infant Development [58] administered to the focal children at age three. The sample includes 854 treatment and 756 control families with available MDI scores. The goal of our analysis is not to replicate evaluation findings, but to demonstrate our IPW methods.

We selected analysis covariates using Least Absolute Shrinkage and Selection Operator (lasso) procedures [59-61] applied to the covariates listed in Table E.1. Separate lasso models were estimated to identify predictive covariates for MDI scores (using the full sample) and service receipt (separately by research group). For each model, we first identified predictive main effects and then predictive two-way interactions among the predictive main effects. We used leave-one-out cross-validation to estimate the lasso regularization parameters. Let $X_{MDI}$, $X_{Logit}^1$, and $X_{Logit}^0$ denote the lasso-selected covariates for the three models. The final logit model for research group $t \in \{1, 0\}$ included the union of $X_{Logit}^t$ and the main effects in $X_{MDI}$. The final WLS model for CACE estimation included the union of all lasso-selected variables.

The results suggest that the IPW weights from the final logit models yield weighted samples with similar characteristics to those of actual service recipients in the other research group (Table E.2). The differences in mean covariate values between the samples are well below the 0.25
standard deviation threshold (and even the stricter 0.10 value) often used to assess adequate covariate balance [52]. Further, there is substantial overlap in the estimated propensity score distributions of the contrasted samples using the approach discussed in Appendix B (Figure E.1).

We find that estimates of the CACE-TC stratum shares in (14), \( \hat{\pi}_{CACE-TC}^1 \) and \( \hat{\pi}_{CACE-TC}^0 \), both yield the same value of 0.944, which provides additional support for the logit model specifications. Further, because \( \hat{\pi}_{CACE-TC}^1 \) and \( \hat{\pi}_{CACE-TC}^0 \) both estimate \( (\pi_{11} + \pi_{10} + \pi_{01}) \), it follows that \( \hat{\pi}_{00} = 0.056 \), or that 5.6 percent of the ITT population were never-takers (see Figure 1). In addition, because 90 percent of treatments and 38 percent of controls received core services, it follows that \( \hat{\pi}_{11} = 0.346, \hat{\pi}_{10} = 0.564 \), and \( \hat{\pi}_{01} = 0.034 \), suggesting a small number of defiers in the study population. These population shares are used below to help interpret the treatment effect estimates and to assess their plausibility.

The ITT estimate on MDI scores is 2.061 scale points with a standard error of 0.641 (Table 3), which translates into a gain of 0.15 standard deviations. The CACE-T and \( \tau_{11} \) effects are 2.336 and 2.212 scale points, which, as expected, are larger than the ITT effect. Further, because the CACE-T effect is a weighted average of the \( \tau_{11} \) and \( \tau_{10} \) effects (with weights \( \pi_{11}/(\pi_{11} + \pi_{10}) \) and \( \pi_{10}/(\pi_{11} + \pi_{10}) \)), we find that \( \hat{\tau}_{10} = 2.412 \). This yields the policy-relevant result that the ITT effect is due to both the effects of EHS on improving the quality of services for the always-takers (the \( \tau_{11} \) effect) and increasing the take-up of services (the \( \tau_{10} \) effect).

The two estimates for the CACE-TC estimand, \( \hat{\tau}_{CACE-TC}^{WLS,1} \) and \( \hat{\tau}_{CACE-TC}^{WLS,2} \), are nearly identical (2.183 and 2.186 scale points), with a somewhat larger standard error for the IV-related \( \hat{\tau}_{CACE-TC}^{WLS,1} \) estimator, which is consistent with the simulation findings (Table 3). Further, because the CACE-TC estimand is a weighted average of the \( \tau_{11}, \tau_{10}, \) and \( \tau_{01} \) effects, we find that \( \hat{\tau}_{01} = -1.910 \), suggesting that the treatment offer led to worse outcomes for the small number of
defiers in the ITT population. These findings highlight that the CACE-TC estimand includes effects for both those who gain and lose from the treatment. In addition, using the ITT and CACE-TC estimates, we find insignificant effects for the never-takers ($\hat{r}_{00} = .0039$), supporting the exclusion restriction. Finally, similar to the simulation findings, we find few differences in the standard errors with and without adjustments for estimation error in the IPW weights.

8. Conclusions

This article developed causal estimands and simple IPW estimators for RCTs when the treatment affects the composition of service recipients in the ITT sample. Our methods apply to RCT settings where controls can access services related to the treatment. Using a principal stratification approach, we defined complier populations within the ITT sample based on potential service receipt choices in each research condition. This approach allows us to address research questions such as: “What are treatment effects for those likely to be served if the intervention was rolled out more broadly?” and “What are pure intervention effects that arise solely due to improved services for the always-takers?” The results from such analyses can be used to help interpret the ITT findings.

We developed IPW estimators that rely on ignorability conditions for parameter identification rather than distributional assumptions on potential outcomes invoked for other principal stratification estimators [19,41]. Our methods also provide an alternative to IV methods when standard monotonicity and exclusion restrictions might not hold. Our theoretical analysis established consistency of the IPW estimators. Further, because the IPW methods rely on predictive baseline covariates for the propensity score models of service receipt, we discussed a simple baseline data collection design that can substantially improve predictive power, where information on likely service receipt for each member of the ITT sample is obtained at study
intake from pertinent site staff. We also discussed specification tests for the propensity score models, adapted to our RCT context.

While our analysis focused on clustered RCT designs with service receipt bias (the general case), our results also apply (reduce) to non-clustered RCTs, as demonstrated by our case study. We detailed a GEE approach where WLS is used to estimate treatment effects, using IPW weights from fitted logit propensity score models predicting service receipt, and where standard errors are obtained using the empirical sandwich estimator that accounts for estimation error in the weights. Our simulations show that the estimators have low bias and achieve nominal confidence interval coverage and standard errors near true ones, under the assumed identification conditions. The simulations also show, using plausible parameter values, that adjusting for estimation error in the weights is likely to have little effect on the estimated standard errors and significance levels. Finally, our case study illustrated how the IPW methods can address policy-relevant causal questions that can supplement and enrich the ITT findings.

Future research could extend the considered methods to clustered RCT settings with other forms of recruitment biases that can lead to unbalanced ITT samples. These biases could occur, for instance, in community-based trials where the treatment affects initial mobility into the treatment communities. Future extensions could also allow for multiple types of service receipt. Finally, additional simulations could be conducted to examine the statistical performance of the considered estimators to violations in their underlying assumptions.

**Data Availability Statement.** The EHS data for the empirical analysis was obtained under a restricted data use license agreement with ICPSR at the University of Michigan. Per license requirements, these data cannot be shared with journal readers. However, to the best of our knowledge, these data can be obtained from ICPSR, and the authors would be happy to provide their SAS programs used for the analysis. ICPSR bears no responsibility for use of the data or for interpretations or inferences based upon how it was used for this article.
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Table 1. Summary of key features of the considered IPW estimators

| Estimand   | Estimator | Equation number in text | Key identification assumption | IPW weights \( (w_{ij}) \) |
|------------|-----------|-------------------------|-------------------------------|-----------------------------|
| CACE-T     | \( \mathring{\tau}_{CACE-T} \); \( \mathring{\tau}_{WLS}^{\text{CACE-T}} \) | (10) and (11) | (A4a) | \( w_{ij} = r_j T_j + (1 - T_j) \hat{\epsilon}^1(X_{ij}^1) \) |
|            | \( \mathring{\tau}_{CACE-T}^{IV} = \mathring{\tau}_{CACE-TC}^{IV} \) | (12) | Monotonicity | \( W_{ij}^{IV} = 1 \) to estimate the ITT estimand; \( W_{ij} = T_j r_j \) to estimate \( \hat{\tau}_{CACE-T} \) |
| CACE-TC    | \( \mathring{\tau}_{CACE-TC}^{I} \); \( \mathring{\tau}_{WLS1}^{\text{CACE-TC}} \) | (13) | (A4b) | \( W_{ij}^{I} = 1 \) to estimate the ITT estimand; \( W_{ij} = T_j( r_j + (1 - r_j) \hat{\epsilon}^0(X_{ij}^0) ) \) for \( \hat{\tau}_{CACE-TC} \); \( W_{ij} = (1 - T_j)( r_j + (1 - r_j) \hat{\epsilon}^0(X_{ij}^0) ) \) for \( \hat{\tau}_{CACE-TC} \); \( W_{ij} = r_j + (1 - r_j)[T_j \hat{\epsilon}^0(X_{ij}^0) + (1 - T_j) \hat{\epsilon}^1(X_{ij}^1)] \) for \( \hat{\tau}_{CACE-TC} \) |
|            | \( \mathring{\tau}_{CACE-TC}^{II} \); \( \mathring{\tau}_{WLS2}^{\text{CACE-TC}} \) | (16) | (A4b) | \( W_{ij} = r_j + (1 - r_j)[T_j \hat{\epsilon}^0(X_{ij}^0) + (1 - T_j) \hat{\epsilon}^1(X_{ij}^1)] \) for \( \hat{\tau}_{CACE-TC} \) |
|            | \( \mathring{\tau}_{CACE-TC}^{IV} \) | (12) | Monotonicity | Same as \( \mathring{\tau}_{CACE-T}^{IV} \) above |
| \( \tau_{11} \) | \( \mathring{\tau}_{11} \); \( \mathring{\tau}_{11}^{WLS} \) | (16) | (A4b) | \( W_{ij} = r_j[T_j \hat{\epsilon}^0(X_{ij}^0) + (1 - T_j) \hat{\epsilon}^1(X_{ij}^1)] \) for \( \hat{\tau}_{11} \) |

Notes. See text for variable definitions. IPW = inverse probability weighting; GEE = generalized estimating equations; ITT = intention-to-treat; WLS = weighted least squares.
Table 2. Representative simulation results for the considered IPW estimators

| Estimator and specification | True treatment effect\(a\) | Mean estimated treatment effect\(a\) | True standard error\(b\) | Mean estimated standard error\(c\) | Confidence interval coverage |
|----------------------------|-----------------------------|-------------------------------------|-------------------------|----------------------------------|-----------------------------|
| \(m = 80\) Clusters        |                             |                                     |                         |                                  |                             |
| No covariates in the WLS models |                             |                                     |                         |                                  |                             |
| \(\hat{t}_{CACE-T}\)       | .249                        | .248                                | .099                    | .096 / .097                      | .939                        |
| \(\hat{t}_{CACE-TC}\)      | .188                        | .185                                | .116                    | .113 / .116                      | .940                        |
| \(\hat{t}_{CACE-TC}\)      | .188                        | .186                                | .098                    | .096 / .096                      | .940                        |
| \(\hat{t}_{11}\)           | .200                        | .198                                | .101                    | .098 / .099                      | .940                        |
| Two covariates in the WLS models |                             |                                     |                         |                                  |                             |
| \(\hat{t}_{WLS}^{\text{CACE-T}}\) | .250                        | .248                                | .067                    | .066 / .066                      | .948                        |
| \(\hat{t}_{WLS1}^{\text{CACE-TC}}\) | .188                        | .186                                | .077                    | .078 / .077                      | .949                        |
| \(\hat{t}_{WLS2}^{\text{CACE-TC}}\) | .188                        | .187                                | .066                    | .066 / .066                      | .948                        |
| \(\hat{t}_{WLS}^{11}\)      | .200                        | .199                                | .069                    | .069 / .069                      | .955                        |
| \(m = 20\) Clusters        |                             |                                     |                         |                                  |                             |
| No covariates in the WLS models |                             |                                     |                         |                                  |                             |
| \(\hat{t}_{CACE-T}\)       | .251                        | .245                                | .187                    | .182 / .183                      | .949                        |
| \(\hat{t}_{CACE-TC}\)      | .189                        | .183                                | .221                    | .215 / .221                      | .948                        |
| \(\hat{t}_{CACE-TC}\)      | .189                        | .184                                | .187                    | .182 / .182                      | .951                        |
| \(\hat{t}_{11}\)           | .201                        | .195                                | .192                    | .186 / .187                      | .950                        |
| Two covariates in the WLS models |                             |                                     |                         |                                  |                             |
| \(\hat{t}_{WLS}^{\text{CACE-T}}\) | .250                        | .246                                | .133                    | .123 / .122                      | .948                        |
| \(\hat{t}_{WLS1}^{\text{CACE-TC}}\) | .188                        | .185                                | .156                    | .150 / .156                      | .956                        |
| \(\hat{t}_{WLS2}^{\text{CACE-TC}}\) | .188                        | .185                                | .133                    | .121 / .121                      | .953                        |
| \(\hat{t}_{WLS}^{11}\)      | .200                        | .198                                | .139                    | .131 / .130                      | .959                        |

Notes. See text and Appendix D for simulation details. The calculations assume a mean of \(n_j = 60\) individuals per cluster (randomly selected from a \(\text{Uniform}(40,80)\) distribution), a treatment group assignment rate of \(p = .60\), a service receipt rate of 70 percent for treatments and 50 percent for controls, and that the covariates have a strong effect on the probability of service receipt for treatments and a moderate effect for controls. The figures are based on 1,000 simulations.

WLS = weighted least squares.

\(a\)Treatment effects are measured in effect size (standard deviation) units.

\(b\)True standard errors are measured as the standard deviation of the estimated treatment effects across simulations.

\(c\)The first standard error adjusts for estimation error in the weights, while the second standard error does not.
Table 3. ITT and CACE estimates on MDI scores for the EHS Evaluation

| Estimator       | ITT or CACE treatment effect estimate (scale points) | Standard error | Adjusted for estimation error in the IPW weights | Not adjusted for estimation error in the IPW weights |
|-----------------|----------------------------------------------------|----------------|-----------------------------------------------|----------------------------------------------------|
| $\hat{\tau}_{WLS}^W_{ITT}$ | 2.061                                                | NA             | .641                                         | .641                                               |
| $\hat{\tau}_{WLS}^C_{CACE-T}$ | 2.336                                                | .658           | .658                                         | .658                                               |
| $\hat{\tau}_{WLS}^C_{CACE-TC}$ | 2.183                                                | .704           | .679                                         | .679                                               |
| $\hat{\tau}_{WLS}^C_{CACE-TC}$ | 2.186                                                | .651           | .650                                         | .650                                               |
| $\hat{\tau}_{WLS}^C_{CACE-TC}$ | 2.212                                                | .969           | .957                                         | .957                                               |

Notes: MDI = Mental Development Index scores measured at age three, measured in scale points [24]. The sample contains 854 treatments and 756 controls. The weights were constructed using the fitted logistic regression models. The ITT and CACE models included baseline covariates selected by lasso. See the text for a discussion of the estimators. NA = Not applicable; ITT = intention-to-treat; CACE = complier average causal effect. The standard deviation of the MDI scale scores is 13.6.
Appendix A. Mathematical Proofs of Consistency Results for the IPW Estimators

This appendix sketches proofs of the consistency of the considered IPW estimators as \( m \to \infty \). For the proofs, we list the pertinent (A1)-(A6) conditions presented in the main text. The results also require suitable regularity conditions on population moments (not shown) that allow us to invoke weak laws of large numbers (see Liang & Zeger [21] and Stefanski & Boos [22]).

**Result 1.** Under Assumptions (A1)-(A3), (A4a), (A5), and (A6), the \( \hat{\tau}_{CACE-T} \) estimator in (10) in the main text is a consistent estimator for \( \tau_{CACE-T} \) as \( m \to \infty \).

**Proof.** We first express \( \hat{\tau}_{CACE-T} \) as follows:

\[
\hat{\tau}_{CACE-T} = \bar{y}_W^1 - \bar{y}_W^0 = \frac{1}{w_1} \sum_{j=1}^{m} \sum_{i=1}^{n_j} r_{ij} T_j y_{ij} - \frac{1}{w_0} \sum_{j=1}^{m} \sum_{i=1}^{n_j} \hat{\theta}^1(X_{ij})(1 - T_j) y_{ij} \\
= \frac{1}{w_1} \sum_{j=1}^{m} \sum_{i=1}^{n_j} R_{ij}(1) T_j Y_{ij}(1) - \frac{1}{w_0} \sum_{j=1}^{m} \sum_{i=1}^{n_j} \hat{\theta}^1(X_{ij})(1 - T_j) Y_{ij}(0),
\]

(A.1)

where the second equality is obtained by inserting the identities for \( y_{ij} \) and \( r_{ij} \) from (1a) and (1b) from the main text. If we now apply the weak law of large numbers for the treatment group mean (by invoking suitable regularity conditions), we find that

\[
\bar{y}_W^1 \overset{p}{\to} \frac{1}{E[R(1)T]} E[R(1)TY(1)],
\]

(A.2)

where we have dropped the \( i \) and \( j \) subscripts and \( t \in \{0,1\} \) superscripts on the covariates to reduce the already complex notation, and use the symbol \( \overset{p}{\to} \) to denote convergence in probability. In this expression and elsewhere in this appendix, expectations are taken with respect to the potential outcomes and covariates in the complier superpopulation of interest. In (A.2), we have that \( E[R(1)T] = (\pi_{11} + \pi_{10})p \), where \( (\pi_{11} + \pi_{10}) = Pr(R(1) = 1|T = 1) \) is positive by Assumption (A5). Further, we have that
\[
E[R(1)TY(1)] = E[Y(1)|R(1) = 1, T = 1](\pi_{11} + \pi_{10})p \\
= (\pi_{11}\mu_{11} + \pi_{10}\mu_{10})p.
\]

Hence, we have that \( \bar{y}_W \overset{p}{\to} \frac{1}{(\pi_{11}+\pi_{10})}(\pi_{11}\mu_{11} + \pi_{10}\mu_{10}) \).

Next, note that the control group mean in (A.1), \( \bar{y}_W^0 \), estimates \( \frac{1}{E[e^1(X)(1-T)]}E[e^1(X)(1-T)Y(0)] \). Focusing on the numerator of this ratio and taking conditional expectations with respect to the covariate distribution, we find that

\[
E[e^1(X)(1-T)Y(0)] = E_x\{E[e^1(X)(1-T)Y(0)|X]\} \\
= E_x\left\{e^1(X)\left(\frac{1}{e^1(X)}\right)E[R(1)Y(0)|T = 0, X]\right\}(1-p) \\
= E[Y(0)|R(1) = 1](\pi_{11} + \pi_{10})(1-p).
\]

In this expression, the second inequality relies on the independence of \( R(1) \) and \( Y(0) \) conditional on the covariates (which (A4a) assumes) and on the relation in (7) from the main text that \( Pr(R(1) = 1|T = 0, X) = e^1(X) \). Similarly, we have that \( E[e^1(X)(1-T)] = (\pi_{11} + \pi_{10})(1-p) \). Thus, \( \bar{y}_W^0 \overset{p}{\to} E[Y(0)|R(1) = 1] = \frac{1}{(\pi_{11}+\pi_{10})}(\pi_{11}\mu_{11}^0 + \pi_{10}\mu_{10}^0) \), and it then follows that \( \hat{t}_{CACE-T} \overset{p}{\to} \tau_{CACE-T} \).

**Result 2.** Under (A1)-(A3), (A4b), (A5), and (A6), the \( \hat{t}_{CACE-TC}^1 \) and \( \hat{t}_{CACE-TC}^0 \) estimators in (14) in the main text are consistent estimators for \( \pi_{CACE-TC} \).

**Proof.** We prove this result for \( \hat{t}_{CACE-TC}^1 \), as similar arguments apply to \( \hat{t}_{CACE-TC}^0 \). We first split \( \hat{t}_{CACE-TC}^1 \) into separate terms for the \( r_{ij} = 1 \) and \( r_{ij} = 0 \) service groups. This approach yields the following expression:

\[
\hat{t}_{CACE-TC}^1 = \frac{1}{np} \sum_{j=1}^{m} \sum_{i=1}^{n_j} R_{ij}(1)T_j + \frac{1}{np} \sum_{j=1}^{m} \sum_{i=1}^{n_j} \hat{e}^0(X_{ij})(1-R_{ij}(1))T_j. 
\]
If we now apply the weak law of large numbers to each term in (A.5), we find that

$$\hat{\tau}_{CACE-TC}^1 \xrightarrow{p} 1 \frac{1}{p} \{E[R(1)T] + E[e^0(X)(1 - R(1))T]\}.$$  

(A.6)

The first expectation in (A.6) equals \((\pi_{11} + \pi_{10}) > 0\). For the second term, we can use the law of iterated expectations, conditioning over the distribution of covariate values, to show that

$$\frac{1}{p} E[e^0(X)(1 - R(1))T] = \frac{1}{p} E_X \{E[e^0(X)(1 - R(1))T|X]\}$$

$$= \frac{1}{p} E_X \{E[e^0(X)|R(1) = 0, T = 1, X]\} (\pi_{01} + \pi_{00})$$

(A.7)

$$= E_X \left\{e^0(X) \left( \frac{1}{e^0(X)} \right) E[R(0)|R(1) = 0, T = 1, X] \right\} (\pi_{01} + \pi_{00})$$

$$= E[R(0)|R(1) = 0, T = 1](\pi_{01} + \pi_{00}) = \pi_{01},$$

where \((\pi_{01} + \pi_{00}) = Pr(R(1) = 0|T = 1) > 0\). For the second equality, we use the key result, \(Pr(R(0) = 1|R(1) = 0, T = 1, X) = e^0(X)\), which follows from (A4b) and (A2). Thus, if we insert all the pieces into (A.6), we find that \(\hat{\tau}_{CACE-TC}^1 \xrightarrow{p} \pi_{CACE-TC} = (\pi_{11} + \pi_{10} + \pi_{01})\).

**Result 3.** Under (A1)-(A3), (A4b), (A5), and (A6), the \(\hat{\tau}_{CACE-TC}^2\) estimator in (16) in the main text is a consistent estimator for \(\tau_{CACE-TC}\) as \(m \to \infty\).

**Proof.** Similar to the proof of Result 2, we first split the summations in (16) into separate terms for the \(r_{ij} = 1\) and \(r_{ij} = 0\) service groups. This yields the following expression for the treatment group mean:

$$\bar{y}_W^1 = \frac{1}{w_1} \sum_{j=1}^m \sum_{i=1}^{n_j} R_{ij}(1)T_i Y_{ij}(1) + \frac{1}{w_1} \sum_{j=1}^m \sum_{i=1}^{n_j} e^0(X_{ij})(1 - R_{ij}(1))T_i Y_{ij}(1).$$

(A.8)

A similar expression holds for the control group mean. Note next that

$$\bar{y}_W^1 \xrightarrow{p} \frac{1}{E[w_1]} \{E[R(1)T(Y(1)] + E[e^0(X)(1 - R(1))TY(1)]\}.$$  

(A.9)
The first term in the numerator of (A.9) can be expressed as

\[ E[Y(1)|R(1) = 1, T = 1](\pi_{11} + \pi_{10})p = (\pi_{11}\mu_{01}^1 + \pi_{10}\mu_{10}^1)p, \]

where \((\pi_{11} + \pi_{10}) = Pr(R(1) = 1|T = 1) \) is positive by (A5). For the second numerator term, we can use the law of iterated expectations, conditioning over the distribution of covariate values, to show that

\[
E[e^0(X)(1 - R(1))TY(1)] = E_X\{E[e^0(X)(1 - R(1))TY(1)|X]\}
\]

\[
= E_X\{E[e^0(X)Y(1)|R(1) = 0, T = 1, X]\}(\pi_{01} + \pi_{00})p
\]

\[
= E_X\{e^0(X)\left(\frac{1}{e^0(X)}\right)E[R(0)Y(1)|R(1) = 0, T = 1, X]\}(\pi_{01} + \pi_{00})p
\]

\[
= E[R(0)Y(1)|R(1) = 0, T = 1](\pi_{01} + \pi_{00})p = \pi_{01}\mu_{11}^1p,
\]

where \((\pi_{01} + \pi_{00}) = Pr(R(1) = 0|T = 1) > 0\). For the second equality, we use the key result, \(Pr(R(0) = 1|R(1) = 0, T = 1, X) = e^0(X)\), which follows from (A4b) and (A2). Finally, similar methods show that \(E[w^1] = E[R(1)T] + E[e^0(X)(1 - R(1))T'] = (\pi_{11} + \pi_{10})p + \pi_{01}p\). Thus, if we insert all the pieces into (A.8), we find that \(\tilde{y}_{W}^{1} \overset{p}{\rightarrow} \frac{1}{\pi_{CAE-TC}}(\pi_{11}\mu_{01}^1 + \pi_{10}\mu_{10}^1 + \pi_{01}\mu_{01}^1)\). Applying similar methods for the control group, we find that \(\tilde{y}_{W}^{0} \overset{p}{\rightarrow} \frac{1}{\pi_{CAE-TC}}(\pi_{11}\mu_{01}^0 + \pi_{10}\mu_{10}^0 + \pi_{01}\mu_{01}^0)\). Thus, \(\hat{r}_{CAE-TC} \overset{p}{\rightarrow} r_{CAE-TC}\).

**Appendix B. The Shaikh et al. [53] Specification Test Adapted to the IPW Estimators**

We can adapt to our setting the specification test in Shaikh et al. [53] that compares the densities of propensity scores from parametric models for treated and untreated populations. Although Shaikh et al. [53] consider matching rather than IPW estimators, their methods also apply to our IPW setting for propensity score models based on service recipients and nonrecipients in each research group as shown by the following result:
Result. Let $f^1(q)$ and $f^0(q)$ denote the densities (with respect to Lebesgue measure) of $e^1(X)$ and $e^0(X)$ for $0 < q < 1$. Further let $f^1_{R(1)=t}(q)$ denote the density of the propensity scores for the treatment group conditional on $R(1) = t$ for $t \in \{1, 0\}$, and similarly for $f^0_{R(0)=t}(q)$ for the control group. Assume that $Pr(R(1) = 1|e^1(X) = q) > 0$ for all $q$ in the support of $e^1(X)$ for the treatment group, and similarly for the control group. Then

$$f^1_{R(1)=1}(q) = \omega^1 \frac{q}{1-q} f^1_{R(1)=0}(q); \quad f^0_{R(0)=1}(q) = \omega^0 \frac{q}{1-q} f^0_{R(0)=0}(q),$$

where $\omega^1 = \frac{Pr(R(1)=0)}{Pr(R(1)=1)}$ and $\omega^0 = \frac{Pr(R(0)=0)}{Pr(R(0)=1)}$ are population ratios based on service receipt rates.

Before proving this result, note that in our setting, the relations in (B.1) will hold if the propensity score logit models predicting service receipt for treatments and controls are specified correctly. Thus, graphing empirical estimates of $f^1_{R(1)=1}(q)$ using the estimated propensity scores from the fitted logit models against empirical estimates of $\omega^1 \frac{q}{1-q} f^1_{R(1)=0}(q)$ can be used to assess model misspecification for the treatment group logit model, and similarly for the control group logit model. The $\omega^1$ and $\omega^0$ ratios can be estimated observed service receipt rates. Shaikh et al. [53] also discuss an asymptotically normal test statistic for the restrictions in (B.1) that applies to our setting as well.

Proof. Following Shaikh et al. [53], we can establish the results in (B.1) by applying Bayes Theorem to each conditional density. For the $f^1_{R(1)=1}(q)$ density, Bayes Theorem implies that

$$f^1_{R(1)=1}(q) Pr(R(1) = 1) = Pr(e^1(X) = q|R(1) = 1) Pr(R(1) = 1)$$

$$= Pr(R(1) = 1|e^1(X) = q) f^1(q) = q f^1(q).$$

The last equality follows from the law of iterated expectations because
\[ E[R(1)|e^1(X) = q] = E_{e^1(X)}[E[R(1)|e^1(X), X] | e^1(X) = q] \]
\[ = E_{e^1(X)}[E[R(1)|X] | e^1(X) = q] = q. \]

We have that \( q f^1(q) > 0 \) by our support assumption. Similarly, we find that
\[ f^1_{R(1) = 0}(q) Pr(R(1) = 0) = (1 - q) f^1(q) > 0. \]
Thus, calculating the ratio, \( f^1_{R(1) = 1}(q) / f^1_{R(1) = 0}(q) \), yields the first result in (B.1) for the treatment group, and a similar argument leads to the second result in (B.1) for the control group.

### Appendix C. Additional Details for the GEE Estimators

In this appendix, we first discuss the GEE approach for the IV-related estimators in (12) and (13) as it differs somewhat from the differences-in-means IPW estimators discussed in the main text.

We then discuss the elements of the \( \xi \) parameter vectors and cluster-specific score functions, \( \psi_j(\cdot) \), for all estimators, where we focus on the general case where covariates are included in the WLS regression models. Finally, we discuss the variance estimator in Schochet et al. [40] that can be used if the weights are assumed known.

#### C.1. GEE Approach for the IV-Related Estimators

The IV-related CACE-TC estimator in (13), \( \hat{\tau}_{CACE-TC}^{WLS,1} = \frac{\hat{\tau}_{ITT}^{WLS}}{\hat{\tau}_{CACE-TC}} \), is a ratio estimator with estimation error in both the numerator and denominator terms. Suppose \( \hat{\tau}_{CACE-TC} \) is estimated using
\[ \hat{\tau}_{CACE-TC}^1 = \frac{1}{n_1} \sum_{j=1}^{m} \sum_{i=1}^{n_j} T_j w_{ij} \]
with the weights in (15) (similar arguments apply using \( \hat{\tau}_{CACE-TC}^0 \)). The GEE parameter vector is \( \xi = (\mu^1, \mu^0, \beta^0, \alpha^0, \alpha^0', \pi_{CACE-TC}, \tau_{CACE-TC})' \), where
\[ \tau_{CACE-TC} = \frac{(\mu^1 - \mu^0)}{\pi_{CACE-TC}} \]
is the estimand of interest. The score function is
\[ \psi_j(y_j, T_j, X_j, X_j^0, r_j, W_j, \xi) = \begin{pmatrix} T_j 1_j' u_j \\ (1 - T_j) 1_j' u_j \\ X_j' u_j \\ (1 - T_j) 1_j^0' \eta_j^0 \\ (1 - T_j) X_j^0' \eta_j^0 \\ (T_j 1_j^0' \pi_{CACE-TC} - T_j 1_j' w_j) \\ \tau_{ITT,X} - \tau_{CACE-TC} \pi_{CACE-TC} \end{pmatrix} \] (C.1)

where \( \tau_{ITT,X} = [(\mu_1 - \mu_0) - (\bar{X}_W^1 - \bar{X}_W^0)\beta] \) is the regressed-adjusted ITT estimator, and the last two rows pertain to estimation of the \( \pi_{CACE-TC} \) population share and the ratio estimator.

The resulting GEE estimator, \( \hat{\xi} \), is asymptotically normal with variance, \( V(\xi) \), as defined in (18) in the main text. Thus, the ratio estimator, \( \hat{\tau}_{CACE-TC}^{WLS} \), has asymptotic variance,

\[ V(\hat{\tau}_{CACE-TC}^{WLS}) = V(\xi)_{(l,l)} \]

where \( l = (5 + k + k^0) \) signifies the last entry of \( V(\xi) \). This variance can be estimated using the empirical sandwich estimator. Weights are not required for the WLS analysis to estimate the ITT (numerator) component of the ratio estimator. A similar GEE approach can be used for the IV estimator for the CACE-T and CACE-TC estimands, \( \hat{\tau}_{CACE-T}^{IV} = \hat{\tau}_{CACE-TC}^{IV} \), in (12). Note that if we ignore the estimation error in the \( \hat{\phi}_{ij}^0(X_{ij}^0) \) weights, we can use the variance estimator in Schochet et al. [40], dividing by \( (\hat{\tau}_{CACE-TC}^{WLS})^2 \) and setting \( \hat{w}_{ij} = 1 \).

**C.2. The GEE Parameter Vectors and Score Functions**

The elements of the GEE parameter vectors, \( \xi \), for the considered estimators and the associated cluster-specific score functions, \( \psi_j(.) \), are shown in Table C.1. The score functions are obtained from the first-order conditions for the WLS and logit objective functions that minimize the weighted sums of squared residuals across the full sample.
Table C.1. Parameter vectors ($\xi$) and score functions ($\psi_j$) for the considered estimators

| Parameter vectors | $\hat{\xi}_{WLS}^{CACE-T}$ | $\hat{\xi}_{WLS}^{CACE-TC}$ | $\hat{\xi}_{WLS}^{CACE-TC}$ |
|-------------------|----------------------------|-----------------------------|----------------------------|
|                   | $\mu_{1,ACE-T}$          | $\delta_{CACE}$            | $\mu_{1,ACE-T}$          |
|                   | $\mu_{2,ACE-T}$          | $\delta_{CACE}$            | $\mu_{2,ACE-T}$          |
|                   | $\beta$                 | $\delta_{CACE}$            | $\beta$                 |
|                   | $\alpha_0$              | $\delta_{CACE}$            | $\alpha_0$              |
|                   | $\alpha_1$              | $\delta_{CACE}$            | $\alpha_1$              |
|                   | $\tau_{CACE}$           | $\delta_{CACE}$            | $\tau_{CACE}$           |

Score functions

$$
\begin{align*}
\hat{\psi}_j(\hat{\xi}) &= \frac{1}{m} \hat{\psi}_j(\hat{\xi})^{-1}\hat{\Delta}(\hat{\xi})[\hat{\psi}_j(\hat{\xi})^{-1}]', \\
\hat{\Delta}(\hat{\xi}) &= \frac{1}{m} \sum_{j=1}^{m} \hat{\psi}_j(\hat{\xi}) \hat{\psi}_j(\hat{\xi})', \\
\hat{\psi}_j(\hat{\xi}) &= \frac{d}{d\hat{\xi}} \hat{\psi}_j(\hat{\xi}).
\end{align*}
$$

Note: The parameter vectors and score functions for the WLS models without covariates exclude the third rows.

$^a$ Assumes $\hat{\xi}_{CACE-TC}$ is used for estimation. A similar score function exists using $\hat{\xi}_{CACE-TC}$ instead.

These score functions can be used to obtain the GEE empirical sandwich estimators using

$$
\hat{V}(\hat{\xi}) = \frac{1}{m} \hat{\psi}_j(\hat{\xi})^{-1}\hat{\Delta}(\hat{\xi})[\hat{\psi}_j(\hat{\xi})^{-1}]',
$$

where

$$
\hat{\psi}_j(\hat{\xi}) = \frac{1}{m} \sum_{j=1}^{m} \hat{\psi}_j(\hat{\xi}),
$$

and

$$
\hat{\Delta}(\hat{\xi}) = \frac{1}{m} \sum_{j=1}^{m} \hat{\psi}_j(\hat{\xi})\hat{\psi}_j(\hat{\xi})'.
$$

Calculating $\hat{\psi}_j(\hat{\xi})$ is also straightforward but is more complex as it requires first derivatives. To illustrate the calculations, below, we provide the elements of $\hat{\psi}_j(\hat{\xi})$ for the CACE-TC estimator in (16) in the main text:

$$
\hat{\psi}_{j,CACE-TC}(\hat{\xi}) = \begin{pmatrix}
A_{(k+2)x(k+2)} \\
0_{(k^1+k^0+2)x(k+2)} \\
C_{(k^1+k^0+2)x(k^1+k^0+2)}
\end{pmatrix},
$$

where

$$
A_{(k+2)x(k+2)} = \begin{pmatrix}
a \times (k+2) \\
\delta_{CACE}\times (k+2) \\
\beta \times (k^1+k^0+2)
\end{pmatrix},
$$

$$
B_{(k+2)x(k^1+k^0+2)} = \begin{pmatrix}
a \times (k^1+k^0+2) \\
\delta_{CACE}\times (k+2) \\
\beta \times (k+2)
\end{pmatrix},
$$

$$
C_{(k^1+k^0+2)x(k^1+k^0+2)} = \begin{pmatrix}
a \times (k^1+k^0+2) \\
\delta_{CACE}\times (k+2) \\
\beta \times (k^1+k^0+2)
\end{pmatrix}.
$$
In this expression, $A$ pertains to the WLS model parameters, $B$ pertains to the logit model parameters, and $C$ pertains to the logit model parameters for the IPW weights in the WLS model.

The $\hat{f}_j(\tilde{\xi})$ matrix in (C.2) can also be used for the other IPW estimators with their respective weights with a few changes. For the CACE-T estimator, $\hat{f}_{CACE-T}$, the changes are: (i) omitting the right panel terms (columns) in $B$, (ii) deleting the $(1 - r_{ij})$ terms in the left panel in $B$, and (iii) only including the $\sum_{i=1}^{n_j} T_j \hat{e}_{ij}^1 (1 - \hat{e}_{ij}^1) (1 \ X_{ij}^1)$ and $\sum_{i=1}^{n_j} X_{ij}^1 T_j \hat{e}_{ij}^1 (1 - \hat{e}_{ij}^1) (1 \ X_{ij}^1)$ terms in $C$. 
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(because the control group logit model is not required). For the \( \hat{\tau}_{11} \) estimator, the only change is to replace the \((1 - r_{ij})\) terms in \( B \) with \( r_{ij} \).

The \( \tilde{\Phi}(\hat{\xi}) \) matrix for the IV-related CACE-TC ratio estimator in (13) of the main text differs somewhat from (C.2) due to the inclusion of the ratio estimator term. If we use \( \hat{\pi}_{CACE-TC}^1 \) to estimate the CACE-TC population share, we have that

\[
\Gamma_{CACE-TC}^{WLS,1}(\hat{\xi}) = \begin{pmatrix}
A_{(k+2)x(k+2)} & 0_{(k+2)x(k^0+3)} \\
B_{(k^0+3)x(k+2)} & C_{(k^0+2)x(k^0+3)}
\end{pmatrix},
\]

where \( A \) is the same as in (C.2) except without weights, \( B \) is now a matrix of 0s except the last row is \((-1 \ 1 \ (\bar{X}_W - \bar{X}_W))\) and

\[
C = \begin{pmatrix}
\sum_{i=1}^{n_j} (1 - T_j) \hat{\delta}_{ij}^0 (1 - \hat{\delta}_{ij}^0) (1 \ X_{ij}^0) & 0 & 0 \\
\sum_{i=1}^{n_j} X_{ij}^0 (1 - T_j) \hat{\delta}_{ij}^0 (1 - \hat{\delta}_{ij}^0) (1 \ X_{ij}^0) & 0 & 0 \\
\sum_{i=1}^{n_j} T_j (1 - r_{ij}) \hat{\delta}_{ij}^0 (1 - \hat{\delta}_{ij}^0) (1 \ X_{ij}^0) & -T_j n_j & 0 \\
0_{1x(k^0+1)} & \hat{\tau}_{CACE-TC}^1 & \hat{\pi}_{CACE-TC}^1
\end{pmatrix}.
\]

A similar expression applies if we instead use \( \hat{\pi}_{CACE-TC}^0 \) to estimate the denominator term.

Finally, the score function for the CACE-T parameter in (12), \( \hat{\tau}_{CACE-T}^{IV} \), is

\[
\psi_j(.) = \begin{pmatrix}
T_j \ 1' u_j \\
(1 - T_j) \ 1' u_j \\
X_j' u_j \\
T_j n_j - \tau CACE-T[T_j \ 1' r_j]
\end{pmatrix}.
\]

The \( \tilde{\Phi}(\hat{\xi}) \) matrix in (C.2) also applies to this estimator with the following changes: (i) \( B = (-T_j n_j \ T_j n_j \ T_j n_j (\bar{X}_W - \bar{X}_W)) \) and (ii) \( C = \sum_{i=1}^{n_j} T_j r_{ij} \) is now a scalar.
C.3. Variance estimator if the weights are known

If we assume the weights are known (a common approach used in practice), one can use a simple consistent variance estimator developed in Schochet et al. [40] for WLS (ratio) estimators for clustered designs that is asymptotically equivalent to the GEE estimator but performs better in simulations when the number of clusters is small. This estimator applies to all our considered estimators as it allows for general weighting schemes. The variance estimator, which is based on WLS residuals averaged to the cluster level, is as follows:

\[
V \hat{\text{ar}}(\hat{t}) = \left( \frac{s^2(1)}{m^1} + \frac{s^2(0)}{m^0} \right), \text{where}
\]

\[
s^2(1) = \frac{1}{(m^1 - k\hat{p}_W - 1)(\hat{\omega}^1)^2} \sum_{j:T_j=1} m^1 \hat{\omega}_j^2 (\bar{y}_{wj} - \tilde{y}_{wj})^2;
\]

\[
s^2(0) = \frac{1}{(m^0 - k(1 - \hat{p}_W) - 1)(\hat{\omega}^0)^2} \sum_{j:T_j=0} m^0 \hat{\omega}_j^2 (\bar{y}_{wj} - \tilde{y}_{wj})^2;
\]

\[
\hat{\omega}_j = \sum_{i=1}^{n_j} \hat{w}_{ij} \text{ is the cluster weight; } \hat{\omega}^1 = \frac{1}{m^1} \sum_{j=1}^{m} T_j \hat{\omega}_j \text{ and } \hat{\omega}^0 = \frac{1}{m^0} \sum_{j=1}^{m} (1 - T_j) \hat{\omega}_j \text{ are mean weights; } \hat{p}_W = \frac{1}{\sum_{j=1}^{m} \hat{\omega}_j} \sum_{j=1}^{m} T_j \hat{\omega}_j \text{ is the weighted proportion of treatments in the sample, and}
\]

\[
\bar{y}_{wj} = \frac{1}{\hat{w}_j} \sum_{i=1}^{n_j} \hat{w}_{ij} y_{ij} \text{ and } \tilde{y}_{wj} = \frac{1}{\hat{w}_j} \sum_{i=1}^{n_j} \hat{w}_{ij} \tilde{y}_{ij} \text{ are weighted cluster-level mean outcomes and predicted values. The free RCT-YES software (www.rct-yes.com) performs these calculations.}
\]

Note that without covariates, the GEE empirical sandwich estimator is \[\frac{(m^1-1)}{m^1} s^2(1) + \frac{(m^0-1)}{m^0} s^2(0)\], so is very similar to (C.5). In practice, the GEE variance is often multiplied by a small sample correction term, \(g\), such as \(g = \left( \frac{m}{m-1} \right) \left( \frac{n-1}{n-2} \right)\), a common value in statistical software packages such as Stata [46]. The GEE expression for the model with covariates is more complex but is also asymptotically equivalent to (C.5).
Appendix D. Detailed Simulation Methods and Results

The data generating process in (19) of the main text was used for the simulations to generate potential service receipt decisions. The same two normally distributed covariates, $X_{ij1}$ and $X_{ij2}$, were included in the treatment and control models. The mean-zero covariates were generated independently as described in the main text using $\sigma_X^2 = \sigma_{uX}^2 + \sigma_{\varepsilon X}^2 = 0.15$ (see below), where we set $\sigma_{uX}^2 = 0.045$ and $\sigma_{\varepsilon X}^2 = 0.105$ so that 30 percent of the total variance of the covariates was due to variation between clusters. We selected the treatment group intercept, $\alpha_0^1$, so that the expected treatment group service receipt rate, $\bar{R}(1) = (\pi_{11} + \pi_{10})$, was 50 or 70 percent, and we then selected the control group intercept, $\alpha_0^0$, so that its expected service receipt rate, $\bar{R}(0) = (\pi_{11} + \pi_{01})$ was 10 or 20 percentage points lower than the rate for the treatment group. Specifically, we set $\alpha_0^1 = \ln (\bar{R}(1)/(1 - \bar{R}(1)))$ and $\alpha_0^0 = \ln (\bar{R}(0)/(1 - \bar{R}(0)))$.

The $\alpha_1^t$ and $\alpha_2^t$ parameters for $t \in \{1,0\}$ were then selected so that a one standard deviation change in the covariate would change the probability of service receipt by 5 or 10 percentage points—that we refer to as moderate or strong covariates. To implement this, we used the first-order approximation, $\alpha_1^t \approx \frac{\partial e^t(X)}{\partial X_1}/(\bar{R}(t)(1 - \bar{R}(t)))$, for the first covariate and similarly for the second covariate, setting $\frac{\partial e^t(X)}{\partial X_1}$ to 0.05 or 0.10 and plugging in values for $\sigma_X$ and $\bar{R}(t)$ as discussed above. Under this approach, $\alpha_1^t = \alpha_2^t$, but they differed for the treatment and control models due to differences in the $\bar{R}(1)$ and $\bar{R}(0)$ values. Further, we allowed the covariate strength to be the same or different across the treatment and control group models.

Next, using the simulated covariates and model parameters, we calculated the propensity scores, $e_{ij}^t(X)$. We then used these propensity scores to generate the potential service receipt variables, $R_{ij}(t)$, to achieve the target $\bar{R}(1)$ and $\bar{R}(0)$ sample averages. This was done in two
steps by (1) drawing a $\text{Uniform}(0,1)$ random variable, $U_{ij}^t$, and (2) setting $R_{ij}(t) = 1$ if $e_{ij}^t(X) \geq U_{ij}^t$ and $R_{ij}(t) = 0$ otherwise. The $R_{ij}(1)$ and $R_{ij}(0)$ values were then used to allocate the sample to one of the four principal strata.

The data generating process in (20) of the main text was used to generate outcomes for the simulations. We parameterized all error variances in terms of the intraclass correlation coefficient for the control group, $ICC_0 = \sigma_u^2 / (\sigma_u^2 + \sigma_e^2)$, the explained variance of the covariates in the control group, $R^2$, and the variance of the outcome in the control group, $\sigma_{\gamma_0}^2$, which were all assumed to be the same across principal strata (so we omit the $(rr')$ subscripts). In addition, we assumed that the two model covariates were iid normal with the same variance, $\sigma_{X_0}^2 = \sigma_X^2$ and the same parameter values, $\gamma_v = 1$ for $v \in \{1,0\}$. Thus, because $R^2 = 2\gamma_0^2 \sigma_X^2 / \sigma_{\gamma_0}^2$, we have that $\sigma_X^2 = R^2 \sigma_{\gamma_0}^2 / 2$. Let $\sigma_{\gamma_0}^2 = \sigma_{\gamma_0}^2 - 2\sigma_X^2$ and assume that $\sigma_0^2 = f \sigma_u^2$ for $f \geq 0$. We then have that $\sigma_u^2 = \sigma_{\gamma_0}^2 ICC_0$, $\sigma_e^2 = \sigma_{\gamma_0}^2 (1 - ICC_0)$, and $\sigma_\theta^2 = f \sigma_{\gamma_0}^2 ICC_0$. Further, we set $\sigma_{\gamma_0}^2 = 1$ so that the outcomes are in effect size units based on the standard deviation of the control group, which is common practice. To apply the formulas and match real-world scenarios, we assumed that $ICC_0 = 0.10$, $f = 0.10$, and $R^2 = 0.30$. These assumptions yield simulation values of $\sigma_X^2 = 0.15$, $\sigma_u^2 = 0.07$, $\sigma_{\theta}^2 = 0.007$, and $\sigma_e^2 = 0.63$.

We ran 1,000 simulations for each specification, where the number of clusters was set to $m = 20$ or $80$, and the number of individuals, $n_j$, was selected from a $\text{Uniform}(40,80)$ distribution. For each simulation round, we randomly assigned clusters to either the treatment or control group using a treatment assignment probability $(p)$ of 0.6. Assorted simulation results are presented in Tables D.1 and D.2.
Table D.1. Assorted simulation results for the considered IPW estimators

| Estimator and specification | True treatment effect | Mean estimated treatment effect | True standard error | Mean estimated standard error | Confidence interval coverage |
|-----------------------------|-----------------------|-------------------------------|--------------------|-------------------------------|------------------------------|
| \( m = 80, \bar{R}(1) = 50, \bar{R}(0) = 40 \), strong treatment and moderate control logit covariates | \( \hat{t}_{CACE-T} \) | .260 | .258 | .070 | .067 / .067 | .938 |
| \( \hat{\gamma}_{1CACE-TC} \) | .157 | .156 | .094 | .095 / .098 | .933 |
| \( \hat{\gamma}_{2CACE-TC} \) | .157 | .156 | .069 | .066 / .066 | .934 |
| \( \hat{\tau}_{11} \) | .200 | .199 | .074 | .072 / .072 | .937 |
| \( m = 20, \bar{R}(1) = 50, \bar{R}(0) = 40 \), strong treatment and moderate control logit covariates | \( \hat{t}_{WLS_{CACE-T}} \) | .260 | .269 | .137 | .125 / .125 | .934 |
| \( \hat{\gamma}_{1WLS_{CACE-TC}} \) | .157 | .172 | .168 | .182 / .188 | .961 |
| \( \hat{\gamma}_{2WLS_{CACE-TC}} \) | .157 | .167 | .133 | .122 / .122 | .943 |
| \( \hat{\tau}_{WLS_{11}} \) | .200 | .208 | .145 | .136 / .135 | .947 |
| \( m = 80, \bar{R}(1) = 70, \bar{R}(0) = 50 \), moderate treatment and moderate control logit covariates | \( \hat{t}_{CACE-T} \) | .250 | .258 | .066 | .066 / .066 | .948 |
| \( \hat{\gamma}_{1CACE-TC} \) | .188 | .198 | .077 | .078 / .077 | .948 |
| \( \hat{\gamma}_{2CACE-TC} \) | .188 | .196 | .065 | .066 / .066 | .947 |
| \( \hat{\tau}_{11} \) | .200 | .207 | .069 | .069 / .069 | .944 |
| \( m = 20, \bar{R}(1) = 70, \bar{R}(0) = 50 \), moderate treatment and moderate control logit covariates | \( \hat{t}_{WLS_{CACE-T}} \) | .251 | .250 | .136 | .123 / .123 | .932 |
| \( \hat{\gamma}_{1WLS_{CACE-TC}} \) | .189 | .188 | .157 | .150 / .157 | .950 |
| \( \hat{\gamma}_{2WLS_{CACE-TC}} \) | .189 | .188 | .134 | .122 / .122 | .944 |
| \( \hat{\tau}_{WLS_{11}} \) | .201 | .200 | .140 | .131 / .131 | .950 |

Notes. See main text and Appendix D for simulation details. The calculations assume WLS models with two covariates, a mean of \( n_j = 60 \) individuals per cluster (randomly selected from a \( \text{Uniform}(40, 80) \) distribution), and a treatment group assignment rate of \( p = .60 \). The figures are based on 1,000 simulations.

WLS = weighted least squares.

\( ^a \)Treatment effects are measured in effect size (standard deviation) units.

\( ^b \)True standard errors are measured as the standard deviation of the estimated treatment effects across simulations.

\( ^c \)The first standard error adjusts for estimation error in the weights, while the second standard error does not.
Table D.2. Assorted simulation results for the considered IPW estimators

| Estimator and specification | True treatment effect\(^a\) | Mean estimated treatment effect\(^a\) | True standard error\(^b\) | Mean estimated standard error\(^c\) | Confidence interval coverage |
|-----------------------------|-----------------------------|--------------------------------------|---------------------------|--------------------------------------|-----------------------------|

\(m = 80, \bar{R}(1) = .50, \bar{R}(0) = .40\), moderate treatment and moderate control logit covariates

| \(\hat{\tau}_{\text{CACE}}^{\text{T}}\) | .260 | .258 | .068 | .068 / .068 | .953 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .157 | .154 | .094 | .095 / .094 | .958 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .157 | .155 | .067 | .067 / .066 | .956 |
| \(\hat{\tau}_{11}\) | .200 | .198 | .072 | .072 / .072 | .952 |

\(m = 20, \bar{R}(1) = .50, \bar{R}(0) = .40\), moderate treatment and moderate control logit covariates

| \(\hat{\tau}_{\text{CACE}}^{\text{T}}\) | .260 | .254 | .140 | .124 / .124 | .935 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .157 | .149 | .194 | .181 / .193 | .952 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .157 | .152 | .138 | .122 / .122 | .940 |
| \(\hat{\tau}_{11}\) | .200 | .197 | .149 | .135 / .135 | .943 |

\(m = 80, \bar{R}(1) = .70, \bar{R}(0) = .60\), strong treatment and strong control logit covariates

| \(\hat{\tau}_{\text{CACE}}^{\text{T}}\) | .249 | .249 | .068 | .066 / .066 | .947 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .188 | .187 | .080 | .078 / .080 | .947 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .188 | .187 | .068 | .066 / .066 | .950 |
| \(\hat{\tau}_{11}\) | .199 | .199 | .071 | .069 / .069 | .948 |

\(m = 20, \bar{R}(1) = .70, \bar{R}(0) = .60\), strong treatment and strong control logit covariates

| \(\hat{\tau}_{\text{CACE}}^{\text{T}}\) | .251 | .250 | .129 | .122 / .122 | .946 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .189 | .190 | .151 | .149 / .150 | .958 |
| \(\hat{\tau}_{\text{CACE}}^{\text{TC}}\) | .188 | .189 | .128 | .121 / .121 | .952 |
| \(\hat{\tau}_{11}\) | .201 | .202 | .136 | .130 / .130 | .953 |

Notes. See main text and Appendix D for simulation details. The calculations assume WLS models with two covariates, a mean of \(n_j = 60\) individuals per cluster (randomly selected from a Uniform(40,80) distribution) and a treatment group assignment rate of \(p = .60\). The figures are based on 1,000 simulations.

WLS = weighted least squares.

\(^a\)Treatment effects are measured in effect size (standard deviation) units.

\(^b\)True standard errors are measured as the standard deviation of the estimated treatment effects across simulations.

\(^c\)The first standard error adjusts for estimation error in the weights, while the second standard error does not.
Appendix E. Additional Results for the Empirical Analysis

This appendix presents additional results on the empirical analysis, including (i) a comparison of the baseline characteristics of the service recipients and nonrecipients in the treatment and control groups (Table E.1), (ii) a comparison of the lasso-selected characteristics of actual and weighted service recipients for each research group (Table E.2), and (iii) a comparison of the propensity score frequency distributions of the actual and weighted service recipients using a variant of the Shaikh et al. method [53] discussed in Appendix B (Figure E.1).
Table E.1. Characteristics of service recipients and nonrecipients

| Baseline characteristic                              | Treatment group | Control group |
|------------------------------------------------------|-----------------|---------------|
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
|                                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
|                                                      | Treatment group | Control group |
| Family and primary caregiver characteristics           |                 |               |
| Age of mother at birth of focus child                 |                 |               |
| Younger than 20                                      | 36.3            | 43.1          | -6.9 (5.8) |
| 20-25                                                | 35.2            | 29.7          | 5.5 (5.7)  |
| 25 or older                                          | 28.5            | 27.1          | 1.4 (5.4)  |
| Highest grade completed                              |                 |               |
| Less than 9th grade                                   | 11.9            | 19.0          | -7.1 (3.9) |
| Grade 9-11                                           | 33.1            | 33.9          | -0.8 (5.6) |
| High school or GED                                   | 28.6            | 29.0          | -0.5 (5.4) |
| More than 12th grade                                 | 26.5            | 18.1          | 8.4 (5.3)  |
| Race/Ethnicity                                       |                 |               |
| White, non-Hispanic                                  | 40.9            | 20.5          | 20.4 (5.9) |
| Black, non-Hispanic                                  | 31.3            | 34.7          | -2.4 (5.7) |
| Hispanic                                             | 24.1            | 28.9          | -4.8 (5.2) |
| Other                                                | 3.7             | 6.9           | -3.2 (2.3) |
| Primary occupation                                   |                 |               |
| Employed                                             | 25.5            | 21.4          | 4.1 (5.2)  |
| In school or training                                | 23.1            | 22.2          | 0.9 (5.1)  |
| Neither                                              | 51.4            | 56.4          | -5.0 (6.0) |
| English language ability                             |                 |               |
| Primary language is English                          | 79.7            | 76.3          | 3.4 (4.9)  |
| Not English; speaks English well                     | 9.0             | 12.8          | -3.8 (3.5) |
| Not English; does not speak English well             | 11.3            | 10.9          | 0.4 (3.8)  |
| Living arrangements                                  |                 |               |
| Spouse                                               | 27.2            | 21.6          | 5.6 (5.4)  |
| Other adults                                         | 38.2            | 35.1          | 3.1 (5.9)  |
| No other adults                                      | 34.6            | 43.2          | -8.6 (5.8) |
| Adult male present in household                      | 41.5            | 32.4          | 9.1 (6.0)  |
| Nonfocal children present in household               |                 |               |
| Younger than 5                                       | 35.9            | 28.4          | 7.5 (5.8)  |
| 6-17 years old                                       | 37.2            | 28.4          | 8.8 (5.9)  |
| Number of moves in the past year                     |                 |               |
| 0                                                    | 50.0            | 62.3          | -12.3 (6.0) |
| 1                                                    | 28.8            | 23.5          | 5.3 (5.4)  |
| 2+                                                   | 19.0            | 10.1          | 8.9 (4.6)  |
| Owns home                                            | 13.7            | 8.4           | 5.3 (4.1)  |

<sup>a</sup> Difference calculated as Service recipients - Service nonrecipients.
| Baseline characteristic (percentages) | Treatment group | Control group |
|--------------------------------------|----------------|---------------|
|                                      | Service recipients | Service nonrecipients | Difference<sup>a</sup> | Service recipients | Service nonrecipients | Difference<sup>a</sup> |
| **Household income as a percentage of poverty level** |                |                |                     |                |                |                     |
| Less than 33                         | 25.0           | 23.0           | 2.0 (5.3)           | 22.2           | 24.6           | -2.4 (3.2)          |
| 33-67                                | 27.7           | 20.3           | 7.4 (5.4)           | 26.0           | 23.5           | 2.5 (3.2)           |
| 67-99                                | 20.9           | 14.9           | 6.0 (4.9)           | 23.6           | 23.5           | 0.1 (3.2)           |
| 100 or more                          | 11.9           | 14.9           | -2.9 (4.0)          | 12.5           | 11.5           | 1.0 (2.4)           |
| **Public assistance receipt**        |                |                |                     |                |                |                     |
| TANF                                 | 27.1           | 33.5           | -6.4 (5.4)          | 29.5           | 25.9           | 3.7 (3.3)           |
| SNAP                                 | 46.7           | 45.2           | 1.5 (6.0)           | 49.8           | 45.1           | 4.7 (3.7)           |
| Medicaid                             | 76.3           | 70.0           | 6.3 (5.1)           | 77.9           | 72.5           | 5.3 (3.2)           |
| SSI                                  | 6.8            | 8.4            | -1.6 (3.0)          | 5.4            | 7.5            | -2.1 (1.8)          |
| WIC                                  | 89.2           | 86.9           | 2.4 (3.7)           | 85.1           | 86.5           | -1.4 (2.5)          |
| Public housing                       | 9.4            | 10.0           | -0.6 (3.5)          | 11.0           | 7.5            | 3.5 (2.1)           |
| **Characteristics of the focal child** |                |                |                     |                |                |                     |
| **Age (in months)**                  |                |                |                     |                |                |                     |
| Unborn                               | 25.5           | 9.5            | 16.1 (5.2)          | 30.2           | 25.4           | 4.8 (3.3)           |
| Less than 5                          | 34.0           | 40.5           | -6.6 (5.8)          | 31.3           | 33.3           | -2.1 (3.5)          |
| 5 or more                            | 40.5           | 50.0           | -9.5 (6.0)          | 38.5           | 41.2           | -2.7 (3.7)          |
| **Male**                             | 49.9           | 47.3           | 2.6 (6.1)           | 51.4           | 49.4           | 2.0 (3.7)           |
| **First born**                       | 60.9           | 65.2           | -4.3 (5.9)          | 60.8           | 60.0           | 0.8 (3.7)           |
| **Birthweight less than 2,500 grams**| 6.3            | 8.7            | -2.4 (2.9)          | 4.6            | 5.0            | -0.4 (1.6)          |
| **Born more than 3 weeks early**     | 10.6           | 12.3           | -1.6 (3.8)          | 8.8            | 8.1            | 0.7 (2.1)           |
| **Stayed in hospital after birth**   | 11.8           | 16.8           | -5.1 (3.9)          | 12.2           | 9.6            | 2.5 (2.3)           |
| **Child’s health and development**   |                |                |                     |                |                |                     |
| People concerned                     | 8.7            | 7.0            | 1.8 (3.4)           | 13.8           | 9.2            | 4.6 (2.3)           |
| Received evaluation                  | 3.5            | 4.1            | -0.5 (2.2)          | 7.2            | 3.1            | 4.1 (1.5)           |
| **Risk categories**                  |                |                |                     |                |                |                     |
| Established risks                    | 7.2            | 8.1            | -0.9 (3.2)          | 7.6            | 5.8            | 1.9 (1.8)           |
| Biological or medical risks          | 11.4           | 12.2           | -0.8 (3.9)          | 15.3           | 10.0           | 5.2 (2.4)           |
| Environmental risks                  | 21.8           | 28.4           | -6.6 (5.1)          | 24.7           | 24.4           | 0.3 (3.2)           |

Notes. EHS intake forms. Service recipients are those who received home-based or child care services from any source. GED = General Educational Development; SNAP = Supplemental Nutrition Assistance Program; SSI = Social Security Income; TANF = Temporary Assistance for Needy Families; WIC = Special Supplemental Nutrition Program for Women, Infants, and Children.

<sup>a</sup> Standard errors are in parentheses.
Table E.2. Lasso-selected characteristics of actual and weighted service recipients

| Baseline characteristic (percentages) | Recipients in the treatment condition | Recipients in the control condition |
|--------------------------------------|--------------------------------------|-------------------------------------|
|                                      | Actual treatments | Weighted controls | Standardized difference | Actual controls | Weighted treatments | Standardized difference |
| Family and primary caregiver characteristics | | | | | | |
| **Highest grade completed** | | | | | | |
| Less than 9th grade                | 11.9 | 9.5 | .073 | 6.5 | 8.3 | - .071 |
| Grade 9-11                         | 33.1 | 36.9 | -.081 | 36.2 | 32.1 | .085 |
| High school or GED                 | 28.6 | 26.6 | .043 | 29.8 | 32.4 | -.057 |
| More than 12th grade               | 26.5 | 27.0 | -.011 | 27.5 | 27.2 | .006 |
| **Race/Ethnicity**                 | | | | | | |
| White, non-Hispanic^               | 40.9 | 44.2 | -.067 | 49.9 | 47.1 | .056 |
| Black, non-Hispanic                | 31.3 | 28.7 | .055 | 31.6 | 33.8 | -.048 |
| Hispanic                           | 24.1 | 21.8 | .054 | 14.3 | 16.3 | -.058 |
| **Living arrangements**            | | | | | | |
| Spouse                             | 27.2 | 28.4 | -.027 | 25.0 | 23.3 | .039 |
| Other adults                       | 38.2 | 39.9 | -.034 | 36.1 | 34.3 | .037 |
| No other adults                    | 34.6 | 31.7 | .061 | 38.9 | 42.4 | -.072 |
| Adult male present in household    | 41.5 | 41.4 | .003 | NA | NA | NA |
| **Nonfocal children present in household** | | | | | | |
| Younger than 5*                    | 35.9 | 38.0 | -.044 | NA | NA | NA |
| 6-17 years old                     | 37.2 | 36.6 | .012 | NA | NA | NA |
| **Number of moves in the past year** | | | | | | |
| 0                                  | 50.0 | 45.4 | .092 | NA | NA | NA |
| 1                                  | 28.8 | 26.9 | .043 | NA | NA | NA |
| 2+                                 | 19.0 | 19.1 | -.001 | NA | NA | NA |
| **Household income as a percentage of poverty level** | | | | | | |
| Less than 33                       | 25.0 | 23.8 | .028 | 22.2 | 22.9 | -.017 |
| 33-67                              | 27.7 | 25.4 | .052 | 26.0 | 28.3 | -.050 |
| 67-99                              | 20.9 | 23.3 | -.059 | 23.6 | 20.2 | .079 |
| 100 or more                        | 11.9 | 11.9 | .001 | 12.5 | 12.3 | .005 |
| **Public assistance receipt**      | | | | | | |
| TANF                                | 27.1 | 26.6 | .010 | 29.5 | 29.8 | -.005 |
| SNAP                                | 46.7 | 47.1 | -.007 | 49.8 | 49.5 | .005 |
| Medicaid^                           | NA | NA | NA | 77.9 | 79.0 | -.027 |
| **Characteristics of the focal child** | | | | | | |
| **Age (in months)**                | | | | | | |
| Unborn                              | 25.5 | 28.9 | -.078 | NA | NA | NA |
| Less than 5                         | 34.0 | 31.8 | .046 | NA | NA | NA |
| 5 or more                          | 40.5 | 39.3 | .025 | NA | NA | NA |
| Male*                               | 49.9 | 50.3 | -.009 | 51.4 | 50.0 | .028 |
| Baseline characteristic                              | Recipients in the treatment condition | Recipients in the control condition |
|------------------------------------------------------|---------------------------------------|-----------------------------------|
|                                                      | Actual treatments | Weighted controls<sup>a</sup> | Standardized difference<sup>b</sup> | Actual controls | Weighted treatments | Standardized difference<sup>b</sup> |
| Born more than 3 weeks early                         | 10.6               | 8.2                     | .080                        | 8.8           | 10.9           | -.073                       |
| Stayed in hospital after birth                       | 11.8               | 10.0                    | .056                        | 12.2          | 14.3           | -.067                       |
| Got evaluation on health/development                 | NA                 | NA                      | NA                         | 7.2           | 5.9            | .049                        |
| Risk categories                                      |                      |                         |                             |               |                |                             |
| Biological or medical risks                          | 11.4               | 12.0                    | -.019                       | 15.3          | 14.8           | .013                        |
| Environmental risks                                  | 21.8               | 23.8                    | -.049                       | 24.7          | 22.5           | .050                        |

Notes. Data come from the Early Head Start Evaluation intake forms. Service recipients are those who received home-based or child care services from any source. The figures pertain to all variables in the categories selected by lasso (even if lasso selected only a subset of the variables). GED = General Educational Development; SNAP = Supplemental Nutrition Assistance Program; TANF = Temporary Assistance for Needy Families; NA = not applicable because variable was not selected by lasso for the logit model.

<sup>a</sup>Weights are obtained from the fitted logistic regression model estimated using the other research group.

<sup>b</sup>Standardized differences are the differences in the covariates between the actual and weighted research groups divided by the standard deviation of the covariate for the actual group. None of the differences are statistically significant at the 5 percent level.

* Interaction term included in the treatment group logit model

^ Interaction term included in the control group logit model
Figure E.1. Propensity score frequency distributions using a variant of the Shaikh et al. approach

a. Treatment group model

b. Control group model