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Abstract: In this paper, I argue in favour of property-by-property transfer in the third language acquisition of English by L1 Arabic and L2 French speakers in Northern Africa (Algeria and Tunisia) based on a reanalysis of previous work. I provide a phonological analysis of their spontaneous production data in the domains of consonants, vowels, stress, and rhythm. The L3 phonology shows evidence of influence from both L1 Arabic and L2 French, with mixed influences found both within and across segmental and prosodic domains. The vowels are French-influenced, while the consonants are Arabic-influenced; the stress is a mixture of Arabic and French influence while the rhythm is French. I argue that these data are explained if we adopt a Contrastive Hierarchy Model of feature structure with the addition of parsing theories such as those proposed by Lightfoot. These data provide further evidence in support of the Westergaard’s Linguistic Proximity Model. I conclude by showing how this approach can allow us to formalize a measure of linguistic I-proximity and thus explain when the L1 or L2 structures will transfer.
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1. Introduction

This paper draws on existing data from two populations acquiring English as their third language (L3) in Northern Africa (Benrabah 1991; Ghazali 1973; Ghazali and Bouchhioua 2003). Each group has a dialect of Arabic as their first language (L1) and French as their second language (L2). One of the elusive goals of the study of third language acquisition (L3A) is to attempt to explain and predict whether the first language or the second language will be the major influence on the third language. I will argue that these data provide evidence that structures from both the L1 and the L2 can transfer into the L3 grammar. Such patterns support the model of L3A proposed by Westergaard et al. (2017) called the Linguistic Proximity Model (LPM). I will argue further that these data are inconsistent with the predictions made by Rothman (2015) and Rothman et al. (2019) in their Typological Primacy Model (TPM). The TPM posits that the L3 learner engages in an L1/L3 comparison as well as an L2/L3 comparison and then transfers one of the grammars in its entirety to form the basis of the L3 grammar (see also Schwartz and Sprouse 2021). The LPM, on the other hand, posits that the learner engages in a structure-by-structure or property-by-property comparison of the L3 with the L1 and L2. In each case, the property which is closer will be transferred into the L3 grammar. The L3A field is dominated by research in the morphosyntactic domain. In this paper, I show that phonological data can be used to support the LPM.

The paper addresses the journal’s theme by further exploring the relatively understudied population of L3A English in Northern Africa (Tunisia and Algeria). Many factors come into play as we look at the context of societal bilingualism, Arabic/French diglossia, and the colonial history entailed. In both Tunisia and Algeria, the local Arabic language is the mother tongue of the majority of the population, with Modern Standard Arabic being
taught in school beginning at the age of 6. French is taught beginning at the age of 8 and English at the age of 12.

Archibald (2022) presents an argument against wholesale transfer (Schwartz and Sprouse 2021; Rothman et al. 2019) at the initial stages of L3A and, rather, argues in favour of property-by-property transfer (as per Westergaard 2021) by presenting data from Benrabah (1991) who demonstrated that L1Arabic/L2 French learners of L3 English transferred their Arabic consonants but their French vowels to their L3 English. Archibald (2022) focusses on the vowels, but I will (a) further formalize the treatment of vocalic phonology and (b) delve more into the Arabic influence on the English consonants in this paper. I will present further L3 data which demonstrate that property-by-property transfer can occur both across domains (e.g., consonants vs vowels in the domain of segmental phonology) and within a domain (e.g., different stress and rhythmic phenomena in the domain of prosodic phonology).

I will use the notion of I-proximity from Archibald (2022) to look at the mechanisms which influence property-by-property transfer. Both Rothman’s TPM and Westergaard’s LPM invoke a notion of ‘closeness’ to make predictions of transfer. The TPM includes a measure of typological closeness which informs the learner as to which language (the L1 or L2) to choose as the foundation for the L3. The LPM demonstrates that the source of the transfer can be either the L1 or the L2, depending on which structure is most like the L3 structure. (Archibald 2022) presents some arguments against Rothman’s (2015) proximity metric. In this paper, I will propose a formal model for comparing the phonological systems in which will explain the mixed influence of both Arabic and French on L3 English.

Archibald’s (2022) machinery presumes an architecture that is able to reconcile theories of first language acquisition (L1A), second language acquisition (L2A), and L3A by contextualizing L3A within a parsing model (Lightfoot 2020) which adopts an integrated multilingual architecture (López 2020). López, drawing mainly on morphosyntactic evidence (but with some discussion of phonology), invokes evidence from codeswitching to argue that the underlying competence of a multilingual individual does not include separate stores for each language but rather an integrated I-grammar. In this paper, I will expand upon these notions, drawing on further empirical support from both segmental and prosodic phonology.

Geopolitical Context: Tunisia & Algeria

Tunisia achieved independence from France in 1956. Modern Standard Arabic is an official language and is taught in school from the age of 6. Most subjects in primary school are taught in Modern Standard Arabic. French is taught starting at age 8. Most science subjects (starting in high school) are taught in French. English instruction starts in “3rd position” at age 12. In Tunisia, Oueslati (2021) and Bouzemmi (2005) describe Tunisia as both diglossic (classical Arabic and Tunisian Arabic) and bilingual (Arabic and French). Bouzemmi (2005, p. 217) notes that “people switch between Arabic and French easily and frequently”. Oueslati (2021, p. 98) comments that even since independence, “in some areas . . . such as technology, economics and medicine French still dominates.” I mention this as we prepare to look at the influence of both Arabic and French on L3 English. Ghazali and Bouchhioua (2003) do not report on the ultimate attainment of French in their subjects but given the social context, I am assuming that the research participants had acquired the relevant phonological properties of the phonemic inventory and stress system.

Algeria achieved independence from France in 1962. Dialectal Arabic is the mother tongue of 70–80% of the population, with Tamazight being the first language of between 20 and 30%. Modern Standard Arabic is an official language. French is taught from the 2nd year of elementary school and is still the language of instruction in many university programs. Table 1 (from Chemami 2011) provides a breakdown of daily language use in Algeria as represented by a survey given to fifty high school students. These students speak Algerian Arabic and Tamazight and are schooled in Literary Arabic, French, and English. I
draw the reader’s attention to the following facts: Algerian Arabic is used very frequently, French frequently, Literary Arabic casually, English rarely or very rarely, and Tamazight very rarely. I mention these patterns to establish that English is used rarely, and, as we will see, exposure to English in the schools is limited.

Table 1. Daily linguistic practices in a survey of 50 students (age 16).

|                | Algerian Arabic | Literary Arabic | Tamazight | French | English |
|----------------|----------------|----------------|-----------|--------|---------|
| Use            | %              | %              | %         | %      | %       |
| Very frequent  | 67.6           | 5.8            | 5.8       | 20.5   | 0       |
| Frequent       | 12.9           | 22.5           | 0         | 64.5   | 0       |
| Casual         | 7.3            | 58.5           | 2.4       | 19.5   | 12.1    |
| Rare           | 0              | 15.6           | 9.3       | 28.5   | 46.8    |
| Very rare      | 1              | 11.2           | 38        | 5.1    | 27.5    |

In Algeria, Chemami (2011, p. 230) notes that “French is considered necessary to pursue higher education, especially abroad, or to find a job”. Negadi (2015, p. 498) comments that “In Algeria, for example, French, a socially-valued language, is often associated with modernity and technological advancement and it is still taught today as a second language at different levels, while at the university, it remains the language used for instruction in a number of streams, scientific, medical and technological, in particular. In their daily conversations, most Algerians code switch between Arabic and French.”

Once again, I mention this as we prepare to look at the influence of both Arabic and French on L3 English. Benrabah (1991) does not report on the ultimate attainment of French in his subjects but given the social context, I am assuming that the research participants had acquired the relevant phonological properties of the phonemic inventory and stress system.

2. Materials and Methods

2.1. Data Collection

Benrabah’s (1991, p. 334) data came from Algeria. Twenty-four “balanced bilinguals in Algerian Arabic and French were recorded speaking English spontaneously.” These utterances were transcribed by native English listeners. The instances in which these transcriptions differed from the intended target (i.e., where miscommunication occurred) were analyzed phonetically by Benrabah. He argued that their vowels were French but their consonants were Arabic. Ghazali and Bouchhioua (2003) reported on data from 96 students (in either high school or university) in the city of Tunis. These participants studied French for 8 or 9 years and English for 3 or 4 years. The students read a list of 36 words (embedded in a carrier phrase, “say the word . . . again”) and a list of 15 sentences. The words were analyzed by the authors for stress placement and the sentences for rhythm.

2.2. Theoretical Background

In order to describe and explain the L3 patterns of both segmental and prosodic phonology, we begin by surveying the empirical data before turning to the underlying phonological machinery. We report on evidence from Benrabah (1991), who demonstrates that the L3 English of L1 Algerian Arabic and L2 French sequential trilinguals show evidence of transfer of the French vowels and the Arabic consonants into English. We also report on data from the L3 English of L1 Tunisian Arabic and L2 French sequential trilinguals (Ghazali and Bouchhioua 2003) who show evidence of transfer of Arabic stress onto some English words, and French ‘stress’ onto others. The same study shows that L3 English is characterized by French rhythm.

The crux of the empirical data, therefore, show that L3 English evidences some properties from L1 Arabic and some properties from L2 French. The major research question explored in this paper is: how can we explain these mixed influences on L3 grammar?
The answer I propose is that Westergaard’s LPM provides the best model of the data, remembering that Rothman (2015) and Rothman et al. (2019) proposed the Typological Primacy Model (TPM). Rothman (2015) argues that the L3 learner engages in a process of comparison (L1/L3 versus L2/L3) in order to determine which language (the L1 or the L2) is a better match (i.e., closest) for the L3. This comparison takes place by consulting a number of different cues (lexical, phonetic, or morphosyntactic). Once the comparisons have been made, to adopt the terminology of Schwartz and Sprouse (2021), the L3 learner makes the ‘Big Decision’ and adopts either the L1 or the L2 as the grammar to copy in its entirety to form the basis of the L3. This is what is referred to as wholesale transfer.

Westergaard (2021), Westergaard et al. (2017), and Jensen et al. (2021) work within the Linguistic Proximity Model (LPM). This model has recently been espoused by (Archibald 2022) using phonological data. Westergaard (2021) argues that the learner engages in a process of comparison not of entire grammars wholesale but, rather, property by property. Given a particular domain or structure, the learner will compare the success of parsing the L3 input by using the L1 structure with the success of parsing the L3 input by using the L2 structure. I will return to the notion of parsing in Section 4. For each structure, the most successful (i.e., closest) property will be transferred into the L3 grammar. Westergaard et al. (2017) give examples from such properties as subject/auxiliary inversion or verb raising and show how the L3 grammar is influenced by properties from both the L1 and the L2.

The main goal of phonological theory is to account for the predictable and unpredictable variation observed in a language (Hall 2017). Unpredictable variation is referred to as phonemic in that such variation results in minimal pairs of lexical items which contrast in meaning (English pat/bat; pit/pet). Some variation, though, is predictable (or allophonic). The vowel sound in English rude [u:] is longer than the vowel sound in root [u] but the [u:] is not lexically contrastive with the [u]; it is predictable that we find the shorter variant before voiceless consonants. The Contrastive Hierarchy model of Dresher (2009), drawing on the work of Jakobson (1941), captures the facts of which segments are contrastive in a language and which segments predictably influence the segments around them by such productive phonological rules as feature spreading. Let us take a concrete example (Cowper and Hall 2019) of how two identical surface inventories might arise for different underlying feature hierarchies. Both Finnish and Quebec French have the same three high vowels phonetically but different underlying phonological inventories, as shown in Figure 1.

![Figure 1. Two possible contrastive hierarchies for a 3-vowel inventory.](image)

Note that the Finnish [u] is specified as [+round] while the Quebec French [u] is not. Such a representation would predict that Finnish [u] should be able to engage in processes like the spreading of a [round] feature while the Quebec French [u] would not. Features in a language that engage in processes such as spreading are referred to as active phonological features. In this way, the linguist needs to determine which features are involved in the phonological processes of a language before determining the contrastive hierarchy. Dresher (2009) adopts contrastive specification (Hall 2017) in that only contrastive features are represented in the hierarchy. Redundant features are not represented. I will adopt this
formalism, though it should be noted that Mackenzie (2013) and Mackenzie and Dresher (2004) show how this notation can be modelled within Optimality Theory.

Dresher (2009, 2018) posits a universal learning algorithm for L1A which, I will suggest is also available in L2A and L3A. In L1A, the learner begins by making a binary division in the inventory via the introduction of one feature. Then, the tree is expanded downward, one feature at a time until each segment is uniquely defined. The process of generating the hierarchy is governed by what Dresher calls the Successive Division Algorithm (SDA). This approach has been applied directly to the domain of first language acquisition in Bohn and Santos (2018) in their study of the acquisition of Brazilian Portuguese. They showed that different children may follow different paths (i.e., the developmental path is not, contra Jakobson (1941), universal) but that each child’s system is a UG-licensed system which can be described by a contrastive hierarchy.

With this theoretical background in place, let us turn to the empirical data from third language acquisition.

3. Results

3.1. Segmental Phenomena

The most commonly misperceived vocalic segments were [α, ʊ, ɔ, ɛ]. For [ɿ], speakers would produce French [œ]. The [ɛ] would be produced as monophthongal [e], as in French. As for consonants, the alveolar English [t] and [d] would be pharyngealized. The English [θ] would be produced as a [t] (not as a [s], as in the speech of French native speakers in the area). [ð] would be pronounced as [d]. English [h] would be pronounced as Arabic [ḥ] or [h]. The English [r] would be pronounced as an alveolar tap [ɾ] as in Arabic not a uvular [ʁ] as in French. Benrabah (1991) suggests that the ‘more complex’ system transfers to the L3. What I will propose in Section 4 is a way of formalizing this notion of complexity.

Cognates

Bouchhioua (2016) found that participants treated French/English cognates differently than non-cognates in that they nasalized the initial vowel in words like information and institution (which have cognates) but not in words like inside or instead (which do not have cognates). There is rich psycholinguistic literature (Carroll 1992; Nakayama et al. 2013, 2014) that demonstrates the non-selective access to the bilingual lexicon. We see evidence from lexical decision tasks (Dijkstra et al. 1999) and eye-tracking studies (Nakayama and Archibald 2005) that interlingual homographs (such as information) automatically activate the lexical representation in the other language. This activation (especially if French information is more frequent than English information (as it is likely to be for these learners) will trigger the French pronunciation even in an English sentential context. These data would suggest that, in this case, the seeming property-by-property patterns result from the architecture of the multilingual lexicon.

3.2. Prosodic Phenomena

3.2.1. Word Stress

Ghazali (1973) and Ghazali and Bouchhioua (2003) present relevant data from sequential L1 Arabic/L2 French learners of L3 English in Tunisia. Ghazali (1973) looked at the acquisition of English stress by high school students who studied English for three years (and French for eight). Let us look at the prosodic properties of the languages in question. The L1, Tunisian Arabic (TA), is a quantity-sensitive stress language (Bouchhioua 2016; Bouchhioua 2017) where stress assignment is determined by the weight of a syllable: heavy syllables attract stress. Avoiding certain phonological technicalities, in general, a syllable with either a long vowel or a syllable with a coda consonant is treated as a heavy syllable, while open syllables are treated as light. A syllable with both a long vowel and a coda consonant is referred to as super-heavy.

This can be seen in the forms in Figure 2 from Watson (2011).
very similar stress-assignment properties to Tunisian Arabic. In both English and Tunisian

languages, the L3 English can be considered to be in the novice or CEFR A2 level. As a result, I assume that the L3 English production patterns are not resulting in a change in the L3 English

Given a nine-year exposure to English, my assumption is that after this amount of exposure to English they would be, at best, at the ACTFL novice or CEFR A2 level. As a result, I am claiming that the L3 English production patterns are not a stress language at all. There is no contrastive stress, stress plays no role in condition-

The L2, French, is a language over which there has been a little more disagreement (see Dell 1984) in terms of the theoretical accounts, but the basic empirical description is certainly less controversial and that is that French assigns final prominence to the Phonological Phrase (Jun and Fougeron 2002; Hyman 2014).

Examples of French final prominence can be seen in Figure 3 where ) indicates the edge of a phonological phrase.

Figure 3. French phrase-final prominence.

The example in Figure 4 shows two phonological phrases in one sentence (Di Cristo 1998, p. 203).

Figure 4. French phrase-final prominence in a complex sentence.

The position I am adopting here is that of (Özçelik 2017) who argues that French is not a stress language at all. There is no contrastive stress, stress plays no role in conditioning phonological alternations in French, and the acoustic prominence is best described as marking the right edge of a phonological phrase.

The L3, English, is a quantity-sensitive stress language (Dresher and Kaye 1990) with very similar stress-assignment properties to Tunisian Arabic. In both English and Tunisian Arabic, heavy syllables attract stress, and both have trochaic feet (which are strong on the left).

Ghazali (1973) showed that learners transfer their Tunisian Arabic stress to multisyllabic English words to stress heavy syllables. The final syllable is stressed if it contains a consonant cluster (or a long vowel plus a consonant), otherwise, the penult is stressed. Examples are given in Figure 5.

(a) backw\textendash ard
(b) n\textendash arrow

Figure 5. English words stress assigned by Tunisian Arabic rules.

Figure 5(a) ends in a consonant cluster, thus triggering final stress placement, while Figure 5(b) ends in a long vowel but with no final consonant, thus triggering penultimate stress.

However, there are also cases of the participants transferring French final prominence to English cognate lexical items. Examples are given in Figure 6.

Figure 6. English words with stress assigned by French prominence rules.
Let us consider what these examples in Figures 5 and 6 demonstrate. On the surface, we can see that there are some English lexical items consistent with Arabic stress properties and other English lexical items consistent with French prominence properties. Such evidence might tempt us to propose an analysis that would invoke a French lexical stratum which would have prominence assigned by French prominence rules (perhaps along the lines of Amaral and Roeper 2014), as suggested by Slabakova (2016). However, I would maintain that standard models of lexical activation within an Integrated I-Grammar model, such as that shown in López (2020), would account for these facts. In Section 4, I will present what I believe to be a more parsimonious analysis based on the parsing of the L3 input. For now, however, let us continue with the empirical discussion.

At the time of Ghazali (1973), French was the dominant language of instruction in Tunisia. Ghazali and Bouchhioua (2003) replicated (and expanded) this earlier study thirty years later when Arabic was the main medium of instruction in the country to see if this would make a difference. They looked at three groups of students (32 in each group): (1) high school students who had studied English for three years (instruction starts at age 12) and French for eight; (2) high school students who had studied English for four years and French for 9, and; (3) university students who had completed second year. The same results were obtained as in the (1973) study: French patterns in cognates \( p = 0.01 \) on a Wilcoxen Matched-Pairs Signed Ranks test, and TA stress elsewhere \( p = 0.01 \) on a Wilcoxen Matched-Pairs Signed Ranks test. This shows that the language of instruction was not resulting in a change in the L3 English production patterns. Within the domain of stress, we see evidence of property-by-property transfer from the L1 and the L2 into the L3.

The Curricula and Training Department of Tunisia (2019) notes that children in their first year of English instruction receive one hour of instruction per week, while students in their second and third years receive two hours of instruction per week. Given a nine-month school year with six weeks of holidays, this would mean that the children would receive thirty-six weeks of instruction per year. Over the three years, they would receive 180 h of English instruction. My assumption is that after this amount of exposure to English they would be, at best, at the ACTFL novice or CEFR A2 level. As a result, I am claiming that the L3 English can be considered to be in the _initial stages_ as referred to by Rothman (2015, p. 179).

### 3.2.2. Sentence Rhythm

In order to understand the rhythmic properties of the L3 English sentences, let us first present a discussion of the L1 and L2 rhythmic properties.

Given the quantity-sensitive stress properties of Arabic, it, like English, is classified as a stress-timed language (Tajima et al. 1999). This is a broad description of the rhythmic properties of a language where the duration between stressed elements in a sentence is roughly equivalent regardless of the number of syllables in the sentence (see Cutler 2012 for a discussion of the complexities of this issue). The two English sentences in Figure 7 will take roughly the same amount of time to say because there are three stresses (given in boldface).

**People ring bells.**

**The people will have been ringing the bells.**

**Figure 7.** English stress-timed rhythm.

The same would be true for the Arabic sentences given in Figure 8.
el nas betren agaas
the people ring bells

el nas hatkon kanet betren agaas
the people will be have been ringing bells

**Figure 8.** Arabic stress-timed rhythm.

French, on the other hand, is often described as a syllable-timed language. What this means is that each syllable takes roughly the same amount of time to produce so a sentence with more syllables will take more time to say than a sentence with fewer syllables as shown in Figure 9.

un oiseau 3 syllables
un petit oiseau 5 syllables
un petit oiseau rouge 6 syllables

**Figure 9.** French syllable-timed rhythm.

Ghazali and Bouchhioua (2003) look at the rhythm in L3 English. They note that in a reading task the strong (stressed) form of function words was used in contexts where native speakers would use weak (unstressed) forms. Subjects did so in 92.5% of the cases. Their productions were also misheard by native English listeners 94% of the time. For example, when asked to read a sentence “the speaker asked for questions,” the most common production by the non-native speakers, and perception by the native listeners was “the speaker asked four questions.” This suggests that the rhythmic properties are coming from French (while word stress was mainly influenced by Arabic). A wholesale transfer approach would predict that word stress and sentence rhythm would be governed by the principles of a single language. Of course, it is logically possible that the grammar of one of the languages (say L1 Arabic which is stress-timed) transferred initially and then due to the process of restructuring, the grammar changed and the French-influenced syllable-timed sentence rhythm was triggered. However, we would have to ask: what in the Primary Linguistic Data (PLD) would trigger such a change? There would be nothing in the English environment that would change to induce such a change. However, it could be argued that all three languages lack a phonemic schwa; therefore, the tendency to produce a full, unreduced vowel is what is resulting in this particular aspect of the L3 grammar. While the phonology of French schwa is complex (Dell 1995; Hansen 2003), following Tranel (1981) the French schwa surfaces as [œ] in most syllabic positions. Benrabah (1991) notes that English [a] tends to surface as [æ]. Therefore, the L3 English pronunciation follows if we assume that the French schwa transfers into certain English words.

At the sentence level, the subjects seem to be producing French syllable-timed rhythm as evidenced by the strong-form, stressed pronunciations of usually unstressed function words. Yet, at the word level, their stress is governed by the properties of the L1 Arabic system.

4. Discussion

4.1. A Parsing Solution

Westergaard’s (2021) LPM is an extension of the Micro-Cue Model (Westergaard 2008, 2009, 2014) to multilingual situations. It shares a concern with parsing with works such as Fodor (1998a, 1998b) and Lightfoot (2020). In turn, Lightfoot’s parsing model acknowledges its debt to the phonological work of Dresher (1999, 2009). (Archibald forthcoming) questions the explanatory adequacy of Rothman’s (2015) cue continuum to inform the Big Decision. In this section, I want to explore how to formalize the notion of comparison inherent in
the LPM. Westergaard has been criticized (Cabrelli and Puig-Mayenco 2021; White 2021) for the potential lack of predictive power of her notion of full-transfer potential (FTP). My understanding of FTP is that structures from either the L1 or the L2 have the possibility of transferring to the L3 (contra wholesale transfer). Under this reading, FTP is not the locus of predictive power in the LPM, and it is misguided to seek prediction and falsifiability here. Rather, the predictive power lies in the critical comparisons of L1/L3 versus L2/L3 with respect to a particular property. Let me illustrate this with a further look at Benrabah’s L3 English learners in Algeria. Recall that they transferred their French vowels, and not their Arabic vowels, to their L3 English grammar.

Modern Standard Arabic has three vowels [i, a, u] in both the long and short versions. French has a more complex vowel inventory of approximately (depending on dialect) eleven vowel qualities [i, y, u, e, ø, a, o, ø, æ, A]. English has approximately (depending on dialect) twelve contrastive vowels. Table 2 presents a comparison of the vocalie feature hierarchies of the three languages in the form of a contrastive hierarchy represented as a feature ranking.

Table 2. Vocalic features.

| Language          | Feature Hierarchy                          |
|-------------------|--------------------------------------------|
| Arabic            | [low] > [back]                             |
| French (Hall 2017)| [nasal] > [long] > [low] > [high] > [back] > [round] |
| English (Oxford 2012)| [long] > [low] > [front] > [high] > [round] |

Under a contrastive hierarchy model, this feature hierarchy is what parses the L3 vocalic primary linguistic data. When the learner encounters L3 English input which includes [i, y, u, e, a, o, æ, A, 2, o, O, U, u] and assesses whether each segment can be uniquely assigned a contrastive featural representation with either the Arabic features of [low] > [back] or the French features of [nasal] > [long] > [low] > [high] > back] > [round], it can be quickly determined that the French hierarchy will fare better.

Let us look at some stages in the possible parses. Let us first consider the adequacy of using the Arabic feature hierarchy to parse the English input. The highest-ranked feature in Arabic is [low]. If this is applied to the English PLD, the first contrast would be between the [−low] vowels [i, y, u, e, æ, A, 2, o, o, ø] and the [+low] vowels [ae, a]. Then, applying the second-ranked feature, the distinction between [−back] vowels [i, l, e, e] and the [+back] vowels [a, o, o, ø, u] would be encoded, as shown in Figure 10.

![Figure 10. The Arabic contrastive hierarchy applied to English vowels.](image-url)
Note how this would leave eight vowels which are not uniquely specified: \([i, \, i, \, e, \, e, \, o, \, o, \, u]\). If, however, we apply the French contrastive hierarchy to the English PLD, we would generate the parse given in Figure 11:

![Figure 11. The French contrastive hierarchy applied to English vowels.](image)

Note how this contrastive hierarchy is able to uniquely represent all of the English phonemes. It might not be a target-like representation in that it may not capture the phonological activity facts of English but that goes beyond the scope of the focus of this paper. This would be consistent with Darcy et al.’s (2012) Direct Mapping of Acoustics to Phonology (DMAP) model, which demonstrates that L2 contrast does not have to be nativelike.

Therefore, when we compare the analyses of the English vocalic data as generated by the Arabic feature hierarchy (with eight vowels ambiguously represented) with the analysis of the English vocalic data generated by the French feature hierarchy (with zero vowels ambiguously represented), we have a quantifiable way of predicting transfer.

4.2. Explaining Consonants

In this section due to space limitations, I will not present the entire contrastive consonantal hierarchies for the three languages, but rather will focus my comparisons on the relevant sub-constituents of the hierarchy to illustrate my analyses. However, what will emerge is that in each case the Arabic structure provides a better parse for the English input than the French parse.
Benrabah (1991) also explored the nature of the L3 English consonants which, unlike the vowels, were transferred from Arabic. He cited the patterns shown in Table 3 which were all consistent with Arabic transfer.

Table 3. Segmental properties of the L3 English.

| English Target | Arabic-Influenced Production | Potential French-Influenced Form |
|----------------|-------------------------------|---------------------------------|
| [t/d]          | [t̂/d̂]                       | [t/d]                           |
| [θ/ð]          | [t/d]                         | [s/z]                           |
| [h]            | [h/i]                         | ø                               |
| [r]            | [r']                          | [ɾ]                             |

I will discuss each of these instances, but I would also like to note that the L3 English reflects the Arabic Voice Onset Time (VOT) in terms of having a long lag/short lag contrast rather than the French pre-voiced/short lag contrast. This phonetic result is consistent with the transfer of the underlying laryngeal feature (Iverson and Salmons 1995) from Arabic. In this section, the discussion is couched within a feature geometry model (rather than a contrastive hierarchy) because I am focusing primarily on the features which implement the cross-linguistic differences. Such differences can be captured via a contrastive hierarchy. Hall (2003) specifically addresses the relationship between feature geometric and contrastive hierarchy approaches with respect to laryngeal features (see also Dresher 2009, chapter 5).

Another relevant factor is that the specification for [spread glottis] and [voice] languages differ (Beckman et al. 2013). For [spread glottis] languages, the [spread glottis] feature is marked on /p t k/ (and /b d g/ are left unmarked) while for [voice] languages the [voice] feature is marked on /b d g/ (and /p t k/ are left unmarked). See Archibald (2021) for a discussion of the learnability implications of these facts. The relevant values are shown in Table 4.

Table 4. Laryngeal features.

| Arabic       | [spread glottis]              |
|--------------|-------------------------------|
| French       | [voice]                        |
| English      | [spread glottis]              |

Mah (2011) argues that English /h/ is placeless with a [spread glottis] feature, shown in Figure 12.

Figure 12. Feature geometry of English /h/.
French does not have the [spread glottis] feature, and if obstruents have [voice], voiceless obstruents would be represented by a bare Laryngeal node (Mah 2011).

In some languages, laryngeals like [h] pattern with pharyngeals (Rose 1996). McCarthy (1994) argues that Arabic is such a language, where [h] and [ħ] are both classified as gutturals when it comes to place constraints on roots. This suggests that Arabic gutturals are not placeless. McCarthy (1994) gives the structure shown in Figure 13.

\[
\begin{align*}
\text{[χ, ɣ, h, ʕ, h, ?]} \\
\text{Root} \\
\text{Place} \\
\text{Pharyngeal}
\end{align*}
\]

**Figure 13.** Feature geometry of Arabic gutturals.

The structure above in Figure 13 shows that the L1 Arabic structure, if transferred, could parse the L3 English [h] and assign it to /h/. Therefore, the Arabic feature tree (which includes [h] under the Pharyngeals) will be able to parse the English [h]. The learning task for the L3 learners includes discovering that English /h/ has a different feature structure than Arabic /h/ (see Rose 1996, who argues that languages that have post-velar consonants have Pharyngeal /h/ but otherwise they are placeless). Nevertheless, Arabic phonology can parse the English input. Note that the French /h/ is placeless with a bare Laryngeal node, as shown in Figure 14, and the structure would not be able to parse the English [spread glottis] feature.

\[
\begin{align*}
\text{Root} \\
\text{Laryngeal}
\end{align*}
\]

**Figure 14.** Feature geometry of French /h/.

### 4.3. Interdental Fricatives

Arabic has dental /t d/. These dental stops are used in place of the interdentals, while the pharyngealized ones ([tʰ/dʰ]) are used in place of the English alveolar stops. Thus, the Arabic contrastive system can map onto/parse the English input. Even the phonetics works out as the secondary pharyngealization results in a more back articulation so that [tʰ] would approximate [t]. It is worth noting that the most frequent continental French substitution for English interdentals is [s/z] (Lombardi 2003), hence the substitution pattern is further confirmation that the L3 English consonants result from L1 Arabic phonology.

### 4.4. Phonetic Facts

The final remaining example of Arabic transfer in L3 English that Benrabah (1991) mentions is the production of the L3 English /ɾ/ as [ɾ] rather than as [ɾ]. I would suggest that this is more a matter of phonetic implementation of the /ɾ/ phoneme than a phonological artifact resulting from contrast.
4.5. Levels of Comparison

With respect to notions such as feature structure as shown in Table 4, we can see a difference between models such as the Speech Learning Model (Flege 1995; Flege and Bohn 2021) and the Contrastive Hierarchy model. The Speech Learning Model proceeds by making segment-to-segment comparisons in an attempt to make predictions of ease or difficulty of acquisition. Therefore, an L1 [i] might be compared to an L2 [i], then an L1 [e] would be compared to an L2 [e]. Separate decisions would be arrived at as to whether the segments in question were similar or different. By way of contrast, as we saw in Figures 10 and 11, the Contrastive Hierarchy predicts that we should see inventory effects when it comes to segmental behaviour. How the phonemic inventory is divided up by features determines the segmental behaviour. We might, thus, expect the [long] vowels to behave differently from the [short] vowels. In some sense, this argument is reminiscent of Brown’s (2000) discussion of segment-level versus feature-level treatments of L2 phonology. In arguing for a feature-based analysis, she demonstrated that the differential behaviour of two L1 with identical segmental inventories could be explained by differing feature inventories. Space prohibits me from making a full comparison of feature-based models with contrastive hierarchy models (though see (Archibald forthcoming)), but let me make the following succinct comparison. Munro and Derwing (2008) and Munro (2018) look at the L2 acquisition of English vowels by L1 Mandarin speakers. They note that the Mandarin speakers have the most difficulty (below 80% correct identification) with the following segments: [i, e, o, Ñ, æ]. Note that these are all lax vowels, and their behaviour could be classified as an inventory effect. Similarly, Thomson (2008) reports on the results of an identification task given to Mandarin listeners to English vowels. Note the differences between the long versus short vowels in Table 5.

Table 5. Perceptual accuracy of Mandarin listeners to English vowels.

| Long (tense) Vowels | Short (lax) Vowels |
|---------------------|--------------------|
| [i]: 100%           | [i]: 85%           |
| [e]: 100%           | [e]: 65%           |
| [a]: 80%            | [a]: 60%           |
| [o]: 100%           | [a]: 70%           |
| [u]: 100%           | [u]: 60%           |

If we were only looking segment by segment to explain the difficulty, we would be missing an important generalization about long and short vowels.

I would suggest that what these data reveal are, in fact, inventory effects (see also (Thomson 2021) for a different take on these sorts of facts in terms of the construct of markedness). Some vowels are expected to pattern together, as predicted by phonological structure. Following Wu (2021), the Mandarin Contrastive Hierarchy is shown in Figure 15.
Figure 15. The contrastive hierarchy of Mandarin vowels.

Note that the English segments which could not be parsed by the Mandarin feature hierarchy would include [t, ɾ, ɔ, ø, æ]. In this way, our phonological model predicts that the segments [t, ɾ, ɔ, ø, æ] would all cause difficulty at the phonological level. We should also note that both Munro and Derwing (2008) and Munro et al. (2003) show that the Mandarin subjects do not have trouble with either the English [o] or [e], even though they are absent from the Mandarin phonemic inventory. Let us consider what the contrastive hierarchy in Figure 15 would look like if (based on L2 input) the learners expanded the [-high, -low] node to include [± round] in parallel to what is found under the [+high, +front] node. This would be done in response to exposure to the English input which would cause the learner to recognize that the [e] and the [o] were undifferentiated. This would produce the partial contrastive hierarchy shown in Figure 16.

Figure 16. The Mandarin contrastive hierarchy applied to English vowels.

This would have the effect of representing the merger of /e, œ/ (i.e., not representing a phoneme /o/ in English which could be conceived of as target-like. This would also explain the accurate performance of the Mandarin subjects on tasks involving [e] and [o] in English (which are not phonemes in Mandarin). It would be premature for me to propose a full transition theory of interlanguage change based on the Contrastive Hierarchy; however,
based on what we have seen in first language acquisition (Bohn and Santos 2018) and
diachronic change (Oxford 2015), the development of such a theory is a high priority.

I would argue that these kinds of data show the explanatory power of an inventory-
based approach over a segment-based approach. Of course, learners are not instantly aware
of the phoneme inventory of the L3. In this respect, as Darcy et al. (2016) have shown, the
acquisition of a phonemic inventory goes hand in hand with the acquisition of a lexicon
that includes minimal pairs. However, my initial assumption is that learners will use the
contrastive hierarchy from one of the previously used languages to set up contrast within a
particular domain. This may well lead to non-facilitative transfer and the grammar would
need to be restructured.

4.6. Mechanics of Comparison

I would further suggest that Yang’s (2018) Tolerance Principle provides us with a
way to quantify these comparisons which inform the learner’s decision. Yang probes the
ways in which learners generalize rules beyond a finite sample of data. In particular, he
formalizes the number of exceptions that a learner can tolerate to a productive rule in the
equation shown in equation (1).

\[ e \leq \theta N = \frac{N}{\ln N} \]

The rule will be maintained if the number of exceptions \( e \) does not exceed \( \theta N \). If the
number of lexical items was 1000 then the learner could tolerate 145 exceptions. With a
smaller number of items, the number of exceptions is also smaller. As noted above, learning
is related to vocabulary size \( N \), and this would have implications for L3A. Yang (2018,
p. 3) acknowledges that “vocabulary estimation of language learners is difficult” but that
lexical frequency can provide a “reasonable approximation of vocabulary.” Furthermore,
Yang reminds us of Chomsky’s (1968, p. 80) postulation that once a child decides on
grammar, then the child “knows the language defined by this hypothesis, consequently, his
knowledge extends enormously beyond his experience”. How might such a principle be
applied to the L3A questions at hand?

In the example of the Arabic parse of English vowels given above in Figure 10, we
saw that 8 of the 12 English vowels would be uncategorized or exceptional. With the 12
English vowels, five exceptions could be tolerated \( 12/\ln 12 = 4.8 \). As we saw, the number
of exceptions resulting from the Arabic parse would exceed the threshold. We compare this
to the French parse of the English vowels which results in no exceptions. The comparison of
these two parses would provide the data for the learner to prefer the French-ranking parse.
As a result, this is what transfers into the initial stage of the L3 grammar. A reviewer raises
the question of whether parsing exceptions can really be treated as the equivalent of Yang’s
notion of productive rule formation. Space precludes me from developing this argument in
detail, but the broad strokes would be as follows. Admittedly, this is an extension of the
Tolerance Principle, but I hope a useful and plausible one.

4.7. The Tolerance Principle and Phonology

One of the central properties of a phonological grammar (in the segmental domain) is
that it accounts for what is predictable (i.e., allophonic) and what is not predictable (i.e.,
phonemic). One aspect of the Contrastive Hierarchy model that I have not explored is
the Activity Principle. The Activity Principle (Dresher 2016, p. 68) states that the feature
hierarchy needs to “identify the contrastive features that are relevant to the phonological
computation”. The L3 learner would need to attend to the features that trigger phonological
processes in the language. For example, Wu (2021) shows that the feature [front] is active
in Mandarin as it triggers vowel assimilation such that \( /\hat{a}/ \rightarrow [e] \) next to \( /i/ \) or \( /y/ \) (which
are [+front]) and becomes \([o]\) next to \( /u/ \) (which is [-front]). The \( /\hat{a}/ \) is unspecified for
place and takes on the [front] value of the adjacent vowel. Such an assimilation process
would be a cue to the learner that [front] is an active feature in Mandarin. In turn, this
would be a cue that [front] needs to be represented in the contrastive hierarchy.
The parsing of the L3 input using the L1 or L2 feature hierarchy is an example of what Yang (and Chomsky) would call generalizing beyond experience. The learner will be exposed to environmental stimuli (i.e., L3 segments) that are not found in either the L1 or the L2 input). The parsing fails are triggers to restructuring the feature hierarchy to uniquely represent all the L3 phonemes. In order to do this, the learner is asking the question: is the environmental variation I am observing predictable or not? This is essentially the same question as Yang asks in asking whether a syntactic rule is productive or whether an exception needs to be stored. Imagine a scenario where an L1 Arabic speaker is learning either English or French. Arabic lacks a tense/lax /i/ versus /I/ contrast. When exposed to French input, there would be evidence that this alternation is predictable (i.e., allophonic) whereas when exposed to English there would be no evidence that the alternation is predictable (i.e., it is phonemic).

Taken together, the Activity Principle and the Contrastive Hierarchy formalize the two complementary sources of evidence available to the learner to determine the L3 feature hierarchy. The Activity Principle recognizes that the learner draws on phonological computation to help determine which features need to be part of the Hierarchy. The Contrastive component recognizes the cue of semantic contrast provided by minimal pairs. In English [bit] and [bɪt] mean different things while in French, /vit/ and /vɪt/ do not.

4.8. Future Research Directions

Many of the critical questions in the field of L3A depend on some metric for determining the proximity of pairs of languages or pairs of structures. I have argued that a contrastive hierarchy analysis can give us such a tool for comparing the phonologies of languages and coming up with a measure of I-proximity. Drawing on the recent work in parsing (based on the seminal work of Fodor (1998a, 1998b) and Dresher (1999), we can conceive of the learning task of L3A to be to select representations that successfully parse the L3 input. If we couch such a model within the framework of a contrastive hierarchy, then it also provides the machinery with which we can compare the relevant language pairs to measure structural proximity.

I hope that the preliminary analyses presented here show the promise of such a model. Yet, I acknowledge that there are elements that still need to be formalized. For example, which domains can be compared across languages? I have compared domains such as vowel and consonant, and such a comparison has proven to be productive. Could it be possible, though, for, say, the obstruents of one language and the sonorants of the other to transfer? Such a question awaits further empirical research, which could be informed by work in the micro-cue model (Westergaard 2009), which demonstrates that learners are sensitive to very fine distinctions in language acquisition. The model predicts (in line with both the TPM and the LPM), though, that all grammar that the learner constructs will be compatible with universal grammar. Therefore, if the data leads the learner to choose different sources for the representation of, say obstruent and sonorants, then the only combinatory options available would be sanctioned by UG.

5. Conclusions

I believe that the approach to third language acquisition outlined in this paper provides a valuable synthesis to the sub-fields of language acquisition. I would suggest that the following points emerge from this model:

1. consistent with Lightfoot (2020) and Dresher (2009, 2018), there is unity in the acquisition of phonology and syntax;
2. contra Bley-Vroman (2009), there is unity in first and second language acquisition;
3. while accepting Schwartz and Sprouse’s (1996) Full Transfer position for L2A, contra Schwartz and Sprouse (2021), there is unity in L2A and L3A;
4. consistent with López (2020), multilinguals possess an integrated I-language that is the source of property-by-property transfer into the L3, contra Rothman (2015); and
5. consistent with Chomsky (2005), language acquisition (L1A, L2A, and L3A) are governed by:
   (i) the emerging properties of the developmental I-grammar
   (ii) an open, underspecified Universal Grammar
   (iii) general principles of computational efficiency and cognition (e.g., the Tolerance Principle)

Related to the third point above, I acknowledge that there is still discussion of the nature of Full Transfer in L2A (see Stringer 2021). (Archibald 2022) probes the unity question of L2A and L3A in greater depth by adopting López’s (2020) view of an integrated I-grammar. His basic argument is that in both L2A and L3A, learners have access to all their extant knowledge sources (previously learned languages and UG). In L2A there is one previously learned language to draw on, while in L3A the integrated I-language contains more than one source.

Developmental phonologies are constrained by UG insofar as the contrastive hierarchies are natural language systems. The studies discussed here provide additional evidence against wholesale transfer insofar as even in a single domain (prosody) we see both Arabic and French influence on the L3 at the lexical level. Furthermore, the default word-stress assignment comes from Arabic while the default rhythm comes from French. At the segmental level, the evidence that Arabic consonants provide a better parse of the English input, while French vowels provide a better parse of the English input is compelling. All of this shows that in the multi-linguistic environs of Algeria and Tunisia we find evidence of a complex interplay that supports a property-by-property, parsing-based account of L3A.
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**Notes**

1. Thanks to Mona Sawan for guidance in the Arabic rhythm examples.

2. It is also a possibility that the syllable-timed rhythm is a production artifact of lack of fluency and slower speech rate but the current data do not allow us to test this hypothesis.
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