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ABSTRACT
This research explains the relationship between the end user requirement and accuracy of PMS (Project Management Software). The research aims are to analyze the PMS accuracy and measuring the probability of PMS accuracy in achieving ±1% of the end user requirement. The bias statistical method will be used to prove the PMS accuracy that based on the hypothesis testing. The result indicates the PMS is still accurate to be implemented in Aceh-Indonesia area projects that using the SNI (National Indonesia Standard) as current method with the accuracy index of ±7.5%. The achievement probability of reaching the end user requirement is still low of ±21.77%. In case of the PMS, the low achievement of the end user requirement is not only caused by the low accuracy of the PMS but also caused by the amount of variability error, which is influenced by the amount of variation of the project activity. In this study, we confirm that it is necessary to reconcile both conditions between the PMS accuracy and the end user requirements.
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1. INTRODUCTION
Applying the software as a PMS (Project Management Software) in a new project system is intended to manage the high quality of the project information of all project organizations. It is not like turning the palm of the hand; At least, there is the difference in the cost platform with the current systems. This study is based on the difference in cost output of PMS toward the current method, namely SNI (Indonesia National Standard), on projects in Aceh-Indonesia. These different raise a presumption about using the inaccuracy of PMS that is implemented to the projects in Aceh-Indonesia. Both the PMS accuracy and the end user requirement problem cannot be generalized, each depends on the case by case on the project standard used and the end user group domain, especially in Aceh-Indonesia who use SNI for project standards. It is possible to so because the implementation of the PMS on other platforms and the end user will give different results from this research. However, the method that will be presented in this research can be applied to another platform and the end user domain. Some of the studies have been conducted that relates to the impacts of PMS in organizations concerning to its productivity, the process, and innovation [1-4]. Unfortunately, the research has not shown how the impact could reach the end user requirements. This research will be conducted to fill the gap between PMS accuracy and the end user requirement. The PMS testing should be conducted earlier before the PMS is really applied in a project. The testing must meet the PMS functionality characteristics, which one of them is characteristic accuracy [5].

The end user, who has the authority to specify the requirements for the use of the PMS, should conduct the test and provide suggestion to the PMS producer for accuracy improvement. It will give benefit and satisfaction to the end user itself and the PMS producer. There is no an exception to the PMS that should
also have to meet the requirement of the end user in Aceh. Following this conception, the customer is allowed to express his real needs, which may differ from the PMS specifications on one or more project issues. One of the important function of the PMS is the controlling tool for the project cost as introduced in the paper of [6] and it can cause the need for software accuracy is also getting higher. The PMS with a low accuracy should be tailored to the needs of the end user along with the implementation of the PMS itself. This is one of the problems that should be solved in the practice of project implementation. This problem that is considered as unbalanced and error, was occurred in some projects in Aceh. This difference indicates inaccuracy of the PMS according to the end user. Whether this indication could be directly deduced by the end user as it has been previously expressed, of course, it still requires further verification. The hypothesis testing will be conducted to get the proving for PMS accuracy and we also measuring the probability of the PMS accuracy to achieve the end user requirement.

Based on this background, the aims of this research are to analyze the PMS accuracy and to measure the probability of PMS accuracy in achieving ±1% of the end user requirement. To analyze the accuracy, it requires the true value as a proxy to measure the bias performance of PMS (the difference between the observed and the expected/target). The biases%, as a general parameter, could be used to determine the accuracy of the PMS. Meanwhile, the zero value of bias% could be used as an indicator/benchmarks of performance achievement of an application [7]. Some researchers have suggested that the review of the project system is very important [6]. Some of them are related to the satisfaction of the end user for using the PMS and reaching the project administration goal. In developing countries, the use of the certain PMS, like Primavera, Microsoft Project, etc., is usually implemented without conduct the test first. This will cause a bigger problem when the PMS has been implemented in managing the project running.

The methods to control the PMS fault or errors, likes fault tolerance method [8], statistical techniques based on the error [9], are the challenges faced by the software industries today. In this research, the method that is used to assess the PMS accuracy is statistical techniques with a hypothesis and normal distribution. The null hypothesis statement is that the PMS is still accurate for its use in projects using the SNI platform. The decision to reject or no reason to reject the null hypothesis is formulated using P-value approach compared with α (for two tail) in a normal distribution case. The parameter in this hypothesis is the average of bias% as its central tendency. In case of fail to reject the null hypothesis (or the PMS still accurate for the project in Aceh), we will analyze the PMS accuracy using error tolerance and the next we will analyze the probability to achieve the end user requirement using the normal distribution density curve. To conduct this research, we have collected 37 data from projects that using PMS in Aceh-Indonesia.

This paper focuses on analyzing the PMS accuracy and its relation to the end user requirement, which is the starting point for the project management performance. In this study also has been done a gap analysis between the PMS accuracy and the end user requirement, by explaining specifically regarding the probability that can be achieved by the PMS to meet with the expectations of the end user. This is a novelty in this research study, in which some previous studies have only examined one of them, between the PMS accuracy or the end user requirements without reconciling these two conditions. This study has developed a procedure to achieve the intent. Operationally in this research, we have been able to reject the end user presumption that the PMS is not accurate through hypothesis testing. Conducting test how accuracy level of PMS can fulfill the end users requirement that it does not exceed ± 1% error by measuring the probability of ±21.77%. In this paper, we also have been able to formulate predictor analysis to generate the PMS cost from the SNI cost (current method) by presenting the PMS accuracy index of ±7.5%. To increase confidence in this study, we also have assessed the closeness between the PMS (observed) and SNI (expected) by correlation analysis with R² of 0.995. This is done to show that the data used by both the PMS and the SNI derived from the same source.

2. LITERATURE REVIEW

2.1. Accuracy

There are many different understandings about the notion of accuracy. This is natural if the notion is in a different context. In the context of the software accuracy according to [10], accuracy has been defined for individual measurements as the sum of the absolute value of the systematic error plus the standard deviation of the measurement [10]. ISO defines accuracy is a combination of both types of random and systematic as a measure of statistical bias [11]. Generally, the accuracy system is related to systematic error and random error. They are two types of error that have a difference in characteristic of the error source. Many researchers are confusing about the two type of the error; it is caused by the differences in background. The real error is the sum of the systematic error and the random error.
2.2. Random and Systematic Error

Random errors arise from temporary factors and their fluctuations are unpredictable. It has an error contribution that affects the precision of a test result. Examples of random errors are such as the effect of electric voltage fluctuations, temperature, humidity and other condition of experiment environments. Criteria for random error are often implemented by using the normal distribution, using the tolerance term to accompany the accuracy, using the concept of the mean and standard deviation as the best estimate/central tendency, the error bound could be reduced by averaging over a large number of observations, etc.

Systematic errors are the bias that occurs regarding a system and usually expressed by a mathematical formulation [12]. Any change in one or more of the system elements will cause a change in the character of the systematic effects. Criteria for systematic error are using the zero bias concept as the true value, arising from defects in the instrumentation, using the precision term to accompany the accuracy, and having the same error in repeated experiment/observation, etc.

2.3. Accuracy Implementation in Other Research

In the accuracy context of PMS, other research has used the mean magnitude of the relative error (MMRE) to predict the software accuracy [13]. However, MMRE has the weakness while compared across datasets [14], [15]. Other proposed models for the software accuracy are Stepwise Regression [16], [17], Rule Induction [18], [19], Case-Based Reasoning [20-23], Artificial Neural Nets [24-26].

Implementation of accuracy uses the tolerance analysis is often used in industry/manufacturing. This method is used to predict the probability of a production defect as acceptable of the production machine [27]. The observed data could be hard to interpret properly if we do not know the object measured [28].

3. METHODS

3.1. Research Framework

The research framework has been built to conduct the research, as shown in Figure 1. This framework explains the hypothesis testing of the difference between two population means (bias% and true value). If the bias% is not a significant difference from the true value (zero bias%) then the PMS (as observed) is still accurate. If the bias% is a significant difference from the true value (zero bias%) then the PMS (as observed) is not accurate. This research use the bias measurement concept that it is understood in terms of systematic error and random error, it is in line with the research [29].

![Figure 1. Framework for review the accuracy of the PMS total cost](image-url)
To perform this test, we first need to know whether the sampling bias% has a normal distribution or not. The purpose of this normality test is to determine the proper technique to use on the hypothesis testing (namely: parametric statistic or nonparametric statistic). The bias% data is calculated using formula 1 and formula 2. The result of the bias% as shown in column 5 in Table 2 (as the true value of µbias%).

3.2. Hypothesis
A hypothesis test is the evaluation of the two statements for both the null hypothesis (Ho) and the alternative hypothesis (H1). It is regarding the mutually exclusive of the population in determining the best statement that is supported by the data sample. The null hypothesis is mean of bias% is equal to 0% (zero percent). This test is performed with the confidence level of 95% or interval confidence α±5%. The bias%, as the hypothesis variable, is calculated by using formula (1), (2). the hypothesis formula for the following:

Null Hypothesis, \( Ho: \mu_{bias\%} = 0\% \) (as the true value of \( \mu_{bias\%} \))

Hypothesis alternative, \( Hi: \mu_{bias\%} \neq 0\% \) (as the true value of \( \mu_{bias\%} \))

The setting up of rule for decision in reject or fail to reject the null hypothesis is based on P-value (calculated probability). We will reject the Ho (null hypothesis) if P-value less or more than significant level of α±5%. Otherwise, it fails to reject Ho if P-value is equal than significant level of α±5%.

4. RESULT
4.1. The Bias% Analysis
A number of the data as much as 37 have been collected to review the accuracy of the PMS, as shown in Table 1. Bias% is displaying the percentage of the difference between observed and expected compared to expected, as defined in formula (2). The observed have the same value as the expected, then it is said to be an unbiased or zero bias%. The unbiased condition is rare in projects, it is due to the systematic error of PMS and the random error, ie. the number of project activities, the decimal rounding, truncation, human error, etc. Here we presented the results of the calculation for the bias% of the PMS as a basis for analysis levels of accuracy of the PMS with the formulation of bias% are:

\[
\text{Differences} = (\text{Observed} \ (O_i) - \text{Expected} \ (E_i)) \tag{1}
\]

\[
\text{Bias\%} = \left( \frac{\text{Observed} \ (O_i) - \text{Expected} \ (E_i)}{\text{Expected} \ (E_i)} \right) \times 100\% \tag{2}
\]

Observed \( (O_i) \) is the total cost of the PMS output. Expected \( (E_i) \) is of the total cost of the current method output. Bias% is the percentage of bias of observed dataset toward expected dataset (current method). Based on the calculation of the bias% in each project, as shown in Table 1 (attach in appendix), shows the values vary between +/-. It indicates that the PMS has an error distance to a true value (0%) in +/- variation. We have a question in this indication, is there a pattern that could be drawn from increasing/decreasing for the PMS output (observed) toward its bias%? The result of the correlation test, with R-squared is -0.01117 (no correlation). We conclude that there is no pattern between increasing/decreasing of the PMS output in line with the increasing/decreasing of its error (bias%). This is a probability condition of the PMS output. This possibility could be due to variation on the the number activity of each project (random error), or due to rounding and truncation (systematic error). The average of bias% of the PMS is 0.4066% with standard deviation of 3.6182%, as shown in Table 1. This value will be used to build a normal distribution.

4.2. Chi-square Test and Normal Distribution
The requirement of the statistic parametric is the normal distribution of data, which will be tested by using chi-square. This is also called the normality test or the goodness of fit. The chi-square test is to calculate the probability of the differences between two data sets (frequencies of observed and expected) using formulation:

\[
\chi^2 = \frac{(O_i-E_i)^2}{E_i} \tag{3}
\]

Where \( O_i \) is the observed; \( E_i \) is the expected; The expected are obtained from a function of normal distribution. Chi-Square analysis \( (\chi^2) \) is sum total of squared error in each class (for observed and the expected). The result analysis of chi-Square test \( (\chi^2) \), as shown in Table 1.
The result of the chi-square of 27.51 is lower than the chi-square critical of 51. We conclude that bias% data are distributed normally. Based on this result, we can use statistic parametric. It is in line with [30] and states that, the parametric test is based on a) the variables must be expressed in interval scale of measurement; b) the population values are normally distributed; c) the subjects are selected independently; d) the samples have equal or nearly equal variances. To conduct hypothesis testing, the ANOVA approach will be applied to this research.

Table 2. Chi-square Analysis

| Interval for Bias% | Freq. | Normal Distribution | | Chi-square |
|-------------------|-------|---------------------|---|-----------|
|                   | Freq. | function            |   | Density   | Percent. | Percent. | (6)=(2)-2)²/(3) |
| (16.1%) - (14.0%) | 0     | 0.0013              |   | 0.00%     | 0.0034%  | 0.00127  |
| (13.9%) - (12.0%) | 0     | 0.0099              |   | 0.03%     | 0.0305%  | 0.00994  |
| (11.9%) - (10.0%) | 0     | 0.0633              |   | 0.17%     | 0.2012%  | 0.06325  |
| (9.9%) - (8.0%)   | 0     | 0.2984              |   | 0.81%     | 1.0078%  | 0.29842  |
| (7.9%) - (6.0%)   | 2     | 1.0445              |   | 2.82%     | 3.8307%  | 0.87409  |
| (5.9%) - (4.0%)   | 0     | 2.7129              |   | 7.33%     | 11.1629% | 2.71291  |
| (3.9%) - (2.0%)   | 5     | 5.2299              |   | 14.13%    | 25.2979% | 0.01011  |
| (1.9%) - (0.0%)   | 14    | 7.4844              |   | 20.23%    | 45.5261% | 5.67210  |
| 0.1% - 2.0%       | 10    | 7.9517              |   | 21.49%    | 67.0171% | 0.52765  |
| 2.1% - 4.0%       | 1     | 6.2719              |   | 16.95%    | 83.9682% | 4.43134  |
| 4.1% - 6.0%       | 2     | 3.6725              |   | 9.93%     | 93.8938% | 0.76165  |
| 6.1% - 8.0%       | 0     | 1.5962              |   | 4.31%     | 98.2077% | 1.59618  |
| 8.1% - 10.0%      | 2     | 0.5149              |   | 1.39%     | 99.5993% | 4.23897  |
| 10.1% - 12.0%     | 1     | 0.1232              |   | 0.33%     | 99.9323% | 6.23888  |
| 12.1% - 14.0%     | 0     | 0.0219              |   | 0.06%     | 99.9914% | 0.02187  |
| 14.1% - 16.0%     | 0     | 0.0029              |   | 0.01%     | 99.9992% | 0.00288  |
| Average:          |       | 0.4066%             |   | χ²:       | 27.51    |
| Standard Dev.:    |       | 3.6182%             |   | χ² critical: | 51 |
| Discount Factor:  |       | 37                  |   | α:        | 5%       |

The normal distribution is universal and could be used to measure the central tendency of the mean of bias% (µbias%). The normal distribution curve has been built based on µbias% of 0.4066% and standard deviation of 3.6182%, as shown in Figure 2. This curve shows the gap between the true value of bias% (zero bias%) and the estimated mean of bias% (µbias%), as shown in Figure 2. Furthermore, we examine the significant differences of the true value (0%) and the mean of the bias% (0.4066%). To examine this hypothesis test, we will use Anova.

![Figure 2. Normal Distribution of the PMS Bias%](image)

4.3. Analysis of Variance (Anova)

ANOVA at the confidence level of 95% will be used to analyze P-value. P-value will be compared to α(5%) for the decision to reject or fail to reject the null hypothesis (Ho). The P-value will be used as the
parameter of the testing for all levels of significance that it may be achieved. The P-value ≤ α5%, the null hypothesis (Ho) is rejected, and vice versa it will fail to reject it.

The P value of 49.6436%, as shown in Table 3, is bigger than α (interval confidence) of 5%. The conclusion of this result is to fail to reject the null hypothesis (Ho). This is given the observed is not a significant difference in the expected value (true value). In this result, we conclude the PMS is still accurate to be used in projects using SNI (National Indonesia Standard Platform). The second problem in this research, whether the bias% will provide a high value to the expectations probability for ±1% of the end user requirement? as indicated by the normal distribution curve in Figure 2.

### 4.4. The Probability of the PMS to Obtain the End User Requirement

In this research, the end user expects the difference between the outputs of the PMS to the true value is not more than ± 1%. This is the tolerance number determined by the end user against errors in the PMS. As, some the end users have reported errors of the use of the PMS, containing one or more mistakes, will not exceed ±1% [31].

Base on analysis on Table 4, the probability expectation of PMS is achieved 21.77% of the end user requirement (not exceed ± 1% error). Although the level accuracy of PMS is accurate, this probability value is low. This is important to fulfill the requirements of the end user, where the PMS credibility will increase if the PMS could be met the needs of the end user [32]. The accuracy requirements of the end user and its probability, as shown in Table 4, are resulted from normal distribution area as shown in Figure 2.

### 5. DISCUSSION

#### 5.1. Interpretation of the PMS Accuracy

The accuracy analysis of PMS is related to an error in the project activities. The difference number for each project activity will cause variance in error of each project that differences one to another project (P1 to P37). We use the tolerance (It is the permissible limit or limits of accuracy) to measure the accuracy level of the PMS that refers to the interval of variability in a normal distribution. The concept of measuring accuracy by using the tolerance (using interval level) of the PMS is fairer than using only the discrete average (mean) of bias% as accuracy. It is based on the suitability attribute of the PMS’s ability to meet the probabilities of the end user requirements (which are related to the extent of the normal distribution). This condition illustrates, the greater the variation of bias% will have implications on the greater the tolerance of observed (a measurement object). The greater the tolerance of measurement results will have implications for the lower the accuracy of the observed (the PMS). Based on this implication, we conclude that variations in a number of project activity and the bias in each project activity will have an implication on the accuracy of the PMS, as well as its tolerance.

---
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The value of the tolerance could also be categorized as the level of accuracy of the PMS. Therefore, if we want to compare the accuracy level of the PMS to another, then we could compare the tolerance of the PMS with the same number and sample type requirements, which are also obtained from the level of 95% significance. The bias% of PMS in this study is depicted in the normal distribution curve, as shown in Figure 2. The data of bias% of the PMS show distribution is wide, which also describes the tolerance value of the observed. It is in line with [9], state that the tolerance value is expressed in the limit of bias% value and while the interval is expressed as the maximum range of observed data.

Both information on tolerance and interval were analyzed based on the extreme value in the significance level of 95%. Based on the normal distribution curve, the interval of observed is between -6.6849% until 7.4981%, as shown in Figure 3. With this information, we could express the tolerance of the PMS accuracy that based on the extreme value is about ±7.4981% (~ ±7.5%), as shown in Figure 3. Based on the tolerance of the PMS accuracy, we can predict the interval of the observed:

\[ \hat{O}_i = E_i \pm 7.5\% \times E_i \]  

(4)

Where \( O_i \) is the PMS (observed) that will be predicted; \( E_i \) is the SNI (expected/targeted). For example P19 data, here will be predicted the value of observed (the PMS) based on target data (value of current methods). We have a SNI cost data (current method) of 2,033,352,413. Using the formula 4, the prediction result the PMS cost output is tolerance range of 1,880,850,982 to 2,185,853,844 (it is obtained from 2,033,352,413 ± 7.5% * 2,033,352,413).

Accuracy index (the tolerance index) in this research is ±7.5% and some research references are called as a value of accuracy [9]. It is commonly used in the context of engineering measurement, which uses a high degree of accuracy and very rarely uses precision terms such as cost estimating [28]. It is often used in a statistical context that uses the concept of variability or random error. It is clear that the type of accuracy measurements may differ depending on the context of the problem and the degree of accuracy. In the cases do not take into account error variability (such as cases of systematic errors and on equipment requiring high accuracy), will have implications for accuracy analysis that also do not take into account precision parameters. Where the precision value is understood as a permissible limit.

5.2. The End User Requirement for Accuracy of the PMS

Here we will explain the correlation between the level of accuracy of this the PMS to the end user requirements. As variations of the PMS accuracy, the end user requirements could also vary and depending on the end user group. In this research has obtained the PMS accuracy index is 7.5% and the probability expectation of PMS is achieved 21.77% (it is based on the end user requirement that is not exceeding of ±1% error). The difference between the PMS accuracy and the end user requirement is not meant that the PMS could not be used to the end users, as its requirement. Only, here the PMS could not meet the expectation of the end user of 100%. In this study the PMS is only able to meet the probability of the end user requirement.
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is up to 21.77%, as shown in Table 4. The end user requirement is the tolerance to the bias of the PMS that the end user expects. We conclude that the greater the tolerance of the PMS, the smaller the probability of the end-user requirements, and vice versa. As the implication of the conclusion is in order to increase the probability of reaching the end user requirement (not exceed ± 1% error) then the variability of the observed (the PMS) should also be reduced.

Generally, the requirement error of end user only specifies limitation error requirement, without specifying its probability, so it creates a different interpretation between the end user and producer. The end users should mention in more detail with respect to the minimum probability of acceptance of the PMS accuracy (not exceed ± 1% error). To increase the probability the end user requirement, then the PMS needs to be improved performance accuracy. Performance could be improved if we could find the source of the bias in the PMS system. This is our next research and for other researchers in future.

5.3. Validation of PMS Accuracy using Correlation Test

Another way to prove the result of a hypothesis is to review the correlation between the observed and the expected. In this subsection, we will perform a closeness between the PMS and current method. A similar method has been done by [33] with measuring systematic error with curve fits. The closeness between data and trend line is indicated by an R-squared in correlation is less than 1.0 or exactly of 0.995, as shown in Figure 4. This indicates that the error (bias) is very small. This reinforces that the conclusion of the hypothesis states that there is no reason to reject the null hypothesis.

![Figure 4. Correlation the PMS to Current Method](image)

6. CONCLUSIONS

The accuracy analysis has been performed to assess the cost output of the PMS against current methods. This analysis is performed due to the end user have found there is a difference of PMS cost output from the SNI which is used as a control tool, against the PMS. To overcome the error in performing data input, then the calculation process has been re-examination and recalculation, so the error due to human error could be controlled. For further testing, we have collected a number of data that will be used to test the hypothesis of the PMS output as a basis for assessing the accuracy of the PMS. Hypothesis testing shows no significant reason to reject the null hypothesis. Under these conditions, we have concluded that the PMS is still accurate to be implemented on projects in the Aceh region.

In this study, we also tested how accurate the level of PMS can provide the fulfillment of the requirements of end users. Based on the requirements set by the end user is not exceeding ± 1% error, then the results of this study indicate that the PMS will only be able to provide the probability of achieving the end user requirements is 21.77%. This value indicates the possibility to meet the end user requirements is low. To improve this condition, further research is needed to find the cause of PMS bias in order to minimize the bias% or to increase the probability of achieving the requirements of the end user.

The error could occur while PMS applied to analyze the project costs. however, the project total cost using the PMS can be predicted by using the accuracy index and the SNI project cost. This prediction can be generated by using the formula \( \hat{O}_i = E_i \pm 7.5\% * E_i \). Where \( \hat{O}_i \) is the PMS (observed) that will be predicted; \( E_i \) is the SNI (expected/targeted); and ±7.5% is the accuracy index of the PMS. In the case of measurement, the accuracy index is also called as the fault tolerance level.

Based on data that has been presented in this research, that is data from project cost from the PMS and SNI, then we can also carry out correlation analysis to data from the PMS cost and SNI cost as a way to
test the relationship. The correlation results indicate a strong relationship between the PMS cost and the SNI cost, with a correlation of 0.995. This correlation value ($R^2$) indicates that the PMS cost and the SNI cost is derived from the same project.
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APPENDIX

Table 1. Analysis of the PMS Bias%

| Project Code | Total Cost Using PMS (Observed $O_i$) | Total Cost Using SNI (Expected $E_i$) | PMS Error Differences (4)=(2)-(3) | Bias% (5)=(2)-(3)/(3) |
|--------------|---------------------------------------|--------------------------------------|-----------------------------------|----------------------|
| P1           | 2,434,853,889                         | 2,408,805,935                       | 26,047,954                       | 1.0814%              |
| P2           | 2,732,593,861                         | 2,749,334,983                       | -16,741,122                      | -0.6089%             |
| P3           | 1,419,986,426                         | 1,417,129,560                       | 2,856,865                        | 0.2016%              |
| P4           | 6,593,944,129                         | 6,630,438,520                       | -36,494,400                      | -0.5504%             |
| P5           | 6,683,055,815                         | 6,653,710,957                       | 29,344,858                       | 0.4410%              |
| P6           | 6,437,534,922                         | 6,453,682,721                       | -16,147,799                      | -0.2502%             |
| P7           | 2,644,534,210                         | 2,603,063,693                       | 41,470,517                       | 1.5931%              |
| P8           | 1,264,481,082                         | 1,265,586,211                       | -1,105,129                       | -0.0873%             |
| P9           | 2,434,853,889                         | 2,408,805,935                       | 26,047,954                       | 1.0814%              |
| P10          | 13,022,363,388                        | 12,984,516,859                      | 37,846,529                       | 0.2915%              |
| P11          | 1,273,031,489                         | 1,274,149,168                       | -1,117,679                       | -0.0877%             |
| P12          | 743,650,921                           | 679,972,518                         | 63,678,404                       | 9.3648%              |
| P13          | 2,732,593,861                         | 2,749,334,983                       | -16,741,122                      | -0.6089%             |
| P14          | 2,062,688,043                         | 2,043,662,910                       | 19,025,134                       | 0.9309%              |
| P15          | 1,909,364,650                         | 1,985,014,061                       | -75,649,411                      | -3.8110%             |
| P16          | 1,999,134,151                         | 1,980,096,653                       | 19,037,498                       | 0.9614%              |
| P17          | 6,593,944,110                         | 6,630,438,520                       | -36,494,400                      | -0.5504%             |
| P18          | 1,046,148,283                         | 1,125,019,241                       | -78,870,958                      | -7.0106%             |
| P19          | 2,246,032,494                         | 2,033,352,413                       | 212,680,080                      | 10.4596%             |
| P20          | 1,111,327,188                         | 1,196,228,426                       | -84,901,238                      | -7.0974%             |
| P21          | 1,947,987,028                         | 1,950,948,318                       | -2,961,290                       | -0.1518%             |
| P22          | 1,182,601,953                         | 1,207,616,710                       | -25,014,757                      | -2.0714%             |
| P23          | 1,292,845,480                         | 1,196,228,419                       | 96,617,061                       | 8.0768%              |
| P24          | 2,532,538,722                         | 2,575,383,079                       | -42,844,357                      | -1.6636%             |
| P25          | 1,264,481,082                         | 1,265,586,211                       | -1,105,129                       | -0.0873%             |
| P26          | 1,908,318,837                         | 1,911,110,910                       | -2,792,073                       | -0.1461%             |
| P27          | 1,214,940,355                         | 1,196,228,426                       | 18,711,929                       | 1.5642%              |
| P28          | 512,507,908                           | 526,455,694                         | -13,947,696                      | -2.6494%             |
| P29          | 1,273,031,489                         | 1,274,149,168                       | -1,117,679                       | -0.0877%             |
| P30          | 2,431,916,358                         | 2,403,586,960                       | 28,329,398                       | 1.1786%              |
| P31          | 2,745,784,437                         | 2,793,002,412                       | -47,217,975                      | -1.6906%             |
| P32          | 512,507,998                           | 526,455,694                         | -13,947,696                      | -2.6494%             |
| P33          | 2,301,582,111                         | 2,184,632,993                       | 116,949,117                      | 5.3533%              |
| P34          | 2,256,443,540                         | 2,211,214,532                       | 45,229,008                       | 2.0454%              |
| P35          | 2,703,863,663                         | 2,575,383,079                       | 128,480,584                      | 4.9888%              |
| P36          | 7,381,299,344                         | 7,385,721,854                       | -4,422,510                       | -0.0599%             |
| P37          | 512,507,998                           | 526,455,694                         | -13,947,696                      | -2.6494%             |
| Mean         |                                       |                                     | 11,630,864,67                    | 0.4066%              |
| Standard Deviation |                                   |                                     | 58,502,111,29                  | 3.6182%              |