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The feasibility of angles-only navigation (AON)-based close-in proximity operation is studied for application to upcoming small satellite-based uncooperative rendezvous missions. For the relative motion equations described by Yamanaka-Ankersen, the Square-Root Unscented Kalman Filter (SRUKF) is adapted for relative position estimations, considering low-volume/mass, lower-power, simple optical/infrared instruments together with Lidar measurements. Considering simplicity and achievements in engineering, the multi-pulse glideslope guidance law is utilized. Using a linear covariance technique, a complete set of analytical functions are deduced for closed-loop true dispersions and estimated dispersion analysis. Monte Carlo simulation proves the offset observation model proposed provides a good solution for the range-observability dilemma: the range estimation error decreases from an initial decameter-level to a final decimeter-level. Two proximity operation mission trajectories are designed: direct v-bar quasi-linear glide approach for robotic arm capture or net capture, and glide approach (i.e., circumnavigate–glide approach for capture with attitude requirement). Using a well-designed relative approaching guidance profile, the camera operational range can be extended. This enables the operation time of the Lidar to be shortened, or even replaced by an optimal/infrared camera. This is very helpful in saving mass and power for the chaser. The variable-structure SRUKF proposed leads to a more robust trajectory: true dispersion is improved by two orders in the 100 m range, and more accurate covariance prediction (i.e., all sampled trajectories are inside the ellipse) when compared to the standard SRUKF. The analysis method proposed, which could raise analytical closed-loop linear covariance, is applicable for onboard maneuver planning and real-time closed-loop control error estimation.
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1. Introduction

It is well known that unused spacecraft and debris cause a threat to all operating spacecraft; especially noted is the collision of Iridium 33 with Kosmos-2251 in 2009, which led to the destruction of an active satellite worth tens of millions of dollars. The joint advice given by international research institutes and associations is that at least five currently existing large space debris should be removed per year in order to prevent conditions from worsening. For example, considering the condition that EnviSat has a high risk of catastrophic collision, removal capabilities have been developed by the ESA’s CleanSpace program. The same technologies can be applied to other uncooperative rendezvous missions, and can be further extended to autonomous orbital inspection and repair drones in close distance.

With respect to the use of low-cost, simple nano-satellites for active debris removal (ADR), angles-only navigation (AON)-based single-optical/infrared instruments seem to be one practical solution. It is worth mentioning that using AON in autonomous vehicles is currently a hot research subject. The growing interest in vision-based autonomous rendezvous and docking has not only resulted in the proposal of experimental satellite missions, but has also resulted in the development of close-rendezvous technology for small satellites. PRISMA is the in-orbit test bed for AON technology. OHB Sweden, CNES and DLR have conducted uncooperative rendezvous utilizing AON separately; however, the use of global positioning satellite (GPS) and radio frequency (RF) technologies is still uncertain.

A key challenge for AON is the inherent difficulty to accurately determine the range to and position of an uncooperative target. In rigorous terms, the navigation problem can be regarded as an observable problem if it is possible to conduct orbit control maneuvers. Once having the capability of orbit maneuvers, it will be possible to change the relative orbit geometry from the observer to the target. Wolffinden and Gellek and Grzymisch and Walter separately derived some different observability criterion for AON. Spurmann proposed the spiraling maneuver method to cover the transition gap from absolute to determine the relative position. Based on minimizing fuel consumption, Pi and Bang gave the observability constraint at each rendezvous maneuver optimization node and ensured sufficient relative observability during the entire rendezvous maneuver process. All of the past research has considered the observability index as an optimization cost function or constraint, which is only suited for offline and open loop navigation processes. However, uncooperative rendezvous is a long-term autonomous mission with modeling and control errors, as adjacent maneuvering interval constraints and data gaps induced by solar eclipses must also be considered. With the exception of...
observation model and measurements. The traditional and novel camera observation models, Lidar-based navigation methods are used to validate the feasibility of AON, a v-bar quasi-linear glide approaching scenario is built, and two different range measurement accuracy Lidar-based navigation methods are selected for comparison; and Case 3 is utilized to compare the influence of nominal trajectory on control accuracy, trajectory robustness and fuel consumption using an approach-circumnavigate-approach trajectory. The “Conclusion” presents concluding remarks for this study.

2. Problem Formulation

2.1. Dynamic modeling

The origin of a rotating local vertical, local horizontal (LVLH) reference frame \((O_{rxy})\) is collocated with the target. The relative position and velocity of the chaser with respect to the target in the \((O_{rxy})\) coordinate are defined by \(r\) and \(v\). The relative motion equation with respect to elliptical orbit is the Tschauner–Hemper (TH) equation,28) whose homogeneous solution is called the Yamanaka–Ankersen state transition matrix,29)

\[
\Phi(t, t_0) = \begin{bmatrix}
\Phi_r(t, t_0) & \Phi_v(t, t_0) \\
\Phi_{
\text{Hemper}}(t, t_0) & \Phi_{\text{TH}}(t, t_0)
\end{bmatrix} = \Phi_0(f)\Phi_b^{-1}(f_0)
\]

where, \(f_0\) and \(f\) are the target’s true anomalies at \(t_0\) and \(t\). The respective expressions of \(\Phi_b^{-1}(f_0)\) and \(\Phi_0(f)\) are as follows:

\[
\Phi_b^{-1}(f_0) = \frac{1}{\lambda^2} \begin{bmatrix}
-3s + e^2 & c - 2e & 0 & -k + 1 \\
-3 & c/k & -s & 0 \\
3k - \lambda^2 & es & 0 & k^2 \\
-3es & \frac{k + 1}{k} & 2 + ec & \lambda^2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\Phi_0(f) = \begin{bmatrix}
s & c & 2 - 3ei & 0 & 0 & 0 \\
s' & c' & -3ei(s' + s/k^2) & 0 & 0 \\
(c + 1/k) & -s(1 + 1/k) & -3k^2 & 0 & 0 \\
-2s & e - 2c & -3(1 - 2esI) & 0 & 0 \\
0 & 0 & 0 & 0 & c & s \\
0 & 0 & 0 & 0 & 0 & -s & c
\end{bmatrix}
\]

with

\[
k = 1 + e \cos f, \quad c = k \cos f, \quad s = k \sin f, \quad I = \int_{f_0}^f \frac{1}{k^2} \mathrm{d}f = \frac{\mu^2}{h^3}(t - t_0) \quad \text{and} \quad \lambda = \sqrt{1 - e^2}.
\]
Furthermore, $e$ is the eccentricity of target orbit, $\mu$ is the Earth’s gravitational constant, and $h$ is the norm of angular momentum. $e'$ and $s'$ indicate the first derivatives with respect to $f$.

These solutions are rewritten in discrete form for impulsive input $\Delta v_k$ as

$$
x_t = \Phi(t, t_0)x_0 + \delta(t_k)\Delta v_k
$$

where, $x_0 = [r_0, v_0]^T$ and $x_t = [r_t, v_t]^T$ are the relative position and velocity of the chaser at initial time $t_0$ and any time $t$, respectively. $\delta(t_k)$ is the Dirac function.

2.2. Camera observation modeling

Assuming that camera measurement frame $O_{m-x_m y_m z_m}$ is aligned with the camera's focal plane, its orientation is known and constant. The pixel location of the target is utilized to form a line of sight (LOS) vector to the camera, which is depicted in the $O_{m-x_m y_m z_m}$ frame and defined as $l = [x_m y_m z_m]^T$. The state transformation, from LVLH to the $O_{m-x_m y_m z_m}$ frame, can be given using previous information of inertial attitude, position and velocity. The LOS measurement expressed in the LVLH frame can be utilized to formulate the angle/bearing-only measurement equation, which is rewritten as:

$$Z = \begin{bmatrix} \varepsilon \\ \theta \end{bmatrix} = h(x) = \begin{bmatrix} \arctan \left( \frac{x\sqrt{x^2 + y^2 + z(\rho_t - z)} - z}{x(\rho_t - z) - z\sqrt{x^2 + y^2}} \right) \\ \arctan \left( \frac{-y}{\sqrt{x^2 + z^2}} \right) \end{bmatrix}$$

where, $\varepsilon$ and $\theta$ are the measurement values of elevation and azimuth angles, respectively, and $\rho_t$ is the average radius of the target orbit.

The measurement-sensitivity matrix $H$ can be further obtained by differentiating Eq. (3) with respect to state $x$ using

$$H = \frac{\partial h(x)}{\partial x} = \begin{bmatrix} h_{11} & h_{12} & h_{13} \\ h_{21} & h_{22} & h_{23} \end{bmatrix} \begin{bmatrix} 0 \\ 2 \times 3 \end{bmatrix}$$

where, the respective expressions of $H$ are as follows:

$$h_{11} = \frac{x(\rho_t - z)}{\sqrt{x^2 + y^2} (x^2 + y^2 + (\rho_t - z))^2} - z \frac{x}{x^2 + z^2}$$

$$h_{12} = \frac{xy}{\sqrt{x^2 + z^2} (x^2 + y^2 + (\rho_t - z))^2}$$

$$h_{13} = \frac{-x^2 + y^2}{\sqrt{x^2 + z^2} (x^2 + y^2 + (\rho_t - z))^2} - \frac{x}{x^2 + z^2}$$

$$h_{22} = \frac{-y}{\sqrt{x^2 + z^2} (x^2 + y^2 + (\rho_t - z))^2}$$

$$h_{23} = \frac{yz}{\sqrt{x^2 + z^2} (x^2 + y^2 + (\rho_t - z))^2}$$

When camera offset is neglected, there exists a widely acknowledged range observability problem. This is when the chaser maintains v-bar relative station-keeping, as the relative range cannot be estimated at all. But v-bar relative position-keeping is very useful in space rendezvous for on-orbit servicing, close operation, formation flying and silent investigation. It can be used for parking, task process coordinating, emergency handling, maneuver preparation and long-term tracking. In the past, decoupled out-of-plane oscillation was used to increase observability. On one hand, the generation and elimination of out-of-plane oscillations require the use of a paired normal maneuver, which brings additional fuel consumption. On the other hand, due to the limitation in navigation precision, realizing the precise control of the normal oscillation amplitude motion is very difficult. Here, a novel AON method for close-range ($\rho < 100 m$) observation is developed. A decimeter offset is deliberately added for camera installation assuming projection in the LVLH frame is $r_{cm} = [\delta x_{cm} \delta y_{cm} \delta z_{cm}]^T$ and then $||r_{cm}||/\rho \geq 10^{-3}$. When the chaser is at the v-bar relative station-keeping point, its relative state is $x^2 = \rho = y = z = 0$. Considering the camera offset $r_{cm}$, the new measurement angles are calculated by substituting $x, y$, and $z$ in Eq. (3) with $x = x + \delta x_{cm}$, $\tilde{y} = \delta y_{cm}$, and $\tilde{z} = \delta z_{cm}$, and noticing $\tilde{x}^2 + \tilde{y}^2 \approx \tilde{x}^2 + \tilde{z}^2 \approx \rho^2$, $\rho \gg \rho$. Then, the close-range observation model is as follows:

$$Z_{close} = \begin{bmatrix} \varepsilon \\ \theta \end{bmatrix} = h(x) = \begin{bmatrix} \arctan \left( \frac{\tilde{x}}{\tilde{z}} \right) \\ \arctan \left( -\frac{\tilde{y}}{\sqrt{\tilde{x}^2 + \tilde{z}^2}} \right) \end{bmatrix}$$

The corresponding observation sensitivity matrix is

$$H = \begin{bmatrix} 0 & 0 & \frac{1}{\rho} \\ \frac{1}{\rho} & 0 & 0 \end{bmatrix} \begin{bmatrix} 0 \\ 2 \times 3 \end{bmatrix}$$

From Eq. (7), we know the offset projection in the $x$ direction has no effect on improving angular measurement, but offset projection in the $y$ and $z$ directions has an equivalent effect. This conclusion is based on the assumption that $r_{cm}$ maintains a fixed attitude relative to the LVLH frame all of the time. In this way, the well-documented unobservable v-bar relative station-keeping problem becomes observable without external fuel consumption.

2.3. Lidar observation modeling

The Lidar measurement frame ($O_{Lm-x_{Lm} y_{Lm} z_{Lm}}$) is assumed to coincide with the camera measurement frame ($O_{m-x_m y_m z_m}$). Accordingly, the relative observation geometry is same as shown in Fig. 1. The Lidar measurement equation, which provides the measurement angles and range to target, is expressed in the LVLH frame as follows:
approximations are accurate to at least the second-order.31) For all nonlinearities, with respect to non-Gaussian inputs, third-order (Taylor series expansion) for Gaussian inputs method results in approximations that are accurate to the edge of the distribution of

\[ \mathbf{x}_{k-1} = \begin{bmatrix} \hat{x}_{k-1} \hat{z}_{k-1} + \eta S_{k} \end{bmatrix} \]

(12)

Time update:

\[ \hat{x}_{k} = f(\hat{x}_{k-1}, u_{k-1}) + w_{k-1} \]

\[ \hat{x}_{k} = \sum_{i=0}^{2L} W_{m}^{i} \hat{x}_{i,k} \]

\[ \hat{S}_{k} = \text{qr}\left\{ \left[ \sqrt{W_{1}^{i}} (\hat{x}_{1:2L,k} - \hat{x}_{k}) \right] \sqrt{Q_{k-1}} \right\} \]

(13)

\[ \hat{Z}_{k} = h(\hat{x}_{k}) + v_{k-1} \]

\[ \hat{z}_{k} = \sum_{i=0}^{2L} W_{m}^{i} \hat{z}_{i,k} \]

The shorthand notation qr[·] is used to describe the QR decomposition of a matrix, cholupdate[·] to denote Cholesky factor updating.

Measurement update:

\[ S_{k} = \text{qr}\left\{ \left[ \sqrt{W_{1}} (\hat{Z}_{1:2L,k} - \hat{z}_{k}) \right] \sqrt{R_{k-1}} \right\} \]

\[ S_{k} = \text{cholupdate}\left\{ S_{k-1}, \hat{Z}_{0,k} - \hat{z}_{k}, W_{0} \right\} \]

\[ P_{k,z_{k}} = \sum_{i=0}^{2L} W_{r}^{i} [\hat{x}_{i,k} - \hat{x}_{k}][\hat{z}_{i,k} - \hat{z}_{k}]^{T} \]

(14)

\[ K_{k} = \left( P_{k,z_{k}} / S_{k} \right) / S_{k} \]

\[ \hat{x}_{k} = \hat{x}_{k} + K_{k}(z_{k} - \hat{z}_{k}) \]

\[ U = K_{k}S_{k} \]

\[ S_{k} = \text{cholupdate}\left\{ S_{k-1}, U, -1 \right\} \]

where, \{W_{i}\} is a set of scalar weights, \( W_{m}^{i} \) is the mean weight and \( W_{r}^{i} \) is the covariance weight calculated as follows:

\[ W_{0}^{i} = \lambda / (\lambda + L) \]

\[ W_{0}^{i} = \lambda / (\lambda + L) + (1 - \lambda^{2} + \beta) \]

\[ W_{m}^{i} = W_{r}^{i} = 1 / [2(L + \lambda)] \]

(15)

\[ \lambda = L (\alpha^{2} - 1) \quad \text{and} \quad \eta = \sqrt{L + \lambda}. \]

\( \alpha \) determines the spread of the sigma points around \( \hat{x} \) and is set to \( 10^{-2} \leq \alpha \leq 1 \). \( \beta \) is utilized to incorporate prior knowledge of the distribution of \( x \) (i.e., for Gaussian distributions, \( \beta = 2 \) is optimal). Additionally, note that we define the linear algebra operation of adding a column vector to a matrix (i.e., \( A \pm u \) as the addition of the vector to each column of the
the parameters are tuned as follows: variable-structure SRUKF is developed in this paper, and

\[
\begin{align*}
\dot{x}_i &= f(x_{i-1}, u_{i-1}) + w_{i-1} \\
\dot{z}_i &= \sum_{j=1}^{m} W_{ij}^w \dot{z}_{i,j} \\
\dot{x}_i &= \text{choludp}(\dot{x}_{i-1}, \dot{x}_i, w_{i-1}) \\
\dot{z}_i &= \text{choludp}(\dot{x}_{i-1}, \dot{x}_i, w_{i-1}) \\
\dot{z}_i &= b(\dot{x}_i) + v_{i-1} \\
\dot{x}_i &= \sum_{j=1}^{m} W_{ij}^w \dot{z}_{i,j} \\
\end{align*}
\]

3. Closed-Loop Linear Covariance Analysis

The linear covariance analysis approach\textsuperscript{[35]} is utilized to derive an analytical closed-loop control error analysis model. Aiming to obtain a clear mathematical formulation, the real, estimated and nominal relative states are noted as \( x, \hat{x} \) and \( \hat{x} \), respectively. An augmented error state vector \( X \) is defined, which contains the true dispersions, \( \delta x = x - \hat{x} \), and navigated dispersions, \( \delta \hat{x} = \hat{x} - \hat{x} \), as follows:

\[
X = \begin{bmatrix}
\delta x \\
\delta \hat{x}
\end{bmatrix}
\]

The covariance of \( X \) is \( \Omega = E[XX^T] \), and initialized as

\[
\Omega_0 = \begin{bmatrix}
P_0 & 0_{6 \times 6} \\
0_{6 \times 6} & \bar{P}_0
\end{bmatrix}
\]

where, \( P_0 \) is the priori covariance matrix of true trajectory dispersion and \( \bar{P}_0 \) is the priori covariance matrix of navigated dispersions.

The complete closed-loop control process of autonomous rendezvous includes the following three sections. They are propagate time, update measurement and correct control, which are detailed in this section.

3.1. Propagate time

For \( k \in \{1, \cdots, \infty\} \), the augmented state vector and its covariance are propagated as follows:

\[
X_k = \Psi_{k|k-1} X_{k-1}^+ \\
\Omega_{k|k-1} = \Psi_{k|k-1} \Omega_{k-1}^{+1} \Psi_{k|k-1}^T + W_{k-1} Q_{k-1} W_{k-1}^T
\]

where,

\[
W_{k-1} = \begin{bmatrix}
I_{6 \times 6} & 0_{6 \times 6} \\
0_{6 \times 6} & \Phi(\hat{k} - \hat{k}-1)
\end{bmatrix}
\]

and \( \Psi_{k|k-1} \) is the augmented state transfer matrix, which is given as:

\[
\Psi_{k|k-1} = \begin{bmatrix}
\Phi(\hat{k}) & 0_{6 \times 6} \\
0_{6 \times 6} & \Phi(\hat{k} - \hat{k}-1)
\end{bmatrix}
\]

3.2. Update measurement

The augmented state vector and covariance are updated as follows:

\[
\begin{align*}
X_k^+ &= X_{k|k-1} + K_k (Z_k - H_k X_{k|k-1}) \\
\Omega_k^{+1} &= C_k \Omega_{k|k-1} C_k^T + E_k R_k E_k^T
\end{align*}
\]

where, the Kalman gain, \( K_k \), is achieved in Eq. (14).

3.3. Correct control

Here, the general multi-pulse glideslope guidance law\textsuperscript{[38]} is utilized for close-in proximity operations. Figure 3 shows a target in a circular orbit and the associated target’s LVHL frame. When \( t = 0 \), the chaser satellite is located at \( r_0 \), with its relative velocity equal to \( \psi_0 \). The chaser is required to arrive at \( r_f \) in transfer time \( T \) at a velocity specified hereafter. A straight line from \( r_0 \) to \( r_f \), denoted by vector \( \rho \) in Fig. 3, is the natural commanded path. Let \( r_i(t) \) measured from the target center of mass be the commanded location of the chaser on this path at time \( t \), \( 0 \leq t \leq T \). Then, the boundary values
of $r_c(t)$ are $r_c(0) = r_0$ and $r_c(T) = r_f$. The vector $\rho(t)$ emanates from the tip of the vector $r_f$ and defines the commanded location of the chaser on the straight path from $r_0$ to $r_f$. The boundary conditions of $\rho(t)$ are $\rho(0) = r_0 - r_f \triangleq \rho_0$, $\rho(T) = 0$, and at any time $t$, $\rho(t) = r_c(t) - r_f$, where, $\rho(T)$ is defined as $\rho(t)$ at time $T$. Considering $r_0 = \begin{bmatrix} x_0 & y_0 & z_0 \end{bmatrix}^T$ and $r_f = \begin{bmatrix} x_f & y_f & z_f \end{bmatrix}^T$, the direction cosines of the vector $\rho$ are described as $\cos \alpha = (x_0 - x_f)/\rho_0$, $\cos \beta = (y_0 - y_f)/\rho_0$ and $\cos \gamma = (z_0 - z_f)/\rho_0$, where, $\rho_0 = |\rho_0|$. The direction of the straight path is given by the unit vector $u_\rho$

$$u_\rho = \begin{bmatrix} \cos \alpha & \cos \beta & \cos \gamma \end{bmatrix}^T$$

and the scalar distance $\rho$ (i.e., distance to go) along the vector $\rho$ is $\rho = \rho_0 u_\rho$. The glideslope guides the distance to go $\rho$ as a function of time $\rho(t)$, so that the chaser is commanded to reach $r_f$ from $r_0$ in a period $T$ with the arrival commanded velocity $\dot{\rho}_f u_\rho$, where, $\dot{\rho}_f$ less than “0,” is predetermined a safe relative speed of the chaser at distance $|r_f|$ from the target.

As the distance to go $\rho$ decreases, the speed $\dot{\rho}$ must decrease. Here, $\dot{\rho}$ is achieved by differentiating $\rho$, treating the LVLH frame as an inertial nonrotating frame. The following linear relationship between $\rho$ and $\dot{\rho}$ is assumed:

$$\dot{\rho} = a\rho + \dot{\rho}_f$$

where, the parameter $a$ (per second), yet to be determined, is the slope of $\dot{\rho}$ vs $\rho$. The boundary conditions of $\rho$ and $\dot{\rho}$ are at $t = 0$,

$$\rho = \rho_0, \quad \dot{\rho} = \dot{\rho}_0 < 0$$

and at $t = T$,

$$\rho = 0, \quad \dot{\rho} = \dot{\rho}_f < 0$$

The initial distance to go $\rho_0$, the initial commanded velocity $\dot{\rho}_0 < 0$, and the final commanded arrival velocity $\dot{\rho}_f < 0$ ($|\dot{\rho}_0| > |\dot{\rho}_f|$), are all known. The slope $a$ is equal to

$$a = (\dot{\rho}_0 - \dot{\rho}_f)/\rho_0 < 0$$

The commanded path, Eq. (26), corresponds to a varying commanded acceleration $\ddot{\rho} = a\dot{\rho}$, and since $|\dot{\rho}|$ decreases with time, the acceleration (i.e., actually deceleration) also decreases with time. These features of the glideslope scheme are desirable. With the boundary conditions, Eqs. (27) and (28), the solution to Eq. (26) is

$$\rho(t) = \rho_0 e^{at} + \left(\dot{\rho}_f/a\right)\left(e^{at} - 1\right)$$

and the transfer time $T$ is

$$T = (1/a) \ln(\dot{\rho}_f/\dot{\rho}_0)$$

where, $a < 0$ and $\dot{\rho}_f < \dot{\rho}_0 < 0$. The scheme to move the chaser from $r_0$ to $r_f$ can be obtained as follows.

Let the number of thruster firings in time $T$ be $N$ and the uniform interval between any two pulses be $\Delta t = T/N$. The thrusters are thus fired at time $t_m = m\Delta t$ ($m = 0, 1, \ldots, N - 1$), and the $m$th pulse pushes the chaser from $r_m (\rho = \rho_m)$ to $r_{m+1} (\rho = \rho_{m+1})$, where

$$r_m = r_f + \rho_m u_\rho$$

$$\rho_m = \rho(t_m) = \rho_0 e^{at_m} + \left(\dot{\rho}_f/a\right)\left(e^{at_m} - 1\right)$$

The arrival velocity at $m$th location is $\dot{r}_m$, and the departure velocity $\dot{r}_{m+1}$ to travel from $r_m$ to $r_{m+1}$ is

$$\dot{r}_m = \Phi_{\rho f}^{-1}(\dot{r}_m - \Phi_{\rho f} r_m)$$

where, $\Phi_{\rho f} = \Phi_{\rho f}(\Delta t)$ and $\Phi_{\rho f} = \Phi_{\rho f}(\Delta t)$. The incremental velocity at $r_m$ is then

$$\Delta v_m = \Phi_{\rho f}^{-1}(\dot{r}_m - \Phi_{\rho f} r_m) - \dot{r}_m$$

and the chaser will arrive at $r_m$ with velocity $\dot{r}_{m+1}$ equal to

$$\dot{r}_{m+1} = \Phi_{\rho f}(\Delta t)\dot{r}_m + \Phi_{\rho f}(\Delta t)\dot{r}_{m+1}$$

Because the interval between any two successive pulses is the same, the spacecraft will move progressively slower as it approaches the target.

Because of maneuver correction, the revised augmented state vector and the corresponding covariance are as follows

$$X_k^c = (D_{\Delta h_k} \Delta \hat{V}_{x_{k-1}} + D_{\Delta x_{k-1}} + I)X_k$$

$$\Omega_k^c = M_k \Omega_k^c M_k^T + N_k P_k^c N_k^T$$

where $P_k^c$ is the maneuver execution error covariance matrix, the specific expressions of $M_k$ and $N_k$ are as follows

$$M_k = \begin{bmatrix} \Delta \hat{V}_{x_{k-1}} + I_{6\times6} & D_{\Delta h_k} \Delta \hat{V}_{x_{k-1}} \\ 0_{6\times6} & D_{\Delta h_k} \Delta \hat{V}_{x_{k-1}} + D_{\Delta x_{k-1}} + I_{6\times6} \end{bmatrix}$$

$$N_k = \begin{bmatrix} I_{6\times6} \\ 0_{6\times6} \end{bmatrix}$$

where

$$D_{\Delta x_{k-1}} = \frac{\partial d}{\partial x_{\Delta x_{k-1}}}$$

and $D_{\Delta h_k} = \frac{\partial d}{\partial \theta_{\Delta h_k}}$

are the differential of augmented state change, $d(\Delta x_{k-1}, \Delta h_k)$, to current augmented state and impulsive maneuver, respectively. As the impulsive assumption is used, i.e. the
If the position will not change during maneuver, then $D_{x_k}$ equals

$$D_{x_k} = \frac{\partial d}{\partial X_{x_k}} = [0_{6 \times 6}]$$

(42)

and $D_{\Delta \hat{x}_k}$ is

$$D_{\Delta \hat{x}_k} = \frac{\partial d}{\partial \Delta \hat{x}} = [0_{3 \times 3}, I_{3 \times 3}]$$

(43)

$\Delta \hat{X}_{x_k}$ is derived by differentiating Eq. (35) respect to $\hat{x}_{x_k}$, and

$$\Delta \hat{X}_{x_k} = \frac{\partial \hat{X}}{\partial X_{x_k}} = \left[ \begin{array}{c} \mathbf{F}_{r}^{-1} \Phi_{r} \end{array} \right]$$

(44)

Finally, we achieve the complete analytical closed-loop linear covariance analysis model, which is feasible for on-board use to analyze the trajectory dispersion, evaluate the navigation performance as well as on-line maneuver planning.

4. Numerical Simulation

To validate the methods, the SwissCube TLE data from March 23, 2016 at UTC 13:45:16 was chosen to serve as the initial inertia state of the target: $a_0 = 7086121.3370 \text{ m}$, $v_0 = 0.0007$, $i_0 = 1.7176 \text{ rad}$, $\Omega_0 = 5.0423 \text{ rad}$, $\omega_0 = 5.9745 \text{ rad}$, $f_0 = 0.31075 \text{ rad}$, and $\tau = 6 \text{ min}$. The initial relative position estimated error covariance matrix is $\hat{P}_0 = \text{diag} \left( \left[ 0.003 \sigma_0^2, 0.015 \sigma_0^2, 0.015 \sigma_0^2 \right]^2 \right)^2 \text{ m}^2$, the initial relative velocity estimated error covariance matrix is $\hat{P}_v = 10^{-4} \cdot \hat{P}_v \text{ m}^2 / \text{s}^2$, and the initial relative state dispersion covariance matrix is $P = \left[ \hat{P}_0 \hat{P}_v \right]^T$, the camera measurement noise covariance matrix is $R = \text{diag} \left( \left[ 3 \times 10^{-4} \text{ rad}^2, 3 \times 10^{-4} \text{ rad}^2 \right] \right)^2$, and the two different Lidar measurement noise covariance matrices are $R_{L1} = \text{diag} \left( \left[ 3 \times 0.1 \text{ m}^2, 3 \times 10^{-4} \text{ rad}^2 \right] \right)^2$ and $R_{L2} = \text{diag} \left( \left[ 0.1 \text{ m}^2, 3 \times 10^{-4} \text{ rad}^2 \right] \right)^2$. For the system noise covariance matrix $Q$, refer to Eq. (11) of Hari et al., with a propagation step size of 1 s, a measurement frequency of 1 Hz, and assuming that the target can be measured by the camera during the entire process.

4.1. Simulation Case 1

To validate and compare the effectiveness of a close-range AON observation model, a 0.5 m normal offset (i.e., $r_{cm} = [0, 0, 0.5 \text{ m}]^T$) is used for $-100 \text{ m}$ relative station-keeping observation. Figure 4 shows 100 Monte Carlo simulations using a traditional observation model and offset observation model for AON, respectively. After filtering approximately 0.6 periods, the $3\sigma$ range estimation error decreased two orders (i.e., from initial decimeter-level to final decimeter-level). However, using the traditional observation model, the $3\sigma$ range estimation error remains constant, at the decimeter-level. This proves that the offset observation model proposed solves the range-observability problem effectively.

4.2. Simulation Case 2

To validate the feasibility of AON, a 10-impulsive $-500 \text{ m}$ to $-2 \text{ m}$ v-bar quasi-linear glide approach scenario is built.

Two different range measurement accuracy Lidar-based navigation systems are selected for comparison. The initial nominal relative state is $\hat{x}_0 = \left[ -500 \text{ m}, 0 \text{ m}, 0 \text{ m}, 1 \text{ m/s}, 0 \text{ m/s}, 0 \text{ m/s} \right]^T$. The initial estimated relative state is $\hat{x}_0 = \left[ -483.751 \text{ m}, 5.23 \text{ m}, -7.851 \text{ m}, 0.874 \text{ m/s}, 0.018 \text{ m/s}, 0.035 \text{ m/s} \right]^T$. The final desired relative state is $\hat{x}_F = \left[ -2 \text{ m}, 0 \text{ m}, 0.01 \text{ m/s}, 0 \text{ m/s}, 0 \text{ m/s} \right]^T$. The total flight time is 2316.540 s, with a maneuver time array of $t = \left[ 0 \text{ s}, 257.39 \text{ s}, 514.79 \text{ s}, 772.18 \text{ s}, 1029.57 \text{ s}, 1286.97 \text{ s}, 1544.36 \text{ s}, 1801.75 \text{ s}, 2059.15 \text{ s}, 2316.54 \text{ s} \right]$. The nominal relative state evolution over time is shown in Fig. 5. The relative state navigation deviation and control deviation evolution are shown in Figs. 6 and 7, respectively. The final relative state navigation error and control error statistical result of 100 Monte Carlo simulations are shown in Tables 1 and 2, respectively.

Here, $\sigma_p$ is defined as the standard deviation of range. In Table 1, the statistical final relative state navigation errors using AON, Lidar 1 ($3\sigma_p = 0.3 \text{ m}$) and Lidar 2 ($3\sigma_p = 0.1 \text{ m}$) are achieved based on 100 Monte Carlo simulations. It shows the final relative state navigation error difference between AON and Lidar is mainly in the local horizontal component of position: 7.6% (Lidar 1 is used) smaller than a Lidar with 0.3 m ($3\sigma_\rho$) range measurement accuracy and almost twice that of a Lidar with 0.1 m ($3\sigma_\rho$) range measurement accuracy, the navigation error difference on other relative state components is negligible. In fact, this result reveals that, in a multi-pulse glideslope guidance-based v-bar quasi-linear approach, AON can achieve the equivalent navigation accuracy of a Lidar having 0.3 m ($3\sigma_\rho$) range measurement accuracy.

Fig. 4. Observation models comparison.
and same angular measure accuracy. This means that using a well-designed relative approach guidance profile, the camera operational range can be extended, which would enable the operating time of the Lidar to be shortened, or even replaced, by an optimal/infrared camera as the relative navigation sensor for close-in proximity operations. This would be very helpful in saving chaser mass and power.

Figure 6 shows the relative state navigation deviation evolution comparison of Lidar-based navigation and AON, which are noted by dashed and solid lines, respectively. Lidar shows rapid convergence after 180 s of observation. However, AON takes about 600 s, with three maneuvers applied to converge to a stable error level, and further gradually achieving equivalent position estimation accuracy as the Lidar after 1,500 s, with six maneuvers applied.

Figure 7 shows the relative state control deviation evolution of Monte Carlo simulations.

| Strategy | $\sigma_x$ (m) | $\sigma_y$ (m) | $\sigma_z$ (m) | $\sigma_x$ (m/s) | $\sigma_y$ (m/s) | $\sigma_z$ (m/s) |
|----------|----------------|----------------|----------------|------------------|------------------|------------------|
| AON      | 0.0754         | 0.0010         | 0.0013         | 2.37e-4          | 9.69e-5          | 8.93e-5          |
| Lidar 1  | 0.0816         | 8.81e-4        | 0.0010         | 3.31e-4          | 8.64e-5          | 1.45e-4          |
| Lidar 2  | 0.0379         | 8.69e-4        | 0.0009         | 3.41e-4          | 1.02e-4          | 1.03e-4          |
tion comparison for Lidar-based navigation and AON. After three maneuver corrections, the relative state control error is reduced to stable accuracy, which is specifically shown in the third row of Table 2. However, when AON is utilized, two more maneuver corrections are needed to improve the control accuracy when compared to the Lidar-based situation, as shown in the second row of Table 2. Furthermore, from Table 2, the final relative state control error difference between AON and Lidar is mainly in the local horizontal component of position (i.e., 23.69% smaller than a Lidar with 0.3 m (3σx) range measurement accuracy and 18.56% larger than a Lidar with 0.1 m (3σx) range measurement accuracy. The control error difference on other relative state components is negligible. Additionally, the rate of fuel consumption is very close. This reveals that using maneuver correction can improve navigation accuracy and further reduce the control error differences between Lidar-based navigation and AON, and will not increase fuel consumption.

4.3. Simulation Case 3

To evaluate the effectiveness of filter tuning, the previous scenario was repeated using a tuned SRUKF filter. In Fig. 8, the tuned and standard SRUKF AON-based 100 Monte Carlo simulations and closed-loop linear covariance analysis are compared. In the graphs, the red line shows the relative trajectory in the xz projected plane and the gray lines show the 100 simulated trajectories, respectively. The black ellipses give the closed-loop control error ellipse. The blue dots are the sample relative positions for each error ellipse. All of the sample trajectories locate in the ellipse, which verifies the accuracy and validity of the closed-loop linear covariance analysis method. Furthermore, using tuned SRUKF, we find that trajectory dispersion already converges to the sub-meter level at 100 m from the target; this is two orders improved compared with the standard SRUKF situation. Additionally, the final sample points using the tuned SRUKF are better matched with the covariance estimation. However, covariance estimation using the standard SRUKF is a bit pessimistic; that is, the dispersions estimated are larger than the real dispersions. Accordingly, by tuning the filter, a more robust trajectory and accurate covariance prediction are achieved. This is important and useful for close-in proximity operation, onboard maneuver planning and real-time closed-loop control error estimation.

4.4. Simulation Case 4

To compare the influence of nominal trajectory on control accuracy, trajectory robustness and fuel consumption, an approach-circumnavigate-approach trajectory is utilized for comparison. The proximity operation relative trajectory con-
sists of three parts. Firstly, a 10-impulse v-bar quasi-linear glide approach from 500 m to 100 m, followed by a 20-impulse circumnavigate (i.e., the fly-around radius is 100 m), and this is further followed by a 10-impulse v-bar quasi-linear glide approach, from 100 m to 20 m. Using the tuned SRUKF AON, the 100 Monte Carlo simulations and closed-form linear covariance analyses are shown in Fig. 9.

This shows that, after the first glide approach, the trajectory dispersion already converges to the sub-meter level. During circumnavigation, the dispersion keeps converging slightly, and finally achieves $3\sigma$ relative position dispersion better than 0.1 m after the second glide approach. Circumnavigation is always used for uncooperative target investigation, and transfer to the final approach direction for catching. This proves that AON-based glide approach-circumnavigate-glide approach is feasible and safe for close-in proximity operation.

5. Conclusion

In this paper, the feasibility of angles-only navigation-based close-in proximity operation is studied for upcoming small satellite-based uncooperative rendezvous missions, such as active debris removal, on-orbit servicing and inspection.

The SRUKF method is adapted for relative state estimations from the perspective of low-volume/mass, power savings, and low-cost optical/infrared camera observations, along with Lidar measurements. Considering the simplicity and achievements in engineering, a multi-pulse glideslope guidance law is utilized. Using a linear covariance technique, a complete set of analytical functions are deduced for closed-loop true dispersions and estimated dispersion analysis. Through Monte Carlo simulation, it has been proven that using the offset observation model proposed for close-in proximity operation, after about 0.6 periods of filtering, the $3\sigma$ range estimation error decreases from the initial decameter-level to a final decimeter-level, providing a good solution for the range-observability problem.

Considering both AON observability and fuel consumption, two proximity operation mission trajectories are designed: a direct v-bar quasi-linear glide approach for robotic arm capture or net capture, and a glide approach-circumnavigate-glide approach for capture with an attitude adjustment requirement. A chaser equipped with a normal quality ($\frac{C_o}{C_1}$, $\frac{C_1}{C_2}$) camera using a 10-impulsive v-bar quasi-linear glide approach from 500 m to 2 m can achieve a comparative relative state estimation and control accuracy equivalent to a Lidar with 0.3 m ($3\sigma_r$) range measurement accuracy after filtering for approximately 1.000 s and five maneuver corrections, which is about twice that of the Lidar. This reveals that using a well-designed relative approach guidance profile, the camera operational range can be extended, and the Lidar operation time can be shortened or even replaced by an optimal/infrared camera, which would be very helpful in saving mass and power for the chaser.

Monte Carlo simulation verified the validity of the closed-loop linear covariance analysis method and revealed that the variable-structure SRUKF proposed leads to a more robust trajectory: The true dispersion is improved two orders in the 100 m range, there is more accurate covariance prediction, and all of the sample trajectories locate in the ellipse as compared with the standard SRUKF. The analytical closed-loop linear covariance analysis method proposed is important and useful for close-in proximity operation, on-board maneuver planning and real-time closed-loop control error estimation.

A more efficient optimization algorithm and SRUKF sigma point sampling strategy will be explored to develop onboard guidance, navigation and control algorithms for small-satellite autonomous rendezvous missions.
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