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Abstract

The standard diffusive spreading, characterized by a Gaussian distribution with mean square displacement that grows linearly with time, can break down, for instance, under the presence of correlations and heterogeneity. In this work, we consider the spread of a population of fractional (long-time correlated) Brownian walkers, with time-dependent and heterogeneous diffusivity. We aim to obtain the possible scenarios related to these individual-level features from the observation of the temporal evolution of the population spatial distribution. We develop and discuss the possibility and limitations of this connection for the broad class of self-similar diffusion processes. Our results are presented in terms of a general framework, which is then used to address well-known processes, such as Laplace diffusion, nonlinear diffusion, and their extensions.
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I. INTRODUCTION

Diffusion processes are a fundamental ingredient of the dynamics of spatially-extended physical, chemical and biological systems. Regardless of the entity, from nanoparticles to complex biological organisms, it is common that, due to the lack of coherence in external drivers, random, uncorrelated motion can arise. In the case of Brownian motion (Bm), the spreading of a given substance follows normal diffusion, characterized by (i) a Gaussian distribution, (ii) with mean square displacement (MSD) that grows linearly with time.

These two remarkable properties are quite ubiquitous in nature, but tend to break down under more complex scenarios. For instance, a class of situations produce the so-called Brownian yet non-Gaussian behavior, which implies a deviation from the Gaussian shape, but preserving the linear law of the MSD \[1\]. In contrast, in other cases, the Gaussian shape can be preserved, while the mean square displacement, \( \langle r^2 \rangle \), displays an anomalous growth with time, \( t \), increasing as a power-law with exponent different from one, i.e., \( \langle r^2 \rangle \propto t^\gamma \) with \( \gamma \neq 1 \), as occurs in the cases of fractional Brownian motion (fBm) \[2\] or scaled diffusion \[3\].

Fbm emerges when long-time correlations are present in the microscopic forces. Therefore, in isotropic media, the \( d \)-dimensional position vector \( \mathbf{r} = (x_1, \ldots, x_d) \) of a tracer is driven by \( \dot{\mathbf{r}}(t) = \sqrt{2D} \mathbf{\eta}_H(t) \), where \( D \) is the diffusivity and \( \mathbf{\eta}_H(t) \) is a vector whose components are fractional Gaussian noises with zero mean and correlations \( \langle \eta_i(t)\eta_j(t+\tau) \rangle \sim \delta_{ij}\tau^{2(H-1)} \), for \( \tau \neq 0 \), characterized by the Hurst exponent \( H \) \[2\]. As a consequence, the probability distribution associated to tracers starting at the origin is given by

\[
G_H(\mathbf{r}, t|D) = \frac{1}{(4\pi D t^{2H})^{\frac{d}{2}}} \exp\left(-\frac{\mathbf{r}^2}{4Dt^{2H}}\right),
\]

where \( d \) is the spatial dimension. That is, the shape is Gaussian in the spatial coordinates \( x_i \), with \( i = 1, \ldots, d \), which scale with time as \( t^H \). For, \( H = 1/2 \), \( \mathbf{\eta}_H(t) \) is the vector of white noise components, thus yielding normal diffusion. But, in general, for \( 2H \neq 1 \), the diffusive spreading is Gaussian but anomalous. Experimentally, the behavior described by Eq. (1) has been observed for diverse values of \( H \), for instance, for the diffusion of nanometric beads in crowded environments, lipid granules and telomeres, among several other cases \[4–7\].

However, the picture provided by Eq. (1) can change, for instance, if \( D \) depends on time and sources of heterogeneity are present, which can have a substantial impact on the statistical properties of the ensemble. A time-dependent diffusion coefficient can arise due to intrinsic or extrinsic factors, related to organisms memory and aging effects or due to transformation in the environment spatial structure \[8–12\]. These effects can be incorporated through scaled diffusion \[3\] by modulating the diffusivity with a function \( \lambda(t) \).

Besides time-dependency, heterogeneity is also quite ubiquitous in real systems. Its impact can be addressed through the superstatistical approach proposed by C. Beck and E. G. D. Cohen to extend statistical mechanics to complex heterogeneous environments. Superstatistics has been applied to run-and-tumble particles \[13\], animal movement \[14\]–
metapopulation extinction dynamics, time series analyses, and many other cases. The superstatistics of fractional Brownian motion (fBm) has been recently developed, providing theoretical support for various experimental observations, such as, protein diffusion in bacteria, micro-particles in a bi-dimensional system with disordered distribution of pillars, and tracer diffusion in mucin hydrogels (see Refs. for more examples).

Throughout the next sections, we incorporate these different sources of deviation from the Bm picture and study the resulting overall probability density function (PDF),

\[ p(r,t) = \int_0^\infty dD \, \pi(D,t) \, G_H(r,t|D), \]  

which describes the spatial distribution of the tracers, where \( G_H(r,t|D) \) was defined in Eq. and \( \pi(D,t) \) is the PDF of the diffusivity \( D \), with parameters that are function of time. A similar superstatistical approach was investigated in connection with the generalized gray Brownian process, from the point of view of ergodicity breaking.

Our aim in the following sections is to obtain the reverse path, accessing the microscopic variability expressed by \( \pi(D,t) \), from the macroscopic observable \( p(r,t) \). While the shape of the distribution (e.g., exponential, Gaussian, power-law, etc.) of diffusivities, \( \pi(D,t) \), can be identified, how it spreads depends on the interplay between scaled and fractional diffusion which become blended by the superstatistical procedure, as we will see soon.

Furthermore, we explore the fact that we can reconstruct the macroscopic properties of other classes of diffusion processes, such as those embodied in the nonlinear diffusion equation, known to be generated by density-dependent feedbacks. Thus, our results highlight the impact of heterogeneity and provide warnings for attempts to experimentally infer the microscopic dynamics of a given system. For particular cases, we perform numerical simulations of large heterogeneous populations, to illustrate and contextualize our analytical results.

The paper is organized as follows. In Sec. we present a procedure to obtain the microscopic variability from the macroscopic level, and we also provide two simple examples to illustrate the procedure. In Sec. we apply the theory to two general families of macroscopic distributions: stretched exponential and power-law ones. In Sec. we present remarks and conclusions.

II. FROM THE MICROSCOPIC TO THE MACROSCOPIC LEVEL AND THE OTHER WAY AROUND

In this section, we first perform the superstatistical mixture, as defined by Eq. (2), obtaining the overall PDF \( p(r,t) \), for known microscopic variability and time-dependence of the diffusion coefficient, expressed in \( \pi(D,t) \). Then, we show how to revert this process, hence allowing to extract \( \pi(D,t) \) from \( p(r,t) \). We consider the broad scenario of self-similar...
diffusion processes for which \( p(r, t) \) is a function of the scaled variable \( \xi \equiv |r|/t^{3/2} \),

\[
p(r, t) = \frac{1}{t^{d/2}} F \left( \frac{|r|}{t^{3/2}} \right), \tag{3}
\]

where the scaling function \( F \) has an arbitrary but normalizable form. Some examples are: Lévy processes [41], nonlinear diffusion [42], fractional diffusion [42, 43], among others [3, 41, 44–48] that produce non-Gaussian (lepto and platykurtic) forms.

In the current scenario, we assume that \( p(r, t) \) is generated by a collection of fB walkers, i.e., ruled by Eq. (1), with distinct diffusion coefficients which can change with time, \( D_i = \mu_i \lambda(t) \), where \( \mu_i \) is a mobility constant and \( \lambda(t) \) is, in principle, an arbitrary deterministic function that is the same for all individuals. The values of \( \{\mu_i\} \) are assumed to be sampled from an unknown PDF, \( \theta(\mu) \). As a consequence, in the large population limit, \( N \gg 1 \), diffusivity variability is well described by the PDF, \( \pi(D, t) = \theta(\mu)/\lambda(t) \).

The aim of the following calculation is to uncover \( \pi(D, t) \) from the ensemble PDF, \( p(r, t) \). To reach this result, we first apply the superstatistics recipe and then invert the procedure. As we will see, the connection between PDFs will be done through Laplace transforms, thus, it is convenient (without loss of generality) to express \( \pi(D, t) \) as

\[
\pi(D, t) \equiv \frac{1}{\lambda(t)} \pi_s \left( \frac{\lambda(t)}{D} \right), \tag{4}
\]

where \( \pi_s(y) \) is an auxiliary function that depends only on the scaled variable \( y \equiv \lambda(t)/D = 1/\mu \). Substituting Eq. (4) and Eq. (1) into Eq. (2), we obtain

\[
p(r, t) = \int_0^\infty \frac{\bar{\pi}(y)}{(4\lambda(t) t^{2H})^{3/2}} \exp \left( -y \frac{r^2}{4\lambda(t) t^{2H}} \right) dy, \tag{5}
\]

with

\[
\bar{\pi}(y) = \frac{\pi_s(y)}{\pi_s y^{2-\frac{d}{2}}}. \tag{6}
\]

It is central to notice that the integral over \( y \) in Eq. (5) has exactly the Laplace transform structure, i.e., it has the form \( \mathcal{L}_{y \to s} \{\bar{\pi}(y)\} = \int_0^\infty e^{-sy} \bar{\pi}(y) dy \), which maps \( y \) to a new variable \( s = \xi^2 = r^2/[4\lambda(t) t^{2H}] \).

Although there are many classes of scaled diffusion, with general time scaling \( \lambda(t) \) [49, 50], self-similarity demands for a specific choice of \( \lambda(t) \), to recover the scaling form of Eq. (3), then we restrict the form of \( \lambda(t) \) to a power-law function of time, namely,

\[
4\lambda(t) = t^{\alpha-1}. \tag{7}
\]

This form embraces numerous experiments across disciplines that include the impact of aging or parameter time-dependency. For instance, physical properties of the medium, such as viscosity and temperature, can directly influence the diffusion processes and can change...
over time under non-stationary constraints \cite{12}. Also, time-dependency can be a probe to medium topology \cite{9}. In more general settings, biological and chemical factors can be at play and influence diffusion in a complex manner (see Ref. \cite{51} for a review).

Under the choice of $\lambda(t)$ set in Eq. (7), Eq. (5) becomes

$$p(r, t) = \frac{1}{t^{2H+\alpha - 1}} \int_0^\infty \bar{\pi}(y) \exp\left(-y \frac{r^2}{2H+\alpha - 1}\right) dy,$$

which, compared to Eq. (3), allows to identify

$$\gamma = 2H + \alpha - 1,$$

and

$$F(\xi) = \mathcal{L}_{y \to \xi^2} \{\bar{\pi}(y)\},$$

with $\xi = |r| / t^{\gamma/2}$. That is, we can rewrite Eq. (5) in compact form as

$$p(r, t) = \frac{1}{t^{\alpha - 1}} \mathcal{L}_{y \to \xi^2} \{\bar{\pi}(y)\} \bigg|_{\xi = \frac{|r|}{t^{\gamma/2}}},$$

First, note, from Eq. (2), that, if all the walkers have the same mobility, $\bar{D}(t)$, that is, $\pi(D, t) = \delta(D - \bar{D}(t))$, the population distribution has the Gaussian shape. Also, note that, if $\gamma = 2H + \alpha - 1 = 1$, then the MSD grows linearly with time.

In fact, the $\mu$th moment $\langle |r|^\mu \rangle$ evolves according to $\langle |r|^\mu \rangle \approx C_\mu t^{(2H+\alpha - 1)\mu/2}$ (see B), thus the growth of the second moment (i.e., $\mu = 2$) follows $\langle |r|^2 \rangle \sim t^{2H+\alpha - 1}$. Therefore, anomalous diffusion can be caused by correlations ruled by the exponent $H$, and/or time-dependency, via the exponent $\alpha$. For instance, the effect of anticorrelated motion ($H < 0.5$) can be compensated by a sufficiently fast increase with time ($\alpha > 1$).

Equation (11) is the bottom-up connection providing the macroscopic-level patterns from the microscopic-level dynamics. Then, exploring Laplace-transform identifications, we can obtain a top-down connection, obtaining the micro from the macro levels, following the steps: (i) we write the overall PDF $p(r, t)$ in the self-similar form (3), such that it will allow us to find the function $F(\xi) = \mathcal{L}_{y \to \xi^2} \{\bar{\pi}(y)\}$; (ii) by means of Eq. (11), we perform the inverse Laplace transform $\mathcal{L}^{-1}_{s \to y} \{F(\sqrt{s})\}$ with $s = \xi^2$, to identify the $\bar{\pi}(y)$, and by using Eq. (6), we get $\pi_s(y)$; (iii) finally we arrive at $\pi(D, t)$ by means of Eq. (4). This entire procedure is summarized by the following expression

$$\pi(D, t) = \frac{(4\pi t^{2H})^{d/2} t^{\alpha - 1}}{4D^{d-2}} \mathcal{L}^{-1}_{s \to y} \{p(\xi = \sqrt{s}, t)\} \bigg|_{y = \frac{t^{\alpha - 1}}{4D}}$$

recalling that $\xi = |r| / t^{(2H+\alpha - 1)/2}$ and the inverse Laplace operator leads us to the change $s \xrightarrow{\mathcal{L}^{-1}} y$. For different scaling functions $F(\xi)$ in Eq. (3), different forms of $\pi(D, t)$ can emerge, such as, exponential \cite{11, 52}, $\chi^2$-Gamma \cite{49, 50} and Rayleigh PDFs \cite{53}. 
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Importantly, we are assuming that diffusivities differ between individuals, but change deterministically over time with the same scaling factor. If the diffusivity were stochastic (producing the same \( \pi(D,t) \)), then, the ensemble distribution, \( p \), would necessarily have a crossover to Gaussianity at long times, exhibiting an ensemble diffusion coefficient which is simply the average \( D = N^{-1} \sum_i^N D_i \). However, for sufficiently short observation times, the superstatistical picture is present and, as a consequence, our results could be applied to this regime (for further discussion, see Refs. [1, 54]).

In the following subsections, we provide two concrete simple examples in 1D, namely, related to Laplace and nonlinear diffusion, respectively.

A. Laplace diffusion

Laplace diffusion represents a process with an exponential spread in space, which in 1D is characterized by \( p(x,t) \propto \exp\left(-|x|/\lambda(t)\right) \), being \( \lambda(t) \) a time-dependent scaling [55, 56]. It has been reported for tracers diffusing in complex fluids, such as particles with fluctuating size [57] or hard-sphere colloidal suspensions [58], in the anomalous spreading dynamics of amoeboid cells [36], protein crowding in lipid bilayers [35], and in diffusing diffusivity models [54, 59]. There are also experiments where Laplace diffusion emerges, although only during timescales shorter than the correlation times of tracers [1, 52].

For our present purpose, let us consider a Laplace diffusion with power-law temporal scaling, given by

\[
p(x,t) = \frac{1}{\sqrt{4D_0 t^\gamma}} \exp\left(-\frac{|x|}{\sqrt{D_0 t^\gamma}}\right),
\]

in which \( D_0 \) is the ensemble diffusivity and \( \gamma \) a parameter that characterizes the dynamics, such that the second moment is given by \( \langle x^2 \rangle = 2D_0 t^\gamma \). To uncover the superstatistics behind Eq. (13), we rewrite it in a self-similar form, in terms of the invariant variable \( \xi = |x|/t^{\frac{\gamma}{2}} \), namely,

\[
p(\xi,t) = \frac{1}{\sqrt{4D_0 t^\gamma}} \exp\left(-\frac{\xi}{\sqrt{D_0}}\right),
\]

which from Eq. (9) allows us to identify \( \gamma = 2H + \alpha - 1 \). By substituting Eq. (14) into Eq. (12) with \( d = 1 \), we find the diffusivity distribution

\[
\pi(D,t) = \frac{\sqrt{\pi t^{\alpha-1}}}{4D_0^{2} \sqrt{D_0}} L_{s \rightarrow y}^{-1}
\left\{ \exp\left(-\sqrt{s/D_0}\right) \right\}
\bigg|_{y = \frac{t^{\alpha-1}}{4D}} = \frac{t^{1-\alpha}}{D_0} \exp\left(-t^{1-\alpha} \frac{D}{D_0}\right),
\]

recalling that the inversion of the Laplace transform needs to be performed on the variable \( s = \xi^2 \). This simple example illustrates the treatment applied to the overall PDF of tracers.
to obtain the PDF of diffusivities. It is worth noting that exponential PDF of diffusivities, with time dependence, has been previously considered to analyze the ergodicity of tracer diffusion with uncorrelated noise \[38\].

To exercise our theoretical procedure, let us see how to obtain the diffusivity distribution from virtual experiments. We assume that single-particle tracking is not available, thus, population spreading is characterized by a population-level picture as depicted in Fig. 1. The overall PDF at time instant \( t = 10 \) and the temporal evolution of the MSD, associated to Laplace diffusion, are shown for different values of \( H \) and \( \alpha \). These parameters and diffusivity variability are in principle unknown, since we assume that individual-level information is not accessible. However, our derivations using inverse Laplace transform show that it is possible to reveal the PDF of diffusivities \( \pi(D,t) \) from the shape and scaling of the MSD. In this Laplace diffusion case, the distribution is exponential but notice that, pairs \((H,\alpha)\) giving the same value of \( \gamma \) yield identical population-level results, creating ambiguity about the microscopic dynamics.

FIG. 1: Laplace diffusion. a) Probability density function of tracers \( p(x,t) \) vs. position \( x \), at time \( t = 10 \). (b) Mean square displacement \( \langle x^2 \rangle \) vs. time \( t \). Solid lines are given by Eq. (13), with \( D_0 = 1 \), and different values of \( \gamma = 2H + \alpha - 1 \). Symbols are the result of numerical simulations (2 \( 10^4 \) trajectories) using the corresponding values of the Hurst exponent, \( H \), and the time scaling exponent, \( \alpha \) (see A).

In order to explore the range of microscopic dynamics constrained by the relation \( \gamma = 2H + \alpha - 1 \), we perform numerical simulations of a collection of fB walker. For instance, let us consider the cases in which \( \gamma = 1.5 \) in Fig. 1, namely, \((H,\alpha) = (0.75,1.0)\) and \((H,\alpha) = (0.5,1.5)\). For both cases, a representative sample of trajectories is shown in Fig. 2. Each trajectory is independent and governed by a suitable Langevin equation, which accounts for time-dependent diffusivity and fractional noise (see A). The diffusivity of each particle is chosen from the found exponential distribution Eq. (15), with \( D_0 = 1 \) in all cases.
Note that despite the fact that the values of $H$ are different (also visible in the roughness of the trajectories), diffusion time-dependency compensates its effects, resulting that, in both cases, the MSD grows with the same exponent $\gamma$. Actually, note that this ambiguity comes from the particular choice of a power-law $\lambda(t)$, needed to ensure self-similarity. Examples of underlying scenarios with static ($\alpha = 1$, empty symbols) and time-dependent ($\alpha \neq 1$, filled symbols) diffusivity are given.

![Fractional Brownian walks with scaled diffusion](image)

**FIG. 2**: Fractional Brownian walks with scaled diffusion, with the values of $H$ and $\alpha$ indicated in the legends, such that $\gamma = 2H + \alpha - 1 = 1.5$. Twenty trajectories are plotted in each case. The diffusivities $D$ were sorted according to the exponential distribution in Eq. (15) with $D_0 = 1$. Although the trajectories have visibly different nature, they lead to the same $p(x, t)$ given by Eq. (13), which characterizes Laplace diffusion.

### B. Nonlinear diffusion

The nonlinear diffusion equation in 1D is defined by

$$\frac{\partial}{\partial t} p(x, t) = D_0 \frac{\partial^2}{\partial x^2} \{p(x, t)\}^m,$$

where $D_0$ is the diffusivity coefficient, and $m > -1$ is a phenomenological exponent. For $m = 1$, Eq. (16) leads to the standard diffusion equation associated to Bm. For $m \neq 1$, it phenomenologically describes the dispersion with a density-dependent diffusion coefficient that can be associated to internal feedbacks [60].

For $m > 1$, Eq. (16) is known as porous media equation [61] which implies Barenblatt-Pattle solutions, and it is associated with subdiffusion and a compact-support PDF [62][63]. Eq. (16) can be extended to the full interval of $m$ in which the solution is normalizable, that is, for $m > -1$, what has been theoretically considered in diverse scenarios of statistical physics [64][74]. Cases well described by $m < 1$ have been experimentally observed, in
confined granular systems \cite{75} and in biological populations \cite{68}. Since we consider mixtures of Gaussian shapes (with tails that extend indefinitely), the resulting PDF of the population cannot become a compact support shape (as those yield by \( m > 1 \)). Thus, we address only the interval \( m \in (-1,1) \), which is associated to distributions with a power-law tail, having infinite \((-1 < m < 1/3)\) or finite variance \((1/3 < m < 1)\), and always superdiffusive spreading \( x^2 \sim t^{2/(1+m)} \).

Restricting \( m \in (-1,1] \), and using the change of exponents \( m = 1 - 1/\nu \), hence \( \nu \in (1/2,\infty) \), the solution of Eq. (16) can be written as

\[
p(x,t) = \frac{1}{\gamma \nu \beta} t^{\nu - \frac{1}{2}} \left( 1 + \frac{1}{\nu \beta^2} \frac{x^2}{t^{2\nu - 1}} \right)^{-\nu}.
\]

(17)

This normalized shape is known as \( q \)-Gaussian within the frame of nonextensive Tsallis statistics \cite{76}.

Importantly, notice that, at the same time that the exponent \( \nu \) controls non-Gaussianity, it rules anomalous diffusion. The superdiffusive spreading is evident from the scaling \( x^2 \sim t^{2\nu/(2\nu - 1)} \) in Eq. (17), since \( 2\nu/(2\nu - 1) > 1 \) for \( \nu > 1/2 \). Notice that this scaling holds even when the MSD is divergent (i.e., for \( 1/2 < \nu < 3/2 \)).

The remaining coefficients in Eq. (17) are defined by \( \beta = [\frac{2\nu - 2(\nu - 1)(2\nu - 1)\gamma^2}{\beta^2}] \) and \( \gamma = \sqrt{\nu \pi} \Gamma \left( \frac{2\nu - 1}{2} \right) / \Gamma(\nu) \). The Gaussian shape is recovered in the limit \( \nu \to \infty \), while the limit \( \nu \to 1 \) leads to the Cauchy-Lorentz distribution. Particularly, the Cauchy-Lorentz solution also results from the diffusion equation with \( \mu \)-fractional Laplacian, taking \( \mu = 1 \) \cite{77}.

To show that the PDF of tracers can emerge from a mixing of fractional walkers on a disordered medium, we start by writing the solution (17) in a self-similar form, by considering \( \xi = |x|/t^{\nu - 1/2} \) in Eq. (17). After comparison with Eq. (11), we obtain

\[
p(\xi,t) = \frac{1}{\gamma \nu \beta} t^{\nu - \frac{1}{2}} \left( 1 + \frac{\xi^2}{\nu \beta^2} \right)^{-\nu}.
\]

(18)

where we have identified \( 2H + \alpha - 1 = \frac{2\nu}{2\nu - 1} \). In this case, \( H \) and \( \alpha \) are tangled through the exponent \( \nu \) that controls both anomalous diffusion and non-Gaussianity, differently to the previous example, where they affected only the exponent of diffusive spreading \( \gamma \).

To find the statistics of diffusivities, we substitute Eq. (18) into Eq. (12), leading to

\[
\pi(D,t) = \frac{(4\pi t^{\alpha - 1})^{\frac{1}{2}}}{4D^\frac{3}{2} \gamma \beta^2} \mathcal{L}^{-\frac{1}{2}}_{y \rightarrow y} \left\{ \frac{1}{\left( 1 + \frac{s}{\nu \beta^2} \right)^{\nu}} \right\} \bigg|_{y = \frac{t^{\alpha - 1}}{4D}}.
\]

(19)

with \( s = \xi^2 \). Performing the inverse Laplace transform in Eq. (19), we arrive at

\[
\pi(D,t) = \frac{1}{\Gamma(\nu)} \left( \frac{\nu^{\alpha - 1} \beta^2 / 4}{4D^{1+\nu}} \right)^{\nu} \exp \left( -\frac{\nu^{\alpha - 1} \beta^2}{4D} \right)\),
\]

(20)
where \( \nu = \nu - 1/2 = 1/(2[2H + \alpha - 2]) \) (see C). This result reveals that the superstatistics behind nonlinear diffusion gives an inverse \( \chi^2 \)-Gamma distribution. Likewise in the previous section, we highlight two distinct cases: (i) for \( \alpha = 1 \) and hence \( \gamma = 2H = 2\nu/(2\nu - 1) \), we have fractional tracers moving in a medium described by a static PDF of diffusivities; (ii) for \( H = 1/2 \), hence \( \gamma = \alpha = 2\nu/(2\nu - 1) \), we have Brownian (non-correlated) tracers moving on a medium that changes over time. Particularly, let us note that the former situation with \( H = \nu/(2\nu - 1) \) was previously reported [78], although with a non-Gaussian shape generated by a stochastic process with position-dependent diffusion coefficient.

As in the Laplace diffusion case, we extract the diffusivity PDF \( \pi(D, t) \) and the possible values of \( H \) and \( \alpha \) for a given observed \( \gamma = 2H + \alpha - 1 \) (Eq. 20). Using this information, we performed numerical simulation of a heterogeneous collection of fB walkers. In Fig. 3, we show the population-level picture associated to nonlinear diffusion equation for different values of \( \gamma \) and the results obtained from the simulations for corresponding values of \( H \) and \( \alpha \) (A).

FIG. 3: Nonlinear diffusion. (a) Probability density function of tracers \( p(x, t) \) vs. position \( x \), at time \( t = 10 \). (b) Mean square displacement \( \langle x^2 \rangle \) vs. time \( t \). In both cases, we considered \( D_0 = 1 \) and heterogeneous tracers. Different values of exponents \( \nu \) (recalling that \( H = \nu/(2\nu - 1) \) and \( \alpha \) were considered. Symbols are the result of numerical simulations (2 \( 10^4 \) trajectories). Solid lines are given by Eq. (20).

III. RANDOM DIFFUSIVITY OF GENERALIZED DISTRIBUTIONS

In this section, we look for the PDF of diffusivities behind generalized tracer distributions. We focus on two non-Gaussian diffusion processes that admit anomalous (or normal) diffusion. The main goal is to understand how the exponents that control the non-Gaussianity are connected to the diffusivity of the tracers.
A. Stretched diffusion

An interesting family of PDFs is the stretched exponential distribution with temporal scaling in a \( d \)-dimensional space, which is written as

\[
p(r, t) = \frac{1}{\mathcal{Z}} \frac{\exp\left(-\left[\frac{|r|}{\sqrt{D_0 t^\gamma}}\right]^\sigma\right)}{(D_0 t^\gamma)^{\frac{d}{2}}}, \tag{21}\]

in which \( \sigma \in [0, 2) \), \( d \) is the dimension number, \( \gamma \) control the anomalous diffusion, \( \sigma \) control the non-Gaussianity shape, \( \mathcal{Z} = \pi^{\frac{d}{2}} \Gamma\left(\frac{d}{\sigma} + 1\right)/\Gamma\left(\frac{d}{2} + 1\right) \) and \( D_0 \) is a diffusivity-like coefficient.

The stretched diffusion has been observed for particles diffusing in mucin gels \[32\], lateral diffusion of phospholipids and proteins \[35\], and large deviations of continuous time random walks \[79\]. For \( \sigma = 1 \) and \( \gamma = 1 \), Eq. (21) becomes reduced to the \( d \)-dimensional Laplace distribution, that was investigated in the framework of superstatistics \[56\]. Equation (21) can be written in self-similar form, by assuming that \( \xi = \frac{|r|}{t^{\gamma/2}} \), yielding

\[
p(\xi, t) = \frac{1}{\mathcal{Z}} \frac{\exp\left(-\left[\frac{\xi}{D_0}^{\frac{\sigma}{2}}\right]\right)}{(D_0 t^{2H+\alpha-1})^{\frac{d}{2}}} \tag{22}\]

where \( \gamma = 2H + \alpha - 1 \). Applying the Eq. (22) into (12) with \( 0 < \sigma < 2 \), we find the follow PDF for diffusivity

\[
\pi(D, t) = \frac{(4\pi)^{\frac{d}{2}} t^{(\alpha-1)(1-\frac{d}{2})}}{4D_0^\frac{d}{2} \mathcal{Z} D^{2-\frac{d}{2}}} \mathcal{L}_{s \to y} \left\{ \exp\left(-\frac{s^{\frac{\sigma}{2}}}{D_0^{\frac{\sigma}{2}}}\right) \right\} \bigg| y = \frac{t^{\alpha-1}}{4D} \]

where \( \mathcal{L}_{\sigma/2}(z) \) is the one-sided Lévy function. For \( \sigma \to 1 \) we have \( L_{1/2}(z) = \frac{1}{2 \sqrt{\pi z^2}} \exp\left(-\frac{1}{4z}\right) \) that implies a \( \chi^2 \)-Gamma distribution of diffusivities

\[
\pi(D, t) = \frac{4^{\frac{d}{2}} \pi^{\frac{d-1}{2}} t^{-(\alpha-1)(1+\frac{d}{2})}}{Z D_0^{\frac{d+1}{2}} D^{1-\frac{d}{2}}} \exp\left(-t^{1-\alpha} \frac{D}{D_0}\right), \tag{23}\]

recalling that \( Z = \pi^{\frac{d}{2}} \Gamma\left(\frac{d}{\sigma} + 1\right)/\Gamma\left(\frac{d}{2} + 1\right) \). Special cases of Eq. (24) that has been investigated before include: \( \sigma = 1 \), \( \alpha = 1 \) and \( H = 1/2 \) for \( d \)-dimensional Laplace diffusion \[56\]; \( \sigma = 1 \) and \( d = 1 \) for uncorrelated noise \[38\]. For \( \sigma \neq 1 \), the PDF (23) is a new result within the superstatistics of random walks.

B. Power-law diffusion

We consider an overall PDF of tracers that has a power-law tail, similarly to the solution of the nonlinear diffusion equation. Then, we suggest the generalized PDF

\[
p(r, t) = \frac{1}{\mathcal{Z}} \left(\frac{1}{(\beta t^\gamma)^{\frac{d}{2}}} \left(1 + \frac{r^2}{\beta t^\gamma}\right)^{\nu}\right) \tag{25}\]
where $\gamma \in [0, 2]$ and $\nu \in (1/d, \infty)$ are independent parameters, and $Z = (\pi)^{\frac{d}{2}} \Gamma \left( |\nu| - \frac{d}{2} \right) / \Gamma(|\nu|)$ allows to satisfy $\int_0^\infty S_d r^{d-1} p(r, t) dr = 1$ with $S_d = d\pi^{d/2} / \Gamma \left( \frac{d}{2} + 1 \right)$. Here, the $\gamma$ and $\nu$ control anomalous diffusion and non-Gaussianity, respectively. Then, the nonlinear diffusion solution is a particular case where $\gamma$ is coupled to $\nu$. The PDF distribution of tracers (25) has numerous applications in complex systems, for example in modeling of protein diffusion within bacteria [29], parliamentary presence data [80] and stock markets [81].

To reveal the PDF of diffusivities embodied in power-law diffusion, we identify $\xi = |x|/t^{\gamma/2}$ in Eq. (25), which allows us to write the self-similar form

$$p(\xi, t) = \frac{1}{Z} \left( \frac{1}{1 + \xi^\beta} \right)^\nu,$$

where, as before, we identified $\gamma = 2H + \alpha - 1$. Now, applying this selfsimilar solution in Eq. (12) for the $d$-dimensional case, we have that the random diffusivity obeys the PDF

$$\pi(D, t) = \frac{1}{Z} \left( \frac{4\pi^{2H}}{(\beta t^{2H+\alpha-1})^{\frac{\nu-1}{2}}} \frac{t^{\alpha-1}}{4D^{\nu-\frac{d}{2}}} \frac{\Gamma_{s-\xi} \left\{ 1/ \left( 1 + \frac{s}{\beta} \right)^\nu \right\} \left| y = \frac{t^{\alpha-1}}{4D} \right. }{ \left| y = \frac{t^{\alpha-1}}{4D} \right. } \right)$$

where $\xi = \sqrt{s}$. Performing the inverse Laplace transform, we have

$$\pi(D, t) = \frac{(\beta t^{\alpha-1/4})^{\nu-\frac{d}{2}}}{D^{\nu-\frac{d}{2}+1} \Gamma(\nu - d/2)} \exp \left( -t^{\alpha-1} \frac{\beta}{4D} \right),$$

where $\nu > d/2$. The $\chi^2$-Gamma distribution of the inverse diffusivity arises in Eq. (28), regardless of the fractional features of the walker. Moreover, large diffusivity fluctuations, i.e., $\pi(D) \propto D^{-\nu-1+d/2}$ with $\alpha = 1$, imply a different route to a similar asymptotic limit reported within the framework of Lévy flights [82].

IV. DISCUSSIONS AND FINAL REMARKS

Random diffusivity (or mobility) has been reported in a range of experimental settings and can be associated to different (intrinsic and extrinsic) sources. From the theoretical point of view, the impact of such variability can be addressed through the superstatistics formalism, which brings forth interesting insights of how individual tracers diffusion may produce complex population-level properties.

In this paper, we presented a procedure to compute the PDF of diffusivities from an overall PDF of tracers that is self-similar. Our procedure considers the mixing of fractional Brownian walkers with a PDF of diffusivities that may change over time following a power-law time scaling. This approach includes different sources of anomalous diffusion, namely, diffusivities that change over time ($\alpha \neq 1$) or fractional dynamics ($H \neq 1/2$), or both. Thus,
we connected a broad class of possible population density distributions to their corresponding variability in the diffusion coefficient.

Well-known cases, such as Laplace diffusion and nonlinear diffusion, were investigated and used to exemplify the application of our general results. More complex cases were addressed subsequently, reaching a vast range of scenarios observed experimentally, including fat-tailed and stretched-exponential distributions. The generality of our results allowed us to see how certain classes of diffusion processes are interpreted in terms of diffusivity variability. For instance, we found that nonlinear-diffusion behavior is achieved when the parameters $\gamma$ and $\nu$ (which characterize the scaling of the MSD and the shape of the distribution, respectively) are not independent, namely, they are related through 
\[ \frac{2\nu}{2\nu-1} = \gamma = 2H + \alpha - 1, \]
implying that, in the distribution of the diffusivity, given by the inverse $\chi^2$-Gamma Eq. (20), both the fractional exponent $H$, and also the scaling exponent $\alpha$, participate in an entangled way. It is worth to recall that the nonlinear diffusion is assumed to be driven by $\partial_t p = \nabla^2 (p^n)$, which embodies a density-dependent feedback \[40\], while, the spread of heterogeneous fBws (which is state-independent) can produce the same macroscopic features.

Despite the existing interference in the connection between individual-level mobility and the population PDF, using a proper setting and with additional knowledge about the system, experimental approaches could benefit from our results. For that, it would be necessary to record the spread of a given population with sufficient temporal and spatial resolution to extract the scaling of the MSD (parameter $\gamma$) and to estimate the shape of the distribution (function $F$). The shape should be resolved under the scaled representation, $\xi = |r|/t^\gamma$, which is assumed to be preserved during the spread. Then, performing numerically (or, when possible, analytically) the inverse Laplace transform in Eq. (12), the distribution of diffusivities, $\pi(D)$, can be obtained. This is the procedure we followed, from a theoretical perspective, for paradigmatic diffusion pictures (Figs. 1 and 3).

We highlight the fact that the overall MSD of tracers carries ambiguity about the source of anomalous diffusion, i.e., $\langle r^2 \rangle \propto t^\gamma$ with $\gamma = 2H + \alpha - 1$, being indistinguishable which interpretation leads to the anomalous diffusion exponent. To know precisely what is the anomalous diffusion mechanism, complementary information about tracer’s trajectories (Fig. 2) and environment spatiotemporal structure need to be provided.

Future research should focus on keep extending the connection between diffusivity variability and population distribution. First, if the population PDF, $p(r, t)$, were separable as $p(r, t) = F(\xi) /[g(t)]^d$, with $\xi = |r|/g(t)$, where $g(t)$ can be an arbitrary function (not necessarily a power-law in time), then, our approach based on the Laplace transform formalism could still be used, extending the scope of applicability beyond the addressed self-similar scenario. In the current case, we have considered $g(t) \propto \lambda(t)t^{2H}$ with $\lambda(t) \propto t^{\alpha-1}$. But, if the walkers were not of a fB type, or if diffusion time-dependency $\lambda(t)$ were not a power-law, then, the ambiguity about their contributions in spreading might be broken. As a consequence, one could infer more information about the microscopic dynamics. This discussion suggests natural extensions worth of future investigation, for instance, the one in which
Another step forward would be to address the mixing of diffusion process with short or long tails, such as $q$-Gaussian \[76\] with $q < 1$ (finite support) and $q > 1$ (power-law tails), respectively, that by itself introduce a connection between the shape of the population distribution and the scaling of the MSD. Finally, it would be also interesting to explore other forms of heterogeneity, e.g., in the $\alpha$ exponent of the scaling $\lambda(t) \propto t^{\alpha-1}$ or in the Hurst exponent $H$ \[29\], which in our case are the same for all the walkers.
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### Appendix A: Microscopic dynamics

In individual-level simulations, we generate the trajectories of each fB walker $i = 1, 2, \ldots, N$ from microscopic rules. The fractional component is related to the Hurst exponent $H$, and each individual is associated to a different diffusion coefficient, $D_i(t) = \mu_i \lambda(t)$, where $\mu_i$ is a mobility constant in time but different for each walker, and $\lambda$ is the deterministic protocol, common to all walkers. The heterogeneity of the ensemble is given by sampling the values of $\mu_i$ from a probability distribution $\theta(\mu)$ at the beginning of our simulations.

Then, the microscopic dynamics of each walker is evolved through a Langevin-like equation that incorporates fractional motion and time scaling, as

$$\dot{x} = \sqrt{2D(t)\eta_H(t)}, \quad (A1)$$

where $D(t) = \mu \alpha t^{\alpha-1}/4 \ [38]$ and $\eta_H$ is the fractional noise with Hurst exponent $H \ [2]$, generated by using the so-called Davies–Harte algorithm \[83\].

### Appendix B: Anomalous diffusion

The general $\mu$-moment, according to the superstatistical mixture of fB walkers defined in Eq. (2), is given by

$$\langle |r|^\mu \rangle = \int_0^{\infty} \int_0^{\infty} |r|^{\mu} \left( \frac{\lambda}{D} \right) \pi_s \left( \frac{\lambda}{D} \right) \mathcal{G}_H(r, t|D)|r|^{d-1}S_d dr dD \quad (B1)$$

where $S_d = d \pi^{d/2}/\Gamma \left( \frac{d}{2} + 1 \right)$. Performing the following calculations

$$\langle |r|^\mu \rangle = \int_0^{\infty} \int_0^{\infty} \left( \frac{|r|^{\mu}}{(4t^{2H} \pi D)^{\frac{d}{2}}} \right) \exp \left( -\frac{r^2}{4t^{2H} D} \right) \frac{\pi_s(\lambda(t)/D)}{\lambda(t)} |r|^{d-1}S_d dr dD$$

$$= \int_0^{\infty} \pi_s(\lambda(t)/D) \int_0^{\infty} \left( \frac{|r|^{\mu}}{(4t^{2H} \pi D)^{\frac{d}{2}}} \right) \exp \left( -\frac{r^2}{4t^{2H} D} \right) |r|^{d-1}S_d dr dD$$

$$= t^{H\mu} \int_0^{\infty} \pi_s(\lambda(t)/D) d\lambda^{d-1}D^{\frac{d}{2}} \frac{\Gamma \left( \frac{d+\mu}{2} \right)}{\Gamma \left( \frac{d}{2} + 1 \right)} dD \quad (B2)$$
and redefining a new integration variable \( \tau = |r/t| \), Eq. (B2) implies

\[
\langle |r|^\mu \rangle = t^{H\mu} (\lambda(t))^{2\mu} \frac{2^{\mu-1} \Gamma \left( \frac{d+\mu}{2} \right)}{\Gamma \left( \frac{d}{2} + 1 \right)} \int_0^\infty \pi_d(y) y^{-2-\mu} dy. \tag{B3}
\]

Assuming the power-law temporal behavior for \( \lambda(t) \sim t^{\alpha-1} \), as argued in the main text, we obtain

\[
\langle |r|^\mu \rangle \sim t^{(2H+\alpha-1)\frac{\mu}{2}}, \tag{B4}
\]

as presented in Sec II.

**Appendix C: PDF of diffusivities for nonlinear diffusion**

Starting from Eq. (19), presented in Sec. II B, our goal is to use the equation

\[
\pi(D, t) = \left( \frac{4 \pi t^{\alpha-1}}{4D^{3/2} \gamma_{\nu} \beta_{\nu}} \right)^{-\nu} \left\{ 1 + \frac{\xi}{\nu \beta_{\nu}^2} \right\}^{-\nu} \bigg| \frac{y}{\nu t^{\alpha-1}} = \frac{4D}{\nu^2} \tag{C1}
\]

to find Eq. (20). Using the Laplace inverse transform, we have

\[
\pi(D, t) = \frac{\nu^{\nu} \sqrt{4 \pi t^{\alpha-1}}}{4 \sqrt{D^3} \gamma_{\nu} \beta_{\nu}^{1-2\nu}} \left[ y^{\nu-1} \exp \left( -y \nu \beta_{\nu}^2 \right) \right] \bigg| \frac{y}{\nu t^{\alpha-1}} = \frac{4D}{\nu^2} \tag{C2}
\]

that implies

\[
\pi(D, t) = \frac{(\nu \beta_{\nu}^2/4)^{\nu-\frac{1}{2}} t^{(\alpha-1)(\nu-1/2)} \Gamma(\nu - \frac{1}{2})}{\Gamma(\nu - \frac{1}{2}) + 1} \exp \left( -\nu \beta_{\nu}^2 \frac{t^{(\alpha-1)}}{4D} \right). \tag{C3}
\]

Defining a new parameter \( \overline{\nu} = \nu - 1/2 \), we write the inverse \( \chi^2 \)-Gamma distribution with time dependence

\[
\pi(D, t) = \frac{1}{\Gamma(\overline{\nu})} \left( \frac{\nu t^{(\alpha-1)} \beta_{\nu}^2}{4D^{1+\overline{\nu}}} \right)^{\overline{\nu}} \exp \left( -\nu t^{(\alpha-1)} \beta_{\nu}^2 / 4D \right), \tag{C4}
\]

as shown in Eq. (20).
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