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Abstract

This work is aimed to obtain the complex partial fraction decompositions of rational functions. We express the coefficients of complex partial fraction decomposition of arbitrary rational functions in terms of the coefficients of their real partial fraction decomposition. This type of decompositions is then used to generalize the high order derivatives of such rational functions. Moreover, different applications are selected to demonstrate the applicability of introduced algorithms.
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Introduction

Rational functions are widely used in many branches of mathematics such as numerical analysis, e.g., Padé approximations, mathematical analysis as well as mathematical modelling and they appear in mathematical representations of many problems in science and engineering [1-7]. Unfortunately, working with rational functions except polynomials is generally not very easy. From the point of view, some methods can be used to facilitate the computations. One of the famous and simplest methods is partial fraction decomposition method (PFD) for suitable applications: Consider a polynomial function \( Q(x) \) with real coefficients and recall that there exist some integers \( k_1, \ldots, k_m, l_1, \ldots, l_n \geq 1 \) such that

\[
Q(x) = (x - x_1)^{k_1} \cdots (x - x_m)^{k_m} \left( x^2 - 2 \text{Re}(z_1) x + z_1 \right)^{l_1} \cdots \left( x^2 - 2 \text{Re}(z_n) x + z_n \right)^{l_n}
\]

and observe that \( Q(x) \) can be equally represented as

\[
(x - x_1)^{k_1} \cdots (x - x_m)^{k_m} \left( x^2 - 2 \text{Re}(z_1) x + z_1 \right)^{l_1} \cdots \left( x^2 - 2 \text{Re}(z_n) x + z_n \right)^{l_n},
\]

where \( x_1, \ldots, x_m \in \mathbb{R} \) are pairwise different and \( z_1, \ldots, z_n \in \mathbb{C} \backslash \mathbb{R} \) are also pairwise different.

Assume that \( P(x) \) is another polynomial such that \( \text{deg}(P) < \text{deg}(Q) \). In this case, the real partial fraction decompositions of the rational function

\[
\frac{P(x)}{Q(x)}
\]

looks as follows:

\[
\frac{P(x)}{Q(x)} = \sum_{j=1}^{g_1} \frac{a_j}{(x - x_j)^{k_j}} + \sum_{j=1}^{g_2} \frac{\beta_j}{x^2 - 2 \text{Re}(z_j) x + z_j} + \gamma_j
\]

where \( a_j, \beta_j, \gamma_j \in \mathbb{R} \).

One important problem of these PFDs is to determine the corresponding coefficients. To determine the coefficients of these PFDs, some methods/algorithms can be applied with respect to the given rational functions. For example, long division (routine calculation) algorithms introduced in [1,2] can be used for suitable applications. These algorithms especially focus for determining the real PFDs for given rational functions. On the other hand, real PFDs may fail in some applications; for example a failure of real PFD is mentioned in [3]. From the point of view, complex PFD can alternatively be used and this yields simplest form for representation of rational function (1). In this paper, we aim to expose the full complex PFDs of rational function (1). We first give some complex partial fraction decompositions and then emphasize the relationship between the coefficients of real PFD and complex PFD. Then, some applications of these complex PFDs will be discussed.

Complex Partial Fraction Decompositions

Complex PFDs can effectively be used in the parts of suitable applications. For example, rational algorithm, which is introduced in [3] for computing the coefficients of formal power series of a rational function, requires complex section we provide the relations between the coefficients of real PFD and the coefficients of their complex PFD. Then, some applications of these complex PFDs will be discussed.

Theorem 1

If \( z \in \mathbb{C} \backslash \mathbb{R}, \alpha = \frac{1}{2 \text{Im}(z)} \in \mathbb{C} \) and \( R(x) = \frac{\alpha}{(x - z_1)^{l_1}} + \frac{\alpha}{(x - z_2)^{l_2}} \ldots \) where \( k \) is a positive integer, then

1. \( R_1 R_1 = R_1 + \alpha \sigma R_1 R_1, \) for all \( k \geq 2 \) and \( R_1^2 = R_1 + 2 \alpha \sigma R_1 \)
2. \( R_1 R_1 = R_1 + \alpha \sigma R_1 R_1 + \alpha \sigma^2 R_1 R_1 + \ldots + \alpha \sigma^{k-1} R_1 R_1 + 2 \alpha \sigma^{k-1} R_1, \) for all \( j \geq 2 \)
3. the rational function \( R_1(x) = \frac{1}{(x^2 - 2 \text{Re}(z) x + z)} \) can be represented as

\[
R_1(x) = R_1 + C_1 \alpha \sigma R_1 + C_2 \alpha^2 \sigma^2 R_1 + \ldots + C_k \alpha^k \sigma^{k-1} R_1
\]

Proof 1: (1) we have successively:

\[
R_1 R_1 = \left( \frac{\alpha}{(x - z_1)^{l_1}} + \frac{\alpha}{(x - z_2)^{l_2}} \right) \left( \frac{\alpha}{(x - z_1)^{l_1} + \alpha}{(x - z_2)^{l_2} + \alpha} \right) = \alpha^2 \left( \frac{\alpha}{(x - z_1)^{l_1}} \right) \left( \frac{\alpha}{(x - z_2)^{l_2}} \right) = \alpha^2 \left( \frac{\alpha}{(x - z_1)} \right) \left( \frac{\alpha}{(x - z_2)} \right)
\]
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Moreover,
\[
R_1^2 = \left( \frac{\omega}{x-z} + \frac{\bar{\omega}}{x-\bar{z}} \right)^2
\]
\[
= \frac{\omega^2}{(x-z)^2} + \frac{\bar{\omega}^2}{(x-\bar{z})^2} + \frac{2\omega\bar{\omega}}{(x-z)(x-\bar{z})}
\]
\[
= \frac{\omega^2}{(x-z)^2} + \frac{\bar{\omega}^2}{(x-\bar{z})^2} + 2\omega\bar{\omega} \frac{1}{x-z}
\]
\[
= R_1 + 2\omega\bar{\omega}R_1
\]

(2) We first observe that
\[
R_2R_i = R_{i+1} + aR_iR_i \iff \frac{R_2 + R_i}{a} = \frac{R_{i+1}}{a}
\]
where \(a = \omega\bar{\omega} = |\omega|^2\)

By assigning successively the values 2; 3; \ldots; j to k, one gets:
\[
\frac{R_2R_1}{a^2} = \frac{R_2}{a^2} \frac{R_3}{a^2} R_1 \frac{R_4}{a^2} \frac{R_5}{a^2} \cdots \frac{R_{i+1}}{a^2} R_{i+1}
\]
which shows that
\[
\frac{R_2R_1}{a^2} = \frac{R_2}{a^2} \frac{R_3}{a^2} \frac{R_4}{a^2} \cdots \frac{R_{i+1}}{a^2}
\]
that is
\[
R_1R_i = a^{i-1}R_2^2 + a^{i-2}R_3 + \ldots + aR_i + R_i + R_{i+1}
\]

Since \(R_2^2 = R_2 + 2aR_i\), the announced relation follows now easily.

(3) We first observe that
\[
\frac{1}{x^2 - 2Re(z)x + |z|^2} = \frac{\omega}{x-z} + \frac{\bar{\omega}}{x-\bar{z}} = R_1
\]

which implies that
\[
\frac{1}{(x^2 - 2Re(z)x + |z|^2)^2} = \left( \frac{\omega}{x-z} + \frac{\bar{\omega}}{x-\bar{z}} \right)^2
\]

The proof is done by induction on q. If q = 1 or q = 2 one gets the obvious equalities
\[R_1 = R_2 \text{ and } R_2^2 = R_3 + 2aR_i\]

Assume the equality for q - 1 and observe that one gets successively:
\[
R_1^q = R_1^q \frac{R_2}{a^q} = (R_{q-1} + aC_{q-1}R_{q-2} + a^2C_{q-2}R_{q-3} + \ldots + a^{q-2}C_{q-4}R_2)R_1
\]
\[
= R_q + aR_iR_q + aC_{q-1}R_{q-2}R_1 + aC_{q-2}^2R_{q-3}R_1 + \ldots + a^{q-2}C_{q-4}^2R_1R_2
\]
\[
= R_q + aR_iR_q + aC_{q-1}R_{q-2} + \ldots + a^{q-2}C_{q-4}C_{q-2}R_i + 2a^{q-1}C_{q-3}^2R_2
\]
\[
= R_q + aR_iR_q + aC_{q-1}R_{q-2} + \ldots + a^{q-2}C_{q-4}C_{q-2}R_i + 2a^{q-1}C_{q-3}^2R_2
\]
\[
= R_q + a(C_{q-1}R_{q-2} + aC_{q-2}R_{q-3} + \ldots + a^{q-2}C_{q-4}R_{q-5})R_1 + 2a^{q-1}C_{q-3}^2R_i
\]
\[
= R_q + a(C_{q-1}R_{q-2} + aC_{q-2}R_{q-3} + \ldots + a^{q-2}C_{q-4}R_{q-5})R_1 + 2a^{q-1}C_{q-3}^2R_i
\]

By using the formula
\[
C_{q-1} = C_{q-1} + aC_{q-2}R_{q-3} + \ldots + a^{q-2}C_{q-4}C_{q-2}R_i + 2a^{q-1}C_{q-3}^2R_i
\]

Consequently
\[
R_q = R_q + a(C_{q-1} + aC_{q-2}R_{q-3} + \ldots + a^{q-2}C_{q-4}C_{q-2}R_i + 2a^{q-1}C_{q-3}^2R_i)
\]

Now the new algorithms for finding the desired complex coefficients of a certain type of rational function with respect to corresponding PFDs are given by the following proposition and corollary:

**Proposition 1**

\[
z \in \mathbb{C} \setminus \mathbb{R} \text{ and } \beta_1, \gamma_1, \ldots, \beta_j, \gamma_j, \text{ then}
\]
\[
\sum_{j=1}^{j} \frac{\beta_j x + \gamma_j}{(x^2 - 2Re(z)x + |z|^2)^j} = \sum_{j=1}^{j} \frac{b_j}{(x-\bar{z})^j}
\]

where
\[
b_j = \sum_{i=0}^{j} \beta_i \omega^i \bar{\omega}^{j-i} \frac{1}{|z|^2} C_{2i} C_{2j-i}
\]
and
\[
b_{j-1} = \sum_{i=0}^{j-1} \beta_i \omega^i \bar{\omega}^{j-i-1} \frac{1}{|z|^2} C_{2i} C_{2j-i-2}
\]

**Proof:** Considering the rational function
\[
s = \sum_{j=0}^{\infty} \frac{\beta_j x + \gamma_j}{(x^2 - 2Re(z)x + |z|^2)^j}
\]
one gets successively:
\[
S = \sum_{j=0}^{\infty} \frac{\beta_j x + \gamma_j}{(x^2 - 2Re(z)x + |z|^2)^j} R_j
\]
\[
= \sum_{j=0}^{\infty} \frac{\beta_j x + \gamma_j}{(x^2 - 2Re(z)x + |z|^2)^j} \frac{C_{j+1}}{x - \bar{z}}
\]
\[
= \sum_{j=0}^{\infty} \frac{\beta_j \omega^j}{(x-z)^j} \frac{C_{j+1}}{(x-\bar{z})^j} + \frac{\beta_j \bar{\omega}^j}{(x-z)^j} \frac{C_{j+1}}{(x-\bar{z})^j}
\]
\[
= \frac{\beta_0 \omega \bar{\omega}}{x-z} \frac{C_2}{(x-\bar{z})^2} + \frac{\beta_1 \omega^2}{(x-z)^2} \frac{C_3}{(x-\bar{z})^2} + \ldots + \frac{\beta_j \omega^j}{(x-z)^j} \frac{C_{j+1}}{(x-\bar{z})^j}
\]

\[
= \frac{b_0 \omega \bar{\omega}}{x-z} \frac{C_2}{(x-\bar{z})^2} + \frac{b_1 \omega^2}{(x-z)^2} \frac{C_3}{(x-\bar{z})^2} + \ldots + \frac{b_j \omega^j}{(x-z)^j} \frac{C_{j+1}}{(x-\bar{z})^j}
\]
Hence
\[
b_1 = \sum_{\nu=0}^{l} \beta_{\nu} \omega^{2 \nu} |\phi|^{2(n-2)} C^{2\nu-2}_{2\nu-3} + \sum_{\nu=0}^{l} (\beta_{\nu} \omega^z + \omega^2 \gamma_{\nu}) |\phi|^{2(n-1)} C^{2\nu-1}_{2\nu-1},
\]
\[
b_2 = \sum_{\nu=0}^{l} \beta_{\nu} \omega^{3 \nu} |\phi|^{2(n-3)} C^{2\nu-4} + \sum_{\nu=0}^{l} (\beta_{\nu} \omega^z z + \omega^2 \gamma_{\nu}) |\phi|^{2(n-2)} C^{2\nu-2}_{2\nu-3},
\]
\[
b_{j+1} = \beta_{j+1} \omega^{j+1} + \beta_{j+1} \omega^{j+1} z + \omega^{2j+1} \gamma_{j+1}, \quad (\beta_{j+1} \omega^{j+1} z + \omega^{2j+1} \gamma_{j+1}) |\phi|^{2(n-1)} C^{2\nu-1}_{2\nu-1},
\]
\[
b_j = \beta_j \omega^j z + \omega^2 \gamma_j.
\]

**Corollary**

Let \(x_1, \ldots, x_p \) be pairwise different real numbers and \(z_1, \ldots, z_q \in \mathbb{C} \setminus \mathbb{R} \) be also pairwise different. If \(r \) is a polynomial with real coefficients whose degree satisfies the inequality \( \text{deg} \ P(x) < p + 2(l_1 + \ldots + l_p) \), then there exists \( \alpha_1, \beta_{j,1}, \gamma_{j,1} \in \mathbb{R} \) and \( b_{j,1} \in \mathbb{C} \) such that
\[
P(x) = \sum_{j=1}^{p} \frac{a_j}{(x - x_j)^l} + \sum_{j=1}^{q} \frac{b_{j,1}}{(x - z_j)^s} + \sum_{j=1}^{q} \frac{b_{j,1}}{(x - z_j)^s} + \sum_{j=1}^{q} \frac{b_{j,1}}{(x - z_j)^s}.
\]

where
\[
Q(x) = (x - x_1)^l \ldots (x - x_p)^l (x^2 - 2 \text{Re}(z_1) x + |z_1|^2)^s \ldots (x^2 - 2 \text{Re}(z_q) x + |z_q|^2)^s.
\]

The relations between the coefficients of the real partial fraction decomposition and the coefficients of the complex partial fraction decomposition are:
\[
b_{j+1} = \sum_{\nu=0}^{l} \beta_{\nu} \omega^{2 \nu} |\phi|^{2(n-2)} C^{2\nu-2}_{2\nu-3} + \sum_{\nu=0}^{l} (\beta_{\nu} \omega^z + \omega^2 \gamma_{\nu}) |\phi|^{2(n-1)} C^{2\nu-1}_{2\nu-1},
\]
\[
b_{j+2} = \sum_{\nu=0}^{l} \beta_{\nu} \omega^{3 \nu} |\phi|^{2(n-3)} C^{2\nu-4} + \sum_{\nu=0}^{l} (\beta_{\nu} \omega^z z + \omega^2 \gamma_{\nu}) |\phi|^{2(n-2)} C^{2\nu-2}_{2\nu-3},
\]
\[
b_{j+1} = \beta_{j+1} \omega^{j+1} + \beta_{j+1} \omega^{j+1} z + \omega^{2j+1} \gamma_{j+1} - 1 + (\beta_{j+1} \omega^{j+1} z + \omega^{2j+1} \gamma_{j+1}) |\phi|^{2(n-1)} C^{2\nu-1}_{2\nu-1},
\]
\[
b_j = \beta_j \omega^j z + \omega^2 \gamma_j,
\]

where \( \alpha_0 = \frac{1}{2 \text{Im}(z_1)} \).

**Example 1**

Consider the rational function
\[
f(x) = \frac{2x + 1}{(x^2 + 4x + 5)(x^2 + x + 2)}.
\]

For the first step we need to find corresponding PFD of given function. The given rational function is decomposed in [3] by "Two Brick Method" as
\[
f(x) = \frac{1}{6} \left( \frac{1}{x^2 + 4x + 5} + \frac{x + 4}{x^2 + x + 2} \right).
\]

Then, according to the Proposition (1) the complex PFDs of decomposed functions are obtained respectively as,
\[
\frac{-x - 7}{x^2 + 4x + 5} = \frac{-x - 7}{x^2 + 4x + 5} + \frac{\sqrt{5}}{x^2 + 4x + 5} + \frac{-x - 7}{x^2 + 4x + 5} + \frac{\sqrt{5}}{x^2 + 4x + 5} + \frac{\sqrt{5}}{x^2 + 4x + 5}
\]
\[
\frac{x + 4}{x^2 + x + 2} = \frac{x + 4}{x^2 + x + 2} + \frac{\sqrt{2}}{x^2 + x + 2} + \frac{x + 4}{x^2 + x + 2} + \frac{\sqrt{2}}{x^2 + x + 2} + \frac{\sqrt{2}}{x^2 + x + 2}.
\]

**Example 2**

Apply complex PFD of a more complicated rational function
\[
f(x) = \frac{2x + 1}{(x^2 + 6x + 10)^3}.
\]

Using proposition 2, the desired complex PFDs with corresponding complex coefficients can be given as
\[
\frac{2x + 1}{(x^2 + 6x + 10)^3} = \sum_{j=1}^{p} \frac{b_j}{(x - (-3 + i)^j)^3} + \sum_{j=1}^{q} \frac{b_j}{(x - (-3 - i)^j)^3}
\]

where \( b_1 = \frac{15}{16}, b_2 = \frac{15}{8} \) and \( b_3 = -\frac{15}{4} \).

**Differentiation via Complex Partial Fraction Decompositions**

Higher order derivatives of functions can be used in many applications. However, representing the higher order derivatives of many functions explicitly cannot be easy and in general they are computed recursively. From the point of view, higher order derivatives of a certain class of rational functions can easily be computed through complex PFDs and the \( k \)-th order derivatives can be computed directly. In this section we will give the general form of higher order derivatives of rational function (1). Finally, the results then will be used in some certain applications.

In order to find the high order derivatives of rational functions in (1), we suppose to find the high order derivatives of rational functions of types
\[
\frac{a}{(x - x_0)^l} \quad \text{and} \quad \frac{ax + \beta}{(x^2 - 2 \text{Re}(z) x + |z|^2)^s},
\]

where \( a, x_0, \alpha, \beta \in \mathbb{R} \). While computing high order derivatives of the first type of rational functions is direct, computing the high order derivatives of the other type of rational functions needs some more computations which will be given in this section.

If \( z \in \mathbb{C} \) is a fixed complex number, then the function
\[
f = 1 \quad \text{and} \quad f = ax + \beta \quad \text{with} \quad k \text{ an integer, is arbitrarily many times differentiable and}
\]
\[
\begin{align*}
\frac{d^k}{dx^k} \left( \frac{1}{(x - z)^r} \right) &= \frac{(-1)^r A_{r+k-1}^0}{(x - z)^{r+k}}, \\
\text{where} \quad A_{r}^0 \quad \text{stands for} \quad \frac{m!}{(m-p)!} = m(m-1) \ldots (m-p+1) \quad \text{and} \quad 0! = 1.
\end{align*}
\]

Indeed, it can be easily done by induction on \( n \). Consequently
\[
\begin{align*}
\frac{d^k}{dx^k} \left( \frac{ax + \beta}{(x - z)^r} \right) &= \frac{d^k}{dx^k} \left( \frac{a}{(x^2 - 2 \text{Re}(z) x + |z|^2)^s} \right) \\
&= a(-1)^r A_{r+k-2}^0 (x - z)^{r+k-1} + (ax + \beta)(-1)^r A_{r+k-1}^0 (x - z)^{r+k-1}.
\end{align*}
\]

In particular...
1. \( R^{(n)}_g(x) = (\frac{1}{n!}) \frac{d^n}{dx^n} \left( \frac{a^n}{x^n} \right) = \frac{1}{n!} \cdot \frac{a^n}{(x-z)^{n+1}} \)

2. \( R^{(n)}_h(x) = (\frac{1}{n!}) \frac{d^n}{dx^n} \left( \frac{a^n}{x^n} \right) = \frac{1}{n!} \cdot \frac{a^n}{(x-z)^{n+1}} \)

**Proof:**

We just need to use the formula

\[
\frac{d^n}{dx^n} \left( \frac{1}{(x-z)^n} \right) = \frac{(-1)^n n!}{(x-z)^{n+1}}
\]

and Theorem 1. Indeed, taking into account that \( \omega = \frac{1}{2\ln(z)} \), one gets successively:

**Proposition 7:** If \( a; b \) are real numbers and \( z \) is a complex number, then the following formula holds for every positive integer \( n \):

\[
\frac{d^n f}{dx^n} = \left. \frac{1}{(x - \Re(z))^n} \right|_{x = z} \frac{1}{(x - z)^n} + \frac{1}{(x - \Re(z))^n} \frac{d}{dx} \left( \frac{1}{(x - z)^n} \right) \]

where \( f \) is the rational function given by

\[
f(x) = \frac{ax + b}{(x - \Re(z))^n} \left( x - \Re(z) \right)^{\omega} \]

**Proof:**

It follows immediately by induction on \( n \).

**Corollary 8:** If \( R(x) = \frac{P(x)}{Q(x)} \) is the rational function as in corollary (3), then its \( n \)th order derivative is given by

\[
R^{(n)}(x) = \sum_{i=1}^{p} \sum_{j=1}^{r} \frac{(-1)^i A_{i+j-1}}{(x-x_i)^{n+1}} + \sum_{k=1}^{q} \sum_{l=1}^{s} \frac{(-1)^i b_{k+l-1}}{(x-z_k)^{n+1}} \frac{d}{dx} R^{(n)}_{r+i+k-1}(x)
\]

Consequently

\[
\left| R^{(n)}(x) \right| \leq \sum_{i=1}^{p} \sum_{j=1}^{r} \frac{\left| A_{i+j-1} \right|}{|x-x_i|^{n+1}} + 2 \sum_{k=1}^{q} \sum_{l=1}^{s} \frac{\left| b_{k+l-1} \right|}{|x-z_k|^{n+1}} \frac{d}{dx} \left( \frac{1}{(x-z_k)^{n+1}} \right)
\]

**Some Applications Involving Higher Order Derivatives**

One of the important applications of complex PFDs is the differentiation of rational functions. The higher order derivatives of the rational function (1) can easily be computed by using the relation (2) and corollary 6. In this section we discuss different problems involving higher order derivatives in which complex PFDs can be applied.

**Power series expansion**

According to the Taylor theorem, a function \( f \) can be approximated by power series, it exists, about \( x_0 \) as

\[
f(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(x_0)}{n!} (x-x_0)^n
\]

When \( x_0 = 0 \) (Maclaurin series of \( f \)), this series has the form

\[
f(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^n
\]

Thus the coefficients of Maclaurin series are represented by higher order derivatives:

\[
a_k = \frac{f^{(k)}(0)}{k!} \quad \text{or} \quad a_k = \lim_{x \to 0} \frac{f^{(k)}(x)}{k!}
\]

Practically, it may be difficult to represent \( a_k \) explicitly for all \( k \) for a certain class of functions. From the point of view, if the desired power series deals with a rational function, the complex PFDs can be applied to represent the coefficients explicitly by the following theorem:

**Theorem 1:** Let \( f \) be a rational function of (1). The coefficients of the Maclaurin series of \( f \) are

\[
a_k = \frac{1}{k!} \left[ \sum_{i=1}^{p} \sum_{j=1}^{r} \frac{(-1)^i a_{i+j-1}}{(x-x_i)^{n+1}} + \sum_{k=1}^{q} \sum_{l=1}^{s} \frac{\left| b_{k+l-1} \right|}{|x-z_k|^{n+1}} \frac{d}{dx} \left( \frac{1}{(x-z_k)^{n+1}} \right) \right]
\]

where \( a_k = k \beta_j R^{(k-1)}(x) + \gamma_j R^{(k)}(0) \)
Proof: It is easily obtain from (1) and Proposition 7.

Example 1: Consider the rational function

\[ f(x) = \frac{1}{(x^2 + 2x + 2)} \]

Then the complex number \( z = -1+i \) and the coefficients of Maclaurin series of given function according to the Theorem 9 can be given as

\[ a_k = \frac{1}{k!} \sum_{i=0}^{\infty} i^2 C_{2, n} \left( \frac{d^k}{dx^k} \left( R_{1, n}(0) \right) \right) \]

Thus, Maclaurin series of given rational function \( f \) is

\[ f(x) = \sum_{i=1}^{\infty} a_i x^i = \frac{1}{8} \sum_{i=1}^{\infty} \frac{3}{16} x^i + \frac{9}{16} x^2 - \frac{1}{2} x^3 + \frac{3}{16} x^4 + \frac{3}{16} x^5 - \frac{13}{32} x^6 + O(x^7) \]

On the other hand, in which cases \( a_i \neq 0 \) for all \( k \); the coefficients should alternatively be computed. This problem is processed by Computer Algebra Systems (CASs). In [4] new algorithms are introduced for finding hypergeometric power series of given function. As we mentioned before, rational algorithm is one of important algorithm for finding power series of rational functions in which complex PFD is the first step of the algorithm. Thus, our algorithm introduced for finding hypergeometric power series of given function.

Higher order Schwarzian derivatives

Schwarzian derivative of a function \( f \) (real or complex valued) is defined by

\[ S(f) = \frac{f'''}{f'} - \frac{3}{2} \left( \frac{f''}{f'} \right)^2 \]

and it is invariant under linear fractional transformations. Schwarzian derivatives appears in different fields of mathematics such as complex analysis, differential equations, hypergeometric series as well as dynamical systems. Since Schwarzian derivative involve higher order ordinary derivatives and their combinations, the Schwarzian derivative as well as higher order Schwarzian derivatives for a certain class of functions cannot easily be derived in a closed form. Although the simplest class of functions for ordinary differentiation is polynomials, the closed form of Schwarzian derivatives of a polynomial function

\[ P_n(x) = a_n x^n + a_{n-1} x^{n-1} + \ldots + a_0 \]

is complicated comparing with ordinary one and it was given in [3] as

\[ S(P_n)(x) = \frac{(n+2)!}{(n+1)!} a_1 \left( \frac{(n+2)}{2} a_n x^2 + (n+1)! a_n x + n! a_n \right) \]

\[ - \frac{(n+2)!}{(n+1)!} a_1 \left( \frac{(n+2)}{2} a_n x^2 + (n+1)! a_n x + n! a_n \right) \]

Since the formula (5) is a rational function of \( x \), it can directly be decomposed by complex PFDs algorithm for suitable part of applications whenever

\[ \frac{a_1}{a_1} > \left( \frac{n+1}{n+2} \right) a_1 \]

Moreover the higher order Schwarzian derivatives for a function \( f \) were defined inductively in [6] as

\[ S_{n+1}(f) = (S_n(f))' - (n-1)S_n(f) \]

From the point of view, the higher order Schwarzian derivatives involve more complicated combinations of higher order ordinary derivatives. For example, second and third order Schwarzian derivatives of the function \( f \), according to the (6), are given [2] as

\[ S_2 = -\frac{f'''(x)}{f'(x)} + \frac{3}{2} \left( \frac{f''(x)}{f'(x)} \right)^2 \]

\[ S_3 = -\frac{f'''(x)}{f'(x)} + \frac{3}{2} \left( \frac{f''(x)}{f'(x)} \right)^2 + \frac{3}{2} \left( \frac{f'''(x)}{f'(x)} \right)^2 \]

If the function \( f \) is deal with the rational function \( R(x) = \frac{\beta x + \alpha}{(x^2 - 2Re(z) + |z|^2)^3} \)

Then the higher order derivatives of the rational function \( R(x) \) according to complex PFDs is

\[ \frac{d^n}{dx^n}(R(x)) = \frac{d^n}{dx^n} \left( \sum_{i=1}^{\infty} \left[ \frac{b_i}{(x-z)^{i+1}} + \frac{\bar{b}_i}{(x-\bar{z})^{i+1}} \right] \right) \]

Thus Schwarzian derivative of the rational function \( R(x) \) can be easily represented in the closed form as

\[ S_1(f(x)) = \frac{3}{2} \left( \frac{f(3, q)}{f(1, q)} \right)^2 + \frac{3}{2} \left( \frac{f(2, q)}{f(1, q)} \right)^2 + \sum_{i=1}^{\infty} \left( \frac{(-1)^i b_i}{(x-z)^{i+1}} + \frac{(-1)^i \bar{b}_i}{(x-\bar{z})^{i+1}} \right) \]
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