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ABSTRACT With the fast proliferation of device sensing and computing, crowdsensing has become the building block of the Internet of things. Consequently, various data collection and incentive mechanisms are investigated for people-centric services. In this paper, we have investigated the problem of privacy-aware people-centric IoT service based on a tailored auction approach. We applied a bi-tier differential privacy methodology on the data collected from crowdsensing IoT devices. A corresponding pricing scheme is also proposed to ensure the property of incentive compatibility, precise service data, and anonymized query results. Comparing to traditional privacy-aware auction schemes which only focus on the cost, our corresponding precise privacy-aware auction scheme provides a tailored IoT service based on the customers’ request. The proposed trial query technique is able to provide a precise assessment of service quality, thus improves the efficiency of the people-centric IoT service. The customer could enjoy the convenience of service evaluation before making a bid, while the actual service data is anonymized to guarantee the service providers’ interests. We evaluate the proposed bi-tier differential privacy schema for auction-based service by conducting extensive simulations. The experimental results show that our proposed method yields higher data utility and accuracy for the IoT service customers with privacy concerns.

INDEX TERMS Data protection, Internet of Things, differential privacy, crowd sensing IoT system.

I. INTRODUCTION
Crowd sensing techniques emerge as a powerful solution in Internet of Things [1] The large amount of sensed data is aggregated and analyzed by the IoT service provider and people-centric services are provided for the customers to subscribe [2]. Such new paradigm, as the result, promotes extensive applications in the area of healthcare, anomaly detection and transportation [3]–[5], [37].

Despite the convenience of people-centric IoT service [30], [31], the collection of sensing data suffers the dangers from the privacy and security breaches [18]. Users have concerns when their data is stored, processed, and analyzed by the third party. Therefore, the technical challenges in the privacy-aware data collection need to be investigated.
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Besides privacy-aware data collection, an incentive mechanism with service evaluation and the privacy protection of the service data are crucial to the quality of people-centric services. How to provide the customer a precise evaluation for the service he may subscribe, while without compromising the service provider’s real data is a challenging issue.

In this paper, we investigate the issue of privacy-aware people-centric IoT service subscription, and aim to provide a tailored auction mechanism for both customers and service providers with the properties of incentive compatibility, precise service data, and anonymized query results. We applied a bi-tier differential privacy methodology on the data collected from crowd sensing IoT devices. The IoT service providers evaluate the received anonymized data to build different types of human-centric IoT services for the customers to subscribe. In order to help the customer get a more precise evaluation of quality of the data service, we allow the customer sends a trial query to see if the service data is meet his/her expectation. Since the exact query results contains valuable information and could not be released to the customers before they actually paid, a trial query result will be sent to the customer, which maintains the basic data pattern for service evaluation, and does not disclose the real data in the service. We apply the wavelet clustering method to preserve the service data privacy on the service provider’s end, which is efficient in terms of time complexity and suitable for large special database.

Comparing to traditional privacy-aware auction schemes [32]–[35] which only focus on the cost, our corresponding precise privacy-aware auction scheme is proposed to provide customer’s a tailored IoT service based on customer’s request quality. The assessment improves the efficiency of the people-centric IoT service without unnecessary payment from the customer’s side. Many people-centric IoT services with numeric data generated are in the scope of this work, such as location-based services, smart home, health care, etc.

The remainder of this paper is organized as follows. Section II discusses the related work. Section III presents the proposed system model and assumption scenario. Section IV and Section V describe the details of our incentive schemes. Section VI shows the experimental results and analyses. Section VII concludes the paper.

II. RELATED WORK
A. DIFFERENTIAL PRIVACY
The concept of privacy is defined as “the right to be left alone, free from intrusion or interruption” [38]. Privacy encompasses the categories of communication privacy, information privacy and physical privacy.

Differential privacy appears as a new notion of privacy with strong and mathematical in the field of statistical and machine learning analysis. It is a strictly provable and privacy controlled method and has become a de facto standard for a security-controlled privacy guarantee [39]. With the help of differential privacy, the modifications on a single database tuple would not affect the outcome of analysis.

The core idea of the differential privacy protection model can be classified into two categories: [40]. The first class is it ensures the operation of inserting or deleting a record in the input data set does not affect the output of any calculation (such as counting query). The second class is the model is not influenced by the attacker. With the background knowledge, even if the attacker has mastered sensitive information of all records except one record, the sensitive information of the record cannot be disclosed [41].

In local differential privacy method, the differentially private mechanism is applied to the real data on local device instead of sending them to the third-party aggregator. The aggregator receives the data that is already anonymized, and the aggregator will not have any access to real data [42], [43]. Local differential privacy method offers a great advantage that the third-party aggregator does not have to be fully trusted. The user’s private data is safe even if the aggregator is malicious, which make the local differential privacy model well-suited to wider conditions where the third party is barely trusted.

The main difference between local differential privacy and proposed bi-tier differential privacy is the improved flexibility for the service provider and customer. Both customers and service providers are able to control the cost for privacy protection based on their own assessment of the value of data.

B. INCENTIVE MECHANISM FOR SERVICE AUCTION
Participatory sensing is a paradigm for data collection and collective knowledge information about a state or the condition of interest [45]. Auction-based incentive mechanisms [44]–[48] are widely studied accordingly for crowdsourcing and crowd sensing. The work in [45] addressed the issue of incentive mechanism in participatory sensing applications. The proposed approach is incentive for user participation and truthful cost declaration. In [19], the authors propose two privacy-aware incentive schemes to allow each mobile user earn credits by contributing data without leaking which data it has contributed, and ensure dishonest users cannot abuse the system to earn unlimited amount of credits. Reference [20], [21] designed an incentive scheme by performing data aggregation and perturbation with reliable workers. In [49], the authors designed a sealed bid second price auction to motivate user participation whereas the platform utility is neglected in the auction process. Reference [50] presents a reverse auction based dynamic price incentive mechanism. The user could sell his/her sensed data with the claimed bid prices to the service provider. However, the authors did not consider the truthfulness when they design the mechanism. In [12], the author proposed a second pricing scheme to achieve incentive compatibility. The proposed VCG scheme, however, could not maximize the seller’s income so the resulting revenue is away from the optimal solution.

III. THE PROPOSED SYSTEM MODEL
Fig. 1 demonstrates the proposed system model of people-centric service. Staring from the data source, IoT devices
sense and generate data, perform light-weight local DP to eliminate the risk of privacy leakage, and then submit data to service providers. Some IoT devices are capable of running light-weight LDP such as smartphones. Other IoT gadgets send the privacy-sensitive data to local personal devices to perform LDP before delivering the data to service providers. Once the data have been purchased, the data owner will receive revenue from service providers. This mechanism can motivate more participants to join the people-centric service subscription.

The service providers receive data from the data source, apply the GDP to further remove privacy risk. Meanwhile, the service providers may receive data queries from customers before they sign a contract. In order to provide precise data pattern information while keeping the real data secure, the service providers first adopt wavelet clustering to retrieve data pattern information, then generate synthetic data and send to customers.

Since the owners of IoT device adopt privacy protection technique, the data collected by service providers have different anonymization levels. According to [22], the quality of data and service is inversely proportional to the anonymization level. In the first stage of bi-tier DP, the higher the data and service is inversely proportional to the anonymization levels. According to [22], the quality of data and service collected by service providers have different anonymization levels. Other IoT gadgets send the privacy-sensitive data to local personal devices to perform LDP before delivering the data to service providers. Once the data have been purchased, the data owner will receive revenue from service providers. This mechanism can motivate more participants to join the people-centric service subscription.

For the global DP stage, the relation between privacy level and service quality is discussed in [22]. Let \( u(\cdot) \) and \( r \) represent the service quality and the privacy level, respectively. The three empirical assumptions are: 1). \( u(\cdot) \) is nonnegative; 2). \( u(\cdot) \) is inversely proportional to \( r \) \( \in [0, 1] \); 3). \( u(\cdot) \) is convex and decreases at an increasing rate over \( r \). Then the relationship between the service quality and the privacy level is proposed in the following function:

\[
u(r) = \alpha_1 - \alpha_2 \exp(\alpha_3 r)
\]

where \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are curve fitting parameters. These parameters can be obtained using data from real-world experiments by solving the following minimization problem [18]

\[
\min \sum_{i=1}^{B} \left\| u(r^{(i)}; \alpha) - \tau^{(i)} \right\|^2
\]

\( r^{(i)} \) and \( \tau^{(i)} \) are the privacy level and the real-world service quality in the \( i \) th experiments, respectively, and a set of \( B \) experiments are performed to obtain these parameters.

Although the method in [22] can effectively predict the quality of data and service at the global stage, it cannot be applied to local stage due to two reasons: 1). local devices only have limited computational capacity which may not be capable of running a set of B experiments to obtain important parameters; 2). the data owners may not be willing to share the original data or the privacy protection level they adopted so that the service providers are not able to perform the prediction due to the lack of the privacy level \( r \) at local stage. As the final quality of data and service depends on the DP performed at both local and global stages, we argue that predicting the quality in our scenario is not feasible in practice. Thus, allowing the customers to use trail query and performing individual quality assessment have been recognized as a more realistic method which not only overcomes the aforementioned problem, but also provides better flexibility to the customers when evaluating the quality of data and service.

IV. BI-TIER DIFFERENTIAL PRIVACY

In this section, we first explain the definition of existing differential privacy technique, and then propose a bi-tier differential privacy solution.

A. DP PRELIMINARIES

The initial concept of DP was conceived to formalize the notion of privacy. The research work in [23] was practically achievable as well as theoretically verifiable. A comprehensive study of differential privacy is presented in [11] to provide an insight of DP from different research perspectives.

Consider sets \( D \) and \( D' \) that differ in maximum one data entry, let \( R \) be a randomized mechanism generating a query of a database with some probability. Let \( E \) be an event (a subset of query outcomes). We define the mechanism \( R \) is \( \epsilon \)–differentially private (\( \epsilon \)-DP) if for any \( E, D \) and \( D' \),

\[
\Pr[R(D) \in E] \leq e^\epsilon \Pr[R(D') \in E]
\]

In Eq. (1), the randomness of mechanism \( R \) leads to the probability. This inequality represents a worst-case privacy guarantee as this is a strong constraint that must hold for all \( E \), and all random datasets \( D \) and \( D' \).

**Definition 1 (Differential Privacy):** The notion of differential privacy \((\epsilon, \delta)\) differential privacy is a more practical notion as a generalization of \( \epsilon \)-DP. The explanation is that the mechanism \( R \) is \((\epsilon, \delta)\)– differentially private (or \((\epsilon, \delta)\)– DP in short) if for any \( E, D \) and \( D' \) (\( D \) and \( D' \) differs at most one entry),

\[
\Pr[R(D) \in E] \leq e^\epsilon \Pr[R(D') \in E] + \delta
\]
Given n is the input size, \( \delta = \Omega(1/n) \) is recognized as poor privacy since private individual data can be fully recovered [EYE-8]. A mechanism \( R \) can be \((\varepsilon, \delta)-DP \) for more than one pair of \((\varepsilon, \delta) \). Generally speaking, smaller \((\varepsilon, \delta) \) means better privacy.

**B. LOCAL DIFFERENTIAL PRIVACY**

In the proposed system, the service providers collect IoT data, reorganize and analyze the data, and publish their services. The privacy of users’ data needs to be ensured during at two different stages. In the LDP model, we assume that the service provider has collected information about the identity of the user, but does not know the privacy information of each user. We set \( n \) as the total number of users, and \( a_i(1 \leq i \leq n) \) is expressed as the \( i \)-th user. The privacy data of each user \( a_i \) is represented by a tuple \( t_i \), which contains \( c \) attributes \( A_1, A_2, ..., A_c \). These attributes can be numeric attributes or categorical attributes. In general, we assume that each numeric attribute has a field \([-1, 1]\), and each categorical attribute with a different \( k \) value has a discrete field \([1, 2, ..., k]\).

To protect privacy, each user first uses a random perturbation function \( f \) to perturb their tuples and then sends the perturbed data \( f(t) \) instead of the original real data \( t \) to the aggregator or service provider. The perturbation function determines the trade-off between privacy security levels and data quality. If \( f(t) = t \) is directly used, in this case, the user sends the real data directly to the service provider; and the service provider performs modeling calculation based on the real similar data, which will reach the extreme of the service quality, and at the same time This is also the fact that the aggregator completely receives the user’s private data and will have no user privacy. If you let \( f \) output a tuple unrelated to \( t \), the service provider will not perform computational modeling based on any valid user data, which also achieves extreme user privacy, but the quality of service will be reduced to zero.

**Definition 2 (\( \varepsilon \)-Local Differential Privacy):** The random function \( f \) satisfies \( \varepsilon \)-local differential privacy if and only if any two input tuples \( t, t' \in \text{Dom}(f) \). At this point for any possible output \((t) = t^* \), we have:

\[
\Pr[f(t) = t^*] \leq e^\varepsilon \times \Pr[f(t') = t^*]
\]

LDP is a special case of DP because random perturbation in LDP is performed by the user rather than by the aggregator, which means that the aggregator does not have the user’s real private data. Due to the fact that local device may only have limited resources, the computational complexity and memory consumption of LDP need to be controlled strictly. We suggest that light weight perturbation methods should be used in this stage. Moreover, the size of data entry \( D \) need to be reduced, which can be achieved by restricting the scope of interest or sampling a subset of data from the original data entry. For example, if the data is related to location, the size of interested area can be restricted when forming the data entry.

According to the definition above, it can be ensured that the aggregator accepting the disturbed data tuple \( t^* \) cannot distinguish whether the true tuple is \( t \) or another tuple \( t' \) (controlled by the privacy parameter \( \varepsilon \)). This also provides users with certain denial. At the same time, in the \( \varepsilon \)-local differential privacy, since the random disturbance is performed by the user himself, depending on the different privacy requirements of the users, different users further achieve the privacy protection by giving different values of the privacy parameter \( \varepsilon \). The light weight implementation methods of LDP can be found in [42].

**C. GLOBAL DIFFERENTIAL PRIVACY**

The service providers apply global DP for two major reasons: 1). Protecting data owners’ privacy; 2). Protecting service providers’ valuable information. Since the service providers continuously collect large sets of IoT data, it is inevitable to see that some data owners do not protect their data properly. Meanwhile, the combination of data from different sources may result in new privacy issues. Thus, global DP will effectively protect data owners’ privacy when such data is going to be delivered to customers as part of the service. On the other hand, certain valuable information may exist in the data set before or after the analysis enforced by service providers. To hide such information while remaining the service available, global DP technique is a promising solution due to the fact that the implementation of global DP is to add noise to the data set.

We consider Laplacian distribution and use it to achieve global DP. If \( \Delta f \) is the sensitivity of the function \( f \), then we consider how the function may reveal the metric of the function, followed by adding Laplace noise to preserve \((\varepsilon, 0)\) differential privacy with a \( \Delta f/\varepsilon \) scale.

Technically, \( \Delta f \) is \( I_1 \) sensitivity. However, the results of Gaussian noise involve \( I_2 \) sensitivity. The main reason for this relies on the norm we use to measure the sensitivity (we use the sum of absolute values rather than the root mean square). The Laplace mechanism implements differential privacy by adding random noise that conforms to the Laplacian random distribution to the determined query results. The probability density function is:

\[
f(x|\lambda) = (1/2\lambda) \exp(-|x|/\lambda)
\]

where \( \lambda > 0 \) is the scale parameter of the variable \( x \), which is determined by the sensitivity \( \Delta f \) of the function \( f \) and the privacy parameter \( \varepsilon \). \( \lambda = \Delta f/\varepsilon \).

When we want to issue a function \( f: D \rightarrow \mathbb{R}^d \), for the statistical data set, the closer the published data set and \( f(D) \), the better the privacy protection effect, and the privacy protection algorithm can be designed by the Laplace mechanism.

**V. AUCTION-BASED SERVICE SUBSCRIPTION**

In this section, we first introduce the wavelet clustering and synthetic data generation techniques that allow the service providers to answer the trail queries with unreal but useful contents. Then the auction model for service subscription is introduced.
A. ANSWERING THE TRAIL QUERIES

When the original reply for a trail query is ready, the service provider will treat the multidimensional data as a multidimensional signal. It first divides the data space into a grid structure, and then transforms the data space into a frequency domain space by wavelet transform. After convolution with a kernel function in the frequency domain space, the natural clustering property [36] of the data appears. The wavelet clustering method is a multi-resolution algorithm with high resolution for detailed information and low resolution for contour information. We must mention that service providers will not be rewarded immediately when answering a trail query. Consequently, we choose wavelet clustering for the following reasons: 1) the time complexity of wavelet clustering is $O(n)$; 2) the wavelet clustering performs well on big multi-dimensional data. Without much overhead, the service providers can easily handle the trail queries.

Let $n$ be the common length of the $p$ series individually denoted by $X(i)$, which are the original data. At the beginning, given an orthogonal wavelet $\psi$, to decompose the aforementioned series at level $J$:

$$X^{(i)} = A^{(i)}_j + \sum_{j=1}^{J} D^{(i)}_j$$

where $A^{(i)}_j$ and $D^{(i)}_j$ are respectively the approximation and detail at level $j$ of the signal $X^{(i)}$. Thus, we can say that $A^{(i)}_j$ and $D^{(i)}_j$ is in the spaces $V_j$ and $W_j$ respectively. The space $V_j$ is the orthogonal complement of $V_j$ into $V_{j-1}$. $(V_{j-1} = V_j \oplus W_j)$. Consequently, the signal in $V_j$ can be treated as approximation signals like $A_j$ or equivalently denoted by $cA_j$ in level-dependent bases.

The main idea of wavelet clustering is to first quantize the original data set into the feature space, perform wavelet transform on the feature space, and find the connected parts in the space after wavelet transform, which is clustering, not every cluster. The tag is added, and then the mapping representation provided by the algorithm determines the cluster to which each data point in the original data set belongs, so that the service providers can take appropriate data points from each cluster to form a model which can be used to generate synthetic data to answer the query.

We use the definition found in [24] to denote cluster$(X)$ as the Ward hierarchical clustering algorithm applied to the matrix of Euclidean distances between objects described by $X$. The procedure of wavelet clustering is described as follows:

1. Decompose the signal with a wavelet signal $A_j$, generate $(cA_j, CD_j, \ldots, CD_1)$.
2. Use various wavelet bases and calculate a set of partitions denoted as clusters $(cA_j, CD_j, \ldots, CD_1)$.
3. Choose the optimal partition by selecting a level of decomposition and a number of clusters $C$.

After finding the cluster information, the service provider is now able to generate synthetic data accordingly. In [25], we found the method to generate random data using wavelets. Given a sample of size $M = 2^K$ where $K$ is a positive integer, taken from a stochastic process $f(t)$ with zero mean: $f_1, f_2, \ldots, f_M$ where $f(t) = \sum_{-\infty}^{\infty} \sum_{-\infty}^{\infty} d(k, l)2^{-k/2}\psi(2^{-k} t - l)$ and $d(k, l)$ is the discrete wavelet transform $d(k, l) = \int_{-\infty}^{\infty} f(t)2^{-k/2}\psi(2^{-k} t - l)dt$. Define the sample $f_0(k) = 0, 1, \ldots, K; i = 1, \ldots, M$ consisting of averages of $2^k$ successive elements of the sample, $f_0$ is the original sample and $f_{K_i}$ is a sample of all zeros, since the average of $M$ elements is zero. The detail function $g_k(t)$ has a sample made up of $M$ elements $g_k(t) = f_k(t) - f_{k-1}(t)$ for $k = 1, 2, \ldots, K$. Thus we have, for each element $f_i$ of the original sample, $K$ detail function values $g_{ki}$ correspond to different resolutions. Choosing randomly from among $M$ elements for each $g_k(t)$, and then summing them up by $f(t) = \sum_{-\infty}^{\infty} g_k(t)$ we get a simulated value for $f(t)$ as $f_j = \sum_{k=1}^{K} g_{kj}(t)$ where $j$ is the index for generated elements.

B. AUCTION MODEL

For the simplicity of description, we assume one service provider providing $S$ types of privacy-ware services to $N$ customers. The services are distinguished by the functions, and each service owns $P$ types of QoS (quality of service) levels corresponding to $P$ types of global privacy protection level. Based on the type and level of services, we propose an auction model for the customers to submit bid for combinatorial services. It is worth to mention that the users are able to assess the quality of any service with trial query prior before submitting bid.

In the auction model, we consider the service provider as a single seller and the customers as multiple buyers. According to the auctioneer, the service provider can also run the tasks of starting auctions, collecting bid submissions, determining winners and final prices. For example, the service provider announces a group of privacy-aware services to customers. Let $SV_1, SV_2, \ldots, SV_S$ be $S$ different services provided by the service provider. In order to manage the computation and memory resources, we assume that each service $SV_i$ is associated with computational overhead $C_i$, network bandwidth $B_i$ and memory overhead $M_i$. To be more specific, the $P$ levels of services $SV_1, SV_2, \ldots, SV_P$ are provided corresponding to varying privacy levels of people-centric data.

After knowing the announcement of privacy-aware services, customers will first submit trail queries to evaluate the quality of service for those they are interested in. Based on the evaluation results, they can estimate price and upload bids on their desired services to the service provider. We assume that all customers are single-minded, each of them only creates a bid for one service bundle in each round. This assumption is rational and widely mentioned in auction models.

Given a customer $CR_i$, we define the bid of $CR_i$ by the following

$$B_i = \{d_0^i, d_1^i, \ldots, d_S^i, e_i\}$$

(8)
where \(d_{ij}^k\) and \(r_i\) are a vector expressing buyer \(i\)’s demand on service \(SV_j\) and the buyer \(i\)’s valuation of requested service bundle, respectively. The demand \(d_{ij}^0\) can be further expressed as
\[
d_{ij}^j = \{d_{ij}^1, d_{ij}^2, \ldots, d_{ij}^p\}, \quad \forall j \in [0, S]
\] (9)
where \(d_{ij}^k \in \{0, 1\}\) represents whether the \(k\)th level of service of \(SV_j\) is required by customers \(i\).

After bid collection from all the buyers, the auctioneer determines the winners and final prices of services to charge winners, based on a designed auction mechanism. These winners will make payment and receive services in their bid service bundle from the service provider.

VI. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we provide several simulations to evaluate our proposed methods on the empirical smart home dataset. For the bi-tier differential privacy solution, we set both informed and blind attack for testing, and then examine the service provider’s ability and the external attacker’s ability to classify the information. For the service subscription solution, we let service provider offer data filtering service, and assume customers use the data for further information retrieval. The effectiveness of trial query solution is examined followed by the evaluation of auction scheme in terms of average revenue and customers’ satisfaction.

A. BI-TIER DP
In this part, we choose the dataset found in [26] for smart home traffic gathered from a real-world deployment of IoT devices. 30 IoT devices have been observed over a period of two weeks to form the dataset. To simulate the attacker’s activity, we study two models.

In informed attack, we assume that the attacker know the exact number and type of devices used in a smart home, and perform the mapping between known device list to data source in order to infer the user’s activities. This attack is more likely to happen when service provider is not trustful or not secured (only LDP has been applied). In blind attack, we believe that the attacker does not have the number and type of devices installed in the smart home, but still want to classify the data to identify the data source. We believe the external attackers can easily perform this task (bi-tier DP has been applied).

Another parameter we must mention is the \(\epsilon\) value for \(\epsilon\)-differential privacy. Let \(S_{l_1}(Q)\) of a query set \(Q\) be \(l_1\) sensitivity, we need to add Laplace noise with mean 0 and magnitude \(\lambda\) to the query results such that \(S_{l_1}(Q) \leq \epsilon\lambda\). With fixed sensitivity, larger values of \(\epsilon\) denotes adding less noise and consequently lower levels of privacy protection. The value of \(\epsilon\) for LDP in our experiments is in the range of \([0.2, 1]\). With lower computational capability, each data owner is given a randomly selected dataset of 10% size and randomly chooses a \(\epsilon\) number from this range to perform LDP. For the GDP, the default value of \(\epsilon\) is 0.3 with the entire dataset as the base of DP.

Figure 2 shows the results for privacy protection against both informed and blind attacks on the data sets with different size. With the increasing percentage of information obtained by the attacker, the chance of identify data owner increases by more than 10% for the informed attacker model as compare to the blind attacker. When the attacker gets more than 70% of information, the privacy risk raises up to 25% or above under current settings. However, the blind attacker can only achieve 15% of accuracy when bi-tier DP is fully implemented. These results prove the effectiveness of GDP.

![Figure 2: Data set size vs. identification accuracy.](image)

Figure 3 reports the identification accuracy as a function of increasing number of attributes. In the experiments, an attribute set of size within \([1, 10]\) consists of the first \(n\) elements of the data set we used. Our results show that the privacy risk does not vary much with the number of attributes as long as the number of attribute is greater than 2. The reason behind this is that 3 or more attributes are enough for the attacker to perform identification task. For 8, 9 and 10 attributes, the informed attacks with more than 70% of information perform similarly. As expected, the blind attack shows less risk than the informed attack.

The parameter \(\epsilon\) is inversely related to the privacy guarantees of differential privacy. In other words, at lower values of \(\epsilon\), Laplace noise of larger magnitude is added to query responses. Consequently one would expect less efficient blocking as \(\epsilon\) declines. This finding is also supported by Figure 4. Obviously, the blind attack is more sensitive to the change of \(\epsilon\).

Figure 5 shows the comparison results of computational overhead at different stages. For this purpose, we use default settings and run both LDP and GDP on the same computer. It can be seen that the overhead of LDP is significantly lower than the overhead of GDP. Considering the lower computational capacity of local device, we can see the benefit of LDP. Besides, the overhead of GDP decreases when we relax the privacy protection requirement. This happens because adding noise in GDP is a heavy task, which only causes trivial overhead in LDP.

B. SERVICE SUBSCRIPTION
In the following simulations, we first examine the impact of bi-tier DP on the quality of data for both trial query and
actual query. Assume that each customer is interested in several value ranges. If a data point falls into the same range before and after applying DP, we say the data point is valid. Otherwise, the data point is considered as invalid one. The quality of data is measured by the number of valid data points divided by the number of invalid data points. The rest of experiment settings remain default.

Figure 6 shows the results of data quality affected by DP protection for both trail query and paying query. Remind that paying query delivers data set after bi-tier DP, and trail query generate synthetic data set using wavelet clustering technique. With the decreasing privacy protection level, the quality of data slightly increases by less than 5%. Note that these results are conducted under current service type and system settings. The privacy protection level may have larger impact on the quality of data in a different scenario. The effectiveness of proposed trail query method can be seen from the same results. Although it is synthetic data, thanks to the wavelet clustering and random number generator, the quality of trail query data can keep up to 97% of data quality as compare to the output of paying query. But the exact data points are generated randomly.

Figure 7 reports the computational overhead as a function of increasing data set size. In the experiments, the size of data set is increased from 20% to 100%. Our results show that the computational overhead for handling both type of query increases linearly. For the paying query, we get this result since the service provider is providing filtering service with computational complexity $O(n)$. For the trail query, the additional overhead is from the wavelet transform and the random number generation, where both tasks have the same computational complexity $O(n)$. Note that the frequency of answering trail query is much lower than the frequency of
answering paying query. Thus, the additional overhead for handling trial query is acceptable.

In last simulation, we limit the capacity of service provider and examine the customer satisfaction rate. Specifically, if a customer’s requested service bundle is allocated, the customer is satisfied. The combinatorial auction bid may not be fulfilled by the service providers due to the lack of resources, thus making the customer unsatisfied.

We compare the results with a fixed allocation scheme [27] and a random allocation scheme [27] in Figure 8. As we can see that for these mechanisms, user satisfaction rate decreases as the number of users increases. In addition, we observe that the proposed solution provides better satisfaction than the other methods. Our solution outperforms the fixed and random schemes because the service provider in those schemes offers limited resource combinations which often fail to meet the varying requirements of customers.

VII. CONCLUSION

In this paper, we address the major technical challenges privacy-aware service subscription in people-centric IoT sensing, and validate its operation and effectiveness with the prototype system. We applied a bi-tier differential privacy methodology on the data collected from crowd sensing IoT devices. A corresponding pricing scheme is also proposed to ensure the property of incentive compatibility, precise service data, and anonymized query results. Comparing to traditional privacy-aware auction schemes which only focus on the cost, our corresponding precise privacy-aware auction scheme is proposed to provide customer’s a tailored IoT service based on customer’s request quality. The assessment improves the efficiency of the people-centric IoT service without unnecessary payment from the customer’s side. Numerical analyses show the effectiveness of our proposed methodology.
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