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Abstract. A sequential dynamical system (SDS) consists of a graph \( G \) with vertices \( v_1, \ldots, v_n \), a state set \( A \), a collection of “vertex functions” \( \{f_{v_i}\}_{i=1}^n \), and a permutation \( \pi \in S_n \) that specifies how to compose these functions to yield the SDS map \( [G, \{f_{v_i}\}_{i=1}^n, \pi]: A^n \to A^n \). In this paper, we study symmetric invertible SDS defined over the cycle graph \( C_n \) using the set of states \( F_2 \). These are, in other words, asynchronous elementary cellular automata (ECA) defined using ECA rules 150 and 105. Each of these SDS defines a group action on the set \( F_2^n \) of \( n \)-bit binary vectors. Because the SDS maps are products of involutions, this relates to generalized toggle groups, which Striker recently introduced. In this paper, we further generalize the notion of a generalized toggle group to that of a flexible toggle group; the SDS maps we consider are examples of Coxeter elements of flexible toggle groups.

Our main result is the complete classification of the dynamics of symmetric invertible SDS defined over cycle graphs using the set of states \( F_2 \) and the identity update order \( \pi = 123 \cdots n \). More precisely, if \( T \) denotes the SDS map of such an SDS, then we obtain an explicit formula for \( |\text{Per}_r(T)| \), the number of periodic points of \( T \) of period \( r \), for every positive integer \( r \). It turns out that if we fix \( r \) and vary \( n \) and \( T \), then \( |\text{Per}_r(T)| \) only takes at most three nonzero values.
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1. Introduction

Suppose we wish to model a finite system in which objects have various states and can update their states in discrete time steps. Moreover, assume that the state to which an object updates depends only on the current state of that object along with the states of other nearby or connected objects. This rough idea is the basis for a graph dynamical system. A graph dynamical system contains a base graph used to represent the connectivity of objects, a set of states, and a collection of vertex functions that determine how a vertex updates its state depending on its current state and the current states of its neighbors. In addition, a graph dynamical system contains some rule determining the scheme by which vertices update their states. In a series of papers published between 1999 and 2001, Barrett, Mortveit, and Reidys introduced the notion of a sequential dynamical system (SDS), a graph dynamical system in which vertices update their states sequentially \([1, 5, 6, 22]\). Subsequently, several researchers have worked to develop a general theory of SDS (see, for example, \([2, 3, 4, 10, 15, 18, 19, 23]\)). The recent article \([10]\) is particularly interesting because it shows how SDS, originally proposed as models of computer simulation, are now being studied in relation with Hecke-Kiselman monoids in algebraic combinatorics. We draw most of our
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Applying the map $F$ system state that occurs when the vertex $v$ the local update functions and the update order $v$ to update, the vertex function $\sigma$ not to worry about this issue because we will only deal with symmetric vertex functions. depending on the problem one wishes to solve or the behavior one wishes to model. Here, we need $f$ when used as arguments of the function $\nu$. is the number-theoretic Möbius function. The vector $|\Per(f^r)| = \sum_{d|r} \mu(r/d)|\Per(d(f)|$, By Möbius inversion,

$$|\Per(f)| = \sum_{d|r} \mu(r/d)|\Per(d(f)|,$$

where $\mu$ is the number-theoretic Möbius function.

Suppose a vertex $v_i$ is adjacent to vertices $v_{j_1}, \ldots, v_{j_d}$, where $d = \deg(v_i)$. When it is time for $v_i$ to update, the vertex function $f_{v_i}$ takes as its inputs the states $q(v_i), q(v_{j_1}), \ldots, q(v_{j_d})$ and outputs the new state to which $v_i$ should update. How should the states $q(v_i), q(v_{j_1}), \ldots, q(v_{j_d})$ be ordered when used as arguments of the function $f_{v_i}$? In general, the answer to this question can vary depending on the problem one wishes to solve or the behavior one wishes to model. Here, we need not to worry about this issue because we will only deal with symmetric vertex functions.

The vector $(q(v_1), \ldots, q(v_n))$, which lists all of the states of the vertices of $G$ in the order corresponding to the vertex indices, is known as the system state of the SDS. For each vertex $v_i$ of $G$, we define the local update function $F_{v_i}: \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n$ by

$$F_{v_i}(x_1, \ldots, x_n) = (x_1, \ldots, x_{i-1}, f_{v_i}(x_i, x_{j_1}, \ldots, x_{j_d}), x_{i+1}, \ldots, x_n),$$

where $v_{j_1}, \ldots, v_{j_d}$ are the neighbors of $v_i$. The local update function $F_{v_i}$ represents the change in the system state that occurs when the vertex $v_i$ updates its state using the vertex function $f_{v_i}$. From the local update functions and the update order $\pi = \pi_1 \cdots \pi_n$, we define the SDS map $F: \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n$ by

$$F = F_{v_{n-1}} \circ \cdots \circ F_{v_1}.$$ Applying the map $F$ is known as a system update; it represents the change in the system state that occurs when each vertex $v_i$ updates in the sequential order specified by the permutation $\pi$.

To emphasize that an SDS is defined over the graph $G$ using the collection of vertex functions $\{f_{v_i}\}_{i=1}^n$ and the update order $\pi$, it is common to denote the SDS map by $[G, \{f_{v_i}\}_{i=1}^n, \pi]$. If all
of the vertex functions \( f_v \) are equal to the same function \( f \), we simply write \([G, f, \pi]\) for the SDS map.

**Example 1.1.** Consider the graph \( C_4 \) shown in block A of Figure 1. Define an SDS over \( C_4 \) using the update order \( \pi = 1234 \), the set of states \( \mathbb{F}_2 \), and the vertex function \( f \) given by \( f(x, y, z) = x + y + z \). The initial system state of this SDS is \((1,0,1,1)\), as shown by the blue labels in block A of Figure 1. We will perform a system update in order to find \([C_4, f, \pi](1,0,1,1)\). Because \( \pi_1 = 1 \), we first apply the local update function \( F_v \). We have

\[
F_v(1,0,1,1) = (f(1,1,0),0,1,1) = (0,0,1,1).
\]

Similarly, one can calculate that \( F_v(0,0,1,1) = (0,1,1,1) \), \( F_v(0,1,1,1) = (0,1,1,1) \), and \( F_v(0,1,1,1) = (0,1,1,0) \). Letting \( F = [C_4, f, \pi] \), we find that \( F(1,0,1,1) = (0,1,1,0) \), as shown in block E of the figure. In other words, through a sequence of local updates, the system update transforms the system state \((1,0,1,1)\) into the new system state \((0,1,1,0)\).

The SDS map \([G, \{f_v\}_{i=1}^n, \pi]\) tells us how the states of the vertices of the graph \( G \) change when we update the graph in a sequential manner. A natural aim is to analyze the long-term behavior of the states of the vertices as we continually update the system. To do this, we make use of a directed graph known as the phase space of the SDS map. The phase space of a function \( F: X \to X \), denoted \( \Gamma(F) \), is a directed graph with vertex set \( V(\Gamma(F)) = X \) and edge set

\[
E(\Gamma(F)) = \{(x, y) \in X \times X : y = F(x)\}.
\]

In other words, a directed edge is drawn from \( x \) to \( F(x) \) for each \( x \in X \). The phase space of the SDS map given in Example 1.1 is shown in Figure 2.

In Example 1.1, we used the update order \( \pi = 1234 \). Henceforth, we let \( \text{id} \) denote the identity permutation \( 123 \cdots n \); this will be the primary update order we will consider. Our example also used the vertex function \( f: \mathbb{F}_2^3 \to \mathbb{F}_2 \) given by \( f(x, y, z) = x + y + z \). Following [21], we denote this specific function by \( \text{parity}_3 \). Similarly, we define the function \((1 + \text{parity})_3: \mathbb{F}_2^3 \to \mathbb{F}_2 \) by

\[
(1 + \text{parity}_3)(x, y, z) = 1 + \text{parity}_3(x, y, z) = 1 + x + y + z.
\]

More generally, for a positive integer \( k \), the function \( \text{parity}_k: \mathbb{F}_2^k \to \mathbb{F}_2 \) is defined as the sum of the bits modulo 2, and \((1 + \text{parity})_k: \mathbb{F}_2^k \to \mathbb{F}_2 \) is its negation.

We say an SDS is symmetric if all of its vertex functions are symmetric (as mentioned before, this is the only type of SDS we will consider). Call an SDS invertible if its SDS map is a bijection. An SDS defined over a cycle graph using the set of states \( \mathbb{F}_2 \) is also known as an asynchronous elementary cellular automaton. The goal of this paper is to fully describe the dynamics of symmetric...
invertible asynchronous elementary cellular automata (SIAECA) with the identity update order. The following proposition, which provides one reason why the maps parity, and \((1 + \text{parity})_k\) merit special attention in the theory of SDS, will help us accomplish our goal.

**Proposition 1.1** ([21, Prop. 4.16]). Suppose \(\{f_{v_i}\}_{i=1}^n\) is a collection of symmetric vertex functions. The SDS map \([G, \{f_{v_i}\}_{i=1}^n, \pi] : \mathbb{F}_2^n \to \mathbb{F}_2^n\) is bijective if and only if
\[
\begin{align*}
f_{v_i} &\in \{\text{parity}_{\deg(v_i)+1}, (1+\text{parity})_{\deg(v_i)+1}\}
\end{align*}
\]
for each \(i \in \{1, \ldots, n\}\).

There are a total of 256 functions from \(\mathbb{F}_2^3\) to \(\mathbb{F}_2\). These are the possible vertex functions that can be used in an elementary cellular automaton, so they are called the elementary cellular automaton (ECA) rules [21]. These rules are typically numbered with the integers from 0 to 255; the functions \text{parity}_3\) and \((1 + \text{parity})_3\) are ECA rules 150 and 105, respectively.

Two functions \(f : X \to X\) and \(g : Y \to Y\) are said to be **dynamically equivalent** (or **conjugate**) if there is a bijection \(h : X \to Y\) such that \(h \circ f = g \circ h\). If \(f\) and \(g\) are dynamically equivalent, then their phase spaces are isomorphic as directed graphs. If \(X\) and \(Y\) are finite, then the maps \(f\) and \(g\) are said to be **cyclically equivalent** if \(|\operatorname{Per}_r(f)| = |\operatorname{Per}_r(g)|\) for every positive integer \(r\). The notions of dynamical equivalence and cyclical equivalence coincide if \(X\) and \(Y\) are finite and \(f\) and \(g\) are bijections.

Let us fix a base graph \(C_n\) and a collection \(\{f_{v_i}\}_{i=1}^n\) of vertex functions that are all either parity or \((1 + \text{parity})_3\). In Section 4, we consider only the identity update order \(id\). It may seem as though this restricts our results to only one of \(n!\) different update orders. However, some theorems of Macauley and Mortveit [19] show that varying the update order can give rise to at most \(\lfloor n/2 \rfloor\) dynamically nonequivalent SDS maps. Indeed, these authors show that \(\delta(C_n)\), the number of connected components of a certain graph \(D(C_n)\), is an upper bound for the number of dynamically nonequivalent SDS maps obtainable by varying the update order. Combining Propositions 5.1 and 5.9 from [19] shows that \(\delta(C_n) = \lfloor n/2 \rfloor\).

The remainder of the paper is organized as follows. In Section 2, we discuss the notions of “toggles” and “generalized toggles,” which have attracted recent attention among combinatorialists. We further generalize the notion of a generalized toggle to that of a “flexible toggle” and show that symmetric invertible SDS provide examples of flexible toggles. In Section 3, we recall some facts from linear algebra and discuss how they can be used to analyze the dynamics of affine self-maps of \(\mathbb{F}_2\)-vector spaces. In Section 4, we give a formula for \(|\operatorname{Per}_r(T)|\) for any positive integer \(r\) when \(T\)
is the SDS map of an SIAECA with the identity update order. To prove our theorems, we borrow many techniques from Elspas [14] and Milligan and Wilson [20] (which we discuss in Section 3). In [14] and [20], the authors determine the dynamics of affine maps from the elementary divisors of certain linear maps. Our methods are slightly different, and they are notable because they illustrate that it is not actually necessary to know all of the elementary divisors of these linear maps. With the help of Möbius inversion, we need only know the invariant factors of these linear maps (it is not necessary to factor the invariant factors into irreducibles).

2. Toggles

Suppose $E$ is a set and $\mathcal{L}$ is a fixed collection of subsets of $E$. For each $e \in E$, define the generalized toggle $t_e : \mathcal{L} \rightarrow \mathcal{L}$ by

$$t_e(X) = \begin{cases} 
X \cup \{e\}, & \text{if } e \not\in X \text{ and } X \cup \{e\} \in \mathcal{L}; \\
X \setminus \{e\}, & \text{if } e \in X \text{ and } X \setminus \{e\} \in \mathcal{L}; \\
X, & \text{otherwise.}
\end{cases}$$

The generalized toggle group of $E$ with respect to $\mathcal{L}$ is the subgroup of the symmetric group $S_\mathcal{L}$ generated by $\{t_e : e \in E\}$. In the case that $E$ is a partially ordered set and $\mathcal{L}$ is the collection of order ideals of $E$, the functions $t_e$ are simply called toggles. In this case, the generalized toggle group of $E$ with respect to $\mathcal{L}$ is known as the toggle group of $E$.

Toggles and toggle groups were originally defined by Cameron and Fon-der-Flaass in 1995 [7]. Since then, researchers in the growing field of “dynamic algebraic combinatorics” have studied interesting toggle groups and related concepts [8, 11, 12, 13, 16, 17]. So-called Coxeter elements have received special attention. A Coxeter element of the toggle group of an $m$-element poset $E$ is an element of the form $t_{e_1}t_{e_2}\cdots t_{e_m}$, where $e_1e_2\cdots e_m \in S_E$ is a permutation of the elements of $E$. If $e_1e_2\cdots e_m$ is a linear extension of $E$ (meaning that $e_j$ is not less than $e_i$ in $E$ whenever $i < j$), then the Coxeter element $t_{e_1}t_{e_2}\cdots t_{e_m}$ is a special operation known as rowmotion. Cameron and Fon-der-Flaass defined rowmotion (although it was not until 2012 that Striker and Williams gave this operation its name [27]) and showed that it does not depend on the choice of the linear extension $e_1e_2\cdots e_m$. Another important operation known as promotion is defined by a different Coxeter element of the toggle group of a poset [25].

Recently, Striker [26] defined generalized toggles and generalized toggle groups, proving some structure theorems for certain generalized toggle groups and collecting several examples of actions that are elements of these groups. The delightful survey article [24] discusses connections between generalized toggle groups and an interesting property of certain group actions called homomesy.

Our motivation for mentioning these notions stems from an observation that the SDS maps we consider in this article resemble elements of generalized toggle groups; they are not quite the same, however. We will need the following more flexible notion of toggling. In the following definition, let $A \Delta B$ denote the symmetric difference of the sets $A$ and $B$.

**Definition 2.1.** Suppose $E$ is a set, and let $2^E$ denote the power set of $E$. If $e \in E$, then a flexible toggle of $E$ at $e$ is a function $\mathcal{T}_e : 2^E \rightarrow 2^E$ satisfying

(i) $\mathcal{T}_e^2(X) = X$

(ii) $X \Delta \mathcal{T}_e(X) \subseteq \{e\}$
for all $X \in 2^E$. If, for each $e \in E$, we fix $\mathcal{T}_e$ to be a specific flexible toggle of $E$ at $e$, then the subgroup of the symmetric group $S_E$ generated by the set $\{\mathcal{T}_e: e \in E\}$ is a \textit{flexible toggle group} of $E$. If $|E| = m < \infty$, then a \textit{Coxeter element} of this flexible toggle group is an element of the form $\mathcal{T}_{e_1} \mathcal{T}_{e_2} \cdots \mathcal{T}_{e_m}$, where $e_1 e_2 \cdots e_m \in S_E$.

Given a set $E$ and $\mathcal{L} \subseteq 2^E$, we extend each generalized toggle $t_e: \mathcal{L} \to \mathcal{L}$ to a flexible toggle $\hat{t}_e: 2^E \to 2^E$ by setting

$$\hat{t}_e(X) = \begin{cases} t_e(X), & \text{if } X \in \mathcal{L}; \\ X, & \text{if } X \notin \mathcal{L}. \end{cases}$$

In other words, $\hat{t}_e$ is the image of $t_e$ under the natural embedding of $S_{\mathcal{L}}$ into $S_{2^E}$. In this way, we can think of the generalized toggle group of $E$ with respect to $\mathcal{L}$ as a specific example of a flexible toggle group of $E$.

Consider a symmetric invertible SDS defined over a graph $G$ with vertex set $V = \{v_1, \ldots, v_n\}$. Suppose the set of states of the SDS is $\mathbb{F}_2$, and let $\{f_{v_i}\}_{i=1}^n$ be the collection of vertex functions. According to Proposition 1.1 each vertex function $f_{v_i}$ is either parity $\deg(v_i)+1$ or $(1+\text{parity})\deg(v_i)+1$. Therefore, each local function $F_{v_i}: \mathbb{F}^n_2 \to \mathbb{F}^n_2$ is an involution. There is a natural correspondence between the system states of the SDS and the subsets of $V$ (the system state $(q_1, \ldots, q_n)$ corresponds to the set $\{v_i \in V : q_i = 1\}$). If we use this correspondence to view each local function $F_{v_i}$ as a map from $2^V$ to $2^V$, then $F_{v_i}$ is actually a flexible toggle of $V$ at $v_i$. Let $H$ be the flexible toggle group of $V$ generated by $\{F_{v_1}, \ldots, F_{v_n}\}$. The Coxeter elements of $H$ are precisely the SDS maps of the form $[G, \{f_{v_i}\}_{i=1}^n, \pi]$ for $\pi \in S_n$.

The preceding paragraph suggests that one might be able to study certain flexible toggle groups by recasting them in the language of SDS. Results from the paper [19] give upper bounds on the number of cyclically nonequivalent SDS maps one can obtain by varying the update orders of certain sequential dynamical systems; these results then yield upper bounds for the number of dynamically nonequivalent (these SDS maps are bijective, so cyclical equivalence is the same as dynamical equivalence) Coxeter elements in certain flexible toggle groups.

3. Dynamics of Affine Transformations

An affine transformation of a vector space $V$ is a map $T: V \to V$ given by $T(v) = L(v) + b$ for some linear map $L: V \to V$ and some fixed $b \in V$. In this section, we review some results and terminology from linear algebra and discuss previous work of Elspas [14] and Milligan and Wilson [20] concerning the dynamics of affine transformations of $\mathbb{F}_2$-vector spaces.

If $R$ is a commutative ring and $M$ is an $R$-module, we say an element $a$ of $R$ annihilates an element $z$ of $M$ if $az = 0$. We say $a$ annihilates a subset $Z$ of $M$ if $az = 0$ for all $z \in Z$. Suppose $V$ is a finite-dimensional vector space over a field $F$ and that $L: V \to V$ is a fixed linear transformation. The linear map $L$ makes $V$ into a module over the polynomial ring $F[x]$. The action of a polynomial $p(x) = a_kx^k + \cdots + a_1x + a_0$ on $v \in V$ is given by $p(x)v = a_kL^k(v) + \cdots + a_1L(v) + a_0v$. For any $p(x) \in F[x]$, the set of vectors in $V$ that $p(x)$ annihilates forms a vector subspace of $V$. We say that $L$ satisfies $p(x)$ if $p(x)$ annihilates $V$. There is a unique monic polynomial of minimum degree that $L$ satisfies. This polynomial, denoted $m_L(x)$, is called the \textit{minimal polynomial} of $L$. A polynomial $p(x) \in F[x]$ is divisible by $m_L(x)$ if and only if $L$ satisfies $p(x)$.
Let $I_m$ denote the $m \times m$ identity matrix over a field $F$. The characteristic polynomial of an $m \times m$ matrix $M$ is the polynomial $\det(xI_m - M)$. If $M$ is a matrix of $L$ with respect to some basis for $V$, then the characteristic polynomial of $L$, denoted $\chi_L(x)$, is simply the characteristic polynomial of $M$. The Cayley-Hamilton theorem states that $L$ satisfies $\chi_L(x)$. Equivalently, $m_L(x)$ divides $\chi_L(x)$ in $F[x]$.

There exist monic polynomials $\alpha_1(x), \ldots, \alpha_t(x)$ such that $\alpha_1(x) | \cdots | \alpha_t(x)$ and

$$V \cong \bigoplus_{i=1}^{t} F[x]/(\alpha_i(x))$$

(this is an isomorphism of $F[x]$-modules). Moreover, $\prod_{i=1}^{t} \alpha_i(x) = \chi_L(x)$ and $\alpha_t(x) = m_L(x)$. It follows that if $p(x)$ is a separable polynomial (a polynomial with no repeated factors) that divides $\chi_L(x)$, then $p(x)$ divides $m_L(x)$. The polynomials $\alpha_i(x)$ are called the invariant factors of $L$, and the sequence $\alpha_1(x), \ldots, \alpha_t(x)$ is the invariant factor decomposition of $L$. If $\alpha_t(x) = q_{i,1}(x)^{\gamma_i,1} \cdots q_{i,\kappa_i}(x)^{\gamma_i,\kappa_i}$ is the factorization of $\alpha_t(x)$ into a product of powers of monic irreducible polynomials, then the polynomials $q_{i,j}(x)^{\gamma_i,j}$ are the elementary divisors of $L$.

In [13], Elspas showed how to completely determine the dynamics of the linear transformation $L$ from the list of elementary divisors of $L$ provided $F$ is a finite field. Elspas’ work is neatly summarized and extended in [28]. Milligan and Wilson built upon Elspas’ results to determine the dynamics of an affine transformation $T: \mathbb{F}_2^n \to \mathbb{F}_2^n$. Their results also require knowledge of the elementary divisors of a certain linear map $\tilde{T}$ obtained from $T$ (see Definition 3.1 below for the definition of $\tilde{T}$). In contrast, our method only requires knowledge of the invariant factors of these linear transformations. This method makes heavy use of the following proposition.

**Proposition 3.1.** Let $V$ be a finite-dimensional vector space over a field $F$. Let $L: V \to V$ be a linear transformation whose invariant factor decomposition is $\alpha_1(x), \ldots, \alpha_t(x)$. For each positive integer $r$, $\text{Per}_1(L^r)$ is a vector subspace of $V$ of dimension

$$\sum_{i=1}^{t} \deg(\gcd(x^r - 1, \alpha_i(x))).$$

**Proof.** Fix a positive integer $r$. It is clear that $\text{Per}_1(L^r)$ is a vector subspace of $V$ since $L^r$ is a linear map. In fact, if we make $V$ into an $F[x]$-module via the linear transformation $L$, then $\text{Per}_1(L^r)$ is precisely the subspace of all vectors annihilated by the polynomial $x^r - 1$. There is an $F[x]$-module isomorphism $h: V \to \bigoplus_{i=1}^{t} F[x]/(\alpha_i(x))$, and $h(\text{Per}_1(L^r))$ is the set of elements of $\bigoplus_{i=1}^{t} F[x]/(\alpha_i(x))$ annihilated by $x^r - 1$. Let $Y_i$ denote the set of elements of the $F[x]$-module $F[x]/(\alpha_i(x))$ annihilated by $x^r - 1$. We have $h(\text{Per}_1(L^r)) = \bigoplus_{i=1}^{t} Y_i$, so it suffices to show that $Y_i$ is an $F$-vector space of dimension $\deg(\gcd(x^r - 1, \alpha_i(x))).$

Let $Q_i(x) = \gcd(x^r - 1, \alpha_i(x))$. A coset $p(x) + (\alpha_i(x))$ is an element of $Y_i$ if and only if $\alpha_i(x)$ divides $(x^r - 1)p(x)$. This occurs if and only if $\alpha_i(x)/Q_i(x)$ divides $p(x)$. As a consequence, one may easily verify that the map $g: Y_i \to F[x]/(Q_i(x))$ given by

$$g(p(x) + (\alpha_i(x))) = p(x)Q_i(x)/\alpha_i(x) + (Q_i(x))$$

is a well-defined isomorphism of $F$-vector spaces. The desired result follows since the dimension of $F[x]/(Q_i(x))$ is $\deg(Q_i(x))$. \qed

Proposition 3.1 and the classical number-theoretic Möbius inversion formula allow us to determine the dynamics of any vector space automorphism of $\mathbb{F}_2^n$ provided we know the invariant factor...
decomposition of the automorphism. Suppose, however, that we wish to study the dynamics of a bijective affine transformation \( T: \mathbb{F}_2^n \to \mathbb{F}_2^n \). Following [20], we make the following definition.

**Definition 3.1.** If \( M \) is an \( n \times n \) matrix with entries in \( \mathbb{F}_2 \) and \( b = (b_1, b_2, \ldots, b_n) \in \mathbb{F}_2^n \), let

\[
\tilde{M}_b = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
\vdots & b_1 & & M \\
\vdots & & \ddots & \vdots \\
b_n & & & 1
\end{pmatrix}.
\]

Suppose \( T: \mathbb{F}_2^n \to \mathbb{F}_2^n \) is an affine transformation given by \( T(v) = L(v) + b \), where \( L: \mathbb{F}_2^n \to \mathbb{F}_2^n \) is a linear map whose matrix with respect to the standard basis for \( \mathbb{F}_2^n \) is \( M \). Define \( \tilde{T}: \mathbb{F}_2^n \to \mathbb{F}_2^n \) to be the linear map whose matrix with respect to the standard basis for \( \mathbb{F}_2^n \) is \( \tilde{M}_b \).

For \( i \in \mathbb{F}_2 \), put \( Z_i = \{(z_0, z_1, \ldots, z_n) \in \mathbb{F}_2^{n+1} : z_0 = i\} \), and let \( P_i: Z_i \to \mathbb{F}_2^n \) be the bijection given by \( P_i(i, x_1, \ldots, x_n) = (x_1, \ldots, x_n) \). Preserve the notation from Definition 3.1. Each set \( Z_i \) is invariant under \( \tilde{T} \) (meaning \( \tilde{T}(Z_i) \subseteq Z_i \)). Furthermore, \( \tilde{T}|_{Z_0}: Z_0 \to Z_0 \) and \( \tilde{T}|_{Z_i}: Z_1 \to Z_1 \) are dynamically equivalent to \( L \) and \( T \), respectively. Indeed, \( L = P_0 \circ \tilde{T}|_{Z_0} \circ P_0^{-1} \) and \( T = P_1 \circ \tilde{T}|_{Z_i} \circ P_1^{-1} \).

Consequently, we can deduce the dynamics of \( T \) from the dynamics of \( \tilde{T} \) and \( L \). More precisely,

\[
(2) \quad |\text{Per}_r(T^r)| = |\text{Per}_1(\tilde{T}^r)| - |\text{Per}_1(L^r)| \quad \text{and} \quad |\text{Per}_r(T)| = |\text{Per}_1(\tilde{T})| - |\text{Per}_1(L)|
\]

for all positive integers \( r \).

Many of the results in [20] relate the invariant factors and the dynamics of \( L \) to those of \( \tilde{T} \). The following proposition summarizes those results that we need. Note that part of this proposition follows from the proof of Lemma 4 in [20] rather than the lemma itself.

**Proposition 3.2 ([20], Lemmas 2 and 4).** Preserve the notation from Definition 3.1. Let \( \alpha_1(x), \ldots, \alpha_t(x) \) be the invariant factor decomposition of \( L \), and let \( \beta_1(x), \ldots, \beta_u(x) \) be the invariant factor decomposition of \( \tilde{T} \). The maps \( L \) and \( T \) are cyclically equivalent if and only if \( T \) has a fixed point. If \( T \) has a fixed point, then \( u = t + 1 \), \( \beta_1(x) = x + 1 \), and \( \alpha_i(x) = \beta_{i+1}(x) \) whenever \( 1 \leq i \leq t \). If \( T \) does not have a fixed point, then \( u = t \). In this case, there exists \( j \in \{1, \ldots, t\} \) such that \( \beta_j(x) = (x + 1)\alpha_j(x) \) and \( \alpha_i(x) = \beta_i(x) \) whenever \( i \neq j \).

If \( T \) has a fixed point \( a \), then \( L \) and \( T \) are actually dynamically equivalent. The map \( \eta: \mathbb{F}_2^n \to \mathbb{F}_2^n \) given by \( \eta(z) = z + a \) is a bijection such that \( T \circ \eta = \eta \circ L \). Indeed, for any \( z \in \mathbb{F}_2^n \),

\[
T(\eta(z)) = T(z + a) = L(z) + L(a) + b = L(z) + T(a) = L(z) + a = \eta(L(z)).
\]

The equation \( T(a) = a \) is equivalent to \( b = L(a) + a \). Therefore, the affine transformation \( T \) has a fixed point if and only if \( b \) is an element of the subspace \( \{L(z) + z : z \in \mathbb{F}_2^n\} \) of \( \mathbb{F}_2^n \). This observation shows that it is often not too difficult to see whether or not \( T \) has a fixed point, which illustrates why Proposition 3.2 is so powerful.

4. Dynamics of Symmetric Invertible Asynchronous Elementary Cellular Automata

Throughout this section, fix \( T \) to be the SDS map of an SIAECA with the identity update order. Equivalently, \( T = [C_n, \{f_i\}^n_{i=1}, \text{id}]: \mathbb{F}_2^n \to \mathbb{F}_2^n \), where \( f_i \in \{\text{parity}_3, (1 + \text{parity}_3)\} \) for all \( 1 \leq i \leq n \). To ease notation, let \( L_n = [C_n, \text{parity}_3, \text{id}] \). The following lemma, whose straightforward proof
we omit, illustrates why we needed to discuss the dynamics of affine linear transformations in the previous section.

**Lemma 4.1.** The map $L_n : \mathbb{F}_2^n \to \mathbb{F}_2^n$ is an $\mathbb{F}_2$-linear map given explicitly by

$$L_n(y_1, y_2, \ldots, y_n) = (y_1 + y_2 + y_n, y_1 + y_3 + y_n, y_1 + y_4 + y_n, \ldots, y_1 + y_{n-1} + y_n, y_1, y_2).$$

The map $T : \mathbb{F}_2^n \to \mathbb{F}_2^n$ is an affine transformation given by $T(v) = L_n(v) + b$ for some fixed $b \in \mathbb{F}_2^n$.

In order to study the dynamics of the affine map $T$, we first analyze the linear map $L_n$. Let $B_n$ denote the matrix of the linear map $L_n$ with respect to the standard basis for $\mathbb{F}_2^n$. Keeping in mind that the entries in $B_n$ are elements of $\mathbb{F}_2$, we can compute the characteristic polynomial of $L_n$ as follows. First, add the first column of $B_n + xI_n$ to the last column of $B_n + xI_n$. Next, add the last row of the resulting matrix to its first row. Let $D_n(x)$ be the matrix obtained after performing these two operations. For example, in the case $n = 4$, we have

$$B_4 + xI_4 = \begin{pmatrix} x + 1 & 1 & 0 & 1 \\ 1 & x & 1 & 1 \\ 1 & 0 & x & 0 \\ 0 & 1 & 0 & x \end{pmatrix} \quad \text{and} \quad D_4(x) = \begin{pmatrix} x + 1 & 0 & 0 & 0 \\ 1 & x & 1 & 0 \\ 1 & 0 & x & 1 \\ 0 & 1 & 0 & x \end{pmatrix}.$$

The first row of $D_n(x)$ is the $n$-tuple whose first entry is $x + 1$ and whose other entries are all 0’s. Let $I_n'$ denote the $m \times m$ matrix whose $(i, j)$-entry is 1 if $j \equiv i + 1 \pmod{m}$ and is 0 otherwise. The matrix obtained by deleting the first row and the first column of $D_n(x)$ is $I_n''$. Therefore,

$$\chi_{L_n}(x) = \det(B_n + xI_n) = \det(D_n(x)) = (x + 1) \det(I_{n-1}'' + xI_{n-1}).$$

Using cofactor expansion along the first column, we easily find that the determinant of $I_{n-1}'' + xI_{n-1}$ is $x^{n-1} - 1$. Consequently,

$$\chi_{L_n}(x) = (x + 1)(x^{n-1} - 1). \quad (3)$$

To determine the invariant factor decomposition of $L_n$, we need to know a bit more information about the dynamics of $L_n$. To obtain this information, we follow Chapter 5 of [21] and make the following definitions.

**Definition 4.1.** Define a map $\iota_n : \mathbb{F}_2^n \to \mathbb{F}_2^{2n-2}$ by

$$\iota_n(a_1, \ldots, a_n) = (a_1, a_1 + a_2 + a_n, a_1 + a_3 + a_n, \ldots, a_1 + a_{n-1} + a_n).$$

Let $\mathbb{F}_2^{2n-2} = \iota_n(\mathbb{F}_2^n)$ be the image of $\mathbb{F}_2^n$ under $\iota_n$.

**Definition 4.2.** Define a shift map $\sigma_{2n-2} : \mathbb{F}_2^{2n-2} \to \mathbb{F}_2^{2n-2}$ by

$$\sigma_{2n-2}(a_1, \ldots, a_{2n-2}) = (a_{n+1}, a_{n+2}, \ldots, a_{2n-2}, a_1, \ldots, a_n).$$

Let $\overline{\sigma}_{2n-2} : \mathbb{F}_2^{2n-2} \to \mathbb{F}_2^{2n-2}$ be the restriction of $\sigma_{2n-2}$ to $\mathbb{F}_2^{2n-2}$.

One may easily verify that if $z \in \mathbb{F}_2^{2n-2}$, then $\sigma_{2n-2}(z) \in \mathbb{F}_2^{2n-2}$. This means that the range of $\sigma_{2n-2}$ is indeed contained in $\mathbb{F}_2^{2n-2}$, so it is valid to write $\overline{\sigma}_{2n-2} : \mathbb{F}_2^{2n-2} \to \mathbb{F}_2^{2n-2}$.

The following fact, whose proof appears within the proof of Proposition 5.23 in [21], provides useful information about the dynamics of $L_n$.

**Fact 4.1.** The map $\iota_n : \mathbb{F}_2^n \to \mathbb{F}_2^{2n-2}$ is vector space isomorphism such that $\iota_n \circ L_n = \overline{\sigma}_{2n-2} \circ \iota_n$. Thus, the maps $L_n$ and $\overline{\sigma}_{2n-2}$ are dynamically equivalent.
In particular, entry is 0 and whose other entries are all 1’s. Observe that \( w^m x \) to 2 1’s whose \( i \) is \((1 - n)\). Corollary 4.1. If \( L_n \) has a periodic point of period \( r \), then \( r \mid 2n - 2 \). If, in addition, \( n \) is even, then \( r \mid n - 1 \).

**Lemma 4.2.** The invariant factor decomposition of \( L_n \) is \( x + 1, x^{n-1} - 1 \) if \( n \) is even and \((x + 1)(x^{n-1} - 1)\) if \( n \) is odd. In particular, \( m_{L_n}(x) = \chi_{L_n}(x) \) if \( n \) is odd.

**Proof.** First, assume \( n \) is even. The derivative of \( x^{n-1} - 1 \) is \((n - 1)x^{n-2} = x^{n-2} \), which is relatively prime to \( x^{n-1} - 1 \). It follows that \( x^{n-1} - 1 \) is a separable polynomial that divides \( \chi_{L_n}(x) \), so \( x^{n-1} - 1 \) divides \( m_{L_n}(x) \). Corollary 4.1 tells us that \( L_n \) satisfies the polynomial \( x^{n-1} - 1 \), so \( m_{L_n}(x) = x^{n-1} - 1 \). Because \( \chi_{L_n}(x) = (x + 1)(x^{n-1} - 1) \), the invariant factor decomposition of \( L_n \) is \( x + 1, x^{n-1} - 1 \).

Next, assume \( n \) is odd. For each \( j \in \{0, 1, \ldots, n - 1\} \), let \( w_j \) be the \((2n - 2)\)-tuple of 0’s and 1’s whose \( i \)th entry is 1 if and only if \( j + 1 \leq i \leq j + n - 1 \). Let \( z \) be the \( n \)-tuple whose \( n \)th entry is 0 and whose other entries are all 1’s. Observe that \( w_0 = t_n(z) \). Since \( n \) is relatively prime to 2n – 2, the forward orbit of \( w_0 \) under \( \hat{\sigma}_{2n-2} \) contains all \( 2n - 2 \) cyclic shifts of the tuple \( w_0 \). In particular, \( w_0, w_1, \ldots, w_{n-1} \) are all in the forward orbit of \( w_0 \) under \( \hat{\sigma}_{2n-2} \). As a consequence, \( w_0, w_1, \ldots, w_{n-1} \in \mathbb{F}_2^{2n-2} \). The vectors \( w_0, w_1, \ldots, w_{n-1} \) are linearly independent, so they form a basis for the \( n \)-dimensional space \( \mathbb{F}_2^{2n-2} \). This shows that the forward orbit of \( w_0 \) under \( \hat{\sigma}_{2n-2} \) generates the vector space \( \mathbb{F}_2^{2n-2} \), so it follows from Fact 4.1 that the forward orbit of \( z \) under \( L_n \) generates \( \mathbb{F}_2^n \). This means that \( L_n \) cannot satisfy a polynomial in \( \mathbb{F}_2[x] \) of degree less than \( n \), so the degree of \( m_{L_n}(x) \) is at least \( n \). Thus, \( m_{L_n}(x) = \chi_{L_n}(x) = (x + 1)(x^{n-1} - 1) \).

If \( k \) and \( m \) are nonzero integers, we write \( k \mid_o m \) if \( m/k \) is an odd integer. Recall that we fixed a SIAECA with an SDS map \( T \) at the beginning of this section. When calculating \( |\text{Per}_1(T^r)| \) for positive integers \( r \), we must pay special attention to the case in which \( r \mid_o 2n - 2 \). The following lemma will allow us to use Proposition 3.1 to understand this case.

**Lemma 4.3.** Let \( r \) be a positive integer such that \( r \mid_o 2n - 2 \). In \( \mathbb{F}_2[x] \), we have

\[
\begin{align*}
(i) & \quad \gcd(x^r - 1, x^{n-1} - 1) = x^{r/2} - 1 \text{ if } n \text{ is even;} \\
(ii) & \quad \gcd(x^r - 1, (x + 1)(x^{n-1} - 1)) = (x + 1)(x^{r/2} - 1); \\
(iii) & \quad \gcd(x^r - 1, (x + 1)^2(x^{n-1} - 1)) = (x + 1)^2(x^{r/2} - 1) \text{ if } n \text{ is odd.}
\end{align*}
\]

**Proof.** Let \( q_1(x) = \frac{x^r - 1}{(x + 1)(x^{r/2} - 1)} = \frac{x^{r/2} - 1}{x + 1} \) and \( q_2(x) = \frac{(x + 1)(x^{n-1} - 1)}{(x + 1)(x^{r/2} - 1)} = \frac{x^{n-1} - 1}{x^{r/2} - 1} \). Note that \( q_1(x) \in \mathbb{F}_2[x] \). Moreover, \( q_2(x) \in \mathbb{F}_2[x] \) because \( r/2 \) divides \( n - 1 \). In order to prove (ii), it suffices to show that \( q_1(x) \) and \( q_2(x) \) are relatively prime. Because \( r \mid_o 2n - 2 \), we may write \( n - 1 = rs/2 \) for some odd integer \( s \). We have

\[
q_2(x) = 1 + x^{r/2} + (x^{r/2})^2 + \cdots + (x^{r/2})^{s-1} = (1 + x^{r/2})(1 + x^r + x^{2r} + \cdots + x^{(s-3)/2}r) + (x^{r/2})^{s-1}
\]

It follows that the greatest common divisor of \( q_1(x) \) and \( q_2(x) \) divides \( (x^{r/2})^{s-1} \), so it must be 1.

From (ii), we deduce that \( \gcd(x^r - 1, x^{n-1} - 1) \) is either \( x^{r/2} - 1 \) or \((x + 1)(x^{r/2} - 1) \). Suppose \( n \) is even. The polynomial \( x^{n-1} - 1 \) has no repeated factors because it is relatively prime to its

\footnote{The statement of Proposition 5.23 in [21] is slightly mistaken. However, it is clear from the proof how to amend the proposition, and we have done so in the statement of Corollary 4.1.}
derivative. Because \((x + 1)^2\) divides \((x + 1)(x^{r/2} - 1)\), it follows that \((x + 1)(x^{r/2} - 1)\) cannot be the greatest common divisor of \(x^n - 1\) and \(x^{n-1} - 1\). This proves \((i)\).

Suppose \(n\) is odd. Using \((ii)\) again, we see that \(\gcd(x^n - 1, (x + 1)^2(x^{n-1} - 1))\) is either \((x + 1)(x^{r/2} - 1)\) or \((x + 1)^2(x^{r/2} - 1)\). To prove \((iii)\), it suffices to show that \(x^n - 1\) is divisible by \((x + 1)^2(x^{r/2} - 1)\). Equivalently, we must show that \((x + 1)^2\) divides \(x^{r/2} - 1\). Because \(n\) is odd and \(r \mid 2n - 2\), \(r\) is a multiple of 4. This shows that \(r/2\) is even, so \(x^{r/2} - 1\) is divisible by \(x^2 - 1 = (x + 1)^2\).

We are now in a position to compute \(|\text{Per}_1(T^r)|\). By Proposition 3.2, \(m_{\tilde{T}}(x)\) divides \((x + 1)m_{L_n}(x)\). If \(n\) is even, then it follows from Lemma 4.2 that \(m_{\tilde{T}}(x)\) divides \((x + 1)(x^{n-1} - 1)\), which in turn divides \(x^{2n-2} - 1\). Similarly, if \(n\) is odd, then \(m_{\tilde{T}}(x)\) divides \((x + 1)^2(x^{n-1} - 1)\), which divides \(x^{2n-2} - 1\). In either case, \(m_{\tilde{T}}(x)\) divides \(x^{2n-2} - 1\). This shows that \(\text{Per}_1(T^{2n-2}) = \mathbb{F}_2^{n+1}\). According to \((2)\), \(\text{Per}_1(T^{2n-2}) = \mathbb{F}_2^n\). We find that \(\text{Per}_1(T^r) = \text{Per}_1(T^{\gcd(r, 2n-2)})\) for all positive integers \(r\). Thus, when computing \(|\text{Per}_1(T^r)|\), it suffices to consider the case in which \(r \mid 2n - 2\).

**Lemma 4.4.** Let \(r\) be a positive integer such that \(r \mid 2n - 2\). Let \(T = [C_n, \{f_{v_i}\}_{i=1}^n, \text{id}\] where \(f_{v_i} \in \{\text{parity}_3, (1 + \text{parity})_3\}\) for all \(i\). If \(T\) has a fixed point, then

\[
|\text{Per}_1(T^r)| = \begin{cases} 
2r^{n+1}, & \text{if } r \mid r-1 \text{ and } n \equiv 0 \pmod{2}; \\
2^r, & \text{if } r \mid r-1 \text{ and } n \equiv 1 \pmod{2}; \\
2^{n+1}, & \text{if } r \nmid n-1.
\end{cases}
\]

If \(T\) does not have a fixed point, then

\[
|\text{Per}_1(T^r)| = \begin{cases} 
0, & \text{if } r \mid n-1; \\
2^{n+1}, & \text{if } r \nmid n-1.
\end{cases}
\]

**Proof.** Suppose first that \(T\) has a fixed point. We know by Proposition 3.2 that \(T\) and \(L_n\) are cyclically equivalent, so \(|\text{Per}_1(T^r)| = |\text{Per}_1(L_{n}^r)|\). Recall from Lemma 4.2 that the invariant factor decomposition of \(L_n\) is \(x + 1, x^{n-1} - 1\) if \(n\) is even and \((x + 1)(x^{n-1} - 1)\) if \(n\) is odd. If \(r \mid n - 1\) and \(n\) is even, Proposition 3.1 tells us that \(\text{Per}_1(L_{n}^r)\) is a vector subspace of \(\mathbb{F}_2^n\) of dimension

\[
\deg(\gcd(x^n - 1, x + 1)) + \deg(\gcd(x^n - 1, x^{n-1} - 1)) = \deg(x + 1) + \deg(x^{r/2} - 1) = r + 1.
\]

Similarly, if \(r \mid n - 1\) and \(n\) is odd, then

\[
\dim(\text{Per}_1(L_{n}^r)) = \deg(\gcd(x^n - 1, (x + 1)(x^{n-1} - 1))) = \deg(x^{r/2} - 1) = r.
\]

Now suppose \(r \nmid n - 1\). Equivalently, \(r \nmid 2n - 2\). If \(n\) is even, then we know from Lemma 4.3 that the dimension of \(\text{Per}_1(L_{n}^r)\) is

\[
\deg(\gcd(x^{n-1} - 1, x + 1)) + \deg(\gcd(x^{n-1} - 1, x^{n-1} - 1)) = \deg(x + 1) + \deg(x^{r/2} - 1) = \frac{r}{2} + 1.
\]

If \(n\) is odd, then we may use Lemma 4.3 once again to find that

\[
\dim(\text{Per}_1(L_{n}^r)) = \deg(\gcd(x^{n-1} - 1, (x + 1)(x^{n-1} - 1))) = \deg((x + 1)(x^{r/2} - 1)) = \frac{r}{2} + 1.
\]

Now assume that \(T\) does not have a fixed point and that \(n\) is even. According to Proposition 3.2, the invariant factor decomposition of \(\tilde{T}\) is either \((x + 1)^2, x^{n-1} - 1\) or \(x + 1, (x + 1)(x^{n-1} - 1)\). The first case is impossible since \((x + 1)^2\) does not divide \(x^{n-1} - 1\) (\(x^{n-1} - 1\) has no repeated factors}
because \( n \) is even). It follows that the invariant factor decomposition of \( \overline{T} \) is \( x+1, (x+1)(x^{n-1}-1) \), so we may invoke Proposition 3.1 to find that \( \text{Per}_1(\overline{T}^r) \) is a vector subspace of \( \mathbb{F}_2^{n+1} \) of dimension

\[
\deg(gcd(x^r - 1, x+1)) + \deg(gcd(x^r - 1, (x+1)(x^{n-1}-1))) = 1 + \deg(gcd(x^r - 1, (x+1)(x^{n-1}-1))).
\]

If \( r \mid n-1 \), then \( \gcd(x^r - 1, (x+1)(x^{n-1}-1)) = x^r - 1 \). In this case, we know from (2) and our calculations above that

\[
|\text{Per}_1(T^r)| = |\text{Per}_1(\overline{T}^r)| - |\text{Per}_1(L_n^r)| = 2^{r+1} - 2^{r+1} = 0.
\]

Suppose \( r \nmid n - 1 \). Then \( \gcd(x^r - 1, (x+1)(x^{n-1}-1)) = (x+1)(x^{r/2} - 1) \) by Lemma 4.3, so \( \text{Per}_1(\overline{T}^r) \) has dimension \( \frac{r}{2} + 2 \). We saw above that \( \text{Per}_1(L_n^r) \) is a vector subspace of \( \mathbb{F}_2^n \) of dimension \( \frac{r}{2} + 1 \). By (2),

\[
|\text{Per}_1(T^r)| = |\text{Per}_1(\overline{T}^r)| - |\text{Per}_1(L_n^r)| = 2^\frac{r}{2} + 2^\frac{r}{2} + 1 = 2^{\frac{r}{2}} + 1.
\]

Finally, assume \( T \) has no fixed points and \( n \) is odd. Proposition 3.2 tells us that the invariant factor decomposition of \( \overline{T} \) is \( (x+1)^2(x^{n-1} - 1) \) (so \( m_{\overline{T}}(x) = \chi_{\overline{T}}(x) \)). By Proposition 3.1, \( \text{Per}_1(\overline{T}^r) \) is a subspace of \( \mathbb{F}_2^{n+1} \) of dimension \( \deg(gcd(x^r - 1, (x+1)^2(x^{n-1}-1))) \). If \( r \mid n - 1 \), then \( \gcd(x^r - 1, (x+1)^2(x^{n-1}-1)) = x^r - 1 \). In this case, we also know from above that \( \text{Per}_1(L_n^r) \) is a vector space over \( \mathbb{F}_2 \) of dimension \( r \). Therefore,

\[
|\text{Per}_1(T^r)| = |\text{Per}_1(\overline{T}^r)| - |\text{Per}_1(L_n^r)| = 2^r - 2^r = 0.
\]

Next, suppose \( r \nmid n - 1 \). By Lemma 4.3, \( \gcd(x^r - 1, (x+1)^2(x^{n-1}-1)) = (x+1)^2(x^{r/2} - 1) \). We saw above that \( \text{Per}_1(L_n^r) \) has dimension \( \frac{r}{2} + 1 \) in this case, so

\[
|\text{Per}_1(T^r)| = |\text{Per}_1(\overline{T}^r)| - |\text{Per}_1(L_n^r)| = 2^\frac{r}{2} + 2^\frac{r}{2} + 1 = 2^{\frac{r}{2}} + 1.
\]

In what follows, let \( \mu \) denote the number-theoretic Möbius function. Recall that for positive integers \( k \) and \( m \), we write \( k \mid_o m \) to mean that \( m/k \) is an odd integer. In addition, let

\[
\xi_m(k) = \begin{cases} 2^k, & \text{if } k \mid m - 1; \\ 2^{k+1}, & \text{if } k \nmid m - 1. \end{cases}
\]

**Theorem 4.1.** Let \( r \) be a positive integer. Let \( T = [C_n, \{f_i\}_{i=1}^n, \text{id}] \), where \( f_i \in \{\text{parity}_3, (1 + \text{parity}_3)\} \) for all \( i \). If \( T \) has a fixed point, then

\[
|\text{Per}_r(T)| = \begin{cases} \sum_{d \mid r} \mu(r/d)2^{d+1}, & \text{if } r \mid n-1 \text{ and } n \equiv 0 \pmod{2}; \\ \sum_{d \mid r} \mu(r/d)\xi_m(d), & \text{if } r \mid 2n-2 \text{ and } n \equiv 1 \pmod{2}; \\ 0, & \text{otherwise}. \end{cases}
\]

If \( T \) does not have a fixed point, then

\[
|\text{Per}_r(T)| = \begin{cases} \sum_{d \mid o r} \mu(r/d)2^{d+1}, & \text{if } r \mid_o 2n-2; \\ 0, & \text{otherwise}. \end{cases}
\]

**Proof.** In the paragraph preceding Lemma 4.4, we saw that \( \text{Per}_1(T^{2n-2}) = \mathbb{F}_2^n \). Therefore, if \( r \nmid 2n-2 \), then \( T \) has no periodic points of period \( r \). We also know that \( L_n \) has no periodic points of period \( r \) if \( n \) is even and \( r \nmid n-1 \). Consequently, if \( T \) has a fixed point, \( n \) is even, and
$r \mid n - 1$, then $|\text{Per}_r(T)| = 0$ because $T$ and $L_n$ are dynamically equivalent by Proposition 3.2. The remaining cases follow from Lemma 4.4 and the formula in (1), which tells us that

$$|\text{Per}_r(T)| = \sum_{d|r} \mu(r/d)|\text{Per}_1(T^r)|.$$  

\[\square\]

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|
| 3   | 2 | 2 | 0 | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4   | 4 | 0 | 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5   | 2 | 2 | 0 | 12 | 0 | 0 | 0 | 16 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6   | 4 | 0 | 0 | 60 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7   | 2 | 2 | 6 | 4 | 0 | 64 | 0 | 0 | 0 | 0 | 60 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8   | 4 | 0 | 0 | 0 | 0 | 0 | 252 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 9   | 2 | 2 | 0 | 12 | 0 | 0 | 0 | 0 | 0 | 0 | 240 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10  | 4 | 0 | 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 11  | 2 | 2 | 0 | 4 | 30 | 0 | 0 | 0 | 0 | 990 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1020 |

**Table 1.** The values of $|\text{Per}_r(T)|$ for $3 \leq n \leq 11$ and $1 \leq r \leq 20$, where $T$ is as in Theorem 4.1 and $T$ has a fixed point.

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
|-----|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|
| 3   | 0 | 0 | 0 | 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4   | 0 | 4 | 0 | 0 | 0 | 0 | 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 32 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 6   | 0 | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 60 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 7   | 0 | 0 | 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8   | 0 | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 252 | 0 | 0 | 0 |
| 9   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 512 | 0 | 0 | 0 |
| 10  | 0 | 4 | 0 | 0 | 0 | 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1008 | 0 |
| 11  | 0 | 0 | 0 | 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2040 |

**Table 2.** The values of $|\text{Per}_r(T)|$ for $3 \leq n \leq 11$ and $1 \leq r \leq 20$, where $T$ is as in Theorem 4.1 and $T$ does not have a fixed point.

Let us say that the triple $(T, n, r)$ is nice if either $T$ has a fixed point and $r$ divides $(2n - 2)/\gcd(2, n)$ or $T$ does not have a fixed point and $r \mid o 2n - 2$. The preceding theorem implies that if $T$ has a periodic point of period $r$, then $(T, n, r)$ is nice. The following corollary asserts that the converse is true as well.

**Corollary 4.2.** Let $T$ and $r$ be as in Theorem 4.1. If $T$ has a fixed point and $r$ divides $(2n - 2)/\gcd(2, n)$, then $T$ has at least 2 periodic points of period $r$. If $T$ does not have a fixed point and $r \mid o 2n - 2$, then $T$ has at least 4 periodic points of period $r$.

**Proof.** The proof follows from Theorem 4.1 along with the inequalities

$$\sum_{d|r} \mu(r/d)2^{d+1} = 2^{r+1} + \sum_{d|r} \mu(r/d)2^{d+1} \geq 2^{r+1} - \sum_{d<r} 2^{d+1} \geq 2^{r+1} - \sum_{k=1}^{r-1} 2^{k+1} = 4,$$

$$\sum_{d|r} \mu(r/d)\xi_n(d) = \xi_n(r) + \sum_{d|r} \mu(r/d)\xi_n(d) \geq 2^{\lfloor r/2 \rfloor + 1} + \sum_{d<r} \mu(r/d)\xi_n(d)$$
\[ \geq 2^{\lfloor r/2 \rfloor + 1} - \sum_{d \mid r \atop d < r} \xi_n(d) \geq 2^{\lfloor r/2 \rfloor + 1} - \sum_{k=1}^{\lfloor r/2 \rfloor} \xi_n(k) \geq 2^{\lfloor r/2 \rfloor + 1} - \sum_{k=2}^{\lfloor r/2 \rfloor} 2^k \geq 2, \]

and (assuming \( r \) is even)

\[ \sum_{d \mid \text{o}r \atop d < r} \mu(r/d)2^{\lfloor d/2 \rfloor + 1} = 2^{\lfloor r/2 \rfloor + 1} - \sum_{k=1}^{\lfloor r/2 \rfloor} 2^{\lfloor d/2 \rfloor + 1} \geq 2^{\lfloor r/2 \rfloor + 1} - \sum_{k=2}^{\lfloor r/2 \rfloor} 2^k = 4. \quad \square \]

Observe that the formulas for \(|\operatorname{Per}_r(T)|\) given in Theorem 4.1 do not depend on \( n \) except through some divisibility restrictions. Consequently, if we fix \( r \) and vary \( T \), then \(|\operatorname{Per}_r(T)|\) can only attain finitely many values. More precisely, we have the following corollary.

**Corollary 4.3.** Fix a positive integer \( r \). Let

\[ \kappa_r = \sum_{d \mid r} \mu(r/d)2^d, \]

\[ \lambda_r = \begin{cases} \sum_{d \mid r} \mu(r/d)\xi_{n/2}+1(d), & \text{if } r \equiv 0 \pmod{2}; \\ 2\kappa_r, & \text{if } r \equiv 1 \pmod{2}, \end{cases} \]

and

\[ \rho_r = \sum_{d \mid \text{o}r \atop d < r} \mu(r/d)2^{\lfloor d/2 \rfloor + 1}. \]

Let \( T = [C_n, \{f_i\}_{i=1}^n, \text{id}] \), where \( f_i \in \{\text{parity}_3, (1 + \text{parity}_3)\} \) for all \( i \). If \( T \) has a fixed point, then \(|\operatorname{Per}_r(T)| \in \{0, \kappa_r, \lambda_r\}. If T does not have a fixed point, then \(|\operatorname{Per}_r(T)| \in \{0, \rho_r\}. \]

**Proof.** If \( T \) does not have a fixed point, the result follows immediately from Theorem 4.1. Thus, assume \( T \) has a fixed point. Suppose further that \(|\operatorname{Per}_r(T)| \neq 0\). We will show that \(|\operatorname{Per}_r(T)| \in \{\kappa_r, \lambda_r\}.

First, suppose \( n \) is even. Because \(|\operatorname{Per}_r(T)| \neq 0\), it follows from Theorem 4.1 that \( r \mid n - 1 \) and \(|\operatorname{Per}_r(T)| = \sum_{d \mid r} \mu(r/d)2^{d+1} \). Because \( r \mid n - 1 \) and \( n \) is even, \( r \) must be odd. Therefore,

\[ |\operatorname{Per}_r(T)| = \sum_{d \mid r} \mu(r/d)2^{d+1} = 2\kappa_r = \lambda_r. \]

Next, assume \( n \) is odd. Because \(|\operatorname{Per}_r(T)| \neq 0\), we must have \( r \mid 2n - 2 \) and

\[ |\operatorname{Per}_r(T)| = \sum_{d \mid r} \mu(r/d)\xi_n(d) \]

by Theorem 4.1. We have two cases to consider.

**Case 1:** In this case, assume \( r \mid n - 1 \). For each divisor \( d \) of \( r \), we know that \( \xi_n(d) = 2^d \) because \( d \mid n - 1 \). Hence,

\[ |\operatorname{Per}_r(T)| = \sum_{d \mid r} \mu(r/d)2^d = \kappa_r. \]
Case 2: In this case, assume \( r \nmid n - 1 \). Note that this implies that \( r \) is even. Since \( r \mid 2n - 2 \), we deduce that \((r/2) \mid n - 1 \). Since \((r/2) \mid r \), this shows that \( \gcd(r, n - 1) \geq r/2 \). Because \( r \nmid n - 1 \), \( \gcd(r, n - 1) < r \). Therefore, \( \gcd(r, n - 1) = r/2 \). Let \( d \) be a positive divisor of \( r \). We have \( d \mid n - 1 \) if and only if \( d \mid \gcd(r, n - 1) \). That is, \( d \mid n - 1 \) if and only if \( d \mid (r/2) \). It follows that 
\[
\xi_n(d) = \xi_{2+1}(d)
\]
This holds for any positive divisor \( d \) of \( r \), so
\[
|\text{Per}_r(T)| = \sum_{d|n} \mu(r/d)\xi_n(d) = \sum_{d|n} \mu(r/d)\xi_{2+1}(d) = \lambda_r. 
\]

Theorem 4.1 gives an explicit description of the dynamics of \( L_n = [C_n, \text{parity}_3, \text{id}] \) since the zero vector is certainly a fixed point of this map. Another natural SDS map worth considering is \([C_n, (1 + \text{parity})_3, \text{id}]\), the SDS map obtained from setting all vertex functions equal to \((1 + \text{parity})_3\). In the following theorem, we show that this map has a fixed point if and only if \( n \) is a multiple of \( 4 \). Hence, by Theorem 4.1, we completely understand the dynamics of this map. The proof of the following theorem also shows that it is relatively simple to determine whether or not one of the symmetric invertible SDS maps that we have been considering has a fixed point.

**Theorem 4.2.** The SDS map \([C_n, (1 + \text{parity})_3, \text{id}]: \mathbb{F}_2^n \to \mathbb{F}_2^n\) has a fixed point if and only if \( 4 \) divides \( n \).

**Proof.** Let \( T_n = [C_n, (1 + \text{parity})_3, \text{id}] \). Let
\[
\gamma_i = \begin{cases} 
0, & \text{if } i \equiv 0 \pmod{2}; \\
1, & \text{if } i \equiv 1 \pmod{2}.
\end{cases}
\]
Put \( u_n = (\gamma_1, \gamma_2, \ldots, \gamma_{n-1}, \gamma_n) \). For example, \( u_8 = (1, 0, 1, 0, 1, 0, 1, 1) \). Using Lemma 4.1, it is straightforward to check that
\[
T_n(v) = L_n(v) + u_n
\]
for each \( v \in \mathbb{F}_2^n \).

Let \( a_n \) be the \( n \)-tuple of 0’s and 1’s whose \( i \)th entry is 0 if and only if \( i \equiv 1, 2 \pmod{4} \). For example, \( a_8 = (0, 0, 1, 1, 0, 0, 1, 1) \). We leave the reader to verify that \( a_n \) is a fixed point of \( T_n \) if \( 4 \mid n \).

To prove the converse, suppose \( T_n \) has a fixed point \( c = (c_1, \ldots, c_n) \). We have \( c = T_n(c) = L_n(c) + u_n \), so \( u_n = L_n(c) + c \). For any \( z \in \mathbb{F}_2^n \), let \( [z]_j \) denote the \( j \)th entry of \( z \). If \( i \in \{1, 2, \ldots, n-2\} \), then \( [L_n(c)]_i = c_n + c_1 + c_{i+1} \) by Lemma 4.1. Therefore, \( [L_n(c) + c]_i = c_n + c_1 + c_i + c_{i+1} \). On the other hand, \( [u_n]_i = \gamma_i \) by definition. Thus, if \( 1 \leq i \leq n - 2 \), then
\[
(4) \quad c_n + c_1 + c_i + c_{i+1} = \gamma_i.
\]
Setting \( i = 1 \) in (4) yields \( c_2 + c_n = 1 \). Furthermore,
\[
\gamma_{n-1} = [u_n]_n = [L_n(c) + c]_n = c_2 + c_n
\]
by Lemma 4.1. It follows that \( \gamma_{n-1} = 1 \), so \( n \) is even. This implies that
\[
\sum_{i=1}^{n-2} (c_n + c_1 + c_i + c_{i+1}) = c_1 + c_{n-1} = [L_n(c) + c]_{n-1} = [u_n]_{n-1} = \gamma_{n-1} = 1.
\]
Invoking (4), we obtain
\[
1 = \sum_{i=1}^{n-2} (c_n + c_1 + c_i + c_{i+1}) = \sum_{i=1}^{n-2} \gamma_i.
\]
This implies that \( 4 \mid n \). \( \square \)
As in the proof of the previous theorem, let \( T_n = [C_n, (1 + \text{parity})_3, \text{id}] \). From Theorems 4.1 and 4.2, we deduce that for any fixed positive integer \( r \), there are only two possible values of \(|\text{Per}_r(T_n)|\). More precisely, let

\[
\theta_r = \begin{cases} 
\sum_{d \mid o \ r} \mu(r/d)2^{d+1}, & \text{if } r \equiv 0 \pmod{2}; \\
\sum_{d \mid r} \mu(r/d)2^{d+1}, & \text{if } r \equiv 1 \pmod{2}.
\end{cases}
\]

For any positive integer \( n \), we have \(|\text{Per}_r(T_n)| \in \{0, \theta_r\}\).

Indeed, suppose \(|\text{Per}_r(T_n)| \neq 0\). If \( r \) is odd, then \( r \nmid 2n - 2 \), so it follows from Theorem 4.1 that \( T_n \) has a fixed point. By Theorem 4.2 \( n \) is a multiple of 4. Using Theorem 4.1 once again, we find that \(|\text{Per}_r(T_n)| = \sum_{d \mid r} \mu(r/d)2^{d+1} = \theta_r\). Next, assume \( r \) is even. If \( 4 \mid n \), then Theorems 4.1 and 4.2 imply that \( r \mid n - 1 \). This is impossible, so \( 4 \nmid n \). Theorem 4.2 now tells us that \( T_n \) does not have a fixed point, so \(|\text{Per}_r(T_n)| = \sum_{d \mid o \ r} \mu(r/d)2^{d+1} = \theta_r\) by Theorem 4.1.

5. Suggestions for Future Research

Because SDS are defined using so many parts, there are several ways to vary the problems considered here. It is natural to consider symmetric invertible SDS defined using a different set of states (such as \( F_3 \)) or a different family of base graphs (such as wheel graphs or more general circulant graphs). In fact, it would be interesting to develop some method for gaining information about the invariant factor decompositions of SDS maps of the form \([G, \text{parity}_3, \pi]\), where \( G \) is an element of some reasonably large family of base graphs and the implicit set of states is still \( F_2 \). For example, finding the minimal polynomials of such maps would yield useful divisibility relationships governing the sizes of orbits of the maps. In doing so, it might be useful to consider the article \([9]\), which proves results that allow one to compute the matrix of a linear SDS map when an explicit formula such as that derived in Lemma 4.1 is not readily available.

It is also worth mentioning the possibility of obtaining results similar to Corollary 4.3 and the final two paragraphs of Section 4. Consider the following definition.

**Definition 5.1.** Let \( I \) be an indexing set, and let \( V = \{F_i\}_{i \in I} \) be a collection of self-maps of a set \( X \). Let

\[
\mathcal{R}_r(V) = \{|\text{Per}_r(F_i)|: i \in I\}.
\]

We say the collection \( V \) is \( r \)-orbit-restricted if \( \mathcal{R}_r(V) \) is finite, and we say \( V \) is orbit-restricted if \( V \) is \( r \)-orbit-restricted for all positive integers \( r \).

Of course, any finite collection of functions from a set \( X \) to itself is orbit-restricted. Let \( \mathcal{V} \) denote the set of all SDS maps of SIAECA with the identity update order. According to Corollary 4.3, \( \mathcal{R}_r(\mathcal{V}) \subseteq \{0, \kappa_r, \lambda_r, \rho_r\} \) for each \( r \). The two paragraphs at the end of Section 4 show that \( \mathcal{R}_r(\{[C_n, (1 + \text{parity})_3, \text{id}]\}_{n \geq 3}) = \{0, \theta_r\} \). Hence, these collections of SDS maps are also orbit restricted.

What other families of SDS maps are orbit-restricted? It seems quite difficult to answer this question in general, but we will at least make some conjectures. Fix an integer \( m \geq 2 \), and define \( f_m: (\mathbb{Z}/m\mathbb{Z})^3 \to \mathbb{Z}/m\mathbb{Z} \) by \( f_m(x_1, x_2, x_3) = x_1 + x_2 + x_3 \). Furthermore, define \((1 + f)_m: (\mathbb{Z}/m\mathbb{Z})^3 \to \mathbb{Z}/m\mathbb{Z} \) by \((1 + f)_m(x_1, x_2, x_3) = 1 + x_1 + x_2 + x_3 \). For the moment, we will define all SDS using
the set of states $\mathbb{Z}/m\mathbb{Z}$ (instead of $\mathbb{F}_2$). Let $F_{m,n}$ and $G_{m,n}$ denote the SDS maps $[C_n, f_m, \text{id}]$ and $[C_n, (1 + f)_m, \text{id}]$, respectively.

**Conjecture 5.1.** The collections $\{F_{m,n}\}_{n \geq 3}$ and $\{G_{m,n}\}_{n \geq 3}$ are each orbit-restricted.

It is reasonable to expect Conjecture 5.1 to hold when $m$ is a prime (so $\mathbb{Z}/m\mathbb{Z}$ is a field) since, in that case, linear algebra similar to that exploited above in the case $m = 2$ could force a certain rigidity upon the dynamics of the maps $F_{m,n}$ and $G_{m,n}$. The conjecture is a bit more radical in the case in which $m$ is not a prime.

**Conjecture 5.2.** Let $m, n, r$ be positive integers with $m \geq 2$ and $n \geq 3$. Every prime divisor of $|\text{Per}_1(F_{m,n}^r)|$ divides $m$. Every prime divisor of $|\text{Per}_1(G_{m,n}^r)|$ divides $m$.

A small amount of numerical evidence hints at the following conjecture.

**Conjecture 5.3.** Suppose $m$ is a power of 2. If $F_{m,n}$ has a periodic orbit of period $r$, then $r \mid m(n - 1)$. If $G_{m,n}$ has a periodic orbit of period $r$, then $r \mid m(n - 1)$.
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