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Abstract

In this paper we consider the fundamental problem of finding subgraphs in highly dynamic distributed networks – networks which allow an arbitrary number of links to be inserted / deleted per round. We show that the problems of $k$-clique membership listing (for any $k \geq 3$), 4-cycle listing and 5-cycle listing can be deterministically solved in $O(1)$-amortized round complexity, even with limited logarithmic-sized messages.

To achieve $k$-clique membership listing we introduce a very useful combinatorial structure which we name the robust 2-hop neighborhood. This is a subset of the 2-hop neighborhood of a node, and we prove that it can be maintained in highly dynamic networks in $O(1)$-amortized rounds. We also show that maintaining the actual 2-hop neighborhood of a node requires near linear amortized time, showing the necessity of our definition. For 4-cycle and 5-cycle listing, we need edges within hop distance 3, for which we similarly define the robust 3-hop neighborhood and prove it can be maintained in highly dynamic networks in $O(1)$-amortized rounds.

We complement the above with several impossibility results. We show that membership listing of any other graph on $k \geq 3$ nodes except $k$-clique requires an almost linear number of amortized communication rounds. We also show that $k$-cycle listing for $k \geq 6$ requires $\Omega(\sqrt{n}/\log n)$ amortized rounds. This, combined with our upper bounds, paints a detailed picture of the complexity landscape for ultra fast graph finding algorithms in this highly dynamic environment.

1 Introduction

Large-scale distributed systems are at the heart of many modern technologies, prime examples being the Internet, peer-to-peer networks, wireless systems, and more. Such environments are inherently subject to dynamic behavior, which in some cases is highly unpredictable. For example, highly unpredictable real-world large-scale peer-to-peer networks (up to millions of peers) were studied for a broad selection of applications, such as file-sharing, conferencing, or content distribution [20, 22, 23, 27, 35, 37]. It was observed that such networks exhibit a wide range of peer session lengths, ranging from minutes to days, with sessions being short on average but having a heavy tailed distribution, demonstrating the heterogenous nature of dynamic peer behavior in the network. Due to the increasing relevance of distributed systems with potentially unpredictable dynamic behavior, there has been abundant research about computing in dynamic distributed networks.
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In this work, we focus on a very harsh setting in which no bound is given on the number or location of links that appear or disappear from the network at a given time, and no structure at all is imposed on the network graph. Such a highly dynamic setting was first studied by Bamberger et al. [7], who showed fast algorithms for packing and covering problems, and was then studied by Censor-Hillel et al. [10], who showed fast algorithms for some locally checkable labelings (LCLs). Here, we also adhere to the bandwidth restriction of the latter, allowing only \( O(\log n) \) bits to be sent on a link per round.

We focus on subgraph detection problems in highly dynamic distributed networks. Detecting small subgraphs is a fundamental problem in computing, and a particular interest arises in distributed systems. A motivating example is that some tasks admit efficient distributed algorithms in triangle-free graphs [25,34].

1.1 The network model

We assume a synchronous network that starts as an empty graph on \( n \) nodes and evolves into the graph \( G_i = (V_i, E_i) \) at the beginning of round \( i \). In each round, the nodes receive indications about the topology changes of which they are part of, for both insertions and deletions. Then, each node can send a message of \( O(\log n) \) bits to each of its neighbors.

As a generalization of centralized dynamic data structures, we view a distributed dynamic algorithm as one that maintains a data structure that is distributed among the nodes of the network graph. Any node can be queried at any time for some information. A distributed dynamic data structure needs to respond to a query according to the information it has, without any further communication, in order to avoid stale responses. A crucial difference between the distributed and dynamic settings is that we allow the distributed data structure to also respond that it is in an inconsistent state, in case the neighborhood of the queried node is undergoing topology changes: note that in a centralized setting we can process topology changes one at a time in order to be able to determine the response to queries, but in the distributed case the topology change may affect the ability to communicate on top of affecting the response itself. Thus, we allow the data structure at a node to indicate that its updating process is still in progress, by responding that it is in an inconsistent state.

Formally, a distributed dynamic data structure (\( DS \)) is a data structure that is split among the nodes, such that each node \( v \) holds a part \( DS_v \). Given a problem \( P \), the data structure \( DS_v \) at a node \( v \) could be queried for a solution for \( P \). Upon a query, the data structure \( DS_v \) at node \( v \) needs to respond with a correct answer without communication or indicate that it is in an inconsistent state. Indeed, we refer to Figure 1 for an illustration of the different stages of our algorithms in the fully dynamic setting.

Naturally, an algorithm can trick this definition by always responding that the data structure is in an inconsistent state. However, our complexity measure charges the algorithms when a queried data structure responds that it is inconsistent. Thus, the aim is to design data structures that produce correct responses whenever possible. In general, one may address the worst-case round complexity of a distributed dynamic algorithm, which is the maximum number of rounds between the time that a data structure \( DS_v \) at a node \( v \) becomes inconsistent due to topology changes and the minimum between the time that it becomes consistent again or some additional topology change touches its neighborhood. Crucially, we stress that the problems we consider in this paper do not admit algorithms with good worst-case round complexity. Indeed, consider the counterexample where an adversary that starts from an empty graph, connects edges in the graph arbitrarily in the
Figure 1: An illustration of the different stages of our algorithms in the fully dynamic setting. At the beginning of a round $i$, there are some topological changes to $E_i$, of which the nodes are locally notified. The communication round that follows is divided into two halves. First, every node $v$ reacts to the changes in $E_i$ by manipulating its local data structure $DS_{v,i}$ in round $i$, followed by sending messages to its neighbors. Next, every node $v$ reads the messages received from its neighbors and updates $DS_{v,i}$ accordingly. At the end of the round, one can query $DS_{v,i}$. The response for the query, which is promised to satisfy some correctness guarantees, must be given immediately, without any further communication.

Nevertheless, we attempt to capture the “next best thing”. To this end, we consider an amortized notion of round complexity, in a similar fashion to the usual notion of amortized complexity, where one divides the total runtime by the number of times a data structure was modified. Since the networks we consider are long-lived environments regardless of whether topology changes occur, we do not count rounds per se, but rather we say that the amortized round complexity of an algorithm is $k$ if for every $i$, until round $i$, the number of rounds in which there exists at least one node $v$ with an inconsistent $DS_v$ divided by the number of topology changes which occurred, is bounded by $k$. For simplicity, we count the number of topological changes occurring globally, although our results hold even if we count the maximal number of changes occurring at a node.

We note that the algorithms of [10] can be viewed in the same manner, although for the problems considered there, one cannot rule out algorithms with a good worst-case complexity. We also emphasize that obtaining fast amortized complexity in various dynamic settings is extensively investigated (see, e.g., [1,8,24,28,38]).

1.2 Technical contributions

Our main result is that each node can maintain a list of all triangles to which it belongs, and this can be done in an $O(1)$ amortized number of rounds.

**Theorem 1.** There is a deterministic distributed dynamic data structure for triangle membership listing, which handles edge insertions and deletions in $O(1)$ amortized rounds.

We note that in [9], the bandwidth required for dynamic distributed algorithms that complete in a single round was investigated. It is shown there that the bandwidth for triangle membership listing is $\Theta(1)$ and $\Theta(n^{1/2})$ for edge deletions and insertions, respectively. The model there is very different from ours: it assumes only one type of topology change, and only one change per round, but does not allow an inconsistent state of the data structure.
Since membership listing is a very strong guarantee, as opposed to detection or listing, we immediately conclude that a constant amortized round complexity also applies to membership listing of any sized clique. In fact, each node knows all cliques to which it belongs.

**Corollary 1.** There is a deterministic distributed dynamic data structure for $k$-clique membership listing, for any integer $k \geq 3$, which handles edge insertions and deletions in $O(1)$ amortized rounds.

Our techniques do not apply for any subgraph other than cliques, and we show that this is for a good reason. Membership listing of any other subgraph requires a linear number of rounds, even amortized.

**Theorem 2.** Let $k \geq 3$ be an integer and let $H$ be a $k$-vertex graph which is not the $k$-clique. Then, any deterministic distributed dynamic data structure for $H$ membership listing that handles edge insertions and deletions requires $\Omega\left(\frac{n}{\log n}\right)$ amortized rounds.

Yet, once we relax the membership requirement, we can again find additional subgraphs extremely fast. For the general non-membership listing variant of 4-cycles and 5-cycles we obtain an $O(1)$ amortized complexity.

**Theorem 3.** There is a deterministic distributed dynamic data structure for 4-cycle listing and 5-cycle listing, which handles edge insertions and deletions in $O(1)$ amortized rounds.

Finally, we show that these ultra-fast algorithms are barred at 5-cycles, namely, that listing of $k$-cycles for larger values of $k$ hits a significant lower bound.

**Theorem 4.** Any deterministic distributed dynamic data structure for $k$-cycle listing, for any integer $k \geq 6$, handles edge insertions and deletions in $\Omega\left(\frac{\sqrt{n}}{\log n}\right)$ amortized rounds.

### 1.3 The challenges and our techniques

To explain the main challenge in triangle membership listing, as a warm-up, consider a triangle $\{v, u, w\}$. This triangle lies within the 2-hop neighborhood of all of its nodes, where we define the $k$-hop neighborhood of a node $v$ to be the set of edges whose endpoints are within distance $k$ from $v$. A naive approach would thus be for all nodes to learn their 2-hop neighborhood in order to list all triangles which they belong to. However, we prove in Section 2 that learning the 2-hop neighborhood of a node is too expensive, requiring a near-linear number of rounds, even in an amortized complexity measure. Thus, the naive algorithm for this problem is prohibitively slow.

**Warm-up: robust 2-hop neighborhoods:** Despite not being able to learn the entire 2-hop neighborhood, we identify a subset of the 2-hop neighborhood, which we term the robust 2-hop neighborhood, which we prove can be maintained by the data structure at each node within $O(1)$ amortized rounds (we give this as a warm-up in Appendix A). This subset of edges consists of all edges adjacent to $v$, and every remaining edge $\{u, w\}$ in the 2-hop neighborhood of $v$ that is inserted after at least one of the edges $\{v, u\}$ and $\{v, w\}$. At a first glance, this task may seem easy: with every insertion of an edge $e = \{v, u\}$, each of its endpoints $v$ enqueues $e$ and sends it to every neighbor $w$ when dequeued (the queue is needed to adhere to the bandwidth restrictions).

However, this is insufficient because the graph may also undergo edge deletions. To illustrate a bad case, let $\{v, u, w\}$ be a triangle in the graph which $v$ has knowledge of. Now, suppose the edge
\{u, w\} is deleted from the graph. Let \(i_u\) and \(i_w\) be the rounds in which \(u\) and \(w\) tell their neighbors about the deletion of \{u, w\}, respectively, and notice that these can be delayed due to congestion caused by previous information that \(u\) and \(w\) need to send. In particular, assume, crucially, that \(i_w \neq i_u\). Now, suppose the edge \{v, u\} is deleted in round \(i_u\), and the edge \{v, w\} is deleted in round \(i_w\), and both are immediately inserted back in the following rounds. This causes \(v\) to never learn about the deletion of \{u, w\} but \{u, w\} will still be marked as existing according to \(v\), since at least one of the edges \{v, u\}, \{v, w\} was present in every round. Thus this algorithm fails.

Therefore, to fix this discrepancy, we need to make \(v\) remove the edge \{u, w\} from the set of edges that it knows about, also in the first case. We overcome this issue by assigning timestamps to edge insertions, and requiring that \(v\) forgets about the edge \{u, w\} if its insertion time becomes smaller than both insertion times of \{v, u\} and \{v, w\}. This solves the bad scenario above, as \(v\) will forget the edge \{u, w\} once \{v, w\} is deleted. A major problem here is that insertion times grow unboundedly, preventing us from sending them in messages. We overcome this by having a node \(v\) that receives an edge \{u, w\} through its neighbor \(u\) assign an imaginary timestamp \{u, w\} that is equal to the insertion time of \{v, u\}, rather than that of \{u, w\} itself, as the latter is unknown to \(v\), and we prove that these imaginary timestamps are sufficient.

**Triangle membership listing:** Having the robust 2-hop neighborhood is very useful for listing triangles, but care should be taken. Suppose the edges of the triangle \{v, u, w\} are inserted in different rounds, in the order \{v, u\}, \{u, w\}, \{v, w\}. Then nodes \(v\) and \(u\) know about this triangle because it is contained in their robust 2-hop neighborhoods. Yet, the node \(w\) does not know about the edge \{v, u\}.

To address this, we would like to let \(v\) inform \(w\) about the triangle created by insertion of the edge \{v, w\}. This raises a subtlety: if \(v\) is responsible for informing \(w\) about \{v, u, w\}, it is also responsible for informing \(w\) about any other triangle \{v, u', w\} that the insertion of the edge \{v, w\} creates, but there could be a linear number of such triangles which would cause a huge congestion on the communication link \{v, w\}. Instead, we let the node \(u\) inform \(w\) of this triangle, noticing that each such \(u\) only sends one indication of a triangle to \(w\) per the inserted edge \{v, w\}. Note that we incur here another round towards the amortized round complexity, because \(u\) only knows about the edge \{v, w\} after at least another round since it needs to obtain this information from \(v\) or \(w\). But for the amortization argument this will turn out to be sufficient (see Section 2).

**Robust 3-hop neighborhoods and listing 4-cycles and 5-cycles:** Some 4-cycles can be listed using the robust 2-hop neighborhood, e.g., if \(v\) is a node on the cycle \(v - u - w - x\) whose edges \{v, u\} and \{v, x\} are inserted before the other two edges. However, once we consider an order of insertions that is \{v, u\}, \{w, x\}, \{v, x\}, and \{u, w\}, the 4-cycle is not contained in the robust 2-hop neighborhood of any of its nodes. For 5-cycles, the above is always the case, regardless of the order of insertions.

Thus, in order to list 4-cycles and 5-cycles, we need to know more edges. For this, we identify a subset of the 3-hop neighborhood of \(v\), which we term the robust 3-hop neighborhood, for which we can prove that (i) \(v\) can maintain knowledge of this subset within \(O(1)\) amortized rounds (Section 3), and (ii) this subset is sufficient for constructing a data structure for 4-cycle and 5-cycle listing (Section 4). We note that this includes the robust 2-hop neighborhood. One could also consider defining this for larger hops, but note that listing of larger cycles admits a significant lower bound, as we prove in Section 4.
Roughly speaking, this subset of the 3-hop neighborhood of a node $v$ will consist of edges on 2,3-paths towards $v$ such that the farthest edge is inserted after the other(s). It will not be hard to show that with insertions only, the knowledge of this subset of edges can be efficiently transmitted to $v$. When we allow edge deletions, we require the deletion to be propagated to distance 2.

While this approach sounds straightforward, several problems still remain. First, it might make the knowledge that $v$ maintains be a disconnected graph, which is a pitfall we wish to avoid, since $v$ can never faithfully maintain information about unreachable components in the graph. Consequently, one could require that $v$ simply forgets about now unreachable components. However, we argue that this is not sufficient. Indeed, this problem appears already for distance 1 as described in the 2-hop case, where in a triangle, the far edge from $v$ is deleted, but this information fails to reach $v$ due to flickering of the two edges of the triangle that touch $v$. When limiting ourselves to the 2-hop case, we overcame this by using (imaginary) timestamps for edge insertions. For the 3-hop case this is insufficient, and instead we employ a more involved mechanism of maintaining a set of paths.

Formally, we have $v$ maintain for each edge $\{w,x\}$ a set of paths on which the edge was learned. If $\{w,x\}$ is rediscovered on a new path, this path is added into the set, and if, alternatively, a path is severed due to an edge deletion, this path is removed from the set. If no path remains for the edge $\{w,x\}$, only then is it marked as not existing. We claim that this algorithm is sufficient for a node $v$ to learn the required subset of its 3-hop neighborhood even when allowing edge insertions and deletions. The proof is highly non-trivial, especially due to the need to argue about the amortized round complexity. To get a flavor of this, note that a similar approach of using the robust 4-hop neighborhood listing in order to obtain 6-cycle listing is doomed to fail, given our lower bound of Section 5.

1.4 Additional related work

There are two previous works that address the recently emerging highly dynamic setting that we address. Pioneering this area was [7], which studied the complexity of packing and covering problems in this setting, and this was followed by the work in [10], which addresses maximal matching, coloring, maximal independent sets, and 2-approximations for weighted vertex cover. Our results for subgraphs are the first in this model.

Many additional models of dynamic distributed computing have been extensively studied throughout the years. A prime example is the literature about self stabilization [17], which also addresses a notion of quiet rounds. The highly dynamic setting considered in our work does not rely on any quiet time in the network. A very harsh model that allows the graph to almost completely change from round to round is that of [31] (see also follow-up work), but then the questions addressed have a flavor of information dissemination rather than graph properties. Additional work that addresses graph structures in distributed dynamic settings include the aforementioned clique detection work [9], whose setting differs from ours by not allowing inconsistency responses but sometimes reverting to an increased bandwidth. The latter also assume only a single topology changes per round. Studies by [3, 12, 30, 33, 36] assume enough time for the network to produce a response after a topology change, and some of these works also allow a large bandwidth. In [4, 6], a highly dynamic model for peer-to-peer networks is studied, in which the graphs at each time must be bounded-degree expanders, but heavy churn (rate of peers joining and leaving) is allowed.

To contrast our results about subgraphs with the static CONGEST model, note that the round complexity of triangle membership listing is $\tilde{\Theta}(n)$ [29]. The complexity of triangle listing (every
triangle needs to be known by some node, but not necessarily by all of its nodes) is $\tilde{O}(n^{1/3})$, due to the upper bound of $\lceil O(n^{1/3}) \rceil$ (obtained after a series of papers that were able to show that it is sublinear $\lceil 13, 29 \rceil$) and the lower bounds of $\lceil 29, 32 \rceil$. If we consider graphs with bounded maximum degree $\Delta$, then the complexity of triangle listing is $O(\Delta / \log n + \log \log \Delta)$ $\lceil 26 \rceil$. In particular, this is superior to the previous complexity of $\Theta(n^{1/3})$ whenever $\Delta = \tilde{O}(n^{1/3})$. Furthermore, restricted to deterministic algorithms, the complexity was recently shown to be $n^{2/3+o(1)}$ $\lceil 15 \rceil$. The complexity of triangle detection (some node needs to indicate that there is a triangle) is $\tilde{O}(n^{1/3})$ as listing, and the lower bound front is very scarce: it is known that a single round is insufficient $\lceil 2 \rceil$ even for randomized algorithms $\lceil 21 \rceil$. For deterministic algorithms, the complexity was recently shown to be superior to the previous complexity of $\tilde{O}(n^{1/3})$ $\lceil 21 \rceil$ (for $k = 4$ this also follows from $\lceil 16 \rceil$), and upper bounds of $O(n^{5/6+o(1)})$ and $O(n^{21/22+o(1)})$ are known for listing of 4-cliques and 5-cliques, respectively $\lceil 19 \rceil$. Recently, sublinear running times were reported for listing all $k$-cliques $\lceil 11 \rceil$. Membership listing has a linear complexity as is the case for triangles. Listing 4-cycles requires a linear number of rounds $\lceil 19 \rceil$, but the complexity of detecting 4-cycles is $\Theta(n^{1/2})$, given in $\lceil 18 \rceil$, and the complexities of detecting larger cycles are also sublinear but known to be polynomial in $n$ $\lceil 19 \rceil$.

2 Clique membership listing in $O(1)$ amortized complexity

The core of showing clique membership listing is showing membership listing for triangles. The problem of triangle membership listing requires the data structure $DS_v$ at each node $v$ to respond to a query of the form $\{v, u, w\}$ with an answer true if this set forms a triangle, false if it does not, or inconsistent, if $DS_v$ is in an inconsistent state. Recall that the node $v$ is not allowed to use any communication for deciding on its response.

Note that the above would be a trivial task if large messages were available, by simply having each node send its entire neighborhood after each topology change.

**Theorem 1.** There is a deterministic distributed dynamic data structure for triangle membership listing, which handles edge insertions and deletions in $O(1)$ amortized rounds.

Let $E_{v}^{r}$ denote the subset of $E_i$ of all edges contained in the $r$-hop neighborhood of $v$. Consider first only the case $r = 2$, for which $E_{v}^{2}$ is the set of edges that touch the node $v$ or any of its neighbors. One would like to have each node $v$ learn all of $E_{v}^{2}$ but this turns out not to be a hard task, as we show later in Corollary 3. Instead, in Theorem 7 in Appendix A which we refer to for a warm-up, it is shown that a node $v$ may learn a subset of $E_{v}^{2}$ (the robust 2-hop neighborhood), subject to insertion time constraints. We wish to extend this notion and ask which other subsets of $E_{v}^{2}$ (or more generally $E_{v}^{r}$) that are subject to insertion time constraints a node $v$ can maintain knowledge of. We will refer to these sets of edges with insertion time constraints as temporal edge patterns. In Figure 2 we present temporal edge patterns the knowledge of which a node $v$ maintains in the proof of Theorem 1. These patterns, together with $N_v$, are sufficient for triangle membership listing.

**Proof of Theorem 1.** Denote by $T_{i}^{v,2} \subseteq E_{i}^{v,2}$ the set of edges which satisfy the time constraints given in Figure 2 namely, if the edges $\{v, u\}, \{u, w\}$ exist then we have $\{v, u\}, \{u, w\} \in T_{i}^{v,2}$ if and only

1Furthermore, in Appendix B we show an optimal algorithm for 2-hop neighborhood listing.
if either (a) \( t_{\{u,w\}} \geq t_{\{v,u\}} \), or (b) the edge \( \{v,w\} \) exists and \( t_{\{u,w\}} < t_{\{v,u\}}, t_{\{v,w\}} \). Furthermore, we include all the edges incident at \( v \) into \( T_i^{v,2} \), that is, \( E_i^{v,1} \subseteq T_i^{v,2} \). The data structure \( DS_{v,i} \) at node \( v \) at the end of round \( i \) consists of the following: A set \( S_{v,i} \) of items, where each item is an edge \( e = \{a,b\} \) along with a timestamp \( t_e' \), a queue \( Q_{v,i} \) of items, each of which is either

1. an edge \( e = \{u,w\} \) along with an insertion/deletion mark and a mark that this item is related to temporal edge pattern (a);

2. a tuple of an edge and a vertex \( \langle\{u,w\}, x\rangle \) along with an insertion/deletion mark and a mark that this item is related to temporal edge pattern (b),

and a flag \( C_{v,i} \). We make a distinction between \( t_e \) which is the true timestamp when \( e \) was added and \( t_e' \) which is the imaginary timestamp maintained inside \( S_{v,i} \). Note that for every \( e \) adjacent to \( v \), the node \( v \) knows the value \( t_e \), while for non adjacent edges we only know \( t_e' \). We will make sure that an edge \( \{a,b\} \) appears in at most a single item in \( S_{v,i} \). Our goal is to maintain that \( T_i^{v,2} = S_{v,i} \) at the end of round \( i \), or that \( C_{v,i} = \text{false} \) (the consistency flag).

Initially, for all nodes \( v \), we have that \( S_{v,0} \) and \( Q_{v,0} \) are empty, and \( C_{v,0} = \text{true} \), indicating that \( DS_{v,0} \) is consistent. The algorithm for a node \( v \) in round \( i \geq 1 \) is as follows:

1. Initialization: Set \( S_{v,i} = S_{v,i-1} \) and \( Q_{v,i} = Q_{v,i-1} \).

2. Topology changes: Upon indications of edge deletions, for each such deletion \( \{v,u\} \), the edge \( \{v,u\} \) is removed from \( S_{v,i} \). Then, for each such deletion \( \{v,u\} \), all edges \( \{u,z\} \in S_{v,i} \) either \( \{v,z\} \not\subseteq S_{v,i} \) or \( t'_{\{u,z\}} < t_{\{v,z\}} \) are removed from \( S_{v,i} \). Afterwards, upon an indication of an edge insertion \( \{v,u\} \), the edge \( \{v,u\} \) is added to the set \( S_{v,i} \). In both cases (insertion and deletion), the pair \( \{v,u\} \) is enqueued into \( Q_{v,i} \) along with a corresponding insertion/deletion mark and mark (a).

3. Communication: If \( Q_{v,i} \) is not empty, the node \( v \) dequeues an item \( e \) from \( Q_{v,i} \). If the item has mark (a), \( v \) sends it with mark (a) to all of its neighbors \( u \) such that \( t_e \geq t_{\{v,u\}} \). Alternatively, if the item has mark (b), it has the form \( \langle\{v,u\}, w\rangle \), in which case we send \( \{v,u\} \) to \( w \) with mark (b). In any case \( v \) also sends to all its neighbors a Boolean indication \( \text{IsEmpty} \) of whether \( Q_{v,i} \) was empty in the beginning of round \( i \). In actuality, we do not send \( \text{IsEmpty} = \text{true} \): not receiving \( \text{IsEmpty} = \text{false} \) by other nodes is interpreted as receiving \( \text{IsEmpty} = \text{true} \).
4. Updating the data structure: Upon receiving an item $e = \{u, w\}$ with mark (a) from a neighbor $u$, node $v$ sets updates $S_{v,i}$ according to the insertion/deletion mark. Furthermore, for the case of insertion, if $e \notin S_{v,i-1}$ we set $t'_e = t_{\{u,v\}}$. Otherwise we update $t'_e = \max\{t'_e, t_{\{u,v\}}\}$. If we further detect that $t_{\{v,u\}} < t_{\{v,w\}} \leq t'_e$ or $t_{\{v,w\}} < t_{\{v,u\}} \leq t'_e$, we enqueue $\langle\{v, u\}, w\rangle$ or $\langle\{v, w\}, u\rangle$, respectively, into $Q_{v,i}$ with mark (b).

Alternatively, upon receiving an item $e = \{u, w\}$ with mark (b) from a neighbor $u$, only if the edges $\{v, u\}, \{v, w\}$ exist, $v$ inserts it into $S_{v,i}$ and sets $t'_e = \min\{t_{\{v,u\}}, t_{\{v,w\}}\} - 1$.

If $Q_{v,i}$ is not empty, or an item with $\text{IsEmpty} = \text{false}$ is received, then $C_{v,i}$ is set to $\text{false}$. Otherwise, $C_{v,i}$ is set to $\text{true}$.

Correctness: Suppose that $C_{v,i} = \text{true}$ and $DS_{v,i}$ is queried with $\{v, u, w\}$. We need to show that $DS_{v,i}$ responds $\text{true}$ if and only if only this triplet is a triangle in the graph $G_i$. We will instead show that we implement a data structure such that it responds $\text{true}$ on a query $\{v, w\}$ if and only if $\{u, v\} \in S_{v,i}$ where we promise $T_{i}^{v,u} = S_{v,i}$. This is sufficient, since $\{u, v, w\}$ is a triangle in $G_i$ if and only if $\{v, u\}, \{u, w\}, \{v, w\} \in T_{i}^{v,u}$. Now, we first prove correctness for the ideal algorithm, where we set $t'_e = t_e$ (the true edge timestamp). Then, we show that our algorithm behaves exactly the same as the ideal algorithm, even with the modified timestamps.

To show the correctness of the ideal algorithm, we want to show that if $C_{v,i} = \text{true}$, it holds that $S_{v,i} = T_{i}^{v,u}$. Let $e = \{u, z\} \in T_{i}^{v,u}$, and we show that if $C_{v,i} = \text{true}$ then $e$ is also in $S_{v,i}$. If $v \in e$ the proof is direct, so we focus on the case where $v \notin e$. Because $e \in T_{i}^{v,u}$ either (a) there must exist an edge $e' = \{u, v\} \in T_{i}^{v,u}$ such that $t_e \geq t_{e'}$ or (b) both edges $\{u, v\}, \{z, v\}$ exist and $t_e < t_{\{u, v\}}, t_{\{z, v\}}$. In case (a), the edge $e'$ was added at the same round or before $e$, and remained there until the $i$-th round. As the $C_{v,i} = \text{true}$ implies that the queue of $u$ is empty, this means that $v$ must have received the edge $e'$ by iteration $i$ and added it to $S_{v,i}$. As $e'$ was unchanged throughout this time, this implies that the edge $e$ was not deleted from $S_{v,i}$, up to and including round $i$. In case (b), the edge $e$ was inserted strictly before $\{v, u\}$ and $\{v, z\}$, and all three exist until round $i$. Suppose, without loss of generality, that $t_{\{v,z\}} \geq t_{\{v,u\}} > t_e$. In this case, by step 4 after learning about $\{v, z\}$, $u$ should enqueue an element $\langle e, v \rangle$ which then by step 3 implies that $v$ should eventually learn of $e$. We first show that $u$ learns about $\{v, z\}$. Indeed, both $v$ and $z$ enqueue $\{v, z\}$ and as $C_{v,i} = \text{true}$ implies these queues are empty we conclude $u$ learns about that edge. Note also that $u$ learns about $\{v, z\}$ when $\{u, v\}$ and $\{u, z\}$ are already present. Next, as all the queues around $v$ are eventually empty, $u$ detects that $t_{\{v,z\}} \geq t_{\{v,u\}} > t_e$, which causes it to enqueue $\langle e, v \rangle$. Thus $e$ is eventually sent to $v$ by $u$, and so $e \in S_{v,i}$.

Next, let $e = \{u, z\} \notin T_{i}^{v,u}$, and we show that if $C_{v,i} = \text{true}$ then $e$ is also not in $S_{v,i}$. Here again the case where $v \in e$ is trivial. If $e$ was never added to $S_{v,j}$ at some round $j < i$ we have $e \notin S_{v,i}$ and we are done. Thus, we are only concerned with the case where $e$ was added to $S_{v,j}$ for $j < i$, but is not in $T_{i}^{v,u}$. This implies that there exists no $e' \in T_{i}^{v,u}$ such that $e \cap e' \neq \emptyset$ and $t_e \geq t_{e'}$. By step 2 of our algorithm, this implies that $e$ must be deleted by the $i$-th iteration. Furthermore, by the same reasoning, it cannot be that both edges $\{v, u\}, \{v, z\}$ exist and $t_e < t_{\{v,u\}}, t_{\{v,z\}}$. If $e$ was received by $v$ when both edges exist, by step 2 of our algorithm, this implies that $e$ must be deleted by the $i$-th iteration. If, alternatively, $e$ was received by $v$ when one of $\{v, u\}, \{v, z\}$ did not exist already, then by step 4 it would not be included into $S_{v,i}$ in the first place. This completes the proof for the ideal algorithm.

We need to show that the set $S_{v,i}$ maintained by our algorithm is the same as it would be if the
value of \( t'_e \) was set to \( t_e \) (the ideal algorithm). We observe that exact timestamps are not required – we only need to know how they relate to one another to be able to decide if edges belong to a certain temporal edge pattern or not. This is made sure in step 4. Indeed, notice that in step 1 we have \( t'_{\{u,z\}} < t_{\{v,z\}} \) if and only if \( t_{\{u,z\}} < t_{\{v,z\}} \), and in step 4 we have \( t_{\{v,w\}} < t_{\{v,u\}} \leq t'_e \) if and only if \( t_{\{v,w\}} < t_{\{v,u\}} \leq t'_e \). Therefore the algorithm operates in the same manner as the ideal algorithm.

**Round complexity:** A topology change in the pair \( e = \{w, u\} \) in round \( i \) causes an enqueue of an item to \( Q_{w,i} \) and to \( Q_{u,i} \) with mark (a). For nodes \( v_1, \ldots, v_\ell \) which are neighbors of both \( u \) and \( w \) this can further cause an enqueue, at most twice (at rounds \( i_u, i_w > i \) ), of an item with mark (b) to \( Q_{v_1}, \ldots, Q_{v_\ell} \), respectively. Since \( e \) caused an enqueue on at most 3 rounds and nodes dequeue a single element every round we then have, for every round \( j \), that the number of rounds in which there exists at least one node \( v \) with an inconsistent \( DS_v \) until round \( j \) is bounded by 3 times the number of topology changes which occurred until round \( j \). This gives the claimed \( O(1) \) amortized round complexity.

Given an integer \( k \geq 3 \), the \( k \)-clique membership listing problem is the natural generalization of the triangle membership listing problem, in which the query to \( DS_v \) is a \( k \)-sized set \( H = \{v_1, \ldots, v_k\} \), where there is an \( 1 \leq i \leq k \) such that \( v_i = v \). Now observe that triangle membership listing implies \( k \)-clique membership listing, because for any \( k \)-clique \( H \) with a node \( v \), if \( v \) knows about all triangles of which it is a member, then it knows about all edges in \( H \). We thus immediately obtain the following.

**Corollary** [1]. There is a deterministic distributed dynamic data structure for \( k \)-clique membership listing, for any integer \( k \geq 3 \), which handles edge insertions and deletions in \( O(1) \) amortized rounds.

Finally, we show that \( k \)-cliques are essentially the only subgraphs for which we can handle membership listing efficiently.

**Theorem** [2]. Let \( k \geq 3 \) be an integer and let \( H \) be a \( k \)-vertex graph which is not the \( k \)-clique. Then, any deterministic distributed dynamic data structure for \( H \) membership listing that handles edge insertions and deletions requires \( \Omega \left( \frac{n}{\log n} \right) \) amortized rounds.

**Proof.** Let \( a \) and \( b \) be two vertices in \( H \) which are not neighbors, and denote by \( N_a \) and \( N_b \) their neighborhoods in \( H \), respectively. Furthermore, denote by \( v_1, v_2, \ldots, v_{k-2} \) all the other vertices of \( H \). We will consider the counter example on \( n \) nodes where we have some nodes \( v_1, v_2, \ldots, v_{k-2} \) which are connected according to \( H \). The adversary performs the following steps for \( \ell = 1, \ldots, t \):

1. Choose a node \( u_\ell \) arbitrarily which is different from \( v_1, v_2, \ldots, v_{k-2} \) and \( u_1, u_2, \ldots, u_{\ell-1} \).
2. Connect \( u_\ell \) to \( v_1, v_2, \ldots, v_{k-2} \) according to \( N_a \).
3. Wait for the algorithm to stabilize.
4. Disconnect \( u_\ell \) from all nodes and connect it again according to \( N_b \).
We claim that no algorithm can handle this scenario with $o\left(\frac{n}{\log n}\right)$ amortized round complexity. Indeed, consider the $\ell$th node $u_\ell$ that we connect according to $N_a$. Due to an indistinguishability argument, there are at least $\binom{n-k+1}{\ell-1}$ possible $H$-graphs that $u_\ell$ may form with the nodes $v_1, v_2, \ldots, v_{k-2}$ and each possible selection of $u_1, u_2, \ldots, u_{\ell-1}$. Therefore, at least $\log \binom{n-k+1}{\ell-1}$ bits need to be communicated on the existing edges out of $\{u_\ell, v_1\}, \ldots, \{u_\ell, v_{k-2}\}$. Suppose we continue this procedure up to $t = 1 + \frac{n-k+1}{2}$. Then, the total communication turns out to be at least

$$\sum_{\ell=1}^{1+\frac{n-k+1}{2}} \log \left(\frac{n-k+1}{\ell-1}\right) \geq \sum_{\ell=1+\frac{n-k+1}{2}}^{1+\frac{n-k+1}{2}} \log \left(\frac{n-k+1}{\ell-1}\right) \geq \sum_{\ell=1+\frac{n-k+1}{2}}^{1+\frac{n-k+1}{2}} \log \left(\frac{n-k+1}{\ell-1}\right) \geq \frac{n-k+1}{6} \cdot \log 3^{\frac{n-k+1}{3}} = \Omega(n^2).$$

While the communication happens on $O(kn) = O(n)$ different edges, it happens sequentially on at most $O(k) = O(1)$ edges at a time, in step 3, each having $O(\log n)$ bandwidth. Thus we argue this scenario requires at least $\Omega\left(\frac{n^2}{\log n}\right)$ inconsistent rounds. As there are only $O(kn) = O(n)$ topological changes, the amortized round complexity is at least $\Omega\left(\frac{n}{\log n}\right)$.

Note that maintaining knowledge of the 2-hop neighborhood is nothing else than membership listing of the 3-vertex path graph, $v - u - w$. We deduce the following.

**Corollary 2.** Any deterministic distributed dynamic data structure for 2-hop neighborhood listing handles edge insertions/deletions in $\Omega\left(\frac{n}{\log n}\right)$ amortized rounds.

This matches the upper bound shown in Appendix B.

## 3 Listing 4-cycles and 5-cycles in $O(1)$ amortized complexity

For the problem of 4-cycles and 5-cycles, we address the listing variant (not membership listing). This means that for every 4-cycle (5-cycle) $H$, we require that at least one node $v$ in $H$ which, if queried for $H$, returns true. Formally, the problem of 4-cycle (5-cycle) listing requires the data structure $D_{\ell, i}$ at each node $v$ to respond to a query of the form $H = \{v, u_1, \ldots, u_3\}$ ($H = \{v, u_1, \ldots, u_4\}$) with an answer true, false, or inconsistent, such that if all nodes of $H$ are queried, then either at least one node responds inconsistent, or at least one node outputs true if and only if $H$ is a 4-cycle (5-cycle) in $G_{i-1}$.

**Theorem 5.** There are deterministic distributed dynamic data structures for 4-cycle and 5-cycle listing, which handle edge insertions/deletions in $O(1)$ amortized rounds.

In similar fashion to the previous section, we wish to characterize a temporal edge pattern $R^{v,i}_{i-3} \subseteq E^{v,i}_{i-3}$, which $v$ can maintain, upon which we can construct a data structure for 4-cycle and 5-cycle listing. We will choose $R^{v,i}_{i-3}$ (the robust 3-hop neighborhood) to be the set of edges which satisfy the time constraints given in Figure 4. Namely, we have

---

1. We require correctness with respect to $G_{i-1}$ and not $G_i$ because of the inherent delay of topological changes on edges touching nodes within distance 3.
• (a) \( v - u - w \subseteq R_i^{v,3} \) if \( t_{\{u,w\}} \geq t_{\{v,u\}} \);

• (b) \( v - u - w - x \subseteq R_i^{v,3} \) if \( t_{\{w,x\}} \geq t_{\{u,w\}}, t_{\{v,u\}} \).

Furthermore, we include all the edges incident at \( v \) into \( R_i^{v,3} \), that is, \( E_i^{v,1} \subseteq R_i^{v,3} \).

Figure 3: The temporal edge patterns a node \( v \) learns in the proof of Theorems 6 and 5. These patterns consist of (a) the robust 2-hop neighborhood where \( t_{\{u,w\}} \geq t_{\{v,u\}} \), and (b) a pattern where \( t_{\{w,x\}} \geq t_{\{u,w\}}, t_{\{v,u\}} \). Note that patterns (a) and (b) are not mutually disjoint. Green colored edges have earlier insertion time compared to yellow colored edges.

Formally, the robust 3-hop neighborhood listing problem requires the data structure \( DS_{v,i} \) at round \( i \) at each node \( v \) to respond to a query of the form \( \{ u, w \} \) with an answer true if \( \{ u, w \} \in R_i^{v,3} \), false if \( \{ u, w \} \notin E_i^{v,3} \), or inconsistent, if \( DS_v \) is in an inconsistent state. We claim the following.

**Theorem 6.** There is a deterministic distributed dynamic data structure for the robust 3-hop neighborhood listing, which handles edge insertions/deletions in \( O(1) \) amortized rounds.

Before proving Theorem 6 we show how it implies Theorem 5.

**Proof of Theorem 5.** By Theorem 6, suppose for each node \( v \) we have a data structure \( DS_v \) such that at each round \( i \) it is able to respond to a query of the form \( \{ u, w \} \) with an answer true if \( \{ u, w \} \in R_i^{v,3} \), false if \( \{ u, w \} \notin E_i^{v,3} \), or inconsistent, if \( DS_v \) is in an inconsistent state. In addition, let \( k \in \{ 4, 5 \} \). We claim it is possible for a node \( v \), given a query of the form \( H = \{ v, u_1, \ldots, u_{k-1} \} \), to respond with an answer true, false, or inconsistent, such that if all nodes of \( H \) are queried, then either there is a response that is inconsistent, or at least one node outputs true if and only if \( H \) is a \( k \)-cycle in \( G_{i-1} \). The new data structure will respond true on \( H = \{ v, u_1, \ldots, u_{k-1} \} \) if and only if the old data structure responded true on all \( \{ v, u_1 \}, \{ u_1, u_2 \}, \ldots, \{ u_{k-2}, u_{k-1} \}, \{ u_{k-1}, v \} \). We divide the proof into two cases.

1. \( k = 4 \): Suppose \( H = \{ v, u_1, u_2, u_3 \} \) is a 4-cycle in \( G_{i-1} \) and assume, without loss of generality, that \( t_{\{u_2,u_3\}} \geq t_{\{v,u_1\}}, t_{\{u_1,u_2\}}, t_{\{u_3,v\}} \). It is easy to verify that by the definition of \( R_i^{v,3} \) it holds that \( \{ u_2, u_3 \}, \{ v, u_1 \}, \{ u_1, u_2 \}, \{ u_3, v \} \notin R_i^{v,3} \). Alternatively, suppose that \( H = \{ v, u_1, u_2, u_3 \} \) is not a 4-cycle in \( G_{i-1} \), which implies one of its edges, \( e \), is missing. Then the claim follows since a consistent \( DS_v \) responds false on edges \( e \notin E_i^{v,3} \).

2. \( k = 5 \): Suppose \( H = \{ v, u_1, u_2, u_3, u_4 \} \) is a 5-cycle in \( G_{i-1} \) and assume, without loss of generality, that \( t_{\{u_2,u_3\}} \geq t_{\{v,u_1\}}, t_{\{u_1,u_2\}}, t_{\{u_3,u_4\}}, t_{\{u_4,v\}} \). It is easy to verify that by the definition of \( R_i^{v,3} \) it holds that \( \{ u_2, u_3 \}, \{ v, u_1 \}, \{ u_1, u_2 \}, \{ u_3, u_4 \}, \{ u_4, v \} \notin R_i^{v,3} \). Alternatively, suppose that \( H = \{ v, u_1, u_2, u_3, u_4 \} \) is not a 5-cycle in \( G_{i-1} \), which implies one of its edges, \( e \), is missing. Then the claim follows since a consistent \( DS_v \) responds false on edges \( e \notin E_i^{v,3} \).
4 The robust 3-hop neighborhood

We now provide the proof of our algorithm for obtaining the robust 3-hop neighborhood listing. We refer the reader to the introduction for an informal description of this construction.

Proof of Theorem 6. The data structure $DS_{v,i}$ at node $v$ at the end of round $i$ consists of the following: A set $S_{v,i}$ of items, where each item is an edge $e$ along with a set of paths $P_e$, a queue $Q_{v,i}$ of items, each of which is either a path with an insertion mark or an edge with an $O(1)$ bit number and a deletion mark, and a flag $C_{v,i}$. For convenience, denote by $\tilde{S}_{v,i}$ the set of edges in $S_{v,i}$, such that each edge $e$ has nonempty $P_e$. Our goal is to maintain that $R_{i-1}^{0,3} \subseteq \tilde{S}_{v,i} \subseteq E_{i-1}^{0,3}$ at the end of round $i$, or that $C_{v,i} = false$ (the consistency flag).

Initially, for all nodes $v$, we have that $S_{v,0}$ and $Q_{v,0}$ are empty, and $C_{v,0} = true$, indicating that $DS_{v,0}$ is consistent. The algorithm for a node $v$ in round $i \geq 1$ is as follows:

1. Initialization: Set $S_{v,i} = S_{v,i-1}$ and $Q_{v,i} = Q_{v,i-1}$.

2. Topology changes: Upon indications of edge insertions/deletions, for each such insertion/deletion $\{v,u\}$, the edge $\{v,u\}$ is enqueued into $Q_{v,i}$ along with a corresponding insertion/deletion mark. In case of deletions the attached number is 0.

3. Communication: If $Q_{v,i}$ is not empty, the node $v$ dequeues an item from $Q_{v,i}$ and broadcasts it. Node $v$ also broadcasts a Boolean indication $IsEmpty$ of whether $Q_{v,i}$ was empty in the beginning of round $i$, and an indication $AreNeighborsEmpty$ of whether $v$ received $IsEmpty$ from all of its neighbors in the end of round $i-1$. In actuality, we do not send $IsEmpty = true$: not receiving $IsEmpty = false$ by other nodes is interpreted as receiving $IsEmpty = true$. The same rule holds for $AreNeighborsEmpty = true$.

4. Updating the data structure: Upon dequeueing an item from $Q_{v,i}$ and broadcasting it, or receiving an item from a neighbor $u$, if it has an insertion mark then it is a path $p$. Denote by $p'$ the path

$$p' = \begin{cases} p, & p = \{v,w\} \text{ for some node } w, \\ v - p, & \text{otherwise}. \end{cases}$$

In this case for every edge $e \in p'$, the subpath $p'' \subseteq p'$ leading to $e$ along $p'$ is added into $P_e$ in $S_{v,i}$. Furthermore, if $p'$ is an edge or a 2-path, $p'$ is enqueued on $Q_{v,i}$.

Alternatively, suppose the item broadcasted by $v$ or received from a neighbor $u$ has a deletion mark. In this case the item is an edge $e$ with an attached number $\ell$. Then, for every edge $e'$ in $S_{v,i}$, if $P_{e'}$ contains a path which includes $e$, it is removed from $P_{e'}$. Furthermore, if $\ell \leq 1$, then $e$ is enqueued on $Q_{v,i}$ with an attached number $\ell + 1$.

In both cases, if either $Q_{v,i}$ is not empty, or an item with $IsEmpty = false$ or $AreNeighborsEmpty = false$ is received, then $C_{v,i}$ is set to $false$. If this was not the case for rounds $i$ and $i-1$, $C_{v,i}$ is set to $true$.

Correctness: Suppose $DS_{v,i}$ is queried with $\{w,x\}$. Then $DS_{v,i}$ responds inconsistent if $C_{v,i}$ is set to $false$, and otherwise it responds $true$ if and only if $\{w,x\}$ has a nonempty $P_{i-1}^{w,x}$. We need to show that if $C_{v,i} = true$ then $DS_{v,i}$ responds $true$ if the edge is in $R_{i-1}^{0,3}$ and $false$ if the edge is not
in $E_{i-1}^{v,3}$. It will be more convenient to actually prove the claim for edges in the 2-hop neighborhood of $v$ with respect to round $i$, and for the remaining edges in the 3-hop neighborhood of $v$ with respect to round $i - 1$. We will show this can be done without loss of generality. Recall that the robust 2-hop neighborhood, $R_i^{v,2}$, is defined such that $v - u - w \subseteq R_i^{v,2}$ if $t_{u,w} \geq t_{v,u}$, and $E_i^{v,1} \subseteq R_i^{v,2}$.

Formally, we will actually prove that $R_i^{v,2} \cup (R_i^{v,3} \setminus R_i^{v,2}) \subseteq \tilde{S}_{v,i} \subseteq E_i^{v,2} \cup (E_i^{v,3} \setminus E_i^{v,2})$. Note that we want to prove that $R_i^{v,3} \subseteq \tilde{S}_{v,i} \subseteq E_i^{v,3}$, but this follows if we have $DS_{v,i}$ respond on queries of edges in the 2-hop neighborhood according to $\tilde{S}_{v,i-1}$ and the remaining edges in the 3-hop neighborhood according to $\tilde{S}_{v,i}$.

First, assuming that $\{w, x\} \notin E_i^{v,2} \cup (E_i^{v,3} \setminus E_i^{v,2})$ we show that $\{w, x\} \notin \tilde{S}_{v,i}$. By definition, we need to show that there is no path $p$ (including $\{w, x\}$) in $S_{v,i}$ (and consequently $P_{\{w, x\}}$) in round $i$. Note also that if a path $p$ is not in $S_{v,i}$ then all superpaths $p' \supset p$ are not in $S_{v,i}$ as well. We divide into cases depending on the length of $p$, and show that no paths of length 1, 2 or 3 exist in $P_{\{w, x\}}$, thereby proving $\{w, x\} \notin \tilde{S}_{v,i}$.

1. If $|p| = 1$ then $v \in \{w, x\}$ and our assumption is that $\{w, x\} \notin E_i^{v,1}$. Since $v \in \{w, x\}$, the last deletion of $\{w, x\}$ was enqueued on $Q_{v,i}$. Clearly, $\{w, x\} \notin \tilde{S}_{v,i}$ since $Q_{v,i}$ must be empty for $C_{v,i} = \text{true}$, implying that by round $i$ the path $p$ was removed from $S_{v,i}$.

2. If $|p| = 2$ then $p = v - w - x$ and our assumption is that $\{w, x\} \notin E_i^{v,2}$. If $\{v, w\} \notin E_i^{v,1}$ then we are in the previous case. Suppose alternatively that $\{v, w\} \in E_i^{v,1}$. Note also that since $C_{v,i} = \text{true}$ it holds that both $Q_{v,i}$ and $Q_{w,i}$ are empty. Now, if $v$ was informed by $w$ about the deletion of $\{w, x\}$ we are done. If $v$ was not informed by $w$ about the deletion of $\{w, x\}$ it means that on the round $j < i$ (since $Q_{w,i}$ is empty) when $w$ dequeued the last copy of the deletion of $\{w, x\}$, $\{v, w\} \notin E_j^{v,1}$, and on some round $j < j' \leq i$, $\{v, w\} \in E_{j'}^{v,1}$. Since $Q_{w,j'}$ and onwards is promised to no longer include items with $\{w, x\}$, $p$ is never included again into $S_{v,i}$.

3. If $|p| = 3$ then $p = v - u - w - x$ and our assumption is that $\{w, x\} \notin E_i^{v,3}$. If $\{v, u\}$ is not in $E_i^{v,2}$ then we are in the previous case. Suppose alternatively that $\{v, u\} \in E_i^{v,2}$. Note also that since $C_{v,i} = \text{true}$ it holds that $Q_{v,i}$ and $Q_{w,i}$ are empty. Now, if $v$ was informed by $u$ about the deletion of $\{w, x\}$ we are done. If $v$ was not informed by $u$ about the deletion of $\{w, x\}$ there are several cases to consider.

(a) Suppose that $w$ informed $u$ about the last copy of the deletion of $\{w, x\}$ on some round $j'' < i - 1$ (since $Q_{w,i-1}$ is empty). If $v$ was not informed by $u$ about the deletion of $\{w, x\}$ it means that on the round $j'' < j < i$ (since $Q_{u,i}$ is empty) when $u$ dequeued (last copy of) the deletion of $\{w, x\}$, $\{v, u\} \notin E_j^{v,1}$, and on some round $j < j' \leq i$, $\{v, u\} \in E_{j'}^{v,1}$. Since $Q_{u,j'}$ and onwards is promised to no longer include items with $\{w, x\}$, $p$ is never included again into $S_{v,i}$.

(b) Suppose that $w$ did not inform $u$ about the deletion of $\{w, x\}$. Since $C_{v,i} = \text{true}$ if $\text{IsEmpty} = \text{false}$ was not received for two consecutive rounds, we know that $\{u, w\} \notin E_{i-1}^{v,3}$. Thus by an argument similar to the one for paths of length 2, the path $u - w - x$ is never included into $S_{v,i-1}$. This implies $u$ could not send $\{w, x\}$ by round $i$, implying $p$ is never included again into $S_{v,i}$.
The adversary will proceed in two phases. In phase I, for \( P_{(w,x)} \) we need to show that there is at least one path exists in \( E_{i,1} \) and show that for each case at least one path exists in \( P_{(w,x)} \), thereby proving \( \{w, x\} \in \tilde{S}_{v,i} \).

1. If \( |p| = 1 \) then \( v \in \{w, x\} \) and our assumption is that \( \{w, x\} \in E_{i,1} \subseteq R_{i,1}^{v,2} \). Since \( v \in \{w, x\} \), the last insertion of \( \{w, x\} \) was enqueued on \( Q_v \). Clearly in this case \( \{w, x\} \in \tilde{S}_{v,i} \) since \( Q_v \) is empty for \( C_{v,i} = true \), implying that by round \( i \) the path \( P \) was included in \( S_{v,i} \).

2. If \( |p| = 2 \) then \( \{w, x\} \in R_{i,1}^{v,2} \). In this case \( p = v - w - x \subseteq E_{i,1}^{v,2} \) and \( t_{\{v,w\}} \leq t_{\{w,x\}} \). We also have that \( t_{\{w,x\}} < i \) since \( C_{v,i} = true \) (which implies that both \( Q_{v,i} \) and \( Q_{w,i} \) are empty). This implies \( \{w, x\} \) was enqueued by \( w \) in round \( t_{\{w,x\}} \) and that \( \{v, w\} \in E_{i-1}^{v,1} \). Consequently, since \( Q_{w,i} \) is empty, \( v \) will be informed by \( w \) about the insertion of \( \{w, x\} \) and so \( p \in P_{(w,x)} \) in \( S_{v,i} \).

3. If \( |p| = 3 \) then \( \{w, x\} \in R_{i,1}^{v,3} \). In this case \( p = v - u - w - x \subseteq E_{i,1}^{v,2} \cup \left( E_{i-1,1}^{v,3} \setminus E_{i-1}^{v,2} \right) \) and \( t_{\{v,u\}}, t_{\{u,w\}} \leq t_{\{w,x\}} \). Since \( Q_{w,i-1} \) is empty we know that \( t_{\{w,x\}} < i - 1 \) and \( u \) was informed by \( w \) about \( \{w, x\} \) by round \( i - 1 \). Since \( Q_{u,i} \) is also empty we know that \( v \) was informed by \( u \) about \( u - w - x \) by round \( i \) implying \( p \in P_{(w,x)} \) in \( S_{v,i} \).

**Round complexity:** A topology change in the pair \( e = \{w, u\} \) in round \( i \) causes an enqueue of an item to \( Q_{u,i} \) and to \( Q_{w,i} \). For nodes \( v_1, \ldots, v_r \) which are neighbors of \( u \) this can further cause an enqueue in round \( i + 1 \) of an item to \( Q_{v_1}, \ldots, Q_{v_r} \), respectively. The situation is similar for \( w \) with respect to round \( i + 1 \). Since \( e \) caused an enqueue on at most 3 rounds and nodes dequeue a single element every round we then have, for every round \( j \), that the number of rounds in which there exists at least one node \( v \) with an inconsistent \( D_{S_v} \) until round \( j \) is bounded by 3 times the number of topology changes which occurred until round \( j \). This gives the claimed \( O(1) \) amortized round complexity.

**5 Lower bound for k-cycle listing whenever \( k \geq 6 \)**

**Theorem 4** Any deterministic distributed dynamic data structure for \( k \)-cycle listing, for any integer \( k \geq 6 \), handles edge insertions and deletions in \( \Omega \left( \frac{\sqrt{n}}{\log n} \right) \) amortized rounds.

**Proof.** Let \( t \) and \( D \) be integers to be specified later. Denote \( \gamma = \lceil k/2 \rceil - 1 \). We will consider the counterexample on \( \gamma t + tD = n \) nodes where we have nodes \( \{u^\ell_i\}((i,j)\in[t]\times[\ell]) \) and \( \{v^\ell_j\}((i,j)\in[t]\times[\gamma]) \). The adversary will proceed in two phases. In phase I, for \( \ell = 1, \ldots, t \), it will arbitrarily connect \( u^\ell_1 \) to exactly \( 2D/3 \) nodes out of \( \{v^\ell_j\}_{j\in[D]} \). It will then connect all of \( \{v^\ell_j\}_{j\in[D]} \) to \( u^\ell_2 \), and further connect the path \( u^\ell_2 \) to \( u^\ell_3 \). In phase II (illustrated in Figure 4), it performs the following steps for \( \ell = 1, \ldots, t \):

1. For every \( m = 1, \ldots, \ell - 1 \):
   (a) Connect \( u^\ell_m \) to \( u^1_m \) and \( u^\ell_m \) to \( u^\gamma_m \)
(b) Wait for the algorithm to stabilize.
(c) Disconnect \( u^1_1 \) from \( u^1_m \) and \( u^\gamma_1 \) from \( u^\gamma_m \).

2. If \(|k/2| < \lfloor k/2 \rfloor\): Disconnect \( u^{[k/2]}_1 \) from \( u^{[k/2]}_1 \) and \( u^{\gamma,k/2}_1 \) from \( u^{\gamma}_1 \). Then connect \( u^{[k/2]}_1 \) to \( u^{\gamma}_1 \).

![Figure 4: Illustration of Phase II of the adversary in the proof of Theorem 5 for \( k = 6, \gamma = 2 \) and \( n = 25 \) \( (t = 5, D = 3) \), in iteration \( \ell = 2 \) and subiteration \( m = 1 \). The node \( u^2_1 \) (\( u^2_2 \)) is connected to all 3 nodes in its 'row' \{\( v^1_j \)\}_{j \in [D]} \{\( v^2_j \)\}_{j \in [D]} \}, while \( u^1_1 \) (\( u^1_2 \)) is connected to 2 of those. The nodes \( u^1_1, u^2_1, u^2_2 \) create many 6-cycles, with all possible nodes in \( v^1_1 \) that are connected to them. An example is given in gray.](attachment:figure4.png)

Choosing \( t = D + \gamma = \sqrt{n} \), we claim that no algorithm can handle this scenario with \( o \left( \frac{\sqrt{n}}{\log n} \right) \) amortized round complexity. Indeed, consider the time we connect \( u^1_1 \) and \( u^1_2 \) to \( u^1_m \) and \( u^\gamma_m \), respectively, for some \( m < \ell \), and wait for the algorithm to stabilize. Before proceeding we make the following observation: from the outputs of the entire component \( C_\ell := \{u^1_j\}_{j \in [\gamma]} \cup \{v^1_j\}_{j \in [D]} \) we can deduce at least \( D/6 \) nodes from \( \{v^2_m\}_{j \in [D]} \) which are connected to \( u^1_m \), or from the outputs of the entire component \( C_m := \{u^2_j\}_{j \in [\gamma]} \cup \{v^2_j\}_{j \in [D]} \) we can deduce at least \( D/6 \) nodes from \( \{v^1_j\}_{j \in [D]} \) which are connected to \( u^1_1 \). This is because, by construction, there are at least \( D/3 \) indices \( J \subseteq [D] \) such that for every \( j \in J \), both \( v^2_j \) and \( v^1_m \) are connected to \( u^1_1 \) and \( u^1_2 \), respectively. Then, by correctness, for each such index \( j \in J \) from the outputs of either \( C_\ell \) or \( C_m \) we must deduce it is indeed the case that both \( v^2_j \) and \( v^1_m \) are connected to \( u^1_1 \) and \( u^1_2 \), respectively. This is because for any \( j \in [D] \) such that the \( k \)-cycle

\[
v^1_j - u^1_1 - u^1_m - v^1_j - u^2_2 - \ldots - u^{[k/2]-2}_m - u^\gamma_m - u^\gamma - u^{[k/2]-2}_e - \ldots - u^2_e - v^2_j
\]

exists in the graph, by correctness, we will also deduce it exists from the outputs of either \( C_\ell \) or \( C_m \). Therefore, by a Pigeonhole argument, from the outputs of either \( C_\ell \) or \( C_m \) we must deduce at least \( D/6 \) such indices. Since each component had originally \( \binom{D}{2D/3} \) configurations, and now from the output of at least one component (of \( C_\ell \) or \( C_m \)) we can reduce the number of possible configurations of the other component to at most \( \binom{D/6}{D/2} \), it implies at least one component received at least \( \log \binom{D}{2D/3} - \log \binom{D/6}{D/2} = \Omega(D) \) bits by the algorithm. Crucially, it is not clear yet on which edges this happened.

Now, we consider iteration \( \ell \) where component \( C_\ell \) connects to components \( C_1, \ldots, C_{\ell-1} \). We will divide these components into two groups. Let \( M = \{m_1, \ldots, m_h\} \subseteq [\ell - 1] \) be indices such
that for every \( m \in M \), component \( C_\ell \) received \( \Omega(D) \) bits, and let the remaining indices \( [\ell-1] \setminus M \) be such that for every \( m \in [\ell-1] \setminus M \), component \( C_m \) received \( \Omega(D) \) bits due to connecting to component \( C_\ell \). In addition, denote by \( I_{m,\ell} \) the number of bits sent on the edges \( \{u_m^1, u_\ell^1\} \) and \( \{u_m^3, u_\ell^3\} \).

Clearly, for \( m \in [\ell-1] \setminus M \), we have \( I_{m,\ell} \geq \Omega(D) \), simply because whenever each such \( C_m \) is connected to \( C_\ell \), it must receive the \( \Omega(D) \) bits on the edges \( \{u_m^1, u_\ell^1\}, \{u_m^3, u_\ell^3\} \), as it has no chance to receive these bits before these edges exist. This is because when \( C_m \) had connections to other components they were never connected to \( C_\ell \).

Similarly, we have that \( \sum_{m=1}^{m_1} I_{m,\ell} \geq \Omega(D) \). Next, by assumption, from the output of \( C_\ell \) we can reduce the number of possible configurations of \( C_m \) and \( C_{m_2} \) from \( \left( \frac{D}{2D/3} \right)^2 \) to at most \( \left( \frac{5D/6}{D/2} \right)^2 \), implying \( C_\ell \) received at least
\[
2 \left( \log \left( \frac{D}{2D/3} \right) - \log \left( \frac{5D/6}{D/2} \right) \right) = 2 \cdot \Omega(D)
\]
bits by the algorithm. Moreover, these bits could have been received only on the edges \( \{\{u_m^1, u_\ell^1\}, \{u_m^3, u_\ell^3\}\}^{m_2}_{m=1} \). Therefore, we have
\[
\sum_{m=1}^{m_2} I_{m,\ell} \geq 2 \cdot \Omega(D).
\]
Repeating this argument yields that \( \sum_{m=1}^{m_1} I_{m,\ell} \geq \Omega(D) \). This, together with \( \sum_{m \in [\ell-1] \setminus M} I_{m,\ell} \geq (\ell - 1 - h) \cdot \Omega(D) \), implies that \( 2(I_{1,\ell} + \ldots + I_{\ell-1,\ell}) \geq (\ell - 1) \cdot \Omega(D) \).

Consequently, we have shown that on iteration \( \ell \) the total communication is bounded from below by \( \Omega(tD) \). Since there are \( t \) such iterations, it implies the total communication is \( \Omega(t^2D) \). As there were only \( O(t^2 + tD) \) topological changes, and communication happened on only two edges at a time with \( O(\log n) \) capacity, the amortized round complexity is
\[
\Omega\left( \frac{t^2D}{(t^2 + tD) \log n} \right) = \Omega\left( \frac{\sqrt{n}}{\log n} \right).
\]

\[\square\]

**Remark 1.** It is possible to modify the lower bound proof for 6-cycle listing to obtain a similar lower bound for 3-path listing. This is done by unifying \( u_\ell^1 \) and \( u_\ell^3 \) into a single node and then connecting to it exactly \( 2D/3 \) nodes from \( \{u_j^5\}_{j \in [D]} \) as before. This means that already for some 4-vertex subgraphs we cannot obtain ultra fast graph listing in the highly dynamic setting.

**References**

1. Amir Abboud, Raghavendra Addanki, Fabrizio Grandoni, Debmalya Panigrahi, and Barna Saha. Dynamic set cover: improved algorithms and lower bounds. In *Proceedings of the 51st Annual ACM SIGACT Symposium on Theory of Computing, STOC 2019, Phoenix, AZ, USA, June 23-26, 2019*, pages 114–125, 2019. URL: [https://doi.org/10.1145/3313276.3316376](https://doi.org/10.1145/3313276.3316376)

2. Amir Abboud, Keren Censor-Hillel, Seri Khoury, and Christoph Lenzen. Fooling views: A new lower bound technique for distributed computations under congestion. *CoRR*, abs/1711.01623, 2017. URL: [http://arxiv.org/abs/1711.01623](http://arxiv.org/abs/1711.01623), arXiv:1711.01623.

3. Sepehr Assadi, Krzysztof Onak, Baruch Schieber, and Shay Solomon. Fully dynamic maximal independent set with sublinear update time. In *Proceedings of the 50th Annual ACM SIGACT Symposium on Theory of Computing (STOC)*, pages 815–826, 2018. URL: [https://doi.org/10.1145/3188745.3188922](https://doi.org/10.1145/3188745.3188922), doi:10.1145/3188745.3188922.
[4] John Augustine, Anisur Rahaman Molla, Ehab Morsy, Gopal Pandurangan, Peter Robinson, and Eli Upfal. Storage and search in dynamic peer-to-peer networks. In 25th ACM Symposium on Parallelism in Algorithms and Architectures, SPAA ’13, Montreal, QC, Canada - July 23 - 25, 2013, pages 53–62, 2013. URL: https://doi.org/10.1145/2486159.2486170, doi:10.1145/2486159.2486170.

[5] John Augustine, Gopal Pandurangan, Peter Robinson, Scott T. Roche, and Eli Upfal. Enabling robust and efficient distributed computation in dynamic peer-to-peer networks. In IEEE 56th Annual Symposium on Foundations of Computer Science, FOCS 2015, Berkeley, CA, USA, 17-20 October, 2015, pages 350–369, 2015. URL: https://doi.org/10.1109/FOCS.2015.29, doi:10.1109/FOCS.2015.29.

[6] John Augustine, Gopal Pandurangan, Peter Robinson, and Eli Upfal. Towards robust and efficient computation in dynamic peer-to-peer networks. In Proceedings of the Twenty-Third Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2012, Kyoto, Japan, January 17-19, 2012, pages 551–569, 2012. URL: https://doi.org/10.1137/1.9781611973099.47, doi:10.1137/1.9781611973099.47.

[7] Philipp Bamberger, Fabian Kuhn, and Yannic Maus. Local distributed algorithms in highly dynamic networks. In Proceedings of the 33rd IEEE International Parallel and Distributed Processing Symposium (IPDPS), 2019. Also in CoRR abs/1802.10199.

[8] Sayan Bhattacharya and Janardhan Kulkarni. Deterministically maintaining a $(2 + \epsilon)$-approximate minimum vertex cover in $O(1/\epsilon^2)$ amortized update time. In Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2019, San Diego, California, USA, January 6-9, 2019, pages 1872–1885, 2019. URL: https://doi.org/10.1137/1.9781611975482.113, doi:10.1137/1.9781611975482.113.

[9] Matthias Bonne and Keren Censor-Hillel. Distributed detection of cliques in dynamic networks. In 46th International Colloquium on Automata, Languages, and Programming, ICALP 2019, July 9-12, 2019, Patras, Greece, pages 132:1–132:15, 2019. URL: https://doi.org/10.4230/LIPIcs.ICALP.2019.132, doi:10.4230/LIPIcs.ICALP.2019.132.

[10] Keren Censor-Hillel, Neta Dafni, Victor I. Kolobov, Ami Paz, and Gregory Schwartzman. Fast and simple deterministic algorithms for highly-dynamic networks. CoRR, abs/1901.04008, 2019. URL: http://arxiv.org/abs/1901.04008, arXiv:1901.04008.

[11] Keren Censor-Hillel, François Le Gall, and Dean Leitersdorf. On distributed listing of cliques. In PODC ’20: ACM Symposium on Principles of Distributed Computing, Virtual Event, Italy, August 3-7, 2020, pages 474–482, 2020. URL: https://doi.org/10.1145/3382734.3405742, doi:10.1145/3382734.3405742.

[12] Keren Censor-Hillel, Elad Haramaty, and Zohar S. Karnin. Optimal dynamic distributed MIS. In Proceedings of the 2016 ACM Symposium on Principles of Distributed Computing (PODC), pages 217–226, 2016. URL: https://doi.org/10.1145/2933057.2933083, doi:10.1145/2933057.2933083.

[13] Yi-Jun Chang, Seth Pettie, and Hengjie Zhang. Distributed triangle detection via expander decomposition. In Proceedings of the Thirtieth Annual ACM-SIAM Symposium on
[14] Yi-Jun Chang and Thatchaphol Saranurak. Improved distributed expander decomposition and nearly optimal triangle enumeration. In *Proceedings of the 2019 ACM Symposium on Principles of Distributed Computing, PODC 2019*, Toronto, ON, Canada, July 29 - August 2, 2019, pages 66–73, 2019. URL: [https://doi.org/10.1145/3293611.3331618](https://doi.org/10.1145/3293611.3331618), doi:10.1145/3293611.3331618.

[15] Yi-Jun Chang and Thatchaphol Saranurak. Deterministic distributed expander decomposition and routing with applications in distributed derandomization. *CoRR*, abs/2007.14898, 2020. URL: [https://arxiv.org/abs/2007.14898](https://arxiv.org/abs/2007.14898), arXiv:2007.14898.

[16] Artur Czumaj and Christian Konrad. Detecting cliques in CONGEST networks. In *32nd International Symposium on Distributed Computing, DISC 2018*, New Orleans, LA, USA, October 15-19, 2018, pages 16:1–16:15, 2018. URL: [https://doi.org/10.4230/LIPIcs.DISC.2018.16](https://doi.org/10.4230/LIPIcs.DISC.2018.16), doi:10.4230/LIPIcs.DISC.2018.16.

[17] Shlomi Dolev. *Self-Stabilization*. MIT Press, 2000.

[18] Andrew Drucker, Fabian Kuhn, and Rotem Oshman. On the power of the congested clique model. In *ACM Symposium on Principles of Distributed Computing, PODC ’14*, Paris, France, July 15-18, 2014, pages 367–376, 2014. URL: [https://doi.org/10.1145/2611462.2611493](https://doi.org/10.1145/2611462.2611493), doi:10.1145/2611462.2611493.

[19] Talya Eden, Nimrod Fiat, Orr Fischer, Fabian Kuhn, and Rotem Oshman. Sublinear-time distributed algorithms for detecting small cliques and even cycles. In *33rd International Symposium on Distributed Computing, DISC 2019*, October 14-18, 2019, Budapest, Hungary, pages 15:1–15:16, 2019. URL: [https://doi.org/10.4230/LIPIcs.DISC.2019.15](https://doi.org/10.4230/LIPIcs.DISC.2019.15), doi:10.4230/LIPIcs.DISC.2019.15.

[20] Jarret Falkner, Michael Piatek, John P. John, Arvind Krishnamurthy, and Thomas E. Anderson. Profiling a million user dht. In Constantine Dovrolis and Matthew Roughan, editors, *Proceedings of the 7th ACM SIGCOMM Internet Measurement Conference, IMC 2007*, San Diego, California, USA, October 24-26, 2007, pages 129–134. ACM, 2007. URL: [https://doi.org/10.1145/1298306.1298325](https://doi.org/10.1145/1298306.1298325), doi:10.1145/1298306.1298325.

[21] Orr Fischer, Tzlil Gonen, Fabian Kuhn, and Rotem Oshman. Possibilities and impossibilities for distributed subgraph detection. In *Proceedings of the 30th on Symposium on Parallelism in Algorithms and Architectures, SPAA 2018*, Vienna, Austria, July 16-18, 2018, pages 153–162, 2018. URL: [https://doi.org/10.1145/3210377.3210401](https://doi.org/10.1145/3210377.3210401), doi:10.1145/3210377.3210401.

[22] P. Krishna Gummadi, Richard J. Dunn, Stefan Saroiu, Steven D. Gribble, Henry M. Levy, and John Zahorjan. Measurement, modeling, and analysis of a peer-to-peer file-sharing workload. In *Proceedings of the 19th ACM Symposium on Operating Systems Principles 2003, SOSP 2003*, Bolton Landing, NY, USA, October 19-22, 2003, pages 314–329, 2003. URL: [https://doi.org/10.1145/945445.945475](https://doi.org/10.1145/945445.945475), doi:10.1145/945445.945475.
[23] P. Krishna Gummadi, Stefan Saroiu, and Steven D. Gribble. A measurement study of napster and gnutella as examples of peer-to-peer file sharing systems. *Comput. Commun. Rev.*, 32(1):82, 2002. URL: https://doi.org/10.1145/510726.510756 doi:10.1145/510726.510756.

[24] Anupam Gupta, Ravishankar Krishnaswamy, Amit Kumar, and Debmalya Panigrahi. Online and dynamic algorithms for set cover. In *Proceedings of the 49th Annual ACM SIGACT Symposium on Theory of Computing, STOC 2017*, Montreal, QC, Canada, June 19-23, 2017, pages 537–550, 2017. URL: https://doi.org/10.1145/3055399.3055493 doi:10.1145/3055399.3055493.

[25] Juho Hirvonen, Joel Rybicki, Stefan Schmid, and Jukka Suomela. Large cuts with local algorithms on triangle-free graphs. *Electr. J. Comb.*, 24(4):P4.21, 2017. URL: http://www.combinatorics.org/ojs/index.php/eljc/article/view/v24i4p21.

[26] Dawei Huang, Seth Pettie, Yixiang Zhang, and Zhijun Zhang. The communication complexity of set intersection and multiple equality testing. In Shuchi Chawla, editor, *Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020*, Salt Lake City, UT, USA, January 5-8, 2020, pages 1715–1732. SIAM, 2020. URL: https://doi.org/10.1137/1.9781611975994.105 doi:10.1137/1.9781611975994.105.

[27] Tomas Isdal, Michael Piatek, Arvind Krishnamurthy, and Thomas E. Anderson. Privacy-preserving P2P data sharing with oneswarm. In *Proceedings of the ACM SIGCOMM 2010 Conference on Applications, Technologies, Architectures, and Protocols for Computer Communications, New Delhi, India, August 30 -September 3, 2010*, pages 111–122, 2010. URL: https://doi.org/10.1145/1851182.1851198 doi:10.1145/1851182.1851198.

[28] Giuseppe F. Italiano, Silvio Lattanzi, Vahab S. Mirrokni, and Nikos Parotsidis. Dynamic algorithms for the massively parallel computation model. In *The 31st ACM on Symposium on Parallelism in Algorithms and Architectures, SPAA 2019*, Phoenix, AZ, USA, June 22-24, 2019, pages 49–58, 2019. URL: https://doi.org/10.1145/3323165.3323202 doi:10.1145/3323165.3323202.

[29] Taisuke Izumi and François Le Gall. Triangle finding and listing in CONGEST networks. In *Proceedings of the ACM Symposium on Principles of Distributed Computing, PODC 2017*, Washington, DC, USA, July 25-27, 2017, pages 381–389, 2017. URL: https://doi.org/10.1145/3087801.3087811 doi:10.1145/3087801.3087811.

[30] Michael König and Roger Wattenhofer. On local fixing. In *Proceedings of the 17th International Conference of Principles of Distributed Systems (OPODIS)*, pages 191–205, 2013. URL: https://doi.org/10.1007/978-3-319-03850-6_14 doi:10.1007/978-3-319-03850-6_14.

[31] Fabian Kuhn, Nancy A. Lynch, and Rotem Oshman. Distributed computation in dynamic networks. In *Proceedings of the 42nd ACM Symposium on Theory of Computing, STOC 2010*, Cambridge, Massachusetts, USA, 5-8 June 2010, pages 513–522, 2010. URL: https://doi.org/10.1145/1806689.1806760 doi:10.1145/1806689.1806760.
A Warm-up: The robust 2-hop neighborhood

Let $E_i^{v,r}$ denote the subset of $E_i$ of all edges contained in the $r$-hop neighborhood of $v$. We define a notion of robustness of an edge in $E_i^{v,2}$ with respect to $v$, as follows. We associate every edge $e$ with a value $t_e$ that we call its insertion time, which is the latest round number in which $e$ was inserted (initially $t_e = -1$). Since insertion times can grow arbitrarily large, we stress that they are not part of any algorithm and are defined only for the sake of analysis. We say that an edge $e = \{u, w\}$ in $G_i$ is $(v, i)$-robust if $v$ is one of its endpoints, or $t_e \geq t_{\{v,u\}}$ and $\{v,u\} \in G_i$, or $t_e \geq t_{\{v,w\}}$ and $\{v,w\} \in G_i$. Now, instead of requiring that each node $v$ learns all of $E_i^{v,2}$, we require that $v$ learns all edges that are $(v, i)$-robust. To this end, we denote by $R_i^{v,2}$ the set of $(v, i)$-robust edges.

Formally, the robust 2-hop neighborhood listing problem requires the data structure $DS_v$ at each node $v$ to respond to a query of the form $\{u, w\}$ with an answer $\text{true}$ if the edge is $(v, i)$-robust, $\text{false}$ if it is not $(v, i)$-robust, or $\text{inconsistent}$, if $DS_v$ is in an inconsistent state. Recall that the node $v$ is not allowed to use any communication for deciding on its response. We claim the following.
**Theorem 7.** There is a deterministic distributed dynamic data structure for the robust 2-hop neighborhood listing, which handles edge insertions and deletions in $O(1)$ amortized rounds.

**Proof.** The data structure $DS_{v,i}$ at node $v$ at the end of round $i$ consists of the following: A set $S_{v,i}$ of items, where each item is an edge $e = \{a, b\}$ along with a timestamp $t'_e$, a queue $Q_{v,i}$ of items, each of which is an edge along with an insertion/deletion mark, and a flag $C_{v,i}$. We make a distinction between $t_e$ which is the true timestamp when $e$ was added and $t'_e$ which is the imaginary timestamp maintained inside $S_{v,i}$. Note that for every $e$ adjacent to $v$, the node $v$ knows the value $t_e$, while for non adjacent edges we only know $t'_e$. We will make sure that an edge $\{a, b\}$ appears in at most a single item in $S_{v,i}$. Our goal is to maintain that $R^{v,i}_{i} = S_{v,i}$ at the end of round $i$, or that $C_{v,i} = false$ (the consistency flag).

Initially, for all nodes $v$, we have that $S_{v,0}$ and $Q_{v,0}$ are empty, and $C_{v,0} = true$, indicating that $DS_{v,0}$ is consistent. The algorithm for a node $v$ in round $i \geq 1$ is as follows:

1. **Initialization:** Set $S_{v,i} = S_{v,i-1}$ and $Q_{v,i} = Q_{v,i-1}$.

2. **Topology changes:** Upon indications of edge deletions, for each such deletion $\{v, u\}$, the edge $\{v, u\}$ is removed from $S_{v,i}$. Then, for each such deletion $\{v, u\}$, all edges $\{u, z\} \in S_{v,i}$ either $\{v, z\} \notin S_{v,i}$ or $t'_{\{u, z\}} < t_{\{v, z\}}$ are removed from $S_{v,i}$. Afterwards, upon an indication of an edge insertion $\{v, u\}$, the edge $\{v, u\}$ is added to the set $S_{v,i}$. In both cases (insertion and deletion), the pair $\{v, u\}$ is enqueued into $Q_{v,i}$ along with a corresponding insertion/deletion mark.

3. **Communication:** If $Q_{v,i}$ is not empty, the node $v$ dequeues an item $e$ from $Q_{v,i}$ and sends it to all of its neighbors $u$ such that $t_e \geq t_{\{v, u\}}$, along with a Boolean indication $IsEmpty$ of whether $Q_{v,i}$ is now empty or not. In actuality, we do not send $IsEmpty = false$ by other nodes is interpreted as receiving $IsEmpty = true$: not receiving $IsEmpty = false$ by other nodes is interpreted as receiving $IsEmpty = true$.

4. **Updating the data structure:** Upon receiving an item $e = \{u, w\}$ from a neighbor $u$, node $v$ sets updates $S_{v,i}$ according to the insertion/deletion mark. Furthermore, for the case of insertion, if $e \notin S_{v,i-1}$ we set $t'_e = t_{\{u, v\}}$. Otherwise we update $t'_e = \max\{t'_e, t_{\{u, v\}}\}$. If $Q_{v,i}$ is not empty, or an item with $IsEmpty = false$ is received, then $C_{v,i}$ is set to $false$. Otherwise, $C_{v,i}$ is set to $true$.

**Correctness:** Suppose $DS_{v,i}$ is queried with $\{u, w\}$. Then $DS_{v,i}$ responds $inconsistent$ if $C_{v,i}$ is set to $false$, and otherwise it responds $true$ if and only if $\{u, w\} \in S_{v,i}$. We need to show that if $C_{v,i} = true$ then $DS_{v,i}$ responds $true$ if the edge is $(v, i)$-robust and $false$ otherwise. We will first prove correctness for the *ideal algorithm*, where we set $t'_e = t_e$ (the true edge timestamp). Then, we show that our algorithm behaves exactly the same as the ideal algorithm, even with the modified timestamps.

To show the correctness of the ideal algorithm, we want to show that if $C_{v,i} = true$, it holds that $S_{v,i} = R^{v,i}_{i}$. Let $e = \{u, z\} \in R^{v,i}_{i}$, and we show that if $C_{v,i} = true$ then $e$ is also in $S_{v,i}$. If $v \in e$ the proof is direct, so we focus on the case where $v \notin e$. Because $e \in R^{v,i}_{i}$ there must exist an edge $e' = \{u, v\} \in R^{v,i}_{i}$ such that $t_e \geq t_{e'}$. That is, the edge $e'$ was added at the same round or before $e$, and remained there until the $i$-th round. As $C_{v,i} = true$ implies that the queue of $u$ is empty, this means that $v$ must have received the edge $e'$ by iteration $i$ and added it to $S_{v,i}$. As $e'$...
was unchanged throughout this time, this implies that the edge $e$ was not deleted from $S_{v,i}$, up to and including round $i$.

Next, let $e = \{u,z\} \notin R_{i}^{v,2}$, and we show that if $C_{v,i} = \text{true}$ then $e$ is also not in $S_{v,i}$. Here again the case where $v \in e$ is trivial. Furthermore, if at the time when $e$ was added both $\{u,v\}, \{z,v\}$ did not exist, it will never be sent to $v$ due to the condition in step 3. Thus, we are only concerned with the case where $e$ was added to $S_{v,j}$ for $j < i$, but is not in $R_{i}^{v,2}$. This implies that there exists no $e’ \in R_{i}^{v,2}$ such that $e \cap e’ \neq \emptyset$ and $t_{e} \geq t_{e’}$. If such an edge $e’$ would exist, this implies that $e$ is $(v,i)$-robust via the definition of a robust neighborhood. By step 2 of our algorithm, this implies that $e$ must be deleted by the $i$-th iteration. This completes the proof for the ideal algorithm.

We need to show that the set $S_{v,i}$ maintained by our algorithm is the same as it would be if the value of $t_{e}$ was set to $t_{e}$ (the ideal algorithm). For insertions of edges the timestamp does not play a role in the algorithm, thus we must only concern ourselves with deletions. When an edge $\{u,v\}$ is deleted, we remove all edges $\{\{u,z\} \in S_{v,i} \mid \text{either} \{v,z\} \notin S_{v,i} \text{or } t'_{u,z} < t_{\{v,z\}}\}$. For the condition $\{v,z\} \notin S_{v,i}$ the timestamp is irrelevant, thus we must only consider the case where $\{v,z\} \in S_{v,i}$ and $t'_{u,z} < t_{\{v,z\}}$. Let us consider what is implied when this condition holds in the ideal algorithm. This implies that $\{v,z\}$ was added after $\{u,z\}$. This in turn means that our algorithm will also remove this edge as $t'_{\{v,z\}} = t_{\{u,v\}} < t_{\{v,z\}}$. On the other hand if the edge is kept because $t'_{u,z} \geq t_{\{v,z\}}$, this means that $\{v,z\}$ was added before $\{u,z\}$ and thus $t'_{u,z} \geq t_{\{v,z\}}$. This is because the queues of all neighbors are empty, and thus the value of $t'_{u,z}$ will be set to at least $t_{\{v,z\}}$. In both cases our algorithm acts exactly the same as the ideal algorithm and thus it holds that $S_{v,i} = R_{i}^{v,2}$ when $C_{v,i} = \text{true}$.

**Round complexity:** A topology change in the pair $e = \{w,u\}$ in round $i$ causes an enqueue of an item to $Q_{u,i}$ and to $Q_{w,i}$. We then have, for every round $j$, that the number of rounds in which there exists at least one node $v$ with an inconsistent $DS_{v}$ until round $j$ is bounded by the number of topology changes which occurred until round $j$. This gives the claimed $O(1)$ amortized round complexity.

### B 2-hop neighborhood listing in $O\left(\frac{n}{\log n}\right)$ amortized complexity

**Lemma 1.** There is a deterministic distributed dynamic data structure for 2-hop neighborhood listing which handles edge insertion and deletions in $O\left(\frac{n}{\log n}\right)$ amortized rounds.

**Proof.** Consider an algorithm where a node $v$ maintains a separate update queue $Q_{u}$ for each of its neighbors $u \in N_{v}$, with the goal that each neighbor will know all changes done to $N_{u}$. Upon edge deletion $\{u,v\}$, the endpoints $v$ and $u$ both enqueue the deletion event $\{u,v\}$ on the update queues for all their neighbors, incurring $O(1)$ amortized complexity. For edge insertion $\{u,v\}$, the endpoints $v$ and $u$ also enqueue a single item on each update queue for all their neighbors. Furthermore, upon such an insertion, each of the endpoints, $v$ and $u$, takes a snapshot of its neighborhood, which is an $O(n)$ bit string, and enqueues it on the update queue of the other endpoint (which is equivalent to enqueuing $O(n/\log n)$ items). Since every topology change causes an enqueue of at most $O(n/\log n)$ items for each queue, and nodes dequeue a single element from each queue every round, the amortized round complexity is $O(n/\log n)$.

□
Remark 2. By Combining Lemma 1 with Theorem 2 it follows that membership listing for all 2-diameter graphs can be handled in $O\left(\frac{n}{\log n}\right)$ amortized rounds.