Using Machine Learning and Big Data Analytics to Prioritize Outpatients in HetNets
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Abstract—In this paper, we introduce machine learning approaches that are used to prioritize outpatients (OP) according to their current health state, resulting in self-optimizing heterogeneous networks (HetNet) that intelligently adapt according to users’ needs. We use a naïve Bayesian classifier to analyze data acquired from OPs’ medical records, alongside data from medical Internet of Things (IoT) sensors that provide the current state of the OP. We use this machine learning algorithm to calculate the likelihood of a life-threatening medical condition, in this case an imminent stroke. An OP is assigned high-powered resource blocks (RBs) according to the seriousness of their current health state, enabling them to remain connected and send their critical data to the designated medical facility with minimal delay. Using a mixed integer linear programming formulation (MILP), we present two approaches to optimizing the uplink side of a HetNet in terms of user-RB assignment: a Weighted Sum Rate Maximization (WSRMx) approach and a Proportional Fairness (PF) approach. Using these approaches, we illustrate the utility of the proposed system in terms of providing reliable connectivity to medical IoT sensors, enabling the OPs to maintain the quality and speed of their connection. Moreover, we demonstrate how system response can change according to alterations in the OPs’ medical conditions.
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I. INTRODUCTION

According to [1], about 795 thousand people in the United States of America (USA) suffer a stroke each year, equivalent to an average of 1.5 stroke episodes each minute. Moreover, statistics from England, Wales and Northern Ireland for 2016-2017 indicate that one third of stroke patients went to hospital unaware of the date and time their symptoms began [2]. The severity of this issue appears even starker when we learn that the average time from the start of symptoms until admission to an emergency department and administering an anesthetic. This can be placed in perspective by noting that a stroke patient loses 1.9 million neurons per minute before the treatment starts [2]. Given its role in people’s lives, health care is a vital subject. Moreover, it is one of the crucial areas where big data analytics (BDA), and machine learning (ML) technologies can make a difference, owing to the plethora of data generated by all network-enabled medical devices and the increasing convenience of electronic health record (EHR) collection [3]. Such technologies can be used optimally to analyze daily routine, allergies, diet, genetic information and a patient’s EHR, and produce an accurate diagnosis much more quickly than a medical personnel with a certain degree of expertise [4]. According to [5], unknown risk factors can be identified using BDA for acute coronary syndrome (ACS), Brugada syndrome, and spontaneous coronary artery dissection. The Hospital for Sick Children (SickKids) in Toronto is a good example of a real-life application of the use of BDA for disease prediction and response. SickKids applied advanced analytics to data comprising vital signs collected by bedside monitoring sensors in order to detect life-threatening infections in infants. The system was able to detect potential signs of an infection up to 24 hours in advance [6]. BDA was also used by the Medical Centre at Columbia University to identify complications suffered from bleeding stroke caused by ruptured brain aneurysms. Through the use of physiological data, the diagnosis reported complications 48 hours in advance, affording the health professionals sufficient time to address the situation [6].

The subject of patient monitoring is heavily reliant on the existence of functioning, network-connected, Internet of Things (IoT) and medical sensors attached or close to the patient. These sensors in turn require a stable and reliable connection to send their data. A cellular connection is favored over both Wi-Fi and wired connections as it does not confine the user to a small area (i.e., mainly indoors). However, such a connection can experience fading and path loss, where the signal to interference plus noise ratio (SINR) level is so low that the connection is unreliable or cannot be established. A channel that is slowly fading may imply that the signal level is unsuitable at the instant(s) when a critical OP’s health information must be transported instantly to the medical facility. In this paper, we envision a dual role for the OP’s data. Along with diagnosis, it guides the network operator to the OPs with the most urgent needs in order that resources can be directed toward them. We argue that ensuring high-quality connectivity between the OP-linked peripherals and their medical provider represents an important step toward highly personalized e-healthcare-centric services and applications. Topics such as resource allocation, patient monitoring, disease risk prediction, and prioritization are popular in the literature. Nonetheless, providing an optimization model transforming HetNets to function in an OP-conscious manner by combining those four topics is, to the best of our knowledge, unique.

The proposed approaches have the objective of maximizing the overall system SINR, with several power and resource block (RB) assignment constraints governing its operation. However, OPs are prioritized in the assignment scheme through allocating RBs with power proportional to their medical condition (i.e., the stroke likelihood). The assessment of the OPs’ medical condition is determined by a naïve Bayesian classifier. In this work, we extend our previous research in [7], where we considered an LTE network with a single current state of user prioritization. The main contributions of this paper are: (i) using an interdisciplinary approach to develop two multi-tier HetNet optimization models incorporating the concepts of priority, e-healthcare,
ML/BDA, and resource allocation; and (ii) further investigating the system response over seven different current states resulting in different priority levels granted to the OPs. A current state refers to a vector of several values acquired by medical and IoT sensors (e.g., total cholesterol and blood pressure) that we run through the classifier to determine stroke probability, as shown in Table I (B). The remainder of this paper is structured as follows. Section II explores the related work. Section III presents the proposed system and the mixed integer linear programming (MILP) formulation of the RB assignment optimization problem. Section IV presents and discusses the results. The paper concludes with Section V.

II. RELATED WORK

BDA has been described by [8] as a next-generation tool providing an optimal solution for the trade-off problems of resource utilization, sharing and allocation in wireless communication networks. We investigated this description comprehensively and extended it to include the potential role of BDA in the design of wired and wireless networks in [9]. The authors in [10] proposed minimizing the delay between the request and assignment of resources to users in radio access network (RAN). They proposed a big data processing environment to process log, alarm and configuration files to identify both user and network behaviors. Characteristics extracted from a stream of data were used by [10] to dynamically allocate clusters of cloud resources.

As new technologies emerge, the concept of prioritizing health care data and patients is gaining momentum. Priority-based cross layer routing and medium access channel protocols for health care applications were proposed by the authors in [11]. The proposed approach was effective in ensuring high reliability and energy saving in a wireless body area network. The authors in [12] proposed a system for storing and processing sensor data for health care applications, taking the health care big data security requirement into account. The authors proposed a prediction model utilizing MapReduce to predict heart diseases.

Cardiovascular disease (CVD) prediction using naïve Bayesian classifier and other ML/BDA techniques has been comprehensively discussed in previous literature. The authors in [13] used the naïve Bayesian classifier to detect cardiovascular disease and identify its risk level for adults. The classifier was validated by a number of cardiologists where more than 80% of respondents agreed with the classifier’s accuracy. According to [14], the naïve Bayesian classifier was also compared to Decision Trees, yielding superior prediction accuracy to its counterparts. It should be noted that we have mathematically programmed the naïve Bayesian classifier using MILP to work seamlessly with our proposed models.

III. NETWORK OPTIMIZATION FRAMEWORK

In this section, we introduce the system model, before explaining the role of the naïve Bayesian classifier and all of the stages of data preparation the data set must undergo before it can be employed in the proposed model. This section concludes with the problem formulation, where we present the main mathematical equations in terms of objective functions and constraints.

A. System Model

We consider a HetNet comprised of a macro base station (MBS) and two neighboring Pico base stations (PBS) operating in an urban environment with a range of 40-100 meters. We assume that the network employs a spectrum partitioning strategy [15], and accordingly MBS users are not interfering with PBS users, hence, we consider here the intra-tier interference caused by users operating within the PBS range. The users are randomly scattered and fall within two categories: healthy (normal) users, and OPs as illustrated in Fig.1. Due to placing the users at random distances from the PBS, different power levels are received at the PBS from their

![Fig.1. Patient-Aware HetNet](image-url)
user equipment (UEs). If a low signal to interference plus noise ratio (SINR) channel is assigned to the OP, the health care provider may not be notified and the response may not arrive in time. The goal is to allocate high-gain RBs to OPs proportional to the severity of their medical status (i.e., stroke likelihood) as calculated in a cloud-located BDA engine according to the steps shown in Fig. 2 (thus prioritizing the OPs over normal users). OPs with high SINR values have greater spectral efficiency for their connection, because spectral efficiency is directly proportional to throughput, and the OPs will be able to send their data faster, hence minimizing the delay.

B. Naïve Bayesian Classifier

The naïve Bayesian classifier is a probabilistic statistical classifier used in this work to determine the likelihood of a stroke. The classifier utilizes a number of independent feature variables \( f_i \) (e.g., blood pressure and cholesterol levels) obtained from an historical data set (i.e., OP’s medical record) to predict the likelihood of an incident \( c \) (i.e., a stroke), as depicted in Fig. 2. The classifier is termed naïve because it assumes that feature variables are unrelated to one another [16]. We would like to highlight that further feature variables with the possibility of using the semi-naïve Bayesian classifier [17] or the locally weighted naïve Bayesian classifier [18] are being considered for future work. In addition to the classifier’s track record in disease risk prediction (mentioned in Section II), we chose this classifier for the following reasons: (i) it exerts less computational burden due to its low complexity; (ii) the linearity of the classifier; (iii) it is optimal for any two-class concept with nominal features [19]; (iv) it does not require large training data sets [20]; and (v) it has proven accuracy in CVD prediction when compared with [21, 22]. Items (i) and (ii) are crucial in our research, given that the classifier is programmed jointly with the MILP.

The classifier’s posterior probability is given as

\[
\delta^{\ast}_{r} = p(C = c | F_1 = f_1) = P(C = c) \prod_{i=1}^{n} P(F_i = f_i | C = c) \tag{1}
\]

where \( P(C = c) \) represents the prior probability of stroke, \( \delta^{\ast}_{r} \) denotes the stroke likelihood of OP \( z \) \( (z \in \mathcal{C}) \) having class \( C \) take the \( r \)th value (in this case, \( r = \text{yes} \)), where \( n \) represents the total number of feature variables, and the likelihood of \( P \) given \( C \) is given in (2)

\[
p(F_i = f_i | C = c) = \frac{\sum_{i=1}^{n} p(C = c \land F_i = f_i)}{\sum_{i=1}^{n} p(C_i = C_i)} \tag{2}
\]

where the term \( \prod_{i=1}^{n} p(F_i = f_i | C = c) \) represents the joint probability. Table I (A) represents a sample of the medical record of a single OP. Feature variables \( f_1, \ldots, f_4 \) represent the main contributors to a stroke mentioned in [23, 24], and they are blood pressure (BP), cholesterol level, and smoking rate. We used the Framingham cardiovascular cohort study [25] to populate the data set of the individual OPs. It should be noted that the Framingham study contains readings for more than 30,000 persons. Due to privacy and regulatory reasons it was not possible for us to acquire cohort medical records for several individual patients. Thus, we segmented parts of the Framingham data set in [26] to represent several OPs.

### Table I

#### (A) Outpatient Medical Record (Sample)

| Day | Total Cholesterol \( f_1 \) | Systolic BP \( f_2 \) | Diastolic BP \( f_3 \) | Smoking Rate \( f_4 \) | Stroke likelihood \( C \) |
|-----|---------------------------|-----------------|-----------------|----------------|------------------|
| 1   | High                      | Normal          | High Hypertension | Moderate       | Yes              |
| 2   | Normal                    | Pre-hypertension | Low             | Heavy          | No               |
| 30  | Optimal                   | High Hypertension | Pre-hypertension | Light          | No               |

#### (B) (Current State)

| Instance | \( f_1 \) | \( f_2 \) | \( f_3 \) | \( f_4 \) | \( C \) |
|----------|----------|----------|----------|----------|-------|
| 1        | Normal   | Pre-hypertension | Normal | Heavy | ?     |

The ranges depicted in Table I (A) are based on those in Table II. To be as medically precise as possible, the discretized values of \( f_1, \ldots, f_4 \) are in line with official organizations or governmental health institutes such as the American National Institute of Health and the British Stroke Association [27-29]. As for \( f_4 \), it is based on the ranges in [30].

### Table II

#### Feature Values and Their Corresponding Level

| Feature | Range | Level |
|---------|-------|-------|
| Total cholesterol Level (mg/dl) [27] | \(<200\) | Optimal |
| | \(200-239\) | Normal |
| | \(240+\) | High |
| Systolic BP (mmHg) [28] [29] | \(<120\) | Normal |
| | \(120-139\) | Pre-hypertension |
| | \(140+\) | Hypertension |
| Diastolic BP (mmHg) [28] [29] | \(<80\) | Normal |
| | \(80-89\) | Pre-hypertension |
| | \(90+\) | Hypertension |
| Smoking rate (Cig/Day) [30] | \(1 - 19\) | Light |
| | \(20+\) | Heavy |

In order to bias the MILP so that OPs are assigned higher gain RBs, normal users are assigned a base user priority \( UP_k \) of 1, while OPs are assigned the base weight plus another weight derived from the multiplication of the stroke likelihood \( \delta^{\ast}_{r} \) by weight parameter \( w \) to give an effective yet reasonable priority.

\[
UP_k = 1 + \alpha \cdot \delta^{\ast}_{r} \quad \forall \ k \in \mathcal{C}; z = k, k > NU \tag{3}
\]

where the OP’s updated priority is given by (3). \( NU \) depicts the total number of normal users. In this work, we identified users 8-10 to be the OPs and users 1-7 to be the normal users.
Thus, \( NU \) in this case equates to 7. Using different values of \( \alpha \) effects the system response in terms of the users’ SINR levels, as we shall illustrate in the results section.

C. Problem Formulation and Model Parameters

Using our experience in MILP optimization in [31-33], and physical layer modeling in [34-36], we developed a model to optimize RB allocation in HetNets using MILP. Our scenario is comprised of a HetNet consisting of one MBS and two PBS. It is assumed that the network follows a spectrum partitioning strategy where Pico and macro users are on different RBs (i.e., mitigating uplink inter-cell interference). Hence, interference occurs among Pico users only. Consequently, \( B \) PBSs are represented by the set \( B = \{ 1, ..., B \} \). Each PBS has a total of \( N \) RBs depicted by the set \( N = \{ 1, ..., N \} \). A total of \( K \) users, both normal and OPs, represented by the set \( K = \{ 1, ..., K \} \) are to be served in an instant of time by the PBSs using RB \( n \) on PBS \( b \). The target is to optimize the uplink of the network by maximizing the overall system SINR while prioritizing the OPs by allocating them high-gain RBs.

The SINR \( \psi_{k,n}^{b} \) of user \( k \) connecting to PBS \( b \) using RB \( n \) is given as:

\[
\psi_{k,n}^{b} = \frac{\Omega_{b}^{k}X_{n,k,n}^{b}}{\Omega_{b}^{k}X_{n,k,n}^{w} + \sigma_{k,n}^{b}}
\]

(4)

The numerator depicts the signal part of the equation, whereas the denominator consists of two parts, interference received from users connected to other PBSs on the same RB calculated as \( \Omega_{b}^{k}X_{n,k,n}^{w} \), while the noise is represented by \( \sigma_{k,n}^{b} \). \( X_{n,k,n}^{b} \) is a binary variable equal to 1 when user \( k \) is connected to the PBS \( b \) using RB \( n \); \( m, m \neq k \) and \( w, w \neq b \) denote the interfering user(s) and interfering PBS(s), respectively. However, in our case there is a single interfering PBS. Thus the objective function for the first model is given as:

**Objective:** Maximize

\[
\sum_{k \in K} \sum_{n \in N} \sum_{b \in B} \psi_{k,n}^{b} UP_{k}
\]

(5)

A focus on fairness among users is asserted in the second model. Therefore, the objective function becomes:

**Objective:** Maximize

\[
\sum_{k \in K} \sum_{n \in N} \ln \psi_{k,n}^{b}
\]

(6)

The logarithmic sum of all users’ SINRs (i.e., before prioritizing the OPs) is maximized in the objective in (6). Fairness among users is thus achieved, albeit at the expense of the SINR values due to the natural logarithm’s characteristics.

**Objective:** Maximize

\[
\sum_{k \in K, k \neq NU} \ln \psi_{k,n}^{b} + \sum_{k \in K, K \neq NU} \psi_{k,n}^{b} UP_{k}
\]

(7)

The objective after prioritizing the OPs will be as in (7).

Both models obey a number of assignment and power constraints: (i) limiting the usage of the RB to one user only; (ii) a power constraint ensuring that the user cannot utilize more than its maximum permitted power per connection; and (iii) another assignment constraint guarantees the connectivity of all users by setting the minimum number of utilized RBs per user to one. In addition, (iv) several linearization constraints govern the multiplication of continuous and binary variables. However, the use of the natural log in the second model calls for piece-wise linearization to be used. The model parameters are illustrated in Table III.

IV. RESULTS AND DISCUSSION

In this section, we used the parameters in Table III for a scenario of a network employing a spectrum partitioning strategy. The results illustrate two approaches to identifying the resource allocation problem: the weighted sum rate maximization (WSRMax) and the proportional fairness (PF). The first approach targets the maximization of the weighted sum rate of all users’ SINRs, with its objective in (3). The second, however, enforces fairness among users through its objectives in (6) and (7) by maximizing the logarithmic sum of the users’ SINRs. The MILP optimization was performed using AMPL/CPLEX software running version 12.5 on a PC with 16 GB RAM and a core i5 CPU.

**TABLE III**

| Parameter | Description |
|-----------|-------------|
| System bandwidth | 3 MHz |
| Total number of RBs | 15 |
| Channel Model | Path Loss [37] and Rayleigh fading [38] |
| Number of MBS | 1 |
| Number of PBS | 2 |
| Number of RB per MBS | 10 |
| Number of RBs per PBS | 5 |
| Number of users | 10 |
| Number of normal users (NU) | 7 |
| Number of OPs | 3 |
| AWGN ( \( \sigma_{n}^{2} \) ) | -162 dBm/Hz [37] |
| Distance between user and BS \( h \) | (40 - 100) m |
| Maximum transmission power per connection | 23 dBm [37] |
| UE transmission power per RB | 17 dBm |
| Base (i.e. normal user priority) weight | 1 |
| Outpatient priority (\( OP_{k} \) calculation method) | Naive Bayesian classifier |
| OP observation period | 30 Days |
| Weight Parameter (\( \alpha \)) | 50, 500, and 1000 |

Furthermore, we considered seven different current states in terms of input feature variables, as displayed in Table IV. We run each model over all seven different current states for 400 data files each representing randomized users’ locations (i.e., random received power levels at the PBSs in each data file) to simulate 400 instances, and showing the average SINR. The seven current states produce different probabilities of strokes. These probabilities, along with different weight parameter \( \alpha \) values, will be reflected as different SINR levels as shown in Fig. 4.

**TABLE IV**

| Instance | Feature | Class |
|----------|---------|-------|
| 1        | Normal  | Pre-Hypertension | Normal | Heavy | ? |
| 2        | High    | Hypertension      | Normal | Light | ? |
| 3        | Normal  | Hypertension      | High   | Light | ? |
| 4        | High    | Hypertension      | High   | Heavy | ? |
| 5        | Normal  | Hypertension      | High   | Light | ? |
| 6        | Normal  | Hypertension      | Light  | ? |
| 7        | High    | Hypertension      | Light  | ? |

It should be noted that to simplify the SINR calculation, we converted all logarithmic units (i.e., dBm) into linear scale
(i.e., mWatt), hence the resulting average SINR values in Figures 3 and 4 are unit less.

A. The WSRMax Approach

1) Before Prioritizing the OPs

In this scenario, all users have equal priority (i.e., \( P_{m} = 1 \)). The average SINR is 830 (i.e., around 29 dB). However, observing the OPs (i.e., users 8, 9, and 10) in Fig. 3 (a), one can note that they have comparable SINRs to other (healthy) users, and sometimes actually lower, such as when comparing OPs 8 and 9 to user 7.

2) After Prioritizing the OPs

The OPs were granted high-gain RBs according to their priority level. A negligible drop (0.3) in the average SINR is observed when selecting the weight parameter \( \alpha = 50 \). However, all OPs were granted above-average SINRs as shown in Fig. 4. (a), (b), and (c). The OPs’ SINRs increase with a focus on the OP with the highest priority in each state; moreover, we can notice that for \( \alpha \geq 500 \) all OPs are assigned SINRs above the average, with 9% and 16% maximum SINR decrease when \( \alpha = 500 \) and 1000, respectively.

B. The PF Approach

1) Before Prioritizing the OPs

The average SINR in this scenario is equal to 320 (around 25 dB) as illustrated in Fig. 3. (b). Users 9 and 10 are assigned less than the average SINR. A difference in the SINR levels can be observed between the two approaches. This is due to the use of the natural logarithm as well as the location of users with close proximity to the PBS. When compared with the results in [7], we can clearly observe that the effect of the log differs. However, converting the SINRs to their logarithmic form (i.e., dB) shows that the SINR is still within the optimal range of operation.

2) After Prioritizing the OPs

In this scenario, the system’s average SINR has increased due to the fact that only the normal users remain subjected to the logarithmic function. On the other hand, the OPs have high SINR levels, as shown in Fig. 4. (d), (e), and (f). It should be noted that the effect of the increase of weight parameter \( \alpha \) is minimal compared to the WSRMax approach.

V. CONCLUDING REMARKS

This paper offers two multidisciplinary frameworks for patient-centric optimization of HetNets. A BDA/ML algorithm is embedded in resource allocation optimization and provides patient prioritization in the e-health setting studied. The target is to prioritize stroke outpatients in HetNets according to their current medical condition based on readings acquired from body-attached and nearby IoT sensors. As a result, the developed ML-driven resource allocation frameworks grant these patients high-gain RBs to ensure that they are always connected and can send their data with minimum delay. To that end, the WSRMax and PF approaches were presented and compared. The WSRMax approach...
maximizes the OPs’ SINRs with less impact on normal users when compared to the PF approach. The PF approach maximizes the OPs’ SINRs to a greater extent than the WSRMax approach, while a noticeable impact can be observed on normal users. With a false positive rate of 0.36, the current classifier can be further enhanced and compared to other algorithms to assess a patient’s state, while the integration of more feature variables in a larger data set constitutes a basis for future work. Furthermore, investigating inter-cell interference as part of a larger model is currently being considered as a future direction.
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