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Abstract

We study the relationship between the eluder dimension for a function class and a generalized notion of rank, defined for any monotone “activation” $\sigma: \mathbb{R} \rightarrow \mathbb{R}$, which corresponds to the minimal dimension required to represent the class as a generalized linear model. When $\sigma$ has derivatives bounded away from 0, it is known that $\sigma$-rank gives rise to an upper bound on eluder dimension for any function class; we show however that eluder dimension can be exponentially smaller than $\sigma$-rank. We also show that the condition on the derivative is necessary; namely, when $\sigma$ is the relu activation, we show that eluder dimension can be exponentially larger than $\sigma$-rank.

1 Introduction

Russo and Van Roy (2013) introduced the notion of eluder dimension for a function class and used it to analyze algorithms (based on the Upper Confidence Bound (UCB) and Thompson Sampling paradigms) for the multi-armed bandit problem with function approximation. Since then, eluder dimension has been extensively used to construct and analyze the regret of algorithms for contextual bandits and reinforcement learning with function approximation (see, e.g. Wen and Van Roy, 2013; Osband and Van Roy, 2014; Wang et al., 2020; Ayoub et al., 2020; Du et al., 2020b; Foster et al., 2020; Jin et al., 2021; Dong et al., 2021). While eluder dimension has mainly been used to analyze upper bounds on regret, recently Foster et al. (2020) provided lower bounds for contextual bandits in terms of eluder dimension, if one is hoping for instance-dependent regret bounds.

The main question motivating this paper is

\textit{Which function classes have “small” eluder dimension?}

Russo and Van Roy (2013) established upper bounds on eluder dimension for (i) function classes for which inputs have finite cardinality (the “tabular” setting), (ii) linear functions over $\mathbb{R}^d$ of bounded norm, and (iii) generalized linear functions over $\mathbb{R}^d$ of bounded norm, with any activation that has derivatives bounded away from 0. Apart from these function classes (and those that can be embedded into these), understanding of eluder dimension has been limited. Indeed, one might wonder whether a function class has “small” eluder dimension only if it can be realized as a class of (generalized) linear models!

Our Results. In this work, we shed light on the relationship between eluder dimension and notions of generalized-rank (analogous to the notion of dimension complexity) that capture the realizability of any function class as a (generalized) linear model. Informally, for an activation $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ and a function class $\mathcal{F} \subseteq (X \rightarrow \mathbb{R})$, the $\sigma$-rank is the smallest dimension $d$ needed to express any function in $\mathcal{F}$ as a generalized linear function in $\mathbb{R}^d$ with activation $\sigma$ (see Definition 3). Our main results are as follows:

1. We show that eluder dimension can be exponentially smaller than $\sigma$-rank for any monotone activation $\sigma$, not just those with derivatives bounded away from 0. (Theorem 7).

2. We show that the condition on the derivative being bounded away from 0 is necessary for $\sigma$-rank to be an upper bound on eluder dimension. Namely, when $\sigma$ is the relu activation, we show that eluder dimension can be exponentially larger than $\sigma$-rank (Theorem 8).\footnote{This result was independently established by Dong et al. (2021).}
2 Eluder Dimension and Star Number

Eluder dimension is a “sequential” notion of complexity for function classes, originally defined by Russo and Van Roy (2013). Informally speaking, it characterizes the longest sequence of adversarially chosen points one must observe in order to accurately estimate the function value at any other point. We consider a variant of the original definition, proposed by Foster et al. (2020), that is never larger and is sufficient to analyze all the applications of eluder dimension in literature.

**Definition 1.** For any function class $\mathcal{F} \subseteq (\mathcal{X} \to \mathbb{R})$, $f^* \in \mathcal{F}$, and scale $\varepsilon \geq 0$, the exact eluder dimension $\text{Edim}_{f^*}(\mathcal{F}, \varepsilon)$ is the largest $m$ such that there exists $(x_1, f_1), \ldots, (x_m, f_m) \in \mathcal{X} \times \mathcal{F}$ satisfying:

$$\forall i \in [m] : |f_i(x_i) - f^*(x_i)| > \varepsilon, \quad \text{and} \quad \sum_{j<i} (f_i(x_j) - f^*(x_j))^2 \leq \varepsilon^2.$$  

Then for all $\varepsilon > 0$:

**Lemma**

1. The eluder dimension is $\text{Edim}_{f^*}(\mathcal{F}, \varepsilon) = \sup_{\varepsilon' \geq \varepsilon} \text{Edim}_{f^*}(\mathcal{F}, \varepsilon')$.

2. $\text{Edim}(\mathcal{F}, \varepsilon) := \sup_{f^* \in \mathcal{F}} \text{Edim}_{f^*}(\mathcal{F}, \varepsilon)$ and $\text{Edim}(\mathcal{F}, \varepsilon) := \sup_{f^* \in \mathcal{F}} \text{Edim}_{f^*}(\mathcal{F}, \varepsilon)$.

This definition is never larger than the original definition of Russo and Van Roy (2013), which asks for a witnessing pair of functions $f_i, f'_i \in \mathcal{F}$ (the above restricts $f'_i = f^*$). Hence, all lower bounds on our variant of eluder dimension immediately apply to the original definition. Moreover, all upper bounds on eluder dimension in this paper can also be shown to hold for the other definition (unless stated otherwise).

We also consider the closely related notion of star number defined by Foster et al. (2020), which generalizes a combinatorial parameter introduced in the active learning literature by Hanneke and Yang (2015) (we will denote it as $\text{Sdim}$ for consistency). The only difference between the definitions of eluder dimension and star number is that $\sum_{j<i}$ is replaced by $\sum_{j \neq i}$, which makes the star number a “non-sequential” notion of complexity better suited for i.i.d. learning problems.

**Definition 2.** For any function class $\mathcal{F} \subseteq (\mathcal{X} \to \mathbb{R})$, $f^* \in \mathcal{F}$, and scale $\varepsilon \geq 0$, the exact star number $\text{Sdim}_{f^*}(\mathcal{F}, \varepsilon)$ is the largest $m$ such that there exists $(x_1, f_1), \ldots, (x_m, f_m) \in \mathcal{X} \times \mathcal{F}$ satisfying:

$$\forall i \in [m] : |f_i(x_i) - f^*(x_i)| > \varepsilon, \quad \text{and} \quad \sum_{j \neq i} (f_i(x_j) - f^*(x_j))^2 \leq \varepsilon^2.$$  

Then for all $\varepsilon > 0$:

1. The star number is $\text{Sdim}_{f^*}(\mathcal{F}, \varepsilon) = \sup_{\varepsilon' \geq \varepsilon} \text{Sdim}_{f^*}(\mathcal{F}, \varepsilon')$.

2. $\text{Sdim}(\mathcal{F}, \varepsilon) := \sup_{f^* \in \mathcal{F}} \text{Sdim}_{f^*}(\mathcal{F}, \varepsilon)$ and $\text{Sdim}(\mathcal{F}, \varepsilon) := \sup_{f^* \in \mathcal{F}} \text{Sdim}_{f^*}(\mathcal{F}, \varepsilon)$.

It immediately follows from these definitions that the star number is never larger than eluder dimension. On the other hand, the star number can be arbitrarily smaller than eluder dimension.

**Proposition 1.** For all $\mathcal{F}$, $f^* \in \mathcal{F}$ and scale $\varepsilon \geq 0$, it holds that\(^2\)

$$\text{Sdim}_{f^*}(\mathcal{F}, \varepsilon) \leq \text{Edim}_{f^*}(\mathcal{F}, \varepsilon) \leq \min\{|\mathcal{X}|, |\mathcal{F}|-1\}.$$  

**Proposition 2** (simplified from Foster et al. (2020, Prop 2.3)). For the class of threshold functions given as $\mathcal{F}_n^\text{th} := \{f_i : [n] \to \{0, 1\} \mid i \in [n+1]\}$, where $f_i(x) := \mathbb{1}\{x \geq i\}$, and for $f^* = f_{n+1}$, it holds for all $\varepsilon < 1$ that $\text{Sdim}_{f^*}(\mathcal{F}, \varepsilon) = 2$ and $\text{Edim}_{f^*}(\mathcal{F}, \varepsilon) = n$.

\(^2\)For the definition of eluder dimension considered by Russo and Van Roy (2013), an upper bound of $\min\{|\mathcal{X}|, (|\mathcal{F}|)^{1/2}\}$ holds, which can be tight. This upper bound holds because the witnessing pair of functions $(f_i, f'_i)$ has to be distinct for each $i$. 


### 3 Generalized Rank

*Dimension complexity* has been studied extensively in combinatorics, learning theory, and communication complexity (see e.g. Alon et al., 1985; Forster, 2002; Arriaga and Vempala, 2006; Alon et al., 2016). The classical notion of dimension complexity, also known as *sign rank*, corresponds to the smallest dimension required to embed the input space such that all hypotheses in the function class under consideration are realizable as halfspaces. We consider a generalized notion of rank that is specified for any particular activation $\sigma : \mathbb{R} \to \mathbb{R}$, and captures to the smallest dimension required to represent the function class as a generalized linear model when $\sigma$ is the activation. In the following, let $B_d(R) := \{ x \in \mathbb{R}^d \mid \|x\|_2 \leq R \}$.

**Definition 3.** For any $\sigma : \mathbb{R} \to \mathbb{R}$, the $\sigma$-*rank* $\sigma\text{-}rk(F, R)$ of a function class $F \subseteq (\mathcal{X} \to \mathbb{R})$ at scale $R > 0$ is the smallest dimension $d$ for which there exists mappings $\phi : \mathcal{X} \to B_d(1)$ and $w : F \to B_d(R)$ such that

$$
\text{for all } (x, f) \in \mathcal{X} \times F : f(x) = \sigma(\langle w(f), \phi(x) \rangle),
$$

or $\infty$ if no such $d$ exists. For a collection of activation functions $\Sigma \subseteq (\mathbb{R} \to \mathbb{R})$, the $\Sigma$-*rank* is

$$
\Sigma\text{-}rk(F, R) := \min_{\sigma \in \Sigma} \sigma\text{-}rk(F, R).
$$

**Examples.** We present some examples of $\Sigma\text{-}rk$ that motivate our definition above.

1. **Threshold activation.** $\text{sign}(z)$ yields the classic notion of *sign-rank* (equivalent to *dimension complexity*, as already mentioned). In this case, the scale $R$ is irrelevant, so we denote $\text{sign-rk}(F) := \text{sign-rk}(F, R)$ for any $R$. Note that this quantity is meaningful only for $F \subseteq (\mathcal{X} \to \{-1, 1\})$.

2. **Identity activation.** For $\text{id}(z) := z$, $\text{id-rk}(F, R)$ is the smallest dimension needed to represent each $f \in F$ as a (norm-bounded) linear function. We abbreviate $\text{rk} := \text{id-rk}$, as this corresponds to the standard notion of rank of the matrix $(f(x))_{f,x}$ (albeit with the additional norm constraint).

3. **Monotone activations.** For $L \geq \mu \geq 0$, $\mathcal{M}_\mu^L$ consists of all activations $\sigma$ such that for all $z < z'$, it holds that $\mu \leq \frac{\sigma(z') - \sigma(z)}{z' - z} \leq L$ (for differentiable $\sigma$, this is equivalent to $\mu \leq \sigma'(z) \leq L$ for all $z \in \mathbb{R}$). An important special case is when $\mu = 0$, and a particular $\sigma \in \mathcal{M}_0^L$ of interest is the rectified linear unit (ReLU) defined as $\text{relu}(z) := \max\{z, 0\}$. For ease of notation, we denote $\mathcal{M}_\mu := \mathcal{M}_\mu^1$.

While we will always be explicit about the Lipschitz constant, note that the scale of the Lipschitz constant $L$ (and $\mu$) is interchangeable with the scale of $R$. In particular,

$$
\mathcal{M}_\mu^{L} \cdot \text{rk}(F, R) = \mathcal{M}_{\mu/L} \cdot \text{rk}(F, RL).
$$

4. **All activations.** $\Sigma^{\text{all}}$ consists of all activations $\sigma$. We mention this notion of rank only in passing, and we will not focus on it for the rest of the paper.

**Proposition 3.** $\Sigma$-rank satisfies the following for all $F \subseteq (\mathcal{X} \to \mathbb{R})$.

(i) For all $R \leq R'$, $\Sigma\text{-}rk(F, R) \geq \Sigma\text{-}rk(F, R')$.

(ii) For all $\Sigma_1 \subseteq \Sigma_2$ and $R > 0$, $\Sigma_1\text{-}rk(F, R) \geq \Sigma_2\text{-}rk(F, R)$.

---

4Note that only the product of the scales of $\phi$ and $w$ is relevant. The definition remains equivalent if we let $\phi : \mathcal{X} \to B_d(R_\phi)$ and $w : F \to B_d(R_w)$ for any $R_\phi$ and $R_w$ such that $R = R_\phi \cdot R_w$.

4To prove upper bounds on eluder dimension, it suffices for this condition to hold only when $|z| \leq R$, (see e.g. Russo and Van Roy, 2013). Since we fix $\sigma$ in our definition first and then consider $\sigma$-rank at different scales $R$, this weaker condition complicates our definitions. Note that at any specific scale $R$, we can always modify $\sigma$ to satisfy the required constraint everywhere by extending it linearly whenever $|z| > R$. 

---
Proposition 4. For all $F \subseteq (X \to \mathbb{R})$, $R > 0$ and $\mu \in (0, 1]$, we have:

$$rk(F, R) \geq M_{\mu}rk(F, R) \geq M_{0}rk(F, R) \geq \text{sign}rk(F) - 1,$$

where the last inequality is meaningful only for $F \subseteq (X \to \{-1, 1\})$. Moreover, for each inequality above, there exists a function class $F$ which exhibits an infinite gap between the two quantities.

Proof. The first two inequalities follow from immediately from Proposition 3. For the last inequality, let $\phi : \mathcal{X} \to \mathbb{R}^d$ and $w : F \to \mathbb{R}^d$ be the mappings that witness $\sigma\text{-}rk(F, R) = d$ for some $\sigma \in \mathcal{M}$. Thus, we have that for all $(x, f) \in \mathcal{X} \times F$, it holds that, $f(x) = \sigma((w(f), \phi(x)))$. Let $t \in \mathbb{R}$ be any value such that $\sigma(t) = 0$. From monotonicity of $\sigma$ and the fact that $F$ is $\{-1, 1\}$-valued, we have that for all $(x, f) \in \mathcal{X} \times F$, $f(x) = \text{sign}((w(f), \phi(x)) - t)$. Thus, $\text{sign}rk(F) \leq \text{sign}rk(F, R) + 1$. We next move to the examples witnessing the separations.

$\blacktriangleright$ $rk \gg M_{\mu}\text{-}rk$: Consider $\mathcal{X} = [0, 1]$ and $F^{\exp} := \{f_\theta : x \mapsto \sigma(\theta \cdot x) \mid |\theta| \leq 1\}$, where $\sigma(\cdot)$ is defined piecewise as follows: $\sigma(z) = e^z$ for $z \in [0, 1]$; outside of $[0, 1]$, we extend the function linearly with slope 1 when $z < 0$ and slope $e$ when $z > 1$. Since $\sigma \in \mathcal{M}_\mu$ we have $M_{\mu}\text{-}rk(F^{\exp}, 1) = 1$ and hence $M_{1/\epsilon}\text{-}rk(F, e) = 1$ (from Equation 3).

Consider the points $\{x_j := j/d \mid j \in \{1, \ldots, d\}\}$ and the functions $\{f_{\theta_j} := f_{i/d} \mid j \in \{1, \ldots, d\}\}$. The matrix $A$ given by $A_{ij} := f_{\theta_j}(x_i) = (e^{j/d})^i$ is a Vandermonde matrix, and hence rank$(A) = d$. Since $d$ can be chosen to be arbitrarily large, it follows that $rk(F^{\exp}, R) = \infty$ for all $R > 0$.

$\blacktriangleright$ $M_{\mu}\text{-}rk \gg M_{0}\text{-}rk$: Consider $\mathcal{X} = [0, 1]$ and $F^{\text{relu}} := \{f_{a,b} : x \mapsto \text{relu}(ax + b) \mid a^2 + b^2 \leq 1\}$, the class of ReLUs with biases in 1 dimension. Clearly, $M_{0}\text{-}rk(F^{\text{relu}}, \sqrt{2}) = 2$.

Suppose for contradiction that for some $\sigma \in \mathcal{M}_\mu$, it holds that $\sigma\text{-}rk(F^{\text{relu}}, R) = d$ with mappings $\phi : \mathcal{X} \to B_0(1)$ and $w : F^{\text{relu}} \to B_0(R)$ for some $R > 0$. Consider $n = d + 2$ points $0 < x_1 < x_2 < \cdots < x_n < 1$. For each $i$, $f_i(x) := \text{relu}(x - x_{i-1}) \in F^{\text{relu}}$ (let $x_0 := 0$) satisfies $f_i(x_j) = \sigma((w(f_i), \phi(x_j))) = 0$ for all $j < i$, and $f_i(x_j) = \sigma((w(f_i), \phi(x_j))) > 0$ for all $j \geq i$. That is, $\langle w(f_i), \phi(x_j) \rangle = \sigma^{-1}(0)$ for all $j < i$ (since $\sigma : \mathbb{R} \to \mathbb{R}$ is strictly monotone, $\sigma^{-1}(0)$ is uniquely defined) and $\langle w(f_i), \phi(x_j) \rangle > \sigma^{-1}(0)$ for all $j \geq i$. Consider the matrix $A \in \mathbb{R}^{n \times n}$ given by $A_{ij} := \langle w(f_i), \phi(x_j) \rangle$. By definition, rank$(A) \leq d$.

On the other hand, we have that $A - \sigma^{-1}(0) \cdot J$ is an upper-triangular matrix with non-zero diagonals, where $J \in \mathbb{R}^{n \times n}$ is the all-1s matrix. It follows that rank$(A) \geq n - 1$ and hence $n \leq d + 1$. This is a contradiction and hence $M_{\mu}(F^{\text{relu}}, R) = \infty$ for all $\mu, R > 0$.

$\blacktriangleright$ $M_{0}\text{-}rk \gg \text{sign}\text{-}rk$: Consider $\mathcal{X} = [0, 1]$ and $F^{\text{th}} := \{f_t : x \mapsto \text{sign}(x - t) \mid t \in [0, 1]\}$, the class of Thresholds. Clearly, $\text{sign}rk(F^{\text{th}}) = 2$.

We briefly sketch the argument showing $M_{0}\text{-}rk(F, R) = \infty$ for any $R > 0$. Suppose for some $\sigma \in \mathcal{M}_0$ it holds that $\sigma\text{-}rk(F^{\text{th}}, R) = d$. Then it is possible to realize $F^{\text{th}}$ as halfspaces with margin, since $\sigma$ is 1-Lipschitz. This implies that $F^{\text{th}}$ is online learnable with a finite mistake bound (via the Perceptron algorithm). This is a contradiction since $F^{\text{th}}$ is not online learnable with a finite mistake bound (see e.g. Shalev-Shwartz and Ben-David, 2014, Lemma 21.6 and Ex. 21.4). $\square$

4 Eluder Dimension versus Generalized Rank

We compare eluder dimension and star number with each notion of generalized rank: $rk$, $M_{\mu}\text{-}rk$ (for $\mu > 0$) and $M_{0}\text{-}rk$. Our results are summarized in Figure 1.
Eluder vs. rk and $\mathcal{M}_\mu$-rk. Russo and Van Roy (2013) (see also Osband and Van Roy, 2014) provided upper bounds on eluder dimension for linear and generalized linear function classes. We restate this result, with a slight improvement and include the proof with precise dependence on problem parameters in Appendix A for completeness.

**Proposition 5** (cf. Russo and Van Roy (2013), Prop. 6, 7; Osband and Van Roy (2014), Prop. 2, 4). For any function class $\mathcal{F} \subseteq (\mathcal{X} \rightarrow \mathbb{R})$ and $\varepsilon > 0$:

(i) For all $R > 0$, $\text{Edim}(\mathcal{F}, \varepsilon) \leq \text{rk}(\mathcal{F}, R) \cdot O\left(\log \frac{R}{\varepsilon}\right)$.

(ii) For all $L, \mu, R > 0$, $\text{Edim}(\mathcal{F}, \varepsilon) \leq \mathcal{M}_\mu$-rk($\mathcal{F}, R$) $\cdot O\left(\frac{L^2}{\mu^2} \log \left(\frac{RL}{\varepsilon}\right)\right)$.

This result has been used to prove upper bounds on eluder dimension of various function classes beyond generalized linear models; for example, the class of bounded degree polynomials, by taking the feature map $\phi(x)$ to be the vector of monomials. The upper bound in Part (i) is in fact tight (up to constants) for the class of linear functions, as shown below. This trivially implies the optimality of the bound in Part (ii) up to the factor of $(L/\mu)^2$ which to the best of our knowledge is open.

**Proposition 6** (Mahajan and Lovett (2021)). For any $R > 0$, $\mathcal{X} := B_d(1)$ and $\mathcal{F} := \{f_\theta: x \mapsto \langle \theta, x \rangle \mid \theta \in B_d(R)\}$, it holds that:

$$\text{Edim}(\mathcal{F}, \varepsilon) \geq \Omega\left(d \log \left(\frac{R}{\varepsilon}\right)\right).$$

**Proof.** We exhibit a sequence $(x_1, \theta_1), \ldots, (x_m, \theta_m)$ that witnesses the claimed lower bound on eluder dimension with $\theta^* = 0$. It suffices to consider the case of $R = 1$, as this is just a matter of scaling relative to $\varepsilon$. First, consider the case of $d = 1$. For any $\alpha \in (\varepsilon, \sqrt{2}\varepsilon)$ and $k := \lceil \log_2(1/\alpha) \rceil$, let $x_i := 1/2^{(k-i)}$ and $\theta_i = \alpha \cdot 2^{k-i}$ for $i \in \{0, \ldots, k\}$. For each $i$, it holds that $\theta_i x_i = \alpha > \varepsilon$ and $\sum_{j=1}^{\ell} (\theta_i x_j)^2 \leq \alpha^2/2 < \varepsilon^2$. Since $|x_i| \leq 1$ and $|\theta_i| \leq 1$ we get $\text{Edim}(\mathcal{F}, \varepsilon) \geq k + 1 \geq \Omega(\log(1/\varepsilon))$.

For $d > 1$, consider $d$ copies of the above 1 dimensional sequence repeated in each dimension. Namely, consider the sequence $(x_{ij}, \theta_{ij})_{i \in [d], j \in [k]}$ with $x_{ij} := e_i/2^{k-j}$ and $\theta_{ij} := \alpha 2^{k-j} \cdot e_i$ (where $e_i$ is the $i$-th standard basis vector). Since $x_{ij}, \theta_{ij} \in B_d(1)$, we have $\text{Edim}(\mathcal{F}, \varepsilon) \geq d(k + 1) = \Omega\left(d \log(1/\varepsilon)\right)$. \qed

Eluder vs. $\mathcal{M}_0$-rk. It turns out that eluder dimension and $\mathcal{M}_0$-rk are incomparable. That is, there exists a function class for which eluder dimension is exponentially smaller than $\mathcal{M}_0$-rk (and hence $\mathcal{M}_\mu$-rk and rk by Proposition 4). Moreover, there exists a different function class for which eluder dimension (even the star number) is exponentially larger than relu-rk (and hence $\mathcal{M}_0$-rk).
Theorem 7. For $\mathcal{X} = \{-1, 1\}^d$ and $\mathcal{F}^\oplus := \{f_S: x \mapsto \prod_{i \in S} x_i \mid S \subseteq [d]\}$, it holds that

(i) $\mathcal{M}_0\text{-}\text{rk}(\mathcal{F}^\oplus, R) \geq 2d^2/2 - 1$ for all $R > 0$.

(ii) $\text{Sdim}(\mathcal{F}^\oplus, \varepsilon) \leq \text{Edim}(\mathcal{F}^\oplus, \varepsilon) \leq d$ for all $\varepsilon \geq 0$.

Proof. Part (i). From Proposition 4, we have that $\mathcal{M}_0\text{-}\text{rk}(\mathcal{F}^\oplus, R) \geq \text{sign-rk}(\mathcal{F}^\oplus) - 1$ for any $\sigma \in \mathcal{M}_0$. The proof is now complete by noting a well known result that $\text{sign-rk}(\mathcal{F}^\oplus) \geq 2d^2/2$ (Forster, 2002).

Part (ii). For any $x \in \{-1, 1\}^d$ consider its 0-1 representation $\bar{x} \in \mathbb{F}_2^d$ (representing +1 by 0 and −1 by 1). All functions in $\mathcal{F}^\oplus$ can be simply viewed as linear functions over $\mathbb{F}_2$. Namely, any parity function is indexed by a vector $a \in \mathbb{F}_2^d$, with $f_a(x) := (-1)^{(a, \bar{x})}$. Note that $\text{Edim}(\mathcal{F}^\oplus, \varepsilon) = 0$ for all $\varepsilon \geq 2$. For any $\varepsilon < 2$, suppose $\text{Edim}_{\text{F}}(\mathcal{F}^\oplus, \varepsilon) = m$, witnessed by $(x_1, f_{a_1}), \ldots, (x_m, f_{a_m}) \in \{-1, 1\}^d$ and $f^* = f_{a^*}$. We have

- $f_a(x_i) \neq f_{a^*}(x_i)$, and
- $f_a(x_j) = f_{a^*}(x_j)$ for all $j < i$ since $\sum_{j < i} (f_a(x_j) - f_{a^*}(x_j))^2 < \varepsilon^2 < 4$ iff all the terms are 0.

Thus, we have $\langle a_i - a^*, \bar{x} \rangle = 0$ for all $\bar{x} \in \mathbb{F}_2$-span($\{\bar{x}_1, \ldots, \bar{x}_{i-1}\}$). But $\langle a_i - a^*, \bar{x}_i \rangle = 1$ and hence $\bar{x}_i$ is linearly independent of $\{\bar{x}_1, \ldots, \bar{x}_{i-1}\}$ over $\mathbb{F}_2^d$. Thus, $\{\bar{x}_1, \ldots, \bar{x}_m\}$ are all linearly independent over $\mathbb{F}_2^d$, and hence $m \leq d$.

Theorem 8. For all $R > 0$, $\mathcal{X} = \mathcal{B}_d(1)$, and $\mathcal{F}^{\text{relu}} := \{f_{\theta, b}: x \mapsto \text{relu}(\langle \theta, x \rangle + b) \mid \|\theta\|_2 + b^2 \leq R\}$, it holds that

(i) $\mathcal{M}_0\text{-}\text{rk}(\mathcal{F}^{\text{relu}}, R) \leq \text{relu-rk}(\mathcal{F}^{\text{relu}}, R) \leq d + 1$,

(ii) $\text{Edim}(\mathcal{F}^{\text{relu}}, \varepsilon) \geq \text{Sdim}(\mathcal{F}^{\text{relu}}, \varepsilon) \geq \left(\frac{R}{\delta}\right)^{d/2}$ for all $\varepsilon \in (0, \frac{2R}{\delta})$.

Proof. Part (i) is immediate from the definition. We show Part (ii) in the special case of $R = 2$; the general case follows by relatively scaling $\varepsilon$, since relu is homogeneous, namely, $\text{relu}(ax) = a \cdot \text{relu}(x)$.

Consider any $U \subseteq \mathcal{X}$ such that $\|u\|_2 = 1$ and $\langle u, v \rangle \leq 1 - \varepsilon$ for all $u, v \in U$. It holds that $\text{Sdim}_{\text{F}}(\mathcal{F}^{\text{relu}}, \varepsilon) \geq |U|$ when $f^*$ is the identically zero function, since the function $f_u(x) = \text{relu}(\langle u, x \rangle - (1 - \varepsilon))$ is such that $f_u(u) = 0$ for all $u \in U \setminus \{v\}$, whereas $f_u(u) = \varepsilon$. A standard sphere packing argument shows that such a set $U$ exists with $|U| \geq (1/2\varepsilon)^{d/2}$ for all $\varepsilon < 1/2$. In particular, the $\delta$-packing number of the unit sphere is at least $(1/\delta)^d$ (Vershynin, 2018, Cor. 4.2.13). Thus, we can find $(1/\delta)^d$ points such that each pair $u, v$ satisfies $\|u - v\|_2 \geq \delta$, or equivalently $\langle u, v \rangle \leq 1 - \delta^2/2$. Setting $\delta = \sqrt{2\varepsilon}$ proves the claimed lower bound.

Theorem 8 was independently proven in Dong et al. (2021, Thm. 5.1).

Remark. While we considered the variant of eluder dimension as defined by Foster et al. (2020), the lower bound on eluder dimension in Theorem 8 immediately holds for the notion defined by Russo and Van Roy (2013). On the other hand, the upper bound on eluder dimension in Theorem 7 can be shown to hold even with the definition of Russo and Van Roy (2013) (by replacing every instance of $a^*$ by $a^*_i$).

5 Discussion

Our results clarify the relationship between eluder dimension (and star number) and various notions of generalized-rank. Namely, apart from the upper bounds in Proposition 3, there is little relationship between eluder dimension and generalized rank. Eluder dimension can be exponentially smaller than $\sigma$-rank for any monotone $\sigma$. On the other hand, eluder dimension can be exponentially larger than $\sigma$-rank for $\sigma \in \mathcal{M}_0$, thereby showing that condition that $\sigma$ has derivatives bounded away from 0 is necessary.
Approximate Generalized Rank. In many reinforcement learning problems, the assumption of realizability may be too stringent; hence one might consider a misspecified setting, where it is assumed that the reward function (or value function) is approximated by some function class up to \( \delta \) error (see e.g. Du et al., 2020a; Van Roy and Dong, 2019; Lattimore et al., 2020; Neu and Olkhovskaya, 2020; Foster and Rakhlin, 2020; Zanette et al., 2020). A natural question to ask then is how eluder dimension is related to approximate notions of rank, with the goal of obtaining a general technique for providing regret bounds in the misspecified setting. To this end, we can define \( \delta \)-approximate \( \sigma \)-rank, \( \sigma\text{-rk}_\delta \), by replacing condition (2) with:

\[
\text{for all } (x, f) \in \mathcal{X} \times \mathcal{F} : |f(x) - \sigma((w(f), \phi(x)))| \leq \delta .
\]  

It turns out that \( Edim \) (and \( Sdim \)) are incomparable to \( \sigma\text{-rk}_\delta \). Namely, for the class of parity functions \( \mathcal{F}^\oplus \) defined in Theorem 7, \( M_0\text{-rk}_\delta(\mathcal{F}^\oplus) \geq \text{sign-rk}(\mathcal{F}^\oplus) - 1 \geq 2^{d/2} - 1 \) for any \( \delta < 1 \). On the other hand, for the class of singletons defined over \( \mathcal{X} = [d] \) and \( \mathcal{F}^{\text{sing}} := \{ f_i : x \mapsto 1(x = i) \mid i \in [d] \cup \{0\} \} \), it holds that \( Sdim(\mathcal{F}^{\text{sing}}, \varepsilon) \geq d \) for all \( \varepsilon < 1 \), whereas \( \text{rk}_\delta(\mathcal{F}^{\text{sing}}) \leq O((\log d)/\delta^2) \).
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A Proof of Proposition 5

Proposition 5 follows from Claim 10 and Claim 11 below, where for clarity, we keep track of the norms of \( \phi \) and \( w \) separately. Our improvement comes about from the following lemma, which is inspired by a similar step in Russo and Van Roy (2013).

**Lemma 9** (Inspired by Russo and Van Roy (2013)). For all \( k \geq 1 \) and \( \alpha, \beta > 0 \), if \((1 + \alpha)^k \leq 1 + \beta k\), then \( k \leq \frac{e^2}{\varepsilon} \cdot \frac{1 + \alpha}{\alpha} \ln \left( \frac{2^{3(1+\alpha)}}{\alpha} \right) \).

**Proof.** We consider two cases. In both cases, we use that \( \ln(1 + \alpha) \geq \frac{\alpha}{1+\alpha} \) holds for all \( \alpha > 0 \). Also note that \((1 + \alpha)^k > 1 + k\alpha \) and hence \( \beta > \alpha \).

**Case 1:** If \( \beta k < 1 \), we have \((1 + \alpha)^k \leq 2 \) and hence \( k \leq \frac{\ln 2}{\ln(1+\alpha)} \leq \ln 2 \cdot \frac{1+\alpha}{\alpha} \). Since \( \beta > \alpha \), we have that \( \ln 2 \leq \frac{e^2}{\varepsilon} \cdot \ln \left( \frac{2^{3(1+\alpha)}}{\alpha} \right) \), thereby completing the proof for this case.

**Case 2:** If \( \beta k \geq 1 \), we have \((1 + \alpha)^k \leq 2\beta k \). Taking logarithms, we have \( k \ln(1 + \alpha) \leq \ln k + \ln 2 \beta \). Hence, we have \( \frac{k\alpha}{1+\alpha} \leq \ln \left( \frac{k\alpha}{1+\alpha} \right) + \ln \left( \frac{2^{3(1+\alpha)}}{\alpha} \right) \). Using \( \ln x \leq \frac{x}{\varepsilon} \) for all \( x \geq 0 \), we get for \( x = \frac{k\alpha}{1+\alpha} \) that \( k \cdot \frac{\alpha}{1+\alpha} \cdot (1 - \frac{1}{k}) \leq \ln \left( \frac{2^{3(1+\alpha)}}{\alpha} \right) \), thereby completing the proof. \( \square \)

**Claim 10.** Suppose \( \text{rk}(F, R_{\phi}R_w) = d \) is witnessed by mappings \( \phi : X \to B_d(R_{\phi}) \) and \( w : F \to B_d(R_w) \).

Then \( \text{Edim}(F, \varepsilon) \leq \frac{ae}{\varepsilon^2} \cdot d \cdot \log \left( \frac{4R_d^2R_{w}^2}{\varepsilon} \right) \) for all \( \varepsilon < R_{\phi}R_w \).

**Proof.** Suppose \( \text{Edim}_{f^*}(F, \varepsilon) = m \) witnessed by the sequence \((x_1, f_1), \ldots, (x_m, f_m) \in X \times F\), for some \( f^* \in F \) and \( \varepsilon > 0 \). Denote \( w_i := w(f_i) - w(f^*) \), and \( \phi_i := \phi(x_i) \). It follows that \( w_i \in B_d(2R_w) \) and \( \phi_i \in B_d(R_{\phi}) \). From Equation 1, we have that for all \( i \in [m] \):

\[
\max_{w \in \mathbb{R}^d} \left\{ \langle w, \phi_i \rangle : \sum_{j < i} \langle w, \phi_j \rangle^2 \leq \varepsilon^2, \|w\|_2 \leq 2R_w \right\} > \varepsilon
\]

(5)

Let \( V_i := \lambda I + \sum_{j < i} \phi_j \phi_j^\top \). The above equation implies that for all \( i \in [m] \):

\[
\max_{w \in \mathbb{R}^d} \left\{ \langle w, \phi_i \rangle : \|w\|_{V_i}^2 \leq \varepsilon^2 + \lambda \cdot 4R_{w}^2 \right\} > \varepsilon,
\]

which via convex duality and setting \( \lambda := \varepsilon^2/(4R_{w}^2) \), further implies that for all \( i \in [m] \):

\[
\|\phi_i\|_{V_i^{-1}} > \frac{\varepsilon^2}{\varepsilon^2 + \lambda \cdot 4R_{w}^2} = \frac{1}{2},
\]

We will use a potential argument to track the quantity \( \det(V_i) \). First, we have the upper bound:

\[
\det(V_{m+1}) \leq \left( \frac{\text{tr}(V_{m+1})}{d} \right)^d \leq \left( \frac{\lambda d + mR_{\phi}^2}{d} \right)^d = \lambda^d \left( 1 + \frac{mR_{\phi}^2}{\lambda d} \right)^d = \lambda^d \left( 1 + \frac{m}{d} \cdot \frac{4R_{w}^2R_{\phi}^2}{\varepsilon^2} \right)^d,
\]

using, AM-GM inequality, the linearity of trace, and the definition of \( \lambda \). We also have the lower bound, using the Matrix Determinant Lemma:

\[
\det(V_{m+1}) = \det(V_m + \phi_m \phi_m^\top) = \det(V_m) \cdot (1 + \|\phi_m\|_{V_m^{-1}}^2) \geq \lambda^d (3/2)^m,
\]

where the last step follows by induction. Combining the upper and lower bounds, we get that \((3/2)^{m/d} \leq 1 + \frac{m}{d} \cdot \frac{4R_{w}^2R_{\phi}^2}{\varepsilon^2} \). The claim follows from an application of Lemma 9 with \( k = \frac{ae}{\varepsilon}, \alpha = \frac{1}{2} \) and \( \beta = \frac{4R_{w}^2R_{\phi}^2}{\varepsilon^2} \). \( \square \)
Claim 11. For \( \sigma \in \mathcal{M}_\mu^L \), suppose \( \sigma \cdot \text{rk}(\mathcal{F}, R_\phi R_w) = d \) is witnessed by mappings \( \phi : \mathcal{X} \to \mathcal{B}_d(R_\phi) \) and \( w : \mathcal{F} \to \mathcal{B}_d(R_w) \). Then \( \text{Edim}(\mathcal{F}, \varepsilon) \leq \frac{3\varepsilon}{\varepsilon^2-1} \cdot d \cdot \frac{L^2}{\mu^2} \cdot \log \left( \frac{24R_\phi^2 R_w^2 L^2}{\varepsilon^2} \right) \) for all \( \varepsilon < R_\phi R_w L \).

**Proof.** Suppose \( \text{Edim}(\mathcal{F}, \varepsilon) = m \) witnessed by the sequence \((x_1, f_1), \ldots, (x_m, f_m) \in \mathcal{X} \times \mathcal{F} \), for some \( f^* \in \mathcal{F} \) and \( \varepsilon > 0 \). Denote \( w_i := w(f_i) - w(f^*) \), and \( \phi_i := \phi(x_i) \). It follows that \( w_i \in \mathcal{B}_d(2R_w) \) and \( \phi_i \in \mathcal{B}_d(R_\phi) \). Since \( \sigma \in \mathcal{M}_\mu^L \), we have for any \( w_1, w_2, x \in \mathbb{R}^d \):

\[
\mu |\langle w_1 - w_2, x \rangle| \leq |\sigma(\langle w_1, x \rangle) - \sigma(\langle w_2, x \rangle)| \leq L |\langle w_1 - w_2, x \rangle|.
\]

Therefore, Eq. (5) can be replaced with:

\[
\max_{w \in \mathbb{R}^d} \left\{ \left| \langle w, \phi_i \rangle \right| : \sum_{j \neq i} |\langle w, \phi_i \rangle|^2 \leq \varepsilon^2/\mu^2, w \in \mathcal{B}_d(2R_w) \right\} > \varepsilon/L.
\]

(6)

Following the same steps with \( \lambda := \varepsilon^2/(4R_w^2 \mu^2) \) and \( V_i \) defined as before, we can further show that:

\[
\max_{w \in \mathbb{R}^d} \left\{ \left| \langle w, \phi_i \rangle \right| : \|w\|^2 \leq \varepsilon^2/\mu^2 + \lambda \cdot 4R_w^2 \right\} > \varepsilon/L,
\]

which implies the bound:

\[
\|\phi_i\|^2_{V_i^{-1}} > \frac{\varepsilon^2/L^2}{\varepsilon^2/\mu^2 + \lambda \cdot 4R_w^2} = \frac{1}{2} \cdot \frac{\mu^2}{L^2}.
\]

Using similar upper and lower bounds on \( \det(V_m) \) gives us that \( (1 + \mu^2/(2L^2))^{m/d} \leq 1 + \frac{\mu^2}{L^2} \cdot \frac{4R_w^2 R_\phi^2 \mu^2}{\varepsilon^2} \); the proof again concludes with an application of Lemma 9 with \( k = \frac{m^2}{d}, \alpha = \frac{\mu^2}{L^2} \) and \( \beta = \frac{4R_w^2 R_\phi^2 \mu^2}{\varepsilon^2} \).

**Discussion of prior work.** For completeness, we clarify the differences between Proposition 5 and the corresponding propositions in Russo and Van Roy (2013); Osband and Van Roy (2014).

Proposition 6 in Russo and Van Roy (2013) considers the setting exactly as in Claim 10. In our notation, the stated bound has the form \( \text{rk}(\mathcal{F}, R_\phi R_w) \cdot O(\log \left( 3 + \frac{12R_w^2}{\mu^2} \right)) \); the factor of \( R_\phi \) is missing inside the log term. As explained in Definition 3 (footnote 3), only the product \( R_\phi R_w \) is relevant as the scale of \( \phi \) and \( w \) is interchangeable.

Proposition 7 in Russo and Van Roy (2013) considers the setting exactly as in Claim 11. In our notation, the stated bound there has the form \( \mathcal{M}_\mu^L \cdot \text{rk}(\mathcal{F}, R_\phi R_w) \cdot O\left( \frac{L^2}{\mu^2} \cdot \log \left( \frac{3L^2}{\mu^2} + \frac{L^2}{\mu^2} \cdot \frac{12R_w^2}{\varepsilon^2} \right) \right) \); again the factor of \( R_\phi \) is missing. Also, the factor of \( L \) in \( R_w^2 L^2/\varepsilon^2 \) is improvable to \( \mu \).

Proposition 4 in Osband and Van Roy (2014) considers the setting analogous to Claim 11, but for vector-valued function classes, that is, \( \mathcal{F} \subseteq (\mathcal{X} \rightarrow \mathbb{R}^k) \). In the special case of \( k = 1 \), their bound in our notation, has the form \( \mathcal{M}_\mu^L \cdot \text{rk}(\mathcal{F}, R_\phi R_w) \cdot O\left( \frac{L^2}{\mu^2} \cdot \log \left( \frac{L^2}{\mu^2} + \frac{L^2}{\mu^2} \cdot \frac{R_w^2}{\varepsilon^2} \right) \right) \). The term \( R_\phi R_w \) should be \( R_\phi R_w \mu \). As shown in Equation 3, it is possible to make \( R_\phi R_w \) arbitrarily small while keeping \( L/\mu \) fixed.

Lastly, we note that Lemma 9 is slightly different than the corresponding inequality used in Russo and Van Roy (2013); Osband and Van Roy (2014) (which has \( (1 + \beta) \) in place of \( 2\beta \)). This allows us to remove the additive terms of 3 and \( 3 \frac{L^2}{\mu^2} \) inside the log factor for the \( \text{rk} \) case and the \( \mathcal{M}_\mu^L \cdot \text{rk} \) case respectively. In the \( \mathcal{M}_\mu^L \cdot \text{rk} \) case, this gives a nontrivial improvement in some regime of parameters; namely the bounds of Russo and Van Roy (2013); Osband and Van Roy (2014) would only give us a term of \( \log \left( \frac{L}{\mu} + \frac{R_w R_w L}{\varepsilon} \right) \), which can be loose when \( \mu \) is very small.