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Abstract

We provide a study of how induced model sparsity can help achieve compositional generalization and better sample efficiency in grounded language learning problems. We consider simple language-conditioned navigation problems in a grid world environment with disentangled observations. We show that standard neural architectures do not always yield compositional generalization. To address this, we design an agent that contains a goal identification module that encourages sparse correlations between words in the instruction and attributes of objects, composing them together to find the goal.\(^1\) The output of the goal identification module is the input to a value iteration network planner. Our agent maintains a high level of performance on goals containing novel combinations of properties even when learning from a handful of demonstrations. We examine the internal representations of our agent and find the correct correspondences between words in its dictionary and attributes in the environment.

1 Introduction

Ideally, when training an agent that acts upon natural language instructions, we want the agent to understand the meaning of the words, rather than overfitting to the training instructions. We expect that when an agent encounters an unfamiliar instruction made up of familiar terms, it should be able to complete the task. In this sense, the agent learns to leverage both groundedness of language; for example in English, tokens in the language map to observed attributes of objects or phenomena in its environment, as well as its compositionality; which enables the description of potentially infinite numbers of new phenomena from known components (Chomsky, 1965). Using language to express goals is potentially a way to approach task distribution shift and sample efficiency, key problems in reinforcement learning (Sodhani et al., 2021; Jang et al., 2021).

However, compositional generalization does not come automatically with standard architectures when using language combined with multi-modal inputs, as indicated by the mixed results of generalization performance in Goyal et al. (2021); Sodhani et al. (2021). Concurrently with Qiu et al. (2021), we show that the Transformer architecture can demonstrate generalization, but requires large amounts of data for training. In this work, we tackle sample inefficiency and retain generalization.

Our contributions are as follows. We propose a model and a training method that utilizes the inductive biases of sparse interactions and factor compositionality when finding relationships between words and disentangled attributes. We hypothesize that such sparsity in the interactions between object attributes and words (as opposed to just their representations) leads to a correct identification of what attributes the words actually correspond to, instead of what they are merely correlated with. We show in both quantitative and qualitative experiments that such sparsity and factor compositionality enable compositional generalization. To improve sample efficiency, we decouple the goal identification task (which requires language understanding) from the planning process (implemented with an extension of Value Iteration Networks).

2 Related Work

Compositional Generalization and Language Grounding There is a long line of work on learning to achieve language encoded instructions within interactive environments. Vision-Language Navigation environments typically require an agent to navigate to a requested goal object (for example, DeepMind Lab (Beattie et al., 2016), R2R (Anderson et al., 2018) and ALFRED (Shridhar et al., 2020)). Algorithmic and deep imitation learning approaches for autonomous agents in these environ-

\(^1\)github.com/aalto-ai/sparse-compgen
ments have been proposed, but room for improvement in both generalization performance and sample efficiency remains (Chen and Mooney, 2011; Bisk et al., 2016; Shridhar et al., 2021).

The generalization issue arises because there are many possible instructions or goals that could be expressed with language and a learner may not necessarily observe each one within its training distribution. Some are “out of distribution” and maintaining performance on them is not guaranteed; a problem well known within the reinforcement learning community (Kirk et al., 2021). However, a peculiar feature of language instructions is that language is compositional in nature. This has led to an interest in whether this aspect can be leveraged to get better generalization on unseen goals made up of familiar terms (Oh et al., 2017; Hermann et al., 2017). However, even in simple environments such as BabyAI (Chevalier-Boisvert et al., 2019), and gSCAN (Ruis et al., 2020) this can still be difficult problem.

Various approaches to leveraging compositionality have been proposed, including gated word-channel attention (Chaplot et al., 2018), hierarchical processing guided by parse-trees (Kuo et al., 2020), graph neural networks (Gao et al., 2020), neural module networks (Andreas et al., 2016), and extending agents with a boolean task algebra solver (Tasse et al., 2022). Closest to our approach are Heinze-Deml and Bouchacourt (2020); Hanjie et al. (2021) which use attention to identify goal states, Narasimhan et al. (2018); Ruis and Lake (2022), which decompose goal identification and planning modules, Bahdanau et al. (2019) which uses a discriminator to model reward for instructions and Buch et al. (2021) which factorizes object classification over components. We contribute a new approach of learning sparse attention over factored observations, then attaching that attention module to a learned planning module. This can be shown to solve the compositional generalization problem by learning the correct correspondences between words and factors without spurious correlation.

**Representation Sparsity** We hypothesize that sparsity is an important factor in the design of a compositional system because it can bias the optimization procedure towards solutions where relationships exist only between things that are actually related and not just weakly correlated. Previous work has shown that induced sparsity can improve both generalization (Zhao et al., 2021) and model interpretability (Wong et al., 2021). Induced sparsity has been applied both within the model weights (Jayakumar et al., 2020) and also within the attention computation (Zhang et al., 2019). In our work, we apply it in the space of all possible interactions between words in the language and attributes of objects in the environment.

**Sample Efficiency** In grounded language learning, improved sample efficiency may enable new use-cases, for example, the training of intelligent assistants by users who would not have the patience to give many demonstrations of a desired behavior (Tucker et al., 2020). Various tricks have been proposed to improve sample efficiency in reinforcement learning in general (Yu, 2018), including prioritized replay (Hessel et al., 2018), data augmentation (Laskin et al., 2020) and model based learning or replay buffers (van Hasselt et al., 2019; Kaiser et al., 2020). Limited work exists on explicitly addressing sample efficiency in the grounded language learning context (Chevalier-Boisvert et al., 2019; Hui et al., 2020; Qiu et al., 2021). In this work, sample efficiency is one of our primary objectives and we claim to achieve it using a functionally decomposed architecture and offline learning.

### 3 Experimental Setup

We study the performance of our proposed approach on the GoToLocal task of the BabyAI environment. A detailed description of the environment is given in Appendix A. The environment can be seen as a Goal-Conditioned Markov Decision Process, (formally defined in Kaelbling (1993)). Each episode is generated by a seed $i$ and has an initial state $s^{(i)}$. To obtain a reward during an episode, the agent must successfully complete the language-encoded instruction (denoted $g$) that it is given. The language is simple and generated by the use of a templating system. **GoToLocal** consists only of statements “go to (allthe) (color) (object)”. Each state is a fully observable 8-by-8 grid world and each cell (denoted $c_{ij}$) may contain an object, the agent, or nothing.

The information in each cell is disentangled; the object’s color is in a separate channel to the object’s type. We work with disentangled observations because they have been shown to improve the performance and sample-efficiency of attention-based models (see, e.g., Loynd et al., 2020). This disentanglement is preserved by embedding each component separately as factored embeddings $q_{oa}$.
The environment also comes with an expert agent which can produce an optimal trajectory for a given initial state and goal $\tau^{(i)} | s_0, g$.

The key performance metric is success rate. A success happens if the agent completes the instruction within 64 steps. We study compositional generalization and sample efficiency.

By compositional generalization we mean maintaining performance when navigating to objects with attribute combinations not seen during training. To study this, we separate goals into $G_{ID}$ and $G_{OOD}$ following the principle of leaving one attribute combination out (shown in Table 1 and similar to the “visual” split in Ruis et al. (2020)). Then we create corresponding training and validation datasets, $D_{train}, D_{v,ID}$ and $D_{v,OOD}$ each containing the same number of trajectories (10,000) per goal. Trajectories for each goal are generated in the same way, so we expect that a different split of $G_{ID}$ and $G_{OOD}$ following the same principle will cause similar behavior in both the baselines and our models. Finer details about the dataset construction are given in Appendix B.

|       | blue | red   | green | yellow | purple | grey |
|-------|------|-------|-------|--------|--------|------|
| box   |      |       |       |        |        |      |
| ball  |      |       |       |        |        |      |
| key   |      |       |       |        |        |      |

Table 1: Split between $G_{ID}$ and $G_{OOD}$. Blue cells are object attributes appearing in the goals for $G_{ID}$ and red cells correspond to those in $G_{OOD}$.

By sample efficiency we mean achieving a high level of performance given a smaller number of samples than conventional methods might require. We denote $N$ as the number of trajectories per goal that an agent has access to and study performance at different levels of $N$. We train various models using $D_{train}$ and describe the training methodology and results in Section 5.1.

4 Designing a learning method

We now design a learning agent with Section 2 in mind. To complete an instruction, the agent needs to identify the goal and plan actions to reach it. The learning problem is decomposed into separate modules with separate training processes. Subsections 4.1 and 4.2 describe a sparse vision-language architecture and training process for identifying goal cells ($S(s, g) \in \mathbb{R}^{H \times W}$). Subsection 4.3 shows how to plan given that identification $\pi(a_\tau|S(s, g))$.

4.1 Sparse Factored Attention for Goal Identification

We hypothesize that learning to match objects to descriptions by matching their factors to words individually is a process that generalizes more strongly than matching all at once. For example, the agent should match “red ball” to red ball because “red” matches factor red and “ball” matches ball. If the agent only learns that “red ball” means red ball, as a whole, then it may not learn what the meaning of the parts are. Standard architectures, which can mix information between all the words or factors of the observation might fall into the trap of doing the latter over the former. We propose two inductive biases to learn the former. The first bias is factor compositionality. As language is a descriptive tool, words should operate at the level of object properties and not entire objects. The second bias is sparsity in word/attribute relationships. A particular word should only match as many attributes as necessary.

From this intuition, we propose a “Sparse Factored Attention” architecture, pictured in Fig. 1. The words are the keys and attributes are the queries. However, a critical difference is that the attribute embeddings for each $c_{jk}$ remain partitioned into separate components $q_a$ corresponding to each factor. The normalized dot product $(\hat{c}_{jk} | q_a \cdot \hat{g}_w)$ is computed separately between the instruction and
the flattened observation cells for each factor, then the elementwise product is taken over each $q_{ua}$:

$$S(s_t, g)_{jk} = \prod_{q_a} \sigma(\alpha \sum_{w} \hat{c}_{jkq_a} \cdot \hat{g}_w + \beta) \quad (1)$$

where $\alpha$ and $\beta$ are a single weight and bias applied to all dot product scores and $\sigma$ is the sigmoid activation function. In practice, exp-sum-log is used in place of $\prod q_a$ for training stability. To encourage sparsity within the outer product, we add an L1 regularization penalty to the outer product of the normalized embedding spaces ($\lambda \| E_c \cdot E_w^T \|_1$) to the loss. This goes beyond just penalizing $S(s, g)$; it ensures that the system’s entire knowledge base is sparse, which in turn assumes that no relationship exists between unseen pairs and is also not sensitive to imbalances in the dataset regarding how often different objects appear in the observations.

### 4.2 Training with a Discriminator

We found that performance of end-to-end learning by differentiating through the planner to our model was highly initialization sensitive. Instead we propose to learn goal-identification and planning separately. However, $D$ does not have labels of which cells are goal cells, but only full observations of the environment at each step. To learn to identify the goals, we propose a self-supervised objective in the form of a state-goal discriminator architecture $D(s, g)$ shown in Fig. 2, which is trained to match end-states to their corresponding goals.

The discriminator is defined as:

$$D(s, g) = \sum_{HW} M(s) \cdot S(s, g) \quad (2)$$

where $S(s, g)$ is the trainable goal identification module and $M(s) \rightarrow \mathbb{R}^{H \times W}$, $\sum_{HW} M(s) = 1$ is a “Mask Module”. The “Mask Module” is a convolutional neural network with no downsampling or pooling and returns a single-channel “spatial softmax” with the same spatial dimensions as $s$. Ideally the mask module should learn to identify the cell that the agent is facing. When $M(s)$ and $S(s, g)$ are correctly learned, then $D(s, g)$ answers whether the agent is at the goal state. The training process for the discriminator uses a loss function similar to a triplet loss between positive, negative, and anchor samples. Positive and negative goals are sampled from the set of goals, then corresponding positive, anchor, and negative end-states. Finer details of this process are given in Appendix D.

### 4.3 Planning Module

Once $S(s, g)$ is learned, with a knowledge of the connectivity between cells, full observability of the environment, and the assumption that each action
moves the agent to a either the same cell or an adjacent, learning to plan to reach a goal state becomes trivial. We extend Value Propagation Networks (Nardelli et al., 2019) for this purpose. Details of our implementation are given in Appendix E.

5 Experimental results

5.1 End-to-End performance on the benchmark task

We first examine performance and sample efficiency on both $D_{v \ ID}$ and $D_{v \ OOD}$ using the experimental setup described in Section 3. We train our approach and several baseline models for the same number (70,000) of training steps over many values of $N$ and 10 random initializations. The models are briefly described as follows:

Factored/MVProp (blue circles, ours) Sparse Factored Attention is pre-trained with the Discriminator in Section 4.2 and frozen, then we only learn the planning and value networks in Section 4.3.

Factored/CNN (light orange plus marks) Ablation of our model with a skipped planning step; detected goals and observations are processed directly into a policy using a convolutional network.

Transformer (green squares) Standard encoder-decoder transformer, encoder inputs are position-encoded instruction word embeddings, decoder inputs are position-encoded flattened cells and a [CLS] token used to predict the policy.

GRU-Encoder ResNet/FiLM Decoder (red triangles) Process visual observation into policy with interleaved FiLM conditioning on the GRU-encoded instruction, similar to Hui et al. (2020).

The training objective is behavioral cloning of the expert policy. The model is evaluated is every 500 steps. Evaluation is performed in a running copy of the environment seeded using each of the stored seeds in the validation sets. To succeed the agent must solve the task - it is not enough to copy what the expert does on most steps. Further details are given in Appendices C and H.

In contrast to both baselines, our method in Fig. 3 attains a high level of performance on both $D_{v \ ID}$ and $D_{v \ OOD}$, even with a small number of samples, significantly outperforming both baselines even when those models have a greater number of samples available to learn from.

5.2 Examination of Interaction Module Architectures

We also examine what it is about our model architecture that explains its performance on the benchmark task. We perform an ablation study to examine the effectiveness of different architectures for $S(s, g)$. Performance is measured using a “soft $F_1$ score” against a ground truth on goal locations, as this is essentially an unbalanced classification problem. The metric is described in more detail in Appendix G.
by (Agarwal et al., 2021). While not perfect, our Sparse Factored Attention model achieves high $F_1$ scores both $D_{v, ID}$ and $D_{v, OOD}$.

We also visualize mean model predictions and their variance across initializations on sample datapoints from both $D_{v, ID}$ and $D_{v, OOD}$ in Fig. 4a. The average is over instances with $F_1$ scores in the upper 75% range for their class. FiLM and Sparse Attention fail to identify the test-set goal, and the Transformer and Factored Attention models exhibit high variance on $D_{v, OOD}$ between initializations. Only our Sparse Factored Attention model reliably identifies the goal on both datasets.

5.3 Qualitative Evaluation of Model Weights

Since the Factored Attention model is very simple and its only parameters are the embeddings and single weight and bias, we can also visualize “what the model has learned” by taking the mean normalized outer product of both attribute $E_c$ and word $E_w$ embeddings for models shown in Fig. 4b. A perfect learner should learn a sparse correspondence between each attribute and its corresponding word; it should not confound attributes of different types. The heatmaps show the importance of sparsity regularization on the outer product of the embeddings. Without sparsity regularization, the mean correlation between a word and its correct attribute is weaker and not consistent across all initializations. There are also other “unwanted” confounding correlations, for example, between “box” and blue, which also appear more strongly in some initialization and data limit combinations as indicated by its high standard deviation. In contrast, the Sparse Factored Attention model displays an almost perfect correlation between each word and the corresponding attribute and very little variance between checkpoints (not pictured). In this sense, we can be much more confident that the Sparse Factored Attention model has actually learned the symbol grounding and the meaning of the words as they relate to cell attributes in the environment.

6 Conclusion

We studied the problem of compositional generalization and sample efficient grounded language learning for a vision-language navigation agent. We showed that even under strong assumptions on environment conditions such as full observability and disentanglement of inputs, compositional generalization and sample efficiency do not arise automatically with standard learning approaches. We demonstrate how such conditions can be leveraged by our Sparse Factored Attention model presented in Section 4.1. We demonstrate a method to learn goal identification without labels in Section 4.2 and planning Section 4.3 using a small number of offline trajectories. We further showed superior sample efficiency and generalization performance in Section 5.1 and perform a model analysis and ablation study in Section 5.2 to show how our proposed approach works the way we intended.

7 Limitations of this Work

Goal identification and planning The goal identification and planning methods proposed in Section 4.3 do not work over compound goals. The discriminator training method in Section 4.2 requires that $D_{train}$ can be partitioned into subsets corresponding to each goal and that there is at most a many-to-one relationship between goal cell configurations and language statements.

Measuring sample efficiency Testing sample efficiency of gradient-based methods learned from off-policy datasets is not a well specified problem, since each training step could be used to improve the model performance by a small amount an arbitrary number of times. It was a qualitative judgment of the researchers of when to stop training, and we used the same upper bound on training steps for all models to ensure a fair comparison. Further limitations of this work are discussed in Appendix I.

8 Responsible Research Statement

We also provide details regarding code and reproducibility in Appendix J and computational resource usage in Appendix K. We do not anticipate any special ethical issues to arise from this work as it is foundational in nature and uses a synthetically generated dataset. However, the methods presented in this work may be more amenable to analytic languages as opposed to synthetic ones.
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A Details of the BabyAI Environment

BabyAI is a simple grid world-like environment based on Minigrid (Chevalier-Boisvert et al., 2018). We chose to use this environment for this project due to its simplicity, ease of generating expert trajectories, and input representation characteristics. In the environment, the agent is given instructions to complete in a synthetically generated language that is a subset of English. The seed for the environment, \( i \), determines its initial state \( s_0 \) and goal \( g \), which comes from the set \( G \) for a given level. Within the environment, there are a few different object types (ball, box, key) each of which may be one of six different colors (red, blue, green, grey, purple, yellow). The agent can face one of four different directions. There are seven actions available to the agent: turn left, turn right, go forward, open, pick up, put down and signal done. The original implementation provides partial observations, however we modify the environment to make the state space fully observable due to the inherent difficulty planning over unobservable states.\(^2\) The observations are subdivided into cells as explained in Section 3. Each cell is a disentangled vector of integers comprised of three components, the first corresponding to the object type, the second corresponding to the color and the third corresponding to the object that the agent is holding.

The goals \( g \) come in the form of simple language statements such as “go to a red box”. BabyAI comes in several “levels”. Each level requires the agent to demonstrate competency at a certain subset of “skills”, summarized in Table 1 of the original by Chevalier-Boisvert et al. (2019).

\(^2\)We also reproduce the relevant experiments in (Chevalier-Boisvert et al., 2019) using this fully-observable state space for fair comparison in Section 5.1 of this work.

In this work, we focus on the GoToLocal task, where the agent must learn to reach the goal object indicated in the language-encoded instruction by navigating to the correct location in an \( 8 \times 8 \) grid world and then performing the signal done action within a fixed number of steps. Performing signal done facing the wrong cell terminates the episode with a reward of zero. Requiring the signal done action precludes the trivial solution of ignoring \( g \) and visiting every object until successful. Other objects may exist in the grid as distractors; non-goal objects that the agent must learn to ignore and navigate around depending on the goal.

B Collecting Trajectories for the Dataset

In the GoToLocal task there are 36 possible goal statements. Each statement begins with “go to”, followed by “the” or “a”, then color and object terms. To collect the seeds to generate each environment and their corresponding solutions \( \tau |s_0, g \) \( \) we iterate consecutively through random seeds starting from zero and reset the environment using each seed. The environment is “solved” using the provided BotAgent, which implements an optimal policy. We do not want our measurements or training to be biased by imbalances in the dataset, so we want to ensure that each goal has the same number of samples in \( D \). 10,000 state-action trajectories with a length of at least 7 are stored for each goal \( g \). A trajectory \( \tau \) is a tuple \( (x, (s_0, ..., s_t), (a_0, ..., a_t), (r_0, ..., r_t), g) \), consisting of (respectively), the seed, state trajectory, action trajectory, rewards and goal. We split the data into training, “in-distribution” and “combinatorial generalization” (out of distribution) validation sets. To make these splits, we first split the goals into “in-distribution” goals \( G_{ID} \) and “combinatorial generalization” goals \( G_{OOD} \). One color and object combination is omitted from \( G_{ID} \) for each color and placed in \( G_{OOD} \), specifically, goals containing red ball, green box, blue key, purple ball, grey box and yellow key. The “in-distribution” validation set \( D_{\chi_{ID}} \) consists of the last 20 trajectories in \( D \) corresponding to each \( g \in G_{ID} \). The “combinatorial generalization” set \( D_{\chi_{OOD}} \) is defined similarly with the last 40 trajectories in \( G_{OOD} \).\(^3\) The training

\(^3\)The reason for using the last 40 trajectories is to ensure that both validation datasets have the same number trajectories in total; since there are twice as many goals covered in \( D_{\chi_{ID}} \)
set \( D \) consists of all trajectories corresponding to \( g \in \mathcal{G}_{\text{ID}} \), excluding those in \( D_{\text{v,ID}} \).

C Details of the Baselines

The first baseline is similar to the architecture used in (Hui et al., 2020); featuring a GRU to encode \( g \), a ResNet to encode \( s \) and the use of FiLM layers (Perez et al., 2018) to modulate feature maps according to the encoded \( g \), which in turn is flattened and concatenated with an embedding corresponding to the agent’s current direction to produce a hidden representation \( z \). The policy \( \pi \) is estimated using an MLP from \( z \). The only difference to (Hui et al., 2020) is that the memory module used to handle partial observability and exploration is removed, since the environment is fully observable.

The second baseline is an encoder-decoder Transformer model (Vaswani et al., 2017), where the input sequence is the individual words in \( g \) added with their 1D positional encodings, and the output sequence is the 2D encoded observation \( s \) added with their 2D positional encodings. A classification token is appended to the end of the output sequence, which uses a linear prediction head to estimate \( \pi \) in the same way as above. 10000 steps of learning rate warmup followed by subsequent logarithmic decay in the learning rate are used when training the Transformer.

For all models, an embedding dimension of 32 is used for both the words in \( g \) and each attribute in \( c_{j,k} \), implying that the total embedding dimension is 96 after each embedded attribute is concatenated together. The batch size and learning rate for Adam used during training are 32 and \( 10^{-4} \) respectively.

D Training the Discriminator

Two goals, \( g_+ \), \( g_- \) are sampled without replacement uniformly from the set of all known goals \( \mathcal{G}_{\text{v,ID}} \). Two trajectories are sampled without replacement from \( \{D_{\text{train}}|g = g_+\}, \tau^{g_+}_1, \tau^{g_+}_2 \) and one trajectory is sampled from \( \{D_{\text{train}}|g = g_-\}, \tau^{g_-}_1 \). \( \tau \) is assumed to be the rewarding states for all three trajectories and are denoted \((s^{g_+}_1, s^{g_+}_2, s^{g_-}_1)\). With probability \( \frac{1}{|\mathcal{U}|} \), \((s^{g_+}_1, s^{g_+}_2, s^{g_-}_1)\) is replaced with a random state in \( \tau^{g_+}_0 - 1 \), so that the discriminator also sees states that are not rewarding for any goal. The discriminator’s inputs and labels are tuples \((s_1, s_2, g, y)\). In this tuple, \( s_1 \) is an "anchor" state, \( s_2 \) is a comparison state, \( g \) is the goal and \( y \) is the label. The tuple \((s^{g_+}_1, s^{g_+}_2, g_+, 1)\) is a "true" example and the tuple \((s^{g_+}_1, s^{g_-}_1, g_+, 0)\) is a "false" example. True and false examples are sampled consecutively.

We define the loss for the discriminator as:

\[
L_D(s_1, s_2, g, y) = L_{\text{int}}(s_2, g, y) + L_{\text{img}}(s_1, s_2, y)
\]

The “interaction loss” \( L_{\text{int}} \) is used to optimize \( S(s, g) \). As \( S \) classifies whether a given \( s \) is a rewarding state for \( g \), the loss is a binary-cross-entropy loss, where the outputs of \( S \) are logits:

\[
L_{\text{int}}(s_2, g, y) = y \log D(s_2, g) + (1 - y) \log (1 - D(s_2, g))
\]

The image-matching loss \( L_{\text{img}} \) is used to resolve the ambiguity of whether a high loss value in \( L_{\text{int}} \) was caused by an incorrect parameterization of \( M(s) \) or \( S(s, g) \). Define the masked-weighted image as \( \hat{I}(s) = \sum_{i,j} M(s) \odot s \) and the normalized masked-weighted image as \( \hat{I}(s) = \hat{I}(s) \|\hat{I}(s)\|^2 \). Then the normalized image-matching loss \( L_{\text{img}} \) is given by:

\[
L_{\text{img}}(s_1, s_2, y) = ||(\hat{I}(s_1) - \hat{I}(s_2)) - y||_2^2
\]

E Planning with Value Iteration

Value-based differentiable planning networks assume the existence of a function \( r(s, g) \) : \( \mathbb{R}^H \times W \times A \) which returns the cell-action combinations in \( s \) that give a reward for being reached by an agent. In this case, \( r \) is modelling a reward function for goal \( g \) in terms of \( c_{j,k} \). Knowing both this function and the dynamics \( p(s_{t+1}|s, a) \) with a discrete state space enables using Value Iteration (Bellman, 1957) to solve for the optimal value function \( V^* \), which induces an optimal policy:

\[
\pi^* = \max_a Q(s, a) = \max_a \sum_{s' \in A} r(s, a) + \gamma p(s_{t+1}|s, a) V(s_{t+1})
\]

In this case, we do not know the dynamics exactly, but we have a prior that we can start from, which is that all neighboring cells to a given cell are uniformly reachable from the current cell by any action \( p(c_{j+l,k+m}|a_l, c_{j+k}) \), \( l, m \in [-1, 1], a \in A \). In this problem, the agent’s occupancy of a cell \( c_{j,k} \) corresponds to a state \( s \) given the initialization \( s_0 \), so a mapping exists from values of cells to values

\[\text{We use mean-squared error as opposed to binary cross entropy loss for the the image-matching loss as we found that in practice it was less sensitive to label noise, which was present in this problem, since goals such as "go to a red key" and "go to the red key" involve the same object color combination but are nevertheless treated as separate goals by the discriminator.}\]
of states up to the agent’s rotation given an initialization \( V(c_{jk}) \rightarrow V(s|s_0) \).

To refine our estimate of the dynamics \( p(s_{t+1}|s, a_t) \) and improve our estimate of \( Q(s, a_t, g) \), we can use the above assumptions and a differentiable planning method known as a Value Iteration Network (VIN) (Tamar et al., 2017). Starting with \( V_0(c_{jk}) = r(c_{jk}, g) \), VIN re-expresses value-iteration as a form of convolution performed recursively \( K \) times:

\[
V_{k+1}(c_{jk}, g) = \max_{a \in A} \sum_{i \in N(c_{jk})} P_{a,j,m} V_k(c_{im}, g)
\]

(7)

where \( N(c_{jk}) \) are the neighbors of a cell and \( P \) is a learnable linear estimate of the dynamics (the transition probabilities to neighboring cells for each action). In reality, the dynamics are dependent on what the neighboring cells actually contain. Max Value Propagation Networks (MVProp) (Nardelli et al., 2019) extend on VIN by replacing \( P \) with a scalar propagation weight conditioned on the current cell \( \phi(c_{jk}) \), where \( \phi \) is any learnable function with non-negative output. In that sense, we learn to model how value propagates around the cells. Using the dataset \( D \) we can generate traces of returns from trajectories using an optimal planner with discount factor \( \gamma \). Then learning \( Q(s, a_t, g) \) is done by minimizing the empirical risk with respect to some loss function \( L \):

\[
\arg\min_{\theta} \mathbb{E}_{s,a_t \sim D_N} L(Q(s, a_t, g), R(s, a_t))
\]

(8)

In the MVProp framework, it is the responsibility of the consumer of \( V_k(s, g) \) to map neighboring values of a cell to Q values for actions. Both Tamar et al. (2017) and Nardelli et al. (2019) resolve this problem by including the cell that the agent is currently occupying as part of the state. However, this information is not available to us in \( D \) as we have only the state \( s \) and action observation \( a_t \). In practice, this problem turns out not to be insurmountable and good performance can be achieved by simply concatenating as additional channels \( V_0(s, g) \) and \( V_k(s, g) \) to the initial encoding of \( s \) and using a Convolutional Neural Network to encode the image into a single vector of which represents the vector-valued output \( Q(s, g) \rightarrow \mathbb{R}^{|A|} \), eg the action-value function for all actions.

Finally, there is the question of which loss function to use to learn \( Q(s, a_t, g) \). We observed that simply using mean-squared error loss between \( R(s, a_t) \) and \( Q(s, a_t, g) \) led to over-optimistic estimates of Q-values for non-chosen actions. To fix this problem, we added an additional term penalizing any non-zero value for those actions: similar to Conservative Q Learning (Kumar et al., 2020):

\[
\mathcal{L}_\text{VIN}(s, a_t, g) = ||R(s, a_t, g) - Q(s, a_t, g)||^2 + \\
\lambda ||Q(s, a_{\sim t}, g), a_{\sim t} \in \{A \setminus a_t\}||^2
\]

(9)

F Training Parameters of \( S(s, g) \)

\( S(s, g) \) is trained for 200,000 steps, using a learning rate of \( 10^{-5} \), a batch size of 1024 and 16-bit mixed precision used for the model weights and embeddings. During training, models were evaluated both \( D_{v, 1D} \) and \( D_{v, ood} \) every 20 training steps. The top-10 performing model checkpoints by \( F_1 \) score on \( D_{v, 1D} \) were stored, along with their \( F_1 \) score on \( D_{v, ood} \).

G Soft F1 Score

The problem in Section 4.2 is unbalanced; there are a small number of goal states and a large number of non-goal states. Therefore, we propose to use a metric that is robust to the class imbalance, but also takes into account the weight of the predictions as this will be used as the reward model in the planner. The metric is a “soft F1 score” is defined as the harmonic mean of soft-precision and soft-recall, for a single trajectory \( i \) (with indexes omitted for brevity):

\[
P = \sum_{jk} \frac{y_{jk} S(s, g)_{jk}}{S(s, g)_{jk} + (1 - y_{jk}) S(s, g)_{jk}}
\]

\[
R = \frac{\sum_{jk} y_{jk} S(s, g)_{jk}}{\sum_{jk} y_{jk}}
\]

\[
F_1 = 2PR/(P + R)
\]

(10)

A high value of soft-\( F_1 \) indicates that both precision and recall are high.

H End-to-end usage our proposed model

The model is trained in two phases; first, the Sparse Factored Attention model in Section 4.1 is trained using the discriminator task in Section 4.2 for 200,000 steps with a learning rate of \( 10e^{-5} \) and batch size of 1024. Then, the weights at the end of training (for the corresponding initialization seed and \( D_N \) are frozen and used as the initialization for the VIN model described in Section 4.3. The training parameters and setup used otherwise is the same as is described in Appendix C.
I Additional Limitations

Controlled Environment We used the GoToLoca1 task on BabyAI as the sole reference environment for this study. A fully observable state space, knowledge of the state-space connectivity, and disentangled factors on cell states are very strong assumptions that are leveraged to achieve the results that we present.

Computational resources Sample efficiency does not imply computational efficiency. In particular, we found that training the discriminator in Section 4.2 requires large batch sizes and a large number of samples generated from $D_N$ to converge.

J Reproducibility of this work

We kept the importance of reproducible research in mind when designing our experimental method. We provide the source code for our approach and seeds used to generate each environment and trajectory in $D$.

We are unable to provide pre-trained models or log files due to space constraints.

K Computational Resource usage of this work

The person responsible for developing the method took about one year to do so and used a workstation with a single NVIDIA RTX2060 GPU with 6GB of GPU memory to test different approaches. Because the methods that we present in this paper may be sensitive to different weight initializations, we believed it was necessary to show trained model performance using different initialization random initializations, using the methods in (Agarwal et al., 2021) for a more reliable presentation of results. To conduct the experiments using the final version of our methods, we used our SLURM compute cluster with an array of shared NVIDIA Tesla V100 GPUs. We ran 6 different versions of the discriminator experiment, over five different models, ten dataset sizes, ten random initializations, each one taking up to 8 hours to complete, making for 24,000 hours of GPU time used. We ran 3 different versions of the end-to-end experiments over 4 different models, with the same number of dataset sizes and random initializations each one taking up to 12 hours, making for an additional 19,200 hours.