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Abstract—Data stream processing is an increasingly important topic due to the prevalence of smart devices and the demand for real-time analytics. Geo-distributed streaming systems, where cloud-based queries utilize data streams from multiple distributed devices, face challenges since wide-area network (WAN) bandwidth is often scarce or expensive. Edge computing allows us to address these bandwidth costs by utilizing resources close to the devices, e.g. to perform sampling over the incoming data streams, which trades downstream query accuracy to reduce the overall transmission cost. In this paper, we leverage the fact that correlations between data streams may exist across devices located in the same geographical region. Using this insight, we develop a hybrid edge-cloud system which systematically trades off between sampling at the edge and estimation of missing values in the cloud to reduce traffic over the WAN. We present an optimization framework which computes sample sizes at the edge and systematically bounds the number of samples we can estimate in the cloud given the strength of the correlation between streams. Our evaluation with three real-world datasets shows that compared to existing sampling techniques, our system could provide comparable error rates over multiple aggregate queries while reducing WAN traffic by 27-42%.
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I. INTRODUCTION

Real-time analytics and data-driven insights continue to play a pivotal role in online applications and business operations. Organizations require efficient query mechanisms to handle increasingly large datasets and the ubiquity of smart devices. Data streaming applications in particular continue to grow at an unprecedented rate, with projections suggesting there will be more than 75 billion connected devices by the year 2025 [1]. This includes personal devices, smart home components, smart cities, retail environments and industrial settings. This enormous growth in data generated at the edge has driven much research into efficient data transfer, given the scarcity and expense associated with transferring data over the wide-area network (WAN) [2]–[4]. Recent strides in edge computing provide a mechanism for addressing these constraints by leveraging computation close to the data-generating devices, allowing us to make optimizations and reduce cost. While we focus on minimizing network traffic, edge resources can address many other objectives, including maximizing throughput or minimizing end-to-end latency.

Approximation techniques are often used to trade downstream query accuracy for a reduction in traffic over the WAN. Sampling at the network edge is commonly used to reduce transmissions without introducing substantial error in downstream queries [5]–[7]. Sampling also allows us to bound the amount of error introduced in many kinds of queries—an important property for quantifying worst-case performance in production deployments. When data arrives in the cloud, additional samples may be imputed or estimated using a model [8], [9]. These techniques can be effective in practice, but existing sampling algorithms focus on the properties of individual streams and models fail to provide performance guarantees when making inferences out-of-sample.

In this work, we propose a novel sampling algorithm for addressing WAN scarcity which exploits similarities in data streams collected by multiple localized devices in a geo-distributed environment. Prior research suggests that devices located in the same geographical region may produce data streams that are correlated or exhibit some kind of dependency [10]–[12]. These correlations arise naturally if the sensors are recording the same phenomenon in a geographic region (e.g. temperature), or if there is a correlation between different sensors due to external factors (e.g. human occupancy patterns in a building or neighborhood). We identify and leverage these dependencies in real time to improve sampling and modeling decisions. Identifying these dependencies at the edge allows us to explicitly control imputation accuracy, since we have access to all of the data at the edge prior to sampling.

We make the following research contributions:

- We develop a hybrid edge-cloud streaming system which addresses WAN scarcity by leveraging dependencies between multiple streams in real time (without any offline profiling).
- We present a novel sampling algorithm and associated optimization problem for computing the number of samples to send over the network and impute in the cloud, given the dependence structure. We also provide explicit bounds on the error introduced without making any strong assumptions about the underlying data distribution.
- We evaluate our system across a variety of real-world datasets using a Storm-based implementation and examine its efficacy and its sensitivity to a variety of tuning parameters.

1We use the terms “device” and “sensor” interchangeably in this work.
2https://github.com/jswolfrath/edge-approx.
II. PRELIMINARIES

To motivate our problem, we consider applications that are inherently latency sensitive and potentially bandwidth constrained. For example, wind turbines and smart trains can be equipped with IoT devices that generate data and send it to a centralized location [13], [14]. This data is used to identify failures in real time, resulting in timely repairs and substantial cost savings. Furthermore, monitoring the performance output of wind turbines is important for estimating revenue in real time [15]. Since trains and wind turbines are often in rural areas, the available bandwidth will be scarce. Urban settings can also benefit from bandwidth reduction techniques. Smart cities can have a very large number of sensors generating data simultaneously [16], [17], which increases the traffic over the WAN. These applications highlight the importance of efficient bandwidth usage in both rural and urban settings.

A. Problem Statement

We consider a three-tiered distributed streaming framework consisting of data-generating devices, edge nodes for local processing of this data, and a destination cloud data center where the data is finally persisted. In this work, we broadly define edge nodes to include routers, base stations, or dedicated edge servers. Figure 1 shows an example of this system topology. Streaming data typically consists of tuples and an associated timestamp. The key property is that the stream is unbounded, which implies the data observed at the edge is transient in nature. In this work, we assume a tumbling window model, where data is aggregated and processed as mini-batches across fixed periods of time. Selecting a windowing method and aggregation duration is an active area of research which heavily depends on the application and its tolerance for delay [18], [19].

When streaming data is persisted in the cloud, it can be represented in a variety of ways, ranging from storing simple point estimates (e.g. means or sums) to total reconstructions of the original streams. In this work, our objective is to persist samples that minimize error when computing multiple aggregate functions, such as counts, averages, standard deviations, and order statistics (e.g. minimum, maximum, or median). These aggregates allow us to preserve properties of the underlying data distribution without requiring a full reconstruction of the streams. The error minimization is subject to a budget constraint which dictates the amount of data we are allowed to send over the WAN in each window. Alternatively, the problem can be viewed as attempting to minimize the data transfer cost, subject to a specified tolerance for error.

B. Stream Sampling

In general, streaming high-frequency data over the WAN may be infeasible due to scarcity or high cost. This motivates sampling schemes at the edge which send a subset of the data while providing a bound on the error associated with downstream queries. To ensure a fixed transmission cost, one could select a simple random sample (SRS) of the data points observed in a tumbling window and forward those points to the cloud. However, in practice, an inbound data stream may be composed of several heterogeneous sub-streams, each with their own statistical properties [20]. This heterogeneity justifies the use of more sophisticated sampling techniques at the edge.

When each stream has distinct statistical properties or observed frequencies, stratified sampling may be preferable to a SRS [20], [21]. Widely used in practice [5], [22], this technique has the desirable property of ensuring each stratum of a partitioned dataset is represented in the sample. Some systems use stratification methods that leverage properties of the underlying data. For example, the S-VOILA system stratifies samples by assigning more samples to streams with a high degree of variability and fewer samples to streams with less variability [23]. These stream sampling techniques provide a mechanism for streaming applications to trade downstream query accuracy for a reduction in the amount of data sent over the network.

C. Imputation Strategies

One method for handling missing values in a dataset is to impute them, i.e., replace them with some kind of point estimate. It is common to replace missing values with a statistic (e.g. the mean) or estimate them using a model (e.g. linear regression) which is constructed using the available data. When sampling is performed at the edge, the cloud will necessarily receive a partial dataset which does not contain samples for every point in time. We propose a careful use of these imputation techniques to estimate a subset of the missing values while controlling for error. We leverage the fact that statistics or models used for imputation can be estimated at the edge, where more data is available as compared to the cloud, which can only work with the downsampled data.

III. PROPOSED APPROACH

A. Overview

We propose an edge-cloud framework for data streaming that combines edge-side sampling with cloud-based imputation of missing data values. We leverage edge resources to sample
multiple incoming data streams and estimate dependencies between them. The edge also performs optimization to determine which samples and models to send over the network. The cloud uses these samples and models to impute missing data values. This framework uses the insight that streams produced by individual devices in the same geographical region may be correlated [10]–[12]. For example, this is expected when devices in the same sensor network generate streaming data [24], [25]. Mazhar et al. show that smart-home IoT traffic is often directly correlated with human activity patterns [11]. Even devices in a smart city that measure different quantities could produce correlated streams [10], [24]. The real-world datasets we use for evaluation also substantiate this claim (see section V for details). Identifying these dependencies provides an opportunity for exploiting them for efficient data transfer.

To illustrate the opportunity, consider two data generating devices, $D_1$ and $D_2$, which are located in the same geographical region and forward their data to a single edge node. The local edge node caches the inbound streaming data for the duration of the tumbling window and then selects a subset of the received data to be forwarded to the cloud. Existing sampling techniques follow this same approach and allow us to bound the amount of error introduced for aggregate queries in each window [5].

Now, suppose that the data streams generated by $D_1$ and $D_2$, represented by random variables $X_1$ and $X_2$, exhibit strong linear correlation over time. This is expected, for example, if the devices are in close proximity and capturing temperature data. We can leverage this dependency by generating a compact representation of $E[X_1 | X_2]$ (or $X_2$ given $X_1$) at the edge and instruct the cloud to impute values based on this model. If the correlation is sufficiently strong, the edge may choose to exclusively forward samples from $D_2$ along with a compact representation of $E[X_1 | X_2]$. The cloud can then use the model to generate samples from $D_1$ without incurring any cost for transferring them (see Figure 2). This technique has the potential to reduce the network traffic required to obtain error rates comparable to other sampling mechanisms, provided we can determine how many samples to send and impute each window.

**B. Optimization Problem**

Our optimization framework allocates real samples to device streams (to forward to the cloud) and computes the number of samples to impute for each device to minimize the error introduced for aggregate queries. Table I outlines the notation used throughout this section with respect to a single tumbling window. We assume that the streams produce real-valued data; however, we make no strong assumptions about the data distribution of each device. We also assume that samples drawn from each device are independent and identically distributed within a single stream window (we relax this assumption in section IV). Then for each stream $i$, we seek the optimal number of real and imputed samples $(n_{r,i} \text{ and } n_{s,i})$, in addition to identifying a highly correlated stream to use as a predictor $(p_i)$. We can then build a model for the expected value of $X_i$ given $X_{p,i}$, which allows us to impute data from stream $i$ given observations from stream $p_i$. We also include an upper bound on the number of values we should impute, given the quality of the model. Our full optimization problem is outlined in equation 1. We motivate and provide intuition for the objective and constraints in the following sections.

**TABLE I: Notation**

| $k$ | Number of streams available for sampling |
|-----|-----------------------------------------|
| $X_i$ | A random variable following the probability distribution from stream $i$ |
| $N_{il}$ | The number of tuples that arrive from stream $i$ |
| $n_{r,i}$ | Number of real samples allocated to stream $i$ |
| $n_{s,i}$ | Number of imputed samples allocated to stream $i$ |
| $p_i$ | An index associated with stream $i$ corresponding to a predictor stream which correlates with stream $i$ |
| $\mu_i$ | The mean of stream $i$ |
| $\sigma_i^2$ | The variance of stream $i$ |
| $w_i$ | Weights identifying a stream’s importance |
| $e_i(n_m)$ | Cost to forward $n$ samples and impute $m$ samples for stream $i$ (must be a convex function of $n,m$) |
| $C$ | Upper bound on the traffic cost |
| $\epsilon_i$ | Bound on the reduction in variance introduced by imputation for stream $i$ |

\[
\begin{align*}
\min_{n_{r}, n_{s}, p} & \sum_{i=1}^{k} n_{i}^{2} \text{Var}[\hat{\mu}_i] \\
\text{s.t.} & p_i \in \{1, 2, \ldots, k\} - \{i\} \\
& 0 \leq n_{r,i} \leq N_{i} \\
& 0 \leq n_{s,i} \leq n_{r,i} \\
& (n_{r,i} + n_{s,i}) > 1 \\
& \sum_{i=1}^{k} e_i(n_{r,i}, n_{s,i}) \leq C \\
& |\text{Bias}(\hat{x}_i^2)| \leq \epsilon_i
\end{align*}
\]

1) **Objective Function:** We seek to minimize error when estimating aggregate queries, subject to a bound on the traffic cost. Our problem statement requires us to minimize the error associated with many aggregate functions. However, the sampling distributions for certain aggregates (e.g. order statistics) depend on the data distribution itself, which we do not assume is known. Our proposal is to directly minimize the error associated with an AVG query while simultaneously controlling for the amount of bias introduced in our estimates for other aggregates. Minimizing the error for the mean necessarily reduces the error for many other aggregates. Errors for order statistics and percentiles are inversely proportional to the number of samples, so increasing the effective sample...
size through accurate imputation necessarily reduces errors for these queries [26]. Therefore, minimizing a weighted\(^3\) sum of the squared errors for an AVG query across all streams results in the objective:

\[
    f(n) = \sum_{i=1}^{k} w_i^2 \text{Var}[\hat{\mu}_i] = \sum_{i=1}^{k} \frac{w_i^2 \sigma_i^2}{n_{r,i} \cdot n_{s,i}}
\]  

(2)

Note that this formulation does not require us to make any strong assumptions about the distribution of each stream.

2) Constraints: For each stream \(i\), the variable \(p_i\) is assigned the index of a different stream, which will be used as a candidate for prediction (constraint 1b). We require that each stream have an associated predictor stream, i.e. no predictor can be null. If the predictor stream correlates poorly with the target stream, constraint 1g will prevent us from performing imputation. This formulation only allows for a single stream to be used as a predictor; we discuss the possibility of using multiple predictors in section V-G.

Constraints 1c and 1d provide upper bounds on the number of real and imputed samples. We can’t send more real samples than we observed at the edge and we can’t impute more than the number of real samples taken from the predictor stream.

Constraint 1e ensures that we have at least one sample from each stream, regardless of if it is real or imputed. This is required for constraint 1g to be defined (see equation 7).

Constraint 1f requires that the number of real samples and compact models forward across all streams stays within our bound on WAN traffic. This constraint could be swapped with the objective function to produce a related optimization problem where we directly minimize network traffic subject to a constraint on the accuracy.

Our final constraint (1g) simultaneously addresses two related modeling concerns:

1) Underestimating the variance. Our models estimate the expected value of a target stream given a predictor stream. Therefore, each time we impute a value we are implicitly reducing the variability of the target stream sample and biasing the result of a VAR or MAX query. If the streams are not sufficiently correlated, we could severely underestimate the variability in the target stream.

2) Model quality. If we construct a poor model for the expected value, our imputed values will not be representative of the target stream. Therefore, we require a mechanism for controlling model quality.

To address both concerns, consider the following variance decomposition formula:

\[
    \text{Var}[X_i] = \mathbb{E}[\text{Var}[X_i|X_p]] + \text{Var}[\mathbb{E}[X_i|X_p]]
\]

(3)

The \(\text{Var}[\mathbb{E}[X_i|X_p]]\) term captures the variance in \(X_i\) that is explained by our model for the expected value. Since \(\text{Var}[\mathbb{E}[X_i|X_p]] \leq \sigma_i^2\), we introduce a constraint that allows the user to dictate how large a reduction in variance they can tolerate. This is achieved by computing an expression for the bias introduced by our imputation and bounding it above by a constant \((\epsilon_i)\). A query for the variance executed at the cloud computes the following:

\[
    \hat{\sigma}_i^2 = \frac{1}{n_{r,i} \cdot n_{s,i} - 1} \sum_{j=1}^{n_{r,i} \cdot n_{s,i}} (x_{ij} - \hat{\mu}_i)^2
\]

(4)

\[
    = \frac{1}{n_{r,i} \cdot n_{s,i} - 1} \left( (n_{r,i} - 1)\hat{\sigma}_r,i^2 + (n_{s,i} - 1)\hat{\sigma}_s,i^2 \right)
\]

(5)

Here, \(\hat{\sigma}_r,i^2\) and \(\hat{\sigma}_s,i^2\) are estimators for the variance of the real and imputed samples respectively from stream \(i\). Therefore, the expected reduction in variance associated with imputing \(n_{s,i}\) values rather than sending them is equal to the bias of our variance estimator \((\hat{\sigma}_i^2)\), given by:

\[
    \text{Bias}(\hat{\sigma}_i^2) = \mathbb{E} \left[ \left( (n_{r,i} - 1)\hat{\sigma}_r,i^2 + (n_{s,i} - 1)\hat{\sigma}_s,i^2 \right)/n_{r,i} \cdot n_{s,i} - 1 \right] - \sigma_i^2
\]

(6)

\[
    = (n_{s,i} - 1) \text{Var}[\mathbb{E}[X_i|X_p]] - n_{s,i}\sigma_i^2
\]

(7)

Using this formula, we can readily compute how much we expect the variance to decrease given \(n_{r,i}\) and \(n_{s,i}\). In practice, the bias will heavily depend on the type of imputation being performed. If we simply replace missing values with a point estimate for the mean, then \(\text{Var}[\mathbb{E}[X_i|X_p]]\) is exactly zero. Model-based imputation techniques will almost always explain a positive amount of the variance.

3) Optimization at the Edge: Our optimization problem has a non-linear objective function and integer-valued variables, making it a non-linear integer program, which is computationally NP-hard to solve in general. Our system solves this problem at the edge after each tumbling window; therefore, computational efficiency is important. To simplify the problem, we propose treating \(p\) as a constant, i.e., we treat the optimal selection of stream predictors as a sub-problem, which we solve prior to solving the optimization problem. We propose a heuristic in section IV-A for obtaining a solution to this sub-problem efficiently, which leads to the following result.

**Theorem.** The problem in equation 1 is a convex optimization problem when \(p\) is treated as a constant and the integer constraints are relaxed on the objective variables.

**Proof.** Concatenate \(n_r\) and \(n_s\) to form a single vector \(n = (n_r, n_s) \in \mathbb{R}^2_{\geq 0}\). To simplify notation for the Hessian, for \(i \in 1 \ldots k\), we define the non-negative variables \(\psi_i = 2w_i^2\sigma_i^2 / (n_i + n_{i+k})\). Then the non-zero Hessian entries are:
possible permutations for the predictors. We use a polynomial-time heuristic that can be used to obtain a set of predictors more efficiently. For a given stream $X_i$, we simply select, as a predictor, the stream which has the strongest correlation with $X_i$, which requires $O(k^2)$ comparisons. This does not necessarily yield the globally optimal solution; it may be better to choose a slightly sub-optimal predictor for a given stream to reduce the total number of overall predictors, which allows us to send real samples for a small number of predictor streams.

We evaluate the accuracy of this heuristic and its impact on latency in sections V-B and V-E.

### B. Modeling and Dependence Estimation

There are many different kinds of predictive models that could be used to impute values from a stream. We assume that the model estimates the expected value of the observed variance in the stream. For example, we could specify $\alpha = 0.05$ and set $\epsilon_i = \alpha \sigma_i^2$ which allows us to bias the variance estimate up to 5% of the observed variance. To avoid the problem of selecting $\alpha$ for each application, we consider a simple linear model for each stream. While our estimator for the variance is necessarily biased after imputation, that does not imply that, on average, it deviates substantially from the true variance. One method for computing $\epsilon_i$ would be to use a percentage of the observed variance in the stream. For example, we could specify $\alpha = 0.05$ and set $\epsilon_i = \alpha \sigma_i^2$ which allows us to bias the variance estimate up to 5% of the observed variance.

Our framework allows for arbitrarily complex models, but our evaluation shows empirically that these simple models can provide substantial benefit in practice. Furthermore, increasing model complexity will increase traffic over the WAN to send model parameters, require more computation at the edge for dependence estimation and model fitting, and increase model inscrutability. Therefore, simple models are preferable in our proposed system.

### C. Bounding the Bias

The $\epsilon_i$ constants form upper bounds on the amount of bias we are willing to tolerate in our variance estimates for each stream. While our estimator for the variance is necessarily biased after imputation, that does not imply that, on average, it deviates substantially from the true variance. One method for computing $\epsilon_i$ would be to use a percentage of the observed variance in the stream. For example, we could specify $\alpha = 0.05$ and set $\epsilon_i = \alpha \sigma_i^2$ which allows us to bias the variance estimate up to 5% of the observed variance. To avoid the problem of selecting $\alpha$ for each application, we consider a heuristic based on how much uncertainty is in our estimate of $\sigma_i^2$ at the edge. In practice, we actually compute two estimators for the variance in our framework: one at the edge and one in the cloud. Since this edge estimate is necessarily an imperfect representation of what was observed on the device, we can compute the variance of the edge estimator as follows [29]:

$$\text{Var}[\sigma_i^2] = \frac{1}{N_i} \left( \mu_4 - \frac{N_i - 3}{N_i - 1} \sigma_i^4 \right)$$

---

**Algorithm 1: Stream Sampling Algorithm**

**Input:** Window Duration, $t$; Cost bound, $C$; Variation Reduction Bounds, $\epsilon_i$

**Output:** Samples and models to send to the cloud

1. Start Timer for $t$ seconds
2. **while** Aggregation timer is running **do**
   1. Insert inbound samples into cache
3. **end**
4. Estimate $\sigma_i^2$ for each stream
5. Use heuristic to select predictors for each stream
6. Solve optimization problem in eq. 1 for $n_{r,i}$ and $n_{s,i}$
7. Forward samples and compact models to cloud
Therefore, the convexity of our problem is unaffected.
(and a constant with respect to our optimization objective).
The number of additional terms in this sum is linear in $m$
small time interval. However, this is an unreasonable expecta-
tion: noise may dominate changes in the signal during a sufficiently
sufficiently small time interval. Thus, we allow for
dependence, where data points that are more than
lags apart are assumed to be independent [31]. This allows us
to add an error term to our objective function which is
proportional to the strength of the dependence:

$$\text{Var}[\hat{\mu}_i] = \sigma_i^2 + 2 \sum_{j=1}^{m} \text{Cov}[x_{i,j}, x_{i,1+j}]$$  \hspace{1cm} (9)$$

The number of additional terms in this sum is linear in $m$
(and a constant with respect to our optimization objective).
Therefore, the convexity of our problem is unaffected.

D. Independence Assumption

Our framework assumes the independence of samples obtained
from each stream in a given window. We believe this as-
sumption is sometimes justified in practice, since measurement
noise may dominate changes in the signal during a sufficiently
small time interval. However, this is an unreasonable expecta-
tion: most time-series applications. In practice, a thinning
technique [30] could be used to address this dependence, which is a common method used for obtaining independent
samples from a Markov chain.

We could also weaken the independence assumption to allow for $m$-dependence, where data points that are more than
lags apart are assumed to be independent [31]. This allows us
to add an error term to our objective function which is
proportional to the strength of the dependence:

$$\text{Var}[\hat{\mu}_i] = \sigma_i^2 + 2 \sum_{j=1}^{m} \text{Cov}[x_{i,j}, x_{i,1+j}]$$  \hspace{1cm} (9)$$

The number of additional terms in this sum is linear in $m$
(and a constant with respect to our optimization objective).
Therefore, the convexity of our problem is unaffected.

V. Evaluation

A. Experimental Setup

1) Testbed and Methodology: We simulate an edge de-
vice using a local machine equipped with an Intel i7-7500U
processor and constrained to have 1 GB of RAM. Inbound
streams are constructed by reading data from files in fixed
size windows. At the end of each window, we call into an
optimization module which solves for the real and imputed
sample counts. To test the end-to-end system, we stream this
data over the WAN using Amazon Kinesis [32]. Our t2-
medium EC2 instance in the cloud runs Apache Storm [33],
which consumes and processes data from Kinesis.

2) Datasets: We consider three real-world datasets for our
evaluation: the Home dataset, the Turbine dataset, and the
Smart City dataset. The Home dataset contains temperature
measurements taken from three homes in Massachusetts [34].
The Turbine dataset consists of sensor traces collected from
wind turbines in France [35]. These sensors collect various
measurements, including temperatures, power, wind speed,
rotor speed, among other things. The Smart City dataset
contains measurements across a diverse set of devices located
in Aarhus, Denmark [16]. We aggregated data from several
different devices, including:

- Weather sensors, which measure a variety of quantities
  including temperature and humidity.
- Pollution sensors, which capture the amount of a chemical
  compound in the air.
- Parking lot sensors, which measure the current capacity of
  a specific lot.
- Traffic sensors, which report counts of cars that travel past
  a specific location.

We prefer the smart city dataset for examining sensitivity, since
it is noisy and representative of a real-world scenario.

3) System Comparisons: We consider the following streaming
systems in our evaluation:

- **ApproxIoT**: A stream-sampling system which performs a
  variant of stratified sampling at the edge [5]
- **S-VOILA**: A stream-sampling system which allocates sample
  sizes based on the observed variability in each stream [23]
- **Mean**: Our proposed system with cloud-side sampling and
  cloud-side imputation using the mean
- **Model**: Our proposed system with edge sampling and cloud-
  side imputation using a compact model

For each sampling technique, we systematically vary the
amount of data we can send to the cloud and report the
error rates for each data size. Unless otherwise specified, our
proposed method defaults to using the Spearman correlation
as our dependence measure and a cubic representation of
the conditional expectation. By default, we set the $\epsilon_i$ bounds
equal to one standard error of the edge variance estimate, as
discussed in section IV-C.

4) Queries and Metrics: We use a variety of aggregate
queries to evaluate our framework, including AVG, VAR, MIN,
and MAX. As an example, a query for the average value in a
window for each device can be written as:

```sql
SELECT AVG(response), dev_id, win_id
FROM Response_Table
WHERE win_id = current_window
GROUP BY dev_id;
```

If we have temperature data, these queries could be used to
obtain the average or max temperature on a given day. In
a smart city setting, we might be interested in quantifying
the variability associated with traffic patterns. The MIN and
MAX queries are important for applications that are interested
in outlier detection or top-k results. We deliberately exclude
COUNT queries, since our framework can be easily modified
to behave similarly to the ApproxIoT system, which can
provide exact answers [5]. We emphasize that our framework
supports other aggregates and arbitrary selection predicates,
since we are performing sampling. We chose the AVG, VAR,
and MIN/MAX queries to evaluate our framework’s ability
to capture the average behavior and the variability present in
each stream (including extreme outliers). To quantify the error
for each query, we compute the normalized root mean square error (NRMSE), given by:

\[ \text{NRMSE}_i = \sqrt{\frac{1}{T} \sum_{j=1}^{T} (\hat{\theta}_{ij} - \theta_{ij})^2} \]  

(10)

where \( \theta_{ij} \) is the true value of the aggregate for device \( i \) in window \( j \) and \( T \) is the total number of windows in the experiment. We require a normalized RMSE, since each device may have a radically different expected value and variance.

### B. Heuristic vs. Optimal Predictor Selection

We first evaluate our predictor selection heuristic. Since there are a factorial number of predictor combinations, we use only three highly correlated streams from the Home dataset to measure how well our heuristic approximates the global solution.

Figure 3a compares AVG query errors across different sampling rates. We observe a slight drop in accuracy when using the heuristic compared to the global solution. Figure 3b shows the exact difference in errors for the 20% sampling rate. The maximum difference between the heuristic and optimal error reductions across all sampling rates was 3.5%. Our heuristic performs comparably on the other two datasets, with a maximum degradation around 4%.

### C. Turbine Dataset

The Turbine dataset contains measurements from a diverse set of sensors. This application is a perfect fit for our framework, given that bandwidth is often congested in rural locations and low latency is required to react to failures promptly [15]. Since these sensors are in the same location, we readily observe correlation in their measurements and expect our framework to leverage it. The strength of the pairwise linear correlations vary substantially, with some pairs less than 0.05, several pairs in the 0.3-0.5 range, and a few around 0.9.

Figure 4 shows the performance of our strategies across various sample allowances and aggregate queries. For the AVG query in figure 4a, we observe that if the user can tolerate an NRMSE of 0.1, our model imputation approach can obtain that level of accuracy sending 16% of the data, while ApproxIoT requires 32% of the data, which represents a 50% decrease. However, this performance varies based on the application’s error bound, e.g. obtaining an NRMSE of 0.15 and 0.05 requires 44% and 60% less data respectively, when compared to ApproxIoT approach. We observe that S-VOILA consistently outperforms ApproxIoT, since it considers the variance in each stream. Both of our methods also outperform the S-VOILA system, with the model method requiring 27% and 36% less data to obtain an NRMSE of 0.1 and 0.05 respectively.

Figures 4b, 4c, and 4d explore how our minimization of the average impacts queries that depend on an accurate representation of the variability. In all cases, we observe an accuracy drop with mean imputation, especially for the VAR query. This is expected, given that imputing values with a constant will necessarily have a greater impact on the variability. The S-VOILA technique is comparable to our model method when at least 80% of the data is sent over the network. However, on smaller sample sizes our technique outperforms the baseline sampling methods on all four aggregate queries. This effect is caused by the relative importance of the imputed samples. When data is scarce, each imputed sample provides substantial information about the data distribution. This information becomes less important as the number of real samples increases.

### D. Smart City Dataset

For this experiment, we consider devices which have radically different data distributions. We observed modest correlations between devices that measure different quantities, e.g., between parking lot occupancy and temperature (0.4 - 0.6). The strength of these correlations vary across stream windows.

Figure 5 shows the performance of our strategies across various sample allowances and aggregate queries. For the AVG query in figure 5a, we observe that if the user can tolerate an NRMSE of 0.1, our model imputation approach obtains that level of accuracy sending 18% of the data, while ApproxIoT requires 26% of the data, which represents a 30% decrease. This performance varies based on the application’s error bound, e.g. obtaining a NRMSE of 0.05 requires 42% less data compared to ApproxIoT. Both of our methods also outperform the S-VOILA system, with the model method requiring 18% less data to obtain an NRMSE of 0.1 and 42% less data for an NRMSE of 0.05. We also note that the mean imputation technique begins to outperform the modeling technique once the sample size is sufficiently large. This is expected, since higher sample sizes will allow us to perform more imputation without completely removing the variability from the data. If the number of imputed samples allowed for the model and mean methods are the same, the mean imputation method will necessarily have a greater impact on the variability. The S-VOILA technique is comparable to our model method when at least 80% of the data is sent over the network. However, on smaller sample sizes our technique outperforms the baseline sampling methods on all four aggregate queries.

### E. Computational Overhead

Our system introduces an overhead after each stream window to model dependence and compute optimal sample sizes at the edge. There is also a computational cost incurred on
the cloud side to perform imputation; however, our system uses compact models which are cheap to evaluate. Clouds also have substantial computational resources available to the user, so we exclude it from this analysis. We used the sequential least squares programming (SLSQP) solver in the Python scipy library to perform the optimization at the edge [36].

Figure 6a shows how the overall latency scales with an increasing number of streams. We fixed the arrival frequency at 12 points per stream (e.g. one sample every 5 seconds with a window length of one minute). We observe that the overall latency is less than 400 milliseconds for both imputation methods with a stream count of 50. Solving the optimization problem accounts for the vast majority of the latency compared to the time required to model dependence with our proposed heuristic. We also note that mean imputation requires substantially less time to optimize compared to our model imputation method. There are two reasons for this effect: (1) mean imputation introduces more bias, so we are allowed to impute fewer data points, which restricts the search space in the optimization and (2) almost no time is required to evaluate the heuristic, since the degree of correlation between streams does not impact imputation accuracy. These latencies are unlikely to be an issue if the number of devices is relatively low or the window duration is sufficiently high. Applications that are latency sensitive may need to consider additional parallelism or ensure each edge has a manageable number of client devices.

Figure 6b shows the effect of arrival frequency on latency. We observe some effect; however, its impact on performance doesn’t appear to grow without bound. We conclude that the dimension of the optimization variable (i.e. the number of streams) has the biggest impact on latency.

F. Sensitivity Analysis

Tolerance for Variance Bias. Modeling the expected value biases the variance estimator by reducing the variability present in the sample. We now examine how different tolerances for bias impact error rates using the Smart City dataset and a sampling rate of 50%. The tolerance values are expressed as a multiple of the standard error (SE) observed in the edge variance estimator, as discussed in section IV-C.

Figure 7a summarizes the error for an AVG query for our mean and model imputation techniques. For both methods, we observe smaller AVG errors as our tolerance for bias increases. This is expected, since a higher tolerance implies we are allowed to perform more imputation with our model for the expected value.

Figure 7b shows the impact of these bounds on a VAR query. We observe a steady increase in the error as our ability to bias the result increases. In addition, model imputation method has a smaller impact on the error, since it models the variability more accurately. We also note that mean imputation
outperforms model imputation at the 0.5 SE level. This is caused by the difference in imputation frequency between the methods: model imputation is allowed to perform almost 3x as much imputation at that level, since it explains more of the variance. However, this introduces more bias in the variance query. Each application will have a different tolerance for biasing variance queries. Applications mostly interested in the average values will be able to allow higher amounts of imputation compared to those concerned with outliers.

Correlation Effects. The efficacy of our approach depends on our ability to identify correlation in the data and exploit it. We examine the role of correlation in our framework by generating a synthetic dataset and varying the correlation present in the data. For these experiments, we use two streams drawn from a multivariate normal distribution with means equal to 30 and the diagonal elements of the covariance matrix equal to 16. We systematically vary the off-diagonal elements of the covariance matrix to obtain the desired correlation.

Figure 8a shows how much imputation we are allowed to perform across multiple values for bias tolerance and correlation. For 1 standard error, the amount of imputation allowed slowly increases as the strength of the correlation increases. When the correlation is above 0.8, we are allowed to impute a point for every real sample we send over the network. For 3 standard errors, there is no restriction on imputation, even if the correlation is zero. Using a small tolerance value of 0.5 results in more conservative behavior, requiring very strong dependence before significant imputation is performed.

Figure 8b shows the AVG query error rates across correlation levels. Our imputation methods always perform as well as the S-VOILA system, regardless of correlation strength. For smaller bias values (0.5 and 1.0 SE) we obtain a steady decrease in error as the correlation between streams increases. However, for larger bias values (2.0 and 3.0 SE), there is a more complex relationship between correlation and error. The largest errors for these values is obtained when the streams are very strongly correlated. This is explained by considering the difference between mean imputation and model imputation. When the correlation is very low, these techniques are essentially performing mean imputation, since only a small fraction of the variance is explained by the model. As the strength of the correlation increases, the model begins explaining more of the variance, but is a noisier representation of the expected value when compared to mean imputation.

IID Assumption. Time series data often exhibit autocorrelation; however, our framework assumed that samples for each device were IID within a stream window. In section IV-D we discussed options for relaxing this assumption in practice, including implementing a thinning mechanism or adding a penalty term for the autocorrelation. We use the Smart City dataset to evaluate the performance of these options in practice.

Figure 9a displays a partial autocorrelation function (PACF), which shows the strength of the autocorrelation for one of the pollution sensors. There is only one statistically significant lag with a positive correlation around 0.8, so we let $m = 1$ for this experiment when estimating $m$-dependence.

Figure 9b compares the performance of these techniques on an AVG query. The thinning technique consistently obtains the lowest error rate. Furthermore, thinning works without significant tuning from the user. Implementing $m$-dependence in practice would require dynamically computing a PACF to estimate the number of significant lags in a time series. We therefore recommend the thinning technique in practice.

Linear vs Cubic Models. In section IV-B, we discussed options for measuring dependence between device streams and compact representations of the conditional expectation. Our experiments used the cubic representation by default; however, we observe no significant difference between the two methods on an AVG query. The results of the VAR and MAX queries are show in figures 10a and 10b respectively. The cubic models provide a slight improvement (around 3%) when estimating these queries due to their ability to capture the tails of the distributions more accurately. A future enhancement could use LASSO or some other regularization method to dynamically
trade-off between linear and cubic models [37].

G. Discussion

Our sampling and imputation technique generates much less WAN traffic and obtains comparable error rates compared to other stream sampling systems. The bias tolerance $\epsilon_i$ is an important tuning parameter, which bounds the amount of bias in the variance estimator and implicitly dictates the model quality required to perform imputation. The correlation strength also affects our ability to minimize WAN traffic; high correlations between streams provides more opportunity for cost savings.

Our framework is restricted to using a single predictor stream when building models for imputation. It is conceivable that using multiple streams as predictors could produce better models and allow us to impute more values. In this work, we assume model estimation is performed locally at the edge. Leveraging multiple predictor streams increases the complexity of model fitting and increases the size of the model that must be sent over the WAN. In this case, our framework could potentially be modified to leverage historical data in the cloud to identify more complicated relationships between streams. However, our experiments provide some empirical evidence that using a single predictor stream can provide significant cost savings in practice.

VI. RELATED WORK

A. Edge and Stream Sampling

Stream sampling is a common technique for reducing network traffic. Reservoir sampling is frequently used to obtain a variety of probability samples over unbounded streams [20], [38]. A similar work considers ways in which a central node can obtain a random sample from geo-distributed edge nodes and establishes lower bounds on the number of messages that must be sent [39], [40]. A wide variety of other works exist in the field of Approximate Query Processing which seek to systematically trade accuracy for performance [41], [42]. The ApproxIoT and S-VOILA streaming systems both leverage more sophisticated sampling strategies to address properties of individual streams. We improve on these algorithms by supplementing the samples using imputations with explicit bounds on the error.

B. Sensor Networks

A related area of research considers methods for efficiently obtaining samples from a sensor network. Energy constraints are the main issue as opposed to bandwidth, but the objective is the same: minimize the query error subject to some cost function. The TinyDB system leverages the estimated energy cost and variation for a given device when executing queries [43]. Dependence is another relevant consideration for this problem, since sensors in the same sensor network will likely produce correlated observations. Systems similar to BBQ are designed with this dependence in mind and attempt to exploit it to reduce the energy requirement [25], [44]. We perform an analogous task over dependent data streams by leveraging correlation to reduce the amount of data required to answer queries. Furthermore, we do this in an online fashion (with no offline profiling) and do not assume a parametric model or anything about the underlying data distributions.

C. Sketch Summaries

Sketching is a widely used technique for computing compact, approximate representations of data [45], [46]. In some cases, approximation is not required; for example, moment sketches can exactly estimate the mean and variance in constant space and time [47]. However, our framework makes no assumptions about the downstream operations a user will perform on the resulting data. If a user wants to perform centralized machine learning in the cloud, our framework would provide a dataset which maintains dependencies between streams. Lower fidelity representations, including sketches, would not be as amenable to these use cases.

VII. CONCLUSION

Given the increase in data volume and practical WAN bandwidth constraints, efficient data transfer continues to be an important research direction. We present a system that leverages correlation between streams for supplementing samples with accurate imputations in the cloud to reduce WAN traffic. Our evaluation suggests it could reduce bandwidth costs by anywhere from 27% to 42%, depending on the application. While our implementation and evaluation focuses on real-valued data, we believe this general approach can be applied in other streaming settings, such as video streams. Camera deployments often exhibit temporal/spatial correlation and must contend with limited WAN resources [48]. Given these constraints and additional compute constraints at the edge, it may be preferable to use correlated video streams to obtain approximate query results rather than performing expensive inference at the edge or streaming frames to the cloud for analysis. We leave further exploration of this application to a future work. Computing and leveraging dependence in these settings could allow for an even broader set of applications to benefit from this approach.
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