ABSTRACT

Wireless sensor network (WSN) based SHM systems have shown significant improvement as compared to traditional wired-SHM systems in terms of cost, accuracy, and reliability of the monitoring. However, due to the resource-constrained nature of the sensor nodes, it is a challenge to process a large amount of sensed vibration data in real-time. Existing mechanisms of data processing are centralized and use cloud or remote servers to analyze the data to characterize the state of the bridge, i.e., healthy or damaged. These methods are feasible for wired-SHM systems, however, transmitting huge data-sets in WSNs has been found to be arduous. In this paper, we propose a mechanism named as “in-network damage detection on edge (INDDE)” which extracts the statistical features from raw acceleration measurements corresponding to the healthy condition of the bridge and use them to train a probabilistic model, i.e., estimating the probability density function (PDF) of multivariate Gaussian distribution. The trained model helps to identify the anomalous behaviour of the new data points collected from the unknown condition of the bridge in real-time. Each edge device classifies the condition of the bridge as either “healthy” or “damaged” around its deployment region depending on their respective trained model. Experimentation results showcase a promising \( \approx 96 \sim 100\% \) damage detection accuracy with the advantage of no data transmission from sensor nodes to the cloud for processing.
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1 Introduction

With the advent of Internet of Things (IoT) technologies, civil structures, such as bridges, buildings, wind turbines, dams, etc., are embedded with the smart sensors, forming a wireless sensor network (WSN), for continuous monitoring of their structural health. The idea behind structural health monitoring (SHM) is to collect the data concerning to various physical and chemical parameters (such as temperature, humidity, pH of the concrete, corrosion, etc.), and mechanical parameters (such as strains, deflections, vibrations, etc.) from sensor nodes strategically placed over the structure to assess structural condition [1]. In the past few decades, deterioration of bridges has received attention of researchers in the field of structural engineering and computer science to come up with the solutions for long-term monitoring for bridges to detect damages.

Bridges are essential for any surface transportation network and play a significant role in connecting various separated locations. Bridges are subjected to varying loads (wind, vehicles, pedestrian, etc.) and environmental conditions, which makes them prone to damage and faster health deterioration. Thus, the safety and real-time monitoring of the bridges are of utmost importance for a trouble-free transportation network. Furthermore, real-time monitoring of the bridges enables to take necessary actions on the identification of structural deformation under a load of high traffic, or after a catastrophic event, such as the earthquake, flood, terrorist’s attack, etc. In the case of bridge damage detection, acceleration data are used mostly because acceleration is directly influenced by the external forces and reflects the structural damages directly [2][3]. Traditionally, modal parameter based techniques are used which depend on characteristics of the structure, such as natural frequencies, mode shapes, damping ratios, etc., identified from acceleration data and compared between the healthy and current states in order to characterise the damage(s) in the structure.

The existing damage detection mechanisms are predominantly centralized as they require transmission of data from all the deployed sensors to a single processing unit in order to assess the structural integrity. These approaches are relatively economical for wired-SHM systems; whereas for WSN-based SHM systems, the transmission of enormous amount of data is very challenging due to constrained resources of sensor nodes [4]. The use of centralized architecture for SHM is not suitable in context of resource-constrained WSNs since sensors collect vibration measurements using accelerometers at high frequency during a time period, thus, contain a sequence of over thousands of data points to be transmitted [5][6][7]. Wireless transmission costs more energy than the local processing, thus poses several challenges for battery-powered wireless nodes [8]. Moreover, centralized systems are inadequate for real-time detection of the damages due to prolonged time needed for collecting the data and analyzing it off-line.

A feasible approach to overcome this architectural restriction is to perform damage detection process inside the network, which further reduces the data transmissions. Various in-network data processing mechanisms [8][9][10] have been proved energy-efficient in different application domains of WSNs. The adoption of WSNs for SHM brings several advantages when compared to other approaches, such as in-situ inspections and wired-SHM systems. One advantage is the hassle-free deployment, and another is local processing capabilities of sensor nodes to perform computational tasks as well as making intelligent decisions upon collected data. Performing online processing within the network (i.e., in-network processing) provides responses more quickly concerning to an event (damage) than the solutions based on centralized or remote control centres. It is noteworthy to mention that by taking the damage detection process inside the network, new challenges arise.

A key challenge in WSN-based SHM systems is to minimize the data transmission to conserve energy of sensor nodes while meeting the application’s required detection accuracy. Some of the existing modal-based SHM algorithms, e.g., eigensystem realization algorithm (ERA), are made distributed but they suffer from high network traffic, energy consumption, and latency during the decision-making process due to frequent data exchanges among sensor nodes [5]. Furthermore, traditional damage detection mechanisms use dynamic characteristics of the structure, such as natural frequency, modal shapes, modal damping, etc., which are not very convenient for real-time online damage detection and difficult to be extracted especially when the structure is excited by low-frequency inputs [11][12]. Therefore, a decentralized and computationally lightweight real-time damage detection mechanism is required that would reduce the number of transmissions in the network as well as the workload concentrated at the central server. The interpretation of raw vibration data using statistical methods and computational intelligence techniques have been considered as a viable solution for damage detection in WSN-based SHM [13][14][15][16]. The main advantage of using raw vibration responses is that the original data can be processed directly on the sensor nodes, which overcome the effects caused by the modal parameters based damage detection techniques.

Taking a cue from above discussion, this work proposes a computationally lightweight real-time damage detection mechanism, named as “In-Network Damage Detection on Edge (INDDE)”. INDDE is a decentralized mechanism which enables each edge device to perform damage detection process locally instead of sending acceleration data to a central entity (e.g., base station or cloud). INDDE extracts statistical features from acceleration data to train the model.
at each sensor node corresponding to the healthy condition of the bridge. Acceleration measurements of the bridge during its normal operational state are inexpensive and easy to obtain. Conversely, measurements of damaged bridge would require the destruction of bridge in all possible ways. Therefore, it is difficult to obtain the data corresponding to damaged condition of the bridge, which limits the applicability of various machine learning approaches in such applicative scenarios. In this paper, we formulate the damage detection problem as “anomaly detection” in which the probability density function (PDF) of multivariate Gaussian distribution is estimated using statistical features representing healthy condition of the bridge. INDDE fits the statistical damage sensitive features into the probability distribution model, which eliminates the need for data transmission and require minimal computational time and power. Each sensor node use their respective PDFs to test the abnormality, i.e., damage, in their vicinity from the data observed in unknown condition of the bridge. INDDE is computationally inexpensive statistical analysis approach, which can be deployed on any single-board computer (such as Arduino, Raspberry Pi, etc.) and sensor motes (such as TelosB, XBee, etc.). It helps in detecting the damage in real-time through on-node analysis of time-domain acceleration data. The contributions of this paper are outlined below.

1. We leverage the fundamentals of edge computing paradigm and propose a real-time on-node damage detection mechanism (INDDE) for WSN-based SHM. Each sensor node, executing INDDE, transmit only final result (i.e., “healthy” or “damaged”) to the base station at a specified time-interval. Thus, INDDE significantly reduces the network traffic leading to reduced energy consumption as well as delay.

2. INDDE estimates the PDF of multivariate Gaussian distribution from statistical features of vibration data measured in healthy condition of the bridge. This estimated PDF is used to classify the unknown condition of the bridge as either healthy or damaged.

3. Experimental evaluation of INDDE performed on two case studies shows promising 96-100% accuracy of correctly identifying the condition of the bridge.

The remainder of this paper is structured as follows: Section 2 overviews related research. In Section 3, the overall architecture of the INDDE mechanism is explained followed by two case studies in Section 4: (a) In the first case study, we use acceleration data obtained from Younghe bridge to evaluate the proposed mechanism. (b) In the second case study, we acquire vibration data from a lab-scale testbed containing a fully fixed steel beam subjected to progressive multiple damages with different severity. Finally, Section 5 concludes the paper.

2 Related Research

One of the challenging characteristics of WSN-based SHM systems is the processing of large amount of data generated by sensor nodes for damage detection. In recent years, a lot of efforts have been made into vibration based damage detection mechanisms which utilize the vibration response of the monitored structure to assess its health; and identify and locate structural damage(s). In this section, the taxonomy of damage detection mechanisms in WSN-based SHM is discussed (see Figure 1). Subsequently, the research efforts made in the direction of damage detection using vibration data is discussed (see TABLE 1).

Table 1: Comparison of damage detection mechanisms in WSN-based SHM systems

| Reference        | Mechanism                  | Architecture | Technique     |
|------------------|----------------------------|--------------|---------------|
| Liu et. al. [17] | Distributed ERA            | Distributed  | Modal-based   |
| Forstner and Wenzel [18] | Data mining               | Centralized  | Modal-based   |
| Ling et. al. [19] | Auto-regressive (AR) and Autoregressive with exogenous input (ARX) | Localized    | Non-Modal-based |
| O’Connor et. al. [20] | Statistical Process Control (SPC) and Gaussian Process Regression (GPR) | Centralized  | Non-Modal-based |
| Santos et. al. [16] | Machine learning           | Centralized  | Non-Modal-based |
| Abdeljaber et. al. [21] | 1D - Convolutional Neural Network (CNN) | Localized    | Non-Modal-based |
| Anaissi et. al. [22] | One Class Support Vector Machine (OCSVM) | Localized    | Non-Modal-based |

2.1 On place of execution

The damage detection mechanisms in WSN-based SHM systems can be classified into two categories based on their place of execution, i.e., out-network (centralized) and in-network (local and distributed). Majority of the existing SHM
systems generally focus on off-line damage detection by collecting raw sensor data at the cloud or remote server for processing [25]. Comisu et. al. [24] proposed a centralized bridge damage detection mechanism based on 3D finite element (FE) model simulating the original structure of the bridge. The FE model is used to establish the critical thresholds for various physical and dynamics parameters that are sent wirelessly to the system for processing and detecting the damage. Chang and Kim [25] proposed centralized damage detection mechanism by using vibration data for Experimental Modal Analysis (EMA) and Operational Modal Analysis (OMA). In order to perform modal parameter estimation, battery-powered sensor nodes transmit their data to the base station, which causes high energy consumption. Moreover, the identification of modal properties for damage detection is drastically affected by environmental conditions [26][27]. These methods are feasible for wired-SHM systems; however, transmission of huge amount of data in WSNs has been found to be expensive for resource-constrained sensor nodes [1]. Therefore, data-driven approaches for SHM are preferred and adopted to process the vibration data in decentralized (on-node or distributed) manner. In the literature, various SHM mechanisms based on statistical damage features are found better than those based on modal features [20][21][14], but they are centralized and causing overhead due to data transmissions and extensive computations.

Recently, hierarchical processing has been used intensively in WSNs for SHM. Alkindi et. al. [4] proposed a distributed OMA technique based on the frequency domain decomposition (FDD) for WSN-based SHM. In this mechanism, each sensor node perform FFT locally and transmit reduced FFT result to a central node for estimating the modal parameters. Hackmann et. al. [29] proposed another distributed FDD mechanism to further reduce the data transmission in the network. In this mechanism, each sensor node perform FFT and construct power spectral density (PSD) for peak picking locally from PSD. The frequency domain data from selected peaks are transmitted to the central node for further FDD process. Cho et. al. [30] exploits the cluster-based architecture of WSN and propose a distributed variant of Stochastic Subspace Identification (SSI) algorithm for OMA. In this mechanism, each cluster-head execute SSI algorithm and transmit the partial modal parameters (i.e., natural frequencies and partial mode shape) to the sink. Sink combines the received outcomes from each cluster-head together to obtain global natural frequencies and mode shape. Although cluster-tree topology in WSN-based SHM outperforms centralized approach, it results in excessive computation at the cluster-level. Furthermore, cluster-based SHM is resource consuming, where cluster heads perform a lot of computation for modal analysis or damage identification. Fang et. al. [31] proposed cluster optimization technique for WSN-based SHM systems to achieve scalable and efficient sensor deployment in addition to achieving a trade-off between the energy consumption and damage detection accuracy. Liu et. al. [17] proposed a distributed version of eigen-system realization algorithm (ERA) for WSN-based SHM. Wang et. al. [32] proposed a distributed processing framework for damage detection in WSN-based SHM, which consists of two algorithms, namely distributed damage index detection (DDID) running on each sensor node and collaborative damage event detection (CDED) which collaborates information from different sensor nodes to avoid false damage detection.

### 2.2 On techniques used

The physical characteristics of the bridges (e.g., stiffness, mass or damping) change with the occurrence of damage. Therefore, one of the key factors in a successful implementation of any vibration-based damage detection technique is the appropriate selection of damage sensitive features from the measured vibration response. Traditionally, modal parameters (e.g. natural frequencies, damping, and mode shapes), and their derivatives, such as modal strain energy and...
We consider a set of $N$ sensor nodes mounted on different locations of a bridge to sense, monitor, and transmit the information concerning to the structural event. Each sensor node can perform computation on sensed acceleration data to detect the damage in their vicinity. The data points collected concerning to the vibration responses are assumed to be a vector as $D_n = [d_1, d_2, d_3, \ldots, d_k]$; where $n = 1, \ldots, N$ are the sensor nodes and $k$ is the total number of data points sensed by a node $n$ over a time duration. For the sake of simplicity, the set of data points corresponding to the “healthy” condition or reference state of the bridge will be denoted as $D^H$ and that corresponding to the subsequent unknown condition as $D^U$. The acceleration data collected when bridge is healthy, i.e., $D^H$, cover various environmental and ambient conditions as well as operational conditions, such as traffic loading. Figure 2 illustrates the mechanism of INDDE running at each sensor node and considers $D^H$ as reference data for damage detection. The functioning of INDDE is broadly divided into two phases: training phase and damage detection phase. In the training phase, INDDE fits a model by extracting the statistical features from raw acceleration data in healthy condition of the bridge. The trained model is used to further classify the raw acceleration measurement from unknown condition of the bridge as either healthy or damaged.

### 3.1 Phase I: Train the model

A training-set $X = \{x_1, x_2, x_3, \ldots, x_i\}$ is created from raw acceleration measurements corresponding to healthy condition of the bridge. Each training sample $x_i \in X$ is an $m$-dimensional feature vector $F = \{f_1, f_2, f_3, \ldots, f_m\}$, where $f_1, f_2, f_3, \ldots, f_m$ are the statistical features extracted from sensed acceleration data in healthy condition of the bridge. However, various shortcomings in modal-based techniques make them less suitable for practical use-case scenarios. Such mechanisms are time consuming and expensive since they depend on the experiments to measure mode shapes and damping, thus can not be adopted for online damage detection. Moreover, it is difficult to establish a universal methodology for different structures because of distinct properties of each individual structure.

In recent years, numerous non-modal vibration-based damage detection mechanisms (e.g., time-domain analysis) have also attracted attention. In such techniques, damage is identified by comparing the current statistical features with its baseline. Various autoregressive models have also been used for bridge damage detection in which features are either based on the residues between the prediction from an autoregressive model and the actual measured time history at each time interval, or they are simply based on autoregressive model coefficients. Machine learning based approaches have also been used widely for damage detection wherein new measurements are classified through trained model to detect any structural change. These mechanisms are solely rely on raw vibration data that has to be transformed into meaningful information to train the model. These models can overcome the problems associated with environmental and operational variability in SHM since data measured in different conditions are employed to train the models, which is not possible in modal-based techniques. Zhou et al. proposed a method based on wavelet package analysis, posterior probability support vector machines, and the Dempster-Shafer evidence theory to identify the structural damage. The method was tested on a 4-storey benchmark building structure and was proved to avoid the effect of any sensor failure and give more robust results. Recent studies have shown that deep learning based mechanisms can detect and locate structural damage directly from the raw vibration signals with high accuracy. Yu et al. and Khodabandehlou et. al. designed and trained a convolutional neural network (CNN) with vibration data generated in different conditions ranging from “no damage” to “extreme damage” to locate and quantify the structural damages. Abdeljaber et al. used 1D CNN for the first time in vibration-based structural health monitoring. In an experimental study by Avci et al. 1D CNN-based method was integrated with WSN to detect and localize the damage directly from ambient vibration response of the structure. In practice, data corresponding to damaged condition are often unavailable which restricts the use of supervised learning techniques in real case scenarios. Therefore, Anaissi et. al. used one-class support vector machine (OCSVM) for damage detection. OCSVM uses data from healthy condition of the bridge to train the model and find whether data from unknown condition of the bridge is alike or not as the training data? If newly encountered data is too different from the trained model, it is classified as damage.

Based on the previously discussed approaches, it can be outlined that the place of data processing as well as techniques used for damage detection play a crucial role in WSN-based SHM systems. The out-network processing of data can accurately detect the damage but at the cost of high amount of traffic and increased energy consumption of WSN. On the other hand, lightweight on-node data processing is beneficial for reducing the communication and computation overhead of sensor nodes while detecting the damage. Keeping this in mind, an on-node damage detection mechanism (INDDE) is proposed in this paper, which involves no message exchanges and uses statistical approach for damage detection using time-domain acceleration data.
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Figure 2: Workflow of INDDE

bridge, such that \(f_1 \sim \mathcal{N}(\mu_1, \sigma^2_1)\), \(f_2 \sim \mathcal{N}(\mu_2, \sigma^2_2)\), \(f_3 \sim \mathcal{N}(\mu_3, \sigma^2_3)\), ..., \(f_m \sim \mathcal{N}(\mu_m, \sigma^2_m)\) are normally distributed with their respective mean (\(\mu\)) and standard deviation (\(\sigma\)). The training-set \(X\) is a multivariate dataset consisting \(t\) observations, which can be represented as \(t\) points in a \(m\)-dimensional space. The total number of tuples (\(t\)) in \(X\) depends on the duration of sampling-window or the number of data points in a sampling window for calculating the features. For instance, the training period (\(T_{train}\)) for a sensor node, measuring acceleration data in healthy condition of bridge at sampling frequency \(freq = 100Hz\), is set to 6 hours, i.e., \(k = 21,60,000\) data points will be recorded in \(D^n_H\). If a time-window of 5 minutes (\(T_{win} = 300\) seconds) is set to calculate the feature vector from sensed data points (\(r = T_{win} \times freq = 30,000\) data points), the total number of training samples in \(X\) will be \(k/r\), i.e., \(t = 72\). Likewise, if duration of time-window is set as 10 minutes, it will result in 36 training samples in \(X\). Figure 3 depicts the underlying steps to create training-set (\(X\)) in the training phase of INDDE.

The time-domain analysis of structural vibration responses allows extracting signal parameters in a simpler way than the modal analysis [41]. Keeping this in mind, seven statistical parameters, i.e., mean, mean square, standard deviation, variance, skewness, kurtosis, and crest factor, are considered in this paper because a single statistic is not enough to detect the damage. The condition of the bridge can be characterized by these statistical features which allow working directly with acceleration measurements in the time domain. Each parameter depict unique characteristic of the vibration signal and the values of these parameters varies with the condition of the bridge, thus can be used for damage detection.
Mean and mean square are the measures of central tendency of the data. Standard deviation and variance are the measures of variability which represents the dispersion related to mean value. Skewness represents symmetry of data distribution and kurtosis represents the flattening of the distribution considering Gaussian curve. Crest factor indicates how extreme the peaks are in a signal. Although some statistics are correlated, all of them are used as inputs for INDDE, without employing any feature selection method beforehand. The mentioned statistical features can be calculated as follows from the data-points observed in a sampling-window.

\begin{align*}
    f_1 & : \text{mean } (\bar{m}) = \frac{1}{r} \sum_{i=1}^{r} d_i \\
    f_2 & : \text{mean square } (m_{sq}) = \frac{1}{r} \sum_{i=1}^{r} (d_i)^2 \\
    f_3 & : \text{variance } (\sigma^2) = \frac{1}{r} \sum_{i=1}^{r} (d_i - \bar{m})^2 \\
    f_4 & : \text{standard deviation } (\sigma) = \sqrt{\frac{1}{r} \sum_{i=1}^{r} (d_i - \bar{m})^2} \\
    f_5 & : \text{skewness } (skw) = \frac{1}{r} \sum_{i=1}^{r} (d_i - \bar{m})^3 \sigma^{-3}
\end{align*}
\[ f_0 : \text{kurtosis (krt)} = \frac{1}{r} \sum_{i=1}^{r} (d_i - \bar{m})^4 \sigma^4 \]  

(6)

\[ f_\tau : \text{Crest factor (cf)} = \max(d) \sqrt{m_{sq}} \]  

(7)

The training-set \( X \) is used to estimate the probability density function (PDF) corresponding to the healthy condition of bridge. We used multivariate Gaussian kernel function to estimate the PDF with parameters \( \Omega \) and \( \Sigma \), where \( \Omega \in \mathbb{R}^m \) is a \( m \times 1 \) - dimensional vector of means corresponding to all features, i.e., \( \Omega = \{E(f_1), E(f_2), E(f_3), \ldots, E(F_m)\} \), and \( \Sigma \in \mathbb{R}^{m \times m} \) is a \( m \times m \) covariance matrix, identified from \( X \). The covariance for a pair of components \( u \) and \( v \) is calculated by Eq. (8) which can further be used to create \( m \times m \) covariance matrix as depicted in Eq. (9).

\[ \sigma_{uv} = E[x_u x_v] - E[x_u]E[x_v] \]  

(8)

\[ \Sigma = \begin{bmatrix} 
\sigma_{11} & \sigma_{12} & \sigma_{13} & \ldots & \sigma_{1m} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} & \ldots & \sigma_{2m} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\sigma_{m1} & \sigma_{m2} & \sigma_{m3} & \ldots & \sigma_{mm} 
\end{bmatrix} \]  

(9)

The PDF of multivariate Gaussian distribution for training set \( X \) is given by Eq. (10).

\[ P(X; \Omega, \Sigma) = \frac{1}{(2\pi)^{m/2}|\Sigma|^{1/2}} e^{\exp(-\frac{1}{2}(X - \Omega)^T \Sigma^{-1}(X - \Omega))} \]  

(10)

Where, \( |\Sigma| \) is the determinant of matrix \( \Sigma \). The estimated PDF is used in damage detection phase of INDDE. The condition of the bridge is identified as healthy or damaged on the basis of the PDF magnitude corresponding to the test-data from unknown condition of the bridge.

### 3.2 Phase II: Damage detection

The idea behind damage detection mechanism of INDDE is to extract the same statistical feature set \( (F) \) from acceleration data corresponding to the unknown condition of the bridge in order to estimate whether it comes from the same distribution as the training-set or not. Figure 4 illustrates the damage detection phase of INDDE.

A sampling-window of same time-duration \( (t_{win}) \) is set to perform the damage detection at a regular time-interval after the completion of training phase. The raw acceleration measurements sensed over the time-window are represented as \( D^f = \{d_1, d_2, d_3, \ldots, d_k\} \) which corresponds to the unknown condition of the bridge. These sensed data points are transformed into \( 1 \times m \) - dimensional test dataset \( X_{test} \) consisting statistical features that were used in the training phase. The health of the bridge is characterized by estimating the probability corresponding to \( X_{test} \) using Eq. (10).

\[ \text{Condition} = \begin{cases} 
\text{Damaged,} & \text{if } P(X_{test}; \Omega, \Sigma) < \epsilon \\
\text{Healthy,} & \text{if } P(X_{test}; \Omega, \Sigma) \geq \epsilon 
\end{cases} \]

where, \( \epsilon \) is a threshold parameter that can be set by cross-validating the trained model to decide whether new observation data represents damage or not.

### 3.3 Computational complexity analysis of INDDE

In order to analyse the computation complexity of INDDE, it is required to analyse the complexities of various steps involved in INDDE, such as creating training set \( X \), calculating \( \Omega, \Sigma, |\Sigma|, \) and \( \Sigma^{-1} \) for PDF estimation.

Creating training set \( X \) is an iterative process over a long period of time divided into \( t \) time-windows. Since, all the seven statistical parameters are identified over \( r \) collected data points in each time-window, the creation of training set is done in \( O(tr) \) time. Calculating \( \Omega, \Sigma, |\Sigma|, \) and \( \Sigma^{-1} \) on the training-set takes \( O(tm), O(m^2), O(m^3), \) and \( O(m^4) \) time respectively. All the arithmetic operations take constant time, i.e., \( O(1) \). Thus, the time complexity of the whole process of INDDE is \( [O(m^3) + O(tm) + O(tr)] \) after ignoring the low-order terms.
If $X_{test}$ fits into the estimated PDF, i.e., if $P(X_{test}) \geq \epsilon$

If $X_{test}$ does not fit into the estimated PDF, i.e., if $P(X_{test}) < \epsilon$

Figure 4: Illustration of damage detection phase of INDDE

### 4 Case Studies

In this section, two comprehensive case studies are investigated to illustrate the efficiency of the proposed damage detection mechanism. The first case study uses the real data-set obtained from Yonghe Bridge, and the second case study uses acceleration data generated from a lab-scale setup of a steel beam subjected to progressive damages at multiple locations.

#### 4.1 Case Study on Yonghe Bridge

The Yonghe bridge is a cable-stayed bridge constructed in Mainland China connecting Tianjin and Hangu cities [13][42]. Harbin Institute of Technology Research Center has established the SHM system to sense, monitor, and transmit the acceleration data from fourteen uniaxial accelerometers mounted along the deck of the main span of the bridge (see Figure 5). The sampling frequency of the sensors is 100 Hz. The acceleration data in healthy and damaged condition of the bridge were recorded by 14 deck sensors for 24 hours on January 17, 2008 and July 31, 2008 respectively. Figure 6a and 6b show the acceleration data acquired by node 1 in one hour corresponding to the healthy and damaged condition of the bridge respectively. The variation in the acceleration is presumably due to the fact that as the bridge is damaged, it needs to resist external loads using more kinetic energy as it attains less potential energy. The variations in the acceleration data can be characterized by statistical features concerning to state of the bridge and can be used to detect the damage, if occurs.

#### 4.1.1 Experimental Data

We have raw acceleration data from both healthy and damaged condition of the Yonghe bridge. Figure 6 shows raw acceleration data for one hour corresponding to the healthy and damage condition of the bridge. Since INDDE is an on-node real-time damage detection mechanism, the data from healthy condition is used in the training phase to emulate the real-world scenario. After completing the training, damaged data is used to test the damage detection accuracy of INDDE.

The time duration of training phase is set to 18 hours (i.e., 64,80,000 data-points) for each sensor node to extract the selected statistical features and build the model. For that duration, a time-window $T_{win}$ of 5 minutes is fixed to create a tuple in the training set, i.e., each sensor node extract the statistical features from $r = 30,000 (T_{win} \times freq)$.
Figure 5: Yonghe bridge elevation [13]

Figure 6: Vibration responses of one hour duration acquired by sensor node (1) deployed at the bridge

(a) Vibration responses in healthy condition of bridge
(b) Vibration responses in damaged condition of bridge

raw acceleration data-points collected in that duration. It results in a training set $X_{216 \times 7}$ containing $t = 216 (= 64,80,000/30,000)$ samples in 7-dimensional space to estimate the PDF of multivariate Gaussian distribution using Eq. 10. Since the condition of bridge is already known to be healthy, the estimated PDF can be used to detect any abnormality or damage from newly sensed data points, as discussed in Section 3.2. The remaining data of 6 hours (i.e., 21,60,000 data points, equivalent to 72 test samples) corresponding to healthy condition are used to cross-validate the model. In addition, the data of 24 hours duration (i.e., 86,40,000 data points, equivalent to 288 test samples) corresponding to damaged bridge condition is used for testing and evaluating the damage detection accuracy of INDDE.

The reason behind choosing Gaussian kernel function to fit the training-set is the characteristics of the statistical features. Figure 7 depicts the histogram of statistical features $f_1$ to $f_7$ to assess the distribution of training data at sensor node (1). The red curve superimposed on the histograms represents bell-shaped “normal” curve with a mean and mean+/-standard deviation represented by red vertical lines. The multivariate Gaussian distribution is useful in analyzing the relationship between multiple normally distributed variables, i.e., statistical features here, which are also found to be jointly normal. Therefore, it leads to estimate the PDF of multivariate Gaussian distribution, as mentioned in Section 3.1 from acceleration data observed in healthy condition of the bridge.

4.1.2 Performance analysis of INDDE

The acceleration data from six different sensor nodes (namely (1), (2), (6), (7), (13), and (14)) located at different locations along the span of the bridge (see Figure 5) are selected to evaluate the proposed damage detection mechanism. Each sensor node execute training phase of INDDE and estimate PDF individually corresponding to their training-set. 216 training samples generated from 18 hours of acceleration data from healthy condition were used for the training phase, whereas the remaining 6 hours of healthy data (i.e., 72 samples) and 24 hours of damage data (i.e., 288 samples) were used for the testing of INDDE. Damage detection results from test data are represented in terms of the number of true positives (TP) (i.e., healthy condition is correctly identified), true negatives (TN) (i.e., damaged condition is correctly identified), false positives (FP) (i.e., damaged condition is identified as healthy), and false negatives (FN) (i.e., healthy condition is identified as damaged) for all the sensors mentioned above (see Figure 8).

The confusion matrices for aforementioned six sensors are represented in tabular form in TABLE 2. These parameters are used to evaluate INDDE on different performance measures, such as accuracy, precision, recall, F-score, type-I error (false positive error), and type-II error (false negative error) [43], as shown in TABLE 3.
Although no data from damaged event has been employed to construct the model and data obtained only from healthy state of the bridge have been used for the training, the trained model can successfully identify the damages with \( \approx 96 - 100\% \) of accuracy, as can be seen in Table 3.
To further investigate the efficiency of the proposed methodology, a separate approach was adopted as follows. We considered a total of 432 samples (216 samples each) from healthy and damaged condition of the bridge to train different supervised learning models, such as decision tree (DT), random forest (RF), neural network (NN), and support vector machine (SVM). All these models are tested with a total of 144 test samples (72 samples each) from both healthy and damaged scenario. The models are trained and tested for sensors 1, 2, 6, 7, 13, and 14. A comparison of these methods...
on the basis of overall accuracy of correctly classifying the states (healthy or damaged) of the bridge is depicted in Table 4.

Although INDDE does not require data from damaged bridge condition to train the model and only data from healthy condition have been used, it achieves accuracy as good as supervised learning models. Furthermore, INDDE performs damage detection in real-time by the raw acceleration on the node itself. Therefore, it is advantageous for the resource-constrained sensor nodes due to its low computation cost and no message exchange policy in the damage detection process.

| Nodes | DT    | RF    | SVM   | NN    | INDDE |
|-------|-------|-------|-------|-------|-------|
| 1     | 100%  | 99.3% | 98.6% | 88.8% | 96.39%|
| 2     | 100%  | 100%  | 98.6% | 99.3% | 99.7% |
| 6     | 100%  | 100%  | 99.3% | 99.3% | 100%  |
| 7     | 100%  | 100%  | 99.3% | 100%  | 99.7% |
| 13    | 100%  | 100%  | 99.3% | 84.7% | 100%  |
| 14    | 100%  | 100%  | 99.3% | 100%  | 100%  |

4.2 Case Study on Steel Beam

In this case study, an experimental test-bed was established to further verify the capability of INDDE to detect the damage in a steel beam structure. The test setup was comprised of a steel beam with fixed support at its both ends to emulate a simplistic bridge structure (see Figure 9). The length, width, and thickness of the beam were 1,240 mm, 18 mm, and 4 mm respectively. The mass of steel beam used was 661.6 grams and a weight of 2 KGs was hung at the center of beam to excite the beam under free vibrations. Two accelerometers (ARJ-200A) were evenly placed on the beam, i.e., at 250 mm each side from the center, to measure the vertical acceleration of the beam with a sampling frequency of 200 Hz. The vibration measurements were recorded by connecting the accelerometers to a four channel data logger (TML DC-204Ra dynamic strain recorder). The vibration measurements were collected for a duration of 8 minutes in undamaged scenario. After acquiring the acceleration data from intact steel beam, damages were progressively introduced in the structure by cutting the notches of different depth at different locations on the beam and measurements were recorded in each damage scenario. Figure 10 and 11 show the beam that was subjected to different damages over a course of 48 minutes.

4.2.1 Experimental Data

The free vibration data in case of undamaged (healthy) scenario and each damaged scenario of the beam were observed for 8 minutes and 6 minutes, respectively. The beam was subjected to eight different damages by cutting the notches of different depths, thus results in 48 minutes of damaged data. After acquiring the data-set, we used INDDE to build the model corresponding to undamaged state of the beam and validate the trained model by using the data acquired from damage scenarios, similar to previous case study in Section 4.1.

The time duration of training phase \( (T_{\text{train}}) \) is set to 6 minutes (i.e., 48,000 data points) for both the sensor nodes. A time window \( (T_{\text{win}}) \) of 30 seconds (i.e., \( r = 6000 \) data points) is fixed to extract the statistical features from the sensed data points to create a tuple in the training set. The resulted training set \( X_{12 \times 7} \) contains \( t = 12 \) samples in 7-dimensional...
space to estimate the PDF of multivariate Gaussian distribution by using Eq. [10]. The remaining data points of 2 minutes (equivalent to 4 test samples) corresponding to healthy condition of the beam are used to cross-validate the model. In addition, the data of 48 minutes (i.e., 96 test samples) corresponding to damaged scenarios were used for testing and evaluating the damage detection accuracy of INDDE. The distribution of statistical features \( f_1 \) to \( f_7 \) from training set of node 1 against the expected normal distribution are demonstrated by Q-Q plots (Quantile-Quantile plots) in Figure [12].

### 4.2.2 Performance analysis of INDDE

The training phase is executed on the training samples of both the sensor nodes to estimate the PDF individually. 12 training samples generated from 6 minutes of acceleration data from healthy condition were used to estimate the PDF, whereas the remaining 2 minutes of healthy data (i.e., 4 samples) and 48 minutes of damage data (i.e., 96 samples) were used for the testing of INDDE in this lab-scale use-case scenario. The confusion matrix corresponding to both the sensor nodes are shown in Figure [13] and [14], respectively. Based on these confusion matrices, different performance measures, such as accuracy, precision, recall, F-score, type-I error, and type-II error are identified and shown in TABLE [5]. The accuracy of the trained model depends on the number of training samples. Since the number of training samples in this case study is very less as compared to the previous case study, it results in low accuracy in damage detection process.
(a) Statistical feature $f_1$

(b) Statistical feature $f_2$

(c) Statistical feature $f_3$

(d) Statistical feature $f_4$

(e) Statistical feature $f_5$

(f) Statistical feature $f_6$
Figure 12: Normal Q-Q plot of statistical features corresponding to training samples

| Detected | Healthy | Damaged |
|----------|---------|---------|
| Healthy  | 4       | 0       |
| Damaged  | 15      | 81      |

Figure 13: Confusion matrix corresponding to sensor node 1

| Detected | Healthy | Damaged |
|----------|---------|---------|
| Healthy  | 4       | 0       |
| Damaged  | 4       | 92      |

Figure 14: Confusion matrix corresponding to sensor node 2

Table 5: Performance evaluation of INDDE in lab-scale testbed

| Nodes | Accuracy (in %) | Precision | Recall | F-score | Type-I error | Type-II error |
|-------|-----------------|-----------|--------|---------|--------------|---------------|
| 1     | 85%             | 0.21      | 1      | 0.34    | 0.15         | 0             |
| 2     | 96%             | 0.5       | 1      | 0.66    | 0.04         | 0             |

5 Conclusions

This paper presented a robust on-node damage detection mechanism (INDDE) for WSN-based SHM systems by adopting the philosophy of edge computing. INDDE is well-suited mechanism for real-life applications where data from the damaged state are not readily available to train the model for damage detection. INDDE was evaluated through two comprehensive case studies considering different damage scenarios. In the first case study on real data-set obtained from Yonghe bridge health monitoring system, INDDE resulted 96-100% accuracy of correctly identifying the health of the bridge. In the second case-study on lab-scale test set-up, INDDE resulted 85-96% damage detection accuracy. The experimental results of these case studies demonstrated the ability of INDDE to achieve low false alarm rate. Moreover, INDDE involves no message exchanges which directly benefits in network traffic reduction as well as low energy consumption of the sensor nodes.
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