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ABSTRACT

This paper investigates a chaotic communication system based on the combination of high-efficiency differential-chaos-shift-keying (HEDCSK) scheme and multiple-input multiple-output technique, which aims at exploiting multi-path propagation to improve the system performance. Operation and discrete model of the system with the use of modulation/demodulation of HEDCSK and Alamouti space-time coding/decoding for 2×2 antennas are described. The bit error rate (BER) in the presence of an additive white Gaussian noise (AWGN) and Rayleigh fading is theoretically analyzed and verified by numerical simulations. Obtained results show the improvement of the BER performance of the proposed scheme compared to other related systems.
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Introduction

In the last decades, chaos-based communication systems have been investigated taking the advantage of chaotic waveforms [1, 2]. Owing to the given special properties, i.e., non-periodic, random-like, wideband with low cross-correlation and impulse-like auto-correlation [3, 4], chaotic signals are considered to be one of the natural candidates for spread-spectrum communications [5]. Based on the receiver's structures, chaos-based communication schemes can be broadly classified into coherent and non-coherent types [1, 2]. In the coherent schemes, a local synchronized copy of the chaotic sequence has to be produced at the receiver. As the transmitted signal is corrupted by the channel, the synchronization issue becomes very complicated [6, 7]. To avoid this issue [8], non-coherent schemes have been developed. The widely studied non-coherent schemes are mainly developed from the conventional differential-chaos-shift-keying (DCSK) scheme [9], where the demodulation and data recovery in the receiver are carried out based on the correlation characteristics of chaotic sequences [9-14]. To reduce the wasted energy for transmitting the chaotic reference, a high-efficiency DCSK (HEDCSK) scheme is proposed [15, 16]. The transmitter recycles each reference slot and two data bits are simultaneously carried in the one data-modulated sample. This scheme helps to double the bandwidth efficiency and enhance data security compared to the conventional DCSK. The BER performance of HEDCSK over AWGN and multi-path fading channels has been studied in [15] and [16], respectively. Owing to the advantages of HEDCSK, enhanced versions of this scheme have been recently developed such as frequency division multiplexing HEDCSK (FDM-HEDCSK) [17] and very high HEDCSK (VHE-DCSK) [18].

The use of multi-antenna technique, i.e., multiple-input multiple-output (MIMO), has recently been deployed widely in wireless communication systems and networks such as IEEE 802.11n (Wi-Fi), IEEE 802.11ac (Wi-Fi), HSPA+ (3G), WiMAX (4G), and Long Term Evolution (4G LTE) [19]. MIMO systems provide a robust improvement in the channel capacity, data rate, and performance. A key part of MIMO is the signal processing architecture in receivers. Among all the proposed techniques, space–time block coding (STBC) is typical and simple [20]. The STBC technique transmits multiple copies of data streams across a number of antennas to exploit various received versions for improving the communication reliability. To date, there have
been several published works studying on the combination of Alamouti STBC and non-coherent chaos-based schemes, i.e., 2×2 MIMO-DCSK [21, 22], M-ary DC-MIMO [23], STBC-DCSK [24], Analog STBC-DCSK [25], and so on.

Stemming from the aforementioned advantages of the HEDCSK scheme and MIMO technique, this paper proposes a combined communication system, namely 2x2 MIMO-HEDCSK, which aims to improve the capacity and performance of HEDCSK over multi-path channels. The architecture and operation of the conventional HEDCSK and proposed 2×2 MIMO-HEDCSK systems are described by means of discrete modeling. For a simplification of the mathematical analysis, BER performance is theoretically evaluated over a Gaussian noise-affected channel without considering the fading phenomenon. Numerical simulations are carried out to verify the theoretical analysis and evaluate the system performance over a Rayleigh fading channel. The obtained results show that there is a good match between the analyzed and simulated performance. In addition, there is an asymptotic performance curve which is defined as a set of minimum BER points for different cases of β and $E_b/N_0$. Results also prove that the proposed system can be considered to be a robust chaos-based solution for wireless communications.

The rest of the paper is structured as follows: the description of the conventional HEDCSK system is presented in Section 1, while the proposed system of 2×2 MIMO-HEDCSK is described in Section 2. The BER analysis is given in Section 3 and the comparison of the simulation results with the analytical ones is shown in Section 4. Finally, Section 5 concludes our work.

HEDCSK system

Figure 1 presents the block diagram of a conventional HEDCSK system over the AWGN [15]. Chaotic signals are generated in the form of discrete-sample sequence with chip duration in the transmitter. Each bit duration is divided into two time slots: (1) the first time slot conveys the reference chaotic sequence and (2) the second time slot conveys the sum of two bearing-data sequences. The ratio, i.e., $\beta$, is the spreading factor of the system. After being delayed by the periods of and, the chaotic signals are multiplied with NRZ codes of data bits and. The sum of the resulting products is transmitted in the second slot. As a result, the transmitted signal at the output can be expressed as follows:

$$e_{i,k} = \begin{cases} x_i \beta < k \leq (2i + 1)\beta, \\ (b_{2i}x_{i-k} + b_{2i-1}x_{i-3\beta}, \beta < k \leq (2i + 2)\beta. \\ \end{cases}$$

Under the presence of the Gaussian noise from the channel, the received signal in the $k$th chip of $i$th bit is determined by

$$r_{i,k} = e_{i,k} + \eta_k = x_i + \eta_k, \beta < k \leq (2i + 1)\beta,$$

and

$$y_{2i} = \sum_{k=\frac{(2i+1)}{2}\beta}^{\frac{(2i+2)}{2}\beta} r_{i-k} y_{k}$$

and

$$y_{2i-1} = \sum_{k=\frac{(2i+1)}{2}\beta}^{\frac{(2i+2)}{2}\beta} r_{i-k} y_{k}$$

The correlated values, $y_{2i}$ and $y_{2i-1}$, are compared with zero threshold to recover the data bits, $b_2i$ and $b_{2i-1}$, at the output.

2x2 MIMO-HEDCSK system

Figure 2 presents the block diagram of the system under study, 2x2 MIMO-HEDCSK, using Alamouti space-time block code [20]. Alamouti matrix for the $i$th data symbols, i.e., $s_1$ and $s_2$, is defined by $\mathbf{g} = \begin{bmatrix} s_1 \\ s_2 \\ \end{bmatrix}$, where * denotes complex conjugate.

Figure 2(a) and Figure 2(b) depict the schemes of the transmitter and receiver, respectively. The output signals of STBC encoder are multiplied with the delayed versions of the chaotic reference. The sum signals and chaotic reference are then transmitted on the corresponding time slot and antennas. The signals on TX antennas are determined in Table 1.

| Time slot | TX1 | TX2 |
|-----------|-----|-----|
| $[0, \beta T_c]$ | $x_i$ | $x_i$ |
| $[\beta T_c, 2\beta T_c]$ | $s_1 x_{i0} + s_2 x_{i3\beta}$ | $-s_1^* x_{i0} + s_2^* x_{i3\beta}$ |
Table 2. Signal values corresponding to time slots and RX antennas

| Receiving antenna | Time slot | Signal values |
|-------------------|-----------|---------------|
| RX1               | [0 \( \beta T_c \)] | \( h_{11} x_k + h_{21} x_k + \eta_k \) |
|                   | \( [\beta T_c, 2\beta T_c] \) | \( h_{11} x_k + h_{21} x_k + h_{12} x_k + \eta_k \) |
| RX2               | [0 \( \beta T_c \)] | \( h_{12} x_k + h_{22} x_k + \eta_k \) |
|                   | \( [\beta T_c, 2\beta T_c] \) | \( h_{12} x_k + h_{22} x_k + h_{12} x_k + \eta_k \) |

After going through the channels, the transmitted signals are received on the RX antennas. Table 2 represents the signal values at the corresponding time slots on the RX antennas, where \( h_{11}, h_{12}, h_{21}, \) and \( h_{22} \) are channel coefficients for the \( m \) data symbols. The received signal on each RX antenna is simultaneously correlated with its delayed versions in the second time slot. Therefore, for simplifying the mathematical expression, we just consider the correlation value at the output of the first one, which is

\[
y_{11} = \frac{1}{2} \sum_{k=1}^{M} r_{k}^* \gamma_k - \beta \omega_{k-\beta} + s_{k} x_k \eta_k - \\
= T_{c} \left( \sum_{k=1}^{M} \left( h_{11} x_k + h_{21} x_k + \eta_k \right) \right) - \\
T_{c} \sum_{k=1}^{M} \left( h_{12} x_k + h_{22} x_k + \eta_k \right) - \\
+ T_{c} \sum_{k=1}^{M} \left( h_{11} x_k - h_{21} x_k + \eta_k \right) + \eta_k \eta_k
\]

\[5\]

In the proposed system, each transmitted symbol consists of a chaotic reference slot and a data-bearing slot. The energy of the data-bearing slot doubles that of the reference one, hence, the bit energy can be calculated by

\[
E_b = \frac{2}{M} \sum_{k=1}^{M} x_k^2 \eta_k.
\]

Based on Eq. (5), the equivalent baseband model of the received symbol on the antenna RX1 within \( [0 \beta T_c] \) is

\[
y_{11} = \frac{1}{2} \sum_{k=1}^{M} r_{k}^* \gamma_k - \beta \omega_{k-\beta} + s_{k} x_k \eta_k + \phi_{11} + \psi_{11},
\]

where \( \phi_{11} \) is the inter-symbol interference (ISI) component given by

\[
\phi_{11} = \sum_{k=1}^{M} \left( h_{11} x_k - h_{21} x_k \right) (s_{k} x_k + h_{21} s_k),
\]

and is Gaussian noise component, i.e.

\[
\psi_{11} = \sum_{k=1}^{M} \left( h_{11} x_k - h_{21} x_k \right) (h_{11} x_k + h_{21} x_k),
\]

Similarly, the received symbol on the antenna RX1 within \( [\beta T_c, 2\beta T_c] \) is determined as

\[
y_{21} = \frac{1}{2} \sum_{k=1}^{M} r_{k}^* \gamma_k - \beta \omega_{k-\beta} + s_{k} x_k \eta_k + \phi_{21} + \psi_{21},
\]

with the ISI and noise-affected components being

\[
\phi_{21} = \sum_{k=1}^{M} \left( h_{11} x_k - h_{21} x_k \right) (h_{11} x_k + h_{21} x_k),
\]

\[10\]
Carrying out the analysis in the same way, the received symbols, $Y_{12}$ and $Y_{22}$ on the antenna RX2 are expressed by

$$
Y_{12} = \frac{1}{2} E_b \begin{bmatrix}
\phi_1^* \\
\phi_2^*
\end{bmatrix} + \psi_{12}
$$

$$
Y_{22} = \frac{1}{2} E_b \begin{bmatrix}
\phi_1^* \\
\phi_2^*
\end{bmatrix} + \psi_{22}
$$

In the analysis, the data symbols are assumed to be real values. Thus, $s_1 = s_1^*$, $s_2 = s_2^*$, and Eq. (13) becomes

$$
Y = HS + \phi + \psi.
$$

To determine the data bits, the matrix $Y$ is multiplied with the conjugate transpose $H^T$ of the channel matrix $H$ as shown below.

$$
[D_1 \ D_2] = H^T Y = Y_{11} \begin{bmatrix}
\phi_1 \\
\phi_2
\end{bmatrix} + \psi_{11}
$$

which can be written in a short form as

$$
Y = HS + \phi + \psi.
$$

To simplify the BER analysis and mathematical expression, the performance of the 2x2 MIMO-HEDCSK system is theoretically evaluated under the following assumptions: (i) Data symbols, $s_1$ or $s_2$, are real binary numbers with either “+1” or “−1” appearing at the output of the data source with the same probability; (ii) The channel is only affected by the Gaussian noise. It means that the values of fading coefficients described in Section 3 are equal to 1, i.e., $h_{m,n} = 1$ for $m, n = 1, 2$. Due to the equivalence of statistical characteristics of $D_1$ and $D_2$, and under the assumptions above, the variable $D_1$ can be represented by

$$
D_1 = U + I + N,
$$

where $U$, $I$, and $N$ are the beneficial information, ISI, and noise-affected components, respectively, which are given as

$$
U = \frac{8}{3} E_b,
$$

$$
I = 4 \sum_{k=1}^{\beta} x_k \gamma x_{k-\beta},
$$

$$
N = \sum_{k=1}^{\beta} \eta_k x_k, \quad \sum_{k=1}^{\beta} \eta_k = \beta + \frac{\beta \eta}{3}.
$$

For the generation of chaotic sequences, the system uses the 2nd-order polynomial Chebyshev function, i.e., $x_{k+1} = 2x_k^2 - 1$, with the mean values of $E[x_k]$ and $E[x_k^2] = 0.5$ [26]. Suppose that the value $\beta$ is large enough so that the correlation values of the independent elements, $I$ and $N$, are approximate to zero. The average value of $D_1$ can be calculated as

$$
E[D_1] = E[U] + E[I] + E[N]
$$

Next, the variance of $D_1$ is determined by

$$
\text{Var}[D_1] = \text{Var}[U] + \text{Var}[I] + \text{Var}[N]
$$

The data bits are finally recovered by

$$
s_1 = \begin{cases} 1 & D_1 > 0, \\ 0 & D_1 \leq 0. \end{cases}
$$

$$
s_2 = \begin{cases} 1 & D_2 > 0, \\ 0 & D_2 \leq 0. \end{cases}
$$

The BER equation can be rewritten as:
with the Q function defined as \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-t^2/2} dt \) [27].

Let us consider the elements within the brackets of Eq. (27). For a fixed value of \( \beta \), BER value is inversely proportional to the ratio \( \frac{E_b}{N_0} \). In the case of the ratio \( \frac{E_b}{N_0} \) being fixed, the increment of \( \beta \) leads to the decrement of both 1st element, \( \frac{3}{4E_b} \), and the increment of 3rd element, \( \frac{9}{264E_b^2} \), and vice versa. It means that for each fixed value of \( \frac{E_b}{N_0} \), there is always a corresponding optimal value of \( \beta \), i.e., \( \beta_{opt} = \frac{18E_b}{9 + 264E_b^2} \), at which happening, \( \frac{E_b}{N_0} \) gets its minimum, and the system achieves a minimum BER. Based on Eq. (27), the minimum BER value at \( \beta_{opt} \) can be determined by

\[
\text{BER}_{\text{Min}} = \left( \frac{2}{\sqrt{3}} \right) \left( \frac{1}{2} \right)^{0.5}.
\]

which can be considered to be the asymptotic BER of 2x2 MIMO-HE-DCSK system.

**Simulation results**

In this section, a Monte Carlo simulation is carried out and the simulated results are shown to verify the theoretical performance obtained by the above analysis.

BER performance of MIMO-HE-DCSK by means of both the theoretical analysis and numerical simulation in the cases of \( \beta = 10 \), \( \beta = 50 \), and \( \beta = 100 \) are presented in Figure 3. A good match is observed between the analyzed and simulated results for all different values of \( \frac{E_b}{N_0} \) and spreading factor. For the ratio \( \frac{E_b}{N_0} \) less than 7.5dB, the BER performance gets better when the value of \( \beta \) increases from 10 to 100. In contrast, with \( \frac{E_b}{N_0} \) greater than 7.5dB, the system in the cases of \( \beta = 10 \) and \( \beta = 50 \) performs worst and best, respectively.

To elaborate the dependence of system performance on the spreading factor, Figure 4 presents the theoretical and numerical BER curves versus \( \beta \) in the cases of \( \frac{E_b}{N_0} = 3 \)dB, 7dB, and 9dB. It clearly appears that in the value range of \( \beta \) from 40 to 140, the increment of \( \beta \) increases the BER values. BERs in the cases of \( \frac{E_b}{N_0} = 3 \)dB, 7dB, and 9dB are found to achieve their minimum values at \( \beta = 10, 27, \) and 42, respectively. These results verify the asymptotic behavior of the system determined by Eq. (28). In particular, good performance is obtained for low spreading factor, and BER performance gets better when the value of \( \beta \) increases from 10 to 100. In contrast, with \( \frac{E_b}{N_0} \) greater than 7.5dB, the system in the cases of \( \beta = 10 \) and \( \beta = 50 \) performs worst and best, respectively.

**Figure 3.** BER versus \( \frac{E_b}{N_0} \) with different values of spreading factor

**Figure 4.** BER versus the spreading factor with different values of \( \frac{E_b}{N_0} \)

**Figure 5.** BER comparison over AWGN channel between DCSK [9], HE-DCSK [15], 2x2 MIMO-DCSK [22], and 2x2 MIMO-HE-DCSK
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