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ABSTRACT
Recent advances in linguistic steganalysis have successively applied CNN, RNN, GNN and other efficient deep models for detecting secret information in generative texts. These methods tend to seek stronger feature extractors to achieve higher steganalysis effects. However, we have found through experiments that there actually exists significant difference between automatically generated stego texts and carrier texts in terms of the conditional probability distribution of individual words. Such kind of difference can be naturally captured by the language model used for generating stego texts. Through further experiments, we conclude that this ability can be transplanted to a text classifier by pre-training and fine-tuning to improve the detection performance. Motivated by this insight, we propose two methods for efficient linguistic steganalysis. One is to pre-train a language model based on RNN, and the other is to pre-train a sequence autoencoder. The results indicate that the two methods have different degrees of performance gain compared to the randomly initialized RNN, and the convergence speed is significantly accelerated. Moreover, our methods achieved the best performance compared to related works, while providing a solution for real-world scenario where there are more cover texts than stego texts.

Index Terms—Linguistic steganalysis, language model, natural language processing, deep learning, security.

1. INTRODUCTION
Steganography [1] embeds secrets in public carriers without being easily noticed by the monitor. The carrier can be generally arbitrary media. As an important carrier for people to communicate with each other in daily life, natural language is actually quite suitable for steganography, which is referred to as linguistic steganography (LS). The advantage is that LS can be easily concealed by the huge number of social activities.

Conventional LS mainly includes two categories: modification based and generation based. The former modifies a given text carrier to realize the embedding of secret information such as [2] [3] [4] [5]. Since a text is often highly coded, a significant disadvantage for modification based methods is that the maximum size of embeddable payload is small. The latter trains a language model (LM) on a corpus so that secret information can be embedded during text generation according to the LM. Compared to modification based methods, this category allows more data to be embedded. Moreover, texts generated by a well-trained LM are more semantically natural, implying that generation based methods tend to generate stego texts with higher quality. It motivates many scholars to propose generation based LS methods [6] [7] [8] [9] [10].

As the opposite of steganography, a goal of steganalysis is to detect whether there is secret data embedded in the media. We urgently need to develop a steganalysis system with efficient detection capabilities to deal with threats caused by generative LS. Early steganalysis methods [11] [12] [13] feed manually-crafted features into an ordinary classifier such as support vector machine for text classification. They are no longer sufficient to detect generative LS. Recently, increasing works use deep learning [14] for efficient linguistic steganalysis. It enables a deep neural network to automatically extract the discriminative features for classification by an end-to-end fashion. E.g., Yang et al. [15] map the words in a given text to a semantic space and extract the correlation features between words using a hidden layer for final classification. Wen et al.
use convolution kernels of different sizes to extract text features to achieve steganalysis. Yang et al. [17] use recurrent neural network (RNN) [18] to mine the distribution difference between stego texts and carrier texts for steganalysis. In recent, Wu et al. [19] successfully apply graph neural network (GNN) to linguistic steganalysis.

The above methods treat linguistic steganalysis as an ordinary text classification task, focusing on improving the model architecture and finding stronger feature extractors. The consequence of this research trend is that the development of linguistic steganalysis always relies on the development of deep feature representation technologies. However, unlike LS that directly modifies given unrelated carrier texts, generative LS should pre-train a LM and then use the LM for embedding and extraction, causing the generated texts to inevitably expose the statistical characteristics to the LM, implying that uniting LM may bring us a new direction to move forward.

In this paper, we propose two methods for efficient linguistic steganalysis. One is to pre-train a language model based on RNN, and the other is to pre-train a sequence autoencoder. Experiments show that both outperform the randomly initialized RNN and the best detection performance is achieved in strict data-balanced scenario. This work has verified the effectiveness of pre-training LM for linguistic steganalysis, while firstly providing a solution for real-world scenario where there are more cover texts than stego texts.

The rest will be organized as follows. We introduce the proposed method in Section 2. Experiments and analysis are provided in Section 3. We conclude this paper in Section 4.

2. PROPOSED METHOD

2.1. Motivation

A well-trained LM used for LS naturally exposes statistical characteristics of stego texts. To explain this, we train a LM on MOVIE [20] and use the method in [9] (with fixed-length coding) for generating stego texts with the trained LM. We randomly choose 1,000 stego texts generated by the trained LM for each data embedding and 1,000 carrier texts from the dataset. Notice that, the used LM architecture is the same as [9]. We use the well-trained LM to determine the perplexity [17] for a text \( w = (w_1, w_2, \ldots, w_n) \), where \( n \) is the number of words. The perplexity can be expressed as:

\[
\text{Perp}(w) = 2^{-\frac{1}{n} \sum_{i=1}^{n} \log_2 \text{Pr}(w_i|w_{i-1}, w_{i-2}, \ldots)}, \tag{1}
\]

where \( \text{Pr}(w_1, w_2, \ldots, w_n) = \prod_{i=1}^{n} \text{Pr}(w_i|w_{i-1}, w_{i-2}, \ldots, w_1) \) can be estimated by the LM. For each word position \( i \in [1, n] \), we can also determine a perplexity as \( \text{Perp}(w_i) = 2^{-\log_2 \text{Pr}(w_i|w_{i-1}, w_{i-2}, \ldots, w_1)} \), which is defined as position-wise perplexity. Fig. 1 shows the (mean) position-wise perplexities. E.g., for the stego texts embedded with 1 bpw (bits per word) and a specified position, we compute the position-wise perplexity. The mean perplexity is then used as the result.

As shown in Fig. 1, there is clear difference between stego texts and carrier texts in terms of the conditional probability distribution of individual words, and the LM has the ability to characterize the difference. We show the perplexity distribution corresponding to Eq. (1) in Fig. 2. It could be inferred that we can distinguish most stego texts from normal ones by choosing a threshold (though the performance is not the best).

In mainstream steganalysis frameworks, the LM applied to LS is not available to the steganalyzer, who only holds some labeled carrier/stego texts for training a classifier. The practical reason is that a steganographic system is deemed secure (to a certain extent) if it manages to fool the steganalyzer even under such disadvantageous condition. It inspires us to exploit carrier texts for giving some prior knowledge to a steganalysis model by pre-training [21, 23, 24]. The pre-trained parameters are used for parameter initialization for the subsequent steganalysis task to improve the detection performance.

To explain that pre-training with carrier texts indeed has the ability to capture statistical characteristics of stego texts, we use two RNNs with different parameters to represent two LMs for analyzing the perplexities. One was randomly initialized. The other was trained with 10,000 carrier texts randomly chosen from the aforementioned dataset. The LM architecture refers to Ref. [9]. Fig. 3 shows the results tested on 1,000 carriers and 1,000 stegos mentioned above. There was no intersection between carrier texts used for training and carrier texts for testing. In Fig. 3, there is no distinguishable perplexity difference between carrier texts and stego texts for the randomly initialized RNN. However, there is remarkable
Fig. 5. Explanation for training (a) LM-RNN model and (b) AE-RNN model. The parameters are randomly initialized during the pre-training phase. The pre-trained parameters are then used to initialize the corresponding RNN based steganalysis model.

difference for the trained RNN, indicating that pre-training can learn prior knowledge for detecting stego texts, and thus has potential to enhance the steganalysis performance.

2.2. Recurrent Neural Network

We propose two pre-training methods to obtain superior steganalysis performance. One is to pre-train a traditional LM based on RNN (denoted by LM-RNN), and the other is to use a sequence autoencoder [25] to encode a text into a vector and then produce the prediction result (denoted by AE-RNN).

RNN is the most popular neural network structure in natural language processing since its recurrent structure is suitable for processing sequences of variable lengths. The original RNN has the problem with exploding or vanishing gradients, making it difficult to learn long-term dependency. To this end, we use a variant of RNN, i.e., long and short-term memory (LSTM) [18], that can effectively deal with the above problem. We refer the reader to [18, 27] for details about LSTM.

A common strategy of RNN is to project the hidden vector into the output space, and then use “softmax” [14] to convert it into the probabilistic space for classification or other purposes. For example, to train a LM, we project the hidden vector at each moment into the dictionary-sized output space to predict the next word. To perform steganalysis, we project the hidden state at the last moment to the output vector with a size of 2, thereby classifying a text as carrier or stego.

2.3. Pre-training and Linguistic Steganalysis

We introduce two RNN based methods for steganalysis. As shown in Fig. (4, 5), both have two steps. First, carrier texts in the training set are used for pre-training. Then, the pre-trained parameters are used to initialize the model to perform regular steganalysis. Referring to Fig. 5, there are two ways for pretraining. One way is to train a traditional LM. The other is to train a sequence autoencoder, i.e., using the encoder to encode the text into a vector (that is, the hidden vector at the last moment), and then using this vector as the initial hidden vector to reconstruct the input text with the decoder. One thing to note is that the encoder and the decoder use the same LSTM network, which also means that their weights are the same.

In this study, we use the pre-trained LSTM parameters with useful prior knowledge for parameter initialization of the steganalysis model, which can improve the steganalysis performance and the convergence efficiency compared to random initialization. The specific process is briefly described as follows. We input a text into the pre-trained LSTM network and project the hidden vector at the last moment to the output vector containing two elements using a fully-connected layer. The softmax function is then used to further transform the real vector into a probability vector. During training, we minimize the cross entropy between the prediction distribution and the ground-truth distribution. During testing, a text is classified as carrier or stego based on the prediction result.

3. EXPERIMENTAL RESULTS AND ANALYSIS

The tested LS methods include RNN-Steg [9] and Bins [6]. For RNN-Steg, two information encoding methods, i.e., fixed-length coding (FLC) and variable-length coding (VLC), were tested in the text generation stage. The details of FLC and VLC can be found in [9]. The two datasets MOVIE [20] and TWITTER [26] were used to train LMs. The mean length of sentences for MOVIE and TWITTER are around 20 and 10. The numbers of sentences for them approach $1.3 \times 10^6$ and $2.6 \times 10^6$. Both datasets have near $5 \times 10^4$ words. Each trained LM was used to produce $1 \times 10^4$ stego texts with the corresponding embedding rate. These stego texts together with carrier texts (randomly chosen from the original corpus) were used for steganalysis. For each dataset, 70% texts were used for training and 30% for testing. In addition, 10% training texts were used for validation.

For pre-training, the hyperparameters of two pre-training methods were the same. The tokenizer used in this paper was consistent with that in BERT. A word was mapped to a 128-D vector through an embedding layer. The dropout function after the embedding layer took a retention probability of 0.5. The number of layers of RNN was set to 2, the hidden vector was 256-D. The learning rate was $10^{-3}$, and the Adam
optimizer was used. For pre-training, the batch size was 128 and the number of epochs was 50. After pre-training, we directly used the pre-trained model parameters as the initial values for steganalysis training, so the hyperparameters were unchanged, but a fully connected layer was added after the last hidden vector to map it to a vector sized 2, from which we can get a probability vector by softmax. Two common indicators [16]: Accuracy (Acc) and F1 score (F1), were used.

We compare our work with GNN [19], fully connected network (FCN) [15], convolutional neural network (CNN) [16] and RNN [17]. To show the improvement brought by our models when compared to the randomly initialized RNN model, the hyperparameter settings for the RNN model used in [17] are consistent with ours. Table 1 shows the results, from which we conclude that: First, the proposed LM-RNN and AE-RNN have achieved the best detection results, which inspires us to collect carrier texts as many as possible in practice so as to achieve superior steganalysis performance.

| Table 1. Detection results using different steganalysis models under different experimental conditions. |
|---------------------------------------------------------------|
| **Steganalysis model** | **Dataset** | **LS method** | **bwp** | **Acc** | **F1** | **Acc** | **F1** | **Acc** | **F1** | **Acc** | **F1** |
|------------------------|-------------|---------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| LM-RNN | MOVIE [20] | 2 | 0.9949 | 0.9908 | 0.9548 | 0.9510 | 0.9022 | 0.9124 | 0.9487 | 0.9916 |
| RNN [17] | TWITTER [26] | 2 | 0.9947 | 0.9906 | 0.9548 | 0.9510 | 0.9022 | 0.9124 | 0.9487 | 0.9916 |
| AE-RNN | VLC [9] | 2 | 0.9947 | 0.9906 | 0.9548 | 0.9510 | 0.9022 | 0.9124 | 0.9487 | 0.9916 |
| CNN [16] | FLC [9] | 2 | 0.9947 | 0.9906 | 0.9548 | 0.9510 | 0.9022 | 0.9124 | 0.9487 | 0.9916 |
| GNN [19] | Bins [6] | 2 | 0.9947 | 0.9906 | 0.9548 | 0.9510 | 0.9022 | 0.9124 | 0.9487 | 0.9916 |

For each point, we collect nine loss values (since there are three LS algorithms and three different embedding rates) and determine the mean value as the result.

4. CONCLUSION

We found through experiments that the well-trained language model has the ability to model the distribution difference between carrier texts and steganographic texts. This ability can be passed to the classifier through pre-training and finetuning to improve the performance of subsequent steganalysis. Motivated by this important insight, we propose two methods for enhancing the performance of RNN-based steganalysis models. The experimental results have shown that the two methods have achieved the best performance compared to related works and can greatly improve the training efficiency.
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