SHORT PROOFS OF REFINED SHARP CAFFARELLI-KOHN-NIRENBERG INEQUALITIES
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Abstract. This note relies mainly on a refined version of the main results of the paper [3] by F. Catrina and D. Costa. We provide very short and self-contained proofs. Our results are sharp and minimizers are obtained in suitable functional spaces. As main tools we use the so-called expand of squares method to establish sharp weighted $L^2$-Caffarelli-Kohn-Nirenberg (CKN) inequalities and density arguments.

1. Introduction

Our paper is mainly motivated by the sharp $L^2$-Caffarelli-Kohn-Nirenberg (CKN) inequalities of the form
\[
\int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \, dx \int_{\mathbb{R}^N} \frac{|
abla u|^2}{|x|^{2b}} \, dx \geq C^2(N, a, b) \left( \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \, dx \right)^2, \quad u \in C^{\infty}_0(\mathbb{R}^N \setminus \{0\}),
\]
which were established by Catrina and Wang in [1] for $a = b + 1$, and Catrina and Costa in [3, Th. 1] for general $a, b \in \mathbb{R}$. The most general family of CKN inequalities were first introduced and studied in [1, 2] as a necessity when studying well-posedness and regularity of solutions to certain Navier-Stokes equations. In these pioneering works the authors did not address the sharp constant $C(N, a, b)$ (i.e., the largest constant $C(N, a, b)$ such that (1.1) is true). It was later when various contributors studied the problem of determining sharp constants and existence/non-existence of extremizers for general CKN inequalities with specific parameter values; see for instance [3], [4], [5], [6], [7].

In the present paper, we refine the sharp CKN inequalities given by (1.1) established by replacing the gradient term with a term in terms of the radial derivative operator. Namely, we prove the sharp refined CKN inequalities
\[
\int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \, dx \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \, dx \geq \tilde{C}^2(N, a, b) \left( \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \, dx \right)^2, \quad u \in C^{\infty}_0(\mathbb{R}^N \setminus \{0\}),
\]
where $\tilde{C}(N, a, b)$ denotes the sharp constant and $(a, b) \in \mathbb{R}^2$ are again arbitrary parameters. In [3] the authors first proved (1.1) for certain parameter values and then, to achieve sharpness for the remaining parameter values, they relied on the technical tools of spherical harmonics and the Kelvin transform. Our proof provides an elementary way to simultaneously obtain the sharp inequality (1.1) for all parameter values $(a, b) \in \mathbb{R}^2$.
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Now, it is easy to see that the sharp constant \( C(N,a,b) \) in (1.1) may be obtained as the infimum of a certain energy functional:

\[
C(N,a,b) := \inf_{u \in C^0_0(\mathbb{R}^N \setminus \{0\})} E(u), \quad \text{where } E(u) := \left( \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \, dx \right)^{1/2} \left( \int_{\mathbb{R}^N} \frac{|\nabla u|^2}{|x|^{2a}} \, dx \right)^{1/2}.
\]

Moreover, it turns out that the expression for the sharp constant and the functional form of the extremizers depend on where the parameters \((a,b)\) lie in the plane \(\mathbb{R}^2\). Thus, following [3], we define

\[
\mathcal{A}_1 := \{ (a,b) \mid b + 1 - a > 0, \ b \leq (N - 2)/2 \}, \quad \mathcal{A}_2 := \{ (a,b) \mid b + 1 - a < 0, \ b \geq (N - 2)/2 \}, \\
\mathcal{A} := \mathcal{A}_1 \cup \mathcal{A}_2, \\
\mathcal{B}_1 := \{ (a,b) \mid b + 1 - a < 0, \ b \leq (N - 2)/2 \}, \\
\mathcal{B}_2 := \{ (a,b) \mid b + 1 - a > 0, \ b \geq (N - 2)/2 \}, \\
\mathcal{B} := \mathcal{B}_1 \cup \mathcal{B}_2.
\]

We also note that, along with \( C = \{ (a,b) \mid a = b + 1 \} \), the sets \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \) partition the parameter plane \( \mathbb{R}^2 \), and that \( \mathcal{C} \) is a sort of interface between \( \mathcal{A} \) and \( \mathcal{B} \). In fact, \( \mathcal{C} \) is precisely where (1.1) fails to have extremizers.

The main result in [3] is the following theorem (statement taken from the original paper mót-á-mót):

**Theorem 1.1** (Theorem 1, [3]). According to the location of the points \((a,b)\) in the plane, we have:

(a) In the region \( \mathcal{A}_1 \), the best constant is \( C(N,a,b) = \frac{|N-(a+b+1)|}{2} \) and it is achieved by the functions \( u(x) = D \exp(\frac{t|t|^{b+1-a}}{b+1-a}) \), with \( t < 0 \) in \( \mathcal{A}_1 \) and \( t > 0 \) in \( \mathcal{A}_2 \), and \( D \) a nonzero constant.

(b) In the region \( \mathcal{B}_1 \), the best constant is \( C(N,a,b) = \frac{|N-(b-a+2)|}{2} \) and it is achieved by the functions \( u(x) = D|x|^{2(b+1)-N} \exp(\frac{t|x|^{b+1-a}}{b+1-a}) \), with \( t > 0 \) in \( \mathcal{B}_1 \) and \( t < 0 \) in \( \mathcal{B}_2 \).

(c) In addition, the only values of the parameters where the best constant is not achieved are those on the line \( a = b + 1 \) where the best constant is \( C(N,b+1,b) = \frac{|N-2(b+1)|}{2} \).

While the constants \( C(N,a,b) \) obtained in Theorem 1.1 are sharp, the extremizers (in cases (a) and (b)) do not belong to \( C^0_0(\mathbb{R}^N \setminus \{0\}) \) (the obtained extremizers are neither smooth enough, nor compactly supported, nor necessarily vanishing at the origin \( x = 0 \), etc.). Moreover, the arguments in [3] are carried out for functions with the assumption of \( C^0_0(\mathbb{R}^N \setminus \{0\}) \) regularity. Thus, in order to properly study extremal properties of (1.1), it is necessary to introduce larger function spaces which contain \( C^0_0(\mathbb{R}^N \setminus \{0\}) \), and so that the extremizers may be approximated by \( C^0_0(\mathbb{R}^N \setminus \{0\}) \) functions in the appropriate norm. In particular, the authors in [3] introduced the energy space \( H^1_{a,b} \) as the completion of \( C^0_0(\mathbb{R}^N \setminus \{0\}) \) in the weighted Sobolev norm

\[
\|u\|_{H^1_{a,b}} := \left( \int_{\mathbb{R}^N} \left[ \frac{\|
abla u\|^2}{|x|^{2a}} + \frac{|u|^2}{|x|^{2a}} \right] \, dx \right)^{1/2},
\]

(1.5)
to serve for the study of non-trivial solutions to some classes of second order nonlinear PDE. However, the space \( H^1_{a,b} \) was omitted both in the statement and the original proof of Theorem 1.1. On the other hand, it is easy to see that, by density and definition
of $H^{1}_{a,b}$, the inequality (1.1) holds for functions in $H^{1}_{a,b}$, and, moreover, by density and Fatou’s lemma, there holds
\[
C(N, a, b) = \inf_{u \in C^{0}_{\infty}(\mathbb{R}^{N} \setminus \{0\}), u \neq 0} E(u) = \inf_{u \in H^{1}_{a,b}, u \neq 0} E(u).
\]
However, from our point of view, it is not clear by default that the minimizers emphasized in Theorem [1.1] belong to the energy space $H^{1}_{a,b}$. Of course, if $u$ was a minimizer from Theorem [1.1] then one could easily check that the norm $\|u\|_{H^{1}_{a,b}}$ is finite; however, one also needs to ensure that $u$ can be approximated by $C^{0}_{0}(\mathbb{R}^{N} \setminus \{0\})$ functions in the $H^{1}_{a,b}$-norm. In this paper, we explicitly show that the extremizers of our refinement (1.2) of (1.1) may be approximated by $C^{0}_{0}(\mathbb{R}^{N} \setminus \{0\})$ functions with respect to the appropriate weighted Sobolev norm. It will be easy to see that this argument may be performed for the extremizers of (1.1) with respect to the $H^{1}_{a,b}$ norm.

Our main contributions are stated in Section [2] and proved in Section [3].

**Novelty of the paper.** To resume, the new insights of this paper are mainly based on the following aspects:

- We improve the sharp CKN inequalities (1.1) from [3] by relaxing the gradient term $|\nabla u|$ with the radial derivate term $|\partial_{r} u| = \frac{|x \cdot \nabla u|}{|x|}$ (see (1.2)).
- We provide a very short and compact proof of the refined CKN inequalities. As a consequence, this provides an elementary and spherical harmonic-free proof for the results in [3].
- We rigorously define the notion of minimizers and show their membership to suitable weighted Sobolev spaces.

### 2. Main results

In order to establish the proper functional setting for our main results we introduce the space $\mathcal{H}^{1}_{a,b}$ defined by
\[
\mathcal{H}^{1}_{a,b} := \left\{ \tilde{u} \in C^{0}_{0}(\mathbb{R}^{N} \setminus \{0\}) \mid \|\tilde{u}\|_{\mathcal{H}^{1}_{a,b}} : = \left( \int_{\mathbb{R}^{N}} \left[ \frac{|x \cdot \nabla u|^{2}}{|x|^{2b+2}} + \frac{|u|^{2}}{|x|^{2a}} \right] dx \right)^{1/2} \right\}; (2.1)
\]
i.e., $\mathcal{H}^{1}_{a,b}$ is the completion of $C^{0}_{0}(\mathbb{R}^{N} \setminus \{0\})$ with respect to the weighted Sobolev norm $\|\cdot\|_{\mathcal{H}^{1}_{a,b}}$.

Next we remark that the best constant in the refined $L^{2}$-CKN inequalities (1.2) may be computed as
\[
\tilde{C}(N, a, b) := \inf_{u \in C^{0}_{0}(\mathbb{R}^{N} \setminus \{0\}), u \neq 0} \tilde{E}(u), \quad \text{where} \quad \tilde{E}(u) := \frac{\left( \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2a}} dx \right)^{1/2} \left( \int_{\mathbb{R}^{N}} \frac{|x \cdot \nabla u|^{2}}{|x|^{2b+2}} dx \right)^{1/2}}{\int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2a+2}} dx}. (2.2)
\]
Of course, we also have $\tilde{C}(N, a, b) := \inf_{u \in \mathcal{H}^{1}_{a,b}, u \neq 0} \tilde{E}(u)$.

We may now state our main result which refines Theorem [1.1].

**Theorem 2.1.** According to the location of the points $(a, b)$ in the plane, we have:

(a) In the region $A$, the best constant is $\tilde{C}(N, a, b) = \frac{|N-(a+b+1)|}{2}$ and it is achieved in $\mathcal{H}^{1}_{a,b}$ by the functions
\[
u_{A}(x) = D \left( \frac{x}{|x|} \right) \exp \left( \frac{t|x|^{b+1-a}}{b + 1 - a} \right), (2.3)
\]
with $t < 0$ in $A_1$ and $t > 0$ in $A_2$, and $D : S^{N-1} \to \mathbb{R}$ is such that $x \mapsto D \left( \frac{x}{|x|} \right) \in C^1(\mathbb{R}^N \setminus \{0\})$.

(b) In the region $B$, the best constant is $\tilde{C}(N,a,b) = \frac{|N-(3b-a+3)|}{2}$ and it is achieved in $H^1_{a,b}$ by the functions

$$u_B(x) = D \left( \frac{x}{|x|} \right) |x|^{2(b+1)-N} \exp \left( \frac{t|x|^{b+1-a}}{b+1-a} \right),$$

with $t > 0$ in $B_1$ and $t < 0$ in $B_2$, and $D : S^{N-1} \to \mathbb{R}$ is such that $x \mapsto D \left( \frac{x}{|x|} \right) \in C^1(\mathbb{R}^N \setminus \{0\})$.

(c) In the degenerate case $a = b+1$, the CKN type inequality (1.2) reduces to the weighted Hardy inequality

$$\int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \, dx \geq \tilde{C}^2(N,b+1,b) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2b+2}} \, dx.$$  

(2.5)

The best constant is $\tilde{C}(N,b+1,b) = \frac{|N-2(b+1)|}{2}$ and is not achieved in $H^{1}_{b+1,b}$.

**Remark 2.1.** Theorem 2.1 implies Theorem 1.1.

Indeed, the diffeomorphism $L : (0, \infty) \times S^{N-1} \to \mathbb{R}^N \setminus \{0\}, L(r, \sigma) = r\sigma$ allows us to write in spherical coordinates:

$$x = r\sigma, \quad r := |x|, \quad \sigma := \frac{x}{|x|}.$$ 

Then the radial derivative operator is defined by

$$\mathcal{R} := \partial_r = \frac{x}{|x|} \cdot \nabla$$

and so

$$\|u\|_{H^1_{a,b}} = \left( \int_{\mathbb{R}^N} \left[ \frac{\mathcal{R}u}{|x|^{2b}} + \frac{|u|^2}{|x|^{2a}} \right] \, dx \right)^{1/2}.$$ 

Since

$$|\mathcal{R}u| \leq |\nabla u|, \quad \forall u \in C^\infty_0(\mathbb{R}^N \setminus \{0\}),$$

we have $\|u\|_{H^1_{a,b}} \leq \|u\|_{H^1_{a,b}}$ and therefore $H^{1}_{a,b} \subset H^{1}_{a,b}$.

As a consequence of this, it is straightforward to see that Theorem 2.1 implies Theorem 1.1 by taking the functions $D = D(x/|x|)$ in the expressions of the minimizers as constant functions in which case we have $|\nabla u| = |\mathcal{R}u|$ and $\|u\|_{H^1_{a,b}} = \|u\|_{H^1_{a,b}}$.

**Remark 2.2.** Observe that the minimizers of inequality (1.2) in Theorem 2.1 are not necessary radially symmetric, which is in contrast to the minimizers of inequality (1.1) since the minimizers of (1.1) are always radially symmetric.

3. **Proof of Theorem 1.2**

We prove Theorem 1.2 in four main steps. The first step in the proof is the following lemma.
3.1. A key inequality.

**Lemma 3.1.** We have that
\[
\int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \, dx \int_{\mathbb{R}^N} \left| \frac{x \cdot \nabla u}{|x|^{2b+2}} \right|^2 \, dx > \min \left\{ \frac{|N - (a + b + 1)|^2}{4}, \frac{|N - (3b - a + 3)|^2}{4} \right\} \left( \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \, dx \right)^2 ,
\]
for any \( a, b \in \mathbb{R} \) and any \( u \in C_0^\infty(\mathbb{R}^N \setminus \{0\}) \). In consequence,
\[
\tilde{C}^2(N, a, b) \geq \min \left\{ \frac{|N - (a + b + 1)|^2}{4}, \frac{|N - (3b - a + 3)|^2}{4} \right\}.
\]
(In fact, we will see later that equality holds in (3.2).)

**Proof of Lemma 3.1.** We apply the expanding the square method for three terms as follows (note that, in [5], the authors used only two terms in the expansion). Namely, the square that will be expanded takes the form
\[
S := \int_{\mathbb{R}^N} |x|^{-b-1} x \cdot \nabla u + t|x|^{-a} u + s|x|^{-b-1} u^2 \, dx,
\]
where \( s, t \) are real parameters to be chosen.

Expanding \( S \) we get
\[
S = \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} + t^2 \frac{|u|^2}{|x|^{2a}} + s^2 \frac{|u|^2}{|x|^{2b+2}} \, dx
+ 2t \int_{\mathbb{R}^N} \frac{u}{|x|^{a+b+1}} x \cdot \nabla u \, dx + 2s \int_{\mathbb{R}^N} \frac{u}{|x|^{a+b+1}} \, dx + 2st \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \, dx.
\]
Using the divergence theorem, we have for any real \( d \) that
\[
\int_{\mathbb{R}^N} \frac{1}{|x|^{d+1}} u (x \cdot \nabla u) \, dx = -\frac{(N - d - 1)}{2} \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{d+1}} \, dx.
\]
Combining these computations we obtain
\[
S = \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} + t^2 \frac{|u|^2}{|x|^{2a}} + s^2 \frac{|u|^2}{|x|^{2b+2}} \, dx
- (N - a - b - 1) t \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \, dx
- (N - 2b - 2) s \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2b+2}} \, dx
+ 2st \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \, dx.
\]
Or
\[
S = \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \, dx + t^2 \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \, dx + t (2s - (N - a - b - 1)) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \, dx
+ s (s - (N - 2b - 2)) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2(b+1)}} \, dx.
\]
Observe that all the terms that we need are in the first line of (3.3). Therefore we need to choose \( s = 0 \) or \( s = N - 2b - 2 \) to make the last term disappear.
The case \( s = 0 \). Then we get
\[
0 \leq S = \int_{\mathbb{R}^N} \frac{|x|^{-b-1} x \cdot \nabla u + t |x|^{-a} u|^2}{2} \ dx
\]
\[
= t^2 \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \ dx - t (N - a - b - 1) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \ dx + \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \ dx,
\]
\[\implies A t^2 - (N - a - b - 1) B t + C, \quad \forall t \in \mathbb{R}. \tag{3.4}\]
From (3.4) we must have non-positive discriminant, i.e., \( \delta := (N-a-b-1)^2 B^2 - 4AC \leq 0 \) which is equivalent to
\[
\int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \ dx \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \ dx \geq \frac{|N - (a + b + 1)|^2}{4} \left( \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \ dx \right)^2. \tag{3.5}\]
The equality in (3.5) (i.e. \( \delta = 0 \)) implies
\[
S = 0 \text{ with the double root } t := \frac{(N - a - b - 1) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \ dx}{2 \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \ dx}. \tag{3.6}\]
In fact, this extends to any \( t \) such that \( \text{sgn} t(N - a - b - 1) = 1 \) unless \( a = b + 1 \), since (3.5) is invariant under dilatations (if \( u \) is a minimizer also \( x \mapsto u(\lambda x) \) for any \( \lambda \neq 0 \) is a minimizer).

The case \( s = N - 2b - 2 \). Then from (3.3) we get
\[
0 \leq S = \int_{\mathbb{R}^N} \frac{|x|^{-b-1} x \cdot \nabla u + t |x|^{-a} u + (N - 2b - 2) |x|^{-b-1} u|^2}{2} \ dx
\]
\[
= \frac{t}{\int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \ dx} \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \ dx + t^2 \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \ dx + t (N - 3b + a - 3) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \ dx, \quad \forall t \in \mathbb{R} \tag{3.7}\]
Similarly as in the case \( s = 0 \), (3.7) implies
\[
\int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \ dx \int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \ dx \geq \frac{|N - (3b - a + 3)|^2}{4} \left( \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \ dx \right)^2. \tag{3.8}\]
The equality in (3.8) implies that (from (3.7))
\[
S = 0 \text{ with the double root } t := - \frac{(N - 3b + a - 3) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{a+b+1}} \ dx}{2 \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2a}} \ dx}. \tag{3.9}\]
In fact, this extends to any \( t \) such that \( \text{sgn} t(N - 3b + a - 3) = 1 \) unless \( a = b + 1 \), since (3.8) is invariant under dilatations (if \( u \) is a minimizer also \( x \mapsto u(\lambda x) \) for any \( \lambda \neq 0 \) is a minimizer). Consequently, combining (3.5)-(3.8) we finally obtain (3.1) and the proof of this lemma is complete. \( \square \)

The second step in the proof consists of showing that the right hand side in (3.1) coincides with the best constant \( \tilde{C}(N, a, b) \) claimed in Theorem 2.1 for all parameter values.

3.2. The constant \( \tilde{C}(N, a, b) \). Let us establish explicitly the constant in the right hand side in (3.1). For that we have to see when \( |N - (a + b + 1)| \geq |N - (3b - a + 3)| \) or the reverse. Easy computations lead to
\[
T := |N - (a + b + 1)|^2 - |N - (3b - a + 3)|^2 = (b - a + 1)(N - 2 - 2b) \tag{3.10}\]
We note that $T \geq 0$ when $(a, b) \in \mathcal{B}$ and $T \leq 0$ when $(a, b) \in \mathcal{A}$. So,
\[
\min \left\{ \frac{|N-(a+b+1)|^2}{4}, \frac{|N-(3b-a+3)|^2}{4} \right\} = \left\{ \begin{array}{ll}
\frac{|N-(a+b+1)|^2}{4}, & \text{when } (a, b) \in \mathcal{A} \\
\frac{|N-(3b-a+3)|^2}{4}, & \text{when } (a, b) \in \mathcal{B}
\end{array} \right. .
\]

Notice that the constant in (3.11) is always positive.

In the degenerate case $a = b + 1$, in which case $(a, b) \not\in \mathcal{A} \cup \mathcal{B}$, we obtain $T = 0$. So, in this case the two constants are equal to $\frac{|N-2(b+1)|}{2}$.

The third step in the proof is to determine the candidate minimizers for the best constant $\tilde{C}(N, a, b)$.

3.3. Determination of minimizers. The case $\tilde{C}(N, a, b) = \frac{|N-(a+b+1)|}{2}$. In view of (3.5) the possible minimizers satisfy the first order PDE
\[
|x|^{-b-1}x \cdot \nabla u + t|x|^{-a}u = 0, \quad x \neq 0,
\]
for some real value $t$ as in (3.6). Dividing by $u \neq 0$ we get
\[
\frac{\partial_t u}{u} = -t|x|^{-b-a} = -t r^{b-a}.
\]

- If $b - a + 1 \neq 0$ then our PDE is equivalent to
\[
\partial_r \left( \log |u| + t \frac{r^{b-a+1}}{b-a+1} \right) = 0.
\]

This implies $\log |u| + t \frac{r^{b-a+1}}{b-a+1} = C_2(\sigma)$ (constant in $r$) from where we obtain the solutions
\[
u(x) = D \left( \frac{x}{|x|} \right) \exp \left( -\frac{t}{b-a+1} |x|^{b-a+1} \right).
\]

Direct computations lead to $\|u\|_{\mathcal{H}^1_{a,b}} < \infty$ if $\text{sgn}(t \frac{r^{b-a+1}}{b-a+1}) = 1$, $(a, b) \in \mathcal{A}$ and $x \mapsto D(\frac{x}{|x|}) \in C^1(\mathbb{R}^N \setminus \{0\})$.

- Otherwise, if $b - a + 1 = 0$ then (3.12) reduces to
\[
\frac{\partial_t u}{u} = -\frac{t}{r},
\]
or equivalently
\[
\partial_r(\log |u| + t \log r) = 0.
\]

Notice that in view of (3.5) $t$ becomes an explicit constant, namely $t = \frac{N-2b-2}{2}$. This implies $\log(|u|r^t) = C_1(\sigma)$ (constant with respect to $r$) and so $u(x) = \alpha(x/|x|)|x|^{-t}$ for some function $\alpha$ depending only on the spherical part. By direct computation, we obtain $\|u\|_{\mathcal{H}^1_{b+1,b}} = \infty$ and there are not minimizers in this case.

In fact, the case $a = b + 1$ leads to a degenerate inequality in (3.1) which reduces to the weighted Hardy type inequality
\[
\int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \, dx \geq \tilde{C}^2(N, b + 1, b) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2(b+1)}} \, dx.
\]

According to (3.4) and the discussion above we obtain
\[
\int_{\mathbb{R}^N} \frac{|x \cdot \nabla u|^2}{|x|^{2b+2}} \, dx - \tilde{C}^2(N, b + 1, b) \int_{\mathbb{R}^N} \frac{|u|^2}{|x|^{2(b+1)}} \, dx = \int_{\mathbb{R}^N} \left| \partial_r \left( u |x|^{-\frac{N-2b-2}{2}} \right) \right|^2 |x|^{2-N} \, dx.
\]
Due to (3.14) we obtain that \( \tilde{C}(N, b + 1, b) = \frac{|N - 2(b + 1)|}{2} \) is indeed the best constant. To argue, for \( \epsilon > 0 \) small enough, we can take a minimizing sequence \( \{u_r\}_{r > 0} \subset C_0^\infty(\mathbb{R}^N \setminus \{0\}) \) of the form

\[
\theta_r(x) = |x|^{-\frac{N - 2b - 2}{2}} \phi_r(x),
\]

where \( \theta_r \in C_0^\infty(\mathbb{R}^N \setminus \{0\}) \) is a cut-off function as in (3.22). Since, as \( \epsilon \searrow 0 \), we have

\[
\int_{\mathbb{R}^N} \partial_r \left( u_r(x) |x|^{-\frac{N - 2b - 2}{2}} \right)^2 |x|^{2-N} \, dx = O \left( \left( \log \frac{1}{\epsilon} \right)^{-1} \right) \quad \text{and} \quad \int_{\mathbb{R}^N} \frac{|u_r|^2}{|x|^{2(b + 1)}} \, dx = O \left( \log \frac{1}{\epsilon} \right).
\]

In view of (3.14) we have that \( \{u_r\}_{r > 0} \) is a minimizing sequence for the constant \( \tilde{C}(N, b + 1, b) = \frac{|N - 2(b + 1)|}{2} \). The details are left to the reader.

**The case** \( C(N, a, b) = \frac{|N - (3b - a + 3)|}{2} \). In view of (3.7) the possible minimizers must satisfy the first order PDE

\[
|x|^{b-1} x \cdot \nabla u + t |x|^{-a} u + (N - 2b - 2) u |x|^{-b - 1} = 0, \quad x \neq 0,
\]

for some real value \( t \). Dividing by \( u \neq 0 \) we get

\[
\frac{\partial_r u}{u} = -t |x|^{b-a} - (N - 2b - 2) \frac{1}{|x|}.
\]

- If \( b - a + 1 \neq 0 \) then our PDE (3.15) is equivalent to

\[
\partial_r \left( \log |u| + t \frac{r^{b-a+1}}{b - a + 1} + (N - 2b - 2) \log r \right) = 0.
\]

This implies \( \log |u| + t \frac{r^{b-a+1}}{b - a + 1} + (N - 2b - 2) \log r = D_2(\sigma) \) (constant in \( r \)) from where we obtain the solutions

\[
u(x) = D \left( \frac{x}{|x|} \right) |x|^{-(N-2b-2)} \exp \left( - \frac{t}{b - a + 1} |x|^{b-a+1} \right).
\]

Direct computations lead to \( \|u\|_{H^1_{a,b}} < \infty \) if \( \text{sgn}(\frac{t}{b-a+1}) = 1 \), \( (a, b) \in \mathcal{B} \) and \( x \mapsto D(\frac{x}{|x|}) \in C^1(\mathbb{R}^N \setminus \{0\}) \).

- Otherwise, if \( b - a + 1 = 0 \) then this reduces to

\[
\frac{\partial_r u}{u} = -(t + N - 2b - 2) \frac{1}{r}.
\]

Notice that in view of (3.9), \( t \) becomes an explicit constant, namely \( t = -\frac{N - 2b - 2}{2} \) and therefore (3.16) coincides with (3.13). Thus, the same analysis as in the previous case and the same results apply here (since also \( |N - (a+b+1)| = |N - (3b - a + 3)| \) when \( a = b + 1 \)).

To complete the proof of Theorem 1.1 we need to show that the minimizers (2.3) and (2.4) (obtained in Subsection 3.3 above) belong to \( \mathcal{H}^1_{a,b} \). This will be shown in the following subsection by an approximation (density) argument.

### 3.4 Density in an intermediate space.

In the fourth step of the proof we make usage of an intermediate space, denoted by \( X_{a,b} \), to prove that the minimizers (2.3) and (2.4) belong to \( \mathcal{H}^1_{a,b} \).

**Definition of** \( X_{a,b} \).

- If \( (a, b) \in \mathcal{A} \) then

\[
X_{a,b} := \left\{ u \in C^\infty(\mathbb{R}^N \setminus \{0\}) \mid \|u\|_{H^1_{a,b}} < \infty, \exists C > 0 \text{ and } \exists D : S^{N-1} \to \mathbb{R} \text{ s.t.} \right\}
\]
\[ x \mapsto D \left( \frac{x}{|x|} \right) \in C^1(\mathbb{R}^N \setminus \{0\}) \text{ and } |u(x)| \leq \left| D \left( \frac{x}{|x|} \right) \right| e^{-C|x|^{b+1} - a}, \forall x \in \mathbb{R}^N \setminus \{0\}. \]  

(3.17)

- If \((a, b) \in B\) then

\[ X_{a,b} := \left\{ u \in C^\infty(\mathbb{R}^N \setminus \{0\}) \mid \|u\|_{H^1_{a,b}} < \infty \right\} \exists C > 0 \text{ and } \exists D : S^{N-1} \to \mathbb{R} \text{ s.t.} \]

\[ x \mapsto D \left( \frac{x}{|x|} \right) \in C^1(\mathbb{R}^N \setminus \{0\}) \text{ and } |u(x)| \leq \left| D \left( \frac{x}{|x|} \right) \right| |x|^{2(b+1) - 2} e^{-C|x|^{b+1} - a}, \forall x \in \mathbb{R}^N \setminus \{0\}. \]  

(3.18)

Notice that \((X_{a,b}, \| \cdot \|_{H^1_{a,b}})\) is a normed space. The main result here is

**Proposition 3.1.** The space \(C^\infty_0(\mathbb{R}^N \setminus \{0\})\) is densely embedded in \((X_{a,b}, \| \cdot \|_{H^1_{a,b}})\) provided \((a, b) \in \mathcal{A} \cup \mathcal{B}.

**Remark 3.1.** As a consequence of Proposition [3.1] we have that \(X_{a,b} \subset H^1_{a,b} \). This implies

\[ \tilde{C}(N, a, b) \geq \inf_{u \in X_{a,b}} \tilde{E}(u) \geq \inf_{u \in H^1_{a,b}} \tilde{E}(u) = \tilde{C}(N, a, b). \]  

(3.19)

Therefore \(\tilde{C}(N, a, b) = \inf_{u \in X_{a,b}} \tilde{E}(u)\) and the minimizers are actually achieved in \(X_{a,b}\).

**Proof of Proposition [3.1].** In what follows, to simplify the computations, we will write \(\lesssim\) instead of \(\leq\) when we refer to universal constants \(C\).

For \(\epsilon > 0\) small enough we consider the sequence \(\{\eta_\epsilon\}_\epsilon\) defined on \(\mathbb{R}^N\) by

\[ \eta_\epsilon(x) = \begin{cases} 1, & \epsilon \leq |x| \leq 1/\epsilon \\ \frac{\log(|x|/\epsilon^2)}{\log(1/\epsilon)}, & \epsilon^2 \leq |x| \leq \epsilon \\ \frac{\log(|x|/\epsilon^2)}{\log(1/\epsilon)}, & 1/\epsilon \leq |x| \leq 1/\epsilon^2 \\ 0, & \text{otherwise}. \end{cases} \]  

(3.20)

We get that \(\eta_\epsilon \in C_\epsilon(\mathbb{R}^N) \cap H^1(\mathbb{R}^N) \) with \(\|\eta_\epsilon\|_{H^1_{a,b}} < \infty\). The gradient satisfies the simplified form

\[ \nabla \eta_\epsilon(x) = \begin{cases} (\log \frac{1}{x})^{-1} \frac{x}{|x|}, & \epsilon^2 < |x| < \epsilon \text{ or } 1/\epsilon < |x| < 1/\epsilon^2 \\ 0, & \text{otherwise}. \end{cases} \]  

(3.21)

Also, consider

\[ \rho_\epsilon(x) := \left( \frac{\epsilon^2}{2} \right)^{-N} \rho \left( \frac{2x}{\epsilon^2} \right), \quad \text{with } \int_{\mathbb{R}^N} \rho_\epsilon \, dx = 1, \quad \forall \epsilon > 0, \]

where \(\rho\) is the standard convolution kernel (mollifier) with \(\int_{\mathbb{R}^N} \rho \, dx = 1\). Notice that \(\rho_\epsilon \in C^\infty(\mathbb{R}^N)\) with \(\text{Supp} \rho_\epsilon = B_{2\epsilon^2/2}(0)\) (i.e. the ball of radius \(\epsilon^2/2\) centered at 0).

Let \(u \in X_{a,b}\) and consider the approximation

\[ u_\epsilon(x) := \phi_\epsilon(x) u(x), \quad \text{where } \phi_\epsilon(x) := (\rho_\epsilon * \eta_\epsilon)(x). \]  

(3.22)

Taking into account the convolution properties it holds that \(\phi_\epsilon \in C^\infty_0(\mathbb{R}^N \setminus \{0\})\) with \(\text{Supp} \phi_\epsilon \subset \{ x \in \mathbb{R}^N \mid \epsilon^2/2 \leq |x| \leq 1/\epsilon^2 + \epsilon^2/2 \} \).

We show that \(\{u_\epsilon\}_{\epsilon > 0} \subset C^\infty_0(\mathbb{R}^N \setminus \{0\})\) approximates \(u\) in the \(\| \cdot \|_{H^1_{a,b}}\) norm.

First, we have

\[ D_j \phi_\epsilon(x) = \rho_\epsilon * D_j \eta_\epsilon(x), \quad D_j (u - u_\epsilon) = (1 - \phi_\epsilon) D_j u - u D_j \phi_\epsilon, \]

where \(D_j = \partial/\partial x_j\).
Step 1: \( u_\epsilon |x|^{-a} \to u|x|^{-a} \) in \( L^2(\mathbb{R}^N) \). First we notice that

- \( \phi_\epsilon \to 1 \) a.e. as \( \epsilon \to 0 \);
- \( 0 \leq \phi_\epsilon(x) \leq 1 \) for all \( x \in \mathbb{R}^N \).

Indeed, for the second item we have

\[
\phi_\epsilon(x) = \int_{\mathbb{R}^N} \rho_\epsilon(x - y) \eta_\epsilon(y) dy \leq \int_{\mathbb{R}^N} \rho_\epsilon(x - y) = \int_{\mathbb{R}^N} \rho_\epsilon(z) dz = 1, \quad \forall x \in \mathbb{R}^N.
\]

For the first item we observe that if \( x \neq 0 \) then for \( \epsilon \) small enough we have \( \eta_\epsilon = 1 \) in the support of \( \rho_\epsilon(x - \cdot) \) and so \( \phi_\epsilon(x) = 1 \). For instance, take \( \epsilon < \min \left\{ \frac{2|x|}{3}, \frac{1}{|x|} \right\} \).

Therefore, we have

\[
||u_\epsilon|x|^{-a} - u|x|^{-a}||_{L^2(\mathbb{R}^N)} = ||u|x|^{-a}(1 - \phi_\epsilon)||_{L^2(\mathbb{R}^N)} \to 0, \quad \epsilon \to 0,
\]

by the dominated convergence theorem.

Step 2: \( |x|^{-b} D_j u_\epsilon \to |x|^{-b} D_j u \) in \( L^2(\mathbb{R}^N) \).

We have \( D_j(u_\epsilon - u)|x|^{-b} = (1 - \phi_\epsilon)|x|^{-b} D_j u - D_j \phi_\epsilon|x|^{-b} u \). Clearly, \( (1 - \phi_\epsilon)|x|^{-b} D_j u \to 0 \) in \( L^2(\mathbb{R}^N) \) again by dominated convergence theorem.

It remains to show that \( D_j \phi_\epsilon|x|^{-b} u \to 0 \) in \( L^2(\mathbb{R}^N) \).

Let us denote \( \mathcal{A}_\epsilon := \{ x \in \mathbb{R}^N \mid \epsilon^2 < |x| < \epsilon \} \) and \( \mathcal{B}_\epsilon := \{ x \in \mathbb{R}^N \mid 1/\epsilon < |x| < 1/\epsilon^2 \} \).

By \( (3.21) \) and Cauchy-Schwarz inequality we first have

\[
|\rho_\epsilon * D_j \eta_\epsilon(x)| = \left| \left( \log \frac{1}{\epsilon} \right)^{-1} \int_{\mathcal{A}_\epsilon \cup \mathcal{B}_\epsilon} \rho_\epsilon(x - y) \frac{y_j}{|y|^2} dy \right|
\]

\[
\leq \left( \log \frac{1}{\epsilon} \right)^{-1} \left( \int_{\mathcal{A}_\epsilon \cup \mathcal{B}_\epsilon} \rho_\epsilon(x - y) dy \right)^{1/2} \left( \int_{\mathcal{A}_\epsilon \cup \mathcal{B}_\epsilon} \rho_\epsilon(x - y) \frac{1}{|y|^2} dy \right)^{1/2}
\]

\[
\leq \left( \log \frac{1}{\epsilon} \right)^{-1} \left( \int_{\mathcal{A}_\epsilon \cup \mathcal{B}_\epsilon} \rho_\epsilon(x - y) \frac{1}{|y|^2} dy \right)^{1/2}
\]

Then, by Fubini we obtain

\[
\int_{\mathbb{R}^N} |x|^{-2b} |u(x)|^2 |D_j \phi_\epsilon(x)|^2 dx = \int_{\mathbb{R}^N} |x|^{-2b} |u(x)|^2 |\rho_\epsilon * D_j \eta_\epsilon(x)|^2 dx
\]

\[
\leq \int_{\mathbb{R}^N} |x|^{-2b} |u(x)|^2 \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\mathcal{A}_\epsilon \cup \mathcal{B}_\epsilon} \rho_\epsilon(x - y) \frac{1}{|y|^2} dy dx
\]

\[
= \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\mathcal{A}_\epsilon} \frac{1}{|y|^2} \int_{\mathbb{R}^N} |x|^{-2b} |u(x)|^2 \rho_\epsilon(x - y) dy dx
\]

\[
+ \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\mathcal{B}_\epsilon} \frac{1}{|y|^2} \int_{\mathbb{R}^N} |x|^{-2b} |u(x)|^2 \rho_\epsilon(x - y) dy dx
\]

\[
:= I_{1,\epsilon} + I_{2,\epsilon}.
\]

Since for any \( y \in \mathcal{A}_\epsilon \) and \( x \in B_{\epsilon^2/2}(y) \) we have \( \frac{3}{2} |y| \geq |x| \geq \frac{1}{2} |y| \) and we obtain

\[
I_{1,\epsilon} \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\mathcal{A}_\epsilon} |y|^{-2-2b} \int_{B_{\epsilon^2/2}(y)} |u(x)|^2 \rho_\epsilon(x - y) dy dx \quad (3.23)
\]

Also, since for any \( y \in \mathcal{B}_\epsilon \) and \( x \in B_{\epsilon^2/2}(y) \) we have \( \frac{3}{2} |y| \geq |x| \geq \frac{1}{2} |y| \) for \( \epsilon \) small enough, we obtain

\[
I_{2,\epsilon} \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\mathcal{B}_\epsilon} |y|^{-2-2b} \int_{B_{\epsilon^2/2}(y)} |u(x)|^2 \rho_\epsilon(x - y) dy dx \quad (3.24)
\]
Next we distinguish four cases for \((a, b)\):

1. The case \((a, b) \in A_1\). Then, there holds
   \[
   I_{1, \epsilon} \lesssim \|D\|_{L^2(S^{N-1})}^2 \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_1} |y|^{-2-2b} \int_{B_{2/\epsilon}(y)} \rho_\epsilon(x - y) dx dy
   \]
   \[
   \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_1} |y|^{-2-2b} dy
   \]
   \[
   \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\epsilon}^{1/\epsilon} r^{-2b+N-3} dr
   \]
   \[
   \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\epsilon}^{1/\epsilon} \frac{1}{r} dr
   = \left( \log \frac{1}{\epsilon} \right)^{-1} \to 0, \text{ as } \epsilon \to 0.
   \]

2. The case \((a, b) \in A_2\). Then, there holds
   \[
   I_{2, \epsilon} \lesssim \|D\|_{L^\infty(S^{N-1})}^2 \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_1} |y|^{-2-2b} \int_{B_{2/\epsilon}(y)} \rho_\epsilon(x - y) dx dy
   \]
   \[
   \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_1} |y|^{-2-2b} e^{-\tilde{C}|y|^{b+1-a}} dy
   \]
   \[
   \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{1/\epsilon}^{1/\epsilon} \frac{1}{r^2} e^{-\tilde{C}r^{b+1-a}} dr
   \]
   \[
   \lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} e^{-\tilde{C}(1/\epsilon)^{b+1-a}} \int_{1/\epsilon}^{1/\epsilon} r^{-2b+N-3} dr \to 0, \text{ as } \epsilon \to 0.
   \]
(3) The case \((a, b) \in B_1\). Then, there holds

\[
I_{1, \epsilon} \lesssim \|D\|_{L^\infty(S^{N-1})}^2 \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{A_\epsilon} |y|^{-N} e^{-\tilde{C}|y|^{b+1-a}} \int_{B_{2/2}(y)} \rho_\epsilon(x - y) dxdy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{A_\epsilon} |y|^{-N} e^{-\tilde{C}|y|^{b+1-a}} dy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} e^{-\tilde{C}\epsilon^{b+1-a}} \int_{\epsilon^2} \frac{1}{r} dr
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-1} e^{-\tilde{C}\epsilon^{b+1-a}} \to 0, \text{ as } \epsilon \to 0.
\]

\[
I_{2, \epsilon} \lesssim \|D\|_{L^\infty(S^{N-1})}^2 \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_\epsilon} |y|^{-N} \int_{B_{2/2}(y)} \rho_\epsilon(x - y) dxdy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_\epsilon} |y|^{-N} dy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{1/\epsilon}^{1/\epsilon^2} \frac{1}{r} dr
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-1} \to 0, \text{ as } \epsilon \to 0.
\]

(4) The case \((a, b) \in B_2\). Then, there holds

\[
I_{1, \epsilon} \lesssim \|D\|_{L^\infty(S^{N-1})}^2 \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{A_\epsilon} |y|^{-N} \int_{B_{2/2}(y)} \rho_\epsilon(x - y) dxdy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{A_\epsilon} |y|^{-N} dy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{\epsilon^2} \frac{1}{r} dr
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-1} \to 0, \text{ as } \epsilon \to 0.
\]

\[
I_{2, \epsilon} \lesssim \|D\|_{L^\infty(S^{N-1})}^2 \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_\epsilon} |y|^{-N} e^{-\tilde{C}|y|^{b+1-a}} \int_{B_{2/2}(y)} \rho_\epsilon(x - y) dxdy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} \int_{B_\epsilon} |y|^{-N} e^{-\tilde{C}|y|^{b+1-a}} dy
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-2} e^{-\tilde{C}(1/\epsilon)^{b+1-a}} \int_{1/\epsilon}^{1/\epsilon^2} \frac{1}{r} dr
\]

\[
\lesssim \left( \log \frac{1}{\epsilon} \right)^{-1} e^{-\tilde{C}(1/\epsilon)^{b+1-a}} \to 0, \text{ as } \epsilon \to 0.
\]

\[
\square
\]
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