THE DISTRIBUTION OF GAPS FOR SADDLE CONNECTION DIRECTIONS
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Abstract. Motivated by the study of billiards in polygons, we prove fine results for the distribution of gaps of directions of saddle connections on translation surfaces. As an application we prove that for almost every holomorphic differential \( \omega \) on a Riemann surface of genus \( g \geq 2 \) the smallest gap between saddle connection directions of length at most a fixed length decays faster than quadratically in the length. We also characterize the exceptional set: the decay rate is not faster than quadratic if and only if \( \omega \) is a lattice surface.

1. Introduction

1.1. Generalized diagonals for rational billiards. Let \( P \) be a Euclidean polygon with angles in \( \pi \mathbb{Q} \). We call such a polygon rational. A classical dynamical system is given by the idealized motion of a billiard ball on \( P \): the (frictionless) motion of a point mass at unit speed with elastic collisions with the sides.

A generalized diagonal for the polygon \( P \) is a trajectory for the billiard flow that starts at one vertex of \( P \) and ends at another vertex. Since the group \( \Delta_P \) generated by reflections in the sides of \( P \) is finite, the angle of a trajectory is well defined in \( S^1 = S^1/\Delta_P \). A motivating question for our paper is the following: how close in angle can two generalized diagonals of (less than) a given length be (in terms of the length)?

Masur [14] showed that the number of generalized diagonals of length at most \( R \) grows quadratically in \( R \). We will show, for some families of billiards, that the smallest gap \( \gamma_R^P \) between two generalized diagonals on \( P \) of length at most \( R \) satisfies

\[
\lim_{R \to \infty} R^2 \gamma_R^P = 0,
\]

and for other specific billiard tables that

\[
\lim \inf_{R \to \infty} R^2 \gamma_R^P > 0.
\]
1.2. Organization of the paper. In the rest of §1, we describe the moduli space $\Omega_g$ of holomorphic differentials, and state the general versions of (1.1) and (1.2). In §2, we recall the definition and properties of the $SL(2,\mathbb{R})$-action on $\Omega_g$ and the decomposition of $\Omega_g$ into strata, and discuss the connection to billiards in §2.3.2. We state our main technical results and important applications in §3. We prove these results in §4, following the approach in [5]. In §5, we calculate bounds for measures of certain sets in $\mathcal{H}$ and give examples of flat surfaces $\omega \in \mathcal{H}$ with different types of gap behavior. We study a family of flat surfaces arising from rational billiards in §6.

1.3. Translation surfaces. Let $\Sigma_g$ be a compact surface of genus $g \geq 2$. Let $\Omega_g$ be the moduli space of holomorphic differentials on $\Sigma_g$. That is, a point $\omega \in \Omega_g$ is an equivalence class of pairs $(M,\omega)$, where $M$ is a genus $g$ Riemann surface, and $\omega$ is a holomorphic differential on $M$, i.e., a tensor with the form $f(z)\,dz$ in local coordinates, such that $\frac{1}{2} \int_{\Sigma_g} \omega \wedge \bar{\omega} = 1$.

Two pairs $(M_1,\omega_1)$ and $(M_2,\omega_2)$ are equivalent if there is a biholomorphism $f : M_1 \to M_2$ such that $f_* \omega_1 = \omega_2$. For notational purposes, we will simply refer to the pair $(M,\omega)$ by $\omega$. Given $\omega \in \Omega_g$, one obtains (via integration of the form) an atlas of charts on $\Sigma_g$ (away from the finite set of zeros of $\omega$) to $\mathbb{C} \cong \mathbb{R}^2$, with transition maps of the form $z \mapsto z + c$. For this reason, we will refer to $\omega \in \Omega_g$ as a translation surface of genus $g$.

These charts determine a unique flat metric on $M$ with conical singularities at the zeros of the differential $\omega$. Geometrically, a zero of the form $z^k(dz)$ corresponds to a cone angle of order $(2k+2)\pi$. Zeroes of $\omega$ are singular points for the flat metric. We refer to non-singular points as regular points. The space $\Omega_g$ can be decomposed naturally into strata $\mathcal{H}$ (see §2 for details), each carrying a natural measure $\mu_\mathcal{H}$.

1.4. Saddle connections and cylinders. Fix $\omega \in \Omega_g$. A saddle connection on $\omega$ is a geodesic segment in the flat metric connecting two singular points (that is, zeros of $\omega$) with no singularities in its interior. Given a regular point $p$, a regular closed geodesic through $p$ is a closed geodesic not passing through any singular points. Regular closed geodesics appear in families of parallel geodesics of the same length, which fill a cylindrical subset of the surface.

1.4.1. Holonomy vectors. Let $\gamma$ be an (oriented) saddle connection or regular closed geodesic. Define the associated holonomy vector

$$\mathbf{v}_\gamma := \int_\gamma \omega.$$  

Note that if $\gamma$ is a closed geodesic, $\mathbf{v}_\gamma$ only depends on the cylinder it is contained in, since regular closed geodesics appearing in a fixed cylinder all have the same length and direction. View $\mathbf{v}_\gamma$ as an element of $\mathbb{R}^2$ by identifying $\mathbb{C}$ with $\mathbb{R}^2$. 
Let
\[ \Lambda_{sc}^{\omega} = \{ v_\gamma : \gamma \text{ a saddle connection on } \omega \} \]
\[ \Lambda_{cyl}^{\omega} = \{ v_\gamma : \gamma \text{ a cylinder on } \omega \} \]
be the set of holonomy vectors of saddle connections and cylinders respectively. For \( \Lambda_{\omega} = \Lambda_{sc}^{\omega} \) or \( \Lambda_{cyl}^{\omega} \), we have that \( \Lambda_{\omega} \) is discrete in \( \mathbb{R}^2 \) (see, e.g., [22, Proposition 3.1]), but Masur [13] showed that associated set of directions
\[ \Theta_{\omega} := \{ \text{arg}(v) \mid v \in \Lambda_{\omega} \} \]
is dense in \([0, 2\pi)\) for any \( \omega \in \Omega_g \).

1.5. Decay of gaps. In this paper, we give a measure of the quantitative nature of this density by considering fine questions about the distribution of saddle connection directions. Given \( R > 0 \), let
\[ \Theta_{\omega}^{R} := \{ \text{arg}(v) \mid v \in \Lambda_{\omega} \cap B(0, R) \} \]
denote the set of directions of saddle connections (or cylinders) of length at most \( R \). We write \( \tilde{N}(\omega, R) := \{ 0 \leq \theta_1 < \theta_2 < \ldots < \theta_n < 2\pi \} \), where \( n = \tilde{N}(\omega, R) \) is the cardinality of \( \Theta_{\omega}^{R} \), and we view \( \theta_{n+1} \) as \( \theta_1 \). Note that if we define
\[ N(\omega, R) := |\Lambda_{\omega} \cap B(0, R)|, \]
we have
\[ \tilde{N}(\omega, R) \leq N(\omega, R). \]
Let \( \gamma_{\omega}(R) \) be the size of the smallest gap, that is \( \gamma_{\omega}(R) = \min_{\theta_i, \theta_{i+1} \in \Theta_{\omega}^{R}} |\theta_i - \theta_{i+1}| \), Masur [13] showed that the counting function \( N(\omega, R) \) grows quadratically in \( R \) for any \( \omega \). Since there are at most finitely many (at most \( 4g - 4 \)) saddle connections in a given direction, this shows that \( \tilde{N}(\omega, R) \) also has quadratic growth. Thus, one would expect the \( \gamma_{\omega}(R) \) to decay quadratically. Our main theorem addresses the asymptotic behavior of the rescaled quantity \( R^2 \gamma_{\omega}(R) \). Let \( \mathcal{H} \) be a stratum of \( \Omega_g \), and let \( \mu = \mu_{\mathcal{H}} \).

**Theorem 1.1.** For \( \mu \)-almost every \( \omega \in \mathcal{H} \),
\[ \lim_{R \to \infty} R^2 \gamma_{\omega}(R) = 0. \]
Moreover, for any \( \epsilon > 0 \), the proportion of gaps less than \( \epsilon/R^2 \) is positive.
\[ \lim_{R \to \infty} \frac{|\{ 1 \leq i \leq \tilde{N}(\omega, R) : (\theta_{i+1} - \theta_i) \leq \epsilon/R^2 \}|}{\tilde{N}(\omega, R)} > 0. \]

Theorem 1.1 cannot be extended to all \( \omega \in \mathcal{H} \), since for any stratum \( \mathcal{H} \) there are many examples \( \omega \in \mathcal{H} \) for which
\[ \lim_{R \to \infty} R^2 \gamma_{\omega}(R) > 0. \]
We say that \( \omega \) has no small gaps (NSG) if (1.8) holds. An important motivating example of a surface with NSG is the case of the square torus.
(\mathbb{C}/\mathbb{Z}^2, dz). Since there are no singular points, there are no saddle connections, but cylinders are given by integer vectors, and \( \Theta^{\omega_0} \) then corresponds to rational slopes. It can be shown that 3/\( \pi^2 \) is a lower bound for \( R^2 \gamma^{\omega_0}(R) \) (see, for example [1]).

The torus is an example of a lattice surface. Recall that \( \omega \) is said to be a lattice surface if the group of derivatives of affine diffeomorphisms of \( \omega \) is a lattice in \( \text{SL}(2, \mathbb{R}) \) (see \$2 for more details). We have:

**Theorem 1.2.** \( \omega \) is a lattice surface if and only if it has no small gaps.

We prove Theorem 1.2 in \$3.4 using a result of Smillie-Weiss [18] which characterizes lattice surfaces using the no small triangles (NST) property defined by Vorobets [22].

Theorem 1.1 will follow from a precise statement about the asymptotic distribution of saddle connection directions. This generalizes work of Vorobets [23], who showed that the sets \( \Theta_R^{\omega} \) become uniformly distributed (as \( R \to \infty \)) in \([0, 2\pi)\) for almost every \( \omega \) (in particular, for those with exact quadratic asymptotics of saddle connections). Our techniques are inspired by those of Marklof-Strombergsson [11], who studied the distribution of affine lattice points in Euclidean spaces by reducing them to equidistribution problems in homogeneous spaces. Much of the technical machinery is drawn from [5], in which Eskin-Masur give precise quadratic asymptotics of \( N(\omega, R) \) using equidstribution of translate of orbits under the \( \text{SL}(2, \mathbb{R}) \)-action on \( \Omega_g \).

1.5.1. **Quadratic differentials.** For notational convenience, we work with the space \( \Omega_g \) instead of the space of quadratic differentials \( Q_g \). A quadratic differential determines a flat metric, and so saddle connections and cylinders are well defined. For a saddle connection or cylinder curve \( \gamma \), the holonomy vector \( v_\gamma \) is given by integrating a square root of the differential, and are thus defined up to a choice of sign. The set of directions can then be viewed as a subset of \([0, \pi)\). Our results apply, mutatis mutandis, except when explicitly indicated, to the setting of quadratic differentials.

1.6. **Hyperbolic angle gaps.** Higher-genus translation surfaces can be viewed as an intermediate setting between flat tori and hyperbolic surfaces. Recently, Boca-Pasol-Popa-Zaharescu [2] study a spiritually similar problem in the hyperbolic setting. They calculate the limiting gap distribution for the angles (measured from the vertical geodesic) of hyperbolic geodesics connecting \( i \in \mathbb{H}^2 \) to points in its \( \text{SL}(2, \mathbb{Z}) \)-orbit. In this setting, they show the limiting distribution does have support at 0, similar to the case of a generic translation surface.

1.7. **Acknowledgements.** This paper was inspired by the beautiful paper [11] on the distribution of affine lattice points. We thank Alex Eskin, Jens Marklof and William Veech for useful discussions. Howard Masur not only patiently answered many technical questions about this paper but more
generally taught us much of what we know about the subject. The initial discussions for the project took place while the authors were attending the Hausdorff Institute of Mathematics ‘Trimester Program on Geometry and Dynamics of Teichmüller Spaces’ in Bonn. We would like to thank the Hausdorff Institute and the organizers of this program for their hospitality. The second author would like to thank the University of Illinois at Urbana-Champaign for its hospitality. The second author was supported in part by an NSF postdoc.

2. The $SL(2,\mathbb{R})$-action and strata

In this section, we describe the $SL(2,\mathbb{R})$ action and stratification of $\Omega_g$ (§2.1 - 2.3), and the construction of an $SL(2,\mathbb{R})$-invariant measure (§2.4). We also describe (§2.3.2) the connection between rational billiards and translation surfaces. This is standard background material in the subject, and our exposition is brief, and drawing on [4, 7]. Excellent general references are [25, 16].

2.1. Translation surfaces and polygons. A more geometric description of a translation surface can be given by a union of polygons $P_1 \cup \cdots \cup P_n$ where each $P_i \subset \mathbb{C}$, and the $P_i$ are glued along parallel sides, such that each side is glued to exactly one other, and the total angle in each vertex is an integer multiple of $2\pi$. Since translations are holomorphic, and preserve $dz$, we obtain a complex structure and a holomorphic differential on the identified surface. The zeroes of the differential will be at the identified vertices with total angle greater than $2\pi$. The sum of the excess angles (that is, the orders of the zeros) will be $2g - 2$, where $g$ is the genus of the identified surface.

2.2. Combinatorics of flat surfaces. The space $\Omega_g$ can be stratified by integer partitions of $2g - 2$. If $\alpha = (\alpha_1, \ldots, \alpha_k)$ is a partition of $2g - 2$, we denote by $\mathcal{H}(\alpha) \subset \Omega_g$ the moduli space of translation surfaces $(M, \omega)$ such that the multiplicities of the zeroes of $\omega$ are given by $\alpha_1, \ldots, \alpha_k$ (or equivalently such that the orders of the conical singularities are $2\pi(\alpha_1 + 1), \ldots, 2\pi(\alpha_n + 1)$). For technical reasons, the singularities of $(M, \omega)$ should be labeled; thus, an element of $\mathcal{H}(\alpha)$ is a tuple $(M, \omega, p_1, \ldots, p_n)$, where $p_1, \ldots, p_n$ are the singularities of $M$, and the multiplicity of $p_i$ is $\alpha_i$. The moduli space of translation surfaces is naturally stratified by the spaces $\mathcal{H}(\alpha)$; each is called a stratum. Strata are not always connected, but Kontsevich-Zorich [8] (and Lanneau [9] in the setting of quadratic differentials) have classified the connected components. Most strata are connected, and there are never more than three connected components.

2.3. $SL(2,\mathbb{R})$ and affine diffeomorphisms. There is an action of $SL(2,\mathbb{R})$ on the moduli space of translation surfaces that preserves the stratification. Since $SL(2,\mathbb{R})$ acts on $\mathbb{C}$ via linear maps on $\mathbb{R}^2$, given a surface $P_1 \cup \cdots \cup P_n$, we can define $gS = gP_1 \cup \cdots \cup gP_n$, where all identifications between the sides
of the polygons for \( gS \) are the same as for \( S \). This action generalizes the action of \( SL(2, \mathbb{R}) \) on the space of (unit-area) flat tori \( SL(2, \mathbb{R})/SL(2, \mathbb{Z}) \).

Note that \( SL(2, \mathbb{R}) \) preserves the area of the surface \( \omega \).

2.3.1. Lattice surfaces. For \( \omega \in \mathcal{H}(\alpha) \), let \( \Gamma(\omega) \subset SL(2, \mathbb{R}) \) denote the stabilizer of \( \omega \). The group \( \Gamma(\omega) \) is called the Veech group of \( \omega \). If \( \Gamma(\omega) \) is a lattice in \( SL(2, \mathbb{R}) \) then \( \omega \) is called a lattice surface.

Equivalently, let \( \text{Aff}(\omega) \) denote the set of affine (area-preserving) diffeomorphisms of \( \omega \). The derivative of any \( f \in \text{Aff}(\omega) \) will be a matrix in \( SL(2, \mathbb{R}) \), and the collection \( \{Df: f \in \text{Aff}(\omega)\} \) coincides with \( \Gamma(\omega) \) (up to a finite index subgroup). Thus \( \Gamma(\omega) \) is a lattice if and only if \( D(\text{Aff}(\omega)) \) is.

2.3.2. Billiards and translation surfaces. An important motivation for studying translation surfaces is their relationship to rational billiards. Recall that a polygon \( P \subset \mathbb{C} \) is called rational if all angles of \( P \) are rational multiples of \( \pi \). The unfolding procedure in [24] describes how to associate a translation surface \( \omega_P \) so that the billiard flow on \( P \) is described by the geodesic flow on \( \omega_P \).

Let \( \Delta_P \subset O(2) \) denote the group generated by reflections in the sides of the polygon \( P \). Since \( P \) is rational, \( \Delta_P \) is finite. \( \omega_P \) consists of \( |\Delta_P| \) copies of \( P \), with each copy glued to each of its mirror images along the reflecting side.

For example, if \( P \) is the unit square, then \( \omega_P \in \mathcal{H}(\emptyset) \) is the torus \( \mathbb{C}/2\mathbb{Z} \oplus 2\mathbb{Z} \), and if \( P \) is the \((\pi/8, 3\pi/8)\) right triangle, \( \omega_P \in \mathcal{H}(2) \) is a regular octagon with opposite sides identified.

2.4. Coordinates and measure on strata. Let \( \alpha = (\alpha_1, \ldots, \alpha_k) \) be an integer partition of \( 2g - 2 \). We describe how to put a topology and measure on \( \mathcal{H}(\alpha) \). Our exposition is drawn from [7]. For a flat surface \( \omega_0 \in \mathcal{H}(\alpha) \) with zero set \( \Sigma = \{p_1, \ldots, p_k\} \), choose a basis for the relative homology \( H_1(\Sigma_g, \Sigma; \mathbb{Z}) \). We can pick a basis consisting of saddle connections, since we can choose saddle connections that cut \( \omega_0 \) into a union of polygons. For any \( \omega \) near \( \omega_0 \) holonomy vectors \( \{v_\gamma\} \) yield local coordinates. That is, we view \( \omega \) as an element of the relative cohomology \( H^1(\Sigma_g, \Sigma; \mathbb{C}) \cong \mathbb{R}^{4g+2k-2} \), and a domain in this vector space gives us a local coordinate chart. We write \( n = 4g + 2k - 2 \). We normalize Lebesgue measure on \( \mathbb{R}^n \) so that the integer lattice \( \mathbb{Z}^n \cong H^1(\Sigma_g, \Sigma; \mathbb{Z}[\gamma]) \) has covolume 1. Our measure \( \mu(S) \) on \( \mathcal{H}(\alpha) \) is given by pulling back this measure via our coordinate maps. This is well-defined, the choice of volume element on \( H^1(\Sigma_g, \Sigma; \mathbb{C}) \) is independent of choice of basis.

We will work with unit-area surfaces. Let \( \mathcal{H}_1(\alpha) \subset \mathcal{H}(\alpha) \) be the subset of unit area translation surfaces. Let \( a_i, b_i, i = 1, \ldots, g \) be a symplectic basis for homology \( H_1(\Sigma_g, \mathbb{Z}) \). The area of the translation surface in the flat metric given by \( \omega \) is given by...
\[
\int_{\Sigma_g} |\omega|^2 dxdy = \frac{i}{2} \int_{\Sigma_g} \omega \wedge \bar{\omega} = \frac{i}{2} \sum_i \left( \int_{A_i} \omega \int_{B_i} \bar{\omega} - \int_{A_i} \bar{\omega} \int_{B_i} \omega \right).
\]

This can be viewed as an (indefinite) quadratic form in our local coordinates, and so the level set \( H_1(\alpha) \) can be thought of as a 'hyperboloid'. The measure on \( H(\alpha) \) induces a measure on the hypersurface \( H_1(\alpha) \). We can represent any \( \omega \in H(\alpha) \) as \( \omega = r \omega' \), where \( r \in \mathbb{R}_+ \), and \( \omega' \in H_1(\alpha) \). Holonomy vectors of saddle connections and cylinders on \( \omega' \) are multiplied by \( r \) to give vectors associated to corresponding saddle connections on \( \omega \), and \( \text{area}(\omega) = r^2 \cdot \text{area}(\omega') = r^2 \). The measure \( \mu_1 \) on \( H_1(\alpha) \) is given by disintegration of the volume element \( \mu \) on \( H(\alpha) \):

\[
d\mu(\omega) = r^{n-1} dr d\mu_1(\omega').
\]

In the sequel, by abuse of notation, we will fix a connected component \( H \) of \( H_1(\alpha) \) and denote the Lebesgue measure on it by \( \mu \). We note that in any stratum, the set of surfaces arising from billiards as in §2.3.2 has measure zero. Thus, statements about almost every translation surface do not yield results about billiard flows, in particular, Theorem 1.1 does not apply to billiard flows. In §6 we discuss some special classes of billiards for which we can prove a version of Theorem 1.1.

2.4.1. \( SL(2, \mathbb{R}) \)-invariance and ergodicity. Since the \( SL(2, \mathbb{R}) \)-action on \( H(\alpha) \) preserves the area, it acts on the level set \( H_1(\alpha) \). It also preserves connected components, so we can consider it acting on \( H \). The measure \( \mu \) constructed above is invariant under \( SL(2, \mathbb{R}) \). The following theorem is due (independently) to Veech [19] and Masur [12].

**Theorem** (Veech [19], Masur [12]). \( \mu \) is a finite, ergodic, \( SL(2, \mathbb{R}) \)-invariant measure on \( H \).

2.4.2. Short saddle connections. We record here a crucial measure estimate on the set of surfaces with short saddle connections. It is originally due to Masur-Smillie [15] we recall it as it is quoted in [7, Lemma 7.1]

**Lemma 2.1** (H. Masur, J. Smillie). There is a constant \( M \) such that for all \( \epsilon, \kappa > 0 \) the subset of \( H \) consisting of those flat surfaces, which have a saddle connection of length at most \( \epsilon \), has volume at most \( M \epsilon^2 \). The volume of the set of flat surfaces with a saddle connection of length at most \( \epsilon \) and a nonhomologous saddle connection with length at most \( \kappa \) is at most \( M \epsilon^2 \kappa^2 \).

**Remark:** Note that by the construction of the measure, the volumes of these sets will be at least \( m \epsilon^2 \) and \( m^2 \kappa^2 \) for some possibly smaller \( m \), since we can construct local coordinates using a basis given by our short saddle connections.
3. Saddle connections

This section contains statements of our main results. In §3.1, we give our main distribution result Theorem 3.2 for the directions of saddle connections and cylinders. In §3.2 we show how to use this result to derive Theorem 1.1. Theorem 3.2 relies on results on limit measures for certain subsets of $SL(2, \mathbb{R})$-orbits, which we describe in §3.3 and show how to use these limit theorems to obtain results for billiards. In §3.4 we describe how lattice surfaces yield exceptional behavior in our context. In §3.5 we state results on measure bounds and gap distribution.

3.1. Counting points in thinning segments. We recall notation: $\mathcal{H}$ is a connected component of a stratum $\mathcal{H}_1(\alpha)$ of unit area differentials in $\Omega_g$, and $\mu$ is Lebesgue measure on $\mathcal{H}$, normalized to be a probability measure. Given $\omega \in \mathcal{H}$, $\Lambda_\omega$ denotes set of holonomy vectors of either saddle connections or periodic cylinders in the flat metric determined by $\omega$.

3.1.1. The Siegel-Veech transform. We recall the definition of the Siegel-Veech transform from [5, §2.1]. Given a compactly supported function $f : \mathbb{R}^2 \to \mathbb{R}$, define $\hat{f} : \mathcal{H} \to \mathbb{R}$ by

$$ (3.1) \hat{f}(\omega) = \sum_{v \in \Lambda_\omega} f(v). $$

Veech [22] formulated the following seminal result, now known as the Siegel-Veech formula:

**Theorem 3.1.** Let $\eta$ be an ergodic $SL(2, \mathbb{R})$ invariant probability measure on $\mathcal{H}$. There is a $b = b(\eta)$ so that for all $f \in C^\infty_0(\mathbb{R}^2)$,

$$ \int_{\mathcal{H}} \hat{f} \, d\eta = b \int_{\mathbb{R}^2} f \, dm. $$

3.1.2. Thinning annular regions. Following [11, §2.3], we consider a family of thinning annular regions in $\mathbb{R}^2$ (see Figure 1 below): given $\theta \in [0, 2\pi)$, $\sigma, R > 0$, and $0 \leq c < 1$ define the annular region

$$ (3.2) A^\theta_R(c, \sigma) := \{v \in \mathbb{R}^2 : cR \leq ||v|| \leq R, \arg(v) \in (\theta - \sigma R^{-2}, \theta + \sigma R^{-2})\}. $$

As $R \to \infty$, this gives a narrowing wedge of directions around the angle $\theta$. For $\omega \in \mathcal{H}$ define the counting function

$$ (3.3) N^\theta_R(\omega, \sigma, c) := |\Lambda_\omega \cap A^\theta_R(c, \sigma)|. $$

We think of $N^\theta_R(\omega, \sigma, c)$ as the number of saddle connections in a small neighborhood of the direction $\theta$. Note that $N^\theta_R(\omega, \sigma, c)$ can be viewed as the Siegel-Veech transform of the indicator function of $A^\theta_R(c, \sigma)$. Given that $|\Lambda_\omega \cap B(0, R)|$ has quadratic asymptotics, one would expect $N^\theta_R(\omega, \sigma)$ to be proportional to $\sigma$. We frame the following question. Fixing an integer $k$, if
we choose $\theta$ uniformly in $[0, 2\pi)$, what is the probability that $N^\theta_R(\omega, \sigma, c) = k$?

**Theorem 3.2.** Fix $\sigma > 0$ and $c \in [0, 1)$, $k \in \mathbb{Z}_{\geq 0}$. Let $\mathcal{H}$ be a (connected component of) stratum $H_1(\alpha)$ and let $\mu = \mu_\mathcal{H}$ denote the natural $SL(2, \mathbb{R})$-invariant probability measure on $\mathcal{H}$. For $\mu$-a.e. $\omega_0 \in \mathcal{H}$,

$$\lim_{R \to \infty} \lambda(\theta : N^\theta_R(\omega_0, \sigma, c) = k) = \mu(\omega : \Lambda_\omega \cap T(c, \sigma) = k)$$

where $\lambda$ denotes the Lebesgue probability measure on $[0, 2\pi)$ and $T(c, \sigma)$ is the trapezoid with vertices $(c, \pm \sigma)$, $(1, \pm \sigma)$.

In §4 we will see that this theorem will hold with $\Lambda_\omega$ replaced by other sets of holonomy vectors of special trajectories on $\omega$.

### 3.2. Proof of Theorem 1.1.

We show how Theorem 1.1 follows from Theorem 3.2. Given $k \in \mathbb{Z}_{\geq 0}$, let

$$\lim_{R \to \infty} R^2\gamma_{\omega_0}(R) = 0.$$ 

Let $n \in \mathbb{N}$, let $\mathcal{H}_n \subset \mathcal{H}$ be the full measure set of $\omega \in \mathcal{H}$ so that (3.4) holds for $\sigma = 1/n$, $c = 0$. Then $\mathcal{H}_\infty = \bigcap_{n=1}^{\infty} \mathcal{H}_n$ is also a full measure set. We claim that for any $\omega_0 \in \mathcal{H}_\infty$, (1.6) holds, that is,

$$\lim_{R \to \infty} R^{2\gamma_{\omega_0}(R)} = 0.$$

Let $n \in \mathbb{N}$. Since $\omega_0 \in \mathcal{H}_\infty$, (3.4), there is an $R_n$ such that for all $R > R_n$,

$$\lambda(\theta : N^\theta_R(\omega_0, 1/n, 0) \geq 2) \geq p_2(\sigma)/2 > 0.$$
The last inequality follows from Lemma 3.3. By construction of \( N^\theta_R(\omega_0, 1/n, 0) \), (3.7) implies that for \( R > R_0 \),
\[
\gamma^\omega_0(R) \leq \frac{1}{nR^2}.
\]
Since \( n \) was arbitrary (1.6) follows. To see (1.7), note that \( \lambda(\theta : N^\theta_R(\omega_0, \epsilon, 0) \geq 2) \) gives a lower bound for the limiting proportion of gaps of size less than \( \epsilon/R^2 \). Theorem 1.1 now follows from Theorem 3.2 and Lemma 3.3. □

3.3. Limit measures. The main weakness of Theorem 3.2 is that it does not give us information about any particular surface \( \omega_0 \in \mathcal{H} \). To obtain such information, we must have further knowledge about the limiting behavior (as \( t \to \infty \)) of the orbits \( \{g_t r_\theta \omega_0 : 0 \leq \theta < 2\pi \} \), where
\[
(3.8) \quad g_t = \begin{pmatrix} e^{-t/2} & 0 \\ 0 & e^{t/2} \end{pmatrix}, r_\theta = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}.
\]
Let \( \nu_{t, \omega_0} \) denote the Lebesgue probability measure supported on \( \{g_t r_\theta \omega_0 : 0 \leq \omega_0 < 2\pi \} \). Suppose \( \lim_{t \to \infty} \nu_{t, \omega_0} = \mu_0 \), and \( \mu_0 \) is \( SL(2, \mathbb{R}) \)-invariant. In this case we say \( \mu_0 \) is the circle limit measure associated to \( \omega_0 \). By [5, Theorem 5.2], \( \mu_0 \) is a probability measure.

**Theorem 3.4.** Suppose \( \omega_0 \in \mathcal{H} \) has circle limit measure \( \mu_0 \). Then
\[
(3.9) \quad \lim_{R \to \infty} \lambda(\theta : N^\theta_R(\omega_0, \sigma, c) = k) = \mu_0(\omega : \Lambda_\omega \cap T(c, \sigma) = k).
\]
Letting \( \gamma^0(R) = \gamma^\omega_0(R) \), the proof of Theorem 1.1 yields the following corollary to Theorem 3.4. Let \( p_2^0(\sigma) := \mu_0(\omega : \Lambda_\omega \cap T(\sigma) = 2) \).

**Corollary 3.5.** Fix notation as in Theorem 3.4. Suppose for all \( \sigma > 0 \), \( p_2^0(\sigma) > 0 \). Then
\[
(3.10) \quad \lim_{R \to \infty} R^2 \gamma^0(R) = 0.
\]
Moreover, for any \( \epsilon > 0 \), the proportion of gaps less than \( \epsilon/R^2 \) is positive. That is, writing \( \Theta^\omega_0_R := \{0 \leq \theta_1 \leq \theta_2 \leq \ldots \leq \theta_n\} \), we have
\[
(3.11) \quad \lim_{R \to \infty} \frac{\{1 \leq i \leq \tilde{N}(\omega_0, R) : (\theta_{i+1} - \theta_i) \leq \epsilon/R^2\}}{\tilde{N}(\omega_0, R)} > 0.
\]

3.3.1. Billiards with barriers. We describe how Theorem 3.4 and Corollary 3.5 can be used to give information about specific families of billiards. Following [6], we consider the following family of billiards. Given \( \alpha \in \mathbb{R} \), consider the polygon \( P_\alpha \) whose boundary is the boundary of the square \([0,1] \times [0,1]\) together with a barrier given by the vertical segment \( \{1/2\} \times [0, \alpha] \).

**Remark:** In fact, slits based at any rational point \( p/q \) are considered in [6]. We restrict to \( 1/2 \) for notational convenience and ease of exposition.
The associated surface, which we denote by \( \omega_\alpha \) is (after rescaling) an element of \( \mathcal{H}(1,1) \). A crucial observation is that \( \omega_\alpha \) is a double cover of the torus. That is, there is a covering map (branched at the zeros) \( \pi : \omega_\alpha \to \mathbb{C}/\Lambda \) where \( \Lambda \) is a lattice in \( \mathbb{C} \) and that \( \omega_\alpha \) is obtained by pulling back the form \( dz \).

Using this construction, we observe that the set \( \{ \omega_\alpha : \alpha \in \mathbb{R} \} \) is contained in an \( SL(2,\mathbb{R}) \)-invariant subvariety \( \mathcal{M} \subset \mathcal{H} \) which can be identified with the moduli space of tori with marked points, \( (SL(2,\mathbb{R}) \ltimes \mathbb{R}^2)/(SL(2,\mathbb{Z}) \ltimes \mathbb{Z}^2) \).

Let \( \mu_\mathcal{M} \) denote the natural \( SL(2,\mathbb{R}) \)-invariant probability measure supported on \( \mathcal{M} \). Applying a theorem of Shah [17] (which uses Ratner’s measure classification), it is shown in [6] that for any irrational \( \alpha \), \( \mu_\mathcal{M} \) is a circle limit measure for \( \omega_\alpha \). We will see in §6.3 that for any \( \sigma > 0 \),

\[
p_2^\mathcal{M}(\sigma) := \mu_\mathcal{M}(\omega : \Lambda_\omega \cap T(\sigma) = 2) > 0,
\]

and thus, Corollary 3.5 applies in this situation.

### 3.4. Lattice surfaces.

In this section we prove Theorem 1.2. Fix \( \gamma_R^\omega \) to denote the smallest gap for saddle connections of length at most \( R \). We split the proof into two lemmas. The first shows that any lattice surface has NSG.

**Lemma 3.6.** For any lattice surface \( \omega \) there exists a constant \( \epsilon > 0 \) such that \( \gamma_R^\omega \geq \frac{\epsilon}{R^2} \) for all \( R > 1 \).

**Proof.** We want to show that if \( \omega \in \mathcal{H} \) is a lattice surface, then \( \omega \) has no small gaps. By [22, Proposition 6.1] if \( \omega \) is a lattice surface there exists a constant \( s \) such that any two saddle connections in the same direction have the ratio of their lengths at most \( s \). Given a periodic direction \( \theta \) there must be a cylinder of area at least \( \frac{1}{4}g-\delta \) in that direction. Let \( R \) be its length. By Lemma 5.12 points in this cylinder are not in another cylinder of length at most \( R \) in a direction within \( 1/(8g-8)R \). Any other saddle connection in this direction must have length \( \frac{R}{s} \) which implies that a direction \( \psi \in B(\theta, \frac{1}{(8g-8)R}) \) can have no periodic cylinders of length less than \( \frac{R}{s} \). \( \square \)

For the converse, we recall that \( \omega \) has no small triangles if there is a \( \delta > 0 \) so that all triangles on \( \omega \) with vertices at singularities, and no singularities in the interior have area at least \( \delta \). Smillie-Weiss [18] showed:

**Theorem.** \( \omega \) is a lattice surface if and only if it has no small triangles.

Combining this theorem with the following lemma completes the proof of Theorem 1.2.

**Lemma 3.7.** If \( \omega \) has no small gaps then it has no small triangles.

**Proof.** Let \( \epsilon > 0 \) be such that \( R^2\gamma_R^\omega > \epsilon \). Let \( T \) be a triangle on \( \omega \) with vertices at singularities and with no singularities in the interior. Without loss of generality we can assume that the sides of \( T \) are saddle connections, since if not it can be decomposed into triangles which are. Let \( R \) be the
length of the longest side. Dropping a perpendicular from the opposite vertex, we decompose the side into two segments, at least one of which has length at least $R/2$. Consider the right triangle formed by the perpendicular and this segment. The angle opposite the perpendicular is an angle between saddle connections of length at most $R$, so it is at least $\frac{\delta}{2}$. See Figure 2 below.

The length $L$ of the perpendicular is at least $\frac{R}{2}\tan(\frac{\epsilon}{R})$, so $L > \frac{R}{2}\frac{\delta}{2} = \frac{\delta}{4}$ for some $\delta > 0$. Thus the area of the triangle is bounded below by $\frac{\delta}{4}$, and so is the area of $T$. Since $T$ was arbitrary, we have the $\omega$ has no small triangles.

If we replace saddle connections with cylinders, then, as pointed out to us by Barak Weiss, we can construct a non-lattice surface with no small cylinder gaps as follows: take a branched cover of a torus by varying relative periods (see §6). This surface has absolute holonomy in $\mathbb{Z}^2$ and therefore has no small gaps for vectors which are holonomies of cylinder core curves.

3.5. Measure bounds and gaps. Let $\hat{G}_2(\Theta_R^\omega) = \{R^2(\theta_{i+1} - \theta_i)\}_{i=1}^{\Theta_R^\omega}$. Let $\nu_2^\omega(R)$ be the probability measure obtained by normalizing the measure given by delta mass at each element of $\hat{G}_2(\Theta_R^\omega)$.

**Proposition 3.8.** For almost every surface $\omega$ the measure $\nu_2^\omega(R)$ converges (as $R \to \infty$) in the weak-* topology.

**Proof.** The existence of $p_0(\sigma)$ and the quadratic growth of saddle connections implies this by [11, Theorem 2.1]. In particular, after unwinding the definitions there we have $\nu_\infty([a,b]) = \int_{\Theta_R^\omega} p_0(\sigma)|_{[a,b]} - \int_{\Theta_R^\omega} p_0(\sigma)|_{[b,a]}$. Note that this makes sense for almost every $\sigma$ because $p_0(\sigma)$ is a decreasing function of $\sigma$. □

4. Equidistribution on strata

In this section, we prove Theorem 3.2 and and Theorem 3.4. We follow the strategy outlined in [5] for proving results on the asymptotics of $N(\omega, R)$ and modify the techniques to our situation.
4.1. Cones in $\mathbb{R}^2$. The crucial geometric observation in the proof of Theorems 3.2 and 3.4 is the following. Let $R >> 0$, and $t = 2 \log R$. Then

$$r_\theta g_{-t}T(c, \sigma) \approx A^\theta_R(c, \sigma)$$

This can be seen as follows: $g_{-t}T(c, \sigma)$ is a trapezoid with vertices at $(cR, \pm c\sigma/R)$, $(R, \pm \sigma/R)$. Rotating it by angle $\theta$, we have that $r_\theta g_{-t}T(c, \sigma)$ is a thin trapezoidal wedge around the set line $\{ v \in \mathbb{R}^2 : \arg(v) = \theta \}$, with vectors of length roughly between $cR$ and $\sigma/R$ (there is an error of up to $1/R$ because $r_\theta g_{-t}T(c, \sigma)$ is a trapezoid and not a wedge of an annulus). Finally, the angular width of this wedge is roughly $c/R$, since for small angles $\phi$ the slope $\tan(\phi) \approx \phi$.

Thus, for any $\omega \in \mathcal{H}$, $R >> 0$,

$$|\Lambda_\omega \cap A^\theta_R(c, \sigma)| \approx |g_{\theta} \Lambda_\omega \cap T(c, \sigma)|.$$  

For $k \in \mathbb{N}$, let $f_k : \mathcal{H} \to [0, 1]$ be the indicator function of the set

$$\mathcal{H}_{c, \sigma, k} := \{ \omega \in \mathcal{H} : |\Lambda_\omega \cap T(c, \sigma)| = k \}.$$  

Using (4.1), we can write

$$\lambda(\theta : N^\theta_R(\omega, \sigma, c) = k) \approx \int_0^{2\pi} f_k(g_\theta \Lambda_\omega) d\lambda(\theta) = \int_{\mathcal{H}} f_k d\nu_{t, \omega}.$$  

Here, $\approx$ denotes that the difference goes to 0 as $R \to \infty$. We will rigorously justify (4.3) below.

4.2. Equidistribution. Equation (4.3) reduces proving Theorem 3.2 and Theorem 3.4 to understanding

$$\lim_{t \to \infty} \int_{\mathcal{H}} f_k d\nu_{t, \omega}.$$  

We first prove Theorem 3.4 assuming (4.3):

**Proof of Theorem 3.4.** While there is no general pointwise ergodic theorem known for the measures $\nu_{t, \omega}$, our functions $f_k$ are indicator functions of level sets of the Siegel-Veech transform of the indicator function $h$ of $T(c, \sigma)$ (see §4.2.2 below). Following [5, §4], there is an approximation argument that allows us to conclude that if $\nu_{t, \omega_0} \to \mu_0$, we have, as desired

$$\lim_{t \to \infty} \int_{\mathcal{H}} f_k d\nu_{t, \omega_0} = \int_{\mathcal{H}} f_k d\mu_0 = \mu_0(\omega \in \mathcal{H} : \Lambda_\omega \cap T(c, \sigma) = k).$$

□

**Proof of Theorem 3.2.** Combine Theorem 3.4 with [5, Proposition 3.3].  

□
4.2.1. Proof of (4.3). Let $F_t$ denote the indicator function of $g_{t-r-\theta}A^\theta_R(c, \sigma)$. By construction, this does not depend on $\theta$, as it is the $g_t$ image of a horizontal cone. As above, let $h$ denote the indicator function of $T(c, \sigma)$. We abbreviate $\nu_{t, \omega_0}$ by $\nu_t$. Denote the symmetric difference of $g_{t-r-\theta}A^\theta_R(c, \sigma)$ and $T(c, \sigma)$ by $E_t$, and note that $E_s \subset E_t$ for $s > t$, and the volume of $E_t$ tends to zero uniformly in $\theta$ as $t \to \infty$. Also note that by construction, 

$$\hat{F}_t(g_{t-r-\theta}) = N^\theta_R(\omega, \sigma, c),$$

and $f_k$ is the indicator function of the level set $\{\omega : \hat{h}(\omega) = k\}$. Thus we would like to show that, given any basepoint $\omega_0$,

$$\lim_{t \to \infty} \nu_t(\omega : \hat{F}_t(\omega) = k) = \lim_{t \to \infty} \nu_t(\omega : \hat{h}(\omega) = k).$$

Recall that for any set $L \subset \mathcal{H}$,

$$\nu_t(\omega : \omega \in L) = \lambda(\theta : g_{t-r-\theta} \omega_0 \in L).$$

Let $I_t = \{\omega : \hat{F}_t(\omega) \neq \hat{g}(\omega)\}$. Letting $b_0$ denoting the Siegel-Veech constant (see Theorem 3.1) of $\mu_0$, we have

$$\mu_0(I_t) < b_0 m(E_t),$$

where $m$ denotes Lebesgue measure on $\mathbb{R}^2$. Also note that $I_s \subset I_t$ for $s > t$.

Fix $\epsilon > 0$. Let $t_0 > 0$ be such that $m(E_t) < \epsilon/C_0$ for all $t > t_0, \theta \in [0, 2\pi)$, so

$$\mu_0(I_t) < \epsilon.$$

Since $\nu_t \to \mu_0$, we can pick $t_1 > t_0$ so that for all $t > t_1$, 

$$\nu_t(I_t) \leq \nu_t(I_{t_0}) \leq 2\epsilon.$$

Write 

$$\nu_t(\omega : \hat{F}_t(\omega) = k) = \nu_t(\omega \notin I_t : \hat{F}_t = k) + \nu_t(\omega \in I_t : \hat{F}_t(\omega) = k)$$

The second term can be bounded above by $\nu_t(I_t)$ and thus by $2\epsilon$. The first term can be rewritten as

$$\nu_t(\omega : \hat{g}(\omega) = k) - \nu_t(\omega \in I_t : \hat{g}(\omega) = k)$$

Again using our bound on $\nu_t(I_t)$, the difference

$$|\nu_t(\omega : \hat{F}_t(\omega) = k) - \nu_t(\omega : \hat{g}(\omega) = k)|$$

can be bounded by $4\epsilon$. Passing to the limit, we obtain that the limits can differ by no more than $4\epsilon$. Since $\epsilon$ was arbitrary, we have that the limits must be equal. \qed
4.2.2. The Siegel-Veech formula. Using the Siegel-Veech transform, we can obtain results on the expected number of points in a thinning wedge. We fix some notation. Recall that for a bounded compactly supported function \( f : \mathbb{R}^2 \setminus \{0\} \to \mathbb{R} \), we define \( \hat{f}(\omega) = \sum_{v \in \Lambda_\omega} f(v) \). Fixing \( R, c, \sigma \), let \( h_\theta = \chi_{A^R_\theta(c, \sigma)} \), that is, it is the indicator function of the thinning wedge. The expected number of lattice points in a random thinning wedge can be written as

\[
\sum_{k=1}^{\infty} k\lambda(\theta : N^R_\theta(\omega, \sigma, c) = k) = \int \hat{h_\theta} d\lambda(\theta).
\]

Writing \( h \) for the indicator function of \( T(c, \sigma) \), and using (4.1) we can write this (for \( t >> 0 \)) as

\[
\int_{\mathcal{H}} \hat{h} d\nu_{t, \omega}.
\]

If \( \omega_0 \) has a circle limit measure \( \mu_0 \) satisfying a certain technical condition [4, Theorem 8.2(D)], then

\[
\lim_{t \to \infty} \int_{\mathcal{H}} \hat{h} d\nu_{t, \omega} = \int_{\mathcal{H}} \hat{h} d\mu_0.
\]

As above, let \( b_0 \) be the Siegel-Veech constant for \( \mu_0 \). Then we have

(4.4)

\[
\int_{\mathcal{H}} \hat{h} d\mu_0 = b_0 \int_{\mathbb{R}^2} h.
\]

That is, the expected number of points in a thinning wedge is proportional to the volume of the trapezoid \( T(c, \sigma) \). We will see in §5.3.1 that the second moment of the limiting distribution is not well-defined.

4.2.3. Fiber bundles and special trajectories. In this paper, we focus on the sets of holonomy vectors of oriented saddle connections or cylinders. Our results will also apply to the sets of holonomy vectors connecting a fixed point on the surface to singular points or the set of vectors connecting two marked points. These can be obtained by considering the corresponding equidistribution results for the spaces \( Y_i \) of translations surfaces with \( i \) marked points, \( i = 1, 2 \). These spaces can be viewed as fiber bundles over \( \mathcal{H} \) with fiber over \( \omega \in \mathcal{H} \) given by \( (M, \omega)^i \). We refer the interested reader to [5, §2, §9] for details.

5. Measure bounds and gap distribution

This section provides a variety of results on the gaps between saddle connection and cylinder directions. It includes results on the likelihood of finding many saddle connections in a small region. In particular, Lemma 5.3 says that having \( k \) saddle connections in a small interval is proportional to having two saddle connections in a small interval. As a corollaries we show Corollary 5.6 which says that the limiting distribution of \( p_k(\sigma) \) does not
have finite second moments and Corollary 5.11 which says that the Siegel-Veech transform does not send continuous compactly supported functions to $L_2$ (though it is norm preserving for positive functions as a map from $L_1$ to $L_1$). We also show Theorem 5.14 which says that some gaps between cylinder directions are larger than one would expect.

5.1. Notation. In this section, we will need to distinguish between holonomy vectors of saddle connections and cylinders. Let $\omega \in \mathcal{H}$, let $\Lambda^\text{sc}_\omega$ and $\Lambda^\text{cyl}_\omega$ be as in (1.4), and let $\mu$ be Lebesgue measure on $\mathcal{H}$. We define

\begin{align*}
 p_k(\sigma) &:= \mu(\omega : \Lambda^\text{sc}_\omega \cap T(\sigma) = k) \\
 \tilde{p}_k(\sigma) &:= \mu(\omega : \Lambda^\text{sc}_\omega \cap T(\sigma) \geq k) \\
 p^\text{cyl}_k(\sigma) &:= \mu(\omega : \Lambda^\text{cyl}_\omega \cap T(\sigma) = k) \\
 \tilde{p}^\text{cyl}_k(\sigma) &:= \mu(\omega : \Lambda^\text{cyl}_\omega \cap T(\sigma) \geq k).
\end{align*}

5.2. $\sigma \to 0$ asymptotics.

**Proposition 5.1.** \( \lim_{\sigma \to 0} p_{\sigma,1} = 0. \)

**Proof.** This follows from the fact that the volume of $T(\sigma)$ \( \to 0 \) as $\sigma \to 0$. \( \square \)

**Theorem 5.2.** As $\sigma \to 0$, $\sigma^{-2} p_{\sigma,2}$ is bounded away from 0 and infinity.

**Proof.** Consider $g_{-\sqrt{\sigma}} T(c, \sigma)$. Because the action of $g_t$ preserves $\mu$ on $\mathcal{H}$ it follows that the measure of surfaces with two saddle connections $T(c, \sigma)$ is equal to the measure of surfaces with two saddle connections in $g_{-\sqrt{\sigma}} T(c, \sigma)$. It follows from Lemma 2.1 and the remark following it that

\[ \mu(\{\omega : \Lambda_\omega \cap T(c, \sigma) \geq 2\}) \sim \sqrt{\sigma} \sqrt{\sigma} = \sigma^2, \]

where $\sim$ denotes proportionality. \( \square \)

This result states that given a saddle connection appearing in a wedge the probability of having another one is roughly independent. In general this is false, as the next section shows the probability of having many saddle connections in a small wedge decays slowly.

5.3. More on $\sigma \to 0, k \to \infty$. First,

**Lemma 5.3.** For any fixed $\sigma > 0$ we have \( \limsup_{k \to \infty} k^2 \tilde{p}^\text{cyl}_k(\sigma) < \infty. \)

This is similar to the proof of Theorem 5.2. We say a surface has an $\epsilon$-thin neck if there exists a pair of saddle connections $v$ and $w$ such that $|v| \leq \epsilon$ and $v, w, w$ are adjacent saddle connections. See Figure 3 below.

If $v, w$ define a $\frac{\sigma}{3k}$ thin neck in $\omega$ and $\frac{1}{3} \leq |w| \leq \frac{2}{3}$ then $\Lambda^\text{arg}(w)(\omega, \sigma, 0) \geq k$. To see this notice that a saddle connection that goes once in the $w$ direction and $l$ times in the $v$ direction has its associated vector in $\Lambda_\omega$ contained in $A^\text{arg}(w)(0, \sigma)$. 

Lemma 5.4. For any fixed $\sigma > 0$ we have $k^2 \tilde{p}_k(\sigma)$ is bounded away from 0 and $\infty$.

Lemma 5.5. For any fixed $k > 1$ we have $\sigma^{-2} \tilde{p}_k(\sigma)$ is bounded away from 0 and $\infty$.

These two lemmas follow from the previous paragraph by noticing that the measure of surfaces with an $\epsilon$-thin neck is proportional to $\epsilon^2$ (see §2.4). Showing that it is bounded away from $\infty$ follows from Theorem 5.2 and Lemma 5.3.

5.3.1. Non-existence of second moments. Lemma 5.4 has the following corollary.

Corollary 5.6. For any $\sigma > 0$,
\[
\sum_{k=0}^{\infty} k^2 p_k(\sigma) \text{ diverges}.
\]

That is, the limiting distribution $p_k(\sigma)$ does not have finite second moment.

The corollary follows from Lemma 5.4 and the general lemma below:

Lemma 5.7. Let $X$ be a positive integer valued random variable, with $P(X = k) = p_k$. Suppose there is a $c > 0$ so that $P(X \geq k) \geq \frac{c}{k^2}$. Then
\[
\sum_{k=0}^{\infty} k^2 p_k \text{ diverges}.
\]

Proof. We are interested in calculating $E(X^2) = \sum_{k=0}^{\infty} k^2 p_k$. We can write
\[
E(X^2) = \sum_{k=0}^{\infty} P(X^2 \geq k)
\]

For $i^2 \leq k < (i + 1)^2$, $P(X^2 \geq k) = P(X \geq i)$. Thus
\[
\sum_{k=0}^{\infty} P(X^2 \geq k) = \sum_{i=1}^{\infty} 2i P(X \geq i) \geq \sum_{i=1}^{\infty} \frac{c}{i}.
\]

\[\square\]
5.3.2. Glued-in tori. For the remaining estimates we consider gluing in a small torus. We say a surface has a \textit{glued in torus} with parameters \((a, b)\) and gluing slit \(s\) there is a portion of the surface where the points travel as if they are in a torus with basis lengths \(a, b\) except if they cross a saddle connection of length at most \(s\). See Figure 4 below.

**Proposition 5.8.** The measure of unit volume surfaces that have a glued in torus with parameters \((a, b)\) and gluing slit \(s\) where \(a, b \in [\sqrt{c}, 2\sqrt{c}]\) and \(s \in [c, 2c]\) is at least proportional to \(c^{-4}\) as \(c\) goes to zero.

This follows from the main result in §2.4. If we glue in a torus with parameters comparable to \((\sqrt{\sigma}, \sqrt{\sigma})\) with gluing slit \(\sigma\) it has quadratic growth of saddle connections or periodic cylinders. Because a torus is a lattice surface, the saddle connection directions are completely periodic. If the length of the periodic cylinder is less than \(t\) then the trajectory in the torus crosses the direction of the slit at most \(c^{-1} \sqrt{\sigma} \approx ct\) times. So some points do not leave the torus before closing up. Therefore all saddle connection directions of the torus with length less than \(\frac{\sigma}{c}\) are cylinder directions for the surface.

It follows that there exists \(C > 0\) such that for any \(\sigma > 0\) small enough a surface that has a torus with gluing parameters \(\sqrt{\sigma}, \sqrt{\sigma}\), not too small angle between these sides and gluing slit \(\sigma\) has at least \(C\sigma^{-1}\) periodic directions whose cylinders have length less than or equal to 1. It follows from the pigeonhole principle that almost half of these directions are separated by at most \(4\pi C\sigma^{-1}\).

**Lemma 5.9.** For any fixed \(k > 0\) we have
\[
\liminf_{\sigma \to 0} \sigma^{-4} P_k^{\text{cyl}}(\sigma) > 0.
\]

**Proof.** Glue in a torus of parameters comparable to \(\sqrt{\sigma}, \sqrt{\sigma}\) with gluing slit \(\sigma\). \qed
Lemma 5.10. For any fixed $\sigma > 0$ we have
\[ \lim \inf_{k \to \infty} k^4 \hat{p}_k > 0. \]

Proof. Glue in a torus of parameters comparable to $\sqrt{2\sigma k^{-1}}$, $\sqrt{2\sigma k^{-1}}$ with gluing slit $(2\sigma k)^{-1}$. □

Corollary 5.11. Let $f : \mathbb{R}^2 \setminus \{0\} \to \mathbb{R}$ by $f(x) = 1$ if $x \in B(0, 1) \setminus \{0\}$ and 0 otherwise. Its Siegel-Veech transform $\hat{f}$ is not in $L^2(\mathcal{H}, \mu)$. However $\hat{f}$ is in $L^{2-\epsilon}(\mathcal{H}, \mu)$ for any $\epsilon > 0$.

This is an immediate consequence of Lemma 5.4. Notice that $f$ is in $L^\infty(\mathbb{R}^2)$. The above corollary fails if we take the analogue of the Siegel-Veech transform for the directions of cylinders. That is, let $\tilde{f}(\omega) = \sum_{v \in \Lambda^\mu_{\omega}} f(v)$. In this case the function is not in $L^4(\mathcal{H}, \mu)$. However, if we fix the minimal volume of cylinders we consider then by Lemma 5.12 this variant of the Siegel-Veech transform sends $L^\infty(\mathbb{R}^2 \setminus \{0\})$ to $L^\infty(\mathcal{H}, \mu)$. The $L^\infty$ norm may increase and that this increase can be bounded by the genus of the surfaces parametrized by $\mathcal{H}$ and the lower bound on the volume of the cylinders. Thus while the different versions of the Siegel-Veech transform are all $L^1$ norm preserving on positive functions they have different behavior in $L^p$ in general.

5.4. $\sigma \to \infty$ asymptotics.

Lemma 5.12. Suppose $x$ is in a periodic cylinder of length $L$, area $a$ in direction $\theta$. Then $x$ is not in a periodic cylinder of length less than $R$ and direction $\theta'$ where $\theta' \neq \theta$ and $|\theta' - \theta| < \min\{\frac{1}{2L^6a}, \frac{\pi}{3}\}$.

Proof. Consider the periodic cylinder in the hypothesis of the lemma. It has a width vector $v$ where $|v| = \frac{a}{L}$ and let $x \in v$. If $x + L \tan(\epsilon) < \frac{a}{L}$ then $F_{\theta+\epsilon}|_v(x) = x + L \tan(\epsilon)$, where $F_{\theta+\epsilon}|_v$ denotes the induced map of $F_{\theta+\epsilon}$ on $v$. It follows that if $\theta + \epsilon$ is the direction of a periodic cylinder $x$ lies in we have $F_{\theta+\epsilon}|_v(x) = x$ and so $kL \tan(\epsilon) \geq |v|$. The length of this cylinder is at least $kL \sec(\epsilon)$. Therefore if $kL < R$ then $\tan(\epsilon) \geq \frac{|v|}{R} = \frac{a}{RL}$. Noticing that $\epsilon < \frac{\pi}{3}$ implies $\tan(\epsilon) < 2\epsilon$ completes the lemma. □

5.4.1. Absence of cylinder gaps. Let $\Theta^*_\omega(R)$ be the directions $\theta$ such that the volume of the periodic cylinders in direction $\theta$ with length less than or equal to $R$ is at least $\frac{3}{5}$. In the rest

Lemma 5.13. Let $\theta \in \Theta^*_\omega(L)$ then
\[ \left( \theta - \frac{1}{20(4g - 4)}, \theta + \frac{1}{20(4g - 4)RL} \right) \cap \Theta^*_\omega(R) = \emptyset. \]
Proof. One can easily see that the number of saddle connections in a given direction is at most $4g - 4$. Therefore $\theta \in \Theta^*_\omega(L)$ then at least half the points in the surface must lie in cylinders of area at least $\frac{1}{10(4g-4)}$. If $\phi \in \Theta^*_{\omega}(R)$ then some points of the surface must lie in periodic cylinders in direction $\phi$ and periodic cylinders of area at least $\frac{1}{10(4g-4)}$ in direction $\theta$. The result follows from Lemma 5.12.

In the square torus, periodic directions correspond to rational slopes. Notice that if $\frac{a}{L} \neq \frac{b}{R}$ are rational numbers and $C L < R$ then $|\frac{a}{L} - \frac{b}{R}| > \frac{C}{R^2}$. This implies that for any $C' > 0$ a positive proportion of periodic directions of length less than $R$ are at least $\frac{C'}{R^2}$ separated from the closest periodic direction of length less than $R$. The next theorem generalizes this fact for periodic cylinders of substantial area.

**Theorem 5.14.** If the cardinality of $\Theta^*_\omega(R) = \{\theta_1 \leq \theta_2 \leq \ldots \theta_N\}$ grows quadratically then
\[
\liminf_{R \to \infty} \liminf_{\sigma \to \infty} \frac{1}{\Theta^*_{\omega}(R)} \left| \left\{ \theta_i \in \Theta^*_\omega(R) : \theta_{i+1} - \theta_i \geq \frac{\sigma}{R} \right\} \right| > 0.
\]

Proof. By the fact that $\omega$ has quadratic growth there exists $c > 0$ such that
\[
\left| \Theta^*_\omega(L) \right| \geq c \left( \frac{L}{R} \right)^2.
\]

Lemma 5.13 implies that if $\theta \in \Theta^*_\omega(L)$ then it has a gap of size at least $\frac{1}{20(4g-4)RL}$ to the closest direction in $\Theta^*_\omega(R)$. Let $L = \frac{R}{\sigma 20(4g-4)}$.

6. **Billiards**

In this section we use Theorem 3.4 to obtain results about special trajectories for billiards, as discussed in §3.3.1. We follow closely the exposition in [1, 6], particularly focusing on the examples studied in the latter paper.

6.1. **Rectangles with barriers.** We recall notation from §3.3.1: given $\alpha \in \mathbb{R}$, consider the polygon $P_\alpha$ whose boundary is the boundary of the square $[0,1] \times [0,1]$ together with a barrier given by the vertical segment $\{1/2\} \times [0,\alpha]$.

We recall the ‘unfolding’ procedure from [6]: to obtain a translation surface $\omega_\alpha$ from $P_\alpha$, take four copies of $P = P_\alpha$ which are images of $P$ under reflection in the two coordinate axes and reflection in the origin.

Identifying the interior sides, we obtain a square of area 4 with two vertical double lines, corresponding to the interval $1/2 \times [0,\alpha]$. Identify the top and bottom of the square, and the left and right sides. The glue the left side of the right line to the right side of the left line, and the right side of the right line to the left side of the left line. See Figure 5 below.

Rescaling by $1/4$, we obtain an area 1 translation surface $\omega_\alpha \in \mathcal{H}(1,1)$, with the 2 zeroes located at the endpoints of the vertical lines. A billiard trajectory $\lambda$ on $P_\alpha$ corresponds to a straight line on $\omega_\alpha$. 

6.2. Branched covers. As mentioned in §3.3.1, the crucial property of the surface $\omega_{\alpha}$ is that it is a double (branched) cover of the torus. That is, there is a covering map (branched at the zeros) $\pi : \omega_{\alpha} \to \mathbb{C}/\Lambda$ where $\Lambda$ is a lattice in $\mathbb{C}$ and that $\omega_{\alpha}$ is obtained by pulling back the form $dz$.

The set of all $\omega \in \mathcal{H}(1,1)$ satisfying this property is a closed, $SL(2,\mathbb{R})$-subvariety $\mathcal{M}$ [6, Lemma 2.1]. $\mathcal{M}$ is a finite cover of $\mathcal{T} = (SL(2,\mathbb{R}) \times \mathbb{R}^2)/(SL(2,\mathbb{Z}) \times \mathbb{Z}^2)$ and the covering map commutes with the $SL(2,\mathbb{R})$-action [6, Lemma 2.2]. Recall that $\mathcal{T}$ is the space of tori with two marked points (assuming that one marked point is always at the origin). The covering map $\Pi : \mathcal{M} \to \mathcal{T}$ is given by

$$\Pi(\omega) = (\Lambda, \pi(z_1), \pi(z_2)),$$

where $\Lambda \subset \mathbb{C}$ is the lattice so that $\omega$ covers $\mathbb{C}/\Lambda$ and $z_1, z_2$ are the zeros of $\omega$.

Let $\alpha \in \mathbb{R}$ be irrational. For $\omega_{\alpha} \in \mathcal{M}$, let $\mathcal{M}(\alpha)$ denote the connected component of $\mathcal{M}$ containing $\omega_{\alpha}$. Let $\bar{\mu}$ denote the pullback of the Haar probability measure on $\mathcal{T}$. It is an ergodic $SL(2,\mathbb{R})$ invariant measure on $\mathcal{M}(\alpha)$. The circle limit measure for $\omega_{\alpha}$ is $\bar{\mu}$ [6 Lemma 2.4]. Thus, we obtain the following corollary to Theorem 3.4.

**Corollary 6.1.** For any irrational $\alpha$,

$$\lim_{R \to \infty} \lambda(\theta : N^R_R(\omega_{\alpha}, \sigma, c) = k) = \bar{\mu}(\omega \in \mathcal{M}(\alpha) : \Lambda_{\omega}^{sc} \cap T(c, \sigma) = k).$$

6.2.1. Branched covers of lattice surfaces. A similar calculation of circle limit measures was carried out for branched covers of lattice surfaces in [4]. Thus, we can obtain a version of Corollary 6.1 for these surfaces as well. This will yield results for triangular billiards $P_n$ with angles

$$\frac{n-2}{2n} \pi, \quad \frac{n-2}{2n} \pi, \quad \frac{4}{2n} \pi,$$

where $n \geq 5$, $n$ odd. For details, see [4 §9].
6.3. **Lattice translates.** To obtain a version of Theorem 1.1 for $\omega \in M$, we have to understand the set of holonomy vectors of saddle connections $\Lambda^{sc}_\omega$. Suppose $\omega$ is a cover of $\mathbb{C}/\Lambda$, with covering map $\pi$. Note that under the projection to the torus, the saddle connections must connect either $\pi(z_1) = 0$ or $\pi(z_2)$ to themselves or to each other. That is, they must be primitive vectors in the lattice $\Lambda$ or in the translate $\Lambda + v$ where $v$ is a choice of vector connecting the two marked points on the torus (defined up to $\Lambda$, so $\Lambda + v$ is well-defined). Thus, if we have $\Pi(\omega) = (\Lambda, v)$ (viewing $\mathcal{T}$ as the space of marked tori, or equivalently, lattices and a choice of vector), we have

$$\Lambda^{sc}_\omega = \Lambda_{\text{prim}} \cup (\Lambda_{\text{prim}} + v),$$

where $\Lambda_{\text{prim}}$ denotes the set of primitive vectors in $\Lambda$.

$\mathcal{T}$ is a fiber bundle over the modular surface $SL(2, \mathbb{R})/SL(2, \mathbb{Z})$. It can be broken up into a Haar measure on $SL(2, \mathbb{R})/SL(2, \mathbb{Z})$ together with Lebesgue measure on the torus fibers. While a lattice $\Lambda$ will never have two points in $T(0, \sigma)$ for $\sigma << 1$, we can construct a positive measure set of pairs $(\Lambda, v) \in \mathcal{T}$ so that $\Lambda_{\text{prim}} \cup (\Lambda_{\text{prim}} + v)$ does intersect $T(\sigma)$ (at least) twice for all $\sigma > 0$ by considering the lattices $\Lambda$ so that $\Lambda \cap T(\sigma) \neq \emptyset$ and $v \in T(\sigma) (v \notin \Lambda)$. Thus, for all $\alpha$ irrational, all $\sigma > 0$, we have

$$\bar{\mu}(\omega \in M(\alpha) : \Lambda^{sc}_\omega \cap T(\sigma) \geq 2) > 0.$$ (In fact, we will obtain a set of measure proportional to $\sigma^4$) (see [11, Remark 2.3] for an explicit description of the distribution of gaps for the set $v + \Lambda$). Thus, we obtain:

**Corollary 6.2.** For all irrational $\alpha$,

$$\lim_{R \to \infty} R^2 \gamma^\omega_\alpha(R) = 0.$$ (6.1)

Moreover, for any $\epsilon > 0$, the proportion of gaps less than $\epsilon/R^2$ is positive. That is, writing $\Theta^\omega_\alpha_R := \{0 \leq \theta_1 \leq \theta_2 \leq \ldots \leq \theta_n\}$, we have

$$\lim_{R \to \infty} \frac{|\{1 \leq i \leq N(\omega_\alpha, R) : (\theta_{i+1} - \theta_i) \leq \epsilon/R^2\}|}{N(\omega_\alpha, R)} > 0.$$

(6.2)
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