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Abstract
Detection of surface water from satellite images is important for water management purposes like for mapping flood extents, inundation dynamics, and water resources distributions. In this research, we introduce a supervised contextual classification model to detect surface water bodies from polarimetric Synthetic Aperture Radar (SAR) data. A complex Wishart Markov Random Field (WMRF) combines Markov Random Fields with the complex Wishart distribution. It is applied on Single Look Complex Sentinel 1 data. Using Markov Random Fields, we utilize the geometry of surface water to remove speckle from SAR images. Results were compared with the Wishart Maximum Likelihood Classification (WMLC), the Gaussian Maximum Likelihood Classification, and a median filter followed by thresholding. Experiments demonstrate that the statistical representation of data using the Wishart distribution improves the F-score to 0.95 for WMRF, while it is 0.67, 0.88, and 0.91 for Gaussian Maximum Likelihood Classification, WMLC, and thresholding, respectively. The main improvement in the precision increases from 0.80 and 0.86 for WMLC and thresholding to 0.96 for WMRF. The WMRF model accurately distinguishes classes that have a similar backscatter, like water and bare soil. Hence, the high accuracy of the proposed WMRF model is a result of its robustness for water detection from Single Look Complex data. We conclude that the proposed model is a great improvement on existing methods for the detection of calm surface water bodies.

1. Introduction
Surface water body detection using satellite data has been addressed in many studies. The retrieved information has been utilized for water management tasks like indication the presence of water bodies and their extent, inundation dynamics, and flood extent. Yet there is at present insufficient knowledge of the spatial and temporal dynamics of available surface water (Alsdorf et al., 2007), since the variation of the spatial extent of inland water bodies both seasonally and interannually is strong (Papa et al., 2010). Also, over the past three decades several permanent water bodies have vanished or become seasonal, due to human and natural causes. Over 70% of global permanent water loss has occurred in five countries. Iran is among these five countries with 56% loss of permanent surface water between 1984 and 2015 (Pekel et al., 2016). Such losses raise major concerns of water security and sustainability. It is thus important to obtain accurate and updated information about the distribution of available surface water bodies.

Remote sensing technology provides advanced means for detecting, characterizing, and monitoring water bodies. It overcomes shortcomings of traditional ground-based surveys, such as being expensive, time-consuming, and influenced by other unknown factors in the field (Wang et al., 2011). Synthetic Aperture Radar (SAR) data have many advantages over optical images as they are independent of cloud cover; the sensors are able to operate day and night and are not subject to sun glint (Kutser et al., 2009). Applicability of SAR data for surface water detection has been demonstrated in the past (Henry et al., 2006; Hoque et al., 2011; Mertes, 2002; Tholey et al., 1997). Thresholding methods have been extensively used based upon the assumption of a strong contrast between the low backscatter of water and the higher backscatter of main land cover classes in the intensity images (Brisco et al., 2009; J. Li & Wang, 2015; White et al., 2014). Since backscatter values vary depending upon the incidence angle, image quality, and wind-induced surface water roughness, the threshold needs to be modified on a scene-by-scene basis and automating thresholding methods is still a challenge (Bolanos et al., 2016). Also, active contour methods have been applied for water mapping in SAR images (Hahmann & Wessel, 2010; Heremans et al., 2003; Horritt et al., 2001; Mason et al., 2007; Silveira & Heleno, 2009). Although these studies have improved thresholding methods...
for water delineation, they involve postprocessing steps that rely upon availability of ancillary data to determine candidate pixels for water as well as on morphological operators (Bolanos et al., 2016). Recently, segmentation algorithms using auxiliary data have provided more successful results (Hahmann et al., 2010; Martinis et al., 2009). Their dependence upon the availability of high-resolution digital elevation models or a predetermined water mask limits their usefulness. In addition, they are not useful for mapping small ephemeral water bodies (Bolanos et al., 2016). Automatic processing chains also have recently been applied for inland water and flood mapping. Huang et al. (2017) and Twele et al. (2016) used threshold-based algorithms and Shuttle Radar Topography Mission (SRTM) data for water detection and compared automated classification results from using SRTM and Dynamic Surface Water Extent (DSWE). Bioresita et al. (2018) defined an automatic processing chain using the Finite Mixture Models to produce probability maps. Although encouraging results have been obtained, the preprocessing steps are time consuming and they rely as well on predetermined water mask data.

Using contextual information in classification of optical and SAR images leads to improvement in the accuracy and reliability of classification (Ardila et al., 2011; Hiremath et al., 2013). The potential of Markov Random Field (MRF) to effectively integrate contextual information associated with the image data during the analysis is desired, and research has been applied on MRF for SAR image classification (Fjortoft et al., 2003; Kenduiywo et al., 2014; Moser & Serpico, 2009; Reigber et al., 2010; Serpico & Moser, 2006). According to criteria of the maximum a posteriori probability (MAP), MRFs allow a global Bayesian optimization of the classification results. Also, a complex Wishart distribution in classification of polarimetric SAR images has been applied (Akbari et al., 2011; Doulgeris et al., 2008, 2011; Frery et al., 2007; Lee et al., 1994). Akbari et al. (2012) proposed an unsupervised contextual clustering model for classification of multilook SAR images with a $\kappa$-Wishart distribution for data statistics and the Pott model for the spatial context. Their research shows a clear improvement in using an appropriate statistical representation, but it does not use any backscattering signature of classes. Therefore, it affects detection of any class of interest, which in our case is water. A major and recurring problem is that this class could be mixed with other similar classes and that it could be completely missed by an unsupervised classifier.

The main objective of this research is to develop a contextual supervised algorithm based upon Bayesian statistics for mapping surface water bodies from Single Look Complex (SLC) images. We use complex values of single look polarimetric SAR data to avoid speckle filtering and information loss, whereas the high resolution of SLC images is preserved. We use a contextual model that effectively tackles speckle in SAR images. Using MRFs, we are utilizing the geometry of surface water to remove speckle in SAR images and improve classification. The proposed model is applied on Sentinel 1 data, and results are compared with the Gaussian Maximum Likelihood Classification (GMLC) Wishart Maximum Likelihood Classification (WMLC) models and thresholding. We finally investigate the effect of class definition by using different numbers of classes.

2. Methodology

2.1. WMRF

Bayesian statistics is widely used in remote sensing classification. Based upon backscatter values, we classify each pixel to the desired categories. The pixel values of a SAR image are denoted by $d = \{d_i, i = 1, \ldots, L\}$, where $L$ represents the entire image. Each pixel takes a label from user-defined information classes defined as $w_i \in \{1, \ldots, m\}$, where $m$ is the number of classes. The classification criterion is based upon the MAP probability criterion which maximizes the product of conditional and prior probability. The posterior probability can be expressed in terms of the posterior energy function (Li, 2009)

$$P(w_i|d_i) \propto e^{-U(w_i|d_i)},$$

where

$$U(w_i|d_i) = U(w_i|w_{N_i}) + U(d_i|w_i).$$

Here, $U(w_i|w_{N_i})$ is the prior energy function and $U(d_i|w_i)$ is the conditional energy function for pixel $i$. Use of energy functions allows a more convenient way to express contextual relation compared to probability (Geman & Geman, 1984).
The prior energy, $U(w_i|w_N)$, is modeled as an MRF for each pixel $i$, adapted to a neighborhood system, $N_i$. For an image with $L$ pixels, it is defined as follows:

$$U(w_i|w_N) = \sum_{l=1}^{L} \sum_{l \in N_i} \omega(s_{ij}) \delta(w_i, w_l),$$

where $s_{ij}$ is the distance from pixel $i$ to pixel $l$, in the neighborhood $N_i$ of pixel $i$, and $\omega(s_{ij})$ denotes the weight of contribution from $l \in N_i$ to the prior energy. The term $\delta(w_i, w_l)$ is defined as $\delta(a,b) = 1$ if $a \neq b$, and 0 otherwise. Weights $s_{ij}$ are defined as $\omega(s_{ij}) = \frac{1}{s_{ij}}$ and normalized, such that $\sum_{l \in N_i} \omega(s_{ij}) = 1$. This term favors smooth class labels in the neighborhood and penalizes deviations for smooth classification.

The conditional energy, $U(d_i|w_i)$, is modeled by a complex Wishart density function (Goodman, 1985). Dual polarization sensors have a scattering matrix $u$ with two elements that can be considered as a vector

$$u_i = [S_{vh} \ S_{v\nu}]^T,$$

where $S_{vh}$ is the polarized backscattering element of a vertically transmitted and horizontally received signal for pixel $i$ and $S_{v\nu}$ is a vertically transmitted and vertically received signal. These elements are complex numbers since they carry both the magnitude and phase of the signal. Then the estimated single look covariance matrix equals

$$A_i = \sum_{i=1}^{n} u_i u_i^\dagger,$$

where $n$ is the number of pixels to estimate $A_i$. The distribution of $A_i$ follows by a complex Wishart probability density function (Goodman, 1985)

$$P(A_i|w_i) = \frac{|A_i|^{n-q} \exp[-\text{Tr}((C_{w_i})^{-1} A_i)]}{K(n,q)|C_{w_i}|^n},$$

where $\text{Tr}(B)$ is the trace of $B$, $C_{w_i}$ is the complex covariance matrix given class $w_i$, and $K(n,q)$ is defined as

$$K(n,q) = \pi^{\frac{q}{2}}(q-1)! \Gamma(n)...\Gamma(n-q + 1).$$

The parameter $q$ is dimension of the matrix $u_i$, and $\Gamma(.)$ is the Gamma function (Lee et al., 1994). Let $d_i$ be flattern $A_i$, then $P(A_i|w_i) = P(d_i|w_i)$. Then, the corresponding conditional energy based on equation (6) is

$$U(d_i|w_i) = -\log P(d_i|w_i).$$

The posterior energy function, equation (2), based on equations (8) and (3) can be written as follows:

$$U(w|d) = \sum_{i=1}^{L} U(w_i|d_i) = \lambda \sum_{i=1}^{L} U(w_i|w_{N_i}) + (1-\lambda) \sum_{i=1}^{L} U(d_i|w_i).$$

Minimizing equation (8) with respect to $w$ yields the MAP solution, where an additional parameter $\lambda$ controls the relative contribution of the prior and conditional energy functions with $0 \leq \lambda < 1$. For $\lambda = 0$, the prior model is completely ignored and the classifier is not contextual. For $0 < \lambda < 1$ the MAP classifier is contextual, explicitly incorporating spatial contextual information by means of prior energy.

### 2.1.1. Energy Minimization

To maximize $P(w_i|d_i)$, the energy function equation (9) has to be minimized. In order to find the global minimum of the energy function, simulated annealing is employed (Geman & Geman, 1984; Metropolis et al., 1953)). This research applies the Metropolis-Hastings sampler (Geman & Geman, 1984). The algorithm starts at a high temperature $\tau = \tau_0$. The value of $\tau$ decreases using a cooling schedule. An iterative process follows until the system becomes is frozen ($\tau \rightarrow 0$). The temperature at the iteration $k$ is changed such that
τ_k = στ_{k-1}, \quad (10)

for σ ∈ (0; 1). Any τ_0 can be chosen for optimization, but its value can affect the solution. Optimal values of the annealing schedule (τ_0 and σ) depend upon complexity of the problem which in our study depends on class separability. For each iteration, the Metropolis-Hastings sampler updates all pixels and the number of successful updated pixels is counted which leads to a change of pixel value. A threshold of 0.1% of the total number of pixels (Tolpekin & Stein, 2009) is defined to stop the optimization process when for three consecutive iterations the counted updated pixels are below the threshold.

We compare our WMRF model with three current methods from the literature. One is the GMLC, which is based upon a Bayesian probabilistic framework, but without contribution of a prior energy function. For this classifier, the conditional energy, \( U(d_i|w_i) = U(u_i|w_i) \), is modeled by a Gaussian density function

\[
U(u_i|w_i) = \frac{1}{\pi^{|C_m|}} \exp\left(-\frac{u_i^* C_{w_i}^{-1} u_i}{2}\right)
\]

that is, the distribution of \( u_i \) is assumed to follow a Gaussian distribution. Then, equation (9) can be written as follows:

\[
U(w|d) = \sum_{i=1}^{L} U(w_i|d_i) = \sum_{i=1}^{L} U(d_i|w_i).
\]

The second method for comparison is the WMLC which follows a similar framework as the WMRF model but only considers the conditional energy. For the WMLC model, the distribution of the single look covariance matrix is assumed to follow the complex Wishart distribution. Then the posterior energy function for all pixels in a SAR image is based on equation (8).

The third method for comparison is the thresholding method based upon the low backscattering of water with respect to land in SAR images. We applied a median filter followed by thresholding.

### 2.2. Accuracy Assessment

Evaluation of the results is done using the \( m \times m \) confusion matrix as a common way to summarize performance of classification methods. A confusion matrix assesses the results by means of labeled pixels that relate classified data to reference data. Using the confusion matrix, two measures of precision and recall are used to evaluate the success rate of classifiers. Precision denotes the proportion of the number of true positive predictions divided by the total predicted positives, and recall is the number of true positive predictions divided by the total number of actual positives. We also use the \( F \)-score as a measure for accuracy assessment, defined as follows:

\[
F = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

In addition, Cohen’s \( \kappa \) (Hudson & Ramm, 1987) measures how closely the instance classified by the classifier matched the data labeled as reference data. To test the significance of results, we used the test statistic \( Z \), (Congalton & Green, 2009) defined as follows:

\[
Z = \frac{\kappa}{\sqrt{\text{var}(\kappa)}}.
\]

It tests the null hypothesis \( H_0 : Z = 0 \) against the alternative hypothesis \( H_1 : Z \neq 0 \). Under the assumption of normality, we decide in favor of \( H_1 \) if \( Z > 1.96 \); otherwise, we decide in favor of \( H_0 \).

As our purpose is to detect water, the confusion matrix for more than two classes is formed by two elements: water and nonwater. More classes are defined during the classification to adequately model spectral variation of nonwater pixels and overcome the problem of misclassification due to the poor class separability of water and bare soil.
3. Experimental Results

3.1. Data Description

We used Sentinel-1 SAR image in Interferometric Wide swath mode to test the performance of the proposed method. Sentinel-1 is operating in C-band and collects images of a 250-km swath and a 5 × 20-m spatial resolution. The image acquisition date is 17 April 2017. We used a Level 1 SLC image with amplitude and phase of the SAR signal. It contains dual-polarization (VV+VH) data with both real and imaginary information. For preprocessing of the image, the Sentinel-1 toolbox (S1TBX) from SNAP software, version 5.0.8 of European Space Agency (ESA), was used (Veci et al., 2015). Interferometric Wide products have three subswaths, and each subswath image consists of a series of bursts, thus requiring debursting. Next, orbit file correction, radiometric calibration, and geometric terrain correction were applied. We used geometric terrain correction to reduce topographic effects. Range Doppler terrain correction (Small & Schubert, 2008) was applied, using SNAP software. The Digital Elevation Model for terrain correction was the SRTM elevation model of a 3-arcsecond resolution, whereas the nearest neighbor method was chosen as the resampling method. Complex values of the image data were preserved during the preprocessing steps. Figure 1 shows the intensity of the SLC image.

Two different reservoirs, located in the western part of Iran, were selected as the study area. These two reservoirs have different characteristic in terms of shape and size. Reservoir A is a reservoir with 10-km$^3$ capacity covered by 1,687 × 649 pixels, whereas Reservoir B has a triangular shape with a rocky island in the middle. It is smaller with capacity of 1 km$^3$ and is covered by 401 × 220 pixels. The two reservoirs are both in a mountainous environment that mainly consists of surface water bodies, bare soil, rocks, and agricultural lands.

Three different legends were considered: C2 (water, nonwater), C3 (water, bare soil, and others), and C4 (water, bare soil, rock, and others). Upon the classification results of C3 and C4, nonwater classes were recorded into a single class.

Training samples of Reservoir A contain 10 polygons for each class. The class water has 1,123 pixels, bare soil has 2,178 pixels, rocks has 1,876 pixels, and the class other includes 2,660 pixels. Training samples of Reservoir B consist of six polygons for each class. The number of training pixels for class water is 138, for bare soil it is 388, for rocks it is 245, and for the class other it is 173. Training samples for the two reservoirs were selected manually from optical images with a few days difference. Training samples were chosen based upon the literature, considering distribution, size, and balance aspects (Congalton & Green, 2009; Zhu et al., 2016).

The first reference set (rs1) contains 400 points for Reservoir A and 192 points for Reservoir B. These points were obtained by stratified random sampling using the WMRF classification results for C3. Among the 400 points, Reservoir A contains 136 points for water and 264 points for nonwater. Reservoir B has 74 points for water and 116 points for nonwater. These points are evenly distributed throughout the study area, and the points are labeled by an expert using visual interpretation of SAR and the Sentinel 2A optical image of the study area collected in 26 April 2017. To ensure that the rs1 data do not inform the calculation of accuracy metrics, a second reference dataset was generated. This set has 400 stratified random points created using the same classified optical image of the area and contains 200 points for each class. We evaluated the WMRF classified images using the second reference dataset.

The algorithm was written in R (R Core Team, 2018), version 3.5.0. The Rcpp and rgdal packages have been used.

3.2. Classification

3.2.1. Simulated Annealing Parameter Optimization

Parameters for energy minimization part of classification were set equal to $\tau_0 = 4.0$ and $\sigma = 0.89$. A neighboring system $N_i$ was chosen as the eight nearest pixels. The covariance matrix in equation (4) was estimated by $5 \times 5$ neighboring pixels; hence, $n = 25$. In order to optimize energy minimization, other values of $\tau_0$ and $\sigma$ parameters of the algorithm have been tested for Reservoir A. The value $\lambda = 0.5$, corresponding to the highest accuracy of the model, was selected. We also varied $\tau_0$ between 0 and 10 (Figure 2a). Each experiment was repeated 10 times to investigate variation of the results. Also, 100 repetitions were considered for $\tau_0 = 1.0$ and $\tau_0 = 4.0$ to check if the variance is estimated adequately with only 10 samples. The standard deviation (SD) of
Figure 1. (top) Reservoir A and (bottom) Reservoir B. Polygons represent training samples.

Figure 2. Parameter optimization results. (a) $F$-scores for different values of initial temperature ($\tau_0$) with error bars indicating standard deviation for 10 repetitions, (b) $F$-scores for the selected value of $\tau_0 = 0.3$ to optimize the $\sigma$ value with error bars indicating standard deviation for 10 repetitions, and (c) number of iterations for energy minimization for different $\sigma$ values.
the $F$-score for $\tau_0 = 1.0$ and $\tau_0 = 4.0$ reduced with an amount of only 0.006 and 0.0003 from 10 to 100 repetitions, respectively. Therefore, we decided that 10 repetitions provided an adequate representation of the variation in the results.

The suggested range for initial temperature found in the literature is between 3 and 4. This corresponds with our optimized value, so we selected $\tau_0 = 4.0$ to optimize the value of $\sigma$. Figure 2b shows that the $F$-score is increasing with increasing $\sigma$ values and that at the same time SD is decreasing. The results show that the optimal value equals $\sigma = 0.99$, corresponding with the highest $F$-score and the lowest SD values. In order to investigate the efficiency of the optimized value in terms of time consumption for energy minimization, the number of iterations for each value of $\sigma$ is plotted in Figure 2c. From this figure we observe a slight growing in the number of iterations by increasing the value of $\sigma$. All $\sigma$ values require approximately $k = 150$ iterations except for $\sigma = 0.99$, where more than $k = 400$ iterations were needed. As it turned out, there is trade-off between $k$ and speed of the model. Hence, we suggest to select $\sigma = 0.9$ with admissible $F$-score and SD values, specifically for large data classification.

### 3.2.2. WMRF Model

To evaluate the performance of the WMRF model for surface water body detection, the WMRF was applied on the SLC data for different values of parameter $\lambda$. To deal with similar scaling variables, normalization has been applied on the conditional energy values, as we are dealing with complex values which cause unbalanced ranges of prior and conditional energy. Figure 3 shows average value of $F$-score, precision, and recall for 10 runs and their variance for $0 \leq \lambda \leq 1$. The model classified the data into two classes (C2 legend) as the maximum observed $F$-score $= 0.73$ for Reservoir A and 0.81 for Reservoir B. Accuracy increases smoothly with increasing $\lambda$. It reaches its maximum $F$-score for $\lambda = 0.9$, whereas for $\lambda = 1$ it drops to 0.41 and 0.44 for study areas A and B, respectively. The maximum observed precision equals 0.58 for Reservoir A and 0.70 for Reservoir B. Recall results show the highest performance for all values of $\lambda$, whereas recall $= 1$ for Reservoir A and recall $= 0.97$ for Reservoir B. These results show that the model can successfully classify water pixels as class water but for many pixels misclassifies nonwater pixels as water. The following section aims to overcome this problem by defining new classes.

### 3.2.3. Number of Classes

We now evaluate the choice for legends C2, C3, and C4. Results for C3 and C4 show a higher sensitivity to changing $\lambda$ than C2 (Figure 4). We observe a remarkable improvement in $F$-score and precision results from C2 to C3 and C4, for both reservoirs. The highest $F$-score equals 0.95 for C3 and C4 and 0.72 for C2, for Reservoir A (Figure 4a). Reservoir B also experiences an improved $F$-score from 0.81 for C2 to 0.95 for C3 and C4 (Figure 4d). From Figures 4b and 4e, we note that the improvement of the results for C3 and C4 is even stronger in terms of precision as compared to C2. For Reservoir A, the precision increases to 0.94 for C3 and 0.93 for C4 from 0.58 for C2 (Figure 4b). A similar increase is observed for Reservoir B: The precision increases from 0.70 for C2 to 0.97 for C3 and C4 (Figure 4d).

Including a class bare soil in the legend remarkably improves the precision of water classification and only slightly decreases the recall of the classification. Recall of C3 and C4 decreases 3% to 4% with respect to C2 for Reservoir A (Figure 4c), because the class separability of water and bare soil is poor and these classes have overlapping distributions. For C2, all low backscatter pixels are assigned to class water, so recall is high and all water pixels are classified correctly. For C3 and C4, pixels in the overlapping area, which have low backscatter, can be labeled as either water or bare soil.

To ensure that the reference data, rs1, do not inform the calculation of accuracy metrics, we evaluated WMRF classified images using the second reference data set, rs2, and compared those with our results using pairwise the test statistics Z, for testing the significance of the difference between two independent error matrices (Congalton & Green, 2009). The test statistics is $Z = 0.16$ and shows that the results are not significantly different.

### 3.2.4. Comparison With GMLC, WMLC, and Thresholding

As the last experiment to assess the performance of the WMRF model, we compared its results with those from the GMLC, the WMLC models, and thresholding. Table 1 summarizes the results for both reservoirs. Results for the WMRF model provide the best classification as indicated by the highest observed values for all accuracy measurements for C2, C3, and C4. Differences among the models for C2 are similar for Reservoirs A and B, while $F$-score and $x$ for WMRF are 4% and 6% higher than the other two models. Recall for all models in both study areas is larger than 0.95, where performance of...
precision is not as high as recall. The WMRF model gets the highest precision of 0.55 and 0.70 for Reservoirs A and B, respectively.

The strength of the WMRF model is more obvious for C3 and C4. The F-score for the WMRF model raises to 0.95 from 0.88 for WMLC and 0.67 for GMLC. This increase is also evident for precision that increases from 0.81 and 0.62 for WMLC and GMLC to 0.94 for WMRF. This improvement of precision shows that the WMRF model benefits from contextual information for classifying nonwater pixels properly. It accurately turns individual predicted water pixels to nonwater label, using labels of neighboring pixels. Therefore, misclassified nonwater pixels will be correctly labeled (Figure 5).
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**Figure 3.** Classification results of Wishart Markov Random Field model for different values of $\lambda$, for two classes (C2) of water and nonwater. The lines are added to assist interpretation.

![Figure 4](image)

**Figure 4.** Wishart Markov Random Field classification results of different $\lambda$ values for C2, C3, and C4: (a) F-score results, (b) precision, and (c) recall for Reservoir A and (d) F-score, (e) precision, and (f) recall for Reservoir B.
Performance of the WMRF model for both reservoirs is more robust than the other two models (Figure 6). The WMRF model acquires similar results for both study areas, specifically for C3 and C4, while results are varying for the GMLC model. The test statistic for testing the significance of $\kappa$ represents the trustworthiness of the results. The high $Z$ value of 43.39 and 29.81 for $\kappa$ shows significance at the 95% confidence level, indicating that the results for WMRF model are substantially better than random.

Table 1

| Reservoir A | Reservoir B |
|-------------|-------------|
| Precision   | Precision   | Recall    | Recall    | $F$-score | $F$-score | $\kappa$ | $\kappa$ | Z         | Z         | $\kappa$ | $\kappa$ | Z         | Z         |
|-------------|-------------|-----------|-----------|-----------|-----------|----------|----------|-----------|-----------|----------|----------|-----------|-----------|
| C2          | C2          |           |           |           |           |          |          |           |           |          |          |           |           |
| GMLC        | 0.52        | 0.97      | 0.68      | 0.42      | 8.78      | 0.66     | 0.95     | 0.78      | 0.59      | 10.40    |           |           |           |           |
| WMLC        | 0.51        | 1         | 0.67      | 0.41      | 8.58      | 0.61     | 0.97     | 0.75      | 0.52      | 8.56     |           |           |           |           |
| WMRF        | **0.55**    | 0.98      | **0.71**  | **0.45**  | **11.14** | **0.7**  | 0.96     | **0.81**  | **0.66**  | **12.35** |           |           |           |           |
| C3          | C3          |           |           |           |           |          |          |           |           |          |          |           |           |
| GMLC        | 0.62        | 0.74      | 0.67      | 0.48      | 10.38     | 0.75     | 0.8      | 0.77      | 0.62      | 10.71    |           |           |           |           |
| WMLC        | 0.81        | **0.95**  | 0.88      | 0.81      | 26.57     | 0.8      | **0.96** | 0.87      | 0.78      | 17.08    |           |           |           |           |
| WMRF        | **0.94**    | **0.95**  | **0.95**  | **0.92**  | **43.39** | **0.96** | 0.93     | **0.95**  | 0.91      | 29.81    |           |           |           |           |
| C4          | C4          |           |           |           |           |          |          |           |           |          |          |           |           |
| GMLC        | 0.62        | 0.74      | 0.67      | 0.48      | 10.58     | 0.75     | 0.8      | 0.77      | 0.62      | 10.71    |           |           |           |           |
| WMLC        | 0.81        | 0.95      | 0.88      | 0.81      | 26.57     | 0.82     | **0.96** | 0.88      | 0.8       | 17.08    |           |           |           |           |
| WMRF        | **0.93**    | 0.98      | **0.95**  | 0.92      | 45.58     | **0.95** | 0.94     | **0.95**  | 0.91      | 29.97    |           |           |           |           |

Note. WMRF result is for optimum value of $\lambda$. $Z$ is the test statistic for testing the significance of results. The bold numbers are presenting the highest value among the three compared models for each legend. GMLC = Gaussian Maximum Likelihood Classification; WMLC = Wishart Maximum Likelihood Classification; WMRF = Wishart Markov Random Field.

Figure 5. Classification results for (a) GMLC, (b) WMLC, and (c) WMRF models. GMLC = Gaussian Maximum Likelihood Classification; WMLC = Wishart Maximum Likelihood Classification; WMRF = Wishart Markov Random Field.
Figure 5 shows the results for the WMRF, WMLC, and GMLC models. The WMRF model improves the classification results. Surface water in both WMRF and WMLC model is homogenous, and it can be clearly interpreted as a water object. Nonwater pixels that are misclassified as water are obvious in the GMLC and WMLC models classification, whereas the WMRF model achieves smoother results.

A final issue in the evaluation of the different models concerns the efficiency of the algorithms. Computation time for one run of the algorithm is on average 19.388 s for 149 iterations, that is, 0.130 s per iteration, so the model runs on average $1.187 \times 10^{-7}$ s per pixel per iteration. The algorithm has run on an Ultrabook with processor of Intel® Core™ i7-6560U CPU @ 2.20 GHz. The compared models, GMLC and WMLC, have computation times equal to $9.41 \times 10^{-7}$ s per pixel and $11.23 \times 10^{-7}$ s per pixel, respectively.

For the third comparison we selected a median filter with size of $5 \times 5$ window, comparable with the neighborhood system of our WMRF model. We used 80 randomly chosen reference points to estimate the optimal threshold value. These points were removed from the reference set. Next, we compared the results of the thresholding with the results of the WMRF model using a pairwise test statistic, $Z$. We obtained $Z = 3.21$ showing a significant difference in the results of two different methods. When a smaller $3 \times 3$ median filter is used, the pairwise test is even higher, $Z = 5.48$. In addition to the statistical analysis, also, a visual interpretation of the results showed the superiority of the proposed model. Figure 6 indicates that the thresholding method has a higher commission error (lower precision) in comparison to the thematic map of the proposed method. Detailed results are provided in Table 2.

4. Discussion

This study proposed a supervised contextual algorithm for SLC polarimetric SAR imagery. The main difficulty in mapping water in SAR images is differentiating water from other classes with similar backscattering properties.

When applying a contextual classifier for the detection of a specific class, one can decide on the number of background classes to be defined. One possibility is to define all spectral classes present in the image. This would lead to higher accuracy, although at the expense of additional training efforts. For a spectral

| Table 2: The Accuracy Assessment of Thresholding and WMRF |
|----------------------------------------------------------|
| Water | Nonwater | Water | Nonwater | Water | Nonwater |
|-------|----------|-------|----------|-------|----------|
| Water | 239 | 34 | 285 | 45 | 130 | 6 |
| Nonwater | 47 | 262 | 9 | 243 | 8 | 256 |
| kappa | 0.72 | 0.81 | 0.83 | 0.97 | 0.92 | 0.94 |
| precision | 0.87 | 0.86 | 0.85 | 0.91 | 0.96 | 0.96 |
| recall | 0.83 | 0.97 | 0.85 | 0.91 | 0.95 | 0.95 |
| $F$ | 5.48 | 3.21 | |

Note. WMRF = Wishart Markov Random Field.
noncontextual classifier one can introduce an unclassified category. For a contextual classifier, however, this is inappropriate because contextual relationships between all class categories need to be explicitly defined. Our results show that a legend with a single background class, C2, is insufficient, because existence of a class with similar backscatter decreases the accuracy. Therefore, addition of a background class, bare soil (C3), spectrally similar to target class substantially improves the classification accuracy. Further splitting of background class, C4, however, did not lead to more improvement.

Our main focus was using SLC SAR data. In polarimetric SAR classification, most research, for example, Akbari et al. (2012) and Wu et al. (2008), used multilook data. Multilooking reduces speckle by averaging adjacent pixels at the expense of losing spatial resolution. Therefore, multilooked SAR data have a coarser resolution as compared to SLC data. The aim of using SCL data is to preserve finer resolution which is of interest for smaller surface water bodies. In this study, we use a contextual model that is effective to tackle speckle in SAR images. Using MRF, we build on the geometry of the surface water bodies to remove speckle from SAR images and improve classification. Common speckle filtering algorithms smooth away high-frequency information (Mather & Tso, 2009). Using MRF, class information of neighboring pixels are taken to account to suppression speckle.

One of the main advantages of using SLC data is the preservation of the spatial resolution of the sensor. This is most critical in small objects or objects with an irregular boundary, as is the case for reservoirs in mountainous areas considered in this paper. The proposed model is a supervised classifier so its application is not restricted to water body detection. The WMRF model assumes that the classes can be modeled with the complex Wishart distribution. As long as this assumption can be justified and the covariance matrices of the classes are different, the proposed model can distinguish different classes from SLC images. The reason is that the covariance matrix of a class includes information on the Radar Cross Section and polarimetric scattering mechanism of the object.

This research focused on homogenous surface water body detection. Although the study of surface water in arid and semi-arid climate is of importance of this research, the integration of water and vegetation should be further investigated. Our study area is an arid and semi-arid area without vegetation and reeds in water. Presence of vegetation is a problem, for example, in wetlands. The case study of this research is a calm water body with weak wind conditions. In case of wind or turbulent water, a choice of proper satellite data with appropriate wavelength is crucial. The Sentinel 1 SAR instrument operates in C-band corresponding to a radar wavelength of about 5.6 cm. This means that Sentinel 1 ignore water waves smaller than this wavelength, which is applicable for mapping calm water. For turbulent water or wind-generated waves higher than 5.6 cm, other satellite data with longer wavelengths are required. In addition, at substantial wave height in relation to radar wavelength, relative orientation and incidence angle with respect to wave should be considered.

Several studies, like Martinis et al. (2009), Hahmann et al. (2010), and Westerhoff et al. (2013), have benefited from using auxiliary data, such as digital elevation models. Although the use of auxiliary data improves the results, it may not be available everywhere. One benefit of our model is that it achieves high accuracy without use of any auxiliary data except for training data set. Therefore, our model is generally applicable in semi-arid environments, even without auxiliary data.

During optimization, there is a clear trade-off between accuracy and computation time. Taking the advantage of high accuracy requires more computational time, which is reflected in the number of iterations. For large data sets, a higher value of \( \sigma \) increases the computational time, whereas a smaller data set can benefit from a higher accuracy and a lower number of iterations. The value of \( \sigma \), however, can be controlled and be selected based on user preference.

5. Conclusions

This study showed how the complex Wishart distribution was satisfactorily incorporated into MRFs. The experimental results show a classification accuracy of 95% for two lakes in Iran. The high recall values for all experiments illustrate the strength of the model for correctly classifying water pixels. Using two classes only, we noted that pixels with low backscatter like bare soil are incorrectly labeled as water. Such a misclassification was prevented by splitting class water and bare soil which significantly improves
accuracy. We concluded that in the case of calm surface water bodies, the WMRF can perform robustly. The strength of the proposed model is a high classification accuracy of SLC polarimetric SAR data. It is reliable for differentiating classes with similar backscatter.
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