On and beyond Total Variation regularisation in imaging: the role of space variance
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Abstract

Over the last 30 years a plethora of variational regularisation models for image reconstruction has been proposed and thoroughly inspected by the applied mathematics community. Among them, the pioneering prototype often taught and learned in basic courses in mathematical image processing is the celebrated Rudin-Osher-Fatemi (ROF) model [118] which relies on the minimisation of the edge-preserving Total Variation (TV) semi-norm as regularisation term. Despite its (often limiting) simplicity, this model is still very much employed in many applications and used as a benchmark for assessing the performance of modern learning-based image reconstruction approaches, thanks to its thorough analytical and numerical understanding. Among the many extensions to TV proposed over the years, a large class is based on the concept of space variance. Space-variant models can indeed overcome the intrinsic inability of TV to describe local features (strength, sharpness, directionality) by means of an adaptive mathematical modelling which accommodates local regularisation weighting, variable smoothness and anisotropy. Those ideas can further be cast in the flexible Bayesian framework of generalised Gaussian distributions and combined with maximum likelihood and hierarchical optimisation approaches for efficient hyper-parameter estimation. In this work, we review and connect the major contributions in the field of space-variant TV-type image reconstruction models, focusing, in particular, on their Bayesian interpretation which paves the way to new exciting and unexplored research directions.

1 Introduction

The technological developments which favoured the storage, the exploitation and the management of large and unstructured data over the last decades has been responsible of significant and fundamental advances in the field of applied mathematics. In particular, the field of mathematical image processing has undergone significant changes in its paradigm which has been shifted several times over the years. Historically, imaging problems have been formulated as specific instances of (linear) ill-posed inverse problems and studied by means of classical tools such as functional calculus, Partial Differential Equations (PDEs) and Fourier analysis. Later in the 90’s, advances in the field of non-smooth variational calculus have drifted the attention towards the use of sparsity-promoting image regularisation models as well as the development of efficient optimisation algorithms tailored to compute the desired output as efficiently as possible. Over the last decade, a new class of models has attracted the attention of the applied mathematics community. Differently from the traditional formulation of imaging problems described above, whose ingredients are chosen a priori following analytical, model-driven strategies, by capitalising on the improved technological advances, these new data-driven approaches exploit the large availability of imaging data and design a posteriori image reconstruction models tailored to fit the specific application at hand. Understanding the (deep) reasons behind the outstanding performance of these models is nowadays among the (if not the) most prominent challenging tasks, with implications in fields such as
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artificial intelligence, human-to-robot interactions and bio-inspired computer designs. Alongside, the clever and efficient exploitation of training data has favoured the development of new and theoretically grounded branches of applied mathematics lying at the interface between analysis, variational calculus and statistics. Interestingly, in many imaging applications, the fusion of classical and modern approaches has been in fact capable of overcoming the intrinsic difficulties and rigidities of fully model-driven methods by incorporating appropriately data-driven information.

In this spirit, we present in the following a scientific travel across disciplines taking as example a standard problem in the context of mathematical image reconstruction in the attempt of highlighting for the popular and well-studied Total Variation (TV) regularisation model some of the many extensions proposed over the years featuring as least common denominator the description of local image features at a pixel scale. In the attempt of combining classical tools of variational calculus, optimisation, numerical analysis with more data-driven large-scale statistical approaches, we introduce a new flexible Bayesian interpretation of the imaging quantities into play and report on how such happy marriage can be efficiently exploited as a powerful tool for the exploration of new research directions in imaging.

With the intent of providing an as-exhaustive-as-possible review on the topic, we will start our discussion by recalling in the following introductory sections the main characters in our play, providing appropriate referencing and illustrations which, we hope, will help the inexpert reader to familiarise with the main notions introduced.

1.1 Imaging inverse problems

We start our discussion by setting up the scene. To do so, we consider the formulation of a general image reconstruction problem defined on an image domain \( Ω := \{(h,l) : h = 1, \ldots, n_1, \ l = 1, \ldots, n_2\} \subset \mathbb{R}^2 \) with \( |Ω| = n_1n_2 := N \) given by

\[
\text{find } u \quad \text{s.t. } \ b = N(Au),
\]

where \( u \in \mathbb{R}^N \) and \( b \in \mathbb{R}^M \) are the vectorised unknown image and observed data, respectively, \( A \in \mathbb{R}^{M \times N} \) is the (known) linear forward operator and \( N : \mathbb{R}^M \to \mathbb{R}^M \) stands for the degradation operator modelling the presence of noise in \( b \). Some classical examples for \( A \) are, for instance, convolution (blurring), Radon transform and under-sampling operators. As it is known from standard books in inverse problems (see, e.g., [57, 124]), it is in general not possible to solve (1.1) directly due to the lack of stability and/or uniqueness properties of the operators involved. As a remedy, problem (1.1) can be reformulated as the problem of finding an estimate \( u^* \) of \( u \) as accurate as possible by solving a new, well-posed problem where some a priori information on \( u^* \) is encoded in the form of a regularisation term. In this work, we will focus our attention on the family of variational regularisation methods where the reconstructed image \( u^* \in \mathbb{R}^N \) is computed as a minimiser of a suitable cost functional \( J : \mathbb{R}^N \to \mathbb{R} \) such that the problem can be formulated as

\[
\text{find } u^* \in \text{arg min}_{u \in \mathbb{R}^N} \left( J(u;\mu) := \mathcal{R}(u) + \mu \mathcal{F}(Au,b) \right).
\]

The functionals \( \mathcal{R} \) and \( \mathcal{F} \) are commonly referred to as the regularisation and the data fidelity term, respectively. While \( \mathcal{R} \) encodes prior information on the desired image \( u \) (such as, e.g., its regularity and/or its sparsity patterns), the term \( \mathcal{F} \) measures the ‘distance’ between the given image \( b \) and \( u \) after the action of the operator \( A \) with respect to some functional describing noise statistics in the data. Finally, the regularisation parameter \( \mu > 0 \) controls the trade-off between the two terms.

1.2 A leading actor: TV regularisation. Features, drawbacks and limitations

Probably (if not certainly) the most popular choice in the context of imaging for \( \mathcal{R} \) in (1.2) is the TV semi-norm which is suited for describing meaningful image contents such as image discontinuities (edges). In its simplest discrete form, it is defined as the following non-smooth and convex regulariser

\[
\mathcal{R}(u) = \text{TV}(u) := \sum_{i=1}^{N} \|D_i u_i\|_2,
\]

(TV)
where, for each pixel \( i = 1, \ldots, N \), \((Du)_i = (D_h u, D_v u)_i \in \mathbb{R}^2\) stands for the discrete gradient of image \( u \) at pixel \( i \), with \( D_h, D_v \in \mathbb{R}^{N \times N} \) suitable finite difference operators discretising the partial derivatives of image \( u \) along the horizontal and vertical directions, respectively.

The use of TV regularisation in imaging was firstly proposed by Rudin, Osher and Fatemi in [118] which is nowadays probably among the most cited papers in mathematical imaging\(^1\). In the 90’s, the use of TV in the context of imaging paved the way for the development of mathematical approaches based on the use of nonlinear, edge-preserving, sparse gradient-based regularisation models and for their application in a variety of image reconstruction problems. Analytically, the fine properties of TV in the context of image reconstruction have been thoroughly studied and understood over years (see, e.g., [33, 31, 17] for a review) and efficient algorithmic approaches have been developed for the efficient numerical solution of TV-based problems (see, e.g., the recent review [38]).

Despite the large interest and thorough understanding towards the analytical and regularisation properties of TV regularisation (we will list the main contributions in both directions in due course), such regulariser also presents significant limitations. A major one is the so-called *staircasing effect*, which consists of a tendency to promote edges at the expense of smooth structures, see, e.g., [32, 106, 77] for some analytical studies. Moreover, as observed, e.g., in [123, 101], TV reconstructions also suffer from loss of contrast artefacts, even in the case of noise-free observed images. Another major limitation of TV as is its *global* or *space-invariant* behaviour, that is the fact that the contribution at each pixel \( i = 1, \ldots, N \) in (TV) to the whole regularisation takes exactly the same functional form. Due to this ‘rigidity’, the TV regulariser is not suited to describe possibly very heterogeneous local image structures encountered, for instance, in natural images. Furthermore, such form is not adapted to situations where clear *directionality* (either global [6, 82] or local [133]) appears.

We will now review the main contributions proposed in the literature over the last decades to improve upon the regularisation capabilities of TV and, in particular, to reduce the aforementioned drawbacks within the class of global and space-invariant regularisers. Next, we will discuss on the advantages that space-variant approaches bring along, pointing out how the notion of space-variance has been used under different names in different mathematical fields.

### 1.3 A partial remedy: space-invariant TV generalisations

In order to reduce some of the TV reconstruction drawbacks highlighted above, several space-invariant generalisations have been proposed over the years, see, e.g., [41, 40, 110, 121, 131] and the references therein. Within this class, we mention in particular two nowadays very popular extensions: the Infimal Convolution Total Variation (ICTV) proposed by Chambolle and Lions in [36] and the Total Generalised Variation (TGV) regulariser introduced by Bredies, Kunisch and Pock in [15]. This latter regulariser shares some favourable properties with TV, such as rotational invariance, lower semi-continuity and convexity. However, differently from TV, TGV involves and balances higher-order derivatives of the desired image, which reduces staircasing, while preserving sharp edges at the same time.

Generally speaking, while the use of higher-order extensions has shown to be very effective in practice and thoroughly analysed from both an analytical and numerical viewpoint, the question of how to overcome the intrinsic ‘rigidity’ of first-order TV-type regularisation models is still very much open. With the intent of adapting the TV-type regularisation to structural image information, in [6] Bayram and Kamasak proposed a Directional TV (DTV) regulariser for image denoising, whose analytic form reads

\[
\text{DTV}(u) := \sum_{i=1}^{N} \| \Lambda_a R_{-\theta} (Du)_i \|_2, \quad a \in (0, 1], \quad \theta \in [-\pi/2, \pi/2). \quad (1.3)
\]

Here, \( \theta \in [-\pi/2, \pi/2) \) denotes the dominant orientation in the target image \( u \), \( R_{-\theta} \) denotes the rotation matrix of angle \(-\theta\), while \( \Lambda_a = \text{diag}(1, a) \) is a diagonal matrix which encodes the strength of the regularisation along the direction (\( \cos \theta, \sin \theta \)) and its orthogonal depending on a parameter \( a \in (0, 1] \) whose value range from enforcing a full isotropic modelling (no directional preference) for

---

\(^1\)15749 citations according to Google Scholar.
Figure 1: Test image from [83] with a clear dominant direction defined by angle \( \theta \in [-\pi/2, \pi/2) \) (a), 2D histogram of image gradient components (b), scatter plot of image gradient components (c).

\( a = 1 \) to a strong anisotropy one for \( a \approx 0 \). The very same modelling can be analogously used to define a Directional variant of the TGV regulariser, dubbed DTGV, as done in [83] by Kongskov, Dong and Knudsen. The use DTG and DTGV is indeed beneficial in applications related to fibres, such as the study of glass fibres in wind-turbine blades [119] and the scanning of optical fibres from computed tomography (CT) scans [78].

To illustrate the benefits of incorporating directional information defined in terms of a dominant orientation \( \theta \) in the regulariser, we consider the test image in Figure 1a, previously used in [83], in which the existing piece-wise constant regions as well as the smooth straight lines align along the edge direction \( \mathbf{v} := (\cos \theta, \sin \theta) \). The 2D histogram of the gradients reported in Figure 1b and the scatter plot in Figure 1c show, as expected, global alignment along the perpendicular direction \( \mathbf{v}^\perp = (-\sin \theta, \cos \theta) \). It appears natural for this type of images to design a regularisation whose functional form could promote smoothing along the direction \( \mathbf{v} \) only (i.e. anisotropically) and not indistinctly along all directions (i.e. isotropically) to better adapt to the underlying geometrical image structures, thus avoiding staircasing.

A different extension to TV regularisation has been explored in [3, 84, 90]. By adopting a statistical viewpoint, in these works the authors show how the use of TV implicitly corresponds to assume a space-invariant one-parameter half-Laplacian distribution (hLd) for the gradient magnitudes of the target image \( u \), that appears to be in general too restrictive to model the distribution of gradient magnitudes in natural images for which a more general half-Generalised Gaussian distribution (hGGd) prior should be considered instead. This choice corresponds to employ the following \( TV_p \) regularisation model

\[
TV_p(u) := \sum_{i=1}^{N} \| (D \mathbf{v})_i \|_2^p, \quad p \in (0, 2],
\]

where the exponent \( p \in (0, 2] \) is a free parameter providing the \( TV_p \) regulariser with higher flexibility than the TV regulariser. Its setting is indeed related to the properties of the image of interest: it can be fixed either empirically to enhance sparsity (\( p < 1 \), see [84]) or regarded as an information tailored to the image itself which should thus be estimated appropriately. The \( TV_p \) regulariser has proved to be effective for the solution of several imaging problems ranging from labelling and segmentation [96] to blind deblurring [84, 97] and synthetic aperture radar (SAR) image despeckling [66] and many more. Its performance strongly depends on the selected/estimated value of \( p \), whose setting may be hard in case of very heterogeneous images composed, for instance, by both smooth and piece-wise constant regions.

Finally, we recall that a further albeit classical limitation of global TV-type regularisation consists in the choice of the optimal regularisation parameter \( \mu \) in (1.2). As a matter of facts, this is a common challenge for all regularised inverse problems in the form (1.2), not limited to the TV context. Among classical methods for parameter selection, we recall here those based on discrepancy principle [68, 69], generalised cross validation [63, 60], L-curve analysis [23] and unbiased risk estimators (SURE) [122, 92]. Note that while being effective in practice, these approaches often require the prior knowledge of the noise level in the data, which in many practical
applications is a difficult information to obtain. To avoid this issue, different techniques based, for instance, on bilevel learning [85, 19, 44, 71, 72] or on statistical whiteness principles can be used [91, 89].

1.4 Incorporating space variance

While the aforementioned modelling appears very restrictive from a global viewpoint, it is a natural question wondering whether by considering local image information, that is looking at image patches of suitably small size, image information can be ‘glued’ together so as to define a better, more suitable image regulariser.

We motivate this idea by showing in Figure 2a an enlightening example concerned with local description of directional features for the popular test image image 

\textit{barbara}. We start selecting three sub-regions of interest: two of them are characterised by geometric textures - see Figures 2d,2g - while the other presents smooth and homogeneous details - see Figure 2j. The global image histogram and plot in Figures 2b, 2c clearly show that image gradients are not oriented along a single dominant direction; rather, they appear to be non-uniformly spread over a box-shaped neighbourhood of the origin. Different scenarios arise when considering the two textured regions, as the gradients therein show a clear directional bias, as displayed in the histograms in Figures 2e,2h and in the scatter plots in Figures 2f,2i. Finally, for the gradients computed within the smooth region, a different configuration occurs, being them not aligned along any preferred direction - see Figure 2k, but rather concentrated in a neighbourhood of the origin, due to the large homogeneous image content. As observable from the scatter plot in Figure 2l, dispersion around the origin is however smaller with respect to the global scatter plot.

Similarly, examples illustrating the different local behaviour of the $\text{TV}_p$ regulariser (1.4) depending on the particular (homogeneous VS. textured) image patch considered could be given, as we will extensively report in the following sections. Those examples motivate and justify the idea of formulating a new space-variant framework allowing for the description of image contents at a local scale.

The idea of incorporating space-variant information is in fact not new in the context of mathematical methods for image reconstruction. Early approaches can already be traced back looking at the contributions in the field of diffusion-type PDEs for imaging [115, 129, 117, 120, 130] and statistical approaches [51, 116, 29, 26, 25, 114, 134]. In the last couple of years and under a different perspective, few contributions have also been made in the context of (deep) learning approaches for imaging [64, 99, 100, 102, 86]. In the following, we summarise the ideas contained in these works by structuring our description by topical subsections, to favour readability. As the reader will notice, however, a detailed description of the (large) class of space-variant variational image regularisation methods extending those described in Section 1.3 will be postponed to the later sections of this work, as those models will appear naturally as soon as our combined statistical/analytical modelling will be introduced.

1.4.1 PDE approaches

In the context of PDE approaches for imaging, the idea of space variance has enriched standard linear and non-linear diffusion-type models starting from the work of Perona and Malik in the 90’s [115]. There, the authors proposed a nonlinear space-adaptive diffusion method for avoiding the blurring and localisation problems of linear diffusion filtering. To do so, an inhomogeneous and space-variant process reducing diffusivity at locations with high probability of being edges was considered. As a natural choice, for any point $x \in O \subset \mathbb{R}^2$, where by $O$ we denote a regular image domain, an edge-stopping diffusion function depending locally on the quantity $|\nabla u(x)|$ was used as a likelihood measure. Note that the Perona-Malik filter is a particular instance of the diffusion model

\[
\begin{cases}
    u_t = \text{div}\{W(|\nabla u|)\nabla u\} & \text{on } O \times (0, \infty),
    \\
    u(x, 0) = b(x) & \text{on } O,
    \\
    (\nabla u, n) = 0 & \text{on } \partial O \times (0, T),
\end{cases}
\] (1.5)

where $n$ stands for the outward normal vector on $\partial O$ and $b$ stands for the observed image. Problem (1.5) is a standard reference model for anisotropic image restoration PDE approaches. In the case $W \equiv 1$, it acts as a convolution model of the given function $b(\cdot)$ with a Gaussian kernel with
Figure 2: Test image *barbara* and selected sub-regions (left column), 2D histograms of image gradient components (middle column), scatter plots of image gradient components (right column).

standard deviation parameter $\sigma = \sqrt{2t}$. Such operation corresponds to the well-known low-pass spectral filtering and it is commonly used for smoothing pictures by averaging values within a certain neighbourhood. In the general case, model (1.5) produces a family of images parametrised by $t > 0$, each resulting in a combination between the original image and a filter that depends on the local content of the given image $b(\cdot)$. For $x \in O$, the function $W$ can be, for instance, chosen as

$$W(|\nabla u(x)|) = \frac{1}{1 + \left(\frac{|\nabla u(x)|}{K}\right)^2},$$  \hspace{1cm} (1.6)$$

where the parameter $K > 0$ controls the sensitivity to edges. On uniform regions, where the magnitude of the gradients is weaker, the diffusion coefficient $W$ is close to 1, so that (1.5) turns into a heat equation which smooths out the noise. Close to edges and boundaries, the gradient magnitudes get larger instead, thereby the diffusion coefficient in (1.6) vanishes; as a result, in
correspondence of these pixels diffusion is not performed and meaningful structures are preserved.

However, despite their edge-adaptive behaviour, scalar diffusivity functions $W(\cdot)$ are intrinsically incapable of adjusting the diffusion along the orientation of salient image structures. To do so, a diffusion tensor leading to anisotropic diffusion filters has to be introduced. The most popular choice consists in replacing the scalar $W$ by the structure tensor $J(x) = \nabla u(x) \otimes \nabla u(x) \in \mathbb{R}^{2 \times 2}$. This matrix can be written in terms of its eigenvalues and eigenvectors, the latter encoding the dominant local orientation, the former representing the strength of the diffusion along the preferred direction and its orthogonal. As a result, the action of $J(x)$ can be somehow synthesised by the elongation of the associated elliptical level curves, see, e.g., [129, 117, 120, 130, 65, 58].

### 1.4.2 Statistical approaches

Statistical approaches for image processing have become very popular in the last decades due to their ability to incorporate non-deterministic information in the forward model - see [28]. Here, the core idea is to model the unknown image $u$ as a random variable $U$ to highlight the intrinsic uncertainty about its value, which is also related to possible approximations of the model operator $A$, and of the noise degradation model $N$. The information or the beliefs available a priori on the random variable $U$ are encoded in the prior probability density function (pdf) $P(u)$. Analogously, the observed image $b$ is regarded as a realisation of a random variable $B$, whose behaviour for a fixed $u$ is encoded in the likelihood pdf $P(b \mid u)$. In this framework, the goal is to recover the distribution of $U$ according to the given observation $b$ and the underlying degradation model $A$; in terms of distributions, this translates in seeking the posterior pdf $P(u \mid b, A)$ which is related to prior and likelihood pdfs via the Bayes’ formula:

$$P(u \mid b, A) = \frac{P(b \mid Au)P(u)}{P(b)}, \quad (1.7)$$

where $P(b)$ is often referred to as the evidence term and plays the role of a normalisation constant.

The poorer is the information on the degradation model, the more relevant is the design of a suitable prior for the unknown image. The prior pdf $P(u)$ can model different characteristics of the image, ranging from the presence of textures to boundary configurations. Popular priors for image restoration problems encode information on the distribution of the grey levels within an image and the transition of grey-scale intensities between different areas of the image [95].

In [61], the authors interpreted the pixel-grey levels as states of atoms in a lattice-like physical system, so that the unknown image is modelled as a Markov Random Field (MRF). This translates into the requirement that a selected feature at the generic pixel $i$ of $u$ only depends on the behaviour of $u$ at pixels belonging to a set $C_i$ of neighbours of $i$, called clique. When the selected feature is the grey level, the 2D Markovian property at pixel $i$ reads

$$P(U_i = u_i \mid U_j = u_j, \ j \neq i) = P(U_i = u_i \mid U_j = u_j, \ j \in C_i), \quad (1.8)$$

where by $P(\cdot)$ we denote the probability density function (pdf). The prior distribution for a MRF is the so-called *Gibbs prior*

$$P(u) = \frac{1}{Z} \exp \left( - \sum_{i=1}^{n} V_{C_i}(u) \right), \quad (1.9)$$

where $Z > 0$ is a normalisation constant and $V_{C_i}$ is referred to as the *Gibbs potential function* defined on a clique of pixels centred at pixel $i$ - see also [10] for a more extensive discussion. The potential functions typically depend on a number of parameters that can be considered fixed in the case our prior beliefs are informative enough to allow for their manual setting, but which, in general, may vary from pixel to pixel.

As it will be explored in details in Section 3.2 there exists a strict relation between Gibbs’ priors and many notable regularisers, such as Tikhonov and TV, which are designed based on the properties of the discrete image gradients $Du$. Note that non-stationary (i.e. space-variant) MRF approaches have been also considered over the years (see, e.g., [51, 116, 95] for some applications) in a purely statistical framework, for which the design of efficient sampling strategies and Maximum Likelihood (ML) approaches is required.

By (1.7), the sought unknown image $u$ can be recovered as a single-point representative of $P(u \mid b, A)$ moving from a purely statistical to a more optimisation-based framework. A very
popular strategy for that goes under the name of Maximum A Posteriori (MAP) estimation [79]: it consists in summarising the posterior pdf with its mode, i.e.

\[
\mathbf{u}_{\text{MAP}} \in \arg \max_{\mathbf{u} \in \mathbb{R}^N} \{ \mathbb{P}(\mathbf{b} \mid \mathbf{u}, A) \mathbb{P}((\mathbf{u})) \}
\]

\[
= \arg \min_{\mathbf{u} \in \mathbb{R}^N} \{ -\ln \mathbb{P}(\mathbf{b} \mid \mathbf{u}, A) - \ln \mathbb{P}((\mathbf{u})) \}, \quad (1.10)
\]

where the evidence term \(\mathbb{P}(\mathbf{b})\) has been neglected since it does not depend on \(\mathbf{u}\). We remark that connections between the statistical interpretation of the inverse problem (1.1) via MAP formulation (1.10) and its analytical counterpart (1.2) have been nowadays drawn for a large variety of \textit{space-invariant} regularisation models, while they are generally hard to be understood in the context of \textit{space-variant} models. We will try to fill this gap in the following sections, but for the moment we only warn the reader that moving from a global or space-invariant to a more-informative local or space-variant framework requires significant modelling as well as computational differences have to be taken into account as the explicit dependence on the distribution hyperparameters in (1.9) cannot be neglected any longer.

In space-variant settings, a very natural alternative to a completely supervised strategy, i.e. the parameters of the non-stationary MRFs are specified a priori, is to model the parameters themselves as random variables following a hierarchical Bayesian approach. In this sense, the MAP paradigm represents a very versatile tool in terms of imaging applications and algorithmic optimisation. Among the many contributions in this field, we mention [29, 26, 25], where the authors propose an iterative alternating scheme for the solution of the hierarchical MAP formulation for sparse recovery problems. A parameter marginalisation, followed by a small variance analysis is employed instead in [114] for image inpainting applications.

We further mention that the classical literature on \textit{compressed sensing} algorithms has been revisited and interpreted in probabilistic terms; in this perspective, the popular \(\ell_1\)-regularisation terms can be thought of as deriving from a support-informed or spatially-adaptive prior, where the local weights are typically estimated starting from the observable data following an empirical Bayesian approach - see [134] and references therein.

1.4.3 Generative and unfolded learning-based approaches

Many shortcomings are classically associated to the use of model-driven approaches. Among them, the dependence on the (supposedly known) forward model operator \(A\), the high complexity encountered when solving in practice large dimensional PDE systems or computing high-dimensional integrals and, mostly, the conceptual and intrinsic ideas of representing the unknown solution in terms of \textit{a-priori} fixed models and distributions have been shown to represent major limitations which have been overcome over the recent years by replacing knowledge-based by data-driven designs. It is outside the scopes of this review providing an extensive state-of-the-art description of these from-shallow-to-deep-learning approaches as well as their connection with the world of inverse problem. For that, we refer the reader to the recent review paper [2] where these questions are addressed in a thorough way and where an extensive literature review is given.

For the following description, we will limit ourselves to consider two nowadays extremely popular classes of data-driven approaches which, in some sense, are in close connection with the space-variant modelling discussed in this work. The former class, introduced firstly in [64] under the name of Generative Adversarial Networks (GAN), exploit training examples to estimate, rather than the desired solution itself, the distribution it is sampled from (ideally (1.9)) by means of the interplay between two adversarial networks which force the joint machinery to discriminate between ‘true’ data distribution and its ‘opponent’ (adversarial) attacks. Differently from the fully model-driven statistical approaches summarised in Section 1.4.2, the solution computed by GANs potentially offers a more precise way to describe local image features in natural images. However, given their fully data-driven modelling, the interpretation of GANs within both a statistical and analytical framework remains somehow unclear. The outstanding performance of GANs in the field of imaging, however, has favoured their use in a large variety of imaging problems, see, e.g., [99, 100, 102, 86] and is still a growing research area in the field which could inspire and complement the classical analytical/statistical knowledge-based modelling in future work (see Section 11 for research outlooks).
We further recall a different class of learning-based methods which have become very popular due to their easy interpretation from an optimisation viewpoint. Heuristically, such approaches are indeed inspired and thus made understandable by the operative expression of the iterative solution of problem (1.2) whose algorithmic solver can be unrolled/unfolded by means of deep-learning architectures (see [103] for a review). As showed recently in some works, see, e.g., [43, 9, 76], this approach provides indeed an interpretable framework for the data-driven estimation for several model hyperparameters, such as diffusion filters, algorithmic step-sizes and many more, thus combining well-known notions of optimisation (such as gradient/proximal-gradient updates, algorithmic parameters) with more learning-based concepts (activation functions, learning rates...).

1.4.4 Exploiting space variance in applications

Space-variant models have been shown to be effective not only on synthetic and/or ‘didactic’ examples, but also on a wide class of real-world applications, such as, for instance, medical imaging.

Regarding CT applications, for instance, several image reconstruction approaches relying intrinsically on a space-variant estimation of models hyperparameters have been considered. In [125], for instance, directional TV regularisation on the sinogram data is proposed to inpaint the missing range of angles and improve the inversion process, while in [52] an automatic selection strategy for a weighted reconstruction model is considered and validations on both synthetic and real data are reported.

As far as (multicontrast) Magnetic Resonance Imaging (MRI) applications are concerned, we refer here to [1, 54] where local regularisation weighting as well as directional (therein often called structural) strategies extending those used in [80] for Electrical Impedence Tomography (EIT) are used. Analogous approaches have further been considered in [56, 55] for improving the quality of Positron Emission Tomography (PET) imaging data by an appropriate fusion driven by structural MRI data. Similar approaches have further been considered in [16] for blind hyperspectral imaging and in [5] for magnetic particle imaging.

Within the class of medical imaging applications, we further mention Photo-Acoustic Tomography (PAT) imaging, for which in [11] a space-variant modelling well-adapted to the composite and heterogeneous nature of the target is proposed.

Among the many other real-world applications which significantly benefit from the use of space-variant approaches in terms, in particular, of local directional dependence, we mention here the work carried out in [62, 98, 20, 111] where non-invasive digital reconstruction models based on anisotropic diffusion and transport PDEs have been effectively used in the context of digital reconstruction of ancient frescoes, illuminated manuscripts, surface colorisation, and inpainting to unveil missing or occluded contents via the use of inpainting, image fusion and/or image enhancement techniques.

1.5 Motivation and contribution of this work

From the aforementioned sections we have seen that, though following different paths, different communities focused on the mathematical modelling of local image features. Depending on the scientific community considered and when looking at all these works, though, it is not very clear how to connect and compare these different findings, since very similar properties interpreted in different fields may be called with very different names (e.g. non-stationary models in a Bayesian framework, structural or adaptive approaches in an analytical context...). The objective of this work is to provide a unified view of many of these many different models in terms of a new, generalised Bayesian modelling which allows also for some original extensions which have not explicitly studied before. The Bayesian framework described in this work paves indeed the way for the design of new, unexplored strategies helpful to design flexible and adaptive image regularisation functionals whose hyperparameters can be estimated by taking advantage of the form of the underlying gradient distributions through statistical approaches. In order to present the framework in its full generality and in view of its application to a larger class of image reconstruction models, we will not omit to provide details on the use of a (generalised) discrepancy principle strategy needed to compute the hyperparameters associated to the likelihood functionals. We further stress that TV regularisation (TV) is here taken as a reference regularisation model in this work due to the incredible amount of contributions developed over the last thirty years, as we have discussed and will discuss thoroughly
in the following. However, the reader should be reassured that analogous considerations could (and should!) still be exploited for different type of regularisation functionals, as we will shortly comment in the final Section 11 of this work.

1.6 Structure of the paper

The paper is organised as follows. In Section 2, we set the notations and recall the main notions and definitions which will be useful in the rest of the article. Then, in Section 3, we set the Bayesian probabilistic scene by introducing the main actors, namely the space-variant (non-stationary) priors together with the likelihood pdf corresponding to the class of noise models considered in this review. The properties of the regularisers induced by the space-variant priors will be analysed from a modelling and optimisation viewpoint in Section 4, while in Section 5 we provide some useful insights on their geometric interpretation. Next, in Section 6, we formulate the final joint image and hyperparameter estimation models, where the different space-variant regularisers proposed are combined with general data fidelity terms and the suitable prior distributions on the model hyperparameters (i.e. hyperpriors). In Section 7, we address the hyperparameter estimation problem by designing robust maximum likelihood-type strategies that will be tested on synthetic and natural examples. Then, in Section 8 the numerical solution of the general variational model in the form (1.2) upon the selected choices of regularisers and fidelity terms is addressed by means of an Alternating Direction Method of Multipliers (ADMM). In Section 9, the effectiveness of the space-variant approach is finally assessed by applying the designed framework to the restoration of different synthetic and natural images. To conclude, in Section 11 we discuss some open questions and challenges representing natural extensions of this work. Finally, we report in Section 12 some final considerations and remarks.

2 Notations and preliminaries

We will use the notation \( \mathbb{R}_+ \) and \( \mathbb{R}_{++} = \mathbb{R}_+ \setminus \{0\} \) for the set of non-negative and positive real numbers, respectively, and denote by \( \mathbf{0}_d, \mathbf{1}_d, \mathbf{I}_d \) the \( d \)-dimensional vectors of all zeros and ones and the identity matrix of size \( d \times d \), respectively. In the case of a matrix \( M \in \mathbb{R}^{d \times d} \), \( d > 1 \), we will denote by \( |M| \) the determinant of \( M \).

To indicate multi-variate random variables and their realisations we will use bold capital/lower-case letters, e.g. \( X \) and \( x \), and we denote by \( P_X, P_x, \eta_X = \mathbb{E}(X), \Sigma_X \) the probability mass function, pdf, mean and covariance matrix of the random variable \( X \), respectively. We will omit the subscript \( X \) if not necessary. The characteristic and the indicator function of a set \( S \) are defined as

\[
\chi_S(x) := \begin{cases} 
1 & \text{if } x \in S \\
0 & \text{otherwise}
\end{cases}, \quad \iota_S(x) := -\ln \chi_S(x) = \begin{cases} 
0 & \text{if } x \in S \\
+\infty & \text{otherwise}
\end{cases}, \quad (2.1)
\]

respectively. Moreover, we denote by \( \Gamma \) the Gamma function, which is defined as follows:

**Definition 1** (Gamma and incomplete Gamma functions). The lower and upper incomplete Gamma functions, \( \Gamma \) and \( \Gamma \) respectively, are defined by

\[
\Gamma(x,y) = \int_0^y t^{x-1}e^{-t}dt, \quad \Gamma(x,y) = \int_y^{+\infty} t^{x-1}e^{-t}dt, \quad (x,y) \in \mathbb{R}_{++} \times \mathbb{R}_+ . \quad (2.2)
\]

The (complete) Gamma function \( \Gamma \) is

\[
\Gamma(x) = \lim_{y \to +\infty} \Gamma(x,y) = \Gamma(x,0) = \int_0^{+\infty} t^{x-1}e^{-t}dt, \quad x \in \mathbb{R}_{++} . \quad (2.3)
\]

Now, we recall the definitions of few well-known distributions to which we are often referring throughout the discussion and that will be mainly employed in the modelling of the regularisation terms reviewed here.

**Definition 2** (Univariate Laplacian distribution). A scalar random variable \( X \) is Laplacian-distributed with mean \( \eta \in \mathbb{R} \) and scale parameter \( \gamma \in \mathbb{R}_{++} \), denoted by \( X \sim \text{L}(\eta, \gamma) \), if its pdf has the form

\[
P(x|\eta, \gamma) = \frac{\gamma}{2} \exp(-\gamma |x-\eta|), \quad x \in \mathbb{R} . \quad (Ld)
\]
Finally, the standard deviation $\sigma$ scale parameter strongly convex hence it admits a unique minimiser. In this case, proximal operator in convex optimisation contexts (see, e.g., [45]). The proximal operator of $f$ with proximity parameter $\beta$ is the set-valued function $\text{prox}_\beta^f: \mathbb{R}^N \rightrightarrows \mathbb{R}^N$ defined for any $w \in \mathbb{R}^N$ by

$$\text{prox}_\beta^f(w) := \arg \min_{x \in \mathbb{R}^N} \left\{ f(x) + \frac{\beta}{2} \|x - w\|_2^2 \right\} \subset \mathbb{R}^N. \quad (2.7)$$

Note that if $f$ in the Definition above is convex, then the minimisation problem in (2.7) is strongly convex hence it admits a unique minimiser. In this case, $\text{prox}_\beta^f(\cdot)$ is a well-defined function from $\mathbb{R}^N$ to itself which coincides with the well-studied proximal operator frequently encountered in convex optimisation contexts (see, e.g., [45]).

**Definition 3** (Univariate Generalised Gaussian distribution). A scalar random variable $X$ is generalised Gaussian-distributed with mean $\eta \in \mathbb{R}$, scale parameter $\gamma \in \mathbb{R}_{++}$ and shape parameter $s \in \mathbb{R}_{++}$, denoted by $X \sim \text{GG}(\eta, \gamma, s)$, if its pdf has the form

$$p(x|\eta, \gamma, s) = \frac{\gamma}{2\Gamma(1/s)} \exp(-\gamma^s |x-\eta|^s), \quad x \in \mathbb{R}, \quad (\text{GGd})$$

with $\Gamma(\cdot)$ denoting the Gamma function defined in (2.3). In particular, for any fixed $\eta \in \mathbb{R}$, $\gamma \in \mathbb{R}_{++}$, the pdf in (GGd) converges pointwise to a uniform distribution as $s \to +\infty$, namely

$$\lim_{s \to +\infty} p(x|\eta, \gamma, s) = \frac{1}{2} \chi_{[0,1]}(|x-\eta|). \quad (2.4)$$

Finally, the standard deviation $\sigma \in \mathbb{R}_+$ of the GG pdf in (GGd) can be written in terms of the scale parameter $\gamma$ as follows

$$\sigma = (1/\gamma) \sqrt{\Gamma(3/s)/\Gamma(1/s)}. \quad (2.5)$$

The following definition extends the GG distribution to the bivariate case.

**Definition 4** (Bivariate Generalised Gaussian distribution). A bivariate random variable $X$ is generalised Gaussian-distributed with mean $\eta \in \mathbb{R}^2$, symmetric positive definite covariance matrix $\Sigma \in \mathbb{R}^{2 \times 2}$ and shape parameter $s \in \mathbb{R}_{++}$, denoted by $X \sim \text{BGG}(\eta, \Sigma, s)$, if its pdf has the form

$$p(x|\eta, \Sigma, s) = \frac{1}{2\pi |\Sigma|^{1/2} \Gamma(2/s)^{2/s}} \exp\left(\frac{-1}{2} (x-\mu)^T \Sigma^{-1} (x-\mu) \right)^{2/s}, \quad (\text{BGGd})$$

We now provide definitions for the Laplace distribution (Ld) and the Generalised Gaussian one (GGd) when the scalar random variable $X$ is known to be non-negative.

**Definition 5** (Univariate Half Laplacian distribution). A scalar random variable $X$ is Half Laplacian-distributed with scale parameter $\gamma \in \mathbb{R}_{++}$, denoted by $X \sim \text{hL}(\gamma)$, if $X = |Y|$, with $Y \sim \text{L}(0, \gamma)$. The pdf of $X$ takes the form

$$p(x|\gamma) = \begin{cases} \gamma \exp(-\gamma |x|) & \text{if } x \in \mathbb{R}_+, \\ 0 & \text{otherwise}, \end{cases} \quad (\text{hLd})$$

**Definition 6** (Univariate Half Generalised Gaussian distribution). A scalar random variable $X$ is Half Generalised Gaussian-distributed with scale parameter $\gamma \in \mathbb{R}_{++}$ and shape parameter $s \in \mathbb{R}_{++}$, denoted by $X \sim \text{hGG}(\gamma, s)$, if $X = |Y|$, with $Y \sim \text{GG}(0, \gamma, s)$. The pdf of $X$ takes the form

$$p(x|\gamma, s) = \begin{cases} \gamma s \frac{1}{\Gamma(1/s)} \exp(-s^\gamma |x|^\gamma) & \text{if } x \in \mathbb{R}_+, \\ 0 & \text{otherwise}, \end{cases} \quad (\text{hGGd})$$

We also give the definition of Gamma distribution which will be used in the next sub-section and in the Appendix.

**Definition 7** (Univariate Gamma distribution). A scalar random variable $X$ is Gamma-distributed with scale parameter $\nu \in \mathbb{R}_{++}$ and shape parameter $z \in \mathbb{R}_{++}$, denoted by $X \sim \text{Gam}(\nu, z)$, if its pdf has the form

$$p(x|\nu, z) = \begin{cases} \frac{1}{\Gamma(z)} x^{z-1} \exp(-\frac{x}{z}) & \text{for } x \in \mathbb{R}_+, \\ 0 & \text{otherwise} \end{cases}. \quad (2.6)$$

Finally, we recall the definition of proximal operator to which we will extensively refer in Sections 4-8:

**Definition 8** (proximal operator). Let $f: \mathbb{R}^N \to \mathbb{R}$ be a proper, lower semi-continuous and possibly non-convex function and let $\beta \in \mathbb{R}_{++}$. The proximal operator of $f$ with proximity parameter $\beta$ is the set-valued function $\text{prox}_\beta^f: \mathbb{R}^N \rightrightarrows \mathbb{R}^N$ defined for any $w \in \mathbb{R}^N$ by

$$\text{prox}_\beta^f(w) := \arg \min_{x \in \mathbb{R}^N} \left\{ f(x) + \frac{\beta}{2} \|x - w\|_2^2 \right\} \subset \mathbb{R}^N. \quad (2.7)$$

Note that if $f$ in the Definition above is convex, then the minimisation problem in (2.7) is strongly convex hence it admits a unique minimiser. In this case, $\text{prox}_\beta^f(\cdot)$ is a well-defined function from $\mathbb{R}^N$ to itself which coincides with the well-studied proximal operator frequently encountered in convex optimisation contexts (see, e.g., [45]).
2.1 Generalised Discrepancy Principle

Assuming that the noise degradation operator $N$ in (1.1) models the action of an additive, zero-mean, independent and identically distributed (i.i.d.) generalised Gaussian (in short, AIGG) noise, we have that (1.1) can be rewritten as

$$b = Au + e,$$

where, based on Definition 3, $e \in \mathbb{R}^M$ is the vector of realisations of the $M$-variate random variable $E$ whose components are i.i.d. GG random variables with shape parameter $q \in \mathbb{R}^+$ and scale parameter $\omega \in \mathbb{R}^+$, the latter encoding information on the noise standard deviation according to (2.5).

Before detailing a Generalised Discrepancy Principle (in short, GDP) useful to define an automatic selection strategy for the regularisation parameter $\mu$ in (1.2) under the modelling assumption (2.8), we report the following result, whose proof is based on classical probability arguments and given for completeness in the Appendix.

**Proposition 1.** If $X_i \sim \text{GG}(0,\omega,q)$, $i = 1,\ldots,M$, with $\omega,q \in \mathbb{R}^+$, are independent random variables, then we have

$$Y = \| (X_1,\ldots,X_M) \|_q^q = \sum_{i=1}^{M} |X_i|^q \sim \text{Gamma}(\nu,z), \quad \nu = \frac{1}{\omega q}, \quad z = \frac{M}{q}. \quad (2.9)$$

The random variable $Y$ has mean $\eta_Y$ and variance $\sigma_Y^2$ whose expressions are given by

$$\eta_Y = \frac{M}{q} \frac{1}{\omega^q}, \quad \sigma_Y^2 = \frac{M}{q} \frac{1}{\omega^{2q}}. \quad (2.10)$$

Thanks to Proposition 1, we can now provide the following GDP.

**Definition 9** (Generalised Discrepancy Principle). Let $u^*(\mu)$ be the parameter-dependent solution of (1.2) for model (2.8); denoting by $r^*(\mu) = Au^*(\mu) - b$ the associated residual image, we have that the Generalised Discrepancy Principle can be formulated as:

$$\text{Select } \mu = \mu^* \text{ such that } \| r^*(\mu^*) \|_q = \delta_q, \quad (2.11)$$

where

$$\delta_q := \tau E(\| E \|_q) = \left\{ \begin{array}{ll} \tau (M/q)^{1/q} (1/\omega) & \text{if } q < +\infty \\ \tau (1/\omega) & \text{if } q = +\infty \end{array} \right., \quad (2.12)$$

with $\tau \approx 1$.

Note that in the case $q = 2$, the strategy reduces to the classical discrepancy principle strategy detailed, e.g., in [104, 57] for i.i.d. Gaussian noise.

3 A flexible Bayesian framework

In this section, we recall the general Bayesian framework outlined in Section 1.4.2 and adapt it to our purposes and considerations. We start specifying the different noise degradation models $N$ considered in (1.1) and define suitable likelihood pdfs accordingly. Next, we specify the flexible space-variant priors focus of this work by defining a class of increasingly general distributions. Likelihoods and priors are then combined by means of a suitable MAP estimate suited to describe the case where the prior hyperparameters are unknown.

3.1 Likelihoods

In the following, the likelihood pdf will be indicated by $P(b \mid Au, \Phi)$, where, in addition to $Au \in \mathbb{R}^M$ the dependence on the (generally unknown) likelihood hyperparameter vector $\Phi \in \mathbb{R}^k$ involved in the analytic expression of the pdf is here explicitly taken into account.
In order to benefit from the automatic parameter selection strategy provided by the GDP detailed in Definition 9, we will focus our attention to the class of AIGGGN corresponding to model (2.8).

Note that, although not exhaustive, this class is very general as it contains some commonly-used noise models, such as, e.g., the additive i.i.d. Laplacian (AIL) noise \((q = 1)\), the additive i.i.d. Gaussian (AIG) noise \((q = 2)\) and the additive i.i.d. uniform (AIU) noise \((q = +\infty)\).

Due to the independence assumption for the univariate random variables \(E_j\) in (2.8), the \(M\)-variate likelihood pdf can be written as the product of \(M\) identical univariate GG pdfs (see Definition 3). When \(q < +\infty\), it thus takes the form:

\[
\mathbb{P}(b | Au, \Phi) = \prod_{j=1}^{M} \left( \frac{\omega}{2} \right)^{q/2} \Gamma(1/q) \exp\left(-\frac{\omega^q}{q} |(Au)_j - b_j|^q\right)
\]

while for \(q = +\infty\) it reads

\[
\mathbb{P}(b | Au, \Phi) = \prod_{j=1}^{M} \left( \frac{\omega}{2} \right)^{q/2} \Gamma(1/q) \chi_{[0,1]}(|(Au)_j - b_j|)
\]

In our settings, we will assume that both parameters \(\Phi=(\omega, q)\) are known. As a consequence, from now on, the dependence on \(\Phi\) in the expression of the likelihood pdf will be omitted.

### 3.2 Priors

Recalling the statistical modelling introduced in Section 1.4.2 and in particular the MRF structure in (1.9), we proceed similarly as in the previous section and make explicit the dependence of the prior pdf on the vector of prior hyperparameters \(\Theta\) involved in its expression, which here are assumed to be unknown. The corresponding Gibbs’ prior reads

\[
\mathbb{P}(u | \Theta) = \frac{1}{Z(\Theta)} \exp\left(-\sum_{i=1}^{n} \Phi(i \cdot u; \Theta)\right),
\]

where \(Z(\Theta) \in \mathbb{R}_{++}\) is a normalisation constant depending on the unknown parameters \(\Theta\) while \(\Phi(i \cdot u; \Theta)\) is the Gibbs’ potential on the \(i\)-th clique \(C_i\).

Recalling the general Markovian property (1.8) and thinking of the description of the image in terms of its local gradients \((Du)\), discretised by standard first-order forward finite differences, we have that (1.8) turns into

\[
\mathbb{P}(U_i = u_i \mid U_j = u_j, j \neq i) = \mathbb{P}(U_i = u_i \mid U_{i, \text{right}} = u_{i, \text{right}}, U_{i, \text{down}} = u_{i, \text{down}}).
\]

For better illustration, we show the corresponding configuration of the generic clique in Figure 3. Condition (3.4) states that the potential function \(\Phi_C\) is defined over a discrete set of cardinality 3, namely \(\{u_i, u_{i, \text{right}}, u_{i, \text{down}}\}\), which are indeed the values involved in the computation of the discrete gradient at pixel \(i\).

Introducing the function \(z : \mathbb{R}^N \rightarrow \mathbb{R}_{++}^N\) defined by

\[
z(u) = [z_1(u), \ldots, z_N(u)]^T, \quad z_i(u) = ||(Du)_i||_2,
\]

and assuming that each image gradient magnitude \(x_i := z_i(u) = ||(Du)_i||_2 \in \mathbb{R}_{+}\) is the realisation of the same univariate half-Laplacian (or exponential) distribution (hLd) with scale parameter \(\alpha \in \mathbb{R}_{++}\) and that the magnitudes at different pixels are independent, we have that \(\mathbb{P}(u | \Theta)\) takes
the form of the Gibbs’ TV prior

$$P(u | \Theta) = c(\Theta) P(z(u) | \Theta) = c(\Theta) \prod_{i=1}^N P(z_i(u) | \Theta)$$

(3.6)

$$= c(\Theta) \prod_{i=1}^N (\alpha \exp(-\alpha \|D_i u\|_2))$$

(3.7)

$$= c(\Theta) \alpha^N \exp \left(-\alpha \sum_{i=1}^N \|D_i u\|_2\right), \text{ with } \Theta = \alpha \in \mathbb{R}_{++},$$

(3.8)

where the scalar normalisation function $c : \mathbb{R}_{++} \to \mathbb{R}_{++}$, depending only on $\Theta$, reads

$$c(\Theta) = \frac{1}{\int_{u \in \mathbb{R}^N} \alpha^N \exp \left(-\alpha \sum_{i=1}^N \|D_i u\|_2\right) du}.$$  

(3.9)

Notice that the presence of $c(\Theta)$ guarantees that the prior pdf in (3.8) sums up to one when considering the space of all possible configurations.

A way to improve upon the intrinsic rigidity of (3.8), due to the dependence on the single scale parameter $\alpha \in \mathbb{R}_{++}$, consists in letting it vary at any pixel, so as to maintain the same prior hypothesis on the image gradient magnitudes $x_i$, while enriching it with further flexibility depending on the local scale $\alpha_i$. The corresponding space-variant hLd probability density thus reads in this case

$$P(x_i | \alpha_i) = \begin{cases} \alpha_i \exp(-\alpha_i x_i), & x_i \geq 0 \\ 0, & x_i < 0 \end{cases}, \quad i = 1, \ldots, N, \quad \alpha_i \in \mathbb{R}_{++},$$

(hLd-sv)

and yields the following non-stationary prior pdf on $u$

$$P(u | \Theta) = c(\Theta) P(z(u) | \Theta)$$

(3.10)

$$= c(\Theta) \prod_{i=1}^N (\alpha_i \exp(-\alpha_i \|D_i u\|_2))$$

$$= c(\Theta) \left( \prod_{i=1}^N \alpha_i \right) \exp \left(-\sum_{i=1}^N \alpha_i \|D_i u\|_2\right), \quad \text{with } \Theta = \alpha \in \mathbb{R}_{++}^N,$$

(3.11)

with $z$ defined as in (3.5) and the normalisation function $c(\Theta)$ defined by

$$c(\Theta) = \frac{1}{\int_{u \in \mathbb{R}^N} \left( \prod_{i=1}^N \alpha_i \right) \exp \left(-\sum_{i=1}^N \alpha_i \|D_i u\|_2\right) du}.$$  

(3.12)
As shown in Figure 4a, this choice allows for more flexibility in the description of local gradient contents; nonetheless, it has the major drawback of still limiting to the family of half-Laplacian distributions the choice of the local probability density function considered.

To overcome this, one can leave further freedom to the heavy- vs. light-tailed behaviour of the exponential distribution considered. This can be done in practice by allowing, along with a space-variant pdf scale $\alpha_i$, a different exponential behaviour depending on a “sharpness” (shape) parameter $p_i$, still possibly varying at any $i = 1, \ldots, N$. This choice corresponds to consider a space-variant half-Generalised Gaussian Distribution (hGGD-sv) (see (GGd)), whose expression for $i = 1, \ldots, N$ reads:

$$
P(x_i; \alpha_i, p_i) = \begin{cases} 
\alpha_i p_i \exp(-\alpha_i x_i^p) & x_i \geq 0 \\
0 & x_i < 0
\end{cases}, \quad \alpha_i, p_i \in \mathbb{R}_{++}.
$$

(hGGD-sv)

In Figure 4b we show the plot of the hGGd pdf for different values of the shape parameter $p$ while leaving the scale parameter $\alpha = 1$ fixed. One can easily notice that the family of hGG distributions is particularly rich, ranging from hyper-Laplacian distributions for $p < 1$ to uniform distributions for $p = +\infty$. 

---

Figure 4: First row: half Laplacian distribution for different values of $\alpha \in \mathbb{R}_{++}$ (a), half Generalised Gaussian distribution for different values of $p \in \mathbb{R}_{++}$ and $\alpha = 1$ (b). Second row: bivariate Generalised Gaussian distribution for different values of $\alpha \in \mathbb{R}_{++}$, $p \in \mathbb{R}_{++}$, $\theta \in [-\pi/2, \pi/2)$, $a \in (0, 1]$. Third row: contour plots of the bivariate Generalised Gaussian pdfs displayed in the second row.
for \( p = +\infty \). The prior on \( \mathbf{u} \) corresponding to the pdf in (hGGd-sv) reads

\[
\mathbb{P}(\mathbf{u} \mid \Theta) = c(\Theta) \mathbb{P}(\mathbf{z}(\mathbf{u}) \mid \Theta) = c(\Theta) \prod_{i=1}^{N} \left( \frac{\alpha_i p_i}{\Gamma(1/p_i)} \exp\left(-\alpha_i \|(\mathbf{Du})_i\|_2^{p_i}\right) \right)
\]

\[
= c(\Theta) \prod_{i=1}^{N} \left( \frac{\alpha_i p_i}{\Gamma(1/p_i)} \right) \exp\left(-\sum_{i=1}^{N} \alpha_i p_i \|(\mathbf{Du})_i\|_2^{p_i}\right), \quad \text{with } \Theta = (\alpha, p) \in \mathbb{R}^{N \times 2}_{++},
\]

where \( c(\Theta) \) now takes the form

\[
c(\Theta) = \frac{1}{\int_{\mathbf{u} \in \mathbb{R}^N} \left( \prod_{i=1}^{N} \frac{\alpha_i p_i}{\Gamma(1/p_i)} \right) \exp\left(-\sum_{i=1}^{N} \alpha_i p_i \|(\mathbf{Du})_i\|_2^{p_i}\right) d\mathbf{u}}.
\]

We stress that, despite their differences, the choices (hLd), (hLd-sv) and (hGGd-sv) correspond to the formulation of prior assumptions on the quantities \( \|(\mathbf{Du})_i\|_2 \), for \( i = 1, \ldots, N \). Clearly, this is somehow a 'rigid' choice since it does not exploit the two-dimensionality of local image gradients \( (\mathbf{Du})_i = ((\mathbf{D}_x u)_i,(\mathbf{D}_y u)_i) \) and, possibly, the correlation between their horizontal and vertical components \( (\mathbf{D}_x u)_i \) and \( (\mathbf{D}_y u)_i \). To do so, a different, possibly space-variant, prior assumption imposing \textit{a-priori} information on the local image gradient can be made. Namely, for all \( \mathbf{y}_i := ((\mathbf{D}_x u)_i,(\mathbf{D}_y u)_i) \) and for \( i = 1, \ldots, N \) one can assume that \( \mathbf{y}_i \) follows a Bivariate Generalised Gaussian distribution (BGgd, see (BGGd)) which is space-variant with respect to shape and scale and takes locally the form:

\[
\mathbb{P}(\mathbf{y}_i; p_i, \Sigma_i) = \frac{1}{2\pi |\Sigma_i|^{1/2} \Gamma(2/p_i)^{1/2}} \exp\left(-\frac{1}{2} \left(y_i^T \Sigma_i^{-1} y_i\right)^{p_i/2}\right).
\]

(BGGd-sv)

where, for every \( i \), the covariance matrix \( \Sigma_i \in \mathbb{R}^{2 \times 2} \) is symmetric positive definite with determinant \( |\Sigma_i| > 0 \). The associated non-stationary prior pdf on \( \mathbf{u} \) can thus be written as

\[
\mathbb{P}(\mathbf{u} \mid \Theta) = c(\Theta) \mathbb{P}(\mathbf{z}(\mathbf{u}) \mid \Theta) = c(\Theta) \prod_{i=1}^{N} \left( \frac{1}{2\pi |\Sigma_i|^{1/2} \Gamma(2/p_i)^{1/2}} \exp\left(-\frac{1}{2} \left((\mathbf{Du})_i^T \Sigma_i^{-1} (\mathbf{Du})_i\right)^{p_i/2}\right) \right)
\]

\[
= c(\Theta) \prod_{i=1}^{N} \left( \frac{1}{2\pi |\Sigma_i|^{1/2} \Gamma(2/p_i)^{1/2}} \exp\left(-\frac{1}{2} \sum_{i=1}^{N} \left((\mathbf{Du})_i^T \Sigma_i^{-1} (\mathbf{Du})_i\right)^{p_i/2}\right) \right),
\]

where now \( \mathbf{z}(\mathbf{u}) = \mathbf{Du} \), and the normalisation function \( c(\Theta) \) is defined by

\[
c(\Theta) = \frac{1}{\int_{\mathbf{u} \in \mathbb{R}^N} \left( \prod_{i=1}^{N} \frac{1}{2\pi |\Sigma_i|^{1/2} \Gamma(2/p_i)^{1/2}} \right) \exp\left(-\frac{1}{2} \sum_{i=1}^{N} \left((\mathbf{Du})_i^T \Sigma_i^{-1} (\mathbf{Du})_i\right)^{p_i/2}\right) d\mathbf{u}}.
\]

For a better interpretation of such choice, we now perform some simple manipulations to the generic \( i \)-th term of the sum appearing in (BGGd-sv) so as to highlight how the information related to the local image scale and orientations are all encoded in the local covariance matrices \( \Sigma_i \). To this purpose, we consider the following eigenvalue decomposition

\[
\Sigma_i = V_i^T E_i V_i, \quad E_i = \begin{pmatrix} e_i^{(1)} & 0 \\ 0 & e_i^{(2)} \end{pmatrix}, \quad e_i^{(1)} \geq e_i^{(2)} > 0, \quad V_i^T V_i = V_i V_i^T = I_2,
\]

\[(\mathbf{Du})_i^T \Sigma_i^{-1} (\mathbf{Du})_i\]
where
\[
\widetilde{\Lambda}_i = \begin{pmatrix}
\tilde{\lambda}_i^{(1)} & 0 \\
0 & \tilde{\lambda}_i^{(2)}
\end{pmatrix} := E_i^{-1/2} = \begin{pmatrix}
1/\sqrt{e_i^{(1)}} & 0 \\
0 & 1/\sqrt{e_i^{(2)}}
\end{pmatrix},
\] (3.21)
and \( \theta_i \in [-\pi/2, \pi/2) \) denotes the angle drawn locally with respect to the horizontal axis, as simple geometrical considerations show. By now introducing the two parameter vectors \( \alpha \in \mathbb{R}_+^N \) and \( a \in (0, 1]^N \) with components
\[
\alpha_i := \tilde{\lambda}_i^{(1)} \in \mathbb{R}_+, \quad a_i := \frac{\tilde{\lambda}_i^{(2)}}{\tilde{\lambda}_i^{(1)}} \in (0, 1], \quad i = 1, \ldots, N,
\] (3.23)
we have that the matrix \( \widetilde{\Lambda}_i \) in (3.22) can be equivalently rewritten as
\[
\widetilde{\Lambda}_i = \begin{pmatrix}
1 & 0 \\
0 & \tilde{\lambda}_i^{(1)}/\tilde{\lambda}_i^{(2)}
\end{pmatrix} = \alpha_i \lambda_{a_i}, \quad \text{with} \quad \lambda_{a_i} = \begin{pmatrix}
1 & 0 \\
0 & a_i
\end{pmatrix}.
\] (3.24)
Combining altogether, we have that (3.22)-(3.24) entail that the term in (3.20) can be indeed written as
\[
\left((D)u^T \Sigma_{i}^{-1}(D)u\right)^{p_i/2} = \alpha_i^{p_i} \| \lambda_{a_i} R_{\theta_i} (D)u \|_{2}^{p_i}.
\] (3.25)
Furthermore, based on (3.19) and (3.22)-(3.24), we observe that:
\[
|\Sigma_i|^{-1/2} = |\mathbf{V}_i^T \mathbf{E}_i \mathbf{V}_i|^{-1/2} = |\mathbf{E}_i|^{-1/2} = |\widetilde{\Lambda}_i| = |\alpha_i^{2} \lambda_{a_i}| = \alpha_i^{2} a_i > 0.
\] (3.26)
Plugging now (3.25) and (3.26) into the expression (3.17), we obtain the following equivalent form
\[
\mathbb{P}(u | \Theta) = \frac{c(\Theta)}{(2\pi)^{N}} \left( \prod_{i=1}^{N} \frac{\alpha_i^{2} p_i a_i}{\Gamma(2/p_i) 2^{2/p_i}} \right) \exp \left( -\sum_{i=1}^{N} \alpha_i^{p_i} \| \lambda_{a_i} R_{\theta_i} (D)u \|_{2}^{p_i} \right)
\] (3.27)
where the vector of hyperparameters is here:
\[
\Theta = (\alpha, p, \theta, a) \in \mathbb{R}_+^{N+2} \times [-\pi/2, \pi/2)^{N} \times (0, 1]^N.
\] (3.28)

Compared to the univariate prior (3.14), prior (3.27)-(3.28) is characterised by two additional vectors of (space-variant) parameters \( \theta_i \in [-\pi/2, \pi/2) \) and \( a_i \in (0, 1], \quad i = 1, \ldots, N \). These parameters relate in fact to the bivariate nature of the BGGd in (BGGd-sv). In particular, The parameter \( \theta_i \) represents the direction of the major axis of elliptical contour lines of the local BGGd, while \( a_i \) describes locally the eccentricity of the contour lines. More precisely, \( a_i = 1 \) corresponds to circular contour lines, i.e. to a locally maximal isotropic pdf, whereas for \( a_i \approx 0 \) the contour lines approach lines drawing the angle \( \theta_i \) w.r.t. to the horizontal axis, hence they are maximally anisotropic. The great flexibility of distribution in (BGGd-sv) is highlighted in Figures 4c-4e, where the pdfs corresponding to the choice of different scalar parameters \( a_i, p_i, a_i, \) and \( \theta_i \) are shown, while the corresponding contour plots are displayed in Figures 4f-4h.

**Remark 1.** Note that the non-stationary prior in (3.11) reduces to the stationary TV prior in (3.8) for constant choices of the scale parameters \( \alpha_i = \alpha, \forall i \). Analogously, by setting \( \alpha_i = \alpha \) and \( p_i = p, \forall i \), in (3.14), we recover the space-invariant prior corresponding to the TV \( p \), regulariser in (1.4). The same consideration holds for the DTV regularisation term in (1.3), whose statistical counterpart is obtained starting from (3.27) and setting \( a_i = \alpha, p_i = 1, \theta_i = \theta \) and \( a_i = \alpha, \forall i \).

### 3.3 Hierarchical modelling

The effort made in deriving the highly-parametric prior distributions in the previous section would be vain if not coupled with an automatic and robust procedure for the estimation of the unknown
parameters $\Theta$. The choice of recasting the original problem in probabilistic terms makes very natural to model the unknown vector $\Theta$ as well as the unknown $u$, as random variables. To do so, we thus need to introduce a further pdf encoding the \textit{a priori} beliefs on $\Theta$, which, in the following, will be denoted by $P(\Theta)$ and which will be referred to as \textit{hyperprior}.

By proceeding as in (1.7), we seek for the analytic expression of the joint posterior pdf, which, by leaving the dependence on $\Theta$ explicit, is related to the prior and likelihood pdf through

$$P(u, \Theta \mid b) = \frac{P(u, \Theta)P(b \mid Au)}{P(b)} = \frac{P(u \mid \Theta)P(\Theta)P(b \mid Au)}{P(b)},$$

(3.29)

where we have used $P(u, \Theta) = P(u \mid \Theta)P(\Theta)$. Proceeding by standard MAP estimation, we thus have that the sought solution pair $\{u^*, \Theta^*\}$ is the one maximising $P(u, \Theta \mid b)$, i.e.

$$\{u^*, \Theta^*\} \in \mathop{\arg\max}_{u, \Theta} \{P(u \mid \Theta)P(\Theta)P(b \mid Au)\},$$

(3.30)

or, equivalently,

$$\{u^*, \Theta^*\} \in \mathop{\arg\min}_{u, \Theta} \{-\ln P(u \mid \Theta) - \ln P(\Theta) - \ln P(b \mid Au)\},$$

(3.31)

where the evidence term $P(b)$ has been dropped as it does not depend either on $u$ or $\Theta$.

When tackling the joint model (3.31), two major difficulties arise, namely the computation of the highly-dimensional constant $c(\Theta)$ and the choice of an efficient algorithmic scheme for the numerical solution of the minimisation problem (3.31). Different strategies have been designed to overcome the former issue: most of them are based on a modification of the conditional prior $P(\Theta \mid u)$ which comes from either approximating $c(\Theta)$ (see [108, 4, 3]) or neglecting it (see [132]). Here, we adopt this latter approach so that the joint hypermodel (3.31) takes the form:

$$\{u^*, \Theta^*\} \in \mathop{\arg\min}_{u, \Theta} \{-\ln P(z(u) \mid \Theta) - \ln P(\Theta) - \ln P(b \mid Au)\}.$$  

(3.32)

Neglecting $c(\Theta)$ provides a significant simplification of the problem of interest. Nonetheless, as we will show in Sections 7 and 9, such simplification will result in an efficient ML-type parameter estimation strategy which will be shown to produce meaningful results. Clearly, a more accurate study of (3.31) will require to deal explicitly with the computation of such constant by means, for instance, of analogous approaches as those described in [126, 49].

From a numerical perspective, the solution of problem (3.32) can be addressed in different manners. A standard strategy illustrated in [27] is based on the design of an Iterated Sequential Algorithm (IAS) which, for $k \geq 0$ and upon a suitable initialisation for $u^{(0)}$, reads:

$$\Theta^{(k+1)} \in \mathop{\arg\min}_{\Theta} \{-\ln P(z(u^{(k)}) \mid \Theta) - \ln P(\Theta)\}$$

(3.33)

$$u^{(k+1)} \in \mathop{\arg\min}_{u} \{-\ln P(z(u) \mid \Theta^{(k+1)}) - \ln P(b \mid Au)\},$$

(3.34)

where the function $z(\cdot)$ has been defined in Section 3.2 depending on the specific form of the prior distribution at hand.

4 The anatomy of space-variant regularisation models

In this section, we derive the explicit expressions of the negative log-prior term $-\ln P(z(u) \mid \Theta)$, appearing in the cost function of (3.32), depending on the particular choice of the prior pdf among the ones described in Section 3.2. For each considered prior, we will write explicitly the analytical form of the corresponding image regulariser, dissecting its properties in terms of regularisation features and providing some intuitions on their sparsity promoting behaviour.
4.1 From non-stationary priors to space-variant regularisers

Recalling (TV), we start computing the negative logarithm of the stationary Gibbs’ TV prior in (3.8). We have:

\[-\ln P(z(u) | \Theta) = \alpha \text{TV}(u) - N \ln \alpha. \tag{4.1}\]

We now rewrite TV as

\[\text{TV}(u) = \sum_{i=1}^{N} f_{\text{TV}}((Du)_i), \tag{4.2}\]

where the space-invariant and non-parametric function \( f_{\text{TV}} : \mathbb{R}^2 \to \mathbb{R}^+ \) is defined by

\[f_{\text{TV}}(g_i) := \|g_i\|_2, \quad g_i = (g_{i,1}, g_{i,2}) \in \mathbb{R}^2, \tag{4.3}\]

and is referred to in the following as the TV gradient penalty function. As it is well-known, TV is bounded from below by zero, (non-strictly) convex, non-coercive due to \( \text{null}(D) \neq \{0\}_2 \) and non-smooth. This last property is indeed responsible of the good gradient sparsity-promoting effect of TV, which favours piece-wise constant solutions. The TV gradient penalty function \( f_{\text{TV}} \) in (4.3) is shown in Figure 5(a).

![Figure 5: Space-invariant gradient penalty function](a) \( f_{\text{TV}} \)

To analyse in detail the properties of the TV regulariser, it is useful to consider the 1D sections of the gradient penalty function \( f_{\text{TV}} \) along straight lines passing through the origin of the penalty domain and having direction defined by the angle \( \varphi \in [-\pi, +\pi] \). Using a standard (arc-length) parametrisation for straight lines, namely \( \{ g_{i,1}(t; \varphi) = t \cos(\varphi), \ g_{i,2}(t; \varphi) = t \sin(\varphi), \ t \in \mathbb{R} \} \), the sections of \( f_{\text{TV}} \) in (4.3) read

\[s_i(t; \varphi) = |t|, \quad t \in \mathbb{R}, \quad i = 1, \ldots, N. \tag{4.4}\]

In Figure 5(b) we show one section of \( f_{\text{TV}} \) along the direction defined by the angle \( \varphi = 0 \), i.e., the \( x \)-axis. However, as the expression (4.4) does not depend on \( \varphi \), we deduce that the same Figure could be obtained by representing the section corresponding to any \( \varphi \), for any pixel location \( i \). The TV penalty \( f_{\text{TV}} \) in (4.3) - whence, the (TV) regulariser - is in fact space and rotationally-invariant (i.e. isotropic).

Being isotropic, TV does not take explicitly into account directionality properties in the image. Moreover, the presence of a fixed, global exponent \( p = 1 \) for the norms in the penalty (4.3) and of a global scale parameter \( \alpha > 0 \) in (3.8) and, hence, in the negative log-prior (4.1) makes the TV regulariser not capable to adapt the strength (associated to \( \alpha \) in (4.1)) nor the nature (associated to the exponent of the norm in (4.3)) of the gradient sparsity-promotion effect to the local contents of the image to be recovered.

In the following, we inspect how the non-stationary priors introduced in Section 3.2 can favour local regularisation features, namely strength, sharpness and directionality.
Figure 6: Graphs of the gradient penalty functions defined in (4.7), (4.11) and (4.15) for the space-variant (WTV), (WTV\textsubscript{sv}p) and (WDTV\textsubscript{sv}p) regularisers, respectively.

4.1.1 Local regularisation strength

Recalling Section 3.2, the first and probably the easiest way to make the (TV) regulariser spatially flexible consists in allowing for a different amount of regularisation at every pixel in the image. From a Bayesian perspective, this corresponds to assuming a non-stationary hL prior distribution
for the gradient magnitudes of \( u \). By computing the negative logarithm in (3.11), we have

\[
-\ln P(z(u) \mid \Theta) = WTV(u; \Theta) - \sum_{i=1}^{N} \ln \alpha_i,
\]

where the space-variant WTV regulariser is defined in terms of hyperparameters \( \Theta = \alpha \) and reads

\[
WTV(u; \alpha) := \sum_{i=1}^{N} \alpha_i \| (Du)_i \|_2, \quad \alpha \in \mathbb{R}_+^N.
\]

(WTV)

Analogously to (TV), the (WTV) regulariser can be equivalently rewritten as

\[
WTV(u; \alpha) = \sum_{i=1}^{N} f_{WTV} ((Du)_i; \alpha_i), \quad \alpha_i \in \mathbb{R}_+,
\]

where the gradient penalty function \( f_{WTV} : \mathbb{R}^2 \rightarrow \mathbb{R}_+ \) depends now locally on the parameter \( \alpha_i \) and reads

\[
f_{WTV}(g_i; \alpha_i) := \alpha_i \| g_i \|_2, \quad g_i = (g_{i,1}, g_{i,2}) \in \mathbb{R}^2.
\]

Similarly as for the (TV) regulariser, (WTV) is still convex and non-differentiable. However, the sparsity-promoting effect can now be locally modulated thanks to the presence of the local weights \( \alpha_i \). To highlight this feature, we report in the first column of Figure 6 (i.e. Figures 6(a),(d),(g)) the graphs of the WTV gradient penalty function \( f_{WTV} \) defined in (4.7) for three different values \( \alpha_j = 1, \alpha_k = 1.3, \alpha_l = 0.7 \) of the scale parameter, respectively, assuming that they represent the local weights of the WTV regulariser at different pixel positions \( i \in \{j, k, l\} \). These three graphs share the same inverted right-circular conical shape with vertex at the origin as the TV penalty drawn in Figure 5, with the one in Figure 6(a) coinciding with the TV penalty. Different values of the weight yield different slopes of the conical lateral surface - note that \( \| \nabla f_{WTV}(g_{1,1}, g_{1,2}) \|_2 = \alpha_i \) for any \( (g_{1,1}, g_{1,2}) \in \mathbb{R}^2 \setminus \{(0,0)\} \) - and, hence, different local regularisation strengths. The larger (smaller) is the local weight \( \alpha_i \), the more (less) strongly the WTV regulariser will force \( \| (Du)_i \|_2 \) to be small.

Similarly as before, we show the 1D sections of the three WTV penalty functions along the two directions defined by angles \( \varphi = 0 \) (solid lines) and \( \varphi = \pi/2 \) (dashed lines), corresponding to the x- and y-axis in the 3D plots in Figures 6(a),(d),(g) and, for better readability, in Figure 6(j), left. Like TV, the WTV regulariser is isotropic, hence the two sections - actually, any section along straight lines passing through the origin - of each of the three penalties coincide. Despite their space-variant feature, these sections are in fact still rotationally invariant as they take the form

\[
s_i(t; \varphi) = \alpha_i |t|, \quad t \in \mathbb{R}, \quad i = 1, \ldots, N.
\]

Finally, one can notice from (4.8) and from Figure 6(j), left, that all sections are nothing but positively-scaled versions of the absolute value function of scale parameter \( \alpha_i \), i.e. of the TV sections in (4.4).

Due to its ability of promoting local TV smoothing, we remark that the WTV regulariser has been proposed and studied in several papers (e.g. [75, 71, 74] and many more) from an analytical point of view and motivated by means of analogous probabilistic arguments in [22].

### 4.1.2 Local regularisation sharpness

As previously mentioned, the weights \( \alpha_i \) in the (WTV) regulariser allow to locally tune the strength of the gradient-sparsity promotion effect of the regularisation which, by construction, is of fixed TV type. In fact, the presence of a global exponent 1 for the gradient norms in definition of WTV does not allow to change, neither globally nor locally, the sharpness of the associated gradient penalty functions, hence the nature of the involved sparsity-promotion.

This motivates the introduction of a second set of space-variant parameters \( \rho_i > 0, \ i = 1, \ldots, N \), being them the exponents of the gradient norms in the (WTV) definition and corresponding to the local shape parameters of the associated hGG pdf - see Definition 6.
We proceed as above and compute the negative logarithm of the non-stationary hGG prior (3.14), thus getting
\[
- \ln P(u \mid \Theta) = \text{WTV}^\text{sv}_p (u; \Theta) - \sum_{i=1}^{N} \ln \frac{\alpha_i p_i}{\Gamma(1/p_i)} ,
\]
where the space-variant WTV\textsuperscript{sv}_p regulariser, depending on the hyperparameters \( \Theta = (\alpha, p) \), is defined by
\[
\text{WTV}^\text{sv}_p (u; \alpha, p) := \sum_{i=1}^{N} \alpha_i^p \| (Du)_i \|_{p_i}^p , \quad (\alpha, p) \in \mathbb{R}^{N \times 2}.
\]
Like (WTV), the (WTV\textsuperscript{sv}_p) regulariser can be rewritten in terms of a parametric, space-variant gradient penalty function, namely
\[
\text{WTV}_p (u; \alpha, p) = \sum_{i=1}^{N} f_{\text{WTV}^\text{sv}_p} ((Du)_i ; \alpha_i, p_i) , \quad (\alpha_i, p_i) \in \mathbb{R}_+^2 ,
\]
where the function \( f_{\text{WTV}^\text{sv}_p} (\cdot) \) now reads:
\[
f_{\text{WTV}^\text{sv}_p} (g_i ; \alpha_i, p_i) = \alpha_i^p \| g_i \|_{p_i}^p , \quad g_i = (g_i,1, g_i,2) \in \mathbb{R}^2 .
\]
Like (TV) and (WTV), the (WTV\textsuperscript{sv}_p) regulariser is bounded below by zero, continuous and non-coercive. However, its other regularity properties depend on the actual values of the parameters \( p_i \). If \( p_i \geq 1 \) for any \( i = 1, \ldots, N \), then WTV\textsuperscript{sv}_p is convex, whereas it is non-convex if there exists at least one \( i \) such that \( p_i < 1 \). Then, it is differentiable whenever \( p_i > 1 \) for any \( i \), otherwise it is non-smooth.

In the second column of Figure 6 we show the graph of the WTV\textsuperscript{sv}_p gradient penalty function \( f_{\text{WTV}^\text{sv}_p} \) defined in (4.11) for three different parameter configurations \((\alpha_j, p_j) = (1,1)\), \((\alpha_k, p_k) = (1.3,0.5)\) and \((\alpha_l, p_l) = (0.7,2)\), where, we remark, the scale parameter values \( \alpha_j, \alpha_k, \alpha_l \) are the same as for the WTV penalties reported in the first column. In case of unitary scale and shape parameters - see Figure 6(b) - the WTV\textsuperscript{sv}_p penalty coincides with the TV penalty and, more in general, for \( p_j = p_k = p_l = 1 \), the WTV\textsuperscript{sv}_p penalties coincide with the WTV penalties. For non-unitary shape parameters, the WTV\textsuperscript{sv}_p penalty function can assume different shapes, ranging from non-convex and non-differentiable ones \((p_i < 1\), Figure 6(e)) to strongly convex and differentiable ones \((p_i > 1\), Figure 6(h)). The degree of freedoms encoded by the shape parameters \( p_i \) thus provide the WTV\textsuperscript{sv}_p regulariser with the ability to adapt its gradient sparsity-promoting effect to the local image content. In particular, \( p_i > 1 \) - typically, \( p_i \geq 2 \) - should be used to avoid TV staircasing in correspondence of smooth image regions, whereas \( p_i < 1 \) - typically, \( p_i \leq 0.5 \) - should be used in piece-wise constant regions to mitigate the undesirable contrast loss effect of TV.

Similarly as for the previous (TV) and (WTV) regularisers, let us now take a look at the 1D sections of the WTV\textsuperscript{sv}_p penalty in (4.11) for \( \varphi \in [-\pi, \pi) \), which read
\[
s_i(t ; \varphi) = \alpha_i^p |t|^{p_i} , \quad t \in \mathbb{R} , \quad i = 1, \ldots, N .
\]
By looking at the plot of such sections shown in Figure 6(j), centre, it is clear how the value of parameter \( p_i \) can substantially change the regularisation effect at each pixel. In particular, by comparing the red, black and magenta sections in Figure 6(j), one can notice that for \( p_i < 1 \) small gradients are induced to be zero in a stronger way than for \( p_i = 1 \), but large gradients are less penalised (weaker contrast loss effect). On the other hand, for \( p_i > 1 \) the sparsity-promoting effect is no longer present as the gradient penalty function is differentiable in \( t = 0 \). More generally, for \( p_i > 1 \) small gradients are less penalised than for \( p_i = 1 \), whereas large gradients are more penalised. We finally remark that, like for TV and WTV, the WTV\textsuperscript{sv}_p sections in (4.12) do not depend on the direction angle \( \varphi \), hence the (WTV\textsuperscript{sv}_p) regulariser still falls in the class of isotropic regularisers. This is visually confirmed by the WTV\textsuperscript{sv}_p penalties shown in Figures 6(b),(e),(h), which are rotationally invariant (i.e. have circular level curves), and by the penalty sections along the \( x \)-axis and the \( y \)-axis, which coincide as it is evident from Figure 6(j), centre.

The WTV\textsuperscript{sv}_p regulariser has been first introduced in a simplified version, i.e., with \( \alpha_i = \alpha, \forall i \), and interpreted in a probabilistic framework in [88]. The general case with space-variant weights has been discussed in [87].
4.1.3 Local anisotropy

As shown above, the (TV), (WTV) and (WTVP) regularisers are isotropic. For this reason, such regularisers are not able to exploit any information on the directionality of local image structures and, hence, to drive their local nonlinear diffusion effect along specific directions only. As motivated in Section 1.3, this can be a limitation, especially for images presenting local structures characterised by well-defined orientations. As illustrated in Section 3.2, to circumvent this limitation, a non-stationary BGG prior can be assumed for modelling the local distribution of gradients characterised by well-defined orientations. As illustrated in Section 3.2, to circumvent this limitation, a non-stationary BGG prior can be assumed for modelling the local distribution of gradients of $u$.

By computing the negative logarithm of the non-stationary BGG prior in (3.27), we have

$$- \ln P(z(u) | \Theta) = \text{WDTV}^\Theta_p(u; \Theta) = - \sum_{i=1}^{N} \ln \left( \frac{\alpha_i^p}{\Gamma(2/p_i)} |2^{2/p_i}| \right) + N \ln(2\pi),$$

where the space-variant WDTV$^\Theta_p$ regulariser is defined in terms of the hyperparameters $\Theta = (\alpha, p, \theta, a)$ and reads

$$\text{WDTV}^\Theta_p(u; \alpha, p, \theta, a) = \sum_{i=1}^{N} \alpha_i^p \| A_{a_i} R_{-\theta_i} (Du_i) \|_p^p,$$

where the orthogonal (rotation) matrices $R_{-\theta_i}$ and the diagonal matrices $A_{a_i}$ have been defined in (3.22) and (3.24), respectively.

Note that the (WDTV$^\Theta_p$) regulariser can also be written in terms of its parametric, space-variant gradient penalty functions as

$$\text{WDTV}^\Theta_p(u; \alpha, p, \theta, a) = \sum_{i=1}^{N} f_{\text{WDTV}^\Theta_p}((Du_i); \alpha_i, p_i, \theta_i, a_i),$$

with

$$f_{\text{WDTV}^\Theta_p}(g_i; \alpha_i, p_i, \theta_i, a_i) = \alpha_i^p \| A_{a_i} R_{-\theta_i} g_i \|_2^p,$$

where the scale and shape parameter values $(\alpha_i, p_i, \theta_i, a_i)$ are the same as for the WTV$^\Theta_p$ regulariser. In particular, it is worth noting that the (WDTV$^\Theta_p$) regulariser reduces to the rotationally-invariant regulariser in the special case $a_i = 1$ for any $i$, independently of the directionality parameters $\theta_i$.

In the last column of Figure 6 we show the graph of the WDTV$^\Theta_p$ gradient penalty function $f_{\text{WDTV}^\Theta_p}$ defined in (4.15) for three different parameter configurations $(\alpha_j, p_j, \theta_j, a_j) = (1, 1, 0, 1), (\alpha_k, p_k, \theta_k, a_k) = (1.3, 0.5, \pi/6, 0.4)$ and $(\alpha_l, p_l, \theta_l, a_l) = (0.7, 2, \pi/3, 0.6)$, where the scale and shape parameter values $(\alpha_i, p_i, \theta_i, a_i)$ are the same as for the WTV$^\Theta_p$ regulariser. In this case, it is clear from these figures that the degrees of freedom represented by parameters $a_i$ allow to make the WDTV$^\Theta_p$ regulariser locally anisotropic, in the sense that it can locally penalise the gradient $g_i = (Du_i)$, with different strength according to its direction. The level curves of the penalties in Figures 6(f),(i) corresponding to $a_i < 1$ are elliptical and not circular as for the case $a_i = 1$ in Figure 6(c). Furthermore, the smaller $a_i$, the more eccentric the ellipses and, hence, the more anisotropic the regulariser. The local directional parameters $\theta_i$ represent local image directions along which a stronger regularisation effect is typically desired (typically, edge direction). We observe that the elliptical level curves of the penalties in Figures 6(f),(i) are rotated of angle $\theta_i$ counterclockwise, with the minor and major axes aligned along the directions defined by $\theta_i$ and $\theta_i + \pi/2$, respectively, and that the 1D sections of the WDTV$^\Theta_p$ penalty functions in (4.15) along directions defined by angle $\varphi$ take the form

$$s_i(t; \varphi) = (\cos^2(\varphi - \theta_i) + a_i^2 \sin^2(\varphi - \theta_i))^{p_i/2} \alpha_i^p |t|^{p_i}, \quad t \in \mathbb{R}, \quad i = 1, \ldots, N.$$

It is a simple calculation verifying that, for any fixed $\theta_i$, $a_i$, the positive real coefficient in brackets takes its maximum (equal to 1) and minimum (equal to $a_i^p$) values for $\varphi = \theta_i$ and $\varphi = \theta_i + \pi/2$, respectively.
respectively. This entails that the 1D sections of the $\text{WDTV}^w_p$ penalty along the dominant direction $\theta$, and its orthogonal $\theta + \pi/2$ are those characterised by the strongest and the weakest regularisation effect, respectively. Note that the sections exhibit the same sharpness - i.e., the same shape - but they are differently scaled; see the pairs of solid/dashed red and magenta curves in Figure 6(j), right.

The $\text{WDTV}^w_p$ regulariser has been first introduced and analysed in probabilistic settings in [21].

4.1.4 Comparing regularisers: proximal operators

In order to gain more insights on the regularisation effects yielded by the different gradient penalty functions introduced in the previous sections and, consequently, on the different space-variant regularisers considered, we compare in this section the proximal operators $\text{prox}^\beta_f : \mathbb{R}^2 \mapsto \mathbb{R}^2$, $f \in \{ \text{fTV}, \text{fWTV}, \text{fWTV}^w_p, \text{fWDTV}^w_p \}$ (see Definition 8) associated to the TV, WTV, $\text{WTV}^w_p$ and $\text{WDTV}^w_p$ penalty functions defined in (4.3), (4.7), (4.11) and (4.15), respectively.

Having fixed the value of parameter $\beta \in \mathbb{R}^+$, and regarding $w$ as an input image gradient vector to be regularised, the 2D vector field $e^\beta_f : \mathbb{R}^2 \mapsto \mathbb{R}^2$ defined by

$$e^\beta_f (w) := \text{prox}^\beta_f (w) - w, \quad w \in \mathbb{R}^2,$$

(4.17)
can be studied to represent the regularisation effect of the gradient penalty function considered on $w$.

Analytical expressions of the proximal operators of the gradient penalty functions in (4.3), (4.7), (4.11) and (4.15) associated to the (TV), (WTV), (WTV$^w_p$) and (WDTV$^w_p$) regularisers have been previously studied in [135], [90] and [21], respectively, and are discussed (for completeness) in Section 8.3 of this review. Based on those expressions, we thus compute the vector field $e^\beta_f$ in (4.17) for each of the nine penalty functions considered in Figure 6 and report the results in Figure 7. In order to allow for a meaningful comparison between penalties, the same proximal parameter value $\beta = 3$ has been used.

We first remark that for all the considered gradient penalty functions $f$ and parameters $\beta > 0$ we have $\text{prox}^\beta_f (0) = 0 \implies e^\beta_f (0) = 0$ and that for all penalties with shape parameter $p_0 \leq 1$ - namely, the penalties in Figures 6(a)-(g) - there exists a region in the $w$ domain (with centre the origin, size depending on $\beta$ and shape depending on the penalty itself) for which we have $\text{prox}^\beta_f (w) = 0 \implies e^\beta_f (w) = -w$. This means that any input gradient vector $w$ belonging to this region is "completely" regularised by the gradient penalty function, in the sense that it is proximal-mapped to the null gradient vector. For visualisation purposes, such sparsity-promoting regions are depicted in green (without showing the arrows pointing towards the origin) in the vector field representations of Figures 7(a)-(g).

As expected, for isotropic penalties - namely, the WTV and $\text{WTV}^w_p$ penalties shown in the first two columns of Figure 6 and the $\text{WDTV}^w_p$ penalty with unitary anisotropy parameter depicted in Figure 6(c) - the associated vector fields $e^\beta_f$ are radial with vectors pointing towards the origin and the sparsity-promotion regions are circularly shaped - see Figures 7(a)-(e),(g). This means that the regularisation effect yielded by the isotropic penalties depicted in Figures 6(a)-(e),(g),(h) on $w$ is only a shrinkage of its norm $\|w\|_2$, namely

$$\text{prox}^\beta_f (w) = \xi w \implies e^\beta_f (w) = -(1 - \xi) w,$$

with a shrinkage coefficient $\xi \in [0, 1)$ only depending on the norm itself. This result has been proved, e.g., in [90](Proposition 1), where analytical expressions for $\xi$ as a function of $\|w\|_2$ as well as of the shape and proximal parameters have been given for the proximal operator of a TV$^p$ penalty of the form $f(g; p) = \|g\|_p^p$. Since it follows immediately from Definition 8 that

$$\text{prox}^\beta_f (w) = \text{prox}^\tilde{\beta}_f (w), \quad \forall w \in \mathbb{R}^2$$

with $\tilde{f}(g; \alpha, p) = \alpha^p \|w\|_p^p$ and $\tilde{\beta} = \alpha^p \beta$, then the results in [90] can be straightforwardly extended to cover the more general case of a WTV$^p$ penalty. These results provide an analytical interpretation of the visual results reported in Figures 6(a)-(e),(g),(h). In particular, by observing the
vector fields depicted in these Figures, it is clear how larger scale parameter values $\alpha_i$ in the WTV penalty yield stronger gradient shrinkage effects as well as sparsity-promoting regions of larger radii. Then, by comparing the vector fields in Figures 6(d),(e), one can notice that, for a fixed scale parameter $\alpha_i$, decreasing the shape parameter $p_i$ (starting from $p_i = 1$) in the WTV\textsuperscript{sp} penalty yields weaker shrinkage effects on gradients outside the sparsity-promoting regions but larger radii of these regions. Finally, Figures 6(g),(h) show that increasing $p_i$ (for a fixed $\alpha_i$ and starting from $p_i = 1$) in the WTV\textsuperscript{sp} penalty yields stronger gradient shrinkage effects and, for any $p_i > 1$, the sparsity-promotion regions reduce to the point $w = 0_2$.

Clearly, the vector fields in Figures 7(f),(i), associated to the WDTV\textsuperscript{sp} anisotropic penalties are not radial. To be more precise, they are radial only when restricted to input vectors $w$ lying on the two straight lines having direction defined by angles $\theta_i$ and $\theta_i + \pi/2$ (solid/dashed red and magenta lines in Figures 7(f),(i)). In general, the regularisation effect of the WDTV\textsuperscript{sp} penalties on input vectors $w$ is stronger along the direction $\theta_i$. Finally, the sparsity-promotion regions are elongated in the direction defined by $\theta_i$ and their elongation is negatively correlated with the value of the local anisotropy parameter $a_i$. 

Figure 7: 2D vector fields $e_{\beta}^f: \mathbb{R}^2 \to \mathbb{R}^2$ in (4.17), representing the effect of the proximal operator $\text{prox}_f^\beta$ on a (gradient) vector $w = (w_1, w_2)$, for the same gradient penalty functions $f$ shown in Figures 6(a)-(i) and for a fixed proximity parameter $\beta = 3$. 
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5 Geometrical interpretation

In this section, we enrich the statistical and analytical study of the space-adaptive regularisers introduced in the previous sections by providing some insights helpful to understand their local behaviour from a geometrical point of view. To do so, we unify and expand some considerations from [6, 83, 112, 50] and start recalling the dual definition of TV:

$$\text{TV}(u) = \sum_{i=1}^{N} \max_{w_i \in B_1(0)} \langle (Du)_i, w_i \rangle,$$

(5.1)

where $B_1(0)$ denotes the two-dimensional Euclidean unit ball centred in the origin. Such constraint can be equivalently expressed by requiring $\|w_i\|_2 \leq 1$ for all $i = 1, \ldots, N$.

Following [6], we can now replace the set $B_1(0)$ in (5.1) with a fixed two-dimensional region $E_{a,\theta}(0)$ centred in the origin and defined in terms of its orientation $\theta \in [-\pi/2, \pi/2]$ with respect to the horizontal $x$-axis and eccentricity $a \in (0, 1]$, that is:

$$E_{a,\theta}(0) := \left\{ (x_1, x_2) \in \mathbb{R}^2 : |x_1 \cos \theta + x_2 \sin \theta|^2 + \theta(x_1 \sin \theta + x_2 \cos \theta) \leq 1 \right\}. 

(5.2)

Note that as $a \to 0$, the set $E_{a,\theta}(0)$ degenerates to the line $x_2 = \tan \theta x_1$.

Recalling definitions (3.22) and (3.24) of the matrices $A_\theta$ and $R_\theta$ and denoting (formally, given the purely discrete setting we are working on) by $D_{\theta}u_i = (Du)_i \cdot v$ and $D_{\theta}^\perp u_i = (Du)_i \cdot v^\perp$ the directional derivatives along the direction $\mathbf{v} = (\cos \theta, \sin \theta)$ and its orthogonal $\mathbf{v}^\perp = (-\sin \theta, \cos \theta)$, we define element-wise the directional gradient $\tilde{D}_{a,\theta}u \in (\mathbb{R}^2)^N$ of $u$ as

$$\tilde{D}_{a,\theta}u := (A_\theta R_{\theta}(Du)_i)_i = \left( \frac{D_{\theta}u_i}{\partial D_{\theta}^\perp u_i} \right)_i. 

(5.3)

By this definition we can thus write the directional formulation of TV firstly used in [6] and later applied in several other works (see, e.g., [133, 83, 50]) for promoting TV smoothness along $\mathbf{v}$. Note that the (WDTV) reduces to this definition by choosing $\alpha_i = p_i = 1$, $\theta_i = \theta \in [-\pi/2, \pi/2]$ and $a_i = a \in (0, 1]$, $\forall i$. It reads

$$\text{DTV}(u) = \sum_{i=1}^{N} \| (\tilde{D}_{a,\theta}u)_i \|_2 = \sum_{i=1}^{N} \max_{w_i \in E_{a,\theta}(0)} \langle (Du)_i, w_i \rangle, 

(5.4)

where here and in what follows we omit the explicit dependence of the regularisers on the hyperparameters to facilitate the overall readability. Note that, differently from TV, DTV is computed as the sum of maximum values of scalar products in which the dual functions $w_i$ are forced to belong to $E_{a,\theta}(0)$ at any point. Following [83], we can now observe that for $w_i \in E_{a,\theta}(0)$, we have

$$\langle (Du)_i, w_i \rangle = \langle (Du)_i, \mathbf{R}_\theta A_\theta \tilde{w}_i \rangle = \langle A_\theta R_{\theta}(Du)_i, \tilde{w}_i \rangle = \langle (\tilde{D}_{a,\theta}u)_i, \tilde{w}_i \rangle 

$$

where $\tilde{w}_i \in E_{1}(0)$ for all $i = 1, \ldots, N$. Thus, we deduce:

$$\max_{w_i \in E_{a,\theta}(0)} \langle (Du)_i, w_i \rangle = \max_{\tilde{w}_i \in E_{1}(0)} \langle (\tilde{D}_{a,\theta}u)_i, \tilde{w}_i \rangle, 

(5.5)

which can be used to show via the standard Cauchy-Schwarz inequality that at any point $i = 1, \ldots, N$ the maximum is achieved by the normalised directional gradient vector, i.e. by the vector $\tilde{w}_i = (\tilde{D}_{a,\theta}u)_i/\| (\tilde{D}_{a,\theta}u)_i \|_2$, so that

$$\langle (\tilde{D}_{a,\theta}u)_i, \tilde{w}_i \rangle = \frac{\langle (\tilde{D}_{a,\theta}u)_i, (\tilde{D}_{a,\theta}u)_i \rangle}{\| (\tilde{D}_{a,\theta}u)_i \|_2} = \| (\tilde{D}_{a,\theta}u)_i \|_2 = \| A_\theta R_{\theta}(Du)_i \|_2, 

(5.6)

which justifies (5.4).
Inspired by [113], we report in Figure 8 a graphical representation of the considerations above. There, we denote in red a fixed non-zero gradient vector $(\mathbf{D}u)_i \in \mathbb{R}^2$ evaluated at a certain point $i = 1, \ldots, N$, in blue the direction $\mathbf{v} = (\cos \theta, \sin \theta) \in \mathbb{R}^2$ drawing an angle $\theta$ with the $x$-axis and in green the projection of $(\mathbf{D}u)_i$, i.e., the directional gradient $(\mathbf{D}_{a,\theta}u)_i$. The unitary ball $B_1(0)$ is coloured black while the ellipses $E_{a,\theta}(0)$ for different values of $a \in (0, 1]$ are coloured magenta. For each plot, the unitary vector $\tilde{\mathbf{w}}_i$ realising the maximum in (5.4) is drawn (magenta). Note that for $a = 1$ we retrieve that the vector $\tilde{\mathbf{w}}_i$ maximising the scalar product is the one parallel to $(\mathbf{D}u)_i$ (note that in such case the directionality does not affect the value computed, as $\mathbf{R}_{-\theta}$ is unitary). However, as $a \to 0$ we observe that $\tilde{\mathbf{w}}_i$ progressively aligns with $\mathbf{v} = (\cos \theta, \sin \theta)$, thus promoting directional regularisation.

As previously remarked, the unit vector $\mathbf{v}$ defining the orientation of the ellipse $E_{a,\theta}(0)$ is defined in terms of the angle $\theta$, which makes the use of the DTV regulariser useful in practice only when $\theta$ can be easily estimated. This is the case, for instance, of geometric textured images or of images of very specific scenes (see Figure 1), which limits significantly the application of DTV in practice.

Such limitation can be overcome by considering the following natural space-variant extension of the DTV regulariser (5.4), which comes from $\text{WDTV}^{sv}_{p}$ regulariser with $\alpha_i = p_i = 1$, $\forall i$, and space-variant $\theta_i \in [-\pi/2, \pi/2]$ and $a_i \in (0, 1]$:

$$
\text{DTV}^{sv}(\mathbf{u}) = \sum_{i=1}^{N} \| (\mathbf{D}_{a_i,\theta_i}u)_i \|_2 = \sum_{i=1}^{N} \| \Lambda_{a_i} \mathbf{R}_{-\theta_i}(\mathbf{D}u)_i \|_2 = \sum_{i=1}^{N} \max_{\mathbf{w}_i \in E_{a_i,\theta_i}(0)} \langle (\mathbf{D}u)_i, \mathbf{w}_i \rangle.
$$

(5.7)

where now $\alpha = (a_i)_i \in (0, 1]^N$, $\theta = (\theta_i)_i \in [0, \pi)^N$, and where we have used the simplified notation $(\mathbf{D}_{a,\theta}u)_i = \Lambda_{a_i} \mathbf{R}_{-\theta_i}(\mathbf{D}u)_i \in \mathbb{R}^2$. In this case, a space-variant adjustment of the directional smoothing (from strongly anisotropic along the direction $\mathbf{v}_i = (\cos \theta_i, \sin \theta_i)$ with $a_i = 0$ to fully isotropic with $a_i = 1$) is allowed at any point. For such regulariser, the same geometrical considerations as before hold, the difference being that the orientations $\theta_j$ may change from one point...
to another. Few choices can be made here. Following the Edge Adaptive Total Variation (EATV) approach proposed in [133], one possibility consists in estimating the local directions \( v_i \) by imposing that \( v_i \perp (Db)_i \), where, for \( \sigma > 0 \), \( b_\sigma \) denotes a smoothed version of the given image \( b \). This choice, however, is very sensitive to noise oscillations and it may misguide the local directional behaviour if these are too large. Alternatively, as considered in [65, 58, 54, 93] and more recently in [109, 50], the dependence on the image to retrieve can be encoded explicitly in the definition of the regularisation by allowing \( \theta_i \) to be a function of the target image \( u \) (i.e. \( \theta_i = \theta_i(u) \)) using, for instance, information coming from the structure tensor. This procedure is much more robust, but the nonlinear dependence on \( u \) in the definition of \( \theta_i \) may significantly complicate the problem from an optimisation viewpoint. For further estimation strategies based on maximum likelihood approaches, we refer the reader to [135, 87, 21] and to the following discussion in Section 7.1. Whatever the approach considered, it is worth remarking that an accurate and robust estimation of the space-variant parameters \( a \) and \( \theta \) is a very challenging problem.

Remark 2. The values \( a_i \in (0,1] \) for all \( i = 1, \ldots, N \) have to be interpreted as ‘confidence’ parameters enforcing a strong anisotropic TV smoothing \( (a_i \approx 0) \) whenever a good local estimation of \( \theta_i \) is available, while leaving the behaviour to be close-to-isotropic \( (a_i \approx 1) \) whenever the estimation of \( \theta_i \) is unreliable.

As noted in Sections 3 and 4, we can further incorporate in (5.7) an additional shape/sharpness parameter vector \( p = (p_i) \in \mathbb{R}^N_+ \), thus considering the regulariser

\[
\text{DTV}_p^sv(u) = \sum_{i=1}^N \left( \max_{w_i \in E_{a_i,\theta_i}(0)} \langle (Du)_i, w_i \rangle \right)^{p_i},
\]

which is a particular instance of \( \text{WDTV}_p^sv \) taking \( \alpha_i = 1 \), \( \forall i \). The presence of the parameters \( p_i \) in (5.8) does not alter the directional behaviour of such regulariser in comparison with the one observed for \( \text{DTV}^sv \). However, as thoroughly discussed in Sections 4.1.2 and 4.1.4, such behaviour is made sharper for \( p_i < 1 \) and smoother for \( p_i > 1 \). Note, in particular, that when \( p_i = 2 \) the \( \text{DTV}_2^sv \) regulariser acts locally as a Tikhonov-type squared \( \ell_2 \)-norm of the directional gradient \( \tilde{D}_{a_i,\theta_i} u \).

We conclude this section with some considerations regarding weighted models. Recalling (5.1), we notice that introducing a space-variant parameter vector \( (\alpha_i) \in \mathbb{R}^N_+ \) corresponds simply to inflate/dilate the Euclidean ball \( B_i(0) \) and to look for maxima therein, which corresponds to the choice

\[
\text{WTV}(u) = \sum_{i=1}^N \alpha_i \| (Du)_i \|_2 = \sum_{i=1}^N \max_{w_i \in B_{\alpha_i}(0)} \langle (Du)_i, w_i \rangle
\]

where for \( \alpha_i > 0 \), \( B_{\alpha_i}(0) := \{ z \in \mathbb{R}^2 : \| z \|_2 \leq \alpha_i \} \) and where the vector \( \tilde{w}_i = \alpha_i \frac{(Du)_i}{\| (Du)_i \|_2} \) maximises the scalar products at any point. By analogous considerations as above, we can finally draw a connection with the regulariser defined in (4.14), which, recalling the discussion above, can be written as:

\[
\text{WDTV}_p^sv(u) = \sum_{i=1}^N \alpha_i^{p_i} \| (\tilde{D}_{a_i,\theta_i} u)_i \|_2 = \sum_{i=1}^N \alpha_i^{p_i} \left( \max_{w_i \in E_{a_i,\theta_i}(0)} \langle (Du)_i, w_i \rangle \right)^{p_i}.
\]

Remark 3. If \( p_i = 1 \) for all \( i = 1, \ldots, N \), the regulariser (5.10) takes the form

\[
\text{WDTV}^sv(u) = \sum_{i=1}^N \max_{w_i \in E_{a_i,\theta_i}(0)} \langle (Du)_i, w_i \rangle
\]

where \( E_{a_i,\theta_i}(0) \) denotes the 2D ellipse centred in the origin with eccentricity \( a_i \in (0,1] \), orientation \( \theta_i \in [-\pi/2, \pi/2) \) w.r.t. to the \( x \)-axis and width/height equal to \( 2a_i \) and \( 2a_ia_i \), respectively.

The authors believe that an interesting generalisation of the discussion above shall address situations where the constraint set is non-convex and, in particular, it is defined in terms of Lamé
Lamé curves with varying eccentricity, $\beta=1.3$

Lamé curves with varying shape, $a=0.7$

Figure 9: Lamé curves (5.12) with varying eccentricity and shape parameters, $\theta = \pi/6$.

curves centred in 0, i.e. defined by

$$L_{\beta,a,\theta}(\Theta) = \left\{ (x_1, x_2) \in \mathbb{R}^2 : |x_1 \cos \theta + x_2 \sin \theta|^\beta + \frac{|-x_1 \sin \theta + x_2 \cos \theta|^\beta}{a} \leq 1 \right\}. \quad (5.12)$$

Such set is non-convex as soon as $\beta < 1$, see Figure 9. The use of such general shapes may lead to consider new gradient-based regularisations where the underlying geometry constraining the dual functions favours smoothing in different ways.

6 Joint hypermodelling

In this section, we provide explicit expressions of the negative log-hyperprior $-\ln P(\Theta)$ and of the negative log-likelihood $-\ln P(b | A u)$ in (3.32), which allows to derive the final joint hypermodel.

6.1 Non-informative hyperprior

When no a priori knowledge or intuition about the value of the unknown prior hyperparameters is available, a uniform distribution for the random vector $\Theta$ can be set, thus considering a (possibly improper) non-informative hyperprior. In formulas this corresponds to set

$$P(\Theta) = \varrho \chi_{D}(\Theta), \text{ with } \varrho \in \mathbb{R}^+, \quad (6.1)$$

from which it follows

$$-\ln P(\Theta) = -\ln \varrho + \iota P_{\Theta}(\Theta). \quad (6.2)$$

6.2 GG likelihood leads to $L_q$ fidelity term

First, based on the expression of the considered GG likelihoods in (3.1)-(3.2), the negative log-likelihood term $-\ln P(b | A u)$ in (3.31) takes the form

$$q < +\infty : \left\{ \begin{array}{l} -\ln P(b | A u) = \omega^q \|A u - b\|_q^q - M \ln \left( \frac{\omega}{2 \Gamma(1/q)} \right), \\ = \omega^q \|A u - b\|_q^q + C_q, \end{array} \right. \quad (6.3)$$

$$q = +\infty : \left\{ \begin{array}{l} -\ln P(b | A u) = \iota_{[0,1/\omega]}(\|A u - b\|_\infty) - M \ln \frac{\omega}{2}, \\ = \iota_{[0,1/\omega]}(\|A u - b\|_\infty) + C_\infty, \end{array} \right. \quad (6.5)$$

where the quantities $C_q, C_\infty > 0$ appearing in (6.3)-(6.5) do not depend on the optimisation variable $u$, so they can be dropped - in (3.31).

We now introduce the functional $F_q(A u; b) : \mathbb{R}^M \rightarrow \mathbb{R}_+$ which is defined as

$$q < +\infty : F_q(A u; b) := q \omega^q L_q(A u; b), \quad (6.6)$$

$$q = +\infty : F_\infty(A u; b) := \iota_{[0,1/\omega]}(\|A u - b\|_\infty) \quad (6.7)$$
with
\[ L_q(Au; b) = \frac{1}{q} \|Au - b\|_q^q. \]  

\[ (6.8) \]

### 6.3 Joint variational Bayesian hypermodels

We are now ready to derive the explicit instances of the hypermodel (3.32) in terms of the selected priors, hyperpriors and fidelity functionals discussed above. To improve readability, we will consider the following data terms \( F_q \) with \( q < +\infty \). However, as it will be remarked at the end of the section, analogous derivations can be easily extended to the case \( q = +\infty \).

Problem (3.32) can be reformulated as
\[ \{u^*, \Theta^*\} \in \arg \min_{u \in \mathbb{R}^N, \Theta \in \mathcal{D}_\Theta} \left\{ \mathcal{R}(u, \Theta) + \mathcal{H}(\Theta) + \mu L_q(Au; b) \right\}, \]  

\[ (6.9) \]

where \( \mathcal{R}(u, \Theta) \) denotes one of the regularisation terms previously discussed in Section 4.1, while \( \mathcal{H}(\Theta) \) accounts for possibly multiple terms depending only on the hyperparameter vector \( \Theta \in \mathcal{D}_\Theta \). The uniform hyperprior (6.1) acts here simply by enforcing optimisation on \( \mathcal{D}_\Theta \) only. The parameter \( \mu > 0 \) is a regularisation parameter whose choice will be specified for each hypermodel in the following.

Similarly as what discussed in Section 4.1, we have that \( \mathcal{H}(\Theta) \) can be expressed in general form as
\[ \mathcal{H}(\Theta) = \sum_{i=1}^N h(\Theta_i), \quad h: \mathcal{D}_\Theta_i \to \mathbb{R}, \]  

\[ (6.10) \]

where the function \( h \) is a parameter penalty function whose form will be specified for each regulariser.

We start our considerations from the TV prior (3.8). By plugging (6.1) and (3.1) into (3.32), we get
\[ \{u^*, \alpha^*\} \in \arg \min_{u \in \mathbb{R}^N, \alpha \in \mathbb{R}_{++}} \left\{ \alpha \sum_{i=1}^N \| (Du)_i \|_2 - N \ln \alpha + q \omega^q L_q(Au; b) \right\} \]
\[ = \arg \min_{u \in \mathbb{R}^N, \alpha \in \mathbb{R}_{++}} \left\{ TV(u) - \frac{N}{\alpha} \ln \alpha + \mu L_q(Au; b) \right\}, \quad \text{with} \quad \mu := \frac{q \omega^q}{\alpha}, \]  

\[ (6.11) \]

\[ (6.12) \]

where, we recall that in this case \( \Theta = \alpha \in \mathbb{R}_{++} \), whence parameter penalty function \( h_{TV} \) reads
\[ h_{TV}(\alpha) = -\frac{1}{\alpha} \ln \alpha, \quad i = 1, \ldots, N. \]  

\[ (6.13) \]

For the TV\(_p\) and the DTV regularisers in (1.4) and (1.3), respectively, hypermodels with similar form as in (6.12) can be derived. In particular, as far as the TV\(_p\) regularisation term is concerned, we have that \( \Theta = (\alpha, p) \in \mathbb{R}_{++}^2 \) and that the parameter penalty function takes the form
\[ h_{TV_p}(\alpha, p) = -\frac{1}{\alpha^p} \ln \frac{\alpha p}{\Gamma(1/p)}, \quad i = 1, \ldots, N, \]  

\[ (6.14) \]

while for the DTV\(_p\) regulariser we have \( \Theta = (\alpha, p, \theta, a) \in \mathbb{R}_{++}^2 \times [-\pi/2, \pi/2] \times (0, 1] \) and the parameter penalty function reads
\[ h_{DTV_p}(\alpha, \theta, a) = -\frac{1}{\alpha} \ln \left( \frac{a + \frac{\alpha^2}{2\pi}}{4} \right), \quad i = 1, \ldots, N. \]  

\[ (6.15) \]

As far as space-variant hypermodels are concerned, we start considering the WTV regulariser for which \( \Theta = \alpha \in \mathbb{R}_{++}^N \). Model (6.9) thus turns into
\[ \{u^*, \alpha^*\} \in \arg \min_{u \in \mathbb{R}^N, \alpha \in \mathbb{R}_{++}^N} \left\{ \sum_{i=1}^N \alpha_i \| (Du)_i \|_2 - \sum_{i=1}^N \ln \alpha_i + \mu L_q(Au; b) \right\} \]
with \( \mu := q \omega^q \),
where the function $h_{WTV}$ is defined by
\[
h_{WTV}(\alpha_i) = -\ln \alpha_i, \quad i = 1, \ldots, N.
\] (6.16)

For the WTV$^p_{\mu}$, we have that $\Theta = (\alpha, p) \in \mathbb{R}_+^N \times \mathbb{R}_+^N$. The hypermodel (6.9) here specifies into
\[
\left\{ u^*, \alpha^*, p^* \right\} \in \arg \min_{u \in \mathcal{U}, \alpha \in \mathbb{R}_+^N, p \in \mathbb{R}_+^N} \left\{ \sum_{i=1}^N \alpha_i^p \| (Du)_i \|_2^p - \sum_{i=1}^N \ln \frac{\alpha_i p_i}{\Gamma(1/p_i)} + \mu \Lambda_q(Au; b) \right\}
\]
with $\mu := q \omega^q$,

With penalty function $h_{WTV}^p$, defined by
\[
h_{WTV}^p(\alpha_i, p_i) = -\ln \frac{\alpha_i p_i}{\Gamma(1/p_i)}, \quad i = 1, \ldots, N.
\] (6.17)

Finally, for WDTV$^p_{\mu}$, we have $\Theta = (\alpha, p, \theta, a) \in \mathbb{R}_+^N \times \mathbb{R}_+^N \times [-\pi/2, \pi/2]^N \times (0, 1]^N$, whence the final hypermodel reads
\[
\left\{ u^*, \alpha^*, p^*, \theta^*, a^* \right\} \in \arg \min_{u \in \mathcal{U}, \alpha \in \mathbb{R}_+^N, p \in \mathbb{R}_+^N, \theta \in [-\pi/2, \pi/2]^N, a \in (0, 1]^N} \left\{ \sum_{i=1}^N \alpha_i^p \| A_{\alpha_i, \theta} (Du)_i \|_2^{p_i} - \sum_{i=1}^N \ln \frac{\alpha_i p_i \alpha_i^2}{2 \pi \Gamma(2/p_i) 2^{2/p_i}} + \mu \Lambda_q(Au; b) \right\}, \quad \text{with} \quad \mu := q \omega^q,
\]
(6.18)

With parameter penalty function takes the form
\[
h_{WDTV}^p(\alpha_i, p_i, \theta_i, a_i) = -\ln \frac{\alpha_i p_i \alpha_i^2}{2 \pi \Gamma(2/p_i) 2^{2/p_i}}, \quad i = 1, \ldots, N.
\] (6.19)

For all considered space-invariant and space-variant hypermodels, we summarise in Table 1 the gradient and parameter penalty functions $f$ and $h$, respectively, as well as the parameter domains $\mathcal{D}_\Theta$, and the regularisation parameters $\mu$. In the table, we also report the reference papers in which the aforementioned regularisers have been first introduced and/or analysed in probabilistic terms.

| $\mathcal{R}(u, \Theta)$ | $f(g; \Theta)$ | $h(\Theta)$ | $\mathcal{D}_\Theta$, | $\mu$ | Ref |
|--------------------------|-------------|-------------|-----------------|-------|-----|
| TV                       | $\|g\|_2$    | $-\frac{1}{\alpha} \ln \alpha$ | $\alpha \in \mathbb{R}_+$ | $\frac{q \omega^q}{\alpha}$ | [118] |
| TV$^p$                   | $\|g\|_2^p$ | $-\frac{1}{\alpha} p \ln \frac{\alpha p}{\Gamma(1/p)}$ | $(\alpha, p) \in \mathbb{R}_+^N$ | $\frac{q \omega^q}{\alpha}$ | [90] |
| DTV                      | $\|A_{\alpha} R_{\alpha} g\|_2$ | $-\frac{1}{\alpha} p \ln \frac{\alpha p}{\Gamma(1/p)}$ | $(\alpha, \theta) \in \mathbb{R}_+ \times [-\pi/2, \pi/2] \times (0, 1]$ | $\frac{q \omega^q}{\alpha}$ | [6] |
| WTV$^p$                  | $\alpha_i g_i$ | $-\ln \alpha_i$ | $\alpha_i \in \mathbb{R}_+$ | $q \omega^q$ | [22] |
| WTV$^p_{\mu}$            | $\alpha_i^p \| g_i \|_2^p$ | $-\ln \alpha_i p_i \frac{\alpha_i^2}{\Gamma(1/p_i)}$ | $(\alpha_i, p_i) \in \mathbb{R}_+^N$ | $q \omega^q$ | [87] |
| WDTV$^p$                 | $\alpha_i^p \| A_{\alpha_i, \theta} g_i \|_2^p$ | $-\ln \alpha_i p_i \frac{\alpha_i^2}{\Gamma(1/p_i)}$ | $(\alpha_i, p_i, \theta_i, a_i) \in \mathbb{R}_+ \times [-\pi/2, \pi/2] \times (0, 1]$ | $q \omega^q$ | [21] |

Table 1: Gradient penalty function $f$, parameter penalty function $h$, parameters domain $\mathcal{D}_\Theta$, and regularisation parameter $\mu$ for the space-invariant and space-variant regularisation hypermodels considered with $L_q$ data fidelity, $q < +\infty$. 
Remark 4 (Additive i.i.d. uniform noise). When the corrupting noise is AIU, i.e. $q = +\infty$ and the data term is written as in (6.7), the regularisation parameter $\mu$ does not appear explicitly in the final hypermodels. However, one can clearly observe that functions $f, h$ and the parameter domain $\mathcal{D}_\Theta$, have the same expressions as the ones listed in Table 1.

As far as the value of the regularisation parameter $\mu$ is concerned, we remark that when both the scale parameter $\omega$ and the shape parameter $q$ of the AIGG noise distribution are assumed to be known, the parameter $\mu > 0$ in all models above is also known. However, it is quite well known that setting a priori the $\mu$ value based on the true noise parameters does not guarantee that the empirical noise level calculated starting from the output residual image $r^*(\mu) = Au^*(\mu) - b$ coincides with the true underlying noise level.

Hence, $\mu$ will be regarded in the following as a further unknown parameter to be estimated based on the GDP strategy presented in Section 2.1 and further detailed in Section 8.

7 Coupling image statistics with variational modelling: parameter selection

In this section, we address the estimation of the parameters $\Theta$ arising in the final joint hypermodel (6.9). As pointed out in Section 4, a key step considered in the following for tackling the $\Theta$-update step in the alternating scheme (3.33)-(3.34) consists in neglecting the normalisation constant $c(\Theta)$. Although this approximation causes of course a lack of consistency with the original model, the estimation results reported in this section will support the rationale of our choice. An extensive analysis of the good statistical properties of the estimator considered in the sequel has been provided in [21, Section 7]. There, the authors showed that the considered estimator is unbiased, with empirical variance and root mean square error decaying to zero.

7.1 Inspecting space-variance

According to (6.9), the general form of the $\Theta$-update (3.33) reads

$$
\Theta^{(k+1)} \in \arg\min_{\Theta \in \mathcal{D}_\Theta} \left\{ -\ln P(z(u^{(k)}) \mid \Theta) \right\}
$$

$$
= \arg\min_{\Theta \in \mathcal{D}_\Theta} \left\{ \sum_{i=1}^{N} \left( f((D\textbf{u}^{(k)})_{i}; \Theta_{i}) + h(\Theta_{i}) \right) \right\},
$$

(7.1)

where $f$ and $h$ denote the general gradient and parameter penalty functions, respectively summarised in Table 1 for the hypermodels of interest. In light of the separability induced by the summation, problem (7.1) can be addressed by solving $N$ minimisation problems of the form

$$
\Theta_{i}^{(k+1)} \in \arg\min_{\Theta_{i} \in \mathcal{D}_{\Theta_{i}}} \left\{ f((D\textbf{u}^{(k)})_{i}; \Theta_{i}) + h(\Theta_{i}) \right\}, \quad i = 1, \ldots, N,
$$

(7.2)

where, notice, the information on $\textbf{u}^{(k)}$ required to perform the update of $\Theta_{i}$, is synthesised in the sole value $(D\textbf{u}^{(k)}).$. However, if the true underlying value $(D\textbf{u})$ is highly damaged by noise and blur, the local estimate is expected to be particularly poor and unreliable.

As a way to overcome this limitation, the estimation problem (7.2) can be recast so as to take into account the information encoded in a set of pixels close to pixel $i$. More specifically, for any $i = 1, \ldots, N$, we consider the square neighbourhood $\mathcal{J}_i^r$ centred at pixel $i$ with side $2r + 1$ and dimension $\text{card}(\mathcal{J}_i^r) = (2r + 1)^2 =: m$ and compute the discrete gradients points in $\mathcal{J}_i^r$. These quantities will be then used for the estimation of the $i$-th unknown parameter $\Theta_{i}$. Statistically, the selected strategy relies on the assumption that in each of the considered neighbourhoods the gradients (or their magnitudes) are independently sampled from the same distribution.

We thus introduce the following sets of samples drawn around $i$, for $i = 1, \ldots, N$:

$$
\mathcal{S}_i := \left\{ \| (D\textbf{u}^{(k)})_{j} \|_2 : j \in \mathcal{J}_i^r \right\} \quad \text{for the WTV and WTV}_{p}^{sv} \text{ regularisers}
$$

$$
\left\{ (D\textbf{u}^{(k)})_{j} : j \in \mathcal{J}_i^r \right\} \quad \text{for the WDTV}_{p}^{sv} \text{ regulariser}.
$$

(7.3)
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For each \( i = 1, \ldots, N \), by exploiting the mutual independence of the gradients, problem (7.2) can thus be formulated as follows:

\[
\Theta_i^{(k+1)} \in \arg \min_{\Theta_i \in \mathcal{D}_{\Theta_i}} \left\{ -\ln \prod_{j \in \mathcal{J}_i} \mathbb{P}(S_i | \Theta_i) = -\ln \mathbb{P}(\{D_u^{(k)}\}_j; \Theta_j) \right\}
\]

\[
= \arg \min_{\Theta_i \in \mathcal{D}_{\Theta_i}} \left\{ \sum_{j \in \mathcal{J}_i} \left( f((D_u^{(k)})_j; \Theta_j) + h(\Theta_j) \right) \right\}.
\]

(7.4)

We now specify the formulation of the minimisation problem (7.4) in correspondence with the regularisation terms considered in this review. For the sake of better readability, in this section the outer iteration superscript \( k \) will be neglected and the discrete gradient \( (D_u)_j \) at pixel \( j \) will be simply denoted by \( g_j \).

### 7.2 Parameter estimation for the WTV regulariser

We start considering WTV regularisation. Recalling the definition of the gradient and parameter penalty functions \( f_{TV}, h_{TV} \) in (4.3),(6.13) and the hyperparameter domain \( \mathcal{D}_{\Theta} \), specified in Table 1, the problem of interest turns into

\[
\alpha_i^* \in \arg \min_{\alpha_i \in \mathbb{R}_{++}} \left\{ \mathcal{G}(\alpha_i) := -\ln \mathbb{P}(S_i | \alpha_i) = -m \ln \alpha_i + \sum_{j \in \mathcal{J}_i} \alpha_i \|g_j\|_2 \right\}.
\]

(7.5)

The following result holds true.

**Proposition 2.** The function \( \mathcal{G} : \mathbb{R}_{++} \rightarrow \mathbb{R} \) in (7.5) is smooth and convex, hence it admits a unique global minimiser.

In particular, since \( \mathcal{G} \) is differentiable on \( \mathbb{R}_{++} \), the solution of the \( i \)-th minimisation problem (7.5) can be simply found by imposing a first-order optimality condition:

\[
\mathcal{G}'(\alpha_i) = -\frac{m}{\alpha_i} + \sum_{j \in \mathcal{J}_i} \|g_j\|_2 = 0, \text{ whence } \alpha_i^* = \left( \frac{1}{m} \sum_{j \in \mathcal{J}_i} \|g_j\|_2 \right)^{-1}.
\]

(7.6)

Notice that in order to avoid degenerate configurations arising when considering neighbourhoods with null gradients, a small regularisation parameter \( 0 < \epsilon \ll 1 \) can be added to the local mean in (7.6). The selection of pixels involved in (7.6) can be efficiently carried out based on fast 2D convolution operators (realised by a fast 2D discrete transform) of the map of gradient norms with a square \((2r+1) \times (2r+1)\) averaging kernel.

In Figure 10, we analyse the performance of the parameter estimation strategy outlined above on selected sub-regions of the image in Figure 10a as well as on the image itself. The local neighbourhoods shown here consist of an almost constant red-bordered region and two textured regions - see Figure 10d and Figures 10g,10j, respectively - the last two differing in terms of directional features; in fact, the magenta-bordered region presents horizontally oriented features, while the texture in the cyan-bordered neighbourhood does not present a dominant directionality.

We compute the hL pdfs returning the best fitting both of the global and of the local histograms of the gradient magnitudes. More specifically, we first calculate (7.6) for the whole image, i.e. when the summation index \( j \) goes from 1 to \( N \), that will return the global scale parameter. Then, the same formula is applied when the set of samples is restricted to the gradient magnitudes of the three sub-regions, so as to obtain local scale parameters. The estimated parameters are reported in the caption. In Figure 10b, and in the close-up in Figure 10c, we show the histogram of the gradient magnitudes of the whole image. The superimposed solid green line represents the global hL distribution. The histogram of the gradient magnitudes in the selected neighbourhoods together with the corresponding estimated pdfs are shown in Figures 10e-10f, for the constant region, and in Figures 10h-10i and 10k-10l for the textured regions. In the local histograms, we also report the global pdf. The comparison immediately reveals how the space-variant approach guarantees
a more accurate modelling of local features; this is also reflected into the values of the estimated
global and local scale parameters, which appear to be very different from each other, except for
the case of the two textured regions. In fact, as discussed before, directional dissimilarities can not
be detected when adopting a (univariate) $h_L$ prior.

In order to analyse in more detail the connection between the estimated scale parameters and
the local regularisation strength, in Figure 11 we show the $\alpha$-map corresponding to different test
images. We observe that the scale parameters assume higher values on smooth or piece-wise
constant regions, whereas lower values are obtained in correspondence of edges and texture. In
those areas, a weaker regularisation is indeed preferable in order to preserve details. Note also
that the $\alpha$-maps are sensitive to the choice of radius $r$. When considering small values of $r$ - see,
for instance, the map on the barbara image with $r = 2$ - possibly small artefacts due to image
compression or resolution may appear. A similar effect is expected in the presence of noise. On
the other hand, setting a large radius $r$, could make some details or finer structures in the image
less detectable, as in the case of the map for the geometric image with $r = 7$, where inner edges
are not visible in the final map.

### 7.3 Parameter estimation for the WTV$^p_{sv}$ regulariser

We now consider the WTV$^p_{sv}$ regulariser. Recalling the definitions for $f_{WTV^p_{sv}}$ and $h_{WTV^p_{sv}}$ given
in (4.11) and (6.17), respectively, and the hyperparameter space $D_{\Theta}$, in Table 1, we have that the
general problem (7.4) reduces to

$$\{ \alpha_i^*, p_i^* \} \in \arg \min_{(\alpha_i, p_i) \in \mathbb{R}_+^2} \left\{ \mathcal{G}(\alpha_i, p_i) := - \ln p(\mathcal{S} | \alpha_i, p_i) = - m \ln \alpha_i \right. \quad (7.7)$$

$$\left. + m \ln \Gamma \left( 1 + \frac{1}{p_i} \right) + \sum_{j \in J_i^*} \alpha_i \| g_j \|_{l_2}^p \right\}.$$  

(7.8)

Proceeding analogously as before, we have that by imposing a first order optimality condition on
$\mathcal{G}(\alpha_i, p_i)$ with respect to $\alpha_i$, we get

$$\frac{\partial}{\partial \alpha_i} \mathcal{G}(\alpha_i, p_i) = - \frac{m}{\alpha_i} + p_i \alpha_i^{p_i-1} \sum_{j \in J_i^*} \| g_j \|_{l_2}^p = 0,$$  

(7.9)

which yields the following closed-form formula for the estimation of $\alpha_i$:

$$\alpha_i^*(p_i) = \left( \frac{p_i}{m \sum_{j \in J_i^*} \| g_j \|_{l_2}^p} \right)^{- \frac{1}{p_i}}.$$  

(7.10)

It is easy to verify that the second derivative of $\mathcal{G}$ with respect to $\alpha_i$ computed at $\alpha_i^*(p_i)$ is strictly
positive, hence the stationary point in (7.10) is a minimum. Similarly as for (7.6), also in this
case a parameter $0 < \varepsilon << 1$ shall be added to the summation (7.10) so as to avoid degenerate
configurations of gradient magnitudes. Plugging (7.10), we have

$$p_i^* \in \arg \min_{p_i \in \mathbb{R}_+^+} \left\{ \mathcal{G}(p_i) := \mathcal{G}(\alpha_i(p_i), p_i) = \frac{m}{p_i} \log \left( \frac{p_i}{m \sum_{j \in J_i^*} \| g_j \|_{l_2}^p} \right) \right. \quad (7.11)$$

$$\left. + m \ln \Gamma \left( 1 + \frac{1}{p_i} \right) + \frac{m}{p_i} \right\}.$$  

When addressing the study of $\mathcal{G}$ on $\mathbb{R}_+^+$, one can immediately notice that its behaviour is related
to the local configurations of gradient magnitudes. As a result, drawing any conclusion on the
existence of minima is in general not trivial. However, looking at the problem from a computational
viewpoint, it appears reasonable to restrict the $p_i$ feasibility set to a bounded interval $[\varepsilon, R]$, with
$0 < \varepsilon < R$ and $R > 1$. In this case, the following result holds.
Figure 10: Parameters estimate for the WTV regulariser. From top to bottom: histogram of the gradient magnitudes on the whole test image ($\alpha^* = 10.17$), on a constant region ($\alpha^* = 200.87$) and on two different texture regions ($\alpha^* = 3.70$ and $\alpha^* = 3.86$), with the corresponding close-up(s).
Figure 11: Test images with the corresponding $\alpha$-map for different values of radius $r$. 

**Proposition 3.** The function $G : [\epsilon, R] \to \mathbb{R}$ defined in (7.11) is continuous, hence it admits a minimum in its compact domain.

In Figure 12, the estimation of the global and local shape parameters for the WTV$^\text{sv}$ regulariser is performed by setting $\epsilon = 0.1$ and $R = 10$. The dashed green line in Figures 12b-12c represents the hGG pdf that best fits the global histogram of the gradient magnitudes where parameters have been estimated as above. One can already observe how the introduction of a further global parameter allows for a better modelling of the global histogram when compared to the solid green line, representing the hL pdf shown in Figure 10. In Figures 12e,12h,12k, we report coloured dashed lines corresponding to the estimated local hGG pdfs; in addition, we superimpose the global hGG pdf together with the local hL pdfs plotted in Figure 10 as solid lines. To facilitate the inspection, we also show close-up(s) of the local histograms in Figures 12f,12g,12l. The benefits associated to the use of a second space-variant parameter are here even more significant. The differences between the selected patches, and between the patches and the global image, is accurately highlighted by the estimated global and local parameters reported in the caption. Note, however that also in this case the selected hGG prior is not capable of detecting directional differences between the two textured sub-regions, due once again to its univariate behaviour.

Finally, in Figure 13 we show the $\alpha$- and $p$-maps, obtained by considering neighbourhoods of different sizes ($r$) for the image in Figure 10a. In all three cases, the method associates very low $p$ values with flat regions (thus promoting enforced sparsity) and higher values with texture (where gradients show oscillations). Similarly as what observed for WTV, the scale parameters $\alpha$ are again smaller on regions characterised by finer details, as expected.

### 7.4 Parameter estimation for the WDTV$^\text{sv}$ regulariser

For the WDTV$^\text{sv}$ regularisation term, after selecting the functions $f_{\text{WDTV}^\text{sv}}$, $h_{\text{WDTV}^\text{sv}}$ as in (4.15),(6.19) and the domain $\mathcal{D}_\Theta$, as specified in Table 1, we get that the problem of interest takes the form

$$
\{\alpha^*_i, p^*_i, \theta^*_i, a^*_i\} \in \arg \min_{(\alpha_i, p_i, \theta_i, a_i) \in \mathbb{R}^*_+ \times [-\pi/2, \pi/2] \times (0,1]} G(\alpha_i, p_i, \theta_i, a_i)
$$

(7.12)
Figure 12: Parameters estimate for the \( WTV^p \) regulariser. From top to bottom: histogram of the gradient magnitudes on the whole test image \((p^* = 0.2, \alpha^* = 465.67)\), on a constant region \((p^* = 0.1, \alpha^* = 687.34)\) and on two different texture regions \((p^* = 4.85, \alpha^* = 2.56\) and \(p^* = 5.65, \alpha^* = 2.78)\), with the corresponding close-up(s).

where

\[
G(\alpha_i, p_i, \theta, a_i) := -m \ln a_i + m \ln \Gamma \left( \frac{2}{p_i} + 1 \right) - 2m \ln \alpha_i
+ m \left( \frac{2}{p_i} - 1 \right) \ln 2 + \alpha_i p_i \sum_{j \in J_i} (g_j^T A_{\theta_i} R \theta_i \Lambda_2 R_{\theta_i} g_j)^{p_i/2}.
\]

(7.13)

Note that \( G \) is differentiable on \( \mathbb{R}_{++}^2 \times [-\pi/2, \pi/2] \times (0, 1] \). By simply imposing a first-order optimality condition on \( \alpha_i \), we get the following closed formula:

\[
\frac{\partial G}{\partial \alpha_i} = -2m \frac{1}{\alpha_i} + p_i \alpha_i^{p_i-1} \sum_{j \in J_i} (g_j^T A_{\theta_i} R \theta_i \Lambda_2 R_{\theta_i} g_j)^{p_i/2}
\]

(7.14)
which yields
\[ \alpha^*_i(p_i, \theta_i, a_i) = \left( \frac{p_i}{2m} \sum_{j=1}^{m} (g^T R_{\theta_i} A_{a_i}^2 R_{-\theta_i} g_j)^{p_i/2} \right)^{-\frac{1}{p_i}}, \] (7.15)
and which can be regularised depending on \( 0 < \varepsilon \ll 1 \) as above. The stationary point in (7.15) can be proved to be a minimum as the second derivative of \( G \) with respect to \( \alpha_i \) at \( \alpha^*_i \) is strictly positive. Plugging (7.15) into (7.13), we thus get:
\[ G(p_i, \theta_i, a_i) := G(\alpha^*_i(p_i, \theta_i, a_i), \theta_i, a_i) \]
\[ = m \ln \left[ \Gamma \left( \frac{2}{p_i} + 1 \right) \frac{1}{2 a_i} \right] + \frac{2m}{p_i} \left( \ln \frac{p_i}{m} + 1 \right) \]
\[ + \frac{2m}{p_i} \ln \left( \sum_{j=1}^{m} (g^T R_{\theta_i} A_{a_i}^2 R_{-\theta_i} g_j)^{p_i/2} \right). \] (7.16)

By making now explicit the dependence of \( G \) on the entries of \((R_{\theta_i} A_{a_i}^2 R_{-\theta_i})\), we have that (7.16) turns into:
\[ G(p_i, \theta_i, a_i) = m \ln \left[ \Gamma \left( \frac{2}{p_i} + 1 \right) \frac{1}{2 a_i} \right] + \frac{2m}{p_i} \left( \ln \frac{p_i}{m} + 1 \right) \]
\[ + \frac{2m}{p_i} \ln \left( \sum_{j=1}^{m} (\cos^2 \theta_i + a_i^2 \sin^2 \theta_i) g^2_{j,1} + (\sin^2 \theta_i + a_i^2 \cos^2 \theta_i) g^2_{j,2} \right) \]
\[ + 2(1 - a_i^2) \cos \theta_i \sin \theta_i g_{j,1} g_{j,2}^{p_i/2}. \] (7.17)

Problem (7.12)-(7.13) thus takes the form:
\[ \{p^*_i, \theta^*_i, a^*_i\} \in \arg \min_{(p_i, \theta_i, a_i) \in \mathbb{R}_+ \times [-\pi/2, \pi/2] \times (0, 1]} G(p_i, \theta_i, a_i) \] (7.18)

We now study the behaviour of \( G \) as the triplet \((p_i, \theta_i, a_i)\) approaches the boundary of the set \( \hat{D}_{\Theta_i} := \mathbb{R}_+ \times [-\pi/2, \pi/2] \times (0, 1] \). Note that, since problem (7.18) is formulated over a non-compact set of \( \mathbb{R}^3 \), the existence of a solution is in general not guaranteed. One possible way to overcome the problem of non-compactness consists in characterising explicitly the configurations of the samples \( S_i \) for which the functional \( G \) in (7.17) does not attain its minimum in \( \hat{D}_{\Theta_i} \). To do
so, let us first set:

$$A(\theta_i, a_i) := \frac{2m}{p_i} \log \left[ \sum_{j \in S_i} \left( \left( \cos^2 \theta_i + a_i^2 \sin^2 \theta_i \right) g_{j,1}^2 + (\sin^2 \theta_i + a_i^2 \cos^2 \theta_i) g_{j,2}^2 \right) + 2(1 - a_i^2) \cos \theta_i \sin \theta_i g_{j,1} g_{j,2} \right]^{p_i/2}.$$

(7.19)

For any $p_i > 0$, if $A(\theta_i, a_i)$ is bounded as $a_i \to 0^+$, then the functional $G$ in (7.17) tends to $+\infty$ and the minimum is necessarily attained in the interior of $\hat{D}_{\Theta_i}$. However, if $A(\theta_i, a_i)$ is unbounded as $a_i \to 0^+$, nothing can be said about the behaviour of $G$ at the boundary and, as a consequence, nothing can be said about its minima. In particular, in this situation there may exist one or multiple configurations of the samples $g_1, \ldots, g_m \in S_i$ for which $G$ tends to $-\infty$ at the boundary. In order to characterise such configurations, note that as $a_i \to 0^+$ we have that by continuity:

$$A(\theta_i, a_i) \to \frac{2m}{p_i} \log \left[ \sum_{j=1}^{m} (\cos \theta_i x_{j,1} + \sin \theta_i x_{j,2})^{p_i} \right],$$

(7.21)

which tends to $-\infty$ if and only if

$$g_{j,2} = -\frac{\cos \theta_i}{\sin \theta_i} g_{j,1}, \quad \forall j = 1, \ldots, m.$$

(7.22)

This situation corresponds to the very particular case when the samples $g_j$ lie all on the line passing through the origin with slope $-\cos \theta_i / \sin \theta_i$, and they can be thus considered as realisations of a degenerate BGG pdf characterised by a positive semidefinite covariance matrix. This sort of configurations can be avoided by requiring that $a_i$ does not get smaller than a fixed value $0 < \delta < 1$.

A possible way to guarantee the existence of solutions of the problem (7.18) is to re-formulate the problem over a compact subset of $\mathbb{R}^3$, in analogy with what has been done in Section 7.3. As noted above on the admissible values for $p_i$, we point out that the more we enforce sparsity (i.e. the closer $p_i$ is to zero), the more the BGGD will tend to a Dirac delta distribution, making the estimation of local anisotropy in a neighbourhood of the point considered almost impossible. Hence, the exponent $p_i$ is thought as confined in the closed interval $[\epsilon, R]$, with $0 < \epsilon < R$.

We can thus reformulate problem (7.18) as

$$\{p^*_i, \theta^*_i, a^*_i\} \in \min_{p_i, \theta_i, a_i} G(p_i, \theta_i, a_i)$$

(7.23)

s.t. $p_i \in [\epsilon, R]$, $-\pi/2 \leq \theta_i \leq \pi/2$, $\delta \leq a_i \leq 1$.

The following result holds true:

**Proposition 4.** The function $G : [\epsilon, R] \times [-\pi/2, \pi/2] \times [\delta, 1] \to \mathbb{R}$ in (7.17) is continuous and admits a minimum in its compact domain.

In Figure 14, we analyse the performance of the outlined parameter estimation strategy for the WDTV regulariser, where again the search interval for the local parameter $p_i$ has been set as $[\epsilon, R] = [0.1, 10]$. More specifically, in the left column we display selected neighbourhoods from a synthetic image - i.e. a vertical edge in Figure 14a, a horizontal edge in Figure 14d, and a circular profile in Figure 14g - and the two textured regions already considered in Figures 10 and 12. In the middle column of Figure 14, we report the samples extracted from each neighbourhood, together with the level curves of the estimated local BGG pdfs, while in the last column we show the scatter plot of the samples, by drawing once again the level curves of the underlying distribution to facilitate the analysis.

The estimated pdfs for the three geometrical profiles lie along the horizontal axis, the vertical axis and the first quadrant bisector of the scatter diagram $D_{\theta_i, u-D_i, u}$, respectively. This behaviour, as expected, corresponds to the dominant orientation of the gradients in the neighbourhoods. Finally, the textured regions in Figures 14g,14j, statistically indistinguishable from the hLd and hGGd viewpoint, result to be significantly different now; in fact, the samples in the former are spread more homogeneously in the scatter diagram, while the gradients in the latter present a dominant edge orientation which is almost aligned with the horizontal axis of the diagram. Such difference is now reflected into the estimated BGG pdfs.
Figure 14: Parameters estimate for the WDTV\(^p\) regulariser. From left to right: selected neighbourhoods, histogram and scatter plot of gradient samples with level curves of the estimated BGGd. From top to bottom, the estimated parameters are: \((\alpha, p, \theta, a) = (2.23, 0.1, -89.90, 0.33), (\alpha, p, \theta, a) = (2.10, 0.1, 0.0, 0.37), (\alpha, p, \theta, a) = (1.14, 0.1, 47.50, 0.78), (\alpha, p, \theta, a) = (1.30, 2.97, -12.50, 0.64), (\alpha, p, \theta, a) = (1.94, 1.24, -2.18, 0.39).\)
8 Algorithmic optimisation

From an optimisation point of view, it is not trivial to design a unified optimisation solver for the general $\mathbf{u}$-estimation problem in the alternating scheme (3.33)-(3.34), as it may be either extremely easy (smooth and convex) or extremely difficult (non-convex and non-smooth). We can surely think of specific optimisation algorithms that could be effectively used for solving (3.33)-(3.34) in specific scenarios such as [l-BFGS [18] for the smooth and convex case, Nesterov-type proximal schemes [105, 7, 46, 67] and dual/primal-dual methods [81, 42, 73, 34, 37] for the non-smooth convex case and, e.g., [107] for the non-smooth non-convex case). However, in the following we will stick with one single optimisation algorithm for better clarity and consider the Alternating Directional Method of Multipliers (ADMM) [14] whose different subproblems can be solved by means of classical tools in the field of proximal calculus [45], numerical linear algebra and adaptive discrepancy principle [69]. Note that albeit proposed and widely applied in convex scenarios, non-convex variants of ADMM have been recently proposed and endowed with global convergence guarantees [127, 12], although not always applicable to the problem at hand due to the (often limiting) assumptions on the operators involved. However, as we will comment in the following, empirical convergence is often observed for general non-convex ADMM algorithms, which makes their use often amenable in practice. For further details on the recent developments of convex and non-convex optimisation algorithms for variational imaging models, we refer the reader to [38] and the references therein.

8.1 ADMM optimisation

By dropping out the terms in (6.9) which do not depend on the unknown image $\mathbf{u}$, the $\mathbf{u}$-update step in the alternating scheme (3.33)-(3.34) reads

$$
\mathbf{u}^{(k+1)} \in \arg \min_{\mathbf{u} \in \mathbb{R}^N} \left\{ \sum_{i=1}^{N} f((\mathbf{D}_i \mathbf{u}); \Theta_i^{(k+1)}) + F_q(\mathbf{A} \mathbf{u}; \mathbf{b}) \right\},
$$

(8.1)

where $F_q(\mathbf{A} \mathbf{u}; \mathbf{b})$ is defined in (6.6)-(6.7) and the gradient penalty functions $f$ are summarised in Table 1 for the different regularisers considered.

By introducing the auxiliary variables $\mathbf{g} \in \mathbb{R}^{2N}$ and $\mathbf{r} \in \mathbb{R}^M$, and dropping out the iteration superscript, problem (8.1) can be reformulated as:

$$
\{ \mathbf{u}^*, \mathbf{g}^*, \mathbf{r}^* \} \in \arg \min_{\mathbf{u}, \mathbf{g}, \mathbf{r}} \left\{ \sum_{i=1}^{N} f(\mathbf{g}_i; \Theta_i) + F_q(\mathbf{r}; \mathbf{b}) \right\} \text{ s.t. : } \begin{cases} \mathbf{g} = \mathbf{D} \mathbf{u} \\ \mathbf{r} = \mathbf{A} \mathbf{u} \end{cases}
$$

(8.2)

For every $i = 1, \ldots, N$, the quantity $\mathbf{g}_i = ((\mathbf{D}_{i1} \mathbf{u}), (\mathbf{D}_{i2} \mathbf{u})) \in \mathbb{R}^2$ stands for the local image gradient at pixel $i$. By means of this change of variable, we can avoid considering the dependence on the linear operator $\mathbf{D}$ of the (in general) non-differentiable and possibly non-convex function $f$, while the use of $\mathbf{r}$ is helpful for the GDP strategy introduced in Section 2.1.

We define the augmented Lagrangian functional of problem (8.2) as follows:

$$
\mathcal{L}(\mathbf{u}, \mathbf{g}, \mathbf{r}, \mathbf{\rho}_u, \mathbf{\rho}_r; \Theta) := \sum_{i=1}^{N} f(\mathbf{g}_i; \Theta_i) + F_q(\mathbf{r}; \mathbf{b}) - \langle \mathbf{\rho}_u, \mathbf{g} - \mathbf{D} \mathbf{u} \rangle + \frac{\beta_u}{2} \| \mathbf{g} - \mathbf{D} \mathbf{u} \|^2_2 + \frac{\beta_r}{2} \| \mathbf{r} - \mathbf{A} \mathbf{u} \|^2_2,
$$

(8.3)

where $\beta_u, \beta_r \in \mathbb{R}_{++}$ are the ADMM penalty parameters, while $\mathbf{\rho}_u \in \mathbb{R}^{2N}$, $\mathbf{\rho}_r \in \mathbb{R}^M$ are the vectors of Lagrange multipliers associated with the linear constraints $\mathbf{g} = \mathbf{D} \mathbf{u}$ and $\mathbf{r} = \mathbf{A} \mathbf{u}$ in (8.2), respectively.

Solving (8.2) amounts to seek for solutions of the saddle point problem:

$$
\text{Find } (\mathbf{u}^*, \mathbf{g}^*, \mathbf{r}^*) \in \mathbb{R}^{N} \times \mathbb{R}^{2N} \times \mathbb{R}^M \text{ and } (\mathbf{\rho}_u^*, \mathbf{\rho}_r^*) \in \mathbb{R}^{2N} \times \mathbb{R}^M \text{ such that: }
\mathcal{L}(\mathbf{u}, \mathbf{g}, \mathbf{r}, \mathbf{\rho}_u, \mathbf{\rho}_r; \Theta) \leq \mathcal{L}(\mathbf{u}^*, \mathbf{g}^*, \mathbf{r}^*, \mathbf{\rho}_u^*, \mathbf{\rho}_r^*; \Theta) \leq \mathcal{L}(\mathbf{u}^*, \mathbf{g}^*, \mathbf{r}^*, \mathbf{\rho}_u^*, \mathbf{\rho}_r^*; \Theta)
$$

(8.4)

forall $(\mathbf{u}, \mathbf{g}, \mathbf{r}) \in \mathbb{R}^{N} \times \mathbb{R}^{2N} \times \mathbb{R}^M$, $\forall (\mathbf{\rho}_u, \mathbf{\rho}_r) \in \mathbb{R}^{2N} \times \mathbb{R}^M$. 
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Upon suitable initialisation, and for any \( j \geq 0 \), the \( j \)-th iteration of the ADMM algorithm applied to solve the saddle-point problem (8.4) thus reads:

\[
\begin{align*}
\mathbf{u}^{(j+1)} & \in \arg \min_{\mathbf{u} \in \mathbb{R}^N} \mathcal{L}(\mathbf{u}, g^{(j)}, \mathbf{r}^{(j)}, \rho_g^{(j)}, \rho_r^{(j)}; \Theta), \\
g^{(j+1)} & \in \arg \min_{g \in \mathbb{R}^N} \mathcal{L}(\mathbf{u}^{(j+1)}, g, \mathbf{r}^{(j)}, \rho_g^{(j)}, \rho_r^{(j)}; \Theta), \\
\mathbf{r}^{(j+1)} & \in \arg \min_{\mathbf{r} \in \mathbb{R}^M} \mathcal{L}(\mathbf{u}^{(j+1)}, \mathbf{g}^{(j+1)}, \mathbf{r}, \rho_g^{(j)}, \rho_r^{(j)}; \Theta), \\
\rho_g^{(j+1)} & = \rho_g^{(j)} - \beta_g (g^{(j+1)} - \mathbf{D} \mathbf{u}^{(j+1)}), \\
\rho_r^{(j+1)} & = \rho_r^{(j)} - \beta_r (\mathbf{r}^{(j+1)} - \mathbf{A} \mathbf{u}^{(j+1)}). 
\end{align*}
\] (8.5-8.7)

In the following, we make precise the solution of the three sub-problems for the primal variables \( \mathbf{u}, g, \) and \( \mathbf{r} \) in (8.5)-(8.7). The automatic estimation of the regularisation parameter \( \mu \) will be addressed in Section 8.4 concerned with the \( \mathbf{r} \)-update.

### 8.2 Subproblem for the primal variable \( \mathbf{u} \)

Subproblem (8.5) reads

\[
\mathbf{u}^{(j+1)} \in \arg \min_{\mathbf{u} \in \mathbb{R}^N} \left\{ (\rho_g^{(j)}, \mathbf{D} \mathbf{u}) + (\rho_r^{(j)}, \mathbf{A} \mathbf{u}) + \frac{\beta_g}{2} \|g^{(j)} - \mathbf{D} \mathbf{u}\|_2^2 + \frac{\beta_r}{2} \|\mathbf{r}^{(j)} - \mathbf{A} \mathbf{u}\|_2^2 \right\},
\] (8.9)

which is quadratic with first-order optimality condition given by

\[
\left( \beta_g \mathbf{D}^T \mathbf{D} + \beta_r \mathbf{A}^T \mathbf{A} \right) \mathbf{u} = \beta_g \mathbf{D}^T \left( g^{(j)} - \frac{1}{\beta_g} \rho_g^{(j)} \right) + \beta_r \mathbf{A}^T \left( \mathbf{r}^{(j)} - \frac{1}{\beta_r} \rho_r^{(j)} \right). 
\] (8.10)

The coefficient matrix of the linear system above is symmetric positive semidefinite and, under the assumption

\[
\text{null}(\mathbf{A}) \cap \text{null}(\mathbf{D}) = \{0_N\},
\] (8.11)

then it is positive definite so that \( \mathbf{u}^{(j+1)} \) is the unique solution of linear system (8.10). Matrix \( \mathbf{A} \) is typically sparse, hence (8.10) can be solved efficiently by means of (preconditioned) Conjugate Gradient methods. When \( \mathbf{A} \) is a convolution matrix - like in image restoration with space-invariant blur - the linear system can be solved more efficiently by means of fast 2D discrete transforms.

### 8.3 Subproblem for the primal variable \( g \)

After dropping all terms not depending on \( g \) in (8.3), subproblem (8.6) reads

\[
\begin{align*}
g^{(j+1)} & \in \arg \min_{g \in \mathbb{R}^N} \left\{ \sum_{i=1}^{N} f(g_i; \Theta_i) - \langle \rho_g^{(j)}, g - \mathbf{D} \mathbf{u}^{(j+1)} \rangle + \frac{\beta_g}{2} \|g - \mathbf{D} \mathbf{u}^{(j+1)}\|_2^2 \right\} \\
& = \arg \min_{g \in \mathbb{R}^N} \left\{ \sum_{i=1}^{N} f(g_i; \Theta_i) + \frac{\beta_g}{2} \|g - \mathbf{w}^{(j)}\|_2^2 \right\}, 
\end{align*}
\] (8.12)

with vector \( \mathbf{w}^{(j)} \in \mathbb{R}^N \) defined by

\[
\mathbf{w}^{(j)} := \mathbf{D} \mathbf{u}^{(j+1)} + \frac{1}{\beta_g} \rho_g^{(j)}. 
\] (8.13)

Solving the 2N-dimensional minimisation problem above is thus equivalent to solve the following N independent 2-dimensional problems:

\[
\begin{align*}
g_i^{(j+1)} & \in \arg \min_{g_i \in \mathbb{R}^2} \left\{ f(g_i; \Theta_i) + \frac{\beta_g}{2} \|g_i - \mathbf{w}_i^{(j+1)}\|_2^2 \right\} \\
& = \text{prox}_{\frac{\beta_g}{2}}(\mathbf{w}_i^{(j+1)}), \quad i = 1, \ldots, N, 
\end{align*}
\] (8.14)
where prox$^β_f(\cdot; \mathbf{e}_i) : \mathbb{R}^2 \mapsto \mathbb{R}^2$ denotes the proximal operator of the gradient penalty function $f(\cdot; \Theta_i)$ with proximity parameter $\beta$ - see Definition 8 and Section 4.1.4 - and where the vectors $\mathbf{w}_i^{(j+1)} \in \mathbb{R}^2$ at any iteration read

$$\mathbf{w}_i^{(j+1)} = \left( \mathbf{D} \mathbf{w}_i^{(j+1)} \right)_i + \frac{1}{\beta y} \left( \mathbf{p}_i^{(j)} \right)_i, \quad i = 1, \ldots, N. \quad (8.15)$$

We start detailing the solving procedure for problem (8.14) under the adoption of a WDTV$^\theta_p$ regularisation term, which corresponds to consider the gradient penalty function $f_{\text{WDTV}^\theta_p}$ defined in (4.15); the proximal maps arising for the WTV and WDTV$^\theta_p$ regularisers will be discussed afterwards as special cases. In [21], the authors proved a result on the existence of solutions for problem (8.14). Before reporting the statement, we recall that in the following, for $\mathbf{v}, \mathbf{w} \in \mathbb{R}^n$ we denote by $\mathbf{v} \circ \mathbf{w}$, $|\mathbf{v}|$ and sign$(\mathbf{v})$ the component-wise (or Hadamard) product between $\mathbf{v}$ and $\mathbf{w}$ and the component-wise absolute value and sign of $\mathbf{v}$, respectively.

**Lemma 1.** Let $f : \mathbb{R}^2 \to \mathbb{R}_+$ be the (parametric and not necessarily convex) function defined by

$$f(\mathbf{g}) := \alpha^p \| \mathbf{A}_a \mathbf{R}_- \mathbf{g} \|^2_2, \quad \mathbf{g} \in \mathbb{R}^2, \quad (8.16)$$

with parameters $\alpha, p \in \mathbb{R}_{++}, a \in (0, 1]$, $\theta \in [-\pi/2, \pi/2]$, $\mathbf{A}_a = \text{diag}(1, a)$ and $\mathbf{R}_- \mathbf{g}$ the $2 \times 2$ rotation matrix of angle $-\theta$, and let prox$^β_f : \mathbb{R}^2 \mapsto \mathbb{R}^2$ be the proximal operator of $f$ with proximity parameter $\beta \in \mathbb{R}_{++}$ defined by

$$\mathbf{g}^* \in \text{prox}_f^β(\mathbf{w}) := \arg \min_{\mathbf{g} \in \mathbb{R}^2} \left\{ F(\mathbf{g}) := f(\mathbf{g}) + \frac{\beta}{2} \| \mathbf{g} - \mathbf{w} \|^2 \right\}, \quad \mathbf{w} \in \mathbb{R}^2. \quad (8.17)$$

Then, problem (8.17) admits at least one solution, which is unique when $p \geq 1$. Moreover, after defining

$$\tilde{\mathbf{w}} := \mathbf{R}_- \mathbf{w}, \quad s := \text{sign}(\tilde{\mathbf{w}}), \quad \overline{\mathbf{w}} := |\tilde{\mathbf{w}}|, \quad \bar{\beta} := \frac{\beta}{\alpha^p}, \quad (8.18)$$

we have that any solution $\mathbf{g}^*$ of (8.17) can be expressed as

$$\mathbf{g}^* = \mathbf{R}_a (s \circ \mathbf{z}^*), \quad \mathbf{z}^* \in \arg \min_{\mathbf{z} \in \mathcal{H}_1 \subset \mathbb{R}^2} H(\mathbf{z}), \quad (8.19)$$

where $H : \mathbb{R}^2 \to \mathbb{R}_+$ and $\mathcal{H}_1 \subset \mathbb{R}^2$ are defined by

$$H(\mathbf{z}) := \| \mathbf{A}_a \mathbf{z} \|^2_2 + \frac{\bar{\beta}}{2} \| \mathbf{z} - \overline{\mathbf{w}} \|^2, \quad \mathcal{H}_1 := \mathcal{H} \cap \{ (\overline{\mathbf{w}}, \overline{\mathbf{w}}) \times \mathbb{R}_+ \}, \quad (8.20)$$

with $\mathcal{H}$ being

1. the rectangular hyperbola defined by

$$\mathcal{H}_1 := \left\{ \mathbf{z} \in \mathbb{R}^2 : (z_1 - c_1) (z_2 - c_2) = c_1 c_2, c_1 = -a^2 \overline{\mathbf{w}}, c_2 = -\overline{\mathbf{w}} \right\}, \quad (8.21)$$

for $a \in (0, 1)$ and $\overline{\mathbf{w}}_1 \overline{\mathbf{w}}_2 \neq 0$;

2. the line defined by

$$\mathcal{H}_1 := \left\{ \mathbf{z} \in \mathbb{R}^2 : \overline{\mathbf{w}}_2 z_1 - \overline{\mathbf{w}}_1 z_2 = 0 \right\} \quad (8.22)$$

for $a \in (0, 1)$ and $\overline{\mathbf{w}}_1 \overline{\mathbf{w}}_2 = 0$, or for $a = 1$ and any $\overline{\mathbf{w}}_1, \overline{\mathbf{w}}_2 \in \mathbb{R}_+$.

**Corollary 1.** The minimisers $\mathbf{z}^* \in \mathbb{R}^2$ in (8.19) can be obtained as follows:

$$\mathbf{z}^* = \left( \frac{z_1^*}{z_1^* - c_1}, \frac{c_2 z_1^*}{z_1^* - c_1} \right), \quad (8.23)$$

where $c_1, c_2 \in \mathbb{R}$ are defined in (8.21) and $z_1^* \in \mathbb{R}$ is the solution(s) of the following 1-dimensional constrained minimisation problem:

$$z_1^* \in \arg \min_{\xi \in [0, \overline{\mathbf{w}}_1]} \left\{ h(\xi) := (h_1(\xi))^{p/2} + \frac{\bar{\beta}}{2} h_2(\xi) \right\}, \quad (8.24)$$

$$h_1(\xi) = \xi^2 \left( 1 + \frac{a^2 c_2}{(\xi - c_1)^2} \right), \quad h_2(\xi) = (\xi - \overline{\mathbf{w}}_1)^2 + \left( \frac{c_2 \xi}{\xi - c_1} - \overline{\mathbf{w}}_2 \right)^2. \quad (8.25)$$
Figure 15: Graphical representation of the bivariate minimisation problems arising for the WDTVsvp (a) and the WTVsvp regularisers (b).

We will omit the proof of this lemma, and provide only a brief graphical sketch of the key steps leading to (8.19). First, in order to get some clues about the approximate position of the minimiser z∗ in the plane z1-z2, we restrict the study of the function H to the one-parameter family of ellipses

\[
E_R(0) = \{ (z_1, z_2) \in \mathbb{R}^2 \mid z_1^2 + a^2 z_2^2 = R \}. \tag{8.26}
\]

One can prove that z∗ needs to belong to the hyperbola H defined in (8.21). More specifically, the sought z∗ has to coincide with one of the two points in \( E_R \cap H \) belonging to the first quadrant of the plane z1-z2. In Figure 15a, we show one ellipse \( E_R \), which is depicted with a blue dashed line, and the hyperbola H, plotted with a solid magenta line. We conclude that z∗ lies on the arc of hyperbola \( H_1 \) which is delimited by the origin O and \( w \); \( H_1 \) is also illustrated in Figure 15a with a solid red line.

Remark 5. Upon the adoption of the WTVsvp regulariser, a similar result can be proven - see [90, Proposition 1]. More specifically, in isotropic settings there holds a = 1, which yields that the parametric family of ellipses in (8.26) reduces to a parametric family of circles. Moreover, the hyperbola H and the arc \( H_1 \) turn into a line and a segment, respectively. The simplified configuration is reported in Figure 15b; notice that also in this case \( H_1 \) lies between the origin O and \( |w| \).

For the WTV regulariser, the solutions of the separable g,-subproblems can be written in closed form by means of a soft-thresholding operator, see, e.g. [135].

8.4 Subproblem for the primal variable r

For 1 ≤ q < +∞ and \( F_q \) as in (6.6), after dropping all terms not depending on r in (8.3), subproblem (8.7) reads

\[
r^{(j+1)} = \arg\min_{r \in \mathbb{R}^M} \left\{ \mu^{(j)} L_q(r; b) - \langle \rho_r^{(j)}, r - A u^{(j+1)} \rangle + \frac{\beta}{2} \| r - A u^{(j+1)} \|_2^2 \right\}
\]

\[
= \arg\min_{r \in \mathbb{R}^M} \left\{ \lambda^{(j)} L_q(r; b) + \frac{1}{2} \| r - y^{(j)} \|_2^2 \right\}. \tag{8.27}
\]

where the variables \( \lambda^{(j)} \in \mathbb{R}^M \) and \( y^{(j)} \in \mathbb{R}^M \) are defined by

\[
\lambda^{(j)} := \frac{\mu^{(j)}}{\beta_r}, \quad y^{(j)} := A u^{(j)} + \frac{1}{\beta_r} \rho_r^{(j)}. \tag{8.28}
\]

Note that, as already observed in Section 6.3, the regularisation parameter \( \mu \) is not assumed to be fixed but it is rather estimated along the ADMM iterations (whence the \( (j) \) superscript) based on the GDP strategy detailed in Section 2.1. In order to update \( \mu^{(j)} \), i.e. \( \lambda^{(j)} \), so that the GDP is automatically satisfied, we can regard \( \lambda^{(j)} \) as a Lagrange multiplier, and then exploit the
The constrained minimisation problem in (8.29), where the constraint set is the projection \( \pi_{B^q} \), has been proposed, which improves previous algorithms by not performing the computational viewpoint. Nonetheless, in [47] a complexity linear complexity algorithm has been proposed, which improves previous \( O(M^2) \) and \( O(M \log M) \) strategies considered, e.g., in [70, 8, 53].

We remark that, although the presence of the regularisation parameter \( \mu \) is not explicit in problem (8.29), it is actually embedded in the radius \( \delta_q \).

When the underlying noise is AIU, i.e. \( F_q \) is set as in (6.7), the \( \tau \)-update can be expressed as the constrained minimisation problem in (8.29), where the constraint set is the \( \ell_\infty \)-ball with radius \( \delta_\infty \) defined in (2.12).

Note that the projections onto the \( \ell_\infty \)-balls can be efficiently computed by:

\[
q = 2: \quad \pi_{B_2^q}(\mathbf{y}^{(j)}) = \begin{cases} \mathbf{y}^{(j)} & \text{if } \|\mathbf{y}^{(j)}\|_2 \leq \delta_2 \\ \text{min}(\delta_2, \|\mathbf{y}^{(j)}\|_2) \mathbf{y}^{(j)} \|\mathbf{y}^{(j)}\|_2 & \text{otherwise} \end{cases} \\
q = +\infty: \quad \pi_{B_\infty^q}(\mathbf{y}^{(j)}) = \begin{cases} \mathbf{y}^{(j)} & \text{if } \|\mathbf{y}^{(j)}\|_\infty \leq \delta_\infty \\ \text{min}(\max(\mathbf{y}^{(j)}, -\delta_\infty), \delta_\infty) & \text{otherwise} \end{cases}
\]

where the projections have to be intended componentwise.

For \( q = 1 \), the projection can be computed as follows:

\[
q = 1: \quad \pi_{B_1^q}(\mathbf{y}^{(j)}) = \begin{cases} \mathbf{y}^{(j)} & \text{if } \|\mathbf{y}^{(j)}\|_1 \leq \delta_1 \\ \text{sign}(\mathbf{y}^{(j)}) \mathbf{x} & \text{otherwise} \end{cases}
\]

where \( \mathbf{x} = \text{max}(\mathbf{y}^{(j)} - \tau, 0) \) and \( \tau \in \mathbb{R} : \|\mathbf{x}\|_1 = \delta_1 \).

Setting a suitable \( \tau \) for the problem at hand is possibly a very expensive task from the computational viewpoint. Nonetheless, in [47] a complexity linear \( O(M) \) projection algorithm has been proposed, which improves previous \( O(M^2) \) and \( O(M \log M) \) strategies considered, e.g., in [70, 8, 53].

In Figure 16, we show the \( \ell_q \)-balls \( B^q_2(\mathbf{0}) \) for the considered choices of \( q \) in 2-dimensional settings. In the three plots, we also report the vector \( \mathbf{y}^{(j)} \) in the case it does not belong to \( B^q_2(\mathbf{0}) \), and the projection \( \pi(\mathbf{y}^{(j)}) \) onto the ball.

The alternating scheme outlined in Section 3.3 requires to solve the \( u \)-update via the ADMM until a fixed tolerance has been reached after having performed the \( \Theta \)-update. As a result, the adoption of a pure alternating scheme yields a computational burden that can be partially remedied by nesting the parameter estimation in the ADMM scheme, as formalised in the following Algorithm 1. As clearly detailed in Section 7, the estimation of the parameters involved in the expression of the WTV and WDTV regularisers represents a further computational bottleneck. Therefore, one can decide to further lighten the algorithmic scheme in Algorithm 1 by not performing the parameters update at each iteration \( j \), but at every few iterations.
Algorithm 1: Joint ADMM-scheme for hyperparameter estimation and image reconstruction

inputs: ; ; observed image \( b \), forward model operator \( A \)
parameters: ; ; radius \( r > 0 \), discrepancy parameter \( \tau = 1 \),
; ; ADMM penalty parameters \( \beta_g, \beta_r > 0 \)
outputs: ;; estimated image \( u^* \) and parameters vector \( \Theta^* \)

\* Initialisation: ; ; \( u^{(0)}, \rho_t^{(0)} = 0_{2N}, \rho_r^{(0)} = 0_M \)

\* Nested alternating scheme:

for \( j = 0, 1, 2, \ldots \) until convergence do:

- parameters update
  update \( \Theta^{(j+1)} \) as detailed in Section 7.2, 7.3 or 7.4

- primal variables update
  update \( u^{(j+1)} \) by solving (8.10)
  update \( g^{(j+1)} \) as detailed in Section 8.3
  update \( r^{(j+1)} \) as detailed in Section 8.4

- dual variables update
  update \( \rho_t^{(j+1)} \) by (8.8)
  update \( \rho_r^{(j+1)} \) by (8.9)

end for

9 Applications to image restoration

In this section, we evaluate the performances of the space-variant regularisers discussed so far, namely the WTV, the WTV\( ^{sv} \), and WDTV\( ^{sv} \) regularisers in comparison with the space-invariant TV [118] and TV\( ^p \) [90] regularisers. As an example, we will consider the problem of image deblurring, for which the forward linear operator \( A \in \mathbb{R}^{N \times N} \) in (2.8) models the action of a space-invariant blur kernel.

Test images, quality measures and parameters In order to highlight the flexibility of the space-variant approach described in this work, the regularisers of interest will be tested on the restoration of images characterised by different global and local properties. More specifically, we will consider the geometric image in Figure 17a, which is purely piece-wise constant, the skyscraper image in Figure 17b, which presents a mixture of piece-wise constant, piece-wise linear and textured features, and the stairs image in Figure 17c, which is highly textured with fine oriented details. The three test images have all been corrupted by space-invariant Gaussian blur defined by a convolution kernel generated using the Matlab routine \texttt{fspecial} with parameters \texttt{band} = 5 and \texttt{sigma} = 1. The \texttt{band} parameter represents the side length (in pixels) of the square support of the kernel, whereas \texttt{sigma} is the standard deviation (in pixels) of the isotropic bivariate Gaussian distribution defining the kernel in continuous settings. Then, the blurred images have been degraded by AIGG noise realisations from different distributions with standard deviation \( \sigma = 0.1 \). More specifically, we considered \( q = 1 \) (Laplace noise) for the geometric test image, \( q = 2 \) (Gaussian noise) for the skyscraper test image and \( q = +\infty \) (uniform noise) for the stairs test image. The blur- and noise-corrupted images are displayed on the bottom row of Figure 17.

The quality of the obtained restorations \( u^* \) versus the associated ground-truth image \( u \) is assessed by means of two scalar measures, the Improved Signal-to-Noise Ratio (ISNR)

\[
\text{ISNR}(b; u; u^*) := 10 \log_{10} \left( \frac{\|b - u\|^2_2}{\|u^* - u\|^2_2} \right),
\]

(9.1)

and the Structural Similarity Index (SSIM) [128]. The larger the ISNR and SSIM values, the higher the restoration quality. For all tests, the ADMM iterations are stopped as soon as

\[
\eta^{(j+1)} := \frac{\|u^{(j+1)} - u^{(j)}\|_2}{\|u^{(j)}\|_2} < 10^{-5}, \quad j \in \mathbb{N}.
\]
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The penalty parameters $\beta_g$, $\beta_r$ are manually set.

The estimation of the hyperparameters in the space-variant regularisers WTV, WTV$^{sv}_p$ and WDTV$^{sv}_p$ is performed by manually setting the radius $r$, so as to attain the highest ISNR and SSIM values. Moreover, for the WTV regulariser, the existence of a very efficient procedure for the computation of the $\{\alpha_i\}_i$ weights allows to update the $\alpha$-map at each iteration of the ADMM-based scheme; in order to hold back the computational effort coming along with the estimation of the unknown $\{\alpha_i, p_i\}_i$ in the WTV$^p$ and $\{\alpha_i, p_i, \theta_i, a_i\}_i$ in the WDTV$^p$ regulariser, we update the maps of parameters every 30 iterations.

For what concerns the estimation of the local $p_i$ for the WTV$^{sv}_p$ and the WDTV$^{sv}_p$, as well as of the global $p$ in the TV$^p$ regulariser, we fix the compact set $[\epsilon, R]$ of Propositions 3 and 4, equal to $[0.5, 2]$. Notice the choice of the lower bound allows the $u$-estimation problem (8.1) to result in non-convex regularisers. This implies that a particular attention has to be put in the design of a suitable initial guess, which can prevent the performed hypermodels to get trapped in bad local minima.

We initialise Algorithm 1 using a suitable initialisation minimising noise whiteness for a standard Tikhonov-L2 problem as proposed recently in [91].

**Restoration of geometric** First, we discuss the performance of the considered regularisers for the restoration of the geometric test image. The restored images are shown in Figure 18, while the achieved ISNR and SSIM values are reported in Table 2. Notice that, in general, the TV regulariser is well-suited for the restoration of piece-wise constant images; however, as discussed in 1.2, it also suffers from several drawbacks. Our results confirm that using instead a TV$^p$ regulariser ($p = 0.5$) reduces such artefacts. Overall, the three considered space-variant regularisers appear to be more effective than plain TV.

In Figure 19, we show the output maps of parameters for the WTV, WTV$^{sv}_p$ and WDTV$^{sv}_p$ regularisers, obtained with $r = 1$, $r = 3$ and $r = 1$, respectively. For all three regularisers, the $\alpha$-maps present higher weights in the background, while showing that weaker regularisation is performed along the profiles of the geometrical figures. Notice that the $p$-values in the WTV$^p$ and in the WDTV$^p$ approach 2 in the background, which combined with the high regularisation weights allow for an effective smoothing and noise removal therein. Finally, the $\theta$ and $a$ maps in the bottom row of Figure 19 show that the estimator detects a clear directionality in correspondence of the figure profiles, where the angles $\theta$ have been accurately estimated and $a$ assume small values.
Figure 18: From top to bottom: for the test image geometric, observed image $b$, performance of the TV, the TV$_p$ (with output $p = 0.5$), the WTV, the WTV$^{sv}_p$ and the WDTV$^{sv}_p$ regularisers with the respective close-up(s).
Figure 19: From top to bottom: for the test image geometric, output maps of the parameters for the WTV \((r = 1)\), the WTV\(_p\) \((r = 3)\) and the WDTV\(_p\) \((r = 1)\) regularisers.
Table 2: ISNR and SSIM values achieved by the considered regularisers for the three test images corrupted by blur and different AIGG noises.

|          | TV   | TV<sub>p</sub> | WTV | WTV<sub>sv</sub><sup>p</sup> | WDTV<sub>sv</sub><sup>p</sup> |
|----------|------|----------------|------|--------------------------|--------------------------|
| geometric|      |                |      |                          |                          |
| ISNR     | 8.8499 | 9.0568         | 9.5567 | 9.6041                  | 10.2188                  |
| SSIM     | 0.9227 | 0.9225         | 0.9343 | 0.9346                  | 0.9388                   |
| skyscraper|      |                |      |                          |                          |
| ISNR     | 2.3239 | 2.5775         | 2.7906 | 2.9894                  | 3.2083                   |
| SSIM     | 0.6255 | 0.6432         | 0.6711 | 0.6789                  | 0.7166                   |
| stairs   |      |                |      |                          |                          |
| ISNR     | 3.9417 | 4.5251         | 4.6836 | 5.0718                  | 5.2031                   |
| SSIM     | 0.6515 | 0.6912         | 0.6879 | 0.7149                  | 0.7307                   |

**Restoration of skyscraper** We now consider the restoration of the test image 
skyscraper, which, due to its composite nature, is expected to largely benefit from a space-variant approach. From the restored images and the selected details in Figure 20, one can clearly notice how each additional space-variant parameter effectively contributes in gradually improving the output result, as also reflected in the ISNR and SSIM values reported in Table 2. In Figure 21, we show the output map of parameters for the WTV, WTV<sub>sv</sub><sup>p</sup> and WDTV<sub>sv</sub><sup>p</sup> regularisers, computed for \( r = 15 \), \( r = 15 \) and \( r = 3 \), respectively.

As a general comment, we highlight that the weights \( \alpha_i \) assume larger values on the background so that a strong regularisation is performed regardless of the corresponding \( p_i \); in fact, the \( p \)-maps for the WTV<sub>sv</sub><sup>p</sup> and the WDTV<sub>sv</sub><sup>p</sup> regularisers appear to be different in this region. From the \( \theta \)-map reported in the bottom row of Figure 21, we observe that also in this case the estimator is capable of detecting the direction of the buildings profile as well as the horizontal oriented texture. Finally, the \( a \) values indicate a stronger dominance in terms of directionality along the edges of the buildings.

**Restoration of stairs** In this final test, we consider the highly textured image stairs. From the ISNR and SSIM values reported in Table 2 and from the restored images displayed in Figure 22, we notice that the WTV regulariser is outperformed by the space-invariant TV<sub>p</sub> regulariser, with output estimated \( p = 1.56 \), in terms of SSIM. In fact, the TV<sub>p</sub> performs a type of regularisation which, although global, appears to be more suitable for describing the image of interest. A further improvement is achieved by the WTV<sub>sv</sub><sup>p</sup> regulariser which preserves the textured regions in the image while smoothing out the limited piece-wise constant parts. Finally, the WDTV<sub>sv</sub><sup>p</sup> regularisation term slightly refines the output by driving the regularisation along the local directionalities.

The maps of the parameters for the space-variant WTV with radius \( r = 2 \), and for WTV<sub>sv</sub><sup>p</sup> and WDTV<sub>sv</sub><sup>p</sup> with radius \( r = 1 \) are shown in Figures 23. From the \( p \)-maps for WTV<sub>sv</sub><sup>p</sup> and WDTV<sub>sv</sub><sup>p</sup>, one can observe that values of \( p_i \) equal or close to 2 are spread out all over the image, thus indicating that a Tikhonov-type of regularisation, combined with the suitable local weights, is more effective in dealing with this sort of images, due to the presence of large textured regions where the distribution of gradients is thus very spread. The directions in the central part of the image are precisely detected, as shown in the \( \theta \)-map, as well as the confidence in the estimation, represented by \( a \), which appear to be particularly relevant along the steps.

10 User’s guide to space-variance

We conclude this work by addressing several issues pointed out so far, with the purpose of guaranteeing a more conscious use of the derived hypermodels.

1. The best space-adaptive regulariser. As one could expect, the question about which regulariser performs best in absolute terms does not have a unique answer. The adoption of more and more general regularisation terms does not always pay back as the overall performance has to be evaluated with respect to the trade-off between quality of the restorations.
Figure 20: From top to bottom: for the test image skyscraper, observed image $b$, performance of the TV, the $TV_p$ (with output $p = 0.5$), the WTV, the $WTV^p_s$ and the $WDTV^s_p$ regularisers with the respective close-up(s).
and computational effort. In this perspective, on the restoration of the geometric and skyscraper images, the WTV has returned remarkably good results while keeping the computational times low, in light of the closed form-expressions existing for the $\alpha$-update and for the $g$-subproblem in the ADMM-based scheme. However, for the stairs image, the typical shortage of a TV-type regularisation, even if weighted, has emerged. The selection of the regulariser to employ should thus be motivated by the application of interest and, ultimately, by the processed data.

2. The optimal radius $r$. In the previous tests, the radius $r$ involved in the estimate of the parameters has been selected so as to maximise the ISNR and the SSIM of the final restorations. One can notice that its choice somehow reflects the scale of the structures to preserve, and that it can be set differently for different space-variant regularisers. In this sense, a useful example is given by the test image skyscraper which presents textured objects in the foreground with a smooth and constant background. For the WTV and the WTV$^sv_p$ regularisers, a large value of $r$ can easily catch the ‘dual’ nature of the image. However, the texture on the foreground buildings is fine-scale so that to detect the local directionalities with the WDTV$^sv_p$ regulariser, a smaller radius has to be selected.

3. The curse of non-convexity. The convergence of the outlined numerical scheme aimed at solving a possibly non-convex problem interlaced with a parameter estimation step is a very delicate issue that has not found a theoretical response yet. However, when the ADMM penalty parameter $\beta_g, \beta_r$ are set in a suitable manner - typically, $\beta_g, \beta_r \approx 10^4, 10^5$ - empirical convergence is observed.
Figure 22: From top to bottom: for the test image stairs, observed image b, performance of the TV, the TV\(_p\) (with output \(p = 1.56\)), the WTV, the WTV\(_{sv}\) and the WDTV\(_{sv}\) regularisers with the respective close-up(s).
Figure 23: From top to bottom: for the test image *stairs*, output maps of the parameters for the WTV \((r = 2)\), WTV\(_p\) \((r = 1)\) and WDTV\(_p\) \((r = 1)\) regularisers.
11 Challenges

We conclude this review by listing in the following some challenging future research directions which could enrich this work from both the theoretical and the applied point of view. Each of the following items has to be intended not as a straightforward extension of the framework presented here, but rather as an intersection with some related mathematical fields (analysis, optimisation, numerical and linear algebra, medical imaging...) favouring the development of new and unexplored research.

1. The detailed analytical study in an infinite-dimensional framework of the non-smooth, non-convex and space-variant regularisation models discussed in this work is expected to provide more insights on the structure of the expected solutions by means of duality tools, functional calculus and non-standard Lebesgue/Sobolev calculus in spaces with variable exponents.

2. The development of a rigorous theoretical framework guaranteeing convergence to (at least) stationary points for the non-convex ADMM Algorithm 1 is highly non-trivial and practically made challenging due to the parameter estimation performed jointly along the iterations. Note that even for the IAS algorithm [24] where parameters and iterates are updated sequentially, a convergence proof in general non-convex scenarios is still missing, as only partial results in convex (quadratic) cases are available.

3. The use of a similar space-variant modelling for more general regularisers defined, for instance, in terms of wavelet expansions [30] and higher-order differential operators (see, e.g., [94]).

4. Similarly as for the case of anisotropic diffusion, we expect that the use of suitable adaptive discretisation stencils [35, 59, 48, 39] built on the estimated local directional information and/or relying on the suitable definition of appropriate transfer operators and staggered grids [112] could improve upon the quality of the numerical reconstructions by describing anisotropy on the image grid in a more precise way.

5. Following [26], we believe that the use of a hierarchical modelling with informative hyperpriors encoding, for instance, local smoothness/sparsity beliefs on the solution could refine the hyperparameter selection strategy and thus, overall, the quality of the reconstruction.

6. The comparison of the proposed ML-type parameter estimation procedure described in Section 7 with the recent approach based on empirical Bayes estimation proposed in [126, 49] could lead to new hybrid hyperparameter selection strategies relying on the sole observation of the given corrupted image \( b \). These ideas are expected indeed to speed up the performance of Algorithm 1.

7. As an obvious field of applications due to the recent use of analogous models in medical imaging problems such as MRI, PET and CT applications [56, 55, 54, 125], we expect that the use of a structural and adaptive modelling could significantly improve the quality of the reconstructions and favour, at the same time, the exploitation of structural information in multimodal image analysis.

8. We wonder whether the flexible underlying statistical modelling proposed in this work could be used in a GAN framework [64] from two different perspectives: firstly, to compare qualitatively (and/or quantitatively, provided that a good quality measure is used [13]) the highly parametric model-driven BGGD-type distribution of the target image with the target distribution estimated in the generative step; secondly, to provide an alternative way of estimating the hyperparameters, thus replacing the parameter estimation step (3.33) by a fully data-driven approach.

12 Conclusions

In this work, we described a journey across time and various fields of applied mathematics with the intent of reviewing the many features of the exemplar and probably the most popular image regularisation model over the last thirty years, the TV functional. After recalling its genesis,
its main features and shortcomings in Section 1 and having fixed some notations in Section 2, we described in Section 3 how the rigidity of existing TV-type image regularisation models can be overcome within the setting of non-stationary Markov Random Fields whose capability of describing local image features (i.e. scale, shape and directionality) endows the corresponding prior distributions with more flexibility and degrees of freedom. Analytically, we show in Section 4 that these non-stationary priors can be put in close correspondence to a large class of space-variant image regularisation models which have been thoroughly studied over the last decades with the intent of improving upon well-known TV drawbacks. In their analytical form, the dependence of these models on local information (i.e. amount of regularisation, sharpness and anisotropy) is then showed in Section 5 to correspond geometrically to change at each pixel the definition of the constrain set of dual functions and changing their alignment accordingly. Having provided an expression of the corresponding data models in Section 6, we then describe in Section 7 a Maximum-Likelihood type automatic parameter estimation strategy, motivated by the underlying Bayesian formulation resulting in the definition of appropriate variational Bayesian hypermodels. Finally, the joint statistical-analytical procedure is embedded into a general alternating minimisation scheme in Section 8 and validated in Section 9 on some exemplar image restoration models. The flexibility of the proposed approach and the accuracy and robustness of the estimator considered for the automatic selection of hyperparameters show good adaptation to both geometrical and texture image information and pave the way to new challenging research directions as finally described in Section 11.

The incredible potential offered nowadays by the possibility of combining together different fields of applied mathematics with the intent of improving and making more data-adaptive the performance of TV, makes the use of such, often taught out-of-date, image regularisation model still interesting for the whole applied mathematics community. The swan song of TV is still far away in time. Due to both the profound understanding of this powerful, yet simple, image regularisation model carried out over years and the recent advances in large-scale data exploitation and numerical optimisation favouring the development of its many extensions, we expect that the descendent models stemmed from TV have still much to say and could at the same time enrich and be enriched by the increasingly popular interest towards data-driven approaches showed by the analytical, signal-processing, statistical and optimisation communities.
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A Generalised Gaussian distributions

**Definition 10** (GG cumulative distribution function). The cumulative distribution function (cdf) of a scalar random variable $X \sim \text{GG}(\eta, \gamma, s)$ reads

\[ F_X(x) = \frac{1}{2} + \frac{\text{sign}(x - \eta)}{2 \Gamma(1/s)} \Gamma\left(\frac{1}{s}, \gamma \frac{|x - \eta|}{s}\right), \quad (A.1) \]

with $\Gamma$ the lower incomplete Gamma function defined in (2.2) and $\Gamma$ the Gamma function defined in (2.3).

**Lemma 2.** If $X_i \sim \text{Gamma}(\nu, z_i)$, $i = 1, \ldots, M$, are independent random variables, then it holds true that

\[ Y = \sum_{i=1}^{M} X_i \sim \text{Gamma}\left(\nu, \sum_{i=1}^{n} z_i\right). \quad (A.2) \]
Lemma 3. If $X \sim \text{GG}(0, \gamma, s)$, then it holds true that

$$Y = g(X) = |X|^s \sim \text{Gamma}(\nu, z), \quad \nu = \frac{1}{\gamma s}, \quad z = \frac{1}{s}. \quad (A.3)$$

Proof. We have:

$$F_Y(y) = P(Y \in ]-\infty, y[) = P(Y \in [0, y]) \quad (A.4)$$

$$= P(X \in g^{-1}([0, y])) = P\left(X \in \left[-y^{1/s}, +y^{1/s}\right]\right) \quad (A.5)$$

$$= 1 - 2 F_X\left(-y^{1/s}\right) = \frac{1}{2 \Gamma(1/s)} \Gamma\left(\frac{1}{s}, \gamma^s y\right) \quad (A.6)$$

where the first and second equality in (A.4) come from the definition of cdf and from noticing that $Y$ cannot assume negative values, respectively, $g^{-1}([0, y])$ in (A.5) denotes the preimage of interval $[0, y]$ under the function $g$ defined in (A.3). (A.6) follows from the pdf of $X$ being an even function and, then, from replacing the expression of the GG cdf given in (A.1) for $F_X$.

The pdf $p_Y$ can be obtained by differentiating the cdf $F_Y$ in (A.6). To this aim, first we rewrite $F_Y$ in the following equivalent composite form:

$$F_Y(y) = F_2(F_1(y)), \quad F_1(y) = \gamma^s y, \quad F_2(w) = \frac{1}{2 \Gamma(1/s)} \int_0^w t^{\frac{1}{s}-1} e^{-t} dt, \quad (A.7)$$

where we also replaced the explicit expression of the lower incomplete Gamma function $\Gamma$ given in (2.2). By applying the chain rule of differentiation, we have

$$P_Y(y) = \frac{d}{dy} F_Y = \frac{d}{dy} F_1(y) \times \frac{d}{dw} F_2(\gamma^s y) \quad (A.8)$$

$$= \gamma^s \times \frac{1}{2 \Gamma(1/s)} (\gamma^s y)^{\frac{1}{s}-1} \exp(-\gamma^s y) \quad (A.9)$$

$$= \frac{\gamma}{2 \Gamma(1/s)} y^{\frac{1}{s}-1} \exp(-\gamma^s y). \quad (A.10)$$

A simple one-to-one reparameterisation of (A.10), namely $s = 1/z$, $\gamma = (1/\nu)^s$, together with the recall of definition (2.6), leads to (A.3) and thus completes the proof.

Proof of Proposition 1. Statement (2.9) follows straightforwardly from Lemma 2 and Lemma 3, whereas (2.10) comes from (2.9) and the well-known expressions for the mean and variance of a Gamma-distributed random variable.
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