CENTRAL LIMIT THEOREM FOR FULL DISCRETIZATION OF PARABOLIC SPDE
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Abstract. In order to characterize the fluctuation between the ergodic limit and the time-averaging estimator of a full discretization in a quantitative way, we establish a central limit theorem for the full discretization of the parabolic stochastic partial differential equation. The theorem shows that the normalized time-averaging estimator converges to a normal distribution with the variance being the same as that of the continuous case, where the scale used for the normalization corresponds to the temporal strong convergence order of the considered full discretization. A key ingredient in the proof is to extract an appropriate martingale difference series sum from the normalized time-averaging estimator so that the convergence to the normal distribution of such a sum and the convergence to zero in probability of the remainder are well balanced. The main novelty of our method to balance the convergence lies in proposing an appropriately modified Poisson equation so as to possess the space-independent regularity estimates. As a byproduct, the full discretization is shown to fulfill the weak law of large numbers, namely, the time-averaging estimator converges to the ergodic limit in probability.

1. Introduction

This paper focuses on characterizing quantitatively the fluctuation between the ergodic limit and the time-averaging estimator of a full discretization, namely, establishing the central limit theorem (CLT) for the full discretization of the parabolic stochastic partial differential equation (SPDE). Concerning the following parabolic SPDE driven by additive noise

$$dX(t) = AX(t)dt + F(X(t))dt + dW(t), \quad X(0) = X_0 \in H,$$

(1.1)

where $H := L^2((0,1); \mathbb{R})$ endowed with the usual inner product $\langle \cdot, \cdot \rangle$ and the norm $\| \cdot \|$, and $A : \text{Dom}(A) \subset H \to H$ is the Laplacian with homogeneous Dirichlet boundary conditions. The stochastic process $\{W(t)\}_{t \geq 0}$ is a generalized $Q$-Wiener process on a filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$. Precise assumptions of the stochastic process $\{W(t)\}_{t \geq 0}$ are given in Assumption 2. The drift coefficient $F$ is the Nemytskii operator satisfying a dissipation condition, which ensures that (1.1) possesses a unique ergodic invariant measure $\pi$. One of the fundamental problems in the classical probability theory, which is closely related to the invariant measure $\pi$, is the asymptotic behavior of the functional $\int_0^T h(X(t))dt$ as $T \to \infty$ for $h : H \to \mathbb{R}$ in a class of reference functions. For (1.1), it is proved in [14] that under some conditions, the time average $\frac{1}{T} \int_0^T h(X(t))dt$ converges to the ergodic limit $\pi(h)$ in probability and the normalized fluctuation around $\pi(h)$ can be described by a centered Gaussian random
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variable, i.e. the exact solution fulfills the weak law of large numbers (LLNs)
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T h(X(t))dt = \pi(h) \quad \text{in probability},
\]
and the CLT
\[
\lim_{T \to \infty} \frac{1}{\sqrt{T}} \int_0^T [h(X(t)) - \pi(h)]dt = \mathcal{N}(0, \tilde{\sigma}^2) \quad \text{in distribution}.
\]
The variance \(\tilde{\sigma}^2\) can be written as \(\tilde{\sigma}^2 = \pi(||Q^{1/2}D\phi(\cdot)||^2)\), where \(\phi\) is a solution of the associated Poisson’s equation \(\mathcal{L}\phi(x) = h(x) - \pi(h)\) with \(\mathcal{L}\) being the generator of \((1.1)\). See Proposition 2.10 for the details.

In general, ergodic limits of SPDEs can not be solved exactly, thus numerical approximations are proposed and studied (see e.g. [4, 5, 8, 9, 10, 12, 13] and references therein). One common approach is constructing the time-averaging estimator \(m^{-1} \sum_{k=0}^{m-1} h(X(t_k))\) of a numerical discretization \(\{X(t_k)\}_{k \geq 0}\) of \((1.1)\) with \(m > 0\) being an integer. Under some conditions, this time-averaging estimator converges to \(\pi(h)\) in the mean sense with a certain order with respect to mesh sizes and \(m\). It is interesting to further study such a convergence in probability and characterize the fluctuation in a quantitative way for a numerical discretization of \((1.1)\), namely, to solve the following questions:

(i) Does the time-averaging estimator converge to the ergodic limit in probability? Namely, does the weak LLNs hold?

(ii) Does the time-averaging estimator under certain normalization converge to some normal distribution? Namely, does the CLT hold?

(iii) If (ii) holds, what is the relation of the variances of the normal distributions corresponding to the numerical discretization and the exact solution?

For finite dimensional stochastic differential equations, much progress has been made on the above questions, see e.g. [1, 15, 16, 19] and references therein. For instance, in [16], error estimates (both in the mean square sense and in the a.s.-sense) for time-averaging estimator of the generalized Euler–Maruyama (EM) method on the torus are obtained, so both the weak and strong LLNs are implied. Authors in [19] establish the CLT for the Euler scheme with decreasing step of a wide class of Brownian ergodic diffusions. In [1], sufficient conditions for approximating the invariant measure with high order of accuracy for a numerical method are proposed and the order is proved in the a.s.-sense, which implies the strong LLNs. Recently, authors in [15] prove the CLT and self-normalized Cramér-type moderate deviation of the time-averaging estimator for EM method. However, to our knowledge, less is known for the LLNs and the CLT of numerical discretizations of infinite dimensional systems. The main purpose of this paper is to study the weak LLNs and the CLT for a full discretization of \((1.1)\).

To this end, we first apply the spectral Galerkin method in spatial direction and the exponential integrator in temporal direction to \((1.1)\) to obtain the full discretization. Under the dissipation assumption, this full discretization admits a unique invariant measure. Based on the time-independent a priori estimates of the full discretization, the time-independent strong convergence order of this full discretization is obtained under the usual correlation assumption \(\|(-A)\frac{\beta+1}{2}Q^{1/2}\|_{L_2(H)} < \infty\) \((0 < \beta \leq 1)\), i.e., order \(\beta\) in spatial direction and \(\frac{\beta}{2}\) in temporal direction. With this full discretization, we construct the time-averaging estimator \(\Pi^N_t(h) := m^{-1} \sum_{k=0}^{m-1} h(X^N_k)\) with \(\{X^N_k\}_{k \in \mathbb{N}}\), \(N\) and \(\tau\) being the numerical solutions, the dimension of the spectral Galerkin projection space and the temporal step size of the full discretization, respectively. The main contribution of this paper is to prove the following CLT:
For \( h \in C_b^4(H; \mathbb{R}) \),
\[
\tau^{-\frac{\beta}{2}} \left[ \Pi^N_\tau(h) - \pi(h) \right] \rightarrow \mathcal{N}(0, \pi(\|Q^\frac{1}{2}D\phi(\cdot)\|^2))
\]
in distribution as \( \tau \) goes to zero under a coupling condition for \( \tau \) and \( N \) and the assumption \( m := \lfloor \tau^{-1-\beta} \rfloor \). We remark that the scale \( \tau^{-\frac{\beta}{2}} \) in the normalized time-averaging estimator \( \tau^{-\frac{\beta}{2}} \left[ \Pi^N_\tau(h) - \pi(h) \right] \) corresponds to the temporal strong convergence order of the full discretization, and the variance is the same as that for the case of the exact solution. We refer to Theorem 3.1 for details. As a byproduct, the weak LLNs holds, i.e., \( \left[ \Pi^N_\tau(h) - \pi(h) \right] \rightarrow 0 \) in probability as \( \tau \) goes to zero.

In order to prove the desired CLT, we need to extract an appropriate martingale difference series sum from the normalized time-averaging estimator so that the convergence to the normal distribution of such a sum and the convergence to zero in probability of the remainder are well balanced. The main novelty for proving the CLT lies in proposing the modified Poisson equation
\[
L_{\phi, \tau, \epsilon}(x) = \tau^{-\frac{\beta}{2}} \phi_{\tau, \epsilon}(x) + \frac{h(x)}{\tau} - \pi(h),
\]
which depends on a real parameter \( \epsilon \in (0, \frac{\beta}{2}) \). This modified Poisson’s equation has some features as follows. First, the martingale difference series sum \( M^N_\tau \) is extracted by using this modified Poisson’s equation and is shown to converge to \( \mathcal{N}(0, \pi(\|Q^\frac{1}{2}D\phi(\cdot)\|^2)) \) in distribution as \( \tau \) goes to zero for any fixed choice \( \epsilon \in (0, \frac{\beta}{2}) \). Second, this modified Poisson’s equation is an approximation of the associated Poisson equation and is shown to possess both the space-dependent and the space-independent regularity estimates. Third, by fully utilizing these regularity estimates, we can give a small range of choices for \( \epsilon \) so that the remainder after the extraction converges to zero in probability as \( \tau \) goes to zero. We would like to mention that a crucial step to show the convergence in probability for the remainder is establishing sufficient conditions such that exponential functionals of Brownian motions are bounded in the mean sense, by making the best of the independent increments property of terms with Brownian motion and properties of the conditional expectation. Through selecting a proper parameter \( \epsilon \) in an overlapped interval, the desired CLT is finally obtained.

The outline of this paper is as follows. In the next section, some preliminaries and the full discretization of (1.1) are given, and three Poisson-type equations as well as their properties are introduced. We also present the CLT and the weak LLNs for the exact solution of (1.1). In Section 3, we give the main result of this article and show the strategy for proving the main theorem. In Section 4, we prove properties of Poisson-type equations. Section 5 is devoted to proofs of propositions listed in Section 3. The proofs of the a priori estimates and the convergence order of the full discretization are given in the appendix.

2. Preliminaries

In this section, we first give assumptions on \( A, F, W \) and the initial datum. Then we introduce the full discretization, and give some properties, including the existence and uniqueness of the invariant measure, the time-independent a priori estimates as well as the convergence order of the full discretization. Three Poisson-type equations as well as their properties are introduced. At the end of this section, we present the CLT and the weak LLNs for the exact solution of (1.1).

Throughout this article, we use \( C \) to denote an unspecified positive and finite constant which may not be the same in each occurrence. More specific constants which are dependent on certain parameters \( a, b, \ldots \) are numbered as \( C(a, b, \ldots) \). Let the parameter \( \gamma \) be a sufficiently small positive number which may vary from one place to another. In the sequel, denote by \( \rightarrow d \) and \( \rightarrow p \) the convergence in distribution and in probability, respectively.
2.1. Settings. Let $\mathcal{O} := (0,1)$, and $H^s(\mathcal{O})$, $H^0_0(\mathcal{O})$ with $s > 0$ be the usual Sobolev spaces. Then the domain of the operator $A$ is $\text{Dom}(A) := H^2(\mathcal{O}) \cap H^1_0(\mathcal{O})$, and there is a sequence of real numbers $\lambda_i = \pi^2 i^2, i \in \mathbb{N}_+$ and an orthonormal basis $\{ e_i(x) = \sqrt{2} \sin(i\pi x), x \in \mathcal{O} \}_{i \in \mathbb{N}_+}$ of $H$ such that $-A e_i = \lambda_i e_i$. It is known that $-A$ is a positive, self-adjoint and densely defined operator, and $A$ generates the analytic semigroup $\{ S(t) := e^{tA}, t \geq 0 \}$ on $H$. For $s \in \mathbb{R}$, define the Hilbert space $\dot{H}^s := \text{Dom}((-A)^{\frac{s}{2}})$, equipped with the inner product $\langle \cdot, \cdot \rangle_s := \langle (-A)^{\frac{s}{2}} \cdot, (-A)^{\frac{s}{2}} \cdot \rangle$ and the norm $\| \cdot \|_s := \langle \cdot, \cdot \rangle_{\frac{s}{2}}$. For $s_2 > s_1 \geq 0$, $\| \cdot \|_{s_1} \leq \| \cdot \|_{s_2}$. Denote by $C^k_{\mathcal{O}} := C^k(H; \mathbb{R})$ the bounded functions that are $k$th continuously differentiable with bounded derivatives up to order $k$, and $\| h \|_{k,\infty} := \sup_{0 \leq j \leq k} \{ \| h \|_j \}$ with $\| h \|_0 = \sup_{x \in H} |h(x)|$, $\| h \|_1 = \sup_{x \in H} \| Dh(x) \|$ and so on. Furthermore, $\| \cdot \|_{\mathcal{L}(H)}, \| \cdot \|_{\mathcal{L}_2(H)}$ and $\text{Tr}(\cdot)$ denote the usual operator norm, Hilbert–Schmidt operator norm and the trace of an operator, respectively.

It is well-known that there is a positive constant $C$ such that
\[
\| (-A)^\nu S(t) \|_{\mathcal{L}(H)} \leq C t^{-\nu e^{-\frac{t}{2\lambda_1}}}, \quad t > 0, \quad \nu \geq 0, \tag{2.1}
\]
and
\[
\| (-A)^{-\rho}(S(t) - S(s)) \|_{\mathcal{L}(H)} \leq C (t - s)^{\rho e^{-\frac{t}{2\lambda_1}}}, \quad 0 \leq s \leq t, \quad \rho \in [0,1]. \tag{2.2}
\]

We make the following assumptions on the drift coefficient $F$, the stochastic process $\{ W(t) \}_{t \geq 0}$, and the initial datum $X_0$.

**Assumption 1.** Assume that for any $x, y \in H$,
\[
\langle x - y, F(x) - F(y) \rangle \leq K \| x - y \|^2
\]
with $K < \lambda_1$ and $\| DF(y) \| \leq L_F$ with $L_F > 0$.

**Assumption 2.** Assume that $\{ W(t) \}_{t \geq 0}$ is a generalized $Q$-Wiener process on a filtered probability space $(\Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P})$, which can be represented as
\[
W(t) := \sum_{j=1}^{\infty} Q^{\frac{1}{2}} e_j \beta_j(t),
\]
where $\{ \beta_j(t), t \geq 0 \}_{j \in \mathbb{N}_+} \text{ is a sequence of independent real-valued standard Brownian motions.}$ Here, $Q \in \mathcal{L}(H)$ is self-adjoint, positive definite and invertible, which commutes with $A$ and satisfies the following two conditions:

(i) $\| (-A)^{\frac{\beta - \frac{1}{2}}{2}} Q^{\frac{1}{2}} \|_{\mathcal{L}_2(H)} < \infty$ for some $\beta \in (0,1]$ and $\| Q^{-\frac{1}{2}} (-A)^{-\frac{1}{2}} \|_{\mathcal{L}(H)} < \infty$.

(ii) $\text{Range}((-A)^{-\frac{\beta - 1}{2}}) \subset \text{Range}(Q^{\frac{1}{2}})$ with some $\varepsilon < 1$.

For instance, $Q = (-A)^\kappa$, $-1 < \kappa < \frac{1}{2} - \beta$ satisfies Assumption 2. Then by choosing a suitable $\kappa$, two important cases are included, namely, the trace-class noise case for $\beta = 1$ and the space-time white noise case (i.e., $Q = I$) for $\beta = \frac{1}{2}$. We remark that the condition (ii) in Assumption 2 is needed to have the regularizing effect of the Markov semigroup associated to $\{ \mathbb{P}_t^\vartheta \}$ (see [6, Hypothesis 4.1]).

**Assumption 3.** Assume that the $\mathcal{F}_0$-measurable initial datum $X_0$ satisfies that $\mathbb{E} e^{\vartheta t} \| X_0 \|^2 < \infty$ for some $\vartheta > 0$, and $X_0 \in L^{\vartheta_1} (\Omega; \mathcal{H}^3)$ for $\vartheta_1 \geq 2$ being sufficiently large.
2.2. Full discretization. In this subsection, we first present the considered semi-discretization and full discretization for \( (1.1) \), which based on the spectral Galerkin method in spatial direction and the exponential integrator in temporal direction. Then we give the existence and uniqueness of the invariant measures and the a priori estimates of numerical solutions. In the sequel, let \( \tau \in (0, \frac{1}{2}) \), \( t_k := k\tau \), \( k \in \mathbb{N} \) and \( \lfloor t \rfloor \tau := \max\{t_k : t_k \leq t\} \), i.e., the maximum grid point before time \( t \).

Applying the spectral Galerkin method to \( (1.1) \), we get the semi-discretization

\[
\frac{dX^N(t)}{dt} = A^NX^N(t)dt + F^N(X^N(t))dt + P^NdW(t), \quad X^N(0) = P^NX_0,
\]

where \( P^N : H \rightarrow H_N := \text{span}\{e_1, \ldots, e_N\} \) is the spectral Galerkin projection defined by \( P^Nx = \sum_{i=1}^N \langle x, e_i \rangle e_i \) for \( x \in H \), \( A^N = AP^N \) and \( F^N = P^NF \). We discretize \( (2.4) \) in temporal direction by the exponential integrator to get the full discretization

\[
X^N_{k+1} = S^N(\tau)X^N_k + \tau S^N(\tau)F^N(X^N_k) + S^N(\tau)P^N\Delta W_k, \quad X^N_0 = P^NX_0,
\]

where \( \{S^N(t) := e^{tA^N}, t \geq 0\} \) is the semigroup generated by \( A^N \), and \( \Delta W_k = \sum_{j=1}^{\infty} Q^{\frac{1}{2}} e_{j\beta_j} \Delta \beta_j \) with \( \Delta \beta_j = \beta_j(t_{k+1}) - \beta_j(t_k), k \in \mathbb{N} \). The continuous version of the full discretization is

\[
X^{N,\tau}_t = S^N(t)X^N_0 + \int_0^t S^N(t - \lfloor s \rfloor \tau)F^N(X^{N,\tau}_{\lfloor s \rfloor \tau})ds + \int_0^t S^N(t - \lfloor s \rfloor \tau)P^NdW(s),
\]

which solves

\[
\frac{dX^{N,\tau}_t}{dt} = A^NX^{N,\tau}_t dt + S^N(t - \lfloor t \rfloor \tau)F^N(X^{N,\tau}_{\lfloor t \rfloor \tau})dt + S^N(t - \lfloor t \rfloor \tau)P^NdW(t), \quad X^{N,\tau}_0 = X^N_0.
\]

The well-posedness as well as the existence and uniqueness of invariant measures of the exact solution of \( (1.1) \) and the semi-discrete numerical solution of \( (2.4) \) are well-known. For our convenience, we list them without proofs, and refer to [3 Section 4], [5 Section 4] for more details. In the sequel, we denote by \( X(t, X_0) \) and \( X^N(t, X^N_0) \) the solutions of \( (1.1) \) and \( (2.4) \) at time \( t \) with initial data being \( X_0 \) and \( X^N_0 \), respectively. Sometimes, we abbreviate them as \( X(t) \) and \( X^N(t) \) when the initial data are not emphasized. Denote \( \bar{\pi}(\psi) := \int \psi(x)\bar{\pi}(dx) \) the integral of \( \psi \) with respect to the probability measure \( \bar{\pi} \).

**Proposition 2.1.** Let Assumptions 1, 2 and 3 hold. Then \( (1.1) \) has a unique mild solution given by

\[
X(t) = S(t)X_0 + \int_0^t S(t - s)F(X(s))ds + \int_0^t S(t - s)dW(s) \quad \text{a.s., } t \geq 0,
\]

and it admits a unique invariant measure \( \bar{\pi} \). Moreover, for \( p \geq 2 \) and \( \psi \in C_b, t \geq 0 \),

\[
\begin{align*}
\sup_{t \geq 0} E\|X(t, X_0)\|^p & \leq C(\|\|A\|^{\frac{3-p}{2}}Q^{\frac{1}{2}}\|_{L_2(H)}, K, p)(1 + E\|X_0\|^p), \\
E\|X(t, X_0) - X(t, \tilde{X}_0)\|^p & \leq C(p)E\|X_0 - \tilde{X}_0\|^p e^{-\frac{1}{2}(\lambda_1 - K)t}, \\
E\psi(X(t, X_0)) - \bar{\pi}(\psi) & \leq C\|\psi\|_\infty (1 + E\|X_0\|^2) e^{-\frac{1}{2}(\lambda_1 - K)t},
\end{align*}
\]

and \( \bar{\pi}(\| \cdot \|)^p < \infty \), where \( X_0 \) and \( \tilde{X}_0 \) are two different initial data.

**Proposition 2.2.** Let Assumptions 1, 2 and 3 hold. Then \( (2.4) \) has a unique mild solution given by

\[
X^N(t) = S^N(t)X^N_0 + \int_0^t S^N(t - s)F^N(X^N(s))ds + \int_0^t S^N(t - s)P^N dW(s) \quad \text{a.s., } t \geq 0.
\]
Moreover, for $p \geq 2$,
\[
\sup_{t \geq 0} \mathbb{E}\|X^N(t, X_0^N)\|^p \leq C\left(\|-(A)^{\frac{\beta-1}{2}} Q_{0}^{\frac{1}{2}}\|_{L_2(H), K, p} + 1 + \mathbb{E}\|X_0^N\|^p\right)
\]
and
\[
\mathbb{E}\|X^N(t, X_0^N) - X^N(t, \bar{X}_0^N)\|^p \leq C(p)\mathbb{E}\|X_0^N - \bar{X}_0^N\|^p e^{-\frac{\beta}{4}(\lambda_1 - K)\rho t}, \quad t \geq 0,
\]
where $X_0^N$ and $\bar{X}_0^N$ are two different initial data. Further, (2.4) admits a unique invariant measure $\pi^N$ and for $X \in C_0$, $t \geq 0$,
\[
|\mathbb{E}\psi(X^N(t, X_0^N)) - \pi^N(\psi)| \leq C\|\psi\|_{\infty}(1 + \mathbb{E}\|X_0^N\|^2)e^{-\frac{\beta}{4}(\lambda_1 - K)t},
\]
and $\pi^N(\cdot, \cdot) < \infty$.

Below we give the existence and uniqueness of the invariant measure of (2.5), and show the time-independent a priori estimates and the convergence order of the full discretization. To make the article self-contained, we list the proofs, which are postponed to the appendix.

**Proposition 2.3.** Let Assumptions 1, 2 and 3 hold. For $p \geq 1$ and $\tau \leq \frac{\lambda_1 - K}{4L^2\beta}$,
\[
\sup_{t \geq 0} \mathbb{E}\|X^N(t, X_0^N)\|_\beta^{2p} \leq C\left(\|-(A)^{\frac{\beta}{2-1}} Q_{0}^{\frac{1}{2}}\|_{L_\infty(H), K, p} + 1 + \mathbb{E}\|X_0^N\|_\beta^{2p}\right),
\]
\[
\mathbb{E}\|X^N(t, \bar{X}_k^N)\|^p \leq C\left(\|X_0^N\|_{L_\infty(H, \mathbb{P})}, \|-(A)^{\frac{\beta}{2-1}} Q_{0}^{\frac{1}{2}}\|_{L_\infty(H), K, p}\right)(t - s)^\beta, \quad 0 \leq s \leq t,
\]
\[
\mathbb{E}\|X^N_k - \bar{X}_k^N\|_{2p}^{2p} \leq C\mathbb{E}\|X_0^N - \bar{X}_0^N\|_{2p}^{2p} e^{-(\lambda_1 - K)\rho t_k}, \quad k \in \mathbb{N},
\]
where $X_k^N$ and $\bar{X}_k^N$ are solutions of (2.5) with initial data $X_0^N$ and $\bar{X}_0^N$, respectively. Further, (2.5) admits a unique invariant measure $\pi^N$ and for $\psi \in C_{b, 1}, k \in \mathbb{N},$
\[
|\mathbb{E}\psi(X^N) - \pi^N(\psi)| \leq C\|\psi\|_{1, \infty}(1 + \mathbb{E}\|X_0^N\|^2)e^{-\frac{\beta}{4}(\lambda_1 - K)t_k},
\]
and $\pi^N(\cdot, \cdot) < \infty$.

**Remark 2.4.** In Propositions 2.2, 2.3 and 2.4, the conditions $\psi \in C_0$ in (2.8) and (2.10) and $\psi \in C_{b, 1}$ in (2.11) can both be changed to $\psi \in C_q := \{\psi : H \rightarrow \mathbb{R} | \|D\psi(x)\| \leq C(1 + \|x\|^q), x \in H\}$ with $q \geq 1$. In this setting, similar arguments lead to
\[
|\mathbb{E}\psi(X(t, X_0)) - \pi(\psi)| \leq C(1 + \mathbb{E}\|X_0\|_{2q+2})^{\frac{1}{2}} e^{-\frac{\beta}{4}(\lambda_1 - K)t},
\]
\[
|\mathbb{E}\psi(X^N(t, X_0^N)) - \pi^N(\psi)| \leq C(1 + \mathbb{E}\|X_0^N\|_{2q+2})^{\frac{1}{2}} e^{-\frac{\beta}{4}(\lambda_1 - K)t_k}
\]
for $t \geq 0$ and
\[
|\mathbb{E}\psi(X^N_k) - \pi^N(\psi)| \leq C(1 + \mathbb{E}\|X_0^N\|_{2q+2})^{\frac{1}{2}} e^{-\frac{\beta}{4}(\lambda_1 - K)t_k}
\]
for $k \in \mathbb{N}$ since $\sup_{t \geq 0} \mathbb{E}\|X(t, X_0)\|_{2q} < C(1 + \mathbb{E}\|X_0\|_{2q})$, $\sup_{t \geq 0} \mathbb{E}\|X^N(t, X_0^N)\|_{2q} < C(1 + \mathbb{E}\|X_0^N\|_{2q})$ and $\sup_{k \in \mathbb{N}} \mathbb{E}\|X_k^N\|_{2q} < C(1 + \mathbb{E}\|X_0^N\|_{2q}).$

Similarly to [20] Theorem 3.4, the following time-independent convergence order of the semi-discretization can be obtained based on the exponential decay in Proposition 2.2. The proof is omitted.

**Proposition 2.5.** Let Assumptions 1, 2 and 3 hold. Then
\[
\sup_{t \geq 0} \mathbb{E}\|X(t) - X^N(t)\|^2 \leq C\left(\|(A)^{\frac{\beta}{2-1}} Q_{0}^{\frac{1}{2}}\|_{L_\infty(H), K, 2} + 1 + \mathbb{E}\|X_0\|^2\right)N^{-2\beta}.
\]

Now we show the convergence order of the full discretization, whose proof is postponed to the appendix.
Proposition 2.6. Let Assumptions \[1\] \[2\] \[3\] hold. Then
\[
\sup_{k \in \mathbb{N}} \mathbb{E}\|X_k^N - X(t_k)\|^2 \leq C\left( \|A\|^{\beta-1} Q_{L^2(H)}^1 + 1 + \mathbb{E}\|X_0\|^2 \right)^{\beta}. 
\]

Remark 2.7. By Propositions \[2.1\] \[2.2\] \[2.3\] \[2.5\] and \[2.6\] we have
\[
|\pi^N(\psi) - \pi(\psi)| \leq C N^{-\beta}, \quad |\pi^N(\psi) - \pi^N(\psi)| \leq C \tau^{\beta}, \quad \psi \in C^1_q.
\]

In fact,
\[
|\pi^N(\psi) - \pi(\psi)| = |\mathbb{E}\psi(X^N(t, T_0^N)) - \mathbb{E}\psi(X(t, \tilde{T}_0))| 
\leq |\mathbb{E}\psi(X^N(t, T_0^N)) - \mathbb{E}\psi(X(N(t, X_0^N)))| + |\mathbb{E}\psi(X^N(t, X_0^N)) - \mathbb{E}\psi(X(t, X_0))| 
+ |\mathbb{E}\psi(X(t, X_0)) - \mathbb{E}\psi(X(t, \tilde{T}_0))| 
\leq C \mathbb{E}\left[ (1 + \|X^N(t, T_0^N)\|^2 + \|X^N(t, X_0^N)\|^2) \|X^N(t, T_0^N) - X^N(t, X_0^N)\| \right] 
+ C \mathbb{E}\left[ (1 + \|X(t, X_0^N)\|^2 + \|X(t, X_0)\|^2) \|X(t, X_0^N) - X(t, X_0)\| \right] 
\leq C e^{-\beta t} + C N^{-\beta},
\]

where the law of \(T_0^N\) and \(\tilde{T}_0\) are \(\pi^N\) and \(\pi\) respectively. Letting \(t \to \infty\) leads to the desired result. The estimate of \(|\pi^N(\psi) - \pi^N(\psi)|\) can be proved similarly. We remark that it is shown in \(1\) that by the approach of weak error analysis, for \(\psi \in C^2_q\), the convergence order of \(|\pi^N(\psi) - \pi(\psi)|\) and \(|\pi^N(\psi) - \pi^N(\psi)|\) can be improved to \(2\beta\) and \(\beta\), respectively.

2.3. Poisson-type equations. In this subsection, we introduce three Poisson-type equations, including the Poisson’s equation and the modified Poisson’s equation associated to \(1.1\), and the Poisson’s equation associated to the semi-discretization \(2.4\).

To proceed, we introduce the generators of \(1.1\) and the semi-discretization \(2.4\). The generator \(L\) of \(1.1\) is defined as
\[
L\varphi(x) = \langle Ax + F(x), D\varphi(x) \rangle + \frac{1}{2} \text{Tr}(QD^2\varphi(x)), \quad \varphi \in C^2_b,
\]
and the generator \(L^N\) of \(2.4\) is defined as
\[
L^N\varphi(x) = \langle A^N x + F^N(x), D\varphi(x) \rangle + \frac{1}{2} \text{Tr}(P^N QD^2\varphi(x)), \quad \varphi \in C^2_b(H_N; \mathbb{R}).
\]
For a bounded Borel measurable function \(h : H \to \mathbb{R}\), we can define three Poisson-type equations as follows, which are frequently used in the sequel.

(i) Poisson’s equation associated to \(1.1\):
\[
L\phi(x) = h(x) - \pi(h), \quad x \in H. \quad (2.14)
\]

Let
\[
\phi(x) := -\int_0^\infty \mathbb{E}h(X(t, x)) - \pi(h) dt. \quad (2.15)
\]

Similarly to \(1\) Lemma 4.3, it can be verified that \(\phi\) is a solution of the associated Poisson’s equation.

(ii) Modified Poisson’s equation associated to \(1.1\):
\[
L\phi_{\tau, \epsilon}(x) = \tau^{\beta-\epsilon} \phi_{\tau, \epsilon}(x) + h(x) - \pi(h), \quad x \in H, \quad (2.16)
\]
where $0 < \epsilon < \frac{3}{2}$ is a parameter to be determined. We deduce from Chapter 5 that the unique solution $\phi_{\tau, \epsilon}$ can be represented as

$$\phi_{\tau, \epsilon}(x) = -\int_0^\infty \exp\{-\tau \frac{3}{2} t\} [\mathbb{E} h(X(t, x)) - \pi(h)] dt. \quad (2.17)$$

(iii) Poisson’s equation associated to (2.4):

$$\mathcal{L}^N \Gamma^N_{\tau, \epsilon}(x) = \phi_{\tau, \epsilon}(x) - \pi^N(\phi_{\tau, \epsilon}), \quad x \in H_N, \quad (2.18)$$

where $\phi_{\tau, \epsilon}$ is the solution of (2.16). It can be verified that

$$\Gamma^N_{\tau, \epsilon}(x) := -\int_0^\infty [\mathbb{E} \phi_{\tau, \epsilon}(X^N(t, x)) - \pi^N(\phi_{\tau, \epsilon})] dt$$

is a solution of (2.18).

We need the following assumption on the coefficient $F$, which plays a key role in gaining some regularity estimates of Poisson-type equations.

**Assumption 4.** Assume that there exist $0 \leq \sigma < 1$, $C(\sigma) > 0$ such that for $x, l, k, y, z \in H$,

$$\|(-A)^{-\sigma} D^2 F(x, l, k)\| \leq C(\sigma) \|l\| \|k\|, \quad (2.19)$$

$$\|(-A)^{-\sigma} D^3 F(x, l, k, y)\| \leq C(\sigma) \|l\| \|k\| \|y\|, \quad (2.20)$$

$$\|(-A)^{-\sigma} D^4 F(x, l, k, y, z)\| \leq C(\sigma) \|l\| \|k\| \|y\| \|z\|. \quad (2.21)$$

Throughout this article, we assume that $h \in \mathcal{C}^3_0$. Below, we show some properties, including regularity estimates and asymptotic property of Poisson-type equations. For the proofs, see Section 4.

**Lemma 2.8.** For any $\delta_i \in [0, 1)$ with $\sum_{i=1}^4 \delta_i < 1$, there exists $C := C(\delta_1, \delta_2, \delta_3, \delta_4) > 0$ independent of $\tau, \epsilon$ such that the following estimates hold:

(i) (space-dependent regularity estimates of $\phi_{\tau, \epsilon}$) Let Assumptions 1, 2 and 4 hold. Then for $x \in H$,

$$|\phi_{\tau, \epsilon}(x)| \leq C \|h\|_{\infty}(1 + \|x\|^2), \quad \|(-A)^{\delta_1} D \phi_{\tau, \epsilon}(x)\| \leq C \|h\|_{1, \infty}(1 + \|x\|^2), \quad (2.22)$$

$$\|(-A)^{\delta_1} D^2 \phi_{\tau, \epsilon}(x)(-A)^{\delta_2}\|_{\mathcal{L}(H)} \leq C \|h\|_{2, \infty}(1 + \|x\|^2), \quad (2.23)$$

$$\|(-A)^{\delta_1} D^3 \phi_{\tau, \epsilon}(x)(-A)^{\delta_2}(-A)^{\delta_3}\|_{\mathcal{L}(H \times H \times H)} \leq C \|h\|_{3, \infty}(1 + \|x\|^2), \quad (2.24)$$

$$\|(-A)^{\delta_1} D^4 \phi_{\tau, \epsilon}(x)(-A)^{\delta_2}(-A)^{\delta_3}(-A)^{\delta_4}\|_{\mathcal{L}(H \times H \times H \times H)} \leq C \|h\|_{4, \infty}(1 + \|x\|^2). \quad (2.25)$$

(ii) (space-dependent regularity estimates of $\phi$) Let Assumptions 1 and 2 hold. Then for $x \in H$,

$$|\phi(x)| \leq C \|h\|_{1, \infty}(1 + \|x\|^2), \quad \|(-A)^{\delta_1} D \phi(x)\| \leq C \|h\|_{1, \infty}(1 + \|x\|^2). \quad (2.26)$$

If in addition Assumption 4 (2.19) holds, then for $x \in H$,

$$\|(-A)^{\delta_1} D^2 \phi(x)(-A)^{\delta_2}\|_{\mathcal{L}(H)} \leq C \|h\|_{2, \infty}(1 + \|x\|^2).$$

(iii) (space-dependent regularity estimates of $\Gamma^N_{\tau, \epsilon}$) Let Assumptions 1 and 2 hold. Then for $x \in H_N$,

$$|\Gamma^N_{\tau, \epsilon}(x)| \leq C(1 + \|x\|^3), \quad \|(-A)^{\delta_1} D \Gamma^N_{\tau, \epsilon}(x)\| \leq C(1 + \|x\|^3).$$

If in addition Assumption 4 (2.19) holds, then for $x \in H_N$,

$$\|(-A)^{\delta_1} D^2 \Gamma^N_{\tau, \epsilon}(x)(-A)^{\delta_2}\|_{\mathcal{L}(H)} \leq C(1 + \|x\|^3).$$
Lemma 2.9. Let Assumptions \(1, \, 2\) and \(3\) hold. For any \(\delta_i \in [0, 1]\) with \(\sum_{i=1}^{3} \delta_i < 1\), there exists \(C := C(\delta_1, \delta_2, \delta_3) > 0\) independent of \(\tau, \epsilon\) such that for \(x \in H\),

(i) (space-independent regularity estimates of \(\phi_{\tau, \epsilon}\))

\[
\|(-A)^{\delta_1} D\phi_{\tau, \epsilon}(x)\| \leq C_{\tau}^{-\frac{2}{\tau} + \epsilon},
\]

\[
\|(-A)^{\delta_1} D^2\phi_{\tau, \epsilon}(x)(-A)^{\delta_2}\|_{L(H)} \leq C_{\tau}^{-\frac{2}{\tau} + \epsilon},
\]

\[
\|(-A)^{\delta_1} D^3\phi_{\tau, \epsilon}(x)((-A)^{\delta_2}, (-A)^{\delta_3})\|_{L(H^2, H)} \leq C_{\tau}^{-\frac{2}{\tau} + \epsilon};
\]

(ii) (asymptotic relationship between \(\phi\) and \(\phi_{\tau, \epsilon}\))

\[
\int_{H} \|(-A)^{\delta_1} (D\phi_{\tau, \epsilon}(x) - D\phi(x))\|^2 dx \to 0 \text{ as } \tau \to 0 \text{ for } \epsilon \in (0, \frac{2}{T}).
\]

2.4. Central limit theorem of the exact solution. It is proved in \([13]\) that the CLT and the weak LLNs for the exact solution of \([11]\) hold, i.e., the time average \(\frac{1}{T} \int_{0}^{T} h(X(t))\)dt converges to the ergodic limit \(\pi(h)\) in probability and the normalized fluctuation around \(\pi(h)\) can be described by a centered Gaussian random variable. Since \([13]\) considers the case of more general stochastic processes, here we give a direct proof for the case of \([11]\) for readers’ convenience.

Proposition 2.10. Let Assumptions \(1, \, 2\) and \(3\) hold. Then for \(h \in C^1\), we have

\[
\frac{1}{\sqrt{T}} \int_{0}^{T} [h(X(t)) - \pi(h)] dt \overset{d}{\to} N(0, \pi(\|Q^{\frac{1}{2}} D\phi(\cdot)\|^2)) \text{ as } T \to \infty,
\]

where \(N(0, \pi(\|Q^{\frac{1}{2}} D\phi(\cdot)\|^2))\) is the normal distribution with \(\phi\) being the solution \((2.15)\) of \((2.14)\).

Proof. We fist show that \(\pi(\|Q^{\frac{1}{2}} D\phi(\cdot)\|^2)\) is well-defined. By Lemma 2.8 (ii), we have

\[
\|Q^{\frac{1}{2}} D\phi(x)\|^2 \leq \|Q\|_{L(H)} \| D\phi(x)\|^2 \leq C \|h\|_{1, \infty}^2 (1 + \|x\|^4).
\]

As a consequence, \(\pi(\|Q^{\frac{1}{2}} D\phi(\cdot)\|^2) < \infty\).

By Poisson’s equation \((2.11)\) and Itô’s formula, we get

\[
\frac{1}{\sqrt{T}} \int_{0}^{T} [h(X(t)) - \pi(h)] dt = \frac{1}{\sqrt{T}} \int_{0}^{T} L\phi(X(t)) dt
\]

\[
= \frac{1}{\sqrt{T}} \int_{0}^{T} d\phi(X(t)) - \frac{1}{\sqrt{T}} \int_{0}^{T} \langle D\phi(X(t)), dW(t) \rangle
\]

\[
= \frac{1}{\sqrt{T}} [\phi(X(T)) - \phi(X(0))] - \frac{1}{\sqrt{T}} \int_{0}^{T} \langle D\phi(X(t)), dW(t) \rangle.
\]

Applying Chébyshev’s inequality and Lemma 2.8 (ii) leads to that for each fixed \(a > 0\),

\[
P\left( \frac{1}{\sqrt{T}} |\phi(X(T)) - \phi(X(0))| > a \right) \leq a^{-2} \mathbb{E} \left( \frac{1}{\sqrt{T}} |\phi(X(T)) - \phi(X(0))|^2 \right)
\]

\[
\leq \frac{C}{a^2 T} \sup_{t \geq 0} \mathbb{E} |\phi(X(t))|^2 \leq \frac{C}{a^2 T} (1 + \sup_{t \geq 0} \mathbb{E} \|X(t)\|^4) \to 0 \text{ as } T \to \infty.
\]

By the Itô isometry, we have

\[
\mathbb{E} \left( \frac{1}{\sqrt{T}} \int_{0}^{T} \langle D\phi(X(t)), dW(t) \rangle \right)^2 = \frac{1}{T} \int_{0}^{T} \mathbb{E} \|Q^{\frac{1}{2}} D\phi(X(t))\|^2 dt
\]
Corollary 2.11. Under conditions in Proposition 2.10, the weak LLNs holds, i.e.
\[ \frac{1}{T} \int_0^T \left[ E\|Q^{\frac{1}{2}}D\phi(X(t))\|^2 - \pi(\|Q^{\frac{1}{2}}D\phi(\cdot)\|^2) \right] dt + \pi(\|Q^{\frac{1}{2}}D\phi(\cdot)\|^2). \]

Remark 2.4 and Lemma 2.8 (ii) imply that
\[ \left| \frac{1}{T} \int_0^T \left[ E\|Q^{\frac{1}{2}}D\phi(X(t))\|^2 - \pi(\|Q^{\frac{1}{2}}D\phi(\cdot)\|^2) \right] dt \right| \leq C \int_0^T e^{-\frac{1}{2}(\lambda_1 - K)t} dt \to 0 \text{ as } T \to \infty, \]
which gives \( E\|Q^{\frac{1}{2}}D\phi(X(t))\|^2 \to \pi(\|Q^{\frac{1}{2}}D\phi(\cdot)\|^2) \) as \( T \to \infty \). Hence the stochastic integral \( \frac{1}{T} \int_0^T \langle D\phi(X(t)), dW(t) \rangle \) converges to \( \mathcal{N}(0, \pi(\|Q^{\frac{1}{2}}D\phi(\cdot)\|^2)) \) in distribution as \( T \to \infty \). Applying Slutsky’s theorem (see e.g., [2, Theorem 9.1.6]) yields (2.30). The proof is finished. \( \square \)

Corollary 2.11. Under conditions in Proposition 2.10, the weak LLNs holds, i.e.
\[ \frac{1}{T} \int_0^T h(X(t)) dt \xrightarrow{p} \pi(h) \text{ as } T \to \infty. \]

Proof. Similarly to the proof of Proposition 2.10, we have
\[ \frac{1}{T} \int_0^T [h(X(t)) - \pi(h)] dt = \frac{1}{T} [\phi(X(T)) - \phi(X(0))] - \frac{1}{T} \int_0^T \langle D\phi(X(t)), dW(t) \rangle. \]

By Lemma 2.8 (ii), the Itô isometry and Remark 2.4 it can be proved that both the second moments of \( \frac{1}{T} [\phi(X(T)) - \phi(X(0))] \) and \( \frac{1}{T} \int_0^T \langle D\phi(X(t)), dW(t) \rangle \) converge to zero as \( T \to \infty \). Hence applying Chébychev’s inequality leads to the desired weak LLNs. \( \square \)

3. Main result and idea of its proof

In this section, we give the main result of this article and show the strategy for proving the main theorem, based on the decomposition of the normalized time-averaging estimator \( \tau^{-\frac{1}{2}}[\Pi_N(h) - \pi(h)] \).

3.1. Central limit theorem of full discretization. For simplicity, assume that \( \tau^{-1-\beta} \) is an integer and set \( m := \tau^{-1-\beta} \). Define the empirical measure \( \Pi_N := m^{-1} \sum_{k=0}^{m-1} \delta_{X_k} \) with \( \delta_x \) being the Dirac measure at \( x \in H \). Then for a Borel measurable function \( h \), we have \( \Pi_N(h) = m^{-1} \sum_{k=0}^{m-1} h(X_k) \), which is called the time-averaging estimator. Similarly to [5], the time-averaging estimator can be shown to converge to \( \pi(h) \) in the mean sense with a certain order. Here, we are interested in studying the fluctuation of the term \( \| \Pi_N(h) - \pi(h) \|. \)

With these settings in mind, we can state the main result of our study.

Theorem 3.1. Let Assumptions 2.1 and 2.3 hold. Assume that \( N = [\tau^{-\alpha}] \) (i.e., the integer part of \( \tau^{-\alpha} \)) with \( \alpha \in \left( \frac{1}{2}, 1 \right) \). Then for \( h \in C^1_0 \), we have
\[ \tau^{-\frac{1}{2}}[\Pi_N(h) - \pi(h)] \xrightarrow{d} \mathcal{N}(0, \pi(\|Q^{\frac{1}{2}}D\phi(\cdot)\|^2)) \text{ as } \tau \to 0. \] (3.1)

We remark that the function \( f := \|Q^{\frac{1}{2}}D\phi(\cdot)\|^2 \) in Theorem 3.1 belongs to \( C^1_0 \), i.e., \( \|Df(x)\| \leq C(1 + \|x\|^4), x \in H \). By Lemma 2.8 (ii), we have
\[ \|Df(x)\| = \sup_{\|l\|=1} |Df(x)| = \sup_{\|l\|=1} 2\|Q^{\frac{1}{2}}D\phi(x), Q^{\frac{1}{2}}D^2\phi(x)l\| \]
\[ \leq C\|D\phi(x)\|\|Q^{\frac{1}{2}}D^2\phi(x)\|_{L(H)} \leq C\|h\|_{2,\infty}^2(1 + \|x\|^4). \] (3.2)
3.2. Idea of the proof. We first decompose the term $\tau^{-\frac{\beta}{2}} [\Pi_{\tau}^N(h) - \pi(h)]$ by using the modified Poisson’s equation (2.16).

Define $\Psi_{\tau}^N(h) := m^{-1} \sum_{k=0}^{m-1} \phi_{\tau,\epsilon}(X_k^N)$ with $\phi_{\tau,\epsilon}$ being the solution (2.17) of the modified Poisson’s equation (2.16). It is clear that

$$\Pi_{\tau}^N(h) - \pi(h) = m^{-1} \sum_{k=0}^{m-1} (h(X_k^N) - \pi(h)) = m^{-1} \sum_{k=0}^{m-1} \left( L\phi_{\tau,\epsilon}(X_k^N) - \tau^{\frac{\beta}{2}} \phi_{\tau,\epsilon}(X_k^N) \right)$$

$$= \tau^{\beta} \sum_{k=0}^{m-1} \left[ L\phi_{\tau,\epsilon}(X_k^N)\tau - (\phi_{\tau,\epsilon}(X_{k+1}^N) - \phi_{\tau,\epsilon}(X_k^N)) \right] + \tau^{\beta} \sum_{k=0}^{m-1} \left[ \phi_{\tau,\epsilon}(X_{k+1}^N) - \phi_{\tau,\epsilon}(X_k^N) \right] - \tau^{\frac{\beta}{2}} \Psi_{\tau}^N(h).$$

The Taylor expansion implies that

$$\phi_{\tau,\epsilon}(X_{k+1}^N) - \phi_{\tau,\epsilon}(X_k^N) = \langle X_{k+1}^N - X_k^N, D\phi_{\tau,\epsilon}(X_k^N) \rangle + \frac{1}{2} \langle X_{k+1}^N - X_k^N, D^2\phi_{\tau,\epsilon}(X_k^N)(X_{k+1}^N - X_k^N) \rangle + R_{k,\phi_{\tau,\epsilon}}$$

with

$$R_{k,\phi_{\tau,\epsilon}} = \frac{1}{2} \int_0^1 (1-t)^2 D^3\phi_{\tau,\epsilon}(X_k^N + t(X_{k+1}^N - X_k^N))(X_{k+1}^N - X_k^N, X_{k+1}^N - X_k^N, X_{k+1}^N - X_k^N) dt.$$ 

By the differential form (2.7) of the full discretization, we get

$$X_{k+1}^N - X_k^N = \int_{t_k}^{t_{k+1}} A^N X_t^N,\tau dt + \int_{t_k}^{t_{k+1}} S^N(t-t_k) F^N(X_k^N) dt + \int_{t_k}^{t_{k+1}} S^N(t-t_k) P^N dW(t).$$

Thus, (2.12) and (3.3) lead to

$L\phi_{\tau,\epsilon}(X_k^N)\tau - (\phi_{\tau,\epsilon}(X_{k+1}^N) - \phi_{\tau,\epsilon}(X_k^N))$

$$= \left\langle \int_{t_k}^{t_{k+1}} A^N(X_k^N - X_t^N,\tau) dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle + \left\langle \int_{t_k}^{t_{k+1}} (Id - S^N(t-t_k)) F(X_k^N) dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle$$

$$- \left\langle \int_{t_k}^{t_{k+1}} S^N(t-t_k) P^N dW(t), D\phi_{\tau,\epsilon}(X_k^N) \right\rangle + \frac{1}{2} \text{Tr}(Q D^2\phi_{\tau,\epsilon}(X_k^N))\tau$$

$$- \frac{1}{2} \langle X_{k+1}^N - X_k^N, D^2\phi_{\tau,\epsilon}(X_k^N)(X_{k+1}^N - X_k^N) \rangle - R_{k,\phi_{\tau,\epsilon}}.$$ 

Hence, we get

$$\tau^{-\frac{\beta}{2}} [\Pi_{\tau}^N(h) - \pi(h)] = M_{\tau}^N + R_{\tau}^N + \tilde{R}_{\tau}^N,$$ 

where

$$M_{\tau}^N := -\tau^{-\frac{\beta}{2}} \sum_{k=0}^{m-1} \left\langle \int_{t_k}^{t_{k+1}} S^N(t-t_k) P^N dW(t), D\phi_{\tau,\epsilon}(X_k^N) \right\rangle,$$

is the martingale difference series sum, and $R_{\tau}^N + \tilde{R}_{\tau}^N$ is the remainder with

$$\tilde{R}_{\tau}^N := -\tau^{-t} \Psi_{\tau}^N(h)$$

and

$$R_{\tau}^N := \tau^{-\frac{\beta}{2}} [\phi_{\tau,\epsilon}(X_m^N) - \phi_{\tau,\epsilon}(X_0^N)] + \tau^{-\frac{\beta}{2}} \sum_{k=0}^{m-1} \left\langle (Id - S^N(t-t_k)) F(X_k^N) dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle.$$
Proof of Theorem 3.1. we deduce from Chébyshev’s inequality that

Proposition 3.3. Under conditions in Theorem 3.1, for any \( P \)

Similarly, applying Proposition 3.4 leads to

Proof. The proof is based on the decomposition (3.4). Since

Under conditions in Theorem 3.1, for any \( P \)

finished by the additive property of the convergence in probability.

Proposition 3.2. Under conditions in Theorem 3.1 for any \( \epsilon \in (0, \frac{\beta}{2}) \),

Proposition 3.3. Under conditions in Theorem 3.1 for any \( \epsilon \in (\max\{0, \frac{\alpha+1+\beta}{2}\}, \frac{\beta}{2}) \),

Proposition 3.4. Under conditions in Theorem 3.1 for any \( \epsilon \in (0, \alpha\beta) \),

\[
\mathcal{R}_N^\alpha \xrightarrow{P} 0 \text{ as } \tau \to 0.
\]

With the above three propositions, we can give the proof of Theorem 3.1.

Proof of Theorem 3.1. The proof is a combination of Propositions 3.2, 3.3, and 3.4. Since

\[ \frac{\alpha}{2} < \frac{\beta}{2} \leq \frac{\alpha+1+\beta}{2} \leq \frac{1}{2} \beta < \alpha \beta < \frac{\beta}{2} \]

we can take \( \epsilon \in (\max\{0, \frac{\alpha+1+\beta}{2}\}, \alpha \beta) \) such that Propositions 3.2, 3.3, and 3.4 hold simultaneously. Hence, applying Slutsky’s theorem finishes the proof.

At the end of this subsection, we remark that based on Propositions 3.3 and 3.4 and the application of Chébyshev’s inequality, the following weak LLNs can be obtained.

Corollary 3.5. Under conditions in Theorem 3.1, the weak LLN holds, i.e.,

\[ [\Pi^N \tau(h) - \pi(h)] \xrightarrow{P} 0 \text{ as } \tau \to 0. \]

Proof. The proof is based on the decomposition (3.4). Since

\[
\mathbb{E}[\tau^\beta \mathcal{M}_N^\tau]^2 \leq \tau^{2\beta} \mathbb{E}\left[ \int_0^{t_m} \left( \frac{1}{t^\alpha} D\phi_{\tau,\epsilon}(X^N_{\tau t_{(t/\tau)}}, S^N(t|t_{(t/\tau)})P^N(-A)^{\frac{\beta-1}{2}}dW(t)\right)^2 \right]
\]

\[
\leq C \tau^{2\beta} \int_0^{t_m} \|(-A)^{\frac{\beta-1}{2}} Q^\tau\|_{\mathcal{L}_2(H)}^2 \sup_{k \geq 0} \mathbb{E}[\|(-A)^{\frac{\beta-1}{2}} D\phi_{\tau,\epsilon}(X^N_t)\|^2] dt \leq C \tau^\beta \to 0 \text{ as } \tau \to 0,
\]

we deduce from Chébyshev’s inequality that \( \mathbb{P}([\tau^\beta \mathcal{M}_N^\tau] > a) \to 0 \text{ as } \tau \to 0. \) Moreover, by Proposition 3.3 we have

\[ \mathbb{P}([\tau^\beta \mathcal{R}_N^\tau] > a) = \mathbb{P}(\mathcal{R}_N^\tau > \tau^{\frac{\beta}{2}}a) \to 0 \text{ as } \tau \to 0. \]

Similarly, applying Proposition 3.3 leads to \( \mathbb{P}([\tau^\beta \mathcal{R}_N^\tau] > a) \to 0 \text{ as } \tau \to 0. \) The proof is finished by the additive property of the convergence in probability.
4. PROOFS OF PROPERTIES OF POISSON-TYPE EQUATIONS

In this section, we prove Lemmas 2.8 and 2.9 about properties of Poisson-type equations introduced in subsection 2.3. As a prerequisite of proving Lemma 2.8, we first give estimates of $u(t, x) := \mathbb{E}h(X(t, x))$.

**Lemma 4.1.** For $l, k, y, s \in \mathbb{H}$, we have for $\delta_i \in (0, 1)$ with $\sum_{i=1}^{4} \delta_i < 1$ and $t > 0$,

\[
|Du(t, x)| \leq C\|h\|_{1, \infty} e^{-Ct} (1 + \|x\|^2) \|l\|_{-2\delta_1},
\]

(4.1)

\[
|D^2u(t, x)(l, k)| \leq C\|h\|_{2, \infty} e^{-Ct} (1 + \sum_{i=1}^{2} \|x\|^2) \|l\|_{-2\delta_1} \|k\|_{-2\delta_2},
\]

(4.2)

\[
|D^3u(t, x)(l, k, y)| \leq C\|h\|_{3, \infty} e^{-Ct} (1 + \sum_{i=1}^{3} \|x\|^2) \|l\|_{-2\delta_1} \|k\|_{-2\delta_2} \|y\|_{-2\delta_1},
\]

(4.3)

\[
|D^4u(t, x)(l, k, y, s)| \leq C\|h\|_{4, \infty} e^{-Ct} (1 + \sum_{i=1}^{4} \|x\|^2) \|l\|_{-2\delta_1} \|k\|_{-2\delta_2} \|y\|_{-2\delta_1} \|s\|_{-2\delta_4}.
\]

(4.4)

**Proof.** For the proof of (4.1) and (4.2), we refer to [4, Propositions 5.1, 5.2] for the details. We only show the proof (4.3) since (4.4) can be proved similarly. By the chain’s rule and (21), we get for $l, k, y \in \mathbb{H}$,

\[
D^3u(t, x)(l, k, y) = \mathbb{E}\left[D^3h(X(t, x))(\eta^{l, x}(t), \eta^{k, x}(t), \eta^{y, x}(t)) + D^2h(X(t, x))(\zeta^{l, y, x}(t), \eta^{k, x}(t)) + D^2h(X(t, x))(\zeta^{l, k, x}(t), \eta^{y, x}(t)) + Dh(X(t, x))(\zeta^{l, k, y, x}(t))\right],
\]

(4.5)

where $\eta^{l, x}$ is the solution of

\[
\frac{d\eta^{l, x}(t)}{dt} = A\eta^{l, x}(t) + DF(X(t, x))\eta^{l, x}(t), \quad \eta^{l, x}(0) = l,
\]

$\zeta^{l, k, x}$ is the solution of

\[
\frac{d\zeta^{l, k, x}(t)}{dt} = A\zeta^{l, k, x}(t) + DF(X(t, x))\zeta^{l, k, x}(t) + D^2F(X(t, x))(\eta^{l, x}(t), \eta^{k, x}(t)), \quad \zeta^{l, k, x}(0) = 0,
\]

and $\xi^{l, k, y, x}$ is the solution of

\[
\frac{d\xi^{l, k, y, x}(t)}{dt} = A\xi^{l, k, y, x}(t) + DF(X(t, x))\xi^{l, k, y, x}(t) + D^2F(X(t, x))(\eta^{l, x}(t), \eta^{y, x}(t)) + D^2F(X(t, x))(\zeta^{l, y, x}(t), \eta^{k, x}(t)) + D^3F(X(t, x))(\eta^{l, x}(t), \eta^{k, x}(t), \eta^{y, x}(t)), \quad \xi^{l, k, y, x}(0) = 0.
\]

(4.6)

In the following, we split the proof into three steps.

**Step 1:** We are going to show that for $0 < t \leq L$,

\[
\|\xi^{l, k, y, x}(t)\| \leq C(\delta_1, \delta_2, \delta_3) t^{-\sigma} \|l\|_{-2\delta_1} \|k\|_{-2\delta_2} \|y\|_{-2\delta_1},
\]

(4.6)

\[
\|\xi^{l, k, y, x}(t)\| \leq C(\delta_1, \delta_2, \delta_3) t^{-\sigma} \|l\|_{-2\delta_1} \|k\|_{-2\delta_2} \|y\|_{-2\delta_1}.
\]

(4.7)

where $\sigma$ is defined in Assumption [4]

The similar argument as the proof of [4] Eq. (24) can lead to that for $0 < t \leq L$,

\[
\|\eta^{l, x}(t)\| \leq Ct^{-\delta_1} \|l\|_{-2\delta_1}, \quad \delta_1 < 1,
\]

(4.8)

\[
\|\zeta^{l, k, x}(t)\| \leq Ct^{-\delta_1} \|l\|_{-2\delta_1} \|k\|_{-2\delta_2}, \quad \delta_1 + \delta_2 < 1.
\]
In fact, by (2.19) and Assumption 1,
\[
\|\xi^{l,k,x}(t)\| \leq L_F \int_0^t \|\xi^{l,k,x}(r)\|dr + \int_0^t C(t-r)^{-\sigma}\|\eta^{l,x}(r)\|\|\eta^{k,x}(r)\|dr
\]
\[
\leq L_F \int_0^t \|\xi^{l,k,x}(r)\|dr + \int_0^t C(t-r)^{-\sigma-(\delta_1+\delta_2)}(1-\theta)^{-\sigma}\|\eta^{k,x}(r)\|\|\eta^{k,x}(r)\|dr
\]
Since \(t^{1-\sigma-(\delta_1+\delta_2)} \leq t^{-(\delta_1+\delta_2)}\) for \(0 < t \leq 1\), by applying Grönwall’s inequality, we have \(\|\xi^{l,k,x}(t)\| \leq C t^{-\delta_1} k^{-\delta_2}\). Eq. (4.8), together with Assumption 1 (2.19) and (2.20) yields that for \(0 < t \leq 1\),
\[
\|\xi^{l,k,y,x}(t)\|
\]
\[
\leq L_F \int_0^t \|\xi^{l,k,y,x}(r)\|dr + C \int_0^t (t-r)^{-\sigma}\|\eta^{y,x}(r)\|\|\xi^{l,k,x}(r)\|dr
\]
\[
+ \|\eta^{y,x}(r)\|\|\xi^{l,k,x}(r)\|dr + C \int_0^t (t-r)^{-\sigma}\|\eta^{y,x}(r)\|\|\eta^{k,x}(r)\|\|\eta^{y,x}(r)\|dr
\]
\[
\leq L_F \int_0^t \|\xi^{l,k,y,x}(r)\|dr + C \int_0^1 t^{1-\sigma-(\delta_1+\delta_2+\delta_3)}(1-\theta)^{-\sigma}\|\eta^{k,x}(r)\|\|\xi^{l,k,x}(r)\|dr
\]
Note that \(t^{1-\sigma-(\delta_1+\delta_2+\delta_3)} \leq t^{-\sigma}\) and \(t^{1-\sigma-(\delta_1+\delta_2+\delta_3)} \leq \sigma^{-\delta_2}(\delta_1+\delta_2+\delta_3)\) for \(0 < t \leq 1\). Therefore, applying Grönwall’s inequality leads to (4.6) and (4.7), respectively.

Step 2: We are going to verify
\[
|D^3 u(t,x)(l,k,y)| \leq C\|h\|_\infty e^{-C(t-1)}(1+\|x\|^2)\|l\|k\|y\|, t \geq 1.
\]

The Bismut–Elworthy–Li formula (see e.g. [6] Proposition 4.4.3) states that for any \(\Phi \in C^3(H;\mathbb{R})\) with \(\|\Phi(x)\| \leq M(\Phi)(1+\|x\|^2)\), \(M(\Phi) > 0\), we can calculate the derivatives of \(v(s,x) := \mathbb{E}\Phi(X(s,x))\) with \(s > 0\) up to order 3 with respect to \(x\). The first derivative can be represented as
\[
Dv(s,x)l = \frac{1}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}}\eta^{l,x}(r), d\bar{W}(r) \rangle \Phi(X(s,x)),
\]
where \(\bar{W} = \sum_{j=1}^{\infty} \epsilon_j \beta_j\) is the cylindrical Wiener process. The Markov property leads to \(v(s,x) = \mathbb{E}v(s,x)\), which can imply
\[
Dv(s,x)l = \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}}\eta^{l,x}(r), d\bar{W}(r) \rangle v\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right).
\]
Similarly, we get formulas of the second and third derivatives as follows:
\[
D^2 v(s,x)(l,k) = \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}}\xi^{l,k,x}(r), d\bar{W}(r) \rangle v\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right)
\]
\[
+ \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}}\eta^{l,x}(r), d\bar{W}(r) \rangle Dv\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right)\eta^{k,x}\left(\frac{s}{2}\right),
\]
and
\[
D^3 v(s,x)(l,k,y) = \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}}\xi^{l,k,y,x}(r), d\bar{W}(r) \rangle v\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right)
\]
Then, combining (4.13) with $t \leq \|u\|$,

\begin{align*}
+ \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}} \zeta_{l,k,x}(r), d\tilde{W}(r) \rangle Dv\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right) \eta^{y,x}\left(\frac{s}{2}\right)
+ \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}} \zeta_{g,x}(r), d\tilde{W}(r) \rangle Dv\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right) \eta^{k,x}\left(\frac{s}{2}\right)
+ \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}} \eta^{l,x}(r), d\tilde{W}(r) \rangle D^2v\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right) \left(\eta^{k,x}\left(\frac{s}{2}\right), \eta^{y,x}\left(\frac{s}{2}\right)\right)
+ \frac{2}{s} \mathbb{E} \int_0^s \langle Q^{-\frac{1}{2}} \eta^{l,x}(r), d\tilde{W}(r) \rangle Dv\left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right) \zeta^{k,y,x}\left(\frac{s}{2}\right).
\end{align*}

(4.12)

Similar arguments as those in [10, Lemma 6] yield that for $0 < s \leq 1$,

\begin{align*}
\int_0^s \|(A)^{-\frac{1}{2}} \eta^{l,x}(r)\|^2 dr &\leq C\|l\|^2, \\
\int_0^s \|(A)^{-\frac{1}{2}} \zeta_{l,k,x}(r)\|^2 dr &\leq C\|l\|^2\|k\|^2, \\
\int_0^s \|(A)^{-\frac{1}{2}} \zeta_{l,k,y,x}(r)\|^2 dr &\leq C\|l\|^2\|k\|^2\|y\|^2.
\end{align*}

With this in hand, applying the Burkholder–Davis–Gundy inequality to (4.10), we get for $0 < s \leq 1$,

\begin{align*}
|Dv(s, x)| &\leq \frac{2}{s} \mathbb{E} \left[ \int_0^s \langle Q^{-\frac{1}{2}} (A)^{-\frac{1}{2}} (A)^{-\frac{1}{2}} \eta^{l,x}(r), d\tilde{W}(r) \rangle \left(\frac{s}{2}, X\left(\frac{s}{2}, x\right)\right) \|v\| \right]^\frac{1}{2} \\
&\leq \frac{C}{s} \mathbb{E} \left[ \int_0^s \|Q^{-\frac{1}{2}} (A)^{-\frac{1}{2}} \|^2_{\mathcal{L}(H)} \|(A)^{-\frac{1}{2}} \eta^{l,x}(r)\|^2 dr \right]^\frac{1}{2} M(\Phi)(1 + \|x\|^2)
\leq Cs^{-1} M(\Phi)(1 + \|x\|^2)|l|
\end{align*}

under the assumption $\|Q^{-\frac{1}{2}} (A)^{-\frac{1}{2}} \|_{\mathcal{L}(H)} < \infty$. Similarly, applying the Burkholder–Davis–Gundy inequality again to (4.11) and (4.12) leads to that for $0 < s \leq 1$,

\begin{align*}
|D^2v(s, x)(l, k)| &\leq Cs^{-2} M(\Phi)(1 + \|x\|^2)\|l\||k|, \\
|D^2v(s, x)(l, k, y)| &\leq Cs^{-3} M(\Phi)(1 + \|x\|^2)\|l\||k||y||.
\end{align*}

(4.13)

The Markov property yields $u(t, x) = \mathbb{E} u(t - 1, X(1, x))$. Note that Proposition 2.1 implies $|u(t - 1, x) - \pi(h)| \leq C\|h\| e^{-C(t-1)}(1 + \|x\|^2)$ for $t \geq 1$. Hence for $t \geq 1$, we choose $\Phi_t(x) = u(t - 1, x) - \pi(h)$, then $u(t, x) = \mathbb{E} \Phi_t(X(1, x)) + \pi(h)$ with $M(\Phi_t) \leq C\|h\| e^{-C(t-1)}$. Then, combining (4.13) with $s = 1$, we get (4.9).

**Step 3:** We are going to finish the proof of (1.3). Combining $u(t, x) = \mathbb{E} u(t - 1, X(1, x))$ with the chain’s rule, we obtain

\begin{align*}
D^3u(t, x)(l, k, y) &= \mathbb{E}[D^3u(t - 1, X(1, x))](l, k, y)
= \mathbb{E} \left[ D^3u(t - 1, X(1, x))(\eta^{l,x}(1), \eta^{k,x}(1), \eta^{y,x}(1)) + D^2u(t - 1, X(1, x))(\zeta^{l,y,x}(1), \eta^{k,x}(1)) \\
&\quad + D^2u(t - 1, X(1, x))(\eta^{l,x}(1), \zeta^{k,y,x}(1)) + D^2u(t - 1, X(1, x))(\zeta^{l,k,x}(1), \eta^{y,x}(1)) \\
&\quad + Du(t - 1, X(1, x))\zeta^{l,k,y,x}(1) \right].
\end{align*}

(4.14)

Inequalities (4.11), (4.12) and (4.9) imply that

\begin{align*}
\mathbb{E}|Du(t - 1, X(1, x))\zeta^{l,k,y,x}(1)| &\leq C\|h\| e^{-C(t-1)}\mathbb{E}\left[(1 + \|X(1, x)\|^2)\|\zeta^{l,k,y,x}(1)\|\right], \\
\mathbb{E}|D^2u(t - 1, X(1, x))(\eta^{l,x}(1), \zeta^{k,y,x}(1))| &\leq C\|h\| e^{-C(t-1)}\mathbb{E}\left[(1 + \|X(1, x)\|^2)\|\eta^{l,x}(1)\|\|\zeta^{k,y,x}(1)\|\right],
\end{align*}

\begin{align*}
\mathbb{E}|D^3u(t - 1, X(1, x))(\eta^{l,x}(1), \eta^{k,x}(1))| &\leq C\|h\| e^{-C(t-1)}\mathbb{E}\left[(1 + \|X(1, x)\|^2)\|\eta^{l,x}(1)\|^2\|\eta^{k,x}(1)\|\right].
\end{align*}
and
\[
\mathbb{E}|D^3 u(t-1, X(1, x))(\eta^{l,x}(1), \eta^{k,x}(1), \eta^{y,x}(1))| \\
\leq C\|h\|_{\infty} e^{-C(t-1)} \mathbb{E} \left[ (1 + \|X(1, x)\|^2) \|\eta^{l,x}(1)\| \|\eta^{k,x}(1)\| \|\eta^{y,x}(1)\| \right].
\]
Combining (4.7) with (4.8), we get for \( t \geq 1, \)
\[
\mathbb{E}|D u(t-1, X(1, x))\xi^{l,k,y,x}(1)| \leq C\|h\|_{\infty} e^{-C(t-1)} (1 + \|x\|^2) \|l\|_{-2\delta_2} \|k\|_{-2\delta_3} \|y\|_{-2\delta_1},
\]
\[
\mathbb{E}|D^2 u(t-1, X(1, x))(\eta^{l,x}(1), \zeta^{k,y,x}(1))| \leq C\|h\|_{\infty} e^{-C(t-1)} (1 + \|x\|^2) \|l\|_{-2\delta_2} \|k\|_{-2\delta_3} \|y\|_{-2\delta_1},
\]
and
\[
\mathbb{E}|D^3 u(t-1, X(1, x))(\eta^{l,x}(1), \eta^{k,x}(1), \eta^{y,x}(1))| \\
\leq C\|h\|_{\infty} e^{-C(t-1)} (1 + \|x\|^2) \|l\|_{-2\delta_2} \|k\|_{-2\delta_3} \|y\|_{-2\delta_1}.
\]
The other terms of (4.14) can be estimated similarly. Hence, we obtain
\[
|D^3 u(t, x)(l, k, y)| \leq C\|h\|_{\infty} e^{-C(t-1)} (1 + \|x\|^2) \|l\|_{-2\delta_2} \|k\|_{-2\delta_3} \|y\|_{-2\delta_1}, \quad t \geq 1. \tag{4.15}
\]
Moreover, by (4.5) for \( 0 < t \leq 1, \) (4.7) and (4.14), we have for \( \sum_{i=1}^3 \delta_i < 1, \)
\[
|D^3 u(t, x)(l, k, y)| \leq C\|h\|_{3,\infty} t^{-(\delta_1 + \delta_2 + \delta_3)} \|l\|_{-2\delta_2} \|k\|_{-2\delta_3} \|y\|_{-2\delta_1}, \quad 0 < t \leq 1. \tag{4.16}
\]
The proof is completed. \( \square \)

Now we show the proof of Lemma 2.8. We only show the detailed proof for regularity estimates of \( \phi_{l,\epsilon} \) and give the essential discussions for proofs of \( \phi \) and \( \Gamma_{\tau,\epsilon}. \)

**Proof of Lemma 2.8** (i) (2.22) and (2.23) can be proved by applying (16), (4.1) and (4.2). To be specific, by (2.8), we get
\[
|\phi_{l,\epsilon}(x)| \leq C\|h\|_{\infty} (1 + \|x\|^2) \int_0^\infty e^{-r\frac{t}{\tau} t} e^{-Ct} dt \leq C\|h\|_{\infty} (1 + \|x\|^2).
\]
By (1.1), we obtain for \( l \in H, \)
\[
|(-A)^{\delta_1} D\phi_{l,\epsilon}(x)l| \leq \int_0^\infty |(-A)^{\delta_1} Du(t, x)| dt \\
\leq \int_0^\infty C\|h\|_{1,\infty} (1 + \|x\|^2)(1 + t^{-\delta_1})e^{-Ct} \|l\| dt \leq C\|h\|_{1,\infty} (1 + \|x\|^2) \|l\|.
\]
By (1.2), we obtain for \( l, k \in H, \)
\[
|\langle (A)^{\delta_1} D^2 \phi_{l,\epsilon}(-A)^{\delta_2} l, k \rangle| \\
\leq \int_0^\infty \langle (A)^{\delta_1} D^2 u(t, x)(-A)^{\delta_2} l, k \rangle dt \\
\leq \int_0^\infty C\|h\|_{2,\infty} (1 + \|x\|^2)(1 + t^{-\delta_1 + \delta_2})e^{-Ct} \|l\| \|k\| dt \\
\leq C\|h\|_{2,\infty} (1 + \|x\|^2) \|l\| \|k\|.
\]
Combining (4.3), (2.24) can be obtained by
\[
|\langle (A)^{\delta_1} D^3 \phi_{l,\epsilon}(x)((-A)^{\delta_2} l, (-A)^{\delta_3} k), y \rangle| \\
\leq \int_0^\infty e^{-\frac{t}{\tau} t} |\langle (A)^{\delta_1} D^3 u(t, x)((-A)^{\delta_2} l, (-A)^{\delta_3} k), y \rangle| dt \\
\leq C\|h\|_{3,\infty} (1 + \|x\|^2) \|l\| \|k\| \|y\|.
\]
and taking supremum with respect to \( \| f \|, \| k \|, \| y \| \leq 1 \). The proof of (2.24) is finished. The proof of (2.25) is similar to that of (2.24) based on (1.4). We omit it.

(ii) The proof of (ii) is similar to that of (i). We omit it.

(iii) The proof of (iii) is similar to that of (i), the difference lies in the nonhomogeneous source terms of (2.14) and (2.18). In (iii), the nonhomogeneous source term \( \phi_{\tau, \epsilon} \) of (2.18) satisfies

\[
\max \{ \| D \phi_{\tau, \epsilon}(x) \|, \| D^2 \phi_{\tau, \epsilon}(x) \|_{L^2(H)} \} \leq C(1 + \| x \|^2),
\]

while in (i) \( h \in C^4 \). Noting Remark 2.4 the results here can be proved similarly as those in (i).

The proof is completed. \( \square \)

We are in a position to give the proof of Lemma 2.9 which is devoted to presenting some space-independent regularity estimates of the modified Poisson’s equation (2.16) and the asymptotic relationship between \( \phi \) and the solution \( \phi_{\tau, \epsilon} \) of the modified Poisson’s equation (2.16).

Proof of Lemma 2.9 (i) We only show the proof of (2.29) since (2.27) and (2.28) can be proved similarly.

For \( t \geq 1 \), combining (4.14) and the fact that \( u \in C^4 \) (see e.g. [6] Proposition 4.4.1)], we get

\[
|D^3 u(t, x)(l, k, y)| \leq C \mathbb{E}(\| \eta(l, x)(1) \| \| \eta^k(x)(1) \| \| \eta^{l, y, x}(1) \| \| \eta^{l, k, x}(1) \| - \| \eta^{l, k, x}(1) \| - \| \eta^{l, y, x}(1) \|)
\]

\[
\leq C \| t \|^{-2 \delta_2} |k|^{-2 \delta_3} |y|^{-2 \delta_1},
\]

where in the last step we use (4.7) and (4.8). This, together with (4.16) implies

\[
|D^3 \phi_{\tau, \epsilon}(x)(l, k, y)| = \left| \int_0^t e^{-\frac{\beta}{2} \epsilon^{-\epsilon t}} D^3 u(t, x)(l, k, y) dt \right|
\]

\[
\leq C \left( \int_0^1 e^{-\frac{\beta}{2} \epsilon^{-\epsilon t}} \int_{\delta_1 + \delta_2 + \delta_3} \int_0^1 e^{-\frac{\beta}{2} \epsilon^{-\epsilon t}} dt \| l \|^{-2 \delta_2} |k|^{-2 \delta_3} |y|^{-2 \delta_1} \right)
\]

\[
\leq C \tau^{-\frac{\beta}{2} \epsilon} \| l \|^{-2 \delta_2} |k|^{-2 \delta_3} |y|^{-2 \delta_1}.
\]

The proof is finished.

(ii) We deduce from (4.11) and the finiteness of algebraic moments for \( \pi \) that for any \( \epsilon \in (0, \frac{\beta}{2}) \),

\[
\int_H \| (-A)^{\delta_1} (D \phi_{\tau, \epsilon}(x) - D \phi(x)) \|^2 \pi(dx)
\]

\[
\leq \int_H \left[ \int_0^\infty e^{-\frac{\beta}{2} \epsilon^{-\epsilon t}} - 1 \| (-A)^{\delta_1} Du(t, x) \| dt \right] \pi(dx)
\]

\[
\leq C \int_0^\infty e^{-\frac{\beta}{2} \epsilon^{-\epsilon t}} - 1 e^{-C(t^{-1})} dt + \int_0^1 e^{-\frac{\beta}{2} \epsilon^{-\epsilon t}} - 1 \| (1 + t^{-\delta_1}) \| \int_H (1 + \| x \|^4) \pi(dx)
\]

converges to 0 as \( \tau \to 0 \), where in the last step we use Lebesgue’s dominated convergence theorem. The proof is finished. \( \square \)

5. Proofs of Propositions in Section 3

In this section, we provide detailed proofs of Propositions 3.2, 3.3 and 3.4.
5.1. Proof of Proposition 3.2. In this subsection, we prove Proposition 3.2 based on the martingale type CLT (see e.g. [17]) and the space-dependent regularity estimates of Poisson-type equations associated to (1.1) in subsection 2.3.

Proof of Proposition 3.2. Denote $Z_k := \langle \int_{t_k}^{t_{k+1}} S^N(t - t_k)P^N(t) \, d\phi_{\tau, \epsilon}(X^N_k) \rangle$. Note that $\tau^2 Z_k$ is $F_{t_{k+1}}$-measurable, and $\mathbb{E}[\tau^2 Z_k | F_{t_k}] = 0$, a.s. Hence, $\{\tau^2 Z_k, 0 \leq k \leq m - 1\}$ is a martingale difference series. We deduce from [17] Theorem 2.3 that it suffices to verify that $\mathbb{E}\left[\tau^\beta \max_{0 \leq i \leq m - 1} |Z_i|^2 \right] \to 0$ as $\tau \to 0$ and $\tau^\beta \sum_{i=0}^{m-1} Z_i^2 \overset{p}{\to} \pi(f)$ as $\tau \to 0$.

Claim 1: $\mathbb{E}\left[\tau^\beta \max_{0 \leq i \leq m - 1} |Z_i|^2 \right] \to 0$ as $\tau \to 0$.

Proof of Claim 1. It is clear that

$$ \mathbb{E}\left[\tau^\beta \max_{0 \leq i \leq m - 1} |Z_i|^2 \right] \leq \mathbb{E}\left[\tau^\beta \max_{0 \leq i \leq m - 1} |Z_i|^2 \mathbb{1}_{\{|Z_i|^2 \leq 1\}} \right] + \mathbb{E}\left[\tau^\beta \max_{0 \leq i \leq m - 1} |Z_i|^2 \mathbb{1}_{\{|Z_i|^2 > 1\}} \right] \leq \tau^\beta + \sum_{i=0}^{m-1} \tau^\beta \mathbb{E}[|Z_i|^4]. $$

By (2.22), we have

$$ \mathbb{E}[|Z_i|^4] \leq \mathbb{E}\left[\|(-A)^{\frac{1-\beta}{2}} D\phi_{\tau, \epsilon}(X^N_i)\|^4 \right] \leq C \mathbb{E}\left[\left(1 + \|X^N_i\|^8\right)\|h\|^4_{1,\infty} \int_{t_i}^{t_{i+1}} S^N(t - t_i)(-A)^{\frac{\beta - 1}{2}} P^N(t) dW(t) \right]^4 \leq C \mathbb{E}\left[\left(1 + \|X^N_i\|^8\right)\left(\int_{t_i}^{t_{i+1}} S^N(t - t_i)(-A)^{\frac{\beta - 1}{2}} dW(t) \right)^4 \right]. $$

where in the third step we use the Hölder inequality. Applying the Burkholder–Davis–Gundy inequality to (5.1), we get $\mathbb{E}[|Z_i|^4] \leq C \tau^2$. Hence, we have $\mathbb{E}[\tau^\beta \max_{0 \leq i \leq m - 1} |Z_i|^2] \leq C(\tau^\beta + \tau)$.

Claim 2: $\tau^\beta \sum_{i=0}^{m-1} Z_i^2 \overset{p}{\to} \pi(f)$ as $\tau \to 0$.

Proof of Claim 2. Chebyshev’s inequality indicates that it suffices to prove the convergence in the mean square sense. Note that

$$ \mathbb{E}\left[\tau^\beta \sum_{i=0}^{m-1} (Z_i^2 - \tau \pi(f)) \right]^2 \leq 3\mathbb{E}\left[\tau^\beta \sum_{i=0}^{m-1} (Z_i^2 - \pi^{\tau}(\bar{f}N_{\tau, \epsilon}^i)) \right]^2 + 3\left[\tau^\beta \sum_{i=0}^{m-1} (\pi^N(\bar{f}N_{\tau, \epsilon}^i)) - \tau \pi(f_{\tau, \epsilon}) \right]^2 + 3 \left[\pi(f_{\tau, \epsilon}) - \pi(f) \right]^2 =: 3(I_1 + I_2 + I_3), $$

where $\bar{f}N_{\tau, \epsilon}^i(\cdot) := \int_{t_i}^{t_{i+1}} ||P^N Q^\frac{1}{2} S^N(t - t_i)D\phi_{\tau, \epsilon}(\cdot)||^2 dt$ and $f_{\tau, \epsilon}(\cdot) := ||Q^\frac{1}{2} D\phi_{\tau, \epsilon}(\cdot)||^2$. It suffices to prove $I_i \to 0$ as $\tau \to 0$ for $i = 1, 2, 3$.

The term $I_1$ can be divided as

$$ I_1 = \tau^2 \beta \sum_{i=0}^{m-1} \mathbb{E}\left[Z_i^2 - \pi^N(\bar{f}N_{\tau, \epsilon}^i)) \right]^2 + 2\tau^2 \beta \sum_{0 \leq i < j \leq m-1} \mathbb{E}\left[(Z_i^2 - \pi^N(\bar{f}N_{\tau, \epsilon}^i))(Z_j^2 - \pi^N(\bar{f}N_{\tau, \epsilon}^j)) \right] =: I_{1,1} + I_{1,2}. $$
Similarly to (2.31) and (3.2), it can be proved that \( |f_{\tau,\epsilon}^N(t,x)| \leq C\tau(1 + \|x\|^4) \) and \( |Df_{\tau,\epsilon}^N(t,x)| \leq C\tau(1 + \|x\|^4) \) for \( x \in H \). In view of the finiteness of algebraic moments for \( \pi^N_\tau \) (see Proposition 2.3), we have

\[
\pi^N_\tau(f_{\tau,\epsilon}^N) \leq C\tau.
\] (5.2)

By (5.1) and (5.2), it can be verified that

\[
I_{1,1} \leq 2\tau^2 \beta \sum_{i=0}^{m-1} \left[ E\left| Z_i^N - \pi^N_\tau(f_{\tau,\epsilon}^N) \right|^2 \right] \leq C\tau^{1+\beta}.
\]

Using the properties of the conditional expectation, the term \( I_{1,2} \) can be estimated by

\[
|I_{1,2}| \leq 2\tau^{2\beta} \sum_{0 \leq i < j \leq m-1} \left| E\left[ (Z_i^N - \pi^N_\tau(f_{\tau,\epsilon}^N))(Z_j^N - \pi^N_\tau(f_{\tau,\epsilon}^N)) | F_{t_{i+1}} \right] \right|
\]

\[
= 2\tau^{2\beta} \sum_{0 \leq i < j \leq m-1} \left| E\left[ (Z_i^N - \pi^N_\tau(f_{\tau,\epsilon}^N))(f_{\tau,\epsilon}^N(X_j^N) - \pi^N_\tau(f_{\tau,\epsilon}^N)) | F_{t_{i+1}} \right] \right|.
\]

By Remark 2.3, (5.1) and (5.2), we obtain that

\[
|I_{1,2}| \leq C\tau^{2\beta+1} \sum_{0 \leq i < j \leq m-1} \left[ E\left( Z_i^N - \pi^N_\tau(f_{\tau,\epsilon}^N) \right)^2 \right]^{\frac{1}{2}} \left[ \sup_{k \geq 0} E(1 + \|X_k^N\|^4) \right]^{\frac{1}{2}} e^{-\frac{1}{2}(\lambda_1-K)(j-i)\tau}
\]

\[
\leq C\tau^{2\beta+2} \sum_{0 \leq i < j \leq m-1} e^{-\frac{1}{2}(\lambda_1-K)(j-i)\tau}
\]

\[
\leq C\tau^{2\beta+2} \left[ \sum_{0 < j \leq \frac{\ln m}{\tau}} e^{-\frac{1}{2}(\lambda_1-K)(j-i)\tau} + \sum_{\frac{\ln m}{\tau} < j-i \leq m-1} e^{-\frac{1}{2}(\lambda_1-K)(j-i)\tau} \right] \times 1_{[\ln m < \tau(m-1)]}.
\]

Combining \( m = \tau^{-1-\beta} \), we get

\[
|I_{1,2}| \leq Cm^{-2}\left( m \ln m / \tau + e^{-\frac{1}{2}(\lambda_1-K)\ln m m^2} \right) \to 0 \text{ as } \tau \to 0.
\]

Let \( f^N_{\tau,\epsilon}(\cdot) := \|P^N_{\tau,\epsilon}D\phi_{\tau,\epsilon}(\cdot)\|^2 \). Then \( f^N_{\tau,\epsilon} \) has the same estimates as (2.31) and (3.2), i.e., \( |f^N_{\tau,\epsilon}(t,x)| \leq C\|t\|_{L^\infty}(1 + \|x\|^4) \) and \( f \in C_1^1 \). We can divide the ingredient of the summation in \( I_2 \) as follows

\[
\pi^N_\tau(f_{\tau,\epsilon}^N) - \pi(\tau f_{\tau,\epsilon}) = \pi^N_\tau(f_{\tau,\epsilon}^N - \tau f_{\tau,\epsilon}^N) + \tau [\pi^N_\tau(f_{\tau,\epsilon}^N) - \pi^N_\tau(f_{\tau,\epsilon}^N)] + \tau [\pi^N_\tau(f_{\tau,\epsilon}^N) - \pi(\tau f_{\tau,\epsilon})]
\]

\[
=: I_{2,1} + I_{2,2} + I_{2,3}.
\]

It is clear that

\[
|I_{2,1}| = \left| \int_{H_N} \int_{t_i}^{t_{i+1}} \left( \|P^N_{\tau,\epsilon}(S^N(t - t_i)D\phi_{\tau,\epsilon}(x))\|^2 - \|P^N_{\tau,\epsilon}(D\phi_{\tau,\epsilon}(x))\|^2 \right) dt \pi^N_\tau(dx) \right|
\]

\[
= \left| \int_{H_N} \int_{t_i}^{t_{i+1}} \left( P^N_{\tau,\epsilon}Q^\frac{1}{2}(S^N(t - t_i) - Id)D\phi_{\tau,\epsilon}(x), Q^\frac{1}{2}(S^N(t - t_i) + Id)D\phi_{\tau,\epsilon}(x) \right) dt \pi^N_\tau(dx) \right|
\]

\[
\leq \int_{H_N} \int_{t_i}^{t_{i+1}} \|P^N_{\tau,\epsilon}(\frac{\beta+1}{2}Q^\frac{1}{2}(-A)^{-\frac{1}{2}(\beta+1)\gamma}(S^N(t - t_i) - Id)(-A)^{-1-\gamma}D\phi_{\tau,\epsilon}(x))\|	imes
\]

\[
\times \|(\frac{\beta+1}{2}Q^\frac{1}{2}(S^N(t - t_i) + Id)(-A)^{-\frac{1}{2}(\beta+1)\gamma}D\phi_{\tau,\epsilon}(x))\| dt \pi^N_\tau(dx)
\]

\[
\leq \int_{H_N} \int_{t_i}^{t_{i+1}} C\|(-A)^{-\frac{1}{2}(\beta+1)\gamma}(S^N(t - t_i) - Id)\|_{L(H)}\|(-A)^{-\frac{1}{2}(\beta+1)\gamma}Q^\frac{1}{2}(S^N(t - t_i) + Id)\|_{L(H)} \times
\]

\[
\times \int_{H_N} \int_{t_i}^{t_{i+1}} \left( \|P^N_{\tau,\epsilon}(\frac{\beta+1}{2}Q^\frac{1}{2}(-A)^{-\frac{1}{2}(\beta+1)\gamma}(S^N(t - t_i) - Id))\|^2 - \|P^N_{\tau,\epsilon}(D\phi_{\tau,\epsilon}(x))\|^2 \right) dt \pi^N_\tau(dx) \right|
\]
\[ \|(-A)^{1-\gamma}D\phi_{r,\epsilon}(x)\| \leq \|A^{1-\gamma}D\phi_{r,\epsilon}(x)\| \|\pi_r^N(x)\| dx, \]

where in the last step we use the fact that \((S^N(t-t_i) + \text{Id}) \in \mathcal{L}(H)\). Utilizing (2.22), (2.22) and the finiteness of algebraic moments for \(\pi_r^N\) (see Proposition 2.3), we obtain

\[ |I_{2,1}| \leq C \tau \int_{H_N} \tau^{1+\beta-\gamma}(\|(-A)^{\frac{\beta}{2}} Q^\frac{1}{2} \|^2_{\mathcal{L}(H)})(\|(-A)^{1-\gamma}D\phi_{r,\epsilon}(x)\| \|\pi_r^N(x)\| dx) \]

\[ \leq C(\|(-A)^{\frac{\beta}{2}} Q^\frac{1}{2} \|^2_{\mathcal{L}(H)}\|h\|_{L^1(\mathbb{R}^n)} \tau^{1+\beta-\gamma+1}, \]

and hence \(\tau^\beta \sum_{i=0}^{m-1} \pi_r^N(f_{r,\epsilon}^N - \tau f_{r,\epsilon}^N) \to 0\) as \(\tau \to 0\).

For the term \(I_{2,3}\),

\[ \pi_r^N(f_{r,\epsilon}^N) - \pi(f_{r,\epsilon}) = [\pi_r^N(f_{r,\epsilon}^N) - \pi(f_{r,\epsilon}^N)] + [\pi(f_{r,\epsilon}^N) - \pi(f_{r,\epsilon})] =: I_{2,3}^1 + I_{2,3}^2. \]

Using (2.22) and the finiteness of the algebraic moment of \(\pi\) (see Proposition 2.1), the term \(I_{2,3}^2\) can be estimated as

\[ |I_{2,3}^2| = \|\pi(f_{r,\epsilon}^N - f_{r,\epsilon})\| = \pi(\|P^N - \text{Id}) Q^\frac{1}{2} D\phi_{r,\epsilon}\|^2) \]

\[ \leq \|P^N - \text{Id}\|^2_{\mathcal{L}(H)} \|(-A)^{\frac{\beta}{2}} Q^\frac{1}{2} \|^2_{\mathcal{L}(H)} \pi(\|(-A)^{\frac{\beta}{2}} D\phi_{r,\epsilon}\|^2) \]

\[ \leq C\|P^N - \text{Id}\|^2_{\mathcal{L}(H)} \|(-A)^{\frac{\beta}{2}} Q^\frac{1}{2} \|^2_{\mathcal{L}(H)} (1 + \pi(\|\cdot\|^4)), \]

which goes to 0 as \(\tau \to 0\). Actually, \(\tau \to 0\) means \(N \to \infty\). The remaining terms \(I_{2,2}\) and \(I_{2,3}^1\) can be estimated according to the fact that \(f_{r,\epsilon}^N \in C^1_{\alpha}\) and Remark 2.7.

It remains to prove \(I_3 \to 0\) as \(\tau \to 0\). We deduce from Hölder’s inequality, (2.22) and Lemma 2.9 that

\[ I_3 \leq \left[ \int_H \|Q^\frac{1}{2} D\phi_{r,\epsilon}(x)\|^2 - \|Q^\frac{1}{2} D\phi(x)\|^2 \pi(dx) \right]^2 \]

\[ = \left[ \int_H \langle Q^\frac{1}{2} (D\phi_{r,\epsilon}(x) - D\phi(x)), Q^\frac{1}{2} (D\phi_{r,\epsilon}(x) + D\phi(x)) \rangle \pi(dx) \right]^2 \]

\[ \leq C\|Q\|^2_{\mathcal{L}(H)} \int_H \|D\phi_{r,\epsilon}(x) - D\phi(x)\|^2 \pi(dx) \int_H \|D\phi_{r,\epsilon}(x) + D\phi(x)\|^2 \pi(dx) \to 0 \text{ as } \tau \to 0. \]

The proof is finished. \(\square\)

5.2. Proof of Proposition 3.3. Before giving the proof of Proposition 3.3, we present the following lemma which paved a way for proving Proposition 3.3.

Lemma 5.1. Let \(\Theta : H \times \mathbb{R}^N \to \mathbb{R}\) be a measurable function, and let \(Y_k\) be \(H\)-valued \(\mathcal{F}_{t_k}\)-measurable random variables, and \(\{r_k^1, \ldots, r_k^N\}\) be real-valued \(\mathcal{F}_{t_{k+1}}\)-measurable and \(\mathcal{F}_{t_k}\)-independent random variables for \(k = 0, 1, \ldots, m - 1\). If for \(k = 0, 1, \ldots, m - 1\),

\[ \mathbb{E}[\Theta(Y_k, r_k^1, \ldots, r_k^N)|\mathcal{F}_{t_k}] = 0 \]

and

\[ \sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E}[\Theta(Y_k, r_k^1, \ldots, r_k^N)^n|\mathcal{F}_{t_k}] \leq \frac{C}{m} \]

for some \(C > 0\), then

\[ \mathbb{E}\left[ \exp\left\{ \sum_{k=0}^{m-1} \Theta(Y_k, r_k^1, \ldots, r_k^N) \right\} \right] \leq e^C. \]
Proof. By Taylor’s expansion, we have
\[ \mathbb{E}[\exp\{\Theta(Y_k, r_k^1, \ldots, r_k^N)\}|\mathcal{F}_{t_k}] \]
\[ \leq 1 + \sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E}\left[|\Theta(Y_k, r_k^1, \ldots, r_k^N)|^n\right] \leq 1 + \frac{C}{m}. \]
Hence, by iterating, we get
\[ \mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-1} \Theta(Y_k, r_k^1, \ldots, r_k^N)\right\}\right] \]
\[ = \mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-2} \Theta(Y_k, r_k^1, \ldots, r_k^N)\right\}\mathbb{E}\left[\exp\left\{\Theta(Y_{m-1}, r_{m-1}^1, \ldots, r_{m-1}^N)\right\}|\mathcal{F}_{t_{m-1}}\right]\right] \]
\[ \leq \left(1 + \frac{C}{m}\right)^m \leq e^C. \]
The proof is finished. \qed

With this lemma in hand, we give the proof of Proposition 3.3.

Proof of Proposition 3.3. Below, we give estimates of \( R_{\tau,i}^N, i = 1, \ldots, 5 \) introduced in subsection 3.2.

Estimate of \( R_{\tau,1}^N \). By Chébyshov’s inequality and (2.22), for each fixed \( a > 0 \),
\[ \mathbb{P}(\|R_{\tau,1}^N\| \geq a) \leq a^{-1} \tau^{\frac{\alpha}{2}} \mathbb{E}[|\phi_{\tau,\epsilon}(X_m^N) - \phi_{\tau,\epsilon}(X_0^N)|] \leq a^{-1} \tau^{\frac{\alpha}{2}} C \|h\|_\infty (1 + \sup_{k \in \mathbb{N}} \mathbb{E}[\|X_k^N\|^2]) \to 0 \text{ as } \tau \to 0. \]

Estimate of \( R_{\tau,2}^N \). For \( \gamma > 0 \) small enough, by the linear growth property of \( F \) and (2.22),
\[ \mathbb{P}(\|R_{\tau,2}^N\| \geq a) \leq a^{-1} \tau^{\frac{\alpha}{2}} \sum_{k=0}^{m-1} \mathbb{E}\left[\left\|\int_{t_k}^{t_{k+1}} (\text{Id} - S^N(t - t_k)) F(X_k^N) dt, D\phi_{\tau,\epsilon}(X_k^N)\right\|\right] \]
\[ \leq C \tau^{1+\frac{\alpha}{2}} \sum_{k=0}^{m-1} \tau^{1-\gamma} \mathbb{E}\left[\|F(X_k^N)\||(-A)^{1-\gamma} D\phi_{\tau,\epsilon}(X_k^N)\|\right] \]
\[ \leq C \tau^{1+\frac{\alpha}{2}} \left(1 + \sup_{k \in \mathbb{N}} \mathbb{E}[\|X_k^N\|^3]\right) \to 0 \text{ as } \tau \to 0. \]

Estimate of \( R_{\tau,3}^N \). Noting that \( D^2 \phi_{\tau,\epsilon}(x) = (D^2 \phi_{\tau,\epsilon}(x))^* \), the term \( R_{\tau,3}^N \) can be divided into four terms denoted by \( R_{\tau,i}^{N,i}, i = 1, 2, 3, 4 \), where
\[ R_{\tau,3}^{N,1} := \frac{1}{2} \tau^{1+\frac{\alpha}{2}} \sum_{k=0}^{m-1} \text{Tr}(Q D^2 \phi_{\tau,\epsilon}(X_k^N)) - \frac{1}{2} \tau^{\frac{3}{2}} \sum_{k=0}^{m-1} \langle S^N(\tau) P^N \Delta W_k, D^2 \phi_{\tau,\epsilon}(X_k^N) S^N(\tau) P^N \Delta W_k \rangle, \]
\[ R_{\tau,3}^{N,2} := - \frac{1}{2} \tau^{\frac{3}{2}} \sum_{k=0}^{m-1} \langle (S^N(\tau) - \text{Id}) X_k^N + \tau S^N(\tau) F^N(X_k^N), \]
\[ D^2 \phi_{\tau,\epsilon}(X_k^N) ((S^N(\tau) - \text{Id}) X_k^N + \tau S^N(\tau) F^N(X_k^N)) \rangle, \]
\[ R_{\tau,3}^{N,3} := - \sum_{k=0}^{m-1} \tau^{\frac{3}{2}} \langle D^2 \phi_{\tau,\epsilon}(X_k^N)(S^N(\tau) - \text{Id}) X_k^N, S^N(\tau) P^N \Delta W_k \rangle, \]
\[ R_{\tau,3}^{N,4} := - \tau^{\frac{3}{2}} \sum_{k=0}^{m-1} \langle D^2 \phi_{\tau,\epsilon}(X_k^N)(S^N(\tau) - \text{Id}) X_k^N, S^N(\tau) P^N \Delta W_k \rangle, \]
\[ R_{\tau,3}^{N,4} := - \sum_{k=0}^{m-1} \tau^{\frac{\beta}{2}} \langle S^N(\tau) P^N \Delta W_k, D^2 \phi_{\tau,e}(X_k^N) S^N(\tau) P^N(X_k^N) \rangle. \]

**Estimate of** \( R_{\tau,3}^{N,1} \). The term \( R_{\tau,3}^{N,1} \) can be further divided into four terms by inserting some terms, precisely, we have

\[
R_{\tau,3}^{N,1} = \frac{1}{2} \tau^{1 + \frac{\beta}{4}} \sum_{k=0}^{m-1} \left[ \text{Tr}(Q D^2 \phi_{\tau,e}(X_k^N)) - \text{Tr}(P^N Q^{\frac{1}{2}} D^2 \phi_{\tau,e}(X_k^N) S^N(\tau) Q^{\frac{1}{2}}) \right] \\
+ \frac{1}{2} \tau^{1 + \frac{\beta}{4}} \sum_{k=0}^{m-1} \text{Tr}(P^N Q^{\frac{1}{2}} (\text{Id} - S^N(\tau)) D^2 \phi_{\tau,e}(X_k^N) S^N(\tau) Q^{\frac{1}{2}}) \\
+ \frac{1}{2} \tau^{1 + \frac{\beta}{4}} \sum_{k=0}^{m-1} \sum_{j=1}^{N} \langle Q^{\frac{1}{2}} S^N(\tau) D^2 \phi_{\tau,e}(X_k^N) S^N(\tau) Q^{\frac{1}{2}} e_j, e_j \rangle \left[ 1 - \left( \frac{\Delta_k \beta_j}{\sqrt{\tau}} \right)^2 \right] \\
- \frac{1}{2} \tau^{1 + \frac{\beta}{4}} \sum_{k=0}^{m-1} \sum_{j \neq j}^{N} \langle Q^{\frac{1}{2}} S^N(\tau) D^2 \phi_{\tau,e}(X_k^N) S^N(\tau) Q^{\frac{1}{2}} e_i, e_j \rangle \frac{\Delta_k \beta_i \Delta_k \beta_j}{\sqrt{\tau}} \\
=: R_{\tau,3}^{N,1.1} + R_{\tau,3}^{N,1.2} + R_{\tau,3}^{N,1.3} + R_{\tau,3}^{N,1.4}.
\]

Noting that

\[
P(R_{\tau,3}^{N,1} \geq a) \leq \sum_{i=1}^{4} P(R_{\tau,3}^{N,1,i} \geq \frac{a}{4}), \quad P(-R_{\tau,3}^{N,1} \geq a) \leq \sum_{i=1}^{4} P(-R_{\tau,3}^{N,1,i} \geq \frac{a}{4}),
\]

it suffices to prove that \( P(R_{\tau,3}^{N,1,i} \geq \frac{a}{4}) \) and \( P(-R_{\tau,3}^{N,1,i} \geq \frac{a}{4}) \) converge to zero as \( \tau \to 0 \) for \( i = 1, 2, 3, 4 \).

For the term \( R_{\tau,3}^{N,1.1} \), by using [18, Lemma 16.20] and the assumption \( Q \) commutes with \( A \), we get

\[
\text{Tr}(P^N Q^{\frac{1}{2}} Q^{\frac{1}{2}} D^2 \phi_{\tau,e}(x)) = \text{Tr}(Q^{\frac{1}{2}} D^2 \phi_{\tau,e}(x) P^N Q^{\frac{1}{2}})
\]

and

\[
\text{Tr}((\text{Id} - P^N) Q^{\frac{1}{2}} Q^{\frac{1}{2}} D^2 \phi_{\tau,e}(x)) \\
= \text{Tr}((\text{Id} - P^N)(-A)^{-\beta + \gamma}(-A)^{\frac{\beta}{4} - \frac{1}{4}} Q^{\frac{1}{2}} (-A)^{\frac{1}{2} - \frac{1}{2} \gamma} D^2 \phi_{\tau,e}(x)) \\
= \text{Tr}((-A)^{\frac{\beta}{4} - \frac{1}{2}} Q^{\frac{1}{2}} (-A)^{1 - \gamma} D^2 \phi_{\tau,e}(x) (\text{Id} - P^N)(-A)^{-\beta + \gamma}(-A)^{\frac{1}{2} - \frac{1}{2} \gamma} Q^{\frac{1}{2}}).
\]

Therefore, applying [22, 23], the assumption that \( A \) commutes with \( Q \), the inequality \( \| (\text{Id} - P^N)(-A)^{-\beta + \gamma} \|_{L(H)} \leq N^{-2(\beta - \gamma)} \) with \( \gamma \leq \beta \) and the fact that \( P^N e_j = e_j \) for \( j = 1, \ldots, N \), we have

\[
E|\text{R}_{\tau,3}^{N,1,1}| \\
= \frac{1}{2} \tau^{1 + \frac{\beta}{4}} E \left[ \sum_{k=0}^{m-1} \left( \text{Tr}(P^N Q D^2 \phi_{\tau,e}(X_k^N)) - \text{Tr}(P^N Q^{\frac{1}{2}} D^2 \phi_{\tau,e}(X_k^N) S^N(\tau) Q^{\frac{1}{2}}) \right) \\
+ \sum_{k=0}^{m-1} \text{Tr}((\text{Id} - P^N) Q D^2 \phi_{\tau,e}(X_k^N)) \right].
\]
\[
= \frac{1}{2} \tau^{1+\frac{\beta}{2}} \| \sum_{k=0}^{m-1} \sum_{j=1}^{N} \left( (D^2 \phi_{\tau,\epsilon}(X_k^N)P^NQ^\frac{1}{2}e_j, Q^\frac{1}{2}e_j) - (D^2 \phi_{\tau,\epsilon}(X_k^N)S^N(\gamma)Q^\frac{1}{2}P^N e_j, Q^\frac{1}{2}e_j) \right) \\
+ \sum_{k=0}^{m-1} \text{Tr}(\text{Id} - P^N)QD^2 \phi_{\tau,\epsilon}(X_k^N)) \| \| \leq C\tau^{1+\frac{\beta}{2}} \sum_{k=0}^{m-1} \sum_{j=1}^{N} \tau^{\beta-\gamma} \| (-A^N)^{\frac{1+\beta}{2}-\gamma}D^2 \phi_{\tau,\epsilon}(X_k^N)(-A^N)^{\frac{1+\beta}{2}} \|_{L(H)} \| (-A)^{\frac{\beta-1}{2}} Q^\frac{1}{2}e_j \| ^2 \\
+ C\tau^{1+\frac{\beta}{2}} \sum_{k=0}^{m-1} \sum_{j=1}^{N} \sum_{k=0}^{m-1} \sum_{j=1}^{\infty} \| (-A)^{-\gamma}D^2 \phi_{\tau,\epsilon}(X_k^N) \|_{L(H)} \| (\text{Id} - P^N)(-A)^{-\beta+\gamma} \|_{L(H)} \| (-A)^{\frac{\beta-1}{2}} Q^\frac{1}{2}e_j \| ^2 \\
\leq C(\tau^{\frac{\beta}{2}-\gamma} + \tau^{-\frac{\beta}{2}} N^{-2(\beta-\gamma)}) (\sup_{k \in \mathbb{N}} \| X_k^N \| ^2 + 1),
\]

which converges to 0 when we assume that \( \alpha > \frac{1}{4} \) and take 0 < \( \gamma \leq \min\left\{ \frac{\beta}{2}, \frac{\beta}{4n}(\alpha - \frac{1}{4}) \right\} \).

Similarly, we can prove that \( \mathbb{E}|R_{N,1,i}^{2.3}| \leq C\tau^{\frac{\beta}{2}-\gamma} \). Applying the Chébyshev inequality yields that for each fixed \( a > 0 \), \( \mathbb{P}(|R_{N,1,i}^{1,2}| > \frac{a}{\tau}) \rightarrow 0 \) as \( \tau \rightarrow 0 \) for \( i = 1, 2 \).

It remains to prove that for each fixed \( a > 0 \), \( \mathbb{P}(\mathcal{R}_{N,3,i}^{1.3} \geq \frac{a}{\tau}) \rightarrow 0 \), \( \mathbb{P}(-\mathcal{R}_{N,3,i}^{1.3} \geq \frac{a}{\tau}) \rightarrow 0 \) as \( \tau \rightarrow 0 \) for \( i = 3, 4 \). By Chébyshev’s inequality \( \mathbb{P}(X > b) \leq e^{-b\mathbb{E}[e^X]} \) for \( b > 0 \) and a random variable \( X \), we have

\[
\mathbb{P}\left( \frac{1}{2} \tau^{1+\frac{\beta}{2}} \sum_{k=0}^{m-1} \sum_{j=1}^{N} \langle Q^{\frac{1}{2}}S^N(\tau)D^2 \phi_{\tau,\epsilon}(X_k^N)S^N(\tau)Q^{\frac{1}{2}}e_j, e_j \rangle \left(1 - \left(\frac{\Delta_k\beta_j}{\sqrt{\tau}}\right)^2 \right) \right) \geq \frac{a}{4} \tau^{-\gamma} \\
\leq e^{-4^{-1}a\tau^{-\gamma}} \mathbb{E}\left[ \exp\left\{ \frac{1}{2} \tau^{1+\frac{\beta}{2}} \sum_{k=0}^{m-1} \sum_{j=1}^{N} \langle Q^{\frac{1}{2}}S^N(\tau)D^2 \phi_{\tau,\epsilon}(X_k^N)S^N(\tau)Q^{\frac{1}{2}}e_j, e_j \rangle \left(1 - \left(\frac{\Delta_k\beta_j}{\sqrt{\tau}}\right)^2 \right) \right\} \right].
\]

Let

\[
\Theta(X_k^N, \Delta_k\beta_1, \ldots, \Delta_k\beta_N) = \frac{1}{2} \tau^{1+\frac{\beta}{2}} \sum_{j=1}^{N} \langle Q^{\frac{1}{2}}S^N(\tau)D^2 \phi_{\tau,\epsilon}(X_k^N)S^N(\tau)Q^{\frac{1}{2}}e_j, e_j \rangle \left(1 - \left(\frac{\Delta_k\beta_j}{\sqrt{\tau}}\right)^2 \right).
\]

On one hand, we can see that \( \mathbb{E} \Theta(X_k^N, \Delta_k\beta_1, \ldots, \Delta_k\beta_N) | F_{t_k} = 0 \). On the other hand, by using the assumption that \( A \) commutes with \( Q \), we have for \( k = 0, 1, \ldots, m - 1 \),

\[
\mathcal{J}_1 := \mathbb{E}\left[ \sum_{n=2}^{\infty} \frac{1}{n!} | \Theta(X_k^N, \Delta_k\beta_1, \ldots, \Delta_k\beta_N) | ^n | F_{t_k} \right] \\
= \mathbb{E}\left[ \sum_{n=2}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \tau^{1+\frac{\beta}{2}} \sum_{j=1}^{N} \langle Q^{\frac{1}{2}}S^N(\tau)D^2 \phi_{\tau,\epsilon}(X_k^N)S^N(\tau)Q^{\frac{1}{2}}e_j, e_j \rangle \left(1 - \left(\frac{\Delta_k\beta_j}{\sqrt{\tau}}\right)^2 \right) \right) | F_{t_k} \right] \\
\leq \mathbb{E}\left[ \sum_{n=2}^{\infty} \frac{1}{n!} \left( \frac{1}{2} \tau^{1+\frac{\beta}{2}} \sum_{j=1}^{N} \| (-A)^{-\gamma}(\Delta_k\beta_j)^{-\frac{\beta}{2}} \|_{L(H)} \times \| Q^{\frac{1}{2}}e_j \| ^2 \| (-A)^{\frac{1+\beta}{2}}Q^{\frac{1}{2}}e_j \| ^2 \| (-A)^{\frac{1+\beta}{2}}Q^{\frac{1}{2}}e_j \| ^2 \| L(H) \times \right) \right] \\
(1 + \left(\frac{\Delta_k\beta_j}{\sqrt{\tau}}\right)^2)^n | F_{t_k} \right] 
\]
\[
\begin{align*}
\leq \mathbb{E}
\left[ \sum_{n=2}^{\infty} \frac{1}{n!} \left( C\tau^{1+\frac{\beta}{2}-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma)} \| (-A) \frac{j-1}{2} Q_{j}^2 \|_{L_2(H)}^{2} \tau^{1+\epsilon-\gamma} \right) \left( 1 + \left( \frac{\Delta_{k,\beta_j}}{\sqrt{\tau}} \right)^2 \right)^n \right] \\
\end{align*}
\]

When \( \beta > \frac{1}{2} \), by the fact that \( \mathcal{N}(0, 1)(\cdot | 2^n) = (2n - 1)! \) for standard normal distribution \( \mathcal{N}(0, 1) \), we get that

\[
\mathcal{J}_1 \leq \mathbb{E}
\left[ \sum_{n=2}^{\infty} \frac{1}{n!} \left( C\tau^{1+\frac{\beta}{2}-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma)} \|(-A)\frac{j-1}{2}Q_{j}^2\|_{L_2(H)}^{2} \tau^{1+\epsilon-\gamma} \right) \left( 1 + \mathbb{E} \left[ \sup_{1 \leq j \leq N} \left( \frac{\Delta_{k,\beta_j}}{\sqrt{\tau}} \right)^2 \right] \right)^n \right]
\]

\[
\leq \sum_{n=2}^{\infty} \frac{1}{n!} \left( C\tau^{1+\frac{\beta}{2}-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma)} \|(-A)\frac{j-1}{2}Q_{j}^2\|_{L_2(H)}^{2} \tau^{1+\epsilon-\gamma} \right) \left( 1 + \mathbb{E} \left[ \sup_{1 \leq j \leq N} \left( \frac{\Delta_{k,\beta_j}}{\sqrt{\tau}} \right)^2 \right] \right)^n 2^{-n-1} (1 + N \times (2n - 1)!!)
\]

\[
\leq \sum_{n=2}^{\infty} \frac{(2n)!!}{n!} (2C\tau^{1+\frac{\beta}{2}-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma)} \|(-A)\frac{j-1}{2}Q_{j}^2\|_{L_2(H)}^{2} \tau^{1+\epsilon-\gamma} ) N
\]

\[
\leq \sum_{n=2}^{\infty} (4C\tau^{1+\frac{\beta}{2}-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma)} \|(-A)\frac{j-1}{2}Q_{j}^2\|_{L_2(H)}^{2} \tau^{1+\epsilon-\gamma} N^{1/2})^n.
\]

Since \( \epsilon > \frac{\alpha-\beta}{2} \), we have \( \epsilon \geq \frac{\alpha-\beta}{2} + \gamma \) for \( \gamma > 0 \) sufficiently small, i.e., \( 1 + \epsilon - \gamma - \frac{1}{2} \alpha \geq \frac{1+\beta}{2} \).

Taking \( \tau \) small enough such that \( 4C\tau^{1+\frac{\beta}{2}-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma)} \|(-A)\frac{j-1}{2}Q_{j}^2\|_{L_2(H)}^{2} \tau^{1+\epsilon-\gamma} \lesssim \frac{1}{2} \), we obtain

\[
\mathcal{J}_1 \leq \sum_{n=2}^{\infty} \left[ 4C\tau^{1+\frac{\beta}{2}-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma)} \|(-A)\frac{j-1}{2}Q_{j}^2\|_{L_2(H)}^{2} \tau^{1+\epsilon-\gamma} N^{1/2} \right]^n \leq C\tau^{1+\beta} = \frac{C}{m}.
\]

When \( 0 < \beta \leq \frac{1}{2} \), applying Hölder’s inequality gives that

\[
\mathcal{J}_1 \leq \mathbb{E}
\left[ \sum_{n=2}^{\infty} \frac{1}{n!} \left( C\tau^{1+\epsilon-\gamma} \left( \sum_{j=1}^{N} j^{-2(\beta-\gamma) \times \frac{1}{2(\beta-\gamma)}} \right)^{2(3-\beta)} \tau^{1+\epsilon-\gamma} \left( \sum_{j=1}^{N} \left( 1 + \left( \frac{\Delta_{k,\beta_j}}{\sqrt{\tau}} \right)^2 \right)^n \right) \right) \right]
\]

\[
\leq \sum_{n=2}^{\infty} \frac{1}{n!} \left( C\tau^{1+\epsilon-\gamma} \sum_{j=1}^{N} j^{-2(\beta-\gamma) \times \frac{1}{2(\beta-\gamma)}} \right)^{2(3-\beta)} \tau^{1+\epsilon-\gamma} \left( \sum_{j=1}^{N} \left( 1 + \left( \frac{\Delta_{k,\beta_j}}{\sqrt{\tau}} \right)^2 \right)^n \right)
\]

\[
\leq \sum_{n=2}^{\infty} \left( C\tau^{1+\epsilon-\gamma} N^{1-2(\beta-\gamma)} \right)^n.
\]

Since \( \epsilon > 0 \) and \( \alpha < \frac{1}{2} \), we have \( \epsilon \geq \frac{5\gamma}{2} > \frac{2\alpha(1-\beta+3\gamma)-1+\beta+2\gamma}{2} \) for \( \gamma > 0 \) sufficiently small, i.e., \( 1 + \epsilon - \gamma - \alpha(1 - 2\beta + 3\gamma) \geq \frac{1+\beta}{2} \). Taking \( \tau \) small enough such that \( C\tau^{1+\beta} \lesssim \frac{1}{2} \), we get

\[
\mathcal{J}_1 \leq C\tau^{1+\beta} = \frac{C}{m} \quad \text{for} \quad \beta \leq \frac{1}{2}.
\]

Applying Lemma 5.1, we get \( \mathbb{P}(\mathcal{R}_{\tau,1,3}^{N,1} \geq \frac{a}{4}) \leq Ce^{-a^{\tau-\gamma}} \rightarrow 0 \) as \( \tau \rightarrow 0 \). By the similar procedure, we can prove that \( \mathbb{P}(\mathcal{R}_{\tau,1,3}^{N,1} \geq \frac{a}{4}) \leq Ce^{-a^{\tau-\gamma}} \rightarrow 0 \) as \( \tau \rightarrow 0 \), for each fixed \( a > 0 \). These imply that \( \mathbb{P}(\mathcal{R}_{\tau,1,3}^{N,1} \geq \frac{a}{4}) \rightarrow 0 \) as \( \tau \rightarrow 0 \).

Similarly, for the term \( \mathcal{R}_{\tau,1,4}^{N,1} \), note that for \( k = 0, 1, \ldots, m - 1 \),

\[
\mathbb{E}
\left[
\sum_{i \neq j} \langle Q_{j}^2 \delta^N(\tau)D^2 \phi_{\tau,\epsilon}(X_k^N) \delta^N(\tau)Q_{j}^2 \delta_{i,\epsilon} \rangle \Delta_{k,\beta_i} \Delta_{k,\beta_j} \right] = 0
\]
similarly, we omit the proofs.

The remaining proof is similar to that of \( \beta < \frac{1}{2} \). When \( \beta > \frac{1}{2} \), we have

\[
J_2 \leq E \left[ \sum_{n=2}^{\infty} \frac{1}{n!} \left( C_T^{\frac{1}{2}(1+\epsilon-\gamma)} \sum_{i=1}^{N} i^{-2(\beta-\gamma)} \sup_{1 \leq i \leq N} \left| \frac{\Delta_k \beta_i}{\sqrt{T}} \right|^2 n \right)^n \right] \leq \sum_{n=2}^{\infty} (C_T^{1+\epsilon-\gamma} N^{\frac{1}{2}})^n.
\]

When \( \beta < \frac{1}{2} \), we have

\[
J_2 \leq E \left[ \sum_{n=2}^{\infty} \frac{1}{n!} \left( C_T^{1+\epsilon-\gamma} \left( \sum_{i=1}^{N} i^{-2(\beta-\gamma)} \times 2^{\beta-3\gamma} \left( \sum_{i=1}^{N} \left| \frac{\Delta_k \beta_i}{\sqrt{T}} \right|^2 \times i^{-1/2(\beta+3\gamma)} \right)^{1-2\beta+3\gamma} \right)^n \right] \leq \sum_{n=2}^{\infty} (C_T^{1+\epsilon-\gamma} N^{1-2\beta+3\gamma})^n.
\]

The remaining proof is similar to that of \( J_1 \). We omit it. Hence, we get \( R_{t,3}^{N,1} \overset{P}{\to} 0 \) as \( \tau \to 0 \).

**Estimate of \( R_{t,3}^{N,2} \).** The term \( R_{t,3}^{N,2} \) can be divided into four terms, we only present the estimate of the low order term, i.e.,

\[
E \left| \sum_{k=0}^{m-1} \tau^k \left< (S^N(\tau) - Id)X_k^N, D^2 \phi_{\tau,\epsilon}(X_k^N)(S^N(\tau) - Id)X_k^N \right> \right|
\]

\[
\leq C_T^{\frac{\beta}{2}} \sum_{k=0}^{m-1} \tau^{1-\gamma} \tau^\beta E \left[ \| (-A)^{1-\gamma} D^2 \phi_{\tau,\epsilon}(X_k^N) \|_{L(H)} \| (A)^{\frac{\beta}{2}} X_k^N \|_2^2 \right]
\]

\[
\leq C_T^{\frac{\beta}{2} - \gamma} \sup_{k \in \mathbb{N}} E \left[ \| X_k^N \|_4^4 + \| X_k^N \|_\beta^4 + 1 \right]
\]

goes to 0 as \( \tau \to 0 \) for \( \gamma < \frac{\beta}{2} \). The other three terms are high order terms that can be proved similarly, we omit the proofs.

**Estimate of \( R_{t,3}^{N,3} \).** By Proposition 2.2 and (2.23),

\[
E|R_{t,3}^{N,3}| = E \left[ \sum_{k=0}^{m-1} \tau^k \left< D^2 \phi_{\tau,\epsilon}(X_k^N)(S^N(\tau) - Id)X_k^N, S^N(\tau) P^N \Delta W_k \right> \right]
\]
By using the fact that 
where \( \mu \) is a parameter to be determined. Using the property of the exponential martingale, we know that \( \mathbb{E}[\exp\{\tilde{J}_k\} | \mathcal{F}_{t_k}] = 1 \). Hence, by iterating, we get

\[
\mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-1} \tilde{J}_k\right\}\right] = \mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-2} \tilde{J}_k\right\}\mathbb{E}\left[\exp\{\tilde{J}_{m-1}\} | \mathcal{F}_{m-1}\right]\right] = 1.
\]

Then Hölder’s inequality yields that

\[
\mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-1} \mu^{1+\frac{\beta}{2}-\epsilon} \langle D^2 \phi_{\tau,e}(X_k^{N}) S^N(\tau) F^N(X_k^{N}), S^N(\tau) P^N \frac{\Delta W_k}{\sqrt{\tau}} \rangle\right\}\right] \leq \left(\mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-1} \tilde{J}_k\right\}\right]\right)^{\frac{1}{2}} \left(\mathbb{E}\exp\left\{\sum_{k=0}^{m-1} 2\mu^{2+\beta-2\epsilon} \sum_{j=1}^{N} \langle D^2 \phi_{\tau,e}(X_k^{N}) S^N(\tau) F^N(X_k^{N}), S^N(\tau) Q^{\frac{1}{2} \epsilon_j} \rangle^2\right\}\right)^{\frac{1}{2}}.
\]

These, together with Chébyshov’s inequality lead to

\[
P(-\mathcal{R}_{\tau,3}^{N,4} > a) \leq e^{-a \mu^{1+\frac{\beta}{2}-\epsilon}} \mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-1} \mu^{1+\frac{\beta}{2}-\epsilon} \langle D^2 \phi_{\tau,e}(X_k^{N}) S^N(\tau) F^N(X_k^{N}), S^N(\tau) P^N \frac{\Delta W_k}{\sqrt{\tau}} \rangle\right\}\right] \leq e^{-a \mu^{1+\frac{\beta}{2}-\epsilon}} \left(\mathbb{E}\exp\left\{\sum_{k=0}^{m-1} 2\mu^{2+\beta-2\epsilon} \sum_{j=1}^{N} \langle D^2 \phi_{\tau,e}(X_k^{N}) S^N(\tau) F^N(X_k^{N}), S^N(\tau) Q^{\frac{1}{2} \epsilon_j} \rangle^2\right\}\right)^{\frac{1}{2}}.
\]

By using the fact that \( \|(-A)^{\frac{1+\beta}{2}} D^2 \phi_{\tau,e}(x)\|_{\mathcal{L}(H)} \leq C \tau^{-\frac{\beta}{2}+\epsilon} \) and the Lipschitz continuity of \( F \), we have

\[
P(-\mathcal{R}_{\tau,3}^{N,4} > a) \leq e^{-a \mu^{1+\frac{\beta}{2}-\epsilon}} \left(\mathbb{E}\left[\exp\left\{\sum_{k=0}^{m-1} C \mu^{2+\beta-2\epsilon} \| F^N(X_k^{N}) \|_2 \| (-A)^{\frac{\beta+1}{2}} Q^{\frac{1}{2} \epsilon_j} \|_{\mathcal{L}_2(H)}\right\}\right]\right)^{\frac{1}{2}}.
\]
By Young's inequality

\[ bc \]

and being the same as that in (5.3), and using (5.4) and Hölder's inequality, we get

\[ \mu \text{ hold for all } \]

We claim that \( V_k^N := \int_0^{t_k} S^N(t_k - [s] \tau) P^N dW(s), \) \( Z_k^N := X_k^N - V_k^N. \)

Then by [9] Lemma 4.1, we have

\[ \| Z_{k+1}^N \|^2 \leq e^{-(\lambda_1 - K)^\tau} \| Z_k^N \|^2 + 2(\tau^2 + \frac{\tau}{\lambda_1 - K}) e^{-2\lambda_1 \tau} \| F^N(V_k^N) \|^2 \leq e^{-(\lambda_1 - K)^\tau} \| Z_k^N \|^2 + C\tau (\| V_k^N \|^2 + 1). \]

By Young's inequality \( bc \leq \frac{b^p}{p} + \frac{c^q}{q} \) with \( p = e^{(\lambda_1 - K)^\tau}, \) the Fernique Theorem (see e.g. [11, Theorem 2.7]) and Assumption [3] we obtain that

\[ \mathbb{E} \left[ \exp \left\{ \mu \| Z_{k+1}^N \|^2 \right\} \right] \leq e^{-(\lambda_1 - K)^\tau} \mathbb{E} \left[ \exp \left\{ \mu \| Z_k^N \|^2 \right\} \right] + (1 - e^{-(\lambda_1 - K)^\tau}) \mathbb{E} \left[ \exp \left\{ \frac{C\mu \tau (\| V_k^N \|^2 + 1)}{1 - e^{-(\lambda_1 - K)^\tau}} \right\} \right] \leq e^{-(\lambda_1 - K)^\tau} \mathbb{E} \left[ \exp \left\{ \mu \| Z_k^N \|^2 \right\} \right] + C \sum_{j=0}^k e^{-(\lambda_1 - K)^\tau j} (1 - e^{-(\lambda_1 - K)^\tau}) \leq C \]

and

\[ \mathbb{E} \left[ e^{\mu \| X_{k+1}^N \|^2} \right] \leq \mathbb{E} \left[ e^{\mu \| Z_{k+1}^N \|^2 + \frac{1}{2} \| V_k^N \|^2} \right] \leq \left( \mathbb{E} \left[ e^{\mu \| Z_{k+1}^N \|^2} \right] \mathbb{E} \left[ e^{\mu \| V_k^N \|^2} \right] \right)^{\frac{1}{2}} \leq C \]

hold for all \( \mu \leq \mu_1 \) independent of \( \tau \) with some \( \mu_1 > 0. \) Taking \( \mu \leq \min \{ \mu_1, (4C)^{-1} \} \) with \( C \)

being the same as that in (5.3), and using (5.4) and Hölder's inequality, we get

\[ \mathbb{E} \left[ \exp \left\{ \sum_{k=0}^{m-1} \tilde{C} \mu^2 \tau^2 \| X_k^N \|^2 \right\} \right] \leq \Pi_{k=0}^{m-1} \left( \mathbb{E} \left[ \exp \left\{ m \tilde{C} \mu^2 \tau^2 \| X_k^N \|^2 \right\} \right] \right)^{\frac{1}{m}} \leq \Pi_{k=0}^{m-1} C^{\frac{1}{m}} \leq C. \]

The proof of the claim is completed.

By the same argument, we obtain the same bound for \( \mathbb{P}(\mathcal{R}_{\tau,3}^N > a). \) Thus,

\[ \mathbb{P}(\mathcal{R}_{\tau,3}^N > a) \leq Ce^{-a\tau^{-\frac{1}{2} - \epsilon}} \to 0 \text{ as } \tau \to 0. \]

**Estimate of** \( \mathcal{R}_{\tau,4}^N. \)

Noticing that

\[ \mathcal{R}_{\tau,4}^N = -\tau^{\frac{3}{2}} \sum_{k=0}^{m-1} \mathcal{R}^N_{k,\phi_{\tau,s}} \]
\[
\sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k))(X^N_{k+1} - X^N_k, X^N_{k+1} - X^N_k, X^N_{k+1} - X^N_k)dt
\]

and

\[
X^N_{k+1} - X^N_k = (S^N(\tau) - \text{Id})X^N_k + \tau S^N(\tau)F^N(X^N_k) + S^N(\tau)P^N \Delta W_k,
\]

it is natural to split \(R^N_{r,4}\) into two terms denoted by \(R^N_{r,4,1}, R^N_{r,4,2}\) with

\[
R^N_{r,4,1} := -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k))(S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt
\]

and \(R^N_{r,4,2} := R^N_{r,4} - R^N_{r,4,1}\).

The estimate of the term \(R^N_{r,4,2}\) is similar to that of \(R^N_{r,3}\), and we take the estimate of

\[
G_1 := \sum_{k=0}^{m-1} \frac{\tau^\beta}{2} \int_0^1 (1-t)^2 D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k))
\]

as an example since the others are higher order terms. Precisely, applying (2.22) with \(\delta_1 = \beta - \gamma, \delta_2 = \delta_3 = \frac{1-\beta}{2}\) and [\(\text{[7 Theorem 1.1.9]}\) yields that

\[
E[G_1] = \frac{\tau^{1+\beta}}{2} \left[ \sum_{k=0}^{m-1} \int_0^1 (1-t)^2 D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) \left( (-A)^{1-\beta} S^N(\tau)(-A)^{\frac{\beta-1}{2}} \Delta W_k, (-A)^{1-\beta} S^N(\tau)(-A)^{\frac{\beta-1}{2}} \Delta W_k \right) dt \right]
\]

\[
\leq C\tau^{1+2\beta-\gamma} \left[ \sum_{k=0}^{m-1} E \left[ (1 + \|X^N_k\|^2 + \|X^N_{k+1}\|^2) \|X^N_k\|_\beta S^N(\tau)(-A)^{\frac{\beta-1}{2}} \Delta W_k \right] \right]
\]

\[
\leq C\tau^{\beta-\gamma} \left( \sup_{k \geq 0} E[1 + \|X^N_k\|^6] \sup_{k \geq 0} E[\|X^N_k\|_\beta^2] \right) \left( (1 - A)^{\frac{\beta-1}{2}} Q^2 \right) \|X^N_k\|_{L^2(H)}^2 \to 0 \text{ as } \tau \to 0.
\]

By the similar argument, we can get that for each fixed \(a > 0\),

\[
P(\|R^N_{r,4,2}\| > a) \leq \frac{2}{a} E[\|R^N_{r,4,2}\|] \to 0 \text{ as } \tau \to 0.
\]

Now we are in a position to prove \(P(\|R^N_{r,4,1}\| > \frac{\alpha}{2}) \to 0 \text{ as } \tau \to 0\). Let \(R^N_{r,4} = R^N_{r,4,1} + R^N_{r,4,2}\), where

\[
R^N_{r,4,1} := -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 \left[ D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) - D^3 \phi_{\tau,\epsilon}(X^N_k) \right] (S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt
\]

\[
= -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 \int_0^1 D^4 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) \cdot \left( t(X^N_{k+1} - X^N_k) \right) dt(t(X^N_{k+1} - X^N_k), S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt,
\]

\[
= -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 \left[ D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) - D^3 \phi_{\tau,\epsilon}(X^N_k) \right] (S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt
\]

\[
= -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 \left[ D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) - D^3 \phi_{\tau,\epsilon}(X^N_k) \right] (S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt
\]

\[
= -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 \left[ D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) - D^3 \phi_{\tau,\epsilon}(X^N_k) \right] (S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt
\]

\[
= -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 \left[ D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) - D^3 \phi_{\tau,\epsilon}(X^N_k) \right] (S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt
\]

\[
= -\tau^\beta \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1-t)^2 \left[ D^3 \phi_{\tau,\epsilon}(X^N_k + t(X^N_{k+1} - X^N_k)) - D^3 \phi_{\tau,\epsilon}(X^N_k) \right] (S^N(\tau)P^N \Delta W_k, S^N(\tau)P^N \Delta W_k)dt
\]
and
\[ R_{\tau,4}^{N,1.2} := -\tau^2 \sum_{k=0}^{m-1} \frac{1}{2} \int_0^1 (1 - t)^2 D^3 \phi_{\tau,\epsilon}(X_k^N) \left( S^N(\tau) P^N \Delta W_k, S^N(\tau) P^N \Delta W_k, S^N(\tau) P^N \Delta W_k \right) dt \]
\[ =: -\tau^2 \sum_{k=0}^{m-1} R_{\tau,4,k}^{N,1.2}. \]

Note that \( P(R_{\tau,4}^{N,1.2} > \frac{4}{\tau}) \leq e^{-\frac{\beta}{2} \tau^{-\epsilon} \epsilon} \mathbb{E} \left[ \exp \left\{ -\tau^{2-\epsilon} \sum_{k=0}^{m-1} R_{\tau,4,k}^{N,1.2} \right\} \right] \) and \( \mathbb{E}[R_{\tau,4,k}^{N,1.2} | \mathcal{F}_{tk}] = 0. \) Utilizing (2.29) and the Burkholder–Davis–Gundy inequality, we get for \( k = 0, 1, \ldots, m - 1, \)
\[ \sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E} \left[ |\tau^{2-\epsilon} R_{\tau,4,k}^{N,1.2} | \right] \mathbb{F}_{tk} \]
\[ = \sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E} \left[ \left\{ (\tau^{2-\epsilon}) \frac{1}{2} \int_0^1 (1 - t)^2 D^3 \phi_{\tau,\epsilon}(X_k^N) \left( (-A) \frac{1-\beta}{2} S^N(\tau)(-A) \frac{2-\beta}{2} P^N \Delta W_k, \right) \right\} dt \right] \mathbb{E}_{tk} \]
\[ \leq \sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E} \left[ \tau^{2-\epsilon} C_T \frac{\beta}{2} \frac{1}{2} \frac{1}{2} S^N(\tau)(-A) \frac{2-\beta}{2} P^N \Delta W_k \right] \mathbb{F}_{tk} \]
\[ \leq \sum_{n=2}^{\infty} \frac{1}{n!} ! \left( C_T \frac{\beta}{2} \frac{1}{2} \frac{1}{2} Q^\frac{1}{2} \mathbb{E} \left[ \frac{2}{2} \mathbb{E} \left[ \right] \mathbb{F}_{tk} \right] \right), \]

Take \( \tau < \frac{1}{2} \) so that \( C_T \frac{\beta}{2} \frac{1}{2} \frac{1}{2} Q^\frac{1}{2} \mathbb{E} \left[ \frac{2}{2} \mathbb{E} \left[ \right] \mathbb{F}_{tk} \right] \leq 1, \) then
\[ \sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E} \left[ \left\{ \tau^{2-\epsilon} R_{\tau,4,k}^{N,1.2} | \mathbb{F}_{tk} \right\} \right] \leq \sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E} \left[ \tau^\frac{2}{2} \mathbb{E} \left[ \frac{2}{2} \mathbb{E} \left[ \right] \mathbb{F}_{tk} \right] \right] \leq \frac{\tau^2}{2(1-\tau)} \leq \tau^2 \leq \frac{1}{m}. \]

Applying Lemma (5.1) leads to \( P(R_{\tau,4}^{N,1.2} > \frac{4}{\tau}) \leq C e^{-\frac{\beta}{2} \tau^{-\epsilon}}, \epsilon \in (\max\{0, \frac{\alpha-1-\beta}{2}, \frac{\beta}{2}\}). \) Similar argument yields the same bound for \( P(-R_{\tau,4}^{N,1.2} > \frac{4}{\tau}). \)

The term \( R_{\tau,4}^{N,1.1} \) can be divided into three subterms. Because the other subterms can be proved similarly, we only prove the subterm
\[ G_2 := \tau^\frac{2}{2} \sum_{k=0}^{m-1} \int_0^1 (1 - t)^2 \int_0^1 D^3 \phi_{\tau,\epsilon}(X_k^N + \hat{t}(X_{k+1}^N - X_k^N)) dt \]
\[ \left\{ tS^N(\tau) P^N \Delta W_k, S^N(\tau) P^N \Delta W_k, S^N(\tau) P^N \Delta W_k \right\} dt. \]

For \( \beta > \frac{1}{2}, \) applying (2.29) with \( \delta_i = \frac{1-\beta}{2}, i = 1, \ldots, 4, \) we obtain
\[ \mathbb{E}[G_2] \leq C T \frac{\beta}{2} \sum_{k=0}^{m-1} \mathbb{E} \left[ \left( 1 + \|X_k^N\|^2 + \|X_{k+1}^N\|^2 \right) \right] \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} S^N(\tau)(-A) \frac{2-\beta}{2} dW(s) \right] \leq C T \frac{\beta}{2}. \]

converges to 0 as \( \tau \to 0. \) For \( \beta \in (0, \frac{1}{2}], \) applying (2.29) with \( \delta_1 = \delta_2 = \frac{1-\beta}{2}, \delta_3 = \delta_4 = 0, \) we get the upper bound \( C T \frac{\beta}{2} N^{2(1-\beta)} \) for \( \mathbb{E}[G_2]. \) Since \( \alpha < \frac{1}{2}, \) we have \( \tau^{1-\frac{\beta}{2}} N^{2(1-\beta)} \leq 2 \tau^{1-\frac{\beta}{2}} N^{2(1-\beta)} \leq 2 \tau^{1-\frac{\beta}{2}}. \) Hence, \( \mathbb{E}[G_2] \leq C T \frac{\beta}{2} \to 0 \) as \( \tau \to 0 \) for \( \beta \in (0, \frac{1}{2}]. \)
Estimate of $\mathcal{R}_{\tau,5}^N$. The mild form of $X_{t}^{N,\tau}$ implies that for $t \in (t_k, t_{k+1}]$, we have
\[X_{t}^{N,\tau} - X_k^N = (S^N(t - t_k) - \text{Id})X_k^N + (t - t_k)S^N(t - t_k)F^N(X_k^N) + S^N(t - t_k)(W(t) - W(t_k)).\]
Therefore, $\mathcal{R}_{\tau,5}^N = \sum_{i=1}^{3} \mathcal{R}_{\tau,5,3}^N$ with
\[\mathcal{R}_{\tau,5,1}^N := \sum_{k=0}^{m-1} \left\langle \int_{t_k}^{t_{k+1}} A^N(S^N(t - t_k) - \text{Id})X_k^N dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle\]
\[\mathcal{R}_{\tau,5,2}^N := \sum_{k=0}^{m-1} \left\langle \int_{t_k}^{t_{k+1}} A^N(t - t_k)S^N(t - t_k)F^N(X_k^N) dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle\]
and
\[\mathcal{R}_{\tau,5,3}^N := \sum_{k=0}^{m-1} \left\langle \int_{t_k}^{t_{k+1}} A^NS^N(t - t_k)(W(t) - W(t_k)) dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle.\]
Taking $\nu = \frac{2\nu}{1-2\alpha} > 0$, where we use $\alpha < \frac{1}{2}$, we obtain
\[\mathbb{E} |\mathcal{R}_{\tau,5,1}^N| = \tau^\beta \mathbb{E} \left| \sum_{k=0}^{m-1} \left\langle \int_{t_k}^{t_{k+1}} A^N(S^N(t - t_k) - \text{Id})X_k^N dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle \right|\]
\[\leq \tau^\beta \mathbb{E} \left[ \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} \left\| (S^N(t - t_k) - \text{Id}) (-A)^{-\frac{\beta}{2} - \nu + \gamma} \left\| X_k^N \left\|_{\beta + 2\nu} \right\| (-A)^{-1 - \gamma} D\phi_{\tau,\epsilon}(X_k^N) \right\| dt \right]\]
\[\leq C\tau^{\nu - \gamma - 2\nu\alpha} \sup_{k \geq 0} \mathbb{E} \left( \left\| X_k^N \right\|_{\beta}(1 + \left\| X_k^N \right\|^2) \right) \leq C\tau^{\nu - \gamma - 2\nu\alpha} = C\tau^{\gamma} \to 0 \text{ as } \tau \to 0.\]
By (2.22) with $\delta_1 = 1 - \gamma$, we have
\[\mathbb{E} |\mathcal{R}_{\tau,5,2}^N| \leq \tau^\beta \mathbb{E} \left[ \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} \left\| (t - t_k)^1\gamma S^N(t - t_k) \right\|_{\mathcal{L}(H)} \| F^N(X_k^N) \| dt \left\| (-A)^{-1 - \gamma} D\phi_{\tau,\epsilon}(X_k^N) \right\| \right]\]
\[\leq C\tau^{\gamma} \mathbb{E} \left[ \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} \left\| F^N(X_k^N) \right\| \left\| (t - t_k)^1\gamma (-A)^{-1 - \gamma} D\phi_{\tau,\epsilon}(X_k^N) \right\| \right]\]
\[\leq C\tau^{1 - \frac{\gamma}{2} - \gamma} \sup_{k \geq 0} \mathbb{E} (1 + \left\| X_k^N \right\|^3) \to 0 \text{ as } \tau \to 0.\]
As for the term $\mathcal{R}_{\tau,5,3}$,
\[\mathbb{P}(\mathcal{R}_{\tau,5,3}^N > a) \leq e^{-a\tau^{-\epsilon}} \mathbb{E} \left[ \exp \left\{ \sum_{k=0}^{m-1} \left\langle \int_{t_k}^{t_{k+1}} A^NS^N(t - t_k)(W(t) - W(t_k)) dt, D\phi_{\tau,\epsilon}(X_k^N) \right\rangle \right\} \right]\]
\[=: e^{-a\tau^{-\epsilon}} \mathbb{E} \left[ \exp \left\{ \sum_{k=0}^{m-1} \mathcal{R}_{\tau,5,k}^{N,3} \right\} \right].\]
Note $\mathbb{E} |\mathcal{R}_{\tau,5,k}^{N,3} |^{2} \mathcal{F}_{t_k} = 0$. Applying Hölder’s inequality, the Burkholder–Davis–Gundy inequality and (2.22), we get for $k = 0, 1, \ldots, m - 1$,
\[\sum_{n=2}^{\infty} \frac{1}{n!} \mathbb{E} \left[ |\mathcal{R}_{\tau,5,k}^{N,3} |^{n} \mathcal{F}_{t_k} \right].\]
Applying Itô’s formula to $\Gamma_{r,\epsilon}$ where we take $0 < \tau < \frac{1}{2}$ such that $C\|(-A)^{\frac{\beta-1}{2}}Q_{\frac{1}{2}}^2\|_{L_2(H)}^{\frac{\beta}{2}-\gamma} \leq 1$. Hence, by Lemma 5.1, we have $\mathbb{P}(R_{\tau,\epsilon}^{\beta,3} > a) \to 0$ as $\tau \to 0$. Similar argument leads to $\mathbb{P}(R_{\tau,\epsilon}^{\beta,3} > a) \to 0$ as $\tau \to 0$.

Combining the above estimates, we finish the proof. \[\Box\]

5.3. Proof of Proposition 3.4 In this subsection, we present the proof of Proposition 3.4 based on the regularity estimates of Poisson’s equation (2.18) associated to (2.4) that are given in subsection 2.3.

Proof of Proposition 3.4. By noting that $\pi(\phi_{r,\epsilon}) = 0$, we get

$$
\mathbb{E} \left[ \frac{1}{m} \sum_{k=0}^{m-1} \phi_{r,\epsilon}(X_k^N) \right] = \mathbb{E} \left[ \frac{1}{m} \sum_{k=0}^{m-1} \left( \phi_{r,\epsilon}(X_k^N) - \pi(\phi_{r,\epsilon}) \right) \right] \leq \mathbb{E} \left[ \frac{1}{m} \sum_{k=0}^{m-1} \left( \phi_{r,\epsilon}(X_k^N) - \pi^N(\phi_{r,\epsilon}) \right) \right] + \left| \pi^N(\phi_{r,\epsilon}) - \pi(\phi_{r,\epsilon}) \right|.
$$

For $\varphi \in C^2_0(H; \mathbb{R})$, define $L_t^{N,\tau}$ as

$$
L_t^{N,\tau}\varphi(x) := \langle A^N x + S^N(t - [t]_\tau) F^N(X_{[t]_\tau}^N), D\varphi(x) \rangle + \frac{1}{2} \text{Tr}(P^N Q_{\frac{1}{2}}^2 S^N(2(t - [t]_\tau)) Q_{\frac{1}{2}}^2 D^2 \varphi(x)).
$$

Applying Itô’s formula to $\Gamma_{r,\epsilon}^{N}$ yields that

$$
\Gamma_{r,\epsilon}^{N}(X_{k+1}^N) - \Gamma_{r,\epsilon}^{N}(X_k^N) = \int_{t_k}^{t_{k+1}} \langle A^N X_t^{N,\tau}, S^N(t - [t]_\tau) F^N(X_{[t]_\tau}^N), D\Gamma_{r,\epsilon}^{N}(X_t^N,\tau) \rangle dt
$$

$$
+ \int_{t_k}^{t_{k+1}} \langle D\Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}), S^N(t - [t]_\tau) dW(t) \rangle + \int_{t_k}^{t_{k+1}} \frac{1}{2} \text{Tr}(P^N Q_{\frac{1}{2}}^2 S^N(2(t - [t]_\tau)) Q_{\frac{1}{2}}^2 D^2 \Gamma_{r,\epsilon}^{N}(X_t^N,\tau) dW(t) \rangle dt
$$

$$
= \int_{t_k}^{t_{k+1}} (\mathcal{L}_t^{N,\tau} - \mathcal{L}^N) \Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}) dt + \int_{t_k}^{t_{k+1}} \mathcal{L}^N \Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}) dt + \int_{t_k}^{t_{k+1}} \langle D\Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}), S^N(t - [t]_\tau) dW(t) \rangle dt
$$

$$
= \int_{t_k}^{t_{k+1}} (\mathcal{L}_t^{N,\tau} - \mathcal{L}^N) \Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}) dt + \int_{t_k}^{t_{k+1}} \mathcal{L}^N \Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}) dt + \int_{t_k}^{t_{k+1}} \langle D\Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}), S^N(t - [t]_\tau) dW(t) \rangle dt
$$

$$
+ \int_{t_k}^{t_{k+1}} \langle D\Gamma_{r,\epsilon}^{N}(X_t^{N,\tau}), S^N(t - [t]_\tau) dW(t) \rangle dt.
$$
where in the last step we use the fact that $\Gamma_{\tau, \ell}^N$ satisfies (2.18).

Summing over $k = 0, \ldots, m - 1$ and multiplying by $\tau^\beta$ on both sides of the above equation, we obtain

$$
m^{-1} \sum_{k=0}^{m-1} \left( \phi_{\tau, \ell}(X_k^N) - \pi^N(\phi_{\tau, \ell}) \right) = \tau^\beta \left( \Gamma_{\tau, \ell}^N(X_0^N) - \Gamma_{\tau, \ell}^N(X_0^{N, \tau}) \right) - \tau^\beta \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} \phi_{\tau, \ell}(X_t^{N, \tau}) - \phi_{\tau, \ell}(X_k^N) dt
$$

$$
- \tau^\beta \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} (L_t^{N, \tau} - L_N^N) \Gamma_{\tau, \ell}^N(X_t^{N, \tau}) dt - \tau^\beta \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} \left( D\Gamma_{\tau, \ell}^N(X_t^{N, \tau}), S^N(t - [t]_\tau) dW(t) \right)
$$

$$
=: \sum_{i=1}^{4} \mathcal{I}_i.
$$

By Lemma 2.8 (iii), the term $\mathcal{I}_1$ can be estimated as

$$
E[\mathcal{I}_1] \leq C\tau^\beta (1 + \sup_{k \geq 0} E\|X_k^N\|^3) \leq C\tau^\beta \to 0 \text{ as } \tau \to 0.
$$

For the term $\mathcal{I}_2$, by the mean value theorem, (2.22) and Hölder’s continuity of $X_t^{N, \tau}$, we obtain

$$
E[\mathcal{I}_2] \leq C\tau^\beta \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} E\left[ \left\| D\phi_{\tau, \ell}(X_t^{N, \tau}) + (1 - \theta)(X_k^N - X_t^{N, \tau}) \right\| \right] dt \leq C\tau^\beta \to 0 \text{ as } \tau \to 0.
$$

For the term $\mathcal{I}_3$,

$$
E[\mathcal{I}_3] \leq \tau^\beta \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} E\left[ \left\| \langle D\Gamma_{\tau, \ell}^N(X_t^{N, \tau}) , S^N(t - [t]_\tau) \rangle Q^\frac{1}{2} e_j \right\|^2 \right] dt.
$$

For the term $\mathcal{I}_4$,

$$
E[\mathcal{I}_4]^2 \leq \tau^2 \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} E\left[ \left\| \langle S^N(t - [t]_\tau) F^N(X_t^{N, \tau}) - F^N(X_t^{N, \tau}), D\Gamma_{\tau, \ell}^N(X_t^{N, \tau}) \rangle \right\|^2 \right] dt \leq C\tau^2 \to 0 \text{ as } \tau \to 0.
$$

For the term $\mathcal{I}_3$,

$$
E[\mathcal{I}_3] \leq \tau^\beta \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} E\left[ \left\| \langle S^N(t - [t]_\tau) F^N(X_t^{N, \tau}) - F^N(X_t^{N, \tau}), D\Gamma_{\tau, \ell}^N(X_t^{N, \tau}) \rangle \right\| + \frac{1}{2} \left| \text{Tr}\left( P^N Q^\frac{1}{2} (S^N(2(t - [t]_\tau)) - F^N(X_t^{N, \tau})) \right) \right| \right] dt =: \mathcal{I}_3^1 + \mathcal{I}_3^2.
$$

Hölder’s continuity of $X_t^{N, \tau}$ and the regularity estimate of $D\Gamma_{\tau, \ell}^N$ imply that $\mathcal{I}_3^1 \leq C\tau^\frac{\beta}{2} \to 0$ as $\tau \to 0$. Note that the assumption that $A$ commutes with $Q$ leads to

$$
\text{Tr}(P^N Q^\frac{1}{2} (S^N(2(t - [t]_\tau)) - F^N(X_t^{N, \tau}))) = \text{Tr}(S^N(2(t - [t]_\tau)) - F^N(X_t^{N, \tau}) A Q^\frac{1}{2})
$$

$$
= \text{Tr}((-A)^{\gamma}(S^N(2(t - [t]_\tau)) - F^N(X_t^{N, \tau}) A) Q^\frac{1}{2})
$$

$$
= \text{Tr}((-A)^{\gamma}(S^N(2(t - [t]_\tau)) - F^N(X_t^{N, \tau}) A) Q^\frac{1}{2}).
$$
By (2.23) and [9] (2.2), (2.3) and (2.4), the term $T_3^2$ can be estimated as

$$T_3^2 \leq \frac{1}{2} \tau^\beta \sum_{k=0}^{m-1} \int_{t_k}^{t_{k+1}} \|(-A)^{-\beta+\gamma}(S^N(2(t-[t]_\tau))-\text{Id})\|L(H)\|(-A)^{\frac{\beta-1}{2}}Q^\frac{1}{2}\|L_2(H)\times\|\vdots\|

E\|(-A)^{1+\frac{\beta}{2}-\gamma}D^2\phi_{\tau,\epsilon}(X_{t,\tau}^N)(-A)^{1-\frac{\beta}{2}}\|L(H)\|dt

\leq C\tau^{\beta-\gamma} \to 0 \text{ as } \tau \to 0.$$

Moreover, by Remark 2.7 and (2.22), we have $|\pi^N(\phi_{\tau,\epsilon}) - \pi(\phi_{\tau,\epsilon})| \leq CN^{-\beta}$. Therefore, we get

$$E|\tilde{R}_\tau^N| = E|\tau^{-\epsilon}m^{-1} \sum_{k=0}^{m-1} \phi_{\tau,\epsilon}(X_k^N)| \leq C\tau^{-\epsilon}(N^{-\beta} + \tau^\frac{\beta}{2}).$$

Since $\epsilon$ satisfies that $\epsilon < \beta \alpha$, we get the desired result. The proof is completed. \hfill \Box

6. APPENDIX

In this section, we list proofs of Propositions 2.3 and 2.6.

6.1. Proof of Proposition 2.3

Proof. For the existence and uniqueness of the invariant measure $\pi_i^N$, we refer to [9] Theorem 4.7. Similarly to the proof of [9] Lemma 4.1,

$$\sup_{k \in \mathbb{N}} E\|X_k^N\|^2 \leq C(||(-A)^{\frac{\beta-1}{2}}Q^\frac{1}{2}||L_2(H), K)(1 + E\|X_0^N\|^2)$$

can be proved by applying (2.23). We show by induction that the $p$th moment of the numerical solution of the full discretization is bounded for $p \geq 2$ being an integer, since the non-integer case can be obtained by Hölder’s inequality. Assume that

$$\sup_{k \in \mathbb{N}} E\|X_k^N\|^{2(p-1)} \leq C(||(-A)^{\frac{\beta-1}{2}}Q^\frac{1}{2}||L_2(H), K, p-1)(1 + E\|X_0^N\|^{2(p-1)}).$$

Now we prove

$$\sup_{k \in \mathbb{N}} E\|X_k^N\|^{2p} \leq C(||(-A)^{\frac{\beta-1}{2}}Q^\frac{1}{2}||L_2(H), K, p)(1 + E\|X_0^N\|^{2p}).$$

Let $V_k^N := \int_0^{t_k} S^N(t_k-[s]_\tau)P^N dW(s), Z_k^N := X_k^N - V_k^N$. Then

$$Z_{k+1}^N = S^N(\tau)Z_k^N + S^N(\tau)F^N(Z_k^N + V_k^N)\tau, \quad Z_0^N = X_0^N.$$

By the Burkholder–Davis–Gundy inequality and (2.1), we get

$$E\|V_k^N\|^{2p} \leq \left( C(p) \int_0^{t_k} E\|S^N(t_k-[s]_\tau)Q^\frac{1}{2}\|L_2(H)ds \right)^p \leq \left( C(p) \int_0^{t_k} \|(-A)^{\frac{\beta}{2}-\gamma}S^N(t_k-[s]_\tau)\|L(H)\|(-A)^{\frac{\beta-1}{2}}Q^\frac{1}{2}\|L_2(H)\|ds \right)^p \leq \left( C(p) \int_0^{t_k} (t_k-[s]_\tau)^{\beta-1}e^{-\lambda_1(t_k-[s]_\tau)}ds \right)^p \leq C(p).$$

Hence, by Young’s inequality, we obtain

$$E\|Z_{k+1}^N\|^{2p} \leq e^{-2\lambda_1 p}E\left(\|Z_k^N\|^2 + 2\tau\langle Z_k^N, F^N(Z_k^N + V_k^N) - F^N(V_k^N) \rangle + 2\tau\langle Z_k^N, F^N(V_k^N) \rangle \right).$$
\[ + 2\tau^2 \| F^N(Z^N_k + V^N_k) - F^N(V^N_k) \|^2 + 2\tau^2 \| F^N(V^N_k) \|^2 \]  
\[ \leq e^{-2\lambda_1 \tau p} \mathbb{E} \left( (1 + 2\tau K + 2\tau \gamma_1 + 2\tau^2 L^2_F ) \| Z^N_k \|^2 + 2(\tau^2 + C(\gamma_1)\tau) \| F^N(V^N_k) \|^2 \right)^p \]  
\[ \leq e^{-2\lambda_1 \tau p} (1 + 2\tau K + 2\tau \gamma_1 + 2\tau^2 L^2_F ) \mathbb{E} \| Z^N_k \|^{2p} \]  
\[ + e^{-2\lambda_1 \tau p} \sum_{j=0}^{p-1} C^p_j \mathbb{E} \left[ \left( (1 + 2\tau K + 2\tau \gamma_1 + 2\tau^2 L^2_F ) \| Z^N_k \|^2 \right)^j (2\tau(\tau + C(\gamma_1)) \| F(V^N_k) \|^{2p-j} \right], \]

where \( \gamma_1 > 0 \) is a parameter to be determined and \( C^p_j \) is the combinatorial number. By taking \( \gamma_1 = \frac{\lambda_1 - K}{2} \) and noticing \( 2\tau^2 L^2_F \leq \frac{\lambda_1 - K}{2} \), we get \( 1 + 2\tau K + 2\tau \gamma_1 + 2\tau^2 L^2_F \leq e^{(\lambda_1 + K)\tau} \). Let \( \gamma_1 > 0 \) be a constant to be determined. Applying Young’s inequality again leads to

\[ \mathbb{E} \| Z^N_{k+1} \|^{2p} \leq e^{-2\lambda_1 \tau p} \mathbb{E} \| Z^N_k \|^{2p} + \gamma_1 e^{(\lambda_1 + K)\tau p} \mathbb{E} \| Z^N_k \|^{2p} + C(\gamma_1)\tau \mathbb{E} \| F(V^N_k) \|^{2p} \]  
\[ + \sum_{j=0}^{p-2} C^p_j \mathbb{E} \left[ (e^{(\lambda_1 + K)\tau} \| Z^N_k \|^{2p-j} \right]. \]

Taking \( \gamma_1 = \frac{\lambda_1 - K}{2} \), by the induction assumption and Assumption 3, we have for \( p \geq 2 \),

\[ \mathbb{E} \| Z^N_{k+1} \|^{2p} \leq e^{-\frac{\lambda_1 - K}{2} \tau p} \mathbb{E} \| Z^N_k \|^{2p} + C(\gamma_1)\tau e^{-2\lambda_1 \tau p} (\| Z^N_k \|^{2p} + C(\gamma_1)\tau \mathbb{E} \| F(V^N_k) \|^{2p} \]  
\[ + \sum_{j=0}^{p-2} e^{(\lambda_1 + K)\tau j} \mathbb{E} \left[ (\| Z^N_k \|^{2p-j} + 1) \right] \]  
\[ \leq e^{-\frac{\lambda_1 - K}{2} \tau p} \mathbb{E} \| Z^N_k \|^{2p} + C(\| (-A)^{\frac{\beta - 1}{2}} Q^\frac{1}{2} \|_2, K, p) (1 + \mathbb{E} \| X^N_0 \|^{2p}) e^{-(\lambda_1 - K)\tau p} \]  
\[ \leq e^{-\frac{\lambda_1 - K}{2} \tau p} \mathbb{E} \| Z^N_0 \|^{2p} + C(\| (-A)^{\frac{\beta - 1}{2}} Q^\frac{1}{2} \|_2, K, p) (1 + \mathbb{E} \| X^N_0 \|^{2p}) \]  
\[ \sum_{j=0}^{k} e^{-\frac{\lambda_1 - K}{2} \tau p j} \]  
\[ \leq C(\| (-A)^{\frac{\beta - 1}{2}} Q^\frac{1}{2} \|_2, K, p) (1 + \mathbb{E} \| X^N_0 \|^{2p}). \]

Hence, \( \mathbb{E} \| X^N_{k+1} \|^{2p} \leq C(\| (-A)^{\frac{\beta - 1}{2}} Q^\frac{1}{2} \|_2, K, p)(1 + \mathbb{E} \| X^N_0 \|^{2p}) \). By the mild form of the full discretization, Minkowski’s inequality, the Burkholder–Davis–Gundy inequality and 2.3, we have

\[ \| (-A)^{\frac{\beta}{2}} X^N_{t,\tau} \|_{L^{2p}(\Omega; H)} \]
\[ \leq \| (-A)^{\frac{\beta}{2}} S^N(t) X^N_0 \|_{L^{2p}(\Omega; H)} + \int_0^t \| (-A)^{\frac{\beta}{2}} S^N(t - [s]) F^N(X^N_{[s] \tau}) \|_{L^{2p}(\Omega; H)} ds \]
\[ + \| \int_0^t (-A)^{\frac{\beta}{2}} S^N(t - [s]) dW(s) \|_{L^{2p}(\Omega; H)} \]
\[ \leq \| X^N_0 \|_{L^{2p}(\Omega; H)} + \int_0^t \| (-A)^{\frac{\beta}{2}} S^N(t - [s]) \|_H \| F^N(X^N_{[s] \tau}) \|_{L^{2p}(\Omega; H)} ds \]
\[ + C(p) \left( \int_0^t \| (-A)^{\frac{\beta}{2}} S^N(t - [s]) \|_H^2 \| (-A)^{\frac{\beta - 1}{2}} Q^\frac{1}{2} \|_2^2 ds \right)^{\frac{1}{2}} \]
where in the last step we use the assumption $p \leq t$.

For the case of $X_k$, the auxiliary process $\tilde{\pi}$ is the solution of (2.5) with the law of the initial datum $\tilde{X}_0^N$ being the invariant measure $\pi^N$. The proof is finished.

6.2. Proof of Proposition 2.6

Proof. We introduce an auxiliary process $Y_t^N$ which satisfies the following SPDE

\[ dY_t^N = A^N Y_t^N dt + S^N(t - [t]_\tau)F^N(X_{[t]_\tau}^N)dt + P^N dW(t), \quad Y_0^N = P^N X_0. \]

Then (2.2) and (2.3) imply that

\[
\mathbb{E}\|X_t^{N,\tau} - Y_t^N\|^2 = \mathbb{E}\left\| \int_0^t S^N(t - s)(S^N(s - [s]_\tau) - \text{Id})dW(s) \right\|^2
\leq \int_0^t \mathbb{E}\|S^N(t - s)(S^N(s - [s]_\tau) - \text{Id})Q_{\tau}^{\frac{1}{2}}\|^2_{L_2(H)}ds
\leq \|(-A)^{\frac{\beta - 1}{2}}Q_{\tau}^{\frac{1}{2}}\|^2_{L_2(H)} \int_0^t \|(-A)^{\frac{\beta}{2}}S^N(t - s)(-A)^{-\frac{\beta}{2}}(S^N(s - [s]_\tau) - \text{Id})\|^2_{L(H)}ds
\]
Hence, we split \( J \), where
\[
\leq C \tau^\beta.
\]
Itô’s formula, together with Poincaré’s inequality and Assumption 1 yields that
\[
\frac{1}{2}d\|Y^N_t - X^N(t)\|^2
= \langle A^N(Y^N_t - X^N(t)), Y^N_t - X^N(t) \rangle dt + \langle S^N(t - [t]_\tau)F^N(X^N_{[t]_\tau}) - F^N(X^N(t)), Y^N_t - X^N(t) \rangle dt
\leq - (\lambda_1 - K)\|Y^N_t - X^N(t)\|^2 dt + \langle S^N(t - [t]_\tau)F^N(X^N_{[t]_\tau}) - F^N(X^N(t)), Y^N_t - X^N(t) \rangle dt
+ \langle F^N(X^N_{[t]_\tau}) - F^N(X^N(t)), Y^N_t - X^N(t) \rangle dt
\leq - (\lambda_1 - K)\|Y^N_t - X^N(t)\|^2 dt + \langle (S^N(t - [t]_\tau) - \text{Id})F^N(X^N_{[t]_\tau}), Y^N_t - X^N(t) \rangle dt
+ L_F\|Y^N_t - X^N(t)\|\|X^N_{[t]_\tau} - X^N_{[t]_\tau}\| + \|X^N_{[t]_\tau} - Y^N_t\| dt.
\]
Hence,
\[
\|Y^N_t - X^N(t)\|^2 \leq -2 \int_0^t (\lambda_1 - K)\|Y^N_s - X^N(s)\|^2 ds + 2J_1
+ \int_0^t 2L_F\|Y^N_s - X^N(s)\|\|X^N_{s-} - X^N_{[s]_\tau}\| + \|X^N_{s-} - Y^N_s\| ds,
\]
where
\[
J_1 := \int_0^t \langle (S^N(s - [s]_\tau) - \text{Id})F^N(X^N_{[s]_\tau}), Y^N_s - X^N(s) \rangle ds.
\]
By mild forms of \( Y^N_s \) and \( X^N(s) \), we have
\[
Y^N_s - X^N(s) = \int_0^s S^N(s - [r]_\tau)F^N(X^N_{[r]_\tau}) - S^N(s - r)F^N(X^N(r)) dr
\leq \int_0^s S^N(s - r)(F^N(X^N_{[r]_\tau}) - F^N(X^N(r))) dr
+ \int_0^s S^N(s - r)(F^N(X^N_{[r]_\tau}) - F^N(X^N_{[r]_\tau})) dr
+ \int_0^s (S^N(s - [r]_\tau) - S^N(s - r))F^N(X^N_{[r]_\tau}) dr.
\]
Hence, we split \( J_1 \) into three parts correspondingly, denoted by \( J_{1,1}, J_{1,2}, J_{1,3} \).
For the term \( J_{1,1} \),
\[
J_{1,1} = \int_0^t \langle (-A^N)^{-\frac{\beta}{2}}(S^N(s - [s]_\tau) - \text{Id})F^N(X^N_{[s]_\tau}), \rangle ds
\leq \gamma \int_0^t \int_0^s (s - r)^{-\frac{\beta}{2}} e^{-\frac{\lambda_1(s-r)}{2}}\|X^N_{s-} - X^N(r)\|^2 dr ds
+ \frac{1}{4\gamma} \int_0^t \int_0^s (s - r)^{-\frac{\beta}{2}} e^{-\frac{\lambda_1(s-r)}{2}} \tau^\beta\|F^N(X^N_{[s]_\tau})\|^2 dr ds
\leq C(\beta, \lambda_1) \gamma \int_0^t \|X^N_{s-} - X^N(r)\|^2 dr + \frac{1}{4\gamma} C(\beta, \lambda_1) \tau^\beta \int_0^t L^2_F(1 + \|X^N_{[s]_\tau}\|^2) ds,
\]
Hence, by the Hölder’s continuity of $X$, applying Grönwall’s inequality leads to
\[ \mathbb{E} \left\| Y_t^N - X^N(t) \right\|^2 \leq (\lambda_1 - K) \int_0^t \mathbb{E} \left\| Y_s^N - X^N(s) \right\|^2 ds + C\tau^\beta t. \]

Taking the expectation on both sides of (6.1) yields
\[ \mathbb{E} \left\| Y_t^N - X^N(t) \right\|^2 \leq (\lambda_1 - K) \int_0^t \mathbb{E} \left\| Y_s^N - X^N(s) \right\|^2 ds + C\tau^\beta t. \]

Applying Grönwall’s inequality leads to
\[ \sup_{t \geq 0} \mathbb{E} \left\| Y_t^N - X^N(t) \right\|^2 \leq C\tau^\beta. \]
Hence, the triangle inequality gives
\[ \sup_{k \in \mathbb{N}} \mathbb{E} \| X_{t_k}^N - X^N(t_k) \|^2 \leq C((\|(-A)^{-\frac{\beta}{2}}Q^\frac{1}{2}\|_{L^2(H)}, K)(1 + \mathbb{E}\|X_0\|^\beta)\tau^\beta. \]
The proof is finished.  
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