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Abstract

Recently, there has been a growing need in analyzing data on manifolds owing to their important role in diverse fields of science and engineering. In the literature of manifold-valued data analysis up till now, however, only a few works have been carried out concerning the robustness of estimation against noises, outliers, and other sources of perturbations. In this regard, we introduce a novel extrinsic framework for analyzing manifold valued data in a robust manner. First, by extending the notion of the geometric median, we propose a new robust location parameter on manifolds, so-called the extrinsic median. A robust extrinsic regression method is also developed by incorporating the conditional extrinsic median into the classical local polynomial regression method. We present the Weiszfeld’s algorithm for implementing the proposed methods. The promising performance of our approach against existing methods is illustrated through simulation studies.
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1 Introduction

Over the past few decades, analyzing data taking values in non-Euclidean spaces, mostly nonlinear manifolds has attracted increased attention in a wide range of applications, because
it allows a richer and more accurate statistical inference based on the usage of the geometrical properties of the underlying data space. Examples of such data types that especially lie on Riemannian manifolds, include directions of points on a sphere (Fisher et al., 1987; Mardia and Jupp, 1999), shapes of configurations extracted from images (Bhattacharya and Bhattacharya, 2012), data sitting on Stiefel and Grassmann manifolds (Chikuse, 2003), symmetric positive definite matrices arising as observations in diffusion tensor magnetic resonance imaging (DT-MRI) (Zhu et al., 2009; Yuan et al., 2012), and other types of medical images.

In common with the traditional Euclidean case, statistical inference on the aforementioned manifolds begins by defining the notion of the mean on a certain metric space where data resides. Suppose a random object $X$ is defined on a metric space $(M, \rho)$, and let $Q(\cdot)$ be the probability measure of $X$. Then one may consider adopting the traditional definition of the mean to generalize the notion of the mean on an arbitrary metric space, i.e.,

$$
E(X) = \int_M x Q(dx).
$$

Unfortunately, however, this attempt at generalization is not directly applicable to the non-Euclidean setting, because it contains non-vector valued integral, which appears to be analytically intractable. Therefore, the conventional definition of the mean needs to be adapted so that it can go beyond Euclidean spaces. The most commonly used one in the literature is the Fréchet mean (Fréchet, 1948), in which the mean is defined as a minimizer of the real valued function defined on metric spaces. To be more specific, for any $q \in M$, consider the Fréchet function of the following form

$$
F : M \rightarrow \mathbb{R}
$$

$$
q \in M \mapsto F(q) : E(\rho^2(X, q)) = \int_M \rho^2(x, q) Q(dx),
$$

(1)

where $\rho$ denotes generic metric on $M$. Then the Fréchet mean is defined as the minimizer of the Fréchet function above, i.e.,

$$
\mu_F = \arg\min_{q \in M} \int_M \rho^2(x, q) Q(dx).
$$

(2)
And also, for a given observation \( x_1, \ldots, x_n \in \mathcal{M} \), which consists \( n \) independent realizations of \( X \), the sample Fréchet mean is defined as \( \overline{X} = \text{argmin}_{q \in \mathcal{M}} \sum_{i=1}^{n} \rho^2(x_i, q) \). Given the relation between the mean and the variance, the above generalization of the mean makes intuitive sense, because it gives analogous definition of the Euclidean mean which is characterized as the minimizer of the variance function, the sum of the squared deviation. In this regard, the Fréchet function itself is commonly referred to as the Fréchet variance.

But, first and foremost, what needs to be emphasized is that a metric \( \rho \) is not unique for any particular manifold, and there are many possible choices. Regarding this issue, two different types of distance functions have been typically considered in the literature of manifold valued data analysis. The first possible choice is the intrinsic distance, that is the geodesic distance associated with the Riemannian structure \( g \) on \( \mathcal{M} \). The other type of distance is the Euclidean distance induced by the embedding \( J : \mathcal{M} \to \mathbb{E}^d \), which is also referred to as the extrinsic distance. The former and the latter distances lead to the intrinsic and the extrinsic data analysis, respectively.

Most of the previous works on analyzing manifold valued data have mainly focused on developing statistical methods based on variants of the Fréchet mean. For instance, by introducing the conditional Fréchet mean, Petersen and Müller (2019) developed a regression model having a random object in a metric space as a response variable. However, it is well known that the least squares based methods are severely degraded when there exists outliers in the data or the underlying data distribution is heavy tailed. Thus, the lack of statistical robustness, incurred by the squared distance involved in (2), becomes apparent in the Fréchet mean as well. Whereas, in the Euclidean space setting, considerable efforts have been devoted to improving the robustness of estimators (see Huber, 1964; Huber and Ronchetti, 2009; Hampel et al., 1986, and references therein for a review), far less attention has been paid to manifolds. Indeed, one simple way to enhance robustness of estimators is replacing the squared distance by the unsquared distance. In the case of Euclidean space, where \( \mathcal{M} = \mathbb{R}^d, \rho(x, x') = \|x - x'\| \), this approach has a geometric median (Haldane, 1948) as
a special case. Along the same line, the intrinsic geometric median on Riemannian manifolds, obtained by minimizing the Fréchet function associated with the unsquared geodesic distance, has been proposed by Fletcher et al. (2009). Motivated by the success of the intrinsic geometric median, the primary contribution of this paper is to develop a novel robust location parameter within an extrinsic framework, which entails a computationally efficient algorithm. Moreover, adopting the concept of the classical local polynomial modeling, we implement the robust extrinsic local regression model for manifold valued response and Euclidean predictor. This can be accomplished by extending the concept of the proposed extrinsic median to the notion of the conditional extrinsic median.

The rest of this paper is organized as follows. The proposed extrinsic median is introduced in Section 2, along with a brief review of the extrinsic framework for manifold data analysis. Application of the extrinsic median to two different manifolds is also demonstrated in Section 3. In Section 4, we develop the robust extrinsic local regression (RELR) model, with algorithmic details. In Section 5, the proposed RELR is implemented in the Kendall’s planar shape space and its promising properties are illustrated through simulation studies. Finally, we conclude the paper in Section 6 with a short discussion and possible directions for the future study.

2 Extrinsic Median

In this section, we develop the extrinsic median which provides a statistically robust and computationally efficient way of estimating the center point of the data residing on manifolds. Before describing our method, it is useful to begin with a brief review of the extrinsic framework for manifold valued data analysis on which the proposed scheme is based, and the motivation that initiated this study.
2.1 Extrinsic framework on manifold valued data analysis

The essential idea behind the extrinsic analysis is that any $d$-dimensional manifold $\mathcal{M}$ can be embedded in a higher-dimensional Euclidean space $\mathbb{R}^D$, where $d < D$ (Whitney, 1944) via an embedding $J$. Thus, to understand the extrinsic approach, it is necessary to recall the definition of embedding $J$. First consider a differentiable map $J : \mathcal{M} \to \mathbb{R}^D$, whose differential $d_pJ : T_p\mathcal{M} \to T_{J(p)}\mathbb{R}^D$ is a one-to-one, where $T_p\mathcal{M}$ and $T_{J(p)}\mathbb{R}^D$ denote the tangent space at $p \in \mathcal{M}$ and the tangent space at $J(p)$ on $\mathbb{R}^D$, respectively. Note that the class of differentiable maps specified above is called an immersion. Then the one-to-one immersion is called the embedding if it is a homeomorphism from $\mathcal{M}$ to $J(\mathcal{M})$ with the induced topology. Also of note is that the embedding is unfortunately not unique in general, and not all choices of embedding lead to a good estimation result. In this context, the extrinsic approach has been carried out under the premise that the selected embedding preserves intrinsic geometry of the original manifold. Therefore, the embedding satisfying the following condition is typically preferred within extrinsic framework. For a Lie group $G$ acting on $\mathcal{M}$, the embedding $J : \mathcal{M} \to \mathbb{R}^D$ is referred to as the $G$ equivariant embedding if there exists the group homomorphism $\phi : G \to \text{GL}_D(\mathbb{R} \text{ or } \mathbb{C})$ satisfying $J(gp) = \phi(g)J(p), \forall p \in \mathcal{M}, g \in G$, where $\text{GL}_D(\mathbb{R} \text{ or } \mathbb{C})$ denotes the general linear group which is the group of $D \times D$ invertible real, or complex matrices. This definition indicates that the group action of $G$ can be recovered in the embedded space $J(\mathcal{M})$ through $\phi$. Therefore, in light of the above, a great amount of geometric feature of the manifold is preserved in the embedded Euclidean space via the equivariant embedding. And the extrinsic distance between two points a manifold can be straightforwardly computed in an embedded space via the Euclidean norm.

Considering all the notions described above, the extrinsic mean $\mu_E$ on a manifold is defined as the minimizer of the Fréchet function associated with the extrinsic distance via an embedding $J : \mathcal{M} \to \mathbb{R}^D$

$$\mu_E = \arg\min_{q \in \mathcal{M}} \int_{\mathcal{M}} \|J(x) - J(q)\|^2 Q(dx).$$ (3)
As compared to the intrinsic mean, the use of the extrinsic approach has several advantages, including (1) computational efficiency (Bhattacharya et al., 2011), (2) milder conditions for existence and uniqueness of the solution. Moreover, the sample extrinsic mean often has a closed form solution. Thus, we here derive the extrinsic mean in an explicit form. To do this the following definition which gives the uniqueness condition of the extrinsic mean should be noted first. A point $y \in \mathbb{R}^D$ is said to be $J$-nonfocal if there exists a unique point $p \in M$ satisfying $\inf_{x \in M} \|y - J(x)\| = \|y - J(p)\|$. Then we let $\mu = \int_{\mathbb{R}^D} u\tilde{Q}(du)$ be the mean vector of the induced probability measure $\tilde{Q} = Q \circ J^{-1}$, which is the image of $Q$ in $\mathbb{R}^D$. Then the Fréchet function associated with the extrinsic distance, the right hand side of (3), also can be written as

$$
\mathcal{F}(q) = \|J(q) - \mu\|^2 + \int_{\mathbb{R}^D} \|x - \mu\|^2 \tilde{Q}(dx). \tag{4}
$$

Hence, we have $\inf_{q \in M} \mathcal{F}(q) = \inf_{j(q) \in \tilde{M}} \|J(q) - \mu\|^2 + \int_{\mathbb{R}^D} \|x - \mu\|^2 \tilde{Q}(dx)$, where $\tilde{M} = J(M)$ denotes the image of the embedding. This indicates the set of points $x \in M$ satisfying $\inf_{j(q) \in \tilde{M}} \|J(q) - \mu\| = \|J(x) - \mu\|$ consists the extrinsic mean set. And since, (4) is minimized on $\tilde{M}$ by $J(q) = \mathcal{P}(\mu)$, where $\mathcal{P} : \mathbb{R}^D \to \tilde{M}$ such that for $\forall u' \in \tilde{M}$, $\mathcal{P}(y) = \{u \in \tilde{M} : \|u - y\| \leq \|u' - y\|\}$, the extrinsic mean uniquely exists if and only if the mean vector $\mu$ is a $J$-nonfocal point. In that case, the extrinsic mean is obtained by taking the inverse of the embedding, i.e., $\mu_E = J^{-1}(\mathcal{P}(\mu))$. Following from the above, the sample extrinsic mean is obtained in a straightforward manner. Suppose we observe $x_1, \ldots, x_n \in M$, consisting of independent and identically distributed copies of $X$, then the sample extrinsic mean is given by $\bar{X}_E = J^{-1}\{\mathcal{P}(\bar{J}(X))\}$, where $\bar{J}(X) = \sum_{i=1}^n J(x_i)/n$. Theoretical properties of the sample extrinsic mean, including asymptotic distribution, consistency, and the uniqueness conditions are well established in Bhattacharya and Patrangenaru (2003, 2005).
2.2 Extrinsic Median

Before proceeding to present our proposed method, we begin by giving a quick overview of the existing Euclidean geometric median. In the Euclidean multivariate setting, a large body of research has been devoted to developing the robust estimation of the central point (see for a review Small, 1990), among which the geometric median, initially proposed by Haldane (1948), has received the greatest attention over the last decades due both to its nice robustness properties and computational efficiency (Cardot et al., 2013, 2017). The geometric median of a random variable $X \in \mathbb{R}^k$ is defined by $m = \text{argmin}_{q \in \mathbb{R}^k} \mathbb{E}\|X - q\|$, or alternatively but equivalently, is obtained by minimizing $\int_{\mathbb{R}^k} (\|x - q\| - \|x\|) Q(dx)$. Note that the latter expression has been more commonly adopted in practice, since no assumption regarding the first order moment of $X$ needs to be imposed. Moreover, when $k = 1$ the above definition corresponds with the classical notion of the median which is defined in terms of the cumulative distribution function. In this sense, the geometric median plays a role of the multivariate generalization of the univariate median. Now suppose that we observe $X = \{x_1, \cdots, x_n\}$ consisting of $n$ independent and identically distributed realizations of $X$, then the sample geometric median $\hat{m}$, which provides the natural estimation of $m$, is obtained by finding the optimal value that minimizes the sum of Euclidean distances to given data points, i.e,

$$\hat{m} = \text{argmin}_{q \in \mathbb{R}^k} \sum_{i=1}^{n} (\|x_i - q\| - \|x_i\|).$$

The above optimization problem is also known as the Fermat-Weber problem (Weber, 1929), and the numerical algorithm for solving the geometric median problem was firstly introduced by Weiszfeld (1937). It is shown in Kemperman (1987) that the sample geometric median is uniquely determined unless all the given observations do not lie on the same line.

Although many nice properties have been investigated including invariance under rotation and translation, asymptotic behavior (Möttönen et al., 2010), concentration (Minsker, 2015),
however, the most notable advantage of the geometric median over the mean is that it provides a robust estimation of the centrality under the presence of noise in the data. The robustness of the estimator is usually measured by the breakdown point. For a given data \( \mathcal{X} \) in the above, we further consider the outlier-contaminated data \( \mathcal{X}_m^* = \{x_1^*, \cdots, x_m^*, x_{m+1}, \cdots, x_n\} \), where the first \( m \) elements are replaced by extreme noises, then the breakdown point of the estimator \( T_n \) is defined by

\[
B(T_n) = \min_{1 \leq m \leq n} \left\{ \frac{m}{n} \sup_{\mathcal{X}_m^*} \|T_n(\mathcal{X}_m^*) - T_n(\mathcal{X})\| = \infty \right\}.
\]

In an intuitive sense, the breakdown point can be interpreted as the highest proportion of contamination that the estimator can tolerate before the difference between the estimated result obtained from the contaminated data and the initial result goes to infinity. Being less affected by outliers, the geometric median achieves the asymptotic breakdown point of 0.5 (Lopuhaä and Rousseeuw, 1991). This indicates that the geometric median can provide a good estimation result even though up to half of the data is corrupted. Note that the breakdown point of the sample mean is \( 1/n \), meaning that only one single extreme value changes the estimation result arbitrary.

We now turn our attention to manifolds. Much of the research regarding estimation of the central location of data on manifolds has focused on the variants of the Fréchet mean including the intrinsic, extrinsic mean. However, the common drawback of the least square based methods is their lack of robustness to extreme values, which makes the Fréchet mean inevitably sensitive to heavy tailed distributions and outlying values. Nevertheless, even though there has been a considerable increase in the need for robust statistical methods on manifolds, less has been done on this issue. The pioneering attempt to address this is seen in the work of Fletcher et al. (2009), where they proposed the intrinsic median by substituting the squared geodesic distance employed in the Fréchet function with the unsquared one, i.e., \( \arg\min_{q \in \mathcal{M}} \int_{\mathcal{M}} \rho(x, q) Q(dx) \). Although their approach has had a great deal of success
in generalizing the notion of the median to Riemannian manifolds by attaining the same breakdown point as in the Euclidean case, it has some inherent drawbacks that may limit its application. (1) For example, it is often difficult to derive conditions for the uniqueness and the existence of the intrinsic median without restrictions on its support. (2) Moreover, even when the intrinsic median exists, it requires iterated algorithms on manifolds which may incur a large amount of computational overhead. These drawbacks highlight the need for the development of novel approaches aimed at giving a more computationally efficient method in which the existence and uniqueness conditions are well established and easy to understand.

In an attempt to address the methodological shortcomings of the intrinsic median described above, we propose the following new robust location parameter by making use of the unsquared extrinsic distance,

\[ \hat{m}_E = \arg \min_{q \in \mathcal{M}} \int_{\mathcal{M}} \| J(x) - J(q) \| Q(dx). \]  

(5)

Given observations \( x_1, \cdots, x_n \) consisting of independent and identically distributed copies of manifold valued random variable \( X \), the above location parameter, which we call the population extrinsic median, can be estimated by replacing \( Q \) with the empirical measure \( \hat{Q} = 1/n \sum_{i=1}^{n} \delta_{x_i} \), i.e,

\[ \hat{m}_E = \arg \min_{q \in \mathcal{M}} \sum_{i=1}^{n} \| J(x_i) - J(q) \| \]

\[ = J^{-1} \left( \mathcal{P} \left( \arg \min_{m \in \mathbb{R}^D} \sum_{i=1}^{n} \| J(x_i) - m \| \right) \right). \]  

(6)

Unlike the sample extrinsic mean which has a closed form expression depending on the projection map, the sample extrinsic median requires an iterative algorithm, called the Weiszfeld’s algorithm for solving the inner minimization problem. But taking advantage of Euclidean geometry, the proposed extrinsic approach allows us to exploit the original form of Weiszfeld
algorithm without requiring any further modifications. Indeed, the following Algorithm 1 for solving (6) can be easily derived due to the convexity of the object function associated with the Euclidean norm, 
\[ f(m) = \sum_{i=1}^{n} \| J(x_i) - m \|. \]

\begin{algorithm}
\caption{Extrinsic Median}
\begin{algorithmic}[1]
\Input \( n \) observations \( \mathcal{X} = \{ x_1, \cdots, x_n \} \)
\Initialize \( t = 0, m^{0} \) and \( \varepsilon \)
\While \( \| m^{t+1} - m^{t} \| < \varepsilon \)
\State Compute the gradient direction \( \nabla f(m^{t}) \)
\State \( \sum_{i=1}^{n} \frac{m^{t} - J(x_i)}{\| m^{t} - J(x_i) \|} \)
\State Compute the step size \( s^{t} = \left( \sum_{i=1}^{n} \frac{1}{\| m^{t} - J(x_i) \|} \right)^{-1} \)
\State Update \( m^{t+1} \)
\State \( m^{t+1} = m^{t} - s^{t} \cdot \nabla f(m^{t}) \)
\State \( t \leftarrow t + 1 \)
\EndWhile
\Output Estimated robust estimator \( \hat{m}_E = J^{-1}(P(m^*)) \) \( \triangleright m^* \) denotes the optimal value.
\end{algorithmic}
\end{algorithm}

In fact, when incorporated into the extrinsic framework, without incurring the computational overhead encountered in the Riemannian manifolds optimization, our approach possess a practical advantage over the intrinsic geometric median algorithm. Specifically, in contrast with the intrinsic geometric median algorithm (Fletcher et al., 2009),

\[ m^{t+1} = \text{Exp}_{m^{t}}(\alpha v^{t}), \quad v^{t} = \sum_{i=1}^{n} \frac{\text{Log}_{m^{t}}(x_i)}{\rho(m^{t}, x_i)} \cdot \left( \sum_{i=1}^{n} \frac{1}{\rho(m^{t}, x_i)} \right)^{-1}, \]

in which \( \text{Exp} : T_{m^{t}} \to \mathcal{M}, \text{Log} : \mathcal{M} \to T_{m^{t}} \) have to be repeatedly evaluated at each iteration, our method can reduce the additional computational cost caused by the above exponential and logarithm mapping. As indicated above, it should be emphasized that although the data lie on manifolds, the proposed algorithm itself operates in Euclidean space without suffering.
from geometrical restrictions and constraints posed by non-Euclidean data domains.

Also of importance is that when all given data points are not colinear (i.e., there doesn’t exist \( y, z \in \mathbb{R}^p \) and \( \alpha_1, \cdots, \alpha_n \in \mathbb{R} \), such that \( \forall i = 1, \cdots, n, x_i = y + \alpha_i z \)), the Weiszfeld’s algorithm converges always to the unique optimal solution (Kuhn, 1973). For each iteration step, \( m^t \notin \{x_1, \cdots, x_n\} \) is typically assumed in order to ensure that the proposed algorithm converges to the global optimal solution. Details of the algorithm including derivation and their convergence analysis are deferred to Section 4, in which we discuss the algorithm for solving the robust extrinsic local regression (Algorithm 2) of which Algorithm 1 is a special case.

3 Applications of Extrinsic Median

In this section, the practical applicability and performance regarding robustness of the extrinsic median is examined through simulation studies on two important manifolds. To gain further insights into the extrinsic median, the experiment was carried out under different conditions which may possibly be encountered in practice. Results are compared with competing methods including the extrinsic mean.

3.1 Unit sphere

The first and simplest application is an \( d \)-unit sphere, \( S^d = \{ x \in \mathbb{R}^{d+1} : \|x\| = 1 \} \), which is a \( d \)-dimensional submanifold of \( \mathbb{R}^{d+1} \). It can be embedded into \( \mathbb{R}^{d+1} \) through the inclusion map \( \iota : S^d \to \mathbb{R}^{d+1}, \iota(x) = x \). The projection map \( P : \mathbb{R}^{d+1} \to S^d \) is defined by \( P(\mu) = \mu / \|\mu\| \), where \( \mu = \int_{\mathbb{R}^{d+1}} x \tilde{Q}(dx) \) is the mean vector calculated in the ambient space of \( \mathbb{R}^{d+1} \) and \( \tilde{Q} = Q \circ \iota^{-1} \) denotes the induced probability measure. Note that \( \mu \) is \( \iota \)-nonfocal unless \( \mu = 0 \). For further details about statistical analysis on \( S^d \), we refer to Fisher et al. (1987), Mardia and Jupp (1999) and references therein.

In the following, the performance of extrinsic median on \( S^d \) is illustrated by simulation
studies. To ease visualization of how the generated data looks like and how the extrinsic median is capable to provide robust estimation than the extrinsic mean, the simplest case $\mathcal{S}^1$, for which data is observed as the form of direction on a unit circle in 2-dimensional Euclidean plane $\mathbb{R}^2$, is considered. Note that the data on $\mathcal{S}^1$ is typically represented by an angle measured in radians $\theta \in [0, 2\pi)$, or the unit vector $\mathbf{x} = (\cos \theta, \sin \theta)^\top$ from the origin. The performance of the extrinsic median is compared under two different simulation scenarios as follows. In the first scenario, outliers are artificially imposed to the von Mises (VM) distribution, whereas in the second scenario, heavy tailed random observations are generated from the general wrapped $\alpha$ stable (WS) distribution. The detailed description of each scenario is given in the following.

Scenario 1) : The von Mises distribution with the Normal outliers.

We suppose $\theta$ follows the von Mises distribution, $\text{VM}(\mu, \kappa)$ with the density function
\[
f(\theta) = \frac{e^{\kappa \cos(\theta - \mu)}}{2\pi I_0(\kappa)},
\]
where $\mu, \kappa$ denote the mean direction and concentration parameter, respectively and $I_0(\kappa)$ is the modified Bessel function of order 0. Note that larger value of $\kappa$ means higher concentration towards $\mu$. We first generate random data $\{\theta_i\}_{i=1}^n$ consisting independent and identically distributed copies of $\theta \sim \text{VM}(\mu, \kappa)$, then $n_{\text{cont}}$ outliers $o_j \sim \text{Normal}(\mu_{\text{out}}, \sigma^2)$, where $\mu_{\text{out}} \neq \mu$, are added to the initial data set so that the contamination level satisfies the prespecified value $r = n_{\text{cont}}/n$. Additionally normalization of the generated outliers $o_j = o_j' \pmod{2\pi}$ is required to ensure $0 \leq o_j < 2\pi$.

Scenario 2) : The wrapped $\alpha$-stable random variable.

The density function of a wrapped $\alpha$-stable random variable $\theta$ is given by
\[
f(\theta) = \frac{1}{2\pi} + \frac{1}{\pi} \sum_{k=1}^{\infty} \exp(-\tau^\alpha k^\alpha) \cos \left( k(\theta - \mu) - \tau^\alpha k^\alpha \beta \tan \frac{\alpha \pi}{2} \right), \tag{7}
\]
where $0 < \alpha \leq 2$, $\tau \geq 0$ and $|\beta| \leq 1$ denote the shape, dispersion and skewness parameters,
respectively. Note that small values of $\alpha$ yield heavy tailed distributions but larger $\tau$ values yield more highly dispersed distributions. The benefit of using wrapped $\alpha$-stable distribution is that it provides a high degree of flexibility in modeling directional data in the sense that it contains many popular circular distributions as special cases, including the wrapped normal distribution ($\alpha = 2$) and the wrapped Cauchy distribution ($\alpha = 1, \beta = 0$); see Jammalamadaka and SenGupta (2001) for further details.

Representative illustrations of simulation scenario 1 and scenario 2 are displayed in Figure 1 (left and right panel, respectively), together with estimated values. In both scenarios, we observed that extrinsic mean estimations were forced by outliers to be pulled far away from the true mean direction ($\mu = 0$, i.e., $x = (1, 0)$ in the Cartesian coordinate system). In Table 1, the extrinsic median is compared with the extrinsic mean in terms of norm of difference between the true mean direction and the estimated direction. The results are averaged over 20 replications. In the first scenario, four different settings are considered according to the level of contamination, $r \in \{0, 0.1, 0.2, 0.4\}$, where 0 represents no outlier exists. As would be expected, the result obtained from the first scenario indicates that as the contamination level becomes higher, the extrinsic mean is far more vulnerable to the presence of outliers than the extrinsic median. The bottom panel of the table shows the result of the scenario 2 in which we fix $\beta = 0$ for the symmetry of the distribution and vary the tail heaviness level by adjusting $\alpha$ from 0.1 to 2, and the dispersion of the data is controlled by differing $\tau = 0.2, 2$. It is observed that extrinsic median not only has a better predictive ability in the case of heavy tailed data which corresponds to small values of $\alpha$, but also a comparable performance was achieved even in non-heavy tailed data, generated from the wrapped normal distribution ($\alpha = 2$).

### 3.2 Planar Shape

For the second application of the extrinsic median, we consider the Kendall’s planar shape space of $k$-ads, denoted by $\Sigma^k_2$ (Kendall, 1984) which is the most popular manifold in land-
mark based shape analysis literature. Before proceeding to present simulation study on the planar shape space, we give necessary preliminaries about this space.

The planar shape can be defined as a random object that is invariant under the Euclidean similarity transformation. Therefore, the planar shape is identified as the remaining geometric information after filtering out the effect of translation, scaling, and rotation. To ease understanding of this nonlinear manifold, let us begin by demonstrating the geometry of the planar shape space. First, the unregistered $k$-ads which is a landmark configuration that describes a shape of an object can be conveniently placed on a complex plane as a set of $k$ complex numbers, i.e., $z = (z_1, \cdots, z_k)$, where $z_j = x_j + iy_j \in \mathbb{C}$. Then one can obtain the preshape of $z$ by quotienting out the effect of translation and scale

$$u = \frac{z - \langle z \rangle}{\|z - \langle z \rangle\|},$$

where $\langle z \rangle = (\bar{z}, \cdots, \bar{z})$, and $\bar{z} = \frac{1}{k} \sum_{j=1}^{k} z_j$. This indicates that the preshape space is equivalent to a complex hypersphere, $\mathbb{C}S^{k-1} = \left\{ u \in \mathbb{C}^k | \sum_{i=1}^{k} u_j = 0, \|u\| = 1 \right\}$. Then the shape $[z]$ of $z$ which is the geometric object that is invariant under a rotation effect, is

**Figure 1:** Left: an example of the Scenario 1), consisting of observations drawn from the VM distribution and outliers displayed in light grey circles and asterisks, respectively. Right: Scenario 2). In both setting, the fit of the extrinsic mean and median are displayed with the true mean value.
Table 1: Results of the experiment described in Section 3.1. The result of scenario 1 and 2 are presented in the top and bottom panels of the table, respectively.

Scenario 1: The outlier contaminated case

| N   | E. Mean | E. Med | 0.1   | E. Mean | E. Med | 0.2   | E. Mean | E. Med | 0.4   | E. Mean | E. Med |
|-----|---------|--------|-------|---------|--------|-------|---------|--------|-------|---------|--------|
| 10  | 0.0100  | 0.0090 | 0.0550 | 0.0129  | 0.1376 | 0.0132 | 0.2778  | 0.0169 |
| 50  | 0.0064  | 0.0066 | 0.0663 | 0.0106  | 0.1311 | 0.0115 | 0.2702  | 0.0122 |
| 100 | 0.0032  | 0.0033 | 0.0624 | 0.0101  | 0.1315 | 0.0087 | 0.2732  | 0.0118 |
| 200 | 0.0025  | 0.0028 | 0.0655 | 0.0099  | 0.1331 | 0.0101 | 0.2730  | 0.0136 |

Scenario 2: The heavy tailed distribution

| τ   | N   | E. Mean | E. Med | 0.1   | E. Mean | E. Med | 1      | E. Mean | E. Med | 2      | E. Mean | E. Med |
|-----|-----|---------|--------|-------|---------|--------|--------|---------|--------|--------|---------|--------|
| 0.2 | 10  | 0.3411  | 0.1658 | 0.1971 | 0.0540  | 0.1044 | 0.0505 | 0.0376  | 0.0393 |
|     | 50  | 0.1053  | 0.0011 | 0.0709 | 0.0135  | 0.0454 | 0.0199 | 0.0188  | 0.0197 |
|     | 100 | 0.0653  | 0.0003 | 0.0432 | 0.0095  | 0.0364 | 0.0141 | 0.0123  | 0.0194 |
|     | 200 | 0.0582  | 0.0003 | 0.0211 | 0.0062  | 0.0198 | 0.0091 | 0.0086  | 0.0095 |
| 2   | 10  | 0.3105  | 0.1294 | 0.4291 | 0.4054  | 0.4446 | 0.3963 | 0.3876  | 0.4501 |
|     | 50  | 0.1471  | 0.0014 | 0.2221 | 0.1112  | 0.1619 | 0.1550 | 0.1824  | 0.2097 |
|     | 100 | 0.1312  | 0.0023 | 0.1434 | 0.0858  | 0.1415 | 0.1339 | 0.2075  | 0.2641 |
|     | 200 | 0.0867  | 0.0005 | 0.0894 | 0.0567  | 0.0967 | 0.0845 | 0.1161  | 0.1421 |

Table 1: Results of the experiment described in Section 3.1. The result of scenario 1 and 2 are presented in the top and bottom panels of the table, respectively.

obtained by considering all rotated version of $u$, i.e., $[z] = \{ e^{i\theta} u : 0 \leq \theta < 2\pi \}$. As the shape is defined as the orbit of $u \in \mathbb{C}S^{k-1}$, Kendall’s planar shape space $\Sigma_2^k = \mathbb{C}S^{k-1}/SO(2)$ is the quotient space of the preshape space under the action of special orthogonal group of dimension 2, $SO(2) = \{ A \in \text{GL}_2 | A^{-1} = A^T, \det(A) = 1 \}$. Alternatively, the effects of scaling by a scalar $r > 0$ and rotating by an angle $0 \leq \theta < 2\pi$ can be simultaneously filtered out via multiplying by the complex number $\lambda = re^{i\theta}$ from the centralized $k$-ad configuration $\mathbf{z} - \langle \mathbf{z} \rangle$, i.e., $[z] = \{ \lambda(\mathbf{z} - \langle \mathbf{z} \rangle) : \lambda \in \mathbb{C} \backslash \{0\} \}$. Due to this algebraically simpler characterization, the planar shape space is equivalently identified as the complex projective space $\Sigma_m^k \simeq \mathbb{C}P^{k-2}$ that is the space of all complex lines through the origin in $\mathbb{C}^{k-1}$. More detailed explanation of the geometrical structure of the shape manifold is provided in Dryden and Mardia (1998);
We now describe the extrinsic approach in $\Sigma_k^2$. Due to Kent (1992), in the Kendall’s planar shape space the Veronese–Whitney embedding is typically used, which maps $\Sigma_k^2$ into the space of $k \times k$ complex Hermitian matrices $S(k, \mathbb{C})$ by

$$J : \Sigma_k^2 \to S(k, \mathbb{C}) \quad \quad [z] \mapsto J([z]) = uu^*,$$

where $u^*$ denotes the complex conjugate transpose of $u$. Furthermore, since $J(A[z]) = Auu^*A^*$ holds for any $A \in SU(k)$, where $SU(k) = \{ A \in \text{GL}_k(\mathbb{C}) \mid AA^* = I, \det(A) = 1 \}$ denotes the special unitary group, the Veronese-Whitney embedding is shown to be the $SU(k)$ equivariant embedding, i.e., $J(A[z]) = \phi(A)J([z])$. It follows directly by taking the Lie group homomorphism $\phi : SU(k) \to \text{GL}_k(\mathbb{C})$ such that $\phi(A)B = ABA^*$, where $B \in S(k, \mathbb{C})$. It also should be noted that the squared extrinsic distance of two planar shapes is defined in terms of the Frobenius norm of a complex matrix

$$\rho_E^2([z_1], [z_2]) = \| J([z_1]) - J([z_2]) \|_F^2 = \text{Trace}\left(\{ J([z_1]) - J([z_2]) \} \{ J([z_1]) - J([z_2]) \}^* \right) = \sum_{j=1}^k \sum_{i=1}^k |\{ J([z_1]) - J([z_2]) \}_{i,j}|^2. \quad (9)$$

Since the above extrinsic distance takes into account every $k^2$ element of $J([z_1]) - J([z_2])$, it can be viewed as the natural Euclidean distance between the two embedded shapes $J([z_1])$ and $J([z_2])$. Lastly, the inverse and projection map of the embedding, $J^{-1}(\mathcal{P}(\cdot))$ in (6), remain to be identified. Let $\tilde{X}$ be the arbitrary point on the ambient Euclidean space $\mathbb{R}^D$, then the projection mapping of $\tilde{X}$ onto the image of the embedding $\tilde{M} = J(\Sigma_k)$ is given by $\gamma \gamma^*$, where $\gamma$ is the unit eigenvector of $\tilde{X}$ corresponding to the largest eigenvalue. Subsequently, the inverse map of $J^{-1}(\gamma \gamma^*) = [\gamma]$ can be obtained directly from (8) without
extra operations.

Now, in order to gauge the performance of the proposed method, we perform simulation experiments on the planar shape space by investigating the corpus callosum (CC) data extracted from the subset of ADHD-200 dataset (http://fcon_1000.projects.nitrc.org/indi/adhd200/). The original dataset includes functional magnetic resonance imaging (fMRI) scans of subjects categorized into four different groups based on their symptoms and conditions; (1) Typically developing children, (2) ADHD-Hyperactive, (3) ADHD-Inattentive, and (4) ADHD-Combined. The CC shapes of 647 subjects which consist of 50 landmarks were preprocessed and analyzed by Huang et al. (2015) to illustrate their clustering method. In this experiment, however, only a subset of the data (the CC shapes extracted from 404 typically developing children) was utilized. Since the main aim of this simulation study is to see how the extrinsic median behaves robustly in a noisy environment, where a number of landmarks are contaminated by outliers, we further manipulated the data by assigning random noises generated from Normal($\mu = 1000, \sigma = 5$) to the real parts (the $x$ coordinates) of the 10th $\sim$ 15th landmarks. The number of outliers were varied according to the noise level $r$ ranging from 0 to 0.4. Additionally, the extrinsic median was compared to several competing methods including the maximum likelihood estimator of the isotropic offset Gaussian distribution (Mardia and Dryden, 1989; Dryden and Mardia, 1991) and different variants of the Fréchet means such as intrinsic mean, the Fréchet mean associated with the partial Procrustes distance and the extrinsic mean.

Figure 2 shows the CC shapes obtained from several simulated data with different noise level $r = \{0, 0.2, 0.4\}$. As shown in the left panel $(r = 0)$, no remarkable difference was observed in estimated shapes between methods. On the other hand, however, the middle and the right panels present that with the exception of the extrinsic median, other methods appeared to be affected by outliers and led to the distortion in the estimated shapes. Importantly, although the deformation of the estimated shape is occurred as well in the extrinsic median at the highest noise level tested, we have seen that it stays much closer to its initial
Figure 2: Examples of normal C.C. data and estimated shapes. Each individual shape is displayed in light grey solid line, and the results of different methods are represented by different colors and line styles.

result, than those of the other methods compared.

We now introduce the measure that quantifies the robustness of estimators on the planar shape space. To do this, we let $\overline{x}$, $\hat{x}^*$ denote the estimated shape obtained from the uncontaminated and contaminated data, respectively. Then the full Procrustes distance between $\overline{x}$ and $\hat{x}^*$, i.e., $\rho_{FP}(\hat{x}^*, \overline{x}) = \sqrt{1 - |\langle \hat{x}^*, \overline{x} \rangle|^2}$, is considered to assess whether methods can provide the robust estimation without being influenced by outlier values. This appears analogous to that used by the breakdown point in which the Euclidean version of the foregoing quantity, $\|T_n(\mathcal{X}^*_m) - T_n(\mathcal{X})\|$ is exploited. However, unlike in the case of the breakdown point, which gives the highest fraction of gross outliers in the data that can be handled by an estimator, the smaller value of $\rho_{FP}(\hat{x}^*, \overline{x})$ implies the method has more resistance to outliers. Results of this simulation, averaged over 20 replications for the different contamination levels, are presented in Figure 3. This illustrates that the proposed extrinsic median has a remarkable ability to resist against outliers in the case where the data are contaminated.
with significant levels of noise. All the methods, however, show deterioration in performance which mainly caused by the squared distance term employed in models.

4 Robust Extrinsic Local Regression

In this section, we present the robust extrinsic local regression. To do this, we first consider a nonparametric regression model $Y = f_0(X) + \varepsilon$ with a response $Y$ taking value in $\mathcal{M}$, a Euclidean predictor $X \in \mathbb{R}^p$, and $f_0$ an unknown regression function of interest. Suppose we observe $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ consisting of independent and identically distributed copies of $(X, Y)$. One of the major challenges involved in developing a regression model having a manifold valued response lies in the lack of vector space structure of $\mathcal{M}$, which causes the traditional Euclidean approaches including the least square method not to be obviously applicable. For example, since linear operations are limited on $(\mathcal{M}, \rho)$, evaluating the difference between the estimated value and the observed value, i.e., $y_i - \hat{f}(x_i)$, is not practical. Moreover, the geometrical feasibility of the estimation, i.e., $\hat{f}(x_i) \in \mathcal{M}$, can not
be guaranteed unless additional restrictions are imposed on the typical regression models. For the reasons outlined above, there has been a great demand for the development of a regression model having a manifold valued response, and a large body of literature addressing this problem has accumulated over the past two decades (Shi et al., 2009; Yuan et al., 2012; Cornea et al., 2017). In particular, the extrinsic local regression (ELR) method has been initially established by Lin et al. (2017). More recently, Petersen and Müller (2019) proposed the Fréchet regression on general metric spaces by considering the following conditional Fréchet mean

\[ F(x) = \arg\min_{q \in \mathcal{M}} \int_{\mathcal{M}} \rho^2(q, y) Q(dy|x), \]

where \( Q(y|x) \) denotes the conditional distribution of \( Y \) given \( X = x \). Applications of the above framework is very broad as its usage is not limited to manifolds. However, despite promising progress in developing regression models for a non-Euclidean valued response, all the aforementioned methods commonly suffer from lack of robustness caused by the squared distances. To remedy this problem, we propose the robust extrinsic local regression (RELR), which can be accomplished easily by linking the extrinsic median to a classical nonparametric local kernel regression. The remainder of this section is dedicated to presenting the details of RELR, together with the proposed numerical algorithm.

We begin by introducing the following population robust extrinsic regression function, which extends the notion of the conditional median to manifolds,

\[ F_{RE}(x) = \arg\min_{q \in \mathcal{M}} \int_{\mathcal{M}} \|J(q) - J(y)\| Q(dy|x) \]

\[ = \arg\min_{q \in \mathcal{M}} \int_{\mathcal{M}} \|J(q) - z\| \tilde{Q}(dz|x), \]

where \( \tilde{Q}(\cdot|x) = Q(\cdot|x) \circ J^{-1} \) is the induced conditional probability measure of \( Y \) given \( X = x \) defined on \( J(\mathcal{M}) \). While the proposed extrinsic approach is similar in spirit to
those developed in Lin et al. (2017), our work differs in that it makes use of the unsquared extrinsic distance rather than the squared one. The unknown regression function $F(\cdot)$ can be estimated at the evaluation point $x$ by the classical local polynomial fitting (Fan and Gijbels, 1996)

$$
\hat{F}_{RE}(x) = J^{-1}\left(\mathcal{P}\left(\arg\min_{y \in \mathbb{R}^D} \sum_{i=1}^{n} K_H(x_i - x) \|y - J(y_i)\|\right)\right).
$$

(11)

In the above notation, $K_H : \mathbb{R}^p \rightarrow \mathbb{R}$ denotes the multivariate kernel function which is defined as $K_H(u) = \frac{1}{\det(H)} K(H^{-1}u)$, where $u = (u_1, \cdots, u_p)^\top \in \mathbb{R}^p$, $H$ is a $p \times p$ symmetric and positive definite smoothing matrix, and $K : \mathbb{R}^p \rightarrow \mathbb{R}$ satisfies $\int_{\mathbb{R}^p} K(u)du = 1$, $\int_{\mathbb{R}^p} uK(u)du = 0$, and $\int_{\mathbb{R}^p} u^2K(u)du < \infty$. Note that the case $H = \text{Diag}(h_1, \cdots, h_p)$ corresponds to using a product kernel obtained by multiplying $p$ univariate kernels with different bandwidths, i.e., $K_H(u) = \prod_{i=1}^{p} \frac{1}{h_i} k_i(u_i/h_i)$. Regarding solving the inner optimization problem in (11), note that since it takes the form of the weighted Fermat-Weber problem, where the weight imposed on the $i$th observation is formulated in terms of the kernel function $w_i = K_H(x_i - x)/\sum_{j=1}^{n} K_H(x_j - x)$, the robust extrinsic local regression can be readily solved by the generalized Weiszfeld’s algorithm.

We now describe the numerical algorithm for obtaining the solution of the localized robust regression estimator. As it has been assumed in the development of the extrinsic median, the non-colinearity of the embedded responses $J(y_1), \cdots, J(y_n)$ is required in order to ensure the convergence of the algorithm. We also let $f(y) = \sum_{i=1}^{n} w_i \|y - J(y_i)\|$ be the objective function, then by the strict convexity of $f$, the optimal solution is attained at the stationary point $\nabla f(y) = \sum_{i=1}^{n} w_i \frac{y - J(y_i)}{\|y - J(y_i)\|} \equiv 0$. Then, since the optimal $y^*$ satisfies the following equation $(\sum_{i=1}^{n} w_i/\|y^* - J(y_i)\|) y^* = \sum_{i=1}^{n} w_i J(y_i)/\|y^* - J(y_i)\|$, the iterative algorithm for updating $y$ on the embedded space has the following form

$$
y^{t+1} = \left(\sum_{i=1}^{n} \frac{w_i}{\|y^t - J(y_i)\|}\right)^{-1} \sum_{i=1}^{n} \frac{w_i J(y_i)}{\|y^t - J(y_i)\|}.
$$

(12)
In Algorithm 2, after a simple algebraic calculation, we can reformulate the update rule in (12) into the form of the gradient descent with the step size $s^t = (\sum_{i=1}^{n} w_i / \|y^t - J(y_i)\|)^{-1}$.

Once finding the optimal solution $y^*$ of the inner minimization problem on the ambient space in $\mathbb{R}^D$, the final regression estimator of $\hat{F}_{RE}(x)$ on $\mathcal{M}$ can be straightforwardly obtained by evaluating the projection map of $y^*$ onto the image of the $J(\mathcal{M})$ and taking the inverse map of the embedding. Note that in order to prevent the algorithm from getting stuck on the non optimal embedded points, $\{y^t\}_{t \geq 0} \not\in \{J(y_1), \cdots, J(y_n)\}$ needs to be assumed.

### Algorithm 2 Robust extrinsic local regression (RELR)

**Input:** $n$ observations $\mathcal{D} = \{(x_1, y_1), \cdots, (x_n, y_n)\}$, evaluation point $x$

**Initialize:** $t = 0$, $y^0$ and $\varepsilon$

1. **while** $\|y^{t+1} - y^t\| > \varepsilon$ **do**
2.  
   Compute the gradient direction $\nabla f(y^t)$
   
   $$
   \sum_{i=1}^{n} \frac{K_H(x_i - x)}{\sum_{j=1}^{n} K_H(x_j - x)} \frac{y^t - J(y_i)}{\|y^t - J(y_i)\|}
   $$

3.  
   Compute the step size
   
   $$
   s^t = \left(\sum_{i=1}^{n} \frac{K_H(x_i - x)}{\sum_{j=1}^{n} K_H(x_j - x)} / \|y^t - J(y_i)\|\right)^{-1}
   $$

4.  
   Update $y^{t+1}$
   
   $$
   y^{t+1} = y^t - s^t \cdot \nabla f(y^t)
   $$

5.  
   $t \leftarrow t + 1$

6. **end while**

**Output:** Estimated robust estimator $\hat{F}_{RE}(x) = J^{-1}(\mathcal{P}(y^*))$ $\triangleright$ $y^*$ the optimal value

We are now in a position to present the convergence analysis of the proposed algorithm. Before proceeding, the following results related to convergence of the classical Weiszfeld’s algorithm should be noted. For nonsmooth convex optimization problems, most existing gradient descent type algorithms are known to converge to the optimal solution at a rate of $O(1/\sqrt{t})$, however, with the initial value proposed by Vardi and Zhang (2001), one can show that the Weiszfeld’s algorithm attains a sublinear convergence rate $O(1/t)$ (see
More surprisingly, using the smooth approximation of the objective function enables the algorithm to achieve an accelerated convergence rate $O(1/t^2)$. Additionally, since the proposed algorithm for solving RELR is performed on Euclidean space, similar algorithmic techniques and convergence properties previously established for the classical Weiszfeld's algorithm can be immediately utilized.

First, we will henceforth make use of the following initial point of RELR algorithm, which is the extension of the scheme in Vardi and Zhang (2001) to a nonparametric regression setting. For $p \in \arg\min_{i \in \{1, \ldots, n\}} f(J(y_i))$, we set the initial value for Algorithm 2 by $y^0 = y_p + t_p d_p$, where

$$
R_p := \sum_{i \neq p} K_H(x_i - x) \frac{J(y_p) - J(y_i)}{\|J(y_i) - J(y_p)\|} \\
\frac{d_p}{\|R_p\|} = -R_p \\
t_p = \frac{\|R_p\| - K_H(x_p - x) / \sum_{j=1}^{n} K_H(x_j - x)}{L(J(y_p))}.
$$

And the operator $L$ is given by

$$
L(y) = \begin{cases}
\sum_{i=1}^{n} K_H(x_i - x) / \sum_{j=1}^{n} K_H(x_j - x), & y \notin \{J(y_1), \ldots, J(y_n)\} \\
\sum_{i \neq p} K_H(x_i - x) / \sum_{j=1}^{n} K_H(x_j - x), & y = J(y_p) (1 \leq p \leq n)
\end{cases}
$$

Using the above initial point, we obtain the following result. Proposition 1 is of interest in its own right, since without any further manipulation of the algorithm, the carefully chosen starting value enables Algorithm 2 to achieve the sublinear convergence rate, $O(1/t)$.

**Proposition 1.** Suppose that all embedded response values are not colinear. Then, for any $t \geq 0$, we have

$$
f(y^t) - f^* \leq \frac{L(J(y_p))\|y^0 - y^*\|^2}{t \left(\|R_p\| - \frac{K_H(x_p - x)}{\sum_{j=1}^{n} K_H(x_j - x)}\right)^2}, \quad (13)
$$
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where \( f^* \) is the minimum of \( f \).

**Proof.** To prove the sublinear convergence rate of the proposed Algorithm 2, we have used a collection of results in Beck and Sabach (2015). We first need to derive the upper bound of the sequence \( \{L(y^t)\}_{t \geq 0} \), where \( \{y^t\}_{t \geq 0} \) is the sequence generated by the algorithm. For any \( i = 1, \cdots, n \), and \( y \) satisfying \( f(y) \leq f(y^0) \), the following inequality \( \|y - J(y_i)\| \geq f(J(y_i)) - f(y^0) \) is satisfied (Lemma 8.1 in Beck and Sabach, 2015). By combining this together with the monotonicity of \( f(y^i) \leq f(y^0) \) (Corollary 3.1 in Beck and Sabach, 2015) and \( f(J(y_p)) \leq f(J(y_i)) \), we have \( \|y^t - J(y_i)\| \geq f(J(y_p)) - f(y^0) \). Then by making use of the definition of the operator \( L \), we obtain the following result

\[
L(y^t) = \sum_{i=1}^{n} \frac{K_H(x_i - x)}{\|y^t - J(y_i)\|} \leq \frac{1}{f(J(y_p)) - f(y^0)} \leq \frac{2L(J(y_p))}{\|y_p\| - \frac{K_H(x_p - x)}{\sum_{j=1}^{n} K_H(x_j - x)}}. \tag{14}
\]

In the last inequality, we have use the Lemma 7.1 in Beck and Sabach (2015) that for some \( j \in \{1, \cdots, n\} \), \( f(J(y_j)) - f(J(y_j) + t_j d_j) \geq (\|R_j\| - K_H(x_j - x) / \sum_{i=1}^{n} K_H(x_i - x) \|^2) / 2L(J(y_j)) \). Finally from Lemma 5.2 in Beck and Sabach (2015), which states \( f(y^{n+1}) - f^* \leq L(y^n) (\|y^n - y^*\|^2 - \|y^{n+1} - y^*\|^2) / 2 \) and the Fejér monotonicity of the sequence generated from Weiszfeld’s algorithm (i.e., \( \|y^{t+1} - y\| \leq \|y^t - y\| \)), the upper bound \( f(y^t) - f^* \) can be derived in the following manner.

\[
\sum_{n=0}^{t-1} \left(f(y^{n+1}) - f^*\right) \leq \sum_{n=0}^{t-1} \frac{L(y^n)}{2} \left(\|y^n - y^*\|^2 - \|y^{n+1} - y^*\|^2\right)
\leq \frac{L(J(y_p))}{\|y_p\| - \frac{K_H(x_p - x)}{\sum_{j=1}^{n} K_H(x_j - x)}} \left(\|y^0 - y^*\|^2 - \|y^t - y^*\|^2\right)
\leq \frac{L(J(y_p))\|y^0 - y^*\|^2}{\|y_p\| - \frac{K_H(x_p - x)}{\sum_{j=1}^{n} K_H(x_j - x)}}^2. \tag{15}
\]

Since the sequence \( \{f(y^t)\}_{t \geq 0} \) is non increasing, \( t(f(y^t) - f^*) \leq \sum_{n=0}^{t-1} (f(y^{n+1}) - f^*) \) completes the proof. \( \square \)
Even though we have achieved the improved rate of convergence $O(1/t)$, there still exists a gap in the order of the convergence rate, as compared to $O(1/t^2)$ which is commonly attained by the accelerated gradient based methods for solving smooth convex optimization problems. To further enhance the convergence rate, we here introduce the modified version of algorithm for RELR. Since the slow convergence rate is essentially caused by the inherent nonsmoothness of the objective function $f$, this can be resolved by using the smooth alternative of $f$, that always gives the optimal solution exactly the same as it is supposed to be. Besides the improved convergence rate, what makes this approach is even more surprising is that for $t \geq 1$ the assumption ($\{y_t\} \not\in \{J(y_1), \cdots, J(y_n)\}$) made on the the sequence generated by Algorithm 2 is not required. Given the lack of knowledge on conditions under which the above assumption can be guaranteed, the smooth approximation method has the practical advantage.

We finish this section by describing the derivation of the modified Weiszfeld’s algorithm for RELR along with the convergence analysis. To do this, we begin by considering the following smooth function $\tilde{f}_s(y) : \mathbb{R}^D \to \mathbb{R}$,

$$\tilde{f}_s(y) = \sum_{i=1}^{n} \frac{K_H(x_i - x)}{\sum_{j=1}^{n} K_H(x_j - x)} g_{b_i}(y - J(y_i)),$$

where

$$g_{b_i}(y - J(y_i)) = \begin{cases} \|y - J(y_i)\|, & \|y - J(y_i)\| \geq b_i \\ \frac{\|y - J(y_i)\|^2}{2b_i} + \frac{b_i}{2}, & \|y - J(y_i)\| < b_i \end{cases}$$

and $b_i = f(J(y_i)) - f(y^0)$. Note first that the function $\tilde{f}_s(y)$ is convex and continuously differentiable over $\mathbb{R}^D$ whose gradient is Lipschitz continuous, i.e., $\|\nabla \tilde{f}_s(y) - \nabla \tilde{f}_s(z)\| \leq L_s \|y - z\| \ \forall y, z \in \mathbb{R}^D$, with the Lipschitz constant

$$L_s = \sum_{i=1}^{n} \frac{K_H(x_i - x) / \sum_{j=1}^{n} K_H(x_j - x)}{f(J(y_i)) - f(y^0)}.$$
Also observing that \( g_b(y - J(y_i)) \geq \|y - J(y_i)\| \quad \forall y \in \mathbb{R}^D \), it follows that we have \( \tilde{f}_s(y) \geq f(y) \) which indicates \( \tilde{f}_s(y) \) plays a role of the upper bound of \( f(y) \). Moreover following from Lemma 8.1 in Beck and Sabach (2015), \( \|y^* - J(y_i)\| \geq f(J(y_i) - f(y^0) = b_i \) holds for \( i = 1, \cdots, n \), where \( y^* \) is the strict global minimizer of the original objective function \( f \). Then, according to the construction in (17), \( g_b(y^* - J(y_i)) = \|y^* - J(y_i)\| \) is always satisfied, which indicates \( \tilde{f}_s(y^*) = f(y^*) \) is always satisfied, which indicates \( \tilde{f}_s(y^*) = f(y^*) < f(y) \leq \tilde{f}_s(y) \). Thus, it is clear to see that the minimizer of the inner optimization problem in (11) must also be a global minimizer of (16), i.e., \( y^* = \arg\min_u \tilde{f}_s(y) = \arg\min_u f(y) \). In the above sense, \( \tilde{f}_s(y) \) allows us to smoothly approximate the original objective function \( f(y) \). Therefore, rather than directly working with \( f(y) \), we should aim to minimize \( \tilde{f}_s(y) \), which leads to Algorithm 3.

Algorithm 3 Fast Weiszfeld algorithm for RELR

Input: \( n \) observations \((X, Y) = \{(x_1, y_1), \cdots, (x_n, y_n)\}\), evaluation point \( x \)

Initialize: \( s_1 = 1, u^0 = y^0 \in \mathbb{R}^d \) and \( \varepsilon \)

1: while \( \|y^t - y^{t-1}\| > \varepsilon \) do

2: For \( t = 1, 2, \cdots \)

3: Update \( y^t = u^t - \frac{1}{L_s} \nabla \tilde{f}_s(u^t) \), where

\[
\nabla \tilde{f}_s(u^t) = \sum_{i=1}^{n} \frac{K_H(x_i - x)}{\sum_{j=1}^{n} K_H(x_j - x)} \times \begin{cases} 
\frac{u^t - J(y_i)}{\|u^t - J(y_i)\|}, & \text{if } \|u^t - J(y_i)\| \geq b_i \\
\frac{u^t - J(y_i)}{b_i}, & \text{if } \|u^t - J(y_i)\| < b_i 
\end{cases}
\]

4: Update \( s_{t+1} = \frac{1 + \sqrt{1 + 4s_t^2}}{2} \)

5: Update \( u^{t+1} = y^t + \left( \frac{s_t - 1}{s_{t+1}} \right) (y^t - y^{t-1}) \)

6: end while

Output: Estimated robust estimator \( F_{RE}(x) = J^{-1}(P(y^*)) \quad \triangleright \quad y^* \) optimal value

Now we let \( \{y^t\}_{t \geq 0} \) be the sequence generated by Algorithm 3, then we obtain

\[
\tilde{f}_s(y^t) - f^* \leq \frac{2L_s \|y^0 - y^*\|^2}{(t + 1)^2}. \quad (18)
\]
The above convergence result follows immediately from Theorem 9.1 in Beck and Sabach (2015), and see Beck and Teboulle (2009) for a proof. Furthermore, in our RELR setting, $L_s$ is bounded from above by

\[
L_s = \sum_{i=1}^{n} \frac{K_H(x_i - x)}{f(J(y_i)) - f(y^0)} \leq \sum_{i=1}^{n} \frac{K_H(x_i - x)}{f(J(y_p)) - f(y^0)}
\]

\[
= \frac{1}{f(J(y_p)) - f(y^0)} \leq \frac{2L(J(y_p))}{\left( \|R_p\| - \frac{K_H(x_p - x)}{\sum_{j=1}^{n} K_H(x_j - x)} \right)^2},
\]

where the last inequality uses (14). Putting all pieces together and using $\tilde{f}_s(y) - f^* \geq f(y) - f^*$, we see that the fast Weiszfeld algorithm for RELR attains the following convergence rate of $O(1/t^2)$ :

\[
f(y^t) - f^* \leq \frac{4\|y^0 - y^*\|^2 L(J(y_p))}{\left\{ (t + 1) \left( \|R_p\| - \frac{K_H(x_p - x)}{\sum_{j=1}^{n} K_H(x_j - x)} \right) \right\}^2},
\]

which is a substantial improvement on the convergence rate in (13).

5 Application of RELR to the Planar Shape Space

In this section, the benefit of the robust extrinsic local regression over the extrinsic regression is demonstrated on the basis of simulation studies. While simulation conducted in this paper has focused only on the case of the planar shape, the proposed method can be applied to other manifolds in a straightforward manner. Recalling from Section 3.2, we let \( Y = (z_1, \ldots, z_k) \) be the response variable which is a planar shape of \( k \)-ads defined on \( \Sigma^2_k \), and \( X \in \mathbb{R}^p \) is an Euclidean predictor. By slightly modifying the polar coordinate based scheme in Lin et al. (2017), we generate synthetic planar shape data in the following manner :

**Generate Covariate** : \( X = (X_1, \ldots, X_p) \), where \( X_i \sim \text{Uniform}(a, b) \)

**Coefficient** : \( \beta = (\beta_1, \ldots, \beta_k) = (1/k^2, \ldots, k/k^2) \in \mathbb{R}^k \)
Generate Intercept angles: $\phi_0 = (\phi_{01}, \cdots, \phi_{0k}) = (1/2, \cdots, k/2) \in \mathbb{R}^k$

Generate Intercept radius: $\gamma_0 = (\gamma_{01}, \cdots, \gamma_{0k}) = (0.1, \cdots, 0.1) \in \mathbb{R}^k$

Generate Shape angles: $\phi'_j \sim \text{Normal}\left(\phi_{0j} + \beta_j \sum_{i=1}^p X_i, \sigma^2_{\phi}\right)$

Standardize angles: $\phi = (\phi_1, \cdots, \phi_k)$, where $\phi_j = \phi'_j \pmod{2\pi}$

Generate Shape radius: $\gamma = (\gamma_1, \cdots, \gamma_k)$, where $\gamma_j \sim \text{Normal}\left(\gamma_{0j} + \beta_j \sum_{i=1}^p X_i, \sigma^2_{\gamma}\right)$

Convert to complex form for the landmark: $z_j = \gamma_j (\cos(\phi_j) + i \sin(\phi_j))$.

Further, in order to conduct simulation studies under the outlier contaminated setting, we randomly add fixed number of outliers to the response variable, i.e., $Y^* = Y + \Psi = (z^*_1, \cdots, z^*_k)$. The extreme value of outlier $\Psi \in \mathbb{C}^k$ was generated from the $k$-dimensional complex normal distribution, $\mathbb{C}N(\mu, \Gamma)$, where $\mu = E(\Psi)$ and $\Gamma = E((\Psi - \mu)(\Psi - \mu)^H)$.

We note that since the contaminated response $Y^*$ is no longer an element in $\Sigma^k_2$, both translation and scale effects have to be filtered out. To help understand the process by which data are generated, the representative illustration of the simulated data is presented on the left panel of Figure 4. For illustrative purpose, planar shape data is generated under the univariate setting, and only the first landmark is contaminated. In the right panel of the same figure, the estimated curves are given, along with true underlying function. As shown in the figure, the curve obtained from the usual ELR (red) substantially deviates from the true curve (blue), while the curve corresponding to the RELR (green) is almost overlapped with the supposed true value.

One important remaining issue of the proposed RELR model that has not been highlighted in the previous section is the bandwidth selection. It is well known that the performance of the local polynomial type method significantly relies on a tuning parameter $h$, called the bandwidth which plays a crucial role in controlling the degree of smoothing. To be specific, large $h$ value leads to a smooth estimation, but by failing to account for a local
Figure 4: Left: the example of the simulated data (univariate case) with \( r = 0.2 \), each point is colored according to the value of the predictor \( X_1 \). Right: The result of estimations. The optimal bandwidths of RELR and ELR, selected by the 5-fold cross validation are \( h_{\text{Med}} = 1.37 \) and \( h_{\text{Mean}} = 2.27 \), respectively.

variation it may introduce a significant estimation bias, whereas small \( h \) produces a jagged estimation, leading to a large variance. Thus it should be properly selected to balance the trade-off between variance and squared bias. Throughout the simulation, we consider the smoothing matrix that gives the same bandwidth in all \( p \) dimensions, i.e., \( H = h I_p \). Though bandwidth selection methods have been extensively studied in the early days of nonparametric regression modeling, in this paper we adopt 5-fold cross validation for the sake of simplicity.

The performance of the RELR is evaluated by comparing the results with those achieved by ELR in terms of two different measures associated with the full Procrustes distance, \( \rho_{\text{FP}} = \sqrt{(1 - |\langle z_1, z_2 \rangle|^2)} \), where \( z_1, z_2 \in \Sigma^k_2 \). Firstly, we consider \( \text{MD}_{\text{obs}} = \sum_{i=1}^{n} \rho_{\text{FP}}(y_i, \hat{f}(x_i))/n \), that measures difference between the estimated value \( \hat{f}(x_i) \) and the observed value \( y_i \). Moreover, to assess whether the estimator has the benefit of capturing the true signal, it is more appropriate to examine the following root mean squared error like measure \( \text{RMSE}_{\text{true}} = \sqrt{\sum_{i=1}^{n} \rho_{\text{FP}}(f_0(x_i), \hat{f}(x_i))^2/n} \), which quantifies the difference between the pre-
Figure 5: Results of the univariate case, as a function of the contamination level $r = [0, 0.3]$. Left: Averaged value of MD$_{obs}$. Right: Averaged value of RMSE against underlying true regression function $f_0(x_i)$. To assist in the visualization, we also give a loess smooth with Monte-Carlo standard error.

dictor and the true value $f_0(x_i)$. To investigate how methods are affected by outliers, the contamination level $r$ were varied on an evenly spaced grid over $[0, 0.3]$. The values (averaged over 20 replications per each setting) of MD$_{obs}$ and RMSE$_{true}$ with $n = 200, p = 1$, are presented in Figure 5 (left and right panel, respectively).

Overall, the performance curves, obtained across the experimental conditions, are roughly linear and slope upward from left to right as contamination rate runs from 0 to 0.3, which indicates performances of both RELR and ELR degrade as $r$ increases. We also have found that, values of both MD$_{obs}$ and RMSE$_{true}$ corresponding to RELR are consistently lower than those of ELR, except for $r = 0$. The result from the left panel makes intuitive sense, as RELR minimizes the empirical risk function associated with the unsquared extrinsic distance which only differs from the full Procrustes distance by a multiplicative constant. In the right panel, however, the value of the slope obtained from ELR, inclined toward the upper right point $(0.3, 0.2)$ starting from the origin, is 1.67 which is approximately four times greater than that of RELR. This clearly suggests that RELR outperforms ELR by a wide margin in
identifying true patterns of shape changes that are masked by noise. As shown in Table 2, similar results were obtained from further experiments in a multivariate setting ($p = 3$) with different samples sizes. In this simulation study, the proposed RELR is seen to universally perform very well across all examined simulation scenarios. However, contrary to RELR, it appears that the performance of ELR is prone to be adversely affected by the presence of outliers and noises, which is consistent and in line with what we would have been expected from the previous location estimation performed in Section 3.2.

6 Discussion

In this paper, we have proposed the robust statistical methods on manifolds and demonstrated that when outliers exist in the dataset, they are capable of achieving considerable improvements over existing methods. Building upon the idea of geometric median and the extrinsic framework, our method takes the full advantage of what the two approaches can provide. (i) the robustness property is attained by employing the unsquared extrinsic dis-
distance induced by the Euclidean embedding, which prevents the estimator from amplifying the effects of noise and outliers. (ii) Our approach also can be universally adapted to any manifold, on which the proper Euclidean embedding is available. For example, the RELR can be straight-forwardly implemented into the space of $p \times p$ symmetric positive definite (SPD) matrices, which especially emerged as the form of data in neuro imaging. To be specific, $3 \times 3$ SPD matrices have arisen as data elements in diffusion tensor imaging (DTI). In this space, the equivariant embedding is given by the Riemannian logarithm map from the SPD matrices to symmetric matrices, $\log : \text{SPD}(3) \rightarrow \text{Sym}(3); X = U\Lambda U^{-1} \in \text{SPD}(3) \mapsto \log(X) = U \log(\Lambda) U^{-1}$, and the extrinsic distance is defined as the Frobenius norm, i.e., $\rho_E(X_1, X_2) = \| \log(X_1) - \log(X_2) \|_F$.

While our main focus was on developing robust statistical methods for estimating the central location and regression problem on manifolds, some important problems still remain to be further investigated as part of future work. Now, we end the paper by outlining some promising future directions for research that may immediately benefit from our proposed framework. First, borrowing ideas from the method of $K$-medians algorithms (Cardot et al., 2012), clustering on manifolds can be carried out in a more robust manner. Second, an intriguing research question raised by our study is the possible extension of the notion of the quantile to manifolds. Unlike a measure of the central tendency (mean and median), the generalization of the quantile on non-Euclidean space is nontrivial, because it has to take into account the direction and magnitude of changes from the central location. To the best of our knowledge, there has been no reported research in this context yet, which may be in part due to the difficulty in defining the direction on the surface of manifolds. The challenge above may be tackled by utilizing the geometric quantile (Chaudhuri, 1996), which has the geometric median as a special case and our extrinsic framework. We expect that it will be especially useful in medical imaging analysis. Because using the quantile information enables us to quantify pathological state or the abnormality of a certain organ shape, it will be a useful tool for diagnosing and prognosticating critically ill patients.
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