Natural language processing through the subtractive mountain clustering algorithm — a medication intake chatbot
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Abstract. In this work, the subtractive mountain clustering algorithm has been adapted to the problem of natural languages processing in view to construct a chatbot that answers questions posed by the user. The implemented algorithm version allows for the association of a set of words into clusters. After finding the centre of every cluster — the most relevant word, all the others are aggregated according to a defined metric adapted to the language processing realm. All the relevant stored information (necessary to answer the questions) is processed, as well as the questions, by the algorithm. The correct processing of the text enables the chatbot to produce answers that relate to the posed queries. Since we have in view a chatbot to help elder people with medication, to validate the method, we use the package insert of a drug as the available information and formulate associated questions. Errors in medication intake among elderly people are very common. One of the main causes for this is their loss of ability to retain information. The high amount of medicine intake required by the advanced age is another limiting factor. Thence, the design of an interactive aid system, preferably using natural language, to help the older population with medication is in demand. A chatbot based on a subtractive cluster algorithm is the chosen solution.

Keywords: chatbot, medicine intake aid system, natural language processing, subtractive mountain clustering.

1 Introduction

The increase in the processing capacity of computers and smartphones, associated with the great development in artificial intelligence, has allowed the development of large-scale software to facilitate the daily lives of humans. A bot, diminutive of a robot, is an automated hardware or software machine with the capacity to simulate human behaviour [1]. Bots are powered by advances in Artificial Intelligence (AI) technologies. Inside a bot, an algorithm can produce a certain answer according to the input data. An example of a bot is the chatbot, a program capable of having an online conversation with a human being.

The evolution in machine learning algorithms, such as deep learning and deep reinforcement learning, has improved natural language processing (NLP) performance. These advances have made intelligent conversational systems gain more and more
popularity. Since then, chatbots have been applied in the most diverse areas: from commercial use [2] to medicine [3] [4].

Various NLP tasks are carried out to resolve the ambiguity in speech and language processing. Before machine learning techniques, all NLP tasks are carried out using various rules-based approaches. In rule-based systems, rules were constructed manually by linguistic experts or grammarians for particular tasks. Machine learning and statistical techniques are everywhere in today’s NLP. In literature, the implementation of various machine learning techniques for various NLP tasks has been investigated extensively. The machine learning systems start analysing the training data to build their knowledge and produce their own rules and classifiers.

Machine learning techniques can be divided into three categories [5] [6]:

– supervised learning whose models are trained using the labelled data set, where the model learns about each type of data, that includes models like hidden Markov model (HMM) [7] and support vector machines (SVM) [8].

– semi-supervised learning that involves a small degree of supervision, and one example is bootstrapping [9].

– unsupervised learning whose model is not trained. The most common approach of the unsupervised category is clustering [10] [11].

Deep learning is a subfield of machine learning based on artificial neural networks which try to learn from the layered model of inputs. In the deep learning approach concept, learning of a current layer is dependent on the previous layer input. Deep learning algorithms can fall into both supervised and unsupervised categories [12]. The main applications of deep learning include pattern recognition and statistical classification. For example, to combat the increasing amount and reduce the threat of malicious programs, novel deep learning was developed [13].

Clustering is an unsupervised machine learning method of identifying and grouping similar data points in larger data sets without concern for the specific outcome. Cluster analysis is one of the most popular unsupervised classification techniques. Clustering has a myriad of uses in a variety of industries. Some common applications for clustering include market segmentation, social network analysis, search result grouping, medical imaging, image segmentation or anomaly detection. There are different clustering algorithms. Some of the most well known ones are the K-means, Mean-Shift, DBSCAN—Density-Based Spatial Clustering of Applications with Noise, EM using GMM – Expectation-Maximization Clustering using Gaussian Mixture Models (GMM) or Agglomerative Hierarchical Clustering.

Mountain clustering estimates the cluster centers by constructing and destroying the mountain function on a grid space. However, the mountain method is com-
puted in the amount of computation growing exponentially with the increase in the dimensionality of the data. Subtractive clustering [14] (Chiu, 1994) was proposed to reduce the computational cost by computing the mountain function on the data points rather than the grid nodes. Nikhil and Chakraborty [15] stated that subtractive clustering is computationally less expensive than mountain clustering. But the results may be less accurate due to selection of cluster centers only from dataset. Yang and Wu [16] improved the subtractive clustering by modifying mountain function and revised mountain function to automatically estimate the parameters in accordance with the structure of the data and also the number of clusters and Kim et al. [17] proposed a kernel-induced distance instead of the conventional distance when calculating the mountain value of data point.

To develop an automatic conversational agent, a chatbot, capable of accompanying older people with taking medication, the person should be able to interact with the aid system in natural language. Previously, the system had to been informed about the user’s prescription, that is, the daily medicine intake routine and detailed information about every drug. Then, the system is expected to give answers to queries related to the medicine intake.

Physicians often prefer the treatment of illness using medication. One main reason for this is the non-invasiveness of this method of cure and another is the advance in science, namely in pharmacological engineering, that has given rise to new drugs and techniques with great effectiveness.

Older adults are more susceptible to the use of medication because they are also more prone to having chronic disorders such as high blood pressure, cardiac arrhythmia and diabetes. The use of multiple drugs to treat cumulative diseases — multiple pharmacy — and also the use of numerous medications to treat a single condition — polypharmacy — are very common situations among this age group. A study carried out in the period 2010–2011 in the United States [18] showed that almost 90% of elderly adults regularly take at least one prescription drug, approximately 80% take at least two, and 36% take at least five prescribed medications.

With the upsurge in medication, errors associated with their use have also raised, especially in older people [19]. The error associated with taking drugs is especially problematic for these generations because, besides being the ones with the most complex clinical conditions, they also have cognitive problems related to memory and assimilation of information, making it difficult to take the right medication at the right time and in the manner prescribed by their doctor. It is estimated that close to half of the older adults do not take their medication according to the doctor’s prescription [20]. Incorrect drug administration can happen by (i) taking medication at a different time of the day than it was prescribed; (ii) taking a
different dose from the prescribed one; and (iii) changing the medication in course on a particular occasion [21].

These events may be caused by the similarity of the medicine box, the shape and colour of the pill, the similarity between the names of the medicines and the complexity and length of the medical prescription [21]. One study confirmed that 25% of the medication errors are associated with confusion with the name and 33% with confusion with the medication box and package insert [22]. Medication intake errors can lead to loss of treatment effectiveness and increased risk of new complications may induce a new disease state, a new hospitalisation or even death.

Technology information in the health area has been growing [23]. The use of systems to avoid medication errors at the hospital and home medication at home is vast. For example, Ahmed and coworkers [24] developed an automatic drug dispensing system. Mobile phone applications are also numerous [25] [26].

The main objective of this work is to apply the subtractive mountain clustering (SMC) algorithm within the chatbot to process natural language and facilitate communication. Accordingly, the topics covered in this paper relate mainly to chatbots and NLP. To conclude this section, we start by recalling some important facts about chatbots in Subsection 1.1 and also review some existing chatbot solutions in healthcare. The envisaged chatbot configuration is described. Then, in Section 2, an overview of NLP and its implementation is discussed. In Subsection 2.1, we present the required steps for text pre-processing and, in Subsection 2.2, the SMC algorithm, necessary to build the response, is described. Finally, in Section 3, we present and discuss the results obtained for the case study. We conclude with Section 4 where the main outcomes of the work are outlined and some guidelines for future work are stated.

1.1 Chatbots

The first chatbot was created in 1966 by Joseph Weizenbaum. It was called ELIZA [27], and the objective was to pretend to be a psychologist. To do this, it used simple rules of conversation and rephrased most of what the users said to simulate a Rogersian therapist — person-centred therapy. In 1991, the Loebner Prize, an annual competition in artificial intelligence, was launched. The contest awards the computer programs considered to be the most human-like. The competition takes the format of a standard Turing test, i.e., in each round, a human judge simultaneously holds textual conversations with a computer program and a human being via computer and, based upon the responses, the judge must decide which one is which [28]. In 2014, a chatbot named Eugene Goostman managed to fool 33% of the judges, thereby beating the test.
Another example of a chatbot uses Natural Language Interface to Database (NLIDB) to access information in the databases instead of Structured Query Language (SQL). An NLIDB system is proposed as a solution to the problem of accessing data in a simple way: any user can access the information contained in the database and get the answer in natural language [29]. Nowadays, multiple virtual assistants already exist, being the most complex and more widely used: Siri (from Apple), Google Assistant (from Google) and Alexa (from Amazon). At the moment, they are mainly used to call people, ask for directions or search the Internet for information [30].

Chatbots also have increased use in healthcare to treat disorders such as cancer [31] or induce behavioural changes such as quitting smoking [32] and weight control [33]. Chatbots are increasingly being adopted to facilitate access to information from the patient side and reduce the load on the clinician side. In the field of medicine, there are already chatbots for the most varied purposes. Some illustrative examples are:

1. **OneRemission** is a healthcare chatbot to help cancer survivors, fighters, and supporters to learn about cancer and post-cancer health care [34].

2. **Wysa** is an emotionally intelligent chatbot. Its purpose is to help the user to build mental resilience and promote mental well-being with a test-based interface [35].

3. **Florence** is a chatbot related to medication intake that can remember taking medication, monitor certain biomedical parameters, and find information about diseases [36].

After reviewing the chatbots already developed in healthcare, we did not find one that focuses on taking medication by older adults, like the chatbot presented here.

We envisage to design a chatbot to help older adults with their medication. The chatbot can provide information about the physician prescription, the medicine package insert, and also extra information, such as the colour of the box and the colour of the pill, to avoid confusion in taking medication. Regarding the medical prescription, the chatbot can inform about the dose (how many pills per day) and when to take it (at which part of the day). Another part of information relates to the medicine package insert, for example, important recommendations, side effects, and what to do in case of forgetting to take it. Finally, the chatbot can also provide an image of the medicine box and the pill so that the patient can easily identify the medicine being taken. Once the medicine in question is identified, then the related information can be retrieved.

The set of questions and answers must be as similar as possible to a conversation between two human beings. Chatbots are developed to connect with the users and make them feel like they are communicating with a human and not a bot. In our
chatbot, the possible answers are predefined and designed to emulate daily human communication.

Since a main step in the construction of the chatbot is NLP, this topic will be discussed in Section 2.

2 Natural language processing

NLP is an area of computer science, more specifically, in artificial intelligence (AI), concerned with giving computers the human ability to understand text written in a natural language and spoken words. This processing generally involves translating natural language into data (numbers) so that a computer can use and generate a certain answer. NLP is applied in several areas, such as machine translation [37], text summarisation [38] and spam detection [39]. One of the NLP’s uses is chatbots.

A chatbot system analyses a query posed by a person and generates an answer from an organised collection of data stored and accessed electronically from a computer system. Usually, the answer is retrieved based on the basic keyword matching, and a selected response is then given as the output. When we talk in natural language, there are many ways to say the same information. So, when the chatbot is faced with several alternative sentences requesting the same information, it is necessary to use an algorithm that can import what is truly relevant. After selecting this information, the chatbot will be able to insert the phrase into a context to produce the proper answer. Furthermore, the information needs to be pre-processed so that the chatbot can easily understand/retrieve it.

In Figure 1, one can see a flowchart that shows the process necessary for the chatbot to generate an answer fitting the user input text. In the following subsection, we will detail the pre-processing of text.

We apply word processing to both (i) the drug package insert, which is used to define the algorithm that leads to the answers, and (ii) the user queries.
2.1 Text pre-processing

Natural language understanding (NLU) converts natural language utterances into a structure that the computer can deal with. As a sentence cannot be processed directly to the model, it needs to perform some NLP to further operations.

To achieve this, we implement an algorithm in MATLAB that uses a set of functions included in the Text Analytics Toolbox. Hence:

1. Read the file with raw text.
2. Segment the text into paragraphs — documents.
3. Remove empty documents.
4. Segment the text into tokens — tokenisation. This process consists in splitting the text into tokens, which are the basic units.
5. Remove unwanted words (stop words) or irrelevant punctuation from those tokens. Stop words are the words present in a sentence that does not make much difference if removed. For example, the words and, off, for.
6. Use normalising techniques, which consist in finding the stem of a word. For example, the words ends and ending are represented by the same stem end.

The various steps above are not always an easy task to carry out. Non-standard words are often ambiguous. Some words can have different meanings depending on the context. Moreover, there are also some acronyms and abbreviations that can be misleading. For example, should an acronym be read as a word (IKEA) or using each letter in a sequence (IBM)? The abbreviation ”Dr.” has a full stop that can lead to the wrong separation of sentences.
The following step is word embedding, which consists in converting text to numbers. Converting words into numbers will make the algorithm easier to apply [40] [41] [42].

2.2 Building the response

Creating an algorithm that could relate the user queries to the answers that contain the right information is a big deal for chatbots.

Before selecting the correct answer, it is necessary to identify to which class/topic the query belongs. The SMC algorithm is used to define word sets — clusters [14].

Based on the medication package insert, it is defined a proximity degree between the words related to the medication intake. The calculus of the proximity degree is based on the distance between any two words of the package insert. Only relevant words are taken into account to calculate the distance. The word frequency and size are taken into account to evaluate relevance. One possible criterion is, for instance, a word appearing more than twice and having more than two letters being classified as relevant.

The calculus of the distance between two relevant words is based on their relative position in the text, where \( r \) and \( s \) are the codes of the words that occupy positions \( i \) and \( j \), respectively. Hence, we distinguish three different cases:

(A) Two words are in the same sentence: the distance reflects the number of words that separate them. The end of sentence recognition is done by punctuation marks. Then, \( D(r,s) = |j - i| \).

(B) Two words are in the same document but in different sentences: the distance reflects the number of sentences that separate them and the number of words. Let \( S_n \) be the number of separation sentences, then their pair distance is given by \( D(r,s) = |j - i| S_n a \), where \( a \) is an adjustable parameter according to the average number of words in each sentence.

(C) Two words are in different documents: the distance only reflects the number of documents that separate them. Let \( P_n \) be the number of paragraphs in between, then their pair distance is given by \( D(r,s) = P_n b \), where \( b \) is an adjustable parameter according to the number of words in sentences and sentences in the paragraph.

*Theorem 1.* \( D(r,s) \) is a distance, since it is non-negative, symmetric and verify the triangular inequality.

*Proof.* To be a distance three properties need to be verified:

1. \( D(r,s) \geq 0 \)
2. \( D(r, s) = D(s, r) \)

3. \( D(r, s) \leq D(s, t) + D(t, r) \)

where \( r, s \) and \( t \) are the codes of the words that occupy positions \( i, j \) and \( k \), respectively.

We assume that we calculate the distance forward, i.e. \( r \leq s \). Then, \( D(r, s) = D(s, r) = |j - i| \).

The first and second properties are trivially verified. We prove next property 3. To prove the triangular inequality, one needs to consider 3 different situations:

**Case (i)** the 3 words are within the same paragraph;

**Case (ii)** a. the 2 first words are within the same paragraph and the 3rd in other paragraph;

b. the 1 first word is within one paragraph and the other 2 in other paragraph;

**Case (iii)** the 3 words are in different paragraphs.

Now we prove everyone of these cases:

**Case (i)** \( D(r, t) + D(t, s) \geq D(r, s) \)

\[
D(r, t) = k - i + S_{n_1}a \\
D(t, s) = j - k + S_{n_2}a \\
D(r, s) = j - i + S_n a
\]

\[\Rightarrow S_{n_1} + S_{n_2} \geq S_n.\] This is trivially verified.

**Case (ii)** \( D(r, t) + D(t, s) \geq D(r, s) \), we prove for a.

\[
D(r, t) = k - i + S_{n_1}a \\
D(t, s) = P_n b \\
D(r, s) = P_n b
\]

\[\Rightarrow S_{n_1} + P_n \geq P_n.\] This is trivially verified. Likewise for b.

**Case (iii)** \( D(r, t) + D(t, s) \geq D(r, s) \)
\[ D(r, t) = P_{n_1} b \]
\[ D(t, s) = P_{n_2} b \]
\[ D(r, s) = P_n b \]

\[ \implies P_{n_1} + P_{n_2} \geq P_n. \text{ This is trivially verified.} \]

As a pair of words may appear multiple times, the minimum distance between the two is considered.

In addition, we also need a factor \( B(r, s) \) for each word pair that reflects the number of times each pair appears together in the same sentence and/or the same paragraph. In SMC algorithm, we use the distance and \( B(r, s) \) to calculate the potential. The algorithm is explained in Subsection 2.3.

After applying the SMC algorithm, we can get groups of words (clusters) according to the distance they appear in the medicine package insert. It is necessary also to pre-process the text of the questions, extracting the relevant information in order to attribute an appropriate answer to them. This is done by classifying all the documents into relevance levels per question. To answer the question, the more relevant documents are selected.

Thus, consider the medicine package insert, \( D \), decomposed into \( d \) documents (paragraphs), \( D_j, j = 1, \ldots, d \). That is, \( D = \bigcup_j D_j \). Define \( K_j = \{ k : w_k \in D_j \} \) as the list of relevant words associated to every document \( D_j \).

We already know the membership degree of every word to a cluster, that we may represent by \( u_k = (u_{1k}, \ldots, u_{nk}) \). Then we following steps take place:

**Step-1:** Identify the relevant words of a question, \( Q \), that we represent by \( K_Q \).
This is a list of numeric codes of the keywords of question \( Q \).

**Step-2:** Calculate the relevance of every paragraph, \( D_j \), relatively to \( K_Q \) in the following manner:

\[ \text{Relev}_Q (D_j) = \min_{i \in K_Q} \max_{k \in K_j} u_k \cdot u_{ij}, j = 1, \ldots, d. \] (1)

This is understood as the intersection of similarity of the words in the query to the words in the documents.
Step-3: Select the paragraphs with relevance superior to a pre-defined threshold $\delta$ that are our answer, i.e., the answer to question $Q$ using the information in whole document $D$:

$$Answer_Q(D) = \{ j : Relev_Q(D_j) > \delta \}.$$  

(2)

$Answer_Q$ is a list of paragraphs whose contents should suffice to answer question $Q$.

2.3 Subtractive mountain cluster algorithm

Sometimes, it is necessary to reduce the size of the data set to a set of representative points. For example, fuzzy logic algorithms are very complex and are not applicable in a large data set [43].

The SMC approach, developed by Chiu [14], assumes that enormous data sets are partitioned into subsets called clusters, and each cluster, $I$, is represented by one representative element called the cluster centre, $x_i$. Initially, all data set points are potential cluster centres and each point potential is calculated by equation (3), i.e., $I \equiv x_i$. Hence

$$P(I) = \sum_{i=1}^{N} e^{-\alpha|x_i-x_j|^2},$$  

(3)

for $i = 1, \ldots, N$, where $N$ is the number of points, and $\alpha = 4/(r_a)^2$ for constant $r_a > 0$. Equation (3) shows that a data point with many neighbouring data points will have a high potential value. Parameter $r_a$ defines the data points influence. Data points outside this radius have little influence on the potential.

The SCM algorithm allows for the association of a set of words into clusters. After finding the centre of every group — the most relevant term, all the others are aggregated according to a defined metric adapted to the language processing realm.

We adapted equation (3) to NLP and define equation (4). So the greater the number of times a word pair appears, the greater the potential of that word pair. Hence

$$P(r, s) = B(r, s) \sum_{s=1}^{N} e^{-\alpha D(r,s)^2},$$  

(4)

where $D$ is the symmetric distance matrix, $N$ the number of words and $B(r, s)$ reflects the frequency of a pair of words. We assume the potential of a pair of equal words to be approximately zero.
After the potential of every distance has been computed, as the matrix $D$ is symmetric, we sum up all the potentials for each and every word, and we obtained a vector with $N$ columns. Thus, we are able to obtain the potential for every word and choose the one with the greatest potential as the centre of the first cluster. Let $I_1^*$ be the first word cluster centre index and $P_1^*$ its respective potential value.

Equation (5) is an adaptation of the potential equation for new cluster centre words after determining the first cluster centre word. Hence

$$P^*(r, s) = P(r, s) - P_1^* B(r, s) e^{-\beta D(I_1^*, s)^2},$$ (5)

where $\beta = 4/(r_b)^2$ for constant $r_b > 0$. With Equation (5), we subtract a portion of potential at each word pair according to the distance from each word to the word chosen as the centre of the first cluster. Words close to the first cluster centre will have significantly reduced potential and are unlikely to be selected as the next cluster centre. Parameter $r_b$ defines the radius affected to the potential reduction.

Now, the word with more potential is selected as the second cluster centre. We then further reduce the potential of each word according to their distance to the second cluster centre. In general, each time we select the next centre of the next cluster, we revise the value of the potential in the following manner:

$$P_k^*(r, s) = P^*(r, s) - P_{k-1}^* B(r, s) e^{-\beta D(I_k^*, s)^2}.$$ (6)

This iterative process ends when the word with the most potential $P_k^*$ is either less than $\epsilon P_1^*$ or greater than $\bar{\epsilon} P_1^*$, where $\epsilon, \bar{\epsilon}$ are very small.

The minimum distance $d_{\text{min}}$ between every two cluster centres also needs to be defined. If the following inequality is verified, the point is accepted as a possible centre of a cluster:

$$\frac{d_{\text{min}}}{r_a} + \frac{P_k^*}{P_1^*} \geq 1.$$

Next, the belonging degree of each word $x_i$ to the cluster $I_k$ is calculated using equation (7):

$$U_i(I_k) = \frac{1}{\sum_{k=1}^{n_c} \left( \frac{\|x_i-c_j\|}{\|x_i-c_k\|} \right)^{\frac{2}{m-1}}}, \quad j = 1, \ldots, n_c,$$ (7)

where $x_i, i = 1, \ldots, N$, is a word in $I$, $c_j$ is the center of cluster $j$, $m$ is the hyper-parameter that controls how fuzzy the cluster is, $n_c$ is the number of clusters.
3 Results and discussion

The first step is to tune the algorithm. The example reported in this section has been run with the parameter values in Table 1. We used the Xarelto drug package to validate the algorithm, medicine that is used to prevent blood clots.

The text to analyse contains 41263 characters, from which 302 lines are removed and 1031 small words of text. We end up with 39930 characters. Then further pre-processing is applied and we end up with 295 documents (paragraphs) and 838 words (this includes words and two important punctuation marks), with 467 being relevant (55.73% of the total) and 371 (44.3% of the total) being considered

| Parameters | Value |
|------------|-------|
| $r_a$      | 200   |
| $r_b$      | 1300  |
| $\epsilon$| 0.25  |
| $\kappa$  | 0.75  |
| $m$        | 2     |

Fig. 3: Representation of word proximity.

(a) Representation of $B(r, s)$.  
(b) Representation of $D(r, s)$. 
as noise. Noise is an extra cluster that aggregates no relevant words and relevant words that may not belong to any cluster.

The clusters are formed based on the proximity of two words. In Figure 3b, the white colour represents more proximity between words. Figure 4 complements this information. As expected, the proximity between words falls exponentially.

We get 12 clusters that are represented in Figure 5. The center of the cluster is marked with a red star. The vertical axis indicates the degree of belonging of every word. As expected, the center of the cluster has maximum degree of belonging.

In addition, we calculate the degree of belonging of each word to a cluster and in Figure 6 is the representation that shows the number of words belonging to each cluster with a degree of belonging greater than 0.5.
Fig. 5: Clusters obtained with SMC algorithm after processing the paper insert of Xarelto.

To process a question, we can get the most significant words and associate them to a cluster or set of clusters, in the manner described in the end of Subsection 2.2. The

Fig. 6: Number of words belonging to each cluster with a degree of belonging $\geq 0.5$. 
answer is in accordance with the belonging relationship of words of the question to the paragraphs most relevant to the respective clusters.

To test the algorithm, we selected two questions:

\( Q_1 \): Does it cause foetal bleeding risks?

\( Q_2 \): Does the drug have renal dialysis implications?

For example, the question with the stemming words "risk", "foetal" and "bleed" has multiple possible answers. We can sort the answers by the its relative relevance, as shown in Figure 7a. Answers are meant to correspond to the paragraphs (documents) whose profile of belonging to the words in the question and the document are more significant.

![Graphs](https://via.placeholder.com/150)

(a) Q1  
(b) Q2

Fig. 7: Ordered relevance of words per cluster.

Considering a relevance threshold of 0.75, we obtain a single answer with relevance 0.88:

... In pregnant women XARELTO should be used only if the potential benefit justifies the potential risk to the mother and fetus. XARELTO dosing in pregnancy has not been studied. The anticoagulant effect of XARELTO cannot be monitored with standard laboratory testing nor readily reversed. Promptly evaluate any signs or symptoms suggesting blood loss, e.g. a drop in hemoglobin and/or hematocrit hypotension or fetal distress. ...  

Concerning the second question, we obtain two answers, both with relevance 1.0:
... Patients with EndStage Renal Disease on Dialysis ...

... Clinical efficacy and safety studies with XARELTO did not enroll patients with endstage renal disease ESRD on dialysis. In patients with ESRD maintained on intermittent hemodialysis administration of XARELTO mg once daily will result in concentrations of rivaroxaban and pharmacodynamic activity similar to those observed in the ROCKETSAF study. It is not known whether these concentrations will lead to similar stroke reduction and bleeding risk in patients with ESRD on dialysis as was seen in ROCKET AF.

4 Conclusion and future work

Chatbots are present in different areas, including healthcare, where there are chatbots for many purposes, from psychologist chatbots to medication reminders.

A chatbot has the potential to help elderly people to take medication correctly, clarify doubts and give added information, since they can emulate human conversation. However, after a thorough literature review, we conclude that they are still not widely used to solve and avoid medication errors.

A fundamental step to enable communication between the users and chatbots is the processing of natural languages. The NLP area involves a large scientific community and contains a variety of associated algorithms.

Here, we adapt the SMC algorithm to NLP. To the best of our knowledge, this algorithm has not been used before to resolve this type of problem. This is a clustering algorithm that does not define \textit{a priori} the number of clusters, leaving rather more freedom to the association. Instead, through word clusters creation based on distance, we were able to define a degree of belonging among words and, thus, build adequate answers to the posed queries.

In this work, an aid system to help elderly people with medicine intake is in view. Namely, a chatbot that is able to interact with the elder using natural language. The processing of natural languages is a fundamental step to achieve the communication system-user. To do this, we apply the SCM algorithm to define the relationship between words. Furthermore, we implement the proposed solution and apply it to a simple problem, obtaining results that we consider promising.

To complete this work, building a user interface might be the next step. The refinement of the algorithm is also in place. Moreover, the study of the accuracy of the SCM model should be done as well as to investigate whether other algorithms can
solve the same problem. In addition, a study of the adherence of people of more advanced age to chatbots might be also an interesting point of investigation.
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