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Abstract

Rule-based modeling frameworks provide a specification format in which kinetic interactions are modeled as “reaction rules”. These rules are specified on phosphorylation motifs, domains, binding sites and other sub-molecular structures, and have proved useful for modeling signal transduction. Visual representations are necessary to understand individual rules as well as analyze interactions of hundreds of rules, which motivates the need for automated diagamming tools for rule-based models. Here, we present a theoretical framework that unifies the layers of information in a rule-based model and enables automated visualization of (i) the mechanism encoded in a rule, (ii) the regulatory interaction of two or more rules, and (iii) the emergent network architecture of a large rule set. Specifically, we present a compact rule visualization that conveys the action of a rule explicitly (unlike conventional visualizations), a regulatory graph visualization that conveys regulatory interactions between rules, and a set of graph compression methods that synthesize informative pathway diagrams from complex regulatory graphs. These methods enable inference of network motifs (such as feedback and feed-forward loops), automated generation of signal flow diagrams for hundreds of rules, and tunable network compression using heuristics and graph analysis, all of which are advances over the state of the art for rule-based models. These methods also produce more readable diagrams than currently available tools as we show with an empirical comparison across 27 published rule-based models of various sizes. We provide an implementation in the open source and freely available BioNetGen framework, but the underlying methods are applicable to all current rule-based models in BioNetGen, Kappa and Simmune frameworks. We expect that these tools will promote communication and analysis of rule-based models and their eventual integration into whole cell models.

Author Summary

Signaling in living cells is mediated through a complex network of chemical interactions. Current predictive models of signal pathways have hundreds of reaction rules that specify chemical interactions, and a comprehensive model of a stem cell or cancer cell would be expected to have many more. Visualizations of rules and their interactions are needed to navigate, organize, communicate and analyze large signaling models. In this work, we have developed: (i) a novel visualization for individual rules that compactly conveys what each rule does, (ii) a comprehensive visualization of a set of rules as a network of regulatory interactions called a regulatory graph, and (iii) a set of procedures for compressing the regulatory graph into a pathway diagram that highlights underlying signaling motifs such as feedback and feed-forward loops. We show that these visualizations are compact and informative across models of widely varying sizes. The methods developed here not only improve the understandability of current models, but also establish principles for organizing the much larger models of the future.
Introduction

Biochemical systems are information processing architectures whose building blocks are chemical interactions [1,2]. Predictive models of biochemical signaling are typically in the form of reaction networks [1,2]. In the reaction network specification, a model consists of chemical species (molecules and complexes) and reactions which transform reactant species into product species at specific rates [1,2]. However, in a real biochemical system, information is embedded not just in the identity of each chemical species, but in the interactions of sub-molecular components such as phospho-motifs, domains and binding sites that can be configured in a modular fashion [3]. This has negative implications for the reaction network specification: model hypotheses are hard to recover (Fig 1A) and highly resolved signaling models require disproportionately large reaction networks (Fig 1B). To address these shortcomings, a number of frameworks have emerged that specify and simulate chemical kinetics using “reaction rules”, i.e. reaction classes specified explicitly at the sub-molecular level (Fig 1A). These frameworks are collectively called rule-based modeling and a number of rule-based models have been published in recent times (see [4] for a review and S6 Appendix for a partial list). Model sizes currently range from tens to hundreds of rules, but these numbers are expected to increase as rule-based models are eventually integrated into whole cell models (e.g. [5]) and reaction rules are collectively organized in databases of kinetic interactions [6–9]. Automated visualization tools scalable to large numbers of rules are necessary for rule-based models to be transparent, reusable and comprehensible to a wider audience, but currently available visualization tools are either manual, incomplete or scale poorly with number of rules (see Discussion). In this work, we provide a unified framework for visualizing rule-based models at different levels of resolution that is scalable to large numbers of rules. We address three commonly encountered visualization goals: what chemical interaction does each rule represent, how does information flow between rules, and what signaling architecture does the model represent?

Fig 1. Motivation for rule-based modeling. (A) Two models (sequential & independent) encoded using two different specifications (reactions & reaction rules). In the sequential model, site X is activated independently, but site Y is activated only when X is active. In the independent model, both sites are activated independently. When specified as a reaction network, each chemical species and reaction is built and verified manually. Model assumptions manifest as global network properties: the X→Y dependence in the sequential model is verified by checking for the absence of an alternative activation route for Y. When specified as a rule-based model, only partial species and reactions are specified and they are called patterns and reaction rules respectively. Model assumptions are encoded locally by explicitly choosing the sites specified in a rule. In the sequential model with rules, the first rule encodes that X is activated independently of Y since Y is not specified in the rule. The second rule encodes that Y is activated when X is active, since active X is specified on both sides of the rule. In the independent model, both rules encode
independent activations, since they do not specify any site other than the modified one. (B) Comparison of specification sizes for 20 rule-based models (RBMs) from the literature and their equivalent reaction networks (RNMs). Entities and processes are patterns and rules respectively in RBMs (blue) and species and reactions respectively in RNMs (red). The gray lines link each rule-based model with its corresponding reaction network. The reaction networks are much larger because they grow as the number of possible combinations of sites. However, the number of reaction rules only grows as the number of model assumptions about kinetic dependence, which is a much smaller number.

The building blocks of a rule-based model are the pattern and the reaction rule, just as the building blocks of a reaction network are the chemical species and the reaction. The pattern is a graph that is used to specify sub-molecular structural features (Fig 2A) and specifying a pattern is equivalent to specifying criteria for dividing the state space of chemical species into matching and non-matching subsets [10–12]. A reaction rule is composed by using patterns as reactants and products (Fig 2B) and assigning a rate law. Specifying a reaction rule is equivalent to specifying similar reactions on all combinations of species matched by the reactant patterns and assigning a rate law to each reaction [10–12]. Information flow in a rule-based model is a consequence of features shared between patterns across different rules, for example, when the action of one rule produces a structure that is required by another rule (Fig 2C). By organizing the facts about sites in the model, the reaction rules that operate on them and the overlaps between the rules, one can infer the signal architecture of the model (Fig 2D). Thus, it is useful to organize a rule-based model under four hierarchical layers: structure (patterns and matched species), mechanism (reaction rules and matched reactions), regulation (overlaps between rules) and function (signal architecture). The three visualization goals stated previously correspond to the visualization of the mechanistic, regulatory and functional layers respectively.

Fig 2. Layers of information in a rule-based model. (A) Structure. Each pattern (partially specified species) matches a class of chemical species. (B) Mechanism. Each reaction rule (chemical interaction defined on patterns) matches a class of similar reactions. (C) Regulation. Overlaps between patterns across rules mediate information transfer (e.g. X is activated in one rule and required in another). (D) Function. The facts of the model can be organized in the form of a signaling architecture (e.g. X activates Y).

A number of visualization tools could potentially be applied to rule-based models, but they are fragmented across different fields and have been defined or implemented for rule-based models to different extents. Some of these approaches include conventional rule visualization [13–15], contact map [16], rule influence diagram [17], Kappa story [18], Simmune Network Viewer [19], the Systems Biology Graphical Notation (SBGN) [20], the Molecular Interaction Map (MIM) [21], the Extended Contact Map (ECM) [14] and the rxncon regulatory graph [22]. In Fig 3, we apply four of these tools to a previously published model of signaling through FceRI receptors in mast cells [13], with each tool representative of a particular layer of information. Using these, we can demonstrate the problems with the current state of the art and the lack of an integrated visualization framework. We address the remaining tools in the Discussion section.
The contact map [16] (Fig 3A) is a summary of the structural layer. It shows a single instance of every distinct type of structure present in the system, i.e., molecule, molecular component (binding sites and phospho-sites), internal state of component (unphosphorylated and phosphorylated states) and binding interaction. However, it does not show signal flow between structures. Conventional rule visualization (Fig 3B) shows the mechanistic layer by visualizing each rule separately, with reactants and products within each rule drawn separately. Inferring the action of a rule requires comparing reactant and product patterns, whereas inferring the influence between two rules requires comparing patterns across rules. These visual tasks are hindered by the complexity of the pattern graphs that compose the rules and are not scalable to large numbers of rules. The rule influence diagram [17] (Fig 3C) is a representation of the regulatory layer. Each node represents a rule and each edge represents an interaction between a pair of rules. Inferring the diagram requires explicitly comparing each pair of rules in the model, which is computationally inefficient. The diagram is also simplistic because it does not show the effect of rules on model structures, and too dense to be useful for visual analysis because of the large number of pairwise overlaps. The Extended Contact Map [14] (Fig 3D) is a representation of the functional layer and is a global summary of the model. To build the map, each structure, rule and rule influence is manually interpreted and superimposed on the contact map using ECM conventions [14]. Although it is visually accessible to a wide audience, the ECM is difficult to automate because of the degree of manual interpretation involved. Note that the four layers of information are connected to each other in specific ways that involve comparison and coarse-graining operations. While it is possible to manually delineate these connections for individual models, the state of the art does not provide a systematic approach that can be more generally applied.

Fig 3. Motivation for new visual tools. Visualization of the different layers of the rule-based model from Faeder et al. [13]. (A) Structure. The contact map shows one instance each of the types of structures in the model. (B) Mechanism. By convention, each rule is visualized by drawing reactants and products separately. Left and right sides of the rule have to be compared to identify the action of the rule. (C) Regulation. Pairwise overlaps between rules are shown as edges on a rule influence diagram. This does not convey the action of rules on model structures and also results in high edge density. (D) Function. The extended contact map is an interpreted summary of the facts of the model superimposed on the contact map, but it has to be manually constructed. There is a need for a unified framework that bridges the layers of the model and enables automated visualization of the functional layer. Images reproduced with permission from: (B) Faeder JR et al. Investigation of early events in FcεRI-mediated
signaling using a detailed mathematical model. *J Immunol.* (2003) 170: 3769–81. doi:10.4049/jimmunol.170.7.3769 [C] Chylek LA et al. Guidelines for visualizing and annotating rule-based models. *Mol Biosyst.* (2011) 7: 2779–95. doi:10.1039/c1mb05077j

In this work, we have produced three major advances over the state of the art for visualization of rule-based models. First, we have developed a novel compact rule visualization that does not require left-to-right visual comparison to convey the action of the rule. Second, we have enabled automatic generation of the rule-derived regulatory graph, which shows regulatory interactions between rules and model structures, and we show how it can be derived from rules without pairwise comparisons. The regulatory graph was first introduced in the rxncan modeling framework [22], which uses a restricted model specification (see Discussion). Here, we show how to infer the graph from the more general rule-based specification, which makes it applicable to a more comprehensive set of models in the widely used BioNetGen [12,23,24], Kappa [16,25] and Simmune [19,26,27] frameworks. Third, we have developed approaches to formally reduce regulatory complexity using user annotation and graph analysis. This makes the rule-derived regulatory graph visualization scalable to models with a large number of rules and produces compact diagrams of the signaling architecture of the system. In the Methods section, we provide the graph definitions and algorithms that bridge the different layers of the model and enable these visualizations. These methods have been implemented in BioNetGen, but will be applicable to Kappa and Simmune models through the proposed interchange format SBML-Multi [28] or the PySB modeling framework [56]. In the Results section, we apply these tools to rule sets of different sizes, from a few rules to hundreds of rules. We also show a comparison of complexity statistics for different visualization methods applied to 27 rule-based models from the literature (listed in S6 Appendix). In the Discussion section, we provide a detailed comparison with other tools in the literature, as well as new directions in which our work can be extended.
Methods

Approach: The goal of this work is to formally derive useful visualizations of rule-based models. The input for these methods include BioNetGen patterns and rules, whose formal definitions have been provided in previous literature (see Supplement in [11]). These are converted to intermediary graphs, which are graph data structures defined in this work. Diagrams are generated by applying rendering conventions to the nodes and edges of the intermediary graphs. Here, we briefly discuss intermediary graphs and algorithms for their interconversion and rendering. We provide a detailed specification of algorithms in S7 Appendix and rendering conventions in S8 Appendix respectively.

Intermediary Graph Types: Intermediary graphs are of two broad types: structure graphs and network graphs (Fig 4A). Structure graph denotes a node-labeled undirected graph, with node attributes including but not limited to \{ NodeIndex, NodeLabel, NodeType \}. Multiple nodes with the same NodeLabel and NodeType are allowed, but not with the same NodeIndex. Structure graphs are used to represent objects with predominantly structural information (Fig 4A). Network graph denotes an edge-labeled node-labeled bipartite graph. Node attributes are \{ NodeLabel, NodeType \} with NodeLabel being used to uniquely identify nodes. Network graphs are allowed to have only two node types with one node type referring to a structure and the other to a process. Edges are bipartite, i.e. they can only be from a structure node to a process node and not between the same node types. Edges on the network graph have one or more binary attributes that are typically mapped to visual attributes such as color and direction. Network graphs are used to represent the interaction of processes with structures (Fig 4A). Structure graphs and network graphs have precedent in hierarchical graphs [29] and rxncon regulatory graphs [22] respectively.

![Fig 4. Intermediary graphs and conventional visualizations.](image)

(A) Structure graphs \{(NodeIndex, NodeLabel, NodeType) as node attributes\} and network graphs \{(NodeLabel, NodeType) as node attributes\} are the two types of graph data structures used in this work. Edges on the network graph are bipartite and have one or more edge attributes that can take binary values. (B) Patterns are represented by the pattern structure graph, which has molecule, component, binding state and internal state as values for NodeType (denoted M, C, B, S respectively). To visualize a pattern as a site graph, hierarchically nest molecules (nodes 1, 2), components (3, 4) and internal states (8), show bonds (6) as edges between components, and ignore unbound states (7). (C) The rule as specified in the model is represented by the rule syntax graph, a network graph in which one node type embeds pattern structure graphs and the other is labeled with a rule name. To produce a conventional rule visualization, render embedded patterns as site graphs and use edge direction to show reactant and product relationships.
Visualizing Structure: The pattern is the BioNetGen object that is used to specify molecular structures. It is built from molecules, components of molecules, internal states of components and bonds between components [10–12]. Here, we represent the pattern as the pattern structure graph, in which each molecule, component, internal state and bond state (bond or unbound state) is represented as a node (Fig 4B, S7.1 in S7 Appendix) ([11,29,30] have similar graph formalisms). To visualize the pattern as a site graph (Fig 4B), nest molecules, components and internal states hierarchically and show bonds as edges between components (S8.1 in S8 Appendix). The chemical species and the contact map are both special cases of the pattern structure graph and have the same rendering conventions.

Visualizing Mechanism: The reaction rule is the BioNetGen object that is used to specify kinetic processes. It contains patterns specified as reactants and products [10–12]. The rule syntax graph is a network graph in which one type of node embeds pattern structure graphs, the other type of node is labeled with a rule name, and edges between the nodes are typed as reactant or product (Fig 4C). This encodes the reaction rule as it is specified in the model. To achieve a conventional rule visualization (Fig 4C), render the embedded patterns as site graphs and use edge direction to show whether the relationship is reactant or product (pattern to rule = reactant, rule to pattern = product).

In conventional rule visualization, reactants and products are drawn separately, so the structures shared between them are drawn twice. Inferring the action of the rule requires visual comparison of reactants and products to identify shared versus unique structures, which does not scale well with pattern complexity. Here, we merge the shared structures between reactant and product sides of the rule to produce a single graph called the rule structure graph (Fig 5A, S7.2 and S7.3 in S7 Appendix). The resultant nodes inherit the property of whether they originate from reactant side or product side or both, which is represented as the attribute NodeSide. This explicitly differentiates modified structures from unmodified ones. To obtain a compact rule visualization, render unmodified nodes on the rule structure graph using site graph conventions and use graph operation nodes to emphasize the modified structures (Fig 5A, S8.2 in S8 Appendix). Five types of graph operations are permitted in BioNetGen rules (Fig 5B): adding and removing bonds (AddBond/DeleteBond), creating and destroying whole molecules (AddMol, DeleteMol) and changing the internal state label of a component (ChangeState). A rule may have more than one graph operation occurring simultaneously.
**Fig 5. Compact rule visualization.** (A) Given a rule syntax graph, BioNetGen maps out the shared structures between reactants and products by building a correspondence map (dashed lines). We use the correspondence map to merge reactants and products into a single rule structure graph. Nodes on this graph are also labeled with a side of origin: reactant only (red node border), product only (blue) or both (gray). To visualize rules compactly, render the rule structure graph as a site graph (nodes 1-6) and use graph operation nodes (AddBond) to emphasize the modified structures (node 7). (B) BioNetGen has five basic graph operations: adding and removing bonds, creating and deleting molecules and changing state labels of molecular sites. A rule may have one or more instances of these graph operations.

**Visualizing Regulation:** Compact rule visualization does not show relationships across rules. To do so, we introduce the notion of atomic pattern, a special type of pattern that specifies only a single distinct type of modifiable structure. Atomic patterns include free binding sites and bonds (modifiable by AddBond/DeleteBond), types of molecules (modifiable by AddMol/DeleteMol) and internal states (modifiable by ChangeState). Atomic patterns are determined by examining specific source nodes on rule structure graphs (Fig 6A, S7.4 in S7 Appendix). Since each node on the rule structure graph has a NodeSide attribute (reactant/product/both), this is translated as a relationship between the matched atomic pattern at that node and the rule itself (reactant/product/context). These relationships are represented as binary labels on bipartite edges between the rule and the atomic patterns, resulting in the network graph called the rule-derived regulatory graph (Fig 6A, S7.4 in S7 Appendix). To visualize regulatory graphs (Fig 6A, S8.3 in S8 Appendix), we apply distinct visual attributes to the two node types (atomic pattern, rule) and the three edge types (reactant, product, context). Individual rule regulatory graphs are merged and processed to build the model regulatory graph (Fig 6B, S7.5 in S7 Appendix) on which the influence between any two rules can be traced as a path through an atomic pattern. The rules in a model draw from the same finite pool of structure types and binding interactions, so the model regulatory graph grows primarily with the number of rules in the model.

**Fig 6. Rule-derived regulatory graph.** (A) An atomic pattern represents a distinct type of modifiable structure: a free binding site, a bond, an internal state or a molecule type. It has a name specified using pattern syntax (brackets = containership, ![tag]=bond,
~(label)=internal state). Atomic patterns are identified by examining source nodes on the rule structure graph (bold arrows). The rule-derived regulatory graph is a network graph with edges between atomic patterns and a node labeled with the rule name. The NodeSide attribute of the source node (border color red=left, blue=right, gray=both) determines edge attributes on the regulatory graph (reactant, product and/or context). Context edges are rendered with a light color and reactant/product edges have a dark color. (B) Aggregating regulatory graphs of individual rules results in the model regulatory graph. The model shown here is an enzyme reversibly binding to substrate (rules R1 and _reverse_R1) and phosphorylating two sites on the substrate (rules R2 and R3 respectively).

Visualizing Function: The model regulatory graph provides an explicit description of signal flow that is formally derived from the rules (Fig 7A), but this information needs to be simplified in order to build compact pathway diagrams. This involves four steps: background removal, grouping atomic patterns, grouping rules and compressing groups. Background removal consists of removing atomic patterns and rules that are redundant for model comprehension, e.g., free binding sites and unphosphorylated states (Fig. 7B, S7.6 in S7 Appendix). This greatly reduces the size of the graph. Grouping atomic patterns involves identifying similarity between sites in the system, e.g., phospho-sites on the same molecule or bonds between the same pair of molecules (Fig 7C). Grouping rules requires computing similarity between rules based on their edge signatures, i.e., based on how each rule interacts with groups of atomic patterns (Fig 7D, S7.7 and S7.8 in S7 Appendix). Compressing groups involves replacing groups of nodes by a representative group node and combining edges incident on individual members of the group and remapping them to the representative group node (Fig 7E, S7.9 in S7 Appendix). Background removal and atomic pattern grouping are performed using default heuristics whose choices can be modified with user input, then rule grouping is performed automatically based on those settings. The edge signature can be strict or permissive, i.e. it considers all three edge types or it considers only reactant and product edges and ignores context edges respectively. Using a permissive edge signature results in identifying a broader grouping of rules. The choice of edge signature as well as the modifiers to default heuristics enable customizing the output graph to account for nuances of individual models, the target audience, and the desired level of compression.

Algorithm Time Complexity: If \( p \) represents the size of a pattern, building a pattern structure graph from the pattern syntax is \( O(p) \) (S7.1 in S7 Appendix). If \( m_L \), \( m_R \) represent the size of patterns on left and right
sides of a rule respectively, building a correspondence map between reactants and products before merging is $O(m_L * m_R)$ (S7.2 in S7 Appendix). Building the rule structure graph from the correspondence map (S7.3 in S7 Appendix) and building the rule regulatory graph from the rule structure graph (S7.4 in S7 Appendix) are both $O(m)$ where $m$ represents the size of the rule. Rules are typically finite and bounded in size (shown for 2239 rules in Fig S1), so the contribution of rule size can be assumed to be $O(1)$. Given this, building the regulatory graph (S7.5 in S7 Appendix), removing background (S7.6 in S7 Appendix), identifying rule groups using edge signatures (S7.7 and S7.8 in S7 Appendix) and collapsing group nodes (S7.9 in S7 Appendix), are all $O(n)$, where $n$ is the number of rules.

**Implementation:** The methods described here have been integrated into the BioNetGen framework [12,23,24] and are freely available as part of the open source BioNetGen distribution at http://bionetgen.org. A typical visualization procedure involves calling a “visualize()” method from BioNetGen, which outputs a file in GML format (graph modeling language) [31,32], which is then imported and laid out using a dedicated graph visualization tool. The graphs in this work were laid out using yEd, a commercial graph editor freely available at http://yworks.com/yed. User input for background removal and atomic pattern grouping heuristics is provided using text-based template files. A template file with the default choices can be automatically generated for each model and then modified by the user.

**Graph Complexity:** We compiled a list of 27 rule-based models from the literature containing a total of 2239 rules (S6 Appendix). The number of rules per model ranged from 6 to 625. To assess rule size, we computed number of nodes for rule syntax graphs, rule structure graphs and rule-derived regulatory graphs for each rule. To compare visual complexity of different model visualization tools, we applied those tools to the 27 models and compared number of nodes and number of edges per node, counting hierarchical relationships between nodes also as edges. The visualization methods applied are conventional rule visualization, compact rule visualization, Simmune Network Viewer, contact map, rule influence diagram and four types of regulatory graphs: full model regulatory graphs, regulatory graphs with background removed, compressed regulatory graphs using a strict edge signature, and compressed regulatory graphs with a permissive edge signature. Background selection and classification of atomic patterns into groups were performed using default heuristics. To compare rule-based models and reaction networks, we generated equivalent reaction networks for 20 of the 27 rule-based models using methods described previously [12]. Then we counted species and reactions in reaction networks and patterns and reaction rules in rule-based models respectively. For the remaining 7 models, it was not possible to generate a finite-sized network using available computational resources.
Results

Visualizing Interactions of Reaction Rules

Visualizing individual rules promotes understanding the structural and kinetic assumptions encoded in the model. Conventional rule visualization entails drawing reactants and products of the rule separately and inferring the action of the rule by visual left-to-right comparison. In contrast, compact rule visualization shows the action of the rule explicitly using nodes that represent operations such as adding or removing bonds, creating or deleting molecules and changing internal states of sites. We demonstrate compact rule visualization using four rules from Faeder et al. [13] that model the interaction of Lyn kinase with the FcεRI receptor. Fig 8A shows two rules R3 and R6 that model binding of Lyn to receptor. Rule R3 models constitutive recruitment: the binding site on the receptor is unphosphorylated and the binding domain on Lyn is the unique domain U. R6 models active recruitment: the binding site on the receptor is phosphorylated and the binding domain on Lyn is the SH2 domain. Fig 8B shows two rules that model phosphorylation of receptor by Lyn. The phosphorylation occurs across the dimer interface: Lyn recruited to one side of the dimer phosphorylates a site on the other side of the dimer. In R4, the Lyn kinase is constitutively recruited and in R7, it is actively recruited.

![Fig 8. Lyn-FcεRI interactions. (A) Lyn-FcεRI binding. Rules R3 and R6 model constitutive and activated binding of Lyn kinase to β site of receptor respectively. The β site is unphosphorylated in R3 and phosphorylated in R6. The binding domain of Lyn is U in R3 and SH2 in R6. (B) Phosphorylation of FcεRI. Rules R4 and R7 model trans-phosphorylation of β-site in ligand-crosslinked receptor dimer. The kinase is constitutively recruited Lyn in R4 and actively recruited Lyn in R7. (C) Positive feedback loop. The regulatory graph of the four rules (with free binding sites and unphosphorylated states removed) shows the architecture of this system, which includes a positive feedback between activated Lyn recruitment and receptor phosphorylation (highlighted with bold lines). See Fig 6 for information on the naming syntax for sites.](image)

The structures common to each pair of rules mediate the interactions between them. For the four rules shown here, it is possible to infer regulatory interactions by analyzing which structures are modified or required in each rule. R4 requires constitutively bound Lyn, which is produced by R3. R6 requires phosphorylated β site, which is produced by both R4 and R7. R7 requires actively bound Lyn, which is produced by R6. Regulatory motifs emerge from the combined effect of individual overlaps. Here, recruited Lyn (constitutively or actively recruited) promotes receptor phosphorylation, which in turn promotes active Lyn recruitment, and the emergent architecture is a positive feedback loop. In general, the overlap between two rules is some complex combination of instances of structures and prior to this work, the only way to infer regulation from a set of reaction rules was to compare or simulate the effect...
of each pair of rules [16,17]. For the published rule-based models, the emergent signaling architecture is usually identified and diagrammed by manually interpreting the rules (e.g. [33]).

The rule-derived regulatory graph enables an automated visualization of the regulatory layer without having to analyze pairs of rules. First, the structures specified in each rule are projected into a simpler space of basic structure types, called atomic patterns. Then, the relationship of the rule to each atomic pattern is inferred from the rule as a simple bipartite relationship (reactant/product/context) and is represented as an edge between rule and atomic pattern. The regulatory graphs of individual rules are aggregated into a regulatory graph of the system (Fig 8B) on which overlaps between rules are identifiable as paths mediated by atomic patterns. For example, the overlap between R3 and R4 is via the bond atomic pattern that represents constitutively recruited Lyn (Fig 8B). Emergent signaling motifs can be identified as paths traced on the regulatory graph, such as the positive feedback loop between receptor phosphorylation and active Lyn recruitment highlighted in Fig 8B. Thus, the rule-derived regulatory graph provides an automated visualization of rule-based models that enables rapid identification of network-level motifs.

**Tuning Display of Regulatory Complexity**

Applied to common rule-based models, the rule-derived regulatory graph has greater size and complexity than a typical pathway diagram. Here, we show that a simple pathway representation can be achieved by formally compressing the rule-derived regulatory graph using user annotation and graph analysis. We also show, through application to the model of Faeder et al. [13] (Fig 3), that compression is flexible and can be adjusted to account for the nuances of a specific model and for the level of complexity desired in the eventual diagram.

The Faeder et al. model [13] describes activation of kinase Syk by ligand-induced aggregation of FcεRI receptors. As shown in Fig 3A the model has a receptor, a bivalent ligand and two kinases Lyn and Syk that are recruited to the β and γ sites of the receptor respectively. The ligand crosslinks receptors into a dimer and Lyn recruited to one side of the dimer phosphorylates and activates sites on the other side of the dimer that recruit Lyn and Syk. Kinase activity across a dimer interface is a frequently encountered mechanism called *trans*-phosphorylation and is common among receptor tyrosine kinases (RTKs) [34] and non-receptor tyrosine kinases recruited to receptors (nRTKs) [35]. Syk has two phospho-sites, one on its linker region and one on its activation loop, which are *trans*-phosphorylated by recruited Lyn and recruited Syk respectively. Lyn itself may be recruited in two ways: constitutively to an unphosphorylated β site and upon ligand stimulation to a phosphorylated β site. The model has 24 rules and the full rule-derived regulatory graph without any compression is presented in Fig 9A. While this graph shows all regulatory interactions present in the model, it is difficult to understand because of its size and complexity.
Fig 9. Regulatory complexity of the FcεRI model. Graphs generated from the Faeder et al. model [13] of FcεRI signaling resolve regulatory architecture of the model to different extents. (A) The full model regulatory graph resolves each rule and each type of structure in the model. (B) Removing background nodes reduces graph size, but still resolves most regulatory interactions. The nodes removed include free binding sites, unphosphorylated states, dissociation rules and dephosphorylation rules. (C) Merging groups of structures and rules coarse-grains regulatory complexity. Groups of structures are assigned by a heuristic: groups of phospho-sites on the same molecule (e.g. Rec_pY, Syk_pY) and groups of bonds between the same molecule pair (e.g. Lig|Rec, Rec|Syk and Lyn|Rec). Here, the strict edge signature was used, which resolves variations of the same process that have different context, e.g., the three process nodes with a product relationship to Syk_pY. (D) A permissive edge signature merges rules more aggressively and does not resolve contextual variants, e.g., the single node with a product relationship to Syk_pY, resulting in a compact and simplified diagram of the signal architecture. Note that the positive feedback loops between Lyn-receptor binding and receptor phosphorylation and from Syk phosphorylation to itself are preserved through diagrams A-D. For (C) and (D), the grouping prior to compression is shown in Fig 9C and Fig 9D respectively.

The first step in complexity reduction is to identify atomic patterns and rules that are redundant for human comprehension. For example, the unphosphorylated states of sites in the system are rarely considered part of the active signaling architecture when discussing a model. Similarly, if a binding event is considered part of the propagated signal, then the corresponding dissociation process is typically ignored as a background process. Here, we provide a default heuristic that removes unbound states, default states, and immediate reverses of rules, but these choices can be modified by the user to account for other types of regulation. For the Faeder et al. model, in addition to the default choices, we added dephosphorylation rules to the background also. The resultant graph in Fig 9B is less than half the size of the full graph but still shows all of the relevant regulatory interactions.

The second step in complexity reduction is to group similar structures on the regulatory graph. We provide a default heuristic that groups identical state labels present on components of the same molecule and bonds between the same pair of molecules, but these can be changed to account for other meaningful ways in which structures can be organized into groups. Following background removal, the default grouping heuristic results in the atomic pattern groups Rec_pY, Syk_pY, Lig|Rec, Rec|Syk and Lyn|Rec (Fig 9C). The Rec_pY group consists of phosphorylated states of β and γ sites of receptor and the Syk_pY group consists of phosphorylated states of activation loop and linker region of Syk respectively. The Lig|Rec and Rec|Syk groups consist of the ligand-receptor and receptor-Syk bonds respectively and the Rec|Lyn group consists of the two receptor-Lyn bond types.

The third step in complexity reduction is to group rules based on whether they interact with the same types of structures in the same way. Rules are placed into the same group if they share the same edge...
signature, which is computed from the labels of adjacent edges and nodes and also takes into account the grouping of atomic patterns. We have enabled two types of edge signatures: strict and permissive. The strict edge signature considers reactant, product and context edges, whereas the permissive edge signature ignores context edges. Application of the rule-grouping algorithm to the regulatory graph in Fig 9B results in the graph shown in Fig S2A using the strict edge signature and the graph in Fig S2B using the permissive edge signature. Rule groups in Fig S2B are larger than in Fig S2A because of the relaxed criterion for computing groups.

The fourth step in complexity reduction is to compress the graph by replacing each group of nodes with a single representative node labeled with the group name. Edges on individual members of a group are merged onto the node that represents the group. Compressing the graphs in Figs S2A and S2B resulted in the graphs in Figs 9C and Fig 9D respectively. The choice of background, atomic pattern groups and edge signature tunes the degree to which individual regulatory interactions are resolved on the compressed graph. For example, Fig 9C resolves three contextual variants of Syk phosphorylation, namely one that is Lyn-dependent and two that are independent of Lyn, of which one has feedback from phosphorylated Syk and one has no feedback. On the other hand, Fig 9D uses a single node to represent Syk phosphorylation, resulting in a more simplistic picture that does not resolve contextual variants. Either Fig 9C or 9D can be used as a pathway diagram to communicate the signal architecture of the model, highlighting the feedback between Lyn recruitment and receptor phosphorylation, the dependence of Syk phosphorylation on Lyn, and the additional feedback from phosphorylated Syk.

Visualizing Reaction Rule Libraries

A number of recently published rule-based models have focused on building catalogues of kinetic interactions downstream from different receptor types [6–9]. The process of grouping and compressing the regulatory graph is scalable to large numbers of rules, which enables visualization of such libraries. Consider the FcεRI library of rules constructed by Chylek et al. [7] and the signaling model of the ErbB receptor family constructed by Creamer et al. [9]. The FcεRI library has 17 molecule types and 178 reaction rules and the ErbB library has 19 molecule types and 625 reaction rules. For both systems, detailed extended contact maps (ECMs) [14] were published along with the model to communicate its architecture. These maps were constructed manually and provided an interpretation of the model rather than a formal representation. Here, we show that it is possible to derive an informative description of signaling from the model itself by applying complexity reduction methods to the rule-derived regulatory graph. Figs 10 and 11 show compressed regulatory graphs of the FcεRI and ErbB models respectively, and these are the first automatically generated visualizations for these libraries that show signal flow.
Fig 10. FccRI library of rules. Compressed regulatory graph (63 nodes, 112 edges) generated from the FccRI model of Chylek et al. [7] with 178 rules. The uncompressed graph has 305 nodes and 1076 edges. The model elements can be roughly classified into six subsystems shown above.
Fig 11. **ErbB library of rules.** Compressed regulatory graph (79 nodes, 144 edges) generated from the ErbB model of Creamer et al. [9]) with 625 rules. The uncompressed graph has 930 nodes and 5269 edges. The model elements can be roughly classified into eight subsystems shown above.

To generate the compressed regulatory graphs, the default heuristic for background selection and grouping was used with a few user modifications. The nodes removed by default include free binding sites, unphosphorylated states and dissociation rules. With user input, background phosphorylation and dephosphorylation rules as well as constitutive processes were removed. By default, phosphorylation sites on each molecule were grouped together as were binding interactions between the same pair of molecules. However, when functionally similar molecules are present in the system, we found that it was useful to group analogous sites across molecule types rather than dissimilar sites within the same molecule. In the FcεRI model, Lyn and Fyn are Src family kinases that have similar functional roles and are regulated similarly, so analogous phospho-sites and bonds on Lyn and Fyn were grouped together. As a result, on the FcεRI graph (Fig 10), regulatory interactions are mapped to a generic Src family kinase, denoted SFK. In the ErbB model, a similar approach was deployed for the four receptor types (EGFR,
ErbB2, ErbB3, ErbB4 grouped under Rec) and the two ligand types (EGF, HRG grouped under Lig) by grouping similar sites across molecules. The four receptor types can bind each other in 10 different ways to form dimers, all of which were grouped under a single heading Rec|Rec. These choices resulted in a dramatic reduction of complexity, resulting in a compact graph that shows signaling from a generic receptor of the ErbB family binding a ligand and forming a dimer (Fig 11). Note that these grouping choices were made for demonstration, so it is possible to make different grouping choices and resolve functionality at a finer level, e.g. by grouping Lyn and Fyn sites separately, or grouping EGFR/ErbB2 phospho-sites separately from ErbB3/ErbB4 phospho-sites.

A major advantage of the regulatory graph is that network-level motifs can be identified by graph analysis. This is very useful for models where the interactions between individual rules are not immediately obvious due to the size of the rule set or the complexity of encoded rules. In Fig 12, we show some of the signaling motifs that emerge from the interactions encoded in the FcεRI library. Kinases Lyn and Fyn, collectively called SFKs, are recruited to sites on the receptor as well as on Pag1 and these binding interactions are enhanced by phosphorylation of those sites by SFKs to form a positive feedback loop (Fig 12A). Similarly, phosphorylation of Syk by Syk leads to increased Syk phosphorylation in a positive feedback loop (Fig 12A). On the SFKs, phospho-sites are classified into positive and negative regulators, i.e. activating sites and inhibitory sites respectively. Auto-regulation is observed when the inhibitory sites are phosphorylated by Csk in a cascade promoted by the activating sites (Fig 12B). Phosphorylated Lat enables P1cg1 phosphorylation via two converging branches of interactions that constitute a coherent feed-forward loop. On one hand, P1cg1 is recruited directly to phosphorylated Lat. On the other hand, the P1cg1-modifying kinase BTK is recruited to PIP3, which is produced by activated PI3K, which in turn is enabled by phosphorylated Lat (Fig 12C). Note that PI3K was treated as a structured molecule, so there are separate atomic patterns representing the 3’ and 5’ phosphate moieties on the phosphoinositide molecule, i.e., PI_3P and PI_5P respectively. In Fig 12D, we see that there are two branches initiated from phosphorylated receptor with opposing effects on PIP3, which occurs when PI is phosphorylated at both the 3’ (PI_3P) and 5’ (PI_5P) sites. PI3K activity produces PIP3 by adding 3’-phosphate and Inpp5d consumes PIP3 by removing 5’-phosphate. The two branches constitute an incoherent feed forward loop. In the original paper by Chylek et al. (2014), these motifs were identified by manually interpreting the rules, but here they are clearly identifiable on the model regulatory graph.
Fig 12. Signaling motifs in FcεRI library. Analysis of the regulatory graph of the FcεRI library in Fig. 10 reveals the regulatory motifs in the system. (A) Positive feedback loops enhance binding of Src family kinases Lyn and Fyn (denoted SFK) to receptor and Pag1 scaffold as well as Syk phosphorylation by Syk. (B) Pag1 phosphorylated by SFKs recruits Csk, which negatively regulates SFKs by phosphorylation. (C) A coherent feed-forward loop activates Plcg1 from phosphorylated Lat. (D) An incoherent feed-forward loop involving enzymes PI3K and Inpp5d regulates levels of phosphoinositide PIP3, which is phosphorylated at both 3’ and 5’ hydroxyl positions (denoted PI_3P and PI_5P respectively).

Comparing Complexity of Visualization Tools

The goal of this work was to enable visualizations that are both automated and comprehensible over a wide range of model sizes. To evaluate readability of various visualizations across models, we first built an analysis set of 243 graphs by applying 9 types of visualizations to 27 rule-based models from the literature. The models ranged in size between 6 and 625 rules (S6 Appendix, S9 Dataset). Next, we needed suitable metrics to evaluate readability. In a study by Ghoniem et al [36], user performance on various graph analysis tasks was found to decrease with increasing graph size $n$ and edge density $\sqrt{e/n}$, where $n$ and $e$ refer to the number of nodes and edges on the graph respectively. For the graphs in our analysis set, graph size $n$ had a sufficient spread (CV=3.39), but the metric $\sqrt{e/n}$ resulted in values with low magnitude and narrow spread (mean=0.094, CV= 1.03). This is because the graphs in the analysis set are at a different regime of edge density than the graphs used in Ghoniem et al., whose $\sqrt{e/n}$ values ranged between 0.2 and 0.6. So we used the metric $e/n$ instead to represent edge density, and we found this to be more discriminatory for the graphs in our dataset (CV=2.54). We report the distributions of graph size $n$ and edge density $e/n$ for each of the 9 types of visualizations in Fig S3. We found some consistent trends in the relative placements of visualizations, which we demonstrate by showing the center of each distribution in Fig 13. The geometric mean was used as a measure of centrality since the distributions varied over few orders of magnitude.

Fig 13. Mean graph sizes for various model visualizations. Each data point shows the geometric mean of graph size and edge density metrics evaluated over 27 rule-based models for each visualization type. The visualization types are: contact map, conventionally visualized rules, compactly visualized rules, Simmune Network Viewer diagram, rule influence diagram, full model regulatory graph, regulatory graph with background removed, regulatory graph compressed with strict edge signature, and regulatory graph compressed with permissive edge signature. Default heuristics were used for background removal and group assignment. Each type of visualization is color-coded based on the layer of information it represents: structure, mechanism, regulation or function. Asterisks (*) indicate the methods developed in this work. Fig S3 shows the full dataset.
The 9 visualizations that are compared in Fig 13 include contact maps, conventional and compact rule visualizations, Simmune Network Viewer diagrams, rule influence diagrams and four types of regulatory graphs: full model regulatory graph, graph with background nodes removed, and compressed graphs generated using either a strict or permissive edge signature. Fig 13 shows that the contact map has on average a small size and low edge density. Conventional and compact rule visualizations have the largest size but low edge density. In comparison, the rule influence diagram is much smaller but has the highest edge density by far. The full model regulatory graph occupies an intermediate position between the rule influence diagram and the rule visualizations on both measures. Background removal drastically lowers both size and density, which can be reduced even more by compressing the graph using strict or permissive edge signatures. The Simmune Network Viewer format and its statistics will be treated in the Discussion section.

The contact map is optimal for visual understanding but only displays the structural layer of the rule-based model, so it is insufficient for understanding regulation. Rule visualizations, which depict the mechanistic layer, have a large number of nodes because rules are composed of complex graphs, but they have low edge density because they do not show regulatory relationships between rules. The rule influence diagram and rule-derived regulatory graphs both show regulatory interactions, and thus convey much more information than contact map or rule visualizations. The rule-derived regulatory graph introduces atomic patterns to mediate relationships between rules, so it has a much lower edge density than the rule influence diagram with only a slightly larger number of nodes. It also has fewer nodes than conventional and compact rule visualizations because it coarse-grains the specified structures to atomic patterns. We find that the full rule-derived regulatory graph is too dense to permit visual analysis of the functional layer, which only becomes possible when complexity reduction methods are applied. Background removal and node grouping with strict or permissive edge signature provide increasing levels of complexity reduction and enable identification of signaling cascades and network motifs as discussed above. The compressed graphs also approach the size of the contact map while having moderately higher edge densities.
Discussion

In this work, we have developed new visualizations for the mechanistic, regulatory and functional layers of the rule-based model, namely compact rule-visualization, rule-derived regulatory graph and compressed regulatory graph respectively. We have introduced new data structures to rule-based modeling that enable these visualizations, such as the rule structure graph, the atomic pattern and the edge signature. We have developed a procedure to systematically derive more abstract information such as regulation and function from more concrete layers such as structure and mechanism. The rule-derived regulatory graph and its compressed forms enable automated generation of signaling diagrams for models with hundreds of rules, which was not possible prior to this work. The compression methods can also flexibly account for the nuances of specific biological systems. Graph analysis on the regulatory graph reveals network motifs that are useful for understanding the architecture of the model. Complexity analysis demonstrates that these visualizations are more readable and informative than other automated visualizations such as the contact map [16], the rule influence diagram [17], and the Simmune network viewer [19]. We are hopeful that the rule-derived regulatory graph will play an important role in the transparent documentation of rule-based models and make rule-based modeling accessible to a wider audience.

It is useful to compare the methods developed in this work to other related visualization tools (Fig 14). The Systems Biology Graphical Notation (SBGN) is a set of community standards for visualization of signaling models [20]. Of these, the SBGN Process Description provides a structured representation for reacting entities, so it can be adapted for conventional rule visualization (Fig 14A). A number of other software frameworks also support conventional rule visualization (Simmune [27], Virtual Cell [37,38], BioUML [39]). Compact rule visualization, which we have proposed here, is an alternative to these approaches that has the advantage of conveying the action of a rule explicitly without requiring left-to-right visual comparison. The SBGN Entity Relationship (Fig 14B) [20] and its predecessor the Molecular Interaction Map (Fig 14C) [21] are alternatives to the Extended Contact Map [14], but they also require manual construction by interpreting the rules of the model. In contrast, the rule-derived regulatory graph and its compressed form are automatically generated from the model. The Kappa story (Fig 14D) [16,18] is a visualization that is similar in form to the rule influence diagram [17] and it is generated by simulating possible sequences of rule firings and compressing them internally [18]. While it is useful for showing a specific biochemical trajectory, it requires comparisons of multiple simulation trajectories to build a model diagram. In contrast, the rule-derived regulatory graph of the model is assembled by analyzing individual rules and aggregating them linearly (see Methods).
Fig 14. Other visualization tools. (A) The SBGN Process Description as applied to conventional rule visualization. (B) The SBGN Entity Relationship and (C) Molecular Interaction Map are alternatives to the Extended Contact Map. (D) The Kappa Story is similar to the rule influence diagram. (E) The Simmune Network Viewer produces a compact diagram of rules by merging patterns that differ only in internal states. (F) The rxncon specification specifies the model itself as a network of regulatory interactions, which is visualized easily as the rxncon regulatory graph. See additional notes in Figs S4 and S5.

The Simmune Network Viewer (Fig 14E) [19] visualizes rules as a network in which each node represents a set of molecules connected in a unique manner. The diagram in Fig 14E shows four rules, one modeling enzyme-substrate binding, one modeling dissociation and two modeling phosphorylation of sites on the enzyme-substrate complex. The reactants and products of the phosphorylation rules have the same molecular connectivity (enzyme bound to substrate) but different internal states (unphosphorylated, phosphorylated), so they are represented by the same node in Fig 14E and the paths representing the phosphorylation rules loop back on to that node. This type of compression produces relatively large yet readable diagrams (see data points representing Simmune Network Viewer in Fig 13 and Fig S3), but it obscures signal flow through internal states of molecular components, as we show in Fig. S4. In contrast, the rule-derived regulatory graph does not hide signal flow through any type of structure, including binding sites, bonds and internal states.

Another approach to model construction is to specify regulatory logic using a simple pairwise interaction format and construct mechanisms automatically using a predefined algorithm (Process Interaction Model [40], rxncon [22]). In the rxncon specification, the model format can be directly translated into a regulatory graph and other related visualizations [22]. However, as we show in Fig S5, the rxncon model format is not expressive enough to distinguish between all biological mechanisms that can be modeled as rules and can only reconstruct a restricted set of mechanisms. This motivated the need for a general rule-derived regulatory graph that can be derived from a reaction rule of any size and complexity, such as the rules found in BioNetGen, Kappa and Simmune models.
Although the rule-derived regulatory graph offers a number of advantages over existing methods, there are a number of ways in which it could be improved. Currently, the graph resolves the types of structures that are shared between rules, but it does not explicitly resolve higher order combinations of structures, e.g., there is no separate node that represents the concurrent 3’ and 5’ phosphorylated states on the PIP3 molecule. Similarly, the edge types resolve reactant, product and context relationships, but there could be more complex relationships such as inhibition by consumption of an active state. Also, the current rule grouping algorithm treats each rule as a standalone process, whereas in reality there are modules of processes that work in concert, such as the individual steps of a Michaelis-Menten mechanism. These improvements will be implemented using a combination of graph analysis and user annotation. Finally, BioNetGen supports compartmental states and transport operations \[10,41\], which are not addressed in the current version of the regulatory graph. We plan to add these features in the future as well as explore alternative graph visualizations, e.g., a matrix representation instead of nodes and edges \[36\].

Edward R. Tufte, a pioneer of modern data visualization and analytic design, has argued that “cognitive tasks should be turned into design principles”, based on the idea that “universal cognitive tasks” underlie how humans perceive and understand information \[42\]. A number of such cognitive tasks can be found in diagrams and text-based descriptions that are ubiquitous in the biochemical literature and we recapitulate some of these in our automated methods. First, a biochemical process is usually described as an action one entity performs on another, such as ‘binds’ and ‘phosphorylates’. Graph operation nodes in compact rule visualization (Fig 5B) play a similar role in conveying the action of a rule. Second, the term ‘site’ is commonly used to denote any part of a molecule that behaves distinctly from other parts. A site is also a location at which a kinetic process can occur, e.g. a phospho-motif or binding interface. The definition of atomic patterns in this work (Fig 6A) introduces the notion of actionable sites for rule-based models (similar to elemental states in \textit{rxncon} \[22\]). Third, in descriptions of pathways, there is selective emphasis on activated states and activation processes at the expense of default states, inactivated states, constitutive deactivation processes and background processes that are not influenced by signal flow. This allows the reader to filter redundant information and focus on what happens after signal is initiated. Background removal on the regulatory graph follows a similar principle (Fig 7B). Fourth, sites and processes are categorized in the literature into families based on homology and functional similarity, and this approach has been effectively used to organize biochemical knowledge \[43–46\]. The grouping of atomic patterns using user annotation and heuristics (Fig 7C) and the grouping of rules by edge signature (Fig 7D) recapitulates this approach. Finally, generalizing interactions between individuals as an interaction between their families is a common strategy to make broad conclusions about network architecture. Graph compression by collapsing groups (Fig 7E) performs the same function and results in a similarly broad network representation.

The rule-derived regulatory graph is a compact global representation of the rule-based model. It is also a bipartite graph, so it can be provided as input for tools that require simple graphs or bipartite graphs. For example, numeric values from a simulation trace can be mapped to node size or edge thickness on the regulatory graph, resulting in an animated simulation trajectory (e.g. \[47\]). As \textit{rxncon} developers have shown, it is possible to treat the regulatory graph as a Boolean model and perform stochastic simulations \[48\]. Model reduction approaches developed for rule-based models have previously used information on regulatory interactions \[49\] that can now be obtained directly from the regulatory graph. The rule-derived regulatory graph also serves as a rich source of information that could be mined using formal approaches. For example, the identification of model subsystems such as those shown in Figs 10 and 11 could be
performed by graph partitioning methods [50]. Network motifs such as those shown in Fig 12 could be identified by cycle detection [51]. Groups of rules and atomic patterns on the regulatory graph could be inferred by structure discovery methods for graph data [52,53]. Thus, the rule-derived regulatory graph paves the way for novel applications of graph analysis, data mining and machine learning to rule-based models.

A natural future direction for signaling models is to integrate rules from different sources and explore the effects of complex input stimuli and crosstalk between pathways [54,55]. Currently, models of signaling from various receptors have as many as hundreds of rules [7–9], and this number is expected to increase by an order of magnitude to cover more molecule types, receptors and signal pathways. Since databases of rules targeting different pathways are being constructed in tandem by different groups (e.g. [7–9,56]), we expect that the complex models of the future will integrate kinetic information from multiple databases. The recently published whole cell model of Mycoplasma genitalium [5] makes effective use of databases to organize and visualize kinetic information [57–59] and provides proof-of-concept of a database-oriented approach. We expect that the rule-derived regulatory graph will play a role in building these large models and rule-based databases. A number of exchange formats now support rule-based data structures (SBML-Multi [28], BioPax Level 3 [60]) and a number of modeling frameworks integrate BioNetGen rules with higher-order model composition (Virtual Cell [37,38], PySB [56]). Frameworks that integrate rules can use the rule-derived regulatory graph for visualization and analysis. Sophisticated group structures [61], in addition to the ones implemented so far, will facilitate navigation and visualization of rule-based databases, similar to approaches that have been deployed to analyze other biological data (VisANT [62], ChiBE [63]). Simulations of large models could be optimized by identifying parallelizable submodules [5], and these could be discovered through graph analysis. Thus, in addition to the immediate benefit of visualizing and understanding large models, the rule-derived regulatory graph is expected to be useful in developing the comprehensive cell models of the future.
References

1. Aldridge BB, Burke JM, Lauffenburger DA, Sørger PK. Physicochemical modelling of cell signalling pathways. Nat Cell Biol. 2006;8: 1195–203. doi:10.1038/ncb1497

2. Chen WW, Niepel M, Sørger PK. Classic and contemporary approaches to modeling biochemical reactions. Genes Dev. 2010;24: 1861–75. doi:10.1101/gad.1945410

3. Nelson DL, Cox MM, Lehninger AL. Lehninger Principles of Biochemistry. 6th ed. New York: W.H. Freeman; 2013.

4. Chylek LA, Harris LA, Tung CS, Faeder JR, Lopez CF, Hlavacek WS. Rule-based modeling: A computational approach for studying biomolecular site dynamics in cell signaling systems. Wiley Interdisciplinary Reviews: Systems Biology and Medicine. 2014. pp. 13–36. doi:10.1002/wsbm.1245

5. Karr JR, Sanghvi JC, Macklin DN, Gutschow MV, Jacobs JM, Bolival B, et al. A whole-cell computational model predicts phenotype from genotype. Cell. 2012;150: 389–401. doi:10.1016/j.cell.2012.05.044

6. Thomson TM, Benjamin KR, Bush A, Love T, Pincus D, Resnekov O, et al. Scaffold number in yeast signaling system sets tradeoff between system output and dynamic range. Proc Natl Acad Sci. 2011;108: 20265–20270. doi:10.1073/pnas.1004042108

7. Chylek LA, Holowka DA, Baird BA, Hlavacek WS. An interaction library for the FcεRI signaling network. Front Immunol. 2014;5: 172. doi:10.3389/fimmu.2014.00172

8. Chylek LA, Akimov V, Djang J, Rigbolt KTG, Hu B, Hlavacek WS, et al. Phosphorylation site dynamics of early T-cell receptor signaling. PLoS One. 2014;9: e104240. doi:10.1371/journal.pone.0104240

9. Cremer MS, Stites EC, Aziz M, Cahill J a, Tan CW, Berens ME, et al. Specification, annotation, visualization and simulation of a large rule-based model for ERBB receptor signaling. BMC Syst Biol. 2012;6: 107. doi:10.1186/1752-0509-6-107

10. Sekar JA, Faeder JR. Rule-based modeling of signal transduction: a primer. Methods Mol Biol. 2012;880: 139–218. doi:10.1007/978-1-61779-833-7_9

11. Hogg JS, Harris LA, Stover LJ, Nair NS, Faeder JR. Exact hybrid particle/population simulation of rule-based models of biochemical systems. PLoS Comput Biol. 2014;10: e1003544. doi:10.1371/journal.pcbi.1003544

12. Faeder JR, Blinov ML, Hlavacek WS. Rule-based modeling of biochemical systems with BioNetGen. Methods Mol Biol. 2009;500: 113–167. doi:10.1007/978-1-59745-525-1_5

13. Faeder JR, Hlavacek WS, Reischl I, Blinov ML, Metzger H, Redondo A, et al. Investigation of early events in Fc epsilon RI-mediated signaling using a detailed mathematical model. J Immunol. 2003;170: 3769–81. doi:10.4049/jimmunol.170.7.3769

14. Chylek LA, Hu B, Blinov ML, Emonet T, Faeder JR, Goldstein B, et al. Guidelines for visualizing and annotating rule-based models. Mol Biosyst. 2011;7: 2779–95. doi:10.1039/c1mb05077j

15. Chylek LA, Harris LA, Faeder JR, Hlavacek WS. Modeling for (physical) biologists: an introduction to the rule-based approach. Phys Biol. 2015;12: 45007. doi:10.1088/1478-3975/12/4/045007

16. Danos V, Feret J, Fontana W, Harmer R, Krivine J. Rule-Based Modelling of Cellular Signalling. LNCS CONCUR 2007 – Concurrency Theory. Berlin, Heidelberg: Springer Berlin Heidelberg; 2007. pp. 17–41. doi:10.1007/978-3-540-74407-8_3

17. Smith AM, Xu W, Sun Y, Faeder JR, Marai GE. RuleBender: integrated modeling, simulation and visualization for rule-based intracellular biochemistry. BMC Bioinformatics. 2012;13 Suppl 8: S3. doi:10.1186/1471-2105-13-S8-1

18. Danos V, Feret J, Fontana W, Harmer R, Krivine J, et al. Graphs, Rewriting and Pathway Reconstruction for Rule-Based Models. In: D’Souza D, Kavitha T, Radhakrishnan J, editors. IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science (FSTTCS 2012). Dagstuhl, Germany: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik; 2012. pp. 276–288. doi:http://dx.doi.org/10.4230/LIPIcs.FSTTCS.2012.276

19. Cheng H-C, Angermann BR, Zhang F, Meier-Schellersheim M. NetworkReader: visualizing biochemical reaction...
networks with embedded rendering of molecular interaction rules. BMC Syst Biol. 2014;8: 70. doi:10.1186/1752-0509-8-70

20. Le Novère N, Hucka M, Mi H, Moodie S, Schreiber F, Sorokin A, et al. The Systems Biology Graphical Notation. Nat Biotechnol. 2009;27: 735–41. doi:10.1038/nbt.1558

21. Kohn KW. Molecular interaction maps as information organizers and simulation guides. Chaos. 2001;11: 84–97. doi:10.1063/1.1338126

22. Tiger C-F, Krause F, Cedersund G, Palmér R, Klipp E, Hohmann S, et al. A framework for mapping, visualisation and automatic model creation of signal-transduction networks. Mol Syst Biol. EMBO and Macmillan Publishers Limited; 2012;8: 578. doi:10.1038/msb.2012.12

23. Blinov ML, Faeder JR, Goldstein B, Hlavacek WS. BioNetGen: Software for rule-based modeling of signal transduction based on the interactions of molecular domains. Bioinformatics. 2004;20: 3289–3291. doi:10.1093/bioinformatics/bth378

24. Harris LA, Hogg JS, Tapia J-J, Sekar JAP, Gupta S, Korsunsky I, et al. BioNetGen 2.2: advances in rule-based modeling. Bioinformatics. 2016; doi:10.1093/bioinformatics/btw469

25. Danos V, Laneve C. Formal molecular biology. Theor Comput Sci. 2004;325: 69–110. doi:10.1016/j.tcs.2004.03.065

26. Meier-Schellersheim M, Xu X, Angermann B, Kunkel EJ, Jin T, Germain RN. Key role of local regulation in chemosensing revealed by a new molecular interaction-based modeling method. PLoS Comput Biol. 2006;2: 0710–0724. doi:10.1371/journal.pcbi.0020082

27. Zhang F, Angermann BR, Meier-Schellersheim M. The Simmune Modeler visual interface for creating signaling networks based on bi-molecular interactions. Bioinformatics. 2013;29: 1229–30. doi:10.1093/bioinformatics/btt134

28. SBML-Multi [Internet]. Available: http://sbml.org/Documents/Specifications/SBML_Level_3/Packages/multi

29. Lemons NW, Hu B, Hlavacek WS. Hierarchical graphs for rule-based modeling of biochemical systems. BMC Bioinformatics. 2011;12: 45. doi:10.1186/1471-2105-12-45

30. Blinov M, Yang J, Faeder JR, Hlavacek WS. Graph theory for rule-based modeling of biochemical networks. Trans Comput Syst Biol VII. 2006;4230: 89–106. doi:10.1007/11905455_5

31. Himslot M. GML: A portable Graph File Format [Internet]. Available: https://www.fim.uni-passau.de/fileadmin/files/lehrstuhl/brandenburg/projekte/gml/gml-technical-report.pdf

32. YWorks GmbH. yEd GML [Internet]. Available: http://docs.yworks.com/yfiles/doc/developers-guide/gml.html

33. Szymańska P, Martin KR, MacKeigan JP, Hlavacek WS, Lipniacki T. Computational analysis of an autophagy/translation switch based on mutual inhibition of MTORC1 and ULK1. PLoS One. 2015;10: e0116550. doi:10.1371/journal.pone.0116550

34. Lemmon MA, Schlessinger J. Cell signaling by receptor tyrosine kinases. Cell. 2010;141: 1117–34. doi:10.1016/j.cell.2010.06.011

35. Neet K, Hunter T. Vertebrate non-receptor protein-tyrosine kinase families. Genes Cells. 1996;1: 147–69.

36. Ghanim M, Fekete J-D, Castagliola P. On the readability of graphs using node-link and matrix-based representations: a controlled experiment and statistical analysis. Inf Vis. 2005;4: 114–135. doi:10.1057/palgrave.ivs.9500092

37. Moraru II, Schaff JC, Slepenchenko BM, Blinov ML, Morgan F, Lakshminarayana A, et al. Virtual Cell modelling and simulation software environment. IET Syst Biol. 2008;2: 352–62. doi:10.1049/iet-syb:20080102

38. Schaff JC, Vasilescu D, Moraru II, Loew LM, Blinov ML. Rule-based modeling with Virtual Cell. Bioinformatics. 2016; doi:10.1093/bioinformatics/btw353

39. Kolpakov F, Puzanov M, Koshukov A. BioUML: visual modeling, automated code generation and simulation of biological systems. Proceedings of The Fifth International Conference on Bioinformatics of Genome Regulation and Structure. 2006. pp. 281–284.
40. Kolczyk K, Samaga R, Conzelmann H, Mischel S, Conradi C. The Process-Interaction-Model: a common representation of rule-based and logical models allows studying signal transduction on different levels of detail. BMC Bioinformatics. 2012;13: 251. doi:10.1186/1471-2105-13-251

41. Harris LA, Hogg JS, Faeder JR. Compartamental rule-based modeling of biochemical systems. Proceedings - Winter Simulation Conference. 2009. pp. 908–919. doi:10.1109/WSC.2009.5429719

42. Zachry M, Thralls C. An Interview with Edward R. Tufte. Tech Commun Q. 2004;13: 447–462. doi:10.1207/s15427625tcq1304_5

43. Finn RD, Bateman A, Clements J, Coggill P, Eberhardt RY, Eddy SR, et al. Pfam: the protein families database. Nucleic Acids Res. 2014;42: D222-30. doi:10.1093/nar/gkt1223

44. Ashburner M, Ball CA, Blake JA, Botstein D, Butler H, Cherry JM, et al. Gene ontology: tool for the unification of biology. The Gene Ontology Consortium. Nat Genet. 2000;25: 25–9. doi:10.1038/75556

45. Chang A, Schomburg I, Placzek S, Jeske L, Ulbrich M, Xiao M, et al. BRENDA in 2015: exciting developments in its 25th year of existence. Nucleic Acids Res. 2015;43: D439-46. doi:10.1093/nar/gku1068

46. Caspi R, Billington R, Ferrer L, Foerster H, Fulcher CA, Keseler IM, et al. The MetaCyc database of metabolic pathways and enzymes and the BioCyc collection of pathway/genome databases. Nucleic Acids Res. 2016;44: D471-80. doi:10.1093/nar/gkv1164

47. König M, Holzhüter H-G. Fluxviz - Cytoscape plug-in for visualization of flux distributions in networks. Genome Inform. 2010;24: 96–103.

48. Flöttmann M, Krause F, Klipp E, Krantz M. Reaction-contingency based bipartite Boolean modelling. BMC Syst Biol. 2013;7: 58. doi:10.1186/1752-0509-7-58

49. Conzelmann H, Fey D, Gilles ED. Exact model reduction of combinatorial reaction networks. BMC Syst Biol. 2008;2: 78. doi:10.1186/1752-0509-2-78

50. Buluc A, Meyerhenke H, Safro I, Sanders P, Schulz C. Recent Advances in Graph Partitioning. arXiv. 2013; 1–36.

51. Johnson DB. Finding All the Elementary Circuits of a Directed Graph. SIAM J Sci Comput. 1975;4: 77–84.

52. Coble JA, Rathi R, Cook DJ, Holder LB. Iterative Structure Discovery in Graph-Based Data. Int J Artif Intell Tools. 2005;14: 101–124. doi:10.1142/S02182130050002016

53. Cook DJ, Holder LB, Djokok S. Scalable discovery of informative structural concepts using domain knowledge. IEEE Expert. 1996;11: 59–68. doi:10.1109/64.539018

54. Hunter T. The age of crosstalk: phosphorylation, ubiquitination, and beyond. Mol Cell. 2007;28: 730–8. doi:10.1016/j.molcel.2007.11.019

55. Hunter T. Signaling—2000 and Beyond. Cell. 2000;100: 113–127. doi:10.1016/S0092-8674(00)81688-8

56. Lopez CF, Muhlich JL, Bachman JA, Sorger PK. Programming biological models in Python using PySB. Mol Syst Biol. 2013;9: 646. doi:10.1038/msb.2013.1

57. Karr JR, Sanghvi JC, Macklin DN, Arora A, Covert MW. WholeCellKB: Model organism databases for comprehensive whole-cell models. Nucleic Acids Res. 2013;41: 1–6. doi:10.1093/nar/gks1108

58. Karr JR, Phillips NC, Covert MW. WholeCellSimDB: a hybrid relational/HDF database for whole-cell model predictions. Database (Oxford). 2014;2014: 1–8. doi:10.1093/database/bau095

59. Lee R, Karr JR, Covert MW. WholeCellViz: data visualization for whole-cell models. BMC Bioinformatics. BMC Bioinformatics; 2013;14: 253. doi:10.1186/1471-2105-14-253

60. Demir E, Cary MP, Paley S, Fukuda K, Lemer C, Vastrik I, et al. The BioPAX community standard for pathway data sharing. Nat Biotechnol. 2010;28: 935–42. doi:10.1038/nbt.1666

61. Vehlow C, Beck F, Weiskopf D. The State of the Art in Visualizing Group Structures in Graphs. Eurographics Conference on Visualization (EuroVis). 2015.
62. Hu Z, Chang YC, Wang Y, Huang CL, Liu Y, Tian F, et al. VisANT 4.0: Integrative network platform to connect genes, drugs, diseases and therapies. Nucleic Acids Res. 2013;41. doi:10.1093/nar/gkt401

63. Babur Ö, Dogrusoz U, Çakır M, Aksoy BA, Schultz N, Sander C, et al. Integrating biological pathways and genomic profiles with ChiBE 2. BMC Genomics. 2014;15: 642. doi:10.1186/1471-2164-15-642