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**Abstract:** Development of predictive computational models of metabolism through mechanistic models is complex and resource demanding, and their personalization remains challenging. Data-driven models of human metabolism would constitute a reliable, fast, and continuously updating model for predictive analytics. Wearable devices, such as smart bands and impedance balances, allow the real-time and remote monitoring of physiological parameters, providing for a flux of data carrying information on user metabolism. Here, we developed a data-driven model of end-user metabolism, the Personalized Metabolic Avatar (PMA), to estimate its personalized reactions to diets. PMA consists of a gated recurrent unit (GRU) deep learning model trained to forecast personalized weight variations according to macronutrient composition and daily energy balance. The model can perform simulations and evaluation of diet plans, allowing the definition of tailored goals for achieving ideal weight. This approach can provide the correct clues to empower citizens with scientific knowledge, augmenting their self-awareness with the aim to achieve long-lasting results in pursuing a healthy lifestyle.
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1. **Introduction**

The global obesity epidemic has been spreading throughout most countries since the 1980s. Obesity contributes directly to incident cardiovascular risk factors, including dyslipidemia, type 2 diabetes, hypertension, and sleep disorders [1–3]. Obesity also leads to the development of cardiovascular diseases independently of other cardiovascular risk factors. More recent data highlight abdominal obesity, as determined by waist circumference, as a cardiovascular disease risk marker that is independent of body mass index [4,5]. Lifestyle modification and subsequent weight loss improve both metabolic syndrome and associated systemic inflammation and endothelial dysfunction, leading to a reduction of coronary artery disease, heart failure, and atrial fibrillation [6–9].

Quantifying lifestyle modifications to decrease cardiovascular risk is nowadays conceivable following the increased use of wearable devices, such as smartwatches, smart bands and impedance balances. These devices allow the real-time and remote monitoring of physiological parameters. As measurement and feedback systems become more refined and personalized, these devices can help people to change their lifestyles and improve wellbeing. Moreover, they have the potential to be linked into a wide range of lifestyle support services through community, public and private providers. An important improvement in managing the huge variety of wearable and portable devices comes from web-based applications. Several solutions exist on digital stores, but they mostly suffer...
from incomplete and not well-defined food databases and lack of personalization due to the scarce integration of the information flux: users must rely on different applications, furnishing partial and unrelated information about their metabolic state, where energy intake and expenditure are not directly related. To overcome this issue, we developed a digital web-based application (ArMOnIA) integrating dietary, anthropometric, and physical activity data [10]. Data flows from smart devices (smart band and impedance balance) and diet diaries are collected to build an accurate and personalized estimation of energy balance (accounting for individual body composition, age, and hydration state). We already showed, in a single-arm uncontrolled prospective study on self-monitored voluntary normal or overweight adults, that this application, by simply allowing the visualization of the energy balance in a dashboard, helps users to significantly decrease their average energy balance and consequently BMI in a period of 45 days [10]. The data streams provided by this platform can be analyzed relying on machine learning and artificial neural networks, with the aim to provide predictive and personalizable computational models of metabolism. In particular, the problem of the prediction of weight variations traditionally relies on estimations based on thermodynamic models depending on age, height, gender, and current weight [11]. However, diet predictors developed through these models have limited application because they assume weight stability and do not account for factors such as microbiome, variations in type and expression of genes linked to nutrition, and quality and quantity of physical activity. Some human genome-scale metabolic models (GEM), such as Recon3D [12], contain the human gene–protein reaction associations and can mechanistically predict metabolic fluxes. However, these complex models need long elaboration times or high-performance computing (HPC) and cannot be embedded in edge computing (EC) to improve scalability and performance. Moreover, the personalization of metabolic models remains challenging [13], as they require new methodological approaches to integrate molecular and physiological data. Data-driven models of human metabolism would constitute a reliable, fast, and continuously updating model for predictive analytics. These models could indeed offer crucial data for achieving the best weight forecasts and the creation of individualized diet and exercise plans. Differently from the well-established knowledge-driven models, data-driven models can account for all of the metabolic processes, from genetic predispositions to current microbiome composition, affecting weight changes. Relying on this information embedded in the model, they could provide for personalized weight forecasts and for the creation of individualized diet and exercise plans, with the aim to achieve long-lasting results in pursuing a healthy lifestyle. To this aim, here we developed a personalized model of end-user metabolism, the Personalized Metabolic Avatar (PMA), to estimate its reactions to diets. PMA consists of a gated recurrent unit (GRU) deep neural network allowing the prediction and simulation of personalized weight variations according to macronutrient composition [14–16] and daily energy balance [17] and allowing the generation of tailored diet plans. PMA may be adopted to gradually improve adoption of healthy habits in a person-specific fashion.

2. Materials and Methods

2.1. Study Population and Protocol

In this single-arm uncontrolled prospective study, a group of four adult volunteers (three normal and one overweight) recruited from our lab staff self-monitored daily their weight, diet and step count for more than 300 days using the ArMOnIA app, without predetermined objectives or intervention. Other assessment data were collected in-person via digital diaries. The four participants shared their personal data after signing an informed consent. The protocol is as follows:

- **Food diaries**: users must register daily the foods eaten during breakfast, lunch, dinner and snacks.
- **Physical activities (PA)**: users must wear a smart band all day and all night, especially during physical activities where they have to specify the type of activity performed. These include: jogging, walking, swimming, working out, general sports, etc.
ever participants forget to track their own activities with the smart band, they must register them into the ArMOnIA app, where the calories burned from these activities are evaluated through the compendium [18]. This is also performed for other activities not monitored by the smart band, such as house cleaning, driving, etc.

- **Weight monitoring:** users have to weigh themselves barefoot every day after waking up using an impedimetric balance.

2.2. **Wearables and Devices**

The following devices were chosen for tracking anthropometric and PA data:

- **MiBand 6**, a smart band (Xiaomi Inc.®, Beijing, China), for tracking PA and estimating calories burned during exercises (walking, running, etc.).
- **Mi Body Composition Scale**, an impedance balance (Xiaomi Inc.®, Beijing, China), for tracking anthropometric data such as: weight, resting metabolism, fat rate, muscle rate, bone mass.

These devices already had been used in three studies on PubMed, and 11 clinical trials had been performed using MiBand-1. Validation results in estimating RMR can be retrieved in a recent publication [19].

2.3. **Data Collection, Storage and Retrieval through an Ad Hoc Developed Web App and Estimation of Personalized Energy Balance**

A web application (www.apparmonia.com, accessed 21 July 2022) was developed in Python 3.8 with the libraries Django (https://www.djangoproject.com/, accessed 21 July 2022) and Django_plotly_dash (https://django-plotly-dash.readthedocs.io/en/latest/, accessed 21 July 2022) for data collection, storage, and visualization of energy balance through a dashboard [17].

The web application allows for data collection, storage, analysis and visualization. These are detailed below.

2.3.1. **Data Collection**

Data provided in-person through a digital diary: food and other activities not included in the smart band (home activities, music playing, driving, etc.).

Data from the smart band and impedance balance were retrieved through the ZEPP Life® app (Anhui Huami Information Technology Co., Ltd., Hefei, China).

2.3.2. **Data Storage**

Retrieved data underwent anonymization and are then stored into a NoSQL database (MongoDB®, New York, NY, USA, https://www.mongodb.com/, accessed 30 June 2022).

2.3.3. **Data Retrieval**

The quantities retrieved from the database needed for the development of PMA were the following:

1. \( w \) is the weight acquired daily by the Mi Body Composition Scale.
2. \( m_c \) is the mass expressed in grams of total daily carbohydrate intake, \( m_l \) is the mass expressed in grams of total daily lipid intake, and \( m_p \) is the mass expressed in grams of total daily protein intake.
3. daily energy balance, \( EB \), calculated according to the formula

\[
EB = EI - TEE,
\]

where \( EI \) is the daily energy intake, and \( TEE \) is the daily total energy expenditure.

\( EI \) is considered as the sum of all ingested calories as retrieved from the following databases: DIETABIT (www.dietabit.it, accessed 5 July 2022), CREA (www.crea.gov.it, accessed 5 July 2022), BDA (www.bda-ieo.it, accessed 5 July 2022), and OPENFOODFACTS (www.it.openfoodfacts.org, accessed 5 July 2022).
**TEE** is calculated according to the formula

\[
TEE = RMR + TEA + TEF
\]  
(2)

where *TEA* is the thermic effect of activity, *RMR* is the resting metabolism ratio, both measured using the values provided by the ZEPP Life® app [19], and *TEF* is the thermic effect of food, referring to the energy expenditure related to food consumption [20] (i.e., digestion, absorption, assimilation, and storage), dependent on the amount and type of food consumed, which accounts for about 10% [21] of *TEE* and is estimated from food data through the following formula:

\[
TEF = 0.095 \cdot (m_c \cdot 3.75) + 0.015 \cdot (m_L \cdot 9) + 0.25 \cdot (m_P \cdot 4)
\]  
(3)

### 2.4. Data Preprocessing

We considered energy balance and food composition as the main drivers of weight variations [10,22]. As already introduced in Section 2.3, the datasets used for the construction and testing of the model consisted of the following data:

- Weight: \( w(t) \) [kg]
- Energy balance: \( EB(t) \) [kcal]
- Daily carbohydrate intake: \( m_c(t) \) [g]
- Daily protein intake: \( m_p(t) \) [g]
- Daily lipid intake: \( m_l(t) \) [g]
- Week cosine: \( \cos(\frac{2}{7} \pi t) \)
- Week sine: \( \sin(\frac{2}{7} \pi t) \)

In Figure 1A,B, sample \( w(t) \), \( EB(t) \) and \( m_c(t) \), \( m_p(t) \), \( m_l(t) \) time series are reported. The last two terms, week cosine and week sine, were introduced to account for seasonality that can affect diet and PA habits, as shown in previous studies [23]. So far, in Figure S1, we showed a violin plot of a representative user reporting the distribution of the energy balance through all days in a week. As we can see, there is a variation among days confirmed also by statistical tests (Section S1).

---

**Figure 1.** Time series describing user metabolism. (A) Representative time series for weight and EB. (B) Representative time series for food composition.

We then handled missing values (below 3% of the entire dataset) using the ‘pad’ method, taking values from the previous row. During imputing, test and train were separated to avoid crosstalk between the two sets.

\( EB(t) \) values can be affected by biases due to wrong insertion of food quantities, which are typically underestimated [24]. To account for these biases, we calculated for each time point the weekly variation of \( EB_{\text{week}}(t) \) and the weekly weight variation of \( \Delta w_{\text{week}}(t) \) and...
fitted with a linear regression model $EB_{\text{week}} = a \cdot \Delta w_{\text{week}} + b$ (Figure S2). $b$ is the average bias in the estimation of the energy balance, which was subtracted from the estimated $EB(t)$.

2.5. PMA Development with RNN Network

PMA was shaped as output of a deep recurrent neural network, bridging the evolution of weight $w(t)$ and $m_c(t)$, $m_p(t)$, $m_l(t)$ (Section 2.4). Recurrent neural networks (RNN) are a very flexible class of neural networks, widely used to solve problems involving dependent data, such as time series. Therefore, this type of neural network best suited our application needs. Among the RNNs, we selected the mono-layer GRU (Section S3 [25]).

Data Preparation

Before deep learning can be used, time series forecasting problems must be re-framed as supervised learning problems. It is standard practice to use lagged observations (e.g., $t-1$) as input variables to forecast the current time step ($t$). This is called ‘multi-step forecasting’ [26]. Calling $k$ the lagged observation, the supervised learning dataset is reframed as:

$$\text{var}_j(t-k) \ldots \text{var}_7(t-k) \ldots \text{var}_1(t-i) \ldots \text{var}_6(t-1) \ldots \text{var}_7(t-1) \ldots \text{var}_1(t)$$

where the overall time series are renamed with the string $\text{var}_j$, where $j$ indicates the variable considered running from 1 to 7.

2.6. Model Selection

The first step in the development of the PMA is the definition of the architecture of the RNN used.

For this work, the most suitable architecture found for our application (Figure S3) was composed of the following layers:

- **Input layer**: weight and exogenous series such as $EB$ and food composition (carbohydrate, protein and lipid content expressed in grams) at previous times with respect to the output (plus historical values from the time series target). This corresponds to the $x_t$ of Equation (S4), defined as follows: $x_t = [EB(t-k), m_c(t-k), m_p(t-k), m_l(t-k), w(t-k), \ldots, EB(t-1), m_c(t-1), m_p(t-1), m_l(t-1)]$, with $k$ the lagged observation (specific for each user, as explained below).
- **Hidden layer**: a GRU neural network with the addition of a dropout layer (Section S4 [27,28]).
- **Output layer**: composed of one output, the weight $w(t+1)$ at time $t+1$.

After that, we needed to choose the best set of hyperparameters (HP) to allow the model to predict accurately for every dataset used.

HP are the number of neurons, the type of activation function, the batch size, the number of epochs, the dropout value and the lookback value $k$ (how many time steps we look back for the forecasting of the time series target). HP tuning was carried out to find the possible best sets to build the model from a specific dataset and with a specific goal [29]. HP tuning consists of the scanning of macro-parameters for the reduction of a loss function. Typically, in time series forecasting, the tuning is carried out to reduce the root mean squared error (RMSE) of the test-train forecasting (see Equation (4) below). Nevertheless, for our study, we introduced several constraints in selecting HP to guarantee correct dynamics of weight variations. In order to do so, we performed a simulation for 7 days (described in Section 2.7), considering diet plans consisting of different $EB$ values: $-1000, -500, 0, 500$ and $1000$ kcal. HP that did not respect the following conditions were discarded:

- $w(t+7) - w(t) > 0$ for $EB = 1000$ kcal
- $w(t+7) - w(t) < 0$ for $EB = -1000$ kcal
- $w(t+7)_{EB=1000} - w(t+7)_{EB=-1000} < 10$ kg
- $w(t+7) - w(t)$ has to be an increasing function of $EB$
After this preselection, the choice of the best set of parameters was then made through minimization of the RMSE of the test-train forecasting, evaluated according to the formula:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}$$

(4)

In the following, we report in detail the HP parameter scanning sets:

**Number of neurons:** The number of neurons in the hidden layer for the GRU neural network has to be adjusted to the solution complexity: the task with a more complex level to predict needs more neurons. To consider GRU with increasing complexity, the number of neurons was chosen from the following range: 50, 100, 150 and 200.

**Activation function:** The activation function of the GRU mono-layer is crucial to compute the input values into output values. We considered eight activation functions to tune: ‘tanh’, ‘ReLU’, ‘sigmoid’, ‘softplus’, ‘softsign’, ‘elu’, ‘exponential’. In Figure S4, we reported the activation functions ‘tanh’ and ‘ReLU’ as the most performant functions in our datasets.

**Batch size:** Batch size is the number of training data sub-samples for the input. The smaller batch size makes the learning process faster at the expense of the variance of validation dataset accuracy. To minimize the time of the learning process as much as possible, we set the range of this value with the following values: 8, 16, 32, 64, 128.

**Number of epochs:** The number of times a whole dataset is passed through the neural network model is called an epoch. One epoch means that the training dataset is passed forward and backward through the neural network once. The number of epochs must be tuned to gain the optimal result: too few epochs typically result in underfitting, while too many epochs lead to overfitting. Hence, we verified optimal agreement of the test loss and train loss through the plot of learning curves. Following this visual inspection (see Section 3.1 and Figure 2), the number of epochs available for tuning was limited to the set: 50, 100, 150, 200.

**Lookback (k-value):** The number of time steps looked back in the prediction is a key value in multi-step ahead forecasting. The weight trend is strongly influenced by the previous values. Hence, considering previous time steps in the forecasting of the weight is necessary to reduce as much as possible the errors committed in the prediction. However, a higher value could bring unwanted results, such as decreasing the performance of the forecaster both in terms of accuracy and computational speed. Following these considerations, we considered for tuning, as a trade-off, the range: 7, 6, 5, 4, and 3.

**Dropout rate:** The dropout layer is a regularization layer. As its name suggests, it randomly drops a certain number of neurons in a layer. The dropped neurons are not used anymore. The percentage of neurons to drop is set in the dropout rate. A high value may be too severe for the application. To avoid this problem, the dropout rate was chosen from the following range: 0.2, 0.4 and 0.6 [30].

**Seasonal terms:** For each user, the seasonal term could influence the weight variation. For this reason, in the tuning, we considered whether the addition of the week cosine and week sine terms among the input variables would lead to an increase in the performance of the model or not.

**Metrics and optimization algorithm:** In the tuning, "Mean Absolute Error" (MAE) was used as the GRU loss function, and "ADAM" as the optimization algorithm.

### Figure 2

Train and test loss function (Mean Absolute Error) versus the number of epochs.
Lookback (k-value): The number of time steps looked back in the prediction is a key value in multi-step ahead forecasting. The weight trend is strongly influenced by the previous values. Hence, considering previous time steps in the forecasting of the weight is necessary to reduce as much as possible the errors committed in the prediction. However, a higher value could bring unwanted results, such as decreasing the performance of the forecaster both in terms of accuracy and computational speed. Following these considerations, we considered for tuning, as a trade-off, the range: 7, 6, 5, 4, and 3.

Dropout rate: The dropout layer is a regularization layer. As its name suggests, it randomly drops a certain number of neurons in a layer. The dropped neurons are not used anymore. The percentage of neurons to drop is set in the dropout rate. A high value may be too severe for the application. To avoid this problem, the dropout rate was chosen from the following range: 0.2, 0.4 and 0.6 [30].

Seasonal terms: For each user, the seasonal term could influence the weight variation. For this reason, in the tuning, we considered whether the addition of the week cosine and sine terms among the input variables would lead to an increase in the performance of the model or not.

Metrics and optimization algorithm: In the tuning, “Mean Absolute Error” (MAE) was used as the GRU loss function, and “ADAM” as the optimization algorithm.

2.7. Walk-Forward Validation and Simulation

In time series modeling, the predictions over time become less and less accurate. Walk-forward validation (WFV) is a more realistic approach consisting of continuously re-training the model with actual data as they become available for further predictions. Since the training of GRU neural networks is not too time-consuming, WFV is the most preferred solution to obtain the most accurate results.

Following the same criteria of the WFV, we defined the walk-forward simulation (WFS). The only difference between the two approaches is that in WFS, we used forecasted values as input rather than actual data. The WFS’s workflow is shown in Table 1.

Table 1. Concept of WFS.

| t | Input (t – k) | ... | Input (t – 3) | Input (t – 2) | Input (t – 1) | ... | w (t – 4) | w (t – 3) | w (t – 2) | w (t – 1) | w (t) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| t + 1 | known | ... | known | simulated | simulated | ... | known | known | known | known | predict |
| t + 2 | known | ... | known | simulated | simulated | ... | known | known | known | known | predict |
| t + 3 | known | ... | simulated | simulated | simulated | ... | known | known | known | known | predict |
| t + 4 | known | ... | simulated | simulated | simulated | ... | known | known | known | known | predict |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| t + n | simulated | ... | simulated | simulated | simulated | ... | ... | ... | ... | ... | predict |

Columns represent input values at time t. Input (t – k); . . . ; Input (t – 1) represent covariates, while w (t – k); . . . ; w (t) represent the target variable (weight). Rows represent predictions at time t + 1, t + 2, . . . , t + n. ‘known’ means that the value is taken from the dataset of actual values, ‘simulated’ indicates that the value is an input of a simulated diet plan, ‘predict’ indicates that the value is predicted from the neural network.

A limit of WFV and WFS is the fact that the re-training phase forces the start of forecasting or simulation only from the last acquired time step. However, if there was a need to simulate effects of variations of EB or food composition beginning from other starting points, our approach was to avoid the re-training phase. This approach is particularly useful when input data are scarcely sampled in the training set and WFS cannot give correct responses.

2.8. Computer Performance

For the study, a PC with the following characteristics was used: Windows 10 Enterprise, Intel(R) Core(TM) i5-8500 CPU @ 3.00 GHz, 8 GB RAM, Intel(R) UHD Graphics 630.
2.9. Python Libraries

The setup used for this study was composed of the following libraries: tensorflow CPU == 2.8.0 (https://pypi.org/project/tensorflow-cpu/, accessed 5 July 2022), keras == 2.8.0 (https://keras.io/, accessed 5 July 2022), pandas == 1.0.5 (https://pandas.pydata.org/, accessed 5 July 2022), numpy == 1.22.2 (https://numpy.org/, accessed 5 July 2022), matplotlib == 3.5.2 (https://matplotlib.org/, accessed 5 July 2022), seaborn == 0.10.1 (https://seaborn.pydata.org/, accessed 5 July 2022), pymongo == 3.11.4 (https://pymongo.readthedocs.io/en/stable/, accessed 5 July 2022) and scikit-learn == 0.24.2 (https://scikit-learn.org/stable/, accessed 5 July 2022).

3. Results

3.1. Selection of the Optimal Models through Grid Search of GRU Parameters and RMSE Overall Minimization on the Cohort of Users

As a starting point, we selected the four time series and carried out HP tuning (Section 2.6) following reduction of the RMSE of the values predicted using the test-train method with a 7-day test dataset. The optimal hyperparameters (HP) defined the individual model, called PMA, which is reported in Table 2 for each user:

Table 2. Results of the hyperparameter tuning for each user.

| User | Number of Neurons | Activation Function | Dropout Rate | Epochs | Batch Size | Lookback | Seasonal Terms | RMSE  |
|------|-------------------|---------------------|--------------|--------|------------|----------|----------------|-------|
| 0    | 100               | ReLU                | 0.2          | 50     | 32         | 7        | No             | 0.47  |
| 1    | 200               | ReLU                | 0.2          | 200    | 128        | 4        | No             | 0.49  |
| 2    | 150               | ReLU                | 0.2          | 50     | 64         | 5        | No             | 0.31  |
| 3    | 100               | ReLU                | 0.2          | 50     | 128        | 5        | No             | 0.4   |

We can observe from the table that the PMA differed among users with the exception of the activation function (‘ReLU’), the dropout rate (0.2), and the seasonal terms that gave no additional improvement to PMA. This is probably because the size of the training set spanned through a time period (i.e., winter and summer) during which well-defined habits did not arise. We also checked the test-train plots for all users (Figure 2). They showed no evident presence of overfitting, guaranteeing the goodness of the model.

3.2. Weight Forecasting: Model Results, WFV and WFS

In this section, we report the forecasting results of the most performant GRU for the weight forecasting and for the WFV and WFS.

The training set for the weight forecasting was selected as 90% of the overall dataset (about 330 days), yielding an RMSE averaged on the four users of 0.59 ± 0.076.

However, predictions of 30 days, albeit with good results, could be subjected to additional uncertainty because they did not account for additional variables that could affect actual weight variations over such a long period of time (abdominal bloating due to excess food ingestion, water retention, constipation). Therefore, we carried out train-test forecasting for each user considering an interval of 7 days. The results are shown in Figure 3.

Test-train RMSE carried out with a test dataset length of one week yielded an averaged value for the four users of 0.41 ± 0.05, showing a 30% decrease. Moreover, RMSE for each user stayed below 0.5. Despite these improved results, it is well known that in time series modeling, the predictions over time become less and less accurate (Section S6). Therefore, WFV was the most preferred solution to obtain the most accurate results by re-training the model with actual data as they became available for further predictions. This technique could be used to perform simulations, namely WFS (Section 2.7).

The WFV and WFS for the PMA were thus performed within a week to evaluate the RMSEs with respect to the true values (Figure 4). A major improvement was obtained with...
this validation method, yielding an average RMSE of 0.42 ± 0.1 for the WFV and 0.48 ± 0.18 for the WFS. As expected, the results from the WFV were better than those from the WFS (RMSE_{WFV} < RMSE_{WFS}). Nevertheless, the WFS showed optimal results allowing it to be used with specific applications, such as, for example, the simulation of diet plans.

![Figure 3](image-url)

**Figure 3.** Test-train forecasting for all users (U0, U1, U2 and U3) with the relative root mean squared value.

![Figure 4](image-url)

**Figure 4.** Comparison between actual data and WFV and WFS results for User 2.
3.3. Simulation of the Personalized Effects of Diet Plans on Weight

WFS can be used to simulate personalized diet plans and to predict metabolic responses after the introduction of new food and PA habits (determining variations in EB and macronutrient composition). To test the performance of the model in new simulated conditions, dietary plans were obtained by constraining the EB value to be constant at a particular level, and the effect of these variations on the weight of each user was simulated.

In detail, a basic simulation was carried out varying EB in the following range: −1000, −500, 0, 500, 1000 kcal (Figure 5A), with standard percentage contributions of carbohydrate, protein, and lipid intake (50/20/30%), respectively, included in acceptable macronutrient distribution ranges (AMDR) [31]. The values of macronutrient intakes were calculated by converting their percentages into grams [32]; then, the total caloric intake was evaluated by inverting Equation (1). From the simulations, we can observe that an energy deficit of 500 kcal per day yielded an average weight loss of $-0.4 \pm 0.2 \text{ kg}$ in a week, while an energy surplus of 500 kcal yielded an average weight gain of $0.77 \pm 0.63 \text{ kg}$ in a week, and that differences existed among users. To summarize simulation results and to cancel out random effects in the daily weight variation due to water retention or constipation, we fitted the simulated trends with a parabolic fit as shown in Figure 5A and estimated the $\Delta w$ value representing the weight value at the end of the week. In Figure 5B, individual weight variations in function of the simulated EB values are reported. These differences could be parametrized for each user by retrieving the coefficient of the relation $\Delta w = m \cdot EB + q$ (Table 3). Here, $q$ represents the weight variation at $EB = 0$, which is, therefore, expected to be equal to zero. The $q$ value can furnish an average value of eventual residual biases in data collection, yielding a systematic error in the determination of EB. It provided a quality factor of food insertion, which was the highest for User 2. $m$ is a parameter linked to metabolic plasticity, expressed in $\text{Kg per Kcal}$, representing the rate of weight variation per unbalanced calorie. A higher value indicates a higher metabolic plasticity and/or a more active metabolism. This parameter can thus be used to develop a metabolic taxonomy of the users. In our use case, users 0 and 2 showed higher metabolic plasticity than users 1 and 3.

Figure 5. Effects of diet plans on user metabolism. (A) WFS performed at different EB values on the data of User 2, keeping constant the percentage of macronutrient intake (50%, 20%, 30%, respectively). Weight data were fitted with a second order polynomial. (B) Weight variation $\Delta w$ calculated from the first and last values of the fit of the second grade versus the EB value and for each user.
3.4. Personalized Diet Plan: Use Case

In this use case, rather than performing a toy diet plan, we tested an actual personalized diet plan on User 2 to achieve weight loss in a healthy way supervised by a professional nutritionist considering blood analyses, food and activity habits.

In Figure 6, the actual weight variations (black), the prediction made by WFS using as exogenous data the actual data (red), and the WFS using as exogenous values the data retrieved from the personalized diet plan (green) are shown. The RMSE of the prediction was 0.26 (showing that the technique had good performance), and the weight loss approximately of $\Delta w = 1.5$ kg following the tailored diet plan provided to the user, which was in accordance with the predetermined goal defined by the nutritionist (rapid weight loss). This tool can thus allow us to compare the expected and actual effects of the diet on the weight variations and to test several nutritional plans in terms of energy balance and macronutrient composition.

![Figure 6. Personalized nutritional intervention plan for User 2. In the first 7 days, the actual weight trend is shown (black line, gray shaded area). Along this trend, WFS for the personalized plan is reported (green line). As a control, WFS when covariates retained the actual values is reported (red line).](image)

Table 3. Metabolic plasticity $m$ and quality factor $q$ for each user.

| User | Metabolic Plasticity [$m$ [kg kcal]] | Quality Factor [q [kg]] |
|------|---------------------------------|-------------------------|
| 0    | $1.56 \times 10^{-5}$           | 0.77                    |
| 1    | $0.47 \times 10^{-3}$           | $-0.13$                 |
| 2    | $2.03 \times 10^{-3}$           | 0.26                    |
| 3    | $3.00 \times 10^{-3}$           | $-0.06$                 |

4. Discussion

Obesity and its metabolic complications are the most serious public health challenges of the 21st century. The prevalence of obesity has tripled in many countries of the EU [33]. In the current pandemic, the issue of obesity has become more prominent [34], highlighting the need for its prevention. Evidence that relates to obesity is biased towards its causes rather than strategies for prevention, which have not yet been widely replicated or delivered at a scale offering clear options for public health strategies. Finding and implementing solutions require new models able to implement healthy lifestyles and prevent illness by relying on
devices that can be used in daily life, reducing the burden on hospitals. Here, we relied on an application able to retrieve, pre-process and analyze spontaneous and voluntary PA, diet, and anthropometric quantities from a set of wearables and home-portable devices provided to the end-user. These data drove the development of a personalized model of the end-user metabolism, the PMA, able to estimate his/her personalized reactions to diet, PA, and environmental and psychological factors. The PMA was integrated into the IoT-reliant infrastructure, allowing it to perform simulations and predictions to gradually improve adoption of healthy habits.

In this manuscript, we have shown how GRU-based deep neural networks are a good solution to predict in an accurate way the weight for the day after (the WVF showed an average RMSE lower than 0.5), and to simulate personalized diet plans to help reach ideal weights in an healthy way, avoiding excessive variations in habitual diet or PA and keeping weight and nutrient balance in the normal range following guidelines. We tested the PMA by using WFS to predict the weekly weight variations of four users subjected to varying energy balance constraints, and we also converted a true nutritional plan developed by a professional nutritionist in a WFS to test the effect on a user, with the aim of evaluating if the metabolic response of the subject could achieve weight loss.

The principal strength of the PMA with respect to established knowledge-driven models resides in the fact that the developed data-driven model can take into account all of the processes involved in metabolism having an influence on weight variations, from genetic predispositions to current microbiome composition. Nutrigenomics (also known as nutritional genomics) is broadly defined as the relationship between nutrients, diet, and gene expression [35] having a deep influence on individual metabolism [36]. ‘Microbiome’, also called ‘gut microbiota’ [37], is a complex and dynamic population of microorganisms that exert a marked influence on the host metabolism during homeostasis and disease. Multiple factors contribute to the establishment of the human gut microbiota during infancy, and diet is considered as one of the main drivers in shaping the gut microbiota across one’s lifetime. The data-driven nature of the PMA allows it to integrate the complexity of these metabolic processes without the requirement of deterministic or statistical models, which make generalizable claims in trying to describe human metabolism for all human subjects, or for certain subsets of the population. If this is the objective, the distribution needs to be accurately sampled from the population on which the claim is made, and the number of subjects has to be adjusted to improve the significance of the prediction. Here, the claim is different, because we did not realize a single general model, but four distinct models of metabolism, personalized for each individual. We modeled personal metabolism as a black box in which the input was energy balance and macronutrient composition, and the output was weight. In this framework, the statistical unit, rather than the subject, is the daily response of individual weight to the different input stimuli. This allowed us to make forecasts based on a high number of available data (~300 per person). We were able to gain a feel for these peculiar PMA features by comparing its performance with available weight predictors [11]. Nowadays, available weight predictors use general information such as age, sex, height and current weight to forecast weight variations by setting a predefined value of energy balance. As shown in Table 4, these types of data, based on a statistical model describing average features of the analyzed sample population, intrinsically do not allow an actual personalized prediction. The PMA instead allows descriptions of personalized metabolic responses for users, as quantified by the standard deviation of the predictions (0.2 kg), which is almost 10 times that of weight predictors (0.034 kg).

In Figure 7A,B, we can observe how the statistical model (blue points) predicts a weekly weight loss for an \( EB = -500 \text{ kcal} \), which shows slight variations with starting BMI, age or sex. While Users 0, 1 and 3 were well aligned with the general population, we observed that User 2 deviated from the general trend. This was indeed the subject with the highest metabolic plasticity in the systematic simulation performed in Section 3.3.
These anomalous values of metabolic plasticity can be due to several factors, ranging from microbiome diversity to a different nutri-genotype. Additionally, hormonal equilibria and systemic diseases can have a huge influence [38]. This difference with the general trend highlights how a personalized approach, in this particular case, is fundamental in assessing tailored weight loss in response to nutritional treatments. A correction of the metabolic plasticity with microbiome composition and diversity or with nutrigenomic characteristics would be an important advancement in understanding the factors leading to the reshaping of individual metabolism. The clinical relevance of the results presented in the manuscript resides in the possibility to understand if metabolic adaptations due to microbiome variation or general metabolism reprogramming due to treatments or nutritional interventions are occurring, and how to change them through simulations in order to fulfill desired results. Applications can be envisioned for obesity and nutritional disorder treatments, and to generate diet plans in synergy with treatments in cancer and other diseases.

Other than personalization, an additional strength of the PMA resides in the informative content of the inputs: information such as food composition allows better prediction of the metabolic response. Indeed, to reach ideal goals such as weight loss, a correct subdivision of the basic nutrients is fundamental in the generation of a diet plan. It is in principle possible also to include other important variables, going from micronutrient composition of the diet and the use of integrators to sleep quality.

The PMA is also scalable not only in terms of its inputs, but also in terms of outputs, allowing it to contextually predict changes in variables of interest other than weight (e.g., fat and lean mass, resting heart rate).

Therefore, the PMA could become a powerful support tool for nutritionists, dieticians, physicians, etc. Hence, it has the potential to lay the foundations for truly ‘personalized nutrition’ approaches, using these predictions to identify metabolic impairments and plan
actions in advance, and to simulate the metabolic response to several diet plans to achieve the desired results without compromising the body’s wellness. The generated diet and activity plans could be delivered to users by front-end components with a virtual assistant helping patients to monitor their behavior and improve their adherence to optimal actions. However, the PMA has some critical issues. First, the prediction of weight with unknown conditions, such as for extreme diet plans (e.g., the ketogenic type), could lead to inaccurate predictions because the PMA may lack training on that data. The PMA could overcome these problems by relying on continuous training day after day. Moreover, noise caused from wrong data insertion could alter the quality of predictions. Another point is that, at the current stage of development, the PMA requires data collection for at least 2 months to achieve good performance. To improve data collection, automatic food detection methods through mobile phones [39], which are continuously evolving, could overcome this limit by reducing manual compilation and decreasing the burden on users.

5. Conclusions

This study shows that the integration of several IoT devices and a diet registry into a single web app able to merge all acquisitions into a single visualization dashboard, with a deep learning analysis of user metabolism through the realization of PMA, provides important information to realize optimal weight forecasting and the personalized generation of diet and activity plans. Relying on this information, appropriate clues can be obtained to empower citizens with scientific knowledge and validated instruments, augmenting their self-awareness with the aim to achieve long-lasting results in the pursuit of a healthy lifestyle. An important advancement could be the integration, as input in the PMA, of novel developed biomarkers of lipid metabolism (such as membrane lipids and membrane fluidity of red blood cells) to study the effects and influence of dietary molecules on their outcomes [40–44]. Moreover, innovative and promising anthropometric markers tracked with wearable devices, such as VO_{2}max and heart rate variability (HRV), can improve the performance of weight forecasting [45–47]. These integrations could explain and cluster the different responses given by the PMA, furnishing insights into the factors able to shape individual metabolism.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/nu14173520/s1, Figure S1: Violinplot of the EB for all days in a week; Figure S2: Distribution of weekly w versus weekly EB for all users; Figure S3: Distribution of weekly w versus weekly EB for all users; Figure S4: Activation functions considered in the hyperparameter tuning: hyperbolic tangent and Rectified Linear Unit; Section S1: Seasonality analysis; Section S2: EB Correction; Section S3: Theory of RNN: GRU and LSTM models; Section S4: Regularization techniques; Section S5: Activation functions; Section S6: Performance vs days predicted; Table S1: ANOVA Analysis Results.

Author Contributions: Conceptualization, G.M.; Data curation, A.A., G.B., C.S. and G.M.; Formal analysis, A.A., G.B., C.S. and G.M.; Funding acquisition, Cosimo Ardito and Daniele Malta; Investigation, A.A., G.B., C.S., C.F.A., D.M., M.D.S. and G.M.; Methodology, A.A. and G.M.; Project administration, G.M.; Resources, M.D.S.; Software, A.A., C.F.A., D.M. and M.D.S.; Supervision, G.M.; Validation, A.A. and G.M.; Visualization, A.A.; Writing—original draft, A.A.; Writing—review and editing, G.M. All authors have read and agreed to the published version of the manuscript.

Funding: This project was supported in part by a research grant awarded to GM from Regione Lazio PO FSE 2014-2020 “Intervento per il rafforzamento della ricerca nel Lazio—incentivi per i dottorati di innovazione per le imprese”, cofunded by RAN Innovation, and by a research grant awarded to GM from Università Cattolica del Sacro Cuore-Linea D1 2021.

Institutional Review Board Statement: The study was conducted in accordance with the Declaration of Helsinki and approved by the Ethics Committee of Università Cattolica del Sacro Cuore (Protocol Code diab_mf, 16 March 2017).

Informed Consent Statement: Informed consent was obtained from all subjects involved in this study. Written informed consent was obtained from the participants to publish this paper.
Data Availability Statement: Data and codes are available upon reasonable request at https://github.com/Metabolicintelligence/PMA, accessed on 25 August 2022.

Acknowledgments: Thanks to Roberta Martinoli and Silvia Barbaresi for useful discussions about connections between microbiome and metabolism and for the generation of the diet plan.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Sharma, A.M. Obesity and Cardiovascular Risk. *Growth Horm. IGF Res.* 2003, 13, S10–S17. [CrossRef]
2. Klop, B.; Elte, J.W.F.; Cabezias, M.C. Dyslipidemia in Obesity: Mechanisms and Potential Targets. *Nutrients* 2013, 5, 1218–1240. [CrossRef] [PubMed]
3. Shahi, B.; Praglowski, B.; Deitel, M. Sleep-Related Disorders in the Obese. *Obes. Surg.* 1992, 2, 157–168. [CrossRef] [PubMed]
4. Shields, M.; Tremblay, M.S.; Gorber, S.C.; Janssen, I. Abdominal Obesity and Cardiovascular Disease Risk Factors within Body Mass Index Categories. *Health Rep.* 2012, 23, 7–15. [PubMed]
5. Kim, H.Y.; Kim, J.K.; Shin, G.G.; Han, J.A.; Kim, J.W. Association between Abdominal Obesity and Cardiovascular Risk Factors in Adults with Normal Body Mass Index: Based on the Sixth Korea National Health and Nutrition Examination Survey. *J. Obes. Metab. Syndr.* 2019, 28, 262–270. [CrossRef]
6. Aggarwal, M.; Bozkurt, B.; Panjghat, G.; Aggarwal, B.; Ostfeld, R.J.; Barnard, N.D.; Gaggin, H.; Freeman, A.M.; Allen, K.; Madan, S.; et al. Lifestyle Modifications for Preventing and Treating Heart Failure. *J. Am. Coll. Cardiol.* 2018, 72, 2391–2405. [CrossRef]
7. Chung, M.K.; Eckhardt, L.L.; Chen, L.Y.; Ahmed, H.M.; Gopinathannair, R.; Joglar, J.A.; Noseworthy, P.A.; Pack, Q.R.; Sanders, P.; Trulock, K.M. Lifestyle and Risk Factor Modification for Reduction of Atrial Fibrillation: A Scientific Statement from the American Heart Association. *Circulation* 2020, 141, e750–e772. [CrossRef]
8. Maruthur, N.M.; Wang, N.Y.; Appel, L.J. Lifestyle Interventions Reduce Coronary Heart Disease Risk Results from the Premier Trial. *Circulation* 2009, 119, 2026–2031. [CrossRef]
9. Wingertner, R.; Steiger, N.; Burrows, A.; Estes, N.A.M. Impact of Lifestyle Modification on Atrial Fibrillation. *Am. J. Cardiol.* 2020, 125, 289–297. [CrossRef]
10. Hill, J.O.; Wyatt, H.R.; Peters, J.C. The Importance of Energy Balance. *Eur. Endocrinol.* 2013, 9, 111–115. [CrossRef]
11. Thomas, D.M.; Martin, C.K.; Heymsfield, S.; Redman, L.M.; Schoeller, D.A.; Levine, J.A. A Simple Model Predicting Individual Weight Change in Humans. *J. Biol. Dyn.* 2011, 5, 579–599. [CrossRef] [PubMed]
12. Brunk, E.; Sahoo, S.; Zielinski, D.C.; Altunkaya, A.; Dräger, A.; Mih, N.; Gatto, F.; Nilsson, A.; Preciat Gonzalez, G.A.; Aurich, M.K.; et al. Recon3D Enables a Three-Dimensional View of Gene Variation in Human Metabolism. *Nat. Biotechnol.* 2018, 36, 272–281. [CrossRef]
13. Opdam, S.; Richelle, A.; Kellman, B.; Li, S.; Zielinski, D.C.; Lewis, N.E. A Systematic Evaluation of Methods for Tailoring Genome-Scale Metabolic Models. *Cell Syst.* 2017, 4, 318–329.e6. [CrossRef] [PubMed]
14. van Zuuren, E.J.; Fedorowicz, Z.; Kuijpers, T.; Pijl, H. Effects of Low-Carbohydrate Compared with Low-Fat-Diet Interventions. *Nutrients* 2013, 5, 1218–1240. [CrossRef] [PubMed]
15. Freire, R. Scientific Evidence of Diets for Weight Loss: Different Macronutrient Composition, Intermittent Fasting, and Popular Diets. *Nutrition* 2020, 69, 110549. [CrossRef] [PubMed]
16. Opdam, S.; Richelle, A.; Kellman, B.; Li, S.; Zielinski, D.C.; Lewis, N.E. A Systematic Evaluation of Methods for Tailoring Genome-Scale Metabolic Models. *Cell Syst.* 2017, 4, 318–329.e6. [CrossRef] [PubMed]
17. Chung, M.K.; Eckhardt, L.L.; Chen, L.Y.; Ahmed, H.M.; Gopinathannair, R.; Joglar, J.A.; Noseworthy, P.A.; Pack, Q.R.; Sanders, P.; Trulock, K.M. Lifestyle and Risk Factor Modification for Reduction of Atrial Fibrillation: A Scientific Statement from the American Heart Association. *Circulation* 2020, 141, e750–e772. [CrossRef]
18. Maruthur, N.M.; Wang, N.Y.; Appel, L.J. Lifestyle Interventions Reduce Coronary Heart Disease Risk Results from the Premier Trial. *Circulation* 2009, 119, 2026–2031. [CrossRef]
19. Hao, Y.; Ma, X.K.; Zhu, Z.; Cao, Z.B. Validity of Wrist-Wearable Activity Devices for Estimating Physical Activity in Adolescents: A Comparative Study. *Med. Sci. Sports Exerc.* 2022, 54, 289–297. [CrossRef]
20. Lam, Y.Y.; Ravussin, E. Analysis of Energy Metabolism in Humans: A Review of Methodologies. *Metab. Syndr.* 2019, 72, 1081–1093. [CrossRef] [PubMed]
21. Wycherley, T.P.; Moran, L.J.; Clifton, P.M.; Noakes, M.; Brinkworth, G.D. Effects of Energy-Restricted High-Protein, Low-Fat Diets: A Meta-Analysis of Randomized Controlled Trials. *Am. J. Clin. Nutr.* 2012, 96, 1281–1298. [CrossRef]
22. Ainsworth, B.E.; Haskell, W.L.; Leon, A.S.; Jacobs, D.R., Jr.; Montoye, H.J.; Sallis, J.F.; Paffenbarger, R.S., Jr. Compendium of Physical Activities: Classification of Energy Costs of Human Physical Activities. *Med. Sci. Sports Exerc.* 1993, 25, 71–80. [CrossRef]
23. Hao, Y.; Ma, X.K.; Zhu, Z.; Cao, Z.B. Validity of Wrist-Wearable Activity Devices for Estimating Physical Activity in Adolescents: Comparative Study. *JMR Mhealth Uhealth* 2021, 9, e18320. [CrossRef]
24. Lam, Y.Y.; Ravussin, E. Analysis of Energy Metabolism in Humans: A Review of Methodologies. *Metab. Syndr.* 2019, 38, 547–551. [CrossRef] [PubMed]
25. Freire, R. Scientific Evidence of Diets for Weight Loss: Different Macronutrient Composition, Intermittent Fasting, and Popular Diets. *Nutrition* 2020, 69, 110549. [CrossRef] [PubMed]
26. Fahey, M.C.; Klesges, R.C.; Kocak, M.; Talcott, G.W.; Krukowsk, R.A. Seasonal Fluctuations in Weight and Self-Weighing Behavior among Adults in a Behavioral Weight Loss Intervention. *Eat. Weight Disord.* 2020, 25, 921–928. [CrossRef] [PubMed]
