Tracking and Counting Motion for Monitoring Food Intake Based-On Depth Sensor and UDOO Board: A Comprehensive Review
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Abstract. Technology is all about helping people, which created a new opportunity to take serious action in managing their health care. Moreover, Obesity continues to be a serious public health concern in the Malaysia and continuing to rise. Obesity has been a serious health concern among people. Nearly half of Malaysian people overweight. Most of dietary approach is not tracking and detecting the right calorie intake for weight loss, but currently used tools such as food diaries require users to manually record and track the food calories, making them difficult for daily use. We will be developing a new tool that counts the food intake bite by monitoring hand gesture and face jaw motion movement of caloric intake. The Bite count method showed a good significant that can lead to a successful weight loss by simply monitoring the bite taken during eating. The device used was Kinect Xbox One which used a depth camera to detect the motion on person hand and face during food intake. Previous studies showed that most of the method used to count bite device is worn type. The recent trend is now going towards non-wearable devices due to the difficulty when wearing devices and it has high false alarm ratio. The proposed system gets data from the Kinect that will be monitoring the hand and face gesture of the user while eating. Then, the gesture of hand and face data is sent to the microcontroller board to recognize and start counting bite taken by the user. The system recognizes the patterns of bite taken from user by following the algorithm of basic eating type either using hand or chopstick. This system can help people who are trying to follow a proper way to reduce overweight or eating disorders by monitoring their meal intake and controlling eating rate.

1. Introduction

The study of the bite counting is carried out due to escalating interest in this unique material and its immense potential in reducing weight. Obesity is the 5th major cause of death worldwide and about
2.8 million people die each year from a disease related to obesity [5]. Mostly all the diet plan approaches rely on calories from food label and this is not effective because not all food at grocery have label calories on package food. There is an ongoing debate of its recognition as a condition or a disease, motivated at least in part by the desire of researchers to increase options for its treatment and reduce the stigma and discrimination experienced by the obese [1]. It has been shown that monitoring and counting bite count reduce overweight people drastically. Our system bite counting consists of a simple algorithm which can detect hand gesture motion movement and facial movement and count as bite. The device can tell that target intake has been reached and it is time to stop eating, thereby helping people create long term healthy eating patterns and can prevent obesity. Z. Huang et al. [1] presented an approach which is based on body-worn sensors and mobile health technology. The component used was wrist motion tracker. N Salley et al. [2] presented an estimate of an individual’s kilocalorie intake using bite count and mean kilocalories per bite determined by a formula based on demographic and physical characteristics using wrist motion tracker. While in L. Scisco et al. [3], they have proposed novel methods for measuring eating activity in free-living settings which also used wrist motion tracker to detect bite count while eating. Next, J. West et al [4] proposed this method to count bite with Participants that were recruited and asked to count and report their daily bites for one week. S. Sharma et al [6] use a wrist-worn device that can record 3-axis accelerometer and gyroscope. While, W. Accelerometers et al [7] they improve detection accuracy by combining using a head-mount accelerometer and using a wrist-worn accelerometer. S. Päßler et al [8] they use system of in-ear microphone that placed in the ear canal which can detect the sound of food intake Bedri et al. [9,10] called their system Outer ear interface that measure magnitude of deformation in ear canal during talk activities. The system able to classify all the classes up to 95% accurate. The system only recognizes jaw motion only.

2. Methodology
This study was divided into two steps: Facial jaw motion and hand gesture recognition motion using Microsoft Kinect 2.

2.1. Facial Jaw Motion
The Kinect sensor able to read and react to facial expression making it the most suitable sensor to use. The characteristic of jaw is capture using Kinect recognition ability because it can use infrared and don’t need a light. Kinect cab capture color component and even Skelton and joint of body. The jaw is located below the outer ear canal and Kinect detect a point in face. For example, if the face jaw is move when it will detect the movement of that point. Previous sensor use worn device which is not applicable in today’s trend and for long term evaluation for daily used device.

2.2. Hand Gesture Recognition
Hand gesture system is widely use in today’s trend since it only detecting hand, finder and gesture making it easier to identify the target. Depth image from Kinect sensor is used to detect the Skelton hand. The system worked well in dark area with no light making it advantage from other brand depth camera. The Kinect sensor can detect two hand gesture at current time. The Kinect video frame rate is 30Hz and above that can be used in real time and support high definition. The range to detect hand gesture is at good distance and easy to use.
The Kinect Xbox One sensor camera is connected and integrated into and embedded platform board. Our proposed project for this review Paper is shown in figure 1 above. The sensor will use depth
image to detect hand gesture while eating and facial jaw movement of person when person chew the food. The device is expected to detect the person while eating using monitoring system and will be able to alert the person of their bite count food intake. The depth images are captured from IR sensor and then stream to Kinect Xbox and can work at day and night without any problem. [18].

2.3. Comparison of project

Table 1 below show a comparison of type of sensor and classification of food intake among previous research. Currently there are five type of modalities approach such as sound, camera, inertial, fusion and depth sensing. Mostly are wearable type sensor attach to body except depth sensing approach which will be used in our proposed project. Depth sensing just only monitoring hand when eating and face jaw when user eat to detect the gesture and count it a bite. Fusion approach is a combined sensor in application. Inertial approach is a movement motion or gesture of body while camera approach is an image capture of food eaten to calculate the calories or to classify the volume of that food. The most used sensor approach was sound approach which divide into swallowing and chewing. Further detailed of previous research sensor type explained in topic wearable sensing approach.

**Table 1.** Overall comparison among modalities [43].

| Type of modalities  | Body Positions                  | Comfort                                      | Applications                                      | Current Applicability                      |
|---------------------|--------------------------------|----------------------------------------------|--------------------------------------------------|-------------------------------------------|
| Sound approach      | Around Neck and ear (earpad, outer/inner ear canal) | Moderate, because need to wear during tracking. | For chewing and swallowing event                 | Still in laboratory testing and classification. |
| Camera approach     | Attach in body or external by handphone device | High, because need to wear in shirt or need to hold the pone | Food classification and volume of food            | Widely used in eButton device [16])      |
| Inertial approach   | Hand wrist, head and arm.      | Moderate because need to attach with hand.   | Food classification and bite counting            | Still underestimate the capabilities of this method |
| Fusion approach     | Flexibly (ear, wrist, external, etc.) | High because need to wear and attach in body | Chewing, swallowing and classification           | Get good result tested in laboratory [17] |
| Depth sensing       | Visual hand gesture and face gesture | No attach and friendly used                   | Bite event detection                             | No yet tested                            |

2.4. Comparison of board

Table 2 provides an overall comparison among board with applicability of USB 3.0 feature and connectable to Kinect 2. The Udoo x86 comes with an embedded Arduino 101, with all upgrades enabled (including 6-axis accelerometer, gyroscope and Bluetooth). Connectivity functionalities are provided with an embedded Wi-Fi USB module, a Gigabit Ethernet port and a USB Bluetooth LE dongle. Using the connectivity of the Internet, it is possible to share and get data from the most common cloud services. It is based on Quad Core 64-bit new-generation x86 processors made by Intel®, designed for the PC domain. Prodigious processors concentrated in 14 nm, with an amount of energy consumption of 5 or 6 Watt. UDOO X86 can be used to program the Arduino™-compatible
module directly with the standard Arduino™ IDE. UDOO X86 mounts 8 GB eMMC on board, a Micro SD card reader as well as SATA, M.2 Key B and USB 3.0 ports to attach new-generation hard disk.

Table 2. Comparison of board.

| Specification            | Udo x86                  | Lattepanda              |
|--------------------------|--------------------------|-------------------------|
| CPU                      | Intel Pentium N3710 2.56 Ghz 4 core | 1.8 GHz quad-core Intel Cherry Trail Atom X5 (64-bit) |
| RAM                      | 2–8 GB                   | 2–4 GB DDRL3L           |
| USB Port                 | 3x USB 3.0 port          | 2x (USB 2.0) and 1x (USB 3.0) ports |
| Network connectivity     | Gb Ethernet + Bluetooth Low Energy + M.2 Key E slot for optional Wireless modules | Wi-Fi + Bluetooth 4.0 |
| GPU                      | Intel HD Graphics 405    | 500MHz integrated GPU   |

3. Food Intake Mechanisms
This section is an overview on mechanism and classifying different type of sensor used by previous research. The research on wearable food intake usually classifying their sensor on 4 different kind of mechanical eating digestion process such as hand gesture, bite chewing and swallowing. The process is shown in figure 2 with the previous studies of different method of food intake classifying and in this paper the depth camera will be used for our research since it is not wearable and user friendly.

Figure 2: Classification of food digestion mechanism with previous trend and research studies.

4. Wearable Sensing Approaches
Section below describe a review of a different type sensor to detect food from previous research method and application
4.1. Acoustic/sound Approach

Chewing recognition: chewing and biting involving the movement motion of the jaw bone. Detecting the sound of chewing has a potential to the development of food intake monitoring. Mostly the research in this field use different algorithm such as microphone in ear and sound wave detection of bite to evaluated chewing event. Recently, O. Amft et al.[41,42] evaluated a chewing sound that use microphone attach in outer ear canal of user and they use many different algorithms on chewing sound detection. Next, O. Amft et al. [40] continue to demonstrate its recognition and classifying in food intake to simplifying individual reporting and they showed a good result in bite weight prediction on acoustic chewing recording. Moreover, Olubanjo et al. [39] focusing on noisy surrounding area such as in this paper restaurant background noise was implemented. The proposed method show a good result with 83.3% and 71.4% was achieved on a clean and noisy area. A total of 13 different food task were recorded in this research such as swallowing and chewing solid and liquid food. Next, Pabler et al. [8] proposed an automated chewing sound capture using microphone applied in outer ear canal. Other similar approach using method sound detection in food intake are proposed in [37,38].

Swallowing recognition: Swallowing involve of the three stages that is oral phase, pharyngeal phase and Oesophageal stage. During the oral phase, food is chewed and mixed with saliva to form a bolus. While, pharyngeal phase is where the vocal folds close to keep food and liquids from entering the airway and Oesophageal stage is where the bolus moves into the oesophagus. Many studies had developed a new way to detect food sound when swallowing. Sazonov et al. [36] proposed a method to capture the sound of swallowing by putting a microphone over the laryngopharynx and bites count are detect by placing below outer ear canal. Sazonov et al. [35] then proceed with a different method based on mathematical and they increase the accuracy from previous research. Bi et al. [34] proposed AutoDietary survey which have accuracy of 84.9% of food type recognition and a positive result on solid and liquid food detection.

4.2. Visual/Camera Approach

The camera does not focus on process but it is a method of observing a view of an images and video. Zhu et al. [32,33] created a dietary assessment using image segmentation that captured the meal from image using smart phone to estimate the food volume before and after meal taken. Energy of food is also determined with food classification. Zhu et al. [30,31] then explained the classification using Support Vector Machine(SVM) of food image using mobile device for dietary assessment. Shang et al. [29] proposed a system of Dietary Data Recording System (DDRS) that capture and calculated data of nutrient intake used when eating. They created mobile application in Android operating system that was user friendly and can be used in another smart phone. It also configures a 3D mesh reconstruction to measure and estimated the food intake using a video frame laser grid in smart phone camera. Other approach of camera based dietary was done by previous research in O’Loughlin et al. [28], Kikunaga et al. [27] and Wang et al. [26]. Mostly, they used camera for capturing image and analysis them for calculation to obtain the weight diet using selected method.

4.3. Inertial Approach

The development of inertial sensor was used in eating process to capture the movement such as motion and gesture in arm while eating. Sensor devices are basically used to determine the position and orientation of an object. Mostly sensors used to detect motion are the gyroscope and the accelerometer. Dong et al. [25] used a sensor of MEMS (microelectromechanical systems) which are better in detecting and tracking the wrist motion of hand when taking the food to mouth. The MEMS memory not large enough to store massive data however it can be used to track hand gesture and count the number of bites detected when user eating. On the other hand, Scisco et al. [24] come with alternative approach of a wrist-worn device and bite count engaging with device of motion sensor. The accelerometer was also part of inertial approach likewise, Thomaz et al. [23] the method used was a system of using 3-axis accelerometer built in digital watch which detecting the movement of a person.
when eating. Mendi et al. [22] also used the accelerometer to capture the gesture of eating but then the data is send to the smartphone via Bluetooth which is good because the device memory is limited to store big data.

4.4. Fusion Approach
The fusion approach was an action to merge a combined sensor in food intake monitoring. The purposes of combined sensor are to get rid the disadvantage of using one sensor method. The acoustic-visual approach was the clearest approach that can conclude from analysis. Moreover, Liu et al. [21] used a mix of sensor device with visual and sounds that were placed in outer ear for dietary habits of patient. Next, combine approach from Sen et al. [20] proposed the method of mix inertial sensor and image capture by phone. They used inertial sensor of the accelerometer and gyroscope for hand action and then the camera is automatically open for image evaluation.

5. Discussion
A lot variety of research in food tracking and monitoring. Recently, there is an ongoing research in food monitoring. knowledge into the tracking and counting of food is difficult because eating is affected by person, food, utensil, location and other factors, which could have been an action on the quality of any method used to measure the food intake. Actual scenario has a massive number of cuisine with different type and classified. It is a complicated process to track all the data from the sensor and each type of food for classification. Furthermore, the more the food type, the more burden the signal to process and will make the system less effective to handle. Mostly of the wearable sensors are limited to detect just calories of food intake, with the studies in [11,12]. There is still widely more item of technology can be used in this project such as depth sensor which can replace attach sensor of body. Most of the previous researches conducted on bite count detection is based on some sort of wearing devices such as worn body sensor, embedded sensors on body, neck, etc. The recent trend is now going towards non-wearable devices. Due to these reasons, bite detection systems based on vision or depth images are in high demand. One of the sensors that can capture depth images data and which can also track human skeleton is Kinect for windows [19].

6. Conclusion
This research involves detecting the bite count of hand motion during eating to control the over intake of food leading toward obesity. A bite-based measure of kilocalorie intake shows for individual use for self-monitoring to use for monitoring free-living kilocalorie intake. It is an easily collected and objective physiological signal based on wrist motion that could be refined to more accurately survey kilocaloric intake with the involvement of a measure of energy density and individual variables that are indicative of kilocalories per bite.
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