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Abstract. Collaborative filtering is the mainstream approach to personalized recommendation. For the cold start problem faced in collaborative filtering, it is a hot research topic to introduce the user's side information into the recommendation model. Different from the matrix decomposition idea adopted in the existing methods, we propose a Top-N recommendation model using the side information of the user based on the reconstruction function of the stacked denoising auto-encoder. Experimental results show that the model outperforms the existing method in Recall. In addition, we explore the influence of missing ratings and user side information vector into the loss computation. The experimental results show that ignoring the missing ratings in the loss function is beneficial to improve the performance of the model.

1. Introduction

Collaborative filtering is the most popular recommendation algorithm for personalized recommendation. It mainly performs recommendation tasks based on the user-item rating matrix, such as the item-based collaborative filtering recommendation algorithm on Amazon [1], and the matrix factorization algorithm that won the Netflix Prize [2, 3]. The core data of collaborative filtering is the user-item rating matrix. The cold start problem is a great challenge that collaborative filtering faces. For new users, the model cannot make accurate recommendations for them. For new items, the model cannot recommend them [4]. In the real world, we may get some side information about the user, such as the demographic information, which is an important way to alleviate the user's cold start problem [15].

At present, the application of side information in collaborative filtering generally adopts the idea of matrix factorization [5, 6, 16]. Collective Matrix Factorization (CMF) [5] applies these side information to traditional matrix factorization, while aSDAE (additional Stacked Denoising Auto-Encoder) [6] utilizes the compression function of stacked denoising auto-encoder to obtain latent factor model for matrix factorization, which helps to improve the robustness and performance of the model [7, 8].

In this paper, we propose a recommendation model based on stacked denoising auto-encoder from the perspective of data reconstruction. The model reconstructs the input rating vector and the user's side information vector with a stacked denoising auto-encoder, and selects N items for recommendation from the output. Experimental results show that the model proposed in this paper is superior to CMF, the model based on aSDAE [6] in Recall. In addition, we analyze and evaluate the impact of some important factors in our model:

- In the model input, we explore two import methods of dealing with the missing rating values, treating the missing value as 0 or ignoring the missing value directly in the objective function.
- In the calculation of the model loss function, whether the user side information vector...
participates in the operation has an effect on model performance.

- Whether the dimensional size of the compressed vector has an effect on model performance.

We organize the rest of the paper as follows. In Section 2, we introduce the definition of the problem, related notations and some basic concepts. Section 3 describes our proposed model and some details. In Section 4, we show the experimental settings and results, compare the performance resulted by different factors. Then compare with other models. The conclusion is in Section 5, in which we also discuss some future work.

2. RELATED WORK

2.1 Problem Definition

\( U \) represents the set of all users \( U = \{u | u = 1, 2, 3, \ldots, m \} \). \( I \) represents the set of all products \( I = \{i | i = 1, 2, 3, \ldots, n \} \). \( R \) represents a user-item rating matrix, where each row represents a user's rating vector, each column represents the rated vector of an item, and each entry \( r_{ui} \) in \( R \) corresponds to user \( u \)'s rating on item \( i \). Here we use explicit rating. That means that the user's rating directly represents the user's preference on item. For example, he rating scale in MovieLens is 1-5 [16]. The higher the score indicates the higher the user's preference for the item. Implicit ratings have no obvious user preference, such as purchase records, and the corresponding item ratings are unified to 1 [18]. \( \hat{R} \) and \( \hat{r}_{ui} \) mean the predicted rating matrix and rating value respectively. Most collaborative filtering methods focus on obtaining accurate predicted rating matrix.

Usually, we can get some basic user information, such as age, etc. The users’ side information can be represented by matrix \( D \), \( d_u = (d_1, d_2, \ldots, d_i) \) represents the side information vector of user \( u \).

2.2 Denoising Auto-Encoder

Auto-encoder (AE) [9] is a neural network and an important way of unsupervised learning. Basic auto-encoder [21] consists of 3 layers, the input layer, one hidden layer and the output layer. In the actual situation, the input data is often accompanied by noise. Therefore, to improve the robustness of the auto-encoder, we add noise to the input data constructing a corrupted version of input vector, which results in Denoising Auto-Encoder (DAE) as shown in Figure 1.

![Figure 1: The schematic diagram of DAE.](image)

\( x \) represents the original input, \( z \) is the hidden layer output, and \( y \) is the final output. There are usually two ways to add noise [10]. One is additive Gaussian noise, adding Gaussian noise to the original input, which is composed of Gaussian noise added to the entire input vector. This is defined
as:

\[ \tilde{x} = x + \alpha \cdot G, G \sim N(\mu, \sigma^2) , \]

where, \( \alpha \) is the noise factor. The other is mask-out/drop-out noise \[10\], that is, each item of the vector is set to 0 with a certain probability of q, as shown below

\[ P(\tilde{x}_i = 0) = q, \]
\[ P(\tilde{x}_i = \delta x_i) = 1 - q, \]

where, \( \delta = \frac{1}{1 - q} \).

The auto-encoder has two important functions. The encoding function, from the input layer to the hidden layer, can be used to compress vector. The decoding function, from the hidden layer to the output layer, is used to reconstruct the input vector from the compressed vector. The encoding part is defined as :

\[ z = f(W_h \tilde{x} + b_h), \]

where, \( W_h \) indicates weight matrix, \( b_h \) represents bias part. The decoding part is defined as:

\[ y = g(W_o z + b_o). \]

The loss function of DAE is commonly the mean squared error between output \( y \) and original input \( x \).

2.3 Related Models

Collective Matrix Factorization (CMF) is a collaborative filtering recommendation model with side information applied \[5\]. It decomposes the user-item rating matrix, the user side information matrix and the item side information matrix separately to obtain the latent factor models of users and items. The core idea is still to decompose the user-item scoring matrix \( R \) into matrices \( P \) and \( Q \), except that \( P \) and \( Q \) also participate in the decomposition of the user side information matrix and the item side information matrix, respectively.

The hybrid model based on aSDAE (additional Stacked Denoising Auto-Encoder) \[6\] is somewhat similar to the CMF model. The difference is that the former uses the encoding function of the stacked auto-encoder to obtain the latent factor model instead of matrix factorization. After get the latent factor vector \( p_i \) of user \( i \) and \( q_j \) of item \( j \), the estimated rating \( \hat{r}_{ij} \) is the inner product of \( p_i \) and \( q_j \).

3. PROPOSED METHODOLOGY

3.1 Model Proposed

A stacked auto-encoder can be seen as multiple auto-encoders stacked together, containing multiple hidden layers. Research has shown that multiple hidden layers are beneficial to feature extraction and ultimately improve the performance of neural networks \[8\]. We also know that the denoising auto-encoder has stronger robustness than the basic auto-encoder. Inspired by AutoRec \[11\] and CDAE \[10\], we build a recommendation model based on the reconstruction ability of the stacked denoising auto-encoder reconstruction. At the same time, in order to alleviate the user's cold start problem, the user's side information vector is used as an extended input and participates in the calculation of the model, as shown in Figure 2.
The input layer is composed of two vectors, $\tilde{r}_u$ represents the corrupted rating vector of user $u$, and $\tilde{d}_u$ represents the corrupted version of the user side information vector. Suppose there are altogether $L$ hidden layers. The hidden layer $l$ is calculated as

$$h_l = f(W_l h_{l-1} + b_l),$$

where, $h_0 = [\tilde{r}_u, \tilde{d}_u]$, it means concatenate $\tilde{r}_u$ and $\tilde{d}_u$. The output layer is calculated as

$$[\hat{r}_u, \hat{d}_u] = g(W_{L+1} h_L + b_{L+1})$$

### 3.2 Objective Function

In recommendation algorithms, the objective functions can be divided into two classes, point-wise and pair-wise [10, 12, 17]. Point-wise is designed to measure the difference between the actual rating and the predicted rating. Pair-wise aims to measure the difference between the difference of a pair of actual ratings and the corresponding estimated rating difference.

In our model, since the user’s side information is used, it is inappropriate to use the pair-wise objective function and so we use the point-wise objective function.

$$\min \frac{1}{m} \sum_{i=1}^{m} \| [r_u, d_u] - [\hat{r}_u, \hat{d}_u] \|^2$$

In collaborative filtering, how to deal with missing ratings is an important issue. In matrix factorization, the objective function directly ignores the missing scoring items, as shown in the following equation.

$$\sum I_{ij} (r_{ij} - \hat{r}_{ij})$$

$I_{ij}$ is the indication function, equals to 1 when $r_{ij}$ is not missing, otherwise 0. You can use regularization in the formula according to the situation. For some models, you can also directly treat the missing rating as 0 when calculation. In our experiment, we try both methods and see the influence on performance.

In addition, since the real target of the model is the predicted rating vector $\hat{r}_u$, we don’t care about $\hat{d}_u$. We try to modify the loss function slightly, considering the difference between all input and output, or just the difference between actual rating vector and the predicted one. When only considering the difference between the score vector and the reconstructed score vector, the formula is as follow:

$$L([r_u, d_u], [\hat{r}_u, \hat{d}_u]) = \| r_u - \hat{r}_u \|^2$$

### 4. EXPERIMENTS

#### 4.1 Datasets
We use two datasets from different real-world domains, MovieLens-100k and MovieLens-1m, for our experiments. MovieLens [13] datasets are commonly used for recommender systems [6, 10, 18]. These datasets record users’ preference for movies, where users rate movies with a int score between 1 and 5, collected by GroupLens Research. The MovieLens datasets also provide users’ demographic information and movies’ tag information. The MovieLens-100k dataset contains 100K ratings from 943 users on 1682 movies, and the MovieLens-1m dataset contains about 1 million ratings from 6040 users on 3952 movies [10]. Moreover, each user rates more than 20 movies.

| Table 1: Statistics of Datasets. |
|---------------------------------|
| Datasets | #users | #items | density(%) |
|---------|--------|--------|------------|
| MovieLens-100k | 943    | 1682   | 6.30       |
| MovieLens-1m  | 6040   | 3952   | 4.19       |

4.2 Some Details

The optimizer we use in our model is Adam [14], which is widely used for neural networks. We set the number of hidden layers to 5. And the learning rate $\eta$ is 0.001.

We choose 20% ratings randomly from the datasets as testing data, the rest 80% as training data, then perform 5-fold cross validation and get the average result. We finally compare with existing model PMF, CMF, and hybrid model based on aSDAE on Recall. The data of these models come from the work of Xin Dong et al [6].

4.3 Evaluation Metrics

In our model, we select the $N$ items that have the highest predicted score but the user has not previously rated as a recommendation list. We use Recall and Mean Average Precision (MAP) [19, 20] to evaluate the recommendation.

Recall and Precision are defined as [10]:

\[
\text{Recall}_@N = \frac{|S_{N,\text{rec}} \cap S_{\text{adopted}}|}{|S_{N,\text{rec}}|},
\]

\[
\text{Precision}_@N = \frac{|S_{N,\text{rec}} \cap S_{\text{adopted}}|}{N},
\]

where, $S_{N,\text{rec}}$ indicates the recommendation list, $S_{\text{adopted}}$ indicates the list of item that the user actually rated in the testing data.

MAP comes from the information retrieval. It is the mean value of AP, which is used for evaluating a rank list. For Top-N recommendation, AP is defined as

\[
\text{AP}_@N = \frac{\sum_{k=1}^{N} \text{Precision}_@k \times \text{rel}(k)}{|S_{N,\text{rec}} \cap S_{\text{adopted}}|},
\]

where, rel($k$) is a indication function. When the item at rank $k$ in the recommendation list has been rated in the testing set, it is 1, otherwise 0. MAP here is calculated as the average of all users’ AP. Like Yao Wu’s work [10], we mainly show the performance Recall$_@N$, MAP$_@N$ with $N = \{5, 10, 50\}$.

4.4 Experimental Results

At first we explore the influence whether or not considering the missing ratings in computing loss function. Figure 3 shows the result of our model on MovieLens-100k dataset, Figure 4 on MovieLens-1m dataset.
Figure 3: Performance of whether or not to consider missing ratings in loss function on MovieLens-100k.

Figure 4: Performance of whether or not to consider missing ratings in loss function on MovieLens-1m.

From Figure 3 and Figure 4, we may know that not considering the missing values in loss function does influence the performance of Recall and MAP. It seems that not computing missing ratings in loss function could improve the recommendation performance. More accurately, the improvement on MAP is generally greater than on Recall.

Figure 5 and Figure 6 show the performance of whether the side information vector is used for computing loss function. We find that whether to use user side information in computing loss function has little influence on Recall and MAP. We wonder if it is because that in the datasets, user side information vector is too short compared to the rating vector.

Figure 5: Performance of whether to use side information vector when computing loss function on MovieLens-100k.
We then explore whether the encoding dimension has influence on model performance, the results are shown in Figure 7 and Figure 8. From the results we could make the conclusion that encoding dimension has little impact on model performance, we guess this is because we do not use the encoding vector directly.

Finally, we compare our model with other existing models on Recall. other models’ come from the work of Xin Dong [6]. The result is shown in Figure 9. From the figure we could say that our model outperforms other models which utilize side information on Recall.
5. CONCLUSION

In this paper, we present a model based on stacked denoising auto-encoder for Top-N recommendation using user side information. The use of side information helps to alleviate the user cold start problem in collaborative filtering. We conduct experiments on MovieLens datasets. We first explore some factors’ influence in our model, then compare our model with other models. The experimental results show that our model outperforms other model on Recall. In the future, we will try to investigate other model for better performance, especially deep learning models. Or we will try some new parts in our model, for example, replace the point-wise objective function with pair-wise objective function, and try to utilize item side information.
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