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Abstract—Reed–Muller (RM) codes are known for their good maximum likelihood (ML) performance in the short block-length regime. Despite being one of the oldest classes of channel codes, finding a low complexity soft-input decoding scheme is still an open problem. In this work, we present a versatile decoding architecture for RM codes based on their rich automorphism group. The decoding algorithm can be seen as a generalization of multiple-bases belief propagation (MBBP) and may use any polar or RM decoder as constituent decoders. We provide extensive error-rate performance simulations for successive cancellation (SC)-, SC-list (SCL)- and belief propagation (BP)-based constituent decoders. We furthermore compare our results to existing decoder architectures for RM codes, namely Reed–Muller (RM) codes [1], [2] – potentially also due to some existent similarities between RM code and the newly developed family of polar codes [3], [4]. On the one hand, RM codes, as an example of algebraic codes, are known to be capacity-achieving over the Binary Erasure Channel (BEC) for a given rate [5], [6]. Moreover, and practically even more relevant, they enjoy an impressive error-rate performance under maximum likelihood (ML) decoding, which also holds in the short length regime. To this extent, several decoding algorithms have been developed in the course of RM decoding. On the other hand, to the best of our knowledge, there is still a lack of practical decoders that are characterized by near-ML performance and feasible decoding complexity/latency.

RM decoders can be grouped into two main categories, iterative and non-iterative decoders. We revisit some of the famous non-iterative RM decoders. In the literature, the best known decoder for RM codes over an additive white Gaussian noise (AWGN) channel is Dumer’s recursive list decoding algorithm [7], which is now known under the name successive cancellation list (SCL) decoding, and a variant using permutations. Recently, a recursive projection-aggregation (RPA) decoding algorithm for RM codes was proposed in [8], which can be viewed as a weighted BP decoder over a redundant factor graph [9], making use of the symmetry of the RM codes (i.e., its large automorphism group). RM codes under RPA decoding were shown to outperform the error-rate performance of CRC-aided polar codes under SCL decoding. It is worth mentioning that a more general usage of the rich automorphism group of RM codes (to aid the decoding process) is reported in [4], along with the decoding of RM codes using a redundant parity-check matrix proposed earlier in [10]. In this work, the considered iterative decoders are the multiple-bases belief propagation (MBBP) decoding [11], minimum weight parity-check belief propagation (MWPC-BP) decoding [12], neural belief propagation (NBP) decoding [13], pruned neural belief propagation (pruned-NBP) decoding [14] which is based on combining the idea of MWPC-BP together with NBP. These decoders will be introduced and briefly described in this paper while we focus on iterative decoding of RM codes.

Index Terms—Reed–Muller Codes, Polar Codes, Code Automorphisms, Successive Cancellation Decoding, Belief Propagation Decoding, List Decoding, Ensemble Decoding.

I. INTRODUCTION

The current trend of ultra-reliable low-latency communications (URLLC) applications has urged the need for efficient short length coding schemes in combination with the availability of efficient decoders. Besides many other coding schemes, this has lead to the revival of one of the oldest error-correcting codes, namely Reed–Muller (RM) codes [1], [2] – potentially also due to some existent similarities between RM code and the newly developed family of polar codes [3], [4]. On the one hand, RM codes, as an example of algebraic codes, are known to be capacity-achieving over the Binary Erasure Channel (BEC) for a given rate [5], [6]. Moreover, and practically even more relevant, they enjoy an impressive error-rate performance under maximum likelihood (ML) decoding, which also holds in the short length regime. To this extent, several decoding algorithms have been developed in the course of RM decoding.

On the other hand, to the best of our knowledge, there is still a lack of practical decoders that are characterized by near-ML performance and feasible decoding complexity/latency.
codes. The inherent parallel nature of iterative decoders allows high throughput implementations. Also, iterative decoders are soft-in/soft-out (SISO) decoders by its nature and, thus, are suitable for iterative detection and decoding [15].

Knowing that RM codes can be viewed, from an implementation perspective, as a polar code with a specific frozen/non-frozen bit pattern, we can decode RM codes with the recently proposed decoders for polar codes. Such decoders view the codes as codes on graphs [16] by using the Forney-style factor graph (FFG) rather than a Tanner graph. Well known examples for these decoders are successive cancellation (SC) [3], belief propagation (BP) [17], SCL [18] and soft cancellation (SCAN) [19]. Furthermore, variants of these decoders were proposed to further enhance the error-correcting performance by using stage-permutations of the FFG (e.g., BP on permuted factor graphs [20], belief propagation list (BPL) [21] and permuted SCL [22]).

In this paper, we propose a new decoding scheme, extending and generalizing some of the previously mentioned decoding algorithms. Fig. 1 shows an abstract view of our proposed decoding algorithm. The main contributions of this paper are:

- We present a new flexible framework for decoding RM codes over the AWGN channel. It is based on an ensemble of already existent polar decoders (e.g., SC, BP and SCL) that run completely independently and in parallel. Each decoder instance uses a permutation from the rich automorphism group of the RM code. Our framework can be seen as a generalization of the MBBP decoder [11], the BPL decoder [21] and the decoder proposed in [23].
- We show that the automorphism group of RM codes can be divided into smaller subgroups with different properties and investigate their performance in the proposed framework. By sampling from the full automorphism group, we outperform existing schemes that were restricted to specific subgroups (e.g., when compared to [11]–[14], [18], [21], [23]).
- We provide extensive block error rate (BLER) simulations and an operation-level complexity comparison of our scheme with existing decoding algorithms for RM codes. To the best of our knowledge, our proposed decoding algorithm achieves the best practical decoding performance of the RM(3,7)-code presented thus far (e.g., 0.04 dB away from the ML bound at BLER of 10^-3).
- Finally, we derive a property of the SC decoder related to automorphism subgroups. We find that the permutations of the automorphism subgroup of general polar codes commute with the SC decoding operation. This helps to explain why limitations of extending the algorithm to polar codes with SC constituent decoders arise. These theoretical results are also backed-up by Monte-Carlo simulation.

The paper is organized as follows. In Sec. II, we briefly review the concepts of RM codes, polar codes, code automorphisms and RM/polar decoding techniques. In Sec III, we introduce our proposed automorphism-based ensemble decoding algorithm. We present some interesting facts about the automorphisms of the SC decoder in Sec. IV. In Sec. V, we show error-rate performance and complexity comparison results for our proposed RM decoding scheme when compared to the state-of-the-art. Sec. VI renders some conclusions and opens up future work avenues.

II. PRELIMINARIES

A. Reed–Muller Codes

RM codes were first introduced in 1954 by David E. Muller as an algebraic coding scheme [1] with their first efficient decoding algorithm introduced in the same year by Irving Reed [2]. The basic idea is to treat codewords as the evaluation of polynomials. For an RM code, each message is interpreted as a multilinear polynomial \(u(z)\) in \(m\) binary variables \(z_i\), where \(i \in \{0, \ldots, m-1\}\), and maximum degree \(r\) (usually called the order of the RM code), over the finite field \(\mathbb{F}_2\). This can be written as

\[
u(z) = u(z_0, \ldots, z_{m-1}) = \sum_{i=0}^{k-1} u_i \cdot g_i(z) = \mathbf{u} \cdot \mathbf{g}^T(z),
\]

where \(\mathbf{g}^T(z)\) denotes the vector of length \(k\) containing all monomials of maximum degree \(r\) in descending order. The number of such monomials is given as

\[
k = \sum_{i=0}^{r} \binom{m}{i} = \binom{m}{0} + \binom{m}{1} + \cdots + \binom{m}{r}.
\]

To obtain a codeword, the message polynomial is evaluated at all points in the space \(\mathbb{F}_2^m\), resulting in \(N = 2^m\) codeword bits. Alternatively, the \(\mathbf{g}^T(z)\) may be evaluated to form the generator matrix \(\mathbf{G}\):

\[
x = \text{eval}(u(z)) = \mathbf{u} \cdot \text{eval}(\mathbf{g}^T(z)) = \mathbf{u} \cdot \mathbf{G}.
\]

To easily relate RM and polar codes, we introduce this evaluation in reverse binary order, i.e., the vector \(\mathbf{z}\) is associated with the codeword bit \(x_i\) with \(i = \sum_{j=0}^{m-1} (1 - z_j) \cdot 2^j\). That way, the generator matrix \(\mathbf{G}\) can be obtained by selecting those rows of the \(N \times N\) Hadamard matrix \(\mathbf{G}_N = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \otimes_{m=0}^{m} \) that have an index with a Hamming weight of at least \(m-r\) where \(\otimes_{m=0}^{m}\) denotes the \(m\)-th Kronecker power of a matrix [16]. In the polar coding context, the position of these rows are referred to as the information bit positions, while the position of the removed rows are the frozen bit positions.

1The source code of a sample implementation is provided online: https://github.com/MGeiselhart/RM_AED

2This does not change the code, as reversing the bit order is contained in the automorphism group of RM codes.
B. Polar Codes

The cornerstone upon which polar codes are constructed is the channel polarization concept, where, initially, \(N\) copies of a discrete memoryless channel (DMC) are converted by recursive application of a channel transform into \(N\) synthetic channels. Those synthetic channels show a polarization behavior in being either sufficiently good (i.e., noiseless) to hold the information bits for transmission, or sufficiently poor (i.e., noisy) to not carrying any information at all and, thus, set to a fixed value known for both transmitter and receiver, hence frozen. The above statement only holds strictly as the code length \(N = 2^m\) gets larger assuming SC decoding. Throughout this work, we set the value of the frozen-bit positions to “0”.

Without loss of generality, a polar code refers to the set of synthetic bit-channels used for information transmission or, equivalently, their complementary set of bit-channels set to be frozen, denoted by the information set \(\mathbb{I}\) and the frozen set \(\mathbb{F}\), respectively. Eventually, the indices of the information set refers to the rows selected from \(G_N\) (which is also called the polarization matrix in the context of polar codes), that constitute the \(k \times N\) polar code generator matrix.

According to this view of polar codes, RM and polar codes differ only in the row-selection criterion from \(G_N\). Therefore one can infer that the row-selection criterion of the RM codes optimizes the code performance under maximum a posteriori (MAP) decoding, whereas that of polar codes optimizes the code performance under SC decoding. For that, RM codes are characterized by a better MAP threshold when compared to polar codes, while, however, decoders that manage to approach the RM code’s MAP threshold are of impractical complexity, which leaves the door open for further research in finding a practical RM decoding strategy that achieves the RM code’s MAP performance [24].

In the same way as RM codes, polar codes can be viewed in terms of evaluation of polynomials [25]. There is a one-to-one mapping from rows \(i\) of \(G_N\) to monomials in \(m\) variables given by

\[
i \rightarrow \prod_{j=0}^{m-1} (z_j)^{1-i_j},
\]

where \(i_j\) denotes the \(j\)-th bit in the binary representation of \(i\), i.e., \(i = \sum_{j=0}^{m-1} i_j \cdot 2^j\). A polar code is then defined according to Eq. (3) by a monomial vector \(g^T(z)\) that contains the monomials corresponding to the information set \(\mathbb{I}\). We further define \(\mathcal{M}_m\) as the set of all monomials in \(m\) variables and denote by \(I = \{g_i(z)\} \subseteq \mathcal{M}_m\) the (unordered) set of monomials of a polar code. Hence, \(\mathbb{I}, I\) and \(g(z)\) are all equivalent representations of the same polar code.

Moreover, most practical polar code designs fulfill the so-called partial ordering of the monomials (and therefore synthetic channels) making them decreasing monomial codes. These codes are the only group of polar codes where algebraic properties are known and therefore of particular value for algebraic decoding. We quickly recapitulate the definition of decreasing monomial codes as given in [25]:

**Definition (Decreasing Monomial Code):** A polar code with monomial set \(I\) is said to be a decreasing monomial code, if

\[
\forall g \in I, \forall f \in \mathcal{M}_m \text{ with } f \preceq g \Rightarrow f \in I
\]

holds, i.e., if a synthetic channel carries information, then all better channels (according to the partial order) must also be nonfrozen. This partial order ‘\(\preceq\)’ of monomials is defined as

\[
z_{i_1} \cdots z_{i_k} \preceq z_{j_1} \cdots z_{j_k} \Leftrightarrow i_k \leq j_k \forall k
\]

for monomials of equal degree and

\[
f \preceq g \Leftrightarrow \exists g^*|g \text{ with } \deg(g^*) = \deg(f) \text{ and } f \preceq g^*
\]

if \(\deg(f) < \deg(g)\). For more details on decreasing monomial codes, we refer the interested reader to [25].

C. Automorphism Group

The automorphism group (or permutation group) \(\text{Aut}(\mathcal{C}')\) of a code \(\mathcal{C}'\) is the set of permutations \(\pi\) of the codeword bit indices that map \(\mathcal{C}'\) onto itself, i.e.

\[
\pi(x) \in \mathcal{C}' \quad \forall x \in \mathcal{C}' \quad \forall \pi \in \text{Aut}(\mathcal{C}'),
\]

where \(\pi(x)\) results in the vector \(x'\) with \(x'_i = x_{\pi(i)}\). In other words, every codeword is mapped to another (not necessarily different) codeword of the same code. \(\text{Aut}(\mathcal{C}')\) forms a subgroup of the symmetric group \(S_N\) under permutation composition [26].

1) RM Code Automorphisms: The automorphism group of RM codes is well known as the general affine group \(\text{GA}(m)\) over the field \(F_2\) [26].\(^3\) \(\text{GA}(m)\) is the group of all affine bijections over \(F_2^m\), i.e., pairs \((A, b)\) defining the mapping \(z' = Az + b\), with a non-singular matrix \(A \in F_2^{m \times m}\) and an arbitrary vector \(b \in F_2^m\). The vectors \(z, z' \in F_2^m\) are the binary representations of the code bit positions \(i\) and \(\pi(i)\), respectively, i.e., \(i = \sum_{j=0}^{m-1} z_j \cdot 2^j\). In the following, we will use the permutation notation \(i' = \pi(i)\) and its matrix-vector pair \((A, b)\) interchangeably.

2) Polar Code Automorphisms: To this point, the automorphism group of general polar codes is unknown. However, for decreasing monomial codes (i.e., practically relevant polar codes), a subset of the automorphism group is known to be the lower-triangular affine group \(\text{LTA}(m)\). It is characterized by pairs \((A, b)\), where \(A \in F_2^{m \times m}\) is a lower-triangular matrix with a unit diagonal and arbitrary \(b \in F_2^m\) [25]. The underlying permutation of codeword bit indices works identical to RM codes. It is easy to see that \(\text{LTA}(m)\) is a proper subgroup of \(\text{GA}(m)\). Therefore, as polar codes are a generalization of RM codes, they have generally fewer automorphisms. It should be emphasized that \(\text{LTA}(m)\) constitutes only a part of the automorphisms of polar codes and, depending on the polar code design (i.e., the information set \(\mathbb{I}\)), more permutations may be part of the full automorphism group.

\(^3\)In this paper, we only consider the field \(F_2\) and hence, we omit the size of the field in the notation, i.e., we write \(\text{GA}(m)\) instead of \(\text{GA}(m, 2)\).
3) Automorphism Subgroups: Similar to LTA\((m)\), we can define the upper-triangular affine group UTA\((m)\) as the subgroup of \(GA\)(\(m)\) with \(A\) being upper-triangular with a unit diagonal. Moreover, we may define the subgroup \(\Pi\)(\(m)\), where \(A \) is a permutation matrix and \(b = 0\), corresponding to the stage-shuffle permutations of the FFG. Obviously, LTA\((m)\), UTA\((m)\) and \(\Pi\)(\(m)\) are all subgroups of \(GA\)(\(m)\), because their \(A\)-matrices and \(b\)-vectors are special cases of the arbitrary non-singular \(A \in \mathbb{F}^{m \times m}_2\) and \(b \in \mathbb{F}^{m-1}_2\). Moreover, the sets are closed under composition ‘\(\circ\)’ and their inverses exist, as triangular and permutation matrices are always invertible.

**Theorem 1:** Every permutation \(\pi \in GA\)(\(m)\) can be written as a composition of \(\pi_L \circ \pi_U \circ \pi_p\), with \(\pi_L \in LTA\)(\(m)\), \(\pi_U \in UTA\)(\(m)\) and \(\pi_p \in \Pi\)(\(m)\).

*Proof:* We first establish that any non-singular square matrix \(A\) can be factorized as \(A = LU\), where \(L\) is lower triangular, \(U\) upper triangular and \(P\) is a permutation matrix; we call this the modified LUP decomposition. It can be derived from the well-known LUP decomposition [27, Chapter 31] of the matrix \(A^T\) as

\[
PA^T = LU \\
A^T = \left( P^{-1} \right)^T LU \\
A = \left( P^{-1} \right)^T U^T L^T \left( P^{-1} \right)^T = \tilde{L} \tilde{U} P,
\]

with \(\tilde{L} = U^T\), \(\tilde{U} = L^T\) and \(\tilde{P} = \left( P^{-1} \right)^T\). We can use this fact to prove the original statement as

\[
i' = \pi(i) \Leftrightarrow z' = Az + b = (A_L A_U A_P)z + b = A_L (A_U A_P z + b_U) + b_L
\]

\[
\Leftrightarrow i' = \pi_L (\pi_U (\pi_p (i))) = (\pi_L \circ \pi_U \circ \pi_p)(i),
\]

with \(A_L\), \(A_U\) and \(A_P\) obtained from the modified LUP decomposition of \(A\) and \(b_U = 0\) and \(b_L = b\).

**Corollary 1.1:** The general affine group \(GA\)(\(m)\) is generated from the elements of the union of the lower-triangular affine group LTA\((m)\), the upper-triangular affine group UTA\((m)\) and stage-shuffle permutations \(\Pi\)(\(m)\).

*Proof:* From the subgroup property, the union of LTA\((m)\), UTA\((m)\) and \(\Pi\)(\(m)\) cannot generate elements outside \(GA\)(\(m)\). From Theorem 1 we know that at least all elements in \(GA\)(\(m)\) may be generated. Hence, LTA\((m)\), UTA\((m)\) and \(\Pi\)(\(m)\) exactly generate \(GA\)(\(m)\).

**D. Polar and RM Decoding**

In this section, we briefly revise the different decoding techniques which can be used for RM codes.

1) **SC Decoding:** Polar codes and RM codes can be decoded by an SC decoder where each information bit \(u_i\) can be decoded via observing the channel noisy data \(y\) and the previously decoded bits \(u_{i-1}\). Decoding complexity can be obviously observed through imposing the code constraints via setting \(u_i\) to be equal to the known frozen bit value of 0 for \(i \in \tilde{A}\).

Fig. 2 shows the working principle of SC decoding. Soft Log-likelihood ratio (LLR) messages pass from right-to-left in a recursive manner on a binary tree representation of the FFG of the RM code. The right-most messages are given as the channel LLRs, i.e., \(L_{i,m} = L_{0,i}\). The update rules for the messages to the first and second child nodes at each stage \(s\) are given by

\[
L_{i,s} = L_{i,s+1} \sqcup L_{i+2^s,s+1},
\]

\[
L_{i+2^s,s} = (-1)^{s_i} L_{i,s+1} + L_{i+2^s,s+1},
\]

where \(L_{i,s}\) is the soft LLR value of the \(i^{th}\) node at stage \(s\), and the so-called box-plus function is defined as

\[
a \oplus b \triangleq \log \left( \frac{e^{a+b} + 1}{e^a + e^b} \right).
\]

The recursion terminates at the left-most stage (i.e., in the leaf nodes) where either a hard decision on the LLR is made (for information bits) or the frozen bit value 0 is returned (for frozen bits), which can be expressed as

\[
u_{i,0} = \begin{cases} 0 & i \in \tilde{A} \\ \text{HD}(L_{i,0}) & i \in \tilde{A} \end{cases}
\]

with

\[
\text{HD}(L) \triangleq \begin{cases} 0 & L \geq 0 \\ 1 & L < 0. \end{cases}
\]

The hard decisions are then propagated right according to

\[
u_{i,s+1} = u_{i,s} \oplus u_{i+2^s,s},
\]

\[
u_{i+2^s,s+1} = u_{i+2^s,s}.
\]

Note that the equations impose a fixed order of computation, i.e., to compute Eq. (15) one has to first recurse Eq. (14) all the way to the very left, perform the hard decision Eq. (17) and propagate \(u_{i,s}\) according to Eq. (19) back to the right.
Finally, the message estimate and the codeword estimate of SC decoding is given by the left and right-most hard-decisions, respectively, i.e., $\hat{u}_L = x_0$ and $\hat{x} = u_m$. While being an asymptotically optimal decoding scheme for long polar codes, SC decoding of RM codes suffers from a poor error-rate performance which limits its practical use as a standalone decoder for RM codes.

2) SCL Decoding: Instead of the one-branch SC decoding where bits are hard-decided in a sequential manner affecting all decoding decisions yet-to-come, the breadth-first search SCL decoding strategy branches out while decoding, continuing in both possible values of each bit $u_i$ in a soft manner. The exponential growth of this search process is restricted by the predefined list size $L$, which defines the maximum number of parallel branches considered. Path metrics are then assigned to each single decoding path and used to truncate the list of branches after reaching that limit, only keeping the $L$ most promising candidates. It was shown in [18] that a list size of practical complexity was sufficient for polar codes to work close to its ML performance under SCL decoding. However, for RM codes, impractically large list sizes are required to perform close-to-optimum under SCL decoding [28]. A variant to SCL decoding is proposed in [7], where the decoding is started with a list of permuted received LLRs using a subset of stage shuffle permutations. We refer to this variant as Dumer-Shabunov (DS) decoding.

3) Belief Propagation Decoding over Forney-style Factor Graph: Rather than on a Tanner graph, BP decoding can also be performed over a FFG, constructed from check and variable nodes of degree three [16], [17]. Fig. 3 shows the FFG of the RM(1,3)-code. The channel output LLRs are fed to the right-most nodes of the FFG. The frozen bits are known to be 0 and, thus, contribute a priori LLRs of $+\infty$ to the left-most nodes in the factor graph. LLR messages propagate from right-to-left and then from left-to-right until a maximum user defined number of iterations $N_{it,max}$ is reached, or a certain early stopping condition is satisfied. A hard decision is applied to estimate the information bits $\hat{u}$ (left-most nodes) and the codeword bits $\hat{x}$ (right-most nodes). For more implementation details we refer the interested reader to [17].

As the frozen nodes always contribute the same LLRs to the equations, the FFG can be reduced as shown on the right in Fig. 3, by removing edges of constant value. Dashed lines indicate edges which are only computed in the right-to-left pass in order to estimate $\hat{u}$. This potentially reduces the number of performed arithmetic operations per iteration while preserving the same performance in terms of error-rate [16]. Throughout this work, whenever the BP decoding is used over the FFG, we use the reduced version.

4) Naïve Belief Propagation Decoding: BP is a well-known decoding method for low-density parity-check (LDPC) codes. It is based on message passing on the Tanner graph of the parity-check matrix. Using its duality property, the parity-check matrix of RM codes is found as the generator matrix of the dual RM code. BP decoding can be performed over the Tanner graph of this naïve parity-check matrix. However, the performance of this decoder is poor due to the numerous cycles in the graph induced by the high density of the parity-check matrix.

5) Minimum Weight Parity-Check Belief Propagation Decoding: Minimum weight parity-check belief propagation (MWPC-BP) decoding introduced in [12] is based on the concept of iterative decoding over an overcomplete parity-check matrix. An online algorithm tailored to the noisy received sequence $y$ is used to construct the overcomplete parity-check matrix only based on minimum weight parity-checks. These are found as the minimum weight codewords of the dual RM code. Additionally, an attenuation factor for all check-to-variable node messages is applied to mitigate short cycle effects.

6) Neural Belief Propagation Decoding: Neural belief propagation (NBP) decoding as introduced in [13] treats the unrolled Tanner graph of the code as a neural network (NN), while assigning trainable weights to all of its edges leading to a soft Tanner graph. These trainable weights are optimized based on stochastic gradient descent (SGD) technique. The intuition behind why this algorithm enhances the error-rate performance even for dense factor graphs, is that the effect of graph cycles can be mitigated by the learned weights per edges over the whole graph.

7) Pruned Neural Belief Propagation Decoding: Pruned neural belief propagation (pruned-NBP) decoding [14] combines the idea of MWPC-BP together with NBP. To get started, a redundant parity-check matrix containing (all or some of) the minimum weight parity-checks is constructed. During the offline training phase, all edges connected to a check node are assigned a single trainable weight and the least effective (i.e., least contributing) check node is pruned (i.e., removed) from the graph. The authors of [14] refer to this decoder as $D_1$. The error-rate performance of this algorithm can be further enhanced by assigning trainable weights per edge at the expense of larger memory requirements to save all weights per edges, resulting in decoder $D_2$. Furthermore, a pruned NBP decoder without any weights is introduced as $D_2$, however with the expense of a significant degradation in error-rate performance.

III. AUTOMORPHISM ENSEMBLE DECODING

Ensemble decoding uses multiple constituent decoders (i.e., a decoder ensemble of size $M$) to generate a set of codeword
estimates; and selects one of these codewords, using a predefined metric, as the decoder output. Typically, a least-squares metric is used, as this corresponds to the ML decision for the AWGN channel. Hence, this method is also called ML-in-the-list, as it selects the optimal candidate from the list of codeword estimates. This can be formulated as

$$\hat{x} = \arg\min_{x_j, j \in \{1, \ldots, M\}} \|\hat{x}_j - y\|^2 = \arg\max_{x_j, j \in \{1, \ldots, M\}} \sum_{i=0}^{N-1} \hat{x}_{j,i} y_i,$$

where $\hat{x}_{j,i} \in \{\pm 1\}$, $\hat{x}_j$ is the estimated codeword from decoder $j$ for the received vector $y$ and $\hat{x}$ is the final codeword estimate of the ensemble.

MBBP is a well-known example for ensemble decoding that uses $M$ BP decoders, each based on a different random parity-check matrix [11]. Another instance of ensemble decoding is BPL decoding of polar codes, where the stages of the FFG are randomly permuted for each constituent decoder [21].

In this work, we propose automorphism ensemble decoding for RM codes with the main idea being to make use of the already existent polar decoders, namely, SC, BP and SCL decoders. Furthermore, we use the RM code symmetry in the decoding algorithm itself, as permuting a valid RM codeword with a permutation from the code’s automorphism group results in another valid RM codeword.

An abstract view of our proposed decoding algorithm is shown in Fig. 1. The input to the decoder is the received noisy codeword $y$. We randomly sample $M$ different permutations from the RM automorphism group, where each permutation is denoted by $\pi_j$, with $j$ being the decoder index and $j \in \{1, 2, \ldots, M\}$. The $y$-vector is interleaved (i.e., permuted) with the $M$ different permutations $\pi_j$ leading to $M$ permuted noisy codewords $y_j'$, where $j \in \{1, 2, \ldots, M\}$. Now we decode every $y_j'$-vector using one polar/RM decoder (e.g., BP, SC or SCL) independently and the output from the decoder is the interleaved estimated codeword $\hat{x}_j'$. A de-interleaving phase is applied to all $M$ interleaved estimated codewords $\hat{x}_j'$ and, thus, we have the $M$ estimated codewords $\hat{x}_j$. Let $\text{Dec}(\cdot)$ denote the decoding function that maps $y_j'$ to $\hat{x}_j'$, then we can write the interleaved decoding as

$$\hat{x}_j = \pi_j^{-1}(\text{Dec}(\pi_j(y))).$$

Similar to MBBP and BPL decoding, our proposed decoding algorithm uses the ML-in-the-list picking rule according to Eq. (21) to choose the most likely codeword from the list to get the final decoder output $\hat{x}$.

As most decoders are linear, their decoding behavior is only dependent on the noise induced by the channel, and not the choice of the transmitted codeword (see Lemma 3 in Appendix A for a proof of this fact for SC decoders). Therefore, decoding using automorphisms according to Eq. (22) corresponds to permuting the noise. It is reasonable to conclude that suboptimal (i.e., not ML) decoders may react differently to noise realizations in different permutations, which is exactly the property that automorphism ensemble decoding seeks to exploit.

Our proposed algorithm can be therefore seen as a natural generalization of the BPL decoder [21]: We still use $M$ parallel independent decoders; however, we are no longer constrained to BP decoding for the constituent decoder (i.e., we can use SC, BP or SCL decoders as independent constituent decoders).

Furthermore, we use a more general set of permutations. It was shown in [29] that the stage-shuffling of the FFG is equivalent to a bit-interleaving operation while keeping the factor graph unchanged; with the permutations corresponding to the automorphism subgroup $\Pi(m)$. In contrast, we use permutations from the whole RM code automorphism group $\text{GA}(m)$ (rather than only $\Pi(m)$, which is used in BPL decoding as proposed in [21]).

In the following, $\text{Aut-M-Dec}$ will denote the proposed decoding scheme, with $\text{Dec}$ being the constituent decoder and $M$ the ensemble size. If applicable, $L$ denotes the list size of SCL constituent decoders.

It is worth mentioning that the usage of a BP decoder as a constituent decoder has some similarities when compared to $\text{automorphism group decoding}$ of Bose-Chaudhuri-Hocquenghem (BCH) and Golay codes for the BEC [30] and for the AWGN channel [31]. Automorphism group decoding is based on permuting the received sequence exploiting automorphisms of the code while applying an iterative message passing algorithm.

A similar usage of an SC decoder as constituent decoder was reported in [23] and [32]. However, the used permutations were only constrained to the ones corresponding to stage-shuffling the code’s factor graph. As will be shown later, this constraint degrades the error-rate performance when compared to choosing the permutations from the full automorphism group of the code (i.e., our proposed approach).

IV. AUTOMORPHISMS OF THE SC DECODER

We will now present an interesting fact about SC decoding of polar and RM codes using permutations.

**Theorem 2:** Permutations $\pi \in \text{LTA}(m)$ commute with the SC decoding operation of a decreasing monomial code $\mathcal{C}$, i.e.,

$$\text{SC}(\pi(L_{ch})) = \pi(\text{SC}(L_{ch})).$$

In other words, it does not matter whether we first permute the received LLR vector $L_{ch}$ and then decode or decode first and then permute.

**Proof:** The proof is given in Appendix A.

**Corollary 2.1 (SC decoding with LTA automorphisms):** All output candidate codewords from an automorphism-SC decoder are identical. Consequently, there is no gain in using LTA permutations for automorphism-SC decoding (i.e., ensemble decoding with SC as a constituent decoder) compared to a single SC decoder.

**Proof:** The $j$-th candidate codeword of automorphism-SC decoding with permutation $\pi_j \in \text{LTA}(m)$ is given by

$$\hat{x}_j = \pi_j^{-1}(\text{SC}(\pi_j(L_{ch}))) = \pi_j^{-1}(\pi_j(\text{SC}(L_{ch}))) = \text{SC}(L_{ch}),$$

where $\pi_j(\cdot)$ is the $j$-th automorphism of the RM code, $\pi_j^{-1}(\cdot)$ is the inverse automorphism, and $\text{SC}(\cdot)$ is the SC decoding function.
where Theorem 2 has been applied in the second step. ■

This has far-reaching consequences for polar codes, whose only known automorphisms lie in the LTA(m) subgroup. Hence, Automorphism-SC decoding is bound to fail for general polar codes (i.e., leads to the same error-rate performance as a plain SC decoder).

Furthermore, we can combine the results of Theorem 1 and Theorem 2 as follows:

**Corollary 2.2 (LTA absorption):** Automorphism-SC decoding absorbs every permutation from LTA(m), i.e., for RM codes, it is sufficient to use permutations that are a product of a permutation from UTA(m) and a permutation from Π(m), rather than the full automorphism group GA(m), without any loss in performance.

*Proof:* By Theorem 1, we can factor every permutation \( \pi_j \) from GA(m) as \( \pi_j = \pi_{j,L} \circ \pi_{j,U} \circ \pi_{j,p} \). If we apply Automorphism-SC, we have

\[
\hat{x}_j = (\pi_{j,p}^{-1} \circ \pi_{j,U}^{-1} \circ \pi_{j,L}^{-1})(SC((\pi_{j,L} \circ \pi_{j,U} \circ \pi_{j,p})(L_{ch})))
\]

(25)

\[
\text{Th.}^2 (\pi_{j,p}^{-1} \circ \pi_{j,U}^{-1} \circ \pi_{j,L}^{-1})(SC((\pi_{j,L} \circ \pi_{j,U} \circ \pi_{j,p})(L_{ch})))
\]

(26)

\[
= (\pi_{j,p}^{-1} \circ \pi_{j,U}^{-1} \circ \pi_{j,L})(SC((\pi_{j,L} \circ \pi_{j,U} \circ \pi_{j,p})(L_{ch})))
\]

(27)

where again Theorem 2 has been applied in the second step. ■

At this point, it should be noted that all this argumentation holds for constituent SC decoders (namely, Automorphism-SC decoding), as the decoding sequence is identical to the SC decoder. In addition, as this is both an effect of the factor graph and the decoding procedure, we expect similar (but far less pronounced) behavior also for constituent BP decoders, which use the same factor graph. This is confirmed by BLER simulations as shown in Section V.

V. RESULTS

Regarding practical applications, both error-rate performance and the computational complexity of the decoding scheme have to be considered. We compare the described decoding schemes for the RM(3,7)-code with \( N = 128 \) and \( k = 64 \) and the RM(4,8)-code with \( N = 256 \) and \( k = 163 \). In the following, we specify the parameters of the compared decoders for reproducibility:

- The *naïve BP* and *FFG BP* decoders use \( N_{\text{fl,max}} = 200 \) iterations.
- *MWPC-BP* utilizes 5% of the minimum-weight parity-checks and 30 iterations, which is the best-performing configuration reported in [12].
- *MBBP* operates over \( M = 60 \) randomly generated H-matrices with 6 iterations each.
- *Neural-BP* uses all 94488 minimum-weight parity-checks over 6 iterations.
- The *pruned neural-BP* employs on average 3% of the minimum-weight parity-checks over a total of 6 iterations. We consider the three variants of this decoder as introduced in [14], with tied weights \((D_1)\), no weights \((D_2)\) and free weights \((D_3)\).
- Recursive list decoders *SCL* and its variation using stage-shuffling permutations *DS* [7] with list size \( L = 32 \).
- For our proposed *Aut-BP*, we show results for both \( M = 8 \) and \( M = 32 \) randomly chosen permutations from the full automorphism group. Here, up to \( N_{\text{fl,max}} = 200 \) iterations are performed with, however, an early stopping condition employed to reduce the average total number of iterations. Furthermore, the FFGs have been reduced from 1792 to 1334 box-plus and addition operations per full iteration by removing operations with constant results, as presented in Section II-D3.
- Regarding our proposed SC-based variant of automorphism ensemble decoding (i.e., *Aut-SC*), we show results for \( M = 8 \) and \( M = 32 \). We then compare the effect of the chosen permutations on the error-rate performance of our proposed decoder, both with BP and SC constituent decoders, using the exemplary ensemble size of \( M = 4 \). In particular, we compare permutations from the full automorphism group, upper and lower triangular subgroups LTA(m) and UTA(m) and permutations corresponding to stage-shuffled factor graphs, i.e., \( \Pi(m) \).

A. Error-Rate Performance

1) **Comparison with other decoding schemes:** In Fig. 4 and Fig. 5, we showcase the error-rate performance of the described decoding schemes for the RM(3,7)-code over the AWGN channel using binary phase shift keying (BPSK) mapping. Furthermore, we show the ML performance of the code as provided by [33]. As no data beyond an signal-to-noise-ratio (SNR) of 3.5 dB is available, the ML performance is estimated using order-4 ordered statistic decoding (OSD).
Fig. 4 compares the non-SGD-optimized iterative decoders with Aut-BP, Aut-SC and ML. One can observe that the naïve BP decoding suffers from a very poor performance for RM codes, compared to BP decoding over FFG. Moreover, using multiple $H$-matrices in MBBP leads to a significant enhancement in performance. All of the previous methods are outperformed by both Aut-8-BP and MWPC-BP, with similar performance. However, in the high SNR regime, Aut-8-BP beats MWPC-BP by 0.2 dB. Aut-32-BP even closes the gap to ML to less than 0.05 dB at a BLER of $10^{-4}$. Lastly, Aut-32-SC is outperforming all other schemes and is approaching the ML performance, while Aut-8-SC is still 0.3 dB away from the ML performance. Still, Aut-8-SC sampling from the whole general affine group $GA(m)$ outperforms the results from just using stage-shuffle permutations presented in $[23]$.

Fig. 5 compares the SGD-optimized (NN-based) decoders with Aut-BP and ML. Here, the neural-BP decoder is much closer to the ML bound, and the pruned variant with free weights $D_2$ outperforms NBP, which uses all overcomplete parity-checks. The pruned NBP $D_2$ decoder without weights suffers from a significant performance degradation. Over the whole SNR range, $D_1$ and $D_3$ are outperformed by Aut-32-BP. Furthermore, it can be seen that using only $M = 8$ parallel BP decoders (i.e., Aut-8-BP) results in a small performance degradation of less than 0.2 dB over the whole SNR range, offering an attractive trade-off for lower complexity.

2) Comparison to stage-shuffle permutations: We further investigate the gains of sampling from $GA(m)$ compared to $\Pi(m)$ for Aut-SC decoding in Fig. 6 and for Aut-BP decoding in Fig. 7 for the RM(3,7)-code. We can see that for all ensemble sizes $M$, $GA(m)$ consistently outperforms $\Pi(m)$ by up to 0.3 dB. This confirms the sub-optimality of restricting the automorphisms to a small subgroup. Moreover, Aut-32-BP can even outperform SCL with list size $L = 32$ (i.e., SCL-32) and its permutation variant DS-32 in the high SNR regime.

Similar results are obtained for the RM(4,8)-code, depicted in Fig. 8. The gains of using the full automorphism group are 0.3 and 0.4 dB at a BLER of $10^{-3}$ for SC-based and BP-based decoders with ensemble size $M = 32$, respectively. Here, the proposed automorphism-based decoding schemes outperform SCL-32 consistently and also DS-32 in the high SNR regime.

3) SCL-based subdecoders: We study the usage of SCL-based constituent decoders. Here, we gain another degree of freedom with the list size $L$, and denote the decoder by Aut-$M$-SCL-$L$. In the comparison we select the parameters $L$ and $M$ such that a total of $L \cdot M = 32$ codeword candidates is used by all decoder configurations. In Fig. 9 we show the distance to the ML bound for each decoder configuration for the RM(3,7)-code. The gap is measured in dB at a BLER of $10^{-3}$. Note that Aut-1-SCL-32 is a plain SCL decoder with $L = 32$, and Aut-32-SCL-1 is an Aut-32-SC decoder. We see that, in general,
a larger ensemble size $M$ should be selected rather than a larger list size $L$ per SCL decoder. An optimum is reached for $L = 2$ and $M = 16$, i.e., the use of 16 independent SCL-2 decoders, leaving a gap to ML of only 0.04 dB. Again, we see the effect of using the full-automorphism group compared to stage-shuffle permutation also for BP-based constituent decoders, i.e., Aut-32-BP vs. BPL-32 [21]. Finally, we also compare to RPA decoding as proposed in [8] and observe a slight performance advantage of our scheme. It must be noted, however, that Aut-SC decoding can achieve this performance at only a fraction of the computational complexity of RPA decoding.

4) Permutation Subgroups: Previously, we only focused on the comparison of sampling automorphisms from $GA(m)$ and $\Pi(m)$. In Subsection II-C3 we showed that there are more possible automorphism subgroups, namely $LTA(m)$ and $UTA(m)$. The performance comparison is given in Fig. 10 for SC-based constituent decoders. While we still use the RM(3,7)-code, we only use a small ensemble size of $M = 4$ to show the differences more clearly. In order to have general results, and not biased by a bad static selection of permutations, we randomly sample the automorphisms for each simulated codeword. As Corollary 2.1 predicted, the LTA subgroup does not give any gains in ensemble decoding with SC-based decoders, and the BLER-curve coincides with plain SC-decoding. More interesting is the fact that UTA automorphisms seem to achieve the same performance as GA, i.e. indicating that components from $\Pi(m)$ are not required. We further see that Aut-4-SC is slightly outperforming SCL-4.

Fig. 11 shows the results for the same experiment with BP-based constituent decoders, using a maximum of 32 BP iterations each. While not as severe as in the SC-case, LTA automorphisms are again the worst performing subgroup. This can be explained by the similarity of BP and SC decoding, which is performed over the same factor graph. Again, UTA
achieves the same performance as GA and both clearly outperform SCL-4 in the high SNR-regime.

5) Polar Codes: Finally, we also report some results for a polar code, as the proposed decoding schemes conceptually also work with polar codes. The key difference to RM codes is the selection of the information/frozen positions (i.e., \( \hat{\alpha} \)) and the resulting smaller set of automorphisms, namely LTA(\( m \)), as pointed out in [25]. For the sake of reproducibility, we selected the information/frozen-bit positions according to the 5G standard [34] and a code length and rate equal to the RM(3,7)-code, i.e., \( k = 64 \) and \( N = 128 \). Note that the polar code setup does not involve an outer cyclic redundancy check (CRC). The BLER simulation results are presented in Fig. 12. We compare Aut-4-SC and Aut-4-BP with SC, SCL, BP and BPL. As expected, Aut-M-SC does not work due to Corollary 2.1. However, Aut-4-BP is able to outperform the respective BPL-4 performance and approach the SCL-32 performance, which serves as an estimate of the ML-bound of this polar code. The code design is, however, very suboptimal because it is lacking the outer CRC code. Hence, the overall coding/decoding scheme is inferior to RM codes under automorphism ensemble decoding. To illustrate this, the ML bound of the RM(3,7)-code and an estimate on the ML bound of the 5G polar code concatenated with the 5G CRC-11 (i.e., Polar+CRC-11) are indicated by the gray lines in Fig. 12.

B. Complexity

1) Iterative Decoding: For the RM(3,7)-code, we compare the complexity of the iterative decoding algorithms with error-rate performance close to ML by counting the number of computing operations required to decode one RM codeword. The first column of Table I gives the list of the operations we use.\(^6\) Furthermore, as non-trivial multiplication is significantly more complex than the other considered operations, we introduce a weighting factor for multiplication \( w_{\text{mul}} = 3 \) to make the

\(^6\)Note that these operations differ from the ETSI basic operations, as we are more interested in hardware than in software implementations.
is higher than the presented number. MBBP has roughly half the complexity of MWPC-BP, while BPL without stopping condition has twice the complexity of MWPC-BP. However, when a (G-matrix-based) stopping condition is used, the average number of iterations of BPL is significantly reduced.

Note that even though the ML-in-the-list decision can be made after all constituent decoders are terminated, terminated decoders can already start decoding the next received vector (e.g., in a super-scalar implementation). We measure the average required number of iterations until convergence and plot it in Fig. 14 for both \( M = 8 \) and \( M = 32 \) with respect to the SNR of the AWGN channel, while \( N_{d_{\text{max}}} = 200 \). At an SNR of 3.65 dB, corresponding to the BLER of \( 10^{-3} \), each decoder of the Aut-32-BP ensemble requires an average of 4.55 iterations, making Aut-BP the least complex decoder of the compared algorithms (see Fig. 13), without losing any error-rate performance. Aut-8-BP requires an SNR of 3.84 dB to reach this BLER performance, however, reducing the complexity again by a factor of four, using only 3.96 iterations on average.

2) Non-Iterative Decoding: For SC-based constituent decoders, the overall complexity is generally much lower than BP-based decoding, as one SC pass requires roughly the same number of operations as a single BP iteration. Instead, the main issue is the latency of the inherently sequential decoding. As there exist many optimized implementations of SC and SCL decoding dealing with this problem (e.g., [36]) and an accurate analysis is rather involved, we do not give numerical complexity analysis here. In general, any optimized version of SC and SCL may be used in automorphism ensemble decoding, resulting essentially in the same decoding complexity. However, opposed to SCL, Aut-SC does not require any sorting operations and therefore is strictly of lower complexity and latency. Similarly, for Aut-SCL decoding, the sizes of the required sorting operations are smaller than in the respective plain SCL decoding.

VI. CONCLUSION AND OUTLOOK

In this work, we propose an automorphism-based decoding algorithm for RM codes. Since polar codes can be seen as a generalization of RM codes, we utilize well-known decoding algorithms of polar codes in the context of RM decoding, namely SC, SCL and BP. We present near-ML error-rate performance for the RM(3,7)-code (e.g., 0.04 dB away from the ML bound at BLER of \( 10^{-3} \)). Furthermore, we report a decoder complexity comparison for the RM(3,7)-code from an operation level perspective.

To the best of our knowledge, our proposed iterative Aut-BP decoders using the RM code automorphism group as permutations are the best iterative decoders reported in literature thus far in terms of error-rate performance when compared to the best previously known iterative decoding schemes for RM codes. Furthermore, the proposed Aut-SC decoders outperform SCL decoding both in terms of error-rate and complexity, as no sorting operations are required.

We show that the RM code automorphism group can be divided into three different sub-groups of different performance. Based on this classification, we show some theoretical limitations of our proposed decoding algorithm with respect to polar codes.

An interesting open problem is the on-the-fly selection of the best set of \( M \) different permutations from the general affine group (i.e., automorphism selection) which are tailored to the specific received noisy codeword \( y \). As previously observed in [37], this might lead to a significant reduction in the number of automorphisms needed to reach a certain fixed error-rate performance and, thus, reduces the overall complexity of our proposed decoding scheme.

APPENDIX

A. Proof of Theorem 2

Before we can prove Theorem 2, we have to establish a few properties of decreasing monomial codes, SC decoding and LTA permutations.

Definition 1 (Upper and Lower Subcode): Let \( C \) be a polar code of length \( N = 2^m \) which is, with a slight abuse of notation, defined by the logical vector \( \bar{a} = [a_i] \), where \( a_i \) denotes whether bit-channel \( i \) is a frozen or a non-frozen bit-channel. The upper and lower subcodes \( C_u \) and \( C_l \) of length \( N/2 = 2^{m-1} \) are then given by the first half \( A_0^{2^{m-1}-1} \) and the second half \( A_{2^{m-1}} \), respectively. The original polar code \( C \) is formed via the Plotkin construction [3], [38] from \( C_u \) and \( C_l \) as

\[
C = \{ x = (x_u \oplus x_l|x_l) : x_u \in C_u, x_l \in C_l \}. \tag{30}
\]

Lemma 1 (Splitting of Dec. Monomial Codes): Let \( C \) be a decreasing monomial code with monomial set \( I \). Then \( C_u \) and \( C_l \) are also decreasing monomial codes. Moreover, \( C_u \) is completely contained in \( C_l \).

Proof: The set of monomials \( I_u \) of \( C_u \) is given by

\[
I_u = \{ g \in I, z_{m-1} | g \}. \tag{31}
\]

Let \( f, g \in I \) be both divisible by \( z_{m-1} \) and \( f \preceq g \). Then, by the definition of the partial order, \( f \preceq z_{m-1} \preceq g \), as the degrees decrement by one and all other variable indices remain
the same. Therefore, \( I_u \) belongs to a decreasing monomial code.

Similarly, the set of monomials \( I_l \) of \( C_l \) is given by

\[
I_l = \{ g : g \in I, z_{m-1} \nmid g \}.
\]

That this set belongs to a decreasing monomial code follows directly from the definition of the partial order, as the most significant variable index \( m - 1 \) is not involved in any monomial. Lastly, to show that \( C_0 \subseteq C_l \), we only need to show that \( I_u \subseteq I_l \). Let \( f \in I_u \), i.e., \( g \in f \) such that \( g = f \cdot z_{m-1} \). Therefore, \( f \nmid g \) and \( z_{m-1} \nmid f \) and, thus, \( f \notin I_l \).

**Lemma 2 (Pointwise Products):** Let \( C \) be a decreasing monomial code of length \( N = 2^m \) and let \( C_0 \) and \( C_l \) denote its upper and lower subcodes, respectively. Furthermore, let \( C_{RM} \) denote the RM(1, \( m-1 \)) code (i.e., an augmented Hadamard code of length \( 2^m \)). Then the following statement holds:

\[
x_u \in C_u, \quad x_{RM} \in C_{RM} \Rightarrow x_u \circ x_{RM} \in C_l,
\]

where \( \circ \) denotes a pointwise (i.e., component-wise) multiplication of two vectors.

**Proof:** By definition, the monomial set \( I_{RM} \) of the RM(1, \( m-1 \)) code is

\[
I_{RM} = \{1\} \cup \{ z_j : 0 \leq j < m - 1 \}. \tag{34}
\]

The pointwise product of interest is given by

\[
x_u \circ x_{RM} = \text{eval}(u_u(z) \cdot u_{RM}(z))
\]

\[
= \text{eval}\left(\left( u_u \cdot g_f(z) \right) \cdot \left( u_{RM} \cdot g_{RM}(z) \right) \right)
\]

\[
= \sum_{i=0}^{K-1} \sum_{j=0}^{\frac{N}{2}-1} \text{eval}\left( u_{u,i} \cdot u_{RM,j} \cdot g_u(z) \cdot g_{RM,j}(z) \right)
\]

\[
= \text{eval}\left( \sum_{k=0}^{K-1} \tilde{u}_k \cdot \tilde{g}_k(z) \right), \tag{35}
\]

with some \( \tilde{u}_k \in \mathbb{F}_2 \) and \( \tilde{g}_k(z) \) monomials from all possible products

\[
I_{prod} = I_u \circ I_{RM}
\]

\[
= \{ f \cdot h : f \in I_u, h \in I_{RM} \}
\]

\[
= \{ f \cdot z_j : f \in I_u, 0 \leq j < m - 1 \} \cup \{ f \cdot 1 : f \in I_u \}
\]

\[
= \left\{ g' = g \cdot z_{m-1} : g \in I, z_{m-1} \nmid g, 0 \leq j < m - 1 \right\} \cup I_u
\]

\[
\subseteq I_l \cup I_u \subseteq I_l,
\]

where we used that \( z_{m-1} \nmid g' \) and, thus, \( g' \in I_l \) and the fact that \( I_u \subseteq I_l \), as established in Lemma 1. Note that any square terms \( z_j^2 \) in the product are implicitly replaced by \( z_j \), since they evaluate to the same expression over \( \mathbb{F}_2 \). As any \( x_u \circ x_{RM} \) is generated by the encoding rule of the polar code with monomial set \( I_{prod} \), it is also a codeword of \( C_l \).

Note that the inverse is not necessarily true, i.e., there might be a codeword in \( C_l \) that cannot be written as a pointwise product \( x_u \circ x_{RM} \).

**Lemma 3 (Decoder Linearity):** For any received LLR vector \( L \) and any codeword \( x \in C \), we have the property

\[
u' = SC(L \circ (-1)^x) = SC(L) \oplus x,
\]

where \( u' \) denotes the codeword estimate of SC decoding.

In other words, if we flip the signs of the components of \( L \) according to some codeword \( x \), the SC codeword estimate will shift exactly by \( x \), i.e., the SC decoder does not favor any codeword over another.

**Proof:** We will prove this Lemma via induction over the dimension \( m \) of the code. The base case for \( m = 0 \) is straightforward:

\[
u' = SC((-1)^x L) = \begin{cases} 0 & u \oplus x \text{ frozen} \\ HD((-1)^x L) = u \oplus x & \text{non-frozen} \end{cases}
\]

In the frozen case we used the fact that the only valid codeword is \( x = 0 \).

For the induction step \( m \rightarrow m + 1 \) we use \( C_0 \) and \( C_l \) according to Def. 1. By applying Eq. (14), we find that

\[
L_{i,m} = (-1)^{y_i} \cdot L_{i,m+1} \oplus (-1)^{y_j} \cdot L_{j,m+1}
\]

\[
= L_{i,m} \oplus L_{j,m+1} \oplus (-1)^{y_j}, \tag{39}
\]

where we define \( j = i + 2^m \) for easier readability. As \( [x_i] = x_u \oplus x_l \) and \( [x_j] = x_l \), we know that \( [x_i \oplus x_j] = x_u \oplus x_l \oplus x_l = x_u \in C_u \) in fact a codeword and we can use the induction assumption for the upper branch to claim that

\[
u'_{i,m} = u_{i,m} \oplus x_l \oplus x_j
\]

Similarly, the lower branch equates to

\[
L_{j,m} = (-1)^{y_j} \cdot L_{i,m+1} + (-1)^{y_i} \cdot L_{j,m+1}
\]

\[
= (-1)^{y_u} \cdot L_{i,m+1} \oplus (-1)^{y_j} \cdot L_{j,m+1}
\]

\[
= L_{j,m} \cdot (-1)^{y_j} \tag{41}
\]
Obviously, $[x_j] \in \mathcal{S}_1$, so we can use the induction assumption for the lower branch to claim that
\begin{equation}
 u'_{j,m} = u_{j,m} \oplus x_j. \tag{42}
\end{equation}

The hard decision propagates right as
\begin{align}
 u'_{i,m+1} &= u_{i,m} \oplus x_i \oplus x_j \oplus u_{j,m} \oplus x_j = u_{i,m+1} \oplus x_i, \tag{43} \\
 u'_{i,m+1} &= u_{i,m} \oplus x_j = u_{i,m+1} \oplus x_j, \tag{44}
\end{align}
which completes the proof.

**Lemma 4 (Separation Conservation):** Let $\pi \in \text{LTA}(m)$ and let $i_1$ and $i_2$ be two indices that only differ in their most significant bit (MSB), i.e., $|i_1 - i_2| = 2^{m-1}$. Then, also their images $i'_1 = \pi(i_1)$ and $i'_2 = \pi(i_2)$ differ only in their MSB, i.e., $|\pi(i_1) - \pi(i_2)| = 2^{m-1}$.

**Proof:** Let $z$ be the binary representation of $i_1$, i.e., $i_1 = \sum_{j=0}^{m-1} z_j 2^j$, and $i_2$ with binary expansion $\tilde{z}$ such that $|i_1 - i_2| = 2^{m-1}$. Without loss of generality, assume $i_1 < i_2$, which implies $i_1 < 2^{m-1}$, i.e., $z_{m-1} = 0$ and $i_2 = i_1 + 2^{m-1}$. Furthermore, let $\bar{z} = A z + b \mod 2$ be the binary expansion of the permuted index $i'_1 = \pi(i_1)$. Its bits are given as
\begin{align}
 z'_j &= \sum_{k=0}^{m-1} A_{j,k} \cdot z_k + b_j \mod 2 \\
 &= \sum_{k=0}^{m-2} A_{j,k} \cdot z_k + A_{j,m-1} \cdot z_{m-1} + b_j \mod 2 \\
 &= \sum_{k=0}^{m-2} A_{j,k} \cdot z_k + b_j \mod 2, \tag{45}
\end{align}
Then $\tilde{z}$ is
\begin{equation}
 \tilde{z}_j = \begin{cases} 
 z_j & j \neq m - 1 \\
 \neg z_j & j = m - 1,
\end{cases} \tag{46}
\end{equation}
where $\neg$ denotes the boolean negation operator. The image of $i_2$ can be computed as
\begin{align}
 z'_j &= \sum_{k=0}^{m-1} A_{j,k} \cdot \tilde{z}_k + b_j \mod 2 \\
 &= \sum_{k=0}^{m-2} A_{j,k} \cdot \tilde{z}_k + A_{j,m-1} \cdot z_{m-1} + b_j \mod 2 \\
 &= \sum_{k=0}^{m-2} A_{j,k} \cdot \tilde{z}_k + A_{j,m-1} + b_j \mod 2 \\
 &= \begin{cases} 
 z'_j & j \neq m - 1 \\
 \neg z'_j & j = m - 1
\end{cases}, \tag{47}
\end{align}
where we used that $A$ is lower triangular in the last step. ■

**Main proof of Theorem 2:** We are now ready to prove Theorem 2 via a form of structural induction over the SC decoding tree. Note that this proof therefore assumes the same processing order for the induction as the decoding rules of the SC decoder. We regard the right-most stage (i.e., $s = m$) of the SC decoder. Let $i < 2^{m-1}$ be the index of a processing element of LLRs in the permuted graph and $i' = \pi(i)$ its image under the LTA permutation $\pi$, i.e., the corresponding unpermuted index. From Lemma 4, we know that $|\pi(i) - \pi(i + 2^{m-1})| = 2^{m-1}$. Let $j$ be always the upper (i.e., numerically smaller) permuted index of the processing element, which can be expressed as
\begin{equation}
 j = \min (\pi(i), \pi(i + 2^{m-1})) = \pi(i) \mod 2^{m-1}. \tag{48}
\end{equation}

Furthermore, let the binary variable $\xi_i$ denote, whether $\pi$ swaps the indices $i$ and $i + 2^{s-i}$, i.e.,
\begin{equation}
 \xi_i = \begin{cases} 
 0 & \pi_i(i) < \pi(i + 2^{s-i}) \\
 1 & \pi_i(i) > \pi(i + 2^{s-i})
\end{cases}. \tag{49}
\end{equation}
The variables $\xi_i$ and $j$ therefore correspond to the MSB of $\pi(i)$ and the rest (i.e., all bits but the MSB) of $\pi(i)$, respectively.

The inputs to the regarded processing element are given by the permuted LLRs
\begin{align}
 L'_{i,m} &= L_{\pi(i),m} \tag{50} \\
 L'_{i+2^{m-1},m} &= L_{\pi(i + 2^{m-1}),m}, \tag{51}
\end{align}
as it is assumed in the conditions for Theorem 2. Fig. 15 shows a summary of the definitions in the block diagram of the permuted SC decoding stage.

The unpermuted upper branch is computed according to Eq. (14) as
\begin{equation}
 L_{j,m} = L_{j,m} \oplus L_{j+2^{m-1},m}. \tag{52}
\end{equation}
In the permuted case, we have
\begin{align}
 L'_{i,m-1} &= L'_{i,m} \oplus L'_{i+2^{m-1},m} \\
 &= L_{\pi(i),m} \oplus L_{\pi(i + 2^{m-1}),m} \\
 &= \begin{cases} 
 L_{j,m} \oplus L_{j+2^{m-1},m} & \text{for } \xi_i = 0 \\
 L_{j+2^{m-1},m} \oplus L_{j,m} & \text{for } \xi_i = 1
\end{cases} \tag{53} \\
 &= L_{j,m} \oplus L_{\pi(i),m} \tag{54}
\end{align}
where Lemma 4 was used in the third equality and the fact that \(\mathcal{E}\) is commutative in the last step. From Eq. (53) follows that the inputs to the upper sub-SC decoder are unchanged in value, but permuted according to

\[
\pi(i) \triangleq j = \pi(i) \mod 2^{m-1},
\]

for \(0 \leq i < 2^{m-1}\). This permutation \(\pi\) belongs to the affine transform \(\hat{z} = \hat{A}z + \hat{b}\) mod 2 with \(\hat{A} = A_0^{m-2,m-2}\) and \(\hat{b} = b_0^{m-2}\), i.e., \(\pi \in \text{LTA}(m-1)\). From Lemma 1 we know that the sub-SC decoders on the left also belong to decreasing monomial codes. As a consequence we can recursively apply Eq. (53) until \(m = 1\). Here, we have \(\pi(i) = i\) and \(L_{0,0} = L_{0,0}\). Therefore

\[
u_{0,0}' = u_{0,0},
\]

which serves as the base case for the left-to-right induction step. Thus, we can now assume that there is an \(m\) for which

\[
u_{i,m-1}' = u_{j,m-1}
\]

holds and we can use this result for the lower branch. The unpermuted lower branch is computed according to Eq. (15) as

\[
L_{j,2m-1,m-1} = (-1)^{u_{j,m-1}}L_{j,m} + L_{j,2m-1,m}.
\]

In the permuted case, we have

\[
L_{i,2m-1,m-1}' = (-1)^{u_{j,m-1}' - u_{j,2m-1,m}}L_{i,2m-1,m} + L_{i,2m-1,1}
\]

for \(\xi_i = 0\) and

\[
L_{i,2m-1,m-1}' = (-1)^{u_{j,m-1}' - u_{j,2m-1,m}}L_{i,2m-1,m} + L_{j,2m-1,1}
\]

for \(\xi_i = 1\).

This means we have again the same LLRs values, however (again) permuted by \(\pi\) and flipped in their signs according to \(u_{\pi(i),m-1}' \cdot \xi_i\). By expanding the definition of \(\xi_i\), with \(z\) denoting the binary expansion of \(i\), we find that

\[
\xi_i = z_{m-1}' = A_{m-1} \cdot z + b_{m-1} \mod 2
\]

\[
= q_0z_0 \oplus \cdots \oplus q_mz_m - 2z_{m-2} \oplus q_{m-1}z_{m-1} \oplus b_{m-1},
\]

for \(i < 2^{m-1}\), which is exactly the definition of an RM\((1,m-1)\) codeword, i.e., \(\xi = [\xi_i] \in \text{RM}(1,m-1)\). As \(u_{m-1} = [u_{\pi(i),m-1}] \in \mathcal{U}\) because it is the output of an SC decoder, we know from Lemma 2, that

\[
v_{m-1} = u_{m-1} \circ \xi \in \mathcal{E}_i.
\]

Via Lemma 3, we can thus safely ignore the sign-flip due to the pointwise product \(u_{m-1} \circ \xi\), if we compensate for it on the output:

\[
\left[u_{j,2m-1,m-1}'\right] = \text{SC}\left(\left[(-1)^{u_{j,m-1}' - u_{j,2m-1,m}}\cdot L_{\pi(i),2m-1,m-1}\right]\right)
\]

\[
= \text{SC}\left(\left[L_{\pi(i),2m-1,m-1}\right] \oplus [u_{\pi(i),m-1}' \cdot \xi_i]\right)
\]

With the induction assumption, we have

\[
\text{SC}\left(\left[L_{\pi(i),2m-1,m-1}\right] = [u_{\pi(i),2m-1,m-1}]\right)
\]

and thus

\[
u_{i,2m-1,m-1}' = u_{j,2m-1,m-1} \oplus (u_{j,m-1}' \cdot \xi_i).
\]

Finally, we can compute the right-propagating hard decision and decoder output as

\[
u_{i,2m-1,m-1}' = u_{j,2m-1,m-1} \oplus (u_{j,m-1}' \cdot \xi_i)
\]

\[
= \begin{cases} u_{j,m-1} + u_{j,2m-1,m-1} \oplus (u_{j,m-1}' \cdot \xi_i) & \text{for } \xi_i = 0 \\ u_{j,2m-1,m-1} = u_{j,2m-1,m} \oplus (u_{j,m-1}' \cdot \xi_i) & \text{for } \xi_i = 1 \end{cases}
\]

\[
= u_{\pi(i),m}
\]

and

\[
u_{i,2m-1,m-1}' = u_{j,2m-1,m-1}' \oplus (u_{j,m-1}' \cdot \xi_i)
\]

\[
= \begin{cases} u_{j,2m-1,m-1}' \oplus u_{j,2m-1,m} & \text{for } \xi_i = 0 \\ u_{j,2m-1,m-1}' \oplus u_{j,m-1} = u_{j,m} & \text{for } \xi_i = 1 \end{cases}
\]

\[
= u_{\pi(i),2m-1,m}
\]

which proves Theorem 2.
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