Optimal Operation of Power Systems with Energy Storage under Uncertainty: A Scenario-based Method with Strategic Sampling

Ren Hu and Qifeng Li, Senior Member, IEEE

Abstract—The multi-period dynamics of energy storage (ES), intermittent renewable generation and uncontrollable power loads, make the optimization of power system operation (PSO) challenging. A multi-period optimal PSO under uncertainty is formulated using the chance-constrained optimization (CCO) modeling paradigm, where the constraints include the nonlinear energy storage and AC power flow models. Based on the emerging scenario optimization method which does not rely on predefined probability distribution functions, this paper develops a novel solution method for this challenging CCO problem. The proposed method is computationally effective for mainly two reasons. First, the original AC power flow constraints are approximated by a set of learning-assisted quadratic convex inequalities based on a generalized least absolute shrinkage and selection operator. Second, considering the physical patterns of data and motivated by learning-based sampling, the strategic sampling method is developed to significantly reduce the required number of scenarios through different sampling strategies. The simulation results on IEEE standard systems indicate that 1) the proposed strategic sampling significantly improves the computational efficiency of the scenario-based approach for solving the chance-constrained optimal PSO problem, 2) the data-driven convex approximation of power flow can be promising alternatives of nonlinear and nonconvex AC power flow.

Index Terms—chance-constrained, power flow, scenario optimization, LASSO, data-driven

I. INTRODUCTION

Energy storage (ES) has been well-recognized for dealing with the challenges in power systems, such as shaving peak-load and filling valley-load. However, the current cost of battery ES is still expensive. According to the roadmap of ES issued by the U.S. department of Energy in 2020, by 2030 the levelized cost of battery ES may be reduced to only 10% of the current cost [1]. This probably makes ES widely used in power systems. However, the inter-temporal property of ES may couple the multi-period power system operation (PSO). Moreover, the intermittence of renewable energy (RE) brings the uncertainty to PSO. Hence, the exploration on optimizing the multi-period PSO with ES (PSO-ES) under the uncertainty of RE is rather challenging. Unfortunately, the current deterministic approaches are incapable of capturing the uncertainty in the context of optimization. There exist some approaches of modeling optimization problems under uncertainty, such as stochastic, robust, and chance-constraint optimization methods [2]-[7]. The stochastic optimization [2], [3] attempts to find solutions with the best expected objective values based on the predefined probability distributions. The robust optimization [3], [4] enforces strict feasibility under the worst case, resulting in high conservativeness. Unlike the two methods above, the chance-constrained optimization (CCO) [5]-[7] can guarantee that the satisfactory probability of a solution is above a certain level if properly implemented. Generally, power system operators put higher weight in security than in cost-saving. As a tradeoff, power operators may be more interested in solutions with the low probability of constraint violation. Therefore, in this paper, CCO is adopted to model the multi-period PSO-ES problem under uncertainty (CC-PSO-ES). Despite its widespread applications in engineering disciplines, the original CCO is generally computationally expensive for large-scale systems like power grids. Additionally, the conventional solution methods of CCO overly depend on actual joint probability distribution function (PDF) of random variables which is hard to access [5]-[7].

As an alternative to the PDF-based methods to solve the CCO problems, the scenario-based solution method, called scenario optimization has been applied in probabilistic optimization problems [8], [9], learning models and artificial intelligence (AI) [10], [11]. The key to scenario optimization aims at how to determine the minimum sample size (MSS) required to satisfy the specific probability level [8], [12], [13]. Reference [8] illustrates a random sampling (RS)-based method (RSM) to estimate the MSS associated with the number of decision variables under the convex program. However, for complex systems with numerous decision variables, the MSS estimated by RSM may explode as the MSS is proportional to the size of decision variables [8]. To tackle this issue, the fast algorithm for scenario technique (FAST), a two-stage method [10] has been proposed to cut down the sample size and applied in computing optimal power flow with uncertainty [14]. As stated in RS-based methods [9], [10], there may have a small size of ‘active scenarios’ that essentially decides the optimal solution. The number of active scenarios is proven to be at most
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the decision variable size, which is far smaller than the sample size determined by RS-based methods. In other words, most of scenarios selected by RS-based methods are ‘inactive’ and removable. However, these active scenarios are unknown before solving the RS-based optimization problems. Inspired by the resampling sequential sampling [10], [11] used in machine learning and the existence of physical patterns in data, a concept of strategic sampling is developed in this paper to find a much smaller size of scenarios that can approximate the effect of the active scenarios before optimization, through physics-guided sampling [32], [33], dissimilarity-based learning [15] and reinforcement learning [16] methods.

The above-mentioned scenario-related optimization methods are currently only applicable to convex program problems [9], [10]. However, the constraints of AC power flow (ACPF) in CC-PSO-ES problem are inherently nonlinear and nonconvex [6]. Currently, the approximations of ACPF have been discussed from the perspectives of linearization and convexification. The linear approximations like the DC model [7], [17] and other linear ACPF [6], [18], are generally easy to solve, however, many of which ignore the quadratic terms of voltages resulting in inaccuracy of model. The typical convex approximations have been widely studied, such as the second-order cone (SOC) [19], semi-definite programming (SDP) [20], convex DistFlow [21], quadratic convex (QC) [22], moment-based [23], convex hull relaxation [24], and the learning-based convex approximation [25], [26]. References [26]-[28] found that the SDP relaxation may not guarantee the exactness of solutions and its exactness greatly depends on the critical assumptions of network topologies and physical parameter settings. In [26], the authors developed an ensemble learning-based data-driven convex quadratic approximation (DDCQA) of ACPF with higher accuracy and efficiency than the SDP relaxation. This paper introduces the generalized least absolute shrinkage and selection operator (LASSO) [29], [30] to improve the DDCQA developed in [26] from both aspects of computing time and space used.

To solve the CC-PSO-ES which is a complex multi-period nonlinear nonconvex optimization problem, this paper proposes a novel scenario-based solution method based on the DDCQA of ACPF and strategic sampling. The proposed approach is more computationally effective using only few effective scenarios, compared with RSM. The contributions of this paper are written as below:

1) The strategic sampling is developed based on physics-guided sampling and learning-based sampling methods to select a small size of scenarios for solving CC-PSO-ES problem.

2) The DDCQA of ACPF is improved by generalized LASSO from the aspects of computational time and space complexity, then applied to convert the originally intractable nonconvex CC-PSO-ES problem into a tractable convex quadratic optimization problem.

The rest of this paper is organized as follows: Section II illustrates the formulations of deterministic and chance-constrained multi-period PSO-ES problems. In Section III, scenario optimization is introduced, and the novel scenario-based solution method for CC-PSO-ES problem is developed through strategic sampling and the DDCQA of ACPF modified by generalized LASSO. The empirical IEEE case analyses and conclusions are displayed in Section IV and V, respectively.

II. PROBLEM FORMULATION

This section formulates the optimal multi-period operation for power systems with energy storage under the modeling paradigm of chance-constrained optimization step-by-step.

A. Deterministic Multi-period PSO with Battery Energy Storage

In an n-bus power system, the deterministic formulation of the multi-period PSO-ES is given as following which can also be considered as a multi-period AC optimal power flow (ACOPF) with adjustable generation and battery energy storage:

\[
\begin{align*}
\text{Min} & \sum_{t=1}^{T} \left( c_{1t} P_{gt}^t + c_{2t} (P_{gt}^t)^2 \right) \\
\text{s.t.} & \sum_{j=1}^{n} (G_{ij} e_{ij,t} - B_{ij} f_{ij,t}) + f_{it} \sum_{j=1}^{n} (G_{ij} e_{ij,t} + B_{ij} f_{ij,t}) = p_{gt}^t - p_{net}^t + P_{ES,t} \\
& f_{it} \sum_{j=1}^{n} (G_{ij} e_{ij,t} - B_{ij} f_{ij,t}) - e_{it} \sum_{j=1}^{n} (G_{ij} e_{ij,t} + B_{ij} f_{ij,t}) = q_{gt}^t + Q_{ES,t} \\
& G_{ij} e_{ij,t} - B_{ij} f_{ij,t} + G_{1j} f_{1j,t} + G_{ij} f_{ij,t} - G_{ij} e_{ij,t} + f_{ij,t}^2 = q_{ij,t} \\
& p_{ES,t}^2 v_{ij,t}^2 = 1 + \frac{e_{ij,t}^2 + f_{ij,t}^2}{V_{ij,t}^2} Q_{ES,t}^2 \\
& \sum_{t=1}^{T} \left( c_{1t} P_{gt}^t + c_{2t} (P_{gt}^t)^2 \right) \leq E_{ES,0}^t - \Delta t \sum_{t=1}^{T} p_{net}^t \\
& e_{ij,t}^2 + f_{ij,t}^2 \leq V_{ij,t}^2 \\
& p_{net}^t \leq p_{net}^\text{max} \leq p_{gt}^t \\
& Q_{ES,t}^2 \leq Q_{ES,t}^\text{max} \\
& P_{ES,t}^2 \leq P_{ES,t}^\text{max} \\
& q_{ij,t}^2 \leq Q_{ES,t}^\text{max} \\
& \text{where} \quad i, j = 1, 2, \ldots, n; T \text{ is the index set of time periods; the subscript } t \text{ denotes the } t\text{-th hour; } c_{1t}, c_{2t} \text{ are the generator cost coefficients; } p_{gt}^t, Q_{ES,t}^t \text{ are the generator active and reactive power; } p_{net}^t, Q_{net}^t \text{ are the net active and reactive power inputs of power loads and renewable energy outputs; } p_{net}^\text{min}, p_{net}^\text{max}, Q_{net}^\text{min}, Q_{net}^\text{max} \text{ are the lower and upper limits of the generator active and reactive power; } V_{ij,t}^\text{min}, V_{ij,t}^\text{max} \text{ are the lower and upper limits of bus voltage; } S_{ij,t}^\text{max} \text{ is the branch transmission capacity; } e_{ij,t}, f_{ij,t} \text{ represent the real and imaginary parts of the line admittance; } P_{ES,t}, Q_{ES,t} \text{ are the active and reactive power of energy storage; } p_{loss}^\text{ES,t} \text{ is the active power loss of energy storage; } i_{batt}, i_{cvt} \text{ are the equivalent resistances of the battery and converter [24]; } V_{ij,t}^2 \text{ is the squared magnitude of voltage that approximates to 1.0 pu; } P_{net}^t \text{ is the net active power of}
\end{align*}
\]
energy storage; $E_{E_{S1,i}}^{min}$, $E_{E_{S1,i}}^{max}$ are the capacity limits of energy storage; $S_{E_{S1,i}}^{max}$ is the maximum apparent power of energy storage.

**B. Chance-Constrained Formulation of Multi-period PSO with Adjustable Generation and Battery Energy Storage**

Considering that the net load inputs of power loads and renewable energy generations (PLRES) are random variables, the power generation may be fluctuating, which consists of the base and adjustable parts. The base part meets the forecast net demand injection of PLRES. The gap between the forecast and actual net demand injections is satisfied by the adjustable part. According to the affine control scheme [31], then

$$p_{j,t}^{net,s} = p_{j,t(frt)}^{net} + \Delta p_j^s$$  \hspace{1cm} (2a) \\
$$Q_{j,t}^{net} = Q_{j,t(frt)}^{net} + \Delta q_j^s$$  \hspace{1cm} (2b) \\
$$P_{G_s}^{t} = P_{G_s(t(base)} - \omega_{pl} \sum_{j=1}^{n} \Delta p_j^s$$  \hspace{1cm} (2c) \\
$$Q_{G_s}^{t} = Q_{G_s(t(base)} - \omega_{ql} \sum_{j=1}^{n} \Delta q_j^s$$  \hspace{1cm} (2d) \\
$$P_{ES_s(t)} = P_{ES_s(t(base)} - \omega_{pl} \sum_{j=1}^{n} \Delta p_j^s$$  \hspace{1cm} (2e) \\
$$Q_{ES_s(t)} = Q_{ES_s(t(base)} - \omega_{ql} \sum_{j=1}^{n} \Delta q_j^s$$  \hspace{1cm} (2f) \\
$$\sum_{j=1}^{n} \omega_{p_j} + \sum_{j=1}^{n} \omega_{p_j} = 1$$  \hspace{1cm} (2g) \\
$$\sum_{j=1}^{n} \omega_{q_j} + \sum_{j=1}^{n} \omega_{q_j} = 1$$  \hspace{1cm} (2h)

Where $S$ is the scenario sets, $s \in S$; $P_{G_s(t(base)}$, $Q_{G_s(t(base)}$ are the base parts of the generator’s active and reactive power; $P_{ES_s(t(base)}$, $Q_{ES_s(t(base)}$ are the base parts of the energy storage’s active and reactive power; $\omega_{pl}$, $\omega_{ql}$ are the participation factors of the generator’s or energy storage’s active and reactive power, respectively; $p_{j,t(frt)}^{net,s}$, $Q_{j,t(frt)}^{net}$ denote the forecast values of the net active and reactive load inputs of PLRES, respectively; $\Delta p_j^s$, $\Delta q_j^s$ denote the corresponding forecast errors of $p_{j,t}^{net,s}$ and $Q_{j,t}^{net}$, respectively. Note that we assume the difference between the base case and real-time power loss can be compensated by the reference generator and it is typically negligible. Suppose that the chance-constraint method is used to model the problem (1) under uncertainty. Then, by substituting (2a)–(2h) into (1) and updating each variable in (1) with the superscript $s$, the deterministic problem (1) is reformulated into a CC-PSO-ES problem in (2):

$$\min_{s \in S} E[\Sigma_{t \in T} \Sigma_{s} (c_{1i} P_{G_s}^{t} + c_{2i} (P_{G_s}^{t} + Q_{G_s}^{t})^2)]$$  \hspace{1cm} (2i) \\
$s.t.$ $Pr(h(y, \delta) = 0) \geq 1 - \alpha$  \hspace{1cm} (2j) \\
$Pr(f(y, \delta) \leq 0) \geq 1 - \alpha$  \hspace{1cm} (2k)

where $h(y, \delta)$, $f(y, \delta)$ compacts the constraints of (1b)–(1h) and (1i)–(1m), respectively; $y$ is the variable vector consisting of the decision variables $P_{G_s}^{t}$, $Q_{G_s}^{t}$, and the state variables such as the bus voltage; $\delta$ is the random variable vector such as the power loads and renewable energy generations, $p_{j,t}^{net,s}$ and $Q_{j,t}^{net}$; $Pr(\cdot)$ enforces each constraint at a specific confidence level; $\alpha$ is the probability level.

**III. A SCENARIO-BASED SOLUTION METHOD WITH STRATEGIC SAMPLING AND DATA DRIVEN CONVEX APPROXIMATION**

**A. Scenario Optimization**

Scenario optimization has been widely used in machine learning [10], [11], whose general idea is to use a finite number of scenarios to approximate the probabilistic constraints (2f) and (2g) with a specific confidence level. The mathematical formulation can be represented as

$$\min C^T v$$  \hspace{1cm} (3a) \\
$s.t.$ $F(v, \delta^{(s)}) \leq 0, (s = 1, 2, ..., N')$  \hspace{1cm} (3b)

where (3a) is a linear objective function related to the decision variable vector $v$; $\delta^{(s)}$ denotes the $s$-th scenario sampled from the uncertainty set; $F$ is a convex function on $v$; $N'$ is the estimated number of scenarios. In the existing applications of scenario optimization, the constraints depend upon the random samples, and the sample size discussed in the statistical learning [12], [13] has a conversative estimate unrelated to the number of decision variables. Until in reference [8], the lower bound of the sample size related to the decision variable size under convex program settings is derived from the aspect of binomial distribution. A theorem in [8] states that, if $N'$ is sufficiently large, the optimal solution of (3) can satisfy the chance constraints (2j)–(2k). Scenario optimization is still an emerging solution method for chance-constrained optimization that does not rely on pre-known PDFs [8]-[11]. The RS-based method in [8] provides some discussions on how to determine the required number of scenarios, shown in (3c):

$$N' \geq \frac{2}{\epsilon} \left( \frac{n^{1}{n + d'}}{b} + d' \right)$$  \hspace{1cm} (3c)

where $d'$ is the dimension of decision variable vector; $\epsilon \in (0, 1), 1 - \beta \in (0, 1)$ are the violation probability level and confidence level, respectively. However, in CC-PSO-ES problem, the number of scenarios required by the RS-based method may be large, which results in significant challenge in computation. Moreover, scenario optimization is designed for convex optimization, while there have nonconvex constraints in current CC-PSO-ES problem. Hence, the following sections will discuss how to tackle the two issues through the strategic sampling and DDCQA, respectively.

**B. Strategic Sampling**

Instead of random sampling with plentiful inactive scenarios [8], we attempt to develop a framework of strategic sampling to find out a smaller number of effective scenarios that include the active ones. According to different selection strategies, there may have diverse specific strategic sampling methods shown in Fig.1, such as physics-guided sampling (PGS), learning-based sampling, and hybrid sampling, etc. [15], [16], [32], [33]. The PGS is designed considering there might have specific patterns in PLRES data. The patterns may be related to the temporal, spatial, and meteorological conditions [32], [33]. The learning-based sampling is based on machine learning methods, such as dissimilarity-based learning and reinforcement learning (RL) [15], [16]. The hybrid one
may be the combination of any two sampling methods. In this research, two types of two-stage hybrid sampling methods are developed and named as HS1 and HS2. The first stage is the physics-guided sampling (PGS). Then, at the second stage, i.e., the stage of learning-based sampling, one of dissimilarity-based sampling (DBS) and RL-based sampling (RLS) will be chosen to select the \( d \) dissimilar samples. As a rule of thumb, in IEEE-5 system, \( d \) is suggested to be the number of the decision variables; all other systems can set \( d \) to be 10\% of the decision variable size.

1. Physics-guided Sampling

Assume there are regional power systems like IEEE-5, -9, -57, -118 systems. The gist of PGS for a specific regional power system can be described in Fig.2 [32], [33].

2. Dissimilarity-based Sampling

The dissimilarity-based sampling (DBS) is defined to use a learning function to select the scenarios. The purpose of using a learning function is to ensure that the scenarios selected should be dissimilar enough to maximize the scenario difference in a specific data subset obtained after PGS. To measure the dissimilarity of samples, in machine learning the distance metrics are commonly used, such as the Euclidean distance [10], [11], [15]. Assume that \( \delta_i, \delta_j \) are the \( i \)-th and \( j \)-th samples where \( \delta_i = (\delta_i^1, \delta_i^2, \ldots, \delta_i^m) \); \( m \) is the dimension of each sample. The dissimilarity between two samples can be measured by the Euclidean distance calculated as

\[
D_{ij} = \sqrt{\sum_{k=1}^m (\delta_i^k - \delta_j^k)^2} \quad (4a)
\]

where \( D_{ij} \) denotes the dissimilarity of two samples, used for determining the new samples. The specific hybrid sampling that consists of PGS and DBS is described as HS1 in Fig.3 where \( N \) is computed by FAST.

3. Reinforcement Learning-based Sampling

The RL-based sampling (RLS) [16] considers each sample as a state \( s_i \), selecting each sample as an action \( a_i \), and the probability of each transition from the \( i \)-th state \( s_i \) to \( j \)-th state \( s_j \) as \( \pi_{ij} \) defined as:

\[
\pi_{ij}(s_j | s_i, a_i) = \frac{D_{ij}}{\sum_{j=1}^N D_{ij}} \quad (4b)
\]

where the indices \( i \) and \( j \) correspond to the current and next state; \( H \) is the potential state set for next state. The reward of each transition is defined to be proportional to \( D_{ij} \), and the discount factor of reward is set to one in this research. The implementation of RLS is shown as HS2 in Fig.4. The main difference between DBS and RLS lies in that RLS only consider the dissimilarity between the current selected sample and the candidate sample, while DBS computes the average dissimilarity between the previous all selected samples and the candidate sample.

C. Data-Driven Convex Quadratic Approximation of Power Flow

Note that the scenario-based solution methods discussed so far are designed for the convex program [8], [9], while, in the original CC-PSO-ES problem, the constraints of ACPF are nonconvex. To deal with the issue of nonconvexity, we improve the data-driven convex quadratic approximation (DDCQA) of ACPF [26] using the generalized LASSO [29], [30]. For the ease of analysis, the constraints (1b)-(1e) at \( t \)-th hour are reformulated as the following matrix form:

\[
P_{i,t} = X_i^T A_i X_t \quad (5a)
\]

\[
Q_{i,t} = X_i^T B_i X_t \quad (5b)
\]

\[
P_{ij,t} = X_{ij,t}^T A_i X_{ij,t} \quad (5c)
\]

\[
Q_{ij,t} = X_{ij,t}^T B_i X_{ij,t} \quad (5d)
\]

\[
X_t = [x_{1,t}, x_{2,t}, \ldots, x_{2n,t}]^T = [e_{1,t}, f_{1,t}, \ldots, e_{n,t}, f_{n,t}]^T \quad (5e)
\]

\[
X_{ij,t} = [x_{2i-1,t}, x_{2i-1,t}, x_{2j-1,t}, x_{2j,t}]^T = [e_{1,t}, f_{1,t}, e_{j,t}, f_{j,t}]^T \quad (5f)
\]

Where \( A_i, B_i, A_{ij}, B_{ij} \) are symmetric indefinite matrices consisting of elements of the admittance matrix, implying all de-
dependent variables $P_{lt}$, $Q_{lt}$, $P_{ij,t}$, and $Q_{ij,t}$ are nonconvex functions of the independent variables $X_i$ or $X_{ij,t}$. Hence, a convex quadratic mapping (5g)-(5j) between power, i.e., $P_{lt}$, $Q_{lt}$, $P_{ij,t}$, and $Q_{ij,t}$, and voltage $X_i$ or $X_{ij,t}$, is defined as:

$$
P_{lt} = X_i^T A_{lt}^P X_i + B_{lt}^P X_i + c_i^P$$

(5g)

$$
Q_{lt} = X_i^T A_{lt}^Q X_i + B_{lt}^Q X_i + c_i^Q$$

(5b)

$$
P_{ij,t} = X_{ij,t}^T A_{ij,t}^P X_{ij,t} + B_{ij,t}^P X_{ij,t} + c_{ij}^P$$

(5i)

$$
Q_{ij,t} = X_{ij,t}^T A_{ij,t}^Q X_{ij,t} + B_{ij,t}^Q X_{ij,t} + c_{ij}^Q$$

(5j)

Where $A_{lt}^i$, $A_{ij,t}^i$ denote positive semi-definite (PSD) coefficient matrices of the quadratic terms, respectively; $B_{lt}^i$, $B_{ij,t}^i$ denote coefficient vectors of the linear terms; $c_i^i$, $c_{ij}^i$ denote constant terms; the upper index (*) includes the set $[p, q]$ indicating the active or reactive power.

According to [26], the PSD matrices in (5g)-(5j) can be obtained via training historical data using the polynomial regression as a basic learner to learn the convex relationships between the voltage and the active or reactive power. Then, ensemble learning methods are used to assemble all basic learners, to boost the performance of model. However, the PSD matrices in (5g)-(5j) are dense and high-dimensional, which is an obstacle in computing the complex CC-PSO-ES problem. Therefore, the generalized LASSO [29], [30] is introduced to learn more compact and sparser PSD matrices for the purposes of speeding up the computational efficiency and saving the storage space. The following illustration of generalized LASSO takes $P_{lt}$ as an example based on dataset $[X_{lt}, Y_{lt}]_{i=1}^M$ where $X_{lt}, Y_{lt}$ are the $i$-th observed voltage input and active power output at $t$-th hour; $M$ is the training sample size. The detailed formulation is written as

$$
\min_{\frac{1}{M} \sum_{i=1}^{M} \sum_{j=1}^{M} |\theta_j|} \frac{1}{M} \sum_{i=1}^{M} (Y_{lt} - X_i^T A_i^P X_i - B_i^P X_i - c_i^P)^2 + \mu \sum_{j=1}^{M} |\theta_j|$$

(5k)

s.t.  $A_i^j \succ 0$

(5l)

where $\theta_j$ is the $j$-th coefficient constituted by the entries of $A_i^j$; ‘$\succ$’ means $A_i^j$ is a PSD matrix; $M$ is the number of coefficients; $\mu \geq 0$ is a tunable regularization parameter that controls the degree of shrinkage. By the shrinkage, some coefficients may be zero, which means the matrix $A_i^j$ becomes sparse.

D. Convex Hull Relaxation of Energy Storage Model

As the magnitude of voltage has little change, we assume that $V_{lt}^2 \approx 1.0$ pu in (1f). Then, the convex hull relaxation [24] of the energy storage model can be formulated as the followings:

$$
\|z_{lt}\|_2 - b^T z_{lt} \leq 0$$

(6a)

$$
\|z_{lt}\|_2 - b^T z_{lt} \leq m_l$$

(6b)

$$
k_l^T z_{lt} - 2m_l \leq 0$$

(6c)

where $J = \text{diag}([\sqrt{2} \ 1 \ 1]^T), \ b = [0 \ 0 \ 1]^T$, $J_l = \text{diag}([2 \ 1^T \ 1\ 1]^T)$, $z_{lt} = [P_{ES,lt} \ Q_{ES,lt} \ P_{ES,lt}^{loss} \ 1]^T$, $k_l = [0 \ 0 \ \epsilon_{ES,lt}^2 \ 2 \ m_l]$, $m_l = \epsilon_{ES,lt}^2$.

E. Scenario Programming Formulation of CC-PSO-ES

Based on the DDCQA of power flow constraints in (5g)-(5j) and the convex hull relaxation of energy storage model in (6a)-(6c), the corresponding convex constraints are written as

$$
X_i^T A_i^P X_i + B_i^P X_i + c_i^P \leq P_{lt}^P - P_{lt}^{net} + P_{ES,lt}$$

(7a)

$$
X_i^T A_i^Q X_i + B_i^Q X_i + c_i^Q \leq Q_{lt}^Q - Q_{lt}^{net} + Q_{ES,l,t}$$

(7b)

$$
X_{ij,t}^T A_{ij,t}^P X_{ij,t} + B_{ij,t}^P X_{ij,t} + c_{ij}^P \leq P_{ij,t}$$

(7c)

$$
X_{ij,t}^T A_{ij,t}^Q X_{ij,t} + B_{ij,t}^Q X_{ij,t} + c_{ij}^Q \leq Q_{ij,t}$$

(7d)

$$
x_i^{2l-1,t} + x_i^{2l,t} \leq V_{lt}^{max}$$

(7e)

$$
1k-1m$$

(7f)

$$
(6a)-(6c).$$

Then, we introduce an auxiliary variable $z$ used to reformulate the objective function (2i) into a linear formulation (7f) with a convex constraint (7g) as

$$
\text{Minimize: } z$$

(7f)

s.t.  $\sum_{s \in S} \sum_{t \in T} \sum_i (c_{i0} + c_{it} P_{lt}^{G,s} + c_{it} (P_{lt}^{G,s})^2) \leq |S| |z|$

(7g)

where $|S|$ is the number of scenarios considered. As the constraints above are all convex, the scenario programming, i.e., the strategic sampling-based solution approach for the CC-PSO-ES problem can be rewritten in (8) as

$$
\text{Minimize: } z$$

(7f)

s.t.  $F^s(y, \delta) \leq 0,$  $(s = 1, 2, \ldots, d)$

(8a)

where $F^s(y, \delta)$ compacts all constraints in (7a)-(7e), (7g), (1k)-(1m), and (6a)-(6c) at each scenario. The corresponding sampling procedure for the problem (8) is illustrated in the section of strategic sampling.

IV. SIMULATION ANALYSIS

A. Case selection and Data Collection

The real-world power systems and their data are expected to use in this research. However, they are not available in public. As empirical alternatives, some IEEE standard test systems such as IEEE-5, -9, -57, -118 systems and the relevant simulating data are applied. The net active and reactive power loads at each bus are based on the hourly load curves of ISO new England and set up at the range of [0.7, 1.3] of their true values to simulate the uncertainty of power loads and renewable energy generations and to generate the 24-hour simulating data. The settings of energy storage units are summarized in TABLE I. Considering sampling in the whole sample space may be computationally expensive, for each test system, the sample size determined by the RS-based method [8] is treated as the sample space. The goal is to demonstrate the efficacy of the proposed solution method with fewer effective scenarios via the DDCQA of ACPF and the strategic sampling methods. The simulations are performed in Matlab with cvx package.

| Case  | IEEE-5 | IEEE-9 | IEEE-57 | IEEE-118 |
|-------|--------|--------|---------|----------|
| Units | 2      | 2      | 3       | 3        |

TABLE I

The Settings of Energy Storage Units
Bus No. | 3, 5 | 5, 7 | 8, 9, 12 | 59, 90, 116
---|---|---|---|---
Capacity | 1MVA, 2MWh | 0.75MVA, 1.5MWh | 0.75MVA, 1.5MWh | 1MVA, 2MWh

B. Computational Complexity Comparison of DDCQA

To compare the computational efficiency of the DDCQA of ACPF before and after improvement, we explore the average training time for the active and reactive power at each bus and the average computation time for solving the CC-PSO-ES problem on test systems, using the method in [26] named as ‘old’ and the one improved by the generalized LASSO named as ‘new’, shown in Figs.5 and 6. Figs.5 and 6 indicate that there exist significant improvements in both the training time and computing time of CC-PSO-ES problem, before and after using generalized LASSO. Particularly, on IEEE-57 system, it only takes about 25% of the original average training time to train the improved DDCQA and about 40% of the original average computing time of CC-PSO-ES to obtain the solution. For the IEEE-118 system, the average training time and the average computing time of CC-PSO-ES used now are only about 2% and 5% of the ones before, respectively. Moreover, the storage space usage of the matrix $A_i^p$ before and after improving DDCQA on all test systems has been displayed in Fig.7. Similarly, Fig.7 shows, that on all test systems, the storage space consumed now is reduced by over 75% compared with the one consumed before. For IEEE-57 and -118 systems, the storage space used now may only account for 1%-2% of the one used before. Overall, the improved DDCQA based on the generalized LASSO greatly degrades the computational complexity in training and computing the optimization problem.

C. Performance Comparison of Solution Methods

In this numerical experiment, we set the allowed violation probability level and the confidence level to be $\epsilon = 0.05$ and $1 - \beta = 0.9999$, respectively. The estimated number of scenarios required by the RS-based method [8] and FAST, and the decision variable size can be shown in TABLE II as below. Meanwhile, the total costs without and with considering the uncertainty of renewable energy and power load (REPL) are computed respectively, as ‘Base Cost’ (BC) and ‘Objective Cost’ (OC) in TABLE III. The ‘Objective Cost’ is computed through FAST as the benchmark.

| Case | IEEE-5 | IEEE-9 | IEEE-57 | IEEE-118 |
|------|--------|--------|---------|----------|
| Sample Sizes of FAST and RSM and the Size of Decision Variable |
| $d'$ | 864 | 1104 | 5904 | 17328 |
| $N'$ | 1050 | 1290 | 6090 | 17514 |
| $d''$ | 34929 | 44529 | 236529 | 693489 |
| Ratio1 = $d'/N'$ | 0.02474 | 0.02479 | 0.02496 | 0.02499 |

| Case | IEEE-5 | IEEE-9 | IEEE-57 | IEEE-118 |
|------|--------|--------|---------|----------|
| Total Costs without and with the Uncertainty of REPL |
| Base Cost ($/h) | 451710 | 229074 | 280175 | 3509250 |
| Objective Cost ($/h) | 477487 | 262187 | 296260 | 3603540 |
| Ratio2 = OC/BC | 1.0570 | 1.1445 | 1.0574 | 1.0268 |

TABLE II indicates that the number of active scenarios only accounts for at most 2.5% of the sample size computed by the RS-based method. In other words, the majority of $N'$ samples may be useless for solving the CC-PSO-ES problem. Compared with RS-based method, FAST greatly reduces the number of scenarios to from $N'$ to $N$. Especially, for IEEE-57 and -118 systems, the sample sizes in multi-period situation required by RS-based method are more than 230k and 690k, respectively. It will be difficult to solve the CC-PSO-ES problems with such large number of scenarios in practice. The ratio by the objective cost and base cost in TABLE III demonstrates that in this research the (±30%) uncertainty of REPL may increase the total cost by 2%-15%.

To solve the CC-PSO-ES problems, the strategic sampling methods, i.e., two-stage hybrid sampling methods proposed are used. In practice, the first stage of physics-guided sampling (PGS) should be implemented at first. Then, the second stage of learning-based sampling methods, i.e., DBS and RLS,
will be applied directly to determine the effective sample size. The difference between two hybrid sampling methods resides in the stage of learning-based sampling. As the initial sample can affect the sample size selected by RLS and DBS, the experimental simulation starting with different initial samples is explored. The best and worst sample selections by RLS and DBS, i.e., their minimum and maximum sample sizes for solving the CC-PSO-ES problems, are computed, and shown in TABLE IV. From TABLE IV, we can infer that:

1) The hybrid sampling methods through RLS and DBS can further reduce the effective sample size, i.e., the sample size required by the scenario-based methods can be far less than the ones with the RS-based method and FAST. For instance, in IEEE-5 system the solution methods through RLS and DBS find the optimal solution within 890 and 450 scenarios, respectively, which is smaller than 1050 scenarios determined by FAST. In a similar fashion, in IEEE-9, -57 and -118 systems, 120, 800 and 1800 scenarios are large enough for the solution methods through RLS and DBS to reach the optimal solution.

2) Under both best and worst sample selections, DBS outperforms RLS almost on four test systems. More specifically, the solution method through DBS finds the optimal solution of CC-PSO-ES problem more efficiently with less scenarios than the one through RLS, except that for the best cases in IEEE-9 and -118 systems DBS and RLS perform equally well. The main reason may be that DBS selects each sample based on the maximum average dissimilarity between the candidate sample and the previous all selected ones, while RLS selects samples through the maximum dissimilarity between the candidate sample and the most recently selected one.

D. Verification of Learning-based Sampling Methods

To verify the DBS and RLS, at each round a new scenario is added sequentially until the number of scenarios reaches to N. In the actual application of DBS and RLS, there is no need to repeat the verification process. The corresponding results of CC-PSO-ES problems on four IEEE test cases are computed and compared based on DBS and RLS, displayed in Fig. 8–11.

**TABLE IV**
The Best and Worst Sample Selections by RLS and DBS

| Case       | IEEE-5 | IEEE-9 | IEEE-57 | IEEE-118 |
|------------|--------|--------|---------|----------|
| RLS(best)  | 223    | 2      | 4       | 2        |
| RLS(worst) | 883    | 114    | 729     | 1780     |
| DBS(best)  | 3      | 2      | 3       | 2        |
| DBS(worst) | 432    | 96     | 289     | 637      |

For the figures above, the x-axis denotes the number of scenarios required at each round of solving CC-PSO-ES, and the y-axis is the objective cost of CC-PSO-ES. At each round of computation in verification process, a new scenario is added sequentially. In other words, each figure depicts the relationship between the objective cost and number of scenarios, i.e., how the objective cost changes as the number of scenarios are added sequentially. Both DBS and RLS have two lines, i.e., the best and worst cases, denoted as ‘DBS_best’ and ‘DBS_worst’, ‘RLS_best’ and ‘RLS_worst’, respectively.
dashed line represents the total cost without considering the uncertainty of REPL, denoted as ‘Base_cost’. The objective cost is normalized by ‘Base_cost’. The lines may become flat finally as the new scenarios are incorporated sequentially, which indicates that the optimal solution of CC-PSO-ES problem has been achieved.

V. CONCLUSION AND FUTURE WORK

This paper presents a novel solution method for solving the chance-constrained multi-period optimal power system operation (PSO) with battery energy storage (CC-PSO-ES), which is originally nonconvex and computationally intractable. The proposed method, which is based on the data-driven convex quadratic approximation (DDCQA) of ACPF and the strategic sampling, i.e., hybrid sampling methods, only uses a small number of scenarios without the pre-known PDF of the uncertainty of REPL. The DDCQA is modified through the generalized LASSO and applied to address the nonconvex problem of ACPF constraints in CC-PSO-ES problem. Unlike the RS-based methods, the hybrid sampling methods (HSMs) are proposed with dissimilarity-based learning and reinforcement learning methods. HSMs determine a smaller sample size than the RS-based methods. Eventually, the originally intractable CC-PSO-ES is converted to a tractable convex quadratic optimization problem with few effective scenarios. In our future work, we intend to test the proposed method in real-life large-scale power systems.
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