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A Commentary on

Nonlinear averaging of thermal experience predicts population growth rates in a thermally variable environment
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Bernhardt et al. (2018) sought to determine whether historical effects associated with the temporal sequence of temperatures needed to be accounted for when predicting population growth under fluctuating temperature regimes. To do so, the authors asked the following questions: (i) Does the “fallacy of the averages” apply to algae experiencing fluctuating temperatures due to the non-linear relationship between growth and temperature? (ii) Does accounting for this non-linear relationship but not historical effects allow algal growth under fluctuating temperatures to be predicted from their growth under the relevant constant temperature conditions? (iii) How does natural temperature variability affect algal growth in populations around the globe?

To answer these questions, the authors devised an experiment whereby they exposed an algal species to a series of constant temperature regimes to determine how its growth varied as a function of temperature. They then conducted a second experiment where they exposed the same algal species to a series of fluctuating temperature regimes, each consisting of alternating, equal-length periods of low and high temperatures. Using this experimental data, the authors showed that the growth of algae exposed to fluctuating temperatures could not be predicted by their growth at the corresponding constant average temperature (the “fallacy of the averages”). However, growth under fluctuating temperatures could be predicted by taking the (non-linear) average of the growth observed under the relevant constant temperatures. The authors then went on to show how the “fallacy of the averages” could lead to biases when estimating algal growth from constant temperatures for different species around the globe.

Although this paper superficially checks all the right boxes (i.e., it ostensibly combines experiments and observations to test theory), it suffers from several fundamental issues. First and foremost, the experiment used by Bernhardt et al. was poorly designed because it was unlikely to detect the historical effects of temperature and thus unable to provide a rigorous test of the central premise of their paper: that “non-linear averaging” of constant temperature TPCs can predict growth under fluctuating temperatures. This is because the authors only tested the effects of a single type of temperature fluctuation: a square waveform whose 1-day period corresponds to the generation time of the algae (Peña and Villegas, 2005; Bernhardt et al., 2018). Hence, the...
fast-growing algae were very likely able to track the relatively slow temperature fluctuations, thereby preventing the emergence of any potential historical effects.

To illustrate this issue, we used simulations of a stage-structured version of the continuous-time model presented in Kremer et al. (2018) under a fluctuating temperature regime whose period was either smaller than, equal to or greater than the generation time of an organism that partially tracked temperature over time (i.e., had the potential to exhibit historical effects because of its relatively slow response to temperature variation). The growth rate of the organism, \( r \), at each temperature as well as both the amplitude and the mean of the temperature fluctuations used in the simulations were identical to those in Bernhardt et al. The simulations show a consistent and unsurprising pattern: when the period of the fluctuations is larger than or equal to the generation time, (non-linear) averaging the growth rate observed under the relevant constant temperature regimes is more likely to accurately predict the growth rate observed under fluctuating temperatures because the organism is able to track the temperature variation (Figure 1A). However, variation in \( r \) exists, and reductions in the period of the temperature fluctuations lead to larger discrepancies between the observed population growth rate and that expected based on non-linear averaging. Here, reducing the period of the temperature fluctuations decreases the accuracy of non-linear averaging because the organism is unable to keep up with the increasingly rapid pace of the temperature changes (Figure 1A). These simulations thus show that historical effects are less likely to emerge when the period of the fluctuations is large because the organism is able to track such relatively slow temperature variation. Hence, by experimentally choosing conditions that made the emergence of historical effects less likely, Bernhardt et al. were unable to provide a robust test of the hypothesis that the temporal sequence of temperature fluctuations could be safely ignored when predicting population growth under fluctuating temperatures via non-linear averaging.

Even if historical effects could emerge despite the use of a single long-period fluctuation, additional critical issues in both the experimental design and the statistical properties of the metric used to assess organismal performance would have made their detection unlikely. Indeed, Bernhardt et al. grew their algae at 16°C for 1 year and then conducted both their 7-day constant and variable temperature experiments without acclimatizing their organism, a procedure that is not standard even in studies focusing on quantifying the effects of acute temperature change (Kremer et al., 2018). This means that their constant temperature regime was not actually constant. Instead, it represented a single “asymmetrical” temperature fluctuation with a very large period (365 days at 16°C followed by 7 days at a new constant temperature). Additionally, their variable temperature regime consisted of two different temperature fluctuations with distinct periods: the same “asymmetrical” large period temperature fluctuation that was present in the constant treatment (365 days at 16°C followed by 7 days of fluctuations around a new average temperature) and a small 1-day period fluctuation. Hence, it is likely that the fluctuation with the large period, which was a hidden treatment common to both the constant and the variable temperature regimes, masked the effects of the small period fluctuations, thus making it more likely that (non-linear) averaging growth under constant temperatures would accurately predict growth under variable temperatures. Finally, the use of the average population growth rate \( r \) as a metric for determining the accuracy of non-linear averaging under variable temperatures is problematic because small differences in these rates can mask extremely large differences in population densities between the constant and variable temperature regimes (Figure 1B).

Hence, although Bernhardt et al. sought to explicitly test whether historical effects could be ignored when predicting population growth rate under variable temperature regimes via non-linear averaging, the suite of experimental and statistical issues outlined above led them instead to implicitly test a set of trivial hypotheses. Specifically, by preventing the emergence of historical effects, Bernhardt et al.’s experiment ended up being reduced to a test of the “fallacy of the averages” and the accuracy of “non-linear averaging,” which are not testable hypotheses but mathematical inevitabilities associated with the properties of the arithmetic mean. For instance, the “fallacy of the averages” is a direct consequence of Jensen’s inequality (Jensen, 1906) which states that if \( f(x) \) is a non-linear function of \( x \), then the function of the average \( \overline{f(x)} \) is not equal to the average of the function \( f(x) \). This is because the additivity and homogeneity properties defining linear functions do not hold for non-linear functions, so the order of the operations matters: averaging and then taking the function is not the same as taking the function and then averaging. Hence, the only way for the “fallacy of the averages” not to play-out in these experiments is for algal growth \( f(x) \) to be a linear function of temperature \( x \). In that case, linearity would ensure that the order of the operations does not matter so the function of the average \( \overline{f(x)} \) would be equal to the average of the function \( f(x) \). However, decades of research on thermal performance across a multitude of organisms and environments demonstrates that the relationship between growth and temperature is almost universally non-linear (specifically unimodal and asymmetrical). Hence, contrary to the authors’ claims, the “fallacy of the averages” does not represent a hypothesis that needs to be tested but an inevitable result that was already well-established and whose implications for the field of ecology were reviewed over 20 years ago (Ruel and Ayres, 1999).

The second hypothesis, which posits that non-linear averaging accurately predicts growth under fluctuating temperatures, is equally flawed. This is because the “fallacy of the averages” and “non-linear averaging” are not independent hypotheses but complements. Hence, if not accounting for the non-linear relationship between growth and temperature ensures inaccurate predictions due to the “fallacy of the averages,” then accounting for it via non-linear averaging guarantees accurate predictions in the absence of historical effects. Indeed, non-linear averaging amounts to nothing more than taking the arithmetic mean of a non-linear function, and the arithmetic mean applies equally well to linear and non-linear functions. In this case, if an organism’s growth is \( f(x_1) \) under constant temperature \( x_1 \) and \( f(x_2) \) under constant temperature \( x_2 \), then its average growth under a variable temperature regime consisting of two time periods.
This type of exercise is not uncommon in the natural sciences. In general, it is perfectly valid to conduct experiments in order to test model predictions. However, these results are based on the assumption that temperature is the sole driver of growth. Their approach does not account for differences in food availability or other factors such as light limitation that are likely to affect growth. These results thus constitute a trivial “proof” that non-linear averaging can predict growth under the assumptions that (1) temperature is the rate limiting step with respect to growth and (2) that historical effects are completely absent. Although the authors acknowledged some of these issues and thus referred to their results as “first-order predictions,” they failed to recognize the extent and severity of the limitations inherent in their approach. At best, their results provide unnecessary “strategic” evidence for the “fallacy of the averages” and the accuracy of non-linear averaging, both of which are well-established and widely understood mathematical laws. At worst, they provide inaccurate and downright misleading “tactical” predictions about the particularities of algal growth that fail to account for other biotic and abiotic factors. In other words, these predictions are not even useful as null hypotheses.

Overall, this paper represents an atypical use of mathematics in the natural sciences. In general, it is perfectly valid to conduct experiments in order to test model predictions because the latter make simplifying assumptions about the natural world that can lead to systematic discrepancies.
between theory and reality. However, Jensen’s inequality and non-linear averaging are not theoretical models or hypotheses, but simple mathematical properties of the arithmetic mean whose inescapability makes them untestable in the classical sense. For hypotheses to be useful, they must have a non-zero probability of being false. Otherwise, such hypotheses are merely trivial inevitabilities masquerading as scientific uncertainties.
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