A High-Order Iterative Scheme for a Nonlinear Pseudoparabolic Equation and Numerical Results
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In this paper, by applying the Faedo-Galerkin approximation method and using basic concepts of nonlinear analysis, we study the initial-boundary value problem for a nonlinear pseudoparabolic equation with Robin–Dirichlet conditions. It consists of two main parts. Part 1 is devoted to proof of the unique existence of a weak solution by establishing an approximate sequence \( u^{(m)} \) based on a \( N \)-order iterative scheme in case of \( f \in C^N(\left[0,1\right] \times [0,T^*] \times \mathbb{R}) \) (\( N \geq 2 \)), or a single-iterative scheme in case of \( f \in C^1(\Omega \times [0,T^*] \times \mathbb{R}) \). In Part 2, we begin with the construction of a difference scheme to approximate \( u^{(m)} \) of the \( N \)-order iterative scheme, with \( N = 2 \). Next, we present numerical results in detail to show that the convergence rate of the 2-order iterative scheme is faster than that of the single-iterative scheme.

1. Introduction

In this paper, we consider the following initial-boundary problem:

\[
u_t - \left( \mu(t) + a(t) \frac{\partial}{\partial x} \right) \left( u_{xx} + \frac{1}{x} u_x \right) + \int_0^t g(t - s) \cdot \left( u_{xx}(s) + \frac{1}{x} u_x(s) \right) ds = f(x, t, u), \quad 0 < t < T,
\]

\[
0 < x < R, \quad u_x(1,t) - \zeta u(1,t) = u(R,t) = 0,
\]

\[
u(x, 0) = \bar{u}_0(x),
\]

where \( R > 1 \) and \( \zeta \geq 0 \) are given constants and \( \mu(t), a(t), f, g, \) and \( \bar{u}_0 \) are given functions satisfying conditions specified later, with \( u = u(x, t) \) being the unknown function.

Equation (1) is a form of the Sobolev-type differential equations; it is also called pseudoparabolic equation after Showalter’s works [1–4] in the seventies. Since then, numerous interesting results for linear/nonlinear pseudoparabolic equations have been obtained. It is also well known that the Sobolev-type differential equations or the pseudoparabolic equations appear in the study of various problems of hydrodynamics, thermodynamics, and filtration theory, see [5–8] and the references therein. In the absence of the memory term in (1), i.e., \( g = 0 \), the nonlinear pseudoparabolic problem of the types (1)–(3) is arisen in the investigations about second-grade or third-grade fluid flows, see
[9, 10, 11] and references therein. In [9], a mathematical model describing the unsteady flow of second-grade fluid in a circular cylinder is considered as follows:

\[
\frac{\partial w}{\partial t} = \left( v + \alpha \frac{\partial}{\partial r} \right) (w_r + \frac{1}{r} w_r) - Nw, \quad 0 < r < a, t > 0, \\
w(a, t) = W, \quad t > 0, \\
w(r, 0) = 0, \quad 0 \leq r < a,
\]

where \(w(r, t)\) is the velocity along the \(z\)-axis, \(v\) is the kinematic viscosity, \(\alpha\) is the material parameter, and \(N\) is the imposed magnetic field. In the boundary and initial conditions, \(W\) is the constant velocity at \(r = a\) and \(a\) is the radius of the cylinder. In the presence of the memory term in (1), i.e., \(g \neq 0\), the problems of the types (1)–(3) are also studied in the theory of viscoelasticity, see [12]. Besides, it is well known that pseudoparabolic equations with nonlocal boundary conditions/nonlocal terms have been studied and many interesting results have been obtained such as stability, global existence, and finite time blow-up, for example, we refer to [13–19] and the references therein. In [15], Dai and Huang studied the solvability and the well-posedness of solutions for the nonlinear pseudoparabolic equation

\[
u_t + (a(x,t)u_x)_x = F(x,t,u,u_x,u_{xx}), \quad \alpha < x < \beta, \quad 0 < t < T,
\]

with the nonlocal moment boundary conditions

\[
\int_0^\beta a(x,t)u(x,t)dx = \int_0^\beta xu(x,t)dx = 0, \quad 0 \leq t \leq T.
\]

In [17], Sun et al. considered the Dirichlet problem for the nonlinear pseudoparabolic equation with a memory term as follows:

\[
\begin{cases}
u_t - \Delta u - \Delta u_t + \int_0^t g(t-s)\Delta u(s)ds = |u|^{p-2}u, & \text{in } \Omega \times (0,T), \\
u = 0, & \text{on } \partial \Omega \times (0,T), \\
u(0) = u_0, & \text{in } \Omega,
\end{cases}
\]

where \(\Omega\) is a bounded domain of \(\mathbb{R}^n (n \geq 1)\) with smooth boundary \(\partial \Omega, \quad p > 2, \quad T \in (0, \infty), \quad u_0 \in H^1(\Omega)\) and \(g: \mathbb{R}_+ \rightarrow \mathbb{R}_+\) is a positive nonincreasing function. The authors used the concavity method and the improved potential well method to obtain the global existence and the finite time blow-up phenomena of solutions.

This paper consists of two main parts. In Part 1, by using the \(N\)-order iterative method, Faedo-Galerkin method, and compact method, we prove existence and uniqueness of a weak solution of problems (1)–(3) (see Theorem 2). We begin with the establishment of the \(N\)-order nonlinear approximate sequence \(\{u^{(m)}\}\) in case of \(f \in C^N([0,1] \times [0,T^*] \times \mathbb{R})\) via the \(N\)-order iterative scheme associated with problems (1)–(3) as follows:

\[
\begin{align*}
u^{(0)}(0) & = 0, \\
u^{(m)}_t - \Delta u^{(m)} + \int_0^t g(t-s)\Delta u^{(m)}(s)ds & = f(x,t,u^{(m-1)}(x,t)), \\
u_x^{(m)}(1,t) - \zeta u_x^{(m)}(1,t) & = u^{(m)}(R,t) = 0, \\
u^{(m)}_x(0) & = u_0,
\end{align*}
\]

and next, we prove that \(\{u^{(m)}\}\) converges to the unique solution \(u\) of problems (1)–(3) at a rate of order \(N (N \geq 2)\); it means that \(\|u^{(m)} - u\|_X \leq C\|u^{(m-1)} - u\|_X^N\) for some \(C > 0\), where \(X\) is a suitable space. Scheme (7) is called the high-order iterative scheme or the \(N\)-order iterative scheme. Specially, when \(N = 2\), the 2-order iterative scheme is given as follows:

\[
\begin{align*}
u^{(0)}(0) & = 0, \\
u^{(m)}_t - \Delta u^{(m)}(t) - \alpha(t)\Delta u^{(m)}(t) & = f(x,t,u^{(m-1)}(x,t)) + \int_0^t g(t-s)\Delta u^{(m)}(s)ds \\
 & = f(x,t,u^{(m-1)}(x,t)) + D_jf(x,t,u^{(m-1)}(x,t))\left(u^{(m)}(x,t) - u^{(m-1)}(x,t)\right), \\
u_x^{(m)}(1,t) - \zeta u_x^{(m)}(1,t) & = u^{(m)}(R,t) = 0, \\
u^{(m)}_x(0) & = u_0,
\end{align*}
\]
where $Lu = u_{xx} + (1/x)u_x$. In case of $f \in C^1(\Omega \times [0, T^*] \times \mathbb{R})$, it is clear to see that the local existence and uniqueness of problems (1)–(3) also can be established by using the linear approximate sequence $\{u^{(m)}\}$ via a single-iterative scheme (see Remark 1). We note more that the abovementioned high-order iterative scheme is also used to obtain the existence of solutions in the previous papers [20–23]. In [23], Truong et al. studied the initial-boundary problem for a nonlinear wave equation of Kirchhoff-Carrier type. Here, by Galerkin method and compactness method, the existence and the convergence at $N$-order rate of a recurrent sequence associated with the proposed problem were proved. Furthermore, when $N = 3$, the 3-order iterative scheme was established and solved numerically.

In this paper, the numerical results are also given in Part 2. First, this part is devoted to the construction of the difference scheme to approximate $u^{(m)}$ in the 2-order iterative scheme (8). In order to do this, we shall use a simple finite-difference scheme which is a standard model given in [24]. We first use the uniform partition $x_i = ih$, $h = (1/N_0)$, $i = 0, 1, \ldots, N_0$, and the forward difference formulas (see [24], pages 36 and 43) to approximate the $k^{th}$ derivatives, $k = 1, 2$, in spatial variable, as follows:

$$u^{(m)}_x(x_i, t) = \frac{u^{(m)}_i(t) - u^{(m)}_{i-1}(t)}{h},$$

$$u^{(m)}_x(x_0, t) = \frac{u^{(m)}_1(t) - u^{(m)}_0(t)}{h},$$

$$u^{(m)}_{xx}(x_i, t) = \frac{u^{(m)}_{i+1}(t) - 2u^{(m)}_i(t) + u^{(m)}_{i-1}(t)}{h^2},$$

$$Lu^{(m)}_i(t) = u^{(m)}_{xx}(x_i, t) + \frac{1}{x_i^2}u^{(m)}_x(x_i, t)$$

$$= a_i u^{(m)}_{i-1}(t) + b_i u^{(m)}_i(t) + y u^{(m)}_{i+1}(t),$$

where $a_i = \left(\frac{1}{h^2} - \frac{1}{x_i^2 h}\right)$,

$$b_i = \left(-\frac{2}{h^2} + \frac{1}{x_i^2 h}\right),$$

$$y = \frac{1}{h^2}, \quad 2 \leq i \leq N_0.$$

This is also a technique used in [20, 25–29]. After replacing (9)_{1,2,3} in problem (8), we obtain the first-order integro-differential equation with a vector-function variable in the form as follows:

$$\begin{align*}
\overline{A}(t) \frac{d\overline{u}^{(m)}}{dt}(t) + B^{(m)}(t)\overline{u}^{(m)}(t) + \int_0^t g(t-s)C\overline{u}^{(m)}(s)ds &= F^{(m)}(t),
\end{align*}$$

where $\overline{A}(t)$, $B^{(m)}(t)$ are functional matrices depending on a time variable $t$ and $C \in \mathfrak{W} N_0$ ($\mathfrak{W} N_0$ is the set of real $N_0$-size matrices). Next, we make discretizations in time variables $t_j = j\Delta t$, $\Delta t = (T/M)$, and $j = 0, 1, \ldots, M$ and approximate the integral $\int_0^t g(t-s)C\overline{u}^{(m)}(s)ds$ by the trapezoidal formula (see [24], page 56), and we remark that this technique was also used in [26, 27, 30]. Then, we obtain the following algorithm to determine the finite-difference approximate solutions of $u^{(m)}$ given by the 2-order iterative scheme formula (71)

$$\begin{align*}
\overline{A}_0 u^{(m)}_1(t) &= (\overline{A}_0 - \Delta t B^{(m)}_0)u^{(m)}_0(t) + \Delta t F^{(m)}(t),
\end{align*}$$

$$\begin{align*}
\overline{A}_1 u^{(m)}_2(t) &= (\overline{A}_1 - \Delta t B^{(m)}_1)u^{(m)}_1(t) + \Delta t F^{(m)}(t),
\end{align*}$$

$$\begin{align*}
\overline{A}_j u^{(m)}_{j+1}(t) &= (\overline{A}_j - \Delta t B^{(m)}_j)u^{(m)}_j(t) + \Delta t F^{(m)}(t), \quad 2 \leq j \leq M - 1,
\end{align*}$$

where $\overline{A}_j = \overline{A}(t_j)$ and $B^{(m)}_j = B^{(m)}(t_j)$. Similarly, we have constructed the algorithm to find the finite-difference approximate solutions of $u^{(m)}$ given by the single-order iterative scheme (formula (92)).

It is well known that the finite-difference method to solve nonlinear elliptic/parabolic/pseudoparabolic equations and the consistency, accuracy, efficiency, stability, convergence, and other properties of difference schemes are mentioned in many works [25–27, 29, 31–45]. In [31], Amirali et al. considered the following initial-boundary value problem for the pseudoparabolic equation with delay

$$\begin{align*}
Lu &= \frac{\partial u}{\partial t} - \frac{\partial}{\partial x} \left(a(x, t) \frac{\partial^2 u}{\partial t \partial x} - \frac{\partial}{\partial x} \left(b(x, t) \frac{\partial u}{\partial x}\right)\right)
&= f(x, t, u(x, t), u(x, t) - r), \quad (x, t) \in Q,
\end{align*}$$

$$\begin{align*}
u(0, t) &= u(l, t) = 0, \quad t \in (0, T],
\end{align*}$$

$$\begin{align*}
u(x, t) &= \phi(x, t), \quad (x, t) \in Q \times [-r, 0],
\end{align*}$$

where $Q = (0, l) \times (0, T]$, $r$ represents the delay parameter, $a(x, t) \geq a > 0$, $|b(x, t)| \leq b^*$, $\phi(x, t)$, and $f(x, t, u(x, t), u(x, t) - r)$ are given sufficiently smooth functions satisfying certain regularity conditions. Here, the finite-difference technique was applied to the numerical solution of problem (12). By the method of integral identities with use of the piecewise linear basis functions in space and interpolating quadrature rules with weight and remainder term in integral forms, two-level difference scheme was constructed for singular perturbation cases without delay. The finite-difference discretization was shown to be absolutely stable and convergent of order two in space and of order one in time. Based on the method of energy estimates, the error analysis for the approximate solution was
presented. The error estimates were obtained in the discrete norm. Some numerical results confirming the expected behavior of the method were shown.

In [32], Beshtokov studied the following nonlocal boundary value problem for a third-order pseudoparabolic equation with variable coefficients

\[
\begin{cases}
  u_t = Lu + f(x, t), & 0 < x < l, 0 < t \leq T, \\
  L_0 u(0, t) = 0, & 0 \leq t \leq T, \\
  u(l, t) = \beta \int_0^l x^m u(x, t)dx - \mu(t), & 0 \leq t \leq T, \\
  u(x, 0) = u_0(x), & 0 \leq x \leq l, \tag{13}
\end{cases}
\]

where

\[
Lu = \frac{1}{x^m} (x^m k(x, t)u_x)_x + \frac{1}{x^m} (\eta(x, t)u_x)_x + r(x, t)u_x - q(x, t)u,
\]

\[
L_0 u = ku_x + (n u_x)_x.
\]

The existence and uniqueness of the solution of problems (13) and (14) were proved by the Riemann function method. For its solution, in the differential and finite-difference settings, the author derived a priori estimates that implied the stability of the solution with respect to the initial data and the right-hand side on a layer as well as the convergence of the solution of the difference problem to the solution of the differential problem.

In [26], Jachimavičienė and Sapagovas studied the following two-dimensional pseudoparabolic equation:

\[
u_t = \Delta u + \eta \Delta u_x + f(x, y, t), \quad 0 < x, y < 1, 0 < t < T, \tag{15}
\]

with nonlocal integral boundary conditions

\[
\begin{cases}
  u(0, y, t) = \gamma_1 \int_0^1 u(x, y, t)dx + \mu_1(y, t), \\
  u(1, y, t) = \gamma_2 \int_0^1 u(x, y, t)dx + \mu_2(y, t), \\
  u(x, 0, t) = \mu_3(x, t), \\
  u(x, 1, t) = \mu_4(x, t), \tag{16}
\end{cases}
\]

and initial condition

\[
u(x, y, 0) = \varphi(x, y), \tag{17}
\]

where \( f, \varphi, \mu_i \) and \( i = 1, 2, 3, 4 \) are given functions and \( \eta, \gamma_i \), and \( \gamma_2 > 0 \) are given constants. They decomposed problem (15) into two locally one-dimensional problems from layer \( t = t_n \) to layer \( t = t_{n+1} \) as follows:

\[
\begin{cases}
  \frac{1}{2} \frac{du}{dt} + \frac{\partial u}{\partial t} + \frac{1}{2} \frac{\partial^2 u}{\partial x^2} + \frac{1}{2} f, & t_n \leq t \leq t_{n+1/2}, \\
  \frac{1}{2} \frac{du}{dt} + \frac{\partial u}{\partial t} + \frac{1}{2} \frac{\partial^2 u}{\partial y^2} + \frac{1}{2} f, & t_{n+1/2} \leq t \leq t_{n+1}, \tag{18}
\end{cases}
\]

and next, they changed equation (18) to the following one-dimensional difference schemes:

\[
\begin{align*}
\frac{u_{ij}^{n+1/2} - u_{ij}^n}{\tau} &= \frac{\Delta u_{ij}^{n+1/2} - \Delta u_{ij}^n}{(\tau/2)} + \frac{1}{2} f_{ij}^{n+1/2}, \\
\frac{u_{ij}^{n+1} - u_{ij}^{n+1/2}}{\tau} &= \frac{\Delta_2 u_{ij}^{n+1} - \Delta_2 u_{ij}^{n+1/2}}{(\tau/2)} + \frac{1}{2} f_{ij}^{n+1}, \tag{19}
\end{align*}
\]

where \( \Delta_1 u_{ij}^n = ((u_{ij}^n - 2u_{ij}^{n-1} + u_{ij}^{n-2})/h^2) \) and \( \Delta_2 u_{ij}^{n+1} = ((u_{ij}^{n+1} - 2u_{ij}^{n+1/2} + u_{ij}^{n+1/2})/h^2) \). They proved the difference equation (19) approximating the differential equation (18) with the truncation error \( O(h^2 + \tau) \). Moreover, if \( \gamma_1 + \gamma_2 < 2 \), then the difference schemes (19) are stable for all values of \( h \) and \( \tau \).

In [34], Brachet and Chehab considered the following nonlinear parabolic equation:

\[
u_t + F(u) = 0, \tag{20}
\]

where \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a regular map. The backward Euler scheme applied to the above equation generates the iterations

\[
u^{(k+1)} - \nu^{(k)} + \Delta t F(u^{(k+1)}) = 0, \tag{21}
\]

and the nonlinear term \( F(u^{(k+1)}) \) is approximated by

\[
F(u^{(k+1)}) \approx F(u^{(k)}) + F'(u^{(k)})(u^{(k+1)} - u^{(k)}). \tag{22}
\]

Consequently, the following difference equation is established:

\[
u^{(k+1)} = \nu^{(k)} - \Delta t \left( (I + \Delta t F'(u^{(k)}))^{-1} F(u^{(k)}) \right). \tag{23}
\]

Stability results in the linear and the nonlinear case and numerical simulations of 2D incompressible Navier-Stokes equations for illustrating the robustness of the method were also presented here. It is clear that the approximation given by (22) is similar to the approximation of the nonlinear term on the left hand side of the 2-order iterative scheme (8).

In [41], the authors undeveloped two new B-spline collocation algorithms based on cubic trigonometric B-spline functions to find approximate solutions of a nonlinear parabolic partial differential equations with Dirichlet and Neumann boundary conditions. Some well-known nonlinear parabolic problems were also solved here to check the applicability, accuracy, and efficiency of the proposed algorithms.

In [37], departing from a generalized Burgers–Huxley partial differential equation, the authors provided a Micksen-type, nonlinear, finite-difference discretization of the model. They proved that the method proposed also preserves many of the relevant characteristics of these solutions, such as the positivity, the boundedness, and the spatial and temporal monotonicity, and then, in [42], the authors established the property of convergence for a finite-difference discretization of a diffusive partial differential equation
Lemma 1. The embeddings \( V \hookrightarrow C^0(\Omega) \) are compact and

\[
\begin{align*}
\text{(i)} & \quad \|v\|_{C^0(\Omega)} \leq \sqrt{R-1} \|v_x\|_0 \quad \text{for all } v \in V, \\
\text{(ii)} & \quad \|v\|_0 \leq \frac{\sqrt{2R}(R-1)}{2} \|v_x\|_0 \quad \text{for all } v \in V, \\
\text{(iii)} & \quad \|v_x\|_0 \leq \|v\|_a \leq \sqrt{1 + \zeta(R-1)} \|v_x\|_0 \quad \text{for all } v \in V. 
\end{align*}
\]

Lemma 2. The symmetric bilinear form \( a(\cdot, \cdot) \) is continuous on \( V \times V \) and coercive on \( V \), i.e., there exist two positive constants \( C_0 \) and \( C_1 \) such that

\[
\begin{align*}
\text{(i)} & \quad |a(u, v)| \leq C_1 \|u\|_a \|v\|_a, \\
\text{(ii)} & \quad a(v, v) \geq C_0 \|v\|_0,
\end{align*}
\]

for all \( u, v \in V \). Moreover, \( C_1 = 1 + \zeta(R-1) \) and \( C_0 = 1 \).

The notation \( \| \cdot \|_X \) is the norm in the Banach space \( X \), and \( X' \) is the dual space of \( X \). We denote by \( L^p(0, T; X) \), \( 1 \leq p \leq \infty \), for the Banach space of functions \( u: (0, T) \to X \) measurable, such that

\[
\|u\|_{L^p(0, T; X)} = \left( \int_0^T \|u(t)\|_X^p \, dt \right)^{1/p} < \infty, \text{ for } 1 \leq p < \infty, \\
\|u\|_{L^\infty(0, T; X)} = \operatorname{esssup}_{0 < t < T} \|u(t)\|_X, \quad \text{for } p = \infty.
\]

Denote \( u(t)(x) = u(x, t), \quad u(t) = u(\cdot, t), \quad a(t) = a(\cdot, t) \), \( \cdot \) and \( R \) are continuous functions, \( \zeta \geq 0 \) being a given constant and \( \|v\|_a = \sqrt{a(v,v)} \). Then, we have the following lemmas.

Definition 1. The weak solution of problems (1)–(3) is a function \( u \in C([0, T]; V \cap H^2) \) such that \( u' \in L^\infty(0, T; V \cap H^2) \) and \( u \) satisfies the following variational equation:

\[
\begin{cases}
\langle u'(t), w \rangle + a(t)\langle u'(t), w \rangle + \mu(t)\langle a(u(t), w) \\
\int_0^t g(t-s)\langle a(u(s), w)ds + \langle f(u(t), w) \rangle, \quad \text{for all } w \in V, \text{ a.e.}, t \in (0, T), \\
u(0) = \tilde{u}_0,
\end{cases}
\]
where $f[u](x,t) = f(x,t,u(x,t))$. For each $T \in (0,T^*)$, we define $W_T = \{v \in C([0,T];V \cap H^2) : v \in L^\infty(0,T;V \cap H^2)\}$, and then $W_T$ is a Banach space with the norm $\|v\|_{W_T} = \max\{\|v\|_{C([0,T];V \cap H^2)}, \|v\|_{L^\infty(0,T;V \cap H^2)}\}$. For $M > 0$, we put $B_T(M) = \{v \in W_T : \|v\|_{W_T} \leq M\}$.

Now, we construct the recurrent sequence $\{u^{(m)}\}$ defined by $u^{(0)} \equiv 0$, and suppose that

\[
\begin{aligned}
&\left\{ \begin{array}{l}
\langle u^{(m)}(t), w \rangle + \alpha(t)a(u^{(m)}(t), w) + \mu(t)a(u^{(m)}(t), w) \\
= \int_0^t g(t-s)a(u^{(m)}(s), w)ds + \langle F^{(m)}(t), w \rangle, \\
\end{array} \right. \quad \text{for all } w \in V, \ a.e., \ t \in (0,T),
\end{aligned}
\]

where

\[
F^{(m)}(x,t) = \sum_{i=0}^{N-1} 1 D_i f(x,t,u^{(m-1)}(x,t)) (u^{(m)}(x,t) - u^{(m-1)}(x,t)).
\]

Using the standard Faedo-Galerkin method, which is introduced by Lions in [44], we can prove the following theorem.

**Theorem 1.** Assume that $u_0$, $g$, $\alpha(t)$, $\mu(t)$, and $f$ satisfy the conditions $(H_1)-(H_2)$, respectively, then there exist the constants $M > 0$ and $T > 0$ such that problems (33), (34) admit $u^{(m)} \in B_T(M)$.

By using Theorem 1 and the compact imbedding theorems, we shall prove the existence and uniqueness of weak local solution in time to problems (1)–(3).

First, we consider the space

\[
W_1(T) = \{v \in C([0,T];V) : v' \in L^2(0,T;V)\},
\]

then $W_1(T)$ is a Banach space with respect to the norm (see [44]) $\|v\|_{W_1(T)} = \|v\|_{C([0,T];V)} + \|v'\|_{L^2(0,T;V)}$.

Then, $u^{(m)}$ is found by the fact that $u^{(m)} \in B_T(M)$, $m \geq 1$, and $u^{(m)}$ satisfies

\[
u^{(m)}(0) = \bar{u}_0.
\]

**Theorem 2.** Let $(H_1)-(H_3)$ hold. Then, there exist constants $M > 0$ and $T > 0$ such that problems (1)–(3) have a unique weak solution $u \in B_T(M)$ and the recurrent sequence $\{u^{(m)}\}$, defined by (32)–(34), converges at a rate of order $N$ to the solution $u$ strongly in the space $W_1(T)$ in the sense

\[
\|u^{(m)} - u\|_{W_1(T)} \leq C \|u^{(m-1)} - u\|_{W_1(T)},
\]

for all $m \geq 1$, where $C$ is a suitable constant. On the other hand, the following estimate is fulfilled:

\[
\|u^{(m)} - u\|_{W_1(T)} \leq C_T(k_T)^N, \quad \text{for all } m \in \mathbb{N},
\]

where $C_T$ and $0 < k_T < 1$ are the constants depending only on $T$.

**Proof.** We shall prove that $\{u^{(m)}\}$ is a Cauchy sequence in $W_1(T)$.

First, we put $\nu^{(m)} = u^{(m+1)} - u^{(m)}$. Then, $\nu^{(m)}$ satisfies the variational problem,

\[
\begin{aligned}
&\left\{ \begin{array}{l}
\langle \nu^{(m)}(t), w \rangle + \alpha(t)a(\nu^{(m)}(t), w) + \mu(t)a(\nu^{(m)}(t), w) \\
= \int_0^t g(t-s)a(\nu^{(m)}(s), w)ds + \langle F^{(m+1)}(t) - F^{(m)}(t), w \rangle, \\
\end{array} \right. \quad \forall w \in V,
\end{aligned}
\]

Taking $w = \nu^{(m)}(t)$ in (38), after integrating in $t$, we have

\[
Z_m(t) = 2 \int_0^t |\nu^{(m)}(s)|^2 ds + 2 \int_0^t g(t-s)a(\nu^{(m)}(s), \nu^{(m)}(s))ds + 2 \int_0^t \langle F^{(m+1)}(s) - F^{(m)}(s), \nu^{(m)}(s) \rangle ds
\]

\[
= J_1 + J_2 + J_3.
\]
where
\[ Z_m(t) = \mu(t)\|v^{(m)}(t)\|_a^2 + 2 \int_0^t \left( \|v^{(m)}(s)\|_a^2 + \alpha(s)\|v^{(m)}(s)\|_a^2 \right) ds. \] 

(40)

Next, we have to estimate the integrals on the right-hand side of (40). We put
\[ K_M(f) = \|f\|_{C^m(\Omega)} + \sum_{j=0}^{N-1} \|D_2 D_j f\|_{C^m(\Omega)} \] 
where
\[ \|f\|_{C^m(\Omega)} = \sup \{|f(x,t,y)| : (x,t,y) \in \Omega_M\}, \] 
\[ \Omega_M = [1,R] \times [0,T^*] \times [-\sqrt{R-1} M, \sqrt{R-1} M]. \] 

(41)

Using the inequality \( Z_m(t) \geq \beta_s \|v^{(m)}(t)\|_a^2 + 2 \int_0^t (\|v^{(m)}(s)\|_a^2 + \|v^{(m)}(s)\|_a^2) ds \), with \( \beta_s = \min \{\mu_s, \alpha_s\} \), the integrals \( J_1 \) and \( J_2 \) are estimated as follows:
\[ J_1 = 2 \int_0^t \mu'(s) \|v^{(m)}(s)\|_a^2 ds \leq \frac{1}{\beta_s} \|\mu'\|_{L^\infty(0,T^*)} \int_0^t Z_m(s) ds, \]
\[ J_2 = 2 \int_0^t ds \int_0^t g(t-s) d(v^{(m)}(s), v^{(m)}(t)) ds \]
\[ \leq \frac{1}{4} Z_m(t) + \frac{2T^* \|g\|_{L^2(0,T^*)}^2}{\beta_s}. \] 

(42)

Using Taylor’s expansion of the functions \( f(x,t,u^{(m)}) = f(x,t,u^{(m-1)} + v^{(m-1)}) \) around the point \( u^{(m-1)} \) up to order \( N \), we obtain
\[ f(x,t,u^{(m)}) - f(x,t,u^{(m-1)}) = \sum_{i=1}^{N-1} \frac{1}{i!} D_j f(x,t,u^{(m-1)}) (v^{(m-1)})^i + \frac{1}{N!} D_j^N f(x,t,u^{(m-1)}) (v^{(m-1)})^N, \] 

(43)

where \( u^{(m-1)}(x,t) + \theta v^{(m-1)}(x,t) \), \( 0 < \theta < 1 \).

Hence,
\[ \mathcal{F}^{(m+1)}(t) - \mathcal{F}^{(m)}(t) = \sum_{i=1}^{N-1} \frac{1}{i!} D_j f(x,t,u^{(m)}) (v^{(m)})^i + \frac{1}{N!} D_j^N f(x,t,u^{(m)}) (v^{(m-1)})^N. \] 

(44)

Note that
\[ |v^{(m)}(x,t)|^i \leq (\sqrt{R-1} \|v^{(m)}(t)\|_a)^i \leq (\sqrt{R-1})^j (2M)^{-1} \sqrt{Z_m(t)} \] 
\[ |v^{(m-1)}(x,t)|^N \leq (\sqrt{R-1} \|v^{(m-1)}(t)\|_a)^N \leq (\sqrt{R-1})^N \|v^{(m-1)}\|_{W_1(T)}^N. \] 

(45)

Therefore, we have
\[ \|\mathcal{F}^{(m+1)}(t) - \mathcal{F}^{(m)}(t)\|_0 \leq \left( \frac{R-1}{2} \right) K_M(f) \sum_{i=1}^{N-1} \frac{1}{i!} (\sqrt{R-1})^i (2M)^{-1} \sqrt{Z_m(t)} \]
\[ + \frac{1}{N!} \left( \frac{R-1}{2} \right) K_M(f) (\sqrt{R-1})^N \|v^{(m-1)}\|_{W_1(T)}^N \]
\[ \equiv \mathcal{P}_1(M) \sqrt{Z_m(t)} + \mathcal{P}_2(M) \|v^{(m-1)}\|_{W_1(T)}^N. \] 

(46)
where $\gamma_1(M) = ((R^2 - 1)/2)k_M(f)\sum_{i=1}^{N-1}(1/i!)((\sqrt{R} - 1)j(2M)^{j-1})^{1/2}\beta_{ij}$, $\gamma_2(M) = (1/\sqrt{N})(\sqrt{R} - 1/2)k_M(f)(\sqrt{R} - 1)^N$. Since the above inequality, the integral $J_3$ can be estimated by

$$J_3 = 2\int_0^1 \langle f^{(m+1)}(s) - f^{(m)}(s), \mathcal{F}(s) \rangle ds$$

$$\leq 2\int_0^1 \langle \mathcal{F}^{(m+1)}(s) - \mathcal{F}^{(m)}(s), \mathcal{F}(s) \rangle ds + \frac{1}{2} \int_0^1 \| \mathcal{F}^{(m)}(s) \|_0^2 ds$$

$$\leq 4T\gamma_1^2(M)\| \mathcal{F}^{(m-1)} \|_{W_1(T)}^2 + 4\gamma_2^2(M)\int_0^1 Z_m(s) ds,$$

(47)

By (39) and (42), it follows from (47) that

$$Z_m(t) \leq 8T\gamma_1^2(M)\| \mathcal{F}^{(m-1)} \|_{W_1(T)}^2 + 2\gamma_3^2(M)\int_0^t Z_m(s) ds,$$

(48)

where $\gamma_3(M) = 4\gamma_2^2(M) + (\| \mu \|_{L^2(0,T^*)} + 2T^*\| g \|_{L^2(0,T^*)})/\beta_x$.

Using Gronwall’s Lemma, we deduce from (48) that

$$\| \mathcal{F}^{(m)} \|_{W_1(T)} \leq \mu_T\| \mathcal{F}^{(m-1)} \|_{W_1(T)}, \quad \forall m \in \mathbb{N},$$

(49)

where $\mu_T = (1 + (1/\sqrt{2}))(2\sqrt{2}/\sqrt{\beta_x})\gamma_3(M)\sqrt{T} \exp(f \gamma_3(M))$.

Choosing $T > 0$ small enough such that $k_T = M(\mu_T)^{(1/(N-1))} < 1$, it follows from (49) that, for all $m$ and $p$,

$$\| u^{(m)} - u^{(m+p)} \|_{W_1(T)} \leq \frac{1}{(\mu_T)^{(1/(N-1))}(1 - k_T)} (k_T)^{n+p}.$$  (50)

The above inequality ensures that $\{ u^{(m)} \}$ is a Cauchy sequence in $W_1(T)$. Then, there exists $u \in W_1(T)$ such that

$$u^{(m)} \rightarrow u \text{ strongly in } W_1(T).$$  (51)

Note that $u^{(m)} \in B_T(M)$, then there exists a subsequence $\{ u^{(m_j)} \}$ of $\{ u^{(m)} \}$ such that

$$u^{(m_j)} \rightarrow u, \quad \text{in } L^\infty(0,T;V \cap H^2) \text{ weakly*},$$

(52)

$$u^{(m)} \rightarrow u', \quad \text{in } L^\infty(0,T;V \cap H^2) \text{ weakly*},$$

(53)

$$u \in B_T(M).$$

We note that

$$\| f \|_{C^q(Q_T^\text{e})} \leq \| \mathcal{F}^{(m)} - f[u] \|_{C^q(Q_T^\text{e})} + \| f \|_{C^q(Q_T^\text{e})} \| \mathcal{F}^{(m)} - f[u] \|_{C^q(Q_T^\text{e})}$$

(54)

Therefore, we deduce from (51) and (54) that

$$\mathcal{F}^{(m)} \rightarrow f[u] \text{ strongly in } C^0(Q_T^\text{e}).$$  (55)

Letting $m = m_j \rightarrow \infty$ in (33) and (34) and using (51, 52, and 55), it implies that there exists $u \in B_T(M)$ satisfying (31). The proof of the existence is completed. Next, it is not difficult to prove the uniqueness of a solution of (31). Afterward, by passing to the limit in (50) as $p \rightarrow \infty$ for fixed $m$, we get (37). Theorem 2 is proved completely.

Remark 1. The local existence and uniqueness of problems (1)–(3) can be established by using the linear approximate

sequence $\{ u^{(m)} \}$ corresponding to schemes (32)–(34) with $\mathcal{F}^{(m)}(x,t) = f(x,t,u^{(m-1)}(x,t))$. Then, the assumption for $f$ is weakened as follows: $f \in C^1(\Omega \times [0,T^*) \times \mathbb{R})$.

We note more that the scheme obtained here is called the single-iterative scheme.

3. Numerical Scheme

In this section, we first construct a difference scheme to approximate the solution $u$ of problems (1)–(3) via approximating $u^{(m)}$ in the 2-order iterative scheme (8). It is implied from Theorems 1 and 2 that, $u^{(m)}$ is definite by
problems (33) and (34) with the nonlinear term $\mathcal{F}^{(m)}(x,t)$ given on right-hand side of (33) as follows:

$$\mathcal{F}^{(m)}(x,t) = f(x,t,u^{(m-1)}(x,t)) + b^{(m)}(x,t)(u^{(m)}(x,t) - u^{(m-1)}(x,t)), \quad (56)$$

with

$$b^{(m)}(x,t) = D_3 f(x,t,u^{(m-1)}(x,t)). \quad (57)$$

Replacing the derivatives in spatial variable $x$ of (59) by the following approximations (see [24], pages 36 and 43),

$$u_x^{(m)}(x_i,t) \approx \frac{u_i^{(m)}(t) - u_{i-1}^{(m)}(t)}{h},$$

$$u_{xx}^{(m)}(x_0,t) \approx \frac{u_i^{(m)}(t) - u_i^{(m)}(t)}{h},$$

$$u_{xx}^{(m)}(x_i,t) \approx \frac{u_i^{(m)}(t) - 2u_i^{(m)}(t) + u_{i-1}^{(m)}(t)}{h^2},$$

$$Lu_{i}^{(m)}(t) = u_{xx}^{(m)}(x_i,t) + \frac{1}{x_i} u_x^{(m)}(x_i,t)$$

$$\approx \frac{u_{i-1}^{(m)}(t) - 2u_i^{(m)}(t) + u_{i+1}^{(m)}(t)}{h^2} + \frac{1}{x_i} \left[ \frac{u_i^{(m)}(t) - u_{i-1}^{(m)}(t)}{h} \right]$$

$$= \left( \frac{1}{h^2} - \frac{1}{x_i h} \right) u_x^{(m)}(t) + \left( \frac{2}{h^2} + \frac{1}{x_i h} \right) u_{xx}^{(m)}(t) + \frac{1}{h^2} u_{i+1}^{(m)}(t)$$

$$= a_i u_{i-1}^{(m)}(t) + b_i u_i^{(m)}(t) + \gamma u_{i+1}^{(m)}(t), \quad (61)$$

Putting

$$u_i^{(m)}(t) = u_i^{(m)}(x_i,t), \quad x_i = 1 + i\hbar, \quad i = 0, 1, \ldots, N + 1, \quad h = \frac{R - 1}{N + 1}. \quad (58)$$

Rewriting (8) at the node $x = x_i$,

$$\left\{
\begin{array}{l}
\dot{u}_i^{(m)}(t) - \alpha(t) \left[ a_i u_{i-1}^{(m)}(t) + b_i u_i^{(m)}(t) + \gamma u_{i+1}^{(m)}(t) \right] - \mu(t) \left[ a_i u_{i-1}^{(m)}(t) + b_i u_i^{(m)}(t) + \gamma u_{i+1}^{(m)}(t) \right] \\
+ \int_0^t g(t-s) \left[ a_i u_{i-1}^{(m)}(s) + b_i u_i^{(m)}(s) + \gamma u_{i+1}^{(m)}(s) \right] ds - b_i^{(m)}(t) u_i^{(m)}(t) = F_i^{(m)}(t), \quad 1 \leq i \leq N, \\
u_i(1) - \zeta u_0(t) = u_{N+1}(t) = 0, \\
u_i(0) = u_i(x_i,0) = \bar{u}_0(x_i) = \bar{u}_{N+1}, \quad 0 \leq i \leq N.
\end{array}
\right. \quad (63)$$

with

$$a_i = \left( \frac{1}{h^2} - \frac{1}{x_i h} \right),$$

$$b_i = \left( \frac{2}{h^2} + \frac{1}{x_i h} \right), \quad (62)$$

$$\gamma = \frac{1}{h^2}, \quad 2 \leq i \leq N.$$
Using the boundary conditions (63)_2 with $u_0^{(m)}(t) = ((u_1^{(m)}(t))/(1 + hC), u_{N+1}(t) = 0$ and after eliminating the unknown functions $u_0(t)$ and $u_{N+1}(t)$ in the first align $i = 1$ and the last align $i = N$, respectively, then system (63) is rewritten as follows:

$$
\begin{align*}
\begin{bmatrix}
\hat{u}_1^{(m)}(t) - \alpha(t)[\hat{a}_1 \hat{u}_1^{(m)}(t) + \gamma \hat{u}_2^{(m)}(t)] - \mu(t)[\hat{a}_1 u_1^{(m)}(t) + \gamma u_2^{(m)}(t)] \\
\vdots \\
\hat{u}_i^{(m)}(t) - \alpha(t)[\hat{a}_i \hat{u}_i^{(m)}(t) + \gamma \hat{u}_{i+1}^{(m)}(t)] - \mu(t)[\hat{a}_i u_i^{(m)}(t) + \gamma u_{i+1}^{(m)}(t)] \\
\vdots \\
\end{bmatrix} + \int_0^t g(t-s)[a_i u_i^{(m)}(s) + b_i u_{i+1}^{(m)}(s) + \gamma u_{i+1}^{(m)}(s)] ds - b_i^{(m)}(t)u_i^{(m)}(t) = F_i^{(m)}(t), \quad i = 1, 2 \leq i \leq N-1, \\
\hat{u}_N^{(m)}(t) - \alpha(t)[\hat{a}_N u_{N-1}^{(m)}(t) + b_N u_N^{(m)}(t)] - \mu(t)[\hat{a}_N u_{N-1}^{(m)}(t) + b_N u_N^{(m)}(t)] \\
\vdots \\
+ \int_0^t g(t-s)[a_N u_{N-1}^{(m)}(s) + b_N u_N^{(m)}(s) + \gamma u_{N+1}^{(m)}(s)] ds - b_N^{(m)}(t)u_N^{(m)}(t) = F_N^{(m)}(t), \quad i = N,
\end{align*}
$$

(64)

where $\hat{a}_i = (a_i/(1 + hC)) + b_i$.

Using (64) to rewrite (63) into a vector align as follows:

$$
\begin{align*}
\{\hat{u}(t) \frac{d\hat{u}^{(m)}}{dt}(t) + B^{(m)}(t)\hat{u}^{(m)}(t) + \int_0^t g(t-s)C\hat{u}^{(m)}(s)ds = F^{(m)}(t),
\end{align*}
$$

(65)

where

$$
\begin{align*}
\hat{u}^{(m)}(0) = (u_1^{(m)}(0), \ldots, u_N^{(m)}(0))^T = (\hat{u}_0(x_1), \ldots, \hat{u}_0(x_N))^T.
\end{align*}
$$

and $\hat{A}(t), B^{(m)}(t), C \in \mathcal{M}_N$ (the set of real N-order matrices) are defined by

$$
\hat{A}(t) = I - \alpha(t)C,
$$

$$
\hat{B}_m(t) = -\hat{B}_m(t) - \mu(t)C
$$

Approximating the derivatives $((d\hat{u}^{(m)}/dt)(t))$ by the differences in time variable and the following partition,
\[
\frac{d \tilde{u}^{(m)}(t)}{dt}(t_j) = \frac{\tilde{u}^{(m)}(t_{j+1}) - \tilde{u}^{(m)}(t_j)}{\Delta t},
\]

where

\[
\tilde{u}^{(m)}(t) = \tilde{u}^{(m)}(t_j), \quad t_j = j\Delta t, \quad j = 0, \ldots, M, \quad \Delta t = \frac{T}{M}.
\]

\[
\tilde{A}_j = \tilde{A}(t_j),
\]

\[
B_j^{(m)} = B^{(m)}(t_j),
\]

(68)

then the align (65) was rewritten as follows:

\[
\tilde{A}_j \frac{\tilde{u}^{(m)}(t_{j+1}) - \tilde{u}^{(m)}(t_j)}{\Delta t} + B_j^{(m)} \tilde{u}^{(m)}(t_j) + \int_0^{t_j} g(t_j - s)C\tilde{u}^{(m)}(s)ds = \tilde{F}^{(m)}(t_j).
\]

(69)

Note that, the integral \( \int_0^{t_j} g(t_j - s)C\tilde{u}^{(m)}(s)ds \) can be approximated by the trapezoidal formula (see \([24]\), page 56) as follows:

\[
\int_0^{t_j} g(t_j - s)C\tilde{u}^{(m)}(s)ds \approx \Delta t \left( \frac{g_jC\tilde{u}^{(m)}(0) + g_0C\tilde{u}^{(m)}(1)}{2} + \sum_{j=1}^{M} \frac{g_jC\tilde{u}^{(m)}(j)}{2} \right), \quad 2 \leq j \leq M,
\]

(70)

Hence, align (69) can be rewritten as follows:

\[
\tilde{A}_0 \tilde{u}^{(m)}_1(x, t_0) = (\tilde{A}_0 - \Delta t \tilde{B}^{(m)}_1) \tilde{u}^{(m)}_0 + \Delta t \tilde{F}^{(m)}_1(t_0) = \tilde{B}^{(m)}_1,
\]

\[
\tilde{A}_1 \tilde{u}^{(m)}_2 = (\tilde{A}_1 - \Delta t \tilde{B}^{(m)}_2 - \frac{1}{2}(\Delta t)^2 g_0 C) \tilde{u}^{(m)}_1 - \frac{1}{2}(\Delta t)^2 g_1 C\tilde{u}^{(m)}_0 + \Delta t \tilde{F}^{(m)}_2(t_1) = \tilde{B}^{(m)}_2,
\]

\[
\tilde{A}_j \tilde{u}^{(m)}_{j+1} = (\tilde{A}_j - \Delta t \tilde{B}^{(m)}_j - \frac{1}{2}(\Delta t)^2 g_0 C) \tilde{u}^{(m)}_j - \frac{1}{2}(\Delta t)^2 g_1 C\tilde{u}^{(m)}_0 - (\Delta t)^2 \sum_{j=1}^{M} \tilde{g}_j C\tilde{u}^{(m)}_y + \Delta t \tilde{F}^{(m)}(t_j)
\]

\[
\equiv \tilde{F}^{(m)}_{j+1}, \quad 2 \leq j \leq M - 1,
\]

(71)

in which

\[
\begin{align*}
\tilde{u}^{(m)}_0(t) &= (u^{(m)}_0(t), \ldots, u^{(m)}_N(t))^T = (u^{(m)}_0(x_1, t), \ldots, u^{(m)}_0(x_N, t))^T, \\
\tilde{u}^{(m)}_j(t) &= \tilde{u}^{(m)}(t_j) = (u^{(m)}_j(x_1, t_j), \ldots, u^{(m)}_j(x_N, t_j))^T, \\
\tilde{u}^{(m)}_0(0) &= \tilde{u}^{(m)}(0) = (\tilde{u}_0(x_1), \ldots, \tilde{u}_0(x_N))^T, \\
\tilde{F}^{(m)}_1(t_j) &= (F^{(m)}_1(t_j), \ldots, F^{(m)}_N(t_j))^T, \\
F^{(m)}_1(t_j) &= f(x, t_j, \tilde{u}^{(m)}(t_j) - \tilde{b}^{(m)}(t_j)\tilde{u}^{(m-1)}(t_j), \\
b^{(m)}_1(t_j) &= \frac{\partial f}{\partial u}(x, t_j, \tilde{u}^{(m-1)}(t_j)).
\end{align*}
\]

(72)

(A) Let \( M, N \) to be fixed constants. At the first iteration with \( m = 0 \), we set up the given vector

\[
\tilde{u}_j^{(0)}(t_j) = \tilde{u}^{(0)}(t_j) = (u^{(0)}_1(t_j), \ldots, u^{(0)}_N(t_j))^T = (u^{(0)}_0(x_1, t_j), \ldots, u^{(0)}_0(x_N, t_j))^T \equiv 0, \quad j = 1, \ldots, M.
\]

(73)

(B) At the \((m - 1)\)th iteration, suppose that we have

\[
\tilde{u}^{(m-1)}_j(t_j) = \tilde{u}^{(m-1)}(t_j) = (u^{(m-1)}_1(t_j), \ldots, u^{(m-1)}_N(t_j))^T, \quad j = 1, \ldots, M.
\]

(74)
(C) Then, the vectors \( \vec{u}_j^{(m)} = (u_1^{(m)}(t_j), \ldots, u_N^{(m)}(t_j))^T \), \( j = 1, \ldots, M \) can be computed consecutively by the following steps.

(C1) The computation of \( \vec{u}_1^{(m)} = (u_1^{(m)}(t_1), \ldots, u_N^{(m)}(t_1))^T \).

(i) With the first given vector \( \vec{u}_0^{(m)} = (\vec{u}_0(x_1), \ldots, \vec{u}_0(x_N))^T \), we calculate the matrices

\[
\vec{A}_0 = \vec{A}(t_0) = I - \alpha(t_0)C, \quad B^{(m)}(t_0) = -\vec{B}_m(t_0) - \mu(t_0)C,
\]

and the vectors

\[
\vec{F}^{(m)}(t_0) = (F_1^{(m)}(t_0), \ldots, F_N^{(m)}(t_0))^T, \quad \vec{b}^{(m)}_1 = \left( \vec{A}_0 - \Delta t \vec{B}_m^{(m)} \right) \vec{u}^{(m)}_0 + \Delta t \vec{F}^{(m)}(t_0).
\]

(ii) Finding the vector \( \vec{u}_1^{(m)} = (u_1^{(m)}(t_1), \ldots, u_N^{(m)}(t_1))^T \) by solving the following system

\[
\vec{A}_0 \vec{u}_1^{(m)} = \vec{b}_1^{(m)}.
\]

(C2) The computation of \( \vec{u}_2^{(m)} = (u_1^{(m)}(t_2), \ldots, u_N^{(m)}(t_2))^T \).

(i) Calculating the matrices

\[
\vec{A}_1 = \vec{A}(t_1) = I - \alpha(t_1)C, \quad B^{(m)}(t_1) = -\vec{B}_m(t_1) - \mu(t_1)C,
\]

and the vectors

\[
\vec{F}^{(m)}(t_1) = (F_1^{(m)}(t_1), \ldots, F_N^{(m)}(t_1))^T, \quad \vec{b}^{(m)}_2 = \left( \vec{A}_1 - \Delta t \vec{B}_m^{(m)} \right) \vec{u}^{(m)}_1 + \frac{1}{2}(\Delta t)^2 \vec{g}_b C \vec{u}^{(m)}_0 + \Delta t \vec{F}^{(m)}(t_1).
\]

(ii) Finding the vector \( \vec{u}_2^{(m)} = (u_1^{(m)}(t_2), \ldots, u_N^{(m)}(t_2))^T \) by solving the following system

\[
\vec{A}_1 \vec{u}_2^{(m)} = \vec{b}_2^{(m)}.
\]

(C3) The computation of \( \vec{u}_{j+1}^{(m)} = (u_1^{(m)}(t_{j+1}), \ldots, u_N^{(m)}(t_{j+1}))^T \). Suppose that the vectors \( \vec{u}_1^{(m)}, \vec{u}_2^{(m)}, \ldots, \vec{u}_j^{(m)} \) are calculated; we determine the vector \( \vec{u}_{j+1}^{(m)} = (u_1^{(m)}(t_{j+1}), \ldots, u_N^{(m)}(t_{j+1}))^T \) by recurrence as follows:

(i) Calculating the matrices

\[
\vec{A}_j = \vec{A}(t_j) = I - \alpha(t_j)C, \quad B^{(m)}(t_j) = -\vec{B}_m(t_j) - \mu(t_j)C,
\]

and the vectors

\[
\vec{F}^{(m)}(t_j) = (F_1^{(m)}(t_j), \ldots, F_N^{(m)}(t_j))^T, \quad \vec{b}^{(m)}_{j+1} = \left( \vec{A}_j - \Delta t \vec{B}_m^{(m)} \right) \vec{u}^{(m)}_j + \frac{1}{2}(\Delta t)^2 \vec{g}_b C \vec{u}^{(m)}_0 + \Delta t \vec{F}^{(m)}(t_j).
\]

(ii) Finding the vector \( \vec{u}_{j+1}^{(m)} = (u_1^{(m)}(t_{j+1}), \ldots, u_N^{(m)}(t_{j+1}))^T \) by solving the following system

\[
\vec{A}_j \vec{u}_{j+1}^{(m)} = \vec{b}_{j+1}^{(m)}.
\]

When the process of computation is reached to \( j = M - 1 \), we get

\[
\vec{u}_{M}^{(m)} = (u_1^{(m)}(x_1, t_j), \ldots, u_N^{(m)}(x_N, t_j))^T, \quad 1 \leq j \leq M.
\]

(C4) The error of two consecutive steps of the iteration, at the \( m^{th} \) step and at the \( (m - 1)^{th} \) step, is defined as follows:

\[
\|u^{(m)} - u^{(m-1)}\|_{M,N} = \max_{1 \leq j \leq M} \max_{1 \leq i \leq N} |u^{(m)}(x_i, t_j) - u^{(m-1)}(x_i, t_j)|.
\]

The process of the iteration will be stopped at the \( m^{th} \) step when the following estimate is satisfied:

\[
\|u^{(m)} - u^{(m-1)}\|_{M,N} < 10^{-4}.
\]

(C5) The error of the approximate solution (at the \( m^{th} \) step) and the exact solution is defined by

\[
E_{M,N} = \|u^{(m)} - u^e\|_{M,N} = \max_{1 \leq j \leq M} \max_{1 \leq i \leq N} |u^{(m)}(x_i, t_j) - u^e(x_i, t_j)|.
\]
where \(u_{\text{ex}}(x, t)\) is the exact solution. Next, we present an illustrated example and the corresponding numerical results in order to show that the convergence rate of the 2-order iterative scheme is faster than that of the single-iterative scheme (which is schemes (32)–(34) with \(F^{(m)}(x, t) = f(x, t, u^{(m-1)}(x, t))\), as in Remark 1).

For example, we consider problems (1)–(3) with

\[
\begin{align*}
\alpha(t) &= \alpha_* + e^{-\frac{5}{2}t}, \quad \alpha_* > 0, \pi > 0, \\
g(t) &= g_{\text{max}}e^{-\frac{5}{2}t}, \quad g_{\text{max}} > 0 < \mathcal{F} \neq 1, \\
\mu(t) &= \mu_* + e^{-\frac{5}{2}t}, \quad \mu_* > 0, \beta > 0, \\
f(x, t, u) &= \mu_1(x, t)u + G(x, t), \\
F(x, t) &= \mu_1(x, t)u + G(x, t),
\end{align*}
\]

where

\[
\begin{align*}
G(x, t) &= \left[1 + \mu_1(x, t)u + G(x, t)\right] \left(\frac{x^2 - 5}{2} + 1\right) e^{-\frac{5}{2}t} \\
\mu_1(x, t) &= \frac{g_{\text{max}}}{\mathcal{F} - 1} \left(1 - e^{-\frac{5}{2}t}\right) e^{-t}, \\
\bar{u}_0(x) &= -x^2 + \frac{5}{2}x - 1.
\end{align*}
\]

Given by the single-iterative schemes (92) and (93) are decreased when \(N\) and \(M\) are increased.

(i) The third column of Table 1 shows that the errors of the approximate solution and the exact solution

Then, \(u_{\text{ex}}(x, t) = (-x^2 + (5/2)x - 1)e^{-t}\) is the exact solution of problems (1)–(3) corresponding to the constants

\[
\zeta = 1, R = 2, p = 4, \rho = 10^{-2}, \alpha_* = \mu_* = \pi = 1, \text{ and } \mathcal{F} = 2
\]

and the given functions \(f(x, t, u), \mu(t), \alpha(t), \text{ and } g(t)\) as in (88).

In case \(F^{(m)}(x, t) = f(x, t, u^{(m-1)}(x, t))\), it means that

\[
\begin{align*}
F^{(m)}(x, t) &= f(x, t, u^{(m-1)}(x, t)), \\
F^{(m)}(x, t) &= f(x, t, u^{(m-1)}(x, t)), \\
F^{(m)}(x, t) &= f(x, t, u^{(m-1)}(x, t)).
\end{align*}
\]

Then, the matrix

\[
B_j^{(m)}(t) = -\mu(t_j)C \equiv B(t_j) \equiv B_j
\]

is independent of \(m\). In this case, scheme (71) leads to the following approximate scheme, which is also called a single-iterative scheme

\[
\begin{align*}
\bar{u}_0(x) &= -x^2 + \frac{5}{2}x - 1.
\end{align*}
\]

\[\text{given by the single-iterative schemes (92) and (93) are decreased when } N \text{ and } M \text{ are increased.}\]

(ii) The fourth column of Table 1 shows that the errors of the approximate solution and the exact solution given by the 2-order scheme (71) are also decreased when \(N\) and \(M\) are increased.

(iii) The errors in the fourth column are less than those of the third column with the same grid \((N, M)\), respectively.

To compare the convergent speed of the single-iterative scheme and of 2-order iterative scheme, we establish the errors as in Tables 2–5. For more details, it is as follows.

First, with \(M = N\) fixed, we put the following errors.
| Number of iterations | Single-iterative scheme | 2-order iterative scheme |
|----------------------|-------------------------|--------------------------|
| 1                    | 0.003609335483468       | 0.003609335483468        |
| 2                    | 0.00357490120808        | 0.00357490120808         |
| 3                    | 0.0035748786181222      | 0.0035748786181222       |
| 4                    | 0.0035748786181684      | 0.0035748786181684       |
| 5                    | 0.0035748786181684      | 0.0035748786181684       |
| 6                    | 0.0035748786181684      | 0.0035748786181684       |
| 7                    | 0.0035748786181684      | 0.0035748786181684       |
| 8                    | 0.0035748786181684      | 0.0035748786181684       |
| 9                    | 0.0035748786181684      | 0.0035748786181684       |
| 10                   | 0.0035748786181684      | 0.0035748786181684       |

Table 2: Errors of the approximate solution (at the $m$th step) and the exact solution, with $N = 10$ and $M = 20$. 

| Number of iterations | Single-iterative scheme | 2-order iterative scheme |
|----------------------|-------------------------|--------------------------|
| 1                    | 0.561983471074380       | 0.561983471074380        |
| 2                    | 3.70981639570555 $\times 10^{-5}$ | 3.70981639570555 $\times 10^{-5}$ |
| 3                    | 6.797891999310579 $\times 10^{-9}$ | 6.797891999310579 $\times 10^{-9}$ |
| 4                    | 8.07853788684952 $\times 10^{-13}$ | 8.07853788684952 $\times 10^{-13}$ |
| 5                    | 7.77156172376906 $\times 10^{-16}$ | 0.0000000000000000 |
| 6                    | 0.0000000000000000      | 0.0000000000000000       |

Table 3: Errors of two consecutive steps in each iteration, with $N = 10$ and $M = 20$. 

| Number of iterations | Single-iterative scheme | 2-order iterative scheme |
|----------------------|-------------------------|--------------------------|
| 1                    | 6.76592181121587 $\times 10^{-4}$ | 6.76592181121587 $\times 10^{-4}$ |
| 2                    | 6.434032163748493 $\times 10^{-4}$ | 6.434032163748493 $\times 10^{-4}$ |
| 3                    | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |
| 4                    | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |
| 5                    | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |
| 6                    | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |
| 7                    | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |
| 8                    | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |
| 9                    | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |
| 10                   | 6.434032158795233 $\times 10^{-4}$ | 6.434032158795233 $\times 10^{-4}$ |

Table 4: Errors of the approximate solution (at the $m$th step) and the exact solution, with $N = 50$ and $M = 100$. 

| Number of iterations | Single-iterative scheme | 2-order iterative scheme |
|----------------------|-------------------------|--------------------------|
| 1                    | 3.61360171005762 $\times 10^{-5}$ | 3.61360171005762 $\times 10^{-5}$ |
| 2                    | 6.81119248901164 $\times 10^{-9}$ | 6.81119248901164 $\times 10^{-9}$ |
| 3                    | 8.621436897726653 $\times 10^{-13}$ | 8.621436897726653 $\times 10^{-13}$ |
| 4                    | 1.41275898835512 $\times 10^{-14}$ | 1.41275898835512 $\times 10^{-14}$ |
| 5                    | 0.0000000000000000       | 0.0000000000000000       |
| 6                    | 0.0000000000000000       | 0.0000000000000000       |

Table 5: Errors of two consecutive steps in each iteration, with $N = 50$ and $M = 100$. 

| Number of iterations | Single-iterative scheme | 2-order iterative scheme |
|----------------------|-------------------------|--------------------------|
| 1                    | 6.5247597080469 $\times 10^{-4}$ | 6.5247597080469 $\times 10^{-4}$ |
| 2                    | 3.614203006274685 $\times 10^{-5}$ | 3.614203006274685 $\times 10^{-5}$ |
| 3                    | 6.19587714676842 $\times 10^{-9}$ | 6.19587714676842 $\times 10^{-9}$ |
| 4                    | 1.33781874673314 $\times 10^{-14}$ | 1.33781874673314 $\times 10^{-14}$ |
| 5                    | 0.0000000000000000       | 0.0000000000000000       |
| 6                    | 0.0000000000000000       | 0.0000000000000000       |
Figure 1: The surface of the finite-difference approximate solution of $u^{(m)}(x, t)$ defined by the 2-order iterative scheme (8), with respect to equation (71) and the grid of $N = 50$ and $M = 100$ as mentioned above.

Figure 2: The surface of the finite-difference approximate solution of $u^{(m)}(x, t)$ defined by the single-iterative scheme (89), with respect to equation (92) and the grid of $N = 50$ and $M = 100$ as mentioned above.

Figure 3: The exact solution of problems (1)–(3) given by $u_{ex}(x, t) = (-x^2 + (5/2)x - 1)e^{-t}$, with the input datum as in (88).
The error of the approximate solution (at the \(m^{th}\) step) and the exact solution:

\[
E_{M,N}^{(m)} = \left\| u^{(m)} - u_{ex} \right\|_{M,N} = \max_{1 \leq j \leq M} \max_{1 \leq i \leq N}\left| u^{(m)}(x_i, t_j) - u_{ex}(x_i, t_j) \right|.
\]  

(ii) The error of two consecutive steps of the iteration, at the \(m^{th}\) step and at the \((m-1)^{th}\) step:

\[
D_{M,N}^{(m)} = \left\| u^{(m)} - u^{(m-1)} \right\|_{M,N} = \max_{1 \leq j \leq M} \max_{1 \leq i \leq N}\left| u^{(m)}(x_i, t_j) - u^{(m-1)}(x_i, t_j) \right|.
\]  

Next, we compute the errors as in Tables 2–5. The errors \(E_{M,N}^{(m)}\) of two iterative schemes according to the iterative steps are given in Tables 2 and 4, where the grids are considered with \(N = 10\), \(M = 20\) and \(N = 50\), \(M = 100\) respectively. Similarly, the errors \(D_{M,N}^{(m)}\) of two iterative schemes are given in Tables 3 and 5.

According to the numerical results in Tables 2–5, we have the following:

(i) The values of the error \(E_{M,N}^{(m)}\) given in the columns 2 and 3 of Table 4 are decreased when the iterative steps are increased from 1 to 10. It is reasonable by the fact that both schemes are convergent.

(ii) The values of the third column are less than these of the second column, line by line, in Tables 2 and 4. This shows that the convergent speed of 2-order iterative scheme is faster than that of the single-iterative scheme. It is similar to the errors \(D_{M,N}^{(m)}\) of two schemes given in Tables 3 and 5.

Finally, we have drawn the approximated solutions and the exact solution of problems (1)–(3) with the datum as in (88).

4. Conclusion

This paper has proved the solvability of problems (1)–(3) for a nonlinear pseudoparabolic align with Robin-Dirichlet conditions by establishing an approximate sequence \(\{u^{(m)}\}\) based on a high-order iterative scheme or a single-iterative scheme. The proposed schemes are tested on an example in which a standard finite-difference scheme is used suitably. The numerical results obtained here show that the convergence rate of the 2-order iterative scheme is faster than that of the single-iterative scheme. Because of the efficient convergence rate, the high-order iterative scheme offers a good alternative to find a solution of nonlinear problems for partial differential aligns.
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