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Abstract. This paper is concerned with a strongly degenerate convection-diffusion equation in one space dimension whose convective flux involves a nonlinear function of the total mass to one side of the given position. This equation can be understood as a model of aggregation of the individuals of a population with the solution representing their local density. The aggregation mechanism is balanced by a degenerate diffusion term describing the effect of dispersal. In the strongly degenerate case, solutions of the nonlocal problem are usually discontinuous and need to be defined as weak solutions. A finite difference scheme for the nonlocal problem is formulated and its convergence to the unique weak solution is proved. This scheme emerges from taking divided differences of a monotone scheme for the local PDE for the primitive. Some numerical examples illustrate the behaviour of solutions of the nonlocal problem, in particular the aggregation phenomenon.
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1. Introduction

1.1. Scope. This paper is related to the initial value problem for a strongly degenerate convection-diffusion equation of the form

\[
\begin{align*}
  u_t + \left( \Phi \left( \int_{-\infty}^{x} u(y,t) \, dy \right) u(x,t) \right)_x &= A(u)_{xx}, \quad x \in \mathbb{R}, \quad 0 < t \leq T, \\
  u(x,0) &= u_0(x) \geq 0, \quad x \in \mathbb{R}, \quad u_0 \in (L^1 \cap L^\infty)(\mathbb{R}),
\end{align*}
\]

for the density \( u = u(x,t) \geq 0 \), where \( A(u) \) is a diffusion function given by \( A(u) := \int_0^u a(s) \, ds \), where \( a(u) \geq 0 \) for \( u \in \mathbb{R} \). The model (1.1), (1.2) was studied as a model of aggregation by a series of authors including Alt [1], Diaz, Nagai, and Shmarev [16], Nagai [30] and Nagai and Mimura [31, 32, 33], all of which assumed that \( a(u) = 0 \) at at most isolated values of \( u \). It is the purpose of this paper to study (1.1), (1.2) under the more general assumption that \( a(u) = 0 \) on bounded \( u \)-intervals on which (1.1) reduces to a first-order conservation law with nonlocal flux. We assume that \( A(s) \to \infty \) as \( s \to \infty \).

The key observation made in previous work [1, 30, 31, 32, 33] is that if all coefficients are sufficiently smooth, and \( u(x,t) \) is an \( L^1 \) solution of the problem (1.1), (1.2), then the primitive defined by

\[
v(x,t) := \int_{-\infty}^{x} u(\xi,t) \, d\xi, \quad t \in (0,T],
\]

was made in previous work [1, 30, 31, 32, 33] is that if all coefficients are sufficiently smooth, and \( u(x,t) \) is an \( L^1 \) solution of the problem (1.1), (1.2), then the primitive defined by

\[
v(x,t) := \int_{-\infty}^{x} u(\xi,t) \, d\xi, \quad t \in (0,T],
\]
is a solution of the local initial value problem

\begin{equation}
\frac{\partial v}{\partial t} + \Phi(v)_x = A(v)_x, \quad x \in \mathbb{R}, \quad t \in (0,T], \quad (1.4)
\end{equation}

\begin{equation}
v(x,0) = v_0(x), \quad x \in \mathbb{R}, \quad v_0(x) := \int_{-\infty}^{x} u_0(\xi) d\xi. \quad (1.5)
\end{equation}

As a nonlinear but local PDE, (1.4) is more amenable to well-posedness and numerical analysis. In this work we use that the transformation to the local Equation (1.4) is also possible in the strongly degenerate case, in which solutions of (1.1) are usually discontinuous and need to be defined as weak solutions. We prove that any weak solution is also an entropy solution. This property allows us to use available \(L^1\) stability and uniqueness results in the framework of entropy solutions.

The core, and essential novelty, of the paper is the formulation and convergence proof of a finite difference scheme for (1.1), (1.2) (in short, “\(u\)-scheme”). The scheme is based on a monotone difference scheme for the initial value problem (1.4), (1.5) (in short, “\(v\)-scheme”) in the strongly degenerate case, which in turn is a special case of the schemes formulated and analyzed by Evje and Karlsen [19] for the more general doubly degenerate equation \(\frac{\partial u}{\partial t} + \Phi(u)_x = B(A(v)_x)_x\). The \(u\)-scheme is obtained by taking finite differences of the numerical solution values generated by the \(v\)-scheme. The \(v\)-scheme is, in particular, monotonicity preserving, so the discrete approximations for \(v\) are always monotonically increasing when the initial datum \(v_0\) is, and therefore the \(u\)-scheme produces nonnegative solutions. Moreover, by modifications of standard compactness and Lax-Wendroff-type arguments it is proved that the numerical approximations generated by the \(u\)-scheme converge to the unique weak solution of (1.1), (1.2). An appealing feature is that the primitive (1.3) never needs to be calculated explicitly (except for the computation of \(v_0\)). Numerical examples illustrate the behaviour of solutions of (1.1), (1.2), and recorded error histories demonstrate the convergence of the \(v\)- and \(u\)-schemes.

1.2. Assumptions. We assume that \(u_0\) has compact support, and that there exists a constant \(M\) such that

\begin{equation}
\text{TV}(u_0) < M. \quad (1.6)
\end{equation}

We also need that \(\Phi \in C^2(\mathbb{R})\), and that \(\Phi\) has exactly one maximum:

\begin{equation}
\exists v^* > 0: \quad \Phi'(v^*) = 0, \quad \Phi'(v) > 0 \text{ for } v < v^*, \quad \Phi'(v) < 0 \text{ for } v > v^*. \quad (1.7)
\end{equation}

This assumption is introduced to facilitate some of the steps of our analysis; it is, however, not essential. In fact, in our convergence analysis of Section 4 we need to discuss the local behaviour of the numerical solution for \(v\) close to where it includes the value \(v^*\) since that value is critical in the definition of the numerical flux. If we employ a function \(\Phi\) that has several separate extrema, then the locations of solution values including extrema are spatially well separated since the discrete analogue of \(v_x\) is bounded, and the techniques of Section 4 can be extended to that case in a straightforward manner. We recall that the function \(A\) is defined via

\begin{equation}
A(u) := \int_{0}^{u} a(s) ds, \quad \text{where } a(u) \geq 0 \text{ for } u \in \mathbb{R}. \quad (1.8)
\end{equation}

The assumptions on \(A\) are the following:

\begin{equation}
A(s) \to \infty \quad \text{as } s \to \infty; \quad \exists M_a > 0: \quad a(s) < M_a \quad \text{for all } s \in \mathbb{R}. \quad (1.8)
\end{equation}
The first of these assumptions is fundamental in our analysis. If $A$ is bounded, then $v$ can become discontinuous and we thus lose our $L^\infty$ bound on $u$. The second assumption, namely the boundedness of $a$, is mainly introduced to ensure that the scheme satisfies a well-defined CFL condition. An implicit version of the present scheme, which we do not consider herein, would possibly not require this assumption.

Our analysis is restricted to a finite final time $T$, since some of the constants appearing in the convergence analysis, which serves here as an existence proof, actually depend on $T$. The $L^\infty$ bound on $u$ is, however, independent of $T$.

1.3. Motivation. Equation (1.1), or some specific cases of it, were studied in a series of papers [1, 16, 30, 31, 32, 33], in all of which it is assumed that $a(u) = 0$ at at most isolated values of $u$, so that it is always ensured that $A'(u) > 0$ for $u \geq 0$. The interpretation of (1.1) as a model of the aggregation of populations (e.g., of animals) can be illustrated as follows. Assume that $u(x,t)$ is the density of the population under study, and consider the equation

$$u_t + \left( -k \left[ \int_{-\infty}^{x} u(y,t) \, dy - \int_{x}^{\infty} u(y,t) \, dy \right] u \right)_x = A(u)_{xx}, \quad k > 0. \tag{1.9}$$

Here, the convective term provides a mechanism that moves $u(x,t)$ to the right (respectively, to the left) if

$$\int_{-\infty}^{x} u(y,t) \, dy < \int_{x}^{\infty} u(y,t) \, dy \quad \text{(respectively, } \ldots > \ldots \text{)}.$$

In other words, an animal will move to the right (respectively, left) if the total population to its right is larger (respectively, smaller) than to its left. Now assume that the initial population is finite and define

$$C_0 := \int_{\mathbb{R}} u_0(x) \, dx. \tag{1.10}$$

It is then clear that (1.9) is an example of (1.1) if $\Phi'(v) = -k(2v - C_0)$, i.e.,

$$\Phi(v) = -kv(v - C_0) + \text{const.} \tag{1.11}$$

The aggregation mechanism is balanced by nonlinear diffusion described by the term $A(u)_{xx}$, termed density-dependent dispersal in mathematical ecology. A novel feature addressed by the present analysis is a “threshold effect”, i.e. dispersal only sets on when the density $u$ exceeds a critical value $u_c > 0$. The underlying idea is that the individuals, animals or humans, would react to variations of the local density only if that density exceeds a critical value. A similar “behavioristic” motivation of degenerate diffusion was advanced in the context of a traffic model, see [11, 34]. This effect is considered in the present model since $A$ may degenerate on intervals. For example, for a constant $a_0 > 0$ we may consider

$$a(u) = \begin{cases} 0 & \text{for } u \leq u_c, \\ a_0 & \text{for } u > u_c, \end{cases}, \quad A(u) = \begin{cases} 0 & \text{for } u \leq u_c, \\ a_0(u - u_c) & \text{for } u > u_c. \end{cases} \tag{1.12}$$

To illustrate some of the consequences of the presence of a strongly degenerating diffusion term, and to compare our findings with the most recent results obtained
for multi-dimensional aggregation equations, let us consider a strongly degenerating integrated diffusion coefficient $A(u)$ and the local degenerate parabolic PDE

$$u_t + f(x,t,u)_x = A(u)_{xx}, \quad (x,t) \in \Pi_T; \quad u(x,0) = u_0(x), \quad x \in \mathbb{R},$$  \quad (1.13)$$

where $f$ should depend smoothly on $x$ and $u$. It is well known that even in the absence of a convective term ($f \equiv 0$), i.e., for the problem

$$u_t = A(u)_{xx}, \quad (x,t) \in \Pi_T; \quad u(x,0) = u_0(x), \quad x \in \mathbb{R},$$  \quad (1.14)$$
solutions of (1.13) may form discontinuities from smooth initial data in finite time due to the strong degeneracy of $A(u)$. The appearance of discontinuities motivates why solutions of strongly degenerate parabolic PDEs are studied as weak solutions. However, the appearance of discontinuities solely due to degenerate diffusion does not necessarily require the introduction of an entropy solution concept to ensure uniqueness. In fact, the uniqueness in $L^1$ of weak solutions of (1.14) is a classical result [10]. This result carries over to such cases of (1.13) that can be transformed to (1.14), for example the linear case $f(x,u) = \alpha u$, where $\alpha \in \mathbb{R}$ is a constant, or may possibly depend on $x$ and $t$ (in the latter case, restrictions on the choice of $\alpha(x)$ may apply).

This discussion motivates why we expect solutions of the problem (1.1), (1.2) to form discontinuities even from smooth initial data, so this problem should be studied in a suitably defined space of weak solutions. We may write (1.1) as

$$u_t + (\Phi'(v(x,t))u)_x = A(u)_{xx}.$$  \quad (1.15)$$

In this work we demonstrate that for the present Equation (1.15) weak solutions are entropy solutions. The main importance of identifying weak solutions as entropy solutions lies in the easy access to stability and uniqueness results for entropy solutions (see [15, 22]) which can be applied to (1.1), (1.2), as will be done in Section 3.2.

1.4. Related work. More recently, aggregation equations of the form

$$u_t + \nabla \cdot (u \nabla K * u) = \Delta A(u)$$  \quad (1.16)$$
have seen an enormous amount of interest, where the typical case is $A \equiv 0$. Here, $K$ denotes an interaction potential, and $K * u$ denotes spatial convolution. The nonlocal and diffusive terms account for long-range and short-range interactions, respectively, as is emphasized in [12]. The derivation of (1.16) from microscopic interacting particle systems and related models, and for particular choices of $K$ and $A$, is presented in [4, 9, 12, 28, 29]. Related models also include equations with fractional dissipation that cannot be cast in the form (1.16); see e.g. [25, 26].

The essential research problem associated with (1.16) (or variants of this equation) is the well-posedness of this equation together with bounded initial data $u(x,0) = u_0(x)$ for $x \in \mathbb{R}^d$, where $d$ denotes the number of space dimensions. While the short-time existence of a unique smooth solution for smooth initial data is known in most situations, one wishes to determine criteria in terms of the functions $K$ and $A$ (or related diffusion terms), and possibly of $u_0$, that either ensure that smooth solutions exist globally in time, or that compel the solutions of (1.16) to blow up in finite time. This problem is analyzed in [2, 3, 4, 5, 6, 7, 9, 12, 14, 24, 25, 26, 27] (this list is far from being complete).
Here and in what follows, “blow-up” of a solution refers to \( L^\infty \) norm blow-up (as opposed to the finite time loss of classical regularity generic to problems with degenerate diffusion). The occurrence of blow-up was analyzed in terms of the properties of \( K \) for \( A \equiv 0 \) in [4, 5]; if \( K \) is radial, i.e., \( K = K(|x|) \), then blow-up occurs if the Osgood condition for the characteristic ODEs is violated, as occurs e.g. for \( K(x) = \exp(-|x|) \), while for a \( C^2 \) kernel this does not occur [4]. Li and Rodrigo [25, 26] consider this particular kernel and describe the circumstances under which blow-up occurs if the aggregation equation is equipped with fractional diffusion. Special cases of (1.16) have also been studied in the context of Patlak-Keller-Segel models, where \( K \) is the fundamental solution to an elliptic PDE (see e.g. [2, 8]).

We can write (1.1) as a one-dimensional version of (1.16) only in very special cases. However, and as was already pointed out in [31], (1.9) can be written as

\[
  u_t + (u\tilde{K} \ast u)_x = A(u)_{xx},
\]

with the odd kernel \( \tilde{K}(x) = -k\text{sgn}(x) \). Equation (1.17), or equivalently, (1.1) with \( \Phi \) given by (1.11), becomes a one-dimensional example of (1.16) if we observe that \( \tilde{K} \ast u = K' \ast u \), where \( K' \) denotes the derivative of \( K \), if we choose the even kernel

\[
  K(x) = -k|x| + C,
\]

where \( C \) is a constant. We can write this as \( K(x) = -\kappa(|x|) \) for \( \kappa(r) = r - C \). Suppose that one uses this kernel in the multi-dimensional Equation (1.16). It is then straightforward to verify that in absence of dispersal (\( A \equiv 0 \)), the kernel (1.18) satisfies the integral condition for blow-up in finite time; see [4]. One result of our analysis is then that the condition (1.8) is sufficient to ensure that \( L^\infty \) blow-up of solutions of (1.1) does not occur.

In fact, in the context of aggregation models that are based either on (1.1) or on the more recently studied Equation (1.16), the present work is the first that incorporates a strongly degenerate diffusion term, i.e., involves a function \( A(u) \) that is flat on a \( u \)-interval of positive length. So far, diffusion terms that have been considered in (1.1) degenerate at at most isolated \( u \)-values. Nagai and Mimura [31] studied the Cauchy problem for Equation (1.1) under the assumptions \( A(0) = 0, A'(u) > 0 \) being an odd function. The initial function for the Cauchy problem in [31] is assumed to be bounded, nonnegative and integrable. Nagai and Mimura [31] prove existence and uniqueness of a bounded and continuous solution to the initial value problem. In [32] the asymptotic behaviour of solutions to the same problem was studied for the specific choice

\[
  A(u) = u^m, \quad m > 1.
\]

It seems that the analysis of (1.16) with degenerate diffusion has just started. Li and Zhang [27] study this equation in one space dimension for the diffusion function \( A(u) = u^3/3 \), which degenerates at \( u = 0 \) only. On the other hand, the numerical simulations presented herein show that under strongly degenerate diffusion, typical features of the aggregation phenomenon such as “clumped” solutions with very sharp edges [35] appear.

Let us briefly mention some of the recent results concerning (1.16). If diffusion is absent (\( A \equiv 0 \), (1.16) becomes an inviscid nonlocal transport law, which are well known to have better regularity properties than general quasi-linear conservation laws. In particular, Laurent [24] and Bertozzi and Laurent [5] show that if the initial
condition is smooth, then solutions of (1.16) remain smooth for as long as the $L^p$ norms remains bounded. In particular, discontinuities can only occur if they were present in the initial data. Moreover, according to [27], the addition of nonlinear diffusion will cause higher regularity of weak solutions to be lost in finite time, i.e., the spatial gradient of the solution will experience $L^\infty$ blow-up in finite time. This contrasts with the expected solution behaviour of (1.1), (1.2) described in Section 1.3, namely that strong discontinuities form from smooth data.

Regarding uniqueness of weak solutions, it has been shown that in dimensions two and higher, entropy conditions are not required to ensure that weak solutions to (1.16) are unique. For the inviscid case, see Bertozzi and Brandman [3] or Bertozzi et al. [6]. For the case with diffusion, uniqueness is shown by Bertozzi and Slepčev in [7] and in more generality by Bedrossian et al. [2]. These results are consistent with ours.

1.5. Outline of the paper. The remainder of this paper is organized as follows. In Section 2 we state the definition of weak and entropy solutions of (1.1), (1.2). While it is standard to verify that any entropy solution is a weak solution, we are able to prove that for the present equation, any weak solution is an entropy solution. In Section 3.1 we state jump conditions that can be derived from the definition of weak solutions, and in Section 3.2 we prove the uniqueness of a weak solution, using that any weak solution is, in fact, an entropy solution. Section 4 presents a convergence analysis for the $u$-scheme. In Section 4.1, the schemes are described. Section 4.2 contains a series of lemmas stating uniform estimates on the numerical approximations generated by the $v$- and the $u$-schemes, which allow to employ standard compactness arguments to deduce that both schemes converge to the unique weak solution. The final convergence result (Theorem 4.1) and its proof are presented in Section 4.3. This proof follows a standard Lax-Wendroff argument. Some numerical examples are presented in Section 5.

2. Definition of a weak solution

DEFINITION 2.1. A measurable function $u$ is said to be a weak solution of the initial value problem (1.1), (1.2) if it satisfies the following conditions:

1. We have $u \in L^\infty(\Pi_T) \cap L^\infty(0,T;BV(\mathbb{R}))$, and $A(u) \in L^2(0,T;H^1(\mathbb{R}))$, where $\Pi_T := \mathbb{R} \times (0,T)$.
2. The initial condition (1.2) is satisfied in the following sense:
   \[
   \lim_{t \uparrow 0} \int_\mathbb{R} |u(x,t) - u_0(x)| \, dx = 0. \tag{2.1}
   \]
3. If $v(x,t)$ is defined by (1.3), then the following equality is satisfied for all test functions $\phi \in C_0^\infty(\Pi_T)$:
   \[
   \iint_{\Pi_T} \left\{ u(\phi_t + \Phi'(v)\phi_x) + A(u)\phi_{xx} \right\} \, dx \, dt = 0. \tag{2.2}
   \]

DEFINITION 2.2. A measurable, nonnegative function $u$ is an entropy solution of (1.1), (1.2) if it satisfies items (1) and (2) of Definition 2.1 and if for all nonnegative test functions $\varphi \in C_0^\infty(\Pi_T)$, the following entropy inequality is satisfied:

\[
\forall k \in \mathbb{R}: \iint_{\Pi_T} \left\{ |u-k|(\varphi_t + \Phi'(v)\varphi_x) - \text{sgn}(u-k)uk\Phi''(v)\varphi 
   + |A(u) - A(k)|\varphi_{xx} \right\} \, dx \, dt \geq 0. \tag{2.3}
\]
It is straightforward to check that an entropy solution of the initial value problem (1.1), (1.2) is a weak solution.

**Lemma 2.1.** Assume that \( u \) is an entropy solution of the initial value problem (1.1), (1.2) (cf. Definition 2.2). Then \( u \) is a weak solution (cf. Definition 2.1).

**Proof.** Choosing \( k \geq \|u\|_{L^\infty(\Pi_T)} \) in (2.3) we obtain
\[
\int_{\Pi_T} \left\{ - (u - k) (\phi_t + \Phi'(v)\phi_x) - A(u)\phi_{xx} \right\} \, dx \, dt \geq - k \int_{\Pi_T} u\Phi''(v)\phi \, dx \, dt
\]
or equivalently,
\[
\int_{\Pi_T} \left\{ u(\phi_t + \Phi'(v)\phi_x) + A(u)\phi_{xx} \right\} \, dx \, dt \leq k \int_{\Pi_T} \left\{ \phi_t + (\Phi'(v)\phi)_x \right\} \, dx \, dt = 0. \tag{2.4}
\]
On the other hand, since we look for nonnegative solutions, it suffices to set \( k = 0 \) in (2.3) to deduce that we always have
\[
\int_{\Pi_T} \left\{ u(\phi_t + \Phi'(v)\phi_x) + A(u)\phi_{xx} \right\} \, dx \, dt \geq 0.
\]
Combining this with (2.4) we see that \( u \) satisfies (2.2).

The following lemma states that conversely, any weak solution of the initial value problem (1.1), (1.2) is an entropy solution. Lemma 2.2 is inspired by Carrillo [13] and Kobayasi [23, Lemmas 3.1 and 3.3].

**Lemma 2.2.** Let \( u \) be a weak solution of problem (1.1), (1.2). Then \( u \) is also an entropy solution.

**Proof.** Let us define \( \alpha(x,t) := \Phi'(v(x,t)) \). Then we recall that \( u \) is a weak solution of (1.1) if for all test functions \( \phi \in C_0^\infty(\Pi_T) \),
\[
\int_{\Pi_T} \left\{ u(\phi_t + \alpha(x,t)\phi_x) + A(u)\phi_{xx} \right\} \, dx \, dt = 0,
\]
or equivalently,
\[
\int_{\Pi_T} \left\{ u(\phi_t + \alpha(x,t)\phi_x) - A(u)\phi_x \right\} \, dx \, dt = 0. \tag{2.5}
\]
In what follows we will utilize the functions defined by
\[
H_0(x) := \begin{cases} 1 & \text{if } x > 0, \\ 0 & \text{if } x \leq 0, \end{cases} \quad H_1(x) := \begin{cases} 1 & \text{if } x \geq 0, \\ 0 & \text{if } x < 0, \end{cases} \quad H_\varepsilon(x) := \begin{cases} 1 & \text{if } x > \varepsilon, \\ x/\varepsilon & \text{if } x \in [0,\varepsilon], \\ 0 & \text{if } x < 0. \end{cases}
\]
and the multi-valued function (see [13, 23])
\[
H(x) := \begin{cases} 1 & \text{if } x > 0, \\ [0,1] & \text{if } x = 0, \\ 0 & \text{if } x < 0. \end{cases}
\]
Similarly, we may construct a sequence \( \{n\} \) where \( s \) obtain the inequality \( I \). Following the proof of Lemma 2.4 in [22] we find
\[
\int_{\Pi_T} \left\{ \left| u - k \right|^+ \varphi_t + H_0(u - k) \left( \alpha(x,t)(u - k) - A(u) \right) \varphi_x - H_0(u - k) \alpha_x(x,t)k \varphi \right\} dx \, dt \geq 0 \quad \text{for} \ k \notin [m,M],
\] (2.6)
where \( |z|^+ := H_0(z)z \). Since \( M < \infty \) we can construct a sequence \( \{s_n\}_{n \in \mathbb{N}} \) such that \( s_n > M \), \( s_n \to M \), and \( H_0(u - s_n) \to H_0(u - M) \) as \( n \to \infty \). Setting \( k = s_n \) in (2.6) and sending \( n \to \infty \), we get
\[
\int_{\Pi_T} \left\{ \left| u - M \right|^+ \varphi_t + \alpha(x,t)\left| u - M \right|^+ \varphi_x - H_0(u - M)A(u) \varphi_x - H_0(u - M)\alpha_x(x,t)M \varphi \right\} dx \, dt \geq 0.
\] (2.7)
Similarly, we may construct a sequence \( \{s_n\}_{n \in \mathbb{N}} \) such that \( s_n < m \), \( s_n \to m \) and \( H_0(u - s_n) \to H_1(u - m) \) as \( n \to \infty \). Setting \( k = s_n \) in (2.6) and sending \( n \to \infty \) yields
\[
\int_{\Pi_T} \left\{ \left| u - m \right|^+ \varphi_t + \alpha(x,t)\left| u - m \right|^+ \varphi_x - H_1(u - m)A(u) \varphi_x - H_1(u - m)\alpha_x(x,t)m \varphi \right\} dx \, dt \geq 0.
\] (2.8)
Now we take in the entropy inequality (2.8) a test function \( \varphi(x,t) = \xi(x,t)\zeta(x,t) \), where \( \zeta \) is a smooth function such that \( 0 \leq \zeta \leq 1 \) and \( \xi \) is an admissible test function, and in (2.7) we use \( \varphi(x,t) = \xi(x,t)(1 - \zeta(x,t)) \). Adding both resulting expressions we obtain the inequality \( I_1 + I_2 + I_3 + I_4 \geq 0 \) with the following terms, where we drop the argument \( (x,t) \) wherever convenient:
\[
I_1 := \int_{\Pi_T} \left\{ \left( |u - m|^+ - |u - M|^+ \right)(\xi \zeta) \varphi_x + |u - M|^+ \xi \varphi_t \right\} dx \, dt,
\]
\[
I_2 := \int_{\Pi_T} \left\{ \alpha\left( |u - m|^+ - |u - M|^+ \right)(\xi \zeta)_x + \alpha|u - M|^+ \xi \varphi_x \right\} dx \, dt,
\]
\[
I_3 := \int_{\Pi_T} \left\{ \alpha_x H_0(u - M)M - H_1(u - m)\zeta \alpha_x H_0(u - M)M \xi \right\} dx \, dt,
\]
\[
I_4 := - \int_{\Pi_T} \left( H_1(u - m) - H_0(u - M) \right)A(u)x(\xi \zeta) \varphi_x dx \, dt
\]
\[- \int_{\Pi_T} H_0(u - M)A(u)x(\xi \zeta) \varphi_t dx \, dt.
\] (2.9)
Assume now that \( \rho_n = \rho_n(x) \) is a standard sequence of mollifier functions in \( \mathbb{R} \), and let us define \( |u - m|_n^+ := |u - m|^+ * \rho_n \) and \( |u - M|_n^+ := |u - M|^+ * \rho_n \) for \( n \in \mathbb{N} \). Now we select the function \( \zeta = \zeta(x,t) \) defined by
\[
\zeta = \zeta_{n,s} := H_\varepsilon\left( |u - m|_n^+ + m - |u - M|_n^+ \right), \quad s \in [m,M],
\]
Let us denote the versions of $I_p$ obtained by replacing $|\cdot|^+$ by $|\cdot|_n^+$ and $\zeta = \zeta_{n,\varepsilon}$ by $I_p(n,\varepsilon)$, $p = 1, \ldots, 4$. Since $m$ and $s$ are constant and $\xi\zeta_{n,\varepsilon}$ has compact support, we get after an integration by parts

$$I_1(n,\varepsilon) = \iint_{\Pi_T} \left\{(|u-m|_n^+ + m - s - |u-M|_n^+)(\xi\zeta_{n,\varepsilon})_t + |u-M|_n^+\xi_t\right\} \, dx \, dt$$

$$= \iint_{\Pi_T} \left\{-H_\varepsilon(|u-m|_n^+ + m - s - |u-M|_n^+)\right\} \times \left\{(|u-m|_n^+ + m - s - |u-M|_n^+\xi + |u-M|_n^+\xi_t\right\} \, dx \, dt.$$

Taking $\varepsilon \downarrow 0$ and again integrating by parts yields

$$I_1(n,0) = \iint_{\Pi_T} \left\{-\left(|u-m|_n^+ + m - s - |u-M|_n^+\right)_t\xi + |u-M|_n^+\xi_t\right\} \, dx \, dt$$

$$= \iint_{\Pi_T} \left\{|u-m|_n^+ + m - s - |u-M|_n^+\xi_t + |u-M|_n^+\xi_t\right\} \, dx \, dt,$$

and letting $n \to \infty$ we find that $|u-m|_n^+ + m - s - |u-M|_n^+$ converges to $|u-m|^+ + m - s - |u-M|^+$ in $L^1(\mathbb{R})$ and $\zeta_{n,0} = H_0(|u-m|_n^+ + m - s - |u-M|_n^+)$, or at least a subsequence, converges weak-* to some $H$ in $L^\infty(\Pi_T)$. Since $H$ is maximal monotone, it follows that $H \in H(|u-m|^+ + m - s - |u-M|^+)$. Noting that $H(w)w = H_0(w)w$ for any function $w$, we arrive at

$$I_1 = \iint_{\Pi_T} \left\{|u-m|^+ + m - s - |u-M|^+\right\} \xi_t \, dx \, dt = \iint_{\Pi_T} |u-s|^+\xi_t \, dx \, dt. \tag{2.10}$$

Next, we deal with $I_4$. Since $A'(u) = 0$ for $u \in [m,M]$, we have

$$H_0(u-M)A(u)_x = H_0(u-s)A(u)_x = H_1(u-m)A(u)_x$$

for all $s \in [m,M]$, which gives

$$I_4 = \lim_{n \to \infty} \lim_{\varepsilon \to 0} I_4(n,\varepsilon) = -\int_{\Pi_T} H_0(u-s)A(u)_x \xi_x \, dx \, dt. \tag{2.11}$$

To deal with $I_2$, we proceed in a similar way as for $I_1$. We get

$$I_2(n,\varepsilon) = \iint_{\Pi_T} \left\{\alpha(|u-m|_n^+ + m - s - |u-M|_n^+)(\xi\zeta_{n,\varepsilon})_x + (s-m)\alpha(\xi\zeta_{n,\varepsilon})_x \right\} \, dx \, dt$$

$$= -\iint_{\Pi_T} \alpha_x H_\varepsilon(|u-m|_n^+ + m - s - |u-M|_n^+)\right\} \times \left\{(|u-m|_n^+ + m - s - |u-M|_n^+\xi_x + |u-M|_n^+\xi_x\right\} \, dx \, dt$$

$$= -\iint_{\Pi_T} \alpha(|u-m|_n^+ + m - s - |u-M|_n^+\xi_x + |u-M|_n^+\xi_x\right\} \, dx \, dt$$

$$+ \iint_{\Pi_T} \alpha |u-M|_n^+\xi_x \, dx \, dt + \iint_{\Pi_T} \alpha(s-m)(\xi\zeta_{n,\varepsilon})_x \, dx \, dt.$$
Taking $\varepsilon \downarrow 0$ we get, after integration by parts,

$$I_2(n,0) = - \iint_{\Pi_T} \alpha_x |u-m|^+_n + m - |u-M|^+_n |^+ \xi \, dx \, dt$$

$$- \iint_{\Pi_T} \alpha \left( |u-m|^+_n + m - |u-M|^+_n |^+ \right) \xi \, dx \, dt$$

$$+ \iint_{\Pi_T} \alpha |u-M|^+_n \xi \, dx \, dt + \lim_{\varepsilon \downarrow 0} \iint_{\Pi_T} \alpha (s-m)(\xi \zeta_{n,\varepsilon}) \, dx \, dt$$

$$= - \iint_{\Pi_T} \alpha_x |u-m|^+_n + m - |u-M|^+_n |^+ \xi \, dx \, dt$$

$$+ \iint_{\Pi_T} \alpha |u-m|^+_n + m - |u-M|^+_n |^+ \xi \, dx \, dt$$

$$+ \iint_{\Pi_T} \alpha |u-M|^+_n \xi \, dx \, dt + \lim_{\varepsilon \downarrow 0} \iint_{\Pi_T} \alpha (s-m)(\xi \zeta_{n,\varepsilon}) \, dx \, dt,$$

where the two first terms obviously cancel. Sending $n \to \infty$ and proceeding like in the case $I_1$ we arrive at

$$I_2 = \iint_{\Pi_T} \alpha \left( |u-M|^+_n + |u-m|^+_n + m - |u-M|^+_n |^+ \right) \xi \, dx \, dt$$

$$+ \lim_{\varepsilon \downarrow 0} \iint_{\Pi_T} (s-m)\alpha (\xi \zeta_{n,\varepsilon}) \, dx \, dt$$

$$= \iint_{\Pi_T} \alpha |u-s|^+_n \xi \, dx \, dt + \lim_{\varepsilon \downarrow 0} \iint_{\Pi_T} (s-m)\alpha (\xi \zeta_{n,\varepsilon}) \, dx \, dt. \quad (2.12)$$

The last term of the last expression will be incorporated into the analysis of $I_3$. In fact, taking into account that

$$I_3(n,\varepsilon) = \iint_{\Pi_T} \alpha_x \left\{ (H_0(u-M)M - H_1(u-m)m) \right.$$ 

$$\times H_\varepsilon (|u-M|^+_n + m - |u-M|^+_n - H_0(u-M)M) \right\} \xi \, dx \, dt$$

and that

$$\lim_{\varepsilon \downarrow 0} \int_{\Pi_T} (s-m)\alpha (\xi \zeta_{n,\varepsilon}) \, dx \, dt = - \lim_{n \to \infty} \int_{\Pi_T} (s-m)\alpha_x \xi \zeta_{n,\varepsilon} \, dx \, dt,$$

we obtain

$$I_3 + \lim_{\varepsilon \downarrow 0} \int_{\Pi_T} (s-m)\alpha (\xi \zeta_{n,\varepsilon}) \, dx \, dt$$

$$= \lim_{\varepsilon \downarrow 0} \left( I_3(n,\varepsilon) - \int_{\Pi_T} (s-m)\alpha_x \xi \zeta_{n,\varepsilon} \, dx \, dt \right)$$

$$= \lim_{n \to \infty} \int_{\Pi_T} \left\{ \alpha_x (H_0(u-M)M - s + m - H_1(u-m)m) \xi \zeta_{n,\varepsilon} \right.$$ 

$$- \alpha_x H_0(u-M)M \xi \right\} \, dx \, dt.$$
Moreover (2.16) is valid for all solution is an entropy solution.

Adding (2.14) and (2.15) we get

\[ I_3 + \lim_{n \to 0} \int_{\Pi_T} (s-m)\alpha(\xi_{n,\varepsilon})_x \, dx \, dt = \int_{\Pi_T} \alpha_x \left\{ (H_0(u-M)M + m - s - H_1(u-m)m) \right. \]
\[ \times \hat{H} \left( |u-M|^+ + m - s - |u-M|^+ - H_0(u-M)M \right) \xi \, dx \, dt. \]

If \( u > M \), then the expression in curled brackets in the last integrand equals

\[ \{ \ldots \} = (M-s)\hat{H}(M-s) - M = -s = \hat{H}(u-s)s. \]

Likewise, for each of the cases \( M \geq u > s > m, \ M > s > u > m, \) and \( M > s > u \geq m \) we verify that \( \{ \ldots \} = -\hat{H}(u-s)s \), and also for \( m > u \) we obtain

\[ \{ \ldots \} = (m-s)\hat{H}(m-s) = 0 = -\hat{H}(u-s)s, \]

and finally, the result is also valid if \( s = m \) or \( s = M \). We therefore conclude that

\[ I_3 + \lim_{n \to 0} \int_{\Pi_T} (s-m)\alpha(\xi_{n,\varepsilon})_x \, dx \, dt = -\int_{\Pi_T} \alpha_x \hat{H}(u-s)s \xi \, dx \, dt. \]  

Now, combining (2.10)–(2.13), we obtain the inequality

\[ \int_{\Pi_T} \left\{ |u-s|^+ (\xi_t + \alpha(x,t)\xi_x) - \alpha_x(x,t)\hat{H}(u-s)s \xi \right. \]
\[ - H_0(u-s)A(u)\xi_x \left. \right\} \, dx \, dt \geq 0 \quad \text{for all } s \in [m,M]. \]

Now, for any \( s \in [m,M] \) there exists a sequence \( \{ s_n \}_{n \in \mathbb{N}} \) such that \( s_n < s < M \) and \( s_n \to s \). Then \( \hat{H}(u-s_n) \to H_0(u-s) \) and \( H_0(u-s_n) \to H_0(u-s) \) almost everywhere. Hence we get

\[ \int_{\Pi_T} \left\{ |u-s|^+ (\xi_t + \alpha(x,t)\xi_x) - \alpha_x(x,t)H_0(u-s)s \xi \right. \]
\[ - H_0(u-s)A(u)\xi_x \left. \right\} \, dx \, dt \geq 0 \quad \text{for all } s \in [m,M]. \]  

(2.14)

This proof uses only that \( \alpha_x \) is bounded, which is indeed the case for our choice \( \alpha(x,t) = \Phi'(v(x,t)) \), since \( \Phi \) is assumed to be smooth and \( v(x,t) = u(x,t) \) is bounded.

On the other hand, considering in the weak formulation a test function \( \phi(x,t) = H_x(A(k) - A(u))\varphi(x,t) \) with \( k \notin [m,M] \) and following essentially the same steps as before we find

\[ \int_{\Pi_T} \left\{ |s-u|^+ (\xi_t + \alpha(x,t)\xi_x) + \alpha_x(x,t)H_0(s-u)s \xi \right. \]
\[ + H_0(s-u)A(u)\xi_x \left. \right\} \, dx \, dt \geq 0 \quad \text{for all } s \in [m,M]. \]  

(2.15)

Adding (2.14) and (2.15) we get

\[ \int_{\Pi_T} \left\{ |u-s|^+ (\xi_t + \alpha(x,t)\xi_x) - \alpha_x(x,t)\text{sgn}(u-s)s \xi \right. \]
\[ - \text{sgn}(u-s)A(u)\xi_x \left. \right\} \, dx \, dt \geq 0 \quad \text{for all } s \in [m,M]. \]  

(2.16)

Moreover (2.16) is valid for all \( s \notin [m,M] \) (cf. [22]). This implies that any weak solution is an entropy solution.
3. Jump conditions and uniqueness

3.1. Rankine-Hugoniot condition. Assume that $u$ is a weak solution having a discontinuity at a point $(x_0, t_0) \in \Pi_T$ between the approximate limits $u^+$ and $u^-$ of $u$ taken with respect to $x > x_0$ and $x < x_0$, respectively. Standard results from the theory of strongly degenerate parabolic equations imply that such a discontinuity is possible only if $A(u)$ is flat for $u \in \mathcal{I}(u^-, u^+):= \min\{u^-, u^+\}, \max\{u^-, u^+\}$. In that case, the propagation velocity of the jump is given by the Rankine-Hugoniot condition, which is derived by standard arguments from the weak formulation (2.2):

$$s = \frac{1}{u^+ - u^-} \left( \Phi'(u^+)u^+ - \Phi'(u^-)u^- - (A(u)_x) + (A(u)_x)^- \right). \quad (3.1)$$

Here, $(A(u)_x)^+$ and $(A(u)_x)^-$ denote the approximate limits of $A(u)_x$ taken with respect to $x > x_0$ and $x < x_0$, respectively, and $v^+$ and $v^-$ denote the corresponding limits of $v$. Since $v$ is continuous, we actually have $v^+ = v^-$, and (3.1) reduces to

$$s = \Phi'(v(x_0, t_0)) - \frac{(A(u)_x) - (A(u)_x)^-}{u^+ - u^-}.$$

3.2. Uniqueness of weak solutions. The uniqueness of weak solutions is an immediate consequence of Lemma 2.2 and a result proved in [22] (cf. also [15]) regarding continuous dependence of entropy solutions with respect to the flux function.

**Theorem 3.1.** Let $u$ and $\bar{u}$ be two weak solutions of (1.1), (1.2) (in the sense of Definition 2.1) with initial data $u_0$ and $\bar{u}_0$, respectively. Then there exists a constant $C = C(\max|\Phi'|)$ such that

$$\|u(\cdot, t) - \bar{u}(\cdot, t)\|_{L^1(R)} \leq C\|u_0 - \bar{u}_0\|_{L^1(R)}, \quad \forall t \in (0, T].$$

In particular, weak solutions of (1.1), (1.2) are unique.

**Proof.** According to Lemma 2.2, $u$ and $\bar{u}$ are entropy solutions (in the sense of Definition 2.2) with initial data $u_0$ and $\bar{u}_0$, respectively. To be able to apply the $L^1$ stability and uniqueness results from [15, 22], we rewrite the equations satisfied by $u$ and $\bar{u}$ as

$$u_t + (V(x, t)u)_x = A(u)_{xx}, \quad \bar{V}(x, t) := \Phi' \left( \int_{-\infty}^{x} u(y, t) dy \right),$$

with initial data $u(0, x) = u_0(x)$ and

$$\bar{v}_t + (\bar{V}(x, t)\bar{u})_x = A(\bar{u})_{xx}, \quad \bar{V}(x, t) := \Phi' \left( \int_{-\infty}^{x} \bar{u}(y, t) dy \right).$$

with initial data $\bar{u}(0, x) = \bar{u}_0(x)$, respectively. Keeping in mind that $u$ and $\bar{u}$ are of bounded variation, i.e., $u, \bar{u} \in L^\infty(0, T; BV(R))$, we now may apply Theorem 1.3 in [22] to conclude that there exists a constant $C$ such that

$$\|u(\cdot, t) - \bar{u}(\cdot, t)\|_{L^1(R)} \leq \|u_0 - \bar{u}_0\|_{L^1(R)} + \int_0^{t} |V_x(x, s) - \bar{V}_x(x, s)| ds$$

$$+ \int_0^{t} |V(x, s) - \bar{V}(x, s)| TV(u(\cdot, s)) ds$$

$$\leq \|u_0 - \bar{u}_0\|_{L^1(R)} + C \int_0^{t} |V_x(x, s) - \bar{V}_x(x, s)| ds.$$
Observe that
\[ \int_0^t |V_x(x,s) - \bar{V}_x(x,s)| \, ds \leq \max |\Phi'| \int_0^t |u(x,s) - \bar{u}(x,s)| \, ds, \]
so that by the Gronwall inequality we arrive at
\[ \|u(\cdot,t) - \bar{u}(\cdot,t)\|_{L^1(\mathbb{R})} \leq \exp(\max |\Phi'| t) \|u_0 - \bar{u}_0\|_{L^1(\mathbb{R})}. \]

4. Convergence analysis of numerical schemes

4.1. Preliminaries. We define the vectors \( U^n := \{u_{j+1/2}^n\}_{j \in \mathbb{Z}} \) and \( V^n := \{v_j^n\}_{j \in \mathbb{Z}} \), and discretize \( \mathbb{R} \) by \( x_j := j \Delta x, \ j \in \mathbb{Z} \), and the time interval \([0,T]\) by \( t_n = n \Delta t, \ n = 0, \ldots, N, \ \Delta t := T/N, \ N \in \mathbb{N} \). We denote by \( u_{j+1/2}^n \) the cell average over \( I_j := [x_j, x_{j+1}] \) at time \( t_n \) and \( j \in \mathbb{Z} \). We also define \( \lambda := \Delta t/\Delta x \) and \( \mu := \Delta t/\Delta x^2 = \lambda/\Delta x \) and wherever convenient use the spatial difference operators \( \Delta \phi_j := \phi_{j+1} - \phi_j, \ \Delta - \phi_j := \phi_j - \phi_{j-1}, \) and
\[ \Delta^2 \phi_j := \Delta \Delta - \phi_j = \phi_{j+1} - 2\phi_j + \phi_{j-1}. \]

We assume that the initial datum \( u_0 \) is discretized via
\[ u_{j+1/2}^0 := \frac{1}{\Delta x} \int_{I_j} u_0(\xi) \, d\xi, \ j \in \mathbb{Z}. \]
Moreover, we define the operator \( S_{\Delta x} \) and its inverse \( S_{\Delta x}^{-1} \) via
\[ S_{\Delta x}(U^n; j) := \Delta x \sum_{l=-\infty}^{j-1} u_{l+1/2}^n, \ S_{\Delta x}^{-1}(V^n; j) := \frac{v_j^n - v_{j+1}^n}{\Delta x}. \]

Clearly, \( S_{\Delta x} \) and \( S_{\Delta x}^{-1} \) are the discrete analogues of the integral and differential operators that convert \( u(\cdot,t_n) \) into \( v(\cdot,t_n) \) and vice versa, respectively. Since we assume that \( u_0 \) is compactly supported, the sum in (4.1) is actually finite.

The numerical scheme for the initial value problem (1.1), (1.2) can be compactly written as follows:
\[ U^{n+1} = [S_{\Delta x}^{-1} \circ \mathcal{H} \circ S_{\Delta x}] U^n, \ n = 0, \ldots, N - 1, \]
where the basic idea is to utilize a standard scheme of the form
\[ V^{n+1} = \mathcal{H}(V^n), \ n = 0, \ldots, N - 1 \]
for approximate solutions of the local PDE (1.4), starting from the initial data
\[ v_j^0 := \Delta x \sum_{l=-\infty}^{j-1} u_{l+1/2}^0 = \int_{-\infty}^{x_j} u_0(\xi) \, d\xi, \ j \in \mathbb{Z}. \]

Clearly, if \( C_0 \) is the total mass defined in (1.10), then we have that
\[ 0 \leq v_j^0 \leq C_0, \ v_j^0 \leq v_{j+1}^0 \text{ for all } j \in \mathbb{Z}. \]
Let us emphasize here that (4.2) implies that

\[ U^n = \left[ S_{\Delta x}^{-1} \circ H \circ S_{\Delta x} \right]^n U^0 = \left[ S_{\Delta x}^{-1} \circ H^n \circ S_{\Delta x} \right] U^0. \]

This means that for the actual computation of \( U^n \) from \( U^0 \), the operators \( S_{\Delta x}^{-1} \) and \( S_{\Delta x} \) need to be applied only once, and not for every time step.

To derive properties of the scheme (4.2), we first analyze the scheme (4.3), which is here given by the marching formula

\[ v_j^{n+1} = v_j^n - \lambda \Delta_x \left[ h(v_{j-1}^n, v_j^n) - A(\Delta_x v_j^n / \Delta x) \right], \quad j \in \mathbb{Z}, \quad n = 0, 1, 2, \ldots, \quad (4.5) \]

where \( \lambda \) is subject to the CFL condition stated below, and

\[ h(w, z) := \Phi(0) + \Phi_+(w) + \Phi_-(z) \quad (4.6) \]

is the Engquist-Osher flux [17], where we define the functions

\[ \Phi_(v) := \int_0^v \max \{0, \Phi(s)\} \, ds, \quad \Phi_-(v) := \int_0^v \min \{0, \Phi(s)\} \, ds. \quad (4.7) \]

We assume that \( \Delta t \) and \( \Delta x \) satisfy the CFL stability condition

\[ 2\lambda \max_{v \in [0, C_0]} |\Phi'(v)| + 2\mu \max_{u \in \mathbb{R}} |a(u)| \leq 1. \quad (4.8) \]

The scheme for \( u \) can be written as

\[ u_{j+1/2}^{n+1} = u_{j+1/2}^n - \lambda \Delta_x G_j^n + \mu \Delta^2 A(u_{j+1/2}^n), \quad j \in \mathbb{Z}, \quad n = 0, 1, 2, \ldots, \quad (4.9) \]

where we define

\[ G_j^n := \frac{1}{\Delta x} \Delta_x h(v_{j-1}^n, v_j^n) = \frac{1}{\Delta x} \left( \int_{v_{j-1}^n}^{v_j^n} \Phi'_+(s) \, ds + \int_{v_j^n}^{v_{j+1}^n} \Phi_-(s) \, ds \right). \quad (4.10) \]

For the ease of reference, we will refer to (4.5)–(4.7) and (4.6), (4.7), (4.9), (4.10) as "v-scheme" and "u-scheme", respectively. Both schemes are, in particular, conservative, so the total mass \( C_0 \) is preserved.

The v-scheme (4.5)–(4.7) is a special case of the scheme studied by Evje and Karlsen [19] for the more general doubly degenerate parabolic equation \( v_t + \Phi(v)_x = B(A(v_x))_x \). While Evje and Karlsen prove that their scheme converges to an entropy solution of that equation, we are here only interested in the property that the scheme is monotone, therefore TVD and monotonicity preserving, and produces solutions for which the discrete analogue of \( v_x \) is uniformly bounded. This makes it possible here to take finite differences of that scheme to generate the u-scheme for the nonlocal Equation (1.1) satisfied by \( u = v_x \). The convergence of the u-scheme will be analyzed separately.

**4.2. Uniform estimates on \( \{v_j^n\} \) and \( \{u_{j+1/2}^n\} \).** We establish the compactness and regularity estimates on the discrete solutions \( \{v_j^n\} \) and \( \{u_{j+1/2}^n\} \) in a series of lemmas. In Lemma 4.1 we prove that the v-scheme is monotone, and derive from this that the numerical solution \( \{u_j^n\} \) satisfies an \( L^1 \) Lipschitz continuity in time property (Lemma 4.2). This result, in combination with the unboundedness of \( A(u) \) for \( u \to \infty \), allows us to prove (in Lemma 4.3) a uniform \( L^\infty \) bound for \( \{u_{j+1/2}^n\} \).
Then, in Lemma 4.4, we prove that the spatial total variation of \( A(U^n) \) is uniformly bounded. With the help of Lemma 4.5, which states that the cell that includes \( v^* \) can move at most one position to the left or the right in one time step, we are then able to show (Lemma 4.6) that the spatial total variation of \( U^n \) is bounded uniformly with respect to the discretization parameters; the bound depends, however, on the final time \( T \). Then, in Lemma 4.7, we prove that the solution \( \{u_{n+1/2}^n\} \) is \( L^1 \) Hölder continuous in time. Finally, we establish in Lemmas 4.8 and 4.9 \( L^2 \) inequalities related to spatial and temporal translates of \( \{A(u_{n+1/2}^n)\} \). The series of lemmas then permits us to prove the main convergence result, Theorem 4.1, which states that the numerical solutions \( \{u_{n+1/2}^n\} \) produced by the \( u \)-scheme indeed converge to the unique weak solution (under conditions, and in a sense made precise in the theorem).

While Lemmas 4.1 to 4.7 are based on the original CFL condition (4.8), we need to employ a strengthened condition ((4.22), stated in Lemma 4.8) to prove Lemmas 4.8 and 4.9, and eventually Theorem 4.1. Finally, we mention that the proofs of Lemmas 4.1 to 4.3 follow the treatment in [19].

**Lemma 4.1.** Under the CFL condition (4.8), the \( v \)-scheme defined by (4.5)–(4.7) is monotone.

**Proof.** We rewrite the scheme (4.5) as

\[
v_j^{n+1} = H(v_{j-1}^n, v_j^n, v_{j+1}^n) =: H_j^n, \quad j \in \mathbb{Z}, \quad n = 0, 1, \ldots, N-1.
\]

Since \( a \geq 0 \), we then have

\[
\frac{\partial H_j^n}{\partial v_{j\pm1}^n} = \mp \lambda \min\{0, \Phi'(v_{j\pm1}^n)\} + \mu a (\Delta_v v_{j\pm1}^n / \Delta x) \geq 0,
\]

while the CFL condition (4.8) implies that

\[
\frac{\partial H_j^n}{\partial v_j^n} = 1 - \lambda \left( \max\{0, \Phi'(v_j^n)\} - \min\{0, \Phi'(v_j^n)\} \right) - \mu \Delta_v a (\Delta_v v_j^n / \Delta x)
\]

\[
= 1 - \lambda |\Phi'(v_j^n)| - \mu \Delta_v a (\Delta_v v_j^n / \Delta x) \geq 0.
\]

As a monotone scheme, the scheme (4.5) is total variation diminishing (TVD) and monotonicity preserving. Since (4.5) represents an explicit three-point scheme, for a fixed discretization \((\Delta x, \Delta t)\) we will always have

\[
v_j^n = 0 \quad \text{for} \quad j < -K, \quad v_j^n = C_0 \quad \text{for} \quad j > K,
\]

for a sufficiently large constant \( K > 0 \). Thus, we can state the following corollary.

**Corollary 4.1.** If (4.4) and the CFL condition (4.8) hold, then the numerical solution \( \{v_j^n\} \) produced by the \( v \)-scheme (4.5)–(4.7) satisfies

\[
0 \leq v_j^n \leq C_0, \quad v_j^n \leq v_{j+1}^n \quad \text{for all} \quad j \in \mathbb{Z}, \quad n = 1, \ldots, N.
\]

As a direct consequence, the numerical solution values \( V^n = \{v_j^n\}_{j \in \mathbb{Z}} \) satisfy the (trivial) uniform total variation bound

\[
TV(V^n) = \sum_{j \in \mathbb{Z}} |v_{j+1}^n - v_j^n| = C_0.
\]
LEMMA 4.2. The numerical solution \( \{v^n_j\} \) produced by the v-scheme (4.5)–(4.7) satisfies the \( L^1 \) Lipschitz continuity in time property, i.e., there exists a constant \( C_1 \), which is independent of \( \Delta := (\Delta x, \Delta t) \), such that

\[
\sum_{j \in \mathbb{Z}} |v^{n+1}_j - v^n_j| \leq C_1 \lambda. \tag{4.13}
\]

Proof. For \( j \in \mathbb{Z} \), the quantity \( w^{n+1/2}_j := v^{n+1}_j - v^n_j \) satisfies

\[
w^{n+3/2}_j - w^{n+1/2}_j = -\lambda \Delta + \left[ h(v^{n+1}_{j-1}, v^n_j) - h(v^n_{j-1}, v^n_j) \right] + \lambda \Delta \left[ A(\Delta v^{n+1}/\Delta x) - A(\Delta v^n/\Delta x) \right]. \tag{4.14}
\]

We define

\[
\theta(s) := \begin{cases} 
1/s & \text{if } s \neq 0, \\
0 & \text{otherwise},
\end{cases}
\]

and the quantities

\[
B^{n+1/2}_j := \left[ h(v^n_{j-1}, v^{n+1}_j) - h(v^n_{j-1}, v^n_j) \right] \theta(v^{n+1}_j - v^n_j), \\
C^{n+1/2}_j := \left[ h(v^{n+1}_j, v^{n+1}_j) - h(v^n_j, v^{n+1}_j) \right] \theta(v^{n+1}_j - v^n_j), \tag{4.15} \\
D^{n+1/2}_j := \left[ A(\Delta v^{n+1}/\Delta x) - A(\Delta v^n/\Delta x) \right] \theta(\Delta v^{n+1}_j - \Delta v^n_j).
\]

Since \( h \) is a monotonically non-decreasing function of its first argument and a monotonically non-increasing function of its second argument, and \( A \) is a monotonically non-decreasing function, we have

\[
C^{n+1/2}_j \geq 0, \quad D^{n+1/2}_j \geq 0, \quad B^{n+1/2}_j \leq 0. \tag{4.16}
\]

After some manipulations and using (4.12) we obtain, from (4.14),

\[
w^{n+3/2}_j = w^{n+1/2}_j \left[ 1 - \lambda C^{n+1/2}_j + \lambda B^{n+1/2}_j - \lambda (D^{n+1/2}_j + D^{n+1/2}_j) \right] + w^{n+1/2}_j \lambda (C^{n+1/2}_j - D^{n+1/2}_j) + w^{n+1/2}_j \lambda (-B^{n+1/2}_j + D^{n+1/2}_j).
\]

Using the CFL condition we find

\[
|w^{n+3/2}_j| \leq |w^{n+1/2}_j| \left[ 1 - \lambda \left( C^{n+1/2}_j - B^{n+1/2}_j + D^{n+1/2}_j + D^{n+1/2}_j \right) \right] + |w^{n+1/2}_j| \lambda \left( C^{n+1/2}_j + D^{n+1/2}_j \right) + |w^{n+1/2}_j| \lambda (-B^{n+1/2}_j + D^{n+1/2}_j).
\]

Summing this over \( j \in \mathbb{Z} \), and using (4.16) and (4.12), we obtain

\[
\sum_{j \in \mathbb{Z}} |w^{n+3/2}_j| \leq \sum_{j \in \mathbb{Z}} |w^{n+1/2}_j|,
\]

which implies that

\[
\sum_{j \in \mathbb{Z}} |w^{n+3/2}_j| \leq \sum_{j \in \mathbb{Z}} |w^{1/2}_j|.
\]
From (4.5) with \( n = 0 \) we get
\[
\sum_{j \in \mathbb{Z}} |w_{j}^{1/2}| = \sum_{j \in \mathbb{Z}} |v_{j} - v_{0}^{j}| = \sum_{j \in \mathbb{Z}} \lambda |\Delta_{+} (h(v_{j-1}^{0}, v_{j}^{0}) - A(\Delta_{-} v_{j}^{0} / \Delta x))|.
\]

Using (1.6) we arrive at (4.13).

**Lemma 4.3.** The numerical solution \( \{v_{j}^{n}\} \) produced by the \( v \)-scheme (4.5)–(4.7) satisfies the inequality \( |\Delta_{+} v_{j}^{n} / \Delta x| \leq C_{3} \) with a constant \( C_{3} \), which is independent of \( \Delta \). Equivalently, the solution \( \{u_{j+1/2}^{n}\} \) generated by the \( u \)-scheme (4.6), (4.7), (4.9), (4.10) satisfies the uniform \( L^{\infty} \) bound
\[
|u_{j+1/2}^{n}| \leq C_{3} \quad \text{for all} \quad j \in \mathbb{Z}, \quad n=0, \ldots, N.
\]  

**Proof.** It is sufficient to show that \( A(\Delta_{+} v_{j}^{n} / \Delta x) \leq C_{2} \) for a constant \( C_{2} \) that is independent of \( \Delta \). Taking into account (4.11) we get
\[
\begin{align*}
|A(\Delta_{+} v_{j}^{n} / \Delta x)| &\leq |A(\Delta_{+} v_{j}^{n} / \Delta x) - h(v_{j}^{n}, v_{j+1}^{n})| \\
&\leq |\Phi(0) + \sum_{k=-\infty}^{j} \Delta_{-} (A(\Delta_{+} v_{k}^{n} / \Delta x) - h(v_{k}^{n}, v_{k+1}^{n}))| \\
&= \left| \sum_{k=-\infty}^{j} \frac{v_{k}^{n+1} - v_{k}^{n}}{\lambda} + \Phi(0) \right| \leq \frac{1}{\lambda} \sum_{k \in \mathbb{Z}} |v_{k}^{n+1} - v_{k}^{n}| + |\Phi(0)|.
\end{align*}
\]

Due to Lemma 4.2, we see that \( |A(\Delta_{+} v_{j}^{n} / \Delta x)| \leq C_{2} \) if we choose \( C_{2} = C_{1} + |\Phi(0)| \). Taking into account (1.8) concludes the proof.

**Lemma 4.4.** The solution \( \{u_{j+1/2}^{n}\} \) generated by the \( u \)-scheme (4.6), (4.7), (4.9), (4.10) satisfies the following inequality, where the constant \( C_{4} \) is independent of \( \Delta \):
\[
\text{TV}(A(U^{n})) = \sum_{j \in \mathbb{Z}} |\Delta_{+} A(u_{j-1/2}^{n})| \leq C_{4}.
\]

**Proof.** Using the marching formula (4.5) we can write
\[
|\Delta_{+} A(u_{j-1/2}^{n})| \leq \frac{1}{\lambda} |v_{j}^{n+1} - v_{j}^{n}| + |\Delta_{+} h(v_{j-1}^{n}, v_{j}^{n})| \\
\leq \frac{1}{\lambda} |v_{j}^{n+1} - v_{j}^{n}| + \left| [h(v_{j}^{n}, v_{j+1}^{n}) - h(v_{j}^{n}, v_{j}^{n})] \theta(v_{j+1}^{n} - v_{j}^{n}) \right| |\Delta_{+} v_{j}^{n}| \\
+ \left| [h(v_{j}^{n}, v_{j}^{n}) - h(v_{j-1}^{n}, v_{j}^{n})] \theta(v_{j}^{n} - v_{j-1}^{n}) \right| |\Delta_{-} v_{j}^{n}|.
\]

Summing over \( j \in \mathbb{Z} \) yields
\[
\sum_{j \in \mathbb{Z}} |\Delta_{+} A(u_{j-1/2}^{n})| \leq \frac{1}{\lambda} \sum_{j \in \mathbb{Z}} |v_{j}^{n+1} - v_{j}^{n}| + 2\|\Phi'\|_{\infty} \sum_{j \in \mathbb{Z}} |\Delta_{+} v_{j}^{n}|.
\]

The right-hand side is uniformly bounded due to Lemma 4.2 and Corollary 4.1. 

Lemma 4.4 does, in general, not permit to establish a uniform bound on the spatial total variation \( \text{TV}(U^{n}) \) of the solution values \( \{u_{j+1/2}^{n}\} \) generated by the \( u \)-scheme.
We now prove that $TV(U^n)$ is nevertheless uniformly bounded, but by a bound that depends on the final time $T$. Our analysis will appeal to assumption (1.7). From (4.11) and (4.12) we deduce that if $v^* < C_0$, where we recall that $C_0$ is defined in (1.10), and $\{v^n_j\}_{j \in \mathbb{Z}}$ is the numerical solution produced by the $v$-scheme (4.5)–(4.7), then at each time level there exists a unique index $k$ such that $v^n_k < v^* \leq v^n_{k+1}$. The following lemma informs about the behavior of this index with each time iteration. (In light of the discussion of Section 1.3, the case $v^* < C_0$ is the most relevant for the phenomenon of aggregation.)

**Lemma 4.5.** Assume that $v^* < C_0$, and that the data $\{v^n_1\}_{j \in \mathbb{Z}}$ and $\{v^{n+1}_j\}_{j \in \mathbb{Z}}$ have been produced by the $v$-scheme (4.5)–(4.7) starting from the monotone data $\{v^0_j\}_{j \in \mathbb{Z}}$ under the CFL condition (4.8). Let $k, k_0 \in \mathbb{Z}$ be the uniquely defined indices that satisfy $v^n_k < v^* \leq v^{n+1}_k$ and $v^{n+1}_{k+1} < v^* \leq v^{n+1}_{k+2}$, respectively. Then $k \in \{k-1, k, k+1\}$.

**Proof.** Since $v^n_k < v^* < v^n_{k+1}$ we analyze two cases: $v^n_k < v^* < v^n_{k+1}$ and $v^n_k < v^* = v^n_{k+1}$. In the first, the monotonicity of the $v$-scheme and (4.12) imply that

$$v^{n+1}_{k-1} \leq v^n_k < v^* < v^{n+1}_{k+1} \leq v^{n+1}_{k+2},$$

such that either $v^{n+1}_{k-1} < v^* \leq v^{n+1}_k$, or $v^{n+1}_k < v^* \leq v^{n+1}_{k+1}$, or $v^{n+1}_k < v^* < v^{n+1}_{k+2}$, which means that $k \in \{k-1, k, k+1\}$. In the second, we find that

$$v^{n+1}_{k-1} \leq v^n_k < v^* = v^n_{k+1} \leq v^{n+1}_{k+2},$$

so either $v^{n+1}_{k-1} < v^* = v^n_{k+1}$, or $v^{n+1}_k < v^* \leq v^{n+1}_{k+1}$, or $v^{n+1}_k < v^* \leq v^{n+1}_{k+2}$. We conclude the proof by noting that $v^{n+1}_{k+1} < v^*$ is impossible due to the monotonicity of the $v$-scheme and (4.12).

The next lemma states the announced bound on $TV(U^n)$.

**Lemma 4.6.** Assume that the CFL condition (4.8) is satisfied. Then there exist constants $C_5$ and $C_6$, which are independent of $\Delta$, such that the solution values $U^n = \{u^n_{j+1/2}\}_{j \in \mathbb{Z}}$ satisfy the uniform total variation bound

$$TV(U^n) = \sum_{j \in \mathbb{Z}} |u^n_{j+1/2} - u^n_{j-1/2}| \leq (C_5 + TV(U^0))\exp(C_6T), \quad n = 1, \ldots, N. \quad (4.18)$$

**Proof.** From (4.9) we obtain

$$\Delta_u^n u^{n+1}_{j-1/2} = \Delta_u^n u^n_{j-1/2} - \mu \Delta_u \Delta^2 h(v^n_{j-1}, v^n_j) + \mu \Delta_u \Delta^2 A(u^n_{j-1/2}).$$

Let us assume that $v^* < C_0$, so that there exists an index $k$ such that $v^n_k < v^* \leq v^n_{k+1}$ (cf. Lemma 4.5), and let us split $\mathbb{Z}$ into the subsets

$$\mathcal{A} := \mathcal{A}^n := \{j \in \mathbb{Z} | j \leq k - 2\},
\mathcal{B} := \mathcal{B}^n := \{j \in \mathbb{Z} | k - 2 < j \leq k + 2\},
\mathcal{C} := \mathcal{C}^n := \{j \in \mathbb{Z} | k + 2 < j\}. \quad (4.19)$$

(If $v^* \geq C_0$, the following arguments for $j \in \mathcal{A}$ apply to all $j \in \mathbb{Z}$, i.e. we may choose $\mathcal{A} = \mathbb{Z}$, and formally $\mathcal{B} = \mathcal{C} = \emptyset$.)

Let $w^n_j := \Delta_u u^n_{j-1/2}$ and $a^n_j := \Delta_u A(u^n_{j-1/2}) \theta(\Delta_u u^n_{j-1/2})$. For $j \in \mathcal{A}$, we obtain

$$w^{n+1}_j = w^n_j - \mu \Delta_u \Delta^2 \Phi(v^n_j) + \mu \Delta^2 (a^n_j w^n_j). \quad (4.20)$$
Using a Taylor expansion about \( v_j^\alpha \) we find that there exist numbers \( \alpha_j^\alpha \in [v_j^\alpha, v_j^\alpha + 1] \) and \( \beta_j^\alpha \in [v_j^\alpha - 1, v_j^\alpha] \) such that

\[
\Delta^2 \Phi(v_j^n) = \Phi'(v_j^n) w_j^n \Delta x + \frac{1}{2} \Phi''(\alpha_j^n) (\Delta + v_j^n)^2 + \frac{1}{2} \Phi''(\beta_j^n) (\Delta - v_j^n)^2.
\]

Substituting this into (4.20) we obtain

\[
w_j^{n+1} = w_j^n - \lambda \Delta_-(\Phi'(v_j^n) w_j^n) + \mu \Delta^2 (a_j^\alpha w_j^n) - \frac{\mu}{2} \Delta_- (\Phi''(\alpha_j^n) (\Delta + v_j^n)^2)
\]
\[+ \frac{\mu}{2} \Delta_- (\Phi''(\beta_j^n) (\Delta - v_j^n)^2)\]
\[= w_j^n - \lambda \Delta_-(\Phi'(v_j^n) w_j^n) + \mu \Delta^2 (a_j^\alpha w_j^n)
\]
\[- \frac{\mu}{2} (\Delta_- \Phi''(\alpha_j^n) (\Delta + v_j^n)^2 + \Phi''(\alpha_j^n-1)(v_{j+1}^n - v_j^n) w_j^n \Delta x
\]
\[+ \frac{\mu}{2} (\Delta_- \Phi''(\beta_j^n) (\Delta - v_j^n)^2 + \Phi''(\beta_j^n-1)(v_j^n - v_{j-1}^n) w_j^n \Delta x)
\]
\[= w_j^n [-1 - \lambda \Phi'(v_j^n) - 2 \mu a_j^\alpha_j] + w_{j-1}^n [\mu a_j^\alpha_j - \lambda \Phi'(v_j^{n-1})] + \mu w_{j+1}^n a_j^\alpha_j +
\[+ \mathcal{O}(\Delta t) (w_j^{n+1} + \Delta_+ v_j^n + \Delta_- v_j^n).
\]

In an analogous way we find, for \( j \in \mathcal{C} \),

\[
w_j^{n+1} = w_j^n [1 + \lambda \Phi'(v_j^n) - 2 \mu a_j^\alpha_j] + w_{j+1}^n [\mu a_j^\alpha_{j+1} - \lambda \Phi'(v_j^n)] + \mu w_{j-1}^n a_j^\alpha_j
\[+ \mathcal{O}(\Delta t) (w_j^{n+1} + \Delta_+ v_j^n + \Delta_- v_j^n).
\]

Now we deal with \( j \in \mathcal{B} \). For \( j = k-1 \), using that \( v^* \) is a maximum of \( \Phi \) and following analogous steps as before, we get

\[
w_k^{n+1} = w_k^n - \mu \left( \Phi(v_{k+1}^n) - \Phi(v^*) + \Delta_- \Delta^2 \Phi(v_{k+1}^n) \right) + \mu \Delta^2 (a_k^{n-1} w_{k-1}^n)
\[= w_k^n - \mu \left( \Phi'(v_{k+1}^n) (v_{k+1}^n - v^*) + \Delta_- \Delta^2 \Phi(v_{k+1}^n) \right) + \mu \Delta^2 (a_k^{n-1} w_{k-1}^n)
\]
\[= w_k^n [1 - \lambda \Phi'(v_{k+1}^n) - 2 \mu a_k^{n-1}] + w_{k-1}^n [\mu a_k^{n-1} + \lambda \Phi'(v_{k+1}^n)] + \mu w_{k+1} a_k^n
\[+ \mathcal{O}(\Delta t) (1 + w_{k-2}^n + w_{k-1}^n + \Delta_+ v_k^n + \Delta_- v_k^n).
\]

For \( j = k \), using that \( \Phi'(v^*) = 0 \) we compute

\[
w_k^{n+1} = w_k^n - \mu \left[ \Phi(v_{k+2}^n) - 2 \Phi(v_{k+1}^n) + \Phi(v_k^n) - \Phi(v_{k-1}^n) - 2 \Phi(v_{k-2}^n) \right]
\[= w_k^n - \mu \left[ \Phi'(v_{k+1}^n) (v_{k+1}^n - v^*) + 2 \Phi'(v^*) + \Phi(v^*) - \Phi(v_{k-1}^n) \right] + \mu \Delta^2 (a_k^n w_k^n)
\]
\[= w_k^n [1 - 2 \mu a_k^n] + w_{k-1}^n [\mu a_k^{n-1} + \lambda \Phi'(v_{k-1}^n)] + \mu w_{k+1} a_k^n + \mathcal{O}(\Delta t) (1 + w_{k-1}^n + \Delta_+ v_k^n + \Delta_- v_k^n).
\]

For \( j = k+1 \) and \( j = k+2 \), the following steps are analogous to the previous cases.
Using that \( \Phi'(v^*) = 0 \) we obtain
\[
\begin{align*}
    w_{k+1}^{n+1} &= w_k^n + \mu \left( \Delta v_k^n + 3(\Phi(v_k^n) - \Phi(v^*)) + \Phi(v_k^n) - \Phi(v_{k-1}^n) \right) \\
    &+ \mu \Delta^2 (a_{k+1}^n w_k^n + w_{k+1}^n) \\
    &= w_k^n [1 + \lambda \Phi'(v_k^n)] + \mu a_k^n v_k^n + w_{k+1}^n [\mu a_k^n - \lambda \Phi'(v_k^n)] \\
    &+ \mathcal{O}(\Delta t) \left( 1 + w_k^n + w_{k+2}^n + \Delta_+ v_k^n + \Delta_- v_k^n \right),
\end{align*}
\]
\[
\begin{align*}
    w_{k+2}^{n+1} &= w_k^n + \mu \left( \Delta v_k^n + \Phi(v_k^n) - \Phi(v^*) \right) + \mu \Delta^2 (a_{k+2}^n w_k^n) \\
    &= w_k^n [1 + \lambda \Phi'(v_k^n)] + w_{k+3}^n [\mu a_k^n - \lambda \Phi'(v_k^n)] + \mu w_{k+1}^n a_{k+1}^n \\
    &+ \mathcal{O}(\Delta t) \left( 1 + w_{k+2}^n + w_{k+3}^n + \Delta_+ v_{k+2}^n + \Delta_- v_{k+2}^n \right).
\end{align*}
\]

Finally, summing over \( j \) we find that there exist constants \( C_6 \) and \( C_7 \) such that
\[
\sum_{j \in \mathbb{Z}} |w_j^{n+1}| \leq \sum_{j \in \mathbb{Z}} |w_j^n| (1 + C_6 \Delta t) + C_7 \Delta t,
\]
which implies that
\[
\sum_{j \in \mathbb{Z}} |w_j^{n+1}| \leq \sum_{j \in \mathbb{Z}} |w_j^n| \exp(C_6 T) + \frac{C_7}{C_6} \exp(C_6 T),
\]
which proves (4.18).

The next lemma states \( L^1 \) Hölder continuity with respect to the variable \( t \) of the solution generated by (4.9).

**Lemma 4.7.** The solution \( \{u_k^n \} \) generated by the \( u \)-scheme (4.6), (4.7), (4.9), (4.10) satisfies the following inequality, where the constant \( C_8 \) is independent of \( \Delta \):
\[
\sum_{j \in \mathbb{Z}} |u_j^{m+1/2} - u_j^{n+1/2}| \Delta x \leq C_8 \sqrt{\Delta t (m-n)} \quad \text{for } m > n, \text{ and } m, n \in \mathbb{N}_0.
\]

**Proof.** We first establish weak Lipschitz continuity in the time variable. To this end, let \( \phi(x) \) be a test function and \( \phi := \phi(j \Delta x) \). Multiplying Equation (4.9) by \( \phi \), summing over \( n \) and \( j \) and applying a summation by parts, we get
\[
\Delta x \sum_{j \in \mathbb{Z}} \phi_j (u_{j+1/2}^{n+1} - u_{j+1/2}^n) \leq \Delta t \sum_{j \in \mathbb{Z}} G_j^n (\phi_j - \phi_{j-1}) \\
+ \lambda \sum_{j \in \mathbb{Z}} (\phi_j - \phi_{j-1}) \left( A(u_{j+1/2}^n) - A(u_{j-1/2}^n) \right).
\]
Using Lemma 4.4 and the fact that \( \phi \) is smooth we obtain
\[
\Delta x \sum_{j \in \mathbb{Z}} \phi_j (u_{j+1/2}^{n+1} - u_{j+1/2}^n) \leq C \| \phi' \| \Delta t,
\]
where \( C \) is independent of \( \Delta \) and \( \phi \). Consequently, for \( m > n \) the following weak continuity result holds:
\[
\Delta x \sum_{j \in \mathbb{Z}} \phi_j (u_{j+1/2}^{m} - u_{j+1/2}^n) \leq C \| \phi' \| \Delta t (m-n).
\]
Then the solution \( v^n_{j+1/2} = u^n_{j+1/2} - v^n_{j+1/2} \) has bounded variation on \( \mathbb{R} \), we arrive at the inequality (4.21) by proceeding as in [18, Lemma 3.6].

Now, following the treatment in [21] we prove an \( L^2 \) estimate for the discrete version of \( A(u)_x \).

**Lemma 4.8.** Assume that the following strengthened CFL condition is satisfied for a constant \( \varepsilon > 0 \):

\[
\text{CFL}_\varepsilon := 2\lambda \max_{u \in \mathbb{R}} |\Phi'(u)| + 4\mu \max_{u \in \mathbb{R}} a(u) \leq 1 - \varepsilon.
\]

Then the solution \( \{u^n_{j+1/2}\} \) generated by the \( u \)-scheme (4.9), (4.10) satisfies the following inequality, where the constant \( C_0 \) depends on \( \varepsilon \), but is independent of \( \Delta \):

\[
\sum_{n=1}^{N} \sum_{j \in \mathbb{Z}} \left( \frac{\Delta_- A(u^n_{j+1/2})}{\Delta x} \right)^2 \Delta t \Delta x \leq C_0.
\]

**Proof.** Multiplying (4.9), by \( u^n_{j+1/2} \Delta x \), summing the result over \( n = 0, \ldots, N-1 \) and \( j \in \mathbb{Z} \), and using summations by parts we get

\[
\begin{align*}
\lambda \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta_- A(u^n_{j+1/2}))(\Delta_- u^n_{j+1/2}) \\
= \Delta t \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} G^n_j (\Delta_- u^n_{j+1/2}) - \frac{\Delta x}{2} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} \left( (u^n_{j+1/2})^2 - (u^n_{j+1/2})^2 \right) \\
+ \frac{\Delta x}{2} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} \left( (u^n_{j+1/2})^2 - (u^n_{j+1/2})^2 \right),
\end{align*}
\]

where we used that

\[
(u^n_{j+1/2} - u^n_{j+1/2})u^n_{j+1/2} = \frac{1}{2} \left[ (u^n_{j+1/2})^2 - (u^n_{j+1/2})^2 - (u^n_{j+1/2} - u^n_{j+1/2})^2 \right].
\]

In light of Lemma 4.3, we can also write

\[
(\Delta_- A(u^n_{j+1/2}))(\Delta_- u^n_{j+1/2}) \geq \frac{1}{a^*}(\Delta_- A(u^n_{j+1/2}))^2, \quad a^* := \max_u a(u),
\]

since \( a(u) \geq 0 \). Using this observation, we find that

\[
\frac{\lambda}{a^*} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta_- A(u^n_{j+1/2}))^2 \leq \Delta t \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} G^n_j (\Delta_- u^n_{j+1/2}) + \frac{\Delta x}{2} \sum_{j \in \mathbb{Z}} (u^n_{j+1/2})^2 \\
+ \frac{\Delta x}{2} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (u^n_{j+1/2} - u^n_{j+1/2})^2.
\]

On the other hand, from (4.9) and the inequality \((a+b)^2 \leq 2a^2 + 2b^2\) we obtain

\[
\frac{1}{2} (u^n_{j+1/2} - u^n_{j+1/2})^2 \leq \lambda^2 (\Delta_- G^n_j)^2 + 2\mu^2 \left( (\Delta_- A(u^n_{j+1/2}))^2 + (\Delta_- A(u^n_{j+1/2}))^2 \right).
\]
Multiplying the last inequality by $\Delta x$ and summing the result over $n$ and $j$ yields

\[
\frac{\Delta x}{2} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (u_{j+1/2}^{n+1} - u_{j+1/2}^n)^2 \leq \frac{\Delta t^2}{\Delta x} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta + G_j^n)^2 \\
+ 4\mu^2 \Delta x \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta - A(u_{j+1/2}^n))^2.
\]

The new CFL condition (4.22) now implies that

\[
4\mu^2 \Delta x = 4\mu \frac{\Delta t}{\Delta x a^*} \leq \frac{\Delta t(1 - \varepsilon)}{\Delta x a^*},
\]

and therefore

\[
\frac{\Delta x}{2} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (u_{j+1/2}^{n+1} - u_{j+1/2}^n)^2 \leq \frac{\Delta t^2}{\Delta x} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta + G_j^n)^2 \leq \frac{\Delta t(1 - \varepsilon)}{\Delta x a^*} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta - A(u_{j+1/2}^n))^2.
\]

Summing (4.24) and (4.25) yields

\[
\frac{\varepsilon \lambda}{a^*} \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta - A(u_{j+1/2}^n))^2 \leq \Delta t \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} G_j^n (\Delta - u_{j+1/2}^n) + \Delta x \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (\Delta - G_j^n)^2 \leq C,
\]

where we used Lemma 4.6, the bound on $G_j^n$ and the fact that $\Delta t = O(\Delta x^2)$.

With the help of Lemma 4.8 we can prove

**Lemma 4.9.** Under the assumptions of Lemma 4.8 there exists a constant $C_{10}$ which is independent of $\Delta$ such that

\[
\sum_{j \in \mathbb{Z}} |A(u_{j+1/2}^m) - A(u_{j+1/2}^n)|^2 \Delta x \leq C_{10}(m - n) \Delta t \quad \text{for } m > n.
\]

**Proof.** Using Lemma 4.3, the fact that $A'(u) \geq 0$, and (4.9), we get

\[
\sum_{j \in \mathbb{Z}} (A(u_{j+1/2}^m) - A(u_{j+1/2}^n))^2 \Delta x \leq a^* \sum_{j \in \mathbb{Z}} (A(u_{j+1/2}^m) - A(u_{j+1/2}^n))(u_{j+1/2}^m - u_{j+1/2}^n) \Delta x = A + B,
\]

where we define

\[
A := -\Delta t a^* \sum_{j \in \mathbb{Z}} (A(u_{j+1/2}^m) - A(u_{j+1/2}^n)) \sum_{l=n}^{m-1} \Delta + G_j^l,
\]

\[
B := \lambda a^* \sum_{j \in \mathbb{Z}} (A(u_{j+1/2}^m) - A(u_{j+1/2}^n)) \sum_{l=n}^{m-1} \Delta^2 A(u_{j+1/2}^l).
\]
Summing by parts we get
\[ A = \Delta t a^* \sum_{j \in \mathbb{Z}} \sum_{l=n}^{m-1} G_j^l \left( \Delta_- A(u_{j+1/2}^m) - \Delta_- A(u_{j+1/2}^n) \right). \]

We can write
\[ A = \Delta t \Delta x a^* \sum_{j \in \mathbb{Z}} \sum_{l=n}^{m-1} G_j^l \left( \Delta_- A(u_{j+1/2}^m) / \Delta x - \Delta_- A(u_{j+1/2}^n) / \Delta x \right). \]

Using that \( ab \leq a^2 + b^2 \), we find
\[ A \leq \frac{\Delta t}{2} a^* \sum_{j \in \mathbb{Z}} \sum_{l=n}^{m-1} |G_j^l| \left[ \left( \Delta_- A(u_{j+1/2}^m) / \Delta x \right)^2 + \left( \Delta_- A(u_{j+1/2}^n) / \Delta x \right)^2 \right] \Delta x \]
\[ + \Delta t a^* \sum_{j \in \mathbb{Z}} \sum_{l=n}^{m-1} |G_j^l| \Delta x = O((m-n)\Delta t), \]

where we have used Lemma 4.8 and the bound on \( G_j^l \).

Proceeding in the same way for \( B \) yields
\[ B = -\lambda a^* \sum_{j \in \mathbb{Z}} \left\{ \left[ A(u_{j+1/2}^m) - A(u_{j+1/2}^n) - \left( A(u_{j-1/2}^m) - A(u_{j-1/2}^n) \right) \right] \right\} \]
\[ \times \sum_{l=n}^{m-1} \Delta_- A(u_{j+1/2}^l) \]
\[ = -\lambda a^* \sum_{j \in \mathbb{Z}} \left\{ \left( \Delta_- A(u_{j+1/2}^m) - \Delta_- A(u_{j+1/2}^n) \right) \sum_{l=n}^{m-1} \Delta_- A(u_{j+1/2}^l) \right\} \]
\[ = -\lambda a^* \sum_{j \in \mathbb{Z}} \sum_{l=n}^{m-1} \left( \Delta_- A(u_{j+1/2}^m) \cdot \Delta_- A(u_{j+1/2}^l) - \Delta_- A(u_{j+1/2}^n) \cdot \Delta_- A(u_{j+1/2}^l) \right) \]
\[ \leq 2(m-n)\Delta t a^* \sum_{j \in \mathbb{Z}} \left( \Delta_- A(u_{j+1/2}^n) / \Delta x \right)^2 \Delta x = O((m-n)\Delta t). \]

Inserting into (4.27) that \( A, B = O((m-n)\Delta t) \) concludes the proof.

Let us now denote by \( u^\Delta \) the piecewise constant function
\[ u^\Delta(x,t) := \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} \chi_{jn}(x,t) u_{j+1/2}^n, \]

where \( \chi_{jn} \) denotes the characteristic function of \( I_j \times [t_n, t_{n+1}) \), and let us denote by \( v^\Delta \) its primitive. From the \( L^\infty \) bound (Lemma 4.3), the uniform bound on the total variation in space (Lemma 4.6), and the \( L^1 \) Hölder continuity in time result (Lemma 4.7) we infer that there is a constant \( C \) such that
\[ \| u^\Delta \|_{L^\infty(\Pi_T)} + \| u^\Delta \|_{L^1(\Pi_T)} \leq C; \quad \| u^\Delta(\cdot,t) \|_{BV(\mathbb{R})} \leq C \quad \text{for all } t \in (0,T), \quad (4.28) \]
uniformly as \( \Delta x, \Delta t \downarrow 0 \), while Lemmas 4.8 and 4.9 imply (cf. [20]) that there are constants \( C_{11} \) and \( C_{12} \) independent of \( \Delta \) such that
\[
\| A(u^\Delta(\cdot + y, \cdot)) - A(u^\Delta(\cdot, \cdot)) \|_{L^2(\Pi_T)} \leq C_{11} \sqrt{|y|(|y| + \Delta x)},
\]
\[
\| A(u^\Delta(\cdot, \cdot + \tau)) - A(u^\Delta(\cdot, \cdot)) \|_{L^2(\Pi_{T-\tau})} \leq C_{12} \sqrt{\tau}.
\] (4.29)

4.3. Convergence to the weak solution.

**Theorem 4.1.** Assume that \( \Delta x \) and \( \Delta t \) satisfy the CFL\(_c\) condition (4.22), and that \( u_0 \) is compactly supported and satisfies (1.6). Then the piecewise constant solutions \( u^\Delta \) generated by the \( u \)-scheme (4.6), (4.7), (4.9), (4.10) converge in the strong topology of \( L^1(\Pi_T) \) to the unique weak solution of (1.1), (1.2) (in the sense of Definition 2.1).

**Proof.** Since \( u^\Delta \in L^\infty(\Pi_T) \cap L^\infty(0,T;BV(\mathbb{R})) \cap C^{1/2}(0,T;L^1(\mathbb{R})) \), we deduce from (4.28) that there exists a sequence \( \{ \Delta_i \} \in \mathbb{N} \) with \( \Delta_i \downarrow 0 \) for \( i \to \infty \) and a function \( u \in L^\infty(\Pi_T) \cap L^1(\Pi_T) \cap L^\infty(0,T;BV(\mathbb{R})) \) such that \( u^\Delta \to u \) a.e. on \( \Pi_T \). Moreover, in light of (4.29) we have \( A(u^\Delta) \to A(u) \) strongly on \( L^\infty(\Pi_T) \), and we have that \( A(u) \in L^1(0,T;H^1(\mathbb{R})) \). Lemma 4.7 ensures that \( u \) satisfies the initial condition (2.1). It remains to prove that \( u \) satisfies the weak formulation (2.1). To this end, we apply a standard Lax-Wendroff-type argument. Now, multiplying (4.10) by \( \int_{I_j} \varphi(x,t_n) \, dx \), where \( I_j := [x_j, x_{j+1}] \) and \( \varphi \) is a suitable smooth test function, and summing the results over \( j \in \mathbb{Z} \), we obtain \( W_1 + W_2 + W_3 = 0 \), where we define
\[
W_1 := \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} (u_{j+1/2}^{n+1} - u_{j+1/2}^n) \int_{I_j} \varphi(x,t_n) \, dx,
\]
\[
W_2 := \lambda \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} \Delta x G_j^n \int_{I_j} \varphi(x,t_n) \, dx,
\]
\[
W_3 := -\mu \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} \Delta^2 A(u_{j+1/2}^n) \int_{I_j} \varphi(x,t_n) \, dx.
\]
By standard summation by parts and using that \( \varphi \) has compact support, we get
\[
W_1 = -\Delta t \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} u_{j+1/2}^{n+1} \int_{I_j} \frac{\varphi(x,t_{n+1}) - \varphi(x,t_n)}{\Delta t} \, dx,
\]
\[
W_2 := -\Delta t \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} G_j^{n+1} \int_{I_j} \frac{\varphi(x+\Delta x,t_n) - \varphi(x,t_n)}{\Delta x} \, dx,
\]
\[
W_3 := -\Delta t \sum_{n=0}^{N-1} \sum_{j \in \mathbb{Z}} A(u_{j+1/2}^{n+1}) \int_{I_j} \frac{\varphi(x+\Delta x,t_n) - 2\varphi(x,t_n) + \varphi(x-\Delta x,t_n)}{\Delta x^2} \, dx.
\]
A direct application of the convergence of \( u^\Delta \) gives us the desired result for \( W_1 \) and \( W_3 \). It remains to analyze \( W_2 \). Since for each fixed \( n \in \{0, \ldots, N-1\} \), the data \( \{v_k^n\} \) are monotone, there exists an index \( k \) such that \( v_k^n < v^* \leq v_{k+1}^n \). Thus, if \( A, \mathcal{B} \) and \( \mathcal{C} \) are the sets defined in (4.19), we may write \( W_2 = W_{2,A} + W_{2,B} + W_{2,C} \), where the subindex denotes the summation over \( j \) from the sets \( A, \mathcal{B} \) and \( \mathcal{C} \), respectively. For \( j \in \mathcal{A} \) we have
\[
G_j^{n+1} = \frac{\Delta x \Phi(v_j^n)}{\Delta x} = \frac{\Delta x \Phi(v_j^n)}{\Delta x} u_{j+1/2}^n \quad \text{if } u_{j+1/2}^n \neq 0 \text{ and } G_j^{n+1} = 0 \text{ otherwise},
\]
since \( \Phi' > 0 \) for the values of \( v^n_j \) with \( j \in \mathcal{A} \). For \( j \in \mathcal{A} \) we have

\[
G^n_{j+1} = \frac{\Delta t}{\Delta x} v^n_j u^n_{j+1} + \frac{\Delta x^2}{2} \Phi'(v^n_{j+1}) + \frac{\Delta t}{\Delta x} v^n_j u^n_{j+1} - \Phi'(v^n_{j+1}) \Delta x \quad \text{if} \ u^n_{j+1} \neq 0 \ 	ext{and} \ G^n_{j+1} = 0 \ 	ext{otherwise}.
\]

We can write

\[
\Delta^2 \Phi(v^n_{j+1}) = \Phi'(v^n_{j+1}) \Delta u^n_{j+1/2} \Delta x
\]

\[
+ \frac{1}{2} \left( \Phi''(\xi^n_{j+3/2})(\Delta + v^n_{j+1})^2 + \Phi''(\xi^n_{j+1/2})(\Delta + v^n_{j}) \right),
\]

where \( \xi^n_{j+1/2} \in [v^n_j, v^n_{j+1}] \). Using Lemmas 4.3 and 4.6 we get

\[
W_{2c} = -\Delta t \sum_{n=0}^{N-1} \sum_{j \in \mathcal{C}} \frac{\Delta x^2}{2} \Phi'(v^n_j) u^n_{j+1/2} \int_{t_j} \frac{\varphi(x+\Delta x, t_n) - \varphi(x, t_n)}{\Delta x} dx + O(\Delta x).
\]

The case \( j \in \mathcal{B} \) can be treated in the same way as \( j \in \mathcal{C} \) using that \( \Phi'(v^*) = 0 \) and that \( \mathcal{B} \) is a finite index set. Taking the limit \( \Delta t \to 0 \) we finally get the result. \( \square \)

5. Numerical examples

The examples presented here illustrate the qualitative behavior of weak solutions of the initial value problem (1.1), (1.2) and the convergence properties of the numerical scheme. For the first purpose, we select a relatively fine discretization and present the corresponding numerical solutions as three-dimensional sequences of profiles at selected times or contour plots that should almost be free of numerical artifacts, while the convergence properties of the scheme are demonstrated by error histories in some examples. For all numerical examples we specify \( \Delta x \) and use \( \mu = \Delta t / \Delta x^2 = 0.1 \), i.e., \( \Delta t = 0.1 \Delta x^2 \).

5.1. Example 1. In Example 1 we calculate the numerical solution of (1.1), (1.2) for \( \Phi(v) = -(1-v)^2 \) and the degenerating integrated diffusion coefficient (1.12) with \( u_\tau = 10 \) and \( a_0 = 0.1 \). The initial datum is given by

\[
u_0(x) = \begin{cases} 5 & \text{for } 0.1 \leq x \leq 0.2, \\ 7 & \text{for } 0.8 \leq x \leq 0.9, \\ 8 & \text{for } 0.6 \leq x \leq 0.7, \\ 0 & \text{otherwise}. \end{cases}
\]

Note that \( C_0 = 2 \) in Example 1, where \( C_0 \) is defined in (1.10), and \( v^* = C_0 / 2 = 1 \), so that the function \( \Phi \) corresponds to (1.11), where the constant of integration is \(-1\), and that \( u_\tau \) is chosen such that (1.6) is satisfied. Moreover, in our case \( \Phi''(v) = -2 < 0 \), and \( \Phi(0) = \Phi(C_0) = -1 \). Nagai and Mimura [32] show that under these conditions, and for the integrated diffusion coefficient given by (1.19), the solution converges in time to a compactly supported, stationary travelling-wave solution, which represents the aggregated group of individuals and is defined by the time-independent version of (1.1).

In Figure 5.1 we show the numerical approximations for \( v \) and \( u \) for \( 0 \leq t \leq 0.5 \) and for \( \Delta x = 0.001 \). As predicted, for each fixed time the data \( \{v^n_j\} \) are monotonically increasing, and the numerical solution for \( u \) indeed displays the aggregation phenomenon, and terminates in a stationary profile, even though the assumptions on \( A \) stated in [32] are not satisfied here. This supports the conjecture that a similar travelling wave analysis can also be conducted in the present strongly degenerate case, to which we will return in a separate paper.
In Table 5.1 we show the error at \( t_1 = 0.1 \) and \( t_2 = 0.25 \) in the \( L^1 \) norm for \( u \) (denoted as \( e_{t_i}^u \), \( i = 1, 2 \)) and in the \( L^\infty \) norm for \( v \) (denoted as \( e_{t_i}^v \), \( i = 1, 2 \)), where we take as a reference the solution calculated with \( \Delta x = 0.0002 \). We find an experimental rate of convergence in both cases greater than one. For small \( \Delta x \) this behavior is possibly related to the proximity of the reference solution. One should expect a real order of convergence at most one since the \( v \)-scheme is monotone. Similar convergence rates have been observed for the other examples.

In Figure 5.2 we compare the numerical approximations for \( v \) and \( a \) for different mesh sizes at the simulated time \( t = 0.25 \).

5.2. Example 2. This example represents a slight modification of Example 1, namely we choose \( \Phi \) and \( A \) as in Example 1, but we consider a smooth initial datum \( u_0 \) given by \( u_0(x) = 2 - 2\cos(4\pi x) \) for \( x \in [0, 1] \) and \( u_0(x) = 0 \) otherwise. In Figure 5.3
we show the numerical approximation of $u$ for $0 \leq t \leq 0.5$ and $\Delta x = 0.001$. We observe that strong discontinuities form after finite time from the smooth initial datum. This behavior contrasts with the regularity of other related problems [5, 24], where discontinuities can occur only if they are present in the initial data.

**5.3. Example 3.** We now choose $\Phi$ and $u_0$ as in Example 1, but define $A$ by

$$A(u) = \begin{cases} 
0.05u & \text{for } 0 \leq u \leq 5, \\
0.25 & \text{for } 5 < u \leq 10, \\
0.05u - 0.25 & \text{for } u > 10.
\end{cases}$$

Figure 5.4 shows the results for $\Delta x = 0.001$ and $t \in [0, 0.5]$. Again, a stationary single-peak solution is forming, including a jump between $u = 5$ and $u = 10$, in agreement with the flatness of $A(u)$ for $u \in [5, 10]$. 

Fig. 5.2. *Example 1: Numerical approximation of $v$ (top) and $u$ (bottom) for several mesh sizes at $t = 0.25$.**
5.4. Example 4. We now utilize the function $\Phi(v) = -0.5(\cos(v\pi) + 1)$ combined with the degenerating integrated diffusion coefficient (1.12) with $u_c = 10$ and $a_0 = 0.1$ from Examples 1 and 2 and the initial datum

$$u_0(x) = \begin{cases} 10 & \text{for } x \in [0.05,0.15], \\ 9 & \text{for } x \in [0.6,0.7], \\ 14 & \text{for } x \in [0.3,0.5], \\ 8 & \text{for } x \in [0.9,1], \\ 0 & \text{otherwise.} \end{cases}$$

The result is shown in Figure 5.5 for $\Delta x = 0.001$. We observe the formation of three groups, but the third moves to the right “looking for more” mass since it is not a full state, in the sense of the Nagai and Mimura [32] condition for the formation of stationary travelling waves. In addition to Figure 5.5 we show in Figure 5.6 a contour plot of the numerical approximation of $v$ for this example. The contour lines of $v$ correspond to trajectories of “individuals”. This example has been included to illustrate the solution behaviour when $\Phi$ has several extrema and inflection points.
5.5. Example 5. Here we calculate the numerical approximation of $u$ for $A$ as in Examples 1, 2 and 4, but with $\Phi$ and $u_0$ given by the respective equations

$$
\Phi(v) = \begin{cases} 
-0.5(\cos(v\pi)+1) & \text{for } 0 \leq v \leq 2, \\
(v-2)^2-1 & \text{for } v > 2,
\end{cases}
$$

$$
u_0(x) = \begin{cases} 
14 & \text{for } x \in [0.15, 0.3], \\
18 & \text{for } x \in [0.8, 0.95], \\
17 & \text{for } x \in [0.6, 0.7], \\
0 & \text{otherwise}.
\end{cases}
$$

In Figure 5.7 we show the result for $\Delta x = 0.001$. We see that the spare mass (i.e. the mass that can not get in the first group) “dilutes” to the right. This dissipation
Fig. 5.6. Example 4: Contour lines of the numerical approximation of $v$ for $\Delta x = 0.001$.

Fig. 5.7. Example 5: Numerical approximation of $u$, obtained via (4.2) for $\Delta x = 0.001$.

of the right-moving mass is driven by the choice of $\Phi$, and not by that of $A$. Clearly, as in the previous example, $\Phi$ does not satisfy the assumption stated in (1.7). This example illustrates that solutions of (1.1), (1.2) will not always evolve into a finite number of stationary or moving, aggregated “herds”.
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