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In this paper we are interested in empirical likelihood (EL) as a method of estimation, and we address the following two problems: (1) selecting among various empirical discrepancies in an EL framework and (2) demonstrating that EL has a well-defined probabilistic interpretation that would justify its use in a Bayesian context. Using the large deviations approach, a Bayesian law of large numbers is developed that implies that EL and the Bayesian maximum a posteriori probability (MAP) estimators are consistent under misspecification and that EL can be viewed as an asymptotic form of MAP. Estimators based on other empirical discrepancies are, in general, inconsistent under misspecification.

1. Introduction. Owen’s empirical likelihood (EL) theorem ([30] and [31]) provides under traditional assumptions a basis for forming confidence regions for multivariate means and parameters in estimating equations. The basic EL idea is to proceed as if the sample \( X_1, X_2, \ldots, X_n \), drawn from an unknown distribution \( r(x) \) is i.i.d. and can be modeled as a multinomial distribution based on the observations. Inference for the \( J \) unknown parameters is based on \( K \) estimating equations and a nonparametric likelihood ratio statistic that asymptotically has a chi-square distribution. As a result, EL is an attractive orthodox semiparametric method of estimation and inference whose scope has been extended in several productive directions (e.g., see [17] and [41]).

Building on Owen’s EL insight, this paper is concerned with using empirical likelihood as a method of estimation (cf. [3, 19, 27, 31] and [32], among others). Through a Bayesian law of large numbers (BLLN, Theorem 2.2, Section 2.2, see also Section 2.3) we establish in a Bayesian setting an asymptotic connection between the EL and maximum a posteriori probability (MAP) estimators. The BLLN implies that under certain conditions the posterior measure asymptotically weakly concentrates on the MAP, or equivalently EL, estimators, even when the model is not correctly specified. The BLLN result is established via the large deviations (LD) approach (cf. Section 2.1).
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Typically, as noted above, EL estimators are formed in an Estimating Equations (EE) framework [14]. In this way EL combines the flexibility of the nonparametric approach with the advantages of a finite parametrization. To be more specific, let us assume that a researcher is willing to specify only some of features of the data-sampling distribution \( r(x; \theta) \). These model features, that is, the model \( \Phi(\theta) \), can be characterized by estimating equations (cf. [31], Chapter 3.5 and [27], Chapter 11):

\[
\Phi(\theta) \triangleq \bigcup_{\Theta \subseteq \mathbb{R}^K} \Phi(\theta), \text{ where } \Phi(\theta) \triangleq \{ q(x; \theta) : \int q(x; \theta)u_j(x; \theta) = 0, 1 \leq j \leq J; \int q(x; \cdot) = 1, q(x; \cdot) \geq 0 \}, \theta \in \Theta \subseteq \mathbb{R}^K.
\]

The number of estimating functions \( u(\cdot) \) need not be equal to the number \( K \) of parameters. Given the sample drawn from \( r(x; \theta) \), the EL estimator \( \hat{\theta}_{\text{EL}} \) of \( \theta \) is obtained as a parametric component of

\[
\hat{q}_{\text{EL}}(x_i; \hat{\theta}_{\text{EL}}) = \arg \sup_{q(x_i; \theta) \in \hat{\Phi}(\theta)} \sup_{\theta \in \Theta} \sum_{i=1}^{n} \log q(x_i; \theta),
\]

where \( \hat{\Phi}(\theta) \triangleq \{ q(x_i; \theta) : \sum_{i=1}^{n} q(x_i; \theta)u_j(x_i; \theta) = 0, 1 \leq j \leq J; \sum_{i=1}^{n} q(x_i; \theta) = 1, q(x_i; \cdot) \geq 0 \} \) is the empirical form of \( \Phi(\theta) \).

The asymptotic performance of \( \hat{\theta}_{\text{EL}} \) has been studied by Qin and Lawless [32]. The same asymptotic properties are exhibited by the exponential tilting estimator, which results when in (1.1) the log-likelihood is replaced by the negative Kullback–Leibler discrepancy (empirical entropy) \( -\sum_{i=1}^{n} q(x_i; \theta) \log(q(x_i; \theta)/\mu(x_i)) \) of \( q \) with respect to the uniform probability mass function \( \mu(\cdot) \) (cf. [18, 23] and [27]). Also, in [3], the Euclidean distance \( \sum_{i=1}^{n}(q(x_i; \theta) - \mu(x_i))^2 \) is employed and in recent years the Cressie–Read [4] family of discrepancy measures has been used in the EL framework. When the model is correctly specified, the resulting estimators are consistent regardless of the discrepancy measure used. Since in practice the model is rarely specified correctly, it is of interest to study consistency of various EL estimators under statistical model misspecification.

Recognizing the importance of the statistical model in the estimation process, we study consistency under misspecification in the Bayesian setting. By means of the LD approach we obtain the Bayesian law of large numbers (Theorem 2.2). The BLLN together with Lemmas 2.1 and 2.2 imply that, in the Bayesian setting, MAP and EL estimators are consistent under misspecification. In the Bayesian setting, Euclidean and other nonlikelihood members of the Cressie–Read family may, in general, be inconsistent. The same holds for the posterior mean (cf. Section 2.3, Example 2.1).

The BLLN also sheds a new light on the problem of extending of EL into a Bayesian method (cf. [26, 31, 33] and [35]). In [26] Lazar listed possible ways of turning EL into a Bayesian method and studied one of the possibilities within the framework of Monahan and Boos [28]. Schennach [35] proposed a specific prior over a set of sampling distributions to get a Bayesian procedure that admits an operational form similar to EL. In [33] a different prior over the set of probability measures is considered and a group of EL-like methods is obtained. The BLLN
together with Lemmas 2.1 and 2.2 imply that if certain requirements are put on an infinite-dimensional prior, the Bayesian MAP method [cf. equation (2.2)] leads asymptotically to the same point estimator(s) as empirical likelihood. Informally put, this means that EL, as a method of estimation, can be viewed as an asymptotic instance of MAP. Extension of the connection between EL and MAP into the field of inference remains an open problem; compare, for instance, Freedman’s [10], where it is shown that the distributional asymptotic properties of maximum nonparametric likelihood (a special, nonparametric case of EL) and MAP estimators might be different, since the Bernstein–von Mises theorem does not apply, even for a simple infinite dimensional models.

1.1. Organization of the paper. In Section 2.1 the LD approach to Bayesian consistency is informally described. In Section 2.2 a basic framework is established, Bayesian nonparametric consistency is formally defined, $L$-divergence is introduced and the BLLN theorem is proved for the i.i.d. case. In Section 2.3 the BLLN for the semiparametric model is discussed and it is demonstrated that the $L$-projection, singled out by the BLLN, is an asymptotic form of the EL and MAP estimators. In order to further explore consistency under misspecification and expand the scope of the related asymptotic connection between MNPL/EL and MAP, we prove the BLLN also for the multicolor Pólya sampling process (Section 2.4) where using the BLLN suggests two possible variants of MNPL. In Section 2.5, the BLLN is proved for right censored data, showing that the Kaplan–Meier estimator is an asymptotic form of Bayesian MAP.

2. Bayesian LLN’s, MNPL, EL and MAP. In general, a feasible set $\Phi(\Theta)$ of nonparametric sampling distributions which are indexed by a parameter $\theta$ can be formed in a way different from the conventional EE described above. The purely nonparametric $\Phi$ is contained in $\Phi(\Theta)$ as a special case.

2.1. Large deviations approach to Bayesian consistency under misspecification. In a Bayesian framework, a prior distribution $\Pi$ over the set $\Phi(\Theta)$ is assumed, and it induces a prior distribution $\Pi(\theta)$ over $\Theta$. Assuming the Bayesian framework, it is of interest to know the sampling distribution(s) on which the posterior measure concentrates, as $n$, the sample size gets large. The importance of the frequentist concept of consistency for Bayesian statistics can be justified both from subjectivist and objectivist Bayesian positions (cf. [40] or [13], Chapter 4). A formal definition of Bayesian consistency is given in Section 2.2.

We use a large deviations (LD) (cf. Ben-Tal, Brown and Smith [1] and [2] and Ganesh and O’Connell [11]) approach to Bayesian nonparametric consistency. The approach results in a Bayesian–Sanov Theorem (BST) and its corollary the Bayesian law of large numbers (BLLN) that establishes the consistency. LD theory is a subfield of probability theory where, informally, the typical concern is about the asymptotic behavior, on a logarithmic scale, of the probability of a given event. The BST identifies the rate function governing exponential decay of the posterior
measure, and this in turn identifies the sampling distributions on which the posterior concentrates, as those distributions that minimize the rate function. Currently used approaches to Bayesian nonparametric consistency (cf. [38]) do not recognize this concentration of the posterior measure as a solution of the optimization problem.

The Bayesian law of large numbers may be, informally, stated as follows: if the prior over a set $\Phi$ of sampling distributions, which might not include the “true” distribution with probability density function $r$, satisfies certain conditions, then the posterior asymptotically concentrates (a.s. $r^\infty$) on weak neighborhoods of the $L$-projections of $r$ on $\Phi$. $L$-projection $\hat{q}$ of $r$ on $\Phi$ is $\hat{q} = \arg\inf_{q \in \Phi} L(q \| r)$, where $L(q \| r)$ is the $L$-divergence of probability density function $q$ with regard to $r$. In the case of i.i.d. sampling, $L(q \| r) = -\int r \log q$.

Finally, let us note that the BST is Bayesian counterpart of a Sanov theorem for empirical measures (cf. [34] and [5], Sections III and VII and references cited therein). The latter, as well as its corollary, the conditional law of large numbers, are basic results of large deviations (LD) theory (cf. [5] and [7]). The LD theorems for empirical measures have a bearing for the relative entropy maximization method. Kitamura and Stutzer [22] noted that the LD argument can be used also in the semiparametric EE setting, where it provides an underpinning to exponential tilting (see [18] and [22]), also known as the maximum entropy empirical likelihood [27] method. In fact, the work of Kitamura and Stutzer [23] serves as a starting point for our attempt to provide a similar underpinning to the MNPL and EL methods (see also [16]). It turned out that this is only possible in a Bayesian framework.

2.2. BLLN for i.i.d. sampling. Let $\mathcal{P}$ be the set of all probability measures on $(\mathbb{R}, \mathcal{B})$, which are dominated by the Lebesgue measure. Let $X_1, X_2, \ldots$ be i.i.d. random variables that take values in $(\mathbb{R}, \mathcal{B})$, with probability density function (PDF) $r$ where probability densities are denoted by lower case. $\mathcal{P}$ is endowed with weak topology. Let $\Phi \subseteq \mathcal{P}$. It is not assumed that $r$, the true sampling distribution, is necessarily in $\Phi$. Let $\sigma(\mathcal{P})$ be a Borel $\sigma$-field on $\mathcal{P}$. A positive prior $\Pi$ is put on $(\mathcal{P}, \sigma(\mathcal{P}))$ that is strictly positive over $\Phi$. The prior combines with data $X^n_1 \triangleq X_1, X_2, \ldots, X_n$ to define the posterior distribution

$$
\Pi_n(Q|X^n_1) = \frac{\int_Q e^{-l_n(q)} \Pi(dq)}{\int_{\Phi} e^{-l_n(q)} \Pi(dq)},
$$

where $l_n(q) \triangleq -\sum_{i=1}^n \log q(x_i), Q \subseteq \Phi$.

Let $d$ be a metric on $\mathcal{P}$. The sequence $\{\Pi_n(\cdot|X^n_1), n \geq 1\}$ is said to be $d$-consistent at $r$, if there exists a $\Omega_0 \subseteq \mathbb{R}^\infty$ with $r(\Omega_0) = 1$ such that for $\omega \in \Omega_0$, for every neighborhood $U$ of $r$, $\Pi_n(U|X^n_1) \to 1$ as $n$ goes to infinity. If a posterior is $d$-consistent for any $r \in \Phi$, then it is said to be $d$-consistent. If the consistency holds for the Hellinger distance, then the posterior is strongly consistent. If convergence holds in weak topology, the posterior is said to be weakly consistent. In [39]
a decision-theoretic argument is proposed in favor of weak consistency. Surveys of Bayesian nonparametric consistency can be found in [12, 13] and [40].

To the best of our knowledge, Ben-Tal, Brown and Smith [1] were the first to use an LD approach to Bayesian nonparametric consistency. The authors showed consistency for $X$, taking values from a finite set $\mathcal{X}$ and under a possibly misspecified model. Recently, Ganesh and O’Connell [11] independently established the first formal BST, for finite set $\mathcal{X}$ and a well-specified model. Here we develop the BST and the BLLN for $\mathcal{X} = \mathbb{R}$ and a possibly misspecified model. Using techniques other than LD, consistency in the Hellinger distance and under misspecification was studied by Kleijn and van der Vaart [24].

The key quantity that governs the LD exponential decay of the posterior $\Pi_n(Q|X^n_1)$ in the i.i.d. case is the $L$-divergence of $q \in \mathcal{P}$ with regard to $p \in \mathcal{P}$: $L(q||p) \triangleq -\int p \log q$ (cf. [15]). In the discrete case, $L$-divergence appears in Freedman’s ([9], Theorem 1) as “entropy.” If $p$ is an empirical PMF, then $L$-divergence appears as Kerridge’s inaccuracy ([21] and [25]) which is just the negative of the nonparametric likelihood. The $L$-projection $\hat{q}$ of $p$ on $Q \subseteq \mathcal{P}$ is $\hat{q} \triangleq \arg\inf_{q \in Q} L(q||p)$. The value of $L$-divergence, at an $L$-projection of $p$ on $Q$, is denoted by $L(Q||p)$.

Finally, let, for $p, q \in \mathcal{P}$, $\varepsilon > 0$, $B_{\varepsilon}(q, p) \triangleq \{q' \in \mathcal{P} : L(q'||p) - L(q||p) < \varepsilon\}$. For $A \subseteq \mathcal{P}$, $B_{\varepsilon}(A, p) \triangleq \{q \in \mathcal{P} : L(q||p) - L(A||p) < \varepsilon\}$.

Using this notation, the BST can be stated as follows:

**Theorem 2.1 (BST).** Let $X^n_1$ be i.i.d. r. Let $Q$ and $\Phi$ be open in weak topology; $Q \subset \Phi \subseteq \mathcal{P}$. Let $L(Q||r) < \infty$; for any $\varepsilon > 0$, let $\Pi(B_{\varepsilon}(Q, r)) > 0$ and $\Pi(B_{\varepsilon}(\Phi, r)) > 0$. Then, for $n \to \infty$,

$$\frac{1}{n} \log \Pi_n(q \in Q|X^n_1) = -\{L(Q||r) - L(\Phi||r)\} \quad \text{a.s.} \ r^\infty.$$

**Proof.** For $S \subseteq \mathcal{P}$, $l_n(S) \triangleq \inf_{q \in S} l_n(q)$. Let $\varepsilon > 0$, $B_{n,\varepsilon}^{\inf}(S) \triangleq \{q : l_n(q) - l_n(S) < \varepsilon\}$. Then, $\int_A e^{-l_n(A)} \Pi(dq)$, $A = \{Q, \Phi\}$, can be bounded as

$$e^{-l_n(A)-\varepsilon} \Pi(B_{n,\varepsilon}^{\inf}(A) \cap A) \leq \int_A e^{-l_n(q)} \Pi(dq) \leq e^{-l_n(A)}.$$

By lower semicontinuity of $L$-divergence in the weak topology and a strong law of large numbers [which can be applied, since $L(Q||r) < \infty$, by assumption], $\frac{1}{n} l_n(A) \to L(A||r)$, a.s. $r^\infty$, as $n \to \infty$. Thus, it holds:

$$\limsup_{n \to \infty} \frac{1}{n} \log \int_A e^{l_n(q)} \Pi(dq) \leq -L(A||r).$$

So, $\limsup_{n \to \infty} \Pi_n(Q|X^n_1) \leq -\{L(Q||r) - L(\Phi||r)\}$. By the same argument (SLLN and continuity), for sufficiently large $n$, $\Pi(B_{n,\varepsilon}^{\inf}(A)) > 0$, since $\Pi(B_{\varepsilon}(A, r)) > 0$ by assumption. As $B_{n,\varepsilon}^{\inf}(A) \cap A \neq \emptyset$, thus $\lim_{n \to \infty} \frac{1}{n} \log \Pi(B_{n,\varepsilon}^{\inf}(A) \cap A) = 0$. Hence, $\liminf_{n \to \infty} \Pi_n(Q|X^n_1) \geq -\{L(Q||r) - L(\Phi||r)\}$. □
The posterior probability $\Pi_n(Q \mid X^n_1)$ decays exponentially fast with the decay rate $L(Q \mid \rho(r) < L(\Phi \mid \rho(r))$. The BST implies the Bayesian law of large numbers (BLLN).

**THEOREM 2.2 (BLLN).** Let $\Phi \subseteq \mathcal{P}$ be open in weak topology. Let (1) for every $q \in \Phi$, $\Pi(B_k(q, r)) > 0$ and (2) $L(\Phi \mid \rho(r) < \infty$. Let $U \equiv \bigcup_k W(\hat{q}_k, \varepsilon)$ be a union of weak $\varepsilon$-balls $W(\hat{q}_k, \varepsilon)$ centered at $L$-projections $\hat{q}_k$, $k = 1, \ldots, \kappa$, $\kappa < \infty$, of $r$ on $\Phi$. Then,

$$\lim_{n \to \infty} \Pi_n(q \in U \mid X^n_1) = 1 \quad a.s. \ r^\infty.$$

**PROOF.** Let $Q \subset \Phi$ be open sets in weak topology. First, let $Q$ be any set such that $\infty > L(Q \mid \rho(r) > L(\Phi \mid \rho(r)$. Then, assumptions of the BST are satisfied, and the theorem implies that $\Pi_n(Q \mid X^n_1) \to 0, a.s. \ r^\infty$, as $n \to \infty$. Note that $L(Q \mid \rho(r) = \infty$ for such $Q$ that the $L$-projection $\hat{q}_Q$ of $r$ on $Q$ has support that is smaller than the support of $r$. However, for such a $\hat{q}_Q$, the posterior probability would be zero. The posterior thus concentrates on $L$-projections of $r$ on $\Phi$, provided that their support is not smaller than that of $r$. This is guaranteed by the assumption $L(\Phi \mid \rho(r) < \infty$. □

The BLLN theorem is an extension of Schwartz’ consistency theorem [36], to the case of a misspecified model. Assumptions 1 and 2 of the BLLN, called hereafter the Schwartz conditions, reduce in the well-specified case to the Kullback–Leibler support condition (cf. [36] and [13], Theorem 4.4.2).

The next lemma points out that the Bayesian maximum a posteriori probability (MAP), which selects $\hat{q}_{\text{MAP}} \equiv \arg \sup_{q \in \Phi} \Pi_n(q \mid X^n_1)$, satisfies the BLLN.

**LEMMA 2.1.** Let $\Phi \subseteq \mathcal{P}$ be open and the Schwartz conditions be satisfied. Then, as $n \to \infty$, the set of MAP distributions $\mathcal{M} \equiv q(\hat{q}_{\text{MAP}}; \hat{q}_{\text{MAP}} = \arg \sup_{q \in \Phi} \Pi_n(q \mid X^n_1))$ converges (a.s. $r^\infty$) to the set of $L$-projections of $r$ on $\Phi$.

**PROOF.** Thanks to the Strong LLN (SLLN), which can be applied under the Schwartz condition 2, the conditions for the infimum of minus the logarithm of the posterior probability (positivity of which is guaranteed by the Schwartz condition 1) turn into those for $L$-projections. □

Directly from the strong LLN it follows that the maximum nonparametric likelihood (MNPL), that selects $\hat{q}_{\text{MNPL}} \equiv \arg \inf_{q \in \Phi} l_n(q)$, satisfies the BLLN.

**LEMMA 2.2.** Let $\Phi \subseteq \mathcal{P}$ be open and Schwartz condition 2 be satisfied. Then, as $n \to \infty$, the set of MNPL distributions converges (a.s. $r^\infty$) to the set of $L$-projections of $r$ on $\Phi$. 


Selection of a posterior mean or a sampling distribution that minimizes, say, the Kullback–Leibler distance \( I(q || r) = \int q \log \frac{q}{r} \) with regard to \( q \), in a misspecified case, would in general violate the BLLN.

The lemmas also mean that the MNPL and the MAP methods asymptotically select the same sampling distribution(s).

Next, we turn to the semiparametric setting.

2.3. **BLLN for the semiparametric** \( \Phi(\Theta) \). Let \( X \) be a random variable with probability density function \( r(X; \theta) \) parametrized by \( \theta \in \Theta \subseteq \mathbb{R}^K \). A Bayesian specifies a model \( \Phi(\Theta) \) and puts a positive prior \( \Pi(\Theta) \) over \( \Phi(\Theta) \), which in turn induces a prior \( \Pi(\theta) \) over \( \Theta \); see Florens and Rolin [8], where also several models are worked out using a Dirichlet process prior. If the requirements of the BLLN are satisfied, then the posterior \( \Pi_n(\cdot | X^n_1) \) concentrates on weak neighborhoods of \( L\)-projections \( \hat{q} \) of \( r \) on \( \Phi(\Theta) \),

\[
\hat{q}(x; \hat{\theta}) = \arg \inf_{q(x; \theta) \in \Phi(\theta)} \inf_{\theta \in \Theta} L(q(x; \theta) || r).
\]

The most common form of \( \Phi(\Theta) \) is the one defined by estimating equations (cf. Section 1). In this case, \( \Phi(\Theta) \) is also known as a linear family of distributions that we denote as \( L(u, \theta) \). The \( L \)-projection of \( r \) on \( L(u, \theta) \) can be found by means of the following Theorem 2.3. To state it, we introduce a \( \Lambda \) family of distributions and recall the concept of support of a convex set. Let \( \Lambda \) be a family of probability density functions:

\[
\Lambda(r, u, \lambda, \theta) \triangleq \{ p \in \mathcal{P} : p = r \left[ 1 - \sum_{j=1}^J \lambda_j u_j (\cdot; \theta) \right]^{-1}, \lambda \in \mathbb{R}^J \}.
\]

The support \( S(C) \) of a convex set \( C \subset \mathcal{P} \) is just the support of the member of \( C \) for which \( S(\cdot) \) contains the support of any other member of the set.

**Theorem 2.3.** Let \( \Phi = L(u, \theta) \). Let \( r \in \mathcal{P} \) be such that \( S(r) = S(L) \). Then, the \( L \)-projection \( \hat{q} \) of \( r \) on \( \Phi \) is unique and belongs to the \( \Lambda(r, u, \lambda, \theta) \) family; that is, \( L(u, \theta) \cap \Lambda(r, u, \lambda, \theta) = \{ \hat{q} \} \).

**Proof.** In light of Theorem 9 of [6] it suffices to check that \( \hat{q} = r \left[ 1 - \sum_{j=1}^J \lambda_j u_j (\cdot; \theta) \right]^{-1} \), with \( \lambda \) such that \( \hat{q} \in L(u, \theta) \), satisfies \( \int_{S(r)} r \left( 1 - \frac{q'}{q} \right) = 0 \), for all \( q' \in \Phi \), which is indeed the case. \( \square \)

The estimator \( \hat{\theta} \) can, thanks to convex duality, be obtained as

\[
\hat{\theta} = \arg \inf_{\theta \in \Theta} \sup_{\lambda \in \mathbb{R}^J} L(q(x; r, u, \lambda, \theta) || r),
\]

where \( q(x; r, u, \lambda, \theta) \in \Lambda(r, u, \lambda, \theta) \). Since \( r \) is in practice not known, Kitamura and Stutzer [22] suggested that \( L(q(x; r, u, \lambda, \theta) || r) \) be replaced by its estimate

\[
\hat{L}(q(x; \mu, u, \lambda, \theta)) \triangleq - \sum_{i=1}^n \log q(x_i; \mu, u, \lambda, \theta),
\]

where \( q(x; \mu, u, \lambda, \theta) \) belongs to \( \Lambda(\mu, u, \lambda, \theta) \) and \( \mu \) is the uniform PMF on \( X^n_1 \). The resulting estimator

\[
\hat{\theta}_{EL} \triangleq \arg \inf_{\theta \in \Theta} \sup_{\lambda \in \mathbb{R}^J} \hat{L}(q(x; \mu, u, \lambda, \theta))
\]

(2.1)
is just the empirical likelihood (EL) estimator ([32] and [31]), since (2.1) is a convex dual problem to the optimization problem (1.1), by means of which EL is usually defined. Analogously to Lemma 2.2, it can be shown that the EL estimator \( \hat{q}_{\text{EL}}(x; \hat{\theta}_{\text{EL}}) \) asymptotically (a.s. \( r^{\infty} \)) turns into an \( L \)-projection of \( r \) on \( \Phi(\Theta) \). The same holds for the MAP estimator

\[
\hat{q}_{\text{MAP}}(x; \hat{\theta}_{\text{MAP}}) = \arg \sup_{q(x; \theta) \in \Phi(\theta)} \sup_{\theta \in \Theta} \Pi_n(q(x; \theta) | x^n).
\]

Hence, the EL and the MAP estimators are consistent under misspecification. This provides a basis for the EL approach as well for the Bayesian MAP estimation.

EL estimators which are based on other discrepancy measures are, in general, not consistent when the model is not correctly specified. Example 2.1 illustrates the inconsistency of the posterior mean.

**Example 2.1.** Let \( \Phi_1 = \Phi_1 \cup \Phi_2 \), where \( \Phi_1 = \mathcal{L}(u, \theta) \) and \( \theta \in \Theta_1 = \{ \theta \in \mathbb{R} : \theta \leq \theta_1 \} \). Similarly, \( \Phi_2 = \mathcal{L}(u, \theta) \) and \( \theta \in \Theta_2 = \{ \theta \in \mathbb{R} : \theta \geq \theta_2 \} \). Let \( u(x, \theta) = x - \theta \in \mathbb{R} \). For a sampling distribution \( r \), it is possible to find \( \theta_2 > \mathbb{E}X > \theta_1 \), such that \( L(\Phi_1 || r) = L(\Phi_2 || r) \). Assume this to be the case. Then, under the Schwartz conditions, the posterior concentrates on the weak balls centered at the \( L \)-projections of \( r \) on \( \Phi_1 \) and \( \Phi_2 \), rendering the posterior mean inconsistent.

In the univariate case, BST and BLLN (Theorems 2.1 and 2.2), \( X \) can be replaced by a multivariate random variable and the theorems remain valid. Consequently, the extension to \( \Phi \), constructed by multivariate EE, is also direct. As an example, consider the linear statistical model \( Y = \alpha + \beta X + \varepsilon \), with stochastic \( X \). In EE this is usually approached through estimating equations \( \Phi(\theta) = \{ q(x, y; \theta) : \int q(x, y; \theta)[Y - (\alpha + \beta X)] = 0, \int q(x, y; \theta)X[Y - (\alpha + \beta X)] = 0 \} \) and \( \theta \triangleq (\alpha, \beta) \in \mathbb{R}^2 \equiv \Theta \), which are based on the Gaussian model score equations. The multivariate BLLN shows that the posterior asymptotically concentrates on the \( L \)-projections of \( r \) on \( \Phi = \bigcup_{\Theta_0} \Phi(\theta) \), and EL and MAP comply with the BLLN.

### 2.4. BLLN for Pólya sampling

In this section we prove the BST and the BLLN for a multi-color Pólya urn—a simple sampling process where data are neither identically nor independently distributed. The theorems can also be directly used in a corresponding semiparametric \( \Phi(\Theta) \) setting.

The probability of a sample \( X^n_1 \) being drawn from a multicolor Pólya urn, with parameter \( c \in \mathbb{Z} \) and initial configuration \( q(N) \triangleq (\alpha_1, \ldots, \alpha_m)/N \), is

\[
\log \Pi(X^n_1 | q(N); c) \triangleq \sum_{i=1}^m \sum_{l=0}^{n_i-1} [\log(\alpha_i + jc) - \log(N + jc)]; \quad \text{this is meaningful if} \quad -nc \leq \min(\alpha_1, \ldots, \alpha_m). \]

We embed the sampling scheme into a Bayesian nonparametric setting. To this end, let \( \mathcal{P}(X) \) be set of all PMFs with the support \( X = \{x_1, \ldots, x_m\} \). Let \( \Phi \subseteq \mathcal{P}(X) \) and let \( \Phi(N) \) denote the intersection of \( \Phi \) with the set of all possible configurations of the \( N \)-urn. Let \( \Phi(N) \) be the support of the prior distribution \( \Pi(q(N)) \) of initial configurations \( q(N) \). Let
$r(N)$ be the true initial configuration, where $r(N)$ is not necessarily in $\Phi(N)$. As before, we are interested in the LD asymptotics of the posterior distribution $\Pi_n(q(N) \mid X_1^n; c)$. Asymptotic investigations of posterior consistency will be carried on under the following assumptions: (1) $n$ and $N$ go to infinity in such a way that $\beta(n) \triangleq \frac{n}{N} \to \beta \in (0, 1)$ as $n \to \infty$, (2) and $r(N)$ converges in the total variation metric to $r \in \mathcal{P}(\mathcal{X})$ as $n \to \infty$. Topological qualifiers are meant in the topology induced on the $m$-dimensional simplex by the usual topology on $\mathbb{R}^m$.

The exponential decay of the posterior is governed by Pólya $L$-divergence. For $p, q \in \mathcal{P}(\mathcal{X})$, the Pólya $L$-divergence $L^c_{\beta}(q \mid p)$ of $q$ with respect to $p$ is

$$L^c_{\beta}(q \mid p) \triangleq -\sum_{i=1}^m p_i \log(q_i + \beta c p_i) + \frac{1}{\beta c} \sum_{i=1}^m q_i \log \frac{q_i}{q_i + \beta c p_i}.$$ 

By the continuity argument, $L^0_{\beta}(q \mid p) \triangleq -\sum_{i=1}^m p_i \log q_i - 1$. The Pólya $L^c_{\beta}$-projection $\hat{q}$ of $p$ on $Q \subseteq \mathcal{P}(\mathcal{X})$ is $\hat{q} \triangleq \arg\inf_{q \in Q} L^c_{\beta}(q \mid p)$. The value of $L^c_{\beta}$-divergence at an $L^c_{\beta}$-projection of $p$ on $Q$ is denoted by $L^c_{\beta}(Q \mid p)$.

**Theorem 2.4.** Let $Q \subset \Phi$ be an open set. Let $\beta(n) \to \beta \in (0, 1)$ and $r(N) \to r$ as $n \to \infty$. Let $L^c_{\beta}(Q \mid r) < \infty$. Then, for $n \to \infty$,

$$\frac{1}{n} \log \Pi_n(q(N) \in Q \mid X_1^n; c) = -[L^c_{\beta}(Q \mid r) - L^c_{\beta}(\Phi \mid r)]$$

with probability one.

**Proof.** The proof is constructed separately for $c > 0$, $c < 0$ and $c = 0$.

For $c \neq 0$ and $\eta \notin (\mathbb{Z}^-)^m \land \eta \notin \mathbb{Z}^-$, log $\Pi(X_1^n \mid q(N); c)$ can equivalently be expressed as $\log(\Gamma(\eta)/\Gamma(\eta + n)) + \sum_{i=1}^m \log(\Gamma(\eta q_i + n_i)/\Gamma(\eta q_i))$, where $\Gamma(\cdot)$ is the Gamma function and $\eta \triangleq N/c$. For $0 < a < b$, the ratio $\Gamma(b)/\Gamma(a)$ can be upper-bounded by $b^{-a-1}/a^{a-1}e^{b-a}$ and lower-bounded by $b^{-b-1}/a^{b-1}e^{b-a}$ (cf. [20]). Then, $\Pi_n(q(N) \in Q \mid x^n; c)$ can be upper-bounded by $U_n$ (dependence of $q$ on $N$ is made implicit),

$$U_n = \frac{\sum_{q \in Q} \Pi(q) \prod_{i=1}^m e^{-n l(q_i, 1/(2n))}}{\sum_{q \in \Phi} \Pi(q) \prod_{i=1}^m e^{-n l(q_i, 1/n)}},$$

lower-bounded by $L_n$ in similar way; to get $L_n$ just replace $1/2n$ with $1/n$ in $U_n$. There, $l(q_i, \alpha) \triangleq -[(\gamma_i - \alpha) \log \gamma_i + (\gamma_i + v_i^n - \alpha) \log(\gamma_i + v_i^n)]$, $\gamma_i \triangleq \frac{q_i}{\beta(n)c}$, $\alpha \in \{\frac{1}{n}, \frac{1}{2n}\}$ and $v^n$ is the empirical measure induced by the sample $X_1^n$.

Next, we use simple bounds to upper bound $U_n$ by $\hat{U}_n$

$$\hat{U}_n = \frac{\prod_{i=1}^m e^{-n l(\hat{q}(Q, 1/(2n)), 1/(2n))}}{\pi(\hat{q}(\Phi, 1/n)) \prod_{i=1}^m e^{-n l(\hat{q}(\Phi, 1/n), 1/n)}},$$
and to lower bound \( L_n \) by \( L_n \); to get \( L_n \), just replace \( 1/2n \) with \( 1/n \) in \( \hat{U}_n \). There, \( \hat{q}(\cdot, \alpha) \triangleq \arg \inf_{q \in \cdot} \sum_{i=1}^{m} l(q_i, \alpha) \).

By the Strong Law of Large Numbers for Pólya Sampling, \( v^n \to r \), almost surely, as \( n \to \infty \). The Pólya \( L \)-divergence is continuous in \( q \) and \( Q \) is open, by assumption. Thus, \( \frac{1}{n} \log \hat{U}_n \) converges, with probability one, to \( -L_0^c(Q || r) - L_\beta^c(\Phi || r) \), as \( n \to \infty \). This is the same as the “point” of almost sure convergence of \( \frac{1}{n} \log L_n \) and the theorem for \( c > 0 \) is thus proven.

For \( c \neq 0 \land (1 - \eta q) \notin (Z^-)^m \land (1 - \eta) \notin Z^- \), \( \log \Pi(X^n_1 | q(N); c) \) can equivalently be expressed as \( \log((\Gamma(1 - \eta - n))/\Gamma(1 - \eta)) + \sum_{i=1}^{m} \log((\Gamma(1 - \eta q_i)))/\Gamma(1 - \eta q_i - n_i) \). The proof then can be constructed along the same lines as for \( c > 0 \). The case of \( c = 0 \) is straightforward. \( \square \)

From the Pólya BST (Theorem 2.5), the BLLN for Pólya sampling directly follows. It is worth noting that the MNPL in Pólya sampling can be constructed in two ways: either via maximization of \( \Pi(X^n_1 | q(N); c) \), or by maximization of the negative of \( L_\beta^c(q || v^n) \) with regard to \( q \), where \( v^n \) is empirical PMF induced by sample \( X^n_1 \). The methods could be called “exact” and “asymptotic” MNPL, respectively. Both the methods comply with the Pólya BLLN, as does the Bayesian MAP.

### 2.5. BST for right-censored data

Right-censoring of a r.v. \( X \) by a r.v. \( Y \) [both on \( \mathbb{R}, \mathcal{B} \)] can be described by the following hierarchical model: \( \delta \sim \text{Ber}(\alpha), \alpha \triangleq \int F_0(y) dG_0(y) \); if \( \delta = 0 \), then \( X \sim F_0 \); if \( \delta = 1 \), then \( X = (Y, \infty) \) where \( Y \sim G_0 \); \( X \)'s are conditionally independent. A Bayesian puts positive prior over the set \( \Phi \) of distributions of \( X \). Let the prior over distributions of \( Y \) be concentrated at \( G_0 \). We are interested in the exponential decay of the posterior

\[
\Pi_n(F \in Q) X^n_1) = \frac{\int_Q e^{-l_n(F, n_1)} \Pi(dF)}{\int_{\Phi} e^{-l_n(F, n_1)} \Pi(dF)},
\]

where \( l_n(F, n_1) \triangleq -\sum_{i: \delta_i = 0} \log F([X_i]) - \sum_{i: \delta_i = 1} \log F((Y_i, \infty)) \), \( Q \subset \Phi \), \( F_0 \) is not necessarily in \( \Phi \), and \( n_1 \) is the number of noncensored data, out of \( n \) observations. The decay is governed by the \( L \)-divergence of \( F \) with regard to \( (F_0, G_0) \) for right-censoring

\[
L(F || (F_0, G_0)) \triangleq \left[ \alpha \int \log F(x) dF_0(x) + (1 - \alpha) \int \log F((y, \infty)) dG_0(y) \right].
\]

The \( L \)-projection \( \hat{F} \) of \( (F_0, G_0) \) on \( Q \subseteq \mathcal{P} \) is \( \hat{F} \triangleq \inf_{F \in Q} L(F || (F_0, G_0)) \), and \( L(Q || (F_0, G_0)) \) denotes the value of the \( L \)-divergence at an \( L \)-projection of \( F_0 \) on \( Q \). Let \( B_\varepsilon(Q, F_0) \triangleq \{ F \in \mathcal{P} : L(F || (F_0, G_0)) < \varepsilon \} \). The BST for right-censoring follows.
Theorem 2.5. Let $X^n_1$ be right-censored data generated by the above model. Let $Q, \Phi$ be open in weak topology; $Q \subset \Phi \subseteq \mathcal{P}$. Let $L(Q \mid (F_0, G_0)) < \infty$, and for any $\epsilon > 0$, let $\Pi(B_\epsilon(Q, F_0)) > 0$ and $\Pi(B_\epsilon(\Phi, F_0)) > 0$. Then for $n \to \infty$,

$$\frac{1}{n} \log \Pi_n(F \in Q \mid X^n_1) = -\{L(Q \mid (F_0, G_0)) - L(\Phi \mid (F_0, G_0))\}.$$ 

Proof. Note that $\frac{1}{n}l_n(F, n_1)$ converges to $L(F \mid (F_0, G_0))$, with probability 1, by the SLLN. Arguments go along the lines of the proof of Theorem 2.1.

From the BST (Theorem 2.5), the BLLN follows for right-censored data in the same way as it does for the i.i.d. case from Theorem 2.1. The BLLN for right-censoring demonstrates that the posterior concentrates on weak neighborhoods of the $L$-projections of $(F_0, G_0)$ on $\Phi$, if the $\epsilon$-balls $B_\epsilon(F, (F_0, G_0)) \equiv \{F' \in \mathcal{P} : L(F' \mid (F_0, G_0)) - L(F \mid (F_0, G_0)) < \epsilon\}$, have positive prior probability. This, together with assumption $L(\Phi \mid (F_0, G_0))$, forms the Schwartz conditions for right censoring.

Under the Schwartz conditions, a set of Bayesian MAP estimators $\hat{F}_{MAP} \equiv \arg \sup_{F \in \Phi} \Pi_n(F \mid X^n_1)$ asymptotically coincides with a set of $L$-projections of $(F_0, G_0)$ on $\Phi$. The same holds true for the MNPL/EL estimator $\hat{F}_{EL} \equiv \arg \inf_{F \in \Phi} l_n(F, n_1)$. The Kaplan–Meier estimator follows from $\hat{F}_{EL}$ in the standard way (cf. [31]). Thus, the BLLN makes it possible to view the Kaplan–Meier estimator as an asymptotic instance of the Bayesian MAP, and provides a probabilistic underpinning. The only available Bayesian view of the Kaplan–Meier estimator seems to be that of Susarla and van Ryzin [37]. In [37], a Dirichlet process prior was considered in a well-specified model, and it was shown there that the posterior mean converges to the Kaplan–Meier estimator as the parameter $\alpha$ of the Dirichlet process converges to 0.
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