Quantum-gate decomposer

Ken M. Nakanishi, Takahiko Satoh, and Syinge Todo

1 Institute for Physics of Intelligence, The University of Tokyo, Tokyo 113-0033, Japan.
2 Keio University Quantum Computing Center, Yokohama, Kanagawa 223-8522 Japan.
3 Graduate School of Science and Technology, Keio University, Yokohama, Kanagawa 223-8522 Japan.
4 Department of Physics, The University of Tokyo, Tokyo 113-0033, Japan.
5 Institute for Solid State Physics, The University of Tokyo, Kashiwa, 277-8581, Japan.

(Dated: September 28, 2021)

Efficient decompositions of multi-qubit gates are essential in NISQ applications, where the number of gates or the circuit depth is limited. This paper presents efficient decompositions of CCZ and CCCZ gates, typical multi-qubit gates, under several qubit connectivities. We can construct the CCZ gate with only four CZ-depth when the qubit is square-shaped, including one auxiliary qubit. In T-shaped qubit connectivity, which has no closed loop, we can decompose the CCCZ gate with 17 CZ gates. While previous studies have shown a CCCZ gate decomposition with 14 CZ gates for the fully connected case, we found only four connections are sufficient for 14 CZ gates’ implementation. The search for constraint-sufficient decompositions is aided by an optimization method we devised to bring the parameterized quantum circuit closer to the target quantum gate. We can apply this scheme to decompose any quantum gates, not only CCZ and CCCZ. Such decompositions of multi-qubit gates, together with the newly found CCZ and CCCZ decompositions, shorten the execution time of quantum circuits and improve the accuracy of complex quantum algorithms on near future QPUs.

I. INTRODUCTION

Efficient execution of complex qubit operations on a quantum processing unit (QPU) is a significant challenge in quantum computation, especially in today’s NISQ devices, where the total error correction is not available. When executing a given quantum circuit, the quantum compiler replaces all high-level multi-qubit quantum gates with sequences of primitive qubit operations that can be directly executed on the QPU. For example, recent trapped-ion QPUs have high connectivity so that we can perform two-qubit gates on arbitrary pairs of qubits. The other hand, superconducting QPUs generally have sparse connectivity so that we can perform two-qubit gates only between physically connected qubits. In the following, we will call such one-, two-qubit operations “primitive gates”.

The set of primitive gates supported by QPUs are usually one- and two-qubit gates. In principle, arbitrary quantum gates can be built as sequences of one- and two-qubit gates. For example, Barenco et al. and Cleve et al. have developed methods for building multi-qubit controlled unitary operations. In the following, the conversion of quantum gates into a sequence of primitive gates is referred to as the “decomposition”.

To execute quantum algorithms on QPU efficiently with high accuracy, we should consider the following four points:

- Types of two-qubit primitive gates:

  - CNOT gate
  - iSWAP gate
  - CZ gate

A most typical two-qubit gate in a quantum algorithm is the CNOT gate, but not all QPUs can execute this gate directly. Available two-qubit primitive gates, such as the iSWAP gate and the CZ gate, vary depending on the QPU’s Hamiltonian.

- Qubit connectivity:

  In many architectures, QPUs can perform two-qubit operations directly only between limited qubit pairs. The topology or the graph, which defines the set of qubit pairs that can interact directly, is called “qubit connectivity”.

- Execution time:

  Execution time of quantum operations is determined by the “depth” of the circuit. To reduce the execution time of a quantum algorithm, we have to decompose quantum operations into as short a sequence of primitive gates as possible by considering that qubit operations on non-overlapping sets of qubits can be executed simultaneously.
the depth of two-qubit primitive gates is an essential metric for designing efficient decomposition.

- **Total number of gates:**

  In QPUs, the amount of noise is determined by the total number, or the “count”, of the primitive gates, especially that of two-qubit primitive gates, as two-qubit primitive gates are often much noisier than one-qubit gates. To reduce the noise, therefore, the two-qubit count after the decomposition should be as small as possible.

To find efficient decompositions of given quantum gates, we have devised an optimization method for parameterized quantum circuits. There are many previous studies on the methods for finding efficient decomposition of quantum gates [12–13,16–22]. In the present paper, we propose a method to search for a quantum gate decomposition using a classical computer, taking moderate-size qubit gates that fit the current classical computers as the targets. Several methods have been devised to find the quantum gate decomposition by optimizing the rotation parameters in a parameterized quantum circuit. The steepest descent method, BFGS method, and simulated annealing method have been used to optimize the parameters [12,17,21]. We have devised a technique that significantly reduces the computational complexity of this parameter optimization based on the method proposed in [23]. Using this method, we can rapidly optimize the circuit parameters for a given parameterized quantum circuit to match the target quantum gate if possible. By examining different parameterized quantum circuits, we can find an efficient decomposition of the target quantum gate. It is also possible to replace the optimization part of the existing studies with our algorithm. Moreover, it can help us to check whether the already known quantum gate decomposition is optimal or not.

We apply our optimization method to find gate decompositions of CCZ and CCCZ under different qubit connectivities. The CCZ and CCCZ gates are multi-qubit gates commonly used in quantum algorithms. As shown in Table I, various efficient quantum-gate decompositions have been found for CCZ and CCCZ under some connectivities [24,25]. We found more quantum-gate decompositions on different connectivities. We assume only the CCZ gate as a two-qubit primitive gate. We find that when the qubit connectivity is square-shaped and contains one auxiliary qubit, the CCZ gate can be decomposed with CZ-depth (defined in Sec. II) only four. The same is true for the Toffoli gate, as it can be made with a CCZ gate and two one-qubit gates. In the case of T-shaped qubit connectivity, which has no closed loop, the CCCZ gate can be decomposed using 17 CZ gates. The smallest number of CZ gates currently known to build a CCCZ gate is 14, which has been realized for the fully connected case. We, however, found that this lower bound can be achieved under only four connections between qubits. These newly found decompositions are expected to shorten the execution time of quantum circuits and improve the accuracy of quantum algorithms on NISQ devices.

This paper is organized as follows: We present the efficient decompositions of CCZ and CCCZ gates we found (Sec. II). Next, we describe the overall framework for searching for quantum gate decompositions (Sec. III). Then, we explain the optimization method we used for finding optimal rotation angles of a parameterized quantum circuit (Sec. IV). Finally, we summarize the present study and give an outlook of future works (Sec. V).

### II. MAIN RESULTS: DECOMPOSITIONS OF CCZ AND CCCZ

First, we present efficient decompositions of CCZ and CCCZ gates, typical three- and four-qubit gates, under different qubit connectivities. Here, we assume that the CZ gate is the only two-qubit primitive gate. We define the “CZ-count” as the total number of the CZ gates and the “CZ-depth” as the depth of the circuit, ignoring all one-qubit gates. Our main focus is on reducing the “CZ-count” and/or the “CZ-depth” of the decomposed circuit. Tables I and II summarize the CCZ and CCCZ decompositions, respectively, for various connectivities. The quantum gate decompositions we found are shown in Figs. I-3.

### III. SEARCHING FOR QUANTUM-GATE DECOMPOSITIONS

This section describes the overall framework for searching for quantum-gate decompositions. In the following, we denote the $X$ ($Z$) gate with rotation angle $\theta$ as $R_X(\theta)$ ($R_Z(\theta)$).

#### A. Parameterized quantum circuit generation

We start our search by determining the following:

- Type of two-qubit primitive gate to use.

---

| Connection | CZ-count | CZ-depth | Reference |
|------------|----------|----------|-----------|
| ![fig1](image1.png) | 6 | 6 | Textbook implementation |
| ![fig2](image2.png) | 8 | 8 | Gwinner et al. [26] |
| ![fig3](image3.png) | 8 | 4 | Fig. 1 |

TABLE I. CCZ gate decomposition into CZ and one-qubit gates. Bold numbers are new ones we found. In the Connection column, the black circles represent the target qubits, the white circles represent the auxiliary qubits, and the lines represent the qubit connectivities.
X^a := R_X(a\pi), Z^a := R_Z(a\pi). The CCCZ gate requires only 17 CZ gates in the case of T-shaped qubit connectivity.

\[\begin{array}{ccccccc}
\text{Connection} & \text{CZ-count} & \text{CZ-depth} & \text{Reference} \\
\bullet & 14 & 8 & \text{Schuch and Siewert} [25] \\
\bullet & 17 & 17 & \text{Fig. 2} \\
\bullet & 16 & 8 & \text{Schuch and Siewert} [25] \\
\bullet & 14 & - & \text{Fig. 3} \\
\bullet & 18 & 12 & \text{Schuch and Siewert} [25] \\
\end{array}\]

TABLE II. CCCZ gate decomposition into CZ and one-qubit gates. Bold numbers are new ones we found. In the Connection column, the black circles represent the target qubits of CCCZ, and the lines represent the qubit connectivities.

- QPU qubit connectivity.
- Initial two-qubit count or two-qubit depth of the circuit.

First, we enumerate all possible sequences of two-qubit primitive gates according to these conditions. Then, we attach parameterized one-qubit gates, more specifically, \(R_Z(\theta) - R_X(\theta') - R_Z(\theta'')\), before and after each two-qubit primitive gate. (Especially when we consider the CZ gate as two-qubit primitive gates, we can use \(R_Z(\theta) - R_X(\theta')\) instead except at the end of the circuit. This is because CZ and \(R_Z\) are commutative with each other, and thus omitting either one of the \(R_Zs\) before or after CZ does not spoil the representability of the parameterized circuit.) This way, we generate all the possible parameterized quantum circuits under the assumed conditions.

B. Exhaustive optimization of all prepared circuits

Next, we perform optimization of rotation angles in the parameterized quantum circuits we prepared. Details of the optimization will be presented in Sec. IV. Since the optimization of rotation angles may stop at a local optimum, we ran the optimization several to several thousand times for each parameterized quantum circuit. The goal is achieved if the optimization finds a parameterized quantum circuit that matches the target quantum gate. Otherwise, we increase the two-qubit count or the two-qubit depth by one and start over again.

C. Further circuit simplification

Once a parameterized quantum circuit with some optimal rotation angles is found, one can further simplify the circuit by reducing the number of one-qubit gates in the primitive gate sequence. We perform thousands to millions of additional optimization runs starting from different random initial rotation angles for the parameterized quantum circuit that has converged to the target quantum gate. Then we examine the distribution of each rotation angle after convergence. We choose rotation gates whose rotation angle after convergence is often near zero or distributes almost evenly and remove one of such rotation gates by fixing its rotation angle to zero. This operation is repeated until there remain no more rotation gates that can be removed safely.
IV. SEQUENTIAL OPTIMIZATION OF ROTATING GATES

In this section, we describe our sequential optimization algorithm for finding optimal rotation angles of a parameterized quantum circuit, which is partially based on the method proposed in [23]. Our method is also applicable for a circuit with auxiliary qubits. We design this algorithm to run on a classical computer. In Sec. IV A we explain the property to be satisfied by the rotation gates in a parameterized quantum circuit we optimize and define the objective function Eq. (6). Then, in Sec. IV B we explain the flow of the sequential optimization method to maximize the objective function Eq. (6).

A. Objective function

We assume that all rotation gates $R_A(\theta)$ in a parameterized quantum circuit are expressed as

$$R_A(\theta) = \exp\left(-\frac{i \theta}{2} A \right)$$

with $A$ satisfying the following condition:

$$A^2 = I.$$  \hfill (2)

We also assume that the input quantum states are in the space spanned by $D$ mutually orthogonal quantum states $\{ |\Phi_d\rangle \}_{d=1}^D$, and $P$ is defined as follows:

$$P := \sum_{d=1}^D |\Phi_d\rangle \langle \Phi_d |.$$  \hfill (3)

If the input space is the whole Hilbert space of the prepared $c$ qubits, $P$ is the $2^c$-dimensional identity matrix.

Let $V_T$ be the target quantum gate we want to decompose, and $V$ be a parameterized quantum circuit. The goal of the present algorithm is to optimize the parameters in $V$ so that the output $\{ V |\Phi_d\rangle \}_{d=1}^D$ becomes closer to $\{ V_T |\Phi_d\rangle \}_{d=1}^D$, and eventually becomes identical except for the global phase common to all $D$ states. This optimization problem is identical to finding $V$ such that $f(V) = 0$ by minimizing $f(V)$ defined by

$$f(V) := \min_{\phi} \left\| e^{i\phi} V_T^\dagger V P - P \right\|_F^2,$$  \hfill (4)

where $\| \cdot \|_F$ denotes the Frobenius norm. Equation (4) can be transformed into the following equation:

$$f(V) = 2D - 2 \left| \text{tr} \left[ V_T^\dagger V P \right] \right|.$$  \hfill (5)

(See appendix A for the detailed derivation.) Thus, minimizing $f(V)$ until $f(V) = 0$ is equivalent to maximizing

$$\left| \text{tr} \left[ V_T^\dagger V P \right] \right|^2$$

until

$$\left| \text{tr} \left[ V_T^\dagger V P \right] \right|^2 = D^2.$$  \hfill (7)

B. Rotation-angle optimization flow

Next we describe how to optimize the parameterized quantum circuit sequentially. The optimization flow is shown in Fig. 4. Suppose that the parameterized quantum circuit $V$ has $K$ rotation gates. Then $V$ can be written as

$$V(\theta_1, \ldots, \theta_K) = W_K R_K(\theta_K) \cdots W_1 R_1(\theta_1) W_0,$$  \hfill (8)

where $\theta_k (k = 1, \ldots, K)$ is the rotation angle of the $k$-th rotation gate and $W_k (k = 0, \ldots, K)$ denotes a fixed multi-qubit unitary gate or an identity gate. Note that $W_{k-1} = W_k (k = 0, \ldots, K)$.

Let $V_n = V(\theta_1^{(n)}, \ldots, \theta_K^{(n)})$ be the parameterized quantum circuit after $n$ optimization steps. At the $(n+1)$-th step, first we choose one of the rotation gates, say $R_k(\theta_k^{(n)})$, in the parameterized quantum circuit $V_n$. We rewrite the parameterized circuit $V_n$ as

$$V_n = V_n'' R_k(\theta_k^{(n)}) V_n',$$  \hfill (9)
where
\[ V'_n = W_k R_k(\theta_k^{(n)}) \cdots R_{k+1}(\theta_{k+1}^{(n)}) W_n, \] (10)
\[ V''_n = W_{k-1} R_{k-1}(\theta_{k-1}^{(n)}) \cdots R_1(\theta_1^{(n)}) W_0. \] (11)

Now we define \( \tilde{V}_n(\theta) \) as
\[ \tilde{V}_n(\theta) := V'_n R_k(\theta_k^{(n)} + \theta)V''_n. \] (12)

Then \( |\text{tr}[V^\dagger T \tilde{V}_n(\theta)P]|^2 \) can be transformed as
\[ |\text{tr}[V^\dagger T \tilde{V}_n(\theta)P]|^2 = \left| t_0^2 - t_\pi^2 \cos \theta + \frac{t_0 t_\pi^* + t_\pi t_0^*}{2} \sin \theta \right|^2, \] (13)
with
\[ t_0 := |\text{tr}[V^\dagger T \tilde{V}_n(0)P]|^2 = |\text{tr}[V^\dagger T V_n P]|^2, \] (14)
\[ t_\pi := |\text{tr}[V^\dagger T \tilde{V}_n(\pi)P]|^2, \] (15)
where \( t^* \) denotes the complex conjugate of \( t \). (See appendix B for the derivation.) From Eq. (13), we can find \( \hat{\theta} \) that maximizes \( |\text{tr}[V^\dagger T \tilde{V}_n(\theta)P]|^2 \) as
\[ \hat{\theta} := \arg \max_{\theta} \left( |\text{tr}[V^\dagger T \tilde{V}_n(\theta)P]|^2 \right) \]
\[ = \begin{cases} \arctan \left( \frac{2t_0 t_\pi}{|t_0|^2 - |t_\pi|^2} \right) & |t_0|^2 - |t_\pi|^2 > 0 \\ \arctan \left( \frac{2t_0 t_\pi}{|t_0|^2 - |t_\pi|^2} \right) + \pi & |t_0|^2 - |t_\pi|^2 < 0 \end{cases}, \] (16)
which defines \( V_{n+1} \) for the next iteration:
\[ V_{n+1} := \tilde{V}_n(\hat{\theta}). \] (17)

From Eqs. (13), (14) and (17), the following inequality can be derived:
\[ |\text{tr}[V^\dagger T V_{n+1} P]|^2 \geq |\text{tr}[V^\dagger T V_n P]|^2, \] (18)
that is, the objective function (6) increases monotonically as the optimization proceeds. By updating each rotation gate \( R_k(\theta_k) \) \( (k = 1, \ldots, K) \) sequentially according to the above procedure, we can optimize \( V \) so that \( |\text{tr}[V^\dagger T V P]|^2 \) is maximized. If \( |\text{tr}[V^\dagger T V P]|^2 \) is maximized until \( D^2 \), the parameterized quantum circuit becomes identical to the target quantum gate, meaning that we successfully find a decomposition of \( V_T \).

C. Reduction of computation complexity

To reduce the computation complexity, we can exploit the cyclic property of the trace. In the objective function at the \( (n+1) \) step, we can bring the chosen rotation gate to the leftmost as
\[ |\text{tr}[V^\dagger T V_n(\theta)P]|^2 = |\text{tr}[R_k(\theta_k^{(n)} + \theta) M_n]|^2 \] (19)
where
\[ M_n = V''_n P V^\dagger T V'_n. \] (20)

If we choose \( R_{k-1}(\theta_{k-1}) \) or \( R_{k+1}(\theta_{k+1}) \) as the target rotation gate of the next step, \( M_{n+1} \) can be easily calculated as
\[ M_{n+1} = R_{k-1}(\theta_{k-1}) W_{k-1} \rho_n R_k(\theta) W_{k-1} \] (21)
or
\[ M_{n+1} = W_{k} R_k(\theta) \rho_n W_{k} R_{k+1}(\theta_{k+1}), \] (22)
respectively, where we use the following properties: \( R_k^{-1}(\theta_k) = R_k(-\theta_k) \) and \( W_k^{-1} = W_k \). In the present calculation, we choose the rotation gates in the following order:
\[ K \to K - 1 \to \cdots \to 2 \to 1 \to 2 \to \cdots \to K - 1 \to K \to K - 1 \to \cdots \]

Using this technique, we can reduce the computational cost significantly compared to calculating \( V_n \) from scratch at each step.

V. CONCLUSION

In the present paper, we presented efficient decompositions of the CCZ and CCCZ gates under some qubit connectivities. The CCZ and CCCZ gates are multi-qubit gates commonly used in quantum circuits. Using these decompositions, we can achieve more efficient and less error-prone quantum circuits, especially for QPUs with sparse connectivity, such as the superconducting QPUs.

Contributing to this finding is our sequential optimization algorithm of a parameterized quantum circuit. By using our method, we can optimize the rotation angles for a given parameterized quantum circuit to achieve the target quantum gate. The present optimization method can be used not only for CCZ and CCCZ but also for arbitrary qubit gates. Since the method does not depend on any particular primitive gate set, it can be modified and applied to various QPUs. Using this method to find a suitable quantum gate decomposition for particular QPUs will reduce the execution time of quantum circuits on NISQ devices and improve the accuracy of quantum algorithms. It is also possible to replace the parameter optimization part of the existing gate decomposition research with this method. We believe that the present optimization method will be an essential tool for error reduction in the NISQ era. Not only that, but the analysis of the quantum gate decomposition found in the present study may provide hints for designing larger-scale multi-qubit gates in the future.
This calculation has been done using NVIDIA GPGPU at the Institute for Physics of Intelligence (iπ), School of Science, the University of Tokyo. KMN has been supported by KAKENHI No.20J13955 and is supported by the Daikin Endowed Research Unit: “Research on Physics of Intelligence”, School of Science, the University of Tokyo. TS is supported by MEXT Quantum Leap Flagship Program Grant Number JPMXS0118067285 and JPMXS0120319794. ST acknowledges support by the Endowed Project for Quantum Software Research and Education, The University of Tokyo (https://qsw.phys.s.u-tokyo.ac.jp/).
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Appendix A: Derivation of Eq. (5)

\[
\min_{\phi} \left\| e^{i\phi} V^\dagger T P - P \right\|_F^2 = \min_{\phi} \left( \text{tr} \left[ \left( \left( e^{i\phi} V^\dagger T P \right)^\dagger - P \right) \left( e^{i\phi} V^\dagger T P - P \right) \right] \right)
\]
\[
= \min_{\phi} \left( 2D - 2 \Re(\text{tr}[e^{i\phi} V^\dagger T P]) \right) \quad (\because \text{tr}[P^2] = \text{tr}[P] = D)
\]
\[
= 2D - 2 \max_{\phi} \left( \Re(\text{tr}[e^{i\phi} V^\dagger T P]) \right)
\]
\[
= 2D - 2 \max_{\phi} \left( \Re(e^{i\phi} \text{tr}[V^\dagger T P]) \right)
\]
\[
= 2D - 2 |\text{tr}[V^\dagger T P]| \tag{A1}
\]

Appendix B: Derivation of Eq. (13)

\[
\text{tr}[V^\dagger T \tilde{V}_n(\theta) P] = \text{tr}[V^\dagger T \tilde{V}_n(0) P \cos \frac{\theta}{2} + V^\dagger T \tilde{V}_n(\pi) P \sin \frac{\theta}{2}]
\]
\[
= \text{tr}[V^\dagger T \tilde{V}_n(0) P \cos \frac{\theta}{2}] + \text{tr}[V^\dagger T \tilde{V}_n(\pi) P \sin \frac{\theta}{2}]
\]
\[
= t_0 \cos \frac{\theta}{2} + t_\pi \sin \frac{\theta}{2}, \tag{B1}
\]
where \( t_0 := \text{tr}[V^\dagger T \tilde{V}_n(0) P] \), \( t_\pi := \text{tr}[V^\dagger T \tilde{V}_n(\pi) P] \). Then,

\[
|\text{tr}[V^\dagger T \tilde{V}_n(\theta) P]|^2 = \left| t_0 \cos \frac{\theta}{2} + t_\pi \sin \frac{\theta}{2} \right|^2
\]
\[
= |t_0|^2 \cos^2 \frac{\theta}{2} + |t_\pi|^2 \sin^2 \frac{\theta}{2} + (t_0^* t_\pi^* + t_0^* t_\pi) \cos \frac{\theta}{2} \sin \frac{\theta}{2}
\]
\[
= \frac{|t_0|^2 - |t_\pi|^2}{2} \cos \theta + \frac{t_0^* t_\pi^* + t_0^* t_\pi}{2} \sin \theta + \frac{|t_0|^2 + |t_\pi|^2}{2} \tag{B2}
\]