Learned Proximal Networks for Quantitative Susceptibility Mapping

Kuo-Wei Lai¹,², Manisha Aggarwal³, Peter van Zijl²,³, Xu Li²,³, and Jeremias Sulam¹

¹ Department of Biomedical Engineering, Johns Hopkins University, Baltimore, MD 21218, USA
klai10@jhu.edu

² F.M. Kirby Research Center for Functional Brain Imaging, Kennedy Krieger Institute, Baltimore, MD 21205, USA

³ Department of Radiology and Radiological Sciences, Johns Hopkins University, Baltimore, MD 21205, USA

Abstract. Quantitative Susceptibility Mapping (QSM) estimates tissue magnetic susceptibility distributions from Magnetic Resonance (MR) phase measurements by solving an ill-posed dipole inversion problem. Conventional single orientation QSM methods usually employ regularization strategies to stabilize such inversion, but may suffer from streaking artifacts or over-smoothing. Multiple orientation QSM such as calculation of susceptibility through multiple orientation sampling (COS-MOS) can give well-conditioned inversion and an artifact free solution but has expensive acquisition costs. On the other hand, Convolutional Neural Networks (CNN) show great potential for medical image reconstruction, albeit often with limited interpretability. Here, we present a Learned Proximal Convolutional Neural Network (LP-CNN) for solving the ill-posed QSM dipole inversion problem in an iterative proximal gradient descent fashion. This approach combines the strengths of data-driven restoration priors and the clear interpretability of iterative solvers that can take into account the physical model of dipole convolution. During training, our LP-CNN learns an implicit regularizer via its proximal, enabling the decoupling between the forward operator and the data-driven parameters in the reconstruction algorithm. More importantly, this framework is believed to be the first deep learning QSM approach that can naturally handle an arbitrary number of phase input measurements without the need for any ad-hoc rotation or re-training. We demonstrate that the LP-CNN provides state-of-the-art reconstruction results compared to both traditional and deep learning methods while allowing for more flexibility in the reconstruction process.
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1 Introduction

Quantitative Susceptibility Mapping (QSM) is a Magnetic Resonance Imaging (MRI) technique that aims at mapping tissue magnetic susceptibility from gra
QSM has important clinical relevance since bulk tissue magnetic susceptibility provides important information about tissue composition and microstructure [26,40] such as myelin content in white matter and iron deposition in gray matter. Pathological changes in these tissue susceptibility sources are closely related to a series of neurodegenerative diseases such as Multiple Sclerosis [7,19,23] and Alzheimer’s Disease [2,4,39].

The QSM processing typically includes two main steps [10]: (i) a phase preprocessing step comprising phase unwrapping and background field removal, which provides the local phase image, and (ii) the more challenging phase-to-susceptibility dipole inversion, which reconstructs the susceptibility map from the local phase. Due to the singularity in the dipole kernel and the limited number of phase measurements in the field of view, inverting the dipole kernel is an ill-posed inverse problem [10]. Different strategies have been used in conventional QSM methods to stabilize this ill-posed inverse. One strategy is through data over-sampling, i.e. by utilizing multiple phase measurements acquired at different head-orientations to eliminate the singularity in the dipole kernel. Such calculation of susceptibility through multiple orientation sampling (COSMOS) is usually used as a gold standard for in vivo QSM [27]. Even though COSMOS QSM exhibits excellent image quality, it is often prohibitively expensive in terms of data acquisition, as phase images at three or more head orientations are required, leading to long scan times and patient discomfort. For single orientation QSM, direct manipulation of the dipole kernel as in thresholded k-space division (TKD) often leads to residual streaking artifacts and susceptibility underestimation [36]. To suppress such streaking artifacts [10,20], different regularization strategies are often used, e.g. as in morphology enabled dipole inversion (MEDI) [28,29] and in the two-level susceptibility estimation method, STAR-QSM [41]. However, such methods usually need careful parameter tuning or may introduce extra smoothing due to the regularization enforced, leading to sub-optimal reconstruction.

Upon the advent of deep convolutional neural networks in a myriad of computer vision problems, some recent deep learning based QSM algorithms have shown that these data-driven methods can approximate the dipole inversion and generate high-quality QSM reconstructions from single phase measurements [14]. QSMnet [42] used a 3D Unet [35] to learn a single orientation dipole inversion and its successor, QSMnet+ [15], explored model generalization on wider susceptibility value ranges with data augmentation. DeepQSM [5] showed that a deep network trained with synthetic phantom data can be deployed for QSM reconstruction with real phase measurement. More recently, Chen et al. [8] utilized generative adversarial networks [11] to perform dipole inversion, while Polak et al. [34] proposed a new nonlinear dipole inversion and combined it with a variational network (VaNDI) [12] to further improve accuracy. Closest to our work is that from Kames et al. [16], who employed a proximal gradient algorithm with a variational network. However their approach is limited to downsampled data due to GPU memory constraints, limiting its applicability.
While these previous works illustrate the potential benefit of deep learning for QSM, they have known limitations [14]: most of them [5,8,15,42] only learn an unique dipole inversion for a predefined direction (often aligned with the main field), thus having to rotate the input image when it comes to different oblique acquisitions before applying their reconstruction. More importantly, these methods can only take one phase measurement at deployment, preventing further improvements when another phase image is available. They are also quite limited in combining multiple phase measurements for estimation of more complicated models such as used in susceptibility tensor imaging (STI) [22,24]. Inspired by [3,30], we present a Learned Proximal Convolutional Neural Network (LP-CNN) QSM method that provides far more flexibility for solving the ill-posed dipole inversion problem and high quality reconstruction.\textsuperscript{4} We devised an unrolled iterative model combining a proximal gradient descent algorithm and a convolutional neural network. In this way, we naturally decouple the utilization of the forward model and the data-driven parameters within the reconstruction algorithm. As a result, our LP-CNN can handle a single or an arbitrary number of phase input measurements without any ad-hoc rotation or re-training, while achieving state-of-the-art reconstruction results.

2 Methods

Our LP-CNN architecture is shown in Fig. 1. We first preprocess the dataset and then conduct the training of our LP-CNN for dipole inversion. Training data pairs include the local phase data as input data, the corresponding dipole kernel as forward operator, and the COSMOS susceptibility maps as ground-truth data. In order to learn the prior information between local phase measurements and susceptibility maps, we train our LP-CNN in a supervised manner. In the rest of this section, we provide further details for each step.

Dataset Acquisition and Preprocessing A total of 36 MR phase measurements were acquired at 7T (Philips Achieva, 32 channel head coil) using three slightly different 3D gradient echo (GRE) sequences with voxel size of $1 \times 1 \times 1$ mm$^3$ on 8 healthy subjects (5 orientations for 4 subjects with TR=28 ms, TE1/$\delta$TE=5/5 ms, 5 echoes, FOV=224 $\times$ 224 $\times$ 126 mm$^3$, 4 orientations for 3 subjects with TR=45 ms, TE1/$\delta$TE=2/2 ms, 9 echoes, FOV=224 $\times$ 224 $\times$ 110 mm$^3$, 4 orientations for 1 subject with TR=45 ms, TE1/$\delta$TE=2/2 ms, 16 echoes, FOV=224 $\times$ 224 $\times$ 110 mm$^3$) at F.M. Kirby Research Center for Functional Brain Imaging, Kennedy Krieger Institute. The study was IRB approved and signed informed consent was obtained from all participants. GRE magnitude data acquired on each subject at different orientations were first coregistered to the natural supine position using FSL FLIRT [13], after which the dipole kernel

\textsuperscript{4} We have recently become aware of a similar work being independently and concurrently proposed in [17]. That work did not consider employing different input phases, and differ in several implementation details.
corresponding to each head orientation was calculated based on the acquisition rotation parameters and coregistration transformation matrix. Multiple steps of phase preprocessing were conducted in the native space of each head orientation including best-path based phase unwrapping [1], brain masking with FSL BET [37], V-SHARP [32] for removing the background field and echo averaging for echoes with TEs between 10 ms and 30 ms. The co-registration transformation matrices were then applied on the corresponding local field maps to transform them to the natural supine position. The COSMOS reconstructions were then generated using all 4 or 5 orientations for each subject. Following [42], we also augmented our dataset by generating, in total, 36 simulated local phase maps at random head orientations (within ±45° of the z-axis) using the corresponding COSMOS map as the susceptibility source.

Proximal Gradient Descent QSM The dipole inversion problem in QSM can be regarded as an ill-posed linear inverse problem. We model the measurement process by \( y = \Phi x + v \), where \( y \in \mathcal{Y} \subseteq \mathbb{R}^n \) is the local phase measurement, \( x \in \mathcal{X} \subseteq \mathbb{R}^n \) is the underlying susceptibility map, and \( \mathcal{Y} \) and \( \mathcal{X} \) are the spaces of phase measurements and susceptibility maps, respectively. Furthermore, \( \Phi : \mathcal{X} \rightarrow \mathcal{Y} \) is the corresponding forward operator, and \( v \) accounts for
the measurement noise (as well as accounting for model mismatch). According to the physical model between local phase and susceptibility [25], the forward operator is determined by the (diagonal) dipole kernel \( D \) as \( \Phi = F^{-1} DF \), where \( F \) is the (discrete) Fourier transform. Since \( D \) contains zeros in its diagonal [25], the operator \( \Phi \) cannot be directly inverted. In other words, there exist an infinite number of feasible reconstructions \( \hat{x} \) that explain the measurements \( y \). We can nonetheless formulate this problem as a regularized inverse problem:

\[
\min_x L(x) = \frac{1}{2} \left\| y - \Phi x \right\|^2_2 + \psi(x),
\]

where \( f \) is a data-likelihood or data-fidelity term and \( \psi \) is a regularizer that restricts the set of possible solutions by promoting desirable properties according to prior knowledge\(^5\). Our goal is to find a minimizer for \( L(x) \) as the estimator for the susceptibility map, \( \hat{x} \). Because of its computational efficiency (requiring only matrix-vector multiplications and scalar functions), and ability to handle possibly non-differentiable regularizers \( \psi \), we apply the Proximal Gradient Descent algorithm [33] to minimize (1) iteratively by performing the updates:

\[
\hat{x}_{i+1} = P_\psi (\hat{x}_i - \alpha \nabla f(\hat{x}_i))
\]

where\(^6\) \( \nabla f(\hat{x}) = (\Phi^H(\Phi \hat{x} - y)) \), \( \alpha \) is a suitable gradient step size and \( P_\psi(x) \) is the proximal operator of \( \psi \), namely \( P_\psi(x) = \arg \min_u \psi(u) + \frac{1}{2} \left\| x - u \right\|^2_2 \). Such a proximal gradient descent algorithm is very useful when a regularizer is non-differentiable but still proximable in closed form. Clearly, the quality of the estimate \( \hat{x} \) depends on the choice of regularizer, \( \psi \), with traditional options including sparsity [6] or total variation [31] priors. In this work, we take advantage of supervised learning strategies to parameterize these regularizers [3,30,38] by combining proximal gradient descent strategies with a convolutional neural network, as we explain next.

**Learned Proximal CNN** In order to exploit the benefits of deep learning in a supervised regime, we parameterize the proximal operator \( P_\psi \) by a 3D Wide ResNet [43] which learns an implicit data-driven regularizer by finding its corresponding proximal operator. This way, Eq. (2) becomes:

\[
\hat{x}_{i+1} = P_\theta (\hat{x}_i - \alpha \Phi^H (\Phi \hat{x}_i - y)) = P_\theta (\alpha \Phi^H y + (I - \alpha \Phi^H \Phi) \hat{x}_i),
\]

where \( \theta \) represents all learnable parameters in the 3D Wide ResNet. The iterates are initialized from \( \hat{x}_0 = 0 \) for simplicity\(^7\), and the final estimate is then given by the \( k^{th} \) iteration, \( \hat{x}_k \). We succinctly denote the overall function that produces the

---

\(^5\) In fact, the expression in (1) can also be interpreted as a Maximum a Posteriori (MAP) estimator.

\(^6\) \( A^H \) denotes the conjugate transpose (or Hermitian transpose) of the matrix \( A \).

\(^7\) Any other susceptibility estimation choices can serve as an initialization as well.
estimate as $\hat{x}_k = \phi_\theta(y)$. The training of the network is done through empirical risk minimization of the expected loss. In particular, consider training samples $(y^j, x^j_c)_{j=1}^N$ of phase measurements $y^j$ and target susceptibility reconstructions $x^j_c$. Note that one does not have access to ground-truth susceptibility maps in general, and tissue susceptibility is treated as isotropic in QSM [10]. For these reasons, and following [5,8,15,42], we use a high-quality COSMOS reconstruction from multiple phase as ground-truth. We minimize the $\ell_2$ loss function over the training samples via the following optimization formulation:

$$\phi_\theta = \arg\min_\theta \frac{1}{N} \sum_{j=1}^N \| x^j_c - \phi_\theta(y^j) \|_2^2,$$

which is minimized with a stochastic first order method. We expand on the experimental details below.

**Deployment with Multiple Input Phase Measurements** Our proposed learned proximal network benefits from a clear separation between the utilization of the forward physical model and the learned proximal network parameters. This has two important advantages: (i) no ad-hoc rotation of the input image is required to align the main field ($B_0$), as this is instead managed by employing the operator $\Phi$ in the restoration; and (ii) the model learns a proximal function as a prior to susceptibility maps which is separated from the measurement model. More precisely, our learned proximal function has the same domain and co-domain, namely the space of susceptibility-map vectors, $P_\hat{\theta} : \mathcal{X} \rightarrow \mathcal{X}$. As a result, if at deployment (test) time the input measurements change, these can naturally be absorbed by modifying the function $f$ in Eq. (1). In the important case where $L \geq 1$ measurements are available at arbitrary orientations, say $\{y_i = \Phi_i x\}_{i=1}^L$, a restored susceptibility map can still be computed with the obtained algorithm in Eq. (3) by simply constructing the operator $\tilde{\Phi} = [\Phi_1; \ldots; \Phi_L] \in \mathbb{R}^{nL \times n}$ and concatenating the respective measurements, $\tilde{y} = [y_1; \ldots; y_L] \in \mathbb{R}^{nL}$, and performing the updates $\tilde{x}_{i+1} = P_{\hat{\theta}} \left( \frac{\alpha}{L} \tilde{\Phi}^H \tilde{y} + (I - \frac{\alpha}{L} \tilde{\Phi}^H \tilde{\Phi}) \tilde{x}_i \right)$. As we will demonstrate in the next section, the same LP-CNN model (trained with a single phase image) benefits from additional local phase inputs at test time, providing improved reconstructions without any re-training or tuning.

### 3 Experiments and Results

We trained and tested our LP-CNN method with our 8 subject dataset in a 4-fold cross validation manner, with each split containing 6 subjects for training and 2 subjects for testing. Our LP-CNN is implemented in Pytorch and trained on a single NVIDIA GeForce RTX 2080 Ti GPU with mini-batch of size 2. We train

8 We chose an $\ell_2$ norm for simplicity, and other choices are certainly possible, potentially providing further reconstruction improvements.

9 Our code is released at [https://github.com/Sulam-Group](https://github.com/Sulam-Group).
Table 1. Quantitative performance metrics of QSM reconstruction estimated using the 4-fold cross validation set with different QSM methods. Upper part is single phase reconstruction and lower part is multiple phase reconstruction. LP-CNN shows comparable performance with QSMnet and outperforms TKD, MEDI and STAR-QSM.

| Methods     | NRMSE(%) | PSNR(dB) | HFEN(%) | SSIM   |
|-------------|----------|----------|---------|--------|
| TKD         | 87.79 ± 8.15 | 35.54 ± 0.799 | 83.59 ± 10.19 | 0.9710 ± 0.0054 |
| MEDI        | 67.40 ± 7.91 | 37.89 ± 0.996 | 60.01 ± 9.63 | 0.9823 ± 0.0041 |
| STAR-QSM    | 63.70 ± 5.68 | 38.32 ± 0.758 | 62.06 ± 6.19 | 0.9835 ± 0.0032 |
| QSMnet      | 55.10 ± 4.93 | 39.56 ± 0.788 | 58.14 ± 6.21 | 0.9857 ± 0.0026 |
| LP-CNN      | 55.00 ± 5.01 | 39.58 ± 0.792 | 55.54 ± 5.73 | 0.9865 ± 0.0026 |
| LP-CNN²     | 50.10 ± 4.15 | 40.43 ± 0.733 | 48.96 ± 3.58 | 0.9889 ± 0.0021 |
| LP-CNN³     | 47.38 ± 4.17 | 40.90 ± 0.780 | 46.14 ± 3.58 | 0.9903 ± 0.0021 |

Our LP-CNN model with $k = 3$ iterates for 100 epochs (96hrs) with dropout rate 0.5, using Adam optimizer [18] with an initial learning rate $10^{-4}$ with weight decay of $5 \times 10^{-4}$, and we decrease the learning rate with 0.8 ratio every 25 epochs. We compare our results with traditional methods (TKD [36], MEDI [28] and STAR-QSM [41] in STI Suite [21]) as well as with the deep learning-based QSMnet [42] across all splits.

**Patch Training** Training convolutional neural networks with 3D medical images often requires a prohibitively large amount of GPU memory. By taking advantage of the shift-invariance properties of CNN, a common workaround is to train these models in small patched data [5,8,15,42], we partition our data into $64 \times 64 \times 64$ 3D patches for training. However, such a modification must be done with caution, since naively employing a patched dipole kernel degrades performance by losing most of the high frequency information. In order to utilize the full dipole kernel during training with patched data, we modify the forward operator $\Phi$ by zero-padding, i.e. $\Phi' = CF^{-1}DFP = C\Phi P$, where $P$ is a padding operation from $64^3$ to the original image size and $C$ is its (adjoint) cropping operator, $C = P^T$. See supplementary material for visualizing the difference between employing a patched dipole kernel and a full dipole kernel.

**Reconstruction Performance** Table 1 shows the results of our LP-CNN and other methods evaluated by quantitative performance metrics of Normalized Root Mean Square Error (NRMSE), Peak Signal-to-Noise Ratio (PSNR), High Frequency Error Norm (HFEN), and Structural Similarity Index (SSIM). We denote LP-CNN² as training with single input and testing with $L$ number multiple inputs. Fig. 2 shows the visualization results. The results of our LP-CNN showcases more high-frequency details and is the closest to the gold standard, COSMOS.

**Multiple Input LP-CNN** We finally demonstrate the flexibility of our LP-CNN by comparing the performance of our obtained model (trained with sin-
Fig. 2. Three plane views of susceptibility maps reconstructed using different methods. LP-CNN result shows high-quality COSMOS-like reconstruction performance. The TKD reconstruction suffers from streaking artifacts, while MEDI is over smoothing and STAR-QSM shows slight streaking effect.

gle local phase measurements) when deployed with increasing number of input measurements, and we compare with NDI [34] and COSMOS using a different number of inputs in Fig. 3. Though our LP-CNN was only trained with single local phase input, it allows to incorporate phase measurements at multiple orientations that improve QSM reconstruction, while none of the previous deep learning-based QSM methods [14] can handle a different number of input phase measurements.

4 Discussion and Conclusion

In this work, we proposed a LP-CNN method to resolve the ill-posed dipole inversion problem in QSM. Our approach naturally incorporates the forward operator with arbitrarily oriented dipole and enhances reconstruction accuracy for single orientation QSM giving COSMOS like solution. More importantly, the learned parameters are separated from the measurement operator, providing greater flexibility. In particular, we demonstrated how reconstruction performance increases with the number of input local phase images at test time; even while the LP-CNN network was trained with a single phase measurement. Furthermore, in order to address tissue magnetic susceptibility anisotropy [10], similar tools could be also extended to more complex, higher order, susceptibility models such as in Susceptibility Tensor Imaging (STI) [22,24].
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Fig. 3. Comparison between LP-CNN, NDI and COSMOS for multiple numbers of input phase measurement reconstructions. LP-CNN shows high-quality reconstruction on single input and refine the reconstruction with multiple inputs.
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