Efficient Topology Assessment for Integrated Transmission and Distribution Network with 10,000+ Inverter-based Resources
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Abstract—The renewable energy proliferation calls upon the grid operators and planners to systematically evaluate the potential impacts of distributed energy resources (DERs). Considering the significant differences between various inverter-based resources (IBRs), especially the different capabilities between grid-forming inverters and grid-following inverters, it is crucial to develop an efficient and effective assessment procedure besides the applicability of the proposed method, but also revealed the potential of distributed grid forming (GFM) and grid following (GFL) inverters interacting with the centralized power plants.
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I. INTRODUCTION

Renewable energy (RE) has been reshaping the electricity infrastructure generation mix progressively over the past decade, and is going forward with accelerated proliferation rate. U.S. Energy Information Agency (EIA) has estimated that RE will be the top one energy resource by 2050 and provide more than 42% of total energy consumption [1]. To energize the decarbonized green economy and motivate a wide range of stakeholder, the Federal Energy Regulatory Commission (FERC) published FERC Order-2222 [2], which opens a new era for energy prosumers with distributed energy resources (DERs); it essentially extends the energy generation participation to anyone and any form of energy generation/storage technologies, no matter whether it is behind the meter solar photovoltaics, household and/or community owned battery energy systems, or electric vehicles. Nevertheless, the emerging challenges caused by extreme events such as hurricanes, flood, heat dome events, call upon the grid operators and planners to systematically analyze cross-infrastructure interdependency [3], and ensure the maximized sustainability of energy delivery and resilient societal functions.

Most of the DERs are distributed in power system distribution network and are inverter-based resources (IBRs), they are commonly categorized into two groups: grid-forming inverters [4], [5] and grid-following inverters [3]. The major differences between those two types of inverters are their capabilities to generate the voltage and frequency for an independent electrical network. Considering the dramatic shift of electricity generation mix, not only the aggregated impacts of high-penetration of IBRs should be properly evaluated, but also their unique contributions to the grid operation and control must be quantified in support of grid reliability and resilience during emergency events. Existing research work focused on the co-simulation platforms [6]–[8] to emulate the physical characteristics and dynamic behaviors of power system transmission and distribution (T&D) networks, but the computation burden of the T&D co-simulation may grow significantly when the size of T&D networks increases. Therefore, an efficient yet effective method is needed in practical grid planning and operation context, to identify the most important candidate scenarios and further be evaluated through full-stack co-simulation process.

One alternative pathway is the graph-based analysis, which shows its advantages considering its maturity and scalability, as well as the potential to analyze the connected graphs that may represent cross-domain infrastructure networks, such as the transmission and distribution (T&D) [3], as well as integrated communication (T&D&C) networks [3], [9]. Such analysis could facilitate critical component assessment based on the topology of those integrated networks, and the most widely used metrics include the degree centrality and betweenness centrality [10]. On the other hand, graph computing capability based on High Performance Computing (HPC) has exploded in the past decade and benefited many scientific domains, such as complex network analysis, computational biology, data mining and artificial intelligence, as well as applications in national security [11]. Real-world systems such as the Internet, telephone networks, the world-wide web, social interactions and transportation networks are also analyzed...
by modeling them as graphs [12]. Therefore, HPC-enabled graph computing can be the nexus for cross-domain critical infrastructure analysis. And only when combined with the physical characteristics of scientific and engineering domains, the potential of graph computing could be fully unleashed and find viable pathways to the real-world decision making process.

In this paper, we develop an efficient and effective methodology to assess the topology of the integrated T&D network with high penetration of IBRs, the graph size could be up to more than 100,000 vertices and edges, and is embedded with more than 10,000 IBRs. HPC cluster with total 2400 cores have been utilized to derive grid-metrics, with each metric being computed in parallel to significantly reduce the computing time.

The remaining sections of this paper are organized as follows: Section II presents a list of related graph metrics, and Section III describes the details of the selected T&D network for evaluation. The HPC platform and corresponding algorithm for graph analysis is given in Section IV, the simulation results are reviewed and discussed in Section V, and Section VI gives the conclusions and future work.

II. BRIEF REVIEW OF GRAPH METRICS

Graph theoretic analyses are useful tools for investigating a complex system's intrinsic properties related to or originated from its topology. Related graph theory and concepts are briefly reviewed in this section for completeness.

A. Graph representation of T and D networks

Both T and D networks can be represented using a graph $G = (V, E)$, where $V = \{V_1, V_2, \ldots, V_N\}$ is the set of $N$ vertices and $E$ is the set of edges. Adjacency matrix $A = (a_{ij})_{N \times N}$ is used to represent the connectivity between each pair of vertices $i$ and $j$ in $G$: $a_{ij} = 1$ (or weight for a weighted graph) if there is an edge between vertices $i$ and $j$, and $a_{ij} = 0$ otherwise. To simulate the interactions between T and D networks, we also add the following adjacent matrix to represent the inter-layers edges between networks: for two network layers $\alpha$ and $\beta$, $a(i, \alpha, j, \beta) = 1$ (or weight for a weighted graph) if node $i$ in layer $\alpha$ is connected to node $j$ in layer $\beta$, otherwise 0.

B. Cross-closeness centrality

For two networks $G_i$ and $G_j$, cross-closeness centrality measures the topological closeness of a vertex in $G_i$ to $G_j$ along the shortest path, and vice versa. It can be used to quantify the efficiency of interaction between the vertex and the other network. A vertex with high cross-closeness can exchange energy and/or information with the other network. For our simulation, the IEEE 8500-node test network is a modified miniWECC model including 41 synchronous generators and 21 load buses [14], and one illustrative diagram is given as Fig. 1. More specifically, load buses 24 and 69 are the original miniWECC buses, then the other 19 of 21 load buses are the newly added interconnection buses for test feeders. Table I lists the load bus information, including interconnection bus numbers, corresponding miniWECC bus numbers and bus names.

Each D network consists of one test feeder model that is connected to the T network through the load or interconnection buses. For our simulation, the IEEE 8500-node test feeder is used [15], which is a representative radial distribution feeder. Each load bus in the T network is connected with one test feeder. The sub-station in the test feeder is “HVMV_Sub_LSB” and its location is showing as the red dot in Fig. 2; in addition, there are 550 IBRs embedded in the test feeder model, including 275 grid-forming inverters and 275 grid-following inverters, which are also showning in Fig. 2.

In summary, the fully interconnected T&D network has 41 synchronous generators and more than 10,000 IBRs. For the miniWECC model, each node is represented as a vertex and each branch is represented as an edge in the graph. Elements in the IEEE 8500-node model are also represented as graph vertices or edges depending whether an element is a point or line object. In addition, one edge is added between each of the 21 load buses to the sub-station of the interconnected test feeder. As a result, there are over 100,000 vertices and edges in the system.
IV. Computing Scheme for the Graph of Integrated T&D Networks

High-performance computing (HPC) techniques have been implemented to facilitate the computation of the graph metrics between the T and D networks. Task parallelism is implemented for the HPC run and is illustrated in Fig. 3. In this scheme, each task is defined as a set of calculations of the cross-closeness or close-betweenness between one vertex in the D network to all the T network vertices. Each task is performed independently, there is no intra-task communication needed when tasks are being performed. The results of each task are saved into one CSV file to avoid synchronization issues when saving results to memories. During the simulation, all tasks are first queued together. Then, each process core is assigned one task to perform. After finished the task, a new task will be assigned to the process core if there are still tasks available. The output CSV file of each task is named using the starting vertex in the D network. In order to reduce the CSV file size to minimize the used hard drive space, only the values of vertices that are used for the cross-closeness or close-betweenness calculation are saved along with the vertex names within each CSV file. After the HPC run, all saved CSV files are post-processed to derive the overall cross-closeness and cross-betweenness for each vertex in both the T and D networks. The wall-clock time for one calculation is about 160 second using one process core on Deception HPC cluster at Pacific Northwest National Laboratory (PNNL) [16]. 40 HPC nodes, each with 60 process cores, have been requested to parallelize the calculations which allows us to get the results in 2.5 hours. There are 900 Megabytes of output in CSV format, and are saved on disc for post processing.

TABLE I

| Added Load Bus # | miniWECC Bus # | miniWECC Bus name |
|------------------|----------------|-------------------|
| 24               | 24             | JDAY-24           |
| 69               | 69             | SLC               |
| 1008             | 8              | BCH-8             |
| 1011             | 11             | SEA-LOAD          |
| 1016             | 16             | ORE-16            |
| 1021             | 21             | ORE-21            |
| 1026             | 26             | ORE-26            |
| 1029             | 29             | BDY-GEN           |
| 1036             | 36             | ORE-36            |
| 1043             | 43             | SFO-LOAD          |
| 1050             | 50             | SC-LOAD           |
| 1055             | 55             | SDG-55            |
| 1056             | 56             | LAS-LOAD          |
| 1064             | 64             | PHX-LOAD          |
| 1070             | 70             | SLC-LOAD          |
| 1073             | 73             | COLO-73           |
| 1078             | 78             | IDA-78            |
| 1095             | 95             | FC-LOAD           |
| 1109             | 109            | NEV-109           |
| 1112             | 112            | SC-112            |
| 1120             | 36             | ORE-36SE          |

Fig. 1. A simplified one-line diagram of the miniWECC model [14].

Fig. 2. IEEE 8500-node test feeder with 275 grid-forming (GFM) Inverters and 275 grid-following (GFL) Inverters.

Fig. 3. Illustration of HPC implementation.
V. GRAPH ANALYSIS RESULTS AND DISCUSSIONS

A. Basic network characteristics of miniWECC and IEEE 8500-node networks

The degree of a node, which is defined as the number of edges that are connected to the node, is one of the most important characteristics of a network topological, especially when considering its probability distribution from network resilience perspective [17], [18]. Table II shows that the average degrees are 2.45 and 2.0 for the miniWECC and IEEE 8500-node networks, respectively, which indicate that both networks are sparse networks. For the miniWECC network statistics shown in Fig. 4, majority of its nodes have the node degree of 1 (41.6%) with the highest node degree of 10. Moreover, 12 of the total 142 nodes in the miniWECC network have degrees larger than 5, and they may serve as the import hubs for exchanging energy (possibly as well as information) between networks. For the IEEE 8500-node network, over half of the nodes have a degree of 2 (52.2%) and the number of nodes are almost the same with that of edges, confirming that IEEE 8500-node network is radial, which has very few loops.

B. Case 1

In the test case 1, we simulate the scenario when energy needs to be exchanged between each generator node in the T network and each node in the D network. We identify the most important nodes in both networks using the cross-closeness centrality and the cross-betweenness centrality. For the miniWECC network statistics shown in Fig. 4, majority of its nodes have the node degree of 1 (41.6%) with the highest node degree of 10. Moreover, 12 of the total 142 nodes in the miniWECC network have degrees larger than 5, and they may serve as the import hubs for exchanging energy (possibly as well as information) between networks. For the IEEE 8500-node network, over half of the nodes have a degree of 2 (52.2%) and the number of nodes are almost the same with that of edges, confirming that IEEE 8500-node network is radial, which has very few loops.

C. Case 2

In the test case 2, we simulate two scenarios considering the system black start restoration. We assume 8 of the 41 transmission-level synchronous generators to be black-start-capable: #2, #10, #13, #15, #18, #22, #28, and #33. In the first scenario, these 8 generators will start independently and
deliver power to the other 33 generators without black-start capability through the transmission network. In the second scenario, we assume half of the IBRs are equipped with grid-forming (GFM) inverters. In addition to the 8 black-start-capable generators, the GFM IBRs in the D networks also have black-start capabilities. The 8 selected black-start synchronous generators, along with all the GFM nodes, will supply power to the 33 generators. Using the network betweenness metrics, we analyse the importance of buses in the T network that are critical for providing power to the 33 generators without black start capability in both scenarios. To account for the differences among different generators and GFM IBRs, the $\sigma_{pq}$’s in (2) are weighted by the power capacities (MW) of the source black-start generators/IBRs, respectively. Hence larger weights are given to generators with higher capacities, whereas IBR are assumed uniform capacity of 250 kW. The betweenness centralities from both scenarios are normalized by their respective maximum so that the most important node always have a normalized betweenness centrality of 1.

The distribution of the importance of transmission buses are presented in Fig. 5. Kernel density estimation is employed to estimate the distribution density of the non-zero normalized betweenness centralities in both scenarios. The blue curve shows the distribution for Scenario 1, where only the 8 black-start-capable generators are assumed to contribute to the black start process. The red curve shows the distribution for Scenario 2, where GFM IBRs are also assumed to contribute in addition to the black-start-capable generators. Comparing these two distributions, Scenario 2 has much fewer high-importance buses (with betweenness higher than 0.2) and more low-importance buses (with betweenness lower than 0.2). This suggests that by involving GFM IBRs, there are fewer critical buses in the network for black start restoration. This makes the system more resilient, i.e., easier to recover from failures.

VI. CONCLUSIONS AND FUTURE WORK

This paper presents a streamlined graph-based evaluation for the integrated power system transmission and distribution network topology, and the graph metrics including cross-centrality and cross-betweenness have been utilized for node importance ranking. Graph analyses were performed based on the the integrated graph of modified miniWECC grid model and IEEE 8500-node test feeder model, which has more than 10,000 inverter-based distributed generation resources. The node ranking results not only verified the applicability of the proposed method, but also revealed the potential of distributed grid forming (GFM) and grid following (GFL) inverters interacting with the centralized power plants.

Future work includes generating synthesized communication network [18] for analyzing cross-infrastructure interdependency [3], as well as evaluating emerging technologies, such as how to maximize the benefits of the 5th generation (5G) mobile network application [19] in grid communication context.
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