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Abstract

The main goal of this paper is to address an important conjecture in the field of differential equations in the presence of a harmonic potential. While in the subcritical case, the uniqueness of positive solution has been addressed by Hirose and Ohta in 2007, the problem has remained open for years in the supercritical case. In [9], the author obtained interesting numerical computations suggesting that for some bifurcating parameter $\lambda$, the equation has many positive solutions that vanish at infinity. In this paper, we provide a proof to this claim by constructing an accountable number of solutions that bifurcate from the unique singular solutions with $\lambda$ close to the first eigenvalue $\lambda_1$ of the harmonic operator $-\Delta + |x|^2$. Our method hinges on a matching argument, and applies to the supercritical case, and to the supercritical case in the presence of a subcritical, critical or supercritical perturbation.

1 Introduction

We consider the following scalar field equation:

\[
\begin{cases}
\Delta u - (|x|^2 - \lambda)u + |u|^{q-1}u + |u|^{p-1}u = 0, \\
u > 0, \\
\lim_{r \to \infty} u(r) = 0,
\end{cases}
\]

(1.1)

where $d \geq 3$, $\frac{d+2}{d-2} < p < p_{JL} := \begin{cases} 
+\infty & \text{for } d \leq 10 \\
1 + \frac{4}{d-4-2\sqrt{d-1}} & \text{for } d \geq 11
\end{cases}$ and $1 < q < \frac{p+1}{2}$.

$|u|^{q-1}u$ is seen as a perturbation of the original equation:

\[
\begin{cases}
\Delta u - (|x|^2 - \lambda)u + |u|^{p-1}u = 0, \\
u > 0, \\
\lim_{r \to \infty} u(r) = 0,
\end{cases}
\]

(1.2)

This equation models the propagation of a laser beam in an optical fiber. It also appears in several crucial applications like the theory of Bose-Einstein condensates. It is referred to as the Gross-Pitaevskii equation.
We denote by \( \lambda_1 \) the first eigenvalue of the harmonic operator \( -\Delta + |x|^2 \) and \( \Sigma := \{ u \in H^1(\mathbb{R}^d) : |x|u \in L^2(\mathbb{R}^d) \} \). By the breakthrough result of Li and Ni [15], we know that any solution of (1.1) is radially symmetric. Therefore (1.1) is equivalent to the following reduced ordinary differential equation:

\[
\begin{cases}
\frac{\partial}{\partial r} r u + \frac{d-1}{r} \partial_r u - (r^2 - \lambda) u + |u|^{q-1} u + |u|^{p-1} u = 0, & r > 0, \\
u > 0, \\
\lim_{r \to \infty} u(r) = 0,
\end{cases}
\]

(1.3)

In the case of a single non-linearity, this equation becomes

\[
\begin{cases}
\frac{\partial}{\partial r} r u + \frac{d-1}{r} \partial_r u - (r^2 - \lambda) u + |u|^{p-1} u = 0, & r > 0, \\
u > 0, \\
\lim_{r \to \infty} u(r) = 0,
\end{cases}
\]

(1.4)

It has a no nontrivial solution in \( \Sigma \) for \( \lambda \geq \lambda_1 \). In the subcritical case \( p \in (1, 2^* - 1) \) where \( 2^* = \frac{2d}{d-2} \), Hirose and Ohta [12] showed the existence and uniqueness of the solutions when \( \lambda < \lambda_1 = d \). Hadj Selem et al addressed the existence and symmetry of ground state solutions and showed the optimality of their conditions. They also addressed the orbital stability of standing waves [11].

We denote \( R_1 := \{ (\lambda, p) \in \mathbb{R} \times \mathbb{R} : \lambda < d \text{ and } p \in (1, 2^* - 1) \} \). For \( p \geq 2^* - 1 \), (1.4) has no nontrivial solutions for \( \lambda \leq 0 \). Therefore in the framework of this study, we will only consider \( 0 < \lambda < d \) and denote \( R_2 := \{ (\lambda, p) \in \mathbb{R} \times \mathbb{R} : \lambda < d \text{ and } p \geq 2^* - 1 \} \).

In \( R_1 \), it has been proven by Hirose and Ohta [12] that (1.4) has a unique solution. In \( R_2 \), F. Hadj Selem [9] obtained some numerical results that suggest the following claim: “there exists some \( 0 < \lambda < d \) such that equation (1.4) does not have a unique positive solution”. Despite the importance of such claim in understanding the supercritical case of a class of Gross-Pitaevskii equations, the literature remained silent for years. In this paper, we provide an answer to this question by constructing an accountable number of solutions to (1.4) that bifurcate from the unique singular solution when \( (\lambda, p) \in R_2 \). This solution has been determined when \( \lambda = \lambda_* \in (0, d) \) in [10].

The authors also showed that the behavior of the singular solution \( \Phi_p \) near the origin is given by

\[
\Phi_p(r) = A(p, d)r^{-\frac{2}{p-1}}(1 + O(r^2)) \quad \text{as } r \to 0,
\]

where

\[
A(p, d) := \left( \frac{2}{p-1} \left( d - 2 - \frac{2}{p-1} \right) \right)^{-\frac{1}{p-1}}.
\]

(1.5)

In our case, we denote by \( \Phi \) the singular solution to (1.3) for \( \lambda = \lambda_* \). We use their argument in order to prove its existence and behavior near the origin. This is stated in the following theorem. (See the appendix for the sketch of its proof). Note that, we believe that the uniqueness of \( \lambda_* \) does not depend on the perturbation term \( |u|^{q-1} u \) in our case. The proof should be similar to the equation in can be proven exactly as in the
However, in [3], Pelinovsky et al mentioned that its proof is not completely correct. This is why we decided to not discuss the uniqueness in this paper since it is not crucial for our argument.

**Theorem 1.1.** Let $1 < q < p$. There exists an eigenvalue $\lambda \in (0, \lambda_1)$ such that (1.3) has a unique radial singular solution $\phi$. Its asymptotic behavior near the origin is given by

$$\Phi(x) = A(p, d)|x|^{-2/(p-1)} \left\{ 1 + \mathcal{O} \left( |x|^{2/(p-1)} \right) \right\} \quad \text{as} \quad x \to 0 \quad (1.6)$$

with $A(p, d)$ is defined in (1.3). Moreover,

$$\Phi'(x) = -\frac{2A(p, d)}{p-1} |x|^{-2/(p-1)} \left\{ 1 + \mathcal{O} \left( |x|^{2/(p-1)} \right) \right\} \quad \text{as} \quad x \to 0. \quad (1.7)$$

Our aim is to construct an accountable number of solutions to (1.3) that bifurcate from $\phi$ with $\lambda$ close to $\lambda_*$. As a consequence, we conclude that there exists an eigenvalue $\lambda \in (0, d)$ such that the equation (1.1) does not have a unique positive solution that vanishes at infinity. The main result is given by the following theorem.

**Theorem 1.2.** Let $d \geq 3$, $\frac{d+2}{d-2} < p < p_{1L}$ and $1 < q < \min(p+1, p)$. There exists $N \in \mathbb{N}$ large enough such that for all $n \geq N$, there exist and eigenvalue $\lambda_n$ and a smooth solution $u_{\theta_n}$ to (1.3) with initial condition $\theta_n \to \infty$ and $\lambda_n \to \lambda_*$. In addition,

$$\lim_{n \to \infty} u_{\theta_n} = \Phi \quad \text{in} \quad H^1(\mathbb{R}^d).$$

Moreover, for any large $n$, we have

$$\theta_n = \tilde{\theta}_n \left( 1 + O \left( \frac{1}{\theta_n^\alpha (\beta-q)} \right) \right)$$

and

$$\lambda_n = \lambda_* - C_1 \tilde{\theta}_n^{-\alpha} \sin(\omega \log(\tilde{\theta}_n) + C_2) \left( 1 + O \left( \frac{1}{\theta_n^\alpha (\beta-q)} \right) \right) \quad (1.8)$$

where $\alpha := \frac{2}{p-1}$, $\omega := \sqrt{(d-2)^2 - 4pAp^{-1}}$, $\sigma = \frac{d+2}{d-2} - 2$, $\beta = \frac{p+1}{2}$, $\tilde{\theta}_n = C_3 \exp \left( \frac{p-1}{\omega}n \right)$, $C_1 > 0$, $C_2$ and $C_3 > 0$ independent on $n$.

**Remark 1.1.** The condition $p < p_{1L}$ is crucial for oscillating behavior of the graph of the eigenvalue versus the initial data (1.8). This will not be the case when $p > p_{1L}$. More precisely, as in [3], we believe that when $p \geq p_{1L}$ the behavior of the eigenvalue graph should be monotone. This can be implicitly derived from the proof of Lemma 2.1. The oscillatory behavior is due to $(d-2)^2 - 4pAp^{-1} < 0$ when $p < p_{1L}$. This behavior is a consequence of the behavior near the origin of the functions in the kernel of $\mathcal{L}$ (see (2.3) for more details). Those functions are monotone when $(d-2)^2 - 4pAp^{-1} \geq 0$. As in [3], the uniqueness of positive radial solution should hold when the graph of the eigenvalue parameter versus the initial data is monotone i.e. when $p \geq p_{1L}$. We do not cover this case in our paper.
In [3] Pelinovsky et al showed this result without the perturbation term $|u|^{q-1}u$. We believe that their approach is different and does not apply to our case [1, 18]. Our interest in considering (1.1) is motivated by many facts. First, mixed power nonlinearities arise naturally in the theory of Bose-Einstein condensates and nonlinear optics. Secondly, as [3] addressed the pure nonlinearity case, we wanted to investigate the validity of their results if we perturb the equation with a subcritical, critical, or supercritical nonlinearity. Our method is self-contained and seems simpler and covers their case. In addition, in [3] Pelinovsky et al uses two assumptions, which were checked numerically, in order to guarantee that each $\lambda_*$ is isolated. Our argument by pass this technical assumption and our proof works also for a continuous set of $\lambda_*$. Lastly, combined (or mixed) power nonlinearities is a fast-growing field due to its numerous applications, [13, 16, 20, 21, 22], to only list a few papers in the last months. In the presence of a Harmonic potential, Kikuchi [14] considered sub-critical energy nonlinearities with opposite signs. He proved the existence of standing waves. However, so far, there are no results for super-critical nonlinearities. Therefore, we wanted to open a door.

The strategy relies on the matching asymptotic argument. Following the idea in [2], we aim at finding directly the relation (1.8) such that we can glue the outgoing solution at $r \to +\infty$ which is a small deformation of the singular solution, with the rescaled smooth solution which bifurcates from of the Emden-Fowler solution. The matching asymptotic strategy was implemented to construct special solutions like ground states (see [5, 7]) or self-similar profiles for the energy supercritical nonlinear heat equation (see [6]). However, the implementation is not straightforward and it is in fact challenging. More precisely, we aim to construct the exterior solution $u_{ext}$ by perturbing the singular solution $\Phi$ but they correspond to two different eigenvalues $\lambda$ and $\lambda_*$ respectively. Since those eigenvalues have an impact on the asymptotic behavior of the corresponding eigenfunction at infinity, $u_{ext}$ cannot be obtained by simply perturbing $\Phi$. Instead, we work on $v_{ext} := u_{ext} r^{-\frac{q}{2}}$ where $\varepsilon := \lambda - \lambda_*$. This correction removes the problem of the asymptotic at infinity and $\Phi$ as well as $v_{ext}$ corresponds to comparable eigenvalue problems. Although, it brings another difficulty while linearizing. In fact, we get a non-homogeneous term in the linearized equation which is unusual situation in the literature. We showed that this new term can be treated as an error comparing to $\Phi$ by carrefully analyzing all its component. The construction of the interior solution follows similar to [5, 7]. However, we should be careful with the impact of the additional nonlinearity $|u|^{q-1}u$. Also, the matching is similar to [5, 7]. Since the initial and the eigenvalue are arbitrary taken, the gluing will force the relation (1.8).

Note that, the constructions of the exterior and interior solutions hold for any $q$ less than $p$ but the matching requires $q < \frac{p+1}{2}$ in order to keep the second therm in the asymptotic of $\Phi$ small during the gluing process.

This approach has an advantage of making the leading terms and the matching procedure appear more naturally and explicitly. It also allows a flexible functional framework
in order to treat separately the neighborhood of the origin and the neighborhood of \( \infty \).

In the second section, we start with constructing a set of exterior solutions. We first study some linear problems that are helpful for the construction argument. The set of exterior solutions is then obtained by a fixed point argument. In the third section, we construct a set of interior solutions that bifurcates from the solution to the Emden-Fowler equation. For that, we use a contraction mapping argument. The last section is dedicated to the matching argument using the Brower fixed point theorem. In the appendix, we sketch the proof of Theorem 1.1 and we investigate the behavior of the singular solution to (1.3) at infinity.

2 Exterior solution

In this section, we are going to construct a solution which bifurcates from the singular solution \( \Phi \). We denote by \( L \) the linearized operator around the singular solution \( \Phi \) which is given by

\[
L := -\partial_{rr} - \frac{d-1}{r} \partial_r + (r^2 - \lambda_s) - p\Phi^{p-1} - q\Phi^{q-1}.
\]

(2.1)

In the following lemma, we give the behavior of the fundamental basis of its kernel.

Lemma 2.1. There exists \( \psi_1 \) in the kernel of \( L \) with the following asymptotic behaviors:

\[
\psi_1(r) = Ke^{-\frac{d^2}{2}r^{\lambda_s+d} - \frac{d}{2} r^{\lambda_s+d}} \left( 1 + O \left( \frac{1}{r^2} \right) \right) \quad \text{as } r \to \infty, \\
\psi_1'(r) = -\frac{c_1 \sin(\omega \log(r) + c_2)}{r^{d-2}} \left( 1 + O \left( \frac{1}{r^2} \right) \right) \quad \text{as } r \to 0,
\]

(2.2)

as \( r \to \infty \),

\[
\psi_1(r) = c_1 \sin(\omega \log(r) + c_2) \left( 1 + O \left( \frac{1}{r^{2(p-q)}} \right) \right) \quad \text{as } r \to 0,
\]

(2.3)

and

\[
\psi_1'(r) = \left( \frac{\omega c_1 \cos(\omega \log(r) + c_2)}{r^{d-2}} - \frac{d - 2 c_1 \sin(\omega \log(r) + c_2)}{2} \right) \left( 1 + O \left( \frac{1}{r^{2(p-q)}} \right) \right),
\]

(2.4)

as \( r \to 0 \) where \( \omega := \sqrt{(d - 2)^2 - 4pA^{p-1}} \), \( c_1 \neq 0 \) and \( c_2 \in \mathbb{R} \). Moreover, \( \psi_2 \), the second function in the the fundamental basis admits the following behaviors:

\[
\psi_2 = -\frac{1}{2K} e^{\frac{d^2}{2}r^{\lambda_s+d}} \left( 1 + O \left( \frac{1}{r^2} \right) \right)
\]

(2.5)

as \( r \to \infty \)

\[
\psi_2 = \frac{c_3 \sin(\omega \log(r) + c_4)}{r^{d-2}} \left( 1 + O \left( \frac{1}{r^{2(p-q)}} \right) \right)
\]

(2.6)

as \( r \to 0 \), where \( c_3 \neq 0 \) and \( c_4 \in \mathbb{R} \).

Proof. Step 1: Behavior at infinity. The proof is similar to the one of Lemma (A.1). We only need to justify that \( \psi_1 \), a solution to \( L(\psi_1) = 0 \), does not change sign for \( r \)
sufficiently large. More precisely, if $\psi_1$ oscillates for $R$ large, then there exists $R$ such that $\psi_1(R) < 0$, $\psi_1'(R) = 0$ and $\psi_1''(R) > 0$. This way, from the equation $L(\psi_1) = 0$, we have $\psi_1''(R) = (R^2 - \lambda_* - p\Phi^{-1}(R) - q\Phi^{-1}(R))\psi_1(R) < 0$ which is a contradiction. This means that we can take $\psi_1$ a positive (for $r$ large) solution to $L(\psi_1) = 0$ which decays to zero when $r$ goes to infinity. This is sufficient to obtain (2.2).

**Step 2:** Behavior near the origin. In this subsection, we take $r$ in a neighbourhood of 0. We consider the following second order ODE

$$
\phi''(r) + \frac{d-1}{r} \phi'(r) + p A^{-1} \phi(r) = 0,
$$

(2.7)

The fundamental basis of solutions to the homogeneous equation associated to (2.7) is given by

$$
\phi_1(r) = \sin\left(\frac{\omega \log(r)}{r^{\frac{2}{2}}}\right) \quad \text{and} \quad \phi_2(r) = \cos\left(\frac{\omega \log(r)}{r^{\frac{2}{2}}}\right),
$$

(2.8)

with $\omega := \sqrt{|(d-2)^2 - 4pA^{-1}|}$. Note that, the Wronskian\footnote{We recall that the Wronskian of two differentiable functions $f$ and $g$ is defined by $W(f, g) := f'g - fg'$.} of $\phi_1$ and $\phi_2$ is given by

$$
W(r) = \omega r^{-(d-1)}.
$$

(2.9)

Using the variation of constants, $\psi_1$ is given by

$$
\psi_1(r) = \left(a_{1,0} + \omega \int_0^r f_1 \phi_2 s^{d-1} ds \right) \phi_1 + \left(a_{2,0} - \omega \int_0^r f_1 \phi_1 s^{d-1} ds\right) \phi_2
$$

where

$$
f(r) := -\lambda_* + r^2 - p \left(\Phi^{-1} - \frac{A^{-1}}{r^2}\right) - q\Phi^{-1}.
$$

(2.10)

We write

$$
\psi_1 = a_{1,0} \phi_1 + a_{2,0} \phi_2 + \omega \tilde{\phi}, \quad \tilde{\phi} = \mathcal{F}(\tilde{\phi})
$$

where

$$
\mathcal{F}(\tilde{\phi}) = \int_0^r f \left(a_{1,0} \phi_1 + a_{2,0} \phi_2 + \tilde{\phi} \right) \phi_2 s^{d-1} ds \phi_1
$$

$$
- \int_0^r f \left(a_{1,0} \phi_1 + a_{2,0} \phi_2 + \tilde{\phi} \right) \phi_1 s^{d-1} ds \phi_2
$$

From (1.6), we have

$$
f(r) = -\lambda_* + r^2 - \frac{A^{-1}}{r^2} \left\{1 + \mathcal{O}\left(\frac{2(p-q)}{p-1}\right)\right\}^{p-1} - 1 - \mathcal{O}\left(\frac{2(d-q)}{p-1}\right).
$$

Since $r^{2(p-q)(p-1)} \to 0$ as $r \to 0$, we write
\[ \left\{ 1 + O\left( \frac{2(p-q)}{p-1} \right) \right\}^{p-1} - 1 = \exp \left( (p-1) \ln \left\{ 1 + O\left( \frac{2(p-q)}{p-1} \right) \right\} \right) - 1 \]
\[ = \sum_{k \geq 1} O\left( \frac{2k(p-q)}{p-1} \right) \]
\[ = O\left( \frac{2(p-q)}{p-1} \right) \]

So that,
\[ f(r) = -\lambda + r^2 - r^{-2} O\left( \frac{2(p-q)}{p-1} \right). \]

Hence,
\[ r^{d-2} \left| \mathcal{F} \left( \frac{\phi}{r} \right) \right| \lesssim \int_0^r s^{\frac{2(p-q)}{p-1}} - 1 \, ds + \int_0^r s^{\frac{d}{2}} |\phi| \, ds \]
\[ \lesssim r^{\frac{2(p-q)}{p-1}} + \int_0^r s^{\frac{d}{2}} |\phi| \, ds \]

Thus, let \( r_0 > 0 \) small enough, the Banach fixed point theorem applies in the space equipped with the norm
\[ \sup_{r < r_0} r^{d-2} |\tilde{\phi}(r)|. \]

For \( \psi_2 \), we use the reduction of order formula
\[ \psi_2 = \int \frac{\mathcal{W}(s)}{\psi_1^2(s)} \, ds \, \tilde{\psi}_1 \]
where \( \mathcal{W}(r) \) is the Wronskian of \( \psi_1 \) and \( \psi_2 \). It is given by
\[ \mathcal{W}(r) = r^{-(d-1)}. \quad (2.11) \]

This finishes the proof of this lemma.

Remark 2.1. The condition \( p < p_{\text{JL}} \) is very important to get \( \Box \). In this case the quadratic formula of the characteristic equation to \( (2.7) \) is negative i.e. \( (d-2)^2 - 4pA^p - 1 < 0 \).

Let \( \varepsilon \) be an arbitrary number in a neighborhood of 0. We set
\[ d = d + \varepsilon \quad \text{and} \quad \lambda = \lambda_* + \varepsilon. \quad (2.12) \]

We shall study the behavior of \( \tilde{\psi}_1 \) and \( \tilde{\psi}_2 \), the functions in the fundamental set of solutions to
\[ \partial_{rr} \tilde{\psi} + \frac{d-1}{r} \partial_r \tilde{\psi} - (r^2 - \lambda) \tilde{\psi} + p\Phi^{p-1} \tilde{\psi} + q\Phi^{q-1} \tilde{\psi} = 0, \quad r > 0. \quad (2.13) \]

Following the strategy of Lemma 2.1 we have the following result.
Lemma 2.2. There exists two solutions \( \tilde{\psi}_1 \) and \( \tilde{\psi}_2 \) of (2.13) with the following asymptotic behaviors:

\[
\tilde{\psi}_1 = Ke^{-\frac{\tilde{\omega}}{2}r^{\frac{d-4}{2}}} \left( \frac{1}{r^2} \right), \quad \tilde{\psi}_2 = -\frac{1}{2K} e^{-\frac{\tilde{\omega}}{2}r^{\frac{d-4}{2}}} \left( \frac{1}{r^2} \right)
\]

as \( r \to \infty \) and

\[
\tilde{\psi}_1 = \hat{c}_1 \sin \left( \hat{\omega} \log \left( \frac{r}{r_*} \right) + \hat{c}_2 \right) \left( 1 + O \left( r^{\frac{2(p-q)}{p-1}} \right) \right),
\]

\[
\tilde{\psi}_2 = \hat{c}_3 \sin \left( \hat{\omega} \log \left( \frac{r}{r_*} \right) + \hat{c}_4 \right) \left( 1 + O \left( r^{\frac{2(p-q)}{p-1}} \right) \right)
\]

as \( r \to 0 \), where \( \hat{\omega} = \sqrt{\left( \hat{d} - 2 \right)^2 - 4pa^{p-1}} \), \( \hat{c}_1, \hat{c}_3 \neq 0 \) and \( \hat{c}_2, \hat{c}_4 \in \mathbb{R} \).

**Proof.** The proof follows exactly as in the one of Lemma (2.1).

Let \( 0 < r_* < 1 \). We denote by \( X_{r_*} \) the space of functions on \( [r_* , +\infty) \) endowed with the following norm:

\[
\| w \|_{X_{r_*}} = \sup_{r_* \leq r \leq 1} \left\{ r^{\frac{d-2}{2}} |w| \right\} + \sup_{r \geq 1} \left\{ e^{-\frac{\tilde{\omega}}{2}r^2} r^{\frac{d-4}{2}} |w| \right\}.
\]

We define the resolvent

\[
\tilde{T}(f) := \left( \int_r^{+\infty} f \tilde{\psi}_2 s^{d-1} ds \right) \tilde{\psi}_1 - \left( \int_r^{+\infty} f \tilde{\psi}_1 s^{d-1} ds \right) \tilde{\psi}_2,
\]

i.e.

\[
\tilde{\mathcal{L}}(\tilde{T}(f)) = f,
\]

where \( \tilde{\mathcal{L}} \) is the linearized operator around the singular solution \( \Phi \), given by

\[
\tilde{\mathcal{L}} := -\partial_{rr} - \frac{d-1}{r} \partial_r + \left( r^2 - \lambda \right) - p\Phi^{p-1} - q\Phi^{q-1}.
\]

We assume that

\[
0 < |\varepsilon| \ll \frac{1}{|\log(r_*)|}.
\]

The following lemma states the continuity of the resolvent in the space \( X_{r_*} \).

**Lemma 2.3.** For any \( f \in X_{r_*} \), we have

\[
\| \tilde{T}(f) \|_{X_{r_*}} \lesssim \int_{r_*}^{1} |f| s^{\frac{d}{2}} ds + \sup_{r \geq 1} \left\{ e^{-\frac{\tilde{\omega}}{2}r^2} r^{\frac{d-4}{2}} |f| \right\}.
\]
Proof. First, we consider the case when \( r \geq 1 \). Using (2.12), (2.14) and (2.16), we obtain

\[
|\mathcal{T}(\tilde{f})| \lesssim \int_r^{+\infty} |f|e^{\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}}s^{\frac{d}{2}-1}ds e^{-\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}} + \int_r^{+\infty} |f|e^{-\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}}s^{\frac{d}{2}-1}ds e^{\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}}
\]

\[
\lesssim \int_r^{+\infty} |f|e^{\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}}s^{\frac{d}{2}-1}ds e^{-\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}} + \int_r^{+\infty} |f|e^{-\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}}s^{\frac{d}{2}-1}ds e^{\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}}
\]

\[
\lesssim \left\{ \int_r^{+\infty} ds e^{\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}} + e^{-\frac{\sigma r}{2}}s^{-\frac{\lambda+d}{2}} \right\} \sup_{r \geq 1} \left\{ e^{\frac{\sigma r}{2}}r^{2-\frac{\lambda+d}{2}} |f| \right\}
\]

\[
\lesssim e^{\frac{\sigma r}{2}}r^{2-\frac{\lambda+d}{2}} \sup_{r \geq 1} \left\{ e^{\frac{\sigma r}{2}}r^{2-\frac{\lambda+d}{2}} |f| \right\},
\]

where we have used in the last step that the function \( s \mapsto s^\lambda e^{-s^2} \) is decreasing for \( s \) large.

On the other hand, for \( r_* \leq r \leq 1 \), similarly we infer from (2.14), (2.15) and (2.18), that

\[
r^{-\frac{d-2}{2}} |\mathcal{T}(\tilde{f})| \lesssim r^{-\frac{d}{2}} \left( \int_1^{+\infty} \frac{ds}{s^3} + \int_1^{+\infty} s^{\lambda-3}e^{-s^2}ds \right) \sup_{r \geq 1} \left\{ e^{\frac{\sigma r}{2}}r^{2-\frac{\lambda+d}{2}} |f| \right\}
\]

\[
+ \int_r^1 |f|s^\frac{d}{2}ds r^{-\frac{d}{2}}
\]

\[
\lesssim \int_r^{1} |f|s^\frac{d}{2}ds + \sup_{r \geq 1} \left\{ e^{\frac{\sigma r}{2}}r^{2-\frac{\lambda+d}{2}} |f| \right\}.
\]

This finishes the proof of this lemma.

Lemma 2.4. We denote by \( \psi \) the decaying solution to the following non homogeneous ODE

\[
\mathcal{L}(\psi) = \frac{p-1}{2} \log(r) \Phi^p + \frac{q-1}{2} \log(r) \Phi^q + \left( \frac{\epsilon}{4} + \frac{d}{2} - 1 \right) \frac{\Phi}{r^2} - \left( \frac{\Phi'}{r} + \Phi \right).
\]

Its asymptotic behavior is given by:

\[
\psi = K e^{-\frac{\sigma}{2}} r^{\frac{\lambda+d}{2}} \left( 1 + O \left( \frac{1}{r^2} \right) \right),
\]

as \( r \to \infty \) and

\[
\psi = \hat{c}_1 \sin \left( \tilde{\omega} \log(r) + \tilde{c}_2 \right) \left( 1 + O \left( |\log(r)|r^{\sigma-1} \right) + O \left( r^{\sigma-1} \right) \right),
\]

as \( r \to 0 \), where \( \tilde{\omega} = \sqrt{|(d-2)^2 - 4pA^p-1|} \), \( \hat{c}_1, \hat{c}_3 \neq 0 \) and \( \hat{c}_2, \hat{c}_4 \in \mathbb{R} \).

Proof. We write

\[
\psi = a_1 \tilde{\psi}_1 + b_2 \tilde{\psi}_2 + \tilde{\psi}
\]

where

\[
\tilde{\psi} = \tilde{T} \left( \frac{p-1}{2} \log(r) \Phi^p + \frac{q-1}{2} \log(r) \Phi^q + \left( \frac{\epsilon}{4} + \frac{d}{2} - 1 \right) \frac{\Phi}{r^2} - \left( \frac{\Phi'}{r} + \Phi \right) \right).
\]

\footnote{Here \( \sigma := \frac{d}{2} - \frac{2}{p-1} \) is the critical sobolev exponent.}
For \( r \geq 1 \), from (2.14) and (2.16), we have

\[
|\tilde{T}(\log(r)\Phi')| \lesssim \int_r^{+\infty} \log(s) e^{(1-p)\frac{s^2}{2}} s^{\lambda^{-d}} s^{-\lambda^{-d}} \frac{d-1}{s} ds e^{-s^2 r \frac{\lambda^{-d}}{2}} + \int_r^{+\infty} \log(s) e^{-(p+1)\frac{s^2}{2}} s^{(p+1)\lambda^{-d}} s^{-\lambda^{-d}} \frac{d-1}{s} ds e^{-s^2 r \frac{\lambda^{-d}}{2}} \lesssim \frac{1}{r^2} \psi_1
\]

\[
|\tilde{T}(\log(r)\Phi^q)| \lesssim \int_r^{+\infty} \log(s) e^{(1-q)\frac{s^2}{2}} s^{\lambda^{-d}} s^{-\lambda^{-d}} \frac{d-1}{s} ds e^{-s^2 r \frac{\lambda^{-d}}{2}} + \int_r^{+\infty} \log(s) e^{-(q+1)\frac{s^2}{2}} s^{(q+1)\lambda^{-d}} s^{-\lambda^{-d}} \frac{d-1}{s} ds e^{-s^2 r \frac{\lambda^{-d}}{2}} \lesssim \frac{1}{r^2} \psi_1
\]

and

\[
|\tilde{T} \left( \frac{\Phi'}{r^2} \right) + |\tilde{T} \left( \frac{\Phi'}{r} + \Phi \right) | \lesssim \int_r^{+\infty} s^{-3} ds e^{-2 r \lambda^{-d}} + \int_r^{+\infty} e^{-s^2 \lambda^{-d}} s^{d-3} ds e^{2 r \frac{\lambda^{-d}}{2}} \lesssim \frac{1}{r^2} \psi_1
\]

Note that, in the last estimate we have used

\[
\left| \frac{\Phi'}{r} + \Phi \right| \lesssim \frac{1}{r^2} \left( e^{-\frac{2 r^2 \lambda^{-d}}{2}} \right), \tag{2.22}
\]

which is a direct consequence of (A.4). On the other hand, for \( r_* < r < 1 \), similarly we infer from (2.14), (2.15) and (2.18), that

\[
|\tilde{T}(\log(r)\Phi')| \lesssim \left( \int_1^{+\infty} \frac{ds}{s^3} + \int_1^{+\infty} s^{\lambda^{-d}} e^{-s^2} ds \right) |\tilde{\psi}_1 + \tilde{\psi}_2| + \int_r^{1} \log(s) |s^{\sigma-2} ds| |\tilde{\psi}_1 + \tilde{\psi}_2| \lesssim \left( 1 + |\log r| r^{\sigma-1} + r^{\sigma-1} \right) |\tilde{\psi}_1 + \tilde{\psi}_2|,
\]

and

\[
|\tilde{T}(\log(r)\Phi^q)| \lesssim \left( \int_1^{+\infty} \frac{ds}{s^3} + \int_1^{+\infty} s^{\lambda^{-d}} e^{-s^2} ds \right) |\tilde{\psi}_1 + \tilde{\psi}_2| + \int_r^{1} \log(s) |s^{\sigma-2} \frac{2(p-q)}{p-1} ds| |\tilde{\psi}_1 + \tilde{\psi}_2| \lesssim \left( 1 + |\log r| r^{\sigma-1} \frac{2(p-q)}{p-1} + r^{\sigma-1} \frac{2(p-q)}{p-1} \right) |\tilde{\psi}_1 + \tilde{\psi}_2|.
\]

Here we have used the following identity which implement integration by parts

\[
(\alpha + 1) \int_r^{1} \log(s) s^\alpha ds = \log(r) r^{\alpha+1} - \int_r^{1} s^\alpha ds = \log(r) r^{\alpha+1} - 1 + \frac{r^\alpha}{\alpha + 1}, \quad \alpha > -1.
\]
Similarly, we have

\[
\left| \tilde{T} \left( \frac{\Phi}{r^2} \right) \right| + \left| \tilde{T} \left( \frac{\Phi'}{r} + \Phi \right) \right| \lesssim \left( \int_1^{+\infty} \frac{ds}{s^{3/2}} + \int_1^{+\infty} s^{\lambda - 3} e^{-s^2} ds \right) |\tilde{\psi}_1 + \tilde{\psi}_2| \\
+ \int_r^1 s^{\sigma - 2} ds |\tilde{\psi}_1 + \tilde{\psi}_2| \\
\lesssim \left( 1 + r^{\sigma - 1} \right) |\tilde{\psi}_1 + \tilde{\psi}_2|.
\]

This finishes the proof of this lemma.

Proposition 2.5. Let \( 0 < r_* < 1 \) a small enough universal constant and \( \varepsilon := \lambda - \lambda_* \) be an arbitrary parameter satisfying

\[
0 < |\varepsilon| \ll r_*^{\sigma - 1}, \tag{2.23}
\]

there exists a positive solution \( u \) to (1.3), for \( \lambda = \lambda_* + \varepsilon \), of the form

\[
u = r^\frac{d}{2} \left( \Phi + \varepsilon (\psi + w) \right) \tag{2.24}
\]

with the bound:

\[
\|w\|_{X_{r_*}} + \|\inf \{1, r\}(1 + r)^{-1}w'\|_{X_{r_*}} \lesssim \varepsilon r_*^{1 - \sigma}. \tag{2.25}
\]

Moreover, we have \( w|_{r=0} = 0 \) and

\[
\|\partial_r w|_{r=0}\|_{X_{r_*}} \lesssim r_*^{1 - \sigma}. \tag{2.26}
\]

Proof. The proof relies on the Banach fixed point theorem. First, we denote by

\[
v := r^{-\frac{d}{2}} u.
\]

It is a solution to the following equation

\[
v'' + \frac{\tilde{d} - 1}{r} v' - (r^2 - \lambda)v + r^{\frac{d}{2} - 1} |v|^{p-1} v + r^{\frac{d}{2} - 1} |v|^{q-1} v = \frac{\varepsilon}{2} \left( \frac{x}{2} + d - 2 \right) \frac{v}{r^2}, \quad r > r_*, \tag{2.27}
\]

where \( \tilde{d} = d + \varepsilon \). It remains to construct \( v \) of the form \( v = \Phi + \varepsilon (\psi + w) \). By definition, \( v \) is positive. Additionally, from (2.23) and the fact that \( \|w\|_{X_{r_*}} \leq 1 \), we have

\[
2\Phi \geq v \geq \Phi - \varepsilon |\psi + w| \geq \frac{1}{2} \Phi \text{ for } r \leq r_*.
Indeed, from (2.28) and (2.29), we write

\[
F(\Phi, w, \varepsilon) = \frac{1}{\varepsilon^2} \left( (\Phi + \varepsilon(\psi + w))^p - \Phi^p - p \Phi^{p-1} \varepsilon(\psi + w) \right) \\
+ \frac{1}{\varepsilon^2} (p-1) \frac{\varepsilon(\psi + w)^q}{q} - q \Phi^{q-1} \varepsilon(\psi + w) \\
+ \frac{1}{\varepsilon^2} (1 - r^{\varepsilon^{n-1}}) ((\Phi + \varepsilon(\psi + w))^p - \Phi^p) + \\
+ \frac{1}{\varepsilon^2} (1 - r^{\varepsilon^{n-1}} + \frac{p-1}{2} \varepsilon \log r) \Phi^p - \left( \frac{\varepsilon}{4} + \frac{d}{2} - 1 \right) \frac{\psi + w}{r^2}. 
\]

We remark that \( F(\Phi, w, \varepsilon) \) can be rewritten as

\[
F(\Phi, w, \varepsilon) = p(p-1) \left( \int_0^1 (1-t)(\Phi + t\varepsilon(\psi + w))^{p-2} dt \right) (\psi + w)^2 \\
+ q(q-1) \left( \int_0^1 (1-t)(\Phi + t\varepsilon(\psi + w))^{q-2} dt \right) (\psi + w)^2 \\
+ \frac{p}{\varepsilon} (1 - r^{\varepsilon^{n-1}}) \left( \int_0^1 (\Phi + t\varepsilon(\psi + w))^{p-1} dt \right) (\psi + w) \\
+ \frac{q}{\varepsilon} (1 - r^{\varepsilon^{n-1}}) \left( \int_0^1 (\Phi + t\varepsilon(\psi + w))^{q-1} dt \right) (\psi + w) \\
+ \frac{1}{\varepsilon^2} (1 - r^{\varepsilon^{n-1}} + \frac{p-1}{2} \varepsilon \log r) \Phi^p + \left( \frac{\varepsilon}{4} + \frac{d}{2} - 1 \right) \frac{\psi + w}{r^2} \\
+ \frac{1}{\varepsilon^2} (1 - r^{\varepsilon^{n-1}} + \frac{q-1}{2} \varepsilon \log r) \Phi^q.
\]

We claim that

\[
\int_{r_1}^{r_2} |F(\Phi, w, \varepsilon)| s^2 ds + \sup_{r \geq 1} \left\{ \varepsilon^2 r^{2 - \frac{n-1}{2}} |F(\Phi, v, \varepsilon)| \right\} \lesssim r_1^{1-\sigma} 
\]

and

\[
\int_{r_1}^{r_2} |F(\Phi, w_1, \varepsilon) - F(\Phi, w_2, \varepsilon)| s^2 ds + \sup_{r \geq 1} \left\{ \varepsilon^2 r^{2 - \frac{n-1}{2}} |F(\Phi, w_1, \varepsilon) - F(\Phi, w_2, \varepsilon)| \right\} \lesssim r_1^{1-\sigma} \|w_1 - w_2\|_{L_1}. 
\]

Indeed, from (2.28) and (2.29), we write

\[
|F(\Phi, w, \varepsilon)| \lesssim \Phi^{p-2}(\psi + w)^2 + \log r \ v^{-1} \Phi^{p-1}|\psi + w| \\
+ \Phi^{q-2}(\psi + w)^2 + \log r \ v^{-1} \Phi^{q-1}|\psi + w| \\
+ \log r^2 v^{-1} \Phi^p + \frac{|\psi + w|}{r^2} + \log r^2 v^{-1} \Phi^q.
\]

Here we used the following series expansion

\[
|r^{\varepsilon^{n-1}} - 1| = \sum_{n \geq 1} \frac{(\log r)^n(p-1)^n \varepsilon^n}{n! 2^{n-1}} = \varepsilon \frac{(p-1)}{2} \log r \sum_{n \geq 1} \frac{(\log r)^n(p-1)^n \varepsilon^n}{n! (n-1)! 2^{n-1}} \\
\leq \varepsilon \frac{(p-1)}{2} \log r \sum_{n \geq 0} \frac{(\log r)^n(p-1)^n \varepsilon^n}{n! 2^n} \\
\leq \varepsilon \frac{(p-1)}{2} \log r \ r^{\pm \varepsilon^{n-1}}.
\]
Similarly, we have
\[ |r^\frac{q-1}{2} - 1| \leq |\varepsilon| \frac{q-1}{2} \log r | r^\frac{q-1}{2}. \]
Thus, for \( r \in [r_*, 1] \), from (1.0), (2.3), (2.23) and (2.28), we have
\[ |F(\Phi, w, \varepsilon)| \lesssim r^\frac{q-1}{2} + |\log r| r^{-\frac{d}{2}} + |\log r|^2 r^{-\frac{d}{2}} + r^{-\frac{d}{2}} \]
so that
\[ \int_{r_*}^1 |F(\Phi, w, \varepsilon)| s^\frac{d}{2} ds \lesssim \left( r_*^{1-\sigma} + |\log r_*|^2 r_*^{\sigma-1} + |\log r_*| \right) \left( 1 + r^{\frac{2(\sigma-1)}{p-1}} \right). \] (2.33)
For \( r \geq 1 \), we obtain similarly
\[ |F(\Phi, w, \varepsilon)| \lesssim \left( 1 + \log r \right) r^\frac{q-1}{2} \Phi^p + \frac{\Phi}{r^2} + \left| \frac{\Phi'}{r} + \Phi \right| \]
\[ + \left( 1 + \log r \right) r^\frac{q-1}{2} \Phi^q. \]
Hence, using (2.33) and (2.34), we get
\[ \sup_{r \geq 1} \left\{ \epsilon^2 \frac{r^{2-d} \lambda \psi}{2} |F(\Phi, w, \varepsilon)| \right\} \lesssim 1. \] (2.34)
Combining (2.33) with (2.34), we conclude (2.30). The proof of (2.31) is similar. Next, we recall that \( w \) is a solution to the following fixed point problem
\[ w = \varepsilon \tilde{T} \left( F(\Phi, w, \varepsilon) \right), \quad w \in X_{r_*}. \] (2.35)
Combining the continuity estimate on the resolvent (2.19) with the nonlinear estimates (2.30) and (2.31), we infer using the Banach fixed point theorem that there exists a unique solution \( w \) to (2.35).
We compute the derivative of the right hand side of (2.35) with respect to \( r \) and we infer in a similar way the estimate of the second term in the right-hand side of (2.28).
Finally, we compute \( w_{|\varepsilon=0} \) and \( \partial_\varepsilon w_{|\varepsilon=0} \). Note that \( w_{|\varepsilon=0} = 0 \) is a direct consequence of taking \( \varepsilon = 0 \) in (2.35). Furthermore, we differentiate (2.35) with respect to \( \varepsilon \) and we evaluate it at \( \varepsilon = 0 \) in order to obtain
\[ \partial_\varepsilon w_{|\varepsilon=0} = T \left( F(\Phi, w, \varepsilon) \right)_{|\varepsilon=0}. \]
Here \( T \) is the resolvent of the linear operator \( L \). On the other hand, from (2.29) we have
\[ F(\Phi, w, \varepsilon)_{|\varepsilon=0} = \frac{p(p-1)}{2} \Phi^{p-2} \psi^2 + \frac{(p-1)}{2} (\log r) \Phi^{p-1} \psi + \frac{(p-1)^2}{4} (\log r)^2 \Phi^p \]
\[ + \left( \frac{d}{2} - 1 \right) \frac{\psi^2}{r^2} + \left( \frac{q-1}{2} \right) \Phi^{q-2} \psi^2 + \left( \frac{q-1}{2} \right) (\log r) \Phi^{q-1} \psi \]
\[ + \frac{(q-1)^2}{4} (\log r)^2 \Phi^q. \]
Thus, from (1.0), (A.4), Lemmas 2.1 and 2.3, we obtain (2.26).
This concludes the proof of this proposition.
As a consequence, we can provide the behavior of this exterior solution at $r^*$. 

**Corollary 2.1.** Let $0 < r_* < 1$ be a small enough universal constant and $\varepsilon := \lambda - \lambda_*$ be an arbitrary parameter satisfying (2.23). The solution of (1.3) given by (2.24) has the following behavior

$$u(r^*) = A(p,d)r_*^{-\frac{2}{p-1}} \left( 1 + O(\varepsilon |\log r_*|) + O(\varepsilon^2 |\log r_*|^2) + O\left( \frac{2(p-q)}{r_*^{p-1}} \right) \right)$$

$$+ \varepsilon \frac{c_1 \sin(\omega \log(r_*)) + c_2}{r_*^\sigma} \left( 1 + O(|\log(r_*)|r_*^{\sigma-1}) + O\left( r_*^{\sigma-1} \right) \right) + O(\varepsilon |\log r_*|) + O(\varepsilon r_*^{1-\sigma}) + O(\varepsilon^2 |\log r_*|^2)).$$

**Proof.** The proof follows in straightforward. We recall from (2.24) that

$$u = r^\frac{2}{p-1} (\Phi + \varepsilon (\psi + w)).$$

(1.6) gives

$$\Phi(r^*) = A(p,d)r_*^{-\frac{2}{p-1}} \left( 1 + O\left( \frac{2(p-q)}{r_*^{p-1}} \right) \right)$$

and (2.21) gives

$$\psi(r^*) = \frac{c_1 \sin(\omega \log(r_*)) + c_2}{r_*^\sigma} \left( 1 + O(|\log(r_*)|r_*^{\sigma-1}) + O\left( r_*^{\sigma-1} \right) \right).$$

Moreover, from (2.26), we write

$$w = r^{-\frac{d-2}{2}} \varepsilon r_*^{1-\sigma}.$$ 

In addition, we use (2.23) in order to write

$$r_*^\frac{2}{p-1} = 1 + O(\varepsilon |\log r_*|) + O(\varepsilon^2 |\log r_*|^2).$$

Combining this with the previous behaviors, we conclude this proof. □

## 3 Interior solution

In this section, we construct the set of interior solutions to (1.3) in $[0, r_*]$. This family bifurcates from the solution of the Emden-Fowler equation i.e. the positive radially symmetric solution to the following stationnary equation

$$\Delta \zeta + \zeta^p = 0 \quad \text{in} \quad r > 0$$

$$\zeta(0) = \theta > 0 \quad \text{and} \quad \zeta'(0) = 0.$$ 

We denote by $Q$ the solution to (3.1) with initial condition $Q(0) = 1$. We first recall the following result that describes its behavior at infinity. For the proof, we refer to [5 8 17 23] and the references therein.
Lemma 3.1. There is an $R$ sufficiently large such that, for any $r \geq R$ and $n \in \mathbb{N}$ we have
\[
\left[ Q(r) - \frac{A_p}{r^\frac{d-1}{2}} \right]^{(n)} = \left[ \frac{C \sin(\omega \log(r) + D)}{r^\frac{d-2}{2}} \right]^{(n)} + O\left(r^{-n+2-\frac{4}{7}}\right),
\] (3.2)
where $C \neq 0$ and $D \in \mathbb{R}$.

For the linear level, we recall the result in [6] about the continuity of the resolvent of the linearized operator
\[
H := -\Delta - pQ^{p-1}
\]
in a neighbourhood of $Q$ in suitable weighted space. Let $\tau_1 \gg 1$ and $Y_{\tau_1}$ is the Banach space of functions on $(0, \tau_1)$ embedded with the following norm
\[
\|T\|_{Y_{\tau_1}} = \sup_{0 \leq \tau \leq \tau_1} \left\{ (1 + \tau)^{\frac{2}{p-1} - 2} (|T| + \tau \left| \partial \tau T \right|) \right\}.
\]

Lemma 3.2 (Interior resolvent of $H$ [6]). 1. Basis of fundamental solutions: we have
\[
H(\Lambda Q) = 0, \quad H\rho = 0,
\]
where $\Lambda := \frac{2}{p-1} + \tau \partial_\tau$, with the following asymptotic behavior as $\tau \to +\infty$
\[
\Lambda Q(\tau) = \frac{1}{\tau^\frac{d-2}{2}} \left( c_5 \sin(\omega \log(\tau) + c_6) + O\left(\frac{1}{\tau^{\sigma-1}}\right) \right)
\] (3.3)
and
\[
\rho(\tau) = \frac{1}{\tau^\frac{d-2}{2}} \left( c_7 \sin(\omega \log(\tau) + c_8) + O\left(\frac{1}{\tau^{\sigma-1}}\right) \right),
\] (3.4)
where $c_5, c_7 \neq 0$, $c_6, c_8 \in \mathbb{R}$.

2. Continuity of the resolvent: let the inverse
\[
S(f) = \left( \int_0^\tau f \rho s^{d-1} ds \right) \Lambda Q - \left( \int_0^\tau f \Lambda Q s^{d-1} ds \right) \rho
\]
then
\[
\|S(f)\|_{Y_{\tau_1}} \lesssim \sup_{0 \leq \tau \leq \tau_1} \left\{ (1 + \tau)^{\frac{2}{p-1}} |f| \right\}.
\] (3.5)

Proof. The proof is already given in [6]. For the sake of completeness, we provide the proof of the continuity of the resolvent. We recall that near the origin we have the following bound of $\rho$
\[
|\rho(\tau)| \lesssim \frac{1}{\tau^{d-2}}, \quad |\partial_\tau \rho(\tau)| \lesssim \frac{1}{\tau^{d-1}} \quad \text{as} \quad \tau \to 0.
\] (3.6)

Thus, from the definition of $S(f)$ and the estimate (3.6), we get
\[
|S(f)| = \left| \left( \int_0^\tau f \rho s^{d-1} ds \right) \Lambda Q - \left( \int_0^\tau f \Lambda Q s^{d-1} ds \right) \rho \right|
\lesssim \left( \int_0^\tau s ds + \frac{1}{\tau^{d-2}} \int_0^\tau s^{d-1} ds \right) \sup_{0 \leq \tau \leq 1} |f| \lesssim \sup_{0 \leq \tau \leq \tau_1} \left\{ (1 + \tau)^{\frac{2}{p-1}} |f| \right\},
\]
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and
\[|\tau \partial_r S(f)| = \left| \left( \int_0^\tau f \rho s^{d-1} ds \right) \tau \partial_r Q - \left( \int_0^\tau f \Lambda Q s^{d-1} ds \right) \tau \partial_r \rho \right| \]

\[\lesssim \left( \tau^2 \int_0^\tau s ds + \frac{1}{\tau^{d-2}} \int_0^\tau s^{d-1} ds \sup_{0\leq \tau \leq 1} |f| \right) \lesssim \sup_{0\leq \tau \leq \tau_1} \left\{ (1 + \tau)^{\frac{2}{p-1}} |f| \right\}, \]

for \( 0 \leq \tau \leq 1 \). Similarly, for \( 1 \leq r \leq r_1 \) we infer from (3.3) and (3.4) that

\[\sup_{0 \leq \tau \leq \tau_1} \left\{ (1 + \tau)^{\frac{2}{p-1}} |f| \right\} \]

This ends the proof of (3.5), the continuity estimate of the resolvent \( S \).

As a consequence, we are able to construct the set of interior solutions.

**Proposition 3.3** (Construction of the interior solution). Let \( r_* > 0 \) be small enough and let \( 0 < \lambda < d \). Then, for any \( \theta > r_*^{\frac{2}{p-1}} \) there exists a solution \( u \) to (2.3) on \( 0 \leq r \leq r_* \), of the form

\[ u = \theta (Q + \theta^{1-p} T) \left( \theta^{\frac{p-1}{p}} r \right) \]

with

\[ \|T\|_{Y_{\tau_1}} \lesssim \theta^{q-1} (1 + \tau_1)^{\frac{2(q-1)}{p-1}}, \]

where \( \tau_1 := \theta^{\frac{p-1}{p}} r_* > 1 \).

**Remark 3.1.** Note that, the initial condition \( u(0) = \theta \) imposes that \( T(0) = 0 \).
Proof. The proof is exactly the same as Proposition 2.4 in [6]. We will sketch it. Let $u$ be a solution to (1.3) on $[0, r]$ which satisfies (3.8). We shall prove that $T$ and $\tau$ for any $T$ that

$$
u = \theta(Q + \theta^{-p}T) \left( \theta^{\frac{p-1}{2}} r \right).$$

This means that $T$ is a solution to the following equation

$$H(T) = J[Q, \theta]T \quad \text{on} \quad 0 \leq \tau \leq \tau_1$$

where

$$\tau = \theta^{\frac{p-1}{2}} r$$

and

$$J[Q, \theta]T(\tau) = - (\theta^{-p}r^2 - \lambda) (Q(\tau) + \theta^{-p}T(\tau)) + \theta^{q-1} (Q(\tau) + \theta^{-p}T(\tau))^q$$

$$+ p(p - 1) \theta^{-p} \left( \int_0^1 (1 - s)(Q(\tau) + s\theta^{-p}T(\tau))^{p-2} ds \right) T^2(\tau).$$

We shall prove that $T \mapsto S(J[Q, \theta]T)$ is a contraction mapping on the Banach space

$$E_{\theta, \tau_1} := \left\{ T \in Y_{\tau_1} : \|T\|_{Y_{\tau_1}} \lesssim \theta^{q-1}(1 + \tau_1) \right\}$$

It is sufficient to show that, if $\|T\|_{Y_{\tau_1}} \lesssim \theta^{q-1}(1 + \tau_1)^{\frac{2(q-1)}{p-1}}$, then

$$\sup_{0 \leq \tau \leq \tau_1} (1 + \tau)^{\frac{2}{p-1}} |J[Q, \theta]T| \lesssim \theta^{q-1}(1 + \tau_1)^{-\frac{2(q-1)}{p-1}},$$

$$\sup_{0 \leq \tau \leq \tau_1} (1 + \tau)^{\frac{2}{p-1}} |J[Q, \theta]T_1 - J[Q, \theta]T_2| \lesssim r_\ast^{\frac{2(q-1)}{p-1}} \|T_1 - T_2\|_{Y_{\tau_1}}.$$ (3.10) (3.11)

Indeed, combining $r_\ast^{\frac{2(q-1)}{p-1}} \ll 1$, the resolvent estimate (3.5), and the nonlinear estimates (3.10) and (3.11) with the Banach fixed point theorem, we infer that there exists a unique solution

$$T = S(J[Q, \theta]T),$$

which satisfies (3.8).

To prove (3.11), we shall first show that $u$ is always positive if $T \in Y_{\tau_1}$. We know that

$$|T(\tau)| \lesssim \theta^{q-1}(1 + \tau)^{2 - \frac{2q}{p-1}} \lesssim \theta^{q-1}(1 + \tau_1)^{\frac{2(q-1)}{p-1}} (1 + \tau)^{-\frac{2}{p-1}}.$$ (3.12)

for any $\tau \in [0, \tau_1]$. Note that, by definition of $\tau_1$, we have

$$\theta^{\frac{1-p}{2}} \tau_1 = r_\ast \ll 1.$$ (3.12)

Therefore, from the bound on $Q$, we obtain

$$\theta^{1-p}|T(\tau)| \lesssim \theta^{q} \tau_1^{\frac{2(q-1)}{p-1}} (1 + \tau)^{-\frac{2}{p-1}} \lesssim r_\ast^{\frac{2(q-1)}{p-1}} Q(\tau) \ll Q(\tau).$$
Hence,
\[\frac{1}{2}Q(\tau) < Q(\tau) + \theta^{1-p}T(\tau) < 2Q(\tau)\]
for any \(\tau \in [0, \tau_1]\). Since \(T \in Y_{\tau_1}\), we infer from (3.9) and (3.12) that, for \(\tau \in [0, \tau_1]\), we have
\[
|J[Q, \theta]T(\tau)| \
\lesssim (r_*^2 + \lambda)Q(\tau) + \theta^{q-1}Q(\tau)^q + \theta^{1-p}Q(\tau)^{p-2}T^2(\tau) \
\lesssim (r_*^2 + \lambda)(1 + \tau)^{-\frac{2}{p-1}} + \theta^{q-1}(1 + \tau)^{-\frac{2q}{p-1}} + \theta^{1-p}(1 + \tau)^{-2 - \frac{2}{p-1}}(1 + \tau_1)^{\frac{1}{p-1}} \|T\|^2_{Y_{\tau_1}} \
\lesssim (r_*^2 + \lambda)(1 + \tau)^{-\frac{2}{p-1}} + \theta^{q-1}(1 + \tau)^{-\frac{2q}{p-1}} + \theta^{1-p}(1 + \tau)^{2 - \frac{2}{p-1}}(1 + \tau_1)^{-\frac{2(q-1)}{p-1}} \
\lesssim (r_*^2 + \lambda)(1 + \tau)^{-\frac{2}{p-1}} + \theta^{q-1}(1 + \tau)^{-\frac{2q}{p-1}}.
\]
This concludes (3.10). We argue then similarly to show (3.11). More precisely, we write
\[
J[Q, \theta]T_1 - J[Q, \theta]T_2 \
= -\left(2 - \lambda\right)\theta^{1-p}(T_1(\tau) - T_2(\tau)) \
+ p\theta^{q-p}\int_0^1 (Q(\tau) + \theta^{1-p}(sT_1(\tau) + (1 - s)T_2(\tau)))^{q-1}ds(T_1(\tau) - T_2(\tau)) \
+ p(p - 1)\theta^{1-p}\int_0^1 (1 - s)(Q(\tau) + s\theta^{1-p}T(\tau))^{p-2}ds(T_1 - T_2)(T_1 + T_2).
\]
Thus,
\[
|J[Q, \theta]T_1 - J[Q, \theta]T_2| \lesssim -\left(r_*^2 + \lambda\right)\theta^{q-p}\tau_1^{\frac{2(p-q)}{p-1}}(1 + \tau)^{-\frac{2}{p-1}}\|T_1 - T_2\|_{Y_{\tau_1}} \
+ p\theta^{q-p}\tau_1^{\frac{2(p-q)}{p-1}}(1 + \tau)^{-\frac{2}{p-1}}\|T_1(\tau) - T_2\|_{Y_{\tau_1}} \
+ p(p - 1)\theta^{q-p}\tau_1^{\frac{2(p-q)}{p-1}}(1 + \tau)^{-\frac{2}{p-1}}\|T_1 - T_2\|_{Y_{\tau_1}} \
\lesssim r_*^{\frac{2(p-q)}{p-1}}(1 + \tau)^{-\frac{2}{p-1}}\|T_1 - T_2\|_{Y_{\tau_1}}.
\]
This finishes the proof of this lemma. \(\square\)

As a consequence, the behavior of this interior solution at \(r_*\) is given by the following corollary.

**Corollary 3.1.** Let \(0 < r_* < 1\) be a small enough universal constant. For any \(\theta > r_*^{-\frac{2}{p-1}}\), the solution of (1.3) given by (3.7) has the following behavior
\[
\begin{align*}
u(r_*) &= A_pr_*^{-\frac{2}{p-1}} \left(1 + O\left(r_*^{-\frac{2(p-q)}{p-1}}\right)\right) + O\left(\theta^{\frac{\sigma}{2}}r_*^{-\frac{2}{p-1}}\right) \
&\quad + C\theta^{\frac{(\sigma-1)(1-\gamma)}{2}}\sin\left(\omega(\log(r_*)) + \frac{2}{p-1}\log(\theta)\right) + D\left(1 + O\left(r_*^{-\frac{2(p-q)}{p-1}}\right)\right) \quad (3.13)
\end{align*}
\]
The proof is a direct consequence of (3.2) and Proposition (3.3).
4 Matching

In this section we will be gluing the interior solution with the exterior one at \( r_s \). For that, we shall compare the behaviors of both solutions at \( r_s \). The matching will hold then using the Brouwer fixed point theorem on the parameters \( \varepsilon \) and \( \theta \). We show that there exist a countable number of smooth solutions to (1.3) that converges to the singular solution \( \Phi \) when the initial condition goes to infinity.

**Proof of Theorem 1.2.** We denote by \( u_1 \) the exterior solution to (1.3) given by Proposition 2.6 and \( u_0 \) the interior solution to (1.3) given by Proposition 3.3. The matching of both solutions at \( r = r_s \) remains to establish

\[
\begin{align*}
&\begin{cases}
  u_1(r_s) - u_0(r_s) = 0 \\
  u_1'(r_s) - u_0'(r_s) = 0.
\end{cases} \\
&F(\varepsilon, \theta) = \begin{pmatrix} F_1(\varepsilon, \theta) \\ F_2(\varepsilon, \theta) \end{pmatrix} = \begin{pmatrix} \frac{\varepsilon}{r_s} (u_1(r_s) - u_0(r_s)) \\ \frac{\varepsilon}{r_s} (u_1'(r_s) - u_0'(r_s)) \end{pmatrix}.
\end{align*}
\]

From (2.3) and (3.13), we have

\[
F_1(\varepsilon, \theta) = \varepsilon \tilde{c}_1 \sin (\omega \log(r_s) + \tilde{c}_2) - C \theta^{\frac{1-\sigma}{\alpha}} \sin (\omega (\log(r_s) + \alpha \log(\theta)) + D) \\
+ O(\varepsilon r_s^{\sigma-1} \log r_s) + O(\varepsilon^2 r_s^{\sigma-1}) + O(\varepsilon^2 |r_s|) + O(\theta^{\frac{2(1-\sigma)}{\alpha}} r_s^{1-\sigma}) \\
+ O \left( r_s^{\sigma-1} \frac{2(p-\eta)}{p-1} \right) + O \left( \theta^{\frac{1-\sigma}{\alpha}} r_s^{\frac{2(p-\eta)}{p-1}} \right),
\]

and

\[
F_2(\varepsilon, \theta) = \varepsilon \tilde{c}_1 \omega \cos (\omega \log(r_s) + \tilde{c}_2) - \varepsilon \tilde{c}_1 \left( \frac{d-2}{2} \right) \sin (\omega \log(r_s) + \tilde{c}_2) \\
- C \omega \theta^{\frac{1-\sigma}{\alpha}} \cos (\omega (\log(r_s) + \alpha \log(\theta)) + D) \\
+ C \left( \frac{d-2}{2} \right) \theta^{\frac{1-\sigma}{\alpha}} \sin (\omega (\log(r_s) + \alpha \log(\theta)) + D) \\
+ O(\varepsilon r_s^{\sigma-1} \log r_s) + O(\varepsilon^{2} r_s^{\sigma-1}) + O(\varepsilon^2 |r_s|) + O(\theta^{(p-1)(1-\sigma)} r_s^{1-\sigma}) \\
+ O \left( r_s^{\sigma-1} \frac{2(p-\eta)}{p-1} \right) + O \left( \theta^{\frac{1-\sigma}{\alpha}} r_s^{\frac{2(p-\eta)}{p-1}} \right),
\]

where \( \alpha := \frac{2}{p-1} \). We write

\[
\sin (\omega (\log(r_s) + \alpha \log(\theta)) + D) = \sin (\omega \log(r_s) + \tilde{c}_2) \cos (\omega \alpha \log(\theta) + D - \tilde{c}_2) \\
+ \cos (\omega \log(r_s) + \tilde{c}_2) \sin (\omega \alpha \log(\theta) + D - \tilde{c}_2) \\
\]
and
\[
\cos (\omega \log(r_*) + \alpha \log(\theta)) + D) = \cos (\omega \log(r_*) + \tilde{c}_2) \cos (\omega \alpha \log(\theta) + D - \tilde{c}_2) \\
- \sin (\omega \log(r_*) + \tilde{c}_2) \sin (\omega \alpha \log(\theta) + D - \tilde{c}_2).
\]

Next, we choose \(\varepsilon_*, \theta_*\) and \(r_*\) that satisfy
\[
\begin{align*}
\varepsilon_* &= \frac{C_1}{\varepsilon_1} \theta_*^{\frac{1-\sigma}{\alpha}} \cos \left( \frac{d\omega}{p-1} \log(\theta_*) + D - \tilde{c}_2 \right) \\
\frac{d\omega}{p-1} \log(\theta_*) + D - \tilde{c}_2 &= 2n\pi \quad \text{for} \quad n \in \mathbb{N} \\
r_* &= O(\theta_*^{\frac{1-\sigma}{\alpha}})
\end{align*}
\]

Hence, we get
\[
F_1(\varepsilon, \theta) = O \left( r_*^{\sigma-1} \left| \frac{2(p-q)}{\alpha} \right| \right) + O \left( \theta_\alpha r_*^{\alpha(p-q)} \right) + O \left( \varepsilon_* r_*^{1-\sigma} \right)
\]
\[
= O \left( \varepsilon_* \left( \frac{\alpha}{\alpha} - \frac{\alpha}{\alpha} \right) \right) + O \left( \theta_\alpha r_*^{\alpha(p-q)} \right) + O \left( \varepsilon_*^{2} r_*^{1-\sigma} \right)
\]
and
\[
F_2(\varepsilon, \theta) = O \left( \varepsilon_* \left( \frac{\alpha}{\alpha} - \frac{\alpha}{\alpha} \right) \right) + O \left( \theta_\alpha r_*^{\alpha(p-q)} \right) + O \left( \varepsilon_*^{2} r_*^{1-\sigma} \right),
\]
where \(\beta = \frac{p+1}{2}\). Note that, \(\beta > q\) by definition of \(q\). Let us prove that there exists \((\varepsilon, \theta)\) in a neighborhood of \((\varepsilon_*, \theta_*)\) which satisfy \(F(\varepsilon, \theta) = 0\). We start first by calculating its Jacobian which is given by
\[
\frac{\partial F(\varepsilon, \theta)}{\partial (\varepsilon, \theta)} = \left[ \begin{array}{c}
\tilde{c}_1 \sin \tau_* \\
\tilde{c}_1 \gamma_3 \\
\tilde{c}_1 \gamma_2 \\
C \theta_\alpha^{\frac{1-\sigma}{\alpha} - 1} \gamma_2 \\
C \theta_\alpha^{\frac{1-\sigma}{\alpha} - 1} (\omega \gamma_1 + (d-2) \gamma_2) \\
O \left( \varepsilon_*^{2} | \log \varepsilon_* | \right)
\end{array} \right]
\]
where \(\tau_* = \omega \log(r_*) + \tilde{c}_2\), \(\gamma_1 := \omega \sin \tau_* - \frac{1-\sigma}{\alpha} \cos \tau_*\), \(\gamma_2 := \frac{1-\sigma}{\alpha} \sin \tau_* + \omega \cos \tau_*\), and \(\gamma_3 = \omega \cos \tau_* - \frac{(d-2)}{2} \sin \tau_*\). Next, we set
\[
G(x, y) := F(\varepsilon_* + x, \theta_* + \theta_*^{\frac{p-1}{a}} y).
\]

From (4.2) and (4.2), we have
\[
G(x, y) = \mathcal{K} + L \left( \begin{array}{c}
x \\
y
\end{array} \right) + E(x, y)
\]
with \(\mathcal{K} = O \left( \varepsilon_* \left( \frac{\alpha}{\alpha} - \frac{\alpha}{\alpha} \right) \right)\) is a constant vector independent of \((x, y)\), \(L\) is an invertible matrix given by
\[
L = \left[ \begin{array}{c}
\tilde{c}_1 \sin \tau_* \\
\tilde{c}_1 \gamma_3 \\
\tilde{c}_1 \gamma_2 \\
C \omega \gamma_1 + (d-2) \gamma_2
\end{array} \right]
\]
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and $E(x, y)$ contains all the remanding terms. Our goal is to prove that there exists a root for the equation $G(x, y) = 0$. This is equivalent to consider the fixed point problem

$$\begin{pmatrix} x \\ y \end{pmatrix} = J(x, y)$$

where $J(x, y) := -L^{-1}K - L^{-1}E(x, y)$. Note that $J$ maps the set $B$ into itself, where

$$B := \left\{ (x, y) : |(x, y)|_B := (x^2 + y^2)^{1/2} \leq M \theta^* \varepsilon_*^{2(\beta-q)} \right\}$$

and $M > 0$ does not depend on $\varepsilon_*$ and $\theta_*$. Indeed, from (4.2) and (4.3), we have

$$|J(x, y)|_B \lesssim \theta^* \varepsilon_*^{2(\beta-q)} + |x| \varepsilon_*^{1/2} \log \varepsilon_* + |y| \varepsilon_*^{2(\beta-q)}.$$

Hence, using the Brouwer fixed theorem, $J$ has a fixed point in $B$. Thus, we proved that there exists $(\varepsilon, \theta)$ solution to $F(\varepsilon, \theta) = 0$ with

$$\varepsilon = \varepsilon_* \left( 1 + O \left( \varepsilon_*^{2(\beta-q)} \right) \right)$$

and

$$\theta = \theta_* \left( 1 + O \left( \theta_*^{2(\beta-q)} \right) \right).$$

We include this into (4.4), we obtain

$$\varepsilon + \varepsilon_* O \left( \varepsilon_*^{2(\beta-q)} \right) = C \frac{1-\sigma}{c_1} \theta_* \varepsilon_* \cos \left( \alpha \omega \log \theta - \alpha \omega \log \left( \frac{\theta}{\theta_*} \right) + D - \tilde{c}_2 \right)$$

$$= C \frac{1-\sigma}{c_1} \theta_* \varepsilon_* \cos \left( \alpha \omega \log \theta + O \left( \theta_*^{2(\beta-q)} \right) + D - \tilde{c}_2 \right).$$

Thus, using (4.4) again, we get

$$\varepsilon = C \frac{1-\sigma}{c_1} \theta_* \varepsilon_* \cos \left( \alpha \omega \log \theta + D - \tilde{c}_2 \right) \left( 1 + O \left( \theta_*^{2(\beta-q)} \right) \right)$$

Note that, there exists only a countable number of $(\varepsilon, \theta)$. This is why we are going to note them $(\varepsilon_n, \theta_n)$. (1.8) is obtained by taking $\tilde{\theta}_n := \theta_*$, $C_1 = C$, $C_2 = D - \tilde{c}_2 + \frac{\pi}{2}$ and by using the fact that $\varepsilon_n = \lambda_n - \lambda_*$. Note that the convergence of $u$ to the singular solution $\Phi$ holds by definition of $u$ in (2.24) and (3.7).

### A The singular solution

#### A.1 Proof of Theorem 1.1

The proof is very similar to the one of Theorem 1.1 in [19] and Theorem 1.1 in [10]. The existence and the role of $\lambda_*$ will not be considered here as it follows exactly like in [10]. We refer to it for more details. However, it is not obvious to derive the influence of the term $|u|^q u$ on the asymptotic behavior near the origin. We are going to write only the main difficulties in our case for the sake of completeness.
Proof. We set
\[ v(r) = A^{-1} r^{2/(p-1)} u(r), \]
where \( u \) is a solution to (1.3). It satisfies
\[
\begin{cases}
  v'' + \frac{K-1}{r} v' + \frac{Ap^{-1}}{r^2} (v^p - v) + (\lambda - r^2) v + A^{q-1} r^{-\frac{2(p-1)}{p-1}} v^q = 0, & 0 < r < 1 \\
v > 0, & 0 < r < 1 \\
v(r) \to 1 & \text{as } r \to 0
\end{cases}
\]
where
\[ K = d - \frac{4}{p-1}, \quad \alpha = \frac{2}{p-1}. \]

We introduce
\[ t = \frac{1}{m} \log r, \quad y(t) = v(r) \]
This yields for \( y \):
\[
\begin{cases}
y'' + \mu y' - y + y^p + \beta e^{2mt} y - m^2 e^{4mt} y + A^{q-1} m^2 e^{\frac{2(p-s)}{p-1}mt} y^q = 0, & -\infty < t < 0 \\
y > 0, & -\infty < t < 0 \\
y(0) = 0, \quad y(t) \to 1 \quad \text{as} \quad t \to -\infty
\end{cases}
\]
where
\[ m = \{\alpha(d - 2 - \alpha)\}^{-\frac{1}{2}} \]
and
\[ \mu = m(d - 2 - 2\alpha), \quad \beta = \frac{\lambda}{\alpha(d - 2 - \alpha)}. \]
Note that, \( d - 2 - \alpha = \frac{d}{2} + \sigma - 2 > 0 since \frac{d}{2} - 2 \geq -\frac{d}{2} \) when \( d \geq 3 \) and \( \sigma \geq 1 \). We shift
\[ t = \tau - \frac{\log \beta}{2m}. \]
Yields,
\[
\begin{cases}
y'' + \mu y' - y + y^p + e^{2m\tau} y - m^2 e^{4m\tau} y + A^{q-1} m^2 \beta^{\frac{q-p}{p-1}} e^{\frac{2(p-s)}{p-1}m\tau} y^q = 0, & 0 < \tau < T \\
y > 0, & -\infty < \tau < T \\
y(T) = 0, \quad y(\tau) \to 1 \quad \text{as} \quad \tau \to -\infty
\end{cases}
\]
where
\[ T = \frac{\log \beta}{2m}. \]
We set \( s = -\tau \) and \( \eta(s) = y(\tau) - 1 \). Then \( \eta \) satisfies
\[ \eta'' - \alpha \eta' + (p-1) \eta = f(s), \quad -T < s < \infty \quad \eta(s) \to 0 \quad \text{as} \quad s \to \infty \quad \text{(A.1)} \]
where
\[ f(s) = -e^{-2ms} \{1 + \eta(s)\} - \varphi_1(\eta) - \varphi_2(\eta), \quad \text{(A.2)} \]
with
\[ \varphi_1(\eta) = (1 + \eta)^p - 1 - p\eta \]
and
\[ \varphi_2(\eta) = \frac{m_2^2}{\beta^2} e^{-4ms} (1 + \eta(s)) + A^q_1 m_2^2 \beta \frac{2-p}{p-1} e^{-2(p-q)ms} \{1 + \eta(s)\}^q. \]

We distinguish the following three cases:

(Case 1) \( p - 1 > \frac{\mu^2}{4} \),  
(Case 2) \( p - 1 = \frac{\mu^2}{4} \),  
(Case 3) \( p - 1 < \frac{\mu^2}{4} \).

Let us investigate (Case 1). We set
\[ \nu = \sqrt{p - 1 - \frac{\alpha^2}{4}} \]
From the method of variation of parameters, the solution to (A.1) can be written as
\[ \eta(s) = \frac{1}{\nu} e^{\frac{\nu}{2}s} \int_s^\infty e^{-\frac{\nu}{2} \sigma} \sin(\nu(\sigma - s)) f(\sigma, \eta) d\sigma \] (A.3)

Let \( S_* > 0 \). It is sufficient to implement a Banach fixed point argument on the space \( \Xi_{S_*} \) of functions on \([S_*, \infty)\) endowed with the norm
\[ \|\eta\|_{\Xi_{S_*}} := \sup_{s \geq S_*} \left\{ |\eta(s)| + |\eta'(s)| \right\} \]
for
\[ \eta = \mathcal{J}[\eta], \]
with
\[ \mathcal{J}[\eta] = \frac{1}{\nu} e^{\frac{\nu}{2}s} \int_s^\infty e^{-\frac{\nu}{2} \sigma} \sin(\nu(\sigma - s)) f(\sigma, \eta) d\sigma. \]

More precisely, by the definition of \( f \) in (A.2), we have
\[ |\mathcal{J}[\eta]| \lesssim e^{-\frac{2(p-q)}{p-1}ms}. \]

In addition, differentiating (A.3), we get
\[ \left| \frac{d}{ds} \mathcal{J}[\eta] \right| \lesssim |f(s, \eta)| + e^{\frac{\nu}{2}s} \int_s^\infty e^{-\frac{\nu}{2} \sigma} |\sin(\nu(\sigma - s))| f(\sigma, \eta) d\sigma \lesssim e^{-\frac{2(p-q)}{p-1}ms}. \]

Similarly, we have
\[ \|\mathcal{J}[\eta_1] - \mathcal{J}[\eta_2]\|_{\Xi_{S_*}} \lesssim e^{-\frac{2(p-q)}{p-1}mS_*} \|\eta_1 - \eta_2\|_{\Xi_{S_*}}. \]

This shows the local existence of the singular solution. Note that the other cases can be proved similarly. The global existence can be obtained exactly as in [10] using a shooting argument. Since the proof is similar, we omit it.

Let us show (1.7). From the above calculation, we have
\[ \Phi(r) = Ar^{-\frac{2}{p-1}y} \left( \frac{\log(r)}{m} \right) = Ar^{-\frac{2}{p-1}} \left[ 1 + \eta \left( -\frac{\log(r)}{m} \right) \right]. \]

Hence,
\[ \Phi'(r) = -\frac{2A}{p-1}r^{-\frac{2}{p-1}-1} \left[ 1 + \eta \left( -\frac{\log(r)}{m} \right) + \frac{p-1}{2m} \eta' \left( -\frac{\log(r)}{m} \right) \right]. \]

Combining this with \( \|\eta\|_{\Xi_{S_*}} \lesssim 1 \), we conclude (1.7). This finishes the proof of this theorem.

\[ \Box \]

### A.2 The behavior at infinity

The idea of the proof of the following lemma was first used in [4, Theorem 2] for (1.4). We provide a complete proof in our setting.

**Lemma A.1.** Let \( p > 1 \) and \( q > 1 \). There exists \( K > 0 \) such that
\[ \Phi = K \exp \left( -\frac{r^2}{2} \right) r^{\frac{d-2}{2}} \left( 1 + O \left( \frac{1}{r^2} \right) \right), \quad \text{as} \quad r \to +\infty \quad (A.4) \]

**Proof.** First, we consider the change of variable
\[ \Phi = e^{\frac{r^2}{2}} \Psi. \quad (A.5) \]

Thus, the equation for \( \Psi \) is given by
\[ \Psi'' + \left( \frac{d-1}{r} + 2r \right) \Psi' + (\lambda + d) \Psi + \exp \left( \frac{(p-1)r^2}{2} \right) \Psi^p + \exp \left( \frac{(q-1)r^2}{2} \right) \Psi^q = 0, \quad r > 0, \quad (A.6) \]

Since \( \lim_{r \to \infty} \Phi(r) = 0 \), we infer from (A.5) that
\[ \Psi(r) \lesssim e^{-\frac{r^2}{2}} \quad \text{for any} \quad r > 1. \quad (A.7) \]

As a consequence, we have
\[ \lim_{r \to \infty} \frac{\Psi'(r)}{\Psi(r)} \in [-\infty, 0] \quad \text{exists.} \quad (A.8) \]

Indeed, we shall first prove that \( \Psi \) is decreasing for \( r > 0 \) i.e. \( \Psi' < 0 \). We rewrite (A.6) as follows
\[ \left( \Psi' r^{d-1} e^{r^2} \right)' = -(\lambda + d) r^{d-1} e^{r^2} \Psi - r^{d-1} \exp \left( \frac{(p+1)r^2}{2} \right) \Psi^p - \exp \left( \frac{(q+1)r^2}{2} \right) \Psi^q, \quad (A.9) \]

when \( r > 0 \). From (A.5), (A.6) and the fact that \( \sigma := \frac{d}{2} - \frac{2}{p-1} > 1 \), we have
\[ \lim_{r \to 0} \Psi'(r) r^{d-1} e^{r^2} = A(p,d) \lim_{r \to 0} r^{-\frac{2}{p-1} - 1} r^{d-1} = A(p,d) \lim_{r \to 0} r^{\sigma-1} r^{d-1} = 0. \]
Thus, we integrate (A.9) between 0 and \( r \) and we obtain
\[
\Psi^{d-1}e^{r^2} = -(\lambda + d) \int_0^r \Psi e^{s^2} s^{d-1} ds - \int_0^r \Psi^p e^{\frac{p^2}{2} s} s^{d-1} ds - \int_0^r \Psi^q e^{\frac{q^2}{2} s} s^{d-1} ds < 0, \quad r > 0.
\]

This shows that \( \Psi' < 0 \) and \( \Psi \) is strictly monotone. Next, we denote by \( Z(r) := \frac{\Psi'(r)}{\Psi(r)} \). Assume that \( Z(r) \) oscillates for \( r \) large and \( \lim_{r \to \infty} Z(r) = -\alpha \), with \( \alpha > 0 \). Note that if \( \alpha = 0 \), then \( \lim_{r \to \infty} Z(r) = 0 \) since \( Z < 0 \). We will discuss later this case. Coming back to \( \alpha > 0 \), we infer that there exists a sequence \( R_n \to \infty \) as \( n \to \infty \), such that
\[
Z'(R_n) = \frac{\Psi''(R_n)}{\Psi(R_n)} - Z(R_n)^2 = 0.
\]
We divide the previous equality by \( Z(R_n) \) in order to get
\[
\Psi''(R_n) = -\alpha - \eta_n.
\] (A.10)

On the other hand, from (A.6) we write
\[
\frac{\Psi''(R_n)}{\Psi'(R_n)} = -\left( \frac{d-1}{R_n} + 2R_n \right) + \frac{(\lambda + d)}{Z(R_n)^2} - \exp \left( \frac{(p-1)^2}{2} R_n \right) \frac{\Psi^p - 1(R_n)}{Z(R_n)} - \exp \left( \frac{(q-1)^2}{2} R_n \right) \frac{\Psi^q - 1(R_n)}{Z(R_n)}.
\]

Hence, combining this with (A.7), we obtain
\[
\frac{\Psi''(R_n)}{\Psi'(R_n)} \lesssim -\left( \frac{d-1}{R_n} + 2R_n \right) + \frac{\lambda + d}{\alpha + \eta_n} + \frac{1}{\alpha + \eta_n}.
\]

Thus, for \( n \) large enough we infer that
\[
\frac{\Psi''(R_n)}{\Psi'(R_n)} < -(\alpha + \eta_n).
\]

This is contradiction with (A.10) which is sufficient to conclude (A.8). More precisely, we have
\[
\lim_{r \to \infty} Z(r) = -\infty, \quad \text{with} \quad Z(r) = \frac{\Psi'(r)}{\Psi(r)}. \quad \text{(A.11)}
\]
Indeed, we assume by contradiction that the limit is finite. From (A.6), the equation of \( Z \) is given by
\[
Z' + 2rZ = -(\lambda + d) - f(Z)
\]
where
\[
f(Z) := Z^2 + \frac{d-1}{r} Z + \exp \left( \frac{(p-1)^2}{2} r^2 \right) \Psi^p - 1 + \exp \left( \frac{(q-1)^2}{2} r^2 \right) \Psi^q - 1.
\]
Thus,
\[
Z(r) = Z(1)e^{-r^2} - \int_1^r \left( (\lambda + d) + f(Z(s)) \right) e^{s^2} ds e^{-r^2}.
\]
Hence, using l’Hopital’s rule and (A.7), we obtain
\[
\lim_{r \to \infty} Z(r) = - \lim_{r \to \infty} \frac{\int_1^r ((\lambda + d) + f(Z(s))) e^{s^2} ds}{re^2} = - \lim_{r \to \infty} \frac{f(Z(r))}{2r}.
\]
\begin{equation}
(A.12)
\end{equation}

Yields,
\[
\lim_{r \to \infty} \left( Z(r) + \frac{Z^2(r)}{2r} + \frac{d - 1}{2r^2} Z(r) \right) = 0.
\]
As a consequence, we get \( \lim_{r \to \infty} Z(r) = 0 \). Going back to the first equality in (A.12), similarly we have
\[
\lim_{r \to \infty} rZ(r) = - \lim_{r \to \infty} \frac{\int_1^r ((\lambda + d) + f(Z(s))) e^{s^2} ds}{r^{-1} e^2} = - \frac{\lambda + d}{2}.
\]

Hence, given \( \varepsilon > 0 \),
\[
Z(r) = \frac{\Psi'(r)}{\Psi(r)} \geq - \frac{\lambda + d + 2\varepsilon}{2r}
\]
for \( r \) large enough. Thus, \( \Psi(r) \geq r^{-\frac{\lambda+d}{2} - \varepsilon} \). This is a contradiction with (A.7). This ends the proof of (A.11). In addition, we have
\[
\lim_{r \to \infty} \frac{\Psi'(r)}{r \Psi(r)} = -2.
\]
\begin{equation}
(A.13)
\end{equation}

Indeed, using l’Hopital’s rule and the equation (A.10), we get
\[
\lim_{r \to \infty} \frac{\Psi'(r)}{r \Psi(r)} = \lim_{r \to \infty} \frac{\Psi''(r)}{r \Psi'(r) + \Psi(r)}
\]
\[
= \lim_{r \to \infty} \left( - \frac{(d-1)r}{r^2} \Psi'(r) - (\lambda + d) \Psi(r) + \exp \left( \frac{(p-1)r^2}{2} \right) \Psi'(r) \Psi(r) \right.
\]
\[
+ \frac{\exp \left( \frac{(q-1)r^2}{2} \right) \Psi^{-1}(r)}{r \Psi'(r) + \Psi(r)}
\]
\[
- \left. \frac{\exp \left( \frac{(q-1)r^2}{2} \right) \Psi^{-1}(r) \Psi(r)}{1 + \frac{\Psi(r)}{r \Psi(r)}} \right) \Psi'(r) \Psi(r) \right)
\]
\[
= \lim_{r \to \infty} \left( - \frac{(d-1)r}{r^2} + 2 - (\lambda + d) \frac{\Psi(r)}{\Psi'(r)} + \exp \left( \frac{(p-1)r^2}{2} \right) \frac{\Psi^{-1}(r) \Psi(r)}{\Psi'(r)} \right.
\]
\[
+ \frac{\exp \left( \frac{(q-1)r^2}{2} \right) \Psi^{-1}(r) \Psi(r)}{1 + \frac{\Psi(r)}{r \Psi'(r)}} \right) \Psi'(r) \Psi(r) \right)
\]
Hence, from (A.7) and (A.11), we conclude (A.13). Note that, combining (A.7) with (A.13), we deduce that
\[
|\Psi'(r)| \lesssim re^{-\frac{2}{r}}.
\]
\begin{equation}
(A.14)
\end{equation}

Next, we define the function
\[
E(r) := r \Psi'(r) + 2r^2 \Psi(r).
\]
\begin{equation}
(A.15)
\end{equation}
We claim that
\[
\lim_{r \to \infty} E(r) = \frac{\lambda - d}{2}.
\]  
(A.16)

Indeed, from (A.7) and (A.14) we know that \(\lim_{r \to \infty} E(r) = \lim_{r \to \infty} \Psi(r) = 0\), thus using l’Hopital’s rule, (A.6), (A.7) and (A.13) in order to compute
\[
\lim_{r \to \infty} E(r) \Psi(r) = \lim_{r \to \infty} E'(r) = \lim_{r \to \infty} \Psi'(r) + r\Psi''(r) + 4r\Psi(r) + 2r^2\Psi'(r)
\]
\[
= 2 - d - \lim_{r \to \infty} \frac{r\Psi(r)}{\Psi'(r)} \left( \lambda + d - 4 \right) + \exp \left( \frac{(p - 1)}{2} r^2 \right) \Psi^{p-1} + \exp \left( \frac{(q - 1)}{2} r^2 \right) \Psi^{q-1}
\]
\[
= 2 - d + \frac{(\lambda + d - 4)}{2} = \frac{\lambda - d}{2}.
\]  
(A.17)

In addition, we claim that
\[
\lim_{r \to \infty} r^2 \left( \frac{E(r)}{\Psi(r)} - \frac{\lambda - d}{2} \right) = \frac{\lambda - d}{8} (\lambda + d - 4).
\]  
(A.18)

Indeed, following the same computations as in (A.17), we have
\[
\lim_{r \to \infty} r^2 \left( \frac{E(r)}{\Psi(r)} - \frac{\lambda - d}{2} \right) = (4 - \lambda - d) \lim_{r \to \infty} r^2 \left( \frac{r\Psi(r)}{\Psi'(r)} + \frac{1}{2} \right)
\]
\[
= \left( 2 - \frac{\lambda + d}{2} \right) \lim_{r \to \infty} r^2 \left( 2 + \frac{\Psi'(r)}{r\Psi(r)} \right) \frac{r\Psi(r)}{\Psi'(r)}
\]
\[
= \left( 2 - \frac{\lambda + d}{2} \right) \lim_{r \to \infty} E(r) \lim_{r \to \infty} \frac{r\Psi(r)}{\Psi'(r)}
\]
\[
= \frac{\lambda - d}{8} (\lambda + d - 4).
\]

Finally, combining (A.16) and (A.18), we obtain
\[
\frac{E(r)}{\Psi(r)} = \frac{\lambda - d}{2} + \frac{\lambda - d}{8} (\lambda + d - 4) \frac{1}{r^2} + o \left( \frac{1}{r^2} \right) \quad \text{as } r \to \infty.
\]

Yields, from (A.19), that
\[
\frac{\Psi'(r)}{\Psi(r)} = -2r + \frac{\lambda - d}{2r} + \frac{\lambda - d}{8} (\lambda + d - 4) \frac{1}{r^3} + o \left( \frac{1}{r^3} \right) \quad \text{as } r \to \infty.
\]

Hence, integrating between 1 and r, we obtain
\[
\Psi(r) = Ke^{-r^2} r^{\frac{\lambda - d}{2}} \left( 1 + O \left( \frac{1}{r^2} \right) \right), \quad \text{as } r \to +\infty,
\]  
(A.19)

with \(K = \Psi(1) \exp \left\{ 1 + \frac{\lambda - d}{16} (\lambda + d - 4) + \int_1^\infty o \left( s^{-3} \right) ds \right\} \). Thus we finish the proof of (A.4) by combining (A.5) with (A.19). \(\Box\)
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