Training variational quantum algorithms is NP-hard

Lennart Bittel† and Martin Kliesch†
Heinrich Heine University Düsseldorf, Germany

Variational quantum algorithms are proposed to solve relevant computational problems on near term quantum devices. Popular versions are variational quantum eigensolvers and quantum approximate optimization algorithms that solve ground state problems from quantum chemistry and binary optimization problems, respectively. They are based on the idea of using a classical computer to train a parameterized quantum circuit.

We show that the corresponding classical optimization problems are NP-hard. Moreover, the hardness is robust in the sense that, for every polynomial time algorithm, there are instances for which the relative error resulting from the classical optimization problem can be arbitrarily large assuming \( P \neq NP \). Even for classically tractable systems composed of only logarithmically many qubits or free fermions, we show the optimization to be NP-hard. This elucidates that the classical optimization is intrinsically hard and does not merely inherit the hardness from the ground state problem.

Our analysis shows that the training landscape can have many far from optimal persistent local minima. This means that gradient and higher order descent algorithms will generally converge to far from optimal solutions.

I. INTRODUCTION

Recent years have seen enormous progress toward large-scale quantum computation. A central goal of this effort is the implementation of a type of quantum computation that solves computational problems of practical relevance faster than any classical computer. However, the noisy nature of quantum gates and the high overhead cost of noise reduction and error correction limit near term devices to shallow circuits [1].

Variational quantum algorithms (VQAs) have been proposed to bring us a step closer to this goal. Here, an optimization problem is captured by a loss function given by expectation values of observables w.r.t. states generated from a parametrized quantum circuit. Then a classical computer trains the quantum circuit by optimizing the expectation value over the circuit’s parameters. Figure 1 illustrates a possible VQA routine. Popular candidates to be used on near term devices are quantum approximate optimization algorithms (QAOAs) [2] and variational quantum eigensolvers (VQEs) [3]; see Ref. [4] for a review.

VQEs are proposed, for instance, to solve electronic structure problems, which are central to quantum chemistry and material science. Proposals of QAOAs include improved algorithms for quadratic optimization problems over binary variables such as the problem of finding the maximum cut of a graph (MaxCut). For hybrid classical-quantum computation to be successful, two challenges need to be overcome. First, one needs to find parameterized quantum circuits that have the expressive power to yield a sufficiently good approximation to the optimal solution of relevant optimization problems (i.e., the model mismatch is small). Second, the classical optimization over the parameters of the quantum circuit needs to be solved quickly enough and with sufficient accuracy. We will focus on this second challenge.

For the classical optimization several heuristic approaches are known, most of which are based on gradient descent ideas and higher order methods. This is convenient, as with the parameter shift rule [5] - the gradient can be calculated efficiently. Methods include standard BFGS optimization and extensions [6] and natural gradient descent [7], which has a favorable performance for at least certain easy instances [8]. Second order methods require significant overhead in the number of measurements but can yield better accuracy [9]. Quantum analytic descent [10] uses certain classical approximations of the objective function in order to reduce the number of quantum circuit evaluations at the cost of a higher classical computation effort.

However, it has also been shown recently that there are
certain obstacles that need to be overcome to render the classical optimization successful. The training landscape can have so-called barren plateaus where the loss function is effectively constant and hence yields a vanishing gradient, which prevents efficient training. This phenomenon can be caused, for example by random initializations [11] and nonlocality of the observable defining the loss function [12]. Also, sources of randomness given by noise in the gate implementations can cause similar effects [13]. Moreover, the problem of barren plateaus cannot be fully resolved by higher order methods [14].

In this work, we show that the existence of persistent local minima can also render the training of VQAs infeasible. For this purpose, we encode the NP-hard MaxCut problem into the corresponding classical optimization task for several versions of VQAs, which have many far from optimal local minima.

Specifically, we obtain hardness results concerning the optimization in four different settings: (i) We use an oracle description of a quantum computer and show that the classical optimization of VQA is an NP-hard problem, even if it needs to be solved only within constant relative precision. Next, we remove the oracle from the problem formulation by focusing on classically tractable systems where the underlying ground state problem is efficiently solvable. Here, we consider quantum systems where (ii) the Hilbert space dimension scales polynomially in the number of parameters (i.e., logarithmically many qubits) or (iii) is composed of free fermions. (iv) If the setup is restricted to the QAOA type, we show that our hardness results also hold.

A. Connection to complexity theory

The decision version of VQA optimization is in the complexity class QCMA, problems that can be verified with a classical proof on a quantum computer. The class QMA, which allows for the proof to be a quantum state, contains QCMA. Much about the relationship between classical MA, QCMA, and QMA is still unknown. Notably, finding the ground state energy of a local Hamiltonian is QMA-hard [15, 16]. This means that if QCMA ̸= QMA, then VQA algorithms will not be able to solve the local Hamiltonian problem, but only problems contained in QCMA. Our results imply that even if the relevant energy eigenstates are contained in the VQA ansatz, the classical optimization may still be as difficult as solving NP problems (Section III A).

B. Notation

We use the notation \([n] := \{1, \ldots, n\}\). The Pauli matrices are denoted by \(\sigma_x\), \(\sigma_y\), and \(\sigma_z\). An operator \(X\) acting on subsystem \(j\) of a larger quantum system is denoted by \(X^{(j)}\), e.g., \(\sigma_z^{(1)}\) is the Pauli-\(x\) matrix acting on subsystem 1. By \(\|X\|\) we refer to the operator norm of operator \(X\).

The number of edges of the graph with the adjacency matrix \(A\) is denoted by \(|E(A)|\). By MaxCut(\(A\)) we denote the solution of MaxCut for an adjacency matrix \(A\); see Problem 1.

Throughout, we consider only adjacency matrices \(A\) of undirected, unweighted graphs with at least one edge; i.e., \(A \in \{0,1\}^{d \times d}\) is a nonzero symmetric binary matrix with a vanishing diagonal.

II. A CONTINUOUS MaxCut OPTIMIZATION

We introduce a continuous, trigonometric problem which we show to be NP-hard to optimize and approximate. This is related to earlier work on the optimization of trigonometric functions [17] for which NP-hardness is known. For the specific class of functions, we also show the existence of an approximation ratio explicitly. Below, we use this problem to obtain hardness results for various VQA versions.

Problem 1 (MaxCut).

Instance: The adjacency matrix \(A \in \{0,1\}^{d \times d}\) of an unweighted undirected graph.

Task: Find \(S \subset [n]\) that maximizes \(\sum_{i \in S, j \in [n]\setminus S} A_{i,j}\).

MaxCut is famously known to be NP-hard. Additionally MaxCut is APX-hard, meaning that every polynomial time approximation algorithm there exist some instances, where the approximation ratio \(\alpha\), the ratio between the algorithmic solution and the optimal solution, is bounded by \(\alpha \leq \alpha_{\text{max}} < 1\), assuming that \(P \neq NP\). It was shown that if the unique games conjecture is true, then the best approximation ratio of a polynomial algorithm is \(\alpha_{\text{max}} = \min_{0<\theta<\pi} \frac{\theta}{\pi - \theta} \approx 0.8786\) [18], which is also what the best known algorithms can guarantee [19]. Without the use this conjecture, it has been proven that \(\alpha_{\text{max}} \leq \frac{19}{17} \approx 0.941\) [20]. For our purposes we define a continuous, trigonometric version of MaxCut. Minima of real valued functions are given by real numbers that may not have an efficient numerical representation. However, it is commonly said that a minimization problem is solved if it is solved to exponential precision, which is the convention we will also be using throughout this paper. The intuitive notion is that the hardness does not come from the difficulty of representing the minimum.

Problem 2 (Continuous MaxCut).

Instance: The adjacency matrix \(A \in \{0,1\}^{d \times d}\) of an unweighted graph.

Task: Find \(\phi \in [0,2\pi)^d\) that minimizes

\[
\mu(\phi) := \frac{1}{4} \sum_{i,j=1}^{d} A_{i,j}[\cos(\phi_i) \cos(\phi_j) - \frac{1}{2}].
\]  

(1)
Lemma 1. Problem 2 is NP-hard. Moreover, if $P \neq NP$, for every polynomial time algorithm there exists an approximation ratio, which is at most that of MaxCut.

Proof. We will show that it suffices to look at $\phi$ from the discrete subset $\{0, \pi\}^d$. For this purpose, we analyze the dependence of $\mu$ on one coordinate $\phi_i$ of $\phi$. Denoting the vector obtained from $\phi$ by replacing $\phi_i$ with $x$ by $\phi|_{\phi_i=x}$, we write $\mu$ as

$$
\mu(\phi|_{\phi_i=x}) = \cos(x) \left[ \frac{1}{2} \sum_{j, j \neq i} A_{i,j} \cos(\phi_j) \right] + C, \tag{2}
$$

where we have used that $A_{i,i} = 0$ for all $i$, $A = A^T$ and $C$ is independent of $x$. Since the only dependence on $x$ is given by the cosine, it follows that for any $\phi \in [0, 2\pi]^d$

$$
\mu(\phi) \geq \min \{ \mu(\phi|_{\phi_i=0}), \mu(\phi|_{\phi_i=\pi}) \}. \tag{3}
$$

This observation implies that we can iteratively choose each $\phi_i$ to be in $\{0, \pi\}$ for $i \in [d]$, without increasing $\mu$. Therefore, an algorithm returning continuous values of $\phi_i$ can be turned discrete in polynomial time without reducing the approximating power. The discrete problem can be written as a quadratic unconstrained binary optimization

$$
\min_{\phi \in \{0, \pi\}^d} \mu(\phi) = \frac{1}{4} \min_{v \in \{-1, 1\}^d} \sum_{i,j=1}^d A_{i,j} (v_i v_j - 1) = \frac{1}{4} \min_{v \in \{-1, 1\}^d} \sum_{i,j=1}^d A_{i,j} (2 \delta_{v_i, v_j}) \tag{4}
$$

$$
= - \max_{S \subset [d]} \sum_{i \in S, j \in [d] \setminus S} A_{i,j},
$$

where $\delta_{v_i, v_j} = 1 - \delta_{v_i, v_j}$ and we used again that $A$ is symmetric. Therefore, we obtain a (many-one) reduction of MaxCut to Problem 2, implying Problem 2 is NP-hard, which finishes the proof. \hfill \Box

We note that the derivative and the Hessian of $\mu$ is given by

$$
\frac{\partial \mu(\phi)}{\partial \phi_i} = -\frac{1}{2} \sin(\phi_i) \sum_{j, j \neq i} A_{i,j} \cos(\phi_j)
$$

$$
 \frac{\partial^2 \mu(\phi)}{\partial \phi_i \partial \phi_k} = -\frac{1}{2} \delta_{i,k} \cos(\phi_i) \sum_{j, j \neq i} A_{i,j} \cos(\phi_j) \tag{5}
$$

$$
+ A_{i,j} \frac{1}{2} \sin(\phi_i) \sin(\phi_k) .
$$

At the relevant discrete set $\phi \in \{0, \pi\}^d$, the derivative vanishes and the Hessian is diagonal, meaning a point in the set describes a local minimum whenever changing any single $\phi_i$ increases the objective function. The same minima (in the discrete MaxCut formulation) are also achieved by a greedy algorithm: start with a random bipartition of the vertex set, then repeatably change a single vertex assignment if it increases the cut until the cut cannot be increased any further by this update rule. This algorithm has an approximation ratio of $\alpha = \frac{1}{2}$, meaning it only guarantees to approximate MaxCut to half its optimal solution. If Problem 2 is solved with gradient based methods, any local minimum can be the final result, therefore gradient based algorithms also only have an approximation ratio of $\alpha = \frac{1}{2}$, which is significantly worse than what modern MaxCut solvers can achieve \cite{19}.

III. Variational quantum algorithms

VQA is a general framework of hybrid quantum computers, where classically tunable parameters $\phi$ of a unitary circuit are used to minimize the expectation value of an observable. First, in Section IIIA, we consider such computing schemes, where the quantum part is composed of qubits. In order to show that the classical simulation is hard, we assume oracle access to an idealized quantum device. Next, in Section IIIB, we show that the problem is also hard for VQA settings with small Hilbert space dimensions (or logarithmically many qubits) so that the oracle can be replaced by efficient classical simulation. In Section IIIC we use the same setting, but consider QAOAs instances instead. Last, in Section IIID, we analyze VQAs in free Fermionic systems, where the oracle can be replaced by efficient free fermionic calculations.

A. VQA optimization with quantum computer access

The common application of VQAs is within quantum computing, where a quantum computer is used to estimate the expectation value and a classical algorithm chooses the circuit parameters of the quantum computer. For the classical optimization, we describe the information obtained from the quantum computer with oracle calls made by the classical algorithm.

Problem 3 (VQA minimization, oracular formulation). Instance: A set of generators $\{H_i\}_{i \in \{1, \ldots, L\}}$ and an observable $O$ acting on $H = (\mathbb{C}^2)^\otimes N$, given in terms of their Pauli basis representation.

Oracle access: We set $|\Psi(\phi)\rangle := U_L(\phi_L) \cdots U_1(\phi_1) |0\rangle$ with $U_i(\phi) = e^{-i H_i \phi}$. The oracle $O$ returns $\langle O(\phi) \rangle := \langle \Psi(\phi) | O | \Psi(\phi) \rangle$, for a given $\phi$, up to any desired polynomial additive error.

Task: Find $\phi \in \mathbb{R}^L$ that minimizes $\langle O(\phi) \rangle$ provided access to $O$.

We use the oracle to outsource difficult computations, which is similar to how a quantum computer would in a physical implementation. The motivation of our oracle is that Problem 3 captures the complexity of only the classical optimization effort in hybrid quantum computations. The oracle can be seen as postselecting on the successful runs only, therefore making the return deterministic.
Proposition 1 (Hardness of VQA optimization, oracular formulation). Assuming \( P \neq NP \) there is no deterministic classical algorithm that solves Problem 3 in polynomial time.

It is straightforward to show that Problem 3 is \( NP \)-hard to solve. Essentially, we use a diagonal observable for which the ground state problem is \( NP \)-hard and use unitaries to reach every computational basis state.

Proof. We prove the proposition via a reduction of Problem 2 to Problem 3. For this, let \( N = d \) and let \( O \) the usual Ising Hamiltonian encoding of MaxCut

\[
O := \frac{1}{4} \sum_{i,j=1}^{d} A_{i,j} (\sigma_z^{(i)} \sigma_z^{(j)} - 1).
\]

We use \( L = d \) layers with

\[
H_i := \frac{\sigma_z^{(i)}}{2}, \quad i \in [d],
\]

as generators. By direct calculation we find that

\[
\langle O(\phi) \rangle = \langle \Psi(\phi) | O | \Psi(\phi) \rangle = \frac{1}{4} \sum_{i,j=1}^{d} A_{i,j} \left[ \cos(\phi_i) \cos(\phi_j) - 1 \right] = \mu(\phi),
\]

which is the objective function of Problem 2.

To analyze the overall approximation power of an algorithm we define the approximation error for an instance as

\[
\delta := \frac{\langle O \rangle^a - \lambda_{\text{min}}(O)}{\lambda_{\text{max}}(O) - \lambda_{\text{min}}(O)},
\]

where \( \lambda_{\text{min}}(O) \) is the smallest eigenvalue of the observable \( O \) and \( \lambda_{\text{max}}(O) \) is the largest; the expectation value of the final output of the algorithm is \( \langle O \rangle^a \geq \lambda_{\text{min}}(O) \). We normalize by the spectral width

\[
w(O) := \lambda_{\text{max}}(O) - \lambda_{\text{min}}(O),
\]

as this ensures that \( \delta \in [0, 1] \). There are two error contributions: (i) the model mismatch \( \delta_m \) is the approximation error resulting from the ansatz class being unable to represent the ground state and (ii) the optimization error \( \delta_o \) is the error due to the classical algorithm not converging to the optimal solution within the class. That is,

\[
\delta = \frac{\langle O \rangle^a - \lambda_{\text{min}}(O)}{w(O)} + \frac{\langle O \rangle^a - \langle O \rangle_{\text{min}}}{w(O)}
\]

\[= \delta_m + \delta_o,
\]

where \( \langle O \rangle_{\text{min}} \) refers to the smallest expectation value over the ansatz class, i.e., the global minimum over the circuit parameters. Since we are interested in classical algorithms, we define an optimization error, in a similar manner to how approximation ratios are defined for \( \text{NP} \) optimization problems (the complexity class \( \text{APX} \)), over all considered instances.

Definition 1 (Optimization error). The optimization error of an optimization algorithm \( \Delta \in [0, 1] \) is the smallest number such that

\[
\Delta \geq \frac{\langle O \rangle^a - \langle O \rangle_{\text{min}}}{w(O)}
\]

for all considered VQA instances.

Corollary 1. If \( P \neq NP \), then there exists no polynomial time algorithm which can guarantee any optimization error \( \Delta < 1 \) for all VQAs defined by Problem 3.

Proof. We prove this statement by relating the optimization error of a VQA to the approximation ratio of MaxCut and by introducing a boosting technique to amplify errors in the setting of Problem 3.

From the proof of Proposition 1 we obtain \( w(O) = \text{MaxCut}(A) \) and the optimal solution is also \( \langle O \rangle_{\text{min}} = \text{MaxCut}(A) \), as there is no model mismatch. From the algorithm we get \( \langle O \rangle^a = \mu_a(A) \), where \( \mu_a(A) \) is the approximation of the continuous MaxCut problem (Problem 2) and, therefore, an approximation to MaxCut itself. With this argument it follows that

\[
\Delta \geq 1 - \alpha,
\]

where \( \alpha \) is the approximation ratio related to Problem 2 of the algorithm. To boost this result we introduce a variable \( k \) and choose operators for \( k \times d \) qubits

\[
\tilde{O} = (-1)^{k-1} O^\otimes k,
\]

\[
\tilde{U}(\phi) = U(\phi)^\otimes k.
\]

We can verify that the generators and \( \tilde{O} \) only have poly\( (d) \) many terms for constant \( k \). For the expectation value this gives

\[
\langle \tilde{O}(\phi) \rangle = (-1)^{k-1} \langle \Psi(\phi) | O^\otimes k | \Psi(\phi) \rangle^\otimes k
\]

\[= - |\langle O(\phi) \rangle|^k = - |\mu(\phi)|^k,
\]

where the introduced sign ensures that the problem remains a minimization for all \( k \). We obtain \( w(\tilde{O}) = |\langle \tilde{O} \rangle_{\text{min}}| = \text{MaxCut}(A)^k \). This yields

\[
\Delta \geq \sup_{A} \frac{\text{MaxCut}(A)^k - |\langle \tilde{O} \rangle^a|}{\text{MaxCut}(A)^k}
\]

\[= \sup_{A} \left( 1 - \left| \frac{\mu_a(A)}{\text{MaxCut}(A)^k} \right|^k \right)
\]

\[= (1 - \alpha^k),
\]

Therefore, no optimization error strictly smaller than \( \Delta < 1 \) can exist for all instances (if \( P \neq \text{NP} \)), as this would mean in return, the algorithm could solve Problem 2 to arbitrary precision.
B. Logarithmic number of qubits — polynomial Hilbert space dimension

We can improve on the previous result by allowing only
\( N \in O(\log(d)) \) many qubits, where \( d \) is the input length of the MaxCut instance. This drastically reduces the system’s size and complexity. Notably, since the Hilbert space is now only of polynomial dimension, both the calculation of expectation values and the ground state problem can be computed efficiently. Yet we show that VQA optimization is still NP-hard. This means that the classical optimization does not merely inherit the hardness of the ground state problem but rather is intrinsically difficult. Since the expectation value is efficiently numerically simulatable, we do not require oracle access to a quantum computer to analyze the problem. Also, for convenience, instead of the Pauli-basis we use the computational basis of the Hilbert space \( \mathcal{H} \) of dimension \( \dim(\mathcal{H}) = 2^N = n \). This gives the following problem description.

**Problem 4** (VQA minimization problem).
Instance: An initial state \( |\Psi_0\rangle \in \mathbb{C}^n \), a set of generators \( \{H_i\}_{i \in \{1,...,L\}} \subset \text{Herm}(\mathbb{C}^n) \), where \( L \) is the number of layers and an observable \( O \in \text{Herm}(\mathbb{C}^n) \) is a set of generators.
Task: For \( |\Psi(\phi)\rangle := U_L(\phi_L)\cdots U_1(\phi_1) |\Psi_0\rangle \) with \( U_i(\phi) = e^{-iH_i\phi} \), find a \( \phi \in \mathbb{R}^L \) that minimizes \( \langle O(\phi) \rangle := \langle \Psi(\phi) | O | \Psi(\phi) \rangle \).

**Theorem 1** (Hardness of VQA optimization). VQA optimization (Problem 4) is NP-hard.

**Proof.** We prove the theorem via a many-one reduction from Problem 2. Let \( A \in \{0,1\}^{d \times d} \) be the adjacency matrix of an unweighted graph. On the Hilbert space \( \mathcal{H} = \mathbb{C}^{2^d} \) we first define an observable in the standard basis as
\[
O' := \frac{d}{8} A \otimes \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},
\]
where \( \otimes \) denotes the Kronecker product. For the actual observable we modify the diagonal as
\[
O_{i,j} = \begin{cases} 
O'_{i,j} & i \neq j \\
-\sum_{\alpha=1}^{2^d} O'_{\alpha,j} & i = j 
\end{cases}.
\]

The initial state and generators are chosen as
\[
|\Psi_0\rangle := \frac{1}{\sqrt{2^d}} \sum_{j=1}^{2^d} |j\rangle, \\
H_i := |2i-1\rangle\langle 2i-1| - |2i\rangle\langle 2i|,
\]
where we take \( L = d \) layers. As the parametrized state we obtain
\[
|\Psi(\phi)\rangle := U_d(\phi_d)\cdots U_1(\phi_1) |\Psi_0\rangle \\
= \frac{1}{\sqrt{2^d}} \sum_{j=1}^{2^d} (e^{-ip_j} |2j-1\rangle + e^{ip_j} |2j\rangle)
\]
and
\[
\langle O(\phi) \rangle = \langle \Psi(\phi) | O | \Psi(\phi) \rangle \\
= \frac{1}{16} \sum_{s,p \in \{+,-\}} \sum_{i,j=1}^{d} e^{is\phi_i} A_{i,j} e^{-ip\phi_j} - \frac{1}{4} \sum_{i,j=1}^{d} A_{i,j} \\
= \frac{1}{8} \sum_{i,j=1}^{d} A_{i,j} (\cos(\phi_i - \phi_j) + \cos(\phi_i + \phi_j) - 2) \\
= \frac{1}{4} \sum_{i,j=1}^{d} A_{i,j} [\cos(\phi_i) \cos(\phi_j) - 1] \\
= \mu(\phi)
\]
as corresponding expectation value. This completes the reduction of Problem 2 to Problem 4. \( \Box \)

From this result, NP-completeness follows for the decision version.

**Problem 5** (VQA minimization, decision version).
Instance: An initial state \( |\Psi_0\rangle \in \mathbb{C}^n \), a set of generators \( \{H_i\}_{i \in \{1,...,L\}} \subset \text{Herm}(\mathbb{C}^n) \), where \( L \) is the number of layers, an observable \( O \in \text{Herm}(\mathbb{C}^n) \) and a threshold \( a \in \mathbb{R} \).
Task: For \( |\Psi(\phi)\rangle := U_L(\phi_L)\cdots U_1(\phi_1) |\Psi_0\rangle \) with \( U_i(\phi) = e^{-iH_i\phi} \), determine whether there exists \( \phi \in \mathbb{R}^d \) for which \( \langle O(\phi) \rangle = \langle \Psi(\phi) | O | \Psi(\phi) \rangle \leq a \).

**Corollary 2.** Problem 5 is NP-complete.

**Proof.** As calculating the expectation value of observable on polynomial dimensional Hilbert spaces is in \( \mathbb{P} \), \( \phi \) is a valid proof for the yes instances, which can be verified in polynomial time and is therefore in NP. Together with hardness of problem 4, this means Problem 5 is NP-complete. \( \Box \)

We now show that \( L = 1 \) layer is sufficient to show hardness. For this purpose we will use certain properties of Hamiltonian spectra.

**Definition 2** (Approximate ergodic energy spectrum).
Let \( \epsilon > 0 \). We call a set \( \{E_i\}_{i \in \mathbb{N}} \subset \mathbb{R} \) an \( \epsilon \)-approximate ergodic energy spectrum if for all \( \phi \in [0,2\pi)^n \) there exists \( t \in \mathbb{R}_+^n \) such that
\[
|\phi_i - Et_i| \mod 2\pi \leq \epsilon
\]
for all \( i \in [n] \), where \( |x| \mod 2\pi := \inf_{k \in \mathbb{Z}} |x - 2\pi k| \in [0,\pi] \).

Generic energy spectra are exactly (\( \epsilon = 0 \)) ergodic. For our purpose we want to show that there are also efficiently expressible approximate ergodic energy spectra.

**Lemma 2** (Approximate ergodic energy spectra).
Let \( m \in \mathbb{N} \). Then
\[
E_i := \frac{2\pi}{m^i}
\]
with \( i \in [n] \) defines an \( \epsilon \)-approximate ergodic energy spectrum with

\[
\epsilon = \frac{4\pi}{m}.
\]  

(27)

We provide a proof in Appendix A. The chosen energies can be expressed with \( n \times \lceil \log_2(m) \rceil \) bits of precision. With this property we can show the following theorem.

**Theorem 2.** VQA optimization (Problem 4) is NP-hard for \( L = 1 \) layer.

**Proof.** For the single layer, we choose the generators as a linear combination of terms from Eq. (22)

\[
H = \sum_{j=1}^{d} E_j \left( |2j-1\rangle \langle 2j-1| - |2j\rangle \langle 2j| \right)
\]  

(28)

meaning \( U(\phi) = \exp(-i\phi H) = U(\mathbf{E}\phi) \). The initial state and \( O \) remain identical. This leads to the expectation value

\[
\langle O(\phi) \rangle = \sum_{i,j=1}^{d} A_{i,j} \left[ \cos(E_i \phi) \cos(E_j \phi) - 1 \right] = \mu(\mathbf{E}\phi).
\]  

(29)

If \( \{E_i\} \) are chosen as in Lemma 2 then \( \langle O(\phi) \rangle \) approximates \( \mu(\phi) \) with \( \phi = \mathbf{E}\phi \) to arbitrary precision, which we have shown to be NP-hard to optimize in Lemma 1. \( \square \)

By viewing the VQA in Theorem 2 as a continuous time evolution for logarithmically many qubits, we obtain the following result (we are unaware of this statement being explicitly proven before).

**Corollary 3.** For a system with logarithmically many qubits, we consider the expectation value of a (unitarily) time evolved observable \( \langle O(t) \rangle \), starting from some initial state. Minimizing the expectation value over \( t \in \mathbb{R}_+^* \) is then NP-hard.

### C. Quantum approximate optimization algorithms for a logarithmic number of qubits

QAOAs can be seen as certain types of VQAs, which are inspired by adiabatic computation, where a slow enough transition between two Hamiltonians \( H_b \) and \( H_c \) guarantees remaining in the ground state as long as the Hamiltonians are gapped and level crossings are avoided [21]. QAOAs capture a time-discrete version of this approach by alternately applying the time evolutions of the Hamiltonians. Accordingly, parameter vectors \( \beta, \gamma \in \mathbb{R}^L \) need to be chosen, which define how long each Hamiltonian is applied.

We demonstrate that the hardness of VQA optimization for logarithmically many qubits also translates to QAOA problems.

Formally, the problem is as follows.

**Problem 6 (QAOA minimization problem).**

Instance: Two Hamiltonians \( H_b, H_c \in \text{Herm}(C^n) \) and the number of layers \( L \) in unary notation\(^1\).

Task: For a tunable state \( |\Psi(\beta, \gamma)\rangle := U_b(\beta_L)U_c(\gamma_L) \cdots U_b(\beta_1)U_c(\gamma_1)|\Phi_0\rangle \), where \( |\Phi_0\rangle \) is the ground state of \( H_b \), \( U_b(\beta) = e^{-iH_b \beta} \) and \( U_c(\gamma) = e^{-iH_c \gamma} \), find \( \beta, \gamma \in \mathbb{R}^d \) which minimize

\[
\langle O(\beta, \gamma) \rangle := \langle \Psi(\beta, \gamma) | H_c | \Psi(\beta, \gamma) \rangle.
\]

**Theorem 3** (Hardness of optimization in QAOAs). Problem 6 is NP-hard for \( L = 1 \) layer.

**Proof.** We will perform a reduction from single layer VQA to QAOA, which implies that Problem 6 is NP-hard.

Consider the Hilbert space \( \mathcal{H} = \mathbb{C}^{2d+1} \). For \( H_b \) we take

\[
H_b = \text{diag}(E_1, -E_1, E_2, -E_2, \ldots, E_d, -E_d, -1),
\]

(30)

where \( |E_i| < 1 \) for all \( i \). For \( H_c \)

\[
H_c = O \oplus 0 + \tau (|+_{2d}\rangle \langle 2d+1| + |2d+1\rangle \langle +_{2d}|),
\]

(31)

where \( |+_{2d}\rangle = \sum_{j=1}^{2d} (j) / \sqrt{2d} \), \( \tau \) is some real constant that we adjust later and the observable \( O \) is as defined in Eq. (20). \( O \oplus 0 \) refers to \( O \) being embedded in the first 2\( d \) computational states in the Hilbert space. By design, \( \lambda_{\min}(H_b) = -1 \) is the ground state energy with ground state \( |2d+1\rangle \).

For the state we obtain

\[
|\Psi(\gamma)\rangle := U_c(\gamma)|2d+1\rangle
\]

\[
= \cos(\tau\gamma)|2d+1\rangle + i\sin(\tau\gamma)|+_{2d}\rangle
\]

(32)

after applying the first Hamiltonian, where we used that \( |+_{2d}\rangle \) is an eigenstate of \( O \oplus 0 \). This gives the final state

\[
|\Psi(\beta, \gamma)\rangle := U_b(\beta)U_c(\gamma)|2d+1\rangle
\]

\[
= \cos(\tau\gamma)e^{i\beta}|2d+1\rangle
\]

\[
+ i\sin(\tau\gamma)\frac{1}{\sqrt{2d}} \sum_{j=1}^{d} e^{-IE_j\beta} |2j-1\rangle + e^{IE_j\beta} |2j\rangle.
\]

From this variational state we derive the expectation value

\[
\langle O(\beta, \gamma) \rangle = \langle \Psi(\beta, \gamma) | H_c | \Psi(\beta, \gamma) \rangle
\]

\[
= \sin^2(\tau\gamma)f(\beta) + 2\tau \cos(\tau\gamma)\sin(\tau\gamma)g(\beta)
\]

with

\[
f(\beta) = \frac{1}{d} \sum_{i,j} (A_{i,j} \cos(E_i \beta) \cos(E_j \beta) - 1),
\]

(33)

\[
g(\beta) = -\frac{\sin(\beta)}{d} \sum_{i=1}^{d} \cos(E_j \beta).
\]

(34)

---

\(^1\) This means that the length of the input scales linearly with \( L \).
For \( \tau \ll 1 \) the contribution of \( g \) becomes insignificant and \( \gamma = \frac{1}{\tau} \) minimizes the objective function as \( f(\beta) \leq 0 \), meaning the problem is equivalent to minimizing \( f(\beta) = \mu(E(\beta)) \) which approximates \( \mu(\phi) \) to arbitrary precision if \( E \) is chosen as in Lemma 2 and therefore gives a reduction from Problem 2.

In the proof of Theorem 3, the energies of \( H_b \) span many orders of magnitude. This means a potential quantum computer needs to be incredibly precise to implement such a QAOA. We will show, that this is not required, but that also for very simple spectra, hardness results can be obtained.

**Theorem 4.** QAOA optimization (Problem 6) is \( \text{NP} \)-hard for periodic optimization \( \beta, \gamma \in [0, 2\pi)^L \), even if we restrict \( \|H_b\| \leq 3 \) and \( \|H_c\| \leq 3 \) (i.e \( E_i \in \{-3,-2,\ldots,3\}\)).

**Proof outline.** In Appendix B, we construct explicit Hamiltonians \( H_b \) and \( H_c \) from an adjacency matrix \( A \), where the solution is \( \langle H_c \rangle_{\text{min}} = 1 - \frac{\text{2MaxCut}(A)}{|E(A)|} \) and \( \|H_c\| = 1 \). We do this by embedding a modified version of Problem 2 into the QAOA circuit in such a way, that deviations from the intended structure are penalized by increasing the expectation value.

From this we can derive bounds on the optimization errors for VQA in this restricted setting. Here, we are unable to use the same boosting technique to increase the hardness result further.

**Corollary 4.** All polynomial time algorithms for QAOA and therefore VQA optimization (Problems 6 and 4) have an optimization error \( \Delta \geq \frac{1-\alpha_{\text{max}}}{2} \), where \( \alpha_{\text{max}} \) is the approximation ratio of MaxCut.

**Proof.** For the Hamiltonians in proof of Theorem 4, we have \( w(H_c) = 2 \) and the lowest achievable expectation value is \( \langle H_c \rangle_{\text{min}} = 1 - \frac{2\text{MaxCut}(A)}{|E(A)|} \), where \( |E(A)| \) is the number of edges of the the graph. From this we can calculate an upper limit on the possible guaranteed precision of an optimization algorithm for all instances

\[
\Delta \geq \sup_A \left( \frac{|\langle H_c \rangle_{\text{min}} - \langle H_c \rangle_A|}{w(H_c)} \right) \\
\geq \frac{1}{2} \sup_A \left( 1 - \frac{2\text{MaxCut}(A)}{|E(A)|} - \frac{2|\mu_0(A)|}{|E(A)|} \right) \\
= \frac{1}{2} \sup_A \left( \frac{2\text{MaxCut}(A)}{|E(A)|} - \frac{2|\mu_0(A)|}{|E(A)|} \right) \\
= \frac{1}{2}(1 - \alpha) \frac{2\text{MaxCut}(A)}{|E(A)|} \\
\geq \frac{1 - \alpha}{2},
\]

where the supremum goes over all adjacency matrices and \( |\mu_0(A)| \) is the approximation of MaxCut from the algorithm and \( \alpha \) is the approximation ratio of the algorithm;

in the last step we used that \( \text{MaxCut}(A) \geq \frac{|E(A)|}{2} \). This means that if \( P \neq \text{NP} \), any polynomial time algorithm is only able to guarantee QAOA and therefore general VQA minimization to an optimization error \( \Delta \geq \frac{1-\alpha_{\text{max}}}{2} \).

For gradient based methods this means \( \Delta \geq 1/4 \) for logarithmically many qubits, as \( \alpha = 1/2 \) was shown.

## D. Free fermionic models

Free fermionic models are a certain class of fermionic many-body systems that are without actual particle-particle interactions. They are especially interesting for us, as they can be simulated efficiently for so-called Gaussian input states and observables.

Fermionic creation and annihilation operators are denoted by \( c^\dagger \) and \( c \). They satisfy the anticommutation relations \( \{c^\dagger_i, c_j\} = \delta_{i,j} \) and \( \{c_i, c^\dagger_j\} = 0 \) for all \( i, j \). We call an operator quadratic or Gaussian if it is a quadratic polynomial in the creation and annihilation operators. We will consider (balanced) quadratic observables of the form

\[
H = \sum_{i,j} h_{i,j} c^\dagger_i c_j
\]

and will call \( h \) the coefficient matrix of \( H \), which is Hermitian. Also, in the following, we denote operators by capital and their respective coefficient matrices by lowercase letters.

A quantum state is Gaussian if it can be arbitrarily well approximated by a thermal state of a quadratic Hamiltonian. For a Hamiltonian \( H \) we denote its ground state by

\[
\rho[H] = \lim_{\beta \to \infty} \frac{e^{-\beta H}}{\text{Tr}[e^{-\beta H}]}.
\]

From this we can define the VQA problem in the free fermionic setting.

**Problem 7 (VQA minimization problem, free fermions).**

Instance: Coefficient matrices \( h_0, h_1, \ldots, h_L, o \in \text{Herm}(\mathbb{C}^n) \).

Task: The coefficient matrices define quadratic observables \( H_0, H_1, \ldots, H_L \) and \( O \) via (36) and \( \rho_0 = \rho[H_0] \). For the evolved state

\[
\rho(\phi) := U_L(\phi_L) \cdots U_1(\phi_1) \rho_0 U_1^\dagger(\phi_1) \cdots U_L^\dagger(\phi_L),
\]

with \( U_i(\phi) = e^{-\beta_i H_i} \), find a \( \phi \in \mathbb{R}^L \) that minimizes \( \langle O(\phi) \rangle := \text{Tr}[O(\phi)] \).

**Theorem 5.** Problem 7 is \( \text{NP} \)-hard, even if the initial state \( \rho_0 \) is pure.

**Proof.** We prove the theorem via a reduction of Problem 2 to Problem 7. Therefore, we consider a Hermitian adjacency matrix \( A \in \{0,1\}^{d \times d} \).
For the VQA setup, we use \( n = d \times 2 \) fermionic modes \( c_i \) with \( i \in [2d] \) and \( L = d \) layers. To encode Problem 2 we define \( h_0, \{ h_i \}_{i \in [L]}, o \in \text{Herm}(C^{2d \times 2d}) \) as follows:

\[
h_0 = \left( 1 - \frac{1}{n} \right), \quad (38)
\]
\[
h_i = E_{i} \otimes \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right), \quad i \in [d], \quad (39)
\]

where \( 1_{a,b} = 1 \) and \( E_{i;a,b} = \delta_{i,a,b} \) (Kronecker delta) for all \( i, a, b \). The coefficient matrix \( o \) is given by the matrix \( O \) defined in Eqs. (19) and (20), which is used for the encoding of the adjacency matrix \( A \).

We define \( \Gamma_{i,j} := \text{Tr}(c_j^\dagger c_i \rho_0) \) to be the correlation matrix of \( \rho_0 \), which can be evaluated to \( \Gamma = 1/(2d) \) using the identity (C13). As the eigenvalues of \( h_0 \) are \( \lambda = (-1, 1, \ldots, 1) \), \( \rho_0 \) describes a pure state, cp. Appendix C. From Eq. (C3) we obtain the coefficient matrix of \( O(\phi) \) in the Heisenberg picture as

\[
o(\phi) = e^{i h_{i,a,b} \phi_{a,b}} \cdots e^{i h_1 \phi_1} e^{-i h_1 \phi_1} \cdots e^{-i h_{a,b} \phi_{a,b}}. \quad (40)
\]

With these prerequisites we can derive the following expectation value:

\[
\langle O(\phi) \rangle = \text{Tr}(O(\phi) \rho_0) = \text{Tr} \left( e^{i h_{i,a,b} \phi_{a,b}} \cdots e^{i h_1 \phi_1} e^{-i h_1 \phi_1} \cdots e^{-i h_{a,b} \phi_{a,b}} \right) = \sum_{i,j} o(\phi)_{i,j} \Gamma_{j,i} = \sum_{i,j} o(\phi)_{i,j} = \frac{1}{2d} \sum_{i,j} o(\phi)_{i,j} = \frac{1}{4} A_{i,j} \left( \cos(\phi_i) \cos(\phi_j) - 1 \right) = \mu(\phi), \quad (41)
\]

where the last step analogously follows Eq. (24). As this gives the objective function from Problem 2, this completes the desired reduction.

\section*{IV. CONCLUSION AND OUTLOOK}

Our results show that classical training poses challenge in VQA based hybrid quantum computations. Not only is optimizing VQA algorithms NP-hard, but also that no polynomial time algorithm can have an optimization error \( \Delta < 1 \) in all instances (assuming \( P \neq NP \)). Additionally, for significantly simpler systems, such as those composed of logarithmically many qubits or free fermions, the hardness results already hold. This also shows that hardness does not merely derive from the ground state problem. We have extended these results further to optimization on a single layer of gates, to continuous unitary time evolution and to QAOA problems.

We encoded NP-hard problems into local extrema of the optimization landscape of VQA problems. Gradient descent type optimization and also higher order methods can converge to any local minimum, determined mostly by the initialization. From this we could explicitly show, that even for logarithmically many qubits, these methods have an approximation error of \( \Delta \geq \frac{1}{2} \). For our particular VQA, this is significantly worse than what modern efficient MaxCut solvers can guarantee. This emphasizes the need for effective initialization procedures for VQA algorithms and poses the challenge of finding non-local heuristics for VQA optimization to overcome the problem of these persistent local minima to reach smaller optimization errors.

In order to put our results into perspective, we briefly compare them to other hardness results for relevant optimization problems. For instance, optimization within the density matrix renormalization group (DMRG) method is NP-hard [22]. However, hardness holds only for errors scaling as the inverse of the bond dimension and there are variants where convergence can be rigorously guaranteed [23]. VQA optimization is arguably more similar to the optimization in the Hartree-Fock method. Despite being NP-hard [24] it is widely used in many practical calculations. It is our hope that this work helps of identify and overcome optimization challenges also for practically relevant VQA problems.
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\section*{APPENDICES}

\section*{Appendix A: Proof of Lemma 2 on ergodic energy spectra}

Starting from the definition of \( E \)

\[
E_i := \frac{2\pi}{m}, \quad (A1)
\]

let \( \phi \in [0, 2\pi)^n \) be the desired phase vector. For this we define

\[
s_i := \left\lfloor \frac{\phi_i m}{2\pi} \right\rfloor \in \{0, \ldots, m-1\} \quad (A2)
\]
and
\[
t(s) := \sum_{j=1}^{n} s_j m^{j-1} \in \{0, \ldots, m^n - 1\}.
\]

Then
\[
\phi_i - E_it = \left(\phi_i - \frac{2\pi s_i}{m}\right) + \left(\frac{2\pi s_i}{m} - 2\pi \sum_{j=1}^{n} s_j m^{j-1-i}\right)
\]
\[
= \left(\phi_i - \frac{2\pi s_i}{m}\right) - \left(2\pi \sum_{j=1}^{i-1} s_j m^{j-1-i}\right) - \left(\frac{2\pi}{n} \sum_{j=i+1}^{n} s_j m^{j-1-i}\right).
\]

Hence,
\[
|\phi_i - E_i t|_{\text{mod} 2\pi} \leq \frac{4\pi}{m},
\]
which is what we wanted to show.

\[\square\]

Appendix B: Proof of Theorem 4 on multilayer QAOAs

Now we construct a many-one reduction from Problem 2 to a multilayer QAOA optimization. For this purpose, we first define some useful objects.

Let \(\mathcal{K} := \mathbb{C}^d \otimes \mathbb{C}^d \otimes \mathbb{C}^2 \otimes \mathbb{C}^2\), where \(d\) will be the size of an adjacency matrix to encode MaxCut and the number of layers (\(L = d\)). We define a larger Hilbert space \(\mathcal{H}\) as a direct sum \(\mathcal{H} = \mathcal{H}_1 \oplus \cdots \oplus \mathcal{H}_{2d+1}\) with \(\mathcal{H}_\ell \cong \mathcal{K}\) for \(\ell \in [2d+1]\). We canonically identify each \(\mathcal{H}_\ell\) with the corresponding subspace \(\mathcal{H}_\ell \subset \mathcal{H}\) and denote the canonical basis states by \(\{|i,j,a,b\rangle_\ell\}\), where \(i, j \in [d]\), \(a, b \in \{0,1\}\) and \(\ell\) indicates the subspace \(\mathcal{H}_\ell\). Next, we define two-level unitary evolutions by

\[
|\psi_0(\phi)\rangle = e^{-i\phi/2} \cos(\phi/2) |1\rangle + e^{-i\phi/2} \sin(\phi/2) |2\rangle,
\]
\[
|\psi_1(\phi)\rangle = \cos(\phi) |1\rangle + \sin(\phi) |2\rangle,
\]
\[
|\psi_2(\phi)\rangle = e^{i\phi} \cos(\phi) |1\rangle + i e^{i\phi} \sin(\phi) |2\rangle,
\]
\[
|\psi_3(\phi)\rangle = e^{-i\phi} \cos(\phi) |1\rangle - i e^{-i\phi} \sin(\phi) |2\rangle,
\]

which are generated as \(|\psi_i(\phi)\rangle = e^{-iH_i \phi} |1\rangle\) by

\[
H_0 = \frac{1}{2} \begin{pmatrix} 1 & -i \\ i & 1 \end{pmatrix}, \quad H_1 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},
\]
\[
H_2 = \begin{pmatrix} -1 & -i \\ -i & -1 \end{pmatrix}, \quad H_3 = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},
\]

with eigenvalues \(\{0,1\}, \{-1,1\}, \{-2,0\}\) and \(\{0,2\}\), respectively. Based on these evolutions, we define transfer Hamiltonians \(H_T, H_T^{(\ell)} \in \text{Herm}(\mathcal{K} \oplus \mathcal{K})\) as

\[
H_T^{(\ell)} := \sum_{i,j,a,b,x,y} \begin{cases} H_{1,x,y} & \text{if } i = j \text{ or } a = 0, \\ H_{2,x,y} & \text{if } i = \kappa \text{ or } j = \kappa, b = 0, \\ H_{3,x,y} & \text{if } j = \kappa, b = 1, \\ H_{4,x,y} & \text{otherwise} \end{cases} \times |i,j,a,b\rangle_x \langle i,j,a,b|_y
\]

and

\[
H_T := \sum_{i,j,a,b,x,y} H_{0,x,y} |i,j,a,b\rangle_x \langle i,j,a,b|_y
\]

with \(x, y \in \{1,2\}\).

Let \(A \in \{0,1\}^{d \times d}\) be the adjacency matrix of an unweighted graph with at least one edge. We will construct \(H_b\) such that it has the ground state

\[
|gs_b\rangle := \frac{1}{2\sqrt{\sum_i A_{i,j}}} \sum_{i,j,a,b} A_{i,j} |i,j,a,b\rangle \in \mathcal{K}.
\]

For this construction it will be helpful to denote

\[
H_{gs} := -3 |gs_b\rangle \langle gs_b|.
\]

The solution of MaxCut will be captured by the last subspace \(\mathcal{H}_{2d+1} \subset \mathcal{H}\). For this we define \(H_p \in \text{Herm}(\mathcal{K})\) as

\[
H_p = \frac{1}{2} \sum_{i,j,a,b,\tilde{a},\tilde{b}} \delta_{a\neq\tilde{a}} |i,j,a,\tilde{b}\rangle \langle i,j,\tilde{a},b|,
\]

where \(\delta_{a\neq\tilde{a}} := 1 - \delta_{a=\tilde{a}}\). Finally, we define \(H_b, H_c \in \text{Herm}(\mathcal{H})\) as

\[
H_b = H_{gs} \oplus H_T^{(1)} \oplus \cdots \oplus H_T^{(d)}, \quad H_c = H_T \oplus \cdots \oplus H_T \oplus H_p,
\]

where the ground state of \(H_b\) is \(|gs_b\rangle_1\) given as the embedded state \(|gs_b\rangle_1 = |gs_b\rangle \oplus 0 \in \mathcal{H}\). Similarly, \(|gs_b\rangle_\ell \in \mathcal{H}_\ell \subset \mathcal{H}\) is defined.

For the first layer, this gives the state
\[ |\Psi_0\rangle = |gs_b\rangle_1 = \frac{1}{2\sqrt{\sum A_{i,j}}} \sum_{i\neq j,a,b} A_{i,j} |i, j, a, b\rangle_1, \]
\[ U_c(\gamma_1) |\Psi_0\rangle = \sin(\gamma_1/2) e^{-i\gamma_1/2} |gs_b\rangle_2 + e^{-i\gamma_1/2} \cos(\gamma_1/2) |gs_b\rangle_1, \]
\[ U_b(\beta_1) U_c(\gamma_1) |\Psi_0\rangle = \frac{\sin(\beta_1) \sin(\gamma_1/2) e^{-i\gamma_1/2}}{2\sqrt{\sum A_{i,j}}} \sum_{i\neq j,a,b} A_{i,j} e^{i\alpha(i,j)} |i, j, a, b\rangle_3 + \ldots; \]
only the highest \( H_i \) subspace is shown, as this is the relevant one. Applying all \( d \) layers of the QAOA gives
\[ |\Psi(\beta, \gamma)\rangle = U_b(\beta_d) U_c(\gamma_d) \ldots U_b(\beta_1) U_c(\gamma_1) |\Psi_0\rangle = \frac{\prod_k \sin(\beta_k) \sin(\gamma_k/2) e^{-i\gamma_k/2}}{2\sqrt{\sum A_{i,j}}} \sum_{i\neq j,a,b} A_{i,j} e^{i\alpha(i,j)} |i, j, a, b\rangle_{2d+1} + \ldots \]
And thus the expectation value of \( H_c \) becomes
\[ \langle \Psi(\beta, \gamma) | H_c | \Psi(\beta, \gamma) \rangle = \frac{1}{2} \frac{\prod_k \sin^2(\beta_k) \sin^2(\gamma_k/2)}{4 \sum A_{i,j}} \times \sum_{i,j=1}^d 2A_{i,j} (\cos(\beta_i + \beta_j + \pi) + \cos(\beta_i - \beta_j) + \cos(-\beta_i - \beta_j - \pi) + \cos(-\beta_i + \beta_j)) + \langle O_{\text{rest}} \rangle \]
\[ = \frac{1}{2} \frac{\prod_k \sin^2(\beta_k) \sin^2(\gamma_k/2)}{4 \sum A_{i,j}} \sum_{i,j=1}^d 8A_{i,j} \sin(\beta_i) \sin(\beta_j) + \langle O_{\text{rest}} \rangle \]
\[ \geq \frac{\prod_k \sin^2(\beta_k) \sin^2(\gamma_k/2)}{\sum A_{i,j}} \sum_{i,j=1}^d A_{i,j} \sin(\beta_i) \sin(\beta_j), \]
where we used that \( A_{i,j}^2 = A_{i,j} \) and \( \langle O_{\text{rest}} \rangle \geq 0 \) denotes the expectation value of \( H_c \) within \( \mathcal{H}_1 \oplus \cdots \oplus \mathcal{H}_{2d} \). The expression
\[ f(\beta) := \sum_{i,j} A_{i,j} \sin(\beta_i) \sin(\beta_j) = 4 \mu(\beta - \pi/2) + 2 |E(A)| \]
is minimized for a shifted solution of Problem 2 with local extrema \( \beta_i \in \{\pi/2, 3\pi/2\} \). Its minimum value is non-positive, as \( \text{MaxCut}(A) \geq |E(A)|/2 \). This means that
\[ g(\beta, \gamma) := \prod_k \sin^2(\beta_k) \sin^2(\gamma_k/2) \]
needs to be maximized. This can be achieved trivially by setting \( \gamma_0 = \pi \) for all \( i \) and choosing \( \beta \) to be a local extremum, where the function evaluates to 1. This also minimizes \( \langle O_{\text{rest}} \rangle = 0 \). This means the problem is equivalent to minimizing \( \mu(\beta - \pi/2) \), which completes the reduction from Problem 2. Similarly, it follows that an algorithm approximating this QAOA also returns a lower bound to \( \text{MaxCut}(A) \).

Finally, we show the claimed norm bounds on \( H_b \) and \( H_c \) from Eq. (B6). Direct calculations reveal that \( \|H_{gs}\| = 3 \), \( \|H_T^{(o)}\| = 2 \), \( \|H_T\| = 1 \) and \( \|H_p\| = 1 \). Hence, \( \|H_c\| = 1 \) and \( \|H_b\| = 3 \).

**Appendix C: Free fermions**

In this section, we provide some basics on free fermions for the special case of particle number preserving Hamiltonians. Throughout, we consider \( n \) fermionic modes with annihilation operators \( c_1, \ldots, c_n \).

First, we explain how time evolution can be simulated efficiently. With the commutation relation \( [c_i^\dagger c_j, c_k^\dagger c_l] = \delta_{i,k}\delta_{j,l} - \delta_{i,l}\delta_{j,k} \), the time evolution in the Heisenberg picture becomes
\[ \dot{O} = i[H, O] = i \sum_{i,j=1}^n [h, o]_{i,j} c_1^\dagger c_j, \]
where \( o \) and \( h \) are again the coefficient matrices of \( O \) and \( H \), as in (36). With \( \dot{O} = \sum_{i,j=1}^n \dot{o}_{i,j} c_1^\dagger c_j \) we obtain
\[ \dot{o} = i[h, o]. \]
For \( O(t) = e^{iHt} O e^{-iHt} \) this gives
\[ o(t) = e^{iht} o e^{-iht}, \]
meaning that the Hilbert space unitary \( e^{iHt} \) is represented by the unitary \( n \times n \) matrix \( e^{iht} \) on the level of second moments.

Secondly we derive an expression for the covariance matrix \( \Gamma \) for thermal states. Quadratic observables (36)
can be written in a normal form. This form can be obtained by observing that unitary mode transformations leave the commutation relations invariant: For

$$\tilde{c}_i = \sum_{j=1}^{n} u_{i,j} c_j$$

(C4)

with $u \in U(n)$ being unitary matrix,

$$\{\tilde{c}_i^\dagger, c_j\} = \sum_{k,l=1}^{n} u_{i,k} u_{j,l}^\ast \{c_k, c_l^\dagger\} = \delta_{i,j}.$$  

(C5)

Hence, with basic linear algebra one can find a transformation $u \in U(n)$ such that

$$H = \sum_{i,j=1}^{n} h_{i,j} c_i^\dagger c_j = \sum_{i,j=1}^{n} \tilde{h}_{i,j} \tilde{c}_i^\dagger \tilde{c}_j = \sum_{i=1}^{n} \lambda_i \tilde{c}_i^\dagger \tilde{c}_i,$$

(C6)

where $h = u^\dagger \tilde{h} u$ and $\tilde{h} = \text{diag}(\lambda)$. This describe $n$ decoupled modes each with eigenenergies $E_i \in \{0, \lambda_i\}$. The total energy of an eigenstate is therefore $E = \sum_{i=1}^{n} E_i$. We note that the ground state energy is non-degenerate if $\lambda_i \neq 0$ for all $i \in [n]$. The normal form (C6) allows us to write the partition function of a thermal state at inverse temperature $\beta$ as

$$Z = \text{Tr}[\exp(-\beta H)] = \prod_{i}(e^{-\beta \lambda_i} + 1).$$

(C7)

Hence, the covariance matrix of the corresponding thermal state w.r.t. $\{c_i\}$ is given by

$$\hat{\Gamma}(\beta)_{i,j} = \langle \tilde{c}_i^\dagger \tilde{c}_j \rangle_\beta = -\delta_{i,j} \frac{\partial}{\partial (\beta \lambda_i)} \ln(Z)$$

$$= \frac{\delta_{i,j}}{e^{\beta \lambda_i} + 1}.$$  

(C9)

where we have denoted the expectation value of the thermal state by $\langle \cdot \rangle_\beta$, used the normal form (C6) in the second step and (C7) in the last step. In compact notation,

$$\hat{\Gamma}(\beta) = (e^{-\beta h} + 1)^{-1}.$$  

(C11)

Therefore, the covariance matrix w.r.t. $\{c_i\}$ is

$$\Gamma(\beta)_{i,j} = \langle \tilde{c}_i^\dagger \tilde{c}_j \rangle_\beta = \sum_{k,l=1}^{n} u_{k,i}^\ast u_{l,j} \langle \tilde{c}_k \tilde{c}_l \rangle_\beta,$$

(C12)

that is

$$\Gamma(\beta) = u^\dagger \hat{\Gamma} u = (e^{-\beta h} + 1)^{-1}.$$  

(C13)
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