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Readme in GitHub repositories serves as a preliminary source of information, and thus helps developers in understanding about the projects, for reuse or extension. Different types of contextual and structural content, which we refer to as categories of the content and features in the content respectively, are present in readme files, and could determine the extent of comprehension about project. Consequently, the structural and contextual aspects of the content could impact the project popularity. Studying the correlation between the content and project popularity could help in focusing on the aspects that could improve popularity, while designing the readme files. However, existing studies explore the categories of content and types of features in readme files, and do not explore their usefulness towards project popularity. Hence, we present an empirical study to understand correlation between readme file content and project popularity. We perform the study on 1950 readme files of public GitHub projects, spanning across ten programming languages, and observe that readme files in majority of the popular projects are well organised using lists and images, and comprise links to external sources. Also, repositories with readme files containing contribution guidelines and references were observed to be associated with higher popularity.

CCS Concepts: • Software and its engineering → Software libraries and repositories.

Additional Key Words and Phrases: Readme files, Good practices, Features, Categories, Popularity

1 INTRODUCTION

The number of open source projects available on platforms such as GitHub are increasing day-by-day. GitHub alone hosts more than 200 million repositories, involving more than 83 million developers, as of May, 2022. Developers across the world contribute to these projects for their development, identifying and resolving bugs, introducing new features and so on [2, 32]. Parts of the projects, such as certain code snippets or the projects as a whole, are reused for development of newer projects on GitHub [22]. Readme is one of the important artifacts of the repository, that is interacted for contribution or reuse, while also supporting further analysis on the repositories [36, 43].

Readme files contain variety of information that includes instructions on using the project, the features of the repository, contribution guidelines, release information and so on [14, 36], which is used both by developers and researchers [25, 29, 35]. The information in readme file largely impacts the contribution or usage of a repository [35]. Studies have also revealed that unclear and insufficient readme files have lead to poor developer onboarding and reduced contributions from developers [35]. Studies on developer discussions, such as gitter platform, have also indicated that developers consult documentation in the form of readme files for issue resolution and better project comprehension

1https://github.com/about
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This in turn impacts the popularity and progress of the repository as introducing new features, resolving bugs and so on depends on contributors of the repository [40]. Prana et al. have categorised the content in readme files into seven categories to facilitate better and easier discovery of information present and consequently update the file in cases of missing categories [36]. The content in readme files has been analysed in a recent study to understand the factors that impact popularity of academic AI repositories [20]. Patterns in readme files of java-based repositories on GitHub were identified, and their association with project popularity has also been analysed [30]. While the consistent changes in readme files were observed to be correlated to project popularity [1], these studies further indicate that content in readme files could have an impact on the popularity of the repository, along with the frequency of changes to readme files.

Analysing the content that differs across popular and non-popular readme files could provide insights on useful and important content that should be present in readme files for better project popularity. This analysis could also lead to understanding the common practices of logging readme files among the popular projects. However, there exist very few empirical studies in the literature that study the correlation between content in readme files and properties of project. While Fan et al. [20] have considered readme file content in assessing the popularity of projects, this study was specific to academic AI repositories. Also, the study conducted by Liu et al. [30] analyzes the extent of conformance of readme content to official GitHub guidelines, and compares the presence with number of stars associated with the project. However, this study is specific to projects in java programming language. Hence, in this paper, we plan to perform an empirical study on the correlation of readme content with project popularity, irrespective of the type of repositories. We include fork count, watcher count and pullrequest count, along with star count in determining popularity of the project, as indicated in the literature [1, 7, 12].

We perform an empirical study to identify

- **RQ1** - Correlation between features (structural content) in the readme files and the project popularity.
- **RQ2** - Correlation between categories (contextual content) of content present in readme files and the project popularity
- **RQ3** - Features and categories of readme content present in popular repositories, which could be important for better comprehension of the repositories.

We determine popularity of the repositories by considering stars, forks, watchers and pull requests, which were observed to be correlated with project popularity in the literature [1, 16, 20, 28]. The RQ1 and RQ2 could provide insights on the relation between project popularity and each readme category and feature, while RQ3 could provide insights on the important features and categories that are present/absent in popular versus non-popular repositories. RQ3 could thus drive us towards a list of important readme categories and features prevalent in popular repositories.

To answer the above research questions, we study the content in readme files of around 2000 GitHub repositories spanning across top 10 popular programming languages on GitHub, listed in Table 1. The programming languages were considered based on their order of popularity on GitHub, as we carryout the analysis on GitHub repositories. This order of popularity was observed to differ with the standard TIOBE Index (presented in Table 1). However, while order of popularity differed, 7 out of the 10 programming languages considered had the TIOBE Index value less than 10, indicating that majority (70%) of the programming languages considered are widely popular, thus suggesting generalisation of results of the study. We devise an approach to automatically calculate the feature count present in readme files for each of the features. The content in readme files could be categorized using Latent Dirichlet Allocation (LDA) topic modelling approach [4]. LDA approach can be assigned to classify the content into eight categories based
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| Language | GH Popularity Rank | TIOBE Index |
|----------|--------------------|-------------|
| C        | 10                 | 2           |
| C++      | 6                  | 4           |
| C#       | 9                  | 5           |
| Go       | 5                  | 13          |
| Java     | 3                  | 3           |
| Javascript | 2              | 7           |
| PHP      | 8                  | 8           |
| Python   | 1                  | 1           |
| Ruby     | 7                  | 16          |
| Typescript | 4              | 40          |

Table 1. The top 10 popular programming languages and their corresponding ranking in terms of popularity

The main contributions of the paper are:

- An empirical analysis of features and categories in 1950 readme files corresponding to 2000 GitHub repositories across top 10 popular programming languages on GitHub.
- A list of features and categories in readme files, and their correlation with the popularity of repositories. The results of the study are presented in Section 4.
- A ranked list of important features and categories that could potentially support better project comprehension, assuming popular repositories to have better comprehension.

The rest of the paper is organised as follows - Section 2 discusses some of the works in the literature that analysed the popularity of repositories based on various factors. Section 3 describes the methodology followed in the study and Section 4 discusses the results of the study. The threats to validity in the study are presented in Section 5. The implications of the study to researchers and practitioners are discussed in Section 6, followed by conclusion in Section 7.
2 RELATED WORK

Studies in the literature have analysed project characteristics of open source projects, based on their correlation with artifacts such as issues [26], pull requests [1] and forks [44] associated with the project, and based on the content in readme files such as badges [39], keywords [34], and textual categories [20]. We group the most relevant studies in literature that aim towards understanding project characteristics on the basis of artifacts analysed, into two categories - (i) corresponding to correlation with artifact features and (ii) corresponding to readme files.

2.1 Studies corresponding to correlation of artifact features and project characteristics

There exists works in the literature that explore the relationship between various characteristics of the repositories and the features of different artifacts in the repositories. For example, the technical complexity of language in issue discussions has been analysed, which revealed that discussions inline with the project-specific language contribute to faster issue resolution rates [26]. Other characteristics such as determining pull request acceptance based on contributors’ profile [42], issue resolution based on type of maintenance activity in the project and so on were explored in the literature [33].

Popularity is among the most commonly considered characteristics of the project. Borges et al. have analysed correlation between different project characteristics such as fork count, commit count, repository age and so on, and the project popularity of top starred 2500 repositories on GitHub, by considering star count as popularity metric [6]. A considerable difference in the values of these characteristics was observed in relation to the star-count of the repositories [6]. These features were further used in generating prediction models to predict the number of stars and ranking of GitHub repositories [5]. Zhu et al. defined popularity of the projects based on the projects’ fork count and analysed the variation of fork counts of projects based on the patterns of folder structure in projects [44]. The folder structure and types were analysed for 140K GitHub projects, where the standard folders such as those corresponding to testing and usage examples were observed to contribute to increased fork counts [44].

The updates made and their frequency to documentation related files in different types of projects were studied to assess if they contribute to popularity of the projects, with number of stars, forks and pull requests being considered as dimensions of popularity [1]. This study revealed that consistent updates to documentation related artifacts contribute to increased popularity of the projects [1]. Twenty features corresponding to source code, replicability and documentation of the projects have been studied to understand their impact on the star count of the academic AI repositories [20]. The relation between different combinations of content in java readme files and star count of the corresponding repositories has been analysed, to find the most frequently used patterns in readme files of popular java repositories [30].

2.2 Studies corresponding to readme files

Readme files are considered as a preliminary source to understand about a repository, both by researchers and developers. Readme files have been used to assess and understand various properties of repositories in the literature [20, 30, 39].

Zhang et al. have analysed the content in readme files to detect similarities among the repositories [43]. The quality of around 290K GitHub repositories from project maintainers’ perspective is assessed by obtaining a degree of correlation of content corresponding to badges in readme files with project quality [39]. In an attempt to understand types of content present in Readme files, Prana et al. have analysed the readme content of 393 GitHub repositories. The content was then classified into seven categories based on the information being discussed in each section of the readme files.
This categorisation was perceived to be useful to the developers and a classifier has been designed to automatically detect such categories in the readme files, to ease the process of locating information in readme files [36].

The content in readme files of 77 million GitHub repositories presented by GHTorrent has been analysed for the presence of links or keywords pointing to "donations", to identify donation platforms [34]. The quality of readme content has been analysed to understand the quality of software documentation in projects [38]. Ten dimensions that define quality of a document have been presented and their presence is checked against readme files of 159 GitHub projects corresponding to R language manually [38]. Towards understanding the factors that influence adoption of CI tools to GitHub repositories, the readme content is processed, to extract repository badges, that provide insights on the nature of the projects, which could consequently help in identifying features of the projects [27].

The readme files, along with the source code of about 1.1K GitHub repositories in the context of AI have been analysed to identify the features in the readme content that contribute to popularity of the repositories [20]. About 10 features corresponding to the documentation were presented and were analysed for contributions to popularity of the repositories [20]. The content in readme files of 129 GitHub projects, corresponding to COVID-19, was analysed to identify the category of projects, in an attempt to identify the relation between different types of bugs and the project categories, in projects dealing with COVID-19 [37]. Readme files of 14.9K java repositories on GitHub have been clustered based on the content present in them, to assess their conformance to GitHub official guidelines, to detect common patterns, and to identify the relationship between star count and the presence of specific groups of content in the repositories [30].

Features of various artifacts such as frequency of updates, number of contributors and so on were analysed for their correlation with popularity. Though readme files are one of the important artifacts of the project, there exist very few studies that assess contents in the readme files, especially towards their contribution to project popularity. While Fan et al. and Liu et al. explore the impact of different features of readme files on the project popularity, these studies focuses only on academic ai repositories and java-based repositories, and consider only star count as a metric for project popularity [20, 30].

Hence, through this study, we wish to extend the scope, to include GitHub repositories irrespective of their domain and programming language, to consider both structural and contextual characteristics of the readme content. We also aim to identify if there exists a difference across programming languages with respect to the categories and features present and their relation with project popularity, which could be determined based on the number of stars, forks, watchers and pull requests.

3 STUDY DESIGN

The main aim of this paper is to assess the relation between project popularity and the features and the types of content in readme files. We envision that understanding the features and categories that strongly relate to project popularity could provide insights on specific type of content and features that could be considered by project developers and contributors for better project popularity. Assessing the presence of correlation between the features or categories and the project popularity could indicate the level of impact of these aspects on project popularity.

To this end, we devise our study based on the Goal Question Metric approach [3], which was used for conducting empirical studies in the literature that compare existing approaches or artifacts [11], presented in Table 2, to explore the following research questions:

**RQ1: Does presence of a specific feature relate to the popularity of the repository?**
We process popular and non-popular repositories to extract the features present in the repository and then analyse the results using statistical hypothesis tests that support numerical values, to understand if each of the features have a significant relation with the popularity of the repository. It has been observed that popular projects tend to have references with links to external sources and other GitHub repositories in their readme files, which were observed to be minimal among the non-popular repositories. The popular repositories included images in the readme files, which could provide more details about the projects for users and contributors.

**RQ2: Does presence of a specific category relate to the popularity of the repository?** The popular and non-popular repositories were analysed for presence of categories in the readme files. We applied statistical significance tests, relevant to non-numerical values, to understand the significance of each category in contributing to popularity of the projects. Popular projects comprised more details in the readme files with respect to the contribution guidelines and references, which were hardly present in the non-popular projects. However, details about how to use a repository were present in readme files of majority of the repositories, irrespective of their popularity.

**RQ3: Which features and categories vary among the popular and non-popular repositories?** Presence of a feature, or a category in the popular repositories and absence of the same in non-popular repositories, or viceversa, could indicate that the specific feature or category is capable of determining the popularity of the project. We build a random forest classifier to identify the important features and categories. To reduce the confusion and increase performance of the random forest classifier, features are analysed for any possible correlations among them, and one of the correlated features from each pair of correlated features was dropped while building the random forest classifier. This analysis of important features and categories revealed that presence of external links, links to other GitHub repositories, references and license information strongly differentiate the popular repositories from the non-popular ones.

We follow the four phase methodology presented in Figure 1 that deals with data collection, data processing and result analysis at a higher level, similar to the empirical studies in literature that assess crowd sourced code and open-source projects [10, 11, 13, 41], or the correlation between readme file content and popularity [20, 30]. For this empirical study, the data collection process deals with extracting the readme files of GitHub repositories (phase 1), while the data processing phase deals with feature extraction (phase 2) from, and categorization (phase 3) of, content in readme files and the result analysis phase deals with analysing the correlation between project popularity and features and categories using statistical approaches (phase 4). We elaborate each of the four phases below:

### 3.1 Phase 1: Data Collection

Studies in the literature with similar goals of assessing correlation of presence of certain artifacts have analysed open source repositories ranging from about 100 to 77 million. The closest relevant works in the literature, that we consider...
as a basis for features [20] and categories [36], consider 1.1K and 393 repositories respectively. Another work that analyses project characteristics based on star count [6] considered 2.5K repositories. Similar to these existing studies, we collected 2000 GitHub repositories, which could be a sufficient sample of data, to assess the correlation between readme content and popularity of repositories. These repositories span across the top 10 most popular programming languages on GitHub\(^2\). 200 repositories were collected from each of the 10 programming languages, and the metadata corresponding to number of stars, forks, watchers and pull requests has been extracted.

As an initial filtering criteria to support selection of repositories, we considered top starred 100 repositories and 100 repositories randomly, with star-count in the range of 0 to 100, from each programming language, to create an initial datadump of 2000 repositories. The bottom most repository of the top starred 100 repositories across all the languages had the stargazer count as 5153\(^3\), as of 10th December 2021. To ensure significant difference between the popular and non-popular repositories, we make an initial assumption that repositories with star count less than 100 could be considered as non-popular when compared to the popular repositories with at least 5153 stars. This also satisfies the assumptions in literature which considered repositories with at least 1000 stars to be popular [24]. Thus, we consider star-count as an initial filter to identify popular and non-popular repositories, as star count is one of the prominent features to determine popularity [20, 30]. However, as popularity metric could also include other metrics of the project [1, 16], we later define the popularity metric to consider stars, forks, watchers and pull requests. We use this metric to assign popularity ranks to the repositories, by considering all 200 repositories across each of the programming languages. Thus, we consider star count as a prominent feature to determine popularity, but, we do not limit the popularity rank assignment solely to star count.

For a well-distributed set of non-popular repositories, we extracted the metadata of 100 repositories randomly, with at least one repository with stargazer count in the range of 1 to 100 from each of the programming languages. While the popular repositories were considered based on the extreme values of stars (top 100 most starred repositories), the

\(^2\)https://madnight.github.io/githut/#/pull_requests/2021/4
\(^3\)https://github.com/rails-api/active_model_serializers
Table 3. Features considered for analysis of readme files

| Feature [f(x)] | Feature description | Identification [x] | Source format |
|---------------|---------------------|---------------------|---------------|
| List          | Number of lists     | <ol>&<ul>           | html          |
| Image         | Number of images    | <img>               | html          |
| Animated Image| Number of animated images | .gif | html          |
| Video         | Number of video links | "video", "youtu.be" in url sentence | html          |
| Table         | Number of tables    | <center>            | html          |
| GitHub        | Number of github links | "github.com" in url | html          |
| Links         | Number of external links | <a>and "url" | html          |
| Code          | Number of code blocks | Half the number of 3 backticks | markdown      |
| Inline Code   | Number of inline code elements | <code>&</code> | html          |
| Project       | Number of links to project page | "project" in "url" | html          |

extreme values of stars (top 100 least starred repositories) could not be considered for non-popular repositories. This is because, majority of the least starred repositories had a star count of 0, thus not facilitating well-distributed nature of the dataset. As a result, a list of 1000 popular and 1000 non-popular repositories across the ten programming languages have been extracted. This extraction took about 3 working days, due to the range limitations of GitHub API.

We cloned all the 2000 repositories and processed these repositories to extract the readme files of interest across the repositories. The files with names ‘readme’ and extensions - `.txt`, `.md`, `.rdoc`, `.html`, `.asciidoc`, `.adoc`, `.rst` and `.markdown` have been extracted. We observed that some of the repositories have multiple files with the name ‘readme’ in the sub-folders of the projects, while some repositories do not comprise any files with the name ‘readme’. We limit the focus of this study to the readme files on the starting page of the GitHub repository, as they first appear while visiting a repository, and hence consider only those readme files in the root folder of each repository. Thus, we ensure that projects having readme content on the starting page of the GitHub repository are analysed. This resulted in a set of 1950 readme files that were analysed. All the readme files were renamed after their parent repository for better comprehension of the results.

3.2 Phase 2: Feature extraction

We explore different types of components present in the readme files. Fan et al. have presented 10 features in the documentation dimension in their study on popularity of academic AI repositories [20]. Readme files were considered for analysis in the study by Fan et al. to obtain insights on the documentation dimension. As we also aim to understand the impact of components present in readme files on popularity of the repository, similar to the study by Fan et al. [20], we considered 9 out of the 10 features presented in documentation dimension by Fan et al in this study. We did not consider ‘has-license’ feature presented in [20], as this feature deals with presence of license information in the repository, but does not evaluate if the ‘license’ component is present specifically in the readme file. We performed a manual walkthrough of readme files of 10 repositories, corresponding to languages being considered, on GitHub, to identify the presence of any other components, other than the 9 features being considered. We observed that readme files might contain links to external sources which need not be other GitHub repositories or those specific to the project. Thus, we add the tenth feature, ‘external links’ to the set of features, and extract the 10 features, listed in Table 3, from each of the repositories.

Considering the ease of extracting features presented in Table 3, such as list, tables, and so on from html files, we convert the readme files written in markdown format to html using the markdown parser provided by python, the...
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| Category      | Content Examples                          |
|---------------|------------------------------------------|
| What          | Functionalities of the project           |
| Why           | Purpose of the project                   |
| How           | Installation instructions                |
| When          | Release information and project status   |
| Who           | Contributors and project team            |
| References    | API documentation & other useful information |
| Contribution  | Contribution guidelines                  |

Table 4. Categories considered for analysis of readme files

The features links, images, animated images, video links, tables, github links, project links, inline code and external links were extracted from the html version of the files, while the feature code was extracted from the markdown version of the files. Each feature, f(x) is extracted based on the presence of identification, x, and the resultant value, count_feature_fx, for each feature is calculated as follows:

\[
\text{for each_line in html file, if } x \text{ in each_line, count_feature_fx = count_feature_fx + 1}
\]

i.e.,

\[
\text{count}_x = \sum_{\text{lines, instance}_x}
\]

where, count_x refers to the number of occurrences of a specific feature f(x) and instance_x refers to the presence of the corresponding identification, x, in the corresponding source files.

3.3 Phase 3: Content Categorization

In order to categorize content in the readme files, we consider seven categories, as presented in [36] by Prana et al. and the GitHub guidelines\(^5\) to create readme files [30]. In the study [36], Prana et al., have proposed seven classes to categorize the content present in readme files of GitHub repositories. Since, the current study also deals with readme files in GitHub projects, we see that the categories presented by Prana et al. [36], listed in Table 4, are relevant to the study. These categories were also observed to be inline with GitHub Recommended Sections for readme files, and were integrated with the seven categories. The what category corresponds to project description section, how category to installation and usage section, contribution category to contributing section, and the who category to credits section of the recommended sections. Almost all the GitHub recommended guidelines for readme files were thus observed to be a subset of the categories presented in [36], facilitating us to consider both the recommended guidelines as well as the categories proposed by Prana et al., by identifying the seven categories listed in Table 4 in readme files.

The readme files extracted from each of the repositories are processed, and the section headers and corresponding content in the files are extracted. This extracted data is processed to remove stop words and generate tokens. Each of the tokens of a specific section in the readme file are analysed and mapped to one of the seven categories if they are related to one of the categories. This mapping is done with the help of a pre-trained SVM-based classifier, trained on manually annotated dataset as a part of READMEClassifier [36]. This classifier helps in identifying the types of categories present in the readme files, and also supports labelling of a specific section in the readme file with the corresponding category.

\(^4\)https://mistune.readthedocs.io/en/latest/

\(^5\)https://guides.github.com/featureswikis/
With the readme files as input, a list of categories present in each of the files, based on the tokens in the files were obtained as output. Also, the categories of the corresponding sections for each readme file were presented as a result of classification. This data is further processed to include the boolean values ‘0’ and ‘1’ to each of the categories, to indicate presence or absence of a category in the readme file.

3.4 Phase 4: Result Analysis

The features and categories present in each of the repositories are compared to the popularity of the repositories to identify possible differences in the correlation of features and categories with respect to popularity. To facilitate this analysis, we consider popular and non-popular repositories to be two groups of data. While stars were considered as the basis to extract repositories during data collection, works in the literature have explored varied approaches towards determining the popularity of repositories. To ensure credibility of repositories in popular and non-popular groups, we consider a two level popularity ranking mechanism as in [24], where the first level, in Phase 1, considers only stars and the second level, in this phase (Phase 4), includes other dimensions. Inline with the existing literature, we use the four dimensions - stars, forks, watchers and pull requests to assign popularity ranks to the repositories [1, 7, 12]. We define the popularity metric as the sum of these four dimensions, as follows:

\[
\text{popularity} = \text{star_rank} + \text{fork_rank} + \text{watcher_rank} + \text{pullrequest_rank}
\]

\[
\text{star_rank} : \text{position of repository in ascending order of star_count}
\]

\[
\text{fork_rank} : \text{position of repository in ascending order of fork_count}
\]

\[
\text{watcher_rank} : \text{position of repository in ascending order of watcher_count}
\]

\[
\text{pullrequest_rank} : \text{position of repository in ascending order of pullrequest_count}
\]

The star_rank, fork_rank, watcher_rank and pullrequest_rank are calculated for all the repositories in each language in descending order. The repository with largest value is ranked with a larger value than others, with respect to each dimension. The ranks for all the four dimensions are added to generate popularity value. The popularity value is then compared across all the repositories corresponding to a specific programming language, and the resultant popularity_rank is calculated similar to the dimension ranks, where the repository with largest popularity value is ranked with the highest value. Thus, the repository with larger popularity rank implies better popularity. For example, in the repository list of C programming language, the popularity rank of the repository netdata\(^6\) is 198, with star_rank, fork_rank, watcher_rank and pullrequest_rank being 197, 184, 197 and 193 respectively. The top ranked 100 repositories in terms of popularity are considered as popular repositories, while the rest were considered as non-popular repositories. While the order of popularity ranks varied slightly when compared to the star count, we observed that the top 100 repositories with respect to the popularity rank belonged to the top starred 100 repositories in each programming language. Thus, for each programming language, we arrive at a list of popular and non-popular repositories.

3.4.1 Feature Analysis. The count of presence of each feature for all the repositories has been extracted. We then apply the Wilcoxon’s rank sum test to obtain insights on whether there exists a significant difference in this count among popular and non-popular repository groups in each programming language.

We start the statistical analysis with a null hypothesis that both the groups of data follow same statistical distribution. We then assign ranks to each repository in the groups, based on the feature value, considering one feature at once. The means of ranks are calculated for each group and the difference in the mean values is processed to obtain the p-value. The z-score, or the standard deviation of the groups is calculated, assuming a near-normal distribution among the

\(^6\)https://github.com/netdata/netdata
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### Table 5. Wilcoxon’s p-value and Cliff’s delta for features being considered, across each of the ten programming languages considered – C, C++, C#, R: Ruby, T: Typescript, Py: Python, P: PHP, Js: Javascript, J: Java

| Feature | Wilcoxon’s p-value | Effect Size based on Cliff’s delta |
|---------|-------------------|-----------------------------------|
| | <0.05 | >0.05 | Negligible | Small | Medium | Large |
| List | R, Py, Js, J, C#, Go, C, C++ | T, P | T | P | R, C#, C, C++ | Py, Js, J, Go |
| Image | R, T, Py, P, Js, J, C#, Go, C, C++ | | T, P, J | P | R, Py, Js, C#, Go, C, C++ |
| Animation | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, P, Js, J, C#, Go, C, C++ | Py |
| Video | R, T, Py, P, Js, J, C#, Go, C, C++ | R, P, J, C#, Go, C, C++ | T, Py, Js |
| Table | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | T, P |
| Github | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | R, Py, Js, J, C#, Go, C, C++ |
| Links | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ |
| Project | Js, Go, C++ | R, T, Py, P, J, C#, C | R, T, P, C | Py, J, Go, C++ | Js, C# |
| Inline | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, Js, C#, Go, C, C++ |
| Code | T, Py | R, P, Js, J, C#, Go, C, C++ | R, P, J, C#, Go, C | Py, Js, C++, C++ | T |

| Feature | Wilcoxon’s p-value | Effect Size based on Cliff’s delta |
|---------|-------------------|-----------------------------------|
| | <0.05 | >0.05 | Negligible | Small | Medium | Large |
| List | R, Py, Js, J, C#, Go, C, C++ | T, P | T | P | R, C#, C, C++ | Py, Js, J, Go |
| Image | R, T, Py, P, Js, J, C#, Go, C, C++ | | T, P, J | P | R, Py, Js, C#, Go, C, C++ |
| Animation | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, P, Js, J, C#, Go, C, C++ | Py |
| Video | R, T, Py, P, Js, J, C#, Go, C, C++ | R, P, J, C#, Go, C, C++ | T, Py, Js |
| Table | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | T, P |
| Github | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | R, Py, Js, J, C#, Go, C, C++ |
| Links | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ |
| Project | Js, Go, C++ | R, T, Py, P, J, C#, C | R, T, P, C | Py, J, Go, C++ | Js, C# |
| Inline | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, P, Js, J, C#, Go, C, C++ | R, T, Py, Js, C#, Go, C, C++ |
| Code | T, Py | R, P, Js, J, C#, Go, C, C++ | R, P, J, C#, Go, C | Py, Js, C++, C++ | T |
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in case of numerical data, the current analysis supports categorical and non-numerical data. Hence, we apply Fisher’s exact test on the repositories for each of the categories to understand if there exists a significant association between presence of a category in the readme file and the popularity group of the repository. The Fisher’s exact test forms a 2X2 contingency matrix, with the count of popular and non-popular repositories comprising of a category, and not comprising of the category respectively. This contingency table is used to calculate the hyper-geometric probability value (p-value) of the category over two groups of data.

Considering the confidence level to be 95%, the categories with p-value less than 0.05 are considered to be significantly associated with the popularity of the repositories. The p-value for three and two categories were observed to be less than 0.05 and greater than 0.05 respectively for all programming languages. The results of the Fisher’s exact test are presented in Table 6.

### 3.4.3 Identifying Important Features and Categories.

To understand the important features and categories that could be considered as strongly associated with popularity of a repository in a specific programming language, a random forest classifier is built individually for set of features and categories. The features and categories that resulted in better accuracy of the random forest classifier were then considered as important features and categories.

To avoid reduced importance of correlated features in the random forest classifier, we first check for the presence of collinearity among the features using Spearman’s correlation factor. For every pair of features, the spearman’s correlation factor $\rho$ is calculated and compared against the threshold. The threshold for $\rho$ has been set to 0.7, inline with the threshold in the study by Fan et al [20].

While the spearman’s correlation factor varied for pairs of features across different programming languages, the correlation factor for *github links* and *external links*, was observed to be greater than the threshold for all programming languages. The list of correlated features across the ten programming languages considered is presented in Table 7. If there is only one pair of correlating features, we randomly drop one of those features in building the random forest classifier. If there are more than one pair of correlating features, we identify if there exists a common feature among these pairs, retain this feature, and discard the rest of the features. In cases where there does not exist any common feature among the pairs, one of the feature in the pairs is randomly discarded, and the random forest classifier is built using the rest of the features.

Table 6. Fishers exact test p-value for categories being considered

| Category   | Fisher’s Exact test p-value |
|------------|-----------------------------|
|            | <0.05                       | >0.05      |
| What       | C, C++, C#, Go, Js, P, Py, R, T | C, C++, C#, Go, Js, P, Py, R, T |
| Why        | C, C++, C#, Go, Js, P, Py, R, T | C, C++, C#, Go, Js, P, Py, R, T |
| How        | C#                          | C, C++, C#, Go, Js, P, Py, R, T |
| When       | C, C++, C#, Go, Js, P, Py, R, T | J             |
| Who        | C, C++, C#, Go, Js, P, Py, R, T | J             |
| Reference  | C, C++, C#, Go, Js, P, Py, R, T | C, C++, C#, Go, Js, P, Py, R, T |
| Contribution | C, C++, C#, Go, Js, P, Py, R, T | C, C++, C#, Go, Js, P, Py, R, T |
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The spearman's correlation factor was also calculated for all the pairs of categories. However, no two categories were observed to have strong correlation, with $\rho$ value less than 0.7 for all the pairs across all the programming languages.

The random forest classifier is built using the non-correlating features, and a train to test ration of 70:30. While the train to test ratio remained constant, the test and train data was altered with replacement using the out-of-bag bootstrap strategy, for 1000 iterations. As a result, the accuracy of random forest classifier in each iteration has been calculated and the average accuracy of the model was obtained. We observed the average accuracy of random forest classifier built to be at least 70% for nine of the ten programming languages, while that of PHP was observed to be 63%. We calculate the importance of each feature using the gini importance [8, 9] that could be obtained from the random forest classifier model. The gini importance ranks the features in terms of the extent to which a feature decreases impurity of the model.

The average of decrease in impurity corresponding to a feature provides insights on the importance of the feature. Any possible incorrect interpretations are mitigated by considering the variance in accuracy of the model with random shuffling of each feature or category using permutation-based importance [15]. A larger variance in accuracy of the model implies more importance of the feature or category with respect to popularity. Both methods to assess importance of a feature revealed similar levels of importance for majority of the features and categories. If there are any discrepancies in levels of importance across two methods, the difference in impurity values of the respective features or categories and the difference in accuracy variance of the respective features or categories is calculated and compared. If there is a larger difference in the accuracy variance values, then the respective features are ranked based on permutation-based importance, else, they are ranked based on gini importance. The ranks assigned to the features and categories in each of the programming languages are presented in Tables 8 and 9.

For example, a discrepancy in the levels of importance was observed in case of the Go programming language where Inline and Code features were ranked as the fourth and fifth most important by gini importance, and vice-versa by permutation-based importance. However, the difference in the importance scores were considerably low and almost zero in case of permutation-based importance, when rounded up to three decimals. Hence, Inline feature is ranked higher than the Code feature.

The correlating features identified through spearman’s correlation analysis were assigned the same rank as that of the corresponding correlating feature. For example, since Links and GitHub, and the Links and Images features were observed to have stronger correlation in C++, the random forest classifier built for C++ considers only Links feature and thus the results of gini-importance and permutation-based importance do not result in the values for Images and Github. However, since these two features are strongly correlated to Links feature, the values of importance and the ranks could be same as the Links feature. The results of ranking, in the descending order of importance of features is presented in Table 8.
## Features with their corresponding ranks of importance

| Language | GitHub | Links | Image | List | Inline | Code | Video | Project | Table | Animation |
|----------|--------|-------|-------|------|--------|------|-------|---------|-------|-----------|
| C        | 1      | 1     | 2     | 3    | 4      | 5    | 6     | 7       | 8     | 9         |
| C++      | 1      | 1     | 2     | 3    | 4      | 5    | 7     | 6       | 9     | 8         |
| C#       | 1      | 1     | 1     | 3    | 5      | 7    | 8     | 4       | 9     | 6         |
| Go       | 1      | 1     | 1     | 1    | 4      | 5    | 7     | 6       | 8     | 8         |
| Java     | 1      | 1     | 3     | 2    | 4      | 6    | 8     | 5       | 8     | 7         |
| Javascript | 1   | 1     | 1     | 3    | 6      | 4    | 6     | 5       | 6     | 6         |
| PHP      | 1      | 1     | 2     | 3    | 4      | 5    | 7     | 6       | 8     | 8         |
| Python   | 1      | 1     | 4     | 2    | 3      | 5    | 8     | 6       | 8     | 7         |
| Ruby     | 1      | 1     | 2     | 3    | 4      | 5    | 7     | 6       | 7     | 7         |
| Typescript | 1  | 1     | 4     | 6    | 3      | 2    | 5     | 7       | 9     | 7         |

Table 8. Feature Importance and ranking based on gini-importance and permutation-based importance across the 10 programming languages. Ranks of importance are presented in descending order, where feature with rank 1 has highest importance and that with rank 9 has the least importance.

## Categories with their corresponding ranks of importance

| Category | What | Why | How | When | Who | Refernece | Contribution |
|----------|------|-----|-----|------|-----|-----------|--------------|
| C        | 4    | 7   | 5   | 6    | 3   | 1         | 2            |
| C++      | 4    | 7   | 6   | 5    | 2   | 3         | 1            |
| C#       | 4    | 7   | 5   | 6    | 3   | 2         | 1            |
| Go       | 2    | 7   | 6   | 5    | 4   | 3         | 1            |
| Java     | 3    | 7   | 5   | 4    | 6   | 1         | 2            |
| Javascript | 4  | 7   | 6   | 5    | 2   | 3         | 1            |
| PHP      | 4    | 7   | 5   | 5    | 1   | 2         | 3            |
| Python   | 4    | 7   | 5   | 5    | 3   | 1         | 2            |
| Ruby     | 5    | 7   | 4   | 5    | 3   | 1         | 2            |
| Typescript | 4  | 7   | 5   | 5    | 1   | 3         | 2            |

Table 9. Category Importance and ranking based on gini-importance and permutation-based importance across the 10 programming languages. Ranks of importance are presented in descending order, where category with rank 1 has highest importance and that with rank 7 has the least importance.

A similar approach, as for features, was followed to build the random forest classifier based on categories. The train to test ratio was considered to be 70:30, with out-of-bag bootstrap strategy applied over 1000 iterations. The average accuracy of the random forest classifier built based on categories was observed to be at least 72% for all the programming languages, except for PHP and Ruby, for which, the accuracy was 64%. The gini-importance and permutation-based importance was calculated for each of the categories, and the level of importance of categories was observed to be the same across both the methods. The result of ranking the categories based on their importance is presented in Table 9.

## 4 RESULTS

In this section we elaborate the results of the analysis and answer the research questions based on the results.

**RQ1: Does presence of a specific feature relate to the popularity of the repository?**

The features listed in Table 3 have been extracted from each of the readme files of the 2000 repositories. The count of these features is considered to be associated with project popularity. The distribution of feature counts for all the
Fig. 2. Plot displaying correlation of all 10 features across repositories in all the 10 programming languages

Fig. 3. Plot displaying correlation of four features with popularity for C language repositories

Fig. 4. Plot displaying correlation of four features with popularity of Typescript language repositories

repositories under consideration, irrespective of their programming languages, with respect to the popularity rank is displayed in Fig. 2. The popularity rank, here is calculated across all the 200 repositories. The spike in the graph in Fig. 2 indicates the count of the corresponding feature. Higher and larger number of spikes for features with increasing popularity rank indicate that the respective feature could have a positive correlation with the popularity rank, i.e., the count of the feature increases with increase in popularity rank. The distribution of List, GitHub, Links and Image feature counts with respect to popularity rank of the repositories in C and Typescript languages is presented in Fig. 3 and Fig. 4.
respectively. Fig. 3 depicts increasing number of spikes for GitHub and Links features, with popularity rank. The spikes for Image and List features are increasing at a slower rate than GitHub and Links.

Also, the List feature has spikes increasing unevenly with popularity rank. This could indicate that GitHub and Links features have more positive correlation with popularity rank, followed by Image and List features for repositories in C language. Fig. 4 depicts increasing number of spikes for GitHub and Links features with popularity rank, while that of Image and List features do not evenly increase unlike Links and GitHub features, with more unevenness in case of List feature. This could indicate strong positive correlation of GitHub and Links features with popularity ranks, and weaker correlation of Image, followed by List features. Also, the Fig. 3 and Fig. 4 indicate that List feature in C language repositories has more positive correlation than the List feature in Typescript language repositories, as there are more number of even spikes for List feature in Fig. 3, than in Fig. 4. The graphs presented here are intended to bring-out a high level idea of correlation of some features with popularity rank. Exact values of all feature counts for repositories in all the languages can be found here\(^7\). However, to gain a much clearer understanding statistically, if each of the features have a correlation with the popularity of the repositories, we applied non-parametric statistical hypothesis tests that determine the statistical significance between two groups of data. Such tests were observed to be applied in literature in studies with similar aims of understanding impact of specific nature of projects on the projects’ characteristics and the association between these characteristics and project nature [12, 18–21].

Wilcoxon’s rank-sum test was applied on each of the ten features to identify if there exists a statistically significant difference in the feature values among the popular and non-popular groups of repositories. The p-value of wilcoxon’s rank sum test determines the presence of significant statistical difference. Features with p-value less than 0.05 (\(\alpha\)) imply that the respective features are associated with popularity of the repository and are observed to vary across popular and non-popular repositories.

It has been observed that Image, Github, Links and Inline features are strongly associated with popularity of repositories and Animated Image, Video and Table were observed not to have a strong relation with popularity across all programming languages, based on the corresponding p-value ranges, as presented in Table 5. This indicates that the features with strong association could be considered as differentiating factors, with respect to readme files, among the popular and non-popular repositories. List feature was observed to be strongly associated with popularity across the 10 programming languages, except for PHP and Typescript. Also, the Code feature was observed not to have a strong relation with popularity across the 10 programming languages, except for Python and Typescript.

The results were further supported by Cliff’s delta test, which also revealed the extent of effect of a feature on the popularity of the repository. The Links feature was observed to have larger effect size, indicating strongest association with popularity across all programming languages. Also, the Image and Github features had larger effect sizes for all the programming languages, except for Java, PHP, Typescript and PHP, Typescript respectively. It was also observed that the Animated Image, Video, and Table features had almost negligible association with the popularity of the repositories, irrespective of the programming language corresponding to the repository. We observed that majority of the repositories, in both popular and non-popular categories did not contain Animated Images or Tables.

For example, only 9 of the 200 repositories corresponding to C language contained at least one Animated Image, with two being the maximum number of Animated Images present in any repository. Two C# repositories with popularity ranks 124 and 39, belonging to popular and non-popular groups respectively contained four Animated Images each, in their readme files, thus, indicating almost no relation of Animated Images with the popularity. Also, only one

\(^7\)https://osf.io/feutq/?view_only=e5517387c69fd959a852758a085eaa25
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repository with popularity rank 190 among the 200 Typescript repositories contained tables in the readme files, thus making it difficult to identify distinguishing patterns among popular and non-popular repositories with respect to Tables.

Inclusion of links to external sources to provide easy navigation to the references in readme files is observed as a common practice in popular repositories across all programming languages. Also, including Code in the readme files of was observed to be prevalent in the most popular Typescript projects.

**RQ2: Does presence of a specific category relate to the popularity of the repository?**

The content in the readme files has been processed to identify the presence of categories listed in Table 4. Every repository has been appended with boolean values corresponding to each of the categories, where ‘0’ and ‘1’ indicate the absence and presence of the categories in the readme file. The distribution of presence of the seven categories across repositories in C and Typescript languages are presented in Fig. 5 and Fig. 6 respectively. The increasing density of dots in the plots indicates increasing presence of the categories. The presence of Reference, Contribution and Who categories is observed to be increasing with popularity rank, compared to other features, in Fig. 5, which could indicate strong positive correlation of these features with popularity rank for C language repositories. Moreover, Reference category has more density than Contribution, which has more density than Who category, towards increasing popularity rank, which could indicate that correlation of these categories with popularity rank is in the order of Reference > Contribution > Who for C language repositories. Similarly, in case of Typescript repositories, the densities of Reference, Contribution and Who categories are increasing with popularity rank, but the Reference category also has higher densities at few instances, for lower popularity ranks. The Who category has lower density for low popularity rank, and almost continuous density as the popularity rank increases, when compared to Reference category. This could indicate that Who category has stronger correlation with popularity rank, than that of Reference category for repositories in Typescript language. The presence of categories for repositories in each programming language can be found here.

To gain a clearer understanding of the correlation, similar to the case of features, we employ the statistical analysis method, Fisher’s exact test. Fisher’s exact test supports analysis of null hypothesis independence in samples with non-numeric categorical values, and hence, was applied to assess statistical significance of a category in contributing to

---
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the popularity. The p-value less than 0.05 (\( \alpha \)) implies that the category and the popularity of the repository are not independent of each other and thus, the category has a strong association with the popularity of the repository. We observe that p-values of three of the seven categories are less than 0.05, for all the 10 programming languages, while that of the Why and When categories is greater than 0.05, for all the 10 programming languages considered, as presented in Table 6. The Who category had p-value less than 0.05 for all programming languages except Java and the How category had p-value greater than 0.05 for all programming languages except C#.

The How category was observed to be present in majority of the repositories, across all programming languages considered, except for C#, irrespective of their popularity. 189 out of the 200 Java repositories contained How category in the readme files. This could be the reason for weaker association of How with the popularity of the repositories. However, we cannot conclude that the absence of How category could change the popularity of the repository.

Details corresponding to project functionalities, guidelines to contribute to project and reference sources in readme files are positively and strongly associated with the popularity of repositories in majority of the programming languages. The details of installation instructions or ways to use the repository are present more commonly in popular C# repositories, when compared to other programming languages.

RQ3: Which features and categories vary among the popular and non-popular repositories? 
The features and categories that have stronger association with popularity among others were identified through analysis of increased impurity using gini importance. The higher the impurity in absence of a feature or category, stronger the association of the respective feature or category on the popularity of the repository.

Based on the ranks assigned considering results of gini and permutation-based importance, as presented in Table 8, we observe that the Links and Github features and the Contribution and Reference features have the strongest association with popularity of the repositories in almost all the 10 programming languages considered. The Image, List, Inline, Code features follow the Links in level of importance on the project popularity. The categories Who, What and When follow the Contribution and Reference categories in the order of extent of association with the project popularity, as seen in Table 9.

The projects with better popularity are observed to contain content referring to the project page, contribution guidelines and are well-organised in the form of lists, images and inline code. Also, the presence of team information was observed to be a distinguishing factor among the popular and non-popular repositories in PHP and Typescript languages.

5 THREATS TO VALIDITY
In this section we specify the threats to validity with respect to the empirical study performed, the data considered and the statistical methods used to perform the empirical study.

Construct Validity - The features and categories considered for analysis could be valid for all projects across GitHub, irrespective of the programming language or type of the project. However, the results corresponding to association of the features or categories with project popularity are restricted to the 2000 repositories considered for the study. Replicating the study on a different set of repositories might yield different results. However, as the current set of repositories span across 10 programming languages, with relatively large distribution in terms of the star counts, this set could be considered as a representative sample of all the repositories on GitHub. Hence, a similar association of the
features and categories could be observed on other GitHub repositories, suggesting (but not proving) generalizability of the results.

The popularity rank considered for the study is aimed to provide equal weightage to the star_count, fork_count, watcher_count and pull request_count of the repositories. However, the popularity of the repositories might also depend on other characteristics of repositories such as contributor count, user count and so on. Including other such factors of the repositories and updating the formula to calculate popularity rank accordingly, could alter the repositories in the current popular and non-popular groups. Some of the repositories currently in the popular group might migrate to non-popular group with change in factors considered to calculate the popularity.

**Internal Validity** - We define features and categories as the structural and type of content present in the readme files respectively. The notion of these definitions is specific to the study and could vary based on the researchers’ perceptions. The features and categories considered for the study are based on the existing literature corresponding to readme files. The features proposed by Fan et al. in [20] and the categories proposed by Prana et al. in [36] have been considered. Thus, there is a possibility that there might exist other features or categories in the readme content, which can be explored in future extensions of the study. However, the categories considered were also observed to be a superset of GitHub recommended guidelines, indicating low possibility of missing out on the categories.

The association of the features is identified using the p-value obtained by wilcoxon’s rank sum test and the delta value obtained using the cliff’s delta statistical hypothesis tests. While these statistical tests to identify the statistical significance of features were observed to be relevant to the numerical non-parametric data in the current study [19, 20], using other statistical hypothesis tests could result in different results. Similarly, while the use of Fisher’s exact test on the non-numerical categorical values is relevant to the current data with respect to the categories [20], other statistical analysis methods could result in different results.

**External Validity** - The results obtained are confined to the version of repositories and their corresponding software artifacts as on 16 December 2021, as this empirical study is performed on locally downloaded repositories.

The accuracy of categorizing the extracted information into different categories is dependant on the efficiency of the readme classifier provided by Prana et al. in [36]. Applying a different classifier for the same class labels might yield in different distributions of the classes in the readme files of the repositories. The accuracy of identifying the feature_count for each of the features is dependant on the automated approach presented in the study, based on the identification marks discussed in [20]. Adding different identification marks for the features could result in varied feature_counts. For example, for the Project feature, the current identification mark is the presence of project keyword in the urls in html formats of the readme files. The Project feature could further be calculated by considering the presence of project name in the urls in html format. However, such decisions depend on the perception and choices of the researchers. As we are considering the features presented by Fan et al. in [20], we consider the choice of identification marks discussed in [20].

6 DISCUSSION

This empirical study performed on 2000 GitHub repositories across 10 different programming languages provides insights on possible structural and contextual content that could be included in readme files, to ensure better popularity of the repositories. The results of the study lead to a list of good practices in creating readme files, which are observed to be commonly used in popular repositories and are not very common in the non-popular repositories. Following a structured format using lists, including pictorial representations such as images, adding references and providing links to relevant external sources and other GitHub projects, specifying the ways to contribute to projects, mentioning the team details and functional properties of the repository are identified as some of the good practices in designing readme files.
files. However, we can not claim that these factors correspond to an exhaustive set of good practices, and can be further extended based on other factors of the repository such as the domain, type of usage and so on. Also, these factors are specific to the repositories and popularity metrics considered. The popularity metric could be restricted to fewer dimensions such as stars and forks, or could be further enhanced by adding more dimensions such as number of users and contributors. Using a different set of repositories for popular and non-popular groups could yield different results. However, since there is a large difference between the star count of the popular and non-popular repositories, the current set of repositories could be considered as a representative sample, thus indicating generalisability of the results. However, further studies with varied dimensions of popularity and varied set of repositories should be performed to prove the generalisability of results.

**Insights for Practitioners** - The *Github* and *Links* features were observed to be the most impactful features across all programming languages. These features were observed to be largely present in popular repositories and were hardly present in non-popular repositories. These two features can be grouped as links to external sources, which could be narrowed down to *References* category. Software practitioners could thus consider including references, with links to external sources and relevant GitHub projects in their readme files. Software practitioners, especially those working with C#, Go and Javascript projects, could follow the good practices of structuring their readme files using *Lists* and *Images*, along with *References*, towards arriving at better readme file. They could further include the team details of the project, specific steps to be followed to contribute to the project in the readme file to support new developers who wish to contribute to projects, thus, facilitating developer onboarding.

**Insights for Researchers** - The links, images, lists, contribution guidelines, references, team details and functional features of repositories were observed to be strongly, and positively associated with popularity of the repositories. These features could be taken into account in designing approaches that predict popularity of repositories, and also in approaches that improve or generate readme files. The above mentioned features and categories could be considered as a preliminary set of good practices in designing readme files and thus could be potentially useful in arriving at a taxonomy of good practices in designing the readme files. Researchers could further explore the impact of readme content on other characteristics of the projects such as project progress, issue resolution rate, number of contributors and so on, which could further contribute to taxonomy of good practices for readme files. The impact of content in readme files on the quality of readme files and the quality of documentation on a broader level could also be explored.

7 CONCLUSION AND FUTURE WORK

We perform a study on 200 GitHub repositories in each of the top-10 most popular programming languages to understand the relation of features and categories with the popularity of the repositories. The features and categories are identified and their association with popularity has been assessed using statistical hypothesis tests. The importance order of each of the features and categories has further been calculated by building a random forest classifier and applying gini importance and permutation-based importance methods on the random forest classifier generated.

We observe that the presence of references, contribution guidelines, information about the project team and the purpose of the project in README files are strongly and positively associated with popularity of the repositories. Also, structuring the content as lists, adding images, and links to external sources and other GitHub projects was observed to positively and proportionally be related to the popularity of repositories. Some features and categories such as details about how to use the project were not observed to be related to the popularity, the reason being that they are present in majority of the README files, irrespective of popularity, and thus such categories or features could be included as frequent practices in creating a README file.
An Empirical Study On Correlation between Readme Content and Project Popularity

We plan to extend this study to identify the impact of these features and categories on other project attributes such as project progress, project quality and so on. We also plan to perform further studies on multiple projects, to identify new features and categories, and extend the list of features and categories being studied. Future research directions for this study could also include analysing correlation of the features and categories across projects in specific domains such as machine learning, deep learning, game engines, games and so on. This analysis could also help in bringing out patterns of features and categories in readme files in projects of specific domains. This correlation analysis could help in identifying good practices of readme files across multiple domains and various programming languages.
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