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Abstract

Context

Exploratory modeling in forestry uses a variety of approaches to study forest management questions. One key assumption that every approach makes is about the degree of deep uncertainty—the lack of knowledge required for making an informed decision—that future forest managers will face. This assumption can strongly influence simulation results and the conclusions drawn from them, but is rarely studied.

Objectives

Our objective was to measure the degree of deep uncertainty within a forest management simulation to compare alternative modeling approaches and improve understanding of when a specific approach should be applied.

Methods

We first developed a method for measuring the degree of deep uncertainty assumed by approaches to modeling forest management. Next, we developed a new extension to the LANDIS-II model, the SOSIEL Harvest Extension, which simulates alternative approaches to modeling forest management. Finally, we applied the new method and extension to comparing three alternative approaches to modeling forest management in Michigan.

Results

The degrees of deep uncertainty varied substantially among the three modeling approaches. There is also an overall negative relationship between the degree of deep uncertainty an approach assumes a forest manager will face and the level of flexibility the approach assumes a manager will have in responding to forest change.

Conclusions

Quantifying the deep uncertainty inherent in simulated forest management and comparing it across models provides an opportunity to better understand its sources and investigate differences in the assumptions made by alternative modeling approaches.

1. Introduction

Forests provide ecosystem services that are essential for human well-being (Brockerhoff et al., 2017; MEA, 2003), which makes their sustainable management a global priority (e.g., European Commission, 2003; Robertson et al., 2011). However, forest management is complex and presents both ecological and economic challenges, especially under climate change and other exogenous factors. The complexity
underlying forest dynamics and the unpredictability of human (e.g., development, market shocks, policy) and natural (e.g., wildfires, insect infestations) disturbances limit the information that is available for long-term forest management decisions, such as how, how much, and when to best harvest trees (Amacher, 2015; Messier et al., 2016; Puettmann et al., 2009). Climate change further complicates decision making by changing the phenology, growing-season length and timing, optimal geographic ranges of forest tree species, and disturbance regimes in unforeseen ways (Handler et al., 2014; Rosenzweig et al., 2007; Swanston et al., 2018; Turner & Romme, 1994). For example, management choices must consider the climate and forest structural conditions required for present-day tree establishment, while increasingly taking into account that the trees will need to mature under future and potentially unanticipated conditions (Park et al., 2014). Such complexities create an environment of deep uncertainty (Lempert et al., 2003, 2006; Marchau et al., 2019; Walker et al., 2013), which is characterized by insufficient information about a problem at hand, its external drivers, and the potential outcomes. This form of uncertainty is different from other forms, which can be reduced through further study or accounted for using statistics (Walker et al., 2013), and it poses a great challenge for forest management and planning.

Such a deep level of uncertainty reduces the value of many forecasting models that rely on assigning specific probabilities to or on ranking potential futures (Kwakkel et al., 2010; Lempert et al., 1996; Walker et al., 2003, 2013). As an alternative, researchers and planners often opt for exploratory models that instead test plans across a broad range of potential futures, with the aim of identifying the plan that produces the most acceptable results across the largest number of futures (Bankes, 1993; Lempert, 2019; Lempert et al., 1996; Lucash et al., 2017; Maier et al., 2016; Weaver et al., 2013). The futures and plans in such exploratory models are often dynamic, which further reflects the deep uncertainty of any specific future scenario and of how a decision-maker may attempt to make adjustments over time (Lempert, 2019; Lempert et al., 1996; Walker et al., 2001; Weaver et al., 2013). Such exploratory models have the potential to capture at least three sources of deep uncertainty that decision-makers face: not knowing (a) which future is more likely to occur; (b) how a specific future may evolve, possibly in response to the influence of a specific plan; and (c) how well decision-makers within any one of the potential futures will be able to make adjustments as that future evolves.

Exploratory modeling is frequently applied in forestry to study forest management questions, with approaches to modeling forest management varying widely. For example, some models do not include dynamic forest management (Albert et al., 2015, 2018; Handler et al., 2014; Keeley et al., 2009; Maxwell et al., 2020; Seidl & Lexer, 2013), some include dynamic but probabilistic forest management (e.g., Mayer & Rouleau, 2013; Rouleau & Zupko, 2019; Wear et al., 2013; Zupko & Rouleau, 2019), and others include dynamic feedback-based forest management (e.g., Barros et al., 2017; Rammer & Seidl, 2015) and at multiple scales (e.g., Bolte et al., 2007). Such differences, which implicitly reflect assumptions about the degree of deep uncertainty future forest management will face, substantially contribute to simulation outcomes (Rinaldi & Jonsson, 2020) but are rarely discussed in this context (but see Yousefpour et al. [2012], who review the differences in non-exploratory approaches to modeling forest management under uncertainty). Although general limitations in the ability to model human behavior (Elsawah et al., 2020;
Meyfroidt, 2013; Sotnik, 2020) and to measure deep uncertainty (Chow & Sarin, 2002; Gomory, 1995) prevent identifying any specific approach as the most accurate, finding ways to measure and compare approaches would clarify their differences and stimulate a much-needed discussion about when a specific approach should be applied.

In this paper, we first propose a method for measuring the degree of deep uncertainty assumed by an approach to modeling forest management. We then describe a new SOSIEL Harvest Extension (SHE) for LANDIS-II (Scheller et al., 2007), which simulates alternative approaches to modeling forest management, and apply SHE to compare three approaches to modeling management of forested U.S. Forest Service (USFS) land in Michigan. We simulated the three approaches with the same forest succession model (Duveneck et al., 2014) in order to isolate the modeling approach as the variable determining deep uncertainty faced by future management. After presenting the results, we compare the assumed degree of deep uncertainty across the three approaches and discuss their applicability under alternative forest conditions.

2. Methods And Data

We first describe our novel method for quantifying deep uncertainty within models of forest management. We then describe SHE, a new extension to the LANDIS-II model that we introduce in this study. This is followed by a brief description of the data from Duveneck et al. (2014), which we used to parameterize the LANDIS-II extensions: Biomass Succession (Scheller & Mladenoff, 2004), Base Wind (Mladenoff & He, 1999), Biomass Harvest (BHE) (Gustafson et al., 2000), which, in this study, SHE calls to implement forest management, and SHE.

2.1 A new method for measuring the degree of deep uncertainty assumed by a modeling approach

Multiple methods using empirical data and model output to estimate deep uncertainty already exist (Shaw, 2017a; Uusitalo et al., 2015). Perhaps the most common method is the use of the standard deviation of a quantity of interest (e.g., Baker et al., 2016; Bloom, 2009; Shaw, 2017c). However, an increase in the variability of a quantity does not necessarily translate into an increase in its deep uncertainty (if a trend is still present). On the other hand, the predictability of the quantity may be a useful marker of uncertainty (Jurado et al., 2015). Therefore, we use the extent to which a simulated forest manager is unable to achieve a goal through its actions as an indicator of the degree of deep uncertainty assumed by the approach to modeling the manager. Our method relies on the reasonable assumption that the simulated forest manager is at least implicitly a boundedly-rational decision-maker (Gigerenzer & Selten, 2001; Selten, 1998; Simon, 1957, 1960; Todd et al., 2012), i.e., they attempt to make the best decisions possible under existing limitations in cognition and information, which hinder timely acquisition of required knowledge. This premise implies that any significant inability of the simulated forest manager to reasonably set and achieve a goal is due to a substantial lack of required knowledge, i.e., deep uncertainty.
We applied a simple linear regression model to estimate the relationship between the result of simulated management, which in our case is represented by the annual amount of biomass harvested (Tg) through simulated timber harvests, and the management goal, which is to maintain the percentage of mature forest in the management area at or above its initial age. The resulting simple linear regression model takes the following form:

\[
MaturityPercent_t = \alpha + \beta \times HarvestAmount_{t-1} + \varepsilon_t
\]

\(HarvestAmount_{t-1}\) (the predictor variable) in Tg is what the simulated forest manager has direct and complete control over (as long as the quantity of biomass to be harvested is less than the amount available for harvesting). \(MaturityPercent_t\) (the predicted variable) is what the simulated forest manager only has indirect and incomplete control over via \(HarvestAmount_{t-1}\). The \(MaturityPercent_t\) variable accounts for the differences in user-defined species’ sexual maturity ages and is first calculated for each cohort and then aggregated for each site and stand to produce the percentage for the entire management area.

The simple linear regression model was selected (instead of a more complex model that may have provided a better fit between the two variables) in part for its generality and the ease with which it may be applied in different contexts but also because our aim was to propose a method that assessed boundedly-rational decision-making across a wide range of approaches, rather than identifying the best fitting model for a specific context. We then used the model’s adjusted coefficient of determination (Devore, 2012), \(r^2 \in [0,1]\), to estimate the degree of deep uncertainty an exploratory approach to modeling forest management assumes forest management will face. Specifically, we used: \(1 - r^2\), which represents the proportion of the variance in the predicted variable (\(MaturityPercent_t\)) that was unexplainable by the predictor variable (\(HarvestAmount_{t-1}\)), to estimate the degree of deep uncertainty assumed by an approach. As a result, the estimated degree of deep uncertainty is unit neutral and, therefore, comparable among agents within one multi-agent model, among different approaches to modeling or altogether different models, and even among different contexts. The statistical analysis was conducted in R (version 4.0.2; R Core Team, 2020).

The Akaike Information Criterion (Akaike, 1974; Burnham et al., 2011; Burnham & Anderson, 2002b; Halsey, 2019) and the Bayesian Information Criterion (Burnham & Anderson, 2002a, 2004; Schwarz, 1978), which are used for comparing the goodness of a model’s fit, were also considered as candidates for representing the assumed degree of deep uncertainty. The statistics were not selected in part because they assume that the predicted variable in all of the compared regression models is the same, which is not true in our case because we are comparing different regression models, in their entirety, and not just different combinations of predictor variables in a single regression model with the same predicted variable; and in part because they are not normalized, which makes it unclear how to measure their reverse—the lack of good fit.
2.2 A new agent-based model for simulating boundedly-rational forest use and management

LANDIS-II (version 7; Scheller et al., 2007) is a dynamic forest model that employs extensions to simulate forest succession and management under a variety of disturbances, such as fire (e.g., Cassell et al., 2019; Krofcheck et al., 2019), insects (e.g., Scheller et al., 2018), and wind (e.g., Lucash et al., 2019). LANDIS-II uses tree species life-history traits, as well as soil and climate data, to simulate succession and responses to disturbance over time within modeled landscapes. Trees are modeled as species–age cohorts, where a cohort represents individual trees of a species and age group. Forested vegetation, topographical, and climate conditions are assumed to be homogeneous within landscape sites, within which competition, growth, and mortality are simulated. Disturbances and seed dispersal are simulated both within and among sites.

In this study, we use LANDIS-II's Biomass Succession (version 5.2; Scheller & Mladenoff, 2004) extension to simulate establishment, growth, and competition of trees, the Base Wind (version 3.1; Mladenoff & He, 1999) extension to simulate wind events and to induce wind-caused tree mortality, and a new agent-based forest management extension, SOSIEL Harvest (version 1.1), to simulate boundedly-rational forest management. The Biomass Succession extension uses species-specific parameters, such as shade tolerance and seed-dispersal distances, to simulate aboveground changes in forest biomass based on tree-cohort establishment, growth, and mortality (Scheller & Mladenoff, 2004). The Base Wind extension simulates wind events that cause tree-cohort mortality. Wind event frequency and size are based on wind rotation period, and cohort mortality is determined by user-defined susceptibility of tree age-cohorts (by percent maturity of individual species) to increasing wind intensity (Mladenoff & He, 1999).

The new SOSIEL Harvest extension (SHE) couples LANDIS-II and its Biomass Harvest extension (BHE) (version 4.3; Gustafson et al., 2000) to the agent-based SOSIEL (Self-Organizing Social & Inductive Evolutionary Learning) algorithm (version 2.4; Sotnik, 2018), which simulates boundedly-rational decision-making by one or more agents. This coupling of extensions gives SHE access to BHE's rich library of forest management design and implementation options, as well as input files for parametrizing prescriptions that are already familiar to many LANDIS-II users.

Together, LANDIS-II with SHE has the potential to simulate adaptive management in coevolving coupled human and forest landscapes (Fig. 1), which occurs when there is feedback between two or more evolving systems (Durham, 1991; Janzen, 1980; Nuismer, 2017). As a forest simulated by LANDIS-II evolves, it is shaped by internal dynamics as well as climate conditions, forest management, and other disturbances (e.g., fire, insects, windthrow). Forest management, in turn, is shaped by forest conditions and, potentially, by other personal and social dynamics. This interaction drives structural change in both the forest and its management. Management changes the forest structurally through the addition (planting) and removal (harvesting) of trees. Management itself also changes structurally in response to forest conditions through the addition (innovation) and removal (forgetting) of decision options. Such changes across generations and harvesting seasons produces coevolutionary dynamics.
Each SOSIEL agent makes decisions using a cognitive architecture (Goertzel et al., 2010; Kotseruba & Tsotsos, 2018; Langley, 2017; Langley et al., 2009) that consists of nine cognitive processes (anticipatory learning, goal prioritizing, counterfactual thinking, innovating, social learning, goal selecting, satisficing, signaling, and action-taking) that enable each agent to interact with other agents, learn from its own experience and that of others, and make decisions about taking, and then take, (potentially collective) actions. Specifically, anticipatory learning uses change in the states of an agent’s goals to update the anticipated influences of its decision options and its confidence in its ability to attain the corresponding goals. Goal prioritizing applies what an agent learned during anticipatory learning to reevaluate the relative importance of its goals and, if necessary, reprioritize them. In the case an agent loses confidence in its ability to achieve a specific goal, counterfactual thinking checks whether the agent would have behaved differently, i.e., would have chosen an alternative decision option, had it known what it just learned during anticipatory learning. If the agent would have behaved differently, i.e., if it would have chosen an alternative decision option that was readily available, then confidence is regained and the agent moves on to social learning. If the agent would not have behaved differently, i.e., if it does not have a useful decision option for the current situation, then confidence remains lost and the agent moves on to innovating. Innovating uses the information learned by an agent during anticipatory learning and the prior period’s decision to create a new decision option. Social learning informs an agent of the actions taken in the prior period by its social network neighbors by adding the actions to the agent’s corresponding mental models. Goal selecting orders an agent’s goals by their updated relative importance levels and chooses one for each situation the agent is set to take action in. Satisficing uses the updated anticipated influences of decision options to select, for each situation, a decision that best meets an agent’s goal within that situation. In the case the selected decision option is a collective action, the agent signals its interest in engaging. If a sufficient number of others are also interested in engaging in the collective action, they all commit to engaging. Otherwise, they reactivate the process of satisficing to once again choose a decision option that best meets their specific goals. The final process is action-taking, which implements the selected decisions.

A SOSIEL agent can respond to its external and internal conditions by switching between its decision options, which are conditional (IF/THEN) statements. These statements are parameterizable with forest, personal, and/or social antecedents (the IFs) and a forest consequent (the THEN). The SOSIEL algorithm organizes decision options into mental models, which are an agent’s mental representation of a situation and each of which is associated with one or more goals, such as managing a specific species. Decision options in any two mental models are complementary, in that they do not compete with each other’s implementation, whereas decision options within a single mental model are substitutes, with only one selected for implementation during the SOSIEL process of satisficing. This design permits agents to take part in a diverse set of situations, with access to a diverse and specific-to-them set of decision options, and in pursuit of a diverse and specific-to-them set of goals. In addition to switching between decision options, an agent can also respond by reprioritizing the relative importance of its goals. If an agent’s confidence in its ability to achieve a goal with its current set of decision options is lost, it is further capable of using its experience to create new decision options.
Additionally, the SOSIEL algorithm provides the option to regulate the cognitive level of agents in a specific simulation. The cognitive levels bundle the aforementioned cognitive processes in a way that corresponds to existing approaches to modeling agent cognition (Sotnik, 2018). Currently, agents can engage in boundedly-rational decision-making at the following four cognitive levels:

- **Cognitive level 1:** An agent chooses a decision option from among those available to it (within a specific mental model) based on the influence it anticipates the decision option will have on a goal. The SOSIEL cognitive processes activated at this level are: goal selecting, satisficing, signaling, and action-taking.

- **Cognitive level 2:** An agent additionally (to what it is capable of in cognitive level 1) uses feedback from the forest to update the influence it anticipates an implemented decision option will have on a goal, to update its level of confidence in its ability to achieve the goal, and, if necessary, to reprioritize its goals. The additional SOSIEL cognitive processes activated at this level are: anticipatory learning and goal prioritizing.

- **Cognitive level 3:** Agents can additionally (to what they are capable of in cognitive level 2) learn from each other. The additional SOSIEL cognitive process activated at this level is: social learning.

- **Cognitive level 4:** An agent can additionally (to what it is capable of in cognitive level 3) reconsider its prior period's actions and, if dissatisfied with its ability to achieve its goal(s), create new decision options. The additional SOSIEL cognitive processes activated at this level are: counterfactual thinking and innovating.

SHE operates in two modes: on its own (Mode 1), which is primarily intended for simulating site-scale forest management, and integrated with BHE (Mode 2), which is intended for simulating stand-to-landscape-scale forest management (Fig. 2). In Mode 1, SHE calls the SOSIEL algorithm to analyze forest conditions and choose decision options and then uses LANDIS-II’s harvest management libraries (Gustafson et al., 2000) to implement them. In Mode 1, a many-to-many relationship is possible between agents and forest management areas, which they can share. Additionally, decisions are made and implemented at the forest-site level, which permits the implementation of decision options at the neighborhood scale (0–50 m). Such decision options are typically implemented by community forest members (e.g., Agrawal & Angelsen, 2009; Gilmour, 2016; Ostrom, 1999), family forest landowners (e.g., Fischer, 2019; Gan et al., 2015; Winter & Fried, 2000), wildlife management and wildlife (e.g., Carter et al., 2012; Shepherd & Whittington, 2006), and may also be useful as part of forest management efforts aimed at biodiversity and overall management at multiple spatiotemporal scales (e.g., Puettmann et al., 2009). Agents can move through a landscape from one forest site to another and choose which of its decision options to implement, based on forest, personal, or social conditions (or combinations of all three).

We used Mode 2 in this study. In Mode 2, SHE first calls the SOSIEL algorithm to analyze forest conditions and choose decision options, and then SHE calls BHE to implement the decision options related to forest management. In Mode 2, each decision option in the SOSIEL algorithm pairs with a
corresponding prescription in BHE (Fig. 3). The name of a decision option and the decision option's consequent (the THEN) serve as the link between it and the corresponding prescription. For SHE, each BHE prescription consists of two components: one that describes what to manage and how (parameterized through BHE's prescriptions table) and another that specifies the percentage of the management area in which the prescription is to be implemented (parameterized through BHE's implementation table). In the current version of SHE, the value of a decision option's consequent corresponds to the percentage of the management area to which the paired prescription is to be applied. If only one forest manager agent is simulated, there is a one-to-many relationship between the agent and forest management areas. If multiple agents are being simulated, there is a one-to-one relationship between the agents and management areas.

The SOSIEL algorithm can create new decision options in both Modes 1 and 2 (Fig. 4). The process involves using a user-adjustable probability distribution to increase/decrease the consequent value of an existing decision option in the direction that the agent perceives would improve its ability to achieve its most highly prioritized goal. As a result, the only difference between the prior decision option and the new decision option is the value of its consequent. In Mode 2, SHE additionally creates a new BHE prescription where the new decision option's consequent value defines the percentage of the management area in which the prescription is to be implemented. SHE also adjusts all of the new prescription's biomass removal percentages in the same direction and to the same extent it adjusted the percentage of the management area. As a result, a new prescription differs from the one prior both in the percentage of the management area in which the prescription is to be implemented and the percentage of the biomass to remove.

2.3 Three exploratory approaches to modeling forest management

We used SHE in Mode 2 to simulate three exploratory approaches to modeling forest management under deep uncertainty. Mode 2 is well suited to our forest management dataset from Duveneck et al. (2014), which is landscape-scale and implemented at the stand level. We used the SOSIEL algorithm's cognitive levels 1, 2, and 4, respectively (Table 1) to simulate the three approaches, A1 (predefined), A2 (expanded), and A3 (innovation). We skipped cognitive level 3 because in this study we simulated the forest management of only one forest manager at a time, thereby precluding the possibility for social learning. To account for stochasticity in forest dynamics and wind disturbance, we simulated three replicates of each approach. Results were first calculated for each of the three replicates of each of the three approaches (nine replicates in total) and then averaged across each replicate set to derive one set of results for each approach.
Table 1
The three modeling approaches (A1–3) compared in this study, descriptions of their corresponding cognitive levels (CL1V3), and comparable approaches in the field.

| Approach | Cognitive level | Description | Comparable approaches |
|----------|-----------------|-------------|-----------------------|
| A1       | CL1             | What and how much the agent harvests are predetermined before simulation start by a set of predefined decision options. Current forest conditions influence how the stands are ranked, which stands qualify for harvest, which forest sites are selected, and which cohorts are removed. The use of percentages in determining how much of a specific cohort is to be removed further aligns harvest intensity with current forest conditions. | Albert et al. (2015) Albert et al. (2018) Gustafson et al. (2000) |
| A2       | CL2             | What and how much the agent harvests are determined by an expanded (compared with A1/CL1) set of predefined decision options, the agent’s ability to use its experience to update the anticipated influence of implemented decision options, and its ability to choose the best decision options accordingly. Note: Goal reprioritizing does not activate in our study because the forest manager has only one goal. | Barros et al. (2017) Mayer & Rouleau (2013) Rammer & Seidl (2015) Wear et al. (2013) |
| A3       | CL4             | What and how much the agent harvests are additionally (compared with A2/CL2) determined by its ability to create new decision options when the existing decision options are not sufficient in helping it achieve its goal. | Bolte et al. (2007) |

One important difference between A1 (predefined), on the one hand, and A2 (expanded) and A3 (innovation) on the other, is how the goal of maintaining the percentage of mature forest in the management area at or above its initial value is incorporated. In A1, we incorporated the goal implicitly into the design of the prescriptions. The goal was not specified in Duveneck et al. (2014) but we assumed it here because the prescriptions represent a business-as-usual strategy. In contrast, we explicitly incorporated the goal and its relationship with each decision option (see Sec. 2.4) in A2 and A3. In designing the three approaches, we developed an overview, design concepts, and details (ODD) protocol (Grimm et al., 2006, 2010, 2020; Müller et al., 2013) that describes the differences among the three approaches in greater detail (see Supplemental Material).

2.4 Forest management parameterization in Michigan

We parameterized LANDIS-II, BHE, and Base Wind with the simulation parameters described in Duveneck et al. (2014) (Table 2). Forest succession (tree establishment, growth, competition, age-related mortality), disturbance (wind events and wind-induced mortality), and forest management (harvesting, planting), were implemented at 5-year timesteps with corresponding data output at 5-year intervals. The tools available to the simulated forest managers in A1 (predefined) and A3 (innovation) included 33 decision options in the form of harvest prescriptions (defined in Duveneck et al., 2014) that varied in their target...
species and age groups, the type of harvest (e.g., more intensive clear cuts, less intensive selective harvesting), the percentage of management area to manage and biomass to remove, and whether to plant new species-age cohorts. The simulated forest manager in A3 (innovation) had the additional option of expanding the above number of decision options by creating new ones when it was dissatisfied with its ability to achieve its goal. The manager in A3 can create one decision option per mental model, which translates into no more than 33 per timestep. To imitate forgetfulness and make A3 comparable to A2 (see below), we limited the number of decision options a mental model can contain at any point in time to three, i.e., 99 in total.

Table 2
Select configuration details of each approach (A1–A3), including the initial or total number of decision options (DOs), the limit on the number of decision options in a mental model (MM), how the goal (maintain percentage of mature trees equal to or above 70%) is modeled, the relationship between decision options and goals, the corresponding cognitive level (CL), and the cognitive processes activated during simulation.

| Select configuration details | A1  | A2              | A3              |
|------------------------------|-----|-----------------|-----------------|
| # of DOs                     | 33  | 99 (total)      | 33 (initially)  |
| Max # of DOs/MM             | NA  | NA              | 3               |
| Goal modeled                | Implicitly | Explicitly | Explicitly |
| Relationship between DOs and goal | NA  | NA              | Negative        |
| Cognitive level             | CL1 | CL2             | CL4             |
| Cognitive processes activated during simulation. Note: Goal prioritizing is not activated in A2 and A3 because the managers have only one goal. | NA  | • Anticipatory learning | • Anticipatory learning |
|                             |     | • Goal selecting | • Counterfactual thinking |
|                             |     | • Satisficing    | • Innovating    |
|                             |     |                  | • Goal selecting |
|                             |     |                  | • Satisficing    |

For the forest manager in A2 (expanded), we parameterized BHE with 66 additional prescriptions to allow for dynamic decision-making. Specifically, we created two new prescriptions from each of the 33 original prescriptions in Duveneck et al. (2014) and added them to BHE’s prescriptions and implementation tables, resulting in 33 combinations of three or 99 prescriptions in total. In addition to the original prescription, each combination contained one prescription in which the values for percentages of management area to manage and biomass removed were increased by 10% from the original and one in which these values were decreased by 10%.
For A2 and A3 (innovation), we additionally parameterized SHE and SOSIEL in line with the SOSIEL algorithm's configuration requirements (Sotnik, 2018) and BHE's initial dataset. We introduced a goal: to maintain the percentage of mature trees \((MaturityPercent)\) in the forest manager's management area equal to or above 70% (the approximate percentage at the start of simulation). For the forest manager in A3, we set the relationship between each of the decision options (prescriptions) and the goal to negative. This is because increasing the percentage of mature trees requires reducing the percentage of the management area that is harvested. We also used the standard (power law) form of SOSIEL's general probability distribution for generation of the consequent values for new decision options. The power law distribution was created by assigning the probability of 0.01 to the least likely event, and then calculating each more likely event by multiplying 0.01 by 1.475. The result was a power law distribution that consisted of the following ten segments: 0.33, 0.22, 0.15, 0.10, 0.06, 0.05, 0.03, 0.02, 0.02, and 0.01.

In summary, the modeled forest manager in A1 had access to the original 33 decision options, the forest manager in A2 to 99 decision options (33 original plus 66 new), and the forest manager in A3 to the original 33 plus the ability to create new decision options (with a limit of 99 at any point in time). SHE's input files for each approach are available at the following GitHub page: https://github.com/LANDIS-II-Foundation/Project-Michigan-Compare-Harvesting-2021.

### 3. Results

During year 5, the percentage of mature biomass declined in all simulations from the initial 70% to 59–60% (Table 3). Starting with year 10, harvest actions differed among the three approaches. The forest manager in A1 (predefined) continued implementing the original 33 decision options for the remainder of the simulation, which resulted in varying harvested amounts from year to year because of changes in available biomass (Table 3).

The forest manager in A2 (expanded) first used the feedback (during year 10) from the forest to update the anticipated influences of the original decision options implemented in year 5 and then assessed the percentage of mature biomass as unsatisfactory. The manager then compared the updated anticipated influences of the implemented decision options with those of other decision options and, for each mental model, chose a different set of decision options to implement, namely those with 10% lower area harvested and 10% lower harvest amount. Because the forest manager had only one goal, and because the percentage of mature biomass never reached 70%, the manager continued implementing these decision options (i.e., those with the lowest available harvest area and amount) for the remainder of the three simulations.

The forest manager in A3 (innovation) also responded to this unfavorable feedback (during year 10) by updating the anticipated influences of the implemented decision options and also assessed the percentage of mature biomass as unsatisfactory. The manager then chose to create 33 additional decision options that harvested less than their corresponding original decision options, increasing its total number of decision options to 66. In two of the simulation replicates, this process of assessment
and, when necessary, creation of new decision options continued on and off until the goal was reached in year 100, at which point the simulated manager stopped harvesting. In one of the replicates, the goal was never reached, and the process continued until the end of the simulation. The manager created new decision options only when those implemented in the prior period moved it away from achieving its goal and when it could not find any decision options in its corresponding mental models that it perceived as having the potential of doing better. Because the manager had only one goal, to maintain mature tree cohorts above 70%, it stopped harvesting when the goal was met, waiting until harvesting was once again necessary to achieve this goal. As a result, the agent created, on average, 319 decision options during a simulation, with the total number of decision options at any point in time never passing 99.
Table 3
Select results and statistics from the simulations of the three approaches, including percent mature tree cohorts, amount of biomass harvested, the number of decision options used, and calculated deep uncertainty expressed as $1 - r^2$. Values are averages across the three replicates for each approach, with the corresponding standard deviations in parentheses.

| Result              | A1    | A2    | A3     |
|---------------------|-------|-------|--------|
| Percent mature (%)  |       |       |        |
| Initial             | 70    | 70    | 70     |
| Year 5              | 59 (0.00) | 60 (0.04) | 60 (0.07) |
| Min                 | 53 (0.00) | 54 (0.09) | 53 (0.11) |
| Average             | 59 (0.02) | 61 (0.05) | 66 (4.02) |
| Max                 | 64 (0.71) | 65 (0.26) | 78 (9.98) |
| Year 150            | 58 (0.00) | 61 (0.26) | 78 (10.40) |
| Harvested (Tg)      |       |       |        |
| Year 5              | 4.0 (0.01) | 3.5 (0.01) | 3.5 (0.00) |
| Average             | 6.5 (0.01) | 5.9 (0.02) | 3.5 (1.62) |
| Year 150            | 8.3 (0.16) | 7.6 (0.07) | 1.0 (1.78) |
| Total               | 189.6 (0.17) | 171.7 (0.46) | 100.0 (47.06) |
| # of DOs            |       |       |        |
| Start               | 33    | 99    | 33     |
| End                 | 33    | 99    | 99     |
| Regression statistics|      |       |        |
| $1 - r^2$           | 0.76 (0.01) | 0.56 (0.03) | 0.39 (0.36) |
| p-value             | 0.008 (0.00) | 0.000 (0.00) | 0.006 (0.01) |

Results illustrate differences among the three approaches in their assumed deep uncertainty and ability to approach the goal of at least 70% mature tree cohorts. The assumed degrees of deep uncertainty ($1 - r^2$) were 0.76, 0.56, and 0.39 for A1 (predefined), A2 (expanded), and A3 (innovation), respectively, with corresponding p-values all below our threshold of 0.05 (Table 3). Figure 5 illustrates the corresponding differences in the scatterplots of the three approaches and, in the case of A3, replicates. The scatterplots illustrate a positive relationship between the percent mature and amount harvested variables in A1 and A2, and both a negative and a positive relationship in A3.
4. Discussion

Quantifying the deep uncertainty inherent in simulated forest management and comparing it across models provides an opportunity to better understand its sources and investigate differences in the assumptions made by alternative modeling approaches. A major factor contributing to the deep uncertainty faced by all of the simulated forest managers was the small percentages of management area harvested. At any one timestep, the 33 original decision options were preset to harvest 0.01 to 3.7% of the forest, with 14.21% harvested in total. Such low percentages challenged management of a rapidly growing forest and amplified the deep uncertainty stemming from forest dynamics.

Another major factor that influenced the degree of deep uncertainty confronted by all of the forest managers was the original design of the decision options. The quantity harvested by any one of the decision options was a percentage of available biomass. In A1 (predefined), this translated into the managers’ actions being entirely reactive and proportionally fixed to forest dynamics. In A2 (expanded), the managers initially proactively adjusted their behavior in pursuit of their goal, but then, in the same way as the managers in A1, reacted in fixed proportion to the forest dynamics for the remainder of their simulations. This explains the positive correlation between the percentage of mature tree cohorts and biomass harvested in all but two (A3-R1 and A3-R3) of the simulation replicates (Fig. 5). An increase in biomass led to an increase in the percentage of mature trees, which then led to an increase in the quantity harvested, and vice versa. Only the forest managers in A3-R1 and A3-R3 (innovation) were able to proactively use new, substantially different decision options to offset this underlying positive relationship and gain control over their own behavior in what were, ultimately, successful attempts to influence the percentage of mature tree cohorts on the landscape.

Comparison of 1 - $r^2$ for the three modeling approaches indicates an overall negative relationship between the degree of deep uncertainty an approach assumes a forest manager will face and the level of flexibility the approach assumes a manager will have in responding to forest change. It is intuitive that when behavioral assumptions are frontloaded and not updated during a simulation through feedback, as in A1 (predefined), there will likely be more deep uncertainty in management throughout a simulation as the forest changes over time. Furthermore, as the differences among the scatterplots of the A3 simulation replicates illustrate (Fig. 5), accounting for innovation in future forest management introduces additional uncertainty in simulation results, which stems from the inability to predict exactly how a simulated forest manager will adjust during a simulation. Specifically, the second simulation replicate of A3 (R2) produced behavior much more similar to that in A1 than that in A3’s other two replicates (R1 and R3), which we see as an example of conservative innovation.

The ability to influence forest dynamics and capture additional uncertainty in simulation results suggest that A3 (innovation) is preferable to A1 (predefined) and A2 (expanded), and A2 to A1, in the context of the land in Michigan. However, A3 might not be preferable under many other relevant forest conditions. The forest and disturbance dynamics in this study’s simulated landscape were relatively predictable and stable over time. A less predictable forest could produce fewer clear trends in predictor and response
variable relationships. Under such forest conditions, it might be more realistic to assume that a real-world forest manager would apply a less flexible approach, closer to A2 or A1. This highlights the importance of appropriately matching modeling approaches to forest conditions. We need to apply the method across a wider range of forest conditions to more fully assess its usefulness and draw conclusions.

Our method for measuring the degree of deep uncertainty assumed by a modeling approach does not need to be limited to its simple form and is applicable beyond analyzing assumptions. Expanding the number of predictor variables may be useful in cases where forest management pursues its goal through more than one variable. In such cases, the degree of deep uncertainty would be measured by $1 - R^2$ (Devore, 2012). The number of predicted variables (goals) could also be expanded, in which case multivariate multiple regression (Izenman, 2008) could be used. Additionally, the measurements of the degree of deep uncertainty may be used for purposes other than analyzing assumed degrees of deep uncertainty. For example, it may also be used as part of the criteria for reducing model selection bias by basing estimates on combinations of models (Burnham et al., 2011; Hansen & Sargent, 2015; Rinaldi & Jonsson, 2020). Using the measurements of deep uncertainty to select models in such efforts could ensure that the models are sufficiently diverse in their assumptions about the degree of deep uncertainty they entail.

This study demonstrates the ability of SHE, in concert with LANDIS-II, to simulate three substantially different approaches to modeling forest management as well as illustrates the usefulness of our linear regression modeling method in comparing assumed deep uncertainty among modeling approaches. It is also worth noting that there are other SOSIEL cognitive processes in SHE that have the potential to influence the degree of deep uncertainty faced by simulated forest managers. Specifically, SHE is capable of modeling the pursuit of multiple goals, as well as using an agent’s degree of success in achieving a specific goal to adjust the goal’s relative importance through the SOSIEL cognitive process of goal prioritizing. These functions have the potential of reflecting more of the deep uncertainty faced by real-world forest managers, especially when the goals are conflicting (e.g., profit vs. biodiversity). SHE is also capable of simulating more than one agent at a time, which permits social learning and collective action among them. These functions introduce processes that real-world forest managers use to overcome uncertainty (e.g., management of common-pool resources; Ostrom, 1999). Activating these functions in SHE to study their influence on the degree of deep uncertainty faced by simulated forest managers has the potential to further improve forest management modeling efforts.
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**Figures**

**Figure 1**

A process-focused depiction of LANDIS-II with SHE. The (orange) arrows between the human figures represent individual and social processes, the (green) arrows between the trees represent processes within and among tree cohorts, the (orange and green) arrows between the human figures and tree cohorts represent bidirectional influence and feedback, and the (blue) oval and arrows around both represent climate. These processes occur on a two-dimensional landscape, which may also include disturbances, such as fire, insect infestations, and windthrow events.
Figure 2

SHE in the context of LANDIS-II, BHE, and additional LANDIS-II extensions. At each timestep, LANDIS-II calls on different extensions to act on the landscape. In this study, two other extensions are included, Biomass Succession and Base Wind, both of which are called on before SHE. In Mode 1, SHE, in turn, calls on the SOSIEL algorithm to analyze landscape conditions and choose decision options and then uses LANDIS-II's harvest management library to implement them. In Mode 2, SHE calls on the SOSIEL algorithm to analyze landscape conditions and choose decision options and on BHE to implement them.
SHE’s pairing of the SOSIEL algorithm’s decision options (DOs) with BHE’s prescriptions (Ps; e.g., clear cut or selectively cut certain amounts of select species) and implementation instructions (Ils). The SOSIEL algorithm organizes the decision options that are variants (substitutes) of one another into mental models.
Figure 4

SHE's process flow for creating and implementing decision options (DOs) and prescriptions. SHE's decision points and processes are in dark grey, and select SOSIEL algorithm and BHE processes are in light grey. The three dots represent other SOSIEL processes that are not directly related to the process of creating new decision options.
Figure 5

A comparison of the three simulation replicates (R1–R3) of the three modeling approaches (A1–A3). Dots indicate the percent of mature trees (%) and biomass harvested (Tg) at corresponding years, solid line indicates the best-fit regression, and the gray area indicates the 95% confidence interval.
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