I. INTRODUCTION

The Hubbard model [1, 2] is of great interest in many areas of condensed matter physics and has been extensively investigated through a variety of methods for strongly interacting quantum systems [3, 4]. In particular, the Bose-Hubbard model [5–9] regained attention since its realization with cold bosonic atoms trapped on optical lattices [10–13]. Indeed, such systems became a remarkable experimental arena for testing a myriad of theoretical concepts, playing the celebrated role of quantum simulators [14, 15].

In parallel, water is relevant for many reasons including its abundance on Earth, its role on chemistry of life and as a human resource [16, 17]. It also possess particular physicochemical properties, including its high latent heat, diffusion and thermal response functions [16, 18–22]. A striking property of water is the increase of density with temperature in the range from 0°C to 4°C, setting it apart from regular liquids [19]. In liquid water, the temperature of maximum density (TMD) decreases with pressure entering the metastable regime above 40 MPa [23, 24], and is associated to a region with negative value of the thermal expansion coefficient, α. According to the second critical point (SCP) hypothesis the high temperature thermodynamic and dynamic anomalous behavior of liquid water is attributed to the presence of a metastable liquid-liquid phase transition ending in a critical point [25, 26]. The SCP hypothesis has been proposed from the observation of a liquid-liquid phase transition on computer simulations of the ST2 atomically detailed model of water [27], and was followed by extensive investigations on other models for water (see Ref. [22] for discussion). Similar transitions were also investigated in models for carbon [28], silicon [29], silica [30] and experimentally observed in phosphorus [31], triphenyl phos-
II. THE BOSE-HUBBARD MODEL AND ITS GRAND CANONICAL GROUND STATE

On its simplest realization, the Bose-Hubbard model consists of a lattice whose sites are empty or occupied by a certain number of particles and its hamiltonian presents terms for hopping \((J > 0)\), chemical potential \((\mu)\), and the on site interaction disfavoring multiple occupation on the same site \((U > 0)\). Creation and annihilation operators are defined as usual with symbols \(\hat{a}_i^\dagger\) and \(\hat{a}_i\) and the number operator on site \(i\) is \(\hat{n}_i = \hat{a}_i^\dagger \hat{a}_i\). With these definitions this hamiltonian becomes [3]:

\[
\hat{H} = -\sum_{\langle i,j \rangle} J\hat{a}_i^\dagger \hat{a}_j + \sum_i \frac{U}{2}\hat{n}_i(\hat{n}_i - 1) - \sum_i \mu\hat{n}_i,
\]

where the first sum is over all pairs of nearest neighbor sites and the others involve all \(L\) sites.

Here we analyze the atomic limit by setting \(J = 0\). With this choice, tunneling between different sites is forbidden and the superfluid phase, which is composed by particles in a delocalized state, does not exist. While from the experimental point of view it would be equivalent to a very strong trapping field, from the theoretical perspective it allows us to maintain waterlike anomalous properties without dealing with the more complex quantum phenomenology of the superfluid phase.

The hamiltonian becomes a sum of single-site hamiltonians \(H_i\), which can be diagonalized by using the number operators eigenvectors \(\hat{n}_i |n_i\rangle = n_i |n_i\rangle\). Hence the energy eigenvalue of a single site with occupation \(n_i = n\) becomes

\[
\epsilon_n = \frac{U}{2} n(n - 1) - \mu n.
\]

Since lattice sites are distinguishable, quantum statistics end up identical to Boltzmann statistics [11, p. 17]. For this reason, and for the benefit of a broader audience, classical statistical mechanics is employed from this point throughout this article.

We proceed by investigating the GSPT. At \(T = 0\) and a given \(\mu\), the grand canonical free energy \(\Phi = V\phi\) (volume \(V = v_0 L\), with \(v_0\) defining the lattice cell volume) is simply the result of the minimization procedure \(\phi(T = 0, \mu) = \min_n \epsilon_n\). Therefore \(\phi(T = 0, \mu) = \epsilon_n\) for \(n\) satisfying \((n - 1)U < \mu < nU\). This implies that GSPT occur whenever the chemical potential hits an integer value of the on site interaction, where a coexistence between successive occupation states \(n\) and \(n + 1\), called Mott Insulators, takes place. This analysis yields the critical chemical potentials \(\mu_n = nU\) and the corresponding critical pressures \(P_n v_0 = n(n + 1)\frac{U}{2}\).

Calculating the densities that are observed in the GSPT at fixed chemical potential in the \(\mu VT\) ensemble is simple and requires assuming that states \(n\) and \(n + 1\) are equal \(a\ priori\). The result is \(v_0 \rho_n = n + 1/2\) and will not be the same observed at fixed pressures in the

NPT ensemble, since the pressure is a non differentiable function of \(\mu\) at the GSPT. But these numbers can be obtained exactly within a two states description as will be explained in the Appendix.

III. THERMODYNAMICS

The grand canonical partition function of the system can be expressed as:

\[
\Xi(T, V, \mu) = \left(\sum_{n=0}^{\infty} e^{-\beta \epsilon_n}\right)^L,
\]

where \(\beta = 1/k_B T\), with \(T\) being the temperature and \(k_B\) the Boltzmann constant. Considering that \(\Xi = e^{-\beta \Phi}\) the fundamental relation for the grand thermodynamic potential \(\Phi\) becomes:

\[
\Phi(T, V, \mu) = -k_B T L \ln \left[\sum_{n=0}^{\infty} e^{-\beta \epsilon_n}\right].
\]

Pressure can be obtained using \(\Phi = -PV\) and one can calculate density and entropy per site, employing the standard expressions:

\[
\rho(T, \mu) = \frac{N}{V} = -\frac{1}{V} \left(\frac{\partial \Phi}{\partial \mu}\right)_T,
\]

and

\[
s(T, \mu) = \frac{S}{V} = -\frac{1}{V} \left(\frac{\partial \Phi}{\partial T}\right)_\mu.
\]

For the purpose of comparing this work with experimental realizations of the Bose-Hubbard model, it will be important to write the thermal expansion coefficient in terms of appropriate variables. Through a Jacobian transformation [11, p. 364] one obtains:

\[
\alpha = \frac{1}{V} \left(\frac{\partial V}{\partial T}\right)_{P, N} = -\frac{1}{\rho} \left(\frac{\partial \rho}{\partial T}\right)_P
\]

\[
= \alpha_{\mu} + \frac{1}{\rho} \left(\frac{\partial \rho}{\partial \mu}\right)_T \left(\frac{\partial \Phi}{\partial \mu}\right)_T,
\]

where \(\alpha_{\mu}\) was defined as:

\[
\alpha_{\mu}(T, \mu) = -\frac{1}{\rho} \left(\frac{\partial \rho}{\partial T}\right)_\mu.
\]

Expressions \([6]-[8]\) will be calculated in the \(\mu VT\) ensemble and converted to the \(NPT\) ensemble whenever necessary.
IV. RESULTS AND DISCUSSIONS

Before proceeding let us note that variables are reduced in terms of $U$, $v_0$ and $k_B$, as $T^* = k_B T / U$, $\mu^* = \mu / U$ and $P^* = P v_0 / U$. Our analysis starts by comparing density, entropy and thermal expansion $\alpha$ as a function of chemical potential at fixed temperatures (Fig. 1). In this figure $\mu$ was used in the $x$-axis to facilitate comparison with theoretical/experimental data in the literature. Also note that $\alpha$ is the same used in the fluid literature, eq. (7a), and was calculated from (7b). As it is well known, one-dimensional systems containing only short range interactions can only undergo phase transitions (characterized by discontinuities in the thermodynamic functions) at zero temperature [42]. Fig. 1 (a) shows that the density is highly sensitive to changes in the chemical potential around $\mu_n^* = n$, for integer $n$, and that this response becomes sharper at lower temperatures, approaching true phase transition discontinuities in the $T \to 0$ limit. This confirms that $\mu_n^*$ are indeed the critical values of the zero-temperature GSPT.

On Fig. 1 (b) entropy is shown to develop maximum values exactly at the critical chemical potentials $\mu_n^*$. As temperature decreases entropy goes to zero except at the transition points, where it becomes sharper and turn into a residual entropy in the limit $T \to 0$. Note that the maximum equals $s_n^* = \ln 2$ which is expected for a two state mixture. From the Maxwell relation

$$
\left( \frac{\partial S}{\partial P} \right)_T = - \left( \frac{\partial V}{\partial T} \right)_P = - V \alpha,
$$

it follows that $\alpha$ is negative (positive) whenever entropy increases (decreases) with pressure [43]. Thus, an entropy maximum introduces an oscillation in thermal expansion $\alpha$, with its amplitude increasing as temperature is lowered according to Fig. 1 (c). The oscillations evolve to a peculiar double divergence with $\alpha \to -\infty (+\infty)$ as $\mu \to \mu_n^- (\mu_n^+)$. Indeed, such mechanism establishes a quite general connection between GSPT, residual entropy and density anomaly. The multiple configurations remaining from each critical point produce a macroscopic zero point entropy. When temperature is raised, the possibility of the system accessing these states can induce an anomalous behavior depending on the chosen external fields.

Next we discuss the emergence of TMD lines in the phase diagram of the model. On Fig. 2 their loci, corresponding to $\alpha = 0$, are shown in a range of pressures covering two regions where density increases with temperature ($\alpha < 0$). As in our previous studies [36, 38], TMD lines are emanating from GSPT (filled circles) and draws a curve enclosing a region of the phase diagram starting and ending at $T = 0$. The endpoint of these lines can be obtained by analyzing enthalpy variations for adding or excluding a particle in the system. Even though we have chosen to show two TMD lines starting from transitions at $P_1^* = 1$ and 3, the model exhibits an infinite number of GSPT and also an infinite number of regions in the $P \times T$ phase diagram where $\alpha < 0$.

A more detailed view on the density behavior is presented in Fig. 3 where it is plotted against temperature at pressures slightly above, below and equal to the critical value $P_1^* = 1$. It is interesting to observe that density increases with temperature below $P_1^*$, reaching a maxi-
FIG. 2. Pressure vs. temperature phase diagram with GSPT marked with filled circles and continuous lines representing the TMD. The anomalous states are represented by the filled areas.

FIG. 3. Density as a function of temperature for fixed pressures. Density increases with temperature (region filled in purple) and presents a maximum (highlighted points over the continuous purple curve) for pressures slightly below (dashed lines) the critical pressure \( P^*_n = 1 \) (continuous black line). Density decreases monotonically with temperature for pressures above (dotted line) the critical value. The inset contains the \( P \times T \) phase diagram featuring a TMD line and the pressures chosen.

FIG. 4. Thermal expansion coefficients at fixed pressure and chemical potential, \( \alpha^* \) and \( \alpha^*_\mu \), as a function of chemical potential at temperature \( T^* = 0.05 \). At low temperature the behavior of both coefficients are similar (see text).

expansion (see Appendix), resulting in the polynomial:

\[
(1 - 2\delta_n)^{n+1} = 2(1 + 2\delta_n)^n
\]

where \( \delta_n = \bar{\rho}_n - \rho_n \), with \( \bar{\rho}_n \) \( (\rho_n = n + 1/2) \) being the critical density at fixed pressure (fixed chemical potential) for the \( n \)-th transition. From this it is possible to find \( \bar{\rho}_1 \), the critical density at constant pressure for \( n = 1 \), as

\[
\bar{\rho}_1 = \frac{5 - \sqrt{5}}{2} \approx 1.381966.
\]

Accordingly, the critical densities obtained from Eq. (10) are indeed relevant as they predict the maximum densities found along the TMD lines emanating from GSPT at critical pressures \( P^*_n = n(n+1)/2 \).

Next, let us compare the low temperature aspects of \( \alpha \) and \( \alpha_\mu \) by rewriting Eq. (7b) as:

\[
\rho(\alpha - \alpha_\mu) = \frac{s}{\rho} \left( \frac{\partial \rho}{\partial \mu} \right)_T.
\]

At small temperatures, it follows from the r.h.s. of this expression that \( \alpha \approx \alpha_\mu \) for \( \mu \neq \mu_n \) since \( \lim_{T \to 0} s \to 0 \). Consequently, \( \alpha \) and \( \alpha_\mu \) are resembling functions at low temperatures, and \( \alpha_\mu < 0 \) can be used to infer a waterlike behavior in the \( NPT \). As shown in Fig. 4, near the ground state phase transition between fluid phases with \( n = 1 \) and \( n = 2 \) particles at \( \mu^*_1 = 1 \), \( \alpha_\mu \) presents an oscillation similar to \( \alpha \), this being a signature of the proximity to the GSPT and waterlike behavior [38].
V. CONCLUSION

In this work waterlike volumetric anomalies were observed in the Bose-Hubbard model by considering the so-called atomic limit, where the confining field is sufficiently intense such that particle hopping across the lattice is strongly suppressed. Ground state analysis reproduced the expected phase transitions between Mott insulators with different fillings.

The grand canonical partition function was calculated and density, entropy and thermal expansion coefficient (at fixed pressure) were shown to behave anomalously in certain regions of the phase diagram. It was found that TMD lines were emerging from GSPT, being associated to residual entropy occurring on these transitions. This points towards a connection between phase transitions, residual entropies and density anomalies, and how these effects come together to produce an oscillatory thermal expansion coefficient, a hypothesis that was explored in previous works [30, 39]. It was demonstrated that at low temperatures the thermal expansion coefficient $\alpha$ is approximately equal to $\alpha_\mu$, and that the oscillatory behavior can be observed in both. This fact should be helpful, as it allows to identify regions where waterlike anomalies are expected to happen in the $NPT$ ensemble while looking at the behavior of $\alpha_\mu$ in $\muVT$ ensemble at low temperatures.

The fact that the Bose-Hubbard model presents waterlike behavior opens a new range of possibilities to theoretically and experimentally investigate the waterlike phenomenology and its relation to phase transitions. Of obvious interest would be to test the proposed theoretical scenarios using already available cold atom realizations of the Bose-Hubbard model in the atomic limit.
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Appendix: Two-states approximation and the critical densities

Near the GSPT between configurations of occupation numbers $n$ and $n+1$, the grand canonical free energy can be approximated by

$$\Phi \approx -\frac{1}{\beta} \ln \left( e^{-\beta n} + e^{-\beta(n+1)} \right)^L, \quad \text{(A.1)}$$

from which we calculate pressure as

$$P_{v_0} \approx \frac{-\epsilon_n + \epsilon_{n+1}}{2} + \frac{1}{\beta} \ln \left( 2 \cosh \left( \frac{\beta(n+1)}{2} \right) \right). \quad \text{(A.2)}$$

Now we define $\Delta P = P - P_n$ and $\Delta \mu = \mu - \mu_n$ to rewrite

$$\Delta P_{v_0} = \left( n + \frac{1}{2} \right) \Delta \mu + \frac{1}{\beta} \ln \left( 2 \cosh \left( \frac{\beta \Delta \mu}{2} \right) \right), \quad \text{(A.3)}$$

and calculate

$$\rho_{v_0} = \left( n + \frac{1}{2} \right) + \tanh \left( \frac{\beta \Delta \mu}{2} \right), \quad \text{(A.4)}$$

By inverting Eq. (A.4) it is possible to obtain

$$e^{\beta \Delta P^*} (1 - 2 \delta_n)^{n+1} = 2(1 + 2 \delta_n)^{n}, \quad \text{(A.5)}$$

with $\delta_n = \bar{\rho}_n^* - \rho_n^*$ as defined above. At the critical pressure, $\Delta P^* = 0$ and Eq. (10) is recovered. The case $n = 1$ leads to the second order polynomial

$$4\delta_1^2 - 8\delta_1 - 1 = 0, \quad \text{(A.6)}$$

whose physically viable solution is $\delta_1 = (2 - \sqrt{5})/2$, resulting in $\bar{\rho}_1^* = (5 - \sqrt{5})/2$, as discussed in the section IV.

The values of the critical densities for arbitrary $n$ can be calculated numerically from equation (10). These solutions have the property $\lim_{n \to \infty} \delta_n = 0$, meaning that in this limit critical densities become identical when calculated at fixed $\mu$ and fixed $P$.
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