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Abstract: Biomedical engineers prefer decision forests over traditional decision trees to design state-of-the-art Parkinson’s Detection Systems (PDS) on massive acoustic signal data. However, the challenges that the researchers are facing with decision forests is identifying the minimum number of decision trees required to achieve maximum detection accuracy with the lowest error rate. This article examines two recent decision forest algorithms Systematically Developed Forest (SysFor), and Decision Forest by Penalizing Attributes (ForestPA) along with the popular Random Forest to design three distinct Parkinson’s detection schemes with optimum number of decision trees. The proposed approach undertakes minimum number of decision trees to achieve maximum detection accuracy. The training and testing samples and the density of trees in the forest are kept dynamic and incremental to achieve the decision forests with maximum capability for detecting Parkinson’s Disease (PD). The incremental tree densities with dynamic training and testing of decision forests proved to be a better approach for detection of PD. The proposed approaches are examined along with other state-of-the-art classifiers including the modern deep learning techniques to observe the detection capability. The article also provides a guideline to generate ideal training and testing split of two modern acoustic datasets of Parkinson’s and control subjects donated by the Department of Neurology in Cerrahağa, Istanbul and Departamento de Matemáticas, Universidad de Extremadura, Cáceres, Spain. Among the three proposed detection schemes the Forest by Penalizing Attributes (ForestPA) proved to be a promising Parkinson’s disease detector with a little number of decision trees in the forest to score the highest detection accuracy of 94.12% to 95.00%.
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1. Introduction

Parkinson’s Disease (PD) is a neurodegenerative disorder that is mostly reported in older adults. It is a late age disease having no visible symptoms at its early stage. This is one of the major problems found in the aged person due to the disorder of neuro-related functions in the brain after Alzheimer [1,2]. In 2015, a study about all-cause mortality revealed more than 177,000 death cases around the globe due to Parkinson’s disease [3]. The reason behind the significant casualty of Parkinson’s is due to the lack of concrete diagnostic remedy. Parkinson’s disease happened as a result loss of dopaminergic neurons in the substantia nigra as the age progresses. Hence, one of the best options left with the clinical practitioners to delay the speed of dopamine loss. Therefore, it is essential to detect and diagnose the disease at an early stage.

The Electroencephalogram (EEG) signal [4], gait [5–8], acoustic signal [9–11], Magnetic Resonance Imaging (MRI) [12], and handwriting signals [13–15] are mostly used by the
researchers to detect the presence of Parkinson’s disease. Out of various options to detect Parkinson’s, the acoustic signal of voice plays a prominent role in the early detection of the disease. It is because the vocal impairment is found from the beginning of the disease and even years before a clinical diagnosis can be made [16–19].

There exist many state-of-the-art machine learning approaches to detect the presence of PD at the initial stage [20–22]. Most of the modern machine learning techniques employ decision trees and few handfuls of approaches rely on decision forests. Though the decision trees proved to be efficient classifying acoustic voice signal data, at the same time decision forests are preferable over traditional decision trees as decision forests are more precise, accurate and able to handle overfitting and underfitting situations smartly through decision tree ensemble. Random Forest, as a random tree ensemble frequently used for Parkinson’s detection [23,24], relies on bagging approach of ensemble, which makes the decision forest versatile [25]. However, Random Forest [26] is not the only decision forest that exists in the literature. There are two recently devised approaches in data science, i.e., Systematically Developed Forests (SysFor) [27] and Forest by Penalizing Attributes (ForestPA) [28]. Many literatures suggest that the SysFor, and ForestPA are equally versatile as Random Forest. However, there is a need of describing the efficiency of decision forests in terms of tree density in the forest and a dynamic training, and testing split. In this article, three distinct Parkinson’s detection schemes have been proposed using Random Forest, SysFor, and ForestPA. The proposed schemes undertake varying tree density with incremental training and testing samples to detect the presence of Parkinson’s. The detection capability of decision forests is measured with the lowest number of decision trees they form during the process of classification to achieve maximum detection efficiency.

A challenge lies in data science, especially in medical datasets is about the ideal training and testing split of underlying data. The ideal training and testing split are still debatable. Many articles related to Parkinson Detection carried out the evaluation using 60–40% splitting of training and testing sets, whereas many others claim the 80–20% is ideal. In view of this contradiction, this article finds a suitable training and testing instances split of acoustic signal data for Parkinson’s detection. Another challenge that the Parkinson detection approaches face while using acoustic signal is a selection of prominent voice-based features. In other words, the acoustic signal contains many voice-based features. For instance, baseline features of voice signal consist of Pitch period entropy (PPE) and Detrended fluctuation analysis (DFA) and various jitter, shimmer and Harmonic to Noise Ration attributes of the voice signal. Similarly, time frequency features comprise of Intensity parameters, Formant frequency and Bandwidth. Intensity represents the loudness of speech signal which is related to the subglottis pressure of the airflow that depends on the tension and vibration of the vocal folds [9,29]. On the other hand, many derived voice-based feature segments are realized, viz., Mel-Frequency Cepstral Coefficients (MFCC) [30,31], Wavelet [32] and Tunable Q-Factor wavelet transform (TQWT) [9] respectively for identification Parkinson’s disease. These features are extracted from the acoustic signal using specialized software. Therefore, in this context, while analyzing decision forests algorithms an effort has been made to identification of the suitable feature segment that promotes detection accuracy of Parkinson’s detection.

The contribution of this article is as follows:

- Development of three distinct Parkinson’s detection systems using three supervised decision forest algorithms, viz., SysFor, ForestPA and Random Forest.
- Identifying the lowest number of trees required to achieve maximum detection rate in the decision forests.
- Identification of the ideal training and testing split of the acoustic signal data of Parkinson’s and control subjects has also been carried out for achieving maximum performance.
- A detailed investigation has also been carried out to identify the ideal feature segments of the acoustic signals for effective detection of Parkinson.

Rest of the article is as follows. Section 2 deals with various literatures of Parkinson’s Disease Detection (PDD) using decision forest algorithms. Decision forest algorithms used
in this article are detailed in Section 3. Section 4 discusses materials and methods towards the aims and objectives of this article. Section 5 deals with results and discussion followed by conclusion at Section 6 of this article.

2. Literature Review

The literature has been reviewed in two broad areas. At first, various articles are reviewed explaining state-of-the-art decision forest algorithms proposed in the field of data science. Second, few promising articles related to decision forests algorithms used for Parkinson’s disease detection has been discussed.

Decision forests have been proposed by many researchers and widely used due to the ability to achieve maximum predictability of incoming instances. Leo Breiman [26] introduced the first version of Random Forest as a decision forest algorithm. Random Forests undertakes bagging as the training method on Random Subspace. For a set of features $f$ the size of features chosen randomly for training purposes are $\text{int}(\log_2|m|) + 1$, where $m$ is the number of inputs [25]. The benefit of Random Forest is its versatility to varying data size. However, the major drawback of Random Forest lies with the number of trees that it employs for classifying data. However, Random Forest employs a significant number of trees for effective training and classification of incoming instances. At the same time, with the increase in number of trees the time complexity of Random Forest is also increases [33].

There are many variations of Random Forest [34–39] are proposed so far. Cutler & Zaho [40] proposed a perfect random tree ensemble, where the attribute behind the splitting criteria is chosen randomly. Cascading and Sharing Trees, a decision forest algorithm ranks the features according to their contribution towards the classification. The gain ratio scores are allocated to the attributes for ranking. At the post ranking phase, the attribute having the highest gain ratio score has been taken as root node. The second tree of the forest is the attribute having the second-highest gain ratio score. Tripoliti et al. [41] proposed a dynamic growing of trees in Random Forest. The dynamic tree growth is determined by polynomial fit function, where the best fit has been achieved through root mean squared error. Their approach reveals detection accuracy of 74.60% to 87.5% with 32 to 72 trees in the forest. In a similar structure, Adnan et al. [42] proposed an ensemble pruning method using genetic algorithm to overcome demerits of huge number of decision trees involved in decision forest building process. The ensemble pruning method not only computationally efficient but also shows better ensemble accuracy. Similarly, Kushwah et al. [43] combined input output paradigm of neural network with Random Forest ensemble for classification of gene expression data, where members of the ensemble were selected from the set of neural network classifiers. Though, their approach magnificently classifies gene expression data, but the approach is silent about the decision forest building procedure. On the other hand, their approach presents classification performance in terms of ratio of class percentage. Maximally Diversified Multiple Decision Tree (MDMDT) [44], a decision forest was proposed, where each tree tests a new attribute from the dataset. The training process of the MDMDT tree is like the generalized decision tree. However, during the testing phase, the non-key attributes tested by the first tree are removed and the second tree is trained on remaining attributes. These processes iteratively continue till all the defined number of trees in the forest are built. A decision forest known as Systematically Developed Forest of Multiple Decision Trees (SysFor) has been proposed where the number of trees is defined before the forest building process [27]. The number of good attributes is ascertained based on the goodness threshold defined by the user. Similarly, the split points are determined based on the separation threshold defined by the user. The user intervention makes the forest build controlled and more tolerant to overfitting. A decision forest known as Extremely Randomized Tree (ERT) has been proposed, where cut-points for numerical attributes are chosen randomly. ERT has been proposed to build on the training samples rather than bootstrap samples. However, another decision forest called Forest by Penalizing Attributes (ForestPA) Decision Forest uses bootstrap samples to build
the forest. After generating samples, ForestPA selects the splitting attribute for a node using a merit value of the attribute. The merit value of attributes is dynamic and is computed by multiplying the classification capacity with the current weight of the attribute. The default weight for each attribute is initialized to 1.0 while building the first decision tree in the forest. The weights are kept on changing during the tree building process.

Machine Learning (ML) proved to be a great tool in many fields of medical science [41–49] including but not limited to Parkinson’s Detection [50–57]. For Parkinson’s Disease Detection (PDD) Random Forest as a decision forest algorithm is used in combination with other promising preprocessing algorithms. For instance, Smekal et al. [54] proposed a PD detection technique using a combination of Random Forest and Mann-Whitney U test algorithm to predict Parkinson. Their approach reveals an impressive accuracy of 84.96%, sensitivity of 84.52% and specificity of 85.71%. Random Forest is also used along with Principal Component Analysis (PCA) for segregation of PD from control subjects [24]. The features generated by PCA boost the detection accuracy by up to 96.83%. This is due to the little number of features results in the formation of adequate trees for prediction. Sakar et al. [9] compared many supervised classification techniques along with Random Forest on acoustic signals to predict Parkinson. The research reveals that the Random Forest impressively detects the presence of Parkinson’s disease from the bandwidth, formant frequencies, intensity, and vocal-based features. Polat et al. [23] proposed a PD detection model using Random Forest and Synthetic Minority Over-sampling Technique (SMOTE). The tree formation realizes a detection accuracy of 94.89%. Similarly, an automated detection of Parkinson’s disease based on Minimum Average Maximum Tree (MAMT) been proposed for Parkinson’s detection [55]. The MAMT approach took the help of singular value decomposition method to achieve a superb detection accuracy of 92.46%. Further, boosting approaches such as XGBoost [56] and Gaussian Mixture Model (GMM) [57] proved to be a reliable Parkinson’s detection approach. These boosting models not only efficiently detect the presence of Parkinson but also found to be precise in the detection process.

3. Decision Forests

The proposed work in this article illuminates newly proposed decision forests namely SysFor, ForestPA and the most popular, Random Forest. Here we described the chosen algorithms and highlighting their main features and working procedure.

3.1. Random Forest (RF)

In the year 2001, the Random Forest algorithm has been proposed as a robust decision forest by Leo Breiman [26]. Since then, Random Forest attracted more than 63,000 citations in various areas of data science. The power of Random Forest lies with the way of establishing decision trees in the forests with a set of bootstrap samples. For a dataset of $m$ dimensions, a random variable $X = (X_1, X_2, \ldots, X_m)^T$ is a set of input variables (also known as predictor variables) and $Y$ is a real values response variable, where RF deduces a prediction function $f(x)$ for correctly predicting $Y$. During the prediction process the lowest error represented by a loss function $l(Y, f(x))$ determines the closeness of $f(x)$ with $Y$. RF also has provision to penalizes $f(x)$ for strong deviation from $Y$.

Random Forest has been designed to address both classification and regression problems. However, in line with the aim and objectives of this article the analysis has been restricted to the classification only. Therefore, from the classification point of view, the loss function $l(Y, f(x))$ is the zero-one loss and is represented as:

$$l(Y, f(x)) = \begin{cases} 0, & \text{if } Y = f(x) \\ 1, & \text{otherwise} \end{cases}$$
In other words, the classification function \( f(x) \) for each response values of \( Y \) can be represented as:

\[
f(x) = \underset{y \in Y}{\text{argmax}} \ P(Y = y \mid X = x)
\]

(2)

which is nothing but the Bayes rule. Equation (2) determines the classification approach for single decision tree. However, for \( J \) number of decision trees \((h_1(x), h_1(x), h_1(x), \ldots, h_J(x))\), the classification function of Random Forest is:

\[
f(x) = \underset{y \in Y}{\text{argmax}} \ \sum_{j=1}^{J} \ I(y = h_j(x))
\]

(3)

Here, \( I \) is the indicator function. It should be noted that the RF relies on the principle of recursive binary partitioning \([58–61]\). The predictor space used to be partitioned on individual variable of \( X \). Concerning the classification, the splitting criteria for each nonterminal node is calculated through the Gini index and mathematically represented as:

\[
Q = \sum_{k \neq k'} \hat{p}_k \hat{p}_{k'}
\]

(4)

where, \( K = \) Number of classes, \( \hat{p}_k = \) Contributed proportion of class \( k \) in the node \( \hat{p}_{k'} \). The node \( \hat{p}_{k'} \) can be estimated as:

\[
\hat{p}_{k'} = \frac{1}{n} \sum_{i=1}^{n} I(y_i = k)
\]

(5)

Cutler et al. [58] derived Random Forest both for classification and regression. As the classification is the purpose of this research work, Equations (1)–(5) has been referred in the context of classification.

During the splitting process, two child nodes are created on the left and right side which is further subjected to splitting like parent node. The process repeated till the terminal nodes are achieved (on stopping criteria). Each of the terminal nodes comes up with a predicted result. The predicted result at the terminal nodes for each observation is the maximum repeating class for that observation, which is nothing but the predicted class for concern observation. This principle is applicable to continuous variables. However, for categorical attributes, the final class is decided upon the voting of the prediction result of decision trees.

### 3.2. Systematically Developed Forest (SysFor)

Another vibrant decision forest called Systematically Developed Forest of Multiple Decision Tree (SysFor) has been proposed recently by Islam et al. [27]. Instead of adopting all variables, SysFor considers only the variables having highest contribution towards the classification process; thus, drastically improving the speed of classification. Another strength of this decision forest algorithm is its ability to build trees even from datasets having low dimensions. The SysFor works on two distinct phases. The first step involves selection of potential attributes and the second stage involves building the forest through decision trees using the potential attributes. The famous C4.5 decision tree has been incorporated as ensemble within the forest.

#### 3.2.1. Identification of Potential Attributes

The potential feature identification process starts with scanning the features of the dataset say \( M_D \). The process also additionally accepts user defined threshold points, i.e., a threshold for choosing the potential attributes, also known as goodness threshold \((\alpha)\), and a threshold for feature separation \((\beta)\). Both these threshold points are responsible for a clear-cut distinction between potential and non-potential attributes. The gain-ratio of attributes plays a crucial role for identifying potential attributes. Both the numerical and
categorical attributes are treated differently while evaluating gain-ratio; thus, making the entire process robust and scalable. At first, the whole non-class attributes are scanned one by one. For categorical attributes, the attribute itself and its gain ratio are added to two distinct sets separately \( A & G \), where \( A \) is the attribute sets and \( G \) represents the set of gain ratio. Similarly, the numerical splitting point for attributes is kept reserved to a negative number in a separate set \( P \). In this case, the authors in [27] use \( -100 \) as the splitting point. It is because unlike numerical attributes the categorical attribute does not have a splitting point. Similarly, for numerical attributes, the splitting point is determined by maintaining the following relation for all other available splitting point \( P_k \):

\[
\frac{\text{abs}(P_j - P_k)}{|A_i|} - \beta > 0, \quad \forall P_k \in P
\]

where, \( P_j \) is any available splitting points and \( P_k \) is the \( k^{th} \) splitting point in \( P \). After estimating all the splitting points, the split point having the highest gain ratio is added to the set \( P \) and \( G \). The process of adding gain ratio and corresponding splitting point continues till a single splitting point realized. It is because the size of \( P \) is inversely proportional to available splitting points. Finally, the attribute positions are sorted in the descending order of gain ratio, which gives an opportunity to select the potential attributes. The attributes having the gain ratio below the goodness threshold \( \alpha \) are selected for building the C4.5 decision trees and SysFor decision forest.

### 3.2.2. Building the Decision Forest

Once the number of good attributes is in hand, the SysFor decision forest is built upon, which proved to be fast and more accurate in the classification process. Based on the descending order of gain ratio score, the attributes are picked up one by one to build the C4.5 trees in the SysFor decision forests. If the attribute is categorical, the underlying data is partitioned based on unique values (categories) of that attribute. On the other hand, for numerical attributes the dataset is partitioned into two horizontal segments based on the split points achieved for these attributes. Finally, C4.5 decision trees are created as ensemble on those partitions. For a set of data segments \( S \), if \( D = \{D_1, D_2, \ldots., D_j\} \) and \( A = \{A_1, A_2, \ldots., A_j\} \) represents the number of instances and good attributes of \( j = 1, 2, \ldots., j = |S| \) segments, respectively, the number of trees in the forest can be estimated as:

\[
T = \sum_{j=1}^{\left|S\right|} \left(\left|A_j\right| \times \left|D_j\right|\right) / \sum_{j=1}^{\left|S\right|} \left|D_j\right|
\]

Using the prediction results of \( T \) number of trees in the forest, SysFor applies the voting scheme to reach the final decision about the unlabeled incoming instances.

### 3.3. Decision Forest by Penalizing Attributes (ForestPA)

Another novel decision forest called Decision Forest by Penalizing Attributes (ForestPA) [28] has been proposed by the same authors of SysFor with a provision for penalizing attributes during the tree building process. Unlike SysFor, which plants C4.5 decision trees in the forest, the ForestPA plants the Classification and Regress Tree (CART) as an effective decision-maker. Like Random Forest, the ForestPA generates a bootstrap sample \( S \) from the original training instances \( D \). The CART decision trees are built upon these samples, where the attributes merit values decide the splitting point. The merit values of an attribute \( M_{A_i} \) is calculated as:

\[
M_{A_i} = (C_{A_i} \times W_{A_i})
\]

where \( C_{A_i} \) represents the classification capacity and \( W_{A_i} \) represents weights of attribute \( A \). The first tree is generated with the default weight \( 1 \). The weight of the attributes is gradually increased during the tree building process. The level of the tree decides the final
weight of the attributes. A weight range function of $WR_d$ for tree level of $d$ decreases the attribute weight and is represented as:

$$WR_d = \begin{cases} 
0.0000, & e^{-1/d} \\
e^{-1/(d-1)} + 0.0001, & e^{-1/d} 
\end{cases}, \quad i f \quad d = 1 \quad \text{if} \quad d > 1 \quad (9)$$

The Equation (9) essentially allocates advantageous weight to the lower level nodes & penalizes to the higher-level nodes. In the other words, the nodes having lower rules in hand have more advantageous weight & nodes having significant values have disadvantageous weights. Moreover, there are incidents where an attribute is tested at the root node, thus, scoring the lowest weight of 0.0000, which results the attribute not to be selected in subsequent trees. Therefore, the authors suggested a dynamic increase in weight on the attributes that are tested at the root node only. The weight increment value $WA_i^{++}$ of such attributes is calculated as:

$$WA_i^{++} = \frac{1.0 - WA_i}{(h + 1) - \ell} \quad (10)$$

where $WA_i$ is the weight of the attribute $A_i$ obtained from a tree at level $\ell$ and $h$ is the height of the tree (highest level in the tree). The process of dynamic allocation of weight allows the decision trees to predict the unlabeled instances. The prediction output of the trees is combined and the final decision about the class label of the instance is determined through voting.

4. Materials and Methods

For Parkinson’s detection, two modern datasets of Parkinson’s and control subjects have been used. The first dataset for the proposed detection approach has been provided by the Department of Neurology in Cerrahpaşa, Faculty of Medicine, Istanbul (hereafter Istanbul acoustic dataset) in the year 2019 [9]. The dataset is recent and gaining popularity due to the significant number of participants and a wide array of acoustic features. The dataset contains acoustic features of 252 subjects, out of which 64 are controls (33 men and 41 women) and 188 subjects (107 men and 81 women) suffering from PD. The age group found in the dataset are 33 to 87. During the data collection process, the microphone is set to 44.1 KHz. The sound files were used to generate various primary and derived features. Each feature segment contains multiple features, which constitutes a total of 754 features. The characteristics of the various features segments is presented in Table 1.

The dataset contains three primary feature segments and three derived feature segments. Generally, primary features are most frequently used and recognized by the technicinans engaged in PD diagnosis. The primary feature segments extracted are Baseline, Time Frequency and Vocal Fold. Similarly, the derived feature segments are Mel-Frequency Cepstral Coefficients (MFCC), Wavelet and Tunable Q-Factor wavelet transform (TQWT) respectively. These features are extracted from the acoustic signal using specialized software. Both the Primary and derived features are used for analysis in this article. The dataset is class-imbalanced due to a higher number of PD subjects.

Another acoustic dataset considered here is donated by Departamento de Matemáticas, Universidad de Extremadura, Cáceres, Spain (Spanish acoustic dataset) [62,63]. The dataset Contains acoustic features extracted from 3 voice recordings of the sustained/a/phonation of 80 subjects. The dataset is perfectly balanced with 40 of them diagnosed with Parkinson’s and 40 controls. The dataset contains 40 attributes pertaining to Jitter, Shimmer, MFCCs, etc.
Table 1. General structure of Istanbul acoustic dataset.

| Feature Sets                | Measures                              | Explanation                                                                 | Number of Features |
|-----------------------------|---------------------------------------|-----------------------------------------------------------------------------|--------------------|
| **Primary Feature Segments** | Jitter variants                       | Jitter is affected due to the lack of control of vibration of the cords and it represents the frequency from cycle to cycle. It shows the variant of the consecutive periods. | 5                  |
|                             | Shimmer variants                      | Shimmer indicates the amplitude alteration of the wave of sound.            | 6                  |
|                             | Fundamental frequency parameters      | The frequency represents the vibration of vocal fold.                       | 5                  |
| **Baseline Features**       | Harmonicity parameters                | Due to partial closure of vocal fold, noise components arise in speech. Here two components vis Harmonics to Noise Ratio and Noise to Harmonics Ratio parameters were used. | 2                  |
|                             | Recurrence Period Density Entropy (RPDE) | It provides evidence regarding the capacity of the vocal folds to sustain steady vocal fold fluctuations and also computes the differences. | 1                  |
|                             | Detrended Fluctuation Analysis (DFA)  | DFA is used to measure the self-similarity of the noise that is generated due to the turbulent airflow in vocal fold. | 1                  |
|                             | Pitch Period Entropy (PPE)            | PPE measures the impure perplexing influence of fundamental frequency. It uses the logarithmic scale and entropy calculation. | 1                  |
| **Time Frequency Features** | Intensity Parameters                  | Intensity signifies the loudness of speech signal. It is associated to the subglottis tension of the airflow. It measures in DB. Here, minimum and maximum intensity along with mean intensity were considered. | 3                  |
|                             | Formant Frequencies                   | It is used to evaluate the frequency response of the vocal tract filer.      | 4                  |
|                             | Bandwidth                             | Bandwidth frequency range among the formant frequencies. Here, first four bandwidths were considered. | 4                  |
| **Vocal Fold Features**     | Glottis Quotient (GQ)                 | It provides evidence regarding opening and closing intervals of the glottis. | 3                  |
|                             | Glottal to Noise Excitation (GNE)     | It calculates the extent of chaotic noise, which affected by inadequate closing of vocal fold. | 6                  |
|                             | Vocal Fold Excitation Ratio (VFER)    | It calculates the volume of noise on the vocal fold vibration using non-linear energy and entropy estimation. | 7                  |
|                             | Empirical Mode Decomposition (EMD)    | It decomposes a voice signal into basic components using adaptive basis functions and strength & entropy are calculated from these components that represent noise. | 6                  |
| **Derived Feature Segments** | Mel Frequency MFCCs                   | MFCCs are applied to PD voice signal to calculated Mel Frequency features.  | 84                 |
|                             | Wavelet Transform based Features      | Wavelet transform (WT) features related with F0                             | 182                |
|                             | Tunable Q-Factor wavelet transform (TQWT) Features | Tunable Q-Factor wavelet transform (TQWT) features related with F0 | 432                |
| **Total Number of features** |                                       |                                                                             | 752                |
The acoustic features analysis through decision forests has been conducted in two stages. At first, three decision forest algorithms Random Forest, SysFor and ForestPA has been subjected for comparison along with six state-of-the-art supervised classifiers, viz., k-Nearest Neighbor (kNN), C4.5, Logistic Regression, Back-Propagation Neural Network (BPNN), Naïve Bayes and OneR. The classifiers are used to classify each feature segment stated in Table 1. The identification features are dropped from the dataset as these features are no direct link with the primary and derived features. The 10-fold cross-validation approach has been used to validate the performance of the classifiers. The validation process applied to each feature segment separately on primary and derived feature segments. This will also help to identify the prominent feature segments’ contribution towards the Parkinson’s detection.

There exist many performance measures for decision forests, viz., detection accuracy, mis classification rate, precision, false alarm rate. Specifically, for Random Forest, test error is estimated based on out-of-bag error as Random Forest works on bootstrap sampling. According to a recent study by Janitza et al. [64], the OOB revealed overestimated in balanced settings and in settings with few samples. In our case the dataset has only 252 instances and the training and testing split of instances are selected ranging from 30–70% to 80–20%. In the case of bootstrap sample by Random Forest, the size of training set may be reduced further, which may seriously impact OOB error estimates. Therefore, other performance measures like detection accuracy, precision has been considered for evaluating decision forests as Parkinson’s detector. Moreover, since two more decision forests ForestPA and SysFor has been taken into consideration; the accuracy measure has been given preference over error based on OOB. The detection accuracy of decision forests has been estimated for comparison and analysis is presented below.

\[
\text{Accuracy (\%)} = \left( \frac{TP + TN}{TP + TN + FP + FN} \right) \times 100
\]  

where \(TP\) = True Positive instances, \(TN\) = True Negative instances, \(FP\) = False Positive instances and \(FN\) = False Negative instances.

The output of the classifiers of each feature segment is presented in Table 2.

| Classifiers          | Primary Feature Segments | Derived Feature Segments |
|----------------------|--------------------------|--------------------------|
|                      | Time Frequency Baseline  | Vocal Fold MFCC Wavelet  | TQWT         |
| kNN                  | 75.79                    | 73.02                    | 71.03        | 75.00        | 68.25        | 78.18        |
| C4.5                 | 73.02                    | 75.00                    | 77.78        | 71.83        | 65.48        | 72.62        |
| Logistic             | 76.19                    | 75.00                    | 75.40        | 72.62        | 58.73        | 69.44        |
| BPNN                 | 75.00                    | 78.97                    | 67.46        | 78.97        | 69.05        | 78.97        |
| Naïve Bayes          | 63.10                    | 51.19                    | 73.81        | 60.32        | 69.05        | 74.60        |
| OneR                 | 67.06                    | 73.02                    | 78.57        | 76.98        | 76.19        | 70.24        |
| Random Forest        | 80.56                    | 76.39                    | 78.97        | 82.14        | 75.40        | 79.76        |
| SysFor               | 74.60                    | 73.81                    | 79.37        | 75.79        | 71.83        | 78.18        |
| ForestPA             | 77.78                    | 75.40                    | 78.97        | 80.56        | 75.79        | 78.57        |

Classifying each feature segment shows satisfying detection accuracy for all classifiers. However, for a specific feature segment, a specific classifier shows highest accuracy rate. For an instance, the Random Forest shows better classification accuracy for Time Frequency, MFCC and TQWT feature segments. Similarly, the Baseline and Wavelet features are classified nicely by BPNN and OneR, respectively. On the other hand, using the vocal fold features, the SysFor decision forest segregates PD subjects from controls with 79.37% accuracy. It is evident that decision forests, viz., Random Forest and SysFor are responsible for the best acquired result for almost all feature segments due to the ensemble of decision
trees in the forest. However, it does not imply that the decision forests are the best option as compared to other supervised classification techniques. Therefore, to come across a valid conclusion, the primary features viz. time frequency, baseline and vocal folds and the derived features, viz., MFCC, TQWT and wavelets are merged separately. The merged feature segments are again subjected to classification. Table 3 shows the performance of classifiers on the primary and derived features segments independently along with all feature segments.

Table 3. The detection accuracy of supervised classifiers on primary and derived features of Istanbul acoustic dataset.

| Classifiers | Primary Feature Segments | Derived Feature Segments | All Feature Segments |
|-------------|--------------------------|--------------------------|----------------------|
| kNN         | 70.24                    | 77.78                    | 75.79                |
| C4.5        | 77.38                    | 74.21                    | 78.57                |
| Logistic    | 69.44                    | 70.24                    | 72.62                |
| BPNN        | 72.62                    | 79.76                    | 82.14                |
| NB          | 61.91                    | 73.02                    | 75.00                |
| OneR        | 75.00                    | 72.22                    | 72.22                |
| RF          | 79.76                    | 81.75                    | 80.95                |
| SysFor      | 82.94                    | 82.54                    | 80.95                |
| ForestPA    | 77.38                    | 77.78                    | 82.14                |

By merging the similar feature segments together, it is observed that the decision forests, viz., Random Forest, SysFor and ForestPA shows distinct and the better result both in primary and derived features. Not only that, the decision forests also show best accuracy rate by merging and classifying combined primary and derived features. Though it is clearly visible that the decision forests are far better approach for Parkinson’s detection, yet it is difficult to identify the best decision forests among three. In one hand, the SysFor shows better result for primary and derived features but for the entire feature segments with 752 features the ForestPA classifier outperforms other decision forests. This is the reason for which a second stage test is essential to identify the most suitable decision forest along with an ideal acoustic feature segment.

At the second stage of analysis and training and testing split on dataset has been conducted. Instead of a traditional way of splitting the underlying data into training and testing groups, a dynamic way of training and testing instances split has been conducted. Moreover, the performance of the decision forests is also observed with different tree sizes in the forest. This second stage analysis, which is the theme of this article has been presented in Figure 1.

From the literature review, it is revealed that most of the modern PD detection techniques rely on Random Forest as a base learner. However, it is also observed from Table 3 that both the SysFor and ForestPA are a better choice than the Random Forest. According to Sinnott et al., (2016) [33] and Oshiro et al. [65], the performance of Random forest decreases with the additional deployment of number of trees in the forest beyond the required numbers. The performance of Random Forest always increases up to a certain number of trees [33]. Afterwards, the deployment of additional trees only increases the computational cost of the classification process [65]. Therefore, controlling the number of decision trees in the forest would improve the time complexity of the entire testing and training process with realization of optimum detection accuracy. In this section, an effort has been made to identify the minimum number of trees required to achieve highest detection accuracy. Instead of leaving the decision forests by their own, the number of tree formation is controlled in each iteration of training and test process. This process continues till the maximum accuracy has been realized with the formation of minimum number of trees. In the meantime, the process will also suggest the ideal training and testing instance split for a dataset. The algorithm for the identifications of perfect training and testing
instance split and minimum number of trees required to achieve highest performance output has been outlined in Table 4.

**Figure 1.** The proposed decision forest based Parkinson’s detection.
Table 4. The process of decision forests based Parkinson’s detection.

| INPUT              | OUTPUT                |
|--------------------|-----------------------|
| $M_D$ = $n \times m$ data matrix | $F$ = Decision Forest Algorithm [Random Forest | ForestPA | SysFor] |
| $TR_D$ = Ideal Training Set | $TS_D$ = Ideal Testing Set |
| $t$ = Number of Trees | $P_A$ = Prediction Accuracy |

**PROCESS**

begin

**Step 1.** Initialize training, testing split, number of trees, detection accuracy

$TR_p: = 30, TS_p: = 70, t: = 1, P_A: = 0.0$

**Step 2.** Initialize temporary variables

$TR_{p_temp}: = 0.0$ //for updating ideal training (%) split
$TS_{p_temp}: = 0.0$ //for updating ideal testing (%) split
$t_{temp}: = 0$ //for updating lowest number of trees
$P_{A_temp}: = 0.0$ //for updating highest Accuracy

for $TR_p: = 30$ to $80$ //Check for maximum training size arrival

begin

**Step 3.** Calculate training & testing instances and re-initialized number of trees

$TR_p: = M_D \times \frac{TR_p}{100}, TS_D: = M_D - TR_D, t: = 1$

for $t: = 1$ to $100$ //Check for maximum number of tree size arrival

begin

**Step 4.** Build the decision forest model with $t$ number of trees

$F_{tm}: = F_t(TR_D)$

**Step 5.** Test the model with test set $TS_D$ and calculate the accuracy

$P_A: = F_{tm}(TS_D) - F_{tm}(TS_D)$

**Step 6.** Update accuracy, number of trees, training and testing split (%)

if $P_A > P_{A_temp}$ then

$P_{A_temp}: = P_A$ //preserve the highest accuracy
$t_{temp}: = t$ //preserve the number of trees
$TR_{p_temp}: = TR_p$ //preserve training size

end if

$t: = t + 1$

end

end

$TR_p: = TR_p + 5$ //increase training size 5% at a time

end

$P_A: = P_{A_temp}, t: = t_{temp}, TR_p: = TR_{p_temp}, TS_p: = 100 - TR_p$

return $P_A, t, TR_p, TS_p$

end
The process starts with initially splitting the data as 30% training and 70% testing. It has been observed that there is no clear-cut guideline regarding training and testing instance split. Researchers decide the training testing split according to their implementation environment and convenience [7,66,67]. On the other hand, machine learning tools like WEKA states default training testing instance split as 66%–34% [68,69]. In the absence of a concrete guideline, a loop has been created with training size of 30% and testing size of 70% to training size of 80% and testing size of 20%. In each iteration, the percentage of training size has been incremented by 5%. In each iteration of the training-testing split, the number of trees deployed has been changed from the 1 to a maximum number of trees to 100. This will give us an unbiased analysis of the decision forest for knowing the exact number of trees required to get the highest detection accuracy with the lowest number of errors. However, the main reason for setting the tree limits in the forest up to 100 is that the decision forests have different tree formation limitations. For instance, the SysFor classifier has the default number of trees is 60, whereas the ForestPA decision forest deploys 10 trees by default. Similarly, the Random Forest supports a maximum of 100 decision trees by default [68,69]. Moreover, according to Sinnott et al. [33] 100 trees are sufficient in the case of Random Forest for achieving the desired stopping criteria.

It should be noted that decision forest like Random Forest randomly selects bootstrap samples for train decision trees. On the other hand, bootstrap sampling is not a cure for small dataset. Therefore, with the increase in training instances, the power of Random Forest increases. This is the reason; we have dynamically increasing the training size from 30% to 80%. This will ensure to identify the size of training set to get the maximum detection accuracy. Similarly, with the increase in number of decision trees in the forest, the detection power of the forest improved. This ensures to get highest detection result at certain point of time having reasonably smaller number of trees in hand.

5. Results and Discussion

From the 10-fold cross-validation the result was not determined to get the best decision forest and the best feature segment for Parkinson’s detection. Therefore, a dynamic training and testing split of instances with change in number of trees has been carried out and, in the meanwhile, three distinct Parkinson’s detection schemes has also been proposed using decision forests. The result of the proposed approaches has been obtained in two different ways. At first, the detection accuracy of decision forests has been observed with a change in the number of decision trees for each block of the training-testing split. Secondly, the best training-testing split has been proposed as the PDS with the smallest number of decision tree formation for getting the highest detection accuracy with lowest error rate. The analysis has been conducted on both the acoustic signal datasets mentioned in Section 4.

The performance of decision forests with incremental number of decision trees and training testing splits on Istanbul acoustic signal dataset are outlined in Figure 2. At each change in training and testing split and number of decision trees, the performance of decision forests varies. From Figure 2, it is observed that the ForestPA and SysFor require lesser number of trees to achieve highest accuracy. With just 30% of training instances, both ForestPA and SysFor show the detection accuracy between 80%–90%. However, with the increase in number of trees the Random Forest shows the superior result than its peer. A similar result is observed with 40% training instances. However, with increase in training instances the SysFor evolves as a leading decision forest with very little number of trees. With 60% training instances the SysFor infers a visible performance improvement over other decision forests. It should be noted that all the decision forests do not require a significant number of trees to touch the highest accuracy mark. Therefore, during the classification process, the number of trees in the forests should be controlled rather than leaving it to the environment.
error rate. The analysis has been conducted on both the acoustic signal datasets mentioned in section IV.

The performance of decision forests with incremental number of decision trees and training testing splits on Istanbul acoustic signal dataset are outlined in Figure 2. At each change in training and testing split and number of decision trees, the performance of decision forests varies. From Figure 2, it is observed that the ForestPA and SysFor require lesser number of trees to achieve highest accuracy. With just 30% of training instances, both ForestPA and SysFor show the detection accuracy between 80%–90%. However, with the increase in number of trees the Random Forest shows the superior result than its peer. A similar result is observed with 40% training instances. However, with increase in training instances the SysFor evolves as a leading decision forest with very little number of trees. With 60% training instances the SysFor infers a visible performance improvement over other decision forests. It should be noted that all the decision forests do not require a significant number of trees to touch the highest accuracy mark. Therefore, during the classification process, the number of trees in the forests should be controlled rather than leaving it to the environment.

Figure 2. Detection accuracy with respect to change in number of trees in the decision forests observed for each training and testing split on Istanbul acoustic dataset.

A similar kind of observation is also noticed for the Spanish acoustic dataset presented in Figure 3. Figure 3 shows the detection accuracy derived from the decision forest with a change in trees for various training and testing split. It can be seen from the figure that, both the ForestPA and SysFor shows better detection accuracy for each increase in tree size. The highest detection accuracy is also observed within just 20 decision trees. This shows the default number of decision trees for SysFor is not reliable. With only below 10 decision trees, the SysFor shows better results for all training and testing split in terms of detection accuracy.
Further, the 75–25% training and testing split reveal the highest detection accuracy for all the decision forest. Though SysFor seems to be ahead of ForestPA and Random Forest for almost all the training-testing split, all the decision forest reveals the highest accuracy for 75–25% split.

To come across a concrete conclusion, the decision forests are further analyzed for the highest detection accuracy with minimum number of trees (t), precision (Prc), sensitivity (Sen), specificity (Spc), fall-out, and miss rate. The result obtained by second level of analysis for all the decision forests has been presented in Tables 5–7.
Table 5. Maximum performance received for SysFor classifier with minimum number of decision trees on primary and derived features of Istanbul acoustic dataset.

| Feature Segments  | m   | t   | Tr/Ts | Acc  | Prc  | Sen  | Spc  | Fall Out | Miss Rate |
|-------------------|-----|-----|-------|------|------|------|------|----------|-----------|
| Time Frequency    | 11  | 7   | 50/50 | 82.54| 0.83 | 0.83 | 0.49 | 0.51     | 0.18      |
| Baseline          | 21  | 40  | 80/20 | 92.16| 0.92 | 0.92 | 0.75 | 0.25     | 0.08      |
| Vocal Fold        | 22  | 2   | 80/20 | 88.24| 0.88 | 0.88 | 0.59 | 0.41     | 0.12      |
| MFCC              | 84  | 53  | 80/20 | 92.16| 0.93 | 0.92 | 0.91 | 0.1      | 0.08      |
| Wavelet           | 182 | 18  | 80/20 | 88.24| 0.88 | 0.88 | 0.67 | 0.33     | 0.12      |
| TQWT              | 432 | 73  | 80/20 | 90.20| 0.90 | 0.9  | 0.75 | 0.25     | 0.10      |

Table 6. Maximum performance received for Random Forest classifier with minimum number of decision trees on primary and derived features of Istanbul acoustic dataset.

| Feature Segments  | m   | t   | Tr/Ts | Acc  | Prc  | Sen  | Spc  | Fall Out | Miss Rate |
|-------------------|-----|-----|-------|------|------|------|------|----------|-----------|
| Time Frequency    | 11  | 4   | 80/20 | 88.24| 0.88 | 0.88 | 0.74 | 0.26     | 0.12      |
| Baseline          | 21  | 4   | 80/20 | 90.20| 0.91 | 0.90 | 0.60 | 0.40     | 0.10      |
| Vocal Fold        | 22  | 65  | 80/20 | 90.20| 0.91 | 0.90 | 0.60 | 0.40     | 0.10      |
| MFCC              | 84  | 19  | 80/20 | 94.12| 0.94 | 0.94 | 0.83 | 0.17     | 0.06      |
| Wavelet           | 182 | 4   | 80/20 | 86.28| 0.86 | 0.86 | 0.66 | 0.34     | 0.14      |
| TQWT              | 432 | 29  | 80/20 | 92.16| 0.93 | 0.92 | 0.68 | 0.32     | 0.08      |

Table 7. Maximum performance received for ForestPA classifier with minimum number of decision trees on primary and derived features of Istanbul acoustic dataset.

| Feature Segments  | m   | t   | Tr/Ts | Acc  | Prc  | Sen  | Spc  | Fall Out | Miss Rate |
|-------------------|-----|-----|-------|------|------|------|------|----------|-----------|
| Time Frequency    | 11  | 69  | 80/20 | 86.28| 0.88 | 0.86 | 0.44 | 0.56     | 0.14      |
| Baseline          | 21  | 6   | 80/20 | 92.16| 0.93 | 0.92 | 0.68 | 0.32     | 0.08      |
| Vocal Fold        | 22  | 22  | 80/20 | 88.24| 0.9  | 0.88 | 0.52 | 0.48     | 0.12      |
| MFCC              | 84  | 14  | 80/20 | 94.12| 0.95 | 0.94 | 0.76 | 0.24     | 0.06      |
| Wavelet           | 182 | 24  | 80/20 | 86.28| 0.88 | 0.86 | 0.44 | 0.56     | 0.14      |
| TQWT              | 432 | 11  | 80/20 | 92.16| 0.92 | 0.92 | 0.75 | 0.25     | 0.08      |

Tables 5–7 does not really compare the decision forests algorithms, instead, it shows the performance of the decision forests on various feature segments of acoustic datasets provided by the Department of Neurology in Cerrahpaşa, Istanbul. However, the performance comparison of the classifier can be analyzed for each feature segment. The column “t” indicates the minimum number of decision trees deployed to achieve such maximum performances. Similarly, the number of features for each feature segment is denoted by “m”. Overall, the performance of the decision forests presented in Tables 5–7 is far better than the performance of the same decision forests (with the default number of trees) outlined in Tables 2 and 3. For an instance, the detection accuracy observed by SysFor, Random Forest and ForestPA received are 82.54%, 88.24%, and 86.28% with the help of 7, 4, and 69 decision trees in the forests, respectively, which is 1.98%, 13.64%, and 8.5% higher than the decision forests deployed in its default setting. Moreover, the SysFor classifier gains the peak detection accuracy with 50% training instances only. The same implication can be observed for all feature segments. Therefore, it is evident that the dynamic allocation of decision trees shows far better results than the default number of decision trees. Since the focusing point is to present three Parkinson detection systems using the decision forests, it is essential to compare the performance of decision forests to understand the versatility of the forests towards Parkinson’s detection. In this context, three popular performance measures, viz., detection accuracy, sensitivity and specificity utilized for better analysis of
the decision forests. The detection accuracy, sensitivity and specificity of decision forests for all feature segments are shown in Figures 4–6, respectively.

**Figure 4.** Highest detection accuracy of decision forest algorithms with minimum number of trees on various feature of Istanbul acoustic dataset.

**Figure 5.** Highest sensitivity of decision forest algorithms with minimum number of trees on various feature of Istanbul acoustic dataset.

**Figure 6.** Highest specificity of decision forest algorithms with minimum number of trees on various feature of Istanbul acoustic signal dataset.
Figure 4 shows mixed results for all the decision forests. For Time Frequency, Vocal Fold, and MFCC, the Random Forest shows best detection rate. Similarly, SysFor shows better results for Wavelet feature segments. Not only this, the ForestPA revealed at par result than its peer forests in Baseline and TQWT features.

Similarly, in Figure 5 also all the classifiers have identical sensitivity; thus, an inconclusive result about the best decision forest. Both Random Forest and ForestPA have equal sensitivity for MFCC and TQWT derived features and SysFor and ForestPA have equal sensitivity rate for Baseline and Vocal Fold Features.

On the other hand, the SysFor outperforms other decision forests in Baseline, MFCC, and Wavelet feature segments, whereas Random Forests performs well with highest sensitivity in time frequency, Vocal Fold feature segment. Though an indication has been received that the SysFor would be a good approach towards Parkinson’s detection with better sensitivity than its peers, more conclusive evidence is expected to justify the claim. Therefore, at the next step the combined primary feature segments (Time Frequency, Baseline and Vocal Fold) and combined derived feature segments (MFCC, TQWT and Wavelet) and the total feature segments are treated separately with the decision forests. The result of decision forests on respective combined feature segments and total feature segments are presented in Tables 8–10.

Table 8. Maximum performance received for decision forests with minimum number of decision trees on primary feature segments of Istanbul acoustic dataset.

| Detection Schemes | m  | t  | Tr/Ts | Acc  | Prc  | Sen  | Spc  | Fall Out | Miss Rate |
|-------------------|----|----|-------|------|------|------|------|----------|-----------|
| SysFor            | 54 | 3  | 80/20 | 90.20| 0.91 | 0.90 | 0.83 | 0.18     | 0.10      |
| Random Forest     | 54 | 17 | 80/20 | 92.16| 0.92 | 0.92 | 0.75 | 0.25     | 0.08      |
| ForestPA          | 54 | 7  | 80/20 | 90.20| 0.90 | 0.90 | 0.67 | 0.33     | 0.10      |

Table 9. Maximum performance received for decision forests with minimum number of decision trees on derived feature segments of Istanbul acoustic dataset.

| Detection Schemes | m  | t  | Tr/Ts | Acc  | Prc  | Sen  | Spc  | Fall Out | Miss Rate |
|-------------------|----|----|-------|------|------|------|------|----------|-----------|
| SysFor            | 698| 51 | 80/20 | 90.20| 0.90 | 0.90 | 0.75 | 0.25     | 0.10      |
| Random Forest     | 698| 36 | 80/20 | 92.16| 0.93 | 0.92 | 0.68 | 0.32     | 0.08      |
| ForestPA          | 698| 9  | 80/20 | 94.12| 0.95 | 0.94 | 0.76 | 0.24     | 0.06      |

Table 10. Maximum performance received for decision forests with minimum number of decision trees on all feature segments of Istanbul acoustic dataset.

| Detection Schemes | m  | t  | Tr/Ts | Acc  | Prc  | Sen  | Spc  | Fall Out | Miss Rate |
|-------------------|----|----|-------|------|------|------|------|----------|-----------|
| SysFor            | 752| 29 | 75/25 | 92.07| 0.92 | 0.92 | 0.82 | 0.18     | 0.08      |
| Random Forest     | 752| 39 | 80/20 | 92.16| 0.92 | 0.92 | 0.75 | 0.25     | 0.08      |
| ForestPA          | 752| 9  | 80/20 | 94.12| 0.94 | 0.94 | 0.91 | 0.09     | 0.06      |

From Table 8 the Random Forest shows highest accuracy of 92.16% for primary feature segment. However, does merely acquiring the highest accuracy make the Random Forest winner? It is because Random Forest achieves such performance with 17 decision trees, which is much more than that of its peers. On the other hand, the SysFor decision forest took only three trees to yields an impressive accuracy of 90.20%. Not only that, the SysFor also reveals magnificent lowest fall-out and highest miss-rate while segregating Parkinson’s subjects from control subjects. This is what the medical practitioners are looking for. It is because an ideal Parkinson’s detection system should not classify a control subject as
Parkinson and vice versa. Another reason for which the SysFor can be considered as an ideal Parkinson detector is the specificity. With 82.50% specificity, the SysFor classifies control subjects perfectly.

Similarly, for derived feature segments, ForestPA reckons the highest ever performance with just nine trees in the forest. Not only that, the ForestPA performs well in precision, sensitivity, fall-out and miss-rate. However, it slips away in specificity.

Finally, when all the feature segments are combined and processed through decision forests separately, the ForestPA still retains its position with 94.12% of detection accuracy. The ForestPA also reveals the best result in all performance measures, viz., accuracy, precision, sensitivity, specificity, fall-out and miss-rate.

At this point, it is quite clear that the ForestPA is the ideal decision forest for acoustic signal-based Parkinson’s detection, but comparing Tables 8 and 9 analogically it is quite evident that the primary feature segments such as time frequency, baseline and vocal fold are the better segment as compared to derived features. With better precision and specificity with lowest fall-out and miss rate the primary feature segments contribute better towards the Parkinson’s detection process. Nevertheless, ForestPA proved to be a decent Parkinson’s detector with better results in derived features but, at the same time, it also took only seven trees in the case of primary features with satisfactory detection results. Therefore, in a nutshell the primary feature segments are proved to be better features as compared to derived features.

At this point it is proved that the proposed approach for decision forest based Parkinson’s detection shows convincing results when decision trees are controlled within the forest. However, it is quite interesting to observe the potentiality of the proposed approach with the recent state of the art approaches. In this regard few recent Parkinson’s detection approach has been shortlisted and compared. The approaches used for comparison are the deep learning based Convolutional Neural Networks (CNN) Parkinson’s detection [52], Random Forest and SMOTE hybrid [23], Minimum Average Maximum Tree (MAMT) approach [55], XGBoost approach [56] and Gaussian Mixture Models (GMM) approach [57]. All these approaches are based on the same dataset and on same evaluation criteria. The comparative analysis has been presented in Table 11.

| Detection Schemes | m | Acc  |
|-------------------|---|-----|
| Deep learning based CNN [52] | - | 86.90 |
| Random Forest and SMOTE hybrid [23] | 752 | 92.34 |
| MAMT approach [55] | 50 | 92.46 |
| XGBoost approach [56] | 21 | 84.80 |
| GMM approach [57] | 50 | 89.12 |
| ForestPA (t = 7) | 54 | 90.20 |
| ForestPA (t = 9) | 698 | 94.12 |
| ForestPA (t = 9) | 752 | 94.12 |

From the Table 11 it can be observed that our proposed approach with ForestPA controlled decision trees dynamically proved to be superior Parkinson’s detector as compared to other detection scheme. The nine layer of CNN deep learning approach [52] though shows promising result, but the method is not convincing even at per with other machine learning approaches. It is because, the dataset size is limited to only few subjects and the deep learning approaches which are designed for data sensitive applications are unable to gather required classification information from such small samples. The CNN based deep learning approach founds to be a better choice than XGBoost approach [56] with a 2.10% higher detection accuracy. The proposed ForestPA approach also shows better classifica-
tion accuracy as compared to MAMT [55] and Random Forest and SMOTE combination approaches. The artificial samples generated by SMOTE and classified by Random Forest does not even stand tall in front of ForestPA approaches. Our approach reveals 1.78% more detection accuracy than Random Forest and SMOTE combination. However, to achieve such detection accuracy our detection approach took 698–752 acoustic features. Therefore, in a landscape, controlling the decision trees in ForestPA has been proved to enhance better detection accuracy.

Finally, the decision forests are proposed as an ideal Parkinson’s detector by controlling the decision trees in the forest. To ensure the stability and robustness of the proposed approach further, the Spain acoustic signal dataset has been incorporated for Parkinson’s detection. The Spain acoustic signal dataset also reveals similar results for all the three decision forests are presented in Table 12.

| Detection Schemes | m   | t   | Tr/Ts | Acc  | Pr  | Sen  | Sp   | Fall Out | Miss Rate |
|-------------------|-----|-----|-------|------|-----|------|------|----------|-----------|
| SysFor            | 44  | 3   | 75/25 | 95.00| 0.96| 0.95 | 0.98 | 0.02     | 0.05      |
| Random Forest     | 44  | 2   | 75/25 | 95.00| 0.95| 0.95 | 0.88 | 0.12     | 0.05      |
| ForestPA          | 44  | 1   | 75/25 | 95.00| 0.96| 0.95 | 0.98 | 0.02     | 0.05      |

According to Table 12, all the three-decision forest shows satisfying performance. Nevertheless, the Random Forest achieves equal accuracy rate at par with ForestPA and SysFor but it is unable to win the race due to other performance measures like precision, sensitivity, and specificity. Overall, the ForestPA evolves as the best decision forest having equal detection result along with its peers having only one decision tree in the forest. Incremental decision trees in ForestPA no doubt proved to be a great approach for optimum classification. However, it is not essentially the best approach in its class. Therefore, from the functional point of view, it is essential to compare our approach with the approaches having similar functionalities. This will help us to understand the efficiency of the approaches proposed in similar guidelines. In this regard approaches like Tripoliti et al. [41], Adnan et al. [42] has been selected for comparison keeping in mind the similar structure and guideline as per the proposed approach. Table 13 represents the comparison of the ensemble approaches having similar structures and guidelines.

| Authors            | Detection Schemes                        | Acc      | Avg. Acc |
|--------------------|------------------------------------------|----------|----------|
| Tripoliti et al. [41] | Growing Random Forest (GRF)              | 74.60–87.50 | 81.05    |
| Adnan et al. [42]   | Genetic Algorithm based Decision Forest (SubPGA) | 71.52–97.56 | 84.54    |
| Method #1           | Incremental Decision Forest (Random Forest) | 92.16–95.00 | 93.58    |
| Method #2           | Incremental Decision Forest (SysFor)      | 90.20–95.00 | 92.60    |
| Method #3           | Incremental Decision Forest (ForestPA)    | 90.20–95.00 | 92.60    |

From Table 13, it can be observed that the proposed approach shows better classification accuracy as compared to similar state of the art approaches. The Random Forest approach shows better average detection accuracy along with SysFor and ForestPA incremental decision forest approach. The datasets used by Tripoliti et al. [41] and Adnan et al. [42] are different than the datasets we considered. Nevertheless, keeping in view the similar growing structures the GRF [41] and SubPGA [42] expected to perform better for variety of dataset. Tripoliti et al. [41] also admitted the same fact that their approach exhibits well in 90% of test cases. However, in the case of other 10% test cases the approach of Tripoliti et al. [41] appears to be struggling; thus, conclude with lower average accuracy.
score. On the other hand, the incremental Random Forest approach shows highest accuracy of 93.58.

6. Conclusions

In this article, two recently proposed decision forests namely SysFor and ForestPA along with most popular Random Forest has been used as Parkinson’s detectors. As a novel contribution in the field of Parkinson’s detection, the proposed Parkinson’s detection method employs incremental decision trees and training instances. At each iteration of the proposed method, the number of decision trees has been increased within a range of 1 to 100 and the training instances has been increases from 30% to 80%. The threshold point having maximum detection accuracy has been identified and the iterative method has been presented as a potential Parkinson detector. The proposed methods have been tested on two recent acoustic datasets of Parkinson’s and control subjects. It is found that the proposed method on ForestPA decision forest holds only nine decision trees in the forest to achieve maximum detection accuracy of 94.12% with nine decision on the Istanbul acoustic dataset. Similarly, for the Spanish acoustic dataset, ForestPA shows 95% accuracy with just one decision tree in the forest. Moreover, the average detection accuracy has been ascertained for both the acoustics datasets under study. The average detection accuracy on incremental trees of Random Forest Random forest shows 93.58% of detection accuracy, which is a better choice than the SysFor and ForestPA approach. However, it is suggested that, while choosing the right approach for Parkinson’s detection, the underlying feature segments and number of features therein should be taken into consideration. It is worth to mention that the primary feature segments, viz., time frequency, vocal fold and baseline features are the better choice than derived feature segments for incremental decision forests. The proposed method has also been compared with existing state-of-the-art Parkinson’s detection and other medical disease detection approaches. The comparative analysis reveals that the proposed method of incremental decision trees in the forest detect the Parkinson’s subject more efficiently than the counterparts. In the future, various feature selection schemes can be incorporated with decision forests for improving the performance of the decision forests further.
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