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Due to conservation of energy we cannot directly turn a quantum system with a definite energy into a superposition of different energies. However, if we have access to an additional resource in terms of a system with a high degree of coherence, as for standard models of laser light, we can overcome this limitation. The question is to what extent coherence gets degraded when utilized. Here it is shown that coherence can be turned into a catalyst, meaning that we can use it repeatedly without ever diminishing its power to enable coherent operations. This finding stands in contrast to the degradation of other quantum resources, and has direct consequences for quantum thermodynamics, as it shows that latent energy that may be locked into superpositions of energy eigenstates can be released catalytically.

Introduction. – Coherence is a resource that enables us to implement coherent operations on quantum systems; a canonical example being the use of lasers to put atoms in superposition between two energy levels [1], or analogously for radio-fields and nuclear spins [2]. When we excite an atom we need another system, an `energy reservoir’, where the energy is taken. What kind of energy reservoir would we need in order to put an atom in superposition between two energies? With a bit of thought one can realize that this is impossible if the atom and the reservoir initially have definite energies. (See Appendix A for details. This observation can be understood in the wider context of ‘reference frames’ and symmetry preserving operations [3,5].) One way to resolve the apparent contradiction with the above claim, that such superpositions indeed can be generated, is to realize that this usually is achieved via, e.g., lasers or radio-fields. These are often modeled as coherent states, typically described as superpositions of the energy eigenstates of the electromagnetic field [1,2,4] (although this can be debated, see e.g. [8,13]). In other words, the coherence of the laser is a resource that enables us to put the atom in superposition, or more generally to perform operations that coherently mix energies.

The main result of this investigation is that coherence can be turned into a catalyst, in the sense that it enables otherwise impossible tasks, without itself being consumed. Although maybe reminiscent of entanglement catalysis [14], this stands in contrast to other quantum resources, e.g., reference frames for measurements, which appear to degrade upon use [3,15,17]. We establish catalytic coherence within two models. The first model (the doubly-infinite energy ladder) is convenient to analyze, but is somewhat unphysical in that its Hamiltonian has no ground state. We furthermore numerically investigate remnants of catalytic coherence in the Jaynes-Cummings model [18,19]. Finally, we apply catalytic coherence to ‘work extraction’ in the context of quantum thermodynamics.

The doubly-infinite energy ladder. – Catalytic coherence is achieved via a specific design of the interaction between the system and the energy reservoir. While this construction can be used to generate coherent operations on N-level systems (see Appendix B), we here focus on two-level systems. Let S be a system for which the Hamiltonian \( H_S \) has eigenvalues \( h_0 = 0 \) and \( h_1 = s > 0 \), corresponding to the eigenstates \( |\psi_0\rangle \) and \( |\psi_1\rangle \). The Hamiltonian of the reservoir \( E \) is \( H_E = \sum_{j \in \mathbb{Z}} j |j\rangle \langle j| \), where \( s \) is the energy spacing in the ladder, \( \{j\}_{j \in \mathbb{Z}} \) is an orthonormal basis, and \( \mathbb{Z} \) denotes the set of integers. Regarded as a Hamiltonian, \( H_E \) is slightly odd in that it does not have any ground state. We shall remedy this
problem shortly, but due to several convenient properties we shall use this model for the initial analysis. As a first step we define the ‘shift-operator’ $\Delta = \sum_{j \in \mathbb{Z}} (|j+1 \rangle \langle j|)$. As one can see, this unitary operator translates every state ‘rigidly’ along the energy ladder (see Fig. 1). With the aid of $\Delta$ we define the following family of unitary superpositions over a collection of consecutive states $|\sigma \rangle$, hence this model is powerful enough to convert any energy distribution and to perform actions on the reservoir. Next we shall use this model for the initial analysis. As a first step we shall investigate what kind of transformations we can implement on $S$, and how this depends on the coherence in the reservoir $E$.

Coherence and coherent operations.– Given a state $\sigma$ on the reservoir we can implement channels on $S$ via

$$\Phi_{\sigma,U}(\rho) = \text{Tr}_{E}[V(U)\rho \otimes \sigma V(U)^\dagger].$$

(2)

(This generally requires time-control, see Appendix C). We let $\mathcal{C}(\sigma)$ denote the set of channels $\Phi_{\sigma,U}$ that can be obtained for arbitrary unitary $U$, given $\sigma$. Let us now see what aspects of $\sigma$ it is that determine $\Phi_{\sigma,U}$. If one inserts Eq. (1) into (2), it turns out that $\Phi_{\sigma,U}$, and thus $\mathcal{C}(\sigma)$, depends on $\sigma$ only via expectation values of the form $\text{Tr}(\Delta^a \sigma)$ for $a \in \mathbb{Z}$ (which do not determine $\sigma$ uniquely).

Next, suppose we wish to perform a unitary operation that mixes different energy levels. By Eqs. (1) and (2), one can see that if $\text{Tr}(\Delta^a \sigma) \approx 1$ for $a = -2, \ldots, 2$, then $\Phi_{\sigma,U}(\rho) \approx U \rho U^\dagger$. (For general $N$-level systems, the necessary range of $a$ is determined by the amount of energy that the reservoir would need to donate or absorb.) Hence, when we speak of a ‘high degree of coherence’, it means that the state $\sigma$ of the reservoir is such that $\text{Tr}(\Delta^a \sigma) \approx 1$ for a broad range of $a$, with the rationale that this allows us to perform coherent operations to a good approximation.

A concrete example is the family of states $|\eta_{L,0}\rangle \langle \eta_{L,0}|$ of the form $|\eta_{L,0}\rangle = \sum_{l=0}^{L-1} |l+0 \rangle / \sqrt{L}$, i.e., uniform superpositions over a collection of consecutive energy eigenstates. In the limit of large $L$, the channel $\Phi_{|\eta_{L,0}\rangle \langle \eta_{L,0}|,U}$ converges to the unitary operation $\rho \mapsto U \rho U^\dagger$ (as one could expect from the Wigner-Arkai-Yanase theorem [21–23]). Hence, this model is powerful enough to implement all unitary operations on $S$, given a sufficient degree of coherence in the reservoir. Next we show that the degree of coherence does not change over repeated applications.

Catalytic coherence in the doubly-infinite ladder.– To investigate the catalytic properties of the coherence, we need to determine how the state of the energy reservoir changes when we use it. For that purpose we define the corresponding channel on $E$

$$\Lambda_{\rho,U}(\sigma) = \text{Tr}_{S}[V(U)\rho \otimes \sigma V(U)^\dagger].$$

(3)

By using Eq. (1) one can confirm that

$$\text{Tr}[\Delta^a \Lambda_{\rho,U}(\sigma)] = \text{Tr}(\Delta^a \sigma),$$

(4)

for all $\sigma$, $\rho$, $U$, and $a$. In other words, the expectation values $\langle \Delta^a \rangle = \text{Tr}(\Delta^a \sigma)$ are invariants under the action of these operations.

Earlier we noted that it is precisely the expectation values $\langle \Delta^a \rangle$ that determine which channels that can be implemented. Hence, if we use the reservoir a second time, we can implement the very same channels that we implemented the first time, i.e., $\Phi_{\Lambda(\sigma),U} = \Phi_{\sigma,U}$, and hence $C(\Lambda_{\rho,U}(\sigma)) = C(\sigma)$. In other words, we do not degrade the coherence resource in the reservoir by using it. In this sense, coherence is catalytic in this model. One can also prove a stronger type of catalytic property, which does not assume that the reservoir and the systems initially are uncorrelated, see Appendix B. (See also Appendix C for a reformulation of catalytic coherence in terms of correlations with a reference system.)

Note that the catalytic property holds for all states $\sigma$ on the reservoir, and is not limited to states with a high degree of coherence. It should also be emphasized that although $\langle \Delta^a \rangle$ are invariants, the underlying state does change (see Appendix B for an example), which is in contrast to entanglement catalysis [13]. In other words, analogously to how measurements induce back-action on reference frames [39–41], there is indeed a back-action on the energy reservoir. However, as opposed to how certain reference frames appear to degrade due to back action [39–41], this change of state does not affect the usefulness of the coherence in the reservoir.

The half-infinite ladder.– One might worry that the catalytic property is an anomaly related to the lack of ground state, as a broadening distribution otherwise would hit the bottom. In the following we shall show that the capacity to induce channels can be maintained indefinitely, also in a model that has a proper ground state. To this end, we cut away the lower half of the doubly-infinite ladder and thus obtain (the spectrum of) the harmonic oscillator $H_E = s \sum_{j=0}^{\infty} j^2 |j\rangle \langle j|$. We define a new class of unitary operations on $S$ and $E$ as

$$V_+(U) = |\psi_0\rangle \langle \psi_0| \otimes |0\rangle \langle 0| + \sum_{l=1}^{\infty} V_l(U),$$

(5)

with $V_l$ as in equation (1). By comparison one can see that $V(U)$ and $V_+(U)$ act identically on all states with at
least one quantum, i.e., $|l|σ_l|l⟩= 0$ for $l = 0$. (For a general $S$ this ‘border zone’ would be larger, see Appendix D).

Decay of coherence in the Jaynes-Cummings model.– For many theoretical purposes it is enough to know that coherence in principle can be made catalytic. It is nevertheless relevant to ask to what extent these phenomena exist in more general types of systems, especially if one would consider experimental investigations. Interactions between a two-level atom and a single mode of the electromagnetic field are often modeled via the Jaynes-Cummings (JC) Hamiltonian $H_{JC} = gσ_+ ⊗ a + gσ_- ⊗ a^†$. Here $a, a^†$ are the standard bosonic annihilation and creation operators $[a, a^†] = 1_E$, and $σ_+ = |ψ⟩⟨ψ_0|$, $σ_- = |ϕ⟩⟨ϕ_1|$. Similar to our designed interactions, the JC model also moves a quantum of energy between the atom and the reservoir (much as in Fig. 1), but it does not act uniformly over the energy ladder. One can nevertheless find a ‘shadow’ of catalytic coherence in the JC-model. The graphs in Fig. 3 suggest that the capacity to repeatedly induce coherent operations decays slower for higher initial average energies, even if the ‘width’ of the initial superposition is fixed (see Appendix E for details).

Protocol for a catalytic half-infinite ladder.– A simple protocol can maintain the coherence properties of the reservoir indefinitely (see Fig. 2). We assume an initial state $σ_m$ such that $|l|σ_m|l⟩= 0$ for $l = 0, 1$, i.e., it contains at least two quanta. We let $E$ and $S$ interact via some arbitrary choice of unitary $V_s(U)$. As we know from the above reasoning, the effect is identical to $V(U)$. The new state $σ$ on the energy reservoir is such that $|l|σ|l⟩= 0$ for $l = 0$. Now, consider an ancillary two-level system $A$, with the two eigenstates $|a⟩_0$ and $|a⟩_1$ corresponding to the energies $0$ and $s$, respectively. We assume that $A$ initially is in the excited state $|a⟩_1$. By applying the operation $V_s(U_A)$ for $U_A = |a⟩_0⟨a|_1 + |a⟩_1⟨a|_0$, the state $σ$ is translated one rung up along the ladder, to a new state $σ_{out}$. Hence, the reservoir is again in a state with at least two quanta. Since these operations all have been performed on states safely away from the ground state, it follows that $C(σ_{out}) = C(σ_m)$. By iterating this procedure we can conclude that the set of channels that this reservoir can induce is kept intact indefinitely.

**FIG. 2:** Regenerative catalytic cycles. When the energy reservoir interacts with the two-level system (left part) the projection of its state onto the number states can increase with at most one level up and down in energy. As long as the projection onto the ground state of the reservoir remains zero, the set of channels that the reservoir can induce on the system stays intact from one interaction to the next. By using another two-level system in a pure excited state (right part) to inject energy into the reservoir, the state is translated ‘rigidly’ up along the energy ladder by one step. By alternating every use of the reservoir with such a pumping, the state of the reservoir can be kept away from the ground state, thus maintaining the coherence properties indefinitely. Note that the state of the energy reservoir does change from one cycle to the next, e.g., the range of number states onto which it projects may become broader for each step. However, the relevant aspects of the state, which determine its capacity to induce channels, remain constant.

**FIG. 3:** Decay of coherence in the Jaynes-Cummings model. The JC-model exhibits a decay of coherence over repeated use. However, there is a remnant of the catalytic property, in the sense that the ‘lifetime’ of the coherence (counted in number of iterations) appears to increase indefinitely merely by an increase of the average energy of the initial state. These graphs depict the decay of the fidelity by which the superposition $|ϕ⟩ = (|ϕ⟩ − i|ψ⟩)√2$ can be created from the ground state $|ϕ⟩$, in a collection of two-level systems that sequentially interact with one single reservoir, according to the JC model for a fixed time-step. Each curve corresponds to a different initial state of the reservoir, and shows $F_k^{(m)} = ⟨ϕ|Φ(σ_m^{(k)})|ϕ⟩$, against the number of times $k$ the reservoir has been used. Each curve corresponds to an initial state $σ_m^{(0)} = η_{m,lo}(m)|ϕ⟩⟨ϕ|$ for $|ϕ⟩$, with $lo(m) = (4m + 1)^2 − 24$ and $L = 50$, for $m = 5, 7, 9, 11, 14, 18, 24, 31, 40, 52, 67, 87, 113, 147, 191$. Note that the ‘width’ of the superposition does not change with $m$. The doted line is the value of $(1 + |η_{m,lo}(m)|^2)/2 = 0.99$, which would be the fidelity reached in the doubly-infinite ladder-model for these initial states.
**Application: Coherence in expected work extraction.**—Work extraction and the closely related concepts of information erasure and Maxwell’s demon have a long history (see e.g., [12][51]) with recently revived interests, e.g., in the contexts of resource theories [62–65] and single-shot statistical mechanics [56–63]. The task is to extract as much useful energy as possible by equilibrating a system with Hamiltonian $H_S$ and state $\rho$ with respect to a heat bath of temperature $T$. Here we consider the question of how much work that can be extracted in an average sense. Standard results [11][58][59][63] suggest that the expected work content of a system is characterized by

$$A_{\text{standard}}(\rho, H_S) = kT D(\rho \parallel G(H_S)),$$  \hspace{1cm} (6)

where $D(\rho \parallel \eta) = \text{Tr}(\rho \ln \rho) - \text{Tr}(\rho \ln \eta)$ is the relative von Neumann entropy, $k$ is Boltzmann’s constant, $G(H_S) = \exp(-\beta H_S)/Z(H_S)$, $Z(H_S) = \text{Tr} \exp(-\beta H_S)$, and $\beta = 1/(kT)$. (Equation (6) can be confirmed in a model without an explicit energy reservoir, see Appendix F.)

However, in light of the above considerations, such approaches appear to implicitly assume access to ideal coherence resources. Recently it has been shown [29] that without any coherence, the optimal expected work content is not characterized by (6), but rather by

$$A_{\text{diagonal}}(\rho, H_S) = kT D(|\rho_H\rangle\langle H_S| \parallel G(H_S)),$$  \hspace{1cm} (7)

where $|\rho_H\rangle = \sum_{i} P_i \rho P_i$, and $P_i$ are the projectors onto the eigenspaces of $H_S$. However, one can show (see Appendix C) that access to coherence increases the amount of work that can be extracted. Furthermore, in the limit of a large degree of coherence (e.g. large $L$ for $|\eta_{L,\eta_0}\rangle$), one regains equation (6). We can conclude that coherence acts up as an important resource alongside the expected work content. The question is how they relate. How much of one resource can be gained by spending the other? The fact that we here perform the work-extraction analysis entirely within the doubly-infinite ladder model implies that we only use the coherence catalytically and do not ‘spend’ it at all.

In relation to this thermodynamic application one may note [65], where optimal extraction is obtained irrespec-

tive of the state of the reservoir, via a larger class of unitary operations that only conserve energy on average, and has the power to create and destroy superpositions of energy eigenstates (see Appendix A.2). Note also [66], which uses a coherent extraction device as a negentropy source, to demonstrate a transient efficiency that exceeds the standard Carnot bound for work extraction against a hot and a cold heat bath.

**Conclusions and outlook.**—We have shown that coherence can be turned into a catalytic resource by a specific design of interactions, and used this to analyze work extraction. As observed in the single-shot setting [50][63], the expected work content may not always correspond to ordered ‘work-like’ energy (see discussions in [58]). It is an open question if catalytic coherence is associated to a cost of ordered energy (see Appendix H). Another question is to quantify expected work extraction with limited access to coherence.

The existence of catalytic coherence raises the question whether other types of resources [3][15][17] in some sense also can be turned catalytic. In view of the analogy between embezzling states [67] and coherent states, one can speculate whether there exists some counterpart to catalytic coherence in that setting (see Appendix H). One can also ask whether catalytic coherence and entanglement catalysis [12] are special cases of a more general class of catalytic phenomena (see Appendix H). On a more general level, the question is under what conditions, and in what sense, a resource can be made catalytic.
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**Appendix A: Energy conservation and coherence**

In this investigation we regard unitary operators as ‘energy conserving’ if and only if they commute with the total Hamiltonian. The resulting evolution is such that if the system initially is within an energy eigenspace it remains there. One can view this as a quantum counterpart to classical evolution that is restricted to an energy shell (although the latter usually refers to a narrow range of energies, while we here assume a precise value).

---

1. **Creation of superpositions of energy eigenstates**

In this section we justify the claim that one cannot create a superposition between energy eigenstates from an initial state with a well defined energy, if we are limited to energy conserving unitary operations. (One should not confuse this observation with the fact that one in some sense can simulate the effects of superposition under these conditions. See Section C.) For more general discussions on reference frames and symmetry preserving operations, see [3][5].
We let $H_S$ and $H_E$ be Hermitian operators on finite-dimensional Hilbert spaces, corresponding to the Hamiltonians on systems $S$ and $E$. Let $H^S = \sum_k h^S_k \rho^S_k$ be the eigenvalue decomposition where $h^S_k \neq h^S_{k'}$ for $k \neq k'$. Analogously $H_E = \sum_l h^E_l \rho^E_l$, with $h^E_l \neq h^E_{l'}$ for $l \neq l'$.

The joint Hamiltonian $H := H_S \otimes 1_E + 1_S \otimes H_E$ may have degeneracies due to ‘energy matchings’ of the two separate Hamiltonians. For each energy $x$ we let $\Omega(x) = \{(k, l) : h^S_k + h^E_l = x\}$. ($\Omega(x)$ is the empty set if $x$ is not in the spectrum.) We can write the projector onto the eigenspace corresponding to $x$ as

$$P_x := \sum_{(k, l) \in \Omega(x)} P^S_k \otimes P^E_l,$$

which is the zero operator if $x$ is not in the spectrum.

Suppose $\eta \in \mathcal{S}(H_S \otimes H_E)$ has a definite energy, i.e., $P_x \eta P_x = \eta$ for some $x$. It follows that the reduced states $\eta_S := \text{Tr}_{E} \eta$ and $\eta_E := \text{Tr}_S \eta$, on $S$ and $E$, respectively, must be block diagonal with respect to the local energy eigenspaces. To see this, we first note that

$$\eta_S = \sum_{(k, l), (k', l')} \text{Tr}_S((P^S_k \otimes P^E_l) \eta (P^S_{k'} \otimes P^E_{l'}))$$

$$= \sum_{(k, l), (k', l')} P^S_k \text{Tr}_S([1_S \otimes P^E_l] \eta) P^E_{l'},$$

Next, we observe that $(k, l), (k', l') \in \Omega(x)$ means that $h^S_k + h^E_l = x$ and $h^S_{k'} + h^E_{l'} = x$. This implies that $h^S_k = h^S_{k'}$, by construction implies that $k = k'$. Hence

$$\eta_S = \sum_{(k, l) \in \Omega(x)} P^S_k \text{Tr}_E([1_E \otimes P^E_l] \eta) P^E_k,$$

which means that $\eta_S$ is block-diagonal with respect to the energy eigenspaces of $H_S$. We can make the analogous reasoning for $\eta_E$.

If a unitary operator $V$ is energy conserving, it means that it is block-diagonal with respect to the eigenspaces of $H$, i.e., $V = \sum_x P_x V P_x$, or equivalently $V P_x = P_x V$.

Suppose that the states $\rho_S \in \mathcal{S}(H_S)$ and $\rho_E \in \mathcal{S}(H_E)$ each have definite energies, i.e., $P^S_n \rho_S P^S_n = \rho_S$ for some $n$, and $P^E_m \rho_E P^E_m = \rho_E$ for some $m$. Hence $\rho_S \otimes \rho_E$ has support on the energy eigenspace corresponding to $x = h^S_n + h^E_m$. (We do not really need product states. It is enough that joint state has a definite energy.) If $V$ is an energy conserving unitary, it follows that $V P_x = P_x V$. Hence, $\eta := V \rho_S \otimes \rho_E V^\dagger$ is such that $P_x \eta P_x = \eta$. By the above reasonings, we can conclude that the marginal states $\eta_S$ and $\eta_E$ must be block-diagonal.

2. An alternative: Energy preservation on average

As mentioned above, we here associate energy conservation with unitary operators that commute with the Hamiltonian of the total system. One can imagine an alternative that only requires energy to be conserved on average, i.e., that the expectation value of the energy after the operation is the same as before the operation. However, if this should hold for all possible initial states $\rho$, one merely regains a unitary $U$ that commutes with the Hamiltonian $H$, since

$$\text{Tr}(HU\rho U^\dagger) = \text{Tr}(H\rho), \quad \forall \rho \in \mathcal{S}(H)$$

$$\Leftrightarrow [U, H] = 0,$$

where $\mathcal{S}(H)$ denotes the set of density operators on $H$.

In other words, for a unitary operator that does not commute with $H$, there always exists an initial state for which the average energy is not conserved.

This type of on-average energy conserving unitary operations may also have the power to create and destroy superpositions between distinct energy eigenstates, without access to any additional resources. This can be illustrated by the following example. Suppose that the Hamiltonian $H$ has three eigenvalues $-1, 0, 1$, with corresponding eigenstates $|\psi_{-1}\rangle, |\psi_0\rangle, |\psi_1\rangle$. As one can see, all states of the form

$$|\nu\rangle = c_1 \frac{1}{\sqrt{2}}(|\psi_{-1}\rangle + e^{i\chi}|\psi_1\rangle) + c_0|\psi_0\rangle,$$

with $|c_1|^2 + |c_2|^2 = 1$ and $\chi \in \mathbb{R}$, are such that $\langle \nu | H | \nu \rangle = 0$. Hence, any unitary operator $U$ such that $U |\psi_0\rangle = (|\psi_{-1}\rangle + |\psi_1\rangle)/\sqrt{2}$ would be energy conserving on average with respect to the initial state $|\psi_0\rangle$. Furthermore, this operation creates the superposition $(|\psi_{-1}\rangle + |\psi_1\rangle)/\sqrt{2}$ of the two distinct energy eigenstates $|\psi_{-1}\rangle, |\psi_1\rangle$, from the initial diagonal state $|\psi_0\rangle$. The conjugate $U^\dagger$ similarly destroys the superposition. Hence, this class of operations has the power to create or destroy superpositions between energy eigenstates without additional resources.

This example illustrates how basic assumptions can affect the nature of coherence as a resource. Although interesting, we will not consider this question further, but rather focus on unitary operators that commute with the Hamiltonian.

Appendix B: Doubly infinite energy ladder

As a first step to investigate the catalytic properties of coherence we here consider a simple model for energy conserving operations on a combination of a system and an energy reservoir. This type of model has previously been considered in [20].

1. The doubly-infinite ladder model

Our model consists of two parts: A ‘system’ $S$, modeled by a finite-dimensional complex Hilbert space $\mathcal{H}_S$, and an ‘energy reservoir’ $E$, modeled by a separable Hilbert space $\mathcal{H}_E$. We let $\{\langle j \rangle\}_{j \in \mathbb{Z}}$ denote a complete orthonormal basis of $\mathcal{H}_E$. Here $\mathbb{Z}$ denote the set of (negative as well as positive) integers. Given a real number
s > 0 we define the following unbounded Hermitian operator

$$H_E^s := s \sum_{j \in \mathbb{Z}} j |j\rangle \langle j|.$$  \hspace{1cm} (B1)

We will in the following regard this operator as the Hamiltonian of the energy reservoir $E$, although, needless to say, it is somewhat unphysical, since it has a ‘bottomless’ spectrum. However, we will remedy this problem in Section D. ([20] mostly uses a continuum reservoir rather than a discrete model. However, see the remarks in Appendix G of [20].)

Given a finite-dimensional Hilbert space $H_S$ and a real number $s > 0$ we let $H_s(H_S)$ denote the set of Hermitian operators on $H_S$ such that all its eigenvalues are integer multiples of $s$, i.e., all its eigenvalues can be written as $\lambda_n = s \lambda_n$ where $\lambda_n \in \mathbb{Z}$. The reason for this construction is to ‘match’ all energy differences in $H_S$ with the energy spacings in $H_E^s$. By this we make sure that for each pair of eigenstates in $S$ there is a transition (in fact infinitely many) in $E$ that can compensate for the change in energy. This allows for non-trivial energy-conserving unitary operations. (If $H_S + H_E$ is non-degenerate, we can only implement unitary operators that are diagonal in the joint eigenbasis. On $S$ this leads to mere convex combinations of unitary operations that are diagonal in the unique eigenbasis of $H_S$.)

As a bit of a side-remark one may note that it ultimately may be desirable to develop a generalization which allows for small perturbations of the perfect energy conservation, i.e., allowing evolution within an energy shell, as it often is done in statistical mechanics. However, we will not consider such generalizations in this investigation, but proceed with the theoretically convenient restriction to perfect energy conservation.

As seen by the following lemma, the eigenspaces of the joint Hamiltonian $H_S + H_E^s$ (we should strictly speaking write $H_S \otimes \hat{1}_E + \hat{1}_S \otimes H_E^s$) have a very simple structure.

**Lemma 1.** Let $s > 0$ be given. Let $H_S$ be a finite-dimensional Hilbert space with $\dim H_S = N$, $H_S \subset H_s(H_S)$, with eigenvectors $|\psi_n\rangle$ and corresponding eigenvalues $s \lambda_n$ (where $\lambda_n \in \mathbb{Z}$). Then

$$H_S + H_E^s = s \sum_{j \in \mathbb{Z}} j P(j),$$  \hspace{1cm} (B2)

$$P(j) := \sum_{n=1}^{N} |\psi_n\rangle \langle \psi_n| \otimes |j - \lambda_n\rangle \langle j - \lambda_n|$$

is an eigenvalue decomposition, where $P(j)$ is the projector onto the eigenspace corresponding to the eigenvalue $j s$.

The whole purpose of the construction with the energy reservoir is to keep track of the energy. Hence, for the dynamics on the joint system $SE$ we consider unitary operations that conserve the total energy, i.e., that commute with the joint Hamiltonian $H_S + H_E^s$. However, we furthermore demand that the dynamics should act ‘uniformly’ over the energy levels in the reservoir. To express this a bit more precisely we introduce a unitary ‘shift-operator’ $\Delta$ on $H_E$, which can be thought of as a ‘rigid translation’ along the doubly-infinite energy ladder,

$$\Delta := \sum_{k \in \mathbb{Z}} |k + 1\rangle \langle k|.$$  \hspace{1cm} (B3)

One can see that

$$\Delta^a \Delta^b = \Delta^b \Delta^a = \Delta^{a+b}, \quad \Delta^a = \Delta^{-a}, \quad a, b \in \mathbb{Z},$$

where we let $\Delta^0 = \hat{1}_E$.

**Definition 1.** Let $s > 0$, and let $H_S$ be a finite-dimensional Hilbert space and let $H_S \in H_s(H_S)$. We use the following notation:

- $L(H_S)$ is the set of linear operators on $H_S$, and $U(H_S)$ the set of unitary operators on $H_S$.
- $\mathcal{L}(H_S + H_E^s)$ is the set of bounded linear operators $X$ on $H_S \otimes H_E$ such that $[X, H_S + H_E^s] = 0$, and $[X, \hat{1}_S \otimes \Delta^a] = 0$ for all $a \in \mathbb{Z}$.
- $\mathcal{U}(H_S + H_E^s)$ is the set of unitary operators $U$ on $H_S \otimes H_E$ such that $[U, H_S + H_E^s] = 0$, and $[U, \hat{1}_S \otimes \Delta^a] = 0$ for all $a \in \mathbb{Z}$.
- Given a Hilbert space $\mathcal{H}$ we let $\mathcal{S}(\mathcal{H})$ denote the set of positive semi-definite trace class operators with trace 1 on $\mathcal{H}$, which we refer to as density operators or ‘states’. We let $\mathcal{S}_+(\mathcal{H})$ denote the set of density operators with full support.

The set $\mathcal{U}(H_S + H_E^s)$ is precisely the set of evolution operators we allow in our model; they conserve energy, and commute with all energy translations $\Delta^a$. The following lemma shows that we can describe the set $\mathcal{U}(H_S + H_E^s)$ in a very convenient manner.

**Lemma 2.** Let $H_S$ be finite-dimensional with $N := \dim H_S$, and let $H_S \subset H_s(H_S)$. Let $|\psi_n\rangle$ be orthonormal eigenvectors of $H_S$ with corresponding eigenvalues $s \lambda_n$. Define the mapping

$$V(Q) := \sum_{n, n' = 1}^{N} |\psi_n\rangle \langle \psi_n| Q |\psi_{n'}\rangle \langle \psi_{n'}| \otimes \Delta^{s_{n'-n}},$$  \hspace{1cm} (B4)

for all $Q \in L(H_S)$. The mapping $V$ is a bijection between $L(H_S)$ and $\mathcal{U}(H_S + H_E^s)$, which preserves the structures of these operator spaces, in the sense that

$$V(\alpha A + \beta B) = \alpha V(A) + \beta V(B),$$

$$V(AB) = V(A)V(B),$$

$$V(A^\dagger) = V(A)^\dagger,$$

$$V(\hat{1}_S) = \hat{1}_S \otimes \hat{1}_E,$$  \hspace{1cm} (B5)
for all \( A, B \in L(H_S) \) and all \( \alpha, \beta \in \mathbb{C} \). As a consequence, \( V \) is a bijection between \( U(H_S) \) and \( \mathbb{UT}(H_S + H_E^{(s)}) \).

Equation (B4) provides us with a very convenient handle on \( \mathbb{UT}(H_S + H_E^{(s)}) \), since we can reach each element of \( \mathbb{UT}(H_S + H_E^{(s)}) \) uniquely via \( V(U) \) for some \( U \in U(H_S) \). Due to this we will in this investigation hardly ever refer it indirectly via \( V \).

We define \( Y \) such that

\[
Y := \sum_{n,n' = 1}^{N} \langle \psi_n | Q | \psi_{n'} \rangle | j - z_n \rangle | j - z_{n'} \rangle,
\]

where \( V_j(Q) = P^{(j)}V_j(Q) = V_j(Q)P^{(j)} \). Hence, what \( V \) essentially does is to embed an infinite number of ‘copies’ of \( Q \) into the space of operators on \( H_S \otimes H_E \). Moreover, if \( U \in U(H_S) \) then \( V_j(U) \) is surjective, \( V_j(U) \) is never the zero operator. For the injectivity we assume \( Y \) is never the zero operator. For the

Proof of Lemma [3] Since \( V(Q) \) is a bijection between \( A, B \) and \( \mathbb{UT}(H_S + H_E^{(s)}) \), \( V \) can be understood in the sense of the interaction picture. As seen, both \( \Phi_{\sigma,U}^{S,H} \) and \( \mathcal{C}_{\sigma,U}^{S,H} \) depend on the choice of Hamiltonian \( H_S \), both via the eigenstates \( | \psi_n \rangle \), and the eigenvalues \( z_{n} \). However, we will in the following often drop one or both of the superscripts when they are not needed, i.e., \( \Phi_{\sigma,U}^{S,H} \), \( \mathcal{C}_{\sigma,U}^{S,H} \), and \( \Phi_{\sigma,U} \) denote the same object. Similarly for \( \mathcal{C}_{\sigma,U}^{S,H}, \mathcal{C}_{\sigma,U}^{S}, \text{ and } C \).

2. Concerning Hamiltonians

As seen from the previous sections we let the Hamiltonians \( H_S \) and \( H_E \) characterize the energy in the systems. At first sight it may appear as if we have ignored the dynamics that these Hamiltonians induce. However, this can be understood in the sense of the interaction picture.

By inserting a Hermitian operator \( H \) into (B4) one obtains a Hermitian operator \( V(H) \) that, by construction, commutes with \( H_S + H_E \) (and all \( \Delta^a \)). Regarding \( V(H) \) as an interaction term we can construct the total Hamiltonian

\[
H_{\text{tot}} = H_S + H_E + V(H),
\]

which on the combined system \( SE \) induces the unitary evolution

\[
U_{\text{tot}} = e^{-itH_{\text{tot}}} = e^{-itV(H)}e^{-it(H_S + H_E)},
\]

where the last equality is due to \( [V(H), H_S + H_E] = 0 \).

By shifting to the interaction picture, the evolution is thus described solely by the unitary operator \( e^{-itV(H)} \), which is precisely a unitary operator on the form \( V(U) \).

Conversely, all \( V(U) \) can be reached in this way by a suitable choice of \( H \) and \( t \). In other words, we can view all the unitary operations \( V(U) \) that appear in this investigation as describing an induced Hamiltonian evolution represented in the interaction picture.

3. Induced channels

Given the unitary operators \( V(U) \) on the joint system \( SE \) we can induce channels on \( S \) and \( E \).

For a fixed state \( \sigma \) on the energy reservoir each choice of unitary \( U \) on \( S \) induces a channel \( \Phi_{\sigma,U}^{S,H} \) on system \( S \) via

\[
\Phi_{\sigma,U}^{S,H}(\rho) := \text{Tr}_E V(U) \rho \otimes \sigma V(U)^{\dagger}.
\]

Using \( | j - z_n \rangle = \Delta^a \), \( | 1_S \otimes \Delta^a \rangle Y | 1_S \otimes \Delta^a \rangle = Y \)

\[
\mathcal{C}_{\sigma,U}^{S,H} := \left\{ \Phi_{\sigma,U}^{S,H} : U \in U(H_S) \right\}.
\]
We can also express the effect of $V(U)$ on the energy reservoir via the channel

$$
\Lambda_{\rho,U}(\sigma) := \text{Tr}_S V(U) \rho \otimes \sigma V(U)^\dagger
$$

\[=
\sum_{n,n',m'=1}^N \langle \psi_n | U | \psi_{n'} \rangle \langle \psi_{n'} | \rho | \psi_{m'} \rangle \langle \psi_{m'} | U^\dagger | \psi_n \rangle
\times \Delta^2_{n' - z_n} \Delta^2_{m' - z_n}.\]

(13)

The induced channels are unital. One may note that $\Phi_{\sigma,U}^S H (\hat{1}) = \hat{1}$ and $\Lambda_{\rho,U} (\hat{1}) = 1$, i.e., both $\Phi_{\sigma,U}$ and $\Lambda_{\rho,U}$ are unital (or mixing enhancing). It follows that the outputs of these channels cannot be less mixed than the inputs. (For unital channels and mixing, see e.g. [59, 62, 69].)

At first sight this may seem to suggest that the set of all channels is unital (or mixing enhancing). It follows that the output of implementing a channel $\Phi_{\sigma,U}$ on this extended system. (We employ this extensively in Sec. 3.) This increases the range of operations that can be implemented on $S$. For an example, see the end of Sec. [73], where it is shown that all channels can be implemented on $S$ with the help of ancillary systems and a high degree of coherence.

The need for time-control. - Needless to say, the implementation of operations $\Phi$ on $S$ requires time-control, i.e., we need access to a clock. Although we will not consider this issue here, a clock may itself be viewed as an additional resource [74, 75] that should be accounted for.

In our case we would use a clock both for the purpose of implementing $V(U) = e^{-iV(H)}$ (with the Hamiltonian picture as described in Sec. [72], as well as for controlling the effects of the intrinsic time-evolution caused by $H_S$ and $H_E$. (This observation is not particular for the setup we consider here, but would apply to many cases of non-trivial operations on systems with intrinsic dynamics.)

As an example, suppose the reservoir $E$ evolves for a time $\Delta t$ before we attach it to $S$ and perform the operation $\Phi$. The state of the reservoir would thus be characterized by $e^{-i\Delta H_E} \sigma e^{i\Delta H_E}$ rather than $\sigma$. Due to the fact that $V(U)$ commutes with $H_S + H_E$, it follows that

$$
\Phi_{\sigma,U}(\rho) := e^{-i\Delta H_E} \Phi_{\sigma,U}(e^{i\Delta H_E} \rho e^{-i\Delta H_E}) e^{i\Delta H_E}.
$$

The effect of the shifted state on $E$ is thus to conjugate the original mapping on $S$ by the intrinsic evolution of $H_E$, which does not per se ‘destroy’ the coherence properties of the implemented map. However, if $\Delta t$ would take a random value each time that the operation is implemented (cf. the ‘super-$\mathcal{Q}$-twirling’ in [74]), this would lead to dephasing effects (where the details depend on the spectrum of $H_E$).

4. Approximation of energy-mixing unitary operations

At first sight it may not be clear what kind of operations one can reach on $S$ in the doubly-infinite ladder-model. Here we show that in the limit of a high degree of coherence, all unitary operations can be implemented on $S$.

In the following we shall see that the difference between the induced channel $\Phi_{\sigma,U}$ and the unitary channel

$$
U_{\sigma,U}(\rho) := U \rho U^\dagger,
$$

(14)

becomes very small when the reservoir is sufficiently coherent.

For this purpose we do, on the set of super-operators $\Gamma : L(H_S) \rightarrow L(H_S)$, consider the operator norm induced by the trace norm $||\Gamma||_{tr} := \sup_{\|\psi\| = 1} \|\Gamma(\psi)\|_1$. By trivially extending the super-operator to a sufficiently large ancillary Hilbert space $H_A$ (it is sufficient with $\dim H_A = \dim H_S$) one can define the diamond norm $\|\Gamma\|_\diamond := \|\Gamma \otimes I_A\|_{tr}$, where $I_A$ is the identity map on $L(H_A)$.

In the following, we let $C^{n \times n}$ denote the set of $n \times n$ matrices with complex entries. Furthermore, for $A, B \in C^{n \times n}$ we let $A \ast B$ denote the Hadamard product, i.e., the component-wise product $(A \ast B)_{jk} := A_{jk} B_{jk}$. We furthermore let $|| \cdot ||$ denote the spectral norm $||Q|| := \sup_{\|\psi\| = 1} \|Q \psi\|$. For an arbitrary $Q \in C^{n \times n}$ we let in the following $(s_1(Q))_{n=1}^N$ denote the singular values of $Q$ (including zero values) ordered non-increasingly $s_1(Q) \geq \cdots \geq s_N(Q)$.

Lemma 3 (Theorem 5.5.4 on p. 334 in [78]). Let $A, B \in C^{n \times n}$ then

$$
\sum_{k=1}^N s_k(A \ast B) \leq \sum_{k=1}^N s_k(A) s_k(B),
$$

(B15)

for $k = 1, \ldots, N$.

Since $||Q||_1 = \sum_{k=1}^N s_k(Q)$ and $||Q|| = s_1(Q)$ it follows directly from the above lemma that

$$
||A \ast B||_1 \leq ||A||_1 ||B||.
$$

(B16)

Lemma 4 (Eq. (3.7.2) on p. 223 in [78]). Let $C \in C^{n \times n}$, then

$$
||C|| \leq \sqrt{\max_j \sum_k |C_{jk}|} \sqrt{\max_j \sum_k |C_{jk}|}.
$$

(B17)

Proposition 1. Let $s > 0$, $H_S$ with $\dim H_S = N$, and $H_S \in H_A(\mathcal{H}_S)$, with eigenvalues $sz_n$ and corresponding orthonormal eigenvectors $|\psi_n\rangle$. Let $\Phi_{\sigma,U}$ be as defined in equation (B11), and let $z_{\max} := \max_n z_n$ and $z_{\min} := \min_n z_n$. If $\sigma$ is such that

$$
|1 - \text{Tr}(\Delta^a \sigma)| \leq \epsilon, \quad \forall a : |a| \leq 2(z_{\max} - z_{\min}),
$$

(B18)
then for every \( U \in \mathcal{U}(\mathcal{H}_S) \), it is the case that
\[
\|U - \Phi_{\sigma,U}\|_{\text{tr}} \leq N^2 \epsilon
\]  
(B19)

and
\[
\|U - \Phi_{\sigma,U}\|_\infty \leq N^3 \epsilon. \tag{B20}
\]

Equation (B19) provides one possible formalization of what a ‘high degree of coherence’ should mean in this model, i.e., a wide range of values of \( a \) for which \( \text{Tr}(\Delta^a \sigma) \) is close to 1.

**Proof.** Let \( \mathcal{H}_A \) be a Hilbert space with orthonormal basis \( \{|a_n\rangle\}_{n=1}^M \). (The choice of \( M \) will in the end give us the induced norm \( (M = 1) \) or the diamond norm \((M = N)\).) Let \( X \in L(\mathcal{H}_S \otimes \mathcal{H}_A) \) be such that \( \|X\|_1 = 1 \). For the sake of compactness we will use the notation \(|\psi_k, a_n\rangle := |\psi_k\rangle|a_n\rangle\).

By the triangle inequality for the trace norm
\[
\| [U \otimes \hat{1}_A]X [U^\dagger \otimes \hat{1}_A] - [\Phi_{\sigma,U} \otimes I_A](X) \|_1 \leq \sum_{n,n'} \sum_{k,l} \| A^{(k,l,n,n')}_{K,l,u,v} + B^{(k,l)}_{K,l,u,v} \|_1,
\]
where ‘*’ denotes the Hadamard product, and where the matrices \( A^{(k,l,n,n')}_{K,l,u,v} := [A^{(k,l,n,n')}_{K,l,u,v}]_{u,v} \) and \( B^{(k,l)}_{K,l,u,v} := [B^{(k,l)}_{K,l,u,v}]_{u,v} \) are defined as
\[
A^{(k,l,n,n')}_{K,l,u,v} := \langle \psi_k | U | \psi_{k'} \rangle \langle \psi_k, a_n | X | \psi_{l'}, a_{n'} \rangle \langle \psi_{l'} | U^\dagger | \psi_{l'} \rangle
\]
\[
B^{(k,l)}_{K,l,u,v} := 1 - \text{Tr}(\Delta^{s_k z_k - z_{l'} + z_{l'}, \sigma}).
\]
(B22)

By Lemma 4 it follows that \( \|B^{(k,l)}_{K,l,u,v}\| \leq N \epsilon \). One can confirm that \( \|A^{(k,l,n,n')}_{K,l,u,v}\|_1 = \langle \psi_k, a_n | X | \psi_{l'}, a_{n'} \rangle \). By combining these observations with equations (B16) and (B21) we can conclude that
\[
\| [U \otimes \hat{1}_A]X [U^\dagger \otimes \hat{1}_A] - [\Phi_{\sigma,U} \otimes I_A](X) \|_1 \leq N \epsilon \sum_{n,n'} \sum_{k,l} \| \langle \psi_k, a_n | X | \psi_{l'}, a_{n'} \rangle \|
\]
\[
\leq N^2 M \epsilon,
\]
(B23)

where the last inequality follows by \( \sum_{k,l,n,n'} \langle \psi_k, a_n | X | \psi_{l'}, a_{n'} \rangle \| \leq N M \|X\|_1 \). If we choose the ancillary Hilbert space to be trivial, i.e., \( \dim \mathcal{H}_A = 1 \), then we obtain the bound on the norm \( \| \cdot \|_{\text{tr}} \). It is sufficient to choose the ancillary Hilbert space to have the same dimension as \( \mathcal{H}_S \) to obtain the diamond norm \( \| \cdot \|_\infty \). In this case \( M = N \) and we obtain the corresponding bound. \( \square \)

For the sake of convenience we will often make use of a specific family of states for which the degree of coherence can be made arbitrarily large, and thus \( \Phi_{\sigma,U} \) can be made arbitrarily close to \( U \). Define the family of states
\[
|\eta_{L,l_0}\rangle := \frac{1}{\sqrt{L}} \sum_{l=0}^{L-1} |l + l_0\rangle,
\]
(B24)
i.e., this is a uniform superposition of \( L \geq 1 \) sequential energy eigenstates, starting at \( l_0 \). One can verify that
\[
\langle \eta_{L,l_0} | \Delta^a | \eta_{L,l_0}\rangle = \max \left( 0, 1 - \frac{|a|}{L} \right).
\]
(B25)

In other words, the shifted \( \Delta^a |\eta_{L,l_0}\rangle \) and the unshifted state \(|\eta_{L,l_0}\rangle \) are almost indistinguishable if \( L \gg a \). This family of states can be viewed as a simplified version of coherent states, and the approximate implementation of unitary operations are analogous to the transitions in atoms induced by coherent electromagnetic fields in the Jaynes-Cummings model (see e.g. Sec. E 2, or Chapter 7 in [79]).

The following proposition shows that in the limit of large \( L \) we can use the states \(|\eta_{L,l_0}\rangle \) to implement arbitrary unitary operations on \( S \).

**Proposition 2.** Let \( s > 0 \), \( \mathcal{H}_S \) with \( \dim \mathcal{H}_S = N \), and \( \mathcal{H}_S \in \mathcal{U}(\mathcal{H}_S) \), with eigenvalues \( z_{\min} \) and corresponding orthonormal eigenvectors \(|\psi_i\rangle\). Let \( \Phi_{\sigma,U} \) be as defined in equation (B11), and let \(|\eta_{L,l_0}\rangle \) be as in equation (B24), for \( l_0 \in \mathbb{Z} \) and \( L \in \mathbb{N} \). Let \( z_{\max} := \max z_n \) and \( z_{\min} := \min z_n \). If
\[
L \geq 2(z_{\max} - z_{\min}),
\]
(B26)

then for every \( U \in \mathcal{U}(\mathcal{H}_S) \),
\[
\|U - \Phi_{|\eta_{L,l_0}\rangle}\|_{\text{tr}} \leq 2N^2 \frac{z_{\max} - z_{\min}}{L} \tag{B27}
\]
and
\[
\|U - \Phi_{|\eta_{L,l_0}\rangle}\|_\infty \leq 2N^3 \frac{z_{\max} - z_{\min}}{L}. \tag{B28}
\]

The proof is almost identical to the proof of Proposition 1 with some minor differences. Due to \( L \geq 2(z_{\max} - z_{\min}) \) it follows that \( |z_k - z_{l'}| - |z_{\min} - z_{\max}| \leq L \). Combined with equations (B11) and (B24) this yields the new matrix
\[
B^{(k,l)}_{K,l,u,v} := \frac{|z_k - z_{l'}| - |z_{\min} - z_{\max}|}{L}, \tag{B29}
\]
and thus, by Lemma 4 \( \|B^{(k,l)}\| \leq 2N(z_{\max} - z_{\min})/L \). The rest of the proof is essentially the same.

**Implementing arbitrary channels on system \( S \)** – By the above results we can conclude that \( \Phi_{\rho,U} \) converges to the unitary operation \( U \) in the limit of a high degree of coherence in the reservoir. This implies that all channels can be implemented on \( S \), if we are allowed to use suitable ancillary systems. To see this, recall that every channel \( \Psi \) on \( S \) can be written as \( \Psi(\rho) = \text{Tr}_A(U\rho \otimes |a\rangle\langle a|U^\dagger) \)
for an ancillary system $A$ with initial state $|a\rangle$. We regard $S_A$ as the new ‘system’ and use the reservoir $E$ to implement the channel $\Phi^S_{\alpha,U} \otimes H_{S,A}$ on the initial state $\rho \otimes |a\rangle\langle a|$. [The only restriction on the joint Hamiltonian is $H_{S_A} \in H_s(\mathcal{H}_S \otimes \mathcal{H}_A)$.] In the limit of a high degree of coherence it is thus the case that $\Phi^S_{\sigma,U} \otimes H_{S,A} (\rho \otimes |a\rangle\langle a|) \to U \rho \otimes |a\rangle\langle a| U^\dagger$. By tracing out $A$ we obtain $\Psi(\rho)$ on $S$.

Note that in the case $H_{S_A} = H_S \otimes |1\rangle\langle 1| \otimes H_A$, the degree of coherence required to achieve a given level of approximation of a unitary operator on the combined system $S_A$ may potentially be higher than what is needed for the corresponding accuracy on system $S$ alone. The reason is that transformations on the combined system may require the reservoir to donate or absorb larger quantities of energy.

The same observation applies to the case of a sequential application of the reservoir to a collection of systems $S_1, \ldots, S_L$ (with Hamiltonian $H_{S_1} + \cdots + H_{S_L}$). A ‘high quality’ approximation of $U_{L-1} \otimes \cdots \otimes U_1$ on the joint system may require a higher degree of coherence in the reservoir than good quality approximations of the individual operations $U_{1}, \ldots, U_L$.

5. A catalytic property

The previous section shows that the set of channels $\mathcal{C}(\sigma)$ which we can reach on system $S$ depends on the coherence in the state $\sigma$ of the energy reservoir $E$. In other words, the coherence in the state of $E$ is a resource for the implementation of channels on $S$. Here we show that this resource is catalytic, i.e., if we use $E$ to implement a channel on one system $S_1$, then this does not diminish the capacity of $E$ to subsequently implement channels on another system $S_2$. It is worth noting that this catalytic property holds for all states $\sigma$; it is not limited to states with a high degree of coherence.

Consider the expression for the channel $\Phi^S_{\alpha,U}$ in equation (B11). As one can see, the only way in which $\Phi^S_{\alpha,U}$ depends on $\sigma$, is via the expectation value of powers of $\Delta$, i.e., on the sequence of numbers $(\langle \psi, \Delta^{z_k} \psi \rangle)_{z \in \mathbb{Z}}$ (Strictly speaking, it only depends on a finite subset of them.) One should note that this set of numbers does not uniquely define $\sigma$. If one think of $\sigma$ represented as a matrix in the energy basis, i.e., in terms of the matrix $[\langle j | \sigma | j' \rangle]_{j,j'}$, one can see that $\langle \psi, \Delta^{z_1} \psi \rangle = \sum_j \langle j | \sigma | j \rangle^{z_1}$ corresponds to the trace, $\langle \psi, \Delta^{z_1} \psi \rangle = \sum_j \langle j | \sigma | j \rangle^{z_1 + 1}$ to the sum of the elements in the first upper diagonal, $\langle \psi, \Delta^{z_1} \psi \rangle = \sum_j \langle j | \sigma | j \rangle^{z_1 + 2}$ to the second, etc. The following lemma shows that these expectation values are invariant under the action of the channel $\Lambda_{\rho,U}$ on the energy reservoir.

**Lemma 5.** Let $s > 0$, $\mathcal{H}_S$ finite-dimensional, and $H_S \in H_s(\mathcal{H}_S)$. Then

$$\text{Tr}(\Delta^s \Lambda_{\rho,U}(\sigma)) = \text{Tr}(\Delta^s \sigma),$$

for all $\sigma \in \mathcal{S}(\mathcal{H}_E)$, $U \in U(\mathcal{H}_S)$, $\rho \in \mathcal{S}(\mathcal{H}_S)$, and $a \in \mathbb{Z}$, where $\Lambda_{\rho,U}$ is as defined in equation (B11).

**Proof.** Let $sz_k$ and $|\psi_k\rangle$ be the eigenvalues and corresponding eigenvectors of $H_S$, and put $U_{k',k} := \langle \psi_{k'} | U | \psi_k \rangle$. Then

$$\text{Tr}(\Delta^s \Lambda_{\rho,U}(\sigma)) = \sum_{k,l,k'} U_{k',k}^* U_{k',k} \langle \psi_{k'} | \psi_k \rangle \text{Tr}(\Delta^s \Delta^{z_k-z_{k'} \sigma} \Delta^{z_{k'}-z_{k} \sigma} \ldots)$$

$$= \sum_{k,l,k'} U_{k',k}^* U_{k',k} \langle \psi_{k'} | \psi_k \rangle \text{Tr}(\Delta^{z_{k'}-z_{k} \sigma})$$

$$= \sum_{k} \langle \psi_k | \rho | \psi_k \rangle \text{Tr}(\Delta^s \sigma)$$

$$= \text{Tr}(\Delta^s \sigma).$$

(B31)

The following proposition tells us that if we use the reservoir twice, then the set of operations we can reach in the second application is independent of what we did in the first application. In other words, it is as if the first application had not happened. Note that the only assumptions we impose on the Hamiltonians of the subsequent subsystems are that they are non-interacting, and satisfy the ‘energy matching condition’. We do not assume that they are identical (or even operating on Hilbert spaces of the same dimension). It is straightforward to generalize this proposition to more than two subsystems.

**Proposition 3** (Catalytic coherence). Let $s > 0$, and let $\mathcal{H}_{S_1}$ and $\mathcal{H}_{S_2}$ be finite-dimensional Hilbert spaces. Let $H_{S_1} \in H_s(\mathcal{H}_{S_1})$ and $H_{S_2} \in H_s(\mathcal{H}_{S_2})$. Let $U_1 \in U(\mathcal{H}_{S_1})$ and $p_1 \in S(\mathcal{H}_{S_1})$, $U_2 \in U(\mathcal{H}_{S_2})$ and $p_2 \in S(\mathcal{H}_{S_2})$. Let $\Lambda_{p_1,U_1}$ be the channel on $E$ as defined by equation (B11) for interaction with system $S_1$, and let $\Phi^{S_2}$ be the channel as defined by equation (B11), for system $S_2$. Then

$$\Phi^{S_2,H_{S_2}}(\Lambda_{p_1,U_1}(\sigma),U_2(p_2)) = \Phi^{S_2,H_{S_2}}(p_2),$$

(B32)

and consequently

$$C^{S_2,H_{S_2}}(\Lambda_{p_1,U_1}(\sigma)) = C^{S_2,H_{S_2}}(\sigma).$$

(B33)

**Proof.** Let $|\psi_k^{(1)}\rangle$ and $sz_k^{(1)}$ be orthonormal eigenvectors and corresponding eigenvalues of $H_{S_1}$, and let $|\psi_k^{(2)}\rangle$ and $sz_k^{(2)}$ be orthonormal eigenvectors and correspond-
ing eigenvalues of $H_{S_2}$. By equation (B11) we can write

$$
\Phi^{S_2,H}_{\Lambda_{r_1,U_1}(\sigma),U_2}(\rho_2) = \sum_{k,k',l,l'} \langle \psi_k^{(2)} | U_{k'}^{(2)} \psi_k^{(2)} \rangle \langle \psi_{l'}^{(2)} | U_l^{(2)} \psi_l^{(2)} \rangle | \psi_{k'}^{(2)} \rangle \langle \psi_l^{(2)} | \text{Tr}[\Delta_{z_1^{(2)}-z_{l'}^{(2)}-z_{k'}^{(2)}+z_{l}^{(2)}}] \Lambda_{r_1,U_1}(\sigma) \rangle.
$$

(B34)

By Lemma 5 we know that

$$
\text{Tr}[\Delta_{z_1^{(2)}-z_{k'}^{(2)}-z_{l}^{(2)}+z_{k}^{(2)}}] \Lambda_{r_1,U_1}(\sigma) = \text{Tr}[\Delta_{z_1^{(2)}-z_{k'}^{(2)}-z_{l}^{(2)}+z_{k}^{(2)}}],
$$

which proves (B32) and (B33).

In the above proposition we made no assumptions on the relation between the first and the second application of the reservoir. For the sake of clarity we here also treat the special case that we do use the same Hamiltonian on both the first and second system. This is the case that is described in the main text.

**Corollary 1.** Given the assumptions of Proposition 5 but with the additional assumptions $H_{S_2} \approx H_{S_1}$, $H := H_{S_2} = H_{S_1}$, it follows that

$$
\Phi^{S_2,H}_{\Lambda_{r_1,U_1}(\sigma),U_2}(\rho) = \Phi^{S_2,H}_{\sigma,U_2}(\rho)
$$

(B36)

and thus

$$
C^{S_2,H}(\Lambda_{r_1,U_1}(\sigma)) = C^{S_1,H}(\sigma).
$$

(B37)

Strictly speaking, the correct formulation of (B36) and (B37) would be that the channels are isomorphic, as they act on different systems.

**Proof.** Assume that $H_{S_2}$ and $H_{S_1}$ are isomorphic, with the isomorphism $X := \sum_{n=1}^{N} \langle \psi_n^{(2)} | \psi_n^{(1)} \rangle$, where $H_{S_1}|\psi_n^{(1)}\rangle = s_1^{(1)}|\psi_n^{(1)}\rangle$, and $H_{S_2}|\psi_n^{(2)}\rangle = s_2^{(2)}|\psi_n^{(2)}\rangle$, with $s_n := z_n = z_n^{(1)}$ (and thus $H_{S_2} = H_{S_1}$). By equations (B34) and (B35) we see that $X^\dagger \Phi^{S_2,H}_{\Lambda_{r_1,U_1}(\sigma),U_2}(\rho_2) X = \Phi^{S_2,H}_{\Lambda_{r_1,U_2}(\sigma),U_2}(\rho_2) X$. Hence, we can implement the ‘same’ channels on $S_2$ as we can on $S_1$, and thus, in this sense, equations (B36) and (B37) hold.

6. A stronger catalytic property

In the previous section we assumed that the system and the energy reservoir initially are uncorrelated. This is necessary if we wish to describe the evolution on the system in terms of channels. However, here we show that even if all systems, including the energy reservoir, initially are in an arbitrary joint state, it is still possible to prove a form of catalytic property (see Fig. 4). Due to pre-correlations, we cannot in general phrase this in terms of channels. However, we can express it in terms of the set of states that can be reached. As we shall see, one can regain the channel version of Sec. B3 as a special case.

The following lemma provides the key observation, namely that operations $V^{H_{S_2}}(Q_1)$ and $V^{H_{S_2}}(Q_2)$, corresponding to different subsystems, commute with each other. (Keep in mind that both operations act on the energy reservoir $E$.)

**Lemma 6.** Let $s > 0$, and let $\mathcal{H}_{S_1}$ and $\mathcal{H}_{S_2}$ be finite-dimensional Hilbert spaces. Let $H_{S_1} \in \mathcal{H}_{S_1}(\mathcal{H}_{S_1})$ and $H_{S_2} \in \mathcal{H}_{S_2}(\mathcal{H}_{S_2})$, and define $H_S := H_{S_1} \otimes \mathcal{H}_{S_2}$ and $H_S := 1_2 \otimes H_{S_1} + H_{S_2} \otimes 1_{S_1}$. The mapping $V_s$ as defined in Lemma 7 can be defined on the spaces $\mathcal{H}_{S_1} \otimes H_{H_S}$, $\mathcal{H}_{S_2} \otimes H_{H_S}$, and $\mathcal{H}_{S} \otimes H_{H_S}$, with respect to the Hamiltonians $H_{S_1}$, $H_{S_2}$, and $H_S$, respectively. For the sake of clarity we denote these with superscripts. It is the case that

$$
V^{H_{S}}(\tilde{1}_{S_2} \otimes Q_1) = 1_{S_2} \otimes \bar{V}^{H_{S}}(Q_1), \quad \forall Q_1 \in L(\mathcal{H}_{S_1}),
$$

$$
V^{H_{S}}(Q_2 \otimes \tilde{1}_{S_1}) = V^{H_{S}}(Q_2) \otimes \tilde{1}_{S_1}, \quad \forall Q_2 \in L(\mathcal{H}_{S_2}).
$$

(B38)

Furthermore

$$
[1_{S_2} \otimes \bar{V}^{H_{S}}(Q_1)][V^{H_{S}}(Q_2) \otimes 1_{S_1}] = [V^{H_{S}}(Q_2) \otimes 1_{S_1}][1_{S_2} \otimes \bar{V}^{H_{S}}(Q_1)],
$$

(B39)

for all $Q_1 \in L(\mathcal{H}_{S_1})$ and $Q_2 \in L(\mathcal{H}_{S_2})$.

**Proof.** Let $|\psi_1^{(1)}\rangle$ and $s^1_n|\psi_1^{(1)}\rangle$ be orthonormal eigenvectors and corresponding eigenvalues of $H_{S_1}$, and let $|\psi_2^{(2)}\rangle$ and $s^2_m|\psi_2^{(2)}\rangle$ be orthonormal eigenvectors and corresponding eigenvalues of $H_{S_2}$. For a compact notation we define $|\psi_m^{(2)}\rangle,|\psi_n^{(1)}\rangle := |\psi_2^{(2)}\rangle,|\psi_1^{(1)}\rangle$. By using equation (B4) we can write

$$
V^{H_{S}}(\tilde{1}_{S_2} \otimes Q_1) = \sum_{n,m,n',m'} \langle \psi_n^{(1)} | \tilde{1}_{S_2} \otimes Q_1 | \psi_m^{(2)} \rangle | \psi_n^{(1)} \rangle \langle \psi_m^{(2)} | \otimes \Delta^{(1)}_{z_n^{(1)}-z_m^{(1)}+z_{n'}^{(2)}-z_{m'}^{(2)}} \tilde{1}_{S_2} \otimes V^{H_{S}}(Q_1).
$$

An analogous reasoning holds for $V^{H_{S}}(Q_2 \otimes \tilde{1}_{S_1})$. By Lemma 2 we know that $V$ preserves operator multiplication, and thus

$$
[1_{S_2} \otimes \bar{V}^{H_{S}}(Q_1)][V^{H_{S}}(Q_2) \otimes 1_{S_1}] = V^{H_{S}}(\tilde{1}_{S_2} \otimes Q_1)V^{H_{S}}(Q_2 \otimes 1_{S_1}) = V^{H_{S}}(Q_2 \otimes 1_{S_1})V^{H_{S}}(\tilde{1}_{S_2} \otimes Q_1) = [V^{H_{S}}(Q_2) \otimes 1_{S_1}][1_{S_2} \otimes \bar{V}^{H_{S}}(Q_1)].
$$

(B38)
FIG. 4: Strong catalytic property. The energy reservoir $E$, two systems $S_1, S_2$, and a reference system $C$ are initially in an arbitrary joint state $\eta$. Here we compare two ways (the upper and lower path) to operate on these systems. If we first operate on $ES_1$ with $V(U_1)$ followed by $V(U_2)$ on $ES_2$ (upper path), this yields the same state $S_2$ as the states that can be reached on $S_2C$ of a specific class of dynamics, rather than a special class of states. The reference system $C$ allows us to compare the same energy reservoir $E$ with a channel version in the first scenario, we first implement a operation $V(U_1)$ and let $H_1$ be arbitrary. In the second scenario, we first operate on system $S_2$ and perform the second operation $V(U_2)$ on $S_2C$. This result underlines the observation that catalytic coherence primarily is a property of a specific class of dynamics, rather than a special class of states. The reference system $C$ allows us to compare this version of catalytic coherence with the channel version in the previous sections.

Suppose that we, apart from the energy reservoir $E$, have two systems of interest $S_1, S_2$, as well as a reference system $C$. These systems are initially in some arbitrary joint state $\eta$. One can compare two different scenarios (see Fig. 3). In the first scenario, we first implement a unitary operation $V^{H_{S_1}}$ on $ES_1$ followed by a unitary operation $V^{H_{S_2}}$ on $ES_2$. In the second scenario, we only perform the second operation $V^{H_{S_2}}$ on $ES_2$. The following proposition tells us that the reduced density operator on $S_1C$ is the same in both scenarios. (Note that we do not operate on system $C$. The only purpose of this system is to keep track of correlations.)

**Proposition 4** (Strong catalytic property). Let $s > 0$, and let $H_{S_1}, H_{S_2},$ and $H_C$ be finite-dimensional Hilbert spaces. Let $H_{S_1} \in H_s(H_{S_1})$ and $H_{S_2} \in H_s(H_{S_2})$, and define $H_S = H_{S_1} \otimes H_{S_2}$ and $H_S = \mathbb{I}_{S_2} \otimes H_{S_1} + H_{S_2} \otimes \mathbb{I}_{S_1}$. (The Hamiltonian $H_C$ on $H_C$ can be chosen arbitrarily.) The total Hamiltonian is $H_S \otimes \mathbb{I}_C + \mathbb{I}_S \otimes H_C$. Let $U_1 \in U(H_{S_1})$ and $U_2 \in U(H_{S_2})$, then

$$\text{Tr}_{ES_1}(V^{H_{S_2}}(U_2)V^{H_{S_1}}(U_1)\eta V^{H_{S_1}}(U_1)^\dagger V^{H_{S_2}}(U_2)^\dagger)$$

$$= \text{Tr}_E(V^{H_{S_2}}(U_2)\text{Tr}_{S_1}(\eta)V^{H_{S_2}}(U_2)^\dagger),$$

(B40)

for all $\eta \in S(H_{S_1} \otimes H_{S_2} \otimes H_C \otimes H_E)$.

The reason for why the Hamiltonian $H_C$ on $H_C$ can be arbitrary is that the operations never touch this subsystem.

We should strictly speaking write $'[V^{H_{S_2}}(U_2) \otimes \mathbb{I}_{S_1} \otimes \mathbb{I}_C][\mathbb{I}_{S_2} \otimes V^{H_{S_1}}(U_1) \otimes \mathbb{I}_C]'$ rather than $'V^{H_{S_2}}(U_2)V^{H_{S_1}}(U_1)'$ in the first line of equation (B40). Similarly, we should write $'V^{H_{S_2}}(U_2)\otimes \mathbb{I}_C'$ rather than $'V^{H_{S_2}}(U_2)'$ in the second line.

**Proof.** By Lemma 2 and due to cyclic permutation under the (partial) trace $\text{Tr}_{ES_1}$, (this is applied to an operator that acts trivially on $H_{S_1} \otimes H_C$) it follows that

$$\text{Tr}_{ES_1}(V^{H_{S_2}}(U_2)\eta V^{H_{S_1}}(U_1)^\dagger V^{H_{S_2}}(U_2)^\dagger)$$

$$= \text{Tr}_{ES_1}(V^{H_{S_1}}(U_1)V^{H_{S_2}}(U_2)\eta V^{H_{S_2}}(U_2)^\dagger V^{H_{S_1}}(U_1)^\dagger)$$

$$= \text{Tr}_{ES_1}([\mathbb{I}_{S_2} \otimes V^{H_{S_1}}(U_1)^\dagger V^{H_{S_1}}(U_1)\eta V^{H_{S_2}}(U_2)^\dagger V^{H_{S_2}}(U_2)^\dagger].$$

According to Lemma 2, $V$ preserves the Hermitian conjugate, operator multiplication, and the identity. Thus $V^{H_{S_1}}(U_1)^\dagger V^{H_{S_1}}(U_1) = 1_{S_1}$. From this, we can conclude equation (B40).

**Re-derivation of Proposition 4 from Proposition 3.** Here we show that Proposition 3 can be derived from Proposition 4. Here we make use of the ancillary system $S_2$ to form a Choi-state of the relevant channel. Assume that $H_C \cong H_{S_2}$, and

$$\eta = |\psi\rangle_{S_2C}(|\psi\rangle \otimes \rho_1 \otimes \sigma,$

where $|\psi\rangle_{S_2C}$ is a maximally entangled state. With these assumptions it follows from equation (B40) that

$$[\Phi_{H_{S_2}}^{U_1}(\sigma)_{U_2} \otimes \mathbb{I}_C](|\psi\rangle_{S_2C}(|\psi\rangle) = [\Phi_{\sigma}^{H_{S_2}} \otimes \mathbb{I}_C](|\psi\rangle_{S_2C}(|\psi\rangle).$$

Hence, the Choi-states of the two channels $\Phi_{H_{S_2}}^{U_1}(\sigma)_{U_2}$ and $\Phi_{\sigma}^{H_{S_2}}$ are equal, which implies that the channels themselves are equal. We thus obtain the statement of Proposition 4.

**Operating several times on the same system.** Imagine that we operate on the same system $S$ with the same energy reservoir $E$, by a sequence of operations $V^{H_{S_2}}(U_1), V^{H_{S_2}}(U_2), \ldots, V^{H_{S_2}}(U_L)$. It follows directly by Lemma 2 that the resulting operation $V^{H_{S_2}}(U_L)\cdots V^{H_{S_2}}(U_2)V^{H_{S_2}}(U_1)$ is equal to $V^{H_{S_2}}(U_L \cdots U_2 U_1)$. In other words, we can view a repeated application on the same system, as if it was a single application. Hence, in this sense, the number of times that we use the reservoir on the same system does not matter. It is maybe worth to point out that since we let the two systems interact repeatedly, and thus generically build up correlations, we cannot in general describe this sequential evolution as a concatenation of channels on $S$ alone. In other words, the dynamics on system $S$ is in the general case not Markovian.

One can also imagine that we have a number of subsystems $S_1, \ldots, S_K$, but that we operate on these systems...
more than once, in an arbitrary sequence. By combining the above reasoning with the commutative property in Lemma 6, one can realize that any such sequence of operations is equivalent to a scenario where we operate on each system once. As an example

\[ V^{H_{52}}(U_3)V^{H_{52}}(U_4)V^{H_{52}}(U_3)V^{H_{52}}(U_2)V^{H_{52}}(U_1) \]
\[ = V^{H_{52}}(U_3)V^{H_{52}}(U_4)V^{H_{52}}(U_3)V^{H_{52}}(U_2)V^{H_{52}}(U_1) \]
\[ = V^{H_{52}}(U_3U_1)V^{H_{52}}(U_5)V^{H_{52}}(U_7)U_2. \]

Characterization of relevant properties. In the previous section, where we considered reservoirs that are initially uncorrelated with the system, we could characterize the relevant aspects of the reservoir via the numbers \( \text{Tr}(\Delta^a \sigma) \) for \( a \in \mathbb{Z} \). Here, this role is in some sense taken over by the operators \( \text{Tr}_F[1_{SC} \otimes \Delta^a] \). These operators ‘determine’ which states that can be reached on \( SC \). One can also see that this set of operators is not affected by any previous application of the reservoir on other systems.

7. An example: Sequential preparation

Here we consider a simple illustration of the catalytic implementation of channels. Consider a collection of non-interacting two-level systems. We let \( |\psi_0\rangle, |\psi_1\rangle \) denote the eigenvectors with corresponding eigenvalues \( z_0 = 0, z_1 = 1 \) of each system Hamiltonian. (We let \( s = 1 \).) Suppose that all two-level systems initially are in the ground states \( |\psi_0\rangle \). Then the channels (B11) and (B13) take the form

\[ \Phi_{\sigma,U}(\langle \psi_0 | \langle \psi_0 \rangle) = |U_{00}|^2 |\psi_0\rangle \langle \psi_0 | + |U_{10}|^2 |\psi_1\rangle \langle \psi_1 | \]
\[ + U_{10} U_{01} \text{Tr}(\Delta \sigma) |\psi_1\rangle \langle \psi_1 | \]
\[ + U_{10} U_{01} \text{Tr}(\Delta \sigma) |\psi_1\rangle \langle \psi_1 | \]

where \( U_{aa'} = \langle \psi_{a'} | U | \psi_a \rangle \).

Suppose that we ideally would like to put all the two-level systems into the state \( |\psi\rangle = (|\psi_0\rangle - i |\psi_1\rangle) / \sqrt{2} \), where we sequentially use one and the same reservoir, initially in state \( |\psi_0\rangle \). As a measure of the quality of this preparation we take the (square of the) fidelity \( F_U := \langle \psi | \Phi_{\sigma,U}(|\psi_0 \rangle \langle \psi_0 |) |\phi \rangle \), and optimize over all unitary \( U \).

An optimizing unitary \( U_{\text{opt}} \) is obtained by \( U_{\text{opt}}^{10} = 1 / \sqrt{2} \) and \( U_{00}^{\text{opt}} = i \exp[-i \text{arg}(\text{Tr}(\Delta \sigma(0)/2)) / \sqrt{2} \), and leads to the optimal value \( F_{\text{opt}} = 1 / 2 + 1 / 2 \text{Tr}(\Delta \sigma(0)) \). The prepared state is

\[ \Phi_{\sigma,U_{\text{opt}}}(|\psi_0 \rangle \langle \psi_0 |) = \frac{1}{2} |\psi_0\rangle \langle \psi_0 | + \frac{1}{2} |\psi_1\rangle \langle \psi_1 | \]
\[ + i \frac{1}{2} |\psi_0\rangle \langle \psi_1 | \text{Tr}(\Delta \sigma) \]  
\[ - i \frac{1}{2} |\psi_1\rangle \langle \psi_1 | \text{Tr}(\Delta \sigma). \]

With the optimizing unitary \( U_{\text{opt}} \), the next state of the reservoir is \( \sigma^{(1)} := \frac{1}{2} \sigma(0) + \frac{1}{2} \Delta^1 \sigma(0) \Delta^1 \). As seen (and as we already know) \( \text{Tr}(\Delta \sigma^{(1)}) = \text{Tr}(\Delta \sigma(0)) \). Hence, in the second step we can use the same optimizing unitary, resulting in the same optimum \( F_{\text{opt}}^{(1)} = F_{\text{opt}}^{(0)} \). This process can be repeated indefinitely, with a constant sequence of fidelities \( F_{\text{opt}}^{(k)} = \frac{1}{2} + \frac{1}{2} \text{Tr}(\Delta \sigma(0)) / 2 \) for all \( k \).

Although the quality of each individual preparation thus remains constant over the repetitions, the state of the reservoir changes. At the \( k \)th step the state of the reservoir is

\[ \sigma^{(k)} = \frac{1}{2} \sum_{l=0}^{k} \binom{k}{l} \frac{1}{2} \Delta^l \sigma(0) \Delta^l. \]  

This provides an example of the spreading of the state of the reservoir mentioned in the main text. As a special case one can choose \( \sigma^{(0)} := |\eta_L\rangle \langle \eta_L| \), for \( |\eta_L\rangle = \sum_{l=0}^{L-1} |l + l_0\rangle / \sqrt{l} \). In this case we obtain \( F_{\text{opt}}^{(k)} = 1 - 1 / (2L). \)

Equation (B42) describes an incoherent mixture of translations of the input state. In the generic case, as described by equation (B13), one can not always reach the action on the reservoir is more general. However, whenever the initial state \( \rho \) is diagonal with respect to the energy eigenspaces (as it is in this example) one obtains an incoherent mixture of translations.

8. Generalization to unitary representations of Abelian groups

In this section we make a bit of a detour in an attempt to shed some light on the underlying mathematical structure of catalytic coherence. We here abandon questions of energy conservation and Hamiltonians, and make the observation that all the results of Sections 7.3 and 7.6 can be regained if the rigid translations \( \Delta^a \) along the energy ladder are replaced by a unitary representation of an Abelian group.

For an Abelian group \( \langle g, + \rangle \), let \( \{U(g)\}_{g \in G} \) be a unitary representation of \( G \) on a Hilbert space \( \mathcal{H}_E \). \( U \) satisfies the standard properties, i.e., \( U(0) \) is unitary and \( U(g + g') = U(g)U(g') \), and \( U(0) = 1 \), where 0 denotes the identity of \( \langle G, + \rangle \). If \( -g \) denotes the group inverse of \( g \), then \( U(-g) = U(g)^\dagger \).

For a subset \( S \subseteq G \) let \( \{ |\psi_g\rangle \}_{g \in S} \) be an orthonormal basis spanning a Hilbert space \( \mathcal{H}_S \). It is maybe worth emphasizing that \( S \) does not have to form a subgroup of \( G \). Define the following mapping

\[ \tilde{V}(Q) = \sum_{g,g'} \langle \psi_g | \langle \psi_{g'} | \psi_{g'} \rangle \langle \psi_g | \otimes U(g' - g). \]  

The results of the previous sections can be phrased as the special case of \( \langle Z, + \rangle \), where the choice of the subset \( S \subseteq G \) corresponds to the collection integers \( z_n \) describing the eigenvalues of \( H_S \).
Analogous to the mapping $V$ in Lemma 2, $\tilde{V}$ preserves the operator algebra on $H_S$, i.e., $\tilde{V}$ satisfies the properties in (B3). We can also define the channels on $S$ and $E$,

$$\tilde{\Phi}_{\sigma,U}(\rho) := \text{Tr}_E \tilde{V}(U) \rho \otimes \sigma \tilde{V}(U)^\dagger$$

$$= \sum_{g,g',f,f' \in S} \langle \psi_g | U | \psi_{g'} \rangle \langle \psi_{g'} | \rho | \psi_f \rangle \langle \psi_f | U^\dagger | \psi_{g} \rangle \times \text{Tr}(U(g' - g - \overline{f} + \overline{g})\sigma) | \psi_{g} \rangle \langle \psi_{g} |,$$

(B44)

$$\tilde{\Lambda}_{\rho,U}(\sigma) := \text{Tr}_S \tilde{V}(U) \rho \otimes \sigma \tilde{V}(U)^\dagger$$

$$= \sum_{g,g',f,f' \in S} \langle \psi_g | U | \psi_{g'} \rangle \langle \psi_{g'} | \rho | \psi_f \rangle \langle \psi_f | U^\dagger | \psi_{g} \rangle \times \text{Tr}(U(g' - g - \overline{f} + \overline{g})\sigma) | \psi_{g} \rangle \langle \psi_{g} |.$$

(B45)

As an analogue of Lemma 5 one can verify that

$$\text{Tr}(U(g')\tilde{\Lambda}_{\rho,U}(\sigma)) = \text{Tr}(U(g')\sigma),$$

(B46)

for all $\sigma \in S(H_E), \ U \in U(H_S), \ \rho \in S(H_S)$, and $g' \in G$, where $\Lambda_{\rho,U}$ is as defined in equation (B45). Using this, one can prove the analogue of Proposition 3.

One can also generalize the strong catalytic property in Proposition 4. If $S_1 \subseteq G$ and $S_2 \subseteq G$ are two arbitrary subsets, and \{\ket{\psi^1_s}\}\in S_1, and \{\ket{\psi^2_f}\}\in S_2 are orthonormal bases of $H_S$ and $H_{S_2}$, respectively, we can generalize the mapping $\tilde{V}$ as

$$\tilde{V}^{21}(Q) = \sum_{g,g' \in S_1} \sum_{f,f' \in S_2} |\psi^2_f,\psi^1_g\rangle \langle \psi^2_f,\psi^1_g | Q | \psi^2_f,\psi^1_g \rangle \langle \psi^2_f,\psi^1_g | \otimes U(g' + f' - g - f).$$

(B47)

where $|\psi^2_f,\psi^1_g\rangle := |\psi^2_f\rangle |\psi^1_g\rangle$. With this extended definition one can prove the analogue of Lemma 5, which directly leads to a strong catalytic property as in Proposition 4.

$$\text{Tr}_{ES_1} \left( \tilde{V}(U_2) \tilde{V}(U_1) \eta \tilde{V}(U_1)^\dagger \tilde{V}(U_2)^\dagger \right)$$

$$= \text{Tr}_E \left( \tilde{V}(U_2) \text{Tr}_{S_1}(\eta) \tilde{V}(U_2)^\dagger \right).$$

(B48)

(In the above equation we should strictly speaking write $\left[ \tilde{V}(U_2) \otimes 1_{S_1} \otimes 1_{C} \right] \left[ 1_{S_2} \otimes \tilde{V}(U_1) \otimes 1_{C} \right]$ rather than $\tilde{V}(U_2) \tilde{V}(U_1)^\dagger$, where $C$ is the ancillary reference system introduced in Sec. 3).

Since the generalization to Abelian groups goes through, an obvious question is if non-Abelian groups also would work. One can indeed construct a new map

$$\overline{V}(Q) = \sum_{g,g' \in S} |\psi_g\rangle \langle \psi_g | Q | \psi_{g'} \rangle \langle \psi_{g'} | \otimes U(g^{-1}g').$$

(B49)

which again satisfy $\overline{V}(A) \overline{V}(B) = \overline{V}(AB), \ \overline{V}(A)^\dagger = \overline{V}(A^\dagger)$, and $\overline{V}(1_S) = 1_S \otimes 1_{E}$. However, the property (B46) does in general not hold for $\overline{V}$.

Appendix C: Reformulation in terms of correlations with a reference system

In the context of reference frames it is known that references can be treated both explicitly and implicitly (see also the discussion on coherence in [13]). In an attempt to gain a bit more understanding of the nature of catalytic coherence we here make a specific construction along these lines, where we ‘translate’ superposition of energy eigenstates and coherence into correlations with an explicit reference system. On this extended system, all operations can be performed with states and measurements that are block diagonal with respect to the total Hamiltonian, i.e., the effect of superpositions can in some sense be ‘simulated’ on the joint system. (The word ‘simulation’ may potentially suggest that this scenario somehow would be artificial and less ‘real’. However, this choice of terminology is merely intended as a convenient way to make it unambiguous which of the two pictures that is under discussion.)

The general idea can be pictured by rephrasing the general setting of the previous sections as a game that we play against a referee. This referee prepares our resources (i.e. all systems $S$, as well as the energy reservoir $E$) and gives them to us. After we have made our energy preserving operations, we hand back the systems to the referee, who makes measurements to check the quality of our operations, e.g., how well we have been able to perform energy mixing unitary operations. From the viewpoint of the previous sections, we can achieve coherent operations of high quality when the referee has provided us with a high degree of coherence in terms of broad superpositions of consecutive energy eigenstates in the reservoir.

However, there is an alternative approach that would yield identical results, when it comes to measurement statistics of the referee’s tests. In this second version of the game, the referee does not give us any systems that are in superposition between energy eigenspaces. Instead, the referee prepares a specific type of states correlated to an additional reference system $R$, in such a way that the joint state is diagonal with respect to the total Hamiltonian. As before, the referee gives us the prepared systems $S$ and $E$, but keeps the reference $R$. After we have made our operations and handed back the systems, the referee makes joint measurements on $R$ and the systems, in such a way that the measurement statistics becomes equivalent to the first version of the game. In this sense one can view the second version as a ‘simulation’ of the first version. In this simulation, the role of superpositions with respect to energy eigenspaces is in some sense taken over by correlations to the reference $R$. Thus, instead of regarding coherence, or ‘off-diagonality’ as a resource, we should in this scenario view correlations with the reference as the relevant asset.

In the following we shall construct such an explicit reference system, tailored to the doubly infinite ladder model in Section 5 and translate catalytic coherence...
to this setting. We do this via specific mappings that send density operators, observables, and POVMs to corresponding operators in the simulation. In Section C8, we shall consider the special case of sequential state preparation from initial states with definite energy (analogously to what we did in Section B7). We will see that in this case superpositions in the prepared states correspond to correlated but separable states with respect to the reference. Since separable correlations, as opposed to entanglement, are not monogamous, this observation may provide some additional intuitive understanding of why catalytic coherence is possible.

1. Simulating coherence

Let $H_Q \in \mathcal{H}_a(H_Q)$ and let $P_j$ be the eigenprojectors of $H_Q$ corresponding to distinct eigenvalues $s_{z_j}$ (i.e., $z_j \neq z_j'$ if $j \neq j'$). Let $H_R$ be infinite-dimensional with the Hamiltonian $H_R = \sum_{j \in Z} j |j\rangle \langle j|$. As one may note, $H_R$ is structurally identical to the energy reservoir Hamiltonian $H_E$ in equation (B1), but it will serve a somewhat different purpose. The full simulation of catalytic coherence will involve both $E$ and $R$.

On $H_Q \otimes H_R$ we define

$$ Y = \sum_j \sum_{l \in Z} P_j \otimes |l - z_j\rangle \langle l| = \sum_j P_j \otimes \Delta^{-z_j}. \quad (C1) $$

This operator is unitary, but not energy conserving with respect to $H_Q + H_R$.

For $A \in \mathcal{L}(H_Q)$ and $B \in \mathcal{L}(H_R)$ define

$$ \Theta^{Q,R}_B(A) := Y [A \otimes B] Y^\dagger. \quad (C2) $$

For $A' \in \mathcal{L}(H_Q)$ and $B' \in \mathcal{L}(H_R)$ one can see that

$$ \text{Tr}(\Theta^{Q,R}_B(A) \Theta^{Q,R}_{B'}(A')) = \text{Tr}(AA') \text{Tr}(BB'), $$

$$ \Theta^{Q,R}_B(A^\dagger) = \Theta^{Q,R}_{B^\dagger}(A'), $$

$$ \Theta^{Q,R}_1(1) = 1 \otimes 1, \quad (C3) $$

$$ A \geq 0, \quad B \geq 0 \quad \Rightarrow \quad \Theta^{Q,R}_B(A) \geq 0. $$

Note that the mapping $V$ defined in Lemma 2 is nothing but $V(A) = \Theta^{S,F}_B(A)$. Although identical operations, we will keep the distinct notation, as these mappings have different roles and act on different systems.

From these observations we can conclude the following:

- If $\rho \in S(H_Q)$ and $\xi \in S(H_R)$ then $\Theta^{Q,R}_\xi(\rho) \in S(H_Q \otimes H_R)$.

- If $\{A_k\}_k$ is a POVM on $H_Q$, then $\{\Theta^{Q,R}_1(A_k)\}_k$ is a POVM on $H_Q \otimes H_R$.

- If $\rho \in S(H_Q)$ and $\xi \in S(H_R)$ and $\{A_k\}_k$ is a POVM on $H_Q$, then

$$ \text{Tr}(\Theta^{Q,R}_1(A_k) \Theta^{Q,R}_\xi(\rho)) = \text{Tr}(A_k \rho). \quad (C4) $$

In other words, the effect of preparing density operators $\rho$ and measuring POVMs $A_k$ on $Q$ can be simulated by preparing density operators $\Theta^{Q,R}_\xi(\rho)$ and measuring POVMs $\Theta^{Q,R}_1(A_k)$ on $H_Q \otimes H_R$.

For $\xi \in \bar{S}(H_R)$ such that $[\xi]_{H_R} = \xi$, it is the case that

$$ [\Theta^{Q,R}_\xi(A_k)]_{H_Q + H_R} = \Theta^{Q,R}_1(A_k), \quad \forall \rho \in S(H_Q). \quad (C5) $$

where $[\rho]_{H_Q+H_R} = \sum_{l \in Z} p(l) |l\rangle \langle l|$, with $p(l) = \sum_{n} P_n \otimes |l - z_n\rangle \langle l - z_n|$. In other words, if $\xi$ is diagonal with respect to $H_R$, then $\Theta^{Q,R}_\xi(\rho)$ is diagonal with respect to $H_Q + H_R$, irrespective of whether $\rho$ is diagonal with respect to $H_Q$ or not.

Analogously, for any POVM $\{A_k\}_k$ on $H_Q$, it is the case that

$$ [\Theta^{Q,R}_1(A_k)]_{H_Q + H_R} = \Theta^{Q,R}_1(A_k), \quad \forall k. \quad (C6) $$

Hence, every POVM on $Q$ is mapped to a POVM that is diagonal with respect to $H_Q + H_R$.

The above observations mean that we can simulate the preparation of arbitrary states, irrespective of how ‘off-diagonal’ they are, and analogously we can measure arbitrary POVMs on $Q$, by preparing and measuring other states and POVMs that are diagonal with respect to the Hamiltonian on the larger system $QR$. In other words, even if we have no access to superpositions, we can, in this sense, simulate the effect of superpositions.

In this setting one should not think of $\Theta$ as a physical operation. (It is disqualified due to the assumption of energy conservation.) One should rather imagine that we input a description of a state $\rho$ to a preparation device. Rather than preparing $\rho$, this device prepares $\Theta^{Q,R}_\xi(\rho)$.

Similarly, given a description of a POMV $\{A_k\}_k$ a measurement device implements the POVM $\{\Theta^{Q,R}_1(A_k)\}_k$.

2. Examples

The nature of the states that the mapping $\Theta^{Q,R}$ generates depends on the choice of state $\xi$. Here we consider the special case that $\xi$ is in a pure energy eigenstate of $H_R$, e.g., $|0\rangle$. We furthermore let $H_Q$ be non-degenerate with eigenstates $\{|j\rangle\}_j$. In this case a diagonal state corresponds to a separable state, as seen by

$$ \Theta^{Q,R}_{|0\rangle\langle 0|} \sum_j |j\rangle \langle j| = \sum_j |j\rangle \langle j| - | - z_j\rangle \langle - z_j|. $$

A pure superposition $|\phi\rangle = \sum_j c_j |j\rangle$ is mapped to an entangled state $\Theta^{Q,R}_{|0\rangle\langle 0|}(|\phi\rangle \langle \phi|) = |\phi\rangle \langle \phi|$, where $|\phi\rangle = \sum_j c_j |j\rangle - | - z_j\rangle$.

3. An equivalence relation

Under the assumption that we only measure observables/POVM elements of the form $\Theta^{Q,R}_1(A)$ there are
classes of states on $\mathcal{H}_Q \otimes \mathcal{H}_R$ that we cannot distinguish. More precisely, if $\eta, \eta' \in S(\mathcal{H}_Q \otimes \mathcal{H}_R)$, then we can define the equivalence relation
\[ \eta \sim \eta' \iff \text{Tr}(\Theta_1^{Q,R}(A)\eta) = \text{Tr}(\Theta_1^{Q,R}(A)\eta'), \forall A \in \mathcal{L}(\mathcal{H}_Q). \]
Using the definition of $\Theta$ in equation (2), one can see that this condition reduces to
\[ \sum_{j,j'} P_j \text{Tr}(\Delta z^{j'} - z_j \eta) P_j = \sum_{j,j'} P_j \text{Tr}(\Delta z^{j'} - z_j \eta') P_j. \]

### 4. Energy conserving unitary operations

If $V \in U(\mathcal{H}_Q)$ is such that $[V]_{\mathcal{H}_Q} = V$, then $\Theta_1^{Q,R}(V) = V \otimes \hat{1}_R$, and thus
\[ (V \otimes \hat{1}_R) \Theta_1^{Q,R}(\rho)(V \otimes \hat{1}_R)^\dagger = \Theta_1^{Q,R}(V \rho V^\dagger), \quad (C7) \]
for all $\rho \in S(\mathcal{H}_Q)$ and $\xi \in S(\mathcal{H}_K)$.

Hence, if we restrict to energy conserving unitary operations on system $Q$, then we can perform this operation on $Q$ without having access to the reference $R$. Later we will let $V$ be the unitary operations $V(U)$ as defined in equation (B4), which by construction are energy conserving.

### 5. Partial trace

Suppose that $Q$ consists of two subsystems $Q = Q_1 Q_2$, with the joint Hamiltonian $H_Q = H_{Q_1} + H_{Q_2}$, where $H_{Q_1} \in \mathcal{H}_s(H_{Q_1})$, and $H_{Q_2} \in \mathcal{H}_s(H_{Q_2})$.

Let $\{P_j^{(1)}\}_j$ be the projectorgenerics of $H_{Q_1}$ with respect to the distinct eigenvalues $s_j^{(1)}$, and analogously let $\{P_k^{(2)}\}_k$ be the projectorgenerics of $H_{Q_2}$ corresponding to the distinct eigenvalues $s_k^{(2)}$. One can see that
\[ \Theta_1^{Q_1 Q_2,R}(A^{(1)} \otimes \hat{1}_2) = \Theta_1^{Q_1,R}(A^{(1)}) \otimes \hat{1}_2. \quad (C8) \]

It follows that partial trace corresponds to partial trace also in the simulation,
\[ \text{Tr}(A_1 \text{Tr}_{Q_2}(\rho_{12})) = \text{Tr}(\Theta_1^{Q_1,R}(A_1) \text{Tr}_{Q_2} \Theta_1^{Q_1 Q_2,R}(\rho_{12})) \]
and this leads to
\[ \text{Tr}_{Q_2} \Theta_1^{Q_1 Q_2,R}(\rho_{12}) \sim \Theta_1^{Q_1,R}(\text{Tr}_{Q_2}(\rho_{12})). \quad (C9) \]

One may note that the explicit form of the partial trace of the representation $\Theta_1^{Q_1 Q_2,R}(\rho_{12})$ is
\[ \text{Tr}_{Q_2} \Theta_1^{Q_1 Q_2,R}(\rho_{12}) = \sum_{j,j',k} P_j^{(1)} \text{Tr}_{2}(P_{k}^{(2)} \rho_{12}) P_{j'}^{(1)} \otimes \Delta^{-z_j^{(1)} - z_{j'}^{(1)}} \Delta^{-z_k^{(2)} - z_{k'}^{(2)}} \dagger, \]
while
\[ \Theta_2^{Q_1}(\text{Tr}_{Q_2}(\rho_{12})) = \sum_{i,j} P_j \text{Tr}(\rho_{12}) P_j \Delta^{-z_i^{(1)}} \Delta^{-z_j^{(1)}} \dagger. \]

Hence, although equivalent in terms of $\sim$, it is generally the case that $\text{Tr}_{Q_2} \Theta_1^{Q_1 Q_2,R}(\rho_{12}) \neq \Theta_1^{Q_1,R}(\text{Tr}_{Q_2}(\rho_{12})).$

### 6. Appending systems with definite energy

Again we assume $Q = Q_1 Q_2$, with the same notation as in the previous section. Suppose that $\rho_{2} \in S(\mathcal{H}_2)$ has a distinct energy, i.e., $P_t^{(2)} \rho_2 P_t^{(2)} = \rho_2$ for some $t$, with corresponding energy eigenvalue $s_{z_t}$. Then
\[ \rho_2 \otimes \Theta_1^{Q_1,R}(\rho_{1}) = \Theta_1^{Q_2 Q_1,R}(\rho_2 \otimes \rho_{1}), \quad (C11) \]
\[ \xi' := \Delta^{-z_{t}} \Delta^{-z_{t}^{(2)}}. \]

Note that the transformation from $\xi$ to $\xi'$ is merely a rigid translation in energy, and does intuitively not change the ‘degree’ of coherence in the state. Moreover
\[ \rho_2 \otimes \Theta_1^{Q_1,R}(\rho_{1}) \sim \Theta_1^{Q_2 Q_1,R}(\rho_2 \otimes \rho_{1}). \quad (C12) \]
One may note that in the case when $\rho_2$ is a convex combination of states of definite energy, i.e., if $\rho_2 = \sum_{t} \lambda_t \rho_{2}^{(t)}$ with $P_t^{(2)} \rho_{2}^{(t)} P_t^{(2)} = \rho_{2}^{(t)}$, then (C12) still holds, although we cannot relate the two states by any operation on the reference $R$ alone.

### 7. Reformulation of strong catalytic coherence within the simulation

We are now ready to rephrase catalytic coherence in terms of correlations with the reference system. We go directly for the strong version in Section 5.6 rather than the weaker version in Section 5.5 because the channel formulation does not translate very elegantly into this picture.

Let $Q = S_2 S_1 CE$, with joint Hamiltonian $H_Q = H_{S_2} + H_{S_1} + H_C + H_E$, with $H_{S_1} \in \mathcal{H}_s(H_{S_1})$, $H_{S_2} \in \mathcal{H}_s(H_{S_2})$, $H_C \in \mathcal{H}_s(H_{C})$, and $H_E$ our standard energy reservoir Hamiltonian as in equation (B1), and the same for $H_R$. In Sec. 5.6 we allowed arbitrary $H_B$, but for the sake of simplicity with respect to the formalism, we here restrict to $H_C \in \mathcal{H}_s(H_{C})$.

Proposition 4 does in essence compare two different procedures. In the first procedure, the energy reservoir interacts with system $S_1$ before it interacts with $S_2$, while in the second procedure it only interacts with $S_2$. Proposition 4 shows that these two procedures lead to the same state on $S_2C$. In the following we shall translate and compare these two procedures, and we begin with the two-step version.

1. The referee prepares the state $\Theta_2^{S_2 S_1 CE,R}(\eta)$.
2. The referee gives us systems $E$ and $S_1$, and we perform the operation $V^{H_{S_1}}(U_1)$ on $S_1E$.

3. The referee gives us system $S_2$, and we perform the operation $V^{H_{S_2}}(U_2)$ on $S_2E$.

4. We give back system $S_2$ to the referee, who checks the resulting state by measurements on the form $\Theta^{S_2C,R}_1(A)$.

Due to the fact that $V_1 := V^{H_{S_1}}(U_1)$ and $V_2 := V^{H_{S_2}}(U_2)$ are energy conserving it follows that

$$V_2V_1\Theta^{S_2S_1C,E,R}_\xi(\eta)V_1^+V_2^+ = \Theta^{S_2S_1C,E,R}_\xi(V_2V_1\eta V_1^+V_2^+),$$

i.e., the above described physical procedure results in the same state as if the referee had performed the two operations $V_1$ and $V_2$ before $S_2S_1E$ are given to us. In the particular case we consider here, we only give back system $S_2$ to the referee, and by using the results of Section C.5 one can conclude that the state $\eta^{\text{two step}}_{S_2CR}$ on $S_2CR$ satisfies the following

$$\eta^{\text{two step}}_{S_2CR} := \text{Tr}_{S_1E}(V_2V_1\Theta^{S_2S_1C,E,R}_\xi(\eta)V_1^+V_2^+)$$

$$\sim \Theta^{S_2C,R}_\xi(\text{Tr}_{ES_1}(V_2V_1\eta V_1^+V_2^+)).$$

Hence, measurements on the form $\Theta^{S_2C,R}_\xi(A)$ on the state $\eta^{\text{two step}}_{S_2CR}$ simulates measurements $A$ on $\text{Tr}_{ES_1}(V_2V_1\eta V_1^+V_2^+)$. We can now compare the above procedure with the following.

1. The referee prepares the state $\Theta^{S_2C,E,R}_\xi(\eta)$.

2. The referee gives us systems $E$ and $S_2$, and we perform the operation $V^{H_{S_2}}(U_2)$ on $S_2E$.

3. We give back system $S_2$ to the referee, who checks the resulting state by measurements on the form $\Theta^{S_2C,R}_\xi(A)$.

Similarly to the above case, one can see that the resulting state $\eta^{\text{one step}}_{S_2CR}$ on $S_2CR$ satisfies

$$\eta^{\text{one step}}_{S_2CR} := \text{Tr}_E(V_2\Theta^{S_2C,E,R}_\xi(\eta)V_2^+)$$

$$\sim \Theta^{S_2C,R}_\xi(\text{Tr}_{ES}(V_2\eta V_2^+)),$$  

By comparing equation (C14) with (C13) and Proposition 4, we can conclude that the two procedures are equivalent with respect to what the referee can see in terms of measurements $\Theta^{S_2C,R}_1(A)$. In other words

$$\eta^{\text{two step}}_{S_2CR} \sim \eta^{\text{one step}}_{S_2CR}.$$ 

Hence, from the point of view of the simulation, we have reconstructed the result of Proposition 4.

8. Sequential preparations from states with definite energy

Here we focus on the special case of preparations of a sequence of states on systems that initially have definite energies (i.e., analogous to what we did in Section B.7). In this case the initial coherence is only carried by the energy reservoir $E$. Restated in the simulation picture, this means that initially only $E$ and $R$ are correlated.

In Section B.7 we have seen that it is possible to create arbitrarily many systems $S_k$ that all have the same reduced density operator, via a sequential application of the energy reservoir. Furthermore, if the coherence in $E$ is sufficiently strong, we can make these states very close to pure superpositions of energy eigenstates. In view of the examples in Section C.2 this may appear paradoxical. There we saw that a pure superposition $|\psi\rangle$ in the case of $\xi = |0\rangle |0\rangle$ corresponds to a state $\Theta^{S,R}_\xi(|\psi\rangle |\psi\rangle)$ that is highly entangled between $S$ and $R$. This may thus seem to suggest that we would be able to entangle arbitrarily many systems $S_1, S_2, \ldots$, with the reference $R$. However, this can not be the case, as this would increase the degree of entanglement between $S$ and $R$ by local operations. The resolution of this apparent paradox lies in the equivalence relation $\sim$. More precisely, there are many states $\mu$ on $SR$ such that $\mu \sim \Theta^{S,R}_\xi(\rho)$ and thus also representing $\rho$, while not necessarily being entangled. In the following we shall show that this indeed is the case for sequential preparations.

Let systems $S_1, \ldots, S_M$ have the Hamiltonians $H_{S_k} \in H_S(H_{S_k})$. Let $(P^{(k)}_{n_k})_{n_k=1}^{N_k}$ denote the eigen-projectors of $H_{S_k}$ with corresponding distinct eigenvalues $s_{n_k}^{(k)}$. The initial states on these systems are $\rho_k \in S(H_{S_k})$, such that $P^{(k)}_{n_k}\rho_k P^{(k)}_{n_k} = \rho_k$, i.e., system $S_k$ is initially in a state with definite energy $s_{n_k}^{(k)}$. As usual we let the energy reservoir $E$ have the Hamiltonian $H_E = s\sum j \in \mathbb{J}|j\rangle \langle j|$. On each system $S_k$ we pick a unitary operator $U_k$ and construct the unitary operation

$$V := V^{H_{S_M}}(U_M) \cdots V^{H_{S_1}}(U_1).$$

The first step in the procedure is to prepare the coherence resource $\Theta^{E,R}_\xi(\sigma)$. Next, the systems $S_1, \ldots, S_M$ are appended and the sequence of operations $V$ is applied, which result in the state

$$\eta := V^{H_{S_M}}(U_M) \cdots V^{H_{S_1}}(U_1) \rho_1 \cdots \rho_M \Theta^{E,R}_\xi(\sigma)V^+.$$ 

The reduced state on $S_1 \cdots S_M$ and the reference $R$ reads

$$\text{Tr}_E \eta = \sum_{j,j'} \sum_{n_{M,M}} \cdots \sum_{n_{1,1}} \sigma_{j,j'}$$

$$\times \delta_{j,-z_{M}^{(M)}-\cdots-z_{1}^{(1)}} \times P^{(M)}_{n_{M}}U_{M}^{+}P_{m_{M}}^{(M)} \cdots \otimes P^{(1)}_{n_{1}}U_{1}^{+}P_{m_{1}}^{(1)}$$

$$\otimes \Delta_{j^-} \Delta_{j^+}.$$
For $x \in \{1, \ldots, M\}$ the reduced state on $S_x R$ can be written
\[
\eta_{S_x R} = \sum_{j,j'} \sigma_{j,j'} \sum_{n, m, n'} \delta_{j'-z_{1,n}, j-z_{1,n'}} \times P_{n_m} U_x \rho_x U^\dagger_x \otimes \Delta^{-j} \xi \Delta^{-j'}.
\] (C18)

From the previous sections we know that $\eta_{S_x R}$ represents $\rho_{S_x}$, i.e.,
\[
\eta_{S_x R} \sim \Theta_x^{S_x \subset R}(\rho_{S_x}),
\]
\[
\rho_{S_x} := \text{Tr}_{S_1 \cdots S_{x-1}, S_{x+1} \cdots S_1} E(V \rho_M \otimes \cdots \otimes \rho_1 \otimes \sigma V^\dagger).
\]

We shall next prove that $\eta_{S_x R}$ always is a separable state.

Let us recall the characterization of bipartite separable states as those that are infinitely symmetrically extendible. (For a quick overview, see e.g. [80].) A bipartite state $\eta$ on $S R$ is called symmetrically $M$-extendible, if there exists a state $\rho$ on $S \otimes^M R$ such that $\eta = \text{Tr}_{S \otimes M} \rho$ and that $\rho$ is invariant under all permutations of the $M$ subsystems $S$. All separable states have a trivial symmetric extension for every $M$. Thus, if a state fails to be symmetrically extendible for some $M$ it must be entangled [81]. More generally it turns out that a state is separable if and only if it has symmetric $M$-extensions for all $M$, see Theorem 1 in [81]. (This also follows from various versions of the quantum de-Finetti theorem [82–88]. See also [89].)

Sequential preparations provide a construction of a symmetric extension of $\eta_{S_x R}$ for every $M$. Consider a new preparation procedure where we prepare the same state on a sequence of copies $\tilde{S}_1, \ldots, \tilde{S}_M$ of $S_x$ with $H_{\tilde{S}_1} = \cdots = H_{\tilde{S}_M} = H_{S_x}$. In other words, let $N = \tilde{N}_1 = \cdots = \tilde{N}_M := N, \tilde{z}_n = z_{1,n}^{(1)} = \cdots = z_{1,n}^{(M)} := z_{1,n}, \tilde{\rho} = \rho_1 = \cdots = \rho_M := \rho_x, \text{ and } U = \tilde{U}_1 = \cdots = \tilde{U}_M := U_x$, which yields the global state
\[
\text{Tr}_E \tilde{\eta} = \sum_{j,j'} \sum_{n, m, n'} \sigma_{j,j'} \times \delta_{j'-z_{1,n}, j-z_{1,n'}} \times P_{n_m} \tilde{U} \tilde{\rho} \tilde{U}^\dagger P_{m_n} \otimes \cdots \otimes P_{n_1} \tilde{U} \tilde{\rho} \tilde{U}^\dagger P_{m_1} \otimes \Delta^{-j} \xi \Delta^{-j'}.
\]
As seen, this state is invariant under permutations of the subsystems $\tilde{S}_1, \ldots, \tilde{S}_M$. Furthermore, if we trace out all subsystems $\tilde{S}$ except one single, we obtain $\eta_{S_x R}$ by construction. Since this is true for all $M$, we can conclude that $\eta_{S_x R}$ is infinitely symmetrically extendible and thus separable.

As a side-remark one may note that this proof holds for any choice of $\xi$, and is not limited to $\xi$ that are diagonal with respect to $H_R$.

Appendix D: Half-infinite ladder (harmonic oscillator)

As mentioned earlier, a problem with the doubly-infinite energy ladder is that it is somewhat unphysical, as it has no ground state energy. However, by ‘cutting away’ the lower half of the spectrum we get the spectrum of the harmonic oscillator. Here we show that we can, with some modifications, reconstruct the catalytic properties of the doubly-infinite energy ladder in this harmonic oscillator model.

1. The half-infinite ladder model

Here we use an harmonic oscillator as model (or any Hamiltonian that is iso-spectral to the harmonic oscillator)
\[
H_E^+ := s \sum_{j=0}^{+\infty} j |j \rangle \langle j|.
\] (D1)

As before, we define an $N$-level system with a Hamiltonian $H_S \in H_S(H_E)$, with eigenvalues $h_n = sz_n$. We also let
\[
z_{\text{min}} := \min_{n=1, \ldots, N} z_n, \quad z_{\text{max}} := \max_{n=1, \ldots, N} z_n.
\] (D2)

The projectors onto the eigenspaces of $H_S + H_E^+$ can be written
\[
P^{(l)}_+ := \sum_{n=1, \ldots, N: l \geq z_n} |\psi_n \rangle \langle \psi_n| \otimes |l - z_n \rangle \langle l - z_n|,
\] (D3)

for all $l \geq z_{\text{min}}$. (It is maybe slightly annoying that we let the index $l$ start at $z_{\text{min}}$ rather than at zero, but we do this for the sake of compactness of formulas and coordination with the notation in the previous sections.) Note that
\[
P^{(l)}_+ = \sum_{n=1, \ldots, N} |\psi_n \rangle \langle \psi_n| \otimes |l - z_n \rangle \langle l - z_n|, \quad \forall l \geq z_{\text{max}}.
\] (D4)

In other words, $P^{(l)}_+ = P^{(l)}$ for $l \geq z_{\text{max}}$. (We will in this section often compare operators on the spaces $H_E^+$ and $H_E$, where the former can be regarded as a subspace of the latter. Without further comments we do in these cases assume that the operators on $H_E^+$ are extended trivially to the orthogonal complement of $H_E^+$ in $H_E$, i.e., they act trivially on the negative half-ladder.)

For every $U \in U(H_S)$ we define the unitary operator
\[
V_+(U) := \sum_{l \geq z_{\text{max}}} V_l(U) + \sum_{l = z_{\text{min}}}^{z_{\text{max}} - 1} X_l, \quad X_l = P^{(l)}_+.
\] (D5)
where

\[
V_l(U) := \sum_{n,n'=1}^N \langle \psi_n | U | \psi_{n'} \rangle \langle \psi_{n'} | \otimes | l - z_n \rangle | l - z_{n'} \rangle, \\
l \geq z_{\max}
\]  

(D6)

is as in equation (B6). The unitarity of \( V_\ell(U) \) follows from the fact that \( V_l(U)V_l(U)^\dagger = V_l(U)^\dagger V_l(U) = P_\ell^+ \). We will not pay any particular attention to the choice of the operators \( X_\ell \), as we will focus on states outside the supports of these operators. As seen, we have, by the very construction, made sure that \( V_\ell(U) \) in (B6) and \( V(U) \) in (D5) act identically for states with support sufficiently far away from the ground state. The rest of this section is devoted to the formalization of the simple idea that if we start the energy reservoir in a state that is sufficiently far from the ground state, we can maintain it so by pumping energy into the reservoir. By this we retrieve all the relevant properties of the doubly-infinite ladder model.

Analogous to \( \Delta \) we define the operator

\[
\Delta_\ell^+ := \sum_{j=0}^{+\infty} | j + 1 \rangle \langle j |.
\]

(D7)

Note that \( \Delta_\ell^+ \) is not unitary, but rather is a partial isometry that takes \( H^+ \) into the subspace \( \text{Sp}(|j\rangle)_{j \geq 1} \).

2. Sufficiently far from the ground state the two models are equivalent

Analogous to the channel \( \Phi_{\sigma,U} \) in Section B.3 we define

\[
\Phi^{\sigma}_{\sigma,U}(\rho) := \text{Tr}_E V_\ell(U) \rho \otimes \sigma V_\ell(U)^\dagger.
\]

(D8)

Similarly, we denote the set of channels that can be reached on \( S \), using \( \sigma \) as a resource, by

\[
c^{S,H_E}_{\ell}(\sigma) := \{ \Phi^{\sigma}_{\sigma,U} : U \in U(H_S) \}.
\]

(D9)

The effect of \( V_\ell(U) \) on the energy reservoir is expressed via the channel

\[
\Lambda^{\pm}_{\sigma,U}(\sigma) := \text{Tr}_S V_\ell(U) \rho \otimes \sigma V_\ell(U)^\dagger.
\]

(D10)

Define the family of projectors

\[
P_{\geq m} := \sum_{j \geq m} | j \rangle \langle j |, \quad m \geq 0.
\]

(D11)

**Lemma 7.** Let \( s > 0 \), \( H_S \) finite-dimensional, and \( H_S \in \mathcal{H}_s(H_E) \) with maximal eigenvalue \( z_{\max} \) and minimal eigenvalue \( z_{\min} \). Let \( \sigma \in \mathcal{S}(H_E) \) be such that

\[
P_{\geq z_{\max} - z_{\min}} \sigma P_{\geq z_{\max} - z_{\min}} = \sigma,
\]

then

\[
\Phi^{\sigma}_{\sigma,U} = \Phi_{\sigma,U}, \quad \Lambda^{\pm}_{\sigma,U}(\sigma) = \Lambda_{\sigma,U}(\sigma),
\]

for all \( U \in U(H_S) \).

**Proof.** By comparing with the definition of \( P^{(l)}_+ \) in (D3) one can see that

\[
P^{(l)}_+ [\mathcal{I}_S \otimes P_{\geq z_{\max} - z_{\min}}] = 0, \quad z_{\min} \leq l \leq z_{\max}.
\]

(D13)

Analogously

\[
P^{(l)}_+[\mathcal{I}_S \otimes P_{\geq z_{\max} - z_{\min}}] = 0, \quad l \leq z_{\min}.
\]

(D14)

Note that \( P^{(l)}_+ = P^{(0)}_+ \) and \( V_\ell(U)P^{(l)}_+ = V_\ell(U) \) for \( l \geq z_{\max} \), and \( X_lP^{(l)}_+ = X_l \). By comparing (B4), (B6), and (D3) it follows that

\[
V_\ell(U)[\mathcal{I}_S \otimes P_{\geq z_{\max} - z_{\min}}] = V(U)[\mathcal{I}_S \otimes P_{\geq z_{\max} - z_{\min}}].
\]

(D15)

The statements of the lemma follow directly from this.

\[ \square \]

**Lemma 8.** Let \( s > 0 \), \( H_S \) finite-dimensional, and \( H_S \in \mathcal{H}_s(H_E) \) with maximal eigenvalue \( z_{\max} \) and minimal eigenvalue \( z_{\min} \). For \( m \geq z_{\max} - z_{\min} \)

\[
V_\ell(U)[\mathcal{I}_S \otimes P_{\geq m}] = [\mathcal{I}_S \otimes P_{\geq m - z_{\max} + z_{\min}}] V_\ell(U)[\mathcal{I}_S \otimes P_{\geq m}].
\]

(D16)

Hence, if \( \sigma \in \mathcal{S}(H_E) \) is such that \( P_{\geq m} \sigma P_{\geq m} = \sigma \), then

\[
P_{\geq m - z_{\max} + z_{\min}} \Lambda^{\pm}_{\sigma,U}(\sigma) P_{\geq m - z_{\max} + z_{\min}} = \Lambda^{\pm}_{\sigma,U}(\sigma), \quad \forall \sigma \in \mathcal{S}(H_E), \forall U \in U(H_S).
\]

(D17)

**Proof.** Since \( m \geq z_{\max} - z_{\min} \) it follows by equation (D13) that

\[
V_\ell(U)[\mathcal{I}_S \otimes P_{\geq m}] = \sum_{l \geq z_{\max}} \sum_{n,n'=1}^N \langle \psi_n | Q | \psi_{n'} \rangle \langle \psi_{n'} | \otimes | l - z_n \rangle | l - z_{n'} \rangle | P_{\geq m}.
\]

(D18)

Let \( |x\rangle \) be an energy eigenstate of the reservoir. For \( \langle x \vert V_\ell(U)[\mathcal{I}_S \otimes P_{\geq m}] \neq 0 \), a necessary condition is that

\[
x - l - z_{\min} \leq m - z_{\max} + z_{\min}.
\]

Hence, \( \langle x \vert V_\ell(U)[\mathcal{I}_S \otimes P_{\geq m}] = 0 \) for all \( x < m - z_{\max} + z_{\min} \). It follows that

\[
[\mathcal{I}_S \otimes (\mathcal{I}_E - P_{\geq m - z_{\max} + z_{\min}})] V_\ell(U)[\mathcal{I}_S \otimes P_{\geq m}] = 0.
\]

This proves the lemma.

\[ \square \]

The following Proposition tells us that a reservoir with a state that is \( L \) times removed from the ground state with respect to the maximal possible energy change \( D \), can be used \( L \) times before there is any noticeable difference in the set of channels that can be reached by using the reservoir. We refer to this as a quasi-catalytic property. Here \( \lambda_{\max}(H) \) and \( \lambda_{\min}(H) \) denote the maximal and minimal eigenvalues of the Hermitian operator \( H \).

**Proposition 5** (Quasi-Catalytic states). Let \( s > 0 \), \( D \in \mathbb{N} \), and let \( H_{S_1}, \ldots, H_{S_L} \) be finite-dimensional, with \( H_{S_i} \in \mathcal{H}_s(H_{E_i}) \), such that \( \lambda_{\max}(H_{S_i}) - \lambda_{\min}(H_{S_i}) \leq sD \) for \( l = 1, \ldots, L \). Suppose \( \sigma^{(1)} \in \mathcal{S}(H_{E_1}) \) is such that

\[
P_{L,D} \sigma^{(1)} \sigma_{L,D} = \sigma^{(1)}.
\]

(D19)
Define the sequence \( \sigma^{(l+1)} = \Lambda^+_{\rho_l, U_l}(\sigma^{(l)}) \), for \( l = 1, \ldots, L-1 \), for \( \rho_l \in \mathcal{S}(\mathcal{H}_{S_l}) \) and \( U_l \in \mathcal{U}(\mathcal{H}_{S_l}) \). Then
\[
C^+_{S_l, H_{S_l}}(\sigma^{(l)}) = C^+_{S_l, H_{S_l}}(\sigma^{(1)}), \quad l = 1, \ldots, L. \tag{D20}
\]

Proof. By a repeated use of Lemma 8 it follows that \( P_{(l-1)+1} \sigma^{(l)} P_{(l-1)+1} = \sigma^{(l)} \). Thus, by Lemma 7 we know that \( \Lambda_{\rho_l, U_l}(\sigma^{(l)}) = \Lambda_{\rho_l, U_l}(\sigma^{(l)}) \). By Lemma 9 we can also conclude that \( C^+_{S_l, H_{S_l}}(\sigma^{(l)}) = C^+_{S_l, H_{S_l}}(\sigma^{(1)}) \). Furthermore, by Proposition 3 it follows that \( C^+_{S_l, H_{S_l}}(\Lambda_{\rho_{l-1}, U_{l-1}}(\sigma^{(l-1)})) = C^+_{S_l, H_{S_l}}(\sigma^{(l-1)}) \). By combining the above observations, we see that
\[
C^+_{S_l, H_{S_l}}(\sigma^{(l)}) = \begin{cases} C^+_{S_l, H_{S_l}}(\Lambda^+_{\rho_{l-1}, U_{l-1}}(\sigma^{(l-1)})) \\ C^+_{S_l, H_{S_l}}(\Lambda_{\rho_{l-1}, U_{l-1}}(\sigma^{(l-1)})) \\ C^+_{S_l, H_{S_l}}(\sigma^{(l-1)}) \end{cases} \tag{D21}
\]

The above reasoning can now be iterated, which yields the statement of the proposition.

\[
\]
Appendix E: More general models

In the previous sections we demonstrated that in principle exist systems where coherence can be made catalytic. Here we briefly touch upon the question to what extent these phenomena survive in more general systems.

1. General energy preserving unitary operations

Here we consider Hamiltonians on the half-infinite ladder model, but we relax the restriction on the dynamics, and only demand that it preserves the total energy.

One can realize that a unitary operator $V$ on the system and half-infinite ladder is block-diagonal with respect to the energy eigenspaces, i.e., $V = \sum_{l \geq 2} z_{2l} P^{(l)}_{+} V P^{(l)}_{+}$, if and only if

$$ V = \sum_{l \geq 2} \sum_{n, n' = 1}^{N} V^{(l)}_{n,n'} | \psi_{l}^{n} \rangle \langle \psi_{l}^{n'} | \otimes | l - z_{n} \rangle \langle l - z_{n}' | $$

(E1)

where each $V^{(j)} = [V^{(j)}_{n,n'}]_{n,n'=1}^{N}$ is a unitary matrix.

Recall that the harmonic oscillator model in Section D has the feature that it, sufficiently far from the ground state, essentially implements copies of a unitary interaction. We thus regain the model in Section D if we for all $l$ choose $V^{(l)} = V$ for a fixed unitary matrix $V$. This ‘uniformity’ over the energy ladder appears to be closely connected to the catalytic properties of these models. It thus seems reasonable to suspect that in models that have some type of approximate uniformity, one should be able to find some approximate version of the type of behaviors that we have seen in the previous sections.

As an example, suppose that the set of unitary matrices $V^{(l)}_{0} \ldots , V^{(l)}_{N}$ would become more ‘similar’ to each other as $l_{0}$ increases (for a fixed $L$). One way in which this could happen is if $V^{(l)}$ would converge to a specific limit matrix as $l \to +\infty$. However, this is not the only possibility. For example, let $H$ be an $N \times N$ Hermitian matrix, and define $V^{(l)} := \exp[-i f(l) H]$, where $f : \mathbb{N} \to \mathbb{N}$ is such that $f(l + 1) - f(l) \to 0$ as $l \to +\infty$. An example of this is $f(x) = \sqrt{x}$, for which $\sqrt{x + L} - \sqrt{x} \sim L/(2 \sqrt{x})$. In this case $V^{(l)} \sim_{l_{0} \to \infty} (V^{(l)}_{0}, \ldots, V^{(l)}_{N})$. Hence, for a limited range of levels, the transformations become asymptotically uniform (in spite the fact that they do not converge to a limit operator). In Section E2 we show that the Jaynes-Cummings model satisfies this asymptotic uniformity.

As a final remark we note that in Section D we could maintain the capacity of the coherence by injecting energy into the reservoir. Furthermore, we did this solely ‘within’ the model, i.e., we used the same class of unitaries $V_{4}(U)$ for the pumping, as for the operations on system $S$. It is a relevant question for which classes of these more general unitary operations that this is possible (at least approximately). However, we leave this as an open question.

2. The Jaynes-Cummings model

Here we analyze numerically the Jaynes-Cummings model [18, 19] of a two-level system in resonant interaction with an electromagnetic field mode. As we shall see, numerical tests suggest that the higher the energy of a (suitably chosen) initial state of the reservoir is, the longer its coherence survives sequential interactions with a collection of two-level systems.

We consider the Jaynes-Cummings model [18, 19] for the interaction between a two-level system $H_{S} = h_{1} |\psi_{0} \rangle \langle \psi_{0} | + h_{2} |\psi_{1} \rangle \langle \psi_{1} |$ and an electromagnetic field mode $H_{E} = \hbar \omega a^{\dagger} a$, with the interaction Hamiltonian

$$ H_{JC} = g \sigma_{+} \otimes a + g \sigma_{-} \otimes a^{\dagger}, $$

(E2)

where $a, a^{\dagger}$ are the standard annihilation and creation operators $[a, a^{\dagger}] = 1$. $a = \sum_{l=1}^{\infty} \sqrt{1} | l - 1 \rangle \langle l |$ and $\sigma_{+} = |\psi_{1} \rangle \langle \psi_{0} |, \sigma_{-} = |\psi_{0} \rangle \langle \psi_{1} |$.

We furthermore assume resonant conditions (i.e., the ‘matching’ of the energy levels), so that $h_{1} - h_{0} = \omega$, and choose $h_{1} = \hbar \omega z_{1}, h_{0} = \hbar \omega z_{0}$, with $z_{0} = 0, z_{1} = 1$. By standard textbook calculations, where we introduce the unit-free evolution parameter $x := t \omega / \hbar$ for the evolution time $t$, the evolution induced by $H_{JC}$ can be written

$$ e^{-ix H_{JC}} = \sum_{l=1}^{\infty} \sum_{n, n'=0}^{1} V^{(l)}_{n,n'} | \psi_{l}^{n} \rangle \langle \psi_{l}^{n'} | \otimes | l - n \rangle \langle l - n' | $$

$$ + | \psi_{0} \rangle \langle \psi_{0} | \otimes | 0 \rangle \langle 0 |; $$

$$ V^{(l)} = \begin{bmatrix}
\cos(x \sqrt{l}) & -i \sin(x \sqrt{l}) \\
-i \sin(x \sqrt{l}) & \cos(x \sqrt{l})
\end{bmatrix} $$

where we can write

$$ V^{(l)} = e^{-ix \sqrt{l} H}, \quad H := \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. $$

(E3)

Hence, the dynamics in the JC-model provides an example of the type of asymptotically uniform unitary operators discussed in the previous section. The evolution on the reservoir is given by

$$ \Lambda_{t} |\psi_{0} \rangle \langle \sigma | := \text{Tr}_{S} (e^{-ix H_{JC}} |\psi_{0} \rangle \langle \psi_{0} | \otimes \sigma e^{ix H_{JC}}) $$

$$ = A_{t} \sigma A_{t}^{\dagger} + B_{t} \sigma B_{t}^{\dagger}, $$

$$ A_{t} := \sum_{l=0}^{\infty} \cos(x \sqrt{l}) | l \rangle \langle l |, $$

$$ B_{t} := \sum_{l=1}^{\infty} \sin(x \sqrt{l}) | l - 1 \rangle \langle l |. $$
The sequential preparation procedure results in a evolution process on the reservoir, which corresponds to an iteration of the channel \( \Lambda_{x,|\psi_0\rangle|\psi_0\rangle} \). The nature of this dynamics is depicted in Fig. 5.

Here we attempt to mimic the sequential preparation procedure that we investigated in Section B 7. Again we thus use the (square of) the fidelity to measure how well the superposition \( |\phi\rangle := (|\psi_0\rangle - i|\psi_1\rangle)/\sqrt{2} \) can be prepared from the ground state \( |\psi_0\rangle \), by using the state \( \sigma \) on the reservoir as a resource. The preparation is characterized by the channel \( \Phi_{x,\sigma}(\rho) := \text{Tr}_E(e^{-ixH_E}\rho e^{ixH_E}) \).

For the initial state \( |\psi_0\rangle|\psi_0\rangle \), a given \( x \) and \( \sigma \), our measure of the ‘quality’ of the preparation is

\[
Q_x(\sigma) := \langle \Phi_{x,\sigma}(|\psi_0\rangle|\psi_0\rangle)|\phi\rangle = \frac{1}{2} + \sum_{l=0} (\sin x\sqrt{l+1}) \cos(l) \Re(l|\sigma|l+1).
\]

\[Q_{x/4}(\sigma(0)) \approx \frac{1}{2} + \frac{1}{2} (1 - \frac{1}{L}) \sin(\pi \sqrt{l_0}/2), \quad (E5)\]

and thus obtain the (approximate) maxima \( 1 - 1/(2L) \) at

\[
l_0^{\text{max}}(m) := (4m + 1)^2, \quad m = 1, 2, \ldots. \quad (E6)\]

**FIG. 5:** The state of the reservoir after iterated use.

For an initial state \( \sigma(0) = |\eta\rangle\langle\eta| \), with a very wide superposition \( |\eta\rangle = \sum_{i=0}^{999} |i\rangle/\sqrt{1000} \), the figure depicts \( \langle l|\sigma^{(100)}|l'\rangle \) (black corresponds to high values, and white low) where \( \sigma^{(100)} \) is the 100th iteration of \( \sigma^{(k+1)} = \Lambda_{x/4}|\psi_0\rangle|\psi_0\rangle(\sigma^{(k)}) \), for \( x = \pi/4 \). The dotted lines corresponds to the values of \( l \) and \( l' \) for which \( B_{x/4}|l\rangle = 0 \) (\( B_{x/4}|l'\rangle = 0 \)). Since \( B_{x/4} \) induces loss of quanta from the reservoir, this suggests that weight will tend to accumulate at the crossings of the dotted lines. This figure shows an intermediate step in this process. The squares show the points \( l_0^{\text{max}}(m) \approx (4m + 1)^2 \) where \( Q_{x/4} \) takes a high value (for relatively narrow distributions). On these points we center the family of initial states that lead to the curves in Fig. 3 in the main text. (As opposed to the initial state \( \sigma(0) \) that yields the present figure, those initial states only contains a relatively narrow distribution of number states.)

Analogously to what we did in Section B 7 (where we optimized over all \( U \)) we should in principle optimize \( Q_x(\sigma) \) over all \( x \geq 0 \). However, the dynamics of the JC-model can unfortunately be rather irregular (see e.g. [19, 90]), and due to this an optimization may not be feasible. Instead we here opt for a simpler (but possibly suboptimal) procedure, where we keep the value of \( x \) fixed (corresponding to one fixed unitary).

For the initial state \( |\eta\rangle \), the evolution is asymptotically uniform. Hence, if \( L \) is small compared to \( l_0 \), one can make the approximation

\[
Q_{x/4}(\sigma(0)) \approx \frac{1}{2} + \frac{1}{2} (1 - \frac{1}{L}) \sin(\pi \sqrt{l_0}/2), \quad (E5)\]

and thus obtain the (approximate) maxima \( 1 - 1/(2L) \) at

\[
l_0^{\text{max}}(m) := (4m + 1)^2, \quad m = 1, 2, \ldots. \quad (E6)\]

Some further details concerning Fig. 3 in the main text. Each graph in Fig. 3 in the main text is obtained from an initial state that is a uniform superposition over \( 50 \) number states, centered around \( l_0^{\text{max}}(m) \). Hence, \( \sigma_m = |\eta_{L,L_0(m)}\rangle\langle\eta_{L,L_0(m)}| \), for \( l_0(m) = l_0^{\text{max}}(m) - 24 = (4m + 1)^2 - 24 \), i.e., \( |\eta_{L,L_0(m)}\rangle = \sum_{j=0}^{24} |\eta_{L,L_0(m)}^{\text{max}}(m) + j\rangle \).

Each graph corresponds to the value \( k \) on the vertical axis versus the number of iterations \( k \) on the horizontal axis. The different graphs correspond to the different values of \( m \), where in the rightmost part of the figure, the curves correspond to \( m = 5, 7, 9, 11, 14, 18, 24, 31, 40, 52, 67, 87, 113, 147, 191 \) counted from below. These graphs suggest that the ‘lifetime’ of the coherence can be made longer, merely by increasing the average energy of the state.

Since the graphs in Fig. 3 in the main text are the result of an approximate optimization, one should not get too surprised by the fact that one see an initial increase of the fidelity. As seen, the largest increase happens for the initial states with a relatively low number of quanta, which is where we would expect the approximation to be the worst.

The dotted line in the figure corresponds to the fidelity we would have obtained for the doubly-infinite ladder-model, i.e., \( 1 - 1/(2L) \) (see Section B 7). Note that there is no particular reason to expect this to be a bound for what can be achieved in the JC model. However, the gradual approach of the curves to this value suggests that the applied approximation is reasonable.

Concerning the numerical evaluation to obtain Fig. 3 in the main text, one can note that the quantity we wish to evaluate, equation (E4), only depends on the first upper-diagonal \( |l|\sigma|l+1\rangle \) of the density matrix. Furthermore, the evolution map \( \Lambda_{x/4}|\psi_0\rangle|\psi_0\rangle \) transforms the elements \( |l|\sigma|l+1\rangle \) among themselves, and thus one never needs to store or calculate the entire density matrix.
Why not using coherent states? One may wonder why we here use \(|\eta_{t_0}\rangle\) as initial states, rather than coherent states, \(|\alpha\rangle := e^{-|\alpha|^2/2}\sum_{n=0}^{\infty} a_n|n\rangle/\sqrt{n!}\) [1 2], which would be the both convenient and conventional choice for this type of model. For the coherent states we could obtain a sequence of states with increasing average energy by increasing \(|\alpha|\). However, as we increase \(|\alpha|\) we also increase the width of the superposition over the energy eigenstates. Hence, in some intuitive sense the degree of coherence increases as we increase \(|\alpha|\), and for this reason it appears risky to use these states for the questions we investigate here. One should keep in mind though, that since we have not developed any operational measure of the degree of coherence (although Sec. B.4 [1] provides some steps in this direction), discussions of this kind are a bit shaky. (For the doubly-infinitie and the half-infinite ladder models, we side-step the issue of measures of coherence by focusing on the set of induced channels \(C(\sigma)\).)

3. The half-infinite ladder as a generalized Jaynes-Cummings model

Here we briefly return to the half-infinite ladder model in Section D to point out that in the special case of system \(S\) being a qubit, one can obtain unitary operators of the \(V_t(U)\)-form via Hamiltonians in a generalized Jaynes-Cummings model. This generalization corresponds to letting the coupling parameter \((g\) in equation (E2)) be dependent on the field strength, leading to interaction Hamiltonians of the form \(H = g\sigma_+ \otimes a f(a^\dagger a) + g\sigma_- \otimes f(a^\dagger a)a^\dagger\), where \(f\) is a function. Comparing with Section E.2 one can see that we obtain the uniform sequence of unitary matrices \(V^{(1)} = V^{(2)} = \cdots\) in the case \(f(l) = 1/\sqrt{l}\), i.e., for the Hamiltonian

\[
H_{GJC} = g\sigma_+ \otimes a(a^\dagger a)^{-1/2} + g\sigma_- \otimes (a^\dagger a)^{-1/2} a^\dagger. \tag{E7}
\]

(This should not be confused with the case \(f(l) = \sqrt{l}\) that has been considered in the literature [31 93].) It certainly is an interesting question to what extent such a generalized Jaynes-Cummings interaction can be obtained, or at least approximated, within realistic systems. However, this is left as an open question.

Appendix F: Prelude: Expected work-extraction without an energy reservoir

Here we turn to the question of work extraction. (For introductions to work extraction and the closely related Landauer's principle for information erasure, see e.g., 42 51.) Before we begin with the actual purpose of analyzing the role of coherence in expected work extraction by the use of explicit energy reservoirs (which we do in Section C) we first consider some simpler types of models that do not contain an explicit energy reservoir. For these models one can show that the optimal expected work extraction (suitably defined) is given by the relative von Neumann entropy \(kTD(\rho\|G(H_S))\), where \(D(\rho\|\sigma) = \text{Tr}(\rho \ln \rho) - \text{Tr}(\rho \ln \sigma)\). The purpose of this exposition is partially to highlight the difference between using, and not using, an explicit energy reservoir, but also to gain some understanding for the ideas behind the (somewhat technically messy) derivations in Section C. On a technical level, the only things that we need from this section are Lemma 11 and Corollary 2.

In Section F.1 we begin with a short ‘prelude to the prelude’, where we briefly recall the common approach to implement expected work extraction using time-dependent Hamiltonians. More precisely, the system traverses through a path of Hamiltonians. These paths of Hamiltonians will implicitly play a role in the subsequent derivations, as we, in some sense, will simulate such paths. In Section F.2 we recall the concept of passivity, and the related setting for work extraction. In Section F.3 we implement one version of the above mentioned ‘simulation’ (not to be confused with the simulation in Section C), and show how this leads to optimal expected work extraction.

1. Expected work extraction by varying the Hamiltonian

A common approach (that can take many different guises on the level of assumptions and technical details) is to define expected work extraction in terms of changes of the Hamiltonian of the system. (For a handful of examples, see e.g. 14 34 35 36 37, were 39 provides an introduction.) In this setting we are given a quantum state \(\rho\) and a Hamiltonian \(H\), and are allowed to perform changes of the Hamiltonian \(H \mapsto H'\). The expected work gain of such a step is defined as

\[
W_{\text{yield}}(H_S \mapsto H'_S, \rho) := \text{Tr}(H_S\rho) - \text{Tr}(H'_S\rho). \tag{F1}\]

The contact with the heat bath is modeled as a replacement map \(\rho \mapsto \Phi_H(\rho) := G(H)\). (As we will come back to below, there are variations on this, which can implement ‘softer’ types of thermalizations.) A process is defined as a sequence of shifts of Hamiltonians, sandwiched by thermalizations, where the total work gain is defined as the sum of all the individual gains as in (F1). This model is, for expected work extraction, a quantum generalization of the discrete classical model used in 55. (Unfortunately, this generalization does not make much sense as a generalization for \(\epsilon\)-deterministic work extraction.) Very much analogous to 55, one can show that for a cyclic change of Hamiltonians, the optimal expected work extraction in this setting becomes \(kTD(\rho\|G(H_S))\). To see this, one can use the relation

\[
H = F(H) - kT \ln G(H), \text{ where } F(H) = -kT \ln Z(H), \text{ and } Z(H) = \text{Tr}e^{-\beta H},
\]

to show that the total work gain
of an L-step cyclic process \( H^{(0)} = H^{(L)} = H_S \), with \( \rho^{(0)} := \rho \) and \( \rho^{(L+1)} = \Phi_H(\rho^{(L)}) \) becomes

\[
W_{\text{yield}} = \sum_{l=0}^{L-1} [\text{Tr}(H^{(l)} \rho_l) - \text{Tr}(H^{(l+1)} \rho_l)]
\]

\[
= \frac{1}{\beta} D(\rho || G(H_S)) - \frac{1}{\beta} D(\rho_{L-1} || G(H_S))
\]

\[
- \frac{1}{\beta} \sum_{l=1}^{L-1} \left[ D(\rho_{l-1} || G(H^{(l)})) - D(\rho_l || G(H^{(l)})) \right].
\]

\( \text{(F2)} \)

Using \( \Phi_H(G(H)) = G(H) \), together with the fact that the von Neumann relative entropy is contractive under the action of channels, i.e., \( D(\Gamma(\rho)||\Gamma(\sigma)) \leq D(\rho||\sigma) \), it follows that \( D(\rho_l || G(H^{(l)})) \leq D(\rho_l || G(H^{(l-1)})) \). Thus, \( W_{\text{yield}} \leq kTD(\rho || G(H_S)) \).

As a side remark one may note that, for the above derivation, we do not necessarily need to use the replacement map \( \rho \mapsto G(H) \). As seen, we could, instead of \( \Phi_H \), use any channel that has \( G(H) \) as a fix-point, i.e., \( \Phi_H(G(H)) = G(H) \). (This implies a considerable freedom in implementing the softer types of thermalizations mentioned above. However, we shall not need this freedom in our derivations, but will stay put with the, rather brutal, complete thermalization implemented by the replacement map.)

The next question is if it is possible to saturate the bound \( W_{\text{yield}} \leq kTD(\rho || G(H_S)) \) within this model. A (limit) process that does achieve the bound can be described as follows: Change the initial Hamiltonian \( H_S \) into \( H' \), where the latter is such that \( \rho = G(H') \). (Strictly speaking, this only works if \( \rho \) has full support. This issue can be handled via yet another limiting process, with a sequence of Gibbs states that converges to the state, akin to what was done in [58].) Next, we thermalize the system and perform an alternating sequence of thermalizations and small unitary transformations, until \( H' \) has been rotated back to \( H_S \). The first of these steps has the expected work yield \( W_1^{(1)} = F(H_S) - F(H') + kTD(\rho || G(H_S)) \). The second step does in the limit of an infinitely fine discretization yield \( W_1^{(2)} = F(H') - F(H'') \). (Since we do this step only when states that are diagonal in a fixed energy eigenbasis, the results for the ITR in [58] are applicable.) For the final step of the protocol let \( U \) be a unitary that transforms an eigenbasis of \( H'' \) into an eigenbasis of \( H_S \). We diagonalize \( U = \sum_n \phi_n |\xi_n\rangle \langle \xi_n| \), for \( 0 \leq \phi_n < 2\pi \), and define the Hermitian operator \( A := \sum_n \phi_n |\xi_n\rangle \langle \xi_n| \). We can then define a sequence of Hamiltonians \( H^{(l)} := e^{-iA/L}H''e^{iA/L} \), for \( l = 0, \ldots, L \), such that \( H^{(0)} = H'' \) and \( H^{(L)} = H_S \). Consider a process the sequentially changes \( H^{(0)} \) to \( H^{(L)} \), sandwiched by thermalizations. The work yield of this process is.

\[
W_{\text{yield}}^{(3)} = \sum_{l=0}^{L-1} \text{Tr}[(H^{(l)} - H^{(l+1)})G(H^{(l)})]
\]

\( \text{(F3)} \)

By inserting the expansion \( e^{-iA/L}H''e^{iA/L} = H'' - i[A, H'']/L + O(1/L^2) \) into the above equation, one sees that \( W_{\text{yield}}^{(3)} \to 0 \) as \( L \to \infty \). Hence, the total work yield \( W_{\text{yield}} = W_1^{(1)} + W_1^{(2)} + W_1^{(3)} \) can be made arbitrarily close to \( kTD(\rho || G(H_S)) \).

2. Work extraction and passive states

The concept of passive states were introduced in the context of axiomatic characterizations of Gibbs states [100, 101]. See also recent results in [102] and [103], which study the role of entanglement in this type of setting.

We are given a quantum system \( S \), with a Hamiltonian \( H_S \), and a quantum state \( \rho \). We are allowed to perform arbitrary unitary operations (no matter whether they mix energy levels or not). The work gain of a unitary operation \( U \) is defined as:

\[
W_{\text{yield}}(U, \rho, H_S) := \text{Tr}(H_S \rho) - \text{Tr}(H_S U \rho U^\dagger).
\]

(F4)

In light of the results in the previous sections one may suspect that this construction implicitly assumes the access to ideal coherence. To analyze this issue in a quantitative manner is precisely the purpose of Section [5].

A state \( \rho \) is passive with respect to a given Hamiltonian \( H_S \), if we cannot extract any energy from it in the sense of [54], i.e., \( W_{\text{yield}}(U, \rho, H_S) \leq 0 \) for all unitary \( U \). It turns out [100, 101] that a state is passive if and only if the state \( \rho \) and the Hamiltonian \( H_S \) has a common eigenbasis, and that in this basis the eigenvalues of the density operator are ordered non-increasingly with increasing energy eigenvalues (or equivalently if the eigenvalues of \( \rho \) and \( G(H_S) \) co-decrease).

In this model it is straightforward to calculate the optimal extraction (e.g., by use of Lemma [12]).

\[
W_{\text{optimal}}^{\text{yield}} := \sup_{U \in \mathcal{U}(H_S)} W_{\text{yield}}(U) = \text{Tr}(H_S \rho_S) - \inf_{U \in \mathcal{U}(H_S)} \text{Tr}(H_S U \rho_S U^\dagger)
\]

\[
= \frac{1}{\beta} D(\rho_S || G(H_S)) - \frac{1}{\beta} D(\lambda^g(\rho_S)||\lambda^g(G(H_S))).
\]

(F5)

Here \( \lambda^g(\rho) \geq \cdots \geq \lambda^n(\rho) \) means the eigenvalues of the operator \( \rho \) ordered non-increasingly. As seen from [F5] we obtain the optimal work extraction precisely when we
put the system in a passive state. One might wonder from where the β in (F5) comes from, as we have not yet introduced any heat bath. At this stage it is merely a mathematical identity. [All the β on the right hand side of (F5) cancel, for any β > 0.]

Due to the fact that relative entropy is non-negative $D(\cdot||\cdot) \geq 0$, the optimal value can never be larger than $kT D(\rho || G(H_S))$. If we somehow could ‘arrange’ for the term $kT D(\lambda^1(\rho)||\lambda^1(G(H_S)))$ to become zero, we would obtain $kT D(\rho || G(H_S))$ as the optimum.

An important observation is that a combination of passive states is not necessarily passive. As an example, for a passive state $\rho$, the tensor product $\rho \otimes \rho$ may not necessarily be passive. For this we assume that the two subsystems have identical and non-interaction Hamiltonians, resulting in the total Hamiltonian $H_{S1} \otimes 1_{S2} + 1_{S1} \otimes H_{S2}$. We furthermore allow arbitrary unitary operations on the joint system $H_{S1} \otimes H_{S2}$. The Gibbs state $G(H)$ have the special property that it is completely passive, meaning that it remains passive for arbitrary tensor products $G(H)^{\otimes n}$.

Combining copies of a system is not the only way in which we can change a passive state into a non-passive state. Another method is to add on an ancillary system $\rho$ and obtain $kT D(\rho || G(H_S))$ for any mathematical identity. [All the β introduced any heat bath. At this stage it is merely a mathematical identity.]

Another method is to add on an ancillary system $\rho$ and obtain $kT D(\rho || G(H_S))$. If we somehow could 'arrange' for the term $kT D(\lambda^1(\rho)||\lambda^1(G(H_S)))$ to become zero, we would obtain $kT D(\rho || G(H_S))$ as the optimum.

The purpose of this section is to show that the term $D(\lambda^1(\rho \otimes G(H_A))||\lambda^1(G(H_S) \otimes G(H_A)))$ in equation (F6) can be made arbitrarily small by choosing $H_A$ appropriately, which implies that we can achieve the expected work yield $kT D(\rho || G(H_S))$. In the construction of this Hamiltonian $H_A$, the aforementioned ‘simulation’ of time dependent Hamiltonians plays an important role (see Fig. 6).

Let us reformulate this in a slightly more precise way. Define the probability distributions $q := \lambda^1(\rho)$ and $p := \lambda^1(G(H_S))$. For $h = (h_1, \ldots, h_N) \in \mathbb{R}^N$, we furthermore define $G_n(h) := e^{-\beta h_n}/Z(h)$, $Z(h) := \sum_n e^{-\beta h_n}$, $F(h) := -\frac{1}{\beta} \ln Z(h)$ (much analogous to how we defined $G(H)$, $Z(h)$, and $F(H)$, for operators).

If $(h_1, \ldots, h_M) \in \mathbb{R}^M$ are the eigenvalues of $H_A$, it thus follows that we can write

$$D(\lambda^1(\rho \otimes G(H_A))||\lambda^1(G(H_S) \otimes G(H_A))) = D(qG(h))||\beta(pG(h))\lambda^1(G(H_S) \otimes G(H_A)))$$

One can thus realize that the problem of making this relative entropy small is not particularly ‘quantum’ to its nature, as it can be reformulated entirely as a question concerning probability distributions. (This is essentially due to the optimal unitary transformation $U$ in equation (F6), which makes the two states diagonal in the same eigenbasis.) In other words, the question whether we can find the appropriate Hamiltonians $H_A$ boils down to the question whether we can find $h$ for given $q$ and $p$ such that $D(qG(h)||\beta(pG(h)))$ becomes small. It is thus enough to perform the ‘simulation’ entirely within a classically discrete setting (in the sense of [55]), where we consider sequences of energy level configurations $h$ and probability distributions over these.

The relative entropy does not satisfy the triangle inequality. For the construction of our proofs, we make use of this ‘failure’ of the relative entropy. Lemma 11 shows that if we would regard the relative entropy as a (strange) distance measure, then the total sum of the ‘lengths’ of the pieces of a path can be made arbitrarily small merely by making the division finer. (This is closely related to the ‘isothermal reversible paths’ as described in [55].)

**Lemma 10.** Let $h : [0, 1] \to \mathbb{R}^N$ have component-wise continuous second derivatives, then

$$\left| \frac{d^2}{dx^2} F(h(x)) \right| \leq \max_n \sum_n |h_n''(x)| + 2\beta \max_n \sum_n |h_n'(x)|^2.$$  

(F8)
Lemma 11. Let \( N \in \mathbb{N} \) and \( \beta > 0 \) be given, and let \( h : [0,1] \rightarrow \mathbb{R}^N \) have component-wise continuous second derivatives. For each integer \( K \geq 2 \)

\[
0 \leq \sum_{k=0}^{K-1} D \left( G(h \left( \frac{k}{K} \right)) \parallel G(h \left( \frac{k+1}{K} \right)) \right) \leq \frac{1}{K} \left[ \beta \max_{x \in [0,1]} |h''_n(x)| + \beta^2 \max_{x \in [0,1]} |h'_n(x)|^2 \right].
\]  

(F9)

In the following we let \( \mathbb{P}(N) \) denote the set of probability distributions over \( N \) symbols, and \( \mathbb{P}_+(N) \) the subset of probability distributions with full support.

Lemma 12 (Corollary II.4.4 on p. 49 in [104]). Let \( a, b \in \mathbb{R}^M \), then

\[
\sum_{m=1}^{M} a_m^* b_m^* \leq \sum_{m=1}^{M} a_m b_m \leq \sum_{m=1}^{M} a_m^* b_m^*.
\]  

(F10)

Every permutation \( \pi \) on the set \( \{1, \ldots, M\} \) induces an operation \( \Pi_\pi \) on \( \mathbb{P}(M) \) by \( \Pi_\pi(p)_m := p_{\pi(m)} \), i.e., we permute the elements in the index of \( p \). A direct consequence of Lemma [12] is the following corollary.

Corollary 2. Let \( q \in \mathbb{P}(M) \) and \( p \in \mathbb{P}_+(M) \), and \( \pi \) be any permutation on \( \{1, \ldots, M\} \), then

\[
D(q^\pi \| p^\pi) \leq D(\Pi_\pi(q) \| p).
\]  

(F11)

Suppose that \( M := N^L \), and suppose moreover that we choose to represent the elements of \( \mathbb{P}(N^L) \) as \( L \)-dimensional tensors, i.e., as \( (p_{n_1, \ldots, n_L})_{(n_1, \ldots, n_L)} \), where \( (n_1, \ldots, n_L) \in \{1, \ldots, N\}^L \). We can obtain a special permutation on the index set \( \{1, \ldots, N\}^L \) by permuting the ‘index of the indices’, i.e., \( (n_1, \ldots, n_L) \) is mapped to \( (n_{\pi(1)}, \ldots, n_{\pi(L)}) \), where \( \pi \) is a permutation of \( \{1, \ldots, L\} \). (Another way to put it is to say that we permute \( L \)-subsystems.) This is merely a special case of a general permutation of \( \{1, \ldots, N\}^L \). The permutation of the index of indices induces a corresponding operation \( \Pi \) on \( \mathbb{P}(N^L) \), by \( \Pi((p_{n_1, \ldots, n_L})_{n_1, \ldots, n_L}) = (p_{n_{\pi(1)}, \ldots, n_{\pi(L)}})_{n_1, \ldots, n_L} \). As this is a special case of the more general permutation, it follows that Corollary 2 is applicable, which is important for the proof of the following proposition.

Lemma 13. Let \( N \) and \( q, p \in \mathbb{P}_+(N) \) be given. For each integer \( K \geq 2 \) there exists a \( h^K \in \mathbb{R}^{NK+1} \) such that

\[
D \left( \left( qG(h^K) \right)^k \parallel \left( pG(h^K) \right)^k \right) \leq \frac{1}{K} \max_n \ln \frac{q_n}{p_n}. 
\]  

(F12)

Proof. Since, \( q, p \in \mathbb{P}_+(N) \), it follows that \( \ln q_n \) and \( \ln p_n \) are well defined and finite. Thus we can define \( h_n^K := -\frac{1}{\beta} \ln q_n, h_n^K := -\frac{1}{\beta} \ln p_n \). We connect these two points with the path \( h : [0,1] \rightarrow \mathbb{R}^N \) by \( h(x) := (1-x)h^0 + x h^f \). Lemma 11 is applicable, and thus delivers \( h^{K,K} := h(\frac{K}{K}) \) with \( k = 0, 1, \ldots, K \) such that

\[
\sum_{k=0}^{K-1} D \left( G(h^{K,K}) \parallel G(h^{K,K}) \right) \leq \frac{1}{K} \max_n \ln \frac{q_n}{p_n}. 
\]  

(F13)

Define

\[
h^{K,K}_{n_0, \ldots, n_K} := h^{0,K}_{n_0} + \cdots + h^{K,K}_{n_K}, 
\]  

(F14)

Hence \( h^K \in \mathbb{R}^{NK+1} \), and

\[
G_{n_0, \ldots, n_K} (h^K) = G_{n_0} (h^{0,K}) \cdots G_{n_K} (h^{K,K}). 
\]  

(F15)

On \( \mathbb{R}^{NK+2} \) we define the operation \( \Pi \) by

\[
(\Pi a)_{n_0, n_0, n_1, \ldots, n_{K-1}, n_K} := a_{n_0, n_1, \ldots, n_{K-1}, n_K, n_0}. 
\]  

(F16)

In other words, \( \Pi \) is defined via a cyclic permutation of the subsystems, i.e., via a permutation of the index of \( \{1, \ldots, K\} \).
the indices of }a. By Corollary 2 it follows that
\[
D\left((qG(h^K)) \cdot (pG(h^K))^\dagger\right) \\
\leq D\left(\Pi(qG(h^K)) \cdot pG(h^K)\right) \\
= D\left(G(h^{K,K})qG(h^{0,K}) \cdots G(h^{K-1,K})\right) \\
pG(h^{0,K}) \cdots G(h^{K-1,K})G(h^{K,K}) \right)
\]
by construction \(q = G(h^{0,K})\) and \(p = G(h^{K,K})\), and by (F13) the statement of the lemma follows. \(\square\)

**Proposition 7.** Let \(\rho \in S_+(H_S)\) and let \(H_S\) be a Hermitian operator on \(H_S\). Then there exists a sequence of ancillary Hilbert spaces \(H_A^k\) and Hermitian operators \(H_A^k\) on \(H_A^k\) such that
\[
\lim_{K \to +\infty} W_{\text{yield}}^{\text{opt},K} = \frac{1}{\beta} D(\rho \| G(H_S)),
\]
where
\[
W_{\text{yield}}^{\text{opt},K} := \text{Tr}(\rho H_A^K \rho \otimes G(H_A^K)) - \min_{U \in U(H_S \otimes H_A^K)} \text{Tr}(\rho H_A^K \rho \otimes G(H_A^K) U^\dagger).
\]

**Proof.** Let \(q\) be the eigenvalues of \(q\) and \(p\) the eigenvalues of \(G(H_S)\). Since \(\rho \in S_+(H_S)\), it follows that \(q \in \mathbb{P}_+(N)\). As \(p\) are the eigenvalues of a Gibbs state, it follows directly that \(p \in \mathbb{P}_+(N)\). By use of Lemma 13 we can construct a sequence \(\{h^K\}_K\) of \(H_A^k\) such that \(h^K \in \mathbb{R}^{N^{K+1}}\), where each \(h^K\) satisfies equation (F12).

Let \(\{a_k^N\}_{k=1}^{K+1}\) be an orthonormal basis in a \(K+1\)-dimensional Hilbert space \(H_A^K\) and define the Hermitian operator \(H_A^K := \sum_{k=1}^{K+1} h_k^K |a_k^N\rangle \langle a_k^N|\). One can see that
\[
D(\lambda_1^K(\rho \otimes G(H_A^K)) |\lambda_1^K(\rho \otimes G(H_A^K))^\dagger) = D((qG(h^K)) \cdot (pG(h^K))^\dagger).
\]
Combining this observation with equations (F6) and (F12), we obtain \(0 \leq kT D(\rho \| G(H_S)) - W_{\text{yield}}^{\text{opt},K} \leq \frac{1}{\pi} \max_n |\ln \frac{q_n}{p_n}|^2\), which proves the proposition. \(\square\)

**Appendix G: Expected work extraction with an explicit energy reservoir**

In the context of passivity one defines (as we saw in Section F2) the work gain as the decrease of internal energy of the system of interest under unitary operations. Here we introduce an explicit energy reservoir, and thus the model the system into which the extracted energy is to be put. Consequently we define the expected work gain as the increase of expected energy in the reservoir. Throughout this section we will exclusively make use of the model introduced in Section B.

1. **Expected work extraction in fixed systems**

   **a. Operations on the system and energy reservoir**

   **Definition 2.** Let \(s > 0\), let \(H_S\) be a finite-dimensional Hilbert space, with \(H_S \in H_s(H_S)\), and let \(\sigma \in S(H_E)\). Let \(sz_k\) and \(|\psi_k\rangle\) be eigenvalues and corresponding orthonormal eigenvectors of \(H_S\). Define
\[
R_{H_S}^E(\sigma) := \sum_{n,n' = 1}^N |\psi_n\rangle \langle \psi_n| \langle \psi_n' | \text{Tr}(\Delta^{2n-zn'\sigma}),
\]
all \(|Q) \in L(H_S)\).

**Lemma 14.** For \(s > 0\), \(H_S \in H_s(H_S)\), and \(\sigma \in S(H_E)\)
\[
R_{H_S}^E(\sigma) = \frac{1}{\beta} D(\rho \| G(H_E)).
\]
In other words, the channel \(R_{H_S}^E\) should not be confused with \(\Phi_{s,U}^E\) introduced in Section B.

**Theorem 3.** Let \(s > 0\), let \(H_S\) be a finite-dimensional Hilbert space, with \(H_S \in H_s(H_S)\), and let \(\sigma \in S(H_E)\). Let \(sz_k\) and \(|\psi_k\rangle\) be eigenvalues and corresponding orthonormal eigenvectors of \(H_S\). Define
\[
R_{H_S}^E(\sigma) := \sum_{n,n' = 1}^N |\psi_n\rangle \langle \psi_n| \langle \psi_n' | \text{Tr}(\Delta^{2n-zn'\sigma}),
\]
all \(|Q) \in L(H_S)\).

**Definition 2.** Let \(s > 0\), let \(H_S\) be a finite-dimensional Hilbert space, with \(H_S \in H_s(H_S)\), and let \(\sigma \in S(H_E)\). Let \(sz_k\) and \(|\psi_k\rangle\) be eigenvalues and corresponding orthonormal eigenvectors of \(H_S\). Define
\[
R_{H_S}^E(\sigma) := \sum_{n,n' = 1}^N |\psi_n\rangle \langle \psi_n| \langle \psi_n' | \text{Tr}(\Delta^{2n-zn'\sigma}),
\]
all \(|Q) \in L(H_S)\).

**Lemma 14.** For \(s > 0\), \(H_S \in H_s(H_S)\), and \(\sigma \in S(H_E)\)
\[
R_{H_S}^E(\sigma) = \frac{1}{\beta} D(\rho \| G(H_E)).
\]
In other words, the channel \(R_{H_S}^E\) should not be confused with \(\Phi_{s,U}^E\) introduced in Section B.

**Theorem 3.** Let \(s > 0\), let \(H_S\) be a finite-dimensional Hilbert space, with \(H_S \in H_s(H_S)\), and let \(\sigma \in S(H_E)\). Let \(sz_k\) and \(|\psi_k\rangle\) be eigenvalues and corresponding orthonormal eigenvectors of \(H_S\). Define
\[
R_{H_S}^E(\sigma) := \sum_{n,n' = 1}^N |\psi_n\rangle \langle \psi_n| \langle \psi_n' | \text{Tr}(\Delta^{2n-zn'\sigma}),
\]
all \(|Q) \in L(H_S)\).

**Lemma 14.** For \(s > 0\), \(H_S \in H_s(H_S)\), and \(\sigma \in S(H_E)\)
\[
R_{H_S}^E(\sigma) = \frac{1}{\beta} D(\rho \| G(H_E)).
\]
Proof. The first part of the proof is to rewrite
\[
\text{Tr}([I_S \otimes H_E^{(s)}]V(U)\rho \otimes \sigma V(U)^\dagger) = \text{Tr}([H_S \otimes I_E + I_S \otimes H_E^{(s)}]\rho \otimes \sigma) - \text{Tr}([H_S \otimes I_E]V(U)\rho \otimes \sigma V(U)^\dagger),
\]
where we have used the fact that \(V(U)\) is energy conserving. By using equation (B4) in Lemma 2, and use the fact that \(H_S\) is diagonal in the energy eigenbasis \([[\lambda_n]]_{n=1}^N\), one can see that \(\text{Tr}([H_S \otimes I_E]V(U)\rho \otimes \sigma V(U)^\dagger) = \sum_{k,l=1}^N sV(\langle \lambda_l|\psi_S\rangle\langle \psi_S|\lambda_l\rangle\langle \psi_E|\lambda_k\rangle\langle \lambda_k|\psi_E\rangle\text{Tr}(\Delta z_k - z_l),\)
where \(\Delta z_k = z_k - z_l\). The latter can be rewritten as \(\text{Tr}(U^\dagger H_SU R_S^{H_S}(\rho))\). □

Given an Hermitian operator \(Q\), we let \(\lambda^i(Q)\) denote the collection of eigenvalues of \(Q\) (counted with multiplicities) ordered non-increasingly, while \(\lambda^i(Q)\) denotes the non-decreasing ordering. The following lemma is a direct consequence of Theorem 4.53.53 on p. 255 in [105].

**Lemma 16.** Let \(A, B\) be Hermitian operators on some finite-dimensional Hilbert space \(H\).

\[
\inf_{\psi \in \mathcal{U}(H)} \text{Tr}(U^\dagger AUB) = \sum_k \lambda_k^i(A) \lambda_k^i(B). \tag{G4}
\]

**Lemma 17.** Let \(s, \beta > 0\) and \(M \in \mathbb{N}\) be given. Let \(H_S\) be a finite-dimensional Hilbert space, and \(H_S \in H_S(H_S)\). Let \(\rho \in \mathcal{S}(H_S)\) and \(\sigma \in \mathcal{S}^+(H_S)\). Then

\[
\sup_{U \in \mathcal{U}(H)} \text{Tr}([I_S \otimes H_E^{(s)}]V(U)\rho \otimes \sigma V(U)^\dagger) = \text{Tr}(H_E^{(s)}\sigma) + \frac{1}{\beta} D(\rho|G(H_S)) - \frac{1}{\beta} \left[ S(R_S^{H_S}(\rho)) - S(\rho) \right] - \frac{1}{\beta} D(\lambda^i(R_S^{H_S}(\rho))\|\lambda^i(G(H_S))) \tag{G5}.
\]

Furthermore, there exists an element in \(U(H_S)\) that achieves the above maximum, i.e., the ‘sup’ in the above equation can be replaced by ‘max’.

Compared to (F5), we recognize two new features in equation (G5). Firstly, the term \(S(R_S^{H_S}(\rho)) - S(\rho)\). Secondly, that we have \(D(\lambda^i(R_S^{H_S}(\rho))\|\lambda^i(G(H_S)))\), rather than \(D(\lambda^i(\rho)\|G(H_S))\). Both of these changes reflect the fact that the present model explicitly takes into account coherence. Due to Eq. (G2) in Lemma 14 it follows that \(S(R_S^{H_S}(\rho)) \geq S(\rho)\). Furthermore by the properties of relative entropy we have \(D(||\cdot||) \geq 0\). Hence, the work yield is bounded from above by \(kTD(\rho|G(H_S))\). As we shall see in Section G2 the term \(S(R_S^{H_S}(\rho)) - S(\rho)\) is determined by the relation between the degree of coherence in the energy reservoir, and the degree to which the state \(\rho\) contains superposition between energy eigenspaces. Analogously as to what we did in Section F3 the term \(D(\lambda^i(R_S^{H_S}(\rho))\|\lambda^i(G(H_S)))\) can be made small by introducing a suitable ancillary Gibbs state.

**Proof of Lemma 17**. By combining Lemmas 15 and 16 we obtain \(\sup_{U} \text{Tr}([I_S \otimes H_E^{(s)}]V(U)\rho \otimes \sigma V(U)^\dagger) = \text{Tr}(H_E^{(s)}\sigma) + \text{Tr}(H_S\rho) - \sum_k \lambda_k^i(H_S) \lambda_k^i(R_S^{H_S}(\rho))\). Next we use \(H_S = F(H_S) - kT \ln G(H_S)\), and \(\lambda_k^i(H_S) = F(H_S) - kT \ln \lambda_k^i(G(H_S))\). The rest of the proof is merely a rearrangement of the terms.

Finally we should show that the ‘sup’ can be replaced by ‘max’. Let \(G_S^2(H_S)\) be the eigenvalues of \(G(H_S)\) ordered non-increasingly, and let \(\lambda_n^S\) be corresponding eigenvectors. Let \(|\phi_n^S\rangle\) be eigenvectors of \(R_S^{H_S}(\rho)\) corresponding to the eigenvalues \(\lambda_k^i(R_S^{H_S}(\rho))\). The unitary operator \(U := \sum_{n=1}^N |\phi_n^S\rangle\langle \phi_n^S|\) achieves the right hand side of equation (G5). □

b. Adding a heat bath

Analogously to what we did in Section F2 we here model the heat bath by appending an ancillary system in a Gibbs state. As in Section F2 we assume that the system \(S\) and the ancilla \(A\) are non-interacting, i.e., the total Hamiltonian is \(H_{SA} = H_S \otimes I_A + I_S \otimes H_A\). We are allowed to freely choose the Hamiltonian \(H_A\) of the ancillary system, up to the condition that the eigenvalues have to be multiples of the energy-level spacing \(s\) in the energy reservoir, i.e., \(H_A \in H_A(H_A)\). Furthermore assume that the ancillary system always starts in the Gibbs state \(G(H_A)\), and that the total initial state of the joint system is \(\rho \otimes G(H_A)\).

**Lemma 18.** Let \(s > 0\) and let \(H_S\) and \(H_A\) be finite-dimensional Hilbert spaces and \(H_S \in H_S(H_S), H_A \in H_A(H_A)\). Let \(\sigma \in \mathcal{S}^+(H_E)\), then

\[
R_S^{H_S+H_A}(\rho \otimes G(H_A)) = R_S^{H_S}(\rho) \otimes G(H_A), \tag{G6}
\]

for every \(\rho \in \mathcal{S}(H_S)\).

**Proof.** We let \(h_n^S = sz_n^S\) and \(|\psi_n^S\rangle\) be the eigenvalues and eigenvectors of \(H_S\), and similarly let \(h_n^A = sz_n^A\) and \(|\psi_n^A\rangle\) be eigenvalues and eigenvectors of \(H_A\). Hence, \(h_n^S + h_n^A\) and \(|\psi_n^S\rangle\langle \psi_n^S|\langle \psi_n^A|\langle \psi_n^A|\langle \psi_m^S\rangle\langle \psi_m^A|\) are the eigenvalues and eigenvectors of \(H_S + H_A\). The channel \(R_S^{H_S+H_A}\) can be written as

\[
R_S^{H_S+H_A}(Q) = \sum_{n,m=1}^N sV(\langle \psi_n^S|\psi_m^S\rangle\langle \psi_m^A|\langle \psi_n^S|\psi_m^A|)\text{Tr}(\Delta z_{n,m}^S + z_{n,m}^S - z_{n,m}^A - z_{n,m}^A,\sigma). \tag{G7}
\]

for all \(Q \in L(H_S \otimes H_A)\). For \(Q := \rho \otimes G(H_A)\) we obtain the right hand side of (G6) by using the fact that \(G(H_A)\) is diagonal in \(|\psi_n^A\rangle\) to m. □

By a direct combination of Lemma 17 and 18 we obtain the following.
Proposition 8. Let \( s > 0 \), \( \mathcal{H}_S \) and \( \mathcal{H}_A \) be finite-dimensional, and \( \mathcal{H}_S \subseteq \mathcal{H}_s(\mathcal{H}_S), \mathcal{H}_A \subseteq \mathcal{H}_s(\mathcal{H}_A) \). Let \( \rho \in \mathcal{S}(\mathcal{H}_S) \) and \( \sigma \in \mathcal{S}(\mathcal{H}_E) \). Then

\[
\sup_U \text{Tr}(\hat{I}_S \otimes \hat{I}_A \otimes H_{E}^{(s)})V(U)\rho \otimes G(H_A) \otimes \sigma V(U)^\dagger) = \text{Tr}(H_{E}^{(s)} \sigma)
\]

where the supremum is taken over all elements \( U \in \mathcal{U}(\mathcal{H}_S) \). Furthermore, there exists an element in \( \mathcal{U}(\mathcal{H}_S) \) that achieves the above equality, i.e., \( \langle \cdot \rangle \) can be replaced by \( \text{max} \).

In comparison with \([6]\) we see that we again can affect the term \( D(\lambda_i^{(s)})|\lambda_i^{(s)}\rangle \langle \lambda_i^{(s)}| \) by adding an ancillary Gibbs state, while the other terms [including \( S(R^H_S(\rho)) - S(\rho) \)] remain unaffected.

2. Coherence in expected work extraction

In light of Section [13] it perhaps comes as no surprise that the level of coherence in the energy reservoir affects our ability to extract energy from the system. Here we first consider some special cases, and then proceed to bound \( S(R^H_S(\rho)) - S(\rho) \) in terms of the coherence in the energy reservoir.

a. Diagonal system states and diagonal energy-reservoir states

Let \( H_S = \sum_l \hat{h}_l P_l \) be the eigenvalue decomposition of \( H_S \) where \( P_l \) is the projector onto the eigenspace corresponding to eigenvalue \( \hat{h}_l \), where we let \( \hat{h}_l \) denote the distinct eigenvalues of \( H_S \), i.e., \( \hat{h}_l \neq \hat{h}_{l'} \) if \( l \neq l' \) (as opposed to \( h_n \), which is the complete list of eigenvalues including repetitions). We define the following operation

\[
[Q]_H := \sum_l P_l Q P_l, \quad \forall Q \in \mathcal{L}(\mathcal{H}).
\]

In words \([Q]_H \) removes the off-diagonal blocks of \( Q \) with respect to the eigenspaces of \( H \) (i.e., \([Q]_H \) is what sometimes is referred to as a ‘pinching’). One can rewrite the channel \( R^H_S \) in terms of the eigenprojectors \( P_l \) as

\[
R^H_S(\rho) = \sum_{l,l'} P_l Q P_{l'} \text{Tr}(\Delta(\hat{h}_l - \hat{h}_{l'})/s) \sigma.
\]

By using this reformulation of \( R^H_S \) one can prove the following lemma.

Lemma 19. If \( Q \in \mathcal{L}(\mathcal{H}_S) \) is such that \( Q = [Q]_H \), then

\[
R^H_S(\rho) = Q, \quad \forall \sigma \in \mathcal{S}(\mathcal{H}_E).
\]

If \( \sigma \) is such that \( \sigma = [\sigma]_H \), then

\[
R^H_S(\rho) = [Q]_H, \quad \forall Q \in \mathcal{L}(\mathcal{H}_S).
\]

By comparing Lemma [13] with Proposition 8 we can see that if \( \rho \) already is diagonal with respect to an energy eigenbasis, then \( R^H_S(\rho) = \rho \) and thus the term \( S(R^H_S(\rho)) - S(\rho) \) drops out. Furthermore, we obtain the following corollary, which tells us that if the state of the energy reservoir is diagonal, then the expected energy yield can depend on the off-diagonal elements of the initial state \( \rho \). This implies that if the reservoir is diagonal, the expected work extraction can only depend on \([\rho]_H \), which confirms the finding in [20].

Corollary 3. Let \( s > 0 \), \( \mathcal{H}_S \) and \( \mathcal{H}_A \) be finite-dimensional and \( \mathcal{H}_S \subseteq \mathcal{H}_s(\mathcal{H}_S), \mathcal{H}_A \subseteq \mathcal{H}_s(\mathcal{H}_A) \). Let \( \rho \in \mathcal{S}(\mathcal{H}_S) \). If \( \sigma \in \mathcal{S}(\mathcal{H}_E) \) is such that \( \sigma = [\sigma]_H \), then

\[
\sup_U \text{Tr}(\hat{I}_S \otimes \hat{I}_A \otimes H_{E}^{(s)})V(U)\rho \otimes G(H_A) \otimes \sigma V(U)^\dagger) = \text{Tr}(H_{E}^{(s)} \sigma)
\]

where the supremum is taken over all elements \( U \in \mathcal{U}(\mathcal{H}_S) \).

b. Bounds on \( S(R^H_S(\rho)) - S(\rho) \)

As seen from the previous sections, the amount of expected energy that can be extracted is partially determined by how much the effective channel \( R^H_S \) increases the entropy of the initial state \( \rho \). Here we determine bounds on this quantity in terms of the coherence in the energy reservoir.

Proposition 9. Let \( s > 0 \) and \( M \in \mathbb{N} \). Let \( \dim \mathcal{H}_S = N \), and let \( \mathcal{H}_S \in \mathcal{L}(\mathcal{H}_S) \) with eigenvectors \( |\psi_k\rangle \) and corresponding eigenvalues \( s_k \). Let \( \sigma \in \mathcal{S}(\mathcal{H}_E) \). Let

\[
F := [1 - \text{Tr}(\Delta^{s_k - s'} \psi)]_{k,k'=1}^N
\]

then

\[
\sup_{\rho \in \mathcal{S}(\mathcal{H}_S)} \| \rho - R^H_S(\rho) \|_1 \leq \| F \|.
\]

Proof. By using \([G1] \) in Definition 2

\[
\rho - R^H_S(\rho) \approx \sum_{k,k'=1}^N |\psi_k\rangle\langle \psi_k| \rho |\psi_{k'}\rangle\langle \psi_{k'}| F_{k,k'}.
\]
If we define the matrix \( \rho = |(ψ_k|ρ|ψ_k^>)|^N_{k,k'=1} \) it follows by equation (B16) that \( \|ρ - R^H_σ(ρ)\|_1 = \|ρ * F\| \leq \|ρ\|_1 \|F\| = \|F\| \). \( \square \)

**Lemma 20.** Let \( \mathcal{H}_S \) be finite-dimensional with \( N = \text{dim}(\mathcal{H}_S) \geq 2 \), and let \( H_S \in \mathcal{H}_S(\mathcal{H}_S) \), with eigenvalues \( z_m \). Let \( |η_{L,0}\rangle := \frac{1}{\sqrt{2}} \sum_{l=0}^{L-1} |l + l_0\rangle \in \mathcal{H}_E \), then

\[
\sup_{ρ \in S(\mathcal{H}_S)} \|ρ - R^H_{|η_{L,0}\rangle\langle η_{L,0}|}(ρ)\|_1 \leq \frac{N(z_{\text{max}} - z_{\text{min}})}{L}.
\]  

(G17)

where \( z_{\text{max}} := \max_{k=1}^N z_k \) and \( z_{\text{min}} := \min_{k=1}^N z_k \).

Proof. In the case \( L < z_{\text{max}} - z_{\text{min}} \), Eq. (G17) is trivially true. This follows since both \( ρ \) and \( R^H_{|η_{L,0}\rangle\langle η_{L,0}|}(ρ) \) are density operators and thus \( \|ρ - R^H_{|η_{L,0}\rangle\langle η_{L,0}|}(ρ)\|_1 \leq 2 \leq N \). We can thus without loss of generality assume that \( L \geq z_{\text{max}} - z_{\text{min}} \).

Due to the latter inequality we can conclude [e.g., via (B25)] that \( F_{k,k'} = |z_k - z_{k'}|/L \). By combining this observation with Proposition 9 and Lemma 4 we can conclude that \( \|ρ - R^H_{|η_{L,0}\rangle\langle η_{L,0}|}(ρ)\|_1 \leq \|F\| \leq N(z_{\text{max}} - z_{\text{min}})/L \).

The following bound for the von Neumann entropy is proved in [106].

**Lemma 21 (From [106]).** Let \( \dim \mathcal{H} = N \) and \( ρ, σ \in S(\mathcal{H}) \), then

\[
|S(ρ) - S(σ)| \leq \frac{1}{2} \|ρ - σ\|_1 \ln(N - 1) + \frac{1}{2} \|ρ - σ\|_1 \ln(1 - x) - x \ln x \frac{1}{1 - x}.
\]

(G18)

(In [106] this is formulated in terms of the base 2 logarithm. The inequality remains the same also for other logarithms, as long as the choice of logarithm is used consistently in all quantities.)

Taking into account the fact that \( Ξ \) is monotonically increasing on the interval \([0,1/2]\) and thus \( \Xi(\|ρ - σ\|_1) \leq \Xi(N(z_{\text{max}} - z_{\text{min}})/2L) \) if \( \|ρ - σ\|_1 \leq N(z_{\text{max}} - z_{\text{min}})/L \leq 1 \) we obtain the following bound by combining Lemmas 20 and 21.

**Proposition 10.** Let \( s > 0 \) and let \( \mathcal{H}_S \) be a Hilbert space with \( \dim \mathcal{H}_S = N \), and let \( H_S \in \mathcal{H}_S(\mathcal{H}_S) \). Let \( z_{\text{max}} \) be the largest eigenvalue of \( H_S \) divided by \( s \), and let \( z_{\text{min}} \) be the smallest eigenvalue of \( H_S \) divided by \( s \). Assume \( L \geq N(z_{\text{max}} - z_{\text{min}}) \), and define

\[
σ_L := |η_{L,0}\rangle\langle η_{L,0}|, \quad |η_{L,0}\rangle := \frac{1}{\sqrt{L}} \sum_{l=0}^{L-1} |l + l_0\rangle E.
\]

(G19)

Then

\[
0 \leq S(R^H_{|η_{L,0}\rangle\langle η_{L,0}|}(ρ)) - S(ρ) \leq \frac{z_{\text{max}} - z_{\text{min}}}{2L} N \ln N + \frac{N(z_{\text{max}} - z_{\text{min}})}{2L}.
\]

(G20)

with \( Ξ \) as in Lemma 21.

3. Achieving the ‘standard’ optimal expected work extraction

Here we show that one can regain the ‘standard’ result on expected work extraction, i.e., that the maximum yield is \( KT\delta(ρ|G(H_S)) \). We will obtain this as a limit case, namely of a large density of states in the energy reservoir, high degree of coherence in the energy reservoir, and very large (in Hilbert space dimension) Gibbs distributed ancillary systems.

In order to do this we introduce a number \( J \) that controls the density of states in the reservoir compared to the energy levels in \( S \). More precisely, if the system Hamiltonian \( H_S \) has eigenvalues that are multiples of \( δ \), then we assume that the energy spacings in the energy ladder of the reservoir is \( s := δ/J \). To provide coherence, we assume our standard uniform superpositions \( |η_{L,0}\rangle = \sum_{l=0}^{L-1} |l + l_0\rangle/\sqrt{L} \), and thus get a number \( L \) that in some sense controls the degree of coherence in the reservoir.

To construct the above mentioned limit, we consider a fixed Hamiltonian \( H_S \in \mathcal{H}_S(\mathcal{H}_S) \), but a sequence of energy reservoirs, one for each \( K \in \mathbb{N} \). We assume that the \( K \)th reservoir has the energy spacing \( s(K) := δ/J(K) \) and the initial state \( |η_{K,l_0}\rangle \) (where \( l_0 \) does not matter), with \( J(K) \) and \( L(K) \) being functions of \( K \). We furthermore construct a sequence of ancillary systems \( A_N \) with Hilbert spaces \( \mathcal{H}_N^A \) with dimension \( N^{K+1} \), where \( N = \dim \mathcal{H}_S \). These ancillary systems are Gibbs distributed with respect to suitably chosen Hamiltonians.

It maybe should be noted that in these derivations we limit ourselves to states \( ρ \) that have full support, \( ρ \in S_+(\mathcal{H}_S) \). This is essentially due to somewhat too weak bounds, which involves the logarithm of the smallest eigenvalue of \( ρ \). Reasonably it should be possible to overcome this, but we will not do this here.

**Corollary 4.** Let \( N \in \mathbb{N} \), \( δ, β > 0 \) be given. Let \( \mathcal{H}_S \) be a Hilbert space with \( \dim \mathcal{H}_S = N \), let \( ρ \in S_+(\mathcal{H}_S) \), and \( H_S \in \mathcal{H}_S(\mathcal{H}_S) \) not completely degenerate. Let \( L,J : \mathbb{N} \to \mathbb{N} \) be such that \( \lim_{K \to +\infty} [K/J(K)] = 0 \) and \( \lim_{K \to +\infty} [J(K)/L(K)] = 0 \). Then there exists a sequence of ancillary Hilbert spaces \( \mathcal{H}_N^A \) with \( \dim \mathcal{H}_N^A = N^{K+1} \), and \( H_N^A \in \mathcal{H}_S(J(K))(\mathcal{H}_N^A) \) such that

\[
\lim_{K \to +\infty} W_{K,J(K),L(K)}(\rho) = \frac{1}{β} D(ρ|G(H_S)),
\]

(G21)

where

\[
W_{K,J(K),L(K)} := \sup_{U \in U(\mathcal{H}_S^A)} \text{Tr}(H_E^K(\bar{σ}_{L(K)})) - \text{Tr}(H_E^K(σ_{L(K)})),
\]

(G22)

\[
σ_{L(K)} := \text{Tr}_{S,A}[V(U)ρ \otimes G(H_N^K) \otimes σ_{L(K)} V(U^+)],
\]

(G23)
and where $V(U)$ is as defined in (B3) for the reservoir Hamiltonian $H_E^{(L)}$, and

$$
\sigma_L(K) := |\eta_L(K),l_0\rangle \langle \eta_L(K),l_0|,
$$

$$
|\eta_L(K),l_0\rangle := \frac{1}{\sqrt{L(K)}} \sum_{i=0}^{L(K)-1} |l+i_0\rangle_E,
$$

(G24)

for some fixed $l_0 \in \mathbb{Z}$.

This is a corollary of Proposition 12 and the following subsections are devoted to the proof of Proposition 12.

Although the specific construction we use to prove this proposition does require both increasing sizes of the ancillary systems, as well as increasing density of states in the energy reservoir, we do not prove that these actually are necessary conditions. Note that this increase in density of states is in line with what was found in [20]. Recent results [107] may help to determine whether these also are necessary conditions.

a. Shifting the path to the grid

In Section F3 we demonstrated that one can obtain a discretized path of probability distributions, such that the sum of all consecutive relative entropies along the path can be made arbitrarily small. These probability distributions we constructed as Gibbs distributions $G(h^k)$ of underlying energy level configurations $h^k$. The problem is that these energy level configurations may not necessarily satisfy our energy matching criterion, i.e., that each $h^k_s$ should be a multiple of the energy reservoir spacing $s$. The purpose of this section is to show that we can shift the energy level configurations $h^k$ into new configurations $\tilde{h}^k$ that are multiples of $s$, but at the same time obtain a sum of consecutive relative entropies $\sum_{k=0}^{K-1} D(G(\tilde{h}^k)||G(\tilde{h}^{k+1}))$ that is sufficiently close to the original $\sum_{k=0}^{K-1} D(G(h^k)||G(h^{k+1}))$.

In $\mathbb{R}^N$, regarded as the space of energy level configurations $h$, the configurations that respect the energy matching form a square lattice (see Fig. 7). We construct the new configuration $\tilde{h}$ by $\tilde{h}_n = s\lfloor h_n/s \rfloor$, where $\lfloor \cdot \rfloor$ is the floor-function, which rounds of real numbers to the nearest smaller integer. (There is no particular reason to choose precisely the floor-function. We could equally well use $\lceil \cdot \rceil$, or some other method to shift the original point $h$ to somewhere close in the lattice.)

**Lemma 22.** Let $N, K \in \mathbb{N}$ and $\beta, s > 0$ be given. Let $(h^k)_{k=0}^K$ with $h^k \in \mathbb{R}^N$. Then there exists $(\tilde{h}^k)_{k=0}^K$ with $\tilde{h}^k \in s\mathbb{Z}^N$, such that

$$
\max_{n=1,\ldots,N} |\tilde{h}^k_n - h^k_n| \leq s, \quad D(G(h^k)||G(\tilde{h}^k)) \leq s\beta,
$$

$$
D(G(\tilde{h}^k)||G(h^k)) \leq s\beta,
$$

(G25)

for $k = 0, \ldots, K$, and such that

$$
\left| \sum_{k=0}^{K-1} D(G(\tilde{h}^k)||G(\tilde{h}^{k+1})) - \sum_{k=0}^{K-1} D(G(h^k)||G(h^{k+1})) \right| \\
\leq 2\beta s (K + 1) + (e^{s\beta} - 1)K \max_{k=0,\ldots,K-1} \max_{n=1,\ldots,N} |h_n^{k+1} - h_n^k|.
$$

(G26)

**Proof.** For each $k$ let $\tilde{h}_n^k := s\lfloor \frac{1}{s} h_n^k \rfloor$, for $n = 1, \ldots, N$. By construction, this means that $\tilde{h}^k \in s\mathbb{Z}^N$, and

$$
|\tilde{h}_n^k - h_n^k| \leq s, \quad \beta s > \ln \frac{Z(\tilde{h}^k)}{Z(h^k)} \geq 0,
$$

(G27)

$$
e^{s\beta} > \frac{G_n(\tilde{h}^k)}{G_n(h^k)} \geq e^{-s\beta}.
$$

One can moreover realize that

$$
|G_n(\tilde{h}^k) - G_n(h^k)| \leq G_n(h^k)(e^{s\beta} - 1).
$$

(G28)
By Eq. (G27) it follows that $s\beta \geq D(G(h^k)\|G(\tilde{h})^k))$. By the analogous reasoning one finds $s\beta \geq D(G(\tilde{h})^k\|G(h^k))$. Observe that

$$
\sum_{k=0}^{K-1} D(G(h^k)\|G(h^{k+1})) = \beta \sum_{k=0}^{K-1} N G_n(h_k^k(h_{k+1}^k - h_k^k)) + \ln Z(h^k) - \ln Z(h^0)
$$

such that

$$
\sum_{k=0}^{K-1} D(G(h^k)\|G(\tilde{h})^{k+1})) = \beta \sum_{k=0}^{K-1} N G_n(h_k^k(h_{k+1}^k - h_k^k)) + \beta \sum_{k=0}^{K-1} \sum_{n=1}^{N} [G_n(h_k^k(h_{k+1}^k - h_k^k)) - G_n(h_k^k(h_{k+1}^k - h_k^k))] + 2\beta s
$$

and the analogous statement for $\tilde{h}$. By making use of the inequalities in (G27) we find

$$
\sum_{k=0}^{K-1} D(G(h^k)\|G(\tilde{h})^{k+1})) = \beta \sum_{k=0}^{K-1} N G_n(h_k^k(h_{k+1}^k - h_k^k)) + \beta \sum_{k=0}^{K-1} \sum_{n=1}^{N} [G_n(h_k^k(h_{k+1}^k - h_k^k)) - G_n(h_k^k(h_{k+1}^k - h_k^k))] + 2\beta s \leq 2\beta s(K + 1) + \beta \sum_{k=0}^{K-1} \sum_{n=1}^{N} |G_n(h_k^k) - G_n(h_k^k)| |h_{k+1}^k - h_k^k|
$$

[By Eq. (G28)]

$$
\sum_{k=0}^{K-1} D(G(h^k)\|G(\tilde{h})^{k+1})) \leq 2\beta s(K + 1) + \beta(e^{s\beta} - 1) \sum_{k=0}^{K-1} N G_n(h_k^k(h_{k+1}^k - h_k^k))
$$

**b. Simulation of the path**

Here we remind that $\mathbb{P}(N)$ denotes the set of probability distributions over $N$ symbols, and $\mathbb{P}_n(N)$ denotes the subset of probability distributions with full support.

**Proposition 11.** Let $N \in \mathbb{N}$, $\delta, \beta > 0$, and $q, p \in \mathbb{P}_n(N)$ be given. For each $K, J \in \mathbb{N}$ there exists a $h^k \in \mathbb{Z}^N_{K+1}$, such that

$$
\begin{align*}
&\sum_{k=0}^{K-1} D((gG(h^k))^k\|(pG(h^k))^k) \leq 4\beta\delta \frac{1}{J} + 2\beta \delta \frac{K}{J} \\
&\quad + (e^{s\beta} - 1) \max_{n=1,...,N} \left| \ln \frac{q_n}{p_n} \right| \\
&\quad + \frac{1}{K} \max_{n=1,...,N} \left| \ln \frac{q_n}{p_n} \right|^2.
\end{align*}
$$

Proof. Since $q, p \in \mathbb{P}_n(N)$, it follows that $\ln q_n$ and $\ln p_n$ are well defined and finite. Thus we can define $h^i := -\frac{1}{\beta} \ln q_i$, $h^f := -\frac{1}{\beta} \ln p_i$. We furthermore define $h : [0, 1] \to \mathbb{R}^N$ by $h(x) := (1 - x)h^i + xh^f$ for $x \in [0, 1]$. The function $h(x) = (1 - x)h^i + xh^f$ clearly has a continuous second derivative on each component.

For this function, let $h^k := h(\frac{k}{K})$, $s := \frac{\beta}{\delta}$ in Lemma 22, and Lemma 22 thus delivers $h^k \in \mathbb{Z}^N$, such that

$$
\begin{align*}
&0 \leq D(G(h(0))) \leq \delta \frac{\beta}{J}, \\
&0 \leq D(G(h(1))) \leq \delta \frac{\beta}{J}.
\end{align*}
$$

and

$$
\begin{align*}
&\sum_{k=0}^{K-1} D(G(\tilde{h}^k)\|G(\tilde{h}^{k+1})) \\
&\quad - \sum_{k=0}^{K-1} D(G(h(\frac{k}{K}))\|G(h(\frac{k+1}{K}))) \leq 2\beta \delta \frac{K + 1}{J} + (e^{s\beta} - 1) \max_{n=1,...,N} \left| \ln \frac{q_n}{p_n} \right|.
\end{align*}
$$

A combination of (G33) and Lemma 11 yields

$$
\begin{align*}
&0 \leq \sum_{k=0}^{K-1} D(G(h^k)\|G(\tilde{h}^{k+1})) \\
&\quad - \sum_{k=0}^{K-1} D(G(h(\frac{k}{K}))\|G(h(\frac{k+1}{K}))) \\
&\quad + \sum_{k=0}^{K-1} D(G(h(\frac{k}{K}))\|G(h(\frac{k+1}{K}))) \leq 2\beta \delta \frac{K + 1}{J} \\
&\quad + (e^{s\beta} - 1) \max_{n=1,...,N} \left| \ln \frac{q_n}{p_n} \right| + \frac{1}{K} \max_{n=1,...,N} \left| \ln \frac{q_n}{p_n} \right|^2.
\end{align*}
$$

By combining this with the two inequalities in Eq. (G32)
we thus obtain
\[
0 \leq D\left( G(h(0)) \left\| G(\tilde{h}^{0,K}) \right\| + \sum_{k=0}^{K-1} D\left( G(\tilde{h}^{k,K}) \left\| G(\tilde{h}^{k+1,K}) \right\| \right)
+ D\left( G(\tilde{h}^{K,K}) \left\| G(h(1)) \right\| \right)
\leq 4\delta \frac{1}{J} + 2\beta \frac{K}{J}
+ \left( e^{\frac{\beta}{\delta}} - 1 \right) \max_{n_1, \ldots, n_N} \left\| \ln \frac{q_n}{p_n} \right\| + \frac{1}{K} \max_{n_1, \ldots, n_N} \left\| \ln \frac{q_n}{p_n} \right\|^2.
\]  
(G34)

Define
\[
h_{n_0, \ldots, n_K} = \tilde{h}^{0,0,K} + \cdots + \tilde{h}^{K-K},
(n_0, \ldots, n_K) \in \{1, \ldots, N\}^{K+1}.
\]  
(G35)

Since \( h^{K-K} \in \frac{\delta}{J} \mathbb{Z}^N \) it follows that
\[
h_K \in \frac{\delta}{J} \mathbb{Z}^{N^{K+1}}.
\]  
(G36)

Furthermore
\[
G_{n_0, \ldots, n_K}(h^K) = G_{n_0}(\tilde{h}^{0,0}) \cdots \cdots G_{n_K}(\tilde{h}^{K-K}) G_{n_K}(\tilde{h}^{K-K}).
\]  
(G37)

On \( \mathbb{R}^{N^{K+2}} \) we define the operation \( \Pi \) by
\[
(\Pi a)_{n_0, n_0, n_1, \ldots, n_{K-1}, n_K, n_s} := a_{n_0, n_1, \ldots, n_{K-1}, n_K, n_s}.
\]  
(G38)

In other words, \( \Pi \) is defined via a cyclic permutation of the index of the indices of \( a \). By Corollary \( 2 \) it follows that
\[
D\left( \left\| p G(h^K) \right\| \right) \leq D\left( \left\| \Pi p G(h^K) \right\| \right)
= D\left( \Pi p G(\tilde{h}^{0,0}) \cdots G(\tilde{h}^{K-K}) \right) \left\| p G(\tilde{h}^{0,0}) \cdots G(\tilde{h}^{K-K}) \right\|
= D\left( G(\tilde{h}^{K-K}) p G(\tilde{h}^{0,0}) \cdots G(\tilde{h}^{K-K}) \right) \left\| \Pi p G(\tilde{h}^{0,0}) \cdots G(\tilde{h}^{K-K}) \right\|
= D(\tilde{h}^{K-K}) \left\| p G(\tilde{h}^{0,0}) \cdots G(\tilde{h}^{K-K}) \right\|
+ \sum_{k=0}^{K-1} D(\tilde{h}^{k+1,K}) \left\| G(\tilde{h}^{k+1,K}) \right\|
\]  
(G39)

By inserting (G34) we obtain the statement of the proposition.

Lemma 23. If a channel \( \Gamma \) is unital then \( \lambda_{\min}(\Gamma(\rho)) \geq \lambda_{\text{ming}}(\rho) \) for all \( \rho \in S(\mathcal{H}) \).

Proof. By \([68]\), or Theorem 2 in \([69]\), we know that for unital channels the output is more mixed than the input, i.e., \( \lambda(\Gamma(\rho)) < \lambda(\rho) \). If the underlying Hilbert space has dimension \( N \), this means \( \sum_{k=1}^{N-1} \lambda_k^2(\Gamma(\rho)) \leq \sum_{k=1}^{N-1} \lambda_k(\rho) \) for \( n = 1, \ldots, N \). Since \( \Gamma \) is a channel and thus trace preserving, we can conclude that \( \lambda_{\text{ming}}(\Gamma(\rho)) = 1 - \sum_{k=1}^{N-1} \lambda_k^2(\Gamma(\rho)) \geq 1 - \sum_{k=1}^{N-1} \lambda_k^2(\rho) = \lambda_{\text{ming}}(\rho) \).

To avoid confusion in relation to Corollary 1, one should note that in both Proposition 12 and 13 \( J \) and \( L \) are not regarded as functions of \( K \). Note furthermore the change of notation from \( R_{\delta}^{J,H_S} \) to \( R_{\delta}^{J,H_S} \). This serves to underline the fact that \( R_{\delta}^{J,H_S} \) depends on \( J \), which should be kept in mind when using Proposition 12. The reason for this is that for a fixed density operator \( \sigma = \sum_{j,j'} \left| j \right\rangle \left\langle j' \right| \), an increase of \( J \) effectively means a `decrease' of the coherence in \( \sigma \) compared to \( H_S \). To see this, consider a transition from \( |\psi_n\rangle \) to \( |\psi_n'\rangle \). The corresponding change in energy, \( s(\delta_{n'n} - \delta_n) \), has to be compensated for by an change of energy \( s(\delta_{n'n} - \delta_n) = sJ(x_n - x_{n'}) \) in the reservoir. The larger the \( J \), the larger the compensating jumps in the reservoir have to be (counted in numbers of eigenstates). In other words, an increase in \( J \) effectively decreases the `width' of \( \sigma \) in relation to \( H_S \), and in this sense means a decrease in coherence.

Proposition 12. Let \( N \in \mathbb{N}, \delta, \beta > 0 \) be given. Let \( H_S \) be a Hilbert space with \( \dim H_S = N, \) let \( \rho \in S_\delta(H_S) \), and \( H_S \subset H_\delta(H_S) \), and let \( \sigma \in S^*(H_E) \). Then, for every \( J, K \in \mathbb{N} \) there exists an ancillary Hilbert space \( H_A^K \) with \( \dim H_A^K = N^{K+1} \), and \( H_A^K \subset H_{\delta,J}(H_A^K) \) such that
\[
0 \leq \frac{1}{\beta} D(\rho \| G(H_S)) - \frac{1}{3} \left[ S(R_{\delta}^{J,H_S}(\rho)) - S(\rho) \right] - W_{J,K}(\sigma)
\leq 4\delta \frac{1}{J} + 2\beta \frac{K}{J} + \left( e^{\frac{\beta}{\delta}} - 1 \right) \max_{\min} \left\| \ln(\lambda_{\text{ming}}(\rho) \lambda_{\min}(G(H_S))) \right\| + \frac{1}{K\beta} \max_{\min} \left\| \ln(\lambda_{\text{ming}}(\rho) \lambda_{\min}(G(H_S))) \right\|^2,
\]  
(G40)

where
\[
W_{J,K}(\sigma) := \sup_{U \in U(H_S \otimes H_A^K)} \text{Tr}(H_E^{\delta,J}(\sigma) - \text{Tr}(H_E^{\delta,J}(\sigma)))
\]  
(41)

and where \( V(U) \) is as defined in (41) and \( R_{\delta}^{J,H_S} \) is as in Definition 3 for the reservoir Hamiltonian \( H_E^{\delta,J} \).

Proof. Since \( R_{\delta}^{J,H_S} \) is unital (Lemma 14) we can, by Lemma 23, conclude that
\[
\lambda_{\min}(R_{\delta}^{J,H_S}(\rho)) \geq \lambda_{\text{ming}}(\rho).
\]  
(G42)
Hence, since $\rho$ by assumption is full rank, it follows that $R^{i,j}_{\sigma}(\rho)$ is full rank. Let $q$ denote the eigenvalues of $R^{i,j}_{\sigma}(\rho)$, i.e., $q := \lambda(R^{i,j}_{\sigma}(\rho))$. Let $p$ denote the eigenvalues of $G(H_S)$, i.e., $p := \lambda(G(H_S))$. Since $\rho$ is full rank, it follows that $R^{i,j}_{\sigma}(\rho)$ is full rank, and thus $q \in \mathbb{P}_+(N)$. Furthermore $p \in \mathbb{P}_+(N)$ since $G(H_S)$ is a Gibbs distribution. Furthermore,
\[
\left| \ln \frac{q_n}{p_n} \right| \leq - \ln \lambda_{\min}(R^{i,j}_{\sigma}(\rho)) - \ln \lambda_{\min}(G(H_S)) \\
= - \ln \lambda_{\min}(\rho) - \ln \lambda_{\min}(G(H_S)),
\]
where the last inequality follows by (G42).

Since $q, p \in \mathbb{P}_+(N)$, we can conclude that the conditions of Proposition 11 are satisfied, and we thus know that for each $K, J$ there exists a $h^K \in \mathbb{Z}^{N^{K+1}}$ such that
\[
D\left((q G(h^K))^\dagger \right) \left( p G(h^K) \right)^\dagger \right) \\
\leq 4 \delta \frac{1}{J} + 2 \delta \frac{K}{J} + (e^{\frac{\delta}{J}} - 1) \ln \left[ \lambda_{\min}(\rho) \lambda_{\min}(G(H_S)) \right] \\
+ \frac{1}{K} \left[ \ln \left( \lambda_{\min}(\rho) \lambda_{\min}(G(H_S)) \right) \right]^2.
\]
where we have used (G43). Let $\mathcal{H}_A^K$ be a Hilbert space with dim $\mathcal{H}_A^K = N^{K+1}$. We can construct a Hermitian operator $H^K_A$ on $\mathcal{H}_A^K$ that has $h^K$ as its eigenvalues. By construction it follows that $H^K_A \in H_{\delta/J}(\mathcal{H}_A^K)$.

One can furthermore check that
\[
D\left( (R^{i,j}_{\sigma}(\rho) \otimes G(H^K_A)) \right) \left( \lambda \lambda (G(H_S) \otimes G(H^K_A)) \right) \\
= D\left( (q G(h^K))^\dagger \right) \left( p G(h^K) \right)^\dagger \right).
\]

By assumption $H_S \in H_S(\mathcal{H}_S)$, while $H^K_A \in H_{\delta/J}(\mathcal{H}_A^K)$ and the energy reservoir has the energy spacing $s = \delta/J$. Note that
\[
H_S(\mathcal{H}_S) \subset H_{\delta/J}(\mathcal{H}_S).
\]

The assumption $H_S \in H_S(\mathcal{H}_S)$ implies $H_S \in H_{\delta/J}(\mathcal{H}_S)$ and thus allows us to apply Proposition 8 with $s := \delta/J$ on the state $\rho \otimes G(H^K_A) \otimes \sigma$, which thus yields
\[
W_{J,K}(\sigma) = \frac{1}{\beta} \left[ D(\rho) - D\left( (R^{i,j}_{\sigma}(\rho) \otimes G(H^K_A)) \right) \right] \\
- \frac{1}{\beta} \left[ D\left( (q G(h^K))^\dagger \right) \left( p G(h^K) \right)^\dagger \right] \left( G(H_S) \otimes G(H^K_A) \right). \tag{G47}
\]

By combining (G44), (G45), and (G47) we obtain the proposition.

As was mentioned above, an increase of $J$ effectively means a decrease of the coherence in the reservoir state $\sigma$. To guarantee that $S(R^{i,j}_{\sigma}(\rho)) - S(\rho)$ is small, we must thus choose the state $\sigma$ as to compensate for a large $J$. In the case $\sigma = |\eta_{L,n}\rangle\langle \eta_{L,n}|$, we must thus make sure that $L \gg J$.

**Proposition 13.** Let $N \in \mathbb{N}$, $\beta, \delta > 0$ be given. Let $H_S$ be a Hilbert space with dim $\mathcal{H}_S = N$, let $\rho \in \mathcal{S}_+(\mathcal{H}_S)$, and $H_S := H_\delta(\mathcal{H}_S)$. With $h^K_S$ the eigenvalues of $H_S$, we let $x_n := h^K_S/\delta$, and $x_{\min} := \min_n x_n$ and $x_{\max} := \max_n x_n$. Let $J, K, L \in \mathbb{N}$ be such that $L \geq N(J(x_{\max} - x_{\min}))$, then there exists an ancillary Hilbert space $\mathcal{H}_K$ with dim $\mathcal{H}_K = N^{K+1}$, and $H_K^\delta \in H_{\delta/J}(\mathcal{H}_K)$ such that
\[
0 \leq \frac{1}{\beta} \left[ D(\rho) - D(\rho) \right] - W_{K,J,L} \leq \frac{J}{\beta L} \left[ x_{\max} - x_{\min} \right] \ln N + \frac{1}{\beta} \left( \frac{1}{L} \left( J N(x_{\max} - x_{\min}) \right) \right) \\
+ \frac{1}{\beta} \left[ \ln \left( \lambda_{\min}(\rho) \lambda_{\min}(\rho) \lambda_{\min}(G(H_S)) \right) \right]^2,
\]
where
\[
W_{K,J,L} := \sup_{U \in \mathcal{U}(\mathcal{H}_S \otimes \mathcal{H}_K^\delta)} \text{Tr}(H^{i,j}_{E_E} \sigma_L) - \text{Tr}(H^{i,j}_{E_L} \sigma_L), \tag{G49}
\]
\[
\sigma_L := \text{Tr}_{S,A}[V(U) \rho \otimes G(H^K_A) \otimes \sigma_L V(U)^\dagger] \tag{G50}
\]
and where $V(U)$ is as defined in (B4) for the reservoir Hamiltonian $H^{i,j}_{E_E}$, and
\[
\sigma_L := |\eta_{L,n}\rangle\langle \eta_{L,n}|, \tag{G51}
\]
for some fixed $l_0 \in \mathbb{Z}$.

By letting $J$ and $L$ be functions of the parameter $K$, we can use Proposition 13 to prove Corollary 1. For this one can use the fact that due to $\lim_{K \to +\infty} [J(K)/L(K) = 0$, the inequality $L(K) \geq N(J(x_{\max} - x_{\min}))$ will hold for all sufficiently large $K$. This follows from the assumption that $H_S$ is not completely degenerate, and thus $x_{\max} > x_{\min}$.

**Proof of Proposition 13.** The eigenvalues $h^K_S$ of $H_S$ can be expressed in terms of multiples of the energy spacing $s = \delta/J$ of the energy reservoir, as $h^K_S = x_n \delta/J$. It proves convenient to re-express $h^K_S$ in terms of multiples in $\delta$ (which we can do, due to the assumption $H_S \in H_{\delta/J}(\mathcal{H}_S)$). Hence, $h^K_S = x_n \delta$ and $x_n = x_n J$, and thus
\[ z_{\text{max}} = x_{\text{max}} J \] and \[ z_{\text{min}} = x_{\text{min}} J. \] (The relevant measure of energy differences, as they enter e.g., in Proposition 10 is the number of rungs in the energy ladder they correspond to.)

By assumption \[ L \geq NJ(x_{\text{max}} - x_{\text{min}}), \] and thus \[ L \geq N(z_{\text{max}} - z_{\text{min}}). \] Hence, Proposition 10 is applicable and yields

\[
0 \leq S(R^{(L,J,H_{\sigma})}_{z_{\text{max}}} (\rho)) - S(\rho) \\
\leq \frac{z_{\text{max}} - z_{\text{min}}}{2L} N \ln N + \Xi \left( \frac{N(z_{\text{max}} - z_{\text{min}})}{2L} \right) \\
= \frac{J x_{\text{max}} - x_{\text{min}}}{2} N \ln N + \Xi \left( \frac{J N x_{\text{max}} - x_{\text{min}}}{L} \right). \tag{G52}
\]

If we let \( \sigma := \sigma_L \) in Proposition 12 and define \( W_{J,K,L} := W_{J,K}(\sigma_L) \), and combine this with (G52), we obtain (G18).

4. Expected work extraction and catalytic coherence

Since all the derivations in this section have been based on the model introduced in Section B, i.e., the doubly infinite ladder model and the class of unitary operators given by the mapping \( V(U) \), it immediately follows that the coherence resources of the energy reservoir remains unaffected when we use it. It may nevertheless be useful to see explicitly how this manifest itself in the work extraction setting. This is maybe most clearly visible in Lemmas 15 and 17, or in Proposition 8. As seen, the initial state \( \sigma \) of the energy reservoir only affects the final expectation value via the initial expectation value \( \text{Tr}(H_{\sigma}^{(L)} \sigma) \) (which only depends on the diagonal elements with respect to the energy eigenbasis) and via the channel \( R_{L}^{(H_{\sigma})} \). The latter depends on off-diagonal elements of \( \sigma \), but only in terms of our familiar expectation values of powers of \( \Delta \), i.e., \( \text{Tr}(\Delta^{n} \sigma) \), as one can see from Definition 2. From Section B, we know these expectation values remain invariant under the application of the operations \( V(U) \). Hence, not only does the set of channels that can be implemented on a sequence of systems remain constant for a given initial coherence resource, but also the capacity for work extraction. Hence, to achieve the standard optimal expected work extraction for systems with off-diagonal elements, we need access to an energy reservoir with a high degree of coherence. However, once possessing it, we can utilize it indefinitely.

One can also note that the family of states \( |\eta_{L,H_{\sigma}} \rangle \) that we used in Section G3 to regain the standard optimal expected work extraction merely served as a technically convenient example. We could equally well use some other family of states with a sufficiently high degree of coherence; an obvious example being the output states obtained by using \( |\eta_{L,H_{\sigma}} \rangle \) for an initial work extraction on some other system.

Appendix II: Some additional remarks

Her we consider further relations to other concepts in the literature.

1. Why do we not encounter coherence in standard thermodynamics?

We have in this investigation argued that coherence is an important thermodynamic quantity. One may thus ask why we not normally encounter coherence in discussions on thermodynamics. In the limit of many independent subsystems in identical states, and identical non-interacting Hamiltonians, the global state has a low degree of ‘off-diagonality’ with respect to the joint energy eigenspaces \( 20, 53, 59 \). Hence, for such states the difference between having, or not having, access to coherence becomes negligible. Since many realistic systems can be argued to be ‘close’ to this situation, we would thus normally not expect to see the effects of coherence. However, as demonstrated in this investigation, this is no longer true when we step outside of this ‘multi-copy’ setting. To obtain a complete theory of quantum thermodynamics, this is arguably a necessary step.

2. Coherence and single-shot work extraction

In the application of catalytic coherence to work extraction, we have focused on the expected energy gain. These results nevertheless suggest a couple of remarks in relation to single-shot work extraction. As observed in the single-shot setting \( 56, 60 \), the expected work content may not always correspond to ordered ‘work-like’ energy (see discussions in \( 25 \)). Although the coherence is preserved in the dynamics of the doubly-infinite ladder-model, the state nevertheless appears to gradually get more broadly distributed over the ladder (see Sec. 17 for a simple example), and the entropy increases (see Sec. 17). Due to this one may suspect that the ‘quality’ of the energy decreases. This observation maybe gets even more pronounced for the half-infinite ladder model, where we inject energy in the form of pure excited states to maintain the coherence. Since such pure excited states correspond to very ordered energy, the spreading of the distribution again suggests a degradation of the quality of the energy. (One may note that in terms of expected energy, the injection is not lost, but merely adds to the extracted energy.) These observations raise the question whether there is a cost in terms of ordered energy (as opposed to expected energy) associated with catalytic coherence. If one would compare models that do and do not preserve coherence, would there in some sense be different costs of noise-free energy for performing operations? Such investigations would require the development of a (preferably operational) measure of ordered energy that takes into account coherence in the energy carrier per se.
3. Any relation to embezzling states?

As discussed in Sec. C, one can translate coherence into correlations using a reference system. Although this specific construction merely yields separable states for sequential preparations (see Sec. C8), one can speculate whether there exists some other type of correspondence between coherence and entanglement. There are many results on entanglement transformations that appear to echo properties of coherence transformations (see e.g. [108,110]), and this is perhaps most clearly illustrated by a qualitative analogy between coherent states and embezzling states (which appears to be a bit of a quantum-information folklore). Embezzling states [67] essentially form a special parametric family of bipartite entangled states for which the degree of entanglement goes to infinity. Analogous to how coherent states in the limit of high amplitude allow us to perform coherent operations (in the standard Jaynes-Cummings model) without changing the coherent state much, embezzling states do in the limit of a high degree of entanglement allow us to transform bipartite entangled states into each other, without changing the embezzling state much. In both cases we rely on the limit of high degree of the resource (coherence/entanglement), and in both cases the resources do appear to get degraded with use, although less and less so in the limiting case. In view of this analogy, one may wonder whether there exists some modification of the embezzling construction that would result in genuinely catalytic transformations, much as we here have turned coherence catalytic. In this context it might be worth to keep in mind that catalytic coherence primarily is a question of a particular type of dynamics, rather than a special class of states.

4. Any relation to entanglement catalysis?

The concept of entanglement catalysis [14] refers to the fact that bipartite state transformations by local operations and classical communication (LOCC) [111] can be assisted by ancillary entangled states [14]. More precisely, even if it would be impossible to transform a given bipartite pure state \( |\psi\rangle \) into \( |\chi\rangle \) by LOCC operations, there may exist a bipartite state \( |\xi\rangle \), such that \( |\psi\rangle|\xi\rangle \) can be transformed into \( |\chi\rangle|\xi\rangle \). In other words, the state \( |\xi\rangle \) enables the transformation, but is not consumed in the process. Hence, the entanglement in \( |\xi\rangle \) acts like a catalyst, similar to how coherence in the doubly-infinite ladder-model enables coherent operations.

Although analogous, one can notice some crucial differences in terms of the underlying resources and allowed operations. For entanglement catalysis the relevant resource is entanglement, and the allowed set of operations are LOCC. This should be compared with catalytic coherence, where the resources are ‘off-diagonality’ and coherence, and the allowed operations forms a special class of energy conserving unitary transformations (the

\[ V(U) \text{ in Eq. (B4)} \]

Moreover, in the case of entanglement catalysis the ancillary state remains intact, while catalytic coherence only preserves certain aspects of the state of the energy reservoir; the total state can change.

Due to the differences in settings it may not be entirely clear how to proceed with a more precise comparison. We will not consider any detailed analysis here, but merely point out that one possible method would be to use the reformulation of coherence in terms of correlations with a reference, as developed in section C (although one should keep in mind that this translation may not necessarily be unique). The resulting bipartition allows us to compare the resulting set of allowed operations (see Fig. 8). A potential complication with this method is that we may need to take into account the equivalence relation introduced in Sec. C3 i.e., not all states are distinguishable from the point of view of the allowed measurements, which may influence how we should compare operations in the two settings. (An additional technical complication is that the main results on entanglement catalysis is obtained via the majorization condition [14,111], which restricts the analysis to pure states, while we generally allow mixed states in catalytic coherence. Characterizations of mixed state state entanglement transformations and catalysis appear challenging [112,115].)

Even though the settings and assumptions are different for these two types of catalysis, one could nevertheless speculate that they can be viewed as specific instances of a more general family of catalytic phenomena, where a given dynamical restriction is accompanied with a corresponding catalytic resource. General resource theories (see, e.g., [4]) may be useful to investigate under which conditions this is possible.
5. Any relation to the Wigner-Arkai-Yanase theorem?

If the dynamics in a physical system is constrained by a conservation law, it follows by the Wigner-Arkai-Yanase theorem [21,23] that observables which do not commute with the conserved quantity can only be measured approximately. The quality of the approximation depends on the measurement device, e.g. to what extent it contains suitable superpositions of eigenstates of the conserved quantity. These results have been extended [24,26,34] generalized to the continuous variable case [27,28], as well as been analyzed in the context of the resource theory of asymmetry [29,30]. Another version [31,33] considers how accurately a given channel can be implemented under conservation laws. See also [35–38] for implementations of operations via interactions with fields. In view of the WAY theorems it is no surprise that access to a high degree of coherence yields good approximations to energy mixing unitary operations.

The purpose of the present investigation is not primarily to quantify the accuracy of implemented measure-
ments or channels, but to establish how coherence evolves under repeated use. Results on frame resources [3,15–
17] would intuitively suggest that an iteration leads to a gradual degradation. However, as we have seen, one can design models where the set of channels that can be implemented remains invariant. Consequently, no matter of how we choose to quantify the quality of the imple-
mented operations, this quality remains intact. Another way of phrasing this would be to say that the degree of
accuracy in some sense is ‘decoupled’ from the degree of degradation; irrespective of whether the coherence re-
source in the reservoir allows us to implement a ‘high quality’ coherent operation or not, that quality remains
intact. Although the coherence thus is conserved in these models, the implementation of the channels nevertheless induces a back action on the reservoir. As speculated in Sec. [12] this may correspond to a loss of ordered energy. One could imagine to quantify this back action, where WAY theorems again may play a role. However, we will not consider this issue here, but leave it as an open question.
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