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Abstract. In this paper, we present a dynamic pricing model for two firms selling products displaying network effects for which consumers are with bounded rationality. We formulate this model in the form of differential games and derive the open-loop equilibrium prices for the firms. Then, we show the existence and uniqueness of such open-loop equilibrium prices. The model is further extended to the case with heterogeneous network effects. Their steady-state prices obtained are compared. A numerical example is solved and the results obtained are used to analyze how the steady-state prices and market shares of both firms are influenced by the cost, price sensitivity and the network effects of the products.

1. Introduction. With a rapid advancement of Internet technology and social media, more and more goods and services have displayed network effects such as, online video games, APP software, telecommunication services, social network sites and group buying deals. The consumer’s utility obtained from a good or service increases as more consumers use the same good (Cabral [6], Laussel and Resende [26]). Take the example of online games, when a consumer chooses the online Android game (such as https://play.google.com/store/apps/category/GAME), he/she will tend to consider the number of people having purchased or downloaded each game, as a more popular game tends to have better player community and post-sale service. Meanwhile, online game is an experience goods, meaning that the consumer
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will know the quality of the goods only after using it. Moreover, there are consumer
segmentations for an online game, such as experts, amateurs and beginners. They
have different level of sensitivity to network effects. So, the utility of a consumer
purchasing an online game depends on his/her preference gained from learning, the
price and the heterogeneous network effects. We will model this utility in Section
3. Recently, a rapid growth in information technology has enabled many firms to
monitor the demand of their products in real time and adjust prices dynamically
in response to the changes in demand patterns (Levin, McGill, and Nediak [27]).
Many retailers are now re-examining their pricing policies and exploring means of
implementing dynamic pricing approaches that are more responsive to consumer
demand (Elmaghraby and Keskinocak [18], Herbon [22], Khouja [25]). Hence, it is
of great significance for firms to incorporate network effects and consumer’s learning
behavior into their pricing policies in order to attract more consumers and hence
attain more profits. Nowadays, many pricing models of network goods are assumed
to be in a monopolistic market. In this way, explicit consideration of competitors
can be avoided. However, pure monopolistic market or pure competitive market
is rarely observed in reality. So the analysis of oligopolistic, especially duopolistic
dynamic pricing of network goods is required.

The remainder of the paper is organized as follows: Section 2 provides a brief
review of related literatures. In Section 3, the basic model is formulated. We
analyze the equilibrium of our model in Section 4. We then extend it to the case
with heterogeneous network effects in Section 5. We perform numerical examples
in Section 6 and make some useful concluding remarks in Section 7.

2. Literature review. Following seminal works by Farrell and Saloner [19], and
Katz and Shapiro [24], network effects have been extensively studied in the econom-
ic literature (Damiano and Hao [11], Ellison and Fudenberg [16], and see Economides
[15] for a more detailed review). Broadly speaking, there are two kinds of
network effects, global network effects and local network effects. The main differ-
ence is which one causes the consumer’s utility to increase. The former one means
that a consumer’s utility for a good depends on the total consumption while the
later one means that a consumer gains his/her utility if his/her neighbour purchases
the same good (Bloch and Querou [5], Candogan, Bimpikis, and Ozdaglar [8]). In
our model, we consider only global network effects. Monopoly dynamic pricing
models for network goods have been studied in the literature (Cabral, Salant, and
Woroch [7]). For example, Bensaid and Lesne [4] consider pricing for a monopolist
with goods that display positive network externalities and show that subperfect
game equilibrium prices go up as time passes. Dhebar and Oren [12] study the opti-
mal dynamic pricing of a new product or service in the presence of network effects.
This work maximizes the present value of the monopolist’s profit where the dynam-
ics is the demand for network access. However, our model maximizes the discounted
total profits of both firms. More recently, Radner, Radunskaya, and Sundararajan
[29] consider dynamic pricing of network goods when facing boundedly rational
consumers, which is in contrast with the standard notion of a rational-expectation
equilibrium. In their model, only a random fraction of consumers, called inattentive
consumers (Gabaix [20] [21]), pays attention to the price change in each period.

However, pure monopoly rarely exists in real market. So optimal pricing under
competition has received considerable attention recently (Ellison, Fudenberg and
Mbhis [17], Xu and Cai [31], Zhang, Bai and Tang [32]). Furthermore, Anderson
et al. [1] study an oligopolistic price competition and derive the symmetric Nash equilibrium that all firms charge the same price for their products with network effects. And they use the multinomial logit (MNL) model to determine market shares. Doganoglu [13], Mitchell and Skrzypacz [28] model network effects by assuming that the consumer's utility is an increasing function of past market shares and derive the Markov perfect equilibrium for this infinite-period game. Cabral [6] considers a duopolistic dynamic price competition of network goods where the rate of consumers choosing to leave the network is replaced with a constant hazard rate. They derive symmetric equilibrium and prove its existence and uniqueness. Also, they show the monotonicity of the pricing function, meaning that larger networks lead to higher prices.

The articles most relevant to our work are Cabral [6], Chintagunta and Rao [10], and Du, Cooper, and Wang [14]. Chintagunta and Rao [10] study dynamic pricing competition between two firms by formulating a differential game model. The open-loop price paths over time are derived. Du, Cooper, and Wang [14] consider the optimal pricing of multi-products with network effects in both homogeneous products and heterogeneous products settings under monopoly market.

Unlike Du, Cooper, and Wang [14], our paper considers an infinite period dynamic pricing of a single product with network effects under duopoly competition. Moreover, we build a continuous time differential game model, where consumers are with reinforcement learning behavior. On the other hand, Du, Cooper, and Wang [14] study a discrete time optimal model. Hence, the problem formulation, methodology and conclusions in our paper are quite distinct from those reported in the paper by Du, Cooper, and Wang [14]. For the paper by Chintagunta and Rao [10], they do not consider network effects, which is the main focus of our paper. Caplin and Nalebuu [9] provide general conditions under which there exist a pure strategy price equilibrium in oligopoly market with MNL model of product differentiation. However, they also do not consider network effects and learning behavior. Cabral [6] considers dynamic pricing competition with network effects. However, it is assumed that consumer’s preference for network goods is an exogenous random variable, which is fixed once it is determined. It is very different from our work, which involves the dynamics of consumer’s preference updating by using reinforcement learning rule.

In this paper, the consumer’s utility for purchasing product is assumed to be a linear function of the product’s network effects, price and consumer’s preference. The network sensitivity parameter in the subsequent section stands for the strength of that product’s network effects (i.e., how much is the increase of the consumer’s utility when one more person purchases the same network good?). We first consider a homogeneous case in which all consumers have the same network sensitivity parameter. We then derive the open-loop equilibrium steady-state prices for both firms. It clearly shows that the stronger the network effects of the product are, the higher the prices should be charged by the firms. The market demand for each product is determined by the classical logit model. Thus, the market demand evolves dynamically.

The main contribution of the paper is stated below. We consider the dynamic pricing of network goods in a competitive setting while most of the works in the existing literature are focused on the monopolistic market. Furthermore, the dynamic pricing of network goods in a competitive setting, where consumer’s learning behavior are with bounded rationality. It is then extended to the case with heterogeneous network effects, which is more in line with reality.
3. Model formulation.

3.1. Consumers utility for purchasing network goods. We consider a dynamic pricing model of network goods in which two firms compete over an infinite horizon. Denote the two firms in the market as Firm 1 and Firm 2. They each sell a single product that displays network effects, i.e., consumer’s utility gained from purchasing the product is increased as more people use the same product (such as cell phone call). Each of the two firms announces the price $p_i(t)$ for its product at time $t$, $i = 1, 2$. We assume that there are lots of consumers in the market and each one of them chooses only a unit of one firm’s product at each time.

The consumer’s utility for purchasing Firm $i$’s product is assumed to be a linear function of the product’s price, consumer’s preference and the network effects ($i = 1, 2$) as in Du, Cooper, and Wang [14],

$$u_i = \sigma_i + \beta_i \xi_i(t) - \gamma_i p_i(t) + \alpha_i x_i(t) + \varepsilon_i(t).$$

(1)

Table 1 lists all the notations used in the paper.

| Notation | Description |
|----------|-------------|
| $p_i(t)$ | the price of Firm $i$’s product at time $t$ |
| $q_i(t)$ | the probability of a consumer purchases Firm $i$’s product |
| $\xi_i(t)$ | consumer’s time-varying preference for Firm $i$’s product |
| $\beta_i$ | the coefficient of the time-varying preference for Firm $i$’s product |
| $\gamma_i$ | the price sensitivity parameter for Firm $i$’s product |
| $x_i(t)$ | market’s total demand of Firm $i$’s product at time $t$ |
| $\alpha_i$ | the network effects sensitivity parameter for Firm $i$’s product |
| $\dot{\xi}_{is}(t)$ | the rate of change of $\xi_i(t)$ with respect to time $t$ |
| $\varepsilon_i(t)$ | the stochastic utility gained by the consumer for purchasing Firm $i$’s product at time $t$ |
| $\Psi_s$ | the fraction of consumers in segment $s$ |
| $q_is(t)$ | the probability of purchasing Firm $i$’s product for consumers in segment $s$ |
| $\xi_is(t)$ | the time varying preference of Firm $i$’s product for consumers in segment $s$ |

In Eq. (1), $\sigma_i + \beta_i \xi_i(t)$ denotes the total preference of each consumer for Firm $i$’s product at time $t$. The term $\alpha_i x_i(t)$ is the utility that the consumer gains from network effects for purchasing Firm $i$’s product. In this section, we assume that the increase of each consumer’s utility is the same when one more person purchases the same network goods (i.e., there is only one network sensitivity parameter for Firm $i$’s product). The sensitivity of the network effects is different between the two firms due to the heterogeneity of these two kinds of products (i.e., $\alpha_1 \neq \alpha_2$). In Section 4, we will consider the heterogeneous case, where the sensitivity of the network effects differs among consumers. For each $i = 1, 2$, let $\varepsilon_i(t)$ denote the stochastic utility gained by the consumer at time $t$ for purchasing Firm $i$’s product. Each of them is assumed to be i.i.d.

3.2. Brand choice probabilities. The network effects of the product will affect the probability of consumer choosing it. Moreover, the larger the sensitivity of the network effects for the product is (i.e., the larger the magnitude of $\alpha_i$), the more likely the consumers will choose it. Many probability functions, such as logit function, power function and probit function, can model the choice probability...
mentioned above. However, the logit function is widely used in the market research on making brand choices with risk and uncertainty (Anderson, de Palma, and Thisse\textsuperscript{2}, Ben-Akiva and Lerman\textsuperscript{3}). Hence, we use the logit model in this paper. Furthermore, since we assume that the network effects are homogeneous among all consumers, their choice probabilities for firms’ products are the same, so the probability that a consumer purchases Firm 1’s product is

\[ q_1(t) = \frac{\exp(\sigma_1 + \beta_1 \xi_1(t) - \gamma_1 p_1(t) + \alpha_1 x_1(t))}{\sum_{j=1}^2 \exp(\sigma_j + \beta_j \xi_j(t) - \gamma_j p_j(t) + \alpha_j x_j(t))}. \]

On the other hand, the probability that he/she chooses to purchase Firm 2’s product is

\[ q_2(t) = 1 - q_1(t). \]

For simplicity of analysis, the total number of consumers in the market is normalized to be 1, so the total market demand of Firm i’s product is \( x_i(t) = q_i(t) \) (\( i = 1, 2 \)). Then the probability for consumers choosing Firm 1’s product can be rewritten as:

\[ q_1(t) = \frac{\exp(\sigma_1 + \beta_1 \xi_1(t) - \gamma_1 p_1(t) + \alpha_1 q_1(t))}{\sum_{j=1}^2 \exp(\sigma_j + \beta_j \xi_j(t) - \gamma_j p_j(t) + \alpha_j q_j(t))}. \]

### 3.3. The dynamics of consumer’s preference and dynamic pricing model.

In this paper, we assume that network goods are experience goods such as online games and telecommunication services. Here, it is assumed that consumers are boundedly rational, meaning that they can only learn whether or not a brand is of high quality through repeated consumption experience. In other words, consumers are reinforcement learners; they update their preference according to the following rule (Hopkins\textsuperscript{23}),

\[ \xi_i(t + 1) = 1 * q_i(t) + (1 - \delta) \xi_i(t). \]

This updating rule is in discrete time, \( 1 * q_i(t) \) is the expectation value of purchasing Firm i’s product and \( \delta \) is a forgetting (or decay) parameter. In continuous time, consumer’s preference \( \xi_i(t) \) for network goods evolves according to the following dynamic system,

\[ \dot{\xi}_i(t) = q_i(t) - \delta \xi_i(t). \]

where \( \delta \) is the decay rate for Firm i such that \( 0 < \delta < 1 \). The consumer’s initial preference for Firm i’s goods \( \xi_i(0) = 1/2 \) (typically it would be the average market share of Firm i as in Chintagunta and Rao\textsuperscript{10}). This preference updating system is widely used and is intuitively in line with reality. It aggregates preferences among consumers in the level of individuals (see Chintagunta and Rao\textsuperscript{10} for more detailed explanation).

Firm i wants to choose a price path \( p_i(t) \) to maximize its total discounted profit in the long run. We assume that Firm i produces the network goods at a constant marginal cost, \( c_i \). Therefore, the dynamic pricing problem can now be formulated as the following optimization problem (\( i = 1, 2 \)),

\[ \max J_i = \int_0^\infty e^{-rt} q_i(t)(p_i(t) - c_i) \, dt \]

s.t. \( \dot{\xi}_1(t) = q_1(t) - \delta \xi_1(t), \)

\[ \dot{\xi}_2(t) = q_2(t) - \delta \xi_2(t), \]

\( \xi_1(0) = 1/2, \xi_2(0) = 1/2, \)
where \( r \) denotes the discount factor. In order to prove the existence and uniqueness of Nash equilibrium of our dynamic pricing model, the following assumptions are assumed to be satisfied:

**Assumption 1.** The following assumptions hold for all \( t \). (we drop “\( t \)” for ease of exposition.)

a. For each \( i = 1, 2 \), the strategy set of \( p_i \) is nonempty and convex.

b. For each \( i = 1, 2 \), Firm \( i \)'s instantaneous profit \( q_i(p_i - c_i) \) is uniformly bounded, i.e., \( \sup_{p_i} q_i(p_i - c_i) < +\infty \).

4. **Equilibrium analysis.**

4.1. **Steady-state equilibrium prices.** In this subsection, we will analyze the steady-state equilibrium prices. First, we have the following lemma.

**Lemma 1.** For each \( i = 1, 2 \), Firm \( i \)'s instantaneous profit \( q_i(p_i - c_i) \) is quasiconcave in \( p_i \).

**Proof.** Taking the first derivative of \( q_i(p_i - c_i) \) with respect to \( p_i \) yields

\[
\frac{\partial q_i(p_i - c_i)}{\partial p_i} = q_i + (p_i - c_i) \frac{\partial q_i}{\partial p_i} = q_i \gamma_i \left( 1 - \frac{q_j}{1 - (\alpha_i + \alpha_j) q_i q_j} (p_i - c_i) \right)
\]

Let \( k_i = [1 - \gamma_i \frac{q_j}{1 - (\alpha_i + \alpha_j) q_i q_j} (p_i - c_i)] \). Then, there are two cases to consider:

a. \( p_i > 0, k_i \neq 0 \). Note that \( k_i \) is continuous and \( \lim_{p_i \to \infty} k_i = -\infty \). Thus, it follows that \( k_i < 0 \) for all \( p_i > 0 \), which means that \( q_i(p_i - c_i) \) is strictly decreasing in \( p_i \). Therefore, \( q_i(p_i - c_i) \) is quasiconcave.

b. There exists a \( \tilde{p_i} \) such that \( k_i(\tilde{p_i}) = 0 \). Since \( k_i(\tilde{p_i}) = 0 \), \( \frac{\partial q_i(p_i - c_i)}{\partial p_i} = 0 \) for \( p_i = \tilde{p_i} \). Now, by taking the second derivative of \( q_i(p_i - c_i) \) with respect to \( p_i \) evaluated at \( \tilde{p_i} \), we obtain

\[
\frac{\partial^2 q_i(p_i - c_i)}{\partial p_i^2} = \frac{\partial^2 q_i}{\partial p_i^2} \bigg|_{p_i = \tilde{p_i}} + \frac{\partial k_i}{\partial p_i} \bigg|_{p_i = \tilde{p_i}} = 0 + \frac{\partial k_i}{\partial p_i} \bigg|_{p_i = \tilde{p_i}} = 0.
\]

Thus, \( \tilde{p_i} \) is a local maximum of \( q_i(p_i - c_i) \) and there exists no interior minimum for \( p_i > 0 \). Hence, \( \tilde{p_i} \) must be unique. Consequently, Firm \( i \)'s instantaneous profit \( q_i(p_i - c_i) \) increases in \( p_i \in [0, \tilde{p_i}) \) and decreases in \( (\tilde{p_i}, +\infty) \). Thus, it is concave. 

\( \square \)

**Theorem 1.** There exists a unique open-loop equilibrium in this dynamic pricing model.

**Proof.** According to Theorem 2.1 in Vives (30), it follows that, if, for each \( i = 1, 2 \), the strategy set is nonempty, convex and compact, and Firm \( i \)'s instantaneous profit \( q_i(p_i - c_i) \) is continuous with respect to both firms' prices and quasiconcave with respect to its own price, then the unique Nash equilibrium exists. Here, we assume that the firm can charge a price from \([0, +\infty)\) for its network goods, which is clearly not compact. However, \( q_i(p_i - c_i) \) is assumed to be uniformly bounded in Assumption 1. This assumption allows us to restrict Firm \( i \)'s price to lie in a nonempty and compact set. Moreover, \( q_i(p_i - c_i) \) is continuous and quasiconcave in \( p_i \). Hence, there exists a unique open-loop equilibrium for this dynamic pricing model. 

\( \square \)
Now, we calculate the equilibrium strategies under the condition that Firm 1 knows its competitor’s (i.e. Firm 2’s) price strategy and Vice Versa (Open-Loop Equilibrium). To find the equilibrium steady-state price for this game, we formulate the current value Hamiltonian for Firm 1 (the same for Firm 2)

\[ H_1 = q_2(p_1 - c_1) + h_1(q_1 - \delta \xi_1) + m_1(q_2 - \delta \xi_2), \]

where \( h_1 \) and \( m_1 \) are the co-state variables. When the steady state price is reached, the following three conditions must be satisfied.

\[
\frac{\partial H_1}{\partial p_1} = 0, \\
\dot{h}_1 = rh_1 - \frac{\partial H_1}{\partial \xi_1}, \\
\dot{m}_1 = rm_1 - \frac{\partial H_1}{\partial \xi_2}.
\]

Hence, we have (detailed analysis is given in Appendix)

\[
p_1^* = c_1 - \frac{\delta \xi_1^*}{\gamma_1 A^*} - (h_1 - m_1), \\
(r + \delta)h_1 + (p_1 - c_1)\beta_1 A^* + (h_1 - m_1)\beta_2 A^* = 0, \\
(r + \delta)m_1 - (p_1 - c_1)\beta_2 A^* - (h_1 - m_1)\beta_1 A^* = 0,
\]

where \( A^* = \frac{\delta^2 \xi_1^* \xi_2^*}{(\alpha_1 + \alpha_2)\delta ^2 \xi_1^* \xi_2^* - 1} \) and “*” denotes the steady state values.

**Theorem 2.** The equilibrium steady-state prices for Firm 1 and Firm 2 are

\[
p_1^* = c_1 + \xi_1^* \frac{\delta}{\gamma_1} \left[ \frac{1}{\delta^2 \xi_1^* \xi_2^*} - \left( \frac{\beta_1 + \beta_2}{r + \delta} + (\alpha_1 + \alpha_2) \right) \right], \tag{5}
\]

\[
p_2^* = c_2 + \xi_2^* \frac{\delta}{\gamma_2} \left[ \frac{1}{\delta^2 \xi_1^* \xi_2^*} - \left( \frac{\beta_1 + \beta_2}{r + \delta} + (\alpha_1 + \alpha_2) \right) \right], \tag{6}
\]

respectively.

**Proof.** See Appendix. \(\square\)

From Eq. (5) and Eq. (6), it is clear that \( \frac{\partial p_i^*}{\partial \xi_k} < 0 \) (for \( \alpha_k > 0 \), \( k = 1, 2 \)). This means that the stronger the network effects perceived by the consumers purchasing both firms’ products in the market (i.e., the higher the magnitude of \( \alpha_1 + \alpha_2 \)), the lower the price should be charged by the firms when other parameters remain unchanged. The intuition is that consumers’ utility with stronger network effects will be higher than that with lower network effects when there are more people to share the same goods. Thus, to gain more profit under strong network effects, the firms should lower the price to encourage more consumers to purchase the goods. The increment of the profits achieved by increasing demand will exceed the losses caused by decreasing price. Moreover, a firm, which reaches the steady state of a higher consumer’s preference, should charge a higher steady state price if the marginal costs of both firms are assumed to be the same (i.e., when \( \xi_i^* > \xi_j^* \), we have \( p_i^* > p_j^* \)).

Next, we wish to identify the differences between the optimal prices when the two firms behave myopically, and charge the steady-state prices mentioned above. Let \( p_1^{m}, p_2^{m} \) denote the myopic optimal prices charged by Firm 1 and Firm 2, respectively (here and below, the superscript “m” is used to denote “myopic”).
By letting the firm’s discount factor be approaching infinity, we obtain the myopic optimal prices for both firms as given below:

\[ p_i^m = c_1 + \xi_1^m \frac{\delta}{\gamma_1} \left[ \frac{1}{\beta_1^m} - (\alpha_1 + \alpha_2) \right], \]  
(7)

\[ p_i^2 = c_2 + \xi_2^m \frac{\delta}{\gamma_2} \left[ \frac{1}{\beta_2^m} - (\alpha_1 + \alpha_2) \right]. \]  
(8)

These two equations show that although the firms are myopic, they still consider the products network effects of both firms when making optimal pricing strategies. Furthermore, they set the myopic optimal prices higher for their products than the prices when they try to maximize the long-term profits (i.e., \( p_i^m > p_i^*, i = 1, 2 \)).

Note that the existence and uniqueness of the Nash equilibrium in oligopoly market with the logit demand function have been proved by Caplin and Nalebuff [9].

5. Heterogeneous network effects. In this section, we will compare the equilibrium steady-state prices for the two firms in the context of heterogeneous network effects, where network sensitivity differs among consumers. Suppose that there exist \( S \) segments in the market denoted by \( \alpha_{is}, s = 1, 2, \ldots, S; \ i = 1, 2 \). The main difference when compared with previous case is on their heterogeneous network sensitivities among segments. To proceed, it is assumed that the network sensitivity parameter is the same for consumers in the same segment. Let \( \alpha \) denote the network sensitivity parameter of consumers in segment \( s \) and let \( \Psi_s \) be the fraction of consumers in segment \( s \) such that \( \sum_{s=1}^{S} \Psi_s = 1 \). Thus, for \( i = 1, 2 \), the probability of purchasing Firm \( i \)'s product for consumers in segment \( s \) is

\[ q_{is}(t) = \frac{\exp(\sigma_i + \beta_i \xi_{is}(t) - \gamma_i \psi_i(t) + \alpha_{is} \sigma_i(t))}{\sum_{j=1}^{S} \exp(\sigma_j + \beta_j \xi_{js}(t) - \gamma_j \psi_j(t) + \alpha_{js} \sigma_j(t))}, \]

and the evolution of their preference on Firm \( i \)'s product is

\[ \dot{\xi}_{is}(t) = q_{is}(t) - \delta \xi_{is}(t). \]

The total market demand for Firm \( i \)'s product is:

\[ x_i(t) = \sum_{s=1}^{S} \Psi_s q_{is}. \]

Hence, the optimization problem for Firm \( i \) is to maximize its discounted profit

\[ J_i = \int_{0}^{\infty} e^{-rt} \sum_{s=1}^{S} \Psi_s q_{is}(p_i(t) - c_i) \, dt \]

subject to

\[ \dot{\xi}_{is}(t) = q_{is}(t) - \delta \xi_{is}(t), \]

\[ \dot{\xi}_{is}(t) = q_{is}(t) - \delta \xi_{is}(t), \]

\[ q_{is}(t) + q_{2s}(t) = 1, \quad s = 1, 2, \ldots, S. \]

**Theorem 3.** For each \( i = 1, 2 \), the equilibrium steady-state price for Firm \( i \)'s product with heterogeneous consumers network sensitivities is

\[ p_i^* = \frac{\sum_{s=1}^{S} \Psi_s q_{is} \dot{\xi}_{is}^*}{\gamma_1 \left[ \left( \sum_{s=1}^{S} \Psi_s W_s^* \right)^2 - (\beta_1 + \beta_2) \sum_{s=1}^{S} \Psi_s W_s^* \right]}, \]

where \( W_s^* = \frac{\sigma_{is}(\alpha_{is} + \alpha_{ij} + \alpha_{ij} + \alpha_{ij} + \alpha_{ij}) \xi_{is} \xi_{is}^*}{\xi_{is} \xi_{is}^* + 1}. \)

**Proof.** See Appendix.
When $\Psi_1 = 1, \Psi_2 = \Psi_3 = \ldots = \Psi_s = 0$, we obtain the equilibrium steady-state price:
\[
p^*_i = c_i + \xi^*_i \frac{\delta}{\gamma_i} \left[ \frac{1}{\beta \xi^*_i \xi^*_2} - \left( \frac{\beta_1 + \beta_2}{r + \delta} + (\alpha_1 s + \alpha_2 s) \right) \right],
\]
where $i = 1, 2$. Clearly, these results are same as those obtained for the case with homogeneous network sensitivity (see Eq. (5) and Eq. (6)).

6. Numerical examples. To illustrate the results of our model, the following numerical example is considered. We suppose that there are two Android online game companies offering, respectively, Racing Game, named Real Racing 2 and INDY 500 Arcade Racing (data of these two Games is available in the website [https://play.google.com/store/apps/category/GAME](https://play.google.com/store/apps/category/GAME)). Consumers visit the website, and check the number of downloads or reviews of these games, or even try them, then decide which to buy. These two firms, in order to attract consumers to buy their goods, may charge a very low price or offer some basic function free first. Then they will charge more when their Game becomes popular or the new version is released or the consumer needs advanced function. So for these firms, it is a dynamic pricing problem with network effects under competition and the utility of consumers follows our model (1).

We first examine how the ratio of the two costs, the two price sensitivity parameters, the time-varying preference and the two network effects can affect the profits, equilibrium prices, and market shares. Then a comparison study is carried out showing the differences between myopic optimal prices and equilibrium steady-state prices. Finally, the equilibrium steady-state prices of both firms with heterogeneous network sensitivity parameters will be compared with the case having no heterogeneous network sensitivity parameters.

Without lose of generality, we set $r = 0.95, \delta = 0.9, \sigma_1 = \sigma_2 = 1$, and let Firm 2’s parameters fixed, i.e. $c_2 = 1, \gamma_2 = 0.8, \beta_2 = 0.9$ and $\alpha_2 = 0.95$. Then we let Firm 1’s parameters, such as $c_1, \gamma_1, \beta_1$ and $\alpha_1$, be changed from 0.1 to 1 in an increment of 0.01 while keeping other parameters the same as those of Firm 2. The comparison results are shown in Figure 1 to Figure 12.

First, we should point out that, from Figure 1 to Figure 12, it is easy to see that if all the above parameters for the two firms are the same, then the two firms act like one firm sharing the same equilibrium prices, market shares and profits.

Figure 1 shows that the equilibrium prices of both firms decrease with respect to the ratio $c_1 / c_2$ of the network effects (see the explanation given in Section 4). Moreover, Figure 1 and Figure 2 show that when $\alpha_1 < \alpha_2$, we have $p^*_1 < p^*_2$, and $q^*_1 < q^*_2$. It suggests that Firm 2 has a “monopoly” power because the network effects of its goods are stronger. So even Firm 2 charges a higher price, its market share is still higher. For Firm 1, since its network effects are lower, it should charge a lower price than Firm 2 so as to attract more market share as shown in Figure 2.

As shown in Figure 3, when the ratio $c_1 / c_2$ of the cost of the two firms increases, $p^*_1$ increases but $p^*_2$ decreases first and then increases. If $c_1 < c_2$, then $p^*_1 < p^*_2$. Figure 4 shows an opposite where Firm 1’s market share decreases while Firm 2’s market share increases with respect to $c_1$. If $c_1 < c_2$, then $q^*_1 < q^*_2$. It is easy to understand the behavior of Firm 1: when the cost is low, it should charge a lower price to lure more consumers so as to attract a higher market share. This agrees with our intuition. However, Firm 2’s behavior is a little bit different. Since Firm 2’s cost is high ($c_2 = 1$) and Firm 1’s cost is low ($c_1 < c_2$), Firm 2 should charge
a higher price so as to gain some profit. Consequently, it will have a lower market share as shown in Figure 4. On the other hand, when \( c_1 \) is increased, meaning that Firm 2’s cost is decreased when compared with Firm 1, then Firm 2’s equilibrium price should be decreased such that more market share can be attained. Moreover, From Figure 3, it is observed that when the cost of Firm 1 becomes high enough (for example \( c_1 = 0.7 \) such that \( \frac{c_1}{c_2} = 0.7 \)), it loses the advantage of being low cost. In this situation, Firm 2 can increase its price to gain more profit.

Figure 5 and Figure 6 illustrate that the equilibrium prices of both the firms are decreased with respect to the ratio \( \beta_1 \beta_2 \). Moreover, it is observed that when \( \beta_1 < \beta_2 \), then \( p_1^* < p_2^* \), and \( q_1^* < q_2^* \). The reason is similar to the case when the network effects for both of the firms have positive effects on the utility of consumers.

In Figure 7, it is easy to observe that when Firm 2’s price sensitivity parameter \( \gamma_2 \) is fixed, the effect of \( \gamma_1 \) on its equilibrium price is almost negligible. On the other hand, if \( \gamma_1 < \gamma_2 \), then \( p_1^* < p_2^* \). However, Firm 1’s price is decreased with respect to the ratio \( \gamma_1 \gamma_2 \). From Figure 8, it is clearly seen that Firm 1’s market share is decreased with \( \frac{\beta_1}{\beta_2} \) and Firm 2’s market share is increased with it.
Figure 5. The relationship between $p_i^*$ and $\beta_1$ when $\beta_2 = 0.9$

Figure 6. The relationship between $q_i^*$ and $\beta_1$ when $\beta_2 = 0.9$

Figure 7. The relationship between $p_i^*$ with $\gamma_1$ when $\gamma_2 = 0.8$

Figure 8. The relationship between $q_i^*$ with $\gamma_1$ when $\gamma_2 = 0.8$

Figure 9. The relationship between $J_i^*$ and $\alpha_1$ when $\alpha_2 = 0.95$

Figure 10. The relationship between $J_i^*$ and $c_1$ when $c_2 = 1$. 
Figure 9 to Figure 12 show that the firms’ profits will decrease when the ratio of the network effects, the time-varying preference and the price sensitivity are increased. The firm with higher network effects and preference sensitivity will get a higher profit when compared to that with lower network effects and preference sensitivity. However, the situation will be opposite when the firm has higher cost and price sensitivity. It is not surprising to see that the trend is similar to that of the market share $q_i$ and that of the equilibrium price $q_i$ as shown in Figure 1 to Figure 8. This is because the profit depends largely on the market share and equilibrium price.

Figure 13 depicts the differences between myopic optimal price and equilibrium steady-state price of Firm 1. It can be seen that Firm 1 will charge a higher price if it behaves myopically as we discussed in Section 4. Meanwhile, its myopic optimal price and equilibrium price are decreased with respect to the network effects.

Finally, we wish to compare the equilibrium steady-state prices for cases with and without heterogeneous network sensitivity parameters. As in the previous numerical study, the values of the parameters remain unchanged, except the network effects sensitivity parameters of both firms. For simplicity of analysis, we consider a symmetric duopoly case and set $\alpha_i = \alpha_j = \alpha_{i1} = \alpha_{j1} = 0.5, \Psi_1 = \Psi_2 = 0.5, \alpha_{i2} = \alpha_{j2}$.
In these settings, the equilibrium steady-state prices for both firms with homogeneous network effects sensitivities are the same and equal to 3.0275. Figure 14 shows a comparison between the equilibrium steady-state prices for cases with and without heterogeneous network effects sensitivities. It can be clearly seen that the equilibrium steady state prices charged by both firms for heterogeneous case are always greater than those for the homogeneous case. It conforms to the rules observed in Figure 1, where a firm should set a lower price when its network effects sensitivity is increased.

7. Conclusions. In this paper, we consider dynamic pricing policies for two firms producing products that display network effects in duopoly markets. We used the logit demand function along with the network effects sensitivity parameters and the dynamics of consumers preference to characterize this model. We first considered the case that consumer’s network effects sensitivity parameters are homogeneous. Then, we proved the existence and uniqueness of the open-loop Nash equilibrium for this dynamic pricing model and obtained the steady-state prices for both firms. By analyzing the influence of network effects sensitivity on the firm’s steady state price, we concluded that the firm with a higher network effects sensitivity parameter may charge a higher price than its competitor, because a high network effects of their products may give the firm the “monopoly power” (i.e., its market share will increase although the firm charges a higher price to its consumers). We then extended the basic model to the case with heterogeneous network effects and explore its impact on the equilibrium steady-state prices of both firms. Our numerical examples showed that the heterogeneous steady-state price was higher than the homogeneous one.

In this paper, we consider the firms in duopoly markets. However, there are lots of firms who sell products with network effects properties. So future research may consider oligopoly or fully competitive firms in the market. Moreover, we have not derived the feedback equilibrium solutions for firms’ dynamic pricing policies. It is an interesting question yet to be solved.

Appendix.

Proof of Theorem 2.

Proof. The objective function for Firm 1 is:

$$J_1 = \int_0^\infty e^{-rt}q_1(t)(p_1(t) - c_1)dt$$

subject to

$$\dot{\xi}_1(t) = q_1(t) - \delta \xi_1(t),$$

$$\dot{\xi}_2(t) = q_2(t) - \delta \xi_2(t),$$

where the market share of Firm 1 at time t is:

$$q_1(t) = \frac{\exp(\sigma_1 + \beta_1 \xi_1(t) - \gamma_1 p_1(t) + \alpha_1 q_1(t))}{\sum_{j=1}^{2} \exp(\sigma_j + \beta_j \xi_j(t) - \gamma_j p_j(t) + \alpha_j q_j(t))}$$

(10)

In the following, we drop the argument “t” for ease of exposition. The current-value Hamiltonian for Firm 1 is given by

$$H_1 = q_1(p_1 - c_1) + h_1(q_1 - \delta \xi_1) + m_1(q_2 - \delta \xi_2).$$
The necessary conditions for an open-loop Nash equilibrium are:

\[
\frac{\partial H_1}{\partial p_1} = 0, \\
\dot{h}_1 = r h_1 - \frac{\partial H_1}{\partial \xi_1}, \\
\dot{m}_1 = r m_1 - \frac{\partial H_1}{\partial \xi_2}
\]

where \( \frac{\partial q_1}{\partial p_1} = \frac{\partial q_1}{\partial \xi_1} + h_1 \frac{\partial q_1}{\partial p_1} + m_1 \frac{\partial q_2}{\partial p_1} = 0 \).

Substituting Eq. (16) and Eq. (17) into Eq. (13)-Eq. (15) gives

\[
\dot{h}_1 = r h_1 - [(p_1 - c_1) \frac{\partial q_1}{\partial \xi_1} + h_1 \frac{\partial q_1}{\partial \xi_1} - h_1 \beta + m_1 \frac{\partial q_2}{\partial \xi_1}],
\]

\[
\dot{m}_1 = r m_1 - [(p_1 - c_1) \frac{\partial q_1}{\partial \xi_2} + h_1 \frac{\partial q_1}{\partial \xi_2} - m_1 \beta + m_1 \frac{\partial q_2}{\partial \xi_2}].
\]

Let

\[
F(q_1, p_1, \xi_1, \xi_2) = \exp(\sigma_1 + \beta_1 \xi_1 - \gamma_1 p_1 + \alpha_1 q_1) - q_1
\]

where \( q_1 + q_2 = 1 \).

According to the implicit function theorem,

\[
\frac{\partial q_1}{\partial p_1} = -\frac{F_{p_1}}{F_{q_1}}, \quad \frac{\partial q_1}{\partial \xi_1} = -\frac{F_{\xi_1}}{F_{q_1}}, \quad \frac{\partial q_1}{\partial \xi_2} = -\frac{F_{\xi_2}}{F_{q_1}},
\]

\[
F_{q_1} = (\alpha_1 + \alpha_2) q_1 q_2 - 1, \quad F_{p_1} = -\gamma_1 q_1 q_2
\]

\[
F_{\xi_1} = \beta_1 q_1 q_2, \quad F_{\xi_2} = -\beta_2 q_1 q_2
\]

Hence,

\[
\frac{\partial q_1}{\partial p_1} = \gamma_1 A, \quad \frac{\partial q_1}{\partial \xi_1} = -\beta_1 A, \quad \frac{\partial q_1}{\partial \xi_2} = \beta_2 A
\]

where \( A = \frac{q_1 q_2}{(\alpha_1 + \alpha_2) q_1 q_2 - 1} \).

Similarly, we obtain

\[
\frac{\partial q_2}{\partial p_1} = -\gamma_1 A, \quad \frac{\partial q_2}{\partial \xi_1} = \beta_1 A, \quad \frac{\partial q_2}{\partial \xi_2} = -\beta_2 A
\]

Substituting Eq. (16) and Eq. (17) into Eq. (13)-Eq. (15) gives

\[
\frac{\partial H_1}{\partial p_1} = q_1 + (p_1 - c_1) \gamma_1 A + h_1 \gamma_1 A - m_1 \gamma_1 A = 0,
\]

\[
\dot{h}_1 = r h_1 - [(p_1 - c_1) \beta_1 A - h_1 \beta_1 A - h_1 \beta + m_1 \beta_1 A]
\]

\[
= (r + \delta) h_1 + (p_1 - c_1) \beta_1 A + (h_1 - m_1) \beta_1 A
\]

\[
\dot{m}_1 = r m_1 - [(p_1 - c_1) \beta_2 A + h_1 \beta_2 A - m_1 \beta_2 A - m_1 \beta_2 A]
\]

\[
= (r + \delta) m_1 - (p_1 - c_1) \beta_2 A - (h_1 - m_2) \beta_2 A
\]

From Eq. (18), we have

\[
p_1 - c_1 = -\frac{q_1}{\gamma_1 A} - (h_1 - m_1)
\]

So

\[
\dot{h}_1 = (r + \delta) h_1 - \frac{q_1}{\gamma_1 A} \beta_1 A - (h_1 - m_1) \beta_1 A + (h_1 - m_1) \beta_1 A
\]

\[
= (r + \delta) h_1 - \frac{q_1}{\gamma_1} \beta_1
\]
\[ \dot{m}_1 = (r + \delta)h_1 + \frac{q_1}{\gamma_1} \beta_2 A + (h_1 - m_1)\beta_2 A - (h_1 - m_1)\beta_2 A \]  
\[ = (r + \delta)m_1 + \frac{q_1}{\gamma_1} \beta_2 \]  
Taking differentiating of Eq. \((18)\) with respect to time gives  
\[ \frac{1}{\gamma_i} \dot{q}_1((\alpha_1 + \alpha_2)q_2^2 - 1) + \dot{p}_1 + (\dot{h}_1 - \dot{m}_1) = 0 \]  
Substituting \(\dot{h}_1, \dot{m}_1\), given, respectively, by Eq. \((21)\) and Eq. \((22)\), into Eq. \((23)\), we obtain  
\[ \frac{1}{\gamma_1} \dot{q}_1((\alpha_1 + \alpha_2)q_2^2 - 1) - (\beta_1 + \beta_2)q_1 + \dot{p}_1 + (r + \delta)(h_1 - m_1) = 0 \]  
From Eq. \((18)\), it follows that  
\[ h_1 - m_1 = -\frac{q_1}{\gamma_1 A} - (p_1 - c_1) \]  
Therefore, Eq. \((23)\) can be rewritten as:  
\[ \dot{p}_1 - (r + \delta)(p_1 - c_1) + \frac{1}{\gamma_1} \dot{q}_1((\alpha_1 + \alpha_2)q_2^2 - 1) - (\beta_1 + \beta_2 + (r + \delta)(\alpha_1 + \alpha_2))q_1 + \frac{r + \delta}{q_2} = 0 \]  
Similarly, we have  
\[ \dot{p}_2 - (r + \delta)(p_2 - c_2) + \frac{1}{\gamma_2} \dot{q}_2((\alpha_1 + \alpha_2)q_1^2 - 1) - (\beta_1 + \beta_2 + (r + \delta)(\alpha_1 + \alpha_2))q_2 + \frac{r + \delta}{q_1} = 0 \]  
Eq. \((24)\) together with Eq. \((25)\) characterizes the equilibrium price paths for the two firms over time.

Now, by setting \(\dot{p}_1 = \dot{p}_2 = \dot{q}_1 = \dot{q}_2 = \dot{\xi}_1 = \dot{\xi}_2 = 0\), we obtain the equilibrium steady-state prices as given below.

\[ - (r + \delta)(p_1^* - c_1) + \frac{1}{\gamma_1} \frac{r + \delta}{q_2^*} - (\beta_1 + \beta_2 + (r + \delta)(\alpha_1 + \alpha_2))q_1^* = 0, \]  
\[ - (r + \delta)(p_2^* - c_2) + \frac{1}{\gamma_2} \frac{r + \delta}{q_1^*} - (\beta_1 + \beta_2 + (r + \delta)(\alpha_1 + \alpha_2))q_2^* = 0, \]  
\[ q_1^* = \delta \xi_1^*, \quad q_2^* = \delta \xi_2^* \]  
where “*” denote the steady state values.

Moreover, from Eq. \((10)\), we have

\[ q_1^* = \frac{\exp(\sigma_1 + \beta_1 \xi_1^* - \gamma_1 p_1^* + \alpha_1 q_1^*)}{\Sigma_{j=1}^r \exp(\sigma_j + \beta_j \xi_j^* - \gamma_j p_j^* + \alpha_j q_j^*)} \]  
\[ q_1^* + q_2^* = 1 \]  
Now, we can solve the system of Eq. \((26)\)-Eq. \((30)\) for \(p_1^*, p_2^*, q_1^*, q_2^*, \xi_1^*, \xi_2^*\). In particular,

\[ p_1^* = c_1 + \xi_1^* \frac{\delta}{\gamma_1} \left[ \frac{1}{\delta^2 \xi_1^* \xi_2^*} - (\frac{\beta_1 + \beta_2}{r + \delta} + (\alpha_1 + \alpha_2)) \right], \]  
\[ p_2^* = c_2 + \xi_2^* \frac{\delta}{\gamma_2} \left[ \frac{1}{\delta^2 \xi_1^* \xi_2^*} - (\frac{\beta_1 + \beta_2}{r + \delta} + (\alpha_1 + \alpha_2)) \right]. \]
**Proof of Theorem 3.**

*Proof.* The objective function for Firm 1 is:

\[
J_1 = \int_0^\infty e^{-rt} \sum_{s=1}^\infty \psi_s q_{1s}(p_1(t) - c_1) dt
\]

subject to 2S state equations

\[
\dot{\xi}_{1s}(t) = q_{1s}(t) - \delta \xi_{1s}(t), \quad \dot{\xi}_{2s}(t) = q_{2s}(t) - \delta \xi_{2s}(t), \quad s = 1, 2, ...S
\]

where the market share of Firm 1 at time \(t\) is:

\[
q_{1s}(t) = \frac{\exp(\sigma_1 + \beta_1 \xi_{1s}(t) - \gamma_1 p_1(t) + \alpha_1 \sum_{s=1}^S \psi_s q_{1s}(t))}{\sum_{j=1}^S \exp(\sigma_j + \beta_j \xi_{js}(t) - \gamma_j p_j(t) + \alpha_j \sum_{s=1}^S \psi_s q_{js}(t))}
\]

In the following, we drop the argument “\(t\)” for ease of exposition. The current-value Hamiltonian for Firm 1 is given by

\[
H_1 = \sum_{s=1}^S \psi_s q_{1s}(p_1 - c_1) + \sum_{s=1}^S h_{1s}(q_{1s} - \delta \xi_{1s}) + \sum_{s=1}^S m_{1s}(q_{2s} - \delta \xi_{2s})
\]

The necessary conditions for an open-loop Nash equilibrium in the steady state are:

\[
\frac{\partial H_1}{\partial p_1} = 0 \tag{33}
\]

\[
\dot{\xi}_{1s} = \begin{cases} r h_{1s} - \frac{\partial H_1}{\partial q_{1s}} = 0, & s = 1, 2, ...S, \end{cases} \tag{34}
\]

\[
\frac{\partial H_1}{\partial p_1} = \sum_{s=1}^S \psi_s q_{1s} + (p_1 - c_1) \sum_{s=1}^S \psi_s q_{1s} - \sum_{s=1}^S h_{1s}(q_{1s} - \delta \xi_{1s}) + \sum_{s=1}^S m_{1s}(q_{2s} - \delta \xi_{2s}) = 0, \tag{35}
\]

\[
\dot{\xi}_{2s} = \begin{cases} r h_{2s} - \frac{\partial H_1}{\partial q_{2s}} = 0, & s = 1, 2, ...S, \end{cases} \tag{36}
\]

\[
\dot{m}_{1s} = \begin{cases} r m_{1s} - [(p_1 - c_1)\psi_s \frac{\partial q_{1s}}{\partial q_{1s}} + h_{1s}\frac{\partial q_{1s}}{\partial \xi_{1s}} - h_{1s}\gamma_1 - m_{1s}\frac{\partial q_{2s}}{\partial \xi_{1s}}] = 0, & s = 1, 2, ...S, \end{cases} \tag{37}
\]

Let

\[
F(q_{1s}, p_1, \xi_{1s}, \xi_{2s}) = \frac{\exp(\sigma_1 + \beta_1 \xi_{1s}(t) - \gamma_1 p_1(t) + \alpha_1 \sum_{s=1}^S \psi_s q_{1s}(t)) - q_{1s}}{\sum_{j=1}^S \exp(\sigma_j + \beta_j \xi_{js}(t) - \gamma_j p_j(t) + \alpha_j \sum_{s=1}^S \psi_s q_{js}(t))}
\]

where \(q_{1s} + q_{2s} = 1\). According to the implicit function theorem,

\[
\frac{\partial q_{1s}}{\partial p_1} = -F_{q_1s} F_{q_1s}, \quad \frac{\partial q_{1s}}{\partial \xi_{1s}} = -F_{q_1s} F_{q_1s}, \quad \frac{\partial q_{1s}}{\partial \xi_{2s}} = -F_{q_1s} F_{q_1s}
\]

\[
F_{q_1s} = \psi_s (\alpha_1 + \alpha_2) q_{1s} q_{2s} - 1, \quad F_{p_1} = -\gamma_1 q_{1s} q_{2s}, \quad F_{\xi_{1s}} = \beta_1 q_{1s} q_{2s}, \quad F_{\xi_{2s}} = -\beta_2 q_{1s} q_{2s}
\]

Hence,

\[
\frac{\partial q_{1s}}{\partial p_1} = \gamma_1 W_s, \quad \frac{\partial q_{1s}}{\partial \xi_{1s}} = -\beta_1 W_s, \quad \frac{\partial q_{1s}}{\partial \xi_{2s}} = \beta_2 W_s \tag{38}
\]

where \(W_s = \frac{1}{\psi_s (\alpha_1 + \alpha_2) q_{1s} q_{2s} - 1}\).

Similarly, we obtain

\[
\frac{\partial q_{2s}}{\partial p_1} = -\gamma_1 W_s, \quad \frac{\partial q_{2s}}{\partial \xi_{1s}} = \beta_1 W_s, \quad \frac{\partial q_{2s}}{\partial \xi_{2s}} = -\beta_2 W_s \tag{39}
\]

Substituting Eq. (38) and Eq. (39) into Eq. (33)-Eq. (35) gives

\[
\frac{\partial H_1}{\partial p_1} = \sum_{s=1}^S \psi_s q_{1s} + (p_1 - c_1) \sum_{s=1}^S \psi_s q_{1s} + \sum_{s=1}^S h_{1s} \gamma_1 W_s + \sum_{s=1}^S m_{1s}(-\gamma_1 W_s) = 0,
\]
which implies that
\[
\sum_{s=1}^{S} \Psi_{s} q_{1s} + \gamma_{1}(p_{1} - c_{1}) \sum_{s=1}^{S} \Psi_{s} W_{s} + \gamma_{1} \sum_{s=1}^{S} h_{1s} W_{s} = 0 \tag{40}
\]

\[
\dot{h}_{1s} = rh_{1s} - [(p_{1} - c_{1})\Psi_{s}(-\beta_{1} W_{s}) + h_{1s}(-\beta_{1} W_{s}) - h_{1s}\delta + m_{1s}\beta_{1} W_{s}] = 0
\]

Thus,
\[
(r + \delta)h_{1s} + \beta_{1}(p_{1} - c_{1})\Psi_{s} W_{s} + \beta_{1} h_{1s} W_{s} - m_{1s}\beta_{1} W_{s} = 0, s = 1, 2, ..., S. \tag{41}
\]

\[
m_{1s} = rm_{1s} - [(p_{1} - c_{1})\Psi_{s}\beta_{2} W_{s} + h_{1s}\beta_{2} W_{s} - m_{1s}\delta + m_{1s}(-\beta_{2} W_{s})] = 0,
\]

and hence
\[
(r + \delta)m_{1s} - \beta_{2}(p_{1} - c_{1})\Psi_{s} W_{s} - \beta_{2} h_{1s} W_{s} + m_{1s}\beta_{2} W_{s} = 0, s = 1, 2, ..., S. \tag{42}
\]

Combining Eq. (41) and Eq. (42), we have
\[
h_{1s} W_{s} = -\frac{\beta_{1}(p_{1} - c_{1})\Psi_{s} W_{s}^{2}}{r + \delta + (\beta_{1} + \beta_{2})W_{s}}, \tag{43}
\]
\[
m_{1s} W_{s} = -\frac{\beta_{2}(p_{1} - c_{1})\Psi_{s} W_{s}^{2}}{r + \delta + (\beta_{1} + \beta_{2})W_{s}}. \tag{44}
\]

Substituting Eq. (43) and Eq. (44) into Eq. (40) gives
\[
p_{1} = c_{1} - \frac{\sum_{s=1}^{S} \Psi_{s} q_{1s}}{\gamma_{1} \sum_{s=1}^{S} \Psi_{s} W_{s} - (\beta_{1} + \beta_{2}) \sum_{s=1}^{S} \Psi_{s} W_{s}^{2} + (\beta_{1} + \beta_{2}) W_{s}},
\]

where \(W_{s} = \Psi_{s}^{(\alpha_{1s} + \alpha_{2s})} q_{1s}^{\alpha_{2s}} r_{1s}^{\alpha_{2s}} 1 \).

In the steady-state, we have
\[
\dot{\xi}_{1s}(t) = \dot{q}_{1s} - \dot{\xi}_{1s} = 0, \quad \dot{\xi}_{2s}(t) = \dot{q}_{2s} - \dot{\xi}_{2s} = 0, \quad s = 1, 2, ..., S.
\]

Hence, the steady state equilibrium price for Firm 1’ network goods is
\[
p_{1}^{*} = c_{1} - \frac{\delta \sum_{s=1}^{S} \Psi_{s} \xi_{1s}^{*}}{\gamma_{1} \sum_{s=1}^{S} \Psi_{s} W_{s}^{*} - (\beta_{1} + \beta_{2}) \sum_{s=1}^{S} \Psi_{s} W_{s}^{2} + (\beta_{1} + \beta_{2}) W_{s}^{*}},
\]

where \(W_{s}^{*} = \Psi_{s}^{(\alpha_{1s} + \alpha_{2s})} q_{1s}^{\alpha_{2s}} r_{1s}^{\alpha_{2s}} 1 \). Similarly, the steady state equilibrium price for Firm 2’ network goods is
\[
p_{2}^{*} = c_{2} - \frac{\delta \sum_{s=1}^{S} \Psi_{s} \xi_{2s}^{*}}{\gamma_{2} \sum_{s=1}^{S} \Psi_{s} W_{s}^{*} - (\beta_{1} + \beta_{2}) \sum_{s=1}^{S} \Psi_{s} W_{s}^{2} + (\beta_{1} + \beta_{2}) W_{s}^{*}},
\]

where \(\Psi_{1} = 1, \Psi_{2} = \Psi_{3} = ... = \Psi_{S} = 0,\)

\[
p_{1}^{s} = c_{1} + \xi_{1s}^{*} \frac{\delta}{\gamma_{1}} \left[ \frac{1}{\delta^{2} \xi_{1s} \xi_{2s}^{*}} - \left( \frac{\beta_{1} + \beta_{2}}{\alpha_{1s} + \alpha_{2s}} \right) \right],
\]
\[
p_{2}^{s} = c_{2} + \xi_{2s}^{*} \frac{\delta}{\gamma_{2}} \left[ \frac{1}{\delta^{2} \xi_{1s} \xi_{2s}^{*}} - \left( \frac{\beta_{1} + \beta_{2}}{\alpha_{1s} + \alpha_{2s}} \right) \right]
\]
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