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Abstract

Given a $k$-graph $H$ a complete blow-up of $H$ is a $k$-graph $\hat{H}$ formed by replacing each $v \in V(H)$ by a non-empty vertex class $A_v$ and then inserting all edges between any $k$ vertex classes corresponding to an edge of $H$. Given a subgraph $G \subseteq \hat{H}$ and an edge $e \in E(H)$ we define the density $d_e(G)$ to be the proportion of edges present in $G$ between the classes corresponding to $e$.

The density Turán problem for $H$ asks: determine the minimal value $d_{\text{crit}}(H)$ such that any subgraph $G \subseteq \hat{H}$ satisfying $d_e(G) > d_{\text{crit}}(H)$ for every $e \in E(H)$ contains a copy of $H$ as a transversal, i.e. a copy of $H$ meeting each vertex class of $\hat{H}$ exactly once.

We give upper bounds for this hypergraph density Turán problem that generalise the known bounds for the case of graphs due to Csikvári and Nagy [3], although our methods are different, employing an entropy compression argument.

1 Introduction

The classical Turán problem asks how many edges a graph or hypergraph $G$ can have if it does not contain a copy of a given forbidden subgraph $H$. The problem we consider is a variant known as the density Turán problem (see Csikvári and Nagy [3]). We consider subgraphs of blow-ups of a forbidden hypergraph $H$ (see below for formal definitions) and ask how dense this must be to guarantee a copy of the original hypergraph $H$.

In this paper we consider the general $k$-uniform hypergraph version of the problem. Let $H$ be an $k$-uniform hypergraph, or $k$-graph for short, with vertex set $V(H) = \{v_1, \ldots, v_h\}$ and edge set $E(H) \subseteq \binom{V(H)}{k}$. A $k$-graph $K$ is a subgraph of the $k$-graph $H$ if and only if $V(K) \subseteq V(H)$ and $E(K) \subseteq E(H)$. The neighbourhood of a vertex $v \in V(H)$ is

$$\Gamma_H(v) = \{B \in \binom{V(H)}{k-1} \mid \{v\} \cup B \in E(H)\}.$$ 

The degree of a vertex $v$ is the size of its neighbourhood $|\Gamma_H(v)|$, while the maximum degree of $H$ is $\Delta(H) = \max_{v \in V(H)} |\Gamma_H(v)|$. We also need the related
concept of the maximum disjoint degree of $H$:

$$\Delta_0(H) = \max_{v \in V(H)} \{ j \mid \text{there exist pairwise disjoint } B_1, \ldots, B_j \in \Gamma(v) \}. $$

Note that $\Delta_0(H) \leq \Delta(H)$ with equality for all 2-graphs and linear $k$-graphs.

A complete blow-up $\hat{H}$ is formed from $H$ by replacing each $v \in V(H)$ by a non-empty class $A_v$ containing $a_v$ vertices and then taking the edges of $\hat{H}$ to be all choices of $k$ vertices from any $k$ classes that correspond to an edge of $H$. More formally $\hat{H}$ has vertex set $V(\hat{H}) = A_1 \cup \cdots \cup A_h$ where $A_i = \{ w_{i1}, \ldots, w_{ai} \} \neq \emptyset$, and edge set

$$E(\hat{H}) = \{ w_{j1}^b \cdots w_{jk}^b \mid w_{j1}^b \cdots w_{jk}^b \in E(H), 1 \leq j_i \leq a_i, 1 \leq i \leq k \}.$$ 

If each vertex class has size $n$ then we call this the complete $n$-blow-up of $H$ and denote it by $\hat{H}(n)$. We define a blow-up of $H$ to be any subgraph $G \subseteq \hat{H}$ while an $n$-blow-up is simply any subgraph $G \subseteq \hat{H}(n)$ with $V(G) = V(\hat{H}(n))$.

An $H$-transversal is a subgraph isomorphic to $H$ with exactly one vertex from each vertex class. We say that a blow-up of $H$ is $H$-free if it does not contain an $H$-transversal. We are interested in the question of when a blow-up of $H$ will contain an $H$-transversal.

If $G$ is a blow-up of $H$ and $e \in E(H)$ we define $G[e]$ to be the $k$-partite subgraph of $G$ induced by $\cup_{v_i \in e} A_i$. We then define

$$d_e(G) = \frac{|E(G[e])|}{\prod_{v_i \in e} a_i},$$

which is simply the ordinary density of $G[e]$ and let $d(G) = \min_{e \in E(H)} d_e(G)$. Thus if $G$ is a blow-up of $H$ and $d(G) = d$ then every $k$-partite subgraph of $G$ formed from $k$ classes that correspond to an edge in $H$ has density at least $d$.

The question we will consider is when does $d(G) > \delta$ imply that $G$ contains an $H$-transversal. We define the critical edge density to be

$$d_{\text{crit}}(H) = \sup \{ d(G) \mid G \text{ is an } H\text{-free blow-up of } H \}. $$

"Figure 1: $\hat{K}_3(2)$ the complete 2-blown-up of $K_3$ and a $C_4$-free 4-blown-up of $C_4$"

...
Note that if $H$ is not connected then its critical edge density is simply the maximum of the critical edge densities of its components, so we will always assume that $H$ is connected.

2 Previous work

The first result in this area is due to Bondy et al. [1] who considered the problem for triangles.

**Theorem 1** (Bondy et al. 2006 [1]). The triangle $K_3$ has critical edge density $d_{crit}(K_3) = \varphi \approx 0.618\ldots$, the golden ratio.

Later Nagy [8] and Csikvári and Nagy [3] gave exact results for trees and cycles as well as the following bound for the general graph version of the problem.

**Theorem 2** (Csikvári and Nagy 2012 [3]). Let $H$ be a graph with maximum degree $\Delta$ and let $t(H)$ be the largest root of its matching polynomial. Then the critical edge density satisfies

$$d_{crit}(H) \leq 1 - \frac{1}{t(H)^2}.$$  

In particular,

$$d_{crit}(H) \leq 1 - \frac{1}{4(\Delta - 1)}.$$  

(1)

More recently Markström and Thomassen gave an exact answer for $K_{k+1}^{(k)}$.

**Theorem 3** (Markström and Thomassen 2019 [6]). For $k \geq 3$, the complete $k$-uniform hypergraph of order $k + 1$ has critical edge density

$$d_{crit}(K_{k+1}^{(k)}) = \frac{k}{k + 1}.$$  

Our work is closest to Theorem 2. Using an entropy compression argument we derive an upper bound for the critical edge density of all $k$-graphs for $k \geq 2$.

**Theorem 4.** Let $H$ be a $k$-graph of order $h$ with maximum degree $\Delta$ and maximum disjoint degree $\Delta_0$, then there exists a constant $\alpha = \alpha(k, \Delta_0)$ such that

$$d_{crit}(H) \leq 1 - \frac{1}{\alpha \Delta}.$$  

Unless $H$ is $\Delta$-regular there also exists a constant $\beta(k, h)$, such that

$$d_{crit}(H) \leq 1 - \frac{1}{\beta(\Delta - 1)}.$$  

Both $\alpha, \beta \leq k(k/(k-1))^{k-1} < ke$. (The exact values of $\alpha, \beta$ above can be found by solving two related generalised Dyck-path counting problems which we discuss in Section 3.)
For $k = 2$ we have $\beta \leq 4 \cos^2 \pi/(h + 1)$ and so recover (11), the weaker of the two bounds from Theorem 2 [3] in the case when $H$ is not regular.

We also have specific bounds for many complete $k$-graphs.

**Theorem 5.** If $1 \leq l < k$ then the complete $k$-graph of order $k + l$ satisfies

$$1 - \frac{1}{\Delta} \leq d_{\text{crit}}(K_{k+l}^{(k)}) \leq 1 - \frac{1}{(l + 1)\Delta}.$$ 

Interestingly, while these bounds are similar in form to the previous bound for 2-graphs, they are derived in a completely different way. We use the entropy compression technique introduced by Moser and Tardos [7].

The key ingredient is an algorithm which when given $G$, an $n$-blow-up of a $k$-graph $H$, searches for an $H$-transversal in $G$. This algorithm halts if and only if it finds such an $H$-transversal. As it runs, the algorithm consumes a sequence $(z_t)_{t=1}^n$ of integers and maintains a record $(r_t)_{t=1}^n$ of its actions as well as a partial $H$-transversal $P_t$. We will show that using this record $(r_t)_{t=1}^n$ together with the final partial $H$-transversal $P_s$, it is possible to reconstruct the original sequence $(z_t)_{t=1}^s$ and so the algorithm can be viewed as a compression algorithm for integer sequences. We show that if $G$ is sufficiently dense and the search algorithm fails to halt, then this compression algorithm is simply too good to be true. This is an example of an *entropy compression* argument (this terminology seems to have first been introduced by Tao [10]).

In order to give the proof we will need some auxiliary results on generalised Dyck paths. The reader may skip ahead to Section 4 for the proofs of Theorems 4 and 5 and refer back to these results as necessary.

We note that all our results concern upper bounds for the density Turán problem. Moving to a slightly more general setting, where one considers weighted hypergraphs, it is straightforward to generalise earlier results due to Bondy et al. [11] for tripartite graphs and due to Nagy [8] for general graphs, showing that computing this critical edge density is in fact a finite optimisation problem. This in turn implies the following simple lower bound that we state without proof.

**Proposition 6.** If $H$ is a $k$-graph with maximum degree $\Delta$ then

$$d_{\text{crit}}(H) \geq 1 - \frac{1}{\Delta}.$$ 

**Proof.** This is a simple generalisation to $k$-graphs of Corollary 3.8 [8].

### 3 Generalised Dyck paths

For any integer $m \geq 1$, a *partial $m$-Dyck path* is a path in the upper half-plane of the 2-dimensional integer lattice starting at $(0,0)$ using steps $\uparrow = (1,1)$, a *rise*, and $\downarrow_m = (1, -m)$, an *$m$-fall*. The $y$-coordinate of any point on the path is known as its *level*. The *height* of a path is the maximum level reached. If the path ends on the horizontal axis, i.e. at level zero, then it is called a *full*
$m$-Dyck path. The length of the path is the number of steps. A longest sequence of consecutive $m$-falls in a partial $m$-Dyck path is called a maximum descent.

We will be interested in counting partial $m$-Dyck paths of bounded height and bounded maximum descent.

Given integers $h, m, s, d, l \geq 0$ let $D_m(s, l, h, d)$ denote the set of partial $m$-Dyck paths ending at $(s, l)$, bounded by height $h$ and with maximum descent at most $d$. We will also be interested in paths with no restriction on height or maximum descent in which case we will replace the argument $h$ or $d$ by $\cdot$.

**Lemma 7.** Given integers $h \geq m$ and $s, d, l \geq 1$ such that $\max\{d, m\} \geq 2$ there exists $t \leq \lfloor \frac{s + 4h}{m+1} \rfloor$ such that

$$|D_m(s, l, h, d)| \leq |D_m(t(m + 1), 0, h, d)|.$$

**Proof.** We define an injective mapping from $D_m(s, l, h, d)$ to $D_m(t(m+1), 0, h, d)$, for some $t = t(m,l)$. We do this by describing a fixed extension of each path in the domain that depends only on $m$ and $l$ using at most $4h$ additional steps. In each case this yields a full $m$-Dyck path and hence has length $t(m + 1)$ for some $t \leq \lfloor \frac{s + 4h}{m+1} \rfloor$. Moreover the new path is constructed so that it still has height at most $h$ and maximum descent at most $d$.

Fix a partial $m$-Dyck path from $D_m(s, l, h, d)$ ending at $(s, l)$. Starting from $(s, l)$, we extend this path as follows. If $m \geq 2$ first add $\uparrow^{h-l}$ i.e. $h - l$ rises. Next let $j = \lfloor h/(m - 1) \rfloor$ and add the following $2j$ steps $(\downarrow_m \uparrow)^j$. This takes us to level $0 \leq l_0 \leq m - 2$. Either $l_0 = 0$ and we are done or add $\uparrow^{m-l_0} \downarrow_m$ to give a full $m$-Dyck path with at most $4h$ additional steps.

For $m = 1$ we start by adding $\uparrow^{h-l}$. Next we use the fact that $d \geq 2$ to add $(\downarrow^2 \uparrow)^{h-2}$ which gives a full 1-Dyck path with at most $4h$ additional steps.

In each case note that the extended path never exceeds height $h$. Moreover the maximum descent in each extended path is still at most $d$. \hfill $\square$
Lemma 8. Given integers $m, t, d \geq 1$ such that $\max\{d, m\} \geq 2$. Let $\phi(x) = \sum_{i=0}^{d} x^{mi}$ and let $\tau$ be the unique positive solution of $\phi(x) = x\phi'(x)$. If $\alpha(m, d) = (\phi'(\tau))^{m}$ then there exists a constant $c_{a} = c_{a}(m, d)$ such that
\[ |D_{m}(t(m + 1), 0, \cdot, d)| \leq c_{a} \alpha^{t}. \]
Moreover $\alpha \leq \gamma_{m} = (m + 1)(1 + 1/m)^{m}$.

Proof. The fact that $\alpha \leq \gamma_{m}$ follows by noting that $\gamma_{m} = \alpha(m, \infty)$ (i.e. the value of $\alpha$ obtained by setting $d = \infty$ in the sum $\phi(x)$).

We use Lemma 8 from Esperet and Parreau [5], that in turn uses the work of Drmota [4]. Counting full $m$-Dyck paths with $t m$-falls and maximum descent $d$ is the same as counting 1-Dyck paths of length $2tm$ with all descents from the set $E = \{m, 2m, \ldots, dm\}$. (Simply replace each $m$-fall by $m$ 1-falls.)

Lemma 8 [5] can now be applied, with $\phi_{E}(x) = \sum_{i=0}^{d} x^{mi}$, to give a constant $c_{E}$ such that the number of such paths is at most $c_{E} \alpha^{t}$. So we can take $c_{a}(m, d) = c_{E}$.

Lemma 9. Given integers $h, m, t \geq 1$ let $\beta(m, h)$ be the reciprocal of the smallest root of $\left\lfloor \frac{(h+1)/(m+1)}{\sum_{i=0}^{d} (-x)^{i}} \right\rfloor \left( h - mi + 1 \right)^{i}$.

There exists a constant $c_{b} = c_{b}(m, h)$ such that
\[ |D_{m}(t(m + 1), 0, \cdot, h)| \leq c_{b} \beta^{t}. \]
Moreover $\beta(1, h) = 4 \cos^{2} \pi/(h + 2)$.

Proof. The enumeration of $m$-Dyck paths of bounded height $h$ is a special case of enumerating $m$-Dyck paths with weights $\alpha_{i}$ associated to descents from different levels. More precisely, associate to each step of an $m$-Dyck path a weight of $\alpha_{i}$ for a descent from height $i$ and a weight of 1 for a rise. The weight of the path is then the product of the weights of its steps. Setting $\alpha_{i} = 1$ for $0 \leq i \leq h$ and $\alpha_{i} = 0$ for $i > h$, the sum of weighted $m$-Dyck paths of a given length is simply the number of such paths of height bounded by $h$. This problem is considered by Pétréolle et al. [9]. For $j \geq -1$ we define
\[ g_{j}(x) = \sum_{i=0}^{\left\lfloor (h-j)/(m+1) \right\rfloor} (-x)^{i} \left( h - j - mi \right)^{i}. \]
It is easy to check that these polynomials satisfy the recurrence:
\[ g_{k}(x) - g_{k-1}(x) = \left\{ \begin{array}{ll} xg_{k+m}(x), & 0 \leq k \leq h - m, \\ 0, & k > h - m. \end{array} \right. \]
So Proposition 2.3 [9] implies that $g_{0}(x)/g_{-1}(x)$ is the ordinary generating function for $m$-Dyck paths of height bounded by $h$. 6
By the Cauchy–Hadamard theorem the asymptotic growth rate of the coefficients is the reciprocal of the radius of convergence of the generating function. Since the generating function is the ratio of polynomials the radius of convergence is determined by the smallest root of \( g_{-1}(x) \) and so the result follows.

The fact that \( \beta(1, h) = 4\cos^2 \pi/(h + 2) \) can be found in de Bruijn et al. [2]. \( \square \)

4 Proof of main results

Proof of Theorem 4 Let \( H \) be a \( k \)-graph with vertex set \( V(H) = [h] := \{1, 2, \ldots, h\} \).

Let \( G \) be an \( n \)-blow-up of \( H \) with vertex classes \( A_1, \ldots, A_h \), where \( A_i = \{w_1, \ldots, w_{h_i}\} \). Let \( \Delta = \Delta(H) \) and \( \Delta_0 = \Delta_0(H) \). Suppose, for a contradiction, that \( G \) is \( H \)-free and has density

\[
d(G) \geq 1 - \frac{1}{\alpha} + \epsilon,
\]

for some \( \epsilon > 0 \) and where \( \alpha = \alpha(k - 1, \Delta_0) \) from Lemma 8.

Define a projection map, \( \pi_H : V(G) \rightarrow [h] \), by \( \pi_H(i) = i \). We also define an index map \( \text{ind}_i : A_i \rightarrow [n] \) by \( \text{ind}_i(i) = j \). Given \( P \subseteq V(G) \) and \( e \in E(H) \) we define \( P(e) = P \cap \cup_{e \in e} A_i \), this is the restriction of \( P \) to those vertex classes of \( G \) corresponding to the edge \( e \).

We say \( P \subseteq V(G) \) is a partial \( H \)-transversal if and only if (i) \( |P \cap A_i| \leq 1 \) for \( 1 \leq i \leq h \) and (ii) for every \( e \in E(H) \) if \( e \subseteq \pi_H(P) \) then \( P(e) \subseteq E(G) \). (Condition (i) ensures that no vertex class has more than one representative, while (ii) ensures that the subgraph induced by \( P \) has all edges that are required.) Note that if \( P \) is a partial \( H \)-transversal then \( \pi_H(P) \) is precisely the set of vertices of \( H \) that are represented in \( P \).

Consider running Algorithm (A) below.

First note that Algorithm (A) does indeed make sense as a search algorithm for an \( H \)-transversal in \( G \). At time \( t \) it considers \( i_t \), the smallest vertex of \( H \) that is not currently represented in the partial \( H \)-transversal \( P_{t-1} \). It then uses the next integer in the sequence \((z_t)_{i=1}^\infty\) to select a vertex \( w_{i_t} \in A_{i_t} \). If adding this vertex to \( P_{t-1} \) gives a partial \( H \)-transversal then the algorithm records this success by setting \( r_t = 1 \) and continues to the next unrepresented vertex in \( V(H) \). However if adding this vertex creates a set that is no longer a partial \( H \)-transversal then there must be an edge \( e \in E(H) \) such that the corresponding edge \( P_t(e) \) is missing from \( E(G) \). In this case the algorithm chooses one such edge \( e \in E(H) \) and records the fact that it is missing from \( E(G) \) by setting \( r_t = P_t(e) \). The vertices in \( P_t(e) \) are then removed from \( P_t \) and at time \( t + 1 \) the algorithm again tries to add a vertex to the same vertex class.

Let \( (r_t)_{t=1}^\infty \) denote the record produced by the algorithm up to time \( s \). When we refer to \( P_t \) we mean the set \( P_t \) at the end of the \( t \)-th iteration of the algorithm, i.e. at the moment that \( t \leftarrow t + 1 \). We claim that given \( (P_s, (r_t)_{t=1}^s) \) we can reconstruct \((z_t)_{t=1}^s\), the integer sequence up to time \( s \).
Algorithm (A)

input: $H, G$ an $n$-blow-up of $H$, $(z_t)_{t=1}^\infty \in \{1, 2, \ldots, n\}^N$.
initialize: $P_0 \leftarrow \emptyset$, $t \leftarrow 1$.
while ($P_{t-1}$ is not an $H$-transversal)
  \[ i_t \leftarrow \min[h] \setminus \pi_H(P_{t-1}). \]
  while ($i_t \notin \pi_H(P_{t-1})$)
    \[ P_t \leftarrow P_{t-1} \cup \{w_{z_t}\}. \]
    if ($P_t$ is a partial $H$-transversal)
      then $r_t \leftarrow 1$
    else
      choose $e \in E(H)$ such that $e \subseteq \pi_H(P_t)$ and $P_t(e) \notin \pi_H^{\text{ind}}(P_t)$
      \[ r_t \leftarrow P_t(e), \]
      \[ P_t \leftarrow P_t \setminus P_t(e), \]
      $i_{t+1} \leftarrow i_t$
      $t \leftarrow t + 1$
    continue
continue
output $P_{t-1}$ and halt.

\[ \text{If more than one choice is available then select any.} \]

First we use $(r_t)_{t=1}^s$ to reproduce the sequences $(i_t)_{t=1}^s$ and $(\pi_H(P_t))_{t=1}^s$. This follows by induction on $t$. Clearly $i_1 = 1$ and $\pi_H(P_1) = \{1\}$, so suppose now that we have $(r_t)_{t=1}^s$ and $i_t$, $\pi_H(P_t)$ are both known for some $1 \leq t < s$. If $r_t = 1$ then $i_{t+1} = \min[h] \setminus \pi_H(P_t)$ otherwise $i_{t+1} = i_t$. Using this we can obtain
\[
\pi_H(P_{t+1}) = \begin{cases} \pi_H(P_t) \cup \{i_{t+1}\}, & \text{if } r_{t+1} = 1, \\ \pi_H(P_t) \setminus \pi_H(r_{t+1}), & \text{otherwise.} \end{cases}
\]
We can now reconstruct both $(z_t)_{t=1}^s$ and $(P_t)_{t=1}^s$ using $(i_t)_{t=1}^s$, $(\pi_H(P_t))_{t=1}^s$ and $(P_s, (r_t))_{t=1}^s$). We use reverse induction on $t$. Indeed we are given $P_s$ and if we have found $P_t$ for any $t \leq s$ then
\[
z_t = \begin{cases} \text{ind}_{i_t}(P_t \cap A_{i_t}), & \text{if } r_t = 1, \\ \text{ind}_{i_t}(r_t \cap A_{i_t}), & \text{otherwise.} \end{cases}
\]
Moreover having obtained $z_t$ we can then find $P_{t-1}$ since
\[
P_{t-1} = \begin{cases} P_t \setminus \{w_{z_t}\}, & \text{if } r_t = 1, \\ P_t \cup r_t, & \text{otherwise.} \end{cases}
\]
Hence we can recover $(P_t)_{t=1}^s$ and $(z_t)_{t=1}^s$ as required.

Since $G$ is by assumption $H$-free, Algorithm (A) never halts irrespective of the integer sequence $(z_t)_{t=1}^s \in [n]^s$. This implies that there must be at least $n^s$ possibilities for $(P_s, (r_t))_{t=1}^s$.

We focus first on enumerating the possibilities for $(r_t)_{t=1}^s$. We form a modified version of this sequence that keeps track of the size of the partial $H$-transversal $P_t$. This modified sequence is a partial $(k - 1)$-Dyck path (recall
that \( H \) is a \( k \)-graph) defined by
\[
(r_t^o) = \begin{cases} 
\uparrow, & r_t = 1, \\
\downarrow_{k-1}, & r_t = P_t(e).
\end{cases}
\]
So \( r_t^o \) simply records the change in the size of \( |P_t| \) on the \( t \)th iteration of the algorithm. Since \( P_0 = \emptyset \) and the algorithm never builds a complete \( H \)-transversal, \((r_t^o)_{t=1}^s\) is a partial \((k-1)\)-Dyck-path of length \( s \), with height bounded above by \( h - 1 = |V(H)| - 1 \). (See Section [X] for definitions.)

A sequence of repeated \((k-1)\)-falls in this path corresponds to repeatedly removing edges from a single vertex in \( H \) that meet only at this vertex, so there are never more than \( \Delta_0 \) such \((k-1)\)-falls in a row. (Recall that \( \Delta_0 \) is the maximum disjoint degree of \( H \).) Hence this path has maximum descent at most \( \Delta_0 \).

How many different sequences \((r_t)_{t=1}^s\) could give rise to the same path \((r_t^o)_{t=1}^s\)? For each \( r_t^o = \uparrow \) there is a single choice for \( r_t \), namely \( r_t = 1 \). While if \( r_t^o = \downarrow_{k-1} \) then there is an edge \( e \in E(H) \) that contains the vertex \( i_t \) such that \( r_t = P_t(e) \notin E(G) \). The number of possible choices for \( e \) is at most the degree of \( i_t \) in \( H \) which is at most \( \Delta \). Moreover, the number of choices for \( P_t(e) \) given \( e \) is at most \( n^k - |E(e)| \leq n^k(1 - d(G)) \). Thus overall the number of choices for \( P_t(e) \) is at most \( \Delta(1 - d(G))n^k \).

A path \((r_t^o)_{t=1}^s\) contains at most \( s/k \) \((k-1)\)-falls (since it has length \( s \) and always remains in the upper half-plane) so at most \( (\Delta(1 - d(G))n^k)^{s/k} \) distinct original sequences \((r_t)_{t=1}^s\) can give rise to the same path.

Finally, since each \((r_t^o)_{t=1}^s\) is a partial \( H \)-transversal \( P_s \) is less than \((n+1)^h \) and \((P_s - (1 - d(G))n^k) \geq n^s \).

Recall that we wanted to count the possibilities for \((P_s, (r_t)_{t=1}^s)\), which should be at least \( n^s \) since this is the number of different integer sequences that can be reconstructed from this information. The number of possibilities for the final partial \( H \)-transversal \( P_s \) is less than \((n+1)^h \) since \( P_s \) consists of a choice of at most one vertex from each vertex class \( A_t \). Hence
\[
hc_a(n+1)^h \alpha^{4h/k}(\Delta \alpha(1 - d(G))n^k)^{s/k} \geq n^s.
\]
But by assumption \( 1 - d(G) \leq 1/\alpha \Delta - \epsilon \), so for \( s, n \) large this is impossible. This proves the first inequality in the theorem.

The second inequality in Theorem [X] for non-\( \Delta \)-regular \( H \), follows from a simple variant of the method. We now use a tree to choose the vertex class under consideration at time \( t \).

Given a connected \( k \)-graph \( H \), we define the skeleton of \( H \) to be the 2-graph \( H_2 \) with vertex set \( V(H) \) and \( xy \in E(H_2) \) if and only if there is a hyperedge \( e \in E(H) \) such that \( x, y \in e \). Given a tree \( T \subseteq H_2 \) and a hyperedge \( f \in E(H) \)
Algorithm (B)

input: $H, T$ a spanning tree of $H_2$, $G$ an $n$-blow-up of $H$, $(z_t)_{t=1}^\infty \in \{1, 2, \ldots, n\}^{\infty}$.  
initialize: $P_0 \leftarrow \emptyset$, $T_0 \leftarrow T$, $t \leftarrow 1$.
while ($P_{t-1}$ is not an $H$-transversal)
  $i_t \leftarrow \text{minleaf}(T_{t-1})$.
  $P_t \leftarrow P_{t-1} \cup \{w_{z_t}^i\}$.
if ($P_t$ is a partial $H$-transversal)
  then
    $r_t \leftarrow 1$
    $T_t \leftarrow T_{t-1} \setminus \{i_t\}$
else
  choose $e \in E(H)$ such that $e \subseteq \pi_H(P_t)$ and $P_t(e) \notin E(G)$.
  $r_t \leftarrow P_t(e)$
  $T_t \leftarrow T_{t-1} \oplus_{i_t} \pi_H(P_t(e))$
  $P_t \leftarrow P_t \setminus P_t(e)$
  $t \leftarrow t + 1$
continue
output $P_{t-1}$ and halt.

Again if more than one choice is available then select any.

that meets $T$ in a single leaf $v$ we define $T \oplus_v f$ to be the tree in $H_2$ formed from $T$ by adding each vertex $w \in f \setminus \{v\}$ as a leaf with parent $v$. We define minleaf($T$) to be the smallest leaf of $T$ (recall $V(H) = [h]$ is ordered).

Consider running Algorithm (B) described below. The input we give is the same as to Algorithm (A) with the addition of a spanning tree $T$ of $H_2$. Recall that $V(H) = [h]$. Since $H$ is not $\Delta$-regular we may assume (by reordering $V(H)$ if needed) that the degree of vertex $h$ is at most $\Delta - 1$.

First note that Algorithm (B) does indeed make sense as a search algorithm for an $H$-transversal in $G$. At time $t$ it considers $i_t$, the smallest leaf of the current tree $T_{t-1}$. It then uses the next integer in the sequence $(z_t)_{t=1}^\infty$ to select a vertex $w_{z_t}^i \in A_{i_t}$. If adding this vertex to $P_{t-1}$ gives a partial $H$-transversal then the algorithm records this success by setting $r_t = 1$ and deletes the leaf $i_t$ from $T_{t-1}$ to give the next tree $T_t$. However if adding this vertex creates a set that is no longer a partial $H$-transversal then there must be an edge $e \in E(H)$, containing $i_t$, such that the corresponding edge $P_t(e)$ is missing from $E(G)$. In this case the algorithm chooses one such edge $e \in E(H)$ and records the fact that it is missing from $E(G)$ by setting $r_t = P_t(e)$. The vertices of $e$ (except $i_t$) are then added as leaves adjacent to $i_t$ in $T_{t-1}$ to give the next tree $T_t$, while the vertices in $P_t(e)$ are removed from $P_t$. (Note that as $\pi_H(P_{t-1})$ and $T_{t-1}$
are disjoint by construction, \( e \) meets \( T_{t-1} \) only at \( i_t \) so this does indeed yield a tree.

Let \( (r_t)_{t=1}^s \) denote the record produced by the Algorithm (B) up to time \( s \). As before, when we refer to \( P_t \) we mean the set \( P_t \) at the end of the \( t \)th iteration of the algorithm, i.e.

Moreover having obtained \( z_t \) we can recover \( (z_t)^s_{t=1} \).

First we use \( (r_t)_{t=1}^s \) to reproduce the sequences \( (T_t)_{t=1}^s \) and \( (\pi_H(P_t))_{t=1}^s \).

While \( \pi_H(P_{t+1}) = V(H) \setminus T_t \).

Note that having found \( (T_t)_{t=1}^s \) we have \( i_t = \text{minleaf}(T_{t-1}) \) so we also know \( (i_t)^s_{t=1} \). We can now reconstruct both \( (z_t)^s_{t=1} \) and \( (P_t)_{t=1}^s \) using \( (i_t)^s_{t=1} \), \( (\pi_H(P_t))_{t=1}^s \) and \( (P_t, (r_t)_{t=1}^s) \). We use reverse induction on \( t \). Indeed we are given \( P_s \) and if we have found \( P_t \) for any \( t \leq s \) then

Moreover having obtained \( z_t \) we can then find \( P_{t-1} \) since

Hence we can recover \( (P_t)_{t=1}^s \) and \( (z_t)_{t=1}^s \) as required.

Since \( G \) is by assumption \( H \)-free, Algorithm (B) never halts irrespective of the integer sequence \( (z_t) \in [n]^s \). Moreover, since we can reconstruct this integer sequence from \( (P_s, (r_t)_{t=1}^s) \) and there are \( n^s \) such sequences, there must be at least \( n^s \) possibilities for \( (P_s, (r_t)_{t=1}^s) \).

As before we form a modified version of this sequence that keeps track of the size of the partial \( H \)-transversal \( P_t \). This modified sequence is a partial \((k-1)\)-Dyck path defined by

So \( r_t^o \) simply records the change in the size of \( |P_t| \) on the \( t \)th iteration of the algorithm. Since \( P_0 = \emptyset \) and the algorithm never builds a complete \( H \)-transversal, \( (r_t^o)_{t=1}^s \) is a partial \((k-1)\)-Dyck-path of length \( s \), with height bounded above by \( h-1 = |V(H)| - 1 \). (See Section 3 for definitions.)

How many different sequences \( (r_t)_{t=1}^s \) could give rise to the same path \( (r_t^o)_{t=1}^s \)? For each \( r_t^o = \uparrow \) there is a single choice for \( r_t \), namely \( r_t = 1 \). While if \( r_t^o = \downarrow_{k-1} \) then there is an edge \( e \in E(H) \) that contains the vertex \( i_t \) such that \( r_t = P_t(e) \notin E(G) \). If \( i_t = h \) then the number of possible choices for
e is at most $\Delta - 1$ (since by assumption this vertex has degree less than $\Delta$). Otherwise, since $i_t$ is a leaf of $T_{t-1}$, it has a parent $p$ in $T_{t-1}$. In this case the possible choices for $e$ are all edges such that $i_t \in e$ and $p \notin e$. This is again at most $\Delta - 1$ since at least one edge contains both vertices. The number of choices for $P_t(e)$ given $e$ is at most $n^k - |G[e]| \leq n^k(1 - d(G))$. Thus overall the number of choices for $P_t(e)$ is at most $(\Delta - 1)(1 - d(G))n^k$.

A path $(r^*_t)_{t=1}^s$ contains at most $s/k$ $(k - 1)$-falls (since it has length $s$ and always remains in the upper half-plane) so at most $((\Delta - 1)(1 - d(G))n^k)^{s/k}$ distinct original sequences can give rise to the same path.

Finally, since $(r^*_t)_{t=1}^s \in \mathcal{D}_{k-1}(s, l, h - 1, \cdot)$ for some $0 \leq l \leq h - 1$ so Lemma 7 and 9 imply that the number of different possible sequences $(r_t)_{t=1}^s$ is at most

$$hc_b\beta^{(s + 4h)/k}((\Delta - 1)(1 - d(G))n^k)^{s/k},$$

where $c_b = c_b(k - 1, h - 1)$ and $\beta = \beta(k - 1, h - 1)$.

As before the number of possibilities for $P_s$ is less than $(n + 1)^h$ since $P_s$ consists of a choice of at most one vertex from each vertex class $A_i$. Hence counting possibilities for $(P_s, (r_t)_{t=1}^s)$ we must have

$$hc_b(n + 1)^h\beta^{4h/k}((\Delta - 1)(1 - d(G))n^k)^{s/k} \geq n^s.$$

But by assumption

$$1 - d(G) \leq \frac{1}{\beta(\Delta - 1)} - \epsilon,$$

so for $s, n$ large this is impossible. This proves the second bound and completes the proof of the theorem. \qed

**Proof of Theorem 5.** This follows easily using Algorithm (A) above and noting that for $H = K_{k+1}^{(k)}$ it is easy to count the exact number of partial $(k - 1)$-Dyck paths of length $tk + k - 1$ bounded by height $k + l - 1$. Any such path starts with $k - 1$ rises, then one of the next $(l + 1)$ steps must be be a $(k - 1)$-fall and then the path must return to level $k - 1$ using rises. Hence the number of such paths is exactly $(l + 1)^{k-1}$. The result then follows as before. \qed
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