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**ABSTRACT:** In vivo fast-scan cyclic voltammetry provides high-fidelity recordings of electrically evoked dopamine release in the rat striatum. The evoked responses are suitable targets for numerical modeling because the frequency and duration of the stimulus are exactly known. Responses recorded in the dorsal and ventral striatum of the rat do not bear out the predictions of a numerical model that assumes the presence of a diffusion gap interposed between the recording electrode and nearby dopamine terminals. Recent findings, however, suggest that dopamine may be subject to restricted diffusion processes in brain extracellular space. A numerical model cast to account for restricted diffusion produces excellent agreement between simulated and observed responses recorded under a broad range of anatomical, stimulus, and pharmacological conditions. The numerical model requires four, and in some cases only three, adjustable parameters and produces meaningful kinetic parameter values.
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Dopamine (DA) is a neurotransmitter that contributes significantly to normal brain function and is implicated in multiple neurological and psychiatric disorders. So, it is highly significant to understand the processes by which DA molecules convey information from DA terminals to pre- and postsynaptic DA receptors. Those processes include DA release, reuptake, metabolism, and mass transport. Insight into these processes can be gained by recording DA with in vivo fast-scan cyclic voltammetry (FSCV) at implantable, DA-sensitive, DA-selective carbon fiber microelectrodes.

In vivo FSCV is used frequently to record electrically evoked DA overflow. The evoked responses are suitable targets for mathematical modeling because the timing, frequency, and duration of the stimulus are exactly known. Mathematical modeling provides quantitative insight into the kinetic and mass transport parameters that govern DA’s extracellular dynamics. Equation 1 is a starting point for mathematical modeling:

\[
\frac{d[DA]}{dt} = [DA]_p f - \frac{V_{max}[DA]}{[DA] + K_M}
\]

where [DA] is the evoked extracellular DA concentration, [DA]_p is the concentration of DA released per electrical stimulus pulse, f is the stimulus frequency, and V_max and K_M are the maximal rate and Michaelis constant, respectively, of DA uptake. According to eq 1, the evoked DA overflow reflects a balance between the rates of evoked DA release ([DA]_pf) and Michaelis–Menten DA uptake ((V_max[DA])/(([DA] + K_M)). Equation 1 predicts that the DA concentration should rise during the stimulus and decay thereafter (Figure 1a). However, experimental responses often exhibit additional features, known as lag, overshoot, and hang-up (Figure 1a), that are not captured by eq 1 alone.

**SHORTCOMINGS OF THE DIFFUSION GAP (DG) MODEL**

The DA model most widely used to date postulates that the DA concentration observed by FSCV is governed by eq 1 but is also affected by diffusional distortion due to a physical gap interposed between the electrode and nearby DA terminals. Accordingly, lag and overshoot are postulated to be experimental errors stemming from a poor choice of recording site. Consequently, optimization of the placement of FSCV electrodes near putative DA “hot spots” has been advocated as a procedure to minimize the perceived errors associated with diffusional distortion.

However, the diffusion gap (DG) model makes very specific predictions about lag and overshoot that are not borne out by observations. If the gap were a physical space, then it should always cause lag and overshoot together and the lag and overshoot duration should always be of similar magnitude. In addition, lag and overshoot should not vary with the stimulus or pharmacological conditions. Moreover, there is no obvious reason that a diffusion gap should cause hang-up. However, evoked responses with lag but without overshoot, with overshoot but without lag, with lag and overshoot that vary with stimulus and pharmacological conditions, and with hang-
up are absolutely commonplace. Hence, there exists an urgent need for a new model.

**INTRODUCTION OF THE RESTRICTED DIFFUSION (RD) MODEL**

Recent findings from our laboratory led us to hypothesize that DA molecules are subjected to restricted diffusion mechanisms that inhibit their ability to diffuse freely through the extracellular space. Restricted diffusion might, for example, play an important role in maintaining the distinctions between the fast and slow DA domains that we have documented in the dorsal striatum (DS) and nucleus accumbens (NAc). Nicholson and others have identified several potential mechanisms of restricted diffusion, including the trapping of molecules in dead space microdomains, the obstruction of passageways by macromolecules, and the presence of either specific or nonspecific binding sites that impede the diffusing molecule.

Our objective is to introduce a new DA model to investigate whether a generic restricted diffusion mechanism offers a plausible explanation for the lag, overshoot, and hang-up features of evoked DA responses. Conceptually, restricted diffusion introduces a delay, or pause, in the transport of DA from its release sites to the FSCV electrode. To cast a mathematical model of such a delay, we divided the extracellular space into an inner and outer compartment (IC and OC, respectively, Figure 1B). The model postulates that FSCV recording takes place in the OC.

*Figure 1. (A) Evoked responses, as predicted by eq 1 (red line), rise during the stimulus and decay back to zero after the stimulus ends. However, observed responses (green line) also exhibit lag (an initial delay in the appearance of the signal), overshoot (the signal continues to rise after the stimulus ends), and hang-up (the signal remains elevated for prolonged periods after the stimulus ends instead of returning to baseline). The open square indicates the start of the stimulus, and the closed triangles indicate the end of the stimulus. (B) Schematic representation of the RD model (see the Methods section for definitions of the parameters). The extracellular space is divided into inner (IC) and outer (OC) compartments. DA is released from axon terminals (at) to the IC, is subsequently transported to the OC, and is removed from the OC by uptake. The model postulates that FSCV recording takes place in the OC.*

*Figure 2. (A) Evoked responses recorded in fast domains of the DS and NAc (stimulus = 200 ms, 60 Hz, 250 μA): the solid lines are the averaged responses, and the dotted lines are the SEM intervals. (B) DG simulations using region-specific parameter values and Gap values of 1 and 5. (C) DG simulations of the averaged DS and NAc data points (SEMs omitted for clarity). (D) RD simulations of the averaged DS and NAc data points (SEMs omitted for clarity). The open square indicates when the stimulus begins, and the closed triangle marks the data point at the end of the stimulus. The parameter values are reported in the Supporting Information.*
DA is released into and temporarily held in the inner compartment, that DA is detected after it undergoes transport to the outer compartment, and that the time DA spends trapped in the inner compartment represents the restriction of its diffusion in the extracellular space.

From a modeling perspective, the compartments function akin to an equivalent circuit diagram that simplifies the analysis of a complex electronic circuit. However, several possibilities also present themselves as physical compartments in brain extracellular space. Hypothetically, the synaptic cleft or the perisynaptic space, which is sometimes encased by a sheath of glial processes, might constitute physical compartments. Alternately, the compartments might represent the dead spaces, blocked passages, or binding sites identified by Nicholson and co-workers.

The restricted diffusion (RD) model postulates that DA (1) is released initially to the inner compartment, (2) is subsequently transported to the outer compartment, (3) is detected by FSCV in the outer compartment, and (4) is cleared from the outer compartment by DA uptake (Figure 1B). For clarity, we state that the model does not postulate DA uptake from the inner compartment. This might imply that uptake from the inner compartment does not occur, which might be the case if the inner compartment represents binding sites or dead spaces. Alternately, uptake from the inner compartment might prevent some of the released DA from reaching the FSCV electrode, which would render uptake from the inner compartment invisible to FSCV.

The principal justification for these postulates is that the resulting RD model reproduces the lag, overshoot, and hang-up features of numerous evoked DA responses recorded under a broad range of conditions (vide infra). This is accomplished with only four, and in some cases only three, adjustable parameters.

**RESULTS AND DISCUSSION**

We first present the models and their fits to various data sets (simulated data points are reported at 100 ms intervals to match the FSCV recordings) and subsequently discuss the parameter values. The parameter values are tabulated in two formats in the Supporting Information. In the first format, the parameters are indexed to the figures presented below. In the second format, the parameters are listed according to brain region, domain, stimulus duration, and drug treatment.

**RESPONSE FEATURES UNIQUE TO THE DS AND NAC**

Evoked responses recorded in the fast domains of the DS and NAc exhibit marked distinctions in amplitude and profile (Figure 2A); the symbols and solid lines are the averaged evoked responses, and the dotted lines show the SEM interval (n = 16 DS; n = 7 NAc; stimulus = 60 Hz, 200 ms, 250 μA; data are from refs 19 and 20). Lag and overshoot are far more pronounced in the NAc, and the signal decay after the peak is slower in the NAc. The distinctions between the DS and NAc responses are well-known in the literature.

We performed DG simulations using the DS- and NAc-specific kinetic parameters reported by Wu et al., who attributed diffusional distortion of the responses to a film on the electrode. Because there is no obvious reason that the thickness of a film on the electrode should depend on the brain region in which the electrode is placed, we ran DS and NAc simulations with identical gap values (Figure 2B reports pairs of simulations with Gap = 1 and with Gap = 5; the Gap parameter is defined in the Methods section). However, when the same Gap value is used, the simulations do not reproduce the distinct lag and overshoot features of the DS and NAc responses.

The DG model produces different lag and overshoot features only when different Gap values are used (Figure 2C; simulations using Gap = 1 for the DS and Gap = 5 for the NAc). The improved fit, however, carries with it the surprising implication that the gap width is a property of the brain region, not just a film on the electrode. The simulations still do not capture the hang-up feature; as mentioned above, a diffusion gap is not expected to produce a hang-up.

We find the implication (Figure 2C) that the gap is a property of the brain region to be highly confusing. According to the DG model, the gap is between the electrode and the active tissue zone. So, the implication of Figure 2C is that the electrodes are closer to DA terminals of the DS than the NAc: we know of no reason why this should be so. Studies show a difference in the spacing between DA terminals of the DS and NAc. A difference in the spacing might affect DA and V_max, because these are spatially averaged quantities. However, the values of DA and V_max do not affect lag and overshoot (Figure 2B): only the width of the gap does that. According to the DG model, a difference in the spacing of the terminals would affect the response amplitude but not the lag and overshoot. So, there is no obvious reason that the gap should be brain region specific.

Figure 2C also illustrates the impact of the lag and overshoot on the quantification of DA’s kinetic parameters. Whereas prior reports suggest that DA release and uptake are faster in the DS, the simulations in Figure 2C indicate that DA release (DA_max) and DA clearance (V_max) are faster in the NAc. Thus, correctly accounting for lag and overshoot has significant bearing on the kinetic analysis.

During this work, we did not apply either the convolution or deconvolution algorithms used in prior studies to account for diffusional distortions of evoked DA responses. Unless extreme caution is used, it appears possible that these algorithms can accidently distort response features not caused by diffusion across a gap, including lag and overshoot, and thereby confound the quantification of DA’s kinetic parameters. During this work, we simulate only the “raw” data, without using convolution, deconvolution, or principal component algorithms.

The RD simulations produce improved overall fits to the observed DS and NAc responses (Figure 2D). The parameters for curve fitting were identified objectively with the search algorithm. There has been some controversy over the source of the hang-up, so here we included only data points between 0 and 1 s in the parameter search because these data points are confirmed to be due to DA by their background-subtracted voltammograms. Even so, the RD simulations provide good fits to the rising phase of the evoked responses and an improved fit to the hang-up, especially in the case of the NAc.

**DS FAST AND SLOW DOMAINS**

We ran DG simulations of fast and slow DS responses (Figure 3; symbols are averages, and SEMs are omitted for clarity; stimulus = 60 Hz, 1 s, 250 μA). We fixed K_d at 0.2 μM, a value cited many times in the literature. A Gap of 2 reproduces the minimal lag and overshoot of the fast response (Figure 3a, red), but, overall, the fit is poor. A Gap of 10 reproduces the prominent lag in the slow response (Figure 3a, blue), but,
overall, the fit is poor. The DG model cannot produce responses with a prominent lag but no overshoot even though such responses are commonplace in slow domains.18,19 The RD model produces better fits to the fast and slow DS responses (Figure 3B).

■ EFFECTS OF NOMIFENSINE, A COMPETITIVE DAT INHIBITOR

Prior studies based on the DG model have concluded that nomifensine acts solely by increasing the $K_M$ of DA uptake.40 However, in fast domains, nomifensine dramatically increases the duration and amplitude of overshoot even though the responses exhibit no lag (Figure 4A; the symbols are the averaged responses, and SEMs are omitted for clarity; stimulus = 60 Hz, 200 ms, 250 μA; data are from ref 19). DG simulations fail to reproduce this feature (Figure 4A, lines) even when $K_M$ is increased to 20 μM, which produces a maximum effect.

In animals treated with nomifensine, evoked responses with prominent overshoot and no lag are absolutely commonplace.13,18−20 As we have documented before,21 DG simulations do not reproduce overshoot without lag, so we conclude that the DG model does not capture the key features of postnomifensine responses. Wightman and co-workers also encountered difficulty fitting the original DG model to postnomifensine responses and introduced a revised model.28 However, the premise of the revised model, that nomifensine increases the apparent gap width, is inconsistent with nomifensine’s ability to decrease lag (i.e., decrease the gap) in slow domains of the DS and NAc.18−20 Thus, the revised DG model does not offer a comprehensive explanation of nomifensine’s actions.

The RD model, using only four adjustable parameters (see also Figure 6, below), produces excellent fits to postnomifensine responses from the fast and slow domains of the DS and NAc (Figure 4B; symbols are average responses, and SEMs are omitted for clarity; stimulus = 60 Hz, 200 ms, 250 μA; data are from refs 19 and 32). Thus, the RD model captures evoked responses with prominent overshoot but no lag. The RD model produces excellent fits to these postnomifensine responses out to 10 s, i.e., including the hang-up: all of these data points are identifiable as DA from their background-subtracted cyclic voltammograms.

We ran RD simulations of pre- (Figure 5, blue) and postnomifensine (Figure 5, green) responses from the fast and slow domains of the DS and NAc (Figure 5; the simulations are shown as lines, the averaged data points are shown as symbols, and SEMs are omitted for clarity; stimulus = 60 Hz for 0.2, 1, and 3 s, 250 μA; data are from refs 19, 20, and 32). We used the search algorithm to identify all of the parameters. The RD model provides excellent fits to the data, with a few exceptions, so we conclude that the RD model captures most, but not quite all, of the features of these evoked responses.

■ PARAMETER VALUES

We used the search algorithm to quantify the parameters used in the RD simulations of Figures 2−5. We have imposed no constraints on any parameters values, and we have not employed any convolution, deconvolution, or principal components methods. We believe this to be an objective approach to quantifying the parameters.
The RD model produced some extreme parameter values (Supporting Information). The $V_{\text{max}}$ values reach as high as 910 and 3200 $\mu$M s$^{-1}$ in some cases. However, these extreme $V_{\text{max}}$ values are paired with equally extreme $K_M$ values of 41.4 and 1600 $\mu$M, respectively. Inspection of the data shows that the search algorithm produces these extreme values when the clearance profiles exhibit first-order behavior. Then, the algorithm optimizes the pseudo-first-order rate constants ($k = V_{\text{max}} / K_M$), which have perfectly reasonable values of 22 s$^{-1}$ (from animals not treated with nomifensine) and 2 s$^{-1}$ (from animals treated with nomifensine).

It is important to emphasize that in instances where clearance profile exhibits first-order behavior the data contain no intrinsic information about $V_{\text{max}}$ or $K_M$. For this reason, we have included the pseudo-first-order rate constants in the parameter tables in the Supporting Information.

Unexpectedly, the parameters obtained with the RD model vary consistently with the stimulus duration (Supporting Information). For reasons we do not yet understand, the DA release ($R_p$), clearance ($k$), and transport ($T$) parameters decreased (with one or two exceptions) as the stimulus duration increased. We speculate that time-dependent factors such as depletion of the readily releasable pool, depletion of the DA terminals’ energy reserves, or changes in the occupation of DA autoreceptors might be contributing factors. Such factors are not yet built into the RD model and might be targets for future refinements of the model.

Because of the variation of the parameters with the stimulus duration, the remainder of this discussion focuses on simulations of the briefest available responses. This decision rests on the idea that time-dependent factors should have minimum impact when the stimulus is brief. Table 1 lists the parameters obtained from simulations of responses to brief stimuli in the DS and NAc recorded before (0.2 s duration in fast domains and 1 s duration in slow domains) and after (0.2 s duration) animals were treated with nomifensine.

The parameters values in Table 1 exhibit good agreement with several expectations. DA release and clearance are inherently faster in the NAc fast domains than the DS fast domains: this confirms the finding of Figure 2C. DA release and $V_{\text{max}}$ are larger in the DS fast domains than the DS slow domains, as previously reported. Nomifensine dramatically slowed the kinetics of DA clearance (we do not discuss here the postnomifensine $K_M$ and $V_{\text{max}}$ values; see Figure 6). However, the RD simulations do not confirm prior reports that nomifensine acts solely by changing the $K_M$ of uptake, even though nomifensine is primarily a competitive uptake inhibitor. In all but the DS fast domain, nomifensine also slowed DA release. This might reflect nomifensine’s secondary actions as an indirect D2 agonist. Moreover, the absence of this effect in the DS fast domain is consistent with our finding that
DS fast domain is insensitive to the D2 antagonist, raclopride. Nomifensine also decreased the transport parameter, which might be a consequence of the accumulation of DA in the outer compartment.

Because, as mentioned above, the simulations found instances of first-order DA clearance kinetics, we tested the hypothesis that a three-parameter model that replaces Michaelis–Menten kinetics with first-order kinetics might fit some of our data. The parsimonious three-parameter model provides excellent fits to the lag, overshoot, and hang-up features of the postnomifensine responses in the fast and slow domains of the DS and NAc (Figure 6). The parameters (Table 2) indicate that after nomifensine treatment (1) DA release and uptake are faster in the DS and NAc fast domains compared to their respective slow domains and (2) the transport parameter is larger in the DS domains compared to that in the NAc domains. Given the excellent fit of the first-order model, great caution should be exercised in attempting to draw conclusions about $V_{\text{max}}$ and $K_M$ from simulations of responses recorded in nomifensine-treated animals: the responses in Figure 6 contain no information about $V_{\text{max}}$ and $K_M$.

### CONCLUSIONS

The RD simulations successfully reproduce the lag, overshoot, and hang-up features of evoked responses recorded in the fast and slow domains of the DS and NAc over a range of stimulus conditions and in animals treated with nomifensine. Hence, the model mathematically validates the hypothesis that DA undergoes restricted diffusion in the extracellular space. However, the model does not prove that the restricted diffusion mechanism is correct, only that it is a plausible mechanism.

The major contribution of this work, therefore, is the demonstration of the existence and importance of $T$, a new parameter not previously mentioned in the DA modeling literature. Integrating eq 4 and inserting the result into eq 5 (see Methods section) yields

$$\frac{d[DA]_{oc}}{dt} = \frac{R_p f}{V_{oc}}(1 - e^{-Tt}) - \frac{V_{\text{max}}[DA]_{oc}}{[DA]_{oc} + K_M}$$

Note that if $T$ were set to infinity (equivalent to instantaneous transport from the IC to the OC) then eq 2 would be equivalent to eq 1. Mathematically, $T$ is a parameter that modulates the delivery of DA to the extracellular space. It is plausible that this modulation involves transport, as we have hypothesized, but we cannot exclude other possible mechanisms. Identifying the specific causes for the time-dependence of the parameters and fully realizing the implications of the new $T$ parameter will undoubtedly require further investigation.

### METHODS

#### Original Diffusion Gap (DG) Model

Compactly stated, the DG model is

$$\frac{d[DA]_{oc}}{dx^2} + \frac{[DA]_{oc} f}{[DA] + K_M}$$

where the first term on the right is the planar diffusion operator, $x$ and $t$ are the coordinates of space and time, respectively, and the other terms were explained above (see eq 1). From the initial condition of $[DA]_{oc,0} = 0$, eq 3 was solved for $[DA]_{oc}$ by a finite element method (see Supporting Information for additional details and example code), with the diffusion gap (width = $w_g$) interposed between the electrode and a region of active DA release and uptake. The five adjustable parameters are the concentration of dopamine released per stimulus pulse ($[DA]_p$), the maximal rate and Michaelis constant of DA uptake ($V_{\text{max}}$ and $K_M$, respectively), DA’s diffusion coefficient ($D$), and the width of the gap, $w_g$.

To reduce the number of adjustable parameters to four, we used a dimensionless gap parameter, $Gap = w_g^2/(D(60)^{1/2})$ (where 60 Hz was chosen as convenient time base for the simulations of interest here). We used this dimensionless parameter because there is no reason to retain $D$ and $w_g$ as independently adjustable parameters: rapid diffusion across a wide gap is equivalent to slow diffusion across a narrow gap and vice versa. With the $D$ of DA in Nafion (1 $(10^{-6} \text{ cm}^2 \text{ s}^{-1})$, a $Gap$ of 1 corresponds to a physical gap of 2 $\mu$m. With the $D$ of DA in Nafion (1 $(10^{-9} \text{ cm}^2 \text{ s}^{-1})$, a $Gap$ of 5 corresponds to a film thickness of 200 nm.

#### Restricted Diffusion (RD) Model

The new RD model comprises two coupled differential equations

$$\frac{dDA_w}{dt} = R_p f - DA_{w} T$$

$$\frac{d[DA]_{oc}}{dt} = \frac{DA_{w} T}{V_{oc}} - \frac{V_{\text{max}}[DA]_{oc}}{[DA]_{oc} + K_M}$$

where $DA_w$ is the amount of DA (moles) trapped in the inner compartment, $V_{oc}$ is the volume of the outer compartment, and $[DA]_{oc}$ is the concentration of DA in the outer compartment (other terms are defined similarly to the DG model). The new model has four adjustable parameters: $R_p$ is the amount of DA (moles) released per stimulus pulse, $T$ is a first-order reaction rate constant that describes the transport of DA from the inner to the outer compartment, and $V_{\text{max}}$ and $K_M$ are the Michaelis–Menten parameters for uptake from the OC.

The RD model describes the transport of DA from the inner to the outer compartment as if it were a chemical reaction. This is the same strategy used throughout the DA modeling literature to describe DA uptake, the mass transport of DA through a transmembrane passageway formed by the DAT, as a chemical reaction exhibiting Michaelis–Menten kinetics. We have assumed that transport from the inner to the outer compartment is a first-order event because, at
present, there is nothing to suggest that the compartments exhibit DA affinity. It should be mentioned that this strategy for modeling transport involves a simplifying approximation because, in both cases, the model is cast as if the chemical reactions are irreversible.

As mentioned above, the RD model does not postulate that DA is taken up from the inner compartment. It might be the case that uptake is not active within the inner compartment. Alternatively, it might be that uptake from the inner compartment prevents some DA from ever reaching the outer compartment, rendering a fraction of the released DA invisible to FSCV; in that case, the $R_c$ value is an apparent value that represents the net amount of DA that exits the inner compartment, which might be less than the total amount released.

The RD simulations were implemented with a finite element method, again starting with the initial condition that the extracellular space contains no evoked DA (see Supporting Information for additional details and example code). Inspired by the ultrastructure of the striatum, we fixed $V_m$ to $16 \mu m$; it turns out that any value could be used with a corresponding adjustment of $R_m$ so there is no purpose to treating $V_m$ as an adjustable parameter.

Curve Fitting. We encountered the local minimum problem in our attempts to use Simpex optimization for curve fitting. So, instead, we used a brute-force algorithm. Starting with an initial set of parameters, the algorithm evaluated the fit produced by 80 adjacent parameter sets (see Supporting Information for additional details), retained the set that produced the best fit (smallest sum of squared differentials), and repeated the process starting over with the retained best-fit parameters. The search was repeated until the algorithm could make no further improvement in the fit.

In Vivo Recordings. In this article, we compare simulated overflows to previously published overflows recorded in the DS and NAc. The detailed experimental procedures are also previously published. Briefly, all of the recordings were performed with microelectrodes formed with single carbon fibers (diameter = 7 $\mu m$, length = 200 $\mu m$, Ty60 fibers, Cytect Carbon Fibers, Piedmont, SC) sealed into pulled borosilicate capillaries with low-viscosity epoxy (Spurr, Polysciences, Warrington, PA). Fast-scan cyclic voltammetry employed a triangular potential waveform (0 to 1 V to -0.5 to 0 V at 400 V s$^{-1}$) applied at a repetition rate of 10 Hz. The reference electrode was Ag/AgCl. The microelectrodes were calibrated after the in vivo experiments.

The University of Pittsburgh Institutional Animal Care and Use Committee approved all procedures involving animals. Male Sprague–Dawley rats (250–350 g, Hilltop, Scottsdale, PA) were anesthetized with isoflurane (2.5% by volume in $O_2$), wrapped in a 37 °C homeothermic blanket (Harvard Apparatus, Holliston, MA) and placed in a stereotaxic frame (Kopf, Tujunga, CA). A stainless-steel, twisted bipolar stimulating electrode (MS303/a, Plastics One, Roanoke, VA) was placed into the medial forebrain bundle, and a carbon fiber microelectrode was placed either into the ipsilateral DS or NAc: detailed stereotaxic coordinates and procedures are published. The MFB was stimulated with a biphasic, constant-current, square wave delivered by a stimulus isolator (Neurolog 800, Digitimer, Letchworth Garden City, UK). The responses analyzed during this work were all obtained with a stimulus frequency of 60 Hz, a current intensity of 250 $\mu A$, and pulse duration of 2 ms. The stimulus duration was variable and is specified in the Results and Discussion section.

The postnomifensine-evoked responses analyzed during this study were recorded 30 min after rats received a single dose of nomifensine (20 mg kg$^{-1}$ i.p.).
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