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Abstract

Being able to seamlessly generalize across different tasks is fundamental for robots to act in our world. However, learning representations that generalize quickly to new scenarios is still an open research problem in reinforcement learning. In this paper we present a framework to meta-learn the critic for gradient-based policy learning. Concretely, we propose a model-based bi-level optimization algorithm that updates the critics parameters such that the policy that is learned with the updated critic gets closer to solving the meta-training tasks. We illustrate that our algorithm leads to learned critics that resemble the ground truth $Q$ function for a given task. Finally, after meta-training, the learned critic can be used to learn new policies for new unseen task and environment settings via model-free policy gradient optimization, without requiring a model. We present results that show the generalization capabilities of our learned critic to new tasks and dynamics when used to learn a new policy in a new scenario.

1. Introduction

Humans effortlessly generalize to new tasks and scenarios. Once we learned how to place a plate into the cupboard, we can quickly generalize this skill to placing a cup. This ability to generalize is a key aspect of human intelligence and is also important in reinforcement learning (RL): we want the robot to be able to use what it previously learned to perform new tasks in new environments. In most RL learning settings however, the policy is tested in the same environment, under the same conditions it was trained on. Because of these shortcomings, the problem of generalization in RL is gaining popularity in the literature (Kirk et al., 2021). The majority of work focuses on exposing the RL agent during train time to many different scenarios: different environments, different tasks or different random seeds. The goal is often to learn a policy or a latent representation that generalizes “as is” during test time to unseen conditions and tasks (Zhang et al., 2018b;a; Kirk et al., 2021). Some work focuses on meta-learning more abstract representations such as a loss function (Bechtle et al., 2021) that can transfer to learn new policies at test time.

We believe that learning the learning signal (critic) for the policy is the representation needed to allow generalization and quick adaptation to new tasks and scenarios and thus follow this line of work. Standard approaches (Lillicrap et al., 2015; Mnih et al., 2015) learn $Q$ functions (critics) in a supervised fashion, by using data collected through rollouts of the policy. Alternatively, approaches to meta-learn the critic have been proposed (Zhou et al., 2020; Sung et al., 2017). In contrast to these approaches, our framework meta-learns the critic $\mathcal{L}_{\text{critic}}$ following a model based...
bi-level optimization procedure. We show that our meta-learned critic resembles a ground truth $Q$ function and compared to standard $Q$-function learning approaches, exhibits superior generalization performance when transferred to new tasks. Specifically, our $L_{\text{critic}}$ can be used to learn new policies for new tasks under new dynamics. We illustrate this with a point mass task, where we train our $L_{\text{critic}}$ on the task of reaching a goal. In Figure 1 (top row) we compare the optimization landscape of the true $Q_{\text{true}}$, the $Q_{\text{sup}}$ function learned in a supervised way and of our $L_{\text{critic}}$ for the training task. Concretely, we plot the gradient fields for $\nabla_{[\theta_1, \theta_2]}Q_{\text{true}}, \nabla_{[\theta_1, \theta_2]}Q_{\text{sup}}$ and $\nabla_{[\theta_1, \theta_2]}L_{\text{critic}}$ as a function of policy parameters $\theta = [\theta_1, \theta_2]$. We test the obtained $Q$ functions (critics) on new goals which have new corresponding optimal policies $\pi^*_{\text{test}}$ (bottom rows). Our meta-learned critic $L_{\text{critic}}$ resembles the gradient field of $Q_{\text{true}}$ after training and generalizes better to new unseen goals - as $Q_{\text{true}}$ would - since it trains policies with optimal parametrization for the new tasks. Further details are presented in section 4.2.

To summarize, the contributions of this work are: (i) we present a framework to meta-learn the critic for continuous control policies (ii) we show how to use the model of the robot dynamics as physical inductive prior during meta-training while keeping our framework model-independent at meta-test time. This makes our learned critic also applicable in situation when the model changes at test time. Which is particularly relevant in the robotic domain, where analytical models of the robots are known and can be used, but it is difficult to update them every time the robot wants to place, for example, a new object into the cupboard. (iii) we provide an analytical and illustrative analysis on a simple point mass task that sheds light on what and how our critics are learned and generalize. We show that our meta learned critic framework at convergence recovers the optimal policy and generalizes at test time to new goals and policy initialization. (iv) We finally perform a quantitative evaluation on high-dimensional continuous control tasks. In short, we find that our meta-learned critic not only solves the RL problem of accomplishing the desired task during meta-train time, but also allows for generalization across multiple unseen tasks, new dynamics and policy initialization at test-time.

2. Related Work and Background

We start by reviewing traditional $Q$-function learning approaches, and then discuss work investigating generalization in RL and more concretely meta-learning for RL.

**Problem setting** We consider a Markov Decision Process consisting of states $s \in S$, actions $a \in A$, reward function $r(s, a) \in R$ and transition function $T(s_{t+1}, a_t, s_t)$, that defines the transition to state $s_{t+1}$ when in state $s_t$ and applying action $a_t$. The goal of reinforcement learning is to learn a policy $a_t \leftarrow \pi(s_t)$, that predicts an action given a state and maximizes the expected return. A critic, generally speaking, provides a loss $L$ for the policy $\pi$ that trains the policy to maximise the expected return. In this work, we learn the critic $L_{\text{critic}}$ and use it to directly compute gradients $\nabla_cL_{\text{critic}}$ to train the policy.

**Supervised Learning of a Critic** Neural fitted $Q$ iteration, first presented in (Riedmiller, 2005), aims to implement the classic $Q$-learning rule,

$$Q(s_t, a_t) = r_t + \gamma \max_a Q(s_{t+1}, a_{t+1})$$

where $\gamma$ is a discount factor that specifies the importance of long term rewards (Sutton & Barto, 2018), in a neural network. For this, $Q(s, a)_{\phi}$ is represented as a neural network, parametrized by $\phi$. An error function

$$\delta = \sum_t (Q(s_t, a_t) - (r_t + \gamma Q(s_{t+1}, a_{t+1})))^2$$

is defined to learn parameters $\phi$ in a supervised way. The $Q$ function is trained on batches of triples $(s_t, a_t, s_{t+1})$ collected using policy $\pi$ in the environment. (Mnih et al., 2015) show in DQN how a policy $\pi$ for discrete action spaces is learned to maximize the learned action value function $\max_{a \in \mathcal{A}} Q(s_t, a)$. In (Silver et al., 2014) and (Lillicrap et al., 2015) a policy $\pi_\theta$ is learned for continuous action spaces, using the neural fitted $Q$ function by taking a deterministic policy gradient update $\nabla_\theta Q(s_t, \pi_\theta(s_t))$ to find the parameters $\theta^*$ of $\pi$ that solve the task. This allows for learning a continuous control policy, which is also the objective of this work. In (Schaul et al., 2015) the authors present an extension to DQN, to the multi-goal setting. In this case the $Q$ function is learned over multiple goals $g \in G$, and the goal becomes an input to the neural network representing the $Q$ function $Q(s_t, a_t, g)$. Also (Andrychowicz et al., 2017) is concerned with the multi-goal setting. In this work stored transitions $(s_t, a_t, s_{t+1})$ are relabeled depending on the current goal $g$. A general overview of learning a $Q$ function in a supervised way is given by algorithm 1. Most of the related work focuses on the single goal setting and all of the related work evaluates their approaches on single tasks settings, where training and testing happens on the same setting. We believe a benefit of learning critics should be to re-use them to train new policies on new tasks. In other words, a critic should be a representation that generalizes and thus allows for more generalization in RL. Our algorithm meta-learns a critic by directly evaluating the performance of the policy under the critic. This allows for generalization to new settings at test time.

**Generalization in Reinforcement Learning** As (Kirk et al., 2021) points out in a recent survey, most of RL algorithms work in a setting where the policy is evaluated on
Algorithm 1 Supervised learning of Q function

1: \( \phi, \theta \leftarrow \text{randomly initialize parameters of } Q, \pi \)
2: while not done do
3: \( \{s_t, a_t, r_t\}_{t=0}^T \leftarrow \text{rollout policy } \pi \)
4: add \( \{s_t, a_t, r_t\}_{t=0}^T \) to Dataset \( D \)
5: Update \( \phi \) using \( D \):
6: \( \phi \leftarrow \phi - \eta \nabla_\phi \delta \) (Eq. 2)
7: Update \( \theta \) using learned \( Q \):
8: \( \theta \leftarrow \theta - \alpha \nabla_\theta \sum_t Q(s_t, \pi(\theta), a_t) \)
9: end while

exactly the same environment it was trained on. This assumption would not hold in real-world scenarios and is also in contrast to the classical supervised learning setting, where training and testing sets are disjoint. The problem of generalization in RL is also studied in (Zhang et al., 2018a,b) and both works find that RL is prone to memorization and overfitting. In (Cobbe et al., 2019) the authors observe that a large number of training environments are needed for generalization, in addition they also show how different neural network architectures can improve generalization. (Zhao et al., 2019) in particular analyse the effects of domain shifts, like a changing mass on a robot end-effector, between training and testing and observe that current RL algorithms are particular vulnerable to this setting. Current work on generalization for RL focuses on studying better policy representations that better transfer to new scenarios, here we propose a meta-learning framework that learns a critic that can be transferred to learn new policies for new tasks and dynamics.

Model Based Meta Learning of Critics for Policy Gradients

Meta-Learning for RL One goal of learning to learn (Schmidhuber, 1987; Bengio & Bengio, 1990; Thrun & Pratt, 2012) - also known as meta learning, it to learn representations that generalize to new tasks (Hospedales et al., 2020). For example (Finn et al., 2017; Mendonça et al., 2019; Gupta et al., 2018; Yu et al., 2018) meta-learn model parameters for adaptation to new tasks. (Maclaurin et al., 2015; Andrychowicz et al., 2016; Li & Malik, 2016; Franceschi et al., 2017; Meier et al., 2018; Duan et al., 2016) learn parameters update rules with respect to known loss or reward functions as a more general representation of the learning problem. Other work (Bechtle et al., 2021; Sung et al., 2017; Houthooft et al., 2018; Zou et al., 2019) learns loss/reward function representations. Recently, the concept of learning a loss function has also been applied to the RL domain in the form of critic learning (Zhou et al., 2020; Sung et al., 2017; Xu et al., 2020). Our framework falls into the category of learning a critic for RL. Similar to works by Sung et al. (2017) and Zhou et al. (2020), we aim at learning a critic that can then be used to optimize a new policy. In contrast to previous work, we learn our critic following a model based bi-level optimization procedure where the critic is learned by following the increase in performance of the new policy, given the model. In other words, directly following the learning progress of the policy.

3. Model-Based Meta-Learning of Critics

Next, we present our approach of meta-learning the critic \( L_{\text{critic}} = M(s_t, a_t, g) \) for policy gradients. We are interested in the standard reinforcement learning problems defined in section 2. \( L_{\text{critic}} \) is used to find the optimal parameters \( \theta^* \) of policy \( \pi(\theta) \) with gradient descent by computing a policy gradient \( \nabla_\theta L_{\text{critic}} \). In contrast to other related work that learn objective functions (Zhao et al., 2020; Lillicrap et al., 2015), we propose a model based algorithm that learns \( L_{\text{critic}} \) by leveraging a differentiable transition function \( T \) during meta-train time. We show that \( L_{\text{critic}} \) is learned in a sample efficient way, generalizes to new tasks and dynamics and resembles the properties of the state action value function \( Q(s_t, a_t) \) defined by Equation 1.

Figure 2. Our bi-level meta learning framework, to learn the critic we differentiate through the inner loop gradient update.

3.1. Overview: Bi-Level Meta-Learning of Critics

Our algorithm follows the bi-level loss learning framework presented in (Bechtle et al., 2021). Figure 2 shows an overview of the bi-level optimization procedure.

The inner loop uses \( L_{\text{critic}} \) to train the policy \( \pi \), via policy gradient updates, where \( \alpha \) is the learning rate:

\[
\theta_{\text{new}}(\phi) = \theta_{\text{old}} - \alpha \nabla_\theta L_{\text{critic}}. \tag{3}
\]

Notably, the final \( \theta_{\text{new}} \) is a function of critic parameters \( \phi \). The outer loop learns parameters \( \phi \) of a goal-conditioned critic \( L_{\text{critic,} \phi}(s_t, a_t, g) \). More concretely, a task loss \( L_{\text{task}}(\pi_{\text{old}}, g) \) is used to update \( \phi \) via gradient descent:

\[
\phi_{\text{new}} = \phi_{\text{old}} - \beta \nabla_\phi L_{\text{task}}(\pi_{\text{old}}, g) \tag{4}
\]

where \( \beta \) is the outer loop learning rate. Intuitively, the task loss evaluates the performance of the updated policy
Algorithm 2 Model Based Meta Learning of Critic

1: φ ← randomly initialize parameters of \( L \)
2: while not done do
3:   for \( g \in G \) do
4:     \( \theta \leftarrow \) randomly initialize policy parameters
5:     INNER LOOP
6:     \[ s, a, R \] \( \rightarrow \) forward unroll \( \pi_\theta \)
7:     \( \pi_{\text{new}} \leftarrow \theta_{\text{old}} - \alpha \nabla \theta \sum_{t=0}^{T} L_{\text{critic}}(s_t, a_t, g) \)
8:     OUTER LOOP
9:     \( \{ s_{\text{new}}, a_{\text{new}}, R_{\text{new}} \} \) \( \rightarrow \) rollout \( \pi_{\text{new}} \) using \( f \)
10:    Update \( \phi \) to maximize reward under \( f \):
11:   \( \phi \leftarrow \phi - \eta \nabla \phi \sum_t L_{\text{task}}(s_{\text{new}}, a_{\text{new}}, R_{\text{new}}) \)
12: end for
13: end while

Our Model Based Meta Learning approach borrows the key idea of model based reinforcement learning (MBRL): to use a model during training. In contrast to MBRL however, our framework does not use the model to learn the policy directly and thus does not need the model during test time. In MBRL, a differentiable model of the dynamics of the robot \( f \) is used to learn or optimize the policy \( \pi \) (Atkeson & Santamaria, 1997). \( f \) can be learned from experienced data \( D \) in an end to end fashion (Deisenroth & Rasmussen, 2011; Chua et al., 2018; Bechtle et al., 2020). Alternatively analytical differentiable models of the robot dynamics or kinematics (Sutanto et al., 2020) as well as differentiable simulators (Heiden et al., 2021; 2019) can be used, enabling direct gradient based optimization of the policy. Independently of the modelling choice for \( f \), the goal of model based reinforcement learning is to find a policy maximizing the expected reward \( R \), given the model \( \max_\pi \mathbb{E}_f [R_\pi] \).

Instead of performing policy updates, our Model Based Meta learning framework uses a model \( f \) to compute the outer loop task loss \( L_{\text{task}} \) during meta-training:

\[
L_{\text{task}}(\pi_{\text{new}}(\phi), g) = R_{\pi_{\text{new}}} = \sum_{t=0}^{T} \mathbb{E}_f [f(s_t, \pi_{\text{new}}(s_t))]. \tag{5}
\]

As long as \( f \) is differentiable, the task loss is now differentiable with respect to \( \pi \)’s parameters \( \theta_{\text{new}} \). We can leverage this property to update \( \phi \) since \( \theta_{\text{new}} = \theta_{\text{old}} - \alpha \nabla \theta L_{\text{critic}}(\phi) \):

\[
\phi_{\text{new}} = \phi_{\text{old}} - \beta \nabla \phi (L_{\text{task}}(\pi_{\text{new}}(\phi), g)). \tag{6}
\]

In words, the optimization learns a critic maximizing the expected cumulative reward under the new policy \( \pi_{\text{new}} \) given model \( f \). Algorithm 2 provides an overview of the method.

To learn \( \pi \) in the inner loop, we use the learned critic \( L_{\text{critic}} \)

\[
\pi_{\text{new}} = \pi_{\text{old}} - \alpha \nabla \pi L_{\text{critic}} \nabla \theta \pi. \tag{7}
\]

The above equation is a policy gradient objective that can be used to learn a policy in a model free way. This means that in the inner loop (as well as during meta-test time) \( L_{\text{critic}} \) is used to directly learn a policy for a new task without requiring the model \( f \). In this work, however, we want to show how analytical differentiable models of the robot can be used as strong physical priors during meta learning. We show in Section 4.2 that our learned critic \( L_{\text{critic}} \) resembles in shape a the Q (Sutton & Barto, 2018) function after training.

3.3. Using the critic \( L_{\text{critic}} \) at test time

After meta-learning, \( L_{\text{critic}} \) is used without requiring the model (see Algorithm 3). This makes our framework model-free at test time. In section 5 we show how, even in cases where the dynamics \( f \) change, our \( L_{\text{critic}} \) is able to learn a policy that solves the new task without requiring the changed model. Our framework thus allows to exploit strong physical priors during meta-training but is flexible to changes in the dynamics by becoming model-free at test time.

Algorithm 3 Using \( L_{\text{critic}} \) to learn \( \pi \) for new tasks.

1: \( \theta \leftarrow \) randomly initialize policy; sample \( g \)
2: while not done do
3:   \( \{ s, a, R \} \) \( \rightarrow \) rollout \( \pi_\theta \)
4:   \( \pi_{\text{new}} \leftarrow \theta_{\text{old}} - \alpha \nabla \theta \sum_t L_{\text{critic}}(s_t, a_t, g) \)
5: end while

4. Analysis of learned critic \( L_{\text{critic}} \)

In this section, we further analyse our \( L_{\text{critic}} \). During meta-train time we train on full trajectories that are collected from policy roll-outs. For the task loss \( L_{\text{task}} \) we consider the cost along the full trajectory (cf. Equation 5). We update parameters \( \phi \) of \( L_{\text{critic}} \) as shown in Equation 6. We get the gradient update

\[
(s_T - g) \nabla \phi \theta \nabla \theta \pi \nabla \pi \Gamma_{s_T\ldots0} \tag{8}
\]

where \( \Gamma_{s_T\ldots0} \) is the trajectory from \( s_T \) to the initial state \( s_0 \) and \( s_T = f(f(\ldots f(s_0, \pi(s_0)), \pi(s_{T-1})). \) Looking at Equation 8, we see that the learned critic \( L_{\text{critic}} \) is updated by measuring the effect that changes in the policy parameters have on the observed trajectory. Since \( L_{\text{critic}} \) is used to
learn $\pi$, the policy parameters change as a function of $\phi$. Thus the goal is to update $\phi$ to minimize the error of $\pi$ in performing the desired behaviour $g$. This means that $L_{\text{critic}}$ is learned while trying to converge to the optimal policy $\pi(\theta^*)$. Thus, at convergence of the bi-level optimization loop: $L_{\text{critic}}(s_t, a_t) \rightarrow L_{\text{critic}}(s_t, \pi^*(s_t))$.

This is different from other approaches of $Q$ function learning. Instead of fitting the $Q$ function in a supervised way as in (Mnih et al., 2015; Lillicrap et al., 2015), our learned $L_{\text{critic}}$ is learned in a self-supervised way by trying to increase the learning progress of $\pi$. Next we provide an analysis to show the benefits of learning a critic with our method.

4.1. Analysis: Recovering optimal policy

With the help of a simple example, we analyze how our updates to the critic’s parameters are significantly different when compared to standard supervised $q$-fitting. Furthermore we show how our method, at convergence of inner and outer loop, recovers the optimal policy, while standard $q$-fitting does not. This example has been proposed in (Fairbank, 2008) where it has been shown that value learning methods (Sutton & Barto, 2018) would not necessarily find the optimal policy. We define the following learned critic $L_{\text{critic}}$, model $f$, policy $\pi$, reward $r$ and learned $Q$ function:

\[
L_{\text{critic}}(s_t, a_t) = Q(s_t, a_t) = (s_t + a_t)^2 \phi_1 \\
\pi(s_t, a_t) = s_t + a_t = s_{t+1} \\
a_t = \pi_\theta(s_t) = \theta \\
r_t(s_t, a_t) = \begin{cases} 0 & \text{if } t < T \\ (s_t - g)^2 & \text{if } t = T \end{cases}
\]

Where $g$ is the goal. We consider a time horizon of $T = 2$, following the example above at $t = 2$ the goal will be $g = s_0 + 2\theta$ thus the optimal policy to reach a desired goal should be $\pi(s) = \theta = \frac{s - g}{2}$. The goal of this simple example is to i) show how different the update strategies are between our algorithm and standard $q$-fitting and ii) compare the achieved optima of the learning loops. In the following we assume we have access to a roll-out $\tau = \{s_0, a_0, r_0, s_1, a_1, r_1, s_2, r_2\}$.

4.1.1. Supervised $Q$ Learning

Let’s first consider the case where we learn $Q$ from data, as presented in section 2. Given $\tau$ we first compute the optimal parameters of $Q$ then use that $Q$ to optimize the policy to convergence. We start with the $Q$ function $Q_\phi(s_t, a_t) = (s_t + a_t)^2 \phi_1$. Using the rollout $\tau$ we compute the supervised loss signal $\delta$ for $Q_\phi$ according to Equation 2:

\[
\delta = \sum_{t=0}^{1} (Q_\phi(s_t, a_t) - (r_t + \gamma Q_\phi(s_{t+1}, a_{t+1})))^2
\]

Then we take the gradient of $\delta$ wrt. $\phi_1$ and solve for $\phi_1$, which results in optimal $\phi_1$:

\[
\phi_1 = \frac{(s_1 + a)^2 r_2}{\left(\left((s_0 + a)^2 - (s_1 + a)^2\right)^2 + (s_1 + a)^4\right)}
\]

We have now identified the optimal $\phi$ as a function of the rollout data. More details on this step can be found in the Appendix A.1. Next we compute the gradient for policy parameters $\theta$ with respect to the predictions of the learned $Q_\phi$ function:

\[
\nabla_\theta \sum_{t=0}^{T=1} Q(s_t, a_t) = \nabla_\theta \left( (s_0 + \theta)^2 \phi_1 + (s_1 + \theta)^2 \phi_1 + r_2 \right) = 2\phi_1[(s_0 + \theta) + (s_1 + \theta)]
\]

where we have added a terminal reward $r_2$ and have expanded the actions in the $Q$ function predictions with the policy parametrization. This allows us to compute the analytical gradients wrt to $\theta$, set the gradient to 0 $(\nabla_\theta \sum_{t=0}^{T=1} Q(s_t, a_t) = 2\phi_1[(s_0 + \theta) + (s_1 + \theta)] = 0$) and solve to find the optimum. This will converge to (see Eq. 32 in A.1 for details):

\[
\theta = \frac{s_0 + s_1}{-2}
\]

As we can see this does not recover the optimal policy. We can perform the same analysis using a model $f$ learning, meaning $\pi(\theta)$ will reach a similar result (see Appendix A.3). The meta critic learning framework presented in (Zhou et al., 2020) also learns the critic in a supervised way an thus has a similar result, details are presented in Appendix A.3.

4.1.2. Model Based Meta-Learning the Critic

Next we analyze the learning procedure of our method. We first update the parameters $\theta$ using our $L_{\text{critic}}$ (in the inner loop). To do so, we compute $\nabla_\theta \sum_{t=0}^{T=1} L_{\text{critic}} = \nabla_\theta \left( (s_0 + \theta)^2 \phi_1 + (s_1 + \theta)^2 \phi_1 \right) \Rightarrow \theta_{\text{new}} = \theta - \alpha(2\phi_1(s_0 + s_1 + 2\theta))$. We choose $\alpha = \frac{1}{2} \Rightarrow \theta_{\text{new}} = \theta - \phi_1(s_0 + s_1 + 2\theta)$. As in Algorithm 2 we use $\theta_{\text{new}}$ to compute $L_{\text{task}}$ defined per Equation 5:

\[
L_{\text{task}} = \sum_{t} r_t = r_0 + r_1 + r_2 = r_2 = (s_2 - g)^2
\]

expanding all terms, meaning $s_2 = s_1 + \theta_{\text{new}}, s_1 = s_0 + \theta_{\text{new}}$, $\theta_{\text{new}} = \theta - \phi_1(s_0 + s_1 + 2\theta)$, we get at convergences of learning, meaning $\nabla_\phi_1 L_{\text{task}} = 0$, the optimal parameter $\phi_1$ of $L_{\text{critic}}$

\[
\phi_1 = \frac{(s_0 + 2\theta - g)}{2(s_0 + s_1 + 2\theta)}.
\]
See derivation in Appendix A.2 for all the details. Remember, when the policy convergences - meaning that \( \nabla_\theta L_{\text{critic}} = 2\phi_1(s_0 + s_1 + 2\theta) = 0 \) - we get
\[
s_0 + 2\theta - g = 0 \Rightarrow \theta = \frac{g - s_0}{2}
\]
this is the optimal policy starting from \( s_0 \), the initial state.

To conclude, our model-based bi-level meta-learning framework leads to parameter updates that lead to significantly different learned critics compared to supervised Q learning. In the presented toy example our meta-learning loop recovers the optimal policy whereas standard supervised Q learning does not. Similar analysis for more general problems is left for future work. We empirically study the benefits of our approach for complex setups in section 5.

4.2. Illustration: Shape of \( L_{\text{critic}} \)

To further analyze the representation of our learned \( L_{\text{critic}} \) we extend the toy example from above and represent the learned critic with a neural network \( L_{\text{critic}} = M(s, \theta, g, \phi) \) with parameters \( \phi \). The policy is extended to two parameters \( \pi(s) = [\theta_1, \theta_2] \). After learning \( L_{\text{critic}} \) with our algorithm, we compare the optimization landscape of \( L_{\text{critic}} \) with the landscape of the ground truth \( Q_{\text{true}} \) function, which we compute analytically via Equation 1. We also compare \( L_{\text{critic}} \) with a neural network \( Q_{\sup} \) function learned in a supervised way as presented in section 2. We train \( L_{\text{critic}} \) and \( Q_{\sup} \) on one goal from two initial states.

Figure 1 shows the optimization landscapes of \( Q_{\text{true}}, Q_{\sup} \) and our \( L_{\text{critic}} \). We plot the respective values over the policy parameter space \([\theta_1, \theta_2] = [x, y]\) where \( x, y \) are represented by each grid in the plot. After rolling out the policy \( \pi_{[x,y]} \) and observing the trajectory \( s \), we plot \( \sum_t Q_{\text{true}}(s_t, \pi_{[x,y]}) \), \( \sum_t Q_{\sup}(s_t, \pi_{[x,y]}) \) and \( \sum_t L_{\text{critic}}(s_t, \pi_{[x,y]}) \) respectively. Darker colors correspond to lower cost and thus the optimal parameters of \( \pi \) for the task. The arrows in the plot show the gradient fields of the policy gradients \( \nabla_{[\theta_1, \theta_2]} Q_{\text{true}}, \nabla_{[\theta_1, \theta_2]} Q_{\sup} \) and \( \nabla_{[\theta_1, \theta_2]} L_{\text{critic}} \) as a function of policy parameters. The arrows therefore show how the policy gradient behaves. From the plot it becomes visible that our \( L_{\text{critic}} \) very closely resembles the optimization landscape of the ground truth \( Q_{\text{true}} \) function over the parameter space of \( \theta \). This means that no matter how \( \pi_\theta \) is initialized, the optimal values \( \theta^* \) will be found when using our \( L_{\text{critic}} \). This essentially means that we are able to solve the reinforcement learning problem, namely to learn a policy \( \pi \) that accomplishes task \( g \), no matter where \( \theta \) is being initialized. This is in contrast to \( Q_{\sup} \) which will over-fit to a neighborhood of the training goal and thus cannot be generally used to learn a policy that solves the task. In Figure 3 we see how our method explores different parts of the policy parameter space \( \theta \) before converging to the desired parameters \( [\theta_1^*, \theta_2^*] \). This allows \( L_{\text{critic}} \) to learn about different parametrizations of \( \pi \) and how to recover the optimal parameters for \( g \).

4.2.1. Generalization to New Tasks

Next we analyse the generalization capabilities of our \( L_{\text{critic}} \). In the previous section we have studied how \( L_{\text{critic}} \) is able to solve the RL task. Now we want to show how \( L_{\text{critic}} \) can generalize to different goals \( g \in G \), after having been trained. Since \( L_{\text{critic}} \) is learned in a goal-conditioned way and assuming \( L_{\text{critic}} \) learned the underlying learning mechanism to accomplish \( g \), \( L_{\text{critic}} \) should be able to generalize to new \( g \in G \) that have not been seen during training. Similarly, we can learn \( Q_{\sup}(s_t, \alpha_t) \) in a goal-conditioned way by absorbing the goal information in \( s \). In Figure 1 (bottom rows) again the optimization landscape of \( Q_{\text{true}}, Q_{\sup} \) and of our \( L_{\text{critic}} \) are shown for two different goals that were not seen during training. Our \( L_{\text{critic}} \) resembles the true \( Q \) function’s optimization landscape, even for new test goals. \( Q_{\sup} \) instead cannot generalize to new tasks. Our method learns a critic that allows for generalization to new and unseen situations - a crucial and very challenging open problem in RL.

5. Experiments

We now present the experimental evaluations of our framework. We evaluate our framework on learning critics for a 2 degrees of freedom (DoF) planar reacher arm (Reacher) as well as a 7 DoF Kuka manipulator (Kuka) in simulation. In both cases, the task is to reach a desired goal position specified in joint space. The policy \( \pi(s_t) = \alpha_t \) is parametrized as a neural network where the input is the state \( s = [\omega_{n=0}, \ldots, DoF, \dot{\omega}_{n=0}, \ldots, DoF] \) composed of current joint positions and velocities and the output is the commanded joint torques. The policy neural network has two hidden layers with 64 neurons and tanh activation function. The learned critic \( L_{\text{critic}} \), also parametrized as a neural network, takes as an input \( s \), the outputted \( \alpha \) from \( \pi \) and the goal \( g \). The neural network has two hidden layers with 400 neurons each and ELU activation function. We use the differentiable model presented in (Sutanto et al., 2020) as our \( f \). \( L_{\text{task}} = ((s_T - g)^2, g \) is the desired goal position defined in joint space.
We start by analyzing how well each method can learn to generalize to tasks, we show how our learned critic generalizes to tasks, and we also observe that our method is the least sensitive to variations in random seeds. In summary, in both experiments our approach learns a critic that solves the training tasks more efficiently and reliably than the baselines.

### 5.2. Meta-Test - Generalization

We now turn to evaluating the generalization capabilities of our $L_{\text{critic}}$ after meta-training. During meta-test $L_{\text{critic}}$ is used to compute the policy gradient update on a new policy $\pi$ on new settings. Similarly we use the critics learned with our baselines to compute the policy gradient for comparison. Specifically, we show two forms of generalization: (1) generalization to new goals $g$ that have not been seen during training and (2) generalization to new (unknown) dynamics $f$, that are different from the known dynamics model $\hat{f}$ during meta-train time. For this set of experiments, we use the critics (q-functions) that were trained during meta-train for both the 2 DoF reacher arm and the 7 DoF Kuka arm.

#### 5.2.1. Generalizing to New Tasks

We start by analyzing how well each method can learn to solve the training tasks. Each method is used to train a policy to reach four goals, and average results across 5 random seeds. Since the baselines are not inherently goal conditioned, we include the goal in the state description, thus the state becomes $s - g$ instead of $s$.

### Results for 2 DoF Racher

We test the generalization capabilities of our $L_{\text{critic}}$ over the full state space of the reacher environment. Figure 5 shows the results, where each grid in the plot corresponds to a new goal state $s = [\omega_1, \omega_2]$. The crosses in the plots show the training goals that were used to train all critics. The colors in the plots represent the mean squared error in achieving the new goal, averaged over 5 seeds. The error is measured as the distance to the desired goal $s = [\omega_1, \omega_2]$ at the end of the rollout of $\pi$, where $\pi$ was learned from scratch using $L_{\text{critic}}$ or the critics learned with the baselines. We can see that our learned critic systematically generalizes to new tasks over the full state space. This is in contrast to the baselines that either overfit to the training tasks (DDPG) or do not reliably generalize to new tasks (Meta Critic) for new policies.

### Results for 7 DoF Kuka

In Table 1 we show the generalization capabilities of our $L_{\text{critic}}$ to new tasks on the Kuka arm. We sample 10 new tasks at a distance of $\mathcal{N}(0, \text{std})$ for std = 0.1 . . . 1.0 around the training tasks. We use two of the baselines. We also observe that our method is the least sensitive to variations in random seeds. In summary, in both experiments our approach learns a critic that solves the training tasks more efficiently and reliably than the baselines.

### Table 1. Evaluation of $L_{\text{critic}}$ on new tasks. 10 new goals where sampled at $\mathcal{N}(0, \text{std})$ around the training goals for 5 seeds

| Method      | Mass=0 | Mass=1 | Mass=2 | Mass=3 | Mass=4 | Mass=5 | Mass=6 | Mass=7 | Mass=8 | Mass=9 |
|-------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $L_{\text{critic}}$ (ours) DDPG | 3.688(1.817) | 3.943(2.415) | 5.638(1.621) | 4.426(2.841) | 4.001(1.735) | 3.916(1.664) | 4.312(2.268) | 4.293(1.699) | 4.095(2.85) | 5.031(3.801) |
| DDPG        | 3.425(2.136) | 3.943(2.415) | 5.638(1.621) | 4.426(2.841) | 4.001(1.735) | 3.916(1.664) | 4.312(2.268) | 4.293(1.699) | 4.095(2.85) | 5.031(3.801) |
| Meta Critic | 3.395(1.971) | 3.817(1.763) | 4.96(2.298) | 4.413(1.746) | 5.611(2.059) | 5.544(2.5) | 4.622(2.254) | 4.77(1.585) | 4.754(2.804) | 7.771(3.304) |

| Method      | std=0.1 | std=0.2 | std=0.3 | std=0.4 | std=0.5 | std=0.6 | std=0.7 | std=0.8 | std=0.9 | std=1.0 |
|-------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| $L_{\text{critic}}$ (ours) DDPG | 0.02(0.02) | 0.04(0.03) | 0.05(0.04) | 0.07(0.05) | 0.41(0.58) | 1.65(2.43) | 2.05(3.78) | 2.01(1.92) | 0.27(0.2) | 0.95(0.8) |
| DDPG        | 3.425(2.136) | 3.943(2.415) | 5.638(1.621) | 4.426(2.841) | 4.001(1.735) | 3.916(1.664) | 4.312(2.268) | 4.293(1.699) | 4.095(2.85) | 5.031(3.801) |
| Meta Critic | 3.395(1.971) | 3.817(1.763) | 4.96(2.298) | 4.413(1.746) | 5.611(2.059) | 5.544(2.5) | 4.622(2.254) | 4.77(1.585) | 4.754(2.804) | 7.771(3.304) |

| Method      | std=0.1 | std=0.2 | std=0.3 | std=0.4 | std=0.5 | std=0.6 | std=0.7 | std=0.8 | std=0.9 | std=1.0 |
|-------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| $L_{\text{critic}}$ (ours) DDPG | 0.02(0.02) | 0.04(0.03) | 0.05(0.04) | 0.07(0.05) | 0.41(0.58) | 1.65(2.43) | 2.05(3.78) | 2.01(1.92) | 0.27(0.2) | 0.95(0.8) |
| DDPG        | 3.425(2.136) | 3.943(2.415) | 5.638(1.621) | 4.426(2.841) | 4.001(1.735) | 3.916(1.664) | 4.312(2.268) | 4.293(1.699) | 4.095(2.85) | 5.031(3.801) |
| Meta Critic | 3.395(1.971) | 3.817(1.763) | 4.96(2.298) | 4.413(1.746) | 5.611(2.059) | 5.544(2.5) | 4.622(2.254) | 4.77(1.585) | 4.754(2.804) | 7.771(3.304) |

Figure 4. Meta-training: Comparing $L_{\text{critic}}$, DDPG and meta critic for both environments. Our method is more sample efficient.

The experimental evaluation focuses of two aspects: (1) We analyse the capability of our model-based meta learning algorithm solve the RL task, this means during meta-train time a critic is learned that solves $g$. We show how using a model based approach increases sample efficiency and suffers less from variability in random seeds during meta-learning and (2) we show how our learned critic generalizes to tasks, dynamics and policy initializations that significantly differ from the meta-train time setting.

We compare our method to two baselines: (1) DDPG (Lillicrap et al., 2015), where the $Q$ function is learned in a supervised way and the learned $Q$ function is used to learn the policy. Similarly we use our $L_{\text{critic}}$ to learn the policy. (2) Meta Critic (Zhou et al., 2020), where also a meta critic is learned in a bi-level fashion and used to learn a policy. The meta critic is learned by evaluating the policy using a $Q$ function that was again learned in a supervised way.

### 5.1. Meta-train

We start by analyzing how well each method can learn to solve the training tasks. Each method is used to train a policy to reach four goals, and average results across 5 random seeds. Since the baselines are not inherently goal conditioned, we include the goal in the state description, thus the state becomes $s - g$ instead of $s$.

### 2 DoF Racher and 7 DoF Kuka results

Figure 4 visualizes the training curves for both agents. Our model-based meta-learning approach solves the training task with fewer iterations and is thus more sample efficient compared to the baselines. We also observe that our method is the least sensitive to variations in random seeds. In summary, in both experiments our approach learns a critic that solves the training tasks more efficiently and reliably than the baselines.
The colors show the error in accomplishing the new tasks. We evaluate how well our learned critic generalizes reliable to heavier masses, which is not the case for the baselines. We also evaluated the generalization performance under changing link lengths. In Figure 6 the errors are shown to accomplish the training task under new dynamics. Each point in the figure represents a new combination of masses of the links. The red cross shows the combination of masses that was used during training.

Varying the length of the links significantly alters the dynamics. Also in this scenario our $L_{critic}$ generalizes better to new lengths when compared to the baselines.

Results for 7 DoF Kuka In this set of experiment we evaluate how well our learned loss can generalize to new dynamics on the 7 DoF kuka arm. We vary the mass and the link length at the end-effector. This is comparable to varying the weight and shape of an object in the robot’s hand, for example when wanting to place a cup instead of a bottle.

In Table 2 the results for the changes in mass, in Table 3 the results of the changes in link length are reported and compared to the baselines. Our $L_{critic}$ generalizes also to new mass and length values at the end-effector, which is not true for the baselines. Again we report the mean squared error between last state and goal over 10 new goals, 5 seeds and 5 new policy initialization.

To make the comparison fairer, for our baselines, we selected seeds that solved the task during training.

6. Conclusion and Discussion

Generalization in RL is an important and fairly new research direction (Kirk et al., 2021) but crucial for deploying RL in the real world. In this work we present a model-based meta-learning framework to learn a critic that is used for policy optimization in RL. In contrast to previous work, our approach meta-learns the critic by directly following the learning progress of the policy leveraging the model during meta-training. During meta-test time the learned critic can be used to learn new policies for new tasks and dynamics. The results show the generalization capabilities of our learned critic. Notably our learned critic can be used at meta test time in a model free way while still being able to adapt to changes in the dynamics. This could make it a great contender for sim-to-real transfer. In the future we want to explore the use of simpler models during meta-train time and include a model-learning component during training.
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A. Analytical Analysis Details

We define the following learned critic $L_{\text{critic}}$, model $f$, policy $\pi$, sparse reward $r$ and learned $Q$ function.

\[ L_{\text{critic}}(s_t, a_t) = Q(s_t, a_t) = (s_t + a_t)^2 \phi_1 \]

\[ f(s_t, a_t) = s_t + a_t = s_{t+1} \]

\[ a_t = \pi_\theta(s_t) = \theta \]

\[ r_t(s_t, a_t) = \begin{cases} 
0 & \text{if } t < T \\
(s_t - g)^2 & \text{if } t = T
\end{cases} \]

Where $g$ is the goal. We consider a time horizon of $T = 2$, following the example above at $t = T = 2$ the goal will be $g = s_0 + 2\theta$ thus the optimal policy to reach a desired goal should be $\pi(s) = \theta = \frac{g - s_0}{2}$. We use the policy $\pi_\theta(s) = \theta$ to collect the roll-out $\tau = \{s_0, a_0, r_0, s_1, a_1, r_1, s_2, r_2\}$ using model $f$. The goal of this simple example is to see how a global optimum of the learning loops would look like if it existed. To do this, we train the critics to convergence and use the optimal parameters of the critics to train the policy to convergence.

A.1. Q Learning Analysis Details

Let’s first consider the case where we learn $Q$ from data, as presented in section 2. For this we define the $Q$ function with parameter $\phi_1$:

\[ Q(s_t, a_t) = (s_t + a_t)^2 \phi_1 \]  

(21)

The objective of $Q$ learning is defined in Equation 2 and we compute it using the current data rollout $\tau$. With that the supervised $Q$ learning loss $\delta$ is then

\[ \delta = \sum_{t=0}^{1} (Q_t(s_t, a_t) - (r_t + \gamma Q_{t+1}(s_{t+1}, a_{t+1})))^2 \] 

(22)

\[ = ((s_0 + a_0)^2 \phi_1 - (r_0 + (s_1 + a_1)^2 \phi_1))^2 + ((s_1 + a_1)^2 \phi_1 - (r_1 + r_2))^2 \]  

(23)

\[ = ((s_0 + a_0)^2 \phi_1 - (s_1 + a_1)^2 \phi_1))^2 + ((s_1 + a_1)^2 \phi_1 - r_2))^2 \]  

(24)

since $r_0 = r_1 = 0$ and we assume $\gamma = 1$. Using the knowledge that all actions are the same $a_0 = a_1$, we can remove the time index on actions and simplify the error function to

\[ \delta = ((s_0 + a)^2 \phi_1 - (s_1 + a)^2 \phi_1))^2 + ((s_1 + a)^2 \phi_1 - r_2))^2 \]  

(25)

Taking the gradient of $\delta$ wrt. $\phi_1$ results in:

\[ \nabla_{\phi_1} \delta = 2\phi_1[(s_0 + a)^2 - (s_1 + a)^2][(s_0 + a)^2 - (s_1 + a)^2] + 2\phi_1(s_1 + a)^2 - 2r_2(s_1 + a)^2 \]  

(26)

\[ = 2\phi_1[(s_0 + a)^2 - (s_1 + a)^2]^2 + (s_1 + a)^2 - 2(s_1 + a)^2 r_2 \]  

(27)

to find the optimal $Q$ function parameters we set the gradient to 0, and solve for $\phi_1$:

\[ \nabla_{\phi_1} \delta = 0 \]  

(28)

\[ 2\phi_1[((s_0 + a)^2 - (s_1 + a)^2)^2 + (s_1 + a)^4] - 2(s_1 + a)^2 r_2 = 0 \]  

(29)

\[ \phi_1 = \frac{(s_1 + a)^2 r_2}{[((s_0 + a)^2 - (s_1 + a)^2)^2 + (s_1 + a)^4]} \]  

(30)

Now we compute the gradient for policy parameters $\theta$ with respect to the predictions of the learned $Q$ function:

\[ \nabla_\theta \sum_{t=0}^{T=1} Q(s_t, a_t) = \nabla_\theta ((s_0 + \theta)^2 \phi_1 + (s_1 + \theta)^2 \phi_1 + r_2) = 2\phi_1[(s_0 + \theta) + (s_1 + \theta)] \]  

(31)
Figure 8. The learned Q is shown after learning converged and the optimal parameters $\phi_1$ have been computed. We also show the gradient of Q wrt $\theta \nabla_\theta Q$. From the graph it becomes visible that the Q learned in a supervised way has two minima, a global minimum where the optimal policy would be recovered at $\theta = 3$ and a second local minima the optimization could get stuck in at $\theta = 4$. This shows that the learning procedure does not necessarily recover the optimal policy.

where we have expanded the actions in the Q function predictions with the policy parametrization - such that we can compute the analytical gradients wrt to $\theta$.

At convergence, the gradient $\nabla_\theta \sum_{t=0}^{T-1} Q(s_t, a_t) = 2\phi_1[(s_0 + \theta)^2 + (s_1 + \theta)^2] = 0$. To analyse the convergence, we use the optimal Q function parameter $\phi_1$ that we computed before:

$$\phi_1 = \frac{(s_1 + a)^2 r_2}{[((s_0 + a)^2 - (s_1 + a)^2)^2 + (s_1 + a)^4]}$$  \hspace{1cm} (32)

$$\Rightarrow 2\phi_1[(s_0 + \theta) + (s_1 + \theta)] = 2 \frac{(s_1 + a)^2 r_2[(s_0 + \theta) + (s_1 + \theta)]}{[((s_0 + a)^2 - (s_1 + a)^2)^2 + (s_1 + a)^4]} = 0$$  \hspace{1cm} (33)

$$\Rightarrow (s_1 + a)^2 r_2[(s_0 + \theta) + (s_1 + \theta)] = 0$$  \hspace{1cm} (34)

This training procedure may converge, however we do not necessarily recover the optimal policy. Solving for $\theta$ we find that the loop converges when:

$$[s_0 + \theta) + (s_1 + \theta)] = 0 \Rightarrow \theta = \frac{s_0 + s_1}{-2}$$  \hspace{1cm} (35)

This is not the optimal policy.

We analyse this further for the case where we have access to the model $f(s_t, a_t) = s_t + \theta = s_{t+1}$ during Q learning. This means the reward $r_2 = (s_0 + 2\theta - g)^2$ now is also a function of $\theta$. The derivation of above stays the same and $\theta = \frac{s_0 + s_1}{2}$ is still a solution this loop converges to. However the loop now could also converges when $r_2 = 0 \rightarrow (s_0 + 2\theta - g)^2 = 0 \rightarrow \theta = \frac{g}{-2}$. While the optimal policy could be recovered in this case, learning still does not necessarily converge to that.

In Figure 8 we show the graphs of $Q$ and $\nabla_\theta Q$ after supervised learning of $Q$ converged. We also show the true $Q$ function, that we can compute given the simplicity of the example as $Q_{true} = r_0 + r_1 + r_2$. We show a practical example where $s_0 = -6$ and $g = 0$. We can see that this optimization has two points where $\nabla_\theta Q = 0$ and thus two minima. The global optimum where $\theta = 3$ is the desired one and recovers the optimal policy. However, without access to the model $f$, this optimum will only be found if $r_2 = 0$ to begin with, which means that we initialize the policy with the optimal one. If we have access to $f$, as discussed above, the optimal policy can be found but is not the only point of convergence of the learning loop.
A.2. Model Based Meta-Learning the Critic Analysis Details

We analyze the learning procedure of our method. We first update the parameters $\theta$ using our $L_{\text{critic}}$ (in the inner loop). To do so, we compute

$$
\nabla_{\theta} \sum_{t=0}^{T=1} L_{\text{critic}} = \nabla_{\theta} [(s_0 + \theta)^2 \phi_1 + (s_1 + \theta)^2 \phi_1] = 2\phi_1(s_0 + s_1 + 2\theta) \tag{36}
$$

The updated $\theta$ parameters are given by

$$
\theta_{\text{new}} = \theta_{\text{old}} - \alpha \nabla_{\theta} \sum_{t=0}^{T=2} L_{\text{critic}} \Rightarrow \theta_{\text{old}} - \phi_1(s_0 + s_1 + 2\theta) \tag{37}
$$

where we assume $\alpha = \frac{1}{2}$. As in Algorithm 2 we use $\theta_{\text{new}}$ to compute $L_{\text{task}}$ defined per Equation 5:

$$
L_{\text{task}} = \sum_{t=0}^{2} r_t = r_0 + r_1 + r_2 = (s_2 - g)^2 \tag{38}
$$

expanding all terms, meaning $s_2 = s_1 + \theta_{\text{new}}, s_1 = s_0 + \theta_{\text{new}}, \theta_{\text{new}} = \theta - \phi_1(s_0 + s_1 + 2\theta)$ we get:

$$
s_2 = s_0 + 2\theta - 2\phi_1(s_0 + s_1 + 2\theta) \\
L_{\text{task}} = (s_2 - g)^2 = (s_0 + 2\theta - 2\phi_1(s_0 + s_1 + 2\theta) - g)^2 \tag{39} \tag{40}
$$

Now we want to find the optimal parameters $\phi$ by taking the gradient $\nabla_{\phi_1} L_{\text{task}}$ and we get

$$
\nabla_{\phi_1} L_{\text{task}} = 2(s_2 - g)[-2(s_0 + s_1 + 2\theta)] \tag{41} \\
= (s_0 + 2\theta - 2\phi_1(s_0 + s_1 + 2\theta) - g)[-2(s_0 + s_1 + 2\theta)] \tag{42} \tag{43}
$$

and at convergences of learning, meaning $\nabla_{\phi_1} L_{\text{task}} = 0$ we get

$$
(s_0 + 2\theta - 2\phi_1(s_0 + s_1 + 2\theta) - g)[-2(s_0 + s_1 + 2\theta)] = 0 \tag{44} \\
\Rightarrow 4\phi_1[(s_0 + s_1 + 2\theta)(s_0 + s_1 + 2\theta)] = 2[(s_0 + 2\theta - g)(s_0 + s_1 + 2\theta)] \tag{45} \\
\Rightarrow \phi_1 = \frac{[(s_0 + 2\theta - g)(s_0 + s_1 + 2\theta)]}{2[(s_0 + s_1 + 2\theta)(s_0 + s_1 + 2\theta)]} = \frac{(s_0 + 2\theta - g)}{2(s_0 + s_1 + 2\theta)} \tag{46}
$$

thus, recover the optimal parameter $\phi_1$ of $L_{\text{critic}}$ at convergence.

Remember, when the policy convergences - meaning that $\nabla_{\theta} L_{\text{critic}} = 2\phi_1(s_0 + s_1 + 2\theta) = 0$. Using the previously computed optimal $\phi_1$ we get:

$$
2\phi_1(s_0 + s_1 + 2\theta) = 0 \tag{47} \\
\Rightarrow 2\frac{(s_0 + 2\theta - g)}{2(s_0 + s_1 + 2\theta)}(s_0 + s_1 + 2\theta) = 0 \tag{48} \\
\Rightarrow s_0 + 2\theta - g = 0 \Rightarrow \theta = \frac{-s_0 + g}{2} \tag{49}
$$

this is the optimal policy starting from $s_0$, the initial state.

In Figure 9 we show the graphs of $L_{\text{critic}}$ and $\nabla_{\theta} L_{\text{critic}}$ after learning of $L_{\text{critic}}$ converged as a function of $\theta$. We also show the true $Q$ function, that we can compute given the simplicity of the example as $Q_{\text{true}} = r_0 + r_1 + r_2$. We preset a practical example where $s_0 = -6$ and $g = 0$. We can see that this optimization has only one point where $\nabla_{\theta} L_{\text{critic}} = 0$ and thus one global minimum at optimal policy parameters $\theta = 3$. We also see that our $L_{\text{critic}}$ resembles in shape $Q_{\text{true}}$. 
To update the meta critic, the updated policy $\pi_t = (s_t + a)^2 \beta_1$ as previously

$$Q(s_t, a_t) = (s_t + a)^2 \phi_1$$

$$Q_{\text{meta}} = (s_t + a)^2 \beta_1$$

In this algorithm the policy is updated using both critics $\theta_{\text{new}} = \theta - \nabla_\theta \sum_{t=0}^{T-1} (Q(s_t, a_t) + Q_{\text{meta}}(s_t, a_t)) = \theta - 2(\phi_1 + \beta_1)((s_0 + a)^2 + (s_1 + a)^2)$. At convergence, when $\nabla_\theta (Q(s_t, a_t) + Q_{\text{meta}}(s_t, a_t)) = 0 \Rightarrow \phi_1 = -\beta_1$.

To update the meta critic, the updated policy $\pi_{\text{new}} = \theta - 2(\phi_1 + \beta_1)((s_0 + a)^2 + (s_1 + a)^2)$ is used and evaluated using $Q(s_t, a_t)$. If we use $\theta_{\text{new}}$ the learning signal for $Q_{\text{meta}}$ is

$$l = \sum_{t=0}^{s_t + [\theta - 2(\phi_1 + \beta_1)((s_0 + a)^2 + (s_1 + a)^2)]^2 \phi_1}$$

thus

$$\nabla_{\beta_1} l = 2((s_t + [\theta - 2(\phi_1 + \beta_1)((s_0 + a)^2 + (s_1 + a)^2)])((s_0 + a)^2 + (s_1 + a)^2))$$

$$= 2[((s_0 + a)^2 + (s_1 + a)^2)] \sum_{t} ((s_t + [\theta - 2(\phi_1 + \beta_1)((s_0 + a)^2 + (s_1 + a)^2)])$$

$$= 2[((s_0 + a)^2 + (s_1 + a)^2)] \sum_{t} [(s_t)] + 2[\theta - 2(\phi_1 + \beta_1)((s_0 + a)^2 + (s_1 + a)^2)]$$

$$\Rightarrow \beta_1 = \frac{s_0 + s_1}{4((s_0 + a)^2 + (s_1 + a)^2)} + \frac{\theta}{2} - \phi_1$$
The critic $Q(s_t, a_t)$ is updated the same way as in Section 4.1.1. Since the policy converges when $\phi_1 = -\beta_1$ we get:

$$\begin{align*}
-\phi_1 &= \frac{s_0 + s_1}{4[(s_0 + a)^2 + (s_1 + a)^2]} \frac{\theta}{2} - \phi_1 \\
\Rightarrow 0 &= \frac{s_0 + s_1}{4[(s_0 + a)^2 + (s_1 + a)^2]} \frac{\theta}{2} \\
\Rightarrow \theta &= -\frac{s_0 + s_1}{2[(s_0 + a)^2 + (s_1 + a)^2]}
\end{align*}$$

(59) (60) (61)

This does not recover the optimal policy.