Significance of SMES Devices for Power System Frequency Regulation Scheme considering Distributed Energy Resources in a Deregulated Environment
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Abstract: Nowadays, the restructuring of power systems is extremely urgent due to the depletion of fossil fuels on the one hand and the environmental impact on the other. In the restructured environment, the incorporation of renewable energy sources and storage devices is key as they have helped achieve a milestone in the form of microgrid technology. As the restructuring of the power system increases, there are several types of generation sources, and distribution companies express their interest in trading in a deregulated environment to operate economically. When considering the power system deregulation, the contract value deviates in some situations, resulting in an imbalance between the generation and the energy consumption, which can bring the system into a power outage condition. In particular, load frequency control has been a great challenge over the past few decades to ensure the stable operation of power systems. This study considers two generation sources: mini-hydro in GENCO-1 and 3 and microgrid (combination of wind, fuel cell, battery storage, and diesel engine) in GENCO-2 and 4. It is two equal-area networks; in area-1, GENCO-1 and 2, and in area-2, GENCO-3 and 4 are considered, respectively. In addition, a FOPID controller and two ancillary devices, such as a unified power flow controller and a superconducting magnetic energy storage system, have been incorporated. Three different test networks have been formed according to the contract value, such as unilateral, bilateral, and agreement violations. The simulation results show that ancillary devices and controller participation significantly enhance the system response by reducing the frequency and tie-line power fluctuation. To validate the efficacy of the proposed method, respective performance indices and percentages of improvement have been obtained. Finally, this study demonstrated the effectiveness of the proposed restructured power system in a deregulated environment.
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1. Introduction

1.1. Restructured Power System Operation

One of the principal objectives in the area of modern power systems is to ensure their continuous and reliable operation. In the past, there has been a tendency to broaden the share of renewables in the overall energy production with a view of minimizing the environmental impact of the energy sector. However, the operation of renewable energy sources (RES), such as wind turbines and photovoltaics (PVs), especially without energy storage systems (ESS) coordination, is characterized by dynamic power fluctuations [1]. Sudden load demand-generation imbalances may lead to severe frequency and power deviations resulting in damaging the electrical infrastructure and to high economic losses [2]. Therefore, a robust structure must be designed against highly disruptive events to provide
power supply to critical loads, especially taking into account the progressive development of renewable generation [3].

Thus, in recent years, there has been a tendency to investigate the load frequency control (LFC) of the power system due to the progressive changes in the generation structure, as a result of the development of RES cooperating with energy storage systems, which, working as microgrids, can affect power system stability. The issue of power system stability is linked to the response of the power system to a disturbance and can be defined as the capability to return to the normal state (all parameters of the power system are within acceptable limits) after an interruption [2]. Thus, the term stability is strictly related to the operation of voltage and frequency regulation systems [4].

Hossain et al. [5] showed that microgrids and distributed energy sources (DES) integrated with ESS are characterized by relatively low vulnerability to extreme weather conditions, allowing enhancing grid reliability and the possibilities of critical customer restorations. However, the authors noted that if RES, such as wind power and photovoltaics (PVs), do not cooperate with ESS, they significantly reduce power system safety due to high variability and unpredictable generation. This may constitute a premise that microgrids should be equipped with advanced control systems and smart metering to significantly reduce the restoration time for critical customers.

The importance of DESs is discussed above, and it is noted that this technology is increasingly implementing globally. Nowadays, using DESs, energy systems are moving towards decentralization to enhance reliability and resiliency. The advantages of a decentralized power system over a centralized one are depicted in Figure 1. On the other hand, socio-technical evolution and the importance of the energy system transition of the decentralized system are explained in [6–8].

As far as the practicability of the decentralized system is concerned, it would greatly contribute to rural area electrification. Generally, the reliability of power supply in rural areas is low, particularly in mountainous regions. On the other hand, there is a significant difference between the rural power grid and urban power grid in terms of its standard construction and equipment level. Implementing small hydropower in a rural area is simple but less optimistic and generally unreliable. However, the addition of other renewable sources, such as PV and wind, with small hydro can be the solution to provide reliable power to rural areas. With this objective, this design can be helpful for the energy providers to plan and expand their generations in rural areas.
1.2. Deregulated Power System—Automatic Generation Control

The study of microgrid operation has been gaining more and more popularity in recent years; however, this involves a need to analyze load frequency control (LFC) and automatic generation control (AGC) issues in a deregulated power system. Taking into account participants of the electricity market, the deregulated power system consists of generation companies (GENCOs), distribution companies (DISCOs), transmission companies (TRANSCOs), and a power system operator, where each DISCO is able to contract power transactions with independent GENCOs [9]. Depending on possible transactions between GENCOs and DISCOs, there are three types of contracts, i.e., unilateral, also known as “poolco-based” contracts, bilateral contracts, and contract violation-based transactions. Unilateral transactions refer to DISCOs—GENCOs contracts within the same area. Bilateral contracts refer to transactions where the power is contracted by DISCO with any GENCOs within its own and other control areas. The last case, i.e., contract violation, refers to a situation where DISCO power demands exceed the power contracted with the GENCO [9,10].

Due to tie-line connections between operating areas, it is important to maintain system frequency in acceptable boundaries both in a normal state and during disturbances in power system operations, which may be triggered by generation-load imbalance. To meet these challenges, the researchers proposed several strategies for the operation of AGC in deregulated power systems [11]. Recent studies on the classical types of AGC controllers have focused mainly on thermal units [12,13]. In [12], the authors presented a comparison of linear, fixed controller types, i.e., integral (I), proportional-integral (PI), and proportional-integral-derivative (PID), operating in deregulated power systems. Among others, the dynamic response of the PID controller reveals its superiority, resulting in a sufficient reduction of frequency oscillation. A novelty in AGC of deregulated multi-area thermal units was presented in [13]. The authors investigated the impact of the fractional-order proportional-integral-derivative (FOPID) controller on the dynamic response in the analyzed power system. The results indicated that the FOPID controller was characterized by the best performance compared to other controller types, i.e., integral, PI, and PID; furthermore, FOPID can reduce oscillations of the dynamic response not only at nominal loading but also for nominal loading contract violation. Similarly, Arya, in [14], proposed a hybrid FFPI-FOPD controller (fuzzy fractional-order proportional integral-fractional order proportional derivative) for deregulated power systems, which has a series of advantages, such as minimal values of various error criteria, smooth frequency and generation response in random load demands, and the least oscillation in comparison with linear controllers.

The above-mentioned advantages lead to the conclusion that further studies should be carried out on the application of FOPID controllers in deregulated power systems, especially for a high level of RES integration with ESS.

1.3. Deregulated Power System—SMES and FACTS Devices

An extensive review on particular types of controllers in automatic generation-controlled power systems was presented in [15–17]. Ghasemi-Marzbali [15] pointed out that, as in [16], classical, linear methods are affected by optimization problems, especially in research on locally optimal solutions. In [15], the author found the potential of new methods capable of improving the accuracy of the solution, such as intelligent algorithms, fuzzy controllers, artificial neural network controllers, and supplementary devices, such as flexible AC transmission systems (FACTS) devices. Pappachen et al. [17] also emphasized the issue of FACTS devices in deregulated power systems, which are used for power flow control, improving network stability and power transmission flexibility, and enhancing power security [18]. FACTS devices, such as the Thyristor-Controlled Phase Shifter, Thyristor-Controlled Series Capacitor (TCPS), Interline Power-Flow Controller (IPFC), and Unified Power-Flow Controller (UPFC), are dedicated to deregulated power systems because of their capability for power frequency oscillation damping [17]. The authors also presented the importance of active energy storage devices, such as superconducting magnetic energy...
storage (SMES) or redox flow batteries (RFB). Incorporating them into a deregulated power system affects power system safety and improves effective frequency control. For the best results, the coordination of energy storage devices and FACTS devices was suggested.

Regarding the concurrent incorporation of active energy storage and FACTS devices in deregulated power systems for AGC purposes, this issue is presented relatively rarely [9,19–26]. In [19], the authors investigated the impact of the coacted application of IPFC and RFB placed in the tie-line on AGC performance. A similar analysis of the coordinated deployment of IPFC and RFB was conducted in [9]; AGC operation was improved by the PID controller with a filter. Dhundhara et al. [20] highlighted the possibility of using capacitive energy storage to balance the grid frequency and power in terms of an unforeseen load change operating with TCPS. Another novelty in [20] was modeling the thermal and hydro, and gas generating units in the control area. The coordinated application of SMES and TCPS devices was presented in [21–23]. In [21], the authors presented a two-area power system model composed of thermal and hydropower units. The operation was improved by an artificial neural network based on an adaptive neuro-fuzzy system, whose performance results were more effective compared to the conventional PI controller and the fuzzy logic controller. On the other hand, in [22], the authors adopted a two-area thermal and gas generating unit system to investigate the Teaching-Learning-Based Optimization and Pattern Search technique with a Tilted Integral Derivative controller for AGC. The influence of the TCPS–SMES coordinated application on the frequency stabilization of the two-area hydro-thermal power system with penetration of wind turbines was presented in [23]. Furthermore, the effect of double-fed induction generators connected to wind turbines, which affects system inertia, was considered. The results showed that the integration of TCPS-SMES improved the dynamic response through active power support. When it comes to concurrent active energy storage and integration of UPFC, in [24], the authors proposed UPFC and RFB to upgrade the operation of the power system. The concept of a two-area system considering thermal, hydro, wind, and diesel generating units based on a realistic network is an interesting aspect of that research. LFC improvement was performed with the use of a Modified Integral Derivative controller optimized with a novel hybrid Differential Evolution and Pattern Search method. In [25,26], the authors showed the effect of the combination of SMES and UPFC. In [25], a two-area power system included thermal and hydro generating units, where AGC was performed with a FOPID controller. The authors emphasized that SMES constitutes a relevant device able to provide a dynamic response to power disturbances in deregulated power system areas, especially with UPFC integration. In [26], the authors proposed a firefly algorithm to optimize the fuzzy PID controller for AGC purposes in a two-area thermal, hydro, and gas power system. The improvement of dynamic responses was achieved with the coordinated operation of UPFC and SMES.

1.4. Motivation and Aim of the Work

Despite a valuable analysis of AGC performance, the authors of the above-mentioned papers focused mostly on thermal or hydro-thermal generating sources in deregulated power system areas with the coordinated application of FACTS and active energy storage devices. In [24,25], the authors took into account the share of RES as an element of the analyzed generation system through wind power generation.

This research gap may serve as motivation to undertake further research projects focused on RES integration in deregulated power system areas and on examining controller responses. The main purpose of this article is to investigate the AGC performance of the studied deregulated two-area test system with the effects of SMES and UPFC devices. Over the past few decades, the penetration of non-hydro renewables has been increasing; however, hydropower is also a clean energy generation source, which can largely participate in the energy sector at a low running price. Nowadays, small/mini/micro hydropower plants are installed throughout the world, which play a crucial role in rural electrification. On the other hand, small/mini/micro hydropower plants can be interconnected into other renewable-
based generating stations, which can be termed as microgrids. With these combinations, power can be delivered to consumers through a deregulated environment, where GENCOs and DISCOs have their specific share. Due to environmental uncertainties when considering renewable sources, the generation can fluctuate, leading to an imbalance in frequency deviation. A large deviation can cause the system to collapse, leading to a power system blackout. To this end, efficient storage units and flexible power control devices can be used to counterbalance fluctuation during transient processes. The participation of the SMES unit is vital for the proposed model, as it would provide a high energy back up with a high return efficiency (up to 95%) [27]. In addition, it can operate very fast in a millisecond, which has the key requirement for frequency and generation control.

From the above discussion, the objectives of this research are as follows:

1. Integrate a RES microgrid operating with SMES into the hydropower unit.
2. Model and examine the AGC performance, specifying three different transaction cases: unilateral, bilateral, and contract violation.
3. Investigate the impact of SMES and UPFC devices on high load-changing conditions and uncontracted transactions.

2. Model and Method Descriptions

2.1. Model Description

The proposed test system is a two-area multi-unit system. Each of the two equal areas, connected with a tie line, includes hydropower units and microgrid parts, which include:

- wind turbines,
- fuel cell,
- diesel engine,
- battery storage.

The role of hydropower is also important for climate change mitigation and is one of the cheapest renewable energy sources [28]. Although the initial cost is high, the running cost is very low. Hydropower is nowadays very popular in the European region and south China as well. Recent research on the hydro potential for energy production in European countries also inquires the restorability potential of historic hydro sites, such as weirs, dams, and watermills, for small, mini, and micro hydropower infrastructures, including their technical and economic feasibility. In [29], the highest total potential microhydro generation from existing historic sites is estimated for France, Poland, and Finland. Meanwhile, in south China, they have abundant hydro resources and installed more than 1900 power stations [30]. Therefore, if the resources are available, they can be connected to other systems to make them hybrid, and the local power supply will be more accessible without the need for grid supply.

The investigated test system is supplemented with the coordinated UPFC device, which is installed in series with the tie line, and SMES units installed in each of the analyzed areas. As far as power system stability is concerned, these devices can significantly dampen the system oscillation and improve the system response and control the power flow. Control of frequency is studied in this paper by using FOPID controllers and ancillary devices.

The key parameters of the two-area multi-unit system model are included in Appendix A. In this model, a fractional-order proportional-integral-derivative (FOPID) controller is proposed for load frequency control of a two-area multi-unit power system in a deregulated environment. The operation of the two-area power system, which is governed by the controller, needs to arrange an optimization technique to tune and optimize the controller gains. As above, in this paper, a new optimization technique, i.e., Swarm Robotics Search and Rescue (SRSR), is applied to tune the parameter value for the AGC of the two-area power system, coordinated with ancillary devices in the power system, in order to enhance system stability in load frequency control operation.
2.2. Deregulated Power System

The total vertical integrated utility (VIU) power system includes GENCOs, TRANSOs, DISCOs, along with independent system operators (ISO), and Independent Power Producers (IPPs), as shown in Figure 2.

![Diagram](image)

**Figure 2.** Control area structure of the deregulated power system.

Due to the specificity of the deregulated power system, there are various contract possibilities between GENCOs and DISCOs. Combinations of contracted scenarios can be represented by the DISCO Participation Matrix (DPM), which helps us to identify the contracts easily, presented in (1). The number of columns is equal to the number of DISCOs, while the number of rows refers to the number of GENCOs in a given power system [22]:

\[
DPM = \begin{bmatrix}
  cp_{f11} & cp_{f12} & \cdots & cp_{f1j} \\
  cp_{f21} & cp_{f22} & \cdots & cp_{f2j} \\
  \vdots & \vdots & \ddots & \vdots \\
  cp_{i1} & cp_{i2} & \cdots & cp_{ij}
\end{bmatrix}
\] (1)

The contract participation factor \( cp_{fij} \) specifies the fraction of the total load power contracted by the \( j \)-th DISCO to the \( i \)-th GENCO [11]. In general, they satisfy (2):

\[
\sum_i cp_{fij} = 1
\] (2)

The studied model of the two-area system (resources can be seen in Figure 3) includes power units listed in Table 1. The deregulated power system with ancillary support, such as SMES and UPFC, is modeled in this study. Simulations are carried out through MATLAB software with the transfer function model (see Figure 4) and in consideration of the open market. Symbols [1–8] in Figure 4 represent the participation of DISCOs, as discussed in Table 2.
MATLAB software with the transfer function model (see Figure 4) and in consideration of the open market. Symbols 1–8 in Figure 4 represent the participation of DISCOs, as discussed in Table 2.

Figure 3. GENCOs (a) Hydro units used in GENCO-1 and GENCO-3, (b) Microgrid used in GENCO-2 and GENCO-4.

Table 1. Generation companies in the modeled deregulated power system.

| Agent  | Generation Company | Type of Generation Unit |
|--------|--------------------|-------------------------|
| Agent-1| GENCO-1, GENCO-2   | hydro unit, microgrid   |
| Agent-2| GENCO-3, GENCO-4   | hydro unit, microgrid   |

Table 2. Participation of DISCOs.

| For DISCO-1: | 1 and 5 = CPF11 + CPF12 + CPF13 + CPF14 |
| For DISCO-2: | 2 and 6 = CPF21 + CPF22 + CPF23 + CPF24 |
| For DISCO-3: | 3 and 7 = CPF31 + CPF32 + CPF33 + CPF34 |
| For DISCO-4: | 4 and 8 = CPF41 + CPF42 + CPF43 + CPF44 |

The contracts existing between each GENCO and DISCO in the analyzed power system model are represented by the adjusted DPM matrix, expressed in (3).

\[
DPM = \begin{bmatrix}
CPF_{f11} & CPF_{f12} & CPF_{f13} & CPF_{f14} \\
CPF_{f21} & CPF_{f22} & CPF_{f23} & CPF_{f24} \\
CPF_{f31} & CPF_{f32} & CPF_{f33} & CPF_{f34} \\
CPF_{f41} & CPF_{f42} & CPF_{f43} & CPF_{f44} \\
\end{bmatrix}
\quad \text{GC}_1, \text{GC}_2, \text{GC}_3, \text{GC}_4
\]

(3)

The scheduled power balance between the agents based on a tie line is represented as (4):

\[
\Delta P_{\text{tie}12}^{\text{scheduled}} = P_L(\text{DC2} - \text{GC1}) - P_L(\text{DC1} - \text{GC2})
\]

(4)

where \( P_L(\text{DC1} - \text{GC2}) \)—the demand from DISCO to GENCO (agent-2), \( P_L(\text{DC2} - \text{GC1}) \)—the demand from DISCO to GENCO (agent-1).

The actual tie-line power is given by (5):

\[
\Delta P_{\text{tie}12}^{\text{actual}} = \frac{2\pi T_{12}}{s} (\Delta F_1 - \Delta F_2)
\]

(5)
The actual tie-line power is given by (5):

\[ TP_{\text{actual}}^{\text{tie}} = \Delta F_{1} + \Delta F_{2} + \Delta P_{\text{error}}^{\text{tie}} \]  

Thus, the error of the tie-line power exchange at any instant, indicated by \( \Delta P_{\text{error}}^{\text{tie}} \), implicates the area control error (ACE) in the particular area, presented in (6) [31].

\[ \Delta P_{\text{error}}^{\text{tie}} = \Delta P_{\text{actual}}^{\text{tie}} - \Delta P_{\text{scheduled}}^{\text{tie}} \]  

The area control error for each agent is specified as (7) and (8) for agent-1 and agent-2, respectively:

\[ ACE_{1} = B_{1}\Delta F_{1} + \Delta P_{\text{error}}^{\text{tie}} \]  

\[ ACE_{2} = B_{2}\Delta F_{2} + \Delta P_{\text{error}}^{\text{tie}} \]
\[ACE_2 = B_2 \Delta F_2 + \Delta P_{\text{error}}^{\text{tie21}}\] (8)

In the steady-state, the cpf factors express the required power generation from a particular GENCO (pu). Finally, expression (9) refers to the total load requirement from the particular DISCO with uncontracted demand and is given as:

\[\Delta P_{Gi} = \sum_i c_{pij} \Delta P_{lij} - apf \sum \Delta P_{Uci}\] (9)

where \(\Delta P_{Gi}\)—desired power generation, \(\Delta P_{lij}\)—total demand of \(j\)th DISCO, \(\Delta P_{Uci}\)—uncontracted demand, and \(apf\)—area participation factor.

3. Participation of Ancillary Devices in Deregulated Power Systems

3.1. Unified Power Flow Control (UPFC)

Nowadays, FACTS have become a favorable model for power system applications due to their ability to increase stability and power transmission capability and their flexible control.

Among FACTS devices, the UPFC is selected for the analyzed power system model, with respect to its ability to regulate the power flow in the transmission line, enhance the dynamic stability, lessen the oscillation of the power system, and deal with the voltage level [32]. Generally, the UPFC converter topology is based on PWM and is installed in series with the tie line.

The deregulated two-agent power system with a UPFC unit is depicted in Figure 5. The shunt converter supplies the regulated shunt voltage; hence, the real part of the current in the shunt branch maintains the real equilibrium power required by the series converter.

![Figure 5. UPFC connection in the two-agent deregulated power system.](image)

As per Figure 5, the complex power at the receiving station is given by (10), and the magnitude of series voltage is expressed in (11).

\[P_{\text{real}} - jQ_{\text{reactive}} = V_r^* P_{\text{line}} = V_r^* \left\{ \frac{(V_s + V_{se} - V_r)}{j(X)} \right\}\] (10)

\[\bar{V}_{se} = |V_{se}| \angle (\delta_s - \phi_{se})\] (11)

Taking into account the above dependencies, according to (10), the real power component is defined in (12):

\[P_{\text{real}} = \frac{|V_s||V_r|}{(X)} \sin(\delta) + \frac{|V_s||V_{se}|}{(X)} \sin(\delta - \phi_{se}) = P_0(\delta) + P_{se}(\delta, \phi_{se})\] (12)
where $V_{se}/V_{sh}$—magnitude of series/shunt voltage; $V_s/V_r$—magnitude of sending and receiving end voltage; $\Phi_{se}/\Phi_{sh}$—phase angle of series/shunt voltage; $X$—line inductance; and $\delta = \delta_s - \delta_r$—angle of vs. with respect to $V_r$.

Based on (12), it can be observed that if $V_{se} = 0$, it means that the real power refers to an uncompensated system. Notwithstanding the foregoing, at any power angle, the UPFC series voltage magnitude may still be adjusted between $0^\circ$ and $360^\circ$.

The UPFC transfer function model is expressed in (13) [25]:

$$\Delta P_{\text{UPFC}}(s) = \left\{ \frac{1}{1 + s T_{\text{UPFC}}} \right\} \Delta F(s)$$

where $T_{\text{UPFC}}$—time constant of UPFC.

### 3.2 Superconducting Magnetic Energy Storage Device (SMES)

#### 3.2.1 SMES—General Information

SMES is a type of modern energy storage device whose performance is based on the superconducting coil, usually made of niobium-titanium (NbTi) or magnesium diboride (MgB$_2$) [25].

The operation of SMES is based on the accumulation of direct current electricity in a superconducting electromagnet in the form of energy. In a superconducting winding coil, current flows with a minimum loss depending on the type of superconductor, with liquid helium or with nitrogen. This makes it possible to achieve significant current densities in the thin superconducting wire or high-temperature superconducting tape and in a tightly wound winding, relatively high magnetic field energy density. Thus, in small volumes, superconducting coils can accumulate high energies. Although superconducting reservoirs are characterized by a lower energy density in relation to a conventional lead-acid battery, their advantage is a very high density of power that can be charged up or delivered to the grid in a short period of time. Moreover, they are characterized by high efficiency, resulting from the natural conversion of magnetic field energy into electricity and the practically unlimited storage time of the field energy only conditioned by the operation of the cooling system. In the case of SMES, it is necessary to provide a converter for grid forming control [33]. During power exchange, SMES plays a key role in stabilizing the power system in a controlled manner.

Moreover, the megawatt (MW) capacity has been specified from the peak value of the power deviation in the case of SMES. Subsequently, the megajoule (MJ) capacity is found from the energy deviation of SMES, which can be seen in (14) [25].

$$\text{SMES capacity [MJ]} = \Delta E_{SM_{\text{Max}}} - \Delta E_{SM_{\text{Min}}}$$

where $\Delta E_{SM_{\text{Max}}}$—maximum energy deviation and $\Delta E_{SM_{\text{Min}}}$—minimum energy deviation.

The SMES unit with a small storage capacity may constitute a cost-effective device whose performance helps compensate for energy and power for frequency oscillations at the beginning of the functional process and may be useful in power investigations [34]. The schematic block diagram of the SMES device is depicted in Figure 6.

The analyzed model of a deregulated power system includes not only SMES devices but also batteries. When it comes to comparing SMES devices and batteries, each of them plays a different role in power systems due to their work specifications, which are presented in Table 3 [25]. On the other hand, the best compassion of SMES with other storage devices can be seen in [35,36]. The reason behind the application of SMES in the proposed system is that it is a fast-acting device without any delay, which is important for a reliable power supply. As the renewable sources are intermittent, the generation may become low for a while, and at that time, the fast-acting compensation device is required to meet the immediate load demand. The example of SMES unit application in the power system is shown in Figure 7. The following characteristics indicate a high potential for
the participation of SMES devices at the beginning of the functional process in order to dynamically respond to disturbances in the power system.

Figure 6. Schematic block diagram of the SMES device.

Table 3. Comparison between SMES devices and batteries in power system applications.

| Aspect                        | SMES Devices   | Batteries                                      |
|-------------------------------|----------------|-----------------------------------------------|
| Power density                 | Higher         | Lower                                         |
| Energy density                | Lower          | Higher                                         |
| Time of charging and discharging | Very fast, without degradation | Dynamic charging and discharging processes cause considerable battery lifetime degradation |
| Time of operation             | Lower          | Higher                                         |
| Time of dynamic response      | Faster, with power disturbance compensation | Lower                                         |
| Application during the functional process | Useful at the beginning of the functional process  | Not able to contribute at the beginning of the functional process |

Figure 7. Examples of SMES applications.
3.2.2. SMES—Power Modulation

Power modulation carried out within the SMES device operation is strictly connected to its components: DC superconducting coil, AC and DC converter, and transformer (step-down) [37]. Taking into account the operation of the converter during DC voltage variations, two modes can be distinguished according to the delay angle (α):

- if α < 90—converter mode—charge,
- if α > 90—inverter mode—discharge.

The superconducting inductor DC voltage $E_d$ (losses are neglected) can be expressed as (15):

$$E_d = 2V_{d0} \cos \alpha + 2I_j R_c$$  

where $\alpha$—delay angle, $I_j$—current flow through the superconducting inductor, $R_c$—commutating resistance, and $V_{d0}$—maximum circuit voltage.

In the case of dynamic changes that cause disturbances in the analyzed object, $\Delta E_{di}(s)$ and $\Delta I_{di}(s)$ are given in the Laplace domain as follows in (16) and (17) [27].

$$\Delta E_{di}(s) = K_{di} \left( \frac{1}{1 + sT_{dec}} \right) [\beta f_1(s) + \Delta P_{tiei}(s)] - K_{di} \left( \frac{1}{1 + sT_{dec}} \right) \Delta I_{di}(s)$$  

(16)

$$\Delta I_{di}(s) = \frac{1}{sL_i} \Delta E_{di}(s)$$  

(17)

where $K_{di}$—feedback gain of $\Delta I_{di}$, $T_{dec}$—time delay (converter), $K_{di}$—constant, and $L_i$—inductance of the coil.

To express the inductor power deviation (in the time domain), the real power $\Delta P_{smi}(t)$ is expressed in (18):

$$\Delta P_{smi}(t) = \Delta E_{di} \Delta I_{di0} + \Delta I_{di} \Delta E_{di}$$  

(18)

Further, the energy stored in the SMES unit $\Delta W_{smi}(t)$ can be seen in (19). The block diagram of the SMES unit is presented in Figure 8.

$$\Delta W_{smi}(t) = \frac{1}{2} I_{di}^2$$  

(19)

![Figure 8](image)

**Figure 8.** Block diagram of the SMES control with inductor current deviation feedback.

Finally, the input signal for the SMES device control should include $\Delta E_{error}(s)$. Thus, the $\Delta E_d(s)$ signal is given as (20):

$$\Delta E_d(s) = \frac{K_{SMES}}{1 + sT_{SMES}} \Delta E_{error}(s)$$  

(20)

where $K_{SMES}$—gain constant, $T_{SMES}$—time constant, and $\Delta E_{error}(s)$—reference value minus output response.
4. Load Frequency Control—FOPID Controller

Recent developments in control theory have led to a renewed interest in enhancing transient performance through the PID controller with fractional calculus, where the derivative and integral are non-integer types [38]. This distinction is further exemplified in fractional calculus using a mathematical procedure, and it is a non-local calculus. It offers an exceptional mechanism for the characterization of memory and the inherited properties of several resources and processes. These dynamics are taken into consideration; it turns out that a fractional derivative is key in comparison to classical controllers.

Furthermore, the PID controller has been reformed using the concept of fractional calculus, and with that, two control actions, such as derivative and integral. The formation of derivative and integral gain with two more degrees of the tunable parameter gives the greatest extent of flexibility and, therefore, further enhances the performance of classical PID controllers. The FOPID controller is the same as the PID controller except for the two more tunable parameters. Therefore, due to the extra two tunable parameters (µ and λ), the FOPID controller is otherwise called a two-degree of freedom controller, as shown in Figure 9a. It is interesting to note that the FOPID controller can act as a PI, PD, and PID controller with the variation of the values of µ and λ from 0 to 1, and it is defined via µ versus λ diagram, shown in Figure 9b.

![Figure 9. FOPID controller (a) Block diagram, (b) µ versus λ diagram of FOPID.](image)

Table 4 signifies that the different control actions can be made with a FOPID controller and can be used in different industries according to the requirements. Therefore, this controller has been referred to as one of the best controllers in terms of its performance and measures.

### Table 4. Comparison of PD, PI, PID, and FOPID controllers’ tunable parameters.

| Controller | µ      | λ      | Transfer Function       |
|------------|--------|--------|-------------------------|
| PD         | 0      | 1      | \( K_P + K_D s \)       |
| PI         | 1      | 0      | \( K_P + \frac{K_I}{s} \) |
| PID        | 1      | 1      | \( K_P + K_I + K_D s \) |
| FOPID      | \( 0 < \mu < 1 \) | \( 0 < \lambda < 1 \) | \( K_P + \frac{K_I}{s^\mu} + K_D s^\mu \) |

The transfer function of the FOPID controller is expressed as (21)

\[
G_{FOPID} = K_P + \frac{K_I}{s^\mu} + K_D s^\mu
\]
In this study, the FOPID controller is used for the purpose of minimizing the frequency deviation. As can be seen in Figure 4, the controller will act after getting the feedback signal from the output (as a function of frequency), and then the setpoint can be changed in terms of the gain parameters setting of the controller. Accordingly, the frequency deviation will be minimized, and eventually, stable operation can be achieved. In this study, the authors have incorporated the FOPID controller for the best use in terms of system complexity as it operates in a deregulated environment. In addition, it is suited for industrial application as it has two more tunable parameters, which can enhance the transient performance. Moreover, the FOPID controller is important because different contract scenarios are considered in this study. In particular, in the case of contract violation, the system frequency deviates substantially, which has been minimized by the FOPID controller with ancillary services (UPFC and SMES). In this paper, the FOPID controller gains are tuned and optimized with a new optimization technique, i.e., Swarm Robotics Search and Rescue (SRSR), described in detail in Section 5.

5. Optimization Algorithm

This study considers a novel heuristic optimization method, such as Swarm Robotics Search and Rescue (SRSR), to tune the gains of the FOPID controller. This algorithm has been recently developed, and it adopts an artificial intelligence-based approach to solve continuous non-linear optimization problems.

Generally, the SRSR algorithm is based on the idea of novel swarm robotics and is programmed to recognize specific objects; in this case, to search and rescue a victim in a post-disaster location, i.e., during missions of high-level danger or in unavailable working places. The interaction among robots within a swarm is a master-slave-based operation, where one robot has superiority over the others; however, each one is able to play a temporary master role during a mission. The current role of each individual depends on the quality of the robots’ position in the search space. The main task of the master robot is to control the entire swarm and send its updated position to slave robots in a victim searching process in order to direct the swarm to a location with the highest likelihood of victim presence because of its highest peripheral perception from the victim. Slave robots are allotted to a local search near the position of a leader. The new position of the robots can be ranked depending on whether the new position is better than the previous one [39].

When it comes to the SRSR optimization algorithm, the victim location refers to the best global solution. Firstly, robots are randomly distributed in the analyzed area, investigating their local area. On the basis of the gathered data, the roles of master and slave robots are defined. The algorithm basically distinguishes three phases, listed below [39].

- Accumulation of robots—the population gathers near the master robot’s position, according to its transmitted command. The robots’ movements are implemented randomly, based on the probability distribution function. Position parameters of the individuals (mean and standard deviation) are calculated. Then, new positions of the robots are generated. A comparison of new and old locations estimates the level of progress for each robot, taking into account the improvement of the value of the victim’s vital signs (VVS). Robots whose new position is characterized by a lower VVS should return to the previous position.
- Exploration—the distance between master and slave robots is searched.
- Local search—the lowest qualified robots are assigned to a local search in the vicinity of the master robot position.

The detailed flowchart of the SRSR is shown in Figure 10.
The optimality and effectiveness of the SRSR algorithm have been verified with various benchmarking functions, as can be seen in [39], where the simulations indicated the possibility of implementing the SRSR algorithm in practical electrical power system problems.

Due to the fact that the controller plays an important role in providing a proper setpoint to minimize error and deviations, the authors have tested five benchmark functions to show the effectiveness of the algorithm compared to four other optimization algorithms. The results of the benchmarking test functions are presented in Appendix B.

The SRSR algorithm has been used in this study to optimize the FOPID gains, which has numerous advantages compared to the others, and its effective performance can be verified based on the test function solutions, especially taking into account the standard deviation values.

6. Results and Discussion

The simulations based on the time-domain analysis are performed with the help of the Matlab/Simulink platform. The system parameters (testing) are presented in Appendix A. The proposed system model contains two generation companies and two distribution companies in each agent. Each DISCO is characterized by a 20% load demand.

The observed load perturbation leads to system frequency deviation and power exchange interruption within the tie line. To control and stabilize dynamic frequency changes during load deviations, the incorporation of ancillary devices into the power system should be considered. In the analyzed power system model, SMES is included in both control areas, whereas UPFC is placed along the tie line. The output power generation of each GENCO having different coordinated controllers with various contract scenarios is shown in Table 5.
Table 5. Power output deviation for each GENCO according to response characteristics under unilateral, bilateral, and contract violation scenarios.

| Generation Company | Contract Cases  | GENCOs Power Deviation (Overshoot (pu)) |
|--------------------|----------------|----------------------------------------|
|                    |                | Without Ancillary Devices | UPFC Only | UPFC and SMES |
| GENCO-1 (Hydro)    | Unilateral     | 0.671                     | 0.598     | 0.096         |
|                    | Bilateral      | 1.871                     | 1.798     | 0.427         |
|                    | Contract violation | 3.147                  | 2.962     | 0.109         |
| GENCO-2 (Microgrid)| Unilateral     | 0.676                     | 0.673     | 0.089         |
|                    | Bilateral      | 1.340                     | 1.339     | 0.102         |
|                    | Contract violation | 3.221                  | 3.106     | 0.113         |
| GENCO-3 (Hydro)    | Unilateral     | 0.694                     | 0.338     | 0.072         |
|                    | Bilateral      | 1.436                     | 1.398     | 0.213         |
|                    | Contract violation | 1.968                  | 2.013     | 0.180         |
| GENCO-4 (Microgrid)| Unilateral     | 0.587                     | 0.312     | 0.068         |
|                    | Bilateral      | 1.265                     | 1.392     | 0.247         |
|                    | Contract violation | 1.967                  | 2.022     | 0.178         |

The case study presented below comprises three different scenarios of deregulated power system contract types, i.e.,

- unilateral transaction scenario (Test 1),
- bilateral transaction scenario (Test 2),
- agreement violation scenario (Test 3).

For all of the three above scenarios, it has been assumed that the total load demand of each DISCO is 0.1 (pu), and the AGC participation factor (apf) is equal for each GENCO:

- \( apf_1 = apf_2 = 0.5 \) for agent-1,
- \( apf_3 = apf_4 = 0.5 \) for agent-2.

When it comes to the simulation of current conditions in the analyzed two-area multi-unit system, in the unilateral (Test 1) and the bilateral cases (Test 2), the conditions are moderate, with only 10% (0.1 pu) load change considered, and generations are followed as per the contract. However, in the contract violation case (Test 3), the conditions become extreme because 30% (0.3 pu of extra load) has been added unexpectedly. This uncontracted load may constitute a simulation of an adverse event that can disrupt the power system operation. In this case, the frequency deviation can be large, and it may lead to a power system outage.

As noted above, significant changes in the frequency value can lead to power system failure. Hence, a better control strategy and the ancillary device should be adopted to make the system resilient in extreme operating conditions. As far as the deregulated power system is concerned, it has a different contract agreement, and the improper transaction can cause the system to collapse, which needs to be taken care of. To this end, the UPFC and SMES play a key role in maintaining system stability. The UPFC can flexibly transmit power, and the SMES can provide instant support according to need. In this way, the system can operate smoothly under different contract scenarios, which are discussed below.

The results presented in each scenario are focused on the LFC problem. The model has been simulated without the connection of ancillary service, then only UPFC is added, and finally, both UPFC and SMES are added. Each time the output is saved then compared.

6.1. Test 1—Unilateral Transaction Scenario

In the case of a unilateral transaction, power contracts between GENCOs and DISCOs are closed only within the same agent. For the purpose of further simulations, only contracts within agent-1 are taken into account. It is assumed that DISCO-1 and DISCO-2 have signed contracts only with GENCO-1 and GENCO-2. In a stable region, power
generated by GENCOs must be equal to the demand of the DISCOs according to the contract between them. In the case of a unilateral test, the load has been changed to 10%, and the fixed contract provided for 20% from GENCO-1 and 80% from GENCO-2. The DPM matrix that represents the unilateral contract (Test 1) is estimated and given in (22).

\[
DPM = \begin{bmatrix}
0.2 & 0.7 & 0 & 0 \\
0.8 & 0.3 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]  

(22)

Due to the fact that DISCO-3 and DISCO-4 have no contracts with the GENCOs within agent-2, their contract participation factor (cpf) values in the DPM matrix (22) are equal to 0. The changes in key parameters (frequency and tie-line power fluctuations) in the deregulated power system incorporated with the SMES-UPFC devices and the FOPID controller under the unilateral contract are presented in Figure 11. Based on Figure 11a–c, the frequency response and the tie-line power exchange are improved with the incorporation of the FOPID controller and SMES-UPFC device.

![Figure 11. (a) Frequency deviation in Area-1 (Hz) vs. Time (s).
(b) Frequency deviation in Area-2 (Hz) vs. Time (s).](image)
Figure 11. Dynamic performance of Test-1: (a) frequency deviation in area-1; (b) frequency deviation in area-2; (c) tie-line power deviation; (d) GENCO-1 power deviation; (e) GENCO-2 power deviation.

In order to calculate the desired power generation of each GENCO, Equation (9) can be adjusted as (23):

\[
\Delta P_{\text{GENCO}} = c_{f11}\Delta P_{L1} + c_{f12}\Delta P_{L2} + c_{f13}\Delta P_{L3} + c_{f14}\Delta P_{L4}
\]  

(23)
Considering the power generation of the particular GENCO, according to the DPM matrix (22), is calculated as follows:

\[ \Delta P_{\text{GENCO}-1} = (0.2 \times 0.1) + (0.7 \times 0.1) + (0 \times 0.1) + (0 \times 0.1) = 0.09 \text{ pu} \]

and correspondingly:

\[ \Delta P_{\text{GENCO}-2} = 0.01 \text{ pu} \]
\[ \Delta P_{\text{GENCO}-3} = 0 \]
\[ \Delta P_{\text{GENCO}-4} = 0 \]

The power outputs by GENCOs with SMES-UPFC and FOPID incorporation are presented in Figure 11d,e. The controller performance analysis is carried out in terms of peak overshoot and settling time. In Test 1, only contracts within agent-1 are taken into account; therefore, the scheduled steady-state tie-line power flow is equal to zero, and the actual power on the tie line settles to zero. The dynamic performance that can be observed in Figure 11 indicates the oscillations of the test system without UPFC and SMES devices, which are significantly reduced with the use of ancillary devices.

### 6.2. Test 2—Bilateral Transaction Scenario

In the case of a bilateral transaction scenario, each DISCO can contract power with each GENCO without any agent limitations. The DPM matrix that represents bilateral contracts (Test 2) is assumed and given in (24).

\[
DPM = \begin{bmatrix}
0.4 & 0.35 & 0 & 0.15 \\
0.4 & 0.5 & 0 & 0.7 \\
0.1 & 0 & 1 & 0.15 \\
0.1 & 0.15 & 0 & 0 \\
\end{bmatrix}
\] (24)

Based on the bilateral contracts, the tie-line power exchange from agent-1 to agent-2 is given by:

\[
\Delta P_{\text{tie}12-\text{scheduled}} = (cpf_{f13}\Delta P_{L3} + cpf_{f14}\Delta P_{L4} + cpf_{f23}\Delta P_{L3} + cpf_{f24}\Delta P_{L4}) \\
-(cpf_{f31}\Delta P_{L1} + cpf_{f32}\Delta P_{L2} +cpf_{f41}\Delta P_{L1} + cpf_{f42}\Delta P_{L2})
\] (25)

Based on (25), the actual tie-line power is equal to 0.05 pu.

Taking into account the power generation of the particular GENCO, according to the bilateral contract DPM matrix (24), is calculated as follows:

\[ \Delta P_{\text{GENCO}-1} = (0.4 \times 0.1) + (0.35 \times 0.1) + (0 \times 0.1) + (0.15 \times 0.1) = 0.09 \text{ pu} \]

and correspondingly:

\[ \Delta P_{\text{GENCO}-2} = 0.16 \text{ pu} \]
\[ \Delta P_{\text{GENCO}-3} = 0.125 \text{ pu} \]
\[ \Delta P_{\text{GENCO}-4} = 0.025 \text{ pu} \]

Figure 12 presents the dynamic response of the bilateral contract-based power system, which comprises each agent’s change in frequency, tie-line power, and GENCO power change.
Figure 12. Cont.
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Therefore, the total load demand in each agent can be expressed as follows:

\[
\Delta P_{\text{load}} = \Delta P_{\text{contracted}} + \Delta P_{\text{uncontracted}}
\]

The total load demand in area-2; \((\text{Figure } 13c)\) can be observed that in the deregulated environment, contract violation acts both on the load demand and the frequency deviation in area-1; \((\text{Figure } 13a)\) as well. In the case of contract violation in agent-1, the surplus demand of DISCO-1, GENCO-1, and GENCO-2 is disturbed by the uncontracted load demand. Based on \((\text{Figure } 13c)\), it can be observed that the frequency deviation in area-1 is equal to 0.1 PU.

\[
\Delta P_{\text{GENCO1}} = cp_f11 \Delta P_{l1} + cp_f12 \Delta P_{l2} + cp_f13 \Delta P_{l3} + cp_f14 \Delta P_{l4} + (ap_f11 \times \text{uncontracted demand})
\]

\[
\Delta P_{\text{GENCO1}} = (0.4 \times 0.1) + (0.35 \times 0.1) + (0 \times 0.1) + (0.15 \times 0.1) + (0.5 \times 0.1) = 0.14 \text{ pu}
\]

and correspondingly:

\[
\begin{align*}
\Delta P_{\text{GENCO2}} &= 0.21 \text{ pu} \\
\Delta P_{\text{GENCO3}} &= 0.125 \text{ pu} \\
\Delta P_{\text{GENCO4}} &= 0.025 \text{ pu}
\end{align*}
\]

\(\text{Figure } 13\) shows the output power generation of each GENCO (\((\text{Figure } 13d-g)\)) and the frequency deviation (\((\text{Figure } 13a,b)\)) and tie-line power (\((\text{Figure } 13c)\)) as well. In the case of contract violation in agent-1, the surplus demand of DISCO-1, GENCO-1, and GENCO-2 is disturbed by the uncontracted load demand. Based on \((\text{Figure } 13c)\), it can be observed that in the deregulated environment, contract violation acts both on the load demand and the power exchange of the tie line. Detailed results of the transient response under frequency and tie-line power exchange deviations are presented in \((\text{Figures } 14 \text{ and } 15)\), respectively.
In the case of the contract violation scenario, the authors have assumed that if the contract value is not followed due to any high-disruptive events, it needs to be demonstrated how the system can get disrupted and how it can be controlled. In this case, the frequency deviation can be large, which can lead to a power system outage. This can be avoided by proper tune setting of the controller and ancillary device application. After implementing the ancillary devices, if the deviation is minimal and in an acceptable range, then the system can be called resilient. Therefore, as per the result, the frequency deviation characteristics are close to zero with the use of ancillary devices.
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Figure 13. Dynamic performance of Test 3: (a) frequency deviation in area-1; (b) frequency deviation in area-2; (c) tie-line power deviation; (d) GENCO-1 power deviation; (e) GENCO-2 power deviation; (f) GENCO-3 power deviation; (g) GENCO-4 power deviation.

In the case of the contract violation scenario, the authors have assumed that if the contract value is not followed due to any high-disruptive events, it needs to be demonstrated how the system can get disrupted and how it can be controlled. In this case, the frequency deviation can be large, which can lead to a power system outage. This can be avoided by proper tune setting of the controller and ancillary device application. After implementing the ancillary devices, if the deviation is minimal and in an acceptable range, then the system can be called resilient. Therefore, as per the result, the frequency deviation characteristics are close to zero with the use of ancillary devices.

As can be seen in Figure 11d,e, Figure 12d–g, and Figure 13d–g, the final and settled value of the GENCOs matches the mathematical calculations, and the power deviations are reported in Table 5.

The proposed model comprises a deregulated power system having the SMES-UPFC combination with FOPID controller operation. The time-domain analysis with different controllers is realized in terms of peak overshoot and settling time too.

The settling is used as a performance index, as shown in Figures 16 and 17. Eventually, the FOPID, with the help of a storage device, shows excellent improvement. Therefore, it is concluded that the participation of storage devices (such as SMES) significantly improves the stability of the system in terms of frequency and exchange power.
Figure 13. Dynamic performance of Test 3: (a) frequency deviation in area-1; (b) frequency deviation in area-2; (c) tie-line power deviation; (d) GENCO-1 power deviation; (e) GENCO-2 power deviation; (f) GENCO-3 power deviation; (g) GENCO-4 power deviation.

Figure 14. Transient response of frequency deviations in unilateral, bilateral, and contract violation scenarios: (a) frequency deviation in area-1 (setting time); (b) frequency deviation in area-2 (setting time); (c) frequency deviation in area-1 (overshoot); (d) frequency deviation in area-2 (overshoot).

This study demonstrates the importance of ancillary devices in frequency regulation schemes. In a low-level fault condition (small deviation of frequency), the system can maintain stability using ancillary services. When considering a high-level fault (large deviation of frequency due to renewable intermittency or contract violation), the system can collapse, which can be evaded by using ancillary services. Therefore, the study uses an ancillary service with three different scenarios: without UPFC, UPFC only, and then UPFC+SMES for unilateral, bilateral, and contract violation. It can be observed that SMES contributes significantly to reducing the frequency and power deviation. Moreover, based on the results, it can be seen that superior results are obtained with a coordinated application of UPFC and SMES devices, compared to others, as the performance indexes, in terms of settling time and peak overshoots, are accordingly lowered. The main gist of this research is that if there is a fixed contract between the GENCO and DISCO, then the GENCO should provide the contract power to DISCO. Thus, GENCO should have the required generation capacity to meet the contract value. However, at certain times, due to intermittencies, the generation is not sufficient, and the storage unit can help meet the contract value. Thus, the system can avoid interruption and power outage problems.
As can be seen in Figures 11d–g, 12d–g, and 13d–g, the final and settled value of the GENCOs matches the mathematical calculations, and the power deviations are reported in Table 5. The proposed model comprises a deregulated power system having the SMES-UPFC combination with FOPID controller operation. The time-domain analysis with different controllers is realized in terms of peak overshoot and settling time too. The settling is used as a performance index, as shown in Figures 16 and 17. Eventually, the FOPID, with the help of a storage device, shows excellent improvement. Therefore, it is concluded that the participation of storage devices (such as SMES) significantly improves the stability of the system in terms of frequency and exchange power.

As far as the practicability of the proposed system is concerned, it would greatly contribute to the electrification of rural areas. Generally, power supply reliability in rural areas is low, particularly in mountainous regions. In addition, there is a large gap between the rural power grid and urban power grid in terms of its standard construction and equipment level. The implementation of small hydro in a rural area is simple but less optimistic and generally unreliable. However, the addition of other renewable sources, such as photovoltaics and wind, with small hydro can be the solution for providing reliable power to rural areas. With this objective in mind, such a design can be helpful for energy providers in planning and expanding their generation capabilities in rural areas. Furthermore, the proposed design is a purely renewable-based generation scheme, which
has a significant value for a sustainable world. However, the proposed scheme has certain limitations, as such design can only be installed in the mountainous area, where hybrid generation can take place, including hydro and other renewables, such as PV and wind.

Figure 16. Comparison of the impact of ancillary device on deregulated power system operation in the case of three contracts with respect to the frequency deviation—percentage improvements relative to the case without ancillary: (a) frequency improvement in area-1; (b) frequency improvement in area-2.

Figure 17. Comparison of the impact of ancillary device on deregulated power system operation in the case of three contracts with respect to the tie-line power deviation—percentage improvements relative to the case without ancillary: (a) tie-line power improvement (settling time); (b) tie-line power improvement (overshoot).

7. Conclusions

In this paper, the authors have presented a power system restructured environment using a hydro unit and microgrid by focusing on the system dynamic responses and considering various transaction scenarios. Over the past few decades, the power system has experienced many highly disruptive events, which impacted the social and global economy. As the traditional power systems become centralized, a series of events can largely affect the customers. Therefore, more decentralized networks need to be established in the form of microgrid technology and its interconnection with other networks. This would help avoid the impact following disruptive events, as decentralized networks can operate in an isolated mode. The proposed methodology can be a practical solution to rural electrification, where building a traditional power system is difficult and expensive.

With these objectives, this study demonstrates the importance of a decentralized network and its effectiveness through controllers, such as FOPID, and ancillary devices, such as SMES and UPFC, in a deregulated environment. In addition, a novel artificial intelligence optimization algorithm has been considered to tune the FOPID controller in order to enhance the stability of the power system. Furthermore, different test studies have been carried out through three contract scenarios: unilateral, bilateral, and agreement violation. The simulation results demonstrate that SMES and UPFC devices significantly reduce the frequency and tie-line power deviations.

On the other hand, the microgrid has remarkably maintained the system stability even during the uncontracted scenarios due to the presence of ancillary devices. It has been noted that the participation of controllers with appropriate gain values, as well as ancillary devices, can substantially enhance the system stability during extreme events (such as high-load changing conditions and contract violation conditions). Finally, the percentage of system performance improvement using SMES and UPFC devices has been presented, and it is observed that it plays a key role in the deregulated environment.

This study has been simulated with 10% to 20% load changes and different contract scenarios. As regards the other extreme events, cyber-attack is one of the major consid-
erations for future power system designs, as it is becoming increasingly frequent across the globe. In addition, electric vehicles are also an emerging area of research that could be the solution for enhancing the dynamic response and stability of interconnected microgrids. With these concerns in mind, the authors will extend this work by considering the cyber-attack model and electric vehicle in the proposed system to offer better frequency regulation characteristics.
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**Abbreviations**

| Acronym | Description |
|---------|-------------|
| ACE     | Area Control Error |
| apf     | Area Participation Factor |
| AGC     | Automatic Generation Control |
| cpf     | Contract Participation Factor |
| DE      | Differential Evolution Algorithm |
| DES     | Distributed Energy Sources |
| DISCOs  | Distribution companies |
| DPM     | DISCO participation matrix |
| ESS     | Energy Storage Systems |
| FACTS   | Flexible AC Transmission Systems |
| GENCOs  | Generating companies |
| GSA     | Gravitational Search Algorithm |
| ICA     | Independent Component Analysis |
| ITAE    | Integral of Time Absolute Error |
| LFC     | Load Frequency Control |
| PSO     | Particle Swarm Optimization |
| PWM     | Pulse Width Modulation |
| RES     | Renewable Energy Sources |
| SAIDI   | System Average Interruption Duration Index |
| SAI FI  | System Average Interruption Frequency Index |
| SMES    | Superconducting Magnetic Energy Storage |
| SRSR    | Swarm Robotics Search & Rescue |
| TRANSCOs| Transmission companies |
| UPFC    | Unified Power Flow Controller |
| VIU     | Vertical Integrated Utility |

**Variables/Parameters:**

- $B_1$: Frequency bias parameter
- $E_D$: DC voltage across the inductor in SMES
GC/DC GENCO/DISCO demand

$K_{idi}$ Gain for feedback of $\Delta I_{di}$

$K_{SMES}$ Gain constant of SMES

$K_p / K_i / K_D$ Proportional/Integral/Derivative gain of the controller

$K_{ps}$ Gain constant of generator

$L_i$ Inductance of the coil

$R$ Regulating parameter

$SMES_{capacity}$ SMES capacity

$T_{SMES}$ Time constant of SMES

$T_g$ Governor time constant

$T_w$ Water starting time

$T_r$ Mechanical governor reset time constant

$T_{12}$ Synchronous coefficient

$T_{UPFC}$ Time constant of UPFC

$T_{dci}$ Converter time delay

$V_s / V_r$ Magnitude of sending and receiving end voltage

$V_{se} / V_{sh}$ Magnitude of series/shunt voltage

$X$ Line reactance

$Z_{se} / Z_{sh}$ Series/shunt impedance

$\Phi_{se} / \Phi_{sh}$ Phase angle of series/shunt voltage

$\delta = \delta_s - \delta_r$ Angle of $V_s$ with respect to $V_r$

$\alpha$ Delay angle

$\mu$ and $\lambda$ Fractional tuneable parameters (ranges from 0 to 1)

$\Delta P_{Scheduled}$ Scheduled tie line power

$\Delta P_{actual}$ Actual tie-line power

$\Delta P_{tied}$ Tie-line power error

$\Delta P_L$ Change in load demand

$\Delta F_1$ and $\Delta F_2$ Frequency deviations corresponding to area-1 and area-2, respectively

$\Delta P_{Gi}$ Desired power generation $i^{th}$ GENCO

$\Delta E_{SM}$ SMES input signal

$\Delta E_{error}$ Change in error

$\Delta E_{SM_{Max}} / \Delta E_{SM_{Min}}$ Maximum/minimum energy deviation

$\Delta P_{UC}$ Uncontracted demand

$\Delta I_{di}$ Dynamic change in inductor current

$\Delta W_{imi}$ Energy stored in SMES

**Appendix A**

Deregulated two-area power system nominal parameters

Frequency = 60 Hz

$K_p = 120$

$T_p = 20$ s

$R = 2.4$ Hz/pu MW

$\beta = 0.425$ pu MW/Hz

$a_{12} = -1$

$T_{12} = 0.545$ pu MW/Hz

Mini-Hydro: 200 kW

Microgrid: Wind = 150 kW; Fuel cell = 100 kW; DG = 100 kW; BESS = 50 kW; PL1 = PL2 = 20 kW

SMES (50 kW): $K_{SMES} = 0.12$, $T_{SMES} = 0.03$ s

UPFC: $T_{UPFC} = 0.01$ s, $T_W = 10$ s
Appendix B

The authors have tested five benchmark functions to show the effectiveness of the algorithm compared to four other optimization algorithms, such as Particle Swarm Optimization (PSO), Independent Component Analysis (ICA), Differential Evolution (DE), and Gravitational Search Algorithm (GSA). The results of the benchmarking test functions are presented in Table A1.

Table A1. Comparison solutions: Benchmark function (f); interval (−10, 10).

| Algorithm | Worst Solution | Best Solution | Mean | Standard Deviation |
|-----------|----------------|---------------|------|-------------------|
| PSO       | −200.44        | −89.84        | −150.79 | 42.39           |
| ICA       | −181.59        | −200.47       | −198.56 | 5.71             |
| DE        | −181.59        | −200.44       | −197.69 | 4.61             |
| GSA       | −193.26        | −200.43       | −199.08 | 1.33             |
| SRSR      | −200.44        | −200.44       | −200.44 | 1.08 × 10⁻⁴      |

\[J_1 = f(z) = \sum_{j=1}^{N} (z_j^2 + z) \cos(z_j)\]

| Algorithm | Worst Solution | Best Solution | Mean | Standard Deviation |
|-----------|----------------|---------------|------|-------------------|
| PSO       | 4.95 × 10⁻⁸    | 3.13 × 10⁻¹⁶  | 374 × 10⁻⁹ | 1.03 × 10⁻⁸      |
| ICA       | 0.5372         | 1.06 × 10⁻⁵   | 0.0272 | 0.0787            |
| DE        | 7.14 × 10⁻⁸    | 1.82 × 10⁻¹⁸  | 1.96 × 10⁻⁹ | 1.07 × 10⁻⁸      |
| GSA       | 1.1296         | 0.0086        | 0.349  | 0.2913            |
| SRSR      | 0              | 0             | 0      | 0                 |

| Algorithm | Worst Solution | Best Solution | Mean | Standard Deviation |
|-----------|----------------|---------------|------|-------------------|
| PSO       | 4.47 × 10⁻²    | 0             | 0.0161 | 0.0217           |
| ICA       | 4.47 × 10⁻²    | 3.98 × 10⁻¹²  | 8.30 × 10⁻³ | 1.73 × 10⁻²     |
| DE        | 4.47 × 10⁻²    | 0             | 2.02 × 10⁻³ | 8.36 × 10⁻³     |
| GSA       | 2.65 × 10⁻²    | 3.60 × 10⁻⁵   | 7.3 × 10⁻³  | 6.6 × 10⁻³      |
| SRSR      | 0              | 0             | 0      | 0                 |

| Algorithm | Worst Solution | Best Solution | Mean | Standard Deviation |
|-----------|----------------|---------------|------|-------------------|
| PSO       | 4.47 × 10⁻²    | 0             | 0.0161 | 0.0217           |
| ICA       | 4.47 × 10⁻²    | 3.98 × 10⁻¹²  | 8.30 × 10⁻³ | 1.73 × 10⁻²     |
| DE        | 4.47 × 10⁻²    | 0             | 2.02 × 10⁻³ | 8.36 × 10⁻³     |
| GSA       | 2.65 × 10⁻²    | 3.60 × 10⁻⁵   | 7.3 × 10⁻³  | 6.6 × 10⁻³      |
| SRSR      | 0              | 0             | 0      | 0                 |

| Algorithm | Worst Solution | Best Solution | Mean | Standard Deviation |
|-----------|----------------|---------------|------|-------------------|
| PSO       | −19.86         | −19.86        | −17.065 | 1.95             |
| ICA       | −18.59         | −19.86        | −19.78  | 0.30             |
| DE        | −17.49         | −19.86        | −19.33  | 0.96             |
| GSA       | −17.42         | −19.77        | −18.54  | 0.51             |
| SRSR      | −19.86         | −19.86        | −19.86  | 1.69 × 10⁻⁶      |

| Algorithm | Worst Solution | Best Solution | Mean | Standard Deviation |
|-----------|----------------|---------------|------|-------------------|
| PSO       | −16.65         | −18.5         | −16.65 | 2                 |
| ICA       | −18.55         | −18.55        | −16.65 | 1.31 × 10⁻⁷      |
| DE        | −18.55         | −18.55        | −18.55 | 1.79 × 10⁻¹⁴     |
| GSA       | −17.81         | −18.55        | −18.35 | 0.18             |
| SRSR      | −18.55         | −18.55        | −18.55 | 4.73 × 10⁻⁵      |
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