Leopard: fast decoding cell type-specific transcription factor binding landscape at single-nucleotide resolution
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Abstract

Decoding the cell type-specific transcription factor (TF) binding landscape at single-nucleotide resolution is crucial for understanding the regulatory mechanisms underlying many fundamental biological processes and human diseases. However, limits on time and resources restrict the high-resolution experimental measurements of TF binding profiles of all possible TF-cell type combinations. Previous computational approaches either can not distinguish the cell-context-dependent TF binding profiles across diverse cell types, or only provide a relatively low-resolution prediction. Here we present a novel deep learning approach, Leopard, for predicting TF-binding sites at single-nucleotide resolution, achieving the median area under receiver operating characteristic curve (AUROC) of 0.994. Our method substantially outperformed state-of-the-art methods Anchor and FactorNet, improving the performance by 19% and 27% respectively despite evaluated at a lower resolution. Meanwhile, by leveraging a many-to-many neural network architecture, Leopard features hundred-fold to thousand-fold speedup compared to current many-to-one machine learning methods.

Background

Transcription factors (TFs) play a fundamental role in regulating gene expression via binding to specific DNA sequences [1–3]. Precisely decoding the transcription factor binding landscape at single-nucleotide resolution is crucial for understanding the regulatory mechanisms underlying many cellular processes and human diseases [4–7]. Beyond the sequence preferences of TF binding represented as motifs [8,9], the Encyclopedia of DNA elements (ENCODE) project has established that TFs almost exclusively bind to open chromatin [10,11]. The TF binding landscapes therefore vary substantially across cell types, which are associated with their unique organization of accessible chromatin across the genome [10,12]. Chromatin immunoprecipitation followed by DNA sequencing (ChIP-seq) is a common technique to measure the in vivo TF binding profile in a specific cell type [13]. Unfortunately, the contamination of immunoprecipitations from unbound DNA in ChIP-seq experiments leads to the description of TF binding only at a relatively low resolution [5,14]. An alternative approach, ChIP-exo, can precisely map the genome-wide TF binding locations and reduce the erroneous calls [5,15]. However, it is infeasible to experimentally measure the single-nucleotide-resolution TF binding landscapes in the enormous combinations of TF and cell type pairs due to limits on time and resources.

Recent advancements in computational models show great promise to delineate the TF binding landscape in silico [16,17]. Previous pioneering works including DeepSea [18], DeepBind [19], DanQ [20], and DeFine [21] have modeled the relationships between DNA sequences and TFs
using neural network models. However, without the cell type-specific information on chromatin accessibility, these models can not distinguish the diverse TF binding profiles across different cell types and conditions. Recent methods including Anchor [22] and FactorNet [23] address this problem by considering both DNA sequence and chromatin accessibility, greatly improving the prediction accuracy in a cross-cell type fashion. But these methods typically only provide the statistically enriched TF binding regions at around 200 base pair (bp) resolution. Therefore, there is a great demand for computational tools to both accurately and precisely model the TF binding status for every single genomic position.

Here we present a novel deep neural network approach, Leopard, for decoding cell type-specific TF binding landscapes at single-nucleotide resolution. Using both DNA sequence and chromatin accessibility from DNase-seq as inputs, Leopard accurately predict genome-wide TF binding locations with the median area under receiver operating characteristic curve (AUROC) of 0.994 on a large held-out testing dataset of 27 ChIP-seq profiles. When benchmarked against ChIP-exo experiment results, our method identified single-nucleotide TF binding peaks although it was only trained on low-resolution ChIP-seq data. Compared with state-of-the-art methods that make prediction at 200bp resolution, Leopard substantially surpassed Anchor and FactorNet, improving the performance by 19% and 27% respectively in 12 TFs under consideration. Similar to computer vision models for pixel-level image segmentation, a many-to-many nucleotide-level segmentation framework was leveraged to generate predictions for multiple genomic positions simultaneously, allowing for hundred-fold to thousand-fold speedup compared with the current many-to-one deep learning and traditional machine learning models. In summary, Leopard features precise, accurate and fast single-base decoding of TF binding landscapes across different cell types.

**Results**

![Diagram showing Leopard prediction process](image)

- **DNA sequence:** one-hot encoding
- **DNase-seq:** filtered alignment
- **ChIP-seq:** peak/fold enrichment
- **Leopard:** single-nucleotide prediction
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Fig. 1: Schematic illustration of Leopard workflow.
This study aims to decode the high-resolution transcription factor binding landscapes (refined ChIP-seq signals) based on chromatin accessibility (DNase-seq signals) in a cross-cell type fashion. A total of 42 ChIP-seq experimental results from the ENCODE project were used to train and validate models, whereas the other 27 results were used to test the performance of our method, covering 12 transcription factors. The DNase-seq signals of filtered alignments and one-hot encoded DNA sequences were used as inputs for a deep convolutional neural network model. In contrast to the relatively low-resolution ChIP-seq binding peaks, Leopard generates the cell type-specific transcription factor binding profiles at single-nucleotide resolution.

Overview of experimental design

Leopard is designed to predict cross-cell type TF binding sites at single-nucleotid level based on DNA sequence and chromatin accessibility from DNase-seq (Fig. 1). A total of 69 ChIP-seq experiments and 13 DNase-seq experiments were used from the ENCODE project, covering 12 TFs (CTCF, E2F1, EGR1, FOXA1, FOXA2, GABPA, HNF4A, JUND, MAX, NANOG, REST, and TAF1) in 13 cell types (A549, GM12878, H1-hESC, HCT116, HeLa-S3, HepG2, iPSC, IMR-90, K562, liver, MCF-7, Panc1, PC-3). For each TF-cell type pair, we used the real-valued DNase-seq filtered alignment signal as the primary feature. To alleviate the potential sequencing biases and batch effects, we calculated the ΔDNase-seq signal by subtracting the average signal across all 13 cell types under consideration [22]. To capture TF binding motifs, DNA sequences were one-hot encoded and used as additional input features. For the training labels, instead of directly using ChIP-seq peaks, we refined these relatively low-resolution peaks by overlapping them with FIMO motif scanning signals [24]. A deep many-to-many convolutional neural network model was designed to model the cell type-specific contexts and DNA sequences, identifying TF binding sites at single-nucleotide resolution. We used a nested train-validate-test framework, where the parameters of the neural network were learned on the training data and the hyper-parameters were tuned on the validation data. A subset of 27 ChIP-seq data were held out as the testing set to evaluate the performance of our model (Supplementary Fig. 1). In addition, the CTCF binding profile in the HeLa-S3 cell line from ChIP-exo experiment was further used to evaluate the prediction performance.
Fig. 2: The architecture design of Leopard for single-nucleotide prediction of transcription factor binding.

**a**, Leopard accepts 2 dimensional matrices as inputs, where the first dimension represents 6 channels and the second dimension represents 10240 genomic positions. The 6 channels correspond to (1) DNase-seq filtered alignment signals, (2) ΔDNase-seq signals that subtracting the average DNase-seq signal from all cell types under consideration, and (3-6) one-hot encoded DNA sequences. The 10240 genomic positions correspond to randomly sampled consecutive segments in human genome. Leopard has two components: the encoder (blue) and the decoder (yellow). The encoder contains five convolution-convolution-pooling (ccp) blocks that gradually increase dimension 1 and reduce dimension 2. The decoder has five opposite operating units, upscaling-convolution-convolution (ucc) blocks that gradually increase dimension 2 to the same length as the input. This architecture allows for generating outputs for multiple positions simultaneously, substantially boosting the predicting speed. Meanwhile, the concatenation operations (horizontal green arrows) connect the encoder with the decoder, preventing information decay in deep neural networks.

**b**, the 1 dimensional (1D) convolution operator calculates the inner product between the kernel \((w_1, w_2, w_3)\) and the input signal \((x_1, x_2, x_3)\), resulting in one feature map value \((y_1)\) in step 1. Then the kernel slides along the entire input.
signal (step 2 and 3) and generates the output feature map vector, which has the same size in dimension 2 as the input.

The architecture of Leopard captures determinants of TF binding at multiple ranges and resolutions

Leopard was designed to extract information from multiple ranges and resolutions for predicting TF binding locations. Leopard has a deep convolutional neural network architecture, which accepts 6-by-10240 matrices as inputs (Fig. 2a). The 6 channels in the first dimension are signals from (1) DNase-seq, (2) ΔDNase-seq, (3-6) one-hot encoded DNA sequences. The columns in the second dimension correspond to the input length of 10240 successive genomic positions. The Leopard architecture has two components, the encoder and the decoder. The basic building unit of the encoder is the convolution-convolution-pooling (ccp) block, which contains two convolutional layers and one max-pooling layer. In each convolutional layer, the 1D convolution operation is applied to the data along the second dimension (Fig. 2b). By scanning across all 10240 positions, the convolutional layer can capture the upstream and downstream information and key determinants of TF binding will trigger an activation, such as a motif match and open chromatin. Of note, the users do not need to specify the TF motifs since the convolution operators can automatically learn and recognize the regulatory motifs and neighboring DNA sequences. Meanwhile, each max-pooling layer reduces the input length by half, allowing the subsequent convolutional layer to capture the information spanning longer genomic positions. For example, 5 successive points of the input matrix only cover 5 positions whereas 5 successive points at the end of the encoder cover 5*2⁵ = 1600 genomic positions. A total of 5 ccp blocks were used to gradually reduce the input length from 10240 to 320 and increase the number of channels from 6 to 109, compensating the loss of resolution along the genomic dimension. In contrast to the ccp blocks in the encoder, the counterpart upscaling-convolution-convolution (ucc) blocks were used in the decoder. They gradually increase the length but decrease the number of channels. In addition, the concatenation operation transfer the information from the encoder to decoder at each resolution (horizontal green arrows in Fig. 2a). The final output is a 1-by-10240 array, corresponding to the prediction of TF binding signals at each input position at single-base resolution. This neural network architecture effectively captures the long-range and short-range information at multiple scales.
Fig. 3: Leopard identifies cell type-specific transcription binding events at single-nucleotide resolution.

a, The receiver operating characteristic (ROC) curves of Leopard predictions on 27 held-out testing TF-cell type pairs. The baseline score of random prediction is 0.500 shown as the dashed line along the diagonal.

b, Leopard achieves high area under receiver operating characteristic curves (AUROCs) for 12 transcription factors in 10 testing cell types. Each dot represents the overall AUROC calculated from the testing Chr1, Chr8, and Chr21. Different colors represent different cell types.

c, An example 2000bp segment is shown to demonstrate the prediction results. This segment contains signals between genomic positions 12,678,147 and 12,680,147 of Chr 1 from the JUND binding profile in the A549 cell line. The top two rows are the original ChIP-seq fold enrichment and conservative peaks generated through the standard ENCODE analysis pipeline. The ChIP-seq broad binding peak can not locate the precise binding site. Leopard generates single-nucleotide predictions and precisely provides the potential binding
sites. The saliency map indicates positions contributing to the predictions. The corresponding DNase-seq and ΔDNase-seq signals, and the sequence-based motif scan scores using FIMO are also shown here for comparison. Of note, the region in the pink rectangle also has open chromatin (high DNase-seq signals) and binding motifs (high FIMO scores), but no binding events were observed from the ChIP-seq experiment. Leopard is able to detect these non-binding locations - no prediction peaks in this region.

**Leopard accurately identifies cell type-specific TF binding profiles at single-nucleotide resolution**

We first compared the Leopard prediction profiles with the refined ChIP-seq conservative peaks in the 27 testing TF-cell type pairs. For each TF, we trained and validated our model in a subset of training cell types, then made predictions on the other subset of testing cell types. The complete train-validate-test partition is shown in Supplementary Fig. 1. Both the area under receiver operating characteristic curve (AUROC) and the area under precision-recall curve (AUPRC) were calculated and compared (Fig. 3a-b; Supplementary Fig. 2; Supplementary Table 1). Leopard accurately identified TF binding profiles for the 12 TFs in this study, with a median prediction AUROC of 0.994. In 19 out of 27 (70%) testing TF-cell type pairs, Leopard achieved high AUROCs above 0.990. The corresponding precision recall curves and AUPRCs are shown in Supplementary Fig. 2. Of note, identifying TF binding sites is an extremely difficult class imbalance problem - only 0.11% of all genomic positions were bound by TFs. The AUPRC baseline of random prediction was therefore very low around 0.0011 (the dashed line in Supplementary Fig. 2). Compared with the random prediction baseline, Leopard had more than hundredfold improvement. The AUROC and AUPRC results demonstrated the high prediction accuracy of our method.

To visualize the Leopard prediction results, we demonstrate a 2000bp segment of JUND binding profile in A549 cell line as an example (Fig. 3c). The raw ChIP-seq data were processed through the standard ENCODE analysis pipeline, resulting in a broad region of putative binding sites between locations 12,678,147 and 12,680,147 in chromosome (Chr) 1, in terms of both the fold enrichment and conservative peaks that pass the 5% IDR threshold (the top two rows in Fig. 3c). These relatively low-resolution ChIP-seq profiles can not provide the precise binding locations. In contrast, the predictions from Leopard clearly depicted the exact binding locations, overlapping with the ChIP-seq peaks (the third row in Fig. 3c). The saliency map was also calculated, indicating positions that contributed to the predictions [25]. For comparison, we also aligned the DNase-seq signal, the ΔDNase-seq signal, and FIMO motif scanning score. As we expected, without the cell type-specific information on chromatin accessibility, the sequence-based motif scanning approach generates many false positive binding sites (peaks in the bottom row in Fig. 3c). On the other hand, the DNase-seq and ΔDNase-seq signals indicated
the open chromatin regions, which were prerequisite for TF binding except for pioneering TFs. In general, a genomic site with the “open chromatin” status and a high motif match score is more likely but not necessary to be a binding site. Leopard is able to distinguish true binding events from false ones. For instance, the region around location 12,680,000 in the pink rectangle in Fig. 3c has high DNase-seq signals and multiple motif matches. However, no binding events were observed within this region based on the ChIP-seq experiment. Leopard correctly predicted no binding peaks within this region.

We further compared the above 2000bp genomic region across four cell types (A549, GM12878, H1-hESC, and liver) and observed distinct TF binding patterns across cell types (Fig. 3c; Supplementary Fig. 3). In A549 (Fig. 3c), H1-hESC (Supplementary Fig. 3b), and liver (Supplementary Fig. 3c) cell types, JUND had a similar binding peak in this region and Leopard correctly predicted these binding events. In contrast, JUND did not bind to this region in GM12878 (Supplementary Fig. 3a) cell line, potentially due to the relatively restricted chromatin accessibility in this specific cell line. Leopard successfully distinguished GM12878 from the other three cell types, since DNase-seq and ΔDNase-seq signals were the cell type-specific input features for Leopard. In contrast, computational methods only based on sequences without DNase-seq features will not identify the differences across cell types. These results demonstrate the great advantage of Leopard over sequence-based methods for predicting TF binding sites.
Fig. 4: Evaluating Leopard predictions based on TF binding profiles from the ChIP-exo experiment

a, The receiver operating characteristic (ROC) curve and b, precision recall (PR) curve between Leopard prediction and peaks from in vivo ChIP-exo experiment of the CTCF binding profile in HeLa-S3 cell line. The ROC and PR curves were evaluated and drawn on each individual chromosome and the overall genome-wide performance of all chromosomes (Chr 1-22 and X). The baseline of random predictions is shown as dashed lines. 

c, An example 2000bp segment is shown to demonstrate Leopard prediction results. This segment contains signals between genomic positions 76,097,298 and 76,099,298 of Chr 1 from the CTCF binding profile in the HeLa-S3 cell line. The top two rows are the original ChIP-seq signals from the fold coverage change and conservative peak profiles generated through the standard ENCODE analysis.
pipeline. The third row is the ChIP-exo signal precisely describing the binding site. Leopard generates single-nucleotide predictions and the prediction corresponds well with the ChIP-exo peak. The saliency map indicates positions contributing to the predictions. The corresponding DNase-seq and ΔDNase-seq signals, and the sequence-based motif scan scores using FIMO are also shown here for comparison.

**Benchmarking Leopard prediction against the single-base ChIP-exo experiment**

To further evaluate the prediction performance of Leopard at single-base resolution, we compared our predictions with CTCF binding peaks generated from ChIP-exo experiment. The receiver operating characteristic (ROC) curves and precision recall (PR) curves on each individual chromosome (Chr 1-22, X) and overall across human genome are shown in Fig. 4a-b (Supplementary Table 2). The over AUROC of 0.990 is very high and the AUPRC score of 0.297 indicating that Leopard achieved more than 500-fold improvement over the AUPRC baseline of 0.00065 (the dashed line in Fig. 4b). Of note, Leopard was only trained on the low-resolution ChIP-seq data, yet it was able to identify the high-resolution ChIP-exo binding peaks. In Fig. 4c, we demonstrated an example prediction of the CTCF binding region in the HeLa-S3 cell line. For comparison, the corresponding ChIP-seq, ChIP-exo, DNase-seq, and motif-based scanning signals were also aligned and shown in Fig. 4c. As we expected, the ChIP-exo experiment has a much narrower peak (the third row in Fig. 4c) than the fold enrichment or the conservative peak from the ChIP-seq experiment. Leopard precisely predicted the binding sites, corresponding well to the ChIP-exo peaks. In summary, Leopard can identify the single-base TF binding profiles based on chromatin accessibility and DNA sequence.
Fig. 5: Leopard substantially improved transcription factor binding site prediction over state-of-the-art methods

Leopard was benchmarked with **a**, Anchor (the top performing classical tree-based model) and **b**, FactorNet (the top performing neural network model) in the ENCODE-DREAM *in vivo* Transcription Factor Binding Site Prediction Challenge. The same challenge training and testing
datasets were used to train Leopard model and evaluate performance. Overall, Leopard achieved higher prediction AUPRCs than Anchor and FactorNet. The mean and median AUPRCs on the right clearly demonstrate the advantage of Leopard predictions in the 13 testing TF-cell type pairs. The percentage improvement over Anchor and FactorNet was calculated. Leopard substantially improved the median prediction AUPRC by 19% and 27% over Anchor and FactorNet, respectively.

**Leopard substantially outperforms state-of-the-art methods for predicting TF binding site despite evaluated at the low 200bp resolution**

We further compared state-of-the-art methods for TF binding site prediction, which were the top performing methods named Anchor and FactorNet in the ENCODE-DREAM in vivo Transcription Factor Binding Site Prediction Challenge. Anchor is based on a classical treed-based machine learning model, XGBoost, to predict TF binding sites through sophisticated feature engineering [22], whereas FactorNet is based on a many-to-one neural network model to address this problem. Notebly, these methods only provided predictions at the low 200bp resolution and it is not a fair comparison for Leopard. Nevertheless, we adapted Leopard architecture to generate predictions at 200bp resolution, which was called Leopard-200bp (Supplementary Fig. 4). We benchmarked Leopard-200bp against Anchor and FactorNet on the same training and testing datasets in the ENCODE-DREAM Challenge (Supplementary Fig. 5). The performance was evaluated in a cross-cell type and cross-chromosome fashion (see details in Methods). Overall, Leopard achieved higher prediction AUPRCs than Anchor and FactorNet (Fig. 5a-b; Supplementary Table 3). The mean and median AUPRCs on the right clearly demonstrate the improvement of Leopard predictions in the 13 testing TF-cell type pairs. The percentage improvement over Anchor and FactorNet was further calculated. Leopard substantially improved the median prediction AUPRC by 19% and 27% over Anchor and FactorNet, respectively. We further performed pairwise statistical comparison of these methods (Supplementary Fig. 6). For each testing TF-cell type pair, we randomly sampled 100 segments with length of 100kbp then calculated 100 prediction AUPRCs. The paired Wilcoxon signed rank test was performed. Leopard significantly outperformed Anchor and FactorNet in the overwhelming majority of testing TF-cell type pairs.
a. Runtime of chromosome-wise prediction

- Leopard
- Many-to-one neural network
- Anchor

b. Runtime of chromosome-wise prediction

- Leopard (GPU)
- Leopard (CPU)

c. Runtime of whole-genome prediction

- Leopard (GPU)
- Leopard (CPU)
- Many-to-one neural network (GPU)
- Anchor

The figures illustrate the computational efficiency of different methods across chromosomes, with runtime measured in hours and minutes.
Fig. 6: The runtimes of chromosome-wise and whole-genome predictions of Leopard and other state-of-the-art methods.

The runtime was tested for predicting the HNF4A binding profiles in the liver cell using different methods. **a**, The runtime was tested for chromosome-wise predictions on Chr 1, Chr 8 and Chr 21. Notably, the runtimes of bars within the blue background are in the unit of minute, whereas the runtimes in the red background are in the unit of hour. For example on Chr 8, it only takes 2.8 minutes for Leopard to finish predictions whereas it requires 29.70 and 58.90 hours for the many-to-one neural network model and the Anchor method using XGBoost. Leopard is therefore estimated to be 600 and 1200 times faster than the many-to-one model and Anchor on average. **b**, Leopard is flexible with both GPU and CPU settings. When running Leopard on CPU, the prediction runtimes are acceptable on the scale of minutes. The runtime of CPU was tested on a standard computer with eight CPU cores. **c**, When making genome-wide predictions at single-nucleotide resolution, Leopard has a great advantage of speed - it only requires 55.6 minutes on GPU or 239.1 minutes on CPU. In contrast, it requires 583.6 hours (>24 days) for the many-to-one neural network model and 1220.8 hours (>50 days) for Anchor.

In addition to higher prediction resolution and accuracy, Leopard has a great speed advantage over previous methods. Previous neural network approaches were typically based on the many-to-one architecture \([18–21,23]\), in which genomic segments containing hundreds or thousands of base pairs were used as inputs to predict only a single label at a time. Considering the fact that the human genome contains more than 3 billion base pairs, it requires considerably long runtime for the genome-wide predictions using many-to-one models. In contrast, Leopard is based on a many-to-many neural network architecture, in which the base-wise label for every nucleotide in the input genomic segment (10240bp) are generated simultaneously. This unique architecture tremendously boosts the prediction speed. To benchmark the runtimes of the many-to-one and many-to-many neural network structures, we modified Leopard and created a many-to-one version that accepted 10240bp as inputs and generated only one prediction value (Supplementary Fig. 7). For comparison, we also tested the runtime of Anchor, representing the speed of tree-based XGBoost model. Leopard can finish prediction within 4.70, 2.80, and 0.95 minutes for predicting the single-nucleotide HNF4A binding sites on Chr1, Chr8, and Chr21 respectively (Fig. 6a). Yet Anchor and the many-to-one neural network requires much longer runtimes on the scales of hours. Meanwhile, Leopard is flexible with both graphics processing unit (GPU) and central processing unit (CPU) settings. When running Leopard on CPU, the prediction runtimes remain acceptable on the scale of minutes (Fig. 6b). When making genome-wide predictions at single-nucleotide resolution, Leopard has a great advantage of speed - it only requires less than one hour on GPU or four hours on CPU. In contrast, it requires 583.6 hours (>24 days) for the many-to-one neural network model and 1220.8 hours (>50 days) for Anchor.
Anchor (Fig. 6c). Therefore, Leopard not only outperformed but also enabled hundred-fold to thousand-fold speedup over the common many-to-one neural network and the Anchor model, respectively.

**Discussion**

Many studies have proposed computational models for predicting the sequence specificities of DNA-binding proteins and variant effects *ab initio* from DNA sequences [18,19,26,27]. These approaches have advanced our understanding of the transcriptional regulation. However, in the new era of precision medicine, the context-dependent functional genomic and epigenomic landscapes across different cell types, tissues, and patients may not be completely encoded in the DNA sequence space. These genomic and epigenomic profiles provide crucial information for disease mechanism investigation and future treatment discovery. In this work, we develop a robust, scalable, and fast software, Leopard, to identify cell type-specific TF binding sites at the single-nucleotide level, which is a key challenge in computationally decoding functional elements of the human genome. Leopard leverages the cutting-edge deep learning framework for pixel-level image segmentation and large-scale data from the ENCODE project, achieving high cross-cell type prediction accuracy.

Unlike classical machine learning approaches that require complicated feature crafting and engineering [22,28,29], neural network models automatically learn the informative features and factors contributing to TF binding, largely increasing the flexibility and scalability [30,31]. Moreover, the limited hard drive size and computer memory usually restrict the complete search of the feature space in classical machine learning approaches. For example, both Anchor [22] and the method reported by J-team [28] calculated bin-level aggregate statistical features (maximum, mean, minimum, and other statistics) to represent the major signals instead of using the complete signals for the sake of computational efficiency. In contrast, Leopard accepts the complete DNase-seq signals of the input segments covering 10240 positions without information loss, which may explain its higher predictive performance. In terms of network structure tuning, we adapted the standard U-Net structure into the 1D version, which demonstrated improved performance over the state of the art. In fact, recent work in the field of neural architecture search indicates that neural networks based on randomly wired graphs achieved competitive performance to manually designed architectures on image classification [32]. It would be interesting to see the future application of these models to bioinformatics research.

Recent advancement in deep learning studies of genomic data has generated novel interpretations and biological hypotheses [16,17]. Although the many-to-one neural network (with various convolutional, recurrent, and fully connected layers) has been actively explored, the many-to-many neural network remains to be developed. A major advantage of the many-to-many
structure is the ultrafast prediction speed, which will accelerate the genomic research on the large genome-wide scale at single-nucleotide resolution. Here we demonstrate its very first application to identify TF binding events. We envision that our analysis framework and model can be flexibly adapted to investigate many other genomics modeling tasks in the future, including predicting various epigenetic modifications in different cell types.

Conclusions

In this study, we present a novel deep neural network approach, Leopard, for decoding cell type-specific TF binding landscapes at single-nucleotide resolution. Leopard identified high-resolution ChIP-exo TF binding locations although it was only trained on low-resolution ChIP-seq signals. Meanwhile, Leopard leverages a many-to-many deep learning framework to generate predictions for multiple genomic positions simultaneously, allowing for hundred-fold to thousand-fold speedup compared with current many-to-one deep learning and classical machine learning models.

Methods

Data collection and preprocessing

In this study, we used the data from the ENCODE project, which consists of 69 ChIP-seq experiments and 13 DNase-seq experiments covering 12 TFs (CTCF, E2F1, EGR1, FOXA1, FOXA2, GABPA, HNF4A, JUND, MAX, NANOG, REST, and TAF1) in 13 cell types (A549, GM12878, H1-hESC, HCT116, HeLa-S3, HepG2, iPSC, IMR-90, K562, liver, MCF-7, Panc1, PC-3). A subset of 27 ChIP-seq experiments were held out as the evaluation testing set and the remaining ChIP-seq data were used for model training (Supplementary Fig. 1). The ChIP-seq data were processed following the standard ENCODE analysis pipeline. For each ChIP-seq experiment, the raw sequencing reads were mapped to hg19 reference genome using BWA aligner [33]. The SPP peak caller was used to call up to 300,000 peaks in each ChIP-seq replicate over the control using a relaxed false discovery rate of 0.9 [34]. Then the irreproducible discovery rate (IDR) method was used to find the reproducible and conservative peaks with the IDR threshold of 5% [35]. The fold enrichment signals were generated using the MACSv2 peak caller [36]. To generate the high-resolution training labels, we further refined the ChIP-seq conservative peaks by overlapping them with the motif scanning hits. We scanned the hg19 reference genome using FIMO [24] based on the TF motifs from Hocomoco11 [8]. A relaxed cutoff of p=0.01 was used to locate all the potential binding sites. In addition, we downloaded the ChIP-exo data [5] and generated peaks using the MACE analysis pipeline [37].

When comparing our method with the top-ranking methods in the ENCODE-DREAM challenge, we used the same dataset provided by the challenge consisting of 43 and 13 ChIP-seq data for
model training and held-out testing, respectively (Supplementary Fig. 5). Of note, in the challenge, the resolution of predictions was only 200bp. For each 200bp interval at 50bp sliding window steps, a gold standard binary label “Bound” or “Unbound” was assigned. The AUPRC between predictions and gold standard labels was used as the scoring metric to compare different models, which was also used in the ENCODE-DREAM challenge. For this low-resolution prediction task, we created a Leopard-200bp model (Supplementary Fig. 4), which directly generate predictions at the 200bp resolution. In addition to the one-hot encoded sequences and DNase-seq features, we also added the orange feature (the 5' tag count within each 200bp bin) [38], which was also named as frequency/Δfrequency feature in Anchor [22].

For the 13 DNase-seq data, we used raw filtered alignment files without peak calling. Signals from multiple technical and biological replicates of the same cell type were summed and combined. To reduce the potential cell-specific cleavage and sequencing biases, we performed the quantile normalization following the same pipeline as described in Anchor [22].

**AUROC and AUPRC**

The area under receiver operating characteristic curve (AUROC) and the area under precision-recall curve (AUPRC) between prediction and gold standard were used to evaluate the prediction performance. Since the predictions are continuous values between 0 and 1, a series of cutoff values, \([0, 0.001, 0.002, \ldots, 0.998, 0.999, 1.000]\), are used to binarize the predictions. At each cutoff, the True Positive Rate (TPR) and the False Positive Rate (FPR) are defined as

\[
TPR = \frac{TP}{TP+FN}
\]

\[
FPR = \frac{FP}{FP+TN}
\]

where TP is True Positive, FN is False Negative, FP is False Positive, and TN is True Negative. Similarly, the Precision and Recall are defined as

\[
Precision = \frac{TP}{TP+FP}
\]

\[
Recall = TPR = \frac{TP}{TP+FN}
\]

These values were calculated at each cutoff, forming the receiver operating characteristic curve and precision-recall curve. The area under the curve therefore reflects the prediction performance of a model.

**Overall AUPRC and AUROC**

The overall AUPRC, or the gross AUPRC, is defined as
\[ AUPRC = \sum_j P_j(R_j - R_{j+1}) \]

\[ P_j = \frac{\text{number of TF binding sites with predicted probability }(j/1000) \text{ or greater}}{\text{total number of sites with predicted probability }(j/1000) \text{ or greater}} \]

\[ R_j = \frac{\text{number of TF binding sites with predicted probability }(j/1000) \text{ or greater}}{\text{total number of TF binding sites}} \]

where the Precision \( P_j \) and Recall \( R_j \) were calculated at each cutoff \( j \) and \( j = 0, 0.001, 0.002, \ldots, 0.998, 0.999, 1 \). When multiple chromosomes are under consideration, this overall AUPRC is similar to the “weighted AUPRC”, which is different from simply averaging the AUPRC score of all chromosome [30]. This is because the overall AUPRC considers the length of each chromosome and longer chromosomes contribute more to the overall AUPRC, resulting in a more accurate evaluation of the performance. The overall AUROC is defined in a similar way as the overall AUPRC.

**Convolutional neural network architecture**

The architecture of Leopard was adapted from the image segmentation neural network model, U-Net, which generates pixel-wise labels for every pixel in the input 2D image [39]. Similarly, Leopard generates base-wise labels for every nucleotide in the input genomic segment (10240bp) simultaneously. In each convolutional layer, the kernel size of 7 was used. In each pooling layer, max pooling was used. Each convolution operation was followed by a nonlinear activation, Rectified Linear Unit (ReLU), which is defined as

\[ f(x) = \max(0, x) \]

where \( x \) is the input and \( f(x) \) is the output. Only positive values active a neuron and ReLU allows for effective training of neural networks compared to other complex activation functions. In addition, batch normalization was used after each convolutional layer. In the final layer, we used the sigmoid activation unit to restrict the prediction value between 0 and 1. The sigmoid activation is defined as

\[ f(x) = \frac{1}{1+e^{-x}} \]

where \( x \) is the input and \( f(x) \) is the output.

**Cross-cell type and cross-chromosome training, validation, and testing**

We used a “crisscross” training and validation strategy to build models and avoid overfitting [22]. For each TF, we first collected all the available training cell types. Then a pair of cell types was selected, one for model training and the other for model validation. Meanwhile, the 23 chromosomes (Chr 1-22 and X) were also partitioned into the training, validation, and testing sets. Chr 1, Chr 8, and Chr21 were fixed throughout this study as the testing chromosome set.
whereas the remaining 20 chromosomes were randomly partitioned into the training and validation sets.

During model training, we defined an epoch as 100,000 segments or samples randomly selected from the training chromosome set in the training cell type. Each time after the model was trained on one epoch of training samples, another epoch of validation samples were randomly selected from the validation chromosome set in the validation cell type to calculate the prediction losses, monitor the training progress, and avoid overfitting. The Adam optimizer was used. Each neural network model was first trained for 5 epochs with the learning rate of 1e-3 and then trained for 15 epochs with the learning rate of 1e-4 till the loss converged.

**Training Losses**

The cross entropy loss, was used for model training, which is defined as

$$H(y, \hat{y}) = \sum_{i=1}^{N} \left[ -y_i \cdot \log \hat{y}_i - (1 - y_i) \cdot \log(1 - \hat{y}_i) \right]$$

where $y_i$ is the gold standard label of TF binding = 1 or non-binding = 0 at genomic position i, $\hat{y}_i$ is the prediction value at position i, $N=10240$ is the total number of base pairs in each segment, $y$ is the vector of the gold standard labels and $\hat{y}$ is the vector of predictions. Ideally, an “AUPRC loss” should be used for optimizing the AUPRC. However, the AUPRC function is not mathematically differentiable, which is required by the back-propagation algorithm during neural network model training. We therefore used the cross-entropy loss to approximate the “AUPRC loss”.

**Declarations**

**Data availability**

The ChIP-seq data were downloaded from the ENCODE-DREAM challenge website:

- [https://www.synapse.org/#!Synapse:syn6181337](https://www.synapse.org/#!Synapse:syn6181337) (conservative peaks)
- [https://www.synapse.org/#!Synapse:syn6181334](https://www.synapse.org/#!Synapse:syn6181334) (fold enrichment)

and the ENCODE project website:

- [https://www.encodeproject.org/](https://www.encodeproject.org/) (The accession numbers are provided in Supplementary Table 4.)

The DNase-seq data were downloaded from the ENCODE-DREAM challenge website:

- [https://www.synapse.org/#!Synapse:syn6176232](https://www.synapse.org/#!Synapse:syn6176232)
Software availability
The source code of our Leopard software is available on GitHub:
https://github.com/GuanLab/Leopard

Competing interests
YG receives personal payment from Eli Lilly and Company, Genentech Inc, F. Hoffmann-La Roche AG, and Cleerly Inc; holds equity shares at Cleerly Inc and Ann Arbor Algorithms Inc; receives research support from Merck KGaA as research contracts and Ryss Tech as unrestricted donations.

Funding
This work is supported by NSF-US14-PAF07599 (#1452656; CAREER: On-line Service for Predicting Protein Phosphorylation Dynamics Under Unseen Perturbations NSF), R35-GM133346-01 (Machine Learning for Drug Response Prediction), AWD007950 (Digital Biomarkers in Voices for Parkinson's Disease American Parkinson's Disease Association), University of Michigan O'Brien Kidney Translational Core Center, and Michael J. Fox Foundation #17373 to YG. This work is also supported by 19AMTG34850176 (American Heart Association and Amazon Web Services3.0 Data Grant Portfolio: Artificial Intelligence and Machine Learning Training Grants) to HL. We thank the GPU donation from Nvidia and the AWS donation from Amazon.

Authors’ contributions
YG and HL conceived and designed this project. HL performed the experiments, prepared the figures and wrote the manuscript. All authors contributed to the writing of the manuscript and approved the final manuscript.

References
1. Badis G, Berger MF, Philippakis AA, Talukder S, Gehrke AR, Jaeger SA, et al. Diversity and complexity in DNA recognition by transcription factors. Science. 2009;324:1720–3.

2. Jolma A, Yan J, Whittington T, Toivonen J, Nitta KR, Rastas P, et al. DNA-binding specificities of human transcription factors. Cell. 2013;152:327–39.

3. Vaquerizas JM, Kummerfeld SK, Teichmann SA, Luscombe NM. A census of human transcription factors: function, expression and evolution. Nat Rev Genet. 2009;10:252–63.
4. Lambert SA, Jolma A, Campitelli LF, Das PK, Yin Y, Albu M, et al. The Human Transcription Factors. Cell. 2018;172:650–65.

5. Rhee HS, Pugh BF. Comprehensive genome-wide protein-DNA interactions detected at single-nucleotide resolution. Cell. 2011;147:1408–19.

6. Corces MR, Granja JM, Shams S, Louie BH, Seoane JA, Zhou W, et al. The chromatin accessibility landscape of primary human cancers. Science [Internet]. 2018;362. Available from: http://dx.doi.org/10.1126/science.aav1898

7. Albert FW, Kruglyak L. The role of regulatory variation in complex traits and disease. Nat Rev Genet. 2015;16:197–212.

8. Kulakovskiy IV, Vorontsov IE, Yevshin IS, Sharipov RN, Fedorova AD, Rumynskiy EI, et al. HOCOMOCO: towards a complete collection of transcription factor binding models for human and mouse via large-scale ChIP-Seq analysis. Nucleic Acids Res. 2018;46:D252–9.

9. Khan A, Fornes O, Stigliani A, Gheorghe M, Castro-Mondragon JA, van der Lee R, et al. JASPAR 2018: update of the open-access database of transcription factor binding profiles and its web framework. Nucleic Acids Res. 2018;46:D260–6.

10. Thurman RE, Rynes E, Humbert R, Vierstra J, Maurano MT, Haugen E, et al. The accessible chromatin landscape of the human genome. Nature. 2012;489:75–82.

11. Neph S, Vierstra J, Stergachis AB, Reynolds AP, Haugen E, Vernot B, et al. An expansive human regulatory lexicon encoded in transcription factor footprints. Nature. 2012;489:83–90.

12. Heinz S, Romanski CE, Benner C, Glass CK. The selection and function of cell type-specific enhancers. Nat Rev Mol Cell Biol. 2015;16:144–54.

13. Johnson DS, Mortazavi A, Myers RM, Wold B. Genome-wide mapping of in vivo protein-DNA interactions. Science. 2007;316:1497–502.

14. Furey TS. ChIP–seq and beyond: new and improved methodologies to detect and characterize protein–DNA interactions [Internet]. Nature Reviews Genetics. 2012. p. 840–52. Available from: http://dx.doi.org/10.1038/nrg3306

15. He Q, Johnston J, Zeitlinger J. ChIP-nexus enables improved detection of in vivo transcription factor binding footprints. Nat Biotechnol. 2015;33:395–401.

16. Eraslan G, Avsec Ž, Gagneur J, Theis FJ. Deep learning: new computational modelling techniques for genomics. Nat Rev Genet. 2019;20:389–403.

17. Zou J, Huss M, Abid A, Mohammadi P, Torkamani A, Telenti A. A primer on deep learning in genomics. Nat Genet. 2019;51:12–8.

18. Zhou J, Troyanskaya OG. Predicting effects of noncoding variants with deep learning–based
sequence model [Internet]. Nature Methods. 2015. p. 931–4. Available from: http://dx.doi.org/10.1038/nmeth.3547

19. Alipanahi B, Delong A, Weirauch MT, Frey BJ. Predicting the sequence specificities of DNA- and RNA-binding proteins by deep learning. Nat Biotechnol. 2015;33:831–8.

20. Quang D, Xie X. DanQ: a hybrid convolutional and recurrent deep neural network for quantifying the function of DNA sequences. Nucleic Acids Res. 2016;44:e107.

21. Wang M, Tai C, E W, Wei L. DeFine: deep convolutional neural networks accurately quantify intensities of transcription factor-DNA binding and facilitate evaluation of functional non-coding variants. Nucleic Acids Res. 2018;46:e69.

22. Li H, Quang D, Guan Y. Anchor: trans-cell type prediction of transcription factor binding sites. Genome Res. 2019;29:281–92.

23. Quang D, Xie X. FactorNet: A deep learning framework for predicting cell type specific transcription factor binding from nucleotide-resolution sequential data. Methods. 2019;166:40–7.

24. Grant CE, Bailey TL, Noble WS. FIMO: scanning for occurrences of a given motif. Bioinformatics. 2011;27:1017–8.

25. Zeiler MD, Fergus R. Visualizing and Understanding Convolutional Networks [Internet]. 2013 [cited 2019 Oct 7]. Available from: http://arxiv.org/abs/1311.2901

26. Zhou J, Theesfeld CL, Yao K, Chen KM, Wong AK, Troyanskaya OG. Deep learning sequence-based ab initio prediction of variant effects on expression and disease risk. Nat Genet. 2018;50:1171–9.

27. Zhou J, Park CY, Theesfeld CL, Wong AK, Yuan Y, Scheckel C, et al. Whole-genome deep-learning analysis identifies contribution of noncoding mutations to autism risk. Nat Genet. 2019;51:973–80.

28. Keilwagen J, Posch S, Grau J. Accurate prediction of cell type-specific transcription factor binding. Genome Biol. 2019;20:9.

29. Li H, Li T, Quang D, Guan Y. Network Propagation Predicts Drug Synergy in Cancers. Cancer Res. 2018;78:5446–57.

30. Li H, Guan Y. Deepsleep: Fast and Accurate Delineation of Sleep Arousals at Millisecond Resolution by Deep Learning. 2019 [cited 2019 Oct 3]; Available from: https://papers.ssrn.com/abstract=3445559

31. Jiang YQ, Xiong JH, Li HY, Yang XH, Yu WT, Gao M, et al. Recognizing basal cell carcinoma on smartphone-captured digital histopathology images with a deep neural network. Br J Dermatol [Internet]. 2019; Available from: http://dx.doi.org/10.1111/bjd.18026
32. Xie S, Kirillov A, Girshick R, He K. Exploring Randomly Wired Neural Networks for Image Recognition [Internet]. 2019 [cited 2019 Oct 3]. Available from: http://arxiv.org/abs/1904.01569

33. Li H, Durbin R. Fast and accurate short read alignment with Burrows-Wheeler transform. Bioinformatics. 2009;25:1754–60.

34. Kharchenko PV, Tolstorukov MY, Park PJ. Design and analysis of ChIP-seq experiments for DNA-binding proteins. Nat Biotechnol. 2008;26:1351–9.

35. Li Q, Brown JB, Huang H, Bickel PJ. Measuring reproducibility of high-throughput experiments [Internet]. The Annals of Applied Statistics. 2011. p. 1752–79. Available from: http://dx.doi.org/10.1214/11-aoas466

36. Zhang Y, Liu T, Meyer CA, Eeckhoute J, Johnson DS, Bernstein BE, et al. Model-based Analysis of ChIP-Seq (MACS). Genome Biol. BioMed Central; 2008;9:1–9.

37. Wang L, Chen J, Wang C, Uusküla-Reimand L, Chen K, Medina-Rivera A, et al. MACE: model based analysis of ChIP-exo. Nucleic Acids Res. 2014;42:e156.

38. DREAM method write-up (final) [Internet]. Google Docs. [cited 2019 Oct 7]. Available from: https://docs.google.com/document/d/1ZEH9ob3bktovZ8jsIFkCTFw9WVHvIzg9X7iDLNe0q-w/edit?usp=sharing&usp=embed_facebook

39. Ronneberger O, Fischer P, Brox T. U-Net: Convolutional Networks for Biomedical Image Segmentation. Lecture Notes in Computer Science. 2015. p. 234–41.