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Abstract—Data Analytics provides core business reporting needs in many software companies, acts as a source of truth for key information, and enables building advanced solutions, e.g., predictive models, machine learning, real-time recommendations, to grow the business. Typically, companies ingest data to data lakes, have elaborate ETL/ELT processes, and consume the data. Organizations have challenges in becoming data-driven at scale, with centralized teams and modules acting as bottlenecks, responsible for many aspects such as data governance, ingestion, or engineering. Placing the tools in the hands of developers and empowering engineers across all business domains truly unlocks the ability for a company to become data-driven, at scale, both in culture and practice.

A self-service, multi-tenant, API-first, and scalable data platform is the foundational requirement in creating an enterprise data marketplace, which enables the creation, publishing, and exchange of data products. Such a marketplace enables the exploration and discovery of data products, further providing high-level data governance and oversight on marketplace contents.

In this paper, we describe our way to the gourmet data product marketplace. We cover the design principles, the implementation details, technology choices, and the journey to build an enterprise data platform that meets the above characteristics. The platform consists of ingestion, streaming, storage, transformation, schema generation, fail-safe, data sharing, access management, PII data governance functions and allows owners and consumers of data products. An efficient process that does not have bottlenecks in centralized data governance that addresses the exchange of stable data products across users and tenants. We motivate and show how we run scalable decentralized data governance.

All of this is built and run for Cimpress Technology (CT), which operates the Mass Customization Platform for Cimpress and its businesses. The CT data platform serves 1000s of users from different platform participants, with data sourced from heterogeneous sources. Data is ingested at a rate of well over 1000 individual messages per second and serves more than 100k analytical queries daily.

Index Terms—data marketplace, data analytics platform, cloud, data warehouse, big data, data lake, microservices, multi-tenant, self-service

I. INTRODUCTION

The transition from multiple monolithic systems, that have traditionally relied on shared datastores for exchange of information, to a microservice-driven architecture, has resulted in the proliferation of data across the organization. Suddenly, hundreds of developers generate data, each in their unique choice of data structures, on various cloud infrastructure and storage systems, in different programming languages and paradigms.

This geometric growth of data generating sources has increased the appetite for analytics, both within a specific domain as well as to outside consumers. By definition, each microservice has a bounded domain context where data are not accessible to outside actors. The objective of exposing data for cross-domain analysis to drive value becomes a challenge. Building a data-driven organization and successfully adopting artificial intelligence in software products and business decisions needs foundations in stable, findable, and accessible data product[1].

Cimpress rapidly adopted a microservice strategy providing APIs and components that enable the entire order lifecycle in the Enterprise Mass Customization Platform (MCP) case. The flow includes manufacturing, pricing, shipping, document processing, marketing and e-commerce with platform participants being merchants, fulfillers, buyers, and sellers. With each step of the process generating data, applicable to each platform participant, the requirement exists to provide a self-service, API first, multi-tenant data platform that addresses the complete data journey from ingestion & storage to curation, consumption and advanced analytics.

The data platform provides tooling, provisioned infrastructure, and lightweight human and systems processes to accommodate the data journey. It is important to note that the team building and operating the data platform does not own any business data and does not provide centralized support for data loads or curation beyond education and thought partnership. A team of fewer than 40 engineers is able to research, develop, and operate the data platform for a highly decentralized enterprise with revenue of almost $3B.

A decentralized model, particularly for a business of this size requires a data marketplace which supports the flow of data products, their exchange, recommendations, documentation and data governance. In the case of the gourmet data product marketplace, it is mostly distributed, lightweight data governance that focuses on increasing the trust in the data products. At the same time, the data platform supports lean onboarding through a seamless data product publishing process that does not have bottlenecks in centralized data governance functions and allows owners and consumers of data to classify and distinguish raw, experimental, test or

1https://mitsloan.mit.edu/ideas-made-to-matter/how-to-build-a-data-driven-company
2https://sloanreview.mit.edu/article/the-data-problem-stalling-ai/
internal data sets from fully production-ready, fully supported data products.

A. Business Context

The primary culture shifts on providing and consuming data in a microservice environment helped shape the requirements for the data platform. Key challenges were:

- Cimpress is a group of autonomous businesses with full ownership and authority over their operations, including data analytics. With the shift to decentralized teams, each owning domain-bound application built microservices. This resulted in the fragmentation of data sources and unclear ownership.
- The immense quantity of independent services and requirement of deep domain knowledge excluded the option for running a centralized data team. This shift impacted all data stakeholders; consumers no longer have access to a single, centralized data team responsible for data engineering, data curation, and data modeling.
- Data producers, who in the past only exposed their datasets, became responsible for providing data in a push mode in addition to treating data like they treated their APIs - with all the quality expectations and service levels that come with it. Teams are responsible for the entire journey of the data.

The main data platform actors are data producers who produce and ingest the data and data consumers who make use of the data in the data platform. These use cases drove the data platform to become an opinionated infrastructure that provides a distributed marketplace where anyone can create stable datasets and build data products for a broad set of business needs.

A data product, according to our internally-used definition, is "An objective-based product, whose primary function is to use data to facilitate the end goal". We consider data products to have high levels of service commitments, adoption metrics and well-defined roadmaps. On the technical layer, data products can contain one or more of the following data resources:

- Stable Datasets
  - That conform to STABLE qualifications, with the intent to be shareable.
  - e.g., Can be raw, derived or 3rd party data. As opposed to internal data.
- Algorithms
  - e.g., predictions, data masking, customer value calculation
- Decision support systems
  - e.g., A data warehouse or logical data model
- Transformation or curation logic
  - e.g., A collection of data transformation code, optionally with modeling around a visualization layer
- Visualization components
  - e.g., A component paired with the relevant logical data modeling
- Automated decision making
  - e.g., recommendations, calculation of data sets as a service

B. Why Data Platform and Marketplace?

The data platform leverages economies of scale on a shared infrastructure aligning on a common technical stack, allowing for data consumption without data movement. It provides common security, authorization, and authentication frameworks. Considering that data producers, and consumers have diverse motivations, expectations, and requirements while working in the data ecosystem; a data marketplace facilitates these data personas to focus on delivering value-added activities, building data services and products.

For instance, Data producers do not have to invest effort in managing and maintaining data pipelines to ingest the data, as they can use self-service, low barrier, scalable, easy-to-use, low-maintenance options to push data. Also, data producers need to transform and curate their data to make it useful, stable, and discoverable by others. Data producers need to allow others to consume their data and further build on top of it with quality and trust expectations. The data product exposed in a discovery and cataloging services is findable by the potential consumers. A platform evaluates the quality and stability of the data to set up the consumers’ expectations. The definition and guidelines on creating stable data sets are aligned across actors and tenants. The platform has modules to manage access and data sharing across data lakes, regions, and tenants. Furthermore, data producers want to have code-first, SQL-based, or modeling-based data transformations and representations that can be versioned, easy-to-test, documented, and transparent. They look for the same qualities of self-service and low barriers in modeling data without prerequisite requirements on materializing data to fit dimensional and fact models that frequently require batch processing.

Data consumers need to find useful, trusted, and stable data products. A data marketplace evaluates the data sets and promotes data products’ stability, and aggregates user feedback into recommendations. Data consumers need to share data further with their customers, whether they are part of their team or organization or work for other data stakeholders.

The remainder of this paper is organized into distinct sections. In Section I we describe the self-service multi-tenant data platform: its design principals, architecture, implementation details, technology, and provider choice. Section II is divided into subsections corresponding to platform modules. The order follows the data flow and moves from the basic services that made up the platform to the ones that build its marketplace properties, enrich automation and usability. In Section III we describe the gourmet data product marketplace, and we show why the data product marketplace needs to be built as a part of a data platform. We show it on the Cimpress use case. In Section IV we go through the related work on data platforms and marketplaces. Finally, we conclude the paper in
II. THE DATA PLATFORM

The data platform provides cloud-based scalable self-service capabilities to ingest, store, curate, explore, and exchange data sets. These capabilities enable the organization’s analytical data flow that ends with different data consumption models, e.g., reporting, near-real-time dashboards, real-time recommendation models, data science, and machine learning. In Figure 1 we show an overview of the data platform and its modules. The details of each module are described in the subsections. In Table I we present the primary services that make up the platform.

A. Design Principles

The data platform builds on the following set of principles driving the design choice for technologies, decisions of build vs. buy for different modules, technology providers, and runtime cloud environment: (1) At the core, the platform acts as a service to developers, analysts, data engineers, and data scientists. Its deployment can be replicated for any other organization without resolving monolithic dependencies or specific business domain problems. (2) The platform addresses multi-tenancy in all the modules, without operational cost or usage constraints on the number of tenants and its users. Also, there are no overheads in cost or infrastructure in onboarding new tenants. (3) The data platform is technology agnostic.

Based on these principles, the data platform itself is API-first and self-service for its users. All modules have APIs exposed that enable creating code-controlled data products. Data owners, typically software engineers, extend their software practices with flexible-to-use APIs and tools that fit their CI/CD and other operational needs. Data scientists or data engineers are enabled for code-first, CI/CD-based development and deployment practices.

Being agnostic to technology makes it flexible for various integration scenarios. All aspects of our data platform can be controlled and configured via RESTful APIs. They enable integration with a diverse set of microservices or third-party services to ingest data. It avoids limiting the data flow to a single programming language, e.g., often Python, or system, e.g., limiting CI/CD integration to a single SaaS tool like GitLab.

The data platform components are a cloud-native combination of APIs, user interfaces, and managed services combined with various SaaS tools. All infrastructure is scalable to current and future needs, typically with both horizontal and vertical scaling. Monitoring and automation allow keeping costs in control and, in many cases, continuously drive down. From a compliance and observability perspective, all activity is logged, and most of this logging data is provided to users of the data platform for self-service diagnostics and root cause analysis.

B. Data Management Engine

Each tenant has its Private Data Warehouse (PDW). A tenant can be a separate business or a 3rd party collaborator on the data platform. A PDW consists of a Data Management Engine comprising a data lake and a data warehouse that is logically separated in the engine by having different resources and storage zones. Each PDW has its storage & computing resources to serve the analytical workloads, e.g., data ingestion, transformation, aggregations, pivoting. Currently, the data platform uses Snowflake as the Data Management Engine leveraging the premise of storage and compute resource separation. Snowflake was chosen as it meets the data platform design principles; it enables the creation of virtual compute warehouses with zero overhead in maintenance and cost. The warehouses automatically scale horizontally with the expected load and scale vertically during the runtime without query disruption. The primary interaction between users and a data warehouse happens through SQL, or its abstractions through third party connectors, e.g., Databricks - Spark data frames, AWS Glue. Through the use of a common storage engine, separated logically for data lake workloads and data warehouse workloads, direct query, and utilization of data sets for both use-cases is accommodated with zero data movement or complex transformation and loading processes.

Asynchronous data sharing is possible, with zero data movement, across all tenants on the platform through logical pointers in the data facilitating read-only access to shared data sets in a single environment. It allows the combination of both owned and shared data.

A custom, specialized module responsible for data sharing, named DUCK, proactively verifies the compatibility of shared data changes avoiding breaking changes and conflicts. Also, each tenant can create read-only PDWs that can be used be used by trusted third parties, including a configured set of shared data.

C. Simple RESTful Data Ingestion

River is the data platform’s self-service data ingestion service, see Figure 2. Data typically comes from software applications, where it’s sent in parallel to a particular application’s transactional storage systems. The service is built to be developer-first and API-first. A single end-to-end ingestion pipeline is a River stream with a fixed name and a data lake destination - a table in the PDW, i.e., base table that stores the data without any transformations applied. Streams are organized in namespaces that correspond to databases and schemas in the data warehouses. Setting up a stream can be achieved easily through an intuitive web user interface.

Every River stream has its endpoint for data ingestion and its serverless infrastructure. One can instantly send data to a PDW by posting data in a valid JSON payload to the created stream endpoint. Data is routed to the appropriate tenant in our multi-tenant architecture, and access to the data can be set up at stream creation. River provides capabilities of data versioning which is a feature that filters out only the latest version of a field from the raw data, and deduplication which removes
Fig. 1. A schema shows the main modules of the data platform in a multi-tenant setting. Each tenant has its dedicated Data Management Engine that comprises data lakes and data warehouses (DW). Data is ingested into a data lake. DW and data lakes have storage and compute resources and can be used independently. Both engineers and analysts control the data and data services through RESTful APIs. Data itself is accessible through the consumption layer or directly in the data lake or data warehouse environment. Arrows show the modules act on different data platform layers. The sensing system acquires all interaction with the services and data. All modules literally use this system.

| Module - Service name | Role |
|-----------------------|------|
| Ingestion Service - River | RESTful Data Stream Management and Direct Event Ingestion |
| Data Management Engine - PDW | Data Warehouse and Data Lake |
| Data Sharing - DUCK | Data Exchange Management |
| Data Models Generator - Transformer | Document schema, e.g., JSON to data models transformation |
| Monitoring - SIFT | Log and metrics acquisition, processing, and reporting |
| Data Lineage | Data sets, users, and applications dependency discovery |
| Monitoring, resource optimizer - DMON | Data Sets and resources optimization recommendations |
| Access Management | Self-service authorization & authentication |
| Data Marketplace - Data Discovery | Data set search engine and cataloging |
| Data Marketplace - Data Stability Evaluator | Evaluates & Classifies data products based on their performance, quality, and metadata |
| Data Processing - Advanced Analytics and Modelling | Spark, DBT, Databricks |
| Data Processing - Orchestration | Matillion, Airflow, Snowflake Tasks |
| Compliance - PIIScanner | Automatic detection of PII in the entire DW |
| Reporting - Looker | Data analytics, reports, and visualization |

Fig. 2. Cloud and PDW components that make up River. Arrows indicate the data flow.

duplicates from the raw data, leveraging CDC (Capture Data Change). River also applies clustering on the river base/raw tables to optimize query performance, i.e., maximize partitions pruning.

As data is sent in a JSON format through the microservices, it is stored in a Variant type column in a PDW. Pushing the data to the platform is achieved by calling a River stream endpoint with a POST request. The data pushed to the microservice is first picked up by AWS Kinesis Firehose stream that loads this data to the appropriate tenant staging zone, i.e., S3 bucket with a date-partitioned directory for each River stream. There is an external stage in the data lake in PDW that references the loaded stream files in the staging zone, i.e., everything below the tenant-stream-id directory. We leverage serverless data load, i.e., Snowflake Snowpipe, that ingests the S3 data physically from the external stage into a PDW table as soon as it appears in the stage. The load is asynchronous and based on event notifications from cloud storage on new data files’ arrival. Snowpipe copies the files into a queue, from which they are loaded into the target stream table in a continuous, serverless way. Currently, River processes about 1000 events per second on average on a typical weekday, with multiples of that at peak times. There are about 1000 streams created with about 500 daily active ones. See Figure 3 for the stream adoption and activity.

D. Automatic Data Transformation of Data Models for Semi-structured Data

We promote schema-on-read and Extract Load Transform (ELT) paradigms - data is not transformed before the load
to the warehouse. This paradigm enables to experiment and iterate fast on the optimal transformation logic from semi-structured to tabular. Consequently, data lake and data warehouse store data sets with various structures, e.g., tabular, semi-structured, JSONs, geospatial. To transform any semi-structured data, a user needs to explore the keys and nested objects. It is a repeatable process that can be automated to complete 90% of the job for a human.

The data platform built Transformer. Transformer is a microservice that uses semi-structured data e.g., JSON as input and generates 1) data models, e.g., Looker LookML Views and Explores, and 2) SQL that enables to explore the nested data. The parsing engine is released as an open source library\textsuperscript{5}. The algorithms automatically detect nested data structures (without limits on the nesting levels), certain data types, provide NULL handling policies, and resolve key-path name conflicts. The service enables to explore the semi-structured data in visualization tools and take the generated SQL to set up a transformation pipeline in seconds from the first data being ingested.

The usage data coming from SIFT is fundamental to resolving all the dynamic dependencies - revealed in the runtime and static ones - known from code dependencies between data objects, users, PDWs, and resources (see Figure \textsuperscript{4}). Resolving these dependencies enables rich data discovery service, data product, and resources change management, proactive monitoring of the breaking changes, and efficient root cause analysis. SIFT has a query text, query plan, and other information for each query ever run in the system.

We combine the data coming from the query plan with the data coming from parsing the query text to resolve the multi-level nested dependencies, such as views, data shares, or data from other locations, e.g., scanning both data lake and data warehouse in the same query. Then, we combine all the graphs to create a data lineage data that shows dependencies in the entire platform (see Figure \textsuperscript{5}). The result allows for social graph analysis of the components e.g., looking for node clusters and cluster connecting nodes. As every information has a timestamp, any dependencies can be tracked and aggregated in a defined time window. It gives the capability to explore user interaction changes with data over time, adoption of various data analytics and machine learning applications, and overall complexity of the data product dependencies.

Whether offered as a platform or as a service, any data storage computing system has to deal with trade-offs to achieve maximal performance to increase the user satisfaction and reduce cost of cloud resources. Although tenants leverage

\textsuperscript{5}https://github.com/Cimpress-MCP/j2v
the usage data to optimize for the above factors, relying only on them to optimize their resources for cost and performance is not scalable and sustainable at the platform level. Also, it works in contradiction to the economics of scale that such a platform should leverage. Optimizations and recommendations impacting the resource consumption happen at many levels of the technology stack, e.g., cloud provider insights, computational resources scaling policies, SQL compiler optimizations.

The data platform has a service, named DMON, that analyzes the usage data and triggers optimization, keeping data producers in the feedback control loop. Advising the data owners on the optimizations is a scalable solution with an additional function of providing the learning, and the empowered data producer executes the final action. For instance, a data owner automatically receives a notification with the precise clustering suggestions for a data set. A user accepts or rejects such suggestions, providing input to the semi-automated system. Another example is the detection of overusing of the data management system’s failsafe and recovery policy at the data set level. DMON detects data sets derived from others through data processing jobs, and in most cases, such data sets can be recalculated at any time, so there is no need to store backups of them and their snapshots.

The long-term objective is to tune the advising system and apply these suggestions to data owners automatically. To do that, we need to lower the rate of false positives and errors in the suggestions themselves. The way to achieve it is to clone the data sets into the prepared testbed system and run a workload that mimics the usage pattern.

H. Data Processing and Orchestration

The data platform provides core capabilities of data transformation, engineering, and orchestration of data processes. We leverage DBT\(^4\) that uses the code-first approach to maintain transformation logic using version control. DBT also allows for visualizing the dependencies between the data models and quality assurance, e.g., unit testing on data transformation. For instance, we empower data producers to create stable data sets through code-controlled templated projects based on DBT and sample API calls to the data platform services. All these enable data producers to be set up to create their data sets - data products within seconds and align the standard between the tenants. Apart from the platform’s capabilities, each tenant is free to use their processing and analytics toolings, such as Spark, Databricks, and stream analytics.

The data platform enables to orchestrate data processes. A platform capability is built-in data management scheduling (Snowflake Tasks) and Apache Airflow. There are also external tools such as Matillion\(^5\) that combine orchestration and transformation and have a low entry barrier to data engineering.

I. Data Privacy - Automatic PII Detection

Users of the data platform store data sets that contain personally identifiable information (PII). The majority of such data comes from eCommerce, marketing, and customer personalization services, algorithms, and machine learning models. That is why we built automatic PII detection and PII metadata management. The module runs automated scanners across the PDWs to detect and flag PII fields. This information is extracted from metadata and deep data sampling by a version-controlled set of rules regex and spaCy\(^6\)NLP models for entity recognition. In the end, a user receives notifications and can verify the results of the periodical scan.

J. Access Management

The data platform provides self-service API & UI to manage access to the data products. Users can leverage the tool to grant access to the data products they own or co-manage. Self-service tools put the control into the hands of data owners and enable decentralized and scalable access management. All PDWs have a small number of administrators to orchestrate and grant advanced privileges of any data product and data object. The tool allows to create PDW users (both human

---

\(^4\)https://github.com/fishtown-analytics/dbt  
\(^5\)https://www.matillion.com/  
\(^6\)http://spacy.io/
This decentralized approach is also known as a data mesh domains, and enables the creation of modular data products that scales, keeps the ownership of data sets in the data product. Opposite to it, a data governance structure to the process and formalisms over the value of a created it slows the adoption of a platform and puts the importance quality at the same level across the tenants. On the other hand, all data and its metadata. This keeps the data's stability and quality at the same level across the tenants. On the other hand, it slows the adoption of a platform and puts the importance to the process and formalisms over the value of a created data product. Opposite to it, a data governance structure that scales, keeps the ownership of data sets in the data domains, and enables the creation of modular data products. This decentralized approach is also known as a data mesh.

The data platform needs a solution that guards data sets and data products’ stability to scale the data sets into a high-quality data mesh. These are the main reasons we decided to provide built-in light-weight data governance through automatic evaluation of data products. The stability in the data platform covers the following metadata and data product categories: (1) Ownership & Support - the owner takes responsibility for the data and fixes it or works with the upstream providers. Consumers know how to ask for support. (2) Naming, Description, Bussiness Objective - The documentation explains what for and how the data product is created. It reflects its meaning, data value delivered, and encourages exploration. (3) Read optimized access - data products are clustered by tenant accounts when shared to tenants and can be quickly previewed, e.g., takes seconds to sample the data set. (4) Addressability - each data entity has unique address across the platform. Each of the above four categories has specific attributes evaluated on a data product by an automated service. Depending on how many of these attributes the data set meets, it is classified into one of the following categories: (A) Stable, (B) Investigable, or (C) Internal.

III. GOURMET DATA PRODUCT MARKETPLACE IN MASS CUSTOMIZATION PLATFORM

The data platform facilitates a thriving data marketplace in which data producers and consumers transact. These transactions happen inside a platform tenant or across multiple tenants. The data marketplace enables the following workflow: get data in, curate it, make it a stable data product and transact. The marketplace is self-organizing, meaning that it promotes stable data products by usage and consumers’ feedback. The marketplace is a hub for the exchange and consumption of enterprise data products, it links various data consumption models, protocols, clients, and applications. Currently, the platform is used actively by 10 tenants, with 2 of them responsible for almost 70% of usage and the rest distributed evenly. All tenants store about 200TBs of data in about 25k tables in their PDWs, including data sets of all types: staging, internal, unstable, stable. Data through River is ingested at a rate of well over 1000 individual messages per second. The platform serves 50k-100k analytical queries daily.

Tenants create data products of various types (listed in Section I), such as stable data sets, Machine Learning models, visualizations, shared algorithms, and reports. There are about 200 stable data sets transacted between tenants on the marketplace.

IV. RELATED WORK

This section is dedicated to exploring the related work in data analytics platforms and data marketplace areas. In the gourmet marketplace, we intend to couple these areas and show how a marketplace can be “the mature” data platform stage. Consequently, we skip the review of the state of the art of particular technology choices and solutions for the platform components. We find it challenging to discover related work that reveals the data marketplace that considers the entire data product lifetime starting with the data production and ending with the data transaction in a marketplace.

A. Data Marketplace

The data marketplace solution is known since data exchange between parties delivered business gains, and the roots are 100 years ago at the stock exchange markets. In the 21st century, a data marketplace means a data provider publishes the data set, and a data consumer uses it [4]. Recently data marketplaces are rapidly growing, caused by the need for data monetization and open data movements. Technically, the cause lies in the growth of systems generating enormous data sets, like the Internet of Things, edge computing, smart cities, and social media [5], [6]. The growth of Machine Learning applications also made the need for real-time exchange of the commercial and open curated data set used for model training [7].

The community highlights the meaning of organizing data teams, data governance and data stewardship, and ownership functions to create data products delivering actual business value [8], [9]. A successful decentralized and multi-tenant data marketplace platform for data sellers and buyers consists of robust (1) data cataloging: query and search, metadata.

K. Data Quality and Stability Services

Enterprises producing and consuming data in various business domains need data quality and governance management strategy and deployments [3]. One of the biggest challenges in a decentralized data platform is data governance. In a self-service data platform, there is no human judgment through a central BI or analysts team, whether a particular data product meets the requirements to be released and considered as stable or golden. The responsible humans for data products are its producers, and each tenant can establish its own governance strategies. On one hand, having a centralized data governance function, e.g., a council, ensures alignment of data sets across all data and its metadata. This keeps the data’s stability and quality at the same level across the tenants. On the other hand, it slows the adoption of a platform and puts the importance to the process and formalisms over the value of a created data product.
information; (2) data curation that improves the data quality and usability in response to user demand and requirements; and (3) recommendations, ratings, feedback that runs the discovery process of stable and valuable data sets. Important to note, the authors of a conceptual data governance framework and study review conclude with the importance of breaking the data silos in the organizations and finding the optimal data governance that keeps the balance between firm performance and data governance level [10]. Another study of data governance research and technologies points to a gap in having the solutions that actively monitor the data processes and data quality [11]. In the gourmet data marketplace, we handle data product exchange that is not limited to a particular type. We use the marketplace as the centralized and automated data governance. Still, we leverage the leading utility of serving a marketplace that is connecting consumers with producers.

### B. Data Analytics Platform

We can observe many industrial applications of the data platforms, manufacturing systems, geospatial analytics, power grids, and eCommerce [12]–[15]. Enterprise data platforms have layers for data ingestion, storage, a data lake, and data consumption, including further processing and analytics applications. A typical setup includes an event streaming platform, e.g., Kafka; a distributed storage system, e.g., HDFS, and various data processing, curation, and consumption modules, e.g., Flink, Spark, HBase, Jupyter Notebook, Impala or their enterprise equivalents [16]. How the data is consumed depends on the business cases and may include machine learning models, predictive analytics, graph databases, etc. The data consumption’s uneasiness and usability are directly linked with the business value the entire data platform brings to the organization [17]. For instance, the authors of [12] describe a complete cloud-based data platform architected with microservices. It can operate on various data sources and has many data processing capabilities, e.g., batch processing, stream processing. At this background, the data platform proposed by us has modules that optimize the data usage, allow for multi-tenant data exchange, and shorten the path from the data ingestion to data exploration. Another example of a data platform is presented in [18]. The proposed system is oriented for real-time data analytics using edge computing resources. The authors implement the control of users on the platform resources through contracts that contain QoS. One of the recent papers on building and operating a hybrid datalake system running both on the public and private cloud - enterprise data platform is presented by [19]. The authors extensively describe their architecture choice, experience, evolution, and current state of the platform. Interestingly, they point to the need for automation of every workflow to scale the platform correctly. Some of the technology choices, e.g., Kafka, Nifi, and the ones that we went through and changed for cloud-native technologies, e.g., AWS Firehose. To compare the two platforms’ sizes using the presented platform’s usage data, we have about 10x higher data throughput and the number of users.

### V. CONCLUSION AND FUTURE WORK

This paper presented the self-service enterprise data marketplace as a solution for data-driven organizations to build and exchange data products. We described the challenges and principles of adopting and designing a data platform in a distributed microservice-oriented software company. Then, we presented the main modules of the multi-tenant platform responsible for the entire data lifecycle. The modules are created to reduce the technical barrier to enter the platform by diverse users such as data producers, and consumers. One of the most critical aspects of the presented data marketplace includes automated data product evaluation, which realizes a humanless data governance strategy.

The marketplace successfully operates in the enterprise organization, and it has no central team of data engineers responsible for data jobs. All data product ownership is distributed across the teams who created them. The platform has 10 tenants that exchange more than 200 data products and are responsible for the ingestion of well over 1000 messages per second. The platform’s annual growth is measured in tens of percent, with more and more tenants moving their legacy data products to marketplace ones.

Our plans for research and development of the data marketplace cover native support of machine learning model lifecycle and including them in data sharing concepts through sharing of endpoints. Also, we want to open a marketplace for sharing data streams. Another important development branch is the data toolkit, a platform capability for data engineering, data transformation, and materialization. Data toolkit will support the deployment of data contracts and robust versioning of schemas.
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