Deep Learning Framework for Vehicle and Pedestrian Detection in Rural Roads on an Embedded GPU
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Abstract: Object detection, one of the most fundamental and challenging problems in computer vision. Nowadays some dedicated embedded systems have emerged as a powerful strategy for deliver high processing capabilities including the NVIDIA Jetson family. The aim of the present work is the recognition of objects in complex rural areas through an embedded system, as well as the verification of accuracy and processing time. For this purpose, a low power embedded Graphics Processing Unit (Jetson Nano) has been selected, which allows multiple neural networks to be run in simultaneous and a computer vision algorithm to be applied for image recognition. As well, the performance of these deep learning neural networks such as ssd-mobilenet v1 and v2, pednet, multiped and ssd-inception v2 has been tested. Moreover, it was found that the accuracy and processing time were in some cases improved when all the models suggested in the research were applied. The pednet network model provides a high performance in pedestrian recognition, however, the sdd-mobilenet v2 and ssd-inception v2 models are better at detecting other objects such as vehicles in complex scenarios.
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1. Introduction

Computer vision systems have undergone a great development in the field of artificial intelligence in recent years. One of the aspects to consider for this growth has been to not limit itself only to niches as robotics and manufacturing, but also to other areas such as home automation, intelligent detection, medical image analysis, food industry, autonomous driving, among others [1]. Since the beginning, the objective of computer vision systems has been the automatic processing, analysis and interpretation of images [2], to be precise with some classic algorithms including: local descriptor [3], Haar like features [4], SIFT [5], Shape Contexts [6], Histogram of Gradients (HOG) [7] and Local Binary Patterns (LBP) [8]. In 2012, significant advances were made in image processing methods [9], one of which was the use of deep learning techniques. This has led to further research and application, the results of which have shown progress in the majority of computer vision challenges. For example, there are many research activities that are conducted in the area of computer vision, one of the main ones is object detection, which aims to detect and position objects in the images such as traffic signs, vehicles, buildings, and people, to mention some. In contrast to the significant progress in object detection focusing on still images, video object detection has received less attention. Generally, object detection for videos is realized by fusing the results of object detection on the current frame and object tracking from the previous frames.
1.1. Challenges in Object Detection

Liu et al. [9] mentioned that the ideal detection of generic objects is to develop a general purpose algorithm that achieves two important goals, namely high quality/accuracy and high efficiency, as shown in Figure 1. Although the problem of object detection may seem easy, there are several aspects to consider, which make it a real challenge (see Figure 2). In the first place, the variability of objects contained in the same class is one of the biggest difficulties, as well as a change in perspective, the presence of partial occlusions, and changes in illumination, which can create shadows or reflections and cause a significant loss of information. Secondly we have the problem of time efficiency, memory management and storage needed to train these detectors.

![Figure 1. Challenges in generic object detection [9].](image)

- Many different instances in each class (e.g. different color, texture, material and shape etc.)
- Object instance diversities (pose, nonrigid deformations)
- Imaging conditions and unconstrained environments (e.g. illumination, view point, scale, occlusion, shading, clutter, blur, motion, weather condition)
- Image noise (e.g. imaging noise, filter distortions, compression noise)
- Interclass ambiguities
- Thousands of real-world object classes (structured and unstructured)
- Thousands of object categories in real world
- Requiring localizing and recognizing objects
- Large number of possible locations of objects
- Large-scale image/video data

![Figure 2. Typical problems in object detection in the same class with variation conditions (a–h). Problem in the variations in what is meant to be a single object class (i). Objects appear very similar, but in fact, are from four different object classes (j) [9].](image)
1.2. Graphics Processing Units (GPUs)

GPUs consist of many processing cores, and are accelerators that are optimised for performing fast matrix calculations in parallel. These devices are typically very affordable, since their development is motivated by the gaming industry.

Feng et al. [10] mentions that the advances in the development of computer vision algorithms are not only based on deep learning techniques and large data sets, but also relies on advanced parallel computing architectures that enable efficient training of multiple layers of neural networks. Furthermore, a modern GPUs is not only a powerful graphics engine but also a highly parallelized computing processor featuring high throughput and high memory bandwidth for massive parallel algorithms.

Although GPUs were initially intended for high-performance gaming as well as graphics rendering [11], new techniques in the NVIDIA-developed Compute Unifed Device Architecture (CUDA) [12] and CUDA Deep Neural Network Library (cuDNN) [13] have enabled users to adapt them for particular purposes, enhancing system performance. CUDA cores or stream processors are the smallest processing units of NVidia GPUs, and each task can be assigned to one of them.

Zhang et al. [14] states that GPUs are typically built with thousands of cores and operate exceptionally well on the rapid matrix multiplications that are required for neural network training. Therefore, higher memory bandwidth is provided to CPUs and the learning process is dramatically accelerated.

HajiRassouliha et al. [15] provides suitable considerations for the selection of hardware in computer vision and image processing tasks, the devices assessed are Digital Signal Processors (DSPs), Faithful-programmable gate arrays (FPGAs) and Graphics Processing Units (GPUs). In this research, the advantages and disadvantages of development time, tools and utilities, and type of hardware accelerator are discussed, as well as the fact that GPUs are well suited for implementing deep neural network algorithms, because of the similarity between the mathematical basis of neural networks and image manipulation tasks of GPUs. Given their advantages, GPUs have been the most common choice of hardware implementation.

Basulto-Lantova et al. [16] shown the comparison between Jetson TX2 and Jetson Nano performance by using their development kits. Evidence from tests with different image sizes shows that Jetson TX2 is faster than Jetson Nano, which is expected due to the differences in hardware characteristics. However, both computers maintain a relatively low processing time when performing image processing tasks.

1.3. Convolutional Neural Network Algorithms

These advances in multicore architecture have enabled the use of so-called deep convolutional neural network (CNN) architectures for object detection and classification [17,18]. Mauri et al. [2] mentioned that the CNN-based methods have two main categories: the first one is the one-stage methods, this one enables to perform the location and classification of objects in a single network, and the second one is the two-stage methods. The latter contains two separate networks with the purpose that each one of them performs only one task.

In order to mention some examples of these categories, in the first stage we have the Single-Shot Detector (SSD) [19] and You Only Look Once (YOLO) [20,21], these architectures use delimiter boxes for each detected object, additionally the class and the confidence score are demonstrated. An example of the second stage is RCNN (Region-proposal CNN) [22,23] with its enhanced versions, which are based on two independent neural networks, a region-proposal network, and a classification network.

Previous methods can be applied in various fields, one of the most known and interesting within our research is the use of object recognition systems installed in normal and autonomous vehicles [24], which is where many researchers have developed various security solutions and services such as traffic signal recognition [25,26], line recognition on the road [27,28], parking support [29,30], detection of pedestrians or other objects on the urban road [31–35]. However, there is little information or work
developed applying the deep learning techniques in rural areas. Some studies that can be mentioned are presented in [36] such as the detection of the edge of the road where there are no road-markings, and in [37] a segmentation technique for detecting the road in rural areas. Furthermore, [38] mentioned a system for obstacle detection using a LIDAR camera, and in [39] the use of the mobile LiDAR system (MLS) to extract road edges in highly complex surroundings was explained.

1.4. Jetson Nano Modules (NVIDIA JetPack)

Jetson Nano is one of the latest offerings from NVIDIA for AI applications in edge computing. NVIDIA offers a variety of Jetson modules with different capabilities, each module is a computing system packaged as a plug-in unit (System on Module) [40]. NVIDIA JetPack (Figure 3) includes OS images, libraries, APIs, samples, developer tools, and documentation. JetPack SDK provides the following modules:

- TensorRT—SDK for high-performance deep learning inference.
- CUDA—CUDA Toolkit provides a comprehensive development environment for C and C++ developers building GPU-accelerated applications.
- cuDNN—GPU accelerated library for deep neural networks.
- Multimedia API—Video encoding and decoding.
- Computer Vision—Toolkit for computer vision and vision processing.
- Developer Tools—The toolkit includes Nsight Eclipse Edition, debugging and profiling tools including Nsight Compute, and a toolchain for cross-compiling applications.

![Figure 3. NVIDIA JetPack SDK.](image)

Given this background, the purpose of the research is to check the accuracy and processing time of each model analyzed, however this research has been exclusively in the area of object detection on rural roads and in complex environments, these models have been implemented in the Jetson Nano NVIDIA device, whose results will allow to evaluate if it is suitable to be used in future projects in the autonomous vehicle field.

This article is organized in the following order. Section 2 describes the materials and methods used in the work. The results of the models evaluated as well as the different tests are introduced in Section 3. The discussion and future work is displayed in Section 4 and finally, the conclusion of the research is reached in Section 5.
2. Materials and Methods

2.1. Materials

Algorithms using deep learning technique need a high computational cost in the large scale data set training process. In this research the Jetson Nano NVIDIA [41] device is used (Figure 4).

![Jetson Nano NVIDIA device.](image)

As a small and powerful machine, this device allows to execute numerous neural network algorithms in parallel. It helps to create applications such as: audio detection, image classification, object detection, segmentation and audio or speech processing. Some of its important features are its small size (69.6 × 45 mm), having a 4-core ARM Cortex-A57 MPCore CPU (capable of providing 472 gigaflops of power), an Nvidia Maxwell GPU with 128 CUDA cores (which can run the CUDA-X AI data processing library), 4 GB of RAM, 16 GB of storage and 4 USB 3.0 ports. In addition, the Jetson Nano NVIDIA is compatible with the most popular artificial intelligence frameworks: TensorFlow, PyTorch, Caffe, Keras, MXNet, etc. In addition, the Isaac Sim Sim package (included in the Isaac SDK by NVIDIA) is intended to provide a training environment for autonomous machines. Full compatibility with these frameworks makes it easier to deploy AI-based inference to Jetson Nano.

NVIDIA’s Jetson is a new emerging integrated accelerator hardware, which is widely used with automatic learning algorithms. Such capabilities enable the creation of some applications including autonomous multi-sensor robots, intelligent IoT devices and advanced artificial intelligence systems. Also, the technique known as learning transfer is possible to implement with the pre-training networks that have Jetson Nano, and which use Machine Learning [42]. The key features of this device include its lightweight and low power consumption. Nevertheless, obtaining Jetson’s full potential and achieving real-time performance involves an optimization phase for both the hardware and the different algorithms.

In [43], an interesting question is presented: Which edge hardware and what type of network should we bring together in order to maximize the accuracy and speed of deep learning algorithms? The results of this research show that the Jetson Nano NVIDIA and the Coral Dev Board [44] have a high performance in parameters such as processing time and accuracy. The Jetson Nano again achieved good results, although these were relative, despite the fact that edge devices are often equipped with very limited amounts of on-board memory and low cost.

2.2. Methodology Process

Figure 5 illustrates the key steps of the proposed object detection method. Three main elements compose the process, these are: image data set, convolutional neural network frameworks and object detection and classification modules.
2.2.1. Dataset

Although rural road images are very limited, data augmentation techniques [45] can be used to generate new images for testing purposes. In this research, the number of images of rural roads is 7150, i.e., all images are in RGB with an aspect ratio of 1280 × 720 and 1920 × 1080 pixels. The images show objects such as vehicles and pedestrians in multiple locations in complex situations, including lack of lighting, small objects and different points of view. This is organized into five subsets corresponding to different locations and environments. The defining characteristics of the five datasets are described below:

- **Dataset 1**—Containing 1340 images, the image resolution is 1280 × 720.
- **Dataset 2**—Containing 2540 images, the image resolution is 1280 × 720.
- **Dataset 3**—Containing 1180 images, the image resolution is 1920 × 1080.
- **Dataset 4**—Containing 650 images, the image resolution is 1920 × 1080.
- **Dataset 5**—Containing 1440 images, the image resolution is 1280 × 720.

2.2.2. Deep Learning Libraries and Models

The Jetson Nano NVIDIA device can run a wide variety of advanced neural networks, including full native versions of popular Machine Learning (ML) frameworks such as TensorFlow, PyTorch, Caffe/Caffe2, Keras, MXNet and others [14] (p. 2234), [41]. The device utilizes the NVIDIA TensorRT accelerator library included with JetPack 4.2. In addition, Jetson Nano is capable of real-time performance in many scenarios and is able to process multiple high-definition video streams.

Some deep neural network architectures have been proposed in the past [9], however, we have focused our implementation on the latest architectures that are rapid and well described in [46,47]. The models referred to in this study are available for download through the NVIDIA Jetson Nano card download tool [48]. Such models are applied in different research areas, such as image recognition, object detection and semantic segmentation.

The models used in the research are detailed below. Figure 6 displays a plot of the deep learning algorithm list used in the embedded system for object detection. A description of the models used is presented as follows:

- **SSD-MobileNet v1 and v2**: Overall, the Single Shot Multibox Detector (SSD) is employed for reducing the size and complexity of the model. It works by using a multiple feature map along a single network, so in order to increase speed and eliminate proposed regions, the network can use this information to predict very large objects through deeper layers, as well as to predict very small targets by means of shallow layers. This is especially valuable for applications on mobile devices and embedded vision devices [9].
- **SSD-Inception v2**: This version enhanced accuracy while reducing computational complexity. Chengcheng proposed the detection of objects using Inception Single Shot MultiBox Detector, which improved the SSD algorithm, this means, increasing its classification accuracy without affecting its speed [49]. The purpose in this approach is to reduce the data representation or
bottleneck, i.e., to reduce sometimes the dimensions in the image and this can cause the loss of data, it is also referred to as a “representational bottleneck” and the use of intelligent factorization methods and convolution operations can make it more efficient in terms of computational complexity [11].

- Pednet and multiped: The pednet model (ped-100) is designed specifically to detect pedestrians, while the multiped model (multiped-500) allows to detect pedestrians and luggage [41]. The main advantage of Pednet is its unique design to perform the segmentation from frame to frame, using the previous time information and the next frame information to segment the pedestrian in the current frame [50].

![Figure 6. List of deep learning models implemented in the On-board embedded GPU system.](image)

3. Model and Results Assessment

3.1. Metrics of Assessment

Target detection and classification are major challenges in most practical computer vision applications. Hence the necessity to use metrics that allow to validate the capacity that the system has in the detection of objects through significant dimensions.

There are two important and distinct tasks to measure in object detection, these are: (a) to determine if an object is present and (b) where it is located within the image. Target recognition metrics provide a measure for evaluating the performance of the model in an object detection task. Some performance metrics are Precision, Accuracy and Recall. The most common definition is shown in the following equations:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (1)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (3)
\]

where TP stands for the number of true positives, TN means the number of true negatives, FP represents the number of false positives and FN signifies the number of false negatives. Recall and accuracy are the most widely used metrics and are evaluated in most investigations. In the following section, we describe the experiments and results.
3.2. Performance Analysis

On the basis of the rural roads data set, all models are pre-tested, tested and evaluated, their
efficiency and development is done via the Tensorflow framework that serves as the backend
of cuDNN.

The metrics in vehicle detection are shown in Table 1. The networks used in this process are
ssd-mobilenet v1 and v2 and ssd-inception-v2. Performance results are presented below.

Table 1. Vehicles detection result.

| Dataset | Models       | Rec (%) | Pre (%) | Acc (%) |
|---------|--------------|---------|---------|---------|
| 1       | ssd-mobilenet-v1 | 13.73   | 93.33   | 34.56   |
|         | ssd-mobilenet-v2 | 43.56   | 97.78   | 57.04   |
|         | ssd-Inception-v2 | 41.75   | 100     | 55.88   |
| 2       | ssd-mobilenet-v1 | 49.50   | 96.15   | 80.59   |
|         | ssd-mobilenet-v2 | 61.90   | 92.86   | 66.07   |
|         | ssd-Inception-v2 | 66.07   | 91.36   | 84.10   |
| 3       | ssd-mobilenet-v1 | 60.56   | 91.36   | 84.10   |
|         | ssd-mobilenet-v2 | 64.40   | 100     | 67.31   |
|         | ssd-Inception-v2 | 65.99   | 100     | 68.69   |
| 4       | ssd-mobilenet-v1 | 65.63   | 93.33   | 69.88   |
|         | ssd-mobilenet-v2 | 66.67   | 80.77   | 65.56   |
|         | ssd-Inception-v2 | 73.21   | 69.49   | 63.74   |
| 5       | ssd-mobilenet-v1 | 52.38   | 100     | 81.31   |
|         | ssd-mobilenet-v2 | 48.15   | 100     | 76.27   |
|         | ssd-Inception-v2 | 39.29   | 95.65   | 71.31   |

Table 2 shows the pedestrian detection metrics. Pednet, Multiped, ssd-mobilenet v1 and v2,
and ssd-inception-v2 were used in the pedestrian detection process.

Table 1 summarizes the process of vehicle detection in the different data sets. It is possible to
observe that the accuracy of the ssd-mobilenet v1, v2 and ssd-inception-v2 models provide good results
in detecting the vehicles, and the average values obtained for the accuracy variable are: 70.08%, 66.45%,
and 68.74% respectively.

Table 2 provides the metrics in pedestrian detection. It can be seen from this table that the
Pednet model offers the maximum accuracy in object detection, namely high precision in almost all
scenarios, with an average value of 78.71%. Other average values obtained in the variable accuracy
were as follows: Multiped reached a value of 59.03%, ssd-mobilenet-v1 achieved a value of 64.02%,
ssd-mobilenet-v2 got an average of 65.72% and finally, ssd-inception-v2 obtained a value of 64.77%.
In some cases the problems mentioned in the Figure 2 such as illumination, occlusion, movement,
scale do not allow a correct detection.

Nevertheless, the GPU’s device cannot be afforded to keep a heavy use of memory in an
application, due to its restrictions on both shared and global memory capacity; further understanding
of the models discussed is provided in Figures 7 and 8. Certainly, the Pednet model has the highest
accuracy in recognizing pedestrians (see Figure 7) in complex situations in all five sets, yet the
advantage of this model is that it has only a single class to recognize, an advantage that can be exploited
in future application development. Regarding the accuracy in detecting vehicles (see Figure 8) it can be
seen that ssd-mobilenet v1 and v2 and ssd-inception-v2 have benefits compared to each other, this is
due to the architecture of each network; however, by analyzing the best average through the accuracy
in the five data sets it can be stated that ssd-mobilenet-v1 has better performances.
Table 2. Pedestrian detection result.

| Dataset | Models           | Rec (%) | Pre (%) | Acc (%) |
|---------|------------------|---------|---------|---------|
| 1       | pednet           | 42.99   | 100     | 55.47   |
|         | multiped         | 86.58   | 76.79   | 72.81   |
|         | ssd-mobilenet-v1 | 16.04   | 89.47   | 34.06   |
|         | ssd-mobilenet-v2 | 18.69   | 76.92   | 34.97   |
|         | ssd-Inception-v2 | 17.48   | 75.00   | 34.53   |
| 2       | pednet           | 17.39   | 80.00   | 84.38   |
|         | multiped         | 73.33   | 16.42   | 62.26   |
|         | ssd-mobilenet-v1 | 6.67    | 37.50   | 81.64   |
|         | ssd-mobilenet-v2 | 11.11   | 71.43   | 83.53   |
|         | ssd-Inception-v2 | 12.50   | 66.67   | 82.42   |
| 3       | pednet           | 87.50   | 100     | 90.23   |
|         | multiped         | 91.33   | 84.95   | 81.93   |
|         | ssd-mobilenet-v1 | 65.22   | 99.17   | 71.98   |
|         | ssd-mobilenet-v2 | 64.77   | 97.66   | 71.02   |
|         | ssd-Inception-v2 | 66.33   | 100     | 72.54   |
| 4       | pednet           | 22.22   | 100     | 89.39   |
|         | multiped         | 83.33   | 4.81    | 22.48   |
|         | ssd-mobilenet-v1 | 11.11   | 14.29   | 69.88   |
|         | ssd-mobilenet-v2 | 64.77   | 97.66   | 71.02   |
|         | ssd-Inception-v2 | 11.11   | 25.00   | 63.74   |
| 5       | pednet           | 83.93   | 74.60   | 74.09   |
|         | multiped         | 96.34   | 50.00   | 55.68   |
|         | ssd-mobilenet-v1 | 69.52   | 64.04   | 62.56   |
|         | ssd-mobilenet-v2 | 75.00   | 70.43   | 68.06   |
|         | ssd-Inception-v2 | 77.19   | 73.95   | 70.62   |

Figure 7. Accuracy pedestrian detection.
Concerning the processing time, testing consists of examining the model that has the best performance time in a given data set.

Figure 9 shows the values of test that the models that use less time in their performance are ssd-mobilenet-v1, ssd-mobilenet-v2 and ssd inception-v2. The number of tests performed on the data sets was between seven and eight subsets of images. The outcome of this behavior can be explained in part by the differences in network model architectures. For example in Figure 9b, tests were developed on data set 3, it can be seen that the processing times of the Pednet and Multiped models are almost similar, i.e., between 2200 and 3800 ms, while the remaining three models are between 1500 and 3000 ms. Similar analysis occurs for Figure 9a,c.
3.4. Results

The results of the process of detecting objects through different models of neural networks in the Jetson Nano NVIDIA are presented to support the findings of the research. The main focus has been on models that allow for the detection of pedestrians and vehicles in rural areas. After performing the tests in the previous sections, i.e., the analysis of the variable accuracy and processing time, the results can be seen in Figures 10 and 11. Due to the different resolution of the images that compose the base data set, the normalization of all the images to a fixed dimension was first performed, after this step the spatial size of each image was $512 \times 512$ px, this is a general requirement of these neural network models.

Considering that Jetson nano is an embedded device of low cost, it enables to import trained models from every deep learning framework into TensorRT, therefore it is possible to optimize neural network models trained in all major frameworks, calibrate for lower precision with high accuracy.

It is necessary to take into account the processing time obtained in the results. Table 3 illustrates that even though the (cuDNN) GPU accelerated library for deep neural networks is used, the response times could be considered high when developing a real time application, thus other models would have to be assessed in order to improve the processing time variable. Although it was not part of the study, it was possible to notice that when processing for several hours a dataset that contains a great amount of images, the Jetson nano device experiences a rise in temperature, so a ventilation system should be installed, according to the device’s indications.
Figure 10 illustrates the recognition of vehicles and people, it can be appreciated that in the column Image 2 and Image 3 the implemented models cannot detect the vehicle located at a great distance, which is still a challenge in the area of computer vision. Based on the test images it can be seen that the models ssd-mobilenet-v2 and ssd-inception-v2 have better results, although the average of the accuracy variable in Table 4 shows that mobilenet-v1 has better results in general. Figure 11 shows the detection of people, here the five models were tested, and it is remarkable to be able to visualize the accuracy of the Pednet model in all the test images.

It should be emphasized that the number of images from the five datasets is not the same, this is due to the fact that the objects (vehicles and pedestrians) in the actual rural areas are very scarce. The combined database contains 837 individual pedestrians and 681 vehicles. Proposed real-life scenarios permitted to check the accuracy of each model at the time of object detection. Yet, the exactness results versus the processing time of each model, allows us to choose the best model that suits and is more reliable to the solution.

Table 3. Average processing time on embedded board system.

| Model              | Processing Time (ms) |
|--------------------|----------------------|
|                    | Dataset 2 | Dataset 3 | Dataset 4 |
| Pednet             | 10,146.83 | 3332.42   | 2447.55   |
| Multiped           | 9970.23   | 3271.93   | 2347.68   |
| ssd-mobilenet-v1   | 5703.37   | 1833.16   | 1151.39   |
| ssd-mobilenet-v2   | 6452.71   | 2289.19   | 1450.08   |
| ssd-Inception-v2   | 6369.07   | 2233.57   | 1295.55   |
Figure 11. Results for the object detection of the pedestrians in each of the five networks on four different test images. Blue and green boxes represent normal detections. Pednet predicts all pedestrians in the images with the highest accuracy followed by Multiped.

Table 4. Average performance of models on embedded board system.

| Model              | Cars Accuracy (%) | Cars Precision (%) | Pedestrian Accuracy (%) | Pedestrian Precision (%) |
|--------------------|-------------------|--------------------|-------------------------|-------------------------|
| Pednet             | -                 | -                  | 78.71                   | 90.92                   |
| Multiped           | -                 | -                  | 59.03                   | 46.59                   |
| ssd-mobilenet-v1   | 70.08             | 94.83              | 64.02                   | 60.89                   |
| ssd-mobilenet-v2   | 66.45             | 94.28              | 65.72                   | 82.82                   |
| ssd-Inception-v2   | 68.74             | 91.30              | 64.77                   | 68.12                   |

4. Discussion and Future Work

Object recognition is a major and challenging problem in the area of computer vision, and has gotten significant focus from many researchers. Nevertheless, most of the research is applied in the urban area, probably due to the fact that there are a greater number of inconveniences and many solutions have been created.

Our work in a first effort is to be able to use a data set of images of rural roads with different environmental conditions and specifically to validate the ability to detect objects such as people and vehicles and the time that the models are used to perform that process, thereby checking whether they present similar or different behavior in these environments, in parallel using low-cost but high-performance hardware to support the research. Employing different models of deep neural
networks in an embedded device such as the Jetson Nano NVIDIA demonstrated that the models tested provide good accuracy in detecting whether an object (either vehicles or pedestrians) is in the road. To prove this claim, metrics known as accuracy and precision are used.

Table 3 displays that average processing time in the different datasets, for example in dataset 2, the models having higher processing time are Pednet (10,146.83 ms) and multiped (9970.23 ms) while ssd-mobilenet-v1 (5703.37 ms), ssd-mobilenet-v2 (6452.71 ms) and ssd-Inception-v2 (6369.07 ms) models are faster when processing images. Likewise, in dataset 3 the models that need more time to process images are Pednet (3332.42 ms) and multiped (3271.93 ms), while the models ssd-mobilenet-v1 (1833.16 ms), ssd-mobilenet-v2 (2289.19 ms) and ssd-Inception-v2 (2233.57 ms) require less processing time. Finally, in dataset 4 the models Pednet (2447.55 ms) and multiped (2347.68 ms) are the ones that require more time to process the images, while ssd-mobilenet-v1 (1151.39 ms), ssd-mobilenet-v2 (1450.08 ms) and ssd-Inception-v2 (1295.55 ms) are the ones that need less time to process them. Therefore, it can be noticed that in the datasets two, three and four the relation that the Pednet and multiped models have with the processing time, i.e., more time is required in order to detect and locate the objects in the images, while the fastest models are ssd-mobilenet-v1, ssd-mobilenet-v2 and ssd-Inception-v2. This is due to the different architectures of each model and the complexities such as occlusion, scale, illumination, and others that exist in the test environment.

Table 4 summarizes the average performance of the models employed have similar characteristics in each set of images tested, i.e., the best results show, for example, that Pednet can detect pedestrian regions with great accuracy (78.71%), and ssd-mobilenet-v1 (70.08%), ssd-mobilenet-v2 (66.45%) and ssd-inception-v2 (68.74%) are the best models for detecting vehicles in rural road images. Certainly, there are cases in which detection fails and no model can detect the object, this is caused by the problems that have been commented that computer vision exists.

As future work, our mission is to conduct object tracking tests in real conditions on rural roads, i.e., to first consider only the metrics of accuracy, precision, processing time and energy consumption in order to evaluate the best models, this type of implementation can be used for instance in the agricultural sector of the country; and secondly to evaluate the ability and performance of these models in challenging scenarios.

5. Conclusions

This paper has presented the testing of object detection (pedestrians and vehicles) in rural roads through the use of the Jetson Nano NVIDIA embedded device. According to the tests performed, Jetson Nano has a good performance, which is not the same as the most expensive models with better features, but its development kit allows the implementation of complex models to create a variety of applications. Additionally, NVIDIA’s hardware platform is constantly being updated with new deep neural network libraries in an efficient and practical way, with the objective of improving the performance of computer vision tasks.

It is evident that the model that detects pedestrians with more accuracy is Pednet, clearly with a greater processing time than the others, meanwhile the other models such as ssd-mobilenet-v1, ssd-mobilenet-v2 and ssd-inception-v2 perform well when detecting vehicles. In addition, these models have a lower processing time, which is a useful advantage when designing applications in embedded systems.

The different modules that can be used through the JetPack permit easily to implement and develop different types of applications. In this case, the TensorRT module with its different pre-trained models made it possible to optimize neural network models trained in all major frameworks, as well as calibrate for lower precision with high accuracy.

Results suggest that Jetson Nano has performance that can be considered as acceptable in object detection and classification tasks, which has been able to be analyzed through processing time variables and accuracy; nevertheless, the processing time is low when the environmental conditions are not complex, however, otherwise it may need a lot of time to perform the processing. Through our
implementation, Jetson Nano’s performance in object detection was evaluated. While it is true that we cannot generalise the results of this evaluation, they may be a reference for modern edge devices to offer in object detection applications.

Finally, the purpose of the research was focused exclusively on the detection of objects in embedded systems in order to find the optimal models for the creation of future applications, so these tests only require the use of still images. This work is expected to be useful when it is required to decide which model to use in object detection processing projects.
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