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ABSTRACT

In recent years, Islamic banking has come to the forefront as one of the fastest growing branches of the global financial industry. In this study, we evaluate whether the coexistence of Islamic and conventional banks promotes financial stability. In this respect, we evaluate two types of financial system: (1) one solely comprising conventional banks, and (2) a dual system in which conventional and Islamic banks coexist and interact with each other. Accordingly, we designed two different agent-based models representing these systems and built two artificial banking networks consisting of both conventional and Islamic banks. We then ran simulations and examined possible contagion effects and the causes of bank failures by employing volatility spillover methodology. We found that Islamic banks significantly promote stability by providing liquidity during financial shocks and creating more liquidity per asset compared to conventional banks. We also found that they tend to hold more cash than conventional banks, which cushions the effects of possible liquidity squeezes. Conventional banks, on the other hand, tend to have reserve deficits, which rise during shock periods. We conclude that the coexistence of both bank types creates a win-win situation and contributes to financial stability.
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I. INTRODUCTION
1.1. Background
In recent years, Islamic banking has come to the forefront as one of the fastest growing branches of the global financial industry. During the period 2012-2018, total Islamic banking assets increased from $1,304 billion to $1,760 billion and the number of Islamic banks reached 520, with 301 fully-fledged Islamic banks and 219 Islamic windows around the globe (Mohamed & Al Taitoon, 2019). As of 2019, the share of Islamic banking in the global banking system was around 6 percent, and was growing rapidly in several countries, especially in Asia and the MENA region. Islamic instruments are increasingly drawing the attention of investors, scholars, and policymakers since they represent a sturdy alternative to conventional banking.

Islamic banks are distinct from conventional ones in many aspects. Interest (riba) and uncertainty (gharar) are forbidden; money is not treated as a commodity; and the profits of depositors and costs of borrowers are not pre-determined. Islamic banks are prohibited from using certain risky assets such as derivative contracts and are obliged to employ an asset-backed and risk-sharing-based banking methodology. Since Islamic banks are subject to a strict regulatory framework based on Shariah principles, they have less exposure to financial risks than conventional banks and remain isolated from financial distress. Several studies have argued that this strict framework was helpful during the global financial crisis (GFC) and that Islamic banks fared well, while conventional ones failed one after another (Hasan & Dridi, 2011; Khediri, Charfeddine, & Youssef, 2015; Parashar & Venkatesh, 2010; Uddin, Chowdhury, & Islam, 2017).

Usually, the stability of Islamic banks is inferred through comparative risk analysis with conventional banks. However, they coexist with conventional banks in many countries, despite operating under different principles. This involves the engagement of a lending-borrowing relationship between the two systems, although potential exposure arises through counterparty risk. Therefore, there is also the potential of creating contagion and risk transmission between the two systems since they are not completely isolated from each other.

Financial contagion can be defined as “the spread of market disturbances – mostly on the downside – from one country to the other” (Dornbusch, Park, & Claessens, 2000). Contagion, or the transmission of financial risks, can occur through several channels, such as liquidity (Claessens & Dornbusch, 2001); cross-market hedging (Pritsker, 2001); correlated information (King & Wadhani, 1990); asymmetric information (Kodres & Pritsker, 2002); or wealth (Kyle & Xiong, 2001). It can have either immediate or delayed effects (Tian & Hamori, 2016), as well as direct and indirect ones (Clerc et al., 2016). Even if Islamic banks operate under different principles and employ less risky instruments compared to conventional ones, they may still encounter risks that could be worsened by the contagion channels stated above. Furthermore, even if conventional banks operate in a riskier fashion, contagion could also originate from Islamic banks. Accordingly, Islamic banks could become systematically important financial institutions (SIFI) as they grow and interact with conventional banks, as well as other Islamic banks. In this case, Islamic banks could become the risk transmitter rather than the risk receiver (Sole, 2007). Additionally, in countries where Islamic banks have a high...
market share, some could become too interconnected and remain at the epicentre of financial shocks. In this respect, financial stability assessments of Islamic banks should be performed using a holistic approach, taking into their interactions with the rest of the financial system.

1.2. Objective
We aim to evaluate whether the coexistence of Islamic and conventional banks promotes financial stability. In this respect, we evaluate two types of financial system: (1) one solely comprised of conventional banks, and (2) a system in which conventional and Islamic banks coexist and interact with each other. We first designed two agent-based models representing these systems. Im doing so, we not only compare the borrowing and lending relationships in the two systems, but also analyse financial phenomena such as fire sales and liquidity hoarding. Second, we examine possible contagious effects and the causes of bank failures in two the systems by employing the spillover methodology of Diebold and Yılmaz (2012), as well as graphical network analysis. Finally, we evaluate and compare financial stability in the two systems. To the best of our knowledge, this is the first study that compares conventional and Islamic banking models using an agent-based model and which analyses financial stability through spillover analysis.

The paper is organised as follows: Section 2 summarises the relevant literature, while Section 3 explains the data and methodology. Section 4 discusses model results, and Section 5 concludes and provides policy recommendations.

II. LITERATURE REVIEW
2.1. Background Theory
Theoretically, Islamic banking could contribute to financial stability as its transactions are asset backed and its instruments are designed to avoid excessive risk taking. Rather than offering a fixed rate of return on deposits, Islamic banks use a profit and loss sharing framework, in which customers share profits and losses with banks. In addition to risk sharing, Islamic banks also cannot participate in risky trading activities (Chong & Liu, 2009). Interest-free banking, with proper implementation of profit-and-loss sharing, entails full disclosure and transparency, which ultimately serves to control imprudent lending and ensures the financial stability of the financial system. Many empirical studies have shown that interest-free banking is more rewarding than interest-based banking in sustaining financial stability and economic efficiency (Hassan & Mahlknecht, 2011). Considering these unique features and comparing Islamic banking instruments with conventional ones, it could be argued that Islamic banks are more inclined to absorb financial shocks. Indeed, the literature includes several studies that assert the superiority of Islamic banking instruments (Baber, 2018; Khan, Khan, & Tahir, 2017; Rashid, Yousaf, & Khaleequzzaman, 2017).
2.2. Previous Studies

There is a rich body of literature that assesses whether Islamic banking and financial practices are associated with higher or lower risk compared to their conventional counterparts. These studies proliferated after the GFC and provide mixed results.

Farooqi and O’Brien (2019) indicate that Islamic banks have lower operating risk and higher market risk compared to conventional ones in the Gulf State region, while Mohammad, Asutay, Dixon & Platonova (2020) and Abdel Megeid (2017) find higher liquidity risk for Islamic banks. With regard to credit risk, Ferhi (2018), Chamberlain, Hidayat & Khokhar (2020), Chamberlain et al. (2020), and Akram and Rahman (2018) find that this is lower for Islamic banks. Lassoued (2018), on the other hand, argues that Islamic banks have higher credit and insolvency risk compared to conventional banks and in general have a lower degree of stability. However, Kabir, Worthington, and Gupta (2015) find no significant difference in credit risk between Islamic and conventional banking systems. A similar finding was made by Harkati, Alhabshi, and Kassim (2020) who stress that the risk-taking behaviour of Islamic banks is no different to that of conventional banks. These mixed findings on risk reflect the results of the studies that focus on the performance of Islamic and conventional banks during the GFC.

Some scholars argue that Islamic banks performed better during the GFC (Baber, 2018; Farooq & Zaheer, 2015; Parashar & Venkatesh, 2010; Rajhi & Hassairi, 2013; Soedarmono, Pramono, & Tarazi, 2017; Uddin et al., 2017), whereas others find no significant difference in the performance of the two types of bank (Abdulle & Kassim, 2012; Alqahtani, Mayes, & Brown, 2016; Beck, Demirguc-Kunt, & Merrouche, 2013; Bourkhis & Nabi, 2013; Kabir et al., 2015).

A strand of literature focuses on the stabilising role of Islamic banks and argues that Islamic banking could contribute to financial stability (Abedifar, Molyneux, & Tarazi, 2013; Baele, Farooq, & Ongena, 2014; Farooq & Zaheer, 2015; Hussain, Shahmoradi, & Turk, 2016; Pappas, Ongena, Izzeldin, & Fuertes, 2017; Rahim & Zakaria, 2013; Zehri & Al-Herch, 2013). Some authors assert that only small Islamic banks are capable of promoting stability (Abedifar et al., 2013; Alqahtani & Mayes, 2018; Cihak & Hesse, 2010). Finally, some scholars conclude that Islamic banks do not play a stabilising role during times of financial distress and that conventional banks are superior in terms of financial stability (Alandejani, Kutan, & Samargandi, 2017; Aysan & Ozturk, 2018; Korbi & Bougatet, 2017).

Another strand of literature asserts that Islamic markets are less vulnerable to crisis transmission and contagion due to their asset-backed nature. Among these studies, Rizvi, Arshad, and Alam (2015) analyse co-movements in Islamic and conventional stock markets across the US and Asia-Pacific between 1996-2014 by employing wavelet decomposition methodology. They find evidence of pure contagion until 2007, and fundamental-based contagion during the subprime crisis. They stress that Islamic stock markets have lower exposure to financial risks thanks to their low leverage, but underline that they are also more vulnerable as a result of their less diversified portfolios. Kenourgios, Naifar, & Dimitriou (2016) used a multivariate APARCH-A-DCC framework to investigate pure contagion effects from international markets on Islamic bond and equity markets during the GFC and ESDC. They conclude that Islamic markets decouple from conventional ones during turbulent periods and can be used by investors to diversify their
portfolios. A similar finding was made by Hkiri, Hammoudeh, Aloui, & Yarovaya (2017), who also indicate that Islamic markets tend to decouple from their conventional counterparts during crises. In addition, Majdoub and Mansour (2014) found a weak correlation between the US and five Islamic emerging economy stock markets. They conclude that the asset-backed nature of Islamic markets reduces volatility spillovers from other markets. Finally, Mwamba, Hammoudeh, & Gupta (2017) found that conventional stock markets had a higher probability of price drops during financial crises compared to Islamic ones. On the contrary, Hammoudeh, Mensi, Reboredo, & Nguyen (2014) detected high dependence between conventional and Islamic markets and failed to validate the decoupling hypothesis. Yilmaz, Sensoy, Ozturk, & Hacihasanoglu (2015) and Shahzad, Ferrer, Ballester, & Umar (2017) also show that the decoupling hypothesis between conventional and Islamic markets does not hold, and that Islamic markets do not serve as a less risky alternative for investors who want to hedge.

Finally, many studies analyse financial contagion and systemic risk by performing simulations through agent-based models of interbank markets and credit interlinkages. Paulin, Calinescu, & Wooldridge (2019) characterise systemic risk in terms of both system stability and the speed of financial distress propagation over intraday timescales. Arinaminpathy, Kapadia, and May (2012) designed a model banking system which combined three channels: liquidity hoarding, asset price contagion, and the propagation of defaults via counterparty credit risk. May and Arinaminpathy (2010) analysed the propagation of shocks in model banking networks by using analytic approximations, with emphasis on the interplay between the characteristics of individual banks and the overall dynamic behaviour of the system. Battiston et al. (2012a) explored the dynamics of default cascades in a network of credit interlinkages, while Battiston et al. (2012b) analysed the resilience of financial networks, concluding that the financial network is most resilient at an intermediate level of connectivity. The evolution of the credit network over time is characterised as a system of coupled stochastic processes. Tedeschi, Mazloumian, Gallegati, & Helbing (2012) focus on how the emergent heterogeneity of market participants’ interconnectedness affects the trade-off between mutual insurance and the potential for contagion, showing that higher bank connectivity not only increases agents’ financial fragility, but also generates larger bankruptcy cascades due to higher systemic risk. Teply and Klinger (2018) investigated the real interconnectedness between nine Eurozone banking sectors thorough an agent-based model to estimate the levels of shock propagation caused by the defaults of multiple banks and that of an individual bank.

Chan-Lau (2017) analysed the risks in the banking system, in which banks’ business decisions drive the endogenous formation of interbank networks thorough an agent-based model that shows the dynamics of solvency, liquidity and interconnectedness risk in response to shocks. Iori, Jafarey, & Padilla (2006) studied the performance of the interbank market in its role as a safety net both for homogeneous and heterogeneous banks, by simulating interbank lending. Their results show that when banks are homogeneous, interbank lending stabilises the system, but that higher reserve requirements can lead to a higher incidence of bank failures. When banks are heterogeneous, contagion effects may arise both directly and indirectly. Choi, Eisenbach, & Yorulmazer (2016) analysed the effects
and the timing of tools on both the investment efficiency that arises when less productive agents respond to monetary stimulus, and hoarding inefficiency when agents hoard liquidity rather than invest after monetary stimulus. Krause and Giansante (2012) modelled a network of interbank lending, in which banks were characterised by the amount of capital, cash reserves and their exposure to the interbank market, and analysed how the failure of a bank spreads in the banking system through interbank linkages. Liu, Paddrik, Yang, & Zhang (2020) built an ABM with 6,600 banks, in which their decision rules and behaviours were reflected in quarterly balance sheets. The model was evaluated against the maximum entropy and minimum density algorithm approaches and showed results closer to actual financial network structures. De Caux, McGroarty, & Brede (2018) analysed leverage cycles and financial contagion, in which banks could adapt their investment strategies according to the success of their competitors, creating an endogenous interbank loan network and a dynamic asset market. Channels for contagion are created endogenously by the traded asset market and interbank lending.

The literature on financial contagion and the role of Islamic banks in financial stability is extensive, although no study compares conventional and Islamic banking models using an agent-based model. Our study analyses financial contagion through an interbank network, not only for the conventional banking system, but also for the dual banking system involving Islamic banks, which enables a comparison to be made between the two systems.

III. METHODOLOGY
3.1. Data
We simulated the dynamics of financial contagion by building an artificial banking network model in which banks manage their liquidity by lending to or borrowing from other banks to avoid becoming illiquid. We performed 200 simulations, 100 of which included 15 conventional banks in a conventional banking system, and the other 100 including ten conventional and five Islamic banks in a dual banking system. The simulations were performed with heterogeneous banks for 2000 rounds, with a minimum reserve ratio of 10 percent.

By observing the general pattern of the results, we selected two representative simulations, one for the conventional system and the other for the dual system, to compare how financial risk spread.

---

1 For other studies that employ simulations, see Chan-Lau (2017) and Tedeschi et al. (2012).
2 In some example countries, the number of conventional and Islamic banks are as follows, respectively: Indonesia 27 and 5; Turkey 28 and 6; Malaysia 26 and 16; and Pakistan 17 and 5. In line with this, we decided to include 10 conventional and 5 Islamic banks in our simulations.
3 The representative simulations exemplify the average number of failed banks. During the 200 simulations, two banks in the dual system and five in the conventional system failed. To save space, we omit the results of the simulations, which are available from the authors upon request.
3.2. Model Development

The model describes a banking system with no government intervention and money is created endogenously by credit expansion. It includes two types of agent, conventional banks and Islamic banks, which are interconnected through a banking network. The key aspect of the model is the required reserve ratio, which banks should monitor and seek to maintain the required level.

In our model, both conventional and Islamic banks were divided into three categories according to the size of their total assets, namely big, medium and small. This classification provides a base to test the robustness of the model by checking whether big or small banks are more resilient to shocks.

Table 1 shows the balance sheet of a representative bank in the system. Assets consist of reserves (R), securities (S), loans (L), and interbank lending (IL), while liabilities include deposits (D), interbank borrowing (IB), and net worth (NW). NW is defined as the difference between assets and liabilities. For simplicity, reserves are assumed to also include cash. It should be noted that there are two types of securities – conventional and Islamic. Islamic banks can only trade Islamic securities, while conventional banks can only trade conventional ones.

### Table 1.
Balance Sheet of a Representative Bank

| Assets                  | Liabilities                |
|-------------------------|---------------------------|
| Reserves (R)            | Deposits (D)              |
| Securities (S)          | Interbank Borrowing (IB)  |
| Loans (L)               | Net Worth (NW)            |
| Interbank Lending (IL)  |                           |

Each bank has other attributes, such as loan supply (LS), loan demand (LD), interbank loan supply (ILS), interbank loan demand (ILD), deposit rates ($r_d$), and lending rates ($r_l$), which are calculated at each round after each transaction.

Loan demand is exogenous and the loan demand growth rate is assumed to randomly float between 0% and 0.1% at each round. Therefore, despite decreasing during crisis periods, total loan stock has a tendency to increase in the long run. Loan supply becomes zero when a bank fails to meet the minimum reserve requirement. Conditional on meeting the minimum reserve requirement, a bank’s loan supply is determined by liquidity and capital adequacy, which is shown in formula (1):

$$LS_{i,t} = \begin{cases} 0 & \text{if } R \leq RRR \times D \\ \min [D - (R + L), NW - (0.1 \times L)] & \text{if } R > RRR \times D \end{cases}$$

where $i$ denotes bank name and $t$ denotes time.

Each bank has differentiated lending and deposit rates, which are dependent on the lending and deposit rates of previous rounds, the interbank rate, and banks’ loan supply and demand. Since there are two separate interbank markets for
conventional and Islamic banks, benchmark interbank rates differ according to the bank type. The lending rate rises with excess loan demand and falls with excess loan supply. Lending and deposit rates are denoted in formulas (2) and (3), respectively:\^4

\[
\begin{align*}
r_{i,t}^l &= \left( \frac{\left[ r_{i,t-1}^l + \left( r_t + (1 - (LS_{i,t} - LD_{i,t})/LS_{i,t}) \right) \right]}{2} \right) ; \quad \text{if } LS_{i,t} > LD_{i,t} \\
&= \left( \frac{\left[ r_{i,t-1}^l + \left( r_t + (1 + (LD_{i,t} - LS_{i,t})/LD_{i,t}) \right) \right]}{2} \right) ; \quad \text{if } LS_{i,t} \leq LD_{i,t} \\

r_{i,t}^d &= \left( \frac{r_{i,t-1}^d + (r_t - r_{i,t})}{2} \right) 
\end{align*}
\]

A bank’s excess reserves determine whether it is a lender or borrower in the interbank market; it becomes a lender if its reserves are higher than those required, otherwise it becomes a borrower. Interbank loan demand and supply are determined by the following formulas:

\[
\begin{align*}
ILS_{i,t} &= \begin{cases} 
0 & \text{if } R \leq RRR \times D \\
\min \left[ D - (R + L + S), RRR \times D - R \right] & \text{if } R > RRR \times D
\end{cases} \\
ILD_{i,t} &= \begin{cases} 
0 & \text{if } R > RRR \times D \\
\max \left[ D - (R + L + S), RRR \times D - R \right] & \text{if } R \leq RRR \times D
\end{cases}
\end{align*}
\]

The interbank rate is determined endogenously in the interbank market. Accordingly, excess aggregate supply leads to a lower rate and excess aggregate demand leads to a higher rate. The interbank rate floats between the lower and upper bounds of 0%-2%, as suggested by formula (6):

\[
r_t = \begin{cases} 
1 - \left[ (\Sigma ILS_t - \Sigma ILD_t) / \Sigma ILS_t \right] & \text{if } \Sigma ILS_t > \Sigma ILD_t \\
1 + \left[ (\Sigma ILD_t - \Sigma ILS_t) / \Sigma ILD_t \right] & \text{if } \Sigma ILS_t \leq \Sigma ILD_t
\end{cases}
\]

3.2.1. Money Creation

Endogenous money creation constitutes the cornerstone of the model. As discussed in Cincotti, Raberto, and Teglio (2010), the literature defines several channels of money creation, most of which involve central bank activities. In our model, however, we only consider a single channel due to the absence of a central bank. Accordingly, when households and firms borrow from banks, new money is created in the form of deposits. Consequently, money is created endogenously through bank lending. On the other hand, to reflect daily banking operations in which deposits and cash are transformed, the deposits are allowed to fluctuate randomly within a narrow band. Similarly, taking into account the possibility that loans can be repaid before the due date or defaulted, the number of outstanding loans is also allowed to fluctuate randomly within a narrow band.

\^4 \( r_{i,t}^l \) and \( r_t \) are assumed to be positive, whereas \( r_{i,t}^d \) could be either positive or negative.
3.2.2. Interbank market
Our model requires banks to maintain a certain reserve ratio. In the case of a reserve gap, banks may seek funding from other banks with excess reserves in the interbank market at interbank rates. However, banks cannot borrow again without completely paying back these loans. There are two separate interbank markets for conventional and Islamic banks. The logic is that conventional banks’ interbank funding transactions are interest rate based, whereas Islamic banks use Islamic modes of financing. In practice, Islamic banks occasionally form bilateral financing arrangements with conventional banks. In our model, we applied one-way financing; that is, if a conventional bank cannot find funding in the conventional interbank market, it can seek funding from the Islamic one. However, the reverse facility does not exist for Islamic banks.

3.2.3. Securities market
There is the possibility that a bank fails to access funding from the interbank market. Therefore, by taking into account the absence of a lender of last resort, banks can resort to the securities market and maintain the required reserves by selling their securities at a discount rate. The model introduces two distinct markets for conventional and Islamic securities, in which conventional banks can only trade conventional securities and Islamic banks can only trade Islamic ones. There is no interaction between these two markets. Banks with excess loan supply, which they were not able to sell on the credit or interbank market because of lack of demand, can also buy securities and earn interest (profit) on them. The interest (profit) rates on securities are dependent on interbank rates, in which the discount rates for selling and buying securities are 200 and 100 basis points respectively. In order to induce banks to use the interbank market as the primary source of funding, the securities market becomes operational every 25 rounds, rather than being continually active. A fire sale mechanism emerges during shock periods, in which banks can liquidate their securities in the case of a shortage of liquidity. It is assumed that there are an infinite number of buyers and sellers in the securities market, therefore the market is large enough to absorb the supply of securities that emerges during turbulent times.

3.2.4. Bank Failure
The model includes a bank-run procedure to test banks’ resilience during times of financial distress. This procedure begins periodically every 600 rounds and continues for 200 consecutive rounds. When the procedure begins, depositors rush to the banks to withdraw their deposits, which leads to a rapid reduction in banks’ deposits and reserves. This affects borrowers’ willingness to repay the loans and increases the number of non-performing ones. If banks begin to fail to obey the reserve requirement, this is tolerated up to a certain level, but they will go bankrupt after surpassing that level. The order of the procedures that the two types of bank follow during the simulation is shown in Figure 1.
3.3. Model Assumptions
The model involves a fixed minimum reserve ratio (MRR) at 10 percent and a capital buffer measured by the net worth/assets ratio. This is the only regulation.

Banks are heterogeneous. The model introduces three types of bank according to the size of their balance sheet (big, medium, and small). Initially, the banks’ balance sheet items are determined randomly within the specified ranges for the three bank categories. This ensures that the banks are heterogeneous in size.

Neither the government nor central bank is involved. Hence, it is assumed that there is no state intervention or a lender of the last resort mechanism.

Banks operate based on collecting deposits and lending to consumers. The lending rate to consumers is determined endogenously by the previous bank lending rate, the interbank lending rate, and the balance between the bank’s loan supply and demand.

Deposits are created endogenously through bank lending. It is assumed that the majority of the money lent by banks remains in the banking system in the form of deposits. Consequently, deposits also rise as lending increases. The deposit rate is determined endogenously by the previous deposit rate of the bank, the interbank lending rate, and the lending rate of the bank.

Interbank loan supply and demand is determined by deposits, reserves, and the reserve ratio. The maturity of interbank loans is one round; that is, interbank loans have to be paid back completely in the next round. Loan supply is determined by the banks’ internal dynamics.

The interbank rate is determined endogenously by market conditions. It falls when supply exceeds demand and rises when demand exceeds supply. The interbank lending rate has a cap of 2%.
Loan quality is measured by the non-performing loan (NPL) ratio. This is determined exogenously and can increase or decrease by 0.5 per cent at each round. It has a cap of 6%, which applies at 7.5% during shocks. The bank writes off bad loans when the NPL ratio reaches 6% during normal times and 7.5% during tumultuous times. The bank’s net worth decreases by the amount of the write off.

The model includes a shock mechanism, a bank-run procedure which emerges periodically every 600 rounds and continues for 200 consecutive rounds. During this process, depositors rush to the banks to withdraw their deposits. The shock runs through two channels: a credit shock caused by borrowers’ unpaid debt and a bank-run procedure caused by depositors. The capital adequacy of banks is measured by the net worth/assets ratio.

The model involves a fire sale mechanism. If a bank fails to find funding through the interbank market during shock periods, it is forced to sell securities in its balance sheet. The model includes a securities markets that is functional, with enough buyers and sellers. It is capable of absorbing the fire sale of securities during shock periods.

Banks become more cautious during shocks. They tend to hoard liquidity if they systematically fail to meet the reserve requirement. This makes them reluctant to lend in the interbank market, so the system becomes prone to funding crises.

Banks default if they fail to meet the liquidity conditions set by the model. Banks that fail to obey the reserve requirement are tolerated up to a certain level; those that surpass this level go bankrupt and are removed from the system.

There is no acquisition. A proportion of failed banks’ assets and liabilities are distributed evenly to the remaining banks. Nevertheless, the interbank claims and liabilities of a failed bank are written off from the counterparty balance sheets.

3.4. Diebold-Yilmaz Spillover Methodology
In order to gauge the spillover effects of bank failures, we employed Diebold & Yilmaz (2012) connectedness methodology, which involves generating connectedness measures based on forecast error variance decomposition (FEVD) of a generalised vector autoregressive process. The Diebold & Yilmaz (2012) approach (hereafter DY) is an advanced version of the Diebold & Yilmaz (2009) volatility spillover measure, which yields directional and net spillovers, in addition to total spillovers. The DY approach adopts a generalised vector autoregressive framework in which FEVDs are invariant to the variable ordering and generate directional volatility spillovers.

Consider an N-variable VAR process 

\[ X_t = \sum_{i=1}^{P} \gamma_i X_{t-i} + \epsilon_t \]

where \( \gamma_i \) is a parameter matrix and \( \epsilon \) is a vector of iid disturbances \( \epsilon_t \sim (0, \Sigma) \).

Assuming covariance stationarity, the VAR model could be denoted by a moving average representation,

\[ X_t = \sum_{i=0}^{\infty} A_i \epsilon_{t-i} \]

where \( A_i = \gamma_1 A_{i-1} + \gamma_2 A_{i-2} + \cdots + \gamma_p A_{i-p} \) with \( A_0 = I \) being an NxN identity matrix and \( A_i = 0 \) for \( i < 0 \). It is also possible to cluster the generalized FEVD (GFEVD) into components caused by shocks to the different variables the system for a given forecast horizon H (Pesaran & Shin, 1998). Consequently, the GFEVD could be calculated as follows:
where $\sum_j$ denotes the variance matrix for the error vector $\varepsilon$, $\rho_{ij}$ is the standard deviation of the error for the $j^{th}$ equation, and $\gamma_h$ denotes the $N \times N$ matrix of coefficients responding to lag $h$. The GFEVD process assumes that the variance contribution of own and cross-variable is not necessarily equal to one$^5$.

In order to compute the spillover index by utilising the information in the variance decomposition matrix, the effect attributable to each variable is standardised as follows:

$$\bar{\theta}_{ij}(H) = \frac{\theta_{ii}(H)}{\sum_{j=1}^{N}\theta_{ij}(H)}$$

where $\sum_{j=1}^{N}\theta_{ij}(H) = 1$ and $\sum_{i,j=1}^{N}\theta_{ij}(H) = N$, by definition. In equation X, $\bar{\theta}_{ij}(H)$ yields pairwise connectedness measure from the $j^{th}$ variable to the $i^{th}$ variable at horizon $H$. Then, by utilising the volatility contributions from the variance decomposition, the total volatility spillover index can be calculated as follows:

$$S(H) = \frac{\sum_{i,j=1}^{N}\bar{\theta}_{ij}(H)}{\sum_{i,j=1}^{N}\bar{\theta}_{ij}(H)} \times 100 = \frac{x\sum_{i,j=1}^{N}\bar{\theta}_{ij}(H)}{N} \times 100$$

The total spillover index gauges the contribution of volatility spillovers across different variables to the total forecast error variance. In addition, it is also possible to calculate the direction of spillovers across different variables with the help of the generalised VAR methodology. Accordingly, the directional spillovers received by market $i$ from all other markets $j$ are calculated by using the formula below:

$$S_i(H) = \frac{\sum_{j=1}^{N}\bar{\theta}_{ij}(H)}{\sum_{i,j=1}^{N}\bar{\theta}_{ij}(H)} \times 100 = \frac{x\sum_{j=1}^{N}\bar{\theta}_{ij}(H)}{N} \times 100$$

Using the same methodology, the directional volatility spillovers transmitted by market $i$ to all other markets $j$ are calculated as:

$$S_i(H) = \frac{\sum_{j=1}^{N}\bar{\theta}_{ji}(H)}{\sum_{i,j=1}^{N}\bar{\theta}_{ji}(H)} \times 100 = \frac{x\sum_{j=1}^{N}\bar{\theta}_{ji}(H)}{N} \times 100$$

IV. RESULTS AND ANALYSIS

4.1. Results

- Simulations were performed with 15 banks for 2000 rounds with a required reserve ratio of 10 percent. In the conventional system, all the banks were

$^5$ ($\sum_{j=1}^{N}\theta_{ij}^H \neq 1$).
operating under conventional practices. In the dual system, banks 0-9 were operating under conventional practices, and 10-14 under Islamic practices.

- Spillovers were calculated by using interbank borrowing amounts as input. Since the maturity of interbank loans is one round and these loans have to be paid back completely in the next round, unpaid loans are used as exposures between banks.
- Spillover tables depict the magnitude of exposure spillovers between banks for each period. Each period ends after a bank default. Since the number of defaulting banks varies between the conventional and dual models, there are four periods in the conventional system and three in the dual system.
- As Diebold and Yilmaz (2012) note, spillover tables should be interpreted as follows: the \((i,j)^{th}\) entry is the estimated contribution to the forecast error variance of bank i originating from innovations to bank j. The off-diagonal column sums and row sums, excluding the main diagonal elements, indicate the total spillovers transmitted to other banks (termed “TO”) and transmitted by other banks (termed “FROM”), respectively. For example, according to Table 2, which shows the spillovers in the conventional system during the first period, innovations to Bank 0’s exposures are responsible for 22% of the error variance in forecasting 10-step-ahead Bank 3’s exposures.
- Figures 6 and 10 show the time-varying spillover indexes for the conventional and dual systems respectively. The figures are based on the forecast error variance decompositions of the 10-step-ahead forecasts, with 200-round rolling windows. Since spillovers are estimated by rolling window methodology and the spillovers of each period are calculated after removing defaulting banks from the sample, the time-varying spillover indexes have gaps.
- In the spillover tables shown in Tables 2-8, the variance decompositions are based on VAR(2) models, whose lag orders were selected according to the Schwarz information criterion (SIC).
- Network graphs indicate systems in which pairwise connections have some numerical values. They are generated by allocating a weight to each edge of the graphs. In this paper, we employed undirected graphs, whose edges link two vertices symmetrically, and the weights represent spillovers, as denoted in Tables 2-8. Network graphs are helpful in analysing interactions and spillovers between banks visually.
- Tables 2-5 and Figures 2-5 show the spillover tables and graphs of the conventional banking network respectively, while Tables 6-8 and Figures 7-9 show the spillover tables and graphs of the dual banking network respectively.
- Tables 9 and 10 show the net worth/asset ratios for the conventional and dual systems respectively.
- Figures 6 and 10 show the total volatility spillovers for the conventional and dual systems respectively.

---

6 According to the initial asset size, banks are classified as follows in the conventional system: small banks (1, 3, 6); big banks (0, 2, 5); medium banks (the rest). In the dual system, small banks are banks 1, 3, 10, whereas big banks are banks 8, 12 and 14.
Conventional System

- During the first three periods, Bank 0 is the largest transmitter of spillovers and around a quarter of total spillovers originate from this bank (Tables 2-5). Therefore, Bank 0 is the most influential bank in the conventional system.
- Bank 10 is the sole funder during the first and second shocks. It is also one of the three main funders with Banks 13 and 14 during the third shock. Therefore, Bank 10’s funding is extremely important for overall liquidity during shock periods.
- Bank 8 fails after the first shock. Prior to its failure, its net worth/assets ratio was 12.6%, whereas the average of all banks was 18%. It becomes insolvent prior to 10 rounds of its failure. Interestingly, it has one of the highest initial net worth endowments (19.7%) among the 15 banks.
- Bank 8’s FROM spillovers (1.68) are very close to the average of total FROM spillovers (1.66) in the first period. Therefore, Bank 8 is not a general receiver of spillovers. However, it receives large spillovers from Bank 0 (9.53) in the first period. The bilateral lending-borrowing data also validate the high exposure of Bank 8 to Bank 0. Since the spillovers transmitted by Bank 8 are low, we should not worry about a contagion effect after its default.
- The second period starts without Bank 8. Similar to the first period, the net worth/assets ratio continues to decline throughout the sample, and at the end of the second period is 15.7%. As seen in Figure 3, spillovers are concentrated among fewer banks.
- Bank 4 fails at the end of the second period, with a net worth/assets ratio of 13%. This bank receives high spillovers from Bank 1 (13.25) during the second period, but those received from other banks are very limited. Similar to Bank 8, which failed during the first round, Bank 4 also exerts mild spillovers prior to its failure.
- The third period starts without Bank 4. The average net worth/assets ratio falls to 15.3% during the second period; while the ratios of some banks fall below 10 percent, other banks manage to increase theirs. As seen in Figure 4, spillovers are concentrated further, while Bank 0 continues to remain at the epicentre of the spillover graph.
- Banks 2, 5 and 0 fail at the end of the third period, with net worth/assets ratios of 8%, 8.3% and 8.3% respectively. These banks fail due to capital inadequacy, although Banks 9 and 12 manage to survive despite having net worth/assets ratios below 10%. This distinction is a result of access to liquidity during the second shock period, as Banks 9 and 12 manage to find ample liquidity, while the failed banks do not.
- Of the banks that fail at the end of third period,
  - Bank 0 receives significant spillovers only from Bank 9.
  - Bank 5 receives spillovers from Banks 0, 1, 6, 9.
  - Bank 2 has the second lowest FROM spillovers of the 13 banks, but fails since it cannot roll over its debt.
- Bank 0 exerts consistently high spillovers to Banks 3, 7, and 9 during the first three periods, but these banks do not fail despite the failure of Bank 0 at the end of the third period. Bank 3 has one of the highest net worth/assets ratios and Banks 7 and 9 have no problem accessing liquidity during shocks.
Figure 2. Spillover Graph of the Conventional System in the First Period

Figure 3. Spillover Graph of the Conventional System in the Second Period
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Dual System:
- During the simulation, Bank 0 is the largest transmitter of spillovers and around one-fifth of total spillovers originate from it (Tables 6-8). Therefore, Bank 0 is the most influential bank in the dual system.
• Islamic banks 12 and 14 are the main lenders during the simulation, especially during shocks.

• Bank 1 fails after the first shock. Prior to its failure, it had a net worth/assets ratio of 28 percent, which is higher than the average. However, despite this high ratio, the bank has a persistent reserve deficit, which peaks during the first shock. Moreover, it receives spillovers from Bank 0, which is the leading transmitter of spillovers in the first period. Therefore, Bank 1 fails due to a liquidity shortage, as well as its exposure to Bank 0, rather than a capital inadequacy. Since spillovers transmitted by Bank 1 are mediocre, we should not worry about a contagion effect after its default.

• The second period starts without Bank 1, and the average net worth/assets ratio falls to 18.3% from 23.1% during this period. The fall in the ratio for Islamic banks (5.8 percentage points) is higher than that of conventional banks (4.2 percentage points).

• Bank 5 fails after the second shock. Prior to its failure, it had a net worth/assets ratio of 15.6%, which is 2.7 percentage points below the average. Bank 5 also had a reserve deficit during the first shock, but it was not as high as that of Bank 1. The point in common between these two failures is debt repayment: both banks fail to repay their debt for 20 ticks prior to their failure.

• Bank 5 receives the largest spillovers from Banks 0, 2, and 4 during the second period. It is also the third largest transmitter of spillovers. In contrast to Bank 1’s failure, that of Bank 5 has a tendency to create a contagion effect, as it not only receives significant spillovers, but also transmits them.

• Among the remaining eight conventional banks, Banks 4 and 8 have net worth/assets ratios well below the sample average. However, these banks avoid default since they manage to find funding from Islamic banks, Banks 12 and 14 in particular.

![Spillover Graph of the Dual System in the First Period](image-url)
Figure 7.
Spillover Graph of the Dual System in the Second Period

Figure 8.
Spillover Graph of the Dual System in the Third Period
4.2. Robustness Test
To check the robustness of the results, we performed 200 simulations and noted the results in order to make a comparison between the conventional and dual systems. On average, more banks defaulted in the conventional system than the dual system. We selected two representative simulations and present their results. The results of the remaining simulations are omitted to save space, but are available upon request from the authors.

4.3. Analysis
In the first simulation, in which all the banks operate under conventional banking principles, five banks fail after three shocks. Bank 10 acts as a main funder during shocks, but it stops providing interbank loans during tumultuous periods. Due to the absence of liquidity, banks with low net worth/assets ratios fail. As for the dual system, two out of five Islamic banks (Banks 12 and 14) act as main funders and do not stop providing liquidity to the system, even during shocks. Thanks to the funding provided by Islamic banks during shock periods, no bank defaults in the third period, despite a sharp reduction in the net worth/assets ratios.

Islamic banks seem to be reluctant to engage in a borrowing-lending relationship with conventional banks during the first and second periods. This creates a discrete system, in which conventional and Islamic banks prefer to borrow and lend among their own classes. However, Islamic banks are integrated into the system from the end of the second period and play a crucial role in maintaining the stability of the system. This tendency is evident in Figures 6-8, where Islamic banks move closer to the epicentre of the network in each round.

Banks 12 and 14 have the lowest net worth/assets ratios among the 15 banks from the beginning of the simulation, yet they play a crucial role in stabilising the system. Accordingly, they only interact with other Islamic banks during normal times, but lend to conventional banks during shock periods, when liquidity is scarce due to reserve hoarding by the conventional banks.

Despite having low net worth/assets ratios, Banks 12 and 14 generate more liquidity per asset compared to conventional banks and operate more effectively. This finding is in line with the literature, which has found that Islamic banks create more liquidity per asset compared to conventional ones (Berger & Bouwman, 2009; Berger, Allen, Boubakri, Guedhami, & Li, 2019; Sahyouni & Wang, 2019). Banks 12 and 14 also have the largest total assets among the Islamic banks, supporting the view that the stabilising role of Islamic banks strengthens when they become larger (Ibrahim & Rizvi, 2017).

In our model, Islamic banks contribute to financial stability in two ways. First, by their nature, they tend to hold more cash compared to conventional banks, which cushions the effects of a possible liquidity squeeze (Dolgun, Ng, & Mirakhor, 2020). This propensity becomes more prominent as Islamic banks ration consumer loans in tumultuous periods and liquidate their assets (Beck et al., 2013). Second, since Islamic banks enter shock periods under excess reserves, their borrowing requirements decrease significantly, leading to a reduction in interbank borrowing between Islamic banks during shock periods. Conventional banks, on the other hand, tend to have reserve deficits, which intensify during shock periods. Given
that Islamic banks have excess reserves and conventional banks have reserve deficits, it is rational for both sides to benefit from this situation and engage in a borrowing-lending relationship. Therefore, Banks 12 and 14, which have more excess reserves than the other Islamic banks, decide to lend to conventional banks that are in need of funding. By lending to these banks under financial distress, Banks 12 and 14 not only increase their profitability, but also contribute to the stability of the financial system by preventing prospective defaults.

V. CONCLUSION AND RECOMMENDATIONS

5.1. Conclusion
We have evaluated whether the coexistence of Islamic and conventional banks promotes financial stability. To this end, we assessed two types of financial system: (1) one comprised solely of conventional banks, and (2) a dual system in which conventional and Islamic banks coexist and interact with each other. Accordingly, we designed two agent-based models representing these systems and examined possible contagion effects and the causes of bank failures.

We found that Islamic banks greatly promote the stability of the system by providing liquidity during financial shocks and creating more liquidity per asset compared to conventional banks. We also found that they tend to hold more cash than conventional banks, which cushions the effects of possible liquidity squeezes. Conventional banks, on the other hand, tend to have reserve deficits, which intensify during shock periods. Given that Islamic banks have excess reserves and conventional banks have reserve deficits, it is rational for both sides to benefit from this situation and engage in a borrowing-lending relationship. Therefore, the coexistence of both bank types creates a win-win situation and contributes to financial stability.

5.2. Recommendations
Since Islamic banks have been found to contribute to financial stability, countries with no experience of Islamic banking practices could consider adopting such principles. In this way, the share of Islamic banking in the global banking system might increase and prospective financial crises might be prevented.

In terms of academic purposes, future work could focus on adding a government authority or a central bank to the model, as well as introducing an acquisition mechanism. It could also be interesting to run the simulations taking into consideration consumer behaviour.
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Figure 9.
Total Volatility Spillovers Graph of the Conventional System

Figure 10.
Total Volatility Spillovers Graph of the Dual System
| Bank 0 | Bank 1 | Bank 2 | Bank 3 | Bank 4 | Bank 5 | Bank 6 | Bank 7 | Bank 8 | Bank 9 | Bank 10 | Bank 11 | Bank 12 | Bank 13 | Bank 14 |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|---------|---------|---------|---------|
| FROM SPILLOVERS | | | | | | | | | | | | | | |
| Bank 0 | 86.98 | 0.25 | 0.16 | 0.85 | 0.34 | 0.64 | 0.29 | 1.4 | 0.39 | 5.06 | 1.66 | 0.95 | 0.25 | 0.67 | 0.11 | 0.87 |
| Bank 1 | 4.77 | 83.03 | 0.47 | 2.18 | 0.7 | 3.31 | 2.2 | 0.09 | 0.63 | 0.8 | 0.74 | 0.02 | 0.21 | 0.3 | 0.56 | 1.13 |
| Bank 2 | 3.61 | 0.4 | 90.34 | 0.25 | 0.77 | 0.59 | 0.42 | 0.3 | 0.12 | 0.78 | 0.45 | 1.51 | 0.04 | 0.35 | 0.06 | 0.64 |
| Bank 3 | 22 | 0.05 | 0.37 | 69.05 | 0.11 | 0.02 | 0.77 | 1.39 | 1.19 | 0.69 | 1.3 | 0.65 | 1.92 | 0.01 | 0.48 | 2.06 |
| Bank 4 | 2.31 | 13.06 | 0.95 | 0.34 | 80.04 | 0.18 | 0.17 | 0.24 | 0.49 | 0.3 | 0.21 | 0.11 | 0.35 | 0.11 | 0.15 | 1.33 |
| Bank 5 | 4.62 | 7.97 | 0.73 | 3.14 | 1.49 | 66.29 | 7.34 | 0.83 | 0.48 | 3.55 | 1.72 | 0.22 | 0.11 | 0.24 | 1.27 | 2.25 |
| Bank 6 | 0.27 | 5.79 | 2.3 | 1.19 | 1.29 | 6.61 | 76.12 | 0.18 | 0.54 | 0.32 | 0.48 | 0.75 | 0.88 | 1.27 | 2.02 | 1.59 |
| Bank 7 | 13.53 | 1.84 | 0.05 | 12.07 | 0.78 | 0.51 | 0.38 | 67.18 | 1.03 | 1.14 | 0.25 | 0.44 | 0.39 | 0.09 | 0.33 | 2.19 |
| Bank 8 | 9.53 | 2.09 | 1.94 | 1.71 | 0.68 | 3.17 | 0.36 | 0.76 | 74.84 | 2.01 | 0.46 | 0.21 | 0.65 | 0.62 | 0.98 | 1.68 |
| Bank 9 | 12.98 | 2.26 | 1.12 | 5.86 | 0.08 | 7.4 | 6.34 | 0.23 | 0.5 | 61.34 | 0.17 | 0.16 | 0.43 | 0.39 | 0.73 | 2.58 |
| Bank 10 | 1.08 | 1.15 | 0.33 | 0.65 | 0.98 | 0.44 | 0.62 | 1.33 | 0.28 | 0.43 | 92.24 | 0.02 | 0.19 | 0.04 | 0.22 | 0.52 |
| Bank 11 | 2.5 | 1.16 | 7.35 | 3.07 | 1.56 | 0.98 | 1 | 0.26 | 0.52 | 0.78 | 0.7 | 78.4 | 0.66 | 0.59 | 0.46 | 1.44 |
| Bank 12 | 9.25 | 0.6 | 0.95 | 0.68 | 0.84 | 0.24 | 0.76 | 0.11 | 2.2 | 0.17 | 1.96 | 5.9 | 71.53 | 1.76 | 3.04 | 1.9 |
| Bank 13 | 3.91 | 2.52 | 9.21 | 0.09 | 1.23 | 0.71 | 0.39 | 0.09 | 4.42 | 0.39 | 1.68 | 9.27 | 0.52 | 65.07 | 0.49 | 2.33 |
| Bank 14 | 1.66 | 1.82 | 13.78 | 2.27 | 1.02 | 4.06 | 1.23 | 0.98 | 3.96 | 0.65 | 1.12 | 1.7 | 0.48 | 1.88 | 63.39 | 2.44 |
| TO SPILLOVERS | 6.14 | 2.73 | 2.65 | 2.29 | 0.79 | 1.92 | 1.49 | 0.55 | 1.12 | 1.14 | 0.86 | 1.46 | 0.47 | 0.62 | 0.73 | 24.94 |

**Table 2.**

Spillover Table of the Conventional System in the First Period
Table 3.
Spillover Table of the Conventional System in the Second Period

|      | Bank 0 | Bank 1 | Bank 2 | Bank 3 | Bank 4 | Bank 5 | Bank 6 | Bank 7 | Bank 9 | Bank 10 | Bank 11 | Bank 12 | Bank 13 | Bank 14 | FROM SPILLOVERS |
|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|---------|---------|---------|---------|-----------------|
| Bank 0 | 87.36  | 0.2    | 0.15   | 0.76   | 0.3    | 0.61   | 0.26   | 1.52   | 5.48   | 1.6     | 0.9     | 0.2     | 0.53    | 0.11   | 0.9             |
| Bank 1 | 4.6    | 83.33  | 0.52   | 2.35   | 0.73   | 3.49   | 2.2    | 0.07   | 0.75   | 0.76    | 0.02    | 0.28    | 0.22    | 0.67    | 1.19            |
| Bank 2 | 3.57   | 0.42   | 90.43  | 0.32   | 0.79   | 0.53   | 0.42   | 0.34   | 0.78   | 0.47    | 1.47    | 0.03    | 0.38    | 0.06   | 0.68            |
| Bank 3 | 22.61  | 0.05   | 0.4    | 69.26  | 0.11   | 0.03   | 0.76   | 1.43   | 0.9    | 1.19    | 0.66    | 2.04    | 0.02    | 0.54   | 2.2             |
| Bank 4 | 2.18   | 13.25  | 0.97   | 0.34   | 80.24  | 0.19   | 0.17   | 0.2    | 0.3    | 0.16    | 0.11    | 0.3     | 1.42    | 0.17   | 1.41            |
| Bank 5 | 4.34   | 7.82   | 0.74   | 3.36   | 1.46   | 66.81  | 7.49   | 0.93   | 3.4    | 1.7     | 0.2     | 0.12    | 0.26    | 1.38   | 2.37            |
| Bank 6 | 0.29   | 5.83   | 2.23   | 1.14   | 1.31   | 6.88   | 76.05  | 0.19   | 0.36   | 0.5     | 0.79    | 1       | 1.36    | 2.07   | 1.71            |
| Bank 7 | 13.22  | 1.91   | 0.05   | 11.49  | 0.71   | 0.43   | 0.34   | 69.11  | 1.15   | 0.24    | 0.44    | 0.44    | 0.28    | 0.19   | 2.21            |
| Bank 9 | 13.23  | 2.36   | 1.13   | 5.48   | 0.08   | 7.21   | 6.27   | 0.21   | 62.14  | 0.18    | 0.19    | 0.38    | 0.4     | 0.73   | 2.7             |
| Bank 10| 1.08   | 1.18   | 0.36   | 0.75   | 0.98   | 0.38   | 0.64   | 1.55   | 0.44   | 92.02   | 0.03    | 0.26    | 0.11    | 0.21   | 0.57            |
| Bank 11| 2.6    | 1.16   | 7.41   | 3.08   | 1.57   | 1.03   | 0.98   | 0.24   | 0.84   | 0.68    | 78.69   | 0.64    | 0.58    | 0.49   | 1.52            |
| Bank 12| 8.8    | 0.55   | 0.98   | 0.52   | 0.84   | 0.37   | 0.74   | 0.14   | 0.15   | 1.65    | 6.15    | 73.57   | 2.16    | 3.36   | 1.89            |
| Bank 13| 4.23   | 2.37   | 9.41   | 0.1    | 1.17   | 0.53   | 0.41   | 0.27   | 0.49   | 1.58    | 9.79    | 0.18    | 68.89   | 0.56   | 2.22            |
| Bank 14| 1.69   | 1.54   | 13.51  | 1.75   | 0.89   | 4.12   | 1.12   | 0.48   | 0.75   | 1.37    | 1.5     | 0.37    | 3.35    | 67.57 | 2.32            |

| TO SPILLOVERS | 5.89 | 2.76 | 2.71 | 2.25 | 0.78 | 1.84 | 1.56 | 0.54 | 1.13 | 0.86 | 1.59 | 0.45 | 0.79 | 0.75 | 23.89 |
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Table 4.
Spillover Table of the Conventional System in the Third Period

| FROM SPILLOVERS | Bank 0 | Bank 1 | Bank 2 | Bank 3 | Bank 4 | Bank 5 | Bank 6 | Bank 7 | Bank 8 | Bank 9 | Bank 10 | Bank 11 | Bank 12 | Bank 13 | Bank 14 |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|--------|--------|--------|--------|
| Bank 0          | 87.53 | 0.17  | 0.19  | 0.76  | 0.67  | 0.26  | 1.55  | 5.52  | 1.64  | 0.9    | 0.21   | 0.49   | 0.11   | 0.96   |
| Bank 1          | 4.61  | 83.62 | 0.44  | 2.34  | 3.8   | 2.3   | 0.09  | 0.74  | 0.68  | 0.02   | 0.35   | 0.29   | 0.71   | 1.26   |
| Bank 2          | 3.64  | 0.39  | 91.36 | 0.3   | 0.44  | 0.39  | 0.31  | 0.8   | 0.38  | 1.53   | 0.04   | 0.35   | 0.05   | 0.66   |
| Bank 3          | 22.5  | 0.06  | 0.45  | 69.47 | 0.02  | 0.76  | 1.48  | 0.89  | 1.15  | 0.7    | 1.99   | 0.02   | 0.52   | 2.35   |
| Bank 4          | 4.45  | 7.68  | 1.01  | 3.5   | 68.06 | 7.62  | 0.94  | 3.24  | 1.52  | 0.15   | 0.25   | 1.47   | 2.46   |
| Bank 5          | 0.31  | 5.86  | 2.51  | 1.23  | 7.34  | 76.63 | 0.18  | 0.37  | 0.43  | 0.73   | 1.03   | 1.25   | 2.14   | 1.8    |
| Bank 6          | 13.15 | 1.93  | 0.04  | 11.57 | 0.39  | 0.35  | 69.8  | 1.15  | 0.26  | 0.47   | 0.42   | 0.27   | 0.2    | 2.32   |
| Bank 7          | 13.21 | 2.31  | 1.12  | 5.51  | 7.06  | 6.34  | 0.2   | 62.39 | 0.18  | 0.19   | 0.39   | 0.38   | 0.73   | 2.89   |
| Bank 8          | 1.04  | 1.03  | 0.47  | 0.8   | 0.5   | 0.64  | 1.41  | 0.51  | 93    | 0.06   | 0.18   | 0.2    | 0.17   | 0.54   |
| Bank 9          | 2.82  | 1     | 7.47  | 2.88  | 0.95  | 1.2   | 0.23  | 0.87  | 0.7   | 80.29  | 0.65   | 0.44   | 0.51   | 1.52   |
| Bank 10         | 8.86  | 0.47  | 1.02  | 0.54  | 0.46  | 0.8   | 0.16  | 0.16  | 1.64  | 6.34   | 73.91  | 2.21   | 3.42   | 2.01   |
| Bank 11         | 4.46  | 2.28  | 9.82  | 0.1   | 0.66  | 0.46  | 0.37  | 0.44  | 1.45  | 10.18  | 0.22   | 68.99  | 0.57   | 2.39   |
| Bank 12         | 1.71  | 1.43  | 13.87 | 1.71  | 4.31  | 1.16  | 0.4   | 0.8   | 1.55  | 1.5    | 0.4    | 3.4    | 67.77  | 2.48   |
| Bank 13         | 6.21  | 1.89  | 2.95  | 2.4   | 2.05  | 1.71  | 0.56  | 1.19  | 0.89  | 1.75   | 0.46   | 0.74   | 0.81   | 23.63  |
### Table 5.
**Spillover Table of the Conventional System in the Fourth Period**

| TO SPILLOVERS | FROM SPILLOVERS |
|---------------|-----------------|
| Bank 0        | 87.33 0.85 0.55 1.13 0.32 0.36 0.25 0.47 0.74 2.44 0.44 0.07 1.45 0.82 2.77 0.84 |
| Bank 1        | 11.93 75.99 0.77 0.91 1.26 0.1 0.98 0.31 0.48 1.6 0.72 0.19 3.29 0.17 1.28 1.6 |
| Bank 2        | 6.62 4.84 73.45 0.24 0.49 0.7 0.88 6.64 1.17 2.53 0.1 0.14 0.79 0.39 2.05 1.77 |
| Bank 3        | 4.75 3.15 0.3 82.21 0.32 0.46 0.92 0.1 1.15 0.46 0.53 0.23 3.03 0.06 2.33 1.19 |
| Bank 4        | 4.57 2.55 4.39 4.12 71.46 0.26 1.8 3.69 0.58 4.84 0.4 0.69 0.23 0.23 0.21 1.9 |
| Bank 5        | 5.58 3.86 0.9 6.31 0.72 71.15 0.7 0.32 0.74 2.59 0.43 0.33 3.59 0.13 2.66 1.92 |
| Bank 6        | 23.16 1.2 4.69 1.75 2.04 0.9 49.18 4.38 1.64 1.36 5.97 1.81 1.56 0.13 0.23 3.39 |
| Bank 7        | 18.14 1.51 14.38 0.92 0.35 0.23 4.05 51.28 0.24 5.77 0.51 0.07 0.11 0.93 1.51 3.25 |
| Bank 8        | 3.26 5.18 4.48 2.33 3.75 0.13 9.1 3.7 65.18 0.95 0.58 0.55 0.39 0.1 0.3 2.32 |
| Bank 9        | 11.42 1.81 5.88 0.51 7.77 2.33 12.8 13.83 0.65 38.82 0.82 1.19 0.81 0.44 0.92 4.08 |
| Bank 10       | 0.23 1.09 0.12 0.99 0.62 0.7 5.23 0.33 0.77 0.55 86.35 0.42 2.11 0.06 0.43 0.91 |
| Bank 11       | 1.63 2.28 1.16 0.14 0.1 0.1 4.46 1.72 0.98 0.08 9.85 74.96 1.58 0.5 0.46 1.67 |
| Bank 12       | 3.54 3.84 2.05 1.49 0.38 0.68 0.46 1.75 1.59 1.49 1.19 0.34 66.47 1.17 13.57 2.24 |
| Bank 13       | 0.82 1.15 0.15 0.38 0.26 0.33 1.77 0.58 0.27 1.29 2.57 7.75 2.95 78.75 0.98 1.42 |
| Bank 14       | 1.86 2.39 1.26 0.3 0.08 1.26 1.1 0.31 0.43 2.82 4.23 0.52 12.23 5.02 66.2 2.25 |
| TO SPILLOVERS | 6.43 2.38 2.74 1.43 1.23 0.57 2.97 2.54 0.76 1.92 1.89 0.95 2.27 0.68 1.98 30.75 |

### Table 6.
**Spillover Table of the Dual System in the First Period**

| TO SPILLOVERS | FROM SPILLOVERS |
|---------------|-----------------|
| Bank 0        | 87.33 0.85 0.55 1.13 0.32 0.36 0.25 0.47 0.74 2.44 0.44 0.07 1.45 0.82 2.77 0.84 |
| Bank 1        | 11.93 75.99 0.77 0.91 1.26 0.1 0.98 0.31 0.48 1.6 0.72 0.19 3.29 0.17 1.28 1.6 |
| Bank 2        | 6.62 4.84 73.45 0.24 0.49 0.7 0.88 6.64 1.17 2.53 0.1 0.14 0.79 0.39 2.05 1.77 |
| Bank 3        | 4.75 3.15 0.3 82.21 0.32 0.46 0.92 0.1 1.15 0.46 0.53 0.23 3.03 0.06 2.33 1.19 |
| Bank 4        | 4.57 2.55 4.39 4.12 71.46 0.26 1.8 3.69 0.58 4.84 0.4 0.69 0.23 0.23 0.21 1.9 |
| Bank 5        | 5.58 3.86 0.9 6.31 0.72 71.15 0.7 0.32 0.74 2.59 0.43 0.33 3.59 0.13 2.66 1.92 |
| Bank 6        | 23.16 1.2 4.69 1.75 2.04 0.9 49.18 4.38 1.64 1.36 5.97 1.81 1.56 0.13 0.23 3.39 |
| Bank 7        | 18.14 1.51 14.38 0.92 0.35 0.23 4.05 51.28 0.24 5.77 0.51 0.07 0.11 0.93 1.51 3.25 |
| Bank 8        | 3.26 5.18 4.48 2.33 3.75 0.13 9.1 3.7 65.18 0.95 0.58 0.55 0.39 0.1 0.3 2.32 |
| Bank 9        | 11.42 1.81 5.88 0.51 7.77 2.33 12.8 13.83 0.65 38.82 0.82 1.19 0.81 0.44 0.92 4.08 |
| Bank 10       | 0.23 1.09 0.12 0.99 0.62 0.7 5.23 0.33 0.77 0.55 86.35 0.42 2.11 0.06 0.43 0.91 |
| Bank 11       | 1.63 2.28 1.16 0.14 0.1 0.1 4.46 1.72 0.98 0.08 9.85 74.96 1.58 0.5 0.46 1.67 |
| Bank 12       | 3.54 3.84 2.05 1.49 0.38 0.68 0.46 1.75 1.59 1.49 1.19 0.34 66.47 1.17 13.57 2.24 |
| Bank 13       | 0.82 1.15 0.15 0.38 0.26 0.33 1.77 0.58 0.27 1.29 2.57 7.75 2.95 78.75 0.98 1.42 |
| Bank 14       | 1.86 2.39 1.26 0.3 0.08 1.26 1.1 0.31 0.43 2.82 4.23 0.52 12.23 5.02 66.2 2.25 |
| TO SPILLOVERS | 6.43 2.38 2.74 1.43 1.23 0.57 2.97 2.54 0.76 1.92 1.89 0.95 2.27 0.68 1.98 30.75 |
### Table 7.
Spillover Table of the Dual System in the Second Period

| FROM SPILLOVERS | Bank 0 | Bank 2 | Bank 3 | Bank 4 | Bank 5 | Bank 6 | Bank 7 | Bank 8 | Bank 9 | Bank 10 | Bank 11 | Bank 12 | Bank 13 | Bank 14 | TO SPILLOVERS |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|---------|---------|---------|---------|-------------|
| Bank 0          | 58.7  | 10.39 | 3.79  | 1.02  | 10.59 | 0.48  | 0.7   | 11.12 | 0.15  | 0.46   | 0.45    | 0.15    | 0.46    | 1.56    | 0.45        | 1.14        | 2.95        |
| Bank 2          | 10.65 | 70.72 | 1.03  | 0.67  | 7.45  | 1.17  | 0.89  | 4.55  | 0.35  | 1.27   | 0.39    | 0.49    | 0.21    | 0.18    | 1.1         | 2.09        |
| Bank 3          | 16.45 | 6     | 49.46 | 1.91  | 12.02 | 0.57  | 1.7   | 7.72  | 0.4   | 0.45   | 0.51    | 2.13    | 0.51    | 0.19    | 0.36        | 3.61        |
| Bank 4          | 21.49 | 15.84 | 2.1   | 9.25  | 3.14  | 37.61 | 3.74  | 4.66  | 0.25  | 0.28   | 0.1     | 0.26    | 0.19    | 0.44    | 5.73        | 4.25        |
| Bank 5          | 21.56 | 17.42 | 2.38  | 28.81 | 1.57  | 1.95  | 19.78 | 4.21  | 0.59  | 0.72   | 0.31    | 0.16    | 0.14    | 4.25    | 5.73        | 4.16        |
| Bank 6          | 9.47  | 6.09  | 0.33  | 1.26  | 13.38 | 24.32 | 1.88  | 40.57 | 0.64  | 1.41   | 0.12    | 0.23    | 0.16    | 0.14    | 4.25        | 1.94        |
| Bank 7          | 15.1  | 2.87  | 8.39  | 1.24  | 7.91  | 5.11  | 2.52  | 11.38 | 41.83 | 0.13   | 0.34    | 1.55    | 1.54    | 0.08    | 1.94        | 4.25        |
| Bank 8          | 1.06  | 0.82  | 0.88  | 0.54  | 3.85  | 5.92  | 0.7   | 9.65  | 0.04  | 72.78  | 0.22    | 1.32    | 1.93    | 0.28    | 1.94        | 26.73       |
| Bank 9          | 1.05  | 0.72  | 0.43  | 0.23  | 2.04  | 0.38  | 0.4   | 1.2   | 0.13  | 0.07   | 91.66   | 0.9     | 0.49    | 0.29    | 0.6         | 3.97        |
| Bank 10         | 3.27  | 3.32  | 1.67  | 2.95  | 8.03  | 0.28  | 1.63  | 3.36  | 0.76  | 0.95   | 2.1     | 44.48   | 0.46    | 26.73   | 3.97        | 2.72        |
| Bank 11         | 0.73  | 2.42  | 0.49  | 0.26  | 1.48  | 2.56  | 0.17  | 1.14  | 0.12  | 11.55  | 14.96   | 2.05    | 61.98   | 0.08    | 2.72        | 26.73       |
| Bank 12         | 6.91  | 3.68  | 2.49  | 5.24  | 10.69 | 0.28  | 2.89  | 5.1   | 0.65  | 1.07   | 0.95    | 9.88    | 0.81    | 49.37   | 3.62        | 2.72        |
| Bank 13         | 9.15  | 7.65  | 1.93  | 4.29  | 5.91  | 3.21  | 2.04  | 4.95  | 0.38  | 1.4    | 1.52    | 1.58    | 0.68    | 2.08    | 46.76       |             |
| Bank 14         |       |       |       |       |       |       |       |       |       |        |         |         |         |         |             |             |             |
### Table 8.
Spillover Table of the Dual System in the Third Period

| Bank 0 | Bank 2 | Bank 3 | Bank 4 | Bank 6 | Bank 7 | Bank 8 | Bank 9 | Bank 10 | Bank 11 | Bank 12 | Bank 13 | Bank 14 | FROM SPILLOVERS |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|-----------------|
| Bank 0 | 84.49  | 2.64   | 2.38   | 1.35   | 0.3    | 2.41   | 0.23   | 1.18   | 0.09   | 1.53   | 0.1    | 0.81   | 1.19             |
| Bank 2 | 1.59   | 71.7   | 0.21   | 12.46  | 1.39   | 1.22   | 1.74   | 1.76   | 0.36   | 0.35   | 4.47   | 0.18   | 2.58             |
| Bank 3 | 15.45  | 5.19   | 67.68  | 2.55   | 1.68   | 0.52   | 0.6    | 0.49   | 1.1    | 0.42   | 3.11   | 0.22   | 1.01             |
| Bank 4 | 4.35   | 2.51   | 0.39   | 76.2   | 1.32   | 1.75   | 1.42   | 0.29   | 0.99   | 0.49   | 5.7    | 0.2    | 4.39             |
| Bank 5 | 4.35   | 19.05  | 1.13   | 6.3    | 59.13  | 0.33   | 3.52   | 0.71   | 0.48   | 0.07   | 4.05   | 0.05   | 1.12             |
| Bank 6 | 27.43  | 1.77   | 1.01   | 5.42   | 3.25   | 54.05  | 0.91   | 0.77   | 0.74   | 0.23   | 3.12   | 0.08   | 1.23             |
| Bank 7 | 9.83   | 5.31   | 2.13   | 10.83  | 3.96   | 1.43   | 63.04  | 0.9    | 0.74   | 0.43   | 1.4    | 0.09   | 0.91             |
| Bank 8 | 4.19   | 3.29   | 1.64   | 2.34   | 4.12   | 8      | 5.5    | 67.31  | 0.43   | 0.34   | 1.92   | 0.03   | 0.6              |
| Bank 9 | 0.75   | 1.38   | 0.45   | 1.36   | 0.43   | 0.39   | 0.35   | 0.41   | 92.06  | 0.25   | 1.34   | 0.54   | 0.3              |
| Bank 10| 0.38   | 0.58   | 0.08   | 1.4    | 0.59   | 0.39   | 0.1    | 0.36   | 1.39   | 92.78  | 0.94   | 0.47   | 0.54             |
| Bank 11| 2.87   | 3.5    | 0.37   | 14.08  | 3.27   | 1.17   | 1.15   | 0.74   | 2.46   | 0.68   | 54.97  | 1.25   | 13.75            |
| Bank 12| 0.24   | 0.59   | 0.42   | 0.36   | 0.08   | 0.4    | 0.35   | 0.13   | 7.61   | 0.28   | 88.2   | 0.28   | 0.86             |
| Bank 13| 0.86   | 1.2    | 0.35   | 6.15   | 0.81   | 0.52   | 0.29   | 0.26   | 5.39   | 1.65   | 11.24  | 0.85   | 70.45            |
| Bank 14| 5.58   | 3.62   | 0.82   | 5.03   | 1.66   | 1.26   | 1.41   | 0.54   | 1.73   | 0.39   | 3.02   | 0.31   | 2.12             |
| TO SPILLOVERS | 5.58 | 3.62 | 0.82 | 5.03 | 1.66 | 1.26 | 1.41 | 0.54 | 1.73 | 0.39 | 3.02 | 0.31 | 2.12 | 27.49 |

### Table 9.
Net Worth/Asset Ratios for Conventional System

| % | Bank 0 | Bank 1 | Bank 2 | Bank 3 | Bank 4 | Bank 5 | Bank 6 | Bank 7 | Bank 8 | Bank 9 | Bank 10 | Bank 11 | Bank 12 | Bank 13 | Bank 14 | Average |
|---|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|
| Initially | 11.10 | 18.60 | 11.43 | 24.29 | 18.92 | 11.43 | 24.29 | 15.54 | 19.69 | 18.92 | 25.00 | 14.74 | 16.38 | 27.58 | 18.09 | 18.40 |
| End of 1st period | 10.81 | 18.98 | 9.01 | 29.92 | 16.00 | 9.33 | 32.34 | 13.98 | 12.58 | 15.23 | 30.47 | 11.24 | 13.17 | 30.95 | 16.36 | 18.02 |
| End of 2nd period | 10.01 | 19.66 | 10.03 | 22.86 | 12.99 | 7.77 | 29.52 | 12.05 | - | 16.80 | 25.18 | 9.02 | 9.05 | 20.52 | 13.69 | 15.65 |
| End of 3rd period | 7.59 | 15.38 | 8.03 | 22.74 | - | 7.95 | 28.16 | 11.85 | - | 9.35 | 18.33 | 13.54 | 8.16 | 27.88 | 18.44 | 15.26 |

### Table 10.
Net Worth/Asset Ratios for Dual System

| % | Bank 0 | Bank 1 | Bank 2 | Bank 3 | Bank 4 | Bank 5 | Bank 6 | Bank 7 | Bank 8 | Bank 9 | Bank 10 | Bank 11 | Bank 12 | Bank 13 | Bank 14 | Average Conventional | Average Islamic | Average for All |
|---|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|-----------------------|-----------------|-----------------|
| Initially | 22.15 | 24.29 | 18.95 | 24.29 | 18.92 | 18.95 | 36.75 | 18.92 | 15.94 | 30.60 | 34.45 | 21.81 | 18.18 | 21.81 | 18.18 | 22.98 | 22.89 | 22.95 |
| End of 1st period | 20.91 | 27.99 | 17.95 | 27.78 | 20.95 | 18.67 | 35.84 | 19.66 | 20.33 | 29.19 | 30.87 | 21.55 | 15.41 | 22.37 | 17.68 | 23.93 | 21.58 | 23.14 |
| End of 2nd period | 20.65 | - | 16.71 | 22.01 | 14.63 | 15.57 | 26.65 | 17.15 | 15.54 | 28.74 | 27.24 | 13.22 | 11.24 | 15.14 | 12.05 | 19.74 | 15.78 | 18.33 |
| End of 3rd period | 21.09 | - | 14.61 | 21.35 | 10.61 | - | 18.58 | 15.47 | 11.15 | 18.54 | 29.01 | 10.12 | 9.92 | 11.35 | 9.52 | 16.43 | 13.99 | 15.49 |