Crossed Andreev reflection in topological insulator nanowire T-junctions
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We numerically study crossed Andreev reflection (CAR) in a topological insulator nanowire T-junction where one lead is proximitized by a superconductor. We perform realistic simulations based on the 3D BHZ model and compare the results with those from an effective 2D surface model, whose computational cost is much lower. Both approaches show that CAR should be clearly observable in a wide parameter range, including perfect CAR in a somewhat more restricted range. Furthermore, it can be controlled by a magnetic field and is robust to disorder. Our effective 2D implementation allows to model systems of micron size, typical of experimental setups, but computationally too heavy for 3D models.

I. INTRODUCTION

The combination of superconductors (S) with materials in the normal (N) conducting state led to the discovery of many interesting physical effects \cite{1}, a notable one being Andreev reflection (AR) \cite{2}. In this process an incoming electron from the N-contact is reflected as a hole by forming a Cooper pair in the superconductor. In the presence of a second N-contact, the outgoing hole can either leave through the same normal lead as the incoming electron, or through the other and spatially separated one. The second process is called crossed Andreev reflection (CAR) and amounts to the formation of a Cooper pair from two electrons from different leads. CAR is particularly interesting because of its non-local character. In fact, non-locality can be exploited to generate entanglement via CAR’s reciprocal process, \textit{i.e.} the “splitting” of a Cooper pair into two entangled electrons leaving the system through different contacts. A Cooper pair splitter is a three-terminal setup with one superconducting and two normal contacts, has been investigated both theoretically (e.g. Refs. \cite{3–6}) and experimentally (e.g. Refs. \cite{7, 8}). However, CAR generally competes with normal electronic transmission (T), where an electron is directly transferred from one normal lead to the other, bypassing the superconducting contact. Indeed, T usually dominates CAR. The dominating process can be identified with the nonlocal conductance, to which T and CAR contribute with opposite signs.

Topological insulators (TIs) exhibit a number of peculiar transport properties, \textit{e.g.} surface or edge transport robust to disorder \cite{9}, helical edge modes in 2D TIs, \cite{10} topological superconductivity and Majorana modes when proximitized by a superconductor \cite{11}. Despite being forbidden in 2D TIs due to the helical nature of the (edge) transport channels \cite{12}, signs of CAR were reported in the presence of magnetic ordering \cite{13}, couplings between the edges \cite{14, 15}, odd-frequency triplet superconductivity \cite{16, 17}, or when the system is arranged in a bipolar setup \cite{18–20}.

In this paper we propose a Cooper pair splitter setup based on a 3D TI T-junction, whose third lead is a normal-superconductor (NS) junction, see Fig. 1. In a simpler 2-terminal geometry, \textit{i.e.} a straight 3D TI nanowire, the NS contact allows switching between (local) Andreev reflection (AR) and electron reflection (R) by tuning a coaxial magnetic field \cite{21}. Once embedded in our setup, the same NS contact allows nonlocal switching between T and CAR by tuning \(\vec{B} ||\), which plays the role of the coaxial field of the 2-terminal configuration. Furthermore, we will see that CAR is expected for a wide parameter range, suggesting the feasibility of our device with current technology.

The paper is straightforwardly organized: In Sec. II we describe the T-junction device and its working principles; Sec. III introduces the model and the numerical methods we base our simulations on, while Sec. IV discusses the numerical results. We conclude with a brief summary in Sec. V. Certain technicalities can be found in the Appendices.
II. T-JUNCTION DEVICE

A. Previous work: NS junction

It is useful to start by recalling the main magneto-transport characteristics of the basic NS junction.

In 3D TI nanowires, a intrinsic Berry phase of $\pi$ leads to a gapped spectrum [9, 22, 23]. When a magnetic field $B_{\parallel}$ coaxial with the wire is switched on, the Berry phase competes with the resulting Aharonov-Bohm one, i.e. with the flux \( \phi \) through the nanowire cross-section. The latter tunes the spectrum and makes it gapless for half-integer value of the flux. Topological and trivial regimes can be distinguished by the 2-terminal conductance of a single NS junction \[21\]. The two regimes remain discernible when a strong perpendicular magnetic field \( B_{\perp} \) is applied to the normal half of the system, provided it is screened on the superconducting side. Then, Landau levels and chiral edge states emerge \[26–29\]. In the single-mode regime, there is only one incoming channel on the one edge and one outgoing channel on the other edge. Incoming electrons are either perfectly reflected in the trivial regime (leading to a NS conductance of 0) or perfectly Andreev reflected in the topological regime (such that the NS conductance is $2e^2/h$). This effect arises from the flux \( \phi = \phi_0/2 \) threaded through the superconducting lead, introducing a vortex at the NS-interface \[25\]. The vortex modifies Andreev reflection \[21\], by determining the matching angular momenta of electron and hole modes in the single-mode regime. In this regime a robust Andreev reflection signature can be obtained, which in turn can be used for a robust CAR process.

B. Mechanics of the T-junction

Incoming and outgoing quasiparticles are spatially separated, travelling along chiral edge states on opposite sides of the wire. To split them into separate leads, another nanowire is attached to get the T-shaped device shown in Fig. 1. In our case wires have a rectangular cross section, so that, strictly speaking, the edge states are actually side surface states. The magnetic field $B_{\parallel}$ is perpendicular to the full T-junction structure, which is then as a whole in the quantum Hall regime, with Landau levels on the top and bottom T-shaped surfaces. The incoming and outgoing channels at the NS interface thus spatially separate, running into/coming from different normal leads. This way AR turns into CAR. The parallel magnetic field $B_{\parallel}$ now controls not only the AR at the NS interface, but also the CAR of the entire device: For $\phi = 0$, we expect normal reflection at the NS interface and electron transmission (T) in the entire device, while for $\phi = \phi_0/2$ Andreev reflection and crossed Andreev reflection, respectively.

Note that $B_{\parallel}$ should not be strong enough to push the side T-junction surfaces into the quantum Hall regime. This condition is easily met in practice, as the height of typical nanowires is considerably smaller than their width. (c.f. Ref. \[30\], for example).

III. METHODS

A. Surface model

Due to the bulk being insulating, the system can be modeled by describing the surface states with a 2D Dirac Hamiltonian \[9, 22, 29, 30\]. We use an approach similar to Ref. \[29\] which can be applied to arbitrarily shaped devices. The Hamiltonian of a surface with normal vector \( \vec{n} \) reads

$$H_\vec{n} = \hbar v_F (\vec{\sigma} \times \vec{k}) \cdot \vec{n} - \mu$$

with $\vec{\sigma}$ the vector of Pauli matrices and $\mu$ the chemical potential. The wave functions of the different surfaces have to be matched at the edges, $\psi_1 = U \psi_2$, where $U$ is the appropriate spin rotation \[31\]. For the Fermi velocity, we use $\hbar v_F = 0.41$ eV nm for Bi$_2$Se$_3$ \[32\], and $\hbar v_F = 0.33$ eV nm for HgTe \[30\]. Superconductivity is modelled using the Bogoliubov-de Gennes formalism (see sec. III C). The magnetic field is described by the vector potential

$$\vec{A} = \vec{A}_\parallel + \vec{A}_\perp = \begin{pmatrix} 0 \\ -B_{\parallel} z/2 \\ B_{\parallel} y/2 \end{pmatrix} + \begin{pmatrix} 0 \\ -B_{\perp} x \\ 0 \end{pmatrix}.$$  \[2\]

The origin of the coordinate system is located at the NS interface in the center of the nanowire.

For the numerical simulations, we discretize the Hamiltonian to get a tight-binding model. To deal with fermion doubling \[33–35\], we add the quadratic term $(\vec{k}^2 - (\vec{\epsilon} \cdot \vec{n})^2) \vec{\sigma} \cdot \vec{n}$ to the Hamiltonian $H_\vec{n}$ of Eq. 1. The matching conditions $U$ between the surfaces also enter the edge hoppings as can be seen in App. A. The magnetic field is introduced via Peierls substitution \[36\] (see App. B).

From the tight-binding model, we calculate the scattering matrix and transmission coefficients at zero energy using KWANT \[37–39\]. The conductances are given by \[40\]

$$G_{ba} = \frac{\hbar}{e^2} \frac{\partial I_b}{\partial V_a} (V_a = 0),$$  \[3\]

$$G_{aa} = \frac{e^2}{\hbar} \left( N_a + T_{aa}^\text{AR} - T_{aa}^\text{R} \right),$$  \[4\]

$$G_{ba} = \frac{e^2}{\hbar} \left( T_{ba}^\text{CAR} - T_{ba}^\text{R} \right), \text{ for } a \neq b,$$  \[5\]

where $I_b$ is the current from lead $b$ into the scattering region, $N_a$ is the number of modes in lead $a$, and $T_{aa}^\text{R}$, $T_{ba}^\text{CAR}$.
TABLE I. Hamiltonian parameters for Bi$_2$Se$_3$.

| Parameter | Value |
|-----------|-------|
| $M$ | 0.28 eV |
| $A_1$ | 2.2 eV Å$^2$ |
| $C$ | −0.0068 eV |
| $A_2$ | 4.1 eV Å$^2$ |
| $B_1$ | 10 eV Å$^2$ |
| $D_1$ | 1.3 eV Å$^2$ |
| $B_2$ | 56.6 eV Å$^2$ |
| $D_2$ | 19.6 eV Å$^2$ |

$T^R$, $T^S$, and $T^C$ are the transmission coefficients of the electron reflection R (an electron from lead a is reflected as electron), the Andreev reflection AR (an electron from lead a is reflected as hole), the electron transmission T (an electron from lead a is transmitted to lead b as electron), and the crossed Andreev reflection CAR (an electron from lead a is transmitted to lead b as hole).

B. 3D BHZ Model

For our full 3D simulations we use the 3D BHZ Hamiltonian [32, 41] in the basis \( \{ |p1^+\uparrow\rangle, |p2^+\uparrow\rangle, |p1^+\downarrow\rangle, |p2^+\downarrow\rangle \} \), that is

\[
H^{3D} = \begin{pmatrix}
\epsilon(\vec{k}) - \mu & 1 & 0 & A_2 \k_z
\\
1 & A_1 \k_z & 0 & A_2 \k_z
\\
0 & A_2 \k_z & -M(\vec{k}) & 0
\\
A_2 \k_z & 0 & -A_1 \k_z & -M(\vec{k})
\end{pmatrix}.
\]

(6)

Here

\[
\epsilon(\vec{k}) = C + D_1 \k_z^2 + D_2 (\k_x^2 + \k_y^2),
\]

(7)

\[
M(\vec{k}) = M - B_1 \k_z^2 - B_2 (\k_x^2 + \k_y^2),
\]

(8)

\[
k_{\pm} = k_x \pm ik_y.
\]

(9)

We use Bi$_2$Se$_3$ parameters, see Table I. Analogously to the 2D case the Hamiltonian is discretized, turning it into tight-binding form for implementation in KWANT. The cubic lattice has grid spacing $a = 1$ nm, and the magnetic fields enters as before via Peierls substitution [36]. In the 3D model it is important for the axial magnetic field $B_\parallel$ to take into account the finite extension of the surface states into the bulk. This is of relevance, as we want to have a flux of $\phi = \phi_0/2$ penetrating the NS-interface. The penetration depth of the surface states defines an effective cross section area and therefore it is necessary to rescule the field strength [42]. In App. B the modified hoppings are given for the vector potential defined in Eq. (2). The orbital effect of the axial magnetic field is also considered inside the superconducting lead. The actual form of the vector potential becomes important in the case of superconducting systems, as it enters the gauge invariant phase difference and determines the supercurrent density in the system [43]. In this work we adopt the choice of [44] and fixed the gauge to Eq. (2).

C. Superconductivity

Superconductivity is modelled by the Bogoliubov-de Gennes (BdG) Hamiltonian $H = \frac{1}{2} \Psi^\dagger H \Psi$ with

\[
\hat{H} = \begin{pmatrix}
H & \Delta(\vec{r}) \\
\Delta^*(\vec{r}) & -T^{-1} H_T
\end{pmatrix}
\]

(10)

where $H$ is either the effective 2D Hamiltonian from Eq. (1) or the full 3D Hamiltonian from Eq. (6). The parameter $\Delta$ is the superconducting pairing potential, which depends on the spatial coordinate $\vec{r}$ and a complex phase $\chi$. The pairing potential is defined as

\[
\Delta(\vec{r}) = \Delta(r) \exp(i\chi(y,z))
\]

(11)

where

\[
\Delta(r) = \begin{cases}
\Delta_0, & x < d_{sc} \\
0, & x > d_{sc}
\end{cases}
\]

(12)

with $\Delta_0 = 0.25$ meV [21].

Due to the fact that we are also considering the orbital effect of the axial magnetic field in the superconducting contact, the phase of the pairing potential will depend on the applied field strength and the spatial coordinates. Recall that a flux $\phi = \phi_0/2$ penetrating the superconducting wire cross-section is expected to introduce a vortex at the NS-interface. The vortex in our system is defined as

\[
\chi(y,z) = \begin{cases}
2\phi_0 \arctan\left(\frac{z}{y}\right), & \arctan\left(\frac{z}{y}\right) > 0 \\
2\pi + \arctan\left(\frac{z}{y}\right), & \arctan\left(\frac{z}{y}\right) < 0
\end{cases}
\]

with $|x|$ being the floor function. For simplicity, and as we only consider surface states, we neglect the decrease of the pairing potential amplitude into the bulk due to the vortex.

IV. RESULTS

A. Occurrence of CAR

First, we simulate a Bi$_2$Se$_3$ T-junction with wires of width $w = 50$ nm, height $h = 10$ nm; $d_{sc} = 1$ nm and $a_0 = 20$ nm (see Fig. 1). These or larger dimensions are experimentally realizable [45]. We use $B_\perp = 20$ T such that the wires are in the quantum Hall regime (see Fig. 2). Wires with larger diameters allow for smaller magnetic fields $B_\perp$ (see below) but are computationally more demanding. Nevertheless, the transport signatures should not change qualitatively for larger systems.

The sign of $B_\perp$ is chosen such that modes incoming from the left lead hit the NS interface, whereas those from the right lead stay on the back side of the device, and thus never reach the NS junction. Since we focus
FIG. 2. Bandstructure of a TI nanowire of width \( w = 50 \) nm and height \( h = 10 \) nm in a perpendicular magnetic field \( B_\perp = 20 \) T calculated for the 3D BHZ model. The asymmetry with respect to the zeroth Landau level stems from the anisotropy in the \( \text{Bi}_2\text{Se}_3 \) crystal structure. The green shaded region corresponds to the energy range for our numerical transport calculations. This energy range corresponds to a peak in the transmission coefficients shown in Fig. 3. Inset: Zoom into the edge of the first Landau level.

on CAR, we restrict to incoming electrons from the left lead.

Without axial magnetic field (\( B_\parallel = 0 \)), there is perfect electron transmission and no CAR for \( \mu < 118 \) meV as can be seen in Fig. 3(a). At \( \mu \approx 118 \) meV, an additional counter-propagating mode appears [28], coming from the small side minima of the Landau levels seen in Fig. 2. Therefore, reflection processes (R and AR) become possible. At \( \mu \approx 135 \) meV, the first Landau level is crossed. The transmission peak and higher number of overall modes at \( \mu \approx 135 \) meV are due to the Landau levels not being perfectly flat. The 3D model anisotropy causes a small distortion of the Landau level dispersion in the \( k \)-region just before the strong side upward bending: the dispersion is slightly s-shaped – see inset of Fig. 2 – resulting in a small energy range with 5 modes rather than 3. This signature is absent in the 2D model, as the latter is isotropic. For larger values of \( \mu \), only T and CAR are possible.

Next, we use an axial magnetic field of \( B_\parallel = 4.6 \) T to induce a flux \( \phi \approx \phi_0/2 \) through the NS interface inducing a vortex (see Sec. III C). The transmission coefficients are shown in Fig. 3(c). The single mode regime now exhibits perfect CAR in the energy range \( \mu < 118 \) meV. Reflection processes appear as before only for \( 118 \) meV < \( \mu < 135 \) meV due to counter-propagating modes. CAR persists at higher energies, but T becomes dominant in that range. The switching of T and CAR around \( \mu \approx 138 \) meV is a numerical issue. It appears because of an artificial mode mismatch at the NS interface between the superconducting lead, which hosts a vortex when \( \phi = \phi_0/2 \), and the nanowire surface states. The flux enclosed by the latter is not exactly \( \phi_0/2 \), as the states extend a few sites into the 3D bulk. The closer the value approaches the nominal \( \phi_0/2 \) in the superconducting lead, the smaller the numerical glitch.

Figure 4 shows the non-local conductances for the same system. For \( \phi \approx \phi_0/2 \), the conductance is quantized and positive, meaning that a voltage bias at the left lead drives a current into the device and out to the right lead. The edge states for higher energies allow the conductance to become negative again. For the applied perpendicular magnetic field strength it is more likely for those states to experience normal reflection at the NS interface. Therefore, the relative importance of CAR in the conductance drops.

The surface model results, Fig. 3(b,d), are in good agreement with those from the 3D BHZ model. Note that there is a shift in the energy domain since the surface model does not account for the offset of the BHZ Hamiltonian.

Similar results are obtained for HgTe nanowires, see Fig. 5. The simulations are performed for wires of width \( w = 160 \) nm, and height \( h = 70 \) nm, corresponding to the recent experimental sample sizes [30]. In this system a perpendicular field \( B_\perp = 1 \) T is enough to drive the system into the quantum Hall regime, since the corresponding magnetic length \( l_B = \sqrt{\hbar/eB_\perp} \approx 26 \) nm < \( w \).

B. Weak perpendicular magnetic field

Experimentally it can be quite challenging to tune the system close to the Dirac point and to access the single mode regime. For a clear and robust CAR signature it is desirable to operate the device in this energy range. The requirement is however not necessary, as CAR signatures can be obtained also in other parameter regimes.

We show this by calculating a 2D density plot of the non-local conductance as a function of the chemical potential \( \mu \) and of the perpendicular magnetic field \( B_\perp \). In Fig. 6 red regions correspond to a positive conductance \( G_{21} \), i.e. a clear signature that CAR dominates over normal electron transmission. For this calculation the T-junction size was reduced to decrease computational costs. Below we will revert to the larger system of Sec. IV A, and show that the obtained results also apply for wider nanowires. The nanowire width and height are respectively \( w = 24 \) nm and \( h = 10 \) nm. The parallel magnetic field was adjusted to give almost exactly a flux \( \phi = \phi_0/2 \) through the NS-interface with \( B_\parallel = 9.58 \) T in Fig. 6(a), while in Fig. 6(b) no axial magnetic field was used. The field component parallel to the superconducting lead clearly enhances the CAR signature in a broad parameter range. Nevertheless, even without a vortex at the NS-interface, a CAR signature is present in the lower field range over a wide \( \mu \) interval. For larger systems similar behavior will take place at lower scales of \( B_\perp \) and
Having established that CAR dominates in a fairly large parameter range, let us switch back to a larger system with a wire width of \( w = 50 \text{ nm} \). As opposed to Sec. IVA, where \( B_\perp = 20 \text{ T} \), we now perform a second calculation at a lower field strength of \( B_\perp = 4 \text{ T} \). Fig. 7(a) shows the band structure for this parameter set, the green shaded region marking the energy range used in transport calculations. Flat Landau levels and the corresponding chiral edge states are starting to form. The transmission coefficients for zero axial field (\( \phi = 0 \)) and \( \phi = \phi_0/2 \) are illustrated in Fig. 7 (b) and (d) respectively. In the single mode regime switching between no CAR and a robust CAR plateau takes place. However, and contrary to the strong field case of Fig. 3, a strong CAR signature survives at higher energies. This is also clearly observable in Fig. 7 (c) where the non-local conductance is depicted.

C. Disordered Systems

We test the resilience of CAR signatures to impurities/imperfections, typically present in experimental setups, by performing simulations in disordered samples. We use short-range (white noise) disorder\[46\]. The on-site disorder is chosen from standard normal distribution with amplitude \( U = K_0 \cdot 0.41 \text{ eV} \). Figure 8 shows a comparison of the simulation results between the clean and the disordered cases. In order to get rid of at least the most significant disorder configuration dependent effects we averaged over 20 disorder sets. For the nanowire di-
FIG. 4. Non-local conductance of the T-junction device from \figref{1} obtained from the 3D BHZ-model (see sec. 6) for Bi\textsubscript{2}Se\textsubscript{3} (cf. \figref{3(a,c)}).

FIG. 5. Transmission coefficients and conductances of the T-junction device (see \figref{1}) calculated with the surface model from Sec. IIIA. The parameters are chosen to match the experimental values for HgTe-nanowires from Ref. [30]: $h = 70$ nm, $w = 160$ nm, and $B_\perp = 1$ T; a vortex in the superconducting contact is present for $\phi = \phi_0/2$.

FIG. 6. Non-local conductance $G_{21}$ of a T-junction device with a nanowire width of $w = 24$ nm and a height of $h = 10$ nm as a function of the applied perpendicular magnetic field $B_\perp$ and the chemical potential $\mu$. In (a) a vortex is introduced at the NS-interface by an axial magnetic field of $B_\parallel = 9.58$ T while in (b) no axial field/vortex is present. Red regions correspond to a clear CAR signature ($T_{CAR}^{21} > T_{T}^{21}$), while blue signals stronger normal electron transmission ($T_{CAR}^{21} < T_{T}^{21}$).

V. CONCLUSION

We proposed a device that could be operated as a Cooper pair splitter based on a 3D TI T-junction with one arm in proximity with an $s$-wave superconductor. The device working principle was studied by examining the inverted process, namely crossed Andreev reflection (CAR), which is tunable by external magnetic fields of...
FIG. 7. (a) Bandstructure of a TI nanowire with a width of \( w = 50 \) nm and a height of \( h = 10 \) nm in a perpendicular magnetic field of \( B_\perp = 4 \) T calculated for the 3d BHZ model. The green shaded region corresponds again to the energy range for our numerical transport calculations. In (b) and (d) the transmission coefficients for \( B_\parallel = 0 \) and \( B_\parallel = 4.6 \) T are shown. (c) Non-local conductance calculated with eq. 5.

Moderate magnitude. Numerical simulations for experimentally relevant parameter ranges (system size, magnetic field strength, disorder) show clear CAR signatures in the transmission coefficients and the non-local conductance. Signatures can be switched on/off and are more robust in the single-mode regime, which requires stronger fields (\( \gtrsim 1 \) T) and a relatively fine tuning of the electrochemical potential near the Dirac point. However they are present and fairly disorder-resistant in a wider parameter range. The Cooper pair splitter in turn should then reliably act as a generator of entangled electron pairs. On the theory side, we also implemented a 2D effective surface model which is computationally much lighter than a full 3D simulation, and yet produces qualitatively identical transport results. The 2D model allows treatment of micron-size 3DTI devices, currently computationally too demanding.

Appendix A: Matching condition

On constructing the tight-binding Hamiltonian, we use the finite differences

\[
\partial_x \psi(x_i) \approx \frac{-i}{2a} (\psi(x_{i+1}) - \psi(x_{i-1})).
\]  

Thus, the term \( \hbar v_F k_z \sigma_y \) in the Hamiltonian yields the hoppings \( t_{i,i+1} = -i\hbar v_F \sigma_y/2a \) from \( x_i \) to \( x_{i+1} \) and \( t_{i+1,i} = i\hbar v_F \sigma_y/2a \), respectively (\( a \) being the grid spacing \( x_{i+1} - x_i \)). At the edge, one has \( \psi_1 = U \psi_2 \), so that, say,

\[
\psi_2(x_{i+1}) = U \psi_1(x_{i+1})
\]  

and

\[
\partial_x \psi_1(x_i) \approx \frac{-i}{2a} (U^\dagger \psi_2(x_{i+1}) - \psi_1(x_{i-1})).
\]
Then, the edge hoppings read $t_{i,i+1} = -i\hbar v_F\sigma_y U / 2a$ and $t_{i,i+1} = i\hbar v_F U^\dagger \sigma_y / 2a$, respectively.

As an example, consider the edge between the $\hat{z}$ and $\hat{x}$-surfaces. Then, $\psi_z = U\psi_{\hat{z}}$ on the edge where $U = \exp(-i\pi\sigma_y / 4) = (1 - i\sigma_y) / \sqrt{2}$ is the spin rotation around the $\hat{y}$-axis by $\pi/2$. Indeed, one finds

$$U H_z(k_x = k_{-\hat{z}}, k_y = k_{\hat{y}}) U^\dagger = H_{\hat{z}}.$$  

(A4)

On the $\hat{z}$-surface, the finite difference method yields the hoppings $t_{i,i+1} = -i\hbar v_F\sigma_y / 2a$ and $t_{i,i+1} = i\hbar v_F\sigma_y / 2a$ in $\hat{x}$-direction. At the edge $(x, y, z) = (x_\epsilon, y_\epsilon, z_\epsilon)$, one has

$$\psi_i = \psi_z(x_\epsilon - a, y_\epsilon, z_\epsilon)$$  

(A5)

$$\psi_{i+1} = \psi_z(x_\epsilon, y_\epsilon, z_\epsilon) = U^\dagger \psi_z(x_\epsilon, y_\epsilon, z_\epsilon)$$  

(A6)

such that $t_{i,i+1} = -i\hbar v_F\sigma_y U / 2a$ and $t_{i+1,i} = t_{i,i+1}^\dagger = i\hbar v_F U^\dagger \sigma_y / 2a$.

### Appendix B: Peierl’s substitution

For the setup to work efficiently we need magnetic field components. These can be included in the numerical implementation via Peierl’s substitution [36]

$$t_{x/y/z} = t_{x/y/z}(B = 0) \cdot \exp \left( -\frac{\hbar}{\sqrt{2}} \int A \cdot d\ell \right).$$  

(B1)

The hopping terms are then modified according to

$$t_y = t_y(\vec{B} = 0) \cdot \exp \left( \frac{2\pi}{\phi_0} \frac{B_{\parallel}}{2c} a_z + \frac{i2\pi}{\phi_0} B_{\perp} a_x \right),$$  

$$t_z = t_z(\vec{B} = 0) \cdot \exp \left( -\frac{2\pi}{\phi_0} \frac{B_z}{2c} a_y \right),$$  

$$c \approx 1 - \langle \lambda \rangle C / 2A_{cs}$$

where $C$ is the circumference of the nanowire and $A_{cs}$ is the nanowire cross section. The factor of $c$ is necessary to rescale the flux, as in the 3D model the surface states have a finite extension into the bulk [42]. The parameter $\langle \lambda \rangle$ is the mean penetration depth of the surface states. In small nanowires the penetration into the bulk will lead to an effective cross section area which is smaller than the actual wire cross section. For the surface model, $c = 1$.
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