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Abstract
Models coming from different physical applications are very large in size. Simulation with such systems is expensive so one usually obtains a reduced model (by model reduction) that replicates the input-output behaviour of the original full model. A recently proposed algorithm for model reduction of bilinear dynamical systems, Bilinear Iterative Rational Krylov Algorithm (BIRKA), does so in a locally optimal way. This algorithm requires solving very large linear systems of equations. Usually these systems are solved by direct methods (e.g., LU), which are very expensive. A better choice is iterative methods (e.g., Krylov). However, iterative methods introduce errors in linear solves because they are not exact. They solve the given linear system up to a certain tolerance. We prove that under some mild assumptions BIRKA is stable with respect to the error introduced by the inexact linear solves. We also analyze the accuracy of the reduced system obtained from using these inexact solves and support all our results by numerical experiments.
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1. Introduction

A dynamical system describes a relation between two or more measurable quantities by a set of differential equations. The system may be linear or nonlinear. A bilinear dynamical system is one such weakly nonlinear system. The system can be described both in the time domain and in the frequency domain. In the time domain, a Multiple Input Multiple Output (MIMO) bilinear dynamical system with \( m \) inputs and \( p \) outputs is represented as follows [1,2]:

\[
\zeta : \begin{cases}
\dot{x}(t) = Ax(t) + \sum_{k=1}^{m} N_k x(t)u_k(t) + Bu(t), \\
y(t) = Cx(t),
\end{cases}
\]
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where $A, N_k \in \mathbb{R}^{m \times m}$ for $k = 1, \ldots, m, B \in \mathbb{R}^{m \times n}$ and $C \in \mathbb{R}^{p \times n}$. Also, $u(t) = [u_1(t) \ldots u_m(t)]^T \in \mathbb{R}^m, y(t) : \mathbb{R} \rightarrow \mathbb{R}^p$ and $x(t) : \mathbb{R} \rightarrow \mathbb{R}^n$. It is not possible to write the transfer function of a complete bilinear dynamical system, therefore, in [2, 3] the authors represent the bilinear dynamical system in the frequency domain by a series of subsystem transfer functions, i.e.,

$$\zeta = \lim_{M \rightarrow \infty} \zeta_M,$$

where $\zeta_M = \{H_1(s_1), H_2(s_1, s_2), H_3(s_1, s_2, s_3), \ldots, H_M(s_1, s_2, \ldots, s_M)\}$ and $s_1, s_2, \ldots, s_M$ are the frequencies. The transfer function of the $k$th order subsystem is given as follows [2]:

$$H_k(s_1, s_2, \ldots, s_k) = C(s_k I_n - A)^{-1} \hat{N} \left[ I_m \otimes (s_k^{-1} I_n - A)^{-1} \right] \left( I_m \otimes \hat{N} \right) \ldots \left[ I_m \otimes \ldots \otimes I_m \otimes (s_2 I_n - A)^{-1} \right] \left( I_m \otimes \ldots \otimes I_m \otimes \hat{N} \right) \ldots \left[ I_m \otimes \ldots \otimes I_m \otimes (s_1 I_n - A)^{-1} \right] \left( I_m \otimes \ldots \otimes I_m \otimes B \right).$$

(2)

where $\hat{N} = [N_1 \ldots N_m]$; $I_n$ and $I_m$ are the identity matrices of size $n$ and $m$, respectively; and $\otimes$ denotes Kronecker product (defined later).

If in (1), the matrix $N$ is a zero matrix, then the system is a linear dynamical system. That is, a MIMO linear dynamical system is represented as

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t).
\end{align*}$$

(3)

The transfer function of the linear dynamical system in the frequency domain is defined as follows:

$$H(s) = C(sI_n - A)^{-1}B.$$  

(4)

In general, dynamical systems corresponding to real world applications are extremely large in size. Simulation and computation with such systems requires large amount of space and time. By using model reduction techniques [4], these large dynamical systems are reduced into a smaller size, which makes the simulation and computation easier. Model reduction can be done in many ways, i.e., by using balanced truncation, Hankel approximations or Krylov projection [4]. Projection methods obtain the reduced model by projecting the original full model on a lower dimensional subspace, and are quite popular. In literature, there are several techniques of projecting a dynamical system. The Petrov-Galerkin projection is one such projection technique that gives nice properties in the reduced model. Interpolation is usually used to obtain the subspaces involved in the Petrov-Galerkin projection.

Based upon the theory of Petrov-Galerkin based interpolatory model reduction, authors in [5, 10, 11] have proposed Iterative Rational Krylov Algorithm (IRKA) for model reduction of linear dynamical systems. IRKA provides the reduced model that is optimal (the kind of optimality is discussed in the next section). Similar to IRKA, authors in [1, 2, 12, 13] have proposed Bilinear Iterative Rational Krylov Algorithm (BIRKA) for model reduction of bilinear dynamical systems.

The main computational bottleneck in reducing larger models (or dynamical systems) is solving large sparse linear systems of equations. The reason for this is that typically, model reducers
use direct solvers, e.g., LU factorization to solve such linear systems of equations, which are expensive. The solution to this scaling problem is to use iterative methods, e.g., Krylov subspace methods.

Application of Krylov subspace methods for IRKA has been done [14, 15, 16]. Iterative methods are inexact, i.e., they solve linear systems of equations up to a certain stopping tolerance. Hence, it becomes important to check if the model reduction algorithm (IRKA or BIRKA) is stable with respect to these inexact solves. In other words, we need to check that small errors in linear solves do not substantially deteriorate the quality of the reduced model. For IRKA, stability analysis has been done in [17]. We do the same for BIRKA, i.e., prove that BIRKA is stable with respect to the inexact linear solves. From this work users will have more confidence in using iterative solvers for BIRKA.

In the next section (Section 2), we discuss model reduction by a Petrov-Galerkin based interpolatory model reduction framework. We discuss stability of BIRKA in Section 3. In Section 4 we analyze invertibility assumptions of all involved matrices as well as the accuracy of the reduced system obtained from a backward stable BIRKA. We support our theory with numerical experiments in Section 5, and give concluding remarks as well as future directions in Section 6.

For the rest of this paper we use the terms and notations as listed below.

a. In literature [1], the $H_2$–norm of a bilinear dynamical system is defined as

$$
\|\zeta\|_{H_2}^2 = vec(I_p)^T (C \otimes C) \left( - A \otimes I_n - I_n \otimes A - \sum_{k=1}^m N_k \otimes N_k \right)^{-1} (B \otimes B) vec(I_m),
$$

(5)

where $I_p$ is an identity matrix of size $p$. If the type of norm is not written, then in the case of functional norm it is a $H_2$–norm. In the case of matrices it is a 2-norm.

b. The Kronecker product between two matrices $P$ (of size $m \times n$), and $Q$ (of size $s \times t$) is defined as

$$
P \otimes Q = \begin{bmatrix} p_{11} Q & \cdots & p_{1n} Q \\
\vdots & \ddots & \vdots \\
\vdots & \ddots & \vdots \\
p_{m1} Q & \cdots & p_{mn} Q \end{bmatrix}.
$$

c. $vec$ operator on a matrix $P$ and order of $P \otimes Q$ is $ms \times nt$.

d. Also, $\mathbb{R}$ denotes the set of real numbers and $\mathbb{Z}$ denotes the discrete subset of real numbers.

## 2. Petrov-Galerkin Based Interpolatory Model Reduction Framework

According to the Petrov-Galerkin projection, the residual of a dynamical system obtained after projecting on a lower dimensional subspace, is made orthogonal to some other subspace defined by a test basis. Let $\eta_i$ denote the residual of this dynamical system, then according to the Petrov-Galerkin condition, $\eta_i \perp L$, where $L$ denotes any test subspace.

The subspace on which we project, and the orthogonal subspace are not known to us. We can arbitrarily pick these subspaces, but then we cannot guarantee a good input-output behaviour.
from the reduced model. For the reduced model to provide a high fidelity approximation to the input-output behaviour of the original full model, we use interpolation to obtain these subspaces. In [5], authors give an algorithm for model reduction of linear dynamical systems called IRKA (Iterative Rational Krylov Algorithm). IRKA is a Petrov-Galerkin based interpolatory model reduction algorithm. For a certain type of linear dynamical systems, IRKA locally converges to a local minimum of the underlying $H_2$--optimization problem [18]. For $H_2$--optimality discussion in the linear case we refer the reader to [5] and [18]. We discuss $H_2$--optimality in the bilinear case below.

Next, we apply Petrov-Galerkin based interpolatory model reduction to a bilinear dynamical system. This is a short summary of the original work in [1] and [2]. After reduction, the bilinear system (1) can be represented as [1]

\[ \dot{z}_r(t) = A_r z_r(t) + \sum_{k=1}^{m} N_k x_r(t) u_k(t) + B_r u(t), \]
\[ y_r(t) = C_r x_r(t), \]

where $A_r, N_k \in \mathbb{R}^{r \times r}, B_r \in \mathbb{R}^{r \times m}$ and $C_r \in \mathbb{R}^{p \times r}$ for $k = 1, \ldots, m$ with $r \ll n$. We want $\zeta_r$ to approximate $\zeta$ in an appropriate norm, and hence, $y_r(t)$ should be nearly equal to $y(t)$ for all admissible inputs. Let the two $r$-dimensional subspaces, $\mathcal{V}_r$ and $\mathcal{W}_r$, be chosen in such a way that $\mathcal{V}_r = \text{Range}(V_r)$ and $\mathcal{W}_r = \text{Range}(W_r)$, where $V_r \in \mathbb{R}^{n \times r}$ and $W_r \in \mathbb{R}^{n \times r}$ are matrices. We project the original full model (1) to a lower dimensional subspace, i.e., $x(t) \approx V_r x_r(t)$, and enforce the Petrov-Galerkin condition [1, 2]

\[ W_r^T \left( V_r \dot{x}_r(t) - AV_r x_r(t) - \sum_{k=1}^{m} N_k V_r x_r(t) u_k(t) - B_u(t) \right) = 0, \]
\[ y(t) = CV_r x_r(t). \]

Comparing the above equations with (6), we get

\[ A_r = \left( W_r^T V_r \right)^{-1} W_r^T A V_r, \quad N_k = \left( W_r^T V_r \right)^{-1} W_r^T N_k V_r, \quad B_r = \left( W_r^T V_r \right)^{-1} W_r^T B, \quad \text{and} \quad C_r = CV_r, \]

(7)

where $\left( W_r^T V_r \right)$ is assumed to be invertible. Obtaining such an invertible matrix is not hard [1]. Different selection of the subspaces $\mathcal{V}_r$ and $\mathcal{W}_r$ give different reduced models, but we choose the subspaces $\mathcal{V}_r$ and $\mathcal{W}_r$ by enforcing interpolation. In the case of bilinear systems, there are two ways of doing interpolation [2].

A bilinear system can be represented by a series of subsystem transfer functions. If we apply certain interpolation conditions on a finite number of subsystems then, it is called subsystem interpolation [3]. Another way is Volterra series interpolation. Here, interpolation is done on a weighted sum of all Volterra kernel transfer functions given by [4]. We refer the reader to [2, 19] for a detailed discussion on the definition of the Volterra series, the Volterra kernels, and the subsequent derivations.

As the subsystem interpolation approach is unable to satisfy any optimality condition [2] (error between the original full model and the reduced model is minimum in some norm), so our focus is on the Volterra series interpolation. We need to know how to build $V_r$ and $W_r$ such that the conditions of the Volterra series interpolation are satisfied. We also need to decide where to interpolate so that we get an optimal reduced model. Here, we focus on $H_2$--optimality.
In a bilinear system, the following error system expression is differentiated for getting the $H_2$-optimality conditions
\begin{align}
\|\zeta - \zeta_r\|_{H_2} &= \text{vec}(I_{2n})^T \left( \begin{bmatrix} C & -\hat{C} \end{bmatrix} \otimes \begin{bmatrix} C & -\hat{C} \end{bmatrix} \right) \times \\
&\times \left( \begin{bmatrix} A & 0 \\ 0 & A \end{bmatrix} \otimes I_n \otimes \begin{bmatrix} I_n & 0 \\ 0 & I_n \end{bmatrix} \right) \otimes \begin{bmatrix} A & 0 \\ 0 & A \end{bmatrix} - \sum_{l=1}^m \begin{bmatrix} N_l & 0 \\ 0 & \hat{N}_l \end{bmatrix} \otimes \begin{bmatrix} N_l & 0 \\ 0 & \hat{N}_l \end{bmatrix}^{-1} \\
&\times \left( \begin{bmatrix} B_l \otimes B_l \\ B_l \otimes B_l \end{bmatrix} \right) \text{vec}(I_{2m}),
\end{align}
where $\hat{A}, \hat{B}, \hat{C}$ and $\hat{N}_l$ are the initial guesses for the reduced system. Also, $\hat{A} = RAR^{-1}$, $\hat{B} = B_l^T R^{-T}, \hat{C} = CR$ and $\hat{N}_l = R_l^T \hat{N}_l R^{-T}$. Performing interpolation on the inverse images of the reduced system poles helps achieve $H_2$-optimality. Theorem 1 below summarizes this where the poles of the transfer function of every reduced subsystem (say $H_{l}$) are computed (say represented by $\lambda_{l}, \lambda_{l}, \ldots, \lambda_{l}$), inverted (leading to $-\lambda_{l}, -\lambda_{l}, \ldots, -\lambda_{l}$), and finally, interpolation is performed at these points.

**Theorem 1.** [3] Let $\zeta$ be a bilinear system of order $n$. Let $\zeta_r$ be an $H_2$-optimal approximation of order $r$. Then, $\zeta_r$ satisfies the following multi-point Volterra series interpolation conditions:
\begin{align}
\sum_{k=1}^{\infty} \sum_{l_1=1}^{r} \cdots \sum_{l_k=1}^{r} \phi_{l_1, l_2, \ldots, l_k} H_k (-\lambda_{l_1}, -\lambda_{l_2}, \ldots, -\lambda_{l_k}) &= \\
\sum_{k=1}^{\infty} \sum_{l_1=1}^{r} \cdots \sum_{l_k=1}^{r} \phi_{l_1, l_2, \ldots, l_k} H_k (-\lambda_{l_1}, -\lambda_{l_2}, \ldots, -\lambda_{l_k}),
\end{align}
and
\begin{align}
\sum_{k=1}^{r} \sum_{l_1=1}^{r} \cdots \sum_{l_k=1}^{r} \phi_{l_1, l_2, \ldots, l_k} \left( \sum_{j=1}^{k} \frac{\partial}{\partial s_j} H_k (-\lambda_{l_1}, -\lambda_{l_2}, \ldots, -\lambda_{l_k}) \right) &= \\
\sum_{k=1}^{r} \sum_{l_1=1}^{r} \cdots \sum_{l_k=1}^{r} \phi_{l_1, l_2, \ldots, l_k} \left( \sum_{j=1}^{k} \frac{\partial}{\partial s_j} H_k (-\lambda_{l_1}, -\lambda_{l_2}, \ldots, -\lambda_{l_k}) \right),
\end{align}
where $\phi_{l_1, l_2, \ldots, l_k}$ and $\lambda_{l_1, \lambda_{l_2}, \ldots, \lambda_{l_k}}$ are residues and poles of the transfer function $H_k$ associated with $\zeta_r$, respectively.

Obtaining the residues and the poles of the $H_2$-optimal reduced model is not possible since we do not have such a system. In [1][2] the authors propose Bilinear Iterative Rational Krylov Algorithm (BIRKA), which at convergence, ensures that the conditions of Theorem 1 are satisfied. BIRKA gives a locally $H_2$-optimal reduced model. Algorithm [1] lists BIRKA.

3. Backward Stability

In general, numerical algorithms for a problem are continuous in nature but, a digital computer solves them in a discrete manner. The reason is limitation on the representation of real / complex numbers. Since complex numbers can be represented by real numbers, we focus on latter only. Let $fd : \mathbb{R} \rightarrow \mathbb{F}$ be a function giving a finite approximation to a real number. It provides rounded equivalent as [20].
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where $\epsilon$ is the machine precision. Also, for every operation between any two finite numbers, the result is exact up to a relative error, i.e., for all $x, y$

$y = x + \epsilon x$ for all $x \in \mathbb{R}$,

where $\epsilon$ is the machine precision. Also, for every operation between any two finite numbers, the result is exact up to a relative error, i.e., for all $x, y \in \mathbb{F}$

$y = x \oplus \epsilon x$ for all $x \in \mathbb{F}$

Consider a continuous mathematics algorithm $f : X \rightarrow Y$. Say executing this algorithm on a digital computer (that uses finite precision arithmetic) is represented as $f : X \rightarrow Y$. To check how good the approximated algorithm $\tilde{f}$ is, one usually computes the accuracy of $\tilde{f}$. We say an algorithm $\tilde{f}$ is accurate if [20]

$$\frac{\|f(x) - \tilde{f}(x)\|}{\|f(x)\|} = O(\epsilon),$$

where $x \in X$. From the above equation, we find that computing accuracy is not possible since we do not know $f(x)$. A more easier parameter to check the goodness of $f$ is stability. There are multiple notions of stability. One such notion is backward stability, which says that an algorithm $f$ is backward stable if [20]

$$\tilde{f}(x) = f(\tilde{x}) \quad \text{for some } \tilde{x} \text{ with}$$

$$\frac{\|x - \tilde{x}\|}{\|x\|} = O(\epsilon).$$

This notion of backward stability is useful since one can easily compute accuracy of the result/output for a backward stable algorithm.

---

Algorithm 1 BIRKA [1,2]

1. Given an input bilinear dynamical system $A, N_1, \ldots, N_m, B, C$.
2. Select an initial guess for the reduced system as $\hat{A}, \hat{N}_1, \ldots, \hat{N}_m, \hat{B}, \hat{C}$ Also select stopping tolerance $btol$.
3. while (relative change in eigenvalues of $\hat{A} \geq btol$)
   a. $R \Lambda R^{-1} = \hat{A}, \hat{B} = \hat{B}^T R^{-T}, \hat{C} = \hat{C} R, \hat{N}_k = R^T \hat{N}_k R^{-T}$ for $k = 1, \ldots, m$.
   b. $\text{vec} (V) = \left( -\Lambda \otimes I_n - I_r \otimes A - \sum_{k=1}^m \hat{N}_k^T \otimes N_k \right)^{-1} \left( \hat{B}^T \otimes B \right) \text{vec}(I_m)$.
   c. $\text{vec}(W) = \left( -\Lambda \otimes I_n - I_r \otimes A^T - \sum_{k=1}^m \hat{N}_k^T \otimes N_k^T \right)^{-1} \left( \hat{C}^T \otimes C^T \right) \text{vec}(I_p)$.
   d. $V_r = \text{orth}(V), W_r = \text{orth}(W)$.
   e. $\hat{A} = (W_r^T V_r)^{-1} W_r^T A V_r, \hat{N}_k = (W_r^T V_r)^{-1} W_r^T N_k V_r, \hat{B} = (W_r^T V_r)^{-1} W_r^T B, \hat{C} = C V_r.$
4. $A_r = \hat{A}, N_k = \hat{N}_k, B_r = \hat{B}, C_r = \hat{C}.$

$fd(x) = x(1 + \epsilon_{\text{machine}})$ for all $x \in \mathbb{R}$,
Theorem 2. [20] If \( f : X \rightarrow Y \) is a backward stable algorithm, and \( k(x) \) is the condition number of the problem, then the relative error
\[
\frac{\|f(x) - \tilde{f}(x)\|}{\|f(x)\|} = O\left(k(x) \varepsilon_{\text{machine}}\right),
\]
where \( \varepsilon_{\text{machine}} \) is the machine precision (or perturbation in \( x \)).

Let’s look at lines 3b. and 3c. in BIRKA (Algorithm 1). There we need to solve linear systems to compute \( \text{vec}(V) \) and \( \text{vec}(W) \), respectively. Solving these linear systems by direct methods (such as LU-factorization, Gaussian elimination, etc.) is too expensive (time complexity of \( O(n^3) \), where \( n \) is the system size). Moreover the linear systems here have sparse matrices. For such systems, iterative methods, e.g., Krylov subspace methods [4], are preferred because of the reduced complexity (time complexity of \( O(n \times \text{nnz}) \), where \( \text{nnz} \) is the number of nonzeros in the matrix).∗

Iterative methods are inexact in nature, which means they do not solve linear systems, say \( Ax = b \), exactly. Instead \( Ax = b + \delta \) is solved, where \( \delta \) is the stopping tolerance. Our aim is to find that if one uses an iterative solver (also called inexact solver from now on) in IRKA or BIRKA, are these algorithms stable with respect to the error introduced by the inexact solves. As earlier, we check for backward stability. For IRKA, the backward stability analysis has been done in [17].

Let in BIRKA \( \text{vec}(V) \) and \( \text{vec}(W) \) be calculated exactly, and \( g \) be the functional representation of the interpolation process that uses \( \text{vec}(V) \) and \( \text{vec}(W) \) in BIRKA (i.e., exact BIRKA). Similarly, let \( \text{vec}(\tilde{V}) \) and \( \text{vec}(\tilde{W}) \) be calculated inexact (i.e., by an iterative solver), and \( \tilde{g} \) be the functional representation of the interpolation process that uses \( \text{vec}(\tilde{V}) \) and \( \text{vec}(\tilde{W}) \) in BIRKA (i.e., inexact BIRKA). Then, from the backward stability definition, BIRKA is backward stable if
\[
\tilde{g}(\tilde{\zeta}) = g(\zeta) \quad \text{for some } \zeta \text{ with }
\frac{\|\tilde{\zeta} - \tilde{\zeta}\|_{L_2} \text{ or } \|\tilde{\zeta}\|_{L_\infty}}{\|\tilde{\zeta}\|_{L_2} \text{ or } \|\tilde{\zeta}\|_{L_\infty}} = O(\|F\|),
\]
where \( \tilde{\zeta} \) is the perturbed full model corresponding to the error in the linear solves for \( \text{vec}(\tilde{V}) \) and \( \text{vec}(\tilde{W}) \) in inexact BIRKA. This perturbation is denoted by \( F \). Next, we look at the above two conditions for stability in the two different sub-sections below.

3.1. Satisfying the First Condition of Backward Stability

Let the original full order model be represented as \( \zeta : A, N_1, \ldots, N_m, B, C \). Recall from

∗In fact, the matrices here are block sparse. Iterative methods for difficult to solve linear systems usually require a preconditioner. Hence, this block sparsity can be exploited in designing preconditioners here. E.g., in [23], authors have designed an Incomplete LU (ILU) factorization for efficiently solving block sparse linear systems. The techniques from [23] can be used for designing better ILU preconditioned iterative methods for block sparse linear systems.
Algorithm\ref{alg:1} the following:

\[
\begin{align*}
vec(V) &= \left(-\Lambda \otimes I_n - I_r \otimes A - \sum_{k=1}^m \tilde{N}_k \otimes N_k\right)^{-1} \left(\tilde{B}^T \otimes B\right) \vec(I_m) \quad \text{and} \\
vec(W) &= \left(-\Lambda \otimes I_n - I_r \otimes A^T - \sum_{k=1}^m \tilde{N}_k \otimes N_k^T\right)^{-1} \left(\tilde{C}^T \otimes C^T\right) \vec(I_p).
\end{align*}
\]  \hfill (11)

Also, let the residuals associated with iterative solves for computing \(\vec(V)\) and \(\vec(W)\) be \(\vec(R_B)\) and \(\vec(R_C)\), respectively. Then, the above equations lead to

\[
\begin{align*}
\left(-\Lambda \otimes I_n - I_r \otimes A - \sum_{k=1}^m \tilde{N}_k \otimes N_k\right) \vec(V) &= \left(\tilde{B}^T \otimes B\right) \vec(I_m) + \vec(R_B) \quad \text{and} \\
\left(-\Lambda \otimes I_n - I_r \otimes A^T - \sum_{k=1}^m \tilde{N}_k \otimes N_k^T\right) \vec(W) &= \left(\tilde{C}^T \otimes C^T\right) \vec(I_p) + \vec(R_C).
\end{align*}
\]  \hfill (12)

Let \(\tilde{V}_r = orth(\tilde{V})\) and \(\tilde{W}_r = orth(\tilde{W})\). The Petrov-Galerkin projection connects the reduced model matrices (obtained by inexact BIRKA) to the original full model matrices as

\[
\begin{align*}
\tilde{A}_r &= \left(\tilde{W}_r^T \tilde{V}_r\right)^{-1} \tilde{W}_r^T A \tilde{V}_r, \\
\tilde{N}_k &= \left(\tilde{W}_r^T \tilde{V}_r\right)^{-1} \tilde{W}_r^T N_k \tilde{V}_r, \\
\tilde{B}_r &= \left(\tilde{W}_r^T \tilde{V}_r\right)^{-1} \tilde{W}_r^T B, \quad \text{and} \\
\tilde{C}_r &= C \tilde{V}_r,
\end{align*}
\]  \hfill (14)

where this reduced model is represented as \(\tilde{\zeta} : \tilde{A}_r, \tilde{N}_1, \ldots, \tilde{N}_m, \tilde{B}_r, \tilde{C}_r\).

By the backward stability definition, next we find a perturbed full model whose exact interpolation will give the reduced model as obtained by inexact interpolation of the original full model. Let the perturbed full model be represented as \(\zeta : A, N_1, \ldots, N_m, B, C\) or \(\zeta : A + F, N_1 + E_1, \ldots, N_m + E_m, B + G, C + H\), where \(F, E_1, \ldots, E_m, G, H\) are the constant perturbation matrices. Then, we have

\[
\begin{align*}
\left(-\Lambda \otimes I_n - I_r \otimes (A + F) - \sum_{k=1}^m \tilde{N}_k \otimes (N_k + E_k)\right) \vec(V) &= \left(\tilde{B}^T \otimes (B + G)\right) \vec(I_m) \quad \text{and} \\
\left(-\Lambda \otimes I_n - I_r \otimes (A + F)^T - \sum_{k=1}^m \tilde{N}_k \otimes (N_k + E_k)^T\right) \vec(W) &= \left(\tilde{C}^T \otimes (C + H)^T\right) \vec(I_p),
\end{align*}
\]  \hfill (15)

or

\[
\begin{align*}
\left(-\Lambda \otimes I_n - I_r \otimes A - \sum_{k=1}^m \tilde{N}_k \otimes \tilde{N}_k\right) \vec(V) &= \left(\tilde{B}^T \otimes B\right) \vec(I_m) + \left(\tilde{B}^T \otimes G\right) \vec(I_m) \\
&+ \left(I_r \otimes F + \sum_{k=1}^m \tilde{N}_k \otimes E_k\right) \vec(V) \quad \text{and} \\
\left(-\Lambda \otimes I_n - I_r \otimes A^T - \sum_{k=1}^m \tilde{N}_k \otimes \tilde{N}_k^T\right) \vec(W) &= \left(\tilde{C}^T \otimes C^T\right) \vec(I_p) + \left(\tilde{C}^T \otimes H^T\right) \vec(I_p) \\
&+ \left(I_r \otimes F^T + \sum_{k=1}^m \tilde{N}_k \otimes E_k^T\right) \vec(W). \quad \text{(16)}
\end{align*}
\]
As earlier, \( \tilde{V}_r = \text{orth}(\tilde{V}) \) and \( \tilde{W}_r = \text{orth}(\tilde{W}) \). Using the Petrov-Galerkin projection to connect the reduced model matrices (obtained by exact BIRKA) with the perturbed full model matrices we get

\[
\tilde{A}_r = (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T (A + F) \tilde{V}_r, \quad \tilde{N}_k = (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T (N_k + E_k) \tilde{V}_r,
\]

\[
\tilde{B}_r = (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T (B + G), \quad \text{and} \quad \tilde{C}_r = (C + H) \tilde{V}_r,
\]

where this reduced model is represented as \( \tilde{\zeta}_r : \tilde{A}_r, \tilde{N}_1, \ldots, \tilde{N}_m, \tilde{B}_r, \tilde{C}_r \). To satisfy the backward stability’s first condition (9), we equate the reduced models in (14) and (18). That is,

\[
\tilde{A}_r = (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T (A + F) \tilde{V}_r = (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T A \tilde{V}_r + (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T F \tilde{V}_r
\]

Similarly, \( \tilde{N}_k = \tilde{N}_k + (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T E_k \tilde{V}_r, \tilde{B}_r = \tilde{B}_r + (\tilde{W}_r^T \tilde{V}_r)^{-1} \tilde{W}_r^T G \) and \( \tilde{C}_r = \tilde{C}_r + H \tilde{V}_r \).

From the above, we note that if \( \tilde{W}_r^T F \tilde{V}_r = 0 \), then \( \tilde{A}_r = \tilde{A}_r \). Similarly, if \( \tilde{W}_r^T E_k \tilde{V}_r = 0 \), then \( \tilde{N}_k = \tilde{N}_k \); if \( \tilde{W}_r^T G = 0 \), then \( \tilde{B}_r = \tilde{B}_r \); and if \( H \tilde{V}_r = 0 \), then \( \tilde{C}_r = \tilde{C}_r \). Using the Petrov-Galerkin framework for the inexact solves in (12) and (13), we can easily achieve some of the above relations. We discuss this next.

3.1.1. The Petrov-Galerkin Framework for Inexact Solves

The Petrov-Galerkin framework by definition implies finding the solution of a linear system of equation such that its residual at every point is orthogonal to some other suitable subspace [22]. In our context, we define the Petrov-Galerkin framework as below.

\[
\text{Find } \tilde{V} \in \mathcal{P}_r \text{ such that } R_B \perp Q_r \quad \text{and} \quad \text{find } \tilde{W} \in \mathcal{Q}_r \text{ such that } R_C \perp \mathcal{P}_r,
\]

where \( \mathcal{P}_r \) and \( \mathcal{Q}_r \) are any two \( r \)-dimensional subspaces of \( \mathbb{C}^n \); \( \tilde{V} \) and \( R_B \) satisfy (12); and \( \tilde{W} \) and \( R_C \) satisfy (13).

Comparing (12) with (16) and (13) with (17), we get the following equations:

\[
\text{vec} \ (R_B) = \left( \tilde{B}^T \otimes G \right) \text{vec}(I_m) + \left( I_r \otimes F + \sum_{k=1}^{m} \tilde{N}_k \otimes E_k \right) \text{vec} \ (\tilde{V}) \quad \text{and}
\]

\[
\text{vec} \ (R_C) = \left( \tilde{C}^T \otimes H^T \right) \text{vec}(I_p) + \left( I_r \otimes F^T + \sum_{k=1}^{m} \tilde{N}_k \otimes E_k^T \right) \text{vec} \ (\tilde{W}) \quad \text{or}
\]

\[
R_B = G \tilde{B} + F \tilde{V} + \sum_{k=1}^{m} E_k \tilde{V} \tilde{N}_k \quad \text{and} \quad R_C = H^T \tilde{C} + F^T \tilde{W} + \sum_{k=1}^{m} E_k^T \tilde{W} \tilde{N}_k^T.
\]

Next, we consider perturbations in \( A, N_k, B \) and \( C \) individually, and use the Petrov-Galerkin framework discussed above. First, if we take the perturbation \( F \) in \( A \) only, then (20) is equivalent to

\[
R_B = F \tilde{V} \quad \text{and} \quad R_C^F = \tilde{W}^T F.
\]
In the above, if we multiply $\tilde{W}^T$ from left in the first equation and $\tilde{V}$ from right in the second equation, then we get

$$\tilde{W}^T R_B = \tilde{W}^T F \tilde{V} \quad \text{and} \quad R_C^T \tilde{V} = \tilde{W}^T F \tilde{V}. $$

From the Petrov-Galerkin framework (19), $\tilde{W} \perp R_B$ and $\tilde{V} \perp R_C$, and hence,

$$\tilde{W}^T F \tilde{V} = 0 \quad \text{or} \quad \tilde{W}^T F \tilde{V}_r = 0 \quad (22)$$

Similarly, if we take the perturbation $E_k$ in any one $N_k$ matrix, then (20) is equivalent to

$$R_B = E_k \tilde{V} \tilde{N}_k \quad \text{and} \quad R_C^T = \tilde{N}_k \tilde{W}^T E_k. $$

Again in the above, if we multiply $\tilde{W}^T$ from left in the first equation and $\tilde{V}$ from right in the second equation, then we get

$$\tilde{W}^T R_B = \tilde{W}^T E_k \tilde{V} \tilde{N}_k \quad \text{and} \quad R_C^T \tilde{V} = \tilde{N}_k \tilde{W}^T E_k \tilde{V}. $$

Using the Petrov-Galerkin framework (19) in above we get

$$\tilde{W}^T E_k \tilde{V} \tilde{N}_k = 0 \quad \text{and} \quad \tilde{N}_k \tilde{W}^T E_k \tilde{V} = 0. $$

To achieve the desired result, i.e., $\tilde{W}^T E_k \tilde{V}_r = 0$, we need $\tilde{N}_k$ to be invertible. This cannot always be guaranteed. Thus, we drop the perturbation analysis with $N_k$ matrices.

Finally, if we only take the perturbations $G$ and $H$, in the matrices $B$ and $C$, respectively, then (20) is equivalent to

$$R_B = G \tilde{B} \quad \text{and} \quad R_C^T = \tilde{C}^T H. $$

As in the last two paragraphs, multiplying by $\tilde{W}^T$ from left in the first equation above, multiplying by $\tilde{V}$ from right in the second equation above, and using the Petrov-Galerkin framework (19) we get

$$\tilde{W}^T G \tilde{B} = 0 \quad \text{and} \quad \tilde{C}^T H \tilde{V} = 0. $$

As above, to achieve the desired result, i.e., $\tilde{W}^T G = 0$ and $H \tilde{V}_r = 0$, we need $\tilde{B}$ and $\tilde{C}$ to be invertible. This cannot always be guaranteed because these are non-square matrices. Thus, we drop the perturbation analysis with $B$ and $C$ matrices both.

Hence, (22) implies that if we consider the perturbation in $A$ matrix only and use a Petrov-Galerkin framework for the inexact linear solves, then

$$\tilde{A}_r = \tilde{A}_r, \quad \tilde{N}_k = \tilde{N}_k, \quad \tilde{B}_r = \tilde{B}_r, \quad \text{and} \quad \tilde{C}_r = \tilde{C}_r \quad \text{or} \quad \tilde{g}(\tilde{\zeta}) = g(\tilde{\zeta}).$$

1Since $\tilde{V}_r = \text{orth}(\tilde{V})$ and $\tilde{W}_r = \text{orth}(\tilde{W})$, we have $\tilde{V} = \tilde{V}_r Z_1$ and $\tilde{W} = \tilde{W}_r Z_2$, where $Z_1$ and $Z_2$ are lower triangular matrices. Here $\tilde{W}^T F \tilde{V} = 0$ implies $Z_2^T (\tilde{W}^T F \tilde{V}_r) Z_1 = 0$. If $\tilde{V}$ and $\tilde{W}$ are full ranked then, $Z_1$ and $Z_2$ are invertible and we have $\tilde{W}^T F \tilde{V}_r = 0$. This full rank assumption exists in original BIRKA as well (see Lemma 5.2 in [1]).
The theorem below summarizes this.

**Theorem 3.** If the inexact linear solves in BIRKA (line 3b. and 3c. of Algorithm [1]) are solved using the Petrov-Galerkin framework ([19]), then BIRKA satisfies the first condition of backward stability with respect to these solves, i.e., ([9]).

3.2. Satisfying the Second Condition of Backward Stability

Next, we show that the second condition of backward stability, given in ([10]), is also satisfied. According to ([10]), the difference between the original full model and the perturbed full model should be order of the perturbation, i.e.,

\[
\frac{\|\zeta - \tilde{\zeta}\|_{H^2_\infty}}{\|\zeta\|_{H^2_\infty}} = O(\|F\|).
\]

We satisfy the above condition in the absolute sense, since \(\zeta\) is independent of \(F\). That is,

\[
\|\zeta - \tilde{\zeta}\|_{H^2_\infty} = O(\|F\|).
\]

Consider the error system \(\zeta^{err} = \zeta - \tilde{\zeta}\) whose matrices are defined as follows [1, 2]:

\[
\begin{align*}
A^{err} &= \begin{bmatrix} A & 0 \\ 0 & A + F \end{bmatrix}, & N_k^{err} &= \begin{bmatrix} N_k & 0 \\ 0 & N_k \end{bmatrix}, & B^{err} &= \begin{bmatrix} B \\ B \end{bmatrix}, & C^{err} &= \begin{bmatrix} C & -C \end{bmatrix}.
\end{align*}
\]

The \(H_2\)–norm of this error system is

\[
\|\zeta^{err}\|_{H^2_2}^2 = \text{vec}(I_{2p})^T \left[ C \ -C \right] \otimes \left[ C \ -C \right] \times \left( \begin{array}{cc}
I_n & 0 \\
0 & I_n
\end{array} \right) \otimes \left( \begin{array}{cc}
A & 0 \\
0 & A + F
\end{array} \right) - \sum_{k=1}^m \left[ N_k & 0 \\
0 & N_k \right] \otimes \left[ N_k & 0 \\
0 & N_k \right]^{-1} \right)
\]

\[
\times \left( \begin{array}{cc}
B \\
B
\end{array} \right) \otimes \left( \begin{array}{cc}
B \\
B
\end{array} \right) \text{vec}(I_{2m}),
\]

\[= \text{vec}(I_{2p})^T \left[ C \ -C \right] \otimes \left[ C \ -C \right] \times \left( \begin{array}{cc}
I_n & 0 \\
0 & I_n
\end{array} \right) \otimes \left( \begin{array}{cc}
A & 0 \\
0 & A + F
\end{array} \right) - \sum_{k=1}^m \left[ N_k & 0 \\
0 & N_k \right] \otimes \left[ N_k & 0 \\
0 & N_k \right]^{-1} \right)
\]

\[
\times \left( \begin{array}{cc}
B \\
B
\end{array} \right) \otimes \left( \begin{array}{cc}
B \\
B
\end{array} \right) \text{vec}(I_{2m}).
\]
Then, the norm of this error system is

\[
\| \xi^{err} \|^2_{H_t} = \text{vec}(I_{2p})^T \bar{C} \left( \bar{Q} - \bar{F} \right)^{-1} \bar{B} \text{vec}(I_{2m}),
\]

If \( \left\| \bar{F} \bar{Q}^{-1} \right\|_2 < 1 \), then by the Neumann series we get that

\[
\| \xi^{err} \|^2_{H_t} = \text{vec}(I_{2p})^T \bar{C} \bar{Q}^{-1} \left( I_{4m^2} - \bar{F} \bar{Q}^{-1} \right)^{-1} \bar{B} \text{vec}(I_{2m}),
\]

\[
= \text{vec}(I_{2p})^T \bar{C} \bar{Q}^{-1} \left( I_{4m^2} + \bar{F} \bar{Q}^{-1} + \left( \bar{F} \bar{Q}^{-1} \right)^2 + \ldots \right) \bar{B} \text{vec}(I_{2m}).
\]

Since \( \| \xi - \zeta \|^2_{H_t} = \text{vec}(I_{2p})^T \bar{C} \bar{Q}^{-1} \bar{B} \text{vec}(I_{2m}) = 0 \), the above equation simplifies to

\[
\| \xi^{err} \|^2_{H_t} = \text{vec}(I_{2p})^T \bar{C} \bar{Q}^{-1} \bar{F} \bar{Q}^{-1} \left( I_{4m^2} + \bar{F} \bar{Q}^{-1} + \left( \bar{F} \bar{Q}^{-1} \right)^2 + \ldots \right) \bar{B} \text{vec}(I_{2m}).
\]

Bounding the right hand side of the above equation we get the following:

\[
\left\| \text{vec}(I_{2p})^T \bar{C} \bar{Q}^{-1} \left( I_{4m^2} - \bar{F} \bar{Q}^{-1} \right)^{-1} \bar{B} \text{vec}(I_{2m}) \right\|
\]\n
\[
\leq \left\| \text{vec}(I_{2p})^T \right\| \left\| \bar{C} \bar{Q}^{-1} \right\| \left\| \bar{F} \right\| \left\| \bar{Q}^{-1} \right\| \left\| I_{4m^2} - \bar{F} \bar{Q}^{-1} \right\|^{-1} \left\| \bar{B} \right\| \left\| \text{vec}(I_{2m}) \right\|,
\]

\[
\leq \left\| \text{vec}(I_{2p})^T \right\| \left\| \bar{C} \bar{Q}^{-1} \right\| \left\| \bar{F} \right\| \left\| \bar{Q}^{-1} \right\| \left( \frac{1}{1 - \left\| \bar{F} \bar{Q}^{-1} \right\|} \right) \left\| \bar{B} \right\| \left\| \text{vec}(I_{2m}) \right\| \ldots \text{(Using lemma 2.3.3 in [23])}.
\]
Substituting the above in (29) we get

$$\|\xi^\text{err}\|_{H_{12}} \leq \|\text{vec}(I_{2p})^T\| \|\hat{C}\hat{Q}^{-1}\| \|\hat{F}\| \left\| \frac{1}{1 - \|\hat{F}\|\|\hat{Q}^{-1}\|} \right\| \|\hat{B}\| \|\text{vec}(I_{5m})\|.$$  (29)

Let \(\|\hat{Q}^{-1}\| < 1\), which is defined by the original system (further analyzed in Section 4.1) and \(\|\hat{F}\| < 1\), which is related to the residuals of linear solves (further analyzed in Section 4.2). Then, using the matrix norm property we have the following:

$$\|\hat{F}\|\|\hat{Q}^{-1}\| \leq \|\hat{F}\|\|\hat{Q}^{-1}\|$$  or

$$\frac{1}{1 - \|\hat{F}\|\|\hat{Q}^{-1}\|} \leq \frac{1}{1 - \|\hat{F}\|\|\hat{Q}^{-1}\|}.$$

Substituting the above in (29) we get

$$\|\xi^\text{err}\|_{H_{12}} \leq \|\text{vec}(I_{2p})^T\| \|\hat{C}\hat{Q}^{-1}\| \|\hat{F}\| \left\| \frac{1}{1 - \|\hat{F}\|\|\hat{Q}^{-1}\|} \right\| \|\hat{B}\| \|\text{vec}(I_{5m})\|.$$  (30)

or

$$\|\xi^\text{err}\|_{H_{12}} \leq O\left(\|\hat{F}\|\right).$$  (31)

Next, we relate \(\|\hat{F}\|\) and \(\|F\|\). From (26) we know

$$\hat{F} = (I_{2n} \otimes \hat{F} + \hat{F} \otimes I_{2n}).$$

Taking norms on both the sides of the above equation, and applying the triangle inequality property (\(\|X \pm Y\| \leq \|X\| + \|Y\|\)) we get

$$\|\hat{F}\| = \|I_{2n} \otimes \hat{F} + \hat{F} \otimes I_{2n}\| \leq \|I_{2n} \otimes \hat{F}\| + \|\hat{F} \otimes I_{2n}\|.$$

Further, using the norm distribution property of Kronecker product (\(\|X \otimes Y\| = \|X\|\|Y\|\)) (24, 25), we have the following:

$$\|\hat{F}\| \leq \|I_{2n}\| \|\hat{F}\| + \|\hat{F}\| \|I_{2n}\|,$$

$$\leq O\left(\|\hat{F}\|\right).$$

From (25) we know \(\hat{F} = \begin{bmatrix} 0 & 0 \\ 0 & F \end{bmatrix}\). Using the definitions of all the commonly used matrix norms (Frobenius, 2, 1 and \(\infty\)) (26) we get

$$O(\|\hat{F}\|) \leq O(\|F\|).$$  (32)
Substituting the above in (31) we get
\[ \|\zeta^{err}\|_{H_2}^2 = \|\zeta - \tilde{\zeta}\|_{H_2}^2 \leq O(\|F\|). \]
Thus, we have satisfied the second condition of backward stability. The theorem below summarizes this.

**Theorem 4.** If \( \tilde{Q} \) defined in (24) is invertible, \( \|\tilde{Q}^{-1}\| < 1 \), and \( \|\tilde{F}\| < 1 \), where \( \tilde{F} \) is defined in (26), then BIRKA satisfies the second condition of backward stability with respect to the inexact linear solves, i.e., (10).

The hypotheses of this theorem are usually easy to satisfy, and are discussed in the next section. The corollary below summarizes our stability result.

**Corollary 1.** Assuming the hypotheses of Theorem 3 and Theorem 4 are satisfied, then BIRKA is backward stable with respect to the inexact linear solves.

4. Analysis

Next, we analyze our assumptions and results from the previous sections. First, we revisit the assumed invertibility of all relevant matrices (in Section 4.1). Second, we derive the expression for accuracy of the reduced system, in-terms of the residuals of the linear solves as well as the conditioning of the bilinear system (in Section 4.2).

4.1. Invertibility of Involved Matrices

Until now, we have assumed invertibility of eight matrices. Most of these invertibility assumptions directly come from the control system theory as well as the model reduction theory of bilinear systems. We have also assumed invertibility of few newly proposed matrices. In this subsection, we summarize/analyze all these assumptions in the order of appearance of the corresponding matrix in this paper. We first summarize the invertibility assumptions from literature.

(a) We assume invertibility of \((sI_n - A)\) and \((sI_n - \tilde{A})\) in (2) and (3), respectively. These come from the transfer function definitions. Please see Section 2 of [12] and Section 1 of [5], respectively.

(b) In the \(H_2\)–norm definition of a bilinear dynamical system (5), we assume that \((-A \otimes I_n \otimes A - \sum_{k=1}^m N_k \otimes N_k)\) is invertible. This is a standard definition. Please see Theorem 3.4 of [1].

(c) We assume invertibility of \((\tilde{W}_r^T \tilde{V}_r)\) in (7). As mentioned earlier, this is easy to enforce and comes from BIRKA. Please see Algorithm 2 of [1] or Algorithm 1 of [12].

(d) In (8), we assume the middle term, i.e.,
\[
\left[ \begin{array}{cc} A & 0 \\ 0 & \Lambda \end{array} \right] \otimes \left[ \begin{array}{cc} I_n & 0 \\ 0 & I_r \end{array} \right] - \left[ \begin{array}{cc} I_n & 0 \\ 0 & I_r \end{array} \right] \otimes \left[ \begin{array}{cc} A & 0 \\ 0 & \tilde{A} \end{array} \right] - \sum_{k=1}^m \left[ \begin{array}{cc} N_k & 0 \\ 0 & \tilde{N}_k \end{array} \right] \otimes \left[ \begin{array}{cc} N_k & 0 \\ 0 & \tilde{N}_k \end{array} \right]
\]
is invertible. This comes from the \(H_2\)–norm of the error system \((\zeta - \zeta_r)\). Please see Corollary 4.1 of [1] or Theorem 4.5 of [2].
(e) We assume invertibility of \((-A \otimes I_n - I_n \otimes A - \sum_{k=1}^{m} \hat{N}_k^T \otimes N_k)\) in Algorithm 1. This again comes from BIRKA. Please see Algorithm 2 of \([1]\) or Algorithm 1 of \([12]\).

During the backward stability analysis of BIRKA, we assume invertibility of some newly proposed matrices. Next, we analyze these matrices. Note that below, we discuss the matrix in (b) before the matrix in (c) although the latter appears first in this paper. This is done for ease of exposition.

(a) In IRKA \([5]\), \((sl - A)\) is inverted to form the projection subspace. Hence, in the backward stability analysis of IRKA, invertibility of the corresponding perturbed matrix \((sl - (A + F))\) is assumed (see Theorem 4.1 of \([17]\)). As discussed in (e) above, in BIRKA, \((-\Lambda \otimes I_n - I_n \otimes A - \sum_{k=1}^{m} \hat{N}_k^T \otimes N_k)\) is inverted to form the projection subspace. Hence, we assume invertibility of the corresponding perturbed matrix \((-\Lambda \otimes I_n - I_n \otimes (A + F) - \sum_{k=1}^{m} \hat{N}_k^T \otimes (N_k + E_k))\) in \((15)\).

(b) We assume invertibility of \(\hat{Q}\) given in \((24)\). Also listed below for easy access.

\[
\hat{Q} = -\begin{bmatrix}
A & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_n & 0 & I_n & 0 \\
0 & I_n & 0 & A & 0 & 0 \\
0 & 0 & A & 0 & 0 & 0 \\
\sum_{k=1}^{m} N_k & 0 & 0 & N_k & 0 & 0 \\
0 & 0 & 0 & 0 & N_k & 0
\end{bmatrix}.
\]

This is one of the most important assumption in obtaining a backward stable BIRKA (see Corollary \([1]\)). Hence, here we relate this invertibility assumption with the underlying bilinear dynamical system. If we define

\[
A_2 = \begin{bmatrix}
A & 0 & 0 & 0 \\
0 & 0 & A & 0 \\
0 & 0 & 0 & A \\
\sum_{k=1}^{m} N_k & 0 & 0 & N_k
\end{bmatrix},
\]

\(I_{2n} = \begin{bmatrix}
I_n & 0 & 0 & I_n \\
0 & I_n & I_n & 0
\end{bmatrix},\)

\(N_{2k} = \begin{bmatrix}
N_k & 0 & 0 & N_k
\end{bmatrix}\)

and \(\hat{Q} = Q_1 \otimes Q_2\), where \(Q_1, Q_2 \in \mathbb{R}^{2n \times 2n}\) are any two matrices, then \(\hat{Q}\) can be rewritten as

\(-A_2 \otimes I_{2n} - I_{2n} \otimes A_2 - \sum_{k=1}^{m} N_{2k} \otimes N_{2k} = Q_1 \otimes Q_2\) or

\[-A_2 T - A_2 - \sum_{k=1}^{m} N_{2k} N_{2k}^T = Q_2 T^1\] or

\[
\begin{bmatrix}
A & 0 \\
0 & A
\end{bmatrix} - \begin{bmatrix}
A & 0 \\
0 & A
\end{bmatrix} - \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix} = Q_2 T^1 \]

or

\[
\begin{bmatrix}
-A^T & A \\
0 & -A^T - \sum_{k=1}^{m} N_k N_k^T
\end{bmatrix} = Q_2 T^1.
\]

If \((-A^T - A - \sum_{k=1}^{m} N_k N_k^T)\) is invertible, then \(Q_1\) and \(Q_2\) are invertible. This implies that \(\hat{Q} = (Q_1 \otimes Q_2)\) is invertible. Consider the following generalized Lyapunov equation used in the derivation of BIRKA \([1, 27]\):

\[
AP + PA^T + \sum_{k=1}^{m} N_k PN_k^T = -BB^T.
\]
If the solution of this equation is the identity matrix (i.e., \( P = I_n \)), then the left hand side matrix in this Lyapunov equation is \( \left( A^T + A + \sum_{k=1}^{m} N_k N_k^T \right) \), which needs to be invertible for invertibility of \( \hat{Q} \).

(c) In (23) and (27), we assume invertibility of

\[
\left( - \begin{bmatrix} A & 0 \\ 0 & A + F \end{bmatrix} \otimes \begin{bmatrix} I_n & 0 \\ 0 & I_n \end{bmatrix} - \begin{bmatrix} I_n & 0 \\ 0 & I_n \end{bmatrix} \otimes \begin{bmatrix} 0 & A \\ 0 & A + F \end{bmatrix} - \sum_{k=1}^{m} \begin{bmatrix} N_k & 0 \\ 0 & N_k \end{bmatrix} \otimes \begin{bmatrix} N_k & 0 \\ 0 & N_k \end{bmatrix} \right) 
\]

and \( \left( \hat{Q} - \hat{F} \right) \), respectively, both of which represent the same matrix (i.e., \( \hat{Q} \) with perturbation). This matrix is invertible if \( \left( - (A + F)^T - (A + F) - \sum_{k=1}^{m} N_k N_k^T \right) \) is invertible.

4.2. Accuracy of the Reduced System

Assume that BIRKA satisfies the hypotheses of Corollary 1, i.e., it is backward stable with respect to the inexact linear solves. Then, from Theorem 2 we get that

\[
\frac{\| g(\zeta) - \tilde{g}(\zeta) \|_{H_2}}{\| g(\zeta) \|_{H_2}} = O(k(\zeta) \| F \|),
\]

where, as earlier (recall (9)-(10)), \( g \) denotes exact BIRKA, \( \tilde{g} \) denotes inexact BIRKA, \( \zeta \) is the original full model, \( k(\zeta) \) is the condition number of \( \zeta \) (discussed below), and \( F \) is the perturbation in \( \zeta \).

If we define, \( g(\zeta) = \zeta_r \), and \( \tilde{g}(\zeta) = \tilde{\zeta}_r \), then the above equation can be rewritten as

\[
\frac{\| \zeta_r - \tilde{\zeta}_r \|_{H_2}}{\| \zeta_r \|_{H_2}} = O(k(\zeta) \| F \|).
\]

Here, we are looking at the reduced systems obtained at line 3e. of Algorithm 1, i.e., at the end of every iterative step of BIRKA. Thus, accuracy of the reduced system is dependent on the conditioning of the problem as well as the perturbation. Next, we look at both these quantities separately.

First, we want to compute conditioning of our bilinear system with respect to performing the inexact linear solves on lines 3b. and 3c. of Algorithm 1. Since for backward stability we equate the reduced model obtained by performing inexact BIRKA on the original full model (\( \zeta \)) and performing exact BIRKA on the perturbed full model (\( \tilde{\zeta} \)), these inexact linear solves are captured by \( \tilde{\zeta} \). Thus, the condition number of our bilinear system with respect to computing the \( H_2 \)-norm of the error system \( \zeta_{err} = \zeta - \tilde{\zeta} \) will give us a good approximation to the condition number that we want to compute (with respect to computing the \( H_2 \)-norm of \( \zeta_r - \tilde{\zeta}_r \) or \( \tilde{\zeta}_r - \zeta_r \)). Similar behavior has been observed for linear dynamical systems (see Theorem 3.1 and 3.3 in [17]).

Recall, the condition number by definition means relative change in the output (for us this is \( \frac{\| \zeta - \tilde{\zeta} \|_{H_2}}{\| \zeta \|_{H_2}} \)) with respect to the relative change in the input (for us this is \( \frac{\| F \|}{\| A \|} \) since we are
perturbing the $A$ matrix). Hence, from (30) we have

$$\| \zeta - \tilde{\zeta} \|_{H_2} \leq \| \text{vec}(I_{2p})^T \| \| \tilde{Q}^{-1} \| \| \tilde{B} \| \| \text{vec}(I_{2m}) \| \frac{\| F \|}{1 - \| \tilde{F} \| \| \tilde{Q}^{-1} \|}, \tag{33}$$

where $\| \tilde{Q}^{-1} \| < 1$ and $\| \tilde{F} \| < 1$. Since $\| \tilde{F} \| < 1$, then we also have

$$\frac{1}{1 - \| \tilde{F} \| \| \tilde{Q}^{-1} \|} \leq \frac{1}{1 - \| \tilde{Q}^{-1} \|}.$$  

Using above, (33) can be rewritten as

$$\| \zeta - \tilde{\zeta} \|_{H_2} \leq \frac{\| \text{vec}(I_{2p})^T \| \| \tilde{C} \| \| \tilde{Q}^{-1} \| \| \tilde{B} \| \| \text{vec}(I_{2m}) \| \frac{\| \tilde{F} \|}{1 - \| \tilde{Q}^{-1} \|} \text{ or }$$

$$\| \zeta - \tilde{\zeta} \|_{H_2} \leq \frac{\| \text{vec}(I_{2p})^T \| \| \tilde{C} \| \| \tilde{Q}^{-1} \| \| \tilde{B} \| \| \text{vec}(I_{2m}) \| \| \tilde{A} \| \frac{\| \tilde{F} \|}{1 - \| \tilde{Q}^{-1} \| \| \tilde{A} \|}. \tag{34}$$

From (32), we know $\| \tilde{F} \| \leq \| F \|$. Hence, the above inequality is equivalent to

$$\frac{\| \zeta - \tilde{\zeta} \|_{H_2}}{\| \zeta \|_{H_2}} \leq k(\zeta) \frac{\| F \|}{\| \tilde{A} \|},$$

where

$$k(\zeta) = \frac{\| \text{vec}(I_{2p})^T \| \| \tilde{C} \| \| \tilde{Q}^{-1} \| \| \tilde{B} \| \| \text{vec}(I_{2m}) \| \| \tilde{A} \| \frac{1}{1 - \| \tilde{Q}^{-1} \| \| \tilde{A} \|}. \tag{34}$$

In the numerical experiments section, for both our problems, we show that this condition number is fairly small. In other words, both our problems are well-conditioned with respect to computing the $H_2$-norm of the error system $\zeta_{err}$. Note that $\| \tilde{Q}^{-1} \| < 1$ and $\| \tilde{F} \| < 1$ as assumed here come from the assumptions for backward stability of BIRKA (see Corollary [1]), and hence, we do not need any extra assumptions.

Second, we relate the perturbation $F$ with the residuals $R_B$ and $R_C$ given in (12) and (13), respectively. Recall that we are considering the perturbation $F$ in $A$ matrix, and hence, this $F$ should satisfy both the equations in (21). That is,

$$R_B = F \tilde{V} \quad \text{and} \quad R_C^T = \tilde{W}^T F. \tag{35}$$

From the assumptions for backward stability of BIRKA (Corollary [1]), we know that we need to use a Petrov-Galerkin framework, i.e.,

$$\tilde{W} \perp R_B \quad \text{and} \quad \tilde{V} \perp R_C, \tag{36}$$
Theorem 5. Let $R_B$ and $\tilde{V}$ be defined as in (12), $R_C$ and $\tilde{W}$ be defined as in (13), and $F$ be defined as in (37). Define $R_B = [R_{B_1}, R_{B_2}, \ldots, R_{B_k}]$ and $R_C = [R_{C_1}, R_{C_2}, \ldots, R_{C_l}]$ and assume $\tilde{W}^T \tilde{V}$ is nonsingular. Then, the perturbation $F$ satisfies

$$
\|F\|_2 \leq \|F\|_F \leq \sqrt{\max_i \|R_B\| \|(\tilde{W}^T \tilde{V})^{-1} \tilde{W}^T\| + \max_i \|R_C\| \|(\tilde{V}^T \tilde{V}^{-1})\|}.
$$

Proof. Note that

$$
F = R_B \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T + \tilde{V} \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{R}_C.
$$

Define $\tilde{R}_B = \left[ R_{B_1}, \tilde{R}_{B_2}, \ldots, \tilde{R}_{B_k} \right]$ and $\tilde{R}_C = \left[ \tilde{R}_{C_1}, \tilde{R}_{C_2}, \ldots, \tilde{R}_{C_l} \right]$. Consider the first term from the above expression as

$$
\left\| R_B \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T \right\|_F \leq \left\| R_B \right\|_F \left\| \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T \right\| \leq \sqrt{\max_i \left\| R_B \right\| \left\| \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T \right\|}.
$$

Similarly, taking the second term as

$$
\left\| \tilde{V} \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{R}_C \right\|_F \leq \left\| \tilde{V} \left( \tilde{W}^T \tilde{V} \right)^{-1} \right\| \left\| \tilde{R}_C \right\|_F \leq \sqrt{\max \|R_C\| \left\| \tilde{V} \left( \tilde{W}^T \tilde{V} \right)^{-1} \right\|}.
$$

Finally, we get

$$
\|F\|_2 \leq \|F\|_F \leq \sqrt{\max_i \|R_B\| \left\| \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T \right\| + \max_i \|R_C\| \left\| \tilde{V} \left( \tilde{W}^T \tilde{V}^{-1} \right) \right\|}.
$$

In the expression of $\|F\|$ above, we see that the norm of the perturbation is proportional to the norm of the two residuals obtained while solving the two set of linear systems ($\|R_B\|$ and $\|R_C\|$) as well as the norm of two other quantities ($\left\| \left( \tilde{W}^T \tilde{V}^{-1} \right) \tilde{W}^T \right\|$ and $\left\| \tilde{V} \left( \tilde{W}^T \tilde{V}^{-1} \right) \right\|$). These two quantities are very less dependent on accuracy of the linear systems we solve. They are also not sensitive to different initializations of BIRKA as well as different reduced system sizes. This behavior is similar to the related quantities obtained in the stability analysis of IRKA [17]. We support this argument with numerical experiments in Section 5.2.
To summarize, \(|\zeta_r - \tilde{\zeta}_r|\) is proportional to \(k(\zeta)\) and \(\|F\|\). The problem is usually well conditioned, and \(\|F\|\) is directly proportional to \(\|R_B\|\) and \(\|R_C\|\). Thus, as we iteratively solve the linear systems arising in BIRKA more accurately (i.e., reduce the stopping tolerance of the linear solver), we get a more accurate reduced system. This is very useful in deciding on when to stop the linear solver. If we need a very accurate reduced system, then we need to iterate more in the linear solver, else we can stop earlier. We support this with numerical experiments in the next section.

5. Numerical Experiments

We perform experiments to support the conjecture, as discussed above, on two models. First, we use a flow model \[28\] in Section 5.1 and then we use a heat transfer model \[1,27\] in Section 5.2. These models give us both SISO as well as MIMO bilinear dynamical systems of sizes varying from 100 to 40,000.

The resulting linear systems to be solved vary from 600 \(\times\) 600 to 2,00,000 \(\times\) 2,00,000. For solving the linear systems while computing \(V\) and \(W\) by a direct method (exact BIRKA), we use a backslash in Matlab. This uses Gaussian elimination as the underlying algorithm. The most popular iterative methods for solving the sparse linear systems of equations are the Krylov subspace methods \[29\]. As discussed in Section 3.1, for a backward stable BIRKA with respect to the inexact linear solves, we need to use a linear solver based upon the Petrov-Galerkin framework (Theorem 3 and Corollary 1). Since the Biconjugate Gradient (BiCG) algorithm \[14\] is an iterative linear solver based upon this framework, we use it for solving the linear systems while computing \(V\) and \(W\) by an iterative method (inexact BIRKA), i.e., \(\tilde{V}\) and \(\tilde{W}\).

We implement our codes in MATLAB (2015a), and test on a machine with the following configuration: Intel Xeon(R) CPU E5-1620 V3 @ 3.50 GHz., frequency 1200 MHz., 8 CPU, 64 GB RAM.

5.1. A Flow Model

We first do experiments on a “flow model” \[28\], which consists of a one dimensional viscid Burgers equation. That is,

\[
\frac{\partial w}{\partial t} + w \frac{\partial w}{\partial x} = \frac{\partial}{\partial x} \left( v \frac{\partial v}{\partial x} \right), \quad \text{for } (x, t) \in (0, L) \times (0, T),
\]

\[
w(0, t) = u(t), \quad \text{for } t \in (0, T),
\]

where \(w(x, t)\) is the velocity at a particular point \(x\) and a time \(t\); and \(v(x, t)\) is the viscosity coefficient that we take as a constant. We perform spatial semi-discretization of the above equation with equidistant step size \(h = \frac{L}{N+1}\), where \(N\) is the number of interior points in the interval \((0, L)\). Further, using Carleman bilinearization \[1,28\], we obtain a bilinear dynamical
system of order \( N \times N^2 \). We briefly show these steps below.

\[
\begin{align*}
\frac{d}{dt} \begin{bmatrix} w_1 \\ w_2 \\ \vdots \\ w_N \end{bmatrix} &= \begin{bmatrix}
\frac{-w_1 w_2}{2h} + \frac{v}{h^2}(w_2 - 2w_1) \\
\frac{-w_2}{2h}(w_3 - w_1) + \frac{v}{h^2}(w_3 - 2w_2 + w_1) \\
\vdots \\
\frac{-w_{i-1} w_i}{2h}(w_{i+1} - w_{i-1}) + \frac{v}{h^2}(w_{i+1} - 2w_i + w_{i-1}) \\
\vdots \\
\frac{-w_N w_{N-1}}{2h} + \frac{v}{h^2}(-2w_N + w_{N-1})
\end{bmatrix} + \begin{bmatrix}
\frac{w_1}{2h} + \frac{v}{h^2} \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{bmatrix} u
\end{align*}
\]

or

\[
\frac{dw}{dt} = f(w) + g(w)u,
\]

where \( \omega = [\omega_1, \omega_2, \ldots, \omega_N]^T \); and \( f(w) \) and \( g(w) \) can be written in Kronecker product form as below.

\[
f(w) = A_1 w + \frac{1}{2} A_2 (w \otimes w),
\]

\[
g(w) = B_0 + B_1 w,
\]

where \( B_0 \in \mathbb{R}^{N \times 1} \), \( A_1, B_1 \in \mathbb{R}^{N \times N} \) are the Jacobians of \( f(w) \) and \( g(w) \), respectively; and \( A_2 \in \mathbb{R}^{N^2 \times N^2} \) is the second derivative of \( f(w) \). Let

\[
\dot{x} = \frac{dx}{dt} \quad \text{and} \quad \dot{\omega} = \frac{d\omega}{dt}.
\]

Finally, we get the bilinear system of order \( N + N^2 \) as

\[
\begin{align*}
\dot{x} &= A_1 \begin{bmatrix} 1 & A_2 \\ 0 & A_1 \otimes I + I \otimes A_1 \end{bmatrix} x + B_1 \begin{bmatrix} B_0 \otimes I + I \otimes B_0 \\ 0 \end{bmatrix} xu + \begin{bmatrix} B_0 \\ 0 \end{bmatrix} u, \\
y &= \frac{1}{N} \begin{bmatrix} 1 & \cdots & 1 \\ \cdots & \cdots & \cdots \\ 0 & \cdots & 0 \end{bmatrix} \times N \text{times} x,
\end{align*}
\]

where

\[
x = \begin{bmatrix} w \\ w \otimes w \end{bmatrix} \quad \text{and} \quad \dot{x} = \begin{bmatrix} \dot{w} \\ w \otimes w + w \otimes \dot{w} \end{bmatrix}.
\]

We refer the reader to \( \text{[28]} \) for exact structure of \( A_1, A_2, B_0 \) and \( B_1 \).

For our experiments, we take \( N = 10 \), \( L = 1 \) and \( v = 0.1 \) that gives us a SISO bilinear dynamical system of size 110. We initialize the input system in BIRKA by random matrices based upon similar setup in \( \text{[1]} \) and \( \text{[2]} \). The stopping tolerance for BIRKA is taken as \( 10^{-6} \), and we reduce this model to size 6. Both of these are again chosen based upon similar values in \( \text{[1]} \) and \( \text{[2]} \). This leads to solving the linear systems of size 660 \( \times \) 660. While using BiCG we use two different stopping tolerances (\( 10^{-2} \) and \( 10^{-5} \)). Ideally, we should obtain a more accurate reduced model when using the smaller BiCG tolerance.
First, let us look at the remaining assumptions for backward stability of BIRKA (see Theorem 4 and Corollary 1). \( \hat{Q} \) is invertible here. We also have \( \| \hat{Q}^{-1} \| \) less than one (i.e., \( 1.6051 \times 10^{-3} \)).

Finally, \( \| \hat{F} \| \), at the end of the first BIRKA step, for the BiCG stopping tolerance of \( 10^{-2} \) and \( 10^{-8} \) is \( 3.0675 \times 10^{-1} \) and \( 2.4596 \times 10^{-2} \), respectively, both of which are also less than one. These values are less than one at the end of all the other BIRKA steps as well. The condition number for our problem, as defined in (34), is \( 1.2125 \times 10^{-2} \). This shows that the flow model is well-conditioned.

The accuracy results are given in Figure 1 and Table 1. In Figure 1, we have accuracy of the reduced system \( \| \hat{\xi}_r - \tilde{\xi}_r \|_{H_2} \) on the y-axis and the BIRKA iterations on the x-axis. Table 1 gives the corresponding data. From Figure 1 we do not observe any difference in the values of \( \| \hat{\xi}_r - \tilde{\xi}_r \|_{H_2} \) for the two BiCG tolerances. The dotted line, which corresponds to the BiCG stopping tolerance \( 10^{-2} \) and the solid line, which corresponds to the BiCG stopping tolerance \( 10^{-8} \) coincide. Ideally, the solid line should be below the dotted line. This behaviour is clearly reflected in Table 1 (see the second and the fourth columns).

BIRKA gets more consistent as it converges to the ideal interpolation points. Hence, towards the end of the BIRKA iterations (iteration 14 to iteration 20), accuracy of the reduced system for the BiCG stopping tolerance of \( 10^{-8} \) is substantially better than accuracy of the reduced system for the BiCG stopping tolerance of \( 10^{-2} \). This is reflected in Figure 2 which is an enlarged version of Figure 1 as well as Table 1.

In Table 1 we observe that BiCG takes exactly same number of iterative steps from the BIRKA iteration 8 until convergence. That is, for the BiCG stopping tolerance of \( 10^{-2} \) it stays at 44, and for the BiCG stopping tolerance of \( 10^{-8} \) it stays at 90. The reason for this is that the linear systems change very little from the 8th BIRKA step. This can be inferred by looking at the eigenvalue distribution of the linear system matrices as well as their Frobenius norm.

Figure 3 shows the distribution of the six smallest eigenvalues (in absolute sense) of the linear system matrices corresponding to the BiCG stopping tolerance of \( 10^{-2} \) at the BIRKA iteration.
steps 8, 9 and 10. Each of these six eigenvalues do not seem to change with respect to the change in the BIRKA steps. However, if we look at any one eigenvalue, specifically, for example the smallest eigenvalue at the three different BIRKA steps, then we observe that it does change, but only slightly (see Figure 4). The Frobenius norm of the linear system matrices at the BIRKA steps 8, 9 and 10 are \(1.7263 \times 10^3\), \(1.7264 \times 10^3\) and \(1.7266 \times 10^3\), respectively. Thus, this supports the argument that matrices do not change much.

Figure 2: Enlarged Figure 1 towards the end of BIRKA iterations.

Figure 3: The six smallest eigenvalues of the linear systems at the different BIRKA iterations.
Table 1: Accuracy of the reduced system and BiCG iterations at each BIRKA step for the two different stopping tolerances in BiCG; flow model of size 110.

| BIRKA Iteration | BiCG-Tol of $10^{-2}$ | BiCG-Tol of $10^{-8}$ |
|------------------|-----------------------|-----------------------|
|                  | $\|\zeta_r - \tilde{\zeta}_r\|_{H_2}^2$ | BiCG Iteration Count | $\|\zeta_r - \tilde{\zeta}_r\|_{H_2}^2$ | BiCG Iteration Count |
| 1                | 4.9214                | 91                    | 4.8904                | 167                    |
| 2                | $1.9671 \times 10^{-2}$ | 35                    | $1.9649 \times 10^{-2}$ | 85                    |
| 3                | $1.1745 \times 10^{-2}$ | 40                    | $1.735 \times 10^{-2}$ | 85                    |
| 4                | $2.0764 \times 10^{-4}$ | 41                    | $2.0583 \times 10^{-4}$ | 92                    |
| 5                | $4.3239 \times 10^{-5}$ | 42                    | $4.2785 \times 10^{-5}$ | 89                    |
| 6                | $1.0181 \times 10^{-5}$ | 39                    | $9.8618 \times 10^{-6}$ | 89                    |
| 7                | $2.6412 \times 10^{-6}$ | 39                    | $2.5583 \times 10^{-6}$ | 82                    |
| 8                | $6.9999 \times 10^{-7}$ | 44                    | $6.5685 \times 10^{-7}$ | 90                    |
| 9                | $1.7325 \times 10^{-7}$ | 44                    | $1.7213 \times 10^{-7}$ | 90                    |
| 10               | $5.3043 \times 10^{-8}$ | 44                    | $4.4857 \times 10^{-8}$ | 90                    |
| 11               | $1.1675 \times 10^{-8}$ | 44                    | $1.1745 \times 10^{-8}$ | 90                    |
| 12               | $5.945 \times 10^{-9}$ | 44                    | $3.0702 \times 10^{-9}$ | 90                    |
| 13               | $1.3127 \times 10^{-9}$ | 44                    | $8.0359 \times 10^{-10}$ | 90                    |
| 14               | $1.4474 \times 10^{-9}$ | 44                    | $2.1026 \times 10^{-9}$ | 90                    |
| 15               | $7.7234 \times 10^{-10}$ | 44                    | $5.041 \times 10^{-10}$ | 90                    |
| 16               | $9.2674 \times 10^{-10}$ | 44                    | $1.4398 \times 10^{-10}$ | 90                    |
| 17               | $7.8030 \times 10^{-10}$ | 44                    | $3.7841 \times 10^{-12}$ | 90                    |
| 18               | $8.2925 \times 10^{-10}$ | 44                    | $9.8779 \times 10^{-13}$ | 90                    |
| 19               | $7.9294 \times 10^{-10}$ | 44                    | $2.5543 \times 10^{-13}$ | 90                    |
| 20               | $8.0646 \times 10^{-10}$ | 44                    | $6.6835 \times 10^{-14}$ | 90                    |

Figure 4: Enlarged Figure 3 for the smallest eigenvalue.
5.2. A Heat Transfer Model

The next set of experiments we do on a heat transfer model as given below [1, 27].

\[
x_t = \Delta x \quad \text{in } [0, 1] \times [0, 1],
\]

\[
n.\nabla x = u_1 (x - 1) \quad \text{on } \Gamma_1 := [0] \times (0, 1),
\]

\[
n.\nabla x = u_2 (x - 1) \quad \text{on } \Gamma_2 := (0, 1) \times [0],
\]

\[
x = 0 \quad \text{on } \Gamma_3 := [1] \times [0, 1] \text{ and } \Gamma_4 := [0, 1] \times [1],
\]

where \( x(l_1, l_2, t) \) is the temperature at a particular point in the space \((l_1, l_2)\) and at a time \(t\); \( n \) is the unit outward normal to the domain; \( u_1 \) and \( u_2 \) are the input variables; and \( \Gamma_1, \Gamma_2, \Gamma_3, \) and \( \Gamma_4 \) are the boundaries of the unit square. After spatial discretization of the above equation using \( K^2 \) grid points, we obtain a bilinear dynamical system of order \( K^2 \times K^2 \) with two inputs and one output as shown below.

\[
\dot{x} = Ax + u_1 N_1 x + u_2 N_2 x + Bu,
\]

\[
y = C x,
\]

where, as earlier,

\[
\dot{x} = \frac{dx}{dt}, \quad u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix},
\]

\[
A = \frac{1}{h} \left( I_K \otimes T_K + T_K \otimes I_K + E_1 \otimes I_K + I_K \otimes E_K \right),
\]

\[
N_1 = \frac{1}{h} (E_1 \otimes I_K), \quad N_2 = \frac{1}{h} (I_K \otimes E_K),
\]

\[
B = \frac{1}{h} (e_1 \otimes e) \quad \frac{1}{h} (e \otimes e_K), \quad \text{and } C = \frac{1}{K^2} (e \otimes e)^T
\]

with \( I_K \) being the identity matrix of size \( K \),

\[
T_K = \begin{bmatrix}
-2 & 1 \\
1 & -2 \\
& \ddots & \ddots \\
& 1 & -2 \\
& 1 & -2
\end{bmatrix} \in \mathbb{R}^{K \times K},
\]

\( E_j = e_j e_j^T \), the grid size \( h = \frac{1}{K + 1} \), \( e_j \) is the \( j \)th column of the identity matrix \( I_K \), and \( e = [1, \ldots, 1] \in \mathbb{R}^K \).

We perform experiments on the heat transfer model for three different sizes, i.e., \( n = 100, 10,000 \) and \( 40,000 \) corresponding to \( K = 10, 100 \) and \( 200 \), respectively. We initialize the input system in BIRKA by random matrices based upon the similar setup in [1] and [2]. The stopping tolerance for BIRKA is taken as \( 10^{-3} \). The size to which we reduce is different for the different model sizes, and is discussed below. Both these settings (the BIRKA stopping tolerance and the size of reduced system) are chosen based upon similar values in [1, 2]. While using BiCG (unpreconditioned for smaller size and preconditioned for larger sizes), we use two different
stopping tolerances (10^{-4} and 10^{-8}). Ideally, as discussed earlier, we should obtain a more accurate reduced model for the smaller stopping tolerance.

We reduce the model of the size 100 to the size 6. Hence, the linear systems that are required to be solved are of the size 600 \times 600. As above, we use an unpreconditioned BiCG here. First, let us look at the remaining assumptions for backward stability of BIRKA (see Theorem 4 and Corollary 1). \( \hat{Q} \) is invertible here. We also have \( \| \hat{Q}^{-1} \| \) less than one (i.e., 5.2893 \times 10^{-4}). Finally, \( \| \hat{F} \| \), at the end of the first BIRKA step, for the BiCG stopping tolerance of 10^{-4} and 10^{-8} is 1.3370 \times 10^{-1} and 3.4528 \times 10^{-5}, respectively, both of which are also less than one. These values are less than one at the end of all the other BIRKA steps as well. The condition number for our problem, as defined in (33), is 2.6653 \times 10^{-2}. This shows that the heat transfer model is well-conditioned.

For this model size, we do not give results for supporting the main conjecture (as discussed at the end of Section 4.1 the more accurately we solve the linear systems, the more accurate reduced system we obtain). This is because for a small sized dynamical system we have already reported the data in Section 5.1, and we get the similar results here. Here, we do some other analyses corresponding to Theorem 5 i.e., relation between the perturbation and the stopping tolerances.

| BIRKA Iteration | \|R_0\| | \|R_C\| | \|  \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T \|_F \|F\| |
|----------------|----------------|----------------|----------------|----------------|
| 1 | 0.0544 | 7.7746 \times 10^{-4} | 2.4554 | 0.1337 |
| 2 | 0.0937 | 1.2331 \times 10^{-2} | 2.4526 | 0.2299 |
| 3 | 0.1223 | 1.4124 \times 10^{-2} | 2.4515 | 0.2997 |
| 4 | 0.0568 | 9.8639 \times 10^{-8} | 2.4510 | 0.1392 |
| 5 | 0.0286 | 4.7669 \times 10^{-8} | 2.4508 | 0.0702 |
| 6 | 0.0319 | 5.2856 \times 10^{-8} | 2.4507 | 0.0781 |
| 7 | 0.0325 | 5.7300 \times 10^{-8} | 2.4507 | 0.0797 |
| 8 | 0.0325 | 6.0807 \times 10^{-8} | 2.4507 | 0.0796 |
| 9 | 0.0325 | 6.3895 \times 10^{-8} | 2.4507 | 0.0797 |
| 10 | 0.0327 | 6.6521 \times 10^{-8} | 2.4507 | 0.0801 |
| 11 | 0.0330 | 6.9071 \times 10^{-8} | 2.4507 | 0.0808 |

Table 2: The perturbation expression quantities for the BiCG stopping tolerance 10^{-4}.

Table 2 lists the values of \|R_0\|, \|R_C\|, \|  \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T \|_F \|F\| and \|F\| for the BiCG stopping tolerance 10^{-4}, and Table 3 gives the same data for the BiCG stopping tolerance 10^{-8}. It is obvious from these two tables that \|  \left( \tilde{W}^T \tilde{V} \right)^{-1} \tilde{W}^T \|_F \|F\| and \|F\| are very less sensitive to the BiCG stopping tolerance, while \|R_0\| and \|R_C\| are directly proportional to it. Thus, as conjectured at the end of Section 4 the norm of the perturbation (\|F\|) should reduce as we reduce the BiCG stopping tolerance. This is supported by the data in the two tables as well (see columns for \|F\|). The values of \|R_0\|, which is the residual of the linear systems involving \tilde{V}, for both the BiCG stopping tolerances seem higher that their respective stopping tolerances. The reason for this apparent anomaly is that we are reporting the absolute residuals here. The relative
residuals are still less than the respective stopping tolerances.

We also do the sensitivity analysis of \( \| ( \tilde{W}^T \tilde{V} )^{-1} \tilde{W}^T \| \) and \( \| \tilde{V} ( \tilde{W}^T \tilde{V} )^{-1} \| \) with respect to different random initializations of BIRKA as well as different reduced system sizes. Table 4 gives this data at convergence of BIRKA corresponding to the BiCG stopping tolerance of \( 10^{-8} \). As evident from this table, \( \| ( \tilde{W}^T \tilde{V} )^{-1} \tilde{W}^T \| \) and \( \| \tilde{V} ( \tilde{W}^T \tilde{V} )^{-1} \| \) vary very less.

| Reduced Model Size | \( \| ( \tilde{W}^T \tilde{V} )^{-1} \tilde{W}^T \|_F \) or \( \| \tilde{V} ( \tilde{W}^T \tilde{V} )^{-1} \|_F \) | Random Initialization 1 | Random Initialization 2 | Random Initialization 3 | Random Initialization 4 | Random Initialization 5 |
|--------------------|-------------------------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| Random Initialization 1 | 2.0109 | 2.0045 | 2.0048 | 2.0100 | 2.0065 |
| Random Initialization 2 | 2.2427 | 2.2406 | 2.2413 | 2.2399 | 2.2392 |
| Random Initialization 3 | 2.4507 | 2.4531 | 2.4511 | 2.4557 | 2.4507 |
| Random Initialization 4 | 2.6467 | 2.6467 | 2.6467 | 2.6467 | 2.6467 |
| Random Initialization 5 | 2.8365 | 2.8360 | 2.8366 | 2.8371 | 2.8368 |
| Random Initialization 6 | 3.0248 | 3.0269 | 3.0193 | 3.0306 | 3.0722 |
| Random Initialization 7 | 3.1718 | 3.1759 | 3.1768 | 3.1711 | 3.2142 |

Table 4: The sensitivity analysis for the heat transfer model of size 100 with respect to random initializations and reduced system sizes.

We reduce the model sizes 10,000 and 40,000 to the sizes 6 and 5, respectively. Hence, the linear systems of size \( 60,000 \times 60,000 \) and \( 2,00,000 \times 2,00,000 \) are required to be solved, respectively. The linear systems arising in the model reduction process of both these size are ill-conditioned. Hence, we use a preconditioned BiCG here. The preconditioner that we use is
incomplete LU [30]. The drop tolerance in the preconditioner is taken as $10^{-5}$ based upon the range given in [30]. The result for the model size 10,000 is given in Figure 5 and the result for the model size 40,000 is given in Figure 6. From both Figure 5 and 6 it is again evident that we get a more accurate reduced model as we solve the linear systems more accurately (solid line is below the dotted one at all the BIRKA steps).

Figure 5: Accuracy of the reduced system plotted at each BIRKA iteration for the two different stopping tolerances in BiCG; heat transfer model of size 10,000.

Figure 6: Accuracy of the reduced system plotted at each BIRKA iteration for the two different stopping tolerances in BiCG; heat transfer model of size 40,000.

6. Conclusions

BIRKA provides a locally $H_2$--optimal reduced model. The most expensive part of BIRKA is finding solutions of large linear systems of equations. Iterative algorithms are a method of choice
for such systems but they find solutions only up to a certain tolerance. Hence, we show that BIRKA is backward stable with respect to these inexact linear solves under some mild assumptions. We also analyze the accuracy of the inexact reduced system obtained from a backward stable BIRKA. We support all our results with numerical experiments.

The first assumption is that $\hat{Q}$ is invertible. In Section 4.1, we have given a better characterization of this invertibility assumption (in terms of the underlying Lyapunov equation). However, this requires further analysis.

The second and the third assumptions involve bounding $\|\hat{Q}^{-1}\|$ and $\|\hat{F}\|$ by one. Although for both our experimental models we have shown that these assumptions are easily satisfied, they may not always hold. $\hat{Q}$ is dependent on the input dynamical system and $\hat{F}$ on the stopping tolerance of our underlying linear solver. Hence, the future work here involves identifying the categories of bilinear dynamical systems and the range of linear solver stopping tolerances when these would be true. It is important to emphasize that the above assumptions are the sufficiency conditions (and not necessary) for backward stability of BIRKA, and hence, BIRKA may be backward stable even when these do not hold.

While computing the accuracy, we have given an expression for the condition number of the bilinear system with respect to computing the $H_2$--norm of the error between the perturbed model and the original model. This condition number is an approximation to the condition we want to compute. That is, the condition number of the bilinear system with respect to computing the $H_2$--norm of the error between the inexact reduced model and the original model. This is also part of future work.

In literature [2], another cheaper variant of BIRKA, called Truncated BIRKA has been proposed (also called TBIRKA). TBIRKA uses a truncated Volterra series, and hence, it is computationally less expensive than BIRKA. Another future direction involves proving backward stability of TBIRKA.
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