Emergence of negative viscosities and colored noise under current-driven Ehrenfest molecular dynamics
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Molecules in molecular junctions are subject to current-induced forces that can break chemical bonds, induce reactions, destabilize molecular geometry, and halt the operation of the junction. Theories behind current-driven molecular dynamics simulations rely on a perturbative time-scale separation within the system with subsequent use of nonequilibrium Green’s functions (NEGF) to compute conservative, non-conservative, and stochastic forces exerted by electrons on nuclear degrees of freedom. We analyze the effectiveness of this approximation, paying particular attention to the phenomenon of negative viscosities. The perturbative approximation is directly compared to the nonequilibrium Ehrenfest approach. We introduce a novel time-stepping approach to calculate the forces present in the Ehrenfest method via exact integration of the equations of motion for the nonequilibrium Green’s functions, which does not necessitate a time-scale separation within the system and provides an exact description for the corresponding classical dynamics. We observe that negative viscosities are not artifacts of a perturbative treatment but also emerge in Ehrenfest dynamics. However, the effects of negative viscosity have the possibility of being overwhelmed by the predominantly positive dissipation due to the higher-order forces unaccounted for by the perturbative approach. Additionally, we assess the validity of the white-noise approximation for the stochastic forces, finding that it is justifiable in the presence of a clear time-scale separation and is more applicable when the current-carrying molecular orbital is moved outside of the voltage window. Finally, we demonstrate the method for molecular junction models consisting of one and two classical degrees of freedom.

I. INTRODUCTION

The prototypical building block of nanoscale electronics technology is the molecular junction, in which a chosen molecule is bonded between two conducting leads. Current densities in nanoscale electronic devices far outweigh that of their macroscopic counterparts [1]. This results in joule heating [2–13] whereby energy from the tunneling electrons is transferred to the vibrational degrees of freedom of the molecule. This can result in a plethora of technologically unwanted but physically interesting effects such as large-scale conformational changes of the molecule which affect the conduction properties of the system [14–17], as well as total bond rupture and device breakdown [3–16]. Clearly, it is desirable for us to be able to predict and even manipulate such behaviours to our advantage, emphasizing the need for reliable theoretical models which accurately describe the interplay between electronic and vibrational degrees of freedom.

The prevailing theory can be partitioned into two main archetypes; methods which opt to treat the entire system on a quantum footing, and quasi-classical methods which utilise a classical description of nuclei interacting with a quantum environment. Purely quantum models of the molecular dynamics are often limited to harmonic vibrations [22–25] or other generic vibrational potentials [26–28] which are unaffected by the electronic environment. Other quantum methods which are able to accurately account for the large-scale motion required to study device breakdown are generally limited to highly simplistic systems with minimal relevance to experiment or are computationally infeasible to simulate [29–31]. It is instead convenient to adopt a quasi-classical approach in which the nuclei are assumed to behave according to classical equations of motion under the effects of the quantum tunneling electrons. This enables the description of arbitrary molecular potentials for systems along with being able to capture experimentally observed phenomena such as current-induced heating [32–35] along with bond rupture and electronically induced chemical reactions [38–41], at the cost of a fully quantum description.

A common accompanying assumption is the clear separation of time-scales between the classically described nuclei and the electronic environment, which through the use of a perturbative approximation allows for a Langevin description of the classical particle [36–38]. In this regime, the particle dynamics are described by stochastic differential equations in which nuclei evolve under the influence of a frictional force which acts to subdue nuclear vibrations, and a stochastic force which delivers energy to the nuclei; the balance of these two forces yielding the effective temperature of the molecule. In addition, the influence of the electronic environment on the molecular potential is captured by an additional, typically non-conservative [39–51], renormalization term which can naturally describe switching phenomena and bond-stability [52–54]. The Langevin approach has had great success in the description and simulation of large-scale systems corresponding to real molecular electronic junction configurations, such as for graphene nanoribbons [52–53].

One such theoretically predicted phenomenon which leads to device breakdown is the notion of a negative dissipation; under a Langevin approach, this implies that the viscosity coefficient becomes negative [32–35, 43–45]. In this regime, energy is applied to rather than...
dissipated from the classical coordinate until it reaches unsustainably high temperatures for the device. Negative dissipations have also been predicted using purely quantum mechanical methods in which a population inversion in the quantized phonons leads to ever-increasing temperatures \([40, 57, 62]\). The physicality of such theoretical results have often been called into question, thought to arise as an artifact of assumptions applied in the theory rather than a demonstration of real behaviour \([53]\).

In this paper, we extend the quasi-classical formalism by utilising a numerically exact method to calculate the forces acting on our classical coordinates without resorting to the assumption of a time-scale separation within the system. This is commonly known as the Ehrenfest approach to classical dynamics and it has garnered significant interest in the modelling of nuclear motion in nanoscale systems \([35, 44, 51, 52, 56, 44, 68]\). This approach treats the electron-nuclear interaction on a mean-field level; it therefore does not provide a full description of the inelastic scattering between electrons and nuclei and cannot fully capture the effects of joule heating within the system \([63, 66, 69, 71]\). Efforts have been made to remedy these caveats via perturbative corrections to the electron-nuclear correlations with some success \([71, 72]\). However, in this study we seek only to utilise Ehrenfest dynamics as a basis for comparison for predictions made by the perturbative Langevin approach. In doing so, we once again observe the emergence of negative dissipations and validate the results of the perturbative Langevin approximation, depending on the parameter range applied.

Our approach additionally allows for the exploration of the autocorrelations in the stochastic force. In general, the stochastic force is correlated at different times dependent on the electronic structure of the system considered; this corresponds to coloured noise \([45, 72, 73]\). The correlations are additionally dependent on the non-adiabatic electronic processes, which describe the coupling between the electronic states on the central molecule and the left and right leads, respectively, and the classical Hamiltonian \(H_d\) which describes the time-evolving molecular geometry.

The molecular Hamiltonian takes the form:

\[
H_M(t) = \sum_{i,j} h_{ij}(\mathbf{x}(t)) d_i^\dagger d_j,
\]

where the operators \(d_i^\dagger\) and \(d_j\) denote the creation and annihilation operators for the atomic electronic states whose energies are given by the diagonal Hamiltonian matrix elements \(h_{ii}(\mathbf{x}(t))\) while the hopping amplitudes are given by \(h_{ij}(\mathbf{x}(t))\). Note the explicit time dependence here, which arises as a result of the time evolution of the multi-dimensional classical coordinate \(\mathbf{x}\). We will usually not show the time dependence of \(\mathbf{x}\) explicitly.

The leads Hamiltonian is taken in the standard form:

\[
H_L + H_R = \sum_{k\alpha} \epsilon_{k\alpha} d_{k\alpha}^\dagger d_{k\alpha},
\]

where the creation and annihilation operators are given by \(d_{k\alpha}^\dagger\) and \(d_{k\alpha}\), and the subscript \(k\alpha\) denotes the operator acting on state \(k\) in the \(\alpha\) lead which has energy \(\epsilon_{k\alpha}\).

The system-lead coupling Hamiltonians \(H_{LM}\) and \(H_{MR}\) are given by:

\[
H_{LM} + H_{MR} = \sum_{k\alpha i} \left( t_{k\alpha i} d_{k\alpha}^\dagger d_i + \text{h.c.} \right).
\]

The matrix elements \(t_{k\alpha i}\) (and their conjugates) describe the tunnelling amplitudes between lead states \(k\alpha\) and the molecular orbitals \(i\). We take \(t_{k\alpha i}\) to be independent of \(\mathbf{x}\).

Finally, the classical Hamiltonian is given by

\[
H_d(t) = \sum_{\nu} \frac{p_\nu^2}{2m_\nu} + U(\mathbf{x}),
\]
where the summation is taken over all classical degrees of freedom. The classical momentum for the $\nu$ degree of freedom is given by $p_\nu$, while $m_\nu$ is the corresponding mass and $U(x)$ is the multi-dimensional potential.

**B. Forces on the Classical Coordinate**

The force operator for the force acting on the classical coordinates due to the quantum environment is given by

\[
\mathbf{f}(t) = -\nabla H(t),
\]

where $\nabla = [\partial_{\nu_1}, \partial_{\nu_2}, \ldots]^T$ and $\partial_{\nu_1}$ is the partial derivative with respect to the classical coordinate $\nu_1$. We have retained only the Hamiltonian components which depend on the classical coordinates. By taking the quantum average of the force operator, we introduce the so-called Ehrenfest force according to

\[
F_{\text{ehr}}(t) = -\langle \nabla H_M(x) \rangle.
\]

This is the main object of the present study. As discussed, the Ehrenfest force alone is ill-equipped to capture the entirety of the dynamics of the system. In order to completely describe the classical motion, an additional stochastic force term is required according to

\[
f_{\nu}(t) = -\partial_\nu U(t) + F_{\text{ehr}}^{\nu}(t) + \delta f_{\nu}(t),
\]

where the subscript $\nu$ denotes the force acting on the $\nu$ classical degree of freedom. This equation can be obtained by taking the classical limit of the Feynman-Vernon influence functional for a system interacting with a quantum environment and applying a Hubbard-Stratonovich transformation, in which the dynamical evolution is split into a deterministic (Ehrenfest) component and a stochastic component. For the purposes of our simulations, we disregard the stochastic component and instead focus solely on the Ehrenfest force along with the classical force arising from $U$ since an accurate description of joule heating is not the aim of this study. We separately consider the influence of the stochastic force in Section 1112. We choose to model the classical potential for any degree of freedom according to a harmonic potential as given by

\[
U(x) = \sum_{\nu} \frac{1}{2} k_\nu (\nu - \nu_0)^2,
\]

where $k_\nu$ is the spring constant for the $\nu$ degree of freedom, and $\nu_0$ is a parameter which shifts the potential along the $\nu$ coordinate. The model is is not restricted to this choice of potential; it is capable of dealing with arbitrary classical potentials. Our primary tool for evaluating the forces is the non-equilibrium Green’s function. For our Hamiltonian, the Ehrenfest force can be represented in terms of the lesser component of exact non-equilibrium Green’s functions as

\[
F_{\nu}^{\text{ehr}}(t) = i \text{Tr} \{ \partial_\nu h(t) G^<(t, t) \},
\]

where $h$ contains the elements of the molecular Hamiltonian and the elements of $G^<$ are defined according to

\[
G^<_{ij}(t, t’) = i \langle d_i^\dagger(t’) d_i(t) \rangle.
\]

Each are square matrices with dimension corresponding to the number of molecular electronic energy levels.

**C. Perturbative Expansion of the Ehrenfest Force**

By enforcing a time-scale separation between the classical degrees of freedom and the electronic environment, a perturbative expansion of the Ehrenfest force can be taken, from which we can derive the Langevin description of dynamics. Here, our small parameter is $\Omega/\Gamma$, where $\Omega$ is the characteristic classical vibrational frequency and $1/\Gamma$ is associated with the electron tunnelling time in molecular electronic junctions. This amounts to assuming that the classical coordinate vibrates over much longer time-scales than the time an electron spends in the central region. This interpretation is appropriate for the systems considered in our paper. $\Gamma$ is generally a highly tunable experimental parameter while $\Omega$ depends on the vibrational mode considered. In order to identify the separate time-scales, we introduce Wigner coordinates for the time. These are the central time ($T$) and relative time ($\tau$) which are defined according to

\[
T = \frac{t + t’}{2}, \quad \tau = t - t’.
\]

We then define an auxiliary force $F(t, t’)$ which is equal to $F_{\text{ehr}}^{\nu}(t)$ when $t = t’$. Thus, we have

\[
F(t, t’) = i \text{Tr} \{ \partial_\nu h(t) G^<(t, t') \}.
\]

Application of the Wigner transform along with its inverse results in

\[
\mathcal{F}(t, t’') = i \text{Tr} \left\{ \frac{d\omega}{2\pi} e^{-i\omega \tau} \partial_\nu h(T) \tilde{G}^{<}(T, \omega) \right\},
\]

where $G$ denotes a Green’s function in the time domain, and $\tilde{G}$ denotes the Wigner space defined as

\[
\tilde{G}(T, \omega) = \int d(t - t’) e^{i\omega(t - t’)} G(t, t’).
\]

We adopt the convention that if the integral limits are not shown explicitly, they range from $-\infty$ to $\infty$. We will often subdue the $(T, \omega)$ indices for brevity. We now propose the ansatz,

\[
\tilde{G}^< = \tilde{G}^<_0 + \tilde{G}^<_1 + \tilde{G}^<_2 + \ldots
\]
in which $\tilde{G}_{(n)}^<$ is of $n^{th}$ order in our small parameter. Here, $\tilde{G}_{(0)}^<$ is adiabatic and corresponds to the Born-Oppenheimer approximation, while the higher order terms go beyond this and account for the non-zero motion of the classical coordinates. Applying this ansatz and letting $t = t'$ finally yields

$$F^{\nu}_{\nu}(t) = \text{Tr} \left\{ \int \frac{d\omega}{2\pi} \partial_{\omega} \tilde{h}(t) \left( \tilde{G}_{(0)}^{<}(t, \omega) + \tilde{G}_{(1)}^{<}(t, \omega) + \ldots \right) \right\},$$

$$= F^{\nu}_{\nu}(0) + F^{\nu}_{\nu}(1) + F^{\nu}_{\nu}(2) + \ldots$$

referred to in the Langevin approach (18)

Retaining only the zeroth (adiabatic) and first order contributions to the Ehrenfest force yields the deterministic forces present in the Langevin description, where the adiabatic force is purely position dependent while the first order force is the correction which accounts for non-zero velocities. The viscosity coefficient matrix $\xi$ is obtained via

$$F_{(1)} = -\xi \nu,$$  \hspace{1cm} (20)

where $\xi$ is an $n \times n$ matrix; $n$ corresponding to the number of classical degrees of freedom in the system.

### D. Solving for the Adiabatic and First Order Green’s Functions

The adiabatic and first order Green’s functions in the frequency domain can be solved for via the Keldysh-Kadanoff-Baym equations, expressed in the Wigner space as 

$$\left( \omega + \frac{i}{2} \partial_{T} - e^{\frac{i}{\hbar} r_{T}^{c} 0_{T}^{a} h(T)} \right) G_{R/A}^{R/A}(0) = I,$$  \hspace{1cm} (21)

and

$$\left( \omega + \frac{i}{2} \partial_{T} - e^{\frac{i}{\hbar} r_{T}^{c} 0_{T}^{a} h(T)} \right) G^{</>}(0) = e^{\frac{i}{\hbar} r_{T}^{c} 0_{T}^{a} r_{T}^{c} 0_{T}^{a}} (\Sigma_{R/A}^{R/A} G^{R/A} + \Sigma^{</>} G^{</>} G^{>/>} G^{</>} G^{</>}).$$

(22)

where we have shown the retarded/advanced and the lesser/greater collectively. Here, we adopt the convenient notation for derivatives, $\partial T$, which denotes a partial derivative acting on the $G$ term with respect to $T$ and so on. Again, each quantity here is a square matrix with dimensions corresponding to the number of electronic levels in the central region. Since $T$ is associated with the motion of the classical coordinate, terms containing $(\partial T)^{n}$ will be of $n^{th}$ order in our small parameter. Thus, we apply our ansatz in (17), along with applying an expansion of the exponentials in orders of $\partial T$. Truncating after the zeroth order and solving for $\tilde{G}_{(0)}^{<}$ yields the standard adiabatic Green’s functions as follows:

$$\tilde{G}_{(0)}^{R/A} = (\omega I - h - \Sigma_{R/A}^{R/A})^{-1},$$

$$\tilde{G}_{(0)}^{</>} = \tilde{G}_{(0)}^{R} \tilde{G}_{(0)}^{</>} \tilde{G}_{(0)}^{A},$$

(23) (24)

An equivalent approach for the first order yields 

$$\tilde{G}_{(1)}^{R/A} = \frac{1}{2i} \tilde{G}_{(0)}^{R/A} \left[ \tilde{G}_{(0)}^{R/A}, \partial_{T} h \right] \tilde{G}_{(0)}^{R/A}$$

$$\tilde{G}_{(1)}^{</>} = \tilde{G}_{(0)}^{R} \tilde{G}_{(0)}^{</>} \tilde{G}_{(0)}^{A}$$

(25) (26)

The self-energy components in the frequency domain are given by

$$\tilde{\Sigma}_{R}^{R} = \frac{i}{2} \Gamma_{\alpha}, \quad \tilde{\Sigma}_{A}^{R} = \frac{i}{2} \Gamma_{\alpha},$$

(27)

$$\tilde{\Sigma}_{\alpha}^{</>} = i f_{\alpha}(\omega) \Gamma_{\alpha}, \quad \tilde{\Sigma}_{\alpha}^{>/>} = -i [1 - f_{\alpha}(\omega)] \Gamma_{\alpha}.$$  \hspace{1cm} (28)

Here, $f_{\alpha}(\omega)$ is the Fermi-Dirac distribution which describes the $\alpha$ lead. In solving for the above, we have applied the wide-band approximation to the leads such that $\Gamma_{\alpha}(\omega) = \Gamma_{\alpha}$. The explicit expression for an element of $\Gamma_{\alpha}$ is

$$\Gamma_{c,c',\alpha} = 2\pi \rho_{\alpha} t_{c,\alpha}^{*} t_{c',\alpha},$$

(29)

where $\rho_{\alpha}$ is the now constant density of states for the $\alpha$ lead, and $t_{c,\alpha}$ is the coupling strength between any state in the $\alpha$ lead and the central region electronic state $c$. We take $\Gamma_{\alpha}$ as a parameter for our model. In equations (27) to (29), the full quantity can be obtained by taking a sum over the leads $\alpha$. For example,

$$\Gamma_{c,c'} = \sum_{\alpha} \Gamma_{c,c',\alpha},$$

(30)

### E. Time-Stepping Approach to the Evolution of the Green’s Function

Clearly, if we are able to calculate $G^{<}(t, t)$ at each time, then (11) allows us to readily calculate the Ehrenfest force without need to resort to a perturbative approach involving time-scale separation. Our method is based off of the seminal work of Jauho et al. in reference [75], from which we borrow the main defined quantities. A similar time-stepping solution to Ehrenfest dynamics was presented in reference [65]. However, our application
of the approach as detailed in this section is more sophisticated and allows for better convergence and stability. In approaching these calculations, we borrow the main defined quantities from reference [75]. The lesser and greater Green’s function in the time domain are given by

\[ G^<(t, t') = i \sum_\alpha \int dt_1 \int dt_2 G^R(t, t_1) \frac{d\omega}{2\pi} e^{-i\omega[t_1-t_2]} f_\alpha(\omega) \Gamma_\alpha G^A(t_2, t'), \]

\[ = i \sum_\alpha \int dt_1 \int dt_2 G^R(t, t_1) \frac{d\omega}{2\pi} e^{-i\omega[t_1-t_2]} f_\alpha(\omega) \Gamma_\alpha G^A(t_2, t)e^{i\omega(t-t')} \]

\[ = i \sum_\alpha \int \frac{d\omega}{2\pi} f_\alpha(\omega)e^{i\omega(t-t')} \int dt_1 e^{i\omega(t-t_1)} G^R(t, t_1) \Gamma_\alpha \int dt_2 e^{-i\omega[t_2-t_1]} G^A(t_2, t'), \]

\[ = i \sum_\alpha \int \frac{d\omega}{2\pi} e^{-i\omega\tau} f_\alpha(\omega) A(\omega, t) \Gamma_\alpha A^\dagger(\omega, t'). \]

An equivalent derivation can be applied in the greater case to find

\[ G^>(t, t') = -i \sum_\alpha \int \frac{d\omega}{2\pi} e^{-i\omega\tau}[1 - f_\alpha(\omega)] A(\omega, t) \Gamma_\alpha A^\dagger(\omega, t'). \]

Here we have defined the quantity,

\[ A(\omega, t) = \int dt_1 e^{i\omega[t-t_1]} G^R(t, t_1). \]

The evolution of \( G^R \) is found via the Kadanoff-Baym equation in the time domain:

\[ \left( i \frac{\partial}{\partial t} - h(t) \right) G^R(t, t') = \delta(t-t') + \int dt_1 \Sigma^R(t, t_1) G^R(t_1, t'). \]

By utilising the fact that

\[ \Sigma^R(t, t') = -\frac{i}{2} \Gamma \delta(t-t'), \]

we can solve for the general solution of \( G^R \) as

\[ G^R(t, t') = -i \Theta(t-t') \tilde{T} \exp \left\{ -i \int_{t'}^{t} dt_1 h(t_1) - \frac{1}{2} \Gamma[t-t'] \right\}. \]

Here, \( \tilde{T} \) is the time-ordering operator and \( \Theta \) is the Heaviside step function. By substituting \( 31 \) into \( 37 \), we arrive at

\[ A(\omega, t) = -i \int_{-\infty}^{t'} dt_1 \tilde{T} \exp \left\{ i\omega[t-t_1] - i \int_{t_1}^{t} dt_2 h(t_2) - \frac{1}{2} \Gamma[t-t_1] \right\}. \]

This is the quantity which we will iteratively evolve forwards in time, from which we can then extract \( G^< \) via \( 35 \). We begin by applying a step \( \Delta t \) forwards in time to \( 41 \),
\[
A(\omega, t + \Delta t) &= -i \int_{-\infty}^{t+\Delta t} dt_1 \exp \left\{ i \omega [t + \Delta t - t_1] - i \int_{t_1}^{t+\Delta t} dt_2 h(t_2) - \frac{1}{2} \Gamma [t + \Delta t - t_1] \right\}, \\
&= -i \int_{-\infty}^{t} dt_1 \exp \left\{ i \omega [t + \Delta t - t_1] - i \int_{t_1}^{t+\Delta t} dt_2 h(t_2) - \frac{1}{2} \Gamma [t + \Delta t - t_1] \right\} \\
&- i \int_{t}^{t+\Delta t} dt_1 \exp \left\{ i \omega [t + \Delta t - t_1] - i \int_{t_1}^{t+\Delta t} dt_2 h(t_2) - \frac{1}{2} \Gamma [t + \Delta t - t_1] \right\}, \\
&= A^A(\omega, t + \Delta t) + A^B(\omega, t + \Delta t).
\]

Here we have split \(A\) into \(A^A\) which reflects how the history before \(t\) informs the system at \(t + \Delta t\), and \(A^B\) which contains the effects of the system from \(t\) to \(t + \Delta t\). \(A^A\) can be further simplified by partitioning the inner integral as follows:

\[
A^A(\omega, t + \Delta t) = -i \int_{-\infty}^{t} dt_1 \exp \left\{ i \omega \Delta t - i \int_{t_1}^{t+\Delta t} dt_2 h(t_2) - \frac{1}{2} \Gamma \Delta t \right\} \\
\times \hat{T} \exp \left\{ i \omega [t - t_1] - i \int_{t_1}^{t} dt_3 h(t_3) - \frac{1}{2} \Gamma [t - t_1] \right\}, \\
= \hat{T} \exp \left\{ i \omega \Delta t - i \int_{t}^{t+\Delta t} dt_2 h(t_2) - \frac{1}{2} \Gamma \Delta t \right\} A(\omega, t).
\]

We will make the assumption that for a sufficiently small \(\Delta t\), \(h(t)\) can be approximated as being piecewise constant. Thus, at some time-step \(t_n\), we assume that for \(t_n < t < t_{n+1}\), we have \(h(t) = h(t_n)\). This entails that our time step size should be sufficiently small in the computational implementation when calculating classical trajectories. This enables us to directly calculate the integrals over \(h(t)\) appearing in (48) and (54) along with removing the time-ordering operators. We thus re-express \(A^A(\omega, t + \Delta t)\) and \(A^B(\omega, t + \Delta t)\) according to

\[
A^A(\omega, t + \Delta t) = \exp \left\{ i \Delta t \left( \omega - h(t) + \frac{i}{2} \Gamma \right) \right\} A(\omega, t), \quad (49)
\]

and

\[
A^B(\omega, t + \Delta t) = -i \int_0^{\Delta t} dt_2 \exp \left\{ it_2 \left( \omega - h(t) + \frac{i}{2} \Gamma \right) \right\}, \quad (50)
\]

and

\[
A^B(\omega, t + \Delta t) = -i \left( e^{i \Delta t} - I \right) \Lambda^{-1}, \quad (51)
\]

where \(I\) is the identity matrix and for cleanliness, we have used \(\Lambda = i \left( \omega - h(t) + \frac{i}{2} \Gamma \right)\). Here we have used the matrix exponential identity:

\[
\int_0^T dt e^{X t} = \left( e^{X T} - I \right) X^{-1}. \quad (52)
\]

Now we have everything we need to be able to perform an Ehrenfest simulation of the classical dynamics. The algorithm functions as follows. First, we assume an adiabatic initial condition, such that (57) can be calculated through the use of (53). The initial force can then be computed according to (55) and (11) given the chosen initial conditions for the classical coordinate. The calculated Ehrenfest force feeds into an external algorithm which updates the nuclear dynamics to the next time step, at which point we use (49) and (51) to non-adiabatically compute \(A\) at the next time step. From here the process repeats, yielding a wholly non-adiabatic, classical trajectory in time.

III. RESULTS

A. Purely Positive Viscosity in the Single-Level Case

In the case where there is only a single electronic level in the central region and only the molecular Hamiltonian contains classical dependence, the diagonal components of the viscosity matrix \(\xi\) can be given by

\[
\xi_{\omega \omega} = \frac{\Gamma_0 \rho_s}{4\pi} \int d\omega' E_{\omega \omega} (1 - f_L) \Gamma_L + \frac{\rho_s}{4\pi} (1 - f_R) \Gamma_R \left( (\omega - \omega')^2 + \frac{\Gamma^2}{4} \right)^{2},
\]

where \(T_L\) and \(T_R\) are the temperatures for the left and right lead, respectively. In our model, we set \(T_L = T_R = 0.001\). A rigorous derivation of (53) has been relegated to Appendix A. Thus, we observe that the diagonal viscosity elements are purely positive as each term in (53) is positive. From a Langevin standpoint, theory is known to produce negative viscosities in non-equilibrium in the
case of multiple electronic levels \cite{44, 47, 54}, as well as resulting from non-Condon effects in which the geometry at the leads-interface becomes relevant \cite{32}. Due to the cumbersome nature of the equations in the latter case, we focus only on the former in this paper.

### B. Single Classical Degree of Freedom

Here we present results for a two-level system with a single classical degree of freedom. The matrix elements of the molecular Hamiltonian take the form

\[
H_M = \begin{pmatrix} -\lambda x & \eta \\ \eta & \lambda x \end{pmatrix}, \tag{54}
\]

where the classical coordinate \( x \) has the effect of linearly shifting the two atomic orbitals and \( \eta \) dictates the overlap. We choose the left lead to be coupled to the first state and the right lead to be coupled to the second state which gives our \( \Gamma \) matrices the following form:

\[
\Gamma_L = \begin{pmatrix} \gamma & 0 \\ 0 & 0 \end{pmatrix}, \quad \Gamma_R = \begin{pmatrix} 0 & 0 \\ 0 & \gamma \end{pmatrix}. \tag{55}
\]

In this section, the common parameters are \( \lambda = \eta = 0.1, \gamma = 0.05, k = 1, x_0 = -0.22 \) and \( \mu_L = -\mu_R = 0.12 \), where \( \mu_a \) is the chemical potential of the \( a \) lead. In contrast to the single-level case, this model allows us to observe negative viscosities. An example of this is shown in Figure \( \ref{fig1} \) where the coordinate dependent viscosity coefficient (now a scalar function in the case of a single classical degree of freedom) becomes negative in a small region around \( x \approx -0.2 \).

By utilising our time-stepping algorithm to evolve \( G^< \) in time as presented in \ref{fig1}, we can calculate the Ehrenfest force as a function of time, from which we can then computationally simulate the dynamics of the classical coordinate. In Figure \( \ref{fig2} \) we calculate a classical Ehrenfest trajectory and record \( F^{\text{ehr}} \) at each time step. We also record the corresponding forces which the classical coordinate would experience under the perturbative truncation of \( F^{\text{ehr}} \) after the first order. We note that the methods clearly differ in the transient regime depending on the chosen initial conditions, before each settles into periodicity as the coordinate oscillates in time. The cause of the differences between the calculated Ehrenfest and perturbative forces are made clearer in Figure \( \ref{fig3} \) where a direct comparison has been made of the magnitude of the first order force relative to the sum of all higher order forces \( (F_{(2)} + F_{(3)} + \ldots) \) for different values of \( \Omega/T \). This is achieved by varying the effective mass of the classical coordinate while keeping all other parameters constant. We can then estimate \( \Omega \) by assuming that the oscillations are approximately harmonic. We observe that when \( \Omega/T \) is small in (a), the higher order forces have only a small relative contribution. In (b) however, \( \Omega/T \) is no longer small and thus our perturbative assumption is no longer satisfied, meaning the higher order forces have become increasingly relevant.

Calculation of the time-dependent forces allows us to then simulate the phase-space trajectory of the classical coordinate as a function of time. Figure \( \ref{fig4} \) shows time dependent trajectories of the classical coordinate \( x \) for three different values of the small parameter \( \Omega/T \). We also calculate the instantaneous power of the classical coordinate at each time step according to \( (F^{\text{ehr}} - F_{(0)}) \cdot \frac{\dot{x}}{m} \), which includes only the effects of the excitational and dissipative forces. The classical coordinate is intentionally confined to the region of negative viscosity shown in Figure \( \ref{fig1} \) via our choice of \( U(x) \) such that under the perturbative assumption, the instantaneous power will be positive at all time-steps. We observe that when \( \Omega/T \ll 1 \) as in (a); rendering the perturbative approximation as valid, the instantaneous power is overwhelmingly positive in agreement with the perturbative approximation. This entails that the oscillations will increase until reaching regions of positive viscosity, whereby they will form a limit cycle. This is further illustrated in Figure \( \ref{fig6} \) via long trajectories for the same parameters, where the amplitude of oscillations increases in both the Ehrenfest and perturbative approaches. This result
demonstrates that even in the absence of time-scale separation, negative viscosities emerge and dictate the behaviour of the system. However, we observe the resultant trajectories from the two methods to diverge from each other over longer time-scales, demonstrating the importance of the higher order forces even for these parameters where we expect they can be reasonably neglected. We note that Ehrenfest dynamics has been used to observe the effects of negative viscosities in different regimes in the literature\[55, 56, 62, 68\]. In Figure 4 (b) and (c) where \(\Omega/\Gamma > 1\) and our perturbative assumption is no longer adequate, we observe that instantaneous power is more often negative wherein the electronic environment is taking energy away from the classical coordinate. This means that the higher order terms (2nd order and above) in our perturbative expansion for \(F_{\text{ehr}}\) have become more relevant and the dissipative nature of these forces are overwhelming the negative viscosity produced by \(F^{(1)}\). These results are summarised in Figure 5 in which the average power input to the classical coordinate over a period of oscillation is calculated and classified as positive (blue) or negative (red). We observe that the average power input to the classical coordinate is positive far beyond when the perturbative assumption is valid. We anticipate that this cut-off between positive and negative average power input is highly dependent on the model and parameters at hand. However, this demonstrates that while negative viscosities will still emerge under a numerically exact approach, it can be dominated by dissipative higher order forces for large values of \(\Omega/\Gamma\). These results suggest that the inclusion of the higher order forces which emerge through Ehrenfest dynamics acts to further subdue classical vibrations within the system.

C. Two Classical Degrees of Freedom

The algorithm for calculating \(F_{\text{ehr}}\) can be readily extended to account for many classical degrees of freedom. In this section, we consider another 2-level model consisting now of two classical degrees of freedom; a stretching component and an angular component. As a result, in contrast to the case of a single vibrational degree of free-

FIG. 3: Comparison of the first order force against the sum of all higher order forces. (a) \(\Omega/\Gamma \approx 0.14\), (b) \(\Omega/\Gamma \approx 3.2\).

FIG. 4: Samples of Ehrenfest trajectories of the classical coordinate against time for (a) \(\Omega/\Gamma \approx 0.14\), (b) \(\Omega/\Gamma \approx 2.2\), (c) \(\Omega/\Gamma \approx 3.2\). Colour shows the instantaneous power of the classical coordinate.
FIG. 5: Regimes of negative (blue) or positive (red) average power input to the classical coordinate over a period of oscillation. The green points refer to the corresponding plots in Figure 4.

FIG. 6: Comparison of long trajectories of the classical coordinate in time using the Ehrenfest approach and the truncated perturbative approach. The viscosity coefficient is negative between the red dashed lines and positive outside. $\Omega/\Gamma \approx 0.14$.

FIG. 7: The force trajectories in time for the Ehrenfest force (blue) and perturbative force (black) acting on (a) $q$ and (b) $\theta$. $\Omega_q/\Gamma \approx 0.32$, $\Omega_\theta/\Gamma \approx 0.22$.

$F_{(0)}$ now becomes typically non-conservative. The stretching coordinate $q$ modulates the hopping amplitude between electronic sites in the central region, while the angular coordinate $\theta$ accounts for the shift in electric levels due to the electric field produced by the applied voltage bias. Thus, the molecular Hamiltonian now takes the form

$$H_M = \begin{pmatrix} h_L(\theta) & \eta(q) \\ \eta(q) & h_R(\theta) \end{pmatrix}. \quad (56)$$

The hopping amplitude is given by

$$\eta(q) = \eta e^{-q} \left(1 + q + q^2/3\right). \quad (57)$$

This is a generic $1s$-orbital overlap scaled by some constant $\eta$. Meanwhile, the atomic levels are given by

$$h_{L/R}(\theta) = \pm E_0 \cos(\theta), \quad (58)$$

where $q_0$ is the constant bond-length parameter which appears in our classical potential for $q$, while $E$ is the linear approximation to the electric field across the junction as determined by

$$E = \frac{\mu_L - \mu_R}{L}, \quad (59)$$

and $L$ is the junction length. For all results in this section, we set $\eta = 0.1$, $q_0 = 2$, $\theta_0 = 0$, $L = 4$, $k_q = 0.1$, $k_\theta = 0.05$, and $\mu_L = -\mu_R = 0.1$. All other components of the full Hamiltonian take the same form as in section III B.

In Figure 8 we calculate an Ehrenfest trajectory and record the Ehrenfest and perturbative forces on each degree of freedom separately. Given that we have more than one classical degree of freedom, this also includes the so-called non-equilibrium anti-symmetric forces in which the motion of $\theta$ induces a force on $q$ and vice versa; the net anti-symmetric force being perpendicular to the motion of the classical coordinate. Figure 8 performs a direct comparison between the time dependent trajectories calculated via the Ehrenfest force and the perturbative approximation. To do so, we first calculate a classical Ehrenfest trajectory of our two coordinates. From this trajectory at some point in time after the unusual transient behaviour in $F_{\text{ehr}}$ has subsided, we extract the initial conditions for a comparative trajectory where the forces are calculated according to the perturbative approximation. In Figure 8 (a), the trajectories are compared for large effective masses for each coordinate such that the perturbative assumption should be satisfied. We observe only small differences between the trajectories resulting from the different methods in this case. Contrarily, Figure 8 (b) demonstrates for small effective masses that the trajectories deviate away from each other almost instantly and undergo largely different oscillatory behaviour. This is because the perturbative assumption is no longer valid since $\Omega/\Gamma$ is not sufficiently small.

D. Evaluating the Diffusion Coefficient

The stochastic force term which we have thus far avoided in $F_{(0)}$ is a stochastic Gaussian process entirely
where we will refer to $D_{\text{dom}}$. Our molecular Hamiltonian is given by

$$H_{M} = h_{0} + \lambda x,$$

(61)

where $x$ represents any generic classical degree of freedom. We will let $h_{0} = 0$ and our $\Gamma_{\alpha}$ become scalar inputs in the single level case. The exact diffusion coefficient in (60) for our model can then be expressed in terms of nonequilibrium Green’s functions according to

$$D(t, t') = \lambda^{2} G^{>}(t, t')G^{<}(t', t).$$

(62)

A derivation of this result is presented in Appendix B. Our $D(t, t')$ here is not exclusively real. Since our stochastic force is classical, we symmetrize (62) by taking the real component such that our expression for $D(t, t')$ is now in correspondence with reference [45] as per

$$D(t, t') = \text{Re} \{\lambda^{2} G^{>}(t, t')G^{<}(t', t)\}.$$  

(63)

$D(t, t')$ accounts for the effects of the random fluctuations about the mean-field of the electronic environment on the classical degrees of freedom along with accounting for the feedback of the classical coordinate on the electronic environment due to its motion. However, generally a time-scale separation within the system is utilised in order to produce a perturbative solution to $D(t, t')$ in which the non-adiabatic feedback due to the motion of the classical coordinate is not included; in other words, the classical coordinate evolves adiabatically. We can solve for the adiabatic form of $D(t, t')$ by considering the Wigner transform of (62) and retaining only the adiabatic terms. With some work which has been relegated to Appendix C the Wigner transform of (62) can be expressed as

$$\tilde{D}^{\omega}(\omega, T) = \lambda^{2} \int \frac{d\omega'}{2\pi} \tilde{G}^{>}(\omega + \omega', T)\tilde{G}^{<}(\omega', T).$$

(64)

We note that (64) is a result of the phonon self-energy derived in reference [17]. Now, the adiabatic diffusion is found by taking $G^{<>/}>$ to be our adiabatic Green’s functions as in [24]. The subsequent application of the inverse Wigner transform then yields the adiabatic diffusion in the time domain as

$$D_{(0)}(\tau, T) = \lambda^{2} \int \frac{d\omega}{2\pi} e^{-i\omega\tau} \int \frac{d\omega'}{2\pi} \tilde{G}_{(0)}^{>}(\omega + \omega', T)\tilde{G}_{(0)}^{<}(\omega', T).$$

(65)

The adiabatic diffusion will serve as a base of comparison with the exact diffusion in order to analyse the effects of a time-scale separation within the system. We additionally analyse the validity of the white-noise approximation for different parameters. The white-noise approximation is a method of coarse-graining the diffusion coefficient which allows for a simpler mathematical and computational treatment. This is done by assuming that the coloured-noise exact diffusion coefficient can instead be replaced by a white-noise equivalent according to

$$D(t, t') \equiv D^{\omega}(T)\delta(t - t'),$$

(66)

where we have introduced the white-noise diffusion coefficient $D^{\omega}$. Thus, the aim is to accurately reproduce the effects of the stochastic force under the assumption that it is entirely uncorrelated in time. In order to replicate the correct dynamics using this approximation, it can be shown that $D^{\omega}$ must then take the form

$$D^{\omega}(t_f) = \int_{-t_f}^{t_f} d\tau D(t_f, \tau).$$

(67)
where to avoid ambiguity, \( t_f \) denotes a specific point along the trajectory. This is demonstrated in Appendix \[ \text{[D.67]} \] and is just the Wigner transform of \( D(t, t') \) where \( \omega = 0 \) such that \( D^w \) is independent of \( \omega \); hence the name “white-noise” diffusion. Thus, the white-noise diffusion coefficient contains information about the correlations in the stochastic force but applies that information in a Markovian manner. A time-scale separation can be applied to the white-noise diffusion in a similar way as previously, whereby the adiabatic white-noise diffusion is given by

\[
D^w(t_f) = \int_{-t_f}^{t_f} d\tau D_{(0)}(t_f, \tau). \tag{68}
\]

The adiabatic white-noise diffusion is the most commonly used approximation to the diffusion coefficient \[ \text{[41, 44]} \] and we note in passing that it satisfies a fluctuation-dissipation relation with \[ \text{[43]} \] when \( \partial \omega = \lambda \).

The white-noise approximation is valid when correlations in the exact diffusion coefficient decay over time-scales in which the effects of other forces present in the system (in our case, the Ehrenfest and the classical forces) are negligible. In order to quantify its validity, we introduce the correlation time defined according to

\[
t_{\text{corr}}(t_f) = \int_{-t_f}^{t_f} d\tau \frac{\partial D(t_f, \tau)}{D(t_f, \tau = 0)}. \tag{69}
\]

This is a measure of the persistence of correlations in the stochastic force, independent of their strength. The numerator \[ \text{[69]} \] is our expression for the white-noise diffusion while the denominator is the variance in the stochastic force at time \( t_f \). With all quantities now defined, we can begin to discuss the results.

We once again apply the time-stepping algorithm presented in Section \[ \text{[11]} \] to find classical Ehrenfest trajectories in time for our classical coordinate. In doing so, we store \( A(\omega, t) \) \[ \text{[44]} \] at each time-step. The two-time lesser and greater Green’s functions can then be computed according to \[ \text{[35]} \] and \[ \text{[36]} \] by inputting \( A(\omega, t) \) at different points in the stored trajectory and numerically integrating over \( \omega \) for each possible value of \( \tau \). We then calculate the exact diffusion coefficient as a function of \( \tau \) according to \[ \text{[62]} \], where \( D(\tau = 0) \) corresponds to the variance in the stochastic force at the end point of the trajectory and \( D(\tau > 0) \) is the correlation in the stochastic force between the times \( t \) and \( t - \tau \). To clarify the method, the stochastic force is not included in the simulation. We instead calculate the trajectory using Ehrenfest dynamics as a means to assess the behaviour of the exact diffusion coefficient. The common parameters in this section are \( \lambda = 0.1, k = 1 \) and \( \omega_0 = 0. \)

In Figure 9 (a)-(d) we observe the exact diffusion as in \[ \text{[62]} \] for different values of our small parameter (solid line) plotted against the corresponding adiabatic diffusion as per \[ \text{[65]} \] (dashed line). Here, time \( t \) corresponds to the end point of the trajectory where in (a)/(b) the trajectory is ended at a point when \( x = 0 \), while in (c)/(d) the trajectory is ended at a turning point. The left plots are calculated in equilibrium while the right plots are calculated at a non-zero voltage. The differences between the solid and dashed lines give an indication of the effects of the feedback on the electronic environment due to the motion of the classical coordinate.

To our knowledge, the effects of non-adiabatic motion on the diffusion coefficient have not been directly observed previously. As expected, this feedback becomes especially important when the small parameter \( \Omega/\Gamma \) becomes larger, such that the perturbative truncation of \[ \text{[62]} \] is no longer satisfied. However, we observe that an increase to the voltage nullifies the effects of the feedback. This is justified by the knowledge that the electronic tunnelling time-scale is faster at higher voltages \[ \text{[1]} \], meaning that the electronic environment can more readily equilibrate to any changes in the classical geometry. Thus, the time-scale separation becomes increasingly justifiable further from equilibrium, even despite \( \Omega/\Gamma \) being large. We also find that the correlations in the stochastic force are dissipated over shorter time-scales when \( \Omega/\Gamma \) is smaller such that \( D(\tau) \) approaches a shape more reminiscent of a delta function. Finally, we note that the time-scale separation appears less satisfactory at the turning points of the trajectory. The acceleration of the classical coordinate is largest around the turning points and we posit that acceleration dependent terms become important here, which are otherwise unaccounted for under the assumption of adiabatic motion.

The effectiveness of the time-scale separation for different ending positions along the trajectory is quantified in Figure 10 in which we have calculated \( D^w/D^w_{(0)} \) for different end positions along a period of the trajectory when \( \Omega/\Gamma = 1 \). For these parameters, the time-scale separation is ineffective as \( D^w \) is over twice as large as \( D^w_{(0)} \) at a minimum. We observe the adiabatic assumption to be at its weakest in the vicinity of the turning points.

In Figure 11 we use \( t_{\text{corr}}/T_p \) as a measure of the suitability of the white-noise approximation, where \( T_p \) is the period of oscillations in the classical coordinate. Here, \( t_{\text{corr}} \) contains any information about the electronic forces acting on the coordinate, while \( T_p \) contains information on the classical force. We observe that an increase to \( \Omega/\Gamma \) results in a corresponding increase to \( t_{\text{corr}}/T_p \), implying that the white-noise approximation is more valid at smaller \( \Omega/\Gamma \) where the time-scale separation is more well-defined. However, we note that the validity decreases upon increasing the voltage which would ordinarily serve to further increase the time-scale separation. For this system, a larger voltage results in more persistent correlations in the stochastic force which emerges in the numerator of \[ \text{[69]} \], while the change in the denominator is comparatively irrelevant.

This counter-intuitive result also indirectly emerges in Figure 12 where we observe the white-noise approximation to become more applicable outside of the window due to the motion of the classical coordinate. In this region, electrons tunnel more slowly.
FIG. 9: Exact diffusion coefficient as a function of $\tau$ for where time $t$ occurs at: (a)/(b) $x = 0$, (c)/(d) a turning point. Left: $V = 0$, Right: $V = 0.2$. Dashed line is the corresponding $D(t, t')$ for the same parameters.

FIG. 10: An example trajectory of the classical coordinate. Colour scale shows the calculated $D_{w}^{e}/D_{w}^{(0)}$ at that point in the trajectory. Parameters: $\Omega/\Gamma = 1$, $V = 0$.

IV. CONCLUSIONS

In this paper, we have introduced a novel time-stepping algorithm for evaluating the exact lesser Green’s function at equal times, which allows us to simulate the trajectory of multiple classical coordinates simultaneously via an Ehrenfest approach. We use this to benchmark the commonly used Langevin approach which necessitates the use of a time-scale separation between classical and electronic coordinates within the system. We observe that despite our avoidance of a time-scale separation within our system, we observe negative dissipations (positive power input to the classical coordinate) as predicted by the Langevin approach. We also note that these negative dissipations can be overwhelmed by positive dissipations due to higher order forces unaccounted for in the Langevin approach. We also apply our method to the calculation of the diffusion coefficient in which we observe the effect of the non-adiabatic feedback of the...
classical coordinate onto the electronic environment and its behaviour under a time-scale separation. Additionally, we assess the validity of the white-noise approximation for the diffusion coefficient for a range of parameters and find that it is most applicable under a clear time-scale separation within the system and is better applied when the transport channel energy is shifted outside of the voltage window.

**Appendix A: Viscosity Coefficient in the Single-Level Case**

For the case of a single electronic level and any number of classical degrees of freedom, the first order force for an arbitrary degree of freedom \( \nu \) in (1) is given by

\[
F_{\nu,(1)} = \int \frac{d\omega}{2\pi} i \partial_{\nu} h \tilde{G}_{(1)}^{\nu}. \tag{A1}
\]

where \( \tilde{G}_{(1)}^{\nu} \) in the single-level case can be simplified to

\[
\tilde{G}_{(1)}^{\nu} = \frac{i}{2} \partial_T h \tilde{G}_{(0)}^{\nu} \tilde{G}_{(0)}^{\nu} \left( \tilde{G}_{(0)}^{\nu} - \tilde{G}_{(0)}^{R} \right) \partial_\omega \Sigma^\nu. \tag{A2}
\]

Through the use of (23), (28), and the fact that \( \partial_\omega f_\alpha = -\frac{1}{T_\alpha} f_\alpha (1 - f_\alpha) \), some simplification yields

\[
\tilde{G}_{(1)}^{\nu} = \frac{i}{2} \partial_T h \Gamma \left\{ \frac{f_\nu}{T_L} (1 - f_L) \Gamma_L + \frac{f_R}{T_R} (1 - f_R) \Gamma_R \right\}. \tag{A3}
\]

We obtain the simplified form of \( F_{\nu,(1)} \) by substituting (A3) into (A1):

\[
F_{\nu,(1)} = -\partial_\nu h \partial_T h \Gamma \int \frac{d\omega}{4\pi} \frac{\frac{f_\nu}{T_L} (1 - f_L) \Gamma_L + \frac{f_R}{T_R} (1 - f_R) \Gamma_R}{(\omega - h)^2 + \Gamma^2} \tag{A4}
\]

We apply the chain rule such that \( \partial_T h = \sum_{\nu'} v_{\nu'} \partial_{\nu'} h \) where \( v_{\nu'} \) is the velocity of the \( \nu' \) coordinate and the summation is over all classical degrees of freedom. The diagonal components of the force then correspond to when \( \nu' = \nu \), for which we will utilise an additional subscript:

\[
F_{\nu\nu,(1)} = -v_{\nu} (\partial_\nu h)^2 \Gamma \int \frac{d\omega}{4\pi} \frac{\frac{f_\nu}{T_L} (1 - f_L) \Gamma_L + \frac{f_R}{T_R} (1 - f_R) \Gamma_R}{(\omega - h)^2 + \Gamma^2} \tag{A5}
\]

Finally, the diagonal components of the viscosity coefficient can then be found according to \( \xi_{\nu\nu} = -\frac{F_{\nu\nu,(1)}^{(1)}}{v_{\nu}} \), which yields

\[
\xi_{\nu\nu} = \frac{\Gamma (\partial_\nu h)^2}{4\pi} \int d\omega \frac{\frac{f_\nu}{T_L} (1 - f_L) \Gamma_L + \frac{f_R}{T_R} (1 - f_R) \Gamma_R}{(\omega - h)^2 + \Gamma^2 / 4}. \tag{A6}
\]

**Appendix B: Exact Diffusion Coefficient**

Here we derive (B2) for the case of a single electronic level and single classical degree of freedom \( x \). We express the quantum force acting on the classical coordinate due to the electronic environment according to a mean component which contains the deterministic forces, and a stochastic component which captures the probabilistic fluctuations about the mean:

\[
\dot{f}(t) = f(t) + \delta f(t). \tag{B1}
\]

FIG. 11: The ratio of the correlation time to the period of classical oscillation, as a function of \( \Omega/\Gamma \) for equilibrium and non-equilibrium cases. Trajectory length = 300.

FIG. 12: The ratio of correlation time to the period of classical oscillation for shifted values of \( h_0 \). The dashed blue lines show the edges of the voltage window. Parameters: \( \Omega/\Gamma = 1 \).
By multiplying this equation by itself at a different time \( t' \) and utilising the fact that \( \langle \delta f(t) \delta f(t') \rangle = 0 \), we find

\[
\langle \delta f(t) \delta f(t') \rangle = \langle f(t) f(t') \rangle - f(t) f(t'),
\]

(B2)

where the quantum force operator according to (7) is given by

\[
\dot{f}(t) = -\partial_x U - \partial_x \hbar d \partial d.
\]

(B3)

After inputting this expression into (B2) and applying Wick’s theorem to decompose the strings of creation and annihilation operators, we observe that the terms in \( f(t) f(t') \) cancel exactly with part of the decomposition of \( \langle \dot{f}(t) \dot{f}(t') \rangle \). We are then tasked with finding an equation for \( \dot{f}(t) \dot{f}(t') \) in the time domain by the inverse Wigner transform to (B2) and (B4).

\[
\langle \dot{f}(t) \dot{f}(t') \rangle = (\partial_x \hbar)^2 \langle d(t) d(t') \rangle \langle d(t) d(t') \rangle,
\]

(B4)

\[
= \lambda^2 G^>(t, t') G^<(t', t).
\]

(B5)

Here we have used the fact that \( \partial_x \hbar = \lambda \) for our model and we have utilised the definitions for the lesser and greater Green’s functions.

**Appendix C: Wigner Transform of (62)**

Direct application of the Wigner transform to (62) yields

\[
\tilde{D}(\omega, T) = \frac{\lambda^2}{2\pi} \int dt e^{i\omega t} G^>(t, t') G^<(t', t).
\]

(C1)

Now, we replace \( G^< \) in the time domain by the inverse Wigner transform of \( G^< \) and simplify to find

\[
\tilde{D}(\omega, T) = \frac{\lambda^2}{2\pi} \int dt e^{i\omega t} G^>(t, t') \int d\omega' e^{-i(t') \omega} G^<(t', T),
\]

(C2)

\[
= \frac{\lambda^2}{2\pi} \int d\omega' \int dt e^{i(t + \omega') t} G^>(t, t') G^<(t', T),
\]

(C3)

\[
= \frac{\lambda^2}{2\pi} \int d\omega' \tilde{G}^>(\omega + \omega', T) \tilde{G}^<(\omega', T),
\]

(C4)

where we have used the definition of the Wigner transform.

**Appendix D: Equation for the white-noise diffusion**

In (62), we introduced the white-noise diffusion \( D^w \) as a means of representing the colored-noise diffusion in a Markovian manner. We are then tasked with finding an equation for \( D^w \) whose application will accurately reproduce the dynamics produced by the exact colored-noise diffusion. To do so, we consider a pedagogical example in which we neglect all forces except the stochastic force. The governing equation of motion is given by

\[
m \frac{dv}{dt} = \delta f(t).
\]

(D1)

This is solved for the velocity at time \( t \) according to

\[
v(t) = v(0) + \frac{1}{m} \int_0^t dt' \delta f(t').
\]

(D2)

The change in kinetic energy of the classical coordinate is then found by squaring the above and taking an average over the fluctuations such that we obtain

\[
\Delta KE = \frac{1}{2m} \int_0^t dt' \frac{1}{2m} \int_0^t dt'' D^w(t', t'').
\]

(D3)

Now, we implement the white noise approximation according to (D5) and solve for an equation for \( D^w \) which yields the same change in kinetic energy. Making the transformation from \( (t', t'') \) to \( (T, \tau) \) yields

\[
\Delta KE = \frac{1}{2m} \int_0^t dT \int_{-T}^T d\tau D^w(T) \delta(\tau),
\]

(D4)

\[
= \frac{1}{2m} \int_0^T dT D^w(T).
\]

(D5)

By enforcing that (D5) and (D3) are equal, we find

\[
\int_0^t dT D^w(T) = \int_0^T dT \int_{-T}^T d\tau D(T, \tau).
\]

(D6)

Application of \( \frac{d}{dt} \) to both sides and using the symmetry property, \( D(T, \tau) = D(T, -\tau) \), then yields

\[
D^w(t) = \int_{-t}^t d\tau D(t, \tau) + 2 \int_0^t d\tau D(T, t).
\]

(D7)

Finally, we assume that time \( t \) is sufficiently large such that \( D(T, t) \) is approximately zero. This amounts to assuming that the correlations in the stochastic force decay to zero over time intervals of \( t \) or longer. The second term disappears and we are left with our final expression for the white-noise diffusion coefficient:

\[
D^w(t) = \int_{-t}^t d\tau D(t, \tau).
\]

(D8)

Clearly, the white noise approximation in this case will produce the same observable change in kinetic energy over any time-scale. However, the inclusion of a frictional force and an external potential will limit the validity of the approximation to finite time-scales dependent on their respective strengths. This is because these forces may produce an appreciable effect on the dynamics over the time-scales for which the stochastic force is correlated.
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