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Abstract—This paper presents a novel context-based approach for pedestrian motion prediction in crowded, urban intersections, with the additional flexibility of prediction in similar, but new, environments. Previously, [1] combined Markovian-based and clustering-based approaches to learn motion primitives in a grid-based world and subsequently predict pedestrian trajectories by modeling the transition between learned primitives as a Gaussian Process (GP). This work extends that prior approach by incorporating semantic features from the environment (relative distance to curbside and status of pedestrian traffic lights) in the GP formulation for more accurate predictions of pedestrian trajectories over the same timescale. We evaluate the new approach on real-world data collected using one of the vehicles in the MIT Mobility On Demand fleet [2]. The results show 12.5% improvement in prediction accuracy and a $2.65\times$ reduction in Area Under the Curve (AUC), which is used as a metric to quantify the span of predicted set of trajectories, such that a lower AUC corresponds to a higher level of confidence in the future direction of pedestrian motion.

I. INTRODUCTION

Recent advances in sensor technologies and computing power have led to a surge in research on autonomous driving to improve road safety ([3], [4]), reduce traffic congestion and improve vehicle utilization. For safe and efficient autonomous driving in complex urban environments, a self-driving vehicle must be able to interact with other moving objects, including pedestrians, cyclists, and, of course, cars. Pedestrian trajectory prediction is challenging as compared to that of other cars and cyclists because of the absence of a regular flow, such as driving within lanes and staying within road boundaries, that results from a fairly uniform set of predefined “rules of the road” for cars (and to some extent cyclists). The complexity is increased further when the urban environment includes pedestrian traffic lights or tightly packed sidewalks with numerous pedestrian interactions. There is a need for an efficient pedestrian motion prediction algorithm that can address these challenges.

Most of the previous work on mobile agent trajectory prediction is either prototype-trajectory based or Markovian maneuver intention estimation-based [5]. [1] use a combination of the two, to inherit the benefits of both, in developing a dictionary learning algorithm, called augmented semi nonnegative sparse coding (ASNSC). Learning motion primitives instead of complete prototype trajectories addresses the issue of partial observability of trajectories caused by occlusions or a limited field of view of on-board perception sensors. ASNSC outputs a set of feasible trajectories as its prediction that are learned based on solely the spatial features of the training dataset (absolute x and y position and orientation of pedestrians), ignoring the environment context that may influence a pedestrian’s intent.

The accuracy of these predictions could be improved by adding semantic features from the environment in the learning process. Incorporating context can also provide flexibility of application of the learned model to prediction in new, but similar environments, unexplored earlier, which is in general difficult to achieve with clustering-based approaches [5]. Fig. 1 shows an intersection scenario in which, when faced by a choice between two crosswalks, pedestrian traffic light status for each of those crosswalks influences pedestrian choice. Similarly, a comparison of the relative distance to each curbside could be indicative of future direction of motion.

This paper extends [1] by incorporating semantic features from the environment. To meet this objective, a dictionary of motion primitives is learned using ASNSC, as in [1]. However, the GP based modeling of transition between learned motion primitives is done with respect to the environmental context instead of absolute x and y position. As illustrated in Fig. 2(b), the environmental context, such as pedestrian traffic light status, influences the probability of transition between two motion primitives. This aspect, however, was not captured in ASNSC. The two main context features used in this work are
pedestrian traffic light status and relative distance to curbside. A squared exponential (SE) kernel function with automatic relevance determination (ARD) [6] is used to determine the relevance of each of the individual features. Previously, we presented some initial results in the 2017 NIPS Machine Learning for Intelligent Transportation Systems workshop. This paper builds on that previous work by introducing three different context feature sets for learning the transition between motion primitives. An extensive evaluation of the prediction performance of our context-aware approach with all three feature sets is also provided. A quantitative comparison of our approach with ASNSC shows a 12.5% increase in the prediction accuracy.

The main contributions of this work are:

- Context-based ASNSC (CASNSC) framework for embedding context such as traffic lights, relative distance to curbside etc. in [1];
- Comparison of three different variations of CASNSC with ASNSC to show improvement in prediction accuracy;
- Utilization of context to transform pedestrian position in the global $x−y$ coordinate frame into a rotated $x′−y′$ coordinate frame, in which the two coordinates are independent of each other (see Fig. 3). This aids in building more accurate GPs for modeling the transition between learned motion primitives;
- Selection of context features that are invariant to the training intersection geometry (for orthogonal intersections). This lays the foundations for trajectory prediction using CASNSC in intersections other than the one it has been trained on.

II. RELATED WORK

Several papers have been written on short-term prediction of human motion [7]–[10], but understanding goals or intent is needed to plan for longer timescales [11], [12]. For instance, [13] demonstrates the ability to accurately predict the final destination of pedestrians using a probabilistic pedestrian modeling approach. Our aim, however, is to not just predict the final destination, but also the path taken by the pedestrian to reach its goal. Previous work has focused on two main approaches for trajectory prediction [5]: prototype trajectories-based and maneuver intention estimation-based. In general, prototype trajectories-based approaches are more robust to measurement noise when compared to maneuver intention estimation-based approaches, which are mostly Markovian [14]–[16] and therefore, rely on the current state only for prediction. However, the prototype trajectories-based approaches can be computationally quite expensive [17], [18] and hence slow in detecting changes in pedestrian intent. They are also susceptible to issues like partial trajectories in the training dataset being grouped together into a cluster and learned as a trajectory prototype. [1] combine these two approaches to inherit the benefits of both in developing ASNSC. They achieved significant improvement over state-of-art clustering based approach using Dirichlet Process mixture of Gaussian Process (DPGP). However, an important limitation of [1] is that available environmental context is not utilized for trajectory prediction.

Most of the previous work on context-based pedestrian trajectory prediction is limited to a classification problem [9], [19], [20]. In addition, some are also based on the limiting assumption of only one context feature being active at a time, which works for short-term, immediate prediction only [9]. More recently, [16] use a combination of an Interacting Multiple Model (IMM) filter for tracking and Latent-dynamic Conditional Random Field (LDCRF) model for intention prediction. Their approach implicitly utilizes situational awareness by embedding human head pose into the LDCRF model and the prediction horizon is limited to 1 second. Our model, in contrast, predicts on explicit inclusion of context, for a long-term prediction horizon of 5 seconds. Further, [11] used jump-Markov process for long term prediction of pedestrian motion by incorporating traffic light and crosswalks as semantic features. The output of their prediction model is an occupancy map of feasible trajectory predictions. Our goal instead is to make prediction confident and output the most likely trajectory with increased accuracy by incorporating context in the ASNSC based prediction model [1].

III. BACKGROUND

In this section, we first briefly review the ASNSC algorithm for learning motion primitives followed by a review of the GP based framework for trajectory prediction using the learned dictionary, as in [1].

A. Augmented Semi-Nonnegative Sparse Coding

Given a training dataset of $n$ samples, $\mathbf{Z} = [\mathbf{x}_1, \ldots, \mathbf{x}_n]$, where $\mathbf{x}_i$ is a column vector of length $p$, the objective is to learn a set of $K$ dictionary atoms, $\mathbf{D} = [\mathbf{d}_1, \ldots, \mathbf{d}_K]$, and the corresponding nonnegative sparse coefficients, $\mathbf{S} = [s_1, \ldots, s_n]$. Mathematically, this can be formulated as a constrained optimization problem of the form [1]:

$$\underset{\mathbf{d}, \mathbf{s}}{\text{argmin}}\ | | \mathbf{Z} - \mathbf{DS} | |_F^2 + \lambda \sum_{i=1}^n | | s_i | |_1$$

subject to $\mathbf{d}_k \in \mathbf{Q}$, $s_{ki} \geq 0 \forall k,i$

where $\lambda$ is a regularization parameter and $\mathbf{Q}$ is the feasible set in which $\mathbf{d}_k$ resides. In particular, this framework can be applied to learning a dictionary of motion primitives for pedestrian trajectories.

For this particular application, the input consists of $n$ pedestrian trajectories, where each trajectory $t_i$ is a sequence of two-dimensional position measurements taken at a fixed time interval $\Delta t$. The output is a dictionary of motion primitives $\mathbf{D}$; an example is shown in Fig. 2(b) As described in [1], a discretized world, consisting of $M \times N$ blocks of width $w$, is used to develop a vector representation $\mathbf{x}_i$ of each training trajectory $t_i$ as shown in Fig. 2(a). Since we are interested in just the shape of predicted trajectory, the input velocities are normalized.
Trajectory prediction has two main steps. 1) Unitary GP motion patterns, \((GP_{uni}^x, GP_{uni}^y)\), are learned from training trajectories corresponding to \(T(i,j) \forall i \neq j\). The unitary GP motion pattern that most likely generated the observed trajectory \(t'\) is determined using (3), which is equivalent to selecting the most likely initial dictionary atom \(\hat{d}_k\) (Algorithm 1 line 11). 2) The set of possible future dictionary atoms can be found as \(D = \{j | T_{kj} > 0\}\) (Algorithm 1 line 12). Transitional GP motion patterns, \((GP_{trans}^x, GP_{trans}^y) \forall j \in D\) are then used for generating a set of predicted trajectories \(s_j\).

[1] provides an improved prediction of pedestrian trajectories as compared to that using Gibbs sampling for DPGP [18]. However, the environmental context is not taken into account when performing prediction. This paper presents CASNSC as an extension of [1] by embedding context into their prediction model. The following section introduces the context features used and our approach for incorporating them into the trajectory prediction model of [1].

IV. ALGORITHM

As discussed earlier, this work extends ASNSC by incorporating semantic features from the environment in the transition learning phase (Algorithm 1 lines 5-13) and is motivated by situations in which context influences transition between learned dictionary atoms (see Fig. 2(b)). The proposed approach uses two sets of features: 1) \(\text{dictionary features, } X_d\), which are used for learning the dictionary \(D\) (Algorithm 1 lines 1-4); and 2) \(\text{transition features, } X_t\), which are used for learning the transition between dictionary atoms using GP models (Algorithm 1 lines 5-13). ASNSC uses the same set of two-dimensional position feature, \((x, y)^T\), as both \(X_d\) and \(X_t\). We propose three different feature sets as \(X_f\) for learning the GP models, such that each feature set is increasingly less dependent on pedestrian position and more dependent on context instead.

A. Context features

1) Pedestrian traffic light: A pedestrian’s decision to go left or right is influenced by the status of two pedestrian traffic lights (T1, T2) in a four-way intersection scenario. A single-dimensional feature vector, \((tr)\), is sufficient to capture the environment context with respect to both the traffic lights as the change in status of (T1, T2) captures redundant information.

2) Curbside orientation: Pedestrian motion in sidewalks is constrained by the orientation of the curbsides. An arbitrarily chosen x-y coordinate frame, therefore, results in a dependence of the coordinates on each other. This violates the assumption of independence of x, y coordinates in the SE kernel function used by the GP models. As shown in Fig. 3, rotating the x-y frame into the x'-y' frame, which has the same orientation as that of the curbsides of interest can reduce the dependence of the coordinates on each other. Such a transformation can improve GP modelling, and consequently, trajectory prediction accuracy. The described transformation is equivalent to embedding the curbside/sidewalk orientation as a context feature in the prediction model.
To address this issue, curbside orientation and relative distance to curbside context features. The signs of vector elements \( c_l \) and \( c_r \) are determined using the curbside coordinate frame \( x_c - y_c \). Pedestrian position in the rotated coordinate frame \( x' - y' \), which has the same orientation as that of the curbside in the global coordinate frame \( x - y \), is used as the curbside orientation context feature.

3) Relative distance to curbside: In addition to the curbside orientation, the relative distance of a pedestrian (treated as a point mass) to the curbside also provides useful contextual information. This distance can be computed using either a prior map of the environment or by online curb identification and localization. As, shown in Fig. 3, a two-dimensional vector, \( (c_l, c_r)^T \) is used as the relative distance to curbside feature, which is equivalent to transforming the arbitrarily chosen global \( x - y \) coordinate frame into the \( x_c - y_c \) coordinate frame, that is exactly aligned with the curbsides of interest.

B. Feature sets

1) Position and pedestrian traffic light: The first feature set is a combination of the two-dimensional pedestrian position and the pedestrian traffic light context feature, i.e., \( X_t = (x, y, tr)^T \). Application of the CASNSC framework with this particular feature set will be referred to as CASNSC-1.

2) Curbside orientation and pedestrian traffic light: As described earlier, an inherent limitation of the first feature set is the fact that \( x, y \) are not independent of each other in intersections as they are constrained by the geometry of the sidewalk/curb sides (see Fig. 3). This violates the \( x - y \) independence assumption made in the GP transition models. To address this issue, curbside orientation is combined with the pedestrian traffic light context feature to create another feature set \( X_t = (x', y', tr)^T \). The specific application of CASNSC with this feature set will be referred to as CASNSC-2.

3) Relative distance to curbside and pedestrian traffic light: Another important piece of contextual information missing in the second feature set is the actual location of the intersection corner/curb sides, which can also be an important indicator of pedestrian intent (see Fig. 1). We incorporate this missing piece of information by combining the relative distance to curbside with the pedestrian traffic light context feature to create the third feature set \( X_t = (c_l, c_r, tr)^T \). The CASNSC framework with this feature set will be referred to as CASNSC-3.

C. Kernel function

A SE kernel function with ARD is used as it allows for the combination of features with different characteristics and scales each feature in accordance with its relevance (6).

\[
k(X, X') = \sigma_f^2 \exp\left(-\frac{1}{2\ell_i^2} (x_i - x_i')^2\right) \tag{4}
\]

where, \( x_i \in X_t \forall i \in \{1, ..., m\} \) is the \( i \)-th transition feature and \( \ell_i \) is the characteristic length of this feature. For instance, for predictions using CASNSC-1 where \( X_t = (x, y, tr)^T \), the hyper-parameters that need to be tuned would be given by the column vector \( h = (\ell_1, \ell_2, \ell_r, \sigma_f)^T \).

V. RESULTS

Our approach is tested on real pedestrian data collected by a Polaris GEM vehicle equipped with three Logitech C920 cameras and a SICK LMS151 LIDAR [2], [23]. The dataset consists of 218 training trajectories. A prior map of the environment is used to extract curbside boundaries. Pedestrian traffic light status is manually annotated. An observation history of 2.5 seconds prior to the pedestrian entering the intersection is used to predict 5 seconds ahead in time. Fig. 4 provides a qualitative comparison of our approach with [1] using all 3 feature sets described in the previous section. While ASNSC provides all feasible pedestrian trajectories, given the intersection geometry, CASNSC picks those that are closest to the actual trajectory, in the correct direction, taking the context into account.

In the first scenario (trajectory 11), the pedestrian traffic lights’ status is given by \( T_1 = 0, T_2 = 1 \). The pedestrian enters the intersection and is faced with a choice between continuing to move straight or turn left. While ASNSC predicts a set

```plaintext
Algorithm 1: CASNSC - Context-based Augmented Semi Nonnegative Sparse Coding

/* Dictionary Learning Phase */
1 D ← 0, S ← 0;
2 while not converged do
3 [D, S] ← ASNSC(Z, X_d, λ);

/* Transition Learning Phase */
4 T ← Transition_Matrix(D, Z, S);
5 GP uni ← ∅, GP tran ← ∅;
6 for \( \forall (i, j) \) s.t. \( T(i, j) > 0 \) do
7 if \( i = j \) then
8 \[ GP uni.insert((GP_{x_i}(X_t), GP_{y_i}(X_t))) \]
9 else
10 \[ GP tran.insert((GP_{x_i}(X_t), GP_{y_i}(X_t))) \]
11 \( \hat{k} = \arg\max_{k} P(t'|GP_{x_i}^{uni}, GP_{y_i}^{uni}) \)
12 for \( \forall j \in \emptyset = \{ j | T(i, j) > 0 \} \) do
13 \( s_j ← \text{Predict}(t', (GP_{x_j}^{tran}, GP_{y_j}^{tran})) \)
```

---

Fig. 3: A typical four-way intersection (left) is used to explain the curbside orientation and relative distance to curbside context features. The zoomed portion (right) shows a pedestrian location as a black dot. \((c_l, c_r)^T\) denotes the vector of distance to the two curbsides of interest and is used as the relative distance to curbside context feature.

3) Relative distance to curbside and pedestrian traffic light: In addition to the curbside orientation, the relative distance of a pedestrian (treated as a point mass) to the curbside also provides useful contextual information. This distance can be computed using either a prior map of the environment or by online curb identification and localization. As, shown in Fig. 3, a two-dimensional vector, \( (c_l, c_r)^T \) is used as the relative distance to curbside feature, which is equivalent to transforming the arbitrarily chosen global \( x - y \) coordinate frame into the \( x_c - y_c \) coordinate frame, that is exactly aligned with the curbsides of interest.

3) Relative distance to curbside: In addition to the curbside orientation, the relative distance of a pedestrian (treated as a point mass) to the curbside also provides useful contextual information. This distance can be computed using either a prior map of the environment or by online curb identification and localization. As, shown in Fig. 3, a two-dimensional vector, \( (c_l, c_r)^T \) is used as the relative distance to curbside feature, which is equivalent to transforming the arbitrarily chosen global \( x - y \) coordinate frame into the \( x_c - y_c \) coordinate frame, that is exactly aligned with the curbsides of interest.

3) Relative distance to curbside and pedestrian traffic light: Another important piece of contextual information missing in the second feature set is the actual location of the intersection corner/curb sides, which can also be an important indicator of pedestrian intent (see Fig. 1). We incorporate this missing piece of information by combining the relative distance to curbside with the pedestrian traffic light context feature to create the third feature set \( X_t = (c_l, c_r, tr)^T \). The

```plaintext
Algorithm 1: CASNSC - Context-based Augmented Semi Nonnegative Sparse Coding

/* Dictionary Learning Phase */
1 D ← 0, S ← 0;
2 while not converged do
3 [D, S] ← ASNSC(Z, X_d, λ);

/* Transition Learning Phase */
4 T ← Transition_Matrix(D, Z, S);
5 GP uni ← ∅, GP tran ← ∅;
6 for \( \forall (i, j) \) s.t. \( T(i, j) > 0 \) do
7 if \( i = j \) then
8 \[ GP uni.insert((GP_{x_i}(X_t), GP_{y_i}(X_t))) \]
9 else
10 \[ GP tran.insert((GP_{x_i}(X_t), GP_{y_i}(X_t))) \]
11 \( \hat{k} = \arg\max_{k} P(t'|GP_{x_i}^{uni}, GP_{y_i}^{uni}) \)
12 for \( \forall j \in \emptyset = \{ j | T(i, j) > 0 \} \) do
13 \( s_j ← \text{Predict}(t', (GP_{x_j}^{tran}, GP_{y_j}^{tran})) \)
```

---

Fig. 3: A typical four-way intersection (left) is used to explain the curbside orientation and relative distance to curbside context features. The zoomed portion (right) shows a pedestrian location as a black dot. \((c_l, c_r)^T\) denotes the vector of distance to the two curbsides of interest and is used as the relative distance to curbside context feature. The signs of vector elements \( c_l \) and \( c_r \) are determined using the curbside coordinate frame \( x_c - y_c \). Pedestrian position in the rotated coordinate frame \( x' - y' \), which has the same orientation as that of the curbside in the global coordinate frame \( x - y \), is used as the curbside orientation context feature.

3) Relative distance to curbside: In addition to the curbside orientation, the relative distance of a pedestrian (treated as a point mass) to the curbside also provides useful contextual information. This distance can be computed using either a prior map of the environment or by online curb identification and localization. As, shown in Fig. 3, a two-dimensional vector, \( (c_l, c_r)^T \) is used as the relative distance to curbside feature, which is equivalent to transforming the arbitrarily chosen global \( x - y \) coordinate frame into the \( x_c - y_c \) coordinate frame, that is exactly aligned with the curbsides of interest.

3) Relative distance to curbside and pedestrian traffic light: Another important piece of contextual information missing in the second feature set is the actual location of the intersection corner/curb sides, which can also be an important indicator of pedestrian intent (see Fig. 1). We incorporate this missing piece of information by combining the relative distance to curbside with the pedestrian traffic light context feature to create the third feature set \( X_t = (c_l, c_r, tr)^T \). The
of trajectories completely ignoring the context, CASNSC-1 is more confident of the future direction of motion as it can incorporate context (T2 = 1) into account. CASNSC-2 provides an even more confident prediction owing to the more accurate GP transition models created by incorporating curbside orientation. CASNSC-3 outperforms all and its prediction is not just most confident but also follows the actual trajectory almost exactly. In the second scenario (trajectory 27), traffic light status is the same and while all four predictions are in the right direction, CASNSC-3 is again the most accurate. In the third scenario (trajectory 31), the traffic light status is given by T1 = 1, T2 = 0. Again, while all four predictions are in the right direction, CASNSC-3 is most accurate and follows the actual trajectory almost exactly.

Fig. 4: Comparison of prediction results of ASNSC (first column) with those of CASNSC-1: \( \mathbf{X}_t = (x, y, t)^T \), CASNSC-2: \( \mathbf{X}_t = (x', y', t)^T \) and CASNSC-3: \( \mathbf{X}_t = (c_t, c_r, t)^T \) (in the second, third and fourth columns respectively). Each row represents a different test trajectory. The curbside is shown using green, training trajectories using gray, observed path using pink, actual future path using dotted blue and predicted path using red lines.

Fig. 5 illustrates the metrics used for performance evaluation and Table I provides a quantitative comparison of ASNSC with CASNSC-1, CASNSC-2 and CASNSC-3. As illustrated in Fig. 5, the Area Under the Curve (AUC) [24] is used as a metric for comparing the confidence level of predictions, such that a larger AUC corresponds to a lower confidence. Table I indicates that AUC for predictions using CASNSC-3 is the lowest, confirming that embedding context provides a more confident prediction. Classification accuracy is also measured, which represents the fraction of correct predictions, weighted by their likelihood for a more realistic estimate of the metric. Mathematically, if a set of \( n \) trajectories is predicted as \( \{t_1, \ldots, t_n\} \), with their likelihood of prediction given by \( \{l_1, \ldots, l_n\} \), and the correct predictions are identified as \( \{t_i\} \forall i \in C \subset \{1, \ldots, n\} \), the classification accuracy is given by:

\[
\text{Classification accuracy} \% = \frac{\sum_{i \in C} l_i}{\sum_{k=1}^{n} l_k} \times 100\%.
\]

As seen in Fig. 5, correct predictions are defined as those in which the angular deviation from the observed trajectory i.e. \( \theta \) is less than 40 degrees. In addition to the illustrated metrics, the Modified Hausdorff distance (MHD) [25] is used to compare predicted pedestrian trajectories with the ground truth. We again use the likelihood of predicted trajectories to
compute the weighted average of MHD for a more accurate quantification of the metric.

![Diagram](image.png)

**Fig. 5:** (Left) Incorrect and correct predictions at an intersection scenario. (Right) Use of AUC as a metric for variance in prediction.

| Algorithm   | Classification accuracy(%) | MHD(m)  | AUC(m²) | Computation time(s) |
|-------------|----------------------------|---------|---------|---------------------|
| ASNSC       | 83.71                      | 2.09    | 131.13  | 0.03                |
| CASNSC-1    | 85.25                      | 2.33    | 105.50  | 0.51                |
| CASNSC-2    | 90.00                      | 2.05    | 85.23   | 0.48                |
| CASNSC-3    | 94.20 (correct predictions) | 1.77    | 49.44   | 0.04                |

Table I shows an improvement in all the chosen metrics, with only a slight increase in computation time. All computations were performed on an Intel Core i7-7700HQ processor in Matlab R2016b.

### VI. CONCLUSION

We extend ASNSC by incorporating semantic features from the environment to learn the transition between motion primitives of pedestrian trajectories (dictionary atoms) for more confident and accurate prediction. The results are presented using three different feature sets for embedding context into our model: pedestrian position & pedestrian traffic light (CASNSC-1), curbside orientation & pedestrian traffic light (CASNSC-2) and relative distance to curbside & pedestrian traffic light (CASNSC-3). CASNSC-3 which uses a combination of relative distance to curbside and pedestrian traffic light as emphtransitions features shows a 12.5% improvement in classification accuracy, 15.3% improvement in MHD and reduces variance in prediction, as measured by AUC, by a factor of 2.65. There is scope for further improvement on incorporation of other features like crosswalks, location of subway stations etc. Automatic scene understanding and feature learning as well as incorporating interaction between pedestrians will be parts of future work.

Using context features like relative distance to curbside provides geometric information which can be shown as invariant to a specific intersection scenario. This insight can be useful in knowledge transfer from one environment to the other. Making the prediction model flexible enough to be applied to similar but new environments unseen in the training phase will also be part of future work.

In this paper, we do not build on the sparse coding based dictionary learning part of [1] to embed context. However, more recently, papers published on deep dictionary learning [26], [27] provide interesting insights and approaches to build on it as well for future work.
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