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Abstract—Social network alignment aims at aligning person identities across social networks. Embedding based models have been shown effective for the alignment where the structural proximity preserving objective is typically adopted for the model training. With the observation that “overly-close” user embeddings are unavoidable for such models causing alignment inaccuracy, we propose a novel learning framework which tries to enforce the resulting embeddings to be more widely apart among the users via the introduction of carefully implanted pseudo anchors. We further proposed a meta-learning algorithm to guide the updating of the pseudo anchor embeddings during the learning process. The proposed intervention via the use of pseudo anchors and meta-learning allows the learning framework to be applicable to a wide spectrum of network alignment methods. We have incorporated the proposed learning framework into several state-of-the-art models. Our experimental results demonstrate its efficacy where the methods with the pseudo anchors implanted can outperform their counterparts without pseudo anchors by a fairly large margin, especially when there only exist very few labeled anchors.
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1 INTRODUCTION

ONLINE social networking is pervasive, with an enormous number of people communicating via multiple platforms. Social network alignment aims at aligning user accounts across such networks without knowing the real user identity. This alignment task has attracted widespread attention in both industry and academia due to its significant impact in many applications, e.g., user behavior prediction [1], friend recommendation [2], and identity verification [3].

Embedding based methods have been found effective for social network alignment where each network node is embedded into a low-dimensional space which in turn can support subsequent downstream prediction [4], [5], [6], [7], [8], [9]. The key idea is to find a mapping of users across social networks under the supervision of labeled users’ accounts (so-called anchor users). Compared to the earlier works [10], [11], the use of the embedding approach can avoid the computation of matrix inverse and is more suitable for alignment tasks over large-scale networks. Nevertheless, the structural proximity preserving objective typically adopted by the embedding algorithm can result in “overly-close” embeddings for nodes in a dense neighborhood structure. That makes it harder to differentiate from each other in the embedding space, and thus harder to align users across social networks. This limitation in principle can be alleviated by leveraging observed anchor pairs across the networks via (semi-)supervised learning. However, compared to the entire volume of social network users, only a small portion of users can be identified as the ground truth anchors across multiple social network platforms. Lacking enough anchor pairs will result in degradation of the embedding based alignment methods.

Fig. 1 illustrates the “overly-close” embedding issue. Consider the case shown in Part A of Fig. 1. There are two networks $G^x$ and $G^y$, in which $x$ and $y$ represent two observed anchor pairs. There is also a potential anchor $d$ to be aligned. Node $d$ has several first-order neighbors, and shares multiple common first-order neighbors $(l, n, q, j)$ with its second-order neighbors $(m, x$ and $y$) in $G^y$, which means there is a relatively “dense” local structure centering $d$ within the second-order neighborhood. That is to say, $d$ itself, its first-order neighbors (i.e., $l, n, q, k, j$) and its second-order neighbors (i.e., $m, x, y$), form a dense clique with its average degree larger than that of the entire network. Conventional structural proximity-based embedding algorithms [12], [13], [14] map a potential counterpart of $d$ in $G^x$ into a low-dimensional subspace. However, it is hard to distinguish $d$ from its neighbors within the clique due to the fact that the numerical representations of the nodes in a dense local structure are rather similar to each other in the embedding space, especially when there are not enough anchors to provide additional information for the alignment. In this paper, we will refer to the regions covering the embeddings of such cliques as “fuzzy regions”.

An intuitive idea to address the aforementioned issue is to restrict the number of nodes in the “fuzzy regions” by forcing the node embeddings to be more widely apart in the embedding space, and thus more distinguishable from each other. To achieve that, we propose a two-fold strategy. First, we implant pseudo anchors by directly connecting to some real anchor(s) (See Fig. 1 Part B). Under the structural preserving objective, we expect that the pseudo anchors can have more influence to the local structure formed by the real anchors and their first-order neighbors, but contribute less impact on the nodes topologically far from the anchors. The enlarged group of the anchor’s first-order neighbor will form a more compact clique thus to better distinguish from other nodes which is topological far from the anchor. By pulling
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Fig. 1: A toy example of the proposed framework. A. Structural proximity preserving objective sometimes could lead to “overly-close” embeddings for nodes in dense neighborhood structure during the embedding learning. B. Pseudo anchors help the corresponding embeddings learned to be more widely apart. C. The meta-learning step fine-tunes the positions of the pseudo anchors.

this enlarged group of nodes away from other nodes in the learning process via pseudo anchors, the node embeddings learned can be enforced to be more widely apart in the embedding space. Second, we try to address the challenge of determining the proper positions of pseudo nodes in the embedding space. Although implanting pseudo anchors enables users to have embeddings more widely apart, the negative influence will be introduced when an inappropriate embedding of the pseudo anchor is set in the “fuzzy regions”. To this end, a fine-tuning strategy based on meta-learning is proposed in the learning process. The motivation is to learn a updating direction that can drive the embeddings of the pseudo anchors far from the “fuzzy regions” in the learning process. In particular, we make the pseudo anchors across networks close and the real anchors’ first-order neighbors farther from them. Since the anchors’ first-order neighbors are around “fuzzy regions”, pulling pseudo anchors far away from them can ensure the pseudo anchors to be updated in the right direction. This strategy at the same time can alleviate the “overly-close” issue of the enlarged group around the anchors that could be introduced by implanting pseudo anchors (Refer to Subsection 3.2 for details). As shown in Fig. 1 Part C, under the supervision of the observed anchors and the prior knowledge (learned from support datasets with rich labeled data), pseudo nodes’ positions are adjusted during the model learning process. Finally, a more discriminative embedding space can be obtained for user alignment across social networks.

The contributions of this paper are summarized as follows:

- We identified that overly-close embeddings among anchors and their neighbors, which is encountered in most embedding based alignment models, is one of the key issues causing the failure alignment results.
- We propose implanting pseudo anchors as a mechanism to allow user embeddings learned to be more widely apart in the embedding space.
- We propose a unified learning framework which with the use of pseudo anchors and a meta-learning scheme can be applicable to the existing embedding-based alignment models for learning better organized embedding spaces to achieve high alignment accuracy.
- We evaluate the proposed framework by applying it to several state-of-the-art embedding based models. The experimental results demonstrate that the framework is effective in boosting the accuracy of embedding based alignment models compared with their original versions.

2 RELATED WORK

2.1 Network embedding

Network embedding aims at mapping each node of a network into a low dimension space with the structural proximity property preserved. Earlier works in this area are mainly based on dimension reduction via matrix factorization [15], [16], [17]. Some more recent ones like GraRep [18] and HOPE [19] try to decompose multiple types of matrices defined for modeling high-order and global structural information.

Inspired by the Skip-gram algorithm of word2vec [20], shallow neural network based algorithms, such as DeepWalk [12] LINE [13] and Node2vec [14], were proposed for network embedding. Negative sampling and Stochastic Gradient Descent (SGD) adopted in the optimization make the embedding learning scalable. The main difference among them resides on how they determine the “context” for the target nodes. Depth First Search (DFS) [12], Breath First Search (BFS) [13], and the balance strategy between DFS and BFS [14] are leveraged in them respectively. By drawing the equivalence between Skip-gram and matrix factorization, NetMF [21] was proposed for unifying network representation learning into a matrix factorization framework. Further, NetSMF [22] and ProNE [23] address the efficiency issues in the matrix
To achieve powerful representation capability, deep neural networks have also been proposed for network embedding. For instance, SDNE [24] uses a deep autoencoder to maintain the similarity between the first and second orders. GraphGAN [25] introduces the GAN model with the use of a generator to fit the real distribution of the node embedding. Also, Convolutional Graph Neural Networks (ConvGNNs) have attracted extensive attention for modeling graphs. For instance, Graph Convolutional Network (GCN) [26] uses the eigenvalues and eigenvectors of the Laplacian matrix to learn the graph properties. Furthermore, several works, such as GAT [27] and RWNN [28], incorporate the attention mechanism into the GNN model for more robust learning. In addition, to address the learning issues related to ConvGNNs, GraphSAGE [29] aggregates randomly selected neighboring nodes for efficient learning, and DROPPEDGE [30] learns the representation by randomly dropping edges for alleviating the over-smoothing problem. HNN [31] adopts hyperedge distillation for hypergraph-based representation learning. For all these models, even with a deeper architecture utilized, the strategy for aggregating neighbors’ information in each layer is essentially a structural preserving process.

For structural preserving embedding algorithms applied to a single social network, the objective function tends to make neighboring nodes (such as adjacent nodes or nodes that share many common neighbors) as close as possible. This is reasonable for some downstream tasks such as link prediction, as there is a high probability for users being friends if they are in “structural” proximity. However, for user alignment across social networks, we expect to learn a space not only can maintain the structural proximity but also allow the node embeddings to be organized more evenly apart to ease the identification of the corresponding anchor from its close neighbors in another network. Therefore, how to learn the network embedding driven by the objective of the alignment task remains open, which is the main goal of this paper.

2.2 Network Alignment

Recent studies on social network alignment can roughly be categorized as unsupervised and (semi-)supervised. Unsupervised social network alignment assumes absence of anchor labels and considers the task as a general graph alignment problem. Some representative methods include BIG-ALIGN [32] which performs the alignment based on Alternating Projected Gradient Descent, and UMA [33] which suggested the use of a two-step matrix factorization. Recently, embedding-based algorithms have been widely adopted for the unsupervised alignment. They learn user representations from the user social relationships and/or the user profiles. Co-training [34] and iterative learning [35] can be adopted for boosting alignment performance. Besides, REGAL [36] was proposed with a similarity matrix factorization introduced for effective representation learning, which is also applicable to multiple networks. Factoid Embedding (FE) [37] models user relationships and profiles as a knowledge graph, and learns a unified embedding space for the alignment. CONE-Align [38] uses a multi-granularity strategy for the alignment via mapping of the graph structure and users. Instead of aligning the users one by one, Li et al. [39] consider all the users in a social network as a whole and perform user alignment from the user distribution level. They proposed UUIL\textsubscript{gan} and UUIL\textsubscript{amr} models based on earth mover’s distance. Experimental results show comparative performance with supervised baselines.

Due to the high structural complexity and the fact that the presence of user profiles cannot be always assumed in different social networks, generalization of these unsupervised models are unstable. So far, the use of semi-/supervised methods for the alignment is still the mainstream.

Semi-/supervised alignment methods assume that some anchor labels which refer to some aligned users are known to facilitate the alignment of the others. Traditional classification-based methods [40], [41] was first proposed to predict if two users in different networks should be aligned. Embedding-based methods were later on proposed with superior performance and efficiency. They mainly follow two approaches: embedding sharing and embedding mapping.

Embedding sharing methods learn a unified embedding space to achieve the alignment goal via sharing the embeddings of labeled anchors in different networks. For instance, IONE [5] learns the embedding space by preserving second-order followership/followeree-proximity with the embeddings of the anchors shared. Besides, structural diversity was further considered in its extension IONE-D [8]. ABNE [4] utilizes an attention mechanism to obtain more robust alignment. CrossMNA [7] leverages the cross-network information to refine “inter-vectors” and “intravectors” for aligning users across multiple networks. DALAUP [42] adopts active learning where the user embeddings are updated iteratively by active sampling and anchor user prediction. Motivated by the inherent connection between hyperbolic geometry and social networks [43], the studies [44], [45], [46] proposes to study a very interesting problem, i.e., user identity linkage based on hyperbolic geometry. For instance, the distance between nodes can be defined using the Lorentz model [45] and Poincaré ball model [46]. Then, the random walk-based structural proximity objectives can be optimized for the alignment.

Rather than learning a unified embedding space for users across networks, embedding mapping methods learn also a mapping between separated embeddings for the alignment. For instance, based on the spaces learned by preserving the first-order proximity in individual networks, PALE [47] employs MLP (Multi-Layer Perceptron) to conduct a supervised latent space matching. Deeplink [6] uses a deep neural network-based dual learning process to achieve a more powerful alignment model. SNNA [48] and MSUIL [49] learn the projection function which minimizes the Wasserstein distance between the anchors’ distributions of two social networks. dName [50] adopts a disentangled Graph Convolutional Network embedding algorithm to iteratively aggregate feature information from local graph neighborhood. MGCN [51], considering the simple network topology information insufficient, conducts convolution on both local network structure and hypergraph network structure, and then minimizes the distance between anchors to learn the embedding mapping. For studying the robustness of alignment model, the studies [52], [53] attempt to reconcile multiple social networks by comprehensively exploiting attribute and structure information via an embedding approach. By observing that social network alignment and behavior analysis can benefit from each other, BANANA [54] takes the first attempt to study the joint problem of social network alignment and user behavior analysis.

Different from the aforementioned works, our approach focuses on learning the user embedding space so that the users are more evenly distributed via explicit introduction of pseudo...
anchors. This approach has the advantage that we need only slight changes to the original network structure and use meta-learning to guide the updating direction of implanted pseudo anchors. Since we do not need to modify the learning algorithms of the original model, the proposed framework can be applied on top of different embedding based alignment models to further boost their alignment performance.

3 Model Framework

Given two different social networks as the source network \( G^s = (v^s, e^s) \) and the target network \( G^t = (v^t, e^t) \) respectively where \( v^s \) and \( v^t \) denote the users in \( G^s \) and \( G^t \), and \( e^s \) and \( e^t \) denote the edges within each network. We define a function \( f(v_i : v_i \rightarrow \vec{u}_i) \) which embeds node \( v_i \) into a low-dimensional vector \( \vec{u}_i \) under the structural proximity assumption. The network alignment problem is here defined as a mapping function \( f_m(\vec{u}_i^s, \vec{u}_i^t) \in \{0, 1\} \) and at the same time the node embeddings based on the supervision of some given anchor nodes.

With the objective to design methodologies which are generally applicable to a wide spectrum of embedding-based network alignment algorithms, we propose a learning framework which can increase the alignment accuracy by ensuring the inferred embeddings to possess desirable properties for the alignment. In particular, we propose to “implant” pseudo anchors as the means for steering the learning of the pseudo anchors’ embeddings to avoid the embeddings of nodes in the neighborhood of anchors to be closely clustered (named as fuzzy regions in Section 1), and thus affecting the alignment accuracy. We achieve the goal via a two-fold strategy. The first is to pull nodes directly connected with the real anchors farther away from the fuzzy regions via the intervention of pseudo anchors. The second is to use meta-learning to adjust the updating directions of the pseudo anchors. This can ensure that the implanted pseudo anchors will not approach to the fuzzy regions during learning and can again avoid the “overly-close” embeddings to be formed around real anchors due to the introduction of the implanted pseudo anchors. The proposed framework can learn an embedding space in which the node embeddings are more evenly distributed, and can be seamlessly integrated with different network alignment methods for learning a better mapping across networks.

3.1 Implanting Pseudo Anchors in Networks

Most embedding-based network alignment methods considers the structural preserving objective for learning the node embeddings. To learn better node embeddings with minimal modifications to the objective function, we propose to implant pseudo anchors to result in a more even distribution of nodes in the embedding space. The key idea is to implant the pseudo anchors to exercise more influence to the local structures around real anchors, with less impact on nodes far from the anchors in the embedding space. Then, nodes in the neighborhood of anchors can have their inferred embeddings farther apart from each other under the pulling effect of the pseudo anchors (See Fig. 1 Part B). Therefore, the “overly-close” phenomenon around anchor nodes can be alleviated.

To further explain why implanting pseudo anchors can result in an even distribution of embeddings for nodes in the higher-order neighborhood of the real anchors, we take the learning process of typical structural preserving embedding algorithms \([12], [13], [14]\) as an example. The objective of these algorithms tends to embed a certain node \( v_i \) and its adjacent nodes in the local structure as close as possible in the embedding space, and keep \( v_i \) far away from random sampled nodes simultaneously. Here we refer \( v_i \)’s adjacent nodes and random sampled nodes as \( \text{context}(v_i) \) and \( \text{neg}(v_i) \) separately. Then for node \( v_i \) and \( v_j \in \{\text{context}(v_i) \cup \text{neg}(v_i)\} \), the structural preserving objective between them can be written as:

\[
\mathcal{L}(v_i, v_j) = L_j^s \log[\sigma(\vec{u}_i^s T \vec{u}_j^s)] + (1 - L_j^t) \log[1 - \sigma(\vec{u}_i^t T \vec{u}_j^t)]
\]

(1)

where \( \vec{u}_i^s \) and \( \vec{u}_i^t \) are the corresponding embeddings for \( v_i \) and \( v_j \) and \( \sigma(\cdot) \) is the sigmoid function. The value of \( L_j^s \) depends on whether \( v_j \) is the “context node” of \( v_i \).

\[
L_j^s = \begin{cases} 1, & v_j \in \text{context}(v_i) \\ 0, & v_j \in \text{neg}(v_i) \end{cases}
\]

(2)

We can then compute the gradient of \( \vec{u}_i^t \) for model optimization, given as:

\[
\frac{\partial \mathcal{L}(v_i, v_j)}{\partial \vec{u}_i^t} = [L_j^s - \sigma(\vec{u}_i^t T \vec{u}_j^t)] \vec{u}_j^t
\]

(3)

For a specific anchor node \( v_a \), the updating rule of \( \vec{u}_a \) becomes:

\[
\vec{u}_a := \vec{u}_a + \eta \sum_{v_j \in \{\text{context}(v_a) \cup \text{neg}(v_a)\}} \frac{\partial \mathcal{L}(v_a, v_j)}{\partial \vec{u}_a}
\]

(4)

Note that \( v_a \) and \( v_j \) are exchangeable as here \( v_a \) is the target node to be updated. We can replace \( v_i \) with \( v_a \) in Eq. (3) for computing the corresponding updating.

Then, consider the case of implanting pseudo anchors shown in Fig. 2.A where \( v_a \) is the anchor node and \( \{p_1, p_2\} \) are the implanted pseudo anchors. The anchor \( v_a \) now has to satisfy not only the first-order approximation with node \( b \), but also that with the pseudo anchors. Therefore, \( \{p_1, p_2\} \) should be included in context of \( v_a \), and the updating rule of \( \vec{u}_a \) becomes:

\[
\vec{u}_a := \vec{u}_a + \eta \sum_{v_j \in \{\text{context}(v_a) \cup \text{neg}(v_a) \cup \{p_1, p_2\}\}} \frac{\partial \mathcal{L}(v_a, v_j)}{\partial \vec{u}_a}
\]

(5)

Compared with the case without implanting pseudo anchors, \( v_a \)’s embedding will be shifted from \( a \) to \( a' \) as shown in Fig. 2.C where the shifting \( \Delta \vec{u}_a \) is derived by subtracting Eq. (5) from Eq. (4), given as:

\[
\Delta \vec{u}_a = \eta \left( \frac{\partial \mathcal{L}(v_a, v_{p_1})}{\partial \vec{u}_a} + \frac{\partial \mathcal{L}(v_a, v_{p_2})}{\partial \vec{u}_a} \right)
\]

(6)

According to Eq.(6), in order to maintain the first-order proximity between anchors \( a \) and \( p_1, p_2 \), \( \vec{u}_a \) will approach towards \( \vec{u}_{p_1} \) and \( \vec{u}_{p_2} \). The shifting of anchor \( v_a \)’s embedding will also affect anchor \( v_a \)’s first-order neighbor node \( v_b \). Based on the structure illustrated in Fig. 2.A and the updating rule of Eq. (3), the shifting of \( v_b \) is given as:

\[
\Delta \vec{u}_b \propto \sigma(\vec{u}_b^T (\vec{u}_a^s + \Delta \vec{u}_a)) - \sigma(\vec{u}_b^T \vec{u}_a^s)
\]

(7)

Similarly, the shifting of \( v_c \) can be derived as:

\[
\Delta \vec{u}_c \propto \sigma(\vec{u}_c^T (\vec{u}_b^s + \Delta \vec{u}_b)) - \sigma(\vec{u}_c^T \vec{u}_b^s)
\]

(8)

In general, the pulling effect caused by the pseudo anchors will propagate out via the anchors’ higher-order neighborhood. As the

1. The difference between these algorithms is the way of determining "context" nodes for the target node.
order of proximity increases, the amount of shifting will decrease accordingly\(^2\). Therefore, nodes that are farther away from the anchors will be shifted less. Based on this, we can conclude that pseudo anchors have a high impact on the corresponding anchor nodes and neighbors that close to them. Since the nodes around anchors are pulled away by pseudo anchors, the embeddings of higher-order neighbors will be more evenly distributed and thus easier to be distinguished.

With the effect of implanting pseudo anchors and the potential benefits explained, the remaining key issue is how to properly initially place the pseudo anchors and then update them during the learning process. It is not too difficulty to notice that improperly updating the pseudo anchors (e.g., moving them towards the “fuzzy regions”) will lead to undesirable embedding results (e.g., all nodes embedded in one “over-closely” cluster), and in turn causing negative effects to the alignment task. To this end, we try to determine the proper position of implanted pseudo anchors in the learning process. Specifically, we introduce a meta-learning approach to control the updating direction of pseudo anchors as described in the next subsection.

3.2 Fine-Tuning of Pseudo Anchors

To ensure implanting pseudo anchors to be properly controlled to realize their benefits as explained, we propose a fine-tuning meta-learning strategy with two goals to be achieved. The first is to ensure the updating directions of pseudo anchors to be far away from the “fuzzy regions”. The second is to avoid “overly-close” embeddings around the anchors caused by the implanted pseudo anchors. To achieve these goals, we first utilize a meta-learning based algorithm to learn some prior knowledge about the updating from some support datasets that contain rich labeled anchors. We then make use of the prior knowledge for fine-tuning the pseudo anchors in each embedding learning epoch. Through the interleaved iterations of the fine-tuning and embedding learning steps, we expect to update the pseudo anchors in a properly controlled manner, and thus to result in a more evenly distributed embedding space. In the following, we provide the details of the proposed algorithm.

Given a specific anchor user \(v_a\), let \(P_a = \{p^0_a, p^1_a, ..., p^n_a\}\) be the set of implanted pseudo anchors corresponding to \(v_a\), where the superscript denotes the index of the pseudo anchor. For a specific pseudo anchors \(p^s_a\), we define its updating direction as:

\[
\Delta \tilde{p}^s_a(v_a, W) = g \left( w^s \tilde{u}_a + \frac{\sum_{j \in \text{nei}(v_a)} \tilde{u}_j}{N + 1} \right),
\]

where \(W = \{w^0, w^1, ..., w^n\}\) is the set of learnable parameters used for controlling the updating directions of the pseudo anchors, \(\text{nei}(v_a)\) denote the first-order neighbors of \(v_a\), and \(g\) is the activation function.

According to Eq.(9), the pseudo anchors connecting the same real anchor will have the same “base direction” \(\tilde{u}_a + \frac{\sum_{j \in \text{nei}(v_a)} \tilde{u}_j}{N + 1}\) which control the updating directions. By setting different values to the coefficient \(w^s\)’s of “base direction” and applying it iteratively, different directions of updating pseudo anchors can be resulted. Take Fig. 3 as an example. \(p^1_a\) and \(p^2_a\) are pseudo anchors implanted to the same anchor \(v_a\) and the updating direction is determined by applying the “base direction” twice with the corresponding parameters \(w^1\) and \(w^2\). We can see that, although the directions for the two iterations of updating \(p^1_a\) and \(p^2_a\) are the same, the different updating step length controlled by \(w^1\) and \(w^2\) can lead to different updating directions for different pseudo anchors.

Learning such \(W\) is challenging when the labeled anchors are insufficient which are generally true in many cases. So we try to leverage the data from other networks in which anchors can easily be obtained as the support dataset \(S = \{S_1, S_2, S_3, ..., S_K\}\) for learning \(W\). We consider the to-be-aligned networks as the query set \(Q\). We first learn \(W\) from the support set as prior knowledge. We then calculate the total loss based on the \(W\) transferred from the support set and updating \(W\) according to the total loss in the query set. In particular, for the first step, we try to coincide the position of pseudo anchors across networks and at the same time

Fig. 2: Illustration of embedding shifting when pseudo anchors are implanted. A. Network structure after implanting pseudo anchors. B. Embedding distribution before implanting pseudo anchors. C. Embedding distribution distribution after implanting pseudo anchors.

\(^2\) We provide the proof in Appendix A
New direction after two updates

Fig. 3: Illustration of Controlled Direction Updating

make them far away from first-order neighbors of real anchors. We define the objective function as:

\[ f(U_{S_i}) = -\sum_{p_a \in P_a} \sum_{v_j \in \{p_a\} \cup \text{context}(v_a)} \frac{m}{1 + e^{-(\eta + \Delta \hat{p}_a^{n}(v_a, W)) \cdot \hat{u}_j}} \]

where \( \hat{u}_j \) is the embedding of \( n - \text{th} \) pseudo anchor in \( P_a \). \( U_{S_i} \) is the embedding space of the support data \( S_i \). \( \hat{v}_j \) can correspond to pseudo anchor \( p_a \) or the first-order neighbor of the real anchor associated with \( p_a \) in the other network. The value of label is 1 when \( \hat{v}_j \) and \( \hat{u}_j \) correspond to an anchor pair, or -1 otherwise. This objective function makes pseudo anchor pairs across networks close in the embedding space and push the pseudo anchors away from the direct neighbors of the real anchors. The intuition of this idea is illustrated in Fig. 4. Rather than implanting pseudo anchors making nodes in the “fuzzy regions” to be more evenly distributed, Eq. (10) aims at alleviating the “overly-close” group problem among the anchors. It guarantees implanting pseudo anchors will not cause negative effect to the alignment. Then, based on the support set \( S_i \) in \( S = \{ S_1, S_2, S_3 \ldots S_K \} \), the corresponding parameter \( W \) can be updated as:

\[ W = W - \eta_1 \triangledown f(U_{S_i}) \] (11)

where \( U_{S_i} \) is the embedding space of \( S_i \), \( \eta \) is the learning rate.

We then transfer the learned \( W \) to query set \( Q \) (dataset with less anchor labels). We define the objective function based on the transferred \( W \) (learned from the support set) as:

\[ f(U_Q; W) = -\sum_{p_a \in P_a} \sum_{v_j \in \{p_a\} \cup \text{context}(v_a)} \frac{m}{1 + e^{-(\eta + \Delta \hat{p}_a^{n}(v_a, W)) \cdot \hat{u}_j}} \]

where \( \hat{u}_j \) is the embedding of \( n - \text{th} \) pseudo anchor in \( P_a \). \( U_{Q} \) is the embedding space of the query data \( Q \). For the first iteration, we use transferred \( W \) to initialize the \( \Delta \hat{p}_a^{n}(v_a, W) \) in \( f(U_Q; W) \). \( W \) can then be updated as:

\[ W = W - \eta_2 \triangledown f(U_Q; W) \] (13)

We repeat this process \( K \) times by using \( W \) in last step to calculate \( \Delta \hat{p}_a^{n}(v_a, W) \) iteratively. Finally, we obtain the direction for the updating of the pseudo anchors. Algorithm 1 summarizes the key steps of fine-tuning the pseudo anchors.

Algorithm 1 Meta-Learning for Fine-Tuning the Pseudo Anchors

Require: Structural preserving embedding algorithm \( \Phi \), the initial weights \( W \), support set \( S \), query set \( Q \), the learning rate \( \eta_1, \eta_2 \), iteration number \( K \).

Ensure: The learned parameters \( W = \{w_0, w_1, \ldots, w^n\} \) for fine tuning.

1: for \( S_i \in S \) do
2: Observe the embedding space \( U_{S_i} \sim \Phi(S_i) \)
3: Compute \( \Delta \hat{p}_a^{n}(v_a, W) \) according to Eq. (9)
4: \( W \leftarrow W - \eta_1 \triangledown f(U_{S_i}) \).
5: end for
6: Obtain the embedding space \( U_{Q} \sim \Phi(Q) \)
7: for \( k \in [1, K] \) do
8: Compute \( \Delta \hat{p}_a^{n}(v_a, W) \) according to Eq. (9)
9: \( W \leftarrow W - \eta_2 \triangledown f(U_{Q}; W) \).
10: end for
11: Obtain the final direction of pseudo anchors \( \Delta \hat{p}_a^{n}(v_a, W) \) according to Eq. (9)
12: Update pseudo anchor according to \( \hat{u}_j = \hat{u}_j + \Delta \hat{p}_a^{n}(v_a, W) \)

4 EXPERIMENT AND ANALYSIS

4.1 Dataset Description

To evaluate the performance of the proposed framework, we conduct experiments on two real-world datasets. The first one is Twitter-Foursquare [4], [5], [8], [11], a widely used dataset in the literature. Users are collected from two famous social networks, and the ground-truth anchors can be obtained as some Foursquare users provide their Twitter accounts in their profiles. The second one is DBLP [8]. In this dataset, authors are split into different co-author networks by filtering publication venues of their papers. The first network contains authors who published papers in “Data Mining” related conferences or journals including SIGKDD, PAKDD, TKDD, etc. The other one consists of authors who published papers in “Machine Learning” related venues such as NIPS, ICML, ICONIP, etc. Ground-truth anchors are labeled as authors who published papers in both areas. Table 1 lists the statistics of the two datasets.

3. https://www.aminer.cn/citation
Since the meta-learning algorithm we proposed requires a support set for learning the weights for updating pseudo anchors, we use an external dataset arXiv [7] as it has rich labeled anchors compared with the Twitter-Foursquare and DBLP. It contains 13 sub-networks in terms of different arXiv categories, and the average ratio between every two sub-networks is 41.67%.

TABLE 1: Statistics of the datasets used for evaluation

| Networks       | #Users  | #Relations | #Anchors |
|----------------|---------|------------|----------|
| Twitter        | 5,220   | 164,919    | 1,609    |
| Foursquare     | 5,315   | 76,972     |          |
| DBLP_DataMining| 11,526  | 47,326     | 1,295    |
| DBLP_MachineLearning | 12,311 | 43,948     |          |

4.2 Baseline Methods

Rather than designing a specific model, our proposed framework focuses on learning an “alignment-oriented” embedding via the intervention of pseudo anchors. It can be seamlessly incorporated into several embedding based alignment models. In this paper, we apply our framework to the following embedding based models:

- **IONE** [5] is a semi-supervised embedding alignment model in which follower and followee relationships are explicitly represented as input context and output context vectors. By preserving the second-order proximity, it learns user latent space under the supervision of partially labeled anchors.

- **DEEPLINK** [6] applies deep learning to social network alignment where random walk and Skip-gram algorithm are utilized for the embedding learning. Neural network based mapping and dual learning were proposed for the user alignment.

- **ABNE** [4] is an attention-based network embedding model for user alignment. An attention mechanism is adopted for learning the alignment task-driven weights between users. User alignment is achieved by sharing the parameters between the network embedding based model and the attention mechanism.

- **SNNA** [48] is a weakly supervised model for user alignment. Based on users’ embeddings learned using shallow neural networks, it introduces distribution closeness and adversarial learning to learn the mapping of users across networks.

- **DALUAP** [42] is an anchor user prediction model based on the active learning method. It ensembles three query methods to estimate the most informative user pairs for the adaptive learning.

- **MGCN** [51] is a graph convolutional networks based alignment model. By defining various hypergraphs and integrating them into network embedding learning, it jointly learns representations for network vertices at different levels of granularity for the user alignment.

We call the framework without the meta-learning as **Pseudo anchor implanting** (short for **PS+**). Besides, we call our framework as **Pseudoanchor implanting based Meta Learning framework** (short for **PSML**) 4. Further, we want to evaluate the performance of different models with weights added to the anchors or with edges removed from the original network. We design **{BaselineModel}-AW** (Add Weight) as the baseline model running on networks whose weights of edges connected to anchors are doubled. Besides, **{BaselineModel}** is the baseline model run on networks whose 5% edges are randomly deleted.

The hyper-parameters for the baseline models we used are reported in the original papers or the default settings of the open source codes provided by the authors. The learning rate of our PSML \( \eta_1 \) and \( \eta_2 \) are set as 0.01 and 0.0015 separately. For the evaluation metric, we use the Precision@N [4], [5], [6], [42], [51] for IONE, ABNE, DEEPLINK, DALUAP, and MGCN, and Hit – Precision [48] for SNNA as these metrics are used in the original models.

4.3 Strategies of Implanting Pseudo Anchors

To determine the strategy of implanting the pseudo anchors, the factors to be considered include the number of pseudo anchors to be implanted (which can grow arbitrarily) and the connection patterns between the pseudo anchors and the real anchors (which can again increase exponentially as the number of pseudo anchors increased). For example, if the directed relationships among the pseudo and real anchors are to be considered, implanting two pseudo anchors for a real anchor will result in 36 different connection patterns. For adding 3 pseudo anchors, 1,728 connection patterns will be resulted, which makes the enumeration of all possible patterns hard. We randomly choose some connection patterns as shown in Fig. 5 and run different methods 5 times for each pattern. In Fig. 5, we illustrate also the box-plot of precision improvement compared with the original version of the baseline models based on the two datasets. In the figure, the bars in the column of each model denote the reasonable maximum and minimum values of 5 runs of experiments with the red dots being the outliers and the horizontal line in a rectangle showing the median value. From Fig. 5, we can see that implanting pseudo anchors is effective for enhancing the alignment quality, and the connection patterns with more edges between pseudo anchors and real anchors always give better performance. By balancing the complexity and efficiency of the implanting strategy, we choose the left-most pattern for the subsequent fine-tuning experiments.

4.4 Performance Analysis of Proposed Framework

After determining the pattern of implanting pseudo anchors, we apply the fine-tuning strategy to the learning process for performance evaluation. In this section, we try to answer two questions: 1) whether the fine-tuning is useful for learning a better alignment space, 2) under what settings (such as \( P@N \) and training ratio) our proposed framework can achieve the better improvement.

To answer the first question, we randomly select 10% of anchors as training set and the rest as testing. For each comparison, we run for each model 5 times to obtain the average performance. According to Figure 6, we can see that implanting pseudo anchors (PS++) shows superior performance compared with the original models under different settings of \( P@N \) (Hit-precisions for SNNA) metrics, showing the effectness of implanting pseudo anchors. When the meta-learning algorithm is applied, the performance can again increase exponentially as the number of pseudo anchors increased.

5. If bi-directional relationships are considered, the number of connection patterns among the pseudo anchors and the real anchor will be 3, and the number of connections between the pseudo anchors will be 4 as they can have no relationships. Based on this, the number of possible connection patterns is \( 3 \times 3 \times 4 = 36 \)

4. The data and code are available in https://github.com/yanzihan1/PSML/tree/master
adopted (PSML), further improvement can be achieved when compared with the PS++ model. One possible reason is that, improper initial vectors of pseudo anchors may introduce negative influence in embedding learning as there is no fine-tuning of implanted anchors strategy in PS++. Although 5 times running and average values are used may reduce the influence of improper initial vectors for PS++ model, the PSML model still shows its superior performance in most of the case. Compared to the original version of baseline models, \{BaselineModel\}-AW (Add weight) achieves a better performance. We can conclude that \{BaselineModel\}-AW can learn a better alignment-oriented embedding space than the original baselines under the weakly supervised condition. The reason behind this is adding weights of edges that connect to anchors also can lead to first-order neighbors apart from others as anchors devote more influence to them. This is also consistent with our initial motivation. However, PS++ and PSML still have advantages compared to \{BaselineModel\}-AW, including controlling the connecting patterns and adjusting the positions based on meta-learning for learning a more evenly distributed embedding. Therefore, PSML and PS++ outperforms \{BaselineModel\}-AW in the most cases. Moreover, \{BaselineModel\}−, which runs the baseline model on the edge randomly deleted network, shows the worst performance compared to others. Since deleting edges will break the original characteristics of the original network, the model can not learn the faithful embedding for representing the original networks.

To answer the second question, we define the metric Percentage of Precision Improvement (PPI), given as

$$PPI = \frac{Precision_{PSML} - Precision_{original}}{Precision_{original}}$$

where $Precision_{PSML}$ and $Precision_{original}$ are the precision value of the proposed framework and that of the original model respectively.

Fig. 7 shows the PPI of PSML at different $P@N$ settings where darker color shows higher precision improvement. In most cases, we can observe from Fig.7 that as the value of $N$ decreases, the PPI of PSML increases. When $N$ is small, our framework can lead to considerable improvement. A small value of $N$ means that we need to identify the potential anchors in a smaller search region. This implies more effort is required to avoid the “fuzzy regions” as far as possible to ensure more accurate alignment. The ability to achieve this is due to the pulling effect of pseudo anchors and the fine-tuning process as explained. In practice, high precision at small values of $N$ means we can effectively reduce the search space, which can in turn benefit downstream mechanisms such as co-training and active learning in many alignment models.

Furthermore, we evaluate the performance of the proposed framework in different training ratio settings, specifically from 3%-15%. Table 2 illustrates the results based on $P@30$. Our proposed framework shows better performance under different training ratio settings. Besides, in most cases, the PPI value increases with the decrease of the training ratio. PSML has superior performance especially when there is a relatively small number of training anchors. In practice, most potential anchors do not have direct relationships to anchors under extreme conditions of lacking labeled data. When they are in a dense local structure and without the supervision of anchors, there is a high probability to result in the “overly-close” phenomenon. While it will be hard for the original model to do the precise mapping across networks, the PSML can achieve that by implanting pseudo anchors and controlling their update directions heuristically. This accounts for the improvement when there is a small number of anchors. Moreover, we observe that incorporating PSML into the DALUAP model has superior improvement compared to others. One reason for this is that the DALUAP is an active learning based algorithm. It labels potential anchors iteratively as the supervision for the next round. The mislabeling potential anchors in the previous steps will result in accumulated errors in the subsequent steps. Incorporating PSML, to some extent, can alleviate the “early errors” in each epoch as it can learn the embedding space, and thus result in a significant improvement.

4.5 Embedding Distribution

We have explained that the improvement in precision is due to the capability to learn node embeddings which care more evenly distributed in the embedding space. In this section, we conduct experiments to illustrate this point empirically. Take the Foursquare network as an example. We first extract the embeddings learned by different models. We then apply the principal component analysis to project the embeddings on a 2-dimensional space. Then, in order to estimate the density that can be comparable, we scale the learned embeddings to fit onto a $30 \times 30$ 2D plane (in other words, we use a $30 \times 30$ square of same size to cover all the embeddings) and then count how many users fall into each unit.

We select the top 100 units with the most users for the analysis as many units have very few or no users. Fig. 8 shows
the frequency distribution of the number of users in the 100 unit. A frequency plot with a sharp growth implies that there are only a few units with a large number of users (indicating the “overly-close” phenomenon), while the others only have much less users. Meanwhile, a more flattened frequency plot denotes a more evenly distributed embedding space. In most cases, PSML can give more flattened distributions when compared with PS++ and the baselines. This indicates that our proposed framework can learn a more evenly distributed embedding space, which should in turn benefit the alignment task. This observation is consistent with the experimental results shown in Table 2 (Section 4.3). For DALUAP, IONE, and SNNA, the number of users that falls into the same unit can be as large as 700, 400, and 350 respectively. Incorporating PSML into these models shows great improvement in making the nodes to be much more evenly distributed in the embedding space. Therefore, compared with other baseline models, incorporating PSML into these models achieves a bigger improvement (139.12% for DALUAP, 84.54% for IONE, and 184.52% for SNNA). We notice similar results based on the DBLP data. This implies that the improvement that a network alignment model can gain via the PSML is related to the embedding space learned by the original model. Our empirical results shows that models which learn less evenly distributed embedding can benefit more from PSML to achieve more significant performance improvement. This provides
This paper studies how to improve the embedding based alignment model across social networks via pseudo anchors. We implant the PSML model can learn a more evenly distributed embedding space. Specifically, we select anchors whose ids are 719, 431, 1538, 1449, 20, and 973 and their first-order and second-order neighbors in the Foursquare network (there are 560 nodes in total). Then we extract the corresponding embeddings learned by IONE and PSML. Fig. 9 shows the low-dimensional representations of these embeddings obtained by t-SNE [55] respectively. Red dots represent the anchors, while orange and green dots represent first-order and second-order neighbors of the anchors. Dots in purple are potential anchors, and we also plot dots in yellow to indicate the corresponding anchors in Twitter. In Fig. 9, it is obvious that PSML can learn a more even distributed embedding space compared with the original IONE model. Nodes around potential anchors (dots in purple and yellow) are evenly distributed. This embedding space can thus benefit the subsequent mapping operations for alignment.

We then take a more microscopic view and provide a case study where we select only a sub-network formed by anchors 20 and 1449 and their neighbors in the Twitter-Foursquare dataset. Then, we use t-SNE to reduce the dimension of embedding for visualization. Fig. 10 illustrates the embeddings obtained by IONE and PSML separately. The red triangles represent two anchor nodes, the orange dots represent the first-order neighbors of the anchor node, the green dots represent the second-order neighbors of the anchor nodes, and the dots in purple and yellow colors represent the potential anchors across the networks. According to Fig. 10, we have the following observations. Without the pseudo anchors implanted, the first-order neighbors of the anchors in the IONE model are hard to be distinguished from others as they are in an “overly-close” region. For PSML, the first-order and the second-order neighbors are more properly organized so that the former ones are closer to the anchors as compared with the latter ones. This is consistent to the desirable organization of the embeddings.

### 5 Conclusion

This paper studies how to improve the embedding based alignment model across social networks via pseudo anchors. We implant...
pseudo anchors to each labeled anchors and develop a corresponding meta-learning algorithm to fine-tune the embedding of the pseudo anchors for better alignment performance. The proposed framework named PSML can be integrate into most of the existing embedding based network alignment models to learn a more evenly distributed embedding space across networks for enhancing the alignment accuracy. By integrating PSML into several state-of-the-art network alignment models, our experimental results demonstrate that our framework can successfully enhance the performance of many STOA embedding based models. Future research directions include further optimizing PSML with automatic determination of the number of pseudo anchors and the corresponding connecting patterns.
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APPENDIX A

PROOF OF “THE ORDER OF PROXIMITY INCREASES, THE AMOUNT OF SHIFTING WILL DECREASE ACCORDINGLY”

Here, we provide proof we describe in subsection 3.1. With the relationship orders increase, the shifting will decrease accordingly. According to Eq. (7) and (8) in subsection 3.1, the shifting of \( v_b \) and \( v_c \) are shown in Eq. (1) and Eq. (2).

\[
\Delta \tilde{v}_b \propto \sigma(\tilde{u}_b^T (\tilde{u}_a + \Delta \tilde{u}_a)) - \sigma(\tilde{u}_b^T \tilde{u}_a) \tag{1}
\]

\[
\Delta \tilde{v}_c \propto \sigma(\tilde{u}_c^T (\tilde{u}_b + \Delta \tilde{u}_b)) - \sigma(\tilde{u}_c^T \tilde{u}_b) \tag{2}
\]

We firstly consider the shifting of \( v_b \) as a function of \( \tilde{u}_b^a \) as it is affected by node \( v_a \).

\[
f(\tilde{u}_b^a) = \sigma(\tilde{u}_b^T (\tilde{u}_a + \Delta \tilde{u}_a)) - \sigma(\tilde{u}_b^T \tilde{u}_a) \tag{3}
\]

Then we use Taylor Series to decompose first part of \( f(\tilde{u}_b^a) \), \( \sigma(\tilde{u}_b^T (\tilde{u}_a + \Delta \tilde{u}_a)) \), which is shown in Eq. (4)

\[
\sigma(\tilde{u}_b^T (\tilde{u}_a + \Delta \tilde{u}_a)) = \sigma(\tilde{u}_b^T \tilde{u}_a) + \frac{\sigma'(\tilde{u}_b^T \tilde{u}_a)}{1!}\Delta \tilde{u}_a + \frac{\sigma''(\tilde{u}_b^T \tilde{u}_a)}{2!}\Delta \tilde{u}_a^2 + \frac{\sigma^{(n)}(\tilde{u}_b^T \tilde{u}_a)}{n!}\Delta \tilde{u}_a^n + \ldots \tag{4}
\]

Then \( \Delta \tilde{u}_b \) can be written as follows.

\[
\Delta \tilde{u}_b = \sigma'(\tilde{u}_b^T \tilde{u}_a)\Delta \tilde{u}_a + \frac{\sigma''(\tilde{u}_b^T \tilde{u}_a)}{2!}\Delta \tilde{u}_a^2 + \frac{\sigma^{(n)}(\tilde{u}_b^T \tilde{u}_a)}{n!}\Delta \tilde{u}_a^n + \ldots
\]

\[
\leq \Delta \tilde{u}_a\sigma'(\tilde{u}_b^T \tilde{u}_a) + \frac{\sigma'(\tilde{u}_b^T \tilde{u}_a)}{1!}\Delta \tilde{u}_a + \frac{\sigma^{(n)}(\tilde{u}_b^T \tilde{u}_a)}{n!}\Delta \tilde{u}_a^n + \ldots
\]

Since \( \sigma' = (1 - \sigma) \times \sigma < 1 \), then \( \Delta \tilde{u}_b < \Delta \tilde{u}_a \). Note here we use the sigmoid function for similarity calculation as it is widely adopted for scaling the absolute similarity into a unified range (0,1). The relative similarity in range (0,1) is the main factor that reflects the distribution of embedding space. We argue that other functions which reflect the relative similarity can give the same result.

Similarly, we use Taylor Series to decompose \( \sigma(\tilde{u}_c^T (\tilde{u}_c + \Delta \tilde{u}_b)) \). It is shown in Eq. (5).

\[
\sigma(\tilde{u}_c^T (\tilde{u}_c + \Delta \tilde{u}_b)) = \sigma(\tilde{u}_c^T \tilde{u}_b) + \frac{\sigma'(\tilde{u}_c^T \tilde{u}_b)}{1!}\Delta \tilde{u}_b + \frac{\sigma''(\tilde{u}_c^T \tilde{u}_b)}{2!}\Delta \tilde{u}_b^2 + \frac{\sigma^{(n)}(\tilde{u}_c^T \tilde{u}_b)}{n!}\Delta \tilde{u}_b^n + \ldots \tag{5}
\]

Then the \( \Delta \tilde{u}_c \) as Eq. (6).

\[
\Delta \tilde{u}_c = \sigma'(\tilde{u}_c^T \tilde{u}_b)\Delta \tilde{u}_b + \frac{\sigma''(\tilde{u}_c^T \tilde{u}_b)}{2!}\Delta \tilde{u}_b^2 + \frac{\sigma^{(n)}(\tilde{u}_c^T \tilde{u}_b)}{n!}\Delta \tilde{u}_b^n + \ldots = \Delta \tilde{u}_b\sigma'(\tilde{u}_c^T (\tilde{u}_b + \Delta \tilde{u}_b)) \tag{6}
\]

Since \( \sigma' = (1 - \sigma) \times \sigma < 1 \), \( \Delta \tilde{u}_c < \Delta \tilde{u}_b \). Therefore, we obtain \( \Delta \tilde{u}_c < \Delta \tilde{u}_b < \Delta \tilde{u}_a \). This completes the proof.
APPENDIX B
INCORPORATING PSML INTO HYPERBOLIC SPACE BASED ALIGNMENT MODEL

To investigate the user alignment in hyperbolic space, several works conduct the alignment in the hyperbolic space for better fitting to the power-law distribution and hierarchical structures in the network data [45], [46]. For instance, the distance between nodes can be defined using the Lorentz model [45] and Poincaré ball model [46]. The random walk-based structural proximity objectives can then be optimized for the alignment.

To see the performance of incorporating PSML into a hyperbolic embedding based model. We adopt the HUIL [45] that uses the Lorentz model in hyperbolic space as the baseline model. It defines a Riemannian manifold shown as Eq. (4).

\[ L^n = \left\{ x \in \mathbb{R}^{n+1} | x_0^2 - \sum_{i=1}^{n} x_i^2 = 1 \wedge x_0 > 0 \right\} \]  

(4)

Further, the distance metric between vectors is defined as Eq.(5):

\[ d_L(x,y) = \text{arcosh} \left(-\langle x, y \rangle_L\right) \]

\[ x, y \in \mathbb{R}^{n+1}, \langle x, y \rangle_L = -x_0 y_0 + \sum_{i=1}^{n} x_i y_i \]  

(5)

By the definition of Eq. (4) and Eq. (5), HULL utilizes a shallow neural network to construct the structure preserving objective function. In addition, we conduct the same experiment described in Subsection 4.4.

The experimental results of Twitter-Foursquare are shown in Fig. 1. From Fig. 1. (a), we observe that incorporating PSML into the hyperbolic embedding model benefits the performance in precision. Moreover, we also conduct the experiment described in Subsection 4.5. In Fig. 1. (b), we observe that the PSML framework can also learn a more even distribution compared to the original one. Note it is the very primary study on embedding distribution on hyperbolic space that is far from a compact experimental analysis, we place this analysis in the Appendix of this paper. Hope it can provide some inspiration for the following studies.
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Fig. 1: Performance of Incorporating PSML into Hyperbolic Space Based Alignment Model