SQG-Differential Evolution for difficult optimization problems under a tight function evaluation budget
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Abstract. In the context of industrial engineering it is important to integrate efficient computational optimization methods in the product development process. Some of the most challenging simulation based engineering design optimization problems are characterized by: a large number of design variables, the absence of analytical gradient information, highly non-linear objectives and a limited function evaluation budget. Although a huge variety of different optimization algorithms is available, the development and selection of efficient algorithms for problems with these industrial relevant characteristics, remains a challenge. In this communication a hybrid variant of Differential Evolution (DE) is introduced which combines aspects of Stochastic Quasi-Gradient (SQG) methods within the framework of DE, in order to improve optimization efficiency on problems with the previously mentioned characteristics. The performance of the resulting method is compared with other state-of-the-art DE variants on 25 commonly used test functions, under tight function evaluation budget constraints of 1000 evaluations. The experimental results indicate that the proposed method performs particularly good on the “difficult” (high dimensional, multi-modal, inseparable) test functions. The operations used in the proposed mutation scheme, are computationally inexpensive, and can be easily implemented in existing differential evolution or other optimization algorithms by a few lines of program code as an non-invasive optional setting. Besides the applicability of the presented algorithm by itself, the described concepts can serve as a useful and interesting addition to the algorithmic operators in the frameworks of heuristics and evolutionary optimization and computing.
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1 Introduction

The combination of computational optimization with modeling and simulation is becoming increasingly important in the modern development processes of complex engineering products and systems. During the last decades a huge variety of heuristic and meta-heuristic search techniques have been developed [1, 2] and applied to real-world industrial problems [3, 4]. In the quest for product and
process efficiency, an important question is: How to select efficient optimization methods for a particular problem? The extension of the conservation law of generalization of performance [5], and the “no free Lunch” theorems for machine learning to the field of search and optimization [6], identified that often “generalization is a zero sum enterprise” [5], and that therefore: the search for a universal best performing optimization algorithm is futile. The still standing challenge is: to develop and identify efficient optimization algorithms for particular optimization problems, or classes of optimization problems, taking into account the available resources in the context of their application.

In this communication we target optimization problems under function evaluation budget constraints, which often occur in the context of industrial optimization problems which involve the simulation responses of complex dynamic systems. Industrial applications are for example: simulation based crashworthiness optimization of vehicle structures [10, 11], and Computational Fluid Dynamics (CFD) based optimization [7, 8]. The optimization problems of such complex system responses are often characterized by: a large number of design variables, the absence of analytical gradient information, highly non-linear system responses, and computationally expensive function evaluations resulting in a limited function evaluation budget. Budget limited optimization also occur in the context of optimization decomposition approaches [23]. The need to adapt the engineering development and optimization process to products and systems with increasing complexity make the research for efficient optimization algorithms, for non-convex optimization problems, under tight function evaluation constraints of great relevance in engineering [3, 4, 10, 11].

Although a wide variety of meta-heuristic optimization algorithms is available this study will focus on Differential Evolution (DE) and several of its state-of-the-art variants. In the context of budget limited optimization problems in structural and multidisciplinary optimization, DE was identified and recommended as an efficient algorithm for optimization car-body optimization problems involving crashworthiness responses [9, 10, 11, 12]. DE algorithms are also used for optimization of aircraft engines [7] and Wind turbines [8].

The original concepts of DE were presented in [13] and [14]. Since then, several variations and improvements of the algorithm have been proposed and applied to optimization problems [15, 16, 17, 18, 19] (see [20, 21] for reviews on DE methods). The optimization algorithm performance comparisons in the literature optimization algorithms are however often w.r.t. algorithm convergence behavior using a large number (hundreds of thousands to millions) of function evaluations. For structural optimization problems which involve computationally expensive simulations, the function evaluation budget is often orders of magnitudes smaller, such that optimization near to the global optimum is often infeasible [10, 22]. When the function evaluation budget strongly constraints the optimization, aspects different from the commonly used optimization performance evaluation criteria are of practical relevance.

In this communication we present a variant of the DE algorithm, by introducing a novel mutation operator inspired by concepts of Stochastic Quasi-Gradient methods [24, 25]. The new hybrid method targets to improve the search efficiency in the setting of optimization under tight function evaluation budget constraints. The performance of the new algorithm is compared with several state-of-the-art DE variants, on a commonly used set of test-functions of various structure and complexity, under budget constraints of 1000 function evaluations.
2 Description of the SQG-DE algorithm

2.1 Conceptual description

The objective in the design of heuristic and meta-heuristic optimization algorithms is to obtain a beneficial compromise between efficiency and accuracy (or optimality), taking into account the available resources. The here presented hybrid method is developed to improve the efficiency of DE for a variety of problem types under strict evaluation budgeted constraints. This is achieved by means of a new mutation operator. While in conventional DE, the mutation operator uses a sum of random vector differences from the DE population, in the new mutation operator the perturbation direction of the new population members are constructed using a weighted sum approach, using the weights dependent of respective fitness differences. This concept for the perturbation directions was inspired by the stochastic quasi gradient estimations used in the SQG method. Whereas SQG obtains gradient estimations from vector differences of small stochastic/random perturbations, in the described method a similar concept is applied to vector differences of the DE population.

2.2 Quantitative description

The new hybrid SQG-DE algorithm uses the framework of the conventional original Differential Evolution (DE) algorithm. For the description of the relatively well known DE algorithm we refer to [13, 14]. For the new hybrid method a new mutation operator was developed, which will be described in this section. The new mutation operator was inspired by the Stochastic Quasi-Gradient (SQG) method (initially introduced as: “search by means of statistical gradients”). A detailed description of stochastic quasi gradient methods is given in [25]. For the sake of clarity and briefness the description here is limited to concepts relevant for the new mutation operator.

In SQG, the search direction is a gradient approximation based on the following expression for the stochastic gradient of a function $f(x)$ at point $x$:

$$\xi(x) = \frac{2r}{2} \sum_{k=1}^{r} \left( \frac{f(x + \Delta z_k) - f(x)}{\Delta} \right) * z_k$$

Where $z_k$ are uniform random perturbation vectors of current trial vector $x$. For a sufficiently large $r$, and sufficiently small values of $\Delta$ this approximation converges to the direction of the gradient. SQG is however often applied using $r$ significantly smaller than the problem dimension $D$, thus leading to coarse gradient approximations. Compared to other gradient based methods using finite difference gradient approximations, SQG often however performs surprisingly well on local search problems. The idea of approximating the gradient direction $d$ at point $x$, by means finite perturbations of the trial vector $x$, can be generalized to differences between vectors $x_a$ and $x_b$ in a sufficiently small neighborhood $\varepsilon$ of $x$ with $\|x - x_a\| < \varepsilon$, and $\|x - x_b\| < \varepsilon$ by:

$$d \sim \frac{1}{w} \sum_{k=1}^{w} \left( \frac{f(x_{a,k}) - f(x_{b,k})}{\|x_{a,k} - x_{b,k}\|} \right) * (x_{a,k} - x_{b,k})$$
The key concept of the proposed hybrid DE method is the extension of this concept for gradient estimation to the application of finding new mutation vectors based on an existing differential evolution population. This extension thus omits the neighborhood constraint on a sufficiently small \( \varepsilon \), and uses the differences between members of the population at a given iteration of a population based algorithm.

The mutation operator for the originally proposed “DE/rand/1/exp” version of DE [13] is determined by:

\[
v_i = x_a + F (x_b - x_c)
\]

(3)

where \( v_i \) are the mutant vectors for the next generation, \( x_q \) are target vectors of the current population generation, with mutually exclusive random permutation indices \( a, b, c, d \in \{1, 2, \ldots, P\} \) to population members, in a population of size \( P \). The scaling factor \( F \in [0, 2] \) controls the amplification or step size of the differential variation. Later DE versions were introduced [14] such as “DE/best/2/bin”, in which the mutation operator was based on a sum of more vector differences:

\[
v_i = x_{best} + F ((x_a - x_b) + (x_c - x_d))
\]

(4)

In which \( x_{best} \) is the best member of the population as opposed to a random member as in (3).

Combining the previous considerations we introduce the SQG-DE hybrid scheme “SQG-DE/best/w/bin” with the mutation operator defined as:

\[
v_i = x_{best} - F \phi \sum_w (y_{b,k} - y_{c,k}) (x_{b,k} - x_{c,k})
\]

(5)

where \( y_{q,k} \) refers to the fitness or function evaluation value corresponding to the target vector as \( y_{q,k} = f(x_{q,k}) \), and \( w \) is the number of vector pairs used to find the perturbation direction for the mutation operator. To preserve the population self-adaptivity of the DE algorithm, a scaling factor \( \phi \) on the perturbation magnitude is included. This factor is chosen as:

\[
\phi = \frac{1/w \sum_{k=1}^{w} (x_{b,k} - x_{c,k})}{\sum_{k=1}^{w} (y_{b,k} - y_{c,k}) (x_{b,k} - x_{c,k})}
\]

(6)

In which the denominator normalizes the magnitude of the perturbation direction, while the enumerator scales the perturbation magnitude to a similar magnitude as the mutation operator in the original algorithm (3). The mutation formulation in equation (5) is similar to the original concept of vector differences, with the difference that now a sum of weighted vector differences are used, with a particular choice for the weights. The weights for the vector differences are calculated according to the fitness differences of the corresponding population members, such that in a high dimensional setting, directions with larger directional “differences” are prioritized over directions for which the fitness differences are smaller. Furthermore, for problems in which there are global trend directions, the SQG-mutations are statistically biased towards global descend directions. For the mutation operator, parameter values of \( w \) between 2 and 5 give very satisfactory results, based on our current experience.
should be noted that for very small population sizes, high values of \( w \) should be avoided to maintain sufficient variance in future populations.

Although eqn. (5) is more complex as eqn. (3) only a modest number of scalar and vector operations is required for the new mutation operator, no additional function evaluations are required. The mutation operator can be easily implemented as an optional setting in existing code of DE or other population based optimization algorithm implementations. On request a MATLAB/Octave or other implementation of the algorithm is available from the authors.

3 A comparison of algorithm performance on a constrained function evaluation budget

To investigate the performance of the new hybrid algorithm, a comparative assessment of SQG-DE, with two of the original DE algorithms, the SQG algorithm, and 5 state-of-the-art DE variants is performed, on a set of 25 test functions, using a budget of maximum 1000 function evaluations.

3.1 Algorithms and Test functions

For the comparative assessment the following optimization algorithms are used:

1. DE -original differential evolution “rand/1/bin” [13]
2. DE2 -“best/2/bin” differential evolution [14]
3. jDE -self-adapting differential evolution [15]
4. JADE -adaptive differential evolution [18]
5. SaDE -strategy adaptation differential evolution [16]
6. epsDE -ensemble parameters differential evolution [17]
7. CoDe -composite trial vector strategy differential evolution [19]
8. SQG -Stochastic Quasi-Gradient search [24,25]
9. SQG-DE -Stochastic Quasi-Gradient based Differential Evolution

To assess and compare the performance of the different algorithms the 25 test functions of benchmark set presented in [26] were used. Although many more benchmark sets have been developed since, these test functions are widely used in the optimization community (more than 1500 citations at present). The test function set is composed of optimization problems in 4 categories. One of these categories is of particular interest in the context of this work: The 4th category of “difficult” inseparable complex multimodal rotated functions, of which many are even hard to solve with a large function evaluation budget. Although these functions are usually used in the conventional context of global optimization, without tight function evaluation limits (typical budgets of hundreds of thousands to millions of objective function evaluations), they are also of interest as surrogate-test problems, in the context of algorithm performance assessment for complex industrial problems under tight function evaluation constraints. In this assessment the number of function evaluations per optimization run is constrained to a maximum of 1000. The test functions were evaluated for dimensions 30 and 50.
1 gives an overview of the test function descriptions and the problem categories. For a more detailed description of the test functions we refer to the description in [26].

| Function nr. | Test problem description from [26] |
|--------------|-----------------------------------|
| 1 Unimodal Functions (5): | |
| $f_1(x)$ | Shifted Sphere Function |
| $f_2(x)$ | Shifted Schwefel’s Problem 1.2 |
| $f_3(x)$ | Shifted Rotated High Conditioned Elliptic Function |
| $f_4(x)$ | Shifted Schwefel’s Problem 1.2$^1$ |
| $f_5(x)$ | Schwefel’s Problem 2.6$^1$ |
| 2 Multimodal Basic Functions (7): | |
| $f_6(x)$ | Shifted Rosenbrock’s Function |
| $f_7(x)$ | Shifted Rotated Griewank’s Function$^2$ |
| $f_8(x)$ | Shifted Rotated Ackley’s Function$^3$ |
| $f_9(x)$ | Shifted Rastrigin’s Function |
| $f_{10}(x)$ | Shifted Rotated Rastrigin’s Function |
| $f_{11}(x)$ | Shifted Rotated Weierstrass Function |
| $f_{12}(x)$ | Schwefel’s Problem 2.13 |
| 3 Multimodal Expanded Functions (2): | |
| $f_{13}(x)$ | Expanded Extended Griewank’s plus Rosenbrock’s Function |
| $f_{14}(x)$ | Shifted Rotated Expanded Scaffer’s F6 |
| 4 Multimodal Hybrid Composition Functions (11): | |
| $f_{15}(x)$ | Hybrid Composition Function |
| $f_{16,17,18,21,24}(x)$ | Rotated Hybrid Composition Functions |
| $f_{19}(x)$ | Rotated Hybrid Composition Function$^4$ |
| $f_{20}(x)$ | Rotated Hybrid Composition Function$^4$ |
| $f_{21}(x)$ | Rotated Hybrid Composition Function$^4$ |
| $f_{22}(x)$ | Non-Continuous Rotated Hybrid Composition Function |
| $f_{23}(x)$ | Rotated Hybrid Composition Function |

For the comparison the optimization runs of each algorithm were independently repeated with different random seeds for 100 times, for each test function to obtain statistically significant performance results. For all algorithms except SQG the initial population size was set to 100, for all problems and dimension as was also done in previous works [27, 28]. For SQG a “warm” start was provided by choosing the best start point from a pseudo random sample set of equal size as the population size of the other algorithms.

---

1 With noise in fitness function
2 With the global optimum on the bounds
3 With a narrow basin for the global optimum
4 With a high condition number matrix
3.2 Performance measures

A commonly used optimization algorithm performance metric is Expected Running Time (ERT) [29], which can be defined as:

\[
ERT(f_{\text{target}}) = \text{mean}(T_{\text{target}}) + ((1 - p_s)/p_s)T_{\text{max}}
\]

(7)

Where \(f_{\text{target}}\) is a reference threshold value, \(T_{\text{target}}\) is the number of function evaluations to reach an objective value better than \(f_{\text{target}}\), \(T_{\text{max}}\) is the maximum number of function evaluations per optimization run, and \(p_s\) is the success rate defined as: \(p_s = N_{\text{success}}/N_{\text{total}}\), where \(N_{\text{success}}\) is the number of successful runs (where the best obtained objective value is better than \(f_{\text{target}}\)). If the experiments result in no successful runs for a particular algorithm such that \(p_s = 0\), then expression (7) is undefined, in that case the information available on the ERT is that: \(ERT(f_{\text{target}}) > T_{\text{max}} * N_{\text{total}}\).

ERT can be interpreted as the expected number of function evaluations of an algorithm to reach an objective function threshold for the first time. For the ERT performance measure a threshold or success-criterion is required. For conventional optimization performance studies this criterion is often related to reaching the value of the known global optimum, within a specified tolerance. For the optimization of difficult problems under tight budget constraints the probability of coming close to the global optimum is usually statistically negligible, therefore an alternative success criterion is required. To compare qualitative performance using ETR it is necessary that all compared algorithms meet the success criterion at least a few times. For the optimization performance assessment under tight budget evaluation restrictions we define the success criterion as reaching a target value which corresponds to the expected value of the best objective function value obtained from uniform random sampling with the given function evaluation budget (1000 samples). For a test function \(f_k\) we will refer to the expected objective value as \(E_{f_k}^{\text{RSE}}\). The estimation of \(E_{f_k}^{\text{RSE}}\) is based on the same number of repetitions as is used to measure the performance of the other algorithms (100 in this case). We will refer to the ERT w.r.t. this objective function value limit as Random Sampling Equivalent-Expected Run Time (ERT_{RSE}).

A further (more intuitive) way to compare the performance of the optimization algorithms on the test functions is by means of diagrams on which the Best Function Value (BFV) of the objective functions, is plotted against the number of algorithm iterations or Function evaluations. For the diagrams in the results section, the BFV have been normalized (BNFV) with \(E_{f_k}^{\text{RSE}}\), for the corresponding test function. The advantage of these diagrams is that they give an intuitive picture of performance for both, fixed-cost, and fixed-target scenarios.

3.3 Results Comparison

All test problems in this comparison are minimization problems. Good optimization algorithm performance is thus related to reaching a low BNFV in few function evaluations. For the 50 dimensional problem set, BNFV diagrams comparing the algorithm performance for the 9 algorithms are displayed in Figure 1. The SQG-DE algorithm ranked as the best algorithm in terms of BNFV performance after
1000 function evaluations in 16 out of the 25 test problems, and was the winner in all of the 10 test problems of the 4th category (Multi-modal Hybrid composition functions).

An overview on algorithm performance in terms of in terms of the \( ERT_{RSE} \) for all 30 and 50 dimensional problems is given in Table 2. An \( ERT_{RSE} \) value of for example 300 means that the corresponding algorithms requires 300 function evaluations to obtain a function evaluation better than the threshold, (which was defined as the expected best objective value for 1000 uniform random samples in the problem domain). Table 2 shows that in SQG-DE achieves the best ERT performance in 29 out of the 50 test problems. The new hybrid algorithm performed also with respect to the ERT measure as the best in all of the test problems of the 4th category.
Table 3 provides a summary of algorithm performance in terms of ERT, divided by test function category, and averaged overall performance. The results in Table 3 indicate that, SQG-DE had the best average performance over all test problems, with an ERT of approximately 10% less w.r.t. the second overall best algorithm JADE. More remarkable is that in the 4th category with the hardest test functions, SQG-DE obtained ERT scores which are about 40% better than the second best algorithm JADE. The results from this benchmark thus indicate that for hard high dimensional multimodal, problems under a tight function evaluation budget the new hybrid algorithm performs significantly better than the original DE, SQG, and the state-of-the-art DE variants tested.

Table 2. Algorithm performance in terms of ERT, for all test functions

| Test functions | Dimension 30 | Dimension 50 |
|----------------|--------------|--------------|
| f_1(x)         | 11657.24049  | 9030.9054    |
| f_2(x)         | 74011567.339| 9055.8145    |
| f_3(x)         | 65373276.086| 3819.10317   |
| f_4(x)         | 618213326.570| 6059.10175   |
| f_5(x)         | 43424766.536| 9173.19040   |

| f_6(x)         | 74011572.318| 11557.13327  |
| f_7(x)         | 256124482.310| 394.18 743   |
| f_8(x)         | 28773011.178| 17322347.2098|
| f_9(x)         | 1573524058.467| 55719.19060 |
| f_{10}(x)      | 1165824054.474| 2467124059.456|
| f_{11}(x)      | 241415551967.1502| 20242568.2187 |
| f_{12}(x)      | 1072.934590.342| 11831263.560 |

| Test functions | Dimension 30 | Dimension 50 |
|----------------|--------------|--------------|
| f_{13}(x)      | 157901050.524| 73819057.514 |
| f_{14}(x)      | 74971974.2735| 747615824.1792|

| Test functions | Dimension 30 | Dimension 50 |
|----------------|--------------|--------------|
| f_{15}(x)      | 437373.668 | 341291.557 |
| f_{16}(x)      | 299911671.490| 730611568.495|
| f_{17}(x)      | 692511670.514| 1158532469.640|
| f_{18}(x)      | 10171036.501| 102641915.631|
| f_{19}(x)      | 12711045.533| 243517387.511|
| f_{20}(x)      | 11901098.491| 1930713407.533|
| f_{21}(x)      | 946624251.498| 135719089.486|
| f_{22}(x)      | 24332889.489| 33115068.564|
| f_{23}(x)      | 1365024194.474| 74687544.483|
| f_{24}(x)      | 77854449.544| 1570913355.498|
| f_{25}(x)      | 220115445.304| 394163488.315|

Table 3. Algorithm performance in terms of $ERT_{RSE}$, by test function category

| Test function category | Dimension | DE | DE2 | jDE | JADE | SADE | Code | epsDE | SQG | SQG-DE |
|-----------------------|-----------|----|-----|-----|------|------|------|-------|-----|--------|
| 1 Unimodal functions  |           |    |     |     |      |      |      |       |     |        |
| $f_{1-5}$             | D=30      | 7223 | 17294 | 588 | 305  | 419  | 896  | 1516  | 325 | 233    |
|                       | D=50      | 12027 | 11346 | 526 | 289  | 379  | 846  | 1526  | 444 | 228    |
| 2 Multimodal Basic functions | D=30 | 5917 | 9352 | 882 | 714  | 860  | 1221 | 969   | 4778 | 798    |
| $f_{6-12}$            | D=50      | 8097 | 8973 | 960 | 637  | 905  | 1254 | 1061  | 3578 | 598    |
| 3 Multimodal Expanded functions | D=30 | 7429 | 12440 | 1153 | 768  | 696  | 950  | 2311  | 2426 | 1072   |
| $f_{13-14}$           | D=50      | 11603 | 14662 | 1630 | 980  | 870  | 1544 | 3638  | 3530 | 974    |
| 4 Multimodal Hybrid Composition functions | D=30 | 10338 | 10851 | 535 | 296  | 416  | 869  | 633   | 4427 | 181    |
| $f_{15-25}$           | D=50      | 4309 | 7526 | 513 | 307  | 480  | 837  | 491   | 3721 | 167    |
| Overall performance   |           |    |     |     |      |      |      |       |     |        |
| $f_{1-25}$            | D=30      | 5925 | 10562 | 721 | 474  | 605  | 1013 | 1082  | 3322 | 422    |
|                       | D=50      | 9816 | 10551 | 702 | 428  | 568  | 979  | 1066  | 3233 | 379    |

4 Discussion and outlook

The performance comparison results show efficiency gains of SQG-DE ranging up to 40%, w.r.t. the next best algorithm, for the category of Multimodal Hybrid Composition functions. Overall the performance benefits of SQG-DE w.r.t. the parent algorithms (SQG and DE “best/2/bin”) indicate a useful synergy effect, which seems ready be exploited to solve complex budget constrained optimization problems, in its present state. However, the remarkable results also call for further activities and investigations, such as: further performance comparisons, implementing the SQG-mutation operator in other DE algorithms (such as those used in the comparison), parameter tuning, self-adaptive parameters, and hybridization of SQG with other population based meta-heuristic algorithms.

In this communication the performance and applicability of the method was tested on a benchmark set of 25 test functions. A large variety of other test functions and other benchmarks is available, and further investigations are planned. However since most synthetic test functions are difficult to relate to particular real world problems, further work will focus on systematic performance comparisons using parameterized test functions (such as presented in [30]), benchmarks based on industrial design optimization applications, and representative surrogate problems [12].

5 Conclusions

A new SQG inspired mutation operator is introduced for the framework of DE, resulting in a new hybrid algorithm “SQG-DE”. The algorithm is compared with conventional DE and several state-of-the-art DE variants, w.r.t. optimization performance under strict function evaluation budget constraints. The results of the comparison indicate that the new algorithm excels the other algorithms on average by 10% in overall performance, for all the benchmark functions. The algorithm performs par-
particularly well on high dimensional multi-modal composite test problems, where w.r.t. fixed target performance measures, function evaluation savings of over 40% are achieved. The results are promising, and the displayed optimization efficiency could be of relevance for Industrial real-world problem settings, which involve a strict function evaluation budget. The described mutation operator is computationally inexpensive, easy to implement and could therefore also be used in other population based meta-heuristic optimization approaches. On request, an implementation of the SQG-DE algorithm is available from the authors.

6 Acknowledgments

This work was partially funded by the GRESIMO project grant agreement no. 290050 by the European community 7th Framework program. Furthermore we like to express our gratitude to Qingfu Zhang and all other cited authors who made source code of their algorithms and test benches publicly available on their websites.

References

1. Floudas, C. A., & Gounaris, C. E.: A review of recent advances in global optimization. Journal of Global Optimization, 45(1), 3-38 (2009)
2. Rios, L. M., & Sahinidis, N. V.: Derivative-free optimization: a review of algorithms and comparison of software implementations. Journal of Global Optimization, 56(3), 1247-1293 (2013)
3. Sobieszczanski-Sobieski, J., & Haftka, R. T.: Multidisciplinary aerospace design optimization: survey of recent developments. Structural optimization, 14(1), 1-23 (1997)
4. Venkataraman, S., & Haftka, R. T.: Structural optimization complexity: what has Moore’s law done for us? Structural and Multidisciplinary Optimization, 28(6), 375-387 (2004)
5. Schaffer, C.: A conservation law for generalization performance. In Proceedings of the 11th international conference on machine learning pp. 259–265. (1994)
6. Wolpert, D. H., & Macready, W. G.: No free lunch theorems for optimization. IEEE transactions on evolutionary computation, 1(1), 67-82 (1997)
7. Aissa, M. H., Verstraete, T., & Vuik, C.: Aerodynamic optimization of supersonic compressor cascade using differential evolution on GPU. In T. Simos, & C. Tsitouras (Eds.), AIP Conference Proceedings pp. 480077. (2016)
8. Carrigan, T. J., Dennis, B. H., Han, Z. X., & Wang, B. P.: Aerodynamic shape optimization of a vertical-axis wind turbine using differential evolution. ISRN Renewable Energy. (2012)
9. Kiani, M., & Yildiz, A. R.: A comparative study of non-traditional methods for vehicle crashworthiness and NVH optimization. Archives of Computational Methods in Engineering, 23(4), 723-734 (2016)
10. Duddeck, F.: Multidisciplinary optimization of car bodies. Structural and Multidisciplinary Optimization, 35(4), 375-389 (2008)
11. Sala, R., Pierini, M., & Baldanzini, N.: Optimization efficiency in multidisciplinary vehicle design including NVH criteria. In Proceedings of the Leuven Conference on Noise and Vibration Engineering (ISMA) pp. 1571-1585. (2014)
12. Sala, R., Baldanzini, N., & Pierini, M.: Representative surrogate problems as test functions for expensive simulators in multidisciplinary design optimization of vehicle structures. Structural and Multidisciplinary Optimization, 54(3), 449-468 (2016)
13. Storn, R. and Price, K., Differential Evolution - a simple and efficient adaptive scheme for global optimization over continuous spaces, Technical Report TR-95-012, ICSI (1995)
14. Storn, R., & Price, K.: Differential evolution—a simple and efficient heuristic for global optimization over continuous spaces. J. of global optimization, 11(4), 341-359 (1997)
15. Brest, J., Greiner, S., Boskovic, B., Mernik, M., & Zumer, V.: Self-adapting control parameters in differential evolution: A comparative study on numerical benchmark problems. IEEE transactions on evolutionary computation, 10(6), 646-657 (2006)
16. Qin, A. K., Huang, V. L., & Suganthan, P. N.: Differential evolution algorithm with strategy adaptation for global numerical optimization. IEEE transactions on Evolutionary Computation, 13(2), 398-417 (2009)
17. Mallipeddi, R., Suganthan, P. N., Pan, Q. K., & Tasgetiren, M. F.: Differential evolution algorithm with ensemble of parameters and mutation strategies. Applied Soft Computing, 11(2), 1679-1696 (2011)
18. Zhang, J., & Sanderson, A. C.: JADE: adaptive differential evolution with optional external archive. IEEE Transactions on evolutionary computation, 13(5), 945-958 (2009)
19. Wang, Y., Cai, Z., & Zhang, Q.: Differential evolution with composite trial vector generation strategies and control parameters. IEEE Transactions on Evolutionary Computation, 15(1), 55-66 (2011)
20. Das, S., & Suganthan, P. N.: Differential evolution: A survey of the state-of-the-art. IEEE transactions on evolutionary computation, 15(1), 4-31 (2011)
21. Das, S., Mullick, S. S., & Suganthan, P. N.: Recent advances in differential evolution—an updated survey. Swarm and Evolutionary Computation, 27, 1-30 (2016)
22. Knowles, J., Corne, D., & Reynolds, A.: Noisy multiobjective optimization on a budget of 250 evaluations. In International Conference on Evolutionary Multi-Criterion Optimization, pp. 36-50. Springer Berlin Heidelberg, (2009)
23. Haftka, R. T23., & Watson, L. T.: Multidisciplinary design optimization with quasi separable subsystems. Optimization and Engineering, 6(1), 9-20 (2005)
24. Ermoliev, Y. M.: Methods of solution of nonlinear extremal problems. Cybernetics, 2(4), 1-14 (1966)
25. Ermoliev, Y. M.: Stochastic quasigradient methods and their application to system optimization. Stochastics: An International Journal of Probability and Stochastic Processes, 9(1-2), 1-36 (1983)
26. Suganthan, P. N., Hansen, N., Liang, J. J., Deb, K., Chen, Y. P., Auger, A., & Tiwari, S.: Problem definitions and evaluation criteria for the CEC 2005 special session on real-parameter optimization. KanGAL report, 2005005, (2005)
27. Yao, X., Liu, Y., & Lin, G.: Evolutionary programming made faster. IEEE Transactions on Evolutionary computation, 3(2), 82-102 (1999)
28. Brest, J., Zamuda, A., Bošković, B., Greiner, S., & Žumer, V.: An analysis of the control parameters’ adaptation in DE. In Advances in differential evolution pp. 89-110. Springer Berlin Heidelberg, (2008)
29. Auger, A., & Hansen, N.: Performance evaluation of an advanced local search evolutionary algorithm. In Proceedings of the IEEE Congress on Evolutionary Computation (Vol. 2, pp. 1777-1784). IEEE, (2005)
30. Sala, R., Baldanzini, N., & Pierini, M.: Global optimization test problems based on random field composition. Optimization Letters, 11(4), 699-713 (2016)