Low-complexity encoder implementation for LDPC codes in CCSDS standard
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Abstract The traditional direct LDPC encoder in CCSDS standard for space application needs to store the first row in each submatrix of the generator matrix, making the circuit implementation complex. To solve this problem, a low-complexity encoder for LDPC codes is implemented in this letter. The encoder stores the vector in random-access memory (RAM). To implement the multiplication of sparse matrix and vector with limited hardware resources, the encoder takes the row indexes of nonzero entries in each column of sparse matrix as the write address of the RAM. Moreover, the shift-register-adder-accumulator is exploited to implement the multiplication of the dense core matrix and the vector, greatly reducing the storage and computation complexity. The LDPC encoder with the code rate of 1/2 in the CCSDS standard is implemented on Xilinx XC6VLX240T FPGA chip, and the implementation results indicate that the proposed encoder consumes 50% less hardware resources than the traditional direct encoder.
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1. Introduction

Low-density parity-check (LDPC) codes have a remarkable error correction capability near the Shannon limit [1, 2] using iterative decoding on very sparse parity-check matrices [3, 4, 5]. The Consultative Committee for Space Data Systems (CCSDS) has standardized a number of protograph-based quasi-cyclic LDPC (QC-LDPC) codes for space communication protocols in [6]. In application scenarios like space telemetry, considering the precious hardware resources available in satellites [7, 8], the LDPC encoder should be implemented with very concise circuits. For some type of LDPC codes, the parity-check matrix is usually exploited to implement efficient and low complexity encoding [9, 10]. The implementation of the LDPC encoders in CCSDS standard usually uses the dense generator matrix directly [11, 12, 13, 14]. However, the straightforward implementation of these LDPC encoders suffers from high storage and computation overhead [15, 16, 17, 18].

The encoder architecture proposed in [19] does not need to store the dense block matrix, which realizes the bit-wise matrix vector multiplication (BMVM) without cyclic shifter. However, the use of a large number of I/O pins to generate the parity check bits may exceed the resource limit of field programmable gate array (FPGA). In [20], an efficient multi-rate encoder featured with high encoding speed and minimum hardware usage is proposed for the IEEE 802.22 Wireless Regional Area Network (WRAN) standard. In fifth generation (5G) new radio (NR), the bidiagonal architecture proposed in [21] is exploited to reduce the complexity of the encoder. Based on the triangular decomposition of the parity part in the parity check matrix, a low-complexity and high throughput QC-LDPC encoder architecture is proposed in [22]. However, these encoder architectures require a specific structure of parity check matrix for the code, which cannot be satisfied by CCSDS codes. For the LDPC codes adopted by CCSDS, the encoding is usually based on a direct multiplication of the information bit vector and the dense generator matrix derived from sparse parity check matrix [23], which can be implemented with a shift-register-adder-accumulator (SRAA) circuit [24, 25].

Previous works in [26, 27, 28, 29, 30] target CCSDS codes. A variety of encoding circuits based on shift registers have been proposed in [26]. The encoding complexity of these encoding circuits is linearly proportional to the number of parity check bits of the code, or the total bits of the code in case of a parallel approach. In [27], the proposed partial parallel encoder architecture involves wide XOR operations over a significant number of bits and requires much register resources for the shift registers. The high throughput encoder described in [28] exploits the parallel recursive convolutional encoder circuit structure to reduce the use of system registers at the cost of a four fold increase in the multiplication and accumulation units. The architecture proposed in [29] leverages the inherent parallelism of the quasi-cyclic structure by concurrently processing multiple bits, which achieves high throughput and low complexity. By partitioning and decomposing the generator matrix, our previous work obtains a quite small dense core matrix and several sparse matrices [30]. Since the size of the dense core matrix is one quarter of the generator matrix, and the SRAA structure can be adopted for the vector multiplication, achieving 50% less storage and computation complexity than the generator matrix for encoding. Besides, the multiplication of sparse matrix and vector can be implemented by a register-based scheme or random access memory (RAM)-based scheme. The encoding complexity of this two schemes has a linear relationship with the codeword length, leading to lower storage requirements and computation complexity.

In this letter, a low-complexity LDPC encoder for CCSDS standard codes is implemented and evaluated. As for the multiplication of sparse matrix and vector, its circuit implementation stores the vector in RAM and takes the row...
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For deep-space communications, nine codes belonging to the Accumulate Repeat-4 Jagged-Accumulate (AR4JA) class of LDPC codes are defined in the CCSDS standard. These codes are the combination of three block length (1024, 4096 and 16384 bits) over three code rates: 1/2, 2/3 and 4/5. The code rate of AR4JA codes can be depicted by \( g/(g+2) \), where \( g = 2, g = 4 \) and \( g = 8 \) corresponds to the code rate of 1/2, 2/3 and 4/5, respectively. The parity check matrices \( H \) consists of an array of circulant sparse submatrices with the dimension of \( M \times M \), where \( M \) is a parameter dependent on the block length and the code rate, and \( w = M/4 \) is set.

The parity check matrix of LDPC codes adopted by CCSDS is composed of two parts, i.e., \( H = [ H_m \ H_e ] \). The dimensions of the submatrix \( H_m \) and \( H_e \) are \( 3M \times (M \times g) \) and \( 3M \times 3M \), respectively. The submatrix \( H_e \) of LDPC codes for various code rates is of the following form:

\[
H_e = \begin{bmatrix}
I_M & 0_M & I_M + \Pi_1 \\
0_M & I_M & \Pi_2 + \Pi_3 + \Pi_4 \\
0_M & \Pi_7 + \Pi_8 & I_M
\end{bmatrix},
\]

where the identity matrix \( I_M \), the all-zero matrix \( 0_M \) and the permutation matrix \( \Pi_k \), \( k = 1, 2, \ldots, 8 \) all have the dimension of \( M \times M \). The method for calculating the permutation matrix is introduced in [6]. According to [30], the inverse of the submatrix \( H_e \) can be calculated by

\[
H_e^{-1} = \begin{bmatrix}
I_M & \Pi_1 & (I_M + \Pi_1)T(I_M + \Pi_1) \\
0_M & (I_M + \Pi_1 + \Pi_2 + \Pi_3)T(I_M + \Pi_1) & (I_M + \Pi_2 + \Pi_3 + \Pi_4)T(I_M + \Pi_1) \\
0_M & (I_M + \Pi_2 + \Pi_3)T(I_M + \Pi_1) & T(I_M + \Pi_1)
\end{bmatrix},
\]

where the dense core matrix \( T \) [30] has the dimension of \( M \times M \) and is of the form:

\[
T = I_M + (\Pi_2 + \Pi_3) \cdot (\Pi_2 + \Pi_3 + \Pi_4)^{-1}.
\]

According to the equation \( H \cdot e^T = 0 \), the following expression can be obtained

\[
t = H_m \cdot m^T = \begin{bmatrix} 0 & t_1^T & t_2^T \end{bmatrix}^T_{3M \times 1}.
\]
 According to Eq. (13), the vector $t_1$ and vector $t_3$ can be directly calculated from the information bit vector $m$ and the permutation matrices $\Pi_5$, $\Pi_6$, $\Pi_7$ and $\Pi_8$ without calculating the intermediate vector $t_2$, thus saving $M$ clock cycles. The simplified LDPC encoder architecture with the code rate of $R = 1/2$ is shown in Fig. 1. Specifically, to implement the multiplication of the permutation matrix and the vector, the vector is stored in RAM by controlling the write address of the RAM, and the traditional SRAA structure is adopted to implement the multiplication of the dense core matrix $T$ and the vector $t_3$.

As shown in Fig. 1, the encoding processes can be divided into five steps. It is assumed that the information bit vector $m_1$ and $m_2$ can be cached at the same time.

**Step 1:** In the first $M$ clock cycles, the information bit vector $m_1$ is stored into three RAMs, and the row indexes of the nonzero entries in each column of matrices $I_M$, $\Pi_1$ and $\Pi_5$ are used as the write addresses. Meanwhile, the information bit vector $m_2$ is stored into five RAMs, and the row indexes of the nonzero entries in each column of matrices $I_M$, $\Pi_5$, $\Pi_6$, $\Pi_7$ and $\Pi_8$ are used as the write addresses.

**Step 2:** The output of the RAMs storing $m_1^T$, $\Pi_1m_1^T$, $\Pi_5m_1^T$, $\Pi_6m_1^T$, $\Pi_7m_1^T$ and $\Pi_8m_1^T$ is passed through a seven-input XOR to compute the intermediate vector $t_3$, where the read addresses are in ascending order. This process consumes one clock cycle for reading RAM.

**Step 3:** Multiply the dense core matrix $T$ by the intermediate vector $t_3$ to compute the intermediate vector $t_4$, which is called “intermediate vector $t_4$ computing unit”. This process requires $M$ clock cycles.

**Step 4:** Store the intermediate vector $t_4$ into five RAMs, and the row indexes of the nonzero entries in each column of matrices $I_M$, $\Pi_1$, $\Pi_5$, $\Pi_6$ and $\Pi_7$ are used as the write addresses. This process consumes $M$ clock cycles.

**Step 5:** The output of the RAMs storing $t_4$ and $\Pi_1t_4$ is passed through a two-input XOR to calculate the parity check bit vector $p_1$. The output of the RAMs storing $m_1$ and $m_2$ is passed through a two-input XOR to calculate the intermediate vector $t_1$. The vector $t_1$ and the output of the RAMs storing $\Pi_1t_4$, $\Pi_3t_4$ and $\Pi_4t_4$ are passed through a four-input XOR to calculate the parity check bit vector $p_2$. This step requires $M + 1$ clock cycles.

According to the above five steps, the entire encoding process requires $3M + 2$ clock cycles, without considering the caching of information bit vector $m_1$ and $m_2$.

### 3.2 Low complexity circuit implementation for the simplified LDPC encoder architecture

The multiplication of the permutation matrix and the vector in Fig. 1 is implemented by storing the vector in RAM, and the row indexes of the nonzero entries in each column of the permutation matrix are taken as the write address of the RAM. The method for implementing $\Pi_5m_1^T$ is illustrated in Fig. 2, where the permutation matrix is composed of $4 \times 4$ circulant submatrices with the dimension of $w \times w$, and each row and column has only one nonzero entry. It can be seen from Fig. 2(a) that the information bit vector $m_1^T$ is divided into four groups of $w$-bit vectors $m_2^{20}, m_2^{21}, m_2^{22}$, $m_2^{23}$. These vectors are rearranged by the submatrices $\Pi_1^0, \Pi_1^1, \Pi_1^2, \Pi_1^3$ of the permutation matrix $\Pi_1$ to obtain $\Pi_1^0m_2^{20}, \Pi_1^0m_2^{21}, \Pi_1^0m_2^{22}, \Pi_1^0m_2^{23}$. Fig. 2(b) shows that the calculation of $\Pi_1^0m_2^{22}$ is implemented by using the row indexes of the nonzero entries in each column of submatrix $\Pi_1^0$ as the write address to store the vector $m_2^{22}$ in RAM.

As shown in Fig. 3, the calculation of $\Pi_5m_1^T$ can be implemented by controlling the write and read addresses of the RAM, where $d = \log_2M$. The row indexes of the nonzero entries in the first column of submatrices $\Pi_5^0, \Pi_5^1, \Pi_5^2$ and $\Pi_5^3$ are sequentially loaded as the value of $v$ every $w$ clock cycles.

As a core module of the encoder, the computation of
intermediate vector \( \mathbf{t}_1 \) implemented by the SRAA circuit is exhibited in Fig. 4, where matrix \( \mathbf{T} \) is composed of a \( 4 \times 4 \) array of circulant dense submatrices with the dimension of \( w \times w \). The first column of each circulant submatrix is stored in four ROMs with width of \( w \) and depth of four. At the rising edge of the 1, \( w + 1 \), \( 2w + 1 \) and \( 3w + 1 \) clock cycles, the values in the four ROMs are loaded into four circulant shift registers all with width of \( w \), i.e., \( sfr1, sfr2, sfr3 \) and \( sfr4 \). The four circulant shift registers are rotated one bit to the right at the rising edge in each clock, and the dense core matrix \( \mathbf{T} \) is generated after \( M \) clock cycles. The intermediate vector \( \mathbf{t}_3 \) is delivered to the \( \mathbf{t}_4 \) computing unit bit by bit. Denoting the single bit in \( \mathbf{t}_1 \) as \( \mathbf{t}_1 \), if \( t_3 \) is 1, the contents in the four circulant shift registers are accumulated bit by bit with the contents in the shift registers with width of \( w \), i.e., \( \text{reg1, reg2, reg3 and reg4} \). If \( t_3 \) is 0, the contents of four shift registers remain unchanged. The intermediate vector \( \mathbf{t}_4 \) obtained after \( M \) clock cycles is stored in the four shift registers, and sequentially output bit by bit by the multiplexer in \( M \) clock cycles.

3.3 Analysis of various codeword lengths and code rates

With minor modifications, the encoder architecture in [30] and the simplified encoder architecture described above can be applied to LDPC codes with various codeword lengths and code rates. Specifically, different codeword lengths require no modification of the encoder architecture and the circuit implementation, while different code rates corresponds to the same submatrix \( \mathbf{H}_m \) and different permutation matrices in the submatrix \( \mathbf{H}_m \). Therefore, for LDPC codes with various code rates, the difference in the encoder architecture lies in RAMs that store the information bit vector \( \mathbf{m} \). According to Eq. (4), for the LDPC codes with code rates of 2/3 and 4/5, the information bit vector \( \mathbf{m} \) are divided into four and eight parts, respectively. Under various code rates, the encoder architecture in [30] differs in calculating the intermediate vectors \( \mathbf{t}_1 \) and \( \mathbf{t}_2 \), while the simplified encoder architecture differs in calculating the intermediate vectors \( \mathbf{t}_1 \) and \( \mathbf{t}_3 \). The number of RAMs required by the two encoder architectures for various code rates is listed in Table I. It can be observed from Table I that the LDPC codes with high code rates require more RAMs for circuit implementation. The reason is that the higher the code rate, the larger the matrix \( \mathbf{H}_m \), and the more complicated the calculation of \( \mathbf{t}_1 \), \( \mathbf{t}_2 \) and \( \mathbf{t}_3 \). For the LDPC codes with code rate of 1/2, the simplified encoder architecture should be first adopted; for the LDPC codes with code rate greater than 1/2, the encoder architecture should be chosen based on a trade-off between complexity and latency according to specific requirements.

### Table I Number of required RAMs by two encoder architectures for various code rates.

| Code rate | [30] | Simplified |
|-----------|------|------------|
| 1/2       | 9+4  | 5+8        |
| 2/3       | 9+12 | 5+24       |
| 4/5       | 9+28 | 5+56       |

4. Complexity comparison and implementation results

In this section, the storage complexity is compared by the number of bits required to store for the three encoding methods, and the computation complexity is compared by the number of XOR and AND functions required for encoding. The results of the implemented LDPC encoder and a detailed comparison with the traditional direct encoder in terms of hardware resources are also reported.

4.1 Comparison of storage and computation complexity

In the subsequent analysis, the direct encoding method is exploited to multiply the information bit vector \( \mathbf{m} \) by the generator matrix \( \mathbf{W} \) to obtain the parity check bit vector \( \mathbf{p} \). The two-level encoding method proposed in [13] first calculates the intermediate vector \( \mathbf{t} \) with the sparse matrix \( \mathbf{H}_m \), and then calculates the parity check bit vector \( \mathbf{p} \) with the dense matrix \( \mathbf{H}_c^{-1} \). The specific memory bits needed by the three encoding methods are listed in Table II. In the CCSDS standard, \( M \) can take values such as 128, 256, 512, 1024, 2048, 4096 and 8192 for space telemetry application. In terms of the circuit implementation, only the first row or the first column of the dense matrix should be stored according to the quasi-cyclic characteristic of the matrix. As for the sparse matrices, only the location of nonzero entries in the first row (or column) of the submatrix needs to be stored. It can be seen from the Table II that at high code rates, the two-level encoding method performs significantly better than the direct encoding method in terms of memory bits. The encoding method used in this letter consumes much
less memory bits than the other two encoding methods at any code rate and codeword length.

| Code rate | Direct | Two-level | This work |
|-----------|--------|-----------|-----------|
| 1/2       | 16M    | $20\log_2(M/4) + 16M$ | $60\log_2(M/4) + 4M$ |
| 2/3       | 32M    | $52\log_2(M/4) + 16M$ | $92\log_2(M/4) + 4M$ |
| 4/5       | 64M    | $116\log_2(M/4) + 16M$ | $156\log_2(M/4) + 4M$ |

Furthermore, the computation complexity of the three encoding methods is listed in Table III. The following analysis takes the two-input XOR functions and two-input AND functions into consideration. The direct encoding method exploits the SRAA architecture to implement the multiplication of the information bit vector \(m\) and the dense matrix \(W\), so the number of XOR and AND functions are both \(2M\). The two-level encoding method exploits the architecture in [30] to implement the calculation of the intermediate vector \(t\), which requires three XOR functions. The multiplication of the dense matrix \(H_i^\perp\) and the intermediate vector \(t\) is implemented with the SRAA architecture, which requires \(2M\) XOR functions and \(2M\) AND functions. As for the method proposed in this letter, the calculation of the intermediate vectors \(t_1\) and \(t_3\) and the parity check bit vectors \(p_1\) and \(p_2\) requires a total of eleven XOR functions. The multiplication of the dense core matrix \(T\) and the intermediate vector \(t_2\) is implemented with the SRAA architecture, which requires \(M\) XOR functions and \(M\) AND functions. Considering that the minimum value of \(M\) is 128, it can be seen from the above analysis that the computation complexity of the proposed encoding method is about 1/2 of the direct encoding method and the two-level encoding method.

| Operation   | Direct | Two-level | This work |
|-------------|--------|-----------|-----------|
| XOR function | \(2M\) | \(2M + 3\) | \(M + 11\) |
| AND function | \(2M\) | \(2M\) | \(M\) |

### 4.2 Implementation results

The simplified encoder and the traditional direct encoder are implemented on the XC6VLX240T FPGA of Virtex-6 series manufactured by Xilinx (San Jose, CA, USA). The LDPC codes in the CCSDS standard with the code rate \(R = 1/2\), and the codeword length \(N = 2,048\) bits and \(N = 32,768\) bits are taken for performance comparison.

The FPGA implementation results of the traditional direct encoder and the encoder proposed in this work are summarized in Table IV, where the working clock frequency of the encoders is set to 200 MHz. As introduced in Section 3, the encoder mainly involves multiplying sparse matrix by vector and multiplying dense core matrix by vector. Since the size of the dense core matrix \(T\) is one quarter of the generator matrix \(W\), only the first row or column of the circulant submatrix needs to be stored, thus computing the intermediate vector \(t_0\) with the SRAA architecture can achieve 50% less storage and computation overhead than the traditional direct encoder. The use of RAM to implement the multiplication of sparse matrix and vector requires two counters to generate the write address and read address, thus requiring fewer Flip-Flops and LUTs. Therefore, it can be observed from Table IV that the Flip-Flops and LUTs consumed by the core module account for more than 85% of the proposed encoder. Compared with the traditional direct encoder, the proposed encoder reduces the consumption of Flip-Flops and LUTs by 56.5% for \(N = 2,048\) bits and 50.3% for \(N = 32,768\) bits. Besides, for the code length of 32,768, the proposed encoder can reduce the RAM resources by 47%.

### 5. Conclusion

The traditional direct encoder occupies much hardware resources. To solve this problem, a low-complexity LDPC encoder for space applications is implemented in this letter. The RAM is used to cache the vector for multiplication of sparse matrix and vector, and the write address and read address of the RAM are generated by two counters, which consumes quite less hardware resources. Meanwhile, the SRAA circuit is exploited to implement the multiplication of dense core matrix and vector. Since the dense core matrix is one quarter of the generator matrix in size, the storage and computation complexity is significantly decreased. The LDPC encoder with the code rate of 1/2 is implemented on Xilinx XC6VLX240T FPGA chip, and the implementation results indicate that the proposed encoder consumes 50% less hardware resources than the traditional direct encoder.
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