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Abstract Despite their impressive performance, deep convolutional neural networks (CNNs) have been shown to be sensitive to small adversarial perturbations. These nuisances, which one can barely notice, are powerful enough to fool sophisticated and well performing classifiers, leading to ridiculous misclassification results. In this paper we analyze the stability of state-of-the-art deep-learning classification machines to adversarial perturbations, where we assume that the signals belong to the (possibly multi-layer) sparse representation model. We start with convolutional sparsity and then proceed to its multi-layered version, which is tightly connected to CNNs. Our analysis links between the stability of the classification to noise and the underlying structure of the signal, quantified by the sparsity of its representation under a fixed dictionary. In addition, we offer similar stability theorems for two practical pursuit algorithms, which are posed as two different deep-learning architectures – the layered Thresholding and the layered Basis Pursuit. Our analysis establishes the better robustness of the later to adversarial attacks. We corroborate these theoretical results by numerical experiments on three datasets: MNIST, CIFAR-10 and CIFAR-100.

1 Introduction

Deep learning, and in particular Convolutional Neural Networks (CNN), is one of the hottest topics in data sciences as it has led to many state-of-the-art results spanning across many domains [13,8]. Despite the evident great success of classifying images, it has been recently observed that CNNs are highly sensitive to adversarial perturbations in the input signal [25,9,16]. An adversarial example is a corrupted version of a valid input (i.e., one that is classified correctly), where the corruption is done by adding a perturbation of a small magnitude to it. This barely noticed nuisance is designed to fool the classifier by maximizing the likelihood of an incorrect class. This phenomenon reveals that state-of-the-art classification algorithms are highly sensitive to noise, so much so that even a single step in the direction of the sign of the gradient of the loss function creates a successful adversarial example [9]. Furthermore, it has been shown that adversarial examples that are generated to attack one network are powerful enough to fool other networks of different architecture and database [16], being the key to the so-called "black-box" attacks that have been demonstrated in some real-world scenarios [12].

Adversarial training is a popular approach to improve the robustness of a given classifier [9]. It aims to train a robust model by augmenting the data with adversarial examples generated for the specific model and/or transferred from other models. Preprocessing [15] is another defense strategy, suggesting to denoise the input signal first, and then feed this purified version of the signal to the classifier. Indeed, the above defense methods improve the stability of the network, however, these are trained based on adversarial examples that are generated in specific ways. It is quite likely that
future work could offer a different generation of adversarial examples that question again the reliability and robustness of such given networks.

In this paper we provide a principled way to analyze the robustness of a classifier using the vast theory developed in the field of sparse representations. We do so by analyzing the classifier’s robustness to adversarial perturbations, providing an upper bound on the permitted energy of the perturbation, while still safely classifying our data. The derived bounds are affected by the classifier’s properties and the structure of the signal. Our analysis assumes that the signals of interest belong to the sparse representation model, which is known for its successful regression and classification performance [18, 5] and was recently shown to be tightly connected to CNNs [20]. We commence by analyzing a shallow convolutional sparse model and then proceed to its multi-layer extension. More concretely, suppose we are given a clean signal that is assigned to the correct class. How much noise of bounded energy can be added to this signal and still guarantee that it would be classified accurately? Our work starts by showing that the bound on the energy of the noise is a function of the sparsity of the signal and the characteristics of the dictionaries (weights).

We proceed by considering specific and practical pursuit algorithms that aim to estimate the signal’s representations in order to apply the classification. Our work investigates two such algorithms, the non-negative Layered Thresholding (L-THR), which amounts to a conventional feed-forward CNN, and the non-negative Layered Basis-Pursuit (L-BP), which is reminiscent of an RNN architecture. Our analysis exposes the ingredients of the data model governing the sensitivity to adversarial attacks, and clearly shows that the later pursuit (L-BP) is more robust.

The bounds obtain carry in them practical implications. More specifically, our study indicates that a regularization that would take the dictionaries’ coherence into account can potentially improve the stability to noise. Interestingly, a regularization that aligns well with our findings was tested empirically by Parseval Networks [19] and indeed shown to improve the classification stability. As such, one can consider our work as a theoretical explanation for the empirical success of [19]. Another approach that is tightly connected to our analysis is the one reported in [26, 17]. Rather than relying on a simple L-THR, these papers suggested solving a variant of the L-BP algorithm, in an attempt to promote sparse feature maps. Interestingly, it was shown in [17] that the "fooling rate" in the presence of adversarial perturbation is significantly improved, serving as another empirical evidence to our theoretical conclusions. As will be shown in this paper, promoting sparse solutions and incoherent dictionaries is crucial for robust networks, as evidenced empirically in the above two manuscripts [19, 17].

In order to further support the theoretical claims made in this paper, we numerically explore the stability of the L-THR and the L-BP architectures on actual data and learned networks. Our experiments consider three commonly used datasets: MNIST [14], CIFAR-10 [11] and CIFAR-100 [11]. These tests show that the L-BP is indeed more robust to noise attacks, where those are computed using the Fast Gradient Sign Method (FGSM) [9].

This paper is organized as follows: In Section 2 we start by reviewing the basics of the convolutional sparse coding model and then proceed to its multi-layered version, which is tightly connected to CNNs. Then, using Sparseland tools we establish a connection between the stability of the classification to adversarial noise and the underlying structure of the signal, quantified by the sparsity of its representation. We commence by analyzing shallow networks in Section 3 and then continue to deeper settings in Section 4. In addition, we offer similar stability theorems for two pursuit algorithms, which are posed as two different deep-learning architectures – the L-THR and the L-BP. In Section 5 we numerically study the stability of these architectures demonstrating the theoretical results. We finally conclude in Section 6, delineating further research directions.

2 Background and problem setup

Consider a set \( \{ s^j \} \) of high dimensional signals \( X^j \in \mathcal{X} \subseteq \mathbb{R}^N \) and their associated labels \( y^j \in \mathcal{Y} \). Suppose that each signal \( X^j = D \Gamma^j \) belongs to the (possibly multi-layer convolutional [20]) sparse representation model, where \( D \) is a dictionary and \( \Gamma^j \) is a sparse vector. Suppose further that we are given a linear classifier that operates on the sparse representation \( \Gamma^j \) and successfully discriminates between the different classes.

Ignoring the superscript \( j \) for clarity, given the input \( s = (X, y) \) the adversary’s goal is to find an example \( Y = X + E \), such that the energy of \( E \) is small, and yet the model would misclassify \( Y \). We consider the class of \( \ell_p \) bounded adversaries, in the sense that for a given energy \( \epsilon \), the adversarial example satisfies \( \| Y - X \|_p = \| E \|_p \leq \epsilon \).

How much perturbation \( E \in \mathbb{R}^N \) of bounded energy \( \epsilon \) can be added to \( X \) so as the measurement \( Y = X + E \) will still be assigned to the correct class? What is the effect of the sparsity of the true representation? What is the influence of the dictionary \( D \) on these conclusions? How can we design a system that will be robust to noise based
on the answers to the above questions? These questions are the scope of this paper. Before addressing these, in this section we provide the necessary background on several related topics.

2.1 Convolutional sparse coding

The convolutional sparse coding (CSC) model assumes that a signal $X \in \mathbb{R}^N$ can be represented as $X = D\Gamma$, where $D \in \mathbb{R}^{N \times Nm}$ is a given convolutional dictionary and $\Gamma \in \mathbb{R}^{Nm}$ is a sparse vector. The dictionary $D$ is composed of $m$ local unique filters of length $n$, where each of these is shifted at every possible location (see Figure 1 left, here ignore the subscript ‘1’ for clarity). The special structure of this matrix implies that the $i$-th patch $x_i \in \mathbb{R}^n$ extracted from the global signal $X$ has an underlying shift-invariant local model [21]. Concretely, $x_i = \Omega S_i \Gamma$, where $\Omega$ is a fixed matrix shared by all the overlapping patches, multiplied by the corresponding stripe vector $S_i \Gamma \in \mathbb{R}^{(2n-1)m}$, where $S_i \in \mathbb{R}^{(2n-1)m \times mN}$ extracts the stripe from the global $\Gamma$.

Building upon the local structure of this model, it was shown in [21] that measuring the local sparsity of $\Gamma$ rather than the global one is much more informative. The notion of local sparsity is defined by the $\ell_{0,\infty}$ pseudo-norm, expressed by $\|\Gamma\|_{0,\infty} = \max_i \|S_i \Gamma\|_0$, which counts the maximal number of non-zeros in the stripes (and hence the superscript $s$) of length $(2n-1)m$ extracted from $\Gamma$.

In the setting of this paper, we are given a noisy measurement of $X = D\Gamma$, formulated as $Y = X + E$, where $E$ is an $\ell_p$-bounded adversarial perturbation. In the $\ell_2$ case, the pursuit problem of estimating $\Gamma$ given $Y, D$ and the energy of $E$ (denoted by $\epsilon$) is defined as

$$(P_{0,\infty}^\epsilon): \min_{\Gamma} \|\Gamma\|_{0,\infty} \quad \text{s.t.} \quad \|Y - D\Gamma\|_2^2 \leq \epsilon^2. \quad (1)$$

The stability of the above problem and practical algorithms (Orthogonal Matching Pursuit – OMP, and Basis Pursuit – BP) that aim to tackle it were analyzed in [21]. Under the assumption that $\Gamma$ is “locally sparse enough”, it was shown that one can obtain an estimate $\hat{\Gamma}$ that is close to the true sparse vector $\Gamma$ in an $\ell_2$-sense. The number of non-zeros in $\Gamma$ that guarantees such a stable recovery is a function of $\epsilon$ and the characteristics of the convolutional dictionary $D$.

Two measures that will serve us in our later analysis are (i) the extension of the Restricted Isometry Property (RIP) [4] to the convolutional case, termed SRIP [21], and (ii) the mutual coherence. The SRIP of a dictionary $D$ of cardinality $k$ is denoted by $\delta_k$. It measures how much the multiplication of a locally sparse vector $v$, $\|v\|_{0,\infty} = k$ by $D$ changes its energy (see definition 14 in [21]). A small value of $\delta_k(<1)$ implies that $D$ behaves almost like an orthogonal matrix, i.e. $\|Dv\|_2 \approx \|v\|_2$.

The second measure that we will rely on is the mutual coherence of a dictionary with $\ell_2$ normalized columns, which is formulated as $\mu(D) = \max_{i \neq j} \|d_i^T d_j\|$, where $d_i$ stands for the $j$-th column (atom) from $D$. In words, $\mu(D)$ is the maximal inner product of two distinct atoms extracted from $D$.

2.2 Multi-layer CSC

The multi-layer convolutional sparse coding (ML-CSC) model is a natural extension of the CSC to a hierarchical decomposition. Suppose we are given a CSC signal $X = D_1\Gamma_1$, where $D_1 \in \mathbb{R}^{Nm \times Nm_1}$ is a convolutional dictionary and $\Gamma_1 \in \mathbb{R}^{Nm_1}$ is the (local) sparse representation of $X$ over $D_1$ (see Figure 1 left). The ML-CSC pushes this structure forward by assuming that the representation itself is structured, and can be decomposed as $\Gamma_1 = D_2\Gamma_2$, where $D_2 \in \mathbb{R}^{Nm_1 \times Nm_2}$ is another a convolutional dictionary, multiplied by the locally sparse $\Gamma_2$. 

Fig. 1: Left: The global convolutional system $X = D_1\Gamma_1$, along with the representation of the $i$-th patch $S_i \Gamma_i$. Right: The second layer of the multi-layer CSC model, given by $\Gamma_1 = D_2\Gamma_2$. 
vector $\Gamma_2 \in \mathbb{R}^{N \times m^2}$ (see Figure 1 right). Notice that $\Gamma_1$ has two roles, as it is the representation of $X$, and a signal by itself that has a CSC structure. The second dictionary $D_2$ is composed of $m_2$ local filters that skip $m_1$ entries at a time, where each of the filters is of length $n_2m_1$. This results in a convolution operation in the spatial domain of $\Gamma_1$ but not across channels ($\Gamma_1$ has $m_1$ channels), as in CNNs. The above construction is summarized in the following definition (Definition 1 in [20]):

**Definition 1** For a global signal $X$, a set of convolutional dictionaries $\{D_i\}_{i=1}^K$, and a vector $\lambda$, define the ML-CSC model as:

$$\Gamma_{i-1} = D_i \Gamma_i, \quad \|\Gamma_i\|_{0, \infty}^g \leq \lambda_i \quad \forall 1 \leq i \leq K$$

where $\Gamma_0 = X$, and the scalar $\lambda_i$ is the $i$-th entry in $\lambda$.

To return to the pursuit problem in the noisy regime, an extension of the CSC pursuit (see Equation (1)) to the multi-layer setting (of depth $K$) can be expressed as follows:

**Definition 2** (Definition 2 in [20]) For a global signal $Y$, a set of convolutional dictionaries $\{D_i\}_{i=1}^K$, sparsity levels $\lambda$ and noise energy $\epsilon$, the deep coding problem is given by

$$(DCP)^D_\lambda : \text{find } \{\Gamma_i\}_{i=1}^K$$

$$s.t. \quad Y - D_1 \Gamma_1 \leq \epsilon,$$

$$\Gamma_{i-1} = D_i \Gamma_i, \quad \|\Gamma_i\|_{0, \infty}^g \leq \lambda_i \quad \forall 1 \leq i \leq K.$$

The work reported in [20] has shown that the forward pass of CNN is in fact a pursuit algorithm that is able to estimate the underlying representations $\Gamma_1, \ldots, \Gamma_K$ of a signal $X$ that belongs to the ML-CSC model. Put differently, the forward pass was shown to be nothing but a non-negative layered thresholding pursuit, estimating the representations $\Gamma_i$ of the different layers. To better see this, let us set $\hat{\Gamma}_0 = Y$ and define the classic thresholding pursuit [5], $\hat{\Gamma}_i = S^g_{\lambda_i}(D_i^T \hat{\Gamma}_{i-1})$, for $1 \leq i \leq K$. The term $D_i^T \hat{\Gamma}_{i-1}$ stands for convolving $\hat{\Gamma}_{i-1}$ (the feature map) with the filters of $D_i$ (the weights), and the soft non-negative thresholding function $S^g_{\lambda_i}(v)$ is defined as subtracting a bias $\beta_i$ from $v$ and applying a ReLU nonlinearity. In a similar fashion, the work in [20] offered to replace the L-THR by a L-BP, exposing a recurrent neural network architecture that emerges from this approach.

This connection of CNNs to the pursuit of ML-CSC signals was leveraged [20] to analyze the stability of CNN architectures. Their analysis concentrated only on the feature extraction stage – the pursuit – and ignored the classification step and the role of the labels. In this paper we build upon this connection of Sparseland to CNNs, and extend the analysis to cover the stability of layered pursuit algorithms when tackling the classification task in the presence of noise.

### 3 First steps: shallow sparsity

#### 3.1 Two-class (binary) setting

Herein we consider the a binary classification setting (i.e. $\mathcal{Y} = \{1, -1\}$) in which a linear classifier is given to us, being part of the generative model. This classifier is defined by the couple $(w, \omega)$, where $w \in \mathbb{R}^N$ is a weight vector and $\omega$ is a bias term (a scalar). Put formally, the model we shall study in this subsection is given by the definition below.

**Definition 3** A convolutional Sparseland signal $X = D_1 \Gamma$, $\|\Gamma\|_{0, \infty} \leq k$ is said to belong to class $y = 1$ when the linear discriminant function $f(X) = w^T \Gamma + \omega$ satisfies $f(\Gamma) > 0$, and $y = -1$ otherwise.

The expression $w^T \Gamma + \omega$ defines a linear discriminant function for which the decision surface $f(\Gamma) = 0$ is a hyperplane in the feature domain (but not in the signal domain), where $\Gamma$ is a point that lies on the decision boundary. As such, one can express the distance from the decision boundary in the feature domain as $O_{B}(X, y) = yf(\Gamma) = y(w^T \Gamma + \omega)$, where the subscript $B$ stands for Binary. Notice that the larger the value of $O_{B}(X, y)$, the larger the distance to the decision boundary, as it is defined by $O_{B}(X', y) = 0$. Following this rational, $O_{B}(X, y)$ is often termed the **score** or the **output margin**. The measure $O_{B}(X, y)$ is X-dependent, and thus we have an interest in its extreme value,

$$O_B^* = \min_{(X', y')} O_B(X', y'),$$

being a property of our data and the classifier’s parameters, making our claims universal and not signal-specific. As will be shown hereafter, classification robustness is directly related to this quantity. Moreover, we emphasize that there are two margins involved in our analysis: (i) the above-described input data margin, which cannot be controlled by any learning scheme, and (ii) the margin that a classifier obtains when operating on a perturbed input signal, resulting in the evaluated representation $\hat{\Gamma}$. The results in this work rely on these two measures, as we aim to make sure that the former margin is not diminished by the practical classifier design or the adversarial noise.

This takes us naturally to the adversarial setting. The problem we consider is defined as follows:
Definition 4. For a signal $Y = X + E$ with a true label $y$, a convolutional dictionary $D$, a perturbation energy $\epsilon$, and a classifier $(w, \omega)$, define the binary classification algorithm as:

\[
\begin{align*}
\text{Solve} \quad \hat{\Gamma} &= \arg\min_{\Gamma} \|\Gamma\|_0 \infty \quad \\
\text{s.t.} \quad \|Y - D\Gamma\|_2 \leq \epsilon \quad \\
\text{and assign} \quad \hat{y} = \text{sign} \left( f(\hat{\Gamma}) \right)
\end{align*}
\]

where $f(\hat{\Gamma}) = w^T \hat{\Gamma} + \omega$.

Notice that the signal is assigned to the correct class if $\text{sign}(f(Y)) = y$, or, equivalently when $O_B(Y, y) = yf(Y) = y(w^T \hat{\Gamma} + \omega) > 0$. In words, the pursuit/sparse-coding step projects the perturbed signal $Y$ onto the model by estimating the representation $\hat{\Gamma}$, which in turn is fed to a classifier as formulated by $f(Y)$. In the remaining of this paper we shall study the conditions on $X, D$ and $\epsilon$ which guarantee that $O_B(Y, y) > 0$, i.e., the input signal $Y$ will be assigned to the correct class despite of the adversarial perturbation and the limitations of a specific pursuit algorithm. The model assumptions that we are considering allow us to reveal the underlying characteristics of the signal (e.g. the properties of the dictionary and the sparsity level) that are crucial for a successful prediction. Put differently, we aim to reveal the ingredients that one should consider when designing a robust classification system. Notice that we concentrate on the inference stage only and do not analyze the learning part. In fact, similarly to [7], we see this as an advantage since it keeps the generality of our findings.

Let us start our discussion by first studying the stability of the binary classification algorithm to noise:

**Theorem 5 (Stable Binary Classification of the CSC Model):** Suppose we are given a CSC signal $X = D\Gamma$, $\|\Gamma\|_0 \infty \leq k$, contaminated with perturbation $E$ to create the signal $Y = X + E$, such that $\|E\|_2 \leq \epsilon$. Suppose further that $O_B > 0$ and denote by $\hat{\Gamma}$ the solution of the $\ell^2_0$ problem (see Equation (1)). Assuming that $\delta_{2k} < 1 - \left( \frac{2\|\omega\|_2}{O_B} \right)^2$, then $\text{sign}(f(\Gamma)) = \text{sign}(f(\hat{\Gamma}))$.

Considering the more conservative bound that relies on $\mu(D)$, and assuming that

\[
\|\Gamma\|_0 \infty < k \leq \frac{1}{2} \left( 1 + \frac{1}{\mu(D)} \left[ 1 - \left( \frac{2\|\omega\|_2}{O_B} \right)^2 \right] \right),
\]

then $\text{sign}(f(\Gamma)) = \text{sign}(f(\hat{\Gamma}))$.

The proof of this theorem and the remaining ones are given in the Appendix. Among various implications, the above theorem shows the effect of $D$ and its properties on the stability of the classifier. A dictionary with $\delta_{2k} \ll 1$ tends to preserve the distance between any pair of locally $k$-sparse vectors (defined by the $l_0, \infty$ norm), which turns to be crucial for robust classification. The benefit of switching from the SRIP to $\mu(D)$ is that the latter is trivial to compute, but with the cost of weakening the result. The expected and somewhat unsurprising conclusion of Theorem 5 is that the score of the classifier plays a key role for a stable classification – the larger the distance to the decision boundary in the feature space the more robust the classifier is to noise. This stands in a line with the conclusion of [7]. Another alignment with previous work (e.g. [2, 22]) is the effect of the norm of $w$. Notice that in the proposed theorem, $\|w\|_2$ is multiplied by the noise energy $\epsilon$ and both have a negative effect on the stability. As a result, one should promote a weight vector of low energy (this is often controlled via a weight decay regularization) as it is capable of increasing the robustness of the sparsity-inspired classification model to noise.

The added value of Sparseland is that a “well-behaved” dictionary, having a small SRIP constant or low mutual coherence, is the key for stable recovery, which, in turn, would increase the robustness of the classifier. Interestingly, implied from the proof of the obtained results is the fact that a successful classification can be achieved without recovering the true support (i.e., the locations of non-zeros in $\Gamma$). This might be counterintuitive, as the support defines the subspace that the signal belongs to. That is, even if the noise in $Y$ leads to an estimation $\hat{\Gamma}$ that belongs to slightly different subspace than the one of $X$, the input signal could be still classified correctly as long as the dimension of the subspace that it belongs to is small enough (the sparsity constraint).

Our results and perspective on the problem are very different from previous work that studies the robustness to adversarial noise. Fawzi et al. [7] suggested a measure for the difficulty of the classification task, where in the linear setting this is defined as the distance between the means of the two classes. Our results differ from these as we heavily rely on a generative model, and so are capable of linking the intrinsic properties of the signal – its sparsity and filters’ design – to the success of the classification task. This enables us to suggest ways to increase the desired robustness.

A recent work [6] relies on a generative model (similar to ours) that transforms normally-distributed random representation to the signal domain. Their goal was to prove that there exists an upper bound on the robustness that no classifier can exceed. Still, the authors of [6] did not study the effect of the filters nor the network’s depth (or the sparsity). Their analysis is very different.
from ours as we put an emphasis on the stability of sparsity-inspired model and its properties.

As already mentioned, the margin of the data has an impact on the stability as well. Denoting by \( X' \) a point on the boundary decision, the work reported in [22] connected the input margin, given by \( \| X' - X \|_2 \), to the output distance \( \| f(\Gamma') - f(\Gamma) \|_2 = \| f(\Gamma) \|_2 \) through the Jacobian of the classifier \( f(\cdot) \). This connection is of importance as the input margin is directly related to the generalization error. In the scope of this paper, the distance between the signal and its cleaned version in the input space is nothing but the energy of the noise perturbation \( \| X - Y \|_2 = \epsilon \). This, in turn, is linked to the score of the classifier distance \( \| f(\Gamma') - f(\Gamma) \|_2 = \| w^T\Gamma - w^T\Gamma \|_2 \leq \| w \|_2 |\Gamma - \Gamma|_2 \) (refer to the proof of Theorem 5 for more details).

We should clarify the term stability used in this section: This refers to any solver of the pursuit task that satisfies the following two constraints (i) \( \| D\Gamma - Y \|_2 \leq \epsilon \), and (ii) \( \| \Gamma \|_{0,\infty} = k \). Later on we shall refer to actual pursuit methods and extend this result further. Concretely, suppose we run the Thresholding pursuit (or the BP) to estimate the representation \( \Gamma \) of a given \( Y \).

Then, we feed the obtained sparse vector to our linear classifier and hope to assign the input signal to its true label, despite the existence of the adversarial perturbation. Can we guarantee a successful classification in such cases? While this question can be addressed in the CSC case, we shall study the more general multi-layer model. Before doing so, however, we expand the above to the multi-class setting.

### 3.2 Multi-class setting

In order to provide a complete picture on the factors that affect the stability of the classification procedure, we turn to study multi-class linear classifiers. Formally, the discriminant function is described by the following definition:

**Definition 6** A CSC signal \( X = D\Gamma, \| \Gamma \|_{0,\infty} \leq k \), is said to belong to class \( y = u \) if the linear discriminant function satisfies \( \forall v \neq u \ f_u(\Gamma) = w_u^T\Gamma + \omega_u > w_v^T\Gamma + \omega_v = f_v(\Gamma) \), where \( u \) stands for the index of the true class, and \( v \) is in the range of \([1, L]\). \( \setminus v \).

Analogously to the binary case, the decision boundary between class \( u \) and \( v \) is given by \( f_u(\Gamma) = f_v(\Gamma) \). Therefore, we formalize the distance to the decision boundary of the class \( y = u \) in the feature space as \( O_M(X, y) = \min_{v \neq u} f_u(\Gamma) - f_v(\Gamma) \), which measures the distance between the classification result of the \( u \)-classifier to the rest \( L - 1 \) ones for a given point \( X \).

Similarly to the binary setting, we obtain the minimal distance over all the classes and examples by

\[
O_M = \min_{(X', y')} O_M(X', y'),
\]

where we assume that \( O_M(X', y') > 0 \). Notice that this assumption aligns with the practice, as the common setting in CNN-based classification assumes that a perfect fit of the data during training is possible. Another measure that will be found useful for our analysis is the distance between the weight vectors. Put formally, we define the multi-class weight matrix \( W \) of size \( mN \times L \) as \( W = [w_1; w_2; \cdots; w_L] \), which stores the weight vectors as its columns. The following measure quantifies the mutual Euclidean distance between the classifiers, given by

\[
\phi(W) = \max_{u \neq v} \| w_u - w_v \|_2.
\]

The analogous of this measure in the binary classification, when \( L = 2 \), is the norm of the classifier being \( \| w \|_2 \), as in this case one can define \( w_1 = -w_2 = \frac{1}{2}w \).

**Theorem 7** (Stable Multi-Class Classification of the CSC Model): Suppose we are given a CSC signal \( X = D\Gamma, \| \Gamma \|_{0,\infty} \leq k \), contaminated with perturbation \( E \) to create the signal \( Y = X + E \), such that \( \| E \|_2 \leq \epsilon \). Suppose further that \( f_u(\Gamma) = w_u^T\Gamma + \omega_u \) correctly assigns \( X \) to class \( y = u \). Suppose further that \( O_M > 0 \), and denote by \( \Gamma \) the solution of the \( F_{\infty,\infty} \) problem. Assuming that \( \delta_{2k} < 1 - \left( \frac{2\phi(W)\epsilon}{O_M^2} \right)^2 \), then \( Y \) will be assigned to the correct class.

Considering the more conservative bound that relies on \( \mu(D) \) and assuming that

\[
\| \Gamma \|_{0,\infty} < k = \frac{1}{2} \left( 1 + \frac{1}{\mu(D)} \left[ 1 - \left( \frac{2\phi(W)\epsilon}{O_M^2} \right)^2 \right] \right),
\]

then \( Y \) will be classified correctly.

As one might predict, the same ingredients as in Theorem 5 (coherence of \( D \) or its SRIP) play a key role here as well. Moreover, in the two-class setting \( \phi(W) = \| w \|_2 \), and so the two theorems align. The difference becomes apparent for \( L > 2 \), when the mutual Euclidean distance between the different classifiers influences the robustness of the system to noise. In the context of multi class support vector machine, it was shown [3] that the separation margin between the classes \( u \) and \( v \) is \( 2\| w_u - w_v \|_2 \). This observation motivated the authors of [3] to minimize the distance \( \| w_u - w_v \|_2, \forall u \neq v \) during the training phase. Interestingly, this quantity serves our bound as well. Notice that our theorem also reveals the effect of the number of classes on the robustness.
Since \( \phi(W) \) measures the maximal distance between the L weight vectors, it is a monotonically increasing function of L and thereby stiffening our conditions for a successful classification. This phenomenon was observed in practice, indicating that it is easier to “fool” the classifier when the number of classes is large, compared to a binary setting [6].

4 Robustness bounds for CNNs

We now turn to extend the above results to a multilayer setting, and this way shed light on the stability of classic CNN architectures. For simplicity we return to the binary setting, as we have seen that the treatment of multiple classes has a similar analysis. We commence by defining the model we aim to analyze in this part:

**Definition 8** An ML-CSC signal \( X \) (see definition 1) is said to belong to class \( y = 1 \) when the linear discriminant function \( f(X) = w^T \Gamma_K + \omega \) satisfies \( f(\Gamma_K) > 0 \), and \( y = -1 \) otherwise.

Notice that the classifier operates on the representation of the last layer, and so the definition of the signal-dependent score \( \mathcal{O}_B(X,y) \) and the universal \( \mathcal{O}_B^* \) are similar to the ones defined in Section 3.1. We now turn to the noisy regime, where the adversarial perturbation kicks in:

**Definition 9** For a corrupted ML-CSC signal \( Y = X + E \) with a true label \( y \), convolutional dictionaries \( \{D_i\}_{i=1}^K \), a perturbation energy \( \epsilon \), sparsity levels \( \lambda \), and a classifier \( (w, \omega) \), define the multi-layer binary classification algorithm as:

find \( \{\hat{\Gamma}_i\}_{i=1}^K \) by solving the DCP problem;

and assign \( y = \text{sign}(f(\hat{\Gamma}_K)) \),

where \( f(\hat{\Gamma}_K) = w^T \hat{\Gamma}_K + \omega \).

Above, an accurate classification is achieved when \( \text{sign}(f(\Gamma_K)) = \text{sign}(f(\hat{\Gamma}_K)) \). The stability of the multilayer binary classification algorithm can be analyzed by extending the results of [20] as presented in Section 2. Therefore, rather than analyzing the problem in this section we concentrate on specific algorithms that serve the ML-CSC model – the L-THR algorithm (i.e. the forward pass of CNN), and its L-BP counterpart. To this end, differently from the previous theorems that we presented, we will assume that the noise is locally bounded (rather than globally\(^1\)) as suggested in [20]. Put formally, we use the \( \ell_{2,\infty} \)-norm to measure the energy of the noise in a vector \( E \), denoted by \( ||E||_{2,\infty} \), which is defined to be the maximal energy of a \( n_1 \)-dimensional patch extracted from it.

**Theorem 10** (Stable Binary Classification of the L-THR): Suppose we are given an ML-CSC signal \( X \) contaminated with perturbation \( E \) to create the signal \( Y = X + E \), such that \( ||E||_{2,\infty} \leq \epsilon_0 \). Denote by \( \Gamma_{\text{min}}^i \) and \( \Gamma_{\text{max}}^i \) the lowest and highest entries in absolute value in the vector \( \Gamma_i \), respectively. Suppose further that \( \mathcal{O}_B^* > 0 \) and let \( \{\Gamma_i\}_{i=1}^K \) be the set of solutions obtained by running the layered soft thresholding algorithm with thresholds \( \{\beta_i\}_{i=1}^K \), i.e. \( \hat{\Gamma}_i = S_{\beta_i}(D_i^T \Gamma_{i-1}) \) where \( S_{\beta_i} \) is the soft thresholding operator and \( \hat{\Gamma}_0 = Y \).

Assuming that \( \forall 1 \leq i \leq K \)

\[
\begin{align*}
& a) \quad ||\Gamma_i||_{2,\infty} < \frac{1}{2} \left(1 + \frac{1}{\mu(D_i)} \Gamma_{\text{max}}^i \right) - \frac{1}{\mu(D_i)} ||\epsilon_{i-1}||_{2,\infty}^i; \\
& b) \quad \text{The threshold } \beta_i \text{ is chosen according to} \\
& \quad ||\Gamma_i||_{2,\infty}^i - C_i - \epsilon_{i-1} > \beta_i > K_i + \epsilon_{i-1}, \\
& \text{ where} \\
& \quad C_i = \left(||\Gamma_i||_{0,\infty}^i - 1\right)\mu(D_i)||\Gamma_{\text{max}}^i|, \\
& \quad K_i = \frac{||\Gamma_i||_{0,\infty}^i \mu(D_i)||\Gamma_{\text{max}}^i|}{\epsilon_i}, \\
& \quad \epsilon_i = \sqrt{||\Gamma_i||_{0,\infty}^i} \left(\epsilon_{i-1} + C_i + \beta_i\right); \\
& \text{ and}
\end{align*}
\]

then \( \text{sign}(f(\hat{\Gamma}_K)) = \text{sign}(f(\Gamma_K)) \).

Some of the ingredients of the above theorem are similar to the previous results, but there are several major differences. First, while the discussion in Section 3 concentrated on the stability of the problem, here we get that the forward pass is an algorithm that is capable of recovering the true support of the representations \( \Gamma_i \). Still, this perfect recovery does not guarantee a successful classification, as the error in the deepest layer should be smaller than \( \mathcal{O}_B^* \). Second, the forward pass is sensitive to the contrast of the non-zero coefficients in \( \Gamma_i \) (refer to the ratio \( \Gamma_{\text{min}}^i / \Gamma_{\text{max}}^i \)), which is a well known limitation of the thresholding algorithm [5]. Third, we see that without a careful regularization (e.g. promoting the coherence to be small) the noise can be easily amplified throughout the layers (\( \epsilon_i \) increases as a function of \( i \)). Practitioners refer to this as the error amplification effect [15].

In fact, a similar regularization force is used in Parseval Networks [19] to increase the robustness of CNNs to adversarial perturbations. These promote the convolutional layers to be (approximately) Parseval tight frames, which are extensions of orthogonal matrices to the non-square case. Specifically, the authors in [19]...
suggested to promote the spectral norm of the weight matrix \( D_i^T \) to be close to 1, i.e., \( \|D_iD_i^T - I\|_2 \leq \|I\|_2 \), where \( I \) is the identity matrix. This regularization encourages the average coherence of \( D_i \) to be small. As our analysis suggests, it was shown that such a regularization significantly improves the robustness of various models to adversarial examples.

Suppose that our data emerges from the ML-CSC model, can we offer an alternative architecture that is inherently better in handling adversarial perturbations? The answer is positive and is given in the form of the L-BP that was suggested and analyzed in [20]. Consider an ML-CSC model of depth two, the LBP algorithm suggests estimating \( \Gamma_1 \) and \( \Gamma_2 \) by solving a cascade of basis pursuit problems. The first stage of this method provides an estimate for \( \Gamma_1 \) by minimizing

\[
\hat{\Gamma}_1 = \arg \min_{\Gamma_1} \|Y - D_1\Gamma_1\|_2^2 + \xi_1\|\Gamma_1\|_1.
\]

Then, an approximation for the deeper representation \( \Gamma_2 \) is given by

\[
\hat{\Gamma}_2 = \arg \min_{\Gamma_2} \|\hat{\Gamma}_1 - D_2\Gamma_2\|_2^2 + \xi_2\|\Gamma_2\|_1.
\]

Finally, the recovered \( \hat{\Gamma}_2 \) is fed into a classifier, resulting in the predicted label.

In what follows we build upon the analysis in [20] and show how our theory aligns with the increased stability that was empirically observed by replacing the L-THR algorithm with the L-BP [17].

**Theorem 11** (Stable Binary Classification of the L-BP): Suppose we are given an ML-CSC signal \( X \) that is contaminated with noise \( E \) to create the signal \( Y = X + E \), such that \( \|E\|_2,\infty \leq \epsilon_0 \). Suppose further that \( \mathcal{O}_B > 0 \), and let \( \{\hat{\Gamma}_i\}_{i=1}^K \) be the sets of solutions obtained by running the L-BP algorithm with parameters \( \{\xi_i\}_{i=1}^K \), formulated as

\[
\hat{\Gamma}_i = \arg \min_{\Gamma_i} \xi_i\|\Gamma_i\|_1 + \frac{1}{2}\|D_i\Gamma_i - \Gamma_{i-1}\|_2^2,
\]

where \( \hat{\Gamma}_0 = Y \). Assuming that \( \forall 1 \leq i \leq K \),

a) \( \|\Gamma_i\|_0,\infty \leq \frac{1}{3}(1 + \frac{1}{\rho(B)}); \)

b) \( \xi_i = 4\epsilon_{i-1} \);

where \( \epsilon_i = \|E\|_2,\infty \cdot 7.5^i \prod_{j=1}^i \sqrt{\|\Gamma_j\|_0,\infty}; \)

and

c) \( \mathcal{O}_B > 7.5\|w\|_2\sqrt{\|\Gamma_K\|_0} \epsilon_K, \)

then \( \text{sign}(f(\hat{\Gamma}_K)) = \text{sign}(f(\Gamma_K)). \)

The proof can be derived by relying on the steps of Theorem 10, combined with Theorem 12 that was presented in [20]. Note that the conditions for the stable classification of the L-BP are not influenced by the ratio \( |\Gamma_i^\min|/|\Gamma_i^\max| \). Moreover, the condition on the cardinality of the representations in the L-BP case is less strict than the one of the L-THR. As such, while the computational complexity of the BP algorithm is higher than the thresholding one, the former is expected to be more stable than the latter. This theoretical statement is supported in practice [17]. Note that both methods suffer from a similar problem – the noise is propagated thorough the layers. A possible future direction to alleviate this effect could be to harness the projection (onto the ML-CSC model) algorithm [24], whose bound is not cumulative across the layers.

5 Numerical experiments

Our study of the stability to bounded noise, in particular Theorems 10 and 11, introduces a better guarantee for the L-BP, when compared to the well-known L-THR architecture (=CNN). In this section, we aim to numerically corroborate these findings by exploring the actual robustness to adversarial noise of these two architectures.

As described in [20, 1, 23], the L-BP is implemented by unfolding the projected gradient steps of the iterative thresholding algorithm. By setting the number of unfolding iterations to zero, the L-BP becomes equivalent to the L-THR architecture. Note that both pursuit methods contain the same number of filters of the same dimensions, and therefore the same number of parameters to be learned.

Ideally, in order to demonstrate Theorems 10 and 11, one should require that the same set of dictionaries is used by the two architectures, in a way that fits our multi-layered model assumptions. However, such setup seems to lead to various difficulties. First, as obtaining these dictionaries calls for training, we should decide on the loss to use. Trained for representation error, these architectures would lead to inferior classification performance that would render our conclusions irrelevant. The alternative of training for classification accuracy would lead to two very different sets of dictionaries, violating the above desire. In addition, as we know from the analysis in [10], the learned dictionaries are strongly affected by the finite and small number of unfoldings of the pursuit. In the experiments we report hereafter we chose to let each pursuit learn the best set of dictionaries for its classification result.

Given the two pre-trained networks, our experiments evaluate the stability by designing noise attacks using the Fast Gradient Sign Method (FGSM) [9] with an increasing amplitude. We preform this evaluation on three popular datasets – MNIST [14], CIFAR-10 [11] and CIFAR-100 [11]. For the MNIST case, we construct an ML-CSC model composed of 3 convolutional layers with 64, 128 and 512 filters, respectively, and kernel
sizes of $6 \times 6$, $6 \times 6$ and $4 \times 4$, respectively, with stride of 2 in the first two layers. In addition, the output of the ML-CSC model is followed by a fully-connected layer producing the final estimate. Training is done with the Stochastic Gradient Descent (SGD), with a mini-batch size of 64 samples, learning rate of 0.005 and momentum weight 0.9. We decrease the learning rate ten-fold every 30 epochs. We enforce non-negativity constraints on the representations, resulting in the application of ReLUs and biases as shrinkage operators.

For CIFAR-10 and CIFAR-100 we define an ML-CSC model as having 3 convolutional layers with 32, 64 and 128 filters, respectively, and kernel sizes of $4 \times 4$ with stride of 2. In addition, we used a classifier function as a CNN with 4 layers where the first 3 layers are convolutional and the last layer is fully-connected. This effectively results in a 7 layers architecture, out of which the first three are unfolded in the context of the L-BP scheme. As before, all models are trained with SGD, with a decreasing learning rate and with ReLUs as the activations.

Figure 2 presents the results for the two architectures and the three datasets. It is clear that the L-BP scheme is consistently more robust to adversarial interference. This evidence is in agreement with the theoretical results we introduced earlier, suggesting that the L-THR is more sensitive to bounded noise. We note again, however, that the theoretical guarantees presented earlier are not fully applicable here as the dictionaries of each model are different and as some of the assumptions are violated. For example, the minimal distance between classes $O_{M}$ is not guaranteed to be nontrivial in real images scenario. However, these experiments do support our earlier analysis about the superiority of the L-BP to handle noise attacks.

6 Conclusions

This paper presents a general theory for the classification robustness when handling sparsity-modeled signals. In the context of CSC, we studied the stability of the classification problem to adversarial perturbations both for the binary- and multi-class settings. Then, we analyzed the stability of a classifier that operates on signals that belong to the ML-CSC model, which was recently shown to be tightly connected to CNNs. This leads to a novel analysis of the sensitivity of the classic forward pass algorithm to adversarial perturbations and ways to mitigate its vulnerability (which was empirically validated in [19]). Next, we showed that by relying on the BP algorithm, one can theoretically improve the robustness to such perturbations, a phenomenon that was observed in practice [17].

![Fig. 2: Comparison of Layered Thresholding (L-THR) and Layered Basis Pursuit (L-BP) schemes under FGSM attack on (a) MNIST, (b) CIFAR-10 and (c) CIFAR-100 datasets.](image)
The bounds obtained are all referring to the case where the dictionaries \{D_{l}\}_{l=1}^{L} and the classification weights \{(w_{l},\omega_{l})\}_{l=1}^{L} are perfectly known, and thus learning is not covered by this theory. As such, the margin for making an error in our work considers only two prime forces. First, the separability of the data, as manifested by \mathcal{O}_{B}^{*} (or \mathcal{O}_{\mathcal{M}}^{*}). Second, the chance that our estimated \Gamma deviates from its true value. This can happen due to noise in the input (getting \mathbf{Y} instead of \mathbf{X}), and/or limitation of the pursuit algorithm. Further work is required in order to bring into account distortions in \Gamma caused by an imperfect estimate of \mathbf{D}'s and \mathbf{w}'s — this way considering the learning phase as well.
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A Proof of Theorem 5: stable binary classification of the CSC model

Theorem 5 (Stable Binary Classification of the CSC Model): Suppose we are given a CSC signal \mathbf{X}, \|\Gamma\|^{s}_{0,\infty}\leq k, contaminated with perturbation \mathbf{E} to create the signal \mathbf{Y} = \mathbf{X} + \mathbf{E}, such that \|\mathbf{E}\|_{2}\leq \epsilon. Suppose further that \mathcal{O}_{B}^{*} > 0 and denote by \hat{\Gamma} the solution of the \mathcal{I}_{0,\infty}^{\mathcal{E}} problem. Assuming that \delta_{2k} < 1 - \left(\frac{2\|\mathbf{w}\|_{2}\epsilon}{\mathcal{C}_{w}}\right)^{2}, then

\text{sign}(f(\mathbf{X})) = \text{sign}(f(\mathbf{Y})).

Considering the more conservative bound that relies on \mu(\mathbf{D}), and assuming that

\|\Gamma\|^{s}_{0,\infty} < k = \left(1 + \frac{1}{\mu(\mathbf{D})}\right) \left(1 - \left(\frac{2\|\mathbf{w}\|_{2}\epsilon}{\mathcal{C}_{w}}\right)^{2}\right),

then \text{sign}(f(\mathbf{X})) = \text{sign}(f(\mathbf{Y})).

Proof Without loss of generality, consider the case where \mathbf{w}^{T}\Gamma + \omega > 0, i.e. the original signal \mathbf{X} is assigned to class \(y = 1\). Our goal is to show that \mathbf{w}^{T}\hat{\Gamma} + \omega > 0. We start by manipulating the latter expression as follows:

\begin{align*}
\mathbf{w}^{T}\hat{\Gamma} + \omega &= \mathbf{w}^{T}\left(\Gamma + \hat{\Gamma} - \Gamma\right) + \omega \\
&= \left(\mathbf{w}^{T}\Gamma + \omega\right) + \mathbf{w}^{T}\left(\hat{\Gamma} - \Gamma\right) \\
&\geq \left(\mathbf{w}^{T}\Gamma + \omega\right) - \|\mathbf{w}^{T}\hat{\Gamma} - \mathbf{w}^{T}\Gamma\|_{2} \\
&\geq \left(\mathbf{w}^{T}\Gamma + \omega\right) - \|\mathbf{w}^{T}\|_{2}\|\hat{\Gamma} - \Gamma\|_{2},
\end{align*}

where the first inequality relies on the relation \(a + b \geq a - |b|\) for \(a > 0\), and the last derivation leans on the Cauchy-Schwarz inequality. Using the SRIP [21] and the fact that both \|\mathbf{Y} - \mathbf{D}\hat{\Gamma}\|_{2} \leq \epsilon and \|\mathbf{Y} - \mathbf{D}\hat{\Gamma}\|_{2} \leq \epsilon, we get

\(1 - \delta_{2k})\|\hat{\Gamma} - \Gamma\|_{2}^{2} \leq \|\mathbf{D}\hat{\Gamma} - \mathbf{D}\Gamma\|_{2}^{2} \leq 4\epsilon^{2}.

Thus,

\|\hat{\Gamma} - \Gamma\|_{2}^{2} \leq \frac{4\epsilon^{2}}{1 - \delta_{2k}}.

Combining the above with Equation (2) leads to (recall that \(y = 1\)):

\(\mathcal{O}_{B}(\mathbf{Y}, y) = \mathbf{w}^{T}\hat{\Gamma} + \omega \geq \mathbf{w}^{T}\Gamma + \omega - \|\mathbf{w}\|_{2}\frac{2\epsilon}{\sqrt{1 - \delta_{2k}}}.

Using the definition of the score of our classifier, satisfying

\(0 < \mathcal{O}_{B}(\mathbf{X}, y) = \mathbf{w}^{T}\Gamma + \omega\)

we get

\(\mathcal{O}_{B}(\mathbf{Y}, y) \geq \mathcal{O}_{B}(\mathbf{X}, y) - \|\mathbf{w}\|_{2}\frac{2\epsilon}{\sqrt{1 - \delta_{2k}}}.

We are now after the condition for \mathcal{O}_{B}(\mathbf{Y}, y) > 0, and so we require:

\(0 < \mathcal{O}_{B}(\mathbf{X}, y) - \|\mathbf{w}\|_{2}\frac{2\epsilon}{\sqrt{1 - \delta_{2k}}}\leq \mathcal{O}_{B}^{*} - \|\mathbf{w}\|_{2}\frac{2\epsilon}{\sqrt{1 - \delta_{2k}}}.

where we relied on the fact that \mathcal{O}_{B}(\mathbf{X}, y) \geq \mathcal{O}_{B}^{*}. The above inequality leads to

\(\delta_{2k} < 1 - \left(\frac{2\|\mathbf{w}\|_{2}\epsilon}{\mathcal{C}_{w}}\right)^{2}\) \quad \text{(3)}

Next we turn to develop the condition that relies on \mu(\mathbf{D}). We shall use the relation between the SRIP and the mutual coherence [21], given by \delta_{2k} \geq (2k - 1)\mu(\mathbf{D}) for all \(k < \frac{1}{2} \left(1 + \frac{1}{\mu(\mathbf{D})}\right)\). Plugging this bound into Equation (3) results in

\(0 < \mathcal{O}_{B}^{*} - \frac{2\|\mathbf{w}\|_{2}\epsilon}{\sqrt{1 - (2k - 1)\mu(\mathbf{D})}},\)

which completes our proof.
B Proof of Theorem 7: stable multi-class classification of the CSC model

Theorem 7 (Stable Multi-Class Classification of the CSC Model): Suppose we are given a CSC signal $X$, $\|\Gamma\|_0, \infty \leq k$, contaminated with perturbation $E$ to create the signal $Y = X + E$, such that $\|E\|_2 \leq \varepsilon$. Suppose further that $f_u(X) = w_u^T \Gamma + \omega_u$ correctly assigns $X$ to class $y = u$. Suppose further that $O_{\mathcal{M}} > 0$, and denote by $\Gamma$ the solution of the $F_0^\mathcal{E}$ problem. Assuming that $\delta_{2k} < 1 - \left(\frac{2\phi(W)}{O_{\mathcal{M}}^*}\right)^2$, then $Y$ will be assigned to the correct class.

Considering the more conservative bound that relies on $\mu(D)$ and assuming that

$$\|\Gamma\|_{0, \infty} \leq \frac{k}{2} \left[1 + \frac{1}{\mu(D)} \left(1 - \left(\frac{2\phi(W)}{O_{\mathcal{M}}^*}\right)^2\right)\right],$$

then $Y$ will be assigned to the correct class.

Proof: Given that $f_u(\Gamma) = w_u^T \Gamma + \omega_u > f_v(\Gamma) = w_v^T \Gamma + \omega_v$ for all $u \neq u$, i.e. $X$ belongs to class $y = u$, we shall prove that $f_u(\hat{\Gamma}) > f_v(\hat{\Gamma})$ for all $v \neq u$. Denoting $\Delta = \hat{\Gamma} - \Gamma$, we bound from below the difference $f_u(\hat{\Gamma}) - f_v(\Gamma)$ as follows:

$$[w_u^T(\hat{\Gamma} + \Delta) + \omega_u] - [w_u^T(\Gamma + \Delta) + \omega_u] = [w_u^T(\hat{\Gamma} + \Delta) - [w_v^T - w_v^T] \Delta \geq f_u(\Gamma) - f_v(\Gamma) - \|w_u^T - w_v^T\|_2 \|\Delta\|_2. (4)$$

Similarly to the proof of Theorem 5, the first inequality holds since $a + b \geq a - |b|$ for $a = f_u(\Gamma) - f_v(\Gamma) > 0$, and the last inequality relies on the Cauchy-Schwarz formula. Relying on $\phi(W)$ that satisfies

$$\phi(W) \geq \|w_u - w_v\|_2,$$

and plugging $\|\Delta\|^2 \leq \frac{4\varepsilon^2}{1 - \delta_{2k}}$ into Equation (4) we get

$$f_u(\hat{\Gamma}) - f_v(\Gamma) \geq f_u(\Gamma) - f_v(\Gamma) - \phi(W) - \frac{2\varepsilon}{\sqrt{1 - \delta_{2k}}} \geq O_{\mathcal{M}}(X, y) - \phi(W) - \frac{2\varepsilon}{\sqrt{1 - \delta_{2k}}} \geq O_{\mathcal{M}}^* - \phi(W) - \frac{2\varepsilon}{\sqrt{1 - \delta_{2k}},$$

where the second to last inequality holds since $f_u(\Gamma) - f_v(\Gamma) \geq O_{\mathcal{M}}(X, y)$, and the last inequality follows the definition of $O_{\mathcal{M}}$. As such, we shall seek for the following inequality to hold:

$$0 < O_{\mathcal{M}}^* - \phi(W) - \frac{2\varepsilon}{\sqrt{1 - \delta_{2k}}} \to \delta_{2k} < 1 - \left(\frac{2\phi(W)}{O_{\mathcal{M}}^*}\right)^2.$$

Similarly to the binary setting, one can readily write the above in terms of $\mu(D)$.

C Proof of Theorem 10: stable binary classification of the L-THR

Theorem 10 (Stable Binary Classification of the L-THR): Suppose we are given an ML-CSC signal $X$ contaminated with perturbation $E$ to create the signal $Y = X + E$, such that $\|E\|_2 \leq \varepsilon$. Denote by $\Gamma_{\text{min}}^\mathcal{E}$ and $\Gamma_{\text{max}}^\mathcal{E}$ the lowest and highest entries in absolute value in the vector $\Gamma_i$, respectively. Suppose further that $\Omega_{\mathcal{B}}^* > 0$ and let $\{\Gamma_i\}_{i=1}^n$ be the set of solutions obtained by running the layered soft thresholding algorithm with thresholds $\{\beta_i\}_{i=1}^n$, i.e., $\Gamma_i = S_{\beta_i}(D_i^T \Gamma_i - 1)$ where $S_{\beta_i}$ is the soft thresholding operator and $\Gamma_0 = Y$. Assuming that $\forall 1 \leq i \leq K$

a) $\|\Gamma_i\|_{0, \infty} \leq \frac{1}{2} \left[\frac{1}{\mu(D)} \|\Gamma_{\text{min}}^\mathcal{E}\| \|\Gamma_{\text{max}}^\mathcal{E}\| \right]$, $\Gamma_{\text{max}}^\mathcal{E}$,

b) The threshold $\beta_i$ is chosen according to

$$\|\Gamma_i\| - C_i - \epsilon_{i-1} > \beta_i > K_i + \epsilon_{i-1},$$

where

$$C_i = \frac{(||\Gamma_i||_{0, \infty} - 1)\mu(D_i)}{\|\Gamma_{\text{max}}^\mathcal{E}\|},$$

$$K_i = \frac{\|\Gamma_i\|_{0, \infty} \mu(D_i)}{\|\Gamma_{\text{max}}^\mathcal{E}\|},$$

$$\epsilon_i = \sqrt{\|\Gamma_i\|_{0, \infty} (\epsilon_{i-1} + C_i + \beta_i)}$$

and

c) $O_{\mathcal{B}}^* > \|w\|_2 \sqrt{\|\Gamma_K\|_0 (\epsilon_{K-1} + C_K + \beta_K)}$, then $\text{sign}(f(Y)) = \text{sign}(f(X))$.

Proof: Following Theorem 10 in [21], if assumptions (a)–(c) above hold $\forall 1 \leq i \leq K$ then

1. The support of the solution $\hat{\Gamma}_i$ is equal to that of $\Gamma_i$; and
2. $\|\Gamma_i - \hat{\Gamma}_i\|_{0, \infty} \leq \epsilon_i$, where $\epsilon_i$ defined above.

In particular, the last layer satisfies

$$\|\Gamma_K - \hat{\Gamma}_K\|_0 \leq \epsilon_{K-1} + C_K + \beta_K.$$  (5)

Defining $\Delta = \Gamma_K - \hat{\Gamma}_K$, we get

$$\|\Delta\|_2 \leq \|\Delta\|_0 \sqrt{\|\Delta\|_0} = \|\Delta\|_0 \sqrt{\|\Gamma_K\|_0},$$
where the last equality relies on the successful recovery of the support. Having the upper bound on $\|\Delta\|_2$, one can follow the transition from Equation (2) to Equation (3) (see the proof of Theorem 5), leading to the following requirement for accurate classification:

$$O_B^- - \|w\|_2 \|\Delta\|_\infty \sqrt{\|f_K\|_0} > 0.$$ 

Plugging Equation (5) to the above expression results in the additional condition that ties the propagated error throughout the layers to the output margin, given by

$$O_B^+ > \|w\|_2 \sqrt{\|f_K\|_0} (f_{K-1} + C_K + \beta_K).$$
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