Structural properties of local integrals of motion across the many-body localization transition via a fast and efficient method for their construction
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Many-body localization (MBL) is a novel prototype of ergodicity breaking due to the emergence of local integrals of motion (LIOMs) in a disordered interacting quantum system. To better understand the role played by the existence of such macroscopically LIOMs, we explore and study some of their structural properties across the MBL transition. We first, consider a one-dimensional XXZ spin chain in a disordered magnetic field and introduce and implement a non-perturbative, fast, and accurate method of constructing LIOMs. In contrast to already existing methods, our scheme allows obtaining LIOMs not only in the deep MBL phase but rather, near the transition point too. Then, we take the matrix representation of LIOM operators as an adjacency matrix of a directed graph whose elements describe the connectivity of ordered eigenbasis in the Hilbert-space. Our cluster size analysis for this graph shows that the MBL transition coincides with a percolation transition in the Hilbert-space. By performing finite-size scaling, we compare the critical disorder and correlation exponent \(\nu\) both in the presence and absence of interaction. Finally, we also discuss how the distribution of diagonal elements of LIOM operators in a typical cluster signals the transition.

I. INTRODUCTION

Currently, there is a great scientific interest to gain deeper insight into the localization phenomena in many-body quantum systems. By now, it has been found that, in one-dimension (1D), an isolated interacting system of fermions that is subject to quenched disorder can undergo a phase transition from a thermal regime where transport is diffusive or subdiffusive \(^{7,10}\) to the MBL phase where the transport coefficients are exponentially small in the system size \(^{7,10}\) and memory of the initial state is retained to arbitrarily long times.

It is thought that the MBL phase of such systems can be described in terms of emergent LIOMs which form a complete set of quasilocal conserved quantities \(^{12,14}\). In the absence of interaction, such a system exhibits Anderson localization \(^{15}\) for an arbitrarily small amount of disorder. The corresponding single-particle wavefunctions are exponentially localized in real space over a characteristic length scale which is called localization length. In this case, a complete set of LIOMs can be identified by the occupations of these single-particle orbitals \(^{12}\). Upon turning the interaction on, multparticle resonances start to proliferate and, hence, a stronger disorder is needed to keep the system localized \(^{12}\). However, if the disorder strength is sufficiently larger than the interaction strength, the system remains in the MBL phase and LIOMs can be understood as weakly dressed single-particle orbitals \(^{12,14}\).

In general, the number of ways in which a set of LIOMs can be arranged is very large, and, therefore, the calculation of all LIOMs is a complicated task practically. It was first pointed out that a complete set of LIOMs for a finite-size system can be obtained via labeling the eigenstates of the system by their corresponding LIOM-eigenvalues uniquely \(^{13,14}\). Then, it was suggested to construct LIOMs (which do not form a complete basis) by computing an infinite-time average of initially local operators \(^{17,18}\). In this regard, various approaches like using Monte-Carlo stochastic methods \(^{19}\), exact diagonalization techniques \(^{20,23}\), and tensor networks \(^{23,24}\) have been developed.

Although the above-mentioned construction algorithms for LIOMs have made great progress, developing and implementing a simple method that allows constructing a complete set of LIOMs with the following properties simultaneously is of major interest. A method that (i) is non-perturbative and provides quasi-local LIOMs that commute strictly with the Hamiltonian, (ii) not essentially requires strong disorder intensity, and (iii) costs much less computationally but yet has enough accuracy. In particular, the second property makes it possible to move away from the deep MBL phase toward the transition point and study some aspects of the phase transition using LIOMs. Thus, the main objective of the following paper is two-folded. Firstly, we present an efficient scheme for computing a complete set of LIOMs in a non-perturbative manner. And, secondly, capture certain aspects of the MBL transition by considering the resulting LIOM operators as an adjacency matrix of a graph that represents the connectivity of the eigenbasis in the Hilbert-space and undergoes a percolation-like transition.

In this work, we describe and develop a fast method to construct a complete set of LIOMs explicitly for the random-field XXZ spin chain that can be used to study some statistical properties of LIOMs near the MBL to ergodic transition. We perform our algorithm via arranging an optimized set of the eigenstates of the system in a quasi-local unitary operator which maps the physical spin operators onto effective spins operators. Such an ordered set of the eigenbasis can be obtained by assigning an integer index number to each eigenstate which determines its order in our desired set. We recognize this
index number by locating the original basis vector of the Hilbert-space on which that eigenstate has the largest absolute amplitude among all the eigenstates of the system. Then, in the next step, we consider the resulting LIOM operator as an adjacency matrix of a network whose elements indicate the connectivity of the eigenbasis in the Hilbert-space. We illustrate that this network undergoes a percolation-like transition on crossing the transition from MBL into the ergodic phase. The percolation transition can be understood within the Hilbert-space cluster size analysis of the fragmentation of the network associated with LIOMs. Such a classical percolation analogy for the MBL transition was previously observed either by considering the Hamiltonian as a tight-binding model in Fock-space or by retaining only resonant contributions and mapping the quantum problem to rate equation. However, in this paper, we underline the importance of such a transition in a network associated with LIOMs which is a key concept in MBL transition. We further provide an analysis of how local observables on the clusters of this network can quantitatively capture the ergodic to MBL transition.

The rest of the paper is organized as follows. In Sec. the model Hamiltonian employed, and introduce our algorithm to construct LIOM operators. Sec. contains numerical results obtained by the implementation of our algorithm. We first represent the results concerning the locality of obtained LIOM operators. We then use the LIOM operators and show that the ergodic to MBL transition coincides with a percolation transition in a graph of eigenvectors in the Hilbert-space whose structure is described by the matrix representation of LIOMs. To illustrate how the transition takes place we perform cluster size analysis and apply finite-size scaling to compare the percolation threshold and correlation exponent in the presence and absence of interaction. We further discuss how the distribution of local magnetization of clusters may signals the transition and finally, concluding remarks are given in Sec. IV

II. MODEL AND APPROACH

A. Model Hamiltonian

We consider a standard model of MBL which is a spin-1/2 chain of length \( L \) in a random magnetic field in the z-direction and can be written as:

\[
H = \sum_{i=1}^{L-1} J \left( \sigma_i^+ \sigma_{i+1}^- + \sigma_i^- \sigma_{i+1}^+ + \frac{1}{2} \Delta \sigma_i^z \sigma_i^z \right) + h_i \sigma_i^z
\]

where \( \sigma_i^\pm = \sigma_i^x \pm i \sigma_i^y \) are the raising and lowering spin-1/2 operators and \( \sigma_i^{x,y,z} \) denote the Pauli operators acting on spin \( i \). Here, we use open boundary conditions and fix the exchange interaction coupling at \( J = 1 \). The values \( h_i \) are, also, drawn independently from a random uniform distribution \([-W, W]\) and the parameter \( \Delta \) determines the anisotropy of the model. This model is known to undergo a phase transition at a critical disorder strength \( W = W_c = 3.5 \pm 0.5 \) from an ergodic phase to an MBL phase which depends on energy density. In the current study, we focus on the MBL side of the transition, \( W > W_c \), in which the existence of LIOMs prevents thermalization. Using the Jordan-Wigner transformation, this model can be mapped to a model of spinless fermions and we are interested in two different cases when \( \Delta = 0 \) and \( \Delta = 1 \) which corresponds to the non-interacting Anderson model and an interacting and disordered fermionic model respectively.

B. Approach

To begin with, let us review the basic idea behind the LIOM scheme. We first consider a non-interacting system in which \( \Delta = 0 \). Upon diagonalization of the Hamiltonian in Eq. (1), one obtains a set of energy eigenvalues that uniquely identifies the system’s eigenstates. In this system, which is equivalent to a single-particle Anderson model, eigenstates are exponentially localized around some localization center and their occupation numbers are mutually commuting, conserved quantities, and hence, can form a complete set of LIOMs. These are the number operators,

\[
n_\alpha = \sum_{ij} \psi_\alpha(i) \psi_\alpha(j) c_i^\dagger c_j^0,
\]

in terms of which the Hamiltonian can be rewritten as

\[
H = \sum_\alpha 2 \varepsilon_\alpha n_\alpha - \sum_\alpha \varepsilon_\alpha, \tag{3}
\]

where the last term on the right hand side is the vacuum constant energy shift. It is now straightforward to define the corresponding LIOM operators in terms of the original spin operators via the Jordan-Wigner string operator as

\[
\tau_\alpha^z = 2 \sum_{ij} \psi_\alpha(i) \psi_\alpha(j) \sigma_i^+ \left( \prod_{k=\max(i,j)}^{\min(j,i)} \sigma_k^z \right) \sigma_j^z - 1, \tag{4}
\]

which allows to write the Hamiltonian as

\[
H = \sum_\alpha \varepsilon_\alpha \tau_\alpha^z. \tag{5}
\]

Given the locality of the \( \tau_\alpha \), one could as well associate an index \( i \) of the lattice to each index \( \alpha \), for example considering the maximum of \( |\psi_\alpha(i)|^2 \).

In the presence of interactions, however, the basic idea behind the LIOMs scheme is to find a unitary transformation \( U \) that defines a similar complete set of independent
pseudospin-1/2 operators
\[ \tau^z_i = U \sigma^z_i U \dagger. \]  
(6)

With the above considerations, the following properties are fulfilled by the \( \tau^z_i \) operators:

(i) \( \tau^z_i \)'s are quasi local operators, in the sense that:
\[ ||[\tau^z_i, \sigma^a_j]]|| < ce^{-|i-j|/\xi}, \]
(7)
for \( a = +, -, z \) and some \( \xi, c. \)

(ii) \( \tau^z_i \) are exactly conserved: \( [H, \tau^z_i] = 0 \).

(iii) \( \tau^z_i \) have eigenvalues \( \pm 1 \) \((\tau^z)^2 = 1\) and each subspace has exactly dimension \( 2^{L-1} \).

By the locality of the terms of \( H \) and of \( \tau^z_i \), it follows that \( J_{i_1,...,i_a} \) are local, in the sense that they decay exponentially as a function of any couple of indices. Therefore, the Hamiltonian \( H \), in the MBL phase, takes the form
\[ H = \sum_i \varepsilon_i \tau^z_i + \sum_{ij} J_{ij} \tau^z_i \tau^z_j + \sum_{ijk} J_{ijk} \tau^z_i \tau^z_j \tau^z_k + ..., \]  
(8)
where the number of different sums is \( L \). The unitary \( U \) is a composition of local unitary transformations as described by Refs.\[1,6,24\].

With the same unitary transformation one can also define \( \tau^\pm_i \), which complete the Pauli algebra.

It is obvious, that each arbitrary arrangement of the eigenvectors of Hamiltonian \( H \) in the unitary matrix \( U \) of Eq. (6) results in a new set of \( \tau_i \) operators which satisfy the above-mentioned properties (ii) and (iii) by default. However, we are interested in finding a complete set of \( \tau_i \) operators that fulfills also the quasi-locality requirement which is defined in Eq. (7). Therefore, our goal is to identify a specific arrangement of the eigenstates in \( U \) that best fulfill the properties (i)-(iii) altogether.

For all choices of \( W \) and \( \Delta, \) total magnetization is a conserved quantity which implies the conservation of the \( z \)-component of the total spin, \( S^z_i = 0 \) with \( S^z = \sum_{i=1}^{L} S^z_i \). Therefore, it defines a good quantum number and we can consider different magnetization sectors separately. Throughout the paper we use the standard notation \( |n\rangle \equiv |S^z_1, S^z_2, ..., S^z_L\rangle \) with \( S^z_i = \uparrow, \downarrow \) for the basis states in real space. In this notation, \( n \) in \( |n\rangle \) is a decimal integer can be obtained from the \( L \)-bit binary representation \( n_1 n_2 ... n_L \) as \( n = \sum_{i=1}^{L} n_i 2^{i-1} \) where \( n_i = 0, 1 \) stands for \( S^z_i = \downarrow, \uparrow \) respectively. Using these basis states, we consider an initial set of the basis vectors \( \{|n\}\} \) in such a way that the Hamiltonian \( H \) is block diagonalized and each block corresponds to a subspace with a fixed magnetization. Here, we are interested to introduce an efficient way of ordering the LIOM basis states, and hence, we will use the same labeling scheme in which each basis state can be shown by \( |n\rangle \equiv |\tau^+_1, \tau^+_2, ..., \tau^+_L\rangle \) with effective pseudo spin \( \tau^+_i = \downarrow, \uparrow \). Again, it is convenient to obtain the corresponding integer \( \tilde{n} \) for each LIOM basis vector from its binary representation as before. In what follows, we introduce an optimal ordered set of basis states that makes the unitary operator
\[ U = \sum_n |\tilde{n}\rangle \langle n| \]  
(9)
and can be used in Eq. (6) to form a complete set of LIOMs with our desired properties (i)-(iii).

We begin to construct our own approach by considering the non-interacting case, \( \Delta = 0 \). In this case, as we already mentioned, LIOMs can be characterized by conserved occupations of single-particle eigenstates and hence, only the first term on the right-hand side remains in Eq. (6). We start with the reference state \( |0\rangle \) with all spins down as the only possible state in its magnetization sector which is also an eigenstate of the system. Therefore, it has a similar representation on both original and LIOM basis, i.e., \( \{|\cdots \downarrow\rangle \rangle = |\cdots \downarrow\rangle \rangle \).

By flipping one spin in \( |0\rangle \), we get a new state with \( S^z_i = L/2 - 1 \) and since we have \( L \) places for this spin, we have \( L \) states in this sector. These states, which are supposed to be ordered according to their binary code, form the original basis states spanning the single-particle block of the Hamiltonian \( H \). After diagonalizing Hamiltonian \( H \), we obtain a set of eigenstates \(|\psi_m\rangle \) which needs to be ordered. According to the quasi-locality criterion of Eq. (7), we expect an ordered set in which each pseudospin operator \( \tau^z_i \) is mostly localized around a physical spin operator in real space. Therefore, we can order the obtained eigenstates by determining their maximum overlap with the original basis states. For instance, the first eigenstate is the one that has maximum overlap with the first original basis state. Thus, we need to find the maximum available overlap among the set \( \{|\uparrow \cdots \uparrow \downarrow \rangle \rangle, m = 1, ..., L \} \). If the \( m_0 \)-th eigenstate \( \psi_{m_0} \) is the one with maximum overlap with the first original basis state, it is the first eigenstate in pseudo spin space which means that \( |\uparrow \cdots \uparrow \downarrow \rangle \rangle = |\psi_{m_0}\rangle \rangle \).

By the same token, it is possible to determine the \( j \)-th eigenstate of this sector by defining the following sequence of eigenstate overlaps,
\[ \{\alpha_j^m = |\langle \downarrow \cdots \uparrow \downarrow | \psi_{m}\rangle |^2, m = 1, ..., L \}, \]  
(10)
and finding the eigenstate which maximizes the above overlap and label it with \( |\cdots \uparrow \rangle \rangle \).

We now proceed to the next sector which has \( L(L-1)/2 \) basis states with two flipped spins which can be represented by the following notation,
\[ |j_1, j_2\rangle = S^+_j_1 S^+_j_2 |0\rangle = | \downarrow \cdots \uparrow \downarrow \rangle \rangle \]  
(11)

The indexes \( j_1 \) and \( j_2 \) immediately determine the associated integer number \( n \) of this basis vector accordingly.
Therefore, if we are looking for the $\tilde{n}$-th eigenstate in our optimized set, we should find the one with maximum overlap with its corresponding basis vector. That is finding the maximum value among the following set of overlaps

$$\{|\langle j_1, j_2|\psi_m\rangle|^2, \quad m = 1, ..., L(L - 1)/2\}, \quad (12)$$

and label it as $\tilde{n}$. The same analysis can be performed in higher-excitation sectors to arrange the final ordered set of the eigenstates properly.

Besides its ease of use and implementation, the main advantage of the above-mentioned algorithm is that it can be generalized even for the case of an interacting system ($\Delta \neq 0$). At the same time, it provides an opportunity to consider the whole Hamiltonian in the full Hilbert-space of the system, simultaneously. Therefore, in the remainder of this subsection, we elaborate on the implementation of the algorithm which allows ordering a generic set of energy eigenstates of the system in such a way that the resulting LIOMs satisfy our desired properties (i)-(iii).

Suppose that we have an initial set of the basis vectors $|n\rangle$ in which our Hamiltonian matrix is block-diagonal. We can diagonalize this Hamiltonian and obtain the set of energy eigenbasis which is an arbitrary (but fixed) arrangement of energy eigenbasis of the system. Our aim is to rearrange them by assigning a decimal integer that determines their index in our final optimum set. Doing so, we use the fact that each eigenstate of the system is a $2^L$ component vector which can be expanded based on the Hilbert-space original basis vectors $|n\rangle$ as $|\psi_i\rangle = \sum_{n=1}^{2^L} A_{ni} |n\rangle$. We can label a given eigenbasis $|\psi_i\rangle$ by integer number $n$ if this eigenstate has the largest absolute amplitude on $|n\rangle$ among all the eigenstates of the system. This means that one needs only to find the index $n$ in such a way that $|A_{ni}|^2$ is the largest value of the set $\{|A_{ni}|^2, i = 1, ..., 2^L\}$. In the other word, if we consider the matrix $U$ which initially contains the eigenbasis of the Hamiltonian in its columns with an arbitrary arrangement, to find the $n$-th eigenstate in our desired order, we need just to look at the $n$-th row of $U$ and determine which column has the maximum absolute value in this row. This procedure is represented graphically in Fig. 1. The repeated execution of this procedure results in our optimal arrangement of the eigenstates which can optimally satisfy our desired conditions. Since the procedure outlined above does not essentially require the strong disorder limit, and on the other hand, is very simple and fast we can use it to obtain our optimum and complete set of LIOMs rapidly and study some structural properties of the system across the phase transition.

III. RESULTS

To examine our method we have carried out numerical calculations based on the exact diagonalization technique. In what follows, we consider a spin chain with $L$ spins and open boundary condition. In order to gain a deeper understanding of the role of interaction in the MBL case, we consider our model in both interacting ($\Delta = 1$) and non-interacting ($\Delta = 0$) regimes, and depending on the system size $L$, $10^5$ to $5 \times 10^3$ disorder realizations are employed to obtain the statistics.

A. Effective characterization of LIOM locality

In this section, we demonstrate the quasi-locality of the resulting LIOM operators obtained by our algorithm. To this end, we use the two-point correlator between a LIOM operator $\tau_j^z$ and physical spin $\sigma_k$ which is expected to decay exponentially with distance $|k - j|$ as:

$$\langle \tau_j^z \sigma_k \rangle \sim \exp (-|k-j|/\zeta), \quad (13)$$

when $j$ and $k$ are far apart in the MBL regime. In Eq. (13) $\zeta$ defines a lengthscale over which the corresponding LIOM operators are localized. This lengthscale is related to the spatial correlation length of the eigenstate amplitudes on the Fock-space and expects to diverge at the critical point.

Fig. 2(a) shows the behavior of the logarithm of $\langle \tau_j^z \sigma_k \rangle$ versus $|j - k|$ both for $\Delta = 0$ and $\Delta = 1$. It is obvious that in the deep localized regime ($W \geq 5$), the LIOM operators $\tau_j^z$ are strongly localized, and the $\langle \tau_j^z \sigma_k \rangle$ profile.
is mostly localized near the origin \( j \) with a fast decaying function to the neighborhood. This is in contrast to the delocalized regime \((W \leq 2.5)\) in which such a fast decaying part is obviously absent. Furthermore, there is a clear size dependency specially near the origin which is the characteristic feature of ergodic regime. In order to make a comparison with non-interacting system \((\Delta = 0)\) we have shown the behavior of the \(\langle \sigma^z_j \sigma^z_k \rangle\) profile in Fig. 2 (b). In this case \((\Delta = 0)\), even for very small disorder strength \(W = 0.5\) the faster decaying behavior as well as weaker size dependency can be observed in comparison to the MBL counterpart \((\Delta = 1)\).

It is also worth mentioning that the characteristic lengthscale \(\zeta\) can be extracted from the linear part of the \(\log(\langle \sigma^z_j \sigma^z_k \rangle)\) versus \(|j-k|\) for the largest system size to observe its divergence near the transition point. The inset shows the power-law divergence of the \(\zeta\) as a function of \((W-W_c)\) on approaching the transition point \((W_c = 3.0\) and \(W_c = 0.0\) in the presence and absence of interaction respectively) in the localized regime \((W > W_c)\).

Although the above comparison between the locality of LIOMs in both interacting and non-interacting systems is a piece of qualitative evidence for their difference in the sense of critical disorder needed for localization transition, we will elaborate on this more quantitatively in the coming sections and discuss the critical disorder \(W_c\) on which the transition takes place in detail.

### B. Percolation transition in connected clusters associated with LIOMs in the Hilbert-space

In this section, we introduce a classical percolation problem associated with clusters of LIOMs in the Hilbert-space. Indeed, LIOMs are dressed versions of spin operators as given by Eq. 10 and can be viewed as a matrix in the Hilbert-space eigenbasis. Our idea is to interpret this matrix as an adjacency matrix representation of a finite directed graph. Under this interpretation, the nodes are the eigenbasis of the Hilbert-space and the entries in a matrix associated with each LIOM indicate whether two nodes are adjacent or not. Obviously, to make our percolation picture we need to consider a connectivity threshold \((CT)\) for deciding below which edge between a pair of basis states on the Hilbert-space graph will be removed which we describe how to estimate in the following.

One detail should be described before discussing the estimation procedure. The point is to restrict our numerical calculations to the largest subspace with zero total spin, because the size of the Hilbert-space grows exponentially and total magnetization is a conserved quantity in our system. This subspace contains \(N_H = \left(\frac{L}{2}\right)\) states (nodes). Thus, one naturally expects to have only a single connected cluster with size (number of nodes) \(N_H\) for a very weak disorder intensity, namely \(0 < W \ll 1\). This criterion will give us an upper bound for the CT parameter. In our computation below we take the maximum possible value for \(CT\) according to its upper bound. Fig. 3 shows a typical LIOM operator (represented as a matrix) and its adjacent Hilbert-space graph which is obtained with \(CT = 0.05\) for a spin chain with \(L = 10\) spins for two random realizations of disorder with disorder strengths \(W = 2, 6\) in the MBL regime \((\Delta = 1)\).
FIG. 3. The Left side shows the matrix representation of a typical LIOM operator obtained using Eq. (6) and the ordered set of eigenvectors in unitary matrix $U$. The right side is the corresponding adjacent graph of the same LIOM operator in the Hilbert-space eigenbasis for a spin chain with length $L = 10$ spins for two different disorder intensities $W = 2$ (upper panel) and $W = 6$ (lower panel) in the MBL regime ($\Delta = 1$).

1. Cluster size analysis

In the theory of lattice percolation, the emergence of a spanning cluster at the percolation threshold which connects two opposite boundaries on the lattice is a measure of percolation transition. It is obvious that such a definition doesn’t make really sense for our considered network here. Therefore, in this subsection, we characterize the percolation transition by analyzing the size of the largest and second-largest connected cluster associated with LIOMs in the Hilbert-space. Starting from the low disorder limit, $W \ll 1$, we expect to have only a single connected cluster with size $S_1 = N_H$ which contains all the nodes of Hilbert-space. Due to the localization of eigenstates, one expects to observe a decrease in the largest cluster size by increasing the disorder intensity which means that it only contains a finite fraction of the Hilbert-space nodes. In the percolation language, this is equivalent to the formation of smaller size clusters in the network.

We start to illustrate our percolation scenario by calculating the fraction of the largest cluster, defined as the relative size of the largest connected cluster with respect to the Hilbert-space dimension, $S_1/N_H$. Fig. 4 shows how the mean largest cluster size which is averaged over different realizations of disorder decreases as a function of disorder intensity $W$ for a spin chain with $L = 16$ spins in both (a) the non-interacting ($\Delta = 0$) and (b) interacting ($\Delta = 1$) regimes. It is obvious one needs a stronger disorder to reach the non-percolating regime in the presence of interaction.

FIG. 4. Behavior of the average largest and second-largest cluster sizes versus disorder intensity $W$ for a spin chain with $L = 16$ spins in both (a) the non-interacting ($\Delta = 0$) and (b) interacting ($\Delta = 1$) regimes. It is obvious one needs a stronger disorder to reach the non-percolating regime in the presence of interaction.

2. Universal feature and finite-size scaling analysis near the transition point

The more precise determination of the percolation threshold for the adjacent graph of the LIOMs can be obtained using scaling analysis. Following the arguments of Ref. 28, we first focus our attention on the scaling of the mean cluster size, and since the largest cluster is not essentially a typical one we take the cluster $C$ that contains the eigenstates $|\psi_0\rangle$ with the closest energy to the mean value of the energy spectrum and compute the geometric average of its size over different realizations of disorder as,

$$S_{\text{typ}} = \exp\left(\frac{1}{N_r} \sum_r \ln(s_r)\right).$$ (14)
Here, $s_r$ is the number of nodes (eigenstates) in the cluster $C$ for a given realization $r$ of disorder and $N_r$ is the number of disorder realizations. According to the finite size scaling, the scaling of the normalized cluster sizes near the transition point can be stated as:

$$S_{typ}/N_H \sim f((W - W_c)L^\nu),$$  \hspace{1cm} (15)$$

in which the exponent $\nu$ is called the correlation length exponent. Therefore, by performing data collapse analysis, it is possible to obtain the percolation threshold $W_c$ and critical exponent $\nu$. The results of such data collapse, yielding the critical exponent $\nu(\Delta = 1) = 2.0$ and $\nu(\Delta = 0) = 2.5$ in the presence and absence of interaction is shown in Fig. 5 (a), (b) respectively. We should emphasize that in the data collapse procedure in the non-interacting regime $\Delta = 0$ we constrained the critical point $W_c = 0.0$ as a transition point of the corresponding XX model\textsuperscript{28}. We note that the resulting exponent $\nu$ satisfies the Harris-CCFS bound $\nu \geq \frac{3}{2}$ confirmed for the ergodic to MBL transition recently\textsuperscript{28,31-33}.

In addition, the percolation threshold is quite different as $W_c = 3.0$ and $W_c = 0.0$ for the case of the interacting and non-interacting systems respectively. It is worth mentioning, that beyond the error of our analysis, the percolation threshold for the case of interacting system coincides with the ergodic to MBL transition point $W_c \approx 3.0$\textsuperscript{25} which shows that our system experiences a percolation transition in its corresponding LIOMs across the MBL transition.

Before ending this subsection let us shed more light on the effect of changing the estimated CT parameter in our clusterization mechanism. As we already discussed, we set the value of this parameter by the largest value of CT for which the size of the largest cluster is exactly equal to the Hilbert-space dimension $N_H$. It is certainly possible to consider smaller values for CT parameter. However, our investigations show that the changing of CT parameter may change a bit the percolation threshold $W_c$, but, the correlation length exponent $\nu$ will not change.

C. Distribution of local observables on the clusters

The last quantity which we are interested in is the distribution of the eigenstate expectation values of local observables which are shown to vary significantly across the MBL transition\textsuperscript{35}. In doing so, let us consider the cluster $C$ which contains the eigenstate $|\psi_r\rangle$ with size $s$, as we discussed before, and define the following expectation value for the cluster:\textsuperscript{25}

$$m_l = \frac{1}{s} \sum_{\tilde{n}} \langle \tilde{n} | \tau^z | \tilde{n} \rangle, \hspace{1cm} (16)$$

where $\sum_{\tilde{n}}$ denotes the restrictions imposed by considering only the eigenstates in $C$ in summation. This is indeed the average magnetization of the cluster and can be obtained by averaging the diagonal entries of the corresponding LIOM operator which belongs to the cluster $C$ and we are interested in the distribution of this quantity over different realizations of disorder. Fig. 6 shows the distribution of this quantity for the largest system size $L = 16$ spins in both MBL and Anderson regimes. In the case of interacting regime $\Delta = 1$ for weak disorder.
FIG. 6. Distribution function $P(m_l)$ of the average magnetization of the cluster $m_l$ which is the average expectation value of LIOM operator $\tau_i^z$ over the nodes of this cluster both for $\Delta = 0$ and $\Delta = 1$.

For intensity $W = 0.5$ we have a single peak around zero. This is because in this regime the cluster $C$ contains all the eigenstates of the system which means that we are computing the trace of $\tau_i^z$ operator which we expect to be zero. However, by increasing the disorder intensity some of the nodes (eigenstates) will be excluded from this summation, and therefore we are computing the partial trace of the local operator $\tau_i^z$. In the deep MBL phase, we expect to have clusters with smaller sizes which for the limiting case of very strong disorder one may observe clusters with only a single node with $m_l = \pm 1$. The plots in Fig. 6 show that the existence of such single-node clusters is much more probable even for very small disorder intensities in the case of the non-interacting regime ($\Delta = 0$).

IV. CONCLUDING REMARKS

We provided a fast and accurate method to efficiently obtain the LIOMs for a disordered system that undergoes MBL transition. We showed that an optimized set of eigenvectors obtained by locating their maximum overlap with Hilbert-space basis can be used to obtain the desired set of LIOM operators. We showed that the resulting LIOMs experience a percolation transition in their
graph representation in the Hilbert-space by increasing disorder intensity. We also compared the critical disorder and critical exponent describing percolation transition for both interacting (MBL) and non-interacting (Anderson) regimes. Our analysis showed that there is a concrete connection, between the ergodic to MBL transition and the structural properties of LIOMs in their graph representation on the Hilbert-space.
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