High order three part split symplectic integrators: Application to the disordered discrete nonlinear Schrödinger equation
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While symplectic integration methods based on operator splitting are well established in many branches of science, high order methods for Hamiltonian systems that split in more than two parts have not yet been studied in detail. We demonstrate ways to construct high order symplectic integrators for Hamiltonian systems that can be split in exactly three integrable parts. Using these techniques for the integration of the disordered, discrete nonlinear Schrödinger equation, we show that three part split symplectic integrators are more efficient than other numerical methods for the long time integration of multidimensional systems, with respect to both accuracy and computational time.

Following the time evolution of a dynamical system is generally accomplished by solving its corresponding equations of motion. If, for instance, the system under consideration can be described by an autonomous Hamiltonian function $H(\vec{q}, \vec{p})$, with $\vec{q}, \vec{p}$ respectively being vectors of the generalized coordinates and momenta, the equations of motion can be readily derived via Hamilton’s equations. One then attempts to determine the solution $\vec{x}(t) = (\vec{q}(t), \vec{p}(t))$, $t > 0$, for any given initial condition $\vec{x}(0)$. Formally this solution can be described by the action of the operator $e^{iL_H}$, with $L_H = \sum_i H_{\partial q_i} \partial_{q_i} - H_{\partial p_i} \partial_{p_i}$, on the initial condition, i.e. $\vec{x}(t) = e^{iL_H} \vec{x}(0)$. The Hamiltonian is said to be integrable if the action of this operator is known explicitly and the solution of the Hamiltonian equations of motion can be written in a closed, analytic form.

Unfortunately, this task is rarely possible, but in most cases the true solution can be approximated numerically. General purpose numerical integration methods for ordinary differential equations are capable of providing such approximations.

In this respect, the so-called symplectic integration techniques are of particular interest, as they are explicitly designed for the integration of Hamiltonian systems (see, for example, Chap. VI of [1], [2] and references therein). Assume that $H(\vec{q}, \vec{p})$ can be written as $H(\vec{q}, \vec{p}) = A(\vec{q}, \vec{p}) + B(\vec{q}, \vec{p})$, so that the action of operators $e^{iL_A}$ and $e^{iL_B}$ is known, and the solution of their Hamiltonian equations of motion can be written analytically, while $e^{iL_H}$ does not permit a closed analytical solution of its equations of motion. Then, a symplectic scheme for integrating the equations of motion from time $t$ to time $t+\tau$ consists of approximating the operator $e^{iL_H} = e^{i(L_A + L_B)}$ by a product of $j$ operators $e^{i\tau L_A}$ and $e^{i\tau L_B}$, which represent exact integrations of Hamiltonians $A(\vec{q}, \vec{p})$ and $B(\vec{q}, \vec{p})$ over times $c_i\tau$ and $d_i\tau$ respectively, i.e. $e^{iL_H} = \prod_{i=1}^{j} e^{i\tau L_A} e^{i\tau L_B} + O(\tau^{n+1})$. The constants $c_i$ and $d_i$ are appropriately chosen to increase the order of the remainder of this approximation. In practice, using this symplectic integrator (SI) we approximate the dynamics of the real Hamiltonian $H = A + B$ by a new one, $K = A + B + O(\tau^n)$, introducing an error term of order $\tau^n$ in each integration step, and the SI is said to be of order $n$.

By their construction SIs preserve the symplectic nature of the Hamiltonian system and keep bounded the error of the computed value of $H$ (which is an integral of the system, commonly referred as the ‘energy’) irrespectively of the total integration time. Generally, this is not the case with non-symplectic integration algorithms. As a consequence, SIs permit the use of relatively large integration time steps $\tau$ for acceptable levels of energy accuracy, resulting in lower CPU time requirements.

Recently, it was shown that SIs are also highly efficient in the integration of the variational equations needed for the computation of chaos indicators like the maximum Lyapunov Characteristic Exponent (mLCE) and the Smaller (SALI) and Generalized Alignment Index (GALI) when using the so-called ‘Tangent Map’ method. Due to these benefits, SIs became a standard technique in Hamiltonian dynamics with particular importance in long time integrations of multidimensional systems. Several SIs of different orders based on operator splitting have been developed over the years by various researchers.

In many cases of practical interest the Hamiltonian can be written as a sum of the system’s kinetic energy $T(\vec{p})$, dependent only on the momenta $\vec{p}$, and the potential $V(\vec{q})$, dependent only on the positions $\vec{q}$. In such
cases, the obvious choice for the application of a SI is to consider $A = T(\hat{p})$ and $B = V(\hat{q})$. Yet in many physical problems the corresponding Hamiltonian cannot be split in two integrable parts. The question then naturally arises whether it is possible to exploit the advantages of SIs for such systems as well.

In this paper we present a systematic way to construct efficient, high order SIs for Hamiltonians that can be split in three integrable parts. Particular cases of second order three part split SIs, connected with astronomical problems, have been reported in literature $[11]$. In these works, the considered Hamiltonians were expressed as $H = A(\hat{q}, \hat{p}) + B(\hat{q}, \hat{p}) + C(\hat{q}, \hat{p})$, the action of operators $e^{\tau L_A}$, $e^{\tau L_B}$ and $e^{\tau L_C}$ was analytically obtained, the second order SI of 5 steps

$$ABC^2(\tau) = e^{\tau L_A} e^{\tau L_B} e^{\tau L_C} e^{\tau L_B} e^{\tau L_A} \tag{1}$$

was constructed, and its performance was studied. This integrator represents the simplest form of a symmetric SI that can be constructed for a Hamiltonian which splits in three distinct parts. Surprisingly enough, no systematic attempts for obtaining general high order three part split SIs have been performed to date, although integrator $[11]$ showed a good numerical performance. Nevertheless, the idea of three part split was implemented for constructing second and fourth order integration schemes for a particular complicated molecular model $[12]$, while recently an adaptation of high order three part split methods was attempted to treat a specific astronomical problem $[8]$.

Our study fills this void by presenting a systematic way to construct higher order three part split SIs, based on the composition technique proposed by Yoshida $[6]$. Starting from a SI $S^{2n}(\tau)$ of order $2n$, we can construct a SI $S^{2n+2}(\tau)$ of order $2n+2$, as

$$S^{2n+2}(\tau) = S^{2n}(z_1 \tau) S^{2n}(z_0 \tau) S^{2n}(z_1 \tau), \tag{2}$$

with $z_0 = -2^{1/(2n+1)}/[2 - 2^{1/(2n+1)}]$ and $z_1 = 1/[2 - 2^{1/(2n+1)}]$. Applying this procedure to the second order SI $[11]$ we obtain the fourth order SI of 13 steps

$$ABC^4(\tau) = ABC^2(x_1 \tau) ABC^2(x_0 \tau) ABC^2(x_1 \tau), \tag{3}$$

with $x_0 = -2^{1/3}/(2 - 2^{1/3})$ and $x_1 = 1/(2 - 2^{1/3})$.

Equation (3) can be used repeatedly to construct higher order three part split SIs. Although such a procedure for constructing arbitrary SIs of even order with exact coefficients is straightforward, it is not optimal with respect to the number of required steps. As was already pointed out in $[6]$, alternative methods can be applied to obtain more economical integrators of high order, although the new coefficients can no longer be given in analytical form. Several sixth order SIs of this kind were presented in $[6]$. Here, we consider one corresponding to ‘solution A’ in $[6]$

$$ABC^6(\tau) = ABC^2(w_3 \tau) ABC^2(w_2 \tau) ABC^2(w_1 \tau) \times ABC^2(w_0 \tau) ABC^2(w_1 \tau) ABC^2(w_2 \tau) ABC^2(w_3 \tau) \tag{4}$$

having 29 steps. The exact values of $w_i$, $i = 0, 1, 2, 3$ can be found in $[1]$, Chap. V, Eq. (3.11) and $[6]$.

In order to investigate the efficiency of the different SI schemes we choose a multidimensional Hamiltonian system describing a one–dimensional chain of coupled, nonlinear oscillators. In particular we consider the Hamiltonian of the disordered discrete nonlinear Schrödinger equation (DNLS)

$$\mathcal{H}_D = \sum_i \epsilon_i |\psi_i|^2 + \frac{\beta}{2} |\psi_i|^4 - (\psi_{i+1} \psi_i^* + \psi_{i-1} \psi_i^*), \tag{5}$$

with complex variables $\psi_i$, lattice site indices $l$ and nonlinearity strength $\beta \geq 0$. The random on–site energies $\epsilon_l$ are chosen uniformly from the interval $[-\frac{W}{2}, \frac{W}{2}]$, with $W$ denoting the disorder strength. This model has two integrals of motion, as it conserves both the energy (5) and the norm $S = \sum_i |\psi_i|^2$, and has been extensively investigated in order to determine the characteristics of energy spreading in disordered systems $[13, 14, 17]$. These studies showed that the second moment, $m_2$, of the norm distribution grows subdiffusively in time $t$, as $t^a$, and the asymptotic value $a = 1/3$ of the exponent was theoretically predicted and numerically verified. Currently open questions on the dynamics of disordered systems concern the possible halt of wave packet’s spreading for $t \rightarrow \infty$ $[18]$, as well as the characteristics of its chaotic behavior $[19]$. Thus, providing the means to perform accurate long time simulations for the DNLS model within reasonable amounts of computational time is essential.

Applying the canonical transformation $\psi_l = (q_l + ip_l)/\sqrt{2}$, $\psi_l^* = (q_l - ip_l)/\sqrt{2}$, one can split (5) into a sum of three integrable parts A, B and C as follows

$$H_D = \sum_l \left\{ \frac{\epsilon_l |q_l|^2 + |p_l|^2}{A} + \frac{\beta}{8} \frac{|q_l|^2 + |p_l|^2}{B} - p_{l+1} p_l - q_{l+1} q_l \right\} \tag{6}$$

where $q_l$ and $p_l$ are respectively generalized coordinates and momenta. For these three parts the propagation of initial conditions $(q_l, p_l)$ at time $t$, to their final values $(q'_l, p'_l)$ at time $t + \tau$ is given by the operators

$$e^{\tau L_A} : \left\{ \begin{array}{r} q'_l = q_l \cos(\alpha_l \tau) + p_l \sin(\alpha_l \tau) \\ p'_l = p_l \cos(\alpha_l \tau) - q_l \sin(\alpha_l \tau) \end{array} \right., \tag{7}$$

$$e^{\tau L_B} : \left\{ \begin{array}{r} p'_l = p_l \\ q'_l = q_l - (p_{l-1} + p_{l+1}) \tau \end{array} \right., \tag{8}$$

$$e^{\tau L_C} : \left\{ \begin{array}{r} q'_l = q_l \\ p'_l = p_l + (q_{l-1} + q_{l+1}) \tau \end{array} \right., \tag{9}$$

with $\alpha_l = \frac{\epsilon_l}{\sqrt{\beta}}$. For $t \rightarrow \infty$, it is essential to choose $\alpha_l$ such that $\cos(\alpha_l \tau)$ remains close to unity. As the choice of $\alpha_l$ is restricted by the requirement that $\cos(\alpha_l \tau)$ remains close to unity, a natural choice for $\alpha_l$ is $\alpha_l = \frac{\epsilon_l}{\sqrt{\beta}}$.
with \( \alpha = \epsilon_1 + \beta(q_l^2 + p_l^2)/2 \). Thus, the DNLS model represents an ideal test case for our aforementioned three part split SIs.

In order to evaluate the efficiency of the SIs of (1), (3) and (4) we compare their performance to that of other numerical techniques. In [14–17] numerical integration schemes based on traditional two part split SIs were applied for the integration of Hamiltonian (6). These approaches were based on the split of \( H = A + B \), and the application of second order SIs of the so-called SABA–family [10]. In our study we implement the second order SI SABA2 using the split \( H_D = A + B \). The integration of the \( A \) part is performed according to (7), while different approaches for approximating the action of \( e^{t L_S} = e^{t L_B+c} \) are followed. In [14, 15] a numerical scheme based on Fourier transforms was implemented (see appendix of [15] for more details) leading to a second order integrator with 5 steps, which we name SIFT2 in the following. Another approach is to split the \( B \) part in two integrable parts as \( B = B + C \), and use the SABA2 SI to approximate its solution. This means that we perform two successive two part splits in order to integrate \( H_D \). This approach leads to a second order SI with 13 steps which we name SS2 (this scheme corresponds to the PQ method used in [17]). In addition, based on two part split SIs we construct an integrator of order higher than two by applying the composition procedure [2] to the SS2 integrator [21]. In this way we construct a fourth order SI with 37 simple steps which, to the best of our knowledge, has never been used before for the integration of the DNLS system, and we call it SS4.

Of course one can also use any general purpose non–symplectic integrator for the integration of (6). One disadvantage of such techniques is that different epochs of the system’s evolution are computed with different accuracy since these integrators do not keep the energy error bounded, but increase it as time increases. In particular for the DNLS model considered here the later stages of its evolution, which are of most importance since we are mainly interested in the asymptotic behavior of the system, are computed less accurately. As a representative of non–symplectic integrators we consider here the variable step Runge–Kutta method called DOP853, whose performance is controlled by the so–called one–step accuracy \( \delta \) [21].

In order to compare the performance of the various integration schemes we consider a particular disorder realization of the DNLS model with \( N = 1024 \) lattice sites. We fix the total norm of the system to \( S = 1 \), and following [10] we initially excite homogeneously 21 central sites by attributing to each one of them the same constant norm, but with a random phase, while for all other sites we set \( q_l(0) = p_l(0) = 0 \). Due to the nonlinear nature of the model the norm distribution spreads, keeping of course the total norm \( S = \sum_l(q_l^2 + p_l^2)/2 \) constant (\( S = 1 \)). The performance of the integration schemes is evaluated by their ability to (a) reproduce correctly the dynamics, which is reflected in the subdiffusive increase of \( m_2(t) \), (b) keep the values of the two integrals \( H_D, S \) constant, as monitored by the evolution of the absolute relative errors of the energy \( E_r(t) = (H_D(t) - H_D(0))/H_D(0) \), and norm \( S_r(t) = (|S(t) - S(0)|)/S(0) \), and (c) reduce the required CPU time \( T_r(t) \) for the performed computations.

Results obtained by the second order SIs ABC2, SS2 and SIFT2 and the non–symplectic integrator DOP853 are presented in Fig. 1. These integration methods correctly describe the system’s dynamical evolution since for all of them the wave packet’s \( m_2 \) shows practically the same behavior (Fig. 1). The time steps \( \tau \) of the three SIs were chosen so that all of them keep the relative energy error practically constant at \( E_r \approx 10^{-5} \) (Fig. 1b). Since we are interested in the accurate long time integration of the DNLS model we use \( \delta = 10^{-16} \) for the implementation of the DOP853 integrator. For \( t \approx 10^8 \) (which can be considered as a typical final integration time for long time simulations), this choice results practically in the same energy error obtained by all other tested integrators. From Fig. 1 we see that the relative norm error \( S_r \) increases for all used methods, exhibiting larger values yet lower increase rates, for the ABC2 and SS2 SIs. Nevertheless, our results indicate that all methods can keep \( S_r \) to acceptable levels (e.g. \( S_r \lesssim 10^{-2} \)), even for long time integrations. From Fig. 1 we see that the SIFT2 integration scheme is the most efficient one with respect to the CPU time needed for obtaining the results of Fig. 1.

For this reason we use the SIFT2 SI as a reference method, and compare in Fig. 2 its results with the ones obtained by our higher order SIs: the SS4, ABC4 and ABC6 methods. These higher order SIs reproduce correctly the evolution of \( m_2 \) (Fig. 2a), keep \( E_r \approx 10^{-5} \) (Fig. 2b), and show a slow increase of \( S_r \) with values remaining acceptably small (Fig. 2c). The ABC4 and ABC6 SIs require less CPU times respective to the SIFT2 method (Fig. 2d), with ABC6 showing the best performance. From the results of Fig. 2 we see that using the ABC6 with \( \tau = 0.15 \) we need \( \sim 1.5 \) times less CPU time than the SIFT2 with \( \tau = 0.05 \). Although one might argue that this CPU time gain factor is not too big, we should keep in mind that long time simulations up to \( t = 10^7 \) of the DNLS model with \( N \sim 1000 \) sites could require (depending on the particular computer used) up to \( \sim 10 \) days of computations. Thus a gain factor close to 2 is practically significant as it can considerably reduce the computation time. Our results indicate that the construction of efficient triple split SIs can allow the integration of the DNLS for longer times, and numerically tackle questions about the asymptotic behavior of wave packets.

In summary, we presented ways to use SIs for Hamil-
FIG. 1. Results for the integration of $H_D$ by the second order SIs ABC for $\tau = 0.005$, SS for $\tau = 0.02$, SIFT for $\tau = 0.05$ (g green; (b) blue; (bl) black), and the non–symplectic integrator DOP853 for $\delta = 10^{-16}$ (r red): (a) the absolute relative error $E_r(t)$, (c) the absolute relative norm error $S_r(t)$, and (d) the required CPU time $T_c(t)$ in seconds.

FIG. 2. Results for the integration of $H_D$ by the second order SI SIFT for $\tau = 0.05$ (bl black), the fourth order SIs SS for $\tau = 0.1$, ABC for $\tau = 0.05$ (b blue; (g) green), and the sixth order SI ABC2 for $\tau = 0.15$ (r red). The panels are as in Fig. 1. Note that in panel (d) the black and blue curves practically overlap.
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