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Abstract

In this paper, a data-driven method to precisely simulate the detector response of the anti-neutron depositing in the Electromagnetic Calorimeter (EMC) at BESIII is introduced. A large anti-neutron data sample can be selected using the decay $J/\psi \rightarrow \phi h\pi\gamma$ from the BESIII data sample of 10 billion $J/\psi$ events. The detection efficiency for and various observables of anti-neutrons interacting in the EMC detector are simulated, taking the correlations among the variables into consideration. The systematic uncertainty of this data-driven simulation method is determined to be less than 1% on average. This method can be widely applied in physics processes that require precise simulation of the detector response of anti-neutrons in the EMC.
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1. Introduction

The neutron is one of the primary building blocks of atomic matter in the visible universe. There is a rich physics program involving neutrons in the final state in electron-positron collider experiments, including the study of the electromagnetic form factors of the neutron via $e^+e^- \rightarrow n\bar{n}$\textsuperscript{1}, and measurements of hyperon ($Y$) decays which will eventually produce neutrons. Reference \textsuperscript{2} discusses a possible new source of neutrons in $J/\psi$ decays, showing a large potential to study many open problems in particle and nuclear physics. One further example is the investigation of CP violation in hyperon decays via $J/\psi \rightarrow YY$\textsuperscript{[3,4]} at BESIII, where the experimental sensitivity is $O(10^{-2})$ with 1.3 billion $J/\psi$, dominated by statistical uncertainty. The BESIII experiment has collected a data sample of 10 billion $J/\psi$ events, which can be used to study the decays of hyperons with unprecedented precision\textsuperscript{[5]}. Using neutral decay modes of hyperons, the statistics will be further improved due to their large branching fractions, e.g. $B(\Lambda \rightarrow n\pi^0) = (35.8 \pm 0.5)\%$, $B(\Sigma^+ \rightarrow n\pi^+) = (48.31 \pm 0.30)\%$\textsuperscript{[6]}, and more independent CP observables can be constructed from the neutral decay parameters. Moreover, the $\Sigma^-$ hyperon dominantly decays to neutrons, $B(\Sigma^- \rightarrow n\pi^-) = (99.848 \pm 0.005)\%$\textsuperscript{[6]}, and its production or decays are hardly discussed in electron-positron collision experiments due to difficulties in neutron reconstruction.

Usually, the anti-particles to neutrons, namely anti-neutrons, are used in the reconstruction instead of neutrons due to their large energy deposition in the calorimeter following an annihilation reaction, which allows for a good discrimination between electromagnetic showers from the annihilation products and photons, measured with the EMC. However, a large discrepancy is observed between data and the simulation of the anti-neutron detector response based on Geant4\textsuperscript{[7]}. Though many models have been implemented in Geant4 to describe hadron-nucleon interactions, such as quark-gluon string model (QGS), the Fritiof parton model (FTF) or the Bertini and Precompound models, none of them gives a satisfactory result for the simulation of anti-neutrons. A lot of efforts spent on correcting the efficiencies of anti-neutron reconstruction in physics analyses\textsuperscript{[3,8,9]}, and the systematic uncertainties caused by the Geant4-based simulation are still difficult to determine.

In this paper, we introduce a model-independent data-driven method to simulate the detector response of the anti-neutron at BESIII. Both the detection efficiency and various observables of anti-neutrons are sampled from data, which is independent from the Geant4 simulation. The paper is organized as follows. A brief description of the BESIII experiment is introduced in Sec. 2. The selection of the anti-neutron sample is presented in Sec. 3. Section 4 illustrates the detailed data-driven simulation of the detector response to anti-neutrons in the EMC. Section 5 gives two comparisons between the simulation and data. Finally, a conclusion and further prospects are presented in Sec. 6.

2. The BEPCII and the BESIII experiment

The BESIII detector\textsuperscript{[10]} records symmetric $e^+e^-$ collisions provided by the BEPCII storage ring\textsuperscript{[11]}, which operates with a peak luminosity of $1 \times 10^{33} \text{cm}^{-2} \text{s}^{-1}$ in the center-of-mass energy range from 2.0 to 4.95 GeV. The cylindrical core of the BESIII detector covers 93% of the full solid angle and consists of a helium-based multilayer drift chamber (MDC), a plastic scintillator time-of-flight system (TOF), and a CsI(Tl) electromagnetic calorimeter (EMC), which are all enclosed in a su-
perconducting solenoidal magnet providing a 1.0 T magnetic field. The solenoid is supported by an octagonal flux-return yoke with resistive plate counter muon identification modules interleaved with steel. The charged-particle momentum resolution at 1 GeV/c is 0.5%, and the specific energy loss (dE/dx) resolution is 6% for electrons from Bhabha scattering. The time resolution in the TOF barrel region is 68 ps, while that in the end cap region is 110 ps. The end cap TOF system was upgraded in 2015 using multi-gap resistive plate chamber technology, providing a time resolution of 60 ps.

The EMC at BESIII is designed to precisely measure the deposited energies of neutral particles and to provide trigger conditions. It is comprised of 6240 CsI(Tl) crystals, arranged in one barrel and two end caps. The barrel has an inner radius of 94 cm and a length of 275 cm. The end caps have an inner length of 50 cm and are placed 138 cm from the collision point. The angular coverage is within the polar angle range of |cos θ| < 0.82 for the barrel and 0.83 < |cos θ| < 0.93 for the end caps. The EMC measures the energies of electrons and photons with an energy resolution of 2.5% (5%) at 1 GeV in the barrel (end cap) region; the position is measured with a resolution of 0.6 cm/√E (GeV).

Using this detector setup, anti-neutrons can be detected by the EMC with a relatively high efficiency. The anti-neutrons are likely to annihilate in the EMC and produce several secondary particles. The largest energy deposition (E_d) can be as high as 2 GeV. Other variables used to characterize showers from the anti-neutron in the EMC include the number of hits (N_h) from the primary shower and the second moment (S_μ) of the shower, defined as S_μ = Σ_i E_i r_i^2 / Σ_i E_i, with E_i the energy deposited in the i-th crystal of the shower and r_i the distance from the center of that crystal to the center of the shower.

3. Anti-neutron samples

3.1. Selection of J/ψ → πnπ−

To study the performance of anti-neutrons in the EMC, a large sample of anti-neutrons with high purity is needed. The process J/ψ → πnπ− has several advantages for the study of anti-neutron properties from data: a large amount of anti-neutron events can be selected from 10 billion J/ψ events thanks to a fraction of Br(J/ψ → πnπ−) = (2.12 ± 0.09) × 10^{-3} [6]; the momentum of the anti-neutrons covers a large range from above 0 to 1.2 GeV/c in the whole 4π angular acceptance; the anti-neutron signal can be determined precisely with low backgrounds by reconstructing the four-momenta of π and π and studying the recoil side of πnπ−.

The charged tracks are reconstructed from hits in the MDC. The polar angles of charged tracks are required to fulfill |cos θ| < 0.93. The distance of closest approach to the interaction point of each charged track must be within ±5 cm along the beam direction (V_z) and be within 0.5 cm in the plane perpendicular to the beam axis (V_{xy}). This vertex requirement is applied to suppress beam-associated backgrounds. Two tracks with opposite charge are required in each event. Any events with additional charged tracks within |V_z| < 30 cm and V_{xy} < 10 cm are rejected to suppress the background mainly caused by anti-neutron annihilation within the beam pipe material. The combined information from dE/dx and TOF is used to calculate particle identification (PID) probabilities for the pion, kaon and proton hypotheses, respectively, and the particle type with the highest probability is assigned to the corresponding track. In each event, exactly one p+ and one π− are required. A vertex fit is performed for the two selected tracks to improve the momentum resolution and the corresponding χ^2 of vertex fit is required to be less than 30. After the above selection, the invariant mass of the system recoiling against pπ−, M_{ππ}^{recoll}, is shown in Fig. 1 where a clear peak is observed in data that indicates the signal from the anti-neutron.

![Figure 1: Distribution of invariant mass recoiling against the pπ− system. The black dots with error bars are data; the blue line indicates the total fit; the long dashed red line represents the signal contribution described by a double-Gaussian function, which is comprised of the green and blue short dashed lines; the dashed magenta line indicates the background described by a linear function.](image)

A large inclusive sample of about 10 billion simulated events is used to estimate possible background contributions, where the J/ψ resonance is generated by kkmc [16, 17] subsequent decays with known branching fractions are generated byEvtGen [18], and the remaining unmeasured decays are generated by LundCharm [19]. Studies of the inclusive MC simulation indicate that very few background events can survive after application of above selection criteria, and the main background contribution comes from the process J/ψ → πnπ−γ, which does not peak in the signal region of M_{ππ}^{recoll}. To obtain the signal yield of J/ψ → πnπ−, a binned maximum likelihood fit is performed on the M_{ππ}^{recoll} distribution, where the signal is described by a double-Gaussian shape function, and the background is described by a first-order Chebyshev polynomial. The fit result is shown in Fig 1 and yields (1.6213 ± 0.0004) x 10^5 signal events. The error is statistical only. The background contribution in the signal region (0.903, 0.977) GeV/c^2 is about 2.1% and flat. The results of the fit are used to determine the amount of background events as a pre-study for the following sideband analysis within (1.01, 1.03) GeV/c^2.
3.2. Anti-neutron selection

Neutral shower candidates are reconstructed from isolated clusters in the EMC crystals. Efficiency and energy resolution are improved by including the energy deposited in the nearby TOF counters. A minimum energy of 25 MeV in barrel region (|cos θ| < 0.8) or 50 MeV in end caps region (0.86 < |cos θ| < 0.92) is required for a good neutral shower. The most energetic among the good neutral showers is assigned to be the anti-neutron candidate. With this requirement, the anti-neutron shower can be selected with a purity over 99% from data, which is estimated by matching the position of the selected shower with that predicted by the ππ− recoil system.

Several distributions of anti-neutron showers are investigated with the selected anti-neutron sample as shown in Fig. 2. The definitions of signal and sidebands are the same as in Sec. 3.1. A further selection criterion on the deposited energy $E_n$ from the primary anti-neutron shower, $E_n > 0.4$ GeV, is applied to distinguish the signal showers from background. The GEANT4-based signal MC for $J/\psi \rightarrow p\bar{p}\pi^-$ is simulated with a uniform phase space (PHSP) generator and is used for a comparison with data. To have a fair comparison between data and signal MC, a weight depending on the momentum and polar angle of the anti-neutron is applied to the signal MC. A large discrepancy between simulated and measured anti-neutrons is observed as shown in Fig. 2 which indicates that the simulation of anti-neutrons based on GEANT4 is unreliable. In many analyses, various requirements on $E_n$, $S_n$ and $H_n$ are applied on the anti-neutron to further suppress background events. The large discrepancy in these distributions will cause a large error for the detection efficiency. Therefore, the simulation performance of anti-neutrons in the EMC needs to be improved. In the following, we introduce a GEANT4-independent way to simulate an anti-neutron detector response via a data-driven method.

4. Simulation of the detector response to anti-neutrons

The detection efficiency and observables in the EMC for anti-neutrons can be treated separately in the GEANT4-independent simulation. Firstly, a detection efficiency for anti-neutrons is obtained from the selected $J/\psi \rightarrow p\bar{p}\pi^-$ sample, as determined by the number of signal events in $M_{\text{rec}}^{\pi^-}$ before and after the shower selection as described in Sec. 3 including any further requirements on the anti-neutron shower. The efficiency of anti-neutron from MC simulation can then be sampled with the Accept-Reject Sampling method [20]. Secondly, various observables are simulated according to the distributions from data via an inverse transform sampling method [21], including the characteristic variables which describe the shower of the anti-neutron, e.g. $E_n$, $S_n$ and $H_n$, and kinematic variables, e.g. polar angle $\theta_n$ and azimuth angle $\phi_n$, as well as their errors.

4.1. Detection efficiency

The detection efficiency of the anti-neutron for any selection criteria can be well expressed in terms of momentum $p_n$ and polar angle $\cos \theta_n$. The efficiency surface is determined by

\[ e(p_n, \cos \theta_n) = \frac{f'(p_n, \cos \theta_n)}{f(p_n, \cos \theta_n)} \]

where $f$ and $f'$ stand for the number of signal events in a given $p_n$ and $\cos \theta_n$ range before and after applying the selection criteria, respectively. For the 2D efficiency matrix, the momentum $p_n$ is divided into 50 bins in the range (0, 1.2) GeV/c, and the range of the polar angle $\cos \theta_n$ is divided into 36 bins for $|\cos \theta_n| < 0.72$ and 84 bins for $0.72 < |\cos \theta_n| < 1$. The number of signal events is determined by counting the events of $M_{\text{rec}}^{\pi^-}$ in the corresponding range of $p_n$ and $\cos \theta_n$ in data after subtracting the background events as described in Sec. 3.

An example distribution of the anti-neutron efficiency as a function of $p_n$ and $\cos \theta_n$ obtained from data is shown in Fig. 3. Such a model independent, data-driven efficiency $e(p_n, \cos \theta_n)$ can be used to replace the efficiency in GEANT4-based MC by adopting the Accept-Reject Sampling method [20]. The framework for simulating the detection efficiency is presented in Algorithm 1.

Algorithm 1 Simulation of detection efficiency of the anti-neutron. Event accepted means that the corresponding event is detected for a given set of selection criteria, otherwise that event is lost.

1. for all events (after preliminary selection criteria) do
2. Extract the momentum $p_n$ and polar angle $\cos \theta_n$ of anti-neutron from generator;
3. Determine detection efficiency of anti-neutron $e_i$ according to Eq. 1;
4. Generate $u_i \sim U(0, 1)$ (the uniform distribution over the unit interval);
5. if $u_i \leq e_i$ then
6. Anti-neutron has information in EMC, event accepted.
7. else
8. No information of anti-neutron is left in EMC, event rejected.
9. end if
10. end for

In Algorithm 1 the detection efficiency for an anti-neutron is sampled according to an efficiency $e_i$ in a $(p_n, \cos \theta_n)$ bin of the anti-neutron as expressed above. The intrinsic uncertainty of $\Delta e_i$ is given by summing statistical and systematic uncertainties in quadrature, which will be used to derive the systematic uncertainties of this algorithm. The systematic uncertainties of the detection efficiency mainly come from the estimation of the background contribution, where alternative fits are performed on $M_{\text{rec}}^{\pi^-}$ with a second-order polynomial for background, or the usage of a different fitting range. The resulting differences on the background estimation are taken as the systematic uncertainty. The average systematic uncertainties from the background shape and fit range are 0.3% and 0.03%, respectively.
4.2. Anti-neutron observables in EMC

Typically, there are two kinds of observables for anti-neutrons to be considered in physics analyses. The first group comprises the characteristic variables used to distinguish anti-neutron showers from photon showers, such as $E_n$, $S_n$ and $H_n$ etc. These applications can be found in Ref. [1, 3]. The second group contains the kinematic-related variables which can be involved in kinematic fitting [22], such as in Ref. [8, 9]. For kinematic fits including anti-neutrons, the energy information is missing since anti-neutrons do not actually deposit all their energy in the EMC. Instead, the position information, $\theta_n$ and $\phi_n$, and the corresponding errors, $\delta \theta_n$ and $\delta \phi_n$, are implemented in the kinematic fit and therefore need to be simulated precisely. The framework for the simulation of such kind of observables is presented in Algorithm 2.

In Algorithm 2, an inverse transform sampling method is performed to simulate observables, where the cumulative distribution functions (CDFs) are calculated from the normalized distributions of the anti-neutrons observables in data. The CDF is a monotonically rising function as shown in Fig. 4 for $E_n$ as an example. With a given random number from 0 to 1, one can determine the corresponding $E_n$ value. This method is widely used for the sampling of a distribution which cannot be easily parameterized.

Unlike the detection efficiency of the anti-neutron which is only related to the momentum $p_n$ and polar angle $\cos \theta_n$, there are correlations among the observables. In the following, we describe the details about the simulation of characteristic variables and kinematic-related variables of the anti-neutron.

**Characteristic variables of the anti-neutron**

The distributions of characteristic variables, $E_n$, $S_n$ and $H_n$, are dependent on the momentum $p_n$ and the polar angle $\cos \theta_n$ of the anti-neutron. The momentum range is divided into 50 bins for (0, 1.2) GeV/$c$, and the polar angle is divided into 50 bins within $|\cos \theta_n| < 1$. The distributions of simulated observables by means of Algorithm 2 are consistent with these from data, as shown in Fig. 2.

**Kinematic variables of the anti-neutron**

The kinematic fit including an anti-neutron uses the spatial information $\theta_n$, $\phi_n$ measured with the EMC and their error matrix while the deposited energy is a free parameter. The reconstructed $\theta_n$ and $\phi_n$ are determined by the spatial resolution of the anti-neutron at EMC, i.e. the opening angle $\Delta \alpha_n$ between the position vectors of the anti-neutron shower in the EMC $\vec{V}_\text{gen}$ and its direction as simulated on the generator level $\vec{V}_\text{gen}$. A good agreement on $\Delta \alpha_n$ between data and MC is necessary. Figure 5 shows the comparison between data and Geant4-based simulation for $\Delta \alpha_n$, where a large discrepancy is observed.

The distribution of $\Delta \alpha_n$ is relevant for the momentum $p_n$, polar angle $\cos \theta_n$ and the deposited energy $E_n$. As a consequence, a 3D sampling is necessary for the simulation.

---

**Algorithm 2** Simulation of observables for anti-neutron in EMC, taking $E_n$ as an example.

```
for all anti-neutrons with information in EMC from Algorithm 1 do
  Generate $u \sim U(0, 1)$ (the uniform distribution over the unit interval).
  Find the inverse of the desired CDF, e.g. $E^{-1}(u)$.
  Calculate $E_n$ by $E_n = E^{-1}(u)$.
end for
```
of $\Delta \alpha_n$. To guarantee that the number of entries in most bins are larger than $2 \times 10^3$, the momentum range $p_n$ is divided into 12 bins for $(0, 1.2) \text{ GeV/c}$; the polar angle range $\cos \theta_n$ is divided into 20 bins from -1 to 1; the deposited energy $E_n$ is divided into 10 bins for $(0, 1.0) \text{ GeV}$, 2 bins from 1.0 to 1.4 GeV and one bin for $(1.4, 2.0) \text{ GeV}$. With the application of Algorithm 2 for the simulation of $\Delta \alpha_n$, a good agreement is achieved as shown in Fig. 5.

The polar angle $\theta_n$ and azimuthal angle $\phi_n$ of the anti-neutron can then be calculated from $\Delta \alpha_n$, by

$$\theta_n = \sin \beta \cdot \Delta \alpha_n + \theta_{\text{gen}}, \quad (2a)$$
$$\phi_n = \frac{\cos \beta \cdot \Delta \alpha_n + \phi_{\text{gen}}}{\sin \theta_{\text{gen}}}, \quad (2b)$$

where $\theta_{\text{gen}}$ and $\phi_{\text{gen}}$ are the polar and azimuthal angles of the anti-neutron on the generator level, and $\beta$ is a uniform random number in the range between 0 to $2\pi$.

• Error matrix of the anti-neutron

For the kinematic fit, an initial $2 \times 2$ error matrix $V(\theta_n, \phi_n)$ of the anti-neutron is needed as input for further iterations and for calculating the $\chi^2$ value. As there is no correlation considered between $\theta$ and $\phi$, only the diagonal elements of the error matrix are non-zero. By default, the error matrix of the EMC shower is obtained by assuming an electromagnetic shower from a photon or electron. However, the error matrix of the anti-neutron is very different since larger error matrix elements are expected due to its wider shower shape. Therefore, the error matrix elements should be re-simulated for the kinematic fit for both data and MC. Two diagonal matrix elements, $\Delta \theta_n = \theta_n = \theta_{\text{gen}}$ and $\Delta \phi_n = \phi_n = \phi_{\text{gen}}$, are obtained from Eq. 2. The resolutions depend on $E_n$ and $\theta_n$, and the corresponding 2D sampling is performed with $E_n$ divided into 20 bins from 0 to 2.0 GeV and $\cos \theta_n$ divided into 50 bins within $|\cos \theta_n| < 1.0$.

As an example, the kinematic fit is performed for $J/\psi \to p\bar{n}\pi^-$, including the spatial information of the anti-neutron. It is denoted as a 3C kinematic fit, with four-momentum constraint and one free parameter, the energy deposition $E_n$ of the anti-neutron. The $\chi^2$ distributions from the Geant4-based simulation and the Geant4-independent simulation are shown in Fig. 5(b).

4.3. Effects of the detector resolution

There is a small gap between the barrel and end caps in EMC. The edge effect due to spatial resolution, which can lead to migration of anti-neutron showers from the barrel to the end caps, or vice versa, needs to be considered.

A simplified unfolding method is used to correct the edge
effect along \( \cos \theta \) near the gaps. In each momentum bin, a conditional probability \( R_i \) is defined as

\[
R_i = P( \text{observed in barrel | } i\text{-th bin of } \cos \theta_i) = \frac{N_i^{\text{obs}}}{N_i^{\text{gen}}},
\]

(3)

where \( N_i^{\text{obs}} \) is the number of events found in the barrel in the \( i\)-th bin of \( \cos \theta_i \) at the generator level, and \( N_i^{\text{gen}} \) is the number of events of the latter. For each event, we generate a random number \( u_i \) from \( U(0, 1) \). If \( u_i < R_i \), the anti-neutron should be considered as detected in barrel, otherwise it should be considered as detected in end caps. Due to the limitation of statistics and the beam-associated background, the quality of the simulation of the anti-neutron in end caps is worse than that in barrel, as shown in Fig. 6.

In the sampling of kinematic variables, information of the anti-neutron, e.g., \( \Delta \alpha_{\text{gen}} \), from its generator level is needed. However, this can only be obtained from the recoil system of \( p\pi^- \) in data, \( \Delta \alpha_{\text{recoil}} \). The difference between \( \Delta \alpha_{\text{recoil}} \) and \( \Delta \alpha_{\text{gen}} \) will lead to a bias in the simulation. To correct this, \( \Delta \alpha_{\text{recoil}} \) can be considered as the convolution of \( \Delta \alpha_{\text{gen}} \) with a resolution function \( g \).

\[
\Delta \alpha_{\text{recoil}} = \Delta \alpha_{\text{gen}} \otimes g.
\]

(4)

An interface class TVirtualFFT provided by ROOT is used to perform a deconvolution and to estimate the true four momenta of the anti-neutron.

5. Comparison to experimental data

5.1. \( J/\psi \rightarrow p\bar{p}\pi^- \)

The preliminary selection criteria of \( J/\psi \rightarrow p\bar{p}\pi^- \) are the same as in Sec. 3. Further requirements on the characteristic variables of the anti-neutron are applied, e.g. \( E_\pi > 0.48 \text{ GeV} \), \( S_\pi > 18 \text{ cm}^2 \) and \( H_\pi > 20 \). The set of selection criteria is widely used in analyses to distinguish showers between neutron and anti-neutron. The selection efficiency of the anti-neutron with respect to \( \cos \theta_i \) and \( p_i \) as well the divergence between data and simulated MC are shown in Figs. 6(a) and (b). Excellent agreement can be observed for data and the GEANT4-independent simulation.

Furthermore, a three-constraint kinematic fit imposing energy-momentum conservation is implemented under the hypothesis of \( J/\psi \rightarrow p\bar{p}\pi^- \), and the corresponding \( \chi^2 \) is required to be less than 40. Fig. 6(c) and (d) show the efficiency after the applied kinematic fit, where the overall difference between data and simulation is less than 1% in \( \cos \theta_i \). Due to the sensitivity of the kinematic fit and the low statistics at low momentum of the anti-neutron in \( J/\psi \rightarrow p\bar{p}\pi^- \), the divergence is found to be larger than 1% at low \( p_i \), while the divergence between data and simulation is less than 1% for \( p_i > 0.6 \text{ GeV}/c \).

5.2. \( \Lambda \rightarrow \bar{n}n^0 \)

The decay process \( J/\psi \rightarrow \Lambda\bar{\Lambda} \rightarrow p\bar{p}\bar{n}n^0 \) is used to study the polarization of \( \Lambda \) and probe CP violation. A precise simulation of anti-neutron related observables is essential for improving the sensitivity of CP violation at BESIII. Here we
present the measurement of branching fraction of \( \Lambda \rightarrow n\pi^0 \) using the anti-neutron simulation developed in this work. The process \( \Lambda \rightarrow p\pi^- \) is denoted as tag side with following selection criteria: candidates for \( \Lambda \) are reconstructed by combining two oppositely charged tracks into the final states \( p\pi^- \); two daughter tracks are constrained to originate from a common decay vertex by requiring \( \chi^2 \) of the second vertex fit to be less than 35. The single tag efficiency \( e_{\text{ST}} \) is 54.82\% and the signal yield \( N_{\text{ST}} \) is \((9.32 \pm 0.01) \times 10^4\) utilizing 1.3 billion \( J/\psi \) events collected at BESIII. For the signal side of \( \Lambda \rightarrow n\pi^0 \), at least three showers are required. The most energetic shower with deposited energy larger than 0.4 GeV is considered as the anti-neutron candidate. Another pair of showers, differing at least by 20° from the anti-neutron shower vector, are used to reconstruct the \( \pi^0 \) candidate. To improve the resolution, a three-constraint (3C) kinematic fit is performed imposing energy-momentum conservation, and the \( \chi^2 \) is required to be less than 200. The double tag efficiency \( e_{\text{DT}} \) is 12.39\% and the final signal yield \( N_{\text{DT}} \) is \((7.48 \pm 0.04) \times 10^4\). The branching fraction \( \mathcal{B}(\Lambda \rightarrow n\pi^0) \) can be determined by

\[
\mathcal{B}(\Lambda \rightarrow n\pi^0) = \frac{N_{\text{DT}} \times e_{\text{ST}}}{N_{\text{ST}} \times e_{\text{DT}} \times \mathcal{B}(\pi^0 \rightarrow \gamma\gamma)},
\]

(5)

to be \((36.0 \pm 0.5)\% \) with the anti-neutron simulated using the data-driven method described in this paper. The uncertainty is statistical. The result is consistent with the PDG value \((35.8 \pm 0.5)\% \) \[6\] within the statistical uncertainty. The distributions of angular position and the invariant mass of \( n\pi^0 \) can be found in Fig. [7].

6. Summary

In this paper, a data-driven method developed to provide a Geant4-independent simulation of the detector response of the anti-neutron in the EMC at BESIII is introduced. A large amount of anti-neutrons is selected from the process \( J/\psi \rightarrow p\bar{n}\pi^- \). The performance of the anti-neutron in the EMC is simulated, including its detection efficiency and various observables. Our approach ensures a high agreement between data and simulation, when determining the detection efficiency of the anti-neutron, as well as a satisfying precision from a kinematic fit procedure, e.g. the systematic uncertainty can be reduced to be 1\% on average. The algorithm can be used effectively in a variety of physics processes in the future at BESIII, such as the measurement of nucleon electromagnetic form factors, or the hyperon decay and corresponding CP sensitivity probe of hyperons.

We want to mention that this method can also be used to simulate other neutral particles at BESIII, such as the neutron and \( K_L \). At BESIII, which collected 10 billion \( J/\psi \) events, a large amount of neutrons can be selected from \( J/\psi \rightarrow \bar{p}n\pi^- \), and \( K_L \) can be selected from \( J/\psi \rightarrow K_L\pi^+\pi^- \), respectively, which ensures the feasibility of simulating the detector response of these neutral particles with our data-driven method.

![Figure 7](https://link.aps.org/doi/10.1103/PhysRevLett.127.012003)

Figure 7: (a) Angular distribution of \( \Lambda \) and (b) distribution of \( n\pi^0 \) invariant mass. Black dots with error bars show data; red lines indicate weighted PHSP simulation which is Geant4-based; blue lines represents the Geant4-independent simulation with utilizing the data-driven method as described in this paper. The simulations are normalized according to the branching fraction of \( J/\psi \rightarrow \Lambda\Lambda \) according to Ref. [6].
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