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Abstract

We discuss some physical consequences of the resurgent structure of Painlevé equations and their related conformal block expansions. The resurgent structure of Painlevé equations is particularly transparent when expressed in terms of physical conformal block expansions of the associated tau functions. Resurgence produces an intricate network of inter-relations; some between expansions around different critical points, others between expansions around different instanton sectors of the expansions about the same critical point, and others between different non-perturbative sectors of associated spectral problems, via the Bethe-gauge and Painlevé-gauge correspondences. Resurgence relations exist both for convergent and divergent expansions, and can be interpreted in terms of the physics of phase transitions. These general features are illustrated with three physical examples: correlators of the 2d Ising model, the partition function of the Gross–Witten–Wadia matrix model, and the full counting statistics of one dimensional fermions, associated with Painlevé VI, Painlevé III and Painlevé V, respectively.
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1. Introduction

The Painlevé equations are universal nonlinear special functions, appearing in a wide variety of problems in physics, playing an analogous role in nonlinear systems to the familiar special functions of linear problems [1–10]. Resurgence is a universal feature of the asymptotics of natural mathematical problems, those arising from an underlying physical system described by a set of equations: differential, integral, difference, algebraic, or functional equations, etc... [11–20]. Recently, all-orders expansions of Painlevé tau functions in terms of classical \( c = 1 \) conformal blocks have been found [21–23]. These Painlevé tau function expansions have another physical interpretation in terms of \( c = \infty \) conformal blocks [24], and represent special cases of more general relations for gauge theory partition functions, via blow-up
equations [25]. Here we argue that these physical conformal block expansions provide a natural way to view the resurgence properties of Painlevé equations. The goal is to explore different physical manifestations of the resurgent structure of Painlevé equations. From the physics perspective, one of the most interesting consequences of resurgence is that the fluctuations about different sectors of a problem may be related to one another in quantitative ways. This enables predictions about perturbative physics from non-perturbative physical information, and vice versa, about connections between strong and weak coupling, about phase transitions from expansions about other parametric regions, and also provides a unified characterization of perturbative/non-perturbative relations in associated quantum spectral problems.

Here we discuss three different (but related) manifestations of resurgence in physical systems described by Painlevé equations:

1. Perturbative fluctuation expansions about different critical points (in the physical variable) are related to one another in a concrete quantitative way.
2. For local expansions in the vicinity of a given critical point, perturbative fluctuations about different non-perturbative sectors of the trans-series expansion are related to one another in a concrete quantitative way.
3. Local expansions about moveable singularities (those associated with boundary conditions) imply explicit resurgent relations between different instanton sectors of associated spectral problems.

We begin with the Painlevé VI equation, in part because of its inherent physical interest (for example, for the Ising model and conformal block expansions), but also because the other lower Painlevé equations are obtained from Painlevé VI by known cascades of coalescence of singularities. At one level this implies that results for Painlevé VI flow down to all the other Painlevé equations, but interesting new features arise in the lower Painlevé systems because the coalescence of singularities can change the character of the singularities (for example, from regular to irregular). This results in a richer structure of resurgent relations, and has significant physical consequences. For example, while the expansions about the fixed regular singularities of the Painlevé VI equation, at $t = 0$, $t = 1$ and $t = \infty$, are all convergent (and yet have full trans-series expansions), for the Painlevé III and V equations the expansion about the regular singularity at $t = 0$ is convergent, while the expansion about the irregular singularity at $t = \infty$ is divergent. Physically, a trans-series may transmute from one form to another across a phase transition. We illustrate this phenomenon with the physical example of the Gross–Witten–Wadia unitary matrix model, the physical properties of which are described by the Painlevé III equation, and in the double-scaling limit by Painlevé II. We also discuss the physical meaning of resurgence for the full-counting statistics of one-dimensional fermions, a problem related to both Painlevé VI and V. The paper [26] contains a related discussion of the resurgent trans-series structure in the Painlevé II equation, in the context of the Painlevé/gauge correspondence, Argyres–Douglas theories, matrix models and quantum mechanical oscillators.

2. Resurgence in the Painlevé VI equation

2.1. Resurgence relating different PVI critical points: Jimbo’s tau function expansion

The Painlevé VI (PVI) equation written in standard form [1, 27] reads:
\[ \partial_t^2 y = \frac{1}{2} \left( \frac{1}{y + 1 + \frac{1}{y - t}} \right) (\partial_t y)^2 - \frac{1}{t + t - 1 + \frac{1}{y - t}} \partial_t y + \frac{y(y - 1)(y - t)}{\rho^2(t - 1)^2} \left( \frac{\alpha + \beta t}{y^2} + \frac{\gamma(t - 1)}{(y - 1)^2} + \frac{\delta t(t - 1)}{(y - t)^2} \right). \]  

(1)

The PVI equation has three fixed regular singularities, which by Möbius transformations can be placed at \( t = 0, 1, \infty \), in addition to one moveable pole singularity which characterizes the boundary conditions. Because of the underlying symmetry under fractional linear transformations, the three fixed singularities are essentially equivalent, and a local expansion about one of them can be obtained directly from the local expansion about one of the others [28]. This is the simplest form of resurgence in the PVI equation: expansions about the different fixed singularities, \( t = 0, 1, \infty \), are structurally and quantitatively related to one another.

This can be seen most explicitly for the ‘tau function’ for the PVI equation (1). Jimbo showed that the tau function expansion near the fixed singularity at \( t = 0 \) has the following (convergent) form [28]:

\[
\tau(t) \sim (\text{constant}) \times t^{(\alpha^2 - \theta_0^2)/4} \left[ 1 + \frac{(\theta_0^2 - \theta_0^2 - \sigma^2)(\theta_{\infty}^2 - \theta_1^2 - \sigma^2)}{8\sigma^2} \right]_t^t + \frac{s}{16} \frac{1}{\sigma^2} \frac{(\theta_0^2 - (\theta_1 + \sigma)^2)(\theta_{\infty}^2 - (\theta_1 + \sigma)^2)}{4} t^{1+\sigma} \\
+ \sum_{j=2}^{\infty} \sum_{|\sigma| \leq j} \frac{n_{\sigma} t^{1-k_{\sigma}}}{t} \right], \quad t \to 0. 
\]  

(2)

Here \( a_{\sigma} \) are numerical coefficients, with this final double-sum characterizing the structural form of the full expansion. The parameters \( \vec{\theta} \equiv (\theta_0, \theta_1, \theta_1, \theta_{\infty}) \) in (2) describe the monodromy about the points \( (0, 1, t, \infty) \), and are related to the parameters \( (\alpha, \beta, \gamma, \delta) \) of the PVI equation (1) as [28]

\[
\alpha = \frac{1}{2} (\theta_{\infty} - 1)^2, \quad \beta = -\frac{1}{2} \theta_0^2, \quad \gamma = \frac{1}{2} \theta_1^2, \quad \delta = \frac{1}{2} (1 - \theta_1^2). 
\]  

(3)

The expansion (2) is effectively a double expansion, in powers of \( t \) and also in powers of \( t' \). The parameters \( \sigma \) and \( s \) in (2) are the two boundary condition parameters of the tau function. The parameter \( s \) is an instanton counting parameter. Thus, (2) is a trans-series expansion (with \( s \) being the trans-series parameter), even though the expansion is convergent. The overall constant factor appears because the tau function is only defined up to an overall constant (it is related to the PVI solution \( \psi(t) \) via \( \frac{d}{dt} \ln \tau(t) \)), and in physical applications this constant is fixed from matching data for the specific problem at hand. Examples are given below: the Ising model for PVI (section 3), the Gross–Witten–Wadia matrix model for PIII (section 4), and the fermionic full-counting statistics for PV (section 5). For PII and Argyres–Douglas theories, see [26].

Jimbo studied the PVI monodromy and connection problems [28], and showed that similar tau function expansions exist for the other fixed singularities: \( t \sim 1 \) and \( t \sim \infty \). Most importantly, these other expansions are related to the \( t \sim 0 \) expansion in (2) simply by suitable transformations of parameters. These other expansions have precisely the same form as in (2), but with different boundary condition parameters \( \sigma \) and \( s \), and also an exchange of the monodromy parameters \( \vec{\theta} \) as follows [28–31, 35]:

\[ \]
This is a simple manifestation of resurgence: the expansions about the three different fixed critical points, \( t = 0, t = 1 \) and \( t = \infty \), are essentially the same, up to transformation of the parameters. In Jimbo’s words [28]:

‘In the case of (PVI), the fixed critical points \( t = 0, 1 \) and \( \infty \) play equivalent roles. Hence the result above ((2)) makes it possible to derive a connection formula for the \( \tau \) function for (PVI).’

This fact has interesting physical implications, as discussed below (section 3) for the 2d Ising model, whose diagonal correlation functions are tau functions for the PVI equation, with a certain choice of parameters and boundary conditions [32–34]. An important caveat [28], which is realized in the PVI application to the Ising model, is that (2) describes the form of the expansion for generic monodromy and trans-series parameters \( \vec{\theta} \) and \( (\sigma, s) \). For non-generic parameters, for example when a parameter vanishes, or some combination of parameters is related to an integer, the expansion may also develop powers of logarithms. See section 3.2.

### 2.2. Resurgence relating different PVI instanton sectors: \( c = 1 \) conformal blocks

The PVI tau function has another form of resurgence, connecting different instanton sectors in the expansion about a given singular point. It has relatively recently been shown that Jimbo’s small \( t \) expansion (2) may be extended to all orders, in a closed-form involving sums over \( c = 1 \) conformal blocks [21–23, 35–38]. This remarkable all-orders expansion is a conformal block expansion for \( c = 1 \) conformal field theories. This expansion is convergent, in agreement with general arguments for conformal operator product expansions [39–41]. Nevertheless, we point out here that the conformal block expansion is in mathematical terms a trans-series expansion, reflecting its natural physical interpretation as an instanton expansion [42]. For the Painlevé II system, this trans-series interpretation has been discussed in [26]. Furthermore, the structure of the conformal block expansion of the PVI tau function exhibits the property of resurgence in a particularly transparent manner: the leading (zero instanton) term encodes all higher instanton sectors in a completely explicit way. When converted from the PVI tau function \( \tau(t) \) to the PVI solution \( y(t) \), this resurgent structure is of course still present, but it is less obvious simply because it becomes scrambled by the non-linear transformation between \( \tau(t) \) and \( y(t) \).

To explain this fact, we quote the main result of [21–23]. Jimbo’s tau function expansion (2) at \( t \sim 0 \) extends to all orders as follows:

\[
\tau(t) \sim (\text{constant}) \times \sum_{n=-\infty}^{\infty} s^n C(\vec{\theta}, \tilde{\sigma} + n; t). \tag{6}
\]

Here \( \vec{\theta} = (\theta_0, \theta_1, \theta_t, \theta_\infty) \) are the monodromy parameters in (3), and the pair \( \{\tilde{\sigma}, s\} \) are the two boundary condition parameters associated with the expansion about \( t \sim 0 \). (There is a change of notational convention between Jimbo’s paper [28] and the papers [21, 22]: \( \vec{\theta} \rightarrow \vec{\theta} = \frac{1}{2} \tilde{\theta} \), and \( \sigma \rightarrow \tilde{\sigma} = \frac{1}{2} \sigma \).) The coefficients \( C(\vec{\theta}, \tilde{\sigma}) \) are expressed in terms of the Barnes G-function (double gamma function):
The \( t \) dependence of the expansion (6) resides in the function \( \mathcal{B}(\tilde{\theta}, \tilde{\sigma}; t) \), which is the general \( c = 1 \) conformal block, given in closed form as:

\[
\mathcal{B}(\tilde{\theta}, \tilde{\sigma}; t) = \tilde{r}^{\frac{1}{2} - \tilde{\theta}_{0}^{2}} \left( 1 - t \right)^{2 \tilde{\theta}_{0}} \sum_{\lambda, \mu \in \mathcal{Y}} B_{\lambda, \mu}(\tilde{\theta}, \tilde{\sigma}) t^{|\lambda| + |\mu|}
\]

(8)

where the sum is over pairs of Young diagrams, \( \lambda \) and \( \mu \), of size \( |\lambda| \) and \( |\mu| \), and with combinatorial coefficients involving the hook lengths, \( h_{\lambda}(i,j) \), of elements of the Young diagrams:

\[
B_{\lambda, \mu}(\tilde{\theta}, \tilde{\sigma}) = \prod_{(i,j) \in \lambda} \left( \frac{\left( \tilde{\theta}_{i} + \tilde{\sigma} + i - j \right)^{2} - \tilde{\theta}_{0}^{2}}{h_{\lambda}^{2}(i,j) \left( \lambda_{i}^{'} - i + \mu_{i} - j + 1 + 2\tilde{\sigma} \right)^{2}} \right) \prod_{(i,j) \in \mu} \left( \frac{\left( \tilde{\theta}_{i} - \tilde{\sigma} + i - j \right)^{2} - \tilde{\theta}_{0}^{2}}{h_{\mu}^{2}(i,j) \left( \mu_{i}^{'} - i + \lambda_{i} - j + 1 - 2\tilde{\sigma} \right)^{2}} \right).
\]

(9)

The primes refer to elements of the transposed diagram.

The conformal block expansion in (6) is in fact an instanton sum, over both instanton and anti-instanton sectors, with the boundary condition trans-series parameter \( s \) being an instanton counting parameter. The sum is expressed in terms of Nekrasov partition functions, as the \( C(\tilde{\theta}, \tilde{\sigma}) \) and \( \mathcal{B}(\tilde{\theta}, \tilde{\sigma}; t) \) factors in the expansion (6) are the perturbative and instanton partition functions, respectively, of an \( SU(2) N_{f} = 4 \) gauge theory [42]. Thus the tau function expansion (6) has the form of the dual partition functions of Nekrasov and Okounkov [42–45].

The resurgent interpretation of the remarkable result (6) follows immediately. The contributions from different instanton (and anti-instanton) sectors, labeled by the integer \( n \), are obtained from that of the zero-instanton sector simply by shifting the boundary condition parameter \( \tilde{\sigma} \) as \( \tilde{\sigma} \to \tilde{\sigma} + n \). Three things change:

1. The factor \( \tilde{r}^{\frac{1}{2} - \tilde{\theta}_{0}^{2}} \) in (8) becomes \( \tilde{r}^{\frac{1}{2} n^{2}} \), and is associated with the trans-series/instanton-counting factor \( \tilde{r}^{n} \). Note that while instantons are usually identified with exponential factors such as \( e^{a i/4} \), the power-like instanton factors, \( \tilde{r}^{n} \), are characteristic of the physical effect of complex instantons [46, 47]. Also note that when mapped back from the tau function \( \tau(t) \) to the PVI solution \( y(t) \), the dependence on the instanton label \( n \) in the exponent becomes linear rather than quadratic.

2. The multiplicative factor \( C(\tilde{\theta}, \tilde{\sigma}) \) in (7) changes to \( C(\tilde{\theta}, \tilde{\sigma} + n) \) in the \( n \)-instanton sector.

3. The fluctuation coefficients \( B_{\lambda, \mu}(\tilde{\theta}, \tilde{\sigma}) \) in (8), given by (9), change to \( B_{\lambda, \mu}(\tilde{\theta}, \tilde{\sigma} + n) \) in the \( n \)-instanton sector.

We emphasize that the functions \( C(\tilde{\theta}, \tilde{\sigma}) \) and \( B_{\lambda, \mu}(\tilde{\theta}, \tilde{\sigma}; t) \) retain the same functional form: one simply shifts the boundary condition parameter \( \tilde{\sigma} \to \tilde{\sigma} + n \). Therefore, it is sufficient to know just the \( n = 0 \) conformal block in (8), together with the normalization coefficient in (7), in order to specify the entire trans-series, including the sum over all instanton sectors, and all fluctuations about each instanton sector. In other words, the conformal block expansion (6)
of the PVI tau function implies that the \( n = 0 \) sector completely determines the entire trans-series, for the full PVI tau function expansion (6).

This is the second manifestation of resurgence mentioned in the Introduction: it connects different instanton sectors in the expansion about a given fixed singular point, here \( t = 0 \). This can also be combined with the first manifestation, whereby the tau function expansions about the other fixed singular points, \( t = 1 \) and \( t = \infty \), are related to the \( t \sim 0 \) expansion by transformation of the parameters. So, we see two quite different levels of resurgent structure in the PVI equations. A third level of resurgent structure for PVI is discussed in the next subsection.

2.3. Resurgent perturbative/non-perturbative relations from PVI: classical conformal blocks

Another manifestation of resurgence in the PVI equation can be seen in recent results concerning certain PVI solutions, classical conformal blocks and an associated Heun equation spectral problem [24, 48]. Conformal blocks enter the story again, but in a different way. Here we show how this connection between PVI, classical conformal blocks and Heun spectral problems can be understood in terms of resurgent perturbative/non-perturbative relations that have been found in a wide variety of quantum spectral problems [49–58].

2.3.1. PVI connection problem and the Heun equation. Consider a solution to the PVI equation (1) with the following boundary conditions specified at one of the fixed singularities, \( t = 0 \), and at the moveable singularity, which we write as \( t = x \). The boundary conditions are:

\[
y(t) \sim -\kappa t^\nu + \ldots, \quad t \to 0 \tag{10}
\]

\[
y(t) \sim \frac{x(1-x)}{(\lambda_4 - 1)(t-x)} + y_0 + \ldots, \quad t \to x. \tag{11}
\]

This solution is specified by two parameters \((\nu, \kappa)\) at the fixed singularity \( t = 0 \), and two parameters \((x, y_0)\) at the moveable singularity at \( t = x \). The first of this second set of parameters is the location \( x \) of the moveable singularity, which for PVI is a simple pole, for which the residue is fixed by the PVI equation. The other parameter, \( y_0 \), is the next constant that appears in the expansion of \( y(t) \) about the pole. This expansion structure is dictated by the PVI equation. The solution is fully determined by connecting the two sets of boundary conditions in (10) and (11).

This connection problem has a beautiful solution [24] in terms of the parameter pair \((\nu, x)\), which therefore determines \( \kappa = \kappa(\nu, x) \) and \( y_0 = y_0(\nu, x) \) as functions of \((\nu, x)\). In the approach of [24] it is convenient and natural to define another notation for the PVI parameters, related to those of (1) as follows:

\[
\alpha \leftrightarrow 2 \left( \frac{1}{4} - \delta_5 \right) \quad ; \quad \beta \leftrightarrow -2 \left( \frac{1}{4} - \delta_1 \right) \quad ; \quad \gamma \leftrightarrow 2 \left( \frac{1}{4} - \delta_3 \right) \quad ; \quad \delta \leftrightarrow 2 \delta_2
\]

\[
\delta_i \equiv \frac{1}{4} \left( 1 - \lambda_i^2 \right), \quad i = 1, 2, \ldots, 5 \quad ; \quad \lambda_5 \equiv \lambda_4 - 1. \tag{12}
\]

We first quote the result, and then explain its resurgent consequences and the physical context from which it arises.

The solution to the connection problem makes use of the well-known fact that PVI defines an isomonodromic Hamiltonian system, from which one can construct an associated Lagrangian and action [3, 5, 59]. This action (suitably regularized [24]) plays a key role in the connection problem, and is related to the Yang–Yang functional of integrable models.
[24, 59–61]. Define the function \( f(\nu, x) \) as the regularized action evaluated on the PVI solution \( y(t) \) satisfying the boundary conditions (10) and (11):

\[
f(\nu, x) := (\delta_\nu - \delta_1 - \delta_2) \ln x + (\delta_1 - \delta_2 - \delta_3 + \delta_4) \ln(1 - x) + \frac{\nu}{2} \left( \ln \left( \frac{\kappa}{\kappa_0} \right) + \nu \ln x \right)
+ \int_0^e dt \left( L(y, \dot{y}, t) - \frac{\nu^2}{4t} - \frac{\lambda_4 - 1}{2(x - t)} \right)
\]

where \( \delta_\nu \equiv \frac{1}{2} (1 - \nu^2) \), and \( \kappa_0 = \kappa_0(\nu) \) is defined as

\[
\kappa_0(\nu) := \lim_{x \to 0} (x^\nu \kappa(\nu, x)) = \frac{4 \nu^2}{(\nu - 1 - \lambda_3 + \lambda_4)(\nu - 1 + \lambda_3 + \lambda_4)}. \tag{14}
\]

In (13), \( L(y, \dot{y}, t) \) is the Lagrangian associated with the well-known Hamiltonian structure of the PVI equation [24]. Note that this PVI action \( f(\nu, x) \) in (13) is a function of the boundary condition parameter pair \( (\nu, x) \), and of the functions \( \kappa(\nu, x) \) and \( y_0(\nu, x) \).

In [24] it is shown that the PVI action \( f(\nu, x) \) satisfies the following differential relations:

\[
\frac{\partial f(\nu, x)}{\partial x} = \frac{(\lambda_4 - 1)^2}{x(1 - x)} (x - y_0(\nu, x)) + \frac{(\delta_1 - \delta_1 + \delta_2 - \delta_4)}{x} + \frac{(\delta_2 + \delta_1 + \delta_4 - \delta_1)}{1 - x} \tag{15}
\]

\[
\frac{\partial f(\nu, x)}{\partial \nu} = \frac{1}{2} \ln \kappa(\nu, x) - \frac{1}{2} \frac{\partial}{\partial \nu} (\nu \ln \kappa_0(\nu)). \tag{16}
\]

A simple but important observation here is that the consistency of the relations (15) and (16),

\[
\frac{\partial^2 f(\nu, x)}{\partial x \partial \nu} = \frac{\partial^2 f(\nu, x)}{\partial \nu \partial x},
\]

implies the following relation between \( y_0(\nu, x) \) and \( \kappa(\nu, x) \):

\[
\frac{\partial y_0(\nu, x)}{\partial \nu} = -\frac{1}{2(\lambda_4 - 1)^2} x(1 - x) \frac{\partial}{\partial x} \ln \kappa(\nu, x). \tag{17}
\]

At this stage, this is a statement about a particular connection problem for PVI, with the matched boundary conditions in (10) and (11), expressed in terms of the boundary condition parameter pair \( (\nu, x) \). The relation to resurgence comes from the identification of this PVI problem with an associated spectral problem for the Heun equation [24].

Associate this PVI connection problem (10) and (11) with the following spectral problem for the Heun equation, with singularities at \( z = 0, 1, \infty \) [24, 62]:

\[
\psi''(z) + \left( \frac{\delta_1}{z^2} + \frac{\delta_2}{(z - 1)^2} + \frac{\delta_3}{(z - 1)^2} + \frac{\delta_4}{z(z - 1)(z - 1)} \right) \psi(z) = 0. \tag{18}
\]

The Heun parameters \( \delta_1, \delta_2, \delta_3, \delta_4 \) in (18) are identified with the PVI parameters via the relations in (12), and the Heun singularity parameter \( x \) is identified with the location of the movable pole for the PVI solution \( y(t) \) in (11). The PVI boundary condition parameter \( \nu \) in (10) is identified with the monodromy parameter \( \nu \) of the Heun solution \( \psi(z) \). With the prescribed monodromy, the Heun ‘accessory parameter’ \( C = C(\nu, x) \) in (18) becomes a function of \( \nu \) and \( x \). The remarkable result of [24] is that the Heun accessory parameter \( C(\nu, x) \) is directly related to the regularized PVI action \( f(\nu, x) \) in (13) as:

\[
C(\nu, x) = \frac{\partial}{\partial x} f(\nu, x). \tag{19}
\]

This surprising connection between the PVI connection problem (10) and (11) and the Heun equation (18) arises in the following way in the context of classical conformal blocks [24]. Express the conformal field theory (CFT) central charge \( c \) as \( c = 1 + 6 \left( b + \frac{1}{b} \right)^2 \), and
consider the classical \( c \to \infty \) limit via a \( b \to 0 \) limit. Then the 5-point CFT correlator with the vertex operator insertion \( V_{(1,2)}(z) \) behaves as [63–70]

\[
\langle V_{(1,2)}(z) V_{\Delta_x}(0) V_{\Delta_y}(x) V_{\Delta_z}(1) V_{\Delta_t}(\infty) \rangle_{b \to 0} \sim \psi(z; x) \exp \left[ \frac{1}{b^2} f(\nu, x) \right]
\]

(20)

where \( \psi(z; x) \) satisfies the Heun equation (18), with the classical operator dimension parameters scaled as: \( \delta_i \sim b^2 \Delta_i \). The exponent \( f(\nu, x) \) in (20) is the same PVI regularized action in (13), and is related to the Heun accessory parameter \( C(\nu, x) \) via (19). The connection with PVI arises because in the classical limit, \( b \to 0 \), the 5-point CFT correlator with the other vertex operator insertion \( V_{(2,1)}(z) \) behaves instead as

\[
\langle V_{(2,1)}(y) V_{\Delta_x}(0) V_{\Delta_y}(t) V_{\Delta_z}(1) V_{\Delta_t}(\infty) \rangle_{b \to 0} \sim \exp \left[ \frac{1}{b^2} S(y, t) \right].
\]

(21)

The exponent \( S(y, t) \), with a suitable shift [24], satisfies a Hamilton–Jacobi equation whose Hamiltonian is identified with that of PVI. Thus, the corresponding classical equation of motion is precisely the PVI equation, with the identifications given above. Another complementary way to understand the relation between PVI and the Heun equation is to recall that each has a representation in terms of Weierstrass functions, in which form we recognize the PVI equation as the classical equation of motion corresponding to the Schrödinger-like Heun equation. See the appendix A.

2.3.2. Interpretation of (19) as a resurgent perturbative/non-perturbative relation Using the differential relation (15), we can convert the remarkable correspondence (19) into a linear relation between the Heun accessory parameter \( C(\nu, x) \) and the PVI boundary condition parameter \( y_0(\nu, x) \) in the vicinity of the moveable pole \( x \), as in (11):

\[
y_0(\nu, x) = -\frac{x(1-x)}{(\lambda_4 - 1)^2} C(\nu, x) + \frac{x}{2} \left( \frac{\lambda_4 - 3}{\lambda_4 - 1} \right) + \frac{(\lambda_4^2 - \lambda_3^2 - \lambda_5^2 + \lambda_6^2)}{4(\lambda_4 - 1)^2}.
\]

(22)

In the Heun problem, \( C(\nu, x) \) is a spectral eigenvalue, determined by the monodromy parameter \( \nu \) and the pole location \( x \). When translated into Schrödinger like form, the pole location \( x \) is identified with (the inverse of) a semiclassical parameter, and the monodromy parameter \( \nu \) is identified with the label of the spectral eigenvalue.

This generalizes to PVI an earlier result for a particular Painlevé III (PIII) system, the radial Sinh-Gordon equation, which is identified in this way with the spectral problem for the Mathieu equation [60, 61, 71]. Consider the PIII equation

\[
\frac{\ddot{y}}{t} + \left( \frac{\dot{y}}{t} \right)^2 = \frac{(\dot{y})^2}{y} + \frac{1}{4} \left( \alpha y^2 + \beta \right) + \gamma y^3 + \frac{\delta}{y}
\]

(23)

with the parameter choice \( \alpha = \beta = 0 \), and \( \gamma = -\delta = \frac{1}{2} \). In terms of \( y(t) \equiv e^{\omega(t)} \), this becomes the 2 dimensional radial Sinh-Gordon equation:

\[
\ddot{u} + \frac{1}{t} \dot{u} = \frac{1}{2} \sinh(2u).
\]

(24)

In [61, 71] it is shown that the following PIII connection problem is directly related to the Mathieu equation spectral problem (a special reduction of Heun). The PIII equation (24) has a regular singular point at \( t = 0 \). We choose boundary conditions at \( t = 0 \) and at a moveable pole location \( t = r \).
There is one pair of boundary condition parameters, \((\nu, \kappa)\), at \(t \sim 0\), and another pair \((r, c)\) at the moveable pole \(t \sim r\). These boundary conditions are the PIII analogue of the PVI boundary conditions in (10) and (11). (We use the notation of [61], but note that there equations (4.30) and (4.33) are written in terms of the square of the PIII solution, \((y(t))^2\). As in the PVI case above, we choose to connect these two sets of boundary conditions in terms of the pair \((\nu, r)\), which therefore determines \(\kappa = \kappa(\nu, r)\) and \(c = c(\nu, r)\). In [61] it is shown that the resulting on-shell PIII action \(S^*(\nu, r)\) satisfies the differential relations:

\[
\frac{r}{\partial} S^*(\nu, r) = -c(\nu, r) - \frac{r^2}{8} + \frac{1}{4}
\]

(27)

\[
\frac{\partial S^*(\nu, r)}{\partial \nu} = \ln \kappa(\nu, r).
\]

(28)

These should be compared with the differential relations (15) and (16) in the PVI connection problem, with the identifications: \(x \leftrightarrow r\), \(c \leftrightarrow y_0\), and \(S^* \leftrightarrow f\). The consistency of (27) and (28) implies the relation (equation (4.34) in [61]):

\[
\frac{\partial c(\nu, r)}{\partial \nu} = -r \frac{\partial \ln \kappa(\nu, r)}{\partial r}.
\]

(29)

Then in the small \(r\) limit one finds the following expansion

\[
c(\nu, r) = \nu^2 + \frac{1}{2(\nu^2 - 1)} \left( \frac{r}{4} \right)^4 + \frac{5\nu^2 + 7}{32(\nu^2 - 1)^2(\nu^2 - 4)} \left( \frac{r}{4} \right)^8 + \ldots
\]

(30)

Lukyanov points out that this is the formal large-\(\hbar\) expansion for the center of the \(N\)th gap in the spectrum of the Schrödinger-like Mathieu equation

\[
-\hbar^2 \frac{d^2 \psi}{dz^2} + \cos(z) \psi = E \psi
\]

(31)

with the identifications:

\[
r = \frac{8}{\hbar}, \quad E = \frac{\hbar^2}{8} c, \quad \nu = N.
\]

(32)

Thus the moveable pole location \(r\) is identified with the inverse semiclassical parameter, and the boundary condition parameter \(c(\nu, r)\) at the moveable pole location is identified with the energy eigenvalue, with the normalizations listed above. The monodromy parameter \(\nu\) is identified with the label \(N\) of the spectral gap, see table 1.

The spectral interpretation of the remaining boundary condition parameter, \(\kappa(\nu, r)\), was not identified in [61, 71], but by comparison with the full non-perturbative energy spectrum, including the all-orders gap splitting, we see that \(\kappa(\nu, r)\) is directly related to the non-perturbative width of the \(N\)th gap, with \(\nu = N\) [47, 55, 79]. Indeed, with the above identifications, we can re-express (29) as

\[
\kappa(\nu, \hbar) = \tilde{\kappa}(\nu) \exp \left[ 8 \int_{\hbar}^{\hbar} \frac{dE(\nu, \hbar)}{\hbar} \right]
\]

(33)
where $\bar{\kappa}(\nu)$ is an $\hbar$-independent normalization factor. We recognize this as the perturbative/non-perturbative relation for the Mathieu system, which relates the non-perturbative gap splitting $\kappa(\nu, \hbar)$ to the perturbative gap center $E(\nu, \hbar)$, for the Mathieu spectral problem (31), in the large $\hbar$ gap regime. This relation can also be expanded in the small $\hbar$ regime, yielding the band locations and non-perturbative widths, with the identification $\nu = (N + \frac{1}{2})$ for the $N$th spectral band. Thus, the full spectral properties of the Mathieu problem are encoded in the connection problem for the PIII equation (24) with the boundary conditions (25) and (26). The relation (29) is the perturbative/non-perturbative (P/NP) relation of the Mathieu system, which connects the perturbative and non-perturbative spectral data [47, 55].

Comparing this with the results of [24] for PVI and the Heun equation, we see that the relation (17) is the generalization of the PIII and Mathieu equation P/NP relation (29): it relates the derivative with respect to the monodromy of the Heun accessory parameter $C(\nu, x)$, which by (22) is linearly related to the boundary condition parameter $y_0(\nu, x)$ at the moveable pole location $x$, to the derivative with respect to the moveable pole location (which characterizes the inverse semiclassical parameter) of the non-perturbative contribution to the spectral parameter. (Note that the appearance of $x(1-x)$ factors for PVI is characteristic of tau function expressions for PVI, compared to a factor of $x$ for PIII tau functions.)

Some further comments concerning these identifications are as follows:

1. Explicit P/NP relations, connecting perturbative and non-perturbative expansions, were first found in the quantum oscillator systems for the cubic oscillator and the double-well potential [50–52], and later extended to periodic systems and SUSY models [53–55, 57]. Indeed, such P/NP relations exist for all genus 1 systems [26, 56, 58, 72, 74, 79]. The PVI result (17) encodes all these results via suitable scaling reductions. Note also that the Hamiltonian form of PVI naturally corresponds to genus 1 systems. This reflects the physics of the Painlevé gauge correspondence in [26, 73, 80]. The PVI parameters are associated with masses of the hypermultiplets in $\mathcal{N} = 2$ SUSY gauge theory, and mass decoupling cascades are associated with the standard Painlevé coalescence cascades.

2. In the Mathieu system, the band splitting is due to the effect of real instantons, while the gap splitting is due to complex instantons [46, 47]. A similar interpretation for PVI is consistent with the quantum geometry and exact WKB explanations of the P/NP relations for all genus 1 systems, in terms of all-orders actions and dual actions [26, 56, 58, 72, 74–80].

3. A similar, but not identical, relation between spectral problems and Painlevé equations arises for the PI equation, whose tritronquée poles have been associated with a leading order WKB analysis of the cubic QM oscillator [71, 81, 82].

4. In [26], the quartic double-well QM potential system was identified in the context of the Painlevé gauge correspondence [80] with the Argyres–Douglas theory $H_1$, which was identified with the tau function of Painlevé II.

Table 1. Identification between the Painlevé III boundary condition parameters in (25) and (26) and the parameters appearing the associated Mathieu spectral problem (31).

| Painlevé III boundary condition parameters | Mathieu spectral parameters |
|------------------------------------------|-----------------------------|
| Moveable pole location: $r$              | Inverse semiclassical parameter $\frac{1}{\hbar}$ |
| Expansion constant at $r$: $c$           | Perturbative eigenvalue     |
| Exponent $\nu$ at fixed singularity $t = 0$ | Monodromy parameter (gap or band label) |
| Coefficient $\kappa$ at fixed singularity $t = 0$ | Non-perturbative gap splitting |
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5. Another identification of Painlevé equations with spectral boundary value problems arises in the study of PT symmetric quantum mechanics [83]. A certain nonlinear eigenvalue problem for Painlevé I, II and IV, with prescribed initial value boundary conditions at the origin, with a fixed number of poles, can be associated with a WKB analysis of PT symmetric QM problems, with potentials $V(z) = z^2(iz)\epsilon$, with $\epsilon = 1, 2, 4$, respectively.

### 3. Resurgence in the 2D Ising model: Painlevé VI

In this section we discuss some physical implications of the different manifestations of resurgence in the Painlevé VI equation, for the 2 dimensional lattice Ising model. For clarity of presentation we consider the 2d Ising model on the isotropic square lattice, but the discussion generalizes to the anisotropic case.

#### 3.1. Resurgence and Kramers–Wannier duality

The simplest form of resurgence in the 2d Ising model is the familiar Kramers–Wannier duality [2]. For the 2d Ising model, in the absence of an external magnetic field, there are three special temperatures: $T = 0$, the critical temperature $T = T_c$, and $T = \infty$. But because of Kramers–Wannier duality, the theory at low $T$ is directly related to the theory at high $T = \infty$. On the 2d square lattice, the Ising model with inverse temperature $\beta = 1/T$ and isotropic coupling $J$, is equivalent to that with inverse temperature $\tilde{\beta}$, where $\beta$ and $\tilde{\beta}$ are related by:

$$\tanh(\beta J) = e^{-2\tilde{\beta} J}. \quad (34)$$

This duality maps high temperature (small $\beta$) to low temperature (large $\tilde{\beta}$), and vice versa. The self-dual point is when $\beta = \tilde{\beta}$, or in other words, $\sinh(2\beta J) = 1$. This yields the critical temperature of the 2d Ising phase transition. In terms of the partition function on an $N \times N$ isotropic square lattice, Kramers–Wannier duality implies that [84]

$$\frac{Z(\beta)}{\sinh^{N/2}(2\beta J)} = \frac{Z(\tilde{\beta})}{\sinh^{N/2}(2\tilde{\beta} J)}. \quad (35)$$

It is convenient for later applications to Painlevé VI to work in terms of the variable $t \equiv \sinh^4(2\beta J)$, in which case the Kramers–Wannier duality is expressed as $t \leftrightarrow 1/t$, with the critical temperature $T_c$ corresponding to the critical value $t_c = 1$ (compare with (34)):

$$t = \sinh^4(2\beta J) = \left( \frac{2 [\tanh(\beta J)]}{1 - [\tanh(\beta J)]^2} \right)^4 \quad (36)$$

$$\frac{1}{t} = \frac{1}{\sinh^4(2\beta J)} = \left( \frac{2 [e^{-2\beta J}]}{1 - [e^{-2\beta J}]^2} \right)^4. \quad (37)$$

Indeed, from the exact integral representation of the free energy [2] for the infinite square lattice, we find the following high and low temperature expansions

$$-\beta F(t) + \frac{1}{4} \ln t \sim \frac{1}{8} \ln t - \frac{1}{4 \sqrt{t}} + \frac{1}{32} t - \frac{48}{48 t^{3/2}} + \frac{9}{1024 t^2} - \frac{9}{1280 t^{5/2}} + \cdots, \quad t \to \infty$$

$$\sim \frac{1}{8} \ln t - \frac{\sqrt{t}}{4} + \frac{t^{1/2}}{32} - \frac{9 t^2}{48} + \frac{9 t^{5/2}}{1024} - \frac{9 t^{5/2}}{1280} + \cdots, \quad t \to 0. \quad (38)$$
These low and high temperature expansions have exactly the same form, with identical coefficients. This Kramers–Wannier duality is an example of the first manifestation of resurgence: the formal expansions about the two different asymptotic sectors at $t = 0$ and $t = \infty$ are the same. Each expansion is convergent, and the radius of convergence identifies the critical temperature at $t_c = 1$.

In fact, the expansion about the critical temperature can also be deduced from the expansion about $t = 0$, or about $t = \infty$. This is a simple consequence of Darboux’s theorem ([85–87], see the appendix B). The behavior of the expansion about a certain point (e.g. at $t = 0$) is directly related to the expansion about a neighboring singularity (here at $t = 1$). For example, from the leading large order growth of the coefficients of the (convergent) expansion about $t = 0$, we learn that the singularity at the critical point $t_c = 1$ is logarithmic, and from subleading corrections to the large-order growth of the coefficients about $t = 0$ we deduce lower order terms of the analytic function multiplying the logarithmic singularity. This can be seen particularly explicitly for the internal energy:

$$U(t) = -J \sqrt{1 + \frac{1}{\sqrt{t}}} \left[ 1 + \frac{2}{\pi} \left( \sqrt{t} - 1 \right) K(t) \right].$$

(39)

This clearly has a radius of convergence equal to 1, as the elliptic integral function $K(t) = \frac{\pi}{2} F_1 \left( \frac{1}{2}, \frac{1}{2}, 1; t \right)$ has a log branch point at $t = 1$, but this can be seen directly from the large-order behavior of the expansion coefficients even without knowing the closed-form hypergeometric expression. The large order behavior of the expansion coefficients, including subleading terms, can be found numerically:

$$c_n = \frac{\left(\frac{1}{2}\right)^n}{(n!)^2} \sim \frac{1}{\pi} \left( \frac{1}{n} - \frac{1/4}{n(n-1)} + \frac{9/32}{n(n-1)(n-2)} + \ldots \right).$$

(40)

From Darboux’s theorem (B.3) and (B.4), this leading large order growth identifies the behavior at $t_c = 1$ as logarithmic, and the sub-leading terms determine the fluctuations about this logarithmic singularity:

$$F_1 \left( 1, \frac{1}{2}, 1; t \right) \sim \left( 1 - \frac{(1-t)}{4} + \frac{9(1-t)^2}{64} + \ldots \right) \ln(1-t) + \text{analytic} \quad t \to 1^{-}.$$

(41)

This reflects the familiar connection properties of the hypergeometric functions, but the more important message is that information about the behavior in the vicinity of the critical point is also encoded in the (convergent) expansion about $t = 0$. In other words, ‘large-order/low-order’ resurgence relations are not only present for asymptotic series, but also for convergent series. Indeed, one way to understand ‘large-order/low-order’ resurgence relations for asymptotic series [88] is in terms of Darboux’s theorem applied to the convergent Borel transform function.

3.2. Ising diagonal correlators and Painlevé VI resurgence

A deeper manifestation of resurgence in the Ising model connects different instanton sectors of the trans-series representation of the expansions about a given temperature. This occurs in the 2d Ising model because the diagonal spin-spin correlators are tau functions for Painlevé VI, for a particular choice of Painlevé VI parameters, and also for a special choice of boundary conditions [32, 33]. To see how this richer resurgent structure operates, consider the diagonal spin-spin correlation function
\[ C(t, N) \equiv \langle \sigma_{[0,0]} \sigma_{[N,N]} \rangle (t). \] (42)

This diagonal correlator depends on two variables: the temperature variable \( t \equiv \sinh^4(2\beta J) \), and the diagonal spin-separation lattice distance \( N \). This correlator \( C(t, N) \) is the tau function for PVI with the following choice of parameters [22] (with Jimbo’s notation):

\[
(\theta_0, \theta_1, \theta_1, \theta_\infty) = (0, N, -N, 1).
\] (43)

This representation of the diagonal correlator as a PVI tau function has two immediate consequences concerning resurgent asymptotics in the Ising model. First, Jimbo’s result (section 2.1) that the PVI tau function expansions about the different fixed PVI singularities at \( t = 0 \), \( t = 1 \), \( t = \infty \) are equivalent up to transformation of parameters [28] implies that there are direct resurgent relations between the diagonal correlators at low temperature, high temperature and near the critical temperature. However, the Ising PVI parameters and boundary conditions are non-generic: the boundary condition parameter \( \sigma \) in (2) vanishes for the Ising correlators, which has the physical implication that the expansion about the critical temperature at \( t_c = 1 \) corresponds to the resonant case where logarithmic terms [28] appear in the expansion of the correlators. Second, the all-orders extension (section 2.2) of Jimbo’s result (section 2.1) that the PVI tau function expansions about the different fixed PVI singularities at \( t = 0 \), \( t = 1 \), \( t = \infty \) are equivalent up to transformation of parameters [28] implies that there are direct resurgent relations between the different instanton sectors of the trans-series expansion of the correlators, when expanded about a given temperature: \( t = 0, t = 1, \) or \( t = \infty \). Also in this manifestation of resurgence, the non-generic integer parameter \( N \) has interesting consequences, which are both simplifications and complications: there are more compact and explicit expressions for the correlators, but the resurgent interpretation is somewhat more difficult to recognize.

### 3.2.1. Toeplitz determinant representation of Ising correlators.

A compact explicit form of the diagonal Ising correlators \( C(t, N) \) in terms of \( N \times N \) Toeplitz determinants [33, 89, 90]. Define high and low temperature variables as:

\[
t_\sigma \equiv \sinh^4(2\beta J), \quad t_\rho \equiv \frac{1}{\sinh^4(2\beta J)}.
\] (44)

Then at high temperature the diagonal correlator has the determinant form:

\[
C^{(+)}(t_\sigma, N) = \det \left( w_{ij}^{(+)}(t_\sigma) \right)_{i,j=1,\ldots,N}
\] (45)

where the entries of the \( N \times N \) matrix are hypergeometric functions [33]:

\[
w_{ij}^{(+)}(t_\sigma) = \frac{(-1)^{j-i-1}}{\pi \sqrt{t_\sigma}} \frac{\Gamma(j+\frac{1}{2})}{\Gamma(j+1)} \mathrm{F}_1 \left( -\frac{1}{2} j - \frac{1}{2}, j; t_\sigma \right), \quad j > 0
\] (46)

\[
w_{ij}^{(-)}(t_\rho) = \frac{(-1)^{j-i}}{\pi \sqrt{t_\rho}} \frac{\Gamma(j+\frac{1}{2})}{\Gamma(j+1)} \mathrm{F}_1 \left( \frac{1}{2} j + \frac{1}{2}, j+2; t_\rho \right), \quad j \geq 0.
\] (47)

Analogously, at low temperature:

\[
C^{(-)}(t_\rho, N) = \det \left( w_{ij}^{(-)}(t_\rho) \right)_{i,j=1,\ldots,N}
\] (48)

where the entries of the \( N \times N \) matrix are other hypergeometric functions:

\[
w_{ij}^{(-)}(t_\rho) = \frac{(-1)^{j-i-1}}{\pi (t_\rho)^{j}} \frac{\Gamma(j+\frac{1}{2})}{\Gamma(j+1)} \mathrm{F}_1 \left( \frac{1}{2} j - \frac{1}{2}, j+1; t_\rho \right), \quad j > 0
\] (49)
\[ w_{-j}(t_c) = \frac{(-1)^{j}}{\pi} \frac{\Gamma(j + \frac{1}{2}) \Gamma(j)}{\Gamma(j + 1)} F_1 \left( -\frac{1}{2}, j + \frac{1}{2}, j + 1; t_c \right), \quad j \geq 0. \] (50)

For example, when \( N = 1 \) (just one step along the lattice diagonal),
\[ C^{(+)}(t_>, 1) = \frac{\sqrt{t_>}}{2} F_1 \left( -\frac{1}{2}, -\frac{1}{2}, 1; t_> \right) = \frac{2}{\pi} \left( \frac{1}{\sqrt{t_>} E(t_>) + \frac{(t_> - 1)}{\sqrt{t_>}} K(t_>)} \right) \] (51)
\[ C^{(-)}(t_<, 1) = \frac{2}{\pi} \left( \frac{1}{E(t_<)} \right). \] (52)

When \( N = 2 \) (two steps along the lattice diagonal),
\[ C^{(+)}(t_>, 2) = \frac{2}{\pi} \left( \frac{(5 - t_>)}{3 t_>^2} E(t_>)^2 + \frac{8}{3} \frac{(t_> - 1)}{t_>} E(t_>) K(t_>) + \frac{(t_> - 1)^2}{t_>} K(t_>)^2 \right) \] (53)
\[ C^{(-)}(t_<, 2) = \frac{2}{\pi} \left( \frac{(5 - t_<)}{3 t_<^2} E(t_<)^2 + \frac{2}{3} \frac{(t_< - 1)}{t_<} E(t_<) K(t_<) - \frac{(t_< - 1)^2}{3 t_<} K(t_<)^2 \right). \] (54)

For general \( N \), the correlators \( C^{(\pm)}(t, N) \) can be expressed in terms of polynomials of degree \( N \) in the elliptic integral ratio \( E(t)/K(t) \) and in \( t \) [91]:
\[ C^{(+)}(t_>, N) = \left( \frac{2 K(t_>)}{\pi \sqrt{t_>}} \right)^N \text{polynomial}_N \left( \frac{E(t_>)}{K(t_>)}, t_> \right) \]
\[ C^{(-)}(t_<, N) = \left( \frac{2 K(t_<)}{\pi \sqrt{t_<}} \right)^N \text{polynomial}_N \left( \frac{E(t_<)}{K(t_<)}, t_< \right). \] (55)

This makes it clear that the radius of convergence of the expansions about \( t = 0 \) is 1, which identifies the critical temperature as \( t_c = 1 \). Furthermore, the expansion about the critical temperature, \( t_c = 1 \), can be deduced from the large order behavior of the expansion coefficients about \( t = 0 \), and this identifies \( (\ln |t - t_c|)^k \) behavior, for \( k = 0, 1, \ldots, N \), on either side of \( t_c \). This also follows from the transformation properties of the hypergeometric functions (or those for \( E(t) \) and \( K(t) \) under \( t \to 1 - t \) and for any \( N \), the Kramers–Wannier duality under \( t \to 1/t \) can also be understood via the associated transformation properties of the hypergeometric functions (or those for \( E(t) \) and \( K(t) \)) [92].

Resurgence of the diagonal correlators follows immediately from the fact that for a given \( N \) the correlator is just a sum of products of hypergeometric functions, which are themselves resurgent. These \( N \times N \) Toeplitz determinant representations also imply that the diagonal correlators \( C(t, N) \) satisfy an \( (N + 1) \)th order linear differential equation with respect to \( t \) [93]. This implies that for any fixed \( N \), the correlators are resurgent functions of \( t \) [13, 15]. The diagonal correlators also satisfy a Toda equation which can be used to generate correlators at higher \( N \) [94]:
\[ \frac{\partial}{\partial t} \left( \frac{\partial}{\partial t} \right) \ln C(t, N) = \frac{N^2}{(1 - t)^2} + \frac{(N^2 - \frac{1}{2}) C(t, N + 1) C(t, N - 1)}{C^2(t, N)}. \] (56)

### 3.2.2. Conformal block expansion of diagonal Ising correlators.

The full resurgent structure of the Ising model can be seen even more explicitly in terms of the conformal block expansion...
of the diagonal correlators $C^{(+)\,(t, N)}$. Using the conformal block expansion in (6), suitably reduced for the special non-generic choice of PVI parameters and boundary conditions, the correlators can be written as a sum over partitions, or Young diagrams. This can be traced to combinatoric results of Gessel and Borodin (see [95]). For example, the low temperature expansion of the diagonal correlator can be written as

$$C^{(-)}(t_\leq, N) = \sum_{\lambda \in Y, \lambda_1 \leq N} \prod_{(i,j) \in \lambda} \frac{((i-j)^2 - \frac{1}{4})^h_{(i,j)}}{h_\lambda^2} t_\leq^{|\lambda|}$$

(57)

where $Y$ is the set of all partitions $\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k > 0)$, and the sum is restricted to those partitions with $\lambda_1 \leq N$. The power of $t_\leq$ in (57) gives a closed-form combinatorial expression for all orders of the low temperature of the diagonal correlator

$$C^{(-)}(t_\leq, N) = \sum_{k=1}^{\infty} k \prod_{j=1}^{k} \left(1 - \frac{(1-j)^2 - \frac{1}{4}}{(k-j)^2} \right) = 1 - \frac{t_\leq}{4} - \frac{3 t_\leq^2}{64} - \frac{5 t_\leq^3}{256} - \cdots$$

(58)

which coincides with the (convergent) small $t_\leq$ expansion of the elliptic function representation of $C^{(-)}(t_\leq, N = 1)$ in (52). When $N = 2$, the contributing Young diagrams have at most two rows, so there are two kinds of contributions. A simple computation yields

$$C^{(-)}(t_\leq, N = 2) = 1 - \frac{t_\leq}{4} - \frac{3 t_\leq^2}{32} - \frac{9 t_\leq^3}{256} - \cdots$$

(59)

which coincides with the (convergent) small $t_\leq$ expansion of the elliptic function representation of $C^{(-)}(t_\leq, N = 2)$ in (54). A similar expansion can be made for any $N$. Thus, the conformal block expansion (57) gives a closed-form combinatorial expression for all orders of the low temperature of the diagonal correlator $C^{(-)}(t_\leq, N)$. A similar argument can be applied to the high temperature expansion. We comment that the diagonal correlators can alternatively be expressed in terms of generalized hypergeometric functions, which are written as sums over partitions [30].

3.2.3. Generalized form factor expansions as trans-series expansions. Another commonly studied expansion for the Ising diagonal correlators is a generalized form factor expansion [32, 33, 93, 96]. The diagonal correlators can be expanded as:

high temperature : $C^{(+)}(t_\geq, N) = (1 - t_\geq)^{1/4} \sum_{p=0}^{\infty} f^{(2p+1)}(t_\geq, N)$

(60)

low temperature : $C^{(-)}(t_\leq, N) = (1 - t_\leq)^{1/4} \left(1 + \sum_{p=0}^{\infty} f^{(2p)}(t_\leq, N)\right)$.

(61)

The lowest two coefficient functions are:

$$f^{(1)}(t, N) = \frac{1}{N!} t^{N/2} \, _2F_1 \left( \frac{1}{2}; N + \frac{1}{2}; N + 1; t \right)$$

(62)
\[
\begin{align*}
\sum_{j=0}^{N} (j+1) \left( \frac{1}{2} \right)_{j+N} \left( \frac{3}{2} \right)_{j+N} t^j \\
\times \frac{\binom{2}{-\frac{1}{2}j+N+\frac{1}{2}}_{j+N} \binom{\frac{1}{2}j+N+\frac{3}{2}}_{j+N+2} t}{4((j+N+1)!)^2}.
\end{align*}
\]

(63)

There are recursion formulas for generating the higher-order coefficient functions \( f^{(k)}(t, N) \).

These expansions can be extended, along the lines of Wu’s expansions of horizontal and vertical correlators \([89]\), and the Jimbo/Miwa diagonal correlator expansions \([32]\), as generalized form-factor expansions, depending on an extra parameter which is commonly written as \( \lambda \):

| Condition          | Expansion Form |
|--------------------|----------------|
| High temperature   | \( C^{(+)}(t_>, N, \lambda) = (1 - t_>)^{1/4} \sum_{p=0}^{\infty} \lambda^{2p+1} f^{(2p+1)}(t_>, N) \) |
| Low temperature    | \( C^{(-)}(t_<, N, \lambda) = (1 - t_<)^{1/4} \left( 1 + \sum_{p=0}^{\infty} \lambda^{2p} f^{(2p)}(t_<, N) \right) \) |

These generalized form-factor expansions satisfy the same PVI equations as the physical Ising diagonal correlators \( C^{(+)}(t, N) \). Explicitly, define Okamoto PVI sigma functions as follows (do not confuse \( \sigma(t, N) \) with the boundary condition parameter \( \sigma \) in Jimbo’s \( \tau \) function expansion (2)).

At high temperature

\[
\sigma^{(+)}(t_>, N) \equiv t_>(t_>-1) \frac{d}{dt_>} \ln C^{(+)}(t_>, N) = -\frac{1}{4}.
\]

(66)

and at low temperature define

\[
\sigma^{(-)}(t_<, N) \equiv t_<(t_<-1) \frac{d}{dt_<} \ln C^{(-)}(t_<, N) = \frac{1}{4}.
\]

(67)

With these definitions, \( \sigma^{(\pm)}(t, N) \) both satisfy the Okamoto form of PVI \([32, 97]\):

\[
(t(t-1)\sigma')^2 = N^2 \left( (t-1)\sigma' - \sigma \right)^2 - 4\sigma' \left( (t-1)\sigma' - \sigma - \frac{1}{4} \right) (t\sigma' - \sigma).
\]

(68)

Note that this Okamoto PVI equation (68) is invariant under the duality transformation: \( t \rightarrow s = \frac{1}{s}, \sigma(t) \rightarrow \Sigma(s) = \frac{1}{s} \sigma(t) \).

From the perspective of resurgence, we recognize the generalized form-factor expansions in (64) and (65) as trans-series expansions of the Ising correlators, with \( \lambda \) being the trans-series parameter for the PVI tau function. Solving the Okamoto PVI equation (68) with a trans-series ansatz for \( \sigma(t, N; \lambda) \), with trans-series parameter \( \lambda \), corresponds to the generalized form-factor expansions (64) and (65) for the correlator \( C(t, N; \lambda) \), via the relations (66) and (67). As usual, the trans-series parameter is associated with a choice of boundary conditions, and it also counts instanton sectors. The form-factor functions \( f^{(2p+1)}(t_>, N) \) and \( f^{(2p)}(t_<, N) \), for instanton sectors labeled by \( p \), are therefore related by resurgence relations for different sector labels \( p \). The particular boundary conditions for the Ising correlators arise with the trans-series parameter choice \( \lambda = 1 \). This shows again that even though both the high temperature and low temperature diagonal correlator expansions are convergent, the diagonal correlators have a natural trans-series expansion. This is because the PVI equation is nonlinear, and therefore
naturally develops trans-series expansions, even though the actual fluctuation expansions in each sector are convergent. Analogous behavior is studied in section 4.1 for the (convergent) strong-coupling expansion of the partition function of the Gross–Witten–Wadia matrix model, whose corresponding Okamoto sigma function satisfies a Painlevé III equation, but nevertheless has a natural trans-series expansion.

At each order of the trans-series expansions in (64) and (65), we can expand the functional $t$ dependence in a convergent expansion about $t = 0$ (i.e. $T = \infty$). From the large order growth of these expansion coefficients, we deduce from Darboux’s theorem (see appendix B) the analytic function multiplying the logarithmic singularity in the vicinity of the critical temperature, at $t = 1$. Thus, for each of the form-factor functions $f^{(2p+1)}(t_c, N)$ and $f^{(2p)}(t_c, N)$, the expansion in the vicinity of $t_c$ is encoded in the expansion about $t = 0$. This can be seen very explicitly, for example, in the resurgent expansions of the low order form-factor functions $f^{(1)}(t, N)$ and $f^{(2)}(t, N)$ from (62) and (63). The immediate vicinity of the transition temperature can also be probed by a double-scaling limit, relevant for the scaling limit $N \to \infty$ and $T \to T_c$. This limit reduces the PVI system to a PV equation, and with the particular Ising parameters of this PV system, it can also be expressed in terms of a PIII equation [90, 98, 99]. These double-scaling solutions are therefore also resurgent.

4. Resurgence in the Gross–Witten–Wadia unitary matrix model: Painlevé III

While the Painlevé VI equation contains all the lower Painlevé equations in the sense that they can all be reached from PVI by a coalescence cascade of limits [27], interesting new physical effects occur due to the merging of singularities. Singularities can change their character, which affects the form of the expansion about that point. In this section we illustrate this phenomenon with the example of the Gross–Witten–Wadia (GWW) unitary matrix model [100–102], which is characterized by the Painlevé III equation [104, 105] (and in the double-scaling limit by the Painlevé II equation [100, 101, 103]). Like PVI, the PIII equation has a regular fixed singularity at $t = 0$, but after the merging of the other two singularities, PIII has an irregular fixed singularity at $t = \infty$. This has two immediate consequences: the PIII expansion about $t = 0$ now has infinite radius of convergence, but the PIII expansion about $t = \infty$ becomes divergent. In the GWW model, the expansion about $t = 0$ is the (convergent) strong-coupling expansion, and the expansion about $t = \infty$ is the (divergent) weak-coupling expansion. As expected from the discussion in section 2.3.2 connecting PIII and the Mathieu spectral problem, this expansion behavior for the GWW model [105] is closely analogous to the behavior of the Mathieu equation spectral problem [47].

The GWW matrix model describes $N \times N$ unitary matrices, with the following partition function, involving a coupling strength $g^2$:

$$Z(g^2, N) = \int_{U(N)} DU \exp \left[ \frac{1}{g^2} \text{tr} \left( U + U^{\dagger} \right) \right].$$  \hspace{1cm} (69)

The GWW model has an interesting third order phase transition in the double-scaling limit: $N \to \infty$, with $g^2 \to 0$ such that $Ng^2$ is fixed [100, 101]. The matrix integral in (69) can be evaluated as a Toeplitz determinant, for any $N$ and any coupling $g^2$ (see the review [102])

$$Z(t, N) = \det \left[ I_{2N} (\sqrt{t}) \right]_{i,j,k=1,...,N}.$$  \hspace{1cm} (70)
The entries of the Toeplitz determinant are modified Bessel functions, $I_n$, evaluated at the inverse coupling $\sqrt{t}$, where

$$ t \equiv \left( \frac{2}{\kappa} \right)^2. $$

The GWW third order phase transition occurs at the critical value $\frac{N}{\sqrt{t}} = 1$.

### 4.1. GWW trans-series at strong coupling

Strong coupling means small $t$, so for a given $N$ it is straightforward to expand the Bessel functions in the Toeplitz determinant representation (70) to obtain an expansion with infinite radius of convergence (for a given fixed $N$):

$$ Z(t, N) \sim e^{\tau/4} \left[ 1 - \left( \frac{\sqrt{t}/2}{(N + 1)!} \right)^2 \left( 1 - \frac{1}{2} \frac{(N + 1) t}{(N + 2)^2} + \frac{1}{16} \frac{(2N + 3) t^2}{(N + 2)^2} + \ldots \right) + \ldots \right]. $$

Nevertheless, despite this being a convergent expansion, it has a trans-series structure, as explained below. This convergent trans-series structure is very similar in form to that of the energy gaps in the Mathieu equation, where all powers of a factor like $\left( \frac{\sqrt{t}/2}{(N + 1)!} \right)^2$ appear, and these are associated with complex instantons, from over-the-barrier tunneling in the periodic cosine potential [46, 47]. These non-perturbative effects in the GWW strong coupling regime are due to eigenvalue tunneling [103], and can be identified with complex saddle configurations in the partition function integral [106, 107]. The similarities with the Mathieu system can be traced to a common underlying PIII structure.

For any $N$, the GWW partition function $Z(t, N)$ is a tau function for a Painlevé III equation. Defining the Okamoto sigma function as

$$ \sigma(t, N) \equiv -\frac{i}{2} \frac{\partial}{\partial t} \ln Z(t, N) + \frac{t}{4} $$

this function $\sigma(t, N)$ satisfies the Okamoto PIII equation [97]:

$$ (t \sigma''')^2 + \sigma' (\sigma - t \sigma') (4\sigma' - 1) - N^2 (\sigma')^2 = 0. $$

From this equation it is straightforward to obtain the small $t$ expansion

$$ \frac{\sigma(t, N)}{(N + 1)!} \sim \xi C_N t^{N+1} \left( 1 - \frac{1}{2(N + 2)} t + \frac{(2N + 3) N! t^2}{16(N + 3)!} - \frac{(2N + 5) N! t^3}{96(N + 4)!} + \ldots \right) $$

$$ + \xi^2 C_N^2 t^{2N+2} \left( 1 - \frac{(2N + 3) N! t^2}{2(N + 2)!} + \frac{41 + 5N + 27N^2 + 4N^3}{8(2 + N)! (3 + N)!} t^2 + \ldots \right) $$

$$ + \xi^3 C_N^3 t^{3N+3} \left( 1 - \frac{(3N + 4) N! t^3}{2(N + 2)!^2} + \frac{(5 + 3N)(59 + 89N + 41N^2 + 6N^3)}{16(N + 3)! (N + 2)!} t^3 + \ldots \right) $$

$$ + \ldots $$

where $\xi$ is the trans-series parameter, and the numerical coefficient $C_N$ is:

$$ C_N = \left( \frac{1}{2^{N+1} (N + 1)!} \right)^2. $$
We can write the trans-series solution of this Okamoto PIII equation as:

\[ \sigma(t, N) = (N + 1) \sum_{k=1}^{\infty} \xi^k \left( \frac{1}{2N+1} \right)^{2k} (N+1) \sigma_{(k)}(t, N). \]  

(77)

Here \( \xi \) is the trans-series parameter. Matching to the GWW model boundary conditions fixes \( \xi = 1 \). The leading \( k = 1 \) term in (77), which is the first line in (75), corresponds when converted via (73) to the partition function \( Z(t, N) \) to the expansion term displayed in (72). This is a convergent expansion. However, the full trans-series in (77), including all powers of the instanton-counting parameter \( \xi \), is a sum over the contributions associated with complex saddles [105–107]. The fluctuations about the \( k \)th saddle sector, \( \sigma_{(k)}(t, N) \), are all convergent. For example, the one-instanton (\( k = 1 \)) fluctuation factor (see the first line in equation (75)) can be summed to all orders [105]:

\[ \sigma_{(1)}(t, N) = \frac{t}{4} \left( J_N(\sqrt{t})^2 - J_{N+1}(\sqrt{t})J_{N-1}(\sqrt{t}) \right), \]

(78)

which clearly has infinite radius of convergence for any \( N \).

In terms of the partition function \( Z(t, N) \), the trans-series for \( \sigma(t, N) \) becomes with the GWW trans-series parameter choice, \( \xi = 1 \)

\[ e^{-t/4}Z(t, N) \sim 1 - \frac{(\xi/2)^{N+1}}{(N+1)!^2} \left( 1 - \frac{1}{2} \frac{(N+1)t}{(N+2)^2} + \frac{1}{16} \frac{(2N+3)t^2}{(N+2)^2} + \ldots \right) \]

\[ + \frac{(\xi/2)^{2(N+2)}}{(N+2)!(N+3)!^2} \left( 1 - \frac{(N+2)t}{(N+4)^2} + \ldots \right) \]

\[ - \frac{4(\xi/2)^{3(N+3)}}{(N+3)!(N+4)!(N+5)!^2} \left( 1 - \mathcal{O}(t) + \ldots \right) + \ldots . \]

(79)

The first line corresponds to the naive small \( t \) expansion shown in (72), obtained for example by expanding the Toeplitz determinant for various values of \( N \), and fitting. This fluctuation factor can be re-summed as in (78), but this only agrees with the small \( t \) expansion of the exact expression to order \( \mathcal{O}(t^{2N+1}) \). The remaining ‘higher instanton’ terms in (79) give the full expression to all orders, for any \( N \). This is a clear example of the non-perturbative trans-series completion of a convergent expansion. Notice that when \( N \) is an integer, as it is in the GWW model, it is difficult to disentangle the trans-series structure in this convergent small \( t \) expansion, but in the generic case this is a series in powers of \( t \) and powers of \( t^{\xi} \), which can be distinguished for generic non-integer \( N \). This is analogous to the structure in Jimbo’s PVI expansion (2).

Indeed, the expansion of \( \sigma(t, N) \) coming from the Okamoto PIII equation (74) generates a strong coupling (small \( t \) expansion for the partition function that matches the all-orders \( c = 1 \) conformal block tau function expansion in (6), suitably reduced to PIII. This coalescence reduction has been performed: see equations (5.14)–(5.15) of [22] (with some redefinition of constants, and the identification \( r \to N \)):

\[ e^{-t/4}Z(t, N) = \sum_{k=0}^{\infty} \frac{G(k+1)G(k+N+1)}{G(2k+N+1)} \left( \frac{1}{4} \right)^k \left( \frac{t}{4} \right)^k \sum_{\lambda, \mu \in \mathcal{V}} B_{\lambda, \mu}(k, N) t^{\lambda + \mu}. \]

(80)
where the conformal block coefficients are

\[ B_{\lambda\mu}(k, N) = \prod_{(ij) \in \lambda} \frac{(i - j + k)(i - j + k + N)}{\mu(i, j)(\lambda_j + \mu_j - i + j + 1) + 2k + N)^2} \]
\[ \times \prod_{(ij) \in \mu} \frac{(i - j - k)(i - j + k - N)}{h_k^2(i, j)(\lambda_i + \mu_i - i - j + 1 - 2k - N)^2}. \]  

(81)

It is an instructive exercise to confirm that this conformal block sum reproduces the trans-series form in (79), which is derived directly from the Okamoto PIII’ equation (74). Note the characteristic quadratic dependence on the instanton number \(k\) of the power appearing in the instanton factors \((\frac{1}{2})^{k(N+k)}\) for the tau function in (80), compared to the linear dependence on \(k\) of the powers appearing in the corresponding expansions (75) and (77) of the sigma function \(\sigma(t, N)\). This quadratic dependence for the tau function can be traced back to Jimbo’s expansion (2) and its all orders form in terms of conformal blocks (6), noting the quadratic dependence on the boundary condition parameter \(\tilde{\sigma}(2)\) and (8), and the resurgent shift \(\tilde{\sigma} \rightarrow \tilde{\sigma} + n\) in (6).

The normalization factors in (80) generate the prefactors of the expansion in (79):

\[ \left( \frac{G(k + 1)G(k + N + 1)}{G(2k + N + 1)} \right) \left( -1 \right)^k \left( \frac{1}{2} \right)^{k(N+k)} \]
\[ \rightarrow \left\{ 1, -\left( \frac{1}{2} \right)^{N+1} + \left( \frac{1}{2} \right)^{2(N+2)} - 4 \left( \frac{1}{2} \right)^{3(N+3)} \right\} \]
\[ \left( (N + 1)! \right)^2 \left( (N + 2)! \right)^2 \left( (N + 3)! \right)^2 \left( (N + 4)! \right)^2 \left( (N + 5)! \right)^2 \cdots \]  

(82)

where we have used the Barnes G function property

\[ \frac{G(x + 1)}{G(x)} = \Gamma(x) \]  

(83)

together with \(G(1) = G(2) = G(3) = 1, G(4) = 2\).

In fact, the GWW partition function can also be expressed as a sum over partitions in an even simpler form, due to Gessel and Borodin (see [95]):

\[ Z(t, N) = \sum_{\lambda \in Y; \lambda_i \leq N} \left( \frac{\dim \lambda}{n!} \right)^2 \left( \frac{t}{4} \right)^{|\lambda|}. \]  

(84)

This expression (84) is an all-orders expansion of the Toeplitz determinant expression in (70).

For example, when \(N = 1\) each Young diagram has a single row, so we obtain the expansion

\[ Z(t, 1) = \sum_{n=0}^{\infty} \frac{1}{(n!)^2} \left( \frac{t}{4} \right)^n = I_0(\sqrt{t}). \]  

(85)

When \(N = 2\) we sum over Young diagrams with one row, and those with two rows, leading to the expansion

\[ Z(t, 2) = \sum_{n=0}^{\infty} \sum_{j=0}^{n} \frac{(2j - n + 1)}{j!(j + 1)!(n - j + 1)!^2} \left( \frac{t}{4} \right)^n = I_0^2(\sqrt{t}) - I_1^2(\sqrt{t}) \]  

(86)

in agreement with (70) with \(N = 2\).
4.2. GWW trans-series at weak coupling

Weak coupling means large $t$, so at fixed $N$ we can use the large $t$ asymptotic expansion of the Bessel functions in the Toeplitz determinant representation (70). At fixed index $j$, the large $x$ resurgent asymptotic expansion of the modified Bessel function involves two exponential terms:

$$I_j(x) \sim \frac{e^x}{\sqrt{2\pi}} \sum_{n=0}^{\infty} \left(-1\right)^n \frac{\alpha_n(j)}{x^n} \pm ie^{ix} \frac{e^{-ix}}{x^n} \sum_{n=0}^{\infty} \frac{\alpha_n(j)}{x^n}, \quad \left|\arg(x) - \frac{\pi}{2}\right| < \pi$$

where the fluctuation coefficients are

$$\alpha_n(j) = \frac{1}{8^n n!} \prod_{l=1}^{n} \left(4j^2 - (2l-1)^2\right) = \frac{1}{8^n n!} \frac{(2j+2n-1)!!}{(2j-2n-1)!!}.$$  

Expanding the Toeplitz determinant therefore leads to a trans-series instanton-sum structure [105]:

$$Z(t,N) \sim Z_0(t,N) \sum_{k=0}^{N} Z^{(k)}(t,N)e^{-2k} \sqrt{\pi} \sum_{n=0}^{\infty} \frac{a_n^{(k)}(N)}{n^{k/2}}$$

where

$$Z_0(t,N) = \frac{G(N+1)}{(2\pi)^{N/2}} e^{\pi t - N^2/4}$$

and exponential prefactors $Z^{(k)}(t,N)$ [105]. The first few fluctuation expansions are

$$\sum_{n=0}^{\infty} \frac{a_n^{(0)}(N)}{n^{1/2}} = 1 + \frac{N}{8} \frac{N^2}{\sqrt{t}} + \frac{9N^2}{128} \frac{1}{t} + \frac{3N(17N^2 + 8)}{1024} \frac{1}{t^{3/2}} + \ldots$$

$$\sum_{n=0}^{\infty} \frac{a_n^{(1)}(N)}{n^{1/2}} = 1 - \frac{(N-2)(2N-3)}{8} \frac{1}{\sqrt{t}} + \frac{(4N^3 - 36N^3 + 129N^2 - 220N + 132)}{128} \frac{1}{t} + \ldots$$

$$\sum_{n=0}^{\infty} \frac{a_n^{(2)}(N)}{n^{1/2}} = 1 - \frac{(N-4)(4N-9)}{8} \frac{1}{\sqrt{t}} + \frac{(16N^4 - 216N^3 + 1113N^2 - 2552N + 2160)}{128} \frac{1}{t} + \ldots$$

The resurgent properties of the weak-coupling trans-series expansion (89) have been studied in [105]. The large-order growth of the fluctuation coefficients in a given instanton sector are quantitatively related to the low-order coefficients of the fluctuations in neighboring instanton sectors. For example, at large perturbative fluctuation order, the coefficients in the $k = 0$ sector grow as the expansion order $n \to \infty$ as

$$a_n^{(0)}(N) \sim \frac{2^n}{\pi(N-1)!} \left[ \frac{(n+N-3)!}{2^n} \left[ 1 - \frac{(N-2)(2N-3)}{8} \frac{2}{(n+N-3)} \right. \right.$$  

$$\left. + \frac{(4N^4 - 36N^3 + 129N^2 - 220N + 132)}{128} \frac{2^2}{(n+N-3)(n+N-4)} + \ldots \right].$$
In this expression for the large order behavior of the coefficients of the zero-instanton series (91) we recognize the low order coefficients of the one-instanton series (92). These large-order/low-order relations hold for any \( N \). Similarly, the large-order growth of the fluctuation coefficients in the one-instanton sector is given by (95):

\[
\alpha_n^{(1)}(N) \sim -\frac{2^{N-1}}{\pi(N-2)!} \left( \frac{n + N - 5}{2^n} \right) \left[ 1 - \frac{(N - 4)(4N - 9)}{8} \right] \frac{2^2}{(n + N - 5)(n + N - 6)} + \cdots
\]

in which we recognize the low-order terms in the \( k = 2 \) sector in (93). These generic resurgent large-order/low-order relations hold for any fixed \( N \).

This weak-coupling expansion can be identified with the large \( t \) expansion in equations (A.30)–(A.31) of the \( \Pi \)\( \Pi^I \) tau function in [80], where it is expressed as (with the identification \( \theta^* = N/2, \theta^\star = -N/2, s \to 2i\sqrt{t}, \) and trans-series parameter \( e^{i\rho} \)):

\[
\tau(t, N) = t^{N/2} \sum_{k \in \mathbb{Z}} e^{ik\rho} G(\nu + k, t)
\]

with normalization factors \( C(\nu, t) \) [80]. The first few coefficients of the fluctuation terms in (96) and (97) can be expressed as:

\[
D_1(\nu) = -\nu^3 + \frac{1}{4}\nu (N^2 - 2)
\]

\[
D_2(\nu) = \frac{\nu^6}{2} + \frac{1}{4}\nu^4 (7 - N^2) + \frac{1}{32}\nu^2 (N^2 - 10) (N^2 - 6) + \frac{1}{64}N^2 (N^2 - 12).
\]

With the further identification \( \nu = -N/2 \) these reduce to

\[
D_1 \left( -\frac{N}{2} \right) = \frac{N}{4}
\]

\[
D_2 \left( -\frac{N}{2} \right) = \frac{9N^2}{32}
\]

which match the first two terms in the zero-instanton expansion GWW expansion (91) above.

But more interesting from the resurgence perspective is that the fluctuation coefficients in the higher instanton sectors can be obtained from those in the \( k = 0 \) sector, simply by a shift of \( \nu \). Note for example, that shifting \( \nu \to \nu + 1 \), and then identifying \( \nu = -N/2 \), yields

\[
D_1 \left( -\frac{N}{2} + 1 \right) = -\frac{(N - 2)(2N - 3)}{4}
\]

\[
D_2 \left( -\frac{N}{2} + 1 \right) = \frac{(4N^4 - 36N^3 + 129N^2 - 220N + 132)}{32}
\]

which match the first two terms in the one-instanton expansion GWW expansion (92) above. Similarly, shifting \( \nu \to \nu + 2 \), and then identifying \( \nu = -N/2 \), yields
which match the first two terms in the two-instanton expansion GWW expansion (93) above. Thus, the conformal block expansion (96) and (97) gives the all-orders trans-series expansion in a concise combinatorial form, and demonstrates the resurgent structure via the simple shift of the boundary condition parameter $\nu = -\frac{N}{2}$ by integer shifts according to the instanton number.

5. Resurgence in full counting statistics of 1 dimensional fermions: Painlevé V

It is well known that the Painlevé equations play a key role in the physics of one-dimensional fermionic and bosonic systems [6, 108, 109]. Here we briefly mention one particular such application, and discuss the physical significance of the resurgent structure of the associated asymptotic expansion.

Consider the full counting statistics [110] for free one dimensional fermions. This quantity is the generating function of the cumulants:

$$\chi(x, \kappa) \equiv \langle e^{2\pi i \kappa \hat{Q}} \rangle.$$  \hfill (106)

Here $\hat{Q}$ is the charge operator, quadratic in the fermion creation and annihilation operators. The parameter $x$ is related to the Fermi energy, by a suitable scaling, and $\kappa$ is the generating function parameter. For free one dimensional fermions, this function $\chi(x, \kappa)$ is a tau function for Painlevé V. Explicitly, if we define the corresponding Okamoto sigma function:

$$\sigma(x, \kappa) \equiv x \frac{\partial}{\partial x} \ln \chi(x, \kappa)$$ \hfill (107)

then $\sigma(x, \kappa)$ satisfies an Okamoto Painlevé V equation (see [111] and references therein):

$$(x \sigma'')^2 + 4(x \sigma' - \sigma) \left( x \sigma' - \sigma + (\sigma')^2 \right) = 0.$$ \hfill (108)

In the large $x$ limit the following asymptotic expansion was conjectured and verified to high order [111]:

$$\chi(x, \kappa) = \sum_{n=-\infty}^{\infty} \chi_n(x, \kappa + n)$$ \hfill (109)

where

$$\chi_n(x, \kappa) = (G(1 + \kappa)G(1 - \kappa))^2 \frac{e^{2\pi x}}{(2\pi)^{2\kappa}} \sum_{k=0}^{\infty} \frac{p_k(\kappa)}{(ix)^k}.$$ \hfill (110)

Here, $G(z)$ denotes the Barnes double-gamma function. The expansion coefficients $p_k(\kappa)$ are polynomials in $\kappa$. These polynomials can be generated recursively in an algorithmic manner using this ansatz in (107) and (108).

We recognize the expansion (109) as a trans-series expansion for the tau function $\chi(x, \kappa)$ of the Painlevé V system. The 'periodicity' in $\kappa$ of the expansion (109) is manifest by the sum over all integer shifts $\kappa \rightarrow \kappa + n$. Moreover, it was pointed out in [111] that periodicity in
κ is physically required due to the integer nature of the charge \( \hat{Q} \) in the definition of the full counting statistics (106).

As in the case of Painlevé III for the Gross–Witten–Wadia model discussed in section 4, the reduction from Painlevé VI involves the merging of two regular singular points, resulting in an irregular singular point at infinity. Therefore, the large \( x \) expansion of the Painlevé V tau function in (109) is divergent. For PV there is a divergent conformal block expansion at \( x \sim \infty \), and a convergent conformal block expansion at \( x \sim 0 \). The divergent \( c = 1 \) conformal block expansion for PV has been studied in [80], appendix A, where it is expressed as

\[
\tau_{\mathcal{V}}(x) \sim \sum_{n=-\infty}^{\infty} e^{i\rho n} \mathcal{G}(x, \nu + n) , \quad x \to \infty
\]  

(111)

where \( \mathcal{G}(x, \nu) = C(\nu) \frac{e^{2i\nu x}}{x^{i\nu}} \sum_{k=0}^{\infty} \frac{D_k(\nu)}{(ix)^k} \)  

(112)

where \( C(\nu) \) are known normalization factors, and \( D_k(\nu) \) are polynomials in \( \nu \) which can be generated recursively.

Comparing (111) and (112) with (109) and (110), we see that the boundary conditions for the full-counting statistics solution \( \chi(x, \kappa) \) fixes the trans-series parameter (instanton counting parameter) \( e^{i\rho} \), and the other trans-series parameter \( \nu \) plays the role of the generating function parameter \( \kappa \). One can further check that the fluctuation polynomials \( p_k(\kappa) \) and \( D_k(\nu) \) match. Therefore, the resurgent trans-series structure of the \( c = 1 \) conformal block expansion guarantees the physical condition of periodicity under integer shifts of \( \kappa \). Physically, the resurgent sum over instanton and anti-instanton sectors in (111) and (112) is identified with the sum over different Fisher–Hartwig branches in (109) and (110).

On the other hand, the expansion at \( x = 0 \) is convergent. Nevertheless, it also has a convergent trans-series conformal block expansion. This is inherited from the convergent Painlevé VI all-orders \( c = 1 \) conformal block expansion in (6), suitably reduced from Painlevé VI to Painlevé V. This scaling reduction from PVI to PV has been carried out in [22] section 4.2. The structural form of the tau function at small \( x \) is

\[
\tau_{\mathcal{V}}(x) \sim \sum_{n=-\infty}^{\infty} s_{\mathcal{V}} \nu x^{(\nu+n)^2} C(\nu + n) B(x, \nu + n) , \quad x \to 0
\]  

(113)

where \( B(x, \nu) = \sum_{\lambda, \mu \in \mathbb{Y}} B_{\lambda, \mu}(\nu) x^{(|\lambda| + |\mu|)} \).  

(114)

Here \( C(\nu) \) is a normalization function, whose explicit form is given in [22], and the coefficients \( B_{\lambda, \mu}(\nu) \) in the conformal block expansion are expressed in terms of pairs of Young diagrams \( \lambda \) and \( \mu \). For this particular physical problem, the boundary condition is such that the trans-series parameter \( s_{\mathcal{V}} \) takes the value

\[
s_{\mathcal{V}} = \left( \frac{e^{i\kappa} - 1}{\pi} \right)
\]  

(115)

and the other boundary condition parameter, written as \( \nu \) in (113), vanishes on the physical solution. In this limit, the physical periodicity under integer shifts of \( \kappa \) is manifest in the fact that the trans-series parameter is a periodic function of \( \kappa \).

These PV tau function expansions at large and small \( x \) correspond to the those of the full-counting statistics function \( \chi(x, \kappa) \). For the associated Okamoto sigma function defined in (107), the small \( x \) boundary condition is [111]
\[ \sigma(x, \kappa) \sim \left( \frac{e^{2i\kappa} - 1}{\pi} \right) x - \left( \frac{e^{2i\kappa} - 1}{\pi} \right)^2 x^2 + O(x^3). \]  
(116)

And one can verify that the Okamoto PV equation (108) is solved by a convergent small \( x \) expansion

\[ \sigma(x, \kappa) \sim \sum_{n=1}^{\infty} \left( \frac{e^{2i\kappa} - 1}{\pi} \right)^n x^n F_n(x^2), \quad x \to 0 \]  
(117)

where the convergent fluctuation functions are \( F_n(x^2) = \sum_{k=0}^{\infty} f_{n,k} x^{2k} \), which can be generated recursively. This small \( x \) expansion can alternatively be expressed as a sum over \( x \) with coefficients that are polynomials in \( \left( \frac{e^{2i\kappa} - 1}{\pi} \right) \):

\[ \sigma(x, \kappa) \sim \sum_{m=1}^{\infty} x^m P_m \left( \left[ \frac{e^{2i\kappa} - 1}{\pi} \right] \right), \quad x \to 0. \]  
(118)

6. Conclusions

This paper emphasizes that the resurgent structure of Painlevé equations is particularly transparent when expressed in terms of tau functions and their physical conformal block expansions. This leads to three main types of resurgence. The most general relates expansions about different critical points. The second relates different instanton sectors in the expansion about a given critical point. The third relates the fluctuations about different saddle sectors in associated spectral problems. For Painlevé VI the expansions about different critical points are all convergent, but there is still a clear trans-series structure. After coalescence of singularities to lower Painlevé equations, some expansions become divergent, thereby changing the form of the trans-series. We have illustrated these phenomena with various physical applications, for the 2d Ising model (Painlevé VI), the Gross–Witten–Wadia unitary matrix model (Painlevé III), and the scaled full-counting statistics of one dimensional fermions (Painlevé V).
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Appendix A. Weierstrass forms of Heun and Painlevé VI equations

It is a standard result that the Heun equation can be transformed from its ‘normal form’ to Weierstrass elliptic form (see https://dlmf.nist.gov/31). The standard normal form is
\[
\frac{d^2 w}{dz^2} + \left( \frac{c}{z} + \frac{d}{z-1} + \frac{e}{z-x} \right) \frac{dw}{dz} + \frac{a b z - q}{z(z-1)(z-x)} w = 0. \tag{A.1}
\]
Note that \(a + b + 1 = c + d + e\). Make the following changes of variable from \(z\) to \(\xi\), and function from \(w(z)\) to \(W(\xi)\):

\[
x = \frac{1}{k^2} \equiv \frac{e_1 - e_3}{e_2 - e_1} \tag{A.2}
\]
\[
z = \text{sn}^2 \left( i k' \xi + (e_1 - e_3)^{1/2} \xi; \frac{e_2 - e_1}{e_1 - e_3} \right) \tag{A.3}
\]
\[
w = \left( P(\xi) - e_3 \right)^{(1-2e)/4} \left( P(\xi) - e_2 \right)^{(1-2d)/4} \left( P(\xi) - e_1 \right)^{(1-2e)/4} W(\xi). \tag{A.4}
\]

Then the Heun equation takes the Schrödinger-like form:

\[
\frac{d^2 W}{d\xi^2} + \left( H + \sum_{k=0}^{3} b_k P(\xi + \omega_k) \right) W(\xi) = 0. \tag{A.5}
\]

Here, the \(b_k\) coefficients are expressed in terms of the parameters \(a, b, c, d, e\) of the Heun equation, and \(H\) is expressed in terms of the accessory parameter \(q\) of the Heun equation, together with the parameters \(a, b, c, d, e\) of the Heun equation (see https://dlmf.nist.gov/31.2.E11).

It is also possible to convert the PVI equation to a Weierstrass elliptic form by the following transformations [31, 112, 113]. Change the variable from \(t\) to \(\tau\), and the function from \(y(t)\) to \(u(\tau)\), as follows:

\[
t \equiv e_3 - e_1 \quad e_2 - e_1, \quad y \equiv \frac{1}{e_2 - e_1} |P(u; \{1, \tau\}) - e_1|. \tag{A.6}
\]

The half-periods of the Weierstrass \(P\) function are

\[
\tau \equiv 2\pi i t, \quad \omega_1 = \frac{1}{2}, \quad \omega_2 = \frac{1}{2}(1 + \tau), \quad \omega_3 = \frac{1}{2} \tau, \quad \omega_0 = 0. \tag{A.7}
\]

Then the PVI equation can be written as

\[
\ddot{u} = \sum_{k=0}^{3} \nu_k P'(u + \omega_k; \{1, \tau\}) \tag{A.8}
\]
where \(\cdot\) denotes \(\frac{d}{d\tau}\), and we identify the parameters \(\nu_k\) in (A.8) with the PVI parameters in (1) as

\[
\nu_0 = \alpha, \quad \nu_1 = -\beta, \quad \nu_2 = \gamma, \quad \nu_3 = -\delta + \frac{1}{2}. \tag{A.9}
\]

Note that this form (A.8) of the PVI equation is the classical Newtonian equation of motion, \(\ddot{u} = -\frac{dV(u, \tau)}{du}\), with an explicitly time-dependent classical potential:

\[
V_{\text{class}}(u, \tau) = -\sum_{k=0}^{3} \nu_k P(u + \omega_k; \{1, 2\pi i t\}). \tag{A.10}
\]

The potential depends on \(t\) both through the dependence of \(u(t)\) on \(t\), and also through the parameter \(\tau \equiv 2\pi it\), which determines the periods of the elliptic \(P\) function.
Thus the potential in the Weierstrass form (A.5) of the Heun equation coincides with the potential whose classical equation of motion yields the Weierstrass form (A.8) of the PVI equation. This fact is important for the resurgent correspondence, discussed in section 2.3, between the PVI and Heun equations.

Appendix B. Darboux and resurgence relations

Darboux’s theorem states that for a convergent series expansion, the large-order growth of the expansion coefficients about a point (say \(z = 0\)) is directly related to the behavior of the expansion in the vicinity of a nearby singularity [85–87]. For example, suppose

\[
f(z) \sim \phi(z) \left(1 - \frac{z}{z_0}\right)^{-g} + \psi(z) \quad , \quad z \to z_0
\]

where \(\phi(z)\) and \(\psi(z)\) are analytic near \(z_0\). Then the Taylor expansion coefficients of \(f(z)\) near the origin have large-order growth

\[
b_n \sim \frac{1}{z_0^n} \left[ \phi(z_0) - \frac{(g - 1)z_0\phi'(z_0)}{n + g - 1} + \frac{(g - 1)(g - 2)z_0^2\phi''(z_0)}{2!(n + g - 1)(n + g - 2)} - \ldots \right]. \tag{B.2}
\]

Thus, leading and subleading large-order behavior terms determine the Taylor expansion of the analytic function \(\phi(z)\) which multiplies the branch-cut factor in (B.1). If the singularity is logarithmic,

\[
f(z) \sim \phi(z) \ln \left(1 - \frac{z}{z_0}\right) + \psi(z) \quad , \quad z \to z_0
\]

where \(\phi(z)\) and \(\psi(z)\) are analytic near \(z_0\), then the Taylor expansion coefficients of \(f(z)\) near the origin have large-order growth

\[
b_n \sim \frac{1}{z_0^n} \cdot \frac{1}{n} \left[ \phi(z_0) - \frac{z_0\phi'(z_0)}{n - 1} + \frac{z_0^2\phi''(z_0)}{(n - 1)(n - 2)} - \ldots \right]. \tag{B.4}
\]

Once again, the large-order behavior of the convergent expansion coefficients determines the nature of the singularity, and the fluctuations about it.

The generic Berry–Howls resurgence relations [88] which connect the large-order growth of the coefficients of a divergent series to the low-order expansion coefficients of the function at its nearby singularities can be understood as an application of Darboux’s theorem to the (convergent) Borel transform function (in the Borel variable). By contrast here, since the expansions in the physical variable are convergent, we apply Darboux’s theorem directly to the physical function itself, rather than to its Borel transform. It can be viewed as a demonstration of “resurgence”, because the behavior at a certain point can be used to deduce properties of the expansion about the nearest singularity.
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