Abstract—Auto encoding models have been extensively studied in recent years. They provide an efficient framework for sample generation, as well as for analysing feature learning. Furthermore, they are efficient in performing interpolations between data-points in semantically meaningful ways. In this paper, we build further on a previously introduced method for generating canonical, dimension independent, stochastic interpolations. Here, the distribution of interpolation paths is represented as the distribution of a bridge process constructed from an artificial random data generating process in the latent space, having the prior distribution as its invariant distribution. As a result, the stochastic interpolation paths tend to reside in regions of the latent space where the prior has high mass. This is a desirable feature since, generally, such areas produce semantically meaningful samples. In this paper, we extend the bridge process method by introducing a discriminator network that accurately identifies areas of high latent representation density. The discriminator network is incorporated as a change mechanism in the interpolation sampling procedure. This is a desirable feature since, generally, such areas produce semantically meaningful samples. In this paper, we extend the bridge process method by introducing a discriminator network that accurately identifies areas of high latent representation density. The discriminator network is incorporated as a change mechanism in the interpolation sampling procedure.

I. INTRODUCTION

The generation of a semantically meaningful transition from one data point to another is commonly referred to as Interpolation. The most common example is arguably the construction of a smooth realistic transition from one image to another. Other examples include imputation of missing data and generation of time-series data from snapshots. If data is generated from a probability distribution \( p(\mathbf{x}) \) of large dimension, that is concentrated within a low-dimensional manifold, then the interpolation path must reside near that manifold in order to produce semantically meaningful samples.

In order to understand the underlying geometry and characterise good interpolation paths, it is useful to learn low-dimensional representations of data. Auto-encoding models such as the Variational Auto Encoder (VAE) \(^{[22]}\) are effective tools in this context. The VAE consists of an encoder \( q_\phi(z|x) \) mapping data to a latent space \( Z \), a prior distribution \( p(z) \) that define the distribution of latent representations, and a decoder, \( p_\theta(x|z) \) reconstructing latent representations to the data space. The assignment of latent data representations allows for easier analysis of the data manifold. More specifically, decoded interpolation paths from the latent space that respects the manifold defined by \( p(z) \) should respect the manifold defined by \( p(x) \) and hence produce semantically meaningful results. Interpolation between two data-points \( x^{(i)} \) and \( x^{(j)} \) in the VAE context is performed in the following manner:

1) Encode \( x^{(i)}, x^{(j)} \) through sampling \( z^{(i)} \sim q_\phi(z|x^{(i)}), z^{(j)} \sim q_\phi(z|x^{(j)}) \)

2) Construct a suitable path in the latent space between the decoded points \( [z^{(i)}, z, ..., z^{(j)}] \)

3) Decode the latent path by sampling \( [x^{(i)} \sim p_\theta(x|z^{(i)}), x \sim p_\theta(x|z), ..., x^{(j)} \sim p_\theta(x|z^{(j)})] \)

To reduce noise, the sampling steps (1) and (3) can be replaced by means. Several different methods for constructing optimal paths in step (2) have been suggested and are discussed in Section \( \ref{sec:methods} \). In this article, we are specifically concerned with constructing random interpolations in this setting. That is, constructing a probability distribution over interpolation paths given a set of endpoints, and methods for sampling from that distribution. Sampling random interpolation paths is useful for understanding the space of realistic interpolations, for generating video samples from snapshots, motion samples from static positions, etc. In this article, an extension of the Gaussian Interpolation method presented in \(^{[29]}\) is presented.

To model the distribution over interpolation paths in \( Z \), they consider an artificial data generating mechanism, in the form of a stationary stochastic process \( \{Z(t)\}_{t \in [0,T]} \) with \( p(z) \) as its invariant distribution. The distribution over interpolation paths is given by the distribution of the corresponding bridge process, obtained by conditioning \( Z \) on the start and end points, \( Z(0) = z^{(i)} \) and \( Z(T) = z^{(j)} \). This approach forces latent data representations within the interpolation path to be placed within the manifold where \( p(z) \) is concentrated, hence assuring variability in samples and adherence to data location. However, the manifold specified by \( p(z) \) can potentially be large, and only partially populated with latent data representations; as there is no mechanism in the setup that specifies where within the manifold that data representations are placed.

In this paper we investigate the introduction of such a mechanism in the interpolation sampling procedure. This is achieved through training a discriminator network on the latent space; that distinguishes between samples randomly drawn from \( p(z) \), and original data representations. The discriminator
network is then applied for constructing a change of measure that emphasizes paths with proximity to data. The change of measure is implemented using a Sequential Monte Carlo method (SMC) where the mutation of particles follows the underlying bridge process and the resampling weights are determined by the discriminator network. Although it is possible to apply the method to any stochastic process interpolation scheme, we are focusing in this paper on Gaussian Processes and normally distributed priors for demonstration purposes. We demonstrate theoretically and empirically that the method is capable of adhering to the data manifold more effectively than Gaussian Interpolation. This results in better quality samples, and more variability in interpolation paths.

The paper is organised as follows. In Section II related work is presented. In Section III the Gaussian Process and the corresponding Gaussian Bridge used for interpolation is introduced. The main results are given in Section IV where the algorithm for adjusting the stochastic bridge process according to data representation proximity is presented, and its mathematical properties established. Numerical experiments on two data sets are provided in Section V.

II. RELATED WORK

Previous work on the construction of semantically meaningful interpolation paths is almost entirely devoted to deterministic methods. A useful approach is to find paths that are optimised with respect to some evaluation criteria, such as geodesics with respect to an appropriate metric. Such path optimization approaches are used to study interpolation.

In latent variable models, more precisely VAEs, interpolation paths are constructed between encoded data-points in the latent space and the entire path is decoded in the data space. The decoder is generally only able to produce meaningful output from a vicinity of encoded data-points in the latent space.

Since VAEs are trained to put encoded data-points in the high dimensional latent space, encode data-points tend to lie near a sphere around the origin with radius given by the square-root of the dimension, see [14]. To account for the prior mismatch, a Cauchy prior is proposed by [24], which is shown to produce a perfect distributional match, and [32] use numerical optimisation to search for a prior with low distributional mismatch. The approach using distributional mismatch clearly demonstrates the problems with interpolations not respecting the prior. However, low distributional mismatch will lead to interpolation paths that are good on average, which is a rather weak criteria.

A different approach to interpolation is suggested by [4], where an interpolation quality critic network is included in the training process. Visual improvements are obtained, but the method does not include analysis of the latent variable manifold.

Gaussian processes are considered as priors of VAEs for dependent data, see [6], where the covariance function models the dependence in the training data. A similar approach is used for multivariate time series imputation in [13]. Extensions of the Gaussian process framework for time series include the use of recurrent network encoders and decoders for representation learning, classification and forecasting, see [33], [13]. Stochastic process VAEs are further developed in the ODE-VAE model by [37]. These methods aim to model distributions for dependent data, such as time series, but are generally not used to construct interpolation paths.

The approach taken in [29] is different from previous approaches to interpolation, mentioned above, which rely on deterministic methods. Stochastic interpolation is introduced by representing the distribution of interpolation paths in the form of associated stochastic bridge processes in the latent space. Although there are connections both to manifold learning and to VAEs for dependent data, none of these existing approaches are used to study interpolation.

In this paper, we build further on the construction of stochastic interpolation paths based on Gaussian bridges, by considering a discriminator network that identifies the vicinity of encoded data-points in the latent space and a change of measure technique, implemented by sequential Monte Carlo, that guides interpolation paths through the relevant part of the latent space.

III. GAUSSIAN PROCESSES AND GAUSSIAN BRIDGES

A stochastic process \( \{Z(t)\} \) is a centered stationary Gaussian process if for any finite number of times \((t_0, \ldots, t_m)\), it holds that

\[
(Z(t_0), \ldots, Z(t_m)) \sim N(0, \Sigma)
\]  

(1)

where \( \Sigma \) is a covariance matrix. Typically, \( \Sigma \) is constructed through setting \( \Sigma_{ij} = k(t_i - t_j) \) for some kernel function \( k \) fulfilling \( k(t_i - t_j) = k(t_j - t_i) \). In this paper, the kernel

\[
k(h) = \exp \left\{ -\beta|h|^\alpha \right\}
\]

(2)

is used. This is the kernel used in [29] for non-periodic sampling. The kernel controls the level of covariance between samples in the process path, as function of their difference in time. Large \( \alpha \) results in large covariance between close sample points, while small covariance for distant sample points. Low
\( \alpha \) results in near constant covariance over time distance. Thus \( \alpha \) controls the smoothness of paths, while \( \beta \) acts as a scale parameter. Note that the process has the standard normal as stationary distribution, making it a suitable alternative for constructing interpolation bridge processes in the context of VAE with normal prior. The bridge is constructed through using the well established rules for conditional distributions of multivariate normals. Given a normal distribution on \( f(t_0) = 0 \), \( f(t_m) = T \), successive sampling from \( Z(t_k) | Z(t_0), \ldots, Z(t_{k-1}), Z(t_m), k = 1, \ldots, m - 1 \), amounts to successive sampling from dependent normal distributions, and yields a sample interpolation path. Here \( T \) controls the level of path randomness. A small \( T \) essentially reproduces linear interpolation of 0 variance, and large \( T \) essentially reproduces the non-conditioned distribution \( f(t_0) \) for the path mid-points \( \gamma \).

IV. SAMPLING WITH DISCRIMINATOR NETWORK

As discussed in the introduction, the approach taken in \( \gamma \) can potentially fail, or at least produce sub-optimal results, due to data not being evenly spread out over the manifold defined by \( p(z) \). The method only ensures that the interpolation path resides within the manifold specified by \( p(z) \), but it does not specify closer where within the manifold the process should reside; which is a problem in the case data representations only occupies a small part of the manifold. In order to remedy this limitation, we propose training a discriminator network to identify areas of high data latent representation density; and subsequently use it for causing a drift of the stochastic process within the manifold towards data intensive areas through a sampling process. Areas with high data latent representation is captured by the probability density \( N^N(z) \) defined by

\[
L^N(z) = \frac{1}{N} \sum_{i=1}^{N} q_{\phi}(z|x(i)).
\]

The discriminatory network is trained to distinguish between the empirical measure \( L^N(z) \) and the prior \( p(z) \). For example, fix a function class \( f \) and set the discriminatory network \( f \) to be the maximizer to the following maximization problem

\[
\max_{f \in \mathcal{F}} \int_{\mathbb{R}^d} f(z) L^N(z) dz - \int_{\mathbb{R}^d} f(z) p(z) dz.
\]

If \( \mathcal{F} \) is the set of Lipschitz continuous functions then the value of \( \int_{\mathbb{R}^d} f(z) L^N(z) dz - \int_{\mathbb{R}^d} f(z) p(z) dz \) is the Wasserstein distance between \( L^N(z) \) and \( p(z) \). Another approach is to let \( \mathcal{F} \) be all functions parametrized by a neural network with a sigmoid output and then solve the following maximization problem

\[
\max_{f \in \mathcal{F}} \int_{\mathbb{R}^d} \log(f(z)) L^N(z) dz + \int_{\mathbb{R}^d} \log(1 - f(z)) p(z) dz.
\]

Call the function maximizing the above optimization problem \( f \). The object now is to interpolate through regions where \( f(z) \) has a high value. This is achieved by a change of measure of the Gaussian bridge process, implemented via a sequential Monte Carlo scheme.

A. A change of measure and sequential Monte Carlo

Let \( \mathbb{P} \) be a probability measure such that, under \( \mathbb{P} \), the process \( \{\hat{Z}(t) \}_{t \in [0,T]} \) is a Gaussian bridge process, obtained from a centered stationary Gaussian process, \( \{Z(t) \}_{t \in \mathbb{R}} \), with kernel \( k \) conditioned on \( Z(0) = z_0 \) and \( Z(T) = z_T \). Given a function \( f \) whose value represents the importance of points in the latent space, a terminal time \( T > 0 \), and a bounded function \( \gamma : [0, T] \rightarrow [0, \infty) \), let \( Q^f_\gamma \) be the probability measure such that

\[
\frac{dQ^f_\gamma}{d\mathbb{P}}(\hat{Z}) \propto \exp \left( \int_0^T \gamma(t) \log f(\hat{Z}(t)) dt \right).
\]

Note that, compared to \( \mathbb{P} \), the measure \( Q^f_\gamma \) emphasizes paths with a high value of \( f \) and the function \( \gamma \) is a parameter that controls how much high values of \( f \) are emphasized.

To sample an interpolation path from \( Q^f_\gamma \), consider sampling the path at a finite number of times \( 0 = t_0 \leq t_1 \leq \cdots \leq t_m = T \). Let \( G_t \) be the \( \sigma \)-field generated by \( \hat{Z}(s), 0 \leq s \leq t \), and \( Q^f_\gamma \) denote the conditional measure of \( Q^f_\gamma \) given \( G_t \), and similar for \( P_t \). Then, the likelihood ratio \( \frac{dQ^f_\gamma}{d\mathbb{P}} \) restricted to \( G_t \) is given by

\[
e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}(t)) dt} E_{\mathbb{P}}[e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}(t)) dt} | G_{t_k}] = E_{\mathbb{E}}[e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}(t)) dt} | G_{t_k}].
\]

for \( k = 1, \ldots, m \). To sample from \( Q^f_\gamma(\hat{Z}_{t_k} \in \cdot) \) it is, in principle, possible to sample a proposed Gaussian bridge \( \{\hat{Z}(s), t_{k-1} \leq s \leq t_k \} \) from \( P_{t_{k-1}} \) and accept the proposal with probability proportional to the weight

\[
w_k = e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}(t)) dt} |
\[
E_{\mathbb{P}}[e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}(t)) dt} | G_{t_k}].
\]

In practice, a Sequential Monte Carlo implementation is preferred. Given \( N \) trajectories \( \{\hat{Z}^n(t_0), \ldots, \hat{Z}^n(t_{k-1})\} \), \( n = 1, \ldots, N \), each trajectory is extended to \( \{\hat{Z}^n(t_k) \} \) by sampling each \( \hat{Z}^n(t_k) \) independently from \( P(\hat{Z}^n(t_k) \in \cdot | \hat{Z}^n(t_0), \ldots, \hat{Z}^n(t_{k-1})) \). The extended trajectories are resampled using weights \( w^n_k \), where the integrals are approximated using a convex combination of the function value at its end points,

\[
\int_{t_{k-1}}^{t_k} g(t) dt \approx [\xi g(t_{k-1}) + (1 - \xi) g(t_k)](t_k - t_{k-1}),
\]

some \( \xi \in [0, 1] \). The resulting approximating of the resampling weights is given by

\[
w^n_k = e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}^n(t)) dt}
\times E_{\mathbb{P}}[e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}^n(t)) dt} | G_{t_k}] = E_{\mathbb{F}}[e^{\int_{t_{k-1}}^{t_k} \gamma(t) \log f(\hat{Z}^n(T)) dt} | T_k].
\]

In Algorithm 1 the sequential Monte Carlo implementation is presented, with equidistant times, \( t_k - t_{k-1} = \Delta \), \( \xi = 0 \) and \( \gamma \equiv 1/\Delta \), leading to \( w^n_k \propto f(\hat{Z}(t_k)) \). Note that, in Algorithm 1 the number of columns in the variable "paths" is
the number of sample paths created, whereas the number of rows is \( T/\Delta + 1 \).

### Algorithm 1: Stochastic interpolation with discriminator network sampling

**Input:** time \( T \)
- **Input:** number of steps \( steps \)
- **Input:** kernel covariance matrix \( \Sigma \)
- **Input:** start latent data representation \( z_0 \)
- **Input:** end latent data representation \( z_T \)

```plaintext
\[
\text{times} = \text{linspace}(0, T, \text{steps}) \\
\text{paths} = \begin{bmatrix} z_0 & z_0 & \ldots & z_0 \\
                             & \vdots & \vdots & \vdots \\
\end{bmatrix} \\
\text{for } i \text{ in } (1 \text{ : times - 1)}:
  \text{next_steps} = []
  \text{for } j \text{ in } (0 \text{ : paths.no_columns)}:
    \text{next_step} \sim N(z^2_i | z^2_{0,t-1}, z_T, \Sigma) \\
    \text{next_steps.append(next_step)}
  \text{paths[i, :] = next_steps}
  \text{values = discriminator(next_steps)}
  \text{weights = values / sum(values)}
  \text{resample_index \sim Multinomial(}
    N=\text{paths.no_columns},
    \text{probabilities=weights})
  \text{paths} = \text{paths[:, resample_index]}
\text{interpolation_path_example} = \text{paths[:, 0]}
```

### V. Experiments

**Lines data set**

The lines dataset was introduced in [4] and consists of 32 \times 32 pixel grey-scale images with a single 16 pixel line extending from the center. In [4] two interpolation metrics are also introduced, mean-distance and smoothness. For an interpolation path, mean-distance measure the average cosine-distance to the data set along the interpolation path. Smoothness measures the maximum angle difference between two adjacent lines in the interpolation path. The motivation is that the interpolation should go through data and therefore have low cosine distance to the data set, i.e., low mean score, and the interpolation should be continuous, i.e., no big difference in adjacent interpolation points, which corresponds to low smoothness score. The VAE setup follows the setup of [4]. The encoder consists of 5 blocks where each block consists of two 3 \times 3 convolutional layers followed by a 2 \times 2 average pooling layer. The decoder uses five blocks, each block consisting of two 3 \times 3 convolutional layers followed by a 2 \times 2 nearest neighbour up-sampling. The latent space dimension is set to 2 to allow for easy visualization of the latent space.

The latent space is visualized by plotting the decoded images for each point in the latent space, see Figure 1. It is clear from the figure that the latent space has regions were it has bad reconstruction capabilities. To visualize where the data is located in the latent space, 1000 images are transformed via the encoder to the latent space and their mean vector is plotted. The result, right image in Figure 1 shows that the data is located on a 1-dimensional curve. Also to be noted is that the images decoded from regions close to the 1-dimensional curve have reconstructed images of high quality.

The structure of the data in the latent space implies that simple linear interpolation often will pass through regions with bad reconstruction. As an example, see Figure 2, where the linear interpolation from one side of the curve to the other passes through the center where the reconstruction is poor. The SMC interpolation on the other hand follows the data and creates a smooth interpolation between the two lines.

For quantitative evaluation of the mean and smoothness score we run 50 interpolations with 16 images in each interpolation. The Gaussian process in the Gaussian process interpolation and for the proposal distribution in the SMC interpolation use the kernel defined in [3] with parameters \( \alpha = 2, \beta = 5 \). The discriminatory network is a four layer neural network with a sigmoid output. The hidden layers have sizes 100, 200, 500 and use a ReLU activation. The Adam optimizer with binary cross entropy as loss is used for training. 1000 particles are then used for the SMC interpolation.

In Table I the mean score and smoothness score for the three different methods, linear, Gaussian and SMC are presented. The SMC method has the lowest score for both the mean score and the smoothness score. Further examples of interpolation with the three different methods are presented in Figure 3. The SMC method has the sharpest images and the smoothest paths.

To investigate performance on a larger latent space, the same experiment is set up on a latent space of dimension 64. The encoder and decoder have similar structure as above but with four blocks instead of five. This is exactly the same setup as in [4]. In Table II the results from the experiments with latent space dimension of 64 are shown. The results are overall slightly better than for two dimensional latent space and the SMC method perform significantly better at both mean score and smoothness score.

| Method   | Mean score (std) | Smoothness score (std) |
|----------|-----------------|------------------------|
| Linear   | 0.0122 (0.0119) | 0.692 (0.480)          |
| Gaussian | 0.0106 (0.0109) | 0.544 (0.411)          |
| SMC      | 0.00223 (0.00174) | 0.159 (0.260)         |

**CelebA data set**

In order to test the algorithm on more complex data requiring higher prior dimension, we consider the CelebA data set [26], a large-scale face attributes data set with more than 200K celebrity images.
TABLE II: Mean score and Smoothness score for Linear, Gaussian and SMC interpolation. $\alpha = 2$, $\beta = 5$, $T = 1$, latent space dimension = 64

| Method   | Mean score (std) | Smoothness score (std) |
|----------|------------------|------------------------|
| Linear   | 0.0105 (0.0113)  | 0.346 (0.285)          |
| Gaussian | 0.00868 (0.0101) | 0.411 (0.425)          |
| SMC      | 0.00200 (0.00172) | 0.0842 (0.0364)        |

Fig. 1: Visualization of the latent space and the encoded means of the data. The image to the left visualize the latent space by decoding points in the latent space and showing the corresponding line for each latent point. The image to the right adds the mean of the encoded images, notice that the data is concentrated on a 1-dimensional curve.

Fig. 2: Top a linear interpolation and a SMC interpolation visualized in the latent space, notice how the linear interpolation passes through a region where no data is located. Middle: The linear interpolation in the image space. Bottom: The SMC interpolation in the image space.

In order to construct sample images of high fidelity, a variant of the VAE model is used, as suggested by X. Hou et al [17]. In this variant, image representations in the first layers of the VGG-net [31] are used as components in the training loss function. The setup used in this article, including network architecture, batch size, loss function, training scheme etc., is identical to [17]. The Gaussian Process with kernel (2), with parameters $\alpha = 2$, $\beta = 2.5$, is used for both Gaussian Interpolation and SMC Interpolation. These parameters, as well as the chosen times described below, are chosen based on experimental visual inspection of high image quality.

The discriminator network consists of six densely connected layers. The first five layers have ReLU activation functions, and are of unit sizes 500, 300, 100, 50 and 10 respectively. The last layer outputs a single number through a sigmoid function. The Adam optimiser scheme with binary cross entropy loss is used for training, with a batch size of 20000 and 10000 training steps. The discriminator network architecture is developed by inspecting how the network output varies between latent space input from "empty" areas and input from data intensive areas. A flexible network results in spikes around latent data points, rendering the sampling mechanism in the SMC Interpolation unable to identify suitable paths towards data as soon as a proposal is not in the immediate vicinity of a latent data representation point. A rigid network results in over regularisation, indicating data is present in empty areas. Smoothly decreasing output when moving from data latent points towards empty areas is preferred; and obtained by the proposed architecture for test samples.

For reference, eight samples of linear interpolation are shown in Figure 4. The pictures in the far left and far right columns are reconstructions of data images.

Optimizing Gaussian Interpolation time $T$ for visual quality yields a time of around 0.7. The result can be seen in Figure 5. Note the high similarity to the linear samples Fig. 4. In Figure 8, eight interpolations between the start and end picture of the first row of Figure 5 is displayed. Note that variability between the interpolations is rather limited.

In order to increase variability of samples, $T$ can be increased [29]. Increasing the time to 2 results in higher variability, but degraded image quality, as seen in Figure 6 and Figure 9.

Extensive inspection of SMC Interpolation for different times and number of particles show no significant visual
improvement over Gaussian Interpolation of short time when it comes to image fidelity. However, SMC Interpolation allows for greater variability while maintaining quality. The interpolation results for SMC Interpolation of time 2 is seen in Figure 7 and Figure 10. Here, 200 particles are used. Note that the image quality is again similar to that of Gaussian interpolation of short time, although the variability remains high. Thus our method seems to enable the use of higher time in order to achieve greater variability, with no or limited effect on image quality.

Similar conclusions can be drawn from quantitative metrics. As proxy metric for interpolation image quality, we use the Euclidean distance between the latent representation of the interpolation midpoint and the set of latent representations of data (Mean Score). Note that this mean score is inspired by, but not equivalent to, the mean score suggested in [4]. Averaging the result for a large sample of random interpolations yields a proxy measure of image quality for an interpolation method. As proxy measure for variability of an interpolation method, we use the standard deviation mean over interpolation midpoint coordinates in the latent space. The result using 4000 random interpolations as sample is displayed in Table III.

| Time | Method | Mean Score | Variability Score |
|------|--------|------------|-------------------|
| 0.7  | Gaussian | 39.19 | 0.033 |
| 0.7  | SMC | 26.47 | 0.013 |
| 2    | Gaussian | 89.96 | 0.083 |
| 2    | SMC | 41.32 | 0.065 |

VI. CONCLUSIONS

In this paper a method for constructing semantically meaningful stochastic interpolations between data points is suggested and evaluated. The method is based on latent representation of data, and consists of a VAE, a discriminatory network that identifies areas with high concentration of encoded data, and a SMC method to sample interpolation paths. The proposed methodology is useful for (1) generating interpolation paths of high quality and (2) generating a variety of different interpolation paths at random. The method presented in this paper has the potential to improve interpolations in both situations, compared to deterministic methods in the first case, and to Gaussian Interpolation in the second.

The lines data set demonstrates the first situation. Here, the SMC method results in interpolation paths that adheres perfectly to the data manifold. This is not achieved by neither linear nor Gaussian Interpolation, and it is difficult to imagine any other method, for the specific VAE in question, that could produce better interpolation paths. The CelebA data set demonstrates the second situation. Here, we are interested in producing variety of interpolation paths of high quality. The results demonstrate that the SMC method can produce much higher variability of paths in comparison to Gaussian Interpolation, with limited or no reduction in sample quality. The SMC method comes at an additional computational cost, compared to Gaussian Interpolation, which is proportional to the number of particles used in the SMC algorithm. For applications, we believe that the increase of quality and variability significantly outweighs the cost of additional computation.
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