A Physical-World Adversarial Attack Against 3D Face Recognition

Yanjie Li, Yiquan Li, Bin Xiao*
Department of Computing
The Hong Kong Polytechnic University
{yanjie.li, yiquan.li}@connect.polyu.hk, csbxiao@comp.polyu.edu.hk

Abstract

3D face recognition systems have been widely employed in intelligent terminals, among which structured light imaging is a common method to measure the 3D shape. However, this method could be easily attacked, leading to inaccurate 3D face recognition. In this paper, we propose a novel, physically-achievable attack on the fringe structured light system, named structured light attack. The attack utilizes a projector to project optical adversarial fringes on faces to generate point clouds with well-designed noises. We firstly propose a 3D transform-invariant loss function to enhance the robustness of 3D adversarial examples in the physical-world attack. Then we reverse the 3D adversarial examples to the projector’s input to place noises on phase-shift images, which models the process of structured light imaging. A real-world structured light system is constructed for the attack and several state-of-the-art 3D face recognition neural networks are tested. Experiments show that our method can attack the physical system successfully and only needs minor modifications of projected images.

1 Introduction

3D face recognition systems use the human faces’ surface structural characteristics for user authentication and other tasks to compensate the disadvantages of 2D face recognition [1]. The common methods for 3D face recognition systems to get real-time 3D face data includes the structured light imaging system, the time of flight camera and the stereo vision, etc. The structured light imaging system has high measurement precision and good performance on uniform textures [2], thus has been a common method for 3D face measurement [3] and widely used in smart terminals [4] [5] [6].

However, in this paper, we demonstrate that the structured light system may have security risks and introduce a new attack surface to the 3D face recognition system. We propose a novel, physically-achievable 3D adversarial attack called structured light attack, which conceals the adversarial perturbation into the projected patterns to make it hard to perceive for human eyes. The perturbed patterns will create well-designed fake points in the face’s point cloud and spoof the face recognition system.

Fig.1 shows the main process of structured-light-based face recognition system and the structured light attack. We assume that the attacker can access the 3D data but cannot modify the 3D classifier’s inputs directly. In this scenario, some previous researches used 3D printing to deceive the imaging system [7], which is time-consuming and easy to be discovered. In this paper, we utilize the flaws of structured light imaging system itself and modify the projector’s inputs instead. We firstly put forward a 3D transform-invariant loss function to improve the physical attack’s robustness, and then inverse the adversarial noises to the input of the projector. To test the effectiveness of structured light attack, we implement experiments on the physical system and evaluate the attack on several state-of-the-art 3D deep learning models. This paper’s key contributions are:
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Figure 1: The main process of structured-light-based face recognition system and the structured light attack. In the normal 3D measurement process, the structured light imaging system projects specific patterns on the face through a projection device, and uses a camera and a computer to capture and recover the 3D surface. In the structure attack, the attacker adds elaborate perturbation on the projections to spoof the 3D deep learning model.

- We are the first to propose a physical-achievable adversarial attack on 3D face recognition system without using 3D printing. Our attack utilizes the flaws of structured light imaging system, which is more invisible than changing the target face itself directly.
- To satisfy the physical constraint and improve the attack’s success rate, we propose a 3D transformation-invariant loss. Contrast experiment shows the proposed loss function can greatly improve the success rate of structured light attack.
- We verify our attack’s effectiveness on a real-world structured light imaging system and test the proposed attack methods on several state-of-art 3D deep learning models.

2 Background

Structured light imaging system is an active acquisition system, which is almost insusceptible to ambient light noise and has good performance on texture-less surfaces. Hence it is widely used in 3D face scanning system [8]. structured light imaging system usually consists of one camera and one projector. The projector will project a group of specific patterns to encode every unitary position of a surface with a unique code word. Then the camera will decode the code words from captured images to get parallax or phase images used for surface reconstruction. According to the different projection patterns, structured light can be divided as fringe images [9–13], random speckles [14], and other specific patterns [15]. In this paper, we mainly discuss the fringe projection imaging.

A representative 3D reconstruction algorithm for fringe projection imaging is N-step phase-shifting algorithm, which projects N sinusoidal fringe images and gets the object’s 3D coordinates by calculating the phase map. Fig 2 shows the brief process of N-step phase-shifting algorithm. The projected fringe images (Fig 2(a)) has a phase difference of $\frac{2\pi}{N}$. The captured images (Fig 2(b)) can be written as

$$I_i(x,y) = I_a(x,y) + I_b(x,y) \cos[\varphi(x,y) - \frac{2\pi i}{N}]$$

where $i \in [0, N - 1]$, $I_a$ and $I_b$ are respectively the background image and modulation image, $(x,y)$ is the pixel coordinate in captured image. The wrapped phase map $\varphi$ can be computed by

$$\varphi(x,y) = \tan^{-1} \frac{\sum_{n=0}^{N-1} I_i(x,y) \sin(2\pi n/N)}{\sum_{n=0}^{N-1} I_i(x,y) \cos(2\pi n/N)}$$

After getting the wrapped phase map(Fig 2(c)), we can unwrap it to get the absolute phase. There are several different methods to unwrap the phase. In this paper, we use the cyclic complementary gray-code method. Finally, we can get the actual 3D coordinates through the phase-height model or the inverse-camera model [2].
Figure 2: An example of phase-shifting fringe projection: (a) The phase shift patterns to be projected. Here we take 4-step phase-shifting as an example. (b) The statue image with fringe patterns. (c) The wrapped phase map is calculated by (2). (d) The reconstructed depth image from the phase map. We can also reconstruct the point cloud from phase map.

3 Related Work

Optical Adversarial Attack  Optical adversarial attack is a subclass of physical adversarial attack. This attack uses low-cost projector to change the illumination on the target object to escape the correct classification. Compared with 2D or 3D-printed objects, this method has a lower cost on a single attack and can achieve at-scale attacks on a large amount people. This idea was firstly proposed by Nicoles et al. in 2018 [16], but their method needs iterative capturing and optimizing in each attack. Zhou et al. installed some infrared LEDs under a cap to attack the face recognition system in 2018 because infrared light is invisible to human eyes but can be captured by most cameras [17]. But their method needs additional artifacts and has a limited success rate on a large distance. Worzyk et al. projected perturbations onto the road stop signs in 2019 [18]. But they only carried out experiments on printed images rather than on real world objects. Nguyen et al. also applied optical adversarial attack to 2D face recognition system in 2020 [19]. They considered the color distortion of projector, hence only needs to project one time in each attack. In 2021, Gnanasambandam et al. improved Nguyen’s attack’s generality [20] by taking into the consideration of optics’ spatially varying and spectral nonlinear. All of these optical attacks target 2D deep learning models. However, the 2D optical attacks cannot be directly used for 3D scenarios, because their imaging principles have a large difference. In this paper, we model the structured light imaging process and introduce single direction restriction and 3D transform-invariant loss to adapt our attack for the 3D imaging scenario.

3D Adversarial Attack  3D adversarial attacks focus on generating adversarial examples for 3D deep learning models. Currently most 3D attack algorithms target point cloud models [21][29]. In 2019, Xiang et al. [21] first proposed an adversarial attack on the point cloud by manipulating the benign data in two different ways: point perturbation and point generation. Zheng et al. [22] spoofed the deep learning model by dropping some critical points based on the saliency map. To improve the transferability of the attack, Hamdi et al. [23] developed advPC to improve the success attacking rate on different models by adding an auto-encoder reconstruction module to optimize the attack in 2020. Other studies focus on improving the imperceptibility of the adversarial attack, based on the geometric properties of the adversarial point cloud [24][25]. Besides point cloud, Yang et al. [26] proposed MeshAdv attack based on 3D meshes. However, these attacks are primarily digital and few of them have discussed their applications in the real world. On the physical realizable level, in 2019, Cao et al. studied the adversarial 3D attack based on the LiDAR sensor, which is widely used in autonomous vehicles [30]. He successfully fooled the vehicle and added fake front-near obstacles through a time-lapse module and a laser emitter. To the best of our knowledge, no one has realized 3D physical adversarial attack on the face recognition system, whereas the security of face recognition system is increasingly crucial in reality.

4 Attack method

In this section, we will introduce the methodology of structured light attack. Fig.3 shows the process of structured light attack. The black block diagram is the normal process of structured light based face recognition. The red block diagram is the structured light attack, which mainly consists of the 3D transformation-invariant adversarial point generation and the inverse function to map the 3D adversarial point cloud to the 2D input of projector. In section 4.1 We will firstly model the
normal structured-light-based face recognition system process. Then, in section 4.2, we propose a 3D transform-invariant loss function to generate the adversarial point clouds with higher robust. Finally, in section 4.3, we design an inverse function to map the adversarial point clouds to the projector’s inputs.

Figure 3: Flow chart of the structured light attack method. The black block diagram is the process of structured light imaging. The red block diagram is the structured attack, which mainly consists of the adversarial point cloud generation and a inverse function to map the 3D adversarial point cloud to the projector’s inputs.

4.1 Modeling the structured light-based face recognition system

The structured light-based face recognition system consists of two parts: the fringe projection imaging system (FPP) and the face recognition algorithms. FPP system firstly projects and captures a group of phase-shift images in sequential order, then reconstructs the 3D shape using phase-shift algorithm and sends it to the face recognition system. Therefore, we model the structured-light-based face recognition system as a series system (Fig. 3), which consists of the projector, the face, the camera, and the 3D data classifier.

**Projector** Because of the hardware defect or considerations of fitting the human eye, the digital projector usually has nonlinear gray distortions. Suppose \( I_p^i \) is the projector’s \( i \)-th input phase-shift image. Then the projector’s output image \( I_p^o = f(I_p^i) \), where \( f(\cdot) \) is the nonlinear response function of projector, which can be modeled as an exponential function \([31]\)

\[
I_p^o = f(I_p^i) \approx (I_p^i)^\gamma
\]
(3)

where \( \gamma \) is the projector’s intrinsic parameter. The projector’s nonlinear grayscale distortion may introduce reconstruction error and thus cause the attack fail. Therefore, it need to be rectified.

**Object** The projector’s output will illuminate the face’s surface. Assume the ambient light and the surface reflectivity at image coordinate \((x, y)\) are \(a(x,y)\) and \(r(x,y)\). Then the fringe intensity being captured by the camera can be expressed as

\[
I_s^i(x_c, y_c) = r(x_c, y_c)I_p^o(x_p, y_p) + a(x_c, y)
\]
(4)

**Camera** The output of camera \( I_c^o = g(I_p^o) \), where \( g(\cdot) \) is the response function of CCD camera. In this paper, we assume the camera is an industrial digital camera with good linearity. This assumption is reasonable in most commercial structured light systems. Moreover, we consider the projector as an inverse camera. If the pixel at \((x_p, y_p)\) in projection image is projected on the 3D location \((x_w, y_w, z_w)\), and is imaged at \((x_c, y_c)\) in the camera output. The relationship between the \( I_c^o, I_p^o \) and 3D coordinate can be formulated as

\[
I_c^o(x_c, y_c) = \alpha I_p^o(x_p, y_p) \\
z_c[x_c \; y_c \; 1]^T = M_c T_c [x_w \; y_w \; z_w]^T \\
z_p[x_p \; y_p \; 1]^T = M_p T_p [x_w \; y_w \; z_w]^T
\]

where \( \alpha \) is a constant that approximately equals 1. The \( M_c \) and \( T_c \) are the camera’s intrinsic and extrinsic matrices. The \( M_p \) and \( T_p \) are the projector’s intrinsic and extrinsic matrices. The \( z_c \) and \( z_p \) are the camera and projector’s scale factors.
3D reconstruction algorithm For the 3D data reconstruction block, the input is a set of phase-shifted images used for phase unwrapping, and the output is the point cloud \( P \). Firstly, the wrapped phase \( \phi_w \) and the absolute phase of camera \( \phi_c \) are calculated (see Section 2). Because the camera and projector’s images’ corresponding points should have the same absolute phases, we can get the camera’s pixel coordinate \((x_c, y_c)\) by solving \( \phi_c(x_c, y_c) = \phi_p(x_p, y_p) \), where \( \phi_p \) is the absolute phase of original phase-shift images that linearly changes from 0 to \( 2\pi \). Finally, the 3D coordinates of the face is reconstructed by solving the Eq[5]. Therefore, we formulate the 3D data reconstruction block within

\[
P = h(I_c) = h_{3D}(\phi_c(\phi_w(I_c)))
\]

where \( \phi_w(\cdot) \) calculates the wrapped phase from \( I_c^t \), and \( \phi_c(\cdot) \) calculates the absolute phase from \( \phi_w \), and \( h_{3D}(\cdot) \) reconstructs the point cloud from \( \phi_c \).

3D data classifier Here, we assume that we have the knowledge of the inner parameters of the neural networks, so that we can apply the gradient method to find the better adversarial examples. We formulate 3D data classifier model with \( y = \mathcal{M}(P) \), where the input is 3D point cloud \( P \), and the output is the prediction label \( y \) for face recognition tasks.

4.2 3D transform-invariant adversarial point generation

In this subsection, we focus on generating the robust adversarial perturbations \( \Delta \) on the face point clouds. We suppose the adversarial perturbations \( \Delta \) are additive noises on the 3D coordinates of point clouds, which moves the original point clouds \( P \) to \( P' \). We restrict the perturbation on z-direction to reduce the 3D reconstruction error. The detailed reason is illustrated in Sec 3.3.2. Therefore, we formulate the adversarial point cloud with

\[
P' = P + \Delta = P(x, y, z + \Delta z)
\]

where \( P, \Delta \in \mathbb{R}^{N \times 3} \), and \( N \) is the number of points in the point cloud. The aim is to make the 3D data classifier \( \mathcal{M}(\cdot) \) have false decision. For the targeted attack, the loss function’s naive version can be written as

\[
\min_{\Delta} \left( f_{t'}(\mathcal{M}(P + \Delta)) \right) \quad \text{s. t.} \quad D(P, P') \leq \epsilon
\]

where \( t' \) is the target label, \( D(P, P') \) measures the \( l_2 \) distance between the perturbed point cloud and original point cloud. \( f(\cdot) \) is cross entropy loss function. Here we put the distance constraint as a hard constraint because when \( \Delta z \) is larger than the height corresponding to a sinusoidal period, the pixel will be decoded wrongly.

However, in the real world, because the human may have small movements and facial expressions when the attack is in progress. To solve this problem, we propose the 3D transform-invariant loss to make the adversarial point clouds more robust in physical attack. The 3D transform-invariant loss involves minor rigid transformations, normal distribution noises and a re-normalization function. The new loss function is formulated with

\[
\min_{\Delta} \sum_{i=0}^{k-1} f_{t'}(\mathcal{M}(\mathcal{N}(\mathcal{T}_i P + \Delta + \gamma \mathcal{N}_i(0, 1)))) \quad \text{s. t.} \quad D(P, P') \leq \epsilon
\]

where \( \mathcal{T}_i \) is \( i_{th} \) 3D rigid body transformation matrix, includes 3D rotation and 3D translation. We reduce the 3D rotation matrix to rotation matrix around \( x, y, z \) axis separately, according to the commonest motion of human head. \( \mathcal{N}_i(0, 1) \) is \( i_{th} \) normal distribution noise on z-axis to simulate the reconstruction error. The \( \gamma \) is a scale coefficient. In this paper, \( \gamma = 10^{-4} \). \( \mathcal{N}(\cdot) \) is a re-normalization function. Projected gradient descent (PGD) and binary search [21] are used to optimize this loss function.

4.3 Inverse function of the 3D imaging process

To reverse the 3D imaging process, firstly, we calibrate the projector and camera to get their intrinsic and extrinsic parameters. Next, we utilize the model in Sec 4.1 to reverse the point clouds to the input of projector. As we have discussed, the FPP system can be modeled as a series system. Therefore, we can inverse the FPP system blocks one by one. As shown in Fig[3], the adversarial input of projector can be formulated as

\[
I_s' = f_{-1}(r^{-1}(g^{-1}(h^{-1}(P')))))
\]
where \( f^{-1}(), r^{-1}(), g^{-1}() \) and \( h^{-1}() \) are the inverse function of projector, face, camera and 3D reconstruction system separately.

### 4.3.1 Inverse function of the 3D reconstruction algorithm

Because the original absolute phase linearly increases from 0 to \( 2\pi \), the reconstructed absolute phase can be deduced from the projector’s pixel coordinates

\[
\phi_e = h_{3D}^{-1}(P') = (y_p/w) \cdot 2\pi
\]

, where \( W \) is the projection width, and \( y_p \) is deduced by Eq.7. Similarly, we can deduce \( I'_p \) and \( I'_o \) by solving function Eq.1-2 and Eq.5-7. The whole process can be formulated as

\[
I'_o = \alpha^{-1}I'_c = \alpha^{-1}\phi^{-1}_w(h_{3D}^{-1}(P'))
\]

Here we assume \( \alpha = 1 \), according to the good linearity of industrial camera. To accelerate the calculation time, we compare the original and perturbed absolute phase, and only solve \( I'_c(i,j) \) when \( I'_c(i,j) - I_c(i,j) > \lambda \), where we think the corresponding points have been modified. In this paper, we set \( \lambda = 0.02 \).

### 4.3.2 Inverse function of the projecting and capturing process

To reconstruct fake points at \( (x, y, z + \Delta z) \) in the adversarial point cloud, we modify the corresponding pixel \( (x_p, y_p) \)'s grayscale in the projected fringe image \( I_p \) to make the 3D reconstruction algorithm get a wrong height. As shown in Fig.4(a), we assume that the camera directly faces the face, therefore the imaging plane is parallel to the reference plane. In this case, only perturbing on the \( z \)-axis has very small influence on the corresponding pixel coordinate \( (x_c, y_c) \) in camera’s view. Therefore, the \( I'_p \) can be deduced by the following relationship

\[
I'_p(x_p, y_p) = I'_c(x_c, y_c) = I_p(x_p, y'_p)
\]

It is worth mentioning that in order to get the projected image \( I'_p \), some previous 2D optical adversarial attacks estimate the ambient light \( a \) and the pixel wise reflectivity \( r(x, y) \) [20], which need to project multiple extra images beforehand. We find that in the structured light imaging case, the ambient light \( a \) and the pixel-wise reflectivity \( r(x, y) \) can be canceled out by comparing different phase-shifting images(see Eq.12), so there is no need to estimate \( a \) and \( r(x, y) \).
4.3.3 Linearizing the projector distortion

Although the ambient light and reflectivity factors can be canceled out by comparing different phase shifting images, the nonlinear of projector still influences the perturbations’ reconstruction accuracy. As mentioned before, the projector’s distortion can be modeled as an exponential function. To cancel the projector distortion out like the ambient light and reflectivity factor, we apply an inverse function on the projector’s input image to linearize the projector distortion. The method of how to estimate the distortion parameter $\gamma$ in Eq.3 is illustrated in appendix.

5 Experiment

In this section, we implement and evaluate the structured light attack on different neural networks and conduct ablation study of different components. We also test the facial expressions’ influence on the attack success rate to further evaluate the physical attack’s robustness.

Experiment Setup

We train 4 state-of-art deep learning models, including pointnet [32], pointnet++(Multi scale), pointnet++(Single scale), [33] and DGCNN [34] on Bosphorus database(about 104 faces) [35] and Eurecom face database(about 52 faces) [36]. We also collect 10 people’s faces using our own structured light system and add them into the datasets. Our structured light system includes an industry camera and a home projector. Both of their resolutions are 1600×1200 pixels. We designed two experiments of target attack and hidden attack, according to whether the attack target label is given or not.

Experiment Result

Fig.4(b) and Fig.4(c) show the generated adversarial phase-shift image and the captured face image. We can see that our attack has a good camouflage and almost invisible by human eyes. We also compare the generated point clouds in Fig.5. We can see that there are large differences between $P'$ generated by the naive version of CW attack and the reconstructed $P''$, while with single-direction restriction, fewer points are stained and $P''$ is much the same with $P'$.

The experiment results of attack success rate on 4 different deep models are shown in Table.1. We use CW attack [21] as a basic method to find adversarial examples in digital attack. In the experiments, we find that although original CW attack can achieve a high digital attack success rate, as shown in the 1st line, its attack success rate has a sharp drop after the re-normalization, as shown in the 2nd line. We think this is because of the bad robustness of original CW attack. However, normalization is a necessary step in real-world applications. The 3rd line shows that after the 3D transform-invariant loss function, the digital attack success rate has improved obviously.

Table.1’s 4th line and 5th line show the results of structured light attack with and without the 3D transform-invariant ($T$) loss. Without the $T$ loss, the average attack success rate is pretty low. After introducing the $T$ loss, the target attack success rate increases about 19% on the Pointnet, 13% on Pointnet++ MSG, 9% on Pointnet++ SSG, and 17% on DGCNN. We also find although the physical attack’s success rate improves, it is still lower than digital attack. We think this is because of the reconstruction error, diffuse reflection and other factors still influence the attack success rate.
Table 1: The result of structured light attack. We conduct attacks on 4 different models with both target and hidden attack.

| Attack Method      | Pointnet | Pointnet++(MSG) | Pointnet++(SSG) | DGCNN |
|--------------------|----------|-----------------|-----------------|-------|
|                    | target   | hidden          | target          | hidden|
| CW(without re-N)   | 0.98     | 1.00            | 0.98            | 1.00  |
| CW(with re-N)      | 0.63     | 0.95            | 0.35            | 0.72  |
| CW+$T$             | 0.95     | 1.00            | 0.67            | 0.81  |
| CW+SL attack       | 0.36     | 0.44            | 0.19            | 0.25  |
| CW+$T$+SL attack   | 0.55     | 0.58            | 0.32            | 0.41  |

Table 2: The attack success rate on different facial expression.

| Face expression   | Calm | Smile | Surpise | Frown |
|-------------------|------|-------|---------|-------|
|                    | target | hidden | target | hidden | target | hidden | target | hidden |
| CW+$T$             | 0.71  | 1.00   | 0.65    | 1.00   | 0.60   | 1.00   | 0.62   | 0.98   |
| CW+SL attack       | 0.37  | 0.77   | 0.28    | 0.62   | 0.33   | 0.72   | 0.31   | 0.68   |
| CW+$T$+SL attack   | 0.57  | 0.91   | 0.47    | 0.83   | 0.53   | 0.89   | 0.52   | 0.83   |

To test structure light attack’s robustness against the face’s small change, we evaluate the attack success rate with different facial expressions. We first reverse a face point cloud with calm expression to the adversarial phase-shifting images, and then projects these images on the same human face with different expressions. The attack result is shown in 2. The victim model is the Pointnet. From the table, we can see that our attack has a good robustness when the facial expression changes.

6 Discussion and conclusion

Countermeasures To defend against structure light attack, a possible countermeasure is to use random structured light patterns rather than fixed patterns, which is harder for attacker to reverse. Other possible defense methods include filtering the captured images or deleting outlier points in the point clouds. In our experiment, we find both of them can reduce the attack successful rate.

Conclusion In this paper, a physical-world adversarial attack against 3D face recognition system based on structured light is proposed. To increase the physical attack’s success rate, we propose 3D transform-invariant loss function and inverse techniques for structure light system. We evaluate our attack on several state-of-the-art 3D deep leaning model. The physical experiments show that our attack can successfully attack the real-world system and is robust to small face changes. Moreover, the results show that our attack can hide adversarial perturbations into structured light projections and is almost invisible to human eyes. In the future work, we plan to test our attack on more off-the-shelf devices and use infrared light to better conceal the attack.

Broader Impact

This work does not present any foreseeable societal consequence.
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