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Abstract. We study local regularity properties of local minimizer of scalar integral functionals of the form

\[ F[u] := \int_{\Omega} F(\nabla u) - fu \, dx \]

where the convex integrand \( F \) satisfies controlled \((p, q)\)-growth conditions. We establish Lipschitz continuity under sharp assumptions on the forcing term \( f \) and improved assumptions on the growth conditions on \( F \) with respect to the existing literature. Along the way, we establish an \( L^\infty-L^2 \) estimate for solutions of linear uniformly elliptic equations in divergence form which is optimal with respect to the ellipticity contrast of the coefficients.

1. Introduction

In this note, we revisit the question of Lipschitz-regularity for local minimizers of integral functionals of the form

\[ w \mapsto F(w; \Omega) := \int_{\Omega} F(\nabla w) - fw \, dx. \]

We recall in the case \( F(z) = \frac{1}{2}|z|^2 \) local minimizer of (1) satisfy \(-\Delta w = f\). A classic theorem due to Stein [39] implies

\[ -\Delta w = f \in L^{n,1}(\Omega) \Rightarrow \nabla w \in L^\infty_{\text{loc}}(\Omega), \]

where \( L^{n,1}(\Omega) \) denotes the Lorentz space (see below for a definition). In view of [14] the condition \( f \in L^{n,1}(\Omega) \) is optimal in the Lorentz-space scale for the conclusion in (2). In the last decade the implication in (2) was greatly generalized by replacing the linear operator \( \Delta \) by possibly degenerate/singular uniformly elliptic nonlinear operators, see [3, 31, 32, 15]. More recently, those results where extended to a wide range of non-uniformly elliptic variational problems by Beck and Mingione in [6] (see also [20, 22] for related results for non-autonomous or non-convex vector valued problems).

In this paper, we are interested in a specific class of non-uniformly elliptic problems, namely functionals with so-called \((p, q)\)-growth conditions which are described in the following

Assumption 1. Let \( 0 < \nu \leq \Lambda < \infty \), \( 1 < p \leq q < \infty \) and \( \mu \in [0,1] \) be given. Suppose that \( F : \mathbb{R}^n \to [0,\infty) \) is convex, locally \( C^2 \)-regular in \( \mathbb{R}^n \setminus \{0\} \) and satisfies

\[ \begin{aligned}
\nu(\mu^2 + |z|^2)^{\frac{2}{p}} \leq F(z) &\leq \Lambda(\mu^2 + |z|^2)^{\frac{2}{q}} + \Lambda(\mu^2 + |z|^2)^{\frac{2}{q}} \\
|\partial^2 F(z)| \leq \Lambda(\mu^2 + |z|^2)^{\frac{2}{q} - 2} + \Lambda(\mu^2 + |z|^2)^{\frac{2}{q} - 2}, \\
\nu(\mu^2 + |z|^2)^{\frac{2}{q} - 2} |\xi|^2 \leq \langle \partial^2 F(z)\xi, \xi \rangle,
\end{aligned} \]

for every choice of \( z, \xi \in \mathbb{R}^n \) with \( |z| > 0 \).

Regularity properties of local minimizers of (1) in the case \( p = q \) are classical, see, e.g., [26]. A systematic regularity theory in the case \( p < q \) was initiated by Marcellini in [33, 34], see [36] for a recent overview.

Before we state our main result, we recall a standard notion of local minimality in the context of integral functionals with \((p, q)\)-growth.
Definition 1. We call \( u \in W^{1,1}_{\text{loc}}(\Omega) \) a local minimizer of \( F \) given in (1) with \( f \in L^n_{\text{loc}}(\Omega) \) if for every open set \( \Omega' \Subset \Omega \) the following is true:

\[
F(u, \Omega') < \infty
\]

and

\[
F(u, \Omega') \leq F(u + \varphi, \Omega')
\]

for any \( \varphi \in W^{1,1}(\Omega) \) satisfying \( \text{supp} \ \varphi \Subset \Omega' \).

The main result of the present paper is

Theorem 1. Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 3 \) be an open bounded domain and suppose Assumption 1 is satisfied with \( 1 < p < q < \infty \) such that

\[
\frac{q}{p} < 1 + \min \left\{ \frac{2}{n-1}, \frac{4(p-1)}{p(n-3)} \right\}.
\]

Let \( u \in W^{1,1}_{\text{loc}}(\Omega) \) be a local minimizer of the functional \( F \) given in (1) with \( f \in L^n_{\text{loc}}(\Omega) \). Then \( \nabla u \) is locally bounded in \( \Omega \). When \( p \geq 2 - \frac{4}{n-1} \) or when \( f \equiv 0 \) condition (4) can be replaced by

\[
\frac{q}{p} < 1 + \frac{2}{n-1}.
\]

Remark 1. Theorem 1 should be compared to the findings of the recent papers [6] and [8]: In [6], Beck and Mingione proved (among many other things) the conclusion of Theorem 1 under the more restrictive relation

\[
\frac{q}{p} < 1 + \min \left\{ \frac{2}{n-1}, \frac{4(p-1)}{p(n-2)} \right\}.
\]

Hence, we obtain here an improvement in the gap conditions on \( \frac{q}{p} \). In [8], we proved Theorem 1 in the specific case \( f \equiv 0 \), \( p \geq 2 \) and \( \mu = 1 \).

The proof of Theorem 1 closely follows the strategy presented in [6] and relies on careful estimates for certain uniformly elliptic problems. To illustrate this, let us consider the case that \( F \) satisfies Assumption 1 with \( p = 2 < q \) and \( f \equiv 0 \): Let \( u \) be a local minimizer of \( F(\cdot, B_1) \) and assume that \( u \) is smooth. Standard arguments yield

\[
(6) \quad \text{div}(A(x)\nabla \partial_i u) = 0 \quad \text{where} \quad A := \partial^2 F(\nabla u).
\]

Hence, \( \partial_i u \) satisfies a linear elliptic equation where the ellipticity ratio \( R(x) \) of the coefficients, that is the quotient of the highest and lowest eigenvalue of \( A(x) \), is determined by the size of \( |\nabla u(x)| \). More precisely, (3) with \( p = 2 < q \) implies \( R(x) \sim (1 + |\nabla u(x)|^{q-2}) \). By standard theory for uniformly elliptic equations applied to (6), there exists an exponent \( m = m(n) > 0 \) such that

\[
(7) \quad \|\partial_i u\|_{L^\infty(B_{\frac{1}{2}})} \lesssim \|R\|_{L^\infty(B_1)}^{m} \|\nabla u\|_{L^\infty(B_1)} \lesssim (1 + \|\nabla u\|_{L^\infty(B_1)}^{q-2})^m \|\partial_i u\|_{L^2(B_1)}.
\]

Appealing to some well-known iteration arguments, it is possible to absorb the \((1 + \|\nabla u\|_{L^\infty(B_1)}^{q-2})^m\) prefactor on the right-hand side in (7) provided that \((q-2)m < 1\), which yields the restriction \( \frac{q}{p} < 1 + \frac{2}{n-1} \). Once an a priori Lipschitz estimate for smooth minimizer is established, the proof of Theorem 1 follows by a careful regularization and approximation procedure (as in e.g. [6]).

The main technical achievement of the present manuscript – using a method introduced in [7] – is an improvement of the exponent \( m \) in (7) compared to the previous results. This improvement is optimal for \( n \geq 4 \) and essentially optimal for \( n = 3 \). More precisely, we have

Proposition 1. Let \( B = B_{R}(x_0) \subset \mathbb{R}^n \), \( n \geq 3 \) and \( \kappa \in (0, \frac{1}{2}) \). There exists \( c = c(n, \kappa) < \infty \), where \( c = c(n) \) provided \( n \geq 4 \), such that the following is true. Let \( 0 < \nu \leq \lambda < \infty \) and suppose \( a \in L^\infty(B; \mathbb{R}^{n \times n}) \) satisfies that \( a(x) \) is symmetric for almost every \( x \in B \) and uniformly elliptic in the sense

\[
(8) \quad \nu |z|^2 \leq a(x)z \cdot z \leq \Lambda |z|^2 \quad \text{for every} \ z \in \mathbb{R}^n \text{and almost every} \ x \in B.
\]
Let $v \in W^{1,2}(B)$ be a subsolution, that is it satisfies

\begin{equation}
\int_B a \nabla v \cdot \nabla \varphi \leq 0 \quad \text{for all } \varphi \in C^1_c(B) \text{ with } \varphi \geq 0.
\end{equation}

Then,

\begin{equation}
\sup_{\frac{1}{2}B} v \leq c\left(\frac{A}{n}\right)^m \left(\int_B (v_+)^2 \, dx\right)^{\frac{1}{2}}, \quad \text{where } m := \frac{1}{2} \left(\frac{n-1}{1+\kappa}\right) \text{ for } n \geq 4,
\end{equation}

Moreover, for $n \geq 4$ the exponent $m = \frac{n-1}{4}$ is optimal for the estimate in (10) and for $n = 3$ the exponent is essentially optimal in the sense that the estimate in (10) is in general false for $m < \frac{1}{2}$.

While estimate (10) is in some sense optimal, the condition (4) in Theorem 1 is in general not optimal. To see this, we recall a result of [10]: Suppose Assumption 1 is satisfied with $\mu = 1$ and $F(0) = 0$, $\partial F(0) = 0$, then bounded local minimizer of (1) with $f \equiv 0$ are locally Lipschitz provided $q < p + 2$. This can be combined with the recent local boundedness [29], where it is proven that under Assumption 1 local minimizers of (1) (with $f = 0$) are locally bounded provided $\frac{1}{p} - \frac{1}{q} \leq \frac{n-1}{n-4}$ and this condition is sharp in view of [34, Theorem 6.1]. Combining Theorem 1 with the above mentioned results of [10, 29], we deduce that Assumption 1 (together with some mild technical extra assumptions) with $1 < p \leq q$ and

\begin{equation}
\frac{q}{p} < 1 + \max\left\{\frac{2}{n-1}, \min\left\{\frac{2}{p}, \frac{n-1}{n-4}\right\}\right\}
\end{equation}

implies that local minimizer of (1) with $f \equiv 0$ are locally Lipschitz (see also [1] for related discussion). While it is not clear whether (11) is optimal, it strictly improves condition (5) for example in the cases $p = 3$ and $n \geq 5$. Let us mention that condition (5) also appears in [38] in the context of higher integrability results for vectorial problems (where Lipschitz regularity fails even in the case $p = q$, see [40]). While also in that case bounded minimizer enjoy higher gradient integrability under the condition $q < p + 2$, see [13], this result cannot be combined with an a priori local boundedness result which fails in the vectorial case already for $p = q$.

For non-autonomous functionals, i.e., $\int_B f(x, Dv) \, dx$, rather precise sufficient & necessary conditions are established in [25], where the conditions on $p, q$ and $n$ have to be balanced with the (Hölder)-regularity in space of the integrand. Currently, regularity theory for non-autonomous integrands with non-standard growth, e.g. $p(x)$-Laplacian or double phase functionals, are a very active field of research, see, e.g., the recent papers [4, 9, 12, 18, 16, 17, 19, 20, 21, 23, 28, 27, 30, 35] and [2, 11] for related results about the Lavrentiev phenomena.

2. Preliminaries

2.1. Preliminary lemmata. A crucial technical ingredient in the proof of Theorem 1 is the following lemma which can be found in [8, Lemma 3].

**Lemma 1** ([8]). *Fix $n \geq 2$. For given $0 < \rho < \sigma < \infty$ and $v \in L^1(B_\sigma)$ consider*

\[
J(\rho, \sigma, v) := \inf \left\{ \int_{B_\sigma} |v| |\nabla \eta|^2 \, dx \mid \eta \in C^1_0(B_\sigma), \eta \geq 0, \eta = 1 \text{ in } B_\rho \right\}.
\]

*Then for every $\delta \in (0, 1]$

\begin{equation}
J(\rho, \sigma, v) \leq (\sigma - \rho)^{-(\frac{1}{p} + \frac{1}{n} - \frac{1}{\rho})} \left(\int_{S_\rho} |v|^\rho \, d\mathcal{H}^{n-1}\right)^{\frac{1}{\rho}},
\end{equation}

*where*

\[S_\rho := \{x : |x| = \rho\}.
\]

Moreover, we recall here the following classical iteration lemma.
Lemma 2 (Lemma 6.1, [26]). Let $Z(t)$ be a bounded non-negative function in the interval $[\rho, \sigma]$. Assume that for every $\rho \leq s < t \leq \sigma$ it holds
$$Z(s) \leq \theta Z(t) + (t - s)^{-\alpha} A + B,$$
with $A, B \geq 0$, $\alpha > 0$ and $\theta \in [0, 1)$. Then, there exists $c = c(\alpha, \theta) \in [1, \infty)$ such that
$$Z(s) \leq c((t - s)^{-\alpha} A + B).$$

2.2. Non-increasing rearrangement and Lorentz-spaces. We recall the definition and useful properties of the non-increasing rearrangement $f^*$ of a measurable function $f$ and Lorentz spaces, see e.g. [41, Section 22]. For a measurable function $f : \mathbb{R}^n \to \mathbb{R}$, the non-increasing rearrangement is defined by
$$f^*(t) := \inf\{\sigma \in (0, \infty) : |\{x \in \mathbb{R}^n : |f(x)| > \sigma\}| \leq t\}.$$ Let $f : \mathbb{R}^n \to \mathbb{R}$ be a measurable function with $\text{supp} f \subset \Omega$, then it holds for all $p \in [1, \infty)$
$$\int_{\Omega} |f(x)|^p \, dx = \int_0^{[\Omega]} (f^*(t))^p \, dt.$$ A simple consequence of (13) and the fact $f \leq g$ implies $f^* \leq g^*$ is the following inequality
$$\sup_{|A| \leq t} \int_A |f(x)|^p \, dx \leq \int_0^t (f^*_\Omega(t))^p \, dt,$$
where $f^*_\Omega$ denotes the non-increasing rearrangement of $f_\Omega := f \chi_\Omega$ (inequality (14) is in fact an equality but for our purpose the upper bound suffices).
The Lorentz space $L^{n,1}(\mathbb{R}^d)$ can be defined as the space of measurable functions $f : \mathbb{R}^n \to \mathbb{R}$ satisfying
$$\|f\|_{L^{n,1}(\mathbb{R}^n)} := \int_0^{[\Omega]} t^\frac{1}{p} f^*(t) \frac{dt}{t} < \infty.$$ Moreover, for $\Omega \subset \mathbb{R}^n$ and a measurable function $f : \mathbb{R}^n \to \mathbb{R}$, we set
$$\|f\|_{L^{n,1}(\Omega)} := \int_0^{[\Omega]} t^\frac{1}{p} f^*_\Omega(t) \frac{dt}{t} < \infty,$$ where $f^*_\Omega$ is defined as above. Let us recall that $L^{n+\varepsilon}(\Omega) \subset L^{n,1}(\Omega) \subset L^n(\Omega)$ for every $\varepsilon > 0$, where $L^{n,1}(\Omega)$ is the space of all measurable functions $f : \Omega \to \mathbb{R}$ satisfying $\|f\|_{L^{n,1}(\Omega)} < \infty$ (here we identify $f$ with its extension by zero to $\mathbb{R}^n \setminus \Omega$).

3. Nonlinear iteration lemma and proof of Proposition 1

In this section, we provide a nonlinear iteration lemma which will eventually be the main workhorse in the proof of Theorem 1:

Lemma 3. Let $B = B_R(x_0) \subset \mathbb{R}^n$, $n \geq 3$, $\kappa \in (0, \frac{1}{2})$ and let $v \in W^{1,2}(B) \cap C(B)$ be non-negative and $f \in L^2(\mathbb{R}^n)$. Suppose there exists $M_1 \geq 1$, $M_2$, $c_m > 0$ and $k_0 \geq 0$ such that for all $k \geq k_0$ and for all $\eta \in C^1(\mathbb{R})$ with $\eta \geq 0$ it holds
$$\int_B |\nabla (v - k) + \eta|^2 \, dx \leq c_m^2 M_1^2 \int_B (v - k)^2 \, dx + c_m^2 \int_{B \cap \{v > k\}} \eta^2 |f|^2.$$ Then there exist $c = c(c_m, n) \in [1, \infty)$ for $n \geq 4$ and $c = c(c_m, \kappa) \in [1, \infty)$ for $n = 3$ such that
$$\|(v)\|_{L^\infty(\frac{1}{4}B)} \leq k_0 + c M_1^{1 + \max\{1, \frac{\kappa - 1}{2}\}} \left( \int_B (v - k_0)^2 \, dx \right)^{\frac{1}{2}} + c M_2^{\max\{1, \frac{\kappa - 1}{2}\}}.$$ Remark 2. (Optimality) The exponent in the factor $M_1^{1 + \max\{1, \frac{\kappa - 1}{2}\}}$ is optimal in dimensions $n \geq 4$ and almost optimal for $n = 3$. Indeed, consider $v(x) := x_n^2 + 1 - \Lambda |x'|^2$, where $x = (x_1, \ldots, x_{n-1}, x_n) =: (x', x_n)$ which clearly satisfies
$$- \nabla \cdot a \nabla v = 0 \quad \text{where} \quad a := \text{diag}(1, \ldots, 1, (n - 1)\Lambda).$$
Hence, by classical computations (using the symmetry of $a$) $v$ satisfies the Caccioppoli inequality (15) with
\begin{equation}
\tag{18}
c^2_m = 4(n-1), \quad M_1 = \Lambda^\frac{1}{k}, \quad f \equiv 0.
\end{equation}
Obviously, we have $\sup_{B_+^r} v \geq v(0) \geq 1$ and
\[
\int_{B_1} (v) \lesssim \int_{-1}^{1} \int_{0}^{1} \Lambda^{-\frac{1}{2}}(1+|x|^2)^{1/2} \sqrt{n-2} x^2 + \Lambda^2 |x|^{n+2} dr dx_n
\lesssim \Lambda^{-\frac{n-1}{2}} \int_{-1}^{1} (1+|x|^2)^{\frac{n+3}{2}} \lesssim \Lambda^{-\frac{n-1}{2}},
\]
where $\lesssim$ means $\leq$ up to a multiplicative constant depending only on $n$. In particular, we have
\[
\frac{\|v\|_{L^\infty(B_+^r)}}{\|v\|_{L^2(B_1)}} \geq c(n) \Lambda^{\frac{n-1}{2}} \quad \text{(18)} \quad \Rightarrow c(n) M_1^{\frac{n-1}{2}}
\]
which matches exactly the scaling in (16) for $n \geq 4$ and almost matches in the case $n = 3$. We mention that $-(v)_+$ appeared already in [37] in the context of optimal dependencies in Krylov-Safanov estimates.

Remark 3. Lemma 3 should be compared with [6, Lemma 3.1], where starting from a similar Caccioppoli inequality as (3) a pointwise bound for $v$ in terms of the $L^2$-norm $v$ and the Riesz potential of $f$ is deduced. The main improvement of Lemma 3 compared to [6, Lemma 3.1] lies in the dependence of $M_1$ (from $M_1^{\max(n,\frac{n-2}{2})}$ in [6] to $M_1^{\max(n,\frac{n-2}{2})}$) which in view of Remark 2 is essentially optimal. Let us remark that variants of [6, Lemma 3.1] also play an important role in [20, 21] where non-autonomous functionals are considered.

Before, we prove Lemma 3 let us observe that Proposition 1 is implied by Lemma 3.

Proof of Proposition 1. By density arguments, we are allowed to use $\phi = \eta^2 (v - k)_+$, $k \geq 0$ and $\eta \in C^1_c(B)$ with $\eta \geq 0$ in (9) which implies
\[
\int_B a \nabla (v - k)_+ \cdot \nabla (v - k)_+ \eta^2 dx \leq -2 \int_B a \nabla (v - k)_+ \cdot (v - k)_+ \eta \nabla \eta dx.
\]
Assumption (8) combined with Cauchy-Schwarz and Young’s inequality imply (15) with $c^2_m = 4$ and $M_1^2 = \Lambda$. The claimed estimate (10) now follows directly from Lemma 3 and the claimed optimality is a consequence of the discussion in Remark 2.

Proof of Lemma 3. Without loss of generality, we only consider the case $B = B_2$.

Throughout the proof we set
\begin{equation}
\tag{19}
2^* = 2^*(n, \kappa) := \begin{cases}
\frac{2(n-1)}{n-1} & \text{if } n \geq 4, \\
2 \frac{n}{n-1} & \text{if } n = 3.
\end{cases}
\end{equation}

Step 1. Optimization Argument. We claim that there exists $c_1 = c_1(n, 2^*) \in [1, \infty)$ such that for all $k > h \geq 0$ and all $\frac{1}{2} \leq \rho < \sigma \leq 1$
\begin{equation}
\tag{20}
\| \nabla (v - k)_+ \|_{L^2(B_{\rho})} \leq c_1 c_m M_1 \frac{\| (v - h) + \| W^{1,2}(B_{\sigma} \setminus B_{\rho}) \|}{(\sigma - \rho)^{\alpha}} + c_m M_2 \omega_f(|A_{k, \sigma}|),
\end{equation}
where $\alpha = \frac{1}{2} + \frac{2^*}{4} > 0$, 
\begin{equation}
\tag{21}
A_{l, r} := B_r \cap \{ x \in \Omega : v(x) > l \} \quad \text{for all } r > 0 \text{ and } l > 0,
\end{equation}
and \( \omega_f : [0, |B|] \to [0, \infty) \) is defined by

\[
\omega_f(t) := \left( \int_0^t ((f \chi_B)^+(s))^2 \, ds \right)^{\frac{1}{2}}.
\]

We optimize the right-hand side of (15) with respect to \( \eta \) satisfying \( \eta \in C^1_0(B_\rho) \) and \( \eta = 1 \) in \( B_\rho \); we use Lemma 1 and \( 1 \leq \frac{c(x) - h}{k - h} \) whenever \( v(x) \geq k \) in the form

\[
\inf_{\eta \in \mathcal{A}_{k, \sigma}} \int_{B_1} |\nabla \eta|^2 (v - k)^2 \, dx 
\leq \frac{1}{(\sigma - \rho)^{1 + \frac{\alpha}{2}}} \left( \int_0^\sigma \left( \int_{S_r \cap \mathcal{A}_{k, \sigma}} (v - k)^2 \, d\mathcal{H}^{n-1} \right) \, dr \right)^{\frac{1}{2}}
\leq \frac{1}{(\sigma - \rho)^{1 + \frac{\alpha}{2}}} \frac{1}{(k - h)^{2^{\frac{n}{2}}} - 2} \left( \int_0^\sigma \left( \int_{S_r \cap \mathcal{A}_{k, \sigma}} (v - h)^{2^{\frac{n}{2}}} \, d\mathcal{H}^{n-1} \right) \, dr \right)^{\frac{1}{2}}
\]

for every \( \delta > 0 \). Appealing to Sobolev inequality on spheres, we find \( c = c(n, 2^*) \in [1, \infty) \) such that for almost every \( r \in [\rho, \sigma] \) it holds

\[
\left( \int_{S_r} (v - h)^{2^{\frac{n}{2}}} \, d\mathcal{H}^{n-1} \right)^{\frac{1}{2^{\frac{n}{2}}}} \leq c \left( \int_{S_r} (v - h)^2 \, dx + |\nabla (v - h)|^2 \, d\mathcal{H}^{n-1} \right)^{\frac{1}{2}}.
\]

Inserting (24) in (23) with \( \delta = \frac{2}{n^2} \), we obtain

\[
\inf_{\eta \in \mathcal{A}_{k, \sigma}} \int_{B_1} (v - k)^2 |\nabla \eta|^2 \, dx \leq \frac{c}{(\sigma - \rho)^{2\alpha}} \frac{\|(v - h)_+\|_{W^{1,2}(B_\sigma \setminus B_\rho)}^2}{(k - h)^{2^{\frac{n}{2}}} - 2} \| (v - h)_+ \|_{W^{1,2}(B_\sigma \setminus B_\rho)}^2.
\]

The claim (20) follows from (15) and (25) combined with

\[
\int_{B_1 \cap \{v > k\}} \eta^2 |f|^2 \, dx \leq \sup \left\{ \int_A |f|^2 \, dx : |A| \leq |A_{k, \sigma}|, A \subset B_1 \right\} \left( \int_0^{1_{A_{k, \sigma}}} ((f \chi_B)^+(s))^2 \, ds \right)
\]

and the definition of \( \omega_f \), see (22).

**Step 2.** One-Step improvement.

We claim that there exists \( c_2 = c_2(n) \in [1, \infty) \) such that

\[
J(k, \rho) \leq \frac{c_1 c_m M_1 J(h, \sigma)^{2^*} - 1}{(k - h)^{2^* - 1}} \frac{J(h, \sigma)}{(\sigma - \rho)^{\alpha}} + c_m M_2 \omega_f \left( \frac{c_2 J(h, \sigma)^{2^*}}{(k - h)^{2^*}} \right) + c_2 \frac{J(h, \sigma)^{1 + \frac{2^*}{n}}}{(k - h)^{\frac{2^*}{n}}}
\]

where \( 2_n^* := \frac{2n}{n - 2} \).

\[
J(t, r) := \| (v - t)_+ \|_{W^{1,2}(B_r)} \quad \forall t \geq 0, \, r \in (0, 1]
\]

and \( \omega_f \) is defined in (22). Note that \( k - h < v - h \) on \( A_{k, \sigma} \) for every \( r > 0 \) and thus with help of Sobolev inequality (this time on the \( n \)-dimensional ball \( B_\sigma \))

\[
|A_{k, \sigma}| \leq \int_{A_{k, \sigma}} \left( \frac{v(x) - h}{k - h} \right)^{2_n^*} \, dx \leq \frac{\|(v - h)_+\|_{L^{2^*}(B_\sigma)}^{2_n^*}}{(k - h)^{2_n^*}} \leq c_2 J(h, \sigma)^{2_n^*}
\]

where \( c_2 = c_2(n) \in [1, \infty) \). Combining (28) with (20), we obtain

\[
\| \nabla (v - k)_+ \|_{L^2(B_\rho)} \leq \frac{c_1 c_m M_1 J(h, \sigma)^{2^*}}{(\sigma - \rho)^{\alpha}} + \frac{c_m M_2 \omega_f \left( \frac{c_2 J(h, \sigma)^{2^*}}{(k - h)^{2^*}} \right)}{(k - h)^{\frac{2^*}{n}}}
\]
It remains to estimate \(\|v - k\|_{L^2(B_\rho)}\): A combination of Hölder inequality, Sobolev inequality and (28) yield

\[
\|v - k\|_{L^2(B_\rho)} \leq \|v - h\|_{L^2(B_\rho)} |A_{k,\sigma}|^{\frac{1}{r}} \leq c(n) \frac{J(h, \sigma)^{1 + \frac{2\tau}{r}}}{(k - h)^{\frac{2\tau}{r}}}
\]

Combining (29) and (30), we obtain (26).

**Step 3.** Iteration

For \(k_0 \geq 0\) and a sequence \((\Delta_\ell)_{\ell \in \mathbb{N}} \subset [0, \infty)\) specified below, we set

\[
k_\ell := k_0 + \sum_{i=1}^\ell \Delta_i, \quad \sigma_\ell = \frac{1}{2} + \frac{1}{2\ell + 1}.
\]

For every \(\ell \in \mathbb{N} \cup \{0\}\), we set \(J_\ell := J(k_\ell, \sigma_\ell)\). From (26), we deduce for every \(\ell \in \mathbb{N}\)

\[
J_\ell \leq c_1 c_m M_1 2^{(\ell + 1)\alpha} \left(\frac{J_{\ell - 1}}{\Delta_\ell}\right)^{\frac{2\tau}{r} - 1} J_{\ell - 1} + c_m M_2 \omega_f \left(\frac{c_2 J_{\ell - 1}^{2\tau}}{(\Delta_\ell)^{2\tau}}\right) + c_2 \left(\frac{J_{\ell - 1}}{\Delta_\ell}\right)^{\frac{2\tau}{r}} J_{\ell - 1},
\]

where \(c_1\) and \(c_2\) are as in Step 2. Fix \(\tau = \tau(n, \kappa) \in (0, \frac{1}{2})\) such that

\[
(2\tau)^{\frac{2\tau}{r} - 1} = 2^{-\alpha}.
\]

We claim that we can choose \(\{\Delta_\ell\}_{\ell \in \mathbb{N}}\) satisfying

\[
\sum_{\ell \in \mathbb{N}} \Delta_\ell < \infty
\]

in such a way that

\[
J_\ell \leq \tau^\ell J_0 \quad \text{for all } \ell \in \mathbb{N} \cup \{0\}.
\]

Obviously, (31), (35) and \(\tau \in (0, 1)\) yield boundedness of \(v\) in \(B_\rho\).

For \(\ell \in \mathbb{N}\), we set \(\Delta_\ell = \Delta_\ell^{(1)} + \Delta_\ell^{(2)} + \Delta_\ell^{(3)}\) with

\[
\Delta_\ell^{(1)} = \left(2^{\alpha} 3c_1 c_m M_1 \tau^{-(\frac{2\tau}{r} - 1)}\right) \frac{1}{(\Delta_\ell)^{\frac{2\tau}{r} - 1}} J_0^{2 - \ell}, \quad \Delta_\ell^{(3)} = \left(\frac{3c_2}{\tau}\right)^{\frac{1}{r}} \tau^{\ell - 1} J_0^{1 + \frac{1}{r}}
\]

and \(\Delta_\ell^{(2)}\) being the smallest value such that

\[
\frac{c_m M_2 \omega_f}{(\Delta_\ell^{(2)})^{2\tau}} \leq \frac{1}{3} \tau^\ell J_0
\]

is valid. The choice of \(\tau\) (see (33)), \(\Delta_\ell\) and estimate (32) combined with a straightforward induction argument yield (35). Indeed, assuming \(J_{\ell - 1} \leq \tau^{\ell - 1} J_0\), we obtain

\[
J_\ell \leq \frac{c_1 c_m M_1 2^{(\ell + 1)\alpha}}{2^{\alpha} 3c_1 c_m M_1 \tau^{-(\frac{2\tau}{r} - 1)}} \left(\tau^{\ell - 1} 2^{\ell}\right)^{\frac{2\tau}{r} - 1} \tau^{\ell - 1} J_0 + \frac{1}{3} \tau^\ell J_0 + \frac{c_2 \tau^{\ell - 1}}{3c_3} J_0
\]

\[
= \frac{1}{3} \tau^{2 \alpha \ell} \left(2\tau\right)^{\frac{2\tau}{r} - 1} \tau^{\ell - 1} J_0 + \frac{2}{3} \tau^\ell J_0 \overset{(33)}{=} \tau^\ell J_0.
\]

Using \(\sum_{\ell \in \mathbb{N}} (2^{-\ell} + \tau^\ell) < \infty\), we deduce from (37) and (36)

\[
\sum_{\ell \in \mathbb{N}} \tau^{\ell} \leq \sum_{\ell \in \mathbb{N}} \frac{\frac{1}{3} \tau^{\ell - 1} J_0}{(\omega_f^{\frac{1}{r}}(\frac{\tau^{\ell - 1} J_0}{\tau^\ell J_0}))^{\frac{1}{r}}} + c(1 + M_1^{\frac{1}{r} - 1}) J_0,
\]
where $c = c(n, \kappa, c_m) \in [1, \infty)$. Next, we show that $f \in L^{n,1}(B_1)$ ensures that the first term on the right-hand side of (38) is bounded and thus (34) is valid. Indeed,

$$
\sum_{\ell \in \mathbb{N}} \frac{\tau^\ell J_0(\omega_f^{-1}(\frac{\tau^\ell J_0}{3c_m M_2}))^\frac{1}{2 - \frac{1}{n}}}{\tau \log \tau} \leq \frac{1}{\tau} \int_1^\infty \frac{\tau^\ell J_0(\omega_f^{-1}(\frac{\tau^\ell J_0}{3c_m M_2}))^\frac{1}{2 - \frac{1}{n}}}{dt} \frac{dt}{t} = \frac{1}{\tau \log \tau} \int_0^\infty \frac{t J_0(\omega_f^{-1}(\frac{t J_0}{3c_m M_2}))^\frac{1}{2 - \frac{1}{n}}}{\omega_f^{-1}(\frac{t J_0}{3c_m M_2})^\frac{1}{2 - \frac{1}{n}}} \frac{\omega_f'(s)}{s^\frac{1}{2 - \frac{1}{n}}} ds.
$$

(39)

Recall $\omega_f(t) = \int_0^t ((f \chi_{B_1})^+(s))^2 ds^\frac{1}{2}$ and thus $\omega_f'(t) = \frac{1}{2} \frac{1}{\omega_f(t)} (f \chi_{B_1})^+(t)^2$. Since $(f \chi_{B_1})^+$ is non-increasing, we have $\omega_f(t) \geq t^\frac{1}{2} (f \chi_{B_1})^+(t)$ and

$$
\int_0^\infty \omega_f^{-1}(\frac{\omega_f'(s)}{s^\frac{1}{2 - \frac{1}{n}}}) ds \leq \frac{1}{2} \int_0^\infty \frac{\omega_f'(s)}{s^\frac{1}{2 - \frac{1}{n}}} (f \chi_{B_1})^+(s) ds = \frac{1}{2} \|f\|_{L^{n,1}(B_1)}.
$$

(40)

Notice that (35) implies

$$
\|v - k_0 - \sum_{\ell \in \mathbb{N}} \Delta t_\ell\|_{L^2(B_{\frac{1}{2}})} = 0 \quad \Rightarrow \quad \sup_{B_{\frac{1}{2}}} v \leq k_0 + \sum_{\ell \in \mathbb{N}} \Delta t_\ell.
$$

Hence, appealing to (38)-(40) and $M_1 \geq 1$, we find $c = c(c_m, n, \kappa) \in [1, \infty)$ such that

$$
\sup_{B_{\frac{1}{2}}} v \leq k_0 + cM_1^\frac{1}{n - 1} \|u - k_0\|_{W^{1,2}(B_1)} + cc_m M_2 \|f\|_{L^{n,1}(B_1)}.
$$

The claimed estimate (16) with $B = B_2$, follows by the definition of $2^*$, see (19) and a further application of (15) with $\eta \in C^1_0(B_2)$ with $\eta = 1$ in $B_1$ with $|\nabla \eta| \lesssim 1$.

\[ \square \]

4. A PRIORI ESTIMATE FOR REGULARIZED INTEGRAND

In this section, we derive a priori estimates for regular weak solutions $u \in W^{1,\infty}_{loc}(B)$ of the equation

$$
- \nabla \cdot a_\varepsilon(\nabla u) = f \quad \text{in } B \subset \mathbb{R}^n, \quad f \in L^\infty(\mathbb{R}^n),
$$

where $a_\varepsilon : \mathbb{R}^n \to \mathbb{R}^n$ is (a possibly regularized version of) $\partial F$ and satisfies

**Assumption 2.** Let $0 < \nu \leq \Lambda < \infty$, $1 < p \leq q < \infty$, $\mu \in [0,1]$ and $\varepsilon, T > 0$ be given. Suppose that $a_\varepsilon \in C^1_{loc}(\mathbb{R}^n, \mathbb{R}^n)$ satisfies

$$
\begin{cases}
\partial_i (a_\varepsilon)_j(z) = \partial_j (a_\varepsilon)_i(z) & \text{for all } z \in \mathbb{R}^n, \text{ and } i, j \in \{1, \ldots, n\}
\end{cases}
$$

(42)

$$
\begin{cases}
g_1(|z|)|\xi|^2 \leq (\partial \alpha_\varepsilon)(z) \xi, \xi \leq 2g_2(\varepsilon)|\xi|^2 & \text{for all } z, \xi \in \mathbb{R}^n \text{ with } |z| \geq T
\end{cases}
$$

where for all $s \geq 0$

$$
g_1(s) := \nu(\mu_2 + s^2)^{\frac{n-2}{2}}, \quad g_2(\varepsilon)(s) := \Lambda(\mu_2 + s^2)\frac{n-2}{2} + \Lambda(\mu_2 + s^2)\frac{n-2}{2} + \varepsilon \Lambda(1 + s^2)^{\frac{n-2}{2}}.
$$

Moreover, we introduce (following [6]) the quantity

$$
G_T(t) := \int_T^{\max(t,T)} g_1(s)ds \quad (T > 0).
$$

(43)
Lemma 4 (Caccioppoli inequality). Suppose Assumption 2 is satisfied for some $\varepsilon, T > 0$. There exists $c = c(n) \in [1, \infty)$ such that the following is true: Let $u \in W^{1,\infty}_\text{loc}(B)$ be a weak solution to (41). Then it holds for all $\eta \in C^1_c(B)$

$$
\int_B |\nabla((G_T(|\nabla u|) - k)_+)|^2 \eta^2 \, dx \leq c \int_B \frac{g_2 \varepsilon(|\nabla u|)}{g_1(|\nabla u|)} (G_T(|\nabla u|) - k)_+^2 |\nabla \eta|^2 \, dx 
+ c \int_{B \cap (G_T(|\nabla u|) > k)} \eta^2 |\nabla u|^2 |f|^2 
$$

(44)

The proof of Lemma 4 follows almost verbatim the proof of [6, Lemma 4.5] where (44) is proven for a specific choice of $\eta$.

Proof. The following computations are essentially a translation of the proof of [6, Lemma 4.5] to the present situation.

Step 0. Preliminaries.

Since we suppose that $u$ is Lipschitz continuous and $a_x \in C^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}^n)$ satisfies the uniform estimate $\langle \partial a_x(z), \xi, \xi \rangle \geq \nu |\xi|^2$ for some $\nu > 0$ for all $z, \xi \in \mathbb{R}^n$ (which follows from (42)), we obtain from standard regularity theory that

$$
u u \in W^{2,2}_\text{loc}(B), \quad u \in C^{1,\alpha}_\text{loc}(B) \text{ for some } \alpha \in (0, 1), \quad a_x(\nabla u) \in W^{1,2}_\text{loc}(B, \mathbb{R}^n).$$

Hence, we can differentiate equation (41) and obtain for all $s \in \{1, \ldots, n\}$ and every $\phi \in W^{1,2}_0(B)$ with compact support in $B$ that

$$
\int_B \langle \partial a_x(\nabla u) \nabla \partial_s u, \nabla \phi \rangle \, dx = - \int_B f \partial_s \phi \, dx.
$$

(45)

We test (45) with $\phi := \varphi_s := \eta^2 (G_T(|\nabla u|) - k)_+ \partial_s u$, $k \geq 0$, $\eta \in C^1_c(B)$.

On the set $\{G_T(|\nabla u|) > k\}$ holds

$$
\nabla \varphi_s = \eta^2 (G_T(|\nabla u|) - k)_+ \nabla \partial_s u + \eta^2 \partial_s u \nabla (G_T(|\nabla u|) - k)_+ + 2 \eta (G_T(|\nabla u|) - k)_+ \partial_s u \nabla \eta
$$

and

$$
\nabla (G_T(|\nabla u|) - k)_+ = \nabla (G_T(|\nabla u|)) = g_1(|\nabla u|) \sum_{s=1}^n \partial_s u \nabla \partial_s u \quad \text{and} \quad g_1(|\nabla u|) > 0.
$$

(47)

We compute,

$$
\sum_{s=1}^n \int_B \langle \partial a_x(\nabla u) \nabla \partial_s u, \nabla \partial_s u \rangle (G_T(|\nabla u|) - k)_+ \eta^2 \, dx
+ \int_B g_1(|\nabla u|)^{-1} \langle \partial a_x(\nabla u) \nabla (G_T(|\nabla u|) - k)_+, \nabla (G_T(|\nabla u|) - k)_+ \rangle \eta^2 \, dx
$$

(47)

$$
= \sum_{s=1}^n \int_B \langle \partial a_x(\nabla u) \nabla \partial_s u, (G_T(|\nabla u|) - k)_+ \nabla \partial_s u \rangle \eta^2 \, dx
+ \sum_{s=1}^n \int_B \langle \partial a_x(\nabla u) \nabla \partial_s u, (\partial_s u) \nabla (G_T(|\nabla u|) - k)_+ \rangle \eta^2 \, dx
$$

(45)

$$
= -2 \sum_{s=1}^n \int_B \langle \partial a_x(\nabla u) \nabla \partial_s u, \nabla \eta \rangle (\partial_s u) (G_T(|\nabla u|) - k)_+ \eta \, dx - \sum_{s=1}^n \int_B f \partial_s \varphi_s \, dx
$$

(47)

$$
= -2 \int_B g_1(|\nabla u|)^{-1} \langle \partial a_x(\nabla u) \nabla ((G_T(|\nabla u|) - k)_+), \nabla \eta \rangle (G_T(|\nabla u|) - k)_+ \eta \, dx - \sum_{s=1}^n \int_B f \partial_s \varphi_s \, dx.
$$
The symmetry of $\partial a_\varepsilon$ and Cauchy-Schwarz inequality yield
\[
-2 \int_B g_1((\nabla u)^{-1}(\partial a_\varepsilon(\nabla u))\nabla((G_T(\nabla u) - k)_+), \nabla \eta)(G_T(\nabla u) - k)_+ \eta \, dx \\
\leq \frac{1}{2} \int_B g_1((\nabla u)^{-1}(\partial a_\varepsilon(\nabla u))\nabla((G_T(\nabla u) - k)_+), \nabla((G_T(\nabla u) - k)_+))\eta^2 \, dx \\
+ 2 \int_B g_1((\nabla u)^{-1}(\partial a_\varepsilon(\nabla u))\nabla \eta, \nabla \eta)((G_T(\nabla u) - k)_+)^2 \, dx.
\]

The previous two (in)equalities combined with (42) imply the existence of $c = c(n) < \infty$ such that
\[
\int_B \left( g_1((\nabla u))(G_T((\nabla u) - k)_+|\nabla^2 u|^2 + |\nabla(G_T(\nabla u) - k)_+|^2 \right)\eta^2 \, dx \\
\leq c \int_B \left( \frac{g_2(\varepsilon(\nabla u))}{g_1(\nabla u)} \right) (G_T((\nabla u) - k)_+^2|\nabla \eta|^2 \, dx + c \sum_{s=1}^n \int_B |f||\nabla \varphi_s| \, dx.
\]

Appealing to Young’s inequality and (46), we estimate the last term on the right-hand side by
\[
\sum_{s=1}^n \int_B |f||\nabla \varphi_s| \, dx \\
\leq \frac{1}{2} \int_B \left( g_1((\nabla u))(G_T((\nabla u) - k)_+|\nabla^2 u|^2 + |\nabla(G_T(\nabla u) - k)_+|^2 \right)\eta^2 \, dx \\
+ c \int_B ((G_T((\nabla u) - k)_+)^2|\nabla \eta|^2 \, dx \\
+ c \int_{B \cap \{G_T((\nabla u)) > k\}} |f|^2 (g_1((\nabla u))^{-1}(G_T((\nabla u) - k)_+ + |\nabla u|^2)\eta^2 \, dx,
\]
where $c = c(n) \in [1, \infty)$. The monotonicity of $s \mapsto g_1(s)s$ yields $G_T(t) \leq g_1(t)(t - T) \leq g_1(t)t^2$ and thus
\[
\int_{B \cap \{G_T((\nabla u)) > k\}} |f|^2 (g_1((\nabla u))^{-1}(G_T((\nabla u) - k)_+ + |\nabla u|^2)\eta^2 \, dx \leq 2 \int_{B \cap \{G_T((\nabla u)) > k\}} |f|^2|\nabla u|^2\eta^2 \, dx.
\]

Combining (48)-(50), we obtain
\[
\int_B \left( g_1((\nabla u))(G_T((\nabla u) - k)_+|\nabla^2 u|^2 + |\nabla(G_T(\nabla u) - k)_+|^2 \right)\eta^2 \, dx \\
\leq c \int_B \left( \frac{g_2(\varepsilon(\nabla u))}{g_1(\nabla u)} + 1 \right) (G_T((\nabla u) - k)_+^2|\nabla \eta|^2 \, dx + c \int_{B \cap \{G_T((\nabla u)) > k\}} |f|^2|\nabla u|^2\eta^2 \, dx
\]
and the claim follows from $1 \leq \frac{g_2(\varepsilon(t))}{g_1(t)}$ for all $t > 0$. \hfill \Box

Combining the Caccioppoli inequality of Lemma 4 with Lemma 3, we obtain the following local $L^\infty$-bound on $G_T(\nabla u)$

**Lemma 5.** Suppose Assumption 2 is satisfied for some $\varepsilon, T \in (0, 1]$ and let $u \in W^{1, \infty}_{\text{loc}}(B)$ be a weak solution to (41). Set
\[
\gamma := \frac{1}{2} \frac{q - p}{p} \max \left\{ \kappa, \frac{n - 3}{2} \right\} + \frac{q}{2p}, \quad \gamma \gamma := \frac{1}{2} \frac{q - p}{p} \max \left\{ \kappa, \frac{n - 3}{2} \right\} + \frac{1}{p}.
\]
and suppose that \( \gamma, \gamma' \in (0, 1) \). Then there exists \( c = c(\gamma, \kappa, \Lambda, n, p, q) \in [1, \infty) \) such that

\[
\|G_T(\nabla u)\|_{L^\infty(\frac{1}{2}B)} \leq c(1 + \frac{\epsilon}{\mu^2 + \mu T})^{\frac{1}{2} + \frac{1}{2}} \cdot \int_B G_T(\nabla u) + c(1 + \frac{\epsilon}{\mu^2 + \mu T})^{\frac{1}{2}} \cdot \int_B (T^2 + \mu^2)^{\frac{1}{2}} + (T^2 + \mu^2)^\gamma \cdot \|G_T(\nabla u)\|_{L^\infty(\frac{1}{2}B)} + c(1 + \frac{\epsilon}{\mu^2 + \mu T})^{\frac{1}{2}} \cdot \int_B \left( (T^2 + \mu^2)^{\frac{1}{2}} + (T^2 + \mu^2)^\gamma \right)^{\gamma - 1} \cdot \|G_T(\nabla u)\|_{L^\infty(\frac{1}{2}B)} + c\|G_T(\nabla u)\|_{L^\infty(\frac{1}{2}B)}.
\]

(52)

**Remark 4.** Note that \( 1 < p \leq q \) and \( \kappa \in (0, \frac{1}{2}) \) imply that \( \gamma \) and \( \tilde{\gamma} \) defined in (51) are positive. Moreover, for \( n \geq 4 \) relation (4) imply \( \gamma, \tilde{\gamma} < 1 \). Indeed, we have

\[
\frac{q}{p} < 1 + \frac{2}{n-1} \quad \Rightarrow \quad \gamma = \frac{1}{2} \left( \frac{q - p n - 3}{2} \right)^\frac{1}{2} + \frac{q}{2p} < \frac{1}{2} \left( \frac{n - 3}{2} \right)^\frac{1}{2} + \frac{1}{2} + \frac{1}{n - 1} = 1
\]

\[
\frac{q}{p} < 1 + \frac{2}{n-1} \quad \Rightarrow \quad \tilde{\gamma} = \frac{1}{2} \left( \frac{q - p n - 3}{2} \right)^\frac{1}{2} + \frac{q}{2p} < \frac{1}{2} \left( \frac{n - 3}{2} \right)^\frac{1}{2} + \frac{1}{2} + \frac{1}{n - 1} = 1.
\]

In dimension \( n = 3 \) and \( \kappa \in (0, \frac{1}{2}) \), a straightforward computation yields that \( \kappa < \frac{2p - q}{q - p} \) implies \( \gamma < 1 \) and \( \kappa < \frac{2p - q}{q - p} \) implies \( \tilde{\gamma} < 1 \).

**Proof of Lemma 5.** Throughout the proof we write \( \lesssim \) if \( \leq \) holds up to a multiplicative constant depending only on \( \kappa, \Lambda, \nu, n, p \) and \( q \).

**Step 0.** Technical estimates.

There exists \( c_1 = c_1(\nu, \Lambda, p, q) \in [1, \infty) \) such that for all \( t \geq T > 0 \) holds

\[
\frac{g_{2c}(t)}{g_1(t)} \leq c_1 \left( G_T(t)^{\frac{q - p}{p - n}} + 1 + \frac{\epsilon}{\mu^2 + \mu T} \right)^{\frac{1}{2}} \quad \text{and} \quad t \leq c_1 G_T(t)^{\frac{1}{p}} + (\mu^2 + T^2)^{\frac{1}{p}}.
\]

(53)

To establish (53), we first compute for all \( t \geq T \)

\[
G_T(t) = \nu \int_T^t (\mu^2 + s^2)^{\frac{p - n}{2}} s \, ds = \nu \left( \frac{1}{p} \left( \mu^2 + t^2 \right)^{\frac{p - 2}{2}} - \nu \left( \mu^2 + T^2 \right)^{\frac{p - 2}{2}} \right)
\]

and thus

\[
\frac{g_{2c}(t)}{g_1(t)} = \frac{\Lambda}{\nu} \left( \mu^2 + t^2 \right)^{\frac{p - n}{2}} + \frac{\Lambda}{\nu} + \epsilon \left( \frac{1}{\mu^2 + t^2} \right)^{\frac{1}{2}} \left( \frac{1}{\mu^2 + t^2} \right)^{\frac{p - n}{2}} \leq \frac{\Lambda}{\nu} \left( \nu G_T(t) + (\mu^2 + T^2)^{\frac{p - n}{2}} \right)^{\frac{1}{p}} + \frac{\Lambda}{\nu} + \epsilon \left( \frac{1}{\mu^2 + t^2} \right)^{\frac{1}{2}} \left( \frac{1}{\mu^2 + t^2} \right)^{\frac{p - n}{2}},
\]

which implies the first estimate of (53) (recall \( \mu \in [0, 1] \) and \( \epsilon, T \in (0, 1) \)). The second estimate of (53) follows from (54) in the form: For \( t \geq T > 0 \) holds

\[
t^p \leq \frac{1}{\nu} G_T(t) + (\mu^2 + T^2)^{\frac{p - n}{2}}
\]

and the second estimate of (53) follows by taking the \( p \)-th root.
Step 1. In this step, we suppose \( B_1 \subseteq B \) and prove  

\[
\|G_T(\nabla u)\|_{L^\infty(B_{\frac{x}{4}})} \leq \|G_T(\nabla u)\|_{L^\infty(B_{\frac{x}{4}})}^\gamma \|G_T(\nabla u)\|_{L^1(B_1)}^{\frac{1}{\gamma}} + \left( 1 + \left( \frac{\varepsilon}{(\mu^2 + T^2)^{-\frac{1}{2}}} \right)^{\frac{\gamma}{\gamma + 1}} \right) \max\{\kappa, \frac{n-\gamma}{\gamma + 1}\} \|G_T(\nabla u)\|_{L^\infty(B_1)}^{\frac{\gamma}{\gamma + 1}} \|G_T(\nabla u)\|_{L^1(B_1)}^{\frac{1}{\gamma + 1}} 
\]

where \( \gamma \) and \( \tilde{\gamma} \) are defined in (51).

A direct consequence of the Caccioppoli inequality of Lemma 4 and the iteration Lemma 3 with the choice  

\[
M_1^2 = \left\| \frac{g_2.(\nabla u)}{g_1(\nabla u)} \right\|_{L^\infty(B_1 \cap \{|\nabla u| \geq T\})} \quad \text{and} \quad M_2^2 = \|\nabla u\|_{L^\infty(B_1)}^2
\]

is the following Lipschitz estimate  

\[
\|G_T(\nabla u)\|_{L^\infty(B_{\frac{x}{4}})} \leq \left( \left\| \frac{g_2.(\nabla u)}{g_1(\nabla u)} \right\|_{L^\infty(B_1 \cap \{|\nabla u| \geq T\})} \right)^{\frac{\gamma}{\gamma + 1}} + \left( 1 + \left( \frac{\varepsilon}{(\mu^2 + T^2)^{-\frac{1}{2}}} \right)^{\frac{\gamma}{\gamma + 1}} \right) \max\{\kappa, \frac{n-\gamma}{\gamma + 1}\} \|G_T(\nabla u)\|_{L^\infty(B_1)}^{\frac{\gamma}{\gamma + 1}} \|G_T(\nabla u)\|_{L^1(B_1)}^{\frac{1}{\gamma + 1}} 
\]

(56)

Estimate (55) follows from (56) in combination with (53) in the form  

\[
\left\| \frac{g_2.(\nabla u)}{g_1(\nabla u)} \right\|_{L^\infty(B_1 \cap \{|\nabla u| \geq T\})} \leq \|G_T(\nabla u)\|_{L^\infty(B_1)}^{\frac{\gamma}{\gamma + 1}} + 1 + \left( \frac{\varepsilon}{(\mu^2 + T^2)^{-\frac{1}{2}}} \right)^{\frac{\gamma}{\gamma + 1}} 
\]

(57)

and  

\[
\|\nabla u\|_{L^\infty(B_1)} \leq c_1 \|G_T(\nabla u)\|_{L^\infty(B_1)}^{\frac{1}{\gamma}} + (\mu^2 + T^2)^{\frac{1}{2}}, 
\]

and the elementary interpolation inequality \( \| \cdot \|_{L^2} \leq (\| \cdot \|_{L^\infty} \cdot \| \cdot \|_{L^1})^{\frac{1}{2}} \).

Step 2. Conclusion

Appealing to standard scaling and covering arguments, we deduce from Step 1 the following: For every \( x_0 \in B \) and \( 0 < \rho < \sigma \) satisfying \( B_\sigma(x_0) \subseteq B \) it holds  

\[
\|G_T(\nabla u)\|_{L^\infty(B_\rho(x_0))} \leq (\sigma - \rho)^{-\frac{n}{2}} \|G_T(\nabla u)\|_{L^\infty(B_\sigma(x_0))} \|G_T(\nabla u)\|_{L^1(B_\sigma(x_0))}^{\frac{1}{2}} 
\]

\[
+ (\sigma - \rho)^{-\frac{n}{2}} \left( 1 + \left( \frac{\varepsilon}{(\mu^2 + T^2)^{-\frac{1}{2}}} \right)^{\frac{\gamma}{\gamma + 1}} \right) \max\{\kappa, \frac{n-\gamma}{\gamma + 1}\} \|G_T(\nabla u)\|_{L^\infty(B_\sigma(x_0))}^{\frac{\gamma}{\gamma + 1}} \|G_T(\nabla u)\|_{L^1(B_\sigma(x_0))}^{\frac{1}{\gamma + 1}} 
\]

\[
+ (1 + \left( \frac{\varepsilon}{(\mu^2 + T^2)^{-\frac{1}{2}}} \right)^{\frac{\gamma}{\gamma + 1}} \max\{\kappa, \frac{n-\gamma}{\gamma + 1}\} \|G_T(\nabla u)\|_{L^\infty(B_\sigma(x_0))}^{\frac{\gamma}{\gamma + 1}} + (\mu^2 + T^2)^{\frac{1}{2}} \|f\|_{L^1(B_\sigma(x_0))} 
\]

(58)
From estimate (58) in combination with Young inequality and assumption $\gamma, \tilde{\gamma} \in (0, 1)$, we obtain the existence of $c = c(\kappa, \nu, \Lambda, n, p, q) \in [1, \infty)$ such that

$$
\|G_T(|\nabla u|)\|_{L^\infty(B_{r}(x_0))} \leq \frac{1}{2}\|G_T(|\nabla u|)\|_{L^\infty(B_{r}(x_0))} + c \frac{\|G_T(|\nabla u|)\|_{L^1(B_{r}(x_0))}}{(\sigma - \rho)^{\frac{1}{\gamma}}}
$$

$$
+ c \left(1 + \frac{\varepsilon}{(\mu^2 + T^2)^{\frac{1}{2}}}ight)^{\max\left\{\frac{\kappa}{\gamma}, \frac{\kappa}{2}\right\}} \|G_T(|\nabla u|)\|_{L^1(B_{r}(x_0))} c \
+ \left(1 + \frac{\varepsilon}{(\mu^2 + T^2)^{\frac{1}{2}}}ight)^{\max\left\{\frac{\kappa}{\gamma}, \frac{\kappa}{2}\right\}} \|G_T(|\nabla u|)\|_{L^1(B_{r}(x_0))} c \
+ c\|f\|_{L^1(B_{r}(x_0))} c.
$$

The claimed inequality (52) (for $B = B_1$) now follows from Lemma 2.

\[ \square \]

5. PROOF OF THEOREM 1

In this section, we prove Theorem 1 together with a suitable gradient estimate. More precisely, we show the following result which obviously contains the statement of Theorem 1.

**Theorem 2.** Let $\Omega \subset \mathbb{R}^n$, $n \geq 3$ be an open bounded domain and suppose Assumption 1 is satisfied with $1 < p < q < \infty$ such that (4). Let $u \in W^{1,1}_{loc}(\Omega)$ be a local minimizer of the functional $\mathcal{F}$ given in (1) with $f \in L^{n,1}(\Omega)$. Then $\nabla u$ is locally bounded in $\Omega$. Moreover, for every $\kappa \in (0, \min\left\{\frac{1}{2}, \frac{2p-2q}{q-p}, \frac{2q}{q-p}\right\})$ there exists $c = c(\kappa, \Lambda, \nu, n, p, q) \in [1, \infty)$ such that for all $B \Subset \Omega$ it holds

$$
\|\nabla u\|_{L^\infty(B_{\frac{1}{2}r})} \leq \left(\frac{1}{2}\frac{\kappa}{\gamma} + \frac{\kappa}{\gamma} c\right)\left(1 + \frac{\varepsilon}{(\mu^2 + T^2)^{\frac{1}{2}}}ight)^{\max\left\{\frac{\kappa}{\gamma}, \frac{\kappa}{2}\right\}} \|G_T(|\nabla u|)\|_{L^1(B_{r}(x_0))} c
$$

$$
+ c\|f\|_{L^{n,1}(B_{r}(x_0))} c.
$$

(59)

where

$$
\alpha_n := \begin{cases} 
\frac{2}{0(n+1)(n-1)q} & \text{if } n \geq 4 \quad 2p-q-(q-p)\kappa \\
\frac{4}{2p-q-(q-p)\kappa} & \text{if } n = 3 \quad \beta_n := \begin{cases} 
\frac{4}{2p-q-(q-p)\kappa} & \text{if } n \geq 4 \quad 2p-q-(q-p)\kappa \\
\frac{4}{2p-q-(q-p)\kappa} & \text{if } n = 3 
\end{cases}
\end{cases}
$$

In the case $n \geq 4$ the constant $c$ in (59) is independent of $\kappa$. When $p \geq 2 - \frac{4}{n+1}$ or when $f \equiv 0$ condition (4) can be replaced by (5).

**Proof of Theorem 2.** Throughout the proof we write $\lesssim$ if $\leq$ holds up to a multiplicative constant that depends only on $\kappa, \Lambda, \nu, n, p$ and $q$. We assume that $B_2 \Subset \Omega$ and show

$$
\|\nabla u\|_{L^\infty(B_{\frac{1}{2}r})} \lesssim \left(\frac{1}{2}\frac{\kappa}{\gamma} + \frac{\kappa}{\gamma} c\right)\left(1 + \frac{\varepsilon}{(\mu^2 + T^2)^{\frac{1}{2}}}ight)^{\max\left\{\frac{\kappa}{\gamma}, \frac{\kappa}{2}\right\}} \|G_T(|\nabla u|)\|_{L^1(B_{r}(x_0))} c
$$

$$
+ \left(\frac{1}{2}\frac{\kappa}{\gamma} + \frac{\kappa}{\gamma} c\right)\left(1 + \frac{\varepsilon}{(\mu^2 + T^2)^{\frac{1}{2}}}ight)^{\max\left\{\frac{\kappa}{\gamma}, \frac{\kappa}{2}\right\}} \|G_T(|\nabla u|)\|_{L^1(B_{r}(x_0))} c
$$

$$
+ \|f\|_{L^{n,1}(B_{r}(x_0))} c.
$$

(61)

where $\gamma$ and $\tilde{\gamma}$ are given in (51). Clearly, the conclusion follows from a standard scaling, translation and covering arguments using $\alpha_n = \frac{1}{2p-1-\gamma}$ and $\beta_n = \frac{1}{2p-1-\gamma}$.
Step 0. Preliminaries.
Following [6], we introduce various regularizations on the minimizer \( u \), the integrand \( F \) and the forcing term \( f \): For this we choose a decreasing sequence \( (\varepsilon_m)_{m\in\mathbb{N}} \subset (0,1) \) satisfying \( \varepsilon_m \to 0 \) as \( m \to \infty \). We set \( \overline{u}_m := u \ast \varphi_{\varepsilon_m} \) with \( \varphi := \varepsilon^{-n} \varphi(\frac{x}{\varepsilon}) \) and \( \varphi \) being a non-negative, radially symmetric mollifier, i.e. it satisfies
\[
\varphi \geq 0, \quad \text{supp} \varphi \subset B_1, \quad \int_{\mathbb{R}^n} \varphi(x) \, dx = 1, \quad \varphi(\cdot) = \varphi(|\cdot|) \quad \text{for some} \ \varphi \in C^\infty(\mathbb{R}).
\]
Moreover, we denote by \( f_m \) the truncated forcing \( f_m(x) = \min \{ \max \{ f(x), -m \}, m \} \) and consider the functional
\[
F_m (w, B) := \int_B [F_{\varepsilon_m}(\nabla w) - f_m w] \, dx,
\]
where for all \( z \in \mathbb{R}^n \)
\[
F_{\varepsilon}(z) := \tilde{F}_{\varepsilon}(z) + \varepsilon L_p(z) \quad \text{with} \quad L_p(z) := \frac{1}{2} |z|^2 \quad \text{for} \quad p \geq 2 \quad \text{and} \quad L_p(z) := (1 + |z|^2)^{\frac{p}{2}} - 1 \quad \text{for} \quad p \in (1, 2)
\]
and \( \tilde{F}_{\varepsilon} \) satisfies for all \( \varepsilon \in (0, \varepsilon_0) \) with \( \varepsilon_0 = \varepsilon_0(F, T) \in (0, 1) \)
\[
\tilde{F}_{\varepsilon} \geq 0, \quad \tilde{F}_{\varepsilon} \in C^2_{\text{loc}}(\mathbb{R}^n) \text{ is convex and } \tilde{F}_{\varepsilon} = F \text{ on } \mathbb{R}^n \setminus B_{\varepsilon}^T.
\]
(Obviously \( \tilde{F}_{\varepsilon} \) and thus \( F_{\varepsilon} \) depends also on \( T > 0 \) which is suppressed in the notation) and it holds
\[
\lim_{\varepsilon \to 0} \sup_{z \in T} |\tilde{F}_{\varepsilon}(z) - F(z)| = 0.
\]
In the case \( F \in C^2_{\text{loc}}(\mathbb{R}^n) \), we simply set \( \tilde{F}_{\varepsilon} \equiv F \) and in the case that \( F \) is singular at zero we give (a standard) smoothing and gluing construction in Step 3 below.

Clearly, the functionals \( F_m \) are strictly convex and we denote by \( u_m \in W^{1,1}(B) \) the unique function satisfying
\[
F_m (u_m, B) \leq F_m (v, B) \quad \text{for all} \ v \in \overline{u}_m + W^{1,1}_0(B)
\]
Appealing to [6, Theorem 4.10] (based on [5]), we have \( u_m \in W^{1,\infty}_\text{loc}(B) \). In particular it follows that \( u_m \) satisfies the Euler-Lagrange equation
\[
-\text{div} (\partial F_{\varepsilon_m}(\nabla u_m)) = f_m
\]
and since \( a_{\varepsilon} := \partial F_{\varepsilon_m} \) satisfies Assumption 2 (with \( \varepsilon = \varepsilon_m \)) we can apply Lemma 5. Note that in view of Remark 4, the assumptions on \( p, q \) and \( \kappa \) ensure \( \gamma, \hat{\gamma} \in (0, 1) \).

Step 1. We claim that
\[
\|\nabla u_m\|_{L^\infty(B_\frac{1}{2})}^p \lesssim (1 + \frac{\varepsilon_m}{(\mu^2 + T^2)^{\frac{1}{2}}})^{\max\{\kappa, \frac{n-2}{2}\}} + \left( \int_{B_{1+\varepsilon_m}} \tilde{F}_{\varepsilon_m}(\nabla u) \, dx + \varepsilon_m \int_{B_1} L_p(\nabla \overline{u}_m) \, dx + \|f\|_{L^p(B_1)} + T^p + \mu^p \right)^{\frac{1}{1-n}}
\]
\[
+ \left( \int_{B_{1+\varepsilon_m}} \tilde{F}_{\varepsilon_m}(\nabla u) \, dx + \varepsilon_m \int_{B_1} L_p(\nabla \overline{u}_m) \, dx + \|f\|_{L^p(B_1)} + T^p + \mu^p \right)^{\frac{1}{1-n}}
\]
\[
+ \left( (1 + \frac{\varepsilon_m}{(\mu^2 + T^2)^{\frac{1}{2}}})^{\frac{1}{2}} \max\{\kappa, \frac{n-2}{2}\} \|f\|_{L^p(B_1)} \right)^{\frac{1}{1-n}}
\]
\[
+ \|f\|_{L^p(B_1)}
\]
and
\[
\int_{B_1} F_{\varepsilon_m}(\nabla u_m) \, dx \lesssim \int_{B_{1+\varepsilon_m}} \tilde{F}_{\varepsilon_m}(\nabla u) \, dx + \varepsilon_m \int_{B_1} L_p(\nabla \overline{u}_m) \, dx + \|f\|_{L^p(B_1)} + (\mu^2 + T^2)^{\frac{1}{2}}.
\]
A combination of Hölder and Sobolev inequality with the elementary inequality
\[ \nu|z|^p \leq \nu(\mu^2 + T^2)^{\frac{p}{2}} + F_{\varepsilon_m}(z) \]
(which follows from the definition of \( F_{\varepsilon_m}, (63) \) and (3)) yields
\[ \|f_m(u_m - \overline{u}_m)\|_{L^1(B_1)} \leq \|f_m\|_{L^p(B_1)}\|u_m - \overline{u}_m\|_{L^{\frac{p}{p-1}}(B_1)} \]
\[ \leq c(n, p)\|f_m\|_{L^p(B_1)}\|\nabla(u_m - \overline{u}_m)\|_{L^p(B_1)} \]
\[ \leq c\|f_m\|_{L^p(B_1)} \left( \int_{B_1} F_{\varepsilon_m}(\nabla u_m) + F_{\varepsilon_m}(\nabla \overline{u}_m) \, dx + (\mu^2 + T^2)^{\frac{p}{2}} \right)^{\frac{1}{p}} \]
\[ \leq \frac{1}{p} \left( \int_{B_1} F_{\varepsilon_m}(\nabla u_m) + F_{\varepsilon_m}(\nabla \overline{u}_m) \, dx + (\mu^2 + T^2)^{\frac{p}{2}} \right) + (1 - \frac{1}{p})(c\|f_m\|_{L^p(B_1)})^{\frac{2}{p}} \]
where \( c = c(n, \nu, \Lambda, p, q) \in [1, \infty) \). Combining the above estimate with the minimality of \( u_m \) and the convexity of \( \overline{F}_\varepsilon \) in the form
\[ \int_{B_1} F_{\varepsilon_m}(\nabla u_m) \, dx \leq \int_{B_1} F_{\varepsilon_m}(\nabla \overline{u}_m) - f_m(\overline{u}_m - u_m) \, dx \]
(68) we obtain (67). The claimed Lipschitz-estimate (66) follows from Lemma 5, estimates (53), (67) and
\[ 0 \leq G_T((\nabla u_m)) \leq (\mu^2 + |\nabla u_m|^2)^\frac{p}{2} \lesssim F_{\varepsilon_m}(\nabla u_m) + (\mu^2 + T^2)^{\frac{p}{2}}. \]

**Step 2.** Passing to the limit.

**Substep 2.1.** We claim
\[ \lim_{m \to \infty} \varepsilon_m \int_{B_1} L_p(\nabla \overline{u}_m) \, dx = 0 \]
(69) and
\[ \lim_{m \to \infty} \int_{B_{1+r_m}} \overline{F}_{\varepsilon_m}(\nabla u) \, dx = \int_{B_1} F(\nabla u) \, dx. \]
(70)

We first note that \( F(\nabla u) \in L^1_{\text{loc}}(B_2) \). Indeed, by Definition 1 combined with Hölder and Sobolev inequality, we have for every \( B \subset B_2 \)
\[ \int_{B} F(\nabla u) \, dx = |F(u, \overline{B})| + \int_{\overline{B}} f u \leq |F(u, \overline{B})| + \|f\|_{L^p(\overline{B})}\|u\|_{L^{\frac{p}{p-1}}(\overline{B})} \]
\[ \lesssim |F(u, \overline{B})| + \|f\|_{L^p(\overline{B})}\|u\|_{W^{1,p}(\overline{B})} < \infty \]

For \( p \geq 2 \), equation (69) follows from
\[ \int_{B_1} L_p(\nabla \overline{u}_m) \, dx = \frac{1}{2}\|\nabla \overline{u}_m\|_{L^2(B_1)}^2 \lesssim \|\nabla u\|_{L^2(B_{\frac{1}{2}})}^2 \lesssim \left( \int_{B_{\frac{1}{2}}} F(\nabla u) \, dx \right)^{\frac{2}{p}} < \infty. \]

In the case \( p \in (1, 2) \), equation (69) is a consequence of
\[ \|L_p(\nabla \overline{u}_m)\|_{L^1(B_1)} \lesssim 1 + \|\nabla u\|_{L^p(B_{\frac{1}{2}})}^p \lesssim 1 + \int_{B_{\frac{1}{2}}} F(\nabla u) \, dx < \infty. \]

The argument for (70) follows from the identity
\[ \int_{B_{1+r_m}} \overline{F}_{\varepsilon_m}(\nabla u) \, dx = \int_{B_{1+r_m}} F(\nabla u) \, dx + \int_{B_{1+r_m} \setminus \{|\nabla u| \leq T\}} \overline{F}_{\varepsilon_m}(\nabla u) - F(\nabla u) \, dx. \]

For the uniform convergence (64) and \( F(\nabla u) \in L^1_{\text{loc}}(B_2) \).

**Substep 2.2.** Proof of (61).
From (66), (67) and (69), we deduce the existence of a subsequence and \( \overline{u} \in u + W^{1,1}_0(B_0) \) such that
\[
\begin{align*}
  u_m &\rightharpoonup \overline{u} \quad \text{weakly in } W^{1,p}(B_1) \\
  u_m &\rightharpoonup^* \overline{u} \quad \text{weakly* in } W^{1,\infty}(B_\frac{1}{2})
\end{align*}
\]
In view of (66), (69), (70) and the weak* lower semicontinuity of norms \( \overline{u} \) satisfies
\[
\begin{align*}
  \|\nabla \overline{u}\|_{L^\infty(B_\frac{1}{2})} &\lesssim \left( \int_{B_1} F(\nabla u) \, dx + \|f\|_{L^n(B_1)} + T^p + \mu^p \right)^\frac{1}{p} \\
  &\quad + \left( \int_{B_1} F(\nabla u) \, dx + \|f\|_{L^n(B_1)} + T^p + \mu^p \right)^\frac{1}{p} + \frac{1}{1 - \frac{1}{p}} \\
  &\quad + \left( (T^2 + \mu^2)^\frac{1}{p} + (T^2 + \mu^2)^\frac{1}{p^*} \right) \|f\|_{L^n(B_1)} + \|f\|_{L^n(B_1)}
\end{align*}
\]
(71)
where we use in the last estimate \( \|f\|_{L^n(B_1)} \lesssim \|f\|_{L^n(B_1)} \) and Youngs inequality in the form
\[
((T^2 + \mu^2)^\frac{1}{p} + (T^2 + \mu^2)^\frac{1}{p^*}) \|f\|_{L^n(B_1)} \lesssim ((T^2 + \mu^2)^\frac{1}{p} + \|f\|_{L^n(B_1)} + \|f\|_{L^n(B_1)}).
\]
By the definition of \( F_\varepsilon \) we have
\[
\begin{align*}
  \int_{B_1} F_\varepsilon(m(\nabla u_m)) \, dx &\geq \int_{B_1} F_\varepsilon(m(\nabla u_m)) \, dx \\
  &= \int_{B_1} F(\nabla u_m) \, dx + \int_{B_1 \cap \{|\nabla u| \leq T\}} F_\varepsilon(m(\nabla u_m)) - F(\nabla u_m) \, dx \\
  &\geq \int_{B_1} F(\nabla u_m) \, dx - |B_1| \sup_{z \leq T} |F_\varepsilon(z) - F(z)|.
\end{align*}
\]
Hence, using convexity of \( F \) and the uniform convergence (64), we can pass to the limit (along the above chosen subsequence) in (68) and obtain with help of (69) and (70)
\[
\int_{B_1} F(\nabla u) \, dx \leq \int_{B_1} F(\nabla u) - f(u - \overline{u}) \, dx
\]
and thus
\[
F(\overline{u}, B_1) \leq F(u, B_1).
\]
The above inequality combined with \( \overline{u} \in u + W^{1,p}_0(B_1) \) and the strict convexity of \( F(\cdot, B_1) \) implies \( \overline{u} = u \). The claimed estimate (61) follows by sending \( T \) to 0 in (71) combined with (3) in the form \( \nu \mu^p \leq \int_B F(\nabla u) \, dx \).

**Step 3.** Construction of \( \tilde{F}_\varepsilon \).
Let \( \rho \in C^\infty([0,1]) \) be such that \( \rho \equiv 1 \) on \( (-\infty, \frac{T}{2}) \) and \( \rho \equiv 0 \) on \( (\frac{T}{2}, \infty) \). We set \( \tilde{F}_\varepsilon := F \ast \varphi_\varepsilon \) where \( \varphi_\varepsilon \) is as in Step 1 and \( \tilde{F}_\varepsilon = \rho \tilde{F}_\varepsilon + (1 - \rho)F \). By general properties of the mollification, we have that \( \tilde{F}_\varepsilon \) is smooth, non-negative and convex, and thus \( \tilde{F}_\varepsilon \) is non-negative, locally \( C^2 \) and it holds \( \tilde{F}_\varepsilon \equiv \tilde{F}_\varepsilon ) \) on \( \mathbb{R}^n \setminus B_{T/2} \). Since \( F \) is convex and locally bounded, we also have (64). It remains to show that \( \tilde{F}_\varepsilon \) is convex for \( \varepsilon > 0 \) sufficiently small. For this we observe that
\[
\nabla^2 \tilde{F} = \rho \nabla^2 \tilde{F}_\varepsilon + (1 - \rho) \nabla^2 F + (\tilde{F}_\varepsilon - F_\varepsilon) \nabla^2 \rho + \nabla(\tilde{F}_\varepsilon - F_\varepsilon) \otimes \nabla \rho + \nabla \rho \otimes \nabla(\tilde{F}_\varepsilon - F_\varepsilon)
\]
is strictly positive definite since \( \rho \nabla^2 \tilde{F}_\varepsilon + (1 - \rho) \nabla^2 F \) is strictly positive definite and the remainder tends to zero as \( \varepsilon \to 0 \).
Step 4. The case $f \equiv 0$. It is straightforward to check that the restriction $\gamma \in (0,1)$ is not needed in Lemma 5 if $f \equiv 0$ and since we checked in Remark 4 that (5) suffices to ensure $\gamma \in (0,1)$ the claim follows. □

Acknowledgments

PB was partially supported by the German Science Foundation DFG in context of the Emmy Noether Junior Research Group BE 5922/1-1.

References

[1] K. Adimurthi and V. Tewary, On Lipschitz regularity for bounded minimizers of functionals with (p,q) growth. arXiv:2108.06153 [math.AP].
[2] A. K. Balci, L. Diening and M. Surnachev, New examples on Lavrentiev gap using fractals. Calc. Var. Partial Differential Equations 59 (2020), no. 5, Paper No. 180, 34 pp.
[3] P. Baroni, Riesz potential estimates for a general class of quasilinear equations. Calc. Var. Partial Differential Equations 53 (2015), no. 3-4, 803–846.
[4] P. Baroni, M. Colombo and G. Mingione, Regularity for general functionals with double phase. Calc. Var. Partial Differential Equations 57 (2018), no. 2, Art. 62.
[5] P. Bousquet and L. Brasco, Global Lipschitz continuity for minima of degenerate problems. Math. Ann. 366 (2016), no. 3-4, 1403–1450.
[6] L. Beck and G. Mingione, Lipschitz bounds and non-uniform ellipticity. Comm. Pure Appl. Math. 73 (2020), 944–1034.
[7] P. Bella and M. Schaffner, Local Boundedness and Harnack Inequality for Solutions of Linear Nonuniformly Elliptic Equations. Comm. Pure Appl. Math. 74 (2021), no. 3, 453–477.
[8] P. Bella and M. Schaffner, On the regularity of minimizers for scalar integral functionals with (p,q)-growth. Anal. PDE 13 (2020), no. 7, 2241–2257.
[9] G. Bertazzoni and S. Ricco, Lipschitz regularity results for a class of obstacle problems with nearly linear growth. J. Elliptic Parabol. Equ. 6 (2020), no. 2, 883–918.
[10] M. Bildhauer and M. Fuchs, Interior regularity for free and constrained local minimizers of variational integrals under general growth and ellipticity conditions. J. Math. Sci. (N.Y.) 123 (2004), no. 6, 4565–4576.
[11] M. Bulíček, P. Gwiazda and J. Skrzeczkowski, On a range of exponents for absence of Lavrentiev phenomenon for double phase functionals. arXiv:2110.13945 [math.AP]
[12] S.-S. Byun and J. Oh, Regularity results for generalized double phase functionals. Anal. PDE 13 (2020), no. 5, 1269–1300.
[13] M. Carozza, J. Kristensen and A. Passarelli di Napoli, Higher differentiability of minimizers of convex variational integrals. Ann. Inst. H. Poincaré Anal. Non Linéaire 28 (2011), no. 3, 395–411.
[14] A. Cianchi, Maximizing the $L^{\infty}$-norm of the gradient of solutions to the Poisson equation. J. Geom. Anal. 2, 499–515, (1992).
[15] A. Cianchi and V. G. Maz’ya, Global Lipschitz regularity for a class of quasilinear elliptic equations. Comm. Partial Differential Equations 36, 1, 100–133.
[16] I. Chlebicka, C. De Filippis, and L. Koch, Boundary regularity for manifold constrained $p(x)$-Harmonic maps. J. London Math. Soc. (2) 104 (2021), 2335–2375.
[17] M. Colombo and G. Mingione, Regularity for double phase variational problems, Arch. Ration. Mech. Anal. 215 (2015), no. 2, 443–496.
[18] G. Cupini, P. Marcellini, E. Mascolo and A. Passarelli di Napoli, Lipschitz regularity for degenerate elliptic integrals with $p,q$-growth. Adv. Calc. Var. https://doi.org/10.1515/acv-2020-0120
[19] C. De Filippis and G. Mingione, On the regularity of minima of non-autonomous functionals. J. Geom. Anal. 30 (2020), 1584–1626.
[20] C. De Filippis and G. Mingione, Lipschitz bounds and nonautonomous integrals. Arch. Ration. Mech. Anal. 242 (2021), 973–1057.
[21] C. De Filippis and G. Mingione, Nonuniformly elliptic Schauder Theory. arXiv:2201.07369
[22] C. De Filippis, Quasiconvexity and partial regularity via nonlinear potentials. arXiv:2105.00503.
[23] M. Eleuteri, P. Marcellini and E. Mascolo, Regularity for scalar integrals without structure conditions. Adv. Calc. Var. 13 (2020), no. 3, 279–300.
[24] L. Esposito, F. Leonetti and G. Mingione, Higher integrability for minimizers of integral functionals with (p,q) growth. J. Differential Equations 157 (1999), no. 2, 414–438.
[25] L. Esposito, F. Leonetti and G. Mingione, Sharp regularity for functionals with (p,q) growth. J. Differential Equations 204 (2004), no. 1, 5–55.
[26] E. Giusti, Direct methods in the calculus of variations, World Scientific Publishing Co., Inc., River Edge, NJ, 2003. viii+403 pp.
[27] P. Hästö and J. Ok, Maximal regularity for local minimizer of non-autonomous functionals. *J. Eur. Math. Soc. (JEMS)* 24 (2022), no. 4, 1285–1334.

[28] P. Harjulehto, P. Hästö and O. Toivanen, Hölder regularity of quasiminimizers under generalized growth conditions. *Calc. Var. Partial Differential Equations* 56 (2017), no. 2, Paper No. 22, 26 pp.

[29] J. Hirsch and M. Schäffner, Growth conditions and regularity, an optimal local boundedness result. *Commun. Contemp. Math.* 23 (2021), no. 3, Paper No. 2050029.

[30] L. Koch, Global higher integrability for minimisers of convex functionals with \((p,q)\)-growth. *Calc. Var. Partial Differential Equations* 60 (2017), no. 2, Paper No. 63, 29 pp.

[31] T. Kuusi and G. Mingione, Linear potentials in nonlinear potential theory. *Arch. Ration. Mech. Anal.* 207 (2013), no. 1, 215–246.

[32] T. Kuusi and G. Mingione, A nonlinear Stein theorem. *Calc. Var. Partial Differential Equations* 51 (2014), no. 1-2, 45–86.

[33] P. Marcellini, Regularity of minimizers of integrals of the calculus of variations with nonstandard growth conditions, *Arch. Rational Mech. Anal.* 105 (1989), no. 3, 267–284.

[34] P. Marcellini, Regularity and existence of solutions of elliptic equations with \(p,q\)-growth conditions, *J. Differential Equations* 90 (1991), no. 1, 1–30.

[35] E. Mascolo, E and A. Passarelli di Napoli, Higher differentiability for a class of problems under \(p,q\) subquadratic growth. arXiv:2110.15874 [math.AP].

[36] G. Mingione and V. Rădulescu, Recent developments in problems with nonstandard growth and nonuniform ellipticity. *J. Math. Anal. Appl.* 501 (2021), no. 1, Paper No. 125197, 41 pp.

[37] C. Mooney, A proof of the Krylov-Safonov theorem without localization. *Comm. Partial Differential Equations* 44 (2019), no 8, 681–690.

[38] M. Schäffner, Higher integrability for variational integrals with non-standard growth. *Calc. Var. Partial Differential Equations* 60 (2021), no. 2, Paper No. 77, 16 pp.

[39] E. M. Stein, Editor’s note: the differentiability of functions in \(\mathbb{R}^n\). *Ann. of Math.* (2) 113 (1981), no. 2, 383–385.

[40] V. Šverák and X. Yan, Non-Lipschitz minimizers of smooth uniformly convex functionals. *Proc. Natl. Acad. Sci. USA* 99 (2002), 15269–15276.

[41] L. Tartar, *An introduction to Sobolev spaces and interpolation spaces*, Lecture Notes of the Unione Matematica Italiana, 3. Springer, Berlin; UMI, Bologna, 2007.

TU DORTMUND, FAKULTÄT FÜR MATHEMATIK, LEHRSTUHL I, VOGELPOTHSWE 87, 44227 DORTMUND, GERMANY. 

Email address: peter.bella@math.tu-dortmund.de

Technische Universität Dortmund, Fakultät für Mathematik, Vogelpothsweg 87, 44227 Dortmund, Germany. 

Email address: mathias.schaeffner@tu-dortmund.de