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Abstract
While recent neural sequence-to-sequence models have greatly improved the quality of speech synthesis, there has not been a system capable of fast training, fast inference and high-quality audio synthesis at the same time. We propose a student-teacher network capable of high-quality faster-than-real-time spectrogram synthesis, with low requirements on computational resources and fast training time. We show that self-attention layers are not necessary for generation of high quality audio. We utilize simple convolutional blocks with residual connections in both student and teacher network and use only a single attention layer in the teacher model. Coupled with a MelGAN vocoder, our model’s voice quality was rated significantly higher than Tacotron 2. Our model can be efficiently trained on a single GPU and can run in real time even on a CPU. We provide both our source code and audio samples in our GitHub repository.1

Index Terms: speech synthesis, efficiency, scalability, spectrogram synthesis, real-time speech synthesis

1. Introduction
Recent neural text-to-speech (TTS) systems based on the sequence-to-sequence approach, such as Tacotron 2 [1], brought considerable quality improvements, but require relatively large amounts of training data and computational resources to train and operate. Several works attempt to reduce the computational burden in various ways [2, 3, 4, 5], but there is still a tradeoff between fast training times, fast inference, and output quality.

In this paper, we address the training efficiency of TTS systems as well as the inference speed and hardware requirements while sustaining good quality of synthesized audio. We propose a fully convolutional, non-sequence based approach to speech synthesis consisting of a teacher and a student network, similarly to FastSpeech [5]. The teacher network is an autoregressive convolutional network [2, 3] which is used to extract correct alignments between phonemes and corresponding audio frames. The student network is a non-autoregressive, fully convolutional network [5] which encodes input phonemes, predicts the duration (number of audio frames needed) for each one, then decodes a mel-scale spectrogram based on phoneme encodings and durations. We combine our student network with a pretrained MelGAN vocoder [6] to achieve fast and high-quality spectrogram inversion.

Our model can be trained on the LJ Speech data [7] in under 40 hours on a single 8GB GPU and generates high-quality audio samples faster than real-time on both GPU and CPU.

Our contributions are as follows: (1) We simplify the teacher-student architecture of FastSpeech [5] and provide a fast and stable training procedure. We use a simpler, smaller and faster-to-train convolutional teacher model with a single attention layer instead of Transformer [8] used in FastSpeech. (2) We show that self-attention layers [8] in the student network are not needed for high-quality speech synthesis. (3) We describe a simple data augmentation technique that can be used early in the training to make the teacher network robust to sequential error propagation. (4) We show that our model significantly outperforms strong baselines while keeping speedy training and inference.

2. Related Work
TTS systems such as Deep Voice 3 [2] and DCTTS [3] try to speed up training by utilizing convolutional networks inside an encoder-decoder architecture similar to Tacotron 2 [1]. The model trains fast, but requires sequential inference, which is relatively slow with convolutional networks. WaveRNN [4] applies various hardware optimizations and model pruning to achieve sequential inference speedup. However, training is sequential and therefore slow. To avoid sequential inference altogether, FastSpeech [5] adapts a Transformer-like architecture [8] along with the idea of fertilities. It can synthesize spectrogram frames quickly in parallel, but requires training of many attention layers, which can be difficult and time-consuming. Approaches such as Parallel WaveNet [9] and ClariNet [10] provide fast inference, but require significant computational resources to train the teacher models.

3. Our Model
Our model uses phonemes as input and logarithmically scaled mel spectrograms as output. We first discuss the teacher network used to align phonemes to spectrogram frames, then the student network which uses this alignment as additional supervision when training to synthesize spectrograms.

3.1. Teacher network – Duration extraction
The teacher network for extracting phoneme durations from data is based on Deep Voice 3 [2] and DCTTS [3]. It has four main parts – phoneme encoder, spectrogram encoder, attention and decoder (see Fig. 1). It is trained to predict the next spectrogram frame given input phonemes (including punctuation) and past frames; it uses attention to keep track of the phoneme it is generating. The attention values are then used to align phonemes with spectrogram frames and extract phoneme durations.

Phoneme encoder: The phoneme encoder starts with embedding and a fully connected layer with ReLU activation. Then, several gated residual blocks [11, see Fig. 2] with progressively more dilated non-causal convolutions are used. The blocks’ skip connection sums outputs from all layers for the encoder output.

Instead of highway blocks used in DCTTS [3], we use these simple convolutional residual blocks derived from WaveNet [11] without observing any significant performance drop.

Spectrogram encoder: The spectrogram encoder provides contextual encoding of spectrogram frames that takes past frames into account. First, a fully connected layer and ReLU are applied to each frame of the input spectrogram. Then, several gated residual blocks with progressively more dilated gated causal
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convolutions (over past frames only [11]) are used and the skip connection accumulates the final output.

Attention: We use dot-product attention [8], with phoneme encoder output as keys, phoneme encoder outputs summed with phoneme embeddings as values (similar to Deep Voice 3 [2]), and spectrogram encoder output as queries. The keys and queries are preconditioned via positional encoding [8] and an identical linear layer to bias the attention towards monotonicity [2, cf. Section 4.2]. The attention scores are weighted averages of the value vectors according to how much the values match a given query. This way, the model learns to select phonemes relevant for prediction of the next spectrogram frame.

Decoder: On the input, the decoder sums attention scores with encoder outputs for better gradient flow. The sum is then transformed by several gated residual blocks with progressively more dilated causal convolutions and several convolutional layers with ReLU activation to get the correct number of channels, and finally passed through a sigmoid prediction layer.

Training: Target spectrograms are shifted one position to the left on the input and the model is forced to predict the next spectrogram frame based on past ones (cf. Section 3.1).

Figure 1: The duration extraction network. The encoders and the decoder use gated residual blocks (see Fig. 2). Convolutions in the spectrogram encoder and decoder are causal as the model predicts the next frame based on past ones (cf. Section 3.1).

Figure 2: A gated residual block. \( \cdot \) and \( + \) represent elementwise multiplication and addition, respectively.

The student model uses spectrograms with alignments predicted by the teacher model. Given input phonemes, it is trained to first predict individual phoneme durations and then, based on the durations, the full mel spectrogram (see Fig. 3). The model consists of a phoneme encoder, duration predictor and a decoder. All three modules consist of progressively dilated residual convolutions, each of which contains a 1D convolution, ReLU activation and temporal batch normalization. A residual connection is applied for better gradient flow. The phoneme encodings

attention loss for the attention matrix \( A \in \mathbb{R}^{N \times T} \) is calculated as:

\[
GuidedAtt(A) = \frac{1}{NT} \sum_{n=1}^{N} \sum_{t=1}^{T} A_{n,t} W_{n,t} \quad (1)
\]

where \( W_{n,t} = 1 - \exp \left( \frac{-g n t^2}{2} \right) \) is the penalty matrix, \( N \) is the number of phonemes and \( T \) is the number of spectrogram frames. The parameter \( g \) controls the loss contribution of matrix elements \( A_{n,t} \) as we move further away from the diagonal.

Data augmentation: To improve robustness to error propagation, we employ three data augmentations on the input spectrograms: (1) We add a small amount of Gaussian noise to each spectrogram pixel. (2) We simulate the model outputs by feeding the input spectrogram through the network without gradient update in parallel mode (not sequentially). The resulting spectrogram is slightly degraded compared to the ground-truth spectrogram. We repeat this process multiple times to get an approximation of a sequentially generated spectrogram. We could simply generate the degraded spectrogram sequentially, but using the parallel mode several times is still faster than sequential generation. Moreover, in early stages of training, the model is virtually unable to sequentially generate more than just a few frames correctly. We observe that this method improves the robustness of sequential generation drastically and the model is able to generate long sentences well with just minor mistakes. (3) We further degrade the input spectrograms by randomly replacing several frames with random frames. This is done to encourage the model to use temporally more distant frames. Otherwise, the model tends to overfit to the newest frame on the input and ignores older information, which makes it less stable.

Inference/duration extraction: Similarly to [2, 3], we apply location masking of the attention positions to avoid phoneme skipping and enforce monotonic alignment. However, we run the inference in teacher-forcing mode – we feed the model with ground-truth frames to avoid error propagation and extract more reliable alignments. The resulting attention matrix is used to extract the duration of each phoneme by calculating the index of the most likely phoneme at each timestep and counting the number of occurrences of each index across time.

3.2. Student network – Spectrogram synthesis

The student model uses spectrograms with alignments predicted by the teacher model. Given input phonemes, it is trained to first predict individual phoneme durations and then, based on the durations, the full mel spectrogram (see Fig. 3). The model consists of a phoneme encoder, duration predictor and a decoder. All three modules consist of progressively dilated residual convolutional blocks, each of which contains a 1D convolution, ReLU activation and temporal batch normalization. A residual connection is applied for better gradient flow. The phoneme encodings
generated by the encoder are fed to the duration predictor, which predicts the duration of each phoneme in a logarithmic domain using a final convolution and a linear layer.

Phoneme encoding vectors are expanded according to the predicted duration on the decoder input so that the size of the decoder input matches the desired size of the output spectrogram. Similarly to FastSpeech [5], we add positional encoding [8] to the phoneme encoding vectors, but we reset the encoding for each phoneme. We hypothesize that it is more beneficial for the network to distinguish the frame location in the context of a single phoneme instead of the whole sentence. The decoder converts the expanded phoneme encodings with positional embeddings into individual frames of a mel spectrogram.

Our student model is inspired by FastSpeech [5], but we replace attention with residual convolutional blocks and use temporal batch normalization instead of layer normalization.

Training: We use the sum of MAE and structural similarity index (SSIM) [12] losses for logarithmic mel spectrogram value regression and Huber loss [13, p. 349] for logarithmic duration prediction. We use the ground-truth durations extracted with the teacher model during training for the phoneme encoding expansion. We found it beneficial to normalize the target logarithmic mel spectrograms to have zero mean and unit variance. Unlike FastSpeech [5], we detach gradient flow from the duration predictor to the encoder; this increased performance of spectrogram prediction and reduced overfitting of the duration predictor.

4. Experimental Setup

Here we describe our dataset and training process, including our preliminary experiments that led to selecting model parameters.

4.1. Dataset

We train our model on the publicly available LJ Speech dataset [7], which consists of 13,100 recordings and corresponding transcriptions of a single professional female speaker reading from several English texts. Numbers and monetary units in the transcription are expanded into full words. We reserve the last 100 utterances for evaluation, the rest is used for training.

We phonemize the transcripts with the g2p python package, and use phonemic transcription as the input to both our teacher and student network. We transform linear spectrograms to mel scale and a log transformation is applied on the amplitudes.

4.2. Teacher network parameters

We settled on using 10 residual blocks for both encoders and 14 residual blocks for the decoder. We used kernel size 3 and dilation rates 1, 3, 9, 27, 1, 3, 9, 27 for the first 8 blocks, with dilation 1 for the remaining ones. We used 40 channels for the skip connections and 80 channels for the gates.

We used the Adam optimizer [14] with default parameters and gradient clipping at 1. We tried different learning rates and schedules and settled on 0.002 base rate with inverse square root decay with a 30-epoch warmup (Noam scheduler) [8], which provided the best tradeoff in terms of stability and speed.

We found that attention learning is considerably faster when guided attention loss [3] and especially attention preconditioning with positional encoding [2] are applied – both measures aim at near monotonic attention. Plain attention takes around 100 epochs of training to become near-monotonic; with the guided attention loss, this comes down to 50 epochs. Attention preconditioning assumes monotonic attention from the very beginning. We further tried to improve attention robustness by applying dropout [15], but this did not bring any improvements.

4.3. Student network parameters

The student model is generally very sensitive to the teacher network’s duration extraction accuracy; without accurate phoneme durations, it will not converge. We experimented with inverse square root decay and reduce-on-plateau [16] schedules and settled for the latter and a base learning rate 0.002. Adam optimizer with default parameters and gradient clipping was used.

We observed that the network depth and dilation factor must be high enough to span more than a single phoneme. This is caused by segments of identical vectors on the decoder input – phoneme encodings are copied multiple times to compensate for the length mismatch of the input phoneme sequence and the output spectrogram. Applying a short convolution on a sequence consisting of homogeneous segments will then result in another sequence of largely homogeneous segments. Therefore, we used 26 encoder blocks with dilations repeating the pattern 1, 1, 2, 2, 4, 4, three duration predictor blocks with dilations 4, 3, 1 and 34 decoder blocks with dilations repeating the pattern 1, 1, 2, 2, 4, 4, 8, 8. We used 128 channels in all convolutional layers.

We use batch normalization [17], i.e., per-channel normalization across all time steps and items in a batch, as we found it to alleviate the vanishing gradient problem and speed up training. We also tried layer normalization [18], channel normalization without considering the batch dimension, or dropout applied after normalization, but none of this brought any further benefits.

We compared our decoder to a variant trained without using the SSIM loss. This produced blurrier spectrograms, but the difference in audio quality was not noticeable. Higher-quality vocoding might make this issue visible.

We compared our local position encodings in the decoder to global position encodings and no position encoding. We found that local encodings only bring very small benefits in terms of $L_1$ and SSIM loss, but still decided to use them in the final model.
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We offer two versions of our model for a fair comparison with others.

We evaluate our model in terms of subjective voice quality per-
toxicity under 90 in 8 or more cases out of 10. We did not use anchor recordings. We discarded any participants that used Griffin-Lim, a weaker-performing signal estimation algorithm.

Table 1: Resulting MUSHRA-like scores from our survey, with 95% confidence intervals calculated with bootstrap resampling.

| Model (vocoding) | Mean Score | 95% CI       |
|------------------|------------|--------------|
| Tacotron 2 (MelGAN) | 62.82 | (~2.01, +2.20) |
| Deep Voice 3 (lws) | 43.61 | (~2.25, +2.20) |
| Reference       | 97.85     | (~0.76, +0.66) |
| Ours (Griffin-Lim) | 47.03 | (~2.00, +2.16) |
| Ours (MelGAN)     | 75.24     | (~1.91, +1.73) |

5. Evaluation

We evaluate our model in terms of subjective voice quality perception, inference speed and time required for training.

5.1. Voice quality

To measure and compare quality of the synthesized audio, we conducted an in-house survey with 40 participants. We synthesized our LJ Speech held-out sentences with our model and several baselines trained on the same data. The ground-truth recordings were used as a reference.

We used a setting based on MUSHRA [19, 20]: the participants were shown anonymized outputs of all models and the reference for a given sentence, and they rated them on a fine-grained 100-point scale, visually divided into 5 categories: Excellent, Fair, Good, Poor and Bad. Unlike MUSHRA, we did not use anchor recordings. We discarded any participants who rated the reference under 90 in 8 or more cases out of 10.

We selected audio examples produced by the following setups for comparison:

- Reference human audio recording
- Deep Voice 3 [2] + lws [21] vocoding
- Tacotron 2 [1] + MelGAN [21] vocoding
- Ours + Griffin-Lim [22] vocoding
- Ours + MelGAN vocoding

We offer two versions of our model for a fair comparison with the baselines’ vocoders.

The results are displayed in Table 1. We used bootstrap resampling [23] to obtain the mean and 95% confidence intervals. Our model with MelGAN attained the average score of 75 and scored significantly higher than Tacotron 2. Our model with Griffin-Lim was also able to achieve a significantly higher score than Deep Voice 3 with lws. This shows that our model is clearly preferred to both baselines when used with a similar vocoder.

On manual analysis of the outputs, we found fewer pronunciation mistakes and better intonation consistency in our model compared to the baselines. We account this to the fact that the baseline models are both sequential and condition on past spectrogram frames, but do not have access to future ones. This can make the spectrograms more locally accurate, but the global consistency may be lower. In contrast, our model does not condition generation on past frames as all frames are generated in parallel, but is able to aggregate information across the entire input.

Table 2: Inference time for batches of different size on a 4GB GeForce GTX 960M GPU (left) and Intel Core i5-6300HQ 2.3 GHz 4-core CPU (right), averaged over 10 runs: times in seconds to produce the spectrogram, the waveform (audio) and the total. Each produced sample in the batch is 9.72 seconds long.

| Batch size (seconds) | S-gram | Audio | Total | S-gram | Audio | Total |
|----------------------|--------|-------|-------|--------|-------|-------|
| 1                    | 0.052  | 0.165 | 0.197 | 0.052  | 0.165 | 0.197 |
| 2                    | 0.035  | 0.325 | 0.359 | 0.035  | 0.325 | 0.359 |
| 4                    | 0.050  | 0.647 | 0.697 | 0.050  | 0.647 | 0.697 |
| 8                    | 0.097  | 1.291 | 1.388 | 0.097  | 1.291 | 1.388 |
| 16                   | 0.203  | 4.065 | 4.268 | 0.203  | 4.065 | 4.268 |

Table 3: Model size and training speed for the durations extraction (teacher) and the spectrogram synthesis (student) models, measured on a single GeForce GTX 1080 GPU with 8GB RAM.

| Teacher | Student |
|---------|---------|
| Total parameters | 708,920 | 4,306,001 |
| Training time (hours) | 19 | 13 |
| Epochs till convergence | 250 | 100 |
| Time per epoch (minutes) | 4.56 | 7.8 |

5.2. Inference speed

We measured inference speed for different batch sizes, created by repeating the same input (34 words, 112 phonemes, 9.72 seconds on the output, see Table 2).

We are able to synthesize 9.72s of audio in 197ms on a GPU, which is 49× faster than real time (and about 8.8× faster overall than Tacotron 2 on the same GPU, with the spectrogram generation step being 48.5× faster). On a CPU, we are able to synthesize approximately 5× faster than real time. Synthesizing batches, we are able to synthesize 16×9.72 = 155.52s of audio in 4.27s on a GPU, which is over 36 times faster than real time. Our model scales well even on a CPU without advanced optimization such as weight pruning or weight quantization.

5.3. Training time

Both the duration extraction (teacher) and spectrogram synthesis (student) models were trained on a single GeForce GTX 1080 GPU with 8GB RAM, with batch size 64. The training times along with the total number of model parameters are shown in Table 3. The teacher model is smaller, but takes longer to train since a smaller learning rate must be used to converge with good results (see Section 4). The student model is larger, but the architecture is simpler and does not contain any hard-to-train components such as attention, which makes it converge easier.

6. Conclusion

We presented a convolutional model for spectrogram synthesis from phonemes that supports both speedy training and inference, while maintaining significantly better output voice quality than strong baselines. Our source code and audio samples are available on GitHub. For future work, we plan to extend the model to support multi-speaker training data.
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