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Abstract. We describe geometrically contact Lagrangian systems under impulsive forces and constraints, as well as instantaneous nonholonomic constraints which are not uniform along the configuration space. In both situations, the vector field describing the dynamics of a contact Lagrangian system is determined by defining projectors to evaluate the constraints by using a Riemannian metric. In particular, we introduce the Herglotz equations for contact Lagrangian systems subject to instantaneous nonholonomic constraints. Moreover, we provide a Carnot-type theorem for contact Lagrangian systems subject to impulsive forces and constraints, which characterizes the changes of energy due to contact-type dissipation and impulsive forces. We illustrate the applicability of the method with practical examples, in particular, a rolling cylinder on a springily plane and a rolling sphere on a non-uniform plane, both with dissipation.

1. Introduction

In recent years, there has been an increasing interest in the study of contact mechanical systems (see [1, 2, 9, 10, 13, 18, 27, 30] and references therein). Contact geometry has been used in the last years to describe dissipative mechanical systems, as well as systems in thermodynamics [15, 20, 29, 32], quantum mechanics [4], control theory [11], dissipative field theories [17, 19, 30], etc. In the contact Lagrangian formalism, the equations of motion are obtained using the Herglotz variational principle instead of Hamilton’s principle of least action, so that these dynamical systems do not enjoy conservative properties, but dissipative ones [14, 22]. The main difference between both variational principles is that in the Herglotz variational principle the action is defined by a non-autonomous ODE instead of an integral. Contact Hamiltonian and Lagrangian systems with nonholonomic constraints were introduced by de León, Jiménez and Lainz in [9].
A geometrical formulation for mechanical systems with one-sided constraints was developed by Lacomba and Tulczyjew [26]. Ibort et al. studied the geometrical aspects of Lagrangian systems subject to impulsive and one-sided constraints in a series of papers [23–25]. This was extended to the Hamiltonian formalism by Cortés and Vinogradov [8]. Additionally, Cortés et al. studied Lagrangian systems subject to generalized non-holonomic constraints [6–8]. The aim of this paper is to go one step further on contact Lagrangian systems with constraints and consider impulsive forces and constraints, as well as instantaneous nonholonomic constraints which are not uniform along the configuration space. We develop a Carnot-type theorem for contact Lagrangian systems subject to impulsive forces and constraints, which characterizes the changes of energy due to contact-type dissipation and impulsive forces. In particular, the results by Ibort et al. and Cortés et al. are recovered from our formalism in the limit where there is no dissipation (i.e., the contact Lagrangian is an usual Lagrangian and the Herglotz equations yield the classical Euler-Lagrange equations).

The remainder of the paper is structured as follows. In Section 2 we review constrained contact Lagrangian systems. Contact Lagrangian systems subject to impulsive forces are introduced in Section 3. Contact Lagrangian systems with instantaneous nonholonomic constraints are introduced in Section 4. Finally, some conclusions and related topics for future research are given in Section 5.

2. Contact Lagrangian systems subject to constraints

In this section, we recall the main properties of contact Hamiltonian and Lagrangian systems. See [1, 2, 9, 13, 14, 17, 27, 30] for more details. We also review contact Lagrangian systems subject to nonholonomic constraints as developed in [9].

A contact manifold is a pair \((M, \eta)\), where \(M\) is an \((2n + 1)\)-dimensional differentiable manifold and \(\eta\) is a 1-form on \(M\) called contact form such that \(\eta \wedge (d\eta)^n\) is a volume form. Given a contact manifold \((M, \eta)\), there exists a unique vector field \(\mathcal{R}\) on \(M\) such that \(\iota_\mathcal{R}d\eta = 0\) and \(\iota_\mathcal{R}\eta = 1\). \(\mathcal{R}\) is called Reeb vector field. In Darboux (local) coordinates \((q^i, p_i, z)\), the contact form is written as \(\eta = dz - p_idq^i\), and the Reeb vector field as \(\mathcal{R} = \frac{\partial}{\partial z}\).

The contact structure \(\eta\) on \(M\) defines the so-called musical isomorphisms \(\flat : TM \rightarrow T^*M\) as the map \(v \mapsto \iota_vd\eta + \eta(v)\eta\), and \(\sharp = \flat^{-1}\). They induce the isomorphisms of \(C^\infty(M)\)-modules \(\flat : \mathfrak{X}(M) \rightarrow \Omega^1(M)\) and \(\sharp : \Omega^1(M) \rightarrow \mathfrak{X}(M)\). Given a Hamiltonian function \(H\) on \((M, \eta)\), we define the (contact) Hamiltonian vector field \(X_H\) by

\[
\flat(X_H) = dH - (\mathcal{R}(H) + H)\eta.
\]

The triple \((M, \eta, H)\) is called a contact Hamiltonian system. Eq. (1) is equivalent to

\[
\eta(X_H) = -H, \quad \mathcal{L}_{X_H}\eta = -\mathcal{R}(H)\eta,
\]

where \(\mathcal{L}_{X_H}\eta\) is the Lie derivative of \(\eta\) with respect to \(X_H\). Additionally, the following
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identities hold:

\[ X_H(H) = -\mathcal{R}(H) H, \quad \iota_{X_H}d\eta = dH - \mathcal{R}(H)\eta. \]

The equations with the Lie derivative mean that

\[
\frac{d}{dt}(H \circ \varphi_t) = - (\mathcal{R}(H) \circ \varphi_t) (H \circ \varphi_t), \quad \frac{d}{dt} \varphi_t^*\eta = - (\mathcal{R}(H) \circ \varphi_t) \varphi_t^*\eta,
\]

where \( \varphi_t \) is the flow of \( X_H \). Integrating these equations yields

\[
H \circ \varphi_t = \exp \left( \int_0^t -\mathcal{R}(H)(\varphi_\tau)d\tau \right) H, \quad \varphi_t^*\eta = \exp \left( \int_0^t -\mathcal{R}(H)(\varphi_\tau)d\tau \right) \eta. \tag{3}
\]

In Darboux coordinates \((q^i, p_i, z)\) the flow of \( X_H \) is given by

\[
\dot{q}^i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = - \frac{\partial H}{\partial q^i} - p \frac{\partial H}{\partial z}, \quad \dot{z} = p_i \frac{\partial H}{\partial p_i} - H.
\]

Next, consider a Lagrangian function \( L : TQ \times \mathbb{R} \to \mathbb{R} \) and let us introduce the 1-form \( \alpha_L = S^*(dL) \), where \( S^* \) is the adjoint operator of the vertical endomorphism on \( TQ \) extended in the natural way to \( TQ \times \mathbb{R} \). That is, if \((q^i)\) denote local coordinates on \( Q \) and \((q^i, \dot{q}^i, z)\) the induced coordinates on \( TQ \times \mathbb{R} \), locally, \( S = dq^i \otimes \frac{\partial}{\partial \dot{q}^i} \), and then \( \alpha_L = S^*(dL) = \frac{\partial L}{\partial q^i}dq^i \).

Let \( \eta_L \) be the 1-form on \( TQ \times \mathbb{R} \) given by \( \eta_L = dz - \alpha_L = dz - \frac{\partial L}{\partial \dot{q}^i}dq^i \), one can show that \( \eta_L \) is a contact form if and only if \( L \) is regular, i.e., the Hessian matrix \((W_{ij}) = \left( \frac{\partial^2 L}{\partial q^j \partial q^i} \right) \) is regular. Hereinafter, we shall assume that \( L \) is regular.

The energy of the system is given by \( E_L = \Delta(L) - L \), where \( \Delta = \dot{q}^i \partial / \partial \dot{q}^i \) is the Liouville vector field on \( TQ \) trivially extended to \( TQ \times \mathbb{R} \). The triple \((TQ \times \mathbb{R}, \eta_L, E_L)\) is called contact Lagrangian system, and its corresponding Reeb vector field \( \mathcal{R}_L \) is locally given by

\[
\mathcal{R}_L = \frac{\partial}{\partial z} - W^{ij} \frac{\partial^2 L}{\partial q^j \partial \dot{q}^i} \frac{\partial}{\partial \dot{q}^i},
\]

where \((W^{ij}) = (W_{ij})^{-1}\). The dynamics of the contact Lagrangian system is given by the Lagrangian vector field \( \Gamma_L \), given by

\[
b_L(\Gamma_L) = dE_L - (E_L + \mathcal{R}_L(E_L))\eta_L, \tag{4}
\]

where \( b_L \) denotes the musical isomorphism defined by the contact form \( \eta_L \). Eqs. (2) can be now written as

\[
\eta_L(\Gamma_L) = -E_L, \quad \mathcal{L}_{\Gamma_L}\eta_L = -\mathcal{R}_L(E_L)\eta_L.
\]

Moreover, Eqs. (3) are now written as

\[
E_L \circ \varphi_t = \exp \left( \int_0^t -\mathcal{R}_L(E_L)(\varphi_\tau)d\tau \right) E_L, \quad \varphi_t^*\eta_L = \exp \left( \int_0^t -\mathcal{R}_L(E_L)(\varphi_\tau)d\tau \right) \eta_L, \tag{5}
\]

where \( \varphi_t \) is the flow of \( \Gamma_L \).
Let us recall that a vector field \( \Gamma \) on \( TQ \times \mathbb{R} \) is called a second order differential equation (SODE) if \( S(\Gamma) = \Delta \). Locally, a SODE is of the form

\[
\Gamma = \dot{q}^i \frac{\partial}{\partial q^i} + \Gamma^i(q, \dot{q}, z) \frac{\partial}{\partial \dot{q}^i} + \Gamma^z(q, \dot{q}, z) \frac{\partial}{\partial z}, \quad i = 1, \ldots, n.
\]

A vector field \( \Gamma \) on \( TQ \times \mathbb{R} \) is a SODE if and only if any integral curve of \( \Gamma \) can be locally written as \( (\sigma(t), \dot{\sigma}(t), z(t)) \) for some local curve \( \sigma \) on \( Q \) and some local curve \( z \) on \( \mathbb{R} \). This curve \( \sigma \) is called a solution of the SODE \( \Gamma \). Since the Lagrangian \( L \) is regular, one has the following equivalence between the Herglotz equations and the geometric dynamical equations (4) (see also [14]).

**Proposition 1.** Let \( L \) be a regular contact Lagrangian system on \( TQ \times \mathbb{R} \), and let \( \Gamma_L \) be the Hamiltonian vector field associated with the energy given by Eq. (4). Then \( \Gamma_L \) is a SODE on \( TQ \times \mathbb{R} \). Moreover, the integral curves of \( \Gamma_L \) are solutions of the Herglotz equations

\[
\frac{\partial L}{\partial q^i} - \frac{d}{dt} \frac{\partial L}{\partial \dot{q}^i} + \frac{\partial L}{\partial \dot{q}^i} \frac{\partial L}{\partial z} = 0.
\]

In the particular case the Lagrangian function is given by

\[
L = \frac{1}{2} g_{ij} \dot{q}^i \dot{q}^j - V(q, z),
\]

where \( g \) is a (pseudo)Riemannian metric on \( Q \), then the Herglotz equations yield

\[
\ddot{q}^i + \Gamma^i_{jk} \dot{q}^j \dot{q}^k + g^{ij} \frac{\partial V}{\partial q^j} + \dot{q}^i \frac{\partial V}{\partial z} = 0,
\]

where \( \Gamma^i_{jk} \) are the Christoffel symbols of the Levi-Civita connection \( \nabla \) determined by \( g \) and \( g^{ij} \) are the components of the inverse matrix associated with \( g \). In other words, a curve \( \sigma \) on \( Q \) is a solution of \( \Gamma_L \) if and only if

\[
\nabla_{\dot{\sigma}(t)} \dot{\sigma}(t) = -\text{grad} V(\sigma(t)) - \frac{\partial V}{\partial z}(\sigma(t)) \dot{\sigma}(t),
\]

where \( \text{grad} \) denotes the gradient with respect to \( g \). Note that in the absence of potential, equation (7) are just the geodesic equations associated with the Levi-Civita connection.

Next, consider the contact Lagrangian system \( L \) on \( TQ \times \mathbb{R} \) is restricted to certain (linear) constraints on the velocities modelled by a regular distribution \( \mathcal{D} \) on the configuration manifold \( Q \) of codimension \( k \). Then, \( \mathcal{D} \) may be locally described in terms of independent linear constraint functions \( \{\Phi^a\}_{a=1,\ldots,k} \) by \( \mathcal{D} = \{ v \in TQ \mid \Phi^a(v) = 0 \} \), where \( \Phi^a = \Phi^a(q) \dot{q}^i \). With a slight abuse of notation, we shall also denote by \( \Phi^a \) the associated 1-forms on \( Q \). More generally, one could consider constraints \( \Phi^a \) also depending on \( z \). Nevertheless, as far as we know, there are no physical examples of constraints which depend on the variable \( z \).

So, a curve \( \sigma \) on \( TQ \times \mathbb{R} \) satisfies the Herglotz variational principle with constraints if and only if it satisfies the *constrained Herglotz equations* [9], namely The dynamics
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σ(t) of a contact Lagrangian system subject to nonholonomic constraints are given by the constrained Herglotz equations:

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{q}^i} - \frac{\partial L}{\partial q^i} - \frac{\partial L}{\partial \dot{q}^i} \frac{\partial}{\partial z} = \lambda_a \Phi^a_i,$$

(8)

for some functions $$\lambda_a$$. These equations can be obtained variationally from the Herglotz principle with constraints (see [12]).

Note that if the Lagrangian is given by (6) then the constrained Herglotz equations are

$$\ddot{q}^i + \Gamma^i_{jk} \dot{q}^j \dot{q}^k + g^{ij} \frac{\partial V}{\partial q^j} + \dot{q}^i \frac{\partial V}{\partial z} = g^{ij} \lambda_a \Phi^a_j.$$

In other words, a curve $$\sigma$$ on $$Q$$ satisfies the Herglotz variational principle if and only if

$$\nabla_{\dot{\sigma}(t)} \dot{\sigma}(t) = -\text{grad} V(\sigma(t)) - \frac{\partial V}{\partial z}(\sigma(t)) \dot{\sigma}(t) + \lambda(\sigma(t)),$$

$$\dot{\sigma}(t) \in D_{\sigma(t)},$$

where $$\lambda$$ is a section of $$D^\perp$$ along $$\sigma$$, and $$D^\perp$$ denotes the orthogonal complement of $$D$$ with respect to the metric $$g$$.

3. Contact Lagrangian systems subject to impulsive forces and constraints

In this section, we extend the notion of impulsive constraints (see [3, 8, 23–26, 31]) to contact Lagrangian systems.

Consider a system of $$n$$ particles in $$\mathbb{R}^3$$ such that the $$j$$-th particle has mass $$m_j$$. Let us introduce the coordinates $$(q^3_{j-2}, q^3_{j-1}, q^3_j)$$ for the $$j$$-th particle. Suppose that $$F_j = (F^{3j-2}, F^{3j-1}, F^{3j})$$ is the net force acting on the particle $$j$$. The equations of motion of the $$j$$-th particle in the interval $$[t_0, t_1] \subset \mathbb{R}$$ are then given by

$$\dot{q}^k(t_1) = \frac{1}{m_j} \int_{t_0}^{t_1} F^k(\tau) \, d\tau + \dot{q}^k(t_0),$$

where $$3j - 2 \leq k \leq 3j$$. This equation is a generalization of the classical Newton’s second law, since it allows one to consider the case of finite jump discontinuities [31]. This is the case of impulsive forces, which produce a non-zero impulse at some time instant. More precisely, if $$F$$ is impulsive then

$$\lim_{t \to t_0^+} \int_{t_0}^{t} F(t) \, d\tau = P \neq 0,$$

for some instant $$t_0$$. This implies that the impulsive force has an infinite magnitude at $$t_0$$, but $$P$$ is well-defined and bounded. This can be expressed as

$$\lim_{t \to t_0^+} F(t) = P \delta(t_0),$$

where $$\delta(t_0)$$ is the Dirac delta function.
where $\delta$ denotes the Dirac delta. The impulsive forces may be caused by constraints, the so-called \textit{impulsive constraints}. Non-holonomic constraints of the form $\dot{\psi} = 0$ for $\psi = \psi_i(q)\dot{q}^i$ have an associated constraint force given by $F_k = \mu \psi_k$, where $\mu$ is a Lagrange multiplier. Thus the constraint is impulsive if

$$\lim_{t \to t^+_0} \int_{t_0}^t \mu \psi_k \, d\tau = P_k \neq 0.$$ 

The impulsive force may be due to a discontinuity at $t_0$ of $\psi_k$ of $\mu$ or of both. Let us assume that the constraints $\psi$ are smooth and hence the impulsive force is caused by a discontinuity of the Lagrange multiplier.

Let us now consider a contact Lagrangian system subject to a set of impulsive linear non-holonomic constraints $\{\psi^a\}_{a=1}^r$. From Eq. (8) we have that

$$\frac{dp_i}{dt} = \frac{\partial L}{\partial \dot{q}^i} + p_i \frac{\partial L}{\partial z} + \lambda_a \psi^a_i,$$

where $p_i = \partial L / \partial \dot{q}^i$. Then

$$\lim_{t \to t^+_0} \int_{t_0}^t \frac{dp_i}{dt} \delta q^i \, dt = \lim_{t \to t^+_0} \int_{t_0}^t \left[ \left( \frac{\partial L}{\partial \dot{q}^i} + p_i \frac{\partial L}{\partial z} + \lambda_a \psi^a_i \right) \delta q^i \right] \, dt,$$

where $\delta q^i$ are virtual displacements satisfying the constraints, i.e.,

$$\psi^a_i \delta q^i = 0.$$  \hfill (11)

Since $\delta q^i$ does not depend on time and $\partial L / \partial \dot{q}^i$, $p_i$ and $\partial L / \partial z$ are bounded, the first two terms of the integral on the right-hand side vanish. The third term vanishes as well by Eq. (11). Therefore we have that $[p_i(t^+_0) - p_i(t_0^-)] \delta q^i = 0$. In other words, the change of momentum $\Delta p_i$ satisfies

$$\Delta p_i \delta q^i = 0,$$

where $\delta q^i$ is constrained by the condition (11), and thus

$$\Delta p_i = \bar{\mu}_a \psi^a_i,$$

where $\bar{\mu}_a$ are some Lagrange multipliers.

If the Lagrangian is given by (6) then

$$\Delta \dot{q}^i := \dot{q}^i(t^+_0) - \dot{q}^i(t^-_0) = g^{ij} \bar{\mu}_a \psi^a_j.$$

### 3.1. Holonomic one-sided constraints

Consider a contact Lagrangian system $L$ on $TQ \times \mathbb{R}$ subject to a holonomic one-sided constraint $\Psi(q) \geq 0$ (e.g., the collision with a fixed wall). This inequality determines a closed subset of $Q$, whose boundary $N$ is a $(n - 1)$-dimensional submanifold of $Q$. 
Suppose that the Lagrangian function $L$ is given by (6). Then, the equations of motion are
\[ \nabla_{\dot{\sigma}(t)} \dot{\sigma}(t) = -\text{grad} V(\sigma(t)) - \frac{\partial V}{\partial z}(\sigma(t)) \dot{\sigma}(t), \quad \text{if } \Psi(\sigma(t)) > 0, \]
\[ \Delta \dot{\sigma}(t) = \dot{\sigma}(t^+) - \dot{\sigma}(t^-) \in T_{\sigma(t)}^\perp N, \quad \text{if } \Psi(\sigma(t)) = 0, \]
where $T_{\sigma(t)}^\perp N$ is the orthogonal complement of $T_{\sigma(t)} N$ with respect to the metric $g$. In other words, if $\sigma(t) = (q^i(t))$ with $\psi(\sigma(t)) = 0$ we have
\[ \dot{q}^i(t^+) - \dot{q}^i(t^-) = \tilde{\mu} g^{ij} \frac{\partial \Psi}{\partial q^j}, \]
that is,
\[ \Delta \dot{\sigma}(t) = \tilde{\mu} \text{grad} \, \Psi. \]
Let us introduce the orthogonal projectors $\tilde{Q} : TQ \to T^\perp N, \tilde{P} : TQ \to T N$.

Locally,
\[ \tilde{Q}(X) = \frac{g(\text{grad} \, \Psi, X)}{g(\text{grad} \, \Psi, \text{grad} \, \Psi)} \text{grad} \, \Psi, \quad \text{(12)} \]
for any vector field $X$ on $Q$.

Suppose that the normal components of the velocities before and after the impact are related by $\dot{\sigma}(t^+) = -\alpha \dot{\sigma}(t^-)$, where $\alpha$ is the restitution coefficient. In other words, $d\Psi(\dot{\sigma}(t^+)) = -\alpha d\Psi(\dot{\sigma}(t^-))$, or, equivalently, $\tilde{Q}(\dot{\sigma}(t^+)) = -\alpha \tilde{Q}(\dot{\sigma}(t^-))$. Note that for $\alpha = 1$ we have elastic collisions, without energy loss, while for $0 < \alpha < 1$ we have plastic collisions which in general have energy loss. In the case $\alpha = 0$ we have completely inelastic collisions.

On the other hand,
\[ \tilde{P}(\dot{\sigma}(t^+)) = \tilde{P}(\dot{\sigma}(t^-)), \]
and hence
\[ \dot{\sigma}(t^+) = \left( \tilde{P} - \alpha \tilde{Q} \right)(\dot{\sigma}(t^-)). \quad \text{(13)} \]

Let $V$ be a real vector space endowed with an inner product $\langle \cdot, \cdot \rangle$. Suppose that $\mathcal{A}$ and $\mathcal{B}$ are orthogonal linear endomorphisms of $V$, that is, $\langle \mathcal{A}(u), \mathcal{B}(v) \rangle = 0$, for all $u, v \in V$, and that $(\mathcal{A} + \mathcal{B})(v) = v$, for any $v \in \text{Im} \mathcal{A} \oplus \text{Im} \mathcal{B}$. Consider the endomorphism $\mathcal{A} - \alpha \mathcal{B}$, where $\alpha \in [0, 1]$. Then, we have [24]
\[ \langle (\mathcal{A} - \alpha \mathcal{B})(v), (\mathcal{A} - \alpha \mathcal{B})(v) \rangle - \langle v, v \rangle = -\frac{1 - \alpha}{1 + \alpha} \langle \mathcal{A}(v) - \alpha \mathcal{B}(v) - v, \mathcal{A}(v) - \alpha \mathcal{B}(v) - v \rangle, \]
for any $v \in \text{Im} \mathcal{A} \oplus \text{Im} \mathcal{B}$.

**Theorem 2** (Standard Carnot’s theorem). Let $T(v)$ denote the kinetic energy for the velocity $v$, namely $T(v) = \frac{1}{2} g(v, v)$, then
\[ T_+(t) - T_-(t) = -\frac{1 - \alpha}{1 + \alpha} T_1(t), \]
where $T_-(t) = T(\dot{\sigma}(t^-))$, $T_+(t) = T(\dot{\sigma}(t^+))$ and $T_1(t) = T(\dot{\sigma}(t^+) - \dot{\sigma}(t^-))$. 

---

**Contact Lagrangian systems subject to impulsive constraints**
See [24] for the proof.

Suppose that \( \Psi(\sigma(t_1)) = 0 \) and \( \Psi(\sigma(t)) > 0 \) for \( t \neq t_1 \). Let \( \sigma(t) = (q(t), \dot{q}(t), z(t)) \).

Since the potential has no discontinuities, the instantaneous change of the energy is given by

\[
E_L(q(t^+), \dot{q}(t^+), z(t^+)) - E_L(q(t^-), \dot{q}(t^-), z(t^-)) = -\frac{1 - \alpha}{1 + \alpha} T_i,
\]

so

\[
E_L(q(t^+), \dot{q}(t^+), t^+) = V(q(t), \dot{q}(t), t) - \frac{1 - \alpha}{1 + \alpha} T_i.
\]

Let the initial conditions be \( q(t_0) = q_0, \dot{q}(t_0) = \dot{q}_0 \) and \( z(t_0) = z_0 \). Let \( q(t_1) = q_1, \dot{q}(t_1) = \dot{q}_1 \) and \( z(t_1^-) = z_1 \). Then, from Eqs. (5) and (14), we obtain the following result.

**Proposition 3.** Suppose that \( \Psi(\sigma(t_1)) = 0 \) and \( \Psi(\sigma(t)) > 0 \) for \( t \neq t_1 \). Then, the evolution of the energy is given by

\[
E_L(q(t), \dot{q}(t), z(t)) = \begin{cases} 
\frac{1}{2} \int_{t_0}^{t_1} \left( E_L(q(r), \dot{q}(r), z(r)) \right) dr & \text{if } t_0 < t < t_1, \\
\frac{1}{2} \int_{t_1}^{t} \left( E_L(q(r), \dot{q}(r), z(r)) \right) dr & \text{if } t > t_1.
\end{cases}
\]

3.2. Application: Rolling cylinder on a spring plane with an external force

Consider a cylinder constrained to be above on a plane, in a gravitational field. Assume that the system is externally influenced by a force that depends linearly on the velocity between the cylinder and the plane (see [21]). Subsequently, the cylinder may spin and slide when in contact with the plane. For simplicity we assume the mass distribution of the cylinder is uniform along its height. For the motion of the plane we include a restoring force. We model the flexible plane as a large mass \( M \), attached to a spring with spring constant \( k \). We define the stance phase of the cylinder as the dynamics of the cylinder in contact with the plane and the aerial phase as the dynamics of the cylinder not in contact with the plane.

The configuration space for the free motion of the cylinder is \( Q = \mathbb{R}^2 \times S^1 \times \mathbb{R} \). Let \( m, I \) and \( r \) be the mass, the rotational inertia about the center of mass, and the radius of the cylinder, respectively. Denote by \( \gamma \) the distance from the center of mass to the center of the cylinder. Let \( (x, y) \in \mathbb{R}^2 \) denote the horizontal and vertical position of the cylinder’s center of mass, \( \phi \) the angle through which the cylinder rotates about the center of mass and \( h \) the vertical displacement of the rough plane from its equilibrium. For a positive constant \( \beta \), the contact Lagrangian for the system \( L : TQ \times \mathbb{R} \to \mathbb{R} \) is given by

\[
L(x, y, \phi, h, \dot{x}, \dot{y}, \dot{\phi}, \dot{h}, z) = \frac{1}{2} m (\ddot{x}^2 + \ddot{y}^2) + \frac{1}{2} M \ddot{h}^2 + \frac{1}{2} I \ddot{\phi}^2 - \frac{1}{2} kh^2 - mg \dot{y} - Mg \dot{h} + \beta z.
\]

During the stance phase (rolling motion) the system is constrained as

\[
x = \gamma \sin \phi + r \dot{\phi} + x_0, \quad y = h + r + \gamma \cos \phi, \quad \phi = \dot{\phi}.
\]
together with the holonomic one-side physical constraint that the cylinder cannot pass through the springly plane, that is, \( \Psi(q) = y - h - \gamma \cos \phi + r \sin \psi \geq 0, \forall \psi \in \mathbb{S}^1 \) where \( q = (x, y, \phi, h) \in Q \). In particular, no force is required to impose the constraint unless we have the equality. The equality is maintained for \( \psi = \pi \), while the cylinder is constrained to roll.

The rolling constraints (15) can be written as one forms whose vanishing realizes the constraint: \( \omega^1 = dx - (r + \gamma \cos \phi) d\phi, \omega^2 = dy - dh + (\gamma \sin \phi) d\phi \). So, \( \omega^1 \) and \( \omega^2 \) define the distribution \( T \) describing the rolling constraints as \( T = \{ v \in T_q Q | \omega^1(v) = 0, \omega^2(v) = 0 \} \). Since \( \omega^1 \) and \( \omega^2 \) come from differentiating the holonomic constraints (15), \( d\omega^1 = 0 = d\omega^2 \), they are integrable. Let us define the submanifold \( N \subset Q \) given by the vanishing of the integrable constraints \( \omega^1 \) and \( \omega^2 \). In addition, the plane imposes positive forces on the cylinder to help to enforce the constraint \( \Psi(q) = 0 \). The one-sided nature of the constraint is realized by two positive normal forces between the cylinder and the platform, \( \mu_1(q, v) \) and \( \mu_2(q, v) \), which will be specified later. Then we define the constraint distribution \( D \), which includes the restriction of the normal forces as

\[
D = \{ v \in T_q Q | \omega^1(v) = 0, \omega^2(v) = 0, \mu_1(q, v) > 0, \mu_2(q, v) > 0 \}.
\]

In this context, the stance phase occurs when the cylinder is in contact with the plane and there are positive normal forces between the plane and the cylinder, that is, \( \Psi(q) = 0 \) and \( v \in D_q \). Similarly, the aerial phase occurs when the cylinder is above the platform, that is, \( \Psi(q) > 0 \). During this phase the equations of motion for the cylinder are just \( m\ddot{x} - \beta \dot{x} = 0, m\ddot{y} - \beta \dot{y} = -mg, I\ddot{\phi} - \beta \dot{\phi} = 0 \), where no forces are required to satisfy the one-side holonomic constraint, and then the cylinder shows circular motion about the center of mass while falling in a gravitational field.

For the stance phase motion, we compute the equations of motion by using constrained Helgottz equations (8):

\[
\begin{align*}
    m\ddot{x} - m\beta \dot{x} &= \mu_1, \\
    m\ddot{y} + mg - m\beta \dot{y} &= \mu_2, \\
    I\ddot{\phi} - I\beta \dot{\phi} &= -(r + \gamma \cos \phi)\mu_1 - \mu_2 \gamma \sin \phi, \\
    m\ddot{h} + Mg + kh - M\beta \dot{h} &= -\mu_2,
\end{align*}
\]

Together with the constraints \( x = \gamma \sin \phi + r \phi + x_0, y = h + r + \gamma \cos \phi, y - \gamma \cos \phi + r \sin \psi \geq h \). By differentiating these last three constraints, after some computations, and solving for the Lagrange multipliers (i.e., the normal forces between the plane and the cylinder) \( \mu_1 \) and \( \mu_2 \) as functions of \( h, \phi, \dot{h}, \dot{\phi} \), we obtain

\[
\begin{align*}
    \mu_1 &= -\frac{\Upsilon(\phi)}{\Gamma(\phi)} \left( 2\beta \dot{\phi}(\gamma \cos \phi + r) \\
    &+ \gamma \sin \phi \dot{\phi}^2 \right) + \frac{\Upsilon(\phi)mM\gamma^2 \sin \phi}{\Gamma(\phi)} \left( -2\beta \sin \phi \dot{\phi} + \frac{kh}{\gamma M} + \cos \phi \dot{\phi}^2 \right), \\
    \mu_2 &= -\frac{mMI}{\Gamma(\phi)} \left( -2\beta \gamma \sin \phi \dot{\phi} - \frac{kh}{M} - \gamma \cos \phi \dot{\phi}^2 + I^{-1}(r + \gamma \cos \phi)\mu_1 \right),
\end{align*}
\]
with $\Upsilon(\phi) = \frac{m\Gamma(\phi)}{m^2 M \gamma \sin \phi (r + \gamma \cos \phi) + \Gamma(\phi)(I + m(r + \gamma \cos \phi)^2)$ and $\Gamma(\phi) = I(M + m) - m M \gamma^2 \sin^2 \phi$.

From Eq. (12), we have that

$$\tilde{Q}(X) = \frac{X^y - X^h + \gamma \sin \phi X^\phi}{\frac{1}{m} - \frac{1}{M} + \frac{1}{I} (\gamma \sin \phi)^2} \left( \frac{1}{m} \frac{\partial}{\partial y} - \frac{1}{M} \frac{\partial}{\partial h} + \frac{1}{I} \gamma \sin \phi \frac{\partial}{\partial \phi} \right),$$

where $X = X^x \frac{\partial}{\partial x} + X^y \frac{\partial}{\partial y} + X^h \frac{\partial}{\partial h} + X^\phi \frac{\partial}{\partial \phi}$, so Eq. (13) yields

$$\dot{x}^+ = \dot{x}^-,$$
$$\dot{y}^+ = \dot{y}^- - (1 + \alpha) \frac{1}{m} \dot{y}^- - \dot{h}^- + \gamma \sin \phi_1 \dot{\phi}^- - \gamma \sin \phi \dot{\phi}^-,$$
$$\dot{\phi}^+ = \dot{\phi}^- - (1 + \alpha) \frac{\gamma \sin \phi \dot{\phi}^- - \dot{h}^- + \gamma \sin \phi_1 \dot{\phi}^-}{\frac{1}{m} - \frac{1}{M} + \frac{1}{I} (\gamma \sin \phi)^2}.$$

Here $\dot{x}^\pm = \dot{x}(t_i^\pm)$, $\dot{y}^\pm = \dot{y}(t_i^\pm)$, $\dot{h}^\pm = \dot{h}(t_i^\pm)$, $\dot{\phi}^\pm = \dot{\phi}(t_i^\pm)$ and $\phi = \phi(t_i)$, where $t_i$ is the time instant at which the impact occurs. Let $E_0 = E(q(0), \dot{q}(0), z(0))$ be the initial value of the energy. We have that

$$E_L(q(t), \dot{q}(t), z(t)) = e^{\beta t} E_0,$$

for $t < t_i$, and

$$E_L(q(t), \dot{q}(t), z(t)) = e^{\beta t} \left[ V(q_1, \dot{q}_1, z_1) - \frac{1 - \alpha}{1 + \alpha} T_l(t_1) \right],$$

for $t > t_i$, where

$$V(q_1, \dot{q}_1, z_1) = \frac{1}{2} k h_1^2 + m g y_1 + M g h_1 - \beta z_1,$$

and

$$T_l(t_1) = \frac{1}{2} m \left[ (\dot{x}^+ - \dot{x}^-)^2 + (\dot{y}^+ - \dot{y}^-)^2 \right] + \frac{1}{2} M \left( \dot{h}^+ - \dot{h}^- \right)^2 + \frac{1}{2} I \left( \dot{\phi}^+ - \dot{\phi}^- \right)^2$$

$$= \frac{1}{2} (1 + \alpha) \left[ \frac{\dot{y}^- - \dot{h}^- + \gamma \sin \phi \dot{\phi}^-}{\frac{1}{m} - \frac{1}{M} + \frac{1}{I} (\gamma \sin \phi)^2} \right]^2 \left( \frac{1}{m} + \frac{1}{M} + \frac{1}{I} (\gamma \sin \phi)^2 \right).$$

4. Contact Lagrangian systems with instantaneous nonholonomic constraints

The concept of distribution can be generalized by not requiring its rank to be constant (see Refs. [7, 33]). This is useful to characterize geometrically systems subject to constraints which are “degenerate” at certain points.
More specifically, by a generalized distribution on \( Q \) we mean a family of vector subspaces \( \mathcal{D} = \{ \mathcal{D}_q \} \) of the tangent spaces \( T_q Q \). Such a distribution is called differentiable \((\mathcal{C}^\infty)\) if for every \( q \in \text{dom} \mathcal{D} \), there is a finite number of differentiable vector fields \( X_1, \ldots, X_s \in \mathcal{D} \) such that \( \mathcal{D}_q = \text{span} \{ X_1|_q, \ldots, X_s|_q \} \).

We define the rank of \( \mathcal{D} \) at \( q \in Q \) as the function \( \rho(q) = \dim \mathcal{D}_q \). Observe that, if \( \mathcal{D} \) is differentiable \( \rho(q) \) cannot decrease in a neighbourhood of \( q \), and hence \( \rho \) is a lower semi-continuous function. Clearly, \( \mathcal{D} \) is a distribution in the usual sense if and only if \( \rho(q) \) is a constant function. In the general case, \( q \in Q \) will be called a regular point if \( \rho(q) \) takes a constant value on an open neighbourhood of \( q \) (in other words, \( q \) is a local maximum of \( \rho(q) \)), and a singular point otherwise. Obviously, the set \( \mathcal{R} \) of the regular points of \( \mathcal{D} \) is open. Moreover, it is dense. Indeed, if \( q_0 \in Q \setminus \mathcal{R} \) and \( U \) is a neighbourhood of \( q_0 \), \( \rho|_U \) must have a maximum (since it is integer-valued and bounded), and hence \( U \) contains regular points, i.e., \( q_0 \in \overline{\mathcal{R}} \). However, \( \mathcal{R} \) is not connected in general.

Similarly, a generalized codistribution on \( Q \) is a family of vector subspaces \( \mathcal{S} = \{ \mathcal{S}_q \} \) of the cotangent spaces \( T^*_q Q \). Such a codistribution is called differentiable if for every \( q \in \text{dom} \mathcal{S} \), there is a finite number of differentiable 1-forms \( \omega_1, \ldots, \omega_s \in \mathcal{S} \) such that \( \mathcal{S}_q = \text{span} \{ \omega_1(q), \ldots, \omega_s(q) \} \). The regular and singular points are defined analogously to the ones in generalized distributions. Similarly, the set of regular points of \( \mathcal{S} \) is open, dense and, generally, non-connected.

**Example 1.** Let \( Q = \mathbb{R}^2 \) and \( \mathcal{D}_{(x,y)} = \text{span} \{ \partial/\partial x, \varphi(y) \partial/\partial y \} \), where \( \varphi(y) \) is a \( \mathcal{C}^\infty \)-function with \( \varphi(y) = 0 \) for \( y \leq 0 \) and \( \varphi(y) > 0 \) for \( y > 0 \). For instance,

\[
\varphi(y) = \begin{cases} 
0, & y \leq 0, \\
e^{-1/y^2}, & y > 0.
\end{cases}
\]

Then, the singular points are those of the \( x \)-axis, while the connected components are the half-planes \( y < 0 \) (where \( \rho = 1 \)) and \( y > 0 \) (where \( \rho = 2 \)).

Given a generalized distribution, \( \mathcal{D} \), we define its annihilator, \( \mathcal{D}^\circ \), as the generalized codistribution given by

\[
\mathcal{D}^\circ : \text{dom} \mathcal{D} \subset Q \to T^*Q \\
q \mapsto \mathcal{D}^\circ_q = (\mathcal{D}_q)^\circ.
\]

Let \( \mathcal{D}^\circ \) be a generalized differentiable codistribution on \( Q \). The codistribution induces a decomposition of \( Q \) into regular and singular points, namely, \( Q = R \cup S \). Let us fix \( R_c \), a connected component of \( R \). Consider the restriction of the codistribution to \( R_c \), \( \mathcal{D}^\circ_c = \mathcal{D}^\circ_{|R_c} : R_c \subset Q \to T^*Q \). Clearly, \( \mathcal{D}^\circ_{|R_c} \) is a regular codistribution. Let \( \mathcal{D}_c : R_c \to TQ \) be the annihilator of \( \mathcal{D}^\circ_c \). Now, we can consider a contact Lagrangian \( L \) on \( TQ \times \mathbb{R} \) constrained to \( \mathcal{D}_c \) and apply the theory for non-holonomic contact Lagrangian systems developed by de León, Jiménez and Lainz in [9]. In this way, the problem can be solved in each connected component of \( R \). However, if the motion reaches a singular point, the rank of \( \mathcal{D} \) can vary suddenly, and the equations of motion can no longer be derived from the Herglotz principle with constraints. As a matter of fact, an impulsive
force can emerge because of the change of rank of $\mathcal{D}$. The rank of $\mathcal{D}^o$, i.e., the corank of $\mathcal{D}$, is equal to the number of constraints. Consider a trajectory of the system $q(t)$ which reaches a singular point at $t_0$, i.e., $q(t_0) \in S$, such that $q((t_0 - \varepsilon, t_0)) \subset R$ and $q((t_0, t_0 + \varepsilon)) \subset R$ for sufficiently small $\varepsilon > 0$. Let $\rho_\pm = \rho(q(t_0 \pm \varepsilon))$ and $\rho_0 = \rho(q(t_0))$.

Recall that regular points are local maximums of $\rho$, and hence there are three possible cases that can occur at $t_0$:

(i) $\rho_- = \rho_0 < \rho_+$,
(ii) $\rho_- > \rho_0 = \rho_+$,
(iii) $\rho_- > \rho_0$ and $\rho_+ > \rho_0$.

In the first and third cases, the trajectory must satisfy, immediately after the point $q(t_0)$, a greater number of constraints which were not present before. This leads to an impulsive force which imposes the new constraints on the motion. Hereinafter, assume that we are in one of this two cases, i.e., that $\rho_0 < \rho_+$.

Given the codistribution $\mathcal{D}^o$, we can introduce an associated distribution $\mathcal{D}^\ell$ on $TQ \times \mathbb{R}$, whose annihilator is given by

$$\mathcal{D}^\ell = (\tau_Q \circ \text{pr}_{TQ \times \mathbb{R}})^* \mathcal{D}^o,$$

where $\tau_Q : TQ \to Q$ is the canonical projection and $\text{pr}_{TQ \times \mathbb{R}} : TQ \times \mathbb{R} \to TQ$ denotes the projection on the first component.

**Theorem 4.** Let $\Gamma_{L,\mathcal{D}}$ be a vector field on $TQ \times \mathbb{R}$ such that

$$\mathcal{L}_L(\Gamma_{L,\mathcal{D}}) - dE_L + (E_L + \nabla_L(E_L)) \eta_L \in \mathcal{D}^\ell,$$

$$\text{Im} \Gamma_{L,\mathcal{D}}|_{\mathcal{D} \times \mathbb{R}} \subset T(\mathcal{D} \times \mathbb{R}).$$

Then:

(i) $\Gamma_{L,\mathcal{D}}$ is a SODE,
(ii) the integral curves of $\Gamma_{L,\mathcal{D}}$ are solutions of the constrained Herglotz equations (8).

**Proof.** Since $\mathcal{D}^o$ is a differentiable codistribution, for each $q \in Q$ there exists a local neighbourhood such that $\mathcal{D}|_U = \text{span} \{\psi^1, \ldots, \psi^m\}$ for some 1-forms $\psi^i$ on $Q$, where $m$ is the local maximum of $\rho$ at $U$. The rest of the proof is identical to the one of Theorem 6 from Ref. [9]. \qed

Let $S$ be the generalized distribution on $TQ \times \mathbb{R}$ defined by $\flat_L(\mathcal{D}^\ell)$, where $\flat_L = \mathcal{L}_L^{-1}$. Let $Y_a$ be the local vector fields on $TQ \times \mathbb{R}$ given by

$$b_L(Y_a) = \tilde{\psi}^a,$$

where $\tilde{\psi}^a = \psi^a_idq^i$ are 1-forms on $TQ \times \mathbb{R}$. Clearly, $S_q$ is generated by $\{Y_a|_q\}$. We have that [9]

$$Y_a = -W^{ij} \psi^a_j \frac{\partial}{\partial q^i}.$$
Consider the condition
\[ S \cap T(\mathcal{D} \times \mathbb{R}) = \{0\} . \] (17)

Let \( X = X^b Z_b \) be a vector field tangent to \( S \). Then \( X \in T(\mathcal{D} \times \mathbb{R}) \) if and only if
\[ 0 = d \bar{\psi}^a(X) = \psi^a_i (X^b Z_b)^i = -\psi^a_i W^j k \psi^b_k X^b, \]
where \( \bar{\psi}^b = \psi^b_i (q) \dot{q}^i \) \((b = 1, \ldots, r)\) are functions on \( Q \times \mathbb{R} \). Consider the matrix
\[ (C_{ab}) = - (W^i j \psi^a_i \psi^b_j) . \]

For each \((v_q, z) \in \mathcal{D} \times \mathbb{R},\) we have that \( \dim S(v_q, z) = \rho(q) \) and \( \dim T(v_q, z)(\mathcal{D} \times \mathbb{R}) = 2n + 1 - \rho(q) \). Therefore, if the condition (17) holds, we have that
\[ S \oplus T(\mathcal{D} \times \mathbb{R}) = T(\mathcal{D} \times \mathbb{R}), \]
where \( T(\mathcal{D} \times \mathbb{R})(TQ \times \mathbb{R}) \) consists of the tangent vectors of \( TQ \times \mathbb{R} \) at points of \( \mathcal{D} \times \mathbb{R} \). Then it is natural to introduce the following projectors:
\[ \hat{\mathcal{P}} : T(\mathcal{D} \times \mathbb{R}) \to T(\mathcal{D} \times \mathbb{R}), \]
\[ \hat{\mathcal{Q}} : T(\mathcal{D} \times \mathbb{R}) \to S. \]

Let \( X = \hat{\mathcal{P}}(\Gamma_L|_{\mathcal{D} \times \mathbb{R}}) \). By construction, \( \text{Im} \, X \subset T(\mathcal{D} \times \mathbb{R}) \). On the other hand, at the points in \( \mathcal{D} \times \mathbb{R}, \) we have that
\[ b_L(X) - dE_L + (E_L + R_L(E_L)) \eta_L = b_L \left( \Gamma_L - \hat{\mathcal{Q}} (\Gamma_L) \right) - dE_L + (E_L + R_L(E_L)) \eta_L = -b_L \left( \hat{\mathcal{Q}} (\Gamma_L) \right) \in D^c, \]
so \( X = \Gamma_{L,\mathcal{D}}. \)

We shall now compute an explicit expression of \( \Gamma_{L,\mathcal{D}}. \) Let \( Y \) be a vector field on \( TQ \times \mathbb{R}. \) Then, choosing a local basis \( \{ \beta_i \} \) of \( T(\mathcal{D} \times \mathbb{R}) \) we may write the restriction of \( Y \) to \( \mathcal{D} \times \mathbb{R} \) as
\[ Y|_{\mathcal{D} \times \mathbb{R}} = Y^i \beta_i + \lambda^a Z_a, \]
so
\[ d \bar{\psi}^b(Y) = \lambda^a C_{ba}, \]
and hence the coefficients \( \lambda^a \) are given by
\[ \lambda^a = C^{ba} d \bar{\psi}^b(Y), \]
where \( (C^{ab}) = (C_{ab})^{-1}. \) Thus
\[ \hat{\mathcal{Q}} (Y|_{\mathcal{D} \times \mathbb{R}}) = C^{ba} d \bar{\psi}^b(Y) Z_a, \]
\[ \hat{\mathcal{P}} (Y|_{\mathcal{D} \times \mathbb{R}}) = Y|_{\mathcal{D} \times \mathbb{R}} - C^{ba} d \bar{\psi}^b(Y) Z_a. \]

We then obtain the following result.
Proposition 5. If $\Gamma_L$ is the Hamiltonian vector field associated with the energy $E_L$, then

$$\Gamma_{L,D} = \Gamma_L|_{D \times \mathbb{R}} - c^b a \, d\bar{\psi}^b(\Gamma_L) Z_a.$$  

Let us consider now a contact Lagrangian system with mechanical Lagrangian $L(q, \dot{q}, z) = \frac{1}{2}g(\dot{q}, \dot{q}) - V(q, z)$. Let us introduce the following vector subspaces of $T^*_{q(t_0)}Q$:

\[
\mathcal{D}^{\pm}_{q(t_0)} := \left\{ \alpha \in T^*_{q(t_0)}Q \mid \exists \bar{\alpha} : (t_0 - \varepsilon, t_0) \to T^*Q \text{ such that } \bar{\alpha}(t) \in \mathcal{D}_{q(t)} \text{ and } \lim_{t \to t_0^-} \bar{\alpha}(t) = \alpha \right\},
\]

\[
\mathcal{D}^0_{q(t_0)} := \left\{ \alpha \in T^*_{q(t_0)}Q \mid \exists \bar{\alpha} : (t_0, t_0 + \varepsilon) \to T^*Q \text{ such that } \bar{\alpha}(t) \in \mathcal{D}_{q(t)} \text{ and } \lim_{t \to t_0^+} \bar{\alpha}(t) = \alpha \right\}.
\]

We have that

$$\left(\mathcal{D}^{\pm}_{q(t_0)}\right)^\perp = \lim_{t \to t_0^\pm} \left(\mathcal{D}_{q(t)}\right)^\perp,$$

where the superscript $\perp$ denotes the orthogonal complement with respect to the bilinear form induced by the metric $g$ on $T^*_{q(t_0)}Q$, and the limits $(D^{\pm})^\perp$ are defined as in the case of $D^\pm$. In what follows, we shall also denote by $g$ the bilinear form induced by the metric on $T^*_{q(t_0)}Q$. In each case, the meaning should be clear by the context.

From Eq. (10), we have that

$$\left(\frac{d}{dt} - \frac{\partial L}{\partial \dot{q}^i} - \frac{\partial L}{\partial q^i} \frac{\partial}{\partial \dot{z}}\right) dq^i \in \mathcal{D}^0_{q(t)},$$

so

$$\lim_{t \to t_0^\pm} \int_{t_0}^t \left(\frac{d}{dt} - \frac{\partial L}{\partial \dot{q}^i} - \frac{\partial L}{\partial q^i} \frac{\partial}{\partial \dot{z}}\right) dq^i \, dt = [p_i(t_0^+) - p_i(t_0^-)] dq^i \in \lim_{t \to t_0^\pm} \mathcal{D}^0_{q(t)} = \mathcal{D}^{\pm}_{q(t)}.$$  

Additionally, the ‘post-impact’ momentum $p(t_0^+)$ must satisfy the new constraints imposed by $\mathcal{D}^{\pm}_{q(t_0)}$. Therefore, the change of momentum is determined by the following equations:

\[
[p_i(t_0^+) - p_i(t_0^-)] dq^i \in \mathcal{D}^0_{q(t_0^+)}.
\]

\[
p_i(t_0^+) dq^i \in \left(\mathcal{D}^{\pm}_{q(t)}\right)^\perp.
\]

A momentum jump occurs if the ‘pre-impact’ momentum does not satisfy the constraints imposed by $\mathcal{D}^{\pm}_{q(t)}$, that is,

$$p_i(t_0^-) dq^i \notin \left(\mathcal{D}^{\pm}_{q(t)}\right)^\perp.$$  

Let $m = \max\{\rho_-, \rho_+\}$. Then, there exists a neighbourhood $U$ of $q(t_0)$ and 1-forms $\psi^1, \ldots, \psi^m$ such that $\mathcal{D}_q = \text{span} \{\psi^i(q)\}_{i=1}^m$ for any $q \in Q$. Let us suppose that $\psi^1, \ldots, \psi^m$ are linearly independent at the regular posterior points. Obviously, these 1-forms are linearly dependent at $q(t_0)$. In order to simplify the notation, hereinafter let $\psi^a = \psi^a(q(t))$. We have that

$$\psi_i^a \, \dot{q}^i(t) = \psi_i^a \, g^{ij} p_j(t) = 0$$  

(20)
for $a = 1, \ldots, \rho_+$. The metric $g$ induces the decomposition $T^*_qQ = D^o_q \oplus D^o_q$, with the projectors

$$\mathcal{P}_q : T^*_qQ \to D^o_q,$$

$$\mathcal{Q}_q : T^*_qQ \to D^o_q.$$  

Consider the matrix $(\mathcal{C}^{ab}) = (\psi^a_i g^{ij} \psi^b_j)$, in other words, $\mathcal{C} = \psi g^{-1} \psi^T$, and let $(\mathcal{C}^{ab})$ denote its inverse matrix. The projector $\mathcal{P}_q$ is given by

$$\mathcal{P}_q(\alpha) = \alpha - \mathcal{C}_{ab} g^{ij} \psi^a_i \alpha_j \psi^b_j,$$

for $\alpha = \alpha_i \text{d}q^i \in T^*_qQ$. From Eq. (20), we have that $\mathcal{P}_{q(t)} \left( p_i(t) \text{d}q^i_{q(t)} \right) = p_i(t) \text{d}q^i_{q(t)}$, so

$$p_i(t^+_0) \text{d}q^i_{q(t^+_0)} = \lim_{t \to t^+_0} p_i(t) \text{d}q^i_{q(t)} = \lim_{t \to t^+_0} \mathcal{P}_{q(t)} \left( p_i(t^+_0) \text{d}q^i_{q(t)} \right) \in \left( D^o_q \right)^\perp.$$  

Now, Eq. (19a) implies that

$$\lim_{t \to t^+_0} \mathcal{P}_{q(t)} \left( (p_i(t^+_0) - p_i(t_0)) \text{d}q^i_{q(t)} \right) = 0,$$

and hence the change of momentum is given by

$$p_i(t^+_0) \text{d}q^i_{q(t^+_0)} = \lim_{t \to t^+_0} \mathcal{P}_{q(t)} \left( p_i(t^+_0) \text{d}q^i_{q(t)} \right).$$  

(21)

Locally, this can be expressed as

$$p_i(t^+_0) = p_i(t^-_0) - \lim_{t \to t^+_0} \sum_{a,b,j,k} \left( \mathcal{C}_{ab} \psi_j^a g^{jk} \psi^b_j \right)_{q(t)} p_k(t^-_0),$$

or, in matrix form,

$$p(t^+_0) = \left[ \text{Id} \lim_{t \to t^+_0} \left( \psi^T \mathcal{C}^{-1} \psi g^{-1} \right)_{q(t)} \right] p(t^-_0).$$

**Example 2** (Rolling cylinder on a spring plane with an external force). Consider the system from Subsection 3.2. From the constraints (15), we obtain the codistribution

$$D^o_{(x,y,\phi,h)} = \begin{cases} 
\{0\}, & \text{if } y - h - \gamma \cos \phi > 0, \\
\text{span} \ \left\{ dx - (r + \gamma \cos \phi) d\phi, dy - dh + (\gamma \sin \phi) d\phi \right\}, & \text{if } y - h - \gamma \cos \phi = 0.
\end{cases}$$  

The instantaneous change of momentum that occurs when the cylinder transitions from the aerial phase to the stance phase can be computed via Eq. (21). The constraints can be expressed in matrix form as

$$\phi = \begin{pmatrix} 1 & 0 & -\gamma \cos(\phi) - r & 0 \\
0 & 1 & -\gamma \sin(\phi) & -1 \end{pmatrix}.$$
so the matrix $\mathcal{C}$ is given by

$$\mathcal{C} = \phi g^{-1} \phi^T = \begin{pmatrix}
\frac{(-\gamma \cos(\phi) - r)^2}{\gamma \sin(\phi) (-\gamma \cos(\phi) - r)} + \frac{1}{m} & -\gamma \sin(\phi) (-\gamma \cos(\phi) - r) \\
\gamma \sin(\phi) (-\gamma \cos(\phi) - r) & \frac{1}{m} + \frac{1}{M}
\end{pmatrix}$$

and the projector $\mathcal{P}$ is

$$\mathcal{P} = \text{Id}_4 - \phi^T \mathcal{C}^{-1} \phi g^{-1}.$$

Hence,

$$\begin{align*}
p_x^+ &= \frac{2m(\gamma \cos(\phi) + r)[\gamma \sin(\phi)(mp_h - Mp_y) + (m + M)(\gamma p_x^+ \cos(\phi) + p_x^- r + p_y^-)]}{2(m + M)(I + mr^2) + \gamma^2 m(m + 2M) + \gamma m(\gamma m \cos(2\phi) + 4r(m + M) \cos(\phi))}, \\
p_y^+ &= \frac{\gamma^2 m \sin^2(\phi)}{m} \times \left[ (p_h^- + p_y^-) (I + mr^2) + \gamma m(4r(p_h^- + p_y^-) \cos(\phi)) + 2 \sin(\phi)(\gamma p_x^- \cos(\phi) + p_x^- r + p_y^-) + \gamma^2 M p_y^- \sin^2(\phi) \right], \\
p_h^+ &= \frac{2I(\gamma \sin(\phi)(mp_h - Mp_y) + (m + M)(\gamma p_x^- \cos(\phi) + p_x^- r + p_y^-))}{2(m + M)(I + mr^2) + \gamma^2 m(m + 2M) + \gamma m(\gamma m \cos(2\phi) + 4r(m + M) \cos(\phi))}, \\
p_y^+ &= \frac{\gamma^2 m \sin^2(\phi)}{M} \times \left[ 2(p_h^- + p_y^-) (I + mr^2) + \gamma m(4r(p_h^- + p_y^-) \cos(\phi)) + 2 \sin(\phi)(\gamma p_x^- \cos(\phi) + p_x^- r + p_y^-) + \gamma^2 m(2p_h^- + p_y^-) \right].
\end{align*}$$

Making use of the relations

$$p_x^\pm = m \dot{x}^\pm, \quad p_y^\pm = m \dot{y}^\pm, \quad p_h^\pm = I \dot{\phi}^\pm, \quad p_y^\pm = M \dot{\phi}^\pm,$$

one can obtain the instantaneous change of velocity.

**Example 3** (The rolling sphere with dissipation). Consider a homogeneous sphere rolling on a plane. The configuration space is $Q = \mathbb{R}^2 \times SO(3)$ (see [7] for the symplectic counterpart of this example). Let $(x, y)$ denote the position of the centre of the sphere and let $(\varphi, \theta, \psi)$ denote the Eulerian angles.

Assume that the plane is smooth if $x < 0$ and absolutely rough if $x > 0$. On the smooth part, the motion of the ball is free, whereas when it reaches the rough half-plane, the sphere rolls without slipping. Let us suppose that the motion of the sphere, both on the smooth and rough half-planes, has a dissipation linear in the velocities. The contact Lagrangian of the system is

$$L = \frac{1}{2} \left[ \dot{x}^2 + \dot{y}^2 + k^2 (\omega_x^2 + \omega_y^2 + \omega_z^2) \right] - \beta Z,$$

where $\omega_x, \omega_y$ and $\omega_z$ are the angular velocities with respect to the inertial frame, given by

$$\begin{align*}
\omega_x &= \dot{\theta} \cos \psi + \dot{\psi} \sin \theta \sin \psi, \\
\omega_y &= \dot{\theta} \sin \psi - \dot{\psi} \sin \theta \cos \psi, \\
\omega_z &= \dot{\psi} \cos \theta + \psi.
\end{align*}$$
$Z$ is the ‘contact variable’ and $\beta$ is a positive constant.

The condition of rolling without sliding is given by

$$\begin{align*}
\phi^1 &= \dot{x} - r \omega_y = 0, \\
\phi^2 &= \dot{y} + r \omega_x = 0.
\end{align*}$$

Let us introduce the quasi-coordinates $q^1$, $q^2$ and $q^3$ such that $\dot{q}^1 = \omega_x$, $\dot{q}^2 = \omega_2$ and $\dot{q}^3 = \omega_3$. The generalized distribution $D^o$ characterizing the constraints has annihilator

$$D^o_{(x,y,\phi,\theta,\psi)} = \begin{cases} 
\{0\}, & \text{if } x \leq 0 \\
\text{span}\{dx - r \, dq^2, \, dy + r \, dq^1\}, & \text{if } x > 0
\end{cases}$$

The set of regular points of the distribution has two connected components, namely,

$$\begin{align*}
R_1 &= \{(x,y,\phi,\theta,\psi) \in Q \mid x < 0\}, \\
R_2 &= \{(x,y,\phi,\theta,\psi) \in Q \mid x > 0\},
\end{align*}$$

while the line $\{x = 0\}$ belongs to the singular set of $D$. On $R_1$ the equations of motion are

$$\begin{align*}
\ddot{x} + \beta \dot{x} &= 0, \\
\ddot{y} + \beta \dot{y} &= 0, \\
k^2 \dot{\omega}_a + \beta \omega_a &= 0, & a = x,y,z.
\end{align*}$$

On $R_2$ the equations of motion are

$$\begin{align*}
\ddot{x} + \beta \dot{x} &= \lambda_1, \\
\ddot{y} + \beta \dot{y} &= \lambda_2, \\
k^2 \dot{\omega}_x + k^2 \beta \omega_x &= r \lambda_2, \\
k^2 \dot{\omega}_y + k^2 \beta \omega_y &= -r \lambda_1, \\
k^2 \dot{\omega}_z + k^2 \beta \omega_z &= 0, \\
\dot{x} - r \omega_y &= 0, \\
\dot{y} + r \omega_z &= 0.
\end{align*}$$

Assume that the sphere starts its motion at some point in $R_1$ with positive velocity in the $x$-direction, namely, $x(0) = x_0$, $y(0) = y_0$, $\omega_a(0) = (\omega_a)_0$ ($a = x,y,z$) such that $x_0 < 0$ and $\dot{x}_0 > 0$. Integrating Eqs. (22) yields

$$\begin{align*}
x(t) &= \frac{\dot{x}_0}{\beta} \left(1 - \frac{1}{\beta} e^{-\beta t}\right) + x_0, \\
y(t) &= \frac{\dot{y}_0}{\beta} \left(1 - \frac{1}{\beta} e^{-\beta t}\right) + y_0, \\
\omega_a(t) &= e^{-\frac{\beta t}{k^2}} (\omega_a)_0, & a = x,y,z,
\end{align*}$$

for $x(t) < 0$. At time $\bar{t} = -x_0/\dot{x}_0$ the sphere reaches the rough surface of the plane, where the codistribution $D^o$ is no longer zero, so the sphere is forced to roll without sliding.
We can compute the instantaneous change of momentum by means of Eq. (21). The constraints can be expressed in matrix form as

\[ \phi = (\phi^\alpha_i) = \begin{pmatrix} 1 & 0 & 0 & -r & 0 \\ 0 & 1 & r & 0 & 0 \end{pmatrix}, \]

so the matrix \( C \) is given by

\[ C = \phi g^{-1} \phi^T = \begin{pmatrix} \frac{1}{2k^2} + \frac{k^2 + r^2}{k^2} \Id_2 \end{pmatrix} \]

and the projector \( P \) is

\[ P = \Id_5 - \phi^T C^{-1} \phi g^{-1} = \begin{pmatrix} \frac{r^2}{k^2 + r^2} & 0 & 0 & 0 & 0 \\ 0 & \frac{r^2}{k^2 + r^2} & -\frac{r}{k^2 + r^2} & 0 & 0 \\ 0 & -\frac{r}{k^2 + r^2} & \frac{k^2}{k^2 + r^2} & 0 & 0 \\ \frac{k^2}{k^2 + r^2} & 0 & 0 & \frac{k^2}{k^2 + r^2} & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}. \]

Hence,

\[ (p_x)_+ = \frac{r^2 (p_x)_- + r (p_2)_-}{r^2 + k^2}, \]
\[ (p_y)_+ = \frac{r^2 (p_y)_- - r (p_1)_-}{r^2 + k^2}, \]
\[ (p_1)_+ = \frac{-rk^2 (p_y)_- + k^2 (p_1)_-}{r^2 + k^2}, \]
\[ (p_2)_+ = \frac{rk^2 (p_x)_- + k^2 (p_2)_-}{r^2 + k^2}, \]
\[ (p_3)_+ = (p_3)_-. \]

We can introduce the quasi-coordinates \( q^1, q^2 \) and \( q^3 \) such that \( \dot{q}^1 = \omega_x, \dot{q}^2 = \omega_y \) and \( \dot{q}^3 = \omega_z \). Then

\[ p_x = \frac{\partial L}{\partial \dot{x}} = \dot{x}, \quad p_y = \frac{\partial L}{\partial \dot{y}} = \dot{y}, \quad p_1 = \frac{\partial L}{\partial \dot{q}_1} = k^2 \omega_x, \quad p_2 = \frac{\partial L}{\partial \dot{q}_2} = k^2 \omega_y, \quad p_3 = \frac{\partial L}{\partial \dot{q}_3} = k^2 \omega_z, \]

and thus the instantaneous change of velocity is given by

\[ \dot{x}_+ = \frac{r^2 \dot{x}_- + rk^2 (\omega_y)_-}{r^2 + k^2}, \]
\[ \dot{y}_+ = \frac{r^2 \dot{y}_- - rk^2 (\omega_x)_-}{r^2 + k^2}, \]
\[ (\omega_x)_+ = \frac{-r \dot{y}_- + k^2 (\omega_x)_-}{r^2 + k^2}, \]
\[ (\omega_y)_+ = \frac{r \dot{x}_- + k^2 (\omega_y)_-}{r^2 + k^2}, \]
\[ (\omega_z)_+ = (\omega_z)_- . \]
We now integrate Eqs. (23) with the initial conditions \( x(t) = x_1, y(t) = y_1, \dot{x}(t) = x_+, \dot{y}(t) = y_+; \) \( z(t) = z_+, \omega_a(t) = (\omega_a)_+(a = x, y, z). \) The equations of motion in \( R_2 \) obtained are

\[
\begin{align*}
x(t) &= \frac{e^{-\beta t}}{\beta^2 (k^2 + r^2)} \left[ e^{\beta t} \left( \lambda_1 (k^2 + r^2) (\beta t - \beta \bar{t} - 1) + \beta k^2 (r \omega_y)_- + \beta x_1 \right) + \beta r^2 (\dot{x}_- + \beta x_1) \right. \\
y(t) &= e^{\beta t} (k^2 (\lambda_1 - \beta r (\omega_y)_-) + r^2 (\lambda_1 - \beta \dot{x}_-)) \\
\omega_x(t) &= \frac{1}{\beta} \lambda_2 r - \frac{e^{\beta(t-\bar{t})} (k^2 (\lambda_2 r - \beta (\omega_x)_-) + \lambda_2 r^3 + \beta r \dot{\omega}_-)}{k^2 + r^2}, \\
\omega_y(t) &= \frac{1}{\beta} e^{\beta(t-\bar{t})} (k^2 (\lambda_1 r + \beta (\omega_y)_-) + \lambda_1 r^3 + \beta r \dot{x}_-) - \lambda_1 r, \\
\omega_z(t) &= (\omega_z)_- e^{\beta(t-\bar{t})}.
\end{align*}
\]

The Lagrange multipliers \( \lambda_1 \) and \( \lambda_2 \) are obtained by imposing \( \dot{x} - r \omega_y = 0 \) and \( \dot{y} + r \omega_x = 0 \), yielding

\[
\begin{align*}
\lambda_1 &= \frac{\beta r (k^2 (\omega_y)_- + r \dot{x}_-) (e^{\beta \bar{t}} - e^{\beta(t-\bar{t})})}{(k^2 + r^2) \left( r^2 e^{\beta(t-\bar{t})} + \beta t - r^2 e^{\beta t} - e^{\beta t} + e^{\beta \bar{t}} \right)}, \\
\lambda_2 &= \frac{\beta r (r \dot{y}_- - k^2 (\omega_x)_-) (e^{\beta \bar{t}} - e^{\beta(t-\bar{t})})}{(k^2 + r^2) \left( r^2 e^{\beta(t-\bar{t})} + \beta t - r^2 e^{\beta t} - e^{\beta t} + e^{\beta \bar{t}} \right)}.
\end{align*}
\]

5. Conclusions and outlook

We introduced contact Lagrangian systems under impulsive forces and constraints from a geometric point of view, as well as instantaneous nonholonomic constraints which are not uniform along the configuration space. This was done via Herglotz variational principle. In addition, we have shown a Carnot-type theorem for contact Lagrangian systems subject to impulsive forces and constraints and we have also shown that the vector field describing the dynamics of a contact Lagrangian system is determined by defining projectors to evaluate the constraints by using a Riemannian metric. We have illustrated the theoretical results with two examples: a rolling cylinder on a springily plane and a rolling sphere on a non-uniform plane, both with dissipation.

In a future work, we shall provide a variational approach for contact Lagrangian systems with impulsive constraints, extending the variational approach from [28] (see also [16]). Furthermore, we plan to study hybrid contact Hamiltonian and Lagrangian systems. Hybrid systems are an alternative formalism for describing physical system
with impacts, as well as certain UAVs (unmanned aerial vehicles) systems and legged robots (for instance, see [5] and references therein).
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