Indirect exchange interaction between magnetic impurities in the two-dimensional topological insulator based on CdTe/HgTe/CdTe quantum wells
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We study indirect exchange interaction between magnetic impurities in the (001) CdTe/HgTe/CdTe symmetric quantum well. We consider low temperatures and the case of the chemical potential placed in the energy gap of the 2D quasiparticle spectrum. We find that the indirect exchange interaction is suppressed exponentially with the distance between magnetic impurities. The presence of inversion asymmetry results in oscillations of the indirect exchange interaction with the distance and generates additional terms which are non-invariant under rotations in the (001) plane. The indirect exchange interaction matrix has complicated structure with some terms proportional to the sign of the energy gap.
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I. INTRODUCTION

Theoretical prediction and experimental observation of the quantum Hall spin (QHS) effect in a HgTe/CdTe quantum well (QW) triggered great interest to this two-dimensional (2D) topological insulator (TI) material [1]. The existence of the QHS state at the perfect edge requires the presence of the time reversal symmetry. A global time reversal symmetry breaking perturbation, e.g. an external magnetic field, demolishes the QHS state. A local perturbation which breaks the time reversal symmetry does not destroy the QHS state but can affect the edge transport [2,3].

A well-known example of the local time reversal symmetry breaking perturbation is a magnetic impurity in the classical limit. In the presence of a finite concentration of magnetic impurities the existence of the QHS state can be questioned. For example, if spins of magnetic impurities are ordered ferromagnetically then the QHS state will be suppressed due to the Zeeman splitting induced by a magnetization.

For a small concentration of magnetic impurities a possible phase diagram (e.g. in the plane of temperature versus concentration) is determined by an indirect exchange interaction. In case of metals it is known as Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [4,5]. This interaction is long-ranged and oscillating in sign with the distance. The latter leads to the spin glass phase at low temperatures (see Ref. [6,7] for a review).

The presence of spin-orbit coupling in a semiconductor complicates the form of the indirect exchange interaction. In the simplest case, in addition to the Heisenberg term the indirect exchange interaction involves also the magnetic pseudo-dipole interaction [8]. The latter prevents the system of magnetic impurities from ferromagnetic ordering and favors spin glass state. This was studied experimentally in details, for example, in diluted magnetic semiconductors Hg1−xMnxTe and Cd1−yMnyTe (see Ref. [9] for a review).

In this paper we study indirect exchange interaction between magnetic impurities mediated by 2D electron and hole quasiparticles in the (001) CdTe/HgTe/CdTe symmetric QW. We focus on the case of low temperatures and the chemical potential pinned within the energy gap of the 2D quasiparticle spectrum. We take into account the presence of inversion asymmetry in the QW [10,11]. We demonstrate that the indirect exchange interaction is suppressed exponentially with the distance between magnetic impurities. This is in accordance with a general expectations, since the exchange interaction is mediated by interband virtual transitions [12]. We find that the presence of strong spin-orbit coupling in HgTe and CdTe semiconductors results in the following interesting features of the indirect exchange interaction:

(i) In the absence of inversion asymmetry the interaction includes anisotropic XXZ Heisenberg interaction, magnetic pseudo-dipole interaction, and Dzyaloshinsky-Moriya interaction. The relative strengths of these terms depend on arrangement of magnetic impurities along the z axis. In the case of magnetic impurities situated in the $x = y$
plane passing exactly through the middle of the QW, anisotropic XXZ Heisenberg interaction survives only. The sign of DM interaction depends on the sign of the gap, i.e. the indirect exchange interaction distinguishes the trivial and topological insulators. Provided spins of magnetic impurities are polarized in $z$ direction, the indirect exchange interaction is of antiferromagnetic sign.

(ii) The presence of inversion asymmetry makes the indirect exchange interaction oscillating with the distance and generates additional terms which are non-invariant under rotations in the $x-y$ plane. Some of these terms are proportional to the sign of the gap. Provided magnetic impurities are placed exactly in the $x-y$ plane passing through the middle of the QW the resulting indirect exchange interaction is compatible with the $D_{2d}$ symmetry of the system. In this case there is no dependence on the sign of the gap. If spins of magnetic impurities are polarized in $z$ direction, the sign of indirect exchange interaction depends on the distance between them.

The outline of the paper is as follows. In Sec. II we remind a reader the Hamiltonian for 2D electron and hole states in the (001) CdTe/HgTe/CdTe QW and derive the effective 2D Hamiltonian for the magnetic impurity. The indirect exchange interaction is derived in Sec. III. The technical details of derivation of the indirect exchange interaction are given in Appendix A. Appendix B contains discussion of the single-spin anisotropy Hamiltonian.

II. THE EFFECTIVE 2D HAMILTONIAN FOR A MAGNETIC IMPURITY

The 2D electron and hole states in a (001) CdTe/HgTe/CdTe QW are described by the effective 4×4 Bernevig-Hughes-Zhang (BHZ) Hamiltonian. [2]. This Hamiltonian can be written with the help of symmetry considerations or, alternatively, derived by means of the $k·p$ method. In order to evaluate the indirect exchange interaction between magnetic impurities it is necessary to derive the corresponding 4×4 Hamiltonian for a magnetic impurity.

A. BHZ Hamiltonian with bulk and surface induced inversion asymmetry

To set notations, we review the $k·p$ method of description of the electronic band structure in the bulk of crystals with zinc blend structure (see Ref. [33] for details). Electronic bands in the $\Gamma$ point of these crystals can be classified according to the $T_d$ double group representations: $\Gamma_0$, $\Gamma_7$ and $\Gamma_8$. The effective $k·p$ Hamiltonian that describes coupling between the $\Gamma_0$ and $\Gamma_8$ bands while taking into account the other bands as perturbations is known as 6×6 Kane Hamiltonian [34]:

$$H_{\text{Kane}}(k) = \begin{pmatrix} H_c(k) & T(\mathbf{k}) \\ T^\dagger(\mathbf{k}) & H_v(k) \end{pmatrix}.$$  (1)

Here the $\Gamma_0$ band is described by 2×2 diagonal Hamiltonian

$$H_c(k) = E_c + k^2 \frac{2m_e}{m_0},$$  (2)

where $m^*$ and $E_c$ are the effective mass and the energy of the bottom of the conduction band, respectively. The 4×4 Hamiltonian

$$H_v(k) = E_v - \left(\gamma_1 + \gamma_2 \frac{k^2}{2m_0} + \frac{\gamma_2}{m_0} (\mathbf{k} \cdot \mathbf{J}_{3/2})^2\right)$$  (3)

describes the $\Gamma_8$ band. Here $E_v$ is the energy of the top of the valence band, $m_0$ is the electron mass, $\gamma_1$ and $\gamma_2$ are the Luttinger parameters [35]. $\mathbf{J}_{3/2}$ denotes the spin 3/2 operator. At non-zero values of 3D wave vector $\mathbf{k}$ the $\Gamma_0$ and $\Gamma_8$ bands are coupled by the following 2×4 matrix:

$$T(k) = \begin{pmatrix} -\frac{1}{\sqrt{2}}P_{k_+} & \sqrt{\frac{2}{3}}P_{k_z} & \frac{1}{\sqrt{6}}P_{k_-} & 0 \\ 0 & -\frac{1}{\sqrt{6}}P_{k_+} & \sqrt{\frac{2}{3}}P_{k_z} & \frac{1}{\sqrt{2}}P_{k_-} \end{pmatrix}.$$  (4)

Here $P$ is the Kane matrix element and $k_{\pm} = k_x \pm i k_y$. The $z$ axis is the QW growth direction [010] and the in-plane axes $x$ and $y$ are parallel to [100] and [010] directions. The Hamiltonian above is written in the standard basis: $|\Gamma_0, +1/2\rangle$, $|\Gamma_0, -1/2\rangle$, $|\Gamma_8, +3/2\rangle$, $|\Gamma_8, +1/2\rangle$, $|\Gamma_8, -1/2\rangle$, $|\Gamma_8, -3/2\rangle$.

In the (001) CdTe/HgTe/CdTe QW the spatial quantization happens. The solutions of the corresponding Schrödinger equation with the Hamiltonian (1) with $k_x = k_y = 0$ can be written as

$$|E_1 \pm \rangle = f_{i, 2, 3, 0}^{(1)}(z)|\Gamma_0, \pm 1/2\rangle + f_{i, 3, 5}^{(1)}(z)|\Gamma_8, \pm 1/2\rangle,$$

$$|H_1 \pm \rangle = f_{i, 3, 5}^{(3)}(z)|\Gamma_0, \pm 3/2\rangle,$$

$$|L_i \pm \rangle = g_{i, 2, 3, 0}^{(1)}(z)|\Gamma_0, \pm 1/2\rangle + g_{i, 3, 5}^{(1)}(z)|\Gamma_8, \pm 1/2\rangle,$$

where $i = 1, 2, \ldots$ stands for the quantum number of a level of spatial quantization. At low temperatures the lowest level of the spatial quantization is important only. The functions $f_{i, 2, 3, 0}^{(1)}$ and $g_{i, 3, 5}^{(1)}$ are symmetric under inversion $z \rightarrow -z$, while $f_{i, 3, 5}^{(3)}$ and $g_{i, 3, 5}^{(1)}$ are antisymmetric [37]. Since the energy of the light hole states $|L_i \pm \rangle$ is well above the energies of the electron $|E_1 \pm \rangle$ and heavy hole state $|H_1 \pm \rangle$ we can project the 6×6 Hamiltonian (1) onto the low energy subspace ($|E_1, +\rangle$, $|H_1, +\rangle$, $|E_1, -\rangle$, $|H_1, -\rangle$). The result is known as the BHZ Hamiltonian:

$$H_{\text{BHZ}} = \varepsilon(k) + \begin{pmatrix} M(k) & Ak_+ & 0 & 0 \\ Ak_- & -M(k) & 0 & 0 \\ 0 & 0 & M(k) & -Ak_+ \\ 0 & 0 & -Ak_+ & -M(k) \end{pmatrix},$$  (6)

where $M(k)$ and $A(k)$ are the Kane matrix elements and parameters.
The BHZ Hamiltonian:

\[ \epsilon(k) = C - D(k_x^2 + k_y^2), \quad M(k) = M - B(k_x^2 + k_y^2). \]  

(7)

The material parameters \( A, B, C, D \) and \( M \) depends on the width \( d \) of the CdTe/HgTe/CdTe QW. In what follows we will measure all energies with respect to a value of \( C \). Values of the other four parameters for several values of the QW width can be found in Table I of Ref. [4]. The parameter \( M \) is positive (negative) for \( d < d_c \) (\( d > d_c \)). The critical width \( d_c \approx 6.3 \) nm corresponds to the quantum phase transition between 2D trivial insulator and topological insulator. Also, we note that in the vicinity of the critical width both parameters \( B \) and \( D \) are negative and \( |B| > |D| \).

The Hamiltonian \( \mathcal{H}_0 \) is invariant under rotation in the \( x-y \) plane. Rotation of the system on angle \( \alpha \) around the \( z \)-axis transforms \( \Delta \rightarrow \Delta \exp(2i\alpha) \) in the upper-right \( 2 \times 2 \) block of the Hamiltonian \( \mathcal{H}_0 \) and \( \Delta \rightarrow -\Delta \exp(-2i\alpha) \) in the lower-left \( 2 \times 2 \) block. A nonzero value of \( \Delta \) can exist due to the bulk inversion asymmetry: an inversion element in the \( T_d \) group is absent. The other reason of nonzero value of \( \Delta \) is the interface inversion asymmetry. It is associated with the natural (atomistic) non-equivalence between the top and bottom interfaces of the symmetric (001) CdTe/HgTe/CdTe QW. This inequivalence results in a \( D_{2h} \) symmetry of such QW. The atomistic calculations of Ref. [32] demonstrate that the interface inversion asymmetry induces contribution to \( \Delta \) of the order of \( 5-10 \) meV for QWs with widths close to \( d_c \). The contribution to \( \Delta \) due to the bulk inversion asymmetry is estimated to be several times smaller [28,31]. Recent experiments [33,34] revealed the presence of a large splitting \( \Delta \) of electron and heavy hole states indeed. We emphasize that both bulk and interface inversion asymmetry leads to Hamiltonian \( \mathcal{H}_0 \). Following Ref. [39], we will use value of \( \Delta = 5 \) meV for numerical estimates below.

\[ \mathcal{H}_{ia} = \begin{pmatrix} 0 & 0 & 0 & \Delta \\ 0 & 0 & -\Delta & 0 \\ \Delta & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \]  

(8)

This term breaks the rotational invariance in the \( x-y \) plane. Rotation of the system on angle \( \alpha \) around the \( z \)-axis transforms \( \Delta \rightarrow \Delta \exp(2i\alpha) \) in the upper-right \( 2 \times 2 \) block of the Hamiltonian \( \mathcal{H}_0 \) and \( \Delta \rightarrow -\Delta \exp(-2i\alpha) \) in the lower-left \( 2 \times 2 \) block. A nonzero value of \( \Delta \) can exist due to the bulk inversion asymmetry: an inversion element in the \( T_d \) group is absent. The other reason of nonzero value of \( \Delta \) is the interface inversion asymmetry. It is associated with the natural (atomistic) non-equivalence between the top and bottom interfaces of the symmetric (001) CdTe/HgTe/CdTe QW. This inequivalence results in a \( D_{2h} \) symmetry of such QW. The atomistic calculations of Ref. [32] demonstrate that the interface inversion asymmetry induces contribution to \( \Delta \) of the order of \( 5-10 \) meV for QWs with widths close to \( d_c \). The contribution to \( \Delta \) due to the bulk inversion asymmetry is estimated to be several times smaller [28,31]. Recent experiments [33,34] revealed the presence of a large splitting \( \Delta \) of electron and heavy hole states indeed. We emphasize that both bulk and interface inversion asymmetry leads to Hamiltonian \( \mathcal{H}_0 \). Following Ref. [39], we will use value of \( \Delta = 5 \) meV for numerical estimates below.

**B. Magnetic impurity**

Microscopically, interaction between the spin \( S \) of a magnetic impurity and the electron and hole spins is described by a standard exchange Hamiltonian \( j(r)S \cdot \sigma \) where \( j(r) \) is a short-ranged potential. In the bulk of the crystal with \( T_d \) symmetry this Hamiltonian projected to the \( \Gamma_6 \) and \( \Gamma_8 \) states becomes the following \( 6 \times 6 \) matrix

(see for example, Ref. [HI]:

\[ V_{\text{imp}} = \begin{pmatrix} 2j_0(r)J_{1/2} \cdot S & 0 \\ 0 & 2j_s(r)J_{3/2} \cdot S \end{pmatrix}. \]  

(9)

Here \( J_\sigma \) is the spin \( \sigma \) operator. The effective potentials \( j_\sigma(r) \) and \( j_s(r) \) are proportional to the microscopic potential \( j(r) \) and the effective \( g \)-factors for the conduction and valence bands, respectively [HI]. In general, nontrivial terms of higher order in \( S \) describing interaction between a magnetic impurity and the electron and hole states are possible. Since we are interested in contribution to the indirect exchange interaction of the lowest order in spin operators we shall not consider such terms in the present paper.

For description of a magnetic impurity in the CdTe/HgTe/CdTe QW we need to project Hamiltonian \( \mathcal{H} \) onto the low energy space of electron and heavy hole states: \( |E_1, + \rangle, |H_{11}, + \rangle, |E_1, - \rangle, \) and \( |H_{11}, - \rangle \). We assume that the range of an impurity potential is much larger than the atomic one but much shorter than the scale at which the envelope functions \( f^{(1)}_{\pm} \) changes, i.e. we assume that \( J_0(r) = \alpha(\delta(r - r_0)) \) and \( J_s(r) = \beta(\delta(r - r_0)) \) where \( r_0 \) denotes the position of the magnetic impurity. Then to the lowest order in \( \alpha \) and \( \beta \) the effective Hamiltonian for a magnetic impurity in the CdTe/HgTe/CdTe QW assumes the following form:

\[ V_{\text{imp}} = \mathcal{J} \delta(x - x_0)\delta(y - y_0), \]  

(10)

where

\[ \mathcal{J} = \begin{pmatrix} J_0S_z & -iJ_0S_+ & J_mS_+ & 0 \\ iJ_0S_- & J_2S_z & 0 & 0 \\ J_mS_+ & 0 & -J_1S_z & iJ_0S_- \\ 0 & iJ_0S_+ & -J_2S_z & 0 \end{pmatrix}. \]  

(11)

Here the real parameters \( J_0, J_1, J_2, J_m \) are defined in terms of the envelope functions:

\[ J_0 = \frac{i\beta}{\sqrt{3}} f^{(1)}_{\pm}(z_0)f^{(1)}_{\pm}(z_0), \]  

\[ J_1 = \alpha |f^{(1)}_{\pm}(z_0)|^2 + \frac{\beta}{3}|f^{(1)}_{\pm}(z_0)|^2, \]  

\[ J_2 = \beta |f^{(1)}_{\pm}(z_0)|^2, \]  

\[ J_m = J_1 + J_2. \]  

We use the following properties of envelope functions: (i) \( f^{(1)}_{\pm} = f^{(1)}_{\pm}, f^{(1)} = f^{(1)}_{\pm} \) and \( f^{(1)}_{\pm} = f^{(1)}_{\pm} \); (ii) the functions \( f^{(1)}_{1,2,3,6} \) are real, \( f^{(1)}_{1,2,3,6} = f^{(1)}_{1,2,3,6} \); (iii) \( f^{(1)}_{4,5} \) is imaginary, \( f^{(1)}_{4,5} = -f^{(1)}_{4,5} \). It is worthwhile to mention that a magnetic impurity couples the electron subbands \( |E_1, \pm \rangle \neq |E_1, \mp \rangle \) related by time-reversal symmetry. There is no coupling between the subbands \( |E_1, \pm \rangle \) and \( |H_{11}, \pm \rangle \), or \( |H_{11}, \pm \rangle \), or \( |E_1, \pm \rangle \) and \( |H_{11}, \mp \rangle \). This can be explained as follows: the electron (heavy hole) states have the projection of angular momentum \( \pm 1/2 (\pm 3/2) \) whereas a magnetic impurity can flip the electron spin and change its projection by \( \pm 1 \).
Finally, we mention that if a magnetic impurity is situated at the center of the symmetric QW, $z_0 = 0$, the antisymmetric function $f_4$ at the impurity position vanishes. Hence, one finds $J_0 = 0$ and $J_m = J_1$.

III. INDIRECT EXCHANGE INTERACTION

To the second order in $\mathcal{J}$ the indirect exchange interaction is given by a standard spin-susceptibility-type diagram. The corresponding effective Hamiltonian describing interaction of two magnetic impurities situated at points $r_A = \{R_A, z_A\}$ and $r_B = \{R_B, z_B\}$ can be written as

$$H_{\text{IEI}} = T \sum_{\varepsilon_n} \text{Tr} \mathcal{J}^A \hat{G}(\varepsilon_n, R_A, R_B) \mathcal{J}^B \hat{G}(\varepsilon_n, R_B, R_A).$$

(13)

Here, $\varepsilon_n = \pi T(2n + 1)$ denotes the fermionic Matsubara frequencies. The Matsubara Green’s function corresponding to the Hamiltonian $\mathcal{H} = H_{\text{BHIZ}} + H_{\text{ia}}$ is given as

$$\hat{G}(\varepsilon_n, R_A, R_B) = \int \frac{dk}{(2\pi)^2} e^{i k R} \hat{G}(\varepsilon_n, k),$$

$$\hat{G}(\varepsilon_n, k) = \left[ \varepsilon_n + \mu - \mathcal{H} \right]^{-1},$$

(14)

where $R = R_A - R_B$ and $\mu$ denotes the chemical potential. The superscript $A$ ($B$) in $\mathcal{J}^A$ ($\mathcal{J}^B$) indicates that the matrix (11) is evaluated at the position $z_A$ ($z_B$).

To proceed further we introduce convenient units. At first, we introduce the characteristic length scale ($a$) and energy scale ($E$) in the problem:

$$a = \sqrt{B^2 - D^2}/A, \quad E = A^2/\sqrt{B^2 - D^2}. \quad (15)$$

Secondly, we introduce the following dimensionless parameters:

$$m = \frac{M}{E}, \quad \cosh \chi = -\frac{B}{\sqrt{B^2 - D^2}}, \quad \gamma = \frac{\Delta}{|m|E}. \quad (16)$$

The numerical estimates of these parameters obtained with the help of Table I of Ref. [4] and for the value $\Delta \approx 5$ meV [32140] are summarized in Table II. We note that the dimensionless gap is small, $|m| \ll 1$. Finally, we define dimensionless vectors $\kappa = k_0/|m|$ and $\rho = R|m|/a$.

Before evaluation of Eq. (13) it is convenient to diagonalize the Green’s function:

$$\hat{G}(\varepsilon_n, k) = \mathcal{R}(\kappa) \hat{G}(\varepsilon_n, \kappa) \mathcal{R}^{-1}(\kappa), \quad (17)$$

where

$$\mathcal{R}^{-1} = \varepsilon_n + \mu - |m|E \begin{pmatrix} \epsilon_1(\kappa) & 0 & 0 & 0 \\ 0 & \epsilon_2(\kappa) & 0 & 0 \\ 0 & 0 & \epsilon_3(\kappa) & 0 \\ 0 & 0 & 0 & \epsilon_4(\kappa) \end{pmatrix}. \quad (18)$$

The energy spectrum for the Hamiltonian $\mathcal{H}$ is given as

$$\epsilon_{1,3} = -\kappa^2|m| \sin \chi + \text{sgn} m \sqrt{(\kappa \pm \gamma)^2 + b^2(\kappa)}$$

$$\epsilon_{2,4} = -\kappa^2|m| \sin \chi - \text{sgn} m \sqrt{(\kappa \pm \gamma)^2 + b^2(\kappa)},$$

(19)

where $b(\kappa^2) = 1 + \kappa^2 m \cos \chi$. It is worthwhile to mention that in the presence of inversion asymmetry (i) the electron and heavy hole subbands become non-degenerate at $k \neq 0$ and (ii) the spectrum remains isotropic in the $x$–$y$ plane. The matrix $\mathcal{R}$ is given as

$$\mathcal{R} = \begin{pmatrix} M_{++} & e^{i \theta} M_{+-} & e^{-i \theta} M_{-+} & e^{-i \theta} M_{--} \\ e^{i \theta} M_{-+} & M_{++} & e^{-i \theta} M_{+-} & e^{i \theta} M_{--} \\ M_{+-} & e^{i \theta} M_{-+} & M_{++} & e^{-i \theta} M_{+-} \\ e^{-i \theta} M_{-+} & e^{i \theta} M_{+-} & e^{-i \theta} M_{--} & M_{++} \end{pmatrix},$$

(20)

where $\theta$ stands for the angle between $\kappa$ and $x$ axis, and

$$M_{pq} = \text{sgn} m \left( b(\kappa^2) + \mu \sqrt{(\kappa + q\gamma)^2 + b^2(\kappa)} \right). \quad (21)$$

At zero temperature and for the chemical potential pinned to the gap, $|\mu| < |M|$, the summation over Matsubara frequencies in Eq. (13) can be easily performed. Then we find

$$H_{\text{IEI}} = \mathcal{J}^A \mathcal{J}^B \Pi_{\beta \gamma, \alpha}(R_A, R_B),$$

(22)

where the polarization operator is given as follows

$$\Pi_{\beta \gamma, \alpha} = -\frac{|m|^3}{a^4 E} \int dt \int \frac{d^2k_1 d^2k_2}{(2\pi)^4} e^{i \rho(\kappa_1 - \kappa_2)}$$

$$\times \sum_{j=1,3} \sum_{l,j=2,4} e^{-t \text{sgn} m(\epsilon_j(\kappa_1) - \epsilon_l(\kappa_2))} \mathcal{R}_{jl}(\kappa_2)$$

$$\times \mathcal{R}_{l\gamma}^{-1}(-\kappa_2) \mathcal{R}_{\beta j}(-\kappa_4) \mathcal{R}_{\alpha l}^{-1}(-\kappa_1)$$

$$+ \mathcal{R}_{\beta j}(\kappa_1) \mathcal{R}_{\gamma l}^{-1}(\kappa_1) \mathcal{R}_{\alpha l}(\kappa_2) \mathcal{R}_{\beta \alpha}^{-1}(\kappa_2). \quad (23)$$

The polarization operator at small distances $\rho \lesssim 1$ is not universal. In this case its evaluation requires knowledge of the quasiparticle spectrum in the whole Brillouin zone. Therefore, in what follows we focus on large distance regime $\rho \gg 1$ (or $R \gg a/|m|$). In this limit the integrals in Eq. (23) can be evaluated with the help of the saddle point approximation. Then the indirect exchange interaction becomes (see details in Appendix A):

$$H_{\text{IEI}} = \sum_{a,b=x,y,z} K_{ab} S_a^A S_b^B, \quad (24)$$
TABLE I. Parameters of the Hamiltonian $\mathcal{H} = \mathcal{H}_{BHZ} + \mathcal{H}_a$ for two values of the QW width.

| d, nm | a, nm | $E_e$, eV | $m$ | $\gamma$ | $\chi$ | $\lambda_1$, nm | $\lambda_2$, nm |
|-------|-------|------------|-----|---------|-------|---------------|---------------|
| 5.5   | 0.94  | 0.42       | 0.022 | 0.55    | -0.77 | 22            | 41            |
| 7.0   | 1.29  | 0.28       | -0.029 | 0.63    | -0.95 | 22            | 32            |

where

$$K_{xx} = J_{m}^A J_{m}^B \left[ F(R) n_x^2 + F_c(R) n_y^2 \right] - 4 J_0^A J_0^B F_e(R) n_x^2,$$

$$K_{xy} = \left[ J_{m}^A J_{m}^B \left( F_c(R) - F(R) \right) - 4 J_0^A J_0^B F_e(R) \right] n_x n_y,$$

$$K_{xz} = 2 \text{sgn} M (J_0^A J_m^B n_x + J_{m}^A J_0^B n_y) F_e(R),$$

$$K_{zz} = J_0^A J_0^B F_e(R).$$

Here we introduce the two-dimensional unit vector $\mathbf{n} = R/R$ and $J_0 = J_1 + J_2$. The elements $K_{yy}$, $K_{xx}$ and $K_{xy}$ can be found from $K_{xx}$, $K_{xy}$ and $K_{xz}$ by interchange of $n_x$ and $n_y$. The elements $K_{xx}$ and $K_{xy}$ are equal to $-K_{xx}$ and $-K_{yy}$ with superscripts $A$ and $B$ interchanged. The three functions $F(R)$, $F_c(R)$, and $F_e(R)$ are given as

$$F(R) = \frac{|m|^3 (1 + \gamma^2)^{1/2}}{(2\pi)^{3/2} E a^4} \left( \frac{\lambda_1}{R} \right)^{3/2} e^{-R/\lambda_1},$$

and

$$F_c(R) = F(R) \cos(R/\lambda_2 - \arctan \gamma),$$

$$F_e(R) = F(R) \sin(R/\lambda_2 - \arctan \gamma).$$

Here we introduce the following two characteristic length scales:

$$\lambda_1 = \frac{a}{2|m|} \left[ 1 + (1 - \gamma^2)m \cosh \chi \right],$$

$$\lambda_2 = \frac{a}{2|m|\gamma} \left[ 1 + 2m \cosh \chi \right].$$

The asymptotic expressions (27) for the functions $F$, $F_c$, and $F_e$ are valid provided $R \gg \lambda_1$, $|m| \ll 1$, and $\gamma < 1$. Equations (24)-(28) constitute the main result of the present paper.

The indirect exchange interaction (24) depends on the sign of the gap $M$, i.e. magnetic impurities interact differently in the trivial and topological phases. The finite value of the inversion asymmetry splitting $\gamma$ induces oscillations of the indirect exchange interaction with the distance. The estimates for $\lambda_1$ and $\lambda_2$ are presented in Table I. As one can see, both length scales are large in comparison with $a$, $\lambda_2 > \lambda_1 \gg a$. Such oscillations in case of minima of the conduction and valence bands at non-zero $k$ have been predicted long ago [23]. Contrary to the previous expectations, in our case the indirect exchange interaction oscillates on distances much larger than the atomic one (see Table I). This occurs due to small value of the inversion asymmetry splitting $\Delta$.

As we mentioned above, in the presence of nonzero $\Delta$ the Hamiltonian $\mathcal{H}$ is not invariant with respect to rotations around the $z$ axis. This holds for the indirect exchange interaction also. For $\gamma \neq 0$ $H_{IEI}$ is not invariant with respect to rotations around the $z$ axis. If both magnetic impurities are situated in the plane at the center of the QW, i.e. $z_A = z_B = 0$, the indirect exchange interaction is drastically simplified in virtue of the following condition: $J_0^A = J_0^B = 0$. In this case, the form of the indirect exchange interaction is compatible with the $D_{2d}$ symmetry and is independent of the sign of the gap.

In the absence of the inversion asymmetry, $\gamma = 0$, the function $F_e$ vanishes whereas the functions $F$ and $F_c$ coincide, $F_c = F$. Then the indirect exchange interaction acquires the following form ($S_{||} = \{S_x, S_y\}$):

$$H_{IEI} = \left[ J_{m}^A J_{m}^B (S_{||}^A \cdot S_{||}^B) - 4 J_0^A J_0^B (S_{||}^A \cdot n) (S_{||}^B \cdot n) \right] + 2 \text{sgn} M (J_0^A J_m^B (S_{||}^A \cdot n) S_{||}^B - J_{m}^A J_0^B S_{||}^B (S_{||}^B \cdot n))$$

$$+ J_0^A J_0^B S_{||}^A S_{||}^B F(R),$$

where the function $F(R)$ is given by Eq. (29) with $\gamma = 0$. As one can see, in this case the indirect exchange interaction includes anisotropic antiferromagnetic XXZ Heisenberg interaction, magnetic pseudo-dipole interaction, and DM interaction. The sign of the latter depends on the sign of the gap $M$.

It is worthwhile to mention that the spin structure of Eq. (29) resembles the indirect exchange interaction mediated by gapped surface states of a 3D TI with a chemical potential within the gap [12,15,17]. However, there are a number of important differences. (i) For a 3D TI the sign of indirect exchange interaction for spins aligned perpendicular to the surface (along the $z$ axis) is ferromagnetic whereas in Eq. (29) it is antiferromagnetic. (ii) For a surface of a 3D TI the DM term appears only when the chemical potential lies outside the gap whereas in our case it exists for the chemical potential pinned to the gap. (iii) In the case of a 3D TI the magnetic pseudo-dipole interaction is the most relevant term at large distances between magnetic impurities whereas in Eq. (29) all terms behave in the same way with the distance.

Finally, we mention that it is possible to derive the large distance asymptote of the indirect exchange interaction for a more general Hamiltonian in which $b$, $\gamma$ and $\chi$ are arbitrary functions of $\kappa^2$ of the order of unity which change slowly between $\kappa = 0$ and $\kappa \sim 1$ (see Appendix A).

IV. DISCUSSION AND CONCLUSIONS

Our derivation of the indirect exchange interaction (24)-(28) was done at zero temperature. In this case the
interaction between magnetic impurities is insensitive to the position of the chemical potential within the gap, i.e. for \(|\mu| < |M|\). At finite temperature \(T \ll |M|\) this is not the case. However, our results \([26]\) are applicable at distances \(R\) which satisfy the following inequality:

\[
\frac{\mathcal{E}[M]}{T^2} \min\left\{ 1, \frac{T(1 - \mu^2 / M^2)}{|\mu|} \right\} \gg \frac{R}{a} \gg \frac{\mathcal{E}}{|M|}. \tag{30}
\]

The elements of the off-diagonal blocks of the Hamiltonian \([8]\) contain also terms which are linear in \(k\) \([32]H[34]0\):

\[
H_{ia} \rightarrow \begin{pmatrix}
0 & 0 & \Delta_{+} k_+ & \Delta \\
0 & 0 & -\Delta & \Delta_{-} k_-
\end{pmatrix}.
\tag{31}
\]

In the presence of nonzero values of \(\Delta_{+}\) and \(\Delta_{-}\) linear in \(k\) term, \((\Delta_{+} + \Delta_{-})/\kappa A/\lambda\) should be added to the function \(b(\kappa^2)\) (see Eq. \([19]\)). Using the estimates from Ref. \([32]\) we find that \(((\Delta_{+} + \Delta_{-})/\kappa A)\) is of the order of \(10^{-2}\). This smallness justifies our analysis in which such terms are neglected.

The indirect exchange interaction \([24]-[28]\) is computed to the lowest non-trivial order in the coupling between a magnetic impurity and the electron (E1) and heavy hole (H1) subbands in CdTe/HgTe/CdTe QW. A standard condition of validity of the perturbation theory implies in our case the following inequality:

\[
\max\{J_z, J_0, J_m\} 2F(R) \ll |M| \tag{32}
\]

For an estimate we take the distance between impurities to be \(R \sim \lambda_1\) which is the minimal distance at which Eqs. \([27]\) are valid. Then Eq. \([32]\) can be rewritten as follows:

\[
|M| \max\{|\alpha|, |\beta|\} / (A^2d) \ll 1. \tag{33}
\]

Taking \(\max\{|\alpha|, |\beta|\} = 0.3 \text{ eV nm}^{-3} \tag{11}\) and using values of the parameters from Table \([1]\) we find that the left hand side of inequality \([33]\) is of the order of \(10^{-3}\). This implies that the perturbation theory is well justified. It is worthwhile to mention that Eq. \([21]\) has a transparent meaning since combination \(|M| / (A^2d)|\) is the 3D density of states at \(k = 0\) for \(\gamma = 0\).

The decaying length of IEI between the magnetic impurities in the bulk of 3D CdTe crystal can be estimated as \(\lambda_{\text{bulk}} \sim 0.1 \text{ nm} \tag{21}\). We emphasize that \(\lambda_{\text{bulk}} \ll \lambda_1\), i.e. IEI mediated by 2D states in the CdTe/HgTe/CdTe QW is much more long ranged.

At temperatures \(T \gg T_c \sim \max\{J_z, J_0, J_m\} 2F(R \sim \lambda_1)\) a diluted system of magnetic impurities, \(n_{\text{imp}} \lesssim \lambda_1^{-2}\), behaves as the system of independent spins. Since \(T_c\) can be estimated to be of the order of \(10^{-3} \div 10^{-4} \text{ K}\), magnetic impurities with concentrations \(n_{\text{imp}} \lesssim \lambda_1^{-2}\) can be described as independent for experimentally relevant temperatures. In case of large concentration \(n_{\text{imp}} \gg \lambda_1^{-2}\) we expect spin glass behavior at low temperatures due to complicated structure of the indirect exchange interaction with interactions of different sign.

We remind that a standard magnetic impurity for CdTe and HgTe is manganese cation with spin \(S = 5/2 \tag{27}\). Due to the presence of long-range spin-orbit interaction, the polarization operator at coinciding points \(\hat{\sigma}_{\gamma_2,\delta_2}(\mathbf{R}_A, \mathbf{R}_A)\) has non-trivial matrix structure which results in the following form of the single-spin anisotropy:

\[
H_{\text{anis}} = V_{xz} A_z S_x A_y + V_{zy} (S_y A_z + S_z A_y). \tag{34}
\]

The last term in the right hand side of Eq. \([34]\) appears due to the presence of zero-inversion asymmetry splitting \((V_{zy} = 0)\) and is also proportional to \(J_0\). For \(V_{zy} = 0\), Hamiltonian \([34]\) describes either easy axis \((V_{xz} < 0)\) or easy plane \((V_{xz} > 0)\) anisotropy. In what follows we consider this electron-induced anisotropy \([34]\) to be the main source of the anisotropy, ignoring other contributions, e.g. a strain induced anisotropy.

Then in the most typical case \(S \approx 5/2\) the six degenerate levels are split into three doublets with energies \(E_{1/2}^A, E_{3/2}^A\) and \(E_{5/2}^A\) for \(S_z = \pm 1/2, \pm 3/2, \pm 5/2\), respectively (see Appendix \([3]\)). It is impossible to compute accurately \(V_{zz}^A\) and \(V_{zy}^A\) within the Hamiltonian \(\mathcal{H}\) derived in the long-wave limit. However, we can roughly estimate \(|V_{zz}^A|\) and \(|V_{zy}^A|\) to be of the order of \(1 \div 10 \text{ K}\) and \(0.01 \div 0.1 \text{ K}\), respectively. These estimates imply that the following inequality holds \(|V_{zz}^A| \gg |V_{zy}^A| \gg T\). We also note that \(V_{zz}^A\) is \(10^2 \div 10^3\) times larger than the superhyperfine splitting of manganese in CdTe \([35]\).

To illustrate interesting physics of the indirect exchange interaction \([21]\) we consider how the energy levels of two manganese impurities situated at a distance \(R \gtrsim \lambda_1\) are changed due to their interaction. Since \(\lambda_1 \gg d\) (see Table \([1]\)) we assume that the energy levels \(E_{1/2}^A, E_{3/2}^A, E_{5/2}^A\) and \(E_{1/2}^B, E_{3/2}^B, E_{5/2}^B\) for two impurities are different. Then without IEI the energy spectrum of two impurities consists of 9 quartet states. We denote the corresponding energies as \(E_{S_x}^{A/B} S_y A_z = E_{S_x}^{A/B} + E_{S_y}^{A/B}\) where \(S_x^{A/B} = \pm 1/2, \pm 3/2\) and \(\pm 5/2\). The indirect exchange interaction removes completely the degeneracy in each quartet state as shown in Fig. \([1]\). Since some terms in the interaction matrix \(K_{ab}\) are proportional to \(g\mu_B M\) the energy levels of two manganese impurities will be different for trivial insulator, \(M > 0\), and for topological insulator, \(M < 0\) (see Fig. \([1]\)). As it was shown recently such fine structure of the energy levels of two magnetic impurities can be experimentally probed by broadband electron spin resonance technique coupled with an optical detection scheme \([40]\).

At last, we mention that our results are also applicable to InAs/GaSb QW which is another 2D system possessing the QHS effect \([47,48]\). Unfortunately, we cannot estimate \(\lambda_1\) and \(\lambda_2\) in this case since we are not aware of detailed analysis of parameters of the BHZ Hamiltonian for InAs/GaSb QWs.
FIG. 1. (Color online) The energy levels $E_{\pm A, \pm B}$ for the Hamiltonian $H_{\text{anis}}^A + H_{\text{anis}}^B + H_{\text{IEI}}$ of the two impurity problem. Splitting of 9 quartets for $M > 0$ ($M < 0$) is shown by blue (red) lines on the left (right) figure. The parameters are chosen as follows $V_{zz}^A = 300, V_{zz}^B = 75, V_{xy}^A = 50, V_{xy}^B = 15, J_0^A = 1, J_0^B = 4, J_1^A = J_1^B = 4, J_2^A = J_2^B = 4, n_x = 0, n_y = 1, F = 1, F_s = F_c = 1/\sqrt{2}$. The energy levels are normalized on $\max \{|E_{A}| + |E_{B}|\}$.

To summarize, we studied the indirect exchange interaction between magnetic impurities mediated by virtual interband transitions of 2D quasiparticles in the CdTe/HgTe/CdTe QW at low temperatures. We found the exponential decay with the distance of the indirect exchange interaction. In addition to the exponential decay of the indirect exchange interaction we obtained its oscillations with the distance due to the presence of inversion asymmetry in the QW. In general, the interaction matrix $K_{ab}$ has complicated structure with dependence on the unit vector along the direction between two impurities (see Eq. (25)). In the absence of inversion asymmetry the indirect exchange interaction involves anisotropic XXZ Heisenberg interaction, magnetic pseudo-dipole interaction, and Dzyaloshinsky-Moriya interaction. The sign of Dzyaloshinsky-Moriya interaction depends on the sign of the bulk gap $M$.

During the preparation of the manuscript we became aware of the work by Litvinov [49] where IEI between magnetic impurities at the surface of a thin film of 3D TI was studied at zero temperature. It was found that for the chemical potential of surface states lying within the gap an exponential decay of IEI between magnetic impurities polarized perpendicular to the surface is accompanied by oscillations with the spatial period of a few nanometers. The behavior of IEI predicted in Ref. [49] is qualitatively similar to the dependence of $K_{zz}$ on $R$ which we reported in this paper (see Eq. (25)).
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Appendix A: Evaluation of $\Pi_{\beta \gamma, \delta \alpha}$

In this Appendix we present the explicit procedure of the evaluation of the polarization operator $\Pi_{\beta \gamma, \delta \alpha}$. We consider a more general form of the BHZ Hamiltonian. In the dimensionless variables it can be written as

$$
\frac{H(\kappa)}{m|E|} = -d(\kappa^2) + \begin{pmatrix}
 b(\kappa^2) \text{sgn} m & A(\kappa^2) \kappa_+ & 0 & \gamma(\kappa^2) \\
 A(\kappa^2) \kappa_- & -b(\kappa^2) \text{sgn} m & -\gamma(\kappa^2) & 0 \\
 0 & -\gamma(\kappa^2) & b(\kappa^2) \text{sgn} m & -A(\kappa^2) \kappa_- \\
 \gamma(\kappa^2) & 0 & -A(\kappa^2) \kappa_+ & -b(\kappa^2) \text{sgn} m
\end{pmatrix}
$$

(A1)
where $b(0) = 1$, $b(\kappa \sim 1) - b(0) \sim |m|$, $d(\kappa \sim 1) \sim |m|$, $A(0) = 1$, $\gamma(0) \equiv \gamma \sim 1$, $\gamma(\kappa \sim 1) \sim 1$. Some additional restrictions of the model Hamiltonian \[ \text{[A1]} \] will be discussed later.

We start from the derivation of Eq. \[ \text{[23]} \]. The polarization operator \[ \text{[13]} \] can be explicitly written at $T = 0$ as

$$
\Pi_{\beta \gamma, \delta \sigma} = \sum_{j,l=1,\ldots,4} \frac{|m|^{4}}{a^{4}} \int \frac{d\kappa_{1}}{2\pi} \int \frac{d^{2}\kappa_{2}}{(2\pi)^{2}} \text{Re}_{\beta j}(\kappa_{1}) \hat{G}_{jj}(i\varepsilon, \kappa_{1}) \text{Re}_{\gamma j}^{-1}(\kappa_{1}) \text{Re}_{\delta j}(\kappa_{2}) \hat{G}_{jj}(i\varepsilon, \kappa_{2}) \text{Re}_{\sigma j}^{-1}(\kappa_{2}) e^{i(\kappa_{1} - \kappa_{2})\rho}, \quad (A2)
$$

where $\hat{G}$ stands for the Green’s function in the eigen basis of the Hamiltonian \[ \text{[A1]} \] (see Eq. \[ \text{[18]} \]).

We notice that in order for the integral over $\varepsilon$ in Eq. \[ \text{[A2]} \] to be non-zero, the poles must lay on the different sides from the chemical potential. Integrating over the poles of the Green’s functions and changing $\kappa_{1} \rightarrow -\kappa_{2}$, $\kappa_{2} \rightarrow -\kappa_{1}$ in some of the terms (this is important to get common denominator, leaving the exponent the same) we get:

$$
\Pi_{\beta \gamma, \delta \sigma} = -\frac{|m|^{3}}{a^{4} \varepsilon} \sum_{j,l=1,3,4,2} \int \frac{d^{2}\kappa_{1}}{(2\pi)^{2}} \frac{d^{2}\kappa_{2}}{(2\pi)^{2}} e^{i(\kappa_{1} - \kappa_{2})} \frac{1}{\text{sgn}(\kappa_{1} - \kappa_{2})} \times \left( \text{Re}_{\beta j}(\kappa_{1}) \text{Re}_{\gamma j}^{-1}(\kappa_{1}) \text{Re}_{\delta j}(\kappa_{2}) \text{Re}_{\sigma j}^{-1}(\kappa_{2}) + \text{Re}_{\beta j}(\kappa_{2}) \text{Re}_{\gamma j}^{-1}(\kappa_{2}) \text{Re}_{\delta j}(\kappa_{1}) \text{Re}_{\sigma j}^{-1}(\kappa_{1}) \right).
$$

Let’s, as previously, introduce $X_{\pm} = \sqrt{(4\kappa \pm \gamma)^{2} + b^{2}}$. Grouping various terms and using the relation $1/r = \int_{0}^{\infty} dt \text{exp}(-rt)$, we obtain Eq. \[ \text{[23]} \].

It is convenient to introduce the following notations

$$
L_{\nu}^{\pm} = \int_{-\infty}^{\infty} \frac{d\kappa}{\lambda_{\nu}} e^{-i\lambda_{\nu} e^{\text{sgn}(m)(\kappa)^{2}}} L_{\nu}(\kappa\rho)(\lambda_{\nu} \pm b(\kappa^{2})),
$$

$$
P_{\nu}^{\pm} = \int_{-\infty}^{\infty} \frac{d\kappa}{\lambda_{\nu}} e^{-i\lambda_{\nu} e^{\text{sgn}(m)(\kappa)^{2}}} J_{\nu}(\kappa\rho)(\lambda_{\nu} \pm b(\kappa^{2})),
$$

$$
L_{\nu} = \int_{-\infty}^{\infty} \frac{d\kappa}{\lambda_{\nu}} e^{-i\lambda_{\nu} e^{\text{sgn}(m)(\kappa)^{2}}} J_{\nu}(\kappa\rho)(\gamma(\kappa)^{2} - A(\kappa^{2})\kappa),
$$

$$
P_{\nu} = \int_{-\infty}^{\infty} \frac{d\kappa}{\lambda_{\nu}} e^{-i\lambda_{\nu} e^{\text{sgn}(m)(\kappa)^{2}}} J_{\nu}(\kappa\rho)(\gamma(\kappa)^{2} - A(\kappa^{2})\kappa),
$$

where $J_{\nu}(\kappa\rho)$ stands for the Bessel function. Then the direct evaluation leads to Eq. \[ \text{[21]} \] with the following interaction matrix

$$
K_{ab} = \frac{|m|^{3}}{16\pi^{2}a^{4} \varepsilon} \int_{0}^{\infty} dt U_{ab}(\rho, t)
$$

where

$$
U_{xx} = -J_{A}^{A} J_{B}^{B} \left[ 2(2P_{1}L_{1} - P_{1}^{-} L_{1}^{-} - P_{1}^{+} L_{1}^{+})n_{x}^{2} - (2P_{0}L_{0} + 2P_{1}L_{1} - P_{0}^{-} L_{0}^{-} - P_{1}^{+} L_{1}^{+} - P_{1}^{-} L_{1}^{-}) \right] + J_{A}^{A} J_{B}^{B} \left[ P_{0}^{+} L_{0}^{+} - P_{0} L_{0} \right] + J_{A}^{A} J_{B}^{B} \left[ (n_{x}^{2} - n_{y}^{2}) \right] - 2J_{A}^{A} J_{B}^{B} \left[ (P_{0}L_{0} + 2P_{1}L_{1} - P_{0}^{-} L_{0}^{-} - P_{1}^{+} L_{1}^{+} - P_{1}^{-} L_{1}^{-}) \right].
$$

$$
U_{xy} = -2J_{A}^{A} J_{B}^{B} \left[ 2(2P_{1}L_{1} - P_{1}^{-} L_{1}^{-} - P_{1}^{+} L_{1}^{+})n_{x} n_{y} + 2J_{A}^{A} J_{B}^{B} P_{1}^{+} L_{1}^{+} n_{x} n_{y} \right] + \text{sgn} m(J_{A}^{A} J_{B}^{B} + J_{A}^{A} J_{B}^{B}) (P_{1}^{+} L_{1}^{+} - P_{1}^{-} L_{1}^{-}) + \text{sgn} m(J_{A}^{A} J_{B}^{B} + J_{A}^{A} J_{B}^{B}) (L_{0}P_{0}^{-} - P_{0} L_{0}^{-} n_{x} n_{y}),
$$

$$
U_{zz} = \left[ J_{A}^{A} J_{B}^{B} \right] \left[ (P_{0}L_{0} - P_{1} L_{1}) + J_{A}^{A} J_{B}^{B} (L_{0}P_{0}^{+} - L_{1}^{+} P_{1}^{+}) + J_{A}^{A} J_{B}^{B} (P_{0}^{-} L_{0}^{-} - P_{1}^{-} L_{1}^{-}) \right] + \text{sgn} m(J_{A}^{A} J_{B}^{B} + J_{A}^{A} J_{B}^{B}) (P_{1}^{+} L_{1}^{+} - P_{1}^{-} L_{1}^{-}) n_{x} + J_{A}^{A} J_{B}^{B} \left[ (P_{1} L_{1}^{+} - P_{0} L_{0}^{+}) + J_{A}^{A} J_{B}^{B} (P_{1} L_{1}^{-} - P_{0} L_{0}^{-}) \right] n_{y}.
$$

The elements $U_{yy}$, $U_{yz}$ and $U_{zy}$ can be found from $U_{xx}$, $U_{xy}$ and $U_{zz}$ by interchange of $n_{x}$ and $n_{y}$. The elements $U_{xz}$ and $U_{zy}$ are equal to $-U_{zx}$ and $-U_{yz}$ with superscripts $A$ and $B$ interchanged. The structure of the indirect exchange
interaction is given by Eq. (A6). Below we investigate asymptotic behavior of the indirect exchange interaction at long distances where it is determined by the universal long distance part of the Hamiltonian \(A1\). So we need to analyze all the integrals listed in Eq. (A4).

Let us start from the integral \(L_0^+\) with \(m > 0\) as an example. Asymptotic expressions for all the other integrals are calculated in a similar way. So we wish to compute

\[
L_0^+ = \int_{-\infty}^{\infty} d\kappa \frac{|\kappa|}{\sqrt{f(\kappa)}} e^{-i\sqrt{f(\kappa)} t} H_0^1(|\kappa|\rho)(\epsilon + b(\kappa^2)) \, d\kappa.
\]

(A7)

The following problem arises: integrand is not an analytical function of \(\kappa\) because of the presence of \(|\kappa|\). In order to work with this function we represent \(|\kappa|\) as \(|\kappa|\theta \equiv \sqrt{\kappa^2 - q^2}\) where the limit \(q \to 0\) is assumed. The cuts are chosen to go along the real axis from \(-\infty\) to \(-q\) and from \(q\) to \(+\infty\). For this branch choice one can see that in the upper semiplane \(|\kappa| = \kappa\) and \(|\kappa|\theta = -\kappa\) in the lower semiplane. The contour of integration is slightly deformed so that it goes above the cut for \(\kappa > 0\) and below the cut for \(\kappa < 0\) (see Fig. 2). Next we use the following relation which is valid on the real axis: \(J_0(z) = \Re H_0^1(|z|)\). This substitution is motivated by the exponential growth of the Bessel function \(J\) on the imaginary axis. The Hankel function \(H_0^1\) decays exponentially along the imaginary axis.

Now some restrictions must be imposed on \(\chi_+\). We assume that \(\chi_+\) is a square root of a polynomial of a finite degree \(\chi_+ = \sqrt{f(\kappa)}\). This is correct provided \(\theta, A\), and \(\gamma\) are also polynomial in \(\kappa\). We will also suppose that the polynomial \(f(\kappa)\) has only one minima at the point \(\kappa_0 \sim \gamma\) and, moreover, \(\chi_+ \pm d\) also has one minima. We emphasize that all these requirements correspond to the case of the BHZ Hamiltonian, which is the main target of our consideration.

Taking into account all the remarks above, we obtain

\[
L_0^+ = \Re \int_{-\infty}^{\infty} \frac{|\kappa|}{\sqrt{f(\kappa)}} e^{-i\sqrt{f(\kappa)} t} H_0^1(|\kappa|\rho)(\epsilon + b(\kappa^2)) \, d\kappa.
\]

(A8)

We divide the region of the integration into two parts: integration from \(-\infty\) to the minima at \(\kappa_0\) of \(f(\kappa)\), and from \(\kappa_0\) to \(+\infty\). Within the intervals \(\kappa < \kappa_0\) and \(\kappa > \kappa_0\) the function \(f(\kappa)\) is monotonous, therefore it is convenient to use variable \(\epsilon = \sqrt{f(\kappa)}\) instead of \(\kappa\). Then Eq. (A8) can be rewritten as

\[
L_0^+ = \Re \left\{ \int_{\epsilon_0}^{\infty} \frac{|\kappa_1|}{\epsilon} d\epsilon \frac{d\kappa_1}{d\epsilon} e^{-i\sqrt{f(\kappa)} t} H_0^1(|\kappa_1|\rho)(\epsilon + b(\kappa^2)) + \int_{\epsilon_0}^{\infty} \frac{|\kappa_2|}{\epsilon} d\epsilon \frac{d\kappa_2}{d\epsilon} e^{-i\sqrt{f(\kappa)} t} H_0^1(|\kappa_2|\rho)(\epsilon + b(\kappa^2)) \right\}.
\]

(A9)

Here \(\epsilon_0 = \sqrt{f(\kappa_0)}\) and \(\kappa_1, 2\) are two real solutions of the equation \(\sqrt{f(\kappa)} = \epsilon\) for \(\epsilon > \epsilon_0\) (see Fig. 3). The integrals in the expression above can be reduced to a single integration in the complex plane of \(\epsilon\). In the vicinity of the minima, the energy can be written as \(\epsilon(\kappa) = \epsilon_0 + \epsilon_0^*(\kappa - \kappa_0)^2/2 + \ldots\) and thus the inverse function \(\kappa(\epsilon) = \kappa_0 \pm \sqrt{2(\epsilon - \epsilon_0)/\epsilon_0^*} + \ldots\) has a branch cut. We choose the branch cut to go from \(\epsilon_0\) along the real axis to the infinity. Then we choose the branch of the square root in such a way that \(\kappa(\epsilon) \equiv \kappa_{1/2}(\epsilon)\) above/below the real axis. As a result

\[
L_0^+ = \Re \left\{ \int_{\kappa_{1/2}(\epsilon)}^{\kappa_{1/2}(\epsilon)} \frac{|\kappa|}{\epsilon} d\epsilon \frac{d\kappa}{d\epsilon} e^{i\sqrt{f(\kappa)} t} H_0^1(|\kappa|\rho)(\epsilon + b(\kappa^2)) \right\}.
\]

(A10)

where the contour \(C\) is depicted in the Fig. 3.

Now in order to estimate the integrals for large values of \(\rho\) and \(t\) the steepest descent method can be used. As we will see below at the saddle point the following inequality holds: \(|\kappa|\rho \gg 1\). Therefore we can use the asymptotic expansion for the Hankel function:

\[
H_0^1(x) \approx \sqrt{2/(\pi x)} \exp(ix - i\pi/4).
\]

(A11)

The saddle point equation for the integral reads

\[
\frac{d\kappa}{d\epsilon} = -i\frac{t}{\rho} \left( 1 - \frac{d \kappa^2}{d\epsilon} \frac{d\kappa}{d\epsilon} \right).
\]

(A12)

This is equivalent to the following

\[
\epsilon = -i f'(\kappa(\epsilon)) \frac{t}{2\rho} \left( 1 - \frac{d \kappa^2}{d\epsilon} \frac{d\kappa}{d\epsilon} \right).
\]

(A13)

As we will demonstrate below values of \(t\) which dominate the integral in Eq. (A5) satisfy inequality \(t \ll \rho\). Using \(t/\rho \ll 1\) as a small parameter, we find the leading order solution of the saddle point equation:

\[
\epsilon = -i f'(\kappa(0)).
\]

(A14)
The second derivative of $\kappa$ at the saddle point is given to the leading order as:

$$\frac{d^2\kappa}{d\epsilon^2} = \frac{2}{f'(\kappa(0))}. \tag{A15}$$

In order to apply the steepest decent method we need to deform the contour of integration in the $\epsilon$ plane in such a way that passes through the saddle point. The convenient contour is $\bar{C}$ shown in Fig. 2. However, deforming the contour in the $\epsilon$ plane we have to pass the branching point of $|\kappa|_g$. Further we proceed as if there is no such problem and discuss how to overcome it later. As we will demonstrate it does not affect the final result.

Now we define convenient notations

$$f'(\kappa(0)) = i\varphi e^{i\phi f},$$

$$\kappa(0) = i\xi e^{i\phi_0},$$

$$b(\kappa^2(0)) = a e^{i\phi_0}. \tag{A16}$$

We note that non-zero $\phi_f$ corresponds to the existence of the imaginary part of the saddle point. Choosing the contour such that it goes along the steepest descent direction and evaluating the Gaussian integral, we find

$$L_0^+ = \text{Re} \left[ \frac{2}{c_f} \sqrt{\frac{2\xi}{\rho^2}} e^{i\phi_0} e^{i\epsilon d(\kappa_0^2(0))} \exp \left( -\frac{t^2}{4\rho^2} e^{2i\phi_f} \right) \right.$$  

$$\times \exp \left( -\xi e^{i\phi_0} \rho - i\phi_f + \frac{i\xi^2}{2} \right) \right]. \tag{A17}$$

Now we discuss various issues which were important for the evaluation of the integral above. In Eq. (A17) there is a term proportional to $t^2/\rho$ in the exponent. Since $c_f \sim 1$ the integration over $t$ in Eq. (A15) will be dominated by $t \lesssim \sqrt{\rho}$, i.e. $t/\rho \lesssim 1/\sqrt{\rho} \ll 1$ for $\rho \gg 1$ which was necessary for the perturbative expansion of the saddle point.

Let us discuss the question about the branching of $|\kappa|_g$. The point is that the contour $C$ that surrounds the cut in $\epsilon$ plane cannot be simply deformed to the straight line (\bar{C}) that passes through the saddle point because there is an additional cut due to $|\kappa|_g = \sqrt{\kappa^2 - q^2}$. In fact, this difficulty can be overcome as follows. For this purpose, it is more convenient to track deformations of the contour in the $\kappa$ plane. The contour $\bar{C}$ near the saddle point in the $\epsilon$ plane corresponds to the contour $C_0$ in the $\kappa$ plane (see Fig. 3). Such deformation of the contour depicted in Fig. 2 implies necessarily one more contour ($C_1$) which surrounds the negative real semi axis (see Fig. 4). However, the real part of the integral along the contour $C_1$ is zero. This happens because (i) the function $\text{Re} \left[ |\kappa|_g U_0^{(1)}(|\kappa|_g \rho) \right]$ is exactly the same for $\kappa = -\delta \pm i0$ with $\delta > 0$, (ii) the directions of integration below and above the negative semi axis are opposite to each other.

In the saddle point approximation we can omit the term $\pm t d(\kappa^2)$ in the exponents of the $L$ and $P$ integrals. Indeed, the quantities $U_{ab}$ in Eq. (A6) involve products of the $L$ and $P$ integrals. Therefore the real part of $d(\kappa^2(0))$ does not contribute to $U_{ab}$. Provided $\rho \ll 1/(|m|^2 \gamma^2)$ we neglect the imaginary part of $d(\kappa^2(0))$. We note that the BHZ model $1/(|m|^2 \gamma^2)$ can be estimated to be of the order of $10^4$. In what follows we will not make distinction between $L$ and $P$ integrals.

Within the saddle point approximation the $L$ integrals can be expressed in terms of $L_0^+$. Since one finds $X^- = 0$ in the lowest order in the parameter $t/\rho$, we obtain $L_0^+ = -L_0^-$. The expressions for $L_0$ can be obtained by a $\pi/2$ phase shift of $\phi_0$ from the result for $L_0^+$ because at the saddle point the following relation holds:

$$\gamma(\kappa^2(0)) - \mathcal{A}(\kappa^2(0)) e(0) = -ib(\kappa^2(0)).$$

Using for $x \gg 1$ the asymptotic relation $H_1(x) \simeq -ih_0(x)$, we express the integrals $L_0^+$ and $L_1$ in the following way: $L_0^+ = L_0$ and $L_1 = -L_0^-$. Introducing the following functions

$$F_c(R) = \frac{|m|^3}{16\pi^2a^2t^2} \int_0^\infty dt \left( L_0^+ - L_0^+ \right),$$

$$F_s(R) = \frac{|m|^3}{16\pi^2a^2t^2} \int_0^\infty dt \left( 2L_0^+ L_0^+ \right), \tag{A18}$$

$$F(R) = \frac{|m|^3}{16\pi^2a^2t^2} \int_0^\infty dt \left( L_0^+ + L_0^+ \right),$$

we obtain the result (24) – (25). Integrating over $t$, we find the following explicit expressions for the functions.
Appendix B: The single-spin anisotropy Hamiltonian

We begin the analysis of the Hamiltonian \( H_{\text{anis}} \) from estimates for the values of \( V_{xy} \) and \( V_{zz} \). For an order of magnitude estimate it is enough to evaluate the integrals in Eq. (A5) at \( \rho = 0 \) keeping in mind that the cut-off at large wave vectors (close to the inverse lattice constant which is of order \( 1/a \)) should be introduced. This cut-off is equivalent to the cut-off of the order of \( |m| \) for the integral over \( t \) from below. To the lower order in \( 1/t \) we estimate \( U_{xy} \sim U_{zz} \sim 1/t^4 + \ldots \) and \( U_{xy} \sim \gamma/|Ea^4| + \ldots \). \( U_{xy} \) turns out to be zero in this rough estimate because it involves integrals with \( J_1(x\rho) \) which is zero for \( \rho = 0 \).

Evaluating the integral over \( t \) one obtains \( V_{zz} \sim 1/(\gamma a^4) \) and \( V_{xy} \sim |m|\gamma/(\gamma a^4) \). It is worthwhile to mention that (i) \( V_{xy} \) vanishes in the absence of interface inversion asymmetry (for \( \gamma = 0 \)), (ii) for \( \gamma \sim 1 \) the following estimate holds \( |V_{xy}/V_{zz}| \sim |m| \sim 0.1 \div 0.01 \), i.e. \( |V_{zz}| \gg |V_{xy}| \).

Now we diagonalize Hamiltonian \( H_{\text{anis}} \) for \( S = 5/2 \). It is convenient to choose the following basis of the states with a given spin projection on the \( z \)-axis: \(|-5/2, -1/2; 3/2, 5/2, 1/2, -3/2 \rangle \). Then Hamiltonian \( H_{\text{anis}} \) can be written as a block-diagonal matrix \( 6 \times 6 \):

\[
H_{\text{anis}} = \begin{pmatrix}
H_{\text{anis}}^{3 \times 3} & 0 \\
0 & H_{\text{anis}}^{3 \times 3}
\end{pmatrix}
\]  \hspace{1cm} (B1)

where

\[
H_{\text{anis}}^{3 \times 3} = \begin{pmatrix}
\frac{2}{3} V_{zz} & -i\sqrt{10} V_{xy} & 0 \\
i\sqrt{10} V_{xy} & \frac{7}{3} V_{zz} & -3i\sqrt{2} V_{xy} \\
0 & 3i\sqrt{2} V_{xy} & \frac{2}{3} V_{zz}
\end{pmatrix}
\]  \hspace{1cm} (B2)

It means the for an arbitrary ratio \( V_{xy}/V_{zz} \) there are three twofold degenerate eigenvalues of \( H_{\text{anis}} \). Solving the corresponding cubic equation, one can find these eigenvalues exactly. The full result is bulky and thus omitted here, the eigenvalues for the different ratios between \( V_{xy} \) and \( V_{zz} \) are shown in the Fig. 6.

Since according to the estimation above \( |V_{xy}| \ll |V_{zz}| \), one can treat the second term in the right hand side of Eq. (A4) as the perturbation. For \( V_{xy} = 0 \) the eigenvalues of the latter are \( E_{1/2}^{(0)} = V_{zz}/4 \), \( E_{3/2}^{(0)} = 9V_{zz}/4 \) and
$E_{5/2}^{(0)} = 25V_{zz}/4$. They don't depend on the sign of $S_z$. However, for convenience we will denote the eigenvalues of $H^{anis}_{3 \times 3}$ as $E_{1/2}$, $E_{3/2}$ and $E_{5/2}$. The standard second order perturbation theory leads to the following results

$$E_{1/2} = \frac{1}{4} V_{zz} - \frac{32}{3} \frac{V_{xy}^2}{V_{zz}}$$

$$E_{3/2} = \frac{9}{4} V_{zz} + \frac{4}{3} \frac{V_{xy}^2}{V_{zz}}$$

$$E_{5/2} = \frac{25}{4} V_{zz} + \frac{5}{3} \frac{V_{xy}^2}{V_{zz}}$$
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