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Abstract: Feature selection is a crucial step to overcome the curse of dimensionality problem in data mining. This work proposes Recursive k-means Silhouette Elimination (RkSE) as a new unsupervised feature selection algorithm to reduce dimensionality in univariate and multivariate time-series datasets. Where k-means clustering is applied recursively to select the cluster representative features, following a unique application of silhouette measure for each cluster and a user-defined threshold as the feature selection or elimination criteria. The proposed method is evaluated on a hydraulic test rig, multi sensor readings in two different fashions: (1) Reduce the dimensionality in a multivariate classification problem using various classifiers of different functionalities. (2) Classification of univariate data in a sliding window scenario, where RkSE is used as a window compression method, to reduce the window dimensionality by selecting the best time points in a sliding window. Moreover, the results are validated using 10-fold cross validation technique. As well as, compared to the results when the classification is pulled directly with no feature selection applied. Additionally, a new taxonomy for k-means based feature selection methods is proposed. The experimental results and observations in the two comprehensive experiments demonstrated in this work reveal the capabilities and accuracy of the proposed method.
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1. Introduction

Human brains can only visualize and imagine three-dimensional spaces. Data with larger dimensions outpaces the human capacity to understand and manually analyse such data. In accordance with the human incapacity to deal with high volume data, data mining is brought to light to discover highly dimensional patterns in this large data, offering new solutions to visualize, analyse and process the big influx of information. Although, machine learning offers a lot of algorithms and methods for big data analysis, finding relevant and non-redundant attributes in data that contains hundreds or thousands of attributes can be challenging.

Irrelevant features may decrease the accuracy of the machine learning model learnt especially when they are many, because they can create an accumulative amount of deviation from the correct patterns. However, redundant features are the features that do not carry new information necessary for learning. So that, redundant feature may not affect the learning process and its accuracy, but indeed will increase the computational cost required for performing such tasks [1]. Therefore, when the dimensionality of the data is high without investigation and analysis of their redundancy and relevance, this would weaken the quality of the data for learning, increase its computational cost and
diminish its accuracy. Moreover, besides redundant, and irrelevant features, noisy features can also contribute to degrading the training performance of various learning algorithms.

Feature selection in data mining is the process of choosing a subset of the overall features (variables) in the feature space, by sacrificing the ones carrying little valuable information, unnecessarily redundant ones, and noisy features [2]. Feature selection is most appropriate for multivariate datasets owning to their nature of numerous numbers of attributes and samples. Some examples of datasets require feature selection due to their complexity and size demands are text, genetic information, imaging modalities and time-series data.

Although, one might think the deployment of feature selection in any data mining task is completely optional, incorporating this step has a great potential to add-up many advantages. For instance, reducing the number of features can effectively improve the ability of data understanding and visualization, decrease the computational power and storage requirements needed, noticeably fasten the training and testing times. Finally, increasing the accuracy of the data mining model using smaller inputs and resources. Wherefore, feature selection is a substantial step to eliminate undesirable features, by selecting the ones that are more relevant, non-noisy and non-redundant [3,4].

Feature selection categories are determined based on two main characteristics. (1) The existence of samples’ labels or classes, and (2) the search strategy used to select the features [4].

First, according to the label availability, feature selection methods can be classified into; supervised, semi-supervise and unsupervised feature selection methods [5]. Supervised feature selection algorithms depend on the existence of labels to efficiently choose the most discriminant and informative features, by effectively classifying the samples between the classes using the given labels. However, when only some of the data samples contain labels, while the rest are unlabelled, in this case the feature selection is called semi-supervised. The most spontaneous, natural, and common form of data is the unlabelled form. Where the records are stored from their source naturally without being combined with any observations, or any sort of grouping or notations. Due to the absence of guidelines and clues, unsupervised feature selection is considered by far the most difficult type comparing to the former two [6].

Second, another way to determine the feature selection method category is by the process strategy used to select the features, which can be divided into filter, wrapper, and embedded methods. On one hand, filter methods are applied as a pre-processing stage prior to the actual feature selection using wrapping methods. The features are selected by performing various statistical tests to measure the correlation between each feature to find which are more relevant. Some examples of statistical tests to measure the correlation coefficient are; Pearson’s correlation, Fisher transformation coefficient also known as F-test, Linear Discriminant Analysis (LDA), Chi-square, and many more. Filter methods utilize the shape of the data to determine the most valuable features. More specifically, by applying a certain condition, methods, or criteria to rank the features, then order them in a descending order based on the rank calculated while selecting the features highest in the order to represent the rest. The work in [7,8] and [9] are examples of filter methods to select features. On the other hand, wrapper methods relies on the continuous selection of various subsets of features from the feature space, and utilize them each to train a machine learning model and infer which subsets to choose and which to eliminate according to the resulting performance of the model. In other words, wrapper methods do not rely on the shape of the data as the filter methods, instead they use machine learning to select the features with the best accuracy when running the machine learning model.

Most of the feature selection algorithms proposed in the literature are classification-based techniques [10,11] and [12], where these methods are dependent on the presence of clear classes or labels to perform the feature selection accordingly, or a clear presence of heuristic information generated by various algorithms such as, genetic algorithms as in [13].

In the past few years, a new cluster-based methods has emerged, also known as unsupervised feature selection algorithms. Unsupervised feature selection methods work by grouping objects in various groups based on their similarity. Where better clusters are the ones with higher within-cluster similarities and lower between-clusters similarities [14,15].
One of the most famous clustering algorithms in data mining is k-means clustering. k-means depends on dividing the data between k main clusters, where the intra-similarity within the cluster and inter-similarity between clusters is measured using silhouette value measurement.

Although, the literature is enriched with numerous supervised learning feature selection methods, it is still scarce when it comes to unsupervised ones and it needs more investigation and research in this field. For this reason, this work introduces a new feature selection algorithm that depends on recursively cluster the data into k groups using k-means clustering, then calculate silhouette value for each member of the individual clusters to decide which feature is the representative for the rest of the cluster, and which are going to be re-clustered for further analysis.

Recently, feature selection research interest drastically shifted to unsupervised methods, mostly because of their strength in identifying relevant features without the need of existing class labels. k-means clustering is one of the most famous clustering algorithms deployed for feature selection due to its simplicity, the availability of numerous existing researches to accurately select various parameters of k-means algorithm. i.e selecting the best k and initializing the seeds. Moreover, k-means is relatively easier to evaluate comparing to other clustering algorithms, since it has many clear measures to evaluate the quality of the clustering process such as the silhouette measure.

In this work, a new feature selection algorithm based on the deployment of k-means and silhouette measure in an iterative fashion along with a pre-defined threshold is described. The “Recursive k-Means Silhouette Elimination (RkSE)” is introduced, tested, and validated. Moreover, a new taxonomy for literature existing unsupervised feature selection algorithms is provided.

2. Background

2.1 k-means Clustering

k-means clustering algorithm was first created back in 1967 by James MacQueen, the detailed article is shown in [16]. Where data is divided into k number of clusters based on their connectivity and pattern. This method is optimal to find hidden patterns in unlabeled data.

The basic flow of any process must contain inputs, outputs, and the mechanism of the process itself. For k-means clustering algorithm. First, the inputs expected are the unlabeled dataset D, and a predefined number of clusters k. k can be chosen randomly or computed using various methods. In a recent study [17] various methods are introduced to calculate the most optimal number of clusters in k-means algorithm. The most common method to calculate k is using elbow method. The elbow method will be used later in the feature selection algorithm proposed in this chapter, so that it is essential to have some overview of the method and how it works. The fundamental idea of the elbow method is to calculate the sum of squared errors (SSE) for various k values iteratively. While the best k is represented by the k value with the first sudden drop in SSE value, in such way that it looks like an elbow when plotting k and the distortion or SSE.

Second, the process in which k-means clustering work as the following: (1) Randomly select k number of samples from the dataset D. These k samples are considered the seeds of the algorithm which can be chosen randomly or following some specific algorithms to initialize the seeds. (2) The chosen seeds will perform as the initial centroids of the k clusters, in which the distance between all the instances and these centroids is calculated. Each instance is grouped in the nearest centroid’s cluster (Minimum centroid distance). (3) Perform iterative or repetitive centroids selection and distance calculations to optimize the centroids locations, to eventually have the best centroids locations that ensures better clustering. The regular equation used to calculate the new centroid each iteration is explained below:

\[ C_{i,new} = \left( \frac{1}{N_i} \right) \sum_{t}^{N_i} x_i \]

Where \( N_i \) is the number of members or instances in the cluster i. And the calculation of \( C_{i,new} \) is simply computed by finding the mean point or object of each cluster.
2.2 Silhouette Value Literature

Clustering in general, is the process of defining groups of objects. In a way that, in each group objects tend to be like one another, and different from other objects located in other clusters or groups. How to evaluate these clusters? A high-quality cluster usually have a high intra-cluster similarity value, and low inter-cluster value, which means the objects contained in this cluster are highly similar and connected to one another, and distinctively distant from other objects in other clusters. In other words, the cluster should be well-defined to be considered a high-quality cluster.

There are many similarity measures to compute the intra-cluster and inter-cluster similarity values. Such as, Silhouette value [18].

The Silhouette value for an object \(i\) in one of the \(k\) clusters computed using k-means clustering can be calculated as the following equation:

\[
S_i = \frac{b_i - a_i}{\max(a_i,b_i)}
\]  

Where \(a_i\) is the average distance between the object \(i\) and all other objects that belongs to the same cluster. \(b_i\) is the minimum average distance between the object \(i\) and all other object in all neighbouring clusters. \(S_i\) is the Silhouette value of the object \(i\). Based on the values of \(a_i\) and \(b_i\) using one of the equations above. \(S_i\) is a straightforward approach to know the similarity or dissimilarity measures between the object \(i\) and its group. If \(S_i\) is close to the positive end; positive one that means this object is highly similar to its cluster and appropriately grouped. When \(S_i\) is close to the negative end or negative one, then \(i\) is not appropriate to its original cluster, and the similarity between \(i\) and its neighbouring clusters are higher, so \(i\) should have been clustered in the neighbouring group instead. An \(S_i\) close to zero means that this object is located in between two main clusters and does not belong to any.

3. K-Means for Feature Selection Related Work

On one hand, the literature is rich with review research papers related to feature selection methods. However, the vast majority of these review papers are focused on supervised and semi-supervised methods. The research in [5,4] represent a thorough analysis of various supervised and semi-supervised algorithms, along with a quick glance at few unsupervised techniques for feature selection. In [19] an inclusive research is done investigating various semi-supervised techniques in various fields and applications. Finally, the work in [20] introduces a new perspective for supervised feature selection methods, including more recent studies and different taxonomies comparing to the ones described in the latter papers.

On the other hand, a few research studies concentrated their efforts to analyze unsupervised methods for feature selection such as, the work in [21] where they pointed out the lack of survey research in this area, and offered a detailed analysis of numerous unsupervised methods along with summarizing their advantages and disadvantages, as well as an experimental comparisons between them. The work in [22] narrowed down the scope of the research in [21] and instead, it focuses specifically on clustering algorithms for feature selection providing various clustering techniques for genetic, text, streaming and linked data. Moreover, they finalized their review with some challenges that clustering algorithms for feature selection witness and elaborated with some suggestions to overcome the proposed challenges.

In this paper, we narrowed down the scope even more, to include clustering feature selection algorithms using k-means clustering alone. This work is essential since k-means clustering for feature selection has already a huge amount of literature with different strategies and mechanisms, which creates the need to add some structure and taxonomy for this influx of studies, to facilitate navigating through them, as well as building up new literature following the legitimate path.

According the literature in the past decade, it is prominent that k-means for feature selection can be divided into the following main categories based on their clustering strategy and the included mechanisms.
• **k-mean hybrid approaches:** which includes a combination between k-means and other wrapper or filter feature selection methods. The work in [3,6], [23,24] and [25] demonstrate an example of hybrid wrapper k-means algorithms corresponded with various techniques of filter methods.

• **k-means based on feature weighting or ranking:** The general idea of k-means for feature selection based on feature weighting begins with clustering the dataset into k main clusters. Followed by, using variations of strategies to assign weights to each feature or features’ subsets in some literature. In a way the feature or subset of features that minimizes the inter-cluster distance and maximizes the intra-cluster distance is assigned higher ranks or weights. The type of measurements or process responsible for assigning weights or ranks to a feature or a groups of features during clustering are called “Clustering criteria” [26]. Although, the literature introduced numerous clustering criteria, the oldest and most common ones are the silhouette criterion [18] and Davies-Bouldin index (DB) [27], where they contributed as base methods for modern weighting criteria nowadays. Hruscka and Covoes [28] introduced Simplified Silhouette Sequential Forward Selection (SS-SFS) approach for feature selection. In [29] a method called Entropy Weighting k-means (EWKM) is introduced to reduce the intra-cluster distortion and increase negative entropy throughout the clustering. In [26] a new method for unsupervised clustering criterion is introduced. In the recent work proposed [30] the authors introduced a ranking pipeline that includes k-means and various statistical approaches such as, signal-to-noise ratio, t-statistics and significance analysis to rank the features in a highly dimensional microarray. Furthermore, the research in [31,32] are also dependent on weighting or ranking to deploy k-means as a feature selection algorithm.

• **k-means with correlation measures:** In [33], a new perspective for feature selection using k-means is introduced, where a correlation measure between clusters is the selection or elimination criterion. The correlation measure is used to improve the quality of the feature subsets to be clustered using k-means. This method provides an elimination possibility of both irrelevant features using k-means, and redundant features using the correlation measure applied to each cluster. This method is validated by solving a classification problem using Naïve Bay classifier, applied on microarray and text datasets.

Additionally, the work in [34] successfully integrated correlation-based k-means clustering to improve the accuracy of the computer-aided diagnosis specified with cardiovascular diseases.

• **Sparse k-means feature selection methods:** The research done in [35] explains the definition of sparse learning specialized in clustering algorithms for dimensionality reduction. One way to describe sparse learning in k-means is a form of matrix decomposition that yields the matrix \( A \) as a lower dimensional and more relevant partition of the original dataset \( X \). Where \( X \) is a matrix of \( n \times p \) size and it can be approximately decomposed to the matrices \( A \) and \( B \), following the formula: \( X \approx AB \), As \( A \) is a \( n \times q \) size, and \( B \) is \( q \times p \) matrix, known that \( q \ll p \). Eventually, the clustering can be formed using the lower dimensional decomposition matrix \( A \) instead of the whole dataset \( X \). In the last decade, Witten and Tibshirani [35] proposed a revolutionary framework for feature selection by introducing the concept of sparse clustering. Embedded Unsupervised Feature Selection (EUFS) [36] proposes a new idea of embedding the feature selection process within the clustering algorithm by the deployment of sparse learning. In [37] the research done is based on the novelty algorithm introduced in [36]. This method adopts a similar analogy to EUFS explained earlier. However, the recent work in [37] uses Frobenius-norm as the loss function.

Figure 1, shows the four main categories of k-means for unsupervised feature selection proposed in previous literature review. Based on the acquired knowledge and understanding of the work in the literature.
4. Recursive k-Means Silhouette Elimination (RkSE): Method Overview

Recursive k-means Silhouette Elimination (RkSE) is a dimensionality reduction technique for high dimensional data of various types such as, large time-series datasets, microarrays, text, images and so on. The idea behind RkSE method is similar to any ordinary cluster-based unsupervised feature selection method, where they treat features as objects or samples, and it is required to cluster them into groups based on a computed similarity measure, or with the aid of data mining by applying a suitable clustering method. RkSE keeps recursively applying k-means clustering to group the features with similar patterns in the same cluster. While, applying silhouette criteria iteratively as the selection condition.

RkSE is unique compared to other k-means and silhouette measure algorithms for feature selection in two main criteria: (1) Applying k-means in a recursive elimination style which is a unique selection technique for cluster-based feature selection approaches that normally follow forward selection or backward elimination. (2) The implication of a user-defined threshold that gives the user the freedom in controlling the selection based on the accuracy-complexity trade off.

Start the feature selection with collecting the features that are higher than some user-defined threshold or tolerance value. This threshold represents the strength of the connection between the cluster and the individual features located within, represented by the silhouette measure. The highest selected thresholds, the more connected the feature should be, more likely to be selected, and the more iterations required to complete the feature selection process.

Thereafter, the features with the highest silhouette criteria of each cluster is selected to represent the whole cluster. Within each cluster, neglect all the features higher than the threshold other than the selected highest silhouette feature. Since, the feature with highest silhouette value in the cluster is the one connected the most to this cluster, and the rest of the features within the cluster are either highly connected to the cluster centre (The ones with higher silhouette criteria than the threshold) or weakly connected to the centre (The ones with lower silhouette criteria than the threshold). The highly connected features are similar to each other, hence they are all strongly connected to the same cluster centroid, and by selecting only one of them, particularly the highest silhouette above the threshold, to represent the high pack is only fair and necessary to eliminate the redundant cluster similar features. However, the weakly connected features within the cluster (silhouette lower than selected threshold) are following slightly to highly different patterns than their connected clusters, and these connections can be affiliated to other cluster(s) or other centroids within the same cluster. That is why, these features should be accumulated from all the clusters and stored in a matrix for remaining features. Followed by aggregating them, re-cluster them all together and compute the silhouette over again.

This process keeps repeating recursively between clustering (dividing), silhouette criteria calculation, feature selection (highest silhouette above threshold of each cluster), elimination (silhouette above threshold of each cluster other than the highest) and aggregation (lower than
threshold of each cluster) until all features are either selected or eliminated. In other words, the recursion is convergence when the amount features in the remaining features matrix is empty or null.

Assume that \( X \in \mathbb{R}^{d \times N} \) where \( d \) is the number of features or dimensions needed to be clustered, and \( N \) is the value of each feature \( d \) through the samples or selected subset of the samples. Set the Threshold \( \sigma \) to any desired percentage where \( 0 < \sigma < 1 \). The higher the threshold, the more features to be selected, and the number of iterations or re-clustering before reaching convergence is increased. Moreover, the quality of the feature selection is directly proportional to the threshold \( \sigma \) selected. When \( \sigma \to 1 \) the max number of features < \( N \) are selected, and the accuracy of the feature selection is maximized. However, the computational cost and time will rise dramatically in comparison to lower thresholds, due to the increase of the iteration count for the process repetition.

It is crucial to identify some matrices required during the feature selection. \( X_{\text{remain}} \in \mathbb{R}^{r \times N} \) where \( r \) is the remain features from past iterations that has not yet been eliminated or selected but require re-clustering to make the choice accordingly. \( X_{\text{remain}} \) contains the features from all the cluster aggregated, which did not satisfy the condition \( S_i \geq \sigma \) in the previous iteration, as well as they showed weak connection to their current cluster, so re-clustering is inevitable to find another more connected pattern in the feature space.

\( X_{\text{selected}} \in \mathbb{R}^{e \times N} \) where \( e \) is the number of features selected. The selected features are only the features with the highest silhouette criteria \( \max (S_i)\) \( \forall i \in C_k \) that is also fulfilling the selection criteria \( S_i \geq \sigma \) within each cluster \( C_k \) collected recursively throughout the iterations after the aggregation and re-clustering of each phase. Which make the final condition for choosing the feature is \( (\max (S_i) \geq \sigma) \forall i \in C_k \).

Finally, \( X_{\text{eliminated}} \in \mathbb{R}^{e \times N} \) where \( e \) is the number of features eliminated that has the size of \( e < d \). The features added to the \( X_{\text{eliminated}} \) matrix are the redundant ones within each cluster collected iteratively throughout the iterations. More specifically, the eliminated features represent the ones that did belong to their representing cluster following that exact iteration. However, they have higher than threshold silhouette value \( (S_i \geq \sigma) \forall i \in C_k \), but not high enough to represent the whole similar features in the cluster. Which means \( ((S_i \geq \sigma) \cap (S_i < \max (S_i))) \forall i \in C_k \). Eliminating those features even though they possess high intra-cluster relation can massively reduce the features redundancy. Furthermore, another reason to escape the algorithm is when it refuses to reach convergence for a pre-defined number of iterations, where \( X_{\text{remain}} \) keeps constant and fixed for many iterations and no more possible re-clustering that provides the sufficient requested threshold is possible. In this case, all the features in \( X_{\text{remain}} \) will be added to \( X_{\text{eliminated}} \) which ensures \( X_{\text{remain}} \) to have null content, that provokes the completion of the algorithm by reaching convergence.

To develop more precise explanation of the feature selection proposed, the below pseudo code to RkSE is introduced.

---

**RkSE Pseudo Code**

1. Initialization of important matrices and parameters:
   \( X \in \mathbb{R}^{d \times N} \)
   \( \sigma = \text{user-defined} \ 0 < \sigma < 1 \)
   \( X_{\text{remain}} = X \)
   \( X_{\text{eliminated}} = \emptyset \)
   \( X_{\text{selected}} = \emptyset \)
2. Apply k-means clustering using \( X_{\text{remain}} \)
3. Calculate \( S_i \) for each element within each cluster following the equation below:
   \[ S_i = \frac{b_i - a_i}{\max (a_i, b_i)} \]
4. Some features will be selected, eliminated, or remain for re-clustering based on the following value of \( S_i \) within each cluster \( C_k \) separately.
\[ S_i = \begin{cases} & X_{\text{remain}} \leftarrow i, \quad \text{if } (S_i < \sigma) \\ & X_{\text{eliminated}} \leftarrow i, \quad \text{if } (S_i \geq \sigma) \cap (S_i < \max S_i) \\ & X_{\text{selected}} \leftarrow i, \quad \text{if } (S_i \geq \sigma) \cap (S_i = \max S_i) \end{cases} \]

5. Remove \( X_{\text{eliminated}} \) and \( X_{\text{selected}} \) from \( X_{\text{remain}} \)
6. Check if \( X_{\text{remain}} \) is empty
   
   \[
   \text{if } X_{\text{remain}} = \emptyset \text{ then}
   \]
   Convergence achieved; feature selection is complete.
   
   Selected features are stored in \( X_{\text{selected}} \)

\[
\text{else}
\]
Repeat from step 2

5. Analysis and Experimental Results

In this section, RkSE method is analysed, evaluated, and tested when applied on two main experiments.

The first experiment aims to study the effect of RkSE in feature selection for univariate time-series data in a shape of windows with a defined length. RkSE when applied to experiment one, is supposed to act as a time-series compression method that chooses the most informative time points in each sliding window and eliminates the redundant and less important time points per window (selection of optimal time points in one modality type).

The second experiment explores the potential of RkSE applied to a multivariate time-series dataset without the sliding window application. In this experiment, RkSE is expected to choose the most informative features within all the time points. i.e. in a dataset of different sensors’ readings, RkSE is expected to choose the best sensors as the representative features (selection of best modalities among variations of them during various time frames).

For the sake of validating the results of the two mentioned experiments, it is essential to explain the main methodologies followed to validate unsupervised feature selection methods. The following points describe the main categories for unsupervised feature selection validation techniques as researched in [21].

- Feature selection evaluation by classification accuracy: in this method the selected features using the feature selection method subject of evaluation are used to test a classification problem using one of the common supervised classifiers such as, Support Vector Machines (SVM), K Nearest Neighbor (KNN) or Naïve Bayesian (NB). Then, the classification accuracy or the error rate is measured, and compared to the classification results of the entire dataset prior to classification.

- Feature selection evaluation using clustering criteria: In this case the results of a clustering task such as, k-means clustering is evaluated by using one of the clustering qualities measures. i.e. normalized mutual information and clustering accuracy.

In this work, the evaluation method used is the classification accuracy approach since the dataset available for evaluation has already included the labels. Therefore, it will provide a wide range of comparisons between RkSE using various classification methods besides the original dataset prior to feature selection.

The dataset used for the following experiments is the hydraulic test rig dataset available in [38]. This dataset represents real life measurements of multivariate time-series sensor data of six pressure sensors PS1-PS6, four temperature sensors TS1-TS4 and one vibration sensor VS1. It is also used for classification in a previous work, and described in full detail in [39]. In addition, it was pre-processed differently to fit two scenarios of classification schemas; one to fulfill sensor feature selection within a sliding window schema, while the other is processed for multiple sensors classification using the real-time measured faults in the test rig.

5.1. Experiment One: RKSE for Univariate Time-series Feature Selection within a Window

In this experiment, the sensor PS1 reading from the hydraulic test rig dataset is used for the purpose of sensor fault classification using a window classification schema. Four main types of faults
are injected in the PS1 data such as, constant fault (constant high, low and zero), gain fault and bias or offset fault, which makes the resultant PS1 data containing four different labels of faults along with the healthy label. The pre-processed PS1 data that has 28,882 readings that are captured in a second basis, and reshaped into a 7210 sliding windows with 60 seconds length worth of PS1 readings with zero intersection points between each window or offset/delay equals the window size \( n \), as shown below in Figure 2:

![Figure 2 PS1 Data Reshape and Preprocessing Framework.](image)

First, as described earlier RkSE has a user-specified threshold that effects the number of features selected and the accuracy of the selection process. Thus, the following table shows the number of features selected, the execution time for RkSE and the number of re-clustering iterations required until reached convergence when changing the threshold between 0.1 until approaching the highest threshold of one. As shown in table 1, the increase of the threshold selected increases the number of features selected, as well as increasing the time and computational complexity of the algorithm by increasing the number of iterations required until reaching the convergence criteria by emptying \( X_{\text{remain}} \). The funnel chart below, Figure 3 emphasizes the relationship inferred above. Notice that when the threshold is 0.98 ≈ 1 all features in \( X \) were selected as if no feature selection is applied in the first place.

| \( \sigma \) | 0.10 | 0.20 | 0.30 | 0.40 | 0.50 | 0.60 | 0.70 | 0.80 | 0.90 | 0.95 | 0.98 |
|-------------|------|------|------|------|------|------|------|------|------|------|------|
| Features Selected | 3    | 5    | 8    | 8    | 8    | 9    | 10   | 11   | 20   | 46   | 60   |
| Exe.Time (msec)   | 76.2 | 76.99| 77.58| 77.22| 77.18| 77.07| 77.00| 77.45| 78.03| 80.69| 87.14|
| Iterations       | 2    | 2    | 3    | 3    | 3    | 4    | 4    | 7    | 8    | 8    | 10   |

![Figure 3. Funnel Graph describing the directly proportional relationship between the threshold and the features selected.](image)
To evaluate the performance of the feature selection algorithm applied on the PSI1 data, the features selected by RkSE are used to classify the data into healthy and numerous faulty states. The performance of RkSE is then compared to the original dataset without feature selection (number of features is 60).

Figure 4, shows the mean accuracy of 10-folds when applying 10-fold cross validation technique evaluating the performance of RkSE over various classifiers; Logistic Regression (LR), Linear Discriminant Analysis (LDA), KNN, Decision Tree (CART), NB, SVM and Random Forests (RF). Illustrated in figure 4, the results of the mean 10-fold accuracy for the classifiers applying different number of selected features to show a trade-off between the accuracy and the number of features selected when RkSE is applied.

![Figure 4](image)

**Figure 4.** Feature Number and Mean Accuracy Comparisons Applied for Various Classifiers.

As shown, the increase in the number of features selected followed by an increase of classification accuracy for all the features regardless the classification method applied. However, when the threshold is 95% the feature selected are 46 features out of 60 overall. The 46 features offer higher classification accuracy than the original dataset with less computational complexity. Which implies that RkSE has successfully reduced the dimensionality of a univariate time-series dataset in a sliding window scenario with even an increase of the mean accuracy for most of the classifiers applied. Figure 5 shows the relationship between the classifier accuracy and the threshold applied.
Figure 5. Threshold and Mean Accuracy Comparisons Applied for Various Classifiers.

Figure 6 demonstrates the ability of RkSE in reducing the size of the training time-series data, by selecting small number of features per window instead of taking all the window size for classification. The orange signal is the PS1 after feature selection, while the blue signal is the original PS1 signal without feature selection laying underneath the orange signal. As a conclusion, RkSE noticeably reduced the size of the training dataset without compromising the accuracy of the classification even when the smallest threshold is applied.

Figure 6. The effect of RKSE in minimizing the size of the original signal while keeping the accuracy.

5.2. Experiment Two: RkSE for Multivariate Time-series Feature Selection without a Window

In this experiment, the hydraulic test rig dataset is used for component fault classification based on the classification of eleven main sensors: PS1-PS6, TS1-TS4 and VS1. The data is processed in a way that include the fully efficient samples as the healthy form, while the full failure of the cooler, valve, pump, and heater are used to represent the rest of the faulty samples. For a detailed explanation of the dataset and the data-preprocessing involved in this work, refer to [39].
The overall goal of this experiment is to investigate the potential of RkSE for selecting the most important sensors for the component fault classification challenge. When applying RkSE to this experiment, it is crucial to make sure that the features (sensors) are located on the row of the dataset as they are the subject to be clustered iteratively.

When applying RkSE to the multivariate hydraulic test rig dataset, it showed a good performance comparing to when applying the entire eleven-dimensional dataset for classification. When the threshold is set to 0.20 the number of features selected are four, with 0.90 threshold five features are selected, 0.95 with six features, and finally with 0.98 threshold nine features out of eleven are selected. Figure 7, shows the results of all the classifiers applying different thresholds when using RkSE. Hence, different number of features are compared.

Figure 7. RkSE of Various Threshold Values Applied to Different Classifiers.

Figure 8, shows the average accuracy of all the classifiers mean accuracy at a certain number of features used for classification. It is obviously noticeable that RkSE of thresholds 0.90 and 0.95 with six and nine number of selected features respectively, has shown comparable results to the fully sized dataset of eleven features with lower dimensionality applied.

Figure 8. Average Accuracy of All Classifiers for Different Feature Numbers.
4. Discussion and Future Work

In this work Recursive k-means Silhouette Elimination (RkSE) is proposed, tested and validated. RkSE is a new unsupervised feature selection algorithm with a novel idea of applying k-means clustering and silhouette measure beyond its ordinary backward or forward selection style, but as a recursive acquisition approach with the application of a user-defined threshold, that plays a major role in the uniqueness of this approach.

RkSE can be applied for various applications. However, in this work RkSE is applied to reduce dimensionality in univariate and multivariate sensor time-series datasets. For future work, RkSE will be applied on numerous datasets of different applications and fields such as, genetics, microarrays, text, images and so on. Furthermore, this work focuses on the performance of RkSE on univariate and multi-variate time-series datasets. i.e. sensor data.

RkSE is evaluated on a real measured data of a hydraulic test rig and validated to solve a classical fault classification problem in two different experiments: (1) RkSE is used in a univariate time-series dataset, to classify sensor faults in a sliding window format. When RkSE is applied on sliding windows, its function indicates the ability to select the best quality time points to represent the whole window. In other words, RkSE can successfully be used as a signal compression method when, applied to time-series data in a window format. (2) In a multi-variate time-series data without the application of sliding windows, RkSE is applied to select the best modality of features to represent the whole dataset.

In addition, this work structures a comprehensive review survey of feature selection algorithms based on k-means clustering, existing in the literature. Which yielded the creation of a new taxonomy for k-means clustering feature selection methods.

The results of the two extensive experiments proves the uniqueness and efficiency of RkSE method for time-series datasets in a univariate or multi-variate format.

To sum up, RkSE represents an iterative, unsupervised, silhouette-based, k-means clustering feature selection algorithm. Although, RkSE has plenty of advantaged and contributions that exceed the methods mentioned in related-work section, it also has limitations that we hope to eliminate in the future. The following points show the strengths and limitations of RkSE method for feature selection based on its functionality and workflow.

RkSE advantages are the following:

- Can Create a model representation of feature dependencies (Iterative algorithm advantage).
- Feature selection and clustering are made concurrently in one single operation. (Iterative Advantage)
- Unsupervised Feature Selection method, no labels required.
- Simple, robust, and low computational and time costs: Due to the exclusive application of k-means and silhouette criteria, which provides simplicity and reduce time and computational complexity
- User-interactive: allows the user to choose the value of the threshold which give the freedom to select the best number of features which provide the option to loose the accuracy or the complexity constrains.
- Introducing a new concept of using k-means and silhouette measure in a recursive manner, instead of the common forward and backward approaches.

The limitations of RkSE are as follows:

- Prone to overfitting. (Iterative algorithms disadvantage)
- The choice of the threshold if not chosen probably can drastically affect the quality of the selection, which cannot be guaranteed since \( \sigma \) is user selected.
- The accuracy is a little compromised because the algorithm focuses on the relationship between the feature and the cluster, rather than the relationships between features.
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