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Abstract—On-ramp merging is a challenging task for autonomous vehicles (AVs), especially in mixed traffic where AVs coexist with human-driven vehicles (HDVs). In this paper, we formulate the mixed-traffic highway on-ramp merging problem as a multi-agent reinforcement learning (MARL) problem, where the AVs (on both merge lane and through lane) collaboratively learn a policy to adapt to HDVs to maximize the traffic throughput. We develop an efficient and scalable MARL framework that can be used in dynamic traffic where the communication topology could be time-varying. Parameter sharing and local rewards are exploited to foster inter-agent cooperation while achieving great scalability. An action masking scheme is employed to improve learning efficiency by filtering out invalid/unsafe actions at each step. In addition, a novel priority-based safety supervisor is developed to significantly reduce collision rate and greatly expedite the training process. A gym-like simulation environment is developed and open-sourced with three different levels of traffic densities. We exploit curriculum learning to efficiently learn harder tasks from trained models under simpler settings. Comprehensive experimental results show the proposed MARL framework consistently outperforms several state-of-the-art benchmarks.

Index Terms—Multi-agent deep reinforcement learning, connected autonomous vehicles, safety enhancement, on-ramp merging.

I. INTRODUCTION

AUTONOMOUS vehicle (AV) technologies, such as Tesla Autopilot [1] and Baidu Apollo [2], have already been deployed in (semi-)autonomous vehicles on real-world roads. Despite the great advances over the past decade that have made this possible, the number of traffic accidents involving AVs are increasing in recent years [3], [4]. The accidents are often caused by the inability of AVs to timely react to the dynamic driving environment, especially in mixed traffic with both AVs and human-driven vehicles (HDVs); the AVs need not only to react to road objects but also to attend to the behaviors of HDVs. Among the many challenging driving scenarios, highway on-ramp merging is one of the most difficult tasks for AVs [5], [6], which is the topic of this paper.

The considered on-ramp merging scenario is illustrated in Fig. 1, where we consider a general setup that AVs and HDVs coexist on both merge lane and through lane. On-ramp vehicles need to efficiently merge onto the through lane without collision. In an ideal cooperative setting, the vehicles on the through lane should proactively decelerate or accelerate to make adequate space for on-ramp vehicles to safely merge whereas the on-ramp vehicles also adjust speed and promptly cut in when it is safe, to avoid deadlock situations [7], [8]. It is clear that coordination between the vehicles is a crucial enabler for safe and efficient merging maneuvers. While this is relatively easy to achieve in a full-AV scenario, AV coordination in the presence of HDVs is a significantly more challenging task.

Rule-based and optimization-based methods have been proposed to tackle the automated merging problem [9], [10], [11], [12]. In particular, rule-based approaches employ heuristics and hard-coded rules to guide the AVs [10], [11]. While this is feasible for simple traffic scenarios, these methods quickly become impractical in more complex merging scenarios [13]. In an optimal control setting, vehicle interactions are modeled as a dynamic system with actions from controlled vehicles as inputs. For example, a model predictive control (MPC) approach is developed to control an AV to merge in a parallel-type ramp [13]. While promising results are demonstrated, the MPC-based methods rely on accurate dynamic merging models (including human driving models) and are typically computationally-involved as online methods.

Fig. 1. Illustration of the considered on-ramp merging traffic scenario. CAVs (blue) and HDVs (green) coexist on both ramp and through lanes.
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optimizations are needed at each time step [14]. Extensive surveys on model-based control strategies for on-ramp merging are presented in [15], [16], and [17]. However, those approaches only consider fully automated vehicles, which are not applicable to the considered mixed-traffic setting. The theory of gap acceptance for merging behavior is also explored in [18] and [19] with complex modeling characteristics of all traffic participants, which is not practical when the HDVs behave differently and there are multiple co-exited CAVs [20].

On the other hand, data-driven methods such as reinforcement learning (RL) have received increased attention and been explored for AV highway merging [12], [21]. Specifically, a multi-objective reward function for safety and jerk minimization is designed for AV merging and the Deep Deterministic Policy Gradient (DDPG) algorithm [22] is exploited to solve the RL problem in [12]. In [21], RL and MPC are integrated to promote learning efficiency, which achieves a good trade-off between passenger comfort, efficiency, crash rate, and robustness. However, those approaches are only designed for a single AV, treating all other vehicles as part of the environment.

In this paper, we treat a general setup (see Fig. 1) where multiple AVs learn to adapt to HDVs and cooperatively accomplish merging tasks to maximize traffic throughput safely. As a result, it is natural to extend the single-agent RL to a multi-agent reinforcement learning (MARL) framework where the AVs collaboratively learn control policies to achieve the aforementioned goal (see Section II-B for a review of state-of-the-art MARL algorithms). However, this is a challenging task due to dynamic connectivity topology, complex motion patterns involving AV-coupled dynamics, and intricate decision makings. This complexity is even more pronounced when human drivers are involved.

While several MARL approaches have been developed for connected and autonomous vehicles (CAVs) in car-following and lane overtaking scenarios [23], [24], [25], [26], [27], [28], [29], to the best of our knowledge, no MARL algorithm has been developed for the considered highway on-ramp merging scenario. In this work, we develop a novel decentralized MARL framework to enable AVs to efficiently learn a safe and efficient policy in the highway on-ramp merging scenario where a general policy is learned for vehicles on both lanes. A priority-based safety supervisor is designed to enhance safety and improve learning efficiency, through sequential and multi-step predictions. Parameter sharing and local rewards are exploited to foster inter-agent cooperation while achieving great scalability. The main contributions and the technical advancements of this paper are summarized as follows.

1) We formulate the mixed-traffic on-ramp merging problem (with AVs and HDVs coexisting on both ramp and through lanes) as a decentralized MARL problem. The formulation can allow for a dynamic environment with a time-varying connectivity topology. A corresponding gym-like simulation platform with three different levels of traffic density is developed and open-sourced.1

2) We develop a novel, efficient, and scalable MARL algorithm, featuring a parameter-sharing mechanism, effective reward function design, and action masking. Furthermore, a priority-based safety supervisor is developed, which significantly reduces collision rates in training and subsequently improves learning efficiency.

3) We employ curriculum learning to speed up the learning for harder tasks by building upon trained models from less complex traffic scenarios.

4) We conduct comprehensive experiments, and the results show that the proposed approach consistently outperforms several state-of-the-art algorithms in terms of driving safety and efficiency.

The remainder of the paper is organized as follows. Section II briefly introduces RL and MARL and reviews state-of-the-art algorithms. The problem formulation and the proposed MARL framework are described in Section III whereas the priority-based safety supervisor is detailed in Section IV. Experiments, results, and discussions are presented in Section V. We conclude the paper and discuss future works in Section VI.

II. BACKGROUND

In this section, we review the preliminaries of RL and introduce several state-of-the-art MARL algorithms to put our proposed work in the proper context. Readers who are familiar with the RL and MARL literature can skip this section and jump to Section III directly.

A. Preliminaries of Reinforcement Learning (RL)

In an RL setting, at each time step $t$, the agent observes the state $s_t \in S \subseteq \mathbb{R}^n$, takes an action $a_t \in A \subseteq \mathbb{R}^m$, and subsequently receives a reward signal $r_t \in \mathbb{R}$ and an updated state $s_{t+1}$ at time $t+1$ from the environment. The goal of the RL agent is to learn an optimal policy $\pi^* : S \rightarrow A$, a mapping from state to action, that maximizes the accumulated reward $R_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k}$, where $r_{t+k}$ is the reward at time step $t+k$ and $\gamma \in (0, 1]$ is the discount factor that quantifies the relative importance one wants to place on future rewards.

The state-action value function (or Q-function) under policy $\pi$, denoted by $Q^\pi(s_t, a_t)$, is an estimation of the expected return (accumulated reward in an infinite horizon) if starting from state $s_t$, taking an immediate action $a_t$, and then following policy $\pi$ afterwards. The optimal Q-function can be characterized by the following Bellman equation, $Q^\pi(s_t, a_t) = E[r(s_{t+1}, a_t) + \gamma \sum_{s_{t+1}} P(s_{t+1}|s_t, a_t) \max_{a_{t+1}} Q^\pi(s_{t+1}, a_{t+1})]$, where the next state $s_{t+1}$ is sampled from the environment’s transition rules $P(s_{t+1}|s_t, a_t)$. The state value function of a state $s_t$ under policy $\pi$, $V^\pi(s_t)$, is defined as the expected return if starting from $s_t$ and immediately following policy $\pi$, i.e., $V^\pi(s_t) = E_{\tau}|R_{\tau}|s_t = s_t$. Often the agent’s policy is parameterized by some parameters $\theta$ and the goal is to learn appropriate $\theta$ to achieve desired system behavior. In actor-critic (A2C) algorithms [30], two networks are employed: a critic network parameterized by $\phi$ to learn the value function $V^\pi_{\phi}(s_t)$ and an actor network $\pi_{\theta}(a_t|s_t)$ parameterized by $\theta$.

1See https://github.com/DongChen06/MARL_CAVs
The policy network is updated by maximizing the following objective function:

$$J^{q_0} = E_{π_0} \left[ \log π_θ(a_t|s_t) A_t \right],$$  \hspace{1cm} (1)

where $A_t = Q^{π_0}(s_t, a_t) - V_φ(s_t)$ is the advantage function that characterizes the improvement on the reward if taking action $a_t$ over the average reward of all possible actions taken at state $s_t$ [30]. The value function parameter $φ$ is updated by minimizing the following loss function:

$$J^{V_φ} = \min_φ E_D \left( R_t + γ V_φ(s_{t+1}) - V_φ(s_t) \right)^2, \hspace{1cm} (2)$$

where $D$ denotes an experience replay buffer that collects previously encountered experiences and $φ'$ denotes the parameters obtained from earlier iterations used in a target network [31].

### B. Multi-Agent Reinforcement Learning (MARL)

MARL has found great success across a wide range of multi-agent systems, including traffic light control [32], games [33], resource management in wireless networks [34], and powergrid control [35], only to name a few. MARL algorithms can be categorized into two main classes: cooperative and non-cooperative. In this paper, we will focus on the cooperative setting where all agents are encouraged to cooperate to achieve a common goal, i.e., safely maneuver with maximum traffic efficiency. We next introduce a few state-of-the-art cooperative MARL algorithms that we will use as benchmarks for comparison in Section V.

An independent MARL framework, called IQL, is proposed in [36], allowing each agent to learn independently and simultaneously while viewing other agents as part of the environment. While fully scalable, it suffers from non-stationarity and partial observability. An off-policy MARL algorithm is proposed in [37] where collaboration is achieved by estimating the state-action value function using a centralized critic network based on global observations and actions. In [32] a learnable communication protocol and a spatial distance factor are proposed to scale down the reward signals of neighboring agents during training. Experimental results show good scalability and improved cooperation among agents. However, these MARL approaches only consider a stationary environment with fixed communication topology, and thus the algorithms need to be re-designed and/or re-trained whenever the communication topology changes.

Recently, parameter sharing is widely applied in MARL settings with homogeneous agents [25], [38], [39], which bootstraps single-agent RL methods and learns an identical policy for each agent, and thus enables the handling of changes in the number of participating agents. In [39], several state-of-the-art single RL algorithms (i.e., PPO [40] and ACKTR [41]) are extended to the MARL with parameter sharing denoted as MAPPO and MAACKTR. A parameter-sharing A2C (MA2C) algorithm is proposed in [38] to solve the fleet management problem and experimental results are given to confirm the performance. These methods will be used as benchmarks for performance comparison in Section V.

Several recent works also address safety issues in MARL problems. For example, a centralized shielding approach is introduced in [42], where a centralized model is used to monitor the joint actions of all agents and restrict unsafe actions. To address the scalability problem of centralized supervision, a local shielding approach is developed for only a subset of agents. Experiments in two-player navigation games in the grid world show good performance on collision avoidance. In addition, [43] proposes a decentralized control barrier function that shields unsafe actions based on available local information. They demonstrate the performance of the proposed approach using patrol tasks where two agents navigate in an environment with obstacles and walls. However, these methods consider an all-autonomous, cooperative agent environment, without considering moving objects like HDVs.

To fill the aforementioned gaps, in this paper, we develop a novel on-policy MARL algorithm for the considered on-ramp merging problem with great efficiency and safety, which features action masking, priority-based safety supervisor, parameter sharing, and local reward shaping. Performance comparisons between the proposed algorithm and the above benchmarks are presented in Section V.

### III. RAMP MERGING AS MARL

In this section, we first formulate the considered on-ramp merging problem as a partially observable Markov decision process (POMDP) [44]. Then we present our actor-critic-based MARL algorithm, featuring a parameter-sharing mechanism, effective reward function design, and action masking, to solve the formulated POMDP, which is denoted as the baseline method in Section V.

#### A. Problem Formulation

In this paper, we model the on-ramp merging environment in mixed traffic as a model-free multi-agent network [32], [35]. $G = (ν, ε)$, where each agent $i ∈ ν$ communicates with its neighbors $N_i := \{j ∈ ν | ε_{ij} ∈ ε\}$ through the edge connections $ε_{ij}, i \neq j$. Let $S := \times_{i ∈ ν} S_i$ and $A := \times_{i ∈ ν} A_i$ denote the global state space and action space, respectively. The underlying dynamics of the system can be characterized by the state transition distribution $P: S × A × S → [0, 1]$. We consider a decentralized MARL framework where each agent $i$ (AV $i$) only observes a part of the environment (i.e., surrounding vehicles). This is consistent with the reality that AVs can only sense or communicate with vehicles in close vicinity, making the overall dynamical system a POMDP $M_G$, which can be described by the following tuple $⟨(A_i, S_i, R_i)_{i \leq ν}, T⟩$.
• **Action Space:** The action space $A_i$ of agent $i$ is defined as the set of high-level control decisions, including turn left, turn right, cruising, speed up, and slow down following the designs in [45] and [46]. With a selected high-level decision, lower-level controllers will then produce the corresponding steering and throttle control signals to maneuver the AVs. The system and simulation setup is illustrated in Fig. 2. The overall action space of the system is the joint actions from all AVs, i.e., $A = A_1 \times A_2 \times \cdots \times A_N$.

• **State Space:** The state of agent $i$, $S_i$, is defined as a matrix of dimension $N_{S_i} \times W$, where $N_{S_i}$ is the number of observed vehicles and $W$ is the number of features used to represent the state of a vehicle, including:
  
  - $i$present: a binary variable denoting whether a vehicle is observable in the vicinity of the ego vehicle.
  - $x_i$: the longitudinal position of the observed vehicle relative to the ego vehicle.
  - $y_i$: the lateral position of the observed vehicle relative to the ego vehicle.
  - $v_{li}$: the longitudinal speed of the observed vehicle relative to the ego vehicle.
  - $v_{li}$: the lateral speed of the observed vehicle relative to the ego vehicle.

We assume that only the “neighboring vehicles” can be observed by the ego vehicle. The “neighboring vehicles” are defined as the nearest $N_{S_i}$ vehicles that are within a 150 m longitudinal distance from the ego vehicle due to the local observability [29]. In the considered on-ramp merging case as shown in Fig. 1, we found $N_{S_i} = 5$ achieves the best performance. The entire state of the system is then the Cartesian product of the individual states, i.e., $S = S_1 \times S_2 \times \cdots \times S_N$.

• **Reward Function:** The reward function $R_i$ is crucial to train the RL agents so that it follows desired behaviors. As the objective is to train our agents to safely and efficiently pass the merging area, the reward for the $i$th agent at time step $t$ is defined as follows:

\[
 r_{i,t} = w_c r_c + w_s r_s + w_h r_h + w_m r_m,
\]

where $w_c$, $w_s$, $w_h$, and $w_m$ are positive weighting scalars corresponding to collision evaluation $r_c$, stable-speed evaluation $r_s$, headway time evaluation $r_h$, and merging cost evaluation $r_m$, respectively. As safety is the most important criterion, we make $w_c$ much bigger than other weights to prioritize safety. The performance evaluation on different $w_i$ values is discussed in Section V-A and Table 1. The four performance metrics are defined as follows:

- the collision evaluation $r_c$ is set to -1 if collision happens, otherwise $r_c = 0$.
- the speed evaluation $r_s$ is defined as

\[
 r_s = \min \left\{ \frac{v_t - v_{min}}{v_{max} - v_{min}}, 1 \right\},
\]

where $v_t$ is the current speed of the ego vehicle. Combining the speed recommendation from the US Department of Transportation (20-30 m/s [47]) and the speed range observed in the Next Generation Simulation (NGSIM) dataset\(^2\) (the minimum speed at 6-8 m/s [48]), we set the minimum and maximum speeds of the ego vehicle as $v_{min} = 10$ m/s, and $v_{max} = 30$ m/s, respectively.

- the time headway evaluation is defined as:

\[
 r_h = \log \frac{d_{headway}}{t_h v_t},
\]

where $d_{headway}$ is the distance headway and $t_h$ is a predefined time headway threshold. As such, the ego vehicle will get penalized when the time headway is less than $t_h$ and rewarded only when the time headway is greater than $t_h$. In this paper, we choose $t_h$ as 1.2 s as suggested in [49].

- The merging cost $r_m$ is designed to penalize the waiting time on the merge lane to avoid deadlocks [50]. Here we adopt $r_m = -\exp(-(x - L)^2/10L)$, where $x$ is the distance the ego vehicle has navigated on the ramp and $L$ is the length of the ramp (see Fig. 1). The merging cost function is plotted in Fig. 3, which shows that the penalty increases as the ego vehicle moves closer to the merging end.

• **Transition Probabilities:** The transition probability $P(s'|s, a)$ characterizes the dynamics of the system. In the developed simulator, we exploit the intelligent driver model (IDM) [51] and MOBIL model [52] for longitudinal acceleration and lateral lane change decisions of HDVs, respectively. The high-level decisions of AVs are made by the MARL algorithm and will be tracked by the lower-level controller (PID controller) (see Fig. 2). A kinematic bicycle model [53] is used to propagate vehicle trajectories. We do not assume any prior knowledge of the transition probability in the development of our MARL algorithm.

### B. MA2C for CAVs

In the cooperative MARL setting, the objective is to maximize the global reward $R_{g,t} = \sum_{i=1}^{N} r_{i,t}$. Ideally, each agent will be assigned with the same average global reward $\bar{R}_t = \frac{1}{N} R_{g,t}$ during training, i.e., $r_{1,t} = r_{2,t} = \cdots = r_{N,t}$. However, this shared reward approach does not accurately indicate the contributions of each vehicle and can lead to several issues [54], [55]. First, aggregating the global reward can cause large latency and increase communication

\(^2\)https://ops.fhwa.dot.gov/trafficanalysistools/ngsim.htm
overheads, which is problematic for systems with real-time constraints such as AVs. Second, a single global reward leads to the credit assignment problem [56], which can significantly impede learning efficiency and limit the number of agents to a small size. Therefore, in this paper, we adopt a local reward assignment strategy, where each ego vehicle is only affected by its neighboring vehicles. Specifically, the reward for the ith agent at time t is defined as:

$$r_{i,t} = \frac{1}{|V_i|} \sum_{j \in V_i} r_{j,t},$$  (6)

where $V_i = i \cup N_i$ is a set containing the ego vehicle and its neighbors, and $|\cdot|$ denotes the cardinality of a set. This local reward design only includes rewards from agents that are most related to the success or failure of a task [38], [57]. This is appropriate for on-road vehicles as a vehicle only interacts with its surrounding vehicles and distant vehicles have limited impact on the ego vehicle.

The used network backbone is shown in Fig. 4, where the actor network and the critic network share the same low-level representations, and the policy loss and the value function error loss are thus combined into a single loss function [40]. With the shared network parameters, the overall loss function takes the following form:

$$J(\theta) = J^{\pi_0} - \beta_1 J^{V_0} + \beta_2 H(\pi_0(s_t)),$$  (7)

where $\beta_1$ and $\beta_2$ are the weighting coefficients for the value function loss and the entropy regularization term, $H(\pi_0(s_t)) = E_{\pi_0} \left[-\log(\pi_0(s_t))\right]$, used to encourage the agents to explore new states [40], [58], respectively. From Eq. 1, it follows that the policy loss can be written as:

$$J^{\pi_0} = E_{\pi_0} \left[\log \pi_0(a_{i,t}|s_{i,t}) A_{i,t}^{\pi_0} \right],$$  (8)

where $A_{i,t}^{\pi_0} = r_{i,t} + \gamma V^{\pi_0}(s_{i,t+1}) - V^{\pi_0}(s_{i,t})$ is the advantage function and $V^{\pi_0}(s_{i,t})$ is the state value function. The loss for updating the state value $V_{\phi_i}$ is in the following form:

$$J^{V_0} = \min_{\phi_i} E_{\pi_0} \left[r_{i,t} + \gamma V_{\phi_i}(s_{i,t+1}) - V_{\phi_i}(s_{i,t})\right]^2.$$  (9)

We use separate experience reply buffers for each agent but the same policy network is updated with the same network parameters among agents. This is suitable as we train a general policy for both on-ramp and through AVs [25], [38]. Minibatches of sampled trajectories are exploited to update the network parameters using Eq. 7 to reduce the variance.

Fig. 4. Architecture of the proposed network structure. The numbers in the parentheses denote the size of the layers. “w/o” and “w/” represent “without” and “with”, respectively.

C. DNN Settings

The deep neural network design is illustrated in Fig. 4. Specifically, to improve scalability and robustness, we regroup the observation $s_{i,t}$ according to their physical units. For instance, the observation $s_{i,t}$ is divided into three groups: $s_{1,i}^{1} \cup s_{2,i}^{2} \cup s_{3,i}^{3}$ according to their units, representing ispresent states, position states and speed states, respectively. Each of the three sub-state vectors is encoded by one fully connected (FC) layer and the three encoded states are then concatenated into a single vector. The concatenated vector is fed into a 128-neuron FC layer, the result of which is consumed by both the actor network and the critic network. In a standard setting, the logits $l_i$ from the actor network will go to a Softmax layer, producing the probability by $\pi_0(s_t) = \text{softmax}(\{l_1, l_2, l_3, l_4, l_5\})$, which is used to sample the actions, i.e., $a_i \sim \pi_0(s_t)$.

However, this sampling procedure has several issues. First, invalid/unsafe actions are also assigned with non-zero probabilities; as a stochastic policy is used, these unsafe actions may be sampled during training, which can lead to undesirable system behaviors and even system breakdown. Second, sampling invalid/unsafe actions also impedes policy training as invalid policy updates [59] are executed for invalid actions, since the collected experiences associated with the invalid actions are not meaningful and misleading. To address these issues, we adopt the invalid action masking approach [38] which “masks out” invalid actions and only samples from valid actions. As shown in Fig. 4, with an invalid action mask obtained from the environment (e.g., based on the traffic scenario) where “0” represents an invalid action and “1” denotes a valid action, the corresponding logits of invalid actions are replaced with large negative values, e.g., $-1e8$.

As a result, the probability of the invalid actions after the Softmax layer is very close to 0, and sampling from invalid actions can thus be avoided, equivalently “renormalizing the probability distribution” [39]. In this work, we consider the following invalid actions:

- the ego vehicle attempts to make lane changes to a non-existing lane. For example, the ego vehicle tries to make a left turn when it is already on the leftmost lane.
- the ego vehicle attempts to speed up or slow down when its speed has already reached the pre-defined maximum or minimum speed.

Note that we only include the two most basic invalid actions here and other unsafe actions will be further checked and
regulated by the proposed priority-based safety supervisor in Section IV.

IV. PRIORITY-BASED SAFETY ENHANCEMENT

While obvious invalid actions can be avoided using the rule-based action masking scheme described above, it cannot prevent inter-vehicle or vehicle-obstacle collisions. Therefore, a more comprehensive safety supervisor is needed to deal with collisions in complex, dynamic, and cluttered mix-traffic environments. Towards that end, we propose a new safety-enhancement scheme by exploiting vehicle dynamics and multi-step predictions. The goal is to predict any potential collisions over a prediction horizon $T_n$ and correct the unsafe (exploratory) actions accordingly. As we consider mixed traffic with HDVs, a proper model is needed to predict the high-level decisions of human drivers. In this paper, we use IDM [51] to predict the longitudinal acceleration of the HDVs, based on the current speed and distance headway. In addition, we exploit the MOBIL lane change model [52] to predict the lane-changing behavior of HDVs, which makes a lane-changing decision when it is safe and there is an extra acceleration gain. The high-level decisions of AVs are generated by the MARL agent with the actions defined in Section III-A. These high-level acceleration and lane-change decisions will be realized through low-level PID controllers. The vehicle trajectories are then propagated based on the kinematic bicycle model [53]. We call the high-level decision-induced trajectories motion primitives and show the described framework and simulation setup in Fig. 2.

A. Priority Assignment

With the HDV motion models, one can predict whether a collision can happen in the next $T_n$ steps based on the joint motion primitives from all AVs. Therefore, it is attempting to use joint action from all AVs to design the safety-enhancement scheme. However, while it is relatively straightforward to determine whether collisions can happen given a joint action, it is very computationally costly to determine a joint safe action, if a collision is detected, as the action space is $|A_i|^N$ with $N$ being the number of AVs. It quickly becomes computationally intractable as $N$ grows, especially considering that the considered application has stringent real-time constraints. As such, we propose a sequential, priority-based safety enhancement scheme that has great computation efficiency and is thus suitable for real-time implementations. The principle is that we coordinate the AVs in a sequential order, prioritizing AVs with smaller safety margins. For example, AVs near the end of the merge lane or near the defined safety boundary (e.g., distance headway very close to the defined threshold) should have higher priorities.

More specifically, the following rationales are considered for priority assignments:

1) Vehicles on the merge lane should have higher priorities compared to vehicles on the through lane as vehicles on the merge lane face a time-critical merging task (due to the merging lane end).

2) Merging vehicles closer to the merge lane end should have higher priorities as they are more probable to cause collisions and deadlocks [50].

3) Vehicles with smaller time headway should have a higher priority as they are more likely to collide with the preceding vehicles.

Based on the above rationales, we construct the priority index $p_i$ of the ego vehicle $i$ as follows:

$$p_i = \alpha_1 p_m + \alpha_2 p_d + \alpha_3 p_h + \sigma_i,$$  

where $\alpha_1$, $\alpha_2$, and $\alpha_3$ are positive weighting factors for the merging priority metric $p_m$, distance-to-end metric $p_d$, and time headway metric $p_h$, respectively; and $\sigma_i \sim \mathcal{N}(0, 0.001)$ is a small random variable introduced to avoid two vehicles having the same priority indices. Specifically, $p_m$ is defined as:

$$p_m = \begin{cases} 0.5, & \text{if on merge lane;} \\ 0, & \text{otherwise}, \end{cases}$$  

which assigns priority scores to vehicles on the merge lane. The distance-to-end priority score $p_d$ is defined as:

$$p_d = \begin{cases} \frac{x}{L}, & \text{if on merge lane;} \\ 0, & \text{otherwise}, \end{cases}$$  

where $x$ and $L$ are the distance the ego vehicle has traveled on the connecting ramp and the length of the ramp (see Fig. 1), respectively. Finally, we define the time headway priority score to measure the headway priority as $p_h = -\log \frac{\Delta \text{headway}}{t_n v_i}$, where we use the time headway definition in Eq. 5.

B. Priority-Based Safety Supervisor

In this subsection, we present the proposed priority-based safety supervisor. Specifically, at each time step $t$, with the predicted HDV motions and assigned priority scores for all AVs as discussed above, the safety supervisor first generates a priority list for the AVs, $\mathcal{P}_t$, with their priority scores in a descendant order, i.e., a vehicle with the highest priority is on top of the list. Then the AV on the top of the obtained list, indexed by $\mathcal{P}_t[0]$, is selected for a safety check. More specifically, based on the (exploratory) action generated from the action network of vehicle $\mathcal{P}_t[0]$, the safety supervisor will examine whether the motion primitive induced by the exploratory action will conflict with its neighboring vehicles $\mathcal{N}_{\mathcal{P}_t[0]}$ (both AVs and HDVs) in a considered time horizon $T_n$, where $T_n$ is a hyper-parameter that can be tuned. The motions of HDVs are predicted using the human-driver decision models and vehicle kinematic model discussed above, whereas the motions of all other (lower-priority) AVs are predicted assuming the same actions from the last step. As the predicted trajectories of the considered vehicles (i.e., $\mathcal{P}_t[0] \cup \mathcal{N}_{\mathcal{P}_t[0]}$) are all $T_n$-step sequences, a collision can be detected if any two sequences have a distance below a prescribed threshold at any step $k$, $k = 1, \ldots, T_n$. If no collision is predicted, the exploratory action will be chosen as the actual action for vehicle $\mathcal{P}_t[0]$. On the other hand, if the predicted trajectory of vehicle $\mathcal{P}_t[0]$ is conflicting with other considered vehicles, the exploratory action is determined as unsafe and a new “safe”
Each action will be used to replace the original action. A trajectory conflict is illustrated in Fig. 5, where the motion primitive of vehicle 1 conflicts with the predicted trajectory of vehicle 2 (HDV) at time steps 4 and 5. The exploratory action from vehicle 1 is deemed unsafe. Here we assume no collisions among HDVs (i.e., rational drivers), which can (almost) be guaranteed as the IDM and MOBIL models are extremely safety-focused. Then the safety supervisor enumerates other (valid) candidate actions and picks the best action based on the safety margin as follows:

$$a'_t = \arg \max_{a_t \in \mathcal{A}_{\text{valid}}} \min_{k \in T_t} d_{\text{sm},k}. \quad (13)$$

where $\mathcal{A}_{\text{valid}}$ is the set of valid actions at time step $t$. The safety margin $d_{\text{sm},k}$ at the prediction time step $k$ can be obtained as follows:

- if the action is changing lanes, i.e., turn left or turn right, the safety margin is defined as the minimum distance to the preceding and the following vehicles on the current and target lanes. An example is shown in the top subfigure of Fig. 6.
- if the action is speed up, idle, or slow down, the safety margin is set as the minimum distance headway. An example is shown in the bottom subfigure of Fig. 6.

After the action of the vehicle $\mathcal{P}_t[0]$ is decided, its trajectory can be (re-)generated. Then vehicle $\mathcal{P}_t[0]$ is removed from the list and the second highest becomes the first, i.e., $\mathcal{P}_t[i] \leftarrow \mathcal{P}_t[i+1]$, $i = 1, 2, \cdots$. Then the same safety-check procedure discussed above is applied to the vehicle corresponding to new $\mathcal{P}_t[0]$, except that when determining collisions, instead of using actions from the last step to generate the trajectories, the motion primitives of the higher-priority vehicles (those who have been processed through the safety check procedure) with the safety-proved actions are used. The procedure will continue until the priority list $\mathcal{P}_t$ is emptied. The details of the proposed priority-based safety supervisor are given in Algorithm 1.

---

**Algorithm 1 Priority-based Safety Supervisor**

Parameter: $L, \alpha_1, \alpha_2, \alpha_3, t_h, w, T_n$.

Output: $a_i, i \in V$.

1. for $i = 0$ to $N$ do
   2. compute the priority scores according to Eq. 10;
   3. rearrange ego vehicles to list $\mathcal{P}_t$ according to their priority scores.
4. end

5. for $j = 0$ to $|\mathcal{P}_t|$ do
   6. obtain the highest-priority vehicle $\mathcal{P}_t[0]$;
   7. find its neighboring vehicles $N_{\mathcal{P}_t[0]}$;
   8. predict trajectories $\zeta_s, v \in \mathcal{P}_t[0] \cup N_{\mathcal{P}_t[0]}$ for $T_n$ time steps.
   9. if trajectories are overlapped then
      10. replace the risky action as $a_t \leftarrow a'_t$ according to Eq. 13;
      11. replace the trajectory $\zeta_{\mathcal{P}_t[0]}$ with $\zeta'_{\mathcal{P}_t[0]}$
   12. end
   13. remove $\mathcal{P}_t[0]$ from $\mathcal{P}_t$;
   14. update $\mathcal{P}_t[i] \leftarrow \mathcal{P}_t[i+1]$, $i = 1, 2, \cdots$.
5. end

---

Remark 1: The priority-based safety supervising scheme can be realized through vehicle-to-infrastructure (V2I) communication where a central communication station near the ramp can observe the HDVs and communicate with the AVs. At each discrete time $t$, the infrastructure agent will determine the priority scores for the AVs based on the observed traffic. AVs send their exploratory actions to the infrastructure and Algorithm 1 is then performed to generate the updated, safe actions for the AVs. As Algorithm 1 is sequential and thus computationally efficient (approximately 28.13 ms for the safety supervisor with $T_n = 8$ to make a decision in the Hard traffic model, see Table II in Section V-C), with reasonable computation power at the infrastructure, it is expected that the algorithm can be implemented in real-time, i.e., providing updated controls within one sampling time step. For future real deployment, some further computation optimization can be performed to improve the computational efficiency, which is left for our future work.

Remark 2: The prediction horizon $T_n$ is an important hyper-parameter in the safety-enhancement scheme. If $T_n$ is too small, the safety supervisor is "short-sighted" and can lead to no feasible solutions after a few steps. On the other hand, if $T_n$ is too large, the uncertainty of HDVs (the actual vehicle motion in the simulation has noisy perturbations from the human driver models used to predict the trajectories) are propagated and the results tend to be conservative in order to guarantee the safety in a large horizon. In our work, we use cross-validations and find that $T_n = 8$ or 9 is the best choice (see e.g., Fig. 11 and Table II).
Algorithm 2 MARL for AVs with Safety Supervisor

Parameters: $\gamma, \eta, T, M, \beta_1, \beta_2$.

Outputs: $\theta$.

1. initialize $s_0, t \leftarrow 0, D \leftarrow \emptyset$;
2. for $j = 0$ to $M - 1$ do
3.     for $t = 0$ to $T - 1$ do
4.         for $i \in V$ do
5.             observe $s_i$;
6.             update $a_{i,t} \sim \pi_{\theta_i}(\cdot | s_i)$ with action masking.
7.         end
8.         for $i \in V$ do
9.             check the actions by Algorithm 1;
10.            if safe then
11.                execute $a_{i,t}$;
12.                update $D_i \leftarrow (s_{i,j}, a_{i,t}, r_{i,t}, v_{i,t})$
13.            end
14.        else
15.            update $a_{i,t} \leftarrow a'_{i,t}$ and execute $a'_{i,t}$;
16.            update $D_i \leftarrow (s_{i,j}, a'_{i,t}, r_{i,t}, v_{i,t})$
17.        end
18.     update $t \leftarrow t + 1$
19.     if DONE then
20.         for $i \in V$ do
21.             $\theta_i \leftarrow \theta_i + \eta \nabla_{\theta_i} J(\theta_i)$
22.         end
23.     end
24.     initialize $D_i \leftarrow \emptyset, i \in V$;
25.     update $j \leftarrow j + 1$
26. end
27. update $s_0, t \leftarrow 0$
28. end

Pseudo-code of the proposed MARL with the priority-based safety supervisor is shown in Algorithm 2. The hyperparameters include the (time)-discount factor $\gamma$, the learning rate $\eta$, the total number of training epochs $M$, the epoch length $T$, and the coefficients for the loss function $\beta_1$ and $\beta_2$. In each epoch, each agent collects the state information and samples actions by applying the action masking strategy to avoid invalid actions (Lines 4–7). Then the exploratory actions from the MARL will be checked by the priority-based safety supervisor detailed in Algorithm 1 (Line 9). If the action is unsafe, then the safety supervisor will replace the risky action with a safe action according to Eq. 13. The safe action will be taken by the agent and the corresponding experience will be collected and saved to the replay buffer (Lines 10–17). The parameters of the policy network are updated using the collected experience buffer after the completion of each episode (Lines 20–26). The DONE signal is flagged if either the episode is completed or a collision occurs. After receiving the DONE flag, all agents are reset to their initial states to start a new epoch (Lines 28).

V. Numerical Experiments

In this section, we evaluate the performance of the proposed MARL algorithm in terms of training efficiency and collision rate in the on-ramp merging scenario illustrated in Fig. 1. The length of the road is 520 m, where the entrance of the merge lane (road segment $AB$) is 320 m and the length of the merge lane is $L = 100$ m. There are 12 spawn points (the numbers under the vehicles) evenly distributed on the through lane and the ramp lane from 0 m to 220 m, as shown in Fig. 7. The vehicles exceeding the road will be removed from displaying while the kinematics are still updated. Specifically, we consider three levels of traffic densities with different numbers of initial vehicles defined as:

- **Easy mode**: 1-3 AVs and 1-3 HDVs.
- **Medium mode**: 2-4 AVs + 2-4 HDVs.
- **Hard mode**: 4-6 AVs + 3-5 HDVs.

In each training episode, a different number of HDVs and AVs will randomly appear at the spawn points with a random position noise (uniformly distributed in [-1.5m, 1.5m]) added to each initial spawn position. The initial speed is randomly chosen between 25 to 27 m/s. The vehicle control sampling frequency is 5 Hz, i.e., AVs take an action every 0.2 seconds. A 5% random noise is added to the predicted acceleration and steering angle for HDVs. We train all MARL algorithms over 2 million steps with 3 different random seeds while the same random seeds are shared among the agents, which is around 20,000 episodes with episode horizon $T = 100$ steps. We evaluate the algorithm over 3 episodes every 200 training episodes. We set $\gamma = 0.99$ and the learning rate $\eta = 5e^{-4}$. The coefficients $w_r, w_s, w_h,$ and $w_m$ for the reward function are set as 200, 1, 4, and 4, respectively. The priority coefficients $\alpha_1$, $\alpha_2$ and $\alpha_3$ are equally set as 1. The weighting coefficients $\beta_1$ and $\beta_2$ for the loss function are chosen as 1 and 0.01, respectively. Here we call the MARL algorithm, without the safety supervisor, proposed in Section III as the baseline method.

The simulation environment is modified from the gym-based highway-env simulator [61] and is open-sourced. We use the default parameters of the IDM and MOBIL models which can be found as in the highway-env simulator [61]. The experiments have been performed in a Ubuntu 18.04 server with AMD 9820X processor and 64 GB memory. The video demo of the training process can be found at the site.\(^3\)

A. Reward Function Designs

In this subsection, we will first evaluate the performance of the proposed MARL framework under different reward function designs, local (baseline) v.s. global rewards (baseline with global reward). Then the impact of the safety penalty weight $w_c$ in the reward function (Eq. 3) will be evaluated.

We investigate the proposed local reward function by comparing it with the global reward design used in [25] and [28], where the reward of the $i$th agent at time step $t$ is the

---

\(^3\)See https://github.com/DongChen06/MARL_CAVs

\(^4\)See https://drive.google.com/drive/folders/1437My4sDeyPFsUjcrThmlu1oJjTkTkvV7?usp=sharing
averaged global reward $r_{i,t} = \frac{1}{N} \sum_{j=1}^{N} r_{j,t}$. Fig. 8 shows the evaluation performance comparison between the proposed local reward design and the global reward design. As expected, the proposed local reward outperforms the global reward design in terms of higher evaluation rewards as well as faster convergence speed across all three traffic scenarios. In the Easy and Medium modes, the global reward design performs well and achieves a reasonable reward due to the small number of AVs, while it fails the control tasks in the Hard mode, with an evaluation reward less than 0, as it suffers from the credit assignment issues [56] and the fact that the assigned average global rewards have less correlation with individual agent’s actions as the number of agents increases.

Table I shows the testing performance with different $w_c$ values in the Medium traffic mode, while other weighting coefficients are kept unchanged in Eq. 3. It can be seen that there are no collisions when a large enough $w_c$ is selected (e.g., $w_c \geq 100$), and the average traffic speed decreases as $w_c$ further increases. This is because the CAVs will behave conservatively if we emphasize too much on the safety. In the following experiments, we set $w_c$ to 200 since it represents a reasonable trade-off between safety margin and traffic efficiency.

**B. Curriculum Learning**

In this subsection, we adopt curriculum learning [62] to speed up the learning and improve the performance for the
which is an indication of traffic throughput. It is clear that the algorithms with the safety supervisor maintain higher training speed than the baseline method (i.e., without safety supervision). This shows that the proposed safety supervisor is not only beneficial for training but also leads to better traffic efficiency. It can also be seen that vehicle speeds are slower as the traffic density increases (26 m/s, 24 m/s and 22 m/s for Easy, Medium and Hard traffic densities, respectively), which is reasonable as the interactions are more frequent in dense traffic and a lower speed is safer to avoid collisions.

After training, MARL algorithms for each traffic density are tested over 3 random seeds for 30 epochs and the average collision rates, vehicle speeds, and inference time of the safety supervisor are shown in Table II. We can see that with the safety supervisor ($T_n \geq 7$), the MARL can run without collisions in all traffic modes, while the baseline method has a collision rate of 0.07 and 0.16 for Medium and Hard traffic densities, respectively. It is clear that with only a short prediction horizon, e.g., $T_n = 3$ or 6, the MARL is still failed under challenging cases. For example, the agents still have 0.03 collision rate in the Hard traffic mode when choosing $T_n = 6$. The reason is that if $T_n$ is too small, the safety supervisor is “short-sighted” and can lead to no feasible solutions after only a few steps. However, if we further increase $T_n$ (e.g., $T_n = 10, 12, 14$), the collision rate may increase, as discussed in Remark 2 in Section IV-B, due to the uncertainty propagation in a longer time window. Also, the average speed will decrease since the CAVs need to behave carefully to guarantee safety in a large time horizon. With a reasonable $T_n$ (e.g., 7, 8), the average speed indicates that the safety supervisor leads to higher traffic efficiency. In all traffic modes, the safety supervisor always leads to higher average speed while lower collision rate. For example, the best average speed for the Easy traffic mode is achieved by baseline + $T_n = 8$ (27.72 m/s) compared to the baseline method (23.52 m/s). It is noted that the baseline method has a lower average speed in the Medium traffic mode than the Hard traffic mode, which is not consistent with the methods that employ the safety supervisor. Our observation is that the CAVs (in the baseline) often behave conservatively and hesitate to speed up or slow down to let the merging vehicles merge to avoid traffic congestion, which is the main reason causing traffic inefficiencies. In contrast, with the designed safety supervisor, traffic inefficiencies are largely improved and this situation is minimized. As expected, the inference time increases as the prediction horizon increases. With reasonable computation power in the infrastructure, it is expected that the algorithm can be implemented in real-time.

### C. Performance of the Priority-Based Safety Supervisor

In this subsection, we evaluate the effectiveness of the proposed priority-based safety supervisor. As shown in Fig. 11, the proposed priority-based safety supervisor method has a better sample efficiency, evidenced by faster converge speed in all three traffic densities. In addition, the proposed priority-based safety supervisor method achieves higher evaluation reward even in the Hard traffic mode. This is because most unsafe actions are replaced with safe ones by the safety supervisor, especially in the earlier exploration phase, which avoids early terminations and thus improves learning efficiency.

Fig. 12 shows the average vehicle speed during the training, which is an indication of traffic throughput. It is clear that the algorithms with the safety supervisor maintain higher training speed than the baseline method (i.e., without safety supervision). This shows that the proposed safety supervisor is not only beneficial for training but also leads to better traffic efficiency. It can also be seen that vehicle speeds are slower as the traffic density increases (26 m/s, 24 m/s and 22 m/s for Easy, Medium and Hard traffic densities, respectively), which is reasonable as the interactions are more frequent in dense traffic and a lower speed is safer to avoid collisions.

After training, MARL algorithms for each traffic density are tested over 3 random seeds for 30 epochs and the average collision rates, vehicle speeds, and inference time of the safety supervisor are shown in Table II. We can see that with the safety supervisor ($T_n \geq 7$), the MARL can run without collisions in all traffic modes, while the baseline method has a collision rate of 0.07 and 0.16 for Medium and Hard traffic densities, respectively. It is clear that with only a short prediction horizon, e.g., $T_n = 3$ or 6, the MARL is still failed under challenging cases. For example, the agents still have 0.03 collision rate in the Hard traffic mode when choosing $T_n = 6$. The reason is that if $T_n$ is too small, the safety supervisor is “short-sighted” and can lead to no feasible solutions after only a few steps. However, if we further increase $T_n$ (e.g., $T_n = 10, 12, 14$), the collision rate may increase, as discussed in Remark 2 in Section IV-B, due to the uncertainty propagation in a longer time window. Also, the average speed will decrease since the CAVs need to behave carefully to guarantee safety in a large time horizon. With a reasonable $T_n$ (e.g., 7, 8), the average speed indicates that the safety supervisor leads to higher traffic efficiency. In all traffic modes, the safety supervisor always leads to higher average speed while lower collision rate. For example, the best average speed for the Easy traffic mode is achieved by baseline + $T_n = 8$ (27.72 m/s) compared to the baseline method (23.52 m/s). It is noted that the baseline method has a lower average speed in the Medium traffic mode than the Hard traffic mode, which is not consistent with the methods that employ the safety supervisor. Our observation is that the CAVs (in the baseline) often behave conservatively and hesitate to speed up or slow down to let the merging vehicles merge to avoid traffic congestion, which is the main reason causing traffic inefficiencies. In contrast, with the designed safety supervisor, traffic inefficiencies are largely improved and this situation is minimized. As expected, the inference time increases as the prediction horizon increases. With reasonable computation power in the infrastructure, it is expected that the algorithm can be implemented in real-time.

### D. Comparison With State-of-the-Art Benchmarks

In this subsection, we compare the proposed method with several state-of-the-art MARL benchmarks, MAA2C, MAPPO, and MAACKTR as mentioned in Section II, as well as an improved model predictive control (MPC) method [13], [63]. The dynamics, cost function, and constraint ingredients of the improved MPC approach are illustrated in the Appendix. All the MARL benchmarks are implemented by
Fig. 11. Training curves for the n-step priority-based safety supervisor.

Fig. 12. Average speed during training for the n-step priority-based safety supervisor.

TABLE II

| Scenarios | Metrics          | bs + Tn = 3 | bs + Tn = 6 | bs + Tn = 7 | bs + Tn = 8 | bs + Tn = 9 | bs + Tn = 10 | bs + Tn = 12 | bs + Tn = 14 |
|-----------|------------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Easy Mode | collision rate    | 0           | 0           | 0           | 0           | 0           | 0           | 0           | 0           |
|           | avg. speed       | 23.53       | 25.12       | 25.38       | 25.27       | 27.72       | 27.50       | 25.89       | 25.82       | 25.74       |
|           | infin. time      | 4.90        | 7.62        | 8.30        | 8.93        | 10.07       | 11.08       | 12.62       | 14.71       |
| Medium Mode | collision rate | 0.07         | 0.03        | 0.01        | 0           | 0           | 0           | 0           | 0           |
|           | avg. speed       | 20.30       | 24.22       | 24.61       | 24.13       | 24.08       | 24.19       | 23.74       | 24.35       | 24.13       |
|           | infin. time      | 14.75       | 14.64       | 16.78       | 17.55       | 19.40       | 21.29       | 23.22       | 26.89       |
| Hard Mode | collision rate   | 0.16        | 0.14        | 0.03        | 0           | 0           | 0           | 0.03        | 0.05        | 0.05        |
|           | avg. speed       | 21.71       | 22.52       | 22.56       | 22.58       | 22.73       | 23.01       | 22.52       | 21.31       | 21.83       |
|           | infin. time      | 14.75       | 23.13       | 25.69       | 28.13       | 31.45       | 35.93       | 39.43       | 50.13       |

Fig. 13. Training curves comparison between the proposed MARL policy (baseline (bs) + Tn = 8) and 3 state-of-the-art MARL benchmarks.

sharing parameters among agents to deal with dynamic numbers of agents and using the global reward and the discrete action space. Specifically, MAA2C [38] implements a context-aware multi-agent actor-critic algorithm with a centralized critic network using an expected update. MAACKTR [41] optimizes the trust region with the Kronecker-factored approximate curvature [64] (K-FAC). MAPPO [65] improves the MARL framework by adopting common practices such as Generalized Advantage Estimation (GAE) [66], advantage normalization, and value clipping.

Fig. 13 shows the evaluation results during training for all the MARL algorithms. The proposed method (baseline + Tn = 8) consistently outperforms the benchmarks in all traffic levels. The proposed method shows an even greater advantage in terms of sample efficiency and training performance in the Hard mode over the benchmarks. Fig. 14 shows the proposed method has relatively higher average training speeds which lead to high training efficiency.

After training, all algorithms for each traffic density are tested over three random seeds for 30 epochs, and the resulting
average collision rates and vehicle speeds are presented in Table III. The test results demonstrate that the proposed method achieves no collision and higher efficiency compared to other benchmark algorithms. Specifically, MAPPO exhibits excellent performance in the Easy traffic mode, with a zero collision rate, and a relatively low collision rate (0.02) in the Medium traffic mode. However, it demonstrates a high collision rate (0.34) in the Hard traffic mode as it exhibits frequent sudden speed changes as illustrated in Figs. 13 and 14, causing HDVs little room to respond. On the other hand, MAA2C and MAACKT, lacking safety checks, fail in the on-ramp merging tasks across all traffic scenarios, representing high collision rates. It is noteworthy that, due to the discrepancy between the exact dynamics used in the highway simulator environment and our model used in MPC, along with the uncertainties injected in the simulator, the MPC can still lead to collisions (0.03, 0.03, and 0.40 collision rate in the Easy, Medium, and Hard traffic modes, respectively).

Another observation is on the impact of system complexity on the reliability/performance of model-based methods: when the number of vehicles grows, the merging problem becomes more difficult due to increased model mismatch (system state dimension is higher with more vehicles), and MPC finds it harder to obtain a collision-free policy for on-ramp merging of CAVs. This shows an advantage of model-free approaches that do not rely on explicit models. Another consideration for the model-based MPC implementation is the requirement for powerful computational resources to support the extensive online computations. This is especially significant for the on-ramp merging problem that involves nonlinear dynamics, and a nonlinear program must be solved at each time step in order to calculate the control input, requiring significant onboard computation power. In contrast, our RL-based approach requires much less computational capability [67].

### Table III

| Scenarios | Metrics | MPC | MAA2C | MAACKT | MAPPO | baseline + $T_n = 8$ |
|-----------|---------|-----|-------|--------|-------|---------------------|
| Easy Mode | collision rate | 0.03 | 0.02  | 0.08   | 0     | 0                   |
|           | avg. speed [m/s] | 22.05 | 21.00 | 24.71  | 25.70 | 25.72              |
| Medium Mode | collision rate | 0.03 | 0.08  | 0.12   | 0.02  | 0                   |
|           | avg. speed [m/s] | 19.67 | 19.33 | 21.94  | 24.00 | 24.08              |
| Hard Mode | collision rate | 0.40 | 0.52  | 0.18   | 0.34  | 0                   |
|           | avg. speed [m/s] | 21.02 | 19.68 | 18.19  | 22.41 | 22.73              |

---

**Fig. 15.** Frames show the learned policy. The below figure shows the corresponding speed of the AVs.

**E. Policy Interpretation**

In this subsection, we attempt to interpret the learned AV behaviors. As an example, Fig. 15 shows the snapshots at time steps 25, 37, and 50, as well as the speeds of agents 2-4. It can be observed that at the time step 25, vehicle 2 starts to slow down and makes space for vehicle 3 to merge. Vehicle 3 accelerates to merge while keeping an adequate distance headway with vehicle 1. Then vehicle 3 successfully merges into the through lane and starts to speed up at time step 37. At the same time, vehicle 2 still keeps a low speed to keep a safe headway distance to vehicle 3. At the time 50, vehicle 2 speeds up while keeping a lower speed than vehicle 3.
to maintain a safe distance headway. Similar patterns are also observed in vehicle 4.

**F. Multiple Through-Lane Case**

In this subsection, we demonstrate the proposed approach in more challenging multiple through-lane cases illustrated in Fig. 7(b) where vehicles are allowed to change lanes in the through lanes. As shown in Section III-A, we formulated the on-ramp merging as a partially observable Markov decision process (POMDP) $\mathcal{M}_G$, which can be described by the following tuple $((\mathcal{A}, \mathcal{S}, \mathcal{R})_{i \in \mathcal{V}}, T)$. In this setting, the action state $\mathcal{A}$ is extended to the multiple through-lane cases without changes, while the state space is slightly modified to accommodate more surrounding vehicles. Specifically, the observation space (the number of observable neighboring vehicles) is determined by the parameter $N_{\mathcal{N}}$. For the multiple through-lane case, we choose a larger $N_{\mathcal{N}} = 8$ ($N_{\mathcal{N}} = 5$ in the single through-lane case). For the priority-based safety supervisor, we also extend it to the multi-lane case without any changes.

For the reward function, we first tried to use the original reward design but we then found that the ego vehicles often conducting unnecessary and frequent lane changes which lead to unsafe driving (a demo on frequent lane changes at https://drive.google.com/file/d/1dO8xPCwlXVrgQFM_xwqscRazoId5kfs4/view?usp=sharing). Therefore, we added one more metric $r_l$ and use the following revised reward function:

$$r_{l,i} = w_{c} r_{c} + w_{s} r_{s} + w_{h} r_{h} + w_{m} r_{m} + w_{l} r_{l},$$  \hspace{1cm} (14)

where $w_{c}, w_{s}, w_{h}, w_{m}$ and $w_{l}$ are positive weighting scalars corresponding to collision evaluation $r_{c}$, stable-speed evaluation $r_{s}$, headway time evaluation $r_{h}$, merging cost evaluation $r_{m}$, and lane-changing evaluation $r_{l}$, respectively. The added lane-changing evaluation $r_{l}$ is to penalize unnecessary and frequent lane changes to avoid oscillatory driving following the designs in [68]. Here, $r_{l}$ is defined as:

$$r_{l} = \begin{cases} 
-1, & \text{if change lanes;}
0, & \text{otherwise.} 
\end{cases} \hspace{1cm} (15)$$

To further demonstrate the flexibility and effectiveness of the proposed MARL framework, we implemented the aforementioned multiple through-lane cases in the highway environment. Fig. 16 shows that our approach can be easily extended to the multiple through-lane cases and achieves good performance. Table IV shows the evaluation performance on the multi-lane scenarios. As expected, the proposed approach achieves the best performance among the MARL benchmarks in terms of the lowest collision rate. Overall, MAPPO, MAA2C, and MAACKTR achieve better performance in terms of lower collision rate than the single through-lane case since there is an extra through lane providing more operating space for the CAVs. However, nearly all MARL algorithms achieve relatively lower average speeds in the multi-lane case than in the single-lane case due to more complicated traffic scenarios with more CAVs and HDVs. It is noted that MAA2C learns a suboptimal policy in the Medium traffic mode, representing the lowest average speed due to conservative operations. Since it is a very involved task to apply MPC approaches to the multi-through lane cases considering the complicated system modeling, we will leave it for future work. The demo video and code for the multiple through-lane scenarios can be found at https://github.com/DongChen06/MARL_CAVs/tree/multi-lane.

| Scenarios   | Metrics          | MAA2C | MAACKTR | MAPPO | baseline + $T_n = 8$ |
|------------|------------------|-------|---------|-------|---------------------|
| Easy Mode  | collision rate   | 0     | 0.03    | 0     | 0                   |
|            | avg. speed [m/s] | 19.78 | 22.71   | 23.07 | 23.53               |
| Medium Mode| collision rate   | 0.03  | 0.07    | 0.03  | 0                   |
|            | avg. speed [m/s] | 15.16 | 20.07   | 19.59 | 21.05               |
| Hard Mode  | collision rate   | 0.40  | 0.27    | 0.10  | 0                   |
|            | avg. speed [m/s] | 22.04 | 21.60   | 19.65 | 20.95               |

**VI. CONCLUSION AND DISCUSSIONS**

In this paper, we formulated the problem of on-ramp merging in a mixed-traffic as an on-policy MARL, and we developed an efficient MARL algorithm featuring action masking, local reward design, curriculum learning, and parameter sharing. A novel priority-based safety supervisor was also developed to enhance safety, improve learning efficiency, and increase traffic throughput. Comprehensive experiments were conducted to compare with several state-of-the-art algorithms, which showed that the proposed approach consistently outperformed the benchmark approaches in terms of training efficiency and collision rate.
In future work, we plan to investigate how to fill the gap between simulations and real-world implementations. The initial exploration in general RL training may lead to undesired system behavior and sometimes can even cause crashes in a real-world deployment. For such systems, safety during the exploration can be enhanced by exploiting the dynamic information of the system to limit the exploration actions within an admissible range, see e.g., our previous work [46] as well as others [69], [70] for safe RL algorithms. Before real-world implementations, the policy network is necessary to be trained in high-fidelity simulations until sufficiently good performance is achieved, which can also significantly reduce the number of risky explorations. Also, it needs to pass various tests before field deployment for safety and robustness. Once the policy is deployed on the ego vehicles, periodical updates and maintenance should be conducted to improve the model performance in unseen scenarios. Interested readers are referred to an extensive survey on sim-to-real paradigms for reinforcement learning [71]. Therefore, we will develop a more realistic simulation environment by incorporating data from real-world traffic systems to better fill the sim2real gap.

On the other hand, in this paper, the built-in lane-changing behavior of HDVs in the Highway simulator [61] is governed by the Minimizing Overall Braking Induced by Lane change (MOBIL) model [52], which is not suitable for highway on-ramp scenarios since the HDVs are not aware of the merging end in the MOBIL model. As a result, sometimes, the HDVs may incur unexpected delays on the ramp, see the video demo (blue: CA Vs, green: HDVs) at https://drive.google.com/file/d/1mWFgZrsX4bbs0M-D-fmLQ_oK5V7OwjWU/view?usp=sharing. Therefore, in future work, we will also incorporate more comprehensive human driver models so that HDV motions can be more accurately predicted and the overall traffic statistics (e.g., throughput, queue, and delay on the ramp) can be studied.

APPENDIX

In this paper, we compared our proposed MARL approach with a model-based control strategy, i.e. Model Predictive Control (MPC). In this regard, we mainly adopted the MPC problem formulation proposed in [13] and [63] for the highway on-ramp merging problem. To capture the vehicle interactions and dynamics in the highway simulator environment, we improved the MPC implementation in [13] and [63] following the specifications:

1) The following elements are employed in our problem formulation to simulate vehicle dynamics.
   - Kinematic Bicycle Model [53] is used for vehicle kinematics instead of the point mass model used in [13] and [63].
   - For longitudinal behavior of HDVs, the acceleration of the HDVs is given by the Intelligent Driver Model (IDM) from [51]. For lateral behavior, the discrete lane change decisions of HDVs are modeled by the Minimizing Overall Braking Induced by Lane change (MOBIL) model [52].
   - The CAVs control inputs are the steering angle and the acceleration. This could be translated to a high-level decisions (i.e. faster, slower, idle, left-lane) similar to the action space used in the MARL framework.

2) The cost function is made up of the following components:
   - Collision avoidance term (i.e., Eq. 8 in the reference [13]) in the cost function is adopted.
   - To bound the available moving area for vehicles, a cost term similar to Eq. 13 and Eq. 14 in [13] is incorporated in the cost function.
   - The nominal path for the merging CAVs is defined based on the geometry of the on-ramp lane and the main lane, similar to Eq. 3 in [13].
   - To make vehicles run as closely as possible at their desired speed, a term similar to Eq. 15 in [13] is included in the cost function.

3) Hard constraints on the acceleration and steering angle are considered.

A Nonlinear MPC problem is formulated and implemented following the above descriptions, with the results shown in Table III. The detailed implementation of the MPC approach is open-source and can be accessed at: https://github.com/DongChen06/MARL_CAVs/tree/MPC_Merging.
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