Coexistence of ferromagnetism and superconductivity: The role of kinetic interactions, kinetic correlations, and external pressure
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1. Introduction

In the last few years materials have been found where superconductivity (SC) coexists with ferromagnetism (F) within the same electron band. These two cooperative phenomena are mutually antagonistic because superconductivity is associated with the pairing of electron states related to time-reversal, while in the magnetic states the time-reversal symmetry is lost, and therefore there is strong competition between them. However, Ginzburg [1] has pointed out the possibility of this coexistence under the condition that the magnetization is smaller than the thermodynamic critical field multiplied by susceptibility of a given material. Matthias and co-workers [2] demonstrated that a very small concentration of magnetic impurities was enough to completely destroy superconductivity when ferromagnetic ordering was present. There are also results showing the coexistence between magnetic ordering and superconductivity in a family of hybrid ruthenate–cuprate compounds such as RuSr₂GdCu₂O₈. This compound exhibits a ferromagnetic order at a rather high Curie temperature \( T_C = 133–136 \text{ K} \), and becomes superconducting at a significantly lower critical temperature \( T_{SC} = 15–40 \text{ K} \) [8].

Recently the so-called ferromagnetic superconductors were discovered, which exhibit simultaneously the ferromagnetic and a spin triplet superconducting phase modified by external pressures.

We use the Hubbard type model to describe the coexistence between superconductivity (SC) and ferromagnetism (F). Our Hamiltonian contains single-site and two-site interactions. All inter-site interactions will have included the inter-site kinetic correlation: \( \langle c_i^+ c_j \rangle \) within the Hartree–Fock approximation. To obtain the SC transition temperature \( T_{SC} \) and Curie temperature \( T_C \) we use the Green’s functions method. The numerical results show that the singlet SC is eliminated by F, but the triplet SC is either enhanced or depleted by F, depending on the carrier concentration and direction of a superconducting spin pair with respect to magnetization. The kinetic correlation is capable of creating superconductivity. We find that the ferromagnetism created by change of the bandwidth can coexist with singlet superconductivity. In the case of triplet superconductivity the ferromagnetism creates different critical SC temperatures for the A₁ and A₂ phase (the pair’s spin parallel and antiparallel to magnetization, respectively).
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To these ferromagnetic superconductors we include UGe$_2$ [9,10], URhGe [11], and ZrZn$_2$ [12]. Their Curie temperature is much higher than the critical superconducting temperature, and the superconductivity exists only in the presence of ferromagnetism. Both states: ferromagnetism and superconductivity are formed by the same electrons. In UGe$_2$ and URhGe these are SF electrons on U atoms, and in ZrZn$_2$ these are 4$d$ electrons of Zr atoms.

The theoretical possibility of ferromagnetism coexisting with the triplet parallel spins superconductivity was suggested by Fay and Appel for ZrZn$_2$ [13], while the coexistence of F with singlet superconductivity was theoretically developed by Fulde and Ferrell [14], and Larkin and Ovchinnikov [15]. Further theoretical development took place after finding experimental evidence for the coexistence of triplet SC with F (see e.g. [16,17,19]).

In this paper we propose the model describing coexistence of ferromagnetism and superconductivity which is based upon the kinetic interactions $\Delta t$ and $\omega_m$ and the inter-site kinetic correlation $l_s = (c_{i\sigma}^\dagger c_{j\sigma})$. It was shown [20–22] that the ferromagnetic order can be created in two ways: (i) due to mutual shift of majority and minority spin bands, as in the Stoner model, (ii) due to a change in the bandwidth of the spin bands. The first case leads to decrease of potential energy of the system, and the second one leads to lowering of the kinetic energy. The kinetic interactions give rise to both of these mechanisms in creating the ferromagnetic state. They were also used in describing the superconductivity [23–29]. Hirsch and Marsiglio [23,24] and Micnas et al. [26] have shown that the interaction $\Delta t$ leads to s-wave singlet superconductivity in a less then half-filled band system. Aligia and co-workers have demonstrated [27,28,30] that the interaction $\omega_m$ can give rise to both: singlet superconductors with s-wave and d-wave symmetries [27,28] and triplet superconductors with p-wave symmetry [30].

The paper is organized as follows. In Section 2 we have formulated the model Hamiltonian and Green's functions technique. In Section 3 we examine the possibility of the coexistence between singlet superconductivity and ferromagnetism. We show the dependence of Curie temperature according to [32], can be expressed as

$$\Delta t = t - t_1 - t_2, \quad \omega_m = t - t_1 + t_2$$

where $t_1$ and $t_2$ are the hopping inhibiting factors

$$t_1/t = S_1 \quad \text{and} \quad t_2/t = S_2,$$

and $S_1$ and $S_2$ are the hopping inhibiting factors

$$t_1/t = S_1 \quad \text{and} \quad t_2/t = S_2,$$

$$t_1 \quad \text{and} \quad t_2 \quad \text{are}$$

the electron hopping energies in the presence of one and two electrons with opposite spin, respectively.

After applying the modified Hartree–Fock approximation (H–F), in which the inter-site kinetic correlation $(c_{i\sigma}^\dagger c_{j\sigma})$ is included for all inter-site interactions, we obtain the following simplified Hamiltonian (see §6 of Ref. [32])

$$H = H_0 + H_{\text{OSP}} + H_{\text{ESP}}.$$ (4)

The Hamiltonian $H_0$ is the kinetic energy with added molecular field

$$H_0 = \sum_{\sigma} \left( t_{\sigma} c_{i\sigma}^\dagger c_{j\sigma} - \sum_{l\sigma} (H_0 - M_0) n_{l\sigma} \right),$$ (5)

where the effective hopping interaction is $t_{\sigma} = tb^\sigma$, the bandwidth modification factor has the form

$$b^\sigma = 1 - \frac{1}{2} \left[ 2\Delta n_{t\sigma} - 2t_{\sigma} (n_{t\sigma}^2 - l_{t\sigma}^2 - 2l_{t\sigma} - |A_0|^2 - |A_0^0|^2) + |A_0^0|^2 \right],$$ (6)

and the spin-dependent modified molecular field is given by

$$M_0 = Un_{t\sigma} - 2\Delta n_{t\sigma} - 2\Delta t_{\sigma} = 2t_{\sigma} (n_{t\sigma}^2 - l_{t\sigma}^2) + A_0^0 A_0^\dagger - A_0 A_0^\dagger,$$ (7)

where $z$ is the number of nearest neighbors.

The electron occupation number used above is $n_{t\sigma} = (c_{i\sigma}^\dagger c_{i\sigma})$ and the Fock's parameter, proportional to the kinetic energy, is given by $l_{t\sigma} = (c_{i\sigma}^\dagger c_{i\sigma})$. The bandwidth change factor $b^\sigma$ includes the following averages

$$A_0 = \frac{1}{2} \sum_{\sigma} \sigma (c_{i\sigma}^\dagger c_{i\sigma}), \quad A_0^0 = \frac{1}{2} \sum_{\sigma} \sigma (c_{i\sigma}^\dagger + c_{i\sigma} - h.c.),$$ (8)

where $h = j - i$ is the difference of lattice indices for the nearest neighboring atoms in a given direction, $A_0$ and $A_0^0$ are the single-site and inter-site singlet superconducting parameters, and $A_0^0$ is the inter-site equal spin triplet superconducting parameter.

The next two terms of the Hamiltonian [4], $H_{\text{OSP}}$ and $H_{\text{ESP}}$, are related to the opposite spin pairing (OSP) and equal (parallel) spin pairing (ESP), respectively. The OSP term describes the singlet SC with the total spin being 0 and the triplet SC with total spin 1 (in units of $h$) and its projection being 0 (see [33]). This term is given by

$$H_{\text{OSP}} = \sum_{\sigma} a_1 (c_{i\sigma}^\dagger c_{i\sigma}^\dagger + h.c.) + \sum_{\sigma} a_2 (c_{i\sigma}^\dagger c_{j\sigma}^\dagger - c_{i\sigma}^\dagger c_{j\sigma}^\dagger + h.c.),$$ (9)

where

$$a_1 = |U| + 2t_{\sigma} (l_{i\sigma} + l_{j\sigma}) |D_0^0| + 2\Delta t - \omega_m |A_0^0|^2,$$ (10)

$$a_2 = (\Delta t - \omega_m) |D_0^0| + \frac{1}{2} |U| + 2t_{\sigma} (l_{i\sigma} + l_{j\sigma}) |A_0|^2,$$ (11)

$$a_3 = \frac{1}{2} |U| + 2t_{\sigma} (l_{i\sigma} + l_{j\sigma}) |A_0^0|^2,$$ (12)
and
\[ A^{(1)}_k = \sum \frac{\sigma(\epsilon_{\text{e}h} - \epsilon_{\text{e}k})}{2} \] (13)
is the inter-site opposite spin triplet superconducting parameter.

The ESP term describes the triplet SC with total spin 1, its projection being ±1 [33], and is given by
\[ H_{\text{ESP}} = \frac{1}{2} \sum_{\sigma} (J - 4t_\sigma) |D_k^{(1)} \rangle \langle D_k^{(-1)}| + h.c. \] (14)

Transforming Hamiltonian (4) into the momentum space we obtain
\[ H = \sum_k \epsilon_k \hat{n}_k - \sum_k \left( (A_k^{(1)} + A_k^{(2)}) \epsilon_k^+ \epsilon_k^+ + \text{h.c.} \right) \] (15)
\[ \epsilon_k = \epsilon_0 \delta^{(2)} - \mu \] (16)
is the spin dependent modified dispersion relation, \( \epsilon_0 \) is the unperurbed dispersion relation which has the following form
\[ \epsilon_k = -\frac{1}{2} \sum \epsilon_{\text{e}}.h. \] (17)

where \( \mathbf{h} = \mathbf{r}_i - \mathbf{r}_j \) is pointing to the nearest neighbors lattice sites.

The singlet superconductivity energy gap \( A_{kS}^{(1)} \) is the Fourier transformation of the first two terms in the Hamiltonian (9). It is symmetric, \( A_{kS}^{(1)} = A_{-kS}^{(1)} \), and is given by the relation
\[ A_{kS}^{(1)} = d_0 + d_1 A_{kS}^{(1)} + d_2 A_{kS}^{(2)} \] (18)

where
\[ d_0 = -\frac{1}{2} (U + 2\Delta t_\sigma(l + I_i) |d_0 - 2\epsilon_0 \Delta t_\sigma n) \] (19)
\[ d_1 = -\Delta t_\sigma (l + I_i) \]
\[ d_2 = -\frac{1}{2} [U + 2\Delta t_\sigma (l + I_i)] \]

The momentum independent gap parameter above is given by a Fourier transformation of \( \epsilon_0 \) to momentum space
\[ A_0 = \frac{1}{2 N \sigma} \sum_{\sigma} \sigma(\epsilon_{\text{e}h} - \epsilon_{\text{e}k}) \] (20)

and the momentum dependent gap parameters are given as
\[ A_{kS}^{(1)} = d_0 \sum \sigma(\epsilon_{\text{e}h} + \epsilon_{\text{e}k}) \] (21)

The opposite spin triplet energy gap \( A_{kT}^{(1)} \) is the Fourier transformation of the third term in the Hamiltonian (9), it is antisymmetrical, \( A_{-kT}^{(1)} = -A_{kT}^{(1)} \), and is given by
\[ A_{kT}^{(1)} = \frac{1}{2} \sum \sigma(\epsilon_{\text{e}h} - \epsilon_{\text{e}k}) \] (22)

where
\[ d_3 = \frac{1}{2} (J - 2\Delta t_\sigma (l + I_i)) \] (23)

and
\[ A_{kT} = \sum \sigma A_k^{(1)}(\epsilon_{\text{e}h} - \epsilon_{\text{e}k}) \] (24)

The triplet superconducting ordering parameter for parallel spins is denoted by \( A_k^x \) and it is the Fourier transformation of \( A_k^x \) from (8). It is given by the relation
\[ A_k^x = d_4 A_{kT} \] (25)

where
\[ d_4 = \frac{1}{2} (J + 4t_\sigma l + I_i) \] (26)

and
\[ A_{kT} = \sum \sigma A_k^{(1)} e^{\mathbf{k} \cdot \mathbf{h}} \] (27)

The Hamiltonian (15) will be analyzed using Green's functions technique. The Green's function \( \langle A, B \rangle \) satisfies the following equation of motion
\[ \epsilon \langle A, B \rangle = \langle A, B \rangle + \langle [A, H], B \rangle \] (28)

Using Hamiltonian (15) in the equation above we obtain a set of equations, which can be written as
\[ \begin{pmatrix}
\epsilon - \epsilon_k & 2 A_k^x & A_k^{(+1)} & A_k^{(-1)} \\
0 & \epsilon - \epsilon_k & -A_k^{(+1)} & A_k^{(-1)} \\
-2 A_k^{(+1)} & -A_k^{(+1)} & \epsilon + \epsilon_k & 0 \\
A_k^{(+1)} & A_k^{(-1)} & -2 A_k^{(+1)} & \epsilon + \epsilon_k \\
\end{pmatrix}
\] (29)

where \( \mathbf{I} \) is the unity matrix and the Green's functions matrix has the form
\[ \mathbf{G}(k, \epsilon) = \begin{pmatrix}
\langle \langle C_k ; C_{-k} \rangle \rangle & \langle \langle C_k ; C_{-k} \rangle \rangle & \langle \langle C_k ; C_{-k} \rangle \rangle & \langle \langle C_k ; C_{-k} \rangle \rangle \\
\langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle \\
\langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle \\
\langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle & \langle \langle C_{-k} ; C_k \rangle \rangle \\
\end{pmatrix} \] (30)

Using the symmetry properties of the order parameter we can rewrite Eq. (29) in the following form
\[ \begin{pmatrix}
\epsilon - \epsilon_k & 0 & 2 A_k^x & A_k^{(+1)} + A_k^{(-1)} \\
0 & \epsilon - \epsilon_k & -A_k^{(+1)} + A_k^{(-1)} & 2 A_k^x \\
2 A_k^{(+1)} & -A_k^{(+1)} + A_k^{(-1)} & \epsilon + \epsilon_k & 0 \\
A_k^{(+1)} - A_k^{(-1)} & 2 A_k^x & -2 A_k^{(+1)} & \epsilon + \epsilon_k \\
\end{pmatrix}
\] (31)

In further analysis we will consider separately, the coexistence of ferromagnetism with the singlet, and with the ESP triplet superconductivity.

3. Coexistence of ferromagnetism and singlet superconductivity

In this case the energy gaps in Eq. (31) are \( A_0^x = 0, A_1^x = 0 \), and \( A_{kS}^x = 0 \) is given by Eq. (18). These assumptions simplifies the Green's functions \( \mathbf{G}(k, \epsilon) \). Using in Eq. (8) the Zubarev's relation [34,35] for the average of the operators' product, and the Green's functions \( \mathbf{G}(k, \epsilon) \) from Eq. (31), we calculate the on-site superconductivity parameter \( A_0 \)
\[ A_0 = \frac{1}{2} \sum \sigma \langle \sigma_{\text{e}h} \sigma_{\text{e}k} \rangle = \frac{1}{2 N \sigma} \sum \sigma \langle \sigma_{\text{e}h} \sigma_{\text{e}k} \rangle \] (32)
and the inter-site superconductivity parameter \( A_h^x \)
\[ A_h^x = \frac{1}{2} \sum \sigma \langle \sigma_{\text{e}h} \sigma_{\text{e}k} \rangle = \frac{1}{2 N \sigma} \sum \sigma \epsilon_{\text{e}h} \sigma_{\text{e}k} \] (33)
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To solve the above equations we obtain functions \( \langle c_k^a; c_{-k} \rangle \) and \( \langle c_k^a; c_k^b \rangle \) from Eq. (31). They have the following forms

\[
\langle c_k^a; c_{-k} \rangle = -\frac{A_{12}^k}{(\theta - \theta_0^k)(\theta + \theta_0^k) - (A_{11}^k)^2},
\]

and

\[
\langle c_k^a; c_k^b \rangle = -\frac{A_{12}^k}{(\theta - \theta_0^k)(\theta + \theta_0^k) - (A_{11}^k)^2}.
\]

Inserting these functions to Eqs. (32) and (33) we obtain

\[
\lambda_0 = -\frac{1}{2N} \sum_k \frac{A_{12}^k}{\theta_0^k} \int f(\theta) \text{Im} G(k, \theta - \theta_0^k) G(k, -\theta - \theta_0^k) d\theta,
\]

and

\[
\lambda_0^S = -\frac{1}{2N} \sum_k \frac{A_{12}^k}{\theta_0^k} \int f(\theta) \text{Im} G(k, \theta - \theta_0^k) G(k, -\theta + \theta_0^k) d\theta,
\]

where

\[
G(k, \theta) = \frac{1}{\theta - E_k}, \quad E_k = \sqrt{\theta_0^k + (A_{11}^k)^2},
\]

\[
\theta_0^k = \frac{\theta_1^k + \theta_2^k}{2}, \quad \theta_1^k = \frac{\theta_0^k - \theta_0^k}{2},
\]

and \( \lambda_0^S \) is given by relations (18) and (19). The Fock's parameter appearing in Eq. (19) is the Fourier transformation of \( \langle c_0^a c_0^b \rangle \).

Based on the Zubarev's relation it can be calculated as

\[
\lambda_0^S = -\frac{1}{2N} \sum_k \left( \frac{1}{2} \sum_n \epsilon_n \right) \frac{A_{12}^k}{\theta_0^k} \int f(\theta) \text{Im} \left( \langle c_{k}^a; c_{-k}^b \rangle \right) d\theta.
\]

The above equations together with the equations for electron concentration and magnetization

\[
n = -\frac{1}{2N} \sum_k \frac{1}{\pi} \int f(\theta) \text{Im} \left( \langle c_k^a; c_k^b \rangle \right) \theta d\theta,
\]

\[
\theta = -\frac{1}{2N} \sum_k \frac{1}{\pi} \int f(\theta) \text{Im} \left( \langle c_k^a; c_k^b \rangle \right) \theta d\theta,
\]

constitute the set of self-consistent equations for parameters of fermomagnetic and superconducting states.

The parameters \( \lambda_0 \) and \( \lambda_0^S \) described by Eqs. (36) and (37), can be calculated by the help of identity

\[
\frac{1}{\theta - \theta_0^k + i0} = P \frac{1}{\theta - \theta_0^k} - i\pi \delta(\theta - \theta_0^k),
\]

where \( P \) is the principal value of the integral and the symbol \( 0^+ \) stands for the infinitesimal positive value. As a result we obtain

\[
\lambda_0 = \frac{1}{4N} \sum_k A_{12}^k \left( \tanh \frac{E_k + \theta_0^k}{2k_BT} + \tanh \frac{E_k - \theta_0^k}{2k_BT} \right),
\]

\[
\lambda_0^S = \frac{1}{4N} \sum_k A_{12}^k \left( \tanh \frac{E_k + \theta_0^k}{2k_BT} + \tanh \frac{E_k - \theta_0^k}{2k_BT} \right),
\]

In a similar way we obtain from the Eqs. (41), (42), and (40) the following relations

\[
n = 1 - \frac{1}{2N} \sum_k \frac{\theta_0^k}{E_k} \left( \tanh \frac{E_k + \theta_0^k}{2k_BT} + \tanh \frac{E_k - \theta_0^k}{2k_BT} \right),
\]

\[
m = \frac{1}{2N} \sum_k \left( \tanh \frac{E_k + \theta_0^k}{2k_BT} - \tanh \frac{E_k - \theta_0^k}{2k_BT} \right),
\]

\[
I_\sigma = \frac{1}{2N} \sum_k \left( \frac{1}{2} \sum_n \epsilon_n \right) \left( \tanh \frac{E_k + \theta_0^k}{2k_BT} + \tanh \frac{E_k - \theta_0^k}{2k_BT} \right).
\]

Inserting Eqs. (44) and (45) into Eqs. (18) and (19), and using the above relations for carrier concentration, magnetization, and Fock's parameter, we can analyze the critical temperature versus carrier concentration for the singlet superconductors. The results are shown in Fig. 1. For simplicity it was assumed that

\[
I_\sigma = n_e (1 - n_e).
\]

Instead of Eq. (48). This result is strict for the constant density of states (DOS) at zero temperature.

The critical temperatures shown in Fig. 1 depend on all interactions appearing in the Hamiltonian (1). In these and future calculations we use the dispersion relation for the 2-dimensional simple cubic lattice. In this case the singlet superconductivity energy gap given by Eq. (18) is the sum of the s-wave \( (d_0) \) and d-wave \( (d_\sigma) \) terms given by the following expression

\[
\Delta_{12}^k = d_0 + d_\sigma (\cos k_x + \cos k_y) + d_n (\cos k_x - \cos k_y),
\]

where

\[
d_0 = -[U + 2\epsilon \sigma n(l_1 + l_1)]^1 \lambda_0 - 2\epsilon \Delta \tau_\sigma n^1 \lambda_0^S,
\]

\[
d_\sigma = -4\epsilon \Delta \tau_\sigma n^1 \lambda_0 - J + 2\epsilon \sigma n^1 (l_1 + l_1)^1 (\lambda_0^S - \lambda_0^S),
\]

and \( \lambda_0^S (\lambda_0^S) \) is the value of parameter \( \lambda_0^S \) in the x(y) direction, respectively.

The interactions driving the superconductivity, i.e. \( \Delta, \epsilon \), \( n \), and \( J \) are positive. For these parameters it is not possible to satisfy the last equation for \( d_\sigma \). As a result there is only the s-wave superconductivity (see e.g. [25, 26]) therefore in Fig. 1 we present only the possibility of coexistence between ferromagnetism and this type of superconductivity.

The sign of \( \Delta_{12}^k \) inside the Brillouin zone can change if \( d_0/d_\sigma > 0.5 \).

For the interaction parameters, carrier concentration and tempera-

\[
\text{Fig. 1. Dependence of critical superconducting temperature for the singlet superconductivity (solid line) and Curie temperature (dashed line) on carrier concentration } n. \text{ Dotted line shows the critical SC temperature vs. carrier concentration without ferromagnetism. Calculations were performed for } J = 0.0875D, U = 0.75D, \text{ and } D = 0.5 eV. \text{ The hopping inhibiting factors are } S_1 = 0.5 \text{ and } S_2 = 0.05.
\]
ture used in Fig. 1 this value is of the order of |\text{d} \varepsilon/\text{d} \varepsilon| \sim 2–3, therefore the sign of \text{d} \varepsilon/\text{d} \varepsilon changes depending on k in the Brillouin zone.

As can be seen from Fig. 1, the superconductivity created by kinetic interactions is not entirely pushed away by ferromagnetic ordering. In the interval of carrier concentrations around and below 1.5 superconductivity and ferromagnetism coexist together. The main driving force for the singlet superconductivity is the hopping interaction \Delta t. This interaction creates superconductivity by contributing to the negative pairing potential and also by decreasing the width of both spin sub-bands. The decrease of the majority spin sub-band width causes a gain in kinetic energy, which in turn creates a ferromagnetic state [22]. Such a ferromagnetic state, created by bandwidth changes, can coexist with the superconductivity [18]. This case is opposite to the effect of the band shift (i.e., Stoner model), which creates ferromagnetism but destroys superconductivity.

4. Coexistence of ferromagnetism and triplet equal spin pairing (ESP) superconductivity

The experimental evidence shows [36,37] that only the triplet parallel spins superconductivity can coexist with ferromagnetism within the same band of electrons. To explain this effect we assume in Eq. (31) that the opposite spins parameters are zero (\text{d} \varepsilon/\text{d} \varepsilon | \text{Dr}_I = 0 and \text{d} \varepsilon/\text{d} \varepsilon | \text{Dr}_J = 0) and we obtain the following relation

\[
\begin{bmatrix}
\text{e} - \text{e}_k^I & 0 & 2 \text{A}_k^I & 0 \\
0 & \text{e} - \text{e}_k^J & 0 & 2 \text{A}_k^J \\
2 \text{A}_k^I & 0 & \text{e} + \text{e}_k^I & 0 \\
0 & 2 \text{A}_k^J & 0 & \text{e} + \text{e}_k^J
\end{bmatrix}
\text{G}(k, \varepsilon) = 1,
\]

(52)

where the energy gap \text{d} \varepsilon is given by Eq. (25). In the case of 2-dimensional simple cubic lattice this parameter will take on the following form

\[
\text{d} \varepsilon = \text{d} \varepsilon_0 \sin k_x + \text{d} \varepsilon_0 \sin k_y,
\]

(53)

where

\[
\text{d} \varepsilon_0 = \{J + 4 \varepsilon \text{a}_1(1 - \varepsilon) \text{d} \varepsilon_0(\varepsilon).
\]

(54)

Solving Eqs. (52) and (25) in a similar way to the previous case, we obtain the following equations for the superconductivity

\[
\text{A}_k^\varepsilon = -\frac{1}{N} \sum_k \text{e}^\text{a} \text{h} \text{A}_k^\varepsilon \frac{1}{\pi} \int f(\varepsilon) \text{Im} \left[ \text{G}(k, \varepsilon) \text{G}^*(k, -\varepsilon) \right] d\varepsilon,
\]

(55)

where

\[
\text{G}^*(k, \varepsilon) = (\varepsilon - E_k^\varepsilon)^{-1}, \quad E_k^\varepsilon = \sqrt{(\varepsilon_0^\varepsilon)^2 + (2 \text{A}_k^\varepsilon)^2}.
\]

In the H–F approximation, the superconductivity equation takes on the following form

\[
\text{A}_k^\varepsilon = \frac{1}{N} \sum_k \text{e}^\text{a} \text{h} \text{A}_k^\varepsilon \frac{\text{E}_k^\varepsilon}{\text{E}_k^\varepsilon + \text{E}_k^\varepsilon} \text{tanh} \frac{\text{E}_k^\varepsilon}{2k_BT}.
\]

(57)

From expressions (41), (42), and (40), the equations for carrier concentration, magnetization, and Fock’s parameter can be calculated as

\[
n = 1 - \frac{1}{N} \sum_k \left( \frac{\text{e}_k^I}{\text{E}_k^I + \text{E}_k^I} \text{tanh} \frac{\text{E}_k^I}{2k_BT} + \frac{\text{e}_k^J}{\text{E}_k^J + \text{E}_k^J} \text{tanh} \frac{\text{E}_k^J}{2k_BT} \right),
\]

(58)

\[
m = \frac{1}{N} \sum_k \frac{\text{e}_k^I}{\text{E}_k^I + \text{E}_k^I} \text{tanh} \frac{\text{E}_k^I}{2k_BT} - \frac{\text{e}_k^J}{\text{E}_k^J + \text{E}_k^J} \text{tanh} \frac{\text{E}_k^J}{2k_BT},
\]

(59)

\[
I_\varepsilon = \frac{1}{2N} \sum_k \left( \frac{\text{e}_k^I}{\text{E}_k^I} \text{tanh} \frac{\text{E}_k^I}{2k_BT} \right).
\]

(60)

Equations (57)–(60) are a set of self-consistent complex equations describing the ESP superconductivity coexisting with ferromagnetism. From this set we can find the dependence of the critical temperatures on carrier concentration. The results are shown in Fig. 2 for the A1 phase (where only parallel to magnetization pairing occurs) and for the A2 phase (where antiparallel to magnetization pairing exists).

For the superconducting effect without ferromagnetism the dependence of critical superconducting temperature on carrier concentration is determined by two factors: pairing potential \text{d} \varepsilon given by Eq. (26) and the change in kinetic energy described by the bandwidth modification factor \text{b}^\varepsilon(n). Pairing potential \text{d} \varepsilon is symmetric with respect to n = 1, where it reaches its maximum value. For the parameters \text{J} = 0.0875D, \text{S}_1 = \text{S}_2 = 0.4, and \text{D} = 0.5 eV we obtain \text{b}^\varepsilon/\text{c} < 0 at n < 1.6 and \text{b}^\varepsilon/\text{c} > 0 at n > 1.6. The decrease of \text{b}^\varepsilon factor causes an increase of the critical temperature. The net result of both these effects gives the maximum of \text{T}_\varepsilon(n) around n = 1.25. When the inter-site correlations are not taken into account, \text{b}^\varepsilon(n) = \text{const}, then the dependence \text{T}_\varepsilon(n) is determined solely by pairing potential. As a result the maximum of the critical temperature is localized at n = 1 (see e.g. [25]).

At concentrations with nonzero magnetization: n < 1.23, we have different \text{T}_\varepsilon for A1 and A2 phases. This difference in \text{T}_\varepsilon(n) is determined mainly by \text{b}^\varepsilon/\text{c}(\text{fm}). For A2 phase the increase in magnetization causes a decrease of the bandwidth modification factor \text{b}^\varepsilon/\text{c}(\text{fm}) < 0 (see Fig. 3), that in effect increases the critical temperature. For A1 phase we have: \text{b}^\varepsilon/\text{c}(\text{fm}) > 0, and the decrease in \text{T}_\varepsilon. The second factor favoring A2 phase at n > 1 is the shift of Fermi level for the minority carriers towards the center of the band, where there are higher critical temperatures [25].

The difference between critical temperatures for A1 and A2 phases increases with the magnetization. This effect is visible in Fig. 4. Increasing Coulomb interaction U creates a growing exchange field in the H–F approximation, which induces increasing magnetization. This behavior was already reported by us [32]. Spalek and co-workers [38] have shown a similar effect of change in the superconducting gaps for A1 and A2 phases under an applied field.

5. Influence of external pressure on superconductivity and ferromagnetism

In the ferromagnetic ZrZn2 compound the ambient pressure level affects the Curie temperature. This compound has the quasi-
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linear dependence of both magnetic moment and Curie temperature on pressure. The experimental data are reported in Ref. [39].

In addition to the quasi-linear dependence there is a rapid drop of the magnetic moment at pressure $p_c = 16.5 \text{kbar}$, which seems to be the first-order phase transition. This transition may be caused by coupling between the long range itinerant magnetization modes and the weak particle-hole excitations. The coupling causes appearance of the non-analytical terms in free-energy near the phase transition point [40].

In the ZrZn$_2$ compound the superconducting phase coexists with ferromagnetism. For small pressures the superconducting critical temperature is about 100 times smaller than the Curie temperature.

To explain the pressure dependence of ferromagnetism and superconductivity we assume that the inter-site constants $t$ in the Hamiltonian (1) depend on the external pressure. As a result, the kinetic interactions $\Delta t_1$ and $t_{\sigma\sigma}$ will depend on pressure. They depend on $t(p)$ through Eq. (2) and on the hopping inhibiting factors $S_1$ and $S_2$, which are pressure dependent. The on-site Coulomb repulsion $U$ is assumed to be pressure independent.

To find the pressure dependence of the hopping integral we need the results for the effective mass $m'$ dependence on pressure [41].

\[
1 \frac{\partial m'}{m' \partial p} = -0.017 \pm 0.004 \text{kbar}^{-1},
\]

hence

\[
\frac{m'}{m_0} = 1.03(1 - Ap),
\]

where $m_0$ is the free electron mass and $A \approx 0.017 \pm 0.004 \text{kbar}^{-1}$.

Comparing the dispersion relation in the tight binding approximation at small $k$ with the expression for nearly free electrons: $e_k = \hbar^2 k^2 / 2m'$, one can obtain

\[
t = \frac{\hbar^2}{2m' a^2} - \frac{\hbar^2 m_0}{2m_0 a^2 m'}.
\]

Assuming for ZrZn$_2$ that lattice constant [36] $a = 7.393 \text{Å}$ and inserting Eq. (62) to Eq. (63) one obtains the relation [41]

\[
t(p) = \frac{t(0 \text{kbar})}{1 - Ap}.
\]

We assume the following pressure relations for the hopping inhibiting factors $S_1$ and $S_2$

\[
\frac{S_1(p)}{S_1(0 \text{kbar})} = \frac{S_2(p)}{S_2(0 \text{kbar})} = \frac{1}{1 - Bp},
\]

with parameter $B$ smaller than parameter $A$.

---

**Fig. 3.** Dependence of the bandwidth modification factor $b^*$ on magnetization $m$ for $n = 1.23$, $J = 0.0875D$, and $S_1 = S_2 = 0.4$.

**Fig. 4.** Dependence of the superconducting critical temperature $T_{SC}$ for A$_1$ and A$_2$ phase on the Coulomb interaction $U$ in the case of ESP for $n = 1.23$, $J = 0.0875D$, $S_1 = S_2 = 0.4$, and $D = 0.5 \text{eV}$.

---

**Fig. 5.** Dependence of (a) hopping integrals and (b) kinetic interactions on pressure. The following values were used: $A = 0.013 \text{kbar}^{-1}$, $B = 0.003 \text{kbar}^{-1}$, $S_1(0 \text{kbar}) = 0.35$, $S_2(0 \text{kbar}) = 0.25$, and $D(0 \text{kbar}) = 0.5 \text{eV}$.
Pressure dependence of $t$, $t_1$, $t_2$, and of the kinetic interactions $\Delta t$ and $t_{ex}$ is presented in Fig. 5a and b, for parameters $A = 0.013$ kbar$^{-1}$ and $B = 0.003$ kbar$^{-1}$.

Figs. 6 and 7 show the pressure dependence of the Curie temperature. Fig. 6 shows the dependence of $T_C(p)$ for different carrier concentrations. Hopping integral $t(p)$ is expressed by Eq. (64) and inhibiting factors $S_1$ and $S_2$ are assumed to be pressure independent. The results show a decrease of the Curie temperature with increasing pressure. The Curie temperature always drops to zero with pressure. The exception is at the half-filling concentration. The explanation is following: pressure increase causes an increase of the hopping integral which in turn causes an increase of the critical (minimal) exchange interaction necessary for ferromagnetism while the existing exchange interaction ($U$) remains constant. In Fig. 7 we show the dependence of $T_C(p)$ for different values of parameter $B$ in Eq. (65). At positive values of $B$ the decrease of $T_C$ with pressure is faster than at $B = 0$; at $B < 0$ we may have even an increase of $T_C$ with pressure.

Papers [36,42,43] show that ZrZn$_2$ has a triplet parallel spin SC. Therefore the calculations will be performed for the coexistence of F with triplet SC. They will be based on Eqs. (57)–(59) which give the triplet equal spin superconductivity gap, carrier concentration, and magnetization, respectively. The Fock’s parameter will be expressed by the simplified Eq. (49). At critical temperature we assume $\Delta t_S = 0$ in these equations. In Fig. 8 we present the dependence of $T_{SC}(p)$ in the A$_2$ phase at different values of parameter $B$. As shown in the previous Section, the critical temperature in the A$_2$ phase is higher than in the paramagnetic phase. For positive values of $B$ the critical temperature decreases with pressure, while for $B < 0$ it increases with pressure.

Fig. 9 shows the dependence of Curie ($T_C$) and superconducting ($T_{SC}$) critical temperatures on the pressure. We used the parameters: $A = 0.013$ and $B = 0.003$ kbar$^{-1}$, for which the hopping integrals and kinetic interactions increase with growing pressure (see Fig. 5a and b). On the other hand, the kinetic interactions expressed in the units of bandwidth: $t_{ex}/t$ and $\Delta t/t$, decrease with growing pressure (see Fig. 5b). In effect, both critical temperatures for superconductivity and ferromagnetism ($T_{SC}$ and $T_C$) decrease with pressure. This result is compatible with what was observed in ZrZn$_2$.

6. Conclusions

We have studied the possibility of coexistence between ferromagnetism and superconductivity within the framework of the extended Hubbard model. The main driving forces for these
pheno}}\textnormal{mena are the kinetic interactions: hopping $\Delta t$ and exchange hopping $t_{\text{ex}}$ interaction. We have analyzed these interactions using the mean-field approximation.}

In this work we do not take into account the antiferromagnetic state, although in the classical Hubbard model this state occurs near half-filling, but the additional parameters $j$ and $t_{\text{ex}}$ taken into account in our model favor the ferromagnetic state and impede the antiferromagnetic state. As a result the computed Néel's temperature is much smaller than the Curie temperature in the concentration range around half-filling. The numerical computations show that for the parameters of Fig. 1 near $n = 1$ temperature $T_N$ is about 400 K, while $T_C \approx 1400$K. At carrier concentrations, where the superconducting state occurs ($n \approx 1.25$), the Néel's temperature is also small compared to the Curie temperature, so the antiferromagnetic ordering can be ignored in our considerations. For the parameters $j$, $t_{\text{ex}}$, $\Delta t$, and $U$ used in Figs. 2–9 the antiferromagnetic state does not exist at all.

It was found that the hopping interactions influence ferromagnetism in two ways:

- by increasing the Stoner (exchange) field, which shifts the spin sub-bands with respect to each other. This effect depends on carrier concentration. There is no half-filled band symmetry ($n = 1$). The effect is strongest for smaller carrier concentrations and its strength decreases with increasing carrier concentrations.

- by modifying the bandwidth factor $b^*$, which depends on magnetization and carrier concentration. Decrease of $b^*$ increases DOS, which favors ferromagnetism. This is a mechanism for raising the ferromagnetism from a gain in kinetic energy rather than from a decrease in potential energy. The effect is in favor of ferromagnetism for carrier concentrations $n > 1$.

The kinetic interactions are also driving superconductivity. Singlet $s$-wave superconductivity is driven by the hopping interaction $\Delta t$, while the triplet superconductivity is driven by the exchange hopping interaction $t_{\text{ex}}$.

Analyzing the coexistence of ferromagnetism and the $s$-wave superconductivity we find that even weak ferromagnetism, if generated by the band shift, destroys the superconductivity. On the other hand the ferromagnetism created by a change of bandwidth can coexist with the singlet superconductivity.

In the case of triplet superconductivity the ferromagnetism creates different critical SC temperatures for the $A_1$ phase (where the pair's spin is parallel to magnetization) and for the $A_2$ phase (where the pair's spin is antiparallel to magnetization). With increasing magnetic moment the difference between both critical temperatures grows. This difference is caused by different bandwidths and different location of the Fermi level in spin sub-bands.

The influence of pressure on magnetism and superconductivity was analyzed based on the assumption that we have: $t(p)$, $S_1(p)$, and $S_2(p)$. An increase of kinetic interactions induced by pressure causes a decrease of the Curie temperature and also a change of critical temperature for triplet superconductivity.

The re-entrant phenomenon for ferromagnetism appears in the case of the tight binding 2-dimensional simple cubic density of states. The additional numerical computations show that the re-entrant phenomenon for ferromagnetism disappears when someone uses the semi-elliptic DOS. To explain the dependence of re-entrant phenomenon on the shape of the DOS one can use the expansion of susceptibility $\chi$ vs. temperature (see e.g. Fazekas Eq. (7)108 [441])

$$\chi = \frac{\rho(\omega_i) + \pi^2}{1} \times \left[ \rho'(\omega_i) - \frac{(\rho'(\omega_i))^2}{\rho(\omega_i)} \right] (k_B T)^2,$$

where $T$ is the temperature, $\mu_B$ is the Bohr's magneton, and $\rho(\omega)$ is the density of states on the Fermi level. The prime signs in the above equation denote the derivative of DOS with respect to energy.

According to this expansion the change of susceptibility with temperature depends on the sign of the square bracket at the Fermi energy. For the positive sign (the case of 2-dimensional simple cubic DOS) one has the re-entrant effect.

The re-entering superconductivity observed in the region of coexistence between superconductivity and ferromagnetism is caused by the re-entrant phenomenon for ferromagnetism, which was explained above.
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