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This paper presents a comparison of two methods for the forward uncertainty quantification (UQ) of complex industrial problems. Specifically, the performance of Multi-Index Stochastic Collocation (MISC) and adaptive multi-fidelity Stochastic Radial Basis Functions (SRBF) surrogates is assessed for the UQ of a roll-on/roll-off passengers ferry advancing in calm water and subject to two operational uncertainties, namely the ship speed and draught. The estimation of expected value, standard deviation, and probability density function of the (model-scale) resistance is presented and discussed obtained by multi-grid Reynolds averaged Navier-Stokes (RANS) computations. Both MISC and SRBF use as multi-fidelity levels the evaluations on different grid levels, intrinsically employed by the RANS solver for multi-grid acceleration; four grid levels are used here, obtained as isotropic coarsening of the initial finest mesh. The results suggest that MISC could be preferred when only limited data sets are available. For larger data sets both MISC and SRBF represent a valid option, with a slight preference for SRBF, due to its robustness to noise.

I. Introduction

Ship performance depends on design and operational/environmental parameters. The accurate prediction of significant design metrics (such as resistance and powering requirements; seakeeping, maneuverability, and dynamic stability; structural response and failure) requires prime-principles-based high-fidelity computational tools (e.g., computational fluid/structural dynamics, CFD/CSD), especially for innovative configurations and off-design conditions. These tools are generally computationally expensive, making the exploration of design and operational-uncertainty (such as in uncertainty quantification, UQ) spaces a technological challenge. The development and application of UQ methods for vehicle problems (including ships) were the subject of the NATO Science and Technology Organization, Applied Vehicle Technology group AVT-191 “Application of Sensitivity Analysis and Uncertainty Quantification to Military Vehicle Design,” where the UQ of a high-speed catamaran in irregular head waves was performed via both CFD computations [1, 2] and towing-tank experiments [3]. UQ methods for ship operational parameters are an essential element of reliability-based and robust design optimization for vessels sailing in real-world stochastic conditions [4].

The integration of UQ methods within stochastic design optimization procedures for vehicle problems was addressed in the AVT-252 group on “Stochastic Design Optimization for Naval and Aero Military Vehicles,” where the hull form of a naval destroyer was optimized for stochastic ocean conditions [5]. The group also addressed the application of several UQ methods (including multi-fidelity approaches) to an airfoil benchmark problem and the results were discussed in [6]. Finally, the application of multi-fidelity methodologies to the analysis and design of vehicles is addressed by the AVT-331 group on “Goal-Driven, Multi-Fidelity Approaches for Military Vehicle System-Level Design.” An overview on the AVT-331 activities on multi-fidelity approaches may be found in [7].
There is by now a large consensus also in the UQ community on the fact that large-scale, industrially relevant UQ analyses can only be performed by leveraging on multi-fidelity methodologies, i.e., methodologies that explore the bulk of the variability of the quantities of interest of the simulation over coarse meshes (or more generally, computationally inexpensive models with e.g. simplified physics), and resort to querying high-fidelity models (e.g., refined meshes or full-physics models) only sparingly, to correct the initial guess produced with the low-fidelity models. Several approaches to this general framework can be conceived, depending on the kind of fidelity models considered and on the strategy used to sample the parameter space (i.e., for what values of the uncertain parameters the different fidelity models should be queried/evaluated).

In this context, the family of multi-level/multi-index methods has received an increasing attention, due to its effectiveness and solid mathematical ground. The hierarchy of models considered by these methods is usually obtained by successive (dyadic) refinements of a computational mesh. The multi-level/multi-index distinction arises from the number of discretization parameters that are considered to generate the sequence of meshes: playing with a single mesh-element-size parameter \( h \) results in the “multi-level” version of the method, while considering multiple parameters (e.g., quadrilateral/hexahedral meshes with multiple size parameters \( h_1, h_2, h_3 \) chosen independently and/or time stepping) results in the “multi-index” version of the method. Combining this mesh-generation strategy with a specific sampling strategy over the parameter space results in the different variations of the method, such as Multi-Level Monte-Carlo (the first one to be proposed, [8, 9]), Multi-Index Monte Carlo [10], Multi-Level/Multi-Index Quasi-Monte-Carlo [11], Multi-Level Stochastic Collocation [12], Multi-Index Stochastic Collocation [13, 14], Multi-Level Least-Squares polynomial approximation [15], etc. The multi-level/multi-index framework can also be extended to the more generic scenario of Monte-Carlo sampling of multiple fidelities (e.g. combining different physical models), see e.g. [16, 17]. See also e.g. [18–20] for applications of Multi-Level Monte-Carlo approaches in the context of aerodynamics.

Another widely studied class of multi-fidelity methods employs kernel-based surrogates such as hierarchical kriging [21], co-kriging [22], Gaussian process [23], and radial-basis functions [24]. Additive, multiplicative, or hybrid correction methods, also known as “bridge functions” or “scaling functions” [25], are used to build multi-fidelity surrogates. Further efficiency of multi-fidelity surrogates is gained using dynamic/adaptive sampling strategies, for which the multi-fidelity design of experiments for the surrogate training is not defined a priori but dynamically updated, exploiting the information that becomes available during the training process. Training points are dynamically added with the automatic selection of their location and the desired fidelity level, to the aim of reducing the computational cost required to properly represent the function. An example of adaptive multi-fidelity sampling based on the maximum prediction uncertainty is given in [24].

The objective of the present work is to assess and compare the use of two methods from these two methodological families for the forward UQ of complex industrial problems. Specifically, the performances of Multi-Index Stochastic Collocation (MISC, [13, 14]) and adaptive Multi-Fidelity Stochastic Radial Basis Functions (SRBF [23]) are compared on the UQ of a roll-on/roll-off passengers (RoPax) ferry sailing in calm water with two operational uncertainties, specifically ship speed and draught, the latter being directly linked to the payload. The estimation of expected value, prediction uncertainty is given in [24].

In this context, the family of multi-level/multi-index methods has received an increasing attention, due to its effectiveness and solid mathematical ground. The hierarchy of models considered by these methods is usually obtained by successive (dyadic) refinements of a computational mesh. The multi-level/multi-index distinction arises from the number of discretization parameters that are considered to generate the sequence of meshes: playing with a single mesh-element-size parameter \( h \) results in the “multi-level” version of the method, while considering multiple parameters (e.g., quadrilateral/hexahedral meshes with multiple size parameters \( h_1, h_2, h_3 \) chosen independently and/or time stepping) results in the “multi-index” version of the method. Combining this mesh-generation strategy with a specific sampling strategy over the parameter space results in the different variations of the method, such as Multi-Level Monte-Carlo (the first one to be proposed, [8, 9]), Multi-Index Monte Carlo [10], Multi-Level/Multi-Index Quasi-Monte-Carlo [11], Multi-Level Stochastic Collocation [12], Multi-Index Stochastic Collocation [13, 14], Multi-Level Least-Squares polynomial approximation [15], etc. The multi-level/multi-index framework can also be extended to the more generic scenario of Monte-Carlo sampling of multiple fidelities (e.g. combining different physical models), see e.g. [16, 17]. See also e.g. [18–20] for applications of Multi-Level Monte-Carlo approaches in the context of aerodynamics.

Another widely studied class of multi-fidelity methods employs kernel-based surrogates such as hierarchical kriging [21], co-kriging [22], Gaussian process [23], and radial-basis functions [24]. Additive, multiplicative, or hybrid correction methods, also known as “bridge functions” or “scaling functions” [25], are used to build multi-fidelity surrogates. Further efficiency of multi-fidelity surrogates is gained using dynamic/adaptive sampling strategies, for which the multi-fidelity design of experiments for the surrogate training is not defined a priori but dynamically updated, exploiting the information that becomes available during the training process. Training points are dynamically added with the automatic selection of their location and the desired fidelity level, to the aim of reducing the computational cost required to properly represent the function. An example of adaptive multi-fidelity sampling based on the maximum prediction uncertainty is given in [24].

The objective of the present work is to assess and compare the use of two methods from these two methodological families for the forward UQ of complex industrial problems. Specifically, the performances of Multi-Index Stochastic Collocation (MISC, [13, 14]) and adaptive Multi-Fidelity Stochastic Radial Basis Functions (SRBF [23]) are compared on the UQ of a roll-on/roll-off passengers (RoPax) ferry sailing in calm water with two operational uncertainties, specifically ship speed and draught, the latter being directly linked to the payload. The estimation of expected value, standard deviation, and probability density function of the (model-scale) resistance, are presented and discussed. Ship performance are assessed by CFD computations based on a Reynolds averaged Navier-Stokes (RANS) equations solver: \( \nu_{\text{navis}} [26–28] \), developed at CNR-INM. Both MISC and SRBF use as fidelity levels the intermediate grids employed by the URANS solver (which is a multi-grid solver): these grids – four in total – are obtained as isotropic refinement of an initial coarse grid. Therefore, both MISC and SRBF are used as multi-index methods with only one component controlling the spatial discretization.

**II. Forward Uncertainty Quantification Method**

Let us consider a single-patch mesh of the computational domain with non-cubic hexaxedral elements of the same size and let us also assume that the level of refinement of the mesh along each physical direction can be specified by prescribing some user-defined integer values \( \alpha_1, \alpha_2, \alpha_3 \); to fix ideas, one can think e.g. that the size of each element of the mesh scales as \( 2^{-\alpha_1} \times 2^{-\alpha_2} \times 2^{-\alpha_3} \), but this is not necessary. The three values of \( \alpha_i \) are collected in a multi-index \( \alpha = [\alpha_1, \alpha_2, \alpha_3] \); prescribing the multi-index \( \alpha \) thus prescribes the computational mesh to be generated. If this flexibility is not allowed by the mesh-generator (or by the problem itself), it is possible to set \( \alpha_1 = \alpha_2 = \alpha_3 = \alpha \), i.e., controlling the mesh-generation by a single integer value \( \alpha \). The same philosophy applies also to multi-patch meshes, where in principle there could be up to three values \( \alpha_i \) for each patch. The quantity of interest of the CFD simulation computed over the mesh specified by \( \alpha \) is denoted by \( G_\alpha \); this could be either the full velocity field or a scalar quantity associated

---

*this assumption can be relaxed, but it is kept for simplicity of exposition*
to it.

Next, let us assume that the CFD simulation depends on the value of one or more random/uncertain parameters, say $N$ parameters collected in the random vector $y = [y_1, y_2, \ldots, y_N]$. Denote by $\Gamma$ the set of all possible values of $y$, and by $\rho(y)$ the probability density function (PDF) of the random vector $y$ over $\Gamma$. Thus, the primary goal of the forward UQ analysis is to compute an approximation of $\mathbb{E}[G_\alpha]$, i.e., of the expected value of $G_\alpha$. This quantity is typically computed by a sampling approach, i.e., the partial differential equation (PDE) at hand is solved (i.e. the CFD simulation is performed over the grid indexed by $\alpha$) for several possible values of $y$, and the results are averaged with some weights:

$$\mathbb{E}[G_\alpha] \approx \sum_{j=1}^J G_\alpha(y_j) \omega_j. \quad (1)$$

The simplest averaging scheme is Monte Carlo, where the values $y_j$ are chosen at random over $\Gamma$ (according to the PDF $\rho$) and $\omega_j = 1/J$. Other quantities can be object of the forward UQ analysis, e.g. the standard deviation $\text{std}[G_\alpha] = \mathbb{E}[G_\alpha^2] - \mathbb{E}[G_\alpha]^2$ of the PDF of $G_\alpha$. More details on the computation of the latter will be given in Sect. IV.

A. Multi-Index Stochastic Collocation

Roughly speaking, MISC is based on using as points $y_j$ the union of several Cartesian grids over the domain $\Gamma$, that are obtained by tensorization of univariate quadrature rules (which should be chosen according to $\rho(y)$ for computational efficiency). In this work $y_1, y_2, \ldots, y_N$ are uniform and independent random variables (see Section III) and the univariate Clenshaw–Curtis (CC) quadrature is employed. The collocation points for the $K$-points CC quadrature rule are

$$t_{j,K} = \cos \left( \frac{(j-1)\pi}{K-1} \right), \quad 1 \leq j \leq K,$$

and the corresponding quadrature weights can be efficiently computed by fast Fourier transform, see e.g. [29]. Similarly to what done with the multi-index $\alpha$ for the physical domain, a multi-index $\beta \in \mathbb{N}^N$ is introduced, that specifies how many points $y$ will be used to generate one of the above mentioned Cartesian grids. More specifically, after having introduced the auxiliary function

$$m(0) = 0, \quad m(1) = 1, \quad m(i) = 2^{i-1} + 1 \text{ for } i \geq 2, \quad (2)$$

$m(\beta_1)$ CC points are generated for $y_1$, $m(\beta_2)$ CC points are generated for $y_2$ etc., and the grid obtained by taking the Cartesian product of the $N$ sets of points thus generated is considered. Note that this choice of $m$ guarantees that, given any two multi-indices $\beta_1$ and $\beta_2$, the grid obtained using $\beta_1$ is contained (nested) in the one obtained using $\beta_2$ whenever all components of $\beta_1$ are smaller or equal than the corresponding components in $\beta_2$. This is clearly useful in the context of adaptive schemes, like the version of MISC that we advocate in this work. The quadrature weight $\omega_j$ of each point of the Cartesian grid is immediately obtained by taking the product of the corresponding univariate weights.

The approximation of $\mathbb{E}[G_\alpha]$ computed over this grid with Eq. [1] is denoted as $Q_{\alpha,\beta}$. Clearly, it would be beneficial to have both multi-indices $\alpha$ and $\beta$ with large components, say $\alpha = \alpha^* \text{ and } \beta = \beta^*$, i.e., to average the values of many PDE solutions over a refined computational mesh. However, this is typically unfeasible due to computational costs. One possible remedy is to exploit the fact that a single, highly refined approximation $Q_{\alpha^*,\beta^*}$ can often be approximated as a linear combination of many coarser $Q_{\alpha,\beta}$, where whenever the spatial discretization $\alpha$ is refined, the quadrature level $\beta$ is kept to a minimum and viceversa (of course, the combined cost of computing the set of coarse discretizations should be smaller than the cost of the highly refined one). This is in a nutshell the idea of MISC. In other words, MISC is a classical multi-level scheme, where most of the statistical variability of $G$ is explored by solving many PDEs with coarse meshes (large $||\beta||$ with small $||\alpha||$) and then the result is corrected with a few PDE solutions with refined meshes (large $||\alpha||$ with small $||\beta||$). Clearly, as all multi-level approaches, MISC works well only if the levels are sufficiently separated, i.e. if the number of degrees of freedom (and the corresponding computational cost) grows significantly from one level to the next one: to fix ideas again, things will work if the number of elements in the mesh scales e.g. as $2^{a_1} \times 2^{a_2} \times 2^{a_2}$, but not if e.g. increasing $a_1$ to $a_1 + 1$ adds only one element to the mesh.

In the following the details of MISC are briefly recalled, following closely the setup in [13]. Firstly, the so-called univariate and multivariate “detail operators” on the physical and stochastic domains have to be introduced. They are

---

1 whenever $G(y)$ is a smooth function with respect to $y$, i.e., small changes in $y$ imply small changes in $G(y)$

2 $|| \cdot ||$ denotes the Euclidean norm
Fig. 1 (a): the gray set is downward closed, whereas adding the blue multi-index to it would result in a set not downward closed; (b): a downward closed set (in gray) and its margin (indices marked in red and blue). If Algorithm 1 reaches the gray set, it will next explore all indices marked in red (their addition to the gray set keeps the downward closedness property) but not those marked in blue. The red set is also known as “reduced margin”.

defined as follows, with the understanding that $Q_{\alpha, \beta} = 0$ when at least one component of $\alpha$ or $\beta$ is zero:

Univariate physical detail: $\Delta^\text{phys}_i [Q_{\alpha, \beta}] = Q_{\alpha, \beta} - Q_{\alpha-e_i, \beta}$ with $1 \leq i \leq 3$;

Univariate stochastic detail: $\Delta^\text{stoc}_i [Q_{\alpha, \beta}] = Q_{\alpha, \beta} - Q_{\alpha, \beta-e_i}$ with $1 \leq i \leq N$;

Multivariate physical detail: $\Delta^\text{phys}[Q_{\alpha, \beta}] = \bigotimes_{i=1}^{3} \Delta^\text{phys}_i [Q_{\alpha, \beta}]$;

Multivariate stochastic detail: $\Delta^\text{stoc}[Q_{\alpha, \beta}] = \bigotimes_{j=1}^{N} \Delta^\text{stoc}_j [Q_{\alpha, \beta}]$;

Mixed multivariate detail: $\Delta^\text{mix}[Q_{\alpha, \beta}] = \Delta^\text{stoc} \left[ \Delta^\text{phys}[Q_{\alpha, \beta}] \right]$.

Note that $e_i$ denotes the canonical multi-index, i.e. $(e_i)_k = 1$ if $i = k$ and 0 otherwise. Observe that taking tensor products of univariate details amounts to composing their actions, e.g.,

$$\Delta^\text{phys}[Q_{\alpha, \beta}] = \bigotimes_{i=1}^{3} \Delta^\text{phys}_i [Q_{\alpha, \beta}] = \Delta^\text{phys}_1 \left[ \Delta^\text{phys}_2 \left[ \Delta^\text{phys}_3 [Q_{\alpha, \beta}] \right] \right],$$

and analogously for the stochastic multivariate detail operators, $\Delta^\text{stoc}[Q_{\alpha, \beta}]$. Crucially, this in turn implies that the multivariate operators can be evaluated by evaluating certain full-tensor approximations $Q_{\alpha, \beta}$ and then taking linear combinations:

$$\Delta^\text{phys}[Q_{\alpha, \beta}] = \Delta^\text{phys}_1 \left[ \Delta^\text{phys}_2 \left[ \Delta^\text{phys}_3 [Q_{\alpha, \beta}] \right] \right] = \sum_{j \in \{0,1\}^3} (-1)^{|j|} Q_{\alpha-j, \beta};$$

$$\Delta^\text{stoc}[Q_{\alpha, \beta}] = \sum_{j \in \{0,1\}^N} (-1)^{|j|} Q_{\alpha, \beta-j}.$$

The latter expressions are known in the sparse-grids community as “combination-technique” formulations, and can be very useful for practical implementations. In particular, they allow to evaluate e.g. $\Delta^\text{phys}[Q_{\alpha, \beta}]$ by calling pre-existing softwares on different meshes up to $2^3$ times in a “black-box” fashion. Analogously, evaluating $\Delta^\text{stoc}[Q_{\alpha, \beta}]$ requires evaluating up to $2^N$ operators $Q_{\alpha, \beta}$ over different quadrature grids, and evaluating $\Delta^\text{mix}[Q_{\alpha, \beta}]$ requires evaluating up to $2^{3+N}$ operators $Q_{\alpha, \beta}$ over different quadrature grids and physical meshes. Observe that by introducing these detail operators a hierarchical decomposition of $Q_{\alpha, \beta}$ is available; indeed, the following is a telescopic identity

$$Q_{\alpha, \beta} = \sum_{[ij] \leq [\alpha, \beta]} \Delta^\text{mix}[Q_{ij}],$$

(3)
i.e., it can be easily verified by replacing each term $\Delta_{\text{mix}}^\alpha(Q_{ij})$ with the corresponding combination-technique formula that all terms except $Q_{\alpha,\beta}$ will cancel. As an example, the case of one-dimensional physical and stochastic spaces can be considered. Recalling that by definition $Q_{i,j} = 0$ when either $i = 0$ or $j = 0$, it can be seen that

$$
\sum_{[i,j] \in \{2,2\}} \Delta_{\text{mix}}^\alpha(Q_{i,j}) = \Delta_{\text{mix}}^\alpha(Q_{1,1}) + \Delta_{\text{mix}}^\alpha(Q_{1,2}) + \Delta_{\text{mix}}^\alpha(Q_{2,1}) + \Delta_{\text{mix}}^\alpha(Q_{2,2})
$$

$$
= Q_{1,1} + (Q_{1,2} - Q_{1,1}) + (Q_{2,1} - Q_{1,1}) + Q_{2,2} - Q_{1,2} - Q_{1,1}
$$

$$
= Q_{2,2}.
$$

The crucial observation is that not all of the details in the above hierarchical decomposition (3) contribute equally to the approximation, i.e., they can be discarded and the resulting formula will retain good approximation properties at a fraction of the computational cost. Thus, the MISC approximation of $\mathbb{E}[G_\alpha]$ is introduced as

$$
\mathbb{E}[G_\alpha] \approx Q_\lambda = \sum_{[\alpha,\beta] \in \Lambda} \Delta_{\text{mix}}^\alpha(Q_{\alpha,\beta}),
$$

for a suitable multi-index set $\Lambda \subset \mathbb{N}^{3+N}$, which should be chosen as downward closed, i.e. (see also Fig. [1])

$$
\forall k \in \Lambda, \ k - e_j \in \Lambda \text{ for every } j = 1, \ldots, 3 + N \text{ such that } k_j > 1.
$$

Clearly, the MISC estimator has a combination-technique expression as well, which can be written in compact form as

$$
\mathbb{E}[G_\alpha] \approx Q_\lambda = \sum_{[\alpha,\beta] \in \Lambda} \Delta_{\text{mix}}^\alpha(Q_{\alpha,\beta}) = \sum_{[\alpha,\beta] \in \Lambda} \sum_{[\alpha,\beta] \in \{0,1\}^{3+N}} (-1)^{|[\alpha,\beta]|} Q_{\alpha,\beta},
$$

which finally shows the initial statement that the MISC evaluation is computed by evaluating full-tensor operators $Q_{\alpha,\beta}$ independently and combining them linearly according to (4). This is the approximation formula which is used in the practical implementation of the MISC method.

Of course, the effectiveness of the MISC estimator depends on the choice of the multi-index set $\Lambda$. Several strategies have been explored in the literature; a suitable set $\Lambda$ can either be designed a-priori, by a careful analysis of the PDE at hand, see e.g. [13], or on-the-run by adaptive algorithms, see e.g. [14]; in this contribution the focus is on the latter option. To devise an optimal strategy for selecting a good multi-index set, the following error decomposition is introduced

$$
\mathbb{E}[G_\alpha] - Q_\lambda = \mathbb{E}[G_\alpha] - \sum_{[\alpha,\beta] \in \Lambda} \Delta_{\text{mix}}^\alpha(Q_{\alpha,\beta})
$$

$$
= \sum_{[\alpha,\beta] \in \Lambda} \Delta_{\text{mix}}^\alpha(Q_{\alpha,\beta}) \leq \sum_{[\alpha,\beta] \notin \Lambda} \Delta_{\text{mix}}^\alpha(Q_{\alpha,\beta}) = \sum_{[\alpha,\beta] \notin \Lambda} E_{\alpha,\beta},
$$

where $E_{\alpha,\beta} := |\Delta_{\text{mix}}^\alpha(Q_{\alpha,\beta})|$; $E_{\alpha,\beta}$ thus represents the “error contribution” of $[\alpha,\beta]$, i.e., the reduction in the approximation error due to having added $[\alpha,\beta]$ to the current index-set $\Lambda$; in formula

$$
E_{\alpha,\beta} = [Q_{\Lambda \cup [\alpha,\beta]} - Q_\lambda].
$$

Similarly, the “work contribution” $W_{\alpha,\beta}$ is defined as the work required to add $[\alpha,\beta]$ to the current index-set $\Lambda$. It is the product of the computational cost associated to the spatial grid identified by the multi-index $\alpha$, denoted by $\text{cost}(\alpha)$ (see details in Sect. [V] Eq. [20]), times the number of new evaluations of the PDE required by the multi-index $\beta$, i.e.

$$
W_{\alpha,\beta} = \text{cost}(\alpha) \prod_{n=1}^N (m(\beta_n) - m(\beta_n - 1))
$$

with $m$ defined as in (2). Note that the expression above is based on the fact that the employed quadrature rule is nested. An effective strategy to build adaptively a MISC approximation can then be broadly described as follows: given the MISC approximation associated to the multi-index set $\Lambda$, a new MISC approximation is built by adding to $\Lambda$ the
multi-index with the next largest profit \( P_{\alpha,\beta} = \frac{E_{\alpha,\beta}}{W_{\alpha,\beta}} \). Of course, it is impossible to compute in advance the profits of all multi-indices in \( \mathbb{N}^{3+N} \), and it is required to guarantee that \( \Lambda \) is downward-closed at all times. Therefore, in practice the implementation reported in Algorithm 1 is used. It makes use of an auxiliary multi-index set, i.e., the margin of a multi-index \( \Lambda \), \( \text{Mar}(\Lambda) \) which is defined as the set of multi-indices that can be reached “within one step” from \( \Lambda \) (see also Fig. 1).

\[
\text{Mar}(\Lambda) = \{ i \in \mathbb{N}^{3+N} \text{ s.t. } i = j + e_k \text{ for some } j \in \Lambda \text{ and some } k \in \{1, \ldots, 3+N\} \}.
\]

This algorithm was first proposed in the context of sparse-grids quadrature in \([30]\) and its MISC implementation was first proposed in \([14]\). Note that the MISC method can also be used to obtain a surrogate model for the approximation of the expected value of the response surface in Sect. IV. A further remark is that the choice of computing the profit based on the “improvement” of the approximation of the expected value of \( G \) is somehow arbitrary, and many alternatives can be considered, including interpolation-based versions, see e.g. \([31–33]\) for the analogous discussion in the context of sparse-grids quadrature and interpolation.

Similarly, many stopping criteria can be considered (and possibly used simultaneously), which typically check that computational work, error contributions or profit estimator are below a desired threshold. More sophisticated error estimators are subject of research, see e.g. \([34]\) in the context of sparse grids quadrature.

---

**Algorithm 1: MISC implementation**

**Multi-Index Stochastic Collocation**

\[
I = \{(1,1)\}, \quad G = \{(1,1)\}, \quad R_I = \emptyset;
\]

\[
\text{while stopping criteria are not met do} \\
\quad \text{for } j \in \text{Mar}(I) \text{ and } I \cup \{j\} \text{ downward closed do} /* \text{for short, } j = [\alpha,\beta]. \text{ See also Figure 1} */ \\
\quad \quad \text{Compute MISC estimate } Q_{G,j} \text{ as in (4)}; \\
\quad \quad \text{Compute error contribution } E_j \text{ as in (5)}; \\
\quad \quad \text{Compute work contribution } W_j \text{ as in (6)}; \\
\quad \quad \text{Compute profit } P_j = E_j/W_j; \\
\quad \quad G = G \cup \{j\}; \quad R_I = R_I \cup \{j\}; \\
\quad \text{end} \\
\quad \text{Choose } i \in R_I \text{ with the highest profit}; \\
\quad I = I \cup \{i\}; \quad R_I = R_I \setminus \{i\}; \\
\text{end}
\]

---

**B. Multi-Fidelity Stochastic Radial Basis Functions for numerical quadrature**

The methodology proposed here is based on the estimation of the quantities of interest by numerical quadrature applied to a multi-fidelity SRBF surrogate model. Given a training set \( T = \{y_i, G(y_i)\}_{i=1}^{K} \) and normalizing the uncertain parameters domain into a unit hypercube, the RBF prediction is (here) based on a power function kernel and reads

\[
f(y, \tau) = \sum_{j=1}^{K} w_j ||y - c_j||^\tau, \quad (7)
\]

where \( w_j \) are unknown coefficients, \( c_j \) are the \( K \) RBF centers, and \( \tau \sim \text{unif}[\tau_{\text{min}}, \tau_{\text{max}}] \) is a stochastic tuning parameter that follows a uniform distribution. RBF models have been widely applied in engineering problems using linear (\( \tau = 1 \), providing a polyharmonic spline of first order \([35]\)) and cubic (\( \tau = 3 \), providing a polyharmonic spline of third order \([36]\)) kernels. This suggests the range of \( \tau \) to be defined within \( \tau_{\text{min}} = 1 \) and \( \tau_{\text{max}} = 3 \). Note that the choice of the distribution for \( \tau \) is arbitrary and, from a Bayesian viewpoint, this represents the degree of belief in the definition of the
tuning parameter. The SRBF prediction $\tilde{G}(y)$ is computed as the expected value (approximated by MC) of $f$ over $\tau$ [37]:

$$
\tilde{G}(y) = \mathbb{E}[f(y, \tau)] \approx \frac{1}{\Theta} \sum_{i=1}^{\Theta} f(y, \tau_i),
$$

where $\Theta$ is the number of MC samples for $\tau$, here imposed equal to 1000.

Training data may or may not be affected by noise. Therefore, the coordinates of the RBF centers $c_j$ are not necessarily coincident with the training points, but defined via their k-means clustering [38] with an optimal number $K$ of centers defined by minimizing a leave-one-out cross-validation (LOOCV) metric [39]. In details, letting $\tilde{g}(x)$ be a surrogate trained by the whole training set $T$ but the $i$-th training point, $K$ is defined as:

$$
K = \arg\min_{K \in C} (\text{RMSE}),
$$

where $C \subset \mathbb{N}$ and the root mean squared error (RMSE) is

$$
\text{RMSE} = \sqrt{\frac{1}{J} \sum_{i=1}^{J} (G(y_i) - \tilde{g}(y_i))^2}.
$$

Whenever the optimal number of RBF centers is lower than the training set size ($K < J$), the coefficients $w_j$ are determined through a least-squares regression by solving

$$
w = (A^T A)^{-1} A^T f,
$$

with $w = \{w_j\}$, $a_{ij} = ||y_i - c_j||^T$ and $f = \{G(y_i)\}$; otherwise when the optimal number of RBF centers equals the training set size, exact interpolation at the training points ($f(y_i, \tau) = G(y_i)$) is imposed and Eq. 11 reduces to

$$
Aw = f,
$$

with $c_j = y_j$. An example of least-squares regression is shown in Fig. 2.

The uncertainty $U_{\tilde{G}}(y)$ associated with the SRBF prediction is quantified by the 95%-confidence band of the cumulative density function (CDF) of $f(y, \tau)$ as follows

$$
U_{\tilde{G}}(y) = \text{CDF}^{-1}(0.975; y) - \text{CDF}^{-1}(0.025; y),
$$

with

$$
\text{CDF}(\lambda; y) = \frac{1}{\Theta} \sum_{i=1}^{\Theta} H(\lambda - f(y, \tau_i)),
$$

where $H(\cdot)$ is the Heaviside step function.
Fig. 3 Example of multi-fidelity surrogate with $M = 2$ and exact interpolation at the training points.

The multi-fidelity approximation, introduced in [40] and extended to noisy data in [41], is adaptively built as follows. Extending the definition of the surrogate training set to an arbitrary number of $M$ fidelity levels as $\{T_\alpha\}_{\alpha=1}^M = \{y_j, G_\alpha(y_j)\}_{j=1}^{J_\alpha}$, the multi-fidelity approximation $\hat{G}_\alpha(y)$ of $G_\alpha(y)$ reads

$$\hat{G}_\alpha(y) \approx \tilde{G}_1(y) + \sum_{i=1}^{\alpha-1} \tilde{e}_i(y), \quad (15)$$

where $\tilde{e}_i(y)$ is the inter-level error surrogate with an associate training set $E_i = \{(y, G_{i+1}(y) - \tilde{G}_i(y)) \mid y \in T_{i+1} \cap T_i\}$. It can be noted that Eq. [15] does not strictly require nested training sets. An example of the multi-fidelity approximation with two fidelities is shown in Fig. 3.

Assuming that the uncertainty associated to the prediction of the lowest-fidelity $U_{\tilde{G}_1}$ and inter-level errors $U_{\tilde{e}_i}$ as uncorrelated, the multi-fidelity approximation $\hat{G}_M(y)$ of $G_M(y)$ and its uncertainty $U_{\hat{G}_M}$ read

$$\hat{G}_M(y) \approx \tilde{G}_1(y) + \sum_{i=1}^{M-1} \tilde{e}_i(y) \quad \text{and} \quad U_{\hat{G}_M}(y) = \sqrt{U_{\tilde{G}_1}^2(y) + \sum_{i=1}^{M-1} U_{\tilde{e}_i}^2(y)}. \quad (16)$$

Upon having evaluated $U_{\hat{G}_M}$, the multi-fidelity surrogate is then updated adding a new training point following a two-steps procedure: firstly, the coordinates of the new training point $y^*$ are identified based on the SRBF maximum uncertainty [24], solving the single-objective maximization problem:

$$y^* = \arg\max_y [U_{\hat{G}_M}(y)]. \quad (17)$$

Fig. 4 Example of the adaptive sampling method using one fidelity without noise: (a) shows the initial SRBF with the associated prediction uncertainty and training set; (b) shows the position of the new training point, the new SRBF prediction, and its uncertainty.
where \( \gamma \) is the computational cost associated to the \( \alpha \)-th level.

In the present work, the adaptive sampling procedure starts with five training points (for each fidelity level) located at the domain center and at the lower and upper bounds of each uncertain parameter. SRBF with exact interpolation is an example (with one fidelity only) is shown in Fig. 4. Secondly, once \( y^\star \) is identified, the training set/sets \( \mathcal{T}_\alpha \) are updated with a new training point \( \{ y^\star, G_\alpha(y^\star) \} \) with \( \alpha = 1, \ldots, k \), where \( k \) is defined as

\[
k = \max \left[ \mathcal{U}(y^\star) \right] \quad \text{and} \quad \mathcal{U}(y^\star) = \{ U_{\tilde{G}_1}(y^\star)/\gamma_1, U_{\tilde{G}_2}(y^\star)/\gamma_2, \ldots, U_{\tilde{G}_M}(y^\star)/\gamma_M \}. \tag{18}
\]

Algorithm 2: Adaptive multi-fidelity SRBF implementation

**Multi-Fidelity SRBF for numerical quadrature**

Define the initial training set \( \{ \mathcal{T}_\alpha \}_{\alpha=1}^{M} = \{ y_j, G_\alpha(y_j) \}_{j=1}^{J_\alpha} \);

while stopping criteria are not met do // iterate the adaptive sampling process with index \( t \)
    Set \( \mathcal{K}_\alpha(t) = J_\alpha \forall \alpha \);
    for \( \alpha = 1, \ldots, M \) do
        if \( J_\alpha(t) > 5^\alpha \) then // SRBF auto-tuning based on LOOCV
            Find \( \mathcal{K}_\alpha(t) \) as in Eq. (8) with \( C = [\mathcal{K}^{-1}, J^\alpha] \);
        end
    end
    Construct the SRBF surrogate \( \tilde{G}_1(y) \) as in Eq. (8); // low-fidelity approximation
    Compute the prediction uncertainty \( U_{\tilde{G}_1}(y) \) as in Eq. (13);
    for \( \alpha = 2, \ldots, M - 1 \) do // evaluate surrogates of the inter-level errors
        Compute the inter-level errors;
        Construct the SRBF surrogates of the inter-level errors \( \tilde{\varepsilon}_\alpha \) as in Eq. (8);
        Compute the prediction uncertainty \( U_{\tilde{\varepsilon}_\alpha} \) as in Eq. (13);
    end
    Construct the multi-fidelity approximation \( \hat{G}_M(y) \) as in Eq. (16); // MF approximation
    Compute the multi-fidelity prediction uncertainty \( U_{\hat{G}_M} \) as in Eq. (16);
    for \( j = 1, \ldots, p \) do // perform parallel infill
        Find \( y^\star = \arg \max_{y} \mathcal{U}(\tilde{G}_M(y)) \);
        Find \( k_j = \max \mathcal{U}(y^\star) \) as in Eq. (13);
        Update the training sets \( \{ \mathcal{T}_\alpha \}_{\alpha=1}^{k_j} \cup \{ y^\star, G_\alpha(y^\star) \}_{\alpha=1}^{k_j} \); // considering exact prediction
        Update the training sets size \( \{ J_\alpha \}_{\alpha=1}^{k_j} = \{ J_\alpha \}_{\alpha=1}^{k_j} + 1 \);
    end
    for \( j = 1, \ldots, p \) do // perform new simulations
        Evaluate \( \{ y^\star, G_\alpha(y^\star) \}_{\alpha=1}^{k_j} \);
        Update the training sets \( \{ \mathcal{T}_\alpha \}_{\alpha=1}^{k_j} \cup \{ y^\star, G_\alpha(y^\star) \}_{\alpha=1}^{k_j} \);
        Update the training sets size \( \{ J_\alpha \}_{\alpha=1}^{k_j} = \{ J_\alpha \}_{\alpha=1}^{k_j} + 1 \);
    end
    Evaluate the quantities of interest over the surrogate by numerical quadrature; // UQ
    \( t = t + 1 \); // Move to the next adaptive sampling iteration
end
available after the first iteration). Furthermore, to avoid abrupt changes in the SRBF prediction (when regression is used) from one iteration to the next one, the search for the optimal $K$ can be constrained. Herein, defining $t$ as the adaptive sampling iteration, the problem in Eq. 9 is solved assuming $C = [K^{t-1}, J^t]$, with $J^t$ the training set size at the $t$-th iteration, except for the first iteration with least-squares approximation, where no constraint is imposed.

A deterministic version of the particle swarm optimization algorithm [42] is used for the solution of the optimization problem in Eq. 17. Since the numerical simulations can be performed with an hardware capable of running $p$ simulations simultaneously, a parallel-infill approach is used in combination with the adaptive sampling method. In the present work, four training points were added to the training sets at each adaptive sampling iteration. The parallel-infill approach computes four sub-iterations for each $t$-th iteration. In each sub-iteration $j$, the training point $y^*_j$ is identified by Eq. 18 and the SRBF prediction $\hat{G}_{\alpha}(y^*_j)$ is added to the $\alpha$-th training set, assuming the SRBF prediction as exact prediction. Once the four training point are identified, the actual simulations are performed and the corresponding outputs are used to update the training sets. Details of the SRBF adaptive sampling procedure are described in Algorithm 2.

Finally, numerical quadrature is used on the SRBF surrogate model to estimate the expected value of the quantity of interest $E[\hat{G}_M]$. Herein, Eq. 1 is estimated following the midpoint rule, with a full-factorial sampling over the SRBF prediction with $S = 100^N$ samples, as

$$E[G_M] \approx E[\hat{G}_M] \approx \frac{1}{S} \sum_{j=1}^{S} \hat{G}_M(y_j). \quad (19)$$

### III. Problem Formulation and CFD Method

The problem addressed in this manuscript is the forward UQ analysis of the model-scale resistance ($R_T$) of a RoPax ferry in straight ahead advancement, subject to two operational uncertainties $y = [U, T]$, namely the advancement speed ($U$) and the draught ($T$), uniformly distributed within the ranges in Tab. 1.

The RoPax ferry is characterized by a length between perpendicular at nominal draught ($L_{pp}$) of 162.85 m and a block coefficient $C_B = 0.5677$ (see Fig. 5). The parametric geometry of the RoPax is produced with the computer-aided design environment integrated in the CAESES® software, developed by FRIENDSHIP SYSTEMS AG, and made available in the framework of the H2020 EU Project Holiship. The analysis is performed at model scale with a scale factor equal to 27.14. The main dimensions and the operative conditions are summarized in Tab. 1. The advancement speed ranges from 12 to 26 knots at full scale and the draught variation is $\pm 10\%$ of the nominal draught, which corresponds to a variation of about $\pm 15\%$ of the nominal displacement. The corresponding range in Froude number $Fr = U/\sqrt{gL_{pp}}$ is $[0.154, 0.335]$, whereas the variation in Reynolds number (at model scale) $Re = \rho UL_{pp}/\mu = UL_{pp}/\nu$ is $[6.423 \cdot 10^6, 1.392 \cdot 10^7]$, where $\rho = 998.2$ kg/m$^3$ is the water density, $\nu = \mu/\rho = 1.105 \cdot 10^{-6}$ m$^2$/s the kinematic viscosity and $g = 9.81$ m/s the gravitational acceleration.

The hydrodynamics performance of the RoPax ferry is assessed by the RANS code $\chi$navis developed at CNR-INM [26–28]. It is based on a finite volume scheme, with variables collocated at the cell centers. Turbulent stresses are taken into account by the Boussinesq hypothesis, with the Spalart-Allmaras turbulence model. Free-surface effects are taken into account by a single-phase level-set algorithm. Wall-functions are not adopted, therefore the wall distance $y^+ = 1$ is ensured on the wall.

![Fig. 5  RoPax ferry: hull form.](image-url)
The computational domain extends to $2L_{PP}$ in front of the hull, $3L_{PP}$ behind, and $1.5L_{PP}$ each side; a depth of $2L_{PP}$ is imposed (see Fig. 6). On the solid walls (in red in the figure), the velocity is set equal to zero, whereas zero normal gradient is enforced on the pressure field; at the (fictitious) inflow boundary (blue), the velocity is set to the undisturbed flow value and the pressure is extrapolated from inside; the dynamic pressure is set to zero at the outflow (yellow), whereas the velocity is extrapolated from inner points. On the top boundary, which remains always in the air region, fluid dynamic quantities are extrapolated from inside (purple). Taking advantage of the symmetry of the flow relative to the $y = 0$ plane, computations are performed for half ship only, usual symmetry boundary conditions are enforced on the symmetry longitudinal plane (in green in Fig. 6).

The computational grid is composed by 60 adjacent and partially overlapped blocks; Fig. 6 shows a particular of the block structures in the region around the ship hull and the computational mesh on the symmetry plane. Taking the advantage of a Chimera overlapping approach, the meshes around the skeg and around the bow are generated separately from the mesh around the hull; a background Cartesian grid is then built and the whole grid is assembled by means of an in-house overlapping grid pre-processor. The final mesh counts for a total of about 5.5M of control volumes for half the domain. The numerical solutions are computed by means of a full multi-grid–full approximation scheme (FMG–FAS), with four grid levels (from coarser to finer: $M_1$, $M_2$, $M_3$, and $M_4$), each obtained from the next finer grid with a coarsening ratio equal to 2, along each curvilinear direction. In the FMG–FAS approximation procedure, the solution is computed on the coarsest grid level first. Secondly, it is approximated on the next finer grid and the solution is iterated by exploiting all the coarser grid levels available with a V-Cycle. The process is repeated up to the finest grid level. For the present UQ problem all the four grid levels are used; to note, the number of grid volumes ranges from 5.5M for the finest mesh, down to 11K for the coarsest one. To provide an idea about the different mesh resolution between the grid

### Table 1  Main geometrical details and operative conditions of the RoPax ferry (model scale $1 : 27.14$).

| Description                        | Symbol | Full Scale | Model Scale | Unit |
|------------------------------------|--------|------------|-------------|------|
| Length between perpendiculars     | $L_{PP}$ | 162.85     | 6.0         | m    |
| Beam                               | $B$    | 29.84      | 1.0993      | m    |
| Block coefficient                  | $C_B$  | 0.5677     | 0.5677      | –    |
| Nominal displacement               | $\nabla$ | 19584.04   | 0.9996      | m$^3$|
| Nominal draught                    | $T_n$  | 7.10       | 0.261660    | m    |
| Draught range                      | $T$    | $[7.812, 6.391]$ | $[0.2355, 0.2878]$ | m    |
| Speed range                        | $U$    | $[6.173, 13.376]$ | $[1.185, 2.567]$ | m/s  |
| Froude range                       | $Fr$   | $[0.154, 0.335]$ | $[0.154, 0.335]$ | –    |
| Reynolds range                     | Re     | $[9.081 \cdot 10^8, 1.968 \cdot 10^9]$ | $[6.423 \cdot 10^6, 1.392 \cdot 10^7]$ | –    |
levels, Fig. 7 shows a particular of the grid at the bow region for $M_3$, $M_2$ and $M_1$ grids ($M_4$ is in the insert of Fig. 6). Based on the grid refinement ratio chosen, a normalized computational cost for the $\alpha$-th grid level can be estimated as:

$$\text{cost}(\alpha) = 8^{\alpha-1}$$  \hspace{1cm} (20)

with $\alpha = 1, \ldots, 4$. In the FMG-FAS scheme the computation on the $\alpha$-th grid level involves computations on all the coarser meshes $M_1 \ldots M_{\alpha-1}$. However, with the estimation in Eq. (20) only the cost of the highest-fidelity level samples is taken into account, i.e. the computations on the coarser grids are considered negligible.

Fig. 8 shows an overview of the numerical solutions obtained for different conditions in terms of wave pattern

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{RoPax grids: detail of the bow region, left to right: $M_3$ (699k), $M_2$ (87k), $M_1$ (11k).}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{RoPax ferry, $M_4$ CFD results in terms of non-dimensional wave pattern and surface pressure for: $Fr = 0.193$, $T = 3.9249 \cdot 10^{-2}L_{pp}$ and $T = 4.7971 \cdot 10^{-2}L_{pp}$, \textbf{top row left and right}; $Fr = 0.335$, $T = 3.9249 \cdot 10^{-2}L_{pp}$ and $T = 4.7971 \cdot 10^{-2}L_{pp}$, \textbf{bottom row left and right}.}
\end{figure}
and hull surface; wave height (as elevation with respect to the unperturbed level) and surface pressure are reported in non-dimensional values, making the height non dimensional with $L_{pp}$ and the pressure with $\rho U^2 L_{pp}^2$, as usual. A clear, and obvious, Froude number dependency is seen for the wave patterns; at the lower speed shown, the free surface is weakly perturbed (to note, the same color range has been used for all the panels), whereas, at higher Froude, a clear kelvin pattern is seen. Also, at higher speed, the formation of a well defined transom wave system is observed, including the presence of the classical rooster tail. It is also worth to observe the influence of the draught on the wave system; in particular at the lower speed reported, and the smaller draught, the rear part of the bulbous is partially dry (better seen in the enlarged views reported in Fig. 9). The region of very low pressure, caused by the flow acceleration around the bow, is obviously the cause. For all cases, the high pressure in the stagnation point at the bow prevents the bow to be outside the water, as it is at the rest conditions at least for the nominal and the smaller draughts (see Fig. 5). For higher speed, the larger draught condition causes a stronger rooster tail system at the stern, with higher crest and trough.

IV. Numerical Results

In this section the behavior of the two methods applied to the problem just described is illustrated. To fairly compare the outcomes of the two UQ methodologies presented, no termination criteria are used for both methods, that are stopped when sufficient and comparable computational costs have been reached.

Fig. 10 shows the convergence of the expected value and standard deviation of $R_T$ versus the computational cost. MISC and SRBF converge towards similar estimates. MISC achieves good estimate already with low computational cost, whereas at later iterations, corresponding to computational cost above 1000, its behavior worsens; conversely SRBF gives a more stable estimate. Similar conclusions can be drawn by looking at the plot of the values of the standard deviation. Complementary information are given in Tab. 2 summarizing the expected value and the standard deviation achieved by the two methods at the final iteration and at one characteristic iteration. In the case of MISC iteration 14 (associated to a computational cost equals to 900) is selected, one of the iterations giving a good estimate of the expected value but before the “disruption” happening around cost approximately 1000. Such iteration is indicative of the behavior of MISC and the successive discussions are referred to it. Concerning SRBF, the convergence of the expected
Fig. 10 Comparison of MISC and SRBF results: convergence of the expected value and standard deviation of $R_T$ versus computational cost. For the sake of readability, we plot the results for MISC starting with the 4th iteration. The first three iterations correspond to computational cost 1, 12, and 14, and give poor results.

value and the standard deviation is oscillatory (zoom not shown for brevity). The oscillation becomes more evident after iteration 8 with computational cost of 4638, which is then selected as characteristic iteration for the SRBF and shown in Tab. 2. Actually, after this iteration the SRBF moves from interpolation to least-squares approximation for the lowest fidelity only, since its number of training points reaches the threshold value of $5^N$. This produces oscillations in the last part of the SRBF convergence. Nevertheless, variations are small and oscillations limited.

Fig. 11 shows the $R_T$ histogram and its kernel density estimation. The PDF obtained with SRBF has a peak around in the interval 20-40. A similar peak is retrieved also by MISC. However, in the latter case secondary peaks are observed for higher values of resistance at the final iteration. SRBF with exact interpolation (see Fig. 11c) leads to a peak value significantly higher than MISC and SRBF with least-squares regression (see Fig. 11a, b, and d).

Table 2 Comparison of MISC and SRBF results: computational cost, expected value and standard deviation of $R_T$ for an intermediate iteration and at the final iteration.

| UQ method | MISC | SRBF |
|-----------|------|------|
| Iteration | 14   | 8    |
| Computational cost | 900   | 4008 | 4638 | 4721 |
| $\mathbb{E}[R_T]$ | 52.0 | 53.3 | 51.7 | 52.2 |
| std $[R_T]$ | 26.9 | 22.4 | 21.4 | 21.0 |
imposed (see Fig. 12c) leading to a significant deformation of the response surface close to the lower bound of both the uncertain parameters), whereas increasing the iteration (and the computational cost) the use of regression improves the quality of the surrogates by smoothing the response surface and filtering out the numerical noise (see Fig. 12d).

Fig. 13 displays the points in the uncertain parameter space selected by MISC and SRBF. The two plots on the top line show the points employed by MISC at iteration 14 and at the final iteration. At the beginning the MISC algorithm explores more in advancement speed direction, suggesting a stronger dependence of the quantity of interest on the advancement speed rather than on the draught. Points exploring the direction of the draught are added only at later iterations (this subject is elaborated also later on). The sampling performed by SRBF is shown in Figs. 13c and Figs. 13d at 8 and final iteration, respectively. Until iteration 8 (exact interpolation only), the adaptive sampling method explores the domain extrema and starts to cluster samples in two zones among $U = [7, 8.8]$ m/s, since the numerical noise negatively affects the prediction uncertainty of the interpolating SRBF. Switching to the least-squares approximation and filtering out the noise prevents an excessive clusterization of the samples at the successive iterations.

Fig. 11 Comparison of MISC and SRBF results: density function and histogram of (rescaled) frequencies of $R_T$. The histogram is computed using 25 bins for $n = 10000$ samples of the response surface. The probability density function is estimated using the kernel smoothing estimate given by the Matlab’s ksdensity function, enforcing positive support and with automatic selection of the bandwidth.
Indeed, the SRBF samples are fairly spread over the domain.

Fig. 14 shows the amount of simulations on the different spatial grids required by both methods at each iteration. Specifically, on the left the total number of simulations is displayed, whereas on the right only the number of new simulations asked at each iteration is shown. MISC required most of the simulations on the coarse grid; only five simulations on the finest grid are required (one at iteration 5, two at iteration 28, and two at iteration 30). At iteration 12, 24, and 25 no new points are added, which can be explained as follows. At iteration 12 the MISC algorithm requires simulations for spatial index $\alpha = 5$: however, having considered only four spatial refinements level, this grid was not available. The profit of this multi-index is then set to zero and the algorithm restarts to explore from the multi-index with the next highest profit. Instead, at iteration 24 and 25 there is no new index $j$ to be added to the multi-index set because

![Fig. 12 Comparison of MISC and SRBF results: response surfaces.](image)
none of the indices $j \in \text{Mar}(I)$ would lead to $I \cup \{j\}$ downward closed, see Algorithm 1. As for SRBF, it spend about 50% of the final computational cost at the first iteration, then requiring simulations on the finest grids only at iterations 5 and 6. In all the other iterations mainly low-fidelity simulations are performed. This sampling behavior is due to the high values of prediction uncertainty that are found in the corners of the variables domain, because the topology of the initial training leads to extrapolation in those zones. Such corner regions are those with the highest estimated prediction uncertainty, and the adaptive sampling procedure requires all the fidelities before moving to explore other regions.

Fig. 15a shows the maximum prediction uncertainty versus the computational cost. After the first four iterations the value of the maximum prediction uncertainty decreases from 120% of the high-fidelity function range ($R_1$) to about 25%. During the adaptive sampling the value of the maximum prediction uncertainty continues to decrease slower than in the first iterations, achieving a final value of about 5%. The convergence shows some oscillations around a computational cost equal to 4600, due to the change from exact interpolation to least-squares approximation of the training set. Fig. 15b compares the convergence of the maximum prediction uncertainty with its low-fidelity component and the normalized (with the function range) RMSE of the lowest-fidelity training set from iteration 8. It is worth noting that the lowest-fidelity prediction uncertainty is almost equal to the maximum multi-fidelity prediction uncertainty until

![Comparison of MISC and SRBF results: points in parameter space. Note that every point required on grid $M_i$ is required also on all the grids with lower refinement level.](image-url)
a computational cost of about 4655, thus representing its main component.

Finally, coming back to the analysis of the MISC results, in Fig. 16 the multi-indices \([\alpha, \beta_1, \beta_2]\) selected by the MISC method until iteration 14 and at the final iteration are shown. It can be seen that the multi-index set at iteration 14 stretches more in direction “advancement speed” than in direction “draught”: this further confirms the statement already made that the parameter advancement speed is deemed more influential by MISC, i.e. the multi-indices with larger profits are predominantly found in direction advancement speed. More quantitative information on the profits can be found in Fig. 17 where the profit of every explored multi-index is displayed. Note that only the indices with the highest profits (marked in yellow) are added to the multi-index set \(I\). The remaining indices are explored (i.e. added to the multi-index set \(G\), therefore contribute to the MISC approximation) but non yet selected (i.e. added to the multi-index set \(J\)). As already explained earlier on, there is no profit associated to the multi-index \([5, 1, 1]\) since the fifth spatial refinements level is not available.

![Graphs showing cumulative number of simulations and number of new simulations for MISC and SRBF methods](image)

**Fig. 14** Comparison of MISC and SRBF results: number of simulations required at each iteration for each grid.
Fig. 15 SRBF results: (a) convergence of the maximum prediction uncertainty and (b) its comparison with the lowest-fidelity prediction uncertainty and the normalized (with the function range) RMSE of $T_1$ versus the computational cost from iteration 8 to final.

Fig. 16 MISC results: explored multi-indices. The indices $\beta_1$ and $\beta_2$ determine how many quadrature points are selected according to the level function (2) for the advancement speed and the draught, respectively.

V. Conclusions and Future Work

MISC and SRBF have been applied and compared for the UQ of a RoPax ferry advancing in calm water and subject to two operational uncertainties, namely the ship speed and draught (linked to the payload). The estimation of expected value, standard deviation, and probability density function of the (model-scale) resistance obtained by RANS computations has been discussed. Both MISC and SRBF used as multi-fidelity levels the multi-grid computations provided by the RANS solver. More specifically, four grids (obtained as isotropic coarsening of an initial grid) were available, and have been used. This implies that the multi-indices considered in MISC have just one component controlling the spatial discretization (instead of three), so that in total the dimension of the multi-indices is three (one
component for the spatial discretization plus two components for the parametric discretization).

Overall, MISC proved to be quite effective in delivering a reasonable approximation of the statistical indicators (expected value, standard deviation, probability density function) of the quantity of interest with a limited computational cost, but on the other hand turned out to be very sensitive to the numerical noise that affects the RANS solver, especially with the coarsest grid; this becomes clearly visible when the computational budget gets larger, as more runs of the RANS solver are considered. Strategies to mitigate this effect by smoothing the data coming from the RANS solver (e.g. by least-squares regression) are under investigation. Such smoothing could also take into account the soft information (monotonicity, multimodality, etc.) available on the physical nature of the problem. In this particular case, the resistance is expected to be monotone increasing with respect to advancement speed and draught: such property could be preserved by employing, e.g., least-squares regressions with appropriate polynomial degrees and/or monotonic smoothing, see e.g. [43]. Another practical problem is caused by the non-monotonic behavior of the profits, where some indices with low-profits shade useful neighbors, thus delay the convergence of MISC. More robust strategies to explore the set of multi-indices, that blend the profit-based selection of indices with other criteria are also subject of current work; see e.g. [30, 33], where this problem was discussed in the context of adaptive sparse-grids quadrature/interpolation.

The SRBF training also used mainly lowest-fidelity (and therefore lowest computational cost) RANS computations, as desired. Nevertheless, the initial training (first iteration) had a quite high computational cost, due to the use of RANS computations from all fidelity levels. Within the current computational effort, the convergence of expected value, standard deviation, and probability density function of the ship resistance is reasonably smooth, with quite small variations versus along the iteration. Moreover, the adaptive use of regressive SRBF has a beneficial effect on the robustness of the method to noisy data. Ongoing and future work focuses on the definition of a more efficient scheme for the initial training, as well as a data-adaptive criterion for the activation of the regressive model. Comparison with other methods, such as multi-fidelity Gaussian processes, will be also investigated.

MISC and SRBF give close values of expected value and standard deviation. The probability density functions are reasonably close, although the MISC surrogate model is affected by the noise in the data and its effects are visible in the resulting density function. Overall, the results suggest that MISC could be preferred when only a limited number of RANS computations is available. For larger data sets both MISC and SRBF represent a valid option, with a slight preference in favor of the current implementation of SRBF, due to its robustness to noise. Future research will address more complex test cases (larger number of uncertain parameters and more realistic conditions, such as regular/irregular waves) possibly validating the results against benchmark values.
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