We study the renormalization group flow of the Euclidean Engle-Pereira-Rovelli-Livine and Freidel-Krasnov (EPRL-FK) spin foam model in its asymptotic limit. The vertex amplitude is deformed to include a cosmological constant term. The state sum is reduced to describe a foliated spacetime whose spatial slices are flat, isotropic and homogeneous. The model admits a non-vanishing extrinsic curvature whereas the scale factor can expand or contract at successive time steps.

The reduction of degrees of freedom allows a numerical evaluation of certain geometric observables on coarser and finer discretizations. Their comparison defines the renormalization group (RG) flow of the model in the parameters \((\alpha, \Lambda, G)\). We first consider the projection of the RG flow along the \(\alpha\) direction, which shows a UV-attractive fixed point. Then, we extend our analysis to two- and three-dimensional parameter spaces. Most notably, we find the indications of a fixed point in the \((\alpha, \Lambda, G)\) space showing one repulsive and two attractive directions.

I. MOTIVATION

Loop Quantum Gravity (LQG) and its covariant cousins, Spin Foam Models (SFM), are among the most promising approaches to defining a theory of quantum gravity [1–4]. These models have advanced significantly over the last two decades, and possess a solid theoretical foundation.

However, any approach to quantum gravity must eventually walk the long and hard road towards making contact with observations and attempt to make predictions. This is largely uncharted territory for LQG and SFM, in the sense that they are not yet in a form in which they can be used to produce reliable numbers which can be compared to experiment. A notable exception to this is the cosmological version of Loop Gravity, Loop Quantum Cosmology (LQC) [5]. Also, some SFM are used to estimate the lifetime of black holes, and attempt to search for observable signals of their decay into white holes [6].

In general, however, it is quite difficult to use LQG and SFM to produce reliable numerical predictions. One of the main reasons for this is the fact that in their background-independent formulation, LQG and SFM are far away from the continuum physics of either General Relativity or Quantum Field Theory. A direct comparison is therefore quite difficult, and computations of, say, quantum gravity corrections to known processes, are quite hard to do. Therefore, the problem is intimately tied to the question of their continuum limit.

Both LQG and SFM describe (respectively canonical and covariant) dynamics for the microscopic degrees of freedom of space-time. Gravity, as an interactive field theory, can be expected to have a non-trivial RG flow, and the effective dynamics for macroscopic degrees of freedom, which is what we measure and describe by GR, can differ radically from the microscopic theory [1]. To understand the continuum limit of these theories, one therefore needs to compute their RG flow, i.e. the way in which the theory effectively changes among different scales [9].

Both LQG and SFM are constructed with background-independence in mind, in order to incorporate Einstein’s principle of general covariance. This prevents the direct application of well-established RG methods, since these contain a notion of scale which relies on a background metric [2]. In recent years, however, there have been significant advances in understanding the notion of background-independent renormalization group flow, in which the notions of coarse graining, scale, and RG flow are generalized to the setting of LQG and SFM [10, 22].

---

1 A striking example for this is the description of cosmological space-time as condensate of building blocks of space, as can be described in the group field theory (GFT) approach [7, 8].

2 In lattice gauge theory, one e.g. works on fixed lattices with a lattice length \(a\), which depends on the background geometry.
These methods bear close resemblance to those developed for tensor network renormalization (TNR [23–25]), and have been successfully applied to SFM in 2D and 3D [10, 16, 26]. The development of further approximation techniques have allowed to also apply these methods to SFM in a truncated setting.

The RG flow of 4D models yielded quite interesting results. In particular, it was observed that the RG flow of the so-called EPRL-FK Spin Foam model [27–29] appears to possess a non-trivial UV fixed point [17, 18]. While promising, it is unclear how much these results depend on the truncations of the EPRL-FK model, which were used. Therefore, in this article, we are going to relax some of these truncations, in order to investigate the EPRL-FK model in 4D in more detail.

The outline of the paper is as follows:

First we describe the general setup of our article in chapter II. In section II A we remind the reader of the definition of the EPRL-FK model, which is used in our analysis. In section II B we review the notion of coarse graining, in the background-independent context for SFM. We discuss the approximations and truncations used in this and previous articles in section II C. In section II D we give an overview of the numerical methods employed in our analysis.

In section III we consider the RG flow of the 4D EPRL model, in various gauges and truncations. We consistently find a similar fixed point to the one in [17, 18], confirming and extending the results from these earlier works. In section IV we additionally consider the dynamics of the symmetry-restricted model numerically, in order to gain some insight into the behaviour of the model. This also lends some interpretation to the RG flow analysis. In V we consider the asymptotic limit of the free theory, which is suspected to be a Gaussian fixed point of the RG flow. We sum up our results in VI.

II. GENERAL SETUP

Spin Foam models describe the dynamics of quantum gravity by assigning transition amplitudes to Loop Quantum Gravity boundary states. There exist various different versions of spin foam models [27, 28, 30–32] for both Riemannian and Lorentzian signature. In this article, we will focus on the so-called EPRL-FK model [27, 28]. For simplicity, we consider Riemannian signature, so that the local gauge group is $SU(2) \times SU(2) \simeq \text{Spin}(4)$.

The boundary states of SFM are given by a generalization of Penrose’s spin network functions to general graphs $\Gamma$. A transition is described by a history of a graph, called a spin foam. Since a graph consist of 1-dimensional parts (links) and 0-dimensional parts (nodes), the elements of a spin foam $\Delta$ are 2-dimensional (faces, the history of a link), 1-dimensional (edges, the history of a node), and 0-dimensional (vertices, where the topology of a graph can change). See figure 1. These are often taken to be the dual 2-complex to a polyhedral decomposition of space-time, but they can be more general 2-complexes [29].

A spin foam model is specified by an assignment of amplitudes to boundary graphs.

A. The EPRL spin foam model

We consider a general spin foam vertex, for the Riemannian signature EPRL-FK model, with Barbero-Immirzi parameter $\gamma \in (0, 1)$. The associated amplitude is a linear map on the boundary Hilbert space. A state in that Hilbert space is given by boundary data, which is completely described by a directed graph $\Gamma \subset S^3$ embedded into a three-sphere.

A boundary geometry on $\Gamma$ is given by a collection of spins $j_L \in \mathbb{Z}_N$ associated to the links $L \in \text{Links}(\Gamma)$ of $\Gamma$, and a collection of 3d unit vectors $\vec{n}_{NL}$ associated to pairs of nodes $N \in \text{Nodes}(\Gamma)$ of the graph, and links $L$ which are connected to $N$. For all $L \supset N$, the corresponding unit vectors are chosen such that they satisfy

$$G_N := \sum_{L \supset N} j_L \vec{n}_{NL} = 0.$$  (1)

For Riemannian signature, the local gauge group is $\text{Spin}(4)$. We use the Hodge duality in four dimensions, under which its Lie algebra decomposes into $\text{spin}(4) \simeq \mathfrak{su}(2) \oplus \mathfrak{su}(2)$, two commuting $SU(2)$-subalgebras, which are the eigenspaces under the Hodge $*$ for eigenvalues $\pm 1$. Consequently, one has the group isomorphism
Spin(4) \simeq SU(2) \times SU(2), and an irreducible representation of Spin(4) can therefore be depicted as pair \((j^+, j^-)\) of half-integers.

The vertex amplitude \(A_v\) is constructed in the following way: Define \(^3\)

\[
j^\pm_L := \frac{|1 \pm \gamma|}{2} j_L, \tag{2}\]

and construct the boosted Livine-Speziale-intertwiners

\[
\nu^\pm_N := \mathcal{P} \left[ \bigotimes_{L \leftarrow N} \beta_L |j_L, \vec{n}_{NL}\rangle \otimes \bigotimes_{L \rightarrow N} \langle j_L, -\vec{n}_{NL}| \beta^\dagger_L \right]. \tag{3}\]

The \(SU(2) \times SU(2)\)-intertwiner \(\nu^\pm_N = (\nu^+_N, \nu^-_N)\) factorises for \(\gamma < 1\). Here the coherent states for \(\vec{n} \in S^2\) are given by

\[
|j, \vec{n}\rangle := D_j(g_{\vec{n}})|j, j\rangle, \tag{4}\]

i.e. the action on the highest weight vector with a group element \(g_{\vec{n}}\), which is such that \(g_{\vec{n}} e_z = -\vec{n}\), with \(e_z\) being the unit vector in z-direction. \(^4\) Note that \(D_j(g)\) is the representation matrix of \(g \in SU(2)\) for the irreducible representation \(j\).

The map

\[
\beta_L : V_{j_L} \rightarrow V^+_L \otimes V^-_{j_L}, \tag{5}\]

is the isometric embedding of \(j_L\) into the highest weight subspace of the Clebsh-Gordon decomposition of

\[
V^+_L \otimes V^-_L \simeq V^-_{0-j_L} \oplus \cdots V^+_{j_L+j_L}, \tag{6}\]

and \(\mathcal{P} : \mathcal{H} \rightarrow \text{Inv}_{SU(2) \times SU(2)}(\mathcal{H})\) with

\[
\mathcal{H} := \bigotimes_{L \leftarrow N} V^+_{j_L} \otimes V^-_{j_L} \otimes \left( \bigotimes_{L \rightarrow N} V^+_L \otimes V^-_L \right), \tag{7}\]

is the projector onto the invariant subspace of the Hilbert space \(\mathcal{H}\).

As a result of this definition, the tensor product of all boosted Livine-Speziale intertwiners \(\nu_N^\pm\) is an endomorphism on the tensor product of all representation spaces over the links, i.e.

\[
\bigotimes_N \nu_N^\pm : \bigotimes_L (V^+_L \otimes V^-_L) \rightarrow \bigotimes_L (V^+_L \otimes V^-_L). \tag{8}\]

The vertex amplitude \(A_v\) is defined as the trace of this map, i.e.

\[
A_v := \text{tr} \left( \bigotimes_N \nu^+_N \right) = A^+_v A^-_v. \tag{9}\]

The spin foam state sum \(Z\) for a larger 2-complex is defined by summing over several different products of vertex amplitudes. A 2-complex is regarded as the history of a spin network \(\mathcal{N}\), and consists of vertices \(v\), edges \(e\) and faces \(f\). For every vertex, we denote the vertex graph \(\Gamma(v)\) to be the one which has a node for every edge touching \(v\), and a link between two nodes whenever two such edges being in the boundary of the same face (this is the boundary graph for the spin foam consisting only of the neighbourhood of \(v\)). Any assignment of spins \(j^\pm_f\) to faces, which satisfy \((2\), and corresponding intertwiners \(\nu^\pm_e\) to edges, induces a boundary state to every vertex graph, and we denote the vertex amplitudes \(A_v\) to be the corresponding traces \(\nu\).

For a 2-complex without boundary, the formal spin foam sum is then defined as

\[
Z = \sum_{j^+_f, j^-_f} \prod_v A_f \prod_e A_e \prod_v A_v, \tag{10}\]

where the face- and edge amplitudes are defined by

\[
A_f = \left( (2j^+_f + 1)(2j^-_f + 1) \right)^\alpha, \tag{11}\]

\[
A_e = ||\nu_e||^{-2}. \tag{12}\]

The parameter \(\alpha\) plays the role of a coupling constant, in that it is a free parameter in the path integral measure. The sum effectively can be expressed as a sum over \(SU(2)\)-spins \(j_f\) and \(SU(2)\)-intertwiners \(\nu_e\), which we will do from now on.

All three amplitude types are local functions of the spins and intertwiners. For 2-complexes with boundary, the amplitudes for edges and faces meeting the boundary have to be altered. In essence, we choose the boundary amplitudes

\[
B_v = (A_0)^{1/2}, \quad B_f = (A_f)^{1/2}, \tag{13}\]

where \(n_f\) is the number of partial faces that are glued together to form the whole face. See \([12, 34, 35]\) for details. Since we work with hyperbolic lattices, we will use \(n_f = 4\) throughout this article.

In this case, due to the regularity of the lattice, one can repackage the sum, to write

\[
Z = \sum_{j^+_f, j^-_f} \prod_v \tilde{A}_v, \tag{14}\]

with

\[
\tilde{A}_v := \prod_{f \ni v} A^+_f \prod_{e \ni v} A^\pm_e A^-_e. \tag{15}\]

\(^3\) With the definition \(\nu\), one has to demand that all three \(j_L, j^\pm_L\) are half-integers, which puts severe restrictions on the Barbero-Immirzi parameter \(\gamma\). This is a pathology of the Riemannian model, which does not occur in the Lorentzian context.

\(^4\) Note that, given \(\vec{n} \in S^2\), the corresponding \(g_{\vec{n}}\) is only defined uniquely up to a \(U(1) \subset SU(2)\)-subgroup. Different choices amount to different states \(|j, \vec{n}\rangle\), which differ by a complex phase. For one vertex amplitude, this phase is not important, while for larger triangulations, the relative phases of these states in neighboring vertices have to be taken care of, since they encode the 4d curvature.
The spin foam sum can be written in terms of boundary amplitudes in the following way: For each vertex $v$ and configuration $j_f, \iota_v$, a $SU(2)$-spin network function $\psi_{\Gamma(v), j_f, \iota_v}$ is induced on the corresponding boundary graph $\Gamma(v)$. The boundary amplitude $A_{\Gamma}(v)$ is then an operator on $H_{\Gamma(v)}$, which is defined by

$$A_{\Gamma(v)}(\psi_{\Gamma(v), j_f, \iota_v}) := \hat{A}_v.$$ \hspace{1cm} (16)

B. Background-independent renormalization

Renormalization in this article is understood in the Wilsonian sense \cite{13}. A theory with infinitely many degrees of freedom is usually formulated in terms of effective theories on only part of those degrees of freedom, e.g. by introducing a lattice or a momentum cut-off, i.e. a scale. This effective theory then depends on the scale, usually by scale-dependent parameters called coupling constants. In the background-independent notion of the Wilsonian RG flow formulated for spin foam models in \cite{11,13,30,37}, lengths or energy are encoded in the variables, not in any background structure. Hence the scale is taken to be the 2-complex $\Delta$ itself. The regularization is understood as restricting the theory to only finitely many holonomies, i.e. those which are associated to $\Delta$.

The spin foam sum (14), is therefore, in this language, understood as an effective theory for the available degrees of freedom provided by the 2-complex. It can be seen as the result of integrating out all of the finer degrees of freedom, which are below the lattice resolution. The lattice itself, then, can be regarded as the result of successive coarse graining of a much finer lattice.

The question, then, is how the theories on different lattices, i.e. on different scales, are related. Mathematically, the amplitudes are given in terms of linear maps on the boundary graphs $\Gamma$ of vertices (16). However, several of them together can be made to a linear map onto a larger lattice, with refined boundary graph $\Gamma'$. To relate the amplitudes on the original vertex, and the new effective one, one needs an identification of degrees of freedom. This can be realized by a projection of configuration spaces, or injection of boundary Hilbert spaces

$$\iota_{\Gamma' \Gamma} : H_{\Gamma} \rightarrow H_{\Gamma'}.$$ \hspace{1cm} (17)

The state sum (14) on the fine lattice with the fine boundary $\Gamma'$ has a dynamics which is given by a fine amplitude $A_{\Gamma'}$. We make the ansatz for the fine amplitude to be of the EPRL type, i.e. a local expression over the vertices \cite{14}, which gives a fine amplitude $A_{\Gamma'} : H_{\Gamma'} \rightarrow \mathbb{C}$, by

$$A_{\Gamma'}(\psi_{\Gamma', j_f', \iota_v'}) := \sum_{j_f, \iota_v} \prod_v \hat{A}_v,$$ \hspace{1cm} (18)

where the sum ranges over all bulk spins and intertwiners $j_f, \iota_v'$ of the fine lattice, while the boundary spins and intertwiners $j_f, \iota_v$ are kept fixed. The amplitude $A_{\Gamma'}$ contains all information of the fine theory, represented as amplitude on the fine boundary. The renormalized amplitude is then given by

$$A_{\Gamma'}^{(\text{ren})} = A_{\Gamma'} \iota_{\Gamma' \Gamma}.$$ \hspace{1cm} (19)

In the case of a nested hypercubic lattice, note that the vertex amplitudes in \cite{18}, as well as the renormalized amplitude \cite{19}, can be regarded as amplitudes on the same boundary graph $\Gamma$. However, they do not necessarily have to coincide. This is the essence of the concept of “running coupling” in the RG flow. In fact, equation (19) defines the RG flow of the model, i.e. the relation of amplitudes on different discretization scales. Mathematically, this is the notion of cylindrical consistency, which is required to define the continuum limit. Notably, assume one has solved the RG flow equations along all lattices, i.e. one has a collection of amplitudes $\{A_{\Gamma}\}_\Gamma$ which satisfy cylindrical consistency:

$$A_{\Gamma'} = A_{\Gamma'} \iota_{\Gamma' \Gamma}.$$ \hspace{1cm} (20)

for all $\Gamma \leq \Gamma'$, i.e. whenever $\Gamma$ arises as a refinement of $\Gamma'$. Then, this is a necessary condition that the continuum amplitude $A_\infty : H_\infty \rightarrow \mathbb{C}$ can be defined on the continuum Hilbert space

$$H_\infty := \lim_{\Gamma \to \infty} H_{\Gamma},$$ \hspace{1cm} (21)

which is the inductive limit of all the $H_{\Gamma}$. See \cite{13} for details.

This shows a nice interplay between mathematical concepts and physical intuition. The notion of scale is here played by the choices of lattices, and their relation to one another, which provide a hierarchy among the degrees of freedom. Note that, even though in our case the lattices are regular hypercubic ones, there are no lengths or other geometric properties assigned to them. Rather, the sum \cite{18} ranges over different geometries of the same lattice.

1. On embedding maps

It should be noted that the prescription depends on the way in which degrees of freedom are represented, and identified along different scales. In particular, the embedding map $\iota_{\Gamma' \Gamma}$ depends on these choices, which are not unique. For instance, any family of unitary operators $U_{\Gamma}$ on $H_{\Gamma}$ lead to an equivalent theory with

$$\hat{A}_{\Gamma} := A_{\Gamma} U_{\Gamma},$$

$$\iota_{\Gamma' \Gamma} := U_{\Gamma'}^{-1} \iota_{\Gamma' \Gamma} U_{\Gamma}.$$ \hspace{1cm} (20)

The precise choice of $\iota_{\Gamma' \Gamma}$ can make the actual problem of solving \cite{20} harder or easier. In particular, there are, in general, some choices which can work well – or not so well – in conjunction with certain approximation methods.

In \cite{18}, it is argued that the most beneficial way would be to use dynamical embedding maps, which in and of
themselves already contain all the information of the dynamics of the theory. The reason for this is that one can interpret the embedding maps $\iota_{\Gamma'}\Gamma$ as ways to identify and add degrees of freedom under refinement. Then (20) suggests that refining should be done with respect to the dynamics encoded in the amplitude $A_{\Gamma}$, i.e. degrees of freedom should be added in the dynamical vacuum state. This is a highly non-trivial condition on both $A_{\Gamma'}$ and $\iota_{\Gamma'}\Gamma$. A real-space coarse graining algorithm, called tensor network renormalization [23–25], aims exactly at implementing such a scheme: the partition function of the system is rewritten as the contraction of a (local) network of tensors, which does not refer to a background and does not require a notion of scale. This network is coarse grained by defining effective coarse degrees of freedom from fine ones and ordering them by dynamical relevance. Thus these variable transformations, given by the dynamics, are the inverse of embedding maps. To keep this algorithm numerically feasible, one usually has to truncate the maximum number of degrees of freedom kept in each iteration. In quantum gravity, this algorithm has been successfully applied to 2D analogue spin foam models for finite [10, 26] and quantum groups [16, 38, 39] and 3D lattice gauge theories [16, 40]. One of its main advantages is the applicability to oscillating amplitudes and fermionic systems [41]. However a main disadvantage is the exponential growth in numerical cost with growing number of degrees of freedom, which has prohibited a direct application to 4D spin foam models.

When using the physical embedding maps, the continuum Hilbert space is equivalent to the physical Hilbert space, in which time translation becomes trivial, i.e. scattering matrix elements are simply computed taking the inner product between in- and out-states.

Since we do not have the physical embedding maps at our disposal (indeed they would have to be found by solving the RG flow equations), we instead use an ad hoc choice for embedding maps, which identify (kinematical) geometric quantities among different scales, such as spins. The degrees of freedom here are added by $\iota_{\Gamma'}\Gamma$ in such a way that e.g. fine areas add up to coarse areas. This condition is translated to a condition on the coupling of fine spins to coarse spins. Details can be found in [18].

2. Projected RG flow

In general, the cylindrical consistency equations (20) are very hard to solve, even though we have restricted ourselves to specific lattices. To simplify matters, one can instead consider amplitudes $A_{\Gamma}(g_i)$ on $\Gamma$, which are given in terms of few parameters $g_i$, called coupling constants. One then attempts to rewrite the flow of amplitudes in terms of a flow of coupling constants

$$g_i \rightarrow g_i'.$$  

(22)

The question whether a parametrization in terms of few coupling constants is feasible, depends on its renormalizability, i.e. on whether the effect of the integrated out degrees of freedom in (19) can be absorbed by a shift in the $g_i$. Whether quantum gravity is renormalizable or not, is still an open question. While it is often argued that the perturbative formulation is not [42], there are hints that there might exist a non-Gaussian fixed point, around which the flow might be renormalizable [43].

We have to leave this question open for now. To be able make computations, however, we truncate the flow to only finitely many parameters. That is, we make an ansatz for $A_{\Gamma} = A_{\Gamma}(g_i)$ in terms of the EPRL model (10), with free parameters

$$\{g_i\} = \{\alpha, G, \Lambda\},$$  

(23)

i.e. the parameter defined in the face amplitude (11), as well as Newton’s constant $G$ and the cosmological constant $\Lambda$. We specifically do not choose the Barbero-Immirzi-parameter $\gamma$ as a running coupling, since its connection to the allowed spins is rather pathological in the Euclidean EPRL model. The precise range of allowed spins $k_f$ sensitively depends on $\gamma$, by the condition that $j_+^f$ given by (2) are half-integers. In particular, changing $\gamma$ by a tiny amount can make huge changes in the range. In particular, the chosen boundary data which works for

FIG. 2. The RG flow rests on a coarse graining step, replacing several fine vertices by an effective coarse one.

5 See [15] for the treatment of a case allowing for all possible lattices at the same time. In that case, there are uncountably many RG flow equations to solve.
one $\gamma$ might not be allowed for another, which would spoil the RG flow equations. To avoid this complication, we fix the value to
\[ \gamma = \frac{1}{2}. \] (24)

Since the same pathology does not appear in the Lorentzian signature model, we surmise that, in that case, it would be prudent to also choose $\gamma$ as a running coupling.

The projection of the flow will be achieved the following way: in its general form, the RG flow equation (20) can be rephrased as the fact that all observables $O_{\Gamma'}$, which are defined on the coarse lattice $\Gamma$, can also be measured on the fine lattice $\Gamma'$ (where we denote them as $O_{\Gamma'} = (t_{\Gamma'})_{*}O_{\Gamma}$), and the expectation values, respectively obtained with the amplitude $A_{\Gamma}$ and $A_{\Gamma'}$, agree, i.e.,
\[ \langle O_{\Gamma} \rangle_{\Gamma} = \langle O_{\Gamma'} \rangle_{\Gamma'}, \quad \text{for all } O_{\Gamma}. \] (25)

If we truncate the theory space to amplitudes given in terms of few coupling constants $g_i$, we cannot expect (25) to hold for all observables any more, but we can expect it to hold for some, at least approximately. In particular, we choose a finite set of observables $O_{\Gamma}^{(n)}$, which we call reference observables, and demand that the error
\[ \Delta_{\Gamma}^n := \sum_n \left| \langle O_{\Gamma}^{(n)} \rangle_{\Gamma} - \langle O_{\Gamma'}^{(n)} \rangle_{\Gamma'} \right|^2 \] (26)
is minimal\footnote{To simplify notation we refer to all parameters by $g = (\alpha, G, \Lambda)$ and drop the subscript $i$.} This truncation of the RG flow obviously depends in the choice of observables, and a good flow requires that one finds observables which capture the dynamics of enough interesting degrees of freedom.

In this article, we choose a specific set of observables, depending on the situation we are in. We will describe these in more detail in section C.1. In particular, we will, in some instances, truncate the flow further and keep some of the parameters in (23) fixed. Depending on which and how many, the choice for reference observables will be adapted.

C. Approximations

In order to solve the RG flow equation (25) we adopt a number of approximations

- **Reduced state sum**: The partition function (14) is hardly usable to carry out predictions about transition probabilities and expectation values of observables. This fact has roots in the complexity of its expression which involves a sum over all the possible geometric configurations $\{j_{f}, \iota_{e}\}$. To overcome this issue we restrict the state sum to a special set of symmetric configurations. They define a discretization of spacetime in which only a limited number of spins $j_{f}$ is required to keep track of the geometric degrees of freedom, while all the intertwiners $\iota_{e}$ are confined into the shape of a so-called *quantum frustum*. We will describe this structure in more details in the next section.

- **Semiclassical limit**: In the large spin limit the EPRL-FK vertex amplitude (6) has been proven to be connected to discrete GR, when built on a simplicial discretization [44]. This result was confirmed in [45] by a saddle point approximation of the reduced amplitude. As we will see, unlike the case of a general simplicial decomposition, the thinning of the state sum leads to an explicit asymptotic expression of (15) as a function of the spins. This allows us to numerically evaluate the expectation values (40) for some geometric observables $O_{\Gamma}$ on a given boundary graph $\Gamma$.

- **Projection of the amplitudes**: In general, given a theory defined by a set of couplings $g_i$, the dimension of the parameter space can grow or decrease when one looks at the physics at different scales. In other words, new parameters may arise during the coarse graining process. Here we truncate the RG flow by considering the system as self-similar at all the scales. Thus, at each renormalization step we project the amplitude down to the reduced Euclidean EPRL-FK model defined by three parameters $g_i = (\alpha, G, \Lambda)$.

The above set of approximations has been proven successful in some recent papers [17, 18] where the use of a discretization in terms of hypercuboids allowed the evaluation of the RG flow of the parameter $\alpha$ appearing in the face amplitude. Also, the detection of a UV-attractive fixed point $\alpha_c$ showed an indication of invariance of the model under refinement. While opening the way to the numerical study of the continuum limit of restricted spin foams, the hypercuboid model stands on a severe restriction of d.o.f. which does not allow for curvature. The curvature is in fact vanishing everywhere and thus the theory is independent of other interesting parameters such as Newton’s constant $G$ and the cosmological constant $\Lambda$. In this article we will instead work on a discrete structure introduced in [45] and specially designed to support a basic concept of curvature. It consists of a *pyramidal* discretization that, in the limit of large refinement, provides a natural description of a foliated manifold $\mathcal{M} = \Sigma \times \mathbb{R}$ in which the spatial hypersurfaces $\Sigma \sim \mathbb{T}^3$ have the topology of a 3-torus, are flat, isotropic and homogeneous and can grow or contract at successive times. The typical grain of spacetime, defining the spin foam vertex, is the so called *hyperfrustum* $F_n$ i.e., the four dimensional generalization of a truncated regular square pyramid (to which we refer as frustum). We represent it in Fig.3 via its 3d
boundary, obtained by unfolding $F_n$ into six equal frusta $f_n$ and two cubes $c_n$ and $c_{n+1}$ of different sizes.\footnote{This is the analogue, one dimension higher, of the unfolding of a 3d frustum into four regular trapezoids and two squares.}

The geometry of the hyperfrustum is fully specified by three spins i.e., $F_n = F_n(j_n, j_{n+1}, k_n)$. The spatial spin $j_n$, corresponding to the face areas of $c_n$, determines the scale factor $a_n = \sqrt{j_n}$ at a fixed time $t_n$; the height of the hyperfrustum, defined as the distance between the centers of its boundary cubes, determines instead the time step $H_n = H_n(j_n, j_{n+1}, k_n) = t_{n+1} - t_n$, where $k_n$ are the time-like spins of the trapezoidal faces of $f_n$.

As it is shown in \cite{15}, the model characterizes a cosmological subsector of the quantum theory in the sense that the associated classical Regge action reproduces the dynamics of a FLRW Universe on large refined discretizations. In a quantum regime, the results of this model can potentially approximate the properties of a region of the Universe in which the dominating quantum fluctuations manifest the same symmetries of the Friedmann cosmology. Whether such systems may exist or not is not clear. Nonetheless, the interest in the model lies beyond the application to cosmology, since one can use it to investigate its RG flow.

The data to build the reduced EPRL-FK vertex amplitude is stored in the spin network dual to the boundary of a hyperfrustum (Fig.3). This consists of eight six-valent nodes $a = 0, 1, \ldots, 7$ laced through their links $ab$. An intertwiner $\iota_a$ is assigned to each node $a$ and a spin $j_{ab}$ is attached to each link connecting the nodes $a$ and $b$. This labeling endows the (so far just combinatorial) graph with a geometric connotation so that, whenever two nodes share a link, two boundary hexahedra have the same face area bound.

The intertwiner at a node generically describes a quantum frustum. In the notation of Fig.3 we can write for example the intertwiner at the node $a = 5$ as

$$\iota_5 = \int dg \, g \, g \left( |j_5, \hat{e}_3 \rangle \otimes |j_{n+1}, -\hat{e}_3 \rangle \otimes \bigotimes_{l=0}^{3} |k_n, \hat{r}_l \rangle \right),$$

where $\hat{r}_l = e^{-i} e^{i} e^{-i} e^{i} \hat{e}_3$ $(l = 0, 1, 2, 3)$ are the four vectors perpendicular to the side faces of the frustum, while the slope angle $\phi$ between the top and the side face is a function of the spins

$$\cos \phi = \frac{j_{n+1} - j_n}{4k_n}.$$

This object reduces to a quantum cuboid for $j_{n+1} = j_n$. In terms of these coherent states the vertex amplitude \cite{10} for $\gamma < 1$ factorizes as $A_v = \mathcal{A}_v^+ \mathcal{A}_v^-$ being

$$\mathcal{A}_v^+ = \int_{SU(2)^8} dg_a^\pm e^{S^\pm [g_a^\pm]},$$

the exponential of the complex action

$$S_{\pm}[g_a^\pm] = \frac{[1 \pm \gamma]}{2} \sum_{ab, \gamma_a} 2 j_{ab} \ln(-\bar{n}_{ab})(g_a^\pm)^{-1}g_b^\pm|\bar{n}_{ab}||,$$

where we denote $|\bar{n}_{ab}\rangle \equiv |1/2, \bar{n}_{ab}\rangle$, and we call $\bar{n}_{ab} \in S^2 \subset \mathbb{R}^3$ the vector orthogonal to the face of $a$ which is dual to the link $ab$ (see Fig.3 for a reference). In the large spin limit the amplitude \cite{29} behaves as an highly oscillatory integral and we can evaluate it via stationary phase approximation. Thus, we only consider the $SU(2)$ group elements $g_a$ that contribute most in the asymptotic limit i.e., the stationary and critical points such that $\partial S|_{g_a} = 0$ and $\text{Re} S(g_a) = 0$. The critical point equation can then be written as

$$g_a^\pm \bar{n}_{ab} = -g_b^\pm \bar{n}_{ba}.$$

There are four distinct solutions for the couple $(g_a^+, g_a^-)$, corresponding to the set of rotations such that the boundary hexahedra are glued together at their faces so to reconstruct a 4d hyperfrustum. The same method can be applied to the region $\Gamma$.

Fig. 3. In black, the 3d boundary of an hyperfrustum $F_n$. In general, we can think of it as the one-time-step evolution of a 3d boundary cube. In blue, the six-valent node dual to a boundary frustum $f_n$. A similar node is associated to each hexahedron in figure.

Fig. 4. Spin network graph dual to a hyperfrustum boundary. The external legs are considered to be connected to the node $a = 7$. The spatial spin $d_{ab}$ is a function of the spins $a$ and $d_{ab}$ being a boundary frustum $f_n$, $\hat{e}_3 = \sqrt{j_{ab}}$, the exponent of the complex action $S_{\pm}[g_a^\pm] = \frac{[1 \pm \gamma]}{2} \sum_{ab, \gamma_a} 2 j_{ab} \ln(-\bar{n}_{ab})(g_a^\pm)^{-1}g_b^\pm|\bar{n}_{ab}||$, where we denote $|\bar{n}_{ab}\rangle \equiv |1/2, \bar{n}_{ab}\rangle$, and we call $\bar{n}_{ab} \in S^2 \subset \mathbb{R}^3$ the vector orthogonal to the face of $a$ which is dual to the link $ab$ (see Fig.3 for a reference). In the large spin limit the amplitude \cite{29} behaves as an highly oscillatory integral and we can evaluate it via stationary phase approximation. Thus, we only consider the $SU(2)$ group elements $g_a$ that contribute most in the asymptotic limit i.e., the stationary and critical points such that $\partial S|_{g_a} = 0$ and $\text{Re} S(g_a) = 0$. The critical point equation can then be written as

$$g_a^\pm \bar{n}_{ab} = -g_b^\pm \bar{n}_{ba}.$$

There are four distinct solutions for the couple $(g_a^+, g_a^-)$, corresponding to the set of rotations such that the boundary hexahedra are glued together at their faces so to reconstruct a 4d hyperfrustum. The same method can be applied to the region $\Gamma$. 
used to compute the norm of the coherent intertwiners to the leading order in the large $j$ limit, and thus the edge amplitudes.

These calculations were performed in a preparatory article\[23\] where the asymptotic limit of the full dressed vertex amplitude is carried out explicitly. In this article we also implement the cosmological constant $\Lambda$ by using a generalization of Han’s ad hoc deformation of the EPRL-FK model\[47\]. In the asymptotic limit, such deformation has the sole effect of adding a discrete cosmological constant term to the Regge action. In particular, it does so without altering the other functions computed in the undeformed setting e.g., the Hessian determinant\[47\].

In order to explicitly write the amplitudes in a compact form let us first define the functions

$$\Omega \equiv \frac{\sqrt{1 - \gamma^2}}{8\pi}, \quad Q \equiv 2 + \frac{j_n + j_{n+1}}{2k_n},$$

$$\theta \equiv \arccos \frac{1}{\tan \phi}, \quad K \equiv \sqrt{-\cos 2\theta},$$

where the slope angle $\phi$ is given in \[23\]. Then, for a face $f$ labeled by the spin $j_n$ (similar for $k_n$), for an edge $e$ dual to a frustum $f_n(j_n, j_{n+1}, k_n)$, and for a vertex $v$ dual to a hyperfrustum $F_n(j_n, j_{n+1}, k_n)$ the asymptotic expressions of the respective amplitudes are

$$\mathcal{A}_f \to (8\pi\Omega j_n)^{3\alpha},$$

$$\mathcal{A}_e \to \frac{\Omega^3 k_n^3}{2(4\pi)^4} (1 + K^2)(1 + K^2 - 2Q)^2,$$

$$\mathcal{A}_v \to \left( \frac{1}{8\pi\Omega} \right)^{21} \left( \frac{e^{i\frac{\gamma^2}{2K}}}{D} + \frac{e^{-i\frac{\gamma^2}{2K}}}{D^*} + 2 \frac{\cos(\frac{\gamma S_R - \Lambda V}{2G})}{\sqrt{DD^*}} \right).$$

We recognize the Regge action $S_R = \sum h_n a_n h_n$ which is a function of the spins

$$S_R = 6j_n \left( \frac{\pi}{2} - \Theta \right) + 6j_{n+1} \left( \frac{\pi}{2} - \Theta' \right) + 12k_n \left( \frac{\pi}{2} - \Theta'' \right).$$

The four dimensional dihedral angles $\Theta_{ab}$ among the 3d blocks at the vertex boundary are (always refer to Fig.\[9\])

$$\Theta = \theta \quad \text{if} \quad a = 0 \quad \text{or} \quad b = 0,$$

$$\Theta' = \pi - \theta \quad \text{if} \quad a = 7 \quad \text{or} \quad b = 7,$$

$$\Theta'' = \arccos(\cos^2 \theta) \quad \text{if} \quad a, b \in \{1, \ldots, 6\}.$$  

Let us notice that in our symmetry restricted setting the use of spin variables is equivalent to the use of edge

\[\text{D. Numerics}\]

The vital ingredient of this article is the calculation of expectation values of geometrical observables in the
spin foam state sum. The spin foam amplitudes are intricate functions of the spins \( j \), and the integrations over \( j \) generically cannot be performed analytically. As in a similar analysis for cuboid-shaped spin foams we will therefore perform these integrations numerically.

We perform our numerical simulations in the programming language \( \text{Julia} \) and use algorithms suitable for higher-dimensional integration from the \( \text{Cuba} \) package.

While the \( \text{Cuba} \) package contains several algorithms, most of which employ Monte Carlo techniques, we use a deterministic algorithm called \( \text{Cuhre} \). It roughly works as follows: Similar to Monte Carlo algorithms, the integrand is evaluated at several points. Given this data, \( \text{Cuhre} \) then attempts to approximate the integrand by a polynomial in the integration variables and estimates the error. If the error is larger than requested, the region with the largest error gets subdivided and the algorithm is iterated. Once this procedure has sufficiently converged, or the maximum number of iterations has been reached, the polynomials are used to deterministically evaluate the integral.

For our purposes this algorithm is particularly useful since it is more efficient for integrating oscillatory integrands than ordinary Monte Carlo techniques, at least if the dimensionality of the integrand is not too high. Indeed, as frusta configurations allow for curvature, the vertex amplitude is a sum of several oscillating terms, which marks an important generalisation compared to the pure cuboid case. Fortunately hyperfrusta are prescribed by only three spins, compared to six of a hypercuboid. Together with the large amount of symmetry in these configurations, we can study discretisations containing many spin foam vertices, which only depend on a few spins. Indeed most of the integrations performed in this article are two-dimensional, which can be efficiently performed.

Another generalisation compared to the cuboid case is the necessity of introducing a cut-off on the spins. While in the cuboid case we implemented an embedding map fixing the total area of a coarse face, we a priori cannot enforce such a restriction onto the hyperfrusta. To efficiently perform the integrals, an upper cut-off on the spins is necessary. Usually one then has to carefully check that the result does not change under gradually increasing the cut-off. In our case this question is closely tied to the value of the parameter \( \alpha \) as it determines whether large or small spins are preferred in the path integral. Generically if \( \alpha \) is too large the result is cut-off dependent as the amplitudes diverge for growing spins. We

have performed our simulations in a regime of \( \alpha \) where the results converge for relatively small cut-off \( j_{\text{max}} \sim 10 \). Fortunately this is also the regime of interesting dynamics.

Thus the difficulty of the numerics stems less from the integrand itself but from the fact that we have to scan a 3-dimensional parameter space. To quickly generate the results we have used the local HPC at Perimeter Institute, e.g. to perform 1024 one- and two-dimensional integrations took roughly 12 hours on a single core. This can be further accelerated as the \( \text{Cuba} \) package in \( \text{Julia} \) can be straightforwardly vectorized and parallelized.

### III. Renormalization Group Flows

We work on a system \( \Phi \) describing the time evolution of an isotropic and homogeneous universe. We consider different discretizations of this process in terms of hyperfrusta. We then demand cylindrical consistency among different discretizations, which defines the RG flow of the amplitudes.

Let us focus on the table in Figure 5 which catalogs some possible discretizations of \( \Phi \) preserving the symmetries of the system. Each slot \( (X, Y) \) represents a discretization \( \Phi_{(X,Y)} \) of \( \Phi \) in terms of \( n = X^3 Y \) vertices.

| \((X,Y)\) | 1 | 2 | 3 | 4 |
|------|----|----|----|----|
| 1    |    |    |    |    |
| 2    |    |    |    |    |
| 3    |    |    |    |    |

FIG. 5. Catalog of some possible discretizations of \( \Phi \) which preserve the homogeneity of the spatial hypersurfaces. The labels \( X \) refer to the number of links used to discretize each spatial direction. The labels \( Y \) refer to the number of time steps in which the transition occurs.

In what follows we are considering the initial and final slices as our disconnected boundary. There exists a unique embedding map \( \{17\} \) which allows for using only and solely the hyperfrustum vertex at each refinement step. This is such that it maps a coarse boundary cube into the unique configuration of \( X^3 \) smaller cubes, all of the same size.
At the coarsest level the process is described by a single vertex i.e., a hyperfrustum $\Phi(1,1)$ with boundary cubes of areas $j_i$ and $j_j$. These labels fix the boundary geometry of $\Phi(1,1)$ and determine the coarsest scale where there is a single degree of freedom available e.g., the height $H$. Shifting to the right in the picture (i.e. along $X$) corresponds to a homogeneous split of the spatial discretizations, dictated by the embedding map. Thus, in the slot $(X,1)$ each spatial edge is split into $X$ equal pieces. Correspondingly, each of the coarsest boundary cubes of areas $j_i$ and $j_j$ is respectively subdivided into $X^3$ cubical areas $j_i/X^2$ and $j_j/X^2$. Stepping down in the picture (i.e. along $Y$) corresponds instead to refining the discretization in the time direction. As an example, at the slot $(1,Y)$ of Table 3 one has the transition of a single cube in $Y$ time steps which is represented by a chain of $Y$ hyperfrusta of heights $H_1, \ldots, H_Y$ with $\sum_{i=1}^{Y} H_i = H$. The variables of a discretization $\Phi(X,Y)$ are the bulk spatial spins $j_n$ and the time-like spins $k_m$, where $n = 1, \ldots, Y$, $m = 1, \ldots, Y$.

The flow is extrapolated from the comparison of the dynamics of two discretizations $\Gamma = \Phi(X,Y)$ (coarse) and $\Gamma' = \Phi(X',Y')$ (fine) defining a coarse graining step. One can choose whatever couple $(\Gamma, \Gamma')$ in Table 5 with the condition that $X' \cdot Y < X \cdot Y'$. In general, the flow will depend on such a choice. However we expect that for highly discretized $\Gamma$ and $\Gamma'$ the dependence of the flow becomes negligible since the discretization is fine enough to capture the dynamics of the system.

Note that all the configurations shown in Table 5 give rise to real transition amplitudes, since the vertex amplitudes $A_v$ are real. The discretizations laying in the even columns have positive amplitudes while the odd columns can take negative values since each time step comes with an odd power of vertex amplitudes. In what follows we restrict ourselves to discretizations with positive amplitudes only. This ensures in general a faster numerical evaluation of the expectation values of the observables.

A. One dimensional isochoric RG flow

First, we consider a restricted flow where all coupling constants are kept fixed, except for $\alpha$. The RG flow in $\alpha$ is computed in the isochoric setting i.e., keeping fixed the total 4-volume of space-time. This is a generalization of a previous work, in which the discretization has been restricted to hypercuboids, and where it has been observed that the RG flow of $\alpha$ is intimately connected to the vertex displacement symmetry of the model [17].

In particular, in [57], it was observed that the EPRL model breaks vertex displacement symmetry, which is the manifestation of diffeomorphisms on the lattice [57, 59–63]. While this breaking of symmetry is well-known in classical Regge calculus, where it appears whenever curvature is involved, the quantum theory breaks it even in the case of flat metrics.

If one restricts the state sum to only these flat metrics, by using hypercuboids, then it could be shown that the RG flow has an UV-attractive fixed point, on which vertex displacement symmetry is roughly restored. Since one only considers flat configurations, only the coupling constant $\alpha$ plays a role. Depending on the boundary state, the fixed point lies around $\alpha \approx 0.63$ [13]. In the following, we extend the RG flow to frusta geometries which also allow for curvature.

We consider the coarse-graining step of $\Gamma = 2 \times \Phi(1,2)$ into $\Gamma' = 2 \times \Phi(2,4)$ which are respectively discretizations with $n_1 = 1^3 \times 2 \times 2 = 4$ and $n_{1'} = 2^3 \times 4 \times 2 = 64$ vertices (Figure 6). The lattice is doubled in one of the spatial directions, so that the amplitude is always positive. The initial and final boundary spins are fixed and equal $j_i = j_j = j_b$.

![Figure 6](https://via.placeholder.com/150)

**FIG. 6.** Coarse graining step used to generate the one-dimensional flow in the isochoric setting i.e., keeping the total 4-volume fixed.

The RG flow is then evaluated in the isochoric regime, i.e. summing over all configurations which have identical total 4-volume $V_{tot}$. This is achieved by performing a transformation of the integral over spins $(j_n,k_m)$ to an integral over $(j_n',V_m)$, with 4-volumes $V_m$ of a vertex at time-step $m$. This adds a Jacobian determinant to the integration, after which the total volume is fixed by including a $\delta(\sum_m V_m - V_{tot})$ into the integral, which allows to express one of the volumes by the others and $V_{tot}$. For the coarse lattice $\Gamma$ this results in two variables $j_1, V_1$, while for the fine lattice $\Gamma'$ one has six variables $j_1', V_{1'}, V_{1''}$, with $n = 1, 2, 3$.

We use the amplitude $F_{39}$ and equation $F_{40}$ to compute the expectation values of an observable corresponding to the fluctuation of half of the volume, i.e.

$$\langle O_{1/2} \rangle_{\Gamma'} \equiv \langle (V_1 - V_{tot}/2)^2, \rangle \quad (41) $$

$$\langle O_{1/2} \rangle_{\Gamma'} \equiv \langle (V_1' + V_2' - V_{tot}/2)^2 \rangle \quad (42) $$

To compare to the computation in [13], we fix $1/G = 1.5$, $\Lambda = 0.1$, and consider the amplitude depending only on the coupling constant $\alpha$. For a given $\alpha'$ on the fine lattice, we compute the fine observable $F_{41}$, and look for the value $\alpha$ on the coarse lattice, which leads to the same value for $F_{41}$, i.e. the RG flow $\alpha' \to \alpha$ is given by the
FIG. 7. RG flow $\alpha \rightarrow \alpha'$ in the isochoric case. The intersection with the dashed line $(\alpha \alpha')$ lies at about $\alpha \approx 0.69$, while the other coupling constants are fixed to $1/G = 1.5$, $\gamma = \frac{1}{2}$, and $\Lambda = 0.1$.

The result can be seen in Figure 7. The intersection with the line of $\alpha = \alpha'$ lies at about $\alpha^* \approx 0.69$, (44) which marks an unstable (i.e. UV-attractive) fixed point of this flow. This value is slightly above the one found in [17], but only differs by about 10%.

A plot of the path integrand for the coarse lattice at $\alpha = \alpha^*$, depending on the two free variables $j_1$, $V_1$. The plateau indicates the presence of vertex displacement symmetry.

The condition

$$\langle O_\Gamma \rangle^p \Gamma \rangle = \langle O_{\Gamma'} \rangle^p_{\Gamma'}.$$ (43)

The intersection with the line of $\alpha = \alpha'$ lies at about

$$\alpha^* \approx 0.69,$$ (44)

which marks an unstable (i.e. UV-attractive) fixed point of this flow. This value is slightly above the one found in [17], but only differs by about 10%.

A plot of the path integrand for the coarse lattice (depending on the two free variables $j_1$, $V_1$) is depicted in Figure 8. It can be seen that for $\alpha$ at the fixed point, there is a plateau in the integrand, indicating that some symmetry among the variables is approximately realised in the path integral. This can be regarded as some vertex displacement symmetry. It should be noted, however, that in this case the connection to the diffeomorphisms is much less clear, due to the presence of non-trivial deficit angles. Numerical tests show indeed that the plateau depicted in Figure 8 vanishes, as soon as one moves $\alpha$ away from the fixed point $\alpha^*$. All of this is in agreement with what has been found previously in the case of hypercuboids [17, 18].

B. The isotemporal gauge

Let us now go beyond the one dimensional analysis and generate higher dimensional RG flow diagrams. In fact, the theory is also defined by the parameters $G$, $\Lambda$. We first look at a two dimensional flow in the space $(\Lambda, G)$ while keeping fixed the value of $\alpha$. Such analysis reveals a partial information being a projection of the three dimensional flow. Nonetheless we will see that it carries the traces of non trivial regions. We then extend this result to the entire parameter space generating a more detailed flow diagram in the space $(\alpha, \gamma, \Lambda)$. As we will show, the flow has a fixed point with one repulsive and two attractive directions.

Here we relax the constraint which keeps fixed the total 4-volume and instead we fix the total height $H$. Furthermore, we work in an isotemporal gauge, i.e. we demand that all the hyperfrusta in a given discretization have the same height. As an example, the slot $(1, \mathcal{V})$ of Fig 5 is now interpreted as the transition of a single cube into the same cube in $\mathcal{V}$ time steps which is represented by a chain of $\mathcal{V}$ hyperfrusta of same height $H/\mathcal{V}$.

In our analysis we consider the case of $\Gamma = \Phi(3,2)$ and $\Gamma' = \Phi(4,3)$ which respectively correspond to discretizations of $\Phi$ in terms of $n_\Gamma = 3^3 \times 2 = 54$ and $n_{\Gamma'} = 4^3 \times 3 = 192$ hyperfrusta (Figure 9). We also choose a fiducial set of boundary conditions $j_i = j_f = 1$ and we fix $H = 6$.

Let us note that the total amplitude of $\Gamma'$ is always positive being given as a product of an even number of identical dressed vertex amplitudes for each time step. The coarse lattice $\Gamma$ has instead an odd number of vertices contributing to each time step. However, thanks

FIG. 8. Path integrand $\tilde{A}_1 \cdot \tilde{A}_2$ for the coarse lattice at $\alpha = \alpha^*$, depending on the two variables $j_1$, $V_1$. The plateau indicates the presence of vertex displacement symmetry.

FIG. 8. Path integrand $\tilde{A}_1 \cdot \tilde{A}_2$ for the coarse lattice at $\alpha = \alpha^*$, depending on the two variables $j_1$, $V_1$. The plateau indicates the presence of vertex displacement symmetry.

FIG. 9. Coarse graining step used to generate the two- and three-dimensional flows in the isotemporal gauge, i.e. keeping fixed the height of the vertices in each discretization and imposing the total height $H$ to be fixed.

Choose a fiducial set of boundary conditions $j_i = j_f = 1$ and we fix $H = 6$.

Let us note that the total amplitude of $\Gamma'$ is always positive being given as a product of an even number of identical dressed vertex amplitudes for each time step. The coarse lattice $\Gamma$ has instead an odd number of vertices contributing to each time step. However, thanks

FIG. 9. Coarse graining step used to generate the two- and three-dimensional flows in the isotemporal gauge, i.e. keeping fixed the height of the vertices in each discretization and imposing the total height $H$ to be fixed.

Choose a fiducial set of boundary conditions $j_i = j_f = 1$ and we fix $H = 6$.
to the symmetry $\mathcal{A}_c(j_n, j_{n+1}, k_n) = \mathcal{A}_c(j_{n+1}, j_n, k_n)$ of [39], the chosen boundary conditions and the isotemporal gauge setting guarantee the positivity of the total amplitude as both time steps carry the same amplitude.

In the large spin limit the partition functions associated to these two systems are respectively

$$Z_T = \int d\mathbf{j}_1 dk_1 dk_2 \mathcal{A}_v(j_1, j_1, k_1) \mathcal{A}_v(j_1, j_1, k_1)^{27} \mathcal{A}_c(j_1, j_1, k_1)^{27},$$

$$Z_{T'} = \int d\mathbf{j}'_1 d\mathbf{j}'_2 d\mathbf{k}'_3 k_3 \mathcal{A}_v(j'_1, j'_1, k'_1) \mathcal{A}_v(j'_1, j'_1, k'_1)^{64} \mathcal{A}_v(j'_2, j'_2, k'_2) \mathcal{A}_v(j'_2, j'_2, k'_2)^{64} \mathcal{A}_v(j'_3, j'_3, k'_3),$$

where $j_1, j'_1, j'_2$ are internal space-like spins associated to square areas while $k_1, k_1', k_2, k_3'$ are internal ‘time-like’ spins associated to trapezoidal faces. To implement the isotemporal gauge we first perform a change of variables

$$k_1 \rightarrow H_1, \quad k_2 \rightarrow H_2, \quad k_1' \rightarrow H_1', \quad k_2' \rightarrow H_2', \quad k_3 \rightarrow H_3.'$$

(46)

Each of these substitutions generates a Jacobian factor. For an hyperfrustum $F_n(j_n, j_{n+1}, k_n)$ the Jacobian $J$ is $J(j_n, j_{n+1}, k_n)$ reads

$$J = \frac{\partial H_n(j_n, j_{n+1}, k_n)}{\partial k_n} = \frac{H_n(\sqrt{j_n} + \sqrt{j_{n+1}})^2}{\sqrt{4H_n(\sqrt{j_n} + \sqrt{j_{n+1}})^2 + 2(j_n - j_{n+1})^2}},$$

(47)

and refers to the change of variables $k_n \rightarrow H_n$, the height $H_n$ being given in terms of [32] by

$$H_n = \frac{2k_n}{\sqrt{j_{n+1}} + \sqrt{j_n}} K.$$

As a second step we insert in the coarse and fine partition functions respectively

$$\delta(H - H_1 - H_2)\delta(H_1 - H_2),$$

$$\delta(H - H_1' - H_2' - H_3')\delta(H_1' - H_2')\delta(H_1' - H_3').$$

(49)

The partition functions then become

$$Z_T = \int d\mathbf{j}_1 A_T,$$

$$Z_{T'} = \int d\mathbf{j}'_1 d\mathbf{j}'_2 A_{T'},$$

(50)

where we have defined

$$A_T = J(j_1, j_1, H/2) J(j_1, j_1, H/2) \mathcal{A}^{27}(j_1, j_1, k_1) \mathcal{A}^{27}(j_1, j_1, k_1),$$

$$A_{T'} = J(j_1, j_1, H/3) J(j_1, j_1, H/3) J(j_2, j_2, H/3) \mathcal{A}^{64}(j_1, j_1, k_1') \mathcal{A}^{64}(j_1, j_1, k_1') \mathcal{A}^{64}(j_2, j_2, k_2'),$$

(51)

The ‘time-like’ spins in the expressions above must be understood as functions $k_n \equiv k_n(j_n, j_{n+1}, H_n)$.

Thus, in the coarse case we remain with a system with a single d.o.f. given by the intermediate spatial spin $j_1 \in [0, \infty]$. In the fine case there are two d.o.f. corresponding to the two intermediate spins $j'_1, j'_2 \in [0, \infty]$.

We evaluate expectation values of $n$ observables $O^{(n)}$ by numerically integrating over these variables

$$\langle O^{(n)}_{T}\rangle_T = \frac{1}{Z_T} \int d\mathbf{j}_1 O^{(n)} A_T,$$

$$\langle O^{(n)}_{T'}\rangle_{T'} = \frac{1}{Z_{T'}} \int d\mathbf{j}'_1 d\mathbf{j}'_2 O^{(n)} A_{T'},$$

(52)

where $g = (\alpha, G, \Lambda)$ and $g' = (\alpha', G', \Lambda')$ are sets of parameters defining the theory. Observables should be cylindrically consistent, written as:

$$\langle O^{(n)}_{T}\rangle_T = \langle O^{(n)}_{T'}\rangle_{T'}, \quad \forall n.$$  

(53)

This can be seen as equations for the coupling constants $g, g'$ which defines the RG flow equation for our model. In fact, if one can solve it, for any point $g'$ the equation returns a point $g$ and we can connect them with an arrow $A^{g \rightarrow g'}$ to draw the flow in the parameter space [12]. The existence of an exact solution to equation (53) depends on many factors. We already discussed the relevance of the choice of $\Gamma$ and $\Gamma'$ as well as the various approximations that may spoil the solution. A further technical obstacle is represented by the fact that the solution of [53] would require the knowledge of the values $\langle O^{(n)}_{T}\rangle_T$ and $\langle O^{(n)}_{T'}\rangle_{T'}$ in all the points of the parameter space. However, in our case these observables are evaluated numerically for every couple $(g, g')$. Therefore we must consider a finite number of points in the parameter space in order to perform a finite number of integrations. The solution of the flow equation is then approximated whereas for a point $g'$ we cannot access all the points in its neighbourhood with infinite accuracy and, consequently, the point $g$ cannot be defined exactly. Note that here we also assume implicitly that the RG flow makes only small steps in the coupling constants. While this can be expected to hold near a fixed point, in general it might not be true, increasing the error of our RG computation.

---

12 In analogy with the RG flows generated in the Asymptotic Safety scheme, where the arrows point from high to low energy, here the arrows start at $g'$ associated to the fine observables, and point at $g$ which is related to coarse observables. We recall that, in our context of background independent renormalization, there are no continuous labels tracing the energy scale. Instead, the shift of resolution happens in discrete steps and is associated to a change of discretization. This also equates to a change in the number of degrees of freedom that we keep when describing a physical process. Thus, in a ‘Wilsonian’ sense, the refinement of a discretization can be interpreted as a shift towards high energy regimes.
In the light of this observations we impose the cylindrical consistency condition in a weak form
\[
\Delta_{g,g'} \equiv \sum_n |(O^{(n)}_g)_{\Gamma} - (O^{(n)}_{g'})_{\Gamma'}| \equiv \min. \tag{54}
\]

Our plan consists in considering an adequate number of points in a ‘large’ region of the parameter space, determine the flow accordingly to the weak cylindrical consistency condition (54) and finally, for each arrow \(A^{g' \to g}\), check how small is the relative error
\[
R_{g,g'} \equiv \frac{\Delta_{g,g'}}{\bar{O}_{g,g'}}, \tag{55}
\]
being
\[
\bar{O}_{g,g'} \equiv \sum_n \left| (O^{(n)}_g)_{\Gamma} + (O^{(n)}_{g'})_{\Gamma'} \right|. \tag{56}
\]

Regions of parameter space interesting for the RG flow (e.g. since one expects a fixed point there) can be studied with higher accuracy by zooming further into that region. During our analysis we encountered many regions of the parameter space where the cylindrical consistency condition is in fact violated and the RG flow cannot be trusted. We concentrate on those regions where cylindrical consistency is satisfied up to only small errors.

C. Two dimensional isotemporal RG flow

Let us look at the projection of the RG flow on the two dimensional parameter space \((\Lambda, G)\). To do so we fix the value of \(\alpha = 0.68\). We recall that the choice of \(\alpha\) influences the convergence of the path integral. In particular, the chosen value for \(\alpha\) favours small spins. This allows us to set an upper spin cutoff during the Monte Carlo integrations so that the results will be independent of it. Furthermore, this value of \(\alpha\) stands out in our analysis as a point where an interesting and consistent dynamics is expected to take place, as indicated by our earlier investigation in section III A.

In order to draw a flow diagram we proceed as follows

- Select a domain in the parameter space \((\Lambda, G)\) and identify \(n = 32 \times 32 = 1024\) points homogeneously distributed in this domain.

- In each point of the domain evaluate numerically the coarse and fine expectation values of three operators:
  1. the 3-volume at middle height \(\langle O^{(1)} \rangle \equiv \langle V_3 \rangle\).
  2. its variance \(\langle O^{(2)} \rangle \equiv \langle V_3^2 \rangle - \langle V_3 \rangle^2\).
  3. the total 4-volume \(\langle O^{(3)} \rangle \equiv \langle V_4 \rangle\).

- Starting from each \(g' = (\Lambda', G')\) draw an arrow \(A^{g' \to g}\) pointing at \(g = (\Lambda, G)\) such that, following the notation of (54), the distance \(\Delta_{g,g'}\) is minimal for \(g^* = g\), where \(g^*\) is a point in the selected domain. This defines an RG flow diagram.

- Assign a color to the arrows depending on the value of the relative errors \(R_{g,g'}\), where we have used the notation as in (55). Namely, draw in red the arrow that violates the most the cylindrical consistency condition (w.r.t. the other arrows in the plot). On the contrary, color in blue the one which satisfies best the condition. Report the corresponding values \(R_{\text{red}}\) and \(R_{\text{blue}}\) of the relative errors. According to the above classification, draw the other arrows in a tonal progression from red to blue.

The resulting RG flow in the region \(\Lambda = (-0.04, 0.04)\) and \(G = (-0.02, 0.02)\) is shown in Figure 10.

13 In the first plots we fix a maximum length for the arrows since we are interested in getting an idea about where to zoom next to satisfy equation (54) best. Later, when we are in a region that we can trust, we will allow the arrows to have any length.
FIG. 10. RG flow with cylindrical consistency condition maximally and minimally violated with the respective relative errors $R_{\text{red}} = 4.0675$, $R_{\text{blue}} = 0.0169$.

FIG. 11. RG flow with cylindrical consistency condition maximally and minimally violated with the respective relative errors $R_{\text{red}} = 4.0675$, $R_{\text{blue}} = 0.0169$. 
As the relative errors suggest, at the analysed resolution the flow is hardly reliable in some regions. Still we notice that the arrows drawn in dark blue have a small relative error \( R \sim 0.017 \). Most notably, those in the first quadrant, close to \((\Lambda, G) = (0, 0)\), show an interesting behaviour where they have a vanishing length (represented by dots). This is exactly what we would expect to happen at a fixed point. Let us then zoom into such region. The result for \( \Lambda = (-0.01, 0.01) \) and \( G = (-0.004, 0.004) \) is shown in Figure 11.

A first clear observation is that the overall relative errors have improved, reaching a top precision \( R \sim 0.008 \). In an angular region around \( G = 0 \) the flow is still unreliable. However, in agreement with the interesting region (blue arrows), the relative errors are fairly small and the flow shows a more coherent behavior. In particular there are still some arrows with null distance. We then want to zoom further into the top right region of Figure 11. We do so by also unlocking the parameter \( \alpha \) and let it vary slightly around \( \alpha = 0.68 \).

D. Three dimensional isotemporal RG flow

Using the same strategy as in the two dimensional case, it is possible to generate an RG flow in the space defined by the three coupling constants \((\alpha, G, \Lambda)\). Figure 12 shows the RG flow in the region \( \Lambda = (0.006, 0.01), G = (0.003, 0.0045) \) and \( \alpha = (0.6765, 0.6775) \) in which we have selected 32 \( \times \) 32 \( \times \) 32 points. All the arrows in the plot satisfy the cylindrical consistency condition to high precision, the smallest relative error being \( R \sim 0.00017 \).

Remarkably, there is the indication of a fixed point within the center of this region, showing one repulsive and two attractive directions. At this order of precision, both the relevant (repulsive) and irrelevant (attractive) directions seem to be associated with linear combinations of all three parameters. A better precision can be reached by further zooming. Our research suggest that this is a rare point of the parameter space. Whether this point is unique needs further analysis.

IV. EXPANDING AND CONTRACTING UNIVERSES

We now investigate the dynamics described by the amplitudes, in order to gain an insight into the interpretation of the RG flow.

Frusta geometries are geared towards studying cosmological transitions. The spatial cubes essentially encode the scale factor \( a \) of the universe at a certain ‘time step’, and the ‘time-like’ frusta mediate between spatial cubes of different size[15]. Naturally the question arises which configurations are preferred in the path integral given by the EPRL amplitudes. In particular we intend to examine how the parameters of the model, e.g. the cosmological constant \( \Lambda \), influence the dynamics and whether familiar features of the classical theory emerge as well. In the case of our simple model this could be whether the universes expansion is accelerating or slowing down, depending on the sign of the cosmological constant.

To this end, we study again the expectation values of observables that we have used before to define and compute a renormalization group flow. More precisely, we consider the 3D volume for the coarse transition investigated before, as it essentially gives the intermediate scale factor between an initial and final state of the same size. Furthermore, studying an observable used for the renormalization group flow in more detail may reveal a few insights as to the form of the flow. We show its expectation value in fig. 13.

As a first striking feature, we recognize the ‘X’-shape in the values of the observables similar to the 2D scans of the renormalization group flow. Inside this region, the 3D volume fluctuates significantly and can reach quite high values. These peaks appear to be slightly larger for negative cosmological constant, but there also exist regions for positive \( \Lambda \), in which the intermediate 3D volume is significantly larger compared to the initial / final state. Note that this is also the region in which the cylindrical consistency conditions for the observables of the RG flow are strongly violated, which implies that a similar behaviour does not exist in a similar region for the fine observable. Judging from the plot, this behaviour is due to the small size of \(|G|\) and it appears to extend slightly as \(|\Lambda|\) is increased. A possible explanation is that both parameters enhance the oscillatory behaviour of the integral, resulting in a highly fluctuating expectation value.

Outside that region, more precisely for larger \(|G|\), we observe a rather uniform behaviour, where the 3D volume is around or slightly larger than 1, which is also the volume at the initial and final slice.

There is only little dependence on the sign of the cosmological constant: For negative \( \Lambda \), we observe a slightly larger intermediate 3D volume already for smaller \(|G|\). Thus, \( \Lambda < 0 \) appears to favour a larger intermediate 3D volume compared to \( \Lambda > 0 \), however in both cases we observe an intermediate volume that is larger than the initial and final one. Hence, we generically observe a transition in which the universe first expands and then contracts, or at most remains constant. A transition to a contracting and then expanding universe is not observed numerically.

---

[15] The cuboid intertwiners we use are sharply peaked on the cuboid shape, yet they are undetermined in the extrinsic curvature, i.e. how the 3D cubes are embedded in a 4D geometry. In this sense the states are sharply peaked in \( a \), but \( \alpha \) is maximally uncertain.
FIG. 12. Three dimensional RG flow with cylindrical consistency condition maximally and minimally violated with the respective relative errors $R_{\text{green}} = 0.004$, $R_{\text{blue}} = 0.00017$.

FIG. 13. Expectation value for the 3D volume of the intermediate spin, $\langle j^2 \rangle$, for $\alpha = 676855$. This is the case of the coarse transition with 54 hyperfrusta.

Naturally, one would like to compare this behaviour to classical dynamics. However it is not clear to which discrete action we should compare our results to. In the vertex amplitude [39] several oscillating terms appear, containing different actions. While the cosine contains the (area) Regge action and a volume term times the cosmological constant, the other oscillating terms only contain the Regge action. Clearly the former term is the desired one, we will briefly compare our results to the classical, discrete dynamics.
Since we consider the transition for fixed heights, with $j_{in} = j_{fin} = 1$. There is one discrete equation of motion to solve depending on $A_j$. For $\Lambda = 0$ the equations of motion are solved by $j = 1$, so there is no expansion or contraction as one would expect. For $\Lambda > 0$ we find $j < 1$ as the solution, while for $\Lambda < 0$ we find $j > 1$. So we see a first contracting, then expanding universe for positive cosmological constant and the opposite for negative cosmological constant. Something similar can be seen in the continuum, where $\Lambda > 0$ implies $a > 0$. Hence in order to arrive at the same scale factor $a$ at a later time, the universe first contracts before expanding again. The behaviour is reversed as $\Lambda < 0$ implies $a < 0$.

It seems that the behaviour of the truncated SFM does not reproduce the classical dynamics. Instead we usually see ⟨$j^2$⟩ > 1, no matter the sign of the cosmological constant. Nevertheless, we do observe generically larger expectation values ⟨$j^2$⟩ > 1 for negative $\Lambda$ compared to positive $\Lambda$. There are a few plausible explanations for these deviations: The vertex amplitude contains several oscillating functions, some contain the cosmological constant term, some do not. Moreover, the ‘proper’ action appears in the cosine, which might lead to unwanted interference of different bulk solutions. Additionally, the whole spin foam does not oscillate with the sum of Regge actions assigned to hyperfrusta, as the cosine is not additive. Another possible deviation might stem from the face amplitudes, which favour small or large spins depending on the value of the parameter $\alpha$. If $\alpha$ is large, it puts emphasis on large spins, which generically results in larger expectations values for spins or volume etc.

A possibility to overcome the ‘cosine’ problem would be to consider states which are not just peaked on the shape of cuboids or frusta, but which are also peaked in the extrinsic curvature. This would roughly correspond to prescribing both $a$ and $\dot{a}$ at the initial and final time. As a result, one of the two stationary and critical points in the asymptotic expansion might be suppressed, resulting in a quantum dynamics closer to its classical counterpart. We leave this for future research.

V. FREE THEORY

In this chapter we consider the limit of the RG flow equations $G \to 0$ and $\Lambda \to 0$. This can be understood as the free theory, as the gravitational coupling $G$, which governs the strength of the perturbative interaction in the linearized theory, vanishes. It should be noted that, due to its non-perturbative nature, the EPRL-FK model does not exist for $G = 0$ ($\Lambda = 0$ is no problem, though). We therefore approach this point in theory space asymptotically.

Considering the RG step of a lattice with $4 \times 4 \times 4 = 192$ to one with $3 \times 3 \times 3 \times 2 = 54$ vertices, as described in section II C. We compute the observables $V_3$ and $V_4$ for the isothermal case, i.e. when the time-steps are gauge-fixed, for $\Lambda = 0$ in the asymptotic limit $1/G \to \infty$. The initial and final boundary spins are fixed to the same (but ultimately arbitrary) value $j_i = j_f = j$.

We first consider not the full EPRL-FK model, but only its proper vertex, where the amplitude as replaced simply by the exponential of the Regge action. In that case, we have that

$$Z_{54} = \int_0^{\max} d_{j_1} (\hat{A})^{54}, \quad (57)$$

with

$$\hat{A} = F(j_1) e^{54 j_1 / G S_R} |D|^{-1},$$

where $D$ is the Hessian determinant, and $S_R = S_R(j_1, j, H)$ is the Regge action for one hyperfrustum with initial/final spin $j$, intermediate spin $j_1$, and height $H$. Also, $F(j_1)$ is a function depending on $j_1$ (and $j$ and $H$), which are given by a collection of face- and edge-amplitudes.

To evaluate (57) in the limit $1/G \to \infty$, we can perform a stationary phase approximation. For this we simply observe that the condition

$$\frac{\partial S_R(j_1, j_1, k(j_1, j_1, H))}{\partial j_1} = 0 \quad (58)$$

has only $j_1 = j$ as solution. To compute expectation values, we perform the same calculation, but include another function $O(j, H, j_1)$ (in our case $V_3$ and $V_4$) into the integral, which we evaluate at the respective stationary point as well. We can immediately conclude that

$$\langle V_3 \rangle_{54}^{G=0, \Lambda=0} = 27 j_1^2, \quad \langle V_4 \rangle_{54}^{G=0, \Lambda=0} = 54 H j_1^2 \quad (59)$$

The computation for $Z_{192}$ is only slightly more complicated. We have

$$Z_{192} = \int d_{j_1} d_{j_2} (\hat{A}_1 \hat{A}_2 \hat{A}_3)^{64}, \quad (60)$$

where the $\hat{A}_i, i = 1, 2, 3$ denote the vertex amplitudes for the $i$-th time step. We get

$$\hat{A}_1 \hat{A}_2 \hat{A}_3 = \frac{e^{i/G} (S_1 + S_2 + S_3)}{|D_1 D_2 D_3|}, \quad (61)$$

with the Regge actions $S_i$ for the $i$-th time step, and $D_i$ the corresponding Hessian determinant. The variables for these are $j_1^{'i}$ and $j_2^{'i}$, and one can show that, again, the only solution to

$$\frac{\partial}{\partial j_1^{'i}} (S_1 + S_2 + S_3) = \frac{\partial}{\partial j_2^{'i}} (S_1 + S_2 + S_3) = 0 \quad (62)$$

As $G$ is an overall constant, only $\Lambda$ determines the classical dynamics in the absence of matter.
is \( j'_1 = j'_2 = j' \). This immediately leads to

\[
\langle V_3 \rangle_{G=0, \Lambda=0}^{G=0, \Lambda=0} = 64(j')^2, \quad \langle V_4 \rangle_{G=0, \Lambda=0}^{G=0, \Lambda=0} = 192H' (j')^2.
\]

With \( H' = \frac{2}{3} H \) and \( \sqrt{J} = \frac{3}{4} \sqrt{J} \), we can conclude that

\[
\langle V_3 \rangle_{G=0, \Lambda=0}^{G=0, \Lambda=0} = (V_3)^{G=0, \Lambda=0}, \quad \langle V_4 \rangle_{G=0, \Lambda=0}^{G=0, \Lambda=0} = (V_4)^{G=0, \Lambda=0}.
\]

This demonstrates that the point \( G = 0, \Lambda = 0 \) is a fixed point of the discussed RG flow of the reduced amplitude.

It is notable that this analysis rests on using the reduced amplitude, i.e. where only one term in the exponential expression for EPRL-FK amplitude (the one containing the exponential of the Regge action) is kept. As soon as this is replaced with the full EPRL-FK amplitude, the analysis does not hold any more. This can be traced back to the presence of the cosine, as well as the weird terms. Indeed, in the case where these terms are present, the path integral is a sum over different possibilities, in which different vertices contribute the same parts of the Regge action with different signs. This allows for several terms in which the individual contributions of vertices identically cancel, irrespective of the configuration. As a result, the stationary phase approximation is dominated by those terms, which do not only contribute the classical solutions, but many non-classical configurations as well. For instance, all transitions via arbitrary intermediate (bulk) spin \( j \) contribute. Since the quantum theory is not dominated by the classical solutions in this case, it seems unlikely that the free theory is a fixed point in this case.

Incidentally, the problem, can be avoided when using only the cosine, as well as an odd number of vertices per time step. This is an indication that, for Lorentzian signature and an odd number of vertices, the free theory might indeed be a fixed point.

**VI. SUMMARY AND CONCLUSION**

In this article we have investigated the RG flow of the 4d Riemannian EPRL spin foam model for quantum gravity with analytical and numerical tools. For this, several approximations and truncations were employed, in order to make the analysis tractable.

Previous investigations [17, 18] only allowed for quasi-local fluctuation of the metric which are, in the semiclassical limit, expected to turn to gauge degrees of freedom. It can be expected that these appear in the theory as spurious degrees of freedom, since it is well-known that the gauge symmetry of GR is broken in the EPRL model [57, 59, 60].

The crucial innovation of this article is to relax previous truncations to include quantum frustal geometries [19]. This allows for curvature fluctuation in the model, which are not just pure gauge. Also, the model restricted to frusta is an extension of the previous setting in [17, 18], which allows for degrees of freedom which are local in time.

The interesting coupling constants of this model are the gravitational and cosmological constants \( G \) and \( \Lambda \), as well as a parameter in the path integral measure \( \alpha \), which is connected to the 4-volume in the measure, and has been shown to play a crucial role in the exploration of broken diffeomorphism symmetry [17].

In our analysis, we have worked on hypercubic lattices, which provide discretizations of a torus universe. The RG flow was considered for various coarse graining steps of finer to coarser discretizations.

To define a flow in terms of coupling constants \( G, \Lambda, \alpha \), it was necessary to choose a couple of reference observables, which we compared on the coarse and the fine lattice. Here, we mostly restricted ourselves to 3- and 4-volumes, as well as their fluctuations. Different choices are possible, but we expect those to yield only qualitatively minor changes to the results, as long as one considers observables which are diverse enough as to separate the space of considered path integral measures. See also discussion in [15].

Furthermore, we employed a system which made the RG flow much more accessible. By relaxing the condition for cylindrical consistency, but allowing only slight changes in the coupling constants, we were able to produce a much smoother flow. As a drawback, the flow diagrams cannot be trusted everywhere, but with the deviation \( R \) from cylindrical consistency [24], we have a control parameter to judge the quality of the resulting flow in any region. This allowed for quick scanning of parts of the phase space, since in the region of fixed points it can be expected that the value of \( R \) has to be small. It is in the vicinity of these regions that one can trust the flow images the most.

A. Our findings

Our results are as follows:

- Firstly, the employed approximations allow us to generate images of the RG flow. The introduction of the \( R \)-parameter allowed us to quickly decide which regions of the phase space are more likely to contain fixed points, and were worthwhile to concentrate our analysis around. This is in general very encouraging, and we believe that this method can also be used more generally in other RG applications, possibly even beyond the spin foam context.

- We have considered three main flows. One in the parameter \( \alpha \), which was taken to be isochoric, i.e. with fixed total 4-volume. This was a direct generalization of the flow computed in [17], where the non-trivial fixed point was found. Our analysis revealed that the fixed point was still present, albeit with a slightly changed numerical value. We
found that in the case of frusta the fixed point lies at
\[
\alpha^* \approx 0.69
\]  
(63)

which is slightly increased from \( \alpha^* \approx 0.63 \) in the case of hypercuboids.

- For considering the RG flow in more parameters, we considered a 2d flow in \( G \) and \( \Lambda \), keeping \( \alpha \approx 0.68 \) fixed. We used this to scan the phase space for regions likely containing the fixed points, using the procedure describe above.

We then also considered a 3d flow in all three parameters \((G, \Lambda, \alpha)\) within that region. We found that there appears to be a fixed point at
\[
\alpha^* \approx 0.677, G^* \approx 0.037, \Lambda^* \approx 0.008
\]  
(64)

Numerical evidence shows that the fixed point has one repulsive and two attractive directions.

- We also considered the free theory, i.e. the point on which the coupling constants \( G = 0, \Lambda = 0 \). This point plays an important role in the perturbative renormalization of GR, which is defined by perturbations around it. The EPRL model is defined non-perturbatively, which is seen as one of the strengths of the (loop) quantum gravity approach. This, however, makes it difficult to draw comparisons to more traditional forms of the analysis.

In particular, this point is not part of the range of EPRL amplitudes. However, with our methods of defining the flow via observables, we can investigate this point at least asymptotically, since it sits on the infinite boundary of the EPRL theory space, and expectation values of some observables converge when approaching this point.

In particular, we could approach this point both numerically and analytically by asymptotic methods. We found that, contrary to our assumptions, the free theory appears not to be a fixed point of the Riemannian EPRL model. If we replace the EPRL amplitude by the exponential of the Regge action (with measure factors from the asymptotic EPRL amplitude), we however can show that the free theory is a fixed point.

### B. Discussion

The main goal of our analysis was to learn more about the RG flow of the EPRL model. Indeed, there are several lessons one might draw from our findings.

- The stability of existence of fixed point under extension of the parameters, and relaxing of truncations, fosters hope that this sort of fixed point is an actual feature of the model, rather than an artefact of the approximation. Of course, further study needs to be taken before this point can be settled decidedly. At this instance, it is unclear whether this fixed point is the only interesting one of its kind in the considered phase space. It is also not clear whether this point bears any relation to the non-Gaussian fixed point discussed in the Asymptotic Safety Scenario [43].

- The fact that the free theory (i.e. where \( G = 0, \Lambda = 0 \)) is not a fixed point of the EPRL model, but becomes one when replacing it with simply the exponential of the Regge action, was an unexpected feature. It can be understood by the form of the EPRL amplitude: Apart from the exponential of the Regge action, it also contains its sign-reversed part (commonly referred to as the cosine problem), as well as other, non-geometric terms (colloquially called weird terms).

It is the presence of these additional terms which spoil the fixed point properties. In the free theory, it should be expected that quantum fluctuations around the classical solution are suppressed, since the pre-factor in front of the Regge action oscillates rapidly for even minor deviations from the classical trajectory. However, in the EPRL amplitude, the situation changes, since terms with opposite signs can cancel each other in the action. Fluctuations in these directions are therefore not suppressed since they do not change the value of the amplitude. These highly curved contributions are quite different numerically on different lattices, which is why the fixed point properties are spoiled.

The main message one might take away from this is that the Riemannian EPRL model can be expected, in general, to be quite a different theory from (Riemannian signature) quantum gravity. This in itself is not surprising, but, to our knowledge, this is the first instance where this fact has been observed explicitly. It should be noted that in the Lorentzian-signature version of the EPRL model, the weird terms are absent. Also, there is work on the so-called proper vertex, which aims at resolving the cosine issue, even for the Lorentzian amplitude [64] [65].

The question of whether the two terms in the cosine interfere with one another has not been decisively settled by our analysis, but the question appears to be answered in the affirmative. There are, however, some caveats which might, in the long run, change this point of view:

Firstly, if the weird terms are absent (as happens in the Lorentzian theory), one can make the free theory into a fixed point by only considering lattices with an odd number of vertices. This prevents precise cancellation of contributions from vertices
with differing signs. Still, this restriction appears slightly artificial to us, but it illustrates an important point: the cancellations also happen because of the large amount of symmetries we consider, i.e. by using frusta. In the unrestricted theory where all fluctuations are considered, the states in which precise cancellation among all vertices happens might be dominated by those where it does not. This kind of entropic argument could resolve the issue for the Lorentzian amplitude.

Secondly, our choice of coherent states might influence the result as well. In general, it is expected that one can restrict to either sign of the action by prescribing the proper extrinsic curvature on the boundary. The Livine-Speziale intertwiners used in our analysis are maximally uncertain in the extrinsic curvature, so that both signs of the Regge action are excited equally. It is feasible to assume that by choosing boundary states which suppresses one sign, one can effectively implement the proper Lorentzian amplitude.
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