Interpretable and tractable models of transcriptional noise for the rational design of single-molecule quantification experiments
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Abstract

To what extent do cell-to-cell differences in transcription rate affect RNA copy number distributions, and what can this variation tell us about biological processes underlying transcription? We argue that successfully answering such questions requires quantitative models that are both interpretable (describing concrete biophysical phenomena) and tractable (amenable to mathematical analysis); in particular, such models enable the identification of experiments which best discriminate between competing hypotheses. As a proof of principle, we introduce a simple but flexible class of models involving a stochastic transcription rate (governed by a stochastic differential equation) coupled to a discrete stochastic RNA transcription and splicing process, and compare and contrast two biologically plausible hypotheses about observed transcription rate variation. One hypothesis assumes transcription rate variation is due to DNA experiencing mechanical strain and relaxation, while the other assumes that variation is due to fluctuations in the number of an abundant regulator. Through a thorough mathematical analysis, we show that these two models are challenging to distinguish: properties like first- and second-order moments, autocorrelations, and several limiting distributions are shared. However, our analysis also points to the experiments which best discriminate between them. Our work illustrates the importance of theory-guided data collection in general, and multimodal single-molecule data in particular for distinguishing between competing hypotheses. We use this theoretical case study to introduce and motivate a general framework for constructing and solving such nontrivial continuous–discrete models.
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1 Introduction

A wealth of available single-cell RNA count data, including measurements of gene expression and submolecular features in thousands of single cells at a time [1–4], has opened the possibility of learning much about the molecular biology of the cell. However, despite this abundance of data, there is still much we do not know about the biology underlying key processes. For example, the numbers of RNA molecules inside single cells fluctuate due to a combination of cell-to-cell differences (extrinsic noise) and randomness associated with the timing of events like transcription and degradation (intrinsic noise) [5–9]; how much does stochastic variation tell us about the fine details of transcription, such as the influence of DNA supercoiling and molecular regulators?

The current largely data-driven approach to the analysis of single-cell transcription information makes these questions difficult to answer. Typically, only post-hoc analyses are performed by fitting a negative binomial, or similar distribution, to observed RNA count distributions [10–14]. But such approaches merely summarize the data, and indicate little about the underlying biology. They are mathematically tractable, but unfortunately not biologically interpretable. On the other hand, there is a rich tradition of constructing detailed mathematical models of transcription [15–23]. These models, while certainly interpretable, tend not to be tractable: high levels of detail make a thorough mathematical analysis challenging, and identifiability issues mean that it can be difficult or impossible to use the data one has to distinguish among many competing hypotheses.

In principle, models of transcription that are both interpretable and tractable would allow us to go beyond the current data-driven approach, and to be more hypothesis-driven. To understand why, suppose one represents several competing hypotheses using models of this type. Because the models are interpretable, fitting their parameters to data conveys clear biological information, e.g. about the dynamics of DNA supercoiling and relaxation. Because the models are tractable, one can perform a thorough mathematical analysis of their behavior, and use this analysis to identify the experiment that best distinguishes between them. This enables a ‘rational’ design of transcriptomic experiments (Figure 1), analogous to ideas about rational drug design [24–28] and the optimal design of single-cell experiments [29–31].

In this paper, we will not actually implement the entire paradigm depicted in Figure 1; indeed, most of the loop falls under the well-established umbrella of Bayesian updating. Instead, we will develop one possible mathematical and computational foundation for the mathematical analysis, which turns out to be challenging in its own right. We propose a class of transcription models that is fairly simple, yet flexible enough to account for a range of biological phenomena. This class of models, which we will show satisfies both interpretability and tractability, assumes that a stochastic and time-varying transcription rate drives a discrete stochastic RNA transcription and splicing process. We focus on two specific examples of models from this class: one which assumes transcription rate variation is due to random changes in the mechanical state of DNA (the gamma Ornstein–Uhlenbeck model), and one which assumes variation is due to random changes in the number of an abundant regulator (the Cox–Ingersoll–Ross model).

After thoroughly analyzing these two models using a variety of numerical and mathematical tools, we find that they are extremely difficult to tell apart: standard summaries such as the first and second-order moments, autocorrelations, and several limiting distributions are identical between the models. This suggests that a naïve approach may fail to discern between them. Nonetheless, they can be distinguished, and our analysis suggests the best way to do so. In finding that these models yield different predictions, we answer our initial question in the affirmative: the fine details of transcription can, at least some of the time, be inferred from transcription rate variation. This is
because the details of how the transcription rate fluctuates (i.e., its dynamics), rather than just the long-time distribution of those fluctuations, can qualitatively affect model predictions.

Figure 1: Paradigm for model-based rational design of transcriptomics experiments. One begins by representing two or more competing hypotheses as interpretable and tractable mathematical models (top of circle). Next, one performs a detailed mathematical analysis of each model, computing quantities (e.g. RNA count distributions and moments) that can help distinguish one hypothesis from another. Using the results of that analysis as input, one identifies the experiment that best distinguishes the two models. Finally, one performs this experiment on some population of cells, uses the resulting data to refine the models, and repeats the process with an updated ensemble.

The paper is organized as follows. In Section 2, we motivate the class of models we are considering and the two biologically plausible examples we focus on. In Section 3, we study each model’s predictions and show that their behavior is interpretable (predicted distributions clearly convey information about fine details of transcription). In Section 4, we perform a thorough mathematical analysis of each model, and show that their behavior is tractable (closed-form mathematical formulas are available for important model properties). In Section 5, we consider how best to distinguish between them. Finally, in Section 6, we consider some implications of our work for hypothesis-driven transcriptomics, and discuss the broader utility of our novel numerical and mathematical methods.
2 Why might transcription rates vary across cell populations?

In this section, we motivate the class of transcription models we are considering, along with the two specific examples (the gamma Ornstein–Uhlenbeck and Cox–Ingersoll–Ross models) we study in detail throughout this paper. The key question motivating these models is: why might different cells in a population have different transcription rates, and how do these differences affect the RNA count distributions we observe?

To motivate and formalize this question, we first review the constitutive model of transcription (which assumes a constant transcription rate that is identical for all cells in a population) and its empirical shortcomings. Next, we review how this model can be extended to fit observed distributions if cell-to-cell differences in transcription rate are incorporated. This suggests models with transcription rate variation can fit the data, but does not identify the biological source of that variation. To address this issue, we present a high-level overview of our modeling approach, which involves instantiating specific biological hypotheses about transcription rate variation using tractable mathematical models. Finally, we derive and explain the intuition behind the gamma Ornstein–Uhlenbeck and Cox–Ingersoll–Ross models.

2.1 The constitutive model of transcription

The most well-studied quantitative model of transcription is the so-called constitutive model, which assumes that RNA is produced at a constant rate [32]. More precisely, the constitutive model of nascent and mature RNA dynamics is defined by the chemical reaction list

\[
\emptyset \xrightarrow{K} N
\]

\[
N \xrightarrow{\beta} M
\]

\[
M \xrightarrow{\gamma} \emptyset
\]

where \( N \) denotes nascent RNA, \( M \) denotes mature RNA, \( K \) is the transcription/production rate, \( \beta \) is the splicing rate, and \( \gamma \) is the mature RNA degradation rate. Note that the transcription rate \( K \) is constant, and does not depend on time or any kind of regulation.

To appropriately model changes in RNA counts as discrete and stochastic, one must use the theoretical framework associated with the chemical master equation (CME) [33–39]. The CME for the constitutive model, which fully specifies its behavior, takes the following form:

\[
\frac{\partial P(x_N, x_M, t)}{\partial t} = K [P(x_N - 1, x_M, t) - P(x_N, x_M, t)]
\]

\[
+ \beta [(x_N + 1)P(x_N + 1, x_M - 1, t) - x_N P(x_N, x_M, t)]
\]

\[
+ \gamma [(x_M + 1)P(x_N, x_M + 1, t) - x_M P(x_N, x_M, t)]
\]

where \( x_N \in \mathbb{N}_0 \) denotes the number of nascent RNA, \( x_M \in \mathbb{N}_0 \) denotes the number of mature RNA, and \( P(x_N, x_M, t) \) is the probability that the system is in state \( (x_N, x_M) \) at time \( t \).

It is this equation which must be solved in order to understand the model’s behavior. Using various mathematical techniques [40–42], or numerical techniques such as variants of Gillespie’s algorithm [43–44], one finds particularly simple behavior in the long-time limit relevant to single-cell experiments: the long-time/steady-state distribution \( P_{ss}(x_N, x_M) \) is Poisson, i.e.

\[
P_{ss}(x_N, x_M) := \lim_{t \to \infty} P(x_N, x_M, t) = \frac{(K_\beta)^{x_N} e^{-K/\beta}}{x_N!} \frac{(K_\gamma)^{x_M} e^{-K/\gamma}}{x_M!} .
\]
In other words, since Poisson distributions are unimodal and have little variance, the number of nascent RNA in a single cell is typically around $K/\beta$, and the number of mature RNA in a single cell is typically around $K/\gamma$.

The constitutive model has many shortcomings, and clearly fails to capture a great deal of important biology. Although it has been shown to fit certain single cell data (for example, from some yeast housekeeping genes[32,45]) surprisingly well, its most serious problem for our purposes is that it fails to account for the fact that most observed eukaryotic RNA count distributions are ‘overdispersed’—i.e., they have a higher variance than Poisson distributions with the same mean.

2.2 Transcription rate variation accounts for empirically observed variance

One interesting way to account for ‘overdispersion’ in RNA count distributions is to assume that different cells in a population have distinct transcription rates. Depending on the postulated transcription rate distribution, one can obtain various RNA count distributions, including the negative binomial distribution often used to fit count data. In particular, consider the constitutive model again, but assume that $K$ is distributed according to

$$f(K) = \frac{K^{\alpha-1} e^{-K/\theta}}{\theta^\alpha \Gamma(\alpha)},$$

i.e., assume $K$ is gamma-distributed with shape parameter $\alpha$ and scale parameter $\theta$. Then, in the long-time limit, RNA counts will be distributed according to

$$P_{ss}(x_N,x_M) = \int_0^\infty dK \frac{K^{\alpha-1} e^{-K/\theta}}{\theta^\alpha \Gamma(\alpha)} \frac{(\frac{K}{\beta})^{x_N} e^{-K/\beta}}{x_N!} \frac{(\frac{K}{\gamma})^{x_M} e^{-K/\gamma}}{x_M!}.$$

The marginal distributions of this joint distribution will each be negative binomial, e.g.

$$P_{ss}(x_N) := \sum_{x_M=0}^\infty P_{ss}(x_N,x_M) = \left(\frac{x_N + \alpha - 1}{x_N} \frac{\beta}{\theta + \beta} \right)^\alpha \left(\frac{\theta}{\theta + \beta} \right)^{x_N}.$$

In this way, we can slightly extend the constitutive model so that it actually fits observed single-cell data. But this approach—which is essentially equivalent to the post-hoc fitting of negative binomial distributions—is not physically interpretable. What is the biological meaning of the parameters $\alpha$ and $\theta$? And why do different cells have different transcription rates? Is it really reasonable to assume, as we have here, that these rates are ‘frozen,’ and remain as they are for all time?
2.3 High-level overview of modeling approach

We would like models which are biologically detailed enough to fit the data, but which are simple enough to allow a thorough mathematical study of their behavior. The model presented in the previous section is certainly mathematically tractable, but is biologically opaque; meanwhile, many existing biophysical models of transcription incorporate plenty of relevant biology, but are extremely challenging to solve and fit parameters to.

We propose a class of transcriptional models that balance interpretability and tractability. Although various biological details underlying transcription may be quite complicated, we assume they can be captured by an effective transcription rate $K(t)$ which is stochastic and varies with time. This transcription rate is assumed to randomly fluctuate around some mean value, with the precise nature of its fluctuations dependent upon the fine biophysical details of transcription.

Mathematically, we assume that $K(t)$ is a continuous stochastic process described by a stochastic differential equation (SDE)

$$\dot{K} = [\text{mean reversion}] + [\text{noise}]$$

$$= A - BK + [\text{noise}] \quad (2)$$

for some coefficients $A$ and $B$, where [noise] denotes a model-dependent term that introduces stochastic variation. The mean-reversion term pushes $K(t)$ towards its mean value, while the noise term causes random fluctuations. The transcription rate $K(t)$ is coupled to the dynamics of RNA production and splicing as in the constitutive model, so that the reaction list

$$\varnothing \xrightarrow{K(t)} N$$

$$N \xrightarrow{\beta} M$$

$$M \xrightarrow{\gamma} \varnothing$$

describes the dynamics of the nascent ($N$) and mature ($M$) RNA. Just as before, we can write down a master equation like Eq. 1 that characterizes the dynamics of the overall system (whose precise form depends on how one chooses the terms in Eq. 2). This modeling framework is summarized schematically in Figure 2a.

Although this model class is not completely realistic (for example, there is no feedback), it is fairly flexible, and can recapitulate empirically plausible negative binomial-like RNA count distributions. To guarantee this, and to generalize the naïve negative binomial model from the previous section, we will specifically consider candidate models for which the long-time distribution of $K(t)$ is a gamma distribution.

Other kinds of transcriptional models can also be viewed as special cases of this model class. The constitutive model is a degenerate case that arises from the limit of no noise and fast mean-reversion. We will see later (Section 4.5) that the popular bursting model of RNA production [1,46–48] is also a degenerate case.

For the rest of this paper, we examine two specific cases of this model class more closely: the gamma Ornstein–Uhlenbeck (Γ-OU) model and Cox–Ingersoll–Ross (CIR) model. In the following two sections, we present the biophysical motivation for each. See Table 1 for a guide to the parameters of both models, and Figure 2 for a cartoon illustration of their biological interpretations. In Figure 3, we qualitatively compare the transcriptional models mentioned so far.
Figure 2: The modeling framework we introduce in this paper. (a) We consider stochastic models of transcription involving (i) nascent/unspliced RNA, (ii) mature/spliced RNA, and (iii) a stochastic and time-varying transcription rate $K(t)$. The transcription rate is assumed to evolve in time according to a simple, one-dimensional SDE that includes a mean-reversion term (which tends to push $K(t)$ towards its mean value) and a noise term (which causes $K(t)$ to randomly fluctuate). Here, we have specifically chosen dynamics for which the long-time probability distribution of $K(t)$ is a gamma distribution (gray curve), because this assumption yields empirically plausible negative binomial-like RNA distributions; however, the framework does not require this in general. (b) The two candidate models we focus on. The gamma Ornstein–Uhlenbeck (Γ-OU) model views transcription as becoming increasingly inefficient over time due to mechanical stress, which can create topological obstructions like DNA loops. This stress is randomly relieved by topoisomerases. The Cox–Ingersoll–Ross (CIR) model assumes that transcription depends on some abundant regulator molecule, and that fluctuations in the transcription rate are due to fluctuations in the number of this molecule. As the number of regulator molecules changes, how frequently they tend to bind to DNA changes, causing them to modulate transcription more or less.
Figure 3: An overview of the qualitative features of common transcription rate models. The constitutive production model has a constant and identical transcription rate for all cells. The intrinsic noise model exhibits bursts of production, which instantaneously generate one or more RNA molecules. The extrinsic noise model has time-invariant cell-specific transcription rates. The Γ-OU and CIR processes considered in the present study vary between cells and over time, but with qualitatively different trajectory dynamics.

(a) Schema of the constitutive production model ($K$: transcription rate; $\beta$: pre-RNA splicing rate; $\gamma$: RNA degradation rate. Uniform shade of green indicates identical parameter values across all cells). (b) Schema of the bursty noise model ($k_i$: burst frequency; $B$: burst size drawn from a geometric distribution. Transcription rate variation corresponds to instantaneous transcription events with Dirac delta intensity. Uniform shade of green indicates identical burst statistics across all cells). (c) Schema of the static extrinsic noise model ($K$: transcription rate. Different shades of green indicate different, but time-independent, values of $K$ across cells). (d) Schema of the Γ-OU noise model ($K_{\Gamma-OU}(t)$: time-dependent transcription rate. Different shades of green indicate different values of $K$ across cells and throughout time). (e) Schema of the CIR noise model (parameters analogous to Γ-OU).
Table 1: Model variables and parameters. The Γ-OU and CIR models both have five independent parameters (three transcription-related parameters, a splicing rate, and a degradation rate). The parameters in each model mathematically correspond to one another, but have different biological interpretations.

### 2.4 Gamma Ornstein–Uhlenbeck production rate model

Although the wide use of mass action-type models of transcription obscures the mechanical details of the process, biomechanics can have important consequences for transcriptional dynamics. Each nascent RNA produced by an RNA polymerase induces a small amount of mechanical stress in DNA, making transcription slightly more difficult. This mechanical stress builds up with each transcription event; if the stress is sufficiently high (i.e., if the DNA is excessively supercoiled), transcription is mechanically frustrated, and more nascent RNA cannot be produced until this stress is relieved. Topoisomerases arrive to relieve stress, creating a dynamic balance between transcription-mediated frustration and topoisomerase-mediated recovery. This model has been explored by Sevier, Kessler, and Levine [19,21], and shown to recapitulate gene bursting. However, this detailed mechanical model requires the description of submolecular features and feedback between regulatory and transcriptional events—features which make it difficult to work with in practice.

We can simplify this model while retaining crucial qualitative aspects. Let the transcription rate be proportional to the level of DNA relaxation, i.e. \( K(t) = \theta \cdot \text{rel} \), where \( \theta \) is a scaling factor/‘gain’. We assume that DNA relaxation continuously decreases (as transcription happens roughly continuously), and that topoisomerases randomly arrive to increase relaxation. In other words, we will describe the dynamics of relaxation via the SDE

\[
\dot{\text{rel}} = -\kappa f(\text{rel}) + [\text{noise}],
\]

where \( f \) is some functional dependence on the current level of relaxation, \( \kappa \) encodes its time scale, and [noise] denotes the random topoisomerase-induced increases in relaxation.

We choose the following plausible model for these phenomena. The functional dependence is simply given by \( f(\text{rel}) = \text{rel} \), corresponding to linear frustration. In a small amount of time \( \Delta t \),
a number \( n \sim \text{Poisson}(a \Delta t) \) of topoisomerases arrive to relieve stress, and (having chosen the units of ‘rel’ appropriately) the \( i \)th topoisomerase increases relaxation by an amount \( r_i \sim \text{Exp}(1) \).

Thus, topoisomerase arrival is a Poisson process, and the stress relief of individual topoisomerases is described by Poisson shot noise.

Mathematically, this means the noise comes from a specific kind of Lévy process: a compound Poisson process with arrival frequency \( a \) and exponentially distributed jumps with expectation 1. We can write

\[
\dot{\text{rel}} = -\kappa \text{rel} + \epsilon(t),
\]

where \( \epsilon(t) \) denotes the infinitesimal Lévy process. Now the production rate \( K(t) = \theta \cdot \text{rel} \) satisfies the SDE

\[
\dot{K}(t) = -\kappa K(t) + \epsilon(t),
\]

where the exponentially distributed random variables \( r_i \) that appear in the Lévy process now have \( r_i \sim \text{Exp}(1/\theta) \), i.e. the expected jump size is \( \theta \).

This is the gamma Ornstein–Uhlenbeck (Γ-OU) model of transcription [49]. To summarize, it naturally emerges from a biomechanical model with two opposing effects: the continuous mechanical frustration of DNA undergoing transcription, which is a first-order process with rate \( \kappa \), and the stochastic relaxation by topoisomerases that arrive at rate \( a \). The scaling between the relaxation rate and the transcription rate is set by the gain \( \theta \).

The Γ-OU model is perhaps better known in finance applications, where it has been used to model the stochastic volatility of the prices of stocks and options, among other things [50–53]. Its utility as a financial model is largely due to its ability to capture asset behavior that deviates from that of commonly used Gaussian Ornstein–Uhlenbeck models, such as skewness and frequent price jumps.

### 2.5 Cox–Ingersoll–Ross production rate model

The rate of RNA production often depends on the concentration of regulatory molecules that do not get consumed by transcription, such as RNA polymerases, inducers, and activators. When there are more of such molecules available, we expect more transcription to occur; when there are fewer, we expect less transcription. Exactly how many of these molecules there are at any given time depends on how frequently they are produced and degraded.

We can codify this intuition in the following crude model. Let \( \mathcal{T} \) denote our RNA transcript, and \( \mathcal{R} \) label a regulator that enables its transcription. Consider the following reaction list:

\[
\emptyset \xrightarrow{a} \mathcal{R} \\
\mathcal{R} \xrightarrow{\kappa} \emptyset \\
\mathcal{R} \xrightarrow{\theta} \mathcal{R} + \mathcal{T}
\]

where \( a \) is the \( \mathcal{R} \) production rate, \( \kappa \) is the \( \mathcal{R} \) degradation rate, and \( \theta \) is the ‘gain’ relating the number of regulator molecules to the rate of transcription.

Let \( r(t) \) denote the number of \( \mathcal{R} \) molecules. If the number of regulator molecules is very large, we can accurately approximate \( r(t) \) as a continuous stochastic process. The continuous process which best approximates the true discrete dynamics of \( r(t) \) is described by the chemical Langevin equation (CLE) [35][54], which says

\[
\dot{r} = a - \kappa r + \sqrt{a + \kappa r} \xi(t),
\]
where $\xi(t)$ is a Gaussian white noise term. A troublesome feature of this approximation is that the domain of $r(t)$ is $(-a/\kappa, \infty)$, i.e., it includes negative regulator concentrations; we can remedy this by making an additional approximation. If $r(t)$ spends most of its time around its mean value, $a \sim \kappa r$, we can write

$$\dot{r} \approx a - \kappa r + \sqrt{2\kappa r} \xi(t),$$

so that dynamics are now most naturally defined on $(0, \infty)$. The effective transcription rate $K(t) := \theta r(t)$ then satisfies the SDE

$$\dot{K} = a\theta - \kappa K + \sqrt{2\kappa \theta K} \xi(t).$$

(3)

This is the Cox–Ingersoll–Ross (CIR) model of transcription [49] we will study in this paper.

Although the CIR model is popular as a description of interest rates in quantitative finance [55–57], it has been previously used to describe biochemical input variation based on the CLE, albeit with less discussion of the theoretical basis and limits of applicability [58–61]. Interestingly, the Γ-OU model can arise from an analogous analysis with Poisson shot noise synthesis of $\mathcal{R}$ [62].

If we are modeling the effect of RNA polymerase dynamics on transcription, the above derivation is fairly satisfying. However, if we are modeling the effect of an inducer or activator, the above derivation does not offer a mechanistic understanding of the gain parameter $\theta$. If we wish to make the model slightly more biologically interpretable in such cases, and to keep Eq. 3 as a reasonable description of the transcription rate dynamics, we can instead consider the following modified underlying model.

Suppose the gene that produces $T$ has two states, denoted by $G_{\text{off}}$ and $G_{\text{on}}$. Consider the reaction list:

$$\emptyset \overset{a}{\rightarrow} \mathcal{R}$$

$$\mathcal{R} \overset{\kappa}{\rightarrow} \emptyset$$

$$G_{\text{off}} + \mathcal{R} \overset{k_{\text{on}}}{\rightleftharpoons} G_{\text{on}}$$

$$G_{\text{on}} \overset{k_{\text{ini}}}{\rightarrow} G_{\text{on}} + T$$

where $k_{\text{on}}$ is the ‘on’ rate, $k_{\text{off}}$ is the ‘off’ rate, and $k_{\text{ini}}$ is the transcription initiation rate. If the binding of the regulator molecule $\mathcal{R}$ to the promoter is sufficiently fast and weak, this reaction list is well-described by the previous one with an effective gain $\theta = k_{\text{ini}}(k_{\text{on}}/k_{\text{off}})$.

To see why, let $g_{\text{off}}(t)$ denote the fraction of time the gene spends in the ‘off’ state, and $g_{\text{on}}(t)$ the fraction of time the gene spends in the ‘on’ state. If the binding/unbinding dynamics of $\mathcal{R}$ occur on a sufficiently fast time scale, then we can use a quasi-steady-state argument to treat the kinetics of binding and unbinding as roughly at equilibrium, so that

$$k_{\text{on}} r g_{\text{off}} = k_{\text{off}} g_{\text{on}}.$$

Combining this with the constraint that $g_{\text{on}} + g_{\text{off}} = 1$, we find

$$g_{\text{off}} = \frac{1}{1 + \frac{k_{\text{on}} r}{k_{\text{off}}}}$$

$$g_{\text{on}} = \frac{\frac{k_{\text{on}} r}{k_{\text{off}}}}{1 + \frac{k_{\text{on}} r}{k_{\text{off}}}}.$$
If the binding of $\mathcal{R}$ to the promoter is sufficiently weak (that is, if $k_{on}r \ll k_{off}$ for typical values of $r$), we can approximate the above expressions by first-order Taylor expansions

$$g_{off} \approx 1 - \frac{k_{on}r}{k_{off}}$$
$$g_{on} \approx \frac{k_{on}r}{k_{off}}.$$

Given these expressions, our effective transcription rate $K(t)$ is

$$K(t) = 0 \cdot g_{off}(t) + k_{ini} \cdot g_{on}(t) \approx \left(\frac{k_{ini}k_{on}}{k_{off}}\right) r(t).$$

For ease of reference, the SDEs describing the Γ-OU and CIR models are summarized in Table 2.

| Model | Transcription rate SDE | Noise term | Associated biology |
|-------|------------------------|------------|--------------------|
| Γ-OU  | $\dot{K}(t) = -\kappa K(t) + \epsilon(t)$ | $\epsilon(t)$: Dirac delta process with arrival frequency $a$ and exponentially distributed weights with expectation $\theta$ | Mechanical frustration and recovery |
| CIR   | $\dot{K} = a\theta - \kappa K + \sqrt{2\kappa\theta K} \xi(t)$ | $\xi(t)$: Gaussian white noise | Regulator dynamics |

Table 2: The SDEs characterizing the transcription rate dynamics of the Γ-OU and CIR models.
3 Behavior of each transcription model is interpretable

With our modeling framework now motivated, we proceed to study the behavior and predictions of the Γ-OU and CIR models in the remainder of the paper. In what follows, we will pay particular attention to whether and when each model can be discriminated from the ‘null’ models (the constitutive/Poisson and negative binomial models), as well as from each other.

In this section, we study the qualitative predictions of the Γ-OU and CIR models. We show that the behavior of each model is interpretable, in the sense that predicted distribution shapes can be fairly informative regarding underlying parameter values. This allows one to make claims like: “According to this data, the time scale of DNA frustration is somewhat longer than the time scale of splicing.” It also indicates that the biological details of transcription rate variation can indeed qualitatively affect RNA count distributions, allowing them to be distinguished from naïve Poisson and negative binomial models.

First, we describe the generic behavior of each model. Then we more exhaustively describe model behavior across a range of representative parameter sets. Finally, we discuss our framework for simulating such discrete-continuous hybrid systems.

3.1 Generic behavior of each model

Generically, the distribution shapes predicted by the Γ-OU and CIR models seem to interpolate between the Poisson and negative binomial extremes. To see why this makes biological sense, consider the effect of changing \( \kappa \), the parameter that controls the extrinsic noise time scale. When \( \kappa \) is very fast, the transcription rate very quickly reverts to its mean value whenever it is perturbed, so the transcription rate is effectively constant: in this limit, both models predict Poisson distributions. When \( \kappa \) is very slow, the transcription rates of individual cells appear ‘frozen’ in time from the point of view of the time scales of RNA dynamics: in this case, both models predict negative binomial distributions for the nascent and mature marginals. As a consequence of this interpolation, variances (of both kinds of RNA, in both models) increase as \( \kappa \) becomes slower and decrease as \( \kappa \) becomes faster.

One can run through a similar heuristic argument to describe the effect of changing the process gain \( \theta \), the parameter that controls the scale of transcription rate fluctuations. If \( \theta \) is very small, fluctuations in underlying biological factors (the DNA relaxation state or the number of regulator molecules) are damped, and do not significantly affect the transcription rate; hence, it is roughly constant, leading both models to predict Poisson distributions. If \( \theta \) is very large, fluctuations are amplified, and predicted distributions become increasingly overdispersed.

Because the CIR model predicts somewhat heavier-tailed distributions than the Γ-OU model, and because increasing \( \theta \) adds weight to distribution tails, the two models can significantly differ in this limit. This difference in tail region probabilities stems from fact that the noise term in the CIR model is state-dependent (i.e., a function of \( K \)), while the noise term in the Γ-OU model is not. In biological terms, the number of topoisomerases which randomly arrive to relieve mechanical stress does not depend on the current relaxation state of the DNA; on the other hand, birth-death fluctuations in the number of regulator molecules tend to be greater when there are more regulator molecules present.
3.2 Behavior across representative parameter regimes

To get a more detailed picture of model behavior, we visualized model predictions—including autocorrelation functions (Figure 4) and full long-time RNA count distributions (Figures 5 and 6)—for six representative parameter sets. Table 3 reports the parameters used to define the regimes of interest.

| Parameter set   | κ    | a   | θ    | $T_{ss}$ | $T_R$ |
|-----------------|------|-----|------|----------|------|
| High gain       | 10   | 0.1 | 150  | 20       | 10   |
| Slow reversion  | 0.12 | 0.01| 15   | 200      | 50   |
| Low gain        | $8.33 \times 10^{-4}$ | 0.1 | 0.05 | 60       | 10   |
| Fast reversion  | 100  | 100 | 14.93| 7.143    | 10   |
| Intermediate 1  | 0.6765 | 2.3 | 0.7692| 7.391    | 10   |
| Intermediate 2  | 1.25 | 4.25| 1.493| 7.143    | 10   |

Table 3: Representative parameter sets used to explore model predictions. Four parameter sets lie in limiting regimes, while two lie in intermediate regimes. In all cases, $\beta = 1.2$ and $\gamma = 0.7$ were used. Simulations tracked $10^4$ cells until an ‘equilibration’ time $T_{ss}$, and then continued until a time $T_{ss} + T_R$ to compute autocorrelation functions.

Autocorrelation functions quantify how a stochastic system approaches equilibrium. In our case, they answer the question: “How correlated are nascent/mature RNA counts right now with nascent/mature RNA counts some time $\tau$ in the future?” In principle, because they depend on model details, experimental measurements of autocorrelation functions from live-cell data can be used to discriminate between competing models. But the autocorrelation functions of the Γ-OU and CIR models exactly match (Figure 4), eliminating this as a discrimination method.

Γ-OU distribution shape predictions are shown in Figure 5, and CIR distribution shape predictions are shown in Figure 6. Overall, the plots are consistent with the intuition developed in the previous section: both joint and marginal distributions appear to interpolate between Poisson-like and overdispersed. In spite of the similarities of each model’s predictions, tail predictions significantly differ in the high gain regime (where $\theta$ and $\kappa$ are both very large), as previously discussed. This difference is somewhat larger for the mature count distribution than for the nascent count distribution (compare the third row, second column of Figures 5 and 6).

3.3 Simulation framework for numerically solving models

Numerically extracting model predictions for models like these requires developing efficient methods for simulating hybrid discrete-continuous stochastic systems. Both computationally and conceptually, this is somewhat challenging. Because our models involve no feedback, we split this problem into two parts: first, simulate the continuous stochastic dynamics of the transcription rate $K(t)$; then, simulate the discrete stochastic dynamics of the nascent and mature RNA using a variant of Gillespie’s direct method [43].

The first step is similar in spirit for both models: use specific technical knowledge to exactly compute $K(t)$, without directly simulating the corresponding SDE. In the case of the Γ-OU model, $K(t)$ is a weighted sum of exponentially distributed random variables [63]. In the case of the CIR model, $K(t)$ can be simulated by drawing from a noncentral chi-squared distribution (see...
Figure 4: Comparison of theoretical and simulated autocorrelation functions. First row: autocorrelation of $N$ counts at equilibrium. Second row: autocorrelation of $M$ counts at equilibrium.

Figure 5: Γ-OU simulation results in six regimes, compared to steady-state solutions obtained by numerical integration and exact closed-form solutions to limiting cases. The simulations closely match the analytical results.

Top row: transcription rate time series (black line: mean of all simulation; grey line: single simulation, red dashed line: expected stationary mean). Second row: nascent RNA stationary distributions (grey histogram: observed distribution; red line: expected analytical distribution; dashed blue line: limiting regime solution). Third row: mature RNA stationary distributions. Bottom row: empirical joint distribution (color: log analytical joint probability mass function (PMF); black points: cells; normal jitter with $\sigma = 0.05$ added).
Figure 6: CIR simulation results in six regimes, compared to steady-state solutions obtained by numerical integration and exact closed-form solutions to limiting cases. The simulations closely match the analytical results; the intrinsic regime converges to distributions distinct from the corresponding Γ-OU limit.

All parameters and conventions as in Figure 5. Gold dashed line: OU-IG solution.
Section S2). The second step differs somewhat for each model. Gillespie’s direct method requires knowing $\int K(t')dt'$, which can be explicitly calculated using special functions in the case of the Γ-OU model [63]. Because it cannot be computed exactly for the CIR model, $\int K(t')dt'$ was approximated by evaluating $K(t)$ (in the previous step) at many closely spaced time points [64], and using the trapezoidal rule [43, 65, 66].

The full details of the Γ-OU simulation procedure were described previously in [63], while the full details of the CIR simulation procedure are described in Section S2. One advantage of this simulation framework is its flexibility: it can be readily extended to treat more complicated variants of the systems we have considered, even if those generalizations are no longer mathematically tractable. For example, it is straightforward to incorporate (i) more realistic splicing kinetics (involving multiple introns that are removed in an arbitrary order), (ii) proteins, and (iii) gene-protein feedback.
4 Behavior of each transcription model is tractable

While the qualitative analysis of the previous section was insightful, we can make our intuitions about these models more concrete by translating them into mathematical statements. For example: what exactly do we mean when we say that the Γ-OU and CIR models interpolate between Poisson and negative binomial extremes? What formula does the interpolating, and under what conditions does one recover the limiting cases?

A thorough mathematical study of these models can serve at least two important purposes. First, theoretical results can validate our simulations. Second, making intuitions about these models concrete makes them actionable: we can use mathematical formulas describing model properties to more efficiently distinguish between competing models, and to more precisely understand how underlying biological features affect model predictions.

By design, the Γ-OU and CIR transcription models are mathematically tractable, which allows us to derive exact expressions for many useful model predictions by hand. In this section, we present a detailed mathematical analysis of the behavior of each model, all of which supports the heuristic picture described in the previous section. Among our theoretical results are exact formulas for the steady-state distributions, moments, autocorrelation functions, and limiting distributions.

4.1 Summary of mathematical calculations and approach

The models in our model class keep track of three things: nascent transcripts \( N \) (whose number we denote by \( X_N \in \mathbb{N}_0 \)), mature transcripts \( M \) (whose number we denote by \( X_M \in \mathbb{N}_0 \)), and the transcription rate \( K(t) = K_t \in (0, \infty) \). Each of these evolves in time according to a stochastic process.

In some sense, obtaining a full mathematical understanding of the stochastic dynamics of these systems reduces to exactly computing the probability density \( P(x_N, x_M, K, t) \), which quantifies the probability that the system is in the state \((X_N = x_n, X_M = x_M, K_t = K)\) at some time \( t \) (given some initial condition \( P_0(x_N, x_M, K, 0) \)).

In the case of the constitutive model, the equation characterizing the time evolution of the probability density was Eq. [1] for these more complex models, the time evolution of \( P(x_N, x_M, K, t) \) is also completely characterized by a master equation (see Section S3). For the Γ-OU model, it is

\[
\frac{\partial P(x_N, x_M, K, t)}{\partial t} = K [P(x_N - 1, x_M, K, t) - P(x_N, x_M, K, t)] \\
+ \beta [(x_N + 1)P(x_N + 1, x_M - 1, K, t) - x_N P(x_N, x_M, K, t)] \\
+ \gamma [(x_M + 1)P(x_N, x_M + 1, K, t) - x_M P(x_N, x_M, K, t)] \\
- \frac{\partial}{\partial K} [(-\kappa K) P(x_N, x_M, K, t)] + a \sum_{n=1}^{\infty} (-\theta)^n \frac{\partial^n}{\partial K^n} [P(x_N, x_M, K, t)].
\]

For the CIR model, this equation is

\[
\frac{\partial P(x_N, x_M, K, t)}{\partial t} = K [P(x_N - 1, x_M, K, t) - P(x_N, x_M, K, t)] \\
+ \beta [(x_N + 1)P(x_N + 1, x_M - 1, K, t) - x_N P(x_N, x_M, K, t)] \\
+ \gamma [(x_M + 1)P(x_N, x_M + 1, K, t) - x_M P(x_N, x_M, K, t)] \\
- \frac{\partial}{\partial K} [(a\theta - \kappa K) P(x_N, x_M, K, t)] + \kappa \theta \frac{\partial^2}{\partial K^2} [KP(x_N, x_M, K, t)].
\]
Our task is essentially to solve these two equations—or, at least, to understand their behavior well enough to extract experimentally relevant properties and summaries. We restrict our analysis to long-time/steady-state probability distributions, which describe ‘natural’ equilibria independent of the system’s initial condition:

$$P_{ss}(x_N, x_M, K) := \lim_{t \to \infty} P(x_N, x_M, K, t).$$

As suggested by Figure 4, the transcriptional systems approach these equilibria exponentially fast. Because the transcription rate is usually not measurable, we are also primarily interested in distributions marginalized over $K$, i.e.

$$P_{ss}(x_N, x_M) := \int_0^\infty dK P_{ss}(x_N, x_M, K).$$

Aside from the steady-state distributions marginalized over $K$, we are also interested in steady-state first- and second-order moments (e.g. means and variances), which offer a partial look at how transcription rate details can affect the scale and dispersion of count distributions, and autocorrelation functions, which quantify these systems’ approach to equilibrium.

To compute these quantities, we use a variety of tricks from theoretical physics and the mathematics of stochastic processes. For example, we solve the Γ-OU model by identifying a mathematical correspondence between it and the well-known bursting model of transcription; we solve the CIR model by computing $P(x_N, x_M, K, t)$ using a state-space path integral representation $[54, 67]$.

A central idea in all of our calculations is to consider the discrete Fourier transform of the probability density, the so-called probability generating function (PGF), instead of the probability density itself. In general, it is defined as

$$\psi(g_N, g_M, h, t) := \sum_{x_N=0}^{\infty} \sum_{x_M=0}^{\infty} \int_0^\infty dK g_N^{x_N} g_M^{x_M} e^{ihK} P(x_N, x_M, K, t)$$

with $g_N, g_M \in \mathbb{C}$ both on the complex unit circle and $h \in \mathbb{R}$. As with the probability density, it is helpful to consider variants marginalized over the transcription rate and/or with the $t \to \infty$ limit taken. We are mainly interested in $\psi_{ss}(g_N, g_M)$, the PGF of $P_{ss}(x_N, x_M)$.

The generating function $\psi$ satisfies a somewhat simpler equation than $P(x_N, x_M, K, t)$, and can be exploited to compute moments and autocorrelation functions. Moreover, there is no loss of information in considering the generating function, because one can straightforwardly recover the probability density from it via an inverse Fourier transform:

$$P(x_N, x_M, K, t) = \int_{-\infty}^{\infty} \frac{dh}{2\pi} \oint \frac{dg_N dg_M}{(2\pi i)^2} \frac{1}{g_N^{x_N+1} g_M^{x_M+1}} e^{-ihK} \psi(g_N, g_M, h, t).$$

Numerically, this step can be performed extremely efficiently using the inverse fast Fourier transform $[46, 68]$. For technical reasons, we will also consider the so-called factorial-cumulant generating function $\phi$, defined via

$$\phi(u_N, u_M, h, t) := \log \psi(g_N, g_M, h, t)$$

whose RNA-related arguments are written as $u_N := g_N - 1$ and $u_M := g_M - 1$. The steady-state version of this marginalized over transcription rate, i.e. $\phi_{ss}(u_N, u_M) := \log \psi_{ss}(g_N, g_M)$, is what we will use to report our answers for the steady-state distributions of the Γ-OU and CIR models.
In the rest of the section, we report our mathematical results. For reference purposes, we discuss our notation in Section 4.2. In Section 4.3, we outline our solution methodology in more detail. Finally, in Section 4.4, we report moments, autocorrelation functions, and limiting distributions, which are mostly identical for the Γ-OU and CIR models.

4.2 Notation

A guide to important notation is presented in Table 4. Below, we describe our notation for common probability distributions.

| Symbol                  | Meaning                                                                                                                                 |
|-------------------------|----------------------------------------------------------------------------------------------------------------------------------------|
| \(K(t), K_t\)           | Stochastic and time-varying transcription rate \(\in (0, \infty)\)                                                                      |
| \(\langle K\rangle\)     | Mean transcription rate at steady state, \(\langle K\rangle = (a\theta)/\kappa = \alpha/\kappa\)                                    |
| \(X_N \in \mathbb{N}_0\) | Nascent RNA copy number                                                                                                               |
| \(X_M \in \mathbb{N}_0\) | Mature RNA copy number                                                                                                                |
| \(P(x_N, x_M, K, t)\)   | Density of state \((x_N, x_M, K) \in \mathbb{N}_0 \times \mathbb{N}_0 \times (0, \infty)\) at time \(t\)                             |
| \(P_{ss}(x_N, x_M, K)\) | Steady-state density of state \((x_N, x_M, K) \in \mathbb{N}_0 \times \mathbb{N}_0 \times (0, \infty)\)                            |
| \(\psi(g_N, g_M, h, t)\) | Steady-state probability of observing \((x_N, x_M)\) RNA counts                                                                     |
| \(\psi_{ss}(g_N, g_M)\)  | Generating function of \(P(x_N, x_M, K, t)\) (see Equation 4.1)                                                                      |
| \(\phi(u_N, u_M, h, t)\) | Steady-state generating function of \(P_{ss}(x_N, x_M, K)\)                                                                          |
| \(\phi_{ss}(u_N, u_M)\)  | Factorial-cumulant generating function \(\log \psi(u_N + 1, u_M + 1, h, t)\)                                                        |
| \(\mu_N\)                | Mean nascent RNA count at steady state                                                                                               |
| \(\mu_M\)                | Mean mature RNA count at steady state                                                                                                |
| \(\sigma_N^2\)           | Variance of nascent RNA count at steady state                                                                                         |
| \(\sigma_M^2\)           | Variance of mature RNA count at steady state                                                                                          |
| \(\text{Cov}(X_N, X_M)\) | Covariance of nascent and mature RNA counts at steady state                                                                         |
| \(\text{Cov}(X_N, K)\)   | Covariance of nascent RNA count and transcription rate at steady state                                                              |
| \(\text{Cov}(X_M, K)\)   | Covariance of mature RNA count and transcription rate at steady state                                                                |
| \(R_N(\tau)\)            | Autocorrelation of \(N\) (normalized by its variance) at lag time \(\tau\)                                                          |
| \(R_M(\tau)\)            | Autocorrelation of \(M\) (normalized by its variance) at lag time \(\tau\)                                                          |

Table 4: Probability distributions, generating functions, and moments of interest.

- The Poisson distribution is defined as follows: if \(X \sim \text{Poisson}(\lambda)\), \(P(X = k; \lambda) = \frac{1}{k!}\lambda^k e^{-\lambda}\), where \(k \in \mathbb{N}_0\) and \(\lambda > 0\).
- The geometric distribution is defined as follows: if \(X \sim \text{Geom}(p)\), \(P(X = k; p) = (1 - p)^k p\), where \(k \in \mathbb{N}_0\) and \(p \in (0, 1]\). The geometric distribution is well-known to arise in the short-burst limit of the two-state transcription model [69].
- The negative binomial distribution is defined as follows: if \(X \sim \text{NegBin}(r, p)\), \(P(X = k; r, p) = \frac{\Gamma(r+k)}{\Gamma(r) p^k} (1 - p)^r p^k\), where \(k \in \mathbb{N}_0\), \(p \in [0, 1]\), and \(r > 0\). We note that MATLAB and the NumPy library take the opposite convention, with a \(\bar{p}\) parameter defined as \(1 - p\).
• The exponential distribution is defined in two alternative ways: if \( X \sim \text{Exp}(\eta) \), \( f(x; \eta) = \eta e^{-\eta x} \), where \( x, \eta > 0 \). This is the rate parametrization. Conversely, MATLAB and the NumPy library take the opposite scale parametrization, with parameter \( \theta = \eta^{-1} \).

• The gamma distribution is defined in two alternative ways: if \( X \sim \text{Gamma}(\alpha, \eta) \), \( f(x; \alpha, \eta) = \frac{\eta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\eta x} \), where \( x, \alpha, \eta > 0 \). This is the shape/rate parametrization. Conversely, the MATLAB and the NumPy library take the opposite shape/scale parametrization with parameter \( \theta = \eta^{-1} \). In the literature, the rate \( \eta \) is usually given the variable name ‘\( \beta \)’; however, we use the current convention to preclude confusion with the splicing rate parameter. \( \text{Exp}(\eta) \) is equivalent to \( \text{Gamma}(1, \eta) \).

• The normal distribution \( N(\mu, \sigma^2) \) has probability density \( f(x; \mu, \sigma^2) = \frac{1}{\sqrt{2\pi}\sigma} e^{-(x-\mu)^2/2\sigma^2} \).

• The continuous uniform distribution \( U(a, b) \), used in simulation, has density \( f(x; a, b) = (b-a)^{-1} \) on \([a, b]\) and 0 elsewhere.

• The inverse Gaussian distribution \( IG(A, B) \) arises in the high gain limit of the CIR model and has probability density \( f(x; A, B) = \frac{A}{\sqrt{2\pi}} e^{ABx-3/2} \exp\left(-\frac{1}{2}(A^2x^{-1} + B^2x)\right) \), where \( x, A, B > 0 \).

### 4.3 Steady-state probability distribution solutions

In this section, we sketch our approach to solving the Γ-OU and CIR models. A complete treatment of each problem can be found in the appendix (Section S3.2 for Γ-OU and Section S3.3 for CIR).

#### 4.3.1 Gamma Ornstein–Uhlenbeck model

The Γ-OU model can be analytically solved using previous results for the \( n \)-step birth-death process coupled to a bursting gene. This approach exploits the fact that the source species of such a system has a Poisson intensity described by the Γ-OU process; it is fully outlined in Section S3.2.

In brief, we may consider a bursting gene coupled to a 3-step birth-death process, characterized by the path graph \( \emptyset \xrightarrow{k} B \times T_0 \xrightarrow{\beta_0} T_1 \xrightarrow{\beta} T_2 \xrightarrow{\gamma} \emptyset \), where \( B \sim \text{Geom}(b) \). The stochastic process describing the Poisson intensity of \( T_0 \) is precisely the Γ-OU process \([70]\). This implies that the joint distribution of species \( \{T_1, T_2\} \) in the burst-driven process is identical to the joint distribution of \( \{N, M\} \) in the system driven by Γ-OU transcription, under the substitutions \( b \leftarrow \theta/k, \ k \leftarrow a, \) and \( \beta_0 \leftarrow \kappa \). Indeed, this relation holds with no loss of generality for an arbitrary number of species.

The generating function of SDE-driven system can be immediately computed using the solution of the bursty system:

\[
\phi_{ss}(u_N, u_M) = a \int_0^\infty \frac{\frac{\theta}{\kappa} U_0(s; 0, u_N, u_M)}{1 - \frac{\theta}{\kappa} U_0(s; 0, u_N, u_M)} ds, \tag{4}
\]
where $U_0(s; 0, u_N, u_M)$ is the exponential sum solution of the following ODE system:

\[
\begin{align*}
\frac{dU_2}{ds} &= -\gamma U_2 & U_2(0) &= u_M \\
\frac{dU_1}{ds} &= \beta(U_2 - U_1) & U_1(0) &= u_N \\
\frac{dU_0}{ds} &= \kappa(U_1 - U_0) & U_0(0) &= 0.
\end{align*}
\]

This system of linear first-order ODEs can be straightforwardly solved to find that

\[
U_0 = A_0 e^{-\kappa s} + A_1 e^{-\beta s} + A_2 e^{-\gamma s}
\]  \hspace{1cm} (5)

with

\[
\begin{align*}
A_2 &= u_M \frac{\beta}{\beta - \gamma} \frac{\kappa}{\kappa - \gamma} \\
A_1 &= \frac{\kappa}{\kappa - \beta} \left( u_N - u_M \frac{\beta}{\beta - \gamma} \right) \\
A_0 &= -\frac{\kappa}{\kappa - \beta} \left( u_N - u_M \frac{\beta}{\beta - \gamma} \right) - u_M \frac{\beta}{\beta - \gamma} \frac{\kappa}{\kappa - \gamma}.
\end{align*}
\]

Alternatively, these coefficients can be computed numerically, which may be useful for treating generalizations of this system involving a more realistic splicing topology. An algorithm for this is provided in [48].

### 4.3.2 Cox–Ingersoll–Ross model

The CIR production rate model can be solved using a state space path integral representation of the master equation, as described in Section S3.3 and [67]. This involves writing the most general probability of a transition between two states as a sum over all possible transition paths. Simplifying the resulting expression involves evaluating many integrals and sums, the end result of which allows us to write $\phi_{ss}(u_N, u_M) = \log \psi_{ss}(u_N, u_M)$ as

\[
\phi_{ss}(u_N, u_M) = a \theta \int_0^\infty U(s; u_N, u_M) ds
\]

where $U(s; u_N, u_M)$ is the solution to

\[
\frac{dU}{ds} = -\kappa U + \kappa \theta U^2 + \left[ \left( u_N - \frac{\beta}{\beta - \gamma} u_M \right) e^{-\beta s} + \frac{\beta}{\beta - \gamma} u_M e^{-\gamma s} \right]
\]

with initial condition $U(s = 0) = 0$. While the above ODE has an exact solution [67], it is somewhat cumbersome. Fortunately, it is more computationally efficient to solve the ODE numerically.
4.4 Distribution properties

Several salient observables of the two transcription rate models are identical. These include low order moments, autocorrelation functions, and certain limiting cases of the steady-state probability distribution. In this subsection, we report these matching features.

4.4.1 Moments

The full derivation of our moment results is provided in Sections S3.2 and S3.3. In brief, the moments can be computed by taking partial derivatives of the PGF and evaluating them at $g_N = g_M = 1$ (or equivalently but more usefully, taking derivatives of $\phi_{ss}$ and evaluating them at $u_N = u_M = 0$). For example:

$$\mu_N = \sum_{x_N=0}^{\infty} \sum_{x_M=0}^{\infty} x_N P_{ss}(x_N, x_M) = \left. \frac{\partial \psi_{ss}(g_N, g_M)}{\partial g_N} \right|_{g_N=g_M=1}. $$

Our results are reported in Table 5, along with side-by-side comparisons to moment results for the Poisson/constitutive model (Section 2.1), the negative binomial model (Section 2.2), and the bursty model of RNA production. The Γ-OU and CIR models, whose first and second order moments all match, apparently generalize the moment results from those more naive models.

| Moment | Γ-OU and CIR | Poisson model | NB model | Bursty model |
|--------|--------------|---------------|----------|--------------|
| $\mu_N$ | $\langle K \rangle / \beta$ | $\langle K \rangle / \beta$ | $\langle K \rangle / \beta$ | $\langle K \rangle / \beta$ |
| $\mu_M$ | $\langle K \rangle / \gamma$ | $\langle K \rangle / \gamma$ | $\langle K \rangle / \gamma$ | $\langle K \rangle / \gamma$ |
| $\sigma^2_N - \mu_N$ | $(\mu_N \theta) / (\kappa + \beta)$ | 0 | $(\mu_N \theta) / \beta$ | $(\mu_N \theta) / \kappa$ |
| $\sigma^2_M - \mu_M$ | $\frac{\mu_M \beta \theta (\kappa + \beta + \gamma)}{(\kappa + \beta)(\kappa + \gamma)(\beta + \gamma)}$ | 0 | $(\mu_M \theta) / \gamma$ | $\frac{\mu_M \theta}{\kappa} \frac{\beta}{\beta + \gamma}$ |
| Cov($X_N, X_M$) | $\frac{\langle K \theta \rangle (\kappa + \beta + \gamma)}{(\kappa + \beta)(\kappa + \gamma)(\beta + \gamma)}$ | 0 | $\frac{\langle K \theta \rangle}{\beta \gamma}$ | $\frac{\langle K \theta \rangle}{\kappa (\beta + \gamma)}$ |

Table 5: Moments of the Γ-OU and CIR models (Γ-OU and CIR), the constitutive/Poisson model (Poisson model), and the negative binomial model from Section 2.2 (NB model). Note that the Γ-OU and CIR results match the Poisson results in the $\kappa \rightarrow \infty$ limit and $\theta \rightarrow 0$ limit; they match the negative binomial results in the $\kappa \rightarrow 0$ limit.

These results allow us to revisit well-known noise source decompositions from the stochastic gene expression literature \[6, 7, 9\], which describe how intrinsic and extrinsic noise sources contribute to overall cell-to-cell variation in RNA copy numbers. For models in our model class, intrinsic noise is due to randomness associated with the timing of transcription, splicing, and degradation; meanwhile, extrinsic noise is due to variation in the transcription rate $K(t)$.  
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Define the squared coefficient of variation, \( \eta^2 := \frac{\sigma^2}{\mu^2} \). For the nascent species, we have

\[
\eta^2_N = \frac{1}{\mu_N} \left[ 1 + \frac{\theta}{\kappa + \beta} \right] = \varsigma^2_{N,int} + \varsigma^2_{N,ext}
\]

\[
\eta^2_{N,int} = \frac{1}{\mu_N} \frac{\theta}{\kappa + \beta} = \frac{\theta}{\langle K \rangle \frac{1}{\kappa + 1/\beta}},
\]

\[
\eta^2_{N,ext} = \frac{1}{\mu_N \kappa + \beta} = \frac{\theta}{\langle K \rangle \frac{1}{\kappa + 1/\beta}},
\]

which exactly matches previously derived results \[9\], as long as the average environmental signal is appropriately normalized by its scale \( \theta \) to provide a nondimensional \( \eta^2_N \). For the mature species, we have

\[
\eta^2_M = \frac{1}{\mu_M} \left[ 1 + \frac{\beta \theta (\kappa + \beta + \gamma)}{(\kappa + \beta)(\kappa + \gamma)(\beta + \gamma)} \right] = \varsigma^2_{M,int} + \varsigma^2_{M,ext}
\]

\[
\eta^2_{M,int} = \frac{1}{\mu_M} \frac{\beta \theta (\kappa + \beta + \gamma)}{(\kappa + \beta)(\kappa + \gamma)(\beta + \gamma)} = \frac{\theta}{\langle K \rangle} \left[ \frac{\beta \gamma (\kappa + \beta + \gamma)}{(\kappa + \beta)(\kappa + \gamma)(\beta + \gamma)} \right].
\]

Our results are more complicated, but consistent with previous ideas about the separability of intrinsic and extrinsic noise sources. As one might expect, the contribution of extrinsic noise to each coefficient of variation vanishes when transcription rate fluctuations become negligible (for example, when the rate of mean-reversion \( \kappa \) is very fast, or when the gain \( \theta \) is very small).

Interestingly enough, in spite of substantial differences in the details of the model, the combinatorial form of the extrinsic noise result matches the form of a result previously derived for a two-state model of transcription \[7\], with \( \ell \leftarrow \kappa \) aggregating the gene locus timescales and \( n \leftarrow \langle K \rangle / \theta \) describing the gene copy number or promoter strength. However, in the current model, the extrinsic noise contribution is positive rather than negative, because there is no constraint on the promoter strength.

### 4.4.2 Autocorrelation functions

We define the normalized autocorrelation function of a stationary process \( X_t \) with mean \( \mu \) and variance \( \sigma^2 \) as follows:

\[
R(\tau) := \lim_{t \to \infty} \frac{1}{\sigma^2} \mathbb{E}[(X_t - \mu)(X_{t+\tau} - \mu)]
\]

where the expectation here is taken over all possible stochastic trajectories. We can also define autocorrelation functions in terms of transition probabilities (see Section \[S4.3\] for the details, and for a full derivation of autocorrelation results). To actually compute autocorrelation functions, we defined a special generating function relating the system’s behavior at times \( t \) and \( t + \tau \) and took partial derivatives.

The autocorrelation of the nascent species takes the following functional form:

\[
R_N(\tau) = e^{-\beta \tau} + \frac{\text{Cov}(x_N, K)}{\sigma_N^2} \frac{(e^{-\kappa \tau} - e^{-\beta \tau})}{\beta - \kappa}
\]

\[
= e^{-\beta \tau} + \frac{\theta \beta}{\beta + \kappa + \theta} \frac{(e^{-\kappa \tau} - e^{-\beta \tau})}{\beta - \kappa}.
\]
The autocorrelation function of the mature species, found using the same method, is:

\[
R_M(\tau) = e^{-\gamma \tau} + \beta \frac{\text{Cov}(X_N, X_M)}{\sigma_M^2} \left( e^{-\beta \tau} - e^{-\gamma \tau} \right)
\]

\[
+ \beta \frac{\text{Cov}(X_M, K)}{\sigma_M^2} \left[ \frac{e^{-\beta \tau}}{(\beta - \gamma)(\beta - \kappa)} + \frac{e^{-\gamma \tau}}{(\gamma - \beta)(\gamma - \kappa)} + \frac{e^{-\kappa \tau}}{(\kappa - \beta)(\kappa - \gamma)} \right]
\]

\[
= e^{-\gamma \tau} + \frac{\theta \beta (\beta + \gamma + \kappa)}{(\beta + \gamma + \kappa) + (\beta + \kappa)(\gamma + \kappa)(\beta + \gamma)} \beta \left[ \frac{e^{-\beta \tau} - e^{-\gamma \tau}}{\gamma - \beta} \right]
\]

\[
+ \frac{\theta \beta (\beta + \gamma + \kappa)}{(\beta + \gamma + \kappa) + (\beta + \kappa)(\gamma + \kappa)(\beta + \gamma)} \beta \left[ e^{-\beta \tau} - e^{-\gamma \tau} \right]
\]

In the limit of very fast \( \kappa \), each term but the first vanishes in both \( R_N(\tau) \) and \( R_M(\tau) \), so that we recover the autocorrelation functions of the constitutive model. In the limit of very fast splicing \( (\beta \to \infty) \), \( R_M(\tau) \) matches the \( R_N(\tau) \) result with \( \gamma \) in place of \( \beta \)—i.e., the system effectively behaves as if there is only one kind of RNA species.

### 4.5 Limiting cases

We have already discussed several interesting limits, and in this subsection catalog them more systematically. These limits are derived in Section S5, summarized in Table 6, and depicted schematically in Figure 7.

| Limit            | Parameter conditions | Held fixed | Nascent | Mature |
|------------------|----------------------|------------|---------|--------|
| Fast reversion   | \( \kappa \to \infty \), \( a \to \infty \) | \( \alpha := a/\kappa \) | Poisson | Poisson |
| Slow reversion   | \( \kappa \to 0 \), \( a \to 0 \) | \( \alpha := a/\kappa \) | NB      | NB     |
| Low gain         | \( \theta \to 0 \), \( \kappa \to 0 \) | \( b := \theta/\kappa \) | Poisson | Poisson |
| High gain        | \( \theta \to \infty \), \( \kappa \to \infty \) | \( b := \theta/\kappa \) | NB (Γ-OU) | see text (Γ-OU) |

Table 6: Four interesting limiting regimes for both models. In each regime, two parameters are both taken to either infinity or zero, with their ratio held fixed to avoid degeneration. For the fast and slow reversion limits, the shape parameter \( \alpha := a/\kappa \) is held fixed. For the low and high gain limits, the burst size \( b := \theta/\kappa \) is held fixed. The last two columns (‘Nascent’ and ‘Mature’) indicate the steady-state marginal distributions of nascent and mature counts in each limit. NB: negative binomial. Limiting distributions match for the Γ-OU and CIR models except in the high gain limit.

#### 4.5.1 Fast mean-reversion limit \( (\kappa \to \infty, \ a \to \infty, \ a/\kappa \ fixed) \)

In the fast mean-reversion limit \( (\kappa \to \infty \) and \( a \to \infty \) with \( \alpha := a/\kappa \) held constant), the transcription rate dynamics are much more rapid than mRNA processing, so we expect the effect of the trajectory shape to vanish. By computing the exact solution, we find that the effect is even more severe and everything but the location of the transcription rate distribution ceases to matter: the limit is
equivalent to a constitutive-like mean-field treatment. Quantitatively, we recover uncorrelated bivariate Poisson distributions for both models.

\[
\phi_{ss}(u_N, u_M) = \frac{\langle K \rangle}{\beta} u_N + \frac{\langle K \rangle}{\gamma} u_M
\]

\[
P_{ss}(x_N, x_M) = \frac{\left( \frac{K}{\beta} \right)^{x_N} e^{-K/\beta}}{x_N!} \frac{\left( \frac{K}{\gamma} \right)^{x_M} e^{-K/\gamma}}{x_M!}.
\]

4.5.2 Slow mean-reversion limit \((\kappa \to 0, a \to 0, a/\kappa \text{ fixed})\)

In the slow mean-reversion limit \((\kappa \to 0 \text{ and } a \to 0 \text{ with } \alpha := \alpha/\kappa \text{ held constant})\), \(\kappa\) is so small that the transcription rates of each cell in a population do not change much on experimental time scales; for this reason, we expect the system to behave as if each cell’s transcription rate is ‘frozen’ in time, with the distribution of these transcription rates corresponding to the long-time distribution of \(K(t)\) (i.e., a gamma distribution). This suggests we should recover the Poisson-gamma mixture model from Section 2.2, which turns out to be true for both models:

\[
\phi_{ss}(u_N, u_M) = -\alpha \log \left[ 1 - \theta \left( \frac{u_N}{\beta} + \frac{u_M}{\gamma} \right) \right]
\]

\[
P_{ss}(x_N, x_M) = \int_0^\infty dK \frac{K^{\alpha - 1} e^{-K/\theta}}{\theta^\alpha \Gamma(\alpha)} \frac{\left( \frac{K}{\beta} \right)^{x_N} e^{-K/\beta}}{x_N!} \frac{\left( \frac{K}{\gamma} \right)^{x_M} e^{-K/\gamma}}{x_M!}.
\]

We remind the reader that the marginal distributions \(P_{ss}(x_N)\) and \(P_{ss}(x_M)\) are both negative binomial for this mixture model.

4.5.3 Low gain limit \((\theta \to 0, \kappa \to 0, \theta/\kappa \text{ fixed})\)

In the low gain limit \((\theta \to 0 \text{ and } \kappa \to 0 \text{ with } b := \theta/\kappa \text{ held constant})\), the gain \(\theta\) is so small that fluctuations in the underlying biology (the DNA’s relaxation state in the case of \(\Gamma\)-OU, and the concentration of regulator molecules in the case of CIR) hardly impact the transcription rate \(K(t)\), leaving it effectively constant; as in the fast mean-reversion limit, we expect to recover constitutive model-like behavior. Once again, we indeed obtain Poisson distributions in this limit for both models:

\[
\phi_{ss}(u_N, u_M) = \frac{\langle K \rangle}{\beta} u_N + \frac{\langle K \rangle}{\gamma} u_M
\]

\[
P_{ss}(x_N, x_M) = \frac{\left( \frac{K}{\beta} \right)^{x_N} e^{-K/\beta}}{x_N!} \frac{\left( \frac{K}{\gamma} \right)^{x_M} e^{-K/\gamma}}{x_M!}.
\]

4.5.4 High gain limit \((\theta \to \infty, \kappa \to \infty, \theta/\kappa \text{ fixed})\)

The high gain limit \((\theta \to \infty \text{ and } \kappa \to \infty \text{ with } b := \theta/\kappa \text{ held constant})\), in which the gain \(\theta\) is so high that fluctuations in the underlying biology become greatly amplified, is somewhat more interesting
and subtle than the others. This is the only limiting regime in which the predictions of the Γ-OU and CIR models markedly differ, and the only regime in which the mathematics associated with taking the limit becomes substantially more demanding. One obvious reason for this is that the transcription rate dynamics become somewhat singular: for example, the steady-state transcription rate variance \( \sigma_K^2 = \langle K \rangle \theta \) (see Section S4.2) becomes infinite.

In this limit, the Γ-OU model precisely recapitulates the well-known bursting model of transcription, which has RNA produced in geometrically-distributed bursts. According to earlier work, the solution to this system is [46]:

\[
\phi_{ss}(u_N, u_M) = a \int_0^\infty \frac{b \left[ (u_N - u_M \frac{\beta}{\beta-\gamma}) e^{-\beta s} + \frac{\beta}{\beta-\gamma} u_M e^{-\gamma s} \right]}{1 - b \left[ (u_N - u_M \frac{\beta}{\beta-\gamma}) e^{-\beta s} + \frac{\beta}{\beta-\gamma} u_M e^{-\gamma s} \right]} ds.
\]

While there is no nice way to simplify the mature marginal \( P_{ss}(x_M) \), the nascent marginal \( P_{ss}(x_N) \) is negative binomial:

\[
\phi_{ss}(u_N) = -\frac{a}{\beta} \log \left[ 1 - bu_N \right],
\]

\[
P_{ss}(x_N) = \left( \frac{x_N + a/\beta - 1}{x_N} \right)^{\alpha} \left( \frac{\theta}{\theta + \kappa} \right)^{\beta} \left( \frac{\theta}{\theta + \kappa} \right)^{\gamma}.
\]

Note that this is a different negative binomial distribution than the one that arises in the slow mean-reversion limit. Interestingly, though, this distribution is identical to that one except that \( \beta \) and \( \kappa \) are swapped.

The behavior of the CIR model in this limit is considerably more complicated, and the corresponding count distribution does not seem to belong to any well-characterized parametric family. Still, it is clear that the behavior of the CIR model diverges from that of the Γ-OU model in this regime (see Section S5.2.4 for the details). Our result is that

\[
\phi_{ss}(u_N, u_M) = \frac{a}{2} \int_0^\infty 1 - \sqrt{1 - 4b \left[ (u_N - \frac{\beta}{\beta-\gamma} u_M) e^{-\beta s} + \frac{\beta}{\beta-\gamma} u_M e^{-\gamma s} \right]} ds.
\]

Once again, while there does not appear to be a simple expression for \( \phi_{ss}(u_M) \), we can write

\[
\phi_{ss}(u_N) = \frac{a}{2} \int_0^\infty 1 - \sqrt{1 - 4bu_N e^{-\beta s}} ds
\]

\[
= \frac{a}{\beta} \left( 1 - \sqrt{1 - 4bu_N} \right) + \frac{a}{\beta} \log \left( \frac{1 + \sqrt{1 - 4bu_N}}{2} \right)
\]

for the factorial-cumulant generating function of the nascent marginal. Generally, this expression appears to represent a heavy-tailed and overdispersed nascent count distribution, with the burst size \( b \) controlling the dispersion. In the small-burst limit (\( b \to 0 \)), we have that \( \phi_{ss}(u_N) \to (ab/\beta)u_N \), i.e. this complicated-looking expression approaches the Poisson result. The first term of \( \phi_{ss}(u_N) \) appears to be related to the moment-generating function of an inverse Gaussian distribution.

While the Γ-OU model reduces to describing bursty RNA production in this limit, the CIR model appears to yield a novel ‘quasi-bursty’ regime not previously studied in biology. RNA
production here can be viewed as being driven by an inverse Gaussian (IG) subordinator with an infinite number of jumps in every time interval (see Section S5.3).

Interestingly, a continuous stochastic process that arises in this limit, which could be labeled the OU-IG process in accordance with standard stochastic processes terminology, has been previously studied in finance [71, 72]. The analytic result for $\phi_{ss}(u_N)$ appears not to have been previously reported in this context, so we have unintentionally filled a lacuna in the financial literature on non-Gaussian OU processes.
5 Discriminating between noise models

Having ascertained the relationship between the static and dynamic models, we are naturally led to consider the relationship between the two classes of dynamic models. The overarching goal of developing stochastic models of biophysics is to identify physical laws that govern living cells. Therefore, we focus on the problem of distinguishing the Γ-OU and CIR models based solely on transcript distributions.

We treat the simplest version of this problem, which we find to be the most illustrative: can we distinguish between the two models, if we know everything but the model identity? We must be able to: the models’ generating functions have substantially different functional forms. Further, we already know the probability mass functions (PMFs) are distinct based on the first column of Figures 5 and 6, which show different distributions in the high gain limit.

To sum up, even under identical \([\kappa, a, \theta, \beta, \gamma]\), the two models produce distinct behaviors. As shown in Section 4.4, the lower stationary moments and the autocorrelations do not reflect these differences, as they take identical functional forms. Therefore, the most promising path appears to be the comparison of entire joint PMFs.

In light of this, we performed exploratory model analysis to identify where in parameter space the two models are easiest to distinguish. We selected the parameter set labeled Intermediate 1 in Table 3 and modulated its parameters across three orders of magnitude. At each parameter set, we computed joint transcript PMFs for both models. From these, we calculated Kolmogorov-Smirnov (KS) distances and Kullback-Leibler (KL) divergences, and visualized the nascent marginals at the highest KL divergence.

These measures serve distinct, yet complementary purposes. As the maximum difference between distribution functions, the KS distance is easily interpretable, symmetric, and robust to tail effects; however, it does not extend to multivariate distributions and does not directly inform the model hypothesis testing problem. On the other hand, the KL divergence provides a criterion for model selection (e.g., via likelihood ratio testing) and does not depend on the system dimensionality; however, it is asymmetric, and potentially underestimates tail-region deviations.

Remarkably, the distributions are very similar, with extremely small KS and KL measures and virtually identical marginals (Figure 8). The sole exception is the very high-noise/high-gain regime (low \(\eta\) or high \(\theta\)), which demonstrates the highest divergence and produces distributions that can be visually distinguished.

Motivated by this result, we used a gradient descent search to identify points in the parameter space where the KL divergence between Γ-OU and CIR models is maximized. One such distribution, corresponding to \([\kappa, a, \theta, \beta, \gamma] = [0.6044, 0.2428, 5.568, 2.442, 0.212]\), is shown in Figure 9. Validation using simulated data (\(10^4\) cells) confirms that the discordance between the models is a real feature, rather than a numerical artifact (for clarity, we omit the simulated joint histograms). The noise magnitude \(\theta\) is rather high, again suggesting that the models are best distinguished in high-gain regimes. However, by far the most interesting qualitative feature is the striking difference between the nascent and mature marginals: the nascent distributions are nearly identical, whereas the mature distributions are easily distinguishable. This behavior matches the higher KS distances between mature marginals under SDE parameter modulation in Figure 8, and provides a counterpoint to the heuristic that nascent transcripts are more reflective of transcriptional signal than mature transcripts [73].

In sum, the lower moments cannot be used to distinguish between these mechanistic models. However, full distributions can, and the identifiability improves with more data modalities. This
Figure 8: Exploratory analysis of differences between Γ-OU and CIR noise across the model parameter space, modulating one parameter at a time. Top row: Kolmogorov-Smirnov distance between marginal count distributions. Middle row: Kullback-Leibler divergence between joint distributions. Bottom row: Comparison of Γ-OU and CIR-driven nascent RNA distributions at the parameter set achieving the highest KL divergence.
finding strongly motivates the use of joint models that incorporate both mechanistic hypotheses about transcription and a description of the downstream processes.

6 Discussion

We introduced a class of interpretable and tractable models of transcription, and studied the properties of two biologically plausible members of that class in great detail. Our results foreground several considerations for experimental design and modeling in modern transcriptomics.

Interpretable stochastic models encode mechanistic insights, and motivate the collection of data necessary to distinguish between mechanisms. A variety of stochastic differential equations can describe a variety of biophysical phenomena; through the methods explored in the current study, they can be coupled to models of downstream processing and used to generate testable hypotheses about biological observables of interest. Therefore, our SDE–CME framework can guide experiments to parameterize and distinguish between biologically distinct models of transcription.

Conversely, the dramatic effect of dynamic contributions suggests that simple noise models need to be questioned. The extrinsic regime, which presupposes that the evolution of parameters is substantially slower than CME dynamics, is attractive, but potentially implausible. The extrinsic regime we use for illustration has a noise time scale an order of magnitude longer than degradation, yet still produces the tail region deviations shown in Figures 5 and 6. The lifetime of a human mRNA is on the order of tens of hours [74]. Therefore, using an extrinsic noise model is formally equivalent to postulating a driving process with an autocorrelation time of weeks, which is implausible. The theoretical and computational tools discussed in the current study allow the analysis of potential noise models and the robustness of predictions under a range of time scale scenarios converging to the limiting case of interest. In practice, if the noise time scale is assumed to be on the order of hours to tens of hours, it is useful to explore non-stationary effects, especially if the analysis focuses on tail effects [75].

The collection and representation of multimodal data are particularly fruitful directions for experimental design. As demonstrated previously [76], joint mRNA distributions can imply very different mechanistic foundations, even if the marginals are identical. Aggregating distinct molecular species as a single observable (i.e., modeling a single observable $X = X_N + X_M$) violates the Markovian assumption and neglects biologically important [77, 79] regulatory processes of splicing.
and export buffering. Strictly considering well-characterized and annotated mature isoforms, as is custom in single-cell RNA sequencing [80], gives partial information about the transcription kinetics, but also includes contributions from downstream processes, complicating the analysis and giving rise to non-identifiability issues. Further, as demonstrated in Figure 9, nascent mRNA distributions may be insufficiently distinct to identify one of two competing model hypotheses, even with perfect knowledge of the stationary distribution, autocorrelation, and chemical parameters. The bioinformatic barriers to generating full gene-specific splicing graphs based on uncharacterized and infrequent intermediate isoforms are formidable; however, as described elsewhere in the context of bursty models [48], the analytical solutions easily accommodate such data. Therefore, the deliberate collection of multimodal data is a natural idea for the rational and model-guided planning of high-throughput sequencing experiments.

Further, the identical analytical results for the models’ lower moments underscore the need to consider full distributions of molecular species. Although moment-based estimates are useful for qualitative comparisons, and computationally efficient for large bioinformatics datasets, they are insufficient for resolving distinctions even between relatively simple models [81].

In studying the Γ-OU and CIR models, we found and validated several distinct asymptotic regimes. Both models recapitulate extrinsic noise and constitutive production in the slow-driving limit. However, in the limit of bursty production, they produce qualitatively different behaviors: the Γ-OU model yields geometric bursts of transcription, whereas the CIR model yields inverse Gaussian driving with an infinite number of bursts in each finite time interval. We explicitly solved the inverse Gaussian-driven system and computed the generating function, filling an apparent lacuna [72] in the quantitative finance literature. Discrepancies between the models motivate the quantitative investigation of the effects of jump drivers on the molecule distributions, as even this preliminary study shows that they produce drastically different tail behaviors. Further, we characterized a fast-mean-reversion, mean-field regime with rapid fluctuations, which yields constitutive-like uncorrelated Poisson copy number distributions.

The mathematical methods bear further mention, as they can be substantially generalized. The solution for the Γ-OU model given in Section S3.2 exploits an isomorphism between the CME and the underlying driving SDE [48]. However, this relation is not practical to apply to broader classes of models. As shown in Section S3.3, the path integral method can recapitulate the solution, with robust performance under wider classes of driving processes [67]. More generally, stochastic path integral and physics-inspired methods have recently proven useful for obtaining analytical solutions to relatively complicated stochastic models [41,42,82,83]. As discussed in Section S3.1, we take this opportunity to explore the diversity of solution methods and emphasize useful unifying themes.

The availability of solvers for such general classes of driving functions suggest natural directions for future study. So far, we have treated the case of transcription rates with time-independent parameters at steady state. However, if the parameters vary with time, it is straightforward to adapt the quadrature routines to produce full time-dependent distributions for even more general drivers with a combination of stochastic and deterministic effects. This extension provides a route to explicitly modeling the non-stationary behavior of systems with relatively rapid driver time scales, such as differentiation pathways and the cell cycle. Conversely, the stochastic simulations designed for this study can be easily adapted to describe systems with complex phenomena, such as protein synthesis, reversible binding, and diffusion, which are intractable by analytical approaches in all but the simplest cases.
7 Code Availability

Python code that can be used to reproduce the figures is available at https://github.com/pachterlab/GVFP_2021.
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