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Abstract

The gauge action of the Lie group \( G \) on the chiral WZNW phase space \( \mathcal{M}_\hat{G} \) of quasiperiodic fields with \( \hat{G} \)-valued monodromy, where \( \hat{G} \subset G \) is an open submanifold, is known to be a Poisson-Lie (PL) action with respect to any coboundary PL structure on \( G \), if the Poisson bracket on \( \mathcal{M}_\hat{G} \) is defined by a suitable monodromy dependent exchange \( r \)-matrix. We describe the momentum map for these symmetries when \( G \) is either a factorisable PL group or a compact simple Lie group with its standard PL structure. The main result is an explicit one-to-one correspondence between the monodromy variable \( M \in \hat{G} \) and a conventional variable \( \Omega \in G^* \). This permits us to convert the PL groupoid associated with a WZNW exchange \( r \)-matrix into a ‘canonical’ PL groupoid constructed from the Heisenberg double of \( G \), and consequently to obtain a natural PL generalization of the classical dynamical Yang-Baxter equation.
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1 Introduction with a brief review of chiral WZNW

The Wess-Zumino-Novikov-Witten (WZNW) model of conformal field theory \[1, 2\] not only has many important physical applications, but it is also a rich source of intriguing mathematical structures. In particular, the investigations \[3, 4, 5, 6, 7\] of the quantum group and Poisson-Lie (PL) symmetries of the chiral sectors of the model proved to be instructive for developing the mathematical theory of dynamical Yang-Baxter equations \[8, 9, 10\].

In the work presented here we concentrate our attention on a result of \[11\] in which, given an arbitrary coboundary PL structure on the underlying finite dimensional Lie group \(G\), there were found PL \(G\)-symmetries on the chiral WZNW phase space \(\mathcal{M}_G\). If \(G\) is equipped with a Poisson bracket (PB) defined in the usual way by means of a constant \(r\)-matrix (called \(R^\nu\) below), then the PB on \(\mathcal{M}_G\) can be adjusted in such a way that the standard gauge action of \(G\) on \(\mathcal{M}_G\) be a PL action. The analysis of this phenomenon led to the differential equation (1.12) below, for which a family of solutions was found.

The main purpose of the present paper is to give an explicit description of the momentum map for the above-mentioned action of \(G\) on \(\mathcal{M}_G\). This allows us to understand the proper geometric meaning of (1.12), and thus to obtain a natural PL generalization (equation (2.31)) of the classical dynamical Yang-Baxter equation (CDYBE) studied in \[8\]. Interestingly, the PL-CDYBE (2.31) also appears in a different context in \[12\].

Our second purpose is to find canonical models for certain finite dimensional PL groupoids associated with the chiral WZNW phase space in \[11\]. The study of the latter finite dimensional problem is actually equivalent to the former infinite dimensional one. The result will be derived by translating the momentum map on the infinite dimensional phase space \(\mathcal{M}_G\) into a corresponding momentum map on the associated finite dimensional PL groupoid, which has the same PL symmetry. One could proceed the other way round, that is to first derive the momentum map for the finite dimensional groupoid and then obtain the corresponding result for \(\mathcal{M}_G\) as a corollary. We have chosen to start from the infinite dimensional case, since we wish to directly connect with the analysis in \[11\] that motivated this work.

To explain the content of this paper in more detail, and to fix notations for later reference, we next present a brief review of the PL symmetries found in \[11\].

The WZNW model as a classical field theory on the cylinder \[1\] can be defined for any (real or complex) Lie group \(G\) whose Lie algebra \(\mathfrak{g}\) is self-dual in the sense that it is equipped with an invariant, symmetric, non-degenerate bilinear form \(\langle \cdot, \cdot \rangle\). The solution of the field equation for the \(G\)-valued WZNW field, which is \(2\pi\)-periodic in the space variable, is given by the product of left- and right-moving quasi-periodic chiral WZNW fields. One obtains the chiral WZNW phase space \(\mathcal{M}_G\), for which the ‘monodromy matrix’ \(M\) is restricted to some open submanifold \(\hat{G} \subseteq G\),

\[
\mathcal{M}_G := \{ \eta \in C^\infty(\mathbb{R}, G) \mid \eta(x + 2\pi) = \eta(x)M, \quad M \in \hat{G} \}. \tag{1.1}
\]

The space \(\mathcal{M}_G\) is equipped with a weakly non-degenerate symplectic form \(\Omega\), which allows one to associate Hamiltonian vector fields to certain Hamiltonians. It was found in \[11\] (see also \[13\]) that the fundamental ‘admissible Hamiltonians’ are ‘smeared out matrix elements’ of the chiral field \(\eta\), whose Hamiltonian vector fields are encoded in the distribution sense by the...
The natural right-action of \( G \) as usual; for any function \( r \) described in [14], by setting algebra is not needed for the purposes of this paper. For further explanation, see Remark 1. Note also that, as a Poisson manifold in the strict sense. We do not pursue this issue here, since the specification of a Poisson algebra is not needed for the purposes of this paper. For further explanation, see Remark 1. Note also that, as described in [14], by setting \( r(M) = 0 \) in [12] one obtains a quasi-Poisson structure [13] on \( \mathcal{M}_G \).

\[
\{ \eta_1(x), \eta_2(y) \}_{WZ}^r = \eta_1(x) \eta_2(y) \left( \frac{i}{2} \hat{I} \sign (y-x) + r(M) \right), \quad 0 < x, y < 2\pi. \tag{1.2}
\]

We use the standard St Petersburg notation, \( \eta_1(x) = \eta(x) \otimes 1, \eta_2(y) = 1 \otimes \eta(y) \) and so on, together with automatic summation over repeated indices. The interesting object in [12] is the ‘exchange \( r \)-matrix’ \( r(M) = r^{ab}(M) T_a \otimes T_b \in \mathcal{G} \land \mathcal{G} ; \hat{I} = T_a \otimes T^a \) with \( \{ T_a \} \) and \( \{ T^a \} \) denoting dual bases of \( \mathcal{G} \), \( \langle T_a, T^b \rangle = \delta^b_a \). The monodromy matrix \( M \) is a \( G \)-valued function on \( \mathcal{M}_G \), since \( \hat{M} = \eta^{-1}(x) \eta(x + 2\pi) \ \forall x \in \mathbb{R} \). Any smooth function \( \psi \) on \( G \) gives rise to an admissible Hamiltonian \( \hat{\psi} \) on \( \mathcal{M}_G \) by \( \hat{\psi}(\eta) := \psi(M) \), and the corresponding Hamiltonian vector fields are encoded all together by the relation

\[
\{ \eta_1(x), M_2 \}_{WZ}^r = \eta_1(x) \left( M_2 r^+(M) - r^-(M) M_2 \right). \tag{1.3}
\]

As a consequence of (1.3), one also has the Poisson brackets

\[
\{ M_1, M_2 \}_{WZ}^r = M_1 M_2 r(M) + r(M) M_1 M_2 - M_1 r^-(M) M_2 - M_2 r^+(M) M_1, \tag{1.4}\]

where \( r^\pm := r \pm \frac{1}{2} \hat{I} \). The Jacobi identity condition for the bracket \( \{ \cdot, \cdot \}_{WZ}^r \), evaluated for 3 smeared out matrix elements of \( \eta \), is equivalent to the ‘\( G \)-CDYBE’ for \( r \):

\[
[r_{12}(M), r_{23}(M)] + T^a_1 \left( \frac{1}{2} D^+_a + r^b_a(M) D^-_b \right) r_{23}(M) + \text{cycl. perm.} = -\frac{1}{4} \hat{f}. \tag{1.5}
\]

Here \( \hat{f} := f_{ab}^c T^a \otimes T^b \otimes T^c \) with \( [T_a, T_b] = f_{ab}^c T_c, r_{23} = r^{ab}(1 \otimes T_a \otimes T_b) \) and \( T^a_1 = T^a \otimes 1 \otimes 1 \) as usual; for any function \( \psi \) on \( G \) we use

\[
D^\pm_a = \mathcal{R}_a \pm \mathcal{L}_a, \quad (\mathcal{R}_a \psi)(M) := \frac{d}{dt} \psi(M e^{t T_a}) \bigg|_{t=0}, \quad (\mathcal{L}_a \psi)(M) := \frac{d}{dt} \psi(e^{t T_a} M) \bigg|_{t=0}. \tag{1.6}
\]

Equation (1.5) admits a distinguished family of solutions associated with PL symmetries acting on the chiral WZNW phase space.

Suppose that \( R^\nu \in \mathcal{G} \land \mathcal{G} \) is a constant \( r \)-matrix satisfying

\[
[R^\nu_{12}, R^\nu_{23}] + \text{cycl. perm.} = -\nu^2 \hat{f}, \tag{1.7}
\]

where \( \nu \) is a numerical parameter. Then \( G \) is a PL group when equipped with the Sklyanin PB

\[
\{ q_1, q_2 \}_{G}^{R^\nu} = [q \otimes q, R^\nu]. \tag{1.8}
\]

The natural right-action of \( G \) on \( \mathcal{M}_G \) is defined by

\[
\mathcal{M}_G \times G \ni (\eta, q) \mapsto \eta q \in \mathcal{M}_G. \tag{1.9}
\]

\[^2\text{Clearly, (1.2) should generate a Poisson algebra for certain functions of } \eta \text{ to make } (\mathcal{M}_G, \{ \cdot, \cdot \}_{WZ}^r) \text{ into a Poisson manifold in the strict sense. We do not pursue this issue here, since the specification of a Poisson algebra is not needed for the purposes of this paper. For further explanation, see Remark 1. Note also that, as described in [14], by setting } r(M) = 0 \text{ in (1.2) one obtains a quasi-Poisson structure [13] on } \mathcal{M}_G.\]
This yields a PL action, for any Poisson algebra generated by (1.2), if the exchange \( r \)-matrix has the form
\[
r(M) = R^\nu + K^\nu(M),
\]
where \( K^\nu \) is subject to the equivariance condition
\[
K^\nu(qMq^{-1}) = (q \otimes q)K^\nu(M)(q^{-1} \otimes q^{-1}).
\]
In this case (1.5) gives the ‘PL-CDYBE’ for \( K^\nu \),
\[
[K^\nu_1(M), K^\nu_2(M)] - \frac{1}{2} T^a_1 D_a^+ K^\nu_2(M) + \text{cycl. perm.} = (\frac{1}{4} - \nu^2) \hat{f}.
\]
In a neighbourhood of \( e \in G \), (1.11) can be ensured by the ansatz
\[
K^\nu(M) = \langle T_a, f_\nu(\text{ad}_m)T_b \rangle T^a \otimes T^b, \quad m = \log M,
\]
where \( f_\nu(z) \) is assumed to be an odd analytic function in a neighbourhood of zero. A solution (1.11) to (1.12) (subsequently shown in [16] to be unique within the ansatz (1.13)) is provided by the function
\[
f_\nu(z) = z^{-1} \left[ \chi \left( \frac{1}{2} z \right) - \chi(\nu z) \right] \quad \text{with} \quad \chi(z) = z \coth z.
\]
In the present paper we wish to describe explicitly the non-Abelian momentum map [17] (for reviews, see also [6, 18, 19]) that generates the action of the PL group \((G, \{ , \})^\nu_G\) on \((\mathcal{M}_G, \{ , \}_WZ)\) with \( r(M) \) given by (1.10), (1.13), (1.14). Let \((G^*, \{ , \})^\nu_{G^*}\) denote the PL dual of \((G, \{ , \})^\nu_G\). The momentum map we are looking for is required to be a Poisson map \( \Omega : \mathcal{M}_G \to G^* \). It must generate the infinitesimal version of the action in (1.9), which means that it must satisfy the condition
\[
\langle \{ \eta_{ij}(x), \Omega \}_WZ \Omega^{-1}, T \rangle = \langle \eta(x)T \rangle_{ij}, \quad \forall T \in \mathcal{G}.
\]
In this formula \( \eta_{ij}(x) \) is an arbitrary matrix element of \( \eta(x) \in G \), \( \{ \eta_{ij}(x), \Omega \}_WZ \Omega^{-1} \in G^* \) is evaluated on \( T \in \mathcal{G} \) in the natural manner; and for simplicity of writing we pretend that we are dealing with matrix Lie groups. The left hand side of (1.15) encodes the Hamiltonian vector fields generated on \( \mathcal{M}_G \) by the matrix elements of \( \Omega \), which must be admissible Hamiltonians.

The momentum map is already known explicitly in two special cases. If \( \nu = 0 \) with \( R^\nu = 0 \), then the PL symmetry reduces to classical \( G \)-symmetry and \( f_\nu \) becomes \( f_0(z) = \frac{1}{2} \coth \frac{z}{2} - \frac{1}{2} \) defining the ‘canonical’ (Alekseev-Meinrenken) \( r \)-matrix by (1.13) [8, 20, 11, 21]. Now \( G^* \) is the Abelian Lie group \( \mathcal{G}^* \), and we can identify it with \( \mathcal{G} \) by means of the scalar product. In terms of the function \( m = \log M \) on \( \mathcal{M}_G \), the relations (1.3), (1.4) can be rewritten (11) as
\[
\{ \eta(x), m_a \}_WZ = \eta(x)T_a, \quad \{ m_a, m_b \}_WZ = -f_{abc} m_c \quad \text{with} \quad m_a = \langle T_a, m \rangle.
\]
Thus in this case the ‘Abelian’ momentum map is given by \( m = \log M \). The second well understood case is that of \( \nu = \frac{1}{2} \), when \( r(M) \) equals the constant \( r \)-matrix \( R^\frac{\nu}{2} \). In this case (1.4) is recognized to be the Semenov-Tian-Shansky PB [22], which is the PB on \( G^* \) by using the standard identification of \( G^* \) with an open submanifold \( G \). Correspondingly, for \( \nu = \frac{1}{2} \) the momentum map is directly furnished by the monodromy matrix [6].
The above two examples, together with the fact that the momentum map is the monodromy matrix for many integrable systems, lead us to expect that for all cases the momentum map for the PL symmetries on the chiral WZNW phase space be provided by the monodromy matrix \(3\).

In this paper we confirm this expectation for any \(\nu \neq 0\) by explicitly exhibiting the required Poisson map \(M \mapsto \Omega(M)\), where \(\Omega\) is a convenient coordinate on the Poisson space \((G^*, \{ , \}_G)\). Our main result is the strikingly simple formula

\[
M \mapsto \Omega(M) = M^{2\nu} = \exp(2\nu \log M),
\]

which clearly generalizes the \(\nu = \frac{1}{2}\) case. The precise statement is formulated in Theorem 1 for the factorisable PL groups and in Theorem 2 for the standard compact PL groups.

In [11] a finite dimensional PL groupoid had been associated with every WZNW exchange \(r\)-matrix. On the other hand [16], a PL groupoid can be constructed from the Heisenberg double [22] of the PL group \((G, \{ , \}_G)\) by forgetting the relationship between the left- and right-momenta and shifting the PB of the \(G\)-valued variable by a dynamical \(r\)-matrix term. Our next result establishes an isomorphism between these two PL groupoids by using (1.17) to identify \(M \in \hat{G}\) and \(\Omega \in G^*\). See Proposition 1 for the factorisable case and the discussion around (3.23) for the compact case. By the same change of variables, the PL-CDYBE (1.12) can be seen to be a natural generalization of the CDYBE on \(G^*\). This formulation of the PL-CDYBE appears in eqs. (2.31) and (3.27).

The rest of the paper is organized as follows. In the next section \(G\) is assumed to be a factorisable PL group, which means that the constant \(r\)-matrix in (1.7) has the form \(R^\nu = 2\nu R\) \((\nu \neq 0)\) with both \(R\) and \(R^\nu\) belonging to \(G \wedge G\). Such \(r\)-matrices exist for the complex simple Lie groups and their split real forms as well as for some other special real forms, but not for the compact one [23, 24]. In the physically most important case of compact simple Lie groups, all solutions of (1.7) belong to a purely imaginary parameter \(\nu\). The compact case is studied in Section 3 by taking \(R^\nu = \theta^i R^i\), where \(\theta\) is real and \(R^i \in G \wedge G\) is \(i\)-times the Drinfeld-Jimbo \(r\)-matrix (normalized so that \(\nu = i\theta\) in (1.7), see (3.6)). This is not a serious restriction of generality since in the compact case the most general constant \(r\)-matrix with non-zero \(\nu\) is obtained [25] by adding a purely Cartan piece to a multiple of \(R^i\). Both in Sections 2 and 3 we shall proceed by comparing the PBs in (1.3), (1.4) to corresponding PBs on the Heisenberg double of the PL group \(G\). This will not only simplify the analysis, but it will also allow us to directly relate the PL groupoids of [11] to the Heisenberg double. An appendix has been added collecting together all relevant technical details concerning the Heisenberg double of the standard compact PL groups. The material in the appendix is standard and fairly well-known, but we thought it useful to include it as it renders our description of the compact case essentially self-contained. Finally, a summary of the results is contained in Section 4.

Remark 1. Consider a finite dimensional representation \(\Lambda : G \to GL(V)\) of \(G\) and a smooth, \(2\pi\)-periodic function \(\phi : \mathbb{R} \to \text{End}(V)\) subject to \(\phi^{(k)}(0) = \phi^{(k)}(2\pi) = 0\) for every integer \(k \geq 0\). The ‘smear out matrix element’ alluded to around (1.2) is given by \(F_\phi(\eta) := \int_0^{2\pi} dx \text{tr} (\phi(x)\Lambda(\eta(x)))\). The formula of the Hamiltonian vector field of the admissible Hamiltonian \(F_\phi\) on \(\mathcal{M}_G\), which is equivalent to (1.2), is described in [11, 13]. Because

\[
\text{Then (1.15) translates into a finite dimensional problem for the function } \Omega(M) \text{ thanks to (1.3), and the Poisson brackets between the matrix elements of } \Omega \text{ are well-defined thanks to (1.4).}
\]
there is an underlying symplectic structure, there should exist a Poisson algebra containing the functions $F_\phi$ together with the functions of $M$ (and the Fourier coefficients of the differential polynomials in the affine Kac-Moody current $J = \eta \eta^{-1}$). It is a non-trivial open problem to precisely characterize such a Poisson algebra, but fortunately this is not needed for the purposes of the present paper. The key point to notice is that (1.15) is well-defined as long as the matrix elements of $\Omega$ represent admissible Hamiltonians on $M_\gamma$, and this is the case since $\Omega$ depends only on the monodromy matrix $M$. Note also that the problem of finding the momentum map in the finite dimensional context of the corresponding PL groupoid (with the PB in (2.25)) is literally the same as (1.15) with the dependence on $x$ ‘forgotten’.

2 The case of factorisable PL symmetry groups

We recall a convenient model of the Heisenberg double of a factorisable PL group in Subsection 2.1. This will help us to recognize in Subsection 2.2 that the momentum map on $M_\gamma$ is given by the monodromy matrix of the chiral WZNW field for the solution (1.13), (1.14) of the PL-CDYBE (1.12). We do this by converting $M$ into a ‘familiar variable’ $\Omega$ on the dual PL group. In Subsection 2.3 we use this result to show that the two PL groupoids associated with the solutions of (1.12) in [11] and in [16] are related by the same change of variables.

2.1 Recall of the Heisenberg double of factorisable PL groups

Let $G$ be a self-dual Lie algebra with a scalar product $\langle \ , \ \rangle$. We use the identification $G \otimes G \cong \text{End}(G)$ defined by $\langle X \otimes Y : Z \mapsto X(Y, Z) \rangle$ for any $X, Y, Z \in G$. Suppose that $R^\nu \in G \wedge G (\nu \neq 0)$ is a solution of (1.17) that has the form

$$R^\nu = 2\nu R \quad \text{with} \quad R \in G \wedge G.$$  (2.1)

Recall that the dual group $G^*$ to $(G, \{ \ , \ \})_G$ is the subgroup of $G \times G$ corresponding to the Lie subalgebra $G^*$ of $G \oplus G$ given by

$$G^* = \{(R^+(X), R^-(X)) \mid X \in G\}. \quad (2.2)$$

Here $R^\pm = R \pm \frac{1}{2}I$, where $I$ is the identity operator on $G$. At the same time $G$ is identified with the diagonal subalgebra $G \equiv G^\delta = \{(X, X) \mid X \in G\} \subset G \oplus G$. The subalgebras $G^\delta$ and $G^*$ are in duality with respect to the following scalar product on $G \oplus G$:

$$\langle\langle (X_1, Y_1), (X_2, Y_2) \rangle\rangle = \frac{1}{2\nu} (\langle X_1, Y_1 \rangle - \langle X_2, Y_2 \rangle). \quad (2.3)$$

The normalization is chosen so that $G \oplus G$ with this scalar product is the Drinfeld double of $G$ with its Lie bialgebra structure defined by $R^\nu$.

By definition, the Heisenberg double of $(G, \{ \ , \ \}_G)$ is the space $G \times G^*$ equipped with the PB $\{ \ , \ \}_R^\nu$ given in terms of the variables $g \in G$ and $(\Omega^+, \Omega^-) \in G^*$ as follows:

$$\{g_1, g_2\}_R^\nu = 2\nu [g_1 g_2, R], \quad (2.4)$$
\[\{\Omega^+_1, \Omega^-_2\}^{R^\nu} = 2\nu [R^+, \Omega^+_1 \Omega^-_2], \quad \{\Omega^-_1, \Omega^+_2\}^{R^\nu} = 2\nu [R^-, \Omega^-_1 \Omega^+_2], \quad \epsilon = \pm, \tag{2.5}\]
\[\{g_1, \Omega^+_2\}^{R^\nu} = -2\nu g_1 R^+ \Omega^+_2. \tag{2.6}\]

This PB is due to Semenov-Tian-Shansky [22]. The Heisenberg double is the natural PL analogue of the cotangent bundle \(T^*G \simeq G \times G^*\) (in the left trivialisation). In fact [22], [2.7] and [2.5] give the PBs on the PL groups \(G\) and \(G^*\), respectively, while [2.6] means (see below) that \((\Omega^+, \Omega^-)\) serves as the momentum map for the natural right PL action of \(G\) on the phase space.

It is often convenient to identify \(G^*\) with the open submanifold of \(G\) provided by
\[G_* := \{\Omega = \Omega^+ (\Omega^-)^{-1} \mid (\Omega^+, \Omega^-) \in G^*\}. \tag{2.7}\]

The name factorisable PL group refers to the fact that the elements of \(G^* \simeq G_* \subset G\) are factorisable as above. In terms of the variable \(\Omega = \Omega^+ (\Omega^-)^{-1}\), the PBs in (2.5) can be recast as the ‘Semenov-Tian-Shansky PB’
\[\{\Omega_1, \Omega_2\}^{R^\nu} = 2\nu \left( R\Omega_1 \Omega_2 + \Omega_1 \Omega_2 R - \Omega_1 R^{-1} \Omega_2 - \Omega_2 R^+ \Omega_1 \right). \tag{2.8}\]

The PBs between \(g\) and \((\Omega^+, \Omega^-)\) in (2.6) are equivalent to
\[\{g_1, \Omega_2\}^{R^\nu} = 2\nu g_1 (\Omega_2 R^+ - R^- \Omega_2). \tag{2.9}\]

Formulae (2.8), (2.9) show that the PB on \(G \times G_*\) smoothly extends to \(G \times G\), so that \(G \times G\) can also be regarded as a PL analogue of the cotangent bundle \(G \times G^*\). We denote this latter version of the Heisenberg double by \((T^*G)^{R^\nu}\).

There is a natural right PL action of the group \((G, \{\ , \ \}^{R^\nu}_G)\) on its Heisenberg double \(((T^*G)^{R^\nu}, \{\ , \ \}^{R^\nu})\). The action of any \(q \in G\) is given by the map \(R_q : (T^*G)^{R^\nu} \rightarrow (T^*G)^{R^\nu}\):
\[R_q : (g, \Omega) \mapsto (g q, q^{-1} \Omega q). \tag{2.10}\]

Restricting \(\Omega\) to \(G_*\), let us now explain the non-Abelian momentum map for this action operates by mapping \((g, \Omega) \in (T^*G)^{R^\nu}\) to its \(\Omega^-\)-component. This obviously is a Poisson map. It also generates the action, since (as a consequence of (2.8), (2.6) for any \(T \in G\) one can indeed express the infinitesimal version of (2.10) through the PB according to
\[(g T)_{ij} = \langle\langle (T, T), \{g_{ij}, (\Omega^+, \Omega^-)\}^{R^\nu}(\Omega^+, \Omega^-)^{-1}\rangle\rangle_\nu \tag{2.11}\]
and
\[[\Omega, T]_{ij} = \langle\langle (T, T), \{\Omega_{ij}, (\Omega^+, \Omega^-)\}^{R^\nu}(\Omega^+, \Omega^-)^{-1}\rangle\rangle_\nu. \tag{2.12}\]

The matrix elements used here refer to an arbitrary finite dimensional representation of \(G\).

If \(\Omega\) is near enough to \(e \in G\), then we can uniquely parametrize it as \(\Omega = e^{\omega}\), where \(\omega\) belongs to some neighbourhood of zero in \(G\). In the next subsection we will use the local expression of the PB on \((T^*G)^{R^\nu}\) in terms of this logarithmic variable.
2.2 The momentum map on $\mathcal{M}_G$ in the factorisable case

Our first main result is the explicit description of the non-Abelian momentum map for the PL symmetries on the chiral WZNW phase space in the factorisable case, which is given by the following theorem.

**Theorem 1.** Consider the chiral WZNW phase space $(\mathcal{M}_G, \{ , \})_{\text{WZ}}^{\mathcal{R}}$ with the exchange $r$-matrix defined by eqs. (1.10), (1.13), (1.14). Suppose that $R^\nu$ ($\nu \neq 0$) has the form (2.7) and identify the dual PL group $G^*$ with the domain $G^* \subset G$ (2.7) equipped with the PB (2.8). Parametrize the monodromy matrix $M$ and the variable $\Omega \in G^*$ as $M = e^m$ and $\Omega = e^\omega$. Then the non-Abelian momentum map $\mathcal{M}_G \to G^*$ associated with the PL action in (1.9) depends only on $M = \eta^{-1}(x)\eta(x+2\pi)$ and is given explicitly by

$$M \mapsto \Omega(M) = M^{2\nu} \iff m \mapsto \omega(m) = 2\nu m. \quad (2.13)$$

Here it is assumed that $M$ lies near to $e \in G$ so that $\Omega(M) \in G^* \simeq G^*$.

In order to prove the theorem, we shall compare the PBs on $\mathcal{M}_G$ and on $(T^*G)_{R^\nu}$ by using the logarithmic variables $m$ and $\omega$. The expressions to be compared are recorded in the next two lemmas.

**Lemma 1.** Consider $(\mathcal{M}_G, \{ , \})_{\text{WZ}}^{\mathcal{R}}$ with the exchange $r$-matrix given by eqs. (1.10), (1.13), (1.14). In terms of $m := \log M$, the PBs (1.3) and (1.4) can be equivalently written as

$$\eta^{-1}(x)\{\eta(x), (m, T)\} = (\nu \circ \text{ad}_m + \chi(\nu \text{ad}_m))(T), \quad (2.14)$$

$$\{m, (m, T)\} = (-\text{ad}_m \circ R^\nu + \chi(\nu \text{ad}_m))( [m, T] ) \quad (2.15)$$

for any $T \in G$, where we use the analytic function $\chi$ defined in (1.14).

**Lemma 2.** If $\Omega$ is near enough to $e \in G$, then the PBs (2.9) and (2.10) on the Heisenberg double $(T^*G)_{R^\nu}$ can be written in terms of $\omega := \log \Omega$ and $\forall T \in G$ as

$$g^{-1}\{g, (\omega, T)\} = 2\nu (-R \circ \text{ad}_\omega + \chi(\nu \text{ad}_\omega))(T), \quad (2.16)$$

$$\{\omega, (\omega, T)\} = 2\nu (-\text{ad}_\omega \circ R + \chi(\nu \text{ad}_\omega))( [\omega, T] ), \quad (2.17)$$

with $\chi$ defined in (1.14).

**Proof of Lemma 1 and Lemma 2.** Consider a function $\psi \in C^\infty(G)$ and associate with it the function $\hat{\psi}$ on $\mathcal{M}_G$ by $\hat{\psi}: \eta \mapsto \psi(M)$, where $\eta(x+2\pi) = \eta(x)$. From (1.3)

$$\eta^{-1}(x)\{\eta(x), \hat{\psi}\} = T^a (r^{+}_{ab} \mathcal{R}^{b} \hat{\psi} - r^{-}_{ab} \mathcal{L}^{b} \hat{\psi}), \quad (2.18)$$

where $\mathcal{R}^{b} \hat{\psi}$ denotes the function on $\mathcal{M}_G$ as associated with $\mathcal{R}^{b} \psi \in C^\infty(G)$. The derivatives are defined in (1.6) and $r^{+}_{ab}$ are the matrix elements of the WZNW exchange $r$-matrix. Similarly, for $\varphi, \psi \in C^\infty(G)$, (1.4) gives

$$\{\varphi, \hat{\psi}\} = r_{ab} (\mathcal{R}^{a} \varphi)(\mathcal{R}^{b} \hat{\psi}) + r_{ab} (\mathcal{L}^{a} \varphi)(\mathcal{L}^{b} \hat{\psi}) - r_{ab} (\mathcal{R}^{a} \hat{\psi})(\mathcal{L}^{b} \varphi) - r_{ab} (\mathcal{L}^{a} \hat{\psi})(\mathcal{R}^{b} \varphi). \quad (2.19)$$
Now define $\mathcal{L}_X := \langle X, T_a \rangle \mathcal{L}^a$ and $\mathcal{R}_X := \langle X, T_a \rangle \mathcal{R}^a$ for any constant $X \in \mathcal{G}$, and consider the $\mathcal{G}$-valued function $M \mapsto \log M$ on an appropriate neighbourhood of $e \in G$. Recall the following well-known (e.g. [26]) formulae:

$$
\mathcal{L}_X \log M = \lambda(-\frac{1}{2} \text{ad}_{\log M})(X), \quad \mathcal{R}_X \log M = \lambda(\frac{1}{2} \text{ad}_{\log M})(X),
$$

(2.20)

where $\lambda$ is the analytic function given by

$$
\lambda(z) = ze^z (\sinh z)^{-1}.
$$

(2.21)

Now it is a matter of direct calculation to obtain (2.14) and (2.15) from (2.18) and (2.19) by using (2.20) and the formula, (1.10) with (1.13)-(1.14), of $r(M)$. The statement of Lemma 2 is verified in the same way. Q.E.D.

**Proof of Theorem 1.** Consider the $\mathcal{G}$-valued function $\omega$ on $\mathcal{M}_G$ defined in (2.13). For this function, the formulae (2.14) and (2.15) can be rewritten as

$$
\eta^{-1}(x) \{ \eta(x), \langle \omega, T \rangle \}_W^\nu = 2\nu \left(-R \circ \text{ad}_\omega + \chi(\frac{1}{2} \text{ad}_\omega)\right)(T),
$$

(2.22)

$$
\{ \omega, \langle \omega, T \rangle \}_W^\nu = 2\nu \left(-\text{ad}_\omega \circ R + \chi(\frac{1}{2} \text{ad}_\omega)\right)([\omega, T]), \quad \forall T \in \mathcal{G}.
$$

(2.23)

Comparison of (2.17) and (2.23) shows that $m \mapsto \omega(m) := 2\nu m$ yields a Poisson map from $(\mathcal{M}_G, \{ , \}_W^\nu)$ to $(G^*, \{ , \}_G^\nu)$ through the corresponding variables $M = e^m$ and $\Omega = e^\omega$. Since $\Omega$ serves as the momentum map for the PL action (2.10) on $(T^*G)^{\text{rev}}$, further comparison of (2.10) with (2.22) and (2.10) with (1.9) shows that the map (2.13) does indeed provide the required non-Abelian momentum map on the chiral WZNW phase space. Note that $\Omega(M)$ is guaranteed to lie in $G^*$ (2.7) if $M$ is restricted to a suitable neighbourhood of $e \in G$. Q.E.D.

### 2.3 Connection between two PL groupoids

Let us recall from [11] that the WZNW exchange $r$-matrices that appear in (1.2) can be related to PBs on certain finite dimensional Poisson manifolds as well. Namely, on the manifold

$$
P_G := \check{G} \times G \times \check{G} = \{ (\check{M}, g, M) | M, \check{M} \in \check{G}, g \in G \},
$$

(2.24)

the following formula defines a PB, $\{ , \}^r$, for any solution of the $G$-CDYBE (1.5):

$$
\begin{align*}
\{ g_1, g_2 \}^r &= g_1 g_2 r(M) - r(\check{M}) g_1 g_2 \\
\{ g_1, M_2 \}^r &= g_1 (M_2 r^+(M) - r^{-}(M) M_2) \\
\{ g_1, \check{M}_2 \}^r &= (\check{M}_2 r^+(\check{M}) - r^{-}(\check{M}) \check{M}_2) g_1 \\
\{ M_1, M_2 \}^r &= M_1 M_2 r(M) + r(M) M_1 M_2 - M_1 r^{-}(M) M_2 - M_2 r^+(M) M_1 \\
\{ \check{M}_1, \check{M}_2 \}^r &= -\check{M}_1 \check{M}_2 r(\check{M}) - r(\check{M}) \check{M}_1 \check{M}_2 + \check{M}_1 r^{-}(\check{M}) \check{M}_2 + \check{M}_2 r^+(\check{M}) \check{M}_1 \\
\{ M_1, \check{M}_2 \}^r &= 0.
\end{align*}
$$

(2.25)

\[\text{The map } M \mapsto \Omega(M) = M^{2\nu} \text{ would yield a Poisson map to } G \text{ equipped with the Semenov-Tian-Shansky PB (2.8) even if } \Omega(M) \text{ lay outside the domain } G_* \simeq G^*.\]
It can be shown \[27\] that – with the trivial groupoid structure – \((P_G, \{ \ , \ }^r)\) is a PL groupoid in the sense of \[16\]. Note also in passing that if \(r\) is associated with classical \(G\)-symmetry on \(\mathcal{M}_G\) as described around equation \(1.10\), then this PL groupoid coincides, by means of the exponential parametrization of \(\mathcal{M}\) and \(\mathcal{M}'\), with the ‘dynamical PL groupoid’ of Etingof and Varchenko \[8\] that encodes the canonical \(r\)-matrix obtained by taking \(\nu = 0\) in \(1.13\)–\(1.14\).

Motivated by the above and the geometric interpretation of the CDYBE in \[8\], we have proposed \[16\] a geometric setting for the PL-CDYBE \(1.12\) that relies on the Heisenberg double. To present this, let us now denote the elements of \(P_G\) as

\[
P_G := \hat{G} \times G \times \hat{G} = \{(\tilde{\Omega}, \Omega, \tilde{\Omega}) \mid \Omega, \tilde{\Omega} \in \hat{G}, \ g \in G\},
\]

where \(\hat{G} \subset G\) is some open submanifold. Take a factorisable constant \(r\)-matrix, \(R^\nu = 2\nu R\), and a (smooth or holomorphic) map \(K : \hat{G} \mapsto G \land G\). Then consider the following ansatz for a PB, \(\{ \ , \ \}^\text{can}\), on \(P_G\):

\[
\begin{align*}
\{g_1, g_2\}^\text{can} &= 2\nu(g_1g_2(R + K(\Omega)) - (R + K(\tilde{\Omega}))g_1g_2) \\
\{g_1, \Omega_2\}^\text{can} &= 2\nu g_1(\Omega_2 R^+ - R^- \Omega_2) \\
\{g_1, \tilde{\Omega}_2\}^\text{can} &= 2\nu(\tilde{\Omega}_2 R^+ - R^- \tilde{\Omega}_2)g_1 \\
\{\Omega_1, \Omega_2\}^\text{can} &= 2\nu(R\Omega_1 \Omega_2 + \Omega_1 \Omega_2 R - \Omega_1 R^- \Omega_2 - \Omega_2 R^+ \Omega_1) \\
\{\Omega_1, \tilde{\Omega}_2\}^\text{can} &= -2\nu(R\tilde{\Omega}_1 \tilde{\Omega}_2 + \tilde{\Omega}_1 \tilde{\Omega}_2 R - \tilde{\Omega}_1 R^- \tilde{\Omega}_2 - \tilde{\Omega}_2 R^+ \tilde{\Omega}_1) \\
\{\Omega_1, \tilde{\Omega}_2\}^\text{can} &= 0.
\end{align*}
\]

We assume that \(K\) is a \(G\)-equivariant map\(^5\), since this is required locally around \(e \in G\) by the Jacobi identity \(\{\{g_1, g_2\}^\text{can}, \Omega_3\}^\text{can} + \text{cycl. perm} = 0\) and its counterpart with \(\tilde{\Omega}\). Upon comparison with \(2.8\) and \(2.9\), it is clear that \(2.27\) defines a PB if the Jacobi identity \(\{\{g_1, g_2\}^\text{can}, g_3\}^\text{can} + \text{cycl. perm} = 0\) holds. This condition is found to be equivalent to the following version of the PL-CDYBE:

\[
[R_{12} + K_{12}, R_{23} + K_{23}] + T^a_1(\frac{i}{2}D^+_a - D^-_{R(T_a)})K_{23} + \text{cycl. perm.} = \mathcal{I} \quad \text{on} \quad \hat{G},
\]

where \(\mathcal{I}\) is an arbitrary \(G\)-invariant constant element of \(G \land G \land G\). By using the equivariance of \(K\), the cross-terms containing both \(K\) and \(R\) can be cancelled. If we set \(\mathcal{I} = -\nu^2 \hat{f}\) and \(K = -K^\nu\), then \(2.28\) becomes identical to equation \(1.12\).

In the above setting the PL-CDYBE \(2.28\) appears as the guarantee of the Jacobi identity of the PB in \(2.27\). To further clarify the meaning of this interpretation, first note that \(\Omega\) and \(\tilde{\Omega}\) define in an obvious way the non-Abelian momentum maps that generate natural PL actions of \((G, \{ \ , \ \}^r_G)\) on \((P_G, \{ \ , \ \}^\text{can}_G)\) acting respectively by right- and left-multiplications on \(g\):

\[
R_q : (\tilde{\Omega}, g, \Omega) \mapsto (\tilde{\Omega}, gg, q^{-1}\Omega q) \quad \text{and} \quad L_q : (\tilde{\Omega}, g, \Omega) \mapsto (q\tilde{\Omega}q^{-1}, gg, \Omega) \quad \forall q \in G.
\]

The equivariance of \(K\) ensures that these are PL actions. Second, notice that the constraint \(\tilde{\Omega} = g\Omega g^{-1}\) defines a Poisson submanifold of \((P_G, \{ \ , \ \}^\text{can})\) for any dynamical \(r\)-matrix \(K\),

\(^5\)The domains \(\hat{G}\) and \(\hat{G}\) are chosen to be invariant under the adjoint action of \(G\) on \(G\).
which is isomorphic with (an open submanifold of) the Heisenberg double \((T^*G)_R\). To put this differently, we may say that \((P_G,\{,\}_G)\) is obtained from (an open submanifold of) the Heisenberg double by ‘forgetting’ the constraint \(\hat{\Omega} = g\Omega g^{-1}\) between the left- and right-momenta, and modifying the PB, by inserting \(\mathcal{K}\) in the first line of (2.27), in such a way to keep the PL symmetries (2.29).

**Remark 2.** Another equivalent form of the PL-CDYBE (2.28) is provided by returning to the variable \((\Omega^+,\Omega^-) \in G^*\) and replacing \(\mathcal{K}\) by \(\hat{\mathcal{K}} : \hat{G}^* \rightarrow \hat{G} \wedge \hat{G}\) defined as

\[
\hat{\mathcal{K}}(\Omega^+,\Omega^-) = \mathcal{K}(\Omega) \quad \text{with} \quad \Omega = \Omega^+(\Omega^-)^{-1},
\]

where \(\hat{G}^* \subset G^*\) corresponds to \(\hat{G} \subset G\). Then, as is easy to check, the PL-CDYBE takes the more natural form

\[
[R_{12} + \hat{\mathcal{K}}_{12}, R_{23} + \hat{\mathcal{K}}_{23}] + T^*_I \mathcal{L}_{T^*_a} \hat{\mathcal{K}}_{23} + \text{cycl. perm.} = \mathcal{I},
\]

(2.31)

where \(\mathcal{L}_{T^*_a}\) denotes the derivative along the right-invariant vector field on \(G^*\) associated with the basis element \(T^*_a = (R^+(T_a), R^-(T_a)) \in \hat{G}^*\). (The basis \(\{T^*_a\}\) of \(\hat{G}\) is dual to the basis \(\{T^*_a\}\) of \(\hat{G}\) with respect to the scalar product (2.3) on the Drinfeld double with \(\nu = 1\).) The use of the variable \((\Omega^+,\Omega^-)\) is conceptually more natural, but in order to study the PL symmetries on the chiral WZNW phase space and to find solutions of the PL-CDYBE, the use of the variable \(\Omega\) seems more convenient.

Let us now focus on the special cases of the PL groupoids \((P_G,\{,\}_G)\) that belong to the WZNW exchange \(r\)-matrices associated with the PL symmetry (1.9). In the finite dimensional setting (2.25), this symmetry translates into right and left PL actions of \((G,\{,\}_G^e)\) on \((P_G,\{,\}_G^r)\) that operate quite similarly to (2.29):

\[
R_q : (\tilde{M}, g, M) \mapsto (\tilde{M}, gqq^{-1}Mq) \quad \text{and} \quad L_q : (\tilde{M}, g, M) \mapsto (q\tilde{M}q^{-1}, qg, M) \quad \forall q \in G.
\]

(2.32)

Theorem 1 implies the following proposition, which gives the momentum maps for these PL actions and clarifies the relationship between the PBs defined in (2.25) and in (2.27).

**Proposition 1.** Consider the Poisson manifolds \((P_G,\{,\}_G)\) and \((P_G,\{,\}_G^e)\) endowed with the PBs (2.25) and (2.27) defined respectively by

\[
r(M) = R^e + f_r(\ad_{\log M}) \quad \text{and} \quad \mathcal{K}(\Omega) = -f_r(\ad_{\log \Omega}),
\]

(2.33)

where the function \(f_r\) is given in (1.14). Here \(\hat{G}\) and \(\hat{G}\) are open submanifolds of \(G\) for which the exponential parametrization is valid and the respective functions \(f_r(\ad_{\log M})\) and \(f_r(\ad_{\log \Omega})\) are well defined for \(M \in \hat{G}\) and \(\Omega \in \hat{G}\). We can choose these submanifolds in such a way that the map \(M \mapsto M_{2\nu}\) yields a diffeomorphism from \(\hat{G}\) to \(\hat{G}\). Then the map

\[
(\tilde{M}, g, M) \mapsto (\hat{\Omega}(\tilde{M}), g, \Omega(M)) := (\tilde{M}_{2\nu}, g, M_{2\nu})
\]

(2.34)

is a Poisson diffeomorphism from \((P_G,\{,\}_G)\) to \((P_G,\{,\}_G^e)\). Hence these PL groupoids are isomorphic.
Proof. As a consequence of Theorem 1, the last five formulae of (2.25) are translated into the last five formulae of (2.27) by the map (2.34). By expressing this map in the logarithmic variables,

\[ \omega(m) = 2\nu m, \quad \tilde{\omega}(\tilde{m}) = 2\nu \tilde{m} \quad \text{with} \quad m = \log M, \quad \tilde{m} = \log \tilde{M}, \quad \omega = \log \Omega, \quad \tilde{\omega} = \log \tilde{\Omega}, \]  

(2.35)

we can rewrite the first formula of (2.25) as

\[ \{g_1, g_2\} = 2\nu (g_1 g_2 (R - f_{\frac{1}{4\nu}}(\text{ad}_m)) - (R - f_{\frac{1}{4\nu}}(\text{ad}_{\tilde{m}})))g_1 g_2, \]  

(2.36)

which agrees with the first formula of (2.27) if \( K(\Omega) = -f_{\frac{1}{4\nu}}(\text{ad}_\omega) \). Q.E.D.

3 The case of the standard compact PL groups

Below we take \( G \) to be a compact simple Lie algebra equipped with its standard, Drinfeld-Jimbo \( r \)-matrix, which is the most important case from the point of view of physical applications of the WZNW model. We next recall the relevant Heisenberg double, and then present the momentum map and some remarks on the corresponding PL groupoids. We concentrate on the logical outline of the statements, relegating the underlying calculations to Appendix A.

3.1 The Heisenberg double of a compact PL group

Let \( A \) be a complex simple Lie algebra with a Chevalley basis given by \( E_{\pm\alpha} (\alpha \in \Phi^+) \) and \( H_{\alpha_k} (\alpha_k \in \Delta) \), where \( \Phi^+ \) and \( \Delta \) denote the set of positive and simple roots, respectively. With respect to the Killing form \( \langle , \rangle \) of \( A \), normalized so that the long roots have length \( \sqrt{2} \), one has \( \langle E_\alpha, E_\beta \rangle = \frac{2}{|\alpha|^2} \delta_{\alpha, -\beta} \). Let us now take \( \mathcal{G} \) to be the compact real form of \( A \),

\[ \mathcal{G} = \text{span}_R \{i(E_\alpha + E_{-\alpha}), (E_\alpha - E_{-\alpha}), iH_{\alpha_k} | \alpha \in \Phi^+, \alpha_k \in \Delta\}. \]  

(3.1)

Then the realification \( A_\mathbb{R} \) of \( A \) (i.e. \( A \) regarded as a Lie algebra over the reals) can be decomposed as the vector space direct sum

\[ A_\mathbb{R} = \mathcal{G} + \mathcal{B} \]  

(3.2)

with the ‘Borel subalgebra’

\[ \mathcal{B} = \text{span}_R \{E_\alpha, iE_\alpha, H_{\alpha_k} | \alpha \in \Phi^+, \alpha_k \in \Delta\}. \]  

(3.3)

\( \mathcal{G} \) and \( \mathcal{B} \) are isotropic subalgebras with respect to the non-degenerate invariant bilinear form on \( A_\mathbb{R} \) defined by

\[ \langle \langle X, Y \rangle \rangle_\theta := \frac{1}{\theta} \text{Im} \langle X, Y \rangle \quad \forall X, Y \in A_\mathbb{R} \simeq A, \]  

(3.4)

where \( \theta \in \mathbb{R} \) is an arbitrary non-zero constant. Thus \( A_\mathbb{R} \) carries the factorisable \( r \)-matrix

\[ \rho := \frac{1}{2}(\pi_\mathcal{G} - \pi_\mathcal{B}), \]  

(3.5)
where \( \pi_\mathcal{G} \) and \( \pi_\mathcal{B} \) are the projections on \( \mathcal{A}_R \) associated with the splitting \( \mathcal{A}_R = \mathcal{G} \oplus i\mathcal{G} \). It is well known that the factorisable Lie bialgebra \( (\mathcal{A}_R, \{ , \}\_\theta, \rho) \) is the Drinfeld double of \( \mathcal{G} \) equipped with its standard r-matrix, given by \( R^\theta = \theta R_\theta \in \mathcal{G} \land \mathcal{G} \) with
\[
R^\theta_i := \sum_{\alpha \in \Phi^+} \frac{|\alpha|^2}{4} (E_\alpha - E_{-\alpha}) \land i(E_\alpha + E_{-\alpha}) = i \sum_{\alpha \in \Phi^+} \frac{|\alpha|^2}{2} E_\alpha \land E_{-\alpha}.
\] (3.6)

Our notation reflects the fact that \( R^\theta_i \) satisfies (1.7) with \( \nu = i\theta \), where \( \hat{f} \) is defined by means of the restriction of the Killing form \( \{ , \} \) to \( G \).

Let \( A_R \) be a connected real Lie group with Lie algebra \( A_R \) and denote by \( G \) and \( B \) the connected Lie subgroups associated with the subalgebras \( \mathcal{G} \) and \( \mathcal{B} \). We equip the group \( G \) with the Sklyanin bracket \( \{ , \}_G \) written as
\[
\{q_1, q_2\}_G = \theta [q_1 q_2, R^\theta_i].
\] (3.7)

The dual PL group is \( (B, \{ , \}_B) \), where the PB on \( B \) is induced from the Drinfeld double in the standard way. The Heisenberg double of the compact PL group \( (G, \{ , \}_G) \) is the Poisson (actually symplectic) space \( (A_R, \{ , \}) \), whose PB can be described in the St Petersburg notation symbolically as follows [22]. If \( a \) denotes the \( A_R \)-valued variable, then we have
\[
\{a_1, a_2\}_G = -\hat{\rho}a_1 a_2 - a_1 a_2 \hat{\rho},
\] (3.8)
where \( \hat{\rho} \in A_R \land A_R \) corresponds to \( \rho \in \text{End}(A_R) \) by means of the scalar product \( \langle\langle , \rangle\rangle_\theta \). This PB is further discussed in Appendix A.

We now use the Iwasawa and Cartan decompositions (e.g. [28]) of the group \( A_R \) to produce a handy model of the Heisenberg double \( (A_R, \{ , \}_G) \). By the Iwasawa decomposition, one can uniquely decompose any element \( a \in A_R \) according to
\[
a = g^{-1}b = b\tilde{g} \quad \text{with} \quad g, \tilde{g} \in G, \quad b, \tilde{b} \in B.
\] (3.9)
As a manifold, we then identify \( A_R \) with \( G \times B \) by the mapping \( a \mapsto (g, b) \). It can be shown that the map \( A_R \to B \) that operates using (3.9) as \( a \mapsto b \) is the momentum map for the right PL action of \( (G, \{ , \}_G) \) on \( (A_R, \{ , \}) \) defined by
\[
R_q : a \mapsto q^{-1}a, \quad \forall q \in G, \quad a \in A_R.
\] (3.10)

Let us now trade the variable \( b \) for the new variable
\[
\Omega := bb^\dagger,
\] (3.11)
where for \( b = e^\beta \) we have \( b^\dagger = e^{\beta^\dagger} \) with dagger standing for minus one times the Cartan involution of \( A_R \). In other words, dagger is \(-1\) on \( \mathcal{G} \) and \(+1\) on \( i\mathcal{G} \) in the Cartan decomposition
\[
A_R = \mathcal{G} + i\mathcal{G},
\] (3.12)
which gives $E_{\alpha}^a = E_{-\alpha}$, $H_{\alpha}^a = H_{\alpha}^b$. It follows from the corresponding Cartan decomposition\textsuperscript{6} of the group $A_\mathbb{R}$ that we can uniquely parametrize $\Omega$ as

$$\Omega = b b^\dagger = e^{2i\omega} \quad \text{with} \quad \omega \in \mathcal{G}. \quad (3.13)$$

Collecting the above mentioned facts, by using (3.9) and (3.13) we obtain a diffeomorphism $A_\mathbb{R} \to G \times \mathcal{G}$ by the map

$$a \mapsto (g, \omega) \quad \text{with} \quad \omega = -\frac{i}{2} \log \Omega, \quad \Omega = a a^\dagger = b b^\dagger. \quad (3.14)$$

Henceforth we use the pair $(g, \Omega)$ (or equivalently $(g, \omega)$) as coordinates on $A_\mathbb{R}$. In these convenient variables the PL action (3.10) of $G$ on $A_\mathbb{R}$ takes the form

$$R_q : (g, \Omega) \mapsto (g q, q^{-1} \Omega q) \quad \forall q \in G, \quad (g, \Omega) \in G \times e^{i\mathcal{G}} \simeq A_\mathbb{R}. \quad (3.15)$$

If we identify $B$ and the domain $e^{i\mathcal{G}} \subset A_\mathbb{R}$ as two models of $A_\mathbb{R}/G$, given respectively by the Iwasawa and the Cartan decompositions, then $\Omega$ yields directly the momentum map for this action. The important point is that $b$ in (3.9) can be uniquely recovered from $\Omega = b b^\dagger$.

Now we are ready to present the key formula of this subsection.

**Lemma 3.** In terms of the coordinates $(g, \omega) \in G \times \mathcal{G}$ defined by (3.9) and (3.13), the PB of the Heisenberg double $(A_\mathbb{R}, \{ \cdot , \cdot \}_{R^\theta})$ takes the following form:

$$\{g_1, g_2\}_{R^\theta} = \theta [g_1 g_2, R^i], \quad (3.16)$$

$$g^{-1}\{g, \langle \omega, T \rangle\}_{R^\theta} = \theta (-R^i \circ \text{ad}_\omega + \chi(i \text{ad}_\omega))(T), \quad (3.17)$$

$$\{\omega, \langle \omega, T \rangle\}_{R^\theta} = \theta (-\text{ad}_\omega \circ R^i + \chi(i \text{ad}_\omega))(\omega, T), \quad (3.18)$$

where $T \in \mathcal{G}$ is an arbitrary constant and $\chi(iz) = z \cot z$.

Notice that the formulae in Lemma 3 are essentially the same as the ones in Lemma 2; $\nu$ is purely imaginary in the compact case, $\omega$ is now defined by (3.13), and $\chi(z) = z \coth z$ is replaced by $\chi(iz) = z \cot z$. The proof of Lemma 3 relies on a routine but not quite trivial calculation and is sketched in Appendix A.

### 3.2 Momentum map and PL groupoids in the compact case

We describe here the analogues for the compact case of the results of Subsections 2.2 and 2.3. We can be very brief in what follows because, in terms of the convenient variables introduced in Subsection 3.1, all formulae involved are essentially the same as in the factorisable case.

Since we know that the momentum map on $(A_\mathbb{R}, \{ \cdot , \cdot \}_{R^\theta})$ for the action (3.15) is given by $(g, \Omega) \mapsto \Omega$, we obtain the momentum map for the PL symmetry (1.9) on $\mathcal{M}_\mathcal{G}$ upon comparing the formulae in (2.14), (2.15) with those in (3.17), (3.18).

\textsuperscript{6}By the Cartan decomposition one can uniquely write $a \in A_\mathbb{R}$ as $a = h \tilde{p} = \tilde{p} h$ with $h, \tilde{h} \in G$ and $p, \tilde{p} \in e^{i\mathcal{G}}$; comparison with (3.9) gives $a a^\dagger = b b^\dagger = p^2$, i.e., $p = e^{i\omega}$.  

---
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Theorem 2. Consider the chiral WZNW phase space $(\mathcal{M}_G, \{, \}, \omega)_{(2.3)}$ with the exchange $r$-matrix defined by eqs. (1.10), (1.13), (1.14). Suppose that $\nu = i\theta$ with $\mathbb{R} \ni \theta \neq 0$ and $R' = R^{i\theta} = \theta R^i$ with $R^i$ in (3.6). Identify the dual, $G^* = B$, of the PL group $(G, \{, \}, R^\nu)$ with the domain $e^{i\theta}$ through the map $B \ni b \mapsto \Omega = bb^\dagger = e^{2i\omega} \in e^{i\theta}$. The non-Abelian momentum map $\mathcal{M}_G \to G^*$ associated with the PL action in (1.9) depends only on $M = \eta^{-1}(x)\eta(x + 2\pi)$ and, in terms of the parametrization $M = e^m$, is given explicitly by

$$M \mapsto \Omega(M) = M^{2\nu} = e^{2i\theta m} \iff m : \omega(m) = \theta m.$$  

(3.19)

Proof. One readily verifies that by setting $\nu = i\theta$, $R' = \theta R^i$ and $\omega = \theta m$, the formulae in (2.14), (2.15) can be rewritten as

$$\eta^{-1}(x)\eta(x), (\omega, T)_{(2.3)} = \theta (-R^i \circ \text{ad}_\omega + \chi(i \text{ad}_\omega))(T),$$

(3.20)

$$\{\omega, (\omega, T)\}_{(2.3)} = \theta (-\text{ad}_\omega \circ R^i + \chi(i \text{ad}_\omega))(\omega, T).$$

(3.21)

These formulae have the same form as (3.17) and (3.18), respectively, which obviously implies the statement of the theorem. Q.E.D.

Motivated by the relation between the two PL groupoids described in Subsection 2.3, we can convert the PL groupoid $(P_G, \{, \}, e)$ associated by (2.25) with the WZNW exchange $r$-matrix into a canonical model of it in the compact case as well. This results by replacing the $G$-valued ‘monodromy variables’ $M$ and $\bar{M}$ by corresponding $e^{i\theta}$-valued ‘momentum variables’ $\Omega = (M)^{2i\theta}$ and $\bar{\Omega} = (\bar{M})^{2i\theta}$. Here $\bar{G} \subset G$ is the open submanifold where $-i\log \Omega$ takes its values, and we stress that $e^{i\theta}$ is a model of an open submanifold, $\bar{B}$, of $B = G^*$. Call the resulting PL groupoid $(P_{e^{i\theta}}, \{, \}, e^{i\theta})$ with

$$P_{e^{i\theta}} := e^{i\theta} \times_G G \times e^{i\theta} = \{((\bar{\Omega}, g, \Omega) | \Omega, \bar{\Omega} \in e^{i\theta}, g \in G\}.$$  

(3.22)

The PBs $\{g_1, \Omega_2\}_{e^{i\theta}}$, $\{\Omega_1, \Omega_2\}_{e^{i\theta}}$ and their ‘tilded variants’ are the same as for the Heisenberg double $(A_G, \{, \}, 1^R)$, and this also holds for $\{\Omega_1, \bar{\Omega}_2\}_{e^{i\theta}} = 0$ with the only difference being that the relation $\bar{\Omega} = g\Omega g^{-1}$ has now been ‘forgotten’. By using these momentum variables the dynamical $r$-matrix only appears in the PB

$$\{g_1, g_2\}_{e^{i\theta}} = \theta(g_1g_2(R^i + K(\Omega)) - (R^i + K(\bar{\Omega}))g_1g_2),$$

(3.23)

where from (1.13), (1.14) now we have

$$K(\Omega) = \frac{1}{\theta} K^{i\theta}(M) = \frac{1}{\theta} f_{i\theta}((2i\theta)^{-1}\text{ad}_{\log \Omega}) \in \text{End}(\bar{G}) = \bar{G} \otimes G,$$  

(3.24)

since $\log M = \frac{1}{2i\theta} \log \Omega$ by (1.19). In fact, taking (3.23) as an ansatz with an unspecified function $K$, the Jacobi identities of the PB $\{, \}_{e^{i\theta}}$ turn out to be equivalent to the following variant of the PL-CDYBE:

$$[R_{12}^{12} + K_{12}, R_{23}^{23} + K_{23}] + T_i^a (D^+_{i T_a} - D^-_{R(T_a)}) K_{23} + \text{cycl. perm.} = I,$$  

(3.25)
where $\mathcal{I}$ is an arbitrary $G$-invariant constant element of $G \wedge G \wedge G$. It is a good check on our arguments that $\mathcal{K}$ in (3.24) indeed solves this equation, with right-hand side 

$$\mathcal{I} = \left( \frac{1}{14} \theta - \frac{3}{4} \right) \hat{f}.$$ 

Similarly to the factorisable case, the PL-CDYBE (3.25) can again be rewritten in a more natural form by introducing $\tilde{\mathcal{K}}: \tilde{G}^* \to G \wedge G$ by the rule

$$\tilde{\mathcal{K}}(b) = \mathcal{K}(\Omega) \quad \text{with} \quad \Omega = bb^\dagger \in e^{i\tilde{G}}.$$ 

(3.26)

Let $\{T^*_a\} \subset B$ stand for the dual to a basis $\{T^a\} \subset G$, i.e., \langle T^a, T^*_b \rangle = \text{Im} \langle T^a, T^b \rangle = \delta^a_b$. As explained in Appendix A, in terms of $\tilde{\mathcal{K}}$ (3.25) takes the form

$$[R^1_{12} + \tilde{\mathcal{K}}_{12}, R^1_{23} + \tilde{\mathcal{K}}_{23}] + T^*_a \mathcal{L}_{T^*_a} \tilde{\mathcal{K}}_{23} + \text{cycl. perm.} = \mathcal{I},$$

(3.27)

where $\mathcal{L}_{T^*_a}$ denotes the derivative along the right-invariant vector field on $B$ associated with $T^*_a \in B$. This equation is the same as (2.31). It is clear that this version of the PL-CDYBE can be generalized to any PL group.

4 Conclusion

In this paper we found the momentum map for the PL symmetry (1.9) on the chiral WZNW phase space $(M_{\tilde{G}}, \{ , \}_{WZ})$ equipped with the exchange $r$-matrix defined by (1.10)-(1.14). The meaning of our result is that the momentum map is simply the monodromy matrix $M$ of the chiral WZNW field, in the sense that it is in one-to-one correspondence with a standard variable $\Omega$ in the dual of the PL symmetry group as given explicitly by Theorem 1 and Theorem 2. The correspondence between $M \in \tilde{G} \subset G$ and $\Omega \in \tilde{G}^* \subset G^*$ implies that the PL groupoids associated with the chiral WZNW phase space in [11] are isomorphic to what we call canonical PL groupoids, which can be constructed starting from the Heisenberg double of $(G, \{ , \}_{\tilde{G}^*})$. This result is presented in Proposition 1 and around equation (3.23).

Incidentally, a one-to-one correspondence between $M \in \tilde{G}$ and $\Omega \in \tilde{G}^*$ must clearly exist also in the cases that are not covered by our analysis, for instance the cases with $\nu = 0$ but $R^\nu \neq 0$ in (1.7). The comparison between (1.2) and (1.10) shows that finding the momentum map on the infinite dimensional manifold $(M_{\tilde{G}}, \{ , \}_{WZ})$ and on the finite dimensional manifold $(P_{\tilde{G}}, \{ , \}^*)$ are equivalent problems in these cases as well.

It turned out that in terms of the momentum variable $\Omega$ the exchange $r$-matrices that were discovered in the WZNW model satisfy the following natural PL generalization of the CDYBE. Let $\tilde{\mathcal{K}}: \tilde{G}^* \to G \wedge G$ be equivariant with respect to the pertinent (dressing and adjoint) actions of the coboundary PL group $G$ with Lie algebra $\mathcal{G}$. In the general case, the PL-CDYBE has the same form as (3.27), if $\mathcal{L}_{T^*_a}$ denotes the derivative along the right-invariant vector field on $G^*$ associated with $T^*_a \in G^*$, where $T^a$ is a basis of $\mathcal{G}$, and $R^i$ is replaced by the element of $G \wedge G$ that defines the PL structure on $G$. Clearly, the PL-CDYBE is the guarantee of the Jacobi identity of a PB on a PL groupoid also in the general case, similarly to (2.27). Remarkably, this equation also arises in [12], from some completely different considerations. For self-dual Lie algebras the exchange $r$-matrices of [11], given by (1.10)-(1.14), always yield solutions of the PL-CDYBE after replacing the variable $M \in \tilde{G}$ by the variable $\Omega \in \tilde{G}^*$. In fact, as will be
detailed elsewhere, these solutions can be reduced to the duals of certain PL subgroups of $G$, generalizing the Dirac reduction of solutions of the CDYBE studied in [29]. A different analysis of the reductions of [32,7] is contained in [30], where the quantization of the PL dynamical $r$-matrices is also studied. It would be very interesting to apply the results of [30] to develop the deformation quantization of the chiral WZNW phase space.
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A Calculations on the ‘compact Heisenberg double’

We here collect some useful, more or less well-known (see e.g. [31]), formulae concerning the Heisenberg double $(A_R, \{ , \}^{R^g})$ used in Section 3.

For any real function $\Phi \in C^\infty(A_R)$ we define $D\Phi, D'\Phi \in C^\infty(A_R, A_R)$ by

$$\frac{d}{dt} \bigg|_{t=0} \Phi(e^{itX}ae^{itY}) = \langle\langle (D\Phi)(a), X \rangle\rangle + \langle\langle (D'\Phi)(a), Y \rangle\rangle \quad \forall X, Y \in A_R, a \in A_R,$$  \quad (A.1)

where $\langle\langle , \rangle\rangle$ is given by (3.3) with $\theta := 1$. We often write $D_a\Phi$ for $(D\Phi)(a)$ and denote the adjoint action of $A_R$ on $A_R$ simply by conjugation. By the invariance of $\langle\langle , \rangle\rangle$, we have $D'_a\Phi = a^{-1}(D_a\Phi)a$. Formula (3.8) means that for $\Phi, \Psi \in C^\infty(A_R)$

$$\{\Phi, \Psi\}^{R^g}(a) = -\theta\langle\langle D_a\Phi, \rho D_a\Psi \rangle\rangle - \theta\langle\langle D'_a\Phi, \rho D'_a\Psi \rangle\rangle,$$  \quad (A.2)

where $\rho$ is defined in (3.5). We next express this PB in terms of the coordinates $g \in G$ and $b \in B$ given by the factorisation (3.9). Identifying $A_R^g$ with $A_R$ by means of $\langle\langle , \rangle\rangle$, and using (3.2), $G^r$ is naturally identified with $B$ and $B^*$ with $G$. Hence, for functions $\phi \in C^\infty(G)$ and $f \in C^\infty(B)$, $D\phi, D'\phi \in C^\infty(G, B)$ and $Df, D'f \in C^\infty(B, G)$ are defined by

$$\frac{d}{dt} \bigg|_{t=0} \phi(e^{itX}ge^{itY}) = \langle\langle D_g\phi, X \rangle\rangle + \langle\langle D'_g\phi, Y \rangle\rangle \quad \forall X, Y \in G, g \in G,$$

$$\frac{d}{dt} \bigg|_{t=0} f(e^{itX}be^{itY}) = \langle\langle D_bf, X \rangle\rangle + \langle\langle D'_bf, Y \rangle\rangle \quad \forall X, Y \in B, b \in B. \quad (A.3)$$

With the projections that appear in (3.5) we have

$$D'_g\phi = \pi_B \left( g^{-1}(D_g\phi)g \right), \quad D'_b f = \pi_G \left( b^{-1}(D_b f)b \right),$$  \quad (A.4)

$$D_g\phi = \pi_B \left( g(D_g\phi)g^{-1} \right), \quad D_b f = \pi_G \left( b(D'_b f)b^{-1} \right). \quad (A.5)$$

Referring to the Iwasawa decompositions (3.2), for any $\phi \in C^\infty(G)$ and $f \in C^\infty(B)$ we introduce $\hat{\phi} \in C^\infty(A_R)$ and $\hat{f} \in C^\infty(A_R)$ by

$$\hat{\phi}(a) = \phi(g) \quad \text{and} \quad \hat{f}(a) = f(b) \quad \text{for} \quad a = g^{-1}b = b\tilde{g} \in A_R.$$  \quad (A.6)
It is then straightforward to check the following relations:

\[ D_\alpha \hat{\phi} = -g^{-1}(D_\alpha \phi)g, \quad D'_\alpha \hat{\phi} = -\hat{b}^{-1}(D_\alpha \phi)\hat{b}, \quad D'_a \hat{f} = b(D'_b f) b^{-1}, \quad D_a \hat{f} = \tilde{g}^{-1}(D_b f)\tilde{g}. \] (A.7)

By using that \( D'_a \hat{\phi} \) is \( B \)-valued and \( D'_a \hat{f} \) is \( G \)-valued, it is not difficult to obtain from (A.2) and (A.7) that

\[
\begin{align*}
\{\hat{\phi}, \hat{\psi}\}^{R^\theta}(a) &= \theta(\langle D'_\alpha \phi, g(D'_\psi)g^{-1} \rangle), \quad \forall \phi, \psi \in C^\infty(G), \\
\{\hat{f}, \hat{h}\}^{R^\theta}(a) &= \theta(\langle D_b f, b(D'_h h) b^{-1} \rangle), \quad \forall f, h \in C^\infty(B), \\
\{\hat{\phi}, \hat{f}\}^{R^\theta}(a) &= \theta(\langle D'_\alpha \phi, D_b f \rangle), \quad \forall \phi \in C^\infty(G), \ f \in C^\infty(B).
\end{align*}
\] (A.8) (resp. (A.9))

Equation (A.8) (resp. (A.9)) means that the map \( A_\mathbb{R} \ni a \mapsto g \in G \) (resp. \( A_\mathbb{R} \ni a \mapsto b \in B \)) is a Poisson map from \( A_\mathbb{R} \) to \( G \) (resp. to \( B \)) equipped with the PL structure appearing on the right hand side of (A.8) (resp. (A.9)). Furthermore, one sees from (A.10) that \( A_\mathbb{R} \ni a \mapsto b \in B \) is the momentum map for the right PL action of \( G \) on \( A_\mathbb{R} \) defined in (8.10).

Instead of the pair \((g, b)\), we now rewrite the above PB in terms of the new coordinates \((g, \omega) \in G \times \mathcal{G}\) on \( A_\mathbb{R} \), where \( \omega \) parametrizes \( b \in B \) according to (3.13). For a function \( \phi \in C^\infty(G) \), define \( \nabla \phi, \nabla' \phi \in C^\infty(G, \mathcal{G}) \) by

\[
\left. \frac{d}{dt} \right|_{t=0} \phi(e^{tX}ge^{tY}) = \langle \nabla \phi, X \rangle + \langle \nabla' \phi, Y \rangle \quad \forall X, Y \in \mathcal{G}.
\] (A.11)

On account of the invariance of \( \langle , \rangle \), we have \( \nabla' \phi = g^{-1}(\nabla \phi)g \).

**Lemma 4.** Equation (A.8) can be equivalently expressed as

\[
\{\hat{\phi}, \hat{\psi}\}^{R^\theta}(a) = \theta(\langle \nabla' \phi, R^i(\nabla' \psi) \rangle) - \theta(\langle \nabla \phi, R^i(\nabla \psi) \rangle),
\] (A.12)

where \( R^i \in \text{End}(\mathcal{G}) \) is defined by (3.2).

**Proof.** It follows from

\[
\langle \alpha^\dagger, \beta^\dagger \rangle = \overline{\langle \alpha, \beta \rangle}, \quad \forall \alpha, \beta \in \mathcal{A},
\] (A.13)

that

\[
\langle \langle X, Y \rangle \rangle = -\frac{1}{2} \langle X, i(Y + Y^\dagger) \rangle, \quad \forall X \in \mathcal{G}, Y \in \mathcal{B}.
\] (A.14)

This in turn implies

\[
\nabla \phi = -\frac{i}{2}(D_\phi + (D_\phi)^\dagger), \quad \nabla' \phi = -\frac{i}{2}(D'_\phi + (D'_\phi)^\dagger).
\] (A.15)

Noting that any element of \( \mathcal{G} \) can be uniquely represented in the form \( i(Y + Y^\dagger) \) with \( Y \in \mathcal{B} \), one readily verifies from formula (3.6) that \( R^i \in \text{End}(\mathcal{G}) \) operates according to

\[
R^i : i(Y + Y^\dagger) \mapsto (Y^\dagger - Y), \quad \forall Y \in \mathcal{B}.
\] (A.16)

As a consequence of (A.16), relation (A.15) is equivalent to

\[
D_\phi = i\nabla \phi + R^i(\nabla \phi), \quad D'_\phi = i\nabla' \phi + R^i(\nabla' \phi).
\] (A.17)
Now for any $\alpha, \beta \in \mathcal{B}$ and $g \in G$ it is easy to check (from (A.13) using also $g^\dagger = g^{-1}$) that

$$4\langle \alpha, \beta g g^{-1}\rangle = \langle i(\beta + \beta^\dagger), g^{-1}(\alpha^\dagger - \alpha)g \rangle + \langle i(\alpha + \alpha^\dagger), g(\beta^\dagger - \beta)g^{-1}\rangle. \quad (A.18)$$

Equation (A.12) results by applying (A.18) to $\alpha = D_g \phi$, $\beta = D_g' \psi$ on the right hand side of (A.8) taking (A.17) and the antisymmetry of $R^i$ into account. Q.E.D.

Clearly, Lemma 4 is equivalent to equation (3.16). In order to obtain equations (3.17) and (3.18), we associate with any $f \in C^\infty(B)$ the function $\tilde{f} \in C^\infty(G)$ by

$$f(b) = \tilde{f}(\omega) \quad \text{with} \quad bb^\dagger = e^{2i\omega}, \quad (A.19)$$

and express (A.9) and (A.10) in terms of $\tilde{f}$ and $\tilde{h}$. Any $\tilde{f} \in C^\infty(G)$ has the $G$-valued gradient $d\tilde{f}$ defined by

$$\frac{d}{dt} \bigg|_{t=0} \tilde{f}(\omega + tX) = \langle d_\omega \tilde{f}, X \rangle \quad \forall X \in G. \quad (A.20)$$

We can then verify the following statement.

**Lemma 5.** For $f \in C^\infty(B)$ and $\tilde{f} \in C^\infty(G)$ related by (A.19)

$$D_b f = \left(-R^i \circ \ad_\omega + \chi(i \ad_\omega)\right) (d_\omega \tilde{f}), \quad (A.21)$$

$$b(D_b^* f)b^{-1} = i[\omega, d_\omega \tilde{f}] + \chi(i \ad_\omega)(d_\omega \tilde{f}), \quad (A.22)$$

with the function $\chi(iz) = z \cot z$ as introduced in (1.14).

**Proof.** We start by noting that

$$-2\langle D_b f, Y \rangle = \langle D_b f, i(Y + Y^\dagger) \rangle = \langle d_\omega \tilde{f}, i(-\ad_\omega)(Y) + i\lambda(\ad_\omega)(Y^\dagger) \rangle, \quad \forall Y \in \mathcal{B}, \quad (A.23)$$

where the function $\lambda$ is given in (2.21). The second relation is a consequence of (A.19) and $(e^{iY}b)e^{iY^\dagger} = e^{iY}(bb^\dagger)e^{iY^\dagger}$. Proceeding as in the proof of Lemma 4, one then shows that

$$i\lambda(-\ad_\omega)(Y) + i\lambda(\ad_\omega)(Y^\dagger) = -[\omega, R^i(X)] + \chi(\ad_\omega)(X), \quad X = i(Y + Y^\dagger) \in G. \quad (A.24)$$

These relations imply (A.21). The proof of (A.22) is rather similar, and we omit it. Q.E.D.

Incidentally, (A.21) and (A.22) are consistent on account of the identity

$$R^i(X) = \pi^g_{\alpha}(\omega X) \quad \forall X \in G. \quad (A.25)$$

Clearly, (A.21) and (A.22) imply the following result.

**Lemma 6.** Using the above notations, the PBs in (A.9) and (A.10) can be rewritten as

$$\{\phi, \tilde{f}\}^{R^i_{\phi}}(a) = \theta \langle \nabla^g_\phi \phi, (-R^i \circ \ad_\omega + \chi(i \ad_\omega)) (d_\omega \tilde{f}) \rangle, \quad (A.26)$$

$$\{\tilde{h}, \tilde{f}\}^{R^i_{\tilde{h}}}(a) = \theta \langle d_\omega \tilde{f}, (-\ad_\omega \circ R^i + \chi(i \ad_\omega)) (\omega, d_\omega \tilde{h}) \rangle. \quad (A.27)$$
The statements given in Lemmas 4 and 6 are equivalent to the formulae in Lemma 3, which we used in Section 3.

Finally, let us explain the equivalence between equations (3.25) and (3.27). For this, consider a pair of functions $\mathcal{F} \in C^\infty(e^{i\mathcal{G}})$ and $\tilde{\mathcal{F}} \in C^\infty(B)$ related by

$$\tilde{\mathcal{F}}(b) = \mathcal{F}(\Omega) \quad \text{for} \quad \Omega = bb^\dagger, \ b \in B. \quad (A.28)$$

For any $X \in \mathcal{G}$, the derivative that appears in (3.25) is given by

$$\left. \left( \mathcal{D}_i^+ \mathcal{F} - \mathcal{D}_R^-(X) \mathcal{F} \right) \right|_{t=0}^{}(\Omega) = \frac{d}{dt} \bigg|_{t=0} \mathcal{F}(\Omega_t^X), \quad \Omega_t^X = e^{t(iX + R^i(X))} \Omega e^{t(iX - R^i(X))}, \quad (A.29)$$

which is well defined since $\Omega_t^X \in e^{i\mathcal{G}}$ for any real $t$. One can check the identity

$$\Omega_t^X = b_t^{-2Y}(b_t^{-2Y})^\dagger \quad \text{with} \quad b_t^{-2Y} = e^{-2Yt}b, \quad X = i(Y + Y^\dagger), \ Y \in B. \quad (A.30)$$

This implies that

$$\left( \mathcal{D}_i^+ \mathcal{F} - \mathcal{D}_R^-(X) \mathcal{F} \right) (\Omega) = (\mathcal{L}_{-2Y} \tilde{\mathcal{F}})(b), \quad (A.31)$$

where $\mathcal{L}_{-2Y} \tilde{\mathcal{F}} \in C^\infty(B)$ is the natural left-derivative of $\tilde{\mathcal{F}}$. Now $T^b \in \mathcal{G}$ and $T_a = i(Y_a + Y_a^\dagger) \in \mathcal{G}$ satisfy $\langle T^b, T_a \rangle = \langle T^b, -2Y_a \rangle$ by (A.14), which means that $T_a^\dagger = -2Y_a$ in the notation appearing in (3.27). Equation (3.27) arises from the above consideration by taking $\mathcal{F}$ to be the $\mathcal{G} \wedge \mathcal{G}$ valued function $\mathcal{K}$.
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