Performance Analysis of Feature Extraction Approach: Local Binary Pattern and Principal Component Analysis for Iris Recognition system
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ABSTRACT- Many techniques have been proposed for the recognition of Iris. Most of them are single resolution techniques which results in poor performance. In this paper, feature extraction approaches like local binary pattern and principal component analysis assimilation has been offered. For classification, Support Vector Machine has been used. This paper compares the efficiency of two popular feature extraction methods Principal Component Analysis and Local Binary Pattern using two different iris databases CASIA and UBIRIS. The models were tested using 200 iris images. Statistical parameters like F1 score and Accuracy are tested for different threshold values. Our proposed method results with accuracy of 94 and 92%, is obtained for using Local Binary Pattern for CASIA and UBIRIS data set respectively. The Receiver Operating Characteristic Curve has been drawn and Area under Curve is also calculated. The experiment has been extended by varying the dataset sizes. The result shows that LBP achieves better performance with both CASIA and UBIRIS databases compared to PCA.
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1. INTRODUCTION
The authentication of an person is of high importance in modern days [1]. Other than passwords and magnetic cards, authentication using biometric system is based on bodily or behavioral characteristics of a person. The physical characteristics such as palm print, fingerprint, face and iris recognition are proved to be accurate and fast. These characteristics are unique to an individual and remain stable through life, and the pattern variability is high among different persons make iris very fascinating for use as biometric system.

A biometric system enables the identification of a person using various physical traits as input such as palm prints, fingerprints, face, and the iris [2]. The iris is the coloured circle located around the pupil which includes number of randomly distributed structures which are not mutable and hence iris is quite different from other approach [3]. Earlier, iris biometrics recognition system was roughly advised from 2001 [4]. The original algorithm for iris identification works with analysis of texture [5]. The algorithm uses codes which are generated using two-dimensional Gabor wavelet. The accuracy achieved is more compared to other methods. The important work done by Wildes [6] has adopted algorithm which uses applications of the Gaussian filters for the purpose of recognition and here, eyelids were modelled using parabolic arcs. Boashash and Boles [7] have proposed a method which has adopted zero-crossings. In wavelet transform, zero crossings are computed at different resolutions of circles of the iris which concentric. Signals with single dimensional are used to correlate with some important features using various dissimilarity functions. Same kind of approach has been presented which has adopted discrete dyadic wavelet transform and showed better efficiency [8]. The Multi-resolution Independent Component Identification (M-ICA) has acceptable ability to generate the iris features. According to authors accuracy of the system is comparatively low since the M-ICA does not work efficiently with class-separability. Chen and Yuan have proposed a new approach for generating the features of iris using fractal dimension [9]. The iris part has been divided into small parts and the features in the form of iris templates are generated. These generated templates known as iris code are then applied to the neural networks for the matching purpose. Robert et. al. have proposed a method for achieving localization and feature extraction using Integral-differential operators along with a Hough Transform[10]. Here, code for iris has been generated using both emergent frequency and instantaneous phase.

Li Ma. et. al. [11] have adopted HAAR-Wavelet transform for features extraction in iris. The transformation has been used on the image to generate a feature vector. To classify the vectors, two approaches namely weight vector initialization and winner
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selection methods are adopted [12]. The recognition capability of classification methods are dependent on feature quality and the size data used for training. The features are generated from shape and texture of segmented parts. Karu et al. [13] presented an approach to achieve automatic identification of textured parts and the categorization uses statistical measures. The Co-occurrence approach is claimed to be the best for classification of texture by Conners and Harlow [14]. The iris structure can be classified with the help of coherent Fourier spectra using optical transmission [15]. The iris biometric designed by Hamed Ranjzad [16] has adopted Principal Component Analysis (PCA) for feature extraction. Here, authors attempted different illumination and noise level during the iris image acquisition process.

Furthermore, local-based approaches require less number of samples for analysis [24]. If Local Binary Pattern (LBP) descriptors are used straight away, review illustrates that, prove to be analysis will become more effective for face image. Since this method was utilized for face representation [23], there has been a growing interest in LBP-based features for other representations also [25]. Here, we offer a method for extracting the best features of iris images for iris template classification using PCA and LBP. Main purpose to use LBP in conjunction with PCA is to minimize the iris template resolution.

2. MATERIALS AND METHODS

Fig. 1 shows the overall architecture of the work carried out. For feature extraction, two methods have been used and compared. One is PCA [17, 18] and another one is LBP. Here, CASIA and UBIRIS datasets have been used in the experiment. For classification, Support Vector Machine (SVM) approach has been utilized.

2.1 Principal Component Analysis (PCA)

PCA is one of the most import aspects of linear algebra and it is widely being adopted for analysis purpose. Since it is simple and non-metric method it can be used in neuroscience as well as in computer graphics. PCA guides how to reduce a high dimension data to a lower dimensional data to explore only the sufficient and important features. Extraction of the important features corresponding to the available data is the one of the major aspect of PCA [26]. During this, dimensionality of a data consisting of many correlated variables will get minimized. This is achieved by converting the data to a set of variables called the principal components (PCs). These PCs are independent and are arranged so that the first few components represent the most important features present in all the original variables.

2.2 Local Binary Pattern (LBP)

The number of methods has been developed to extract the useful features from iris images to perform iris biometric recognition. LBP [19, 20] is one among them. LBP make it is possible to represent the image texture and shape.

The concept of LBP was basically proposed by Ojala et al. [21]. The LBP operator uses pixel’s neighbors and takes the Centre pixel value as a threshold as shown in Fig. 2. If a neighbor pixel has a larger gray value than the Centre pixel, then a ‘1’ is set to the corresponding pixel otherwise ‘0’ will be assigned. Final LBP code is evaluated by combining neighboring binary digits.

The value of the LBP code of a pixel \((gm, gc)\) is given by Eq. (1) and Eq. (2)

\[
LBP_{m,n} = \sum_{m=1}^{M-1} l(g_m - g_c)2^m
\]

\[
l(x) = \begin{cases} 1, & x \geq T_i \\ 0, & otherwise \end{cases}
\]

Fig. 2: Local Binary Pattern

2.3 Support Vector Machine (SVM)

A SVM [22] which is used to classify data which are linearly separable is called linear SVM which is depicted in Fig. 3. Linear SVM searches for a hyper-plane with the maximum margin. Therefore, a linear SVM and hence called as a maximal margin classifier (MMC) [27]. Steps involved in finding the Maximum Margin Hyper-plane are discussed below:

1. Consider a problem of binary classification consisting of \(n\) training data.
2. Each tuple is represented by (Xi, Yi) where Xi = (xi1, xi2,.....xim) corresponds to the attribute set for the ith tuple (data in m-dimensional space) and Yi ∈ [+,-] denotes its class label.

3. Given {(Xi,Yi)}, a hyper-plane is generated which separates all Xi into two sides of it.

4. Consider a two-dimensional training data with attributes A1 and A2 as X = (x1, x2), where x1 and x2 are values of attributes A1 and A2, respectively for X.

5. Equation of a plane in 2-D space can be written as 0 + w1x1 + w2x2 = 0 [e.g., a + b + c = 0] where w0, w1, and w2 are some constants defining the slope and intercept of the line. Any point lying above such a hyper-plane satisfies w0 + w1x1 + w2x2 > 0 similarly, any point lying below the hyper-plane satisfies w0 + w1x1 + w2x2 < 0

6. An SVM hyper-plane is an n-dimensional generalization of a straight line in two dimensions.

7. Euclidean equation of a hyper-plane in Rm is w1x1 + w2x2 +...... + wmxm = b (3) where wi’s are the real numbers and b is a real constant.

8. In matrix form, a hyper-plane thus can be expressed as W.X + b = 0 (4) where W = [w1, w2,.......wm] and X = [x1, x2,.......xm] and b is a real constant.

![Figure 3: Computation of MMH](image)

3. **RESULTS AND DISCUSSION**

For the computation processes we have used Intel core i5-i7 generation CPU, with 8 GB system memory for implementing. Further we have considered CASIA and UBIRIS as two different iris data set. The size of CASIA will be 320*280 and for UBIRIS it is 200*150. At the time of feature extraction this image of both the sets are resized to 37 * 50. Intruder and 100 genuine iris images have been used to conduct the experiment. The True Positive Rate (TPR), False Positive Rate and Accuracy have been presented in Table 1. The accuracy has been evaluated over different probability threshold values.

| Probability threshold | FP | FN | TP | IN | RECALL | PRECISION | TPR | FPR | ACCURACY |
|-----------------------|----|----|----|----|--------|------------|------|------|----------|
| ≥0.0                  | 100 | 0  | 100| 1  | 0.50   | 1          | 1    | 50   |          |
| ≥0.1                  | 88  | 2  | 98 | 12 | 0.98   | 0.53       | 0.98 | 0.88 | 55%      |
| ≥0.2                  | 85  | 2  | 98 | 15 | 0.98   | 0.54       | 0.98 | 0.85 | 57%      |
| ≥0.3                  | 75  | 3  | 97 | 25 | 0.97   | 0.56       | 0.97 | 0.75 | 61%      |
| ≥0.4                  | 65  | 5  | 95 | 35 | 0.95   | 0.59       | 0.95 | 0.65 | 65%      |
| ≥0.5                  | 58  | 5  | 95 | 35 | 0.95   | 0.54       | 0.95 | 0.58 | 69%      |
| ≥0.6                  | 50  | 10 | 50 | 85 | 0.85   | 0.49       | 0.85 | 0.50 | 88%      |
| ≥0.7                  | 40  | 10 | 50 | 85 | 0.85   | 0.40       | 0.70 | 0.40 | 81%      |
| ≥0.8                  | 40  | 10 | 50 | 85 | 0.85   | 0.40       | 0.58 | 0.65 | 77%      |
| ≥0.9                  | 30  | 10 | 40 | 90 | 0.40   | 0.30       | 0.50 | 0.01 | 65%      |

**Table 1: Accuracy for different probability threshold**

| LBP + SVM + CASIA   | FP | FN | TP | IN | RECALL | PRECISION | TPR | FPR | ACCURACY |
|---------------------|----|----|----|----|--------|------------|------|------|----------|
| ≥0.0                | 100| 0  | 100| 1  | 0.50   | 1          | 1    | 50   |          |
| ≥0.1                | 88 | 2  | 98 | 12 | 0.98   | 0.53       | 0.98 | 0.88 | 55%      |
| ≥0.2                | 85 | 2  | 98 | 15 | 0.98   | 0.54       | 0.98 | 0.85 | 57%      |
| ≥0.3                | 75 | 3  | 97 | 25 | 0.97   | 0.56       | 0.97 | 0.75 | 61%      |
| ≥0.4                | 65 | 5  | 95 | 35 | 0.95   | 0.59       | 0.95 | 0.65 | 65%      |
| ≥0.5                | 58 | 5  | 95 | 35 | 0.95   | 0.54       | 0.95 | 0.58 | 69%      |
| ≥0.6                | 50 | 10 | 50 | 85 | 0.85   | 0.49       | 0.85 | 0.50 | 88%      |
| ≥0.7                | 40 | 10 | 50 | 85 | 0.85   | 0.40       | 0.70 | 0.40 | 81%      |
| ≥0.8                | 40 | 10 | 50 | 85 | 0.85   | 0.40       | 0.58 | 0.65 | 77%      |
| ≥0.9                | 30 | 10 | 40 | 90 | 0.40   | 0.30       | 0.50 | 0.01 | 65%      |

| LBP + SVM + UBIRIS  | FP | FN | TP | IN | RECALL | PRECISION | TPR | FPR | ACCURACY |
|---------------------|----|----|----|----|--------|------------|------|------|----------|
| ≥0.0                | 100| 0  | 100| 1  | 0.50   | 1          | 1    | 50   |          |
| ≥0.1                | 88 | 2  | 98 | 12 | 0.98   | 0.53       | 0.98 | 0.88 | 55%      |
| ≥0.2                | 85 | 2  | 98 | 15 | 0.98   | 0.54       | 0.98 | 0.85 | 57%      |
| ≥0.3                | 75 | 3  | 97 | 25 | 0.97   | 0.56       | 0.97 | 0.75 | 61%      |
| ≥0.4                | 65 | 5  | 95 | 35 | 0.95   | 0.59       | 0.95 | 0.65 | 65%      |
| ≥0.5                | 58 | 5  | 95 | 35 | 0.95   | 0.54       | 0.95 | 0.58 | 69%      |
| ≥0.6                | 50 | 10 | 50 | 85 | 0.85   | 0.49       | 0.85 | 0.50 | 88%      |
| ≥0.7                | 40 | 10 | 50 | 85 | 0.85   | 0.40       | 0.70 | 0.40 | 81%      |
| ≥0.8                | 40 | 10 | 50 | 85 | 0.85   | 0.40       | 0.58 | 0.65 | 77%      |
| ≥0.9                | 30 | 10 | 40 | 90 | 0.40   | 0.30       | 0.50 | 0.01 | 65%      |
The ROC-Curve has been drawn for different combinations of methods and databases. Fig. 4 shows the ROC curves.

The Area under Curve (AUC) has been calculated for different combinations of feature extraction methods and classification methods along with two databases listed. The result obtained is presented in Table 2.

### Table 2: Area Under Curve (AUC)

| Method                | AUC   |
|-----------------------|-------|
| PCA + SVM + CASIA     | 0.9125|
| PCA + SVM + UBIRIS    | 0.5518|
| LBP + SVM + CASIA     | 0.9395|
| LBP + SVM + UBIRIS    | 0.8962|

The experiment has been conducted using different dataset size like 200, 400, 600 and 800. Even in this test case 50% of the images will be as intruder and remaining 50% of the images are considered as genuine to conduct the experiment. The result obtained for the above case conditions are presented in Table 3 and plotted as in Fig. 5. For different data set size, the accuracy remains high for the combinations PCA + SVM + CASIA, LBP + SVM + CASIA and LBP + SVM + UBIRIS.

### Table 3: Accuracy and AUC for different dataset size

| Method                | Dataset size |
|-----------------------|--------------|
|                        | 200 | 400 | 600 | 800 |
|                        | Accuracy | AUC | Accuracy | AUC | Accuracy | AUC | Accuracy | AUC | Accuracy | AUC |
| PCA + SVM + CASIA     | 89% | 0.9125 | 88% | 0.9025 | 90% | 0.9185 | 87% | 0.8982 |
| PCA + SVM + UBIRIS    | 65% | 0.5518 | 64% | 0.5416 | 61% | 0.5608 | 58% | 0.5123 |
| LBP + SVM + CASIA     | 95% | 0.9395 | 93% | 0.9256 | 94% | 0.9356 | 93% | 0.9256 |
| LBP + SVM + UBIRIS    | 92% | 0.8962 | 90% | 0.8756 | 91% | 0.8852 | 91% | 0.8562 |

### 4. CONCLUSION

Experiment has been conducted to test the performance of PCA and LBP with two popular iris databases CASIA and UBIRIS. Support Vector Machine, which is a well-known feature-based classification approach has been adopted to carry out our research for both the methods. The models were tested using 200 iris images. In case of LBP, the AUC values obtained are 0.8962 and 0.9395 for CASIA and UBIRIS datasets respectively. In case of PCA, the AUC values are 0.9125 and 0.5518 for CASIA and UBIRIS datasets. The result shows that LBP achieves better performance with CASIA and UBIRIS compared to PCA. The experiment was extended for different dataset sizes of 400, 600 and 800. The result shows that LBP outperforms PCA with both CASIA and UBIRIS datasets. The work further may be extended for another approach of iris recognition like wavelet transform and suitable Hybrid approach.
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