The Completed SDSS-IV extended Baryon Oscillation Spectroscopic Survey: exploring the Halo Occupation Distribution model of Emission Line Galaxies
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ABSTRACT

We study the modelling of the Halo Occupation Distribution (HOD) for the eBOSS DR16 Emission Line Galaxies (ELGs). Motivated by previous theoretical and observational studies, we consider different physical effects that can change how ELGs populate haloes. We explore the shape of the average HOD, the fraction of satellite galaxies, their probability distribution function (PDF), and their density and velocity profiles. Our baseline HOD shape was fitted to a semi-analytical model of galaxy formation and evolution, with a decaying occupation of central ELGs at high halo masses. We consider Poisson and sub/super-Poissonian PDFs for satellite assignment. We model both NFW and particle profiles for satellite positions, also allowing for decreased concentrations. We model velocities with the virial theorem and particle velocity distributions. Additionally, we introduce a velocity bias and a net infall velocity. We study how these choices impact the clustering statistics while keeping the number density and bias fixed to that from eBOSS ELGs. The projected correlation function, \( \xi_p \), captures most of the effects from the PDF and satellites profile. The quadrupole, \( \xi_2 \), captures most of the effects coming from the velocity profile. We find that the impact of the mean HOD shape is subdominant relative to the rest of choices. We fit the clustering of the eBOSS DR16 ELG data under different combinations of the above assumptions. The catalogues presented here have been analysed in companion papers, showing that eBOSS RSD+BAO measurements are insensitive to the details of galaxy physics considered here. These catalogues are made publicly available.
1 INTRODUCTION

The large scale structure of the Universe contains a wealth of information on cosmology. The spectroscopic galaxy surveys via studies of galaxy clustering have measured the scale of Baryonic Acoustic Oscillations (BAO), Redshift Space Distortions (RSD) and constrained Primordial Non-Gaussianities among other cosmological probes. Whereas previous wide angle surveys such as BOSS have targeted Luminous Red Galaxies (LRG) at low redshift ($z < 0.6$) achieving unprecedented constrains on Cosmology from the Large Scale Structure (Alam et al. 2017), this type of galaxies becomes harder to target at higher redshifts. That is why recently the focus has turned to new targets such as the star-forming Emission Line Galaxies (ELGs) that can be targeted at higher redshifts, such as eBOSS 0.6 < $z < 1.1$ (Dawson et al. 2016) and DESI 0.6 < $z < 1.6$ (DESI Collaboration et al. 2016), or observed via slit-less spectroscopy (Euclid, 0.9 < $z < 1.8$ Laureijs et al. 2011).

The eBOSS survey, part of the SDSS-IV program (Blanton 2017), has created the largest spectroscopic sample of star-forming ELGs to date with a final sample of 173,736 ELGs in the redshift range 0.6 < $z < 1.1$ (Raichoord 2020). This was achieved after measuring the spectra of ELG targets selected from the DECaLS photometric survey. Additionally, eBOSS has surveyed close to half a million of LRGs in the range 0.6 < $z < 1.0$ and ~ 330,000 QSOs in the range 0.8 < $z < 2.0$ (Ross et al. 2020; Lyke et al. 2020).

$N$-body simulations play an important role in the Large Scale Structure analysis in order to validate theoretical tools used for data analysis. One known is the way a certain type of galaxies relates to the underlying dark matter distribution. One way to explore this relation is with Semi-Analytical Models (SAMs) of galaxy formation and evolution. However, these models require dark matter halo merger trees and high mass resolution, rarely available in simulations able to probe beyond the (Gpc/h)$^3$-scale volume. For the very large scale simulations, typically, dark matter haloes are populated with Halo Occupation Distribution (HOD) models (e.g. Seljak 2000; Cooray & Sheth 2002; Berlind & Weinberg 2002; Zheng et al. 2015; Zehavi et al. 2005) or, alternatively, with (Sub-) Halo Abundance Matching techniques (e.g. Favole et al. 2016). In the original HOD models, galaxy properties are determined from the halo mass of the host. More sophisticated HOD models try to encapsulate the assembly bias, i.e. dependence of halo clustering on properties other than halo mass, by introducing secondary parameters (e.g. Hearin et al. 2016; Zehavi et al. 2018). We defer an exploration of the assembly bias for ELGs for future studies.

In this paper, we applied a series of ELG HOD models motivated from previous theoretical studies to produce galaxy catalogues based on the OUTER Rim simulation dark-matter only simulation. We then compare and fit the clustering statistics of these mocks to ELG data from eBOSS.

The produced mocks are used in companion papers (Alam 2020; Tamone 2020; de Mattia 2020; Raichoord 2020) to test the robustness of theoretical models of galaxy anisotropic clustering against variations in the HOD model, finding that those models can be trusted at least (with a conservative budget computation) to within 1.8%, 1.5% 3.3% for, respectively, $\langle a_{\parallel} \rangle$, $\langle a_{\perp} \rangle$, $\langle f_{\sigma_8} \rangle$ (Alcock-Paczynski and growth rate parameters), well below the statistical errors for eBOSS.

Our baseline model takes the shape of the average HOD ($\langle N(M) \rangle$) presented in Gonzalez-Perez et al. (2018) for ELGs, which we approximate by a step-wise Gaussian plus a decaying power-law for central galaxies, whereas we model satellites following a power-law above a certain halo mass. We complete the baseline model with the following usual assumptions in the generation of galaxy mock catalogues regarding the assignment of satellites (e.g. Carretero et al. 2015; Hearin et al. 2017): the number of satellites $N_{\text{sat}}$ is drawn from a Poisson distribution, their spatial distribution follows a NFW profile and the velocity profiles can be inferred from the virial theorem.

We then create alternative models by varying each of the baseline assumptions of the HOD and studying their effect on clustering via monopole, quadrupole and projected correlation functions ($\xi_0$, $\xi_2$, $w_p$). We explore the choice of a Gaussian or a smooth step-function as an alternative for the shape of the mean HOD for central galaxies, ($N_{\text{cen}}(M)$), options explored in other HOD studies (Zehavi et al. 2005; Favole et al. 2016; Guo et al. 2019). Motivated by the study in Jiménez et al. (2019), we also study non-Poissonian Probability Distribution Functions (PDF, $P(N(M))$) for populating haloes with satellite galaxies: the nearest-integer and the negative binomial distribution.

As an alternative to NFW profiles, we also use the particle distribution within haloes and allowed for a re-scaling of the halo concentrations. The latter is motivated by some studies predicting ELGs should be in the outskirts of haloes (e.g. Orsi & Angulo 2018). With respect to satellite velocities, in the case of NFW profiles, velocities follow a Gaussian distribution with a dispersion predicted by the virial theorem, whereas in the case of using particles, satellites take the particle velocity. We also include a velocity bias parameter that modulates the dispersion of satellite velocities with respect to the halo velocity. Another ingredient for our alternative models consists on adding a net infall velocity as motivated by Orsi & Angulo (2018).

This study is part of a coordinated release of the final eBOSS measurements of BAO and RSD in the clustering of not only ELGs (Raichoord 2020; Tamone 2020; de Mattia 2020), but also luminous red galaxies (eBOSS et al. 2020a; Gil-Marín et al. 2020), and quasars (Hou et al. 2020; Neveux et al. 2020). An essential component of these studies is the construction of data catalogs (Ross et al. 2020; Lyke et al. 2020), approximated mock catalogs (Lin et al. 2020; Zhao et al. 2020), and $N$-body simulations based mock catalogues for assessing systematic errors (Alam 2020; Rossi 2020; Smith 2020), as the ones presented here. At the highest redshifts ($z > 2.1$), the coordinated release of final eBOSS measurements includes measurements of BAO in the $Ly_{\alpha}$ forest (du Mas des Bourboux et al. 2020). The cosmological interpretation of these results in combination with the final BOSS results and other probes is found in eBOSS et al. (2020b).

The plan of this paper is as follows. In § 2 we introduce the OUTER Rim simulation. In § 3 we describe the in-

---

¹ A description of eBOSS and a link to its associated publications can be found in https://www.sdss.org/surveys/eboss/
2 THE Outer Rim simulation

The Outer Rim simulation (Heitmann et al. 2019) was run assuming a cosmology consistent with the 7th year release from WMAP (Komatsu et al. 2011), as summarised in Table 1, which will be our fiducial cosmology throughout the paper. The Outer Rim simulation has outputs at 99 redshifts (34 between $1 < z < 3.5$). Haloes with at least 20 particle members, were identified at $0 < z < 10$ using the Friends-of-Friends (FoF) algorithm (Davis et al. 1985) with a linking length of $b = 0.168$. Technical properties of the Outer Rim simulation are summarised in the second part of Table 1, some of these are similar to those from its predecessor, the Q Continuum simulation (Heitmann et al. 2015).

For this study, we use a snapshot at fixed $z = 0.865$, close to the effective redshift of the distribution of eBOSS/ELGs ($z_{\text{eff}} = 0.845$, Raichoor 2020). Two key functions for the Halo Occupation Distribution Model (HOD) are the halo mass function and the bias function of the Outer Rim simulation shown in Figure 1. We will see in §4 how their integrals are used to put basic constraints on the HOD parameters. When referring to the bias in this study we will always refer to the linear local bias, shown to describe accurately the clustering of haloes/galaxies at large scales.

In order to compute the Outer Rim simulation bias function we split the simulation box in 27 cubes of $l = 1 \text{Gpc}/h$ side. We further split the halo catalogues by mass in logarithmic mass bins with $\Delta \log M = 0.12$ for $\log M < 12.5$, and making larger intervals at higher masses in order to decrease the shot noise. We compute the correlation function (details in §2.1) in real space $\xi_M(r)$ for each mass bin and sub-box. Then, we compute the mean $\bar{\xi}_M$, and corresponding standard deviation, $\sigma(\bar{\xi}_M)$ for the 27 sub-boxes. We find the bias $b_i$ that minimises the $\chi^2$ defined as:

$$\chi^2(b_i) = \sum_r \left( \frac{\xi_M(r) - b_i^2 \bar{\xi}_M(r)}{\sigma(\xi_M(r))} \right)^2.$$  

(1)

The summation above is done in the range $20 \leq r \leq 80 \text{ Mpc}/h$ (with this choice we avoid non-linearities affecting small scales and the BAO feature). We found (here, and also in §3.2, Eq. 11) that the fits are more stable against noise and scale cuts, when using logarithmic binning for the data/mock correlation functions and most stable in the selected range of scales. We compute $\xi_M(r)$ by Hankel transforming the linear power spectrum obtained from CAMB (Lewis & Bridle 2002):

$^2$ Throughout this paper we use $\log$ for the decimal logarithm and take its argument in units of $M_\odot/h$.

Table 1. The Outer Rim simulation cosmological and setup parameters. The cosmological parameters (Komatsu et al. 2011): $\Omega_{\text{cdm}}, \Omega_b$ and $\Omega_\Lambda$ are the average densities of cold dark matter, baryonic matter and vacuum energy in units of the critical density today, $H_0$ is the Hubble parameter, $\sigma_8$ is the rms of the matter fluctuations at $8 \text{ h}^{-1} \text{Mpc}$ and $n_s$ is the spectral index of the primordial power spectrum. Simulation parameters: Redshift of the snapshot used in this paper, volume of the simulation box, number of particles in the simulation and particle mass resolution.

| Parameter       | Value       |
|-----------------|-------------|
| $\Omega_{\text{cdm}}$ | 0.220       |
| $\Omega_b$      | 0.0448      |
| $\Omega_\Lambda$| 0.7352      |
| $h \equiv H_0/(100 \text{ km s}^{-1} \text{ Mpc}^{-1})$ | 0.71       |
| $\sigma_8$      | 0.8         |
| $n_s$           | 0.963       |
| $z_{\text{snap}}$ | 0.865       |
| Volume          | (3000h$^{-1}$Mpc)$^3$ |
| $N$             | 10240$^3$   |
| $m_p$           | $1.85 \times 10^9 h^{-1} M_\odot$ |

2020 MNRAS 000, 1–23 (2020)
\[ \xi_{\text{lin}}(r) = \frac{1}{2\pi^2} \int_0^\infty P_{\text{lin}}(k) h(k) r^2 dk. \]

The bias as a function of halo mass, \( b(M) \), is then fitted to polynomials of orders from 2 to 5. These fits are performed in the mass range shown in Figure 1. We discard the points beyond \( \log_{10} M_{\text{halo}} = 14.4 \) as they yield a poor fit. At those masses the binning becomes too coarse if we want to keep low contribution from shot noise and the definition of the bin centre becomes ambiguous as the halo mass function decays exponentially within the bin. For the rest of the work we use the fourth order polynomial fit, \( \rho_4 \), to approximate the bias function.

### 2.1 Correlation Functions from Outer Rim mocks

When computing 2-point correlation functions (2PCF) in the simulation, we will always assume periodic conditions for the subboxes. This will introduce a small error in the boundaries, but we expect it to be negligible, given that our subbox size is much larger than the maximum scale used here.

In the cases we compute correlations in redshift space, we use

\[ \tilde{s} = \tilde{r} + \frac{1 + z}{H(z)} \tilde{v} \cdot \tilde{r} \tilde{r} \]

with \( \tilde{s} \) representing the halo/galaxy position in redshift space, \( \tilde{r} \) in real space, \( \tilde{v} \) its comoving velocity and \( H(z) \) the Hubble parameter at redshift \( z \). We adopt the plane-parallel approximation and assume the \( Z \)-axis as the line-of-sight.

Given the assumed boundary conditions, \( \xi(r, \mu) \), is calculated using simply the natural estimator: \( 1 + \xi(r, \mu) = DD(r, \mu)/(nAV) \), where DD is the number of galaxy/halo pairs with separation between \( r \) and \( r + \Delta r \) and an orientation between \( \mu \) and \( \mu + \Delta \mu \) (where \( \mu \) is the cosine of the angle with respect to the line of sight) and the denominator is the average number of galaxies found in the volume \( \Delta V \) of the spherical shell of radius \( r \) and thickness \( dr \). This was computed with a modified version of the code CUTE (Alonso 2012).

We then compute the multipoles, integrating over the Legendre polynomials \( L_\ell \):

\[ \xi_\ell(s) = (2\ell + 1) \int_0^1 \xi(s, \mu) L_\ell(\mu) d\mu. \]

The projected two-point correlation function, \( w_p(r_p) \), is obtained with the publicly available Python package Corrfunc\(^4\). This correlation function removes most of the effect of peculiar velocities by integrating along the line of sight.

\[ w_p(r_p) = 2 \int_0^{\pi_{\text{max}}} \xi(r_p, \pi) d\pi, \]

where we use \( \pi_{\text{max}} = 80\, \text{Mpc}/h \). In this case, \( \xi \) is also computed using the natural estimator, but counting pairs in bins of comoving distance parallel (\( \pi \)) and perpendicular (\( r_p \)) to the line of sight.

### 3 THE EBOSS ELG DATA

The eBOSS survey (Dawson et al. 2016) has observed a spectroscopic sample of star-forming emission line galaxies (ELGs, Raichoor et al. 2016, 2017) in fields both in the North and South Galactic Caps (NGC, SGC). The redshift of these galaxies has been identified using the [O ii] doublet, with rest-frame wavelengths of \( \lambda = 3727, 3729\) Å.

We aim at reproducing the eBOSS ELG number density and linear bias with the mock catalogues we generate in this work. We describe below how these quantities are measured from the data. We also describe the correlation functions of the data used as an input for § 5.

#### 3.1 eBOSS LSS ELG catalogues

Optical and near-infrared cosmological surveys are targeting star-forming ELGs at \( 0.5 < z < 2 \), as these galaxies can provide a high enough effective volume to measure the BAO with high precision (e.g. Comparat et al. 2016). Star-forming ELGs present strong spectral emission lines that allow for a robust determination of their redshifts in a small observing time, maximising the volume covered by the survey (e.g. Okada et al. 2016). Strong spectral lines can also be produced by galaxies with nuclear activity, AGNs. These are expected to be hosted by different average dark matter haloes than star-forming galaxies. No broad band lines have been found among the eBOSS ELG sample and only a small fraction of eBOSS ELGs are expected to be AGNs in the redshift range under study, based on previous studies (Comparat et al. 2013).

Here we use the data from the DR16 ELG clustering catalogue, described in Raichoor (2020), which only includes ELGs with a good redshift determination. There are 173,736 eBOSS ELGs, within the redshift range \( 0.6 < z < 1.1 \) and with an effective redshift of \( z_{\text{eff}} = 0.845 \). The effective areas in the North and South fields are: \( A_{\text{NGC,eff}} = 369\, \text{deg}^2 \), \( A_{\text{SGC,eff}} = 358\, \text{deg}^2 \). The catalogue also contains the weights to correct individual galaxies for systematic errors:

\[ w_{\text{ELG}} = w_{\text{sys}} w_{\text{noz}} w_{\text{CP}}, \]

due to the photometric target selection, \( w_{\text{sys}} \); redshift failures, \( w_{\text{noz}} \); and \( w_{\text{CP}} \) includes the ‘close pairs’ fiber collision correction adopted in eBOSS cosmological analysis (Raichoord 2020; Ross et al. 2020; de Mattia 2020). We will not use the \( w_{\text{CP}} \) weights in this study as the fiber collision effect will be accounted for by the PIP + ANG weights, which are more accurate, specially at small scales (see § 3.4). Additionally, the standard inverse variance weights \( w_{\text{IP}} \) are applied, in order to improve signal to noise ratio (Feldman et al. 1994).

#### 3.2 Number density of the eBOSS ELGs

We aim to reproduce the abundance and clustering of the eBOSS ELGs in the Outer Rim simulation. The number density and bias derived from the data will need to rely on...
in the assumed cosmology, that in this case is that of the Outer Rim simulation (Table 1). 5

First, we compute the number density of ELGs for the NGC, the SGC and the combination of both:

\[ \bar{n} = \frac{N_{\text{eff}}}{V_{\text{eff}}} \bar{n}_{\text{eBOSS}} = 2.187 \cdot 10^{-4} (\text{Mpc}/h)^{-3} \]

\[ \bar{n}_{\text{SGC}} = 2.267 \cdot 10^{-4} (\text{Mpc}/h)^{-3}, \quad \bar{n}_{\text{NGC}} = 2.110 \cdot 10^{-4} (\text{Mpc}/h)^{-3} \]

with

\[ V = \frac{1}{3} \left( \chi(\ell_{\text{max}})^3 - \chi(\ell_{\text{min}})^3 \right) \cdot A_{\text{eff}} \left( \frac{\pi}{180 \deg} \right)^2 \]

\[ \xi_0(\ell) = \left( b \left( \frac{2}{3} b f + \frac{1}{3} f^2 \right) \right) \xi_0(\ell) \]

\[ \xi_0(b, s) = \left( \frac{b + \frac{2}{3} b f + \frac{1}{3} f^2}{b_{\text{mock}} + \frac{2}{3} b_{\text{mock}} f + \frac{1}{3} f^2} \right)^2 \xi_0(\text{mock}) \]

This method encapsulates better the non-linearities, as they are present in the simulation and are expected in the data.

To measure the large scale linear bias, we follow a similar approach as in § 2 and split the simulation in 27 sub-boxes of size \( l = 1 \text{Gpc}/h \) and comparable volume \( V_{\text{mock}} = l^3 \)

5 Note that the latter is different from the cosmology used for the main data analysis (de Mattia (2020); Tamone (2020), with namely \( \Omega_M = 0.31 \)).
(2017). This scheme assumes that the set of un-observed pairs is statistically equivalent to the observed one. The angular up-weighting scheme (ANG) is applied to the counts of pairs both of observed galaxies and observed-random ones. This method gives a statistically unbiased estimator for the clustering even at scales below the fiber collision.

Additionally, for large scales \( s > 25 \text{Mpc}/h \), there are some photometric angular systematics in the quadrupole that are not accounted for by any of the schemes described above. This is why in Tamone (2020) they have decided to remove the \( 0.6 < z < 0.7 \) data and use a modified correlation function that removes angular power. This is also the reason for our work to use the quadrupole data only for \( s < 25 \), see § 5. Alternatively, we could use power spectrum multipoles, where these angular systematics are nullified with a pixelisation scheme. We leave this for a future study, as comparing data and mocks in Fourier space requires a careful window function treatment of the mocks. Moreover, the information is spread differently in Fourier space, with 1-halo and 2-halo terms more entangled (see Appendix A).

For the data we compute the correlation function from data-data (DD), data-random (DR) and random-random (RR) pairs using the Landy-Szalay estimator (Landy & Szalay 1993).

\[
\xi(x, y) = \frac{DD(x, y) - 2DR(x, y) + RR(x, y)}{RR(x, y)} \tag{13}
\]

This gives us \( \xi(x, \mu) \) and \( \xi(r_p, r) \) in order to obtain, respectively, the multipoles (Eq. 4) and \( w_p \) (Eq. 5). We also use this approach when computing correlations of the EZ-mocks in § 5, as they also include the survey geometry.

4 THE MOCK CATALOGUES

Within the Halo Occupation Distribution (HOD) Model framework, we assume that a galaxy mock catalogue can be constructed directly from a halo catalogue containing just the halo positions, velocities and masses. Only in some specified examples below (§ 4.3, § 4.4), we will use additional information from particles within haloes.

The HOD models used here have contributions from two galaxy populations: centrals and satellites, with \( \langle N_{\text{cen}}(M) \rangle \) and \( \langle N_{\text{sat}}(M) \rangle \) their expected number of galaxies per halo of mass \( M \). The number density of the total galaxy sample in the model catalogues is calculated as follows:

\[
h_{\text{gal}} = \int \frac{dn(M)}{dM} \left[ \langle N_{\text{cen}}(M) \rangle + \langle N_{\text{sat}}(M) \rangle \right] dM , \tag{14}
\]

with \( \frac{dn(M)}{dM} \) the differential halo mass function.

The clustering of the resulting model galaxy sample has two contributions: one coming from galaxies on the same halo, the 1-halo term, and one coming from correlations of galaxies hosted by different haloes, the 2-halo term. The clustering at large scales, which is dominated by the 2-halo term, can be described almost completely by the linear bias, which depends only on \( \langle N_{\text{sat}}(M) \rangle = \langle N_{\text{cen}}(M) \rangle + \langle N_{\text{sat}}(M) \rangle \) (e.g. Berlind & Weinberg 2002):

\[
b_{\text{gal}} = \frac{1}{h_{\text{gal}}} \int \frac{dn(M)}{dM} b(M) \left[ \langle N_{\text{cen}}(M) \rangle + \langle N_{\text{sat}}(M) \rangle \right] dM . \tag{15}
\]

The clustering at small scales is dominated by the 1-halo term, which is affected by a range of properties beyond the linear bias of the sample. Below, we list the modelling of a set of properties that can have a strong impact on the 1-halo term of the clustering:

- The split between satellite and central galaxies, and the specific HOD shape \( \langle N_{\text{cen}}(M) \rangle, \langle N_{\text{sat}}(M) \rangle \) (§ 4.1).
- The probability distribution function \( P(N|\langle N \rangle) \) (§ 4.2).
- The radial profile of satellites \( \rho_{\text{sat}}(r) \) (§ 4.3).
- The velocity profile of the satellites \( \phi(v_p) \) (§ 4.4).

In the following subsections we describe the choices we make about those properties, and how we vary them to explore their influence on the clustering.

4.1 Mean halo occupation distribution for centrals and satellites

The mean halo occupation distribution (HOD), \( \langle N_i(M) \rangle \), encapsulates the average distribution of a given type of galaxy hosted per halo of a certain mass \( M \). The analytical description of the mean HODs has been derived from either semi-analytical or hydro-dynamical simulations for galaxy formation and evolution (e.g. Berlind et al. 2003; Zheng et al. 2005). The shape of the model mean HOD depends on the properties of the selected galaxies. When galaxies are selected by their magnitude or stellar mass, the \( \langle N_{\text{cen}} \rangle \) can be described as a smoothed step function (erf \( x \)) and a power law for satellite galaxies. This is the most commonly used shape for the mean HOD. Here we label this shape as HOD-1.

\[ \text{Figure 2. The mean eBOSS ELG HOD from a semi-analytical model (SAM) of galaxy formation (Gonzalez-Perez et al. 2018) for central (\times), satellites (+) and all galaxies (circles). The SAM HOD has been fitted using HOD-2, (Eq. 18, red thick lines) and HOD-3 (Eq. 19, blue thin lines). The solid lines show the fit to the total mean HOD, the dashed lines the contribution from centrals and the dotted lines that from satellite galaxies.} \]
HOD of eBOSS ELGs

Table 2. List of parameters used in the three HOD models described in Eq. 16, Eq. 18 & Eq. 19. \(A_c\), \(A_s\), \(\mu\) are free parameters that mostly control the quantity indicated in brackets, although one has to simultaneously fit the three free parameters to obtain the target \(\{r_{gal}, f_{sat}, b_{gal}\}\). The values shown correspond to \(b_{gal} = n_{eBOSS}, f_{sat} = 0.30, b_{gal} = b_{eBOSS}\). The rest of mass parameters \(\log M_0, \log M_1\) have a fixed offset with respect to \(\mu\) and the dimensionless parameters \((\sigma, \alpha, \gamma\) are fixed. These values are derived from the fits shown in Figure 2 for HOD-2 and HOD-3, whereas for HOD-1 we take the values from Zehavi et al. (2005).

| HOD   | \(A_c\)   | \(A_s\)   | \(\mu\) | \(\log M_0\) | \(\log M_1\) | \(\sigma\) | \(\alpha\) | \(\gamma\) |
|-------|-----------|-----------|---------|--------------|--------------|------------|-----------|-----------|
| HOD-1 | 0.00506   | 0.000961  | 11.110  | \(b_{gal}\) | \(\mu\) + 1.3 | 0.15       | 1.0       | –         |
| HOD-2 | 0.01185   | 0.000908  | 11.707  | \(b_{gal}\) | \(\mu\) - 0.1 | 0.12       | 0.8       | –         |
| HOD-3 | 0.00537   | 0.005301  | 11.515  | \(b_{gal}\) | \(\mu\) - 0.05 | 0.12       | 0.9       | -1.4      |

In Eq. 16, central galaxies have a constant probability of being found in haloes above a certain mass. However, this shape has been shown to describe well the abundance of galaxies for a magnitude limited sample (e.g. Zehavi et al. 2011). In a complete sample, we would have \(A_c = 1\) and the number of central galaxies would transition from 0 to 1 at \(\log M - \mu\) with a smoothing scale of \(\sigma\). This means that for high enough masses all haloes are expected to have a central galaxy. For samples that are quite incomplete in mass, such as ELGs, QSO or color-selected samples, one could have \(A_c < 1\) (e.g. Geach et al. 2012; Smith 2020). Note that even if the mean HOD of model LRGs does not fit to the SAM with HOD-3, for comparison. We also show Table 2 for a given HOD (of the 3 described above) and the fixed choices of parameters just described, any given choice of \(\{A_c, A_s, \mu\}\) yields a set of \(\{\tilde{r}_{gal}, f_{sat}, b_{gal}\}\), and vice-versa.

In Eq. 17, the satellite occupation follows an increasing power law, implying that the more massive the halo, the more satellite galaxies we expect to find, with \(\alpha\) controlling the mass-richness relation. For \(A_s = 1.0\) and \(M_0 \ll M_1\), \(M_1\) represents the mass at which we expect 1 satellite per halo. We note that \(A_s\) is completely degenerate with \(M_1\), but we keep both parameters to separate their physical meaning and interpret \(A_s\) as the completeness of the satellites.

In Eq. 16, central galaxies have a constant probability to be found in haloes above a certain mass. However, this is at odds with the results derived for observed star-forming ELGs (Geach et al. 2012; Cochrane et al. 2017; Guo et al. 2019) and model ones (Cochrane & Best 2018; Gonzalez-Perez et al. 2018; Favole et al. 2019). More generally, the soft step function shape is not representative of samples of model galaxies selected by their age or their star formation rate (Zheng et al. 2005; Contreras et al. 2013). The star formation of galaxies strongly depends on their stellar mass and environment. More massive galaxies tend to have lower star formation rates (e.g. Davies et al. 2019). ELGs are on average less massive than samples such as LRGs, and are mostly found in filament (e.g. Darvish et al. 2014; Gonzalez-Perez et al. 2020). Galaxy formation processes affecting star-forming galaxies impact the expected shape of their HOD.
Figure 3. Top-Left: Mean Halo Occupation Distribution for different models (Eqs. 16, 18, 19) and different fractions of satellites as indicated in the label. All HODs have been fitted to have the same number density and bias as the data, except for the grey curve (labelled SAM) that was fitted in Figure 2 to the SAM, and is shown here for comparison. We use the same line styles as in Figure 2: dashed for centrals, dotted for satellites and solid for all. Top-right: Monopole of the 2PCF for the HODs shown in the Top-Left sub-figure. Bottom-Left: Projected correlation function of the different HODs. Bottom-Right: Quadrupole of the 2PCF of the different HODs. The mock catalogues shown here were constructed assuming that satellites follow a Poisson distribution ($\beta = 0$, see §4.2), were distributed in haloes following NFW ($K = 1$, see §4.3) and that their velocities follow the virial theorem ($\alpha = 1$, see §4.4). These choices, together with HOD-3 and $f_{sat} = 0.3$ are the default choices, and will be used unless otherwise specified. The reference model (used for the ratios and labelled as ref) has all the default choices and is the same across Figs. 3, 4, 5 & 6. For the clustering sub-figures we have used an enhanced number density whereas the shaded area corresponds to the error expected for eBOSS data (see text for details). We use the same approach for Figs. 4, 5 & 6. The legend is consistent across sub-figures.

In order to compute more accurately the correlation functions, we increase the number density by a factor of 10 (7 in the case of $f_{sat} = 0$ in order to avoid hitting the $\langle N_{\text{cen}} \rangle = 1$ limit). The shaded area represents the one $\sigma_{\text{eBOSS}} = \sqrt{\frac{G_{\text{eBOSS}}}{V_{\text{eBOSS}}}} \sigma_{\text{mock}}$ expected for eBOSS computed as $\sigma_{\text{eBOSS}}$ with $\sigma_{\text{mock}}$ the standard deviation over the 27 $l = 1Gpc/h$ sub-boxes of a mock realisation with the eBOSS number density. We will follow this approach for all other figures in this section.

We find that the differences on the shown scales for the monopole are negligible. This is expected as we fixed the bias and we are looking at linear or quasi-linear scales, so we will not show the monopole in the following subsections. We would also find differences if we explored lower scales on the monopole using logarithmic binning. However, we find...
more illustrative to study the projected correlation function and the quadrupole, which offer complementary information of the effects of positions and velocities of satellites (as we will see along this section), respectively, whereas for the monopole on logarithmic binning those effects appear entangled (as it happens in Fourier space, see Appendix A).

The projected correlation shows the expected trend: a higher signal at small scales as we increase $f_{\text{sat}}$, increasing the contribution of the 1-halo term. For the quadrupole, we find differences already at $s \sim 25\,\text{Mpc}/h$ with lower (closer to zero, we will use this terminology in the remainder) signal for larger fractions of satellites, due to an increase of the Finger-of-God effect (Jackson 1972; Peebles 1980). For the lowest point, some of the mocks invert their quadrupole’s sign.

It is remarkable that the differences introduced by the choice of HOD shape are much less significant than the value of the satellite fraction, or the choices detailed in the subsections below. We also note that the clustering of the HOD-3 is approximately half way between that of HOD-1 and that of HOD-2, confirming our interpretation of HOD-3 being bracketed by models HOD-1 and HOD-2.

### 4.2 Probability Distribution Function

In § 4.1 we have studied the mean halo occupation distribution of satellites and centrals. Here we study how we go from the mean value $\langle N \rangle$ to a given realisation $N$, of the (integer) number of galaxies in a halo. This is given by the Probability Distribution Function (PDF), $P(N|\langle N \rangle)$.

By definition, for central galaxies $N$ can only be 0 or 1. If satellite galaxy formation were a random uncorrelated process, they would follow a Poisson distribution. However, galaxy formation could affect their PDF, increasing or decreasing the scatter (Jiménez et al. 2019). The three PDFs for satellites that we consider are:

- **Poisson distribution** (default)

  $$P(N|\lambda) = \frac{e^{-\lambda\lambda^{N}}}{N!}, \quad (21)$$

  with $\lambda \equiv \langle N \rangle = \langle P(N|\lambda) \rangle$ and $\sigma = \sqrt{\langle N \rangle}$

  The Poisson distribution will be used for assigning satellite galaxies to haloes, unless otherwise stated.

- **Nearest integer distribution**.

  This function only allows two possible values for $N$, which are the two closest integers to $\lambda = \langle N \rangle$:

  $$P(N|\lambda) = \begin{cases} 
  1 - (\lambda - \text{int}(\lambda)) & N = \text{int}(\lambda) \\
  \lambda - \text{int}(\lambda) & N = \text{int}(\lambda) + 1 \\
  0 & \text{else}
  \end{cases}, \quad (22)$$

  The function int(x) represents the truncation of x to the nearest lower integer. This distribution is always used for the centrals (for which only the 0 and 1 values are allowed) and it will be used for the satellites only when specified. This function has a lower scatter than the Poisson distribution: $\sigma = \sqrt{\lambda - \lambda^2}$, with $\lambda = \lambda - \text{int}(\lambda)$.

- **Negative Binomial Distribution**.

  This function allows for a larger scatter than the Poisson distribution. The parameter $\beta$ represents the relative increment of the standard deviation with respect to the Poisson
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distribution with $\lambda = \sqrt{N}$ and $\sigma = \lambda(1 + \beta)$. Here we follow a similar notation as in Jiménez et al. (2019).

$$P(N[r, p]) = \frac{\Gamma(N + r)}{\Gamma(r)\Gamma(N + 1)} p^r (1 - p)^N$$ with

$$p = \frac{1}{(1 + \beta)^r}, \quad r = \frac{\lambda}{\beta(1 + 2\beta)}.$$  \hspace{1cm} (23)

The Poisson distribution is recovered in the limit $\beta \to 0$, after solving a few indeterminations.

In Figure 4 we show how the different PDFs introduced here affect the overall distribution $N_{\text{sat}}$ (top subfigure) and how they affect the galaxy clustering. Changing the PDF has a small impact on the quadrupole, except for small scales below 10Mpc/$h$. However, the effect on the projected correlation function is large at scales below 1Mpc/$h$, increasing the signal as we increase the scatter. This is expected as when the scatter is increased, the probability of having a pair (or more) of satellites in the same halo increases.

4.3 Spatial distribution of satellite galaxies

We now study how to spatially distribute galaxies within a halo. The central galaxies are always placed at the position of the host halo. However, here we consider three ways to place satellite galaxies within their host haloes:

- **NFW profile (default)**
  - We place satellite galaxies following a Navarro-Frenk-White profile (Navarro et al. 1997):
    $$\rho(x) \propto \frac{1}{x \cdot (1 + x)^2 + \frac{x}{c r_{\text{vir}}}}$$ with $x = c \frac{r}{r_{\text{vir}}}$, \hspace{1cm} (24)
    where $c$ is the concentration of the halo, which we take from the values tabulated in Klypin et al. (2016): $c(M) = c_{\text{Kly}}(M)$.
    The virial radius from Eq. 24, $r_{\text{vir}}$, is computed following a common approach (e.g. Carretero et al. 2015; Avila et al. 2018) based on the spherical collapse model (Lacey & Cole 1993):

    $$r_{\text{vir}} = \left(\frac{3}{4\rho_{\text{crit}} c_{\text{vir}} M} \right)^{1/3}.$$ \hspace{1cm} (25)
    and

    $$\Delta_{\text{vir}} = 18\pi^2 + 82(1 - \Omega_M(z)) - 39(1 - \Omega_M(z))^2.$$ \hspace{1cm} (26)

- **Modified NFW.**
  - Observations find star-forming galaxies preferentially in the outskirts of filaments (e.g. Chen et al. 2017; Kraljic et al. 2018). Semi-analytical models of galaxy formation and evolution have found that star-forming galaxies tend to be found in the outskirts of haloes (Orsi & Angulo 2018). This suggests that star-forming ELGs will also be preferably located in the outskirts of haloes. We model this effect by placing satellite ELGs following a less concentrated profile. In this case, we modify the halo concentration from Eq. 24 by a factor $K < 1$:
    $$c(M) = K \cdot c_{\text{Kly}}(M).$$ \hspace{1cm} (27)

- **Particles.**
  - We pick a random particle within the halo and assign that position to the satellite galaxy, we will denote this choice as PART. This is computationally expensive. Additionally, since we only transferred 1% of the particles, with a minimum of 5 particles per halo, we find a few cases in which we run out of particles. The number of cases is small, always fewer than 50/217,000 cases for $n_{eBOSS}$ number density in extreme parameter choices.

  - **Particles with a modified profile.** In this case, we use particles positions, but also model the ELGs preference to be in the outskirts of haloes. To accomplish this, once the satellite positions are assigned to random particles, these are perturbed following:
    $$\bar{r}_{\text{sat}} = \bar{r}_h + \frac{1}{K} (\bar{r}_{\text{DM}} - \bar{r}_h).$$ \hspace{1cm} (28)
    with $\bar{r}_{\text{sat}}, \bar{r}_h, \bar{r}_{\text{DM}}$ the position of the satellite galaxy, the halo and the dark matter particle respectively. This prescription is equivalent to the rescaling of concentrations for the NFW case, in both cases we are rescaling the profiles by $1/K$.

In the top panel of Figure 5 we show the profile of satellite galaxies for mock catalogues with different $K$ values for both NFW profiles and particle position assignments. There are clear differences between the profiles from mocks constructed assuming either NFW profiles or using the particle information. We can explain these differences first, because only relaxed dark matter have profiles that can be described analytically (e.g. Wang et al. 2019), and at $z \sim 1$, only half of the dark matter haloes in the OUTER RIM simulation are relaxed (Child et al. 2018). Second, relaxed dark matter haloes are better described by Einasto (1965) profiles, rather than a NFW one (e.g. Gao et al. 2008; Child et al. 2018). Third, due to reduced access to the information, we derive the halo concentration from their FOF mass using Klypin et al. (2016). In general, in order to compute accurately the concentration of a halo one would fit the distribution of particles with a given profile (for the NFW case, Equation 24).

Given that assuming NFW galaxy profiles is a common practice in mock catalogue generation and that the concentrations are defined in a more straightforward way in this case (e.g. Klypin et al. 2016), we continue to use the NFW galaxy assignment and compare their results to using particle profiles. In fact, despite the differences seen in the top panel of Figure 5, the differences in the projected clustering $(w_p, \text{middle panel})$ are much smaller. At very small scales $r < 0.1\text{Mpc}/h$, the particle profiles flattens and becomes lower than the NFW profile, giving also a smaller correlation at those scales. However, at $r > 0.1\text{Mpc}/h$ the situation is inverted, the NFW profile ($K = 1.0$) has nearly reached the tail of $r_{\text{vir}}$, with $r_{\text{vir}} = 0.78\text{Mpc}/h$ for $\log M = 14$, having only 2.6% of satellites beyond that mass.

Finally, we note that the impact of changing the density profiles is negligible for the quadrupole. The differences found between the PART and NFW profiles, are mostly due to having different velocities, as described below. This confirms our initial claim that these two 2PCF statistics $(w_p$ and $\xi_2)$ have very complementary information.

4.4 Velocity distributions

The remaining choice to make is the assignment of velocities to galaxies. For the central galaxies we simply assume
Figure 5. Similar to Fig. 4 but for the effect of the density profile of the satellites. We consider a NFW profile (NFW), profiles following the distribution of particles (PART), and both of them with modified concentration profiles ($K ≠ 1$, Eq. 27). Top: Normalised mock ELG satellite count as a function of the distance from the halo centers $r$ for the mocks indicated in the legend. The short vertical lines indicate the mean values of $r$. Middle: Projected two-point correlation function and ratios to the NFW with $K = 1$ case. Bottom: Quadrupole and ratios. Note the legends consistent across sub-figures.

Figure 6. Similar to Fig. 4, but for the effect of the velocity profile of the satellites. We consider a distribution given by the virial theorem (NFW+$\sigma_{\text{vir}}$) and velocities as given by the particles (PART), adding also different values of the velocity bias $\alpha_v$ (only for $\sigma_{\text{vir}}$, we keep $\alpha_v = 1$ for PART in this figure) and a net infall velocity of $v_r = -500 \pm 200 \text{km/s}$ (for both NFW and PART). Top: Radial (from the halo centre to the satellite) velocity profiles. The area under the curves are normalised to unity. The upper vertical lines indicate the corresponding dispersion of satellite velocities around haloes along the $Z$-axis, $\sqrt{\langle (v_{\text{tot,gal}} - v_{\text{halo}})^2 \rangle}$. Middle: Projected correlation function and ratios with respect to the default mocks (NFW+$\sigma_{\text{vir}}$, $\alpha_v = 1$). Note that most curves line up in this sub-figure, see text. Bottom: Quadrupole and ratios. Note the legend consistent across sub-figures.
the same velocity as the halo. Whereas for the satellites we consider several options:

- **Virial theorem.** (default) When using NFW for the position profiles, we follow Bryan & Norman (1998) for the velocicity profiles, also used in Carretero et al. (2015); Avila et al. (2018):

\[
\sigma_{\text{vir}} = 476 \cdot 0.9\exp\left(\frac{M}{10^{13}M_\odot h^{-1}}\right)^{1/3} \text{km/s},
\]

with \(E(z) = H(z)/H_0\). Note that this scaling is already predicted by the virial theorem. And we assign:

\[
v_i^{\text{gal}} \sim N(v_i^{\text{h}}, \sigma_{\text{vir}}) \quad \text{for } i = x, y, z,
\]

with \(N(\mu, \sigma)\) a normal distribution with mean \(\mu\) and variance \(\sigma^2\) and with \(v_h\) representing the velocity of the halo.

- **Particle velocity**

When using particles for the satellite positions (§ 4.3), we also assign the velocity of the particles to the satellite galaxies.

- **Velocity bias**

The dispersion of velocities of dark matter particles is *a priori* expected to be different than that of galaxies and subhaloes. For this reason, we include a velocity bias \(\alpha_v\) in the velocity assignment:

\[
\tilde{v}_{\text{sat}} = \bar{v}_h + \alpha_v (\tilde{v}_{\text{PM}} - \bar{v}_h).
\]

This equation is directly applicable when using particles. When using the virial theorem, the velocity bias may be understood as a re-scaling of the velocity dispersions:

\[
v_i^{\text{gal}} \sim N(v_i^{\text{h}}, \sigma_v \cdot \sigma_{\text{vir}}).
\]

- **Infall velocity**

We can split the galaxy velocity with respect to the halo in two components, radial \(v_r\) (defined along the line between the halo centre and the galaxy position) and angular \(v_\phi\):

\[
\tilde{v}_r = (\tilde{v}^{\text{gal}} - \tilde{v}^{\text{h}}) \cdot \vec{u}_r,
\]

\[
\tilde{v}_\phi = (\tilde{v}^{\text{gal}} - \tilde{v}^{\text{h}}) - \tilde{v}_r
\]

with

\[
\vec{u}_r = \frac{\tilde{v}_{\text{sat}} - \bar{v}_h}{|\tilde{v}_{\text{sat}} - \bar{v}_h|}.
\]

Orsi & Angulo (2018) studied the velocity distributions of star-forming galaxies from a semi-analytical model of galaxy formation and evolution. They found that the radial component of the velocity, \(v_r\), of star-forming galaxies has two contributions: a Gaussian centred at 0 equivalent to that described by Eq. 30 \((v_r \sim N(0, \sigma_{v_r})\) and a net infall velocity towards the center of the halo, that follow approximately:

\[
v^{\text{infall}} \sim N(-500 \text{km/s}, 200 \text{km/s}).
\]

We include this contribution in the mock generation (when specified) by adding a new component to the velocity:

\[
v^{\text{tot}} = v^{\text{gal}} + v^{\text{infall}} \cdot \vec{u}_r.
\]

In the top panel of Figure 6 we show the radial velocity distribution of the model ELGs generated with the velocity models detailed above. We see on one hand how the velocity bias \(\alpha_v\) affects the width of the velocity distribution and on the other hand how adding the infall velocity \(v^{\text{infall}}\) shifts the center of the distribution from \(v_r \sim 0\) to \(v_r \sim 500 \text{km/s}\). This is a more extreme case than that described in Orsi & Angulo (2018), where they found a combination of the two peaks (at \(v_r \sim 0\) and \(v_r \sim 500 \text{km/s}\)). We expect that for a case similar to that described in Orsi & Angulo (2018), the results on galaxy clustering will be in between the two cases presented here (with and without \(v^{\text{infall}}\)).

The distribution of the particle velocities follows a distribution with a width similar that derived from the virial theorem, although slightly skewed towards negative values. This is expected for the particles, as not all of them are virialized and some are expected to currently be accreted.

The effect of the velocity distributions on the projected correlation function (middle of Fig. 6) is negligible. The only appreciable differences are actually due to the differences reported for the positions of satellite galaxies for NFW and particle profiles (see § 4.3).

As expected, it is in the quadrupole where the main differences appear, due to variations in the velocity profiles. We find that the quadrupole is more suppressed (closer to zero) for higher velocity dispersions (higher \(\alpha_v\), as expected by the Finger-of-God effect. The effect of adding a net infall velocity also suppresses the quadrupole power. This is expected, as this additional peculiar velocity uncorrelated with the large scale structure also erases clustering along the line-of-sight.

We added in the top sub-figure of Figure 6 some vertical lines indicating the dispersion of velocities of satellite galaxies around haloes along the Z-axis (arbitrarily chosen as the line-of-sight) \(\sqrt{\langle (v^{\text{tot}}_{\text{gal}} - v^{\text{h}})^2 \rangle}\). This allows us to quantify to first order the Finger-of-God effect, and the ordering if these lines can be identified with the ordering of the quadrupoles at the mildly non-linear scales.

We remark that this dispersion is different to \(\sqrt{\langle v_r^2 \rangle}\), we checked the ordering would be quite different in that case and unrelated to the quadrupoles. When taking an arbitrary line-of-sight (e.g. the Z-axis), the dispersion due to the addition of \(v^{\text{infall}}\) appears a factor 1/3 smaller due to projection effects. This does not occur for the viral velocities whose dispersion occur in all the 3 dimensions.

The quadrupole from models using the particle information are within 1r of that from assuming NFW profiles, and their ratios are very close to 1. This is remarkable, since the velocity assignment follows different procedures, and their velocities profile (top panel) showed some differences.

On the other hand, paying attention to the exact shape of the quadrupole, one can find subtle but statistically significant differences in the shape induced by the effect of velocity bias and the effect of infall velocities. For example, the \(\alpha_v = 0.2\) and \(v^{\text{infall}}\) case (yellow dashed) follows closely the line of the standard case (\(\alpha_v = 1\) and \(v_0 = 0\), green solid) for \(x > 12Mpc/h\), where the effect of the overall velocity dispersion is already apparent. These curves, however, diverge at smaller scales. Many other subtleties could be found exploring in more detail the small scales, however, it is unclear that we could gain any further intuition from basic principles.
We also analysed the hexadecapole $\xi_4(s)$, and found some differences at small scales due to the Finger-of-God effect. The differences among mocks were qualitatively similar to the results found in the quadrupole, but statistically less significant, which is why we omit the hexadecapole in the figures.

Additionally, in Appendix A we show the clustering in Fourier space of all the mocks presented in Sections 4.1, 4.2, 4.3, 4.4. When exploring the effect of velocity profile choices, we also show the hexadecapole of the power spectrum.

5 FITTING THE EBOSS DATA

In this section we describe the optimisation procedure followed to find the HOD models that produce the mock catalogues with clustering closest to the eBOSS ELG data.

5.1 Optimisation

In the previous section we have presented the wide variety of HOD mocks generated for this work. Here we explore the parameter space of the HOD models and constrain it with the observational data presented in §3. We construct our data vector, $\mathbf{\theta}$, as a combination of the monopole, the quadrupole and the projected correlation function, at different scales (see also §3):

$$\mathbf{\theta}_{0,2,r_p} = \{\xi_0(s_0),\xi_2(s_2),w_p(r_p)\}$$

$\forall \{15 < s_0 < 40; 10 < s_2 < 25; 0.02 \leq r_p \leq 4.5\} \text{ Mpc}/h.$

We choose these scales so that the information in each statistics are complementary. The range of scales considered are enclosed by two dotted vertical lines in Fig. 7, which is described in detail in §5.7. The $w_p$ is cut at $r_{p,max}=4.5\text{Mpc}/h$ so that it mostly contains information from the 1-halo term (see Figs. 3, 4 and 5) given that the amplitude of the 2-halo term is set by the bias, which is fixed. As shown in Fig. 7, below $r_{p,min}=0.02\text{Mpc}/h$ there is sudden change in the behaviour of $w_p(r_p)$ for the observational data. This might be due to some not fully accounted for systematic errors. As we have covered a wide range of the 1-halo term at these small scales, which are well below the fiber collision diameter scale (Section 3.1), we do not to include points below $r_p \leq r_{p,min}=0.02\text{Mpc}/h$.

For the monopole, we only use quasi-linear scales ($15 < s < 40$), which for most cases will not be affected by the choice of HOD parameters (once $b$ is fixed), but it does help ruling out some extreme models. For the quadrupole, we also use quasi-linear scales. In this case those scales enter mildly in the 1-halo velocity term, as we saw in §4.4 that these scales are already affected by choices of the velocity profiles. As we explained in §3, there are some systematics that have not been removed in this study, because the way they were eliminated in Tamone (2020) would imply a big change for the definition and interpretation of the quadrupole. For this reason we use $s_{2,max}=25\text{Mpc}/h$, that is the scale at which the effect starts to appear.

We note that the scale choices previously mentioned can affect the results that we find in the subsections below,
so these have to be interpreted carefully. In Appendix C, we look at changes in the scale cuts, finding qualitatively similar results to the fiducial choices.

We now explore the HOD models by creating 27 (1Gpc/h)³ mock catalogues at each parameter space point, following a grid that is refined at later iterations. We compute the correlations of these mocks. Their mean will be our \( \theta \) at a given point in the explored parameter space, for which we compute the \( \chi^2 \) to be minimised:

\[
\chi^2 = \theta^T C^{-1} \theta, \tag{39}
\]

with \( C \) the covariance matrix of \( \theta \). In order to compute \( C \) we use the 1000 EZmocks presented in Zhao et al. (2020). We use a version of the mocks that include the eBOSS geometry, but no observational systematics (in particular no fiber assignment). The effect of the observational systematics is expected to be minor compared to the need of rescaling explained below. We reanalyse these mocks with the OUTER Rim fiducial cosmology in order to follow the procedure used with the observational data. This changes the amplitude of the clustering statistics with respect to using the true cosmology of the EZmocks. There is also a mismatch in the amplitude of \( w_p \) at scales below the fiber collision scale regardless of the choice of cosmology. This is expected as the EZmocks were not tuned to match the clustering at highly non-linear scales. For this reason, we rescale the covariance matrix by

\[
C_{ij} = C_{ij}^{\theta_{\text{OUTER Rim}}} \cdot \frac{\theta_i^{\text{EZmocks}}}{\theta_i^{\text{OUTER Rim}}}, \tag{40}
\]

where \( C^{\theta_{\text{EZmocks}}} \) is the raw covariance matrix from the EZmocks, \( \theta^{\text{EZmocks}} \) the mean of the correlation function of the EZmocks and \( \theta^{\text{OUTER Rim}} \) the correlation function of one of our best fit OUTER Rim mocks (mock 9 in Table 3, with the lowest \( \chi^2 \)). This rescaling is derived from the assumption that the correlation matrix of the EZmocks, their relative uncertainty and the amplitude of the clustering of the OUTER Rim mock are all correct. We do not expect this choice of covariance matrix to affect strongly the best fit values. In fact, we also did the same analysis with a diagonal covariance inferred directly from the standard deviation of the 1Gpc/h-subboxes of mock 9 in Table 3, rescaled to the eBOSS volume (as done in § 3.2 for the errorbars). For this case we found results for the best fits similar to the ones shown here, but with artificially small \( \chi^2 \) contours, given that no correlation between points was taken into account.

### 5.2 Baseline model

Our baseline model consists of mock catalogues with the HOD-3-shape (§ 4.1), satellite galaxies drawn from a Poisson distribution (\( \beta = 0 \), § 4.2) following a NFW profile (with \( K = 1.0 \), § 4.3) and with virial velocities (\( \alpha_v = 1 \) and \( \bar{v}_{\text{infall}} = 0 \), § 4.4). These are the default choices taken in § 4, except that now we have not fixed \( f_{\text{sat}} \), which is set to vary following Eq. 20.

For all the models we keep constant the linear bias, \( b = b_{\text{eBOSS}} \), and set the number density to \( n = 7\times n_{\text{eBOSS}} \). This number density is the maximum before reaching \( \langle N_{\text{cen}} \rangle = 1.0 \) for \( f_{\text{sat}} = 0 \), where the model breaks down (i.e. when the number of central galaxies becomes larger than 1). Having a larger number density reduces the noise in our theoretical model, \( \tilde{\theta} \), hence reducing the noise in the inferred best fit and \( \chi^2 \) contours.

| Mock   | HOD   | \( f_{\text{sat}} \) | \( \beta \) | \( K \) | \( \alpha_v \) | profile | \( \bar{v}_{\text{infall}} \) | \( \chi^2_{w_p} \) | \( \chi^2_{\ell_2} \) | \( \chi^2_{0} \) | \( \chi^2_{\text{tot}} \) (bins: 14+3+5) |
|--------|-------|----------------|-------|-----|-------|--------|----------------|-----------|-----------|-----------|------------------|
| 0      | HOD-3 | 0.22          | 0     | 1   | 1     | NFW    | 0               | 21.7      | 1.1       | 5.0       | 31.3              |
| 1      | HOD-3 | 0.56          | N-I   | 1   | 1     | NFW    | 0               | 17        | 0.3       | 4.7       | 24                |
| 2      | HOD-3 | 0.51          | 0.25  | 1   | 1     | NFW    | 0               | 7.2       | 0.3       | 5.1       | 12.7              |
| 3      | HOD-3 | 0.21          | 0     | 1   | 1.5   | NFW    | 0               | 22        | 0.5       | 5.3       | 28.3              |
| 4      | HOD-3 | 0.21          | 0     | 1   | 1.0   | NFW    | -500            | 22        | 0.5       | 5.0       | 28                |
| 5      | HOD-3 | 0.36          | 0     | 0    | 1     | PART   | 0               | 15.5      | 0.7       | 4.7       | 23                |
| 6      | HOD-3 | 0.44          | 0.4   | 1   | 1     | PART   | 0               | 8         | 0.3       | 4.6       | 13.5              |
| 7      | HOD-3 | 0.26          | 0     | 1   | 1.2   | PART   | 0               | 15        | 0.2       | 4.6       | 21.4              |
| 8      | HOD-3 | 0.26          | 0     | 1   | 0.8   | PART   | -500            | 16        | 0.9       | 4.3       | 21.2              |
| 9      | HOD-3 | 0.48          | 0.10  | 0.15 | 1     | NFW    | 0               | 6         | 0.3       | 4.9       | 10.9              |
| 10     | HOD-3 | 0.21          | 0.0   | 1   | 1.5   | NFW    | 0               | 22        | 0.5       | 5.3       | 28.3              |
| 11     | HOD-3 | 0.51          | 0     | 0.25 | 1.0   | NFW    | 0               | 7.2       | 0.3       | 5.1       | 12.7              |
| 12     | HOD-1 | 0.40          | N-I   | 1   | 1     | NFW    | 0               | 17.9      | 0.3       | 4.7       | 25                |
| 13     | HOD-1 | 0.43          | 0.25  | 1   | 1     | NFW    | 0               | 7         | 0.3       | 5.0       | 12.4              |
| 14     | HOD-1 | 0.18          | 0     | 1   | 1.6   | NFW    | 0               | 22        | 0.3       | 5.5       | 28.6              |
| 15     | HOD-2 | 0.70          | N-I   | 1   | 1     | NFW    | 0               | 21        | 0.3       | 4.9       | 28.4              |
| 16     | HOD-2 | 0.70          | 0     | 0.25 | 1     | NFW    | 0               | 8.1       | 0.3       | 4.8       | 13.8              |
| 17     | HOD-2 | 0.22          | 0     | 1   | 1.5   | NFW    | 0               | 22        | 0.2       | 5.4       | 29.1              |

Table 3. List of best fit mocks under different assumptions. For each best fit, we write from left to right: a number in order to label it (Mock), the mean HOD choice (HOD), the fraction of satellites (\( f_{\text{sat}} \)), the model parameters \( \beta, K, \alpha_v \), the profile choice, the choice of infall velocity and the \( \chi^2 \) of the mock with respect to the data for the projected correlation function, the quadrupole, the monopole and the combined \( \chi^2 \). Variables that are set free are in bold. For the details on the modelling see § 4, and for a description of the fits see § 5.
Figure 8. $\chi^2$ contours for the baseline + one free parameter (different in each sub-figure) model. Top-Left: $\beta$ is set free, with $\beta = 0$ representing the Poisson distribution, $\beta > 0$ a negative binomial distribution and $\beta = -0.1$ (arbitrary choice for the representation) the nearest-integer distribution (see § 4.2). Top-Right: The concentration of the satellite profiles are rescaled by a free parameter $K$, $c \rightarrow K \cdot c$ (see § 4.3). Bottom-Left: The velocity dispersion is allowed to vary, $\sigma_{\text{vir}} \rightarrow \alpha_v \sigma_{\text{vir}}$ (see § 4.4). Bottom-Right: An infall velocity component is added, $v_{\text{infall}} = -500 \pm 200 \, \text{km/s}$, while still letting $\alpha_v$ free. Within each sub-figure we show the $\chi^2$ component of the quadrupole (bottom panel), projected correlation function (middle panel) and the combination full fit to the monopole, quadrupole and $w_p$ (top panel, scales are defined in Eq.38). Except for the variations specified in each sub-figure, we assume the baseline model described in § 5.2: HOD-3, NFW profile, $\beta = 0$, $K = 1$, $\alpha_v = 1$, $v_{\text{infall}} = 0$. The models shown here assume, $n = 7 \times n_{\text{eBOSS}}$. The filled stars show the minimum $\chi^2$ from fits using the statistics used in each sub-figure. In the top panels we show two stars distinguishing whether or not we include the monopole in the fit.

The best fit from this baseline model is the first entry in Table 3, mock 0. It has $f_{\text{sat}}=0.22^{+0.02}_{-0.01}$, with error bars representing the $\Delta \chi^2 = 1$ interval. The best value found for $f_{\text{sat}}$ is close to that found by Guo et al. (2019), 13-17%, where an earlier version of the eBOSS ELG sample was analysed with the incomplete conditional stellar mass function model presented in Guo et al. (2018).

The baseline model gives a poor fit to the observational data, so we explore other alternatives below.

5.3 Baseline + 1 parameter model

In this subsection, we relax the baseline model by allowing an extra degree of freedom. The change is introduced, one at a time, in one of the three following aspects: (i) a non-Poissonian PDFs for satellite galaxies, (ii) rescaling the satellite density profile by a factor $K$, (iii) modifying the velocity dispersion by a factor $\alpha_v$. Additionally, for the $\alpha_v$ model we also consider a separate case with a net infall velocity, $v_{\text{infall}}$. The results are summarised in the second tier of Table 3, mocks 1 to 4, and in Figure 8. This figure shows the $\chi^2$ as a function of $f_{\text{sat}}$ and another variable ($\beta$, $K$ or $\alpha_v$) for $w_p$, $\xi_2$ and the combination of $\{w_p, \xi_2, \xi_0\}$.

In the case of modifying the PDF of satellite galaxies, the nearest integer is represented with a negative $\beta$ in Figure 8 (with an arbitrary value of $\beta = -0.1$), the Poisson distribution with $\beta = 0$ and negative binomial distributions with $\beta > 0$. Remarkably, the best fit shows a preference for low scatter, with the nearest-integer PDF, and a large satel-
Figure 9. $\chi^2$ contours for the particle + $f_{\text{sat}}$ + one free parameter model. We follow the same structure as in Figure 8, but using the particles profiles and velocities as a starting point for the models. See §4.3 & §4.4 for the details of the differences in the modelling. Note that this figure is made from mocks with lower number density, $n = 1 \times n_{\text{eBOSS}}$, yielding noisier contours.

We highlight that there is not a smooth transition between a Poisson and a nearest-integer PDF in terms of scatter, resulting in the break that appears at $\beta = 0$ in the top-left sub-figure of Figure 8\textsuperscript{6}. In line with the effects found in §4.2, $\xi_2$ does not constrain $\beta$, but does set a lower limit for $f_{\text{sat}}$ (with a very slight degeneracy with $\beta$). $w_p$ constrains $\beta$ to be small, with a notable degeneracy with $f_{\text{sat}}$. A preference for a sub-Poissonian distribution, $\beta < 0$, is at odds with the results from SAMs (Jiménez et al. 2019). However, as we will show in the following subsections, our best fit values for $\beta$ depend on other model assumptions.

When we vary the profile concentration, setting $K$ free (see §4.3), we find a similar effect, with $\xi_2$ only constraining $f_{\text{sat}}$ and $w_p$ driving the main constraints. We find the best fit for $K = 0.25$ (with a step of 0.05 in the parameter space grid) and $f_{\text{sat}} = 0.52$, clearly favouring profiles less concentrated than NFW, in line with previous studies (see references in §4.3).

In the bottom-left of Figure 8 we show what happens when allowing for a velocity bias $\alpha_v$. In this case, $w_p$ is the quantity that is insensitive to the choice of $\alpha_v$ (in lines with Figure 6), constraining only $f_{\text{sat}}$. $\xi_2$ shows a strong degeneracy between $f_{\text{sat}}$ and $\alpha_v$. When combining both, we find the best fit at $f_{\text{sat}} = 0.21$ and $\alpha_v = 1.5$. For the NFW profiles, $\alpha_v$ represents a deviation from the galaxy velocity dispersion found in Bryan & Norman (1998). Hence, the observational data prefers an enhanced velocity dispersion within this model.

Building upon the preference for a larger velocity dispersion, we also include a net infall velocity of $v_{\text{infall}} \sim -500 \text{ km/s}$ (see §4.4), letting $\alpha_v$ to also vary. The bottom-right panel of Figure 8 shows similar results to the previous case, but with a preference for lower $\alpha_v$ values. The constraints from $w_p$ remain the same and those from $\xi_2$ shift and get distorted. In this case, we get a best fit of $\alpha_v = 1.0$ and the same fraction of satellites $f_{\text{sat}} = 0.21$. This suggest that including $v_{\text{infall}} \sim -500 \text{ km/s}$ enhances the Finger-of-God

\textsuperscript{6} We use the contourf function from the python library matplotlib for these figure. This function interpolates the colour between discrete values. This is why the break appears below $\beta = 0$. 
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effect, in a similar way as with $\sim 0.5\sigma_{\text{vir}}$. We note again that the modelling for $v^\text{fall}$ adopted here is more extreme than that of Orsi & Angulo (2018).

Out of the 4 extensions to the baseline model considered here, the modification of the satellite density profile (with the concentration controlled by $K$) yields the best fit to the data, with a reduced $\chi^2$ below unity (we do not show explicitly the reduced $\chi^2$ as it can be derived from the data already provided in Table 3). We consider combinations of these extensions in § 5.5.

5.4 Particles + 1 parameter model

In this section we repeat the variations described in § 5.3, but using the particle position and velocity profiles, PART, instead of the NFW profile and virial theorem velocities. A lower density $n = 1 \times n_{\text{BOSS}}$ is used, as the computation is much more demanding in this case. With this choice, we also minimise the cases for which we run out of particles. However, this choice increases the noise in the modelling of $\theta$, giving, in turn, noiser contours.

The results are summarised in Figure 9 and the third tier of Table 3, mocks 5 to 8. The best fits for these models, follow roughly the results described in § 5.3, with some differences:

- In the $\{f_{\text{sat}}, \beta\}$ plane, this time the data prefer the Poisson PDF ($\beta = 0$), together with a lower fraction of satellites, following a similar degeneracy as that seen in § 5.3.
- Results in the other planes ($\{f_{\text{sat}}, K\}, \{f_{\text{sat}}, \alpha_v\}, \{f_{\text{sat}}, \alpha_v, v^\text{fall}\}$) show qualitatively similar results to the NFW case.
- The best PART fit give $K = 0.4$, which, although closer to the baseline model ($K = 1$) than the NFW case, is clearly preferring less concentrated profiles, $K < 1$. The differences in the profiles, seen in the top panel of Figure 5, change the preferred value of $K$. The satellite fraction is also somewhat lower than for the NFW case.
- The best fit $\alpha_v$ gets shifted by $\Delta \alpha_v \sim -0.3$ (-0.2 for the $v^\text{fall}$ case) when using PART profiles.
- For the PART models, $\alpha_v$ corresponds to the definition of galaxy velocity bias: the ratio of the velocity dispersion of galaxies to the one of dark matter particles. The value found here, $\alpha_v \approx 1.2$, is compatible with that found in sub-haloes in simulations (Diemand et al. 2004).
- For those models with $\alpha_v$ set as a free parameter (with or without $v^\text{fall}$), the PART models give better fits than for the NFW ones. For the other cases, the $\chi^2$ has similar values.

As for both NFW, with PART profiles we find the effect of $v^\text{fall}$ to be mostly equivalent to a shift in $\alpha_v$. Thus, we will not explore further the $v^\text{fall} = -500$ case in the following subsections or in Appendix C.

5.5 Baseline + 2 parameter mode

We keep increasing the level of complexity of the model by setting free $f_{\text{sat}}$ and two other parameters, while fixing the rest to the default choices, including a NFW profile. We set free at once the following groups of parameters: $\{f_{\text{sat}}, \beta, K\}$, $\{f_{\text{sat}}, \beta, \alpha_v\}$ and $\{f_{\text{sat}}, \alpha_v, K\}$. The results from these fits are summarised in Figure 10 and the fourth tier of Table 3, mocks 9 to 11. We highlight some of the main results:

- When both $\beta$ and $K$ are free, the data prefer positive $\beta$ and $K$ gets even smaller ($K = 0.15$, see Table 3).
- $\{f_{\text{sat}} = 0.48, K = 0.15, \beta = 0.1\}$ gives the best fit of all models considered.
- When both $\beta$ and $\alpha_v$ are set free, the data prefers a Poisson distribution (unlike when only $\beta$ was free, § 5.2) and we recover the $\alpha_v = 1.5$ found in § 5.2 (for $\alpha_v$ free).
- When both $K$ and $\alpha_v$ are varied, we recover the $K = 0.25$ case (like in § 5.2) and the data prefer a model with the fiducial virial theorem velocity, $\alpha_v = 1$.
- A general result is that a low $K$ (a less concentrated profile than NFW) is necessary to obtain a good fit to the data.

5.6 HOD variations + 1 parameter

So far in this section, we have used the HOD-3 model in all cases. In this subsection, we use the HOD-1 and HOD-2 functions (Eqs 16, 18, & Table 2) for the mean halo occupation distributions, and explore the parameter space by leaving $f_{\text{sat}}$ and one parameter ($\beta, K$ or $\alpha_v$) free. The results are summarised in the last 2 tiers of Table 3, mocks 12 to 17, and Figure 11.

We find that the choice of mean HOD changes the preferred fraction of satellites. In the case of the HOD-1, $f_{\text{sat}}$ is always found lower than for models assuming the HOD-3. This can easily be explained by the behaviour of the $w_p$ presented in Fig. 3. For the same value of $f_{\text{sat}} = 0.30$, the $w_p$ 1-halo term is larger for HOD-3 and lower for HOD-2. Hence, with respect to HOD-3, HOD-1 models will need a lower fraction of satellite, and HOD-2 a higher one, to match the $w_p$ from the data.

Remarkably, the best fit value of the rest of parameters ($\beta, K$ or $\alpha_v$) and the overall shape of the $\chi^2$-contours remain unchanged. This implies that the HOD shape is not degenerated with any parameter other than $f_{\text{sat}}$. Additionally, the $\chi^2$ shown in Table 3 mildly disfavours HOD-2.

5.7 Best Fits

Finally, we compare the correlation functions of the data to the best fit mocks in several of the most representative scenarios assumed in past subsections. Results are shown in Figure 7 with the lowest $\chi^2$ mock (9 in Table 3) as a reference.

All the best fits shown in Figure 7 reproduce similarly well the monopole of the data over the range of selected scales. We also find that the quadrupoles from all the mocks shown agree with the data, within the error bars. Nevertheless, we find a differentiated shape for the quadrupole for the two fits (with and without $v^\text{fall}$) with $f_{\text{sat}} = 0.21$ and fitted $\alpha_v$.

When studying the projected correlation function, the differences between mocks are clearer, partially because for this statistics we explore a larger range of scales. Here, we see clearly that only models with $K < 1$, i.e. with profiles less concentrated than the NFW/PART default one, can fit well small scale data. We can see the differentiated shape
Figure 10. $\chi^2$ contours for the baseline + 2 parameters model. These two parameters are $\{\beta \& K\}$, $\{\beta \& \alpha_v\}$, $\{K \& \alpha_v\}$ for the top, middle and bottom sub-figures, respectively. In this figure, we only show the combined ($\xi_0, \xi_2, w_p$) $\chi^2$. Within sub-figures, panels are used to represent an extra dimension, which is set constant within the panel, and varied across panels. The star represents the minimum of the $\chi^2$.

6 CONCLUSIONS

In this paper we study a series of Halo Occupation Distribution (HOD) models for star-forming Emission Line Galaxies (ELGs) motivated by theoretical and observational studies in the literature. We create mock ELG catalogues using OUTER RIM simulation haloes at $z = 0.865$. This is one of the largest ($L = 3 \text{Gpc}/h$) existing dark matter only N-Body simulations within its mass resolution range, $m_p \sim 2 \times 10^9 M_/h$. Throughout this study we fix the galaxy bias of the mock ELGs to that observed in the eBOSS data catalogue and we take its number density, $n = n_{eBOSS}$, as a reference. We use $n = n_{eBOSS}$ for error estimations or reporting HOD parameters, and $\times 7$ to $10$ higher density when computing clustering signal at a given point of the parameter space. We make the mock catalogues available so they may be used for model testing in preparation for future surveys.

We revisit the HOD model for the case of ELGs, reconsidering most of the assumptions that go into it. We consider different shapes of the mean HOD for central galaxies, $\langle N_{\text{cen}}(M)\rangle$: from the classical smoothed step function (HOD-1), through a model with decaying occupation for higher masses (HOD-3) up to a model with no occupation at large masses (HOD-2). We set our default choice to HOD-3 ($\S$4.1) with a piece-wise Gaussian plus a power law that best fit the results from the semi-analytical model of galaxy formation and evolution presented in Gonzalez-Perez et al. (2018). For the mean HOD of satellite galaxies, $\langle N_{\text{sat}}(M)\rangle$, we always use a power-law, as is typically done in the literature. We allow three HOD parameters to vary in order to control the number density $n$, the bias $b$ and the fraction of satellites $f_{\text{sat}}$, while fixing the scaling relations for the other parameters (see Table 2). We highlight that one basic need to match the number density and the large scale bias of a ELG sample is to account for the incompleteness in stellar mass of the ELG central galaxy sample (see also Favole et al. 2016). This is common to other samples clearly incomplete in stellar mass such as QSOs (Lyke et al. 2020).

We do not focus exclusively on the functions and parameters that control the shape of the mean HOD, but also on the choices that need to be made when populating haloes with satellite galaxies. The first of these choices is the probability distribution function $P(N_{\text{sat}}|\langle N_{\text{sat}}\rangle)$. We consider a Poisson distribution as our default ($\beta = 0$), but we also consider a Negative Binomial with greater scatter ($\beta > 0$) and a nearest-integer function ($\beta < 0$).

We place satellite galaxies either following a NFW profile or the particle distribution within haloes. We allow for induced in the $w_p$ for the different ingredients for the HOD (e.g. $\beta$ vs $K$ vs $\alpha_v$). We note that the HOD shape does not change much the $w_p$ once the $f_{\text{sat}}$ is free to compensate for the excess or deficit of small scale clustering. We also see the importance of using the PIP+ANG weights at scales $r_p < 1 \text{Mpc}/h$, with the traditional CP weights resulting in a lower clustering (more details in Mohammad 2020).
a re-scaling of the profiles as we expect ELGs to follow different profiles than dark matter. We assign velocities either using the virial theorem for the NFW profiles or simply the particle velocities. On top of that we allow for a velocity bias and for the inclusion of a net infall velocity.

With different combinations of the above choices we construct a range of HOD models. We study how each of these models affect the clustering of mock galaxies, mainly via the projected correlation function \( w_p \) and the quadrupole \( \xi_2 \). We find that these statistics help separating different effects. Whereas the fraction of satellites affects both statistics, the PDF and the position assignment affect mostly the quadrupole. The velocity assignment mostly affects the PDF and the position assignment affect mostly the clustering but can be mostly compensated by increasing the fraction of satellites. After that change in halo abundance matching, might be more adequate for such purpose (e.g. Contreras et al. 2020). Another effect that has been studied in the literature put the focus on.

In §5 we fit to the eBOSS ELG data, mocks produced with different HOD models. Some general findings are:

- In all the analysed scenarios, the observational data prefers dispersed profiles for ELGs (\( K = 0.15 - 0.4 \)).
- We also find a mild preference (lower \( \chi^2 \)) for particle profiles as opposed to NFW ones. However, this preference goes away if we let \( K \) vary.
- We find some preference for a positive velocity bias (\( \alpha_v > 1 \)), i.e. a larger velocity dispersion of satellite galaxies around the halo velocity, although once \( K \) is set free we recover the \( \alpha_v = 1.0 \) scenario (no velocity bias).
- The PDF preference depends a lot on the rest of assumptions. We find that negative, positive and vanishing \( \beta \) are preferred in different scenarios.
- The shape of the mean HOD does have some effect on the clustering but can be mostly compensated by increasing or decreasing the fraction of satellites. After that change in \( f_{\text{sat}} \), the effect of the HOD shape is found subdominant. The data slightly disfavours HOD-2.
- For HOD-3, the fraction of satellites found to match the clustering vary from \( f_{\text{sat}} \sim 0.21 \), for the cases where both \( K \) and \( \beta \) are fixed to their default values (1 and 0, respectively), to \( f_{\text{sat}} \sim 0.50 \) when either of those parameters are let vary. In the latter case, \( f_{\text{sat}} \) rises to 0.70 when assuming HOD-2 and it goes down to \( \sim 0.40 \) for HOD-1. The change of profile (to PART) also affects \( f_{\text{sat}} \).
- The key ingredient to match the data seems to be the profile rescaling with a factor \( K, c \rightarrow K \cdot c \) (see §4.3).

We find that small scale clustering strongly depends on the details of how we place satellite galaxies within haloes. These details may be more relevant than the shape of the mean HOD, which is the quantity many studies in the literature put the focus on.

This study shows what scenarios of the ELG - dark matter relation are preferred or ruled out by the observational data. These findings have implications for the modelling of physical processes that shape the formation and evolution of ELGs. Studies like this one, can give us a unique insight of the physics of galaxy formation and evolution of ELGs. Such study could also provide information on other samples that will be available with current and future cosmological surveys.

In this study we did not include galaxy assembly bias, i.e. the dependence of the galaxy clustering on properties other than the halo mass. This is an effect widely seen in model galaxy (e.g. Zehavi et al. 2018). Although several observational studies have concluded that galaxy assembly bias is not a strong source of systematic uncertainty (Tinker et al. 2011; Walsh & Tinker 2019), others have found evidence of galaxy assembly bias (Obuljen et al. 2020). Exploring such effect is beyond the scope of this work, partly because we only had access to limited information of the FoF halo catalogue. Additionally, other approaches, such as sub-halo abundance matching, might be more adequate for such purpose (e.g. Contreras et al. 2020). Another effect that has not been considered in this study is the conditional probability of \( N_{\text{sat}} \) on whether or not the central galaxy is an ELG. This is known as galactic conformity and has been studied elsewhere (e.g. Kauffmann et al. 2013; Hearin et al. 2015; Lacerna et al. 2018; Alam et al. 2019).

![Figure 11. \( \chi^2 \) contours of the HOD-1 (left sub-figure) and HOD-2 (right sub-figure) mocks, constructed varying \( f_{\text{sat}} \) and one other parameter (\( \beta, K \) or \( \alpha_v \) as indicated in each panel). The rest of default choices are the same as in Fig. 8. All the panels in this Figure show results for the full data vector \( w_p, \xi_2, \xi_0 \).](image-url)
In this study we have not explored the change of the selection function and galaxy evolution within the redshift range of this ELGs sample. The results from Guo et al. (2019) indicate that the variation in number density at different redshifts has the largest effect on the derived eBOSS ELG mean HODs. This suggests that the shape and, likely, distribution of satellite galaxies, could be maintained, while adjusting the target number density. Similar results are obtained for model ELGs (Gonzalez-Perez et al. 2018). We defer to the future a more in depth study of the evolution of ELG samples.

Our results could be sensitive to the choice of fiducial cosmology. In order to assess that, we would need other OUTER Rim-size simulations at different cosmologies. This is something beyond the scope of this project, but stage-IV surveys already in preparation might need to consider this.

The eBOSS ELG program, with the largest ELG sample to date serves as a bridge from stage-III to stage-IV experiments, where ELGs will be crucial. ELGs probe, on average, lower halo masses compared to LGs and have a more complicated selection function. This posed the question whether ELGs would have in turn a complicated relation to dark matter that could have implications when interpreting their anisotropic clustering to understand cosmology. This study probes a very wide variety of plausible scenarios within our current knowledge of ELG formation and evolution. The mocks presented here have been analysed following the same procedure used to derived the eBOSS ELG BAO+RSD measurements (de Mattia 2020; Tamone 2020; Raichoord 2020) (see Appendix B and Alam 2020 for more details), finding no evidence of any bias on the derived parameters within the statistical errors provided by the setup of OUTER Rim simulation, which is much lower than the eBOSS uncertainties.

If we want to extract the full cosmological potential of future surveys, we will need to consider smaller and smaller scales in the analysis. Studies like this one will need to be carried out in order to validate the correct extraction of cosmological information and to test ways to disentangle cosmology from baryon physics when interpreting galaxy clustering.
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In Figure A4, for completeness, we also show the hexadecapole in configuration space. We find that the effects that did not change the quadrupole in configuration space, $\xi_2$, have a very small effect in $P_0$ and $P_2$ at the scales shown here. This is very clear in Figure A3, where profile variations barely change the power spectrum multipoles. In those lines, in Figure A2, we find a mild effect of the PDF on the multipoles. On the other hand, the effects that did change the $\xi_2$ have a strong effect on $P_2$ but are also relevant for $P_0$. This is clearly seen when varying the fraction of satellites (Figure A1) or the velocity assignments (Figure A1). The above findings can be summarised by saying that power spectrum multipoles, in those lines, in Figure A2, refer to de Mattia (2020) for further details.

Qualitatively, the results are similar to those found in § 4, but in some cases the information is spread differently in $k$-space. We find that the effects that did not change the quadrupole in configuration space, $\xi_2$, have a very small effect in $P_0$ and $P_2$ at the scales shown here. This is very clear in Figure A3, where profile variations barely change the power spectrum multipoles. In those lines, in Figure A2, we find a mild effect of the PDF on the multipoles. On the other hand, the effects that did change the $\xi_2$ have a strong effect on $P_2$ but are also relevant for $P_0$. This is clearly seen when varying the fraction of satellites (Figure A1) or the velocity profiles (Figure A4). The above findings can be summarised by saying that power spectrum multipoles, within the explored scales, are affected only by the Finger-of-God effect from the 1-halo term.

In Figure A4, for completeness, we also show the hexadecapole $P_4(k)$. We find the the dependence on the satellite velocity assignment scheme is relatively low. We note that de Mattia (2020) finds that, for the eBOSS uncertainty, the hexadecapole is compatible with zero.
Figure A1. Power Spectrum multipoles of mean occupation halo variations: HOD shapes (HOD-1, HOD-2, HOD-3), and fraction of satellites ($f_{\text{sat}}$). These correspond to the same mocks as shown in Figure 3. In the top panel we present both the monopole (upper set of lines) and quadrupole (lower set of lines). In the middle/lower panel we show the ratio of the monopole/quadrupole to the reference model: $\{\text{HOD-3}, f_{\text{sat}}=0.30, \text{NFW}, K=1, \beta=0, \alpha_v=1\}$.

A remarkable result is that, whereas for the analysis in configuration space we could clearly split the 1-halo contributions from the large scales signal used for cosmology, in $P_2(k)$ the 1-halo does affect modes with $k \sim 0.1h/Mpc$, which are scales that are also used BAO and RSD analysis. Despite this, we show in Appendix B, that this has a negligible effect on the derived cosmological constraints, as the effects are absorbed by the nuisance parameters.

APPENDIX B: COSMOLOGICAL CONSTRAINTS

In this Appendix, we present the results of fitting a Redshift-Space-Distortion and anisotropic Alcock-Paczynski model (with $f\sigma_8, \alpha_v, \sigma_\perp$ as free parameters) to the mock catalogues presented in § 4 based on their power spectrum multipoles ($P_2(k)$, Appendix A). These mocks have been analysed following the methodology used for the eBOSS data in de Mattia (2020). The model considered here combines Regularized Perturbation Theory with the Taruya, Nishimichi and Saito (TNS) RSD model (Taruya et al. 2010, 2012).

A representative subset of the mocks presented in this work is also shown in Alam (2020), together with other complementary N-Body mocks. In that paper we not only show the results from fitting those mocks in Fourier space, but also in configuration space $\xi_L$, following the methodology used for the data in Tamone (2020). We refer to Alam (2020) for details on the way the fits presented here were performed, with the only difference being that here we only report results using the $Z$-axis as the line of sight.

Alam (2020) also reports a systematic error budget due to possible theory uncertainties of $\{3.3\%, 1.8\%, 1.5\%\}$ for $\{f\sigma_8, \alpha_\parallel, \alpha_\perp\}$. These are conservative systematic error budgets, corresponding to $2\sigma_\text{stat}$, as no significant deviation was found at the $2\sigma_\text{stat}$ level, with $\sigma_\text{stat}$ being the statistical uncertainty on the OUTER RIM simulation.

For completeness, here we present the fits in Fourier space of a wider range of mocks sweeping the parameter space of the HOD considered as done in the main body of this paper. We consider this analysis more necessary for the Fourier space case, as the cosmological and HOD scales mix more than in configuration space.

Figure B1 shows the results all the fits, following the same notation and line-styles as in Figs. A1, A2, A3 & A4. We find that the fits are consistent with the OUTER RIM cosmology (dashed horizontal line) within the systematic error budget, marked by the grey bands in Figure B1.

From Figure B1 it is clear that the cosmological constraints are robust against the different details of the HOD modelling, and the same result is found in Alam (2020). We also note that the theoretical systematic error reported is an order of magnitude lower than the statistical error of eBOSS.
Figure A3. Power Spectrum multipoles of mocks with different position assignment (NFW vs PART and different values of $K$). These correspond to the same mocks as shown in Figure 5. In the top panel we present both the monopole (upper set of lines) and quadrupole (lower set of lines). In the middle/lower panel we show the ratio of the monopole/quadrupole to the reference model: \{(HOD-3, $f_{\text{sat}} = 0.30$, NFW, $K = 1$, $\beta = 0$, $\alpha_v = 1$)\}.

APPENDIX C: SCALE CUTS

In § 5, when fitting the HOD mocks to the data, we chose the scale cuts defined by Eq. 38. Although we justified these choices, we explore here what would have happened if we chose different scale cuts. Since we focused in the constraining power of the quadrupole and projected correlation function and their complementarity we also focus here in those statistics.

For the quadrupole $\xi_2(s_2)$, we are limited on the upper side by the systematics at $s_{2,\text{max}} = 25\ Mpc/h$ (See Sec. 3), whereas on the lower side the choice was relatively more arbitrary. Hence, we also test here imposing $s_{2,\text{min}} = 5\ Mpc/h$. Results are shown in the left column of Figure C1. The differences of these plots with respect to the original ones in 8 are marginal, hence, finding consistency.

For the projected correlation function $w_p(r_p)$, we change both the upper and lower scale limits. We show the results of changing $r_{p,\text{min}}$ to 0.01 $Mpc/h$ in the middle column of Figure C1. The differences for the varying \{$f_{\text{sat}} + \alpha_v$\} case are marginal, whereas it has a larger effect on both the varying \{$f_{\text{sat}} + \beta$\} and varying \{$f_{\text{sat}} + K$\} cases, where the influence of $w_p$ is larger. By reducing the $r_{p,\text{min}}$ to 0.01 we are including in the fit the first three $r_p$ points of Fig. 7, that show a sudden change of behaviour with respect to the rest of points, reason why they were removed in the first place. Hence, this larger effect on the scale cut is expected. Despite this larger change, the differences are smaller than those found across Sec. 5 for different choices of modelling.

Finally, if we consider moving the upper limit of $w_p(r_p)$ to $r_{p,\text{max}} = 10\ Mpc/h$ (right column of sub-figures in Figure C1), we find marginal differences.

In summary, our conclusions are robust against changes in the considered scale range for the observational data.

Figure A4. Power Spectrum multipoles of mocks with different velocity assignment (NFW vs PART, different values of $\alpha_v$ and optionally $\upsilon = \upsilon_{\text{infall}}$) as indicated in the legend. Due to visualisation purposes we show slightly different combinations of choices with respect to Figure 6. In the top panel we represent the monopole (upper set of lines), quadrupole (middle set of lines) and hexadecapole (lower set of lines). In the lower panels we show the ratio of the monopole ($P_0$), quadrupole ($P_2$) and hexadecapole ($P_4$) to the reference model: \{(HOD-3, $f_{\text{sat}} = 0.30$, NFW, $K = 1$, $\beta = 0$, $\alpha_v = 1$)\}.
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Figure B1. Cosmological parameters fits for different mocks presented in this paper. On the top row we show the product of the growth rate and the normalisation of the power spectrum $f\sigma_8$, on the middle row of panels we show the Alcock-Paczynski distortion along the line of sight $\alpha_\parallel$ and on the bottom row we show the Alcock-Paczynski parameter on the angular direction $\alpha_\perp$. From left to right we show the same effects as in Figs. A1, A2, A3 & A4, respectively, following the same line-styles. The error bars show the statistical uncertainty of the best fit. The horizontal grey dashed line represents the true value for Outer Rim simulation, and the grey band the systematic error reported in Alam (2020).
Figure C1. $\chi^2$ contours for varying scale cuts. The fiducial choices of scale cuts are $r_{p,\text{min}} = 0.02$, $r_{p,\text{max}} = 4.5$, $s_{1,\text{max}} = 10$, $s_{2,\text{max}} = 25$ in Mpc/$h$ (as in Sec. 5), whereas we set $s_{2,\text{max}} = 5$ in the left column of sub-figures, $r_{p,\text{min}} = 0.01$ in the central column and $r_{p,\text{max}} = 10$ in the right column. We redo the same plots as in Fig. 8 with varying $f_{\text{sat}}$ and $\beta$ (top row of sub-figures), with varying $f_{\text{sat}}$ and $K$ (middle row), and varying $f_{\text{sat}}$ and $\alpha_v$ free (bottom row).