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**Introduction**

Evolution equations are models for the change of certain quantities over time. One of the main and earliest instances of evolution equations is the heat equation, that models the diffusion of the temperature on a medium,

$$\frac{\partial}{\partial t} u = \Delta u.$$ 

Here $u(x, t)$ is the function determining the temperature at each point $x$ and each time $t$ of a manifold ideally made of a homogeneous material. The Laplacian $\Delta = \text{trace} \nabla^2$ is in general the Riemannian Laplacian and depends on the metric of the manifold. This equation models two physical principles: the heat flows from points at high temperature to points at low temperature; and the speed of flowing is the bigger as the greater is the difference of temperatures.

Ricci flow is an evolution equation for a Riemannian metric on a manifold. That is, the quantity evolving is not scalar but tensorial, the Riemannian metric tensor $g$. The Ricci flow equation is

$$\frac{\partial}{\partial t} g = -2 \text{Ric}(g)$$ 

(1.1)

where $\text{Ric}(g)$ is the Ricci curvature tensor of the time-dependent metric $g(t)$. This equation has strong similarities with the heat equation. Both equations equal a first order time derivative with an expression involving second order space derivatives (although the heat equation in $\mathbb{R}^n$ is a parabolic linear PDE and the Ricci flow is a weakly parabolic nonlinear PDE). The Laplacian is the trace of the Hessian operator, that contains the space second derivatives of the function, and the Ricci tensor is one trace of the Riemann curvature tensor

$$\text{Rm}(X, Y) Z = \nabla^2_{X,Y} Z - \nabla^2_{Y,X} Z$$

that contains commutators of covariant second derivatives and actually depends on the second derivatives of the entries $g_{ij}$ of the metric in a coordinate chart. The evolution
of the metric implies an evolution of the Riemann curvature tensor and other associated quantities, for instance the evolution of the scalar curvature $R$ is
\[ \frac{\partial}{\partial t} R = \Delta R + 2 |\text{Ric}|^2, \]
which is almost a heat diffusion equation, perturbed by a reaction term. Thus, one can see the Ricci flow as an evolution equation for the shape of a manifold, such that the several curvature quantities satisfy some reaction-diffusion equations. One would expect that, similarly as the heat equation spreads the temperature and distributes it evenly across the manifold, the Ricci flow should smooth out the curvature in some sense. The Ricci flow theory is the study of the evolution of a given initial metric $g_0$ on a given manifold $\mathcal{M}$ under the equation (1.1).

Ricci flow was introduced in 1982 by Richard Hamilton in his seminal paper *Three-manifolds with positive Ricci curvature* [Ham82]. There, the normalized Ricci flow is defined as
\[ \frac{\partial}{\partial t} g = -2 \text{Ric} + 2 \frac{n}{r} g, \]
where
\[ r = \frac{\int Rd\mu}{\int d\mu} \]
is the average scalar curvature, and this term serves to keep the volume constant along the flow. This flow is used there to uniformize closed three-manifolds with $\text{Ric} > 0$. That is, any closed Riemannian three manifold with positive Ricci curvature evolves under the Ricci flow to a metric of constant positive curvature.

In 1988 Hamilton published *The Ricci flow on surfaces* [Ham88], where he used the two-dimensional normalized Ricci flow
\[ \frac{\partial}{\partial t} g = (r - R) g \]
to prove the existence and the long time behaviour of the flow on some surfaces $\mathcal{M}$. In dimension two, the average scalar curvature depends only on the topology of the surface $\mathcal{M}$, and is constant along the flow,
\[ r = \frac{4\pi \chi(\mathcal{M})}{\text{Vol}(\mathcal{M})} \]
where $\chi(\mathcal{M})$ is the Euler characteristic of the surface. Hamilton proved the convergence of the normalized Ricci flow to a metric of constant curvature on the easier case $\chi(\mathcal{M}) \leq 0$ (i.e. $r \leq 0$), but not completely on the case $\chi(\mathcal{M}) > 0$ (the sphere), where he used an additional hypothesis of $R > 0$. This case was hence much harder, and Hamilton developed a technique of Harnack inequalities and entropies for surfaces with positive curvature that imply that the metric evolves to a so called soliton metric. Soliton metrics for the normalized Ricci flow are defined to be metrics that evolve only by diffeomorphisms, and hence the intrinsic shape remains unchanged. The unnormalized
counterpart is that solitons for the Ricci flow are metrics that evolve only by diffeomorphisms and homotheties. The initial metrics that give rise to a soliton are the same for normalized or unnormalized Ricci flow.

Hamilton proved that the only smooth soliton on the topological sphere is the round sphere. When studying the soliton metrics for the flow on the sphere, Hamilton showed (Theorem 10.1 in [Ham88]) that when removing two points (thus on a topological cylinder), there is a family of possible soliton metrics, but when one tries to patch again the two points to get a closed surface, only the constant curvature metrics yield a smooth surface. Hence, the only two-dimensional soliton on the sphere is actually the round sphere. However, if two singular cone points were admitted, Hamilton noted that “The other solutions we have found exist on orbifolds”. We will bring an exhaustive and constructive enumeration of all solitons on smooth and cone surfaces. This includes Hamilton’s cone solitons, and other new solitons in the noncompact cases.

In 1991, Bennet Chow completed the uniformization of smooth surfaces by Ricci flow in *The Ricci flow on the 2-sphere* [Cho91b], where he modified the entropy formula by Hamilton, and was able to prove that under the normalized Ricci flow any metric on the sphere becomes eventually a metric of positive curvature, thus Hamilton’s result applies and this uniformizes the sphere. Years later, in 2006, a brief note of X. Chen, P. Lu and G. Tian [CLT06], simplified part of the proof of Hamilton by noting the remarkable fact that any soliton solution on a smooth surface must be rotationally symmetric, thus simplifying considerably the equations in Theorem 10.1 of [Ham88]. This fact allowed them to show that the Theorem of Uniformization of Surfaces can be proved by the Ricci flow (Hamilton used the uniformization in his proof).

Also in 1991, Lang-Fang Wu and Chow published three papers, [Wu91], [CW91] [Cho91a], dealing with the orbifold solitons that Hamilton found. These solitons occur on the teardrop and football orbifolds (the so-called bad orbifolds), the only two families of two-dimensional orientable orbifolds that do not admit a constant curvature metric. Chow and Wu proved that any metric over a bad two-orbifold converges to the soliton solution under the normalized Ricci flow; first for positive curvature [Wu91], and later for curvature changing sign [CW91], using variations of the entropy technique [Cho91a]. We will generalize this result to the broader class of cone surfaces, by means of different techniques developed by G. Perelman.

In 2002 and 2003 Grisha Perelman posted his celebrated papers, [Per02], [Per03b], [Per03a], where he introduced several important techniques for the unnormalized Ricci flow, in the scope of three-dimensional smooth manifolds. One of this techniques involves the notion of $\kappa$-noncollapsing and $\kappa$-solution, that allows one to relate and control the curvature, volume and injectivity radius of a Ricci-evolving manifold. This is very useful for obtaining limits of sequences of manifolds and flows. In particular, every $\kappa$-solution of the Ricci flow contains a shrinking asymptotic soliton as $t \to -\infty$, and one has a clear classification of three-dimensional shrinking solitons. In addition, Perelman proved that in the event of a singular time (the curvature going to infinity at some point), a blow-up rescaling of this point is modeled with a $\kappa$-solution. This fact allowed him to find a canonical neighbourhood for the singular points, that subsequently allows
a surgery process, and eventually led to a proof of Thurston’s Geometrization.

Perelman’s techniques also apply in dimension two. This yields to a comparatively much simpler picture, due to several particularities of the flow in this dimension. Firstly, the topology controls the evolution of the area. Under the unnormalized Ricci flow,

\[ \frac{d}{dt} \text{Area}(M) = -\int_M R d\mu = -4\pi \chi(M). \]

Hence, any initial metric on the sphere will shrink its area towards zero, and eventually will develop some type of singularity for finite time. A blow-up rescaling technique may keep the area bounded and will bring a global model of the manifold. Secondly, all two-dimensional asymptotic solitons are compact, and hence the only \( \kappa \)-solutions in dimension 2 are round spheres (this was clarified by R. Ye [Ye04] in 2004), which essentially guarantees that a shrinking topological sphere rescales to a round sphere.

The main purpose of this thesis is the study of Ricci flow on cone surfaces. One possible and reasonable flow is the angle-preserving flow, that evolves the surface without changing the cone angles. This is the flow considered by Chow and Wu, and we generalize their result by using Perelman’s techniques. A second possible flow is the smoothening flow that instantaneously removes the cone points and makes the surface smooth. We study this flow using techniques developed by Peter Topping for removing cusps with Ricci flow [Top12]. A second purpose of this thesis is the study of some gradient Ricci solitons, in dimension two and three. We use phase portraits and other techniques from dynamical systems to give very explicit constructions of these solitons.

There are four main results in this thesis. Three of them are related to the theory of Ricci flow on cone surfaces, plus a fourth result on a three-dimensional example of a soliton.

First result, in Chapter 2, is an exhaustive enumeration of all complete gradient Ricci solitons on smooth and cone surfaces, both compact and noncompact, with an arbitrary lower bound on the curvature. This is achieved by exploiting the symmetry properties of solitons, that give rise to a specific ODE in polar geodesic coordinates. This ODE can be studied by means of a phase portrait analysis. This result has been submitted to publication in [Ram13].

**Main Theorem 1.** All gradient Ricci solitons on a surface, smooth everywhere except possibly on a discrete set of cone-like singularities, complete, and with curvature bounded below fall into one of the following families:

1. **Steady solitons:**
   
   (a) Flat surfaces.
   
   (b) The smooth cigar soliton.
   
   (c) The cone-cigar solitons of angle \( \alpha \in (0, +\infty) \).
2. Shrinking solitons:

(a) Spherical surfaces.
(b) Teardrop and football solitons, on a sphere with one or two cone points.
(c) The shrinking flat Gaussian soliton on the plane.
(d) The shrinking flat Gaussian cones.

3. Expanding solitons:

(a) Hyperbolic surfaces.
(b) The $\alpha\beta$-cone solitons, with a cone point of angle $\beta > 0$ and an end asymptotic to a cone of angle $\alpha > 0$.
(c) The smooth blunt $\alpha$-cones.
(d) The smooth cusped $\alpha$-cones in the cylinder, asymptotic to a hyperbolic cusp in one end and asymptotic to a cone of angle $\alpha > 0$ in the other end.
(e) The flat-hyperbolic solitons on the plane, that are universal coverings of the cusped cones.
(f) The expanding flat Gaussian soliton on the plane.
(g) The expanding flat Gaussian cones.

Explicit descriptions of these solitons are given in the corresponding sections of Chapter 2, and some pictures are drawn in Figures 2.6 to 2.13 in the same chapter.

Second result is a uniformization theorem for closed cone surfaces with cone angles less than or equal to $\pi$. This involves two chapters and the appendix. In Chapter 3 we survey some known results, mostly from Hamilton and Perelman, and we draw a line of argument for proving the uniformization of smooth surfaces. This uniformization was already proven by Hamilton [Ham88] and Chow [Cho91b], but we propose a different path for handling the case of positive Euler characteristic (the sphere) by using Perelman’s $\kappa$-solutions technique (originally developed for the three-dimensional case in [Per02]). This technique uses several rescaling blow-ups that need some compactness theorems for classes of manifolds to ensure the existence and nondegeneracy of the limits of sequences of rescalings. In Chapter 4 we adapt the line of argument of Chapter 3 to the case of cone surfaces. We discuss the notion of cone surface and the existence theorems for the angle-preserving flow (given by the work of H. Yin [Yin10], [Yin13] and R. Mazzeo, Y. Rubinstein and N. Sesum [MRS13]), and we adapt some maximum principles and Harnack inequalities to work on the cone setting. Finally, in Appendix A we prove the cone version of the compactness theorems for classes of surfaces and classes of flows required to complete the proof.

Main Theorem 2. Let $(\mathcal{M}, (p_1, \ldots, p_n), g_0)$ be a closed cone surface, and assume that the cone angles are less than or equal to $\pi$. Then there is an angle-preserving Ricci flow that converges, up to rescaling, to either
• a constant nonpositive curvature metric, if $\hat{\chi}(\mathcal{M}) \leq 0$, or

• a spherical (constant positive curvature) metric, a teardrop soliton or a football soliton, if $\hat{\chi}(\mathcal{M}) > 0$,

where $\hat{\chi}(\mathcal{M})$ is the conic Euler characteristic of the cone surface.

Third result, in Chapter 5, discusses a different flavour of Ricci flow on cone surfaces, that exposes the nonuniquenes of the solutions to the Ricci equation for initial cone surfaces. Whereas the flow discussed in Chapter 4 keeps the angles fixed, this is only a boundary condition for the PDE problem, and can be altered. We discuss a smoothening Ricci flow, that has as initial condition a cone manifold and instantaneously removes the cone points and turns a neighbourhood of the cone point into a smooth disc, although with very high curvature. This is achieved by approximating the initial cone manifold with smooth, highly curved surfaces that resemble the vertices of the cone points. Then the standard smooth Ricci flow is applied to the approximating surfaces, and a compactness theorem (different from the one used in Appendix A) is used to get a limit smooth flow, that has as initial condition (limit as $t \to 0$) the original cone surface we started with. This procedure was inspired by the work of P. Topping [Top12], where he removes cusp singularities on surfaces with Ricci flow. On that point of view, cusps are zero-angle cone points and we adapt the barriers and bounds on that work to nonzero angles. This result has been accepted to publication in [Ram15].

Main Theorem 3. Let $(\mathcal{M}, (p_1 \ldots p_n), g_0)$ be a closed cone surface with bounded curvature. There exists a Ricci flow $g(t)$ smooth on the whole $\mathcal{M}$, defined for $t \in (0, T]$ for some $T$, and such that

$$g(t) \to g_0 \quad \text{as} \quad t \to 0^+.$$ 

This Ricci flow has curvature unbounded above and uniformly bounded below over time. Furthermore, any other smooth Ricci flow $\tilde{g}(t)$ on $\mathcal{M}$, defined for $t \in (0, \delta]$ for some $\delta < T$, such that $\tilde{g}(t) \to g_0$ as $t \to 0^+$ and such that its curvature is uniformly bounded below agrees with the stated flow $g(t)$ for $t \in (0, \delta]$.

Fourth result, in Chapter 6, is a construction and study of a new three-dimensional expanding soliton. Although this is not directly related to cone surfaces, the techniques are very similar and were inspired by the techniques used in Chapter 2 to classify two-dimensional solitons. We first describe the expanding soliton on the topological manifold $\mathbb{R} \times \mathbb{T}^2$, the product of the real line with a two-torus, by assuming a nice global coordinate chart and a metric in the form of a warped product. Next we prove that this example is the unique with this topology and a lower bound on the curvature $\sec > -\frac{1}{4}$. Furthermore, our example is critical in the following sense: it is known [CCC⁺, Lem 5.5, Rmk 5.6] that any three-dimensional expanding soliton with $\sec > c > -\frac{1}{4}$ must be topologically $\mathbb{R}^3$, and therefore our example shows that the bound is sharp. This result has been submitted to publication in [Ram12].
Main Theorem 4. There exists an expanding gradient Ricci soliton \((M, g, f)\) over the topological manifold \(M = \mathbb{R} \times T^2\) satisfying the following properties:

1. The metric has pinched sectional curvature \(-\frac{1}{4} < \sec < 0\).
2. The soliton approaches the hyperbolic cusp expanding soliton on one end.
3. The soliton approaches locally the flat Gaussian expanding soliton on a cone on the other end.

Furthermore, this is the only nonflat gradient Ricci soliton over the topological manifold \(M = \mathbb{R} \times T^2\) with curvature \(\sec > -\frac{1}{4}\).

We expect that the results in this thesis can bring some insights and intuition to the phenomena appearing in two-dimensional Ricci flow, in the study of cone surfaces, and in the description of low-dimensional Ricci solitons.
Gradient Ricci solitons on smooth and cone surfaces

Gradient Ricci solitons are special self-similar solutions to the Ricci flow, and were introduced in [Ham88] when R. Hamilton developed the Ricci flow theory for surfaces (using there a normalized version of Ricci flow). Hamilton proved that all closed smooth surfaces with positive curvature converge under the Ricci flow to a gradient Ricci soliton, and proved that the only solitons on a closed smooth surface are those of constant curvature [Ham88, Thm 10.1]. B. Chow subsequently was able to remove the positive curvature hypothesis in [Cho91b]. In the same original work of Hamilton, it is described an open gradient soliton with nonconstant curvature known as the steady cigar soliton. Also, in the course of the proof of Theorem 10.1 of [Ham88] Hamilton found some solitons on the topological sphere with cone-like singularities, in particular over orbifolds. The study of the Ricci flow converging to these orbifold solitons was carried out by L.-F. Wu and Chow [Wu91], [CW91], [Cho91a]. This brings to all 2-orbifolds a natural metric, including those orbifolds that do not admit a constant curvature metric (footballs and teardrops). The existence of the football and teardrop solitons with any cone angles (not orbifold) was also considered by H. Yin [Yin10], but he gave no explicit construction.

A very useful fact in dimension two is that all nonconstant curvature gradient solitons admit a nontrivial Killing vector field and have a rotational symmetry (see [CCCY03, pp 241-242] and [CLT06]). This allows one to pick polar coordinates and set a single ODE for the soliton metric. The cigar soliton appears as an explicit solution for the steady case. See [CCG+07] for further reference.

In this chapter we gather and re-order these results, and we apply a phase portrait analysis for the ODE associated to the soliton metric. We obtain a complete and unified classification of all two-dimensional gradient solitons on smooth and cone surfaces. By “surfaces” we will mean open or closed topological surfaces, endowed with a complete Riemannian metric, smooth everywhere except possibly in a discrete set of cone-like singular points, that will arise naturally in our discussion. For geometric considerations, on the theorem statements we will discard all Riemannian metrics without a lower bound of the Gaussian curvature, although we will find these examples in the course
of the proofs. This solves some questions proposed in [CCG+07, p 51], and describes some two-dimensional solitons (smooth and conic) that didn’t exist in the literature. For the sake of completeness, we will include some known results with their proofs, so the exposition in this chapter is self-contained. The main theorem of the chapter is the following.

**Theorem 2.1.** All gradient Ricci solitons on a surface, smooth everywhere except possibly on a discrete set of cone-like singularities, complete, and with curvature bounded below fall into one of the following families:

1. **Steady solitons:**
   - (a) Flat surfaces.
   - (b) The smooth cigar soliton.
   - (c) The cone-cigar solitons of angle $\alpha \in (0, +\infty)$.

2. **Shrinking solitons:**
   - (a) Spherical surfaces.
   - (b) Teardrop and football solitons, on a sphere with one or two cone points.
   - (c) The shrinking flat Gaussian soliton on the plane.
   - (d) The shrinking flat Gaussian cones.

3. **Expanding solitons:**
   - (a) Hyperbolic surfaces.
   - (b) The $\alpha\beta$-cone solitons, with a cone point of angle $\beta > 0$ and an end asymptotic to a cone of angle $\alpha > 0$.
   - (c) The smooth blunt $\alpha$-cones.
   - (d) The smooth cusped $\alpha$-cones in the cylinder, asymptotic to a hyperbolic cusp in one end and asymptotic to a cone of angle $\alpha > 0$ in the other end.
   - (e) The flat-hyperbolic solitons on the plane, that are universal coverings of the cusped cones.
   - (f) The expanding flat Gaussian soliton on the plane.
   - (g) The expanding flat Gaussian cones.

Each family of solitons is described in the corresponding section. In Section 2.1 we recall briefly the definition of Ricci solitons in dimension 2, and their properties of symmetry in the case of nonconstant curvature, that lead to a first-order ODE system. In Section 2.2 we enumerate the closed solitons with constant curvature. In Sections 2.3, 2.4 and 2.5 we study the ODE system in the steady, shrinking and expanding cases, respectively. These three parts combined prove Theorem 2.1. Finally, in Section 2.6 we bring a gallery of solitons embedded into $\mathbb{R}^3$, drawn with Maple.
2.1 Gradient solitons and rotational symmetry

In this section we recall the basics of Ricci solitons and their properties of symmetry. See [CCG+07] for an extended introduction.

A Ricci flow is a PDE evolution equation for a Riemannian metric $g$ on a smooth manifold $\mathcal{M}$,

\[
\begin{cases}
\frac{\partial}{\partial t} g(t) = -2 \text{Ric}_g(t) \\
g(0) = g_0.
\end{cases}
\]  

(2.1)

A Ricci soliton is a special type of self-similar solution of the Ricci flow, in the form

\[ g(t) = c(t) \phi_t^*(g_0) \]

(2.2)

where for each $t$, $c(t)$ is a constant and $\phi_t$ is a diffeomorphism. So, $g(0) = g_0$, $c(0) = 1$ and $\phi_0 = id$. The family $\phi_t$ is the flow associated to a (maybe time-dependent) vector field $X(t)$; and in the case when this vector field is the gradient field of a function, $X = \text{grad } f$, the soliton is said to be a gradient soliton. In this case, differentiating the definition of soliton (2.2) gives

\[ -2 \text{Ric}_g(t) = \frac{\partial}{\partial t} g(t) = \dot{c}(t) \phi_t^* g_0 + c(t) \mathcal{L}_{\text{grad } f} \phi_t^* (g_0) \]

\[ = \dot{c}(t) g_0 + 2 \text{Hess}_g(t)f. \]

Since $\text{Ric}_g(t) = \text{Ric}_{c(t) \phi_t^* g_0} = \phi_t^* \text{Ric}_{g_0}$, we get

\[ \dot{c}(t) \phi_t^* g_0 + 2 \text{Hess}_g(t)f = -2 \phi_t^* \text{Ric}_{g_0} \]

(2.3)

and evaluating at $t = 0$,

\[ \epsilon g_0 + 2 \text{Hess}_{g_0} f = -2 \text{Ric}_{g_0} \]

where $\epsilon = \dot{c}(0)$. The soliton is said to be shrinking, steady or expanding if the constant $\epsilon$ is negative, zero or positive respectively. This constant can be normalized to be $-1$, $0$ or $+1$ respectively, being this equivalent to reparameterize the time $t$. Therefore, a gradient Ricci flow is a triple $\mathcal{M},g,f$ satisfying

\[ \text{Ric} + \text{Hess } f + \frac{\epsilon}{2} g = 0. \]  

(2.4)

This is the soliton equation for the initial manifold $\mathcal{M}$. Conversely, given $\mathcal{M},g_0,f$ and $\epsilon$ satisfying (2.4), we can recover the soliton in the form (2.2). For we use on (2.3) the fact that both Ric and Hess $f$ are invariant under rescaling and equivariant under linear transformations, so

\[ \dot{c}(t) \phi_t^*(g_0) = -2 \text{Hess}_g(t) g_0 - 2 \text{Ric}_g(t) = \phi_t^*(-2 \text{Hess}_{g_0} f - 2 \text{Ric}_{g_0}) = \phi_t^*(\epsilon g_0) = \epsilon \phi_t^*(g_0) \]

and hence $\dot{c}(t) = \epsilon \forall t$, that is,

\[ c(t) = \epsilon t + c(0) = \epsilon t + 1. \]
That way we can rewrite (2.3) as
\[
\frac{\epsilon}{\epsilon t + 1} g(t) + 2 \text{Hess}_{g(t)} f + 2 \text{Ric}_{g(t)} = 0
\] (2.5)
with \( g(t) = (\epsilon t + 1) \phi^*_t(g_0) \). This is the dynamical soliton equation along the time. In the nonsteady cases, \( \epsilon \neq 0 \), also called homothetic solitons, we can do the parameter change \( t \mapsto t - \frac{1}{\epsilon} \) and obtain
\[
\frac{1}{2} g(t) + \text{Hess}_{g(t)} f + \text{Ric}_{g(t)} = 0
\] (2.6)
with \( g(t) = \epsilon t \phi^*_t(\frac{1}{t - 1/\epsilon})(g(1/\epsilon)) \).

In this chapter we will seek for the initial surfaces of two-dimensional solitons. In the two-dimensional case we have \( \text{Ric} = \frac{R}{2} g \), hence the soliton equation (2.4) becomes
\[
\text{Hess} f + \frac{1}{2}(R + \epsilon) g = 0.
\] (2.7)
This equation only makes sense on a smooth Riemannian surface. However, we will allow some cone-like singularities for the surface, namely points such that admit a local coordinate chart in the form
\[
dr^2 + h(r, \theta)^2 d\theta^2
\]
for some smooth \( h : [0, \delta) \times \mathbb{R}/2\pi \mathbb{Z} \to \mathbb{R} \) such that \( h(0, \theta) = 0 \) and \( \frac{\partial h}{\partial r} = \frac{\alpha}{2\pi} \) needs not to be 1. The value \( \alpha \) is the cone angle at this point. To make this point smooth, it is required that \( \alpha = 2\pi \) and \( \frac{\partial^2 h}{\partial r^2} = 0 \) for all \( k \in \mathbb{N} \) (see [CCG+07, p 450]).

We will use some properties of two-dimensional gradient solitons to turn the tensor equation (2.7) into a much simpler first order vector ODE that will allow a subsequent qualitative analysis. The main property we will use is that there exists a Killing vector field (given by a rotation of \( \text{grad} f \)) over the smooth part of \( M \). The associated line flow of this field is a one-parameter group acting globally by isometries, this group must be \( \mathbb{S}^1 \) and so \( M \) is rotationally symmetric (this argument is from [CCCY03] and [CLT06]). We define then a rotationally symmetric polar coordinate chart on \( M \), and the analysis of the local expression of the soliton equation will give us the ODE system that satisfies the explicit metric over \( M \).

Let \( J : TM \to TM \) be an almost-complex structure on \( M \), that is, a 90° rotation on the positive orientation sense, so
\[
J^2 = -\text{Id}, \quad g(X, JX) = 0 \quad \forall X \in \mathfrak{X}M.
\]

Lemma 2.1. Some basic properties of \( J \) are
1. \( g(JY, Z) = -g(Y, JZ) \),
2. \( J \) anticommutes with \( \flat : \flat(JX) = -J(\flat X) \),
3. $J$ commutes with $\nabla$.

Proof. First property is elementary,
\[
0 = g(Y + Z, J(Y + Z)) = g(Y, JY) + g(Z, JY) + g(Y, JZ) + g(Z, JZ) = g(Z, JY) + g(Y, JZ).
\]
A warning about the notation: if $\flat(X) = \omega$ is a 1-form then $J : T^* M \to T^* M$ is defined as $\omega \mapsto J\omega$ where $J\omega(W) = \omega(J(W))$.

So, the second statement is just
\[
\flat(JX)(W) = g(JX, W) = -g(X, JW) = -\flat(X)(JW) = -J(\flat X)(W).
\]

For the last statement, let $X \in \mathfrak{X}_M$, then $\{X, JX\}$ form a basis of $T^* M$. Let us see that $J(\nabla X)$ and $\nabla(JX)$ have the same projections over the basis. Since $g(X, JX) = 0$, taking covariant derivatives we get
\[
g(\nabla X, JX) + g(X, \nabla(JX)) = 0
\]
which implies
\[
g(J(\nabla X), -X) + g(X, \nabla(JX)) = 0.
\]
Again, differentiating $g(X, X) = g(JX, JX)$ we obtain
\[
2g(X, \nabla X) = 2g(\nabla(JX), JX),
\]
which implies
\[
g(JX, J(\nabla X)) = g(JX, \nabla(JX)).
\]

This construction shows that a two-dimensional gradient soliton admits a Killing vector field (\cite{CCCY03, p. 241}, \cite{CCG+07, p. 11}, and \cite{Cao96})

**Lemma 2.2.** The vector field $J(\text{grad } f)$ is a Killing vector field.

Proof. Recall that a Killing vector field $W$ is such that its line flow is by isometries, or equivalently, the metric tensor $g$ is invariant under the line flow, that can be expressed in terms of the Lie derivative as $\mathcal{L}_W g = 0$. Recall also that
\[
\mathcal{L}_W g (Y, Z) = \nabla \omega(Y, Z) + \nabla \omega(Z, Y)
\]
where $\omega = \flat(W) = g(W, \cdot)$. Then
\[
\mathcal{L}_{J(\text{grad } f)} g (Y, Z) = \nabla(\flat(J(\text{grad } f)))(Y, Z) + \nabla(\flat(J(\text{grad } f)))(Z, Y)
\]
\[
= \nabla \flat(J\text{grad } f(Y, Z)) + \nabla \flat(J\text{grad } f(Z, Y))
\]
\[
= \nabla J\text{grad } f(Y, Z) + \nabla J\text{grad } f(Z, Y)
\]
\[
= J\nabla \nabla f(Y, Z) + J\nabla \nabla f(Z, Y)
\]
\[
= \nabla^2 f(JY, Z) + \nabla^2 f(JZ, Y)
\]
\[
= \frac{1}{2} (R + \epsilon) g(JY, Z) + \frac{1}{2} (R + \epsilon) g(JZ, Y)
\]
\[
= -\frac{1}{2} (R + \epsilon) \left( g(JY, Z) + g(JZ, Y) \right) = 0.
\]
Note that $\nabla f = df = \flat(\operatorname{grad} f)$, and again $J(\nabla f)$ is the 1-form $A \mapsto \nabla f(JA)$ and $J(\nabla^2 f)$ is the 2-covariant tensor field $(A, B) \mapsto \nabla^2 f(JA, B)$.

The Killing vector field may be null if the grad $f$ field itself is null, otherwise, the surface admits a symmetry.

**Lemma 2.3.** Let $(\mathcal{M}, g, f)$ be a gradient Ricci soliton on a surface. Then, at least one of the following holds:

1. $\mathcal{M}$ has constant curvature.
2. $\mathcal{M}$ is rotationally symmetric (i.e. admits a $S^1$-action by isometries).
3. $\mathcal{M}$ admits a quotient that is rotationally symmetric.

Besides, if the surface has not constant curvature, no more than two cone points may exist.

**Proof.** We adapt the argument for the smooth closed case from [CLT06]. We will discuss in terms of grad $f$. If grad $f \equiv 0$, then by the soliton equation (2.7) we have $R = -\epsilon$ and the curvature is constant. Let us assume then that $f$ is not constant everywhere. Therefore $J(\text{grad} f)$ is a nontrivial Killing vector field and its line flow, $\phi_t$, is a one-parameter group acting over $\mathcal{M}$ by isometries.

Suppose that grad $f$ has at least one zero in a point $O \in \mathcal{M}$. This is the case of closed smooth surfaces. The point $O$ is a zero of the vector field $J(\text{grad} f)$, so it is a fixed point of $\phi_t$ for every $t$. Then, $\phi_t$ induces $\phi_t^*_{\mathcal{M}}$ acting on $T_O \mathcal{M}$ by isometries of the tangent plane, so we conclude that the group $\{\phi_t\}$ is $S^1$ acting by rotations on the tangent plane. Via the exponential map on $O$, the action is global on $\mathcal{M}$ and therefore the surface is rotationally symmetric.

Suppose now that grad $f$ has no zeroes but the surface contains a cone point $P$. Then the flowlines of $\phi_t$ cannot pass through $P$, because there is no local isometry between a cone point and a smooth one. So this point $P$ is fixed by $\phi_t$ for every $t$ and, via the exponential map, $\phi_t$ induces $\phi_t^*_{CP,\mathcal{M}}$ acting on $CP,\mathcal{M}$ the tangent cone (space of directions) on $P$. Again, a continuous one-parameter subgroup of the metric cone $CP,\mathcal{M}$ must be the $S^1$ group acting by rotations. Besides, if other cone points were to exist, these should also be fixed by the already given $S^1$ action. This implies that no more than two cone points can exist on $\mathcal{M}$, for otherwise the minimal geodesics joining $P$ with two or more conical points would be both fixed and exchanged by some $S^1$ group element. Note that in the case of two cone points, these need not to have equal cone angles.

Finally suppose that grad $f$ has no zeroes and the surface has no cone points. Then the surface is smooth and the flowlines of grad $f$ are all of them isomorphic to $\mathbb{R}$ (no closed orbits can appear for the gradient of a function) and foliate the surface. The action of $\phi_t$ exchanges the fibres of this foliation. The parameter of $\phi_t$ is $t \in S^1$ or $t \in \mathbb{R}$. In the first case, $S^1$ is acting on $\mathcal{M}$ and it is rotationally symmetric. In the
second case, $\mathcal{M} \cong \mathbb{R}^2$, and the flowline $\phi_t$ of the Killing vector field induces a $\mathbb{Z}$-action by isometries by

$$x \mapsto \phi_1(x)$$

that acts freely on $\mathcal{M}$ since no point is fixed by $\phi_t$ for any $t \neq 0$ (if $\phi_t(p) = p$, then all fibres are fixed and every point in each fibre also is, so $\phi_t = \text{id}$). Then the quotient by this action is topologically $\mathcal{M}/\sim \cong \mathbb{R} \times S^1$ and is rotationally symmetric. We will find nontrivial examples of this solitons as cusped expanding solitons and their universal coverings.

The fact of being rotationally symmetric allows us to endow $\mathcal{M}$ with polar coordinates $(r, \theta)$ such that the metric is given by

$$g = dr^2 + h^2(r) \, d\theta^2$$

where $r \in I \subseteq \mathbb{R}$ is the radial coordinate, and $\theta \in \mathbb{R}/2\pi\mathbb{Z}$ is the periodic angular coordinate. The function $h(r)$ does not depend on $\theta$ because of the rotational symmetry; and similarly, the potential function only depends on the $r$ coordinate, since $\text{grad} \, f$ is a radial vector field. Surfaces not rotationally symmetric but with a rotationally symmetric quotient also admit these coordinates, changing only $\theta \in \mathbb{R}$.

**Lemma 2.4.** Given the polar coordinates $(r, \theta) \in \mathbb{R} \times \mathbb{R}/2\pi\mathbb{Z}$ and the metric in the form $g = dr^2 + h^2(r) \, d\theta^2$, the Gaussian curvature (which equals half the scalar curvature) is given by

$$K = \frac{R}{2} = -\frac{h''}{h},$$

and the Hessian of a radial function $f(r)$ is given by

$$\text{Hess} \, f = f'' \, dr^2 + hh'f' \, d\theta^2.$$

**Proof.** It is a standard computation. Covariant derivatives are given by

$$\nabla_{\partial_r} \partial_r = 0 \quad \nabla_{\partial_r} \partial_\theta = \frac{h'}{h} \partial_\theta \quad \nabla_{\partial_\theta} \partial_\theta = -hh' \partial_r$$

Then we contract twice the curvature tensor $R(X,Y)Z = \nabla_X(\nabla_Y Z) - \nabla_Y(\nabla_X Z) - \nabla_{[X,Y]} Z$ for the scalar curvature, and apply $\text{Hess} \, f(X,Y) = X(Y(f)) - \langle \nabla_X Y \rangle(f)$ for the Hessian.

On that rotationally symmetric setting, the soliton equation becomes

$$\text{Hess} \, f + \frac{1}{2} (R + \epsilon) g = \left( f'' - \frac{h''}{h} + \frac{\epsilon}{2} \right) dr^2 + \left( hh'f' - \frac{h''}{h} + \frac{\epsilon}{2} \right) h^2 \, d\theta^2 = 0,$$

which is equivalent to the second order ODEs system

$$\begin{cases}
    f'' - \frac{h''}{h} + \frac{\epsilon}{2} = 0 \\
    \frac{h'}{h} f' - \frac{h''}{h} + \frac{\epsilon}{2} = 0.
\end{cases} \tag{2.8}$$
We combine both equations to obtain
\[ \frac{f''}{f'} = \frac{h'}{h}, \]
and integrating this equation,
\[ \ln f' = \ln h + C \]
so
\[ f' = ah \] (2.9)
for some \( a > 0 \). Hence, substituting on the system we obtain a single ODE,
\[ h'' - ahh' - \frac{\epsilon}{2} h = 0. \] (2.10)

We summarize the computations in the following lemma,

**Lemma 2.5.** Let \((M, g, f)\) be a gradient Ricci soliton on a surface with nonconstant curvature. Then \( M \) admits coordinates \((r, \theta)\), with \( r \in I \subseteq \mathbb{R} \) and \( \theta \in S^1 \) or \( \theta \in \mathbb{R} \), such that the metric takes the form \( g = dr^2 + h^2(r) \, d\theta^2 \) for some function \( h = h(r) \) satisfying (2.10), and the potential is \( f = f(r) \) satisfying (2.9).

Setting \( h' = u \), the second order ODE (2.10) becomes a vector first order ODE
\[
\begin{cases}
    h' = u \\
    u' = (au + \frac{\epsilon}{2})h.
\end{cases}
\] (2.11)

The solutions to system (2.11) (and equation (2.10)) are functions \( h(r) \) that define rotationally symmetric metrics on the cylinder \((r, \theta) \in \mathbb{R} \times S^1 \). This cylinder may be pinched in one or both ends, thus changing the topology of the surface. The pinching appears as zeros of \( h \). Compactness condition of the surface is equivalent to the boundary conditions
\[ h(0) = 0 \quad \text{and} \quad h(A) = 0 \]
for some \( A > 0 \) such that \( h(A) = 0 \). In this case, one or two cone angles may appear,
\[ h'(0) = \frac{\alpha_1}{2\pi} \quad \text{and} \quad h'(A) = -\frac{\alpha_2}{2\pi}, \]
where \( \alpha_1 \) and \( \alpha_2 \) are the cone angles. Smoothness conditions would be \( h'(0) = 1 \) and \( h'(A) = -1 \), plus the condition
\[ h^{(2k)} = 0 \]
at \( r = 0 \) and \( r = A \) for all \( k \geq 0 \). This condition ensures \( C^\infty \) regularity ([CCG+07], Lemma A.2). This condition holds on our solitons, since derivating \( 2k \) times the equation (2.10) we obtain
\[ h^{(2+2k)} - a \left( \sum_{i+j=2k} h^{(i)} h^{(j+1)} \right) - \frac{\epsilon}{2} h^{(2k)} = 0. \]
Since \(i + j\) is an even number, both \(i\) and \(j\) must be even or odd. In both cases, there is an even index in \(h^{(i)}h^{(j+1)}\). Thus inductively, if all even-order derivatives vanish at \(r = 0\) up to order \(2k\), then also vanishes the \(2k + 2\) derivative at \(r = 0\) (idem at \(r = A\)).

We shall study the system (2.11) for steady, shrinking and expanding solitons to obtain a complete enumeration of gradient Ricci solitons on surfaces of nonconstant curvature.

Incidentally, it is interesting to note some geometric interpretations of the functions \(f\) and \(h\).

**Lemma 2.6.** Let \((\mathcal{M}, g, f)\) be a rotationally symmetric gradient Ricci soliton in dimension 2, then

\[
\nabla f = f'(r)\partial_r = ah(r)\partial_r,
\]

\[
J(\nabla f) = \frac{f'(r)}{h(r)}\partial_\theta = a\partial_\theta,
\]

\[
K = -\frac{h''}{h} = -\left(ah' + \frac{\epsilon}{2}\right).
\]

If \(p \in \mathcal{M}\) is a (smooth or conic) center of rotation. Then, using the distance to \(p\) as the \(r\)-coordinate,

\[
h(r) = \frac{1}{2\pi}\text{Perimeter(Disc}(r)),
\]

\[
f(r) = \frac{a}{2\pi}\text{Area(Disc}(r)) + f(0),
\]

where \(\text{Disc}(r)\) is the disc with radius \(r\) centered at \(p\). On the other hand, if there is no center of rotation, then

\[
h(r_0) = \frac{1}{2\pi}\text{Length}(L),
\]

\[
f(r_1) - f(r_0) = \frac{a}{2\pi}\text{Area}(B),
\]

where \(L\) is the level set \(\{r = r_0\}\) and \(B\) is the annulus bounded by the two level sets \(\{r = r_0\}\) and \(\{r = r_1\}\).

### 2.2 Closed solitons of constant curvature

Before looking for the specific nontrivial steady, shrinking and expanding solitons, in this section we rule out the constant curvature solitons that also are rotationally symmetric. Following [CLT06], if we look for rotationally symmetric closed smooth
solitons \((h(0) = h(A) = 0 \text{ and } h'(0) = -h'(A) = 1)\), we can show that there is no other function \(f\) than a constant one. For we multiply equation (2.10) by \(h'\) to get

\[
h'h'' - ah(h')^2 + \frac{hh'}{2} = 0
\]

and integrate on \([0, A]\) to obtain

\[
\frac{(h')^2}{2}\bigg|_0^A - a \int_0^A h(h')^2 \, dr + \frac{h^2}{4}\bigg|_0^A = 0,
\]

and since \(h(0) = h(A) = 0\), and \(h'(0) = -h'(A)\),

\[
0 = -a \int_0^A h(h')^2 \, dr
\]

which is impossible unless \(a = 0\). This is indeed the case when \(f' = 0\), there is no gradient vector field, no Killing vector field, constant curvature and the soliton is a homothetic fixed metric. Note that if there is no vector field, there is no need to be rotationally symmetric, thus one can have constant curvature surfaces of any genus. Therefore we have seen the following lemma,

**Lemma 2.7.** The only solitons over a compact smooth surface are those of constant curvature.

More generally, rotationally symmetric closed solitons with two equal angles satisfy \(h'(0) = -h'(A) = \frac{\alpha}{2\pi}\) and the same argument applies. In this case, equation (2.10) turns into

\[
h'' - \frac{\epsilon}{2} h = 0
\]

that can be explicitly solved. For \(\epsilon = 1\) the solution is

\[
h(r) = c_1 e^{r/\sqrt{2}} + c_2 e^{-r/\sqrt{2}}
\]

but the closedness condition \(h(0) = h(A) = 0\) implies \(c_1 = c_2 = 0\). Thus there are no expanding solitons with two equal cone points besides the constant curvature ones.

For \(\epsilon = 0\), the solution is \(h(r) = c_1 r + c_2\), that can’t have two zeroes unless \(h = 0\). Finally, for \(\epsilon = -1\) the solution is \(h(r) = c_1 \sin(r/\sqrt{2}) + c_2 \cos(r/\sqrt{2})\), and by the closedness \(c_2 = 0\). This metric is locally the round sphere. We have therefore seen the following,

**Lemma 2.8.** The only solitons over a compact surface with two equal cone points are shrinking spherical surfaces.

Up to now, we have examined all possible cases with \(a = 0\) (equivalently, with \(f\) constant and with constant curvature). Thus, we will assume henceforth that \(a \neq 0\) and \(f\) is not constant.
2.3 Steady solitons

In this section we study the steady case ($\epsilon = 0$) of rotationally symmetric solitons. The equation (2.10) reduces to

$$h'' - ahh' = 0$$

(2.12)

and the system (2.11) to

$$\begin{cases} 
  h' &= u \\
  u' &= auh 
\end{cases}$$

(2.13)

The phase portrait of (2.13) is shown in Figure 2.1

![Phase portrait of the system (2.13) with $a = 1$.](image)

This phase portrait has a line of fixed points at $\{u = 0\}$, that account for the trivial steady solitons consisting on a flat cylinder of any fixed diameter (or their universal covering, the flat plane). No other critical points are present. Only the right half-plane $\{h > 0\}$ is needed, since we can take $h > 0$ in the metric definition.

Every integral curve of the system lies on a parabola. This follows from manipulating system (2.13)

$$u' = ahh' = a \left( \frac{h^2}{2} \right)'$$

and hence

$$u = a \frac{h^2}{2} + C.$$
In another terminology, the function

\[ H(h, u) = a \frac{h^2}{2} - u \]

is a first integral of the system (2.13). Furthermore, we can finish the integration of the equation

\[ h' = a \frac{h^2}{2} + C \]

by writing

\[ \frac{h'}{C + (\sqrt{a^2 h})^2} = 1. \]

The solution to this ODE is

\[ h(r) = \sqrt{2C} a \tan \left( \sqrt{\frac{2}{aC}} r + D \right) \quad \text{(2.14)} \]

if \( C > 0 \);

\[ h(r) = \sqrt{-2C} a \tanh \left( \sqrt{\frac{2}{-aC}} r + D \right) \quad \text{(2.15)} \]

if \( C < 0 \); and

\[ h(r) = \frac{1}{D - \frac{a^2}{2} r} \quad \text{(2.16)} \]

if \( C = 0 \).

Now, let us examine each type of solution. If \( C > 0 \), the parabola lies completely on the upper half-plane \( \{u > 0\} \). The equation (2.14) implies that \( h \to \infty \) for some finite value of \( r \), and hence the metric is not complete. Furthermore, the Gaussian curvature of the metric \( K \) satisfies

\[ u' = -Kh \]

and since \( u \) is increasing on these solutions, the curvature is not bounded below. The case \( C = 1 \) is sometimes called the exploding soliton in the literature ([CCG+07]).

If we look at \( C = 0 \), the parabola touches the origin of coordinates, and its right hand branch defines a metric on the cylinder. The value of \( D = \frac{1}{h(0)} \) can be set so that \( D = h(0) = 1 \) just reparameterizing \( r \). With this parameterization, \( r \in (-\infty, \frac{2}{a}) \). For \( r \leq 0 \), the function \( h \) is well defined and determines a negatively curved metric that approaches a cusp as \( r \to -\infty \). However, for \( r \in [0, \frac{2}{a}] \) the metric is not complete and its curvature tends to \(-\infty \) as \( t \to \frac{2}{a} \).

We look now at the case \( C < 0 \), first for the solutions lying in the lower half-plane \( \{u < 0\} \). We can assume \( h(0) = 0 \), \( C = u(0) \), \( D = 0 \) and \( r < 0 \) (this means that \(-r \) is the arc-parameter of the meridians). All these arcs of parabolas join a point on the \( \{h = 0\} \) axis with a point on the \( \{h' = u = 0\} \) axis. This means that the cylinder is pinched in one end, and approaches a constant diameter cylinder on the other end. The
metrics are complete on the cylindrical end, because from equation (2.15) \( h \to \text{cst} \) as \( r \to -\infty \). The curvature on these metrics is bounded and positive, since \( u \) and \( u' < 0 \) are bounded.

Some of these metrics are smooth, the particular cases of \( C = u(0) = h'(0) = -1 \). Note that derivating the equation \( h'' = ah h' \) and evaluating at \( r = 0 \) one sees that all even-order derivatives vanish and the surface is truly \( C^\infty \) at this point. These are the so called cigar solitons. There are actually infinitely many of them, adjusting the value of \( a \) and changing the diameter of the asymptotic cylinder, although all of them are homothetic and hence it is said to exist the cigar soliton. All the other metrics have a cone point at \( r = 0 \), whose angle is \(-2\pi h'(0)\).

The only remaining case to inspect is the solutions with \( C < 0 \) lying on the upper half plane \( \{ u > 0 \} \). These unbounded arcs of parabolas rise from the axis \( \{ u = 0 \} \). We can assume (changing \( D \) and reparameterizing \( r \)) that \( r \in [0, +\infty) \). The metric is complete in \( r \to +\infty \) because of equation (2.15), however, these metrics fail to be complete on \( r = 0 \), having a metric completion with boundary \( S^1 \). The curvature on these metrics is negative and not bounded below.

We summarize the discussion in the following theorem,

**Theorem 2.2.** The only complete steady gradient Ricci solitons on a surface with curvature bounded below are:

1. Flat surfaces (possibly with cone points).
2. The smooth cigar soliton (up to homothety).
3. The cone-cigar solitons of angle \( \alpha \in (0, +\infty) \) (up to homothety).

Remark. There exist other steady gradient solitons, with curvature not bounded below, as described above.

Pictures of a cigar soliton and a cone-cigar soliton are shown in Figures 2.6 and 2.7.

### 2.4 Shrinking solitons

In this section we study the shrinking solitons \((\epsilon = -1)\), besides the round sphere and the spherical footballs with two equal cone angles found in section 2.2. When \( \epsilon = -1 \), the metric of \( \mathcal{M} \) is determined by a real-valued function \( h(r) \) satisfying the second order ODE

\[
    h'' - ah h' + \frac{h}{2} = 0, \tag{2.17}
\]

or equivalently the system

\[
    \begin{cases}
        h' = u \\
        u' = (au - \frac{1}{2}h).
    \end{cases} \tag{2.18}
\]

The phase portrait of this ODE system with \( a = 1 \) is shown in Figure 2.2. This phase portrait has a critical point at \((h, u) = (0, 0)\) of type center, and a horizontal isoline (points such that \( u' = 0 \)) at the line \( u = \frac{1}{2h} \). Each curve on this \( hu \)-plane
corresponds to a solution $h$, and the intersection with the vertical axis \( \{ h = 0 \} \) are at $u(0)$ and $u(A)$, which stand for the cone angles. Indeed, only half of each curve is enough to define the soliton, the one lying in the \( \{ h > 0 \} \) half-plane, since we can choose the sign of $h$ because only $h^2$ is used to define the metric.

All curves in the phase portrait represent rotationally symmetric soliton metrics over, a priori, a topological cylinder. Closed curves (that intersect twice the axis \( \{ h = 0 \} \)) are actually metrics over a doubly pinched cylinder, thus a topological sphere with two cone points, giving the so called football solitons. Open curves only intersect once the \( \{ h = 0 \} \) axis, and hence are metrics over a topological plane. If the intersection of any curve with the \( \{ h = 0 \} \) axis occurs at $u = \pm 1$, then the metric extends smoothly to this point (truly $C^\infty$ since derivating (2.17) all even-order derivatives vanish at this point). For instance, in Figure 2.2 there is only one curve associated to a teardrop soliton, namely the one intersecting the vertical axis at some value $u(0) \in (0, \frac{1}{2})$ and at $u(A) = -1$. There is also a smooth soliton metric on $\mathbb{R}^2$, namely the one associated with the curve passing through $(h, u) = (0, 1)$, and all other curves represent solitons over cone surfaces. The separatrix line, $u = \frac{1}{2a}$, represents the solution $h(r) = \frac{r}{2a} + c_0$, which stands for the metric $dr^2 + \frac{1}{4a^2} r^2 d\theta^2$. This is a flat metric on the cone of angle $\frac{\pi}{a}$, a cone version of the shrinking Gaussian soliton, and we call it a shrinking Gaussian cone soliton (the smooth shrinking Gaussian soliton is the case $a = \frac{1}{2}$).

Let us focus on the compact shrinking solitons.

Figure 2.2: Phase portrait of the system (2.18) with $a = 1$. 

Lemma 2.9. For every pair of values $0 < \alpha_1 < \alpha_2 < \infty$, there exist a unique value $a > 0$ such that the equation (2.10) has one solution satisfying the boundary conditions $h'(0) = \frac{\alpha_1}{2\pi}$ and $h'(A) = -\frac{\alpha_2}{2\pi}$.

Equivalently, the lemma asserts that there exists a value $a$ such that the phase portrait of the system (2.11) has one solution curve that intersect the vertical axis $\{h = 0\}$ at $u(0) = \frac{\alpha_1}{2\pi}$ and $u(A) = -\frac{\alpha_2}{2\pi}$.

Proof. We can normalize the system by
\[
\begin{cases}
v = ah \\
w = au
\end{cases}
\]
so that on this coordinates the system becomes
\[
\begin{cases}
v' = w \\
w' = (w - \frac{1}{2})v
\end{cases}
\tag{2.19}
\]
This would be the same system as (2.18) with $a = 1$, which is indeed shown on Figure 2.2.

The system (2.19) has the following first integral,
\[
H(v, w) = v^2 - 2w - \ln|2w - 1|
\]
that is, the solution curves of the system are the level sets of $H$. Indeed, derivating $H(v(r), w(r))$ with respect to $r$,
\[
\frac{\partial}{\partial r} H(v, w) = 2vv' - 2w' - \frac{2w'}{2w - 1}
\]
\[
= 2vw - 2 \left( w - \frac{1}{2} \right) v \left( 1 + \frac{1}{2w - 1} \right)
= 0.
\]
The cone angle conditions are $\alpha_1 = \frac{2\pi w(0)}{a}$, $\alpha_2 = -\frac{2\pi w(A)}{a}$, while $v(0) = v(A) = 0$. Thus, the function $w$ evaluated at $0$ and $A$ satisfies
\[
H(0, w) = 2w + \ln|2w - 1| = C
\]
for some $C \in \mathbb{R}$. This is equivalent, via $2w - 1 = -y$ and $e^C = k$, to the equation
\[
|y| = ke^{y-1}
\tag{2.20}
\]
(cf. [Ham88]). Although not expressable in terms of elementary functions, this equation has three solutions for $y$, one for negative $y$ and two for positive $y$ (see Figure 2.3). The two positive solutions of (2.20) are the intersection of the exponential function $e^{y-1}$ with the line $\frac{1}{k}y$ with slope $\frac{1}{k}$. These two positive solutions are associated to a compact connected component of $H(v, w) = C$, whereas the negative solution is associated to a noncompact component of $H$ that represent noncompact soliton surfaces. The two
positive solutions of \((2.20)\) exist only when \(k \in (0, 1)\) and actually these two solutions are equal when \(k = 1\) and the line is tangent to the exponential function at \(y = 1\). These two solutions \(y_1, y_2\) of \((2.20)\) are therefore located on \((0, 1)\) and \((1, +\infty)\) respectively, and can be expressed as 
\[
y_1 = 1 - p, \quad y_2 = 1 + q
\]
with \(p, q \geq 0\). The two cone angles, having assumed \(\alpha_1 < \alpha_2\), are then expressed as 
\[
\alpha_1 = 2\pi h'(0) = 2\pi u(0) = \frac{2\pi w(0)}{a} = \frac{2\pi 1 - y_1}{a} = \frac{\pi}{a} p
\]
\[
\alpha_2 = -2\pi h'(A) = -2\pi u(A) = -\frac{2\pi w(A)}{a} = -\frac{2\pi 1 - y_2}{a} = -\frac{\pi}{a} q
\]
and their quotient is 
\[
\frac{\alpha_1}{\alpha_2} = \frac{p}{q}.
\]
Let \(\Psi : (0, 1) \rightarrow \mathbb{R}\) be the mapping 
\[
k \mapsto \Psi(k) = \frac{p}{q}.
\]
The function \(\Psi\) is injective and the quotient \(\Psi(k)\) ranges from 0 to 1 when varying \(k \in (0, 1)\). This is proven in [Ham88, Lem 10.7], we can visualize its graph in Figure 2.4. Therefore, for any pair of chosen angles \(\alpha_1 < \alpha_2\) there exist \(k = \Psi^{-1}(\alpha_1/\alpha_2)\), such that the equation \((2.20)\) has two positive solutions \(y_1, y_2\). This yields two values \(p = 1 - y_1\), \(q = y_2 - 1\), and finally we recover 
\[
a = \frac{\alpha_1}{\pi p} = \frac{\alpha_2}{\pi q}.
\]
This value makes the system \((2.11)\) and the equation \((2.10)\) to have the required solutions.
We summarize our discussion in the following theorem.

**Theorem 2.3.** The only complete shrinking gradient Ricci solitons on a surface \( M \) with curvature bounded below are:

- Spherical surfaces (including the round sphere and the round football solitons of constant curvature and two equal cone angles).
- The football and teardrop solitons, if \( M \) is compact and has one or two different cone points. These cone angles can be any real positive value.
- The smooth shrinking flat Gaussian soliton.
- The shrinking flat Gaussian cones.

### 2.5 Expanding solitons

We end our classification with the expanding solitons \((\epsilon = 1)\). The equation (2.10) and the system (2.11) are in this case

\[
h'' - ah' + \frac{h}{2} = 0 \tag{2.21}
\]

and

\[
\begin{align*}
h' &= u \\
u' &= (au + \frac{1}{2}) h.
\end{align*} \tag{2.22}
\]

The phase portrait of (2.22) is shown in Figure 2.5. We can rescale the system (2.22) with the change

\[
\begin{align*}
v &= ah \\
w &= au
\end{align*}
\]
so that on this coordinates the system becomes

\[
\begin{align*}
    v' &= w \\
    w' &= (w + \frac{1}{2})v
\end{align*}
\]

which is exactly the system (2.22) with \( a = 1 \). The phase portrait of this system is indeed shown on Figure 2.5. We will study the trajectories of the normalized system and next we will discuss the geometrical interpretation of each trajectory.

The system (2.23) has a critical point \((v' = w' = 0)\) at \((0, 0)\). It has an horizontal isocline \((w' = 0)\) at the line \(L = \{w = -\frac{1}{2}\}\), that is also an orbit solution, and hence no other trajectory can cross it. The vertical axis \(\{v = 0\}\) is also an horizontal isocline. The horizontal axis \(\{w = 0\}\) is, on the other hand, a vertical isocline \((v' = 0)\).

The linearization of the system (2.23) at the critical point \((0, 0)\) is

\[
\begin{pmatrix}
    v' \\
    w'
\end{pmatrix}
= \begin{pmatrix}
    0 & 1 \\
    w + \frac{1}{2} & v
\end{pmatrix}
\begin{pmatrix}
    v \\
    w
\end{pmatrix}.
\]

The matrix of the linearized system at the critical point is \(\begin{pmatrix}
    0 & 1 \\
    \frac{1}{2} & 0
\end{pmatrix}\), that has determinant \(-\frac{1}{2} < 0\) and hence the critical point is a saddle point. The eigenvalues of this matrix are \(\frac{1}{\sqrt{2}}\) and \(-\frac{1}{\sqrt{2}}\), with eigenvectors respectively

\[
\begin{pmatrix}
    \sqrt{2} \\
    1
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
    -\sqrt{2} \\
    1
\end{pmatrix}.
\]
These eigenvectors determine the two principal directions of the saddle point, from which four separatrix curves are emanating.

The system (2.23) has the following first integral,

\[ H(v, w) = v^2 - 2w + \ln |2w + 1| \]

that is, the solution curves of the system are the level sets of \( H \). Indeed, derivating \( H(v(r), w(r)) \) with respect to \( r \),

\[ \frac{\partial}{\partial r} H(v, w) = 2vv' - 2w' + \frac{2w'}{2w + 1} \]

\[ = 2vw - 2\left(w + \frac{1}{2}\right)v\left(1 - \frac{1}{2w + 1}\right) = 0. \]

From the system, and more apparently from the first integral, it is clear that the phase portrait is symmetric with respect to the axis \( \{v = 0\} \). We will only study then the trajectories on the right-hand half-plane \( \{v > 0\} \). Actually this restriction agrees with the geometric assumption of \( h > 0 \).

Let us consider a trajectory passing through a point in the quadrant \( \{v > 0, w > 0\} \). Then \( v' > 0 \) and \( w' > 0 \) and hence the curve moves upwards and rightwards. More carefully, as soon as \( v > \delta_1 > 0 \) and \( w > \delta_2 > 0 \), both derivatives are bounded below away from zero, \( v' > \delta_1 > 0 \) and \( w' > \delta_2 > 0 \), and therefore \( v \) and \( w \) tend to \( +\infty \). We can further evaluate the asymptotic behaviour from the first integral,

\[ \frac{v^2}{2w} - 1 + \frac{\ln |2w + 1|}{2w} = C' \]

We take the limit as \( r \to +\infty \) and since \( w \to +\infty \), we get that

\[ \lim_{r \to +\infty} \frac{v(r)^2}{2w(r)} = 1, \]

so the orbit approaches a parabola (the same parabolas of the steady case and asymptotic on the shrinking case).

We now inspect the separatrix \( S \) emanating (actually sinking) from the critical point at the direction \((\sqrt{2}, -1)\). The associated eigenvalue is \(-\sqrt{2}\) and hence the trajectory is approaching the saddle point (hence the sinking). The curve \( S \) lies in the \( w' > 0 \) region, and cannot cross the horizontal isocline \( L \). Therefore, the separatrix when seen backwards in \( r \) must be decreasing and bounded, and hence must approach a horizontal asymptote. This asymptote must be \( L \), since if the trajectory were lying in the region \( w' > \delta > 0 \) for infinite time, it would come from \( w = -\infty \), which is absurd since it cannot cross the isocline \( L \). Therefore, over this separatrix \( S \), \( v \to +\infty \) and \( w \to -\frac{1}{2} \) as \( r \to -\infty \).

Any trajectory lying above \( S \) will eventually enter in the upper right quadrant, and hence approach asymptotically the previously mentioned parabolas. This is clear since \( w' \) is positive and bounded below away from zero.
Let us study the trajectories below $S$. All these curves intersect the axis $\{v = 0\}$, and we can consider the origin of the $r$ coordinate as such that the intersection point with the axis occurs at $r = 0$. Then, the region of the curves parameterized by $r < 0$ lies in the $v > 0$ half-plane. Since the curves are below $S$, they lie in the lower right quadrant and hence $v' < 0$ and $v \to +\infty$ as $r \to -\infty$. If the curve lies over $L$, then $w' > 0$, and if it lies below $L$, then $w' < 0$. This means that the isocline is repulsive forward in $r$ and attractive backwards in $r$. Therefore any curve lying below $S$ will have an asymptote as $r \to -\infty$ and as before this must be the isocline $L$, that is, $v \to +\infty$ and $w_0 \to -\frac{1}{2}$ as $r \to -\infty$.

Let us comment about the domain of $r$. We have stated that the trajectories below $S$ are parameterized for $r \in (-\infty, 0]$, although a priori it could be $r \in (-M, 0]$ for some maximal $M$ (and hence $v \to +\infty$ as $r \to -M$, and these would represent noncomplete metrics). This is not the case, since the trajectories are approaching $v' = -\frac{1}{2}$, and hence $v'$ is bounded ($|v'| < 1$ for $r$ less than some $r_0 < 0$), so $v$ cannot grow to $+\infty$ for finite $r$-time.

Finally, let us study the separatrix $S$ itself. This curve is parameterized by $r \in \mathbb{R}$, and $(v, w) \to (0, 0)$ as $r \to +\infty$ and $(v, w) \to (+\infty, -\frac{1}{2})$ as $r \to -\infty$ (this follows from the Grobman-Hartman theorem in the end near the saddle point, and from the asymptotic $L$ on the other end). We can give a more detailed description of the asymptotics. As $r \to -\infty$, we know that $w_0 \to -\frac{1}{2}$, this is

$$\frac{v'}{-\frac{1}{2}} = 1.$$  

Then, applying the l’Hôpital rule,

$$\frac{v}{-\frac{1}{2}r} = 1,$$

or $v(r) \sim -\frac{1}{2}r$ as $r \to -\infty$. This is valid for all the trajectories asymptotic to the horizontal isocline. Similarly, as $r \to +\infty$, we know that $v, w \to 0$, but furthermore we know that their quotient tends to the slope of the eigenvector determining the separatrix, i.e.

$$\frac{v}{w} = \frac{v'}{v} = -\frac{1}{\sqrt{2}},$$

which is to say

$$\lim_{r \to +\infty} \frac{v'}{v} = -\sqrt{2}.$$

Then, by l’Hôpital rule,

$$\lim_{r \to +\infty} \frac{\ln v'}{-\sqrt{2}} = \lim_{r \to +\infty} \ln v = 1,$$

this is, $v(r) \sim e^{-\sqrt{2}r}$ as $r \to +\infty$. 


At this point we have established all the important features of the phase portrait in Figure 2.5. With the unnormalized system, in coordinates \((h, u)\), the phase portrait is just a scaling of the one in Figure 2.5 by the factor \(a\), and thus the horizontal isocline \(L\) is at \(\{u = -\frac{1}{2a}\}\). We now give the geometric interpretation of each trajectory.

All the trajectories above \(S\) have solutions with unbounded positive \(w\). This means that the Gaussian curvature of the associated metric \(K = -(au + \frac{1}{2}) = -(w + \frac{1}{2})\) is not bounded below, and we will discard them.

All the trajectories below the separatrix \(S\) have bounded \(w\) and therefore bounded curvature on the associated metric. More specifically, the curves above the isocline \(L\) will give metrics with negative curvature, and curves below \(L\) will give metrics with positive curvature. These curves will intersect the \(\{h = 0\}\) axis at \(b < 0\), and the associated metric will have a cone point of angle \(\beta = -2\pi b\) at the point of coordinate \(r = 0\). On the other end, the function \(h(r)\) is asymptotic to \(-\frac{1}{2a}r\) (recall that the parameter is \(r \in (-\infty, 0]\)) and the metric will be asymptotic to the wide part of a flat cone of angle \(\alpha = \frac{\pi}{a}\).

We call these solitons the \(\alpha\beta\)-cone solitons. These solitons have positive curvature if \(\alpha < \beta\) (\(b < -\frac{1}{2a}\)) and negative if \(\alpha > \beta\) (\(b > -\frac{1}{2a}\)). In the case \(\alpha = \beta\) (\(b = -\frac{1}{2a}\)) we are in the case of the isocline \(L\). This line \(h' = u = -\frac{1}{2a}\), has as solution the parameterization

\[
h(r) = -\frac{1}{2a}r + C
\]

which represents a flat expanding Gaussian cone soliton, with cone angle \(\frac{\pi}{a}\). The special case \(a = \frac{1}{2}\) yields a smooth metric at \(r = 0\), thus we have a flat metric on the plane known as the flat expanding Gaussian soliton.

Other remarkable cases are those with \(\beta = 2\pi\) (\(b = -1\)), because the cone point at the apex is now blunted and the surface is smooth (we can check from equation (2.21) that all even-order derivatives vanish at \(r = 0\)), we call them the blunt \(\alpha\)-cone solitons. The angle \(\alpha\) may be less or greater than \(2\pi\) and the curvature is positive or negative respectively. However, only the first case can be embedded symmetrically in \(\mathbb{R}^3\). The existence of this family was described by a different method by H.-D. Cao in [Cao97] in the context of Kähler-Ricci solitons.

We interpret now the separatrix \(S\). This is the limiting case as the angle \(\beta\) tends to zero. In this case the parameter \(r\) is not on \((-\infty, 0]\) but on the whole \(\mathbb{R}\) and thus \(h(r)\) defines a smooth complete metric on the cylinder. As \(r \to +\infty\), the function \(h(r)\) is asymptotic to \(\frac{1}{a}e^{-\sqrt{2r}}\), that defines a hyperbolic metric of constant curvature \(-2\). This hyperbolic metric on a cylinder is called a hyperbolic cusp. The separatrix \(L\) represents a soliton metric that approaches the thin part of a hyperbolic cusp in one end, and the wide part of a flat cone on the other. There is still freedom to set the angle \(\alpha\), and we call these the cusped \(\alpha\)-cone solitons.
Finally, there is still one more family of two-dimensional gradient solitons, namely the universal cover of the cusped $\alpha$-cones. These solitons are metrics on $\mathbb{R}^2$ locally isometric to the cusped cones. These solitons are not rotationally symmetric, but translationally symmetric, i.e. there is not a $S^1$ group but a $\mathbb{R}$ group acting by isometries. The plane $\mathbb{R}^2$ with any of this metrics has a fixed direction (given by $\text{grad } f$) such that a straight line following this direction (that is also a geodesic of the soliton metric) transits gradually from a region of hyperbolic curvature on one end to a region of flat curvature on the other. Any translation on the direction perpendicular to $\text{grad } f$ (this is, in the direction of $J(\text{grad}(f))$) is an isometry on these metrics. We call these flat-hyperbolic soliton planes.

We summarize our discussion in the following theorem.

**Theorem 2.4.** The only complete expanding gradient Ricci solitons on a surface $\mathcal{M}$ with curvature bounded below are:

- Hyperbolic surfaces (possibly with cone angles).
- The $\alpha \beta$-cone solitons, for every pair of cone angles $\alpha, \beta > 0$.
- The smooth complete blunt $\alpha$-cones, that are $\alpha \beta$-cones with $\beta = 2\pi$.
- The smooth expanding flat Gaussian soliton.
- The expanding flat Gaussian cones.
- The smooth cusped $\alpha$-cone in the cylinder.
- The flat-hyperbolic solitons on the plane, that are universal coverings of the cusped cones.

### 2.6 Gallery of embedded solitons

Just for aesthetics, we can embed some of the solitons we described into $\mathbb{R}^3$ and visualize them numerically as surfaces with the inherited metric from the ambient Euclidean space. If we want to keep the rotational symmetry apparent, however, we cannot embed into $\mathbb{R}^3$ a cone point of angle greater than $2\pi$, and we cannot embed a rotational surface whose parallels have length $L = 2\pi h(R)$ if $R < \frac{L}{2\pi}$.

In order to do this, we use the metric in polar coordinates $(r, \theta) \in [0, A] \times [0, 2\pi]$,

$$dr^2 + h(r)^2 d\theta^2.$$

We recall that $r$ is the arc parameter of the $\{\theta = \text{cst}\}$ curves (meridians), and that the $\{r = \text{cst}\}$ curves (parallels) are circles of radius $h(r)$ parameterized by $\theta \in [0, 2\pi]$. Therefore, we can use the $h, \theta$ as polar coordinates on the plane, and find an appropriate third coordinate $z$ (height). When we put the stacked parallels of radius $h(r)$ at height $z(r)$, we obtain a rotational surface whose meridians have length parameter $r$. Thus,

$$dr^2 = dh^2 + dz^2.$$
or equivalently
\[ \frac{dz^2}{dr^2} = 1 - \frac{dh^2}{dr^2} \]

which defines \( z = z(r) \) as satisfying
\[ (z')^2 = 1 - u^2 \]

with the convention that \( h' = u \). Hence, to obtain an embedded surface satisfying the soliton system (2.11) it is sufficient to integrate the first order vector ODE
\[
\begin{aligned}
    h' &= u \\
    u' &= (au + \frac{\epsilon}{2})h \\
    z' &= \sqrt{1 - u^2}
\end{aligned}
\]

with initial conditions \( h(0) = 0, u(0) = b, z(0) = 0 \). Once obtained a numerical solution for \( h(r), u(r) \) and \( z(r) \), we can fix a value \( A > 0 \) and then plot the set of points
\[ \{(h(r) \cos \theta, h(r) \sin \theta, z(r)) \in \mathbb{R}^3 \mid r \in [0, A] , \ \theta \in [0, 2\pi] \}. \]

Next we show some embedded solitons. These were obtained with the following Maple code:

```maple
> epsilon:=1; a:=1; b:=-1; A:=10;
> sys:= diff(h(r),r)=u(r), diff(u(r),r)=(a*u(r)+epsilon/2)*h(r),
    diff(z(r),r)=sqrt(1-u(r)^2):
> fns:= dsolve( {sys , h(0)=0, u(0)=b, z(0)=0}, numeric, output=listprocedure):
> hh:=rhs(fns[2]): uu:=rhs(fns[3]): zz:=rhs(fns[4]):
> plot3d([hh(r)*cos(theta), hh(r)*sin(theta),zz(r)],
    r=0..A, theta=0..2*Pi, scaling=constrained,grid=[40,40]);
```
2. Gradient Ricci solitons on smooth and cone surfaces

Figure 2.6: Hamilton’s cigar soliton. 
\((\epsilon = 0, a = 1, b = -1)\)

Figure 2.7: A cone-cigar soliton with cone angle 180°. 
\((\epsilon = 0, a = 1, b = -0.5)\)

Figure 2.8: A football soliton with cone angles 108° and 183.38°. 
\((\epsilon = -1, a = 1, b = 0.3, A = 4.56)\)

Figure 2.9: A teardrop soliton with cone angle 169.36°. 
\((\epsilon = -1, a = 0.8, b = -1, A = 4.68)\)
2.6. Gallery of embedded solitons

Figure 2.10: An $\alpha\beta$-cone soliton with asymptotic cone angle $\alpha = 240^\circ$ and vertex cone angle $\beta = 90^\circ$. Note that the curvature is negative since $\alpha > \beta$. ($\epsilon = 1, a = 0.75, b = -0.25$)

Figure 2.11: An $\alpha\beta$-cone soliton with asymptotic cone angle $\alpha = 180^\circ$ and vertex cone angle $\beta = 306^\circ$. Note that the curvature is positive since $\alpha < \beta$. ($\epsilon = 1, a = 1, b = -0.85$)

Figure 2.12: A blunt $\alpha$-cone soliton with asymptotic cone angle $\alpha = 180^\circ$. ($\epsilon = 1, a = 1, b = -1$)

Figure 2.13: A cusped $\alpha$-cone soliton with asymptotic cone angle $\alpha = 180^\circ$. ($\epsilon = 1, a = 1, \text{separatrix } S (b \approx 0)$)
Uniformization of smooth surfaces

Hamilton’s work on surfaces [Ham88] is representative of several techniques and difficulties that one finds on the Ricci flow. For the normalized Ricci flow on surfaces, Hamilton easily proved the convergence of the flow to a metric of constant curvature in the cases where the surface satisfies $\chi \leq 0$. The main tools for this results are more or less involved computations of the evolution of the desired quantities, and applications of the maximum principle. The case of the sphere ($\chi > 0$) was more reluctant. In this case the evolution of the quantities is more subtle and several opposite effects are competing. Hamilton proved the convergence to a metric of constant positive curvature under the additional assumption of initial positive curvature everywhere. He developed two techniques in order to prove this: a Harnack inequality and a monotone entropy. These quantities involve higher order derivatives of the metric and hence a more precise control of the evolution. Later, Chow [Cho91b] was able to remove the additional assumption modifying the entropy formula. This difficulty for the convergence of the Ricci flow in this case somehow reflects that unnormalized Ricci flow develops an infinite-curvature singularity, whereas this does not happen in non-positive Euler characteristic.

One of the main advances in Perelman’s work is the successful use of a blow-up technique for analyzing the singularities. Perelman [Per02] works in the scope of three-manifolds, but some techniques work in any dimension. While the blow-up technique had been proposed by Hamilton and others for three-manifolds, Perelman’s concept of $\kappa$-noncollapsing and the control of this property is the key to classify all singularities by means of the models called $\kappa$-solutions. These $\kappa$-solutions are limits of rescalings of the evolving manifold at points of exploding curvature, and thus give local information of the manifold in a neighbourhood of the singularity at the singular time. Perelman gave an enumeration of all three-dimensional $\kappa$-solutions, that allowed him to go on to a surgery process of the manifold.

Perelman’s method works in dimension two. The main difference is that the only $\kappa$-solution in dimension two is the shrinking round sphere, that is compact. This fact is essential, since a $\kappa$-solution arises as a limit of dilations. If the limit of rescalings
of a manifold is compact, then the limit is not only a local model, but a global one. Hence, a sphere evolving with the unnormalized Ricci flow converges to a *round point*, and therefore under the normalized Ricci flow converges to the round sphere.

In this chapter we present briefly the details of this argumental line of proving the uniformization of surfaces. Our purpose in Chapter 4 will be to modify the appropriate points of this argument to adapt to the cone surfaces setting. Therefore, we will survey quickly most parts, while paying more attention to those that will require modifications.

The chapter is organized as follows. In Section 3.1 we review the main arguments in Hamilton’s article [Ham88], especially the part dealing with the case \( \chi \leq 0 \). Then we stop the discussion of surfaces, and in Section 3.2 we review the techniques of maximum principles and Harnack inequalities, applied to Ricci flow in two and in \( n \) dimensions, due to S.-T. Yau [LY86] and Hamilton [Ham88], [Ham93]. These results are essential to Perelman’s work. In Section 3.3 we begin the discussion of the singularities of the Ricci flow, and the technique of parabolic rescalings. We also introduce the \( \kappa \)-noncollapsing property of Perelman, that is the key property to successfully apply a blow-up by parabolic rescalings. In Section 3.4 we review the sophisticated Noncollapsing Theorem of Perelman, that ensures that the noncollapsing property is essentially preserved along the flow. Once we can apply a rescaling blow-up to a singularity of the flow, the limit that we obtain is a so-called \( \kappa \)-solution. In Section 3.5 we review the properties of \( \kappa \)-solutions. In Section 3.6 we come back to the discussion of the flow on surfaces, and we show the classification of all \( \kappa \)-solutions in dimension two. This is a classification of all possible models of infinite-curvature singularities, and the only possible case in this classification is the shrinking round sphere. On surfaces with \( \chi > 0 \) the Ricci flow must develop an infinite-curvature singularity, and therefore the flow converges, up to rescaling, to a round sphere.

### 3.1 Hamilton’s Ricci flow on smooth surfaces

We survey in this section the original work of Hamilton for Ricci flow on surfaces, [Ham88]. In this section we will use the normalized Ricci flow as in Hamilton’s article,

\[
\frac{\partial}{\partial \ell} g = (r - R)g
\]

with \( g(0) = g_0 \), where \( r \) is the average scalar curvature, a constant defined by

\[
r = \frac{\int R \, d\mu}{\int d\mu} = \frac{4\pi \chi(\mathcal{M})}{\text{Area}(\mathcal{M})}
\]

that depends on the topology by Gauss-Bonnet theorem. This normalization is a time-dependent rescaling so that the area of the compact surface is kept invariant. As we will see, this has the advantage that the flow is defined for all time, given any initial metric, and therefore no singularities appear on this flow. The standard (unnormalized) Ricci flow develops singularities in the case of positive Euler characteristic (so \( r > 0 \)), i.e. on the sphere. The normalized Ricci flow avoids this problem, but the study in the case
of the sphere is much more complicated than on the nonpositive cases. We first review
the easier cases of $\chi(M) \leq 0$, and the general arguments of maximum principles. Later
we sketch Hamilton’s argument for the case $R > 0$ and Chow’s completion for the case
$r > 0$ [Cho91b]. We propose a different way for the case $r > 0$ using Perelman’s analysis
of the singularity models and therefore we will not discuss it in great detail. However,
some techniques we use in Chapter 4 follow closely Hamilton’s, so it is worth to review.

First attempt to gain some information of the flow is computing the evolution of
the (scalar) curvature and applying the maximum principle (see Section 3.2 below).

**Theorem 3.1 (Ham88, Sec 3).** The evolution of the scalar curvature for the normalized
Ricci flow is

$$\frac{\partial}{\partial t} R = \Delta R + R^2 - r R$$

and therefore:

- If $R \geq 0$ at $t = 0$, then it remains weakly positive for all time.
- If $R \leq 0$ at $t = 0$, then it remains weakly negative for all time.
- If $-C < R < -\epsilon < 0$ at $t = 0$, then

$$re^{-\epsilon t} \leq r - R \leq Ce^{\epsilon t}.$$  

- If $R < 0$, then the metric is defined for all time and converges exponentially fast
to a metric of constant negative curvature.

In the case of $R > 0$ somewhere, the inequalities are set in the wrong direction and
we cannot get useful estimates as in the case $R < 0$ everywhere. This precludes the
difficulty due to the positive curvature. To obtain better results, we need to introduce
another ingredient: gradient solitons. For the normalized Ricci flow there are no distinc-
tions between shrinking, steady or expanding solitons, since the area is fixed and
therefore no homothetic factor applies. The soliton equation for the normalized Ricci
flow is

$$\text{Hess} f - \frac{1}{2}(R - r) g = 0 \quad (3.1)$$

where $f$ is a potential function such that the metric evolves by diffeomorphisms induced
by $\nabla f$. If the Ricci flow is not a gradient soliton, there is no such function $f$ satisfying
the soliton equation, but we can always solve the traced equation. The potential $f$ of
a Ricci flow is the solution of

$$\Delta f = R - r$$

normalized to have mean value zero, $\int f = 0$ (see Section 3.6). Then we define the
soliton quantity

$$M := \text{Hess} f - \frac{1}{2}(R - r) g = \text{Hess} f - \frac{1}{2}\Delta f \ g$$
which is the “traceless Hessian” of $f$, and vanishes iff the flow is a soliton. We also define

$$h = \Delta f + |\nabla f|^2$$

that helps controlling $R = h + |\nabla f|^2 + r \leq h + r$.

**Theorem 3.2.** The evolution of $h$ for the normalized Ricci flow is

$$\frac{\partial}{\partial t} h = \Delta h - 2|M|^2 + rh$$

and therefore:

- If $h \leq C$ at $t = 0$, then $h \leq C e^{rt}$ for all time.
- For any initial metric, there is a constant $C$ such that

$$-C \leq R \leq Ce^{rt} + r.$$  

- For any initial metric, the normalized Ricci flow has solution for all time $t \in [0, +\infty)$
- If $r < 0$, then the metric converges exponentially fast to a metric of constant negative curvature.

This proves the uniformization theorem for the case $\chi < 0$. The case $r = \chi = 0$ can be solved by similar techniques applying the maximum principle to the evolution of several other quantities, such as $|\nabla f|^2$ and $\nabla R$ (this argument is in the style of Bernstein-Bando-Shi estimates, and is different from Hamilton’s original, see for instance [CK04, Sec 5.6]).

The case $r > 0$ turned out to be much harder. The argument, roughly speaking, is just applying once again the maximum principle to the quantity $|M|^2$.

**Theorem 3.3.** The evolution of $|M|^2$ for the normalized Ricci flow is

$$\frac{\partial}{\partial t}|M|^2 = \Delta |M|^2 - 2|\nabla M|^2 - 2R|M|^2$$

and therefore:

If $R \geq c > 0$, then $|M|^2 \leq C e^{-ct}$ for all time.

This implies that the metric converges exponentially fast to a soliton metric. Together with a classification of solitons (all gradient solitons on a smooth compact surface have constant curvature), this yields the convergence to a round sphere. The main issue, however, is proving the positive lower bound for the curvature that is required.

Hamilton proved the case $R > 0$, developing a Harnack inequality and an entropy quantity. This allows to prove that after some time there exists the desired positive lower bound for the curvature. Although at the end Harnack inequalities are no more than applications of the maximum principle, they involve higher order derivatives of
the quantities involved. Heuristically, in the case $R < 0$ it suffices to watch at the distribution of the curvature, but in the case $R > 0$ one needs to look also at the distribution of the convexity of the curvature to guess how it will evolve. This allows to compare the curvature at different points and different times. Finally, the case $r > 0$ was proved by B. Chow, [Cho91b], using a modified version of the Harnack inequality and a modified entropy.

The details for all the proofs can be found in the original articles [Ham88], [Cho91b], or in the reference book [CK04, Ch 5] with some variations. We won’t survey on these proofs, since we propose an alternative path using Perelman’s technique. However, we review the Harnack inequalities in the next section since we will need them.

### 3.2 Maximum principles and Harnack inequalities

Under the name of maximum principles (for parabolic equations) there is a whole family of theorems sharing a common “principle”, including the so-called Harnack inequalities. Hamilton made a strong use of these principles, and developed some new ones. It is not our purpose to develop all the proofs, but we will give a brief survey on these theorems since there is an important modification when adapting maximum principles from smooth to cone surfaces.

The fundamental idea is the fact that one has knowledge of space derivatives on a maximum (or minimum) point, and this restricts the time derivative on the function on that same point, locally. One of the easiest maximum principles is the following.

**Lemma 3.1.** Let $\mathcal{M}$ be a closed Riemannian manifold, and let $f : \mathcal{M} \times [0, T] \to \mathbb{R}$ satisfy
\[
\frac{\partial}{\partial t} f \leq \Delta f + (X(t), \nabla f)
\]
and $f(x, 0) = f_0$, for some function $f_0$ and some vector field $X(t)$. Then the space maximum of $f$, $\max f(\cdot, t)$ is decreasing (nonstrictly) in $t$.

**Proof.** Suppose that the maximum of $f$ at time $t_0$ occurs at a point $(x_0, t_0)$. Since $x_0$ is interior to $\mathcal{M}$ (it is closed), the Laplacian is nonpositive, and the gradient is null. Therefore, the derivative in time of $f$ at the maximum point $(x_0, t_0)$ is nonpositive, and hence the maximum cannot increase. \qed

A more refined version of the principle includes a “reaction” term, that controls how much the function can grow.

**Lemma 3.2.** Let $\mathcal{M}$ be a closed Riemannian manifold, and let $f : \mathcal{M} \times [0, T] \to \mathbb{R}$ satisfy
\[
\frac{\partial}{\partial t} f \leq \Delta f + (X(t), \nabla f) + F(f, t)
\]
suppose that $\phi : [0, T] \to \mathbb{R}$ is the solution of
\[
\begin{cases}
\frac{\partial \phi}{\partial t} = F(\phi(t), t) \\
\phi(0) = \alpha
\end{cases}
\]
Suppose also that \( f(x,0) \leq \alpha \), then \( f(x,t) \leq \phi(t) \) for all \( t \in [0,T] \).

Harnack inequalities are elaborated uses of the maximum principle. Most times, these theorems are used to control the value of the evolving function at different points and at different times. We illustrate this first with Yau’s Harnack inequality ([LY86], see [Ham88, Thm 6.1]).

**Theorem 3.4** (Harnack inequality for manifolds). Let \( M \) be a closed Riemannian manifold with nonnegative Ricci curvature, and let \( f : M \times [0,T] \to \mathbb{R} \) be a solution of the heat equation
\[
\frac{\partial f}{\partial t} = \Delta f
\]
such that \( f > 0 \) everywhere. Then,

1. the function \( L = \ln f \) satisfies
\[
\Delta L \geq -\frac{n}{2t}
\]

2. For any two points \( x_1, x_2 \in M \) and any two times \( 0 < t_1 < t_2 \),
\[
f(x_1,t_1)^{n/2} \leq f(x_2,t_2)^{n/2} e^{A/4}
\]
where \( A = \frac{\text{dist}(x_1,x_2)^2}{t_2-t_1} \).

**Sketch of the proof.** From the evolution equation for the function \( f \) we deduce the evolution of the function \( Q = \Delta L \) involving second derivatives of \( f \) (roughly speaking, we compute the evolution of the convexity of \( f \)):
\[
\frac{\partial Q}{\partial t} = \Delta Q + 2\langle \nabla Q, \nabla L \rangle + 2 \text{Ric}(\nabla L, \nabla L) + 2|\nabla^2 L|^2.
\]
\[
\geq \Delta Q + 2\langle \nabla Q, \nabla L \rangle + \frac{2}{n} Q^2
\]
The curvature appears when commuting covariant derivatives, and we use the curvature bound for the inequality. We apply the maximum (minimum) principle to this new equation to obtain the inequality \( Q \geq -\frac{n}{2t} \) of the first statement. The argument is concluded by integrating this inequality along a geodesic \( \gamma \) joining the two points with an arc-parameter proportional to time,
\[
L(x_2,t_2) - L(x_1,t_1) = \int_{t_1}^{t_2} \frac{dL(\gamma(t),t)}{dt} \, dt = \ldots \geq -\frac{n}{2} \ln \left( \frac{t_2}{t_1} \right) - \frac{A}{4}
\]
and exponentiating. \( \square \)

Following the same pattern, Hamilton developed in [Ham88] a Harnack inequality for Ricci flow on surfaces. The main difference with respect to the previous Harnack theorem is that now the metric is evolving. This was one of the key tools for the
convergence of the flow in the case of the sphere. A few years later, Hamilton developed a great generalization of the Harnack inequality for Ricci flow in any dimension [Ham93], known as Hamilton’s matrix Harnack inequality for the Ricci flow. This requires handling the evolution of tensor quantities and applying maximum principles to them. Stated in index-notation, it is the following.

**Theorem 3.5** (Harnack inequality for Ricci flows). Let \((\mathcal{M}, g(t))\) be a complete Ricci flow on an open or closed manifold, with

\[
R_m \geq 0
\]

for \(t \in [0, T]\). Let

\[
P_{ijk} = \nabla_i R_{jk} - \nabla_j R_{ik}
\]

and

\[
M_{ij} = \Delta R_{ij} - \frac{1}{2} \nabla_i \nabla_j R + 2 R^l_{ki} R^i_l - R^k_l R^i_l + \frac{1}{2t} R_{ij}.
\]

For any one-form \(W^i\) and any 2-form \(U^{ij}\), let

\[
Z = M_{ij} W^i W^j + 2 P_{kij} U^{ki} W^j + R_{ijkl} U^{ij} U^{kl}
\]

Then,

\[
Z \geq 0.
\]

**Sketch of the proof.** The structure of this theorem is similar to the previous Harnack inequalities. The source for obtaining \(Z\) is picking originally an evolving quantity, that we choose to be

\[
S = \text{Ric} + \text{Hess} f + \frac{1}{2t} g
\]

which is precisely the quantity that vanishes iff the Ricci flow is a gradient soliton (shrinking or expanding). This is a tensor quantity, we compute a second covariant derivative, and after some commuting and contracting we get the quantity \(Z\). Then we compute again the evolution of \(Z\) and the resulting equation is suitable to apply the maximum principle to get \(Z \geq 0\). This statement is useful as it is, but one could continue the analogous proof and integrate the quantity \(Z\) along a geodesic path to get some results about \(S\) and comparing \(R\) on different spacetime points [Ham93, Cor 1.3].

In order to apply the maximum principle to \(Z\), the argument [Ham93, Sec 5] consists on creating a barrier function \(\hat{Z}\) that is very positive if \(t \to 0\) or if the point tends to infinity in space, if the manifold is not compact. The barrier function is

\[
\hat{Z} = \hat{M}_{ij} W^i W^j + 2 \hat{P}_{kij} U^{ki} W^j + \hat{R}_{ijkl} U^{ij} U^{kl}
\]

where

\[
\hat{M}_{ij} = M_{ij} + \frac{1}{t} \varphi \ g_{ij}
\]

and

\[
\hat{R}_{ijkl} = R_{ijkl} + \frac{1}{2} \psi \ (g_{ik} g_{jl} - g_{ij} g_{kl})
\]

for suitable chosen functions \(\varphi\) and \(\psi\). \(\square\)
These functions are given by the following lemma [Ham93, Lem 5.2].

**Lemma 3.3.** For any $C, \eta > 0$ and any compact set $K$ in space-time, we can find functions $\psi = \psi(t)$ and $\varphi = \varphi(x,t)$ such that

1. $\delta \leq \psi \leq \eta$ for some $\delta > 0$, for all $t$;
2. $\epsilon \leq \varphi \leq \eta$ on the compact set $K$ for some $\epsilon > 0$, for all $t$. Furthermore, $\varphi(x,t) \to \infty$ if $x \to \infty$, i.e. the sets $\{x \mid \varphi(x,t) < M\}$ are compact for all $t$ and all $M$;
3. $\frac{\partial \varphi}{\partial t} > \Delta \varphi + C\varphi$;
4. $\frac{\partial \psi}{\partial t} > C\psi$;
5. $\varphi \geq C\psi$.

When we deal with cone surfaces, this is the only point on Hamilton’s argument that will require a modification: a maximum principle with a barrier on the cone points.

The quantity $Z$ involved in Hamilton’s matrix Harnack is a 3-tensor quantity applied to some 1-form and 2-form. A useful consequence is an inequality obtained tracing two of the indices [Ham93, Cor 1.2].

**Theorem 3.6 (Traced Harnack inequality for Ricci flows).** Let $(\mathcal{M},g(t))$ be a complete Ricci flow on an open or closed manifold, with $Rm \geq 0$ for $t \in [0,T]$. Then, for any vector field $X$,

$$H(X) = \frac{\partial R}{\partial t} + \frac{1}{t} R + 2(\nabla R, X) + 2 \text{Ric}(X, X) \geq 0.$$ 

Let us remark that from the construction of the quantity $Z$, the inequalities in Theorems 3.5 and 3.6 turn into equalities when the Ricci flow is an homothetic soliton.

### 3.3 Singularities of the Ricci flow and $\kappa$-noncollapse

Singularity formation is a phenomenon that may occur in the long time behaviour of the $n$-dimensional Ricci flow. Roughly speaking, the only obstruction to continue the evolution of the Ricci flow further in time is the appearance of points with infinite curvature in finite time $T$, so the Ricci curvature term in the flow equation becomes undefined and the equation has no further solution for $t = T$. The theorem for smooth flows is the following ([Ham95b, Thm. 8.1], see also [Top06, Sec 5.3]).

**Theorem 3.7.** Let $\mathcal{M}$ be a smooth closed $n$-manifold, and $g(t)$ a Ricci flow on a maximal time interval $[0,T)$ and $T < \infty$, then

$$\sup_{\mathcal{M}} |Rm|(\cdot,t) \to \infty$$

as $t \to T$. 
Sketch of the proof. By contradiction, suppose that the curvature remains bounded for all \( t \in [0, T) \). We pick a sequence \( t_i \rightarrow T \), and we construct the sequence of metrics \( g_i = g(t_i) \). We will see that the metric tensor and all its derivatives are bounded. Then, by the compactness theorems (e.g Arzelà-Ascoli in the smooth case), the sequence \( g_i \) converges to a smooth metric \( g(T) \). Once the flow has been extended smoothly to a metric in \( g(T) \), the flow can be further extended using \( g(T) \) as the initial condition by the short time existence results, thus contradicting the assumption.

It is an immediate consequence from the flow equation, that if the Ricci curvature is bounded, then the distortion of the metric is bounded for finite time. Namely, if \( g(t) \) is a Ricci flow on \( M \times [0, s] \) and \( |\text{Ric}| < M \), then

\[
e^{-2Mt} g(0) \leq g(t) \leq e^{2Mt} g(0)
\]

for all \( t \in [0, s] \). This implies that if the curvature is bounded in \( M \times [0, T) \), then the metric can be continuously extended to a metric in \( t = T \). In order to prove that this extension can be done smoothly, one needs to apply Shi’s estimates (see [Shi89], see also [CK04, Ch 7]), namely, if \( |\text{Rm}| < M \) in \( t \in [0, T] \), then

\[
\left| \frac{\partial}{\partial t} \nabla^k \text{Rm} \right| \leq C(l, k, M, T, n)
\]

for \( t \in [T/2, T] \). It also can be applied a local Shi’s estimate, where the hypothesis applies in a ball of radius \( r \) and the thesis in a ball of radius \( r/2 \), with a constant \( C = C(l, k, M, T, n, r) \).

In the case of surfaces, there is a simple argument that ensures that any sphere evolving with the Ricci flow develops a singularity in finite time.

**Lemma 3.4.** Let \((M^2, g(t)), g(0) = g_0\), be a Ricci flow on a surface with \( \chi(M) > 0 \), defined on a maximal time interval \([0, T)\). Then \( T < \infty \).

**Proof.** Computing the evolution of the area of the surface, we obtain

\[
\frac{d}{dt} \text{Area}(M) = \int_M \frac{d}{dt} d\mu = \int_M -R \, d\mu = -4\pi \chi(M)
\]

and since \( \chi(M) > 0 \), the area or \( M \) is a decreasing linear function of \( t \).

\[
\text{Area}(M) = -4\pi \chi(M) \, t + \text{Area}(g(0)).
\]

Therefore there is a singular time when the area collapses to zero (or earlier).

A priori there could be a singular time before the area goes to zero, with an isolated point of infinite curvature. We will see that this is not the case, and at the singular time all the surface tends to a point while approaching constant curvature (a *round point*).
A useful technique for analyzing this infinite-curvature is parabolic rescaling. A parabolic rescaling is a transformation of the evolving metric into the form
\[ g(t) \mapsto \lambda^2 g(t) = \tilde{g}(t). \]

It is of interest because if \( g(t) \) is a Ricci flow, then so is \( \tilde{g}(t) \). Besides, distances get multiplied by \( \lambda \), time gets multiplied by \( \lambda^2 \) and scalar curvature gets divided by \( \lambda^2 \). The idea is to pick a sequence \( \{\lambda_i\}_{i \in \mathbb{N}} \), and construct a sequence of rescaled pointed Ricci flows keeping the curvature bounded. The hope is to find a convergent subsequence of these pointed flows, using techniques of classes (spaces) of manifolds, and compactness theorems for classes of manifolds. If this process of iterated rescalings is successful and we obtain a limit, we call this a blow-up of the singularity. In Appendix A we will develop equivalent compactness theorems for the case of cone surfaces and flows, that we will use in Chapter 4.

The compactness theorems for classes of manifolds we consider usually need as a hypothesis a control of the injectivity radius of the manifold. This allows one to consider the sequence of manifolds as a sequence of metrics on a fixed chart, with its coordinate functions defined over a fixed open subset of \( \mathbb{R}^n \).

We begin by recalling the Riemannian fact of the equivalence, under bounded curvature, of controlling volume or injectivity radius. (Cf. [BBI01, Thm 10.6.8] and [CGT82, Thm 4.3])

**Proposition 3.1.** Let \((\mathcal{M}^n, g)\) be a smooth Riemannian \( n \)-manifold and \( p \in \mathcal{M} \). Pick an \( r > 0 \) such that
\[ |Rm(x)| \leq r^{-2} \forall x \in B(p, r) \]
Then for all \( c_1 > 0 \) exists \( c_2 > 0 \) (only depending on \( c_1 \) and \( n \)) such that
\[ \frac{\text{inj}(p)}{r} \geq c_1 \quad \Rightarrow \quad \frac{\text{Vol}(B(p, r))}{r^n} \geq c_2. \]

Conversely, for all \( c_2 > 0 \) exists \( c_1 > 0 \) (only depending on \( c_2 \) and \( n \)) such that
\[ \frac{\text{Vol}(B(p, r))}{r^n} \geq c_2 \quad \Rightarrow \quad \frac{\text{inj}(p)}{r} \geq c_1. \]

Note that all quantities involved on this proposition, \( Rm \), \( \text{inj} \), \( \text{Vol} \), are scale-invariant. Using this proposition, we can focus on controlling the volume, instead of the more elusive injectivity radius. This motivates the definition of the \( \kappa \)-noncollapsed property by Perelman.

**Definition 3.1 (\( \kappa \)-noncollapsed manifold).** Let \( \kappa, \rho > 0 \). A Riemannian manifold \((\mathcal{M}^n, g)\) is \( \kappa \)-noncollapsed at scale \( \rho \) in \( p \in \mathcal{M} \) if \( \forall r < \rho \) it is satisfied that
\[ |Rm|(x) \leq \frac{1}{r^2} \forall x \in B(p, r) \quad \Rightarrow \quad \frac{\text{Vol}(B(p, r))}{r^n} \geq \kappa. \]
3.4. Noncollapsing theorem

This means: every ball with radius \( r < \rho \) and bounded curvature has a volume of at least \( \kappa r^n \). Observe that for any given smooth compact manifold one can find \( \kappa, \rho \) small enough such that the manifold is \( \kappa \)-noncollapsed at scale \( \rho \).

**Definition 3.2** (\( \kappa \)-noncollapsed Ricci flow). Let \( \kappa, \rho > 0 \). A Ricci flow \( (M^n, g(t)) \) is \( \kappa \)-noncollapsed at scale \( \rho \) in \( p \in M \) if \( \forall r < \rho \) it is satisfied that

\[
|\text{Rm}|(x) \leq \frac{1}{r^2} \forall \ x \in B_r(p) \ \forall t \in [t_0 - r^2, t_0] \ \Rightarrow \ \frac{\text{Vol}(B_t(p,r))}{r^n} \geq \kappa
\]

This means: every time \( t \)-slice of the flow is a \( \kappa \)-noncollapsed manifold at scale \( \rho \), with the same \( \kappa \) for each \( t \in [t_0 - r^2, t_0] \). Heuristically, the class of manifolds (or flows) enjoying a \( \kappa \)-noncollapse at all scale, is compact, and hence we can ensure subconvergence of our sequence of rescaled Ricci flows.

### 3.4 Noncollapsing theorem

The \( \kappa \)-noncollapsing property plays an essential role in the blow-up process of the singularity. It ensures that the sequence of blow-ups has a uniformly bounded injectivity radius around the basepoint that allows to endow the limit with a smooth structure of \( n \)-manifold. The key property is that \( \kappa \)-noncollapse is preserved under the Ricci flow ([Per02], see also [KL08, Thm 26.2]).

**Theorem 3.8** (Noncollapsing theorem (Perelman)). Given numbers \( n \in \mathbb{N}, T < \infty, \rho, K, c > 0 \), there exists \( \kappa > 0 \) such that the following holds: Let \( (M^n, g(t)) \) be a Ricci flow defined on \( [0, T) \) such that

- \( |\text{Rm}| \) is bounded on every compact subinterval \( [0, T'] \subset [0, T) \).
- \( (M, g(0)) \) is complete with \( |\text{Rm}| < K \) and \( \text{inj}(M, g(0)) \geq c > 0 \).

Then the Ricci flow is \( \kappa \)-noncollapsed at scale \( \rho \). Furthermore, \( \kappa \) is (nonstrictly) decreasing in \( T \), while all other constants fixed.

This means that if the time-zero slice is \( \kappa' \)-noncollapsed, then the whole Ricci flow is \( \kappa \)-noncollapsed for \( t \in [0, T) \) (with possibly different \( \kappa \) and \( \kappa' \)). In particular all the time-\( t \) manifolds are \( \kappa \)-noncollapsed.

Remark that if \( M \) is compact, we can always find a scale \( \rho_0 \) and a parameter \( \kappa_0 \) such that \( M \) is \( \kappa_0 \)-noncollapsed at scale \( \rho_0 \). The point is that \( \kappa \)-noncollapsing allows us to apply the convergence theorems.

Perelman developed several proofs of the noncollapsing theorem. We review the “comparison geometry approach” using the \( \mathcal{L} \)-geodesics.

**Sketch of the proof.** Fix \( (p, t_0) \in M \times [0, T) \). We focus our attention on curves \( \gamma(\tau) \) parameterized backwards in time \( (\tau = t_0 - t) \). Following Perelman, we define the \( \mathcal{L} \)-length of a curve as

\[
\mathcal{L}(\gamma) = \int_{t_0}^{t_1} \sqrt{\mathcal{L}(R(\gamma(\tau)) + |\dot{\gamma}(\tau)|^2) d\tau}.
\]
Associated to this length, we define several quantities: the $L$-length to a point

$$L(q, \tau) = \min \{ L(\gamma) \mid \gamma(0) = p, \gamma(\tau) = q \},$$

the reduced length

$$l(q, \tau) = \frac{L(q, \tau)}{2\sqrt{\tau}},$$

and the reduced volume of the manifold

$$\hat{V}(\tau) = \int_M \tau^{-n/2} e^{-l(q; \tau)} dq.$$

Here “reduced” means adimensional, or more precisely, invariant under changes of scale on the metric. The rationale of this construction is that $\hat{V}$ can be used to measure the maximum size of balls not collapsed at a given scale. Therefore, the reduced volume can measure the noncollapse of previous time-sheets as seen from a chosen spacetime basepoint. The key step is proving that $\hat{V}$ is increasing (nonstrictly) in $t$. Then the argument for the proof of the theorem is as follows: on the one hand, the hypothesis on $(M, g(0))$ imply that the initial manifold is noncollapsed and hence one can find a positive lower bound for the reduced volume at time $t = 0$. On the other hand, if the theorem were false one could find certain basepoints $(p_k, t_k)$ and radius $r_k$ such that the parabolic regions $B_{t_k}(p_k, r_k) \times [t_k - r_k^2, t_k]$ would be collapsed (i.e., although having bounded normalized curvature $|Rm| r^{-2} \leq 1$, the normalized volume $\frac{\text{vol} B_{t_k}(p_k, r_k)}{r_k^n}$ is arbitrarily small). This would imply that the reduced volume $\hat{V}$ on a time sheet close to $t = t_k$ would be arbitrarily small, and that contradicts the monotonicity of $\hat{V}$ and its uniform lower bound at $t = 0$.

On the remaining of the proof, we describe the proof of the monotonicity of $\hat{V}$ (see [KL08, Secs 15-23]). First step is developing a variational theory for the $L$-distance analogous to the classical theory of length and geodesics. More precisely, obtaining variational formulas and estimations for the $L$-distance, $L$-geodesics, an $L$-exponential map, and $L$-Jacobi fields. All this is with respect to a fixed spacetime basepoint.

From the first variation of $\mathcal{L}$ we obtain an $L$-geodesic equation

$$\nabla_X X - \frac{1}{2} \nabla R + \frac{1}{2\tau} X + 2 \text{Ric}(X, \cdot) = 0$$

where $X$ is the tangent vector to the $L$-geodesic. We also get formulae for the first derivatives of the $L$-distance to the basepoint.

$$\frac{\partial L}{\partial \tau} = 2\sqrt{\tau} R - \frac{1}{2\tau} L + \frac{1}{\tau} K$$

$$|\nabla L|^2 = -4\tau R + \frac{2}{\sqrt{\tau}} L - \frac{4}{\sqrt{\tau}} K$$

where $K$ is a grouping of terms appearing on the Harnack inequality. Specifically,

$$K = \int_0^\tau \tau^2 H(X(\tau)) d\tau$$
with

\[ H(X) = -\frac{\partial R}{\partial \tau} - \frac{1}{\tau} R - 2(\nabla R, X) + 2 \text{Ric}(X, X). \]

This is the quantity of Theorem 3.6 after the change \( \tau = -t \) and choosing \(-X\) for \( X \).

Harnack inequality states that if \( R_m \geq 0 \) then \( H \geq 0 \) and hence \( K \geq 0 \). However, we are not assuming this positivity hypothesis. The noncollapsing theorem is independent of the Harnack inequality.

From the second variation of \( \mathcal{L} \), we get an expression for the \( \mathcal{L} \)-Jacobi fields (variational fields of a variation by \( \mathcal{L} \)-geodesics),

\[
\text{Jac}(Y) := -\nabla_X \nabla_X Y - \frac{1}{2\tau} \nabla_Y \nabla_X Y + \frac{1}{2} \nabla_Y (\nabla R) - 2(\nabla_Y \text{Ric})(X, \cdot) - 2 \text{Ric}(\nabla_Y X, \cdot) = 0.
\]  

(3.2)

We get a formula for the Hessian of \( L \),

\[
\text{Hess}_{\mathcal{L},(\bar{\tau})}(w, w) = Q(Y, Y) = 2\sqrt{\bar{\tau}} \langle \nabla_X Y, Y \rangle
\]

where \( Y \) is an \( \mathcal{L} \)-Jacobi field satisfying

\[
Y(0) = 0, \quad Y(\bar{\tau}) = w,
\]  

(3.3)

and where

\[
Q(\bar{Y}, \bar{Y}) := 2 \int_0^{\bar{\tau}} \sqrt{\tau} \langle \bar{Y}, \text{Jac}(\bar{Y}) \rangle \, d\tau + 2\sqrt{\tau} \langle \nabla_X \bar{Y}(\bar{\tau}), \bar{Y}(\bar{\tau}) \rangle
\]

is a quadratic form, an “index”, that minimizes over \( \mathcal{L} \)-Jacobi fields. This means

\[
Q(Y, Y) \leq Q(\bar{Y}, \bar{Y})
\]

if \( Y \) is an \( \mathcal{L} \)-Jacobi field and \( \bar{Y} \) is any other variational field along the \( \mathcal{L} \)-geodesic.

We use the test vector field \( \bar{Y} \) such that solves

\[
\nabla_X \bar{Y} = -\text{Ric}(\bar{Y}, \cdot) + \frac{1}{2\tau} \bar{Y}
\]  

(3.4)

with the boundary condition \( \bar{Y}(0) = 0 \) and \( \bar{Y}(\bar{\tau}) = w \). This choice is done because \( \bar{Y} \) is Jacobi iff the Ricci flow is a soliton with potential function \( f = \ell \). Indeed, if \( Y \) is a vector field satisfying (3.2) (Jacobi field), (3.4), and (3.3), then

\[
\text{Hess} L(Y, Y) = 2\sqrt{\tau} \langle -\text{Ric}(Y, \cdot) + \frac{1}{2\tau} Y, Y \rangle
\]

and hence \( \ell = \frac{L}{2\sqrt{\tau}} \) satisfies the soliton equation

\[
\text{Hess} \ell = -\text{Ric} + \frac{1}{2\tau} g.
\]
This allows us to obtain an inequality for the Hessian of $L$ comparing our Ricci flow with a soliton. Tracing, this yields an inequality for the Laplacian,

$$\Delta L \leq \frac{n}{\sqrt{\tau}} - 2\sqrt{\tau}R - \frac{1}{\tau}K$$

with equality iff we have a soliton. This is the only inequality needed to prove the monotonicity of $\tilde{V}$.

The computation for the reduced volume $\tilde{V}(\tau)$ involves pulling back the integration domain $\mathcal{M}$ to the tangent space $T_p\mathcal{M}$ via the $\mathcal{L}$-exponential map.

$$\tilde{V}(\tau) = \int_{T_p\mathcal{M}} \tau^{-\frac{n}{2}} e^{-l(\mathcal{L}\exp_p(v),\tau)} J(v,\tau) \chi_\tau(v) \, dv$$

where $J(v, \tau)$ is the Jacobian of the $\mathcal{L}$-exponential and $\chi_\tau(v)$ is a cutoff function for the $\mathcal{L}$-cut locus. As in the Riemannian case, the Jacobian $J$ is expressed in terms of Jacobi fields and we can use the inequalities above. We prove monotonicity by derivating the integrand and proving that is negative, i.e., the reduced volume $\tilde{V}$ is decreasing in $\tau$ (increasing in $t$), and is constant iff the flow is a soliton and iff the inequalities become equalities.

\[\square\]

### 3.5 $\kappa$-solutions

The $\kappa$-noncollapsing property allows one to find limits of sequences of rescaled Ricci flows. Since we will use sequences of dilations around points of high positive curvature, the limit flow will have positive curvature, and since we will be dilating the time before the singular moment, the limit flow will be ancient. We reserve the word $\kappa$-solution for those Ricci flows that enjoy these good properties.

**Definition 3.3 ($\kappa$-solution).** A $\kappa$-solution is a Ricci flow

- ancient, $t \in (-\infty,T]$,
- nonflat, $Rm \neq 0$,
- with $Rm$ positive definite and bounded in each time-slice, $|Rm| < C$,
- $\kappa$-noncollapsed at all scales.

The enhanced properties of a $\kappa$-solution allow an in-depth analysis that can’t be done for a general Ricci flow. Besides the $\kappa$-noncollapse at all scales, the positiveness of the curvature ensures that the Harnack inequality holds on the quantities considered on the proof of the noncollapsing theorem, and thus it gives us valuable extra properties.

An important feature is that one can find a soliton “buried” inside every $\kappa$-solution (Perelman [Per02], see also [KL08] Prop 39.1). More specifically, the limit backwards in time to $t = -\infty$ is, after rescaling, a gradient shrinking soliton.
Theorem 3.9 (Asymptotic soliton). Let \((M^n, g(t))\) be a \(\kappa\)-solution. Take a sequence \(\{\bar{\tau}_i\}\) tending to \(+\infty\) of (backwards) times. Pick in \((M, g(-\bar{\tau}_i))\) the point \(q_i\) where \(l(\cdot, \bar{\tau}_i)\) achieves its minimum. Construct a sequence of Ricci flows using a scale such that the new basepoints are \((q_i, -1)\) (rescaling time to \(-1\)), i.e.

\[
g_i(t) = \frac{1}{\bar{\tau}_i} g(\bar{\tau}_i t).
\]

Then, after passing a subsequence, the limit flow is a nonflat gradient shrinking soliton which is also a \(\kappa\)-solution. Moreover, the soliton function is the limit \(l_{\infty}(q, -1)\).

Sketch of the proof. Continuing with the properties of the \(L\)-distance, from the estimates for \(\frac{\partial L}{\partial \tau}\) and \(\Delta L\), we can write an estimate for \(\bar{L}(q, \tau) = 2\sqrt{\tau} L(q, \tau)\),

\[
\frac{\partial \bar{L}}{\partial t} + \Delta \bar{L} \leq 2n
\]

and applying the maximum principle, \(\min \bar{L}(\cdot, \tau) - 2n\tau \leq 0\), or, written in terms of \(l(q, \tau) = \frac{L(q, \tau)}{2\sqrt{\tau}}\),

\[
\min l(q, \tau) \leq \frac{n}{2}.
\]

We exploit this property to pick the basepoints \((q_i, \bar{\tau}_i)\) with \(q_i\) achieving the minimum of \(l\) at \(\bar{\tau}_i\), that is bounded above by the constant \(\frac{n}{2}\).

From the same estimates as above, we can also get estimates for \(\frac{\partial l}{\partial \tau}, |\nabla l|^2, \Delta l\). Using the nonnegative curvature, the Harnack quantity \(K\) is nonnegative, and the formulae simplify considerably to a more compact expression,

\[
|\nabla l| + R \leq \frac{C l}{\tau},
\]

\[
\frac{\partial l}{\partial \tau} \geq -\frac{(1 + C)l}{2\tau}.
\]

In particular, \(|\nabla l|^2 \leq \frac{C l}{\tau}\) and \(\tau R \leq Cl\). These expressions allow to bound \(l\) on an uniform spacetime neighbourhood around the basepoints \((q_i, \bar{\tau}_i)\), since the value of \(l\) at the basepoint is uniformly bounded, and the space and time derivatives are bounded. Similar uniform bounds can be obtained for \(\tau R\).

Now we take the pointed limit of the sequence of rescalings. The \(\kappa\)-noncollapsing ensures that the sequence of rescalings have bounded \(R\) and bounded injectivity radius. The sequence of rescaled manifolds have the same functions \(l\) and \(\tau R\) since both are scale-invariant quantities. Since the sequence of rescaled functions \(l_i(q, \bar{\tau}_i) = l(q_i, \bar{\tau}_i)\) is uniformly bounded, we can apply the Arzelà-Ascoli compactness theorem to get a limit function \(l_{\infty}\). This function is not defined in terms of any \(L\)-length, but satisfies appropriate PDEs that pass to the limit (as a limit, \(l_{\infty}\) is only Lipschitz, but it can be shown to be smooth by PDE arguments).
This allows to define a reduced volume $\tilde{V}$ with $l_\infty$ on the limit manifold, that agrees with the limit of the reduced volumes of the sequence

$$\tilde{V}_\infty(\tau) = \lim_{i \to \infty} \tilde{V}_i(\tau) = \lim_{i \to \infty} \tilde{V}(\tau \bar{\tau}_i)$$

Since the reduced volume on the original flow is positive and decreasing in $\tau$, the limit must be a constant, and hence the limit of the rescalings is a soliton.

The reduced volume can also be used to show that the soliton is nonflat. On a shrinking soliton, $\tilde{V}$ is a constant $0 < c \leq (4\pi)^{\frac{n}{2}}$ and $c$ achieves the maximum value $(4\pi)^{\frac{n}{2}}$ if and only if the soliton is flat (and hence it is the shrinking Gaussian soliton). To see the nonflatness, one bounds $c < (4\pi)^{\frac{n}{2}}$.

**Theorem 3.10.** Let $(\mathcal{M}^2, g(t))$ be a Ricci flow on a surface, defined on $[0, T)$, which becomes singular at time $T$. Let $\kappa, \rho > 0$ and assume $(\mathcal{M}, g(0))$ is $\kappa$-noncollapsed at scale $\rho$. There is a sequence of times $t_i \to T$ such that, if $Q_i = \max R(\cdot, t_i)$ and $p_i$ is the point that achieves the maximum of $R$ at time $t_i$, then the sequence of pointed Ricci flows $(\mathcal{M}, g_i(t), p_i)$ with

$$g_i(t) = Q_i \cdot \left( \frac{t}{Q_i} + t_i \right)$$

has a subsequence that converges to a $\kappa$-solution.

**Proof.** The evolution of the scalar curvature on a surface is

$$\frac{\partial}{\partial t} R = \Delta R + R^2$$

By the maximum principle, $\frac{\partial}{\partial t} R_{\min} \geq 0$ and hence the curvature of $g(t)$ is bounded below by the minimum of the curvature at time zero, $R_{g(t)} > -c$. The rescaling gets the curvature divided by $Q_i$, hence on the rescaled flow $R_{g_i(t)} > -\frac{c}{Q_i}$.

The rescaled flow $g_i(t)$ is defined for $t \in [-t_i Q_i, (T - t_i) Q_i]$. Since $(T - t_i) Q_i > 0$, we can restrict the flow to the interval $[-t_i Q_i, 0]$. The rescaling shifts the time so that the basepoint is at new time 0. Therefore, on this interval the curvature of $g_i$ is bounded above by the curvature of the basepoint, $R_i(p_i, 0) = 1$.

The bounded curvature, together with the $\kappa$-noncollapse at all scales and the compactness theorems, imply that there is a limit flow. This is a noncollapsed flow at all scales (since this is a scale-invariant property). It is ancient, since $t_i Q_i \to \infty$ and therefore the time domain of the limit is at least $(-\infty, 0]$. It is nonflat since $R_i(p_i, 0) = 1$.

Finally, it has positive curvature since $R_{g_i(t)} > -\frac{c}{Q_i} \to 0$.

This theorem in dimension three is the so-called Canonical Neighbourhood theorem of Perelman, [Per02, Thm 12.1], and the main difficulties are the control of the whole Riemann tensor from the control of the scalar curvature (Hamilton-Ivey pinching), and the careful setting of the constants controlling the size of the neighbourhood.
3.6 Classification of the $\kappa$-solutions in two dimensions

The purpose of this section is proving that every two-dimensional $\kappa$-solution is actually a soliton. In the case of smooth surfaces, the only possible soliton is the shrinking round sphere. This result is Corollary 11.3 in Perelman [Per02], but it was pointed out by R. Ye [Ye04] that the argument had a small flaw because it appealed to Hamilton’s work, that assumed the compactness of the surface to infer that the only soliton is the shrinking sphere. Ye proved that all two-dimensional asymptotic solitons are compact. However, we have done in Chapter 2 an exhaustive enumeration of all two-dimensional solitons on smooth and cone surfaces and the compactness of asymptotic solitons follows immediately. Moreover, the arguments in Hamilton and Ye use the normalized Ricci flow, that is not really suited when talking about $\kappa$-solutions. We rewrite their arguments in a way more suited to our discussion.

Given an arbitrary Ricci flow, if it is not a (homothetic) soliton, there is no function $f$ such that the Ricci flow moves by homotheties and the diffeomorphisms induced by $\text{grad} f$, i.e. satisfying the equation

$$\text{Ric} + \text{Hess} f + \frac{1}{2t} g = 0.$$  

We can, however, define a potential $f$ for a Ricci flow as the appropriate candidate.

**Proposition 3.2.** Given a Ricci flow $(M, g(t))$ with $\chi(M) > 0$, the equation

$$\Delta f = - \left( R + \frac{1}{t} \right)$$

has always a solution $f$, called the potential function of the flow.

**Remark.** Note that Hamilton’s potential for the normalized Ricci flow is the solution of $\Delta f = R - r$ where $r$ is the average of scalar curvature. This equation is the trace of the soliton equation for normalized Ricci flow (3.1).

The existence of $f$ is a consequence of the following general lemma

**Lemma 3.5.** Let $M^n$ be a smooth closed manifold. Then, for any smooth function $h$, the Poisson equation

$$\Delta f = h$$

has a unique solution $f$ with mean value zero, $\int_M f \, d\mu = 0$, if and only if

$$\int_M h \, d\mu = 0.$$

**Sketch of the proof.** This can be expressed in the language of operators saying that the Laplacian operator has an almost inverse $G$, such that

$$\Delta \circ G = G \circ \Delta = Id - \Pi$$
where $\Pi$ is a projection onto the kernel of $\Delta$ (i.e. the harmonic functions). In the case of a closed manifold, the harmonic functions are constants and

$$\Pi(f) = \frac{1}{\Vol(M)} \int_M h \, d\mu.$$ 

For one implication, if there is a solution of $\Delta f = h$, then by Stokes theorem

$$\int h = \int \Delta f = -\int \langle \nabla f, \nabla 1 \rangle = -\int \langle \nabla f, 0 \rangle = 0$$

and hence $\Pi(h) = 0$. For the converse, if $\Pi(h) = 0$, then $f = G(h)$ solves the equation,

$$\Delta f = \Delta G(h) = h - \Pi(h) = h.$$ 

If two functions satisfy the equation, their difference is a harmonic function, $\Delta(f_1 - f_2) = h - h = 0$, hence a constant. For any solution $f$, we can choose the normalization $f - \Pi(f)$, that has mean value zero.

The general theory of linear operators brings the existence of $G$. As usual in the field, the proof involves first looking for weak solutions on a Sobolev space (the operators acting on $H^k$, the space of $L^2$ functions with $k$ weak derivatives in $L^2$) using linear algebra on infinite dimensions. Secondly, one proves that if the data is smooth, the solution is also smooth using elliptic regularity. See for example [Aub98].

This approach is considered in [MRS13], where more refined spaces of functions are considered to extend the result to cone surfaces. We will appeal to that result in Chapter 4.

**Proof (Proposition).** Since $\chi(M) > 0$, by Lemma 3.4 there exists a singular time $0 < T < \infty$. By reparameterizing $t \to t - T$, we can assume that the area collapses to zero at time $t = 0$, and the flow is defined for $t < 0$. Hence

$$\Area(M) = -4\pi \chi(M) \, t$$

Therefore, the integral

$$\int_M R + \frac{1}{t} \, d\mu = \int_M Rd\mu + \frac{1}{t} \Area(M) = 4\pi \chi(M) + \frac{1}{t} \Area(M) = 0$$

vanishes, and therefore the equation has solution. 

**Remark.** The potential can be defined with the same formula for surfaces with $\chi(M) < 0$, but then the time is defined for $t > 0$. For the case $\chi(M) = 0$, the potential should be defined as $\Delta f = -R$ and for $t \in \mathbb{R}$. In other words, shrinking, expanding and steady solitons only can occur on surfaces with Euler characteristic positive, negative and zero, respectively.

In the case of a soliton, this potential function actually solves the soliton equation. With Hamilton [Ham88] in mind, we make the following definition,
Definition 3.4. Let $(\mathcal{M}, g(t))$ be a Ricci flow with $\chi(\mathcal{M}) > 0$. Let $M$ be the quantity

$$M = \text{Hess } f + \frac{1}{2} \left( R + \frac{1}{t} \right) g$$

which vanishes iff the Ricci flow is a gradient shrinking soliton.

Remark that from the definition of $f$, trace $M = 0$, or equivalently, $M$ is the traceless Hessian of $f$. The norm of this quantity, $|M|^2$, can be seen as a measure of how much our flow differs from a soliton.

Our aim is to use this scalar quantity in order to classify $\kappa$-solutions, since we know that a rescaled backwards-in-time limit is a soliton. The idea is that the limit of $|M|^2$ as $t \to -\infty$ is 0, because the limit flow as $t \to -\infty$ is a soliton. If $|M|^2$ turned out to be decreasing in $t$, then $|M|^2$ would be identically 0 and every $\kappa$-solution would be a soliton. The evolution in time of this quantity could be our key tool, but $|M|^2$ is not scale invariant. We can solve this considering the quantity $t^2|M|^2$.

Proposition 3.3. The evolution of $t^2|M|^2$ is

$$\frac{\partial}{\partial t} t^2|M|^2 = \Delta(t^2|M|^2) - 2t^2|\nabla M|^2.$$ 

Proof. It is basically a chain of computations, following the idea of [Ham88], see more detailed computations in [CCCY03, p 217]. The main steps are the evolution of the following quantities:

- Metric (Ricci flow):
  $$\frac{\partial}{\partial t} g = -Rg$$

- Area element:
  $$\frac{\partial}{\partial t} d\mu = -Rd\mu$$

- Scalar curvature:
  $$\frac{\partial}{\partial t} R = \Delta R + R^2$$

- Potential function:
  $$\frac{\partial}{\partial t} f = \Delta f - \frac{1}{t} f + b$$
  where $\Delta b = 0$.

- The $M$ quantity:
  $$\frac{\partial}{\partial t} M = \Delta M - 2RM - \frac{1}{t} M$$

- The $|M|^2$ quantity:
  $$\frac{\partial}{\partial t} |M|^2 = \Delta|M|^2 - 2|\nabla M|^2 - \frac{2}{t} |M|^2$$
The evolution of \( t^2|M|^2 \) then follows.

In particular, we have the inequality
\[
\frac{\partial}{\partial t} t^2|M|^2 \leq \Delta (t^2|M|^2)
\]
which allows us to apply the maximum principle. This is straightforward in the closed smooth case, but it will require a bit more caution on cone surfaces in Chapter 4. However, in both cases we will deduce that \( \max_{\mathcal{M}} t^2|M|^2 \) is decreasing in \( t \).

**Theorem 3.11.** Every \( \kappa \)-solution of the Ricci flow on a cone surface is a gradient shrinking soliton.

**Proof.** We use the quantity \( t^2|M|^2 \), which satisfies:

- \( \max_{\mathcal{M}} t^2|M|^2 \) is decreasing on \( t \).
- It is invariant under parabolic rescalings.

On the other hand, given a \( \kappa \)-solution we construct its asymptotic soliton by taking a sequence of times \( \bar{\tau}_k \to +\infty \); then picking appropriate \( q_k \) such that \( l(q_k, \bar{\tau}_k) \leq \frac{\pi}{2} = 1 \); and then constructing the sequence of rescalings
\[
g_k(t) = \frac{1}{\bar{\tau}_k} g(\bar{\tau}_kt)
\]
that subconverges to a shrinking soliton.

By monotonicity, taking \( t_k = -\bar{\tau}_k \), \( \forall x_0 \in \mathcal{M} \) and \( \forall t_0 \in (-\infty, T) \),
\[
t_k^2|M|^2_{g(t_0)}(x_0, t_0) \leq \max_{\mathcal{M}} t_k^2|M|^2_{g(t_k)}(\cdot, t_k) \quad \forall t_k < t_0.
\]
By the rescaling invariance,
\[
t_k^2|M|^2_{g(t_k)}(\cdot, t_k) = |M|^2_{g_k(-1)}(\cdot, -1).
\]
Using that the limit of rescalings is a soliton, for all \( \epsilon > 0 \) there exists \( k > 0 \) big enough (\( t_k \) negative big enough) such that
\[
|M|^2_{g_k(-1)}(\cdot, -1) < \epsilon.
\]
Putting all together, for all \( (x_0, t_0) \) and for all \( \epsilon > 0 \) we conclude that
\[
|M|^2_{g(t_0)}(x_0, t_0) < \epsilon,
\]
so \( M \equiv 0 \), which proves that the \( \kappa \)-solution is actually a soliton.

From the classification of the solitons on surfaces on Chapter 2, the only smooth, complete, gradient shrinking soliton on a surface is the shrinking round sphere. Hence, we have the following corollaries.
Corollary 3.1. The only $\kappa$-solution of the Ricci flow on a smooth surface is the shrinking round sphere.

Corollary 3.2. Let $(\mathcal{M}, g(t))$, $g(0) = g_0$, be a Ricci flow with $\chi(\mathcal{M}) > 0$. Then $g(t)$ develops an infinite-curvature singularity for some finite time $T$. After a blow-up rescaling, the limit of the rescalings is a shrinking round sphere, i.e. the original flow converges to a round point at $t = T$. The normalized Ricci flow with the same initial data converges to a round sphere at $t = +\infty$. 
Cone singularities arise usually in the study of two-dimensional orbifolds. Orbifolds are spaces locally modelled as the quotient of a manifold by the action by isometries of a discrete group. This identifies different directions as seen from a fixed point. In the case of two dimensions, orientable orbifolds consist locally in the quotient of a smooth surface by perhaps the action of a cyclic group acting by rotations, leading to the rise of singular cone points at the center of the rotations. The space of directions on a cone point is no longer a metric circle of length $2\pi$ but a metric circle of length $\frac{2\pi}{n}$ (this is the cone angle). General two-dimensional cone points include all angles, not only submultiples of $2\pi$.

On the other hand, as we saw in Chapter 2, cone singularities also arise naturally on the study of solitons. Some cone solitons (in the case of compact surfaces) were found by Hamilton [Ham88], and this led to the work of Wu [Wu91] and Chow [CW91] that proved the convergence of the normalized flow on bad orbifolds (the teardrop and the football) to the soliton metrics. That gave a uniformization of all compact two-orbifolds. However, despite this convergence result, some existence and collapsing issues remained unclear.

The Ricci flow is equivariant under isometries of the manifold. Therefore, if a manifold admits a quotient by a group, this is not altered by the effect of the flow. It seems natural, therefore, to assume an equivariant definition of the flow on orbifolds. Furthermore, the Ricci flow on smooth surfaces is conformal, that is, preserves angles. It is therefore natural to assume that the flow also preserves the cone angles at the cone points, and hence the evolution of the metric occurs only in the smooth part of the surface, keeping the cone points unaltered. These assumptions define an angle preserving flow. However, these are not the only possible assumptions as we will discuss, and we will see a different alternative in Chapter 5.

General cone surfaces admit cone points not risen from the quotient of a disc by rotations, thus any cone angle may appear (not only $\frac{2\pi}{n}$). Although the intrinsic geometry is essentially equivalent, the analysis used for the orbifolds does not apply. The problem requires a different point of view, based on local models for the cone points.
The existence issues for the flow, even assuming an angle-preserving flow, remained unclear until the recent works of H. Yin [Yin13] and R. Mazzeo, Y. Rubinstein and N. Sesum [MRS13]. In Section 4.1 we discuss in detail the possible definitions of cone surface and the existence results for the flow on such surfaces.

The other unclear issue for the flow on cone surfaces is the behaviour of the singular set along the flow. Cone points might a priori collapse all together on a single point, or an infinite-curvature singularity might get rise to a new cone point. We will rule out those cases in Section 4.2 using the additional metric assumption that the cone angles are less than or equal to $\pi$.

In the remainder of the chapter, our goal will be to develop a post-Perelman argument to prove the uniformization of cone surfaces, recovering the results of Hamilton-Chow-Wu from a different point of view. This proof will apply to both smooth and cone (or orbifold) surfaces. The main point to adapt Perelman’s arguments, as described in Chapter 3, to cone surfaces is the development of (barrier) maximum principles and Harnack inequalities that can work despite the cone singularities. We carry on this work in Section 4.3, using barrier techniques inspired by the work of T. Jeffres [Jef05]. Finally in Section 4.4 we assemble all the argument to prove the uniformization theorem for cone surfaces with angles less than or equal to $\pi$.

### 4.1 Cone surfaces and Ricci flow

Cone surfaces are topological surfaces equipped with a Riemannian metric which is smooth everywhere except on some discrete set of points (cone points) that look like the vertex of a cone. To formalize this, we demand that the metric in a neighbourhood of the cone point adopts a specific canonical form, in specific coordinates. We will see three coordinate systems which are suitable to describe a cone point: polar geodesic coordinates, conformal coordinates, and conformal coordinates with respect to a fixed cone. The regularity of the functions describing the metric on each coordinates is crucial to the geometric meaning and to the existence of the Ricci flow. We will therefore discuss three different definitions of cone surface and the existence of a suitable Ricci flow on these surfaces.

In Chapter 2, we found naturally some singular metrics on surfaces that one must agree on qualify them as “cone surfaces”. This comes from the canonical representation of a metric on geodesic polar coordinates

$$g = d\rho^2 + h^2 d\theta^2$$

where $h = h(\rho, \theta)$. There, $\rho$ is the arc-parameter of the geodesic curves $\{\theta = \text{cst}\}$ (the meridians), and $2\pi h$ measures the length of the curves $\{\rho = \text{cst}\}$ (the parallels).

**Definition 4.1.** A cone surface $(\mathcal{M}, (p_1, \ldots, p_n), g)$ is a topological surface $\mathcal{M}$ and points $p_1, \ldots, p_n \in \mathcal{M}$ equipped with a smooth Riemannian metric $g$ on $\mathcal{M}\backslash\{p_1, \ldots, p_n\}$, such that every point $p_i$ admits an open neighbourhood $U_i$, and an homeomorphism
(U_i, p_i) \rightarrow (D, 0) \ (which \ is \ a \ diffeomorphism \ on \ U_i \ \setminus \ \{p_i\})$, where the metric on the coordinates of $D \ \setminus \ \{0\}$ is written as
\[ g = d\rho^2 + h^2 d\theta^2 \]
with $h = h(\rho, \theta)$ a smooth function $h : D \rightarrow \mathbb{R}$, satisfying
\[ h(0) = 0, \ \ \ \frac{\partial h}{\partial \rho}(0) = \frac{\alpha_i}{2\pi}, \ \ \ \frac{\partial^2 h}{\partial \rho \partial \theta}(0) = 0 \]
for some $\alpha_i \in (0, 2\pi]$ (the cone angles). Here, $\rho > 0$ is the arclength parameter measuring the distance to the singular point, and $\theta \in [0, 2\pi]/\sim$ is proportional to the angle with respect to a fixed arbitrary half-line.

All the solitons found in Chapter 2 are cone surfaces in this sense. The simplest example of a cone surface is the flat cone. The smooth metric $d\rho^2 + r^2 d\theta^2$, with $\rho \in [0, +\infty)$, $\theta \in \mathbb{R}/2\pi\mathbb{Z} = [0, 2\pi]/\sim$ is the standard Euclidean metric in polar coordinates. If we pick two half-lines in the plane, emanating from the origin at angle $\alpha$, and we identify these two half lines, then the region between these lines (the region we choose), constitutes a cone of angle $\alpha$. The metric on this surface is the same $d\rho^2 + \rho^2 d\xi^2$, but now the angle is $\xi \in \mathbb{R}/\alpha\mathbb{Z} = [0, \alpha]/\sim$. This is the same metric as
\[ d\rho^2 + \left(\frac{\alpha}{2\pi}\right)^2 \rho^2 d\theta^2 \]
with $\theta \in [0, 2\pi]/\sim$.

In dimension two, all smooth metrics are locally conformally equivalent, [Che55]. This provides another canonical expression of any metric as conformal to the Euclidean metric, these are the so-called conformal or isothermal coordinates,
\[ g = e^{2u}(dr^2 + r^2 d\theta^2). \] (4.2)
where $u : U \subset \mathbb{R}^2 \rightarrow \mathbb{R}$ is the conformal factor.

We can express some examples of cone metrics on this conformal form, an this will motivate another definition of cone surface. This second definition will be slightly more general than the previous one.

The conformal expression for the singular metric of the flat cone can be derived from simple geometric arguments. Consider the metric space resulting of identification of two half lines in the plane meeting at angle $\alpha$. Assume that there exist a Riemannian metric of the form
\[ g = \phi^2(r) \ (dr^2 + r^2 d\theta^2) \]
where $\phi$ could depend also on $\theta$, but we assume that $\phi = \phi(r)$ and that there is a rotational symmetry. We look for a function $\phi$ that produces a flat metric and a cone angle at the origin. Let us consider a circle given by the curve $r = x = const$. On the one hand, its length is the angle times the radius (since it is a region of the Euclidean plane),
\[ L = \alpha \int_0^x \phi(r) dr. \]
On the other hand, the length of the curve measured on the metric is

\[ L = \int_0^{2\pi} x\phi(x)d\theta = 2\pi x\phi(x). \]

So

\[ \alpha \int_0^x \phi(r)dr = 2\pi x\phi(x), \]

and denoting \( \Phi'(r) = \phi(r) \) we obtain

\[ \alpha \Phi(x) = 2\pi x\Phi'(x). \]

Solving this ODE, \( \Phi(r) = e^{C r^{\frac{\alpha}{2}\pi}} \). For simplify, we can fix \( C = 0 \) (this is just a scale factor on the metric). We get

\[ \phi(r) = \Phi'(r) = \frac{\alpha}{2\pi} r^{\frac{\alpha}{2}\pi - 1}. \]

Renaming

\[ \beta = \frac{\alpha}{2\pi} - 1, \]

with \(-1 < \beta \leq 0\), the metric of the Euclidean cone is

\[ g = \left( \frac{\alpha}{2\pi} r^{\frac{\alpha}{2}\pi} \right)^2 (dr^2 + r^2 d\theta^2) = e^{2 (\ln(\beta + 1) + \beta \ln r)} (dr^2 + r^2 d\theta^2). \]

Analogously, we can find other constant curvature examples identifying a sector of the sphere or the hyperbolic space. We of course have the metrics in the form (4.1), for \( \xi \in [0, \alpha]/\sim \),

\[ d\rho^2 + \sin^2 \rho \, d\xi^2 \]

for the sphere, and

\[ d\rho^2 + \sinh^2 \rho \, d\xi^2 \]

for the hyperbolic space. Let us write these metrics in the conformal form.

For the sphere with the metric in the form (4.2), the length of a circle given by \( r = x = \text{const} \) (and radius \( l \)) is

\[ L = \alpha \sin l = \alpha \sin \int_0^x \phi(r)dr, \]

and this equals on the metric to

\[ L = \int_0^{2\pi} x\phi(x)d\theta = 2\pi x\phi(x). \]

Hence one has the ODE

\[ \alpha \sin \Phi(x) = 2\pi x\Phi'(x), \]
for $\Phi'(x) = \phi(x)$. This ODE can be solved (e.g. using the change $\Phi = 2 \arctan \eta$ and some trigonometric identities) to yield the metric of the spherical cone,

$$g = \left( \frac{\alpha}{2\pi r} \cosh \left( \frac{\alpha}{2\pi \ln r} \right) \right)^2 (dr^2 + r^2 d\theta^2)$$

$$= e^{2 \left( \ln(2(\beta + 1)) - \ln \left( 1 + r^{2(\beta+1)} \right) + \beta \ln r \right)} (dr^2 + r^2 d\theta^2)$$

where $\beta = \frac{\alpha}{2\pi} - 1$. Remark that when $\alpha = 2\pi$, the metric turns into

$$g = \left( \frac{2}{1 + r^2} \right)^2 (dr^2 + r^2 d\theta^2)$$

which is the spherical metric of the hemisphere, parameterized by the equatorial disc in polar coordinates.

Finally, the hyperbolic case is entirely analogous, raising the ODE

$$\alpha \sinh \Phi(x) = 2\pi x \Phi'(x),$$

that yields the metric of the hyperbolic cone,

$$g = \left( \frac{\alpha}{2\pi r} \sinh \left( \frac{\alpha}{2\pi \ln r} \right) \right)^2 (dr^2 + r^2 d\theta^2)$$

$$= e^{2 \left( \ln(2(\beta + 1)) - \ln \left( 1 - r^{2(\beta+1)} \right) + \beta \ln r \right)} (dr^2 + r^2 d\theta^2).$$

where $\beta = \frac{\alpha}{2\pi} - 1$. Remark that when $\alpha = 2\pi$, the metric turns into

$$g = \left( \frac{2}{r^2 - 1} \right)^2 (dr^2 + r^2 d\theta^2)$$

which is the hyperbolic metric of the Poincaré disc, parameterized by polar coordinates on the disc. Also remark that if we take the limit as $\alpha \to 0$, the metric turns into

$$g = \left( \frac{1}{r \ln(r)} \right)^2 (dr^2 + r^2 d\theta^2)$$

which is the metric of the hyperbolic cusp, or pseudosphere.

These examples suggest that the conformal factor of a cone metric has an asymptote near $r = 0$ that grows as a negative logarithm, and therefore a cone metric can be written in conformal coordinates as

$$g = e^{2(a+\beta \ln r)} (dr^2 + r^2 d\theta^2)$$

for some $a : U \subset \mathbb{R}^2 \to \mathbb{R}$ bounded and continuous. Thus, the cone angle is codified in the $\beta \ln r$ ($\beta = \frac{\alpha}{2\pi} - 1 \in (-1,0]$) and the curvature (in the Riemannian sense) for neighbour points is encoded in the $a$ function.

Having seen the prototype of cone point, the following definition is justified:
Definition 4.2. A cone surface $(\mathcal{M}, (p_1, \ldots, p_n), g)$ is a topological surface $\mathcal{M}$ and points $p_1, \ldots, p_n \in \mathcal{M}$ equipped with a smooth Riemannian metric $g$ on $\mathcal{M} \setminus \{p_1, \ldots, p_n\}$, such that every point $p_i$ admits an open neighbourhood $U_i$, and an homeomorphism $(U_i, p_i) \rightarrow (D, 0)$ (which is a diffeomorphism on $U_i \setminus \{p_i\}$), where the metric on the coordinates of $D \setminus \{0\}$ is written as

$$g = e^{2(a_i + \beta_i \ln r)}(dr^2 + r^2 d\theta^2) = e^{2a_i} \left( ds^2 + \left( \frac{\alpha_i}{2\pi} \right)^2 s^2 d\eta^2 \right)$$

where $a_i : D \rightarrow \mathbb{R}$ is a bounded and continuous function on the whole disc, and $\beta_i = \frac{\alpha_i}{\pi} - 1$ for some given $0 < \alpha_i \leq 2\pi$.

Remark. The two conformal ways to write a metric are conformal coordinates with respect to the Euclidean smooth metric or with respect to the Euclidean cone metric. The equivalence of the two systems can be made explicit with the change of variables

$$s = \frac{2\pi}{\alpha_i} \frac{\alpha_i}{r \pi},$$
$$\eta = \theta.$$

The cone angle at $p_i$ is $\alpha_i = 2\pi(\beta_i + 1)$. We say that $\mathcal{M}$ has bounded curvature if it has bounded Riemannian curvature on the smooth part of $\mathcal{M}$, although it has $+\infty$ curvature in the sense of Alexandrov at the cone points (provided the angle is less than $2\pi$). Note that in the case of $\alpha = 2\pi (\beta = 0)$, the metric needs not to be smooth across the cone point, unless we demand additional hypothesis on the function $a$.

This indeed defines a smooth metric away from $r = 0$, and has a cone structure at $r = 0$. However, if we require additional hypothesis such as bounded Riemannian curvature, further restrictions will apply to the function $a$. Besides, although $a$ is a smooth function away from the cone point, this regularity cannot be demanded on all $\mathcal{M}$ without losing most significant examples. Indeed, in the hyperbolic cone the function

$$a(r) = \ln(2(\beta + 1)) - \ln \left(1 - r^{2(\beta+1)}\right)$$

is bounded and continuous for small $r$, and has derivative

$$a'(r) = \frac{2(\beta + 1)r^{2\beta+1}}{1 - r^{2(\beta+1)}}.$$ 

This derivative does not exist at $r = 0$ if $\beta < -\frac{1}{2}$; hence, the function $a(r)$ might not be $C^1$ at the singularity. In this case the function $a(r) \sim r^{2(\beta)} \in C^{0, \gamma}$ is Hölder continuous for $\gamma \leq 2(\beta + 1)$ on the whole domain, although this Hölder regularity depends on the cone angle.

We intend to apply a Ricci flow on cone surfaces. It is reasonable to think that cone surfaces in the sense of Definition 4.1 admit a solution to the Ricci flow, whereas the Definition 4.2 may be too loose. We will use an existence theorem from [MRS13]
for the Ricci flow on a certain setting of cone manifolds that we will take as a third definition.

Strictly speaking, a cone surface is a smooth surface minus a discrete set of points, together with a specific prescribed behaviour of the metric tensor on a neighbourhood of the removed (cone) points. Thus, the Ricci flow we try to consider is defined over an open surface, and actually it could be an ill-posed problem or possess non-unique solutions. In this chapter, we will use a particular flavour of the Ricci flow which keeps the cone angles fixed through time (this approach is equivalent to the one followed by Chow and Wu in the case of orbifolds). The Ricci flow is always a conformal change of the metric on the smooth part of the surface, i.e. maintains the angles; but keeping the cone angles unchanged is an extra assumption. This approach is not the only possible. In Chapter 5 we will develop a different flavour of the Ricci flow that instantaneously removes the cone points and the manifold becomes smooth everywhere. Even more, one can have an angle-changing flow [MRS13] or a cusp-generating flow [GT].

For the angle-preserving flow there are two main references that consider the existence of such Ricci flow: on the one hand the work of H. Yin [Yin10], [Yin13]; and on the other hand the work of R. Mazzeo, Y. Rubinstein and N. Sesum [MRS13]. Both works follow the standard approach for proving the existence of a PDE. First, one writes the Ricci flow equation on certain conformal form such that there is only one function evolving with an appropriate equation. Second, one writes the equation as a fixed-point problem for certain operator $T$ acting on a certain function space. Then one finds the linearized part of this operator and shows that $T$ is a contraction and hence has a fixed point. Thus, one has to study and get estimates for the linear problem $\partial_t u = a(x, t)\Delta_g u + \langle V, \nabla u \rangle + f(x, t)$. The technical and delicate part is choosing the appropriate function spaces to set the initial conditions and the solutions to these equations.

We will use Mazzeo, Rubinstein and Sesum approach. Their work uses the b-calculus introduced by R. B. Melrose [Mel93], that gives an explicit description of the asymptotic behaviour of the functions near the cone point. The idea is to “desingularize” the point by a blow-up, substituting the cone point by the $S^1$ boundary $\{r = 0, \theta \in \mathbb{R}/2\pi \mathbb{Z}\}$ one obtains a manifold with boundary $\tilde{M}$. In polar coordinates, one changes the space of derivative operators to $\mathcal{V}_b = \{ r \frac{\partial}{\partial r}, \frac{\partial}{\partial \theta} \}$ instead of the usual $\{ \frac{\partial}{\partial r}, \frac{\partial}{\partial \theta} \}$. This is equivalent to restrict to vector fields on $\tilde{M}$ tangent to the boundary. Then it is constructed $C^{k,\delta}_b(\tilde{M})$ as the space of functions with $k$ derivatives (taken in $\mathcal{V}_b$), and after taking all the derivatives, the result is on a H"older space $C^{0,\delta}(\mathcal{M})$. Similarly, the space $C^{k+\delta,(k+\delta)/2}_b([0, T] \times \tilde{M})$ is the space of functions of space and time, with $i$ space-derivatives (taken in $\mathcal{V}_b$), $j$ time-derivatives (in the usual sense), $i + 2j \leq k$, and after taking all the derivatives, the result is on a H"older space $C^{\delta,\delta/2}$. Finally, the H"older-Friedrichs domain for these functions is

$$
\mathcal{D}^{k+\delta,(k+\delta)/2}_b([0, T] \times \tilde{M}) = \{ u \in C^{k+\delta,(k+\delta)/2}_b \mid \Delta_g u \in C^{k+\delta,(k+\delta)/2}_b \}.
$$
The Ricci flow equation on surfaces is
\[ \frac{\partial}{\partial t} g(t) = -Rg. \]
If \( g(t) = e^{2\phi(t,x)} g_0 \), then the flow becomes
\[ \frac{\partial}{\partial t} \phi(t) = e^{-2\phi} \Delta g_0 \phi + R g_0. \] (4.3)

**Theorem 4.1 ([MRS13, Prop 3.10]).** Let \( (M, (p_1, \ldots, p_n), g_0) \) be a cone surface. Let \( \tilde{g}_0 \) be a background reference metric such that on a neighbourhood of a cone point \( p_i \) is flat and takes the conic form \( \tilde{g}_0 = dr^2 + \left( \frac{\alpha}{2\pi} \right)^2 r^2 d\theta^2 \). Let \( g_0 = e^{2\phi_0} \tilde{g}_0 \) be a cone metric, where \( \phi_0 \in D^{k,\delta}_b(\tilde{M}) \), and let \( g(t) = e^{2\phi(t)} g_0 \). Then, there is a unique solution \( \phi \in D^{k+\delta,(k+\delta)/2}([0,T] \times \tilde{M}) \) to (4.3) with \( \phi|_{t=0} = 0 \), provided \( T \) is sufficiently small.

Consequently, unless stated otherwise, we will use henceforth the following definition of cone surface.

**Definition 4.3.** A cone surface \( (M, (p_1, \ldots, p_n), g) \) is a topological surface \( M \) and points \( p_1, \ldots, p_n \in M \) equipped with a smooth Riemannian metric \( g \) on \( M \setminus \{p_1, \ldots, p_n\} \), such that every point \( p_i \) admits an open neighbourhood \( U_i \), and an homeomorphism \( (U_i, p_i) \to (D,0) \) (which is a diffeomorphism on \( U_i \setminus \{p_i\} \)), where the metric on the coordinates of \( D \setminus \{0\} \) is written as
\[ g = e^{2\phi_0} \left( dr^2 + \left( \frac{\alpha}{2\pi} \right)^2 r^2 d\theta^2 \right). \]
for certain function \( \phi_0 \in D^{l,\delta}_b(\tilde{M}) \).

Any cone surface in the sense of Definition 4.3 also satisfies Definition 4.2 (which is too general for the flow). Now we check that a cone surface defined with smooth polar coordinates (Definition 4.1) satisfies the boundary requirements of the b-calculus definition, for which we have existence of the flow (Definition 4.3).

**Lemma 4.1.** A cone surface in the sense of Definition 4.1 is also a cone surface in the sense of Definition 4.3.

**Proof.** We express a cone metric in two coordinate charts; namely conformal coordinates with respect to a cone, and polar geodesic coordinates.
\[ g = e^{2u} (dr^2 + \left( \frac{\alpha}{2\pi} \right)^2 r^2 d\theta^2) = d\rho^2 + h^2 d\xi^2. \]
For simplicity, we will assume that the functions \( u, h \) are radial, i.e. \( u = u(r) \), \( h = h(\rho) \). The general case \( u = u(r, \theta), h = h(\rho, \xi) \) follows the same structure, only involving more terms on \( \partial u/\partial \theta \) and \( \partial h/\partial \xi \).
The Gaussian curvature can be expressed as

\[ K = -\Delta_g = -e^{-2u} \Delta u = -\frac{1}{h} \frac{\partial^2 h}{\partial \rho^2} \]

where \( \Delta = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \). The change of coordinates can be achieved by the transformation

\[ d\rho = e^u dr \]
\[ \xi = \theta \]
\[ h = \left( \frac{\alpha}{2\pi} \right) r e^u \]

Assume we have a metric in the sense of Definition 4.1, given by \( h(\rho) \in C^\infty([0, A]) \). We need to check that \( u(r) = \ln h - \ln r - \ln \left( \frac{\alpha}{2\pi} \right) \) and \( \Delta_g u \) belong to \( C^k \) for any \( k \), i.e. when applying \( k \) times the operator \( r \frac{\partial}{\partial r} \) the result is in \( C^0 \). Indeed,

\[
\begin{align*}
    r \frac{\partial}{\partial r} u &= r \frac{\partial}{\partial r} \left( \ln h - \ln r - \ln \left( \frac{\alpha}{2\pi} \right) \right) \\
    &= r \frac{1}{h} \frac{\partial h}{\partial \rho} \frac{\partial}{\partial \rho} - 1 \\
    &= r e^u \frac{1}{h} \frac{\partial h}{\partial \rho} - 1 \\
    &= 2\pi \frac{\partial h}{\alpha} \frac{\partial}{\partial \rho} - 1
\end{align*}
\]

which is \( C^0 \) and tends to 0 as \( r \to 0 \). Since the derivative operator is

\[ r \frac{\partial}{\partial r} = r \frac{\partial}{\partial r} \frac{\partial}{\partial \rho} = re^u \frac{\partial}{\partial \rho} = \left( \frac{2\pi}{\alpha} \right) h \frac{\partial}{\partial \rho}, \]

when applied further, results on functions with the same regularity as \( h \) and the derivatives of \( h \).

For the Laplacian,

\[
\begin{align*}
    r \frac{\partial}{\partial r} \Delta_g u &= -r \frac{\partial}{\partial r} K \\
    &= \frac{2\pi}{\alpha} h \frac{\partial}{\partial \rho} \left( \frac{1}{h} \frac{\partial^2 h}{\partial \rho^2} \right) \\
    &= \frac{2\pi}{\alpha} \left( \frac{\partial^3 h}{\partial \rho^3} + K \frac{\partial h}{\partial \rho} \right).
\end{align*}
\]

Hence, all further derivations respect to \( h \frac{\partial}{\partial \rho} \) will yield terms in \( K \) and derivatives of \( h \). Since in Definition 4.1 the function \( h = \frac{\alpha}{2\pi} \rho + O(\rho^3) \), the curvature has a limit as \( \rho \to 0 \),

\[
\lim_{\rho \to 0} K = \lim_{\rho \to 0} \frac{-h_{\rho\rho}}{h} = \lim_{\rho \to 0} \frac{O(\rho)}{\frac{\alpha}{2\pi} \rho + O(\rho^3)} = C,
\]

and hence \( K \) is a \( C^0 \) function. Therefore, \( \Delta_g u \) is in \( C^k \). \( \square \)
To end this section, we show the Ricci flow equation in (time-dependent) polar coordinates, and we show a consequence of this equation for the angle-preserving flow.

Recall that the Ricci flow in surfaces, in conformal coordinates
\[ g = e^{2u}(dr^2 + r^2 d\theta^2), \]
is written as
\[ \frac{\partial u}{\partial t} = e^{-2u} \Delta u = -K. \]

**Proposition 4.1.** The Ricci flow equation, expressed in the time-dependent geodesic polar coordinates
\[ g(\tau) = d\rho^2 + h(\rho, \xi, \tau)^2 d\xi^2 \]
is
\[ \frac{\partial h}{\partial \tau} = \frac{\partial^2 h}{\partial \rho^2} - \frac{\partial h}{\partial \rho} \int \frac{1}{h} \frac{\partial^2 h}{\partial \rho^2} d\rho. \]

**Remark.** Here \( \tau = t \) is the time coordinate. On the change of coordinates, \( \rho \) is independent of \( \tau \), but \( \rho \) may depend on \( t \) in the coordinates \((r, \theta, t)\).

**Proof.** Let \((r, \theta, t)\) be the fixed spacetime coordinate chart on which a Ricci flow written as \( g(t) = e^{2u}(dr^2 + r^2 d\theta^2) \) satisfies the equation
\[ \frac{\partial u}{\partial t} = e^{-2u} \Delta u = -K \quad (4.10) \]
for \( u = u(r, \theta, t) \). Let \((\rho, \xi, \tau)\) be the spacetime coordinate chart defined by
\[ d\rho = e^{u} \, dr \]
\[ \xi = \theta \]
\[ \tau = t \]
First equation is equivalent to the integral form \( \rho = \rho(r, \theta, t) = \int_{0}^{r} e^{u(s, \theta, t)} \, ds \). From the chain rule we have
\[ 0 = \frac{\partial \rho}{\partial \tau} = \frac{\partial \rho}{\partial r} \frac{\partial r}{\partial \tau} + \frac{\partial \rho}{\partial \theta} \frac{\partial \theta}{\partial \tau} + \frac{\partial \rho}{\partial t} \frac{\partial t}{\partial \tau} \]
that is,
\[ e^{u} \frac{\partial r}{\partial \tau} + \frac{\partial \rho}{\partial t} = 0. \quad (4.11) \]
We define
\[ h = re^{u}. \]
The change of variables yield
\[ \frac{\partial h}{\partial \rho} = \frac{\partial r}{\partial \rho} e^{u} + re^{u} \left( \frac{\partial u}{\partial \rho} \frac{\partial r}{\partial \rho} + \frac{\partial u}{\partial \theta} \frac{\partial \theta}{\partial \rho} + \frac{\partial u}{\partial t} \frac{\partial t}{\partial \rho} \right) \]
\[ = 1 + r \frac{\partial u}{\partial r}, \quad (4.12) \]
and also
\[
\frac{\partial h}{\partial \tau} = \frac{\partial r}{\partial \tau} e^u + r e^u \left( \frac{\partial u}{\partial \tau} \frac{\partial r}{\partial \tau} + \frac{\partial u}{\partial \theta} \frac{\partial \theta}{\partial \tau} + \frac{\partial u}{\partial t} \frac{\partial t}{\partial \tau} \right)
\]
\[
= e^u \left( \frac{\partial r}{\partial \tau} \left( 1 + r \frac{\partial u}{\partial r} \right) + \frac{\partial u}{\partial t} \right).
\]  
(4.13)

Hence, using (4.11) and (4.11) into (4.13), we get

\[
\frac{\partial h}{\partial \tau} = -\frac{\partial \rho}{\partial t} \frac{\partial h}{\partial \rho} + h \frac{\partial u}{\partial t}
\]

Using now the Ricci flow equation (4.10),

\[
\frac{\partial u}{\partial t} = -K = -\frac{1}{h} \frac{\partial^2 h}{\partial \rho^2}
\]

and

\[
\frac{\partial \rho}{\partial t} = \int e^u \frac{\partial u}{\partial t} \, dr = \int \frac{\partial u}{\partial t} \, d\rho = -\int K \, d\rho,
\]

so

\[
\frac{\partial h}{\partial \tau} = \left( \int K \, d\rho \right) \frac{\partial h}{\partial \rho} + \frac{\partial^2 h}{\partial \rho^2}
\]

as stated.

\[\square\]

**Remark.** Theorem 4.1 can be stated as follows. Let \((M, (p_1, \ldots, p_n), g_0)\) be a cone surface such that in a local coordinate chart the metric can be written

\[
g_0 = d\rho^2 + h_0^2 d\xi^2.
\]

Then, the integral PDE problem on that local chart

\[
\begin{cases}
    h_\tau = h_{\rho \rho} - h_\rho \int \frac{h_{\rho \rho}}{h} \\
    h = 0 \quad \text{on} \; \rho = 0 \\
    h = h_0(\rho, \xi) \quad \text{on} \; \tau = 0
\end{cases}
\]  
(4.14)

has a short-time solution \(h(\rho, \xi, \tau)\) for \(\tau \in [0, \epsilon)\) compatible on all local charts, and the cone angle at the cone point does not change over time,

\[
\frac{\partial}{\partial \tau} \frac{\partial h}{\partial \rho} = 0.
\]

In [MRS13] it is described the existence of an angle-changing flow, where the cone angle at a cone point can be described by any smooth function \(\alpha(t)\). This would make our choice of angle-preserving flow somehow more arbitrary. However, the angle-changing flow has some drawbacks, namely the unbounded curvature along the flow. We show next that the angle preserving flow is the unique flow that evolves amongst the class of cone surfaces and has uniformly bounded curvature. In particular, it is the only one that may keep the cone metrics fitting the Definition 4.1, not escaping to a more general metric in the sense of Definition 4.3.
Proposition 4.2. Let \((\mathcal{M}, p, g(t))\) be a Ricci flow with one cone point \(p\) with angle \(\alpha(t)\) that might not be constant (as existence asserted in [MRS13]). If the curvature is uniformly bounded, then the cone angle does not change along the time.

Proof. From Corollary 3.12 in [MRS13], the curvature along the flow has the form

\[ K \sim b_0(t) + r \frac{2\pi}{\alpha} B(t, \theta) + O(r^2) \]

for some functions \(b_0(t)\), \(B(t, \theta)\) that do not depend on \(r\). Hence,

\[ \frac{\partial K}{\partial r} = \frac{2\pi}{\alpha} r^{\frac{2\pi}{\alpha} - 1} B(t, \theta) + O(r) \]

and

\[ \frac{r}{\partial K} \frac{\partial K}{\partial r} = \frac{2\pi}{\alpha} r^{\frac{2\pi}{\alpha}} B(t, \theta) + O(r^2). \]

Since \(\alpha < 2\pi\), we get that \(r \frac{\partial K}{\partial r} \to 0\) as \(r \to 0\) for all \(t > 0\).

Now, working on the geodesic polar coordinates \((\rho, \xi, \tau)\), we note that

\[ r \frac{\partial K}{\partial r} = r \frac{\partial \rho \partial K}{\partial \rho \partial \rho} = r e^u \frac{\partial K}{\partial \rho} = h \frac{\partial K}{\partial \rho} \]

and hence \(h \frac{\partial K}{\partial \rho} \to 0\) as \(\rho \to 0\). We also note that on these coordinates,

\[ \frac{\partial K}{\partial \rho} = -\frac{1}{h} \left( h_{\rho \rho \rho} - h_{\rho \rho} h_{\rho} \right). \]

Then, we compute the time derivative of the angle on the \((\rho, \xi, \tau)\) coordinates,

\[ \frac{\partial}{\partial \tau} \frac{\partial h}{\partial \rho} = h_{\rho \rho \rho} + K h_{\rho} + h_{\rho \rho} \int K \, d\rho \]

\[ = h_{\rho \rho \rho} - \frac{h_{\rho \rho}}{h} h_{\rho} + h_{\rho \rho} \int K \, d\rho \]

\[ = h \left( -\frac{\partial K}{\partial \rho} - K \int K \, d\rho \right). \]

Hence, since \(K\) is bounded and \(h \frac{\partial K}{\partial \rho} \to 0\) as \(\rho \to 0\), we have

\[ \left. \frac{\partial}{\partial \tau} \frac{\partial h}{\partial \rho} \right|_{\rho=0} = 0 \]

which means that the cone angle does not change. \(\Box\)
4.2 Infinite-curvature singularities

In the smooth case, the only obstruction to the continuation of the flow is the explosion of the curvature at some point, as we saw in Chapter 3. To prove this, one picks a flow defined on \( t \in [0, T) \) and assumes uniformly bounded curvature. One selects a sequence \( t_i \to T \) and then the metrics \( g(t_i) \) are equivalent to \( g(0) \). By a compactness theorem, we get a limit as \( t_i \to T \) and get a metric \( g(T) \) that can serve as initial data for a continuation of the flow.

In the case of cone surfaces, the same result applies. However, the compactness theorem must be examined. A priori, other phenomena associated with the cone points might prevent a continuation of the flow, such as two cone points collapsing close together, or a limit of cone points with certain angle that converge to a different cone angle.

Imagine an Euclidean cone of angle \( \alpha \) truncated at a distance \( \epsilon \) of the vertex, and replaced with a small Euclidean cone of angle \( \tilde{\alpha} \neq \alpha \), and imagine that the joint of the two cones is smoothed with a partition of unity, thus giving a small nonflat annulus with some curvature around the vertex. These are cone surfaces of angle \( \tilde{\alpha} \). Now we take a sequence of these cones varying \( \epsilon \to 0 \). The Gromov-Hausdorff limit is a surface with cone angle \( \alpha \), thus we may lose the cone structure at the limit. This, however, is due to the lack of a uniform bound on the curvature on the small annulus, the curvature on the joint tends to \( \pm \infty \) as \( \epsilon \to 0 \) (depending on whether \( \alpha > \tilde{\alpha} \) or the opposite). This same phenomenon may be observed as the asymptotic cone of the \( \tilde{\alpha}\alpha \)-cone solitons depicted in Chapter 2. These are surfaces with cone angle \( \tilde{\alpha} \) and have as asymptotic cone a surface with cone angle \( \alpha \).

Fortunately, in Appendix A we prove that, provided uniform bounds on the injectivity radius and the curvature, the cone structure is preserved under Gromov-Hausdorff limits. The uniform bound for the injectivity radius on \([0, t_i)\) comes automatically from the finite distortion of the metric for finite time (and hence finite distortion of the distances). If we assume bounded curvature on \([0, t_i)\), then we can apply Gromov’s compactness theorem to get a G-H limit, this limit is smooth except on the limit of the cone points, and the cone angle of the limit is the same as in \( g(0) \). Therefore, the continuous extension is not altered by the cone points, and the smooth extension applies (locally) to any neighbourhood of any smooth point. Let us remark that no maximum principle is required for the continuous extension of the metric. We have proven the following result.

**Proposition 4.3.** Let \( \mathcal{M} \) be a smooth closed cone surface, \( \Sigma \subset \mathcal{M} \) a discrete set of cone points, and \( g(t) \) a Ricci flow on a maximal time interval \([0, T)\) and \( T < \infty \), then

\[
\sup_{\mathcal{M} \setminus \Sigma} |R|(\cdot, t) \to \infty
\]

as \( t \to T \).

Now we turn our attention to the noncollapsing property. In the case of cone surfaces, the argument with \( \mathcal{L} \)-geodesics is still valid because of the following fact: Since
the cone angles we consider are less than $2\pi$, geodesics (as a length-minimizing path) do not pass across any cone point, because otherwise it would be possible to shorten the path. It is well possible to construct a piecewise smooth path passing through a cone point satisfying the geodesic equation $(\nabla \dot{\gamma} = 0)$ on each smooth component, this is a particular case of a broken geodesic, and does not minimize the distance between its endpoints. The same occurs with $\mathcal{L}$-geodesics: a spacetime path, parameterized backwards in time and minimizing the $\mathcal{L}$-functional amongst its endpoints, does not touch any cone point in any time, because otherwise the $\mathcal{L}$-length could be decreased. Hence, the reduced volume of a cone surface is defined the same way as in the smooth case, up to a set of singular cone points that have zero measure.

Since the noncollapsing theorem is independent of Harnack inequalities and maximum principles, we have directly the same noncollapsing theorem for cone surfaces. Noncollapsing has an important consequence for surfaces with cone angles less or equal than $\pi$.

**Theorem 4.2.** Let $(\mathcal{M}, (p_1, \ldots, p_n), g(t))$ be an angle-preserving Ricci flow on a cone surface defined on $[0, T]$, such that $|K| < C$ for all $t \in [0, T]$. Assume that all the cone angles are less than or equal to $\pi$. Then, the injectivity radius of the cone points

$$\text{inj}(\Sigma) = \min_{p \in \{p_1, \ldots, p_n\}} \text{inj}(p)$$

is uniformly bounded below along the flow. In particular, the distance between any two cone points is uniformly bounded below.

**Proof.** This is a consequence of $\kappa$-noncollapse and Lemma A.2 in Appendix A. By the $\kappa$-noncollapse and the bounds on the curvature, there is a lower bound on the volume and hence, by Proposition 3.1, a lower bound on the injectivity radius, and this bounds are uniform in time as far as the curvature keeps uniformly bounded. Then, by Lemma A.2, the cone points keep a uniformly bounded distance between them (the injectivity radius of the cone points is uniformly bounded below).

## 4.3 Barrier maximum principles for cone manifolds

We now develop some maximum principles for cone manifolds. First we develop a generic maximum principle for functions on cone surfaces. Next, we show an ad hoc maximum principle that suits the tensor Harnack inequality for flows on a cone surface.

One of the most standard formulations of the maximum principle is the following.

**Theorem 4.3.** Let $U$ be an open bounded set in $\mathbb{R}^n$. Let $U_T = U \times (0, T]$ and let $u : U \times [0, T] \to \mathbb{R}$ be a function $u \in C^{2,1}(U_T) \cap C(U_T)$ such that

$$\frac{\partial u}{\partial t} \leq \Delta u.$$

Let $(x_0, t_0) \in \overline{U_T}$ realize the maximum of $u$,

$$u(x_0, t_0) = \max_{\overline{U_T}} u,$$

where...
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then

\[(x_0, t_0) \in U_T \setminus U_T,\]

i.e. either \( t_0 = 0 \) or \( x_0 \in \partial U \).

The notation \( C^{2,1}(U \times (0, T]) \) means functions of class \( C^2(U) \) on the space variable, and of class \( C^1((0, T]) \) on the time variable, and with bounded \( C^2 \)-norm,

\[\sup_U |u| + \sup_U |\nabla u| + \sup_U |\nabla^2 u| < \infty.\]

Heuristically, an interior maximum would have gradient zero and Hessian negative defined. So it would have negative Laplacian and the function on that point would be decreasing when fixed on that point, giving greater values backwards in time. Therefore the space maximum cannot increase in time, and hence the maximum is at \( t = 0 \), or at the boundary.

This argument fails if \( u \) is not at least \( C^2 \) on the interior of \( U \), in particular if \( U \) itself contains a cone point, because a nonsmooth maximum point no longer needs to have zero gradient or negative Laplacian. We can workaround this problem if we are able to find a way to guarantee that the maximum cannot occur on the cone point. The way for achieving this is constructing a new function \( \bar{u}_\epsilon \) depending on a parameter \( \epsilon > 0 \) such that

- \( \bar{u}_\epsilon \) tends uniformly to \( u \) when \( \epsilon \to 0 \)
- on a small neighbourhood, \( \bar{u}_\epsilon \) is strictly increasing over radial lines leaving the cone point (thus not having a maximum at the cone point).

We call this new \( \bar{u}_\epsilon \) a barrier function for \( u \).

In order to construct barriers, we begin by setting some estimates for a nonflat metric on a cone surface, and next bringing some auxiliary functions that will help us to build such barriers. Some of these computations have been done in Chapter 2 for radial metrics.

**Lemma 4.2.** Let \( (\mathcal{M}, \{p_1, \ldots, p_n\}, g) \) be a cone surface such that the metric on a neighbourhood of a cone point is written as

\[g = dr^2 + h(r, \theta)^2 d\theta^2\]

for some analytic \( h : [0, A) \times \mathbb{R}/2\pi \mathbb{Z} \to \mathbb{R}^+ \), such that

- \( h(0, \theta) = 0 \), \( \forall \theta \) (the neighbourhood is a disc).
- \( \frac{\partial h}{\partial r}(0, \theta) = \frac{\alpha}{2\pi} \) (where \( \alpha \) is the cone angle).
- \[\left|\frac{\partial^2 h}{\partial r^2}\right| \leq Ch \] (bounded curvature).

Then,
• The Gaussian curvature is
  \[ K = -\frac{1}{h} \frac{\partial^2 h}{\partial r^2}. \]

• The Hessian of a radial function \( f = f(r) \) is
  \[ \text{Hess } f = f_{rr} dr^2 + h h_r f_r d\theta^2 \]

• The Laplacian of a radial function \( f = f(r) \) is
  \[ \Delta f = f_{rr} + \frac{h_r}{h} f_r \]

• For a fixed \( \theta \),
  \[ h(r, \theta) = \frac{\alpha}{2\pi} r + O(r^3). \]

• The ratio \( h_r/h \) behaves as
  \[ r \frac{h_r}{h} - 1 = O(r^2). \]

  In particular, \( \frac{h_r}{h} \sim \frac{1}{r} \) as \( r \to 0 \).

**Proof.** First three statements are a straightforward computation. From the bound on the curvature, we have that \( |h_{rr}| \leq C|h| \), hence \( h_{rr}(0) = 0 \) and the Taylor expansion of \( h \) has only a linear term on \( r \) plus terms of order \( O(r^3) \). For the last statement,

\[
    r \frac{h_r}{h} - 1 = \frac{r h_r - h}{h} = \frac{r \frac{\alpha}{2\pi} r + O(r^3) - r \frac{\alpha}{2\pi} r + O(r^3)}{\frac{\alpha}{2\pi} r + O(r^3)} = \frac{O(r^3)}{\frac{\alpha}{2\pi} r + O(r^3)} = O(r^2).
\]

\[ \square \]

Now we define a helpful function (cf. [Jef05]) that we will use later to build the barriers.

**Lemma 4.3.** Let \( U \) be a topological disk, with given polar coordinates \( (r, \theta) \in (0, r_0) \times [0, 2\pi) \), a cone angle at the origin, and a smooth Riemannian metric outside the cone point with bounded curvature. Let \( 0 < \delta < 1 \). Then the function given by

\[ (r, \theta) \mapsto r^\delta \]

satisfies

• \( \text{grad } r^\delta \) is pointing away from the cone point, and with norm tending to \( +\infty \) as we approach the vertex.

• \( \Delta r^\delta > 0 \) if \( r \) small enough.
4.3. Barrier maximum principles for cone manifolds

Proof. The gradient vector is
\[ \text{grad } r^\delta = \delta r^{\delta-1} \frac{\partial}{\partial r} \]
so it is clear that it points away from the origin and its norm tends to \( \infty \) as \( r \to 0 \).

The Laplacian of \( r^\delta \) is
\[ \Delta r^\delta = \delta (\delta - 1) r^{\delta-2} + \frac{1}{h} \frac{\partial h}{\partial r} \delta r^{\delta-1} = \delta r^{\delta-2} \left( \delta - 1 + \frac{1}{h} \frac{\partial h}{\partial r} r \right). \]

Since \( \frac{1}{h} \frac{\partial h}{\partial r} \to 1 \) as \( r \to 0 \), then \( \Delta r^\delta > 0 \) for \( r \) small enough.

This lemma allows us to construct a barrier function that proves the maximum principle on closed cone surfaces:

**Theorem 4.4.** Let \((\mathcal{M}, (p_1, \ldots, p_n), g_0)\) be a closed cone surface, and let \(u \in C^{2,1}(\mathcal{M} \times (0, T], g_0)\) such that
\[ \frac{\partial u}{\partial t} \leq \Delta u \]
Let \((x_0, t_0) \in \mathcal{M} \times [0, T]\) such that realizes the maximum of \(u\) over space and time,
\[ u(x_0, t_0) = \max_{\mathcal{M} \times [0, T]} u \]
then \(t_0 = 0\).

The notation \(C^{2,1}(\mathcal{M} \times (0, T], g_0)\) means functions \(C^2\) in space and \(C^1\) in time with bounded \(C^2\)-norm, this norm taken with respect to the metric \(g_0\).

Proof. Applying the maximum principle over the open set \(\mathcal{M} \setminus \Sigma\), where we denote \(\Sigma = \{p_1, \ldots, p_n\}\), the maximum of \(u\) is achieved on \(t = 0\) or, maybe, on \(t > 0\) and \(p \in \Sigma\). We will rule out the latter case. Assume by contradiction that \((p, t_0), p \in \Sigma\), is the maximum of \(u\) over \(\mathcal{M} \times [0, T]\).

Let \(U\) be a small neighbourhood of \(p\) such that we can dispose polar coordinates \((r, \theta)\), and \(\Delta r^\delta > 0\) for some \(0 < \delta < 1\), by Lemma 4.3. Let \(\epsilon > 0\), and define over \(U\) the function
\[ \bar{u} = u + \epsilon r^\delta. \]
It satisfies
\[ \frac{\partial \bar{u}}{\partial t} = \frac{\partial u}{\partial t} \leq \Delta u \leq \Delta (u + \epsilon r^\delta) = \Delta \bar{u}. \]

Applying the maximum principle to the open set \(U \setminus \{p\}\), \(\max_{U \times [0,T]} \bar{u}\) lies on \(t = 0\) or on \(x \in \partial U \cup \{p\}\). We claim that the latter cannot happen. Indeed, \(\bar{u}\) cannot have a maximum on \(x = p\) (i.e. \(r = 0\)) because \(\text{grad } \bar{u}\) is pointing away from \(p\) with infinite norm when \(r = 0\), and \(\text{grad } u\) is bounded, so \(\bar{u}\) is strictly increasing on radial directions leaving \(p\). On the other hand, the original \(u\) has no maxima on \(\partial U \times (0, T]\) because they would be interior points in \(\mathcal{M} \setminus \Sigma \times [0, T]\). Since \(\bar{u} \to u\) uniformly as \(\epsilon \to 0\), \(\bar{u}\) cannot either have maxima on \(\partial U \times (0, T]\); specifically, for any
\( \epsilon < \epsilon_0 = \frac{1}{2} \left( \max_{U \times (0,T)} u - \max_{\partial U \times (0,T)} u \right) \), the function \( \bar{u} \) cannot have maxima on \( \partial U \) because this value would be at most \( \max_{\partial U} u + \epsilon \) that is less than \( u(p,t_0) \).

Therefore, \( \max \bar{u} \) is on \( t = 0 \) and again since \( \bar{u} \to u \) uniformly, \( \max u \) is on \( t = 0 \).

Now we look for a cone version of Harnack inequality for Ricci flows. Recall from Chapter 3 that for the smooth case, if \((\mathcal{M}, g(t))\) is a Ricci flow with nonnegative curvature operator, then the quantity

\[
Z = M_{ij} W^i W^j + 2 P_{kij} U^{ki} W^j + R_{ijkl} U^{ij} U^{kl}
\]

is nonnegative. This is proven using a maximum (minimum) principle that involves creating a barrier function for the spatial infinity. We just modify this barrier to be a barrier also at the cone points. To modify \( Z \), \( M_{ij} \) and \( R_{ijkl} \), the barrier relies on the functions \( \psi \) and \( \phi \) as in Lemma 3.3.

The functions in the smooth case are:

\[
\varphi = \epsilon e^{At} f(x), \quad \psi = \delta e^{Bt}
\]

with \( \epsilon, \delta \) small and \( A, B \) sufficiently large. The function \( f(x) \) depends only on the position, \( f(x) \to +\infty \) as \( x \) goes to \( \infty \) (the distance to a fixed basepoint tends to infinity), but the derivatives of \( f \) are bounded. Then, \( \varphi \) is a space barrier for the infinity and a time barrier for \( t = 0 \). The function \( \psi \) is only a time barrier.

The only point we need is to change \( \varphi \) to be a barrier also at the cone points.

**Lemma 4.4.** Let \((\mathcal{M}, (p_1, \ldots, p_n), g)\) be a cone surface. There is some \( C > 0 \) and a function \( \mu = \mu(x) \) satisfying

1. \( \mu \geq 1/C \)
2. \( \mu \to +\infty \) as \( x \) tends to a cone point.
3. \( \Delta \mu \leq C \)

*Proof.* On a local chart around \( p_i \), we can assume that \( g = dr^2 + h^2 d\theta^2 \) for \( r \in [0, r_0) \), for some \( r_0 \) uniform on the surface. Without loss of generality, we can assume \( r_0 = 1 \).

It suffices to use a smooth interpolation between \( \mu = -\ln r \) for \( r < \frac{1}{2} \) and \( \mu = \ln 2 \) for \( r > \frac{1}{2} \) (assume that the interpolation only affects a very small neighbourhood of \( r = \frac{1}{2} \)). This function \( \mu \) obviously satisfies (1) and (2). To see (3), we only need to check it for the case \( \mu = -\ln r \) for \( r \) small. This gives us, by Lemma 4.2,

\[
\Delta \mu = \mu_{rr} + \frac{h_r}{h} \mu_r = \frac{1}{r^2} \left( 1 - r \frac{h_r}{h} \right) = \frac{1}{r^2} O(r^2) = O(1)
\]

and hence \( \Delta \mu \) is bounded on \([0, \frac{1}{2}]\). Finally, glue all the functions defined on neighbourhoods of the cone points, and define \( \mu = \ln 2 \) outside these neighbourhoods. 

Now we construct the new barriers.
Lemma 4.5. For any $C, \eta > 0$ and any compact set $K$ in space-time not containing cone points, the functions $\psi = \psi(t)$ and $\tilde{\varphi} = \tilde{\varphi}(x,t)$ defined as

$$\tilde{\varphi} = e^{At}(f(x) + \mu(x)).$$
$$\psi = e^{Bt}$$

satisfy

1. $\delta \leq \psi \leq \eta$ for some $\delta > 0$, for all $t$;
2. $\epsilon \leq \tilde{\varphi} \leq \eta$ on the compact $K$ for some $\epsilon > 0$, for all $t$. Furthermore, $\tilde{\varphi}(x,t) \to \infty$ if $x \to \infty$ or $x \to \Sigma = \{p_1, \ldots, p_n\}$, i.e. the sets $\{x | \tilde{\varphi}(x,t) < M\}$ are compact for all $t$ and all $M$;
3. $\frac{\partial \tilde{\varphi}}{\partial t} > \Delta \tilde{\varphi} + C\tilde{\varphi}$;
4. $\frac{\partial \psi}{\partial t} > C\psi$;
5. $\tilde{\varphi} \geq C\psi$.

Proof. We have defined

$$\tilde{\varphi} = \varphi + \epsilon e^{At}\mu$$

where $\varphi$ is the function on the smooth case on Lemma 3.3. Thus, items 1 and 4 have not changed. Item 2 follows from the fact that $\mu \to +\infty$ as $x$ tends to a cone point. Item 5 is immediate, $C\psi \leq \varphi \leq \tilde{\varphi}$.

We check item 3:

$$\left(\frac{\partial}{\partial t} - \Delta\right)\tilde{\varphi} = \left(\frac{\partial}{\partial t} - \Delta\right)\varphi + \epsilon e^{At}(A\mu - \Delta\mu).$$

Since $\Delta\mu \leq C' \leq (C')^2\mu$, we have $A\mu - \Delta\mu \geq (A - (C')^2)\mu \geq C''\mu$ if $A$ is big enough. Hence,

$$\left(\frac{\partial}{\partial t} - \Delta\right)\tilde{\varphi} > C\varphi + C''\epsilon e^{At}\mu > C''\tilde{\varphi},$$

for possibly different constants $C'$s.

4.4 Uniformization of cone surfaces

We finally assemble the properties obtained on the previous sections to reconstruct a proof for the uniformization of certain cone surfaces, as done with the smooth case.

We restrict ourselves to surfaces with cone angles less than or equal to $\pi$. This in particular covers the case of all orbifolds, with cone angles $\frac{2\pi}{n}$ for $n \in \mathbb{N}$. We will see that this restriction is an important hypothesis, and that other phenomena might happen if dropped.
From [MRS13] we have the existence of an angle-preserving flow. There are other
angle-changing flows but, as we saw, this is the only that may keep the curvature
bounded for a short time. Even this flow can develop infinite-curvature singularities
at finite time, as it happened in the smooth case, but also analogously to the smooth
case, this is the only obstruction to the continuation of the flow.

If the curvature explodes to infinity for finite time, we can perform a sequence of
pointed parabolic rescalings. The $\kappa$-noncollapsing property, that works on the cone
setting with the angle restriction, allows us to get a pointed limit flow, with the same
cone structure as the original flow, that is a $\kappa$-solution.

Since the Harnack inequality holds for flows on cone surfaces, every $\kappa$-solution has
an asymptotic shrinking soliton, complete and with bounded curvature. We classified
all cone solitons in Chapter 2, and all the possible solitons are compact, namely the
teardrop and the football solitons, or the constant curvature solitons.

Since we have a maximum principle for functions on cone surfaces, we can apply it
on $\kappa$-solutions to the function $u = t^2|M|^2$, over $\mathcal{M}$ and nested compact time intervals
$[t_1, t_2]$ with $t_1 \to -\infty$, as in the smooth case, and obtain that $|M| = 0$. This proves
that every $\kappa$-solution on a cone surface is a soliton.

**Theorem 4.5.** Let $(\mathcal{M}, (p_1, \ldots, p_n), g(t))$ be a $\kappa$-solution over a cone surface with cone
angles less than or equal to $\pi$. Then it is a shrinking soliton.

Since all $\kappa$ solutions are therefore compact, this gives a strong restriction on which
kind of surfaces can develop an infinite-curvature singularity.

**Corollary 4.1.** Let $(\mathcal{M}, (p_1, \ldots, p_n), g(t))$ be an angle-preserving Ricci flow over a cone
surface with cone angles less than or equal to $\pi$. Then, the flow is either defined for all
time; or the flow converges, up to rescaling, to a round surface; or it is a sphere with
one or two cone points and converges, up to rescaling, to a teardrop or football soliton.

For the general picture of the flow, it is useful to keep the analogy with the smooth
case in terms of the Euler characteristic. Recall that for cone surfaces there is a suitable
modified definition of Euler characteristic,

$$
\hat{\chi}(\mathcal{M}) = \chi(\mathcal{M}) + \sum_{i=1}^{n} \beta_i
$$

where $\chi(\mathcal{M})$ is the Euler characteristic of the underlying topological surface, and $\beta_i = \frac{\alpha_i}{\pi} - 1$ are the angle parameters of the cone points. In the case of orbifolds, this
definition makes the conic Euler characteristic multiplicative with respect to branched
coverings (i.e. if $\tilde{\mathcal{M}} \to \mathcal{M}$ is an $n$-to-one branched covering, then $\hat{\chi}(\tilde{\mathcal{M}}) = n\hat{\chi}(\mathcal{M})$).

Furthermore, with this definition the Gauss-Bonnet formula holds,

$$
\int_{\mathcal{M}} K \, d\mu = 2\pi \hat{\chi}(\mathcal{M}).
$$

Recall also that the evolution of the area of the surface under the Ricci flow is

$$
\frac{\partial}{\partial t} \text{Area}(\mathcal{M}) = \int_{\mathcal{M}} \frac{\partial}{\partial t} d\mu = \int_{\mathcal{M}} Rd\mu = -4\pi \hat{\chi}(\mathcal{M}).
$$
Let us inspect the case $\hat{\chi}(\mathcal{M}) \leq 0$. Then the area does not tend to zero, and there are also no isolated infinite-curvature singularities; since the rescaling blow-up of such singularities would bring as a limit a noncompact $\kappa$-solution, which is impossible. Therefore, the flow is defined for all $t > 0$. Actually, in this case the most easy way to study the flow is to use the normalized Ricci flow, as in the smooth case explained in Chapter 3. Substituting the maximum principle with the cone maximum principle from Section 4.3, the result is the same, and the surface converges to a constant curvature cone metric.

Now, let us check the case $\hat{\chi}(\mathcal{M}) > 0$. Then the topological (orientable) surface must be a sphere, $\chi(\mathcal{M}) = 2$, and the cone angles must satisfy

$$\sum_{i=1}^{n} \beta_i > -2$$

If we assume the angles less than or equal to $\pi$, then $-1 < \beta_i \leq -\frac{1}{2}$, and hence at most three cone points can occur. The area tends to zero for some finite time, and there must be an infinite-curvature singularity, which, as before, cannot be isolated and must happen at the same time as the area collapses to zero. The rescaling blow up of the surface yields a $\kappa$-solution, which we have seen it must be a soliton, that must be spherical, the teardrop or the football soliton, according to the number and magnitude of the cone points.

This gives a uniformization of all closed cone surfaces with angles less than or equal to $\pi$, and in particular, a uniformization of all closed two-dimensional orbifolds.

**Theorem 4.6.** Let $(\mathcal{M}, (p_1, \ldots, p_n), g_0)$ be a closed cone surface (in the sense of Definition 4.3), and assume that the cone points are less than or equal to $\pi$. Then there is an angle-preserving Ricci flow that converges, up to rescaling, to:

- a constant nonpositive curvature metric, if $\hat{\chi}(\mathcal{M}) \leq 0$.
- a spherical (constant positive curvature) metric, a teardrop soliton or a football soliton; if $\hat{\chi}(\mathcal{M}) \leq 0$.

It is interesting to note that this result agrees with the following obstruction theorem due to M. Troyanov.

**Theorem 4.7** (Troyanov, [Tro91]). Let $\mathcal{M}, (p_1, \ldots, p_n), (\alpha_1, \ldots, \alpha_n)$ be a surface with a collection of points and angles. Then there exists a constant curvature cone metric $g$ such that $(\mathcal{M}, (p_1, \ldots, p_n), g)$ is a cone surface (in the sense of Definition 4.2) if and only if one of the following holds:

- $\hat{\chi}(\mathcal{M}) \leq 0$.
- $\hat{\chi}(\mathcal{M}) > 0$ and for each $i = 1..n$

$$\beta_i > \sum_{j \neq i} \beta_j$$

where $\beta_i = \frac{\alpha_i}{2\pi} - 1$. 


In our discussion, if some cone points are greater than $\pi$, then the nonlocal collapsing is not enough to guarantee that two cone points stay at a uniformly bounded distance, i.e. two cone points could approach each other asymptotically while maintaining bounded curvature and area on the surface. This phenomenon has been also observed and confirmed by Mazzeo, Rubinstein and Sesum [MRS13]. They observed that if the inequality for the angles in Troyanov’s theorem fails, then there is only one cone point, say $p_1$, that violates the inequality. They proved that the normalized Ricci flow on the sphere with three or more cone points, some with angle greater than $\pi$, and not admitting a constant curvature metric, evolves approaching a football soliton with only two cone points, when all but the cone point $p_1$ collapse all together in a single cone point at infinite time. At the moment of writing this thesis, the details of this convergence and the limit remain to be fully described yet.
Smoothening cone points on surfaces

The Ricci flow considered so far in the previous chapters is the so-called angle-preserving flow. This is the flow implicitly assumed by Wu and Chow ([Wu91], [CW91]) for orbifolds, which is an equivariant definition of the Ricci flow under the action of the isotropy group of the cone points. Yin [Yin13] and Mazzeo, Rubinstein, and Sesum [MRS13] generalized the existence theorem to cone surfaces.

The alternative consideration of the Ricci flow just acting on the smooth part of the surface leads to consider the Ricci flow on an open, noncomplete manifold, which does not fit in the classical theory of Hamilton, so existence and uniqueness might be lost. On that general setting, P. Topping and G. Giesen [GT] obtained an existence theorem for Ricci flow on incomplete surfaces, which becomes instantaneously complete but might have unbounded curvature from below. This exposes the nonuniqueness of solutions.

In another work, Topping [Top12] considered a complete open surface with cusps of negative curvature and proved the existence of a instantaneously smooth Ricci flow with unbounded curvature, a smoothening flow for cusps which erases instantaneously the cusps. This requires a generalized notion of initial metric for a flow, namely, the flow is defined for $t \in (0, T]$ and the initial metric is the limit of $g(t)$ (in some sense) as $t \to 0^+$.

Topping’s technique for this result consists in capping off the cusps of the original metric $g_0$ with a smooth part near the cusp point, in an increasing sequence of metrics, each term with a further and smaller cap. This sequence of smooth metrics gives rise to a sequence of (classical) Ricci flows, and the work consists in proving that this sequence has a limiting Ricci flow on $\mathcal{M}$ which has $g_0$ as initial condition in that generalised sense. Our work in this chapter proves that this technique applies equally well on cone surfaces, using truncated or “blunt” cones as approximations for a cone point. In our setting, cusps would be seen as a limiting case of a zero-angle cone. This provides an instantaneously smooth Ricci flow that smooths out the cone points of a cone surface.

This technique of approximating a nonsmooth manifold by smooth ones and limiting the sequence of corresponding Ricci flows has also been used by M. Simon [Sim12]
in dimension three to investigate the Gromov-Hausdorff limit of sequences of three-manifolds. Another similar development has been done by T. Richard [Ric12] using this technique for smoothening out a broader class of Alexandrov surfaces.

The chapter is organized as follows. In Section 5.1 we recall some properties for cone surfaces and we compare the three different flows from evolving from a cone surface. Then we proceed to the construction of the smoothening flow. In Section 5.2 we build the truncated cones that will serve us as approximations of a cone point. In Section 5.3 we build upper barriers that, applied to our truncated cones, will give us control on the convergence of the sequence. In Section 5.4 we put together the preceding results to prove the existence theorem. Finally in Section 5.5 we prove the uniqueness theorem.

\section{Cone points and different Ricci flows}

In Section 4.1 of Chapter 4 we made an extensive discussion of different ways to define and describe a cone surface. We recall only a few facts that we will need here.

In this chapter we will use mainly isothermal coordinates (with respect to the Euclidean metric) for the model of cone points. A smooth Riemannian surface admits, on a neighbourhood \( U \) of each point \( p \), a coordinate chart \( (U, p) \to (D, 0) \) (where \( D \) is the unit disc) such that the metric is written as

\[
g = e^{2u}(dx^2 + dy^2) = e^{2u}(dr^2 + r^2d\theta^2) = e^{2u}|dz|^2
\]

where \((x, y)\) are the cartesian coordinates (or in polar coordinates \((r, \theta)\), or in complex notation \(z = x + iy\)); and \(u : D \to \mathbb{R}\) is smooth. If \(p\) is not smooth but a cone point, then \(u : D \setminus \{0\} \to \mathbb{R}\) is smooth and has subtle regularity and asymptotic behaviour as \(r \to 0\). As we saw in Chapter 4, the geometry of a cone requires \(u\) to have an asymptote at \(r = 0\) growing like a negative multiple of the logarithm of \(r\).

We will use hence the broader of the three definitions of cone surface that we discussed in Chapter 4.

**Definition 5.1.** A cone surface \((\mathcal{M}, (p_1, \ldots, p_n), g)\) is a topological surface \(\mathcal{M}\) and points \(p_1, \ldots, p_n \in \mathcal{M}\) equipped with a smooth Riemannian metric \(g\) on \(\mathcal{M}\setminus\{p_1, \ldots, p_n\}\), such that every point \(p_i\) admits an open neighbourhood \(U_i\), and diffeomorphism \((U_i, p_i) \to (D, 0)\) (which is a diffeomorphism on \(U_i \setminus \{p_i\}\)), where the metric on the coordinates of \(D \setminus \{0\}\) is written as

\[
g = e^{2(a_i + \beta_i \ln r)}|dz|^2
\]

where \(a_i : D \to \mathbb{R}\) is a bounded and continuous function on the whole disc, and \(-1 < \beta_i \leq 0\). The cone angle at \(p_i\) is \(\alpha_i := 2\pi(\beta_i + 1)\).

We will assume that all cone surfaces in this chapter have bounded curvature. Recall that we say that \(\mathcal{M}\) has bounded curvature if it has bounded Riemannian curvature on the smooth part of \(\mathcal{M}\). Recall also that the Ricci flow on surfaces is

\[
\frac{\partial}{\partial t} g = -2Kg
\]
where $K$ is the Gauss curvature of the surface, and in isothermal coordinates $g = e^{2u}|dz|^2$ the equation becomes

$$\frac{\partial}{\partial t} u = e^{-2u} \Delta u = -K$$

where $\Delta$ is the usual Euclidean Laplacian.

We will see now three different Ricci flows that can evolve from a cone surface as in Definition 5.1. First is the angle-preserving flow from Mazzeo, Rubinstein and Sesum [MRS13] (cf. Yin [Yin10], [Yin13]), that we saw in Chapter 4.

**Theorem 5.1** (cf. [MRS13], cf. [Yin13]). Let $(\mathcal{M}, (p_1, \ldots, p_n), g_0)$ be a cone surface in the sense of Definition 4.3 (in particular, satisfying Definition 5.1). Then there exists some $T > 0$ and a solution $g(t)$ to the Ricci flow on $t \in [0, T]$, with $g(0) = g_0$, such that on a neighbourhood of each cone point $p_i$ the (cone) metric is written as $g(t) = e^{2(\alpha_i(t) + \beta_i \ln r)}|dz|^2$.

Note that in [MRS13] it is described not only the angle-preserving flow, but also an angle-changing flow for any given smooth functions $\alpha_i(t)$ that prescribe the cone angles at the cone points $p_i$. Thus, it would be more precise to talk about the family of cone-preserving flows. This shows that there are much more than three possible flows.

In the more general setting of smooth, non-complete, open surfaces, Topping and Giesen [GT] proved that there exists a solution which is complete for all $t > 0$ and is maximally stretched, meaning that points spread apart at the maximum possible speed.

**Theorem 5.2** ([GT]). Let $(\mathcal{M}, g_0)$ be a smooth, non complete Riemannian surface without boundary. There exists a $T > 0$ and a smooth Ricci flow $g(t)$ on $t \in [0, T]$ such that $g(0) = g_0$; $g(t)$ is complete for all $t > 0$; and $g(t)$ is maximally stretched, i.e. if $\tilde{g}(t)$ is any other Ricci flow on $\mathcal{M}$ with $\tilde{g}(0) \leq g(0)$, then $\tilde{g}(t) \leq g(t)$ for all $t$.

In the particular case of a cone surface, viewed as an open noncomplete surface, this theorem ensures that there exists a solution flow such that after any time $t > 0$ a neighbourhood of the puncture has become as the (narrow) end of a hyperbolic cusp. This provides a maximally stretched flow, which is a second type of flow.

In this chapter we construct a third different solution to the same equation: a Ricci flow which is instantaneously smooth for any $t > 0$, that satisfies the Ricci equation for any $t \in (0, T]$, and that converges to the initial nonsmooth cone metric as $t \to 0$. We call this a smoothening flow. Despite the nonuniqueness shown by these results, there is certain uniqueness provided we restrict to a certain class of flows.

We will use the following general definition of initial metric:

**Definition 5.2** (Cf. [Top12] Definition 1.1). Let $\mathcal{M}$ be a smooth manifold, and $p_1, \ldots, p_n \in \mathcal{M}$. Let $g_0$ be a Riemannian metric on $\mathcal{M} \setminus \{p_1, \ldots, p_n\}$ and let $g(t)$ be a smooth Ricci flow on $\mathcal{M}$ for $t \in (0, T]$. We say that $g(t)$ has initial condition $g_0$ if

$$g(t) \to g_0 \text{ as } t \to 0^+$$

smoothly locally on $\mathcal{M} \setminus \{p_1, \ldots, p_n\}$.
The two main theorems of the chapter are the following:

**Theorem 5.3.** Let \((M, (p_1 \ldots p_n), g_0)\) be a closed cone surface; with bounded curvature. There exists a Ricci flow \(g(t)\) smooth on the whole \(M\), defined for \(t \in (0, T]\) for some \(T\), and such that
\[
g(t) \xrightarrow{t \to 0} g_0.
\]
Furthermore, this Ricci flow has curvature unbounded above and uniformly bounded below over time.

**Theorem 5.4.** Let \(\tilde{g}(t)\) be a Ricci flow on \(M\), defined for \(t \in (0, \delta]\) for some \(\delta < T\), such that
\[
\tilde{g}(t) \xrightarrow{t \to 0} g_0
\]
and assume that its curvature is uniformly bounded below. Then \(\tilde{g}(t)\) agrees with the flow \(g(t)\) constructed in Theorem 5.3 for \(t \in (0, \delta]\).

### 5.2 Truncating cones

We construct in this section smooth approximations of cone surfaces, by smoothly truncating the vertices. This section is analogous to Section 3.3 of [Top12], where we substitute the cusp points with cone points. Let \(D\) denote the unit disc, and \(r = |z|\). An appropriate elimination of the asymptote of the conformal factor at \(r = 0\) gives rise to a metric which is smooth, and no longer singular at the origin.

**Lemma 5.1.** Let \(g_0 = e^{2(a_0 + \beta \ln r)}|dz|^2\) be a cone metric on the punctured disc \(D \setminus \{0\}\) with curvature bounded below, \(K[g_0] \geq -\Lambda\). There exists an increasing sequence of smooth metrics \(g_k = e^{2u_k}|dz|^2\) on \(D\) such that
\[
\begin{align*}
1. & \quad g_k = g_0 \text{ on } D \setminus D_{1/k}, \\
2. & \quad g_k \leq g_0 \text{ on } D \setminus \{0\}, \\
3. & \quad \inf_{D_{1/k}} u_k \to +\infty \text{ as } k \to +\infty, \text{ and} \\
4. & \quad K[g_k] \geq \min\{e^2K[g_0], 0\}.
\end{align*}
\]

**Proof.** The conformal factor \(u_0 = a_0 + \beta \ln r\) of the cone metric tends to \(+\infty\) as \(r \to 0\), so for each \(k \in \mathbb{N}\) we pick the minimum of \(u_0\) and \(k\) to obtain an increasing sequence of bounded functions tending to \(u_0\). This has to be done in a way such that the functions remain smooth.

Choose a smooth function \(\psi : \mathbb{R} \to \mathbb{R}\) such that
\[
\begin{align*}
&\bullet \quad \psi(s) = s \text{ for } s \leq -1, \\
&\bullet \quad \psi(s) = 0 \text{ for } s \geq 1, \\
&\bullet \quad \psi' \geq 0 \text{ and } \psi'' \leq 0.
\end{align*}
\]
The smoothed minimum of $u_0$ and $k$ is

$$u_k = \psi(u_0 - k) + k$$

and satisfies:

- If $u_0 \geq k + 1$ then $u_k = k$ and therefore $K[g_k] = 0$.
- If $u_0 \leq k - 1$ then $u_k = u_0$ and therefore $K[g_k] = K[g_0]$.
- If $k - 1 < u_0 < k + 1$ then
  - $u_k \leq u_0$,
  - $u_k \leq k$,
  - $u_k \geq u_0 - 1$.

So

$$u_k \leq \min\{u_0, k\}$$

and then (2) and (3) are satisfied. We can compute

$$\Delta u_k = \psi''(u_0 - k)|\nabla u_0|^2 + \psi'(u_0 - k)\Delta u_0 \leq \psi'(u_0 - k)\Delta u_0.$$ 

Now, since $\psi' \geq 0$, we can distinguish

$$\Delta u_k \leq \Delta(u_0) \text{ if } \Delta u_0 > 0$$

or

$$\Delta u_k \leq 0 \text{ if } \Delta u_0 \leq 0.$$ 

So

$$\Delta u_k \leq \max\{\Delta u_0, 0\}$$

and then

$$K[g_k] = -e^{-2u_k}\Delta u_k \geq \min\{e^2K[g_0], 0\},$$

so (4) is satisfied. Finally (1) is satisfied after passing to a subsequence, since the region of points $\{z : u_0(z) > k\}$ shrinks to a point when $k \to \infty$. 

\[\Box\]

### 5.3 Upper barriers

The conformal factor of a cone surface possesses asymptotes at the coordinates of the cone points, whereas the truncated approximations have a big but finite value on that coordinates. This section provides a ratio of how fast the maximum value of this conformal factors decay as the Ricci flow evolves.
Lemma 5.2. Let \( g(t) = e^{2u(t)} |dz|^2 \) be a smooth Ricci flow on \( D \) and \( t \in [0, \delta] \), and assume that \( u(0) \leq A + \beta \ln r \) for some \( A \in \mathbb{R} \). Then

\[
u(t) < B + \frac{\beta}{2(\beta + 1)} \ln t
\]

for some \( B \) depending only on \( A \) and \( \beta \).

Proof. We will consider the conformal factor of several different surfaces. The function

\[
s(r) := \ln \left( \frac{2}{1 + r^2} \right)
\]

is the conformal factor of a sphere, and the functions

\[
v_0(r) := \ln(2(\beta + 1)) + \beta \ln r
\]

\[
v_1(r) := \ln(2(\beta + 1)) + \beta \ln r - \ln \left( 1 - r^{2(\beta + 1)} \right)
\]

are the conformal factors of Euclidean and hyperbolic cones (curvature 0 and \(-1\)) respectively. Note that the Euclidean and hyperbolic cones become indistinguishable as \( r \to 0 \).

Considering the Ricci flow \( \frac{\partial u}{\partial t} = e^{-2u} \Delta u = -K \) on the hyperbolic cone, it evolves as

\[
V_1(t) = v_1 + c(t)
\]

with \( c(t) \) an increasing function, so comparing with say \( t = 1 \), we have

\[
V_1(t) < v_1 + C
\]

for some constant \( C \) and for all \( 0 < t < 1 \).

The function \( s\left( \frac{r}{\lambda(t)} \right) + c_2 \) is the conformal factor of a rescaled sphere (in parameter and in metric). We define

\[
U(r,t) := \begin{cases} 
S(r, \lambda(t)) := s\left( \frac{r}{\lambda} \right) + v_1(\lambda) + C & \text{if } 0 < r \leq \lambda \\
v_1(r) + C & \text{if } \lambda < r < 1
\end{cases}
\]

where \( \lambda = \lambda(t) \) is a function of \( t \) to be determined. Geometrically, \( U \) is the conformal factor of a piecewise smooth metric, a hemisphere near the origin and a cone with constant negative curvature away from it. It is a kind of “blunt cone”, the transition being at coordinate \( r = \lambda(t) \). We still have to determine \( \lambda(t) \), but we will require it to tend to 0 as \( t \to 0 \). In order to prove the lemma we will see (a) \( u < U \) and (b) \( \sup U(\cdot, t) \leq B + \frac{\beta}{2(\beta + 1)} \ln t \).

We prove (a). We can assume that \( u(0) < v_1 + C \), and we know that at \( r = 0 \) the value of \( u \) is finite. Since the capping of \( S(r, \lambda) \) occurs at arbitrarily big values, it is
also true that $u(0) < U(0)$. Indeed, for $0 < r \leq \lambda$, we have $S(r, \lambda) \geq v_1(\lambda) + C \rightarrow +\infty$ as $t \rightarrow 0$ since $\lambda \rightarrow 0$. So $u < U$ for small positive $t$.

Suppose that for some $t_0$ there is a $0 < r_0 < 1$ such that $u(r_0, t_0) = U(r_0, t_0)$. We can assume $t < 1$. Note that the asymptote of $U$ at $r = 1$ avoids the case of $r_0 = 1$. If the point occurs at $\lambda \leq r_0 < 1$, then $u$ would be touching the upper barrier of $V_1(t)$, which is impossible since by the maximum principle $u$ cannot pass over $V_1$.

Assume then that $0 < r_0 < \lambda$. We have $U - u \geq 0$ for $0 \geq t \geq t_0$ and

$$
\frac{\partial}{\partial t}(U - u) \leq 0, \quad \Delta(U - u) \geq 0
$$

so at $(r_0, t_0)$

$$
0 \geq \frac{\partial U}{\partial t} - \frac{\partial u}{\partial t} = \frac{\partial U}{\partial t} - e^{-2U} \Delta u = \frac{\partial U}{\partial t} - e^{-2U}(\Delta(U - u) - \Delta U) \geq \frac{\partial U}{\partial t} - e^{-2U} \Delta U
$$

so

$$
\frac{\partial U}{\partial t} \leq e^{-2U} \Delta U.
$$

We now choose $\lambda(t)$ properly to contradict this assertion. On the one hand, at $(r_0, t_0)$

$$
\frac{\partial U}{\partial t} = \frac{\partial S}{\partial t} = \left(-s'(\frac{r}{\lambda}) \frac{r}{\lambda^2} + \frac{\beta}{\lambda} + \frac{2(\beta + 1)\lambda^2(\beta + 1)}{(1 - \lambda^2(\beta + 1))}\right) \frac{\partial \lambda}{\partial t} \geq \beta \frac{\partial \lambda}{\partial t}
$$

since $s'(r) < 0$. On the other hand, one can compute

$$
e^{-2U} \Delta U = e^{-2S} \Delta S = \frac{\lambda^{-2(\beta + 1)}}{(\beta + 1)^2} \frac{e^{-2C}}{4} (1 - \lambda^2(\beta + 1))^2.
$$

Ignoring the negligible term $\lambda^2(\beta + 1)$ tending to zero (geometrically, assuming a flat cone), one can guess a critical value of $\lambda$ by solving

$$
\beta \frac{\partial \lambda}{\partial t} = -\frac{\lambda^{-2(\beta + 1)}}{(\beta + 1)^2} \frac{e^{-2C}}{4}
$$

e.g. with the solution

$$
\lambda(t) = \left(\frac{-te^{-2C}}{2\beta(\beta + 1)}\right)^{\frac{1}{2(\beta + 1)}}.
$$

A slight modification, say

$$
\tilde{\lambda}(t) = \left(\frac{-te^{-2C}}{4\beta(\beta + 1)}\right)^{\frac{1}{2(\beta + 1)}},
$$

gives

$$
\frac{\partial S}{\partial t}(r, \lambda) \geq \beta \frac{\partial \tilde{\lambda}}{\partial t} = \frac{1}{2(\beta + 1)} \frac{\beta}{t} > \frac{\beta}{(\beta + 1)t} \left(1 + \frac{te^{-2C}}{4\beta(\beta + 1)}\right)^2 = e^{-2S(r, \lambda)} \Delta S(r, \lambda),
$$
giving a contradiction as long as $C$ is big enough. Therefore there is no such time $t_0$ and so $u \leq U$.

Now we prove (b). We use the $\lambda = \tilde{\lambda}$ just found. It is easy to check that $S(r, t)$ is nonincreasing and has a maximum at $r = 0$. Its value is

$$S(0, \tilde{\lambda}(t)) = \ln(4(\beta + 1)) + \beta \ln \left( \left( \frac{-t}{4(\beta + 1)^2} \right)^{\frac{1}{2(\beta + 1)}} \right) - \ln \left( 1 + \frac{te^{-2C}}{4\beta(\beta + 1)} \right) \leq B + \frac{\beta}{2(\beta + 1)} \ln t.$$  

5.4 Existence of the smoothening flow

We now prove the Theorem 5.3.

Proof. For simplicity assume there is just one cone point $p$. We take isothermal coordinates $z$ on a neighbourhood of $p$ such that $p$ corresponds to $z = 0$, and $z \in D$ the unit disc (rescaling parameter and metric if necessary), so the metric on this chart has the form

$$g_0 = e^{2(a + \beta \ln r)} |dz|^2$$

with $a : D \to \mathbb{R}$ a bounded and continuous function, smooth away from the origin.

We truncate the metric $g_0$ as in Lemma 5.1 and we obtain an increasing sequence of smooth metrics $g_k$ on $M$ such that:

1. $g_k = g_0$ on $D \setminus D_{1/k}$,
2. $g_k \leq g_0$ on $D \setminus \{0\}$,
3. $\inf_{D_{1/k}} u_k \to +\infty$ as $k \to +\infty$,
4. $K[g_k] \geq \min\{e^2 K[g_0], 0\}$ and
5. $g_k \leq g_{k+1}$.

We apply Ricci flow to each initial metric $g_k$ and obtain a sequence of flows $g_k(t)$. There exist a uniform $T > 0$ such that all flows $g_k(t)$ are defined for $t \in [0, T]$. Indeed, by [CK04] in dimension 2, if $\chi(M) < 2$ the flow is defined for $t \in [0, \infty)$, and if $\chi(M) = 2$ the flow is defined for $t \in [0, \frac{\Lambda \text{Area}(M)}{8\pi})$, and as $g_k \leq g_{k+1}$, then $\text{Area}_k \leq \text{Area}_{k+1}$. So in any case the area does not tend to zero.

By the maximum principle, the initial $g_k(0) \leq g_{k+1}(0)$ implies $g_k(t) \leq g_{k+1}(t)$ and again by the maximum principle, $K[g_k(0)] \geq -\Lambda$ implies $K[g_k(t)] \geq -\Lambda$.

There exists also $\hat{g}(t)$, the instantaneously complete Ricci flow given by Theorem 5.2. This flow is maximally stretched, so any other flow $g_k(t)$ with the same initial condition $g_0$ satisfies

$$g_k(t) \leq \hat{g}(t).$$
Now we have the sequence $g_k(t)$ satisfying
\[ g_k(t) \leq g_{k+1}(t) \leq \hat{g}(t), \]
so we can define the limit flow
\[ G(t) = \lim_{k \to \infty} g_k(t). \]

On any chart not containing $p$, the flow $G(t)$ is smooth by the uniform bounds of $g_k$ and the parabolic regularity theory. We need to ensure that $G(t)$ extends smoothly to $p$, and in particular our constructed solution is different from the maximally stretched flow (given by Theorem 5.2) and from the angle-preserving flow (given by Theorem 5.1), since none of them can be extended to $p$. It is enough to show that the conformal factor of $G(t)$ in a neighbourhood of $p$ does not tend to $\infty$ for $t > 0$. We use the Lemma 5.2. Say $G(t) = e^{2v(t)}|dz|^2$, then
\[ v(t) = \lim_{k \to \infty} u_k(t) \leq C + \frac{\beta}{2(\beta + 1)} \ln t \]
so $v(t) < +\infty$ for all $t > 0$. Furthermore, the uniform lower bound of the curvature on the approximative terms $g_k(t)$ also passes to the limit, so $K[G(t)] > -\Lambda$. 

\section{5.5 Uniqueness}

The uniqueness issue is parallel to Topping’s cusps, so we will sketch the proof and refer to [Top12] for a detailed completion. Although there are at least three Ricci flows with a cone surface as initial metric, say Topping’s instantaneously complete flow, Mazzeo et al./Yin’s cone flow, and our constructed smoothening flow, Topping’s flow is unique amongst maximally stretched, unbounded curvature flows; and our flow is unique amongst the lower-bounded curvature, smoothly-extended flows.

\begin{proof} (Theorem 5.4) Recall that $\tilde{g}(t)$ is a Ricci flow defined on $\mathcal{M}$ for $t \in (0, \delta]$, with curvature uniformly bounded below, and such that $\tilde{g}(t) \to g_0$ as $t \to 0$. We want to show that it is unique. The proof consists in 4 steps:

\textbf{Step 1.} There exists a neighbourhood $\Omega$ of $p_i$, where the metric is written $\tilde{g}(t) = e^{2u}|dz|^2$, and there exists $m \in \mathbb{R}$ such that
\[ u \geq m \]
in $\Omega$ for $t \in (0, \delta_2]$. 

This step makes use of the lower curvature bound. Since $\frac{\partial u}{\partial t} = e^{-2u} \Delta u = -K[\tilde{g}] < \Lambda$, we have
\[ u(z,t) \geq u(z, \frac{\delta}{2}) - \Lambda \left( \frac{\delta}{2} - t \right) \geq \inf_{\Omega} u(\cdot, \frac{\delta}{2}) - \Lambda \frac{\delta}{2} =: m. \]
Step 2. Actually, for every $M < \infty$, there is a small enough neighbourhood $\Omega_1$ and a small enough time $\delta_1$ such that

$$u \geq M$$

in $\Omega_1$ for $t \in (0, \delta_1)$.

This bound is obviously true for the conformal factor $u_0$ of the metric $g_0$, since $u_0 = a + \beta \ln r$ has an asymptote on $r = 0$. However, it is not clear that the factors $u(t)$ of the metrics $\tilde{g}(t)$ remain bounded by an arbitrary constant on a small neighbourhood for small $t$. It might happen that the functions $u(t) \to u_0$ as $t \to 0$ with $u(t)$ fixed at $r = 0$ (that is, non-uniform convergence); but this case would contradict the uniform bounded below curvature. The sketch of the proof is as follows.

Define the family of functions $h(t) = \max\{M - u(t), 0\}$, and the goal is proving that $h(t) \equiv 0$ for all $t < \delta_1$. We do that by showing that its $L^1$ norm on some small disc, $||h(t)|| = \int_{D_t} |h(t)| du$, vanishes. For, on the one hand $||h(t)|| \to 0$ as $t \to 0$, since $||h(t)|| = \max\{M - u(t), 0\} \to \max\{M - u(0), 0\} = 0$ because $u_0 > M$. On the other hand, we claim that $\frac{d}{dt} ||h(t)|| \leq 0$, what proves the result. In order to prove that claim, we change the functions $h(t)$ by a smoothed version of the maximum, in a similar fashion we did in the proof of Lemma 5.1, that is $h_{\rho}(t) = \Psi_{\rho}(M - u) \to h(t)$ as $\rho \to 0$. This allows us to compute $\frac{d}{dt} ||h_{\rho}(t)||$ in terms of the derivatives of the controlled function $\Psi_{\rho}$, the lower bound on $u(t)$ given by the previous step, and the lower curvature bound. See [Top12] for the details.

Step 3. With the lower bound of $u$, we can compare the flow $\tilde{g}(t)$ (which is conical at $t \to 0$) with any Ricci flow smooth at $t = 0$. Let $\sigma(t)$ be a smooth Ricci flow on $\mathcal{M}$ and $t \in [0, \delta]$. If $\sigma(0) < g_0$ on $\mathcal{M} \setminus \{p_1, \ldots, p_n\}$, then $\sigma(t) \leq \tilde{g}(t)$ on $\mathcal{M} \forall t \in (0, \delta]$.

This step is essentially an application of the maximum principle. Let $s$ be the conformal factor of $\sigma(0)$. Since it is bounded, there exists an $M$ and (by the previous step) a neighbourhood $\Omega$ of the cone points such that $s \leq M \leq u$ for a small time $t < t_1$ on $\Omega$. But since $\tilde{g}(t) \to g_0$ and $\sigma(0) < g_0$, for an even smaller time $t < t_2$ we have $\sigma \leq \tilde{g}$ on the whole $\mathcal{M}$. Having established the inequality for a positive time the maximum principle gives it for any time $t \in (0, \delta)$.

Step 4. Comparing two smoothening Ricci flows $\tilde{g}_1(t)$, $\tilde{g}_2(t)$ on $t \in (0, \delta]$ with initial metric $g_0$ and curvature uniformly bounded below, a parabolic rescaling of one of them makes it a smooth Ricci flow even at $t = 0$, so it is smaller or equal than the other. By symmetry, also the other is smaller or equal than the one, so they are identical.

The point is picking a small $t_0 > 0$ and the bound $K[\tilde{g}_1(t)] \geq -\Lambda$. We define a rescaling of $\tilde{g}_1(t)$ as

$$\sigma(t) := e^{-4\Lambda t_0} \tilde{g}_1(e^{4\Lambda t_0} t + t_0)$$

for $t \in [0, (\delta - t_0)e^{-2\Lambda t_0})$. This is a smooth Ricci flow even at $t = 0$, and by the lower curvature bound it satisfies $\sigma(0) < g_0$, so by the previous step $\sigma(t) \leq \tilde{g}_2(t)$. But moving $t_0 \to 0$ one gets $\tilde{g}_1(t) \leq \tilde{g}_2(t)$ and by symmetry, also $\tilde{g}_2(t) \leq \tilde{g}_1(t)$.
A three-dimensional expanding soliton

Recall that a gradient Ricci soliton is a smooth Riemannian metric $g$ on a manifold $M$ together with a potential function $f : M \to \mathbb{R}$ such that

$$\text{Ric} + \text{Hess} f + \frac{\epsilon}{2} g = 0 \quad (6.1)$$

for some $\epsilon \in \mathbb{R}$. As we saw in Chapter 2, solitons provide special examples of self-similar solutions of Ricci flow, $\frac{\partial}{\partial t} g = -2\text{Ric}$, evolving by homotheties and diffeomorphisms generated by the flow $\phi(\cdot, t)$ of the vector field $\text{grad} f$, this is $g(t) = (\epsilon t + 1)\phi^* g_0$. The constant $\epsilon$ can be normalized to be $-1, 0, 1$ according the soliton being shrinking, steady or expanding respectively (see [CCG+07] for a general reference). Solitons play an important role in the classification of singular models for Ricci flow despite of (or actually due to) existing only a limited number of examples.

In dimension 3, the only closed gradient solitons are those of constant curvature. Furthermore, by the results of Hamilton-Ivey [Ham88], [Ive93] and Perelman [Per02], the only three-dimensional, possibly open, gradient shrinking solitons with bounded curvature are $S^3$, $\mathbb{R}^3$ and $S^2 \times \mathbb{R}$ with their standard metrics, and their quotients. Notice that in all these examples the gradient vector field is null. Examples with nontrivial potential function in dimension three include the Gaussian flat soliton, the steady Bryant soliton [Bry], the product of the two-dimensional steady cigar soliton with $\mathbb{R}$ due to Hamilton, and a continuous family of rotationally symmetric expanding gradient solitons due to Bryant [Bry]. In summary, shrinking and steady solitons are very few, and these are useful in the analysis of high curvature regions of the Ricci flow. Expanding solitons are less understood and there is much more variety of them.

Bryant solitons are constructed using a dynamical system approach to study an associated ODE, by means of a phase portrait. Using similar analysis, P. Baird [Bai09] found some nongradient solitons. We also used this technique in Chapter 2 to get a classification of all two-dimensional smooth and cone solitons. In this chapter we exploit this technique even further to find a new example of soliton.

A couple of motivating examples are the following. The hyperbolic metric $g = dr^2 + e^{-2r}(dx^2 + dy^2)$ on $\mathbb{R}^3$, together with a trivial potential $f = \text{cst}$ fits into the soliton
equation (6.1) with \( \epsilon = 1 \), so any quotient (hyperbolic manifold) yields an expanding soliton. An open quotient of the hyperbolic space, for instance the cusp \( \mathbb{R} \times \mathbb{T}^2 \) obtained as a quotient by parabolic isometries (represented by Euclidean translations on the \( xy \)-plane) yields also a soliton.

Another interesting example occurs in \( \mathbb{R}^n \) endowed with the Euclidean metric: it fits into the soliton equation together with a potential function \( f(p) = -\epsilon |p|_4^2 \) for any \( \epsilon \in \mathbb{R} \). The nonzero cases are the so called Gaussian solitons, and even when the metric is constant in all cases (hence there is a unique solution with a given initial condition), there is more than one soliton structure on it.

We will restrict ourselves to metrics with bounded curvature. This restriction is very natural for several reasons. First, if we consider a smooth complete metric as initial condition for the Ricci flow, the bounded curvature ensures short time existence and uniqueness of solutions of the flow, both in the compact case ([Ham82], [DeT83]) as well as on the complete noncompact one ([Shi89], [CZ06]). If the boundedness condition of the curvature is dropped, we can lose the uniqueness; for instance approximating a cusp end by a high-curvature cap (cf. with Chapter 5). A second reason is that from the metric point of view, curvature unbounded below may be very hard to control, especially when related with sequences of homotheties. A lower bound on the curvature is an essential requirement for the theory of Gromov-Hausdorff convergence and Alexandrov spaces, which is also underlying into the theorems for the long time existence of the Ricci flow. Even with the assumption of bounded curvature at the initial manifold, convergence under rescalings may be an issue if the bound is not uniform. For example, it is not clear what an open expanding hyperbolic manifold is at the birth time, namely \( t \to -1 \) when the evolution is \( g(t) = (t + 1)g_{\text{hyp}} \). A sequence of shrunk negatively curved manifolds does not need to have a limit in the Gromov-Hausdorff sense, since the curvature is not uniformly bounded below. A hyperbolic cusp on \( \mathbb{R} \times \mathbb{T}^2 \) as an expanding soliton (with a fixed basepoint to get pointed convergence) tends to a line while its curvature tends to \(-\infty\), as \( t \to -1 \) the birth time, which does not induce a natural manifold structure.

The aim of this chapter is constructing a particular example of expanding gradient Ricci soliton on \( \mathbb{R} \times \mathbb{T}^2 \), different from the constant curvature examples. Furthermore, we prove that it is the only possible nonhomogeneous soliton on this manifold provided there is a lower sectional curvature bound equal to \(-\frac{1}{4}\).

In Section 6.1 we consider the generic warped product metric \( g = dr^2 + e^{2h}(dx^2 + dy^2) \) over \( M = \mathbb{R} \times \mathbb{T}^2 \), where \( h = h(r) \) is a function determining the size of the foliating flat tori, and a potential function \( f = f(r) \) constant over these tori. We find a suitable choice of \( h \) and \( f \) that makes the triple \((M, g, f)\) a soliton solution for the Ricci flow with bounded curvature, by means of the phase portrait analysis of the soliton ODEs.

**Theorem 6.1.** There exists an expanding gradient Ricci soliton \((M, g, f)\) over the topological manifold \( M = \mathbb{R} \times \mathbb{T}^2 \) satisfying the following properties:

1. The metric has pinched sectional curvature \(-\frac{1}{4} < \text{sec} < 0\).
2. The soliton approaches the hyperbolic cusp expanding soliton at one end.

3. The soliton approaches locally the flat Gaussian expanding soliton on a cone at the other end.

More precisely, $M$ admits a metric

$$g = dr^2 + e^{2h(r)}(dx^2 + dy^2)$$

where $(r,x,y) \in \mathbb{R} \times S^1 \times S^1$; and a potential function $f = f(r)$, satisfying the soliton equation and with the stated bounds on the curvature, such that

$$h \sim \frac{r^2}{2} \quad \text{and} \quad f \to \text{cst} \quad \text{as} \quad r \to -\infty$$

and

$$h \sim \ln r \quad \text{and} \quad f \sim -\frac{r^2}{4} \quad \text{as} \quad r \to +\infty.$$ 

For the asymptotical notation "\(\sim\)", we write

$$\phi(r) \sim \psi(r) \quad \text{as} \quad r \to \infty$$

if

$$\lim_{r \to \infty} \frac{\phi(r)}{\psi(r)} = 1.$$ 

Remark that when $r \to +\infty$ the theorem states that the metric approaches $g = dr^2 + r^2(dx^2 + dy^2)$. This is a nonflat cone over the torus, namely its curvatures are $\sec rx = \sec ry = 0$ and $\sec xy = -\frac{1}{r^2}$, but it indeed approaches a flat metric when $r \to +\infty$.

In Section 6.2 we consider the general case of a metric over $\mathbb{R} \times T^2$ with $\sec > -\frac{1}{4}$, and we prove that the only nonflat solution is the example previously constructed. The lower bound on the curvature implies a concavity property for the potential function. This leads together with the prescribed topology to a general form of the coordinate expression of the metric, that can be subsequently computed as the example.

**Theorem 6.2.** Let $(M,g,f)$ be a nonflat gradient Ricci soliton over the topological manifold $M = \mathbb{R} \times T^2$ with bounded curvature $\sec > -\frac{1}{4}$. Then it is the expanding gradient soliton depicted on Theorem 6.1.

Let us remark that our example is also a critical case for the bound on the curvature, in regard of the following known result, see [CCC+, Lem 5.5, Rmk 5.6].

**Proposition 6.1.** Let $(M^n,g,f)$ with $n \geq 3$ be a complete noncompact gradient expanding soliton with $\text{Ric} \geq -\frac{1}{4} + \delta$ for some $\delta > 0$. Then $f$ is a strictly concave exhaustion function, that achieves one maximum, and the underlying manifold $M^n$ is diffeomorphic to $\mathbb{R}^n$. 
Our example proves that the proposition fails if one only assumes $\text{Ric} > -\frac{1}{2}$ and thus the case $\text{Ric} = -\frac{1}{2}$ is critical. In our critical case the soliton also has a strictly concave potential, but $f$ has no maximum, and actually our solution admits a different topology for the manifold, namely $\mathbb{R} \times \mathbb{T}^2$.

Most tedious computations thorough the chapter can be performed and checked using Maple or other similar software, therefore no step-by-step computations will be shown. Pictures were drawn using Maple, and using the P4 program [pro] for the compactified portrait technique, that we became aware thanks to J. Torregrosa.

6.1 The asymptotically cusped soliton

Let us consider the metric
\[ g = dr^2 + e^{2h(r)}(dx^2 + dy^2) \]  
(6.2)
where $h = h(r)$ is a one-variable real function, and a potential function $f = f(r)$ depending also only on the $r$-coordinate. The underlying topological manifold can be taken \( (r, x, y) \in \mathbb{R} \times S^1 \times S^1 = \mathbb{R} \times \mathbb{T}^2 \) since $\mathbb{R}^3$ with this metric admits the appropriate quotient on the $x,y$ variables. Standard Riemannian computations yield the following equalities.

**Lemma 6.1.** The metric in the form (6.2) associates the following geometric quantities:

- $\text{Ric} = -2((h')^2 + h'')dr^2 - e^{2h}(h'' + 2(h')^2)(dx^2 + dy^2)$,
- $R = -4h'' - 6(h')^2$,
- $\sec_{xy} = -(h')^2$,
- $\sec_{rx} = \sec_{ry} = -((h')^2 + h'')$,
- $\text{Hess } f = f''dr^2 + e^{2h}f'h'(dx^2 + dy^2)$,
- $\Delta f = 2h'f' + f''$,
- $\text{grad } f = f'\frac{\partial}{\partial r}$,
- $\nabla f = f'dr$,
- $|\text{grad } f|^2 = (f')^2$.

Hence the soliton equation (6.1) for this metric turns into
\[ \left( \frac{\epsilon}{2} + f'' - 2(h')^2 - 2h'' \right) dr^2 + e^{2h} \left( \frac{\epsilon}{2} + h'f' - 2(h')^2 - h'' \right)(dx^2 + dy^2) = 0. \]

This tensor equation is equivalent to the ODEs system
\[
\begin{align*}
\frac{\epsilon}{2} + f'' - 2(h')^2 - 2h'' &= 0 \\
\frac{\epsilon}{2} + h'f' - 2(h')^2 - h'' &= 0.
\end{align*}
\]
(6.3)
Let us remark that this system would be of second-order in most coordinate systems, but in ours we can just change variables $H = h'$ and $F = f'$, and rearrange to get a first-order system

\[
\begin{align*}
H' &= HF - 2H^2 + \frac{\epsilon}{2} \\
F' &= 2HF - 2H^2 + \frac{\epsilon}{2}.
\end{align*}
\]

We can solve qualitatively this system using a phase portrait analysis (see Figure 6.1). Every trajectory on the phase portrait represents a soliton, but will not have in general bounded curvature. Actually, bounded curvature is achieved if and only if both $H$ and $H'$ are bounded on the trajectory.

The critical points (stationary solutions) of the system are found by solving \{ $H' = 0, F' = 0$ \}. If the soliton is shrinking ($\epsilon = -1$), there are no critical points and no trajectories with bounded curvature, agreeing with Perelman’s classification. If the soliton is steady ($\epsilon = 0$), there is a whole straight line \{ $H = 0$ \} of fixed points representing all of them the flat steady soliton. In this case there are neither trajectories with bounded $H$, hence all solutions have unbounded negative curvature at least at one end. Let us assume henceforth that the soliton is expanding ($\epsilon = 1$), so our system is

\[
\begin{align*}
H' &= HF - 2H^2 + \frac{1}{2} \\
F' &= 2HF - 2H^2 + \frac{1}{2}.
\end{align*}
\]  \tag{6.4}

There are two critical points,

\[(H, F) = (\pm \frac{1}{2}, 0).\]
The critical point \((\frac{1}{2}, 0)\) corresponds to a soliton with \(h(r) = \frac{r^2}{2} + c_1\) and \(f(r) = c_2\), the gradient vector field is null, and the metric is \(g_0 = dr^2 + e^{r+c_1}(dx^2 + dy^2)\), which is a complete hyperbolic metric, with constant sectional curvature equal to \(-\frac{1}{4}\), and possesses a cusp at \(r \to -\infty\). As a Ricci flow it is \(g(t) = (t+1)g_0\), it evolves only by homotheties, and it is born at \(t = -1\). The symmetric critical point \((-\frac{1}{2}, 0)\) represents the same soliton, just reparameterizing \(r \to -r\).

The phase portrait of the system (6.4) has a central symmetry, that is, the whole phase portrait is invariant under the change \((H, F, r) \to (-H, -F, -r)\), so it is enough to analyze one critical point and half the trajectories.

We shall see that the critical points are saddle points, and there is a separatrix trajectory emanating from each one of them that represents the soliton metric we are looking for. Both trajectories represent actually the same soliton up to reparameterization.

**Lemma 6.2.** Besides the stationary solutions, and up to the central symmetry, there is only one trajectory \(S\) with bounded \(H\). This trajectory is a separatrix joining a critical point and a point in the infinity on a vertical asymptote.

**Proof.** The linearization of the system is

\[
\begin{pmatrix}
H' \\
F'
\end{pmatrix} = \begin{pmatrix}
F - 4H & H \\
2F - 4H & 2H
\end{pmatrix} \begin{pmatrix}
H \\
F
\end{pmatrix}.
\]

The matrix of the linearized system has determinant \(-4H^2 \leq 0\), so the critical points are saddle points. For each one, there are two eigenvectors determining four separatrix trajectories; being two of them attractive, two of them repulsive, according to the sign of the eigenvalue.

We are interested in one of the two repulsive separatrix emanating from the critical point \((H, F) = (\frac{1}{2}, 0)\), pointing towards the region \(\{H < \frac{1}{2}, F < 0\}\). We shall see that this is the only solution curve (together with its symmetrical) with bounded \(H\) along its trajectory, so it represents a metric with bounded curvature.

In order to analyze the asymptotic behaviour of the trajectories, we perform a projective compactification of the plane, as explained for instance in [DLA06], Ch. 5. The compactified plane maps into a disc where pairs of antipodal points on the boundary represent the asymptotic directions, Figure 6.2 shows the compactified phase portrait of (6.4). A standard technique for polynomial systems is to perform a change of charts on the projective plane so that critical points at infinity can be studied. A sketch is as follows: a polynomial system

\[
\begin{align*}
\dot{x} &= P(x, y) \\
\dot{y} &= Q(x, y)
\end{align*}
\]

can be thought as lying on the \(\{z = 1\}\) plane in the \(xyz\)-space. By a central projection this maps to a vector field and a phase portrait on the unit sphere, or in the projective
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Figure 6.2: Compactified phase portrait of the system (6.4).

plane after antipodal identification. In order to do this, it may be necessary to resize the vector field as

\[
\begin{align*}
\dot{x} &= \rho(x, y)P(x, y) \\
\dot{y} &= \rho(x, y)Q(x, y)
\end{align*}
\]

so that the vector field keeps bounded norm on the equator. However, this change only reparameterizes the trajectories. A global picture can be obtained by orthographic projection of the sphere on the equatorial disc, as in Figure 6.2, or it can be projected further to a plane \(\{x = 1\}\) or \(\{y = 1\}\) in order to study the critical points at the infinity. Let us remark that this technique works only for polynomial systems since the polynomial growth ratio suits the algebraic change of variables.

In our system, this analysis yields that for every trajectory the ratio \(H/F\) tends to either 0, \(1 + \frac{\sqrt{2}}{2}\) or \(1 - \frac{\sqrt{2}}{2}\) as \(r \to \pm\infty\); represented by the pairs of antipodal critical points (of type node) at infinity. The knowledge of the finite and infinite critical points, together with their type, determines qualitatively the phase portrait of Figure 6.2 by the Poincaré-Bendixon theorem. Thus, a trajectory with bounded \(H\) on the \(\mathbb{R}^2\) portrait, when seen on the \(\mathbb{RP}^2\) portrait must have their ends either on the finite saddle points or on the infinity node with \(H/F\) ratio equal to 0 (meaning a vertical asymptote). The only trajectory satisfying this condition is the claimed separatrix and its symmetrical.

We shall see that this trajectory \(S\) is parameterized by \(r \in (-\infty, +\infty)\), and when \(r \to -\infty\) the function \(h(r)\) behaves as \(\frac{r^2}{2}\) and then the solution is asymptotically a cusp. Similarly, we will see that \(h', h'' \to 0\) when \(r \to +\infty\) and then the solution is asymptotically flat.

To better understand the phase portrait it is useful to consider some isoclinic lines. This will give us the limit values for \(H, H'\) and the range of the parameter.

**Lemma 6.3.** The vertical asymptote for the trajectory \(S\) occurs at \(H = 0\). Furthermore, it is parameterized by \(r \in (-\infty, +\infty)\) and \(H, H' \to 0\) as \(r \to +\infty\).
Proof. The vertical isocline \( \{ H' = 0 \} \) is the hyperbola

\[
F = 2H - \frac{1}{2H}
\]

and the trajectories cross it with vertical tangent vector. The horizontal isocline \( \{ F' = 0 \} \) is the hyperbola

\[
F = \frac{1}{2} \left( 2H - \frac{1}{2H} \right)
\]

and the trajectories cross it with horizontal tangent vector (see Figure 6.3). An oblique isocline is the hyperbola

\[
F = 2 \left( 2H - \frac{1}{2H} \right),
\]

since over this curve the vector field has constant direction:

\[
\left. \left( H', F' \right) \right|_{(H, AH - \frac{1}{H})} = \left( 2H^2 - \frac{1}{2}, 6H^2 - \frac{3}{2} \right) = \left( 2H^2 - \frac{1}{2} \right) (1, 3).
\]

Figure 6.3: Close-up of the separatrix trajectories (bold lines); the vertical isocline (dashes and dots); and the horizontal and oblique isoclines (dots and arrows).

All three isoclines intersect at the critical points. Furthermore, the tangent directions at the critical point \( (\frac{1}{2}, 0) \) have slope \( \frac{dF}{dH} \Big|_{H=\frac{1}{2}} = 4 \) for the vertical isocline, \( \frac{dF}{dH} \Big|_{H=\frac{1}{2}} = 2 \) for the horizontal one, and \( \frac{dF}{dH} \Big|_{H=\frac{1}{2}} = 8 \) for the oblique one. The separatrix lines emanating from the critical point follow the directions given by the eigenvectors of the matrix of the linearized system (evaluated at the point), that is, the matrix...
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\[
\begin{pmatrix}
-2 & 1 \\
-2 & 1
\end{pmatrix}
\]

whose eigenvalues are \(-\frac{1+\sqrt{5}}{2}\) and \(-\frac{1-\sqrt{5}}{2}\) with eigenvectors

\[
\begin{pmatrix}
1 \\
3 + \sqrt{5}
\end{pmatrix}
, \quad \begin{pmatrix}
1 \\
3 - \sqrt{5}
\end{pmatrix}
\]

respectively, so the separatrix lines have tangent directions with slope \(3 + \sqrt{5} \approx 5.24\) and \(3 - \sqrt{5} \approx 0.76\) respectively. The repulsive separatrices are the ones associated with the positive eigenvalue, that is \(-\frac{1+\sqrt{5}}{2}\), and the slope is 5.24.

The repulsive separatrix emanating towards \(\{H < \frac{1}{2}, F < 0\}\) initially lies below both the vertical and horizontal isoclines, so it moves downwards and leftwards; and above the oblique one. The horizontal and oblique isoclines form two barriers for the separatrix, this is, the separatrix cannot cross any of them. This is obvious for the horizontal one, since the flow is rightwards and the trajectory is on the right. For the oblique isocline, we just check that any generic point on the isocline \((H, AH - \frac{1}{H})\) has tangent vector \((1, 4 + \frac{1}{H^2})\) and a normal vector \(\nu = (-4 - \frac{1}{H^2}, 1)\) pointing leftwards and upwards for \(0 < H < \frac{1}{2}\). The scalar product of the normal vector \(\nu\) and the vector field \((H', F')\) over this isocline is

\[
\langle \nu, (H', F') \rangle = \left(2H^2 - \frac{1}{2}\right) \left(-4 - \frac{1}{H^2} + 3\right) = -2H^2 + \frac{1}{2H^2} - \frac{3}{2} > 0
\]

whenever \(0 < H < \frac{1}{2}\). This means that the flow is always pointing to the left-hand side of the isocline branch and therefore is a barrier. This proves that the separatrix moves downwards between the two barriers and therefore \(H \to 0\).

Actually, the vertical isocline is also a barrier for the separatrix. For, if at some point it touched the vertical isocline, it would then move vertically downwards, keeping the trajectory on the right-hand side of the isocline. There would be then a tangency, but it is impossible since the tangent vector should be vertical. Since the vertical isocline is becoming itself vertical, this means that the vertical isocline acts as an attractor for the trajectories. Indeed, the trajectory lies initially in the region \(\{H > 0, H' < 0\}\) but \(H\) must remain positive since it cannot cross the vertical isocline. Therefore \(H\) is positive and decreasing, so \(H'\) must tend to 0. This implies that the trajectory tends to the vertical isocline. It is important to note that both the vertical and horizontal isoclines come close together when \(H \to 0\), but the trajectories stick to the vertical one much faster than to the horizontal one.

We now see that \(r \in (-\infty, +\infty)\). This follows immediately from the Hartman-Grobman theorem for the case \(r \to -\infty\), but the trajectory might, a priori, escape to infinity in finite time. This would require that the velocity tangent vector tends to infinity in finite time, but this is impossible, since \(H\) and \(H'\) are bounded, thus \(F'\) is bounded and hence the tangent vector \((H', F')\) is bounded.
We have seen that not only $H \to 0$ as $r \to +\infty$, but also that $H' \to 0$. That is, $h', h'' \to 0$ as $r \to +\infty$, so all the sectional, scalar and Ricci curvatures tend to zero, the metric becoming asymptotically flat.

At this point we have seen the existence of the soliton asserted in Theorem 6.1. We now give some more detailed information about the asymptotic behaviour of $f$ and $h$ at the ends of the manifold.

**Lemma 6.4.** The asymptotic behaviour of $f$ and $h$ is

$$ h \sim \frac{r}{2} \quad \text{and} \quad f \to \text{cst} \quad \text{as} \quad r \to -\infty $$

and

$$ h \sim \ln r \quad \text{and} \quad f \sim -\frac{r^2}{4} \quad \text{as} \quad r \to +\infty. $$

**Proof.** Recall a version of the l'Hôpital rule: if

$$ \lim_{x \to \infty} \phi(x) = \lim_{x \to \infty} \psi(x) = 0, \pm \infty \quad \text{and} \quad \lim_{x \to \infty} \frac{\phi'(x)}{\psi'(x)} = c $$

then

$$ \lim_{x \to \infty} \frac{\phi(x)}{\psi(x)} = c. $$

The case when $r \to -\infty$ follows from Hartman-Grobman theorem: the phase portrait in a small neighbourhood of a saddle critical point has a flow that is Hölder conjugate to the flow of a standard linear saddle point

$$ \begin{cases} \dot{x} = x \\ \dot{y} = -y, \end{cases} $$

with solution $x(t) = k_1 e^t$, $y(t) = k_2 e^{-t}$. This means that $r$ is defined from $-\infty$ onwards, that $H \to \frac{1}{2}$ and $F, H', F' \to 0$ and $\frac{H - 1/2}{F} \to 3 + \sqrt{5}$ as $r \to -\infty$. Since $H = h' \to \frac{1}{2}$ then $h \to -\infty$ and $\frac{H}{172} \to 1$. By l'Hôpital, $\frac{h}{172} \to 1$. Using more accurately the Hartman-Grobman theorem, there exists a Hölder function $\eta : U \subset \mathbb{R} \to \mathbb{R}$ defined on a neighbourhood of zero, and constants $\alpha, C > 0$ such that $F(r) = \eta(k_1 e^r)$ and

$$ |F(r) - F(r_0)| = |\eta(k_1 e^r) - \eta(k_1 e^{r_0})| \leq C|k_1 e^r - k_1 e^{r_0}|^\alpha. $$

When $r_0 \to -\infty$, we obtain

$$ |F(r)| \leq \tilde{C} e^{\alpha r}, $$

thus, $F$ is integrable on an interval $(-\infty, c]$ and thus $f \to f_0 = \text{cst}$ as $r \to -\infty$. The constant $f_0$ is actually sup $f$ and can be chosen since it bears no geometric meaning.

A more accurate description of $f$ using l'Hôpital tells

$$ \lim_{r \to -\infty} \frac{h - r/2}{f - f_0} = 3 + \sqrt{5}. $$
6.2. Uniqueness

For the case when \( r \to +\infty \), we know from the trajectories that \( H, H' \to 0 \). Letting \( r \to +\infty \) in the first equation of (6.4) we deduce that \( HF \to -\frac{1}{2} \). Using this and letting \( r \to +\infty \) in the second equation of (6.4) we conclude that \( F' \sim -\frac{1}{2} \), and by l'Hôpital, \( F \sim -\frac{r^2}{4} \) and \( f \sim -\frac{r^2}{4} \) as \( r \to +\infty \).

Now, since \( \lim_{r \to +\infty} \frac{F}{r} = -\frac{1}{2} \), we have
\[
-\frac{1}{2} = \lim_{r \to +\infty} HF = \lim_{r \to +\infty} \frac{H \cdot F}{r} = -\frac{1}{2} \lim_{r \to +\infty} \frac{H}{r}.
\]
thus \( H \sim \frac{1}{r} \) and therefore \( h \sim \ln r \) as \( r \to +\infty \).

It remains only to check the bounds on the sectional curvatures.

**Lemma 6.5.** The metric (6.2) with the function \( f \) obtained as solution of the system (6.4) has bounded sectional curvature
\[
-\frac{1}{4} < \sec < 0.
\]

**Proof.** The expression for the sectional curvatures is given in Lemma 6.1. The case
\[
\sec_{xy} = -(h')^2 = -H^2
\]
is trivial since \( 0 < H < \frac{1}{2} \) and therefore \( -\frac{1}{4} < \sec_{xy} < 0 \), tending to \( -\frac{1}{4} \) at the cusp end, and to 0 at the wide end. The other sectional curvatures are
\[
\sec_{rx} = \sec_{ry} = -((h')^2 + h'')
\]
\[
= -H^2 - H'
\]
\[
= H^2 - HF - \frac{1}{2}
\]
\[
= -\frac{1}{2} \left( F' + \frac{1}{2} \right)
\]
We saw in Lemma 6.3 that \( \{ F' = 0 \} = \{ 2HF - 2H^2 + \frac{1}{2} = 0 \} \) is a barrier for the separatrix \( S \). Hence, \( F' < 0 \) along \( S \) and therefore \( \sec_{rx}, \sec_{ry} > -\frac{1}{4} \). Similarly, the set \( \{ H^2 - HF - \frac{1}{2} = 0 \} \) can also be checked to be a barrier for \( S \) (actually a barrier on the opposite side), and hence \( \sec_{rx}, \sec_{ry} < 0 \). We also saw in Lemma 6.4 the asymptotics of \( F' \), therefore we have \( -\frac{1}{4} < F' < 0 \) and \( \sec_{rx} = \sec_{ry} \) tend to \( -\frac{1}{4} \) at the cusp end, and to 0 at the wide end.

This finishes the description of the soliton stated on Theorem 6.1.

### 6.2 Uniqueness

Let \( (M, g, f) \) be a gradient expanding Ricci soliton over \( \mathbb{R} \times \mathbb{T}^2 \) such that \( \sec > -1/4 \).

Then
\[
\text{Ric} + \text{Hess } f + \frac{1}{2} g = 0,
\]
A three-dimensional expanding soliton

\[ \sec > 1/4, \]
\[ \text{Ric} > -1/2, \]
\[ R > -3/2. \]

Recall a basic lemma about solitons, that can be proven just derivating, contracting and commuting covariant derivatives on the soliton equation, see [CCG+07].

**Lemma 6.6.** It is satisfied

\[
R + \Delta f + 3/2 = 0,
\]
\[
g(\text{grad } R, \cdot) = 2 \text{Ric}(\text{grad } f, \cdot),
\]
\[
R + |\text{grad } f|^2 + f = C.
\]

Since the soliton is defined in terms of the gradient of \( f \), we can arbitrarily add a constant to \( f \) without effect. We use this to set \( C = -3/2 \) above so that we have

\[ \Delta f = |\text{grad } f|^2 + f. \]

The bound on the curvature implies

\[ \text{Hess } f < 0, \]
\[ \Delta f < 0, \]
\[ \langle \text{grad } R, \text{grad } f \rangle > -|\text{grad } f|^2. \]

First equation means that \( f \) is a strictly concave function (\(-f\) is a strictly convex function), i.e. \(-f \circ \gamma\) is a strictly convex real function for every (unit speed) geodesic \( \gamma \). This is a strong condition, since then the superlevel sets \( A_c = \{ f \geq c \} \) are totally convex sets, i.e. every geodesic segment joining two points on \( A_c \) lies entirely on \( A_c \). Second equation is just a weaker convexity condition. This concavity on this topology implies that \( f \) has no maximum.

**Lemma 6.7.** The function \( f \) is negative and has no maximum.

*Proof.* Note that \( f \) is bounded above since \( f = \Delta f - |\text{grad } f|^2 < 0 \). Now suppose by contradiction that the maximum of \( f \) is attained at some point of \( \mathbb{R} \times T^2 \), then we can lift this point, the metric and the potential function to the universal cover \( \mathbb{R} \times \mathbb{R}^2 \). There is then a lattice of points in the cover where the lifted function \( \tilde{f} \) attains its maximum. But this is impossible since a strictly concave function cannot have more than one maximum (the function restricted to a geodesic segment joining two maxima would not be strictly concave).

\[ \qed \]
Remark. As stated in Proposition 6.1, if Ric > −\frac{1}{2} + \delta for any \delta > 0, then \( f \) has a maximum, and the set \( A = \{ f > f_{\text{max}} - \mu \} \) is compact and homeomorphic to a ball for small \( \mu \). The function \( f \) is then an exhaustion function, this is, the whole manifold retracts onto \( A \) via the flowline of \( f \) and therefore \( M \cong \mathbb{R}^3 \). Thus this stronger bound on the curvature is not compatible with \( M \cong \mathbb{R} \times \mathbb{T}^2 \).

Now we prove that level sets of \( f \) are compact.

**Lemma 6.8.** The function \( f \) is not bounded below and the level sets \( \{ f = c \} \) are compact.

**Proof.** Consider \( M = \mathbb{T}^2 \times \mathbb{R} \) as split into \( \mathbb{T}^2 \times (-\infty, 0] \cup \mathbb{T}^2 \times [0, +\infty) \), each component containing one of the two ends. Since \( f \) has no maximum, there is a sequence of points \( \{ x_i \} \) tending to one end such that \( f(x_i) \to \sup f \). Let us assume that this end is \( \mathbb{T}^2 \times (-\infty, 0] \). Then when approaching the opposite end \( f \) is unbounded. Indeed, suppose by contradiction that there is a sequence of points \( \{ y_i \} \) tending to the +\infty end such that \( f(y_i) \to -K > -\infty \). There is a minimizing geodesic segment \( \gamma_i \) joining \( x_i \) with \( y_i \). This gives us a sequence of geodesic paths (whose length tends to infinity), each one crossing the central torus \( \mathbb{T}^2 \times \{ 0 \} \). Since both the torus and the space of directions of a point are compact, there is a converging subsequence of crossing points together with direction vectors that determine a sequence of geodesic segments with limit a geodesic line \( \gamma \). Now we look at \( f \) restricted to \( \gamma \), this is \( f \circ \gamma : \mathbb{R} \to \mathbb{R} \) such that \( f \circ \gamma(t) \to \sup f \) as \( t \to -\infty \) and \( f \circ \gamma(t) \to -K > -\infty \) as \( t \to +\infty \). But this is impossible since \( f \circ \gamma \) must be strictly concave. This proves that \( f \) is not bounded below and that \( f \) is proper when restricted to \( \mathbb{T}^2 \times [0, +\infty) \).

Now we consider \( C_1 = \min_{\mathbb{T}^2 \times \{ 0 \}} f \) and \( C_2 < C_1 < 0 \) such that the level set \( \{ f = C_2 \} \) has at least one connected component \( S \) in \( \mathbb{T}^2 \times (0, +\infty) \). Then \( S \) is closed and bounded since no sequence of points with bounded \( f \) can escape to infinity. Therefore \( S \) is compact. More explicitly, all level sets \( \{ f = C_3 \} \) with \( C_3 < C_2 \) contained in \( \mathbb{T}^2 \times (0, +\infty) \) are compact.

Now we push the level set \( S \) to all other level sets by following the flowline \( \varphi(x,t) \) of the vector field \( \frac{\text{grad} f}{|\text{grad} f|^2} \). Firstly, the diffeomorphism \( \varphi(\cdot, t) \) brings the level set \( S \subseteq \{ f = C_2 \} \) to the level set \( \{ f = C_2 + t \} \),

\[
\begin{align*}
f(\varphi(x,t)) &= f(\varphi(x,0)) + \int_0^t \frac{d}{ds} f(\varphi(x,s)) \, ds = f(x) + \int_0^t \langle \text{grad} f, \frac{d}{ds} \varphi(x,s) \rangle \, ds \\
&= f(x) + \int_0^t \langle \text{grad} f, \frac{\text{grad} f}{|\text{grad} f|^2} \rangle \, ds = f(x) + t.
\end{align*}
\]

Secondly, the diameter distortion between these two level sets is bounded. If \( \gamma : [0, 1] \to \)
\{0\} \times T^2 is a curve on a torus,

\[
g_{\varphi_t}(\dot{\gamma}, \dot{\gamma}) = |\dot{\gamma}|^2_x + \int_0^t \frac{d}{ds} g_{\varphi_s}(\dot{\gamma}, \dot{\gamma}) \, ds
\]

\[
= |\dot{\gamma}|^2_x + \int_0^t \mathcal{L}_{\frac{\nabla f}{|\nabla f|^2}}(\dot{\gamma}, \dot{\gamma}) \, ds
\]

\[
= |\dot{\gamma}|^2_x + \int_0^t 2 \text{Hess} f(\dot{\gamma}, \dot{\gamma}) \, ds.
\]

Since \text{Hess} f < 0, this implies that \(|\dot{\gamma}|^2_{\varphi_t} < |\dot{\gamma}|^2_x\) so all level sets \(\{f = C_4\}\) with

\(C_4 > C_2\) have bounded diameter, and hence are compact and diffeomorphic to \(S\).

Now, the level sets of \(f\) are all of them compact and diffeomorphic, thus \(M \cong \mathbb{R} \times \{f = c\} \cong \mathbb{R} \times T^2\) and therefore the level sets of \(f\) are tori. This allows us to set up a coordinate system \((r,x,y) \in \mathbb{R} \times S^1 \times S^1\) such that the potential function \(f\) depends only on the \(r\)-coordinate. Furthermore, the gradient of \(f\) is orthogonal to its level sets, so the metric can be chosen not to contain terms on \(dr \otimes dx\) nor \(dr \otimes dy\).

Thus the metric can be written \(g = u^2 dr^2 + \tilde{g}\) where \(u = u(r, x, y)\) and \(\tilde{g}\) is a family of metrics on the torus with coordinates \((x, y)\) parameterized by \(r\). Using isothermal coordinates, every metric on \(T^2\) is (globally) conformally equivalent to the Euclidean one, thus \(\tilde{g} = e^{2h}(dx^2 + dy^2)\) where \(h = h(r, x, y)\). These conditions allow us to perform computations that reduce to the particular case we studied in Section 6.1.

**Lemma 6.9.** Consider the metric over \(\mathbb{R} \times T^2\)

\[g = u^2 dr^2 + e^{2h}(dx^2 + dy^2)\]

where \(u = u(r, x, y)\), \(h = h(r, x, y)\), and a function \(f = f(r)\). Assume that \(g, f\) satisfy the soliton equation (6.1) and that \(g\) has bounded nonconstant curvature. Then \(g\) and \(f\) are the ones described on the cusped soliton example of Section 6.1.

**Proof.** The same Riemannian computations as before lead us to the soliton equation

\[
0 = \text{Ric} + \text{Hess} f + \frac{\epsilon}{2} g
\]

\[
= \frac{1}{u} E_{11} \, dr^2 + \frac{1}{u^3} e^{2h} E_{22} \, dx^2 + \frac{1}{u^3} e^{2h} E_{33} \, dy^2
+ \frac{1}{u} E_{12} \, dr \, dx + \frac{1}{u} E_{13} \, dr \, dy + \frac{1}{u} E_{23} \, dx \, dy
\]

where
6.2. Uniqueness

\[ E_{11} = -u^2 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) e^{-2h} + \frac{\epsilon}{2} u^3 + f''u \right) - \left( \frac{\partial h}{\partial r} \right)^2 u - 2 \frac{\partial^2 h}{\partial r^2} u + \frac{\partial u}{\partial r} \left( \frac{2 \partial h}{\partial r} - f' \right), \]

\[ E_{22} = -u^3 \left( \frac{\partial^2 h}{\partial x^2} + \frac{\partial^2 h}{\partial y^2} \right) e^{-2h} - u^2 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial u}{\partial y} \frac{\partial u}{\partial y} \right) e^{-2h} + \frac{\epsilon}{2} u^3 + \frac{\partial h}{\partial r} f'u - 2 \left( \frac{\partial h}{\partial r} \right)^2 u - \frac{\partial^2 h}{\partial r^2} u + \frac{\partial u}{\partial r} \frac{\partial u}{\partial r}, \]

\[ E_{33} = -u^3 \left( \frac{\partial^2 h}{\partial x^2} + \frac{\partial^2 h}{\partial y^2} \right) e^{-2h} - u^2 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial u}{\partial y} \frac{\partial u}{\partial y} \right) e^{-2h} + \frac{\epsilon}{2} u^3 + \frac{\partial h}{\partial r} f'u - 2 \left( \frac{\partial h}{\partial r} \right)^2 u - \frac{\partial^2 h}{\partial r^2} u + \frac{\partial u}{\partial r} \frac{\partial u}{\partial r}, \]

\[ E_{12} = \frac{\partial u}{\partial x} \left( \frac{\partial h}{\partial r} - f' \right) - u \frac{\partial^2 h}{\partial x \partial r}, \]

\[ E_{13} = \frac{\partial u}{\partial y} \left( \frac{\partial h}{\partial r} - f' \right) - u \frac{\partial^2 h}{\partial y \partial r}, \]

\[ E_{23} = \frac{\partial u}{\partial y} \frac{\partial h}{\partial r} + \frac{\partial u}{\partial r} \frac{\partial h}{\partial y} - \frac{\partial^2 u}{\partial x \partial y}, \]

Since the function \( u \) never vanishes, nor the exponential does, the soliton equation is the PDE system \( \{ E_{11} = E_{22} = E_{33} = E_{12} = E_{13} = E_{23} = 0 \} \). It is convenient to substitute the equations \( E_{22} = 0 \) and \( E_{33} = 0 \) with the linearly equivalent \( -\frac{1}{2}(E_{22} + E_{33}) = 0 \) (equation (6.6) below) and \( E_{22} - E_{33} = 0 \) (equation (6.10)). Then, we get the system

\[ -u^2 e^{-2h} \triangle u + 2 \frac{\partial h}{\partial r} \frac{u^3}{2} + f''u - 2 \left( \frac{\partial h}{\partial r} \right)^2 u - 2 \frac{\partial^2 h}{\partial r^2} u + \frac{\partial u}{\partial r} \left( \frac{2 \partial h}{\partial r} - f' \right) = 0, \]

\[ -u^3 e^{-2h} \triangle h - \frac{1}{2} u^3 e^{-2h} \triangle u + 2 \frac{\partial h}{\partial r} \frac{f'u}{2} - 2 \left( \frac{\partial h}{\partial r} \right)^2 u - \frac{\partial^2 h}{\partial r^2} u + \frac{\partial u}{\partial r} \frac{\partial h}{\partial r} = 0, \]

\[ \frac{\partial u}{\partial x} \left( \frac{\partial h}{\partial r} - f' \right) - u \frac{\partial^2 h}{\partial x \partial r} = 0, \]

\[ \frac{\partial u}{\partial y} \left( \frac{\partial h}{\partial r} - f' \right) - u \frac{\partial^2 h}{\partial y \partial r} = 0, \]

\[ \frac{\partial u}{\partial y} \frac{\partial h}{\partial x} + \frac{\partial u}{\partial r} \frac{\partial h}{\partial y} - \frac{\partial^2 u}{\partial x \partial y} = 0, \]

\[ 2 \frac{\partial u}{\partial x} \frac{\partial h}{\partial x} - 2 \frac{\partial u}{\partial y} \frac{\partial h}{\partial y} + \frac{\partial^2 u}{\partial x^2} - \frac{\partial^2 u}{\partial y^2} = 0, \]

where \( \triangle = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \) is the Euclidean Laplacian on the \( xy \)-surface. We will recover our cusped soliton proving that \( u \equiv 1 \) and that \( h(r,x,y) \) actually does not depend on \( (x,y) \).

We consider first the equations (6.9) and (6.10). Since no derivatives on \( r \) are present, we can consider the problem for \( r \) fixed, so \( u = u(r, \cdot, \cdot) \) is a function on the \( xy \)-torus with metric \( e^{2h(r, \cdot, \cdot)}(dx^2 + dy^2) \). The function \( u \) must have extrema over the torus, since it is compact, so there are some critical points \( (x_i, y_i) \) such that \( \frac{\partial u}{\partial x} \big|_{(x_i, y_i)} = 0 \). From the equations evaluated on a critical point, \( \frac{\partial^2 u}{\partial x^2} \big|_{(x_i, y_i)} = 0 \) and
$\frac{\partial^2 u}{\partial x^2}(x_i, y_i) = \frac{\partial^2 u}{\partial y^2}(x_i, y_i) = \lambda_i$ so the Hessian matrix (on the $xy$-plane) is

$$
\begin{pmatrix}
\lambda_i & 0 \\
0 & \lambda_i
\end{pmatrix}.
$$

Suppose that every critical point is nondegenerate, that is, the Hessian matrix is nonsingular with $\lambda_i \neq 0$. Then the set of critical points is discrete and $u$ is a Morse function for the torus. But then the Morse index on every critical point (the number of negative eigenvalues of the Hessian) is either 0 or 2, meaning that every critical point is either a minimum or a maximum, never a saddle point. Then Morse theory implies that the topology of the $xy$-surface cannot be a torus (being actually a sphere, see [Mil63]). This contradicts that every critical point is nondegenerate, so there is some point $(x_0, y_0)$ such that first and second derivatives vanish.

We now proceed to derive the two equations. Equations (6.9) and (6.10) can be written

\begin{align*}
  u_{xy} &= u_y h_x + u_x h_y, \tag{6.11} \\
  u_{xx} - u_{yy} &= -2u_x h_x + 2u_y h_y, \tag{6.12}
\end{align*}

using subscripts for denoting partial derivation. Their derivatives are

\begin{align*}
  u_{xxy} &= u_{xy} h_x + u_y h_{xx} + u_{xx} h_y + u_{x} h_{xy}, \\
  u_{xyy} &= u_{yy} h_x + u_y h_{xy} + u_{x} h_{yy}, \\
  u_{xxx} - u_{xyy} &= -2u_{xx} h_x - 2u_x h_{xx} + 2u_{xy} h_y + 2u_y h_{xy}, \\
  u_{xxy} - u_{yyy} &= -2u_{xy} h_x - 2u_x h_{xy} + 2u_{yy} h_y + 2u_y h_{yy},
\end{align*}

using the same notation. Evaluated at the point $(x_0, y_0)$, where all first and second order derivatives of $u$ vanish, the right-hand side of these equations vanish and therefore all third derivatives vanish. Inductively, if all $n$-th order derivatives vanish at $(x_0, y_0)$, then the $(n - 1)$-th derivative of the equation (6.11) implies that all mixed $(n + 1)$-th order derivatives (derivating at least once in each variable) vanish, then the $(n - 1)$-th derivative of the equation (6.12) implies that all pure $(n + 1)$-th order derivatives (derivating only in one variable) also do; so all derivatives of all orders of $u$ vanish at $(x_0, y_0)$. Because $u(r, x, y)$ is a component of a solution of the Ricci flow, it is an analytical function (see [CCG+08], Ch. 13), so it must be identically constant in $(x, y)$.

At this point, we can reduce our metric to be $g = u(r)^2 dr^2 + e^{2h}(dx^2 + dy^2)$ with $h = h(r, x, y)$. It is just a matter of reparameterizing the variable $r$ to get a new variable, $\bar{r} = \int u(r) \, dr$, such that $u(r)^2 dr^2 = d\bar{r}^2$, so we rename $\bar{r}$ as $r$ and we can assume that the metric is $g = dr^2 + e^{2h}(dx^2 + dy^2)$ with $h = h(r, x, y)$.

We now look at the equations (6.7) and (6.8) when $u \equiv 1$, they imply

$$
\frac{\partial^2 h}{\partial x \partial r} = \frac{\partial^2 h}{\partial y \partial r} = 0,
$$
meaning that $\frac{\partial h}{\partial r}$ does not depend on $x, y$. Finally, looking at equations (6.5), (6.6) when $u \equiv 1$, we get

$$\frac{\epsilon}{2} + f'' - 2 \left( \frac{\partial h}{\partial r} \right)^2 - 2 \frac{\partial^2 h}{\partial r^2} = 0,$$

$$\frac{\epsilon}{2} + \frac{\partial h}{\partial r} f' - 2 \left( \frac{\partial h}{\partial r} \right)^2 - \frac{\partial^2 h}{\partial r^2} = e^{-2h} \Delta h.$$  

Since the left-hand side does not depend on $(x, y)$, nor does the term $e^{-2h} \Delta h$. Recall that a two-dimensional metric written as $e^{2h(x,y)}(dx^2 + dy^2)$ has Gaussian curvature $K = -e^{-2h} \Delta h$. So the $xy$-tori have each one constant curvature, and the only admitted one for a torus is $K = 0$. Hence $h$ only depends on $r$ and the equations turn into the system (6.3), that we already studied for the example of the cusp soliton. The rest of the uniqueness follows from the discussion on Section 6.1. \[\square\]
A

Compactness theorems for classes of cone surfaces

When studying a sequence of manifolds, such as the sequences of rescaled flows that we use to analyze the Ricci flow, we make use of the notions of convergence of sequences of manifolds, typically in the (weaker) Gromov-Hausdorff topology, or in the (stronger) $C^\infty$ topology.

The theory of compactness of classes of manifolds is a key step in the Ricci flow theory (cf. [CCG+07, Ch 3, Ch 4]). This theory traces back to Cheeger [Che70], Gromov [Gro07], Greene and Wu [GW88], and Peters [Pet87]. Hamilton adapted this work with stronger hypothesis on the regularity of the curvature tensor, and proved a specific version for solutions to the Ricci flow that is the appropriate theorem needed to perform sequences of rescalings on the flow [Ham95a].

If our manifolds have cone-like singularities, the cone structure after passing to a limit a priori might be very different from the structure of the terms of the sequence. In this appendix we elaborate some theorems about the behaviour of cone surfaces and Ricci flows over cone surfaces with respect to the limit of sequences. These theorems are used in Chapter 4 to obtain limits of sequences of rescalings of the Ricci flow on cone surfaces.

First, in Section A.1 we review some classic compactness theorems for classes of smooth manifolds. In Section A.2 we state the first main theorem of the appendix, the compactness of a class of cone surfaces. The proof requires three lemmata that allow a control of a cone surface obtained as a limit of a sequence: a control on the number of cone points and the magnitude of their cone angles (given in Section A.3), a control of the injectivity radius for the cone points (given in Section A.4), and a control of the injectivity radius for smooth points away from the cone points (given in Section A.5). These results are assembled in Section A.6 into the proof of the theorem. Finally, in Section A.7 we use these compactness theorems for cone surfaces to obtain a compactness theorem for Ricci flows on cone surfaces.
A. Compactness Theorems

A.1 Compactness theorems for smooth manifolds

A class of manifolds or metric spaces is simply a set of these spaces sharing certain properties. Such a class is compact if every sequence has a subsequence converging to a limit space, in the topology of a chosen distance between spaces. It is precompact if the limit does not belong to the class, this is, belongs to the topological adherence.

From a weak point of view, for metric spaces with the Gromov-Hausdorff distance, we have theorems such as Gromov’s compactness theorems, [Gro07], cf. [BBI01, Thm 7.4.15, Thm 10.7.2].

**Theorem A.1.** Let $\mathcal{X}$ be the class of metric spaces that are

- compact,
- with diameter $\text{diam}(X) \leq D \quad \forall X \in \mathcal{X},$
- $\forall \epsilon > 0 \ \exists N(\epsilon) \in \mathbb{N}$ such that $\forall X \in \mathcal{X},$ $X$ has an $\epsilon$-net with $N(\epsilon)$ vertices.

Then $\mathcal{X}$ is precompact in the Gromov-Hausdorff topology.

**Theorem A.2** (Gromov’s compactness). Let $\mathcal{X}$ be the class of metric spaces

- with dimension $\text{dim}(X) = n \quad \forall X \in \mathcal{X},$
- with diameter $\text{diam}(X) \leq D \quad \forall X \in \mathcal{X},$
- with (sectional) curvature $\text{sec} \geq \Lambda.$

Then $\mathcal{X}$ is precompact in the Gromov-Hausdorff topology.

On the other hand, in analysis there is an important compactness theorem for function spaces: the Arzelà-Ascoli theorem.

**Theorem A.3** (Arzelà-Ascoli). Let $\mathcal{X}$ denote the class of functions $f : U \subset \mathbb{R}^n \to \mathbb{R}$ being

- uniformly bounded:
  $\forall K$ compact, $\sup_{x \in K} |f(x)| < A, \forall f \in \mathcal{X},$
- equicontinuous:
  $\forall K$ compact $\forall x_0 \in K, \forall \epsilon > 0 \ \exists \delta > 0$ such that if $|x - x_0| < \delta$ then $|f(x) - f(x_0)| < \epsilon \ \forall f \in \mathcal{X}.$

Then $\mathcal{X}$ is precompact on the topology of uniform convergence over compact sets.

Furthermore, we can substitute the equicontinuity by the stronger hypothesis of $C^1$ with uniformly bounded derivative, and apply on degrees of regularity.
A.1. Compactness theorems for smooth manifolds

**Theorem A.4** (Arzelà-Ascoli, strong version). The class of functions \( \{ f \in C^k(U) : \nabla^i f \text{ unif. bounded }, i = 0 \ldots k \} \) is relatively compact in the class \( \{ f \in C^{k-1}(U) : \nabla^i f \text{ unif. bounded }, i = 0 \ldots k-1 \} \).

That is, a sequence of functions \( C^k \) with uniformly bounded derivatives will have a subsequence converging to a limit in \( C^{k-1} \).

Thus, from a stronger point of view, if our spaces are Riemannian manifolds, we can descend the metric tensor to a coordinate chart (open subset of \( \mathbb{R}^n \)) and apply there the Arzelà-Ascoli theorem to its defining functions. For instance, bounding the curvature (now in a Riemannian sense) we are bounding the second derivatives of the metric tensor (we have regularity up to second order), and hence we can expect convergence at least in \( C^1 \). We have then Cheeger’s compactness theorem \([Che70]\), \([Pet87, Thm 1.6]\)

**Theorem A.5** (Cheeger’s compactness). Let \( \mathfrak{M} \) denote the class of Riemannian \( n \)-manifolds with \( C^2 \) regularity, satisfying

- \( \text{diam} \leq D \),
- \( \text{vol} \geq V \) (equivalent to \( \text{inj} > i_0 \)),
- \( |\text{sec}| < \Lambda \).

Then \( \mathfrak{M} \) is precompact in the biLipschitz topology, furthermore it is relatively compact on the class of \( n \)-manifolds with \( C^{1,1} \) regularity and \( C^0 \) metric.

Let us observe that we can eliminate the condition \( \text{diam} \leq D \) if we use a pointed convergence; and that the second condition can be chosen either \( \text{vol} \geq V \) or \( \text{inj} > i_0 \) thanks to Proposition 3.1 (this is equivalent to the “Propeller lemma” \([CE08, Thm 5.8]\) on the global case (\( \text{diam} \leq D \)) or the lemma of injectivity radius decay with distance \([CGT82, Thm 4.3]\) in the local case).

From an even stronger point of view, (i.e. demanding more restrictive conditions), we can ask a control of more (or all) derivatives of the metric tensor \( C^\infty \), and hence we have the following convergence theorem for sequences of metrics.

**Proposition A.1** \([CCG+07, Cor 3.15]\). Let \( (\mathcal{M}, g) \) be a Riemannian \( n \)-manifold, and let \( K \subset \mathcal{M} \) be a compact subset. Let \( g_k \) be a sequence of metrics on \( K \) such that

- \( \sup_{0 \leq \alpha \leq p+1} \sup_{x \in K} |\nabla^\alpha g_k| \leq C \leq \infty \).
- \( g_k \geq \delta g \) for some \( \delta > 0 \).

Then, there exists a convergent subsequence to a limit metric \( g_\infty \) in the \( C^p \) sense.

Alternatively, controlling all covariant derivatives of the curvature tensor \( Rm \), we control all derivatives of the metric tensor and the previous proposition applies. This is Hamilton’s version of the compactness theorem \([Ham95a]\), see also \([CCG+07, Thm 3.9]\).
Theorem A.6 (Compactness of manifolds). Let \((M_k, O_k, g_k)\) be a sequence of complete pointed Riemannian manifolds such that:

1. \(\|\nabla^p Rm\| \leq C_p, \forall k, \forall p\)
2. \(\text{inj}(O_k) \geq i_0, \forall k\)

then there exists a converging subsequence in the \(C^\infty\) sense.

A.2 The compactness theorem for cone surfaces

Let us situate on the context of cone surfaces. We refer to Chapter 4 for a discussion of the Riemannian definition of cone surfaces; however, in this appendix we will focus on the metric aspects of cone surfaces. In principle we work on the class of cone surfaces with bounded \(\|\nabla^p Rm\|\) on all point on the smooth part, and with bounded inj on a nonsingular base point. We will need to impose some conditions about the magnitude of the cone angles. We will restrict ourselves at first to cone angles less than \(2\pi\) because these have curvature (in the sense of Alexandrov) \(+\infty\) (later we will restrict to angles less than \(\pi\)). Then, our cone surfaces are Alexandrov spaces (curvature \(\geq C\)). By the Gromov’s compactness theorem, this class is precompact (in the pointed Gromov-Hausdorff topology), hence a sequence of these surfaces has a converging subsequence in the weak sense (pointed G-H) towards a limit which a priori is only a metric space. To improve this, our intention is to apply the compactness theorem for \(C^\infty\) manifolds to the smooth part, and on the other side check that the result thereby obtained is indeed a cone surface (i.e. checking the local model around a cone point).

The first main theorem of this appendix is the following:

Theorem A.7. Let \(\mathfrak{M}\) denote the class of pointed cone surfaces satisfying

1. cone points with angles \(\leq \pi\),
2. \(\|\nabla^p Rm_x\| \leq C_p \quad \forall x \notin \Sigma\) where \(\Sigma\) is the singular set of \(M \in \mathfrak{M}\), for all \(p \geq 0\),
3. \(\text{inj}(O) \geq i_0 \quad \forall (M, O) \in \mathfrak{M}, \text{ if } O \notin \Sigma\),
4. Alternatively, \(\text{inj}(O) \geq i_1\) and \(\alpha > \alpha_0 > 0, \forall (M, O) \in \mathfrak{M}; \text{ if } O \in \Sigma\).

Then \(\mathfrak{M}\) is compact in the topology of the (pointed) \(C^\infty\) convergence on the smooth part and Lipschitz on the singular points.

Let us remark several points.

Remark 1. Recall that the Lipschitz convergence for metric spaces is those such that \(d_L(M_k, M_\infty) \to 0\), where the (bi)Lipschitz distance between two metric spaces is

\[
d_L(M_1, M_2) = \inf_{f} \left\{ \sup_{x,y} \ln \left| \frac{d(f(x), f(y))}{d(x, y)} \right| \right\}
\]
where $f$ ranges over all Lipschitz homeomorphisms between $M_1$ and $M_2$ (and vice versa). This is not the same as Lipschitz convergence of the functions $g_{ij}$ of the metric tensor. We will actually prove a stronger convergence ($C^1$) of the metric tensor in a certain coordinate chart. This will be enough for the Lipschitz convergence of the (metric) surfaces, but this sequence itself cannot enjoy $C^1$ convergence since at the singular point there are no derivatives in the smooth Riemannian sense.

**Remark 2.** Lipschitz convergence implies Gromov-Hausdorff convergence. We will see below, Lemma A.1, that this convergence is enough to guarantee that the number of cone points at the limit is the same as the number of cone points on the terms of the approximating sequence, and the magnitude of the cone angles form convergent sequences for each cone point. Therefore, the cone structure is preserved at the limit.

**Remark 3.** Recall that the injectivity radius of a point $p$ in a smooth Riemannian manifold is the maximum value $\rho$ such that the exponential map $\exp_p : T_p M \to M$ is a diffeomorphism of the ball $B(0, \rho) \subset T_p M$ onto its image. The injectivity radius of the whole manifold is defined as $\inf_{p \in M} \inf_j (p)$. With this definition applied straightforward to the case of cone surfaces (with cone angles less than $2\pi$), the injectivity radius of any surface is zero, since any point at a distance $\delta$ of a cone point would have injectivity radius at most $\delta$. However, the injectivity radius of the cone point itself (defined by the exponential map from the tangent cone) is not zero. Thus, the appropriate framework is the use of two injectivity radius: one $i_1$ for the cone points and one $i_0$ for the smooth points away from a certain (uniform) distance of the cone points.

An outline of the proof of the theorem is the following.

Let $\{(M_k, g_k, O_k)\}_k$ be a sequence on the class $\mathcal{M}$. We will actually apply all the argument to balls $B(O_k, R)$ in order to get pointed convergence. First step is to ensure that the set of cone points is stable on a subsequence, so we can locate and isolate them; and further, on each of these cone points the sequence of cone angles is convergent to a limit cone angle. In other words, given the sequence $\{(M_k, O_k)\}_k$ in $\mathcal{M}$, there exists a subsequence such that all the surfaces have the same number of cone points, and if $p_k \in M_k$ is a cone point of angle $\alpha_k$, then the sequence $\{\alpha_k\}$ converges $\alpha_k \to \alpha$.

Once the number of cone points is controlled, second step is to ensure that they are isolated, that is, the distance between two of them does not tend to zero. This is true for the case when the cone angles are less than $\pi$, and for two cone angles of angle exactly $\pi$ the points only can come close together if they also tend to infinity (get far away from the base point).

At this point, we can eliminate on each surface $M_k$ a neighbourhood of the cone points of radius uniform in $k$. We obtain hence a sequence of surfaces $M_k \setminus \mathcal{U}_\epsilon(\Sigma_k)$ not complete but smooth, to which we can apply Hamilton’s compactness theorem. If we check carefully its proof, this starts picking on each manifold $M_k$ a net of points $\{k_i\}_{i=0}^N$ and radii $\{r_i\}_{i=0}^N$ such that the balls $\{B(x_i, r_i)\}_{i=0}^N$ form a regular covering of $M_k$ with good properties, that constitute an atlas (via normal coordinates by the exponential map) of the manifold $M_k$. The election of the points $x_i$ and the radii $r_i$ relies on a control of the injectivity radius on each point $z \in M_k$ given its distance to
a basepoint $O_k = x_k^0$, where by hypothesis $\text{inj } x_k^0 > i_0$. This result is known as the injectivity radius decay in the smooth case. We will show that its proof adapts and is valid in spite of the cone points.

We shall use these results to prove the convergence $C^\infty$ of the smooth part. Last step will be to check that the convergence on a neighbourhood of a cone point is uniform for the metric on the model coordinate chart of a cone point.

## A.3 Cone structure is the same for GH-close cone surfaces

In this section we show that two compact cone surfaces that are close enough in the Gromov-Hausdorff sense must have the same number of cone points, and their respective cone angles must also be close. The Lemma will apply on compact balls centered at the base points.

**Lemma A.1.** For all $\epsilon, i_1, i_0, \Lambda > 0$ and $\omega_0 < 2\pi$ there exists $\delta > 0$ such that the following holds. Let $\mathcal{M}, \bar{\mathcal{M}}$ be two compact cone surfaces with $\Sigma, \bar{\Sigma}$ their singular sets, satisfying

- cone angles $\leq \omega_0 < 2\pi$.
- $\text{inj } x \geq i_1 \ \forall x \in \Sigma$ (resp. $\bar{\Sigma}$).
- $\text{inj } x \geq i_0 \ \forall x \in \mathcal{M} \setminus U_{i_1}(\Sigma)$ (resp. for $\bar{\mathcal{M}}$).
- $|\sec x| \leq \Lambda$ for all $x \notin \Sigma$ (resp. $\bar{\Sigma}$).

If the Gromov-Hausdorff distance between them is $d_{GH}(\mathcal{M}, \bar{\mathcal{M}}) < \delta$,

then there exists a $2\delta$-isometry $f : \mathcal{M} \to \bar{\mathcal{M}}$ that sends cone points to cone points, and if $p \in \Sigma$ and $f(p) \in \bar{\Sigma}$ have cone angles $\omega, \bar{\omega}$, respectively, then

$|\omega - \bar{\omega}| < \epsilon$.

**Proof.** From the properties of Gromov-Hausdorff distance, we have [BBI01, Cor 7.3.28] that $d_{GH}(\mathcal{M}, \bar{\mathcal{M}}) \leq \delta$ implies that there exists $f : \mathcal{M} \to \bar{\mathcal{M}}$ a $2\delta$-isometry, that is, a possibly noncontinuous function such that

1. $\text{dis } f = \sup_{x, x'} |d_{\mathcal{M}}(f(x), f(x')) - d_{\mathcal{M}}(x, x')| \leq 2\delta$.
2. $f(\mathcal{M})$ is a $2\delta$-net in $\bar{\mathcal{M}}$.

Our goal is to modify the map $f$ so it sends cone points to cone points. Hence, we need to show that if $p$ is a cone point in $\mathcal{M}$, then $f(p)$ is arbitrarily close to a cone point in $\bar{\mathcal{M}}$, choosing $\delta$ small enough.
Let \( p \in \mathcal{M} \) be a cone point with angle \( \omega < \omega_0 < 2\pi \). We launch four small geodesic rays spreading from \( p \), of length \( d < i_1 \), on directions separated by an angle of \( \alpha := \frac{\omega}{4} \). We join the four endpoints of the rays with geodesic paths to form a quadrilateral.

The idea is the following. The image by \( f \) of the vertices of this quadrilateral defines a new quadrilateral in \( \bar{\mathcal{M}} \). We can compare the triangles formed by the rays and the sides of the quadrilaterals. Since the sides of the triangles are almost the same \((\pm 2\delta)\), and the curvature is bounded, the angles also must be almost the same, and hence the angles around \( f(p) \) will also add up less than \( 2\pi \).

We proceed by contradiction, and we suppose that the image of the quadrilateral is contained in an open set of \( \bar{\mathcal{M}} \) with no cone points. We consider the triangle in \( \mathcal{M} \) defined by \( p \) and two rays of length \( d \) forming an angle \( \alpha \); with a third side of length \( l \). The image of the vertices of this triangle by \( f \) defines a new triangle in \( \mathcal{M} \) of corresponding sides \( \bar{d}_1, \bar{d}_2 \) and \( \bar{l} \), with an angle in \( f(p) \) of \( \alpha' \). Since \( f \) is a \( 2\delta \)-isometry, we have

\[
|l - \bar{l}| < 2\delta,
\]

\[
|d - \bar{d}_j| < 2\delta \quad j = 1, 2.
\]

We look for an upper bound of \( \alpha' \) in terms of \( \alpha \). We compare these triangles with their constant curvature models. We can assume without loss of generality (by a dilation) that the bound on the curvature is \( \Lambda = 1 \).

\[\begin{align*}
\mathcal{M} &\quad \begin{array}{c}
\alpha \\ d \\ l
\end{array} \quad \begin{array}{c}
\bar{\mathcal{M}} \quad \begin{array}{c}
\bar{d}_1 \\ \bar{d}_2 \\ l
\end{array}
\end{array} \\
f \quad 2\delta\text{-iso} \\
\mathbb{H} &\quad \begin{array}{c}
\alpha \\ d \\ l
\end{array} \\
\mathbb{S} &\quad \begin{array}{c}
\bar{\mathbb{S}} \quad \begin{array}{c}
\bar{d}_1 \\ \bar{d}_2 \\ l
\end{array}
\end{array}
\end{align*}\]

Figure A.1: Comparison between the different triangles.

We compare the triangle in \( \mathcal{M} \) with a hyperbolic triangle keeping the data side-angle-side fixed (a hinge). We compare the triangle in \( \bar{\mathcal{M}} \) with a spherical triangle keeping the data side-side-side fixed (side lengths). By Toponogov’s comparison theo-
On the other hand, by spherical/hyperbolic trigonometry (e.g. [Rat06, p 83]),

\[
\cos \alpha = \frac{\cosh d \cosh l - \cosh \tilde{l}}{\sinh d \sinh l} \quad \text{(A.3)}
\]

\[
\cos \tilde{\alpha}' = -\frac{\cos \tilde{d}_1 \cos \tilde{d}_2 - \cos \tilde{l}}{\sin \tilde{d}_1 \sin \tilde{d}_2} \quad \text{(A.4)}
\]

and (since \(\alpha' < \frac{\pi}{2}\)) we have by (A.1) and (A.2),

\[
\cosh l < \cosh \tilde{l} \quad \text{(A.5)}
\]

\[
\cos \alpha' > \cos \tilde{\alpha}' \quad \text{(A.6)}
\]

Hence,

\[
\cos \alpha < \frac{\cosh d \cosh l - \cosh l}{\sinh d \sinh l} =: A \quad \text{(A.7)}
\]

\[
\cos \alpha' > \cos \tilde{\alpha}' =: B \quad \text{(A.8)}
\]

We compare \(A\) and \(B\). Although these cannot be ordered in general, it is enough for us to show that

\[
\lim_{d \to 0} \frac{A}{B} = 1.
\]

Indeed, if \(\delta < d^3\) and since \(l < 2d\),

\[
\lim_{d \to 0} \frac{A}{B} = \lim_{d \to 0} \frac{\cosh d \cosh l - \cosh l \sin d_1 \sin d_2}{\cos d_1 \cos d_2 - \cos l \sin d_1 \sin d_2}
\]

\[
= \lim_{d \to 0} \frac{(1 + \frac{d^2}{2} + O(d^4)) (1 + \frac{l^2}{2} + O(d^4))}{(1 + \frac{d^2}{2} + O(d^4)) (1 + \frac{d^2}{2} + O(d^4))}
\]

\[
= \lim_{d \to 0} \frac{1 + d^2 + O(d^4) - 1 - \frac{d^2}{2} + O(d^4)}{1 - d^2 + O(d^4) + 1 - \frac{d^2}{2} + O(d^4)}
\]

\[
= \lim_{d \to 0} \frac{d^2 - \frac{d^2}{2} + O(d^4)}{d^2 - \frac{d^2}{2} + O(d^4)} = 1
\]

Therefore, for all \(\eta > 0\),

\[
1 - \eta < \frac{A}{B} < 1 + \eta
\]

if we choose \(d\) small enough and \(\delta < d^3\). Then,

\[
|A - B| < \eta |B| < \eta.
\]
Finally, \[ \cos \alpha' > B > A - \eta > \cos \alpha - \eta \]

Given \( 0 < \alpha < \frac{\pi}{2} \) we have \( \cos \alpha > 0 \). Let \( \eta \) be such that \( \cos \alpha - \eta > 0 \). Then \( \cos \alpha' > \cos \alpha - \eta > 0 \) and therefore \( \alpha' < \frac{\pi}{2} \).

Summarizing, if the image of the quadrilateral is contained in an open set of \( \overline{M} \) with no cone points, then we can apply the comparison argument with the four triangles forming the quadrilateral in \( M \), but then the central point \( f(p) \) would be conical.

Thus, we have seen that if \( \delta \) is small enough and \( p \) is a cone point on \( M \), then \( f(p) \) is arbitrarily close to a cone point on \( M \). Only one cone point, since on \( M \) there are no cone points arbitrarily close (the injectivity radius is bounded). It is then easy now to define \( \tilde{f} \) as \( \tilde{f}(x) = f(x) \) if \( x \) is a smooth point, and \( \tilde{f}(p) = \overline{p} \) if \( p \) is a cone point, where \( \overline{p} \) is the closest cone point on \( \overline{M} \) to \( f(p) \). From our argument above, if \( f \) is a \( 2\delta \)-isometry, then \( \tilde{f} \) is a \( (2\delta + \mu) \)-isometry for any \( \mu \) arbitrarily small. Therefore we can construct a \( 2\delta \)-isometry that sends cone points to cone points.

We finish the proof of the lemma by comparing the cone angles at \( p, \overline{p} \). If \( \alpha = \frac{\pi}{4} \) and \( \overline{\alpha} = \frac{\omega}{4} \), we have seen that

\[ \cos \overline{\alpha} > \cos \alpha - \eta_1 \]

By symmetry, there is also a \( 2\delta \)-isometry \( g : \overline{M} \to M \) and hence

\[ \cos \alpha > \cos \overline{\alpha} - \eta_2 \]

Therefore

\[ |\cos \alpha - \cos \overline{\alpha}| < \max\{\eta_1, \eta_2\} \]

and then \( |\alpha - \overline{\alpha}| < \epsilon \) if \( \eta_1, \eta_2 \) small enough.

\[ \square \]

### A.4 Injectivity radius bound for cone points

In this section we prove that two cone points with cone angles less than or equal to \( \pi \) cannot be close together on a surface with bounded curvature. Heuristically, forcing two cone points to be close each other would force the curvature to descend towards \( -\infty \) on the region near the geodesic joining the two cone points.

**Lemma A.2.** For all \( i_0, \Lambda, D > 0 \) there exists \( C = C(i_0, \Lambda, D) > 0 \) such that the following holds. Let \( (M, x_0) \) be a cone surface with smooth base point \( x_0 \), satisfying

- cone angles \( \leq \pi \).
- \( \text{inj}(x_0) > i_0 \).
- \( |\sec| < \Lambda \).
If \( p, q \in B_D(x_0) \) are two cone points, then
\[
d(p, q) > C
\]
and
\[
\text{inj}(p) > C.
\]

**Proof.** Let \( p, q \in M \) be two cone points, and let \( \sigma \) be the shortest geodesic arc joining them, and let \( |\sigma| \) be its length. Let
\[
B_R(\sigma) = \{ x \in M : d(x, \sigma) \leq R \}
\]
be a neighbourhood of \( \sigma \) of radius \( R \). Clearly, as \( R \to \infty \), \( B_R(\sigma) \) is exhausting all \( M \).

Let
\[
N_R(\sigma) = \{ x \in M : x = \exp_y(v), \ y \in \sigma, \ v \perp \pm \dot{\sigma}(y), \ ||v|| \leq R \}
\]
be a normal neighbourhood of \( \sigma \).

First step in the proof is that since the cone angles at \( p, q \) are \( \leq \pi \),
\[
B_R(\sigma) = N_R(\sigma).
\]
Indeed, if \( x \in M \) and \( y \in \sigma \) is the point that realizes the distance, \( d(x, \sigma) = d(x, y) \), then \( y \) must be attained perpendicularly, and hence \( y \) is the foot of the perpendicular from which the exponential emanates. To see this, if \( y \) is not an endpoint of \( \sigma \), then if the angle \( \theta \) between \( \sigma \) and the geodesic joining with \( x \) were less than \( \frac{\pi}{2} \) on either side, the distance could be shortened towards that side. If \( y \) is one of the endpoints of \( \sigma \), the angle \( \theta \) must necessarily be \( \leq \frac{\pi}{2} \), since the space of directions at \( p \) and \( q \) measures \( \leq \pi \), and hence the angle forming two geodesics at a cone point must form an angle \( \leq \frac{\pi}{2} \).

Let now \( V \) be the construction of \( N_R(\sigma) \) ported to the hyperbolic space \( \mathbb{H}^2_{-\Lambda} \) of constant negative curvature \(-\Lambda\). That is: first draw a geodesic segment \( \tilde{\sigma}(t)[0, |\sigma|] \to \mathbb{H}^2_{-\Lambda} \) of length \( |\sigma| \); then for each \( x = \exp_{\tilde{\sigma}(t)}(v) \in N_R(\sigma) \), add the point \( \tilde{x} = \exp_{\tilde{\sigma}(t)}(\tilde{v}) \in \mathbb{H}^2_{-\Lambda} \), where \( \tilde{v} \perp \dot{\tilde{\sigma}}(t) \), with the same orientation, and \( |\tilde{v}| = |v| \).

Figure A.2: Comparison of normal neighbourhoods.
Let $\tilde{N}_R(\tilde{\sigma}) \subset \mathbb{H}_-^2$ be a normal neighbourhood of $\tilde{\sigma}$. Then it must contain $V$, that is, $V \subset \tilde{N}_R(\tilde{\sigma})$. Choosing appropriate coordinates on $\mathbb{H}_-^2$, the hyperbolic metric (of curvature $-\Lambda$) can be written
\[ dx^2 + \cosh^2(\sqrt{\Lambda}x) \, dy^2 \]
and $\tilde{\sigma}$ is the curve $\{y = 0\}$ with arc-parameter $x$. We can compute the area of $\tilde{N}_R(\tilde{\sigma})$,
\[ \text{Area}(\tilde{N}_R(\tilde{\sigma})) = \int_{-R}^{R} \int_{0}^{[\sigma]} \cosh(\sqrt{\Lambda}x) \, dx \, dy = 2|\sigma| \frac{\sinh(\sqrt{\Lambda}R)}{\sqrt{\Lambda}}. \]

Now we apply a comparison theorem. For $R = D + i_0$, $N_R(\sigma)$ contains $B(x_0, i_0)$ a smooth regular ball, whose area is bounded below by $C(i_0, \Lambda)$, the area of a ball with same radius in the spherical space of curvature $+\Lambda$. Then,
\[ C(i_0, \Lambda) \leq \text{Area}(B(x_0, i_0)) \leq \text{Area}(N_R(\sigma)) \leq \text{Area}(V) \leq \text{Area}(\tilde{N}_R(\tilde{\sigma})) = 2|\sigma| \frac{\sinh(\sqrt{\Lambda}R)}{\sqrt{\Lambda}} \leq 2|\sigma| \frac{\sinh(\sqrt{\Lambda}(D + i_0))}{\sqrt{\Lambda}} \]
Thus,
\[ |\sigma| \geq \frac{C(i_0, \Lambda)\sqrt{\Lambda}}{2\sinh(\sqrt{\Lambda}(D + i_0))} \]
and this bounds below the length of $\sigma$.

In order to bound $\text{inj}(p)$, it suffices to consider $p = q$ and $\sigma$ a geodesic loop based on $p$, and the argument above applies. \qed

### A.5 Injectivity radius bound for smooth points

In this section we adapt the Injectivity radius decay lemma to the case of cone surfaces. Recall the lemma for the smooth case ([Che70], [CGT82]),

**Lemma A.3.** For all $i_0, R, \Lambda > 0$ there exists $C > 0$ such that the following holds. Let $\mathcal{M}$ be a smooth Riemannian manifold, and let $x_0, z \in \mathcal{M}$ such that
\begin{itemize}
  \item $|\text{sec}| < \Lambda$.
  \item $\text{inj}(x_0) > i_0$.
  \item $d(x_0, z) < R$.
\end{itemize}
Then
\[ \text{inj}(z) > C. \]
Furthermore, while $i_0$ and $\Lambda$ are fixed, $C = C(R)$ is a continuous and decreasing function.
In our case, we must check that the result is valid on a cone surface, for smooth points away from the cone points.

**Lemma A.4.** For all $i_0, \delta_0, R, \Lambda > 0$ there exists $C > 0$ such that the following holds. Let $(\mathcal{M}, x_0)$ be a cone surface with smooth base point $x_0$, and let $z \in \mathcal{M}$ smooth such that

- cone angles $\leq \pi$.
- $\text{inj}(x_0) > i_0$.
- $|\text{sec}| < \Lambda$ on the smooth part.
- $z \in B_R(x_0)$ and $d(z, \Sigma) > \delta_0 > 0$.

Then $$\text{inj}(z) > C.$$ 

The proof is analogous to the smooth case, it relies on three comparison results that we next recall. First result is that injectivity radius controls volume on curvature bounded above.

**Proposition A.2** (Günter-Bishop inequality, cf. [Cha06, Thm III.4.2]). Let $\mathcal{M}$ be a smooth Riemannian manifold with curvature $< \Lambda$, and let $x_0 \in \mathcal{M}$ and $i_0 = \text{inj}_{x_0}$. Then $$\text{vol} B(x_0, i_0) > \text{vol}_\Lambda(i_0).$$

The same result holds easily for cone surfaces.

**Proposition A.3.** Let $\mathcal{M}$ be a cone surface with curvature $< \Lambda$, cone angles $> \alpha_0 > 0$, and let $x_0 \in \mathcal{M}$ and $i_0 = \text{inj}_{x_0}$. Then $$\text{vol} B(x_0, i_0) > C(\alpha_0, i_0, \Lambda)$$

Second result is that the volume of a ball controls the volume of a larger ball, on curvature bounded below.

**Proposition A.4** (Bishop-Gromov inequality [BBI01, Thm 10.6.6]). Let $X$ be an $n$-dimensional Alexandrov space of curvature $\geq \Lambda$, then the map

$$r \mapsto \frac{\text{vol} B(z, r)}{\text{vol}_\Lambda(r)}$$

is decreasing, i.e., if $r_1 \leq r_2$

$$\frac{\text{vol} B(x, r_1)}{\text{vol}_\Lambda(r_1)} \geq \frac{\text{vol} B(z, r_2)}{\text{vol}_\Lambda(r_2)}$$

Third result is that volume controls injectivity radius on bounded curvature.
Proposition A.5 (Cheeger-Gromov-Taylor inequality [CGT82, Thm 4.3]). Let $\mathcal{M}$ be a smooth $n$-manifold with bounded curvature $\Lambda_1 < \sec < \Lambda_2$ and let $r_0 < \frac{1}{4} \sqrt[4]{\Lambda_2}$ (no bound if $\Lambda_2 < 0$). Let $z \in \mathcal{M}$. Then

$$\text{inj}(z) > \frac{r_0}{2} \frac{1}{1 + \frac{\text{vol}_{\Lambda_1}(2r_0)}{\text{vol}B(z,r_0)}}$$

This proposition works with radii of balls under the conjugacy radius, $\frac{\pi}{\sqrt{\Lambda_2}}$ (cf. Klingenberg’s theorem [CE08, Cor 5.7]). That is, in $B(z,r_0)$ there are no conjugate points, and thus this result tells when the injectivity radius can be realized as a geodesic loop based on $z$, given the topology of the ball.

We now prove our conic version of the injectivity radius decay.

Proof (of Lemma A.4). We start with a bound on the injectivity radius of the base-point, $i_0 = \text{inj}(x_0)$. By Proposition A.2 we can estimate $\text{vol}(B(x_0,i_0))$,

$$\text{vol} B(x_0,i_0) \geq \text{vol}_{\Lambda}(i_0) = C_1(\Lambda, i_0) > 0$$

and this bounds below $\text{vol} B(z,2R)$ since $R > d(x_0,z)$ and then $B(x_0,i_0) \subseteq B(z,2R)$,

$$\text{vol} B(z,2R) \geq \text{vol} B(x_0,i_0) > C_1(\Lambda, i_0).$$

Now let $\delta = \frac{1}{2} \min\{\frac{1}{4} \sqrt[4]{\Lambda}, \delta_0\}$. We can use Proposition A.4 to bound $\text{vol} B(z,\delta)$,

$$\text{vol} B(z,\delta) \geq C_2(\Lambda, R, \delta) \text{vol} B(z,2R) > C_3(R, \delta, \Lambda, i_0).$$

Finally we apply Proposition A.5 to bound $\text{inj}(z)$. In order to use this proposition on a cone surface, we need to assume that a ball with radius under the conjugacy radius does not contain cone points (a pencil of geodesic rays through a cone point converges instantaneously). We apply Proposition A.5 with $r_0 = \delta$, which justifies the choice of this $\delta$.

$$\text{inj}(z) > \frac{\delta}{2} \frac{1}{1 + \frac{\text{vol}_{\Lambda}(2\delta)}{\text{vol}B(z,\delta)}} \geq \frac{\delta}{2} \frac{1}{1 + \frac{\text{vol}_{\Lambda}(2\delta)}{C_3(R, \delta, \Lambda, i_0)}} =: C(i_0, R, \Lambda, \delta_0).$$

\[\Box\]

A.6 Proof of the Compactness Theorem for cone surfaces

Proof (of Theorem A.7). Let $\{ (\mathcal{M}_k, x_k) \}_{k=1}^\infty$ a sequence of pointed cone surfaces inside the class $\mathfrak{M}$. By Gromov’s compactness theorem, there is a convergent subsequence to a pointed metric space $(X_\infty, x_\infty)$ in the pointed Gromov-Hausdorff topology. Since we are not assuming compact surfaces, the pointed convergence is relevant. Gromov’s theorem states that for all $R > 0$ there is a convergent subsequence

$$\mathcal{M}_k \cap B(x_k, R) \overset{GH}{\to} X_\infty \cap B(x_\infty, R)$$
in the Gromov-Hausdorff topology.

To simplify the notation, we will use $M_k = M_k \cap B(x_k, R)$ and $X_k = X_k \cap B(x_k, R)$. If $M_k$ are compact, we can take $M_k = M_k$; otherwise, $M_k$ are open noncomplete cone surfaces, and $M_k \to X_\infty$ in the Gromov-Hausdorff sense.

By Lemma A.1, there is a subsequence such that $M_k$ all have the same number of cone points, and their cone angles form convergent sequences. By Lemma A.2, the cone points are separated by a uniform distance. Hence we can pick $\epsilon = \epsilon(R) > 0$ not depending on $k$, such that

$$\epsilon < \frac{1}{10} \inf \{ d(p, q) : p, q \in \Sigma_k, k = 1 \ldots \infty \}.$$ 

We remove on each surface a neighbourhood of radius $\epsilon$ of each cone point, and we form the sequence

$$M_k' := M_k \setminus \bigcup_{x \in \Sigma} B(x, \epsilon)$$

of noncomplete smooth Riemannian surfaces. By Lemma A.4 and Theorem A.6,

$$M_k' \xrightarrow{k \to \infty} M'_\infty$$

in the $C^\infty$ sense, and $M'_\infty \subset X_\infty$. If we reduce $\epsilon$ to $\epsilon/2$, we obtain another $M_{k \epsilon}$. Since $M_k' \subset M_k$, this passes to the limit as $M'_\infty \subset M_{\infty}^\epsilon$, and both differential structures are compatible since an open covering of $M'_\infty$ is extended to an open covering of $M_{\infty}^\epsilon$, where the radius of the covering balls only depends of the distance to the basepoint and the singular set. Therefore,

$$M_k' \xrightarrow{l \to \infty} M_k$$

in the $C^\infty$ sense as $l \to \infty$, because is a nested sequence, and hence

$$M_k' \xrightarrow{l \to \infty} M_{\infty}^\epsilon$$
in the $C^\infty$ sense as $k \to \infty$, for all $l$. Since $\{M_{\infty}^k\}_l$ is also a nested sequence, we can take a subsequence of the diagonal sequence

$$M_{\infty}^k \to M_{\infty}^{(0)}$$

in the $C^\infty$ sense, where $M_{\infty}^{(0)} = \bigcup_{l>0} M_{\infty}^l$. This limit $M_{\infty}^{(0)}$ is a smooth noncomplete surface inside the metric space $X_{\infty}$. We define $\Sigma_{\infty} = X_{\infty} \setminus M_{\infty}^{(0)}$.

The only remaining issue is to check that $\Sigma_{\infty}$ consist of cone points with a model cone metric. Let $p_k \in M_k$ be a sequence of cone points with a limit cone angle. As discussed in Chapter 4, in a neighbourhood of $p_k$ we can write the metric of $M_k$ as

$$g_k = dr^2 + h_k^2(r, \theta) \, d\theta^2$$

with

- $h(0, \theta) = 0$,
- $\frac{\partial h_k}{\partial r}(0, \theta) = \frac{\alpha_k}{2\pi}$ where $\alpha_k$ is the cone angle,
- $\frac{\partial^2 h_k}{\partial r^2}(0, \theta) = 0$ independently if $\theta$. Last condition follows from bounded curvature, since

$$\frac{\partial^2 h_k}{\partial r^2} = - K_k(r, \theta) \, h_k.$$ 

In other words, the function $h_k$ can be written as

$$h_k = \frac{\alpha_k}{2\pi} r + O(r^3)$$

and the function in $O(r^3)$ may depend on $\theta$. By the convergence on the smooth part seen above, for any $r > 0$ we have

$$h_k \to h_{\infty}$$

as $k \to \infty$, and the convergence is uniform on compact sets not containing $r = 0$. On the other hand, from Lemma A.1 we have

$$\alpha_k \to \alpha$$

as $k \to \infty$. We must check

- $\lim_{r \to 0} h_\infty(r, \theta) = 0$,
- $\lim_{r \to 0} \frac{\partial h_\infty}{\partial r}(r, \theta) = \frac{\alpha}{2\pi}$,
\[ \lim_{r \to 0} \frac{\partial^2 h_\infty}{\partial r^2}(r, \theta) = 0. \]

For the third point, since the Riemannian curvature on the smooth part of the surfaces is uniformly bounded by hypothesis, also is the Riemannian curvature in the limit surface, and hence the second derivative on \( r \) is zero if and only if \( h_\infty \) is zero. Hence it follows from first point.

For the first point, the area element of the metrics \( g_k \) is

\[ h_k(r, \theta) \, dr \wedge d\theta. \]

Since the curvature is bounded below by \(-\Lambda\), by comparison the volume element is less than the volume element of the hyperbolic space of curvature \(-\Lambda\), namely

\[ \frac{\sinh(\sqrt{\Lambda}r)}{\sqrt{\Lambda}} \, dr \wedge d\theta \]

thus,

\[ h_k(r, \theta) \leq \frac{\sinh(\sqrt{\Lambda}r)}{\sqrt{\Lambda}}. \]

This bound is uniform in \( k \), and hence also applies in the limit \( h_\infty \). Therefore

\[ \lim_{r \to 0} |h_\infty(r, \theta)| \leq \lim_{r \to 0} \frac{\sinh(\sqrt{\Lambda}r)}{\sqrt{\Lambda}} = 0. \]

Finally we check the second point. From the fundamental theorem of calculus,

\[ \frac{\partial h_k}{\partial r}(r, \theta) = \int_0^r \frac{\partial^2 h_k}{\partial t^2}(t, \theta) \, dt + \frac{\partial h_k}{\partial r}(0, \theta) \]

Then,

\[ \left| \frac{\partial h_k}{\partial r}(r, \theta) - \frac{\alpha_k}{2\pi} \right| \leq \int_0^r \left| \frac{\partial^2 h_k}{\partial t^2}(t, \theta) \right| \, dt \]

\[ \leq \int_0^r |K(t, \theta)h_k(t, \theta)| \, dt \]

\[ \leq \Lambda \int_0^r |h_k(t, \theta)| \, dt \]

\[ \leq \Lambda \int_0^r \frac{\sinh(\sqrt{\Lambda}r)}{\sqrt{\Lambda}} \, dt \]

\[ = \frac{\Lambda}{2} \left( 1 + \cosh(\sqrt{\Lambda}r) \right) = \Lambda \frac{1}{2} r^2 + O(r^4) \leq \Lambda r^2 \]

for \( r \) small. This bound is uniform in \( k \). Thus,

\[ \left| \frac{\partial h_\infty}{\partial r}(r, \theta) - \frac{\alpha}{2\pi} \right| \leq \left| \frac{\partial h_\infty}{\partial r}(r, \theta) - \frac{\partial h_k}{\partial r}(r, \theta) \right| + \left| \frac{\partial h_k}{\partial r}(r, \theta) - \frac{\alpha_k}{2\pi} \right| + \left| \frac{\alpha_k}{2\pi} - \frac{\alpha}{2\pi} \right| \]

\[ \leq \epsilon(r, k) + \Lambda r^2 + \epsilon'(k) \]
Now, as \( k \to \infty \), we have \( \epsilon(r, k), \epsilon'(k) \to 0 \), and hence
\[
\left| \frac{\partial h}{\partial r}(r, \theta) - \frac{\alpha}{2\pi} \right| \leq \Lambda r^2
\]
so
\[
\lim_{k \to \infty} \left| \frac{\partial h}{\partial r}(r, \theta) - \frac{\alpha}{2\pi} \right| = 0.
\]
This proves the convergence of the cone structure. The sequence \( h_k \) converges in the \( C^1 \) sense by Arzelà-Ascoli theorem, so the metric tensors \( g_k \) converge in \( C^1 \) on that coordinate chart, and this implies Lipschitz convergence of the sequence of (metric) surfaces. This finishes the proof of the theorem.

A.7 The compactness theorem for flows on cone surfaces

We now move forwards to Ricci flows. Hamilton's compactness theorem for solutions of Ricci flow [Ham95a] is the actual result that is needed for the analysis of singularities of the flow. Given a sequence of Riemannian manifolds, it induces a sequence of Ricci flows starting at these initial manifolds, and one expects it to converge to a limit Ricci flow starting at the limit of the original manifolds. Let us recall the theorem in the smooth case.

**Theorem A.8** (Hamilton’s compactness of flows). Let \( (M_k, O_k, g_k(t)) \) be a sequence of complete pointed solutions to the Ricci flow, with \( t \in (a, b) \), such that:

1. \( |Rm| \leq C_0 \) on \( M_k \times (a, b) \) \( \forall k \),
2. \( \text{inj}_{g_k(0)}(O_k) \geq i_0 \) \( \forall k \).

Then there exists a converging subsequence to a pointed flow \( (M_\infty, O_\infty, g_\infty(t)) \) with \( t \in (a, b) \) in the \( C^\infty \) sense.

The remarkable point is that the hypothesis can be relaxed from asking bounds on all the derivatives of the curvature to just asking a bound on the curvature. This is due to the Bernstein-Bando-Shi estimates, [Shi89], [CK04, Ch 7], i.e. the Ricci flow equation relates space and time derivatives, and derivating the equation the regularity propagates to higher derivatives bounds. These bounds, however, depend on time and get worse as \( t \to 0 \).

An outline of the proof of the compactness theorem for flows is the following. First one gets uniform bounds on the space and time derivatives of the \( g_k(t) \) metrics with respect to a background metric. This is contained in the following proposition, that includes inside the Bernstein-Bando-Shi estimates.

**Proposition A.6** ([CCG+07, Lem 3.11]). Let \( (M, g) \) be a Riemannian \( n \)-manifold, and let \( K \subset M \) be a compact subset. Let \( g_k(t) \) be a sequence of Ricci flows defined on a neighbourhood of \( K \times [T_1, T_2] \), where \( t_0 \in [T_1, T_2] \). Suppose
\[ C^{-1}g \leq g_k(t_0) \leq Cg \] as quadratic forms, for some \( C \) independent of \( k \).

- \[ |\nabla^p g_k(t_0)| \leq C_p, \text{ for all } k \text{ and } p, \text{ for some } C_p \text{ independent of } k, \] where \( \nabla \) and the norm are respect to \( g \).

- \[ |\nabla^p_k \nabla g_k|_k \leq C'_p \text{ on } K \times [T_1, T_2], \] for all \( k \) and \( p \), for some \( C'_p \text{ independent of } k \), where \( \nabla_k \) and the norm are respect to \( g_k \).

Then,

- \[ B^{-1}g \leq g_k(t) \leqBg, \] and

- \[ |\frac{\partial}{\partial t} \nabla^p g_k(t)| \leq \tilde{C}_{p,q}, \] on \( K \times [T_1, T_2] \), where \( B = B(t, t_0) = Ce^{2\sqrt{\pi - 1}C_0|t-t_0|} \) and \( \tilde{C}_{p,q} \) independent of \( k \).

To finish the proof of Hamilton’s compactness theorem for flows, one applies the \( C^\infty \) version of Arzelà-Ascoli theorem (Theorem A.1) to the \((n+1)\)-manifolds, using the obtained bounds on the metric and its derivatives in space and time.

So far it is the smooth case as done by Hamilton in [Ham95a], cf. [CCG+07]. We now turn into the case of flows on cone surfaces. The previous argument applies to neighbourhoods of smooth points (all bounds, such as Shi’s estimates can be done locally). However, it remains to check the convergence for the functions defining the flow on a tubular neighbourhood of a cone point. Recall from Chapter 4 that the existence of the angle preserving flow is given by the work in [MRS13]. This flow preserves the cone angles and has, at least for short time, bounded curvature and derivative of the curvature.

The second main theorem of this appendix is the following.

**Theorem A.9.** Let \((M_k, g_k(t), O_k)\), with \( t \in (a, b) \), be a sequence of pointed cone surfaces evolving according to the angle-preserving Ricci flow. Assume that

1. all cone angles are less than or equal to \( \pi \),

2. \[ |Rm_x| \leq C_0 \text{ for all } x \in M_k \times (a, b), \text{ with } x \text{ not a cone point}, \]

3. \[ \text{inj}_{g_k(0)} O_k \geq i_0, \text{ if } O_k \notin \Sigma_k. \]

4. Alternatively, \[ \text{inj}_{g_k(0)} O_k \geq i_1 \text{ and } \alpha > \alpha_0 > 0, \text{ if } O_k \text{ is a cone point of angle } \alpha. \]

Then there exists a convergent subsequence to a pointed limit flow \((M_\infty, g_\infty(t), O_\infty)\) in the \( C^\infty \) sense on the smooth part, and Lipschitz on the singular points.

**Proof.** As noted before, the only issue we need to check is that, in a neighbourhood of a cone point of fixed angle \( \alpha \), a sequence of angle-preserving flows subconverges to an angle-preserving flow.

From the short-time existence theorem, for every initial metric \( g_k(0) \) there exists an angle-preserving flow \( g_k(t) \) for \( t \in (a, b) \) a uniform time interval since the curvature is
bounded by hypothesis. By Proposition 4.1, these metrics can be written in geodesic
polar coordinates around a cone point as
\[ g_k(t) = dr^2 + h^k(r, \theta, t) \theta^2 \]
and these functions satisfy the system
\[
\begin{aligned}
& h^k_r = h^k_{rr} - h^k_\theta \int \frac{h^k_r}{h^k_\theta} \\
& h^k = 0 \quad \text{on } r = 0.
\end{aligned}
\] (A.9)

We only need to apply the Arzelà-Ascoli theorem to the functions \( h^k \) to get uniform
convergence over compact sets. Note that these compact sets may contain the cone
point itself, since the functions are defined for \( r \in [0, r_0) \). This is a very convenient
property that we would not have in conformal coordinates.

From the proof of Theorem A.7, \( h^k \) is uniformly bounded,
\[ h^k \leq \frac{\sinh(\sqrt{C_0}r)}{\sqrt{C_0}}. \]
Also, the space derivatives of \( h^k \) are also uniformly bounded since
\[ \left| h^k_r - \frac{\alpha}{2\pi} \right| \leq C_0 r^2. \]

Further, the second derivative \( h^k_{rr} \) is also uniformly bounded since the curvature \( K = -\frac{h^k_{rr}}{h^k} \) is uniformly bounded by hypothesis.

Finally, the Ricci flow equation, written in the form of (A.9), ensures that the
time derivative of \( h^k \) is uniformly bounded. Hence, we have uniform bounds on space
and time derivatives and therefore, by Arzelà-Ascoli theorem there is a convergent
subsequence of \( h^k \) to a limit \( h^\infty \). Up to now, we have that the limit function is \( C^1 \) in
space and \( C^0 \) in time. The regularity can be improved by checking second derivatives.
From Proposition 4.2, we know that \( h^k_r \) is uniformly bounded and vanishes for \( r = 0 \),
and hence the limit flow is also an angle-preserving flow and the cone angle is the same by
the Gromov-Hausdorff (and stronger) convergence of the time-slice surfaces. Similarly,
higher derivatives (in space and time) of \( h^k \) can be derived from expressions on the space
derivatives of \( K = -h_{rr}/h \) (each time derivative is translated into two space derivatives
by the flow equation). But bounds on the derivatives of the curvature can be obtained
from the bounds of the curvature itself by using Bernstein-Bando-Shi estimates, cf.
[CK04, Thm 7.1]. The proof of these estimates relies only on local computations in
coordinates and in the application of a maximum principle for functions. The maximum
principle holds on cone surfaces by Theorem 4.4, and hence the Bernstein-Bando-Shi
estimates apply. This implies uniform bounds on the derivatives of \( h^k \) and therefore
the convergence of the metric tensor on these coordinates is \( C^\infty \) both in space and time.

From an intrinsic point of view, we can only claim Lipschitz convergence at the
singular points, since no tangent vectors exist at these points in the smooth Riemannian
sense. The convergence is \( C^\infty \) in the smooth part of the flow. \( \square \)
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