RIS-Aided Wireless Communications: Extra Degrees of Freedom via Rotation and Location Optimization
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Abstract

We consider the extra degree of freedom offered by the rotation of the reconfigurable intelligent surface (RIS) plane and investigate its potential in improving the performance of RIS-assisted wireless communication systems. By considering radiation pattern modeling at all involved nodes, we first derive the composite channel gain and present a closed-form upper bound for the system ergodic capacity over cascade Rician fading channels. Then, we reconstruct the composite channel gain by taking the rotations at the RIS plane, transmit antenna, and receive antenna into account, and extract the optimal rotation angles after investigating their impacts on the capacity. Moreover, we present a location-dependent expression of the ergodic capacity and investigate the RIS deployment strategy, i.e. the joint rotation
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adjustment and location selection. Finally, simulation results verify the accuracy of the theoretical analyses and deployment strategy. Although the RIS location has a big impact on the performance, our results showcase that the RIS rotation plays a more important role. In other words, we can obtain a considerable improvement by properly rotating the RIS rather than moving it over a wide area. For instance, we can achieve more than 200% performance improvement through rotating the RIS by 42.14°, while an 150% improvement is obtained by shifting the RIS over 400 meters.
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I. INTRODUCTION

With the inherent ability in tailoring the radio propagation environment, reconfigurable intelligent surfaces (RIS) technology has overwhelmingly emerged as one of the most promising approaches for future wireless communications [1]–[3]. The RIS is a two-dimensional surface composed of a large number of passive units arranged mostly in sub-wavelength inter-element spacing with the property of manipulating the electromagnetic waves, such as scattering, reflection, and absorption [4]–[6].

Currently, a plethora of studies have concentrated on the discrete phase shift designs [7], [8], joint active and passive beamforming optimizations [9], [10], and performance analyses, such as signal-to-noise ratio (SNR) coverage probability [11], [12], energy/spectral efficiency [13], [14], and capacity characterization [15]–[25]. In the capacity analysis context, [15] presented an approximation of the ergodic capacity of RIS-aided communication system, whilst [16] discussed the capacity with phase errors. However, these conclusions are based on the Rayleigh fading channels. To cover the scenario with line-of-sight (LOS) links, some researchers paid attention to the capacity analyses over Rician fading channels [17]–[24]. For instance, the authors studied the capacity of RIS-aided MISO system of single-user and multi-user scenarios by exploiting statistical CSI in [17] and [18], respectively. The works in [19] and [20] explored the achievable rate of RIS-aided MIMO systems by jointly optimizing the transmitted signal covariance matrix and RIS phase via an alternating optimization algorithm and an iterative projected gradient algorithm, respectively. The authors in [21] provided the upper and lower bounds of ergodic capacity of a MIMO system based on random matrix theory, as well as the asymptotic analyses, while the authors in [22] and [23] carried out the upper bound analysis on the ergodic or average...
capacity using the Laguerre polynomial. In [24], an asymptotic closed-form expression, in the large-antenna limit, for the mutual information of a multi-antenna transmitter-receiver pair in the presence of multiple RISs was presented using the random matrix and replica theories. In addition, the works in [25] studied the capacity of RIS-aided MISO system over Nakagami-$m$ fading channels.

Most of the existing analyses are based on the premise that RIS is deployed at a given location. According to [2] and [26], the sum-distance or product-distance based path-loss may have a significant impact on RIS-aided communication performances. Hence, some researchers have paid attention to the deployment issues [27]–[31]. For example, it was found in [27] that the large-scale deployment of the RISs is capable of improving the coverage regions. The work in [28] showed the superiority of the double-RIS deployment than a single-RIS. In addition, the authors in [29] showcased that uniformly distributed deployment of RISs outperforms the centralized deployment with the same scale. Moreover, [30] studied the RIS deployment strategy of a RIS-aided relay system, including single-RIS and multi-RIS deployments, and showed that the multi-RIS deployment can obtain a higher system capacity. However, the study in [31] revealed that the centralized deployment is superior to the distributed one by characterizing the capacity. These works focused on the comparisons between centralized (single-RIS) and distributed (multiple-RIS) deployments, rather than location optimization. Although, the study in [26] showed that the closer the RIS is to the user or base station, the larger the SNR can be yielded, the impact of RIS orientation is neglected because the RIS unit was seen as an isotropic radiator.

Additionally, there are some studies that involve the discussion of RIS orientation. For instance, the study in [11] showed that the effective area of RIS has a significant impact on the SNR, where the effective area is sensitive to its orientation, but the optimal orientation was not revealed. The authors in [32] indicated that the RIS should be deployed vertically to the direction from the base station to RIS for coverage extension, while the authors in [33] suggested that the RIS ought to be optimally oriented to make it in specular reflection state to maximize the received power. However, these analyses are based on the assumption of LOS channel models, which is not universal and is not applicable in scenarios where non-LOS (NLOS) links exist. Additionally, [34] proposed a RIS-aided path loss model and validated its correctness via simulations and trial measurements. Nevertheless, it was pointed out that there is about 3 dB difference between the measurement and theoretical results. This gap might partly result from the assumption that both
the incident and reflecting directions are perpendicular to the RIS.

In summary, the prior literature overlooked some crucial inherent characteristics of RIS, such as the directivity of the RIS, which will influence the effective radiation area and lead to different conclusions. Intuitively, the effective area of RIS that is perpendicular to the direction of propagation varies with its rotation and location. Hence, the isotropic radiation hypothesis of RIS might yield over-optimistic performance. On the other hand, although RIS orientation has been discussed in some existing works, the conclusions are not universal and the applicable scenarios are limited. Moreover, both the orientation and location of RIS need to be considered simultaneously, as both have a significant impact on the performance.

Against the above background, in this paper, we dedicate our efforts to derive a general expression of the ergodic capacity for RIS-aided communication systems, where both the LOS and NLOS links are considered, and provide a new degree of freedom in optimizing RIS-aided wireless channel by taking the radiative characteristics of RIS into account. Based on the channel model, we explore the deployment strategy of RIS, including the optimizations of RIS rotation and location. The main contributions are summarized as follows:

- We introduce a practical channel expression by considering the radiative characteristics of RIS, which provides a new degree of freedom in optimizing the RIS-aided wireless communications.
- We establish a general model of RIS-aided point-to-point wireless communication system with directional transmit antenna (Tx-Ant) and receive antenna (Rx-Ant). This system model can be applied to unmanned aerial vehicle (UAV), satellite, and terahertz communication systems.
- We provide a tight upper bound of the ergodic capacity over cascade Rician fading channels. The expression of the capacity can be exactly characterized by Hypergeometric function, and covers the cases of double-LOS and double-Rayleigh links, which can be used for the RIS of any scale.
- We excavate the impact of the Tx-Ant, Rx-Ant and RIS rotations on the performance and investigate their optimal rotation angles at any location of the RIS. It is crucial to place the Tx-Ant and Rx-Ant by aligning their radiation peaks to the RIS centre. And we show that improper rotation of RIS will lead to significant performance degradation.
- We present an expression of the ergodic capacity that is a function of the RIS location and propose two algorithms for the RIS deployment, including the optimal location and effective
region of the RIS deployment that ensures the SNR is not less than a given threshold.

The rest of the paper is organized as follows. The system and channel models are described in Section II. The downlink ergodic capacity over cascade Rician channels is investigated in Section III. Then, the optimization of rotation angles and RIS location are explored in Section IV. The simulation results and conclusions are provided in Sections V and VI, respectively.

Notation: In this paper, $\mathcal{CN}(0, \sigma^2)$ represents the Complex Gaussian distribution with zero mean and variance $\sigma^2$. $\mathbb{E}\{\cdot\}$ means the statistical expectation of a random variable and $|\cdot|$ denotes the modulus operator. $\log(\cdot)$ and $e$ are the logarithm operator and natural constant, respectively. In addition, $\,^{p}F_{q}(a_1, \cdots, a_p; b_1, \cdots, b_q; z)$ represents the generalized Hypergeometric function $^1$ and $I_\nu(\cdot)$ stands for the $\nu^{th}$ order modified Bessel functions of the first kind. Moreover, $\chi^2_K(\lambda_0)$ represents the non-central chi-squared distribution with $K$ degrees freedom and non-centrality parameter $\lambda_0$.

II. SYSTEM AND CHANNEL MODELS

In this paper, we consider a typical point-to-point RIS-aided wireless communication system. As depicted in Fig. 1(a), the RIS performs as a relay to connect the communication between the source node (such as a base station or an access point) and destination node (say a mobile equipment) because the direct link is blocked by the dense and tall buildings. The gain generated by multi-hop channels through building facades is too weak and is usually neglected. In light of the advantages of RIS in favor of communications, we propose a RIS-aided communication system, where the RIS is equipped on a hot air balloon or UAV and supposed to be deployed in somewhere to assist the communication. Please note that, in this paper, we assume that the RIS can be rotated by manipulating a mechanical mechanism underneath it, and for the case of hot air balloon or UAV, its location can be adjusted by moving the hot air balloon or UAV. Moreover, a directional single antenna with adjustable direction is considered at both the source and destination nodes without loss of generality. Furthermore, we assume that the locations and rotations of the Tx-Ant, Rx-Ant, and RIS are all known.

The considered RIS-aided communication scenario can be simplified as illustrated in Fig. 1(b). The source and destination nodes can be seen as a transmitter-receiver (Tx-Rx) pair with

\footnotesize
$^1$The Hypergeometric function is defined by the power series as $\,^{p}F_{q}(a_1, \cdots, a_p; b_1, \cdots, b_q; z) = \sum_{k=0}^{\infty} \frac{(a_1)_k \cdots (a_p)_k}{(b_1)_k \cdots (b_q)_k} \frac{z^k}{k!}$, with $(a_p)_k = a_p (a_p + 1) (a_p + k - 1)$ [36, Eq. (16.2.1)].
TABLE I: List of variables.

| Variable | Description |
|----------|-------------|
| \( N \)  | The number of the RIS units |
| \( g_n \) | The channel between Tx-Ant and \( n^{th} \) RIS unit |
| \( z_n \) | The channel between Rx-Ant and \( n^{th} \) RIS unit |
| \( \hat{g}_n \) | The equivalent channel via \( n^{th} \) RIS unit |
| \( K_1 \) | The Rician factor of the channel between Tx-Ant and RIS |
| \( K_2 \) | The Rician factor of the channel between Rx-Ant and RIS |
| \( C/C \) | The capacity/capacity upper bound of the proposed system |
| \( T_n \) | The reflection coefficient introduced by \( n^{th} \) RIS unit |
| \( S/\mathcal{R} \) | The signal-to-noise ratio at Rx-Ant |
| \( q_t/q_r/q_u \) | The directivity parameters of Tx-Ant/Rx-Ant/RIS unit |
| \( D_t/D_r/D_{\alpha} \) | The maximum directivity of Tx-Ant/Rx-Ant/RIS unit |
| \( \rho_0 \) | The path-loss factor at \( d = 1m \) |
| \( \rho_{cc} \) | The composite channel gain |
| \( \rho_{t,c} \) | The path gain between Tx-Ant and \( n^{th} \) RIS unit/RIS center |
| \( d_{t,c} \) | The distance between Tx-Ant and \( n^{th} \) RIS unit/RIS center |
| \( \rho_{n,r}/\rho_{c,r} \) | The path gain between \( n^{th} \) RIS unit/RIS center and Rx-Ant |
| \( d_{n,r}/d_{c,r} \) | The distance between \( n^{th} \) RIS unit/RIS center and Rx-Ant |
| \( \theta_{t0}/\theta_{r0}/\theta_{0} \) | The rotation angle at the Tx-Ant/Rx-Ant/RIS |
| \( h_t/h_r \) | The height of the Tx-Ant/Rx-Ant |
| \( R \) | The horizontal distance between the Tx-Ant and Rx-Ant |
| \( r \) | The vertical distance between the RIS and the XOZ plane |
| \( l \) | The vertical distance between the RIS and the YOZ plane |
| \( h \) | The altitude of RIS (vertical distance to the XOY plane) |

directional single antenna, which can be rotated. For easy exposition, we assume that the Tx-Rx pair is located on the Y-axis in Cartesian coordinates with the height \( h_t \) and \( h_r \), respectively. The source node is located at the origin. Additionally, the Tx-Ant and Rx-Ant are both assumed to be initially deployed with their major lobes directed along the Z-axis. Moreover, the RIS consisting of \( N \) directional reflection units is placed above the Tx-Rx pair at an altitude \( h \). Please note that the RIS is assumed to be paralleled to the X-axis-Origin-Y-axis (XOY) plane initially. Furthermore, the direct link between the Tx-Ant and Rx-Ant is blocked and neglected.

In practice, the RIS is usually deployed in places to optimize the communication channels by providing LOS links. Nevertheless, the effect of the NLOS links is not negligible, especially in scenarios full of scatterers, such as buildings and trees. Without loss of generality, the channel \( g_n \) between the Tx-Ant and \( n^{th} \) RIS unit, and the channel \( z_n \) between \( n^{th} \) RIS unit and the
Rx-Ant are assumed as Rician fading channels, and they are respectively formulated as

\[
g_n = \sqrt{\rho_{t,n}} \left( \sqrt{\frac{K_1}{1 + K_1}} \tilde{g}_n + \sqrt{\frac{1}{1 + K_1}} \bar{g}_n \right),
\]

\[
z_n = \sqrt{\rho_{n,r}} \left( \sqrt{\frac{K_2}{1 + K_2}} \bar{z}_n + \sqrt{\frac{1}{1 + K_2}} \tilde{z}_n \right),
\]

where \(\tilde{g}_n = e^{-j \frac{2\pi}{\lambda} d_{t,n}}\) and \(\bar{z}_n = e^{-j \frac{2\pi}{\lambda} d_{n,r}}\) denote the LOS links with \(d_{t,n}\) representing the distance between the Tx-Ant and \(n^{th}\) RIS unit, and \(d_{n,r}\) being the distance between \(n^{th}\) RIS unit and the Rx-Ant. Moreover, \(\bar{g}_n \sim \mathcal{CN}(0, 1)\) and \(\tilde{z}_n \sim \mathcal{CN}(0, 1)\) denote the scattered components indicating the NLOS links. Furthermore, \(K_1\) and \(K_2\) are the Rician factors. By varying \(K_1\) and \(K_2\), \(h_n\) and \(z_n\) capture a typical wireless communication channel spanning from a Rayleigh fading channel (\(K_1 = 0\) or \(K_2 = 0\)) to a LOS link (\(K_1 \to \infty\) or \(K_2 \to \infty\)). Finally, \(\rho_{t,n}\) and \(\rho_{n,r}\) denote the large scale path loss.

As for the large scale fading, the typical distance-dependent propagation model is adopted, i.e. \(\rho(d) = \rho_0 / d^\nu\), where \(\rho_0\) represents the path-loss factor at the reference distance \(d_0 = 1\) meter and \(\nu\) denotes the path-loss exponent. Although the direct link between the Tx-Ant and Rx-Ant is blocked in the dense scenario, the RIS is to be assumed deployed in the air to facilitate communications by providing additional links or connections, which contains the LOS components. For the ground-to-air scenario, the path-loss exponent \(\nu\) is typically assumed as 2 [39–41]. Therefore, the path gain between the Tx-Ant and \(n^{th}\) RIS unit is given by

\[
\rho_{t,n} = \frac{\rho_0 G_t(\theta_{t,n}^{\text{AOA}}, \varphi_{t,n}^{\text{AOA}}) G_u(\theta_{l,n}^{\text{DOA}}, \varphi_{l,n}^{\text{DOA}})}{d_{t,n}^2},
\]
where $\theta^{\text{AOD}}_{t,n}$ and $\varphi^{\text{AOD}}_{t,n}$ represent the azimuth and elevation angles of departure (AODs) from the Tx-Ant to $n^{\text{th}}$ RIS unit. Analogously, $\theta^{\text{AOA}}_{t,n}$ and $\varphi^{\text{AOA}}_{t,n}$ represent the elevation and azimuth angles of arrival (AOAs) from the Tx-Ant to $n^{\text{th}}$ RIS unit. Moreover, $G_t \left( \theta^{\text{AOD}}_{t,n}, \varphi^{\text{AOD}}_{t,n} \right)$ is the radiation gain of the Tx-Ant in the direction of $\left( \theta^{\text{AOD}}_{t,n}, \varphi^{\text{AOD}}_{t,n} \right)$, while $G_u \left( \theta^{\text{AOA}}_{t,n}, \varphi^{\text{AOA}}_{t,n} \right)$ denotes the radiation gain of the RIS unit in the direction of $\left( \theta^{\text{AOA}}_{t,n}, \varphi^{\text{AOA}}_{t,n} \right)$.

According to [42], the radiation gain can be expressed as a function of angle by including the power pattern as $G(\theta, \varphi) = e_r D |F(\theta, \varphi)|^2$ [42, Eq.(2-155)]. Here, $e_r$ is the radiation efficiency, which is close to 1, i.e. $e_r \approx 1$; $D$ is the maximum directivity and $F(\theta, \varphi)$ is the normalized field pattern [42, Eq.(2-145)].

Naturally, the path gain between the Tx-Ant and $n^{\text{th}}$ RIS unit in (3) can be recast as
\[
\rho_{t,n} = \frac{\rho_0}{d_{t,n}^2} D_s D_u \left| F_t \left( \theta^{\text{AOD}}_{t,n}, \varphi^{\text{AOD}}_{t,n} \right) \right|^2 \left| F_u \left( \theta^{\text{AOA}}_{t,n}, \varphi^{\text{AOA}}_{t,n} \right) \right|^2 ,
\]
(4)
where $F_t (\theta, \varphi)$ and $F_u (\theta, \varphi)$ represent the normalized radiation pattern of the Tx-Ant and RIS unit, respectively. Moreover, $D_t$ and $D_u$ are the maximum directivity of the Tx-Ant and RIS unit, respectively.

Analogously, the path gain between $n^{\text{th}}$ RIS unit and the Rx-Ant is given by
\[
\rho_{n,r} = \frac{\rho_0}{d_{n,r}^2} D_u D_r \left| F_u \left( \theta^{\text{AOA}}_{n,r}, \varphi^{\text{AOA}}_{n,r} \right) \right|^2 \left| F_r \left( \theta^{\text{AOA}}_{n,r}, \varphi^{\text{AOA}}_{n,r} \right) \right|^2 ,
\]
(5)
where $D_r$ and $F_r (\theta, \varphi)$ represent the maximum directivity and the normalized radiation pattern of the Rx-Ant, respectively. Moreover, $\theta^{\text{AOA}}_{n,r}$ and $\varphi^{\text{AOA}}_{n,r}$ are the elevation and azimuth AODs from $n^{\text{th}}$ RIS unit to the Rx-Ant, while $\theta^{\text{AOA}}_{n,r}$ and $\varphi^{\text{AOA}}_{n,r}$ denote the elevation and azimuth AOAs from $n^{\text{th}}$ RIS unit to the Rx-Ant.

### III. Downlink Ergodic Capacity

Based on the above model, the equivalent channel between the Tx-Ant and Rx-Ant via $n^{\text{th}}$ RIS unit can be described as
\[
\hat{g}_n = g_n z_n \mathcal{T}_n ,
\]
(6)
where $\mathcal{T}_n$ denotes the reflection coefficient introduced by $n^{\text{th}}$ RIS unit. Usually, it is supposed that all the RIS units hold the same reflection amplitude $\mathcal{T}$ but individual phase shift $\phi_n$. Hence, the reflection coefficient can be rewritten as $\mathcal{T}_n = \mathcal{T} e^{-j\phi_n}$ with $|\mathcal{T}| \leq 1$ and $0 \leq \phi_n \leq 2\pi$ [29], [31], [32].
On condition of the optimal phase adjustment at the RIS (the phase shift design of the RIS is beyond the scope of this paper because it has been investigated in a plethora of literature [7]–[10]), the SNR at the Rx-Ant can be formulated as

\[ SNR = \frac{T^2 P_t}{N_0} \left( \sum_{n=1}^{N} |g_n||z_n| \right)^2, \]  

(7)

where \( P_t \) and \( N_0 \) denote the transmit power at the Tx-Ant and the noise power at the Rx-Ant, respectively. Furthermore, the downlink ergodic capacity is given by

\[ C = \mathbb{E}\{\log_2 (1 + SNR)\}. \]  

(8)

Unfortunately, the accurate closed-form expression seems out of reach, since the distribution of \( SNR \) in (7) is intractable. Some researchers have proposed approximate approaches to tackle this similar issue. For instance, leveraging the random matrix theory, [21] presented the expressions of the upper and lower bounds of ergodic capacity by the channel dependent eigenvalues. In addition, [22] and [23] provided an asymptotic analysis of the upper bound of ergodic or average capacity using the Laguerre polynomial. In this paper, we provide a tight upper bound of the ergodic capacity in closed-form by generalized Hypergeometric function and it can be applicable for the RIS of any scale. It is summarized in the following.

**Theorem 1:** In the far-field of the RIS, assuming perfect reflection of all RIS units, i.e. \(|\mathcal{T}| = 1\), the upper bound of the ergodic capacity in downlink is given by

\[ \overline{C} = \log_2 \left( 1 + \frac{P_t}{N_0} \rho_{cc} N [1 + (N - 1) \gamma] \right), \]  

(9)

where

\[ \gamma = \frac{\pi^2 F_1^2 \left( \frac{3}{2}; 1; K_1 \right) F_1^2 \left( \frac{3}{2}; 1; K_2 \right)}{16 (1 + K_1) (1 + K_2) e^{2(K_1+K_2)}}, \]  

(10)

and \( \rho_{cc} \) denotes the composite channel gain (CCG) calculated by \( \rho_{cc} = \rho_{t,c}\rho_{c,r} \) with

\[ \rho_{t,c} = \frac{\rho_0 D_t D_u}{d_{t,c}^2} |F_t (\theta_{t,c}, \varphi_{t,c})|^2 |F_u (\theta_{t,c}, \varphi_{t,c})|^2, \]  

(11)

\[ \rho_{c,r} = \frac{\rho_0 D_u D_r}{d_{c,r}^2} |F_u (\theta_{c,r}, \varphi_{c,r})|^2 |F_r (\theta_{c,r}, \varphi_{c,r})|^2. \]  

(12)

Here, \( d_{t,c} \) denotes the distance between the Tx-Ant and RIS center, whilst \( d_{c,r} \) is the distance between the RIS center and Rx-Ant. Additionally, \( \theta_{t,c} \) and \( \varphi_{t,c} \) represent the elevation and azimuth AODs from the Tx-Ant to RIS center, while \( \theta_{c,r} \) and \( \varphi_{c,r} \) are the elevation and azimuth AODs from the RIS center to Rx-Ant. Moreover, \( \theta_{t,c} \) and \( \varphi_{t,c} \) represent the elevation and
azimuth AOAs from the Tx-Ant to RIS center, whilst $\theta_{c,r}^{A\text{OA}}$ and $\varphi_{c,r}^{A\text{OA}}$ are the elevation and azimuth AOAs from the RIS center to Rx-Ant.

Proof: Please see appendix A.

Corollary 1: To acquire deep insights on the ergodic capacity, we firstly investigate the properties of $\gamma$, involving the following cases.

Case 1: When $g_n$ and $z_n$ are Rayleigh channels, namely $K_1, K_2 \to 0$, $\gamma$ in (10) is given by

$$\gamma = \frac{\pi^2}{16}. \quad (13)$$

Case 2: When $g_n$ is a LOS link, i.e. $K_1 \to \infty$, or $z_n$ is a LOS link, i.e. $K_2 \to \infty$, $\gamma$ is given by

$$\gamma = \begin{cases} 
\frac{\pi_1 F_1^2(\frac{3}{2};1;K_2)}{4(1+K_2)e^{2k_2}}, & K_1 \to \infty, \\
\frac{\pi_1 F_1^2(\frac{3}{2};1;K_1)}{4(1+K_1)e^{2k_1}}, & K_2 \to \infty.
\end{cases} \quad (14)$$

Case 3: When $g_n$ and $z_n$ are both LOS links, i.e. $K_1 \to \infty$ and $K_2 \to \infty$, $\gamma$ can be simplified as

$$\gamma = 1. \quad (15)$$

Proof: Building on the series form of the Hypergeometric function [38, Eq. (9.100)], we have

$$1F_1 \left( \frac{3}{2};1;k \right) = 1 + \frac{3}{2} - 1 \cdot k + \frac{3}{2} \cdot \left( \frac{3}{2} + 1 \right) \cdot k^2 + \frac{3}{2} \cdot \left( \frac{3}{2} + 1 \right) \cdot \left( \frac{3}{2} + 2 \right) \cdot k^3 + \ldots \quad (16)$$

Thus, when $k \to 0$, we have $\lim_{k \to 0} 1F_1 \left( \frac{3}{2};1;k \right) = 1$. For the sake of exposition, we define $\omega(k) = \pi_1 F_1^2(\frac{3}{2};1;k)(1+k)^{-1}e^{-2k}/4$, then we have $\lim_{k \to 0} \omega(k) = \pi/4$ definitely. Thus, $\gamma$ in (10) can be written as $\gamma = \omega(K_1) \omega(K_2)$, and we have $\gamma = \pi^2/16$ when $K_1, K_2 \to 0$ as presented in Case 2. Moreover, Fig. 2 shows the value of $\omega(k)$ versus $k$. We have $\lim_{k \to \infty} \omega(k) = 1 (k \in \{K_1, K_2\})$ and then obtain the conclusions in Case 2 and Case 3.

In light of Corollary 1, it can be readily observed that $\gamma$ is a constant when $K_1$ and $K_2$ are certain. Especially, in the scenario dominated by LOS links, the SNR is proportional to $N^2$. Last but not the least, Theorem 1 indicates that the capacity depends on the CCG, i.e. $\rho_{cc}$, which is not only sensitive to the rotations of the Tx-Ant, Rx-Ant and RIS, but also related to the distance between the Tx-Ant/Rx-Ant and RIS. Unfortunately, their relationships are not specific, so it deserves further analyses in the rest of this paper.
IV. OPTIMIZATION OF ROTATION ANGLE AND LOCATION

In this section, we devote our effort to investigate the optimal rotation angles of the Tx-Ant, Tx-Ant, and RIS at any location of the RIS, and then to explore the optimal location of the RIS.

A. Optimization of rotation angle

In this subsection, we focus on the investigations of the CCG by taking the radiation characteristics of antennas and RIS into account, and then extract the optimal rotation angles after analyzing the impact of rotation angles on the ergodic capacity. Let us kick off from the case without the rotation at the RIS, which is a common assumption in most of the literature.

Before the discussion, let us revisit the basic definitions of the power pattern and directivity in antenna theory.

Definition 1: Power Pattern: For an antenna with its major lobe directed along the Z-axis ($\theta = 0$) as shown in Fig. 3(a), the normalized power pattern (or radiation intensity) is denoted as $U(\theta, \varphi)$, where $\theta$ and $\varphi$ represent the elevation and azimuth AODs from the antenna, respectively [42], [43]. In practice, a general normalized power patterns can be typically represented by [43, Eq. (2-31)]

$$U(\theta, \varphi) = \begin{cases} 
\cos^q(\theta), & \theta \in \left[0, \frac{\pi}{2}\right], \varphi \in [0, 2\pi], \\
0, & \text{elsewhere},
\end{cases}$$

(17)

where $q$ is the parameter indicating the directivity. Please note that a larger $q$ may result in the stronger directivity but narrower pattern. Especially, $q = 0$ implies an omnidirectional antenna.

Definition 2: Directivity: The directivity of an antenna is defined as the ratio of the radiation intensity in a given direction from the antenna to the radiation intensity averaged over all
directions [43]. It can be tied more directly to the pattern function \( D = \frac{4\pi}{\int_{\Omega} U(\theta, \varphi) \, d\Omega} \), where \( \Omega \) denotes the solid angle [42], [43].

1) Optimization of rotation angles at the antennas: When the antenna rotates around the X-axis with a degrees \( \theta' \) as depicted in Fig. 3 (b), then the power pattern can be recast as

\[
U(\theta, \varphi) = \begin{cases} 
\cos^q(\theta - \theta'), & \theta \in \left[\theta', \theta' + \frac{\pi}{2}\right], \varphi \in [0, 2\pi], \\
0, & \text{elsewhere.}
\end{cases}
\]  

(18)

Note that \( \theta' \in (0, \pi/2] \) denotes clockwise rotation and \( \theta' \in [-\pi/2, 0) \) represents counterclockwise rotation.

Hence, when the Tx-Ant and Rx-Ant rotate around the X-axis by \( \theta_{t0} \in [-\pi/2, \pi/2] \) and \( \theta_{r0} \in [-\pi/2, \pi/2] \), respectively, their power patterns can be recast as \( U_t(\theta_t, \varphi_t) = \cos^{q_t}(\theta_t - \theta_{t0}) \) and \( U_r(\theta_r, \varphi_r) = \cos^{q_r}(\theta_r - \theta_{r0}) \), correspondingly, where \( q_t \) and \( q_r \) are the directivity parameters of the Tx-Ant and Rx-Ant, respectively. As for the RIS without rotation, the power pattern of each unit can be illustrated as \( U_u(\theta_n, \varphi_n) = \cos^{q_u}(\theta_n) \) with \( q_u \) being the directivity parameters of the RIS unit.

As the power pattern in (17) adopted to model the Tx-Ant and Rx-Ant patterns, we can get the following theorem.

**Theorem 2:** With only the rotations at the Tx-Ant and Rx-Ant, the CCG can be rewritten as

\[
\rho_{cc} = \frac{\rho_0^2 10^{\frac{Q}{10}(q_t + q_r + 2q_u + 4)}}{d_{t,c}^2 d_{c,r}^2} \cos^{q_t}(\theta_{t,c}^{\text{AOA}} - \theta_{t0}) \cos^{q_u}(\theta_{t,c}^{\text{AOA}}) \cos^{q_r}(\theta_{c,r}^{\text{AOA}} - \theta_{r0}) \cos^{q_u}(\theta_{c,r}^{\text{AOA}}). 
\]  

(19)

**Proof:** Recalling Definition [2] when \( U_t(\theta_t, \varphi_t) = \cos^{q_t}(\theta_t) \), we can get the maximum directivity of the Tx-Ant \( D_t = 4\pi/\int_0^{2\pi} \int_0^{\pi/2} \cos^{q_t}(\theta_t) \sin(\theta_t) \, d\theta_t \, d\varphi_t = 2(q_t + 1) \). Analogously, we can also obtain \( D_r = 2(q_r + 1) \) and \( D_u = 2(q_u + 1) \). Please note that they are calculated in dB in this form. According to [42] Eq. (2-119)], the normalized power pattern is simply the square of its field pattern magnitude, i.e. \( U(\theta, \varphi) = |F(\theta, \varphi)|^2 \). Then, by substituting \( D_t, D_r \) and \( D_u, (11) \) and (12) can be respectively rewritten as \( \rho_{t,c} = \rho_0 10^{\frac{Q}{10}(q_t + q_r + 2q_u + 4)} d_{t,c}^{-2} \cos^{q_t}(\theta_{t,c}^{\text{AOA}} - \theta_{t0}) \cos^{q_u}(\theta_{t,c}^{\text{AOA}}) \) and \( \rho_{c,r} = \rho_0 10^{\frac{Q}{10}(q_t + q_r + 2q_u + 4)} d_{c,r}^{-2} \cos^{q_r}(\theta_{c,r}^{\text{AOA}} - \theta_{r0}) \cos^{q_u}(\theta_{c,r}^{\text{AOA}}) \), respectively. Hence, (19) can be obtained.

**Corollary 2:** The \( \rho_{cc} \) can reach the maximum while the components \( \cos^{q_t}(\theta_{t,c}^{\text{AOA}} - \theta_{t0}) \) and \( \cos^{q_r}(\theta_{c,r}^{\text{AOA}} - \theta_{r0}) \) are maximized. That is, the optimal directions of the Tx-Ant and Rx-Ant are both pointing to the RIS center, i.e. \( \theta_{t0}^{\text{opt}} = \theta_{t,c}^{\text{AOA}} \) and \( \theta_{r0}^{\text{opt}} = \theta_{c,r}^{\text{AOA}} \). Therefore, the CCG in this case can be maximized as

\[
\rho_{cc} = \frac{\rho_0^2 10^{\frac{Q}{10}(q_t + q_r + 2q_u + 4)}}{d_{t,c}^2 d_{c,r}^2} \cos^{q_u}(\theta_{t,c}^{\text{AOA}}) \cos^{q_u}(\theta_{c,r}^{\text{AOA}}). 
\]  

(20)
Remark 1: Even with the optimal rotation angles at the Tx-Ant and Rx-Ant, the performance degradation is still unavoidable. This is because it is difficult to ensure that both the Tx-Ant and Rx-Ant are in the good direction (main-lobe) of RIS. In other words, one of them may in the poor direction (side-lobe) of the RIS. Precisely, $\theta_{t,c}^{\text{AOA}} \rightarrow \pi/2$ and $\theta_{c,r}^{\text{AOD}} \rightarrow \pi/2$ will result in $\cos^q(\theta_{t,c}^{\text{AOA}}) \rightarrow 0$ and $\cos^q(\theta_{c,r}^{\text{AOD}}) \rightarrow 0$, respectively. Naturally, there will be $\rho_{cc} = 0$ as long as one of the Tx-Ant and Rx-Ant is in the poor direction, i.e. $\cos^q(\theta_{t,c}^{\text{AOA}}) = 0$ or $\cos^q(\theta_{c,r}^{\text{AOD}}) = 0$. This reveals that the RIS orientation may have a significant impact on the performance. Hence, it is possible to obtain a considerable performance gain by rotating the RIS. Please note that in order to discuss the potential effect of RIS rotation, the optimal rotations at the Tx-Ant and Rx-Ant are considered hereafter.

Fig. 4. Diagram of RIS-aided system with rotation.

2) Optimization of rotation angle at the RIS: To describe the topology of the rotation at the RIS, Fig. 4(a) pictorially depicts a diagram of RIS-aided system with rotation. As depicted, we denote $h_t$ and $h_r$ as the height of the Tx-Ant and Rx-Ant, respectively, and $h$ as the altitude of the RIS, without loss of generality. Additionally, we denote $R$ as the horizontal distance between the Tx-Ant and Rx-Ant, $l$ and $r$ as the vertical distance of the RIS to the Y-axis-Origin-Z-axis (YOZ) plane and that to the X-axis-Origin-Z-axis (XOZ) plane, respectively. Moreover, we define $\theta_0$ as the rotation angle around the X-axis, where $\theta_0 > 0$ and $\theta_0 < 0$ represent clockwise and counterclockwise rotation, respectively. Defining $\alpha = \theta_{t,c}^{\text{AOA}}$ and $\beta = \theta_{c,r}^{\text{AOD}}$ for simplicity, we have the following properties.

Property 1:

\[
\begin{align*}
0 < \alpha < \pi/2 \\
0 < \beta < \pi/2 \\
\alpha - \pi/2 < \frac{\alpha - \beta}{2} < \frac{\pi}{2} - \beta
\end{align*}
\]
Proof: Based on the relative locations of the Tx-Ant/Rx-Ant and RIS in Fig. 4(b), it is clear that $0 < \alpha < \pi/2$, $0 < \beta < \pi/2$ and $\alpha + \beta < \pi$. Thus, we have $2\alpha - \pi < \alpha - \beta$, namely, $\alpha - \pi/2 < (\alpha - \beta)/2$. Analogously, we have $\alpha - \beta < \pi - 2\beta$, i.e. $(\alpha - \beta)/2 < \pi/2 - \beta$. Therefore, the proof ends.

Property 2: The rotation angle at the RIS constrains to

$$\alpha - \pi/2 < \theta_0 < \pi/2 - \beta,$$

with

$$\begin{cases} (0, \pi/2 - \beta), & \text{clockwise}, \\ (\alpha - \pi/2, 0), & \text{counterclockwise}. \end{cases}$$

(22)

Proof: This constraint is to ensure that the signal emitted from the Tx-Ant could reach the RIS and the reflecting signal by the RIS can arrive at the Rx-Ant. To be concrete, when the RIS rotates counterclockwise, i.e. $\theta_0 < 0$, the rotation angle cannot exceed $|\pi/2 - \alpha|$, namely $|\theta_0| < \pi/2 - \alpha$. Otherwise, the signal transmitted from the Tx-Ant cannot be reflected effectively by the RIS. Hence, we have $\theta_0 > \alpha - \pi/2$. As for clockwise rotation, it is necessary to avoid a large rotation angle resulting the Rx-Ant being on the back of the RIS. Otherwise, the signal would be blocked, not enhanced. Therefore, we have $|\theta_0| < \pi/2 - \beta$, i.e. $\theta_0 < \pi/2 - \beta$.

Accordingly, besides the optimal rotation adjustment at the Tx-Ant/Rx-Ant, we provide the following theorem while considering the rotation at RIS.

Theorem 3: To reap the best performance for the considered RIS-aided system, the optimal rotation angle at the RIS and the CCG are respectively given by

$$\theta_{0,\text{opt}} = \frac{\theta_{t,c}^{\text{OA}} - \theta_{c,r}^{\text{OD}}}{2},$$

(23)

$$\rho_{cc}^R = \frac{\rho_0^2 10^{0.2(\gamma_t + \gamma_r + 2\gamma_u + 4)} \left[ 1 + \cos \left( \theta_{t,c}^{\text{OA}} + \theta_{c,r}^{\text{OD}} \right) \right] q_u}{d_{t,c}^2 d_{c,r}^2}$$

(24)

And, the ergodic capacity in this case can be described as

$$\bar{C}_R = \log_2 \left( 1 + \frac{P_t \rho_0^2 10^{0.2(\gamma_t + \gamma_r + 2\gamma_u + 4)} \left[ 1 + \cos \left( \theta_{t,c}^{\text{OA}} + \theta_{c,r}^{\text{OD}} \right) \right] q_u}{N_0 d_{t,c}^2 d_{c,r}^2} \frac{2^{q_u}}{N [1 + (N - 1) \gamma]}. \right).$$

(25)

Proof: Please see appendix B.

Remark 2: Theorem 3 verifies that the appropriate rotation of RIS helps to avoid performance deterioration. Only when the RIS is located at the center of the Tx-Ant and Rx-Ant, it should be parallel to the XOY plane. When the RIS is close to the Tx-Ant, it should rotate counterclockwise (towards the Rx-Ant) by $| (\theta_{t,c}^{\text{OA}} - \theta_{c,r}^{\text{OD}}) / 2 |$ and vice versa.

Remark 3: Although we have obtained the optimal rotation at the RIS, the capacity is still related to the RIS location. Therefore, it is crucial to explore how to place the RIS reasonably with the optimal rotations.
B. Optimization of the RIS Location

As illustrated in Fig. 4, the Tx-Ant and Rx-Ant separate with a horizontal distance \( R \) and vertical distance of the RIS to the XOZ plane \( r \in [0, R] \). In addition, the RIS can move and rotate at an altitude \( h \in [h_{\text{min}}, h_{\text{max}}] \), where \( h_{\text{min}} \) is the minimum altitude determined for safety reasons or to avoid obstacles, and \( h_{\text{max}} \) is the maximum altitude regulated by law. Moreover, \( l \in [0, L] \) denotes the vertical distance of the RIS to the YOZ plane. Our aim in this section is to evaluate the effect of the RIS location on the performance, including \( r, h, \) and \( l \), and then to explore the optimal location. We firstly present the location-dependent expressions as follows.

**Theorem 4:** With the optimal rotations at the Tx-Ant, Rx-Ant and RIS, the CCG depends on the RIS location. And the location-dependent expression is given by

\[
\rho_{cc}^R (r, h) = \frac{\rho_0^2 10^{0.2(n_q + q_r + 2q_u + 4)}}{2^{q_u}} \left[ \frac{r^2 + l^2 + (h - h_t)^2}{(R - r)^2 + l^2 + (h - h_r)^2} \right]^{q_u} \times \left[ 1 + \frac{(h - h_t) (h - h_r) - \sqrt{(r^2 + l^2) \left( (R - r)^2 + l^2 \right)}}{\sqrt{r^2 + l^2 + (h - h_t)^2} \left( (R - r)^2 + l^2 + (h - h_r)^2 \right)} \right]^{q_u}.
\]

**Proof:** According to the geometric relationships, we have

\[
\begin{align*}
  d_{t,c} &= \sqrt{r^2 + l^2 + (h - h_t)^2}, \\
  d_{c,r} &= \sqrt{(R - r)^2 + l^2 + (h - h_r)^2}, \\
  \cos (\theta_{t,c}^{\text{AOA}}) &= \frac{h - h_t}{\sqrt{r^2 + l^2 + (h - h_t)^2}}, \\
  \cos (\theta_{c,r}^{\text{AOA}}) &= \frac{h - h_r}{\sqrt{(R - r)^2 + l^2 + (h - h_r)^2}}.
\end{align*}
\]

By substituting (27) and (28) into (24), the ergodic capacity of the location function (26) is obtained.

**Corollary 3:** The RIS ought to be preferentially deployed directly above the Tx-Rx pair, i.e. \( l = 0 \), then (26) can be recast as

\[
\rho_{cc}^R (r, h) = \frac{\rho_0^2 10^{0.2(n_q + q_r + 2q_u + 4)}}{2^{q_u}} \left[ \frac{r^2 + (h - h_t)^2}{(R - r)^2 + (h - h_r)^2} \right]^{q_u} \times \left[ 1 + \frac{(h - h_t) (h - h_r) - r (R - r)}{\sqrt{r^2 + (h - h_t)^2} \left( (R - r)^2 + (h - h_r)^2 \right)} \right]^{q_u}.
\]

**Proof:** According to the derivative of (26) with respect to \( l \), we find \( \frac{\partial \rho_{cc}^R}{\partial l} < 0 \), which means that the CCG is monotonically decreasing as \( l \) increases, omitted for simplify. Hence, \( l = 0 \) is the optimal vertical distance. Then, substituting \( l = 0 \) into (26), (29) is obtained.
Usually, the Tx-Ant and Rx-Ant are placed on the ground and their heights are negligible compared to the altitude of the RIS. Therefore, when \( l = 0 \), neglecting \( h_t \) and \( h_r \), (27) and (28) can be simplified. Then, we have

\[
\cos \left( \theta_{t,c}^{\text{AOA}} + \theta_{c,r}^{\text{AOA}} \right) = \frac{r^2 - Rr + h^2}{\sqrt{(r^2 + h^2) [(R - r)^2 + h^2]}}.
\] (30)

Hence, (29) can be further approximated as

\[
\rho_{cc}^R (r, h) = \frac{\rho_0^R 10^{0.2(q_t + q_r + 2q_u + 4)}}{2q_u (r^2 + h^2) [(R - r)^2 + h^2]} \left[ 1 + \frac{r^2 - Rr + h^2}{\sqrt{(r^2 + h^2) [(R - r)^2 + h^2]}} \right]^{q_u}.
\] (31)

**Remark 4:** It is clear that \(-1 < \cos \left( \varphi_{t,c}^{\text{AOA}} + \varphi_{c,r}^{\text{AOA}} \right) < 1 \) due to the fact that \( 0 < \varphi_{t,c}^{\text{AOA}} + \varphi_{c,r}^{\text{AOA}} < \pi \). Thus, for arbitrary \( h \in [h_{\min}, h_{\max}] \) and \( r \in [0, R] \), we have

\[
1 + \frac{r^2 - Rr + h^2}{\sqrt{(r^2 + h^2) [(R - r)^2 + h^2]}} > 0.
\] (32)

Furthermore, revisiting the optimal rotation at the RIS in (33), its location-dependent expression is given by

\[
\theta_0^{\text{opt}} = \frac{\arccos \frac{h}{\sqrt{r^2 + h^2}} - \arccos \frac{h}{\sqrt{(R - r)^2 + h^2}}}{2}.
\] (33)

**Corollary 4:** For deep insights into the impact of the RIS location on the ergodic capacity, we have the following cases.

**Case 1:** When the RIS is deployed with a low altitude, i.e. \( h < R/2 \), the optimal value of \( r \) is in the interval \( r^{\text{opt}} \in \left[ 0, \left( R - \sqrt{R^2 - 4h^2} \right)/2 \right] \) or \( r^{\text{opt}} \in \left[ \left( R + \sqrt{R^2 - 4h^2} \right)/2, R \right] \).

**Case 2:** When \( h \ll R/2 \), the RIS is preferably deployed directly above the Tx-Ant or Rx-Ant, i.e. \( r^{\text{opt}} = 0 \) or \( r^{\text{opt}} = R \), and the maximum CCG in this case is given by

\[
\rho_{cc}^R (r^{\text{opt}}, h) = \frac{\rho_0^R 10^{0.2(q_t + q_r + 2q_u + 4)}}{2q_u h^2 (R^2 + h^2)} \left[ 1 + \frac{h}{\sqrt{R^2 + h^2}} \right]^{q_u}.
\] (34)

**Case 3:** When \( h > R/2 \), it is difficult to obtain the optimal closed-form expression of \( r \), as well the optimal interval.

**Proof:** See Appendix C.

In order to get the optimal \( h \), we firstly take the derivatives of \( \mu (r, h) \) and \( \nu (r, h) \) with respect to \( h \). Please note that the \( \mu (r, h) \) and \( \nu (r, h) \) are defined in Appendix C. The derivations are respectively given by

\[
\frac{\partial \mu}{\partial h} = \frac{q_u R^2 h (h^2 + Rr - r^2)}{(r^2 + h^2)^{\frac{3}{2}} (R - r)^{\frac{1}{2}} + h^2} \left[ 1 + \frac{r^2 - Rr + h^2}{\sqrt{(r^2 + h^2) [(R - r)^2 + h^2]}} \right]^{q_u - 1}.
\] (35)
\[
\frac{\partial \nu}{\partial h} = -\frac{2h}{(r^2 + h^2)^2 \left[(R - r)^2 + h^2\right]^2}.
\] (36)

Building on the insights from Remark 4, it is obvious that \(\frac{\partial \mu}{\partial h} > 0\) and \(\frac{\partial \nu}{\partial h} < 0\) for arbitrary \(h\). This indicates that \(\mu(r, h)\) increases monotonically, while \(\nu(r, h)\) decreases monotonically for arbitrary \(h \in [h_{\text{min}}, h_{\text{max}}]\). Hence, the effect of \(h\) on the CCG is uncertain, which implies the impossibility of extracting the optimal \(h\) theoretically.

**Algorithm 1**: Algorithm for the optimal rotation and location.

**Input**: Initial key parameters: \(N, P_1, q_t, q_r, q_u, \lambda, K_1, K_2, N_0, R, h_{\text{min}}, h_{\text{max}}\)

**Output**: The optimal RIS location \((r_{\text{opt}}, h_{\text{opt}})\), optimal RIS rotation \((\theta_{0}^{\text{opt}})\)

1. foreach \(h \in [h_{\text{min}}, h_{\text{max}}]\) do
2. Initialize \(r = 0\);
3. Calculate \(\Delta = R^2 - 4h^2\);
4. if \(\Delta > 0\) then
   5. Set \(r_{\text{max}} = \frac{R - \sqrt{\Delta}}{2}\);
   else
   7. Set \(r_{\text{max}} = \frac{R}{2}\);
5. foreach \(r \in [0, r_{\text{max}}]\) do
   9. Calculate \(\rho_{cc}^{R}(r, h)\) according to (31), and find the maximum gain;
   10. Compare gains \(\rho_{cc}^{R}(r_{\text{opt}}, h)\) and find the maximum one \(\rho_{cc}^{R}(r_{\text{opt}}, h_{\text{opt}})\);
8. Obtain the optimal location \((r_{\text{opt}}, h_{\text{opt}})\) and \((R - r_{\text{opt}}, h_{\text{opt}})\);
11. Calculate the optimal RIS rotation \(\theta_{0}^{\text{opt}}\) according to (33).

1) **Optimal location selection**: In view of the above discussions, it is tough to obtain the optimal RIS location theoretically, since the effects of \(r\) and \(h\) are intractable. In order to find the optimal location, we propose a simplified exhaustive algorithm as presented in Algorithm 1.

Due to the uncertain effect of \(h\), it is necessary to go through all its values. To avoid the calculation of the redundant values of \(r\) and reduce the computation time, we narrow the valid range of \(r\) by comparing \(\Delta (\Delta = R^2 - 4h^2)\) with 0. Then, we can get the optimal \(r\) for each \(h\), as well the maximum channel gain. After calculating the ergodic values of \(h\), we can obtain the maximum gain and optimal location, i.e. \((r_{\text{opt}}, h_{\text{opt}})\). Note that, due to the symmetry of the
CCG with respect to $r = R/2$, the location $(R - r^{\text{opt}}, h^{\text{opt}})$ can be also adopted as the optimal location. Accordingly, the optimal rotation of the RIS can be calculated according to (33).

2) Effective regions selection: Instead of choosing the optimal location of the RIS, it would be more attractive to figure out a region, where the RIS can be deployed flexibly to enhance the communications in practice. For example, the RIS cannot be deployed at the theoretical optimal locations in the realistic scene because those locations will result in blocking or have been occupied by some existing infrastructures.

For these purposes, we migrate towards finding out the effective regions, which are defined as follows.

**Definition 3:** Effective regions denote the positions or areas that are suitable for RIS deployment under the condition that the SNR is not less than a given threshold $\gamma_{\text{th}}$, i.e. $\mathbb{E} \{\mathcal{SNR}\} \geq \gamma_{\text{th}}$.

According to (31) and (49), we have $\mathbb{E} \{\mathcal{SNR}\} = P_t N_0^{-1} N \rho_{cc}^R (r, h) [1 + (N - 1) \gamma]$. Then, the effective regions should satisfy that

$$\rho_{cc}^R (r, h) \geq \frac{N_0 \gamma_{\text{th}}}{NP_t [1 + (N - 1) \gamma]}.$$  

(37)

To figure out the effective regions, we provide an algorithm as described in Algorithm 2. It is necessary to go through all the values of $h$ and $r$ when $r \in [0, r_1]$ due to the uncertain effect of them. As for the interval $r \in [r_1, R/2]$, when $\Delta > 0$, a bisection method is adopted to determine the critical value of $r$ quickly because it is monotonically decreasing in this interval.

In addition, revisiting (20), the location-dependent expression of the CCG without rotation at the RIS is given by

$$\rho_{cc} (r, h) = \frac{\rho_0^2 10^{0.2 (q_t + q_r + 2 q_u + 4)}}{(r^2 + l^2 + h^2) [(R - r)^2 + l^2 + h^2]} \times \frac{h^2}{\sqrt{(r^2 + l^2 + h^2) [(R - r)^2 + l^2 + h^2]}}^{q_u}. \quad (38)$$

This would be presented as a benchmark, in this paper, helping to grasp the effectiveness of the RIS rotation adjustment on the performance improvement.

V. SIMULATION RESULTS

In this section, simulation results are presented to validate the theoretical analysis of the ergodic capacity, the impact of the antennas and RIS rotations, and the effectiveness of the
Algorithm 2: Algorithm for the effective region of RIS deployment.

Input: Initial key parameters: $N, P_t, q_t, q_r, q_u, \lambda, K_1, K_2, N_0, R, h_{\text{min}}, h_{\text{max}}$

Output: The effective region

1. foreach $h \in [h_{\text{min}}, h_{\text{max}}]$ do
   2. Initialize $r = 0$;
   3. Calculate $\Delta = R^2 - 4h^2$;
   4. if $\Delta > 0$ then
      5. Set $r = \frac{R - \sqrt{\Delta}}{2}$;
      6. if $\rho_{cc}^R (r, h) \geq \frac{N_0 \gamma_0}{N P_t [1+(N-1)\gamma]}$ then
         7. Set $r_1 = \frac{R - \sqrt{\Delta}}{2}$;
         8. foreach $r \in [0, r_1]$ do
            9. Find the set $A_1$ satisfies (37);
         10. Set $t = 1, r_2 = r_1 + \frac{\sqrt{\Delta}}{2}$;
      11. if $\rho_{cc}^R (r_2, h) < \frac{N_0 \gamma_0}{N P_t [1+(N-1)\gamma]}$ then
         12. repeat
         13.     Update $t = t + 1, r_2 = r_1 + \frac{\sqrt{\Delta}}{2^t}$;
         14.     until $\rho_{cc}^R (r_2, h) \geq \frac{N_0 \gamma_0}{N P_t [1+(N-1)\gamma]}$;
         else
         16. repeat
         17.     Update $t = t + 1, r_2 = \frac{R}{2} - \frac{\sqrt{\Delta}}{2^t}$;
         18.     until $\rho_{cc}^R (r_2, h) \leq \frac{N_0 \gamma_0}{N P_t [1+(N-1)\gamma]}$;
         19. Obtain the optional region $[r_1, r_2]$;
      else
      21. Set $r_1 = \frac{R - \sqrt{\Delta}}{2}$;
      22. foreach $r \in [0, r_1]$ do
         23. Find the set $A_2$ satisfies (37);
      24. Obtain the optional $r: A_1 \cup [r_1, r_2]$ or $A_2$;
      else
      26. foreach $r \in [0, \frac{R}{2}]$ do
         27. Find the set $A_3$ satisfies (37);
      28. Obtain optional $r: A_1 \cup [r_1, r_2]$ or $A_2$ or $A_3$ for each $h$. 
TABLE II: List of parameters.

| Parameters | Values       | Parameters | Values       | Parameters | Values       |
|------------|--------------|------------|--------------|------------|--------------|
| $N$        | $16 \sim 128$ | $B$        | 5MHz         | $l$        | 100m         |
| $K_1$      | 5            | $K_2$      | 5            | $\rho_0$  | -40 dBm      |
| $\lambda$  | 0.125m       | $R$        | 1000m        | $q_t$      | 20           |
| $\sigma$   | -174 dBm/Hz  | $h_{\text{min}}$ | 100m       | $q_r$      | 20           |
| $P_t$      | $-10 \sim 30$dBm | $h_{\text{max}}$ | 600m       | $q_u$      | 2 $\sim$ 6   |

Fig. 5. The upper bounds and the Monte Carlo results of the ergodic capacity.

Fig. 6. Impact of $\theta_{t0}$ and $\theta_{r0}$ on the ergodic capacity.

proposed RIS deployment. The simulations are based on the scenario illustrated in Fig. 1 and Fig. 4. The key parameters are listed in Table II as follows.

For simplicity, the RIS location is denoted by $P(l, r, h)$. For example, the initial RIS location is assumed as $l = 100$, $r = 200$, and $h = 100$, hence it is denoted by $P(100, 200, 100)$. Additionally, $q_u = 4$, $N = 64$, and $P_t = 10$ dBm unless otherwise stated. Moreover, the initial directions of the Tx-Ant and Rx-Ant are in the positive direction of the Z-axis, whilst the initial direction of the RIS points directly to the negative direction of the Z-axis. In other words, there is no rotation at the Tx-Ant, Rx-Ant, and RIS initially, i.e. $\theta_{t0} = 0^\circ$, $\theta_{r0} = 0^\circ$, and $\theta_0 = 0^\circ$, respectively. Furthermore, the noise power $N_0 = \sigma B$ with $\sigma$ and $B$ being the noise density and bandwidth, respectively.

A. Impact of the rotation angles on the capacity

We firstly investigate the tightness of the theoretical upper bound of the ergodic capacity. As depicted in Fig. 5, we exemplify two cases, including $\theta_{t0} = \theta_{r0} = 50^\circ$ and $\theta_{t0} = \theta_{r0} = 60^\circ$, of four different locations, i.e. $P(0, 200, 100)$, $P(100, 200, 100)$, $P(0, 500, 100)$, and $P(100, 500, 100)$.
Note that, there is no rotation at the RIS in these cases. It is clear that the upper bound is tightly closed with the Monte Carlo results. This suggests the accuracy of the theoretical expressions in Theorem 7 and Theorem 2.

Besides, we notice that the antenna rotation angles have a huge impact on the capacity. More specifically, improper antenna orientation will incur a serious performance deterioration. For example, as illustrated in the purple solid line, i.e. \( P(100,200,100) \), there is a big gap between the capacity with 50° rotation and that with 60° rotation. Also, this phenomenon exists in the other configurations. Furthermore, \( r \) and \( l \) have a significant impact on the performance. This indicates the importance of the RIS location selection.

Fig. 6 illustrates the impact of the rotation angles at the Tx-Ant (\( \theta_{t0} \)) and that at the Rx-Ant (\( \theta_{r0} \)) on the ergodic capacity. In order to elaborate the influence specifically, we consider a certain location, \( P(100,200,100) \) as an example. Based on the geometric relationships, we have \( \theta_{AOA} = 65.9052° \) and \( \theta_{crx} = -82.9294° \) in this case. As can be observed, the maximum capacity achieved with 65.91° rotation at the Tx-Ant and -82.93° rotation at the Rx-Ant, indicating the correctness of Corollary 2. Please note that the minus sign represents counterclockwise rotation. Hereafter, the optimal rotations at the Tx-Ant and Rx-Ant are adopted in the following discussions unless otherwise stated.

Fig. 7 shows the impact of directivity parameter of RIS (\( q_u \)) on the ergodic capacity with different rotations at the RIS, including \( \theta_0 = 5° \) and \( \theta_0 = -5° \). In general, a larger \( q_u \) means a stronger directivity and higher gain. Hence, there will be a better performance by leveraging a RIS with a stronger directivity. However, as plotted in Fig. 7, the performance deteriorates sharply as \( q_u \) increases. This may be caused by the narrower beamwidth when the directivity becomes stronger. Accordingly, it is difficult to obtain considerable gain in the direction of the Tx-Ant and Rx-Ant meanwhile as discussed in Remark 7. As for the rotation at RIS, the performance with 5° rotation counterclockwise, i.e. \( \theta_0 = -5° \), is significantly improved than that without rotation, while the performance with 5° rotation clockwise, i.e. \( \theta_0 = 5° \), gets worse. This also reveals that the correct and reasonable RIS rotation adjustment is of great importance to the performance.

Moreover, Fig. 8 presents the impact of the RIS rotation angle (\( \theta_0 \)) on the ergodic capacity. In the figure, we illustrate three cases (locations), including \( P(100,200,100) \), \( P(100,500,100) \), and \( P(100,800,100) \). As can be seen, the maximum capacities are obtained with the RIS rotation angles of -8.5°, 0°, and 8.5°, respectively. Correspondingly, this indicates that the optimal rota-
Fig. 7. Impact of $q_u$ on the ergodic capacity.

Fig. 8. Impact of $\theta_0$ on the ergodic capacity.

Fig. 9. Optimal $\theta_0$ in different scenarios.

tion angles at the RIS are $-8.5^\circ$, $0^\circ$, and $8.5^\circ$, respectively. This is consistent with the theoretical analysis in Theorem 3. According to (28), we can obtain $\theta_{\text{AOA}}^{\text{c,r}} = 65.9052^\circ, 78.9042^\circ, 82.9294^\circ$ and $\theta_{\text{AZID}}^{\text{c,r}} = 82.9294^\circ, 78.9042^\circ, 65.9052^\circ$, respectively. Hence, the optimal rotation angles are $(65.9052 - 82.9294)/2 = -8.5121$, $(78.9042 - 78.9042)/2 = 0$ and $(82.9294 - 65.9052)/2 = 8.5121$, respectively. Besides, we observe that the capacity becomes worse with the other rotation angles and even tends to zero when the angle exceeds a certain range. This may result from the obstructing of the signal caused by improper RIS rotation, which verifies the conclusions in Property 2.

As depicted in Fig. 9, we compare the impact of the RIS rotation angle on the capacity in different scenarios, including SISO, MISO and Multi-MISO scenarios. There are two users considered with the location $(100, 1000, 100)$ and $(100, 1200, 100)$ in the multi-MISO scenario, while only the user at $(100, 1000, 100)$ is considered in SISO and MISO scenarios. In addition, the RIS is assumed located at $(0, 800, 100)$. As can be seen, in SISO and MISO scenarios, the optimal rotation angles of the RIS are both about $8.926^\circ$, which is consent with the theoretical
The optimal rotation angle at the RIS is determined by the distance from the RIS to the Tx-Ant and Rx-Ant. The analysis in Theorem 3 indicates that, even considering multiple antennas those are located in the far-field region of RIS, the AOAs from the antennas to the RIS are nearly equal. Hence, the conclusions are still applicable. As for the scenario with two users, the optimal rotation angle is different and is smaller than those in the other two scenarios. This indicates that the RIS is oriented to the middle of the users to ensure the performance of each user. Please note that when the rotation angle exceeds a certain value, the ergodic capacity coincides with that of the MISO scenario. This phenomenon is caused by the fact that one of the user is in the back of the RIS when the RIS is rotated with a larger angle.

Fig. 10 depicts the optimal rotation angle at the RIS as concluded in (23) and (33). Based on the previous introduction, it is clear that a smaller \( r \) represents a smaller horizontal distance from the RIS to the Tx-Ant, i.e. the RIS is closer to the Tx-Ant than to the Rx-Ant. As can be seen from the figure, the RIS ought to be rotated counterclockwise by a certain angle, i.e. \( \theta_0 < 0 \), when the RIS is closer to the Tx-Ant, while to be rotated clockwise by an angle, i.e. \( \theta_0 > 0 \), when the RIS is closer to the Rx-Ant. For example, the optimal rotation angles are \(-8.512^\circ\) and \(8.512^\circ\), respectively, at the two different locations \( P(100, 200, 100) \) and \( P(100, 800, 100) \). Such conclusion is consistent with the illustration in Fig. 8. Additionally, the optimal rotation is \(0^\circ\) when the RIS locates above the middle of the Tx-Rx pair, i.e. \( r = 500 \) m. This means that, for any altitude, when the RIS is above the middle of the Tx-Rx pair, the RIS should be kept parallel to the XOY plane, as described in Remark 2.
B. Impact of the RIS location on the capacity

Fig. 11 shows the impact of the vertical distance from the RIS to the YOZ plane, i.e. $l$, on the ergodic capacity. We investigate the trend of the capacities by increasing $l$ in four cases, including $(r = 200, h = 100)$, $(r = 200, h = 150)$, $(r = 500, h = 100)$, and $(r = 500, h = 150)$. As illustrated, an increasing $l$ results in a performance degradation indicating that the RIS should be deployed directly above the Tx-Rx pair, i.e. $l = 0$, as analyzed in Corollary 3. Hence, $l = 0$ will be adopted in the following simulations unless otherwise stated.

Furthermore, Fig. 12 compares the ergodic capacities of different locations under three different conditions: (1) no rotation at the antennas and RIS: there is no rotation at the antennas (both Tx-Ant and Rx-Ant) and the RIS with their initial directions in the positive and negative of the $Z$-axis, respectively; (2) the optimal rotations at the antennas: both the Tx-Ant and Rx-Ant are with optimal rotations pointing to the RIS center, while RIS is in the initial direction without rotation; (3) the optimal rotations at the antennas and RIS: the Tx-Ant and Rx-Ant are with optimal rotations, and the RIS rotates with the optimal angle as $\theta_0$. As we can see, when the antennas and RIS rotate with optimal angles, the performance surpasses those in the other two cases. To be specific, there is a significant improvement with optimal rotations at the antennas comparing to the case without any rotations, in which the communications may be interrupted as the capacity tends to zero. Additionally, there is also a big gap between the performance with only optimal rotation at the antennas and that with optimal rotations at the antennas and RIS. For instance, at $P(0, 0, 100)$, the capacity is less than 10 bit/s/Hz with only optimal rotation at the antennas, whilst it exceeds 15 bit/s/Hz with optimal rotation at the antennas and RIS. This proves the necessity of appropriately adjusting the antennas and RIS rotations in guaranteeing a high performance. Please note that there is the same performance when $r = 500$ in the last two conditions. This is because the theoretical optimal rotation $\theta_0$ equals 0 when $r = R/2$. This again verifies the correctness of Remark 2 and there is no need to rotate the RIS when the RIS is exactly located above the middle of the Tx-Rx pair.

We also notice that the RIS location have a significant impact on the performance even with optimal rotations. Concretely, for a fixed $r$, e.g. $r = 250$, a smaller $h$ will result in a worse performance. This seems to be counterintuitive because a smaller $h$ may lead to a shorter distance, thereby resulting in less path loss and better performance in turn. Nevertheless, when the RIS is closer to the XOY plane, i.e. a smaller $h$, the degree of parallelism between the RIS
and XOY plane gets higher. As a result, the Tx-Ant and Rx-Ant may be located at the side lobe (poor direction) of the RIS meantime. Naturally, there is no doubt that the performance will deteriorate. As for the $r$, an increasing $r$ incurs an eroded performance when $r \in [0, R/2]$, while the effect is opposite when $r \in [R/2, R]$. This suggests that we can achieve the maximum performance when $r = 0$ or $r = R$. Though this effect is evident when $h$ is small, it becomes less obvious or even changes as $h$ increases. This phenomenon is caused by the relative magnitude of $h$ and $R$ as discussed previously in Corollary 4. Additionally, it is obvious that the rotation of the RIS is of great significance to improve the performance, especially when the RIS is close to the Tx-Ant or Rx-Ant. For example, we can achieve more than 200% performance improvement (from 8.742 to 18.60 bit/s/Hz) by rotating the RIS 42.14° (when $r = 0$ as depicted in the blue solid curve in Fig. 10) counterclockwise at $P(0, 0, 100)$, whilst less than 150% improvement (from 8.742 to 12.46 bit/s/Hz) by moving the RIS over 400 meters vertically.

Finally, Fig. 13 presents the deployment of the RIS. As stated at the beginning of this section, the RIS can be moved from the Tx-Ant to Rx-Ant, i.e. $r \in [0, R]$, at the altitude $h \in [h_{\text{min}}, h_{\text{max}}]$. Please note that for the optimization of the RIS location and effective region, the capacity of each location is based on the optimal rotation as given in (33). Based on Algorithm 1, we obtain the best two locations, including $P(0, 0, h_{\text{min}})$ and $P(0, R, h_{\text{min}})$, for maximum capacity. To illustrate the effectiveness of Algorithm 2, the SNR threshold is set as $\gamma_{\text{th}} = 45$ dB corresponding the capacity of 15 bit/s/Hz. As can be seen, the RIS should be deployed at the red area to guarantee the given SNR at the Rx-Ant. Last but not the least, we observe that increasing the altitude $h$ has less impact on the performance than changing the horizontal distance $r$. Combining the

Fig. 12. Impact of $h$ and $r$ on the ergodic capacity.

Fig. 13. Optimal location and effective region.
discussion in Fig. 12, we can obtain a considerable performance at a low altitude when the RIS is deployed closely to the Tx-Ant or Rx-Ant with the corresponding optimal rotations.

VI. CONCLUSION

In this paper, we provided a new degree of freedom in optimizing the RIS-aided wireless communication channel by studying the radiation characteristics of RIS. We derived a tight upper bound of the ergodic capacity over cascade Rician fading channels, which applies to a RIS of any scale, and found that the orientations of antennas and RIS play a vital role in the performance. On this basis, we extracted the optimal rotations for any location of the RIS. Furthermore, we deduced the location-dependent expressions and investigated the optimal locations and effective regions for the RIS deployment. Most importantly, we verified that it is more efficient to rotate the RIS than move it over a wide area. We believe that the presented analyses in this paper can provide insightful references and guidelines for the design and deployment of RIS-aided wireless communication systems in the future.

APPENDIX A

We firstly provide some mathematical results about a random variable \( X = |au + bv| \), where \( u \) is a complex constant; \( v \) is a random variable with \( v \sim \mathcal{CN}(0, 1) \); \( a > 0 \) and \( b > 0 \). By defining \( Z = b^{-2} (au + bv)^2 = b^{-2} X^2 \), \( 2Z \) follows the non-central chi-squared distribution with 2 degrees of freedom, i.e. \( 2Z \sim \chi^2_2(2\lambda) \), where \( \lambda = a^2 b^{-2} |u|^2 \). Therefore, we can obtain the possibility distribution function of \( Z \) as [44, Eq. (406)]

\[
f_Z(z) = e^{-z - \lambda I_0 \left( 2\sqrt{\lambda z} \right)},
\]

with \( \mathbb{E}(Z) = 1 + \lambda \), where \( I_0(\cdot) \) is the zero-th order modified Bessel functions of the first kind with \( I_\nu(x) = \sum_{j=0}^{\infty} \frac{1}{j! \Gamma(j+1)} \left( \frac{x}{2} \right)^{\nu+2j} \) [38, Eq. (8.445)].

Further, the possibility distribution function and expectation of \( X \) are respectively given by

\[
f_X(x) = \frac{2}{b^2 x} f_Z \left( \frac{1}{b^2 x^2} \right) = \frac{2}{b^2 x} e^{-x^2 - \lambda I_0 \left( 2\sqrt{\lambda x} \right)},
\]

\[
\mathbb{E}(X) = \int_0^\infty \frac{2}{b^2 x} e^{-x^2 - \lambda I_0 \left( 2\sqrt{\lambda x} \right)} dx = e^{-\lambda} \frac{2}{b^2} \sum_{j=0}^{\infty} \frac{\lambda^j}{j! \Gamma(j+1) b^{2j}} \int_0^\infty x^{2j} e^{-\frac{x^2}{b^2}} dx
\]

\[
\overset{\mathcal{B}}{=} e^{-\lambda} \frac{2}{b^2} \sum_{j=0}^{\infty} \frac{\lambda^j}{j! \Gamma(j+1) b^{2j}} \frac{b^{3+2j}}{2} \Gamma(j + \frac{3}{2}) e^{-\lambda b \frac{3}{2} \frac{1}{\Gamma(1)}} F_1 \left( \frac{3}{2}; 1; \lambda \right),
\]

(41)
where process $\mathcal{A}$ is obtained by expressing $I_0 \left( 2b^{-1}\sqrt{A} \right)$ as a power series \cite[Eq. (8.445)]{38}. Moreover, $B$ and $C$ follow \cite[Eq. (3.326-2)]{38} and \cite[Eq. (15.1.1)]{37}, respectively. Therefore, leveraging \cite[Eq. (8.331-1), Eq. (8.338-2)]{38}, the expectations of $X$ and $X^2$ are respectively obtained as

$$\mathbb{E} \{ X \} = \frac{b\sqrt{\pi}e^{-\lambda}}{2} \, _1F_1 \left( \frac{3}{2}; 1; \lambda \right),$$  \hspace{1cm} (42)

$$\mathbb{E} \{ X^2 \} = b^2 (\lambda + 1).$$  \hspace{1cm} (43)

Based on Jensen’s inequality, we have

$$C \leq \log_2 (1 + \mathbb{E} \{ SNR \}).$$  \hspace{1cm} (44)

As for $\mathbb{E} \{ SNR \}$, we have the following conclusions according to (42) and (43),

$$\mathbb{E} \{ |g_n| \} = \sqrt{\frac{\pi \rho_{t,n}}{1 + K_1}} \, _1F_1 \left( \frac{3}{2}; 1; K_1 \right), n \in (1, \ldots, N),$$  \hspace{1cm} (45)

$$\mathbb{E} \{ |z_n| \} = \sqrt{\frac{\pi \rho_{n,r}}{1 + K_2}} \, _1F_1 \left( \frac{3}{2}; 1; K_2 \right), n \in (1, \ldots, N),$$  \hspace{1cm} (46)

$$\mathbb{E} \{ |g_n|^2 \} = \rho_{t,n}, n \in (1, \ldots, N),$$  \hspace{1cm} (47)

$$\mathbb{E} \{ |z_n|^2 \} = \rho_{n,r}, n \in (1, \ldots, N).$$  \hspace{1cm} (48)

Additionally, we assume that there is no power loss of the reflection at the RIS, i.e. $|T| = 1$ \cite{29, 31}. So, the expression of $\mathbb{E} \{ SNR \}$ can be described as

$$\mathbb{E} \{ SNR \} = \frac{P_t}{N_0} \sum_{n=1}^{N} \mathbb{E} \{ |g_n|^2 |z_n|^2 \} + \frac{P_t}{N_0} \sum_{n=1}^{N} \sum_{i=1}^{N} \mathbb{E} \{ |g_n| |z_n| |g_i| |z_i| \}$$

$$= \frac{P_t}{N_0} \sum_{n=1}^{N} \rho_{t,n} \rho_{n,r} + \frac{P_t}{N_0} \sum_{n=1}^{N} \sum_{i=1}^{N} \sqrt{\rho_{t,n} \rho_{t,i} \rho_{n,r} \rho_{i,r}} \frac{\pi^{-2} \, _1F_1 \left( \frac{3}{2}; 1; K_1 \right) \, _1F_1 \left( \frac{3}{2}; 1; K_2 \right)}{16 (1 + K_1) (1 + K_2) e^{2(K_1 + K_2)}}$$  \hspace{1cm} (49)

In the far-field of the RIS, the distances between the Tx-Ant and each unit are usually supposed to be equal, i.e. $d_{t,n} = d_{t,c}$, with $d_{t,c}$ denoting the distance between the Tx-Ant and the RIS center. Analogously, we have $d_{n,r} = d_{c,r}$ with $d_{c,r}$ being the distance between the RIS center and the Rx-Ant. Definitely, we can get $\rho_{t,n} = \rho_{t,c}$, $\rho_{n,r} = \rho_{c,r}$ for $n \in (1, \ldots, N)$ in the far-field of RIS. Also, we have $\rho_{t,n} \rho_{t,i} = \rho_{t,c}^2$ and $\rho_{t,n} \rho_{n,r} = \rho_{t,c} \rho_{c,r}$ for $i, n \in (1, \ldots, N)$. Then, (49) can be simplified and the upper bound of (44) is obtained. Then, the proof ends.
APPENDIX B

According to (20) and substituting $\alpha = \theta_{t,c}^{\alpha}$ and $\beta = \theta_{c,r}^{\alpha}$, the CCG with the RIS rotation can be rewritten as

$$\rho^R_{cc} = \frac{\rho_0^2 10^{0.2(q+q_r+2q_u+4)}}{d^2_{t+c}d^2_{c,r}} \cos^{q_u} (\alpha - \theta_0) \cos^{q_u} (\beta + \theta_0).$$

(49)

Let us discuss the function $f(x) = \cos (c - x)^p \cos (d + x)^p$, with $c \in (0, \pi/2); d \in (0, \pi/2); p \geq 1$ and $c - \pi/2 < x < \pi/2 - d$. The derivation of $f(x)$ is given by

$$f'(x) = p \cos^{p-1} (c - x) \cos^{p-1} (d + x) \sin (c - d - 2x).$$

(50)

It is clear that the first three terms are all greater than zero. So, we resort to the property of the last term.

When $c < d$, we have $c - \pi/2 < (c - d)/2 < 0 < \pi/2 - d$. And we notice that $\sin (c - d - 2x) > 0$ when $x \in (c - \pi/2, (c - d)/2)$, and $\sin (c - d - 2x) < 0$ when $x \in ((c - d)/2, \pi/2 - d)$. This means that the maximum of $f(x)$ is obtained at $x = (c - d)/2$ when $c < d$. A similar proof procedure when $c > d$, and is omitted for brevity. The maximum of $f(x)$ is obtained when $x = (c - d)/2$, thus we have

$$f_{\text{max}} = f \left( \frac{c - d}{2} \right) = \left[ 1 + \cos (c + d) \right]^p. $$

(51)

Hence, combining Property 1, Property 2 and (51), the maximum CCG in (49) can be obtained when $\theta_0 = (\alpha - \beta)/2$. Thus, the proof ends.

APPENDIX C

By defining $\mu(r,h) = \left[ 1 + \frac{r^2 - Rr + h^2}{\sqrt{(r^2 + h^2)(R-r)^2 + h^2)} \right]^{q_u}$ and $\nu(r,h) = \frac{1}{(r^2 + h^2)(R-r)^2 + h^2}$, (26) can be rewritten as

$$\rho^R_{cc} (r,h) = \frac{\rho_0^2 10^{0.2(q+q_r+2q_u+4)}}{2q_u} \mu (r,h) \nu (r,h).$$

(52)

Furthermore, we have the derivations as following

$$\frac{\partial \mu}{\partial r} = \frac{q_u h^2 R^2 (2r - R)}{(r^2 + h^2)^{3/2} [(R-r)^2 + h^2]^{5/2}} \left[ 1 + \frac{r^2 - Rr + h^2}{\sqrt{(r^2 + h^2)(R-r)^2 + h^2)} \right]^{q_u-1},$$

(53)

$$\frac{\partial \nu}{\partial r} = \frac{2(R - 2r)(r^2 - Rr + h^2)}{(r^2 + h^2)^{3/2} [(R-r)^2 + h^2]^{2}.}$$

(54)

Based on Remark 4, we notice that $\partial \mu/\partial r < 0$ when $r \in (0, R/2)$, and $\partial \mu/\partial r > 0$ when $r \in (R/2, R)$. So, for a fixed $h$, $\mu(h,r)$ reaches its maximum at $r = 0$ or $r = R$, and its
minimum at \( r = R/2 \). As for \( \nu(r, h) \), we firstly discuss the case of \( R > 2h \). According to (54), we have \( \partial \nu / \partial r > 0 \) when \( r \in [0, r_1] \cup [R/2, r_2] \), and \( \partial \nu / \partial r < 0 \) when \( r \in [r_1, R/2] \cup [r_2, R] \), where \( r_1 = (R - \sqrt{R^2 - 4h^2})/2 \) and \( r_2 = (R + \sqrt{R^2 - 4h^2})/2 \).

Therefore, in the case of \( R > 2h \), for a fixed \( h \), both \( \mu(r, h) \) and \( \nu(r, h) \) are monotonically decreasing when \( r \in [r_1, R/2] \), and monotonically increasing when \( r \in [R/2, r_2] \). Hence, when \( r \in [r_1, r_2] \), the local maximum of \( \rho_{cc}^R(r, h) \) is obtained at \( r = r_1 \) or \( r = r_2 \). However, when \( r \in [0, r_1] \) and \( r \in [r_2, R] \), the optimal \( r \) for maximizing \( \rho_{cc}(r, h) \) can not be determined because in these two intervals \( \mu(r, h) \) is monotonically decreasing while \( \nu(r, h) \) is monotonically increasing.

Building on the above insights into the monotonicity of \( \mu(r, h) \) and \( \nu(r, h) \), and their symmetry about \( r = R/2 \), the maximum exists in these two intervals, i.e. \( r \in [0, r_1] \) and \( r \in [r_2, R] \). Hence, the conclusion in Case 2 is proofed. In particular, when \( R \gg 2h \), we have \( r_1 \approx 0 \) and \( r_2 \approx R \). Thus, the optimal location is obtained as described in Case 2.

On the contrary, when \( R < 2h \), \( \nu(r, h) \) is monotonous increasing and decreasing when \( r \in [0, R/2] \) and \( r \in [R/2, R] \), respectively. The monotonicity of \( \mu(r, h) \) is reversed in these two intervals. Hence, it is difficult to figure out the optimal value \( r \) directly as stated in Case 3.
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