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I. INTRODUCTION

Despite the major advancements recently made in robotic perception, in practice there are still a lot of challenges to be solved. Two of the most prominent are (1) the lack of annotated training data for variable recognition tasks and (2) domain gaps originating from varying environments and sensors. Especially in the context of robotic manipulation accurate object segmentation is crucial. However, creating sufficient annotated object masks for training a neural network is very time consuming. For example, to label the PASCAL VOC 2010 trainval dataset, users spent an average of 61 seconds to draw the outlines of a single object [29].

Techniques like transfer-, semi- and meta-learning can lower the amount of necessary annotations but they do not abstain from it. Another approach is to leverage synthetic data while ensuring generalization to real data through photorealistic rendering [58] [17], domain randomization [50] [49] or domain adaptation [53] [56]. However, creating the required 3D models is a laborious process and real labeled sensor recordings from environments relevant for execution often yield better results.

In this paper, we follow a different approach: Robots can concurrently observe and interact with objects similar to the way human infants experience objects [27] [34]. Concretely, we grasp unknown objects using a robotic manipulator, perform motions in front of a camera and analyze the differences over sequences of images. Thereby, we automatically obtain accurate masks of the grasped objects from any possible viewpoint. These can be used in various downstream tasks like self-supervised semantic or instance segmentation and even full 3D object reconstruction from a robotic gripper (see Figure 1).

Our method has major advantages. First, it is independent of extrinsic and intrinsic camera calibration and a robot model which makes the system robust and flexible. Second, despite minimal human intervention it leads to strong segmentation performance and outperforms competing self-supervised meth-
In a training phase, we predict optical flow for robot arm motions using a pre-trained LiteFlowNet. By thresholding pixel-wise velocity, we generate robot masks that are used to train a Deeplabv3+ to segment the visible robot arm from randomized backgrounds. We emulate the presence of an occluding object at the gripper’s position (top). The trained CNN can then be used to separate the robot manipulator from any unknown, grasped object in the joint optical flow (bottom). The result is an abundant source of labeled data that can be produced online in any static environment. Furthermore, the data can be incrementally collected in varying test environments. Third, for the mask generation we only assume that objects are graspable and that the background is mostly static. There are no assumptions on strict object rigidity or texture.

Human vision relies on specific velocity-sensitive cells to discern objects in their field of view \cite{25, 31}. In contrast, we rely on recent methods based on Convolutional Neural Networks (CNNs) like LiteFlowNet \cite{19} that correlate feature maps of subsequent video frames to predict dense optical flow fields. This low-level vision task generalizes well to unseen environments and can be efficiently trained in simulation. However, optical flow alone is not sufficient to segment out the shape of the object reliably, because it can only identify the object in combination with the manipulator. And, unfortunately, current semantic segmentation networks such as DeepLabv3+ \cite{8} or AdapNet++ \cite{52} are not capable of segmenting out a completely unknown object (i.e. untrained class) from a robotic gripper. Therefore, we employ a two-step approach. First, we let the robot learn its own appearance by moving the manipulator in front of the camera without objects, and then train a DeepLabv3+ network to segment the shape of the manipulator from background in single frames. During inference, this trained model is used in combination with LiteFlowNet to detect the moving manipulator with the grasped object and to segment out the latter. See Figure 2 for an overview.

II. RELATED WORK

In the context of robotics, learning from the environment by means of interacting, sensing and perceiving information is generally entitled Interactive Perception (IP) \cite{6}. Of special interest are, given the context of this work, approaches that induce motion in a scene in order to perform object segmentation.

A. Object Segmentation from Motion

Motion as additional cue is a strong enhancement for unknown object segmentation and has widely been investigated. Background subtraction entitles one of the earlier video segmentation methods and considers the alteration rate of pixels across consecutive frames. The statistical representation of a scene background can be modeled by, for instance, (multiple) Gaussian distribution(s) \cite{57, 48} or via kernel density estimation \cite{10}. Recently, CNNs have also been applied with promising results \cite{22, 51, 2}, albeit usually trained in a supervised manner on the problem at hand. While the mentioned approaches implement a binary segmentation, and hence can only do a fore- vs. background segmentation, our approach requires the additional distinction between robot arm and object.

In their early work, Shi and Malik \cite{23} introduce the concept of spatio-temporal pixel clustering for object segmentation. The main idea, also applied in several other methods (e.g. \cite{24, 15, 32}), is to group pixels based on similar motion...
behavior obtained by tracking pixel motion with optical flow over a sequence. Fragnkiaaki et al. [14] apply a CNN for object motion detection which is forwarded to a clustering method to obtain object masks. In [4], classical geometric knowledge via optical flow is combined hierarchically with semantic segmentation obtained by a CNN. Recently, two works propose to merge appearance (RGB) and motion (optical flow) information either in a two-stream CNN [2] or in a recurrent neural network [5]. Another learning-based approach is suggested by [14]: The proposed neural network, which is trained on synthetic data, estimates – given consecutive RGB-D frames – the object masks as well as a dense 3D motion field, also called scene flow.

B. Robot-based object segmentation

In most cases, robots face a static scene which typically does not move by itself. A robot however can enhance visual perception by creating helpful motion in an environment, an idea which has initially been suggested by [12]. Other works follow this approach by inducing object motion via non-prehensile actions by a robot [43, 56]. In [22], generated object hypotheses are verified by pushing, and emerging feature motions are then clustered to object masks. The restriction of textured objects is then removed in the subsequent work [43] by applying color annotated stereo data for the hypotheses generation. Patten et al. [56] also use 3D data to generate a graph which represents similarity probabilities of geometric features within the scene. In the next stage, these probabilities are updated based on optical flow and geometric change detection induced by robotic manipulations. Pathak et al. [35] propose an active agent who learns to segment by trying to pick-and-place object hypotheses from one location to another. By observing eventually pixel changes within the grasp region object hypotheses are enforced.

However, merely pushing or pick-and-place objects falls short of generating diverse object views, a characteristic known to be beneficial for the generalization ability of neural networks and essential for object reconstruction. A consequential thought is to deterministically control an item’s motion in order to maximize the amount of different object views. Such task can be achieved fairly effortlessly by grasping the object and following a predefined trajectory, which clearly emulates the human behavior of object perception.

Most recently, Rocha et al. [38] utilize the kinematic model of a robot for the task of automatic object segmentation in a surgical setting. Given a robot-camera calibration together with a robot model, they project the latter onto the image plane. By iteratively optimizing a GrabCut [39] based cost function on a set of images followed by projecting the robot arm given the respective kinematics, they obtain segmentation labels. These are used to train a FCN, and a post-processing by a CRF results in tool segmentation. The subsequent work of [13] builds upon this and differs from the aforementioned method by using joint locations in combination with a depth sensor instead of a kinematic robot model.

The two latter approaches come close to our suggested method regarding setup and aim. Nevertheless, there are a few noteworthy differences: First, our approach neither requires a robotic model nor robot-camera calibration in any form. Second, while we use a stereo camera to record images, we solely use an RGB sequence for all tasks and do not incorporate depth imagery at all. Third, neither approach suggests optimizing the trajectory in order to maximize the object views.

III. METHOD

In this section, we describe in detail how a combination of optical flow and learned segmentation can be leveraged to automatically segment both, a robotic arm and a grasped object from camera streams. We also present and compare against several baseline methods based on change detection and object-agnostic segmentation.

A. Optical Flow Segmentation

Forward optical flow is a vector field describing the displacement directions and velocities of each pixel between two subsequent images. This underconstrained problem can be solved by means of energy-based optimization or learning-based estimation.

Real ground truth data is hardly available, but we can train CNNs on optical flow estimation in simulation. As a low-level vision task, the generalization to real data is usually robust. We use a LiteFlowNet [19] pre-trained on Chairs [11] and Things3D [30] which is able to efficiently estimate optical flow in unseen environments from a video input. By thresholding the velocity magnitude, we can then segment a moving robot arm either with or without a grasped object from static background. Similar to [55], we refrain from a predefined, hard-coded threshold which would constrain us to a specific velocity or camera resolution. Instead we apply Otsu’s binarization [33] on the flow magnitude. The algorithm searches for a threshold in a 1D histogram to separate two classes by minimizing the weighted sum of variances of these classes

\[ \sigma^2_W = \omega_0 \sigma^2_0 + \omega_1 \sigma^2_1 \]  

where \( \sigma_{(0,1)} \) are the variances of two classes to be separated and \( \omega_{(0,1)} \) are the zeroth cumulative moments computed from the respective bins of the histogram.

Naturally, motion between two consecutive frames is of extreme importance for successful segmentation by optical flow. To alleviate this dependency you could propagate optical flow over multiple frames (e.g. [28]). However, this can lead to drift effects and propagation of erroneous regions, thus potentially worsen an initial prediction. Hence, we tackle the problem at its root by proposing a simple algorithm which creates a robot trajectory that ensures motion of the grasped object at all time, as explained in detail in Section IV-A.

Still, optical flow alone is unsuitable to distinguish a robot arm from an unknown, grasped object.
B. Visible Robot Arm Segmentation

To accomplish this differentiation between robot arm and grasped object segmentation mask in the optical flow field we learn how to segment the robot arm from single color images. This is much simpler than predicting a segmentation mask of any grasped object directly, where visual properties (i.e., color, shape, texture) are completely unknown entities.

To automatically create diverse training data for this task, we generate robot masks by again thresholding the optical flow produced by a moving robot arm without any object in its gripper. In order to counteract under-segmentation of the optical flow field we take the joint mask of forward and backward flow for each frame.

To prevent over-fitting on the background, we paste the extracted robot arm masks at random translation and scale on images of the MS COCO dataset [26]. This is in contrast to Florence et al. [13] who incorporate backgrounds from their test environment.

Furthermore, to emulate the presence of a grasped object, we paste one random object crop (different from our test objects) per training sample at the gripper’s position. We derive these spots by opening or closing the gripper while the robot remains at a certain joint position and again measure the optical flow between the two images. Note that the occluding objects are not learned explicitly but belong to the background class. We produce 50,000 such images and train a DeepLabv3+ on semantic segmentation. Afterwards, we are able to segment the visible robot arm parts regardless of the object in the robot’s gripper.

C. Grasped Object Segmentation

At runtime, we use the same pre-trained LiteFlowNet [19] to perform optical flow segmentation (Section III-A) of the robot arm together with a grasped object. We then utilize our trained network described in the previous section to predict the segmentation mask of the visible robot. Finally, parts in motion but not detected as robot arm are denoted as the object.

D. Change Detection

As a baseline measure we explore pixel-wise change detection [37][46] in RGB space and between optical flow masks. Therefore, we record images of the robot arm both with and without an object at the same position by leveraging the robot’s possibility of reaching the same pose in Cartesian space multiple times. Mathematically, given two images \( I_1(x) \) and \( I_2(x) \), such a binary labeling \( B(x) \) can be obtained by

\[
B(x) = \begin{cases} 
1, & \text{if } |I_1(x) - I_2(x)| > \tau_{cd} \\
0, & \text{otherwise.} 
\end{cases}
\]  

We empirically set \( \tau_{RGB} = \frac{p}{25} \) with \( p \) denoting the pixel range for the RGB case, and \( \tau_{OF} = 0 \) for the binary case of optical flow masks.

Clearly, image synchronization between the two runs is of extreme importance to minimize robot pixel changes. We achieve this by recording images while the robot stops at a particular joint configuration.

Of course, the robot arm segmentation alone could also be acquired following a sophisticated setup consisting of (1) a static camera that is accurately calibrated against the robot, (2) a full, articulated model of the robot from which we (3) render masks in corresponding joint configurations. In contrast, our method works in the camera frame only and does not assume to have prior knowledge about the robot. Thus, there are no issues with de-calibration and images can be recorded from varying camera positions.

The extracted segmentation masks of the object and the robot arm can be useful themselves in an online setting, e.g. to avoid collisions. However, our main goal is to automatically produce labels for downstream tasks like object instance segmentation from a scene.

IV. SETUP AND DATASET CREATION

The main setup consists of a KUKA LBR4+ robot arm [1] on a linear axis with a Robotiq 2F-85 two-finger gripper [20]. Images are recorded with a ZED stereo sensor [21] under fixed exposure and white balance.

A. Trajectory Generation

The main goal of our method is to automatically generate data for training object segmentation networks and for performing 3D object reconstruction. For both tasks it is important to obtain as diverse object views as possible. A trajectory obtained e.g. by kinesthetic teaching could instead create object views biased towards specific poses.

Even though we do not assume that the object-camera transformation is known, we can still produce nearly equally distributed end-effector rotations using Fibonacci sampling [3]. First we create an evenly distributed lattice using \( N = 301 \) 2D points with coordinates

\[
(x_i, y_i) = \left( \frac{i + 1/2}{N}, \frac{\sqrt{5}}{2} \right) \quad \text{for} \quad 0 \leq i \leq N - 1
\]

where \( \phi = \frac{1 + \sqrt{5}}{2} \) is the golden ratio. Then, we perform an area preserving mapping onto a cylinder and subsequently onto a sphere by

\[
(x, y) \rightarrow (\theta, \phi) : (\cos^{-1}(2x - 1) - \pi/2, 2\pi y)
\]

\[
(\theta, \phi) \rightarrow (x, y, z) : (\cos \theta \cos \phi, \cos \theta \sin \phi, \sin \theta)
\]

From these points on the sphere we can construct corresponding rotation matrices \( R_i \) (via up and forward vectors). However, the robot would heavily occlude the object in some of the poses where the gripper points away from the camera. Therefore, we split the view sphere in half and mirror the gripper rotations pointing away from the camera to the side that points approximately towards the camera. To obtain views from all sides, the object is rotated automatically in the gripper after the first half of rotations has been executed. An
exemplary view sphere with less points is shown in Figure 9 in the Appendix.

Additionally, some rotational end-effector movements do not create sufficient motion to reliably detect the object mask by means of optical flow. Therefore, we propose to continuously follow Cartesian points on an ellipse-shaped trajectory that is approximately parallel to the image plane. We repeatedly loop through \( n_e = 20 \) equidistant points on the ellipse and use them as end-effector translations. Finally, we assign end-effector rotation matrices \( R_i \) by spiraling through the points on the sphere from the Fibonacci sampling.

B. Robotic Arm Recordings

We use the trajectory as described in the preceding section to record images of the robot at \( N = 301 \) various poses. At every configuration \( P_i \) we shift the linear axis with a small offset to ensure that all parts of the robot jointly move with the same velocity. Additionally, at every such pose we solely move the gripper to different positions to derive spots where to paste occluding objects, as explained in Section III-B.

We can realistically emulate the presence of an object if the gripper mask consists of two components. Then, we occlude the smaller one and overlay the object with the larger gripper part to synthetically emulate a grasp. Finally, we train a Deeplabv3+ on visible robot arm segmentation (training details are explained in \( \square \) in the Appendix).

C. Grasping YCB-Video Objects

To demonstrate the effectiveness of our suggested approach, we record 15 different objects of the YCB-Video Dataset \[59\] while being grasped by a robotic gripper. All recorded objects are depicted in Figure 8 in the Appendix.

As grasping of unknown objects is a challenging task on its own and often requires priors in the form of object poses \[41, 45\] \[18\] or the environment \[41, 45\], we directly put the respective object into the gripper. Nevertheless, to further automate our approach, we carry out a grasping study on these objects and present the results in Table VI in the Appendix.

D. Post-Processing

We refine object masks to encounter false-positive and false-negative predictions of both utilized CNNs.

First, we delete all parts in contact with the image border. The object is always fully visible in the camera frame, and we hypothesize that our trained network successfully segments the area around the gripper. Hence, the object mask should be detached from all irrelevant mask fractions identified by optical flow thresholding, and every segmentation in contact with the border can be discarded. Second, we once more utilize the spots produced by opening and closing the gripper at stationary robot arm positions as estimation of the object’s position. We always keep the part of the mask that is closest to the estimated location, but reject every component that is further away than 100 pixels. Last but not least, we delete mask parts that are below 2500 pixels to remove small noisy artifacts.

V. EVALUATION OF GRASPED OBJECT MASKS

Here, we evaluate our automatic annotation method. For all segmentation results we report the standard mean Intersection over Union (mIoU). Therefore, we manually annotate 15% of all recorded YCB object images with ground truth segmentation masks. The object poses of this subset are identical across all items.

A. Comparison to Baselines

Table I reports the mIoU of two change detection baselines and our proposed method. We additionally experiment with object-agnostic segmentation, where we directly predict an object mask from a single RGB image without any knowledge of motion. Results include the post-processing steps described in Section V-D. Additionally we list the gain in mIoU, Precision and Recall of our post-processed masks in comparison to vanilla results in Table VII in the Appendix. For equal comparison we apply the same post-processing on every method except for change detection in RGB space, where we perform simple morphological Opening and Closing.

TABLE I: Quantitative comparison of our method compared to two baseline approaches. Our approach excels in every object except for one. Numbers in \( \textbf{bold} \) denote the best results.

| YCB Object                  | CD\(_{RGB}\) | CD\(_{OF}\) | Obj-Agn | Ours  |
|-----------------------------|-------------|-------------|---------|-------|
| 003_cracker_box             | 34.06       | 70.60       | 57.50   | \textbf{88.84} |
| 005_tomato_soup_can         | 27.57       | 38.66       | 76.57   | \textbf{81.53} |
| 006_mustard_bottle          | 32.31       | 66.94       | 55.56   | \textbf{86.24} |
| 007_tuna_fish_can           | 17.87       | 52.69       | 00.00   | \textbf{60.81} |
| 008_pudding_box             | 46.10       | 64.89       | 76.66   | \textbf{80.40} |
| 010_potted_meat_can         | 34.81       | 71.07       | 75.46   | \textbf{81.78} |
| 011_banana                  | 33.72       | 47.13       | 00.00   | \textbf{77.23} |
| 019_pitcher_base            | 42.05       | 74.66       | 48.87   | \textbf{78.56} |
| 021_bleach_cleanser         | 32.99       | 61.19       | 33.99   | \textbf{83.82} |
| 024_bowl                    | 41.09       | 78.18       | 57.07   | \textbf{91.19} |
| 025_mug                     | 39.38       | 77.26       | 84.73   | \textbf{86.36} |
| 035_power_drill             | 18.16       | 50.77       | 52.32   | \textbf{60.69} |
| 037_scissors                | 06.43       | 10.35       | 00.00   | \textbf{46.01} |
| 052_extra_large_clamp       | 38.98       | 52.37       | 00.00   | \textbf{53.48} |
| 061_foam_brick              | 22.10       | 61.69       | 87.29   | 80.08  |

\( \text{Average} \) \hspace{1cm} 31.18 \hspace{1cm} 58.56 \hspace{1cm} 47.07 \hspace{1cm} \textbf{75.80} 

Our method outperforms the three baselines by a considerable margin across all objects except one, which is best explained in Figure 3. Clearly, change detection in RGB color space naturally fails if object and gripper share similar colors or if reflective materials are present. The algorithm suffers from sensor noise, shadows and requires a very accurate repetition of the robot trajectories with and without the object. Furthermore, deformable parts on the robot (e.g. an attached cable) cannot be distinguished from the object mask. Change detection with optical flow masks does not deal with these issues, but fails to segment object parts whenever they are located directly in front of the robot. Most notably though, both baseline methods require an additional recording of images without the object in gripper, which has to be done for every object individually due to the different gripper positions during the grasp. Altogether, the resulting constraints are impractical in real world robotic applications.
Our proposed pipeline is insensitive against these issues, since the optical flow and robot segmentation networks are trained to extract features that are robust against noise, lighting changes, similar colors and non-rigid parts. After training the segmentation network, trajectories with a grasped object alone contain all necessary information to extract object masks. We also circumvent the tough task of learning how to segment unknown objects which can be ill-defined. Our object-agnostic comparison underlines this as some items are not identified at all - unlike to our approach, where an object is simply defined as a physically connected thing in motion.

We still identify difficulties for small, thin objects like the scissors or objects that share texture and color of the gripper (the clamp) in our current approach, and the respective metrics are the lowest across all objects.

B. Comparison to Literature

To the best of our knowledge, the most similar approach in literature stems from Florence et al. [13]. Yet, they require robot-camera calibration as well as depth information and obtain their foreground mask with Grabcut [39], while the distinction between robot and object is done in a similar fashion with a CNN. We compare our method on a joint subset of YCB objects. Results can be found in Table II.

Although we refrain from a robot model, calibration and solely utilize a single RGB image stream, we are able to surpass their respective baseline. However, we under-perform notably for the pitcher, an item that is of similar color as both robot arm and background, and the scissors, mainly due to its thin shape which often gets misclassified by the LiteFlowNet.

| YCB Object       | [13] | Ours |
|------------------|------|------|
| 011_banana       | 54.60| 77.23|
| 019_pitcher_base | 91.90| 78.56|
| 024_bowl         | 90.10| 91.19|
| 025_mug          | 84.30| 86.36|
| 035_power_drill  | 62.60| 60.69|
| 037_scissors     | 62.70| 46.01|
| 061_foam_brick   | 57.40| 80.08|
| **Average**      | 71.94| 74.30|

Sauer et al. [40] propose a framework for object tracking which automatically selects additional templates based on the diversity to existing ones. It can be used on top of already existing siamese feature extractors, and we further investigate the performance of our masks with a pre-trained SiamMask tracker [54] which is capable of segmenting the object of interest at the same time. Initial bounding boxes are derived from a randomly picked mask. We also experiment with providing additional masks to initialize the tracker’s templates. We use both ground truth annotations as well as our predictions to simultaneously observe the performance of our proposed method in another context. Results averaged across five runs are depicted in Table III and clearly indicate that THOR is not applicable for deriving masked object views with a robotic arm. While the algorithm works well in distinct cases (identifiable through the high STD objects), it fails to...
successfully track small objects or ones that have similar color to surrounding parts. Often, the tracker attaches to the latter and looses the object.

TABLE III: Differences between ground truth masks and our predicted masks for segmentation with THOR [40]. STD

\textit{num} refers to the standard deviation across five runs with different randomly picked masks as initialization, while STD\textit{objects} denotes the standard deviation across objects. \textit{Predicted} refers to the predictions with mIoU as in Table I.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Setting} & \textbf{mIoU} & \textbf{STD\textit{num}} & \textbf{STD\textit{objects}} \\
\hline
Ground Truth Bounding Boxes & 29.20 & ±01.17 & ±21.85 \\
+ 4 templates & 29.62 & ±02.13 & ±19.87 \\
+ 14 templates & 30.64 & ±02.08 & ±22.24 \\
Predicted Bounding Boxes & 24.65 & ±03.75 & ±16.02 \\
+ 4 templates & 30.14 & ±04.13 & ±20.32 \\
+ 14 templates & 29.87 & ±01.73 & ±20.36 \\
\hline
\textbf{Ours} & 75.80 & & \\
\hline
\end{tabular}
\caption{TABLE III: Differences between ground truth masks and our predicted masks for segmentation with THOR [40]. STD\textit{num} refers to the standard deviation across five runs with different randomly picked masks as initialization, while STD\textit{objects} denotes the standard deviation across objects. \textit{Predicted} refers to the predictions with mIoU as in Table I.}
\end{table}

C. Ablation Study

In the following Table IV we investigate the influence of different design choices for our method regarding data generation / training setting and post-processing.

TABLE IV: Ablation study on different data augmentation and training settings (D/T) and post-processing (PP) across different flow masks (from which we subtract the robot prediction to derive an object mask). In every consecutive row we drop the respective step and all previous ones. Altogether we are able to boost object-in-gripper segmentation from an initial object mIoU of around 51% by about 25 percent points.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{Setting} & \textbf{Forward Flow} & \textbf{Intersection} \\
\hline
\textbf{Ours} & 76.32 & 72.15 & 75.80 \\
\hline
\textbf{PP} & & & \\
- Min. mask size & 65.54 & 57.29 & 68.04 \\
- Max. grip. dist. & 60.01 & 53.63 & 61.50 \\
- Border deletion & 57.61 & 53.47 & 58.29 \\
\hline
\textbf{D/T} & & & \\
- Gripper loss weight & 56.24 & 51.22 & 57.55 \\
- Occluding object & 51.79 & 48.14 & 51.70 \\
\hline
\end{tabular}
\caption{TABLE IV: Ablation study on different data augmentation and training settings (D/T) and post-processing (PP) across different flow masks (from which we subtract the robot prediction to derive an object mask). In every consecutive row we drop the respective step and all previous ones. Altogether we are able to boost object-in-gripper segmentation from an initial object mIoU of around 51% by about 25 percent points.}
\end{table}

The main success factors for our final metrics are the pasting of an distractor object, the maximum gripper distance and the minimum mask size. Flow intersection masks, on the other hand, might eliminate noise but heavily rely on motion at the same spatial positions between consecutive frames. Even with perfect continuous movement this can not be guaranteed due to potential mis-predictions of the LiteFlowNet.

D. Object Segmentation from Scenes

In the following, we use the generated object masks to train Deeplabv3+ on semantic segmentation from RGB scenes (for training settings please see Section E in the Appendix). We test our model on 100 images where we place the respective objects at random position and orientation on a table, as shown in Figure 3. Quantitative results for semantic segmentation can be found in Table V. Even though the test set was recorded in a different environment than the training data, the objects pitcher and drill receive higher mIoU scores (Table V) than when segmented in the gripper (Table I). The high recall across almost all objects further suggests the applicability of semantic segmentation with our automatically generated masks. However, although the mug and bowl stood out during the automatic mask generation, the network seems to have difficulties differentiating between them since they have very similar texture. We hypothesize that this is because of incomplete masks which provide insufficient information on the object’s shape.

We also train MaskRCNN [10] on instance segmentation using the same training data and qualitatively compare results to a MaskRCNN trained on the YCB Video dataset in Figure 3. It shows that our grasped object data generalizes to novel settings while training on YCB Video does not generalize to a novel sensor. Contrary to the findings above, the mug gets identified very well (first row, second image). This can be explained by the fact that the MaskRCNN first crops the image into regions of interest and then segments these - an arguably simpler task as opposed to direct full-image semantic segmentation.

Convolutional Neural Networks typically require many different views of an object to derive a good understanding of the item and generalize well onto unknown scenes. With our initial \( n = 301 \) almost equidistant views on a sphere onto an object we investigate the performance loss onto the same test scene given less views. Interestingly, merely two views of an object provide sufficient information to achieve 60% of the mIoU with 301 views, as shown in Figure 3.

E. Photogrammetric 3D Object Reconstruction

Textured 3D meshes contain rich information about objects. In robotics they can be utilized for grasp planning, object pose estimation or tracking and learning in simulation. A robot...
that can perform 3D object reconstruction without human intervention therefore strongly increases autonomy.

Photogrammetric 3D object reconstruction is usually performed by taking photos of a static object from various camera positions, finding correspondences, computing their 3D coordinates and thereof building a mesh. Disadvantages of this method are that the bottom of the object is usually not captured and that the environment and object should be static at all times. Since our presented methods yield accurate segmentation masks, we can reverse the problem by actively record views of a rotating object using a static camera. One challenge is that the lighting on the object is dynamic during the recording process. Nonetheless, our masked object views can be successfully fused without manual intervention or tuning using the reconstruction software Agisoft Metashape [2]. Figure 7 shows the resulting textured mesh of the YCB Cracker Box and the euclidean distances of the nearest vertices on the aligned ground truth model. Please note that pure monocular photogrammetric 3D object reconstruction can also fail for some symmetric and texture-less objects. In these cases, information from depth cameras should be incorporated.

VI. CONCLUSION

We have presented methods to automatically generate unseen object and robot arm segmentation masks through robotic interactions. Our optical flow based approach assumes low prior knowledge and few assumptions on the setup. Particularly, the camera does not need to be calibrated against the robot and can thus be arbitrarily moved. A wide range of graspable, potentially non-rigid, objects can be processed while having few restrictions on the choice of the robot arm.
and gripper. The usability of the generated labels has been demonstrated in several downstream tasks like semantic and instance segmentation from scenes and 3D object reconstruction. The latter is a step forward to close the sim2real cycle.

Our work has been motivated by both, the way humans learn through object interactions and practical limitations of supervised learning algorithms stemming from the lack of annotated data. We conclude that observing self-generated motions can enable robots to semi-autonomously learn about newly encountered objects which is a prerequisite for self-improving systems.
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A. Grasping

To further automate our segmentation pipeline we evaluate grasping and re-grasping after placing success on the YCB objects in Table VI. The re-grasping at 180° degree gripper rotation is necessary as we want to record the backside of the object. Here, solely the object’s position on the table is known to the robot. Only the bowl cannot be grasped at a static position from top-down. The scissors is unstable and slightly offset when placed back onto the table so that the re-grasp at 180° gripper rotation can fail. Apart from these issues, the results confirm that our strategy is successful for almost all objects and depicts a practical way to minimize human intervention.

TABLE VI: Top-Down grasp successes for YCB objects. Re-graspable refers to placing the object and re-grasping it at 180° rotated gripper position.

| YCB Object    | graspable | re-graspable |
|---------------|-----------|--------------|
| 003_cracker_box  | ✔         | ✔            |
| 005_tomato_soup_can  | ✔         | ✔            |
| 006_mustard_bottle   | ✔         | ✔            |
| 007_tuna_fish_can    | ✔         | ✔            |
| 008_pudding_box      | ✔         | ✔            |
| 010_potted_meat_can  | ✔         | ✔            |
| 011_banana           | ✔         | ✔            |
| 019_pitcher_base     | ✔         | ✔            |
| 021_bleach_cleanser   | ✔         | ✔            |
| 024_bowl             | ✗         | ✗            |
| 025_cup              | ✔         | ✔            |
| 035_power_drill       | ✔         | ✔            |
| 037_scissors         | ✔         | ✔            |
| 052_extra_large_clamp | ✔         | ✔            |
| 061_foam_brick       | ✔         | ✔            |
| Total                | 14/15     | 13/15        |

B. YCB Objects used in this work

Figure 8 shows all 15 YCB Video objects used in this work.

![Fig. 8: The 15 items from the YCB Video Objects which are used in our experiments.](image)

C. Fibonacci visualization

A visualization of almost equidistant points on a sphere is depicted in Figure 9.

![Fig. 9: Visualization of Fibonacci sampling of almost equidistant points on a sphere. We only consider the end-effector rotations pointing approximately towards the camera and then regrasp the object for the back side of the sphere.](image)

D. mIoU, Precision and Recall between Vanilla and Post-Processed Results

Table VII lists the gain in % for different metrics for three baselines and our proposed approach.

TABLE VII: Quantitative comparison between vanilla results and applied post-processing. The metrics denote the respective average across all object classes. Especially noteworthy are the small differences between our vanilla and CD_OF post-processed results. All values are in %. Numbers in **bold** denote the best results.

| Method          | Vanilla | With Post-Processing |
|-----------------|---------|-----------------------|
|                 | mIoU    | Precision  | Recall     | mIoU    | Precision  | Recall     |
| CD_RGB          | 10.88   | 11.57      | 72.66      | 31.18   | 60.19      | 39.31      |
| CD_OF           | 38.71   | 44.87      | 73.84      | 58.56   | 69.53      | 78.35      |
| Obj-Agn         | 34.36   | **72.22**  | 38.24      | 47.07   | 66.94      | 50.27      |
| Ours            | **58.29** | 63.79      | **85.42**  | **75.80** | **81.94**  | **90.60**  |

E. Training Details

Regarding the visible robot arm segmentation, our validation set consists of novel robot poses as well as unseen occluding objects, and we take the model which performs best on this split. We apply random color jitter on the occluding objects with focus on blueish augmentation to account for over-segmentation on our blue-biased robot arm. To ensure that model is able to differentiate well between gripper and object, we weight the area around the gripper with a Gaussian shape when calculating the loss. The respective center is again
obtained from the gripper spots. We empirically set the width to 50 pixels and the magnitude at the center to a factor of 3.

We use a Deeplabv3+ implementation in PyTorch pre-trained on ImageNet. For all object-in-gripper segmentation tasks we use the default learning rate with a polynomial decay and Adam optimizer. We train with a fixed input size of 414x736 pixels.

For all optical flow predictions we use a LiteFlowNet implementation [47] pre-trained on Things3D and Chairs. We predict with a fixed input size of 414x736 pixels.

For the semantic segmentation we use the same Deeplabv3+ but freeze the encoder. The decoder is trained with a reduced learning rate of 0.0007. Similar to the robot arm segmentation, we paste multiple instances on COCO Backgrounds at random scale, translation and in-plane rotation and adapt the labels accordingly. We allow occlusions up to 60% of each object instance mask and re-sample the training image if this limit is exceeded. Thereby, we produce 50,000 images. As the objects differ in size, we weight the object classes inversely proportional by the number of pixels to put equal focus on smaller objects, and clip the background weight to the factor of the largest object class.

We train the MaskRCNN with the standard settings and refer the reader to [16] for further details.