DMPFIT: A Tool for Atomic-Scale Metrology via Nonlinear Least-Squares Fitting of Peaks in Atomic-Resolution TEM Images
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Abstract
Despite the wide availability and usage of Gatan’s DigitalMicrograph software in the electron microscopy community for image recording and analysis, nonlinear least-squares fitting in DigitalMicrograph is less straightforward. This work presents a ready-to-use tool, the DMPFIT software package, written in DigitalMicrograph script and C++ language, for nonlinear least-squares fitting of the intensity distribution of atomic columns in atomic-resolution transmission electron microscopy (TEM) images with a general two-dimensional (2D) Gaussian model. Applications of the DMPFIT software are demonstrated both in atomic-resolution conventional coherent TEM (CTEM) images recorded by the negative spherical aberration imaging technique and in high angle annular dark field (HAADF) scanning TEM (STEM) images. The implemented peak-finding algorithm based on the periodicity of 2D lattices enables reliable and convenient atomic-scale metrology as well as intuitive presentation of the resolved atomic structures.
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1 Introduction
Transmission electron microscopes with spherical aberration (Cs) correction [1–3] are capable of resolving individual atoms in materials, and thereby have made it possible to determine positions of individual atoms with the precision of a few picometers. With the sharp increase in the application of aberration-corrected TEM, unprecedented deep insights into materials have been obtained, allowing the connection of material properties with the observed individual constituent atoms [4–8]. It has been of growing interest not only to measure the position of individual atomic columns, but also to determine the atom occupancy and the number of atoms in individual columns [9–15].

In atomic-resolution images recorded by Cs-corrected transmission electron microscopes, the intensity distribution of atomic columns, i.e., contrast of atoms, often appears to be peaks centered at the respective column positions. The intensity distribution of the atomic columns have often been phenomenally modeled with a general 2D Gaussian peak [14–20]. The parameters of Gaussian peaks can be estimated by a nonlinear least-squares fitting (NL-LSQF) method. This allows convenient and precise quantification of atomic column positions. The quantification needs to be conducted necessarily, but often neglected, together with image simulation in order to exclude possible artifacts resulting from the effects of parameters of the instrument (e.g., aberrations) and the sample (e.g., tilting, thickness).

From the physics of scattering point of view, the electron scattering factor \( f_e(q) \) at large and small angles can be appropriately parameterized by an analytical formula [21]:

\[
f_e(q) = \sum_{i=1}^{N_L} \frac{a_i}{q_i^2 + b_i} + \sum_{i=1}^{N_G} c_i \exp(-d_iq^2)
\]

where \( q = \sin(\alpha)/\lambda, \) \( \lambda \) is wavelength of the incident electrons, and \( \alpha \) is the scattering semiangle, \( N_L \) and \( N_G \) are the number of Lorenzians (first summation) and Gaussians (second summation), respectively. Therefore, \( f_e(q) \) is...
predominated by Gaussians (second summation) at low scattering angles and by Lorenzians at high angles.

It is a realistic fact that most microscopes installed in laboratories are equipped with Gatan’s CCD cameras, which are bundled with Gatan’s DigitalMicrograph (DM) for image recording and analysis [22]. However, application of NL-LSQF in DM is not implemented. This compels users to employ alternative software programs like MATLAB, IDL, and Igor Pro for peak finding and fitting in the quantification of atomic-resolution CTEM and STEM images [14–16]. To use these programs, users need extra efforts to import images that they originally recorded using DM to the software and to gain extra knowledge and skills in the use of the software. This, however, is not the case for DM since users have already gotten familiar with the use of DM for recording TEM images before they use it to process and analyze the images. Implementation of NL-LSQF in DM may bring convenience and enable to reduce knowledge and skill barriers in TEM image quantification for the majority of users.

Therefore, there is a demand for a software package running within DM for fitting the atomic columns with the 2D Gaussian model for convenient usage.

Fortunately, a free license for the DM software development kit (SDK) can be obtained via online request [23]. The DM-SDK allows users to write the computationally intensive modules in C++, C, and even Fortran, and to write the graphical user interface (GUI) in DM script language to extend the DM’s capabilities. In this paper, we describe a software package called DMPFIT, which enables finding and fitting atomic columns with general 2D Gaussian peaks within DM for facilitating quantitative atomic-resolution CTEM and STEM studies. For the DMPFIT software package, MPFIT C package [24], a MINPACK-1 least-squares fitting library in C, was used as the optimization engine for NL-LSQF, while the peak-finding algorithm and the GUI were written in DM script language.

3 DMPFIT

The DMPFIT software package was written in C++ and DM script languages: C++ was used to define the general 2D Gaussian peak model to perform NL-LSQF by calling MPFIT, and to return the optimized set of fitting parameters to DM; whereas DM script language was used to provide a GUI within DM and to find peaks in the image, and thereby provide initial values for the fitting parameters.

3.1 General 2D Gaussian Model

The general 2D Gaussian peak model implemented in the DMPFIT software package can be described according to Eq. (2).

\[
I_{\text{mod}}(x, y) = BG + I_0 \exp(-A(x-x_0)^2 + B(y-y_0)^2 + C(x-x_0)(y-y_0))
\]

(2)

Here, BG represents constant background, \(I_0\) the peak height, \(x_0\) and \(y_0\) the respective peak position in \(x\) and \(y\) dimensions, \(A\), \(B\), and \(C\) parameters related to the peak width and ellipticity (due to misorientation from the zone axis, residue astigmatism, and so forth). The Gaussian peak is presumed to be non-negative. For each peak, fitting parameters \(BG\), \(A\), \(B\), \(C\), \(x_0\), \(y_0\), and \(I_0\) are optimized by NL-LSQF with MPFIT so that the sum of the weighted squared differences (dev$_{wt}^2$) between the data and the model is minimized.

\[
\sum \text{dev}_{wt}^2 = \sum (I_{\text{exp}} - I_{\text{mod}})^2 / \text{Err}^2
\]

(3)

Here, Err denotes the error in the measurements of \(I_{\text{exp}}\), which is generally unknown at each pixel in a TEM image. As a consequence of electron counting, Poisson distributed shot-noise depends on the beam intensity, and thereby tends to dominate the noise in electron micrographs recorded by a CCD camera. For more than ten electrons detected, the Poisson distributed shot-noise appears to approach a Gaussian distribution, but the standard deviation of the Gaussian distribution is not constant from pixel to pixel. Instead, it is proportional to the square root of the number of detected electrons in each pixel. For Poisson noise-weighted NL-LSQF, shot-noise is considered to be the main contribution to the images. Implementation of NL-LSQF in DM may bring convenience and enable to reduce knowledge and skill barriers in TEM image quantification for the majority of users.

1 Atomic-resolution CTEM is a special case of high-resolution TEM (HRTEM) for which contrast of atoms is resolved. However, at many imaging conditions HRTEM resolves contrast of only lattice fringes but not atoms. In these cases, HRTEM and atomic-resolution CTEM are not equivalent.
to Err due to its dependence on the number of detected electrons. Err is therefore assumed to be the square root of the image intensity expected according to the model, i.e.,
\[ \text{Err} = \sqrt{I_{\text{mod}}} \]

This equation represents the standard deviation of shot-noise. On the other hand, for uniformly weighted NL-LSQF, Err is set to 1. In this case, the least-squares estimators are identical to the maximum likelihood estimators [20]. Both Poisson noise and uniformly weighted NL-LSQF modes have been implemented in the DMPFIT package and users can select one of the two modes from the GUI.

Because even the atomic columns of the same type may have varied fitting parameters, for instance the peak width, ellipticity, and background, no constraint has been set during the optimization of the fitting parameters. It is possible to implement the software package in a way to optimize all the fitting parameters for all the peaks simultaneously, but with substantially increasing the number of fitting parameters from seven to \(6 \cdot N + 1\) (six parameters \(A, B, C, x_0, y_0, I_0\) for each Gaussian peak plus a constant background parameter BG; \(N\) denotes the number of peaks). When the number of peaks increases above 100, however, there will be more than 600 parameters to be optimized, and consequently convergence becomes difficult. Therefore, NL-LSQF is implemented in a peak-wise fashion in the present version of the DMPFIT package.

### 3.2 Peak-Finding Algorithm

A peak-finding algorithm is used to initialize part of the fitting parameters, specifically including BG, \(x_0, y_0, I_0, A,\) and \(B\). The background parameter BG is initialized as the minimum within the defined region, whereas the peak intensity \(I_0\) is initialized as the local maximum and its position is used as the initial values for the peak position \(x_0, y_0\). The initial values for \(A\) and \(B\), related to the Gaussian peak width, are provided through the size of the fitting region \((2fR + 1)^2\) pixels) by \(fR\) approximately equal to the full width at half maximum of the Gaussian peak. The ellipticity of the Gaussian peak is initialized as \(C = 0\).

Because the resolved atomic columns in CTEM and STEM images mostly appear periodic, the peak-finding algorithm implemented in DMPFIT is based on the periodicity for the one- and two-dimensional (1D and 2D) modes, which can tolerate moderate deviations from the ideal periodicity. As shown in Fig. 1a, a 2D periodic lattice is defined by the two reference vectors \((OA, OB)\), in which columns labeled \(O, A,\) and \(B\) define two reference vectors \(OA\) and \(OB\), which in turn defines the Sr-O sub-lattice labeled by green circles.
allow to obtain precise initial values for the fitting parameters, e.g., the constant background \( BG \), the peak intensity \( I_0 \), and the peak position \( x_0, y_0 \), thereby facilitating the convergence of fitting. This iterative procedure also allows for automatically finding peaks of large deviations from their ideal positions determined by the reference vectors. In practice, five iterations of the updating process appear to be viable.

Moreover, for noisy images, it turns out that peak finding from the low-pass-filtered images gives more reasonable initial values for the fitting parameters compared to those from the unfiltered images. Therefore, a Butterworth filter is used in the peak-finding algorithm. It should be noted here that the raw image is still used as the input for optimizing the fitting parameters by NL-LSQF. Furthermore, a manual mode is implemented to afford users full flexibility for finding non-periodic peaks. Figure 1b, c shows an example for finding peaks in the 2D mode, for which three peaks are selected to define the origin (\( O \)) and the two reference vectors (\( OA, OB \)), thereby a 2D periodic lattice (marked by green circles) is determined. While for the 1D mode, only \( OA \) is used as the reference vector to define a 1D lattice. After a peak has been found by the peak-finding algorithm, DMPFIT will then optimize the fitting parameters for the peak by NL-LSQF.

### 3.3 GUI

Figure 2 shows the GUI of the DMPFIT package. The \( f_R \) defines the number of pixels used for nonlinear least-squares fitting with the 2D Gaussian model by \((2f_R + 1)^2\) pixels. RGB defines the colors for marking the found peaks. The adaptive check box enables users to adaptively find peaks that deviate from the ideal positions in the reference vectors defined lattice. When the Live Update check box is enabled, the peaks will be marked during the finding and fitting process, allowing users to lively monitor whether the peak-finding and fitting process goes well. The ‘smooth’ parameter gives the half-power frequency of the Butterworth filter in percentage of k-space.

For usage in the 2D peak-finding mode, first open an atomic-resolution TEM image, click on the ‘Get Image’ button to create a copy of the front image. Second, click the ‘2D’ button to create the ‘Working’, ‘O’, ‘A’, and ‘B’ ROIs (region of interest) in the front image, and thereafter put ‘O’, ‘A’, and ‘B’ ROIs around the desired peaks from which the lattice of interest shall be defined. Adjust the size and position of the ‘Working’ ROI if necessary; then click the ‘2D’ button again, the peaks within the ‘Working’ ROI defined by the reference lattice will be found and their fitting parameters will be optimized by the NL-LSQF. For each peak, all of the seven optimized fitting parameters, including \( BG, A, B, C, x_0, y_0, \) and \( I_0 \), as well as their scaled uncertainties with a 95% confidence interval, will be printed in the output window of DM. The scaled uncertainties with a 95% confidence interval are calculated as:

\[
\sigma_{95\%} = \sigma \cdot \sqrt{\frac{\chi^2}{\nu} \cdot T}
\]

Here, the formal 1-sigma error \( \sigma \) for each optimized fitting parameter is computed from the covariance matrix by MPFIT. \( \chi^2 \) is the Chi-square value also returned from the MPFIT library. The degree of freedom \( \nu \) is calculated as the subtraction of the number of the free-fitting parameters (7) from the number of pixels \((2f_R + 1)^2\) for the fitting, and \( T \) is the quantile \( Q_\nu(\text{compliment}(t_\nu, 0.025)) \) in which \( t_\nu \) represents the Student’s \( t \) distribution with \( \nu \) degrees of freedom. Interested readers are referred to Ref. [24] for more details about how the formal 1-sigma errors from the covariance matrix have been calculated by MPFIT for the fitting parameters.

### 4 Discussion

#### 4.1 Accuracy and Precision

Fitting of the intensity distribution of atomic columns with the general 2D Gaussian model is workable for both CTEM images recorded using the negative spherical aberration (\( C_S \)) imaging (NCSI) technique [26, 27] and HAADF STEM images. The difference between the experimental
TEM images and NL-LSQF results reveals that the intensity distributions of atomic columns in both NCSI CTEM and HAADF STEM images fit the general 2D Gaussian model described in Eq. (2) very well. Figure 3a shows an image consisting of Gaussian peaks calculated using the parameters from NL-LSQF results of the NCSI CTEM image shown in Fig. 1b. The difference between the experimental and the fitted images is shown in Fig. 3b, which indicates a nice agreement between the experimental data and the fitting. This is particularly true for Ti and O columns (see Fig. 1a). The doughnut-like dark contrast encircling around the Sr-O columns results from the interference of coherent electrons underlying the image formation. The intensity distribution of image contrast of Sr-O columns appears to be Gaussians only in the region up to the center radius of the doughnut-like dark contrast. It deviates from Gaussians beyond this region giving rise to residue features in the difference image (Fig. 3b).

The intensity distribution of atomic columns in HAADF STEM images also fits well with the 2D Gaussian model. An image series of 20 experimental HAADF STEM images of SrTiO$_3$ along ⟨001⟩ zone axis has been recorded and tested. Figure 4a shows the image number ‘0’ in the series for instance, and Fig. 4b is the image calculated from the optimized fitting parameters of the atomic columns. The fast scanning is in the horizontal ($i$) direction. The image intensity was normalized with the mean of the entire image. The number $i$ and $j$ indicate the numbers of interatomic Sr-Sr distances in $x$ and $y$ directions, respectively. Image size: 370 × 370 pixels, pixel sampling rate: 0.0083 nm/pixel. b Fitted image calculated from the optimized fitting parameters of the atomic columns. c Difference image between the experimental and the fitted images.
The difference images for the whole image series are shown in Fig. 5a, consistently revealing no systematic deviations of the fitted and experimental images. Moreover, the atomic column distances calculated from the determined atomic positions have been evaluated by taking the Sr-Sr interatomic column distance for instance as marked in Fig. 4a. As shown in Fig. 5b, the mean 95% confidence intervals are ± 6 pm and ± 9 pm in the fast and slow scanning directions, respectively. These values represent the accuracy of the measurement of atomic distance. For the implemented fitting algorithm, the accuracy for peak position can be down to 0.001 pixel from simulated noise-free Gaussian peaks, which would guarantee sub-pico meter precision of quantification for a typical scale of 0.01 nm/pixel. For experimental data, however, it should be noted that the precision in determination of the atomic column positions and the atomic distances depends on the signal-to-noise ratio and the pixel sampling rate of the recorded images. In addition, lens aberrations and tilts of the electron beam and samples may cause the intensity distribution of atomic columns to deviate from a Gaussian distribution, thereby resulting in poor accuracy and precision. Furthermore, when fitting with raw experimental images, the goodness of fit could be judged by the uncertainties of parameters and the returned $\chi^2$ for each peak, whereas for fitting with filtered images, one should be aware that the output parameter uncertainties and the obtained $\chi^2$ will probably not represent the true parameter uncertainties and the true goodness of fit.

4.2 Peak Intensity Analysis

Using the DMPFIT software package, the integral peak intensity for each column observed in a HAADF STEM image of a SrTi$_{0.75}$Zr$_{0.25}$O$_3$ nanocube (Fig. 6a) was obtained by fitting the intensity distribution of the two types of atomic columns with two-dimensional Gaussian functions [28]. The Gaussian peaks from fitting were encoded in green and red colors for Sr and Ti/Zr-O columns, respectively, and overlaid over the HAADF image, which allows the convenient identification of the type of the columns (Fig. 6b). As shown in
Fig. 6b, the Sr columns appear to terminate the surfaces of the nanocube at all the four 100 facets. The integral intensities for the Sr atomic columns distribute statistically into a lower intensity range for the columns on the surfaces and a higher intensity range for the inner columns (Fig. 6c and e). In contrast, those for the Ti/Zr-O columns are in a broad and continuous range (Fig. 6d and f), resulting from the inhomogeneity in the number of the Zr atoms that occupy the B-sites in individual columns.

The peak-finding algorithm implemented in DMPFIT based on the periodicity shows particular advantages in finding peaks of atom columns within different sublattices. Each...

Fig. 7 Intuitive presentation of the resolved atomic structure in Fig. 1a. Sr-O: green, Ti, red, O: blue. a Atomic columns labeled by marks drawn using the optimized peak positions. b Atomic columns labeled by colored composite image using the Gaussian peaks calculated from the optimized fitting parameters...
sublattice can be straightforwardly labeled in a specified color using quantified positions of atom columns (Fig. 7a). On the other hand, users may create colored composite images using images of Gaussian peaks calculated from the optimized fitting parameters for intuitively presenting data (Fig. 7b). Using the thresholding method to find peaks restricted to a given sublattice will fail if the intensity difference between atomic columns in different sublattices is small.

4.3 Peak Position Analysis

The DMPFIT package facilitates the peak position analysis (PPA) of atomic contrast of CTEM and STEM images and thereby allows straightforward mapping of strain fields of materials at the atomic scale. Figure 8 shows a comparison of the geometry phase analysis (GPA) and PPA methods for strain mapping from a CTEM image (Fig. 8a) of a cross-section sample of Fe-doped SrTiO$_3$ film. The image was recorded along the $\langle 001 \rangle$ direction using the NCSI technique. In the image (Fig. 8a, inset), small bright dots correspond to Sr and Ti-O columns showing about the same brightness in contrast, and are therefore not distinguishable from one another. The oxygen atom columns show lower contrast, which appear to be more delocalized than the Sr and Ti-O columns. Antiphase domains or even clusters have been observed in this Fe-doped SrTiO$_3$ film [29]. The location of an antiphase domain is indicated by a white dashed line square in the CTEM image (Fig. 8a). Axial strain maps $\varepsilon_{xx}$ and $\varepsilon_{yy}$ shown in Fig. 8b and c were calculated from the positions of the Sr and Ti-O columns by the PPA. The measured strain maps reveal that the lattices show tensile strains in the domains but compressive strains at the antiphase boundaries, where TiO$_6$ octahedra appear to be sharing edges instead of corner [29].

The GPA [30, 31] makes use of a pair of noncolinear reflections with reference to the central spot in the Fourier transformation of the image. Compared to the real space PPA for mapping strains, the GPA appears to be more sensitive to noise and choice of the pair of reflections. Strain maps obtained from GPA using different pairs of reflections may lead to results that are substantially different from one another. We performed the GPA using homemade software [32, 33]. For the $\varepsilon_{xx}$ and $\varepsilon_{yy}$ strain maps shown in Fig. 8e and f, two $\{220\}$ reflections were used. The selected reflections...
were smoothed with a simple cosine low-pass filter that has a measure of 1 at the center of the reflections and is approaching through the cosine function to 0 at the cut-off marked by the green and red circles (Fig. 8d). Using these exact parameters, the strain maps obtained using the GPA method (Fig. 8e and f) quantitatively match those obtained using the PPA method (Fig. 8b and c).

On the other hand, precise quantification column positions in atomic-resolution TEM images allows to infer, unit cell by unit cell, the local polarization resulting from a noncentrosymmetric distribution of cations and anions in ferroelectric materials [4, 5]. Figure 9a shows a map of local spontaneous polarization vectors calculated using the measured peak positions of Hf (yellow dots) and O (blue dots) superposed on the NCSI image. The length of the arrows represents the modulus of the polarization vectors with respect to the yellow scale bar in the upper left corner. The arrowheads point in the polarization directions. Horizontal dimension is of 50 nm. b Statistical analysis of vertical ($P_y$, upper panel) and horizontal ($P_x$, lower panel) components of the spontaneous polarization ($P_s$) for structures in each vertical block. The bars represent the average values (yellow filled for upward and cyan filled for downward). The error bar represents the standard deviation with respect to the averaged value for each block. The solid red circles denote the values calculated using the atomic positions of the optimized structure by experiment-simulation matching (reproduced from Ref. [4] with permission from Elsevier).
might overwhelm the effect resulting from beam tilt. Nevertheless, we wish to point out that special care needs to be taken for beam and specimen tilts in the imaging experiments, which may result in artifacts from the peak positions of the intensity distribution of atomic contrast [34]. In particular for specimens of compounds, beam and specimen tilts as well as a combination of them may affect the intensity distribution of image contrast of lighter and heavier atomic columns in different extents [34]. As a result, peak positions of the intensity distribution of atomic contrast do not accurately correspond to the true column positions of the materials. Artifacts resulting from the non-negligible beam and specimen tilts may thus be possibly misinterpreted as physical properties, e.g., polarization.

Experiment-simulation matching seeks optimized parameters of the microscope and specimen, including positions of all the atoms, at which the simulated image matches best with the experimental image. This allows separating artifacts resulting from non-negligible beam and specimen tilts. Experiment-simulation matching by an optimization scheme is viable for CTEM images but not practical for STEM images. Simulation using the multislice method for a CTEM image takes only one beam to transmit and propagate through thin slices of the specimen. Simulation for a STEM image, however, needs to repeat the beam transmission and propagation through all the slices at every pixel position, and thus, can be thousands or millions of times slower than that for a CTEM image. Nevertheless, a number of deliberate tilts of beam and specimen can be applied in a limited number of STEM image simulations to estimate the influence of parameters of specimen and microscope and hence the errors in the measurement of atom positions by peak fitting.

5 Conclusions

In conclusion, a software package, DMPFIT, has been successfully developed. It runs within DM for quantification of atomic columns in atomic-resolution (S)TEM images by NL-LSQF with a general 2D Gaussian model. DMPFIT uses the MPFIT C package, a MINPACK-1 least-squares fitting library in C, as the optimization engine for NL-LSQF. The implemented peak-finding algorithm based on 2D periodicity has been found to have particular advantages in quantification of physical properties associated with sublattices. Applications of the DMPFIT software package have been demonstrated by quantification of the intensity and position of columns observed in experimental NCSI STEM and HAADF STEM images. Based on the peak position analyses, properties such as strains and ferroelectric polarization can be quantified on the atomic scale. The DMPFIT software package works as a plugin to Gatan’s DigitalMicrograph software, also known as Gatan Microscopy Suite (GMS), with version 2. As a ready-to-use tool for atomic-scale metrology by peak finding and fitting in atomic-resolution TEM images, the DMPFIT software package is freely available via the Internet after the publication of the manuscript.
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