Transformer-based Language Model Fine-tuning Methods for COVID-19 Fake News Detection
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Abstract. With the pandemic of COVID-19, relevant fake news is spreading all over the sky throughout the social media. Believing in them without discrimination can cause great trouble to people’s life. However, universal language models may perform weakly in these fake news detection for lack of large-scale annotated data and sufficient semantic understanding of domain-specific knowledge. While the model trained on corresponding corpora is also mediocre for insufficient learning. In this paper, we propose a novel transformer-based language model fine-tuning approach for these fake news detection. First, the token vocabulary of individual model is expanded for the actual semantics of professional phrases. Second, we adapt the heated-up softmax loss to distinguish the hard-mining samples, which are common for fake news because of the disambiguation of short text. Then, we involve adversarial training to improve the model’s robustness. Last, the predicted features extracted by universal language model RoBERTa and domain-specific model CT-BERT are fused by one multiple layer perception to integrate fine-grained and high-level specific representations. Quantitative experimental results evaluated on existing COVID-19 fake news dataset show its superior performances compared to the state-of-the-art methods among various evaluation metrics. Furthermore, the best weighted average F1 score achieves 99.02%.
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1 Introduction

The development of social media, such as Twitter and MicroBlog, has greatly facilitated people’s lives. We can get real-time news from almost anywhere in the world. However, fabrications, satires, and hoaxes mixed in real reports often mislead people’s judgments, especially during the pandemic. For example, "CDC Recommends Mothers Stop Breastfeeding To Boost Vaccine Efficacy"\textsuperscript{1} and "Consuming alcohol beverages or vodka will reduce risk of COVID-19 infection"\textsuperscript{2} are two common rumors during the epidemic and caused panic among the masses. Therefore, fake news detection is necessary and we hope to design an effective detector which could quickly distinguish

\textsuperscript{1} https://www.snopes.com/fact-check/breast-practices/
\textsuperscript{2} https://www.usatoday.com/story/news/factcheck/2020/03/20/
whether the news is fake or not according to its title or summary. It is usually formulated as the sequence classification problem in general.

Text classification is a fundamental task in natural language processing (NLP), and transformer-based language models have achieved excellent performance in general domains thanks to large corresponding corpora and fine-designed pre-training skills (MLM/NSP/SOP) [13, 15, 14]. However, they usually perform weak for specific domain. One main reason is the professional phrases are rare in general corpora and existing tokenizers (e.g., byte-pair-encoding, wordpiece, and sentencepiece3) would split them into many sub-tokens, and this operation hampers their actual semantics. Even if data of specific domain is collected and used for down-stream fine-tuning, the limited token vocabulary also fails to get the full meaning. Recently, [12, 18, 16] have devoted to collected amounts of COVID-19 data. Especially for [16], it also further trains one transformer-based model named CT-BERT with part of these annotated data, making a 10-30% marginal improvement compared to its base model on classification, question-answering and chatbots tasks related to COVID-19. But for the specific fake news detection, its insufficient learning of limited corpus contents and incomplete hard samples mining make it hard to achieve an impressive result. Furthermore, excessive further-training weakens the model’s understanding of common sense, resulting in some incomprehensible mistakes.

In these paper, we try to optimize the performance of transformed-based language models for COVID-19 fake news detection. For individual model, firstly the token vocabulary is expanded with most frequent professional phrases for getting the actual semantics without no split. Second, we adapt the heated-up softmax loss to distinguish the hard-mining samples, which are common for fake news because of the disambiguation of short text. Then, adversarial training [6] is involved to improve the model’s generalization and robustness. Last, the predicted features extracted by universal language model RoBERTa [15] and domain-specific model CT-BERT [16] are fused by one multiple layer perception to integrate fine-grained universal and high-level specific representations. Quantitative experimental results evaluated on existing COVID-19 fake news dataset [12] show these methods superior performances compared to the state-of-the-art methods among various evaluation metrics. Furthermore, the best weighted average F1 score achieves 99.02%.

2 Related Work

2.1 Text classification task with adversarial training methods

Adversarial training is firstly designed to increase the model robustness through adding small perturbations to training data, but it also increases the generalization ultimately [6]. In the field of computer vision, mainstream gradient-based attack [1], optimization-based attack [2] and generation-based attack [3] have achieved impressive results. In recent years, more and more adversarial training tips [4–6] have been proposed for natural language processing tasks. Different from computer vision, where the image pixel is continuous in the fixed space, so it is suitable to add noise perturbation based on

3 https://github.com/huggingface/tokenizers
gradient method. However, in natural language processing tasks, the input is usually a
discrete text sequence, so it is impossible to realize the antagonistic training by adding
disturbance to the one-hot layer of the input text. From the Goodfellow’s work [4], they
realized the adversarial training by adding embedding disturbance into the embedding
layer. Usually in the CV task, according to empirical conclusions, the adversarial train-
ing tends to make the performance of the model on the normal samples worse, while
in the NLP task, the work of [4] shows that the generalization ability of the model is
stronger. In this paper, we use the method of adversarial training to improve the gener-
alization ability of the model in the task of Fake News detection.

2.2 Model fusion approaches for text classification

Traditional machine learning models have proved that ensemble learning play an im-
portant roles in improving the model effect, such as Bagging and Boosting. The main
reason lies in the complementary feature among models helps the model to make cor-
correct judgment on the results. In recent years, a series of model fusion methods have also
appeared in the field of deep learning. The methods for model fusion mainly include
feature-based methods[7] and score-based methods[8]. Feature level fusion method is
suitable for models of different categories, such as CNN and BiGRU, and can extract
word-level features and syntax-level features simultaneously[7]. While the fusion meth-
ods based on the score level are more applicable to similar structure for models, which
obtain the final result by voting. This paper combines CT-BERT and RoBERTa by using
the fusion method at the score level, while ensuring the universality of the model and
its professionalism simultaneously in the task of Fake News Detection.

2.3 Fake news detection

Fake news is intentionally written to mislead readers to believe false information, which
makes it difficult and nontrivial to detect based on news content. Most existing meth-
ods identify false news by combining richer data, which provide a data repository that
include not only news contents and social contents, but also dynamic information[18].
However, such methods lack universality and cannot play a role in new fields. Hence,
semi-supervised and unsupervised methods are proposed[9], which try to make a trade-
off between the amount of training data and the final training accuracy. Based on the
excellent representational ability of deep pre-trained model (E.g, BERT, ALBERT), our
method tries to get a well result by utilizing a small amount of data from domain special
fields.

3 Methodology

3.1 Problem Definition

As described above, in this paper we convert COVID-19 fake news detection as one
typical single sentence classification, which means the proposed detector can judge
whether one news sentence is true or false according to its semantic meaning. It can
be expressed formally as: giving a news sentence \( x = t_1, t_2, t_3, t_4, t_5, \ldots \), the detector should predict one correct label \( y \subseteq \{0, 1\} \). And so the corresponding optimization goal is to learn the \( \theta \) and maximize the loss function \( L(y|x, \theta) \).

### 3.2 Our proposed network

As shown in Fig.1 is the structure of our proposed network. It is derived from the most famous language model — BERT, and we involve some practical methods to enhance the ultimate performance from various perspectives. Below we will introduce each module in detail.

**Training with additional tokens** For specific domain text, there are many professional phrases and existing tokenizers will split them into many sub-tokens, resulting in a misunderstanding of their actual meanings. In this paper, we count 6 most frequent tokens in train and validation data which will be split with original method and add them in the existing token vocabulary of CT-BERT. There are:

- covid-19, covid19, coronavirus, pandemic, indiafortescorona, lockdown.

Subsequent ablation experiments will prove the effectiveness of this method.

**Optimization with heated-up softmax loss function** For binary classification task, we utilize the cross entropy loss as our loss function. In order to remind model to pay more attention to the hard mining examples, we introduce the heated-up softmax to replace the origin activation function\[10\]. Initially, the heated-up softmax is expressed as follow:

\[
p(m|x) = \frac{\exp(z_m/T)}{\sum_{j=1}^{M} \exp(z_j/T)} = \frac{\exp(\alpha z_m)}{\sum_{j=1}^{M} \exp(\alpha z_m)}
\]

where \( \alpha \) denotes the temperature parameter. As can be seen from Eq.1, the larger the parameter \( \alpha \) is, the greater the gradient value is for the hard mining samples, and the model pays more attention to the hard mining samples. The smaller the \( \alpha \) value, the smaller the attention to hard mining sample, boundary sample and easy sample. Therefore, at the beginning of the training, we first set a large \( \alpha \) and let the model focus on learning the difficult sample, and then reduce the \( \alpha \). The model began to pay attention to the boundary sample, and when the hard mining sample and boundary sample were almost completed, then further reduced \( \alpha \) to fine tuning. As depicted in Fig.1(b), the factor \( \alpha \) affect the distribution of the last output layer, which is efficient for classify the hard example to adjust the \( \alpha \) as training going.

**Gradient-based adversarial training** Adversarial training \[11\] is a novel regularization method for classifiers to improve model robustness for small, approximately worst case perturbations. The loss function we used with adversarial training unit can be formulated as:

\[
-log p(y|x + r_{adv}; \theta) \quad \text{where} \quad r_{adv} = \arg\min_{r} \|r\| \leq \epsilon \log p(x| x + r; \hat{\theta})
\]
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Fig. 1: The framework of our proposed method. (a) is the overall framework of the fused models and (b) is three improved modules added to each model. The bottom part shows the result of adding new tokens to the existing vocabulary. The middle red boxes represent the gradient perturbations added to the word embedding. And the top blue histograms exhibit how the heated-up softmax affects the distribution.

where $r_{adv}$ denotes the perturbations, $\hat{\theta}$ denotes the parameters of current network, and $\theta$ denotes the parameters after one-step gradient optimization of the network. We can find from the Eq.2 that our core objective is to add a small perturbation $r$ which could disable the current classifier, then optimize the classifier, and optimize the network to maximize the model’s ability to correctly classify samples. However, we cannot calculate this value exactly in general, because exact minimization with respect to $r$ is intractable for many interesting models such as neural networks. Goodfellow et al. [2] proposed to approximate this value by linearizing $\log p(y|x; \hat{\theta})$ around $x$. With a linear approximation and a L2 norm constraint in Eq.(2), the final adversarial perturbation is

$$r_{adv} = -\epsilon \frac{g}{\|g\|_2} \text{ where } g = \nabla_x \log p(y|x; \hat{\theta}) \tag{3}$$

This perturbation can be easily computed using backpropagation in neural networks.

In Fig.1(b), the red box represents the perturbation calculated by Eq.3. Perturbation is added to the embedding layer, and the robustness of the model is enhanced by adversarial training.
4 Experimental Results

In this section, we will evaluate performance of our method in Fake News Detection task. We compared our approach to several pre-trained models that perform well on Glue tasks\(^4\), including BERT, ALBERT, and RoBERTa, and each model included the basic version (X-Base) and the Large version (X-Large).

In order to reflect the importance of each module in our model, we also perform the ablation studies on our experiments. Specifically, we divide our approach into 3 different methods and test the performance of each module: COVID-Twitter-BERT (benchmark model, refer to as CT-BERT model below) [16], CT-BERT-FGM (including adversarial training module with fast gradient method), CT-BERT-HL (including heated-up softmax module), CT-BERT-New-Tokens (including new tokens training ), Ro-CT-BERT (ours).

4.1 Experimental setting

The data we used for training and evaluation is the online-collected COVID-19 fake news dataset [12]. The sources of them are various social-media platforms such as Twitter, Facebook, Instagram, etc. It contains 6420 / 2140 / 2140 raw news sentence for training / validation / test. The real news sentence is as follow:

\textit{Wearing mask can protect you from the virus.}

While the fake one is shown as follow:

\textit{If you take Crocin thrice a day you are safe.}

As a side note, for the data preprocessing, we follow the baselines in [12] to remove all links, non alphanumeric characters (e.g. unicode emotions) and English stop words, which all would bring great interference to the effective detection. In order to train the more distinguishable models, After each evaluation we will reserve the mis-classified samples in training and validation set and replace some (1~2) words with their synonyms or remove these words directly. The extended data will be added to the training set for the next round of training.

To evaluate the performance of different methods, three popular metrics are adopted, namely weighted Precision, weighted Recall and weighted F1. The definitions are as follows:

\begin{align*}
\text{Precision}_{\text{weighted}} &= \frac{\sum_{i=1}^{n} \text{Precision}_i \times w_i}{n} \\
\text{Recall}_{\text{weighted}} &= \frac{\sum_{i=1}^{n} \text{Recall}_i \times w_i}{n} \\
\text{F1}_{\text{weighted}} &= \frac{2 \times \text{Precision}_{\text{weighted}} \times \text{Recall}_{\text{weighted}}}{\text{Precision}_{\text{weighted}} + \text{Recall}_{\text{weighted}}}
\end{align*}

\(^4\)https://gluebenchmark.com/
where \( n \) represents the number of classes, \( w_i \) represents the ratio of true instances for each label.

Our implementation is based on the online available natural language library Transformers\(^5\). We adopt the initial learning rate of 2e-5 with warm-up rate of 0.1. The batch size is selected as 64 for training and 128 for validation and test. The temperature parameter \( \alpha \) is set as 4 in first 10 epochs, as 1 in middle 10 epochs and as 0.5 for last 10 epochs. Each sequence length is limited to 128 tokens. All experiments are performed using PyTorch on a Telsa V100 GPU with the optimizer selected as Adam.

### 4.2 Performance in Fake News Detection in English

In this paper, we investigate the most cutting-edge models to tackle fake New Detection tasks, including the highly versatile BERT [13], ALBERT [14], and RoBERTa [15] and their large versions; In addition, we investigate COVID-Twitter-BERT (CT-BERT), which is trained on a large corpus of Twitter messages on the topic of COVID-19. We utilize the pre-trained model files provided on the official website to initialize corresponding parameters, and then fine tuning on the COVID-19 dataset [12]. Each model used the best result as the final experimental result. For the sake of description, we call our model as Robust-COVID-Twitter-BERT (Ro-CT-BERT). The experimental results are shown in Table 1.

**Table 1: Experimental comparison results on fake news detection task.**

| Method          | Accuracy  | Precision | Recall   | F1       |
|-----------------|-----------|-----------|----------|----------|
| BERT-base       | 0.978505  | 0.978574  | 0.978505 | 0.978497 |
| BERT-large      | 0.980374  | 0.980407  | 0.980374 | 0.980369 |
| RoBERTa-base    | 0.983645  | 0.983755  | 0.983644 | 0.983638 |
| RoBERTa-large   | 0.985981  | 0.986081  | 0.985981 | 0.985976 |
| ALBERT-base     | 0.973365  | 0.973419  | 0.973365 | 0.973356 |
| ALBERT-large    | 0.973832  | 0.973897  | 0.973832 | 0.973823 |
| ALBERT-xlarge   | 0.974299  | 0.974665  | 0.974299 | 0.974276 |
| CT-BERT         | 0.984112  | 0.984161  | 0.984112 | 0.984115 |
| Ro-CT-BERT      | **0.990187** | **0.990218** | **0.990187** | **0.990185** |

From the experimental results, We can see that Ro-CT-BERT can get superior performance than state-of-the-art methods on the metrics weighted average accuracy, precision, recall and F1 score. Universal language models BERT, ALBERT get all metric value lower than 0.981, while RoBERTa is much better than them because of fine-designed key hyperparameters and larger training data size. Although the CT-BERT model has been trained in a large number of Messages on the Topic of COVID-19, our model’s F1 score is still 0.006 points higher than it’s F1 score. This promotion is very difficult because we need to make the correct classification for hard mining samples. We attribute the improvement of the model to the hard mining samples learning and effective fusion of fine-grained and high-level representations. In the next section, we will demonstrate the effect of each module on the model through ablation experiments.

---

5 https://github.com/huggingface/transformers
4.3 Ablation studies for Ro-CT-BERT

In order to verify the effectiveness of the improved modules involved in Ro-CT-BERT, we also conduct several ablation experiments. We mainly compare the influence of three modules on the model, which called adversarial training, heated-up softmax loss function and addition of new Token. For fairly comparison, we take CT-BERT as the benchmark model and add three modules for subsequent experiments, respectively. These three models are successively referred as attack-training-CT-BERT (CT-BERT-FGM), heated-up softmax loss CT-BERT (CT-BERT-HL) and new-taken CT-BERT (CT-BERT-New-Tokens). The model with all three modules is referred as three-modules-CT-BERT (CT-BERT-TRM). Results of ablation experiments are shown in Table 2.

Table 2: Experimental comparison results on Fake News Detection task.

| Method               | Accuracy | Precision | Recall  | F1       |
|----------------------|----------|-----------|---------|----------|
| CT-BERT              | 0.984112 | 0.984161  | 0.984112| 0.984115 |
| CT-BERT-FGM          | 0.986449 | 0.986451  | 0.986449| 0.986448 |
| CT-BERT-HL           | 0.986916 | 0.986971  | 0.986916| 0.986912 |
| CT-BERT-New-Tokens  | 0.984579 | 0.984623  | 0.984579| 0.984575 |
| CT-BERT-TRM          | 0.987851 | 0.987888  | 0.987851| 0.987848 |
| Ro-CT-BERT           | 0.990187 | 0.990218  | 0.990187| 0.990185 |

It can be seen that compared with the TD-BERT model without any other tricks, the classification effect of the other three models is improved to a certain extent, especially the heated-up softmax loss, which increases the generalization ability of the model and has a strong classification ability for the hard mining samples. Furthermore, these three modules combined produces one better result. Lastly, Ro-CT-BERT fuse the predicted features of CT-BERT-TRM and RoBERTa-TRM (three-module RoBERTa) and get the highest score, indicating that the integration of fine-grained and high-level specific representations helps to understand the text semantics more comprehensively.

5 Conclusions

In this work, we propose a transformer-based Language Model Fine-tuning approach for COVID-19 Fake News Detection[19]. The length of adopted news sentences for this task is short, and lots of professional phrases are rare in common corpora. These two distinct features make universal and specific language models all fail to make a correct distinction whether news is fake or real. To address these problems, we respectively introduce new tokens for the specific model vocabulary for better understanding of professional phrases, model adversarial training to improve the robustness, and heated-up softmax loss function to distinguish the hard-mining sample. Lastly, we also fuse the predicted features extracted by universal language model and domain-specific model to integrate fine-grained and high-level specific representations. These methods are verified to be useful for improving the transformer-based model’s ability, and finally, our approach achieves super performance compare with state-of-the-art methods on the COVID-19 fake news detection.
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