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Abstract
In health-pollution cohort studies, accurate predictions of pollutant concentrations at new locations are needed, since the locations of fixed monitoring sites and study participants are often spatially misaligned. For multi-pollution data, principal component analysis (PCA) is often incorporated to obtain low-rank (LR) structure of the data prior to spatial prediction. Recently developed predictive PCA modifies the traditional algorithm to improve the overall predictive performance by leveraging both LR and spatial structures within the data. However, predictive PCA requires complete data or an initial imputation step. Nonparametric imputation techniques without accounting for spatial information may distort the underlying structure of the data, and thus further reduce the predictive performance. We propose a convex optimization problem inspired by the LR matrix completion framework and develop a proximal algorithm to solve it. Missing data are imputed and handled concurrently within the algorithm, which eliminates the necessity of a separate imputation step. We review the connections among those existing methods developed for spatially misaligned multivariate data, and show that our algorithm has lower computational burden and leads to reliable predictive performance as the severity of missing data increases.
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1 | INTRODUCTION

In multi-pollutant studies, a dataset is often represented as an \((n \times p)\) matrix \(X\), in which the concentrations of \(p\) pollutants are collected at \(n\) monitoring locations. When evaluating the associations between health outcomes and exposures to air pollution, including some or all of these pollutants in a statistical model can be problematic due to correlations and potential interactions among these components. For example, many studies on fine particulate matter (PM\(_{2.5}\)) have shown evidence that the associations between health outcomes and PM\(_{2.5}\) total mass can be significantly modified by the PM\(_{2.5}\) chemical composition (Keller et al., 2018; Koumourtzoglou et al., 2015; Krall et al., 2013; Wang et al., 2017; Zanobetti et al., 2014). Hence, dimension reduction is often necessary to obtain a meaningful lower-dimensional representation of the original data.
Principal component analysis (PCA) (Jolliffe, 1986) is an unsupervised technique for dimension reduction that has been used in multi-pollutant analysis (Dominici et al., 2003). PCA essentially provides a mapping of the original data $X$ to a low-rank (LR) approximation $UV^T$, in which $U \in \mathbb{R}^{n \times q}$ and $V \in \mathbb{R}^{p \times q}$ ($q < p$) are usually referred to as principal component (PC) scores and loadings. The product $UV^T$ can be considered to be the best rank-$q$ approximation to $X$. One can also derive this quantity by solving $\min_W \left\{ \frac{1}{2} \|X - W\|_F^2 + \lambda \|W\|_0 \right\}$, for a value of $\lambda$ dependent on $q$. Here $\|W\|_0$ denotes the number of nonzero singular values of $W$. Another approach is to replace this L0 penalty, $\|\cdot\|_0$, with the nuclear norm, $\min_W \left\{ \frac{1}{2} \|X - W\|_F^2 + \lambda \|W\|_* \right\}$.

Here $\|W\|_*$ denotes the nuclear norm of $W$, which is equal to the sum of its singular values. When closed-form solutions exist for both problems, the L0 penalty is not convex. When some elements of $X$ are missing, the extension to matrix completion with an L0 norm is NP-hard, and existing algorithms would require time doubly exponential in the matrix’s dimensions (Candès & Recht, 2009). With missing data, the convex relaxation of the nuclear norm allows optimization via semidefinite programming, and leads to efficient LR matrix completion (LRMC) algorithms (Cai et al., 2010; Mazumder et al., 2010). LRMC is a powerful tool to reduce dimension while being able to utilize incomplete information.

When multiple pollutants are involved, it is often more challenging as modeling many correlated pollutant surfaces can be intractable. The goal is then to leverage both the LR and spatial structures in the data at monitoring locations in order to recover unobserved data at new locations of interest where health outcomes are available (Figure 1). While PCA can produce a mapping from the original data to their LR structure, LRMC can take advantage of the LR structure even when the monitoring data have missing observations. While both methods cannot, by themselves, produce estimates of the pollutant concentrations at new locations, the resulted LR structure can be incorporated in a spatial prediction model. However, these methods do not account for external geographic information and spatial correlations across neighboring locations. The lack of utilizing spatial structure in these methods may lead to poor predictive performance at new locations.

A spatially predictive PCA algorithm, PredPCA (Jandarov et al., 2017), was developed to produce LR structure embedded with spatial patterns that can be subsequently predicted well at new locations. While capable of leveraging both the LR and spatial structures of the monitoring data, in its current form PredPCA cannot handle input data with missing observations. This motivated a probabilistic version of PredPCA, ProPrPCA (Vu et al., 2020), that can handle incomplete monitoring data. Using external covariates, the unobserved data at new locations can be estimated directly from the hierarchical model assumptions, or by incorporating the LR structure of monitoring data in a separate spatial prediction model. However, similar to PredPCA, the estimation procedure of ProPrPCA is computationally burdensome, due to a combination of multiple rank-1 approximations, numerical optimization, and likelihood-base imputations.

In this article, our objective is to develop a practical and computationally feasible version of PCA that can be applied to the setting of spatially misaligned multivariate data with missing observations (Figure 2). Our proposed method, spatial
matrix completion (SMC), aims to (i) accommodate complex spatial missing patterns and (ii) incorporate spatial information into the LR structure of the data so that estimates at new locations can be easily and accurately derived. We leverage the LRMC framework to formulate a convex optimization problem, and derive a straight-forward algorithm to solve it using proximal gradient descent. While solving a similar problem to the existing method ProPrPCA, our proposed method offers a simple algorithm that is easy to implement, computationally efficient, and potentially scalable. In addition, we also discuss the connections among existing methods (LRMC, PredPCA, and ProPrPCA) in conjunction with our proposed method. While initially motivated by health-pollution cohort studies, our proposed framework can be applicable to other areas where there may be spatial misalignment. As a result, we focus on the accuracy, feasibility, and computational practicality of the exposure modeling stage with spatial predictions in this article.

For the rest of this article, we first review the LRMC framework in Section 2. We then propose an SMC problem, along with its solution and connections with existing methods in Section 3. In Section 4, we compare the performance of our proposed method to LRMC in recovering missing entries at monitoring locations in simulation studies. In Section 5, we compare the proposed method to ProPrPCA in predicting exposure data at new locations under spatial misalignment, by reproducing the simulations and real data examples in Vu et al. (2020). Finally, we discuss the implications of these results, our contributions, and potential extensions in Section 6.

2 REVIEW OF LOW-RANK MATRIX COMPLETION

2.1 Problem formulation

The optimization problem in (1) can be referred to as a LR matrix approximation, or the “fully observed” version of low-rank matrix completion (LRMC). When some entries of \( \mathbf{X} \) are missing, the LR structure of \( \mathbf{X} \) can be recovered by minimizing the residuals over only the observed indices,

\[
\min_{\mathbf{W}} \frac{1}{2} \left\{ \| \mathbf{P}_{\Omega} (\mathbf{X}) - \mathbf{P}_{\Omega} (\mathbf{W}) \|_F^2 + \lambda \| \mathbf{W} \|_* \right\},
\]

(2)

where \( \Omega \) denotes the set of observed indices in \( \mathbf{X} \), and \( [\mathbf{P}_{\Omega} (\mathbf{X})]_{ij} = X_{ij} \) if \( (i, j) \in \Omega \) and zero otherwise.

2.2 Optimization

Mazumder et al. (2010) prove that the “fully observed” problem in (1) has a closed-form solution \( \hat{\mathbf{W}} \) that uses the soft-thresholding operator,

\[
\hat{\mathbf{W}} = \mathbf{U} S_{\lambda}(\mathbf{D}) \mathbf{V}^T.
\]
TABLE 1 Algorithm 1: LRMC adapted from Mazumder et al. (2010)

| Input | $X$, $q$, $\lambda$, and $t_{\text{max}}$ |
|-------|---------------------------------------|
| Initialize | $W(0) = 0$, $t = 1$ |
| while | not converged or $t < t_{\text{max}}$ do |
| $\tilde{W}(t)$ | $\leftarrow P_{\Omega}(X) + P_{\perp\Omega}(W(t))$, where $P_{\perp\Omega}(W(t)) = W(t) - P_{\Omega}(W(t))$ |
| $W(t+1)$ | $\leftarrow US(\tilde{\Omega})\tilde{\Omega}^T$, where $US(\tilde{\Omega})\tilde{\Omega}^T$ is the SVD of $\tilde{W}(t)$ |
| $t$ | $\leftarrow t + 1$ |
| end while |

Output $\hat{W} = W(t)$, $\hat{X} = P_{\Omega}(X) + P_{\perp\Omega}(\hat{W})$

Here $US(\tilde{\Omega})\tilde{\Omega}^T$ is the singular value decomposition (SVD) of $X$, with $D = \text{diag}\{\sigma_1, \ldots, \sigma_r\}$, with $\sigma_i$ being the $i$th largest singular value of $X$, and $r$ being the column rank of $X$. We assume that the columns of $X$ have been properly centered. The soft-thresholding operator (Donoho et al., 1995) is defined as $S_\lambda(D) = \text{diag}\{ (\sigma_1 - \lambda)_+, \ldots, (\sigma_r - \lambda)_+ \}$, where $t_+ = \max(0, t)$. This result is closely related to PCA, in that, if PCA were to be applied onto $X$, $\tilde{\Omega}$ would be returned as the loadings.

Mazumder et al. (2010) propose an algorithm that uses proximal gradient descent (Rockafellar, 1976) to solve (2), which is given in Table 1. A simple rederivation of this LRMC algorithm is given in the Supplement. The algorithm consists of two major steps: a gradient descent update, and solving the proximal problem to (2). In particular, the gradient update is simply filling in missing entries with the corresponding entries of the current estimate. The proximal problem turns out to be exactly the LR approximation problem (1), which has a closed-form solution using soft-thresholding.

3 | THE SMC PROBLEM

3.1 | Proposed optimization problem

The LRMC algorithm is a powerful tool to recover the LR structure of the data even though only a sampling of the entries is observed. Once the missing entries are filled, the LR structure, that is, the PC scores, can be easily obtained by projecting the imputed data $\hat{X}$ onto the direction of its first $q$ right singular vectors. However, under spatial misalignment, the ultimate goal is to produce accurate predictions at cohort locations where pollution data is unavailable. One potential approach is to employ a multi-stage procedure in these cohort studies: (1) imputation to fill in missing elements of the data matrix, (2) dimension reduction to obtain the LR structure of the data, and (3) spatial prediction to estimate these scores at locations of interest.

In the second stage with dimension reduction, ideally we would like to identify principal directions such that the resulting PC scores would retain important characteristics and spatial structure. Having these spatial patterns, the PC scores could be predicted well at new locations in the spatial prediction stage. As a result, we propose the following convex optimization problem for the “fully observed” scenario,

$$
\min_M \left\{ \frac{1}{2} \|X - ZM\|_F^2 + \lambda \|ZM\|_* \right\},
$$

(3)

where $Z \in \mathbb{R}^{n \times k}$ contains geographic covariates used in the later prediction stage and thin-plate spline basis functions. The basis functions are included to capture any underlying spatial patterns that may not have been explained by other covariates.

When $X$ has missing entries, we propose the following optimization problem

$$
\min_M \frac{1}{2} \left\{ \|P_{\Omega}(X) - P_{\Omega}(ZM)\|_F^2 + \lambda \|ZM\|_* \right\}.
$$

(4)

Under this setup, the geographic covariates included in the design matrix $Z$ can be considered as parts of the explanatory variables of a linear model for the LR approximation of the data. Other spatial dependency that has not been explained
TABLE 2 Algorithm 2: Spatial matrix completion

| Input $X$, $Z$, $q$, $4$, and $t_{max}$ |
|-----------------------------------------|
| Initialize $W^{(0)} = 0$, $t = 1$ |
| while not converged or $t < t_{max}$ do |
| $\hat{W}^{(t)} \leftarrow P_{Ω}(X) + P_{⊥Ω}(W^{(t)})$ |
| $\hat{W}^{(t)} \leftarrow Z(Z^TZ)^{-1}Z^T\hat{W}^{(t)}$ |
| $W^{(t+1)} \leftarrow US_{d}(D)\hat{V}$, where $US_{d}(D)\hat{V}$ is the SVD of $\hat{W}^{(t)}$ |
| $t \leftarrow t + 1$ |
| end while |
| Output $\hat{W} = W^{(t)}$, $\hat{X} = P_{Ω}(X) + P_{⊥Ω}(\hat{W})$ |

Table by these geographic variables is absorbed by the thin-plate spline basis functions also included in $Z$. In essence, the method attempts to obtain a LR approximation of the data while preserving some prespecified spatial structures in this LR representation.

3.2 Optimization

First, we look at the complete data scenario with the proposed problem in (3). While $M$ is the unknown quantity of the objective function, it is important to keep in mind that we are more interested in $\hat{W} = Z\hat{M}$ where $\hat{M}$ is the optimal solution for (3). This quantity is the LR approximation of $X$. We give the closed-form solution of $\hat{W}$ in the following lemma.

Lemma. If $(Z^TZ)^{-1}$ exists, then the approximation $\hat{W} = Z\hat{M}$ of $X$, where $\hat{M}$ is the optimal solution for (3), has a closed-form expression, $\hat{W} = US_{d}(D)\hat{V}$, where $US_{d}(D)\hat{V}$ is SVD of $\hat{X} = Z(Z^TZ)^{-1}Z^TX$.

That is, when $X$ has no missing entries, the optimal solution is simply obtained by deriving the SVD of the projection of the original data $X$ onto the column space of $Z$. Subsequently, the LR representation, that is, the PC scores, retains the spatial structure embedded in $Z$, as shown in the full proof in Section 1 of the Supplement.

When $X$ has missing entries, we solve the problem in (4). Here the goal is to find a LR approximation to the original data (note the penalization on the nuclear norm of $ZM$) that still retains the spatial structure encoded in $Z$ and minimizes the overall amount of errors on non-missing entries of the original data $X$ (note the Frobenius norm derived on only observed indices $P_{Ω}(.)$ of $X$). We show that this problem can be mathematically rewritten in a clever way that we can easily solve using proximal gradient descent. The full derivation and proof are given in the Supplement.

The steps are summarized in Table 2. It turns out that our algorithm is similar to the LRMC algorithm, with the exception of the insertion of an additional projection step involving $Z$. We refer to this as the SMC algorithm.

3.3 Connection with existing methods

Another direct approach to induce spatial patterns into the PC scores was the PredPCA algorithm proposed by Jandarov et al. (2017). The PredPCA algorithm also employs the same matrix $Z$ of covariates and spline basis functions in its objective function. This algorithm uses a biconvex formulation of PCA where the PCs are estimated sequentially,

$$
\min_{\alpha, v} \left\| X - \left( \frac{Z\alpha}{\|Z\alpha\|_2} \right) v^T \right\|_F^2,
$$

where $\alpha \in \mathbb{R}^k$ and $v \in \mathbb{R}^p$. Here the algorithm estimates one PC at a time. The quantity $Z\alpha/\|Z\alpha\|_2$ plays the role of the PC score, while $v$ is the loading. PredPCA directly imposes a spatial structure on the score via $Z$. By doing so, PredPCA essentially aims to recover the best rank-1 approximation of $X$ that has spatial structure embedded within the left singular vectors. Thus the objective function of PredPCA can be rewritten as an $L0$ problem with spatial constraints. Heuristically, this is similar to what SMC aims to achieve. The fundamental difference is that SMC utilizes a nuclear-norm penalty, while
PredPCA resembles a spatial optimization problem with an L0 penalty. When some data are missing, such a reformulated version of PredPCA can potentially be solved using hard-thresholding (Mazumder et al., 2010). However, unlike SMC, the lack of convexity means that convergence to an optimal solution and corresponding theoretical properties are not guaranteed.

In its current form, the sequential estimation and the lack of a mechanism to handle missing data are rather unsatisfying. The probabilistic version, ProPrPCA (Vu et al., 2020), provides a better alternative to PredPCA when missing data are present, as imputation and dimension reduction are handled simultaneously. However, ProPrPCA also involves a series of rank-1 approximations, and requires longer computational time overall due to numerical optimizations of spatial parameters and likelihood-based imputations for missing observations.

In later sections, we compare SMC to both LRMC, in terms of recovering missing entries at monitoring locations, and ProPrPCA, in terms of predicting exposure data at new locations of interest.

4 | LOW-RANK MATRIX RECOVERY IN SIMULATION STUDIES: A COMPARISON BETWEEN SMC AND LRMC

4.1 | Setups

We first conduct two sets of simulation studies to compare the performance of LRMC and SMC in recovering missing entries. We generate spatially correlated multivariate data on a dense 100 × 100 grid (N = 10,000), using the following formula

\[ X = (R_oB_o + R_uB_u + S)V^T + E. \]

Here \( R_o \) and \( R_u \) represent the observed and unmeasured covariates, respectively, in addition to the data of interest \( X \in \mathbb{R}^{N \times p} \). In practice, these covariates often include, but are not limited to, geographic information system (GIS) variables. \( S \) is a mean-zero stationary structure with exponential spatial covariance, while \( E \) include independent white noises. The loadings \( V \) represent the mapping from the LR q-dimensional space to the higher p-dimensional space of the data. The specific simulation parameters can be found in the Supplement. The first set is a toy simulation study with \( q = 1 \) and \( p = 4 \), while the second set of simulations has \( q = 3 \) and \( p = 12 \). We consider four scenarios defined by the presence of unmeasured covariates (\( B_u = 0 \) or \( B_u \neq 0 \)) and spatial correlations (\( S = 0 \) or \( S \neq 0 \)).

In each simulation, we randomly choose 400 locations, and omit data entries at random. The level of missing data completely at random (MCAR) for each feature in \( X \) varies from 5% to 40%, with a 5% increment. We use LRMC and SMC to recover the missing entries and evaluate the mean squared errors (MSE) of these entries. The design matrix \( Z \) used in SMC includes the observed covariates \( R_o \) and thin-plate spline basis functions to capture other spatial variability.

While we focus on matrix recovery in this section, in each simulation, we also pick 100 new locations at random. Under spatial misalignment, the scientific interest lies in the data at these new locations, however, they are 100% missing. Thus accurate prediction of data at these locations using the “observed” locations is necessary. As SMC assumes a mean model for the LR structure of the data, this method is capable of producing an estimate for the data at new locations where no observation on any feature of \( X \) is available, while LRMC cannot. Thus, we also evaluate the MSE of SMC at these new locations.

4.2 | Results

Figure 3 shows the results of the toy simulations in which the data with four features (\( p = 4 \)) are generated based on a rank-1 structure (\( q = 1 \)). Overall, the mean MSE values for LRMC are always higher than those of SMC in these simulations. As the amount of missing data increases, mean MSE goes up for LRMC, but remains relatively the same for SMC even at MCAR level as high as 40%. It is notable that the variability of SMC results (in red) is the highest at 5% MCAR and decreases with more missing data. This is possibly due to the algorithm’s greedy attempt to use rich patterns learned within observed entries to recover a much smaller number of missing entries.

The advantage of SMC over LRMC is most apparent when there is no unmeasured covariate, that is, \( B_u = 0 \). When there are unmeasured covariates (panels b and d), the unobserved component, \( R_uB_uV^T \), is simply part of the...
LR structure data, which the LRMC algorithm can leverage, and thus its performance is not substantially impacted. With a large amount of unmeasured LR structure, it is possible that LRMC may outperform SMC at low level of missing data. However, even in these scenarios, the performance of SMC stays consistent as the amount of missing data increases.

In scenarios where there is truly no spatial correlation (panels a and b), SMC still outperforms LRMC. It is because SMC utilizes the relevant covariates $R_0$ that are predictable for the simulated data. Finally, SMC is capable of giving reasonable estimates of the data at new locations with no observed feature (results in blue), which LRMC cannot. This is an important implication in the context of spatial misalignment that is commonly seen in air pollution cohort studies.

The results from higher-dimensional simulations in which the data are generated with 12 features are included in the Supplement. We observe trends similar to these results from the toy simulations.

### 5 PREDICTIVE PERFORMANCE UNDER SPATIAL MISALIGNMENT: A COMPARISON BETWEEN SMC AND PROPRPCA

As alluded to in Section 3.1, in health-pollution cohort studies, the goal is not to recover missing data at monitoring locations. However, accurate predictions of the total mass and chemical profile at cohort locations, where pollution data are not readily available, are often required prior to health-pollution analysis. A straightforward solution is a multi-stage approach with imputation (to fill in missing monitoring data if any), dimension reduction (to identify important pollutant profile and also reduce computational burden of later step), and spatial prediction (estimate exposures at unobserved locations). As discussed in Section 3.3, existing methods PCA and PredPCA require complete data as input. LRMC can be used in the imputation step, however, it does not leverage important information from relevant covariates that are often available in environmental studies, such as GIS variables.
ProPrPCA (Vu et al., 2020) provides likelihood-based imputation simultaneously within the dimension reduction step. This method also aims to produce a lower-dimensional representation of the original data that can be easily predicted at new locations. Our proposed SMC model offers an alternative approach, with similar goals to ProPrPCA, but using convex optimization. Thus, in this section, we reproduce the simulations and data application in Vu et al. (2020), to compare SMC directly to ProPrPCA, PredPCA, and traditional PCA.

5.1 | Simulation studies

The full details of the original simulations are described with details in Vu et al. (2020). In summary, these simulations include \( p = 15 \) pollutant surfaces spanning a dense \( 100 \times 100 \) grid and generated based on three underlying PC scores. These scores have various levels of variance contribution to the data overall and spatial predictability, that is, how well these scores can be predicted at new locations using external covariates. In particular, the data generating mechanism is such that one of the PC scores is the most spatially predictable, one is moderately predictable, and one is not predictable by any covariates used in later universal kriging models. In the first scenario where the orders of spatial predictability and variance contribution to the data are the same, all competing methods are expected to perform equally well when there is no missing training data. The second scenario is where the most spatially predictable score did not contribute the most variability to the data. We also consider various settings in which the training data are either complete, missing completely at random (MCAR), or missing at random (MAR), where the missing patterns are associated with external covariates.

In each of the 1000 simulations, 400 training locations and 100 test locations are chosen at random. We implement the multi-stage procedure and evaluate these competing dimension reduction methods based on their performance in the spatial prediction stage with universal kriging. When training data are complete, we compare the “fully observed” version of SMC to PCA, PredPCA, and ProPrPCA. When the training data are either MCAR or MAR, LRMC is used in the imputation step prior to PCA and PredPCA, while neither ProPrPCA nor SMC requires this extra step. Specially, we compare the predicted scores, estimated at test locations by using universal kriging and the training scores obtained from each dimension reduction method, with the “true” scores, derived by projection of test data.

Table 3 provides both the prediction \( R^2 \) used in Vu et al. (2020), which reflects the correlation between the predicted score and true score, as well as the median MSE for each PC and for the overall reconstructed data matrix at test locations in the first simulation scenario. As expected, all methods perform equally well when the training data are complete. Under MAR, data among the first 5 pollutants are more likely to be missing at locations with extreme geographic covariates values. As discussed in the original article, due to the data generating mechanism, this setup eventually leads to the decreases in median \( R^2 \)’s for PC1 but slight increases for PC2. While the overall performance decreases under MAR, SMC gives the best result for PC1 (median \( R^2 = 0.74 \)), followed by ProPrPCA (median \( R^2 = 0.69 \)). This is in exchange for a slightly better performance for PC2 by ProPrPCA.

The differences between SMC and ProPrPCA are further examined in Figure 4, where we examine scatter plots of prediction \( R^2 \) across all simulations. The discrepancy is negligible with complete data or MCAR 35%. Under MAR, ProPrPCA shows some advantage by beating SMC for both PCs in 23.6% of the simulations (bottom-left quadrant), compared to just 5.3% of the time for SMC (top-right quadrant). However, the magnitudes of differences in these regions are relatively small. In 59.6% of the simulations, SMC is better at predicting PC1 with differences ranging up to 0.3 in \( R^2 \). Similar comparison between SMC and PredPCA are shown in the Supplement.

Corresponding results for the second simulation scenario are shown in the Supplement. Overall, we find that SMC produces results that are on par with ProPrPCA in simulations with various levels of missing data.

5.2 | Assessment of computational burden

In addition, we find SMC to be more computationally efficient as the sample size increases, as shown in Figure 5. Even though ProPrPCA only takes about 10 s for \( n = 1000 \) on average, due to complex likelihood-based algebras, ProPrPCA is not as efficient as methods that leverage convex optimization. Even with 2 separate steps of imputation and dimension reduction, LRMC+PredPCA is faster at roughly 0.1 s run time on average. SMC proves to be the most efficient at approximately 0.01 s on average with the same sample size. The increase in computational burden jumps from 0.1 (\( n = 100 \)) to 10 s (\( n = 1000 \)) on average for ProPrPCA. In contrast, the burden only increases 10 fold from 0.001 to 0.01 for SMC. Although 10 s may not seem to be a big deal in practice for one dataset, this has a potential implication for larger datasets
### TABLE 3  The predictive performance for simulation scenario 1 is evaluated on the test data for the four competing methods

| Method | Complete R² [median MSE] | MCAR 35% R² [median MSE] | MAR R² [median MSE] |
|--------|--------------------------|--------------------------|---------------------|
| PCA    | 0.83 [1.84]              | 0.80 [2.10]              | 0.61 [3.35]         |
| PredPCA| 0.84 [1.76]              | 0.81 [2.03]              | 0.63 [3.22]         |
| ProPrPCA| 0.84 [1.76]            | 0.83 [1.79]              | 0.69 [2.88]         |
| SMC    | 0.84 [1.76]              | 0.83 [1.80]              | 0.74 [2.70]         |

| Method | PC2 R² [median MSE] | Complete MSE | MCAR 35% MSE | MAR MSE |
|--------|---------------------|--------------|--------------|--------|
| PCA    | 0.60 [3.31]         | 1.54         | 1.57         | 1.66   |
| PredPCA| 0.60 [3.32]         | 1.53         | 1.56         | 1.63   |
| ProPrPCA| 0.60 [3.31]      | 1.53         | 1.54         | 1.58   |
| SMC    | 0.60 [3.31]         | 1.53         | 1.54         | 1.59   |

Note: The results are displayed as median $R^2$ and median MSE (in brackets) for the first two PCs, and median MSE for the entire data matrix reconstructed at test locations, across 1000 simulations. Variability across simulations is similar for all methods and hence not shown in this table. Under missing data scenarios, LRMC is used prior to either PCA or PredPCA.

### FIGURE 4  Difference in $R^2$ between SMC and ProPrPCA for scenario 1. Each dot represents result from one simulation. Percentages indicate the proportion out of 1000 simulations
in practice that span multiple years or with complicated missing patterns that can complicate the likelihood calculations used in ProPrPCA. Meanwhile SMC has the potential to scale and be further optimized thanks to using similar structure to LRMC.

5.3 Data application

Next we apply SMC to the same data application used in Vu et al. (2020), which were collected nationally by the Chemical Speciation Network (CSN), a sub-network of the Air Quality System network of monitors managed by the Environmental Protection Agency. Data are available for 21 components of PM$_{2.5}$: elemental carbon (EC), organic carbon (OC), sulfate ion (SO$_4^{2-}$), nitrate ion (NO$_3^-$), aluminum (Al), arsenic (As), bromine (Br), cadmium (Cd), calcium (Ca), chromium (Cr), copper (Cu), iron (Fe), potassium (K), magnesium (Mg), sodium (Na), sulfur (S), silicon (Si), selenium (Se), nickel (Ni), vanadium (V), and zinc (Zn). Geographic covariates are provided through the Exposure Assessment Core Database by the MESA Air team at the University of Washington. As described with full details in Vu et al. (2020), GIS data are preprocessed before use in all models. For example, covariates were removed if they had missing data at all sites, had the same values for at least 80% of the sites, or had extreme outliers. For consistency with all previous literature (Jandarov et al., 2017; Keller et al., 2017; Vu et al., 2020), we use the 2010 CSN data, which after data processing described in Vu et al. (2020), consists of 221 CSN sites, only 130 sites of which have complete data for all 21 components (overall 32.1% missing data). We additionally look into similar data collected in 2011, which includes 208 sites in total, only 128 sites of which have complete data (overall 30.1% missing data).

We first evaluate how the pollutant profile varies across dimension reduction methods. We also assess how the estimated loadings and corresponding PC scores change with different methods and whether all sites or just complete sites are used. The results are given in the Supplement. Overall, we find that the estimated loadings are noticeably different when including sites with missing data. SMC gives results that share similarities with both PredPCA and ProPrPCA.

Next we evaluate the predictive performance via leave-one-site-out cross-validation. In each iteration, we leave one site with complete data on all 21 components as test data, while performing dimension reduction and building a spatial prediction model based on training data. For a fair comparison, we use the same universal kriging model with exponential covariance structure for the spatial prediction step. The training data in each iteration may consist of either the remaining
TABLE 4  Prediction results from leave-one-site-out cross-validation on 2010 CSN data, using training data with either complete sites only or all available data, are reported as prediction $R^2$ and MSE (in brackets) for each PC and the overall reconstructed data matrix.

|                          | PC1       | PC2       | PC3       |
|--------------------------|-----------|-----------|-----------|
| Training data with complete sites only: $R^2$ [MSE] |           |           |           |
| PCA                      | 0.24 [0.91] | 0.51 [0.33] | 0.51 [0.26] |
| PredPCA                  | 0.52 [0.47] | 0.44 [0.34] | 0.62 [0.22] |
| ProPrPCA                 | 0.52 [0.47] | 0.44 [0.33] | 0.62 [0.22] |
| SMC                      | 0.52 [0.47] | 0.44 [0.33] | 0.62 [0.22] |
| Training data with all available sites: $R^2$ [MSE] |           |           |           |
| PCA                      | 0.32 [0.52] | 0.44 [0.39] | 0.52 [0.25] |
| PredPCA                  | 0.54 [0.43] | 0.53 [0.20] | 0.45 [0.39] |
| ProPrPCA                 | 0.57 [0.41] | 0.35 [0.32] | 0.69 [0.21] |
| SMC                      | 0.57 [0.40] | 0.51 [0.21] | 0.48 [0.38] |

Note: LRMC is used prior to PCA or PredPCA when training set has missing data. Only sites with complete PM$_{2.5}$ component data are used as test data.

TABLE 5  Prediction results from leave-one-site-out cross-validation on 2011 CSN data, using training data with either complete sites only or all available data, are reported as prediction $R^2$ and MSE (in brackets) for each PC and the overall reconstructed data matrix.

|                          | PC1       | PC2       | PC3       |
|--------------------------|-----------|-----------|-----------|
| Training data with complete sites only: $R^2$ [MSE] |           |           |           |
| PCA                      | 0.59 [0.57] | 0.38 [0.39] | 0.66 [0.20] |
| PredPCA                  | 0.71 [0.38] | 0.59 [0.19] | 0.56 [0.30] |
| ProPrPCA                 | 0.71 [0.39] | 0.53 [0.20] | 0.61 [0.28] |
| SMC                      | 0.71 [0.39] | 0.60 [0.19] | 0.58 [0.29] |
| Training data with all available sites: $R^2$ [MSE] |           |           |           |
| PCA                      | 0.55 [0.44] | 0.61 [0.34] | 0.61 [0.25] |
| PredPCA                  | 0.66 [0.45] | 0.65 [0.17] | 0.51 [0.20] |
| ProPrPCA                 | 0.72 [0.38] | 0.66 [0.17] | 0.57 [0.23] |
| SMC                      | 0.70 [0.39] | 0.65 [0.16] | 0.46 [0.25] |

Note: LRMC is used prior to PCA or PredPCA when training set has missing data. Only sites with complete PM$_{2.5}$ component data are used as test data.

The results for 2010 CSN data are shown in Table 4. When using only complete sites for training data, PCA has acceptable performance for PC2 and PC3, however, gives poor results for PC1 ($R^2 = 0.24$). Meanwhile, the other three methods give the same results and better $R^2$ for both PC1 and PC3. When training data consist of all remaining sites, SMC is better than PredPCA overall for all PCs. SMC has the same performance as ProPrPCA for PC1, but there is a slight trade-off in performance between PC2 and PC3. SMC has a substantially higher $R^2$ for PC2 compared to ProPrPCA, but worse performance for PC3. These results may be due to the switching between PC2 and PC3 observed in the pollutant profile, as shown in the Supplement. Similar results for the 2011 CSN data are shown in Table 5. The overall performance for 2011 data is better than 2010 across all methods. When using all available sites, the performance of ProPrPCA improves most noticeably in PC2, without a large trade-off in other PCs. While PredPCA has worse performance in both PC1 and PC3, the performance of SMC is closer to ProPrPCA in this dataset.

For a fair comparison across all methods, we use the same prespecified spatial information encoded in $\mathbf{Z}$ and the same universal kriging model in the spatial prediction stage for all PCs. While simplifying the comparisons, using the same
TABLE 6 Evaluation of different approaches with imputation and dimension reduction in the setting of spatially misaligned and multivariate air pollution data with missing observations

|                                      | LRMC+PCA | LRMC+PredPCA | ProPrPCA | SMC |
|--------------------------------------|----------|--------------|----------|-----|
| Induce spatial patterns in PC scores | ✓        | ✓            | ✓        | ✓   |
| Impute data with spatial consideration|          | ✓            | ✓        | ✓   |
| Estimate all PCs simultaneously      | ✓        |              | ✓        | ✓   |

$Z$ matrix to model all PCs may not be effective, and the covariance structure might have not been correctly specified in these data applications. Potential solutions, which are beyond the scope of this article, include an adaptive selection of features to be included in $Z$ (Bose et al., 2018), or more sophisticated nonstationary models for spatial prediction instead of universal kriging.

6 | DISCUSSION

In this article, we focus on problems arising in health-pollution cohort studies, in which multi-pollutant data are often spatially misaligned and have a large number of missing observations. The ultimate goal is to develop a dimension reduction technique that is similar to PCA but able to leverage spatial structure and external information to obtain accurate predictions at new locations of interest. The scientific motivation includes the ability to characterize the pollutant profile across locations, and to identify effect modifiers for the health-pollution associations of interest.

We formulate a convex optimization problem based on the existing idea of LRMC with nuclear-norm penalization. We show that a closed-form solution exists when the original data are fully observed. In addition, we also derive a proximal algorithm to solve the problem when some elements of the data are missing. In simulations with generated spatial data, we show that SMC outperforms LRMC in recovering missing data entries. We also illustrate how SMC can produce reliable estimates of the entire pollutant profile at new locations while LRMC simply cannot. In addition, we show the merits of SMC under spatial misalignment typically seen in air pollution cohort studies by reproducing and comparing to simulated results and data applications given in Vu et al. (2020).

A slight complication of SMC compared to other methods is that it requires the penalty parameter $\lambda$. In our current algorithm, the choice of $\lambda$ is based on a small grid search to reach the desired rank $q$ of the low-rank approximation. However, the grid search does not have a major impact on computation time, as shown in simulation results. Computation time can also be shortened using warm starts (Mazumder et al., 2010).

Under the setting of spatially misaligned and multivariate air pollution data, SMC can produce LR structure with spatial patterns and impute for missing data with considerations of external geographic and spatial information, as illustrated in Table 6. SMC is also able to estimate all PCs simultaneously, whereas the ProPrPCA model requires the PCs to be estimated sequentially. Under SMC, estimated PCs are guaranteed to be orthogonal, and thus considered to be uncorrelated, which is one of the desirable properties of PCA. It is important to note that for ProPrPCA, when data is missing, the parameter estimation and data imputation are separate. The loadings are estimated based only on the observed data. The data is then imputed with consideration of $Z$, and projected onto the directions of the loadings to derive the PC scores. One can practically use different $Z$ matrices for the estimation and imputation procedures. This can potentially be more beneficial and more accurate, particularly when there is reasonable evidence to believe that the missing mechanism only depends on a subset of covariates and spline terms included in $Z$. Meanwhile, imputation and dimension reduction are essentially intertwined in the SMC algorithm, and there is no flexibility in modifying information used for imputing data only. The results discussed in Section 5 show that ProPrPCA consistently produces better results, although SMC follows very closely. The SMC algorithm offers a faster, more compact and elegant alternative to ProPrPCA.

In its current form proposed by Jandarov et al. (2017), an imputation step is required prior to PredPCA. LRMC is a useful method to fill in the missing data, but it does not account for spatial structure while imputing the data. Using LRMC prior to PredPCA may distort the underlying structure of the data even before dimension reduction, and thus worsen the predictive performance.

In recent literature, LRMC has been employed in various problems involving spatially correlated data. For example, LRMC is used in video denoising (Ji et al., 2010), seismic data reconstruction (Yang et al., 2013), and imaging recovery...
(Shin et al., 2014). Cabral et al. (2014) tackle the problem of multi-label image classification by extending LRMC with different loss functions to reflect the correct constraints of imaging data. Xie et al. (2017) develop a two-phase matrix-completion-based procedure with spatial and temporal considerations to recover corrupted weather data. These methods are intriguing and work well for the purpose of handling correlated missing data. However, none of these approaches directly impose spatial patterns into the LR structure of the data. To the best of our knowledge, no other method has utilized the LRMC framework in such a way that is relevant to spatially misaligned multi-pollutant data.

While initially focusing on health-pollution cohort studies, our proposed framework can be applicable to other fields where spatial misalignment motivates a separate exposure model. In such cases, the design matrix $Z$ can be modified to incorporate whatever covariates are necessary, with spline terms that represents various structures not limited to just spatial correlations. Future work includes potential extension to misaligned spatio-temporal data.
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