Faster estimation for constrained gamma mixture models using closed-form estimators
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SUMMARY

Mixture models are useful in a wide array of applications to identify subpopulations in noisy overlapping distributions. For example, in multiplexed immunofluorescence (mIF), cell image intensities represent expression levels and the cell populations are a noisy mixture of expressed and unexpressed cells. Among mixture models, the gamma mixture model has the strength of being flexible in fitting skewed strictly positive data that occur in many biological measurements. However, the current estimation method uses numerical optimization within the expectation maximization algorithm and is computationally expensive. This makes it infeasible to be applied across many large data sets, as is necessary in mIF data. Powered by a recently developed closed-form estimator for the gamma distribution, we propose a closed-form gamma mixture model that is not only more computationally efficient, but can also incorporate constraints from known biological information to the fitted distribution. We derive the closed-form estimators for the gamma mixture model and use simulations to demonstrate that our model produces comparable
results with the current model with significantly less time, and is excellent in constrained model fitting.
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1. Introduction

Mixture models are ubiquitous tools across scientific fields that can be used for clustering observations, because they are accessible and interpretable for researchers without extensive background in statistics. Variations of mixture models are widely used to identify patient subgroups or cell populations and to identify tissue types or tumors in medical imaging (Geuenich and others, 2021; Zhang and others, 2001; Ashburner and Friston, 2005; Solomon and others, 2006). In multiplexed immunofluorescence (mIF) imaging data, up to 60 markers are stained on a single tissue and individual cells are segmented using machine learning (McKinley and others, 2017; Gerdes and others, 2013). The histogram of cell marker intensities is an overlapping mixture of background intensity and cells that are expressed for the marker. For example, the marker CD8 is expressed only in T cells that are cytotoxic T cells and the majority of cells express background levels of CD8. Mixture models can be used to identify which cells are positive for CD8.

Normal mixture models are most commonly used as they have closed-form solutions for multivariate data. However, these models are not appropriate for mixtures of positive, heavily skewed distributions, which are common in biological imaging. For example, mIF imaging data are a mixture of heavily skewed distributions, where the components closer to zero are cells that do not express the imaged marker. In these cases, a gamma mixture model (GMM) has better flexibility to fit these heavily skewed distributions (Young and others, 2019; Benaglia and others, 2009; Khalili and others, 2007).

To obtain estimates for parameters, mixture models introduce the complete data loglikelihood
and use the expectation maximization (EM) algorithm to iterate between taking the expectation of the unknown latent variables and maximizing the log-likelihood conditional on the expected values (Dempster and others, 1977). A major drawback of GMMs is that they do not have closed-form maximum likelihood estimates (MLEs) and computation can take a long time (Benaglia and others, 2009; Young and others, 2019; Lakshmi and Vaidyanathan, 2016). The state-of-art approach is to use expectation conditional maximization to obtain estimates for the parameters (Young and others, 2019). This approach (as implemented in the R package mixtools) requires numerical root finding to obtain an estimate for the parameters in every maximization step of the EM algorithm. This slow maximization makes the approach infeasible for large data sets, where the algorithm must be applied a large number of times, such as in miF imaging, where the algorithm is applied to many channels on a large number of slides. The lack of a closed-form estimate also makes it difficult to incorporate prior biological knowledge that may improve model fit.

Recently, Ye and Chen (2017) developed closed-form estimators for parameters for the gamma distribution by utilizing the generalized gamma distribution. Here, we use this approach to derive closed-form estimators for the gamma mixture model (cfGMM) using the expectation-maximization algorithm. Our approach significantly reduces the computation time due to the estimators being closed-formed, and easily incorporates inequality constraints on the mode of the mixture components, which enables the addition of prior biological information. We compare the cfGMM and constrained cfGMM to the maximum likelihood (ML) approached used in the mixtools R package. We use two simulations to demonstrate the cfGMM has similar bias and variance to the GMM, faster convergence times, and more frequently converges successfully. Because of these advantages, the cfGMM approach can replace the current GMM estimation in most applications. We use the two component constrained cfGMM to fit CD8 marker distributions and identify the proportion of CD8+ cells. We provide code to fit the cfGGM in an R repository on
github (https://github.com/JiangmeiRubyXiong/cfGMM).

2. Methods

2.1 Closed-form estimators for finite gamma mixture models

The MLE for shape and scale parameter of the gamma distribution has no closed-form expression (Ye and Chen, 2017). The MOM estimator has substantially higher variance than the MLE so is not an appealing alternative. As a convenient solution, Ye and Chen (Ye and Chen, 2017) derived closed-form estimators for the gamma parameters using a generalized gamma distribution (Stacy, 1962)

\[ f(x) = G(a, b, \gamma) = \frac{x^{a\gamma-1} \exp\left\{\left(-\frac{x}{b}\right)\gamma\right\}}{b^{a\gamma} \Gamma(a)}. \]

When \( \gamma = 1 \), (2.1) is equal to the gamma distribution with shape \( a \) and scale \( b \). Closed-form estimators of \( a \) and \( b \) are obtained by differentiating (2.1) with respect to \( b \) and \( \gamma \), setting the derivative to 0, solving for \( a \) and \( b \), and setting \( \gamma = 1 \) in the final expression.

To derive the closed-form estimators for the GMM, we assume the data is a random sample \( x_1, \ldots, x_n \) from a \( K \) component generalized gamma mixture distribution. The density function of \( X \) is

\[ P(X = x) = \sum_{k=1}^{K} \lambda_k f(x; a_k, b_k, \gamma_k). \]

and the log-likelihood of the dataset is

\[ \ell(x|a, b, \lambda) = \sum_{i=1}^{n} \log \left\{ \sum_{k=1}^{K} \lambda_k f(x_i|a_k, b_k) \right\}. \]

For each generalized gamma component \( k \), \( \lambda_k \in [0, 1] \) are the mixture parameters, \( \sum_k \lambda_k = 1 \); \( f \) denotes the generalized gamma density function; \( a_k, b_k, \gamma_k \) are the parameters for the generalized gamma (2.1).

The expectation maximization (EM) algorithm (Dempster and others, 1977) is a standard approach for parameter estimation in mixture models. This approach introduces the latent multi-
nominal variable $Z_i = (Z_{i1}, \ldots, Z_{iK})$ into the model and maximizes the expected value of the complete data likelihood (Dempster *and others*, 1977). The expectation of the complete data likelihood to be maximized for the generalized gamma distribution is

$$\mathbb{E}_Z f(x \mid Z) = \sum_{i=1}^{n} \sum_{k=1}^{K} z_{ik} \log f(x_i; a_k, b_k, \gamma_k),$$

where

$$z_{ik} = \mathbb{P}(Z_{ik} = 1 \mid x_i; a, b, \gamma) = \frac{f(x_i \mid a_k, b_k, \gamma_k)}{\sum_{j=1}^{K} f(x_i \mid a_j, b_j, \gamma_j)} \quad (2.3)$$

$a = (a_1, a_2, \ldots, a_K)$, and $b, \gamma, \lambda$ in (2.2) are similarly defined vectors.

From here, the maximization of the expectation is now analogous to the maximization of the generalized gamma distribution for each component of the mixture model. Following the steps by Ye and Chen (2017, see Appendix), note again that $\gamma$ is set to 1 in the end, the expression of closed-form estimator for each component can be derived as

$$\hat{a}_k = \frac{\sum_{i=1}^{n} z_{ik} \sum_{i=1}^{n} z_{ik} X_i}{\sum_{i=1}^{n} z_{ik} \sum_{i=1}^{n} z_{ik} X_i \log X_i - \sum_{i=1}^{n} z_{ik} \log X_i \sum_{i=1}^{n} z_{ik} X_i} \quad (2.4)$$

$$\hat{b}_k = \frac{\sum_{i=1}^{n} z_{ik} \sum_{i=1}^{n} z_{ik} X_i \log X_i - \sum_{i=1}^{n} z_{ik} \log X_i \sum_{i=1}^{n} z_{ik} X_i}{\left(\sum_{i=1}^{n} z_{ik}\right)^2} \quad (2.5)$$

$$\hat{\lambda}_k = \frac{\sum_{i=1}^{n} z_{ik}}{n} \quad (2.6)$$

We can see from (2.4), (2.5), (2.6) that the estimators depend on $z_{ik}$, and $z_{ik}$ depend on the unknown parameters. We proceed with the classical EM estimation approach as follows (Dempster *and others*, 1977).
Procedure 2.1 (cfGMM EM algorithm). Let $K$ denote the number of components, $M$ denote the maximum number of iterations, and $\epsilon > 0$ be the convergence criterion.

1. Initialize $C = \infty$, $t = 1$. Randomly generate $\lambda^{(0)}$ so that $\sum_k \lambda_k = 1$. Initialize parameter vectors of $a^{(0)}, b^{(0)} \in \mathbb{R}^K$ using method of moments (MOM) estimator of the data partitioned according to $\lambda^{(0)}$ (Young and others, 2019).

2. While $t < M$ and $C > \epsilon$, compute the expected values $z_{ik}^{(t)}$ using formula (2.3), with $a = a^{(t-1)}$ and $b = b^{(t-1)}$. Then compute $a^{(t)}, b^{(t)}$ and $\lambda^{(t)}$ using formulas (2.4), (2.5) and (2.6) with $z_{ik} = z_{ik}^{(t)}$. Use formula (2.2) to set $C = |\ell(x | a^{(t)}, b^{(t)}, \lambda^{(t)}) - \ell(x | a^{(t-1)}, b^{(t-1)}, \lambda^{(t-1)})|/n$, $t = t + 1$. Repeat until convergence.

3. Set $\hat{a} = a^{(t)}, \hat{b} = b^{(t)}$, and $\hat{\lambda} = \lambda^{(t)}$.

Because our closed-form estimators are more efficient than the classical approach, our algorithm has the option to restart with several random starting values and choosing the one with the largest log-likelihood value to avoid reporting estimates obtained at a local maximum. This option is strongly encouraged especially for model with more than 2 components due to model complexity (Karlis and Xekalaki, 2003). As in other software implementations (Benaglia and others, 2009), if parameter values diverge (e.g. go to infinity) then the whole algorithm will restart with new starting values. Details are available in our code on our github repository https://github.com/JiangmeiRubyXiong/cfGMM.

2.2 Constrained Estimator

In many applications, we have prior information that the mode of components are within an certain area. For example, in mIF imaging data we know that, for the CD8 marker, there is a small proportion of CD8+ cells whose mode should be to the right of the unexpressed cells. To incorporate this information, we constrain the mode, $m_k$, which is a function of parameters $a_k, b_k,$
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to be in an interval

\[ m_k = (a_k - 1) \frac{1}{b_k} \in (l_k, u_k), k = 1, 2, 3, \ldots, K \]  \hspace{1cm} (2.7)

This constraint is equivalent to putting a flat bounded prior on the mode of the components. Because the log-likelihood is strictly concave with respect to \( a_k \) and \( b_k \), the constrained maximum must lie on the boundary, if the global maximum is outside the bounds (Boos and Stefanski, 2013). In this case, the expected log-likelihood of the component \( k \) is maximized at \( m_k \)

\[ (a_k - 1) \frac{1}{b_k} = m_k \Rightarrow a_k = m_k \frac{1}{b_k} + 1 \]  \hspace{1cm} (2.8)

Figure 1 is a graphical depiction of the boundaries and likelihood, where the likelihood is generated from one of 2-component datasets from the simulation section. To find the constrained MLE of \( b_k \), we can plug equation (2.8) in the expected log-likelihood with \( \gamma_k = 1 \), take derivative with respect to \( b_k \), and set it equal to zero

\[
\frac{\partial E[z_i | x][\log(L(x|z))]}{b_k} = \sum_{i=1}^{n} \frac{z_{ik}}{-b_k^2} \left( m_k + b_k - m_k \log(b_k) - m_k \psi(m_k/b_k + 1) + m_k \log X_i - X_i \right) = 0
\]  \hspace{1cm} (2.9)

Unfortunately, this equation does not have a closed-form solution due to the digamma function, \( \psi(\cdot) \). Therefore, we use Newton-Raphson to solve for the optimal \( b_k \). This approach gives the following procedure.

**Procedure 2.2** (constrained cfGMM EM algorithm). Let \( K \) denote the number of components, \( M \) denote the maximum number of iterations, and \( \epsilon > 0 \) be the convergence criterion.

1. Initialize \( C = \infty \), \( t = 1 \). Randomly generate \( \lambda^{(0)} \) so that \( \sum_k \lambda_k = 1 \). Initialize parameter vectors of \( a^{(0)}, b^{(0)} \in \mathbb{R}^K \) using method of moments (MOM) estimator of the data partitioned according to \( \lambda^{(0)} \).

2. While \( t < M \) and \( C > \epsilon \)

   (a) Compute \( z_{ik}^{(t)} \) using formula (2.3), with \( a = a^{(t-1)} \) and \( b = b^{(t-1)} \).
(b) Compute $a(t), b(t)$ and $\lambda(t)$ using formulas (2.4), (2.5) and (2.6) with $z_{ik} = z_{ik}^{(t)}$. Check if equation (2.7) holds for all pairs of $a_k(t), b_k(t)$. If not, set $m_k$ to its closest boundary, and plug it in equation (2.9) to solve for $b_k$, and set $a_k$ by equation (2.8).

(c) Using formula (2.2), set $C = |\ell(x|a(t), b(t), \lambda(t)) - \ell(x|a^{(t-1)}, b^{(t-1)}, \lambda^{(t-1)})|/n$ and $t = t + 1$.

Repeat until convergence.

3. Set $\hat{a} = a(t), \hat{b} = b(t)$, and $\hat{\lambda} = \lambda(t)$

Using the constrained estimator can not only incorporate external information, but is also helpful in avoiding the algorithm from being stuck in local maximum of log-likelihoods. Using correctly specified constraints can also reduce computation time with comparable result output as the unconstrained one.

2.3 Simulation Setup

We compare the cfGMM and the constrained cfGMM to the existing GMM, using two simulated datasets for 1,000 simulations each. For the first data set we simulated a two component mixture model with parameters $\lambda = (0.3, 0.7), \alpha = (0.5, 8), \beta = (0.5, 1/3)$ and a three component mixture model with parameters $\lambda = (0.3, 0.5, 0.2), \alpha = (0.5, 6, 8), \beta = (2, 1/3, 1)$ (Figure 2). For the constrained estimator, we restricted the mode of each component to be in the range $(-\infty, 0), (0, 5)$, for the two component data, and $(-\infty, 0), (0, 5), (5, 15)$ for three component data. Note that they included the true mode for each component, which is $-\infty, 7/3$ for two component data and $-\infty, 5/3, 7$ for three component data. Note that there is no mode for gamma distribution with $\alpha < 1$, and in our simulation the mode with $\alpha < 1$ is set to be $-\infty$ for the convenience of calculation and representation. We perform the simulation for sample sizes of 100, 1,000 and 10,000.

We assessed bias, variance, computing time, and convergence rates to compare the methods.
3. Simulation Results

We simulated 2-component and 3-component gamma mixture models to compare convergence rate, convergence time, bias, and variance. An example of the simulated data with the density of fitted model is given in Figure 2.

Our closed-from estimator has a higher proportion of convergence: all runs have converged in the simulation (Table 1). In comparison, GMM is a lower convergence rate for the 3-component model.

We compared convergence time across the 1000 simulations cfGMM outperforms GMM by great deal, and the constrained cfGMM is faster than non-constrained GMM (Figure 3). The difference between computation time increases as the sample size increases, so the cfGMM has a greater benefit in larger samples.

Both constrained and unconstrained cfGMM have bigger bias and variability in parameter estimation than GMM when $n = 100$, but the discrepancy is diminished as the sample size increases (Figure 4 and 5).

4. Identifying CD8+ cells mIF

To compare our cfGMM with constraints to the classical GMM estimation method we fit the two models to CD8 expression data acquired using mIF imaging. Prior to analysis, the images are autofluorescence adjusted and then single-cell segmentation is performed using machine learning (McKinley and others, 2019). CD8 expression data are quantified for each cell by taking the median image intensity in each cell’s segmented region. Cell values are transformed using $\log_{10}(x/\text{mean}(x)+1)$ (Harris and others, 2021). The CD8 marker values are composed of two cell populations, CD8 positive cells that are expressed and background cells that are not expressed. The cells that are CD8 positive have a higher value of CD8 than the background cells and should account for approximately 5-15% of the cell population (Chen and others, 2021).
expect that adding constraints to the CD8 positive cells component will provide a more natural fit.

The fit of GMM on the left panel of Figure 6 shows that the two component distributions are overlapping, which contradicts our prior belief about the signal intensity of CD8+ cells. In contrast the constrained 2-component cfGMM has a better fit (modal constraints [0, 0.8] and [0.5, 1.5])

We chose the constraint by looking of histogram. The fit from the constrained model, which is on the right panel of Figure 6 is closer to our expectation, distinguishing the two components with the expressed distribution constrained to the right of the unexpressed cell.

The mode of the expressed group fit by constrained cfGMM lies on the boundary of constraint because the unconstrained likelihood wants to put the "expressed" component mode below the unexpressed cells. The gamma is just an approximation to the distribution of the mIF and does not perfectly fit the data, but is useful for estimating expressed cell proportions and individual cell probabilities, $z_i k$, (2.3).

5. Discussion

In this paper, we developed closed-form estimator for the finite gamma mixture model and demonstrated its computational advantages compared to the existing GMM estimation method (Young and others, 2019). We used the approach of Ye and Chen (2017) to derive closed-form estimators for the gamma distribution, but generalized it to K-component mixture models. Having closed-form estimators made it easy to add parameter constraints on the mode of the component distributions. Incorporating the constraints made the model converge faster than the cfGMM without constraints and the GMM.

Our goal is to use this approach to estimate cell classes in mIF data and future work will further develop the application of this model to biological problems. For example, in mIF, cell type identification is traditionally done manually, which is infeasible for a large number of slides.
There are a few methods to perform automatic cell type identification (Levine and others, 2015; Geuenich and others, 2021; Zhang and others, 2019), but these do not account for the skewed distribution of the data; it will be interesting to see whether the constrained cfGMM improves cell population estimation. Model fit might be improved by adding constraints on variance of the components as well. The cfGMM proposed in this paper can be a good candidate for a robust statistical method that reduces the burden of manual cell type identification.

6. Software

Software in the form of R code, is available on https://github.com/JiangmeiRubyXiong/cfGMM.
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Fig. 1. A contour plot of log-likelihood with mode constraints. The log-likelihood is created using one of the two-component simulation data sets. The straight lines are the $m_k = 3, m_k = 5$ boundary, separately and their expression follows equation (2.8). The range allowed for mode is the shaded area between the line of mode bounds. Due to concavity of the likelihood function the constrained maximum occurs on the boundary.

Table 1. *The proportion of convergence in results among 1000 simulations. constr.=constrained, cfGMM= closed-form gamma mixture model.*

| Sample Size | Convergence Proportion | 2 Component | 3 Component |
|-------------|------------------------|-------------|-------------|
|             |                        | constr.cfGMM | cfGMM | GMM | constr.cfGMM | cfGMM | GMM |
| 100         | 1                      | 1            | 0.992      | 1   | 1            | 0.608  |
| 1000        | 1                      | 1            | 0.999      | 1   | 1            | 0.706  |
| 10000       | 1                      | 1            | 0.998      | 1   | 1            | 0.875  |
Fig. 2. Example cfGMM fit on one 2-component and 3-component simulation. Note that the histogram in the plot is the histogram of the data simulated according to the parameter setup (Section (2.3)), and the shaded curve is the density according to the cfGMM fit results.
Fig. 3. A comparison of processing times for the two component (top) and three component (bottom) simulations. cfGMM and cfGMM with constraints both outperform GMM in computation time.
Fig. 4. Bias across 1,000 simulations of the two component model. The bias are winsorized (95%) for display purposes. In small samples, all estimators are biased, but the bias is reduced in larger samples.
Fig. 5. Bias across 1,000 simulations of the three component model. The bias are winsorized (95%) for display purposes. In small samples, all estimators are biased, but the bias is reduced in larger samples.
Fig. 6. The side-by-side comparison of GMM and cfGMM fit on mxIF CD8 data. The y-axis is on log-scale for display purposes.