Abstract: In this article, we make a detailed study of some mathematical aspects associated with a generalized Lévy process using fractional diffusion equation with Mittag–Leffler kernel in the context of Atangana–Baleanu operator. The Lévy process has several applications in science, with a particular emphasis on statistical physics and biological systems. Using the continuous time random walk, we constructed a fractional diffusion equation that includes two fractional operators, the Riesz operator to Laplacian term and the Atangana–Baleanu in time derivative, i.e.,

$$\frac{AB \alpha}{d} D^\alpha \rho(x,t) = K_{\alpha,\mu} \partial^\mu \rho(x,t).$$

We present the exact solution to model and discuss how the Mittag–Leffler kernel brings a new point of view to Lévy process. Moreover, we discuss a series of scenarios where the present model can be useful in the description of real systems.
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1. Introduction

The generalization of mathematical diffusion models have a crucial role in the production of non-Gaussian distributions. Recently, a series of generalized Gaussian distributions were reported in a huge quantity of contexts. Among them, in super-statistical [1–3], diffusion with memory kernels [4–6], stochastic resetting process [7,8], controlled-diffusion [9–11], complex fluids [12], etc. In this scenario, a huge quantity of systems present a relation between a non-Gaussian distribution and anomalous diffusion process by nonlinear growth of the mean square displacement (MSD) in time [13,14], i.e.,

$$\langle (\Delta x)^2 \rangle = 2K_\alpha t^\alpha,$$

in which $K_\alpha$ is a general diffusion coefficient with fractional dimension. The MSD relation is associated with different diffusive behaviors, classified as follows: $0 < \alpha < 1$, the system is sub-diffusive; $\alpha = 1$ usual diffusion; and $1 < \alpha < 2$ occurs the super-diffusion. In particular cases, when $\alpha = 2$ the diffusion is ballistic and for $2 < \alpha$ occurs the hyper diffusive process. Moreover, there are fractional dynamics that imply an infinity MSD behavior, i.e.,

$$\int_{-\infty}^{\infty} (\Delta x)^2 \rho(x) dx \sim +\infty,$$

in which $\rho(x)$ is a probability function and $\Delta x = x - \langle x \rangle$. In math, the relation (1) is justified in Lévy statistic [15,16]. In physics, the relation (1) occurs due to instantaneous propagation velocity, that is the central idea of Lévy flights.

The Lévy statistic is a powerful tool to approach some complex systems in physics [17,18]. A central point of the Lévy statistic is the Lévy-distribution that has the following structure:

$$L_\mu(z) \sim \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ikz - \frac{\mu}{2} |k|^\mu}}{Z} dk,$$

which have a long-tailed and is characterized by a power-law function [19,20]. The Lévy distribution, which retrieves the Gaussian distribution from $\mu = 2$ to $\mu = 1$, obtains the Cauchy distribution.
In addition, the Lévy distribution is a consequence of a generalized version of the central limit theorem [21], in which the sum of random variables (identically distributed) with distributions having power-law tails converge to one of the Lévy distributions. In works [22,23], the authors showed that the Lévy-stable distribution emerges as a natural consequence of fractional collisions models (Rayleigh, driven Maxwell gas). Another option is the fractional Fokker Planck (FFP) equation that has a broad field of investigation. A typical example of an application of the FFP equation occurs to the free particle in the context of diffusion equations, which was reported by Metzler, Barkai, and Klafter [24]. In this scenario, there is a different class of generalized random walks, that may include nonlocality and memory, among other effects [25]. A way to build the fractional random walks is by use of the Scher–Montroll equation (continuous time random walk or CTRW theory) [26–28]. In this sense, the Riesz–Feller fractional derivative appears in diffusion equations as a natural consequence of big jumps that sometimes occur to random walks [16]. Thereby, using the CTRW formalism, it is possible to write the following equation:

\[
\frac{\partial^{\alpha}}{\partial t^{\alpha}} \rho(x, t) = K_{\alpha,\mu} \frac{\partial^{\mu}}{\partial |x|^{\mu}} \rho(x, t), \quad 1 < \mu < 2 \quad \text{and} \quad 0 < \alpha < 1,
\]

in which \( \frac{\partial^{\nu}}{\partial |x|^{\nu}} \) and \( \frac{\partial^{\mu}}{\partial |x|^{\mu}} \) are the Riesz–Feller and Caputo fractional derivative, respectively [29]. The solution of Equation (3) is well-known and \( \rho(x, 0) = \delta(x) \) can be written as follows:

\[
\rho(x, t) = \frac{1}{2\pi t^{\frac{\mu}{2}}} \int_{-\infty}^{+\infty} dy \exp[ixy] E_{\alpha}[-t^{\mu}|y|^{\mu} K_{\alpha,\mu}],
\]

in which \( E_{\alpha}[\cdot] \) is the Mittag–Leffler function. The solution of Equation (3) was found by Mainardi et al. in [30] and expressed in term of the Fox function in [31]. Considering \( \alpha = 1 \) and \( K_{\alpha,\mu} = 1 \), we have

\[
\rho(x, t) = \frac{1}{t^{\frac{\mu}{2}}} L_{\mu} \left[ \frac{|x|}{t^{\frac{\mu}{2}}} \right].
\]

Moreover, for \( \mu = 2 \) and \( \alpha = 1 \), we retrieve the Gaussian distribution; for \( \mu = 1 \) and \( \alpha = 1 \), we have another particular case that corresponds to the Cauchy distribution. In this decade, the Lévy process was reported in several contexts: Optics [32], chaos [33], cold atoms [34], turbulence [35], glass [36], quantum dots [37], bio-physics [38], single-molecule spectroscopy [39], etc. Motivated by huge amount of applications in science, in this work, we constructed a generalization of Lévy process in the context of temporal memory. To do this, we consider the most investigated kernel in actuality, the Mittag–Leffler (ML) memory kernels.

The ML function, represented by \( E_{\alpha} \) symbol, is a generalization of the exponential function in the context of fractional calculus [40,41]. The \( E_{\alpha,\beta} \)-function for two parameters is given by

\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)},
\]

in which \( z, \alpha, \beta \in \mathbb{C} \).

Some complexities present in the actual scenario of the diffusion process are deeply linked with memory process [42]. Examples, there are several biological systems in which the collective movement of particles (or organisms) needs some type of special dynamical approach, which can include analytical models and simulations [43]. In recent works [44,45] Hristov shows a series of diffusive models which include memory effects due to generalized kernels. In works [46–48] the authors suggest that the new fractional the operator can capture a more substantial memory effect in a series of particular cases. Hence, investigate the mechanisms which lead to anomalous process and non-Gaussian distributions are central themes in mathematical of diffusion. In particular, the Lévy process (in Riesz–Feller sense [13]) can be determined through analytical calculus of probability
distribution in CTRW approach, and applications for it is present in many fields of physics [17]. In this direction, the present work investigates how memory kernel modifies the Lévy process.

The paper is outlined as follows: In Section 2, we present the preliminary concepts about fractional calculus. In Section 3 we introduce our model that consists of a construction of the fractional diffusion equation with Riesz derivative and Mittag–Leffler kernels. We present the exact solution for the model. In the following, we present a series of behavior to exemplify the different behaviors to the generalized Lévy process in the context of Mittag–Leffler kernel. Finally, in Section 4, we present the conclusions and discuss possible scenarios where results can be applied.

2. Preliminaries Concepts: Fractional Derivatives

In this section, we review some notions and concepts used throughout the paper.

Nowadays, there are several definitions and references that bring in detail mathematical and applicable aspects of fractional derivatives [40]. The best-known definitions for the fractional derivative are associated with formulations made by Riemann, Liouville, and Caputo.

Definition 1. Considering a continuous function \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \). The fractional derivative of Caputo, to arbitrary order \( \alpha \in [0, +\infty) \) is defined by

\[
 cD^\alpha_t f(t) = \frac{1}{\Gamma[n-\alpha]} \int_0^t \frac{1}{(t-t')^{1+\alpha-n}} \frac{d^n}{dt^n} f(t') dt', \quad t \in \mathbb{R},
\]  

(7)
in which \( \Gamma[\ldots] \) is the Gamma function and \( n-1 < \alpha < n \). Considering \( \alpha \in (0,1] \), the Laplace transform \( (\int_0^\infty dt e^{-st} f(t) = \tilde{f}(s)) \) implies

\[
 \mathcal{L}\{cD^\alpha_t f(t)\} = s^\alpha \tilde{f}(s) - s^{\alpha-1} f(0).
\]

(8)

To \( \alpha \to n \), Equation (7) retrieves the usual \( n \)-order derivative. For more details, see [40]. In the same way that the fractional derivative was defined, a corresponding fractional integral can be defined [40].

To exemplify the applicability of definition (7), we can consider a fractional order \( \alpha = 1/2 \) and a power-law function \( t^n \) to \( n > 1 \). Thereby, we obtain

\[
 \frac{d^{1/2}}{dt^{1/2}} t^n = \frac{\Gamma[n+1]}{\Gamma[n+1/2]} t^{n-1/2}.
\]

(9)

To \( \alpha \in [0,1) \) we obtain

\[
 \frac{d^\alpha}{dt^\alpha} t^n = \frac{\Gamma[n+1]}{\Gamma[n+1-\alpha]} t^{n-\alpha}.
\]

(10)

Therefore, the fractional derivative for power-law function has a similar mathematical structure of the integer-order derivative (Leibniz–Newton), for example, Equation (10) followed limit to \( \alpha \to 1 \)

\[
 \lim_{\alpha \to 1} \frac{d^\alpha}{dt^\alpha} t^n = nt^{n-1}.
\]

(11)

There are several other definitions of fractional derivatives, and these satisfy several mathematical properties that are detailed in references [40,49,50]. The fractional derivatives applied in differential equations generate a series of special functions [51,52], for example, the application of fractional derivatives on the diffusion equation implies solutions that are written by uses of Mittag–Leffler and Fox functions. In fact, the versatility of the fractional \( \alpha \) index introduces the memory concept if we consider a fractional derivative applied in a temporal variable. The fractional derivative can be applied into the spatial variable which can imply a nonlocality effect, an example of this occurs in fractional Schrödinger equation [53].
Another definition that we use in this work is the Riesz–Feller fractional derivative, which is defined as follows:

\[
\begin{align*}
\mathcal{D}_t^\alpha f(x) &= \frac{\Gamma(\mu + 1)}{\pi} \sin \left( \frac{(\mu + \theta)\pi}{2} \right) \int_0^{+\infty} d\xi \frac{f(x + \xi) - f(x)}{\xi^{1+\mu}}, \\
&+ \frac{\Gamma(\mu + 1)}{\pi} \sin \left( \frac{(\mu - \theta)\pi}{2} \right) \int_0^{-\infty} d\xi \frac{f(x - \xi) - f(x)}{\xi^{1+\mu}},
\end{align*}
\]

in which \(1 < \mu < 2\) and skewness \(\theta\) (\(|\theta| < \min\{\mu, \mu - 2\}, \theta \neq \pm 1\)). The fractional derivatives such as Riemann–Liouville, Letnikov, Riesz, and others, are constituted by convolution integrals with power-law kernels. In this scenario, a huge quantity of kernels were investigated in more different contexts [41,44,54]. Particularly, the diffusion with fractional derivatives generalize the Gaussian solution (Einstein sense) to a rich class of non-Gaussian distributions [4,8].

Recently, the presence of temporal memory kernels on descriptions of physical systems has been an interesting mathematical tool to investigate complexity in nature [55–59]. In this sense, a series of news kernels was proposed to approach mathematical models that have become limited. A successful proposal in the description of many systems was the proposal of Atangana and Baleanu, which introduces a particular Mittag–Leffler function as a kernel [46,60,61]. The Atangana–Baleanu operator obtained complete success and was used to describe chaotic systems [62], memory effects [44], non-Gaussian processes [4], epidemic systems [63], and others. In this sense, new approaches to fractional dynamics have come to light [4,8,64]. They opened up new discussions and introduced new memory effects on physical systems. In this way, the study of memory kernels attracted more and more scientists. Here, we defined a general Mittag–Leffler operator to exemplify the mathematical structure of discussed theme, so

\[
A_\alpha^R D_t^\alpha f(t) = \frac{b(\alpha)}{1 - \alpha} \int_t^1 E_\alpha \left[ -\frac{\alpha}{1 - \alpha} (t - t')^\alpha \right] \frac{d}{dt} f(t') dt', \quad t \in \mathbb{R},
\]

in which \(E_\alpha(z) = E_{\alpha,1}(z)\) is the Mittag–Leffler function [40] with \(0 < \alpha < 1\). To \(\alpha \to 1\), we obtain the integer derivative of first order. The kernel \(E_\alpha(z)\) is not singular (i.e., \(\lim_{z \to 0} E_\alpha(z) \neq \pm \infty\)). Here, one question may be considered, how can the nonsingular Mittag–Leffler kernel in Lévy-diffusion equation be linked with continuous time random walk (CTRW)? In the next section, we applied the CTRW formalism to build the fractional diffusion equation that implies the Lévy process in the context of Mittag–Leffler memory kernel.

3. From CTRW to Generalized Levy Process

In fact, the CTRW [16] brings the fractional derivative in the diffusion process as a consequence of disorder, traps, memory, or other mechanisms [65]. In the case of the CTRW [16], the walker run in a medium that can admit some irregularities, and is thereby conventional, takes a step \(\lambda\) as a random variable in an arbitrary direction in \(x\). Moreover, we assume a given time interval between each step of the walker. All steps are statistically independent, occurring at random time intervals. We can then write the length of the jump as a probability density function,

\[
\lambda(x) = \int_0^\infty \psi(x, t) dt,
\]

as well as the waiting time

\[
w(t) = \int_{-\infty}^\infty \psi(x, t) dx,
\]

in which \(\lambda(x) dx\) corresponds to the density probability of a long jump \(L\) in a given range \(x \to x + dx\), and the density probability of \(\tau\) (waiting time), \(w(t) dt\), will be chosen from between two steps. Thus, the walker can be described by a probability density function \(\psi(x, t)\), where \(L\) and \(\tau\) are random.
variables. The function $\psi(x,t)$ can be decoupled, i.e., $\psi(x,t) = w(t)\lambda(x)$. In this sense, the waiting time and the length of the jumps may present divergences depending on the nature of the functions $w(t)$ and $\lambda(t)$. These quantities may bring elementary pieces of information about the system. For example, if the mean of waiting time distribution is finite and jump length variance is divergent, we obtain Lévy distributions, or else in the case that the average waiting time distribution diverges, keeping the jump length variance constant implies the random walker with a fractal nature on time [16].

Thus, considering time as a discrete variable, we can establish a parallel between random walkers with discrete and continuous time. Therefore, we have successive jumps occurring between uniform time intervals, but, in case that time continuously evolves, the duration between jumps constitutes a random variable. In this way, the prediction of the walker in the next position may not only want local knowledge of walker but also of positions in earlier times. Thereby, the system has a dependence of past history, and reveals that the non-Markovian process can be described by use of CTRW theory [13,16].

Now, using the CTRW theory, we want to build a fractional diffusion equation that is associated with generalized Lévy process. The average waiting time is considered,

$$\tau = \int_0^{\infty} dt w(t)t, \quad (16)$$

as well as the jump length variance

$$\sigma^2 = \int_{-\infty}^{\infty} dx \lambda(x)x^2. \quad (17)$$

By means of such averages, and considering the finite or divergent nature of these quantities, we can characterize different types of CTRW. In a more general case, any of these different CTRWs can be described by the integral equation:

$$\eta(x,t) = \int_{-\infty}^{\infty} dx' \int_0^t dt' \eta(x',t')\psi(x-x',t-t') + \delta(x)\delta(t), \quad (18)$$

where $\eta(x,t)$ is the probability per unit of displacement and time of a random hiker who has left the $x$ in the time $t$, to the position $x'$ in time $t'$, and the last term ($\delta(t)\delta(x)$) is the initial condition of the walker.

Therefore, the probability density function $\rho(x,t)$ of the walker to be found in position $x$ in the time $t$ is given by

$$\rho(x,t) = \int_0^t dt'\eta(x,t')\Phi(t-t'), \quad (19)$$

in which

$$\Phi(t) = 1 - \int_0^t dt'w(t'), \quad (20)$$

is the probability of the walker not jumping during the time interval $(0,t)$, that is, to remain in the initial position. Applying the Laplace transform in Equations (19) and (20) and using the convolution theorem, we have

$$\rho(x,s) = \frac{1}{s} \eta(x,s)[1 - w(s)]. \quad (21)$$

To determine $\eta(x,s)$, we must return to (18) and apply the Laplace transform on the temporal variable and Fourier transform on the spatial variable. Making use of integral transformations, we have

$$\eta(k,s)[1 - \psi(k,s)] = 1. \quad (22)$$
Using the previous result (Equation (21)) and considering an initial condition as \( \rho_0(x) \), we obtain the following equation

\[
\rho(k, s) = \frac{1 - w(s)}{s} \frac{\rho_0(k)}{1 - \varphi(k, s)},
\]

which is known as the Scher–Montroll equation. This equation can be applied to systems that have the jump length coupled to the waiting time. In 1987, Klafter, Blumen, and Shlesinger \[16\] demonstrated how the continuous random walk can be used to approach anomalous diffusive behaviors.

Here, we consider that the waiting time distribution in Laplace space assumes the following form:

\[
w(s) = \frac{1}{1 + \tau s L \left\{ \frac{b(\alpha)}{1 - \alpha} E_\alpha \left[ -\frac{a t^\alpha}{1 - \alpha} \right] \right\}},
\]

with \( w(s) \sim 1 - cs^\alpha \) to \( t \to \infty \). Equation (24) has a structure present in the following works \[4,66\]. If we consider that \( \langle x^2 \rangle \) is infinite, the \( \lambda \)-distribution in Fourier space has the following asymptotic limit:

\[
\lambda(k) \sim 1 - \sigma |k|^\mu,
\]

as presented by Metzler et al. in \[16\], we can rewrite the Scher–Montroll equation as follows:

\[
\rho(k, s) = \frac{b(\alpha)}{1 - \alpha} \frac{s^{\alpha-1}}{s^\alpha + \frac{a t^\alpha}{1 - \alpha}} \rho(k, 0) \frac{1}{s + \mathcal{K}_\alpha |k|^\mu},
\]

in which \( \mathcal{K}_\alpha = \sigma / \tau \). Using the relation

\[
\mathcal{F} \left\{ \frac{\partial^\mu}{\partial |x| \theta} f(x) \right\} = \mathcal{F} \left\{ \theta D_\mu^\theta f(x) \right\} \bigg|_{\theta = 0} = -|k|^\mu \mathcal{F} \{ f(x) \},
\]

and performing the inverse Laplace–Fourier transforms, we obtain the following equation:

\[
^{\lambda B}_0 D_\mu^\theta \rho(x, t) = \mathcal{K}_\alpha \frac{\partial^\mu}{\partial |x| \theta} \rho(x, t),
\]

that corresponds to the Atangana–Baleanu diffusion in the context of Lévy flights. The particular case in which \( \mu = 2 \) was investigated was in \[4\], in this work, the author found exact solutions and performing applications in the stochastic resetting problem. The solution corresponds to Fourier–Laplace the inverse function of the following expression:

\[
\rho(k, s) = \frac{\rho(k, 0)s^{\alpha-1}}{s^\alpha \left( \frac{b(\alpha)}{1 - \alpha} + \mathcal{K}_\alpha k^\mu \right) + \frac{a \mathcal{K}_\alpha k^\mu}{1 - \alpha}} = \frac{1}{b(\alpha) + (1 - a) \mathcal{K}_\alpha k^\mu} \frac{b(\alpha) \rho(k, 0)s^{\alpha-1}}{s^\alpha + \frac{a \mathcal{K}_\alpha k^\mu}{b(\alpha) + (1 - a) \mathcal{K}_\alpha k^\mu}},
\]

performing the Laplacian–Fourier inverse transforms we obtain
These figures show a series of distributions that represent the differences among Mittag–Leffler
functions.

\[
\rho(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dy' dy \frac{b(y)\rho(y', 0) \exp[i(x-y')y]}{b(\alpha) + (1-\alpha)K_\alpha|y|^\alpha} M_{\alpha, \mu}(y, t),
\]

in which

\[
M_{\alpha, \mu}(y, t) = E_\alpha \left[ \frac{-\alpha t^\alpha |y|^\mu K_\alpha}{b(\alpha) + (1-\alpha)K_\alpha|y|^\mu} \right],
\]

to \(\rho(x, 0) = \delta(x)\) we have

\[
\rho(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dy \frac{b(y) \exp[ixy]}{b(\alpha) + (1-\alpha)K_\alpha|y|^\alpha} E_\alpha \left[ \frac{-\alpha t^\alpha |y|^\mu K_\alpha}{b(\alpha) + (1-\alpha)K_\alpha|y|^\mu} \right].
\]

The solution (32) implies a rich class of Lévy-like distribution. The solution (32) is composed
by integration of the product of two positive functions, thereby \(\rho(x, t) > 0\) to all \(x \in \mathbb{R}\) with \(t \neq 0\),
a detailed analysis about non-negativity of solution (32) was made by Sandev et al. in [67], considering
a class of function with the same mathematical structure as Equation (29) (in Laplace-space). In Figure 1,
we show Lévy distributions under Atangana–Baleanu operator and fractional Caputo operator. In Figure 2,
we fixed \(\alpha = 0.1\) in Atanga–Baleanu operator and fractional Caputo operator, we choose different values of \(\mu\)-index of the Riesz–Feller fractional derivative.

**Figure 1.** These figures show a series of distributions that represent the differences among Mittag–Leffler
cornel (a) and power-law kernel (b) in Lévy process. The Mittag–Leffler Lévy flights are represented by
Equation (32); and the fractional Caputo derivative in the Lévy process is represented by Equation (4).
In both figures, we consider the follow values: \(\mu = 1.5\) (Lévy process), \(t = 10^3\), \(K = 10^2\), and different
\(\alpha\)-index. Moreover, in both figures, we use the same scale to make the differences clear.

**Figure 2.** These figures show a series of distributions that represent the differences among Mittag–Leffler
cornel (a) and power-law kernel (b) in Lévy process. The Mittag–Leffler Lévy flights are represented by
Equation (32); and the fractional Caputo derivative in the Lévy process is represented by Equation (4).
In both figures, we consider the follow values: \(\alpha = 0.1\) (fractional dynamic in the time), \(t = 10^{-2}\),
\(K = 10^2\), and different \(\mu\)-index (to \(\mu \neq 2\) we have Lévy process). Moreover, in both figures, we use the
same scale to make the differences clear.
As mentioned in Equation (1), the second moment of this type of distribution is infinity. However, in [68], Sokolov, Chechkin, and Klafter proposed a way to analyze the evolution of Lévy distributions in diffusion context, they consider \( \rho(x = 0, t) \) in that \( x = 0 \) is the position in initial time, where \( \rho(x, 0) = \delta(x) \) —the quantity \( \rho(0, t) \) allows us to understand how the function sinks into the relaxation process, applications of this technique can be founded in [69]. To obtain an analytic expression of \( \rho(0, t) \), consider \( \zeta = t^\alpha y^\mu \), we obtain

\[
\rho(0, t) = \frac{1}{\pi \mu} \int_0^{+\infty} d\zeta \frac{\zeta^{-1}}{t^\mu} \frac{t^\alpha b(\alpha)}{t^\alpha b(\alpha) + (1 - \alpha)|\zeta|\alpha^{-1} E_\alpha \left[ -at^\alpha \zeta K_{\alpha} \right] } .
\]

(33)

In this sense, we perform the numerical integration present in \( \rho(0, t) \) that is represented in Figure 3. To \( t \to \infty \), in Equation (33) we obtain

\[
\rho(0, t) \sim I_{\alpha, \mu} t^{-\frac{\mu}{\alpha}}
\]

(34)
as the asymptotic limit, this limit was represented in Figure 3 to five situations for two points of view the Mittag–Leffler kernel and the well-known power-law kernel. The particular case in both figures occurs to \( \alpha = 1 \), a well-known case presented in [68]. Another interesting observation in Mittag–Leffler case in Figure 3 is that, for times less than 10\(^0\), there a transient that Lévy flight with power-law (Figure 3b) does not present. It occurs due to the relation that ML function has with exponential function to short times. Moreover, Figure 3a shows that the asymptotic effect of Lévy flights (34) appears only for a short time and to \( t \sim 1 \) there is a crossover behavior from the non-Lévy process to a Lévy process.
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**Figure 3.** These figures show a series of curves (Sokolov analysis [68]) that represent the differences among Mittag–Leffler kernel (a) and power-law kernel (b) in Lévy process. The Mittag–Leffler cases are represented by Equation (33) and power-law cases are represented by Equation (4) to \( x = 0 \). In both figures, we consider the following values: \( \mu = 1.5 \) (Lévy process), \( K = 10^2 \), and different \( \alpha \)-index. Moreover, in both figures, we use the same scale to make the differences clear.

The model proposed in this work has connections with other models, as presented in Figure 4.
4. Discussion and Conclusions

In this work, we have investigated the Lévy flight to Atangana–Baleanu fractional derivative. Using the continuous time random walks, we build a generalized diffusion equation with two fractional operators, with the fractional Riesz–Feller Laplacian operator and Atangana–Baleanu fractional-time operator. The physical means of the obtained model is a new approach to Lévy flight in the context of a nonsingular fractional time operator. We presented the exact analytic solution to the problem. The results and techniques employed in this work are important tools for studying memory effects in Lévy process, thus opening new possibilities in future research and applications of fractional Atangana–Baleanu-Lévy process.

- **Biological systems** present a complexity that the usual models (with usual calculus) not are suitable on the description of some experimental results. In this sense, the Lévy flights have been a powerful approach in Biology. Some examples make mention of following problems:

  1. **Animals search for food** [70–72]. This is one of directions where the fractional models obtain success, maybe the main reason for this is the presence of a single big jump that probability distribution admits. However, the usual Lévy-diffusion is subordinated to Brownian motion, thereby, locally (excluding the big jumps) the Lévy process presents local-Brownian motion. Our model showed that MI kernel generalizes the behaviors of distribution to small time regimes, making possible a new characterization of the animals search process.

  2. **Organism movement patterns** [73–76]. This is one of the most important recent application of random walks that sometimes requires Lévy flights or Lévy walks for a deeper approach. A typical application occurs in the run-and-tumble problem of bacteria, bacteria is a small organism that presents a complex motion which depends on the sense that the flagellum rotates, Reynolds number, swimming type, etc. In this context, the "run" is when bacteria (or cell) swims following an almost straight path; and the "tumble" the bacteria (or cell) rotates almost on the same spot. Recently, the Lévy process has been on description of run-time distribution [77].

- **Transport in complex systems** has been a research line of many scientists in diverse fields of investigation. In this scenario, the Lévy process is present in most different contexts. Below, we present some examples of relevant problems:

  1. **Reaction–diffusion process** [9,78,79]. The reaction-diffusion process in fractional context implies a new class of reaction process that is suitable to approaches of reaction–diffusion
with long-range. This way we can employ to approach complexity in reactions process. When we think in the reaction process, we think in reaction order. The linear reaction term is the most ordinary approach, due to the existence of analytical solutions. In this scenario, the fractional dynamics can be employed to experimentally adjust experimental data, associated with the fluorescence process [80].

2. **Intermittent process** [38,81–84]. This investigation line has a particular mechanism in which the movement state alternates between “motion” and “pauses” (or Brownian motion alternating between the state with force or free). The intermittent process can describe the motion of particles immersed in a turbulent fluid, biological environments, and other complex systems.

Finally, a study of consequences obtained in applications is expected in future works (for instance, in the intermittent process, reaction–diffusion, search process, etc. [13]) in order to establish with more details the role of the generalized Lévy process on statistical physics. Regarding this, it is important to point out that, in this work, the continuous time random walks was analyzed in a complex context which emerges the general Lévy process. New studies relaxing this distribution could extend the present contribution, thus allowing new directions to be studied.
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