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ABSTRACT. Let $G$ be a connected reductive complex algebraic group with a maximal torus $T$. We denote by $\Lambda$ the coweight lattice of $T$. Let $\Lambda^+ \subset \Lambda$ be the submonoid of dominant coweights. For $\lambda \in \Lambda^+, \mu \in \Lambda, \mu \leq \lambda$, in [BFN19], authors defined a generalized transversal slice $\overline{W}_\mu^\lambda$. This is an algebraic variety of the dimension $\langle 2\rho^\vee, \lambda - \mu \rangle$, where $2\rho^\vee$ is the sum of positive roots of $G$. In this paper, we construct an isomorphism $\overline{W}_\mu^\lambda \simeq \overline{W}_\mu^\mu \times A^{\langle 2\rho^\vee, \mu^\vee - \mu \rangle}$ for $\mu \in \Lambda$ such that $\langle \alpha^\vee, \mu \rangle \geq -1$ for any positive root $\alpha^\vee$, here $\mu^\vee \in W\mu$ is the dominant representative in the Weyl group orbit of $\mu$. We consider the example when $\lambda$ is minuscule, $\mu \in W\lambda$ and describe natural coordinates, Poisson structure on $\overline{W}_\mu^\lambda \simeq A^{\langle 2\rho^\vee, \lambda - \mu \rangle}$ and its $T \times \mathbb{C}^\times$-character. We apply these results to compute $T \times \mathbb{C}^\times$-characters of tangent spaces at fixed points of convolution diagrams $\overline{W}_\mu^\lambda$ with minuscule $\lambda$. We also apply our results to construct open coverings by affine spaces of convolution diagrams $\overline{W}_\mu^\lambda$ over slices with $\mu$ such that $\langle \alpha^\vee, \mu \rangle \geq -1$ for any positive root $\alpha^\vee$ and minuscule $\lambda_i$ and to compute Poincaré polynomials of such convolution diagrams $\overline{W}_\mu^\lambda$.

1. INTRODUCTION

1.1. Generalized transversal slices. $G$ is a connected reductive complex algebraic group with a maximal torus $T \subset G$. In [BFN19], the authors constructed a generalized transversal slice $\overline{W}_\mu^\lambda$, which depends on a pair of coweights $\lambda, \mu$ of $T$ such that $\lambda$ is dominant and $\mu \leq \lambda$ with respect to the dominance order on $\Lambda$. Let $\text{Gr}_G$ be the affine Grassmannian of $G$. Any coweight $\mu$ gives rise to a point of $\text{Gr}_G$ to be denoted $z^\mu$. We set $\mathcal{O} := \mathbb{C}[[z]]$. It is known (see [BF14, Section 2]) that if a coweight $\mu$ is dominant, then the variety $\overline{W}_\mu^\lambda$ coincides with the transversal slice to the $G(\mathcal{O})$-orbit $G(\mathcal{O}) \cdot z^\mu$ inside $G(\mathcal{O}) \cdot z^\lambda$. It is also known that for $\lambda = 0$ the variety $\overline{W}_\mu^\lambda$ parametrizes the based maps of degree $w_0(\mu)$ from $\mathbb{P}^1$ to the flag variety $\mathcal{B} := G/B$ (so-called open zastava space). In general, we have a locally closed embedding $i: \overline{W}_\mu^\lambda \hookrightarrow \overline{\text{Gr}}_G^\lambda \times Z^{-w_0(\lambda - \mu)}$, where $\overline{\text{Gr}}_G^\lambda := \overline{\text{Gr}}_G^{\langle \mathcal{O} \rangle} \cdot z^\lambda \subset \text{Gr}_G$ and $Z^{-w_0(\lambda - \mu)}$ is the space of based quasi-maps of degree $-w_0(\lambda - \mu)$ from $\mathbb{P}^1$ to $\mathcal{B}$.

1.2. Main results and structure of the paper. The paper is organized as follows. In Section 2 we give the definitions of the main geometric objects of our study and formulate their basic properties. In Section 3 we construct an isomorphism $A_\mu^\lambda \simeq p^{-1}(z^\mu) \times U^\mu \times \overline{W}_\mu^\lambda$ (see Proposition 3.1), here $A_\mu^\lambda \subset \overline{W}_\mu^\lambda$ is the attractor with respect to the loop rotation action, $p: \overline{W}_\mu^\lambda \to \overline{\text{Gr}}_G^\lambda$ is the natural morphism and $U^\mu$ is a certain
W. W. λ structure on λ (see Theorem 3.4). In Section 4 we consider the example when λ is minuscule and µ ∈ Wλ. We construct natural coordinates on Wλ (see Theorem 4.8) and describe Poisson structure on Wλ (see Theorem 1.21). In Section 5 we study convolution diagrams Wλ over slices Wλ and prove that for µ such that ⟨α′, µ⟩ ≥ −1 for every positive root α′ they can be covered by the images of so-called multiplication morphisms mλ, µ1 × ...× Wλ, µN → Wλ with µi being weights of Vλ (see Theorem 5.13). As a result we obtain open coverings by affine spaces of convolution diagrams Wλ over slices for minuscule λ (Theorem 5.14). We compute characters of tangent diagrams Wλ over slices for minuscule λ (Remark 5.15) and use this computation to find Poincaré polynomials (i.e. to compute cohomology groups with compact support) of convolution diagrams Wλ such that ⟨α′, µ⟩ ≥ −1 for α′ ∈ Δ′ (Remark 5.10). We also prove that without any restrictions on µ convolution diagrams Wλ are covered by the images of mλ with µi being a weight of Vλ for all µi possibly except the last one (see Theorem 5.21).
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2. Definitions and Basic Properties

2.1. Main objects. We fix a triple G ⊃ B ⊃ T, consisting of a connected reductive algebraic group over C, a Borel subgroup B and a maximal torus T; g ⊃ b ⊃ t are their Lie algebras. We denote by B− ⊃ T the opposite Borel subgroup of G. Also we denote by U and U− the unipotent radicals of B and B− respectively. We denote by Λ the coweight lattice of T that is by definition the image of the cocharacter lattice Hom(C×, T) via the map Hom(C×, T) → t sending a cocharacter η to ⟨d1η⟩(1). We denote by Λ+ ⊂ Λ the submonoid of dominant coweights. We similarly denote the lattice Λ∨ of characters of T and the submonoid Λ∨+ ⊂ Λ∨ of dominant characters. We denote by Δ∨ (resp. Δ) the set of roots (resp. coroots) of (T, G) and by Δ∨+ (resp. Δ+) the set of positive roots (resp. coroots) with respect to the Borel subgroup B ⊂ G.

We also denote by W the Weyl group of (T, G) and by w0 ∈ W its longest element with respect to the Borel B. Set ρ∨ = 1 2 ∑ α∨ ∈ Δ∨+ α∨, ρ = 1 2 ∑ α ∈ Δ+ α. For two coweights...
λ, μ ∈ Λ we say that λ ≥ μ if λ − μ can be written as the sum of positive coroots with integer nonnegative coefficients.

**Definition 2.1 (Affine Grassmannian)**
We define GrG as the moduli space of the data (P, σ), where
(a) P is a G-bundle on P1;
(b) σ: P^{triv}|_{P1\{0\}} → P|_{P1\{0\}} is a trivialization of P restricted to P1\{0\}.

The set of C-points of GrG can be described as follows: set \( \mathcal{K} := \mathcal{C}((z)), \mathcal{O} := \mathcal{C}[[z]], \) then GrG(\mathcal{C}) is the quotient \( G(\mathcal{K})/G(\mathcal{O}) \). Any coweight \( \lambda: \mathcal{C}^* \to T \) is an element of \( G(\mathcal{C}[z^{\pm 1}]) \) so defines an element of GrG to be denoted by \( z^\lambda \), also for every \( t \in \mathcal{C}^* \) we denote by \( t^\mu \in T \) the element \( \mu(t) \). The group \( G(\mathcal{O}) \) acts on GrG via left multiplication.

For \( \lambda \in \Lambda^+ \), denote by \( \text{Gr}^\lambda \) the G(\mathcal{O})-orbit of \( z^\lambda \). We have the following decompositions:

\[
\text{Gr}_G = \bigsqcup_{\lambda \in \Lambda^+} \text{Gr}^\lambda_G,
\]

\[
\overline{\text{Gr}}^\lambda_G = \bigsqcup_{\mu \leq \lambda, \mu \in \Lambda^+} \text{Gr}^\mu_G.
\]

(2.1)

It is known that for any \( \lambda \in \Lambda^+ \) \( \overline{\text{Gr}}^{\lambda} \) is a projective algebraic variety of dimension \( \langle 2\rho^V, \lambda \rangle \). It follows that \( \text{Gr}_G = \lim \overline{\text{Gr}}^{\lambda} \) is an ind-projective scheme.

**Definition 2.2 (Generalized transversal slice)**
Let \( \lambda \) be a dominant coweight, let \( \mu \leq \lambda \) be any coweight. Following \cite{BFN19}, we define the generalized transversal slice in the affine Grassmannian \( \overline{\text{W}}^{\lambda}_\mu \). It is the moduli space of the data \( (P, \sigma, \phi) \), where
(a) P is a G-bundle on P1;
(b) \( \sigma: P^{triv}|_{P1\{0\}} → P|_{P1\{0\}} \) a trivialization, having a pole of degree \( \leq \lambda \). This means that the point \( (P, \sigma) \in \text{Gr}_G \) lies in \( \overline{\text{Gr}}^{\lambda}_G \);
(c) \( \phi \) is a B-structure on \( P \) (i.e. a B-subbundle of \( P \)) of degree \( w_0(\mu) \), having no defect at \( \infty \) and having fiber \( B_\sigma \) at \( \infty \) (with respect to \( \sigma \)).

It follows from \cite{BFN19} Lemmas 2.5, 2.7 that \( \overline{\text{W}}^{\lambda}_\mu \) is an affine algebraic variety of dimension \( \langle 2\rho^V, \lambda - \mu \rangle \). We will denote by \( \text{W}^{\lambda}_\mu \subset \overline{\text{W}}^{\lambda}_\mu \) the open subvariety consisting of \( (P, \sigma, \phi) \) such that \( \sigma \) has a pole of degree exactly \( \lambda \). It follows from \cite{MW19} that \( \text{W}^{\lambda}_\mu \) is a smooth variety. One can show (see Remark 5.4) that \( \text{W}^{\lambda}_\mu \) is the smooth locus of \( \overline{\text{W}}^{\lambda}_\mu \).

Let us denote by \( J \) the set of simple coroots \( \alpha_i, i \in J \) of \( G \).

**Proposition 2.3**
The variety \( \overline{\text{W}}^{\lambda}_\mu \) is irreducible.

**Proof.** Set \( \alpha = \lambda - \mu \) and \( \alpha^* = -w_0(\alpha) \). Let us define the space \( \Lambda^{\alpha^*} \) of colored effective divisors of multidegree \( \alpha^* \). For any \( n \in \mathbb{Z}_{\geq 0} \) we denote the \( n \)-th symmetric power of the curve \( \Lambda^{1} \) by \( \Lambda^{(n)} \). A point \( D \in \Lambda^{\alpha^*} \) is a collection of effective divisors \( D_{\lambda^V} \in \Lambda_{\mu}(\lambda^V, \alpha^*_-) \) for \( \lambda^V \in \Lambda^V_+ \) such that \( D_{\lambda^V} + D_{\lambda^V_2} = D_{\lambda^V + \lambda^V_2} \). We can write \( \alpha^* = \sum_{i \in J} a_i \alpha_i \) for some
that the variety $\alpha B$ having fiber $B$ of degree $\alpha$ is irreducible, morphism $\pi$ is flat ([BFN19, Lemma 2.7]) and there exists an open dense subset $U \subset \mathbb{A}^{\alpha}_{\ast}$, such that $\pi^{-1}(U)$ is irreducible (see [BFN19, Section 2(ix)]). So the closure $\pi^{-1}(U)$ is an irreducible component of $\mathbb{W}_{\mu}$. Suppose that there exists another irreducible component $X \subset \mathbb{W}_{\mu}$. We denote by $\bar{X}$ the open dense subvariety of $X$, consisting of points which do not lie in any other irreducible component. It follows from the flatness of $\pi$ and irreducibility of $\mathbb{A}^{\alpha}_{\ast}$ that the restriction $\pi|_{\bar{X}}: \bar{X} \to \mathbb{A}^{\alpha}_{\ast}$ is dominant. It contradicts to the fact that $\bar{X} \cap \pi^{-1}(U) = \emptyset$.  
\[\square\]

Let us denote by $\Lambda^\text{pos} \subset \Lambda$ the submonoid of $\Lambda$, spanned by the simple coroots $\alpha_i$, $i \in J$.

**Definition 2.4 (Zastava)**

For $\alpha \in \Lambda^\text{pos}$, we define $Z^\alpha$ as a moduli space of degree $\alpha$ quasi-maps $f \in \text{Qmaps}^\alpha(\mathbb{P}^1, \mathcal{B})$ to the full flag variety $\mathcal{B}$ having no defect at $\infty$ and such that $f(\infty) = B_\circ$ (see [B] for the definition of the notion of a quasi-map, see also [FM99] for other equivalent definitions of $Z^\alpha$). This is an algebraic variety of dimension $(2p^\lambda, \alpha)$.

We define by $\bar{Z}^\alpha \subset Z^\alpha$ the open subvariety of $Z^\alpha$ consisting of actual maps $f: \mathbb{P}^1 \to \mathcal{B}$ of degree $\alpha$ and such that $f(\infty) = B_\circ$.

**Remark 2.5**

Note that a map $f: \mathbb{P}^1 \to \mathcal{B}$ of degree $\alpha$ and such that $f(\infty) = B_\circ$ is the same as the degree $\alpha B$-structure in the trivial $G$-bundle $\mathbb{P}^\text{triv}$ having fiber $B_\circ$ at $\infty$. It follows that the variety $\bar{Z}^\alpha$ parametrizes degree $\alpha B$-structures in the trivial $G$-bundle over $\mathbb{P}^1$ having fiber $B_\circ$ at $\infty$. So we see that $\bar{Z}^\alpha = \mathbb{W}^{\lambda}_{\mu(0)}$.

### 2.2. Action of $B_\circ \times \mathbb{C}^\times$ and matrix description of slices.

Group $B_\circ$ acts on $\mathbb{W}^{\lambda}_{\mu}$, $\text{Gr}_G$, $Z^\alpha$ via changing the trivialization. We also have the natural $\mathbb{C}^\times$-action on $\mathbb{W}^{\lambda}_{\mu}$, $\text{Gr}_G$, $Z^\alpha$ to be called loop rotation action. It is induced from the following action on $\mathbb{P}^1$: $(x : y) \mapsto (tx : ty)$, here $0 = (1 : 0)$, $\infty = (0 : 1)$.

For a complex algebraic group $H$, we recall that $H[z] := H(\mathbb{C}[z])$, $H[[z^{-1}]] := H(\mathbb{C}[[z^{-1}]])$ and denote by $H[[z^{-1}]]_1$ the kernel (preimage of $1 \in H$) of the natural evaluation at $\infty$ morphism $H[[z^{-1}]] \to H$.

**Remark 2.6**

Note that the action of $B_\circ$ on $\text{Gr}_G$ extends to the action of the whole group $G(\mathbb{K}) \lhd \text{Gr}_G$ via changing the trivialization. Clearly this action does not extend to $\mathbb{W}^{\lambda}_{\mu}$. On the other hand, one can consider the ind-scheme $\mathbb{W}^{\text{rat}}_{\mu} := \text{lim} \mathbb{W}^{\lambda}_{\mu}$ parametrizing triples $(\mathcal{P}, \sigma, \phi)$ as in Definition 2.2, where we put no restrictions on the defect of $\sigma$. Then
we have the action $G([z^{-1}]_B \cdot \sigma) \subset W^\sigma$ (and even of the group $G([z^{-1}]_B \cap G(z))$ via
changing the trivialization and this action extends the action of $B_-$ on $W^\lambda$, here $G([z^{-1}]_B \subset G[z^{-1}] \subset G(K)$ is the preimage of $B_-$ with respect to the natural evaluation at $\infty$ morphism $G(z) \rightarrow G$. For details, see the proof of Proposition 3.1.

In [BFN19] Section 2(xi), the following isomorphism was constructed:

$$
\Psi: W^\lambda_\mu \simeq \left(U[[z^{-1}]]_1 z^\mu B_-[[z^{-1}]]_1 \cap \overline{G[z]z^\lambda G[z]}\right), 
$$

(2.2)

where the right hand side is considered as a locally closed subvariety in the ind-scheme $G((z^{-1})) := G(C((z^{-1})))$.

**Lemma 2.7**

(a) The $C^\infty$-action on $W^\lambda_\mu$ via loop rotation comes from the following action $C^\infty \curvearrowright G((z^{-1}))$: $g(z) \mapsto g(t^{-1}z) \cdot t^\mu$.

(b) The $T$-action on $W^\lambda_\mu$ comes from the action on $G((z^{-1}))$ via conjugation.

**Proof.** To prove (a), let us recall the construction of the isomorphism $\Psi$ of [BFN19] Section 2(xi). Take a point $(P, \sigma, \phi) \in \overline{W^\lambda_\mu}$. Let $P_B$ be the $B$-bundle of degree $w_0(\mu)$ that corresponds to $\phi$. We denote by $P_B$, the corresponding $B_-$-bundle of degree $\mu$. Fix a trivialization $\sigma_{B_-}: (P^\text{triv}_B|_{\mu})_{\lambda_1} \sim (P_{B_-})|_{\lambda_1}$ of $P_{B_-}$, restricted to $\lambda_1$. Fix also a trivialization $\sigma_U: (P^\text{triv}_U|_{\mu})_{A_1} \sim (P^\text{triv}_U|_{\mu})_{\lambda_1}$ of the trivial $U$-bundle $P^\text{triv}_U$, restricted to $A_1$. Now $\sigma: P^\text{triv}_{|\mu} \sim P|_{\mu}$ defines an element of $G[z]z^\lambda G[z] \subset G(z)$ (given by Ind$_U^G(\sigma_{U}) \circ \sigma^{-1} \circ \text{Ind}^G_B(\sigma_{B_-})$, well-defined up to the right multiplication by $B_-|z$ and the left multiplication by $U|z$). After that we consider an embedding $G(z) \hookrightarrow G((z^{-1}))$.

Due to the condition on $\phi$ at $\infty$ and the fact that the degree of $P_{B_-}$ equals to $\mu$ we obtain an element of $U[z]^U(B^{-1})z^\mu T[[z^{-1}]_1 U^{-1}(z^{-1})]/B_-$.

Now let us prove (a). Fix an element $t^{-1} \in C^\times$, $(P, \sigma, \phi) \in \overline{W^\lambda_\mu}$ and set $g := \Psi(P, \sigma, \phi)$, we also denote by $t^{-1} \cdot g := \Psi(t^{-1} \cdot (P, \sigma, \phi))$. Note that $t^{-1} \cdot (P, \sigma, \phi)$ is the corresponding trivialization. Recall also that the point $g \in G(z)$ gives us the trivialization $\sigma_\infty: (P^\text{triv}_{|\mu})_{A_1} \sim (P_{|\mu})_{A_1}$. We denote by $t^*\sigma_\infty$ the corresponding pullback.
Consider now the automorphism $t^\mu: \mathcal{P}^{triv} \to \mathcal{P}^{triv}$. Note that the point $(t^*\mathcal{P}, t^*\sigma, t^*\sigma_\infty \circ t^\mu) = (g(t^{-1}z)t^\mu)$ lies in $U[[z^{-1}]]_1 z^\mu B_-[[z^{-1}]]_1 \cap \overline{G[z]z^\lambda G[z]}$ (directly follows from the fact that $g(z)$ lies in this intersection). It remains to show that $\Psi^{-1}(g(t^{-1}z)t^\mu) = (t^*\mathcal{P}, t^*\sigma, t^*\phi)$. Recall that the $B_-$-structure $\phi_-$ is the image of the standard $B_-$ structure in $\mathcal{P}^{triv}$ under the morphism $\sigma_\infty$. Let us denote this standard $B_-$-structure by $\phi_-^{\text{stand}}$. It follows that $t^*\sigma_-$ is the image of $t^*\phi_-^{\text{stand}} = \phi_-^{\text{stand}}$ under $t^*\sigma_\infty$. The automorphism $t^\mu$ preserves $\phi_-^{\text{stand}}$ so $t^*\phi_-$ is the image of $\phi_-^{\text{stand}}$ under $t^*\sigma_\infty \circ t^\mu$. It now directly follows from the definitions that $\Psi^{-1}(g(t^{-1}z)t^\mu) = (t^*\mathcal{P}, t^*\sigma, t^*\phi)$. Part (b) can be proved analogously. □

Remark 2.8

Let us point out that we have the following description of the $B_-$-action (see Definition 2.2) in matrix terms (we are grateful to Alex Weekes and Dinakar Muthiah for explaining this to us). Set

$$W_\mu := U[[z^{-1}]]_1 z^\mu T[[z^{-1}]]_1 U_-[[z^{-1}]]_1, \quad X_\mu := U[[z^{-1}]]_1 z^\mu T[[z^{-1}]]_1 U_-((z^{-1}))_1.$$ 

We have the natural projection morphism $p: X_\mu \to W_\mu$ and the natural section $i: W_\mu \to X_\mu$ of the morphism $p$. We also have the Gauss decomposition

$$G[[z^{-1}]]_1 = U[[z^{-1}]]_1 T[[z^{-1}]]_1 U_-[[z^{-1}]]_1.$$ (2.3)

We claim that the conjugation action of $B_- \acts G((z^{-1}))$ restricts to the $B_-$-action on $X_\mu$. To see this let us fix a point $uz^\mu tu_- \in X_\mu$, $u \in U[[z^{-1}]]_1, t \in T[[z^{-1}]]_1, u_- \in U_-((z^{-1}))$ and an element $g \in B_-$. Using (2.3) we decompose $guz^\mu = \tilde{u}tu_-$, $\tilde{u} \in U[[z^{-1}]]_1, \tilde{t} \in T[[z^{-1}]]_1, \tilde{u}_- \in U_-((z^{-1}))$. We obtain

$$guz^\mu tu_- g^{-1} = (guz^\mu)tu_- g^{-1} = (\tilde{u}tu_-)guz^\mu tu_- g^{-1} = \tilde{u} \cdot (z^\mu \tilde{t}^{-1} t^{-1} z^{-\mu}) \tilde{u}_- gu z^\mu t u_- g^{-1}$$

and see that $\tilde{u} \in U[[z^{-1}]], \tilde{t} \in T[[z^{-1}]], t^{-1} z^{-\mu} \tilde{u}_- gu z^\mu t u_- g^{-1} \in U_-((z^{-1}))$, so $guz^\mu tu_- g^{-1} \in X_\mu$. It follows that the conjugation action $B_- \acts G((z^{-1}))$ restricts to the $B_-$-action on $X_\mu$. Therefore, we obtain the action of $B_-$ on $W_\mu$ given by $g \cdot x = p(gi(x)g^{-1}) = p(gi(x))$, here $g \in B_-, x \in W_\mu$. This action restricts to the desired $B_-$-action on $W_\mu \subset W_\mu$.

Remark 2.9

Another similar way to describe the action $U_- \acts W_\mu$ and more generally $G[[z^{-1}]] U_- \acts W_\mu$ is the following. Recall that

$$W_\mu = U[[z^{-1}]]_1 z^\mu B_-[[z^{-1}]]_1 = U[[z^{-1}]]_1 z^\mu T[[z^{-1}]]_1 U_-((z^{-1}))/U[z].$$

Recall also the Gauss decomposition $G[[z^{-1}]]_1 = U[[z^{-1}]]_1 T[[z^{-1}]]_1 U_-[[z^{-1}]]_1$ which implies the decomposition $G[[z^{-1}]]_1 U_- = U[[z^{-1}]]_1 T[[z^{-1}]]_1 U_-[[z^{-1}]]_1$. It follows that

$$U[[z^{-1}]]_1 z^\mu T[[z^{-1}]]_1 U_-((z^{-1}))/U_-[z] = G[[z^{-1}]]_1 U_- z^\mu T[[z^{-1}]]_1 U_-((z^{-1}))/U_-[z]$$

so we conclude that

$$W_\mu = G[[z^{-1}]]_1 U_- z^\mu T[[z^{-1}]]_1 U_-((z^{-1}))/U_-[z]$$
and the action of $G[[z^{-1}]]_{U_-}$ in these terms simply corresponds to the action via left multiplication (compare with [Y20 Section 3.1]). The action of $G[[z^{-1}]]_{U_-} \sim \mathcal{W}_\mu$ restricts to the desired $U_-$-action on $\mathcal{W}_\mu$. 

2.3. Cartan involution via matrix description. In [BFN19] the authors defined a certain involution $\iota: \mathcal{W}_\mu^\lambda \sim \mathcal{W}_\mu^\lambda$ (see [BFN19 Section 2(vii)]) that they call the Cartan involution of $\mathcal{W}_\mu^\lambda$. This involution is defined using the moduli description of $\mathcal{W}_\mu^\lambda$. The goal of this Section is to describe $\iota$ using the matrix description of slices (see Proposition 2.10) and to show that $\iota$ is anti-$T$ equivariant and "$\mu$-twisted equivariant" with respect to the loop rotation action of $C^\times$ (see Corollary 2.11).

Let $\mathfrak{C}: G \rightarrow G$ be the Cartan involution of the group $G$ (it interchanges $B$ and $B_-$, and acts as $t \mapsto t^{-1}$ on $T$). The automorphism $\mathfrak{C}$ induces the automorphism of $C((z^{-1}))$-points of $G$ that we denote by the same symbol $\mathfrak{C}: G((z^{-1})) \sim G((z^{-1}))$.

**Proposition 2.10**
The Cartan involution $\iota$ in matrix description (2.2) is given by

$$g \mapsto \mathfrak{C}(g)^{-1}, \ g \in U[[z^{-1}]]_1 z^\mu B_- [[z^{-1}]]_1 \cap G[z] z^\lambda G[z].$$

**Proof.** Let us first of all recall that for $\mu_-, \mu_+ \in \Lambda$ with $\mu = \mu_+ + \mu_-$ we can define the variety $\mathcal{W}_{\mu_-, \mu_+}^\lambda$ of parameters $(\mathcal{P}_-, \mathcal{P}_+, \sigma, \phi_-, \phi_+, s)$, where $\mathcal{P}_-, \mathcal{P}_+$ are $G$-bundles on $\mathbb{P}^1$, $\sigma: \mathcal{P}_-|_{\mathbb{P}^1 \setminus \{0\}} \sim \mathcal{P}_+|_{\mathbb{P}^1 \setminus \{0\}}$ is an isomorphism having a pole of degree $\leq \lambda$ at $0 \in \mathbb{P}^1$, $s: G \sim \mathcal{P}_-|_{\infty}$ is a trivialization, $\phi_-$ is a $B_-$-structure in $\mathcal{P}_-$ of degree $-w_0 \mu_-$ equal to $B$ at $\infty$ w.r.t. $s$, $\phi_+$ is a $B$-structure in $\mathcal{P}_+$ of degree $w_0 \mu_+$ equal to $B_-$ at $\infty$ with respect to $s$. See Section 5.2.1 and [BFN19 Section 2(v)] for details. We will omit $s$ from the notations when one of the bundles is canonically trivial. The variety $\mathcal{W}_{\mu_-, \mu_+}^\lambda$ is isomorphic to $\mathcal{W}_\mu^\lambda$ (see Proposition 5.3 and [BFN19 Section 2(v)]).

In the same way as for $\mathcal{W}_\mu^\lambda$ the isomorphism

$$\Psi_{\mu_-, \mu_+}: \mathcal{W}_{\mu_-, \mu_+}^\lambda \sim \mathcal{W}_\mu^\lambda$$

can be constructed as follows (see [BFN19 Section 2(xi)] and the proof of Lemma 2.7). Let $\mathcal{P}_B$ be the $B$-bundle of degree $-\mu_-$ corresponding to $\phi_-$ and let $\mathcal{P}_B$ be the $B_-$-bundle of degree $\mu_+$ corresponding to $\phi_+$. We denote $\mathcal{P}^{\text{triv}}_B$ the trivial $B_-$-bundle on $\mathbb{P}^1$ and by $\mathcal{P}^{\text{triv}}_B$ the trivial $B$-bundle on $\mathbb{P}^1$. We restrict $\mathcal{P}_B, \mathcal{P}_B$ to $\mathbb{A}^1$ and choose the trivializations of these bundles $\sigma_{B_-}: \mathcal{P}^{\text{triv}}_B|_{\mathbb{A}^1} \sim \mathcal{P}^{\text{triv}}_B|_{\mathbb{A}^1}, \sigma_B: \mathcal{P}^{\text{triv}}_B|_{\mathbb{A}^1} \sim \mathcal{P}^{\text{triv}}_B|_{\mathbb{A}^1}$ such that after these identifications $\sigma$ becomes an element of $U[[z^{-1}]]_1 z^\mu B_- [[z^{-1}]]_1$. Then we define

$$\Psi_{\mu_-, \mu_+}((\mathcal{P}_-, \mathcal{P}_+, \sigma, \phi_-, \phi_+, s)) = \text{Ind}^G_B(\sigma^{-1} \circ \sigma^{-1} \circ \text{Ind}^G_B(\sigma_{B_-}) \in G(z)).$$

Let us now recall the definition of $\iota$. Recall that $\phi^{\text{stand}}$ is the standard $B_-$-structure in $\mathcal{P}^{\text{triv}}$. Pick a point $(\mathcal{P}^{\text{triv}}, \mathcal{P}, \sigma, \phi^{\text{stand}}, \phi) \in \mathcal{W}_{0, \mu}^\lambda = \mathcal{W}_\mu^\lambda$ and consider the point
Let us now finally prove that the involution \( \iota \) in matrix description is given by 
\[ g \mapsto \mathcal{C}(g)^{-1}. \]
We pick a point \((\mathcal{P}^{triv}, \mathcal{P}, \sigma_+, \phi^\text{stand}, g, s) \in \overline{W}_0^\lambda \) corresponding to \( g \) i.e. such that
\[ g = \text{Ind}_{B_-}^G(\sigma_0^{-1}) \circ \sigma^{-1} \circ \text{Ind}_{B_-}^G(\sigma_{B_-}) \]
for certain trivializations \( \sigma_B, \sigma_{B_-} \) of bundles \( \mathcal{P}^{triv}_{|\mathfrak{a}_1}, \mathcal{P}_{B_-}|_{\mathfrak{a}_1} \) (here \( \mathcal{P}_{B_-} \) is the \( B_- \)-bundle of degree \( \mu \) corresponding to \( \phi \)).

It remains to note that \( \Psi_{\mu,0}(\mathcal{C}(\mathcal{P}^{triv}, \mathcal{P}, \sigma^{-1}, \mathcal{C}, \phi^\text{stand}) \rangle = \) equal to
\[ \text{Ind}_{B_-}^G(\mathcal{C}\sigma_{B_-}^{-1}) \circ \mathcal{C}\sigma \circ \text{Ind}_{B_-}^G(\mathcal{C}\sigma_B) \]
that is exactly \( \mathcal{C}(g)^{-1} \).

\[ \square \]

**Corollary 2.11**
(i) The isomorphism \( \iota \) is anti-\( T \)-equivariant: for every \( t \in T \) we have
\[ \iota(tx) = t^{-1}\iota(x) \quad \forall \ x \in \overline{W}_0^\lambda. \]

(ii) Recall the action of \( \mathbb{C}^\times \) on \( \overline{W}_0^\lambda \) via the loop rotation. Recall also the \( T \)-action on \( \overline{W}_0^\lambda \). For every \( s \in \mathbb{C}^\times \) we have
\[ \iota(sx) = \mu(s)\iota(x). \]

**Proof.** Let \( g \in G(z) \) be an element corresponding to \( x \) via the matrix description. Using Lemma 2.7 and Proposition 2.10 we get
\[ \iota(tx) = \mathcal{C}(tg^{-1})^{-1} = (t^{-1}\mathcal{C}(g)t)^{-1} = t^{-1}\mathcal{C}(g)^{-1}t = t^{-1}\iota(x). \]
\[ \iota(sx) = \mathcal{C}(g(s^{-1}z)s^\mu)^{-1} = s^\mu\mathcal{C}(g(s^{-1}z))^{-1} = s^\mu(\mathcal{C}(g(s^{-1}z))^{-1}s^\mu)s^{-\mu} = \mu(s)\iota(x). \]
\[ \square \]

2.4. Torus fixed points.

**Proposition 2.12**
The set of \( T \)-fixed points \( (\overline{W}_0^\lambda)^T \) consists of one element if \( \mu \) is a weight of \( V^\lambda \) (the irreducible representation of the Langlands dual group \( G^\vee \) with the highest weight \( \lambda \)) and is empty otherwise. We denote the corresponding fixed point by \( z^\mu \in (\overline{W}_0^\lambda)^T \).

**Proof.** [Kry18] Lemma 2.8].

**Remark 2.13**
Note that the notation \( z^\mu \) for the \( T \)-fixed point of \( \overline{W}_0^\lambda \) is consistent with the matrix description of \( \overline{W}_0^\lambda \) i.e. after the identification \( (2.2) \) point \( z^\mu \in \overline{W}_0^\lambda \) corresponds to the point \( z^\mu \in U[[z^{-1}]]z^\mu B_-[[z^{-1}]] \cap G[z]z^\lambda G[z] \), note also that the image of the point \( z^\mu \in \overline{W}_0^\lambda \) under the natural forgetful morphism \( p: \overline{W}_0^\lambda \to \overline{G}_G^\lambda \) is exactly \( z^\mu \in \text{Gr}_G \).
Proposition 2.14

Fix $\alpha \in \Lambda^{\text{pos}}$, the loop rotation $\mathbb{C}^\times \cap Z^\alpha$ contracts $Z^\alpha$ to a point.

Proof. Recall that there is a $\mathbb{C}^\times$-equivariant locally closed embedding $Z^\alpha \hookrightarrow \text{Qmaps}^\alpha(\mathbb{P}^1, \mathcal{B})$ of zastava space to the projective variety parametrizing quasi-maps of degree $\alpha$ from $\mathbb{P}^1$ to the flag variety $\mathcal{B}$. It follows that any point $x \in Z^\alpha$ has a limit in $\text{Qmaps}^\alpha(\mathbb{P}^1, \mathcal{B})$. Let us denote this limit by $x_0 \in \text{Qmaps}^\alpha(\mathbb{P}^1, \mathcal{B})$. It follows that the quasi-map $x_0$ equals to $B_-$ at $\infty$. On the other hand, all $\mathbb{C}^\times$-fixed points in $\text{Qmaps}^\alpha(\mathbb{P}^1, \mathcal{B})$ are “constant maps” and are uniquely determined by their value at $\infty$, so the only available limit for points of $Z^\alpha$ is its fixed point. \qed

Definition 2.15 (Repellents and Attractors)

The repellent (resp. attractor) to the (unique) $T$-fixed point $z^\mu \in \overline{W}_\mu^{\lambda}$ is defined as

$$R^\lambda_\mu := \{ x \in \overline{W}_\mu^{\lambda} \mid \lim_{t \to \infty} 2\rho(t) \cdot x = z^\mu \}$$ (resp. $A^\lambda_\mu := \{ x \in \overline{W}_\mu^{\lambda} \mid \lim_{t \to 0} 2\rho(t) \cdot x = z^\mu \}$.)

Remark 2.16

Note that $\overline{W}_\mu^{\lambda}$ is an affine variety, hence, $R^\lambda_\mu, A^\lambda_\mu$ are closed affine subvarieties of $\overline{W}_\mu^{\lambda}$ (see [DG14, Section 1.4.7]).

Proposition 2.17

The natural morphism $p: \overline{W}_\mu^{\lambda} \to \overline{G}_G^{\lambda}$, being restricted to $R^\lambda_\mu$, is an isomorphism onto its image, $\dim(R^\lambda_\mu) = \langle \rho^\vee, \lambda - \mu \rangle$.

Proof. Follows from [Kry18, Theorem 3.1(1)]. \qed

Proposition 2.18

Recall the $\mathbb{C}^\times$-action on $\overline{W}_\mu^{\lambda}$ via the loop rotation. Then $(\overline{W}_\mu^{\lambda})^{\mathbb{C}^\times} = U_- \cdot z^\mu$ if $\mu$ is the weight of $V^\lambda$ and is empty otherwise.

Proof. Fix a point $x \in (\overline{W}_\mu^{\lambda})^{\mathbb{C}^\times}$. Let us prove that $x \in R^\lambda_\mu$. Using matrix representation $\Psi$ we decompose $x = uz^\mu b_-$ where $u \in U[[z^{-1}]]_1, b_- \in B_-.\mathbb{C}^{-1}$. By Lemma 2.7(a) an element $t \in \mathbb{C}^\times$ sends $x$ to $u(tz^{-1})z^\mu t^{-\mu}b_-(tz^{-1})$. Recall that $t \cdot x = x$, hence, $u(tz^{-1}) = u(z)$ for any $t \in \mathbb{C}^\times$. It follows that $u \in U \cap U[[z^{-1}]]_1 = \{1\}$ so $x \in R^\lambda_\mu$. It follows from [Kry18, Theorem 3.1(1)] that we have a $\mathbb{C}^\times$-equivariant isomorphism $R^\lambda_\mu \cong T_\mu \cap \overline{G}_G^{\lambda}$ where $T_\mu := U_- (\mathbb{K}) \cdot z^\mu \subset \text{Gr}_G$. Note that

$$(T_\mu \cap \overline{G}_G^{\lambda})^{\mathbb{C}^\times} = \bigsqcup_{\nu \leq \lambda, \nu \in \Lambda^+} T_\mu \cap (G \cdot z^\nu). \quad (2.4)$$

I claim that $T_\mu \cap (G \cdot z^\nu)$ is empty if $\nu \notin W_\mu$. Indeed recall that we can consider the $\mathbb{C}^\times$-action on $\text{Gr}_G$ induced by the cocharacter $-2\rho: \mathbb{C}^\times \to T$. This action contracts $T_\mu$ to the point $z^\mu \in \text{Gr}_G$. Pick now a point $x \in T_\mu \cap (G \cdot z^\nu)$. Note that $G \cdot z^\nu \subset \text{Gr}_G$ is closed so we must have $z^\mu = \lim_{t \to 0} (-2\rho)(t)x \in G \cdot z^\nu$. It remains to note that $z^\mu \in G \cdot z^\nu$ iff $\nu \in W_\mu$. We then conclude from (2.4) that $(T_\mu \cap \overline{G}_G^{\lambda})^{\mathbb{C}^\times} = U_- \cdot z^\mu$. \qed
**Proposition 2.19**

The $\mathbb{C}^*$-action on $A^\lambda_\mu$ via loop rotation contracts $A^\lambda_\mu$ to $z^\mu \in A^\lambda_\mu$.

**Proof.** Recall the isomorphism $\Psi$ from (2.2). It restricts to the isomorphism $A^\lambda_\mu \simeq U[[z^{-1}]]z^\mu \cap G[z]z^\lambda G[z]$. By Lemma 2.7, the $\mathbb{C}^*$-action via loop rotation sends $u(z^{-1})z^\mu \in U[[z^{-1}]]z^\mu$ to $u(tz^{-1})z^\mu$, hence, contracts it to $z^\mu$. The desired follows. □

**Proposition 2.20**

The loop rotation action $\mathbb{C}^* \curvearrowright \mathcal{W}_\mu^\lambda$ contracts it to its fixed points if $\langle \alpha^\vee, \mu \rangle \geq -1$ for any positive root $\alpha^\vee \in \Delta^\vee_+$. 

**Proof.** Recall that we have an identification (see Section 2.2)

$$\mathcal{W}_\mu^\lambda \simeq \left(U[[z^{-1}]]z^\mu B_+[[z^{-1}]] \cap G[z]z^\lambda G[z]\right)$$

and by Lemma 2.7 (a) the $\mathbb{C}^*$-action in these terms is given by

$$g(z) \mapsto g(t^{-1}z)t^\mu. \quad (2.5)$$

Since $G[z]z^\lambda G[z] \subset G[z^{-1}]$ is closed it is enough to show that any point $g \in U[[z^{-1}]]z^\mu B_+[[z^{-1}]]$ flows to some point of $U[[z^{-1}]]z^\mu B_+[[z^{-1}]]$ via the action $\mathcal{W}_\mu^\lambda$. Indeed we can write $g = u^\mu hu_-$, where $u \in U[[z^{-1}]]$, $h \in T[[z^{-1}]]$, $u_- \in U_+[[z^{-1}]]$. The action $\mathcal{W}_\mu^\lambda$ sends $g$ to the point $u(t^{-1}z)h(t^{-1}z)t^{-\mu}u_-(t^{-1}z)t^\mu$. It remains to note that from the fact that $u_- \in U_+[[z^{-1}]]$, $\langle \alpha, \mu \rangle \geq -1$ for $\alpha \in \Delta^\vee_+$ it immediately follows that the limit $\lim_{t \to 0} t^{-\mu}u_-(t^{-1}z)t^\mu$ exists and lies in $U_+[[z^{-1}]]$. So $\lim_{t \to 0} t \cdot g \in z^\mu U_+[[z^{-1}]] \subset U[[z^{-1}]]z^\mu B_+[[z^{-1}]]$. This observation finishes the proof. □

**Remark 2.21**

The converse to the claim in the Proposition 2.20 is also true. One can deduce it from [BFN19] Remark B.20 together with [BFN19] Theorem B.18.

**Corollary 2.22**

Assume that $\langle \alpha^\vee, \mu \rangle \geq -1$ for any $\alpha^\vee \in \Delta^\vee_+$. Then there exists a $\mathbb{C}^*$-action on $\mathcal{W}_\mu^\lambda$ which contracts it to the point $z^\mu$.

**Proof.** It follows from Proposition 2.20 and Proposition 2.19 that the loop rotation action contracts $\mathcal{W}_\mu^\lambda$ to $U_- \cdot z^\mu$. It remains to construct a $\mathbb{C}^*$-action on $\mathcal{W}_\mu^\lambda$ which contracts $U_- \cdot z^\mu \subset \mathcal{W}_\mu^\lambda$ to the point $z^\mu$. The action via $-2\rho \colon \mathbb{C}^* \to T$ works since conjugation by $-2\rho(t)$ contracts $U_- \subset G$ to $1 \in G$. So the desired $\mathbb{C}^*$-action on $\mathcal{W}_\mu^\lambda$ will be given by $x \mapsto (-2\rho(t))t^dx$ for $d \gg 0$, where $t^d$ acts via the loop rotation and $-2\rho(t) \in T$ acts via the $T$-action on $\mathcal{W}_\mu^\lambda$. □

**Remark 2.23**

Note that if $\mu \in \Lambda$ is such that $\langle \alpha^\vee, \mu \rangle \geq -1$ for any $\alpha^\vee \in \Delta^\vee_+$ and $\lambda \in \Lambda^+$ is a dominant coweight such that $\mu \leq \lambda$ then $\mu$ is a weight of $V^\lambda$. This follows from Proposition 2.20.
together with Proposition 2.18. One can also give a “representation-theoretic” proof of this fact in the same spirit as the proof of the standard fact that if \( \mu, \lambda \) are dominant coweights and \( \mu \leq \lambda \) then \( V_\mu^\lambda \neq 0 \). See Lemma 6.1 in Appendix for more details.

3. Generalized slices vs slices in affine Grassmannian

In this section, we relate generalized transversal slices \( \mathcal{W}_\mu^\lambda \) for coweights \( \lambda \in \Lambda^+, \mu \in \Lambda \) with transversal slices in the affine Grassmannian \( \text{Gr}_G \). We prove that if \( \mu \) is such that \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for every \( \alpha^\vee \in \Delta^\vee \), then we have an isomorphism

\[
\mathcal{W}_\mu^\lambda \cong \mathcal{W}_\mu^{\lambda_+} \times \mathbb{A}^{(2p^\vee, \mu^+ - \mu)}.
\]

Note that by [BF14, Remark 2.9] we have \( \mathcal{W}_\mu^\lambda \cong G[z^{-1}_1 \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda \), which is the non-generalized affine Grassmannian slice. Consider also the subvariety \( G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda} \subset \text{Gr}_G \), where \( G[z^{-1}]_{U_-} \subset G[z^{-1}] \) is the preimage of \( U_- \) with respect to the evaluation at \( \infty \) morphism \( G[z^{-1}]_1 \rightarrow G \). We have the natural action \( G \acts \text{Gr}_G \) and denote by \( \text{Stab}_G(z^\mu) \subset \text{Stab}_{U_-}(z^\mu) \) the corresponding stabilizers of the point \( z^\mu \in \text{Gr}_G \). Note that \( \text{Stab}_G(z^\mu) = P_\mu \), where \( P_\mu \) is the parabolic subgroup of \( G \) such that the Lie algebra of \( P_\mu \) is generated by the root spaces \( g_{\alpha^\vee} \) with \( \langle \alpha^\vee, \mu \rangle = 0 \). It is a standard fact that there exists a subgroup \( U_\mu^\lambda \subset U_- \) such that the multiplication morphism \( U_\mu^\lambda \times \text{Stab}_{U_-}(z^\mu) \rightarrow U_- \), \((u_1, u_2) \mapsto u_1 u_2 \) is an isomorphism of algebraic varieties. Then we have an isomorphism

\[
U_\mu^\lambda \times (G[z^{-1}]_1 \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda) \overset{\sim}{\longrightarrow} (G[z^{-1}]_{U_- \cdot z^\mu}) \cap \overline{\text{Gr}}_G^\lambda
\]

given by \((u_-, x) \mapsto u_- x \). Note that the LHS of (3.1) identifies with \( U_\mu^\lambda \times \mathcal{W}_\mu^{\lambda_+} \).

Recall that we have a forgetful morphism \( p = p_\mu^\lambda : \mathcal{W}_\mu^\lambda \rightarrow \overline{\text{Gr}}_G^\lambda \). We denote by \( A_\mu^\lambda \subset \mathcal{W}_\mu^\lambda \) the attractor to the fixed locus with respect to the loop rotation action (do not confuse with \( A_\mu^\lambda \)), by [DG14, Section 1.4.7] this is a closed affine subvariety of \( \mathcal{W}_\mu^\lambda \).

**Proposition 3.1**

The following holds.

1. We have \( A_\mu^\lambda = p^{-1}(G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda}) \).
2. The morphism \( A_\mu^\lambda = p^{-1}(G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda}) \overset{p}{\longrightarrow} (G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda}) \) is a trivial fiber bundle, i.e., we have an isomorphism \( A_\mu^\lambda \cong p^{-1}(z^\mu) \times (G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda}) \) such that \( p \) is the projection morphism after this identification.
3. We have an isomorphism \( A_\mu^\lambda \cong p^{-1}(z^\mu) \times U_\mu^\lambda \times \mathcal{W}_\mu^{\lambda_+} \).

**Proof.** Let us prove (1). Recall that by Proposition 2.18 we have \( (\mathcal{W}_\mu^\lambda)^{\mathbb{C}^\times} = U_- \cdot z^\mu \). Note also that \( G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda} \) is exactly the attractor to \( U_- \cdot z^\mu \) in \( \overline{\text{Gr}}_G^\lambda \) with respect to the loop rotation. As forgetful map \( p \) is \( \mathbb{C}^\times \)-equivariant it follows that \( p(A_\mu^\lambda) \subset (G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda}) \). It remains to prove that \( p^{-1}(G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda}) \subset A_\mu^\lambda \). Pick a point \( x \in p^{-1}(G[z^{-1}]_{U_- \cdot z^\mu \cap \overline{\text{Gr}}_G^\lambda}) \). Recall that we have a locally closed embedding \( \iota : \mathcal{W}_\mu^\lambda \hookrightarrow \overline{\text{Gr}}_G^\lambda \times Z^{-w_0(\lambda - \mu)} \) given by \( o \mapsto (p(o), s_\mu^\lambda(o)) \), here \( s_\mu^\lambda : \mathcal{W}_\mu^\lambda \rightarrow Z^{-w_0(\lambda - \mu)} \) is
a certain $\mathbb{C}^\times$-equivariant morphism (see [BFN19, Section 2(ii)] for the definition). Set $(s, y) := \iota(x)$. By Proposition 2.14 the loop rotation action contracts $Z_{-w_0(\lambda-\mu)}$ to the unique fixed point which we will denote by $pt \in Z_{-w_0(\lambda-\mu)}$. Recall that $\overline{Gr}_G$ is projective, hence, any point of $\overline{Gr}_G$ has a limit with respect to the loop rotation action as $t$ goes to 0. Set $s_0 := \lim_{t \to 0} t \cdot s \in \overline{Gr}_G$. Recall that $s = p(x) \in G[z^{-1}]_U \cdot z^\mu$, so we must have $s_0 \in U_- \cdot z^\mu$ and by [Kry18, Theorem 3.1 (1)] the morphism $\overline{W}_\mu^t \supset U_- \cdot z^\mu \rightarrow U_- \cdot z^\mu \subset \overline{Gr}_G$ is an isomorphism. It follows that there exists the unique $\tilde{s}_0 \in U_- \cdot z^\mu \subset \overline{W}_\mu^t$ such that $p(\tilde{s}_0) = s_0$. Note now that $\tilde{s}_0 \in \overline{W}_\mu^t$ is $G$-fixed, so we must have $s_0(\tilde{s}_0) = pt$. So we obtain $\iota(\tilde{s}_0) = (s_0, pt) = \lim_{t \to 0} t \cdot \iota(x)$, hence, (since $\iota$ is an embedding) we must have $\lim_{t \to 0} \iota(x) = \tilde{s}_0$, i.e., $x \in A_\mu^\lambda$. We conclude that $p^{-1}(G[z^{-1}]_U \cdot z^\mu \cap \overline{Gr}_G) \subset A_\mu^\lambda$.

Let us prove (2). We can consider the ind-scheme $W_{rat}^t = \lim_{t \to 0} W_{rat}$, parametrizing triples $(\mathcal{P}, \sigma, \phi)$, where we put no restrictions on the defect of $\sigma$ (in matrix description this is $G(z) \cap U[[z^{-1}]]z^\mu B_-(z^{-1})_1$). Note that $\overline{W}_\mu^t$ is the preimage of $\overline{Gr}_G^\lambda$ under the natural morphism $p_\mu^t: W_{rat}^t \rightarrow Gr_G$, which we will simply denote by $p$. Note that we have an action $G[z^{-1}]_U_- \subset W_{rat}^t$ via changing the trivialization, indeed the action of $g \in G[z^{-1}]_U_-$ corresponding to changing the trivialization $\sigma$ does not change $\mathcal{P}$, $\phi$ and the fiber at infinity $\phi_\infty$ with respect to the new trivialization is $g(\infty)B_-(\infty)^{-1} = B_-$ since $g(\infty) \in U_-$. The morphism $W_{rat}^t \rightarrow Gr_G$ is clearly $G[z^{-1}]_U_-\cdot z^\mu$-equivariant. We set $A_{rat}^\lambda := \lim_{t \to 0} A_\mu^\lambda$; this is the attractor in $W_{rat}^t$ with respect to the loop rotation action.

By (1), the morphism $p: W_{rat}^t \rightarrow Gr_G$ restricts to the $G[z^{-1}]_U_-\cdot z^\mu$-equivariant morphism $p: A_{rat}^\lambda \rightarrow G[z^{-1}]_U_- \cdot z^\mu$. From $G[z^{-1}]_U_-\cdot z^\mu$-equivariance it follows that the fibers of the morphism $A_{rat}^\lambda \rightarrow G[z^{-1}]_U_- \cdot z^\mu$ are isomorphic. Our goal for now is to show that this morphism is a trivial fibration (this will imply (2)).

Let $Gr_G$ be the scheme parametrizing pairs $(\mathcal{P}, \sigma_U_\infty)$ consisting of a $G$-bundle $\mathcal{P}$ on $\mathbb{P}^1$ together with a trivialization $\sigma_U_\infty$ of $\mathcal{P}$ restricted to the formal neighbourhood $U_\infty$ of $\infty \in \mathbb{P}^1$. Scheme $Gr_G$ is called a thick affine Grassmannian (see Section 5.2 for more details). We have the natural morphism $i: Gr_G \hookrightarrow Gr_G$. Recall that $Gr_G = \overline{Gr}_G^\lambda$. The composition $\overline{Gr}_G^\lambda \subset Gr_G \subset Gr_G$ is a closed embedding (see [FM99, Section 10.6.2], [KT95 Proposition 1.3.2]) so $i$ is an embedding of functors, note that the morphism $i$ has dense image (in Zariski topology) so is not a closed embedding. Let $G[[z^{-1}]_U_- \subset G[[z^{-1}]]$ be the preimage of $U_-$ with respect to the natural evaluation at $\infty$ morphism $G[[z^{-1}]] \rightarrow G$. The group $G[[z^{-1}]]$ acts on $Gr_G$ via changing the trivialization. Note that $(G[[z^{-1}]_U_- \cdot z^\mu) \cap Gr_G = G[[z^{-1}]_U_- \cdot z^\mu$ since we have decompositions $Gr_G = \bigsqcup_{\lambda \in \Lambda} G[[z^{-1}]_U_- \cdot z^\mu$, $Gr_G = \bigsqcup_{\lambda \in \Lambda} G[[z^{-1}]_U_- \cdot z^\mu$ (see [KT95 Propositions 1.3.1, 1.3.2]). It follows that $i$ restricts to the embedding (that becomes closed after intersecting with $\overline{Gr}_G^\lambda$):

$$Gr_G \supset G[[z^{-1}]_U_- \cdot z^\mu \rightarrow G[[z^{-1}]_U_- \cdot z^\mu \subset Gr_G$$
to be denoted by the same symbol. Let $\mathcal{W}_\mu$ be the moduli space of triples $(P, \sigma_{U_\infty}, \phi)$, where $P$ is a $G$-bundle on $\mathbb{P}^1$, $\sigma_{U_\infty}$ is the trivialization of $P$ at the formal neighbourhood $U_\infty$ of $\infty \in \mathbb{P}^1$ and $\phi$ is a $B$-structure of degree $w_0\mu$ in $P$ such that the fiber of $\phi$ at $\infty$ is $B$ with respect to $\sigma_{\infty}$ (in matrix description we have $\mathcal{W}_\mu = U[[z^{-1}]]_1 z^\mu B_+ [[z^{-1}]]_1$). We have the natural morphism $p: \mathcal{W}_\mu \to \text{Gr}_G$ and the following diagram is cartesian (c.f. [FM99], Section 12.2), this follows from the moduli description of $\mathcal{W}_\mu^{\text{rat}}$, $\mathcal{W}_\mu$, $\text{Gr}_G$, $\text{Gr}_G$:

\[
\begin{array}{ccc}
\mathcal{W}_\mu^{\text{rat}} & \xrightarrow{p} & \mathcal{W}_\mu \\
\downarrow & & \downarrow p \\
\text{Gr}_G & \xrightarrow{b} & \text{Gr}_G
\end{array}
\]

Set $A_\mu := p^{-1}(G[[z^{-1}]]U_\mu z^\mu)$. Note that by (1) the following diagram is cartesian:

\[
\begin{array}{ccc}
A_\mu^{\text{rat}} & \xrightarrow{p} & A_\mu \\
\downarrow & & \downarrow p \\
G[[z^{-1}]]U_\mu \cdot z^\mu & \xrightarrow{b} & G[[z^{-1}]]U_\mu \cdot z^\mu
\end{array}
\]

Note that $G[[z^{-1}]]U_\mu$ is a pro-unipotent group, so it is easy to construct a subgroup $\Gamma \subset G[[z^{-1}]]U_\mu$ such that the action of $\Gamma$ on $G[[z^{-1}]]U_\mu \cdot z^\mu$ is free and transitive. Indeed the Lie algebra of $G[[z^{-1}]]U_\mu$ is $u_\mu \oplus z^{-1} g[[z^{-1}]]$ (here $u_\mu = \text{Lie } U_\mu$) and the Lie algebra of $\text{Stab}_G[[z^{-1}]]U_\mu (z^\mu)$ is generated (topologically i.e. allowing infinite sums) by $z^{-k} g_{\alpha,\nu}$ such that $\langle \alpha, \mu \rangle + k \leq 0$. We can now consider the Lie subalgebra $a \subset u_\mu \oplus z^{-1} g[[z^{-1}]]$ generated (topologically) by $z^{-k} g_{\alpha,\nu}$ such that $\langle \alpha, \mu \rangle + k > 0$, note that this is indeed the Lie subalgebra of $u_\mu \oplus z^{-1} g[[z^{-1}]]$ since $[z^{-k_1} g_{\alpha,\nu}, z^{-k_2} g_{\alpha,\nu}] \subset z^{-k_1+k_2} g_{\alpha,\nu}$ and $\langle \alpha, \mu \rangle + k_1 > 0, \langle \alpha, \mu \rangle + k_2 > 0$ implies $\langle \alpha, \mu \rangle + k_1 + k_2 > 0$. Now we can define $\Gamma$ as the exponent of $a$. Note that we can explicitly write (compare with [Kash89], Lemma 4.5.7 and Corollary 4.5.8)

\[
\Gamma = G[[z^{-1}]]U_\mu \cap z^\mu G[[z^{-1}]]z^{-\mu}.
\]

Since $p$ is $\Gamma$-equivariant we conclude that the action by $\Gamma$ induces the isomorphism $A_\mu \simeq p^{-1}(z^\mu) \times (G[[z^{-1}]]U_\mu \cdot z^\mu)$ such that the morphism $p: A_\mu \to G[[z^{-1}]]U_\mu \cdot z^\mu$ is the projection onto the second factor with respect to the identification above. So we see that we have the following cartesian square:

\[
\begin{array}{ccc}
A_\mu^{\text{rat}} & \xrightarrow{p} & p^{-1}(z^\mu) \times (G[[z^{-1}]]U_\mu \cdot z^\mu) \\
\downarrow & & \downarrow \text{proj} \\
G[[z^{-1}]]U_\mu \cdot z^\mu & \xrightarrow{b} & G[[z^{-1}]]U_\mu \cdot z^\mu
\end{array}
\]

here $\text{proj}: p^{-1}(z^\mu) \times (G[[z^{-1}]]U_\mu \cdot z^\mu) \to G[[z^{-1}]]U_\mu \cdot z^\mu$ is the projection onto the second factor. Since the square is cartesian we conclude that $A_\mu^{\text{rat}} \simeq p^{-1}(z^\mu) \times (G[[z^{-1}]]U_\mu \cdot z^\mu)$.

Another way to prove this is to consider the group $\Gamma^{\text{rat}} := \Gamma \cap G(z)$ and to note that its
action on $G[z^{-1}]_{U_-} \cdot z^\mu \subset \text{Gr}_G$ is free and transitive. It follows that the action of $\Gamma_{\text{rat}}$ induces the desired isomorphism $A^\mu_{\text{rat}} \simeq p^{-1}(z^\mu) \times (G[z^{-1}]_{U_-} \cdot z^\mu)$. Now (2) follows.

Part (3) follows from (2) using the isomorphism (3.1). 

\textbf{Remark 3.2}

Using the same approach as in the proof of Theorem (3.1), one can show that for any $\nu \in \Lambda$ the morphism

$$\overline{W}^\Lambda_{\mu} \supset p^{-1}(G[z^{-1}]_{U_-} \cdot z^\nu \cap \overline{\text{Gr}}_G^\Lambda) \to G[z^{-1}]_{U_-} \cdot z^\nu \cap \overline{\text{Gr}}_G^\Lambda \subset \text{Gr}_G$$

is a trivial fibration, so

$$p^{-1}(G[z^{-1}]_{U_-} \cdot z^\nu \cap \overline{\text{Gr}}_G^\Lambda) \simeq p^{-1}(z^\nu) \times (G[z^{-1}]_{U_-} \cdot z^\nu \cap \overline{\text{Gr}}_G^\Lambda).$$

Since $\overline{\text{Gr}}_G^\Lambda = \bigsqcup_{\nu \in \Lambda} G[z^{-1}]_{U_-} \cdot z^\nu \cap \overline{\text{Gr}}_G^\Lambda$, it follows that $\overline{W}^\Lambda_{\mu}$ has the following stratification by locally closed subvarieties:

$$\overline{W}^\Lambda_{\mu} = \bigsqcup_{\nu \in \Lambda} p^{-1}(z^\nu) \times (G[z^{-1}]_{U_-} \cdot z^\nu \cap \overline{\text{Gr}}_G^\Lambda) = \bigsqcup_{\nu \in \Lambda} p^{-1}(z^\nu) \times U^\nu \times \overline{W}^\Lambda_{\nu^\mu}.$$

\textbf{Remark 3.3}

Directly from the definitions $p^{-1}(z^\nu)$ is the moduli space of $B$-structures of degree $w_0\mu$ in the $G$-bundle $\mathcal{O}(\nu)$ which are equal to $B_-$ at $\infty$ with respect to the trivialization $\sigma_{z^\nu}$. It would be interesting to describe this space, for example, to compute its dimension.

\textbf{Theorem 3.4}

For $\mu \in \Lambda$ such that $(\alpha^\vee, \mu) \geq 1$ for $\alpha^\vee \in \Delta_+^\vee$, the image of the morphism $p$ coincides with $(G[z^{-1}]_{U_-} \cdot z^\mu) \cap \overline{\text{Gr}}_G^\Lambda$ and

$$\overline{W}^\Lambda_{\mu} \simeq A^{(2w_0\mu, \mu^+ - \mu)} \times \overline{W}^\Lambda_{\mu^+}.$$

\textbf{Proof.} It follows from Proposition 2.20 that $\overline{W}^\Lambda_{\mu} = A^\Lambda_{\mu}$, so by Proposition 3.1 the image of the morphism $p$ coincides with $(G[z^{-1}]_{U_-} \cdot z^\mu) \cap \overline{\text{Gr}}_G^\Lambda$ and using the isomorphism (3.1) we obtain

$$\overline{W}^\Lambda_{\mu} = A^\Lambda_{\mu} \simeq p^{-1}(z^\mu) \times (G[z^{-1}]_{U_-} \cdot z^\mu \cap \overline{\text{Gr}}_G^\Lambda) \simeq p^{-1}(z^\mu) \times U^\mu \times \overline{W}^\Lambda_{\mu^+}.$$

Since $U^\mu$ is isomorphic to an affine space, it remains to prove that $p^{-1}(z^\mu)$ is also isomorphic to an affine space. Let us first of all show that $p^{-1}(z^\mu)$ is smooth.

Recall that by Proposition 3.1 the morphism $p: \overline{W}^\Lambda_{\mu} = A^\Lambda_{\mu} \to (G[z^{-1}]_{U_-} \cdot z^\mu) \cap \overline{\text{Gr}}_G^\Lambda$ is a trivial fibration, so all its fibers are isomorphic to $p^{-1}(z^\mu)$. Note that the preimage $p^{-1}(G[z^{-1}]_{U_-} \cdot z^\mu \cap \overline{\text{Gr}}_G^\Lambda)$ is $W^\Lambda_{\mu}$ that is smooth by MW[19]. So we see that the preimage $p^{-1}(G[z^{-1}]_{U_-} \cdot z^\mu \cap \overline{\text{Gr}}_G^\Lambda) \simeq p^{-1}(z^\mu) \times (G[z^{-1}]_{U_-} \cdot z^\mu \cap \overline{\text{Gr}}_G^\Lambda)$ is smooth, hence $p^{-1}(z^\mu)$ is also smooth.

Recall that the loop rotation action contracts $p^{-1}(z^\mu)$ to the fixed point $z^\mu \in \overline{W}^\Lambda_{\mu}$ and $p^{-1}(z^\mu)$ is smooth. Now from (very simple version of) the Bialynicki-Birula decomposition (see [Bin76]) we deduce that $p^{-1}(z^\mu)$ is isomorphic to an affine space. 

\qed
Remark 3.5
Let us note that from our proof of Theorem 3.4 it follows that the Conjecture a) in Section 12.3.1 of [FM99] that \( p: \overline{W}_\mu^\lambda \to \overline{\text{Gr}}^\lambda_{\text{G}} \) is smooth onto its image is true for \( \mu \) such that \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for every \( \alpha^\vee \in \Delta^+_+ \). Let us also note that the Conjecture is false in general: indeed for \( G = \text{SL}_2 \) and \( \mu = -\alpha \), \( \lambda = \alpha \) (with \( \alpha \) being the simple coroot of \( \text{SL}_2 \)) one can check that \( 1 \in \text{im} \, p \). Using the moduli description of \( \overline{W}_\mu^\lambda \) it is easy to see that \( p^{-1}(1) \) coincides with open zastava space \( Z_{\alpha}^\circ \), so it has dimension 2. On the other hand, \( \dim \overline{W}_{\alpha - \alpha}^\lambda = 4 \) and \( \dim \left[ z^{-1} \right] U_\cdot z^{-\alpha} \cap \overline{\text{Gr}}^\lambda_{\text{G}} = \dim U_\cdot z^{-\alpha} = \dim U_\cdot = 1 \), i.e., \( \dim p^{-1}(z^{-\alpha}) = 3 \). We see that \( p \) has fibers of different (positive) dimensions over the points \( 1, z^{-\alpha} \in \text{Gr}^\lambda_{\text{G}} \), so \( p \) cannot be smooth onto its image. We are grateful to Dinakar Muthiah for pointing this out to us.

Corollary 3.6
If \( \mu \in W^\lambda \) and \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for every \( \alpha^\vee \in \Delta^+_+ \), then \( \overline{W}_\mu^\lambda \cong A^{2\langle \rho^\vee, \lambda - \mu \rangle} \).

Proof. Follows from Theorem 3.4. \( \square \)

Let us give another short proof of this fact.

Proof. Recall that by Corollary 2.22 we have a \( \mathbb{C}^\times \)-action that contracts \( \overline{W}_\mu^\lambda \) to the point \( z^\mu \), note also that \( z^\mu \) lies in a smooth open subset \( W_\mu^\lambda \subset \overline{W}_\mu^\lambda \) (since \( \mu \in W^\lambda \)), so we conclude that \( \overline{W}_\mu^\lambda \) is smooth at the point \( z^\mu \) (smoothness of \( W_\mu^\lambda \) follows from [MW19]).

It follows that \( \overline{W}_\mu^\lambda \) is smooth (here we use that if we have a \( \mathbb{C}^\times \)-action on some variety \( Z \) that contracts \( Z \) to a point and \( Z \) is smooth at this point, then \( Z \) is smooth). Now the claim follows from the Bialynicki-Birula decomposition (see [Bia76]). \( \square \)

Remark 3.7
Note that the condition that \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for any positive \( \alpha^\vee \in \Delta^+_+ \) is equivalent to the fact that \( \overline{W}_\mu^\lambda = \overline{W}_\mu^{\lambda^\vee} \). Equivalently \( W_\mu^\lambda = \bigcup_{\mu \leq \lambda} \overline{W}_\mu^\lambda \) is the deepest stratum (i.e. for any dominant \( \lambda' \in \Lambda^+ \) such that \( \mu \leq \lambda' \leq \lambda \) we have \( \overline{W}_\mu^{\lambda'} \subset \overline{W}_\mu^\lambda \) iff \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for any positive \( \alpha^\vee \in \Delta^+_+ \). This easily follows from the results of Appendix (see Corollary 6.5). We are grateful to Dinakar Muthiah for pointing this out to us.

4. Generalized slices for minuscule coweights

In this section we consider the example of generalized slices \( \overline{W}_\mu^\lambda \) for minuscule \( \lambda \) and \( \mu \in W^\lambda \). Since we will use the Coulomb branch description of \( \overline{W}_\mu^\lambda \) we then assume in this section that \( G \) is adjoint.

Remark 4.1
Note that we do not lose any generality assuming that \( G \) is adjoint: indeed if \( G \) is any reductive group with Lie algebra \( \mathfrak{g} \) and \( G^{\text{ad}} \) is the corresponding adjoint group then we have a surjective homomorphism \( G \to G^{\text{ad}} \). Let \( T \) be the image of \( T \) with respect to
this morphism. Note that $\mathbb{T}$ is the maximal torus of $G^{\text{ad}}$. Then any two cocharacters $\lambda \in \Lambda^+$, $\mu \in \Lambda$ being composed with the surjection $T \rightarrow \mathbb{T}$ define cocharacters of $\mathbb{T}$ to be denoted $\lambda, \mu$ respectively. It is easy to see that the canonical morphism $\mathbb{W}_\mu^\lambda \longrightarrow \mathbb{W}_\mu^\lambda$ is an isomorphism i.e. the generalized transversal slice $\mathbb{W}_\mu^\lambda$ for $G$ can be realized as the generalized transversal slice $\mathbb{W}_\mu^\lambda$ for the corresponding adjoint group $G^{\text{ad}}$.

Let us recall the definition of a minuscule coweight.

**Definition 4.2 (Minuscule coweights)**

A dominant coweight $\lambda \in \Lambda^+$ is called minuscule if for any coweight $\mu \in \Lambda$ such that $V_\mu^\lambda \neq \{0\}$ we have $\mu \in W\lambda$. Here $V^\lambda$ is the irreducible representation of the Langlands dual group $G^\vee$ with the highest weight $\lambda$ and $V_\mu^\lambda$ is the $\mu$-weight space of $V^\lambda$.

Note that since $\lambda$ is minuscule it follows that $\langle \alpha^\vee, \lambda \rangle \in \{-1, 0, 1\}$ for any $\alpha^\vee \in \Delta^\vee$ (see [Bou75, VIII, §7, no. 3]) so since $\mu \in W\lambda$ we conclude that $\langle \alpha^\vee, \mu \rangle \geq -1$ for any $\alpha^\vee \in \Delta^\vee$ so we can apply Theorem 3.4 (see also Corollary 3.6) and conclude that $\mathbb{W}_\mu^\lambda \simeq \mathbb{A}(2\rho^\vee, \lambda - \mu)$. The goal of this section is to construct the isomorphism $\mathbb{W}_\mu^\lambda \simeq \mathbb{A}(2\rho^\vee, \lambda - \mu)$ explicitly and in particular obtain natural coordinates on $\mathbb{W}_\mu^\lambda$. We will also describe the Poisson structure on $\mathbb{W}_\mu^\lambda$ which comes from its realization as a certain Coulomb branch (see Section 4.3). We will also compute a $T \times \mathbb{C}^\times$-character of $\mathbb{W}_\mu^\lambda$ that will allow us to compute characters of tangent spaces at fixed points of convolution diagrams over slices (see Remark 5.15) and also to compute Poincaré polynomials of certain convolution diagrams $\mathbb{W}_\mu^\lambda$ (see Remark 5.16). Note that since $\mu \in W\lambda$ and $\lambda \in \Lambda^+$ we then have $\lambda = \mu^+$.

### 4.1. Coordinates on $\mathbb{W}_\mu^\lambda = \mathbb{W}_\mu^{\mu^+}$ for minuscule $\lambda$

In this section we assume that $\mu \in W\lambda$ and $\lambda$ is minuscule. It follows that $\lambda = \mu^+$ and $\mathbb{W}_\mu^\lambda = \mathbb{W}_\mu^{\mu^+} = \mathbb{W}_\mu^{\mu^+}$ (see Remark 3.7).

Recall that (see Definition 2.15)

$$\mathcal{R}_\mu^{\mu^+} := \{ x \in \mathbb{W}_\mu^{\mu^+} \mid \lim_{t \to \infty} 2\rho(t) \cdot x = z^\mu \}. $$

**Lemma 4.3**

For $\mu \in \Lambda$ such that $\mu^+ \in \Lambda^+$ is minuscule we have $(\mathbb{W}_\mu^{\mu^+})^{\mathbb{C}^\times} = \mathcal{R}_\mu^{\mu^+}$.

**Proof.** It follows from Proposition 2.18 that $(\mathbb{W}_\mu^{\mu^+})^{\mathbb{C}^\times} = U_- \cdot z^\mu \subset \mathcal{R}_\mu^{\mu^+}$. It remains to prove that $\mathcal{R}_\mu^{\mu^+} \subset (\mathbb{W}_\mu^{\mu^+})^{\mathbb{C}^\times}$. Indeed recall that by Proposition 2.17 the morphism $p|_{\mathcal{R}_\mu^{\mu^+}} : \mathcal{R}_\mu^{\mu^+} \to \text{Gr}_{G}^{\mu^+}$ is the isomorphism onto its image. Since $\mu^+$ is minuscule we have $\text{Gr}_{G}^{\mu^+} = G \cdot z^\mu$ so $\mathbb{C}^\times$ acts trivially on $\text{Gr}_{G}^{\mu^+}$. Since $p|_{\mathcal{R}_\mu^{\mu^+}} : \mathcal{R}_\mu^{\mu^+} \to \text{Gr}_{G}^{\mu^+}$ is a $\mathbb{C}^\times$-equivariant embedding we conclude that $\mathcal{R}_\mu^{\mu^+} \subset (\mathbb{W}_\mu^{\mu^+})^{\mathbb{C}^\times}$.

$\square$
Proof. Take a point \( x \in \mathcal{W}_\mu^+ \). By Proposition \( \text{(2.20)} \) together with Lemma \( \text{(4.3)} \) it flows to some point \( x_0 \in \mathcal{R}_\mu^+ \) under the loop rotation action. It follows that \( p(x) \) flows to \( p(x_0) \) under the loop rotation action. Recall now that since \( \mu^+ \) is minuscule we have \( \text{Gr}^G_{z^\mu} = G \cdot z^\mu \) so \( \mathbb{C}^\times \) acts trivially on \( \text{Gr}^G_{z^\mu} \), hence, \( p(x) = p(x_0) \in p(\mathcal{R}_\mu^+) \). The isomorphism \( p(\mathcal{R}_\mu^+) \cong \mathcal{R}_\mu^+ \) follows from Proposition \( \text{(2.17)} \). \( \square \)

Recall that \( \text{Stab}_{\mathcal{U}_-}(z^\mu) \subset \mathcal{U}_- \) is the stabilizer of the point \( z^\mu \in \text{Gr}^G_{z^\mu} \) in \( \mathcal{U}_- \). Recall that \( \text{Gr}^G_{z^\mu} \cong G/P_{\mu^+} \) is isomorphic to a parabolic flag variety and the corresponding action \( \mathcal{U}_- \curvearrowright G/P_{\mu^+} \) is given by the left multiplication. There exists a canonical subgroup \( \mathcal{U}_-^\mu \subset \mathcal{U}_- \), such that the multiplication morphism

\[
\mathcal{U}_-^\mu \times \text{Stab}_{\mathcal{U}_-}(z^\mu) \rightarrow \mathcal{U}_-, \quad (u_1, u_2) \mapsto u_1 u_2
\]

(4.1)
is an isomorphism of algebraic varieties. The group \( \mathcal{U}_-^\mu \) is defined as follows. Consider the nilpotent subalgebra of \( \mathfrak{g} \) generated by \( \mathfrak{g}_{\alpha^\vee} \) such that \( \alpha^\vee \in \Delta_- \), \( \langle \alpha^\vee, \mu \rangle > 0 \). Then \( \mathcal{U}_-^\mu \) is the exponent of this algebra.

Lemma 4.5

The morphism \( \Phi: \mathcal{U}_-^\mu \times p^{-1}(z^\mu) \xrightarrow{\sim} \mathcal{W}_\mu^+ \) given by \( (u_-, x) \mapsto u_- \cdot x \) is an isomorphism.

Proof. It follows from Lemma \( \text{(4.4)} \) and \( \text{(4.1)} \) that the group \( \mathcal{U}_-^\mu \) acts freely and transitively on the image of the morphism \( p \). The desired follows. \( \square \)

Proposition 4.6

We have \( p^{-1}(z^\mu) = \mathcal{A}_\mu^{\mu^+} \).

Proof. It follows from Proposition \( \text{(2.19)} \) that \( \mathcal{A}_\mu^{\mu^+} \subset p^{-1}(z^\mu) \). Note now that \( \dim(\mathcal{A}_\mu^{\mu^+}) = \dim(\mathcal{R}_\mu^+) = \langle \rho^\vee, \lambda - \mu \rangle = \dim(p^{-1}(z^\mu)) \) and \( \mathcal{A}_\mu^{\mu^+} \) is closed in \( p^{-1}(z^\mu) \). Note also that the variety \( p^{-1}(z^\mu) \) is irreducible since by Proposition \( \text{(2.3)} \) \( \mathcal{W}_\mu^+ \) is irreducible and by Lemma \( \text{(4.5)} \) \( \mathcal{W}_\mu^+ \cong \mathcal{U}_-^\mu \times p^{-1}(z^\mu) \). Thus, \( \mathcal{A}_\mu^{\mu^+} = p^{-1}(z^\mu) \). \( \square \)

Corollary 4.7

We have a natural isomorphism \( \mathcal{W}_\mu^{\mu^+} \cong \mathcal{U}_-^\mu \times \mathcal{A}_\mu^{\mu^+} \cong \mathcal{R}_\mu^{\mu^+} \times \mathcal{A}_\mu^{\mu^+} \).

Proof. Follows from Lemma \( \text{(4.5)} \) and Proposition \( \text{(4.6)} \). \( \square \)

Recall now that the Cartan involution \( \iota: \mathcal{W}_\mu^+ \xrightarrow{\sim} \mathcal{W}_\mu^+ \) (see \( \text{[BFN19], Section 2(vii)} \)) and Corollary \( \text{(2.11)} \) induces an anti-\( T \)-equivariant isomorphism from \( \mathcal{R}_\mu^{\mu^+} \) to \( \mathcal{A}_\mu^{\mu^+} \) and that we have the \( T \)-equivariant isomorphism from \( \mathcal{R}_\mu^+ \) to a certain Bruhat cell in \( G/P_{\mu^+} \), which is naturally isomorphic to \( \mathcal{U}^\mu \). Note that we have an isomorphism \( \text{Lie}(U^\mu) \xrightarrow{\exp} U^\mu \) and \( \text{Lie}(U^\mu) \subset \text{Lie}U_- \) has the basis \( \{ e_{\alpha^\vee} \} \), \( e_{\alpha^\vee} \in \mathfrak{g}_{\alpha^\vee} \) parametrized by the subset \( \Delta^\vee_{\mu,-} \subset \Delta^\vee_- \) defined as follows \( \Delta^\vee_{\mu,-} := \{ \alpha^\vee \in \Delta^\vee_- \mid \langle \alpha^\vee, \mu \rangle > 0 \} \). So we
obtain the identifications

\[ A_\mu^+ \cong \mathbb{R}_\mu^+ \cong U_\mu^+ \cong \text{Lie}(U_\mu^+) = \mathbb{A}^{(\rho^\vee, \mu^+ - \mu)} \]

For \( \alpha^\vee \in \Delta_{\mu,-}^\vee \) we denote by \( y_{\alpha^\vee} \in \mathbb{C}[\mathbb{R}_\mu^+] \) the corresponding coordinate function on \( \mathbb{R}_\mu^+ \). For \( \alpha^\vee \in \Delta_{\mu,+}^\vee := -\Delta_{\mu,-}^\vee \), we denote by \( x_{\alpha^\vee} \in \mathbb{C}[A_\mu^+] \) the function on \( A_\mu^+ \) which corresponds to the coordinate function \( y_{-\alpha^\vee} \in \mathbb{C}[\mathbb{R}_\mu^+] \) with respect to the isomorphism \( \iota_! : \mathbb{R}_\mu^+ \simeq A_\mu^+ \). So we obtain natural coordinates \( x_{\alpha^\vee}, y_{-\alpha^\vee} \) on \( A_\mu^+, \mathbb{R}_\mu^+ \) that we will call \textit{standard coordinates}. The following theorem follows immediately from Corollary \[17\] and the discussion above.

**Theorem 4.8**

We have natural isomorphisms

\[ A_\mu^+ \cong \mathbb{R}_\mu^+ \cong U_\mu^+ \cong \text{Lie}(U_\mu^+) = \mathbb{A}^{(\rho^\vee, \lambda^\vee - \mu)} \]

\[ \mathcal{W}_\mu^+ \cong A_\mu^+ \times \mathbb{R}_\mu^+ \cong \mathbb{A}^{(\rho^\vee, \mu^+ - \mu)} \times \mathbb{A}^{(\rho^\vee, \mu^+ - \mu)} \]

so we obtain natural coordinates \( \{ x_{\alpha^\vee}, y_{-\alpha^\vee} | \alpha^\vee \in \Delta_{\mu,-}^\vee \} \) on \( \mathcal{W}_\mu^+ \).

**Remark 4.9**

Let us now describe coordinates \( x_{\alpha^\vee}, y_{-\alpha^\vee}, \alpha^\vee \in \Delta_{\mu,+}^\vee \) more explicitly using matrix descriptions of \( A_\mu^+, \mathbb{R}_\mu^+ \). Let us first of all recall that the action of \( U_\mu^+ \) on \( \mathbb{R}_\mu^+ \) is free. I claim that in matrix terms this action is given by \( u \cdot u^\prime \mapsto u u^\prime \). So we need to compute \( p(u) \) for some \( u \in \mathcal{W}_\mu^+ \). We have natural isomorphisms

\[ \mathbb{R}_\mu^+ \cong U_\mu^+ \cong \text{Lie}(U_\mu^+) = \mathbb{A}^{(\rho^\vee, \lambda^\vee - \mu)} \]

\[ \mathcal{W}_\mu^+ \cong A_\mu^+ \times \mathbb{R}_\mu^+ \cong \mathbb{A}^{(\rho^\vee, \mu^+ - \mu)} \times \mathbb{A}^{(\rho^\vee, \mu^+ - \mu)} \]

we denote by \( \exp(\mu, u \cdot u^\prime) \) the embedding and \( p : X_\mu \rightarrow \mathcal{W}_\mu \) is the projection. So we need to compute \( p(u) \cdot u^\prime \). We can write \( u \cdot u^\prime \) for some \( n_+ \in \mathcal{W}_\mu^+ = \bigoplus_{\beta^\vee \in \Delta_{\mu,-}^\vee} \mathfrak{g}_{\beta^\vee} \) then since \( \langle \beta^\vee, \mu \rangle = 1 \) for \( \beta^\vee \in \Delta_{\mu,-}^\vee \) (here we use that \( \mu^+ \) is minuscule) we get

\[ u \cdot u^\prime = \exp(n_+) \cdot \exp(u u^\prime) = \exp(n_+) \cdot \exp(u \cdot u^\prime) = \exp(n_+) \cdot \exp(u \cdot u^\prime) = \exp(u \cdot u^\prime) \]

Projecting to \( \mathcal{W}_\mu \) we obtain

\[ p(z^\mu \exp(z^{-1} n_+) \exp(-n_-)) = z^\mu \exp(z^{-1} n_+) = \exp(n_+) \cdot z^\mu = u \cdot u^\prime \in \mathcal{W}_\mu^+ \]

We conclude that

\[ \mathbb{R}_\mu^+ = \{ u \cdot u^\prime | u \in \mathcal{W}_\mu^+ \} = \left\{ \exp \left( \sum_{\beta^\vee \in \Delta_{\mu,-}^\vee} b_{\beta^\vee} e_{\beta^\vee} \right) z^\mu, b_{\beta^\vee} \in \mathbb{C} \right\} \]

and the coordinate \( y_{-\alpha^\vee} \) is given by

\[ \exp \left( \sum_{\beta^\vee \in \Delta_{\mu,-}^\vee} b_{\beta^\vee} e_{\beta^\vee} \right) z^\mu \mapsto b_{-\alpha^\vee}. \]

Let us now describe the coordinates \( x_{\alpha^\vee} \) in matrix terms. We denote by \( U^\mu \subset B \) the exponent of the nilpotent algebra \( \bigoplus_{\beta^\vee \in \Delta_{\mu,+}^\vee} \mathfrak{g}_{\beta^\vee} \). Recall that by Proposition \[14\] below the Cartan involution is given by \( g \mapsto \mathfrak{C}(g)g^{-1} \), here \( \mathfrak{C} : G \rightarrow G \) is the Cartan involution of the group \( G \) and we denote by the same symbol the corresponding isomorphism
$G((z^{-1})) \rightarrow G((z^{-1}))$. Since $C(u^{-1}z^\mu)^{-1} = z^\mu C(u_+^{-1})$ and $\iota$ identifies $R^\mu_+$ with $A^\mu_+$, we conclude that $A^\mu_+$ in matrix terms can be described as follows

$$A^\mu_+ = \{ z^\mu u | u \in U^\mu \} = \left\{ z^\mu \exp \left( \sum_{\alpha^\vee \in \Delta^\vee_{\mu^+,+}} a_{\alpha^\vee} e_{\alpha^\vee} \right) \right\}$$

and the coordinate $x_{\alpha^\vee}$ is given by

$$z^\mu \exp \left( \sum_{\beta^\vee \in \Delta^\vee_{\mu^+,+}} a_{\beta^\vee} e_{\beta^\vee} \right) \mapsto -a_{\alpha^\vee},$$

where $e_{\beta^\vee} \in \mathfrak{g}_{\beta^\vee}$ are Chevalley generators, the sign appears in the formula since the Cartan involution of $\mathfrak{g}$ sends $e_{\alpha^\vee}$ to $-e_{\alpha^\vee}$.

4.2. Poisson structure. In the paper [NW19], H. Nakajima and A. Weekes defined a Poisson structure on $\overline{W}_\mu$ for any reductive group $G$ (simply laced case was treated in [BFN19], we will often refer to some results of [BFN19] in the general case since their proofs can be easily generalized). Let us describe this Poisson structure. Let $\lambda, \mu \in \Lambda$ be coweights of $T$ such that $\lambda$ is dominant and $\mu \leq \lambda$. We set $\lambda^* := -w_0(\lambda), \mu^* := -w_0(\mu)$.

It is known (see [NW19] Theorem 4.1), [BFN19] Theorem 3.10)) that the variety $\overline{W}_{\mu^*}$ is isomorphic to a Coulomb branch $M(\lambda, \mu)$ (see Section 4.3) of the corresponding quiver gauge theory. It is known (see [BFN19] Section 3(iv)) that the Coulomb branch $M(\lambda, \mu)$ admits a Poisson structure. Let us briefly describe it.

Recall that the Coulomb branch $M(\lambda, \mu)$ is the spectrum of the algebra of equivariant Borel-Moore homology $H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})$, where the product is given by the convolution (see Section 4.3). The space of triples $R^\mu_{GL(V), N^\mu_\lambda}$ is equipped with the $\mathbb{C}^\times$-action via the loop rotation. We obtain a graded deformation $H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})$ of the algebra $H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})$, i.e. $H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})$ is a flat (graded) module over $\mathbb{C}[h] = H^*_{C^\times}(pt)$, such that $H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})/(h-1) = H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})$.

We now define the Poisson bracket on $H^*_{GL(V)[z]}(R^\mu_{\lambda})$ by the formula $\{ [f], [g] \} := \left[ \frac{\partial g - \partial f}{\mu} \right]$, where $f, g, \frac{\partial g - \partial f}{\mu} \in H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})$ and $[f], [g], \left[ \frac{\partial g - \partial f}{\mu} \right]$ are the corresponding elements of $H^*_{GL(V)[z]}(R^\mu_{GL(V), N^\mu_\lambda})$. In this Section, we will describe the Poisson structure on $M(\lambda^*, \mu^*) \simeq \overline{W}_\mu$ for minuscule $\lambda \in \Lambda^+$ and $\mu \in W \lambda$.

4.3. Coulomb branches. (see [Nak16], [BFN19] Section 3], [BFN18a], [NW19]) Let $Q = (Q_0, Q_1)$ be the Dynkin quiver of the group $G$, here $Q_0$ stands for vertices and $Q_1$ for edges. We also fix any orientation of every element of $Q_1$. Let $(c_{ij})_{i,j \in Q_0}$ be the Cartan matrix of $G$. Let $(d_i)_{i \in Q_0} \in \mathbb{Z}_{>0}$ be such that $d_i c_{ij} = d_j c_{ij}$. We set $f_{ij} = 1$ if $i = j$ and $f_{ij} = |c_{ij}|$ otherwise. Consider the formal disk $D_i := \text{Spec} \mathbb{C}(\{ z_i \})$ and the punctured disk $\tilde{D}_i := \text{Spec} \mathbb{C}(\{ (z_i) \})$ for each vertex $i \in Q_0$. For each pair $(i, j)$ with $c_{ij} < 0$ we take a formal disk $D = \text{Spec} \mathbb{C}(\{ z \})$ and consider its branched coverings $\pi_{ji}: D_i \rightarrow D$, $\pi_{ij}: D_j \rightarrow D$ given by $z_i \mapsto z^{f_{ij}}$, $z_j \mapsto z^{f_{ij}}$ respectively.
We write $\lambda = \sum_{i \in Q_0} l_i \omega_i$, $\lambda - \mu = \sum_{i \in Q_0} a_i \alpha_i$, where $\omega_i \in \Lambda^+$ are fundamental coweights of $G$ and $\alpha_i \in \Lambda_{\text{pos}}$ are simple coroots. For each $i \in Q_0$ we set $W_i := C^{l_i}$, $V_i := C^{a_i}$, $N^\lambda_\mu := \bigoplus_{h \in Q_1} \text{Hom}(V_{\sigma(h)}, V_{\omega(h)}) \oplus \bigoplus_{j \in Q_0} \text{Hom}(W_i, V_j)$ and $\text{GL}(V) := \prod_{i \in Q_0} \text{GL}(V_i)$. The group $\text{GL}(V)$ acts naturally on $N^\lambda_\mu$.

Following [NW19] Sections 2(ii), 5(v) we consider the moduli space $\mathcal{R} = \mathcal{R}_{\text{GL}(V), N^\lambda_\mu}$ parametrizing the following objects:

- a rank $a_i$ vector bundle $E_i$ on $D_i$ together with a trivialization
  $$\sigma_i : E_i \big|_{D_i} \to V_i \otimes \mathcal{O}_{D_i}$$
  for $i \in Q_0$.
- a homomorphism $s_i : W_i \otimes \mathcal{O}_{D_i} \to E_i$ such that $\sigma_i \circ (s_i \big|_{D_i})$ extends to $D_i$ for $i \in Q_0$,
- a homomorphism $s_{ij} \in \text{Hom}_{\mathcal{O}_D}(\pi_{ij*} E_j, \pi_{ij*} E_i)$ such that $(\pi_{ij*} \sigma_i) \circ (s_{ij} \big|_{D_i}) \circ (\pi_{j*} \sigma_j)^{-1}$ extends to $D$, where $c_{ij} < 0$ and $j \to i$ is an arrow in the quiver $Q$.

Consider now the semidirect product $\text{GL}(V)[[z]] \rtimes \mathbb{C}^\times$, here $\mathbb{C}^\times$ acts on $\text{GL}(V)[[z]]$ via the loop rotation. The group $\text{GL}(V)[[z]] \rtimes \mathbb{C}^\times$ acts on $\mathcal{R}_{\text{GL}(V), N^\lambda_\mu}$. We can consider the algebra of equivariant Borel-Moore homology $H^*_\text{GL}(V)[[z]](\mathcal{R}_{\text{GL}(V), N^\lambda_\mu})$. It follows from [BFN18b] Proposition 5.15 that this is a commutative algebra, so we can define $\mathcal{M}(\lambda, \mu) := \text{Spec}(H^*_\text{GL}(V)[[z]](\mathcal{R}_{\text{GL}(V), N^\lambda_\mu}))$.

**Remark 4.10**

One can show that $\mathcal{M}(\lambda, \mu)$ does not depend on the choice of the orientation of the elements of $Q_1$. This was communicated to us by Alex Weekes, the proof is similar to the proof of the similar statement for simply-laced $G$ given in [BFN18b]: first one considers the case when $G = T$ (the proof is similar to [BFN18b Section 4(v)]) and then deduces the general case using the same approach as in [BFN18b Section 6(viii)].

The following proposition follows from [BFN19 Theorem 3.1], [NW19 Theorem 4.1].

**Proposition 4.11**

There exists an isomorphism of algebras $\Xi : \mathbb{C} \left[ \overline{W}^{\lambda*}_{\mu*} \right] \xrightarrow{\sim} H^*_\text{GL}(V)[[z]](\mathcal{R}_{\text{GL}(V), N^\lambda_\mu})$. In particular the Poisson bracket $\{, \}$ on $H^*_\text{GL}(V)[[z]](\mathcal{R}_{\text{GL}(V), N^\lambda_\mu})$ defines a Poisson bracket on $\mathbb{C} \left[ \overline{W}^{\lambda*}_{\mu*} \right]$ to be denoted by the same symbol $\{, \}$.

**Proposition 4.12**

$W^{\lambda*}_{\mu*} \subset \overline{W}^{\lambda*}_{\mu*}$ is a symplectic leaf of the Poisson bracket $\{, \}$. We denote the corresponding symplectic from on $W^{\lambda*}_{\mu*}$ by $\omega$.

**Proof.** The claim follows from [BFN19 Remark 3.19] (see also [BFN18b Proposition 6.15]) combined with [MW19 Theorem 1.2]. See the introduction of [MW19] for more details. □
4.3.1. Torus action. Recall the Cartan torus action $\mathcal{T} \rightleftharpoons \mathfrak{W}^\mu_\ast$ of Section 2.2. With respect to the isomorphism $\Xi$ (see Proposition 4.1), we obtain the action $\mathcal{T} \rightleftharpoons H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu)$. Since $G$ is adjoint an action of $\mathcal{T}$ on $H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu)$ is the same as a $\mathbb{Z}(\alpha_1^\vee)_{i\in Q_0}$-grading on $H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu)$. The algebra $H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu)$ is naturally graded by $\pi_1(GL(V)) = \mathbb{Z}Q_0 = \mathbb{Z}(\alpha_i^\vee)_{i\in Q_0}$. This is exactly the grading which corresponds to the $T$-action above (see [BFN19, Remark 3.12]). Recall now that the Poisson structure on $H^\ast_{GL(V)}(\ast)(\mathcal{R}_{\mu})$ comes from the deformation $H^\ast_{GL(V)}(\ast)(\mathcal{R}_{\mu})$ extends to the $\mathbb{Z}Q_0$-grading on the associative $\mathbb{C}[h]$-algebra $H^\ast_{GL(V)}(\ast)[\times \mathbb{C}^\times(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu))$, here $\mathbb{C}[h] = H^\ast_{\mathbb{C}^\times}(pt)$. As a corollary we obtain the following lemma.

**Lemma 4.13**

The action $\mathcal{T} \rightleftharpoons \mathbb{C}[\mathfrak{W}^\mu_\ast] \simeq H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu)$ is Poisson.

4.3.2. Cartan involution. Recall the Cartan involution $\iota : \mathfrak{W}^\mu_\ast \leftrightarrow \mathfrak{W}^\mu_\ast$ (see [BFN19, Section 2(vii)]). Let us describe the corresponding automorphism $\iota^* : H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu) \leftrightarrow H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu)$ (see [BFN19, Remarks 3.6, 3.16]).

Let $i : \text{Gr}_{GL(V)} \simeq \text{Gr}_{GL(V^\ast)}$ be the following automorphism: it takes $(\mathcal{P}, \sigma)$ to $(\mathcal{P}^\vee, t^\sigma)$. Let $\overline{Q}_1$ be the opposite orientation of our quiver. Consider the representation $N^\lambda_\mu := \bigoplus_{h \in Q_1} \text{Hom}(V^\ast_{o(h)}, V^\ast_{i(h)}) \oplus \bigoplus_{i \in Q_0} \text{Hom}(V^\ast_i, W^\ast_i)$ of $GL(V^\ast)$. It is easy to see that $i$ lifts to the isomorphism $i^\lambda_\mu : \mathcal{R}_{GL(V)}, N^\lambda_\mu \leftrightarrow \mathcal{R}_{GL(V^\ast)}, N^\lambda_\mu$, which together with the automorphism $GL(V) \leftrightarrow GL(V^\ast), g \mapsto t^g \iota^{-1}$ induces the convolution algebra isomorphism

$$i^\lambda_\mu : H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu) \leftrightarrow H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V^\ast)}, N^\heartsuit_\mu).$$

The composition $\mathbb{C}[\mathfrak{W}^\mu_\ast] \simeq H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu) \leftrightarrow H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V^\ast)}, N^\heartsuit_\mu) \simeq \mathbb{C}[\mathfrak{W}^\mu_\ast]$ is an involution of the algebra $\mathbb{C}[\mathfrak{W}^\mu_\ast]$ to be denoted $i^\ast$. This coincides with the Cartan involution $\iota^\ast$ composed with the involution $\iota^{-1}$ of $\mathfrak{W}^\mu_\ast$, induced by an automorphism $\mathbb{P}^1 \leftrightarrow \mathbb{P}^1, z \mapsto -z$ and finally composed with an action of a certain element of the Cartan torus $\mathcal{T}$. We are now ready to prove the following lemma.

**Lemma 4.14**

Recall the Cartan involution $\iota : \mathfrak{W}^\mu_\ast \leftrightarrow \mathfrak{W}^\mu_\ast$. Then $\iota^\ast : \mathbb{C}[\mathfrak{W}^\mu_\ast] \leftrightarrow \mathbb{C}[\mathfrak{W}^\mu_\ast]$ is an anti-automorphism of the Poisson algebra $\mathbb{C}[\mathfrak{W}^\mu_\ast] \simeq H^\ast_{GL(V)}(\ast)(\mathcal{R}_{GL(V)}, N^\heartsuit_\mu)$ (i.e. $\{\iota^\ast(f_1), \iota^\ast(f_2)\} = -\iota^\ast(f_1, f_2)$ for any $f_1, f_2 \in \mathbb{C}[\mathfrak{W}^\mu_\ast]$).
Proof. It is easy to see that the isomorphism $i_{\mu}^\lambda$ is $\mathbb{C}^\times$-equivariant (with respect to the loop rotation action). It follows that the isomorphism $i_{\mu}^\lambda$ induces the (graded) convolution algebra isomorphism

$$i_{\mu}^\lambda : H^*(\mathbb{R}_{GL(V)}, N^*_\mu) \xrightarrow{\sim} H^*(\mathbb{R}_{GL(V)}, N^*_\mu),$$

hence, $i^\prime$ is an automorphism of Poisson algebras. Note also that the automorphism $\mathbb{P}^1 \xrightarrow{\sim} \mathbb{P}^1, z \mapsto -z$ induces the antiautomorphism of the graded algebra $H^*(\mathbb{R}_{GL(V)}, N^*_\mu)$. Let us finally note that the action of the Cartan torus $T$ on $\mathbb{W}_{\mu}^\lambda$ is Poisson by Lemma 4.13. □

4.3.3. Loop rotation. Recall the loop rotation action $\mathbb{C}^\times \curvearrowright \mathbb{W}_{\mu}^\lambda$. Consider also the morphism $s_{\mu}^\lambda : \mathbb{W}_{\mu}^\lambda \rightarrow Z^\alpha$, where $\alpha := \lambda - \mu$. It follows from [BFN19], [NW19] Theorem 4.1 that this morphism is Poisson. It also follows from [BFN19] Proposition 2.10 that the restriction of $s_{\mu}^\lambda$ to $(s_{\mu}^\lambda)^{-1}(Z^\alpha)$ is an isomorphism $(s_{\mu}^\lambda)^{-1}(Z^\alpha) \xrightarrow{\sim} Z^\alpha$. We obtain the embedding of Poisson algebras $\mathbb{C}[\mathbb{W}_{\mu}^\lambda] \hookrightarrow \mathbb{C}[Z^\alpha]$ (c.f. [BFN19] Remark 3.11 [BFN18b] Remark 5.14). Note also that this embedding is $\mathbb{C}^\times$-equivariant (with respect to the loop rotation action).

Recall the $\mathbb{C}^\times$-action on $\mathbb{W}_{\mu}^\lambda$ via loop rotation. It induces a $\mathbb{Z}$-grading on the algebra of functions $\mathbb{C}[\mathbb{W}_{\mu}^\lambda] = \bigoplus_{n \in \mathbb{Z}} \mathbb{C}[\mathbb{W}_{\mu}^\lambda]_n$:

$$\mathbb{C}[\mathbb{W}_{\mu}^\lambda]_n = \{ f \in \mathbb{C}[\mathbb{W}_{\mu}^\lambda] : f(t^{-1} \cdot x) = t^nf(x), t \in \mathbb{C}^\times, x \in \mathbb{W}_{\mu}^\lambda \}. \quad (4.2)$$

Remark 4.15

Note that the loop rotation action $\mathbb{C}^\times \curvearrowright \mathbb{W}_{\mu}^\lambda$ contracts $\mathbb{W}_{\mu}^\lambda$ to its fixed points iff the grading $4.2$ is nonpositive i.e. $\mathbb{C}[\mathbb{W}_{\mu}^\lambda]_n = 0$ for $n > 0$.

Lemma 4.16

The Poisson structure $\{ \cdot , \cdot \}$ has degree 1 with respect to the grading $4.2$ (i.e. for functions $f_i, f_j \in \mathbb{C}[\mathbb{W}_{\mu}^\lambda]$ of degrees $i, j$ respectively, the function $\{f_i, f_j\}$ has degree $i + j + 1$).

Proof. We have a $\mathbb{C}^\times$-equivariant Poisson embedding $\mathbb{C}[\mathbb{W}_{\mu}^\lambda] \hookrightarrow \mathbb{C}[\tilde{Z}^\alpha]$, so it is enough to prove our statement for $\tilde{Z}^\alpha$ and for zastava space this statement follows from the computation of $\{ \cdot , \cdot \}$ in étale coordinates made in [FKM98, Section 1.2]. Recall the étale coordinates $(w_{i,r}, y_{i,r})$, where $i \in Q_0$ and $r = 1, \ldots, b_i$ ($\alpha = \sum b_i \alpha_i$). We have $\{w_{i,r}, w_{i,s}\} = 0, \{w_{i,r}, y_{j,s}\} = \delta_{ij} \delta_{rs} y_{j,s}$ and $\{y_{i,r}, y_{j,s}\} = (\alpha_i^\vee \alpha_j^\vee) \frac{y_{i,r} y_{j,s}}{w_{i,r} w_{j,s}}$ for $i \neq j$. Here $\alpha^\vee_j$ is a simple root of $G$, $(\cdot , \cdot)$ is the invariant scalar product on $\text{Lie} T^*$, such that the square length of a short root is 2. Note that $\deg(w_{i,r}) = -1, \deg(y_{j,s}) = 0$ (the degree with respect to the loop rotation action). The lemma is proven. □
Remark 4.17
Lemma [4.16] can be also deduced from [BFN19, Remark 3.13].

Let \( h \) be the character 1 of the loop rotating \( \mathbb{C}^\times \). We denote by the same symbol the character of \( T \times \mathbb{C}^\times \) induced by \( h \).

Corollary 4.18
The Poisson bivector \( \Theta \in \text{Hom}_{\mathcal{W}_\mu^+} (\Lambda^2 \Omega^1_{\mathcal{W}_\mu^+}, \mathcal{O}_{\mathcal{W}_\mu^+}) \) corresponding to the Poisson bracket \( \{,\} \) is an eigenvector of \( T \times \mathbb{C}^\times \)-action with eigenvalue \( h \). In particular the symplectic form \( \omega \in \Gamma(\mathcal{W}_\mu^+, \Lambda^2 \Omega^1_{\mathcal{W}_\mu^+}) \) is an eigenvector of \( T \times \mathbb{C}^\times \)-action with eigenvalue \(-h\).

Proof. Follows from Lemmas [4.13, 4.16].

4.4. Minuscule case. Now we assume that \( \lambda = \mu^+ \) is miniscule. Since for minuscule slices we have \( \mathcal{W}_\mu^+ = \mathcal{W}_\mu^+ \) it follows from Proposition [4.12] and Lemma [4.13] that \( \mathcal{W}_\mu^+ \) is a \( T \)-equivariant symplectic variety. Recall the \( T \)-fixed point \( z^\mu \in \mathcal{W}_\mu^+ \) and note that we have the \( T \)-equivariant Lagrangian decomposition \( T_{z^\mu} \mathcal{W}_\mu^+ = T_{z^\mu} \mathcal{A}_\mu^+ \oplus T_{z^\mu} \mathcal{R}_\mu^+ \) due to the \( T \)-invariance of the symplectic form \( \omega \).

4.4.1. \( T \times \mathbb{C}^\times \)-character of minuscule slice.

Proposition 4.19
Recall that \( \mu^+ \in \Lambda^+ \) is minuscule. The character of \( T \times \mathbb{C}^\times \) acting on \( T_{z^\mu} \mathcal{W}_\mu^+ \) equals to \( \sum_{\alpha, \nu \in \Delta_{\mu^+,-}} (e^{\alpha \nu} + e^{-\alpha \nu + h}) \).

Proof. Recall that we have an identification \( T_{z^\mu} \mathcal{W}_\mu^+ = T_{z^\mu} \mathcal{R}_\mu^+ \oplus T_{z^\mu} \mathcal{A}_\mu^+ \). Let us compute the \( T \times \mathbb{C}^\times \)-character of \( T_{z^\mu} \mathcal{R}_\mu^+ \). Recall that the loop rotation acts trivially on \( \mathcal{R}_\mu^+ \). Recall also that we have a \( T \)-equivariant embedding \( \mathcal{R}_\mu^+ \hookrightarrow G/P_\lambda \) which identifies \( \mathcal{R}_\mu^+ \) with the repellent \( X_\lambda^\mu \) to the point \( wP_\lambda/P_\lambda \in G/P_\lambda \) with respect to the \( \mathbb{C}^\times \)-action via \( 2\rho \). It remains to compute the \( T \)-character of the tangent space \( T_{wP_\lambda/P_\lambda} X_\lambda^\mu \). It is easy to see that it is equal to \( \sum_{\alpha, \nu \in \Delta_{\mu^+,-}} e^{\alpha \nu} \). We can now compute the character of \( T_{z^\mu} \mathcal{A}_\mu^+ \) using Corollary [4.18]. Indeed the symplectic form \( \omega \) is clearly nondegenerate and has \( T \times \mathbb{C}^\times \)-weight \(-h\) so it induces an isomorphism of \( T \times \mathbb{C}^\times \) representations \( T_{z^\mu} \mathcal{A}_\mu^+ \simeq e^{h}(T_{z^\mu} \mathcal{R}_\mu^+)^* \). We conclude that the \( T \times \mathbb{C}^\times \)-character of \( T_{z^\mu} \mathcal{A}_\mu^+ \) is equal to \( \sum_{\alpha, \nu \in \Delta_{\mu^+,-}} e^{-\alpha \nu + h} \). \( \square \)

Remark 4.20
Let us give another proof of the Proposition [4.19] that uses only the matrix description of \( \mathcal{W}_\mu^+ \). We are grateful to the anonymous referee for explaining this approach to us. Recall that

\[ \mathcal{W}_\mu^+ = (U[[z^{-1}]]1z^\mu B_-(z^{-1})1 \cap G[z]z^\mu G[z]) < G((z^{-1})). \]
Note that we can consider $U[[z^{-1}]]_1z^\mu B_-[[z^{-1}]]_1, G[z]z^{\mu^+}G[z]$ as subfunctors of the functor $G((z^{-1}))$ (see [MW19] for details) and by [MW19] Theorem 1.2 their intersection $W_\mu^{\mu^+}$ is smooth (considered as a subscheme of $G((z^{-1}))$). By passing to $\mathbb{C}[e]/e^2$-points of our functors we conclude that

$$T_{z^\mu}W_\mu^{\mu^+} = T_{z^\mu}(U[[z^{-1}]]_1z^\mu B_-[[z^{-1}]]_1) \cap T_{z^\mu}(G[z]z^{\mu^+}G[z]) \subset T_{z^\mu}G((z^{-1})) = G((z^{-1})).$$

Since $G[z]z^{\mu^+}G[z]$ we conclude that $T_{z^\mu}(G[z]z^{\mu^+}G[z]) \subset G(z)$ is generated by vectors of the form

$$v(z), z^\mu v(z)z^{-\mu}, \text{ where } v(z) \in G[z].$$

Note also that every element of $T_{z^\mu}(U[[z^{-1}]]_1z^\mu B_-[[z^{-1}]]_1) \subset G((z^{-1}))$ can be obtained as (possibly infinite) linear combination of vectors of the form

$$z^{-n-1}v_{\beta^\gamma}, z^{-n-1+(\alpha^\gamma, \mu)}v_{\alpha^\gamma}, \text{ where } v_{\beta^\gamma} \in g_{\beta^\gamma}, v_{\alpha^\gamma} \in g_{\alpha^\gamma}, n \geq 0, \beta^\gamma \in \Delta_+, \alpha^\gamma \in \Delta_-.$$

Recall now that $\mu^+$ is minuscule and $\mu \in W_\mu^{\mu^+}$ so we have $\langle \gamma^\gamma, \mu \rangle \in \{-1, 0, 1\}$ for every $\gamma^\gamma \in \Delta^\vee$. It follows then that the tangent space to $W_\mu^{\mu^+}$ is generated by vectors

$$z^{-n-1}v_{\beta^\gamma}, v_{\alpha^\gamma}, \text{ such that } \beta^\gamma \in \Delta^\vee_+, \alpha^\gamma \in \Delta^\vee_-, \langle \beta^\gamma, \mu \rangle = -1, \langle \alpha^\gamma, \mu \rangle = 1.$$

Note that the conditions $\beta^\gamma \in \Delta^\vee_+, \langle \beta^\gamma, \mu \rangle = -1$ are equivalent to the condition $-\beta^\gamma \in \Delta^\vee_{\mu^+-}$ and the conditions $\alpha^\gamma \in \Delta^\vee_-, \langle \alpha^\gamma, \mu \rangle = 1$ are equivalent to the condition $\alpha^\gamma \in \Delta^\vee_{\mu^+}$. It remains to note that $v_{\alpha^\gamma}$ has $T \times \mathbb{C}^\times$-weight $c_{\alpha^\gamma}$ and $z^{-1}v_{\beta^\gamma}$ has $T \times \mathbb{C}^\times$-weight $c_{\beta^\gamma} + h$. Another way to prove Proposition 4.19 is to use matrix descriptions of $\mathcal{R}_\mu^{\mu^+}, A_\mu^{\mu^+}$ given in Remark 4.9.

We describe the form $\omega$ in the following theorem. We are grateful to the anonymous referee for strengthening our original theorem and suggesting the possible proof of this strengthened version. Recall that $\{y_{\beta^\gamma} \mid \beta^\gamma \in \Delta^\vee_{\mu^+}\}, \{x_{\alpha^\gamma} \mid \alpha^\gamma \in \Delta^\vee_{\mu^-}\}$ are the standard coordinates on the affine spaces $\mathcal{R}_\mu^{\mu^+}$ and $\mathcal{A}_\mu^{\mu^+}$. Recall the isomorphism $W_\mu^{\mu^+} \simeq A_\mu^{\mu^+} \times \mathcal{R}_\mu^{\mu^+}$.

**Theorem 4.21**

The symplectic form $\omega$ is $\sum_{\alpha^\gamma \in \Delta^\vee_{\mu^+}} c_{\alpha^\gamma} dx_{\alpha^\gamma} \wedge dy_{-\alpha^\gamma}$ for some $c_{\alpha^\gamma} \in \mathbb{C}^\times$. In other words after the rescaling $y'_{-\alpha^\gamma} = \frac{1}{c_{\alpha^\gamma}} y_{-\alpha^\gamma}$ the form $\omega$ becomes standard $\omega = \sum_{\alpha^\gamma \in \Delta^\vee_{\mu^+}} dx_{\alpha^\gamma} \wedge dy_{-\alpha^\gamma}$.

**Proof.** Recall the grading (4.2) on $\mathbb{C}[W_\mu^{\mu^+}]$ induced by the loop rotation action. Let us first of all compute the degrees of the coordinates $y_{-\alpha^\gamma}, x_{\alpha^\gamma}$ with respect to this grading. Note that the loop rotation action $\mathbb{C}^\times \curvearrowright \mathcal{R}_\mu^{\mu^+}, A_\mu^{\mu^+}$ induces $\mathbb{Z}$-gradings on $\mathbb{C}[\mathcal{R}_\mu^{\mu^+}], \mathbb{C}[A_\mu^{\mu^+}]$. It follows from Remark 4.9 that $A_\mu^{\mu^+}$ has the following matrix description

$$A_\mu^{\mu^+} = \{z^\mu u \mid u \in U^\mu\} = \left\{z^\mu \exp\left(\sum_{\alpha^\gamma \in \Delta_{\mu^+}} a_{\alpha^\gamma} e_{\alpha^\gamma}\right)\right\} = \left\{\exp\left(\sum_{\alpha^\gamma \in \Delta_{\mu^+}} a_{\alpha^\gamma} z^{-1} e_{\alpha^\gamma}\right)z^\mu\right\}.$$
It then follows from Proposition 2.7 (a) together with Remark 2.9 that the restriction of \( x_{\alpha^\vee} \) to \( A^\lambda_\mu \) has degree \(-1\). Recall now that by Corollary 4.7 we have an isomorphism \( U^\mu_\mu \times A^\mu_\mu \to W^\mu_\mu \) given by the action morphism \( (u_-, x) \mapsto u_- x \) and by the definition function \( x_{\alpha^\vee} \in \mathbb{C}[W^\mu_\mu] \cong \mathbb{C}[U^\mu_\mu \times A^\mu_\mu] \) is the pull back (with respect to the projection morphism \( U^\mu_\mu \times A^\mu_\mu \to A^\mu_\mu \)) of its restriction to \( A^\mu_\mu \). Note now that the loop rotation action on \( W^\mu_\mu \) commutes with the \( U_- \)-action (follows from the descriptions of these actions in geometric terms or from Proposition 2.7 (a) together with Remark 2.9) so we conclude that the degree of \( x_{\alpha^\vee} \) coincides with the degree of its restriction to \( A^\mu_\mu \) and so is equal to \(-1\). Let us now compute the degree of \( y_{\beta^\vee} \). Recall that we identify \( W^\mu_\mu \simeq U^\mu_\mu \times A^\mu_\mu \simeq R^\mu_\mu \times A^\mu_\mu \) and loop rotation acts via its action on \( A^\mu_\mu \). It follows that coordinates \( y_{\beta^\vee} \) have degree 0 being pull backs of their restrictions to \( R^\mu_\mu \). So we have shown that deg \( x_{\alpha^\vee} = -1 \), deg \( y_{\beta^\vee} = 0 \).

Recall now that \( \{ , \} \) has degree 1 so it follows that \( \{ x_{\alpha^\vee}, y_{\beta^\vee} \} \) has degree 0 i.e. is \( \mathbb{C}^X \)-invariant. It follows that \( \{ x_{\alpha^\vee}, y_{\beta^\vee} \} \in \mathbb{C}[W^\mu_\mu] \) should be a polynomial on \( y_{\gamma^\vee}, \gamma^\vee \in \Delta^\vee_{\mu,-} \) (here we use that \( \mathbb{C}[W^\mu_\mu] = \mathbb{C}[x_{\gamma^\vee}, y_{\gamma^\vee}] \) and \( y_{\gamma^\vee} \) are \( \mathbb{C}^X \)-invariant while \( x_{\gamma^\vee} \) has degree \(-1\)). So we conclude that \( \{ x_{\alpha^\vee}, y_{\beta^\vee} \} = r(y_{\gamma^\vee}) \), where \( r(y_{\gamma^\vee}) \) is some polynomial on all possible \( y_{\gamma^\vee} \). Recall now that by Lemma 4.14 the Cartan involution \( \iota \) induces an anti automorphism \( \iota^* \) of the Poisson algebra \( \mathbb{C}[W^\mu_\mu] \). Recall also that directly from the definitions \( \iota^* \) sends \( y_{\gamma^\vee} \) to \( x_{-\gamma^\vee} \). We conclude that \( \{ x_{-\gamma^\vee}, y_{-\alpha^\vee} \} = r(x_{-\gamma^\vee}) \). On the other hand by the same observations as above \( \{ x_{-\gamma^\vee}, y_{-\alpha^\vee} \} \) must be a polynomial on \( y_{\gamma^\vee} \). We conclude that \( \{ x_{-\gamma^\vee}, y_{-\alpha^\vee} \} \in \mathbb{C} \). So we have shown that for every \( \alpha^\vee \in \Delta^\vee_{\mu,+, \beta^\vee} \in \Delta^\vee_{\mu,-} \) we have \( \{ x_{\alpha^\vee}, y_{\beta^\vee} \} = c_{\alpha^\vee, \beta^\vee} \in \mathbb{C} \) for some constants \( c_{\alpha^\vee, \beta^\vee} \).

Let us now show that \( c_{\alpha^\vee, \beta^\vee} = 0 \) if \( \beta^\vee \neq -\alpha^\vee \). Note that \( x_{\alpha^\vee} \) has \( T \)-weight \(-\alpha^\vee \) and \( y_{\beta^\vee} \) has \( T \)-weight \(-\beta^\vee \) (this follows from the fact that the isomorphism \( U^\mu_\mu \times A^\mu_\mu \to W^\mu_\mu \) \((u_-, x) \mapsto u_- x \) is \( T \)-equivariant with respect to the \( T \)-action on \( U^\mu_\mu \times A^\mu_\mu \) via \( t \cdot (u_-, x) = (tu_-^{-1}, tx) \) and our identification \( U^\mu_\mu \simeq R^\mu_\mu \) is \( T \)-equivariant i.e. the identification \( W^\mu_\mu \simeq R^\mu_\mu \times A^\mu_\mu \) is \( T \)-equivariant). Since \( \{ , \} \) is \( T \)-equivariant it follows that the bracket \( \{ x_{\alpha^\vee}, y_{\beta^\vee} \} \) must have \( T \)-weight \(-\alpha^\vee - \beta^\vee \). On the other hand we have shown that this bracket is equal to some constant \( c_{\alpha^\vee, \beta^\vee} \) so we conclude that \( \{ x_{\alpha^\vee}, y_{\beta^\vee} \} = c_{\alpha^\vee, \beta^\vee} = 0 \) if \( \beta^\vee \neq -\alpha^\vee \). So the possibly nonzero numbers among \( c_{\alpha^\vee, \beta^\vee} \) are \( c_{\alpha^\vee, -\alpha^\vee} \) that we will simply denote by \( c_{\alpha^\vee} \).

Let us now show that

\[
\{ x_{\alpha^\vee, 1}, x_{\alpha^\vee, 2} \} = 0 = \{ y_{-\alpha^\vee, 1}, y_{-\alpha^\vee, 2} \}, \forall \alpha^\vee, \alpha^\vee \in \Delta^\vee_{\mu,+}.
\]

Indeed recall that \( y_{-\alpha^\vee, 1}, y_{-\alpha^\vee, 2} \) are \( \mathbb{C}^X \)-invariant and the Poisson bracket \( \{ , \} \) has degree 1. It follows that \( \{ y_{-\alpha^\vee, 1}, y_{-\alpha^\vee, 2} \} \) has degree 1. Note now that the \( \mathbb{C}^X \) grading on \( \mathbb{C}[W^\mu_\mu] \) is nonpositive so we must have \( \{ y_{-\alpha^\vee, 1}, y_{-\alpha^\vee, 2} \} = 0 \). Applying Cartan involution we conclude that \( \{ x_{\alpha^\vee, 1}, x_{\alpha^\vee, 2} \} = 0 \).
It follows from the above that \( \omega \) is given by \( \sum_{\alpha^\vee \in \Delta^+} c_{\alpha^\vee} dx_{\alpha^\vee} \wedge dy_{-\alpha^\vee} \). Let us now finally note that the constants \( c_{\alpha^\vee} \) are nonzero since \( \omega \) is nondegenerate. The Theorem is proven.

**Remark 4.22**

Note that the constants \( c_{\alpha^\vee} \) depend on the choice of \( \{ e_{\beta^\vee} \}_{\beta^\vee \in \Delta} \). Assume that \( \mathfrak{g} \) is semisimple and let \( ( , ) \) be the Killing form on \( \mathfrak{g} \). We can then normalize elements \( e_{\beta^\vee} \) in such a way that \( (e_{\beta^\vee}, e_{-\beta^\vee}) = 1 \). It is easy to see that after this normalization constants \( c_{\alpha^\vee} \) from Theorem [4.21] are determined uniquely. It would be interesting to compute them.

5. Covering of convolution diagrams over slices

5.1. Convolution diagrams over generalized slices. Fix \( \lambda \in \Lambda^+ \), \( \mu \in \Lambda \), \( \mu \leq \lambda \). Fix \( N \in \mathbb{Z}_{\geq 1} \) and pick \( N \)-tuples \( \lambda = (\lambda_1, \ldots, \lambda_N) \), \( \mu_i \in \Lambda^+ \) such that \( \lambda_1 + \cdots + \lambda_N = \lambda \). For any other \( N \)-tuple \( \nu \) we say that \( \nu \leq \lambda \) if \( \nu_i \leq \lambda_i \) for \( i = 1, \ldots, N \). We also set \( |\nu| = \nu_1 + \cdots + \nu_N \).

**Definition 5.1 (Convolution diagrams over slices)**

Following [Fin17, Section 3.4], [BFN18a, Section 5(i)] we define \( \mathcal{W}^\lambda_P \) as the moduli space of the data \((P^{\text{triv}} = P_0, P_1, \ldots, P_N, \sigma_1, \ldots, \sigma_N, \phi)\), where

(a) \( P_i \) is a \( G \)-bundle on \( \mathbb{P}^1 \);

(b) \( \sigma_i : P_{i-1}|_{\mathbb{P}^1 \setminus \{0\}} \simto P_i|_{\mathbb{P}^1 \setminus \{0\}} \) is an isomorphism having a pole of degree \( \leq \lambda_i \) at zero;

(c) \( \phi \) is a \( B \)-structure on \( P_N \) of degree \( w_0 \mu \), having no defect at \( \infty \) and having fiber \( B_\sim \) at \( \infty \) with respect to \( \sigma_N \circ \sigma_{N-1} \circ \cdots \circ \sigma_1 \).

We denote by \( \mathcal{W}_{\mu}^\lambda \) the open subscheme of \( \mathcal{W}^\lambda_P \) consisting of \((P_0, P_1, \ldots, P_N, \sigma_1, \ldots, \sigma_N, \phi)\) such that for \( i = 1, \ldots, N \) the trivialization \( \sigma_i \) has pole of degree equal to \( \lambda_i \) at zero.

**Definition 5.2 (Convolution affine Grassmannian)**

Consider the set

\[
\prod_{\lambda} G(\mathbb{K}) \times_{G(0)} \cdots \times_{G(0)} G(\mathbb{K}) \times_{G(0)} \text{Gr}_G.
\]

This set of points has a natural structure of an ind-scheme over \( \mathbb{C} \) and this object is called a convolution affine Grassmannian and will be denoted by \( \text{Gr}_{G,N} \). It is the moduli space of the following data:

(a) \( G \)-bundles \( P^{\text{triv}} = P_0, P_1, \ldots, P_N \) on \( \mathbb{P}^1 \).

(b) Isomorphisms \( \sigma_i : P_{i-1}|_{\mathbb{P}^1 \setminus \{0\}} \simto P_i|_{\mathbb{P}^1 \setminus \{0\}} \), \( i = 1, \ldots, N \).

Let us denote by \( \text{Gr}_{G,N}^\lambda \subset \text{Gr}_{G,N} \) the closed reduced subscheme of \( \text{Gr}_G \) consisting of the following data:

(a) \( G \)-bundles \( P^{\text{triv}} = P_0, P_1, \ldots, P_N \) on \( \mathbb{P}^1 \).

(b) Isomorphisms \( \sigma_i : P_{i-1}|_{\mathbb{P}^1 \setminus \{0\}} \simto P_i|_{\mathbb{P}^1 \setminus \{0\}} \) having a pole of degree \( \leq \lambda_i \) at zero.

We denote by \( \text{Gr}_{G,N}^\lambda \) the open subscheme of \( \text{Gr}_{G,N}^\lambda \) consisting of \((P_0, \ldots, P_N, \sigma_1, \ldots, \sigma_N)\) such that \( \sigma_i \) has pole of degree equal to \( \lambda_i \) at zero.
The following holds.

1. The morphism \( \varpi_\lambda: \tilde{\mathcal{W}}_\lambda \rightarrow \mathcal{W}_\lambda \) is projective and stratified semismall with respect to the stratifications \( \mathcal{W}_\lambda = \bigsqcup_{\nu \leq \lambda} \mathcal{W}_\nu^\lambda \), \( \tilde{\mathcal{W}}_\lambda = \bigsqcup_{\nu \leq \lambda} \tilde{\mathcal{W}}_\nu^\lambda \), in particular, \( \varpi_\lambda \) is birational.

2. The variety \( \tilde{\mathcal{W}}_\lambda \) is Cohen-Macaulay and normal.

3. Assume that \( \lambda_i \) are minuscule coweights (see Proposition 5.3 below).

Proof. We have \( \tilde{\mathcal{W}}_\mu = \tilde{\text{Gr}}_{G,N} \times_{\text{Bun}_G(\mathbb{P}^1)} \text{Bun}_B^{w_0}(\mathbb{P}^1) \), \( \mathcal{W}_\mu = \text{Gr}_G \times_{\text{Bun}_G(\mathbb{P}^1)} \text{Bun}_B^{w_0}(\mathbb{P}^1) \) and the morphism \( \varpi_\mu \) is the base change of the morphism \( \tilde{\text{Gr}}_{G,N} \rightarrow \text{Gr}_G \) that is projective and stratified semismall with respect to the stratifications \( \text{Gr}_G = \bigsqcup_{\nu \leq \lambda} \text{Gr}_G^\nu \), \( \tilde{\text{Gr}}_{G,N} = \bigsqcup_{\nu \leq \lambda} \tilde{\text{Gr}}_{G,N}^\nu \) (see [MV07, Lemma 4.4]). Now part (1) follows from the definitions and the fact that \( \dim \tilde{\mathcal{W}}_\mu^\lambda = \langle 2\rho^\vee, [\nu] - \mu \rangle \), \( \dim \mathcal{W}_\mu^\lambda = \langle 2\rho^\vee, \nu - \mu \rangle \), \( \dim \text{Gr}_G^\nu = \langle 2\rho^\vee, [\nu] \rangle \), \( \dim \tilde{\text{Gr}}_{G,N}^\nu = \langle 2\rho^\vee, [\nu] \rangle \). Let us prove part (2). The proof of the fact that \( \tilde{\mathcal{W}}_\lambda \) is Cohen-Macaulay is the same as the proof of [BFN19, Lemma 2.16]. Since \( \tilde{\mathcal{W}}_\lambda \) is Cohen-Macaulay we conclude that to prove that \( \mathcal{W}_\mu \) is normal it is enough to show that it is regular in codimension 1. This immediately follows from the stratified semismallness of \( \varpi_\lambda \) and the fact that the open stratum \( \mathcal{W}_\mu^\lambda \subset \mathcal{W}_\lambda^\lambda \) is smooth with the complement of codimension \( \geq 2 \). Part (3) can be proved using the same methods as in the proof of the main Theorem of [MW19], see [Wee20, Section 3.2.1] and Remark 5.4 below.

\( \square \)

Remark 5.4

Part (3) of Proposition 5.3 can be strengthened in the following way. Recall that \( \mathcal{W}_\mu^\lambda \subset \tilde{\mathcal{W}}_\mu^\lambda \) is the open subscheme consisting of tuples \( (p_0, \ldots, p_N, \sigma_1, \ldots, \sigma_N, \phi) \) such that the pole of \( \sigma_1 \) at zero has degree \( \lambda_1 \). Then the variety \( \mathcal{W}_\mu^\lambda \) is smooth without any restrictions on \( \lambda, \mu \). The proof can be obtained in the same way as the proof of the main theorem of [MW19], for the another proof see [Y20, Section 2]. Note
now that for minuscule $\lambda_i$ we have $W^\lambda_N = \hat{W}^\lambda_N$. Moreover we claim that in general $W^\lambda_N \subset \hat{W}^\lambda_N$ is precisely the smooth locus. We will give two possible approaches to see this. There is also a third approach that is described in [Y20 Section 2], see [Y20 Proposition 2.4]. First approach was communicated to us by Dinakar Muthiah. This approach is very short and nice but uses the Poisson structure on $\hat{W}^\lambda_N$ and does not have a chance to work over arbitrary ground field. Another one is a combination of ideas from [KWWY] Theorem 2.9], [MW19] and has an advantage that it (potentially) works in any characteristic.

Let us explain the first approach. Our goal is to show that the smooth locus $(\hat{W}^\lambda_N)^{\text{sm}}$ coincides with $W^\lambda_N$. We already know that $W^\lambda_N \subset (\hat{W}^\lambda_N)^{\text{sm}}$ so we only need to show that $(\hat{W}^\lambda_N)^{\text{sm}} \subset W^\lambda_N$. Indeed recall that we have a stratification $\hat{W}^\lambda_N = \bigsqcup_{\lambda < \lambda' \leq \nu} W^\nu_N$ by Poisson subvarieties. It follows from [Wee20, Theorem 5] that $(\hat{W}^\lambda_N)^{\text{sm}} \subset W^\lambda_N$ is symplectic. It follows that $W^\lambda_N \cap (\hat{W}^\lambda_N)^{\text{sm}} \subset (\hat{W}^\lambda_N)^{\text{sm}}$ is Poisson. From [Kal06, Lemma 1.4] we conclude that $W^\lambda_N \cap (\hat{W}^\lambda_N)^{\text{sm}} = \emptyset$ for $\nu \neq \lambda$. It follows that $(\hat{W}^\lambda_N)^{\text{sm}} \subset W^\lambda_N$.

Let us now sketch the second approach. Recall (see [MW19]) that we can define subfunctors $\mathcal{X}^\lambda = G[z]z^\lambda G[z]$, $\mathcal{X}^\lambda_{\mathfrak{a}} = G[z]z^\lambda G[z]$ of the functor $G((z^{-1}))$. More generally we can define functors $\mathcal{X}^\lambda$, $\mathcal{X}^\lambda_{\mathfrak{a}}$ as follows. Consider the convolution thick affine Grassmanian

$$\hat{\text{Gr}}_{G,N} := G((z^{-1})) \times_{G[z]} \times \ldots \times_{G[z]} G((z^{-1})) 	imes_{G[z]} G((z^{-1})) \times_{G[z]} \text{Gr}_G.$$  

We have the natural morphism

$$G((z^{-1})) \times_{G[z]} \times \ldots \times_{G[z]} G((z^{-1})) 	imes_{G[z]} G((z^{-1})) \xrightarrow{a} \hat{\text{Gr}}_{G,N}$$

that is a Zariski locally trivial principal bundle for the group $G[z]$.

Note that we have embeddings $\text{Gr}_{G,N}^\lambda \subset \hat{\text{Gr}}_{G,N} \subset \hat{\text{Gr}}_{G,N}$. We then define

$$\mathcal{X}^\lambda_{\mathfrak{a}} = a^{-1}(\text{Gr}_{G,N}^\lambda) \subset \hat{\text{Gr}}_{G,N}.$$ 

As in [MW19] Equation (3.1) we can also define the functor

$$\mathcal{X}_\mu = U((z^{-1}))z^\mu T[[z^{-1}]]_1 U_-(((z^{-1})) = U((z^{-1}))T[[z^{-1}]]_1 U_-(((z^{-1}))z^\mu \subset G((z^{-1})).$$

We have the multiplication morphism

$$G((z^{-1})) \times_{G[z]} \times \ldots \times_{G[z]} G((z^{-1})) \times_{G[z]} G((z^{-1})) \to G((z^{-1}))$$

and define $\hat{W}_\mu$ as the preimage of $W_\mu = U[[z^{-1}]]_1 z^\mu B_-[[z^{-1}]]_1$ with respect to this morphism. We also define $\hat{X}_\mu$ to be the preimage of $\mathcal{X}_\mu$ with respect to this morphism.

We also define functors

$$\mathcal{X}^\lambda_{\mathfrak{a}} = \mathcal{X}^\lambda \cap \hat{X}_\mu, \mathcal{X}^\lambda_{\mathfrak{a}} = \mathcal{X}^\lambda \cap \hat{X}_\mu.$$
Note that $\tilde{W}^i_n = \tilde{W}_\mu \cap \tilde{\mathcal{X}}$, $\tilde{W}^i_n = \tilde{W}_\mu \cap \tilde{\mathcal{X}}$ (this is the matrix description of convolution diagrams over slices).

By the same reasons as in [MW19 Proposition 3.8] we have isomorphisms of functors $\tilde{X}_\mu \simeq U[z] \times \tilde{W}_\mu \times U[-z]$ that induce isomorphisms

$$\tilde{X}^i_n \simeq U[z] \times \tilde{W}^i_n \times U[-z], \quad \tilde{X}^i_n \simeq U[z] \times \tilde{W}^i_n \times U[-z].$$

(5.3)

Pick now a closed point $p_0 \in \tilde{W}^i_n(\mathbb{C}) \setminus \tilde{W}^i_n(\mathbb{C})$. Our goal is to show that $\tilde{W}^i_n$ is not smooth at this point. Since $\tilde{W}^i_n$ is of finite type then it is enough to show that $\tilde{W}^i_n$ is not formally smooth at $p_0$ (i.e. every open neighbourhood of $p_0 \in \tilde{W}^i_n$ is not formally smooth). Recall the isomorphism $\tilde{X}^i_n \simeq U[z] \times \tilde{W}^i_n \times U[-z]$ from (5.3) and let us denote the point $\{1\} \times \{p_0\} \times \{1\} \in \tilde{X}^i_n$. Recall that we have an embedding $\tilde{X}^i_n \subset \tilde{\mathcal{X}}$ and the Zariski locally-trivial principal bundle $\tilde{\mathcal{X}} \to \tilde{G}^A_{G,N}$. We denote by $p'$ the image of the point $p$ under the composition $\tilde{X}^i_n \subset \tilde{\mathcal{X}} \to \tilde{G}^A_{G,N}$. Note now that the smooth locus of $\tilde{G}^A_{G,N}$ is $\tilde{G}^A_{G,N}$ (this can be deduced from [EM99 Theorem 0.1(b)], see also [MOV05 Corollary B] and [KWWY Proof of Theorem 2.9]) so $p'$ is not a formally smooth point of $\tilde{G}^A_{G,N}$. So we can find a local Artinian $\mathbb{C}$-algebra $(A, m)$ and an element $x \in \tilde{G}^A_{G,N}(A)$ that sends $m \in \text{Spec } A$ to $p'$ and such that $x$ can not be lifted to an element of $\tilde{G}^A_{G,N}(\tilde{A})$ for some nilpotent extension $\tilde{A} \to A$ (here we use [Stacks]). Since $\tilde{\mathcal{X}} \to \tilde{G}^A_{G,N}$ is Zariski locally-trivial $G[z]$-torsor, $G[z]$ is formally smooth and $m$ is nilpotent we can lift point $x \in \tilde{G}^A_{G,N}(A)$ to some point $y \in \tilde{\mathcal{X}}(A)$ that maps $m$ to $p \in \tilde{\mathcal{X}}(\mathbb{C})$. Recall that the maximal ideal $m \subset A$ is nilpotent and the image of $m$ in $\tilde{\mathcal{X}}(\mathbb{C})$ is equal to $p$ so the image of $m$ lies in the intersection $\tilde{\mathcal{X}}(\mathbb{C}) \cap \tilde{X}_\mu(\mathbb{C})$. It can then be deduced from the proof of [MW19 Theorem 3.14] that there exists an element $t \in T[A[z]]$ such that $ty \in \tilde{\mathcal{X}}(A) \cap \tilde{X}_\mu(A)$. Note that the image of $t$ in $T[A[z]] = T(\mathbb{C})$ is equal to $1 \in T$ since if $t_0$ is this image then $p, t_0p \in \tilde{X}_\mu$ that implies $t_0 = 1$. Recall now that $\tilde{X}^i_n \cap \tilde{X}_\mu \simeq U[z] \times \tilde{W}^i_n \times U[-z]$ so the point $ty$ corresponds to some triple $(u, w, -u) \in U(A[z]) \times \tilde{W}^i_n(A) \times U(-A[z])$ which image in $U(\mathbb{C}[z]) \times \tilde{W}^i_n(\mathbb{C}) \times U(-\mathbb{C}[z])$ is $p = \{1\} \times \{p_0\} \times \{1\}$. So the image of $w \in \tilde{W}^i_n(A)$ in $\tilde{W}^i_n(\mathbb{C})$ is equal to $p_0$. Assume for the sake of contradiction that $\tilde{W}^i_n$ is smooth at the point $p_0$. Then it follows that there exists a lift of $w$ to some element $\tilde{w} \in \tilde{W}^i_n(\tilde{A})$. Since $U[z], U[-z]$ are formally smooth we can then lift $u, -u$ to elements $\tilde{u} \in U[\tilde{A}[z]], \tilde{-u} \in U[-\tilde{A}[z]]$. Then the triple $(\tilde{u}, \tilde{w}, \tilde{-u})$ corresponds to some lift of the element $ty$ that we denote by $k$. Let us now finally note that $T[z]$ is formally smooth, so we can find $\tilde{t} \in T[\tilde{A}[z]]$ lifting $t$. We can now consider the product $\tilde{y} := \tilde{t}^{-1}k \in \tilde{X}(\tilde{A})$ and note that this element lifts $y \in \tilde{\mathcal{X}}(A)$. It remains to note that the image of $\tilde{y}$ in $\tilde{G}^A_{G,N}(\tilde{A})$ lifts $x$. This contradiction finishes the proof.

Let us now note that if $\mu$ is dominant then by [KWWY Theorem 2.9] $\tilde{W}^i_n$ is smooth iff for every decomposition $\mu = \mu_1 + \ldots + \mu_N$ with $\mu_i$ being weights of $V^\lambda_i$ we have
\[ \mu_i \in W\lambda_i. \] The implication \( \Rightarrow \) is true in general (without assuming that \( \mu \) is dominant). The implication \( \Leftarrow \) is not true in general. For example we can take \( N = 1 \) and consider any dominant \( \lambda \) that is not minuscule and take \( \mu = w_0(\lambda) \). Then since \( \lambda \) is not minuscule we then can find dominant \( \nu < \lambda \) that is a weight of \( V^\lambda \). It follows then that 
\[ \nu \geq w_0(\lambda). \] We conclude that \( W_{w_0(\lambda)} \neq \emptyset \) so \( \overline{W}_\mu \setminus \overline{W}_\mu^\lambda \) is nonempty since it contains \( \overline{W}_{w_0(\lambda)} \). It follows that \( \overline{W}_{w_0(\lambda)} \) is not smooth.

By the above results we see that \( \overline{W}_\mu \) is smooth iff \( \overline{W}_\mu^\lambda = \overline{W}_\mu^\lambda \). So we conclude that 
\[ \overline{W}_\mu \] is smooth iff for every \( N \)-tuple of dominant coweights such that \( \nu_i \leq \lambda_i \) and \( \mu \leq |\mu| \) we must have \( \mu = \lambda \).

### 5.2. Multiplication morphisms for convolution diagrams over slices.

The goal for now is to define multiplication morphisms between convolution diagrams over slices (c.f. [BFN19, Section 2.(vi)]). Following the approach of [BFN19] we start with a symmetric definition of the variety \( \overline{W}_\mu \) (c.f. [BFN19, Section 2(v)]).

#### 5.2.1. Symmetric definition of convolution diagrams over slices.

Fix a decomposition 
\[ \mu = \mu_- + \mu_+ \] and define \( \overline{W}_\mu^{\lambda_-} \) as the moduli space of the following data:

(a) \( G \)-bundles \( P_0, P_1, \ldots, P_N \).

(b) Isomorphisms \( \sigma_i : P_{i-1}|_{\mathbb{P}^1 \setminus \{0\}} \xrightarrow{\sim} P_i|_{\mathbb{P}^1 \setminus \{0\}} \) having a pole of degree \( \leq \lambda_i \) at zero.

(c) A trivialization \( s = s_0 \) of \( P_0|_\infty \) (we denote by \( s_i : G \xrightarrow{\sim} P_i|_\infty \) the trivialization of \( P_i|_\infty \) equal to \( \sigma_i|_\infty \circ \cdots \circ \sigma_1|_\infty \circ s \)).

(d) A \( B_- \)-structure \( \phi_- \) on \( P_0 \) such that the induced \( T \)-bundle has degree \( -w_0\mu_- \) and the fiber of \( \phi_- \) at \( \infty \) (with respect to our fixed trivialization) is \( B \subset G \).

(e) A \( B \)-structure \( \phi_+ \) on \( P_N \) such that the induced \( T \)-bundle has degree \( w_0\mu_+ \) and the fiber of \( \phi_+ \) at \( \infty \) (with respect to our fixed trivialization) is \( B_+ \subset G \).

**Proposition 5.5**

There exists an isomorphism 
\[ \overline{W}_\mu^{\lambda_-} \xrightarrow{\sim} \overline{W}_\mu. \]

**Proof.** The proof repeats the one in [BFN19, Section 2(v)]. Let us briefly recall how to construct a morphism 
\[ \overline{W}_\mu^{\lambda_-} \to \overline{W}_\mu. \] Pick \( (P_i, \sigma_i, \phi_-, \phi_+, s) \in \overline{W}_\mu^{\lambda_-} \). Trivializations \( \sigma_j \) define us \( B_- \)-structure \( \phi_+^i \) and \( B_- \)-structure \( \phi_-^i \) on \( P_i|_{\mathbb{P}^1 \setminus \{0\}} \) for any \( i = 0, \ldots, N \). Recall that \( U_\infty \) is a formal neighbourhood of \( \infty \in \mathbb{P}^1 \). Note that \( \phi_+^i \) and \( \phi_+^i \) are transversal being restricted to \( U_\infty \). Let \( P^T \) be the corresponding \( T \)-bundles on \( U_\infty \). Consider now the \( T \)-bundles \( ^tP^T := P^T(w_0\mu_- \cdot \infty) \) and note that the bundles \( ^tP^T_0 \) and \( ^tP^T_0 \) are isomorphic off \( \infty \in U_\infty \). We define \( ^tP_i = P_i(w_0\mu_-) \) as the result of gluing \( P_i \) and the induced \( G \)-bundle \( ^tP_0 \times^T G \) in the punctured neighbourhood of \( \infty \in U_\infty \). Bundle \( P_i(w_0\mu_-) \) is called the Hecke transform of \( P_i \) (w.r.t. \( w_0\mu \in \Lambda \)). The isomorphism \( \sigma_i : ^tP_{i-1}|_{\mathbb{P}^1 \setminus \{0_\infty\}} \xrightarrow{\sim} ^tP_i|_{\mathbb{P}^1 \setminus \{0_\infty\}} \) extends to \( \mathbb{P}^1 \setminus \{0\} \) to some isomorphism \( ^t\sigma_i \) and \( \phi_- \) (resp. \( \phi_+ \)) extends from \( \mathbb{P}^1 \setminus \{\infty\} \) to a \( B_- \)-structure of degree 0 on \( ^tP_0 \) (resp. \( B \)-structure of degree \( \mu \) on \( ^tP_0 \) to be denoted \( \phi \)). We now send 
\[ \overline{W}_\mu^{\lambda_-} \ni (P_i, \sigma_i, \phi_-, \phi_+, s) \mapsto ( ^tP_i, ^t\sigma_i, \phi) \in \overline{W}_\mu. \]

□
5.2.2. **Multiplication morphism.** Let us now recall the multiplication morphisms between convolution diagrams over generalized slices. Pick $N, N' \in \mathbb{Z}_{\geq 1}$ and fix $N'$-tuple of coweights $\Lambda = (\lambda_1, \ldots, \lambda_N)$, $N'$-tuple of coweights $\Lambda' = (\lambda'_1, \ldots, \lambda'_{N'})$ and two coweights $\mu, \mu' \in \Lambda$. We define the multiplication morphism $\mathbf{m}_{\mu, \mu'}^{\alpha, \alpha'}: \overline{W}_{\mu}^\alpha \times \overline{W}_{\mu'}^{\alpha'} \rightarrow \overline{W}_{\mu + \mu'}^{\alpha, \alpha'}$ as the composition of the following morphisms:

\[
\overline{W}_{\mu}^\alpha \times \overline{W}_{\mu'}^{\alpha'} \xrightarrow{\sim} \overline{W}_{\mu, 0}^\alpha \times \overline{W}_{0, \mu'}^{\alpha'} \rightarrow \overline{W}_{\mu, \mu'}^{\alpha, \alpha'} \rightarrow \overline{W}_{\mu + \mu'}^{\alpha, \alpha'},
\]

where the morphism $c$ is given by

\[
\overline{W}_{\mu, 0}^\alpha \times \overline{W}_{0, \mu'}^{\alpha'} \ni (\mathbf{p}_1, \sigma_i, \phi, s, \mathbf{p}', \sigma'_i, \phi', s') \mapsto (\mathbf{p}_0, \ldots, \mathbf{p}_N = \mathbf{p}^{triv}, \ldots, \mathbf{p}_{N'}, \sigma_i, \sigma'_i, \phi, \phi', s).
\]

In the case when $N = N' = 1$, then $\Lambda = \lambda_1, \Lambda' = \lambda'_1$ and $\overline{W}_{\mu}^\alpha = \overline{W}_{\mu_1}^{\lambda_1}, \overline{W}_{\mu'}^{\alpha'} = \overline{W}_{\mu'_1}^{\lambda'_1}$ we obtain multiplication morphisms

\[
\mathbf{m}_{\mu_1, \mu'_1}^{\lambda_1, \lambda'_1}: \overline{W}_{\mu_1}^{\lambda_1} \times \overline{W}_{\mu_2}^{\lambda_2} \rightarrow \overline{W}_{\mu_1 + \mu_2}^{\lambda_1, \lambda_2}.
\]

We can consider compositions

\[
\overline{W}_{\mu_1}^{\lambda_1} \times \overline{W}_{\mu_2}^{\lambda_2} \xrightarrow{\mathbf{m}_{\mu_1, \mu_2}^{\lambda_1, \lambda_2}} \overline{W}_{\mu_1 + \mu_2}^{\lambda_1, \lambda_2} \rightarrow \overline{W}_{\mu_1 + \mu_2}^{\lambda_1 + \lambda_2},
\]

(5.5)

to be denoted $\mathbf{m}_{\mu_1, \mu_2}^{\lambda_1, \lambda_2}$. These morphisms were defined in [BFN19, Section 2(vi)].

We can also define multiplication morphisms

\[
\mathbf{m}_{\mu_1, \ldots, \mu_k}^{\lambda_1, \ldots, \lambda_k}: \overline{W}_{\mu_1}^{\lambda_1} \times \ldots \times \overline{W}_{\mu_k}^{\lambda_k} \rightarrow \overline{W}_{\mu_1 + \ldots + \mu_k}^{\lambda_1, \ldots, \lambda_k},
\]

where $\Lambda' = (\lambda'_1, \ldots, \lambda'_{N'})$, $\mu_i \in \Lambda$, $N_i \in \mathbb{Z}_{\geq 1}$ as the following composition:

\[
\begin{align*}
\overline{W}_{\mu_1}^{\lambda_1} \times \ldots \times \overline{W}_{\mu_k}^{\lambda_k} \xrightarrow{\text{Id} \times \mathbf{m}_{\mu_1}^{\lambda_1, \lambda_2}} \overline{W}_{\mu_1}^{\lambda_1} \times \overline{W}_{\mu_2}^{\lambda_2} \times \overline{W}_{\mu_2}^{\lambda_2, \lambda_k} & \rightarrow \overline{W}_{\mu_1}^{\lambda_1} \times \overline{W}_{\mu_2 + \mu_k}^{\lambda_1, \lambda_2} \rightarrow \overline{W}_{\mu_1 + \mu_2 + \mu_k}^{\lambda_1, \lambda_2, \lambda_k} \rightarrow \ldots \\
\text{Id} \times \mathbf{m}_{\mu_2}^{\lambda_2, \lambda_3} \times \ldots \times \mathbf{m}_{\mu_k}^{\lambda_k} & \rightarrow \text{Id} \times \mathbf{m}_{\mu_2 + \ldots + \mu_k}^{\lambda_2, \ldots, \lambda_k} \rightarrow \overline{W}_{\mu_1}^{\lambda_1} \times \overline{W}_{\mu_2 + \ldots + \mu_k}^{\lambda_1} \rightarrow \overline{W}_{\mu_1 + \ldots + \mu_k}^{\lambda_1, \lambda_2, \ldots, \lambda_k}.
\end{align*}
\]

**Remark 5.6**

Let us point out that morphisms $\mathbf{m}_{\mu_1, \ldots, \mu_k}^{\lambda_1, \ldots, \lambda_k}$ are not associative in general.

**Proposition 5.7**

Morphism $\mathbf{m}_{\mu, \mu'}^{\alpha, \alpha'}$ or more generally $\mathbf{m}_{\mu_1, \ldots, \mu_k}^{\lambda_1, \ldots, \lambda_k}$ is an open embedding.

**Proof.** It is enough to show that the morphism $c$ in (5.4) is an open embedding. Note that the image of $c$ consists of tuples

\[(\mathbf{p}_0, \ldots, \mathbf{p}_N, \mathbf{p}'_1, \ldots, \mathbf{p}'_{N'}, \sigma_i, \sigma'_i, \phi, \phi', s, s') \in \overline{W}_{\mu, \mu'}^{\alpha, \alpha'},
\]

such that $\mathbf{p}_N$ is trivial. This is an open condition, so the image of $c$ is open. Note also that we can construct the inverse morphism $\text{im } c \rightarrow \overline{W}_{\mu}^\alpha \times \overline{W}_{\mu'}^{\alpha'}$ as follows: there exists
the unique trivialization \( \mathcal{P}_N \simeq \mathcal{P}_{\text{triv}} \) extending our given trivialization at infinity. Now we send \( (\mathcal{P}_0, \ldots, \mathcal{P}_N, \mathcal{P}_1', \ldots, \mathcal{P}_N', \sigma_i, \phi, s, s') \) to
\[
\left( (\mathcal{P}_0, \ldots, \mathcal{P}_N \simeq \mathcal{P}_{\text{triv}}, \sigma_i, \phi, s), (\mathcal{P}_{\text{triv}} \simeq \mathcal{P}_N, \mathcal{P}_1', \ldots, \mathcal{P}_N', \sigma_i', \phi', s') \right) \in \widetilde{W}_\mu^n \times \widetilde{W}_{\mu'}^N.
\]

\[ \square \]

**Remark 5.8**
Note that it follows from Propositions 5.3, 5.7 that the multiplication morphisms for generalized slices (see (5.5), [BFN19, Section 2(vi)]) are birational.

### 5.3. Cartan torus fixed points of convolution slices

Note that we have a natural action \( T \simeq \mathbb{A}^1 \). Let us describe the fixed points of this action.

**Proposition 5.9**
The set \((\mathbb{W}_\mu^\lambda)^T\) is parametrized by \( N \)-tuples \( \underline{\mu} = (\mu_1, \ldots, \mu_N) \) such that \( \mu = \mu_1 + \ldots + \mu_N \) and \( \mu_i \) appears as a weight of \( V^\lambda_i \). The point which corresponds to the tuple \( \underline{\mu} \) will be denoted by \( z_{\underline{\mu}} \) and can be obtained as the image of the point \( z_{\mu_1} \times \ldots \times z_{\mu_N}^\lambda \in \mathbb{W}_{\mu_1}^\lambda \times \ldots \times \mathbb{W}_{\mu_N}^\lambda \) under the morphism \( \mathbb{m}_\underline{\mu}^\lambda = \mathbb{m}_{\mu_1}^\lambda \times \ldots \times \mathbb{m}_{\mu_N}^\lambda : \mathbb{W}_{\mu_1}^\lambda \times \ldots \times \mathbb{W}_{\mu_N}^\lambda \rightarrow \mathbb{W}_\mu^\lambda \).

**Proof.** It follows from the definitions that the morphism \( \mathbb{m}_\underline{\mu}^\lambda \) is \( T \)-equivariant. Recall that by Proposition 2.4 we have \( (\mathbb{W}_{\mu_i}^\lambda)^T = z_{\mu_i} \), so we conclude that the point \((z_{\mu_1}^\lambda, \ldots, z_{\mu_N}^\lambda) \in \mathbb{W}_{\mu_1}^\lambda \times \ldots \times \mathbb{W}_{\mu_N}^\lambda \) is \( T \)-fixed and its image \( z_{\underline{\mu}} \) is the \( T \)-fixed point. It remains to prove that any \( T \)-fixed point \( x \in (\mathbb{W}_\mu^\lambda)^T \) is \( z_{\underline{\mu}} \) for some \( N \)-tuple \( \underline{\mu} \) as above.

Recall the convolution affine Grassmannian \( \mathbb{G}_{G,N} \) (see Section 5.1). Note that we have the action \( G \simeq \mathbb{A}^1 \simeq \mathcal{G}_G \) induced by the action of \( G \) on \( \mathcal{P}_{\text{triv}} \) via automorphisms. In “matrix” terms (see (5.1)) the action is induced by the left multiplication \( G \simeq G(\mathcal{K}) \).

We have a forgetful morphism \( p_{\underline{\mu}}^\lambda : \mathbb{W}_\mu^\lambda \rightarrow \mathbb{G}_{G,N}^\lambda \) that is clearly \( T \)-equivariant.

Recall also that we have the natural morphism \( \varpi_{\underline{\mu}}^\lambda : \mathbb{W}_\mu^\lambda \rightarrow \mathbb{W}_\mu^\lambda \) (see (5.2)) that is also \( T \)-equivariant. We have morphisms
\[
\pi_{\underline{\mu}}^\lambda : \mathbb{G}_{G,N}^\lambda \rightarrow \mathbb{G}_G^{\lambda}, \ \ (P_0, \ldots, P_N, \sigma_1, \ldots, \sigma_N) \mapsto (P_N, \sigma_N \circ \sigma_{N-1} \circ \ldots \circ \sigma_1),
\]
\[
p_{\underline{\mu}}^\lambda : \mathbb{W}_\mu^\lambda \rightarrow \mathbb{G}_G^{\lambda}, \ \ (P, \sigma, \phi) \mapsto (P, \sigma)
\]
and it follows from the definitions that the compositions \( \pi_{\underline{\mu}} \circ p_{\underline{\mu}}^\lambda, p_{\underline{\mu}}^\lambda \circ \varpi_{\underline{\mu}}^\lambda \) coincide with the morphism
\[
\mathbb{W}_\mu^\lambda \rightarrow \mathbb{G}_G^{\lambda}, \ \ (P_0, \ldots, P_N, \sigma_1, \ldots, \sigma_N, \phi) \mapsto (P_N, \sigma_N \circ \sigma_{N-1} \circ \ldots \circ \sigma_1).
\]
So we obtain a morphism
\[
\mathbb{W}_\mu^\lambda \xrightarrow{(\pi_{\underline{\mu}} \circ p_{\underline{\mu}}^\lambda, \varpi_{\underline{\mu}}^\lambda)} \mathbb{G}_{G,N}^\lambda \times \mathbb{G}_G^{\lambda} \mathbb{W}_\mu^\lambda
\]
that is clearly an embedding.

It follows from the identification (5.1) and the definitions that the set \( (\mathbb{G}_{G,N}^\lambda)^T \) consists of the points of the form \([z_{\mu_1}^\lambda, \ldots, z_{\mu_N}^\lambda] \) such that \( z_{\mu_i}^\lambda \in \mathbb{G}_G^{\lambda} \) so \( \mu_i \) is a weight.
of $V^\lambda_1$. It follows from Proposition 2.4 that the set $(\overline{W}^\lambda_\mu)^T$ coincides with \{z$^\mu$\} if $\mu$ is a weight of $V^\lambda$ and is empty otherwise. We conclude that if $x \in (\overline{W}^\lambda_\mu)^T$, then we must have $(\overline{\mu}_\lambda^\lambda, \overline{\mu}_\mu^\lambda)(z) = \{(z_1, \ldots, z_N) | \mu = \mu_1 + \ldots + \mu_N\}$ and we must have $\mu = \mu_1 + \ldots + \mu_N$ since the images of $\{(z_1, \ldots, z_N) | \mu = \mu_1 + \ldots + \mu_N\}$, $z_i$ in $\overline{G}_\mu$ should coincide. Since $(\overline{\mu}_\lambda^\lambda, \overline{\mu}_\mu^\lambda)$ is an embedding it follows that $z$ is $x$.

\[ \square \]

5.4. Loop rotation action and covering. We are grateful to Hiraku Nakajima for lots of explanations on the results of this Section.

Let us consider the following $C^\times$-action on $\overline{W}^\lambda_\mu \times \ldots \times \overline{W}^\lambda_N$: 

\[
(x_1, \ldots, x_N) \mapsto (tx_1, \mu_1(t^{-1})tx_2, \ldots, (\mu_1 + \ldots + \mu_k-1)(t^{-1})tx_k, \ldots, (\mu_1 + \ldots + \mu_N-1)(t^{-1})tx_N), \]

where $t$ acts via the loop rotation and $(\mu_1 + \ldots + \mu_k-1)(t^{-1}) \in T$ acts via the natural action of $T$.

**Lemma 5.10**

*The morphism $m_{\mu_1 \ldots \mu_N} : \overline{W}^\lambda_{\mu_1} \times \ldots \times \overline{W}^\lambda_N \to \overline{W}^\lambda_\mu$ is $C^\times$-equivariant where $C^\times$ acts on $\overline{W}^\lambda_\mu \times \ldots \times \overline{W}^\lambda_N$ via (5.9) and $C^\times$ acts on $\overline{W}^\lambda_\mu$ via the loop rotation.*

**Proof.** For any $\lambda_i' \in \Lambda^+, \mu' \leq \lambda_1' + \ldots + \lambda_N'$, $N' \in \mathbb{Z}_{\geq 1}$ we have $C^\times \times T$-equivariant birational (by Proposition 5.3 (1)) morphisms $\overline{W}^\lambda_{\mu_1' \ldots \mu_N'} : \overline{W}^\lambda_{\mu_1} \times \ldots \times \overline{W}^\lambda_N \to \overline{W}^\lambda_{\mu_1'} \times \ldots \times \overline{W}^\lambda_{\mu_N'}$, so it follows from the continuity argument that it is enough to show that the multiplication morphism $m_{\mu_1 \ldots \mu_N} : \overline{W}^\lambda_{\mu_1} \times \ldots \times \overline{W}^\lambda_N \to \overline{W}^\lambda_{\mu_1 + \ldots + \mu_N}$ is $C^\times$-equivariant with respect to the twisted action (5.6) on $\overline{W}^\lambda_{\mu_1} \times \ldots \times \overline{W}^\lambda_N$ and the loop rotation action on $\overline{W}^\lambda_{\mu_1 + \ldots + \mu_N}$.

Let us consider the case $N = 2$, the general case then follows by the induction. Let us use the “matrix” descriptions of slices $\overline{W}^\lambda_{\mu_1}, \overline{W}^\lambda_{\mu_2}, \overline{W}^\lambda_{\mu_1 + \mu_2}$ and of the morphism $m_{\mu_1, \mu_2} : \overline{W}^\lambda_{\mu_1} \times \overline{W}^\lambda_{\mu_2} \to \overline{W}^\lambda_{\mu_1 + \mu_2}$. Recall that

\[
\overline{W}^\lambda_{\mu_1} \simeq (U[[z^{-1}]]_1 z^{\mu_1} T[[z^{-1}]]_{1} U_{-}([z^{-1}])_{1} \cap G[z]z^{\lambda_1} G[z]), \quad i = 1, 2,
\]

\[
\overline{W}^\lambda_{\mu_1 + \mu_2} \simeq (U[[z^{-1}]]_1 z^{\mu_1 + \mu_2} T[[z^{-1}]]_{1} U_{-}([z^{-1}])_{1} \cap G[z]z^{\lambda_1 + \lambda_2} G[z])
\]

and by Lemma 2.7 the loop rotation actions on slices $\overline{W}^\lambda_{\mu_1}, \overline{W}^\lambda_{\mu_2}, \overline{W}^\lambda_{\mu_1 + \mu_2}$ in “matrix” terms are given by

\[
x_1(z) \mapsto x_1(t^{-1}z) t^{\mu_1}, \quad x_2(z) \mapsto x_2(t^{-1}z) t^{\mu_2}, \quad x(z) \mapsto x(t^{-1}z) t^{\mu_1 + \mu_2}
\]

respectively and $T$-actions are given by conjugation, here $x_i \in \overline{W}^\lambda_{\mu_i}, i = 1, 2, x \in \overline{W}^\lambda_{\mu_1 + \mu_2}$. Recall also that the morphism $m_{\mu_1, \mu_2}$ sends $(x_1, x_2) \in \overline{W}^\lambda_{\mu_1} \times \overline{W}^\lambda_{\mu_2}$ to $\psi([x_1, x_2]) \in \overline{W}^\lambda_{\mu_1 + \mu_2} = \overline{W}^\lambda_{\mu_1 + \mu_2}$, where $\psi$ is the isomorphism

\[
\psi : U[[z]] \cup U((z^{-1})) z^{\mu_1 + \mu_2} T[[z^{-1}]]_{1} U_{-}((z^{-1})) / U_{-}[z] \cong U[[z]] z^{\mu_1 + \mu_2} T[[z^{-1}]]_{1} U_{-}([z^{-1}])_{1} U_{-}([z^{-1}])_{1}.
\]
The following chain of equalities finishes the proof

\[
m_{\mu_1,\mu_2}^{\lambda_1,\lambda_2}(t \cdot (x_1, x_2)) = m_{\mu_1,\mu_2}^{\lambda_1,\lambda_2}(x_1(t^{-1}z)t^{\mu_1}, t^{-\mu_1}x_2(t^{-1}z)t^{\mu_1+\mu_2}) = \\
\psi([x_1(t^{-1}z)x_2(t^{-1}z)t^{\mu_1+\mu_2}]) = \psi([x_1x_2])(t^{-1}z)t^{\mu_1+\mu_2} = t \cdot m_{\mu_1,\mu_2}^{\lambda_1,\lambda_2}(x_1, x_2).
\]

\[\square\]

**Remark 5.11**

In order to check the equality \(\psi([x_1(t^{-1}z)x_2(t^{-1}z)t^{\mu_1+\mu_2}]) = \psi([x_1x_2])(t^{-1}z)t^{\mu_1+\mu_2}\) we decompose

\[x_1x_2t^{\mu_1+\mu_2} = u_1(z)u_2(z)z^{\mu_1+\mu_2}h(z)u_{-2}(z)u_{-1}(z)\]

with \(u_1(z) \in U[z], u_2(z) \in U[[z^{-1}]]_{1}, h(z) \in T[[z^{-1}]]_{1}, u_{-1}(z) \in U_{-}[z], u_{-2}(z) \in U_{-}[z^{-1}]_{1}\) and note that

\[x_1(t^{-1}z)x_2(t^{-1}z)t^{\mu_1+\mu_2} = \\
u_1(t^{-1}z)u_2(t^{-1}z)z^{\mu_1+\mu_2}t^{-\mu_1-\mu_2}h(t^{-1}z)u_{-2}(t^{-1}z)u_{-1}(t^{-1}z)t^{\mu_1+\mu_2} = \\
u_1(t^{-1}z)u_2(t^{-1}z)z^{\mu_1+\mu_2}h(t^{-1}z)(t^{-\mu_1-\mu_2}u_{-2}(t^{-1}z)t^{\mu_1+\mu_2})(t^{-\mu_1-\mu_2}u_{-1}(t^{-1}z)t^{\mu_1+\mu_2}),\]

so

\[\psi([x_1(t^{-1}z)x_2(t^{-1}z)t^{\mu_1+\mu_2}]) = u_2(t^{-1}z)z^{\mu_1+\mu_2}h(t^{-1}z)(t^{-\mu_1-\mu_2}u_{-2}(t^{-1}z)t^{\mu_1+\mu_2}) = \]

\[\psi([x_1x_2])(t^{-1}z)t^{\mu_1+\mu_2}.
\]

**Corollary 5.12**

The morphism \(\tilde{m}_{\Sigma}^{\lambda}: W_{\mu_1}^{\lambda} \times \ldots \times W_{\mu_N}^{\lambda} \to \tilde{W}_{\Sigma}^{\lambda}\) is \(T \times \mathbb{C}^{\times}\)-equivariant, where \(T \times \mathbb{C}^{\times}\) acts on \(\tilde{W}_{\Sigma}^{\lambda}\) standardly and the action of \((h, t) \in T \times \mathbb{C}^{\times}\) on \(W_{\mu_1}^{\lambda} \times \ldots \times W_{\mu_N}^{\lambda}\) is given by the following formula:

\[(h, t) \cdot (x_1, \ldots, x_N) = \\
(h, t)x_1, h\mu_1(t^{-1})x_2, \ldots, h(\mu_1+\ldots+\mu_{k-1})(t^{-1})tx_k, \ldots, h(\mu_1+\ldots+\mu_{N-1})(t^{-1})tx_N.
\]

**Proof.** Follows from Lemma 5.10 together with the fact that the morphism \(\tilde{m}_{\Sigma}^{\lambda}\) is \(T\)-equivariant. \(\square\)

**Theorem 5.13**

Let \(\mu \in \Lambda\) be such that \((\alpha^\vee, \mu) \geq -1\) for any positive root \(\alpha^\vee \in \Delta^\vee\) and \(\lambda \in \Lambda^+\). Let \(\Lambda = (\lambda_1, \ldots, \lambda_N)\) be an \(N\)-tuple of dominant coweights such that \(\lambda_1 + \ldots + \lambda_N = \lambda\).

Then the variety \(W_{\mu_1}^{\lambda_1} \times \ldots \times W_{\mu_N}^{\lambda_N}\) can be covered by the images of the open embeddings \(m_{\Sigma}^{\lambda}: W_{\mu_1}^{\lambda_1} \times \ldots \times W_{\mu_N}^{\lambda_N} \to \tilde{W}_{\mu_i}^{\lambda_i}\) with \(\mu_i\) being weights of \(V_{\mu_i}^{\lambda_i}, i = 1, 2, \ldots, N\).

**Proof.** Recall that by Proposition 5.29 we have

\[
(W_{\mu}^{\lambda})^T = \{ z_\mu : (\mu_1, \ldots, \mu_N), \mu_1 + \ldots + \mu_N = \mu, V_{\mu_i}^{\lambda_i} \neq 0 \},
\]
where $V^\lambda_{\mu_i}$ is the $\mu_i$ weight space of $V^\lambda$. Recall that by Proposition 2.20 the loop rotation action contracts $\tilde{W}_{\mu}^\lambda$ to the orbit $U_- \cdot z^\mu$ and the $\mathbb{C}^\times$-action via $(-2\rho) : \mathbb{C}^\times \to T$ contracts $U_- \cdot z^\mu$ to the point $z^\mu$. Pick $d \gg 0$ and consider the following action

$$\mathbb{C}^\times \cap \tilde{W}_{\mu}^\lambda, t \cdot x := (-2\rho)(t)t^d x. \tag{5.7}$$

Using that the morphism $\varpi_{\mu}^\lambda : \tilde{W}_{\mu}^\lambda \to \tilde{W}_{\mu}^\lambda$ is projective (hence, proper) we conclude that for $d$ large enough we have

$$(\tilde{W}_{\mu}^\lambda)^{\mathbb{C}^\times} = \{ z^\mu | \mu = (\mu_1, \ldots, \mu_N), \mu_1 + \ldots + \mu_N = N, V^\lambda_{\mu_i} \neq 0 \}$$

and the $\mathbb{C}^\times$-action contracts $\tilde{W}_{\mu}^\lambda$ to $(\tilde{W}_{\mu}^\lambda)^{\mathbb{C}^\times}$.

Pick now a point $x \in \tilde{W}_{\mu}^\lambda$. Let $z^\mu \in (\tilde{W}_{\mu}^\lambda)^{\mathbb{C}^\times}$ be the point to which $x$ flows when $t \to 0$. Recall the multiplication morphism $\tilde{m}^\lambda_{\mu}: \tilde{W}_{\mu_1}^\lambda \times \ldots \times \tilde{W}_{\mu_N}^\lambda \to \tilde{W}_{\mu}^\lambda$. If follows from Corollary 5.12 that there exists a $\mathbb{C}^\times$-action on $\tilde{W}_{\mu_1}^\lambda \times \ldots \times \tilde{W}_{\mu_N}^\lambda$ which makes a morphism $\tilde{m}^\lambda_{\mu}$ equivariant (the $\mathbb{C}^\times$-action on $\tilde{W}_{\mu}^\lambda$ is given by (5.7)). Since $\tilde{m}^\lambda_{\mu}$ is an open embedding and $\lim_{t \to 0^+} \tilde{m}^\lambda_{\mu}(t \cdot x) = z^\mu \in \text{im}(\tilde{m}^\lambda_{\mu})$ we conclude that there exists $t_0 \in \mathbb{C}^\times$ such that $t_0 \cdot x \in \text{im}(\tilde{m}^\lambda_{\mu})$. The $\mathbb{C}^\times$-equivariance of $\tilde{m}^\lambda_{\mu}$ now implies that $x \in \text{im}(\tilde{m}^\lambda_{\mu})$.

Let us assume now that $\lambda_i$ are minuscule. It follows from Proposition 5.3 that the variety $\tilde{W}_{\mu}^\lambda$ is smooth. As a direct corollary of the results above we obtain the following Theorem.

**Theorem 5.14**

Assume that $\lambda_i, i = 1, \ldots, N$ are minuscule and $\mu$ is such that $\langle \alpha^\vee, \mu \rangle \geq -1$ for every $\alpha^\vee \in \Delta^\vee$, $\lambda := \lambda_1 + \ldots + \lambda_N$. Then there is an open cover of $\tilde{W}_{\mu}^\lambda$, by open subsets $O_{\mu}$ parametrized by $N$-tuples $\mu = (\mu_1, \ldots, \mu_N)$, $\mu = \mu_1 + \ldots + \mu_N$, $\mu_i \leq \lambda_i$. Each $O_{\mu}$ is isomorphic to the affine space $\mathbb{A}^{(2\rho, \alpha^\vee - \mu)}$ and contains exactly one $T$-fixed point $z^\mu \in \tilde{W}_{\mu}^\lambda$. Variety $O_{\mu}$ is the image of the multiplication morphism $\tilde{m}^\lambda_{\mu}: \tilde{W}_{\mu_1}^\lambda \times \ldots \times \tilde{W}_{\mu_N}^\lambda \to \tilde{W}_{\mu}^\lambda$.

**Remark 5.15** (Characters of tangent spaces at torus fixed points of $\tilde{W}_{\mu}^\lambda$)

Note that assuming that $\lambda_i$ are minuscule and without any restrictions on $\mu$ we can compute $T \times \mathbb{C}^\times$-characters of $T \times \tilde{W}_{\mu}^\lambda$ of tangent spaces to $T \times \mathbb{C}^\times$-fixed points $z^\mu \in (\tilde{W}_{\mu}^\lambda)^{T \times \mathbb{C}^\times}$. Indeed it follows from Proposition 4.19 together with Corollary 5.12 that

$$\text{ch}_T T \times \mathbb{C}^\times T \times \tilde{W}_{\mu}^\lambda = \sum_{i=1}^{N} \sum_{\alpha^\vee \in \Delta^\vee, \langle \alpha^\vee, \mu_i \rangle > 0} (e^{\alpha^\vee} + e^{-\alpha^\vee})$$

$$\text{ch}_{T \times \mathbb{C}^\times} T \times \tilde{W}_{\mu}^\lambda = \sum_{i=1}^{N} \sum_{\alpha^\vee \in \Delta^\vee, \langle \alpha^\vee, \mu_i \rangle > 0} (h^{\langle \alpha^\vee, \mu_1 + \ldots + \mu_{i-1} \rangle} e^{\alpha^\vee} + h^{\langle \alpha^\vee, \mu_1 + \ldots + \mu_{i-1} \rangle} e^{-\alpha^\vee}) \tag{5.8}$$
Let us consider the following example. Let $G = \text{GL}_2$ and $\lambda = (\omega_1, \ldots, \omega_1)$, $\mu = N\omega_1 - k\alpha_1$, here $\omega_1 = (1, 0)$ is the fundamental coweight, $\alpha_1 = (1, -1)$ is the simple positive coroot and $N \in \mathbb{Z}_{\geq 0}$, $0 \leq k \leq N$ (in this case $\widetilde{W}\mu$ is symplectically dual to $T^* \text{Gr}(k, N)$). Then the set of fixed points $(\widetilde{W}\mu)^T$ identifies with the set of subsets $\{i_1, \ldots, i_k\} \subset \{1, 2, \ldots, N\}$ via the map sending $\{i_1, \ldots, i_k\}$ to the fixed point $z^\mu$ (see Proposition 5.9), where $\mu_i = (0, 1)$ for $i \in \{i_1, \ldots, i_k\}$ and $\mu_i = (1, 0)$ otherwise. It then easily follows that

$$
\text{ch}_{T \times \mathbb{C}^*} T_2 \mathbb{C}^k \mathcal{W}_{\mu}^\lambda = \sum_{l=1}^k (h^{i_1-2l+1} e^{-\alpha_i^\vee} + h^{2l-i_1} e^{\alpha_i^\vee}).
$$

(5.9)

Note that for $k = 1$ the variety $\widetilde{W}\mu$ is the resolution of $A_{N-1}$-singularity that is a toric variety and the character $\text{ch}_{T \times \mathbb{C}^*} T_2 \mathbb{C}^k \mathcal{W}_{\mu}^\lambda$ can be computed via the corresponding toric diagram.

This example shows us that it is not true in general that every open subset $O_\mu \subset \widetilde{W}\mu$ of Theorem 5.14 can be obtained as the attracting locus to the fixed point $z^\mu \in \widetilde{W}\mu$ with respect to the $\mathbb{C}^\times$-action via some cocharacter $\eta: \mathbb{C}^\times \to T \times \mathbb{C}^\times$ such that $(\mathcal{W}_\mu)^{\eta(\mathbb{C}^\times)} = \{z^\mu \in \mathcal{W}_\mu\}$. Indeed take $\lambda, \mu$ as in the example. The condition that $\langle \alpha_i^\vee, \mu \rangle \geq -1$ for every $\alpha_i^\vee \in \Delta_i^\vee$ is equivalent to $N \geq 2k - 1$. Taking $N = 3$, $k = 2$ and $\mu_1 = (1, 0)$, $\mu_2 = \mu_3 = (0, 1)$ we get

$$
\text{ch}_{T \times \mathbb{C}^*} T_2 \mathbb{C}^k \mathcal{W}_{\mu}^\lambda = he^{-\alpha_i^\vee} + e^{\alpha_i^\vee} + e^{-\alpha_i^\vee} + he^{\alpha_i^\vee}.
$$

(5.10)

We conclude that if $\eta$ as above exists then it must be trivial along $T$ (since both $e^{\alpha_i^\vee}$ and $e^{-\alpha_i^\vee}$ appear in the character) but this is impossible since the fixed point set of $\mathcal{W}_\mu$ with respect to the loop rotation action is non discrete because by (5.10) $T_2 \mathbb{C}^k \mathcal{W}_{\mu}^\lambda$ has nonzero weight zero component (with respect to the loop rotation action).

**Remark 5.16** (Poincaré polynomials of $\mathcal{W}_\mu^\lambda$.)

We can compute Poincaré polynomials of the varieties $\mathcal{W}_\mu^\lambda$ for $\mu$ such that $\langle \alpha_i^\vee, \mu \rangle \geq -1$ for $\alpha_i^\vee \in \Delta_i^\vee$. We pick a cocharacter of $T \times \mathbb{C}^\times$ given by $t \mapsto ((-2\rho(t)), t^d)$ for $d \gg 0$ and consider the corresponding action $\mathbb{C}^\times \curvearrowright \mathcal{W}_\mu^\lambda$. It follows from (5.8) that the dimension of the attracting part of $T_2 \mathbb{C}^k \mathcal{W}_{\mu}^\lambda$ at the fixed point $z^\mu \in (\mathcal{W}_\mu^\lambda)^{C^\times}$ equals to

$$
\sum_{i=1}^n |\Delta_{\mu_i,-}^-| + \sum_{i=1}^n \{\alpha_i^\vee \in \Delta_{\mu_i,-}^\vee, \langle \alpha_i^\vee, \mu_1 + \ldots + \mu_{i-1} \rangle = -1\}.
$$

so using Bialynicki-Birula decomposition we obtain

$$
\sum_{n \in \mathbb{Z}_{\geq 0}} \dim H_c^n (\mathcal{W}_\mu^\lambda) q^n = \sum_{\mu, |\mu| = \mu, \mu_i \in W^\lambda, i}
q^2 \left( \sum_{i=1}^n |\Delta_{\mu_i,-}^-| + \sum_{i=1}^n \{\alpha_i^\vee \in \Delta_{\mu_i,-}^\vee, \langle \alpha_i^\vee, \mu_1 + \ldots + \mu_{i-1} \rangle = -1\} \right).
$$
5.5. Thick affine Grassmannian. In the rest of this Section we prove that without any assumptions on \( \lambda_i \) and \( \mu \) the images of \( \tilde{\mathfrak{m}}^\Lambda_N \) such that \( \mu_i \) are weights of \( V^{\lambda_i} \) for all \( i = 1, 2, \ldots, N - 1 \) cover \( \tilde{W}^\Lambda_P \) (note that there are no conditions on \( \mu_N \)). We start from some recollections.

Let \( \text{Gr}_G := G((z^{-1}))/G[z] \) be the thick affine Grassmannian of \( G \). For \( \nu \in \Lambda \), we denote by the same symbol \( z^{\nu} \) the corresponding point of \( \text{Gr}_G \).

We have the left action \( G((z^{-1})) \curvearrowright \text{Gr}_G \). We set \( I_- := \text{ev}_\infty^{-1}(U) \), where \( \text{ev}_\infty : G[[z^{-1}]] \to G \) is the evaluation at infinity. Note that \( I_- \) is the pro-unipotent group. The following proposition holds by [KT95 Proposition 1.3.1].

**Proposition 5.17**  
(1) The \( I_- \)-orbits on \( \text{Gr}_G \) are in bijection with \( \Lambda \) via
\[
\lambda \mapsto I_- \cdot z^{\nu} =: \Omega_\nu.
\]
(2) The \( G[[z^{-1}]] \)-orbits on \( \text{Gr}_G \) are in bijection with \( \Lambda^+ \) via
\[
z^{\nu} \mapsto G[[z^{-1}]] \cdot z^{\nu} =: \text{Gr}_\nu.
\]

We will also need the following well known lemma about the (thin) affine Grassmannian \( \text{Gr}_G \). For \( \mu \in \Lambda^+ \) we set \( \text{Gr}_{G,\mu} := G[z^{-1}] \cdot z^\mu \subset \text{Gr}_G \).

**Lemma 5.18**  
For \( \lambda, \mu \in \Lambda^+ \) we have \( \text{Gr}_G^\lambda \cap \text{Gr}_{G,\mu} \neq \emptyset \) iff \( \mu \leq \lambda \).

**Proof.** Let us prove the implication \( \Rightarrow \). Assume that \( \text{Gr}_G^\lambda \cap \text{Gr}_{G,\mu} \neq \emptyset \). Pick \( x \in \text{Gr}_G^\lambda \cap \text{Gr}_{G,\mu} \). Recall that the loop rotation action contracts \( \text{Gr}_{G,\mu} \) to \( Gz^\mu \). Note now that \( \text{Gr}_G^\lambda \subset \text{Gr}_G \) is closed, so we must have \( g z^\mu \in \text{Gr}_G^\lambda \) for some \( g \in G \), i.e., \( z^\mu \in \text{Gr}_G^\lambda \).

It follows that \( \mu \leq \lambda \). The implication \( \Leftarrow \) is clear since for dominant \( \mu \leq \lambda \) we must have \( z^\mu \in \text{Gr}_G^\lambda \).

Recall that any \( G \)-bundle \( P \) on \( \mathbb{P}^1 \) is isomorphic to \( z^\mu \in \text{Bun}_G \) for some \( \mu \in \Lambda^+ \). We will say that \( P \) has type \( \mu \).

**Corollary 5.19**  
If \( x \in \text{Gr}_G^\lambda \) and \( P \) is the corresponding \( G \)-bundle, then the type \( \mu \in \Lambda^+ \) of \( P \) is \( \leq \lambda \).

**Proof.** Follows from Lemma 5.18 together with the fact that \( \text{Gr}_{G,\mu} \subset \text{Gr}_G \) precisely consists of pairs \( (P, \sigma) \in \text{Gr}_G \) such that \( \sigma \) has type \( \mu \).}

Let us now prove the following lemma. Note that directly from the definitions we have \( \Omega_0 = \text{Gr}_0 \).

**Lemma 5.20**  
The following holds.

(1) For every \( \nu \in \Lambda \) we have \( z^{-\nu} \cdot \Omega_\nu \subset \Omega_0 = \text{Gr}_0 \).

(2) For every \( x \in \text{Gr}_G \), there exists \( \nu \in \Lambda \) such that \( z^{-\nu} x \in \text{Gr}_0 \).

**Proof.** Note that the group \( I_- \cap z^\nu G[[z^{-1}]]z^{-\nu} \) acts freely and transitively on \( \Omega_{\nu} \) (this is the standard result, it follows from the fact that \( I_- \) is pro-unipotent and so the claim can be checked at the level of Lie algebras, compare with the proof of part (2)
of Proposition 3.1 and [Kash89] Lemma 4.5.7 and Corollary 4.5.8). It follows that for every \( x \in \Omega_x \), there exists \( x_\nu \in G[[z^{-1}]] \cdot G[z]/G[z] \) such that \( x = z^\nu x_\nu \). We conclude that \( z^{-\nu} x = x_\nu \in \Omega_0 \) and part (1) follows.

Part (2) follows from part (1) together with Proposition 5.17 indeed by Proposition 5.17 for every \( x \in \text{Gr}_G \), there exists \( \nu \in \Lambda \) such that \( x = \nu \in \Omega_\nu \). Then from part (1) we get \( z^{-\nu} x \in \text{Gr}_0 \).

**Remark 5.21**

Lemma 5.20 should be compared to [Kash89] Corollary 4.5.5 and Definition 4.5.6 in the paper of Kashiwara where he defined the (thick) affine flag variety. Lemma 5.20 tells us that \( \text{Gr}_G = \bigcup_{\nu \in \Lambda} z^\nu \text{Gr}_0 \) i.e. that \( \text{Gr}_G \) can be covered by open (infinite dimensional) cells \( z^\nu \text{Gr}_0 \).

### 5.6. Hecke transformations and covering.

Pick a point

\[
(x^{\text{priv}} = \mathcal{P}_0, \mathcal{P}_1, \ldots, \mathcal{P}_N, \sigma_1, \ldots, \sigma_N, \phi, s) \in \mathcal{W}_n^\Lambda.
\]

Recall that the bundles \( \mathcal{P}_0, \mathcal{P}_1, \ldots, \mathcal{P}_N \) are identified on \( \mathbb{P}^1 \setminus \{0\} \). Let us denote the corresponding bundle by \( \mathcal{P} \). Recall also that \( \mathcal{P} \) has \( B \) and \( B_- \)-structures that are transversal around \( \infty \in \mathbb{P}^1 \), so they define a reduction of \( \mathcal{P} \) to a \( T \)-bundle after restricting it to the formal neighbourhood of \( \infty \in \mathbb{P}^1 \) which we denote by \( U_\infty \). We denote by \( \mathcal{P}^T \) the corresponding \( T \)-bundle on \( U_\infty \). Note that we have the fixed identification \( \mathcal{P}_T^T \simeq T \), i.e., a trivialization of \( \mathcal{P}^T \) at \( \infty \).

Consider now the triple \( (\mathcal{P}_1, \mathcal{P}_T, \sigma_{U_\infty}) \), where by \( \sigma_{U_\infty} \) we denote the isomorphism between \( \mathcal{P}^G := \text{Ind}_T^G \mathcal{P}^T \) and \( \mathcal{P}_1|_{U_\infty} \). Let us now fix any trivialization of \( \mathcal{P}^T \) which is \( \text{Id} \) at \( \infty \) and note that now the triple \( (\mathcal{P}_1, \mathcal{P}_T, \sigma_{U_\infty}) \) defines us a point of the thick affine Grassmannian \( \text{Gr}_G = G((z^{-1}))/G[z] \) to be denoted \( x \in \text{Gr}_G \).

Our goal (see Lemma 5.22 below) is to show that there exists a Hecke transformation of \( x \) such that the vector bundle \( \mathcal{P}_1 \) becomes trivial, i.e., the corresponding point of \( \text{Gr}_G \) lies in \( G[[z^{-1}]] \cdot 1 = \text{Gr}_0 \). Recall that Hecke transformations are parametrized by \( \nu \in \Lambda \) and we denote by \( \mathcal{P}_1(\nu) \) the corresponding Hecke transform (see for example [BG02] Section 3.1 for some discussion of Hecke transforms). Note that Hecke transformations in this language are nothing else but the left multiplications by \( z^\nu, \nu \in \Lambda \).

**Lemma 5.22**

Pick a point \( (x^{\text{priv}} = \mathcal{P}_0, \mathcal{P}_1, \ldots, \mathcal{P}_N, \sigma_1, \ldots, \sigma_N, \phi, s) \in \mathcal{W}_n^\Lambda_\mu \). Then there exists a weight \( \mu_1 \in \Lambda \) of \( V^{\lambda_1} \) such that the Hecke transform \( \mathcal{P}_1(-\mu_1) \) is trivial.

**Proof.** Consider a point \( (\mathcal{P}_1, \mathcal{P}_T, \sigma_{U_\infty}) \in \text{Gr}_G \) as above to be denoted \( x \). Recall that \( (\mathcal{P}_1, \sigma_1) \in \text{Gr}_G^\Lambda \), so the vector bundle \( \mathcal{P}_1 \) has type \( \mu^+_1 \in \Lambda^+ \) such that \( \mu^+_1 \) is a weight of \( V^{\lambda_1} \) (follows from Corollary 5.19). It follows from Lemma 5.20 that there exists \( \mu_1 \in \Lambda \) such that \( z^{-\mu_1} x \in \text{Gr}_0 \) and \( x \in \Omega_{\mu_1} \). We conclude that \( W_{\mu_1} = W_{\mu^+_1} \) (since \( \mathcal{P}_1 \) has type \( \mu^+ \) and \( (\mathcal{P}_1, \mathcal{P}_T, \sigma_{U_\infty}) = x \in \Omega_{\mu_1} \)). It follows that \( \mu_1 \) is a weight of \( V^{\lambda_1} \). It remains to note that the condition \( z^{-\mu_1} x \in \text{Gr}_0 \) exactly means that the vector bundle \( \mathcal{P}_1(-\mu_1) \) is trivial. 

We can finally formulate and prove the last Theorem of this Section.
Theorem 5.23
Variety \( \tilde{W}_P^{\lambda} \) can be covered by \( \bigotimes_{\mu_1}^{\lambda_1} \times \bigotimes_{\mu_2}^{\lambda_2} \times \cdots \times \bigotimes_{\mu_N}^{\lambda_N} \) with \( \mu_i \) being weights of \( V^{\lambda_i} \) for \( i = 1, 2, \ldots, N - 1 \).

Proof. Pick a point \( x \in \tilde{W}_P^{\lambda} \). It follows from Lemma 5.22 that there exists a weight \( w_0 \mu_1 \in \Lambda \) of \( V^{\lambda_1} \) such that the Hecke transform \( P_1(-w_0 \mu_1) \) is trivial. There is a unique trivialization of \( P_1(-w_0 \mu_1) \) compatible with our trivialization of \( P_1 \) at \( \infty \) (here we use that the automorphism group of \( P_1(-w_0 \mu_1) \) is isomorphic to \( G \)). After this identification we can assume that \( P_1(-w_0 \mu_1) = \mathcal{P}^{\text{triv}} \). It now follows from the definitions that the point \( x \in \tilde{W}_P^{\lambda} \) is the image of some point \( (x_1, y) \in \tilde{W}_P^{\lambda_1} \times \tilde{W}_P^{\lambda_2} \times \cdots \times \tilde{W}_P^{\lambda_N} \) under the multiplication morphism \( \tilde{W}_P^{\lambda_1} \times \tilde{W}_P^{\lambda_2} \times \cdots \times \tilde{W}_P^{\lambda_N} \to \tilde{W}_P^{\lambda} \). Continuing applying Lemma 5.22 we end up with a collection of weights \( \mu_1, \ldots, \mu_N \in \Lambda \) such that \( \mu_i \) is a weight of \( V^{\lambda_i} \), and points \( x_i \in \tilde{W}_P^{\lambda_i} \) such that

\[
\langle \tilde{m}^{x_i}(x_1, \ldots, x_N) = x, \mu_N := \mu - \mu_1 - \cdots - \mu_{N-1}. \]

\[ \Box \]

6. Appendix: Some representation-theoretic statements

Here we prove some facts from representation theory which we use in Remarks 2.23, 3.7.

Lemma 6.1 (See Remark 2.23)
Let \( \lambda \in \Lambda^+ \) be a dominant weight (of the Langlands dual group \( G^\vee \)) and \( \mu \leq \lambda \) be a weight such that \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for any \( \alpha^\vee \in \Delta^\vee_+ \). Then \( \mu \) is a weight of \( V^\lambda \).

Proof. Let us decompose \( \lambda - \mu = \beta_1 + \cdots + \beta_k, \beta_i \in \Delta_+ \) with \( k \) minimal possible. Set \( \mu_i := \lambda - \beta_1 - \cdots - \beta_i \) \((\mu_k = \mu)\). Let us prove by the decreasing induction on \( k \) that \( \langle \beta_j^\vee, \mu_i \rangle \geq -1 \) for \( j \leq i \). Indeed for \( i = k \) the claim follows from the fact that \( \mu_k = \mu \) and our assumptions on \( \mu \). Let us prove the induction step. Assume that there exists \( j \leq i \) such that \( \langle \beta_j^\vee, \mu_i \rangle \leq -2 \). By the induction hypothesis we have

\[
\langle \beta_j^\vee, \mu_{i+1} \rangle \geq -1 \Rightarrow \langle \beta_j^\vee, \mu_i - \mu_{i+1} \rangle < 0 \Rightarrow \langle \beta_j^\vee, \beta_{i+1} \rangle < 0 \Rightarrow \beta_{i+1} + \beta_j \in \Delta_+ \]

so we arrive to the contradiction with the minimality of \( k \).

For any coroot \( \beta_i \) consider the corresponding \( \mathfrak{sl}_2 \)-triple \( e_{\beta_i}, h_{\beta_i}, e_{-\beta_i} \) in the Langlands dual Lie algebra \( g^\vee \). Note that \( \langle \beta_j^\vee, \mu_i \rangle = \mu_i(h_{\beta_i}) \) so we have shown that \( \mu_i(h_{\beta_i}) \geq -1 \) for \( j \leq i \). It remains to check that \( e_{-\beta_k} \cdots e_{-\beta_1}(v_\lambda) \neq 0 \), where \( v_\lambda \in V^\lambda \) is a highest weight vector. We check this by the (increasing) induction on \( k \). Case \( k = 0 \) is clear.

Let us now assume that \( v_\lambda^{(l-1)} := e_{-\beta_{l-1}} \cdots e_{-\beta_1}(v_\lambda) \neq 0 \). Consider the subalgebra \( \text{Span}_C(e_{\beta_1}, h_{\beta_1}, e_{-\beta_1}) \subset g^\vee \). To check that \( e_{-\beta_1}v_\lambda^{(l-1)} \neq 0 \) it is enough to show that \( \mu_{l-1}(h_{\beta_1}) > 0 \) (here we use that \( v_\lambda^{(l-1)} \) has weight \( \mu_{l-1} \)). Recall now that

\[
\mu_{l-1}(h_{\beta_1}) = \langle \beta_1^\vee, \mu_{l-1} \rangle = \langle \beta_1^\vee, \mu_1 \rangle + \langle \beta_1^\vee, \beta_l \rangle = 2 + \langle \mu_1, \beta_l \rangle \geq 1 > 0
\]

so the claim follows. \[ \Box \]
Lemma 6.2
Let \( \mu \in \Lambda \) be such that there is no dominant \( \lambda' \in \Lambda^+ \) such that \( \mu \leq \lambda' < \mu^+ \). Then \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for every \( \alpha^\vee \in \Delta^\vee \).

Proof. The proof is the modification of [Bou75, VIII, §7, no. 3, Proposition 6] for the minuscule case. Set \( \lambda := \mu^+ \). Assume that there exists \( \alpha^\vee \in \Delta^\vee \) such that \( \langle \alpha^\vee, \mu \rangle \leq -2 \). Consider the weight \( \mu' := s_\alpha(\mu) = \mu - \langle \alpha^\vee, \mu \rangle \alpha \) and note that \( \lambda \geq \mu' > \mu \) (since \( \langle \alpha^\vee, \mu \rangle < 0 \)) and \( \langle \alpha^\vee, \mu' \rangle = -\langle \alpha^\vee, \mu \rangle \geq 2 \). Consider now the weight \( \nu := \mu' - \alpha \). Again we have \( \lambda \geq \mu' > \nu > \mu \). We claim that
\[
(\mu', \mu') > (\nu, \nu),
\]
where \( (\ , \ ) \) is a nondegenerate symmetric bilinear form on \( \Lambda_C := \Lambda \otimes \mathbb{C} \) such that
\[
\langle \alpha^\vee, \beta \rangle = 2 \frac{(\alpha, \beta)}{\langle \alpha, \alpha \rangle} \quad \text{for} \quad \alpha \in \Delta, \ \beta \in \Lambda_C, \ (\alpha, \alpha) > 0 \quad \text{for} \quad \alpha \in \Delta.
\]
To see (6.1) note that
\[
(\mu', \mu') - (\nu, \nu) = 2(\alpha, \mu') - (\alpha, \alpha) = \frac{(\alpha, \alpha)}{2} (2\langle \alpha^\vee, \mu' \rangle - 2) > 0,
\]
where the last inequality holds since \( \langle \alpha^\vee, \mu' \rangle \geq 2 > 1, \ (\alpha, \alpha) > 0 \). Let \( \nu' \in W\nu \) be the dominant representative of \( \nu \). Since \( \nu \) is a weight of \( V^\lambda \) we must have \( \lambda \geq \nu' \). We also have \( \nu' \geq \nu > \mu \) so we conclude that \( \mu^+ = \lambda \geq \nu' > \mu \). It remains to note that
\[
(\nu^+, \nu^+) = (\nu, \nu) < (\mu', \mu') = (s_\alpha(\mu), s_\alpha(\mu)) = (\mu, \mu) = (\lambda, \lambda)
\]
so \( \lambda \neq \nu^+ \) and contradiction finishes the proof. \( \square \)

Proposition 6.3
The following conditions on \( \mu \in \Lambda \) are equivalent.
(1) For any positive \( \alpha \in \Delta_+ \) we have \( \langle \alpha, \mu \rangle \geq -1 \),
(2) For any dominant \( \lambda' \in \Lambda^+ \) the inequality \( \mu \leq \lambda' \leq \mu^+ \) implies \( \lambda' = \mu^+ \).

Proof. Let us prove the implication (1) \( \Rightarrow \) (2). Let \( \lambda' \in \Lambda^+ \) be a dominant coweight such that \( \mu \leq \lambda' \leq \mu^+ \). Then by Lemma 6.1 \( \mu \) is a weight of \( V^\lambda' \) so \( \mu^+ \) is also a weight of \( V^\lambda' \), hence, \( \mu^+ \leq \lambda' \). It follows that \( \mu^+ = \lambda' \).

Let us now prove the implication (2) \( \Rightarrow \) (1). This is exactly the content of Lemma 6.2. \( \square \)

Remark 6.4
Note that for antidominant \( \mu \) the conditions (1), (2) of Proposition 6.3 are equivalent to the fact that \( \mu^+ \) is minuscule.

Corollary 6.5 (see Remark 3.7)
Let \( \lambda \in \Lambda^+ \) be dominant and \( \mu \leq \lambda \). The following are equivalent.
(1) \( W_{\mu^+}^\lambda \subset W_{\mu}^\lambda \) is the deepest stratum i.e. that if we write \( W_{\mu}^\lambda = \bigsqcup_{\mu \leq \lambda' \leq \mu^+} W_{\mu}^{\lambda'} \) then \( W_{\mu}^{\mu^+} \subset W_{\mu}^\lambda \).
(2) We have \( W_{\mu}^{\mu^+} = W_{\mu}^{\mu^+} \).
(3) We have \( \langle \alpha^\vee, \mu \rangle \geq -1 \) for any \( \alpha^\vee \in \Delta^\vee \).
Proof. The implication (1) ⇒ (2) is clear. The implication (2) ⇒ (3) follows from Lemma 6.2.

Let us now prove the implication (3) ⇒ (1). Pick \( \lambda' \in \Lambda^+ \) such that \( \mu \leq \lambda' \leq \lambda \).

Our goal is to show that \( W_{\mu}^{\lambda'} \subset W_{\mu}^{\lambda} \), i.e., that \( \lambda' \geq \mu^+ \). Lemma 6.1 implies that \( \mu \) is a weight of \( V_{\lambda} \), hence, \( \mu^+ \) is a weight of \( V_{\lambda'} \) so \( \mu^+ \leq \lambda' \) and the claim follows. \( \square \)
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