Lattice Nucleon Isovector Unpolarized Parton Distribution in the Physical-Continuum Limit
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We present the first lattice-QCD calculation of the nucleon isovector unpolarized parton distribution functions (PDFs) at the physical-continuum limit using Large-Momentum Effective Theory (LaMET). The lattice results are calculated using ensembles with multiple sea pion masses with the lightest one around 135 MeV, 3 lattice spacings \( a \in [0.06, 0.12] \) fm, and multiple volumes with \( M_a L \) ranging 3.3 to 5.5. We perform a simultaneous chiral-continuum extrapolation to obtain RI/MOM renormalized nucleon matrix elements with various Wilson-link displacements in the continuum limit at physical pion mass. Then, we apply one-loop perturbative matching to the quasi-PDFs to obtain the lightcone PDFs. We find the lattice-spacing dependence to be much larger than the dependence on pion mass and lattice volume for these LaMET matrix elements. Our physical-continuum limit unpolarized isovector nucleon PDFs are found to be consistent with global-PDF results.

I. INTRODUCTION

Precision determination of parton distribution functions (PDFs) is not only important to probing unknowns of the Standard Model but also to advance interpretation of high-energy experiments searching for signs of physics beyond the Standard Model. In addition to energy-frontier experiments like the LHC, there are also many mid-energy experimental efforts around the world, such as at Brookhaven and Jefferson Laboratory in the United States, GSI in Germany, J-PARC in Japan, or a future electron-ion collider (EIC). These are set to explore the less-known kinematic regions of nucleon structure and more. The pursuit of PDFs has led to collaborations of theorists and experimentalists working side-by-side to take advantage of all available data, evaluating different combinations of input theories, parameter choices and assumptions, resulting in multiple global-PDF determinations. Comparison of these different global-fit determinations of the PDFs is important to reveal hidden uncertainties in PDF data sets. Often, in kinematic regions where experimental data are plentiful or overconstrained, such as the mid-\( x \) region of the PDFs, there is consistency among different PDF sets. However, in the regions where data are sparse or suffer from complicated nuclear effects, such as at small- or large-\( x \) or for heavy-flavor PDFs, disagreements are seen. For more details, we refer readers to the non-technical review in Ref. 1. A nonperturbative approach from first principles, such as lattice QCD (LQCD), can provide the necessary inputs to fill gaps in the experimental data or add information to constrain global fits. For a long while, lattice PDF calculations were limited to moments only, that is, where the \( x \) dependence of the PDF is integrated out. Precision lattice determinations of the moments (after removing all lattice artifacts, such as discretization and finite-volume effects) can have significant impact on determinations of the PDFs.

Large-momentum effective theory (LaMET) enables computation of the Bjorken-\( x \) dependence of hadron PDFs on a Euclidean lattice. LaMET relates equal-time spatial correlators, whose Fourier transforms are called quasi-PDFs, to PDFs in the limit of infinite hadron momentum. For large but finite momenta accessible on a realistic lattice, LaMET relates quasi-PDFs to physical ones through a factorization theorem, the proof of which was developed in Refs. 3, 4. Since LaMET was proposed, a lot of progress has been made in the theoretical understanding of the formalism 5-17. The method has been applied in lattice calculations of PDFs for the up and down quark content of the nucleon 18-21, 23, 28, 30, 65-75, 76-82, \( \pi \), K mesons, and the \( \Delta^+ \) baryon. Despite limited volumes and relatively coarse lattice spacings, previous state-of-the-art nucleon isovector quark PDFs, determined from lattice data at the physical pion mass, have shown reasonable agreement with phenomenological results extracted from the experimental data. Encouraged by this success, LaMET has also been extended to twist-three PDFs 83-89, as well as gluon 87, 88, strange and charm distributions 89. It was also applied to meson distribution amplitudes 22, 91-92 and generalized parton distributions (GPDs) 93, 94. Attempts have also been made to generalize LaMET to transverse momentum dependent (TMD) PDFs 95, 104, to calculate the nonperturbative Collins-Soper evolution kernel 99, 105, 106 and soft functions 107 on the lattice. LaMET also brought...
due to potential operator mixing in the nonlocal operation. The finite-volume effect is negligible at current lattice precisions. This conclusion is consistent with a later study in chiral perturbation theory (ChPT) [135], which showed that momentum boost reduces the finite-volume effect, since the length contraction of the hadron makes the lattice effectively bigger. ChPT also showed that for nucleon momenta greater than 1 GeV and the lattice size times pion mass greater than 1%, this conclusion is consistent with the numerical findings of Ref. [75] and suggests that the finite-volume effect is negligible at current lattice precision.

Continuum extrapolation is also important for LaMET due to potential operator mixing in the nonlocal operators. The nonlocal operators for the quasi-PDFs can mix with a tower of higher-dimensional operators at $\mathcal{O}(a)$, even if all symmetries (including chiral symmetry) are restored [10]. This is different from the situation for local operators, where mixing can occur at $\mathcal{O}(a^2)$ if a chiral fermion action is used. To ensure that such operator mixings do not contaminate the final results of the lattice PDF calculations, it is important to take the continuum limit. There have been some studies of the continuum extrapolation of the quasi-PDF method in the pion and kaon distribution amplitudes [91] and in nucleon PDFs [78]; both cases use three lattice spacings [220, 310 MeV MILC ensembles [135] at 0.12 fm and finer lattice spacings, as well as for 0.09 and 0.06 fm near the physical pion mass. There are no issues that we have observed for any observable on the ensembles used in this calculation.

For the nucleon matrix-element measurement, we use Gaussian momentum smearing [3] for the quark field

$$
\psi(x) \rightarrow S_{\text{mom}} \psi(x) = \frac{1}{1 + 6\alpha} \left( \psi(x) + \alpha \sum_j U_j(x) e^{i k \hat{e}_j} \psi(x + \hat{e}_j) \right),
$$

where $k$ is the momentum-smearing parameter, which can be tuned separately on each ensemble for optimal signal-to-noise ratios in the matrix elements of the desired nucleon boost momentum. $U_j(x)$ are the gauge links in the $j$ direction, and $\alpha$ is a tunable parameter as in traditional Gaussian smearing. Such a momentum source is designed to increase the overlap with nucleons of the desired boost momentum, and we are able to reach higher boost momentum for the nucleon states than our previous work [27].

On the lattice, we first calculate the time-independent, nonlocal (in space, chosen to be the $z$ direction) correlators of a nucleon with finite-$P_z$ boost

$$
\hat{h}_{\text{lat}}(z, P_z) = \left\langle \hat{P} \left( \psi(x) \prod_n U_z(n \hat{z}) \psi(0) \right) \hat{P} \right\rangle,
$$

where $U_z$ is a discrete gauge link in the $z$ direction and $\hat{P} = \{0, 0, P_z\}$ is the momentum of the nucleon. $\Gamma = \gamma^t$ for the unpolarized parton distribution. Note that our previous work on the unpolarized quark distribution uses $\Gamma = \gamma^2$; this operator has mixing with matrix elements.

II. LATTICE PARAMETERS AND SETUP

In this work, we use clover lattice fermion action for the valence quarks on top of 2+1+1 flavors (degenerate up and down quarks plus strange and charm quarks at their physical masses in the QCD vacuum) of hypercubic (HYP)-smereed [136] highly improved staggered quarks (HISQ) [137, 138] in configurations generated by MILC Collaboration. The lattice parameters include lattice spacings $a \in [0.06, 0.12]$ fm, pion mass $M_\pi \in [135, 318]$ MeV and box size $L \in [2.9, 5.5]$ fm (which make $M_\pi L \in [3.3, 5.5]$). The quark masses for the clover fermions have been tuned to reproduce the lightest sea staggered pseudoscalar meson masses for the light and strange quarks, and the clover parameters are set to the tree-level tadpole-improved values. This setup is the same as the one used in works done by PNDME Collaboration in many studies of nucleon structure [139–142]. Note that any mixed-action approach results in a non-unitary lattice-QCD formulation with the possibility of exceptional configurations. Signatures of such configurations, which manifest at sufficiently small quark mass, include correlation functions with anomalously large values that bias the ensemble average, and failure of the clover Dirac matrix solver to converge due to poor condition number. These two signatures have been observed at $a \approx 0.15$ fm and 0.12 fm at $M_\pi \approx 135$ MeV, and these ensembles are excluded from use in mixed-action calculations. The other ensembles are carefully checked for the relevant signatures, and exceptional configurations are absent for the $M_\pi \in [220, 310]$ MeV MILC ensembles [135] at 0.12 fm and finer lattice spacings, as well as for 0.09 and 0.06 fm near the physical pion mass. There are no issues that we have observed for any observable on the ensembles used in this calculation.

In this work, we use clover lattice fermion action for the valence quarks on top of 2+1+1 flavors (degenerate up and down quarks plus strange and charm quarks at their physical masses in the QCD vacuum) of renewed interest in earlier approaches [108–114] and inspired new ones [115–130]. For recent reviews on these topics, we refer readers to Refs. [1, 131–134] for more details.
with $\Gamma = 1$ \cite{15, 29}, while the $\gamma^t$ case is free from such mixing at $O(a^0)$. In this work, we only study the isovector unpolarized quark PDF.

As we increase the nucleon boost momentum, we anticipate that excited-state contamination worsens, since the states are relatively closer to each other; therefore, a careful study of the excited-state contamination is necessary for the LaMET (or quasi-/pseudo-PDF) approach. To make sure the excited-state contamination is under control, we measure at least four nucleon three-point source-sink separations, and we perform a number of different extraction and analysis schemes. We use multigrid algorithm \cite{144, 145} in the Chroma software package \cite{146} to speed up the inversion of the quark propagator for the clover fermions. Details of our calculation parameters can be found in Table I.

Figure 1 shows an example analysis we did on the ensemble with $a \approx 0.06$ fm and 310-MeV pion mass. One this ensemble, we use multiple values of nucleon boost momenta, $P_z = \{0, 0, n \frac{2\pi}{L}\}$, with $n \in \{4, 5, 6\}$, which correspond to 1.7, 2.15 and 2.6 GeV nucleon momenta. We consider multiple analysis methods to remove excited-state systematics among the 5 source-sink separations, 0.60, 0.72, 0.84, 0.96, 1.08 fm, used in this work: First, we use the “two-simRR” analysis described in Ref. \cite{142} to obtain the ground-state nucleon matrix elements using all five source-sink separations. (This analysis not only obtains the ground-state matrix element but also the transition and excited-state matrix elements.) A second extraction uses the same method but only the largest four separations. Finally, we use the “two-sim” analysis, which includes both the ground state and the transition matrix elements but without the excited matrix elements. Figure \ref{fig:example_analysis} shows the real and imaginary parts of the matrix elements for all three momenta using various combinations of data and analysis strategies. There is no clear observation of excited-state contamination using any of these analyses. If the excited states were not under control, we should see these different analyses giving very different ground-state signals. Similar analysis has been done in all ensembles. For the rest of this paper, we will take the middle analysis, focusing on the matrix element using “two-simRR” with source-sink separation $t_{\text{sep}} \leq 0.72$ fm only.

Table I: Ensemble information and parameters used in this calculation. $N_{\text{meas}}$ is the total number of measurements of the three-point correlators for different values of $t_{\text{sep}}$. $L$ indicates the spatial length which is $aN_z$ (in fm).

| Ensemble ID | $a$ (fm) | $N_x \times N_t$ | $M^{\text{val}}_\gamma$ (MeV) | $M^{\text{val}}_\pi$ | $t_{\text{sep}}/a$ | $P_z$ | $N_{\text{cfg}}$ | $N_{\text{meas}}$ |
|-------------|--------|-----------------|----------------|-----------------|-------------|------|---------------|---------------|
| a12m310     | 0.1207(11) | 24^3 \times 64 | 310(3) | 4.55 | $\{6, 7, 8, 9\}$ | $\{3, 4, 5\}$ | $\frac{2\pi}{L}$ | 909 | \{18180, 29088, 43632, 50904\} |
| a12m220S    | 0.1202(12) | 24^3 \times 64 | 225(2) | 3.29 | $\{6, 7, 8, 9\}$ | $\{4, 5, 6\}$ | $\frac{2\pi}{L}$ | 958 | \{22922, 45984, 45984, 61312\} |
| a12m220     | 0.1184(10) | 32^3 \times 64 | 228(2) | 4.38 | $\{6, 7, 8, 9\}$ | $\{3, 4, 5\}$ | $\frac{2\pi}{L}$ | 725 | \{11600, 23200, 23200, 46400\} |
| a12m220L    | 0.1189(09) | 40^3 \times 64 | 228(2) | 5.5 | $\{6, 7, 8, 9\}$ | $\{4, 5, 6, 8, 10\}$ | $\frac{2\pi}{L}$ | 840 | \{13440, 26800, 26800, 53760\} |
| a09m130     | 0.0871(6)  | 64^3 \times 96 | 135(1) | 3.90 | $\{8, 9, 10, 12\}$ | $\{10, 12, 14\}$ | $\frac{2\pi}{L}$ | 884 | \{17680, 28288, 56576, 109616\} |
| a06m310     | 0.0582(4)  | 48^3 \times 96 | 320(2) | 4.52 | $\{10/12, 14, 16, 18\}$ | $\{4, 5, 6, 7\}$ | $\frac{2\pi}{L}$ | 935 | \{14960, 29920, 59840, 89760\} |

Before we can study the PDFs, we first need renormalize the bare matrix elements obtained on the ensembles. To do so, we calculate the RI/MOM renormalization constant $\tilde{Z}$ nonperturbatively on the lattice by imposing the following momentum-subtraction condition on the matrix element of the quasi-PDF in an off-shell quark state:

\[ Z(p_z^R, 1/a, \mu_R) = \frac{\text{Tr}[\bar{\psi} \sum_s \langle s|\bar{\psi}(\lambda\tilde{n})\gamma_i W(\lambda\tilde{n}, 0)\psi_f(0)|ps\rangle]}{\text{Tr}[\bar{\psi} \sum_s \langle s|\bar{\psi}(\lambda\tilde{n})\gamma_i W(\lambda\tilde{n}, 0)\psi_f(0)|ps\rangle]_{\text{tree}}} \bigg|_{p_z = -\frac{p_z}{\mu_R}} \]

(3)

On the lattice, $\langle ps|O_{\gamma\gamma}(z)|ps\rangle$ is calculated from the amputated Green function of $O_{\gamma\gamma}$ with Euclidean external momentum. In Fig. 2 we show the RI/MOM renormalization factors calculated from all ensembles as a function of Wilson-line displacement $z$. We observe a strong dependence of the renormalization factors on lattice spacing; this is expected, since the renormalization factors serve as counterterms to cancel the ultraviolet (UV) divergence of the bare matrix elements. On the other hand, the dependence on pion mass is negligible; the renormalization factors from a12m220 and a12m310 overlap one another.

Figure 2 shows an example comparison of the real renormalized isovector nucleon matrix elements for all ensembles. We observe a small pion-mass dependence for the $a \approx 0.12$ fm ensembles between the ensembles with 220- and 310-MeV pions, and no sizable finite-volume effects. When comparing lattice-spacing dependence, we noted a small trend of the matrix elements moving downward from 0.12 fm to 0.06 fm (green to blue points) but overall within 2 standard deviations. We also compare with the results from a single superfine lattice-spacing study from Ref. \cite{63} with similar nucleon boost momentum, and the results are consistent as well (due to the larger uncertainties). For the work below, we will focus on a continuum extrapolation without the superfine lattice spacing, since the data is unlikely change the extrapolation much.
III. RESULTS AND DISCUSSIONS

To obtain the physical-continuum matrix elements, we extrapolate the lattice spacing to zero and the pion mass to its physical value through the following ansatz:

\[ h_R(zP_z, a, M_x) = h_0(zP_z) \left(1 + c_{a,i}(zP_z)a^i + c_{M,j}(zP_z)M_x^j \right) \]  \hspace{1cm} (4)

To allow for flexibility in the extrapolation form, we vary the order of dependence on lattice spacing \( i \) and pion-mass \( j \) between linear and quadratic. The finite-volume effects are small in Fig. 3, consistent with the ChPT study \[145\], suggesting that finite-volume effects are negligible for current lattice precision. In this work, we attempt to use a common set of momenta across as many ensembles as possible and keep any interpolation close to an existing data point. For this reason, we use \( P_z \approx 2.2 \) and 2.6 GeV. Consider \( P_z \approx 2.2 \) GeV; this boost momentum corresponds to \( n_z = 5 \) in lattice momentum units on a06m310, a12m310, and a12m220S, \( n_z = 10 \) on a09m130, and \( n_z \approx 8.3 \) on a12m220L. Thus, we only need an interpolation of the a12m220L data to get this momentum. We apply a 3rd-order \( z \)-expansion \[147, 148\] to the matrix elements at five momenta \( n_z = 4, 5, 6, 8, 10 \) on the a12m220L lattice: \( h_R(z, a, M_x, L) = \sum_{i=0}^{5} c_{z,i}(zP_z)^i \), then evaluate the polynomial at \( P_z = 2.2 \) GeV. Because the interpolation is anchored by an existing data point \( n_z = 8 \), we need not worry much about the possibility of overfitting.

We extrapolate the renormalized matrix elements to the physical limit with four combinations of \( i \) and \( j \) in Eq. (4), and obtained 4 different physical-continuum matrix elements, as shown in solid (central value) and dashed (error band) lines in Fig. 4. We find that the four different fits in real matrix elements are in good agreement, and more fluctuations are seen in the imaginary matrix elements. The fluctuation is mainly dominated by the lattice-spacing extrapolation. Using a linear lattice-spacing extrapolation form results in slightly higher continuum-limit matrix elements than those obtained from a quadratic form.

FIG. 1: The real (left) and imaginary (right) parts of the bare isovector nucleon matrix elements for unpolarized PDFs as functions of \( z \) at different momenta. Their kinematic factors are omitted to enhance visibility by separating the \( z = 0 \) matrix elements. The colors indicate the different nucleon boost momenta: blue, red and green for matrix elements from 1.7, 2.15 and 2.6 GeV, respectively. At a given positive \( z \) value, the data is slightly offset to show different ground-state extraction strategies; from left to right they are: two-simRR using all \( t_{sep} \), two-simRR using the largest 4 \( t_{sep} \), two-sim using the largest 3 \( t_{sep} \). Different analyses are consistent within statistical errors, which suggests the excited-state contamination is well controlled.

FIG. 2: The real component of the inverse renormalization factor from all ensembles as functions of Wilson-line displacement \( z \) with RI/MOM renormalization scales \( \mu_R = 3.8 \) GeV and \( p_z^R = 0 \) (left) and \( p_z^R = 2.2 \) GeV (right).
We then average the results the above fits using the Akaike information criterion (AIC):

$$ h_{\text{AIC}} = \frac{\sum_{i,j} h_{i,j} e^{-(2k_{i,j} + \chi_{i,j}^2)/2}}{\sum_{i,j} e^{-(2k_{i,j} + \chi_{i,j}^2)/2}}, $$

(5)

where $k_{i,j}$ is the number of free parameters to fit, and $\chi_{i,j}^2$ represents the fit quality, which is shown as the gray band in Fig. 4. The AIC-average results are within two standard deviations of each of the individual fitted matrix elements. When the nucleon momentum $P_z \gg \{M_N, \Lambda_{QCD}\}$, the quasi-PDF can be matched to the PDF through the factorization theorem. \[3 \ 4 \ 6\].

$$ q(x, P_z, p_{Rz}, \mu_R) = \int_{-1}^{1} \frac{dy}{|y|} C \left( \frac{x}{y}, r, \frac{yP_z}{\mu}, \frac{yP_z}{p_{Rz}} \right) q(y, \mu), $$

(6)

where $r = \mu^2/\mu_R^2$ and $C$ is a perturbative matching kernel, which has been used in previous works \[70 \ 72 \ 79 \ 93\]. The flavor indices of $q$, $\tilde{q}$, and $C$ are implied.

There are two main sources of residual $P_z$ dependence in removing the frame dependence from the light-cone PDFs: the target-mass correction and twist-4 effects. For the former, the nucleon mass ($M_N$) corrections can be corrected to all orders in $M_N/P_z$ \[21\]. The twist-4 effect is $O(\Lambda_{QCD}^2/P_z^2)$ from dimensional analysis; however, Ref. \[50\] suggested the effect could be up to $O(\Lambda_{QCD}^2/a^2 P_z^2)$ in order to cancel the renormalon ambiguity in the kernel. However, a recent study of bubble-chain diagrams in Ref. \[64\] did not find slow convergence of the kernel at three-loop order, indicating that the renormalon effect could be mild to this order in quasi-PDFs.

A related issue is that Ref. \[43\] asserted that the twist-4 operator is set by the lattice spacing $a$; hence, its suppression factor compared with twist-2 is $O(1/(P_z a)^2)$ instead of $O(\Lambda_{QCD}^2/P_z^2)$ \[43\]. However, the twist-4 contribution that needs to be subtracted from the quasi-distribution operator can be written as an equal-time correlator with two more mass dimensions than the original \[21\]. Hence, they should not cause power-divergent mixings that need to be subtracted before applying RI/MOM renormalization. Furthermore, the RI/MOM renormalization factor $Z$ is well fitted by $e^{(m_z/a-m_0)|z|/2|z|^{1/2}}$ when $z \gg a$ \[64\].
If a power divergence appeared, $Z$ would have extra powers of $1/a$ dependence, which are not observed.

Recently, it was argued that in addition to the typical $O(1/P_z^2)$ power corrections, nonperturbative renormalization could introduce an even more important $O(1/P_z)$ infrared contribution that cannot be removed by the matching kernel \[64\].\(^1\) Hence, we will use this more conservative estimate for our error.

We estimate the systematic associated with the transformation of the lightcone distribution through the following procedure. First, we take the nucleon isovector PDF from CT18 global fit, and create set of mock matrix elements as functions of $zP_z$ using the same parameters used in the lattice calculation. We then run these mock matrix elements through the same analysis used to calculate the PDFs; this should yield the same PDFs that were originally used to create the data, but they will differ due to the inverse problem in the transformation. A similar analysis has been done in Ref. \[30\]. The difference between the input and reconstructed PDFs provides a measure of the size of the transformation systematic uncertainty. As expected, the reconstructed PDFs have much larger uncertainties in the small-$x$ and negative-$x$ regions. We neglect the small-$x$ and antiquark results due to the large uncertainty associated with nucleon boosted momenta less than 2.6 GeV. We added the difference as a systematic error in quadrature with the twist-4 errors, estimated to be $O(\Lambda_{QCD}/P_z)$ by using $\Lambda_{QCD} \approx 0.3$ GeV\(^2\). These errors are shown as the outer uncertainty band in Fig. 5.

We focus on comparing our results with previous lattice quasi-PDF calculations done at the physical pion mass (but with a single lattice spacing) and with a selection of global-fit PDFs. The first generation of unpolarized PDFs at the physical pion mass \[30\] \[63\] using the quasi-PDFs approach were determined using small momentum with $P_{\text{max}} \approx 1.3$ GeV at a single lattice spacing ($a \approx 0.09$ fm). This, in addition to the challenges in reconstructing the $x$ dependence, were shown to have led to the wrong sign of sea-flavor asymmetry \[30\]. Later calculations at physical pion mass pushed the nucleon boost momentum 3 GeV \[70\]. However, the lattice discretization systematics were not taken into account, and the twist-4 effects were assumed to be $O(\Lambda_{QCD}^2/P_z^2)$. The latter estimated systematic is negligible, since these few-percent effects at this large momentum are much smaller than the statistical and other systematics. Since we account for all these neglected systematics in this work, the total uncertainty appears larger than those of previous quasi-PDF works, even though the statistical error remains comparable. When comparing our continuum-physical nucleon isovector PDFs with those obtained from global fits, CT18NNLO \[149\], NNPDF3.1NNLO \[151\], ABP16 \[150\], and CJ15 \[152\], we found our results, even with only the errors considered by inner statistical bands, have nice agreement. The errors increase toward the smaller-$x$ region for both lattice and global fitted PDFs, but overall, they agree within two standard deviations.

### IV. SUMMARY AND OUTLOOK

In this work, we presented the first determination in the physical-continuum limit of the nucleon isovector parton distribution, using six lattice ensembles, including 3 lattice spacings, multiple volumes and a physical pion mass. We found small a small pion-mass dependence and no sizable finite-volume effects, but a noticeable trend of the matrix elements changing from 0.12 fm to 0.06 fm. The resulting continuum-physical matrix elements are dominated by the lattice-spacing extrapolation. Our analysis results in PDFs consistent with various global PDF fits with excellent agreements for mid-to-large-$x$ regions, and compatible within 2 standard deviations for $x < 0.4$. The nucleon isovector moments $\langle x^n \rangle$ are around 0.2, 0.06, and 0.04 for $n = 1, 2, 3$, respectively. Currently, we use a conservative systematic error estimate, mainly dominated by twist-4 systematics on the order of $O(\Lambda_{QCD}/P_z)$. The small-$x$ and antiquark PDFs are not reliably extracted in this work; future work will focus on reducing the twist-4 systematics and pushing toward improving the lattice determination of small-$x$ and antiquark PDFs.
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FIG. 5: The nucleon isovector unpolarized PDFs from our lattice calculation in the physical-continuum limit, compared with past lattice quasi-PDF results from LP $^3$ and ETMC (left) [69, 70], and global fits from Refs. [149–152] (right). Note that the previous lattice work by LP $^3$ and ETMC were done using a single lattice spacing at physical pion mass and did not take into account the systematics due to twist-4 effects, while our work (MSULat’20) includes this systematic as well as the reconstruction errors.
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