We propose a simple mathematical model that describes the time evolution of a self-propelled object on a liquid surface using such variables as the object location, the surface concentration of active molecules and the hydrodynamic surface flow. The model is applied to simulate the time evolution of a rotor composed of a polygonal plate with camphor pills at its corners. We have qualitatively reproduced results of experiments, in which the inversion of rotational direction under periodic stop-and-release operations was investigated. The model correctly describes the probability of the inversion as a function of the duration of the phase when the rotor is stopped. Moreover, the model allows to introduce the rotor asymmetry unavoidable in real experiments and study its influence on the studied phenomenon. Our numerical simulations have revealed that the probability of the inversion of rotational direction is determined by the competition among the transport of the camphor molecules by the flow, the intrinsic asymmetry of the rotor, and the noise amplitude.
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There are many solid substances, such as camphor, camphene, and phenanthroline, that develop to the water surface as a molecular layer, evaporate to the air phase and continuously dissolve into the water phase. This surface layer decreases the water surface tension, and this decrease is local and time dependent. Inhomogeneities in the surface concentration, resulting from fluctuations, can break the symmetry around a symmetrical object and drive its motion. There are many interesting examples of systems where the motion of a self-propelled object is strongly coupled with generated hydrodynamic flows. Recently, interesting experimental results have been reported: when a rotor composed of a regular hexagonal plate with camphor pills at its corners is floated on the water surface, it exhibits either clockwise or counterclockwise rotation. After a forced stop and subsequent release, the rotor starts to move again. If the stop phase is short enough, the rotational direction is inverted if compared to the rotational direction before the stop operation. Therefore, the system has a memory of the previous rotational direction. This information is preserved in the water flow around the rotor and gets lost when the stop phase is long. To address the mechanism of this inversion phenomenon, a new mathematical model describing time evolution of self-propelled objects and including the flow effects is presented in the paper.

A standard simple model of self-propelled motion treats the time evolution of surface concentration of the active substance, as a reaction-diffusion process. However, such a model does not describe systems where hydrodynamic flows are directly related to the surface concentration. Here, we introduce a new model in which hydrodynamic flows and the surface concentration of the active substance are independent variables. Using the model, we have qualitatively reproduced the experimental results mentioned above. Moreover, the model allows to introduce the rotor asymmetry unavoidable in real experiments and study its influence on the inversion probability. Our numerical study has revealed that this probability is determined by the competition among the transport of camphor molecules by the flow, the intrinsic asymmetry of the rotor, and the amplitude of fluctuations. The model is general and can be adopted to other systems studied experimentally where the coupling between self-propelled motion and hydrodynamics is important.
I. INTRODUCTION

Self-propelled objects have been intensively studied in the last decades. Many of them are driven by the gradient of surface tension or interfacial tension in nonequilibrium condition. They represent an interesting manifestation of nonequilibrium evolution and mimic the motions of living organisms. Symmetric properties of self-propelled objects are important to understand the character of their motion. The character of motion of an asymmetric object reflects its geometry. For a symmetric object, a non-zero force can emerge through spontaneous symmetry breaking. A number of reports focusing on the symmetric properties of self-propelled objects have been published recently.

One of the most studied self-propelled systems is a piece of camphor on a water surface. The physical mechanism of self-propelled motion can be easily explained. Camphor molecules are continuously released from the solid particle to the water surface. They poorly dissolve in bulk water and make a layer on the surface. The water surface tension is a decreasing function of the camphor surface concentration. The local changes in camphor surface concentration, resulting from system geometry, flows, and fluctuations in camphor evaporation, lead to non-homogeneous surface tension that generates imbalance in forces acting on the floating object. Both asymmetric and symmetric systems powered by dissipated camphor molecules were studied. A plastic boat with a camphor piece at its rear, when it is placed on a water surface, moves towards its front, because the surface tension close to the camphor piece is lower. A perfectly circular camphor disk floating on water, can start to move in a certain direction that is determined by a fluctuation in camphor surface concentration. In many cases the time evolution of both asymmetric and symmetric camphor-propelled objects can be qualitatively reproduced with a mathematical model that combines a reaction-diffusion equation for the camphor release with a Newtonian equation for the motion of objects. In this model, hydrodynamic flows are described by an effective diffusion constant in the reaction-diffusion equation.

Different types of evolution of moving camphor-propelled objects have been analyzed in terms of the bifurcation theory. For example, in a recent study we considered a self-propelled rotor composed of a plastic plate with camphor pills located at its corners. The stable rotation is supported by the feedback between two processes: the rotational motion induces the asymmetry in the camphor surface concentration, which generates the torque that drives the rotor. By changing the friction coefficient, the rest state of the rotor becomes unstable and either clockwise or counterclockwise rotation appears. This change in the character of evolution can be understood as a pitchfork bifurcation. In the experiments on such systems, the rotor was elevated above the water surface such that only the camphor pills had contact with water. This was done intentionally to reduce the effect of hydrodynamics and make the model mentioned above more appropriate for description of the observed phenomena.

Reports on a new type of interesting non-equilibrium evolutions of camphor-driven systems, that combine camphor dissipation with hydrodynamics and require a more complex model for their description, have been recently published. For example, we have studied rotation of a hexagonal plate propelled by camphor pills located at its corners (cf. Fig. 1) under periodic stop-and-release operations. In these experiments, the vertical rotation axis was fixed at the hexagon center so that the rotor exhibited only rotational motion. It has been observed that if such a rotor was stopped for a few seconds then, after its release, the rotational direction was inverted. When the stop phase duration increased, the memory on the sign of the angular velocity before the stop was lost and the probability of inversion decreased. Experimental results for the angular velocity of a hexagon are shown in Fig. 2. The release time was fixed at 30 s. For such a hexagonal plate, the angular velocity approached its stationary value (~1.6 rad/s) within less than 10 s, and thus we believe the system was in the stationary state when the stop operation was applied. The stop phase duration was gradually increased during the experiment. If it was equal to 3 s (indicated by a green bar, the time interval [30 s, 150 s]), we observed the perfect inversion. When it was increased to 20 s (the blue bar, the time interval [1410 s, 1620 s]), the angular velocity after stops were selected randomly. The effect can be explained by the coupling between the camphor surface concentration and the induced surface water flow. When the rotor is stopped, the surrounding water flow continues for some time and transports camphor molecules around the rotor. Therefore, the camphor surface concentration around the hexagon corners changes. When the rotor is released again, the torque resulting from gradients of the surface tension reverts and the inversion of rotational direction is observed. The memory about rotational direction before the stop, is preserved in the surrounding hydrodynamic flows and it decays in time. Therefore, the probability of inversion in rotational direction depends on the time duration of the stop phase. As it may be expected, the maximum duration of the stop phase for which the inversion is observed after every stop depends on the rotor geometry.

As mentioned above, the simple model of evolution for camphor-propelled objects, that treats Marangoni flows by an effective diffusion constant, can qualitatively describe many observed phenomena. However, this model is not applicable to the inversion of rotational direction under stop-and-release operations, because it does not treat separately the evolution of flows and the camphor surface concentration. In the present paper, we propose a new mathematical model for camphor-driven rotor that includes separate time evolution of the flow field. In order to show its applicability, we have per-
formed numerical calculations for the time evolution of a camphor-driven hexagonal rotor under periodic stop-and-release operations. We obtained a qualitative agreement with experiments. Moreover, we discuss the effect of configuration asymmetry, which cannot be avoided in the real experiments.

II. MODEL

Let us consider a rotor composed of a plate and camphor pills that generate its motion. The plate has the shape of a regular polygon with \( N \) corners, at which \( N \) camphor pills are attached. The center of the plate is fixed at the origin in a two-dimensional coordinate system. The radius of the circumscribed circle of the polygon is \( R \). Let \( e(\varphi) \) denote the unit vector in the direction of \( \varphi \):

\[
e(\varphi) = \begin{pmatrix} \cos \varphi \\ \sin \varphi \end{pmatrix}.
\]

We assume that initially the polygon is oriented such that unit vectors directing the midpoints of polygon edges \( e_j \) \((j = 1, 2, \ldots, N)\) are:

\[
e_j(t = 0) = e \left( \frac{2\pi}{N} \left( j - \frac{1}{2} \right) \right).
\]

The region inside the regular polygon is the one of whose corners is on the positive part of the \( x \)-axis, so the initial position of the polygon can be defined as:

\[
\Omega_0 = \left\{ r \mid \min_j \left( R \cos \left( \frac{\pi}{N} \right) - r \cdot e_j(t = 0) \right) \geq 0 \right\}.
\]

The time evolution of the rotor is defined by time-dependent angle \( \varphi(t) \). Therefore, the region below the plate can be described as:

\[
\Omega(\varphi(t)) = \{ R(\varphi(t))r \mid r \in \Omega_0 \},
\]

where \( R(\varphi) \) is the rotation matrix

\[
R(\varphi) = \begin{pmatrix} \cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi \end{pmatrix}.
\]

The camphor pills are located at the distance \( R_c \) from the center:

\[
R_c = R - \frac{\rho}{\cos(\pi/N)} - p,
\]

where \( \rho \) is the radius of the camphor pills. Here the first two terms on the right side represent the distance of a pill that is tangential to the both corner sides (located at the point \( A \) in Fig. 1b) from the origin. The parameter \( p \geq 0 \) allows to introduce asymmetry in pill location without moving the pill outside the plate. We set the pill positions...
at: \( R_j(t) \) \((j = 1, 2, \cdots, N; \text{cf. Fig. 1}\)), which are defined as:

\[
R_j(t) = R_v e \left( \varphi(t) + \frac{2\pi}{N} \left( j - \frac{1}{2} \right) + \Delta \right).
\]  

(7)

The parameter \( \Delta \), which denotes the angular shift of the camphor pill positions from the lines connecting the origin and the corners of the regular polygon, introduces asymmetry to the problem.

For the numerical simulations, we define smoothed functions \( F(r, \varphi(t)) \) and \( G(r, \varphi(t)) \) describing the region below the hexagonal plate as:

\[
F(r, \varphi(t)) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{1}{\delta} \left\{ \min_j \left( R \cos \left( \frac{\pi}{N} \right) - r \cdot e_j(t) \right) \right\} \right) \right],
\]

and the camphor pills as:

\[
G(r, \varphi(t)) = \sum_{j=1}^{N} \frac{1}{2} \left[ 1 + \tanh \left( \frac{1}{\delta} \left( r - |r - R_j(t)| \right) \right) \right].
\]

(8)

For simplicity, the same smoothing parameter \( \delta \) is used in both \( F(r, \varphi(t)) \) and \( G(r, \varphi(t)) \) functions.

Our mathematical model for the system evolution combines the motion of the camphor driven rotor described by \( \varphi(t) \) with time dependent camphor surface concentration \( c(x, y, t) = c(x, y, t) \), and the surface flow field \( \mathbf{v}(r, t) = v_x(x, y, t) e_x + v_y(x, y, t) e_y \). The time evolution of \( c(r, t) \) is described as:

\[
\frac{\partial c(r, t)}{\partial t} + \nabla \cdot (c(r, t) \mathbf{v}(r, t)) = D \nabla^2 c(r, t) - a [1 - F(r, \varphi(t))] c(r, t) + \frac{S_0}{\pi \rho^2} G(r, \varphi(t)),
\]

where \( D \) is the diffusion coefficient, \( a \) is the evaporation rate of camphor molecules to the air phase, and \( S_0 \) is the supply rate of camphor molecules from a single pill.

The evolution of the flow field \( \mathbf{v}(r, t) \) can be calculated using:

\[
\frac{\partial \mathbf{v}(r, t)}{\partial t} = \eta F(r, \varphi(t)) \left[ \frac{\partial \varphi}{\partial x} \mathbf{e}_x - \mathbf{v}(r, t) \right] - \eta_b \mathbf{v}(r, t) + D_\eta \nabla^2 \mathbf{v}(r, t).
\]

(11)

The first term of the righthand side describes flow relaxation to the velocity of the hexagonal plate. The second and third terms represent the viscous effect, i.e., the second term is the viscous effect in the vertical direction, and the third term is in the horizontal plane.

The time evolution of the hexagonal plate is given by:

\[
I \frac{d^2 \varphi}{dt^2} = - \mu \int_{\Omega(\varphi(t))} \left( (r' \cdot \mathbf{v}) \frac{d \varphi}{dt} - r' \times \mathbf{v}(r', t) \right) dr' + \mathcal{T}(t) + \xi(t),
\]

(12)

where \( I \) is the moment of inertia, \( \mu \) is the friction constant, and \( \mathcal{T} \) is the torque, which is described as:

\[
\mathcal{T}(t) = \int_{\Omega(\varphi(t))} r' \times (-\nabla \gamma(c(r', t))) \, dr'.
\]

(13)

\( \gamma(c) \) is the surface tension which is a decreasing function of \( c \) as reported in the previous work.\(^{20} \) Here, we assume

\[
\gamma(c) = \gamma_0 - kc,
\]

(14)

where \( \gamma_0 \) is the surface tension of water, and \( k \) is a positive constant. To include stochasticity into the model, we have introduced a white Gaussian noise term \( \xi(t) \) whose average and standard deviation are 0 and \( \sigma \), respectively:

\[
\langle \xi(t) \rangle = 0,
\]

\[
\langle \xi(t) \xi(s) \rangle = 2\sigma^2 \delta(t - s).
\]

(15)

(16)

We adopted Box-Muller’s method\(^{14} \) to generate the white Gaussian noise.

For the following analysis we use the initial conditions:

\[
\varphi(t = 0) = \varphi_0,
\]

\[
\frac{d \varphi}{dt}(t = 0) = \omega_0,
\]

\[
\mathbf{v}(r, t = 0) = 0,
\]

\[
c(r, t = 0) = 0.
\]

(17)

After simulations are initiated, we follow the evolution of the system for the time \( t_{\text{ini}} \) to achieve the stationary rotation. Next, we introduce the stop-and-release operations. Let us assume that the rotor is forced to stop for the time interval \( t_{\text{stop}} \), and it is released for the time interval \( t_{\text{release}} \). Such stop-and-release operations are repeated for \( M \) times. The period of a single stop-and-release cycle is \( T = t_{\text{stop}} + t_{\text{release}} \). Let us also assume that the first stop starts at \( t = t_{\text{ini}} \). In order to introduce the forcing stop into equations (12), we assume that:

\[
\varphi(t) = \varphi(t_{\text{ini}}) + (m - 1)T.
\]

(18)

for \( t \in (t_{\text{ini}} + (m - 1)T, t_{\text{ini}} + t_{\text{stop}} + (m - 1)T) \) and \( m = 1, \cdots, M \). Therefore,

\[
\frac{d \varphi(t)}{dt} = 0,
\]

(19)

if \( t \in (t_{\text{ini}} + (m - 1)T, t_{\text{ini}} + t_{\text{stop}} + (m - 1)T) \). The conditions for the camphor surface concentration \( c(r, t) \) in Eq. (10) and for the flow field \( \mathbf{v}(r, t) \) in Eq. (11) are not modified.

III. NUMERICAL RESULTS

In numerical calculations, we considered a regular hexagonal plate, i.e., \( N = 6 \). The values of \( t_{\text{stop}} \) and
were regarded as the control parameters. For all simulations \( t_{\text{ini}} = t_{\text{release}} = 10 \). The number of the stop-and-release cycles was \( M = 100 \). The diffusion constant \( D \) and the evaporation rate \( a \) of the concentration field were set to be 1 for each. Thus, the diffusion length of the concentration field \( \sqrt{D/a} \) was also 1. In the experiments, the diffusion length was several tens of millimeters, and the sides of the hexagonal plate and pill diameter were 25 mm and 3 mm, respectively. Thus, the values of \( R(=0.5) \), \( \rho(=0.1) \), and \( \rho(=0.05) \) were realistic. The moment of inertia was set to be \( I = 10^{-8} \) so that the relaxation time of the angular velocity is fast enough compared with the \( t_{\text{release}} \). The values of \( s_0 \) and \( k \), which determine the magnitude of the driving force of the plate, were set to be 1 for each in an arbitrary way. Then the friction coefficient was set to be \( \mu = 10^{-4} \), so that the hexagonal rotor does not show a rest state but a steady rotation. The smoothing parameter \( \delta = 0.025 \), which is equal to the spatial mesh size to avoid the effect of the mesh. The parameters \( \eta_b \) and \( D_\eta \), appearing in Eq. (11), were all set to be 1, which indicates that the characteristic temporal and spatial decay scales of the flow field are both 1. With such parameter values, the stationary angular velocity of the rotor was \( \sim 170 \) and it was almost independent of \( \Delta \) if \( |\Delta| \lesssim 10^{-4} \). The characteristic relaxation time of the angular velocity was in the order of 1, which was 10 times shorter than \( t_{\text{ini}} \) and \( t_{\text{release}} \).

We adopted the explicit method for the spatial derivative, and used the Euler method for the time evolution. The spatial and time steps were: \( \Delta x = 0.025 \) and \( \Delta t = 10^{-4} \), respectively. The calculation field was a circular region with a radius of 3, i.e., 3 times as large as the diffusion length and 6 times larger than \( R \). The results shown in Fig. 2 were obtained for \( R = 2.5 \) cm and the rotor was moving inside a Petri dish with the diameter 18 cm. The noise amplitude was set to be \( \sigma = 0.1 \). If the absolute value of generated noise \( \xi \) was greater than 10, then such a value was not used in a numerical step to avoid the divergence of numerical calculation.

The Dirichlet boundary conditions were adopted for both camphor surface concentration and for the surface flow field, i.e., \( c(r, t) = 0 \) and \( \mathbf{v}(r, t) = 0 \) at the boundary. The initial conditions were \( \varphi_0 = 1 \) and \( \omega_0 = 0.1 \).

Figure 3(a) shows a snapshot of calculated camphor surface concentration. The asymmetry in camphor surface concentration originating from the rotational motion of the plate was not clearly observed, because the surface concentration was dominated by locations of the pills. Figure 3(b) shows the flow field for a stationary rotating plate in a counterclockwise direction. The flow profile was concentric around the object, and decayed with the distance from the center. The flow outside the plate continued to transport camphor after the plate was stopped. The flow reversed the asymmetry in camphor surface concentration around the corners of a stopped plate and, after the plate was released, the resulting torque forced the rotation in the opposite direction. Thus the present model can predict inversion of the rotor. The asymmetry in camphor concentration works as a memory, and it is expected to be lost for long stop phase because the flow field disappears.

First, we made numerical simulation for the symmetric rotor (\( \Delta = 0 \)), the result of which is shown in Fig. 4. After every stop phase, the rotor began to rotate clockwise or counterclockwise and reached its stationary angular velocity. The direction of the rotation was always inverted for \( t_{\text{stop}} = 0.5 \), as shown in Fig. 4(a). In contrast, for \( t_{\text{stop}} = 2 \) the selected rotational direction was random as shown in Fig. 4(b). The inversion probability is defined as the number of inversions divided by the total number of stop-and-release operations \( M \). The inversion probability as a function of the stop phase duration \( t_{\text{stop}} \) is illustrated in Fig. 5. For the smaller \( t_{\text{stop}} \), the inversion probability was 1. It decayed around \( t_{\text{stop}} \approx 1.4 \) and converged to 0.5 for greater \( t_{\text{stop}} \).

Next, we investigated the case of an asymmetric rotor, which is represented by a finite \( \Delta \) with relatively small absolute value. Such a rotor has a preferred rotational direction determined by \( \Delta \), i.e. it tended to rotate clockwise for \( \Delta > 0 \) and counterclockwise for \( \Delta < 0 \). Nevertheless, the perfect inversion in the rotational direction was observed for \( t_{\text{stop}} = 0.5 \), as shown in Fig. 6(a). On the contrary, for \( t_{\text{stop}} = 2 \) the rotor did not exhibit the inversion in the rotational direction, but always rotated in its pre-determined preferable direction, as illustrated in Fig. 6(b). In Fig. 7(a), the inversion probability as a function of the stop phase duration \( t_{\text{stop}} \) for \( \Delta = 10^{-4} \) is shown. For small \( t_{\text{stop}} \), the inversion probability was 1 just as it was \( \Delta = 0 \). It started to decay around \( t_{\text{stop}} \approx 1 \) and converged to 0 for longer \( t_{\text{stop}} \), which was different than in the symmetric case. This means that for long \( t_{\text{stop}} \) the asymmetric rotor always selected the favorable rotational direction.

It should be stressed that the inversion in the rota-
Results of numerical simulations for the symmetric rotor ($\Delta = 0$). (1) The characteristic angle $\varphi(t)$ and (2) the angular velocity $d\varphi/dt$ as functions of time for (a) $t_{\text{stop}} = 0.5$ and (b) $t_{\text{stop}} = 2$. 

Inversion probability as the function of $t_{\text{stop}}$ for the symmetric rotor ($\Delta = 0$). 

The systematic inversion of rotational direction was not observed if the flow effects were neglected, i.e., $v(r, t) \equiv 0$ in Eqs. 11 and 12. Figure 8 illustrates the results for symmetric ($\Delta = 0$) and asymmetric ($\Delta = 10^{-4}$ and $\Delta = 2 \times 10^{-5}$) rotors. In the symmetric case, the system was dominated by noise and the direction of rotation after a forced stop was chosen randomly in all range of $t_{\text{stop}}$. On the other hand, the highly asymmetric rotor ($\Delta = 10^{-4}$) always selected the same rotational direction. For a lower value of the asymmetry parameter ($\Delta = 2 \times 10^{-5}$), the competition between asymmetry and noise can be seen. Here the favorable rotational direction is selected with probability 0.8 after a forced stop. Nevertheless, in all cases shown in Fig. 8 the systematic inversion of rotational direction was not observed for any $t_{\text{stop}}$.

IV. DISCUSSION AND CONCLUSIONS

Using the present model, we confirmed in numerical simulations that the inverse in the rotational direction of the rotor for smaller $t_{\text{stop}}$ is caused by the asymmetric profile of the camphor surface concentration, resulting from the transport of the camphor molecules by the flow during the stop phase, as it was postulated in the previous study. The asymmetry in the camphor surface concentration decays in time due to the evaporation.
Thus, for the symmetric case ($\Delta = 0$), the competition between the flow-induced asymmetric camphor surface concentration and the noise takes place. The asymmetric concentration dominates for smaller $t_{\text{stop}}$, while the effect of noise becomes important for larger $t_{\text{stop}}$. For the asymmetric case ($\Delta = 10^{-4}$), the competition between the flow-induced asymmetric camphor surface concentration and the intrinsic asymmetry in the positions of pills influences the time evolution. The asymmetry in camphor surface concentration plays the major role for smaller $t_{\text{stop}}$, whereas the asymmetry of the rotor dominates for larger $t_{\text{stop}}$.

Using the arguments presented above, we expect that, if the value of the asymmetry parameter $\Delta$ is changed, then the competition between the noise and the intrinsic asymmetry in the rotor should be observed for the larger $t_{\text{stop}}$. In order to verify it, we calculated the inversion probability as the function of the asymmetry parameter $\Delta$ for a long stop phase ($t_{\text{stop}} = 3$). The results are shown in Fig. 7 (c). As expected, the inversion probability decreased from 0.5 to 0 with an increase in $\Delta$. It indicates that the behavior of the rotor changes from the one dominated by the external noise to the one dominated by inherent rotor asymmetry. As expected, the inversion probability decreases from 0.5 to 0 with an increase in $\Delta$. It indicates that the behavior of the rotor changes from the one dominated by the external noise to the one dominated by inherent rotor asymmetry. The inversion probability as a function of the time duration of stop phase $t_{\text{stop}}$ and the asymmetry parameter $\Delta$ is shown in Fig. 9. In the red parameter region, the probability of rotation inversion is high, since the effects of the noise and the intrinsic asymmetry are relatively small. In the blue region, the effect of the intrinsic asymmetry is dominant, and the rotor tends to rotate in a preferable direction determined by the intrinsic asymmetry. The gray region around the longer $t_{\text{stop}}$ and smaller $\Delta$, the noise dominates and thus the rotational direction becomes random.

In the reported experimental results, the inversion probability converged to the finite value around 0.2 for
larger $t_{\text{stop}}$. This value reflects the balance between the system asymmetry due to experimental errors in preparing the rotor and the time-dependent noise in the concentration field and the flow field. We have performed the numerical calculation for the inversion probability as a function of $t_{\text{stop}}$ for a smaller value of the asymmetry parameter $\Delta = 2 \times 10^{-5}$. For this value of $\Delta$, the inversion probability as the function of $t_{\text{stop}}$, illustrated in Fig. 7 (b), looks similar to the one observed in experiments.

Complete mathematical description of objects propelled at the water surface by the dissipation of camphor is expected to be complex. It should take into account the spread of camphor on the surface, its evaporation and dissipation. The spread of camphor depends on the advection generated by the flow field and on the location of camphor sources. The flow field is described by a hydrodynamic equation with the source term resulting from the motion of objects and the boundary condition to include the effect of surface tension gradient. This equation should also take water incompressibility into account. Experimental results indicate that a complex 3-dimensional flow may appear around a camphor source. Finally, the surface tension gradients, which are directly related to local values of camphor surface concentration, generate forces and torques propelling objects on the surface and changing positions of camphor sources. Therefore, a mathematical model of time evolution for such systems should combine equations for 2-dimensional surface camphor concentration with hydrodynamics of 3-dimensional flows and Newtonian equations for the object motion. The solution of these equations should be numerically complex, especially when the geometry of moving objects is not simple. In order to obtain a working model capable to explain experimental results, simulations should be simplified.

The most popular model used to describe time evolution of objects propelled by camphor particles neglects the flow field and characterizes the system with two variables: the camphor surface concentration and the location of objects on the water surface. In such models, the Newtonian equation describes object motion and a reaction-diffusion equation with an effective value of diffusion constant, that incorporates advection, represents the time evolution of camphor surface concentration. Such a model has been successfully used for qualitative explanation of many experimental results. However, it cannot be applied for the case when the object motion is externally perturbed and the flow evolution is not determined by location of objects and by camphor surface concentration. For example, it happens when forced stop-and-release operations are applied to the moving objects. Moreover, the considered system is one of examples of unconventional motors, where the dynamics of the angle of the motor, the concentration field, and the flow field cooperatively realize a function. In this sense, our results allow to check if an unconventional motor can operate with the required level of accuracy under the intrinsic inaccuracy in the system geometry and the present spatio-temporal random noise.

In this paper, we have presented a new simple model for the time evolution of self-propelled objects on a water surface that describes the system using three independent quantities: the object location, the surface concentration of active molecules and the hydrodynamic flows on the surface. The equation for the time evolution of surface concentration includes advection, but still the spread resulting from Marangoni flow is described by an effective diffusion coefficient. Our equation for the time evolution of the flow field has just one source term linking the flow with the object motion. The numerical complexity of such model remains relatively low and simulations can be performed on a personal computer. In our opinion, the new model represents a significant improvement if compared with the two-variable one, because it incorporates the flows directly to evolution equations. Using the new model, we succeeded in reproducing the experimental results, in which the rotor exhibits the inversion of the rotational direction under periodic stop-and-release operations. The model also correctly reproduced the probability of the inversion as a function of the duration of the stop phase when an asymmetry was introduced into the rotor configuration, which is unavoidable in the process of preparing the rotor in the experiments. The model confirmed that the inversion probability of the rotor rotational direction is determined by the competition among the three factors: transport of the camphor molecules by the flow, the intrinsic asymmetry of the rotor, and the noise amplitude. The present work exemplifies how the required function (here it is the inversion of the rotation) is affected by the systematic error of the system (the asymmetric parameter) and the spatio-temporal random noise (noise intensity). We believe the developed method can be used to describe other systems where motion of self-propelled objects on a liquid surface is strongly coupled with flow dynamics. Such systems include those composed of individually moving self-propelled objects, where complex modes of evolution are observed.
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