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Abstract. We give a construction of generalized cluster varieties and generalized cluster scattering diagrams for reciprocal generalized cluster algebras, the latter of which were defined by Chekhov and Shapiro. These constructions are analogous to the structures given for ordinary cluster algebras in the work of Gross, Hacking, Keel, and Kontsevich. As a consequence of these constructions, we are also able to construct theta functions for generalized cluster algebras, again in the reciprocal case, and demonstrate a number of their structural properties.
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1. Introduction

The theory of cluster algebras was originally introduced by Fomin and Zelevinsky in 2000 as a tool for studying total positivity [17]. Since their initial appearance, cluster algebra structures have also arisen in a diverse array of mathematical settings, including Poisson geometry [22], higher Teichmüller theory [44, 56], category theory [37, 54], discrete dynamical systems [36, 42], Donaldson-Thomas theory [41, 48], representation theory of quivers and finite-dimensional algebras [38], enumerative properties of associahedra [6, 7], and various areas of mathematical physics. Two particularly celebrated structural features of cluster algebras are the Laurent phenomenon and positivity. Although the Laurent phenomenon was proved in the original work of Fomin and Zelevinsky, a proof of positivity for skew-symmetric (resp. arbitrary) cluster algebras did not appear until the work of Lee and Schiffler in 2015 [55] (resp. Gross, Hacking, Keel, and Kontsevich in 2018 [33]).

Generalized cluster algebras were introduced by Chekhov and Shapiro to study the Teichmüller spaces of Riemann surfaces with holes and orbifold points of arbitrary order [9, 10]. In this generalization, the hallmark binomial exchange relations of ordinary cluster algebras are replaced with polynomials with arbitrarily many terms. Consequently, to define the exchange polynomials, we need an additional finite set of coefficients, which we denote as $\{a_{i,j}\}$ and typically treat as formal variables. Generalized cluster algebra structures have since been discovered in the representation theory of quantum affine algebras [27, 28], the representation theory of quantum loop algebras [29], the study of exact WKB analysis [35], the cyclic symmetry of Grassmannians [19], the study of the Drinfeld double of $GL_n$ [23–26], and in certain Caldero–Chapoton algebras of quivers with relations [43].

Generalized cluster algebras exhibit many of the same structural properties as ordinary cluster algebras. For instance, in [10], Chekhov and Shapiro
show that generalized cluster algebras exhibit the celebrated Laurent phenomenon and admit the same finite-type classification as ordinary cluster algebras. Further, Chekhov and Shapiro prove that generalized cluster algebras exhibit positivity when the initial cluster has size two and conjecture that positivity holds in general. This was followed by work of Nakanishi which gives structural results for the subclass of reciprocal generalized cluster algebras where the exchange polynomials are required to be palindromic and monic [49]. Follow-up work by Nakanishi and Rupel [50] further related reciprocal generalized cluster algebras to pairs of skew-symmetrizable cluster algebras which they refer to as companion algebras.

Inspired by their proof of positivity for ordinary cluster algebras, in this paper, we describe how the methods of Gross, Hacking, Keel, and Kontsevich can be extended to the case of reciprocal generalized cluster algebras. To this end, we show that the definitions of cluster varieties and cluster ensembles, as defined by Fock and Goncharov [16], may be generalized to obtain generalized cluster varieties associated to reciprocal generalized cluster algebras.

Because generalized cluster algebras exhibit many of the same structural properties as ordinary cluster algebras, another natural question is whether bases defined for ordinary cluster algebras have natural extensions in this generalized setting. Many subclasses of cluster algebras have known bases, including the cluster monomial basis for finite type, the generic basis for affine type [4], the generic basis for acyclic type [20,21], and the bangle and band bases for cluster algebras of surface type [47]. In addition to their proof of positivity for cluster variables, Gross, Hacking, Keel, and Kontsevich also proved the existence of the theta basis [121] for arbitrary cluster algebras [33]. Their proofs, both of positivity and the existence of the theta basis, used scattering diagrams, a tool from algebraic geometry. Scattering diagrams were first introduced in two dimensions by Kontsevich and Soibelman in [40] and then in arbitrary dimension by Gross and Siebert in [32] as a tool for constructing mirror spaces in mirror symmetry.

The main results of this paper parallel the work of Gross, Hacking, Keel, and Kontsevich and construct generalized cluster scattering diagrams and their theta functions in the context of reciprocal generalized cluster algebras. More precisely, we construct generalized cluster varieties whose rings of regular functions are generalized cluster algebras. Simultaneously, we develop scattering diagrams which lie in the tropicalization of the Fock–Goncharov dual of said varieties. This allows us to establish theta functions for such algebras.

Structure of the Article
We begin, in Sect. 2, by providing background that compares and contrasts the cases of ordinary and generalized cluster algebras. This section concludes with an in-depth description of cluster varieties, cluster scattering diagrams, and theta functions for the case of ordinary cluster algebras.

In Sect. 3, the definitions of generalized cluster varieties and generalized cluster scattering diagrams are given, with an emphasis on the changes that need to be made to extend to the setting of generalized cluster algebras. These
definitions are given in full detail so that the reader already familiar with the ordinary case can skip Sect. 2 and begin here instead. Many of our results are given for the subclass of reciprocal generalized cluster algebras. This restriction is necessary in the proof of Theorem 3.25, which establishes the mutation invariance of generalized cluster scattering diagrams. We explain in Remarks 3.9 and 3.36 the motivation behind some of the definitions chosen in this paper. A generalized cluster scattering diagram appears in Example 3.23, and one in the presence of principal coefficients appears in Example 3.38.

After constructing generalized cluster scattering diagrams, we give a construction of the scheme $A_{\text{scat}}$ from these diagrams and show in Theorem 3.41 that $A_{\text{scat}}$ is isomorphic to the generalized $A$ cluster varieties in the case with principal coefficients. Note that while one may follow [31] to construct schemes from generalized cluster scattering diagrams, it does not directly follow that the algebra of the scheme is the associated generalized cluster algebra until one shows that the spaces $A_{\text{scat}}$ and $A$ are isomorphic.

Section 4 introduces broken lines and theta functions in the context of generalized cluster scattering diagrams. One major result of this section is:

**Theorem 1.1.** (Theorem 4.8) The generalized cluster monomials can be expressed in terms of theta functions.

Another major result is the sign-coherence of $g$-vectors:

**Theorem 1.2.** (Theorem 4.15) Given fixed data as defined in Definition 3.1, consider an initial generalized torus seed $s = \{(e_i, (a_{i,j}))\}$ as defined in Definition 3.2. The torus seed $s$ defines the usual set of dual vectors $\{f_i = d_i^{-1}e^*_i\}$. If $s'$ is a mutation equivalent generalized torus seed, then the $i$-th coordinates of the $g$-vectors for the cluster variables in $s'$ are either all non-negative or all non-positive when expressed in the basis $\{f_1, \ldots, f_n\}$.

In Sect. 5, we define theta functions on $A$ and $X$ and describe the product structures of particular collections of theta functions on $A_{\text{prin}}$, $A$, and $X$. As a consequence, we show that theta functions on $A_{\text{prin}}$ form a (topological) basis for a topological $R$-algebra completion of $\text{up}(A_{\text{prin}})$ in Corollary 5.7.

Finally, we conclude with Sect. 6 where we illustrate the relationship between generalized cluster algebras, their associated generalized cluster scattering diagrams, and the aforementioned companion algebras. These companion algebras were introduced by Nakanishi and Rupel [50] and encode much of the same structural data as the associated generalized cluster algebra.

**Remark 1.3.** As we were completing our paper, the preprint [45] by Mou was posted. Our work in this paper is independent of and contemporaneous to his work, but comparing our distinct approaches may be useful in future work. In particular, we note that we work with a different subclass of generalized cluster algebras. Our work concerns generalized cluster algebras in the sense of [10] that satisfy the reciprocity condition used by [49,50]. In the subclass that we consider, the exchange polynomials and wall-crossing automorphisms cannot necessarily be written as products of binomials with positive coefficients. We
explain the relevance of this hypothesis on the format of wall-crossing auto-
morphisms in Remark 4.9.

Remark 1.4. Preliminary versions of the present paper appeared in [12] and [39].

2. Background

Ordinary cluster algebras were introduced by Fomin and Zelevinsky in 2002 to study total positivity and dual canonical bases in semisimple groups [17]. An ordinary cluster algebra \( \mathcal{A} \) with clusters of size \( n \) is a commutative subring of an ambient field \( \mathcal{F} \) of rational functions in \( n \) variables. One of the hallmark structural properties of an ordinary cluster algebra is that it can be presented without enumerating its entire set of generators and relations. Instead, an ordinary cluster algebra can be presented by specifying a set of cluster seed data: a collection of \( n \) distinguished generators \( \{x_1, \ldots, x_n\} \), where the \( x_i \) are known as cluster variables and the entire subset as a cluster; a collection of coefficients \( \{y_1, \ldots, y_n\} \); and an exchange matrix \( B \) which encodes the exchange relations between cluster variables. From the seed data, one can generate the remainder of the cluster variables and coefficients via an involutive process called mutation. The full set of cluster variables generates \( \mathcal{A} \) as a subring of \( \mathcal{F} \).

Another hallmark property of ordinary cluster algebras is that the exchange relations encoded by \( B \) are binomial, i.e., they have the form

\[
x_k x'_k = \text{monomial} + \text{monomial}.
\]

One natural question is to ask what happens when these binomial relations are replaced by other types of polynomials. In this paper, we consider a generalization of this type, introduced by Chekhov and Shapiro, which is described in more detail in the following subsection.

Computing the full set of cluster variables requires multiple iterations of mutation. For any choice of initial cluster, a sequence of mutations can be used to express every cluster variable in terms of that initial cluster. Remarkably, in a phenomenon known as the Laurent phenomenon, these expressions turn out to be Laurent polynomials. Perhaps even more remarkably, these Laurent polynomials have strictly non-negative coefficients. This property is referred to as positivity. Although the Laurent phenomenon was proved in Fomin and Zelevinsky’s original paper, positivity for arbitrary ordinary cluster algebras remained conjectural until the work of Gross, Hacking, Keel, and Kontsevich in 2018 [33].

2.1. Generalized Cluster Algebras

One natural generalization of a cluster algebra, introduced by Chekhov and Shapiro [10], is to allow the characteristic binomial exchange relations to instead contain arbitrarily many terms. The resulting algebras, referred to as generalized cluster algebras, have already been the object of significant study.
The introduction of generalized cluster algebras was originally motivated by the study of Teichmüller spaces of Riemann surfaces with holes and orbifold points of arbitrary order [8, 9]. In particular, drawing on the work of Felikson, Shapiro, and Tumarkin [14, 15] which defines ordinary cluster algebras from orbifolds, in [10], Chekhov and Shapiro show that triangulations of orbifolds provide a geometric model for a certain subclass of generalized cluster algebras and demonstrate positivity for such cases.

For the somewhat broader subclass of reciprocal generalized cluster algebras, which we will define later in this section, Nakanishi shows in [49] that much of the structural theory of cluster seeds for ordinary cluster algebras still holds. In particular, Nakanishi extends the notions of c-vectors, g-vectors, and F-polynomials to the generalized setting and then used these notions to write formulas for the generalized cluster variables and coefficients. In [50], Nakanishi and Rupel subsequently define companion algebras of reciprocal generalized cluster algebras and showed that these companion algebras, which are themselves ordinary cluster algebras, encode much of the structural data of the original generalized cluster algebra. We discuss companion algebras in much greater detail in Sect. 6.

In this section, we review some of the basic definitions and properties of generalized cluster algebras, largely following the structure of definitions in [49]. Two important differences in our presentation, however, are that we use the wide convention rather than the tall convention (i.e., our $B$ matrix would be the matrix $B^T$ in [49]) and that we use $r_i$ in the place of $d_i$. We make this latter change in notation to avoid a conflict with the usage of $d_i$ that arises in our discussion of ‘fixed data’ in the context of scattering diagrams.

Let $(\mathbb{P}, \oplus)$ be a semifield and $\mathcal{F}$ be isomorphic to the field of rational functions in $n$ independent variables with coefficients in $\mathbb{P}$.

**Definition 2.1.** A labeled generalized cluster seed is a quintuple $\Sigma = (x, y, B, [r_{ij}], a)$ such that

- $x = (x_1, \ldots, x_n)$ is a free generating set for $\mathcal{F}$,
- $y$ is an $n$-tuple with elements in $\mathbb{P}$,
- $B = [b_{ij}]$ is an $n \times n$ skew-symmetrizable matrix with entries in $\mathbb{Z}$,
- $[r_{ij}]$ is an $n \times n$ diagonal matrix with positive integer entries whose $i$-th diagonal entry is denoted $r_i$,
- and $a = (a_{i,j})_{i \in [n], s \in [r_i - 1]}$ is a collection of elements in $\mathbb{P}$. We later will consider these $a_{i,j}$’s to be formal variables in a ground ring $R = \mathbb{k}[a_{i,j}]$.

We refer to $x = (x_1, \ldots, x_n)$ as the cluster of $\Sigma$, $y = (y_1, \ldots, y_n)$ as the coefficient tuple, $B$ as the generalized exchange matrix, $[r_{ij}]$ as the exchange degree matrix, and $a$ as the exchange coefficient collection. The elements $x_1, \ldots, x_n$ are the cluster variables of $\Sigma$ and $y_1, \ldots, y_n$ are its coefficient variables.

Together, the exchange degrees $\{r_i\}$ and the exchange coefficient collection $a$ determine a set of exchange polynomials $1 + a_{i,1}u + \cdots + a_{i,r_i-1}u^{r_i-1} + u^{r_i} \in \mathbb{Z}\mathbb{P}[u]$. The structure of the exchange relations for mutation in direction $k$ are determined by the $k$th exchange polynomial. We will work in the same
specialized setting as \cite{49} and impose the additional requirement that
\[ a_{i,j} = a_{i,r_i-s}, \]
i.e., all exchange polynomials are \textit{reciprocal polynomials}. Although this condition does not hold for all generalized cluster algebras, restricting our attention to this subset allows us to focus on a more tractable subclass of generalized cluster algebras.

\textbf{Definition 2.2.} For a generalized cluster seed \( \Sigma = (x, y, B, [r_{ij}], a) \), generalized mutation \( \mu_k^{(r)} \) in direction \( k \) is defined by the following exchange relations:

\[
\begin{align*}
 b_{ij}' & = \begin{cases} -b_{ij} & i = k \text{ or } j = k \\ b_{ij} + r_k ([-b_{ik}]_+ b_{kj} + b_{ik} [b_{kj}]_+) & i, j \neq k \end{cases} \\
y_i' & = \begin{cases} y^{-1}_k \left( y^{-1}_k [b_{ik}]_+ \right)^{r_k} \left( \prod_{s=0}^{r_k} a_{k,s} y^s_k \right)^{-b_{ik}} & i = k \\ y^{-1}_i \left( y^{-1}_k [b_{ik}]_+ \right) & i \neq k \end{cases} \\
x_i' & = \begin{cases} x^{-1}_k \left( \prod_{j=1}^{n} x^{-1}_j [b_{kj}]_+ \right)^{r_k} \left( \prod_{s=0}^{r_k} a_{k,s} \hat{y}_s^k \right)^{-b_{ik}} & i = k \\ x^{-1}_i \left( \prod_{j=1}^{n} x^{-1}_j [b_{kj}]_+ \right) & i \neq k \end{cases} \\
a_{k,s}' & = a_{k,r_k-s},
\end{align*}
\]

where \([ \cdot ]_+ = \max(\cdot,0)\) and
\[
\hat{y}_i := y_i \prod_{j=1}^{n} x^{-1}_j b_{ij}.
\]  

\textbf{Remark 2.3.} The mutation relation for \( b_{ij}' \) in Definition 2.2 is for the generalized exchange matrix, \( B \). This is equivalent to writing that the matrix formed by the product \( B[r_{ij}] \), whose entries we abbreviate as \( (br)_{ij} \), mutates according to the relation
\[
(br)_{ij}' = (br)_{ij} + \left( \left[ -(br)_{ik} \right]_+ (br)_{kj} + (br)_{ik} \left[ (br)_{kj} \right]_+ \right).
\]

On the matrix level, this reflects the fact that mutation commutes with right multiplication by \( [r_{ij}] \), that is, \( \mu_k(B[r_{ij}]) = \mu_k^{(r)}(B)[r_{ij}] \), where \( \mu_k \) denotes ordinary matrix mutation and \( \mu_k^{(r)} \) denotes the generalized matrix mutation given in Definition 2.2.

\textbf{Remark 2.4.} In their original paper, Chekhov and Shapiro use matrices \( B \) and \( \beta \) in their exchange relations \cite{10}. Their \( B \) matrix is our \( B[r_{ij}] \) matrix and their \( \beta \) matrix is our \( B \) matrix. Note that if the matrix \( B \) is skew-symmetrizable, then the matrix \( B[r_{ij}] \) is also skew-symmetrizable.

The generalized cluster algebra associated with a particular generalized cluster seed can then be defined as:

\textbf{Definition 2.5.} The \textit{generalized cluster algebra} \( \mathcal{A} = \mathcal{A}(x, y, B, [r_{ij}], a) \) associated to a generalized cluster seed \( \Sigma \) is the \( \mathbb{Z}[\mathbb{P}] \)-subalgebra of \( \mathcal{F} \) generated by the cluster variables \( x = \{x_i\}_{i \in [n]} \) of \( \Sigma \).
It is important to note that there is some potential for notational confusion because it is also common to simply write $A$ when referring to the $A$-variety. Typically, it is clear from context whether $A$ refers to a (generalized) cluster algebra or (generalized) cluster variety and, therefore, we use this notation to be consistent with the literature.

Finally, we can give a statement of the Laurent phenomenon for generalized cluster algebras.

**Theorem 2.6.** (Theorem 2.5 of [10]) Let $A = A(x, y, B, [r_{ij}], a)$ be an arbitrary generalized cluster algebra. Its cluster variables can be expressed in terms of any cluster of $A$ as Laurent polynomials with coefficients in $\mathbb{Z}_P$.

Note that in the above theorem, the Laurent polynomial coefficients are in $\mathbb{Z}_P$. Although these coefficients are in fact strictly non-negative for certain subclasses of generalized cluster algebras [1,10], there is currently no proof of positivity for arbitrary generalized cluster algebras. Because ordinary cluster scattering diagrams were used to prove positivity for arbitrary ordinary cluster algebras, the conjectural positivity of arbitrary generalized cluster algebras is a powerful motivator for defining generalized cluster scattering diagrams.

**Remark 2.7.** For the remainder of the paper, we use the geometric language of (generalized) cluster varieties rather than the combinatorial language of (generalized) cluster algebras. These two viewpoints are two sides of the same coin but the geometric language will be more conducive for defining (generalized) cluster scattering diagrams.

### 2.2. Ordinary Cluster Varieties

Before we can embark on any discussion of scattering diagrams, we must first establish some basic definitions. In this section, we will largely follow the exposition in [16,30] and will develop these ideas in the context of ordinary cluster algebras. In Sect. 3, we modify these definitions for the new context of generalized cluster algebras and explain how the ordinary definitions in this section can be recovered as specializations.

We begin with definitions of fixed data and torus seed data, from [30], which together encode the information of a cluster seed. We will work over characteristic zero field $\mathbb{k}$.

**Definition 2.8.** The following data are referred to as fixed data, denoted by $\Gamma$:

- The cocharacter lattice $N$ with skew-symmetric bilinear form $\{\cdot, \cdot\} : N \times N \to \mathbb{Q}$.
- A saturated sublattice $N_{uf} \subset N$ called the unfrozen sublattice.
- An index set $I$ with $|I| = \text{rank}(N)$ and subset $I_{uf} \subset I$ such that $|I_{uf}| = \text{rank}(N_{uf})$
- A set of positive integers $\{d_i\}_{i \in I}$ such that $\gcd(d_i) = 1$
- A sublattice $N^\circ \subset N$ of finite index such that $\{N_{uf}, N^\circ\} \subset \mathbb{Z}$ and $\{N, N_{uf} \cap N^\circ\} \subset \mathbb{Z}$
- A lattice $M = \text{Hom}(N, \mathbb{Z})$ called the character lattice and sublattice $M^\circ = \text{Hom}(N^\circ, \mathbb{Z})$. 
The name ‘fixed data’ refers to the fact that these data are fixed under mutation.

**Definition 2.9.** Given a set of fixed data, the associated torus seed data are a collection \( s = \{ e_i \}_{i \in I} \) such that \( \{ e_i \}_{i \in I} \) is a basis for \( N \), \( \{ e_i \}_{i \in I} \) is a basis for \( N_{uf} \), and \( \{ d_i e_i \}_{i \in I} \) is a basis for \( N^\circ \). The torus seed data defines a new bilinear form

\[
[\cdot, \cdot]_s : N \times N \to \mathbb{Q}
\]

\[
[e_i, e_j]_s = \epsilon_{ij} = \{ e_i, e_j \} d_j
\]

which gives the skew-symmetrizable matrix as in the cluster literature.

**Remark 2.10.** Because we use the “wide” convention for the exchange matrices of cluster algebras, our \( B \) and \( \epsilon \) matrices coincide. In the “tall” convention, used by Fomin and Zelevinsky [17], the matrices are instead related by a transpose, i.e. then \( \epsilon = B^T \).

A choice of torus seed \( s = \{ e_i \}_{i \in I} \) defines a dual basis \( \{ e_i^* \}_{i \in I} \) for \( M \) and a basis \( \{ f_i = d_i^{-1} e_i^* \}_{i \in I} \) for \( M^\circ \). It also defines two associated algebraic tori:

\[
\mathcal{X}_s = T_M = \text{Spec } k[N],
\]

\[
\mathcal{A}_s = T_{N^\circ} = \text{Spec } k[M^\circ].
\]

The torus \( \mathcal{X}_s \) has coordinates \( y_1, \ldots, y_n \), where \( y_i = z^{e_i} \) and the torus \( \mathcal{A}_s \) has coordinates \( x_1, \ldots, x_n \), where \( x_i = z^{f_i} \). Although it is common in some portions of the literature to use the notation \( A_1, \ldots, A_n \) for the coordinates of \( \mathcal{A}_s \) and \( X_1, \ldots, X_n \) for the coordinates of \( \mathcal{X}_s \), our choice of notational convention is consistent with a large portion of the cluster algebra literature (c.f.: [17, 49, 50]) and, in particular, is consistent with the original definition of generalized cluster algebras [10].

The bilinear form \( \{ \cdot, \cdot \} : N \times N \to \mathbb{Q} \) naturally defines maps \( p_1^* : N_{uf} \to M^\circ \) and \( p_2^* : N \to M^\circ / N_{uf}^\perp \) as

\[
p_1^* (n \in N_{uf}) = (n' \in N^\circ \mapsto \{ n, n' \}),
\]

\[
p_2^* (n \in N) = (n' \in N_{uf} \cap N^\circ \mapsto \{ n, n' \}).
\]

Based on these maps, we can then choose a map \( p^* : N \to M^\circ \) such that we have the restriction \( p^*|_{N_{uf}} = p_1^* \) and the composition of \( p^* \) with the quotient map \( M^\circ \to M^\circ / N_{uf}^\perp \) agrees with \( p_2^* \). It is important to note that the choice of \( p^* \) is not unique because there is more than one possible choice of map \( N / N_{uf} \to N_{uf}^\perp \). It is also important to note that for an arbitrary choice of fixed data, the map \( p_1^* : N_{uf} \to M^\circ \) is not necessarily injective. It is, however, always injective for the principal coefficient case discussed in Sect. 2.2.1. The assumption that \( p_1^* \) is injective is sometimes referred to as the injectivity assumption.

The injectivity assumption is, in fact, a crucial ingredient in many of the arguments given by Gross, Hacking, Keel, and Kontsevich for arbitrary ordinary cluster algebras and therefore many of their results are proved via the principal coefficient case. For the same reason, we will also work via the principal coefficient case in our generalized setting.
Because the fixed data and torus seed data encode information from a cluster seed, there should also be a notion of mutation.

**Definition 2.11.** Given torus seed data \( s \) and some \( k \in I_{uf} \), a mutation in direction \( k \) of the torus seed data is defined by the following transformations of basis vectors:

\[
\begin{align*}
e'_i &:= \begin{cases} e_i + [\epsilon_{ik}] + e_k & \text{if } i \neq k \\ -e_k & \text{if } i = k \end{cases} \\
f'_i &:= \begin{cases} -f_k + \sum_{j \in I_{uf}} [-\epsilon_{kj}] + f_j & \text{if } i = k \\ f_i & \text{if } i \neq k \end{cases}
\end{align*}
\]

The basis mutation induces the following mutation of the matrix \([\epsilon_{ij}]\):

\[
\begin{align*}
\epsilon'_{ij} &:= \{e'_i, e'_j\}d_j = \begin{cases} -\epsilon_{ij} & \text{if } k = i \text{ or } k = j \\ \epsilon_{ij} & \text{if } k \neq i, j \text{ and } \epsilon_{ik}\epsilon_{kj} \leq 0 \\ \epsilon_{ij} + |\epsilon_{ik}|\epsilon_{kj} & \text{if } k \neq i, j \text{ and } \epsilon_{ik}\epsilon_{kj} \geq 0 \end{cases}
\end{align*}
\]

Note that mutation of torus seeds is not an involution, so \( \mu_k(\mu_k(s)) \neq s \).

Mutation of torus seed data \( s \) in direction \( k \) defines birational maps \( \mu_k : X_s \to X_{\mu_k(s)} \) and \( \mu_k : A_s \to A_{\mu_k(s)} \) via the pull-backs

\[
\begin{align*}
\mu_k^*z^m &= z^m(1 + z^{v_k})^{-\langle d_k, e_k, m \rangle} \text{ for } m \in M^o, \quad (2) \\
\mu_k^*z^n &= z^n(1 + z^{e_k})^{-\langle n, e_k \rangle} \text{ for } n \in N, \quad (3)
\end{align*}
\]

where \( v_k := p_i^*(e_k) \). Explicitly, using dual bases, one can compute

\[
v_k = e_k [\epsilon_{ij}] = \sum_{j \in I_{uf}} \epsilon_{kj} f_j.
\]

Some of the most iconic equations in the study of cluster algebras are the mutation relations for the cluster variables and coefficients. We can explicitly see the familiar forms of those mutation relations by applying \( \mu_k^* \) to the cluster variables \( x_i = z^{f_i} \) and \( y_i = z^{e_i} \):

\[
\mu_k^*x'_i = \begin{cases} x^{-1} \left( \prod_{\epsilon_{kj} > 0} x_{j}^{\epsilon_{kj}} + \prod_{\epsilon_{kj} < 0} x_j^{-\epsilon_{kj}} \right) & \text{if } i = k \\ x_i & \text{if } i \neq k \end{cases}
\]

\[
\mu_k^*y'_i = \begin{cases} y_i \left( 1 + y_k^{-\text{sgn}(\epsilon_{ik})} \right)^{-\epsilon_{ik}} & \text{if } i \neq k \\ y_k^{\epsilon_{ik}} & \text{if } i = k \end{cases}
\]

**Remark 2.12.** Equations (4) and (5) can be obtained from Eqs. (2) and (3) by setting \( n = e_i \) and \( m = f_i \). For example, consider the mutation of \( x_i = z^{f_i} \) and \( y_i = z^{e_i} \) in direction \( k \). If \( i = k \), then

\[
\mu_k^*(y'_k) = \mu_k^*(z^{e_k}) = \mu_k^*(z^{-e_k}) = z^{-e_k}(1 + z^{e_k})^{-\langle -e_k, e_k \rangle} = z^{-e_k} = y_k^{-1}
\]

and
\[
\mu_k^*(x_k') = \mu_k^*\left( z f_k' \right) = \mu_k^*\left( z^{-f_k+\sum_{j \in I_{ut}}[-\epsilon_{kj}]+f_j} \right)
\]
\[
= z^{-f_k+\sum_{j \in I_{ut}}[-\epsilon_{kj}]+f_j} \left( 1 + z^{v_k} \right)^{-\langle d_k e_k, -f_k+\sum_{j \in I_{ut}}[-\epsilon_{kj}]+f_j \rangle}
\]
\[
= z^{-f_k} \left( \prod_{j \in I_{ut}} z^{-\epsilon_{kj}+f_j} \right) \left( 1 + z^{v_k} \right)^{\langle d_k e_k, f_k \rangle}
\]
\[
= z^{-f_k} \left( \prod_{j \in I_{ut}, \epsilon_{kj}<0} z^{-\epsilon_{kj} f_j} + \prod_{j \in I_{ut}, \epsilon_{kj}>0} z^{\epsilon_{kj} f_j} \right)
\]
\[
= x_k^{-1} \left( \prod_{\epsilon_{kj}<0} x_j^{-\epsilon_{kj}} + \prod_{\epsilon_{kj}>0} x_j^{\epsilon_{kj}} \right).
\]

If \( i \neq k \), then
\[
\mu_k^* (y_i') = \mu_k^* \left( z e_i' \right) = \mu_k^* \left( z^{e_i+\epsilon_{ik}+e_k} \right)
\]
\[
= z^{e_i+\epsilon_{ik}+e_k} \left( 1 + z^{e_k} \right)^{-\epsilon_{ik}+\epsilon_{ik} e_k} = z^{e_i} \left( 1 + z^{-e_k} \right)^{-\epsilon_{ik}} = z^{e_i} \left( 1 + z^{-\text{sgn(} \epsilon_{ik} \text{)} e_k} \right)^{-\epsilon_{ik}}.
\]

If \( \epsilon_{ik} > 0 \), then
\[
z^{e_i} z^{\epsilon_{ik}+e_k} \left( 1 + z^{e_k} \right)^{-\epsilon_{ik}} = z^{e_i} \left( 1 + z^{-e_k} \right)^{-\epsilon_{ik}} = z^{e_i} \left( 1 + z^{-\text{sgn(} \epsilon_{ik} \text{)} e_k} \right)^{-\epsilon_{ik}}.
\]

If \( \epsilon_{ik} < 0 \), then
\[
z^{e_i} z^{\epsilon_{ik}+e_k} \left( 1 + z^{e_k} \right)^{-\epsilon_{ik}} = z^{e_i} \left( 1 + z^{-\text{sgn(} \epsilon_{ik} \text{)} e_k} \right)^{-\epsilon_{ik}}.
\]

Hence, in both cases, we have
\[
\mu_k^* (y_i') = y_i \left( 1 + y_k^{-\text{sgn(} \epsilon_{ik} \text{)}} \right)^{-\epsilon_{ik}}.
\]

Finally, \( \mu_k^* (x_i') = \mu_k^* \left( z f_i' \right) = \mu_k^* \left( z f_i \right) = z^{f_i} (1 + z^{v_k})^{-\langle d_k e_k, f_i \rangle} = z^{f_i} = x_i \).

Let \( \mathcal{T} \) be a directed infinite rooted tree where each vertex has \(|I_{ut}|\) outgoing edges, labeled by the elements of \( I_{ut} \). Let \( v \) be the root of the tree and associate some initial torus seed \( s \) with mutation class \([s]\) to \( v \). To indicate this choice of initial seed, we write \( \mathcal{T}_s \). In some contexts, we write \( \mathcal{T}_s \) to indicate both the rooted infinite tree and the torus seed associated to the root vertex. An edge with label \( k \in I_{ut} \) corresponds to mutation in direction \( k \). Hence, any simple path beginning at vertex \( v \) determines a sequence of mutations according to the sequence of attached edge labels. These mutation sequences determine an associated torus seed \( s_w \) for each vertex \( w \) of \( \mathcal{T}_s \). We can also attach copies of \( X_{s_w} \) and \( A_{s_w} \) to each vertex \( w \).
Proposition 2.4 of [30] then allows the collection \( \{A_{s_w}\} \), where \( w \) ranges over all vertices of \( \mathcal{F} \), to be glued along the open pieces where the \( \mu_k \) given in Equation (2) are defined. This produces a scheme \( \mathcal{A} \), known as the \( \mathcal{A} \) cluster variety. Similarly, the collection \( \{X_{s_w}\} \) can be glued using the \( \mu_k \) given in Equation (3) to obtain a scheme \( \mathcal{X} \), known as the \( \mathcal{X} \) cluster variety.

The upper cluster algebra associated with a cluster variety \( V \) is defined as \( \text{up}(V) := \Gamma(V, \mathcal{O}_V) [2] \). Let \( L \) be an arbitrary lattice and \( T_L := \text{Spec} \ k[L^*] \). A global monomial on \( V = \bigcup_{s} T_{L,s} \) is a regular function on \( V \) that restricts to a character on some torus \( T_{L,s} \) in the atlas for \( V \). For \( \mathcal{A} \)-type cluster varieties, the set of global monomials is exactly the set of cluster monomials. The ordinary cluster algebra \( \text{ord}(V) \) is defined as the subalgebra of \( \text{up}(V) \) generated by the set of global monomials on \( V \).

2.2.1. Principal Coefficients. As mentioned in the previous section, many of the important results of [33] were obtained via the principal coefficient case. Recall that an ordinary cluster algebra with principal coefficients, using the wide convention for exchange matrices, is an ordinary cluster algebra where the \( n \times n \) exchange matrix has been extended to a \( 2n \times 2n \) skew-symmetrizable block matrix whose upper right block is the \( n \times n \) identity matrix and whose lower right block is the \( n \times n \) zero matrix [18]. Including this additional information requires the following modifications to the fixed and torus seed data:

Definition 2.13. ([30, Construction 2.11]) Given fixed data \( \Gamma \), the fixed data for the cluster variety with principal coefficients, \( \Gamma_{\text{prin}} \), are defined by

- The double of the lattice \( \tilde{N} := N \oplus M^\circ \), with skew-symmetric bilinear form given by
  \[
  \{(n_1, m_1), (n_2, m_2)\} = \{n_1, n_2\} + \langle n_1, m_2 \rangle - \langle n_2, m_1 \rangle.
  \]
  Here, \( \langle \cdot, \cdot \rangle : N \times M^\circ \to \mathbb{Q} \) denotes the canonical pairing given by evaluation, \( \langle n, m \rangle \mapsto m(n) \).
- The unfrozen sublattice \( \tilde{N}_{uf} := N_{uf} \oplus 0 \cong N_{uf} \).
- The sublattice \( \tilde{N}^\circ := N^\circ \oplus M \) of \( \tilde{N} \).
- The lattice \( \tilde{M} = \text{Hom}(\tilde{N}, \mathbb{Z}) = M \oplus N^\circ \).
- The lattice \( \tilde{M}^\circ = M^\circ \oplus N \), which has sublattice \( \tilde{M} \).
- The index set \( \tilde{I} \) given by the disjoint union of two copies of \( I \).
- The unfrozen index set, \( \tilde{I}_{uf} \) given by thinking of the original \( I_{uf} \) as a subset of the first copy of \( I \).
- A collection of integers \( \{d_i\}_{i \in \tilde{I}} \) taken such that within each disjoint copy of \( I \), the \( d_i \) agree with the original torus seed \( s \).

For a cluster algebra with principal coefficients, there is an implicit choice of the tropical semifield \( \mathbb{P} = \text{Trop}(y_1, \ldots, y_n) \) in Definition 2.1.

Definition 2.14. (Construction 2.11 of [30]) Given a torus seed \( s \), the torus seed with principal coefficients \( s_{\text{prin}} \) is defined as

\[
  s_{\text{prin}} := \{(e_i, 0), (0, f_i)\}_{i \in \tilde{I}}.
\]
For ease of notation, we will use \( i \) and \( j \) to denote indices corresponding to basis elements of the form \((e_i, 0)\) and \( \alpha \) and \( \beta \) to denote indices corresponding to basis elements of the form \((0, f_\alpha)\). Because of the way the collection \( \{d_i\} \) is chosen, the entries of the matrix \( \tilde{\epsilon} \) defined by the principal fixed data are determined by the following relationships:

\[
\tilde{\epsilon}_{ij} = \epsilon_{ij}, \quad \tilde{\epsilon}_{i\beta} = \delta_{i\beta}, \quad \text{and} \quad \tilde{\epsilon}_{\alpha j} = -\delta_{\alpha j}.
\]

That is, \( \tilde{\epsilon} \) is a block matrix of the form

\[
\tilde{\epsilon} = \begin{bmatrix}
\epsilon & Id \\
-I Id & 0
\end{bmatrix},
\]

where \( Id \) denotes the \(|I| \times |I|\) identity matrix.

As before, the choice of \( s_{\text{prin}} \) defines dual bases for \( \tilde{M} \) and \( \tilde{M}^\circ \). The previous choice of a map \( p^* : N \rightarrow M^\circ \) allows us to define a map \( p^* : \tilde{N} \rightarrow \tilde{M}^\circ \) as

\[
p^*(e_i, 0) = (p^*(e_i), e_i),
\]

\[
p^*(0, f_\alpha) = (-f_\alpha, 0).
\]

The new map \( p^* : \tilde{N} \rightarrow \tilde{M}^\circ \) is now necessarily injective. In fact, \( p^* : \tilde{N} \rightarrow \tilde{M}^\circ \) is actually an isomorphism.

The choice of \( s_{\text{prin}} \) also defines the associated algebraic tori

\[
X_{s_{\text{prin}}} := T_N = \text{Spec } k[\tilde{N}],
\]

\[
A_{s_{\text{prin}}} := T_{N^\circ} = \text{Spec } k[\tilde{M}^\circ].
\]

The principal cluster varieties \( X_{s_{\text{prin}}} \) and \( A_{s_{\text{prin}}} \) are then obtained by gluing along the birational mutation maps \( \mu_k : X_{s_{\text{prin}}} \rightarrow X_{s_{\mu_k(s_{\text{prin}})}} \) and \( \mu_k : A_{s_{\text{prin}}} \rightarrow A_{\mu_k(s_{\text{prin}})} \), as previously.

There are several important observations to make about the principal cluster varieties. First, the ring of global functions on \( A_{s_{\text{prin}}} \) is the upper cluster algebra with principal coefficients at the seed \( s \). Second, \( A_{s_{\text{prin}}} \) has useful relationships with the cluster varieties \( X \) and \( A \) which arise from the natural inclusions

\[
\tilde{p}^* : N \rightarrow \tilde{M}^\circ,
\]

\[
n \mapsto (p^*(n), n)
\]

and

\[
\tilde{\pi} : N \rightarrow \tilde{M}^\circ,
\]

\[
n \mapsto (0, n).
\]

For any torus seed \( s \), the map \( \tilde{p}^* \) induces the exact sequence of algebraic tori:

\[
1 \rightarrow T_{N^\circ} \rightarrow A_{s_{\text{prin}}} \tilde{p}^* \rightarrow X_s \rightarrow 1.
\]

The map \( \tilde{p} : A_{s_{\text{prin}}} \rightarrow X_s \) defined by this exact sequence commutes with the mutations \( \mu_k \) on \( A_{s_{\text{prin}}} \) and \( X_s \), yielding a morphism \( \tilde{p} : A_{s_{\text{prin}}} \rightarrow X \). Similarly,
the $T_{N^o}$ action on $A_{s,\text{prin}}$ yields a $T_{N^o}$ action on $A_{\text{prin}}$. The quotient $A_{\text{prin}}/T_{N^o}$ is the $X$-variety.

The map $\pi^*$ induces the projection $\pi : A_{\text{prin}} \to T_M$. Let $A_t := \pi^{-1}(t)$. Then the fiber $A_e$, where $e \in T_M$ is the identity element, is the $A$-variety.

2.3. Cluster Scattering Diagrams

Scattering diagrams first appeared in the literature in two dimensions, in work by Kontsevich and Soibelman [40], and then in arbitrary dimension in the work of Gross and Siebert [32]. Our discussion of cluster scattering diagrams will loosely follow the structure of the exposition in Section 1 of [33].

To construct a cluster scattering diagram, we begin with a choice of fixed data $\Gamma$ and initial seed data $s$ and let $\k$ be a field of characteristic zero. Let $\sigma \subseteq M_{\mathbb{R}}$ be a strictly convex top-dimensional cone and define the associated monoid $P := \sigma \cap M^o$ such that $p^*_i(e_i) \in J := P \setminus P^\times$ for all $i \in I_{\text{uf}}$. Here, $P^\times = \{0\}$ is the group of units of $P$ and $J$ is a monomial ideal in the polynomial ring $k[P]$. Let $\hat{k}[P]$ denote the completion of $k[P]$ with respect to $J$.

The construction also requires the assumption that $p^*_i : N_{\text{uf}} \to M^o$ is an injective map. It is important to note that this assumption does not hold for all choices of fixed data, but does hold for fixed data corresponding to the principal coefficient case. Because arbitrary cluster algebras can be considered as specializations of the principal coefficient case, it is sufficient for the injectivity assumption to hold for that case.

Set $N^+ := N^+_{s,\text{prin}} := \left\{ \sum_{i \in I_{\text{uf}}} a_i e_i \bigg| a_i \geq 0, \sum a_i > 0 \right\}$

and choose a linear function $d : N \to \mathbb{Z}$ such that $d(n) > 0$ for $n \in N^+$.

**Definition 2.15.** ([33, Definition 1.4]) A wall in $M_{\mathbb{R}}$ is a pair $(\mathfrak{d}, f_{\mathfrak{d}}) \in (N^+, \hat{k}[P])$ such that for some primitive $n_0 \in N^+$,

1. $f_{\mathfrak{d}} \in \hat{k}[P]$ has the form $1 + \sum_{j=1}^{\infty} c_j z^{j p^*_i(n_0)}$ with $c_j \in \k$
2. $\mathfrak{d} \subset n_0^+ \subset M_{\mathbb{R}}$ is a $(\text{rank}(M) - 1)$-dimensional convex rational polyhedral cone.

We refer to $\mathfrak{d} \subset M_{\mathbb{R}}$ as the support of the wall $(\mathfrak{d}, f_{\mathfrak{d}})$.

Let $m$ denote the ideal in $\hat{k}[P]$ which consists of formal power series with constant term zero.

**Definition 2.16.** ([33, Definition 1.6]) A scattering diagram $\mathfrak{D}$ for $N^+$ and $s$ is a set of walls $\{(\mathfrak{d}, f_{\mathfrak{d}})\}$ such that for every degree $k > 0$, there are a finite number of walls $(\mathfrak{d}, f_{\mathfrak{d}})$ with $f_{\mathfrak{d}} \neq 1 \mod m^{k+1}$.

For a scattering diagram $\mathfrak{D}$,
Supp(\mathcal{D}) := \bigcup_{\mathfrak{d} \in \mathcal{D}} \mathfrak{d},

\text{Sing}(\mathcal{D}) := \left( \bigcup_{\mathfrak{d} \in \mathcal{D}} \partial \mathfrak{d} \right) \cup \left( \bigcup_{\mathfrak{d}_1, \mathfrak{d}_2 \in \mathcal{D}} \mathfrak{d}_1 \cap \mathfrak{d}_2 \right)_{\dim(\mathfrak{d}_1 \cap \mathfrak{d}_2) = n-2}

are defined as the support and singular locus of the scattering diagram. When \mathcal{D} is finite, its support is a finite polyhedral cone complex. A \((n-2)\)-dimensional cell of this complex is referred to as a joint. In this case, Sing(\mathcal{D}) is simply the union of the set of all joints of \mathcal{D}. A wall \mathfrak{d} \subset n_0 \perp is called incoming if \(p^*_1(n_0) \in \mathfrak{d}\). Otherwise, \mathfrak{d} is called outgoing.

Each wall \mathfrak{d} \in \mathcal{D} has an associated wall-crossing automorphism.

**Definition 2.17.** ([33, Definition 1.2]) For \(n_0 \in N^+\), let \(m_0 := p^*_1(n_0)\) and \(f = 1 + \sum_{k=1}^{\infty} c_k z^{km_0} \in \mathbb{K}[P]\). Then \(p_f \in \mathbb{K}[P]\) denotes the automorphism

\[p_f(z^m) = z^m f(n'_0, m),\]

where \(n'_0\) generates the monoid \(\mathbb{R}_{\geq 0}n_0 \cap N^o\).

These wall-crossing automorphisms can be composed to compute automorphisms associated to paths on the scattering diagram that pass through multiple walls. Such compositions are called path-ordered products.

**Definition 2.18.** Let \(\gamma : [0, 1] \to M_\mathbb{R} \setminus \text{Sing}(\mathcal{D})\) be a smooth immersion which crosses walls transversely and whose endpoints are not in the support of \(\mathcal{D}\). Let \(0 < t_1 \leq t_2 \leq \cdots \leq t_s < 1\) be a sequence such that at time \(t_i\) the path \(\gamma\) crosses the wall \(\mathfrak{d}_i\) such that \(f_i \neq 1 \mod m^{k+1}\). Definition 2.16 ensures that this is a finite sequence. For each \(i \in \{1, \ldots, s\}\), set \(\epsilon_i := -\text{sgn}(\langle n_i, \gamma'(t_i) \rangle)\), where \(n_i \in N^+\) is the primitive vector normal to \(\mathfrak{d}_i\). For each degree \(k > 0\), define

\[p^{k}_{\gamma, \mathcal{D}} := p^{\epsilon_s}_{f_{t_s}} \circ \cdots \circ p^{\epsilon_1}_{f_{t_1}},\]

where \(p_{f_{t_i}}\) is defined as in Definition 2.17. Then,

\[p_{\gamma, \mathcal{D}} := \lim_{k \to \infty} p^k_{\gamma, \mathcal{D}}.\]

We refer to \(p_{\gamma, \mathcal{D}}\) as a path-ordered product.

A scattering diagram \(\mathcal{D}\) is consistent if \(p_{\gamma, \mathcal{D}}\) depends only on the endpoints of \(\gamma\). Two scattering diagrams, \(\mathcal{D}\) and \(\mathcal{D}'\), are considered equivalent if \(p_{\gamma, \mathcal{D}} = p_{\gamma, \mathcal{D}'}\) for all paths \(\gamma\) for which both path-ordered products are defined.

Gross, Hacking, Keel, and Kontsevich consider a particular scattering diagram, which we refer to as the cluster scattering diagram. This diagram is defined by the fixed and torus seed data as follows.

**Definition 2.19.** Given a set of fixed data \(\Gamma\) and torus seed \(s\), let \(v_i = p^*_1(e_i)\) for all \(i \in I_{uf}\). The initial scattering diagram \(\mathcal{D}_{\text{in}, s}\) is defined as

\[\mathcal{D}_{\text{in}, s} := \{(e_i^\perp, 1 + z^{v_i}) : i \in I_{uf}\}.\]
The following theorems are two of the main results of [33].

**Theorem 2.20.** ([33, Theorem 1.12, 1.13]) There is a scattering diagram $D_s$ such that

1. $D_s$ is consistent
2. $D_s \supset D_{in,s}$
3. $D_s \backslash D_{in,s}$ consists of only outgoing walls

The scattering diagram $D_s$ is equivalent to a scattering diagram whose walls $(d,f_d)$ all have wall-crossing automorphisms of the form $f_d = (1 + z^m)^c$ for some $m = p^*(n)$, $n \in N^+$, and positive integer $c$. In particular, all the nonzero coefficients of $f_d$ are positive integers. The diagram is unique up to equivalence.

**Example 2.21.** Consider the ordinary cluster algebra $A\left(x, y, \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}\right)$ with seed data $s = ((1,0),(0,1))$. This algebra has initial scattering diagram $D_{in,s} = \left\{ (0,1)^\perp, 1 + z^{(-1,0)} \right\}, (1,0)^\perp, 1 + z^{(0,1)} \right\},$ which can be drawn as

![Diagram](image)

We can see that $D_{in,s}$ is not consistent by computing $p_{\gamma,D_{in,s}}(z^{(0,1)})$ as:

$$z^{(0,1)} \frac{p_{\gamma}}{1 + z^{(-1,0)}} \left(1 + z^{(-1,0)}\right)^{(0,1),(0,-1)}$$

$$= \frac{z^{(0,1)}}{1 + z^{(-1,0)}}$$

$$\frac{z^{(0,1)}}{1 + z^{(-1,0)}} \left(1 + z^{(0,1)}\right)^{(0,1),(1,0)}$$

$$= \frac{z^{(0,1)}}{1 + z^{(0,1)} + z^{(-1,0)}}$$

$$\frac{z^{(0,1)}}{1 + z^{(0,1)} + z^{(-1,0)}} \left(1 + z^{(-1,0)}\right)^{(0,1),(0,1)}$$

$$= \frac{z^{(0,1)}}{1 + z^{(0,1)} + z^{(0,1)}}$$

$$= \frac{z^{(0,1)}}{1 + z^{(0,1)}}$$
In a consistent diagram, for any loop $\gamma$, we should get $p_{\gamma, D_{in,s}} (z^m) = z^m$. Whereas, here $p_{\gamma, D_{in,s}} (z(0,1)) \neq z(0,1)$. Making the diagram $D_{in,s}$ consistent requires adding the single wall $D_3 = (\mathbb{R}_{\geq 0}(1, -1), 1 + z(-1,1))$. Following the same loop $\gamma$ as above, our calculation now has the additional step

$$z^{(0,1)} \left(1 + z(-1,1)\right) \frac{D_3}{z^{(0,1)} \left(1 + z(-1,1)\right)} \cdot \left( \left(1 + z(-1,1)\right)^{\langle(0,1),(1,-1)\rangle} \right) \left(1 + z(-1,1)\right)^{\langle(-1,1),(1,-1)\rangle} \left(1 + z(-1,1)\right)$$

and now $p_{\gamma, D_s} (z(0,1)) = z(0,1)$. In this example, the necessary wall-crossing automorphism can be seen by inspection of $p_{\gamma, D_{in,s}} (z(0,1))$. In cluster scattering diagrams with more than one outgoing wall, it is difficult to determine the support and associated wall-crossing automorphisms of those walls by inspection of a similar calculation. Instead, there is a simple algorithm to produce $D_s$ from $D_{in,s}$ which was introduced in two dimensions by Kontsevich and Soibelman [40] and then extended for arbitrary dimension by Gross and Siebert [32].

**Mutation Invariance of Ordinary Cluster Scattering Diagrams.** An ordinary cluster algebra can be equivalently specified by any possible choice of initial cluster - there is no particular canonical choice. In the language of scattering diagrams, there should be no special choice of torus seed data. If two torus seeds, $s$ and $s'$ are mutation equivalent, we should therefore expect that the corresponding cluster scattering diagrams $D_s$ and $D_{s'}$ are also equivalent. This expectation reflects the fact that $D_s$ and $D_{s'}$ encode information about the same ordinary cluster algebra.

To make the notion of mutation invariance precise, we must define the following half-spaces and piecewise linear transformation:

**Definition 2.22.** (Definition 1.22 of [33]) For $k \in I_{uf}$, define

$$\mathcal{H}_{k,+} := \{ m \in M_R : \langle e_k, m \rangle \geq 0 \},$$

$$\mathcal{H}_{k,-} := \{ m \in M_R : \langle e_k, m \rangle \leq 0 \}.$$  

The piecewise linear transformation $T_k : M^o \rightarrow M^o$ is defined as

$$T_k(m) := \begin{cases} 
  m + v_k \langle d_k e_k, m \rangle & m \in \mathcal{H}_{k,+} \\
  m & m \in \mathcal{H}_{k,-}
\end{cases}$$

The shorthand notation $T_{k,-}$ and $T_{k,+}$ is sometimes used to refer to $T_k$ in the respective regions $\mathcal{H}_{k,-}$ and $\mathcal{H}_{k,+}$. 
Intuitively, the map $T_k$ gives us a way to “mutate” cluster scattering diagrams. By applying the map $T_k$ to $\mathfrak{D}_s$, we obtain a new cluster scattering diagram $T_k(\mathfrak{D}_s)$ via the following algorithm (Definition 1.22 of [33]):

1. The wall $\mathfrak{d}_k = (e_k^+ + 1 + z^{-v_k})$ is replaced by $\mathfrak{d}_k' := (e_k^+ + 1 + z^{-v_k})$.
2. For each wall $(\mathfrak{d}, f_0) \in \mathfrak{D}_s \setminus \{\mathfrak{d}_k\}$, there are either one or two walls in $T_k(\mathfrak{D}_s)$. The potential walls are 
   
   $(T_k(\mathfrak{d} \cap \mathcal{H}_{k,-}), T_{k,-}(f_0))$ and $(T_k(\mathfrak{d} \cap \mathcal{H}_{k,+}), T_{k,+}(f_0))$,

   where $T_{k,\pm}(f_0)$ denotes the formal power series obtained by applying $T_k$ to each exponent in $f_0$. The first wall is dropped if $\dim(\mathfrak{d}) \cap \mathcal{H}_{k,-} < \text{rank}(M) - 1$ and the second wall is dropped if $\dim(\mathfrak{d}) \cap \mathcal{H}_{k,+} < \text{rank}(M) - 1$.

The following theorem justifies why we should think of the action of $T_k$ as mutation of the cluster scattering diagram.

**Theorem 2.23.** ([33, Theorem 1.24]) If the injectivity assumption holds, then $T_k(\mathfrak{D}_s)$ is a consistent scattering diagram and the diagrams $\mathfrak{D}_{\mu_k(s)}$ and $T_k(\mathfrak{D}_s)$ are equivalent.

Applying Theorem 2.23 multiple times gives the equivalence of $T_{k_1} \circ \cdots \circ T_{k_1}(\mathfrak{D}_s)$ and $\mathfrak{D}_{s'}$, where $s$ and $s'$ are related by an arbitrary sequence of mutations $\mu_{k_1}, \ldots, \mu_{k_1}$, i.e. $s' = \mu_{k_1} \circ \cdots \circ \mu_{k_1}(s)$.

One frequently used semifield structure on $\mathbb{Z}$ is the max-plus structure, where addition of elements is taken to be the maximum and multiplication to be ordinary addition. We denote this semifield structure as $\mathbb{Z}^+$ and refer to it as the Fock–Goncharov tropicalization. The map $T_k$ given in Definition 2.22 is in fact the Fock–Goncharov tropicalization of the birational mutation map $\mu_k : A_s \to A_s$ defined by the pullback $\mu_k^* z^m = z^m(1 + z^{-v_k})^{-\langle d_k e_k, m \rangle}$ as in Equation (2).

**Chamber Structure.** The map $T_k$ also gives rise to a chamber structure on the cluster scattering diagram $\mathfrak{D}_s$. Within $\mathfrak{D}_s$, there are two important named chambers.

**Definition 2.24.** Given a torus seed $s$, we define $C_s^\pm \subseteq M_\mathbb{R}$ as

$C_s^+ := \{ m \in M_\mathbb{R} \mid \langle e_i, m \rangle \geq 0 \text{ for } i \in I_{\text{aff}} \}$, \\
$C_s^- := \{ m \in M_\mathbb{R} \mid \langle e_i, m \rangle \leq 0 \text{ for } i \in I_{\text{aff}} \}$.

When $s$ is clear from context, we omit the subscript and simply write $C^\pm$. We refer to $C^+$ as the positive chamber and $C^-$ as the negative chamber.

The chambers $C_s^\pm$ are closures of connected components of $M_\mathbb{R} \setminus \text{Supp}(\mathfrak{D}_s)$. Similarly, the chambers $C_{\mu_k(s)}^\pm$ are closures of connected components of $M_\mathbb{R} \setminus \text{Supp}(\mathfrak{D}_{\mu_k(s)})$. We can observe that this means the chambers $T_k^{-1}(C_{\mu_k(s)}^\pm)$ are closures of connected components of $M_\mathbb{R} \setminus \text{Supp}(\mathfrak{D}_s)$. Further, $C_s^\pm$ and $T_k^{-1}(C_{\mu_k(s)}^\pm)$ share a codimension one face with support $e_k^\perp$. This creates the following chamber structure on a subset of $M_\mathbb{R} \setminus \text{Supp}(\mathfrak{D}_s)$.
Let $\mathcal{T}_v$ be the infinite tree with root $v$ defined in Sect. 2.2. Let $w$ be an arbitrary distinct vertex of $\mathcal{T}_s$. Then the sequence of edges between $v$ and $w$ determines a map $T_w : T_{k_1} \circ \cdots \circ T_{k_\ell} : M_\mathbb{R} \to \mathbb{R}$. By Theorem 2.23, we know that $T_w(D_s) = D_{s_w}$ and so the chambers $C^\pm_w := T_w^{-1}(C^\pm_{s_w})$ are closures of connected components of $M_\mathbb{R} \setminus \text{Supp}(D_s)$.

**Definition 2.25.** (Definition 1.32 of [33]) Let $\Delta^+_s$ denote the set of chambers $\{C^\pm_w\}$ where $w$ runs over the vertices of $\mathcal{T}_s$. The elements of $\Delta^+_s$ are referred to as cluster chambers.

In fact, this chamber structure coincides with the Fock–Goncharov cluster complex [16]. For further details, see Construction 1.30 and Section 2 of [33].

The chamber structure of a cluster scattering diagram is determined by the structural properties of the associated cluster algebra. The Laurent expansion of a cluster variable with respect to a particular initial cluster can be specified via two statistics: its $F$-polynomial and its $g$-vector. In [18], Fomin and Zelevinsky give a definition of $g$-vectors in terms of a particular $\mathbb{Z}^n$-grading of the ring of Laurent polynomials in $x$ whose coefficients are integer polynomials in $y$. Gross, Hacking, Keel, and Kontsevich [33] give a description of $g$-vectors as the tropical points of theta functions. In the context of cluster scattering diagrams, there is a correspondence between the $g$-vectors and the support of the walls of the diagram. There is then also a correspondence between the cluster chambers and initial seeds of the cluster algebra.

### 2.4. Theta Basis for Ordinary Cluster Algebras

One of the major results of the work of Gross, Hacking, Keel, and Kontsevich [33] is the existence of the theta basis, a canonical basis for ordinary cluster algebras. The collections of the theta functions which form this basis can be defined on scattering diagrams via combinatorial objects called broken lines.

**Definition 2.26.** ([33, Definition 3.1]) Let $D$ be a scattering diagram, $m_0$ be a point in $M^0 \setminus \{0\}$, and $Q$ be a point in $M_\mathbb{R} \setminus \text{Supp}(D)$. A broken line with endpoint $Q$ and initial slope $m_0$ is a piecewise linear path $\gamma : (-\infty,0] \to M_\mathbb{R} \setminus \text{Sing}(D)$ with finitely many domains of linearity. Each domain of linearity, $L$, has an associated monomial $c_L z^{m_L} \in \mathbb{k}[M^0]$ such that the following conditions are satisfied:

1. $\gamma(0) = Q$
2. If $L$ is the first domain of linearity of $\gamma$, then $c_L z^{m_L} = z^{m_0}$.
3. Within the domain of linearity $L$, the broken line has slope $-m_L$—in other words, $\gamma'(t) = -m_L$ on $L$.
4. Let $t$ be a point at which $\gamma$ is non-linear and is passing from one domain of linearity, $L$, to another domain of linearity, $L'$, and define $D_t = \{(d,f_d) \in D : \gamma(t) \in d\}$.

Then the formal power series $p_{\gamma|_{(t-\epsilon,t+\epsilon)}} D_t(c_L z^{m_L})$ contains the term $c_{L'} z^{m_{L'}}$.

Broken lines allow for a beautifully concrete and combinatorial definition of a theta function:
Definition 2.27. ([33, Definition 3.3]) Suppose $D$ is a scattering diagram and consider points $m_0 \in M^\circ \setminus \{0\}$ and $Q \in M_R \setminus \text{Supp}(D)$. For a broken line $\gamma$ with initial exponent $m_0$ and endpoint $Q$, we define $I(\gamma) = m_0$, $b(\gamma) = Q$, and $\text{Mono}(\gamma) = c(\gamma) z^{F(\gamma)}$, where $\text{Mono}(\gamma)$ is the monomial attached to the final domain of linearity of $\gamma$. We then define $\vartheta_{Q,m_0} := \sum_{\gamma} \text{Mono}(\gamma)$, where the summation ranges over all broken lines $\gamma$ with initial exponent $m_0$ and endpoint $Q$. When $m_0 = 0$, then for any endpoint $Q$ we define $\vartheta_{Q,0} = 1$.

One of the key steps in proving that the theta functions form a basis is to show that the cluster variables and cluster monomials, i.e. products of cluster variables from a particular cluster, are themselves theta functions. Although we will not reproduce the full proof, we will highlight several important intermediate properties and results. For the full set of definitions and technical details of the proof, we refer the reader to [33, Sections 3, 4, 6, and 7].

One important property is that theta functions with the same initial slope $m_0$ but with distinct endpoints $Q$ and $Q'$ are related by a path-ordered product.

Theorem 2.28. ([33, Theorem 3.5]) Let $D$ be a consistent scattering diagram, $m_0$ be a point in $M \setminus \{0\}$, and consider a pair of points $Q$ and $Q'$ in $M_R \setminus \text{Supp}(D)$ such that $Q$ and $Q'$ are linearly independent over $Q$. Then for any path $\gamma$ with endpoints $Q$ and $Q'$ for which $p_{\gamma,D}$ is defined, we have $\vartheta_{Q',m_0} = p_{\gamma,D}(\vartheta_{Q,m_0})$.

Another important property is the existence of a bijection between broken lines in the diagram $D_s$ and in the diagram $D_{\mu_k(s)}$. Because the diagrams $D_s$ and $D_{\mu_k(s)}$ correspond to the same cluster algebra, this is a clearly desirable property if the theta functions are going to form a canonical basis. That is, any choice of initial cluster (i.e., cluster corresponding to the positive chamber) should produce the same canonical basis, up to isomorphism. For $V = A_t$,

Proposition 2.29. ([33, Proposition 3.6]) The transformation $T_k$ gives a bijection between broken lines with endpoint $Q$ and initial slope $m_0$ in $D_s$ and broken lines with endpoint $T_k(Q)$ and initial slope $T_k(m_0)$ in $D_{\mu_k(s)}$. In particular, $\vartheta_{T_k(Q),T_k(m_0)} = \begin{cases} T_{k,+}(\vartheta_{Q,m_0}) & Q \in \mathcal{H}_{k,+} \\ T_{k,-}(\vartheta_{Q,m_0}) & Q \in \mathcal{H}_{k,-} \end{cases}$, where the superscript indicates which scattering diagram is used to define the theta function and $T_{k,\pm}$ acts linearly on the exponents in $\vartheta_{Q,m_0}$.

Although Proposition 2.29 gives a bijection between cluster scattering diagrams generated by seeds that are related by a single mutation, repeated applications of the proposition yield such bijections for any pair of cluster scattering diagrams which correspond to the same cluster algebra.
Finally, the theta functions have structure constants with an elegant combinatorial definition in terms of pairs of broken lines. Let $p_1, p_2, q$ be points in $\tilde{M}_s^0$ and $z$ be a generic point in $\tilde{M}_s^0$. There are finitely many pairs of broken lines $\gamma_1, \gamma_2$ such that $\gamma_i$ has initial slope $p_i$, both $\gamma_1$ and $\gamma_2$ have endpoint $z$, and the sum of the slopes of their final domains of linearity is $q$. Define

$$\alpha_z(p_1, p_2, q) := \sum_{(\gamma_1, \gamma_2) \mid I(\gamma_i) = p_i, b(\gamma_i) = z, F(\gamma_1) + F(\gamma_2) = q} c(\gamma_1) c(\gamma_2).$$

For points $z$ sufficiently close to $q$, the constant $\alpha_z(p_1, p_2, q)$ is independent of the choice of $z$ and we write $\alpha(p_1, p_2, q) := \alpha_z(p_1, p_2, q)$ [33, Proposition 6.4].

Products of theta functions can then be written as

$$\vartheta_{p_1} \cdot \vartheta_{p_2} = \sum_{q \in \tilde{M}_s} \alpha(p_1, p_2, q) \vartheta_q \in \operatorname{up}(A_{\text{prin}}) \otimes_{k[N_s^+]} k[N].$$

Hence, the theta functions form a legitimate vector space basis.

Moving from proving results about theta functions on scattering diagrams to proving results about the ordinary cluster algebras requires formalizing the connection between cluster scattering diagrams and cluster varieties. To do so, Gross, Hacking, Keel, and Kontsevich construct a space $A_{\text{scat}}$ from the cluster scattering diagram $D_s$ by attaching a copy of the torus $T_{N_s^0}$ to each cluster chamber of $D_s$ and then gluing these copies according to the birational maps given by the wall-crossing automorphisms. Up to isomorphism, this space is independent of the choice of torus seed $s$ within a given mutation class. Gross, Hacking, Keel, and Kontsevich then show that the space $A_{\text{scat}}$ is isomorphic to the cluster variety $A_s$.

Once this identification is made, it is then possible to formalize the relationship between the theta functions and cluster monomials. Consider a set of fixed data $\Gamma$ and torus seeds $s, s_w = (e'_1, \ldots, e'_n)$. In this geometric context, a cluster monomial on $s_w$ is defined as a monomial on $T_{N_s^0, w} \subset A$ of the form $z^m$ where $m = \sum_{i=1}^n a_i f_i''$ with all $a_i$ non-negative. Such monomials extend to regular functions on $A$. A cluster monomial on $A$ is then a regular function which is a cluster monomial on some torus seed of $A$. The following theorem identifies the cluster monomials on $A$ with theta functions.

**Theorem 2.30.** ([33, Theorem 4.9]) Let $\Gamma$ be a set of fixed data which satisfies the Injectivity Assumption and $s$ be a choice of torus seed. Consider a point $Q \in C^+_s$ and $m \in \sigma \cap M^0$ for some cluster chamber $\sigma \in \Delta^+_s$. Then $\vartheta_{Q, m}$ is a positive Laurent polynomial which expresses a cluster monomial of $A$ in terms of the initial torus seed $s$. Further, all cluster monomials can be expressed in this way.

Gross, Hacking, Keel, and Kontsevich define the middle cluster algebra to prove that the theta functions form a basis for the ordinary cluster algebra. Their proof works primarily with $A_{\text{prin}}$ and is then extended to $A$ and $X$ using the fact that these varieties appear as a fiber and quotient, respectively,
of $\mathcal{A}_{\text{prin}}$. Let $\mathcal{A}_{\text{prin}}^\vee$ denote the Langlands dual of $\mathcal{A}_{\text{prin}}$, defined in Sect. 6.1. The middle cluster algebra associated with $\mathcal{A}_{\text{prin}}$ is then defined as

$$\text{mid}(\mathcal{A}_{\text{prin}}) := \bigoplus_{q \in \Theta} k \cdot \vartheta_q,$$

where $\Theta \subset \mathcal{A}_{\text{prin}}^\vee(\mathbb{Z}^T)$ is the collection of $m_0$ such that for any generic point $Q \in \sigma \in \Delta^+$, there are only finitely many broken lines with initial slope $m_0$ and endpoint $Q$. The structure constants $\alpha_z(p_1, p_2, q)$ make $\text{mid}(\mathcal{A}_{\text{prin}})$ into an associative and commutative $k[N]$-algebra.

Gross, Hacking, Keel, and Kontsevich show there are canonical inclusions $\text{ord}(\mathcal{A}_{\text{prin}}) \subset \text{mid}(\mathcal{A}_{\text{prin}}) \subset \text{up}(\mathcal{A}_{\text{prin}})$, and that, therefore, the theta functions form a basis for the ordinary cluster algebra when the ordinary cluster algebra and upper cluster algebra coincide. For the definitions of $\text{ord}(\mathcal{A}_{\text{prin}})$ and $\text{up}(\mathcal{A}_{\text{prin}})$, see Sect. 2.2.

3. Generalized Cluster Scattering Diagrams

In this section, we describe the construction of cluster scattering diagrams for reciprocal generalized cluster algebras and prove important properties of such diagrams. Definitions of generalized fixed data, generalized torus seed data, generalized cluster varieties, and other fundamental objects are given in Sect. 3.1. The construction of generalized cluster scattering diagrams is then given in Sect. 3.2. The restriction to reciprocal generalized cluster algebras will be necessary in the proof of Theorem 3.25, which establishes the mutation invariance of generalized cluster scattering diagrams. Subsequently, Sect. 3.3 defines mutation at the diagram level and verifies that our generalized cluster scattering diagrams are mutation invariant. Section 3.4 extends the description of the chamber structure to generalized cluster scattering diagrams, thereby showing that the Fock–Goncharov cluster chambers are the maximal cones of a simplicial fan. In Sect. 3.5, we extend the definitions from Sect. 3.1 for the principal coefficient case. Finally, in Sect. 3.6, we describe how to construct a space $\mathcal{A}_{\text{scat}}$ from a generalized cluster scattering diagram and then how to identify $\mathcal{A}_{\text{scat}}$ with the $\mathcal{A}$-variety.

3.1. Fixed Data, Seed Data, and Generalized Cluster Varieties

We begin by updating some definitions for the generalized setting. First, we update the definition of fixed data to include data from the exchange degree matrix $[r_{ij}].$

**Definition 3.1.** The following data are referred to as generalized fixed data, denoted $\Gamma$:

- A lattice $N$ called the cocharacter lattice with skew-symmetric bilinear form $\{\cdot, \cdot\} : N \times N \to \mathbb{Q}$.
- A saturated sublattice $N_{\text{uf}} \subseteq N$ called the unfrozen sublattice.
- An index set $I$ with $|I| = \text{rank}(N)$ and subset $I_{\text{uf}} \subseteq I$ such that $|I_{\text{uf}}| = \text{rank}(N_{\text{uf}})$. 


• A set of positive integers \( \{d_i\}_{i \in I} \) such that \( \gcd(d_i) = 1 \).
• A sublattice \( N^o \subseteq N \) of finite index such that \( \{N_{uf}, N^o\} \subseteq \mathbb{Z} \) and \( \{N, N_{uf}\cap N^o\} \subseteq \mathbb{Z} \).
• A lattice \( M = \text{Hom}(N, \mathbb{Z}) \) called the character lattice and sublattice \( M^o = \text{Hom}(N^o, \mathbb{Z}) \).
• A set of positive integers \( \{r_i\}_{i \in I} \).
• A collection \( \{a_{i,j}\}_{i \in I_{uf}, j \in [r_i - 1]} \) of formal variables.

The adjective ‘fixed’ refers to the fact that these data are fixed under mutation.

Note that the exchange polynomial coefficients \( \{a_{i,j}\}_{i \in I_{uf}, j \in [r_i - 1]} \) are formal variables, rather than elements of \( k \). As such, we must work over the ground ring \( R = \mathbb{Z}[a_{i,j}] \), where \( k \) is a field of characteristic zero, rather than over \( k \) as in the ordinary case. In doing so, we follow the work of [3] on cluster varieties with coefficients. In particular, this will be necessary in the proof of Proposition 5.8, but is not necessary to construct cluster scattering diagrams and theta functions or to express generalized cluster monomials as theta functions.

We also establish the notion of a generalized torus seed, also denoted \( s \).

**Definition 3.2.** Given a set of generalized fixed data, we can define associated generalized torus seed data \( s = \{(e_i, (a_{i,j}))\}_{i \in I_{uf}, j \in [r_i - 1]} \) such that the collection \( \{e_i\}_{i \in I_{uf}} \) satisfies the conditions for ordinary torus seed data and each \( (a_{i,j}) \) is a tuple of formal variables taken from the collection specified in the fixed data.

Analogous to the ordinary case, this defines a dual basis \( \{e^*_i\}_{i \in I} \) for \( M \) and \( \{f_i = d_{r_i}^{-1}e^*_i\}_{i \in I} \) for \( M^o \). Note that when \( r_i = 1 \) for all \( i \), our definitions reduce to the definitions for an ordinary torus seed.

We will confine our attention to the subclass of reciprocal generalized cluster algebras:

**Definition 3.3.** A generalized torus seed \( s \) is called reciprocal if its scalar tuples \((a_{i,j})\) satisfy the reciprocity condition \( a_{i,j} = a_{i,r_i - j} \). We refer to the associated algebra as a reciprocal generalized cluster algebra.

Note that in the definition [10] of a generalized cluster algebra, the mutations of the exchange polynomial coefficients \( a_{k,s} \) are of the form

\[
a_{k,s}' = a_{k,r_k - s},
\]

and, therefore, mutation does not introduce new exchange polynomial coefficients. This allows us to include the collection of all exchange polynomial coefficients \( \{a_{i,j}\} \) in the fixed data and work over the ground ring \( R = \mathbb{Z}[a_{i,j}] \) when working with generalized cluster algebras. Because we work only with reciprocal generalized cluster algebras, whose exchange polynomials are fixed under mutation, we do not necessarily need to include the exchange polynomial coefficients \( a_{i,j} \) in the seed data. However, we include the (ordered) exchange polynomial coefficients as part of that data to allow for future extension to arbitrary generalized cluster algebras.
Example 3.4. The generalized cluster algebra
\[
A \left( \begin{array}{ccc} 0 & 1 & 3 \\ -1 & 0 & 0 \\ 0 & 1 \\ \end{array} \right), \left( (1, a, a, 1), (1, 1) \right)
\]
has generalized fixed data \( \Gamma \) with a rank 2 lattice \( N = N^\circ \), the dual lattice \( M = M^\circ \), \( d = (1, 1) \), \( r = (3, 1) \), \( I = I_{uf} = \{ 1, 2 \} \), and skew-symmetric bilinear form \( \{ \cdot, \cdot \} : N \times N \to Z \) specified by the exchange matrix. One possible choice of generalized torus seed data is
\[
s = \{(e_1 = (1, 0), (1, a, a, 1)), (e_2 = (0, 1), (1, 1))\}.
\]

Definition 3.5. Given generalized torus seed data \( s \) and some \( k \in I_{uf} \), a mutation in direction \( k \) of the generalized torus seed data is defined by the following transformations of basis vectors and exchange polynomial coefficients:
\[
e_i' := \begin{cases} 
e_i + r_k[\epsilon_{ik}] & i \neq k \\ -e_k & i = k \end{cases}
\]
\[
f_i' := \begin{cases} -f_k + r_k \sum_{j \in I_{uf}} [\epsilon_{kj}] & i = k \\ f_i & i \neq k \end{cases}
\]
\[
a'_{k,s} := a_{k,r_k-s}.
\]
The basis mutation induces the following mutation of the matrix \([\epsilon_{ij}]\):
\[
\epsilon'_{ij} := \{ e_i', e_j' \} d_j = \begin{cases} -\epsilon_{ij} & k = i \text{ or } k = j \\ \epsilon_{ij} & k \neq i, j \text{ and } \epsilon_{ik}\epsilon_{kj} \leq 0 \\ \epsilon_{ij} + r_k[\epsilon_{ik}\epsilon_{kj}] & k \neq i, j \text{ and } \epsilon_{ik}\epsilon_{kj} \geq 0. \end{cases}
\]

Note that when all \( r_k = 1 \), the formulas in Definition 3.5 coincide with those in Definition 2.11. Given generalized torus seed data \( s \), we can then define associated algebraic tori \( A_s \) and \( X_s \). As we are working over the ground ring \( R = k[a_{i,j}] \), we will consider the tori over the ring \( R = k[a_{i,j}] \). More precisely, for a lattice \( L \), let
\[
T_L(R) := \text{Spec} (R[L^\ast] \otimes_k R) = T_L \times_k \text{Spec}(R).
\]

This notation then allows us to state the following definition:

Definition 3.6. A choice of generalized torus seed data \( s \) defines the tori:
\[
X_s = T_M(R) = T_M \times_k \text{Spec}(R) = \text{Spec} (k[N]) \times_k \text{Spec}(R)
\]
\[
A_s = T_{N^\circ}(R) = T_{N^\circ} \times_k \text{Spec}(R) = \text{Spec} (k[M^\circ]) \times_k \text{Spec}(R).
\]

Just as in the ordinary case, there are several common notational conventions for the coordinates of these algebraic tori. We will use \( y_1, \ldots, y_n \) for the coordinates of \( X_s \) and \( x_1, \ldots, x_n \) for the coordinates of \( A_s \) to be consistent with the prevailing notation for ordinary and generalized cluster algebras.

Definition 3.7. We define birational maps \( \mu_k : X_s \to X_{\mu_k(s)} \) and \( \mu_k : A_s \to A_{\mu_k(s)} \) via the pull-back of functions
\[ \mu_k^* z^m = z^m \left( 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k} \right)^{-\langle d_k e_k, m \rangle} \tag{8} \]
\[ \mu_k^* z^n = z^n \left( 1 + a_{k,1} z^{e_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)e_k} + z^{r_k e_k} \right)^{-[n,e_k]} \tag{9} \]

for \( n \in N \) and \( m \in M^\circ \).

**Remark 3.8.** The exchange relations given in Definition 2.2 can be recovered from equations (8) and (9) by setting \( m = f_i \) and \( n = e_i \). Consider the mutation of \( x_i = z^{f_i} \) and \( y_i = z^{e_i} \) in direction \( k \). If \( i = k \), then
\[ \mu_k^* (y_k^i) = \mu_k^* \left( z^{e_i}^k \right) = \mu_k^* \left( z^{-e_k} \right) = z^{-e_k} \left( 1 + \cdots + z^{r_k e_k} \right)^{-[-e_k,e_k]} = z^{-e_k} = y_k^{-1} \]
and
\[ \mu_k^* (x_k^i) = \mu_k^* \left( z^{f_i}^k \right) = \mu_k^* \left( z^{-f_k + r_k \sum_{j \in I_{zf_i}} [-e_k] + f_j} \right) \]
\[ = z^{-f_k + r_k \sum_{j \in I_{zf_i}} [-e_k] + f_j} \left( 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k} \right)^{-\langle d_k e_k, -f_k + r_k \sum_{j \in I_{zf_i}} [-e_k] + f_j \rangle} \]
\[ = z^{-f_k} \left( \prod_{j \in I_{zf_i}} z^{-[e_k] + f_j} \right)^{r_k} \left( 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k} \right)^{\langle d_k e_k, f_k \rangle} \]
\[ = z^{-f_k} \left( \prod_{j \in I_{zf_i}} z^{-[e_k] + f_j} \right)^{r_k} \left( 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k} \right)^{-\langle d_k e_k, [e_k] + f_j \rangle} \]
\[ = z^{-f_k} \left( \prod_{j \in I_{zf_i}} z^{-[e_k] + f_j} \right)^{r_k} \left( 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k} \right)^{-\langle d_k e_k, f_i \rangle} \]
\[ = z^{-f_k} \left( \prod_{j \in I_{zf_i}} z^{-[e_k] + f_j} \right)^{r_k} \left( 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k} \right) \left( \prod_{j \in I_{zf_i}} z^{[e_k] f_j} \right)^{r_k} \]
\[ = x_k^{-1} \left( \prod_{j \in I_{zf_i}} x_j^{-[b_k] + f_j} \right)^{r_k} \left( 1 + a_{k,1} \left( \prod_{j \in I_{zf_i}} x_j^{b_k} \right) + \cdots + \left( \prod_{j \in I_{zf_i}} x_j^{b_k} \right)^{r_k} \right). \]

If \( i \neq k \), then
\[ \mu_k^* (y_i^j) = \mu_k^* \left( z^{e_i}^j \right) = \mu_k^* \left( z^{e_i + r_k [e_k] + e_k} \right) \]
\[ = z^{e_i + r_k [e_k] + e_k} \left( 1 + a_{k,1} z^{e_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)e_k} + z^{r_k e_k} \right)^{[-[e_i] + r_k [e_k] + e_k] + \langle e_i, e_k \rangle} \]
\[ = z^{e_i + r_k [e_k] + e_k} \left( 1 + a_{k,1} z^{e_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)e_k} + z^{r_k e_k} \right)^{-\langle e_i, e_k \rangle} \]
\[ = z^{e_i} \left( z^{[e_k] + e_k} \right)^{r_k} \left( 1 + a_{k,1} z^{e_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)e_k} + z^{r_k e_k} \right)^{-[e_i]} \]
\[ = y_i \left( y_k^{[b_k]} \right)^{r_k} \left( 1 + a_{k,1} y_k + \cdots + a_{k,r_k-1} y_k^{r_k-1} + y_k^{r_k} \right)^{-b_k} \]
and

\[ \mu_k^*(x'_i) = \mu_k^* \left( z^{f'_i} \right) = \mu \left( z^{f_i} \right) = z^{f_i} \left( 1 + a_{k,1} z^{v_k} + \cdots + z^{r_k v_k} \right)^{-\langle d_k e_k, f_k \rangle} \]

\[ = z^{f_i} = x_i. \]

Remark 3.9. Let us examine why the \( r_i - 1 \) scalars are included as extra data in fixed data. We note that in Definition 2.2, which is the definition of generalized cluster algebras from [49, Definition 2.2], Nakanishi [49, Equation (2.1)] emphasised that his \( d_i \) (which is our \( r_i \)) are not the scalars used to make the exchange matrix skew-symmetric. While Eqs. (8) and (9) appear to be two different type of mutations, we should always bear in mind that the \( y \) variables come from the cluster algebras with principal coefficients, i.e. one can obtain the \( X \) mutation in Eq. (9) from Eq. (8) as the \( A \) case with principal coefficients. Although the notation is developed in later sections, one can jump ahead to Remark 3.36 to see how we can obtain the \( X \) mutations from the \( A_{\text{prin}} \) mutations. One can further consult Example 3.20 to see the effect that varying the \( r_i \) values can have even when the resulting exchange matrices associated to the companion algebras (Sect. 6) are ‘the same’.

We are now working over polynomial ring \( R = \mathbb{k}[a_{i,j}] \) instead of a characteristic zero field \( \mathbb{k} \). Proposition 2.4 in [30] can be generalized to this setting by working through [34]. We will state the version in [3] for this setting.

Proposition 3.10. ([3, Lemma 3.10]) Let \( \{S_i\} \) be a collection of integral, separate schemes of finite type over a locally Noetherian ring \( R \), with birational maps \( f_{ij} : S_i \to S_j \) for all \( i, j \), with \( f_{ii} = \text{Id} \) and \( f_{jk} \circ f_{ij} = f_{ik} \) as rational maps. Let \( U_{ij} \subset S_i \) be the largest open subscheme such that \( f_{ij} : U_{ij} \to f_{ij}(U_{ij}) \) is an isomorphism. Then there exists a scheme

\[ S := \bigcup_i S_i \]

which is obtained by gluing the \( S_i \) along the open sets \( U_{ij} \) via the maps \( f_{ij} \).

As in the ordinary setting, let \( \Xi_v \) be a directed infinite rooted tree where each vertex has \( |I_{\text{uf}}| \) outgoing edges, labeled by the elements of \( I_{\text{uf}} \). An edge with label \( k \in I_{\text{uf}} \) now corresponds to generalized mutation in direction \( k \). Hence, any simple path beginning at vertex \( v \) determines a sequence of mutations and an associated generalized torus seed \( s_w \) for each vertex \( w \) of \( \Xi_v \). We attach copies of \( X_{s_w} \) and \( A_{s_w} \) to each vertex \( w \).

Definition 3.11. The generalized \( A \) cluster variety is the scheme

\[ A := \bigcup_{s \in \Xi} A_s \]

obtained using Proposition 3.10 to glue the collection of algebraic tori \( \{A_s\}_{s \in \Xi} \) according to the birational maps \( \mu_k : A_s \to A_{\mu_k(s)} \) specified in Definition 3.7. Analogously, the generalized \( X \) cluster variety is defined to be the scheme

\[ X := \bigcup_{s \in \Xi} X_s \]
obtained by gluing the collection \( \{ X_s \}_{s \in \Sigma} \) according to the birational maps \( \mu_k : X_s \to X_{\mu_k(s)} \).

For readability, we will often refer to these schemes simply as the \( \mathcal{A} \)-variety and \( \mathcal{X} \)-variety when it is clear from context that they are generalized cluster varieties rather than ordinary cluster varieties.

The upper generalized cluster algebra \( \text{up}(V) \) associated to a generalized cluster variety \( V \) is defined as \( \text{up}(V) := \Gamma(V, \mathcal{O}_V) \). Equivalently, it is defined in [23] as
\[
\text{up}(A) := \bigcap_{\text{clusters} \{ x_1, \ldots, x_n \} \text{ of } A} R[x_1^{\pm 1}, \ldots, x_n^{\pm 1}] \subset \mathcal{F}.
\]
The generalized cluster algebra \( \text{gen}(V) \) associated to a generalized cluster variety \( V \) is the subalgebra of \( \text{up}(V) \) generated by the set of global monomials on \( V \).

Intuitively, we expect that the construction of the generalized \( \mathcal{A} \)-variety and \( \mathcal{X} \)-variety should not depend on the choice of seed—that is, mutation equivalent seeds \( s \) and \( s' \) should yield isomorphic schemes. The two smaller commutative diagrams in the following proposition show that structures of the tori given in Definition 3.6 are compatible with generalized torus seed data mutation. This induces a similar compatibility for \( \mathcal{A} \) and \( \mathcal{X} \).

**Proposition 3.12.** Let \( K = \ker(p^s_2) \) and \( K^\circ = K \cap N^\circ \). For a given generalized torus seed \( s \) and mutation direction \( k \in [n] \), the following diagrams are commutative:
\[
\begin{array}{c}
T_{K^\circ} \quad \longrightarrow \quad \mathcal{A}_s \quad \xrightarrow{p} \quad \mathcal{X}_s \quad \longrightarrow \quad T_{K^\circ} \\
\downarrow \quad \mu_k \quad \downarrow \quad \mu_k \quad \downarrow \quad \mu_k \\
T_{K^\circ} \quad \longrightarrow \quad \mathcal{A}_{\mu_k(s)} \quad \xrightarrow{p} \quad \mathcal{X}_{\mu_k(s)} \quad \longrightarrow \quad T_{K^\circ}
\end{array}
\]
\[
\begin{array}{c}
T_{(N/N^\circ_{uf})} \quad \longrightarrow \quad \mathcal{X}_s \quad \longrightarrow \quad T_{N^\circ/(N_{uf} \cap N^\circ)} \\
\downarrow \quad \mu_k \quad \downarrow \quad \mu_k \quad \downarrow \quad \mu_k \\
T_{(N/N^\circ_{uf})} \quad \longrightarrow \quad \mathcal{X}_{\mu_k(s)} \quad \longrightarrow \quad T_{N^\circ/(N_{uf} \cap N^\circ)}
\end{array}
\]

**Proof.** There are several unlabeled maps in the above commutative diagrams. Those maps come from the following structures, as described in [30]:

1. The inclusion \( K \subseteq N \) induces a map \( \mathcal{X}_s \to T_{K^\circ} \).
2. The inclusion \( K^\circ \to N^\circ \) induces a map \( T_{K^\circ} \to \mathcal{A}_s \).
3. Let \( N^\perp_{uf} := \{ m \in M^\circ : \langle m, n \rangle = 0 \text{ for all } n \in N_{uf} \} \). Then the inclusion \( N^\perp_{uf} \subseteq M^\circ \) induces a map \( \mathcal{A}_s \to T_{N^\circ/(N_{uf} \cap N^\circ)} \).
4. The choice of the map \( p^* : N \to M^\circ \) defines a map \( p : \mathcal{A}_s \to \mathcal{X}_s \). The map \( p^* : N \to M^\circ \) induces maps \( \mu_k : K \to N^\perp_{uf} \) and \( p^* : N/N_{uf} \to (K^\circ)^* \) which define maps \( p : T_{N/(N_{uf} \cap N^\circ)} \to T_{K^\circ} \) and \( p : T_{K^\circ} \to T_{(N/N^\circ_{uf})} \).

Using the definitions of these maps, \( p \), and \( \mu_k \), it is straightforward to check the commutativity of each square. \( \square \)
3.2. Generalized Cluster Scattering Diagrams

As in the ordinary case, we will be interested in a particular scattering diagram which is defined by the generalized fixed and torus seed data. To define this diagram, which we refer to as the generalized cluster scattering diagram, we begin by modifying the definition of a wall to reflect the fact that we are now working over the ground ring $R = \mathbb{k}[a_{i,j}]$ rather than over $\mathbb{k}$.

As before, we assume that the map $p^*_1 : N_{uf} \to M^o$ is injective. This Injectivity Assumption ensures that we are able to choose a convex top-dimensional cone $\sigma \subset M_R$ with associated monoid $P := \sigma \cap M^o$ such that $p^*_1(e_i) \in J := P \setminus P^\times$ for all $i \in I_{uf}$. If $p^*_1$ is not injective, then $P$ may fail to be full-dimensional. Although injectivity is not guaranteed for an arbitrary set of fixed data, it is guaranteed in the principal coefficient case, which we will discuss in Sect. 3.5. For this reason, the results in Sect. 5 are proved via the principal coefficient case and then extended to arbitrary generalized cluster varieties.

As in Sect. 2.3, set $N^+ := N^+_s := \left\{ \sum_{i \in I_{uf}} a_i e_i \mid a_i \geq 0, \sum a_i > 0 \right\}$ and choose a linear function $d : N \to \mathbb{Z}$ such that $d(n) > 0$ for $n \in N^+$.

**Definition 3.13.** A wall in $M_R$ is a pair $(d, f_d) \in (N^+, \widehat{R[P]})$ such that for some primitive $n_0 \in N^+$,

1. $f_d \in \widehat{R[P]}$ has the form $1 + \sum_{j=1}^{\infty} c_j z^j p^*_1(n_0)$ with $c_j \in R$.
2. $d \subset n_0^\perp \subset M_R$ is a (rank $M - 1$)-dimensional convex rational polyhedral cone.

We refer to $d \subset M_R$ as the support of the wall $(d, f_d)$.

Let $m$ now denote the ideal in $\widehat{R[P]}$ which consists of formal power series with constant term zero. The definitions of a scattering diagram, wall-crossing automorphism, and path-ordered product must then either be updated to reflect the change in ground ring or read with the understanding that $m$ now denotes an ideal in $\widehat{R[P]}$ rather than in $\widehat{\mathbb{k}[P]}$. We give the statements of these definitions in the generalized setting below, for the sake of completeness.

**Definition 3.14.** A scattering diagram $\mathcal{D}$ for $N^+$ and $s$ is a set of walls $\{(d, f_d)\}$ such that for every degree $k > 0$, there are a finite number of walls $(d, f_d) \in \mathcal{D}$ with $f_d \neq 1 \mod m^{k+1}$.

**Definition 3.15.** For $n_0 \in N^+$, let $m_0 := p^*_1(n_0)$ and $f = 1 + \sum_{k=1}^{\infty} c_k z^{km_0} \in \widehat{R[P]}$. Then $p_f \in \widehat{R[P]}$ denotes the automorphism

$$p_f(z^m) = z^m f(n_0', m)$$

where $n_0'$ generates the monoid $\mathbb{R}_{\geq 0} n_0 \cap N^o$. 
Definition 3.16. Let $\gamma : [0, 1] \to M_R \setminus \text{Sing}(D)$ be a smooth immersion which crosses walls transversely and whose endpoints are not in the support of $D$. Let $0 < t_1 \leq t_2 \leq \cdots \leq t_s < 1$ be a sequence such that at time $t_i$ the path $\gamma$ crosses the wall $\partial_i$ such that $f_i \neq 1 \mod m^{k+1}$. Definition 2.16 ensures that this is a finite sequence. For each $i \in \{1, \ldots, s\}$, set $\epsilon_i := -\text{sgn}((n_i, \gamma'(t_i)))$, where $n_i \in N^+$ is the primitive vector normal to $\partial_i$. For each degree $k > 0$, define

$$p_{\gamma, D}^k := p_{f_{s1}}^{\epsilon_s} \circ \cdots \circ p_{f_{11}}^{\epsilon_1},$$

where $p_{f_{st_i}}$ is defined as in Definition 3.15. Then,

$$p_{\gamma, D} := \lim_{k \to \infty} p_{\gamma, D}^k.$$  

We refer to $p_{\gamma, D}$ as a path-ordered product.

Generalized cluster scattering diagrams have the same notions of equivalence and uniqueness as ordinary scattering diagrams. To define them, we first define the initial scattering diagrams for generalized cluster algebras.

Definition 3.17. Let $v_i = p^*_1(e_i)$ for $i \in I_{uf}$. Then we define

$$D_{in,s} := \{(e_i^\perp, 1 + a_{i,1}z^{v_i} + a_{i,2}z^{2v_i} + \cdots + a_{i,r_i-1}z^{(r_i-1)v_i} + z^{r_i v_i})\}_{i \in I_{uf}}.$$  

Similar to [33, Theorem 1.12], we obtain:

Theorem 3.18. Given a generalized torus seed $s$, there exists a consistent scattering diagram $D_s$ such that $D_{in,s} \subset D_s$ and $D_s \setminus D_{in,s}$ consists only of walls $\partial \subset n_0^\perp$ with $p^*_1(n_0) \notin \partial$. The scattering diagram $D_s$ is unique up to equivalence.

Proof. The proof given in Section 1.2 and Appendix C of [33] for ordinary cluster scattering diagrams holds in our generalized setting. That proof is a special case of results from [32] and [40] and holds in our setting because it does not require that the wall-crossing automorphisms are strictly binomial. \hfill \Box

The generalized cluster scattering diagram $D_s$ is the unique (up to equivalence) consistent scattering diagram obtained by adding walls to $D_{in,s}$.

Example 3.19. The generalized cluster algebra from Example 3.4 has birational maps $\mu_1, \mu_2$ defined by the pullbacks

$$\mu_{A,1}^* z^n = z^n (1 + az^{(1,0)}),$$

$$\mu_{A,2}^* z^n = z^n (1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)}).$$

Since the $p^*$ map is injective in this case, the initial $A$ scattering diagram is of the form

$$D_{in,s} = \{(0, 1)^\perp, 1 + z^{(-1,0)}, (1, 0)^\perp, 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)}\},$$

which can be drawn as
Consider the paths $\gamma$ (drawn in red, on the left) and $\gamma'$ (drawn in blue, on the right). We can demonstrate that the diagram $D_{in,s}$ is not consistent by computing $p_{\gamma, D_{in,s}}$ and $p_{\gamma', D_{in,s}}$. We compute $p_{\gamma, D_{in,s}}$ as

$$z^{(1,1)} \xrightarrow{\delta_2} z^{(1,1)} \left( 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)} \right)^{(1,1),(0,1)}$$

$$= z^{(1,1)} \left( 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)} \right)$$

$$\xrightarrow{\delta_1} z^{(1,1)} \left( 1 + z^{(-1,0)} \right)^{(1,1),(0,1)} \cdot$$

$$\left( \left( 1 + az^{(0,1)} \left( 1 + z^{(-1,0)} \right)^{(0,1),(0,1)} + az^{(0,2)} \left( 1 + z^{(-1,0)} \right)^{(0,2),(0,1)} \right)^{(0,3),(0,1)} + z^{(0,3)} \left( 1 + z^{(-1,0)} \right)^{(0,3),(0,1)} \right)$$

$$= z^{(1,1)} \left( 1 + z^{(-1,0)} \right) \left( 1 + az^{(0,1)} \left( 1 + z^{(-1,0)} \right) \right)$$

$$+ az^{(0,2)} \left( 1 + z^{(-1,0)} \right)^2 + z^{(0,3)} \left( 1 + z^{(-1,0)} \right)^3 \right).$$

Similarly, we compute $p_{\gamma', D_{in,s}}$ as

$$z^{(1,1)} \xrightarrow{\delta_1} z^{(1,1)} \left( 1 + z^{(-1,0)} \right)^{(1,1),(0,1)}$$

$$= z^{(1,1)} \left( 1 + z^{(-1,0)} \right)$$

$$\xrightarrow{\delta_2} z^{(1,1)} \left( 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)} \right)^{(1,1),(1,0)}$$

$$\left( 1 + z^{(-1,0)} \left( 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)} \right)^{(1,1),(1,0)} \right)$$

$$= z^{(1,1)} \left( 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)} \right) \left( 1 + \frac{z^{(-1,0)}}{\left( 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)} \right)} \right)$$

$$= z^{(1,1)} \left( 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)} + z^{(-1,0)} \right).$$
Observe that \( \mathfrak{p}_x, \mathfrak{d}_{\text{in}, s} \neq \mathfrak{p}_y, \mathfrak{d}_{\text{in}, s} \). Hence, \( \mathfrak{d}_{\text{in}, s} \) is by definition not consistent. Making the diagram consistent requires adding four walls:

\[
\begin{align*}
\mathfrak{d}_3 &= \left( \mathbb{R}_{\geq 0}(1, -3), 1 + z^{(-1, 3)} \right), \\
\mathfrak{d}_4 &= \left( \mathbb{R}_{\geq 0}(1, -2), 1 + az^{(-1, 2)} + az^{(-2, 4)} + z^{(-3, 6)} \right), \\
\mathfrak{d}_5 &= \left( \mathbb{R}_{\geq 0}(2, -3), 1 + z^{(-2, 3)} \right), \\
\mathfrak{d}_6 &= \left( \mathbb{R}_{\geq 0}(1, -1), 1 + az^{(-1, 1)} + az^{(-2, 2)} + z^{(-3, 3)} \right).
\end{align*}
\]

The consistent diagram is shown in Example 3.23.

Example 3.20. Consider the family of generalized cluster algebras

\[
\mathcal{A}_{b, r} = \left( (x_1, x_2), (y_1, y_2), \begin{bmatrix} 0 & b_2 \\ -b_1 & 0 \end{bmatrix}, \begin{bmatrix} r_1 & 0 \\ 0 & r_2 \end{bmatrix}, (a_1, a_2) \right),
\]

where \( r_1b_1 = r_2b_2 = 2 \). Each generalized cluster algebra has \( I = I_{uf} = \{1, 2\} \) and skew-symmetric bilinear form \( \{\cdot, \cdot\} : N \times N \to \mathbb{Q} \) given by \( \{e_i, e_j\} = \delta_{ij} \).

The rest of the generalized fixed data associated to each such generalized cluster algebra is summarized in the following table:

|       | \( \mathcal{A}_{(2, 2), (1, 1)} \) | \( \mathcal{A}_{(2, 1), (1, 2)} \) | \( \mathcal{A}_{(1, 2), (2, 1)} \) | \( \mathcal{A}_{(1, 1), (2, 2)} \) |
|-------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| \( b \) | \( (2, 2) \)                      | \( (2, 1) \)                      | \( (1, 2) \)                      | \( (1, 1) \)                      |
| \( r \) | \( (1, 1) \)                      | \( (1, 2) \)                      | \( (2, 1) \)                      | \( (2, 2) \)                      |
| \( N \) | \( \text{span}\{e_1, e_2\} \)    | \( \text{span}\{e_1, e_2\} \)    | \( \text{span}\{e_1, e_2\} \)    | \( \text{span}\{e_1, e_2\} \)    |
| \( N^o \) | \( \text{span}\{2e_1, 2e_2\} \)  | \( \text{span}\{2e_1, 2e_2\} \)  | \( \text{span}\{e_1, 2e_2\} \)  | \( \text{span}\{e_1, e_2\} \)  |
| \( M \) | \( \text{span}\{e_1^*, e_2^*\} \) | \( \text{span}\{e_1^*, e_2^*\} \) | \( \text{span}\{e_1^*, e_2^*\} \) | \( \text{span}\{e_1^*, e_2^*\} \) |
| \( \{a_{i, j}\} \) | \( \emptyset \)                   | \( \{a_{2, 1} = a\} \)            | \( \{a_{1, 1} = a\} \)            | \( \{a_{1, 1} = a, a_{2, 1} = b\} \) |

Let \( e_1 = (1, 0) \) and \( e_2 = (0, 1) \). One natural choice of a set of generalized torus seeds for this family of generalized cluster algebras is

\[
\mathbf{s}_{\mathcal{A}_{(2, 2), (1, 1)}} := \{(e_1, (1, 1)), (e_2, (1, 1))\},
\]

\[
\mathbf{s}_{\mathcal{A}_{(2, 1), (1, 2)}} := \{(e_1, (1, 1)), (e_2, (1, a, 1))\},
\]

\[
\mathbf{s}_{\mathcal{A}_{(1, 2), (2, 1)}} := \{(e_1, (1, a, 1)), (e_2, (1, 1))\},
\]

\[
\mathbf{s}_{\mathcal{A}_{(1, 1), (2, 2)}} := \{(e_1, (1, a, 1)), (e_2, (1, b, 1))\}.
\]

For this set of generalized torus seeds, we have

\[
\mathfrak{D}_{\text{in}, \mathcal{A}_{(2, 2), (1, 1)}} = \left\{ \left( (1, 0)^{\perp}, 1 + z^{(0, 2)} \right), \left( (0, 1)^{\perp}, 1 + z^{(-2, 0)} \right) \right\},
\]

\[
\mathfrak{D}_{\text{in}, \mathcal{A}_{(2, 1), (1, 2)}} = \left\{ \left( (1, 0)^{\perp}, 1 + z^{(0, 1)} \right), \left( (0, 1)^{\perp}, 1 + az^{(-2, 0)} + z^{(-4, 0)} \right) \right\},
\]

\[
\mathfrak{D}_{\text{in}, \mathcal{A}_{(1, 2), (2, 1)}} = \left\{ \left( (1, 0)^{\perp}, 1 + az^{(0, 2)} + z^{(0, 4)} \right), \left( (0, 1)^{\perp}, 1 + z^{(-1, 0)} \right) \right\},
\]

\[
\mathfrak{D}_{\text{in}, \mathcal{A}_{(1, 1), (2, 2)}} = \left\{ \left( (1, 0)^{\perp}, 1 + az^{(0, 1)} + z^{(0, 2)} \right), \left( (0, 1)^{\perp}, 1 + bz^{(-1, 0)} + z^{(-2, 0)} \right) \right\}.
\]
Figure 1. The known ordinary cluster scattering diagram for $\mathcal{A}_{(2,2),(1,1)}$ and partially computed generalized cluster scattering diagrams for $\mathcal{A}_{(1,2),(2,1)}, \mathcal{A}_{(2,1),(1,2)},$ and $\mathcal{A}_{(1,1),(2,2)}$ discussed in Example 3.20.

Let $f_{\sigma_n^+} = 1 + z^{(0,0)},$ $f_{\sigma_n^-} = 1 + z^{(-2,0)},$ $f_{\sigma_n^{2n}} = 1 + z^{(-2n,2(n+1))},$ $f_{\sigma_n^{2n+1}} = 1 + z^{(-2(n+1),2n)}$ and 

\[f = \frac{1}{(1-z^{(-2,2)})^2}\]
Table in Fig. 1 shows the known cluster scattering diagram for $A_{(2,2),(1,1)}$ and partially computed cluster scattering diagrams for $A_{(1,2),(2,1)}$, $A_{(2,1),(1,2)}$, and $A_{(1,1),(2,2)}$. While Theorem 3.18 guarantees the existence of consistent generalized cluster scattering diagrams, the wall structures of the diagrams are not explicitly laid out.

Observe that when $a = b = 0$, the generalized cluster scattering diagram for $A_{(1,1),(2,2)}$ reduces to the known cluster scattering diagram for $A_{(2,2),(1,1)}$, where the wall-crossing automorphisms are known. See [53] for the $X$ setting, and [11, Figure 2] for the $A$ setting. For $A_{(1,2),(2,1)}$, $A_{(2,1),(1,2)}$, and $A_{(1,1),(2,2)}$, the incoming walls can be computed by definition and the outgoing walls in the cluster complex follow from the generalized mutation rule. It is difficult, however, to determine what wall-crossing automorphism $f$ should be attached to the limiting ray to make the diagram consistent.

### 3.3. Mutation Invariance of Generalized Cluster Scattering Diagrams

We must slightly tweak the mutation of ordinary scattering diagrams. We use the same definitions of $H_{k,+}$ and $H_{k,-}$, but modify the definition of $T_k$ and the procedure for applying $T_k$ as follows:

**Definition 3.21.** We define the piecewise linear transformation $T_k : M^\circ \to M^\circ$ as

$$T_k(m) := \begin{cases} 
  m + r_kv_k \langle d_k e_k, m \rangle & m \in H_{k,+} \\
  m & m \in H_{k,-}
\end{cases}$$

As before, we sometimes use the shorthand $T_{k,-}$ and $T_{k,+}$ to refer to $T_k$ in, respectively, the regions $H_{k,+}$ and $H_{k,-}$.

**Definition 3.22.** The scattering diagram $T_k(D_s)$ is obtained from $D_s$ via the following procedure:

1. For each wall $(\mathfrak{v}, f_0)$ in $D_s$ other than $\mathfrak{v}_k := (e_k^+, 1 + a_1 z^{v_k} + \cdots + a_{r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k})$, there are either one or two corresponding walls in $T_k(D_s)$. If $\dim(\mathfrak{v} \cap H_{k,-}) \geq \text{rank}(M) - 1$, then add to $T_k(D_s)$ the wall $(T_k(\mathfrak{v} \cap H_{k,-}), T_{k,-}(f_0))$ where the notation $T_{k,\pm}(f_0)$ indicates the formal power series obtained by applying $T_{k,\pm}$ to the exponent of each term of $f_0$. If $\dim(\mathfrak{v} \cap H_{k,+}) \geq \text{rank}(M) - 1$, add the wall $(T_k(\mathfrak{v} \cap H_{k,+}), T_{k,+}(f_0))$.

2. The wall $\mathfrak{v}_k$ in $D_s$ becomes the wall $\mathfrak{v}_k' = (e_k^+, 1 + a_1 z^{-v_k} + \cdots + a_{r_k-1} z^{-(r_k-1)v_k} + z^{-r_k v_k})$ in $T_k(D_s)$.

**Example 3.23.** Consider the generalized cluster algebra

$$A \left( x, y, \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \begin{bmatrix} 3 & 0 \\ 0 & 1 \end{bmatrix}, ((1, a, a, 1), (1, 1)) \right)$$

with seed data $s = (((1, 0), (1, a, a, 1)), ((0, 1), (1, 1)))$. Note that the injectivity assumption is satisfied in this example. For this algebra, we have $r_1 = 3$, $r_2 = 1$, and $d_1 = d_2 = 1$. By definition, this means that

$$\epsilon_{12} = \{e_1, e_2\} d_2 = 1$$

$$\epsilon_{21} = \{e_2, e_1\} d_1 = -1$$
\[ v_1 = p_1^*((1, 0)) = (0, 1) \]
\[ v_2 = p_1^*((0, 1)) = (-1, 0) \]

and the initial cluster scattering diagram is
\[ \mathcal{D}_{\text{in}, s} = \left\{ ((1, 0), 1 + z^{(-1,0)}), ((0, 1), 1 + az^{(0,1)} + az^{(0,2)} + z^{(0,3)}) \right\}. \]

Adding walls to make \( \mathcal{D}_{\text{in}, s} \) consistent, we obtain the following:

By definition, we have the half-planes
\[ \mathcal{H}_{2,+} = \left\{ (0, y) : y > 0 \right\} \]
\[ \mathcal{H}_{2,-} = \left\{ (0, y) : y < 0 \right\} \]
which are shown on \( \mathcal{D}_s \) in blue, for \( \mathcal{H}_{2,+} \), and red, for \( \mathcal{H}_{2,-} \). To mutate in direction \( k = 2 \), we will use the linear transformation
\[ T_2(m) = \begin{cases} 
  m + (-1, 0) & m \in \mathcal{H}_{2,+} \\
  m & m \in \mathcal{H}_{2,-}. 
\end{cases} \]

Because \( T_2 \) fixes the walls in \( \mathcal{H}_{2,-} \), the only walls that change under \( T_2 \) are \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \cap \mathbb{R}_{\geq 0}(0, 1) \). Because the support of \( \mathcal{D}_1 \) is \( e_2^+ = (1, 0) \), it is transformed via the procedure outlined in (2) of Definition 3.22 and becomes
\[ \mathcal{D}_1' = (e_2^+, 1 + z^{(1,0)}) \]

To determine the image of \( \mathcal{D}_2 \cap \mathbb{R}_{\geq 0}(0, 1) \), we compute

\[ T_2((0, 1)) = (0, 1) + (-1, 0) = (-1, 1) \]

Because \( T_2 \) is a linear transformation, we know that \( T_2((0, 2)) = (-2, 2) \) and \( T_2((0, 3)) = (-3, 3) \). As such,
\[ T_2(\mathcal{D}_2 \cap \mathbb{R}_{\geq 0}(0, 1)) = (\mathbb{R}_{\geq 0}(-1, 1), 1 + a^{(-1,1)} + az^{(-2,2)} + z^{(-3,3)}) \]

and we draw \( T_2(\mathcal{D}_s) \) as
where $f_{02}, f_{03}, f_{04}, f_{05},$ and $f_{06}$ are the same automorphisms as in $\mathcal{D}_s$. We can also compute the new basis vectors $e'_1$ and $e'_2$ using Definition 3.5:

\begin{align*}
e'_1 &= e_1 + r_2 \epsilon_{12} + e_2 \\
&= (1, 0) + (0, 1) \\
&= (1, 1) \\
ne'_2 &= -e_2 = (0, -1).
\end{align*}

Because $\mathcal{A}$ has exchange polynomials with reciprocal coefficients, the exchange polynomial coefficients are fixed under mutation. So we have $\mu_2(s) = (((1, 1), (1, a, a, 1)), ((0, -1), (1, 1)))$.

Recall that by definition, the basis vectors $e_1 = (1, 0)$ and $e_2 = (0, 1)$ of the original torus seed $s$ form a basis for the lattice $N$. Observe that the vectors $e'_1 = (1, 1)$ and $e'_2 = (0, -1)$ obtained via torus seed mutation are another choice of basis for $N$.

Each cluster mutation $\mu_k$ can be defined by a triple $(n, m, r) \in N \times M \times \mathbb{Z}_{\geq 0}$ with $\langle n, m \rangle = 0$. Emulating the notation of [30], we denote this mutation as $\mu_{(n, m, r)}$. It is defined by the pullback

\[ \mu^*_{(n, m, r)}(z^m) = z^{m'} \left( 1 + a_1 z^m + \cdots + a_{r-1} z^{(r-1)m} + z^{rm} \right)^{(n, m')} \]

where $a_1, \ldots, a_{r-1}$ are scalars and $r \in \mathbb{Z}_{\geq 0}$.

Recall from Sect. 2.3 that we refer to the max-plus tropicalization of $\mathbb{Z}$ as the Fock–Goncharov tropicalization and denote it as $\mathbb{Z}^T$. Let $\mu : T_N \to T_N$ be a positive birational map. Then $\mu^T : N \to N$ denotes the induced map $T_N(\mathbb{Z}^T) \to T_N(\mathbb{Z}^T)$.

**Proposition 3.24.** (Analogue of Proposition 2.4 of [33]) The map $T_k : M^\circ \to M^\circ$ given in Definition 3.21 is the Fock–Goncharov tropicalization of the map $\mu_{(v_k, d_k e_k, r_k)}$.

**Proof.** The map $\mu_{(d_k e_k, v_k, r_k)} : T_{M^\circ} \to T_{M^\circ}$ is defined by the pullback

\[ \mu^*_{(v_k, d_k e_k, r_k)}(z^m) = z^m \left( 1 + a_1 z^v_k + \cdots + a_{r_k-1} z^{(r_k-1)v_k} + z^{r_k v_k} \right)^{(d_k e_k, m)} \]
By definition, \( \mu_{\langle d_k e_k, v_k, r_k \rangle} \) has Fock–Goncharov tropicalization
\[
\mu_{\langle d_k e_k, v_k, r_k \rangle}^T : N \to N
\]
\[
x \mapsto x + r_k \langle d_k e_k, x \rangle v_k.
\]
Observe that when \( x \in \mathcal{H}_k, - \), then \( \langle d_k e_k, x \rangle \leq 0 \) and the above map reduces to \( x \mapsto x \). When \( x \in \mathcal{H}_k, + \), then \( \langle d_k e_k, x \rangle \geq 0 \) and the map reduces to \( x \mapsto x + r_k v_k \langle d_k e_k, x \rangle \). Hence, the tropicalization agrees exactly with our definition of \( T_k \), as desired. \( \square \)

**Theorem 3.25.** ([33, Theorem 1.24]) If the injectivity assumption holds, then \( T_k(\mathcal{D}_s) \) is a consistent scattering diagram for \( N^+_{\mu_k(s)} \). Moreover, the diagrams \( \mathcal{D}_{\mu_k(s)} \) and \( T_k(\mathcal{D}_s) \) are equivalent.

We need to show that \( T_k(\mathcal{D}_s) \) is a scattering diagram for \( g_{\mu_k(s)} \) and \( N^+_{\mu_k(s)} \). As in the ordinary case, the major technical hurdle in doing so is the fact that the wall-crossing automorphisms of \( \mathcal{D}_s \) and \( \mathcal{D}_{\mu_k(s)} \) live in different completed monoid rings. Those in \( \mathcal{D}_s \) live in \( \overline{R[P]} \), where \( P \) is the monoid generated by \( \{v_i\}_{i \in I_{af}} \). Those in \( \mathcal{D}_{\mu_k(s)} \) live, instead, in \( \overline{R[P']} \), where \( P' \) is the monoid generated by \( \{v'_i\}_{i \in I_{af}} \).

To overcome this difficulty, we define an additional monoid \( \overline{P} \) which contains both \( P \) and \( P' \). Let \( \sigma \subseteq M^0 \) be a top-dimensional cone which contains the vectors \( \{v_i\}_{i \in I_{af}} \) and \( -v_k \), such that \( \sigma \cap (-\sigma) = \mathbb{R}v_k \). For a fixed choice of \( \sigma \), let \( \overline{P} := \sigma \cap M^0 \) and \( J = \overline{P} \cap \mathbb{R}v_k = \overline{P} \setminus \overline{P}^\times \).

Even after choosing an appropriate monoid \( \overline{P} \), we still have to deal with the fact that the wall-crossing automorphism associated to the wall
\[
\mathcal{D}_k = (e_k^+, 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{v_k}) =: (e_k^+, f_k)
\]
is an automorphism of the localization \( \overline{R[P]} f_k \) rather than the ring \( \overline{R[P]} \), where the completions are with respect to the ideal \( J \). Let \( p_{\mathcal{D}_k} \in \overline{R[P]} f_k \) denote the automorphism associated with crossing \( \mathcal{D}_k \) from \( \mathcal{H}_k, - \) into \( \mathcal{H}_k, + \). By definition,
\[
p_{\mathcal{D}_k}(z^m) = z^m \langle 1 + a_{k,1} z^{v_k} + \cdots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{v_k} \rangle - \langle d_k e_k, m \rangle.
\]
We can then define
\[
N^+_{s,k} := \left\{ \sum_{i \in I_{af}} a_i e_i \bigg| \begin{array}{c}
  a_i \in \mathbb{Z}_{\geq 0} \text{ for } i \neq k, a_k \in \mathbb{Z}, \text{ and } \\
  \sum_{i \in I_{af} \setminus \{k\}} a_i > 0
\end{array} \right\}.
\]
Because \( s' = (s \setminus \{v_k\}) \cup \{-v_k\} \), the conditions of this definition mean that \( N^+_{s,k} = N^+_{s',k} \). As such, we can use the abbreviated notation \( N^+_{s,k} \) without introducing any ambiguity.

To allow us to work in \( \overline{P} \), we need to slightly modify the definition of a scattering diagram:

**Definition 3.26.** Given the monoid \( \overline{P} \) and ideal \( J \), a wall is a pair \( (\mathcal{D}, f_0) \) such that for some primitive \( n_0 \in N^+_{s,k} \),
1. $f_0 \in \hat{R}[P]$ has the form $1 + \sum_{k=1}^{\infty} c_k z^{kp^*(n_0)}$ and is congruent to 1 mod $J$.

2. and $\mathfrak{d} \subset n^\perp_0 \subset M_R$ is a $(\operatorname{rank}(N) - 1)$-dimensional convex rational polyhedral cone.

For a seed $s$, the slab is $d_k = (e^\perp_k, 1 + a_k, 1 + z v^k + \cdots + a_k, r_k - 1 z^{(r_k - 1) v^k} + z v^k)$.

Because $v^k \in P \times M_R$, the slab does not qualify as a wall under the above definition. So we extend the definition of a scattering diagram $\mathcal{D}$ such that:

1. $\mathcal{D}$ contains a collection of walls and potentially the slab $d_k$, and
2. for $k > 0$, we have $f_0 \equiv 1 \bmod J^k$ for all but finitely many walls of $\mathcal{D}$.

In this modified scattering diagram, crossing a wall or slab $(\mathfrak{d}, f_0)$ induces an automorphism $p^\pm_{f_0} \in \hat{R}[P][f_k]$. Note that the localization at $f_k$ is only really required when crossing $d_k$, as otherwise $f_0$ lives in $\hat{R}[P]$.

The proof of Theorem 3.25 requires the following result:

**Theorem 3.27.** (Analogue of Theorem 1.28 of [33]) There exists a scattering diagram $\overline{\mathcal{D}}_s$ such that

- $\overline{\mathcal{D}}_s \supseteq \mathcal{D}_{m,s}$,
- $\overline{\mathcal{D}}_s \setminus \mathcal{D}_{m,s}$ consists of only outgoing walls,
- and the path-ordered product $p_{\gamma, \mathcal{D}} \in \hat{R}[P][f_k]$ depends only on the endpoints of $\gamma$.

Such $\overline{\mathcal{D}}_s$ is unique up to equivalence. Further, because $\overline{\mathcal{D}}_s$ is also a scattering diagram for $N^+_s$, it is equivalent to $\mathcal{D}_s$. Moreover, this implies that the only wall contained in $e^+_k$ is the slab $d_k$.

The proof given in [33] in the ordinary setting also holds in our generalized setting. Because that proof is quite lengthy, we do not reproduce it here.

We will also need the following definition:

**Definition 3.28.** A codimension two convex rational polyhedral cone $j$ is a joint of the scattering diagram $\mathcal{D}$ if either every wall $\mathfrak{d} \subseteq n^\perp$ that contains $j$ has direction $-p^*(n) = -\{n, \cdot\}$ tangent to $j$ or direction not tangent to $j$. In the first case, where every wall is tangent to $j$, we call the joint parallel. In the second case, we call the joint perpendicular.

We are now prepared to prove Theorem 3.25:

**Proof.** Let $s = \{e_i\}_{i \in I}$ be a fixed choice of generalized torus seed and $s' := \mu_k(s) = \{e'_i\}_{i \in I}$. From Theorem 3.27, we know that the scattering diagrams for $s$ and $s'$ are unique up to equivalence and therefore we can choose representative scattering diagrams $\mathcal{D}_s$ and $\mathcal{D}'_s$.

Notice that if $z^m \in J^i$ for some $i > 0$, then $z^{T_k, \pm(m)} \in J^i$. As such, $T_k(\mathcal{D}_s)$ is also a scattering diagram for the seed $s'$ in the slightly extended sense of Definition 3.26. To use Theorem 3.27 to show that $\mathcal{D}'_s$ and $T_k(\mathcal{D}_s)$ are equivalent, we need to (1) verify that $T_k(\mathcal{D}_s)$ is consistent and (2) show that both diagrams are equivalent to diagrams with the same set of slabs and incoming walls.
We can begin by showing that $T_k(\mathcal{D}_s)$ is consistent. To do so, we need to show that $p_{\gamma,T_k(\mathcal{D}_s)} = id$ for any loop $\gamma$ for which the path-ordered product is defined. Because $\mathcal{D}_s$ is consistent and so by definition $p_{\gamma,\mathcal{D}} = id$ whenever the path-ordered product is defined, one strategy is to show that $p_{\gamma,T_k(\mathcal{D}_s)} = p_{\gamma,\mathcal{D}_s}$ and, therefore, $p_{\gamma,T_k(\mathcal{D}_s)} = id$. In areas of $\mathcal{D}_s$, where $T_k$ is linear, the consistency of a loop in $T_k(\mathcal{D}_s)$ is an immediate consequence of linearity since each wall is crossed either not at all or in both possible directions.

Therefore, we need only be concerned about when $\gamma$ is a loop around a joint $j$ of $\mathcal{D}_s$ which is contained in the slab $\mathfrak{d}_k$. Given such $\gamma$, we can subdivide it as $\gamma = \gamma_1 \gamma_2 \gamma_3 \gamma_4$ where $\gamma_1$ crosses $\mathfrak{d}_k$, $\gamma_2 \subseteq \mathcal{H}_{k,+}$ contains all the crossings of walls in $\mathcal{D}_s$ which contain $j$ and lie in $\mathcal{H}_{k,+}$, $\gamma_3$ crosses $\mathfrak{d}_4$, and $\gamma_4$ contains all the crossings of walls in $\mathcal{D}_s$ that contain $j$ and lie in $\mathcal{H}_{k,-}$. We can also assume that it has a basepoint $Q$ in $\mathcal{H}_{k,-}$.

One example of a possible subdivision of $\gamma$ is shown below:

\[
\begin{align*}
\gamma_1 & \quad \gamma_2 \quad \cdots \quad \gamma_4 \\
\mathcal{H}_{k,+} & \quad \mathcal{H}_{k,-}
\end{align*}
\]

Let $p_{\mathfrak{d}_k}$ denote the wall-crossing automorphism for crossing $\mathfrak{d}_k$ from $\mathcal{H}_{k,-}$ into $\mathcal{H}_{k,+}$. Similarly, let $p_{\mathfrak{d}_k}$ denote crossing $\mathfrak{d}_k'$ from $\mathcal{H}_{k,+}$ into $\mathcal{H}_{k,-}$. Explicitly, we have

\[
p_{\mathfrak{d}_k}(z^m) = z^m \left( 1 + a_k, 1 z^{v_k} + \cdots + a_k, r_k - 1 z^{(r_k - 1)v_k} + z^{-r_k v_k} \right)^-(d_k e_k, m)
\]

\[
p_{\mathfrak{d}_k'}(z^m) = z^m \left( 1 + a_k, 1 z^{-v_k} + \cdots + a_k, r_k - 1 z^{-(r_k - 1)v_k} + z^{-r_k v_k} \right)^-(d_k e_k, m).
\]

Because $\mathfrak{d}_k$ is the only wall contained in $e_k^\perp$, we know that $p_{\gamma_1, \mathcal{D}_s} = p_{\mathfrak{d}_k}$ and $p_{\gamma_3, \mathcal{D}_s} = p_{\mathfrak{d}_k}^{-1}$. Let $\alpha : k[M^o] \to k[M^o]$ be the automorphism $\alpha(z^m) = z^{m + r_k v_k (d_k e_k, m)}$ induced by $T_k, +$. Let $v'_i = p^*(e'_i)$. Because $e'_i = -e_k$, observe that the slab for $s'$ is

\[
\mathfrak{d}_k' = \left( e_k^\perp, 1 + a_k, 1 z^{v_k} + \cdots + a_k, r_k - 1 z^{(r_k - 1)v_k} + z^{r_k v_k} \right)
\]

\[
= \left( e_k^\perp, 1 + a_k, 1 z^{-v_k} + \cdots + a_k, r_k - 1 z^{-(r_k - 1)v_k} + z^{-r_k v_k} \right).
\]

We can then observe the following relationships:

\[
p_{\gamma_1, T_k(\mathcal{D}_s)} = p_{\mathfrak{d}_k'}
\]

\[
p_{\gamma_2, T_k(\mathcal{D}_s)} = \alpha \circ p_{\gamma_2, \mathcal{D}_s} \circ \alpha^{-1}
\]

\[
p_{\gamma_3, T_k(\mathcal{D}_s)} = p_{\mathfrak{d}_k'}^{-1}
\]
So we have

\[ p_{\gamma, T_k(\mathcal{D}_a)} = p_{\gamma, \mathcal{D}_a}. \]

and showing that \( p_{\gamma, \mathcal{D}_a} = p_{\gamma, T_k(\mathcal{D}_a)} \) reduces to showing that \( \alpha^{-1} \circ \gamma_{\mathcal{D}_a} = \gamma_{\mathcal{D}_a} \). Using the fact that \( a_{k,i} = a_{k,r_k-i} \), observe that

\[
\alpha^{-1} \left( \gamma_{\mathcal{D}_a}(z^m) \right) = \alpha^{-1} \left( z^m \left( 1 + a_{k,1}z^{-v_k} + \cdots + a_{k,r_k-1}z^{-(r_k-1)v_k} + z^{-r_kv_k} \right)^{(d_k e_k, m)} \right)
\]

\[
= z^{m-r_kv_k} \left( 1 + a_{k,1}z^{-v_k} + \cdots + a_{k,r_k-1}z^{-(r_k-1)v_k} + z^{-r_kv_k} \right)^{(d_k e_k, m)}
\]

\[
= z^{m} \left( z^{r_kv_k} \left( 1 + a_{k,1}z^{-v_k} + \cdots + a_{k,r_k-1}z^{-(r_k-1)v_k} + z^{-r_kv_k} \right)^{(d_k e_k, m)} \right)
\]

\[
= z^{m} \left( z^{r_kv_k} + a_{k,1}z^{(r_k-1)v_k} + \cdots + a_{k,r_k-1}z^{v_k} + 1 \right)^{(d_k e_k, m)}
\]

\[
= z^{m} \left( z^{r_kv_k} + a_{k,r_k-1}z^{(r_k-1)v_k} + \cdots + a_{k,1}z^{v_k} + 1 \right)^{(d_k e_k, m)}
\]

\[
= \gamma_{\mathcal{D}_a}(z^m),
\]

as desired. As such, we have that \( p_{\gamma, \mathcal{D}_a} = p_{\gamma, T_k(\mathcal{D}_a)} \) and, therefore, \( p_{\gamma, T_k(\mathcal{D}_a)} = \text{id} \) and \( T_k(\mathcal{D}_a) \) is consistent.

Next, we want to show that \( T_k(\mathcal{D}_a) \) and \( \mathcal{D}_{s'} \) have, up to equivalence, the same set of slabs and incoming walls. Recall that \( \mathcal{D}_{\text{in}, s'} \) contains only the slab and incoming walls of \( \mathcal{D}_{s'} \), so it will suffice to show that the incoming walls and slab of \( T_k(\mathcal{D}_a) \) appear in \( \mathcal{D}_{\text{in}, s} \).

First, observe that if \( \sigma \subseteq n^- \) is an outgoing wall in \( \mathcal{D}_a \), then it is mapped to an outgoing wall in \( T_k(\mathcal{D}_a) \). This follows from the definition—recall that \( \sigma \) is outgoing if \( p_1(n) \not\in \sigma \). Because \( T_k \) is injective, having \( p_1(n) \not\in \sigma \) implies \( T_k(p_1(n)) \not\in T_k(\sigma) \). Hence, we need only consider the slab and incoming walls of \( T_k(\mathcal{D}_a) \). Equivalently, we consider the walls of \( T_k(\mathcal{D}_{\text{in}, s}) \).

Recall that the slab for \( s' \) is \( \sigma'_{s'} = \left( e_{k+1}^1, 1 + a_{k,1}z^{-v_k} + \cdots + a_{k,r_k-1}z^{-(r_k-1)v_k} + z^{-r_kv_k} \right) \), which appears in both \( \mathcal{D}_{\text{in}, s'} \) and \( T_k(\mathcal{D}_{\text{in}, s}) \) by definition. Next, we consider the walls \( \sigma_i = \left( e_{k+1}^i, 1 + a_{i,1}z^{v_i} + \cdots + z^r v_i \right) \) for \( i \neq k \). To do so, we need to divide our argument into three cases based on whether \( \langle v_i, e_k \rangle \) is positive, zero, or negative. Because \( \sigma_i \) is an incoming wall, it will necessarily lie in both \( \mathcal{H}_{k,+} \) and \( \mathcal{H}_{k,-} \).

**Case 1:** If \( \langle e_k, v_i \rangle = 0 \), then the two halves of \( \sigma_i \in \mathcal{D}_{\text{in}, s} \) are mapped to the walls

\[
((e_{k+1}^i \cap \mathcal{H}_{k,+}), 1 + a_{i,1}z^{T_{i,+}(v_i)} + \cdots + a_{i,r_i-1}z^{T_{k,+}(r_i-1)v_i} + z^{T_{k,+}(r_i v_i)}),
\]
\[(e_i^\perp \cap \mathcal{H}_{k,-}), 1 + a_i, z T_{k,-}(v_i) + \cdots + a_{i,r_i-1} z T_{k,-}((r_1-1)v_i) + z T_{k,-}(r_i v_i)\]

whose union is the wall
\[(e_i^\perp, 1 + a_i, z v_i + \cdots + a_{i,r_i-1} z^{(r_i-1)}v_i + z^r v_i)\]

because having \(\langle v_i, e_k \rangle = 0\) means that \(v'_i = T_k,+(v_i) = v_i\). Because \(e'_i = e_i\), the above wall in \(T_k(\mathcal{D}_{in,s})\) is the same as the wall
\[(e'_i^\perp, 1 + a_i, z v'_i + \cdots + a_{i,r_i-1} z^{(r_i-1)}v'_i + z^r v_i'),\]

which we know by definition appears in \(\mathcal{D}_{in,s'}\).

**Case 2:** Suppose \(\langle e_k, v_i \rangle > 0\). We must consider where \(\mathfrak{d}_i \cap \mathcal{H}_{k,+}\) is mapped by \(T_k\). This portion of \(\mathfrak{d}_i\) becomes the wall
\[\mathfrak{d}_{i,+} := (T_k(\mathcal{H}_{k,+} \cap e_i^\perp), 1 + a_i, z^{T_{i,+}(v_i)} + \cdots + a_{i,r_i-1} z^{T_{i,+}((r_1-1)v_i)} + z T_{i,+}(r_i v_i))\]

in \(T_k(\mathcal{D}_s)\). To see that \(\mathfrak{d}_{i,+}\) is incoming in \(T_k(\mathcal{D}_{in,s})\), observe that \(p_i^+(e_i) = v_i \in (\mathcal{H}_{k,+} \cap e_i^\perp)\) and therefore \(T_k(p_i^+(e_i)) = T_k(v_i) \in \mathfrak{d}_{i,+}\). To argue that \(\mathfrak{d}_{i,+}\) also appears as an incoming wall in \(\mathcal{D}_{s'}\), we need to show that \(T_k(\mathcal{H}_{k,+} \cap e_i^\perp) \subseteq (e_i^\perp)^\perp\) and that \(T_k,+(v_i) = v'_i\). Observe that for \(m \in \mathcal{H}_{k,+} \cap e_i^\perp\),
\[
\langle e'_i, T_k(m) \rangle = \langle e_i + r_k[e_{ik}]+e_k, m + r_k v_k d_k e_k, m \rangle
= \langle e_i, m \rangle + \langle e_i, r_k v_k \langle d_k e_k, m \rangle + \langle r_k[e_{ik}]+e_k, m \rangle
+ \langle r_k[e_{ik}]+e_k, r_k v_k \langle d_k e_k, m \rangle \rangle
= r_k \langle d_k e_k, m \rangle \langle e_i, v_k \rangle + \langle r_k[e_{ik}]+e_k, m \rangle
= r_k \langle d_k e_k, m \rangle \langle e_i, p_i^+(e_k) \rangle + r_k d_k \langle e_i, e_k \rangle \langle e_k, m \rangle
= r_k d_k \langle e_k, e_i \rangle \langle e_k, m \rangle + r_k d_k \langle e_i, e_k \rangle \langle e_k, m \rangle
= r_k d_k \langle e_k, e_i \rangle \langle e_k, m \rangle \{e_k, e_i \} + \{e_i, e_k \}
= 0
\]

and, therefore, \(T_k(m) \in (e_i^\perp)^\perp\). Next, observe that
\[
T_k,+(v_i) = v_i + r_k v_k \langle d_k e_k, v_i \rangle
= v_i + r_k d_k v_k \langle e_k, p_i^+(e_k) \rangle
= v_i + r_k d_k v_k \{e_i, e_k \}
= v_i + r_k e_{ik} v_k
= p_i^+(e_i) + r_k e_{ik} p_i^+(e_k)
= \{e_i, \cdot \} + r_k e_{ik} \{e_k, \cdot \}
= \{e_i + r_k e_{ik} e_k, \cdot \}
= \{e'_i, \cdot \}
= p_i^+(e'_i)
= v'_i.
\]

As such, \(\mathfrak{d}_i \cap \mathcal{H}_{k,+} \in \mathcal{D}_s\) is mapped to the wall
\[\mathfrak{d}_i' = (T_k(\mathcal{H}_{k,+} \cap e_i^\perp), 1 + a_i, z v'_i + \cdots + a_{i,r_i-1} z^{(r_i-1)}v'_i + z v'_i) \in T_k(\mathcal{D}_{in,s}),\]
which is half of the wall
\[
\left((e'_i)^\perp, 1 + a_{i,1}z^{v'_i} + \cdots + a_{i,r_i-1}z^{(r_i-1)v'_i} + z^{v'_i}\right) \in \mathcal{D}_{\text{in},s'}.
\]

**Case 3:** Finally, let \(\langle e_k, v_i \rangle < 0\). The half of \(\mathcal{D}_i\) with support \(\mathcal{D}_i \cap \mathcal{H}_{k,-}\) is mapped by \(T_k\) to
\[
\mathcal{D}'_{i,-} := \left(T_k(\mathcal{H}_{k,-} \cap e_i^\perp), 1 + a_{i,1}z^{T_{k,-}(v_i)} + \cdots + a_{i,r_i-1}z^{(r_i-1)v_i} + z^{v_i}\right).
\]
Since \(T_{k,-}(m) = m\) for \(m \in \mathcal{H}_{k,-} \cap e_i^\perp\) and \(T_{k,-}(v_i) = v_i\), we have
\[
\mathcal{D}'_{i,-} = \left(\mathcal{H}_{k,-} \cap e_i^\perp, 1 + a_{i,1}z^{v_i} + \cdots + a_{i,r_i-1}z^{(r_i-1)v_i} + z^{v_i}\right).
\]
Because \(\langle e_k, v_i \rangle = \{e_i, e_k\} < 0\), we know that \(e_{ik} = d_k\{e_i, e_k\} < 0\). Therefore,
\[
e'_i = e_i + r_k[e_{ik}]e_k = e_i
\]
\[
v'_i = p^*_i(e'_i) = p^*_i(e_i) = v_i
\]
and so \(\mathcal{D}'_{i,-}\) is simply half of the wall
\[
\left((e'_i)^\perp, 1 + a_{i,1}z^{v'_i} + \cdots + a_{i,r_i-1}z^{(r_i-1)v'_i} + z^{v'_i}\right) \in \mathcal{D}_{\text{in},s'}.
\]

Hence, we see that after dividing some of the walls of \(\mathcal{D}_{\text{in},s'}\) into two halves, the diagrams \(T_k(\mathcal{D}_{\text{in},s})\) and \(\mathcal{D}_{\text{in},s'}\) have the same set of incoming walls. Therefore, up to the same halving of walls, the diagrams \(T_k(\mathcal{D}_s)\) and \(\mathcal{D}_s'\) also have the same set of incoming walls. \(\square\)

### 3.4. Chamber Structure

Analogously to the ordinary case, the generalized \(T_k\) map defined in Sect. 3.3 determines a chamber structure on the generalized cluster scattering diagram \(\mathcal{D}_s\). Because this structure arises in the same manner as in the ordinary case, the exposition in this section will largely focus on stating properties and results that are necessary for proofs in later sections. For more details about the ordinary case, we refer the reader to either Sect. 2.3 or [33].

Let \(T_v\) be the infinite rooted tree defined in Sect. 3.1, \(s_v\) be the generalized torus seed associated to vertex \(v\), and \(w \neq v\) be an arbitrary vertex in \(T_v\). Then the sequence of edge labels \(k_1, \ldots, k_l\) on a simple path between \(v\) and \(w\) determine a map \(T_w = T_{k_l} \circ \cdots \circ T_{k_1} : M^\mathbb{R} \to M^\mathbb{R}\), where each \(T_{k_i}\) is defined with respect to the basis vector \(e_{k_i}\) in the mutated generalized torus seed \(\mu_{k_{i-1}} \circ \cdots \circ \mu_{k_1}(s_v)\) rather than the original generalized torus seed \(s_v\). It follows from Theorem 3.25 that \(T_w(\mathcal{D}_s) = \mathcal{D}_{s_w}\), where \(s_w\) denotes a generalized torus seed associated with the vertex \(w\).

Let \(\Sigma\) be a set of generalized fixed data that satisfies the injectivity assumption and \(s\) be a choice of associated generalized torus seed. By construction, \(\mathcal{D}_s\) must include a collection of incoming walls with support \(\{e_k^\perp\}_{k \in I_{uf}}\). As in the ordinary case, we define
\[
C^+_s := \{m \in M^\mathbb{R} : \langle e_i, m \rangle \geq 0 \text{ for all } i \in I_{uf}\},
\]
\[
C^-_s := \{m \in M^\mathbb{R} : \langle e_i, m \rangle \leq 0 \text{ for all } i \in I_{uf}\},
\]
and refer to $C^+_s$ as the positive chamber. The chambers $C^+_s$ are closures of connected components of $M_\mathbb{R}\setminus \text{Supp}(\mathcal{D}_s)$. Let $C^+_{\mu_k(s)}$ denote the chambers where either all $\langle e'_i, m \rangle \geq 0$ or $\langle e'_i, m \rangle \leq 0$, respectively. Then $C^+_{\mu_k(s)}$ is similarly the closure of a connected component of $M_\mathbb{R}\setminus \text{Supp}(\mathcal{D}_{\mu_k(s)})$. Hence, $T_k^{-1}(C^+_{\mu_k(s)})$ is the closure of a connected component of $M_\mathbb{R}\setminus \text{Supp}(\mathcal{D}_s)$ which shares a codimension one face, given by $e^+_k$, with $C^+_s$. This extends to generalized torus seeds related to $s$ by longer mutation sequences. Let $w$ be a vertex of $\mathfrak{T}_s$ that is reachable from the root vertex via a simple path of arbitrary length. It follows from Theorem 3.25 and the previous paragraph that $C^+_w := T_w^{-1}(C^+_s)$ is a closure of a connected component of $M_\mathbb{R}\setminus \text{Supp}(\mathcal{D}_s)$. It is important to note, however, that the collection of cones $C^+_w$ will not always form a dense subset of $M_\mathbb{R}$.

Let $C^+_w$ denote the chamber of $\text{Supp}(\mathcal{D}_s)$ which corresponds to the vertex $w \in \mathfrak{T}_s$ and $\Delta^+_s$ denote the collection of chambers $C^+_w$ as $w$ runs over the vertices of $\mathfrak{T}_s$. As before, we refer to elements of $\Delta^+_s$ as cluster chambers. This chamber structure coincides with the natural generalization of the Fock–Goncharov cluster complex.

Definition 3.29. (Analogue of Definition 2.14 of [16]) Fix a set of generalized fixed data $\Sigma$ and an associated generalized torus seed $s$. Then for a generalized torus seed $s' = \{(e'_i, (a'_{i,j}))\}$ which is reachable via a mutation sequence from $s$, the Fock–Goncharov cluster chamber associated to $s'$ is the subset $\{x \in \mathcal{A}^\vee(\mathbb{R}^T) : (z^{e'_i})^T(x) \leq 0 \text{ for all } i \in I_{\text{uf}}\}$ which is identified with the subset $\{x \in \mathcal{A}^\vee(\mathbb{R}^t) : (z^{e_i})^t(x) \leq 0 \text{ for all } i \in I_{\text{uf}}\}$ via the canonical sign-change map $i : \mathcal{A}^\vee(\mathbb{R}^T) \to \mathcal{A}^\vee(\mathbb{R}^t)$.

Lemma 3.30. (Analogue of Lemma 2.10 of [33]) Let $\Sigma$ be a set of generalized fixed data which satisfies the injectivity assumption and $s$ be an accompanying choice of generalized torus seed. Let $s' = \{(e'_i, (a'_{i,j}))\}$ be a distinct generalized torus seed which is reachable via some mutation sequence from $s$. Then the positive chamber $C^+_s \subset M_{\mathbb{R}, s'}^o = \mathcal{A}^\vee(\mathbb{R}^T)$ (which can be identified with $\mathcal{A}^\vee(\mathbb{R}^t)$ via the sign-change map $i$) is the Fock–Goncharov cluster chamber associated to $s'$. Therefore, the Fock–Goncharov cluster chambers are the maximal cones of a simplicial fan and $\Delta^+$ is identified with $\Delta^+_s$ for every choice of generalized torus seed $s$ which gives an identification of $\mathcal{A}^\vee(\mathbb{R}^T)$ with $M_{\mathbb{R}, s}^o$.

Proof. The proof given by [33] holds in the generalized setting, because we showed in Proposition 3.24 that our modified $T_k$ map is the Fock–Goncharov tropicalization of the generalized mutation map $\mu_{(v_k, d_k, e_k, r_k)}$. $\square$

It follows from the previous proposition, when the injectivity assumption holds, that:

Theorem 3.31. (Analogue of Theorem 2.13 of [33]) For any set of initial data, the Fock–Goncharov cluster chambers in $\mathcal{A}^\vee(\mathbb{R}^T)$ are the maximal cones of a simplicial fan.
3.5. Principal Coefficients

The injectivity assumption is not satisfied in most cases. We can still handle those cases when we include principal coefficients in the setting. We will now rephrase the construction for generalized cluster algebras with principal coefficients.

**Definition 3.32.** Given generalized fixed data $\Gamma$, the generalized fixed data $\Gamma_{\text{prin}}$ for the principal coefficient case is defined in the same way as for ordinary cluster algebras, with the additional requirement that $\tilde{r} = (r, r)$, i.e. that $\tilde{r}$ consists of two copies of $r$ with $\tilde{r}_i = r_i$ for $i \in I$, and we now include the collection $\{a_{i,j}\}_{i \in I, j \in [r_i - 1]}$.

**Definition 3.33.** Given a generalized torus seed $s$, the generalized torus seed with principal coefficients is defined as

$$s_{\text{prin}} := \tilde{s} = \{(e_i, 0), (0, f_i), a_i\}_{i \in I}.$$  

We can then use these updated definitions to define the cluster varieties with principal coefficients. Recall that we work over the ring $R = \mathbb{k}[a_{i,j}]$.

**Definition 3.34.** Given a generalized torus seed $s$, we define the associated algebraic tori

$$X_{s_{\text{prin}}} := T_{\tilde{N}}(R) = \text{Spec } \mathbb{k}[\tilde{N}] \times \text{Spec}(R),$$

$$A_{s_{\text{prin}}} := T_{\tilde{M}}(R) = \text{Spec } \mathbb{k}[\tilde{M}] \times \text{Spec}(R).$$

The generalized $A$ cluster variety with principal coefficients and generalized $X$ cluster variety with principal coefficients are then defined as in the ordinary case.

As before, the generalized $A$-variety is given by the fiber $A_e$ and the generalized $X$-variety is given by the quotient $A_{\text{prin}}/T_{N^*}$.

**Proposition 3.35.** (Analogue of Proposition B.2 of [33]) Given a set of generalized fixed data $\Gamma$:

1. There is the following commutative diagram, where the dotted arrows are only present if there are no frozen variables:

   $$\begin{array}{ccc}
   A_t & \longrightarrow & A_{\text{prin}} \\
   \downarrow & & \downarrow \bar{p} \\
   T_M & \longrightarrow & T_{\tilde{M}} \\
   \pi & & \lambda \\
   t & \longrightarrow & T_M \end{array}$$

   where $t$ is any point in $T_M$, $e \in T_M$ is the identity, and $p$ is an isomorphism which is canonical if there are no frozen variables.

2. There is a torus action of $T_{N^*}$ on $A_{\text{prin}}$; $T_{K^*_{0}}$ on $A$; $T_{N^*_{uf}}$ on $X$; and $T_{K^*_{0}}$ on $A_{\text{prin}}$, where $K^*$ is the kernel of the map $N^* \oplus M \rightarrow N^*_{uf}$ given by $(n, m) \mapsto p_2^*(n) - m$. The action of $T_{N^*}$ and $T_{K^*_{0}}$ on $T_M$ is such that the map $\pi : A_{\text{prin}} \rightarrow T_M$ is $T_{N^*}$-equivariant and $T_{K^*_{0}}$-equivariant. The map
\[ \tilde{\pi} : A_{\text{prin}} \to \mathcal{X} = A_{\text{prin}}/T_{N^0} \text{ is a } T_{N^0}\text{-torsor. Furthermore, there is a map } T_{K_0} \to T_{N^0} /_{\text{prin}} \text{ such that } \tilde{\pi} \text{ is compatible with the actions of these tori on, respectively, } A_{\text{prin}} \text{ and } \mathcal{X}. \text{ Hence, } \tau : A_{\text{prin}} \to \mathcal{X}/T_{N^0} /_{\text{prin}} \text{ is a } T_{K_0}\text{-torsor.} \]

\textbf{Proof.} Because the map definitions remain the same, the proof given in [33] holds in the generalized setting. \hfill \square

**Remark 3.36.** In Sect. 5.2, we will define theta functions in both the \( A \) and \( \mathcal{X} \) cases. Here, we briefly preview the content of Lemma 5.15. From the discussion above, \( A_{\text{prin}} \) is a \( T_{N^0}\)-torsor over \( \mathcal{X} \). Hence, the global functions on \( \mathcal{X} \) are given by \( T_{N^0}\)-invariant global monomials \( \vartheta \) on \( A_{\text{prin}} \), where \( m \) lies in the cluster complex of \( A_{\text{prin}} \) and in the slice \( w^{-1}(0) \) for \( w : (m, n) \mapsto m - p^*(n) \). This leads to the slicing that we will illustrate in Example 3.38. We can further understand the discussion in terms of mutation maps. In the \( A_{\text{prin}} \) case, the \( A \) mutation in direction \( k \) given in Equation (8) is

\[
\mu_k^* z^{(m, n)} = z^{(m, n)} \left( 1 + a_{k, 1} z^{(v_k, e_k)} + \cdots + a_{k, r_k - 1} z^{(r_k - 1) \cdot (v_k, e_k)} \right) - \langle (d_k e_k, 0), (m, n) \rangle,
\]

for \((m, n) \in M^0 \oplus N\). Having \((m, n) \in w^{-1}(0)\) implies that \((m, n) = (p^*(n), n)\). This yields the mutation transformation

\[
\mu_k^* z^{(p^*(n), n)} = z^{(p^*(n), n)} \left( 1 + a_{k, 1} z^{(v_k, e_k)} + \cdots + a_{k, r_k - 1} z^{(r_k - 1) \cdot (v_k, e_k)} \right) - \langle (d_k e_k, 0), (p^*(n), n) \rangle + z^{r_k (v_k, e_k)},
\]

By the change of variable \( z^{(p^*(n), n)} \mapsto z^n \), we obtain

\[
\mu_k^* z^n = z^n \left( 1 + a_{k, 1} z^{e_k} + \cdots + a_{k, r_k - 1} z^{(r_k - 1) e_k} + z^{r_k e_k} \right) - \langle (d_k e_k, p^*(n)) \rangle
\]

\[= z^n \left( 1 + a_{k, 1} z^{e_k} + \cdots + a_{k, r_k - 1} z^{(r_k - 1) e_k} + z^{r_k e_k} \right) - \langle n, d_k e_k \rangle
\]

\[= z^n \left( 1 + a_{k, 1} z^{e_k} + \cdots + a_{k, r_k - 1} z^{(r_k - 1) e_k} + z^{r_k e_k} \right) - \langle n, e_k \rangle,
\]

which is precisely the \( \mathcal{X} \) mutation from Equation (9). We further emphasize that the change of variables \( z^{(p^*(n), n)} \mapsto z^n \) exactly matches the treatment in Fomin–Zelevinsky [18] of cluster algebras with principal coefficients, see Eq. (1).

Next, we update the definition of the initial generalized cluster scattering diagram.
**Definition 3.37.** Given a generalized seed $s$, let $\tilde{v}_i := (v_i, e_i) = (p_i^*(e_i), e_i)$. The corresponding initial $A_{\text{prin}}$ scattering diagram, according to Definition 3.17, is of the form

$$\mathcal{D}_{\text{in}, s}^{A_{\text{prin}}} = \left\{ \left( (e_i, 0)^{\perp}, 1 + a_i z^{\tilde{v}_i} + \cdots + a_i, r_i = 1 - z^{r_i - 1} \tilde{v}_i + z^{r_i}, \tilde{v}_i \right) \right\}. $$

The following example examines the scattering diagram $\mathcal{D}_{s}^{A_{\text{prin}}}$ for a generalized cluster algebra with principal coefficients. Beginning with this scattering diagram $\mathcal{D}_{s}^{A_{\text{prin}}}$ for the case with principal coefficients, we outline how to obtain the scattering diagrams for the $A$ and $X$ cases. In this particular two-dimensional example, the $A$ scattering diagram is well defined; however, this is not true in general as the injectivity assumption fails. Formally, we can only define the $A$ and $X$ theta functions in scattering diagrams with principal coefficients, as discussed in Sect. 5.2. One can then construct $A$ and $X$ diagrams which give us the $A$ and $X$ theta functions. The following example illustrates this idea.

**Example 3.38.** Consider the generalized cluster algebra with $B = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$, $d = (1, 1)$, and $[r_{ij}] = \begin{bmatrix} 3 & 0 \\ 0 & 1 \end{bmatrix}$, as in Example 3.4. The generalized fixed data $\Gamma_{\text{prin}}$ has index set $\tilde{I} = I \sqcup I$, $\tilde{I}_{uf} = \{1, 2\}$, $\tilde{d} = (1, 1, 1, 1)$, $\tilde{r} = (3, 1, 3, 1)$ and lattices $\tilde{N} = N \oplus M^\circ$, $\tilde{N}^\circ = N^\circ \oplus M$, $\tilde{M} = M \oplus N^\circ$, and $\tilde{M}^\circ = M^\circ \oplus N$, all of which have basis $\{(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)\}$. By definition, we have

$$\mathcal{D}_{s}^{A_{\text{prin}}} = \left\{ \tilde{\mathcal{D}}_1 = \left( (0, 1, 0, 0)^{\perp}, 1 + z^{(1,0,0,1)} \right), \tilde{\mathcal{D}}_2 = \left( (1, 0, 0, 0)^{\perp}, 1 + az^{(0,1,1,0)} + az^{(0,2,2,0)} + z^{(0,3,3,0)} \right) \right\}$$

which can be completed, using the definition of consistency, to give a generalized cluster scattering diagram for $A_{\text{prin}}$, denoted $\mathcal{D}_{s}^{A_{\text{prin}}}$. Because this diagram is four-dimensional, the figure below shows the projection of $\mathcal{D}_{s}^{A_{\text{prin}}}$ onto $M^\circ$ with labels that indicate the corresponding walls and wall-crossing automorphisms in $A_{\text{prin}}$. To illustrate this projection, consider the wall $\tilde{\mathcal{D}}_1 \in \mathcal{D}_{s}^{A_{\text{prin}}}$ with support $(0, 1, 0, 0)^{\perp} \subset \mathbb{R}^4$, i.e. the three-dimensional hyperplane span$\{(1, 0, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)\}$. When we project from $\tilde{M}_{R}^\circ$ onto $M^\circ_{R}$, the wall $\tilde{\mathcal{D}}_1$ is projected onto $\mathbb{R}(1, 0) \subset \mathbb{R}^2$, i.e. the one-dimensional hyperplane span$\{(1, 0)\}$. Similarly, $\tilde{\mathcal{D}}_2$ is projected onto $\mathbb{R}(0, 1)$, i.e. the one-dimensional hyperplane span$\{(0, 1)\}$.

The $A$ scattering diagram can be obtained from the projection $M^\circ \oplus N \to M$, $(m, n) \mapsto m$. The walls of the $A$ diagram will be the same as in Fig. 2 while the wall functions are of the form $1 + z^m$ rather than $1 + z^{(m, n)}$ listed in Fig. 2.

Next, we can obtain the scattering diagram for $X_s$ from $\mathcal{D}_{s}^{A_{\text{prin}}}$. A full discussion of this construction is laid out in [13, Section 2.2.1]. As in the earlier remark, the idea is to take the slicing

$$w^{-1}(0) = \{ m \in M^\circ : m = p^*(n), n \in N \}$$
of $\mathfrak{D}_s^{A_{\text{prin}}}$. As we later point out in Sect. 5.2, restrictions of path-ordered products to $w^{-1}(0)$ are well defined for paths $\gamma$ that lie entirely in the slice. For example, consider the wall $\tilde{d}_3$ and a path $\tilde{\gamma}$ in $\mathfrak{D}_s^{A_{\text{prin}}}$ as demonstrated in the projection below:

By definition, for $(0, -1, -1, 0)$ lies in the slice, we have

$$p_{\tilde{\gamma}} (z^{(0,-1, -1,0)}) = z^{(0,-1,-1,0)} (1 + z^{(-1,3,3,1)})^{(0,-1,-1,0),(-3,-1,0,0)}$$

$$= z^{(0,-1,-1,0)} (1 + z^{(-1,3,3,1)}) .$$

By change of variables $z^{(p^*(n),n)} \mapsto z^n$, the path-ordered product becomes $p_{\tilde{\gamma}}(z^{(-1,0)}) = z^{(0,-1)}(1 + z^{(3,1)})$, from which we can read off the wall-crossing automorphism for $\mathfrak{d}_3$ as $f_{\tilde{d}_3} = 1 + z^{(3,1)}$. Similar computations for the remaining walls allow us to draw $\mathfrak{D}_s^X$, as follows.
Alternately, note that the wall \( \tilde{\vartheta}_k \) in \( D_s^{\vartheta_{\text{orig}}} \) has support containing either \( \mathbb{R} \cdot (p^*(n), n) \) or \( \mathbb{R}_{\geq 0} \cdot (p^*(n), n) \). Hence, in this 2-dimensional setting the wall \( \vartheta_k \) in \( D_s \) has support given by either \( \mathbb{R} \cdot n \) or \( \mathbb{R}_{\geq 0} \cdot n \) for \( n \in N \).

3.6. Building \( A_{\text{scat}} \) from a Generalized Cluster Scattering Diagram

In this section, we parallel the exposition in Section 4 of [33], which describes how to build the space \( A_{\text{scat}} \) from an ordinary scattering diagram and then identifies \( A_{\text{scat}} \) with the \( A \) variety. We review relevant portions of their constructions and statements, pointing out where modifications are needed to extend the results to generalized cluster algebras with reciprocal coefficients.

Let \( \Gamma \) be a set of generalized initial data such that the diagram \( D_s \) yields a cluster chamber structure \( \Delta_+^s \). We will often want to discuss multiple copies of the lattices \( N, M, N^\circ, \) and \( M^\circ \) which arise from different choices of seed \( s \). To allow us to distinguish between these copies, we index both the seeds and lattices by either the vertices \( v \) of \( \mathcal{T}_v \) or chambers \( \sigma \) of \( \Delta_+^s \). For example, the seed \( s_v \) gives rise to the diagram \( D_{s_v} \) on the lattice \( M_{R,s_v}^\circ \). The chambers in \( D_{s_v} \) give the Fock–Goncharov cluster complex \( \Delta_+^s \) under the identification \( M_{R,s_v}^\circ = \mathcal{A}^\vee(\mathbb{R}T) \). Because the space \( \mathcal{A}^\vee(\mathbb{R}T) \) is independent of the choice of the initial seed \( s \), there is a canonical bijection between the cluster chambers of \( D_{s_v} \) and \( D_{s_{v'}} \) as a consequence of this identification.

**Definition 3.39.** ([33, Construction 4.1]) Given a seed \( s \), we want to construct a space, \( A_{\text{scat},s} \) using the chambers \( \sigma \in \Delta_+^s \). For distinct \( \sigma, \sigma' \in \Delta_+^s \), there exists a path \( \gamma \) from \( \sigma' \) to \( \sigma \). This path gives rise to an automorphism \( p_{\gamma, \mathcal{D}_s} : \hat{R}[P] \to \hat{R}[P] \) which depends only on the choice of \( \sigma \) and \( \sigma' \) and is independent of choice of path.

For each chamber in \( \Delta_+^s \), attach a copy of the torus \( T_{N^\circ, \sigma} := T_{N^\circ} \). If \( \gamma \) is chosen such that it lies in the support of the cluster complex, then the wall-crossing automorphisms attached to walls crossed by \( \gamma \) are birational maps of \( T_{N^\circ} \). Therefore the path-ordered product \( p_{\gamma, \mathcal{D}_s} \) can be viewed as a well-defined map of fields of fractions \( p_{\gamma, \mathcal{D}_s} : R(M^\circ) \to R(M^\circ) \) which induces a positive birational map \( p_{\sigma, \sigma'} : T_{N^\circ, \sigma} \to T_{N^\circ, \sigma'} \).
The space $A_{\text{scat},s}$ is constructed by gluing the collection of tori \( \{ T_{N^\circ,\sigma} \}_{\sigma \in \Delta^\perp} \) using the birational maps \( \{ p_{\sigma,\sigma'} \}_{\sigma,\sigma' \in \Delta^\perp} \) according to the method described in Proposition 2.4 of [30].

**Proposition 3.40.** (Analog of Proposition 4.3 of [33]) Let \( s \) be a seed, \( v \) be the root of \( \Sigma_s \), and \( v' \) be any other vertex of \( \Sigma_s \). Let \( \mu^T_{v',v} : M^\circ_v \rightarrow M^\circ_v \) be the Fock–Goncharov tropicalization of \( \mu_{v',v} : T_{M^\circ_v,v} \rightarrow T_{M^\circ_v,v'} \). The restriction \( \mu^T_{v',v} |_{\sigma'} : M^\circ_{\sigma'} \rightarrow M^\circ_{\sigma} \) to each cluster chamber \( \sigma' \) of \( \Delta^\perp_{s,v} \) gives a linear isomorphism from \( \sigma' \) to the corresponding cluster chamber \( \sigma := \mu^T_{v',v}(\sigma') \) in \( \Delta^\perp_{s,v} \) and induces an isomorphism

\[
T_{v',\sigma} : T_{N^\circ,\sigma} \rightarrow T_{N^\circ,\sigma'}.
\]

When \( \sigma \) ranges across all the cluster chambers of \( \Delta^\perp_{s,v} \), the isomorphisms \( T_{v',\sigma} \) glue together to yield an isomorphism between \( A_{\text{scat},s,v} \) and \( A_{\text{scat},s,v'} \).

**Proof.** We follow the structure of the proof in [33]. In general, \( v \) and \( v' \) are related by a composition of mutations and \( \mu_{v',v} \) is the inverse of that composition. Proving this statement for arbitrary \( v \) and \( v' \), then, essentially consists of proving the statement for the special case where \( v \) and \( v' \) are related by a single mutation. In this case, \( \mu^T_{v',v} = T^{-1}_k \) and the isomorphism \( T_{v',\sigma} : T_{N^\circ,\sigma} \rightarrow T_{N^\circ,D_k(\sigma)} \) is induced by the restriction \( T^{-1}_k |_{D_k(\sigma)} \).

To show that gluing together these isomorphisms for all \( \sigma \in \Delta^\perp_{s,v} \) gives an isomorphism between \( A_{\text{scat},s,v} \) and \( A_{\text{scat},s,v'} \), we need to show commutativity of the diagram

\[
\begin{array}{ccc}
T_{N^\circ,\sigma} & \xrightarrow{T_{v',\sigma}} & T_{N^\circ,\sigma'} \\
\downarrow p_{\sigma,\sigma'} & & \downarrow p_{\sigma',\sigma''} \\
T_{N^\circ,\bar{\sigma}} & \xrightarrow{T_{v',\bar{\sigma}}} & T_{N^\circ,\bar{\sigma}'}
\end{array}
\]

where \( \sigma \) and \( \bar{\sigma} \) are chambers in \( \Delta^\perp_{s,v} \) and \( \sigma' = D_k(\sigma) \) and \( \bar{\sigma}' = D_k(\bar{\sigma}) \) are chambers in \( \Delta^\perp_{s,v'} \). Note that the map \( p_{\sigma,\bar{\sigma}} \) indicates a wall-crossing in \( D_s \) and \( p_{\sigma',\bar{\sigma}'} \) indicates a wall crossing in \( D_{s'} \).

If \( \sigma \) and \( \bar{\sigma} \) both fall in \( H_{k,-} \), then commutativity is immediate because \( T_k \) fixes the wall-crossing automorphism on the wall between \( \sigma \) and \( \bar{\sigma} \). If both chambers fall in \( H_{k,+} \), then commutativity follows from Theorem 3.25 because by definition the path-ordered product between a given pair of points is equal in equivalent diagrams. Hence, the important case to consider is when \( \sigma \) and \( \bar{\sigma} \) are on opposite sides of the wall with support \( e^\perp_k \).

Without loss of generality, we can assume that \( \sigma \) is the chamber in \( H_{k,+} \), where \( e_k \) is non-negative. We know that the only wall in \( D_s \) contained in \( e^\perp_k \) is the slab \( d_k = (e^\perp_k, 1 + a_k, 1z^{-vk} + \cdots + a_k, r_k - 1z^{-(r_k - 1)vk} + z^{-vk} + z^{-vk}) \). In \( D_{s'} \), the slab contained in \( e^\perp_k \) is \( d'_k = (e^\perp_k, 1 + a_k, 1z^{-vk} + \cdots + a_k, r_k - 1z^{-(r_k - 1)vk} + z^{-vk} + z^{-vk}) \). As such, the only way for \( \sigma \) and \( \bar{\sigma} \) to be on opposite sides of \( e^\perp_k \) is for the wall between them to be \( d_k \) in \( D_s \) and \( d'_k \) in \( D_{s'} \). Pictorially, we can envision:
Because $H^* \in D$ in $\mathcal{D}_s$ and similarly

$$\tilde{\sigma}' \in \mathcal{H}_{k,+} \quad \tilde{p}_{\sigma',\tilde{\sigma}}' 1 + a_{k,1}z^{-v_k} + \cdots + z^{-r_k v_k}$$

in $\mathcal{D}_s'$. We can then compute that

$$T_{\nu',\sigma}(p^{*}_{\sigma',\tilde{\sigma}}(z^m)) = T_{\nu',\sigma}(z^m) T_{\nu',\sigma}^* \left(1 + a_{k,1}z^{-v_k} + \cdots + a_{k, r_k} - 1 z^{-(r_k - 1) v_k} + z^{-r_k v_k} - (d_k e_k, m)\right)$$

and similarly $\tilde{\sigma}' \in \mathcal{H}_{k,-} \quad \tilde{p}_{\sigma',\tilde{\sigma}}' 1 + a_{k,1}z^{-v_k} + \cdots + z^{-r_k v_k}$

Theorem 3.41. (Analogue of Theorem 4.4 of [33]) For a given generalized torus seed $s$, let $v$ denote the root of $\mathcal{T}_s$ and $v'$ be another arbitrary vertex in $\mathcal{T}_s$. Let $\phi_{v,v'}^* : M^0_v \rightarrow M^0_{v'}$ be the linear map $\mu_{v,v'}^T|_{C^+_{v',v}}$ and $\phi_{v,v'} : T_{N^0_v,v'} \rightarrow T_{N^0_v,v'}$ be the map between the associated tori. Then the collection $\{\phi_{v,v'}\}_{v'}$ glue to give an isomorphism

$$A_s := \bigcup_{v'} T_{N^0_v,v'} \rightarrow A_{\text{scat},s} := \bigcup_{v'} T_{N^0_v,v'}$$

and the diagram

$$\xymatrix{ A_s \ar[r] \ar[d] & A_{\text{scat},s} \ar[d] \\
A_{s,v} \ar[r] & A_{\text{scat},s,v'} }$$
commutes, where the horizontal maps are the isomorphisms that were just defined, the right-hand vertical map is the isomorphism described in Proposition 3.40 and the left-hand map is the natural open immersion $A_s \hookrightarrow A_{s'}$.

Proof. The proof of this theorem is identical to that of Theorem 4.4 from [33]; previous propositions check that despite the differences in wall-crossing automorphisms, we have the necessary commutativity of diagrams. □

This allows us to identify the rings of regular functions on $A_{\text{scat}}$ and $A_s$.

Definition 3.42. ([33, Definition 4.8]) Let $\Gamma$ be a generalized fixed data and $s$ be an associated initial generalized torus seed. Let $s_w = (e'_1, \ldots, e'_n)$ be a generalized torus seed with dual basis $\{(e'_i)^*\}_i$ and $f'_i = d_i^{-1}(e'_i)^*$. A cluster monomial in $s_w$ is a monomial in $T_{N^o,w} \subset A$ of the form $z^m$ with $m = \sum_{i=1}^n a_i f'_i$ for $a_i \in \mathbb{Z}_{\geq 0}$. We refer to any regular function which is a cluster monomial in some seed of $A$ as a cluster monomial on $A$.

4. Broken Lines and Theta Functions

Broken lines have a similar definition in the generalized setting as in the ordinary setting, with the caveat that we now work over the ground ring $R = \mathbb{k}[a_{i,j}]$ and so the monomials attached to the domains of linearity of a broken line lie in $R[M^o]$ rather than $\mathbb{k}[M^o]$.

Definition 4.1. Let $\mathcal{D}$ be a generalized cluster scattering diagram, $m_0$ be a point in $M^o \setminus \{0\}$, and $Q$ be a point in $M_R \setminus \text{Supp}(\mathcal{D})$. A broken line with endpoint $Q$ and initial slope $m_0$ is a piecewise linear path $\gamma : (-\infty, 0] \to M_R \setminus \text{Sing}(\mathcal{D})$ with finitely many domains of linearity. Each domain of linearity, $L$, has an associated monomial $c_L z^{m_L} \in R[M^o]$ such that the following conditions are satisfied:

1. $\gamma(0) = Q$
2. If $L$ is the first domain of linearity of $\gamma$, then $c_L z^{m_L} = z^{m_0}$.
3. Within the domain of linearity $L$, the broken line has slope $-m_L$. In other words, $\gamma'(t) = -m_L$ on $L$.
4. Let $t$ be a point at which $\gamma$ is non-linear and is passing from one domain of linearity, $L$, to another, $L'$, and define

$$\mathcal{D}_t = \{(d, f_d) \in \mathcal{D} : \gamma(t) \in d.\}$$

Then the power series $p_{\gamma|_{(t-\epsilon,t+\epsilon)}} \cdot \mathcal{D}_t (c_L z^{m_L})$ contains the term $c_{L'} z^{m_{L'}}$.

As in Definition 3.15, here the power series $p_{\gamma|_{(t-\epsilon,t+\epsilon)}} \cdot \mathcal{D}_t (c_L z^{m_L})$ is over the ground ring $R$ and may contain many more terms than in the ordinary case.

The definition of a theta function in terms of broken lines remains the same, except that we are now working over the ground ring $R$.

Definition 4.2. Suppose $\mathcal{D}$ is a generalized cluster scattering diagram and consider points $m_0 \in M^o \setminus \{0\}$ and $Q \in M_R \setminus \text{Supp}(\mathcal{D})$. For a broken line $\gamma$ with
initial exponent $m_0$ and endpoint $Q$, we define $I(\gamma) = m_0$, $b(\gamma) = Q$, and $\text{Mono}(\gamma) = c(\gamma)z^{F(\gamma)}$ where $\text{Mono}(\gamma)$ is the monomial attached to the final domain of linearity of $\gamma$. We then define

$$\vartheta_{Q,m_0} := \sum_{\gamma} \text{Mono}(\gamma),$$

where the summation ranges over all broken lines $\gamma$ with initial exponent $m_0$ and endpoint $Q$. When $m_0 = 0$, then for any endpoint $Q$ we define $\vartheta_{Q,0} = 1$.

We show that just as in the ordinary case, theta functions defined via generalized cluster scattering diagrams satisfy several crucial properties, such as the following: the collection of them include cluster monomials, agreement of theta functions and path-ordered products for cluster monomials, and Laurentness.

**Theorem 4.3.** ([33, Theorem 3.5]) Let $D$ be a consistent scattering diagram, $m_0$ be a point in $M \setminus \{0\}$, and consider a pair of points $Q$ and $Q'$ in $M_\mathbb{R} \setminus \text{Supp}(D)$ such that $Q$ and $Q'$ are linearly independent over $Q$. Then for any path $\gamma$ with endpoints $Q$ and $Q'$ for which $p_{\gamma,D}$ is defined, we have

$$\vartheta_{Q',m_0} = p_{\gamma,D}(\vartheta_{Q,m_0}).$$

**Proof.** As in the ordinary setting, this is a special case of the results of Section 4 of [5]. Those results do not assume that the wall-crossing automorphisms are binomials and are therefore also applicable to our setting. $\square$

In Sect. 3.3, we discussed the mutation invariance of generalized cluster scattering diagrams. It is also important that the theta functions exhibit this mutation invariance. Recall that the positive chamber of a cluster scattering diagram corresponds to a choice of initial torus seed $s$ for the associated generalized cluster algebra. If the cluster scattering diagrams $D_s$ and $D_{s'}$ are related by a single application of the map $T_k$, then the initial torus seeds are related by a single mutation, i.e. $s' = \mu_k(s)$. The following proposition exhibits a bijection between the sets of broken lines and theta functions defined on $D_s$ and $D_{s'}$.

**Proposition 4.4.** (Analog of Proposition 3.6 of [33]) The transformation $T_k$ gives a bijection between broken lines with endpoint $Q$ and initial slope $m_0$ in $D_s$ and broken lines with endpoint $T_k(Q)$ and initial slope $T_k(m_0)$ in $D_{\mu_k(s)}$. In particular,

$$\vartheta_{T_k(Q),T_k(m_0)}^{\mu_k(s)} = \begin{cases} T_{k,+} \left( \vartheta_{Q,m_0}^s \right) & Q \in \mathcal{H}_{k,+} \\ T_{k,-} \left( \vartheta_{Q,m_0}^s \right) & Q \in \mathcal{H}_{k,-} \end{cases},$$

where $T_{k,\pm}$ acts linearly on the exponents in $\vartheta_{Q,m_0}^s$.

**Proof.** We follow the structure of the proof of Proposition 3.6 from [33].

Let $\gamma$ be a broken line in a scattering diagram $D_s$ and $T_k(\gamma)$ denote the composite map $T_k \circ \gamma : (-\infty,0] \rightarrow M_\mathbb{R}$. If any domain of linearity of $\gamma$ is in both $\mathcal{H}_{k,+}$ and $\mathcal{H}_{k,-}$, we can subdivide that domain of linearity at the point where it crosses between $\mathcal{H}_{k,+}$ and $\mathcal{H}_{k,-}$. As such, we can assume for any domain
of linearity $L$ that $\gamma(L)$ falls either entirely inside $H_{k,+}$ or entirely inside $H_{k,-}$. For any domain of linearity $L$ that has been subdivided in this way, the associated monomial $c_L z^{mL}$ will be sent to either $c_L z^{T_{k,+(mL)}}$ or $c_L z^{T_{k,-(mL)}}$ depending on the portion of $L$ being considered. We know from Theorem 3.25 that $D_{\mu_k(s)} = T_k(D_s)$, so we can think about $T_k(D_s)$ when thinking about the broken line in $D_{\mu_k(s)}$.

We know that $e^l_k$ lies on the boundary between $H_{k,+}$ and $H_{k,-}$. So to understand what happens to the subdivided domains of linearity, which originally were in both $H_{k,+}$ and $H_{k,-}$, we need to analyze what happens when $\gamma$ crosses $e^l_k$. First, consider the original broken line $\gamma$ in $D_s$. Suppose that one domain of linearity, $L$, has been subdivided into $L_1$ and $L_2$ such that $\gamma$ crosses $e^l_k$ at the point where it passes from the first domain of linearity, $L_1$, to the second domain of linearity, $L_2$. By definition, we know that when the monomial $c_L z^{mL_1}$ passes through $e^l_k$, it is mapped to

$$c_L z^{mL_1} \left(1 + a_{k,1} z^{v_k} + \ldots + a_{k,r_k-1} z^{(r_k-1)v_k} + z^{r_kv_k}\right)[(d_k e_{k,mL_1})]$$

and that $c_L z^{mL_2}$ must appear as a term in this polynomial.

We can then consider the image of $\gamma$ in $T_k(D_s)$. If $L_1 \subseteq H_{k,-}$ and $L_2 \subseteq H_{k,+}$, then $c_L z^{T_{k,+(mL_2)}}$ must appear as a term in the polynomial

$$c_L z^{T_{k,+(mL_1)}} (1 + \ldots + z^{r_kv_k})^{-(d_k e_{k,mL_1})}$$

$$= c_L z^{mL_1} (1 + \ldots + z^{r_kv_k})^{(d_k e_{k,mL_1})}$$

$$= c_L z^{mL_1} (z^{-r_kv_k} (1 + \ldots + z^{r_kv_k}))^{-(d_k e_{k,mL_1})}$$

$$= c_L z^{mL_1} (z^{-r_kv_k} + a_{k,1} z^{-(r_k-1)v_k} + \ldots + a_{k,r_k-1} z^{-v_k} + 1)^{-(d_k e_{k,mL_1})}$$

$$= c_L z^{T_{k,-(mL_2)}} (z^{-r_kv_k} + a_{k,1} z^{-(r_k-1)v_k} + \ldots + a_{k,r_k-1} z^{-v_k} + 1)^{-(d_k e_{k,mL_1})}$$

Due to the assumption that the exchange polynomials have reciprocal coefficients, i.e., that $a_{k,i} = a_{k,r_k-i}$ - this polynomial is equal to

$$c_L z^{T_{k,-(mL_1)}} (1 + a_{k,1} z^{-v_k} + \ldots + a_{k,r_k-1} z^{-(r_k-1)v_k} + z^{-r_kv_k})^{-(d_k e_{k,mL_1})}$$

and, therefore, $T_k(\gamma)$ satisfies the rules for bending as it crosses

$$D'_k = (e^l_k, 1 + a_{k,1} z^{-v_k} + \ldots + a_{k,r_k-1} z^{-(r_k-1)v_k} + z^{-r_kv_k})$$

in $T_k(D_s)$. Similarly, if $L_1 \subseteq H_{k,+}$ and $L_2 \subseteq H_{k,-}$, then $c_L z^{T_{k,-(mL_2)}} = c_L z^{mL_2}$ must appear as a term in

$$c_L z^{T_{k,-(mL_1)}} (1 + \ldots + z^{r_kv_k})^{(d_k e_{k,mL_1})}$$

$$= c_L z^{mL_1} (1 + \ldots + z^{r_kv_k})^{(d_k e_{k,mL_1})}$$

$$= c_L z^{mL_1} (1 + a_{k,r_k-1} z^{-v_k} + \ldots + a_{k,1} z^{(r_k-1)v_k} + z^{r_kv_k})^{(d_k e_{k,mL_1})}$$

$$= c_L z^{mL_1} (z^{-r_kv_k} (1 + \ldots + z^{r_kv_k}))^{(d_k e_{k,mL_1})}$$

$$= c_L z^{mL_1} (z^{-r_kv_k} + a_{k,1} z^{-(r_k-1)v_k} + \ldots + a_{k,r_k-1} z^{-v_k} + 1)^{(d_k e_{k,mL_1})}$$

$$= c_L z^{T_{k,-(mL_1)}} (1 + a_{k,1} z^{-v_k} + \ldots + a_{k,r_k-1} z^{-(r_k-1)v_k} + z^{-r_kv_k})^{(d_k e_{k,mL_1})}$$
and, therefore, $T_k(\gamma)$ also satisfies the rules for bending at $\mathcal{D}_k'$ in this case. As such, we’ve verified that for any broken line $\gamma$ in $\mathcal{D}_s$, its image $T_k(\gamma)$ is also a broken line in $\mathcal{D}_{\mu_k(s)} = T_k(\mathcal{D}_s)$. To see that $T_k$ is, in fact, a bijection, we must verify that $T_k^{-1}(T_k(\gamma)) = \gamma$. First, we define $T_k^{-1} : \mathcal{D}_{\mu_k(s)} \to \mathcal{D}_s$ as

$$T_k^{-1}(m) = \begin{cases} m & m \in \mathcal{H}_{k,+}' \\ m - r_kv_k\langle d_ke_k, m \rangle & m \in \mathcal{H}_{k,-}' \end{cases}$$

where $\mathcal{H}_{k,+}'$ and $\mathcal{H}_{k,-}'$ are defined relative to $\mathcal{D}_k'$. Notice, however, that because mutation in direction $k$ sends $e_k$ to $e'_k = -e_k$, we have $\mathcal{H}_{k,+}' = \mathcal{H}_{k,-}$ and $\mathcal{H}_{k,-}' = \mathcal{H}_{k,+.}$ As such, showing that $T_k^{-1}(T_k(\gamma)) = \gamma$ amounts to showing that $T_{k,-}^{-1} \circ T_{k,-} = \text{id}$ and $T_{k,+}^{-1} \circ T_{k,+} = \text{id}$. The first equality follows trivially from the definitions and we can verify the second by observing that

$$T_{k,+}^{-1} \circ T_{k,-}(m) = T_{k,-}^{-1}(m + r_kv_k\langle d_ke_k, m \rangle)$$

$$= (m + r_kv_k\langle d_ke_k, m \rangle) - r_kv_k\langle d_ke_k, m + r_kv_k\langle d_ke_k, m \rangle \rangle$$

$$= m + r_kv_k\langle d_ke_k, m \rangle - r_kv_k\langle d_ke_k, m \rangle - r_kv_k\langle d_ke_k, r_kv_k \rangle$$

$$= m - r_kv_k\langle d_ke_k, m \rangle \langle d_ke_k, r_kv_k \rangle.$$ 

By definition, we know that $v_k = p^*_k(e_k)$ and so $\langle d_ke_k, r_kv_k \rangle = 0$ and the above expression reduces to $T_{k,-}^{-1} \circ T_{k,+}(m) = m$, as desired. □

In fact, such a bijection exists for any pair of diagrams $\mathcal{D}_s$ and $\mathcal{D}_{s'}$ where $s$ and $s'$ are mutation equivalent. The explicit bijection can be obtained by simply iterating the previous proposition for each step in the mutation sequence between $s$ and $s'$ (Fig. 3).

The following proposition is crucial in showing that the generalized cluster variables are, in fact, theta functions.

**Proposition 4.5.** [33, Proposition 3.8] For a point $Q$ in $\text{Int}(C_s^+)$ and a point $m$ in $C_s^+ \cap M^\circ$, we have

$$\vartheta_{Q,m} = z^m.$$ 

**Proof.** The proof of this proposition is identical to the proof given for the ordinary version in [33]. The fact that the wall-crossing automorphisms now contain additional terms, which offer more options for scattering, can be accounted for in the choice of the normal vectors $n_i$ in that proof. □

One immediate corollary is that the cluster monomials are also theta functions. As with ordinary cluster algebras, this is a highly desirable property for a basis for generalized cluster algebras.

**Corollary 4.6.** [33, Corollary 3.9] Let $\sigma \in \Delta_s^+$ be a cluster chamber. Then for any points $Q \in \text{Int}(\sigma)$ and $m \in \sigma \cap M^\circ$, we have $\vartheta_{Q,m} = z^m$.

**Proof.** The result follows from Propositions 4.4 and 4.5. □

As in the ordinary case, Theorem 4.3 and Corollary 4.6 give us a way to compute theta functions using path-ordered products within the cluster complex. This was noted also in [52, Theorem 5.6], which relies on [33, Theorem 3.5] and [33, Corollary 3.9].
Figure 3. The broken lines for $\vartheta_{(0, -1), Q}$ in $\mathcal{D}_s$ for the generalized cluster algebra and generalized torus seed from Example 3.4

Proposition 4.7. Consider $m_0 \in M^0 \setminus \{0\}$ such that there exists a path $\gamma$ from $m_0$ to some point $Q$ in the positive chamber $C^+$ which passes through finitely many chambers. Then

$$\vartheta_{Q, m_0} = p_{\gamma, \mathcal{D}}(z^{m_0}).$$

Proof. By assumption, we know that the path $\gamma$ from $m_0$ to $Q$ passes through finitely many chambers. Let $\sigma_1$ denote the first chamber through which $\gamma$ passes and let $Q'$ be a point in $\sigma_1$ which lies on $\gamma$. By Proposition 4.5, we know that $\vartheta_{Q', m_0} = z^{m_0}$. Let $Q''$ be a point in $\mathcal{C}_s^+$ such that the coordinates of $Q'$ and $Q''$ are linearly independent over $\mathbb{Q}$ and let $\gamma'$ denote a path between $Q'$ and $Q''$ which follows $\gamma$ until within the interior of the positive chamber $\mathcal{C}_s^+$, at which point it goes to $Q''$ rather than $Q$. By Theorem 4.3, we know that $\vartheta_{Q'', m_0} = p_{\gamma'}(\vartheta_{Q', m_0}) = p_{\gamma'}(z^{m_0})$.

Because both path-ordered products and theta functions are independent of the exact location of their endpoints within the interior of a chamber, we therefore have
\[ \vartheta_{Q',m_0} = \vartheta_{Q,m_0} = p_{\gamma'}(z^{m_0}) = p_{\gamma}(z^{m_0}). \]

We can then establish a weaker version of Theorem 4.9 of [33], without the guaranteed positivity of Laurent polynomial coefficients:

**Theorem 4.8.** For generalized fixed data \( \Gamma \), which satisfies the injectivity assumption, and a choice of initial generalized torus seed \( s \), consider a point \( Q \in C^+ \) and a point \( m \in \sigma \cap M^0 \) for some chamber \( \sigma \in \Delta^+_s \). Then \( \vartheta_{Q,m} \) expresses a cluster monomial of \( A \) in \( s \) as a Laurent polynomial. Moreover, all cluster monomials can be expressed as \( \vartheta_{Q,m} \) for some choice of \( Q \) and \( m \).

**Proof.** The proof of Theorem 4.9 from [33] holds in the generalized setting, except for the proof of positivity.

**Remark 4.9.** The proof of positivity in [33] uses an earlier result, Theorem 1.13, for which we do not currently have a generalized analogue. In particular, [33, Theorem 1.13] states (in the case of ordinary cluster algebras) that the scattering diagram \( D_s \) is equivalent to one such that all walls can be expressed as \( (d,f_d) \) where \( f_d = (1 + z^m)^c \) with \( m = p^*(n) \) for some \( n \in N^+ \) which is normal to \( d \) and \( c \in Z_{>0} \). In [45], Mou works under the assumption that walls are indeed expressed in this restricted way, and is able to obtain positivity in that setting. Since we are allowing polynomial exchanges that are not simply binomials, we allow ourselves to work with scattering diagrams that are not necessarily equivalent to one with walls only of this form.

### 4.1. The \( g \)-Vectors in Cluster Scattering Diagrams

Recall from Sect. 2.3 that \( g \)-vectors can be defined as the tropical points of theta functions. This formulation allows for a definition of \( g \)-vectors on all types of ordinary cluster varieties (\( A_{\text{prin}}, A, \) and \( X \)). In this section, we give the analogous definition in the context of generalized cluster scattering diagrams and generalized cluster varieties.

There is a \( T_{N^0} \) action on \( A_{\text{prin}} \) that can be specified at the level of cocharacter lattices as

\[ N^0 \to N^0 \oplus M, \]

\[ n \mapsto (n, p^*(n)). \]

Under this \( T_{N^0} \) action, each cluster monomial on \( A_{\text{prin}} \) is a \( T_{N^0} \)-eigenfunction as stated in Sect. 5.2. Via this action, choosing a generalized torus seed \( s \) determines a canonical extension of each cluster monomial on \( A \) to a cluster monomial on \( A_{\text{prin}} \). This allows us to define the \( g \)-vector of a cluster monomial of \( A \).

**Definition 4.10.** (Analogue of Definition 5.6 of [33]) The \( g \)-vector with respect to the generalized torus seed \( s \) associated to a cluster monomial of \( A \) is the \( T_{N^0} \)-weight of its lift determined by \( s \).

There is another way to characterize \( g \)-vectors which is extensible to the other types of generalized cluster varieties.
Definition 4.11. (Analogue of Definition 5.8 of [33]) Consider the generalized
cluster variety \( A = \bigcup_{s} T_{N_{s}} \). Let \( \pi \) denote a cluster monomial of the form \( z^{m} \)
on a chart \( T_{N_{s}} \). Identify \( A^{\vee}(R^{T}) \) with \( M_{R,s}^{\circ} \). Because \( (z^{e_{i}})^{T}(m) \leq 0 \) for all \( i, m \) is identified with a point in the Fock–Goncharov
cluster chamber \( C_{s}^{+} \subseteq A^{\vee}(R^{T}) \). Define \( g(\pi) \) to be this point in \( C_{s}^{+} \subseteq A^{\vee}(R^{T}) \).

Definition 4.12. (Analogue of Definition 5.10 of [33]) Consider a generalized
cluster variety \( V = \bigcup_{s} T_{L,s} \). Let \( f \) be a global monomial on \( V \) and \( s \) be a
generalized torus seed such that \( f|_{T_{L,s}} \subseteq V \) is the character \( z^{m} \) for \( m \in \text{Hom}(L, Z) = L^{*} \). Then the \( g \)-vector of \( f \), denoted \( g(f) \), is the image of \( m \) under the identifications \( V^{\vee}(Z^{T}) = T_{L,s}(Z^{T}) = L^{*} \).

From Definitions 4.11 and 4.12, we obtain the following corollary.

Corollary 4.13. (Analogue of Corollary 5.9 of [33]) Let \( s \) be a generalized torus
seed and \( \pi \) be a cluster monomial on the associated generalized \( A \)-variety. The
seed \( s \) gives an identification \( A^{\vee}(R^{T}) = M_{R,s}^{\circ} \) under which \( g(\pi) \) is the \( g \)-vector
of the cluster monomial \( \pi \) with respect to \( s \).

We can then extend the definition of a \( g \)-vector beyond the generalized
\( A \)-variety to any type of generalized cluster variety.

Definition 4.14. (Analogue of Definition 5.10 of [33]) Consider a generalized
cluster variety \( V = \bigcup_{s} T_{L,s} \). Let \( f \) be a global monomial on \( V \) and \( s \) be a
generalized torus seed such that the restriction \( f|_{T_{L,s}} \subseteq V \) is the character \( z^{m} \) for \( m \in \text{Hom}(L, Z) = L^{*} \). We then define the \( g \)-vector of \( f \), denoted \( g(f) \), as the image of \( m \) under the identifications \( V^{\vee}(Z^{T}) = T_{L,s}(Z^{T}) = L^{*} \).

Although it is not \textit{a priori} clear from this definition, we will see in
Lemma 5.15 that this definition of \( g \)-vector is actually independent of the
choice of generalized torus seed \( s \). As in the ordinary case, this formulation
of \( g \)-vectors allows for a very quick and elegant proof that the \( g \)-vectors are
sign-coherent.

Theorem 4.15. (Analogue of Theorem 5.11 of [33]) Consider an initial gener-
alyzed torus seed \( s = \{(e_{i}, (a_{i,j}))\} \), which defines the usual set of dual vectors \( \{f_{i} = d_{i}^{-1}e_{i}^{*}\} \). If \( s' \) is a mutation equivalent generalized torus seed, then the
ith coordinates of the \( g \)-vectors for the cluster variables in \( s' \) are either all
non-negative or all non-positive when expressed in the basis \( \{f_{i}, \ldots, f_{n}\} \).

For both Corollary 4.13 and Theorem 4.15, the proof given in [33] holds in
the generalized setting as well, using the appropriate analogues of intermediate
results.

5. The Product Structure of Theta Functions

In this section, we develop a number of properties satisfied by theta functions
and show how this allows us to construct the \( A \)- and \( X \)-generalized cluster
varieties from \( A_{\text{prin}} \). To begin, we recall some useful notation from Sect. 2.4.
For a broken line $\gamma$, let $\text{Mono}(\gamma) = c(\gamma)z^{F(\gamma)}$ be the monomial attached to its final domain of linearity. Then $c(\gamma)$ denotes the coefficient and $F(\gamma)$ the exponent in that final domain of linearity. Let $I(\gamma)$ and $b(\gamma)$ denote the initial slope and endpoint, respectively, of $\gamma$.

With this notation, we can then define structure constants for the multiplication of theta functions.

**Proposition 5.1.** (Analogue of Definition-Lemma 6.2 in [33]) Let $p_1, p_2,$ and $q$ be points in $\tilde{M}_s^c$ and $z$ be a generic point in $\tilde{M}_R^c$. There are at most finitely many pairs of broken lines $\gamma_1, \gamma_2$ such that $\gamma_i$ has initial slope $p_i$, both broken lines have endpoint $z$, and $F(\gamma_1) + F(\gamma_2) = q$. Let

$$a_z(p_1, p_2, q) := \sum_{\substack{I(\gamma_i) = p_i, b(\gamma_i) = z \\ F(\gamma_1) + F(\gamma_2) = q}} c(\gamma_1)c(\gamma_2).$$

The $\alpha_z(p_1, p_2, q)$ are linear combinations of the formal variables $\{a_{i,j}\}$.

**Proof.** The proof of this proposition is identical to that given in [33], except that in the generalized setting, the broken line monomials lie in $R[P]$ instead of $k[P]$. However, this does not change the essence of the proof. \[\square\]

We then obtain the following decomposition of products of theta functions:

**Lemma 5.2.** (Analogue of Proposition 6.4(3) of [33]) Let $p_1, p_2,$ and $q$ be points in $\tilde{M}_s^c$ and $z$ be a generic point in $\tilde{M}_R^c$. Then

$$\vartheta_{p_1} \cdot \vartheta_{p_2} = \sum_{q \in M_s^c} \alpha_z(q)(p_1, p_2, q)\vartheta_q$$

for $z(q)$ sufficiently close to $q$. When $z$ is sufficiently close to $q$, $a_z(p_1, p_2, q)$ is independent of the choice of $z$ and we can simply write $\alpha(p_1, p_2, q) := a_z(p_1, p_2, q)$.

**Proof.** The argument given in [33] for the analogous result for ordinary cluster scattering diagrams holds in our generalized setting. No portion of that argument assumes that the wall-crossing automorphisms are binomials. \[\square\]

### 5.1. The Product Structure of Theta Functions for $\mathcal{A}_{\text{prin}}$

In this section, we will describe the product structure of theta functions on $\mathcal{A}_{\text{prin}}$ and show that the collection of theta functions gives a topological basis for a topological $R$-algebra completion of the upper cluster algebra of $\mathcal{A}_{\text{prin}}$. Later, in Sect. 5.2, we will descend to the $\mathcal{A}$ and $\mathcal{X}$ cases using the fact that the $\mathcal{A}$-variety appears as a fiber of $\mathcal{A}_{\text{prin}} \to T_M$ and the $\mathcal{X}$-variety appears as the quotient $\mathcal{A}_{\text{prin}}/T_{N^c}$.

We wish to associate a formal summation $\sum_{q \in \mathcal{A}_{\text{prin}}(\mathbb{Z}^r)} \alpha(g)(q)\vartheta_q$, with coefficients $\alpha(g)(q) \in k[a_{i,j}]$, to each universal Laurent polynomial $g$ on $\mathcal{A}_{\text{prin}}$. In doing so, we follow the structure of Section 6 of [33] for the ordinary case, with modifications when necessary to accommodate our generalized setting.
We begin by giving such a summation for a fixed choice of generalized torus seed $s$, then show that the coefficients $\alpha(g)(q)$ are, in fact, independent of the choice of generalized torus seed.

Fix a choice of generalized torus seed $s = \{(e_i, \{a_{i,j}\})\}$. Recall that in the generalized setting, we are working over the ground ring $R = \mathbb{k}[a_{i,j}]$ rather than over $\mathbb{k}$. Let $y_i := z^{e_i}$ and $I_s = (y_1, \ldots, y_n) \subset R[y_1, \ldots, y_n]$. When principal coefficients are taken as the frozen variables, there is a partial compactification $\mathcal{A}^s_{\text{prin}} \subseteq \mathcal{A}^e_{\text{prin}}$ constructed in the same manner as in [33, Construction B.9].

Then, set

$$\mathcal{A}^n_{(y_1, \ldots, y_n), R, k} := R[y_1, \ldots, y_n]/I_s^{k+1},$$

$$\mathcal{A}^s_{\text{prin}, k} := \mathcal{A}^s_{\text{prin}} \times \mathcal{A}^n_{(y_1, \ldots, y_n), R, k}.$$

The map $\pi : \mathcal{A}^s_{\text{prin}} \to T_M$ induces a map $\pi : \mathcal{A}^s_{\text{prin}, k} \to \mathcal{A}^n_{(y_1, \ldots, y_n), R, k}$. Let

$$\text{up}(\mathcal{A}^s_{\text{prin}, k}) := \varprojlim \text{up}(\mathcal{A}^s_{\text{prin}, k})$$

For any $g \in \text{up}(\mathcal{A}^s_{\text{prin}})$, we have $z^n g \in \text{up}(\mathcal{A}^s_{\text{prin}})$ where $z^n$ is some monomial in the $y_i$. This fact induces the inclusion

$$\text{up}(\mathcal{A}^s_{\text{prin}}) \subset \text{up}(\mathcal{A}^s_{\text{prin}}) \otimes_{R[N^+_s]} R[N]$$

where $N^+_s \subset N$ denotes the monoid generated by $e_1, \ldots, e_n$. Let $\pi_N : \widetilde{M}^0 = M^0 \oplus N \to N$ be the projection map and define $\widetilde{M}^0_{s} := \pi_N^{-1}(N^+_s)$. Let $P_s \subset \widetilde{M}^0_{s}$ be the monoid generated by $(v_1, e_1), \ldots, (v_n, e_n)$.

We begin by establishing the following proposition, which defines canonical functions $\vartheta_q$ on $\text{up}(\mathcal{A}^s_{\text{prin}}) \otimes_{R[N^+_s]} R[N]$ for $q \in \widetilde{M}^0_{s}$ and then shows that two particular collections of such $\vartheta_q$ form bases for $\text{up}(\mathcal{A}^s_{\text{prin}, k})$. For each $\sigma \in \Delta^+_s$, let $Q_{\sigma}$ denote a generic point in $\sigma$.

**Proposition 5.3.** (Analogue of Proposition 6.4(1,2) of [33])

1. Given a point $q \in \widetilde{M}^0_{s}$, the function $\vartheta_{Q_{\sigma}, q}$ is a regular function on $V_{s, \sigma, k}$. As $\sigma$ varies, the $\vartheta_{Q_{\sigma}, q}$ glue to yield a canonically defined function $\vartheta_{q, k} \in \text{up}(\mathcal{A}^s_{\text{prin}, k})$.

2. For $q \in \mathcal{A}^\vee_{\text{prin}}$ and $k' \geq k$, $\vartheta_{q, k'}|_{\mathcal{A}^s_{\text{prin}, k}} = \vartheta_{q, k}$. Hence, the collection $\{\vartheta_{q, k}\}_{k \geq 0}$ canonically defines a function $\vartheta_q \in \text{up}(\mathcal{A}^s_{\text{prin}}) \otimes_{R[N^+_s]} R[N]$.

Let $\text{can}(\mathcal{A}^s_{\text{prin}})$ denote the $R$-vector space

$$\bigoplus_{q \in \mathcal{A}^\vee_{\text{prin}}(\mathbb{Z}^T)} R \cdot \vartheta_q.$$
The $\vartheta_q$ are linearly independent, so there is a canonical inclusion of $R$-vector spaces

$$\text{can}(A_{\text{prin}}) \subset \up(A_{\text{prin}}^s) \otimes_{R[N^+_s]} R[N].$$

Proof. The proof given in [33] for the ordinary case holds in our setting. □

To associate a formal summation $\sum \alpha(g)(q)\vartheta_q$ to each universal Laurent polynomial $g$ on $A_{\text{prin}}$, we will first associate a formal summation $\sum \alpha_s(g)(q)\vartheta_q$ which depends on the choice of generalized torus seed $s$. To do so, we must first define the function $\alpha_s$.

Proposition 5.4. (Analogue of Proposition 6.5 of [33]) There is a unique inclusion

$$\alpha_s : \up(A_{\text{prin}}^s) \otimes_{R[N^+_s]} R[N] \hookrightarrow \text{Hom}_{\text{sets}} \left( A_{\text{prin}}^\vee(Z^T) = \tilde{M}_s^\circ, R \right)$$

given by the map $g \mapsto (q \mapsto \alpha_s(g)(q))$. For all $n \in N$, $\alpha_s(z^n \cdot g)(q + n) = \alpha_s(g)(q)$.

Proof. One consequence of Proposition 5.3 and Lemma 5.2 is that every $g \in \up(A_{\text{prin}}^s)$ can be uniquely expressed as a convergent formal sum $\sum q^{\tilde{M}_s^\circ,+} \alpha_s(g)(q)\vartheta_q$ where the coefficients $\alpha_s(g)(q)$ lie in $R$. This immediately implies the desired unique inclusion. □

Definition 5.5. (Analogue of Definition 6.6 of [33]) Let $g$ be a universal Laurent polynomial on $\up(A_{\text{prin}})$. On the torus chart $T_{N^\circ,s}$ of $A_{\text{prin}}$, we can write

$$g = \sum_{q \in \tilde{M}_s^\circ} \beta_s(g)(q)z^q.$$

Because $z^m g \in \up(A_{\text{prin}}^s)$ for some $m \in \tilde{M}_s^\circ$, we can also write a formal expansion $g = \sum_{q \in \tilde{M}_s^\circ} \alpha_s(g)(q)\vartheta_q$. Let

$$\overline{S}_{g,s} := \{ q \in \tilde{M}_s^\circ : \beta_s(g)(q) \neq 0 \}, \quad S_{g,s} := \{ q \in \tilde{M}_s^\circ : \alpha_s(g)(q) \neq 0 \},$$

and $P_s$ be the monoid generated by $\{(v_i, e_i)\}_{i \in I_{uf}}$.

It follows from the construction of the theta functions that $S_{g,s} \subseteq \overline{S}_{g,s} + P_s$.

We are then ready to prove that on $\up(A_{\text{prin}})$, the function $\alpha_s$ is actually independent of the choice of generalized torus seed $s$.

Theorem 5.6. (Analogue of Theorem 6.8 of [33]) There is a unique function

$$\alpha : \up(A_{\text{prin}}) \rightarrow \text{Hom}_{\text{sets}} \left( A_{\text{prin}}^\vee(Z^T), R \right)$$

such that

1. The function $\alpha$ is compatible with the $R[N]$-module structure on $\up(A_{\text{prin}})$ and the $N$-translation action on $A_{\text{prin}}^\vee(Z^T)$, i.e.

$$\alpha(z^n \cdot g)(x + n) = \alpha(g)(x)$$

for all $g \in \up(A_{\text{prin}})$, $n \in N$, and $x \in A_{\text{prin}}^\vee(Z^T)$. 

2. For any $s$, the formal sum $\sum_{q \in A^\vee_{prin}(\mathbb{Z}^T)} \alpha(g)(q) \partial_q$ converges to $g$ in $\widehat{up}(\mathcal{A}^s_{prin}) \otimes_{R[N_s^+]} R[N]$. 

3. If $z^n \cdot g$ lies in $up(\mathcal{A}^s_{prin})$, then $\alpha(z^n \cdot g)(q) = 0$ unless $\pi_N(q) \in N_s^+$. Moreover,

$$z^n \cdot g = \sum_{\pi_{N,s}(q) \in N_s^+(\mathbb{N}^s_{+})_{k+1}} \alpha(z^n \cdot g)(q) \partial_q \mod (I_{s}^{k+1})$$

and the coefficients $\alpha(z^n \cdot g)(q)$ are the coefficients for the expansion of $z^n \cdot g$ when it is viewed as an element of $up(\mathcal{A}^s_{prin})$ and written in terms of the collection $\{\partial_q : q \in \tilde{M}^{s,\oplus}_{s+1} \}$.

4. For any generalized torus seed $s'$ reachable from $s$ via a sequence of mutations, the map $\alpha$ is the composition of inclusions

$$up(A_{prin}) \subset up(\mathcal{A}^{s'}_{prin}) \otimes_{R[N^+_s]} R[N] \subset Hom_{sets}(A^\vee_{prin}(\mathbb{Z}^T) = \tilde{M}^{s,\oplus}_s, k)$$

from Proposition 5.4 and Eq. (10). This maps the cluster monomial $A \in up(A_{prin})$ to the delta function $\delta_{g(A)}$, where $g(A) \in A^\vee_{prin}(\mathbb{Z}^T)$ is its $g$-vector.

Moreover, $\alpha(g)(m) = \alpha_{s'}(g)(m)$ for any generalized torus seed $s'$.

Proof. The proof given in [33] for the ordinary case holds in our generalized setting, with minor modifications due to the polynomial mutation maps of the generalized setting. For details, see Theorem 4.10.5 of [39]. □

This theorem implies, as a corollary, that the theta functions form a topological basis for a natural topological $R$-algebra completion of $up(A_{prin})$.

**Corollary 5.7.** (Analogue of Corollary 6.11 of [33]) For $n \in N$, let the map

$$n^* : Hom_{sets}(A^\vee_{prin}(\mathbb{Z}^T), k) \rightarrow Hom_{sets}(A^\vee_{prin}(\mathbb{Z}^T), k)$$

denote precomposition by translation by $n$ on $A^\vee_{prin}(\mathbb{Z}^T)$. Let $\overline{up(A_{prin})} \subset Hom_{sets}(A^\vee_{prin}(\mathbb{Z}^T))$ be the vector subspace of functions $f$ such that for each generalized torus seed $s$, there exists $n \in N$ such that the restriction of $n^*(f)$ to $A^\vee_{prin}(\mathbb{Z}^T) \backslash \pi_{N,s}^{-1}((N_{s^+})_k)$ has finite support for all $k > 0$. Then, we have the inclusions

$$up(A_{prin}) \subset \overline{up(A_{prin})} = \bigcap_s \overline{up(\mathcal{A}^s_{prin}) \otimes_{R[N_s^+]} R[N]} \subset Hom_{sets}(A^\vee_{prin}(\mathbb{Z}^T), k)$$

and $\overline{up(A_{prin})}$ is a complete topological vector space under the weakest topology so that each inclusion $\overline{up(A_{prin})} = \bigcap_s \overline{up(\mathcal{A}^s_{prin}) \otimes_{R[N_s^+]} R[N]}$ is continuous.

Let $\partial_q = \delta_q \in \overline{up(A_{prin})}$ be the delta function associated to $q \in A^\vee_{prin}(\mathbb{Z}^T)$. Then $\{\partial_q\}_{q \in A^\vee_{prin}(\mathbb{Z}^T)}$ is a topological basis for $\overline{up(A_{prin})}$ and there is a unique topological $R$-algebra structure on $\overline{up(A_{prin})}$ such that $\partial_p \cdot \partial_q = \sum_r \alpha(p, q, r) \partial_r$ with structure constants $\alpha(p, q, r)$ as in Proposition 5.1.
Next, we show that the theta function $\vartheta_{Q,m_0}$, for $Q \in \sigma \in \Delta^+$ and $m_0 \in \mathcal{A}^\vee_{\text{prin}}(\mathbb{Z}^T)$, is a universal Laurent polynomial on $R[\widetilde{M}^\circ]$.

**Proposition 5.8.** (Analogue of Proposition 7.1 of [33]) Let $s = \{(e_i, (a_{i,j}))\}$ be a generalized torus seed. Fix some $m_0 \in \mathcal{A}^\vee_{\text{prin}}(\mathbb{Z}^T)$. If for some generic choice of $Q \in \sigma \in \Delta^+$ there are finitely many broken lines $\gamma$ in $\mathcal{D}_s$ with $I(\gamma) = m_0$ and $b(\gamma) = Q$, then this holds for any generic $Q' \in \sigma' \in \Delta^+$. Hence, $\vartheta_{Q,m_0} \in R[\widetilde{M}^\circ]$ is a universal Laurent polynomial.

Even though our statement is similar to the one in [33, Proposition 7.1], there are several significant differences in the proof. Because the positivity of theta functions in the generalized setting has not yet been proven, we cannot make use of this positivity as in the argument given in [33] for the ordinary setting. Because we only consider $\vartheta_Q$ for $Q, Q' \in \Delta^+$, however, we make use of the fact that the chambers in the cluster complex can be associated with generalized torus seed data for which the wall functions are simply the mutation maps. Hence, we can assert the positivity of the wall functions within the cluster complex. For this proof, we need $a_{i,j}$ to be formal variables rather than simply arbitrary elements in $\mathbb{P}$. Hence, we consider the generalized cluster algebras over the ring $R$ when defining the fixed data.

**Proof.** By Theorem 4.3, we know that for basepoints $Q$ and $Q'$ in different chambers, the theta functions $\vartheta_{Q,m_0}$ and $\vartheta_{Q',m_0}$ are related by a composition of wall-crossings. When the basepoint varies within a chamber, the corresponding theta function does not change. Hence, it is sufficient to check that if $Q \in \sigma$ and $Q' \in \sigma'$ are in adjacent chambers with $Q'$ close to the wall $\sigma \cap \sigma'$, then $\vartheta_{Q,m_0}$ having finitely many terms implies that $\vartheta_{Q',m_0}$ also has finitely many terms.

Fix some generalized torus seed $s$. Let the wall $\sigma \cap \sigma'$ be in $n_1^+$ for $n_0 \in \widetilde{N}^\circ$ with $\langle n_0, Q \rangle > 0$ and denote the wall-crossing automorphism when moving from $Q$ to $Q'$ by $p$. Recall that a chamber of $\mathcal{D}_s$ is called reachable if there exists a finite, transverse path between that chamber and the positive chamber $\mathcal{C}_s^+ \subset \mathcal{D}_s$. By Lemma 2.10 of [33], there exists a bijection between torus seeds that are mutation equivalent to the initial torus seed $s$ and reachable chambers of $\mathcal{D}_s$. A consequence of this bijection, as described in [46], is that there exists a sequence of mutations $\mu_{k_1}, \ldots, \mu_{k_\ell}$ and corresponding piecewise linear maps $T_{k_\ell}, \ldots, T_{k_1}$ such that $s' = \mu_{k_\ell} \circ \cdots \circ \mu_{k_1}(s)$, $\mathcal{D}_{s'} = T_{k_\ell} \circ \cdots \circ T_{k_1}(\mathcal{D}_s)$, and $T_{k_{i-1}} \circ \cdots \circ T_{k_1}(\sigma') \subset H_{k_{i-1}}$ for each $i \in \{1, \ldots, \ell\}$.

Recall that $p(z^m) = z^m f^{(m_0,m)}$. When both chambers, $\sigma$ and $\sigma'$ are reachable, $f$ has the form $1 + a_1 z^{q_1} + \cdots + a_{r-1} z^{(r-1)q} + z^{rq}$ for some $q \in n_0^+ \subset \widetilde{M}^\circ$ and $r \in \mathbb{Z}_{>0}$. In particular, note that $f$ is a Laurent polynomial where $a_1, \ldots, a_{r-1}$ are formal variables. One can verify that $f$ has this form by recalling that the wall-crossing automorphisms associated with the positive chamber $\mathcal{C}_{s'}^+ \subset \mathcal{D}_{s'}$ have the form $1 + a_{k_1} z^{v_{k_1}} + \cdots + z^{r_k v_k}$ for some $k \in \mathbb{Z}$ and then applying the appropriate sequence of piecewise linear maps $T_{k_1}, \ldots, T_{k_\ell}$ to obtain the wall-crossing automorphism $p$. 

Monomials $z^m$ can be classified into three groups, based on the sign of $\langle n_0, m \rangle$. The arguments for $\langle n_0, m \rangle = 0$ or $\langle n_0, m \rangle > 0$ given in [33] will work here also. Briefly, when $\langle n_0, m \rangle = 0$, the monomial is fixed by $p$ and so these terms coincide in $\vartheta_{Q,m_0}$ and $\vartheta_{Q',m_0}$. When $\langle n_0, m \rangle > 0$, the monomial $z^m$ is sent to $z^m f(n_0,m)$, which is by definition a polynomial. So each such $z^m$ in $\vartheta_{Q,m_0}$ corresponds to finitely many terms in $\vartheta_{Q',m_0}$.

The proof of (1) follows from Corollary 4.6 and Proposition 4.7.

Proof. Consider a broken line in $\mathcal{D}_s$ with endpoint $Q' \in \sigma' \subset \mathcal{D}_s$ and a monomial of the form $cz^m$ with $\langle n_0, m \rangle < 0$ attached to its final domain of linearity. To complete the proof, it remains to show that there are finitely many such broken lines. By way of contradiction, assume that there actually infinitely many.

The direction vector of such a broken line must be towards the wall $\sigma \cap \sigma'$, so its final domain of linearity can be extended to some point $Q'' \in \sigma$. When crossing $\sigma \cap \sigma'$ from $\sigma'$ into $\sigma$, we have

$$cz^m \mapsto cz^m \left(1 + a_1 z^q + \cdots + a_{r-1} z^{(r-1)q} + z^q\right) \langle -n_0, m \rangle.$$ 

Note that the primitive normal vector $-n_0$ appears in this wall-crossing computation rather than $n_0$ because by assumption $\langle n_0, Q \rangle > 0$, so $n_0$ is directed into the chamber $\sigma$ rather than into $\sigma'$. The fact that $a_1, \ldots, a_{r-1}$ are all formal variables means that there are no cancellations. Because $\vartheta_{Q,m_0}$ is independent of the location of $Q$ within the chamber $\sigma$, this means there are infinitely many broken lines with initial slope $m_0$ and endpoint $Q$, a contradiction. \hfill \square

Definition 5.9. ([33, Definition 7.2]) Let $\Theta \subset \mathcal{A}_{\text{prin}}^\vee (\mathbb{Z}^T)$ be the collection of $m_0$ such that for any generic point $Q \in \sigma \in \Delta^+$, there exist finitely many broken lines with initial slope $m_0$ and endpoint $Q$.

Theorem 5.10. (Analogue of Theorem 7.5 of [33]) Let

$$\Delta^+(\mathbb{Z}) := \bigcup_{\sigma \in \Delta^+} \sigma \cap \mathcal{A}_{\text{prin}}^\vee (\mathbb{Z}^T)$$

be the set of integral points in the chambers of the cluster complex. Then

1. $\Delta^+(\mathbb{Z}) \subset \Theta$.
2. There is an inclusion of $R[N]$-algebras

$$\text{gen}(\mathcal{A}_{\text{prin}}) \subset \text{up}(\mathcal{A}_{\text{prin},s}) \otimes_{R[N^+]} R[N],$$

where each cluster monomial $Z \in \text{gen}(\mathcal{A}_{\text{prin}})$ is identified with $\vartheta_{g(Z)} \in \text{up}(\mathcal{A}_{\text{prin},s}) \otimes_{R[N^+]} R[N]$, where $g(Z) \in \Delta^+(\mathbb{Z})$ denotes the $g$-vector of $Z$.

Proof. The proof of (1) follows from Corollary 4.6 and Proposition 4.7.

For (2), we know from Proposition 5.8 that each $\vartheta_{Q,p}$ is a universal Laurent polynomial in $R[\tilde{M}^\circ]$, for all $p \in \mathcal{A}_{\text{prin}}(\mathbb{Z}^T)$ and $Q \in \Delta^+$. When $p \in \Delta^+(\mathbb{Z})$, we know by Theorem 5.6(4) that $\vartheta_{Q,p}$ is the corresponding cluster monomial. The inclusion follows from Proposition 5.3. \hfill \square

As an immediate consequence, we obtain:
Corollary 5.11. (Analogue of Corollary 7.6 of [33]) There are canonically defined non-negative structure constants
\[ \alpha : A^\vee_{\text{prin}}(\mathbb{Z}^T) \times A^\vee_{\text{prin}}(\mathbb{Z}^T) \times A^\vee_{\text{prin}}(\mathbb{Z}^T) \to \mathbb{Z}_{\geq 0} \cup \{ \infty \} \]
that are given by counts of broken lines.

As in the ordinary case, we can verify that the theta functions are well behaved with respect to the canonical torus action on \( A_{\text{prin}} \).

Proposition 5.12. (Analogue of Proposition 7.7 of [33]) For \( q \in A^\vee_{\text{prin}}(\mathbb{Z}) \), \( \vartheta^q \in \text{up}(A_{\text{prin}}) \) is an eigenfunction for the natural \( T_\tilde{K} \circ \) action on \( A_{\text{prin}} \) with weight \( w(q) \) given by the map \( \tilde{M}^\circ \to \tilde{M}^\circ \) defined by the mapping \( (m,n) \mapsto m - p^*(n) \).

Proof. The proof given in [33] for the ordinary case holds in the generalized case as well, since we still have \( w(v_i,e_i) = v_i - p^*(e_i) = 0 \), by definition. □

5.2. From \( A_{\text{prin}} \) to \( A \) and \( X \)

As in the ordinary case, our results for \( A_{\text{prin}} \) induce similar results on the \( A \) and \( X \) varieties. In this section, we adapt the results of section 7.2 of [33] for our generalized setting.

Similar to the ordinary case, the choice of generalized torus seed data \( s = \{(e_i, (a_{i,j}))\} \) gives a toric model for the generalized cluster variety \( V \). The generalized torus seed \( s \) specifies a fan \( \Sigma_{s,V} \). More precisely, the fans for the \( A \) and \( X \) cases are
\[
\Sigma_{s,A} := \{0\} \cup \{\mathbb{R}_{\geq 0}e_i : i \in I_{uf}\}, \\
\Sigma_{s,X} := \{0\} \cup \{-\mathbb{R}_{\geq 0}v_i : i \in I_{uf}\}.
\]

The fan \( \Sigma_{s,V} \) then defines a toric variety \( TV(\Sigma_{s,V}) \). Note that in our setting we consider the toric varieties with base change to the ground ring \( R \). The cluster varieties can be seen as (up to codimension 2) blowups \( Y \to TV(\Sigma_{s,V}) \) of the toric varieties along the closed subschemes given by the mutation maps. Note that we can simply follow [30, Construction 3.4] which does not necessarily depend on the mutations being binomials but only on the mutation functions being polynomials in a single variable.

These toric models allow us to determine the global monomials:

Lemma 5.13. (Analogue of Lemma 7.8 of [33]) For \( m \in \text{Hom}(L_s,\mathbb{Z}) \), the character \( z^m \) on \( T_{L,s} \subset V \) is a global monomial if and only if \( z^m \) is regular on \( TV(\Sigma_{s,V}) \). The character \( z^m \) is regular on \( TV(\Sigma_{s,V}) \) if and only if \( \langle m,n \rangle \geq 0 \) for the primitive generators \( n \) of each ray in \( \Sigma_{s,V} \). When \( V \) is an \( A \)-type cluster variety, the set of global monomials exactly coincides with the set of cluster monomials. That is, every global monomial is a monomial in the variables of a single cluster with non-negative exponents on the non-frozen variables.

Proof. The proof given in [33] for the ordinary case holds in the generalized setting, with one minor change: the support of \( Z_i \) is now defined by the zero
locus of polynomials rather than binomials, i.e., its support is now $1 + a_{i_1,1_2}z^{v_{i_1}} + \cdots + a_{i_r,1_2}z^{(r-1)v_{i_1}} z^{r_1v_{i_1}} = 0$ rather than $1 + z^{v_{i_1}} = 0$. Subsequent portions of the proof still hold after this change is made.

Note also that the proof in the ordinary case uses the Laurent phenomenon. Because the Laurent phenomenon holds in the reciprocal generalized setting, see Theorem 2.6, this portion of the proof extends to our setting without modification.

\[\square\]

Definition 5.14. For a generalized cluster variety $V = \bigcup_s T_{L,s}$, let $C_s^+(\mathbb{Z}) \subset V^\vee(\mathbb{Z}^T)$ denote the set of $g$-vectors for global monomials that are characters on the torus $T_{L,s} \subset V$ and $\Delta_V^+(\mathbb{Z}) \subset V^\vee(\mathbb{Z}^T)$ denote the union of all $C_s^+(\mathbb{Z})$.

Recall that $A_t = \pi^{-1}(t)$, where $\pi$ is the canonical fibration $A_{\text{prin}} \to T_M$. Consider the maps $\rho : A_{\text{prin}}^\vee \to A^\vee$ and $\xi : A^\vee \to A_{\text{prin}}^\vee$ which have tropicalizations

$$\rho^T : (m,n) \mapsto m,$$

$$\xi^T : n \mapsto (-p^*(n),-n).$$

The map $\rho^T$ identifies $A_{\text{prin}}^\vee(\mathbb{Z}^T)$ and the quotient of $A_{\text{prin}}^\vee(\mathbb{Z}^T)$ by the natural action of $N$. Let $w : A_{\text{prin}}^\vee \to T_{M^\circ}$ be the weight map given by $w(m,n) = m - p^*(n)$. Because $\xi$ identifies $A^\vee$ with the fiber of $w : A_{\text{prin}}^\vee \to T_{M^\circ}$ over the identity element $e$, the map $\xi^T$ identifies $A^\vee(\mathbb{Z}^T)$ with $w^{-1}(0)$.

Lemma 5.15. (Analogue of 7.10 of [33])

1. When $V$ is a generalized $A$-variety, $C_s^+(\mathbb{Z})$ is the set of integral points of the cone $C_s^+$ in the Fock–Goncharov cluster complex which corresponds to the seed $s$.

2. For any type of generalized cluster variety, $C_s^+(\mathbb{Z})$ is the set of integral points of a rational convex cone $C_s^+$ and the relative interiors of $C_s^+$ as $s$ varies are disjoint. The $g$-vector $g(f) \in V^\vee(\mathbb{Z}^T)$ depends only on the function $f$. That is, if $f$ restricts to a character on two distinct seed tori then the $g$-vectors they determine are the same.

3. For $m \in w^{-1}(0) \cap \Delta_{A_{\text{prin}}}^+(\mathbb{Z})$, the global monomial $\vartheta_m$ on $A_{\text{prin}}$ is invariant under the $T_{N^\circ}$ action and thus gives a global function on $\mathcal{X} = A_{\text{prin}}/T_{N^\circ}$. This is a global monomial and all global monomials on $\mathcal{X}$ occur in this way. Moreover, $m = g(\vartheta_m)$.

Proof. The proof given in [33] for the ordinary case holds in our generalized setting, as we have proven analogs of all the necessary previous results. We quickly review the proof given in [33] to point out each place where we are instead using an analogous result for the generalized setting.

First, consider (1) for a generalized $A$-variety. By Lemma 3.30 and Lemma 5.13, the positive chamber $C_s^+$ is the Fock–Goncharov cluster chamber associated to $s$ and a maximal cone of a simplicial fan. By Theorem 3.31, $\Delta_{A}^+(\mathbb{Z})$ forms a simplicial fan.

The $A$ case, which includes $A_{\text{prin}}$, of (2) follows from Sect. 4.1. The $\mathcal{X}$ case follows from the $A_{\text{prin}}$ case. Recall that the map $\tilde{p} : A_{\text{prin}} \to \mathcal{X}$ given
by $z^{(n,m)} \mapsto z^{m-p^*(n)}$ makes $A_{\text{prin}}$ into a $T_{N^\circ}$-torsor over $\mathcal{X}$. Hence, pulling back a monomial on $\mathcal{X}$ yields a $T_{N^\circ}$-invariant global monomial on $A_{\text{prin}}$. By Proposition 5.12, we have the inclusion $\Delta^+_\mathcal{X}(Z) \subseteq w^{-1}(0) \cap \Delta^+_A$. Conversely, suppose $m \in w^{-1}(0)$ and $m = g(f)$ for some global monomial $f$ on $A_{\text{prin}}$. Then there exists some generalized torus seed $s = \{(e_i, a_i)\}$ such that $f$ is represented by a monomial $z^m$ on $T_{N,s}$. Since $m \in w^{-1}(0)$, it must be of the form $m = (p^*(n), n)$ for some $n \in N$. By Lemma 5.13, $m$ is non-negative on the rays $\mathbb{R}_{\geq 0}(e_i, 0)$ of $\Sigma_{s,A_{\text{prin}}}$ and therefore $n$ is non-negative on the rays $-\mathbb{R}_{\geq 0}v_i$ of $\Sigma_{s,\mathcal{X}}$ and $z^n$ is a global monomial on $\mathcal{X}$. As such, $\Delta^+_\mathcal{X}(Z) = w^{-1}(0) \cap \Delta^+_A(z^n)$ and the cones for $\mathcal{X}$ are given by intersecting the cones for $A_{\text{prin}}$ with $w^{-1}(0)$. This also gives (3). □

**Broken Lines and Theta Functions for the $\mathcal{A}$ and $\mathcal{X}$ Cases.** The maps $\rho$ and $w$ allow us to define broken lines for the $\mathcal{A}$ and $\mathcal{X}$ cases. Recall that each wall in $D_s^A_{\text{prin}}$ has an associated wall-crossing automorphism that is a power series in $z^{(p^*(n), n)}$ for some $n$. Hence, $w(m, n) = w(p^*(n), n) = 0$ for every exponent which appears in one of these wall-crossing automorphisms.

First, consider the $\mathcal{X}$ case. Suppose $\gamma$ is a broken line in $D_s^A_{\text{prin}}$ with both $I(\gamma)$ and the initial domain of linearity lying in $w^{-1}(0)$. Because every exponent that appears in a wall-crossing function lies in $w^{-1}(0)$, the monomials attached to each subsequent domain of linearity must also lie in $w^{-1}(0)$. In particular, this means that $F(\gamma)$ and $b(\gamma)$ both lie in $w^{-1}(0)$. We define the set of broken lines in $\mathcal{X}^\vee(\mathbb{R}^T)$ to be the set of such broken lines. The $\mathcal{X}$ theta functions are the theta functions defined by those broken lines. Next, consider the $\mathcal{A}$ case. Here, the set of broken lines in $\mathcal{A}^\vee(\mathbb{R}^T)$ is defined as $\{\rho^T(\gamma)\}$ where $\gamma$ ranges over the set of broken lines in $A_{\text{prin}}^\vee(\mathbb{R}^T)$. Similarly, the $\mathcal{A}$ theta functions are the theta functions defined by those broken lines.

To define functions on the $\mathcal{A}$ and $\mathcal{X}$ varieties, we would restrict to the set $\Theta$. Hence, we define

$$\Theta(\mathcal{X}) := \Theta(A_{\text{prin}}) \cap w^{-1}(0),$$

$$\Theta(A_t) := \rho^T(\Theta(A_{\text{prin}})).$$

Because $\mathcal{A}^\vee(\mathbb{Z}^T)$ is identified with the quotient of $A_{\text{prin}}^\vee(\mathbb{Z}^T)$ under the natural $N$-action, it follows that $\Theta(A_{\text{prin}})$ is invariant under $N$-translation and, therefore, $\Theta(A_{\text{prin}}) = (\rho^T)^{-1}(\Theta(A_t))$. In fact, any section $\Sigma : \mathcal{A}^\vee(\mathbb{Z}^T) \to A_{\text{prin}}^\vee(\mathbb{Z}^T)$ of $\rho^T$ will induce a bijection between $\Theta(A_{\text{prin}})$ and $\Theta(A_t) \times N$.

The space $A_t = \cup_s T_{N^\circ, s}$ consists of tori glued by birational maps that depend on $t$. When tropicalized, however, these maps are independent of $t$ and so it is natural to define $A_t^\vee(\mathbb{Z}^T) := \mathcal{A}^\vee(\mathbb{Z}^T)$. With that notation, we can state the following results for $A_t$ and $\mathcal{X}$:

**Theorem 5.16.** (Analogue of Corollary 7.13 of [33]) For $\mathcal{X}$,

1. There are canonically defined structure constants

$$\alpha : \mathcal{A}^\vee \times \mathcal{X}^\vee(\mathbb{Z}^T) \times \mathcal{X}^\vee(\mathbb{Z}^T) \to \mathbb{Z}_{\geq 0}$$

given by counts of broken lines.
2. The subset $\Theta(X)$ contains the $g$-vector of each global monomial, i.e. $\Delta^+(\mathbb{Z}) \subset \Theta(X)$.

**Theorem 5.17.** (Analogue of Theorem 7.16 of [33]) For $V = A_r$,
1. Given a choice of section $\Sigma : A_{\Delta}^\vee(\mathbb{Z}^T) \to A_{\text{prin}}^\vee(\mathbb{Z}^T)$, there exists a map
   \[ \alpha_V : A_{\Delta}^\vee(\mathbb{Z}^T) \times A_{\Delta}^\vee(\mathbb{Z}^T) \times A_{\Delta}^\vee(\mathbb{Z}^T) \to \mathbb{K} \cup \{\infty\}, \]
   given by the mapping
   \[ (p, q, r) \mapsto \sum_{n \in \mathbb{N}} \alpha_{\Delta}^\vee(\sigma(p), \Sigma(q), \Sigma(r) + n) z^n(t) \]
   if the summation is finite. Otherwise, $\alpha_V(p, q, r) = \infty$. If $p, q, r \in \Theta(A_r)$, then the summation will be finite.
2. The subset $\Theta$ contains the $g$-vector of each global monomial, i.e. $\Delta^+_{\mathbb{Z}}(\mathbb{Z}^T) \subset \Theta$.

By taking $t = e$, we obtain these statements for $A$.

For both, the arguments given in [33] for the ordinary setting still hold in our generalized setting.

**6. Companion Cluster Algebras**

Given a generalized cluster algebra, Nakanishi and Rupel define the notion of companion algebras, which are a pair of ordinary cluster algebras associated to the generalized cluster algebra [50].

Recall that $((\mathbb{P}, \oplus)$ is an arbitrary semifield. Let $\mathbb{Q}\mathbb{P}$ denote the field of fractions of this semifield and $\mathbb{Q}\mathbb{P}(x) = \mathbb{Q}\mathbb{P}(x_1, \ldots, x_n)$ denote the field of rational functions in the algebraically independent variables $x_1, \ldots, x_n$. In earlier sections we referred to $\mathbb{Q}\mathbb{P}(x)$ as $F$, but here it will be convenient to write $\mathbb{Q}\mathbb{P}(x)$ since we will also want to discuss fields of rational functions in other sets of algebraically independent variables.

Fix a generalized cluster seed $\Sigma = (x, y, B, [r_{ij}], a)$. The corresponding fixed data $\Gamma$ has lattices $N, M, M^c, N^c$ and collections of scalars $\{d_i\}$ and $\{r_i\}$, as specified in Definition 3.1. Consider the initial generalized torus seed data be $s = \{(e_i, (a_i, s))\}$, where $\{e_i\}$ forms a basis for $N$, $\{d_i e_i\}$ for $N^c$, and $\{f_i = \frac{1}{d_i} e_i^*\}$ for $M^c$. As usual, we let $v_i = p_i^s(e_i) \in M^c$ for $i \in I_{\text{uf}}$.

Let $A$ denote the generalized cluster algebra defined by $\Sigma$. We can then state the definitions of the companion algebras as:

**Definition 6.1.** ([50]) Let $Lx = x^{1/r} = (Lx_1, \ldots, Lx_n) := (x_1^{1/r_1}, \ldots, x_n^{1/r_n})$ in $\mathbb{Q}\mathbb{P}(x^{1/r})$. The left companion algebra of $A$ is the ordinary cluster algebra $L\mathcal{A} \subset \mathbb{Q}\mathbb{P}(x^{1/r})$ with seed $(Lx, Ly, B[r_{ij}])$. Let $Lc_j, Lg_j$, and $LF_j$ denote the $c$-vectors, $g$-vectors, and $F$-polynomials of $L\mathcal{A}$.

**Definition 6.2.** ([50]) Let $Rx = x$ and $Ry = y^r = (Ry_1, \ldots, Ry_n) = (y_1^r, \ldots, y_n^r)$. The right companion algebra of $A$ is the ordinary cluster algebra $R\mathcal{A} \subset \mathbb{Q}\mathbb{P}(x)$ with seed $(x, y^r, [r_{ij}])$. Let $Rc_j, Rg_j$, and $RF_j$ denote the $c$-vectors, $g$-vectors, and $F$-polynomials of $R\mathcal{A}$.
Remark 6.3. Note that because the mutation formulas used in this article are the transpose of those used by Fomin and Zelevinsky [17], our definitions of the companion algebras are not identical to the definitions given in [50]. As compared to Nakanishi and Rupel, we switch the roles of the exchange matrices $[r_{ij}]B$ and $B[r_{ij}]$ in the definitions of the left and right companion algebras.

6.1. Langlands Duality and Tropical Duality

In this subsection, we largely restrict our attention to ordinary cluster algebras and quickly review background material about two types of duality. We also briefly state the definition of the Langlands dual in the generalized setting. In the next subsection, we will discuss one way that these notions appear in the context of generalized cluster algebras.

**Langlands Duality.** In [16], Fock and Goncharov give the following definitions for the Langlands dual of a set of fixed data and a torus seed:

**Definition 6.4.** Given fixed data $\Gamma$ and torus seed $s$, let $D := \text{lcm}(d_1, \ldots, d_n)$. The Langlands dual of $\Gamma$ is the fixed data $\Gamma^\vee$ defined by $N^\vee := N^\circ$, $I^\vee := I$, $I^\vee_{uf} := I_{uf}$, and $d_i^\vee := d_i^{-1}D$ with $\mathbb{Q}$-valued skew symmetric form $\{\cdot, \cdot\}^\vee := D^{-1}\{\cdot, \cdot\}$. The Langlands dual of $s$ is the torus seed $s^\vee := (d_1e_1, \ldots, d_ne_n)$.

In the generalized setting, this definition is updated as follows.

**Definition 6.5.** Given generalized fixed data $\Gamma$ and generalized torus seed $s$, the Langlands dual of $\Gamma$ is the generalized fixed data $\Gamma^\vee$ defined as in the ordinary case, with the addition that $r_i^\vee = \text{lcm}(r_1, \ldots, r_n)/r_i$ and the collection of formal variables $\{a_{ij}\}$ remains the same. The Langlands dual of $s$ is then the generalized torus seed $s^\vee := \{(e_i, (a_{ij}^\prime))\}_{i \in I_{uf}, j \in [r_i^\vee - 1]}$.

From these definitions, we can observe the following relationship between the bilinear forms of $\Gamma$ and $\Gamma^\vee$.

$$\{e_i, e_j\}d_j = \frac{1}{d_i}\{d_i e_i, d_j e_j\} = -D^{-1}\{d_j e_j, d_i e_i\}\left(\frac{D}{d_i}\right) = -\{e_i^\vee, e_j^\vee\}^\vee(d_i^\vee).$$

It follows that $\epsilon_{ij} = -\epsilon_{ji}^\vee$ and that, on the matrix level, $\epsilon = -(\epsilon^\vee)^T$. Recall from Definition 2.9 that the exchange matrix $B$ (in the Fomin–Zelevinsky sense) can be represented as

$$b_{ij} = \epsilon_{ij} = \{e_i, e_j\}d_j$$

for a given choice of torus seed $s$. Hence, the Langlands dual of an ordinary cluster algebra defined by the exchange matrix $B = [\epsilon_{ij}]$ is simply the ordinary cluster algebra defined by $-B^T = [-\epsilon_{ij}^T]$. 
Tropical Duality. The study of cluster algebras often involves a different type of duality, called tropical duality. In [18], Fomin and Zelevinsky define $c$-vectors and $g$-vectors as the tropicalizations of the $A$ and $X$ cluster variables. As noted in earlier sections, Gross, Hacking, Keel, and Kontsevich showed in Lemma 2.10 of [33] that given a choice of seed data $s$, $M_{s,s}^{\circ} \cong A^{\vee}(\mathbb{R}^T)$, where $A^{\vee}(\mathbb{R}^T)$ denotes the tropicalization of the Fock–Goncharov dual variety. By explaining the connection between the lattices used in [33] and the $c$-vectors and $g$ vectors, we can connect these seemingly disparate statements.

Consider the fixed data $\Gamma$ and choice of initial torus seed data $s_{in} = (e_{in,i})$. By definition, the basis vectors of $N_{s_{in}}$ are $\{e_{in,i}\}_{i \in I}$ and the basis vectors of $M_{s_{in}}^{\circ}$ are $\{f_{in,i}\}_{i \in I}$, where $f_{in,i} = \frac{1}{d_i} e_{in,i}^*$. Recall that $A$ cluster variables have the form $z^n$ with $m \in M_{s_{in}}^{\circ}$ and that the $\mathcal{X}$ cluster variables have the form $z^n$ with $n \in N_{s_{in}}$. Because the $c$-vectors and $g$-vectors are the tropicalizations of these cluster variables, we can express them as $c_{s_{in},i} = \sum_k c_{ik} e_{in,k}$ and $g_{s_{in},i} = \sum_k g_{ik} f_{in,k}$.

Now, consider an arbitrary seed $s = (e_{s,i})$. Now, the lattice $N_s$ has basis vectors $\{e_{s,i}\}_{i \in I}$ and the lattice $M_s$ has basis vectors $\{f_{s,i}\}_{i \in I}$. The corresponding $A$ and $\mathcal{X}$ cluster variables have $c$-vectors and $g$-vectors which we can write as $g_{s,i} = f_{s,i} = \sum_k g_{ik} f_{in,k}$ and $c_{s,i} = e_{s,i} = \sum_k c_{ik} e_{in,k}$. We denote by $C_s^g$ (respectively, $G_s^g$) the integer matrix with columns $c_{1:s,\ldots,:n:s}$ (respectively, with columns $g_{1:s,\ldots,:n:s}$), where $\epsilon = [\epsilon_{ij}]$ is the matrix defined by $s_{in}$.

Nakanishi and Zelevinsky proved the following identity, referred to as a tropical duality, between the $c$-vectors and $g$-vectors.

**Theorem 6.6.** ([51, Theorem 1.2]) For any torus seed $s$ and the associated matrix $\epsilon = [\epsilon_{ij}] = [\{e_{i,j}\}d_j]$, take $e_{in} = \epsilon$ and let $e_s$ denote the matrix associated with the torus seed $s$. Then,

$$(C_s^g)^T = (C_s^{-\epsilon^T})^{-1}. \quad (11)$$

We can also understand this tropical duality in the language of cluster scattering diagrams. In the previous subsection, we saw that replacing $\epsilon$ with $-\epsilon^T$ in the fixed data $\Gamma$ is equivalent to considering its Langlands dual, $\Gamma^\vee$.

Consider some choice of torus seed $s = \{e_{s,i}\}_{i \in I}$ associated to $\Gamma$. As explained above, the associated collections of $g$-vectors and $c$-vectors are, respectively, $\{f_{s,i}\}$ and $\{e_{s,i}\}$. The associated collections of $g$-vectors and $c$-vectors of the Langlands dual torus seed data $s^\vee$ are therefore $\{f_{s,i}^\vee = d_i D_i^{-1} f_{s,i}\}$ and $\{e_{s,i}^\vee = d_i e_{s,i}\}$, respectively. One can immediately see that the bases $\{f_{s,i}\}$ and $\{e_{s,i}\}$ are dual, because

$$\langle e_{s,i}^\vee, f_{s,i} \rangle = \langle d_i e_{s,i}, d_i^{-1} e_{s,i}^* \rangle = \langle e_{s,i}, e_{s,i}^* \rangle = 1,$$

which implies the tropical duality in the language of seed basis vectors.

**6.2. Fixed Data for the Companion Algebras**

Fix a generalized cluster seed $\Sigma = (x, y, B, [r_{ij}], a)$, which defines the generalized cluster algebra $A$. We will assume that $A$ is a reciprocal generalized cluster algebra, so we can use our construction of cluster scattering dia-
grams for reciprocal generalized cluster algebras. The corresponding generalized fixed data \( \Gamma \) has lattices \( N, M, M^\circ, N^\circ \); index sets \( I \) and \( I_{uf} \); collections of scalars \( \{d_i\} \) and \( \{r_i\} \); and the collection of formal variables \( \{a_{i,j}\}_{i \in I, j \in [r_i - 1]} \), as specified in Definition 3.1. Consider the initial generalized torus seed data \( s = (\{e_i, (a_{i,j})\}_{i \in I}) \), where \( e_i \) forms a basis for \( N \), \( \{d_i e_i\}_{i \in I} \) for \( N^\circ \), \( e_i^\circ \) for \( M \), and \( \{f_i = \frac{1}{d_i} e_i^\circ\}_{i \in I} \) for \( M^\circ \). As usual, we let \( v_i = p_i^*(e_i) \in M^\circ \) for \( i \in I_{uf} \).

As explained in earlier section, the generalized cluster algebra \( A \) has an associated pair of companion algebras, \( L A \) and \( R A \). We can explicitly described the fixed data associated with the left and right companion algebras. In doing so, we will use the superscript \( C \) to indicate when we are considering an object in a generic companion algebra and the superscripts \( L \) and \( R \), respectively, to denote the corresponding notions in the left and right companion algebras. The data associated with the left and right companion algebras in the following table:

| \( \{\cdot, \cdot\} \) | \( \langle \cdot, \cdot \rangle \) | \( \langle \cdot, \cdot \rangle \) | \( \langle \cdot, \cdot \rangle \) |
|---|---|---|---|
| \( C d_i \) | \( L d_i = d_i r_i \) | \( R d_i = \frac{d_i}{r_i} \) |
| \( C e_i \) | \( L e_i = e_i \) | \( R e_i = r_i e_i \) |
| \( C f_i \) | \( L f_i = \frac{1}{d_i} L e_i^\circ = \frac{1}{d_i} e_i^\circ = \frac{1}{r_i} f_i \) | \( R f_i = \frac{1}{d_i} R e_i^\circ = \frac{1}{d_i} r_i e_i^\circ = f_i \) |
| \( C N \) | \( L N = N \) | \( R N = \text{span} \{r_i e_i\} \) |
| \( C N^\circ \) | \( L N^\circ = \text{span} \{r_i (d_i e_i)\} \) | \( R N^\circ = \text{span} \{d_i e_i\} \) |
| \( C M \) | \( L M = \text{span} \{e_i^\circ\} = M \) | \( R M = \text{span} \{e_i^\circ\} \) |
| \( C M^\circ \) | \( L M^\circ = \text{span} \{L f_i\} \) | \( R M^\circ = \text{span} \{R f_i\} \) |
| \( C x_i \) | \( L x_i = z^\circ f_i = \frac{1}{r_i} x_i \) | \( R x_i = z^\circ f_i = x_i \) |
| \( C y_i \) | \( L y_i = z^\circ e_i = \frac{1}{r_i} y_i \) | \( R y_i = \frac{1}{r_i} e_i = y_i \) |
| \( C \hat{y} \) | \( L \hat{y}_i = z^\circ (v_i e_i) = \hat{y} \) | \( R \hat{y}_i = \frac{1}{r_i} (v_i e_i) = \hat{y} \) |
| \( C v_i \) | \( L v_i = \{L e_i, \cdot\} = \{e_i, \cdot\} = v_i \) | \( R v_i = \{R e_i, \cdot\} = \{r_i e_i, \cdot\} = r_i v_i \) |
| \( C (d_i e_i, f_i) \) | \( L d_i L e_i, L f_i = (d_i r_i e_i, \frac{1}{r_i} f_i) = 1 \) | \( R d_i R e_i, R f_i = (d_i r_i^{-1} (r_i e_i), f_i) = 1 \) |

Observe that if \( d_i = 1 \) for all \( i \), then the left and right companion algebras are Langlands dual (up to the scalar factor \( \text{lcm}\{\{r_i\}_{i \in I}\} \)) to each other. The term \( \frac{d_i}{r_i} \) being rational may raise some questions. Note that it is possible for a right companion algebra to have fixed data such that some \( R d_i \) are non-integral. In fact, \( R d_i \) will be non-integral whenever \( r_i \neq 1 \). To ensure that all \( R d_i \) are integral, one could scale \( R d = \langle R d_i \rangle \) by a factor of \( \text{lcm}(r_i) \). Any computations done using a cluster scattering diagram generated by the scaled fixed data would then require that we account for this scaling. Further, this rational lattice is consistent with the fact that [50] defines this companion algebra as a subalgebra of \( \mathbb{Q} \mathbb{P}(x^{1/r}) \).

In fact, the unscaled fixed data \( R \Gamma \) can still be used to define a sensible cluster scattering diagram that allows for easy computation of cluster variables, etc. To understand the impact of non-integral values of \( R d_i \) on the construction of a cluster scattering diagram, we can consider the impact on the associated lattices and initial cluster scattering diagram. It is clear that \( R N \) will always
be an integral lattice, since $R_N = \text{span}\{r_i e_i\}$. The scaling of $R e_i$ guarantees that $R N^\circ$ is always an integral lattice since
\[
R N^\circ = \text{span}\left\{ R d_i R e_i \right\} = \text{span}\left\{ \frac{d_i}{r_i} r_i e_i \right\} = \text{span}\{d_i e_i\}.
\]
Note that this scaling also means that
\[
R M^\circ = \text{span}\{ R f_i \} = \text{span}\left\{ \frac{1}{R d_i} (R e_i)^* \right\} = \text{span}\left\{ \frac{r_i}{d_i} \frac{1}{r_i} e_i^* \right\} = \text{span}\{f_i\}.
\]
By definition, $R A$ has initial scattering diagram $R D$ in $\mathbb{Z}$
\[
D = \left\{ (r_i e_i, 1 + z r_i v_i) \right\}_{i \in I_{uf}} = \left\{ (R d_i, 1 + z^* v_i) \right\}_{i \in I_{uf}},
\]
where all the wall-crossing automorphisms have integral exponents. As such, the algorithm for producing a consistent scattering diagram that was introduced by Kontsevich and Soibelman in two dimensions and then extended to higher dimensions by Gross and Siebert can be applied to $R D$. Likewise, other major results of Gross, Hacking, Keel, and Kontsevich [33] which rely on the wall-crossing automorphisms having integer exponents still hold for the resulting consistent scattering diagram.

Example 6.7. Consider the generalized cluster algebra from Example 3.23,
\[
A \left( x, y, \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \begin{bmatrix} 3 & 0 \\ 0 & 1 \end{bmatrix}, ((1, a, a, 1), (1, 1)) \right).
\]
This generalized cluster algebra has companion algebras:
\[
L A = \left( (x_1^{1/3}, x_2), (y_1, y_2), \begin{bmatrix} 0 & 1 \\ -3 & 0 \end{bmatrix} \right),
\]
\[
R A = \left( (x_1, x_2), (y_1^3, y_2), \begin{bmatrix} 0 & 3 \\ -1 & 0 \end{bmatrix} \right).
\]
Recall from Example 3.4 that $A$ has fixed data $d = (1, 1)$, $r = (3, 1)$, $I = I_{uf} = \{1, 2\}$, $N = N^\circ = \langle e_1, e_2 \rangle$, $M = M^\circ = \langle e_1^*, e_2^* \rangle$, and skew-symmetric form $\{ \cdot, \cdot \} : N^\circ \times N^\circ \to \mathbb{Z}$ specified by the exchange matrix. The fixed and seed data of its associated companion algebras, in terms of the fixed data of the generalized cluster algebra, are summarized in the following table.

| $L A$ | $R A$ |
|-------|-------|
| $c d$ | $(3, 1)$ | $(\frac{1}{3}, 1)$ |
| $c e_i$ | $e_1, e_2$ | $3e_1, e_2$ |
| $c f_i$ | $\frac{1}{3} f_1, f_2$ | $f_1, f_2$ |
| $c N$ | $\langle e_1, e_2 \rangle$ | $\langle 3e_1, e_2 \rangle$ |
| $c N^\circ$ | $\langle 3e_1, e_2 \rangle$ | $\langle e_1, e_2 \rangle$ |
| $c M$ | $\langle e_1^*, e_2^* \rangle$ | $\langle \frac{1}{3} e_1^*, e_2^* \rangle$ |
| $c M^\circ$ | $\langle \frac{1}{3} f_1, f_2 \rangle$ | $\langle f_1, f_2 \rangle$ |
| $c v_i$ | $v_1, v_2$ | $3v_1, v_2$ |
The cluster scattering diagrams for $L A$ and $R A$ are shown below (on the top and bottom, respectively). Although the data in the above table is stated in terms of the fixed data of the generalized cluster algebra, the following ordinary cluster scattering diagrams are drawn from the fixed data of the companion algebras and the wall functions are stated in terms of the $L x_i$ and $R x_i$. In this example, we note that the generalized and companion fixed data mostly coincide, but notably

$$L f_1 = \frac{1}{3} f_1, \quad R e_1 = 3 e_1, \quad R v_1 = 3 v_1.$$  

Because of this, we need to be careful to avoid confusion about which variables are being used when writing the wall functions. The wall functions in the following diagrams use the variables of the companion algebra, but could also be written using the variables of the generalized algebra. For instance, observe that

$$L f_2 = 1 + L z^{(L v_2)} = 1 + L z^{-3 (L f_1)} = 1 + L z^{(-3,0)} = 1$$

$$+ (L x_1)^{-3} = 1 + (x_1^{1/3})^{-3} = 1 + x_1^{-1} = 1 + z v_2.$$  

**Remark 6.8.** Note that under the hypothesis $d_i = 1$, the left and right companion algebras are, up to isomorphism and the scalar factor $\text{lcm}\{r_i\}_{i \in I}$, Langlands dual according to the definition given in Sect. 6.1. In particular, let $\mathcal{A}$ be a reciprocal generalized cluster algebra where all $d_i = 1$ with companion
algebras $L\mathcal{A}$ and $R\mathcal{A}$. Let $L\Gamma$ and $R\Gamma$ denote the fixed data of $L\mathcal{A}$ and $R\mathcal{A}$, respectively, then

$$(L\Gamma)^\vee \simeq R\Gamma \quad \text{and} \quad (R\Gamma)^\vee \simeq L\Gamma,$$

up to the scalar factor $\text{lcm}(\{r_i\}_{i\in I})$.

Based on the explicit fixed data of the companion algebras, we can make several other useful observations. First, the $c$-vectors of the left companion algebras and the generalized algebras coincide because the torus seed basis vectors are the same. On the other hand, for the $g$-vectors, we have

$$Lg_{s,j} = 1 \frac{r_j}{r_j} g_{s,j} = 1 \sum_i g_{ji} f_{\text{in},i} = 1 \sum_i r_i \frac{r_j}{r_j} g_{ji} L f_{\text{in},i}.$$ 

Hence, we have $Lg_{s,j} = [\frac{r_j}{r_j} g_{ji}]_{i\in I}$ as in Corollary 4.2 of [50]. We can similarly deduce that the $g$-vectors of the right companion algebras and the generalized algebra are the same, since $f_i = R f_i$. The $c$-vectors are related as

$$ Rc_{s,j} = r_j c_{s,j} = r_j \sum_i c_{ji} c_{\text{in},i} = \sum_i r_j \frac{r_j}{r_i} c_{ji} R c_{\text{in},i},$$

which also agrees with Corollary 4.1 of [50].

We can also explore the relationship between mutation of the generalized cluster algebra and mutation of its associated companion algebras. Consider a reciprocal generalized cluster algebra $\mathcal{A}$ with fixed data $\Gamma$. Again, let us consider a fixed generalized torus seed $s$ and the associated scattering diagram with principal coefficients, $\mathcal{D}_{s,\text{prin}}$. The fixed data for the left and right companion algebras of $\mathcal{A}$ are as specified earlier in this section. By definition, the initial scattering diagram for $L\mathcal{A}$ is of the form

$$L\mathcal{D}_{s,\text{prin}} = \left\{ \left( L\varnothing_k = (r_k d_k e_k, 0)^\perp, L f_{\varnothing_k} = 1 + z^{(r_k, e_k)} \right), \text{ for } k \in I_{\text{uf}} \right\}. $$

Note that the dual lattice of $L M^\circ$ is $L N^\circ = \text{span}\{r_i d_i e_i\}_{i\in I}$. Hence, the primitive vectors normal to the wall $\varnothing_k$ in $L\mathcal{D}_{s,\text{prin}}$ have the form $(\pm r_k d_k e_k, 0)$. By convention, we will choose to use the primitive normal vector $(r_k d_k e_k, 0)$ when calculating path-ordered products. Now, consider the cluster variables $L\hat{y}_i = z^{(v_i, e_i)}$ and let

$$v_i = \sum_k L\nu_{ik} L f_k = \sum_k L\nu_{ik} \cdot (r_k f_k).$$

Mutating $L\hat{y}_i$ in direction $k$ is equivalent to applying the wall-crossing automorphism associated with $L\varnothing_k$ to the monomial $z^{(v_i, e_i)}$. Hence, we can calculate
\( \mu_k(\tilde{L} \tilde{y}_i) \) by computing

\[
\tilde{L} \tilde{y}_i = z^{(L v_i, e_i)} \xrightarrow{\tilde{L} \tilde{\sigma}_k} z^{(v_i, e_i)} (L f_{\tilde{\theta}}^{i})^{(r_k d_k e_k, 0)}(v_i, e_i)) \\
= z^{(L v_i, e_i)} (L f_{\tilde{\theta}}^{i})^{(r_k d_k e_k, \sum_{j \in I} L v_{ij} L f_j)} \\
= z^{(L v_i, e_i)} (L f_{\tilde{\theta}}^{i})^{\sum_{j \in I} (r_k d_k e_k, L v_{ij} L f_j)}.
\]

Observe that

\[
\langle r_k d_k e_k, L v_{ij} L f_j \rangle = r_k d_k L v_{ij} \langle e_k, L f_j \rangle = r_k d_k L v_{ij} \frac{1}{r_j d_j} e^{*}_{j} = \begin{cases} 
L v_{ij} & j = k \\
0 & j \neq k.
\end{cases}
\]

Hence, we have

\[
\tilde{L} \tilde{y}_i = z^{(L v_i, e_i)} \xrightarrow{\tilde{L} \tilde{\sigma}_k} z^{(L v_i, e_i)} (L f_{\tilde{\theta}}^{i})^{L v_{ij}}.
\]

Recall that the variables of the generalized cluster algebra and the left companion algebra are related by \( L x_i = x_i^{1/r_i} \) and \( L y_i = y_i \). Recall also that \( L v_i = v_i \) and therefore \( \tilde{L} \tilde{y}_i = z^{(L v_i, e_i)} = z^{(v_i, e_i)} = \tilde{y}_i \). Hence, we can rewrite the above map as

\[
\tilde{y}_i \xrightarrow{\tilde{L} \tilde{\sigma}_k} z^{(v_i, e_i)} (L f_{\tilde{\theta}}^{i})^{L v_{ik} r_k},
\]

which agrees with the \( F \)-polynomial transformation given in Proposition 4.3 of [50]. The analogous computation for mutation in the right companion algebra also agrees with Proposition 4.6 of [50].

**Data Availability Statement** Data sharing is not applicable to this article as no datasets were generated or analysed during the current study.

**Declarations** M. Cheung was partially supported by NSF Grant DMS-1854512. G. Musiker was partially supported by NSF Grant DMS-1745638. E. Kelley was partially supported by NSF Grants DMS-1745638 and DMS-1937241. The authors are grateful for the hospitality of RIMS in 2019 in Kyoto, Japan, during the “Cluster Algebras 2019” workshop, where this collaboration began, and to the anonymous reviewers whose careful reading and insightful comments improved the exposition of this paper. On behalf of all authors, the corresponding author states that the authors have no conflicts of interest.

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.
References

[1] Esther Banaian and Elizabeth Kelley. “Snake Graphs from Triangulated Orbifolds”. In: SIGMA Special Issue on Cluster Algebras 16 (2020).

[2] Arkady Berenstein, Sergey Fomin, and Andrei Zelevinsky. “Cluster algebras III: Upper bounds and double Bruhat cells”. In: Duke Mathematical Journal 126 (2003).

[3] Lara Bossinger et al. “Toric degenerations of cluster varieties and cluster duality”. In: Compositio Mathematica 156 (10 2020).

[4] Philippe Caldero and Bernhard Keller. “From triangulated categories to cluster algebras”. In: Inventiones mathematicae 172 (2008), pp. 169-211.

[5] Michael Carl, Max Pumperla, and Bernd Siebert. “A tropical view on Landau-Ginzburg models”. In: preprint (2010).

[6] Frédéric Chapoton. “Enumerative properties of generalized associahedra”. In: Séminaire Lotharingien de Combinatoire 51 (2004), B51b.

[7] Frédéric Chapoton, Sergey Fomin, and Andrei Zelevinsky. “Polytopal realizations of generalized associahedra”. Canadian Mathematical Bulletin 45.4 (2002), pp. 537-566.

[8] Leonid Chekhov. “Orbifold Riemann Surfaces and Geodesic Algebras”. In: Journal of Physics A: Mathematical and Theoretical 42.30 (2009).

[9] Leonid Chekhov and Marta Mazzocco. “Isomonodromic deformations and twisted Yangians arising in Teichmüller theory”. Advances in Mathematics 266.6 (2011), pp. 4731-4775.

[10] Leonid Chekhov and Michael Shapiro. “Teichmüller spaces of Riemann surfaces with orbifold points of arbitrary order and cluster variables”. In: International Mathematics Research Notices 2014 (2013), pp. 2746-2772.

[11] Man-Wai Cheung. “Theta functions and quiver Grassmannians”. In: 1906.12299 (2019).

[12] Man-Wai Cheung, Elizabeth Kelley, and Gregg Musiker. “Cluster scattering diagrams and theta basis for reciprocal generalized cluster algebras”. In: Sém. Lothar. Combin. B 85 (2021).

[13] Man-Wai Cheung, Timothy Magee, and Alfredo Nájera Chávez. “Compactifications of Cluster Varieties and Convexity”. In: International Mathematics Research Notices (2021).

[14] Anna Felikson, Michael Shapiro, and Pavel Tumarkin. “Cluster Algebras and Triangulated Orbifolds”. Advances in Mathematics 231.5 (2012), pp. 2953-3002.

[15] Anna Felikson, Michael Shapiro, and Pavel Tumarkin. “Cluster algebras of finite mutation type via unfoldings”. In: International Mathematics Research Notices 8 (2012), pp. 1768-1804.
[16] Vladimir Fock and Alexander Goncharov. “Cluster ensembles, quantization, and the dilogarithm”. In: Annales scientifiques de l’École Normale Supérieure 42 (2009), pp. 865-930.

[17] Sergey Fomin and Andrei Zelevinsky. “Cluster Algebras I: Foundations”. Journal of the American Mathematical Society 15.2 (2002), pp. 497-529.

[18] Sergey Fomin and Andrei Zelevinsky. “Cluster Algebras IV: Coefficients”. Compositio Mathematica 143.1 (2007), pp. 112-164.

[19] Chris Fraser. “Cyclic symmetry loci in Grassmannians”. In: 2010.05972 (2020).

[20] Christof Geiß, Bernard Leclerc, and Jan Schröer. “Generic bases for cluster algebras and the chamber ansatz”. Journal of the American Mathematical Society 25.1 (2012), pp. 21-76.

[21] Christof Geiß, Bernard Leclerc, and Jan Schröer. “Kac-Moody groups and cluster algebras”. In: Advances in Mathematics 228 (2011), pp. 329-433.

[22] Michael Gekhtman, Michael Shapiro, and Alek Vainshtein. Cluster Algebras and Poisson Geometry. American Mathematical Society, 2010.

[23] Michael Gekhtman, Michael Shapiro, and Alek Vainshtein. “Drinfeld double of GLn and generalized cluster structures”. In: Proceedings of the London Mathematical Society 116 (2017), pp. 429-484.

[24] Michael Gekhtman, Michael Shapiro, and Alek Vainshtein. “Generalized cluster structure on the Drinfeld double of GLn”. Comptes Rendus Mathematique 354.4 (2016), pp. 345-349.

[25] Michael Gekhtman, Michael Shapiro, and Alek Vainshtein. “Generalized Cluster Structures Related to the Drinfeld Double of GLn”. In: 2004.05118 (2020).

[26] Michael Gekhtman, Michael Shapiro, and Alek Vainshtein. “Periodic staircase matrices and generalized cluster structures”. In: International Mathematics Research Notices (2020).

[27] Anne-Sophie Gleitz. “Generalized cluster algebras and q-characters at roots of unity”. In: Discrete Mathematics & Theoretical Computer Science (2015), pp. 357-368.

[28] Anne-Sophie Gleitz. “Quantum affine algebras at roots of unity and generalized cluster algebras”. In: 1410.2446 (2014).

[29] Anne-Sophie Gleitz. “Representations of Uq(Lsl2) at roots of unity and generalised cluster algebras”. In: European Journal of Combinatorics 57 (2016), pp. 94-108.

[30] Mark Gross, Paul Hacking, and Sean Keel. “Birational geometry of cluster algebras”. Algebraic Geometry 2.2 (2015), pp. 137-175.

[31] Mark Gross, Paul Hacking, and Sean Keel. “Mirror symmetry for log Calabi-Yau surfaces I”. Publications Mathématiques de l’IHES 122.1 (2015), pp. 65-168.
[32] Mark Gross and Bernd Siebert. “From affine geometry to complex geometry”. In: Annals of Mathematics 174 (2011), pp. 1301-1428.
[33] Mark Gross et al. “Canonical bases for cluster algebras”. In: Journal of the American Mathematical Society 31 (2018), pp. 497-608.
[34] Alexander Grothendieck. “Eléments de géométrie algébrique. I. Le langage des schémas.” Publications Mathématiques de l’IHÉS 4 (1960), pp. 5-228.
[35] Kohei Iwaki and Tomoki Nakanishi. “Exact WKB analysis and cluster algebras II: simple poles, orbifold points, and generalized cluster algebras”. International Mathematics Research Notices 2016.14 (2016), pp. 4375-4417.
[36] Rinat Kedem. “Q-systems as cluster algebras”. In: Journal of Physics A: Mathematical and Theoretical 89 (2008), pp. 183-216.
[37] Bernhard Keller. “Cluster algebras and derived categories”. In: 1202.4161 (2012).
[38] Bernhard Keller. “Cluster algebras, quiver representations, and triangulated categories”. In: Triangulated Categories (London Mathematical Society Lecture Note Series) (2010), pp. 76-160.
[39] Elizabeth Kelley. “Structural Properties of Reciprocal Generalized Cluster Algebras”. PhD thesis. University of Minnesota - Twin Cities, 2021.
[40] Maxim Kontsevich and Yan Soibelman. “Affine Structures and Non-Archimedean Analytic Spaces”. In: ed. by Pavel Etingof, Vladimir Retakh, and I.M. Singer. Progress in Mathematics. Birkhäuser Boston, 2006.
[41] Maxim Kontsevich and Yan Soibelman. “Stability structures, motivic Donaldson-Thomas invariants, and cluster transformations”. In: 0811.2435 (2008).
[42] Atsuo Kuniba, Tomoki Nakanishi, and Junji Suzuki. “T-systems and y-systems in integrable systems”. In: Journal of Physics A: Mathematical and Theoretical 44.10 (2011).
[43] Daniel Labardini-Fragoso and Diego Velasco. “On a family of Caldero-Chapoton algebras that have the Laurent phenomenon”. In: Journal of Algebra 520 (2019), pp. 90-135.
[44] Ian Tuan-Yen Le. “Cluster structures on Higher Teichmüller Spaces for Classical Groups”. In: Forum of Mathematics, Sigma 7 (2019).
[45] Lang Mou. “Scattering diagrams for generalized cluster algebras”. In: 2110.02416 (2021).
[46] Greg Muller. “The Existence of a Maximal Green Sequence is not Invariant under Quiver Mutation”. In: The Electronic Journal of Combinatorics 23.2 (2016).
[47] Gregg Musiker, Lauren Williams, and Ralf Schiffler. “Bases for cluster algebras from surfaces”. In: Compositio Mathematica 149 (2013), pp. 217-263.
[48] Kentaro Nagao. “Donaldson-Thomas theory and cluster algebras”. Duke Mathematical Journal 162.7 (2013), pp. 1313-1367.
[49] Tomoki Nakanishi. “Structure of seeds in generalized cluster algebras”. In: Pacific Journal of Mathematics 277 (2014), pp. 201-217.

[50] Tomoki Nakanishi and Dylan Rupel. “Companion cluster algebras to a generalized cluster algebra”. In: Travaux mathématiques 24 (2016), pp. 129-149.

[51] Tomoki Nakanishi and Andrei Zelevinsky. “On tropical dualities in cluster algebras”. In: Algebraic groups and quantum groups 565 (2012), pp. 217-226.

[52] Nathan Reading. “Scattering Fans”. In: International Mathematics Research Notices 2020.23 (2020), pp. 9640-9673.

[53] Markus Reineke. “Poisson automorphisms and quiver moduli”. Journal of the Institute of Mathematics of Jussieu 9.3 (2010), pp. 653-667.

[54] Idun Reiten. “Cluster categories”. Proceedings of the International Congress of Mathematicians (2010), pp. 558-594.

[55] Ralf Schiffler, Kyungyong Lee. “Positivity for Cluster Algebras”. Annals of Mathematics 182.1 (2015), pp. 73-125.

[56] Anna Wienhard. “An Invitation to Higher Teichmüller Theory”. In: Proceedings of the International Congress of Mathematicians 2 (2018), pp. 1031-1058.

Man-Wai Cheung
Department of Mathematics, Kavli IPMU (WPI), UTIAS
The University of Tokyo
Kashiwa
Chiba 277-8583
Japan
e-mail: manwai.cheung@ipmu.jp

Elizabeth Kelley
Department of Mathematics
University of Illinois Urbana Champaign
Champaign
IL
USA
e-mail: kelleye@illinois.edu

Gregg Musiker
Department of Mathematics
University of Minnesota
Minneapolis
MN
USA
e-mail: musiker@math.umn.edu

Communicated by Nathan Williams
Received: 1 April 2022.
Accepted: 20 November 2022.