FedML: A Research Library and Benchmark for Federated Machine Learning

Abstract

Federated learning is a rapidly growing research field in the machine learning domain. Although considerable research efforts have been made, existing libraries cannot adequately support diverse algorithmic development (e.g., diverse topology and flexible message exchange), and inconsistent dataset and model usage in experiments make fair comparisons difficult. In this work, we introduce FedML, an open research library and benchmark that facilitates the development of new federated learning algorithms and fair performance comparisons. FedML supports three computing paradigms (distributed training, mobile on-device training, and standalone simulation) for users to conduct experiments in different system environments. FedML also promotes diverse algorithmic research with flexible and generic API design and reference baseline implementations. A curated and comprehensive benchmark dataset for the non-I.I.D setting aims at making a fair comparison. We believe FedML can provide an efficient and reproducible means of developing and evaluating algorithms for the federated learning research community. We maintain the source code, documents, and user community at https://FedML.ai.

1 Introduction

Federated learning (FL) is a distributed learning paradigm that aims to train machine learning models from scattered and isolated data [1]. FL differs from data center-based distributed training in three major aspects: statistical heterogeneity (non-I.I.D., limited labels, etc.), system constraints (communication and computation), and trustworthiness (security, privacy, fairness, etc.). Solving these unique challenges calls for efforts from a variety of fields, including machine learning, wireless communication, mobile computing, distributed systems, and information security, making federated learning a truly interdisciplinary research area.

In the past few years, considerable efforts have been made to address these unique challenges. To tackle the statistical heterogeneity challenge, distributed optimization methods such as FedMA [2], FedProx [3], Adaptive Federated Optimization [4] and FedNAS [5] have been proposed. To tackle the system constraints challenge, researchers apply compression, sparsification, or quantization techniques to reduce the communication overheads and computation costs during the training process [6, 7, 8, 9, 10, 11, 12]. To tackle the trustworthiness challenge, existing research focuses on developing new adversarial attack and defense techniques to make federated learning robust [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 22], and proposing methods such as differential privacy (DP) and secure multiparty computation (SMPC) to protect privacy [25, 26, 27, 28, 29, 30, 31, 32, 33] (see Table 8 in the appendix for a taxonomy of the federated learning literature).
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Despite these efforts, we observe that existing efforts are confronted with a number of limitations that we argue are critical to FL research:

**Lack of support of diverse FL configurations.** FL algorithms are diverse in network topology, exchanged information, and training procedures. In terms of network topology, a variety of network typologies such as vertical FL \[34, 35, 36, 37, 38, 39, 40\], split learning \[41, 42\], decentralized FL \[43, 44, 45, 46\], hierarchical FL \[47, 48, 49, 50, 51, 52\], and meta FL \[53, 54, 55\] have been proposed. In terms of exchanged information, aside from exchanging gradients and models, recent FL algorithms propose to exchange information such as pseudo labels in semi-supervised FL \[56\] and architecture parameters in neural architecture search-based FL \[5, 57, 58\]. In terms of training procedures, the training procedures in federated GAN \[59, 60\] and transfer learning-based FL \[61, 62, 63, 64, 65\] are significantly different from the vanilla FedAvg algorithm \[66\]. However, existing FL libraries are not able to support such diversity.

**Lack of support of diverse FL computing paradigms.** General distributed training libraries in PyTorch \[67\], TensorFlow \[68\], MXNet \[69\], and distributed training-specialized libraries such as Horovod \[70\] and BytePS \[71\] are designed for distributed training in data centers. Although simulation-oriented FL libraries such as TensorFlow-Federated (TFF) \[2\], PySyft \[28\], and LEAF \[72\] are developed, they only support centralized topology-based algorithms like FedAvg \[66\] or FedProx \[73\] algorithms with simulation in a single machine. This makes them unsuitable for algorithms which require the exchange of complex auxiliary information and customization of the training procedure. Production-oriented libraries such as FATE \[74\] and PaddleFL \[75\] are released by industry. However, they are not designed as flexible frameworks that aim at supporting algorithmic innovation for open problems. Industry-led products normally have heavy system design, inflexible APIs, and complicated environmental setup, which is a high learning burden for algorithm researchers who do not have enough expertise in distributed system development.

**Lack of standardized FL algorithm implementations.** Given the disadvantages of the standard distributed training library implementations from many publications are in a different programming manner under different frameworks, making the algorithm comparison impractical or inefficient. The non-I.I.D. characteristic of FL makes reproducibility even more challenging \[76\]: training the same DNN on different non-I.I.D. datasets produces varying model accuracies; one algorithm that achieves higher accuracy than the other algorithms on a specific non-I.I.D. distribution may perform worse on another non-I.I.D. distribution. As such, reference implementations are essential to evaluate the performance of FL algorithms fairly.

**Lack of standardized FL benchmarks.** A fair comparison with different algorithms is difficult since the non-I.I.D. datasets used in existing work are so diverse. In Table 7 in the appendix, we summarize the non-I.I.D. datasets and models used in existing publications from top tier conferences of the machine learning community (e.g., ICML, NeurIPS, CVPR, ICLR, and etc.) during the past two years. Surprisingly, the experimental settings of these published articles are very inconsistent, including settings for the datasets, non-I.I.D. partition methods, models used for training, and the number of clients involved in each round. Any difference in these settings could affect the experimental results.

To address the above problems and facilitate innovations in FL research, in this work, we present FedML, an open research library and benchmark for FL. FedML provides an end-to-end toolkit for developing and evaluating FL algorithms in diverse configurations and computing paradigms. Moreover, it provides standardized implementations of existing FL algorithms and benchmarks that enable fair performance comparisons. Table 1 summarizes the key differences between FedML and existing FL libraries and benchmarks. The highlights of FedML are summarized below:

**(i) Support of diverse FL configurations.** FedML introduces a worker (also refer to client or device in the FL literature)-oriented programming interface for flexible topology configuration and arbitrary information exchanging among workers (Section 3). Users can attach any behavior for workers in the FL setting (e.g., training, aggregation, attack, and defense, etc.), customize additional exchange information, and control information flow among workers, making FedML more flexible and generic for more advanced algorithm development.

**(ii) Support of diverse FL computing paradigms.** FedML supports three computing paradigms: distributed computing, standalone simulation, and mobile on-device training. Figure 1 shows the
Table 1: Comparison with existing federated learning libraries and benchmarks.

|                      | TFF | FATE | PaddleFL | LEAF | PySyft | FedML |
|----------------------|-----|------|----------|------|--------|-------|
| **Flexible and Generic API Design** |     |      |          |      |        |       |
| topology customization | ✓  |      |          |      |        |       |
| flexible message flow  | ✓  |      |          |      |        |       |
| exchange message customization | ✓  |      |          |      |        | ✓     |
| **Diversified Computing Paradigms** |     |      |          |      |        |       |
| standalone simulation  | ✓  | ✓   |          |      |        |       |
| distributed computing  | x  | ✓   |          |      |        |       |
| mobile on-device training | x   | ✓   |          |      |        |       |
| **Standardized Algorithm Implementations** |     |      |          |      |        |       |
| FedAvg                | ✓  | ✓   |          |      |        |       |
| decentralized FL      | x  | x   |          |      |        | ✓     |
| FedNAS (beyond gradient/model) | x  | x   |          |      |        | ✓     |
| vertical FL           | x  | ✓   |          |      |        | ✓     |
| **Standardized Benchmarks** |     |      |          |      |        |       |
| linear models         | ✓  | ✓   |          |      |        |       |
| shallow NN            | ✓  | ✓   |          |      |        |       |
| Deep Neural Network   | x  | x   |          |      |        | ✓     |
| vertical FL           | x  | ✓   |          |      |        | ✓     |

abstract architecture of FedML. Three computing paradigms can meet various algorithmic and system-level research requirements on different scale models and datasets under different system environments (Section 2).

(iii) **Standardized FL algorithm implementations.** FedML provides standardized implementations of a number of status quo FL algorithms. These implementations not only help users to familiarize the APIs but also can be used as baselines for comparisons with newly developed FL algorithms (Section 4).

(iv) **Standardized FL benchmarks.** Lastly, FedML provides a standardized benchmark for the non-I.I.D. setting. To promote fair and solid comparison, FedML presents meaningful metrics and baseline results under fair settings, making sure that all algorithms are evaluated on multiple synthetic and real-world non-I.I.D datasets with reasonably tuned hyperparameters (Section 5).

(v) **FedML is fully open and evolving.** FL is a research field that evolves at a considerably fast pace. Old algorithms are being replaced by new algorithms with superior performances, and new datasets are collected in many newly explored usage scenarios. This requires FedML to adapt at the same pace. Consequently, we plan to expand FedML to include more APIs, reference implementations, and benchmarks. We hope that the FL research community will also contribute to FedML to make this research library and benchmark more comprehensive and thus further benefiting the community.

### 2 Architecture Design

The system architecture of FedML is shown in Figure 1. FedML supports three computing paradigms: distributed computing, mobile on-device training, and standalone simulation. At its core are FedML-API and FedML-core, which represent high-level API and low-level API, respectively.

FedML-core separates the communication and the model training into two core components. The first is the communication protocol component (labeled as distributed in the figure). It is responsible for low-level communication among different works in the network. The communication backend is based on MPI (message passing interface) ³. We consider adding more backends as necessary, such as RPC (remote procedure call). Inside the communication protocol component, a TopologyManager supports the flexible topology configuration required by different distributed learning algorithms. The second is the on-device deep learning component, which is built based on the popular deep learning framework PyTorch or TensorFlow. For flexibility, there is no restriction on the framework for this part. Users can implement trainers and coordinators according to their needs. In addition, low-level APIs support security and privacy-related algorithms (introduced in Section 3).

³https://pypi.org/project/mpi4py/
FedML-API is built based on FedML-core. With the help of FedML-core, new algorithms in distributed version can be easily implemented by adopting the worker-oriented programming interface, which is a novel design pattern for flexible distributed computing (introduced in Section 3). Such a distributed computing paradigm is essential for scenarios in which large DNN training cannot be handled by standalone simulation due to GPU memory and training time constraints. We specifically point out that this distributed computing design is not only used for FL, but it can also be used for conventional in-cluster large-scale distributed training (e.g., training modern neural architectures like CNNs or transformers). FedML-API also suggests a machine learning system practice that separates the implementations of models, datasets, and algorithms. This practice can enable code reuse and also fair comparison, avoiding statistical or system-level gaps among algorithms led by non-trivial implementation differences. Another benefit is that FL applications can develop more models and submit more realistic datasets without the need to understand the details of different distributed optimization algorithms. We hope that researchers in diverse FL applications can contribute more valuable models and realistic datasets to our community. Promising application domains include, but are not limited to, computer vision [77, 78], natural language processing [79, 80, 81, 82, 83], finance [74, 35, 84], transportation [85, 86, 87, 88, 89, 90, 91, 92, 93, 94], digital health [95, 96, 97, 98, 99, 100, 101], recommendation [102, 103, 104, 105, 106, 107], robotics [108, 109], and smart cities [110, 111].

Other components in the Figure 1, such as experiments, benchmarks, and FedML-Mobile, are built based on FedML-API. FedML-Mobile is a real-world FL on-device training test bed. It can train neural networks on Android/iOS smartphones. With this testbed in the wireless network environment, researchers can evaluate realistic system performance, such as training time, communication, and
computation cost. On the worker side, FedML-mobile adopts DL4J \(^4\) as the on-device training engine. On the server-side of FedML-mobile, we build cloud service using Python-based framework, so it can reuse core implementations from FedML-API. Except for the Android/iOS platform, all our codes are implemented in Python, which is the primary programming language used by researchers.

3 Programming Interface

The philosophy of the FedML programming interface is to provide the simplest user experience i.e. allowing users to build distributed training applications (e.g., to design customized message flow and topology definitions) by only focusing on algorithmic implementations while ignoring the low-level communication backend details.

Worker-oriented programming. As shown in Figure 2(b), FedML provides the worker-oriented programming design pattern, which can be used to program the worker behavior when participating in training or coordination in the FL algorithm. We describe it as worker-oriented because its counterpart, the standard distributed training library (as the torch.distributed example \(^5\) shown in Figure 2(a)), normally completes distributed training programming by describing the entire training procedure rather than focusing on the behavior of each worker.

With the worker-oriented programming design pattern, the user can customize its own worker in FL network by inheriting the WorkerManager class and utilizing its predefined APIs register_message_receive_handler and send_message to define the receiving and sending messages without considering the underlying communication mechanism (as shown in the highlighted blue box in Figure 2(b)). Conversely, existing distributed training frameworks do not have such flexibility for algorithm innovation. In order to make the comparison clearer, we use the most popular machine learning framework PyTorch as an example. Figure 2(a) illustrates a complete training procedure (distributed synchronous SGD) and aggregates gradients from all other workers with the all_reduce messaging passing interface. Although it supports multiprocess training, it cannot flexibly customize different messaging flows in any network topology. In PyTorch, another distributed training API, torch.nn.parallel.DistributedDataParallel \(^6\), also has such inflexibly.

---

\(^4\)https://deeplearning4j.org/

\(^5\)More details can be found at https://pytorch.org/tutorials/intermediate/dist_tuto.html

\(^6\)It is recommended to use torch.nn.parallel.DistributedDataParallel instead of torch.nn.DataParallel. For more details, please refer to https://pytorch.org/tutorials/intermediate/ddp_tutorial.html and https://pytorch.org/docs/master/notes/cuda.html#cuda-nn-ddp-instead
Note that `torch.distributed.rpc` is a low-level communication back API that can finish any communication theoretically, but it is not user-friendly for federated learning researchers.

**Message definition beyond gradient and model.** FedML also considers supporting message exchange beyond the gradient or model from the perspective of message flow. This type of auxiliary information may be due to either the need for algorithm design or the need for system-wide configuration delivery. Each worker defines the message type from the perspective of sending. Thus, in the above introduced worker-oriented programming, the `WorkerManager` should handle messages defined by other trainers and also send messages defined by itself. The sending message is normally executed after handling the received message. As shown in Figure 2(b), in the yellow background highlighted code snippet, workers can send any message type and related message parameters during the `train()` function.

![Monarchy](https://pytorch.org/tutorials/intermediate/rpc_tutorial.html#fig-federation)

Figure 3: Various Topology Definitions in Federated Learning

**Topology management.** As demonstrated in Figure 3, FL has various topology definitions, such as vertical FL [34, 35, 36, 37, 38, 39, 40], split learning [41, 42], decentralized FL [43, 44, 45, 46], and Hierarchical FL [47, 48, 49, 50, 51, 52]. In order to meet such diverse requirements, FedML provides `TopologyManager` to manage the topology and allow users to send messages to arbitrary neighbors during training. Specifically, after the initial setting of `TopologyManager` is completed, for each trainer in the network, the neighborhood worker ID can be queried through the `TopologyManager`. In line 26 of Figure 2(b), we see that the trainer can query its neighbor nodes through the `TopologyManager` before sending its message.

**Trainer and coordinator.** We also need the coordinator to complete the training (e.g., in the FedAvg algorithm, the central worker is the coordinator while the others are trainers). For the trainer and coordinator, FedML does not over-design. Rather, it gives the implementation completely to the developers, reflecting the flexibility of our framework. The implementation of the trainer and coordinator is similar to the process in Figure 2(a), which is completely consistent with the training implementation of a standalone version training. We provide some reference implementations of different trainers and coordinators in our source code (Section 4).

**Privacy, security, and robustness.** While the FL framework facilitates data privacy [89] by keeping data locally available to the users and only requiring communication for model updates, users may still be concerned about partial leakage of their data which may be inferred from the communicated model (see, e.g., [112]). Aside from protecting the privacy of users’ data, another critical security requirement for the FL platform, especially when operating over mobile devices, is the robustness towards user dropouts. Specifically, to accomplish the aforementioned goals of achieving security, privacy, and robustness for FL, various cryptography and coding-theoretic approaches have been proposed to manipulate intermediate model data (see [113, 114]).

To facilitate rapid implementation and evaluation of data manipulation techniques to enhance security, privacy, and robustness, we include low-level APIs that implement common cryptographic primitives such as secret sharing, key agreement, digital signature, and public key infrastructure. We also plan to include an implementation of Lagrange Coded Computing (LCC) [115]. LCC is a recently developed coding technique on data that achieves optimal resiliency, security (against adversarial
nodes), and privacy for any polynomial evaluations on the data. Finally, we plan to provide a sample implementation of the secure aggregation algorithm [113], using the above APIs.

In standard FL settings, it is assumed that there is no single central authority that owns or verifies the training data or user hardware, and it has been argued by many recent studies that FL lends itself to new adversarial attacks during decentralized model training [20, 23, 18, 116, 117]. Several robust aggregation methods have been proposed to enhance the robustness of FL against adversaries [23, 118, 119].

To accelerate generating benchmark results on new types of adversarial attacks in FL, we include the latest robust aggregation methods presented in literature i.e. (i) norm difference clipping [23]; weak differential private (DP) [23]; (ii) RFA (geometric median) [118]; (iii) KRUM and (iv) MULTI-KRUM [119]. Our APIs are easily extendable to support newly developed types of robust aggregation methods. On the attack end, we observe that most of the existing attacks are highly task-specific. Thus, it is challenging to provide general adversarial attack APIs. Our APIs support the backdoor with model replacement attack presented in [20] and the edge-case backdoor attack presented in [117] to provide a reference for researchers to develop new attacks.

4 Algorithm Examples and Reference Implementations

Our initial release of FedML provides five algorithm examples. These examples can also be used as reference implementations. We explain the property of each example and describe how they are developed based on FedML. We plan to provide more examples (e.g., Adaptive FL [4], FedProx [3], FedMA [2] and Turbo-Aggregate [114]) in the near future.

- Federated Averaging (FedAvg). FedAvg [66] is a standard federated learning algorithm that is normally used as a baseline for advanced algorithm comparison. We summarize the algorithm message flow in Figure 4(a). Each worker trains its local model for several epochs, then updates its local model to the server. The server aggregates the uploaded client models into a global model by weighted coordinate-wise averaging (the weights are determined by the number of data points on each worker locally), and then synchronizes the global model back to all workers. In our FedML library, based on the worker-oriented programming, we can implement this algorithm in a distributed computing manner. We suggest that users start from FedAvg to learn using FedML.

- Decentralized FL. We use [43], a central server free FL algorithm, to demonstrate how FedML supports decentralized topology with directed communication. As Figure 4(b) shows, such an algorithm uses a decentralized topology, and more specifically, some workers do not send messages (model) to all of their neighbors. The worker-oriented programming interface can easily meet this requirement since it allows users to define any behavior for each worker.

- Vertical Federated Learning (VFL). VFL or feature-partitioned FL [120] is applicable to the cases where all participating parties share the same sample space but differ in the feature space. As illustrated in Figure 4(c), VFL is the process of aggregating different features and computing the training loss and gradients in a privacy-preserving manner to build a model with data from all parties collaboratively [121, 35, 122, 123]. The FedML library currently supports the logistic regression model with customizable local feature extractors in the vertical FL setting, and it provides NUS-WIDE [124] and lending club loan [125] datasets for the experiments.
• **Split Learning.** Split learning is a computing and memory-efficient variant of FL introduced in [41, 42] where the model is split at a layer and the parts of the model preceding and succeeding this layer are shared across the worker and server, respectively. Only the activations and gradients from a single layer are communicated in split learning, as against that the weights of the entire model are communicated in federated learning. Split learning achieves better communication-efficiency under several settings, as shown in [126]. Applications of this model to wireless edge devices are described in [127, 128]. Split learning also enables matching client-side model components with the best server-side model components for automating model selection as shown in work on ExpertMatcher [129].

• **Federated Neural Architecture Search (FedNAS).** FedNAS [5] is a federated neural architecture search algorithm [130] that can help scattered workers collaboratively searching for a better architecture with higher accuracy in the non-I.I.D. setting. We use this FL algorithm as an example because it differs from other algorithms in that it exchanges information more than the gradient even though it has a centralized topology similar to FedAvg. With FedML library, this algorithm can be easily implemented by defining the auxiliary exchanging information such as the architecture parameter in addition to the gradient.

## 5 Benchmark

Inconsistent usage of datasets, partition methods, and models motivates us to reorganize the benchmark (in Table 7 in the appendix, we summarize the non-I.I.D. datasets and models used in existing publications in top tier conferences of the machine learning community throughout the past two years). To enforce fair comparisons, FedML benchmarks not only specify the dataset but also explicitly fix the non-I.I.D. partition method and the model used for experiments. Notably, we divide benchmarking datasets into three categories by three model scales: linear model (convex optimization), shallow neural network (non-convex optimization), and deep neural network.

### Table 2: Federated Datasets for Linear Models (Convex Optimization)

| Datasets          | # of training samples | # of testing samples | non-I.I.D. partition method | # of clients / devices | baseline model       |
|-------------------|-----------------------|----------------------|----------------------------|------------------------|----------------------|
| MNIST             | 60000                 | 10000                | power law                  | 1000                   | logistic regression  |
| Federated EMNIST  | 671585                | 77483                | realistic partition        | 3400                   | logistic regression  |
| Synthetic (α, β)  | 4305                  | 4672                 | refer to [3]               | 30                     | logistic regression  |

Federated datasets for linear models (convex optimization). The linear model category is used for convex optimization experiments, such as experiments in [3] and [131]. In this setting, we consider three data sets: MNIST [132], Federated EMNIST [4], and Synthetic (α, β) [3], with the logistic regression model as the benchmark. See Table 2 and our source code for details.

### Table 3: Federated Datasets for Lightweight Shallow Neural Networks (Non-convex Optimization)

| Datasets          | # of training samples | # of testing samples | partition method       | # of clients / devices | baseline model                      |
|-------------------|-----------------------|----------------------|------------------------|------------------------|-------------------------------------|
| Federated EMNIST  | 671585                | 77483                | realistic partition    | 3400                   | CNN (2 Conv + 2 FC)[4]              |
| CIFAR-100         | 50000                 | 10000                | Pachinko Allocation    | 5000                   | ResNet-18 + group normalization     |
| Shakespeare       | 16068                 | 2356                 | realistic partition    | 715                    | RNN (2 LSTM + 1 FC)                 |
| StackOverflow     | 135818770             | 16586035             | realistic partition    | 34277                  | RNN (1 LSTM + 2 FC)                 |

Federated datasets for lightweight shallow neural networks (non-convex optimization). Due to the resource limitations of the edge devices, shallow neural networks are commonly used for experiments, such as experiments in Adaptive Federated Optimization [4]. In this case, as shown in Table 3, we recommend using the following four datasets as the benchmark:

- **Federated EMNIST:** EMNIST [133] consists of images of digits and upper and lower case English characters, with 62 total classes. The federated version of EMNIST [72] partitions the digits by their author. The dataset has natural heterogeneity stemming from the writing style of each person.
• **CIFAR-100**: Google introduced a federated version of CIFAR-100 [134] by randomly partitioning the training data among 500 clients, with each client receiving 100 examples [4]. The partition method is Pachinko Allocation Method (PAM) [135].

• **Shakespeare**: [66] first introduced this dataset to FL community. It is a dataset built from *The Complete Works of William Shakespeare*. Each speaking role in each play is considered a different device.

• **StackOverflow** [136]: Google TensorFlow Federated (TFF) team maintains this federated dataset, which is derived from the Stack Overflow Data hosted by kaggle.com. We integrate this dataset into our benchmark.

### Table 4: Federated Datasets for Deep Neural Networks

| Datasets       | # of training samples | # of testing samples | partition method                  | # of clients / devices | baseline model               |
|---------------|-----------------------|----------------------|-----------------------------------|------------------------|-----------------------------|
| CIFAR-10      | 50,000                | 10,000               | latent Dirichlet allocation       | 10                     | ResNet-56, MobileNet        |
| CIFAR-100     | 50,000                | 10,000               | latent Dirichlet allocation       | 10                     | ResNet-56, MobileNet        |
| CINIC-10      | 90,000                | 90,000               | latent Dirichlet allocation       | 10                     | ResNet-56, MobileNet        |
| StackOverflow | 135,818,730           | 10,586,035           | realistic partition               | 342477 (10)            | RNN (2 LSTM + 1 FC)         |
| PersonaChat   | refer to [137]        | refer to [137]       | realistic partition               | 17,568 (16)            | GPT2-Small                  |

**Federated datasets for deep neural networks.** It may be impractical to train a large DNN on resource-constrained edge devices, but it is meaningful to research on large DNN models for the cross-organization FL (also called cross-silo FL). For example, [5] has studied large DNN for FL in the hospital scenario. Another reason that we propose this benchmark within this category is that large DNN models dominate the accuracy in most learning tasks, thus it is more realistic to explore the performance of large DNN in the FL setting. Table 4 shows datasets and models we recommend. The introduction is as follows:

- **CIFAR-10 and CIFAR-100.** CIFAR-10 and CIFAR-100 [134] both consists of 32×32 colorr images. CIFAR-10 has 10 classes, while CIFAR-100 has 100 classes. Following [138] and [2], we use latent Dirichlet allocation (LDA) to partition the dataset according to the number of workers involved in training in each round.

- **CINIC-10.** CINIC-10 [139] has 4.5 times as many images as that of CIFAR-10. It is constructed from two different sources: ImageNet and CIFAR-10. It is not guaranteed that the constituent elements are drawn from the same distribution. This characteristic fits for federated learning because we can evaluate how well models cope with samples drawn from similar but not identical distributions.

- **PersonaChat.** Following [140], we use PersonaChat, a chit-chat dataset consisting of conversations between Amazon Mechanical Turk workers, as the benchmark dataset for the large-scale natural language processing task. GPT2-small is a transformer-based model to tackle this task.

### 6 Experiments

FedML provides benchmark experimental results as references for newly developed algorithms and systems. To ensure real-time updates, we maintain benchmark experimental results using Weight and Bias⁸, which is an online platform that can help to manage and visualize experimental results. The weblink to view the experimental results can found at our GitHub⁹.

To demonstrate the capability of FedML, we ran experiments in a real distributed computing environment. We trained large CNN architecture (ResNet and MobileNet) using the standard FedAvg algorithm. Table 5 shows the experiment settings and results, and Figure 5 shows the corresponding curves during training. A common phenomenon is that the accuracy of the non-I.I.D. setting is lower than that of the I.I.D. setting, which is consistent with findings reported in [76].

---

⁸https://www.wandb.com/
⁹https://github.com/FedML-AI/FedML/tree/master/benchmark
Table 5: Experimental Results of Training Modern CNNs on Federated Datasets

| Dataset | Non-I.I.D. Partition Method | Model    | Number of Workers | Algorithm | Acc. on I.I.D | Acc. on non-I.I.D |
|---------|-----------------------------|----------|-------------------|-----------|---------------|------------------|
| CIFAR-10 | latent Dirichlet allocation | ResNet   | 10                | FedAvg    | 93.19         | 87.12 (↓ 6.07)   |
|         |                             | MobileNet|                   | FedAvg    | 91.12         |                  |
| CIFAR-100 | latent Dirichlet allocation| ResNet   | 10                | FedAvg    | 68.91         | 64.70 (↓ 4.21)   |
|          |                             | MobileNet|                   | FedAvg    | 55.12         | 53.54 (↓ 1.58)   |
| CINIC-10 | latent Dirichlet allocation| ResNet   | 10                | FedAvg    | 82.57         | 73.49 (↓ 9.08)   |
|          |                             | MobileNet|                   | FedAvg    | 79.95         | 71.23 (↓ 8.72)   |

*Note: to reproduce the result, please use the same random seeds we set in the library.

Table 6: FedML’s Training Time with FedAvg on Modern CNN architectures (Hardware: 8 x NVIDIA Quadro RTX 5000 GPU (16GB/GPU); RAM: 512G; CPU: Intel Xeon Gold 5220R 2.20GHz).

| ResNet-52 | MobileNet |
|-----------|-----------|
| number of workers | 10 | 10 |
| single GPU standalone simulation (wall clock time) | > 4 days | > 3 days |
| multi GPU distributed training (wall clock time) | 11 hours | 7 hours |

*Note that the number of workers can be larger than the number of GPUs because FedML supports multiple processing training in a single GPU.

We also compared the training time of distributed computing with that of standalone simulation. The result in Table 6 reveals that when training large CNNs, the standalone simulation is around 8 times slower than distributed computing with 10 parallel workers. Therefore, when training large DNNs, we suggest using FedML’s distributed computing paradigm, which is not supported by existing federated learning libraries like PySyft [28], LEAF [72], and TTF [10]. We also see from Table 6 that FedML supports multiprocessing in a single GPU card, which can utilize empty memory in GPUs to support more training workers. This enables FedML to accommodate a large number of workers in only a few GPU cards. According to our experiment, when training ResNet on CIFAR-10, FedML can run at most 112 workers in a server with 8 GPUs (the hardware configuration is the same as the configuration described in Table 6).

7 Conclusion

FedML is a research-oriented federated learning library and benchmark. It provides researchers and engineers with an end-to-end toolkit to develop and evaluate their own FL algorithms and fairly compare with existing algorithms. In this work, we describe the system design, new programming interface, application examples, benchmark, dataset, and some experimental results. Its reference implementations, benchmark, and datasets aim to promote the rapid reproduction of baselines and fair comparisons for newly developed algorithms. We accept user feedback and will continuously update our library to support more advanced requirements.

10https://www.tensorflow.org/federated
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# A Benchmark

## A.1 Lack of Fair Comparison: Diverse Non-I.I.D. Datasets and Models

Table 7: various datasets and models used in latest publications from the machine learning community

| Conference | Paper Title | dataset | partition method | model | worker/device number |
|------------|-------------|---------|-----------------|-------|---------------------|
| ICML 2019  | Analyzing Federated Learning through an Adversarial Lens [13] | Fashion-MNIST | natural non-IID | 3 layer CNNs | 10 |
| ICML 2019  | Agnostic Federated Learning [141] | Fashion-MNIST | - | logistic regression | 10 |
| ICML 2019  | Bayesian Nonparametric Federated Learning of Neural Networks [138] | MNIST | Dir(0.5) | 1 hidden layer neural networks | 10 |
| ICML 2020  | Adaptive Federated Optimization [4] | CIFAR-10/100 | 1 class / 1 client | ResNet-9 | - |
| ICML 2020  | FetchSGD: Communication-Efficient Federated Learning with Sketching [140] | StackOverflow | natural non-IID | 1 RNN LSTM | 10 |
| ICML 2020  | Federated Learning with Only Positive Labels [142] | CIFAR-10 | 1 class / client | ResNet-101 | - |
| ICML 2020  | SCAFFOLD: Stochastic Controlled Averaging for Federated Learning[143] | EMNIST | 1 class / 1 client | Fully connected network | - |
| ICLR 2020  | Federated Learning with Matched Averaging [7] | CIFAR-10 | VGG-9 | - | 16 |
| ICLR 2020  | Fair Resource Allocation in Federated Learning [146] | Synthetic dataset use LR | natural non-IID | multinomial logistic regression | 10 |
| ICLR 2020  | On the Convergence of FedAvg on Non-IID Data [13] | MNIST | natural non-IID | logistic regression | 10 |
| ICLR 2020  | DBA: Distributed Backdoor Attacks against Federated Learning [146] | MNIST | natural non-IID | multinomial logistic regression | 10 |
| MLLsys2020 | Federated Optimization in Heterogeneous Networks[73] | MNIST | natural non-IID | multinomial logistic regression | 10 |

*Note: we will update this list once new publications are released.*
| Research Areas          | Approaches or Sub-problems (# of Papers)                                                                 | Subtotal |
|------------------------|----------------------------------------------------------------------------------------------------------|----------|
| **Statistical Challenges** | Distributed Optimization (56), Non-IID and Model Personalization (49), Vertical FL (8), Decentralized FL (3), Hierarchical FL (7), Neural Architecture Search (4), Transfer Learning (11), Semi-Supervised Learning (3), Meta Learning (3) | 144      |
| **Trustworthiness**    | Preserving Privacy (35), Adversarial Attack (43), Fairness (4), Incentive Mechanism (5)                  | 87       |
| **System Challenges**  | Communication-Efficiency (27), Computation Efficiency (17), Wireless Communication and Cloud Computing (71), FL System Design (19) | 134      |
| Models and Applications | Models (22), Natural language Processing (15), Computer Vision (3), Health Care (27), Transportation (13), Other (21) | 101      |
| Common                 | Benchmark and Dataset (20), Survey (7)                                                                    | 27       |

From a comprehensive FL publication list: [https://github.com/chaoyanghe/Awesome-Federated-Learning](https://github.com/chaoyanghe/Awesome-Federated-Learning)