Normal Half Normal Model for the Incorporation of exogenous factors on Efficiency analysis and its application
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I. INTRODUCTION

In the literature of Stochastic Frontier Analysis(SFA), in addition to the conventional inputs and outputs attention was paid to the exogenous inefficiency model as well. [10] pointed out that variables are considered exogenous in the sense that they influence the production process but are not themselves either inputs or outputs,[4] did a comparative study on exogenous and endogenous timing in social learning experiment.[6] conducted study on the students exogenous character effect on faculties and assumed $\sigma^2_u = \exp(z_i, \delta)$ times half normal distribution for $u_i$. [5] proposed a model for the estimation of inefficiency incorporated with the effect of exogenous factor on the production process. They considered half normal distribution for the inefficiency error term with mean zero and variance as $\sigma^2_u + g(z_i, \gamma)$ and they called it as inefficiency explanatory variable. [7,2] assumed truncated normal distribution for the inefficiency term.[9] modelled the dependence of $u(z_i, \delta)$ on $z_i$ by writing it as $u(z_i, \delta) = h(z_i, \delta)u^*$ where $u$ follows half normal distribution.[3] not only considered the impact of $z_i$ variables on the technical inefficiency part, but introduced the $z_i$ variables into the frontier part in a semiparametric method. Negative coefficient of the exogenous variable in the regression indicates that firms with larger values of the variables tends to have lower level of inefficiencies [8]. In this paper Normal half normal distributional assumption is considered for the inefficiency error term with exogenous effect. Parameter estimation was carried out through maximum likelihood as proposed initially by [1]. Therefore, our main aim is to contribute to this literature a new insights and to find new empirical evidences. This model is applied on a data of 155 maize farmers in the Coimbatore district of Tamil Nadu state in India.

Rest of the paper is organized as follows, Section I contains the introduction and literature review. Section II we outline the model and estimation of the parameters, Section III contain point estimation of the model, Section IV describes hypothesis test, results and discussion Section V contain tables and figure, and Section VI concludes research work.

II. NORMAL-HALF NORMAL EXOGENOUS MODEL (NHEM)

In this formulation,

$\ln y_i = \ln f(x_i, \beta) + v_i - u_i$ with $v_i \sim N(0, \sigma_v^2)$ they suggested the specification $\sigma^2_{ui} = \sigma^2_{ub} + h(z_i, \gamma)$ with $h(z_i, \gamma) \geq 0$ for $u_i \sim N^+(0, \sigma^2_u)$

Rule: Mean of $u_i$ is a function of $\sigma^2_{ui}$ not zero.
The distributional assumptions made in this paper are

1) \( v_i \sim iid \ N(0, \sigma^2_v) \)

2) \( u_i \sim iid \ N(0, \sigma^2_u + g(z, \gamma)) \), here \( g(z, \gamma) \) is associated with the exogenous variable.

3) \( \mathbf{u}_2 \) and \( \mathbf{u}_3 \) are distributed independently of each other and of the regressors.

Probability density function of \( v \) is given by,

\[
f(v) = \frac{1}{\sqrt{2\pi \sigma_v^2}} e^{-\frac{v^2}{2\sigma_v^2}} \tag{1}
\]

Probability density function of \( u \) is given by,

\[
f(u) = \frac{1}{\sqrt{2\pi \sigma_u^2 + g(z, \gamma)}} e^{-\frac{u^2}{2\sigma_u^2 + g(z, \gamma)}} \tag{2}
\]

The joint density function of \( u \) and \( v \) is obtained by taking the transformation \( v = u - t \),

\[
f(u, v) = \frac{1}{\sqrt{2\pi \sigma_v^2 + g(z, \gamma)}} e^{-\frac{(u-v)^2}{2\sigma_v^2 + g(z, \gamma)}} \tag{4}
\]

\[
f(u, v) = \frac{1}{\pi \sigma_v \sqrt{\sigma_u^2 + g(z, \gamma)}} e^{-\frac{u^2}{2\sigma_u^2 + g(z, \gamma)}} \tag{5}
\]

\[
f(u, v) = \frac{1}{\pi \sigma_v \sqrt{\sigma_u^2 + g(z, \gamma)}} e^{-\frac{1}{2\sigma_v^2 + g(z, \gamma)}} \tag{6}
\]

Since, \( \sigma^2 = \sigma_u^2 + \sigma_v^2 \),

\[
f(u, v) = \frac{1}{\pi \sigma_v \sqrt{\sigma_u^2 + g(z, \gamma)}} e^{-\frac{1}{2\sigma_v^2 + g(z, \gamma)}} \tag{7}
\]

\[
f(u, v) = \frac{1}{\pi \sigma_v \sqrt{\sigma_u^2 + g(z, \gamma)}} e^{-\frac{1}{2\sigma_v^2 + g(z, \gamma)}} \tag{8}
\]

Simplifying further,

The marginal density function of \( v \) is obtained by integrating \( f(u, \varepsilon) \) with respect to \( u \),

\[
f(v) = \int_0^\infty f(u, v) du \tag{9}
\]

The marginal density function of \( \varepsilon \) is obtained by integrating \( f(u, \varepsilon) \) with respect to \( u \),

\[
f(\varepsilon) = \frac{1}{\pi \sigma_v \sqrt{\sigma_u^2 + g(z, \gamma)}} \int_0^\infty f(u, \varepsilon) du \tag{10}
\]

Let \( \frac{\sigma_u^2 + g(z, \gamma)}{\sqrt{\sigma_u^2 + g(z, \gamma)}} \) \( u + \varepsilon (\sigma_u^2 + g(z, \gamma)) \) = \( t \),

\[
\frac{\sigma_u^2 + g(z, \gamma)}{\sqrt{\sigma_u^2 + g(z, \gamma)}} du = dt , \quad \sigma_u^2 + g(z, \gamma) \frac{du}{\sigma_u^2 + g(z, \gamma)} = dt \tag{11}
\]

When \( u = 0 \), \( t = \frac{\sigma_u^2 + g(z, \gamma)}{\sqrt{\sigma_u^2 + g(z, \gamma)}} ; \quad u \rightarrow \infty, \ t \rightarrow \infty \),

Therefore,

\[
f(\varepsilon) = \frac{1}{\pi \sigma_v \sqrt{\sigma_u^2 + g(z, \gamma)}} e^{-\frac{1}{2\sigma_v^2 + g(z, \gamma)}} \int_0^\infty e^{-\frac{1}{2\sigma_v^2 + g(z, \gamma)}} dt \tag{12}
\]

\[
f(\varepsilon) = \frac{\sigma_v \sqrt{\sigma_u^2 + g(z, \gamma)}}{\sqrt{\sigma_u^2 + g(z, \gamma)}} \int_0^\infty e^{-\frac{1}{2\sigma_v^2 + g(z, \gamma)}} dt \tag{13}
\]

\[
f(\varepsilon) = \frac{2}{\sqrt{2\pi \sqrt{\sigma_u^2 + g(z, \gamma)}}} \int_0^\infty e^{-\frac{1}{2\sigma_v^2 + g(z, \gamma)}} dt \tag{14}
\]
The likelihood function of the sample is the product of the density function of the individual observations, which is given as,

\[ L = \prod_{i=1}^{K} f(x_i) \]

The log likelihood equation for a sample of K producers is,

\[ \ln L = K \left( -\frac{1}{2} \ln (\sigma^2 + g(z,\gamma)) - \frac{1}{2} \ln 2\pi - \frac{1}{2} \sum_{i=1}^{K} \frac{e^2}{\sigma^2 + g(z,\gamma)} \right) \]

\[ + \sum_{i=1}^{K} \ln \phi \left( \frac{-\varepsilon \sqrt{\sigma^2 + g(z,\gamma)}}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) \]  

(15)

Estimation of the parameters of Normal Half Normal Exogenous Model

Using the first order conditions of the maximization of log-likelihood function parameters like \( \sigma^2_v, \beta, \sigma^2, \sigma^2_u \) can be estimated.

\[ \frac{\partial \ln L}{\partial \sigma^2_v} = \frac{1}{2\sigma^2_v} \frac{e \sqrt{\sigma^2 + g(z,\gamma)}}{\sqrt{\sigma^2 + g(z,\gamma)}} \sum_{i=1}^{K} \phi \left( \frac{-\varepsilon \sqrt{\sigma^2 + g(z,\gamma)}}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) \]

\[ + \sum_{i=1}^{K} \Phi \left( \frac{-\varepsilon \sqrt{\sigma^2 + g(z,\gamma)}}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) \]

(16)

\[ \frac{\partial \ln L}{\partial \beta} = \frac{1}{(\sigma^2 + g(z,\gamma))} \sum_{i=1}^{K} \phi \left( \frac{y_i - \beta x_i}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) \]

\[ + \sum_{i=1}^{K} \Phi \left( \frac{y_i - \beta x_i}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) \]

(17)

\[ \frac{\partial \ln L}{\partial \sigma^2} = \frac{-1}{2(\sigma^2 + g(z,\gamma))} + \sum_{i=1}^{K} \frac{e^2}{2 \sigma^2 + g(z,\gamma)^2} \]

\[ \frac{\varepsilon \sqrt{\sigma^2 + g(z,\gamma)}}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \sum_{i=1}^{K} \phi \left( \frac{-\varepsilon \sqrt{\sigma^2 + g(z,\gamma)}}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) \]

\[ - \frac{2 \sigma_v (\sigma^2 + g(z,\gamma))^2}{\sum_{i=1}^{K} \phi \left( \frac{-\varepsilon \sqrt{\sigma^2 + g(z,\gamma)}}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) \}

(18)

Maximum likelihood estimates of the parameters of the model is obtained by equating right hand side of equations (16), (17), (18) and (19) to zero and solving those equations.

Theorem: The conditional distribution of \( u_i \) given \( \varepsilon \) is that of \( u_i \sim N^+ (0, \sigma^2 + g(z,\gamma)) \) variable truncated at zero.

Proof

\[ f(u,\varepsilon) = \frac{f(u,\varepsilon)}{f(\varepsilon)} \]

\[ = \frac{1}{\pi \sigma \sqrt{\sigma^2 + g(z,\gamma)}} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{2\pi}} \frac{1}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \frac{e^{-\varepsilon^2}}{\sigma^2 + g(z,\gamma)} \]

\[ = \frac{2}{\pi \sigma \sqrt{\sigma^2 + g(z,\gamma)}} \frac{1}{\sqrt{2\pi}} \frac{1}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \frac{e^{-\varepsilon^2}}{\sigma^2 + g(z,\gamma)} \]

\[ = 2 \pi \sigma \sqrt{\sigma^2 + g(z,\gamma)} \frac{\Phi \left( \frac{-\varepsilon \sqrt{\sigma^2 + g(z,\gamma)}}{\sigma \sqrt{\sigma^2 + g(z,\gamma)}} \right) - 1}{\sigma^2 + g(z,\gamma)} \]

(19)

Let \( \mu = \frac{\varepsilon (\sigma^2 + g(z,\gamma))}{\sigma^2 + g(z,\gamma)} \) and

\[ \sigma_u = \frac{\sigma \sqrt{\sigma^2 + g(z,\gamma)}}{\sqrt{\sigma^2 + g(z,\gamma)}} \]

\[ \sigma_v = \frac{\sigma \sqrt{\sigma^2 + g(z,\gamma)}}{\sqrt{\sigma^2 + g(z,\gamma)}} \]

\[ f(u,\varepsilon) = \frac{\sqrt{\sigma^2 + g(z,\gamma)}}{\sqrt{2\pi \sigma_u \sqrt{\sigma^2 + g(z,\gamma)}}} \Phi \left( \frac{-\mu_u}{\sigma_u} \right)^{-1} \]

(20)

\[ e^{2 \left( \frac{u + \mu}{\sigma_u} \right)^2} \]

(22)
III. Point estimation of Normal Half Normal Exogenous Model

As $f(u/\varepsilon)$ is distributed as $N^+(\mu_*, \sigma^2_*)$, the mean of this distribution serves as a point estimator of $u_t$ which is given by

$$E(u/\varepsilon) = \int_0^\infty u f(u/\varepsilon) \, du$$

$$E(u/\varepsilon) = \frac{\sigma^2 + g(z, \gamma)}{\sqrt{2\pi} \sigma_0 \sqrt{\sigma^2 + g(z, \gamma)}} \Phi \left( -\frac{\mu_*}{\sigma_*} \right) \int_0^\infty e^{-\frac{1}{2}(u+\mu_*)^2} \, du$$

Let $\frac{u + \mu_*}{\sigma_*} = t$ where $u = \sigma_0 t - \mu_*$ and $du = \sigma_0 \, dt$

$$E(u/\varepsilon) = \frac{\sqrt{\sigma^2 + g(z, \gamma)} \Phi \left( -\frac{\mu_*}{\sigma_*} \right)}{\sqrt{2\pi} \sigma_0 \sqrt{\sigma^2 + g(z, \gamma)}} \int \sigma^2 \sigma_* e^{-\frac{1}{2}(\sigma_* t - \mu_*)^2} \, dt$$

$$= \frac{\sqrt{\sigma^2 + g(z, \gamma)} \Phi \left( -\frac{\mu_*}{\sigma_*} \right)}{\sqrt{2\pi} \sigma_0 \sqrt{\sigma^2 + g(z, \gamma)}} \int \sigma^2 \sigma_* e^{-\frac{1}{2}(\mu_*)^2} \, dt$$

Let $s = \frac{t^2}{2}$, $ds = t \, dt$; when $t = \frac{\mu_*}{\sigma_*}$, $s = \frac{\mu_*^2}{2\sigma_*^2}$ and $t \to \infty, s \to \infty$

$$E(u/\varepsilon) = \Phi \left( -\frac{\mu_*}{\sigma_*} \right) \frac{\sigma_*}{\sqrt{2\pi}} \int e^{-\frac{1}{2} s^2} \, ds$$

$$- \Phi \left( -\frac{\mu_*}{\sigma_*} \right) \frac{1}{\sqrt{2\pi}} \int e^{-\frac{1}{2} (s - t)^2} \, ds$$

$$= \sigma_0 \Phi \left( -\frac{\mu_*}{\sigma_*} \right) \phi \left( -\frac{\mu_*}{\sigma_*} \right) - \mu_*$$

Once the inefficiency has been estimated, the effect of each environmental variable on technical inefficiency can be calculated from

$$\frac{\partial E(u_i/\varepsilon_i)}{\partial z_i}$$

IV. RESULTS AND DISCUSSION

The model was applied to a cross sectional data collected through multi stage stratified sampling on 155 maize farmers. Maximum likelihood estimation was carried out using structural equation modelling in STATA with technical efficiency as dependent variable and weather, marketing, economic conditions of the farmer and damage to the crop due to bird attack or natural phenomena as exogenous variables. Five Likert skills viz; Strongly agree -1, Agree-2, Neutral-3, Disagree-4 and Strongly disagree-5 was provided for the answers for the exogenous variables.

The inefficiency model for the incorporation of exogenous factors on $T_{e_i}$ is given by,
$Te_i = \delta_0 + \delta_1 x_{1i} + \delta_2 x_{2i} + \delta_3 x_{3i} + \delta_4 x_{4i}$ where $x_{1i}$ is the weather, $x_{2i}$ market status, $x_{3i}$ economic condition of farmer and $x_{4i}$ damage to the crop.

Figure 1 shows the regression coefficient of weather, marketing, economic condition and damage as 0.046, 0.11, 0.002, 0.59 and constant as 1.2.

Hence the estimated exogenous inefficiency model is,

$Te_i = 1.2 + 0.046 x_{1i} + 0.11 x_{2i} + 0.002 x_{3i} + 0.59 x_{4i}$

The inefficiency model for the incorporation of exogenous factors on $Te_i$ is given by,

$Te_i = \delta_0 + \delta_1 x_{1i} + \delta_2 x_{2i} + \delta_3 x_{3i} + \delta_4 x_{4i}$ where $x_{1i}$ is the weather, $x_{2i}$ market status, $x_{3i}$ economic condition of farmer and $x_{4i}$ damage to the crop.

Figure 1 shows the regression coefficient of weather, marketing, economic condition and damage as 0.046, 0.11, 0.002, 0.59 and constant as 1.2.

Hence the estimated exogenous inefficiency model is,

$Te_i = 1.2 + 0.046 x_{1i} + 0.11 x_{2i} + 0.002 x_{3i} + 0.59 x_{4i}$

Mean and variance of weather is 2.6 and 1; for marketing it is 2.1 and 1. Economic condition and damages of the crop due to bird attack is recorded as 2.4, 1 and 2.1, 1 respectively. Variance of technical error is given as 0.65. Damage due to bird attack was recorded as 41% {100 - 59%}. Which is quiet higher and has effected the efficiency of the farmers in the study area. Table 1 can be used to explain the significance of exogenous variables on efficiency. Since the probability values for weather, marketing and economic conditions are above 5% they are not significant to the technical efficiency of farmers whereas damages due to bird attack is significant to the efficiency of production output.

**Hypothesis test:**
Null Hypothesis: There is no correlation between variables. Alternate Hypothesis: There is correlation between variables. Results from Table 1 shows that there is correlation between the variables Economic condition and weather; Economic condition and Damage are positively correlated. Hence we reject the null hypothesis. Table 2 results on goodness of fit of the model with root mean squared value less than 0.05 and base line comparison values closer to one shows that model is fitted.

---

**Table 1:** Maximum likelihood estimate and Hypothesis test

| Standardized | Std. Err. | z     | P>|z| |
|--------------|-----------|-------|------|
| Structural Te <- | | | |
| Weather | 0.06609 | 0.68 | 0.495 |
| Marketing | 0.06509 | 1.61 | 0.107 |
| Economic condition | 0.06838 | 0.03 | 0.976 |
| Damage | 0.04968 | 11.82 | 0.000 |
| _cons | 0.32164 | 3.65 | 0.000 |

**Correlation**

| Weather>-> | | | |
| Marketing | 0.08005 | 0.72 | 0.474 |
| Economic condition | 0.07651 | 2.85 | 0.004 |
| Damage | 0.08021 | 0.47 | 0.638 |

| Marketing>-> | | | |
| Economic condition | 0.07850 | -1.91 | 0.056 |
| Damage | 0.07930 | -1.4 | 0.162 |

**Table 2:** Goodness of fit

| Fit Statistic | Fit Statistic |
|---------------|---------------|
| chi2_MS(0) | 0.00 |
| chi2_Bs(4) | 0.66, 12 |
| P>chi2 | 0.00 |

**Population error**

RMSEA; Root mean squared error of 0.00
VI. CONCLUSION

This paper proposes a model for the estimation of exogenous factor effect on the production efficiency and its application to a cross sectional data of 155 maize farmers. We perform SEM in Stata for the correlation and regression analysis. Technical efficiency is considered as dependent variable and exogenous factors as independent. Damage due to the bird attack had a significant impact of 41% on the efficiency level of farmers in producing the desired output. As the significance level is less than 5% there is correlation between the variables hence we reject the null hypothesis. The paper makes contribution on the goodness of fit of the model and from the result based on RMSE and base line values we conclude that our model is fit. Focus can be given on saving the crop from the birds. In this case Government can organize training session and develop new strategies and make them reach to the farmers. This method can be extended in different fields and for other distribution also.
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