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Abstract In this research, the number of patients with Covid-19 and the number of deaths due to this disease in France, Germany, Iran, Italy, Spain, United Kingdom, and Unites States America are considered. First, the relations between the considered countries are studied using Pearson’s correlation. Then, based on the spread rate of Covid-19, these countries are categorized using principal component analysis.
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1. Background

In the last months of 2019, the scientist reported a new type of coronavirus, called 2019-nCoV (or Covid-19), in Wuhan [1]. It is a dangerous virus that causes severe damage to the body’s respiratory systems. There are many scientific researches to find the main source of the Covid-19. Since January until now (18 April 2020), this epidemic changed to pandemic in
the whole of the world and the number of patients with this disease and the number of deaths due to this disease is increasing day by day in most of countries, particularly in France [2–5], Germany [6], Iran [7], Italy [8–10], Spain [11], United Kingdom [12–14], and Unites States America [15]. The modeling of the different natural phenomena were studied using different data analysis techniques, such as statistical and mathematical modeling containing time series analysis, regression modeling, optimization and numerical analysis [16–40], and artificial intelligence modeling containing deep learning, machine learning and clustering [41–46]. Because of different social, economic and environmental effects of Covid-19, it is critical to study and compare the spread rate of this disease in different countries.

In this research, the number of patients with Covid-19 and the number of deaths due to this disease in France, Germany, Iran, Italy, Spain, United Kingdom, and Unites States America are considered. First, the relations between the considered countries are studied using Pearson’s correlation. Then, based on the spread rate of Covid-19, these countries are categorized using principal component analysis.

2. Material and method

In this section, the description about the dataset of the study and the introduction of principal component analysis are presented.

2.1. Dataset

The dataset of this research contains the number of patients with Covid-19 and the number of deaths due to this disease in France, Germany, Iran, Italy, Spain, United Kingdom, and Unites States America from 22 February 2020 until 18 April 2020. The descriptive statistics and the plot of the considered dataset are summarized in Table 1 and Fig. 1, respectively.

The results indicated that Unites States America and Iran have the maximum and the minimum of the daily mean of patients with Covid-19, respectively. Also, Unites States America and Germany have the maximum and the minimum of the daily mean of deaths, respectively.

Table 2 summarizes the values of the Pearson’s correlation to study the relations between the considered countries, based on the number of patients with Covid-19 and the number of deaths due to this disease. It be noticed that all of the values are significant in level of 0.001 (P-Value < 0.001).

Since all Pearson’s correlations are significant and more than 0.5, it can be concluded that there are extreme positive relations between the considered countries, based on the number of patients with Covid-19 and the number of deaths due to this disease.

2.2. Principal component analysis

Principal component analysis (PCA, in abbreviation) is a famous multivariate approach that converts several correlated variables into several linearly uncorrelated variables named principal components. In this conversion, the first principal components contain the most information about the dataset [47]. In applications, PCA is applied to transform a high-dimensional dataset to a lower-dimensional dataset, by using only the first few principal components so that the dimensionality of the transformed data is reduced. Based on the Kaiser Index, the number of the important principal components is equal to the number of the eigenvalues of the correlation matrix with values larger than 1.

PCA is the method of finding a new coordinate system so that the information of the data is mainly concentrated in several coordinates, the rest only carries a small amount of information. Simplify, PCA will find an orthonormal basis to be the new base.

Suppose the new orthonormal basis is $U$, each column of $U$ is a one-dimensional unit vector and we want to retain the $K$ coordinates of this system. Don’t lose generality assuming it’s the first $K$ component. The new base $U = [U_K, \bar{U}_K]$ is an orthonormal basis. Where, $U_K$ is a sub-matrix created by the first $K$ columns of $U$, the data matrix is written

$$X = U_KZ + \bar{U}_KY.$$ 

Then

$$[Z^T, Y^T] = [U_K^T, \bar{U}_K^T]X.$$ 

Its mean

$$Z = U_K^TX,$$

and

$$Y = \bar{U}_K^TX.$$ 

The purpose of PCA is to find the orthonormal matrix $U$ so that most of the information is retained, $\bar{U}_K^T$ omitted and replaced by a matrix regardless of the data point. Specifically, we will approximate $Y$ by a matrix with the same of all columns. Let this column is $b$ and it as bias, then we will approximate $Y \approx b1^T$ with $1^T \in R^{1 \times N}$ is a row vector that has all elements equal to 1. Suppose to find $U$, we need to find $b$ satisfied:

| Table 1 | Descriptive statistics about the number of patients with Covid-19 and the number of deaths. |
|---------|-------------------------------------------------|
|         | Country         | Patients (Mean ± Standard Deviation) | Deaths (Mean ± Standard Deviation) |
|         | France          | 1851.5 ± 1876.0 | 316.6 ± 447.3 |
|         | Germany         | 2329.2 ± 2245.2 | 69.7 ± 94.9 |
|         | Iran            | 1294.5 ± 921.5  | 80.7 ± 59.6  |
|         | Italy           | 2922.6 ± 2056.1 | 385.5 ± 309.5 |
|         | Spain           | 3187.6 ± 3016.8 | 330.1 ± 340.5 |
|         | United Kingdom  | 2922.6 ± 2056.1 | 247.1 ± 342.0 |
|         | Unites States America | 11900.8 ± 13327.5 | 628.0 ± 1013.4 |
\[ b = \arg \min_b \| Y - b^1 \|_F^2 = \arg \min_b \| \hat{U}_k^T X - b^1 \|_F^2. \]

Solving the derivative equation according to \( b \) of the objective function, that is 0:

\[
\left( b^1^T - \hat{U}_k^T X \right) 1 = 0 \Rightarrow Nb = \hat{U}_k^T X 1 \Rightarrow b = \hat{U}_k^T \bar{x},
\]

where, \( 1^T 1 = N \) and \( \bar{x} = 1^T X 1 \) is the means vector of all columns in \( X \).

We have, the initial data is approximated by

\[ X = U_k Z + \hat{U}_k Y \approx U_k Z + \hat{U}_k b^1^T \]

\[ = U_k Z + \hat{U}_k \hat{U}_k^T \bar{x} \bar{x}^T = X. \]

PCA is a problem to find orthonormal matrix \( U \) so that approximation is the best. Assume that the means vector \( \bar{x} = 0 \). Then,

\[ X \approx X = U_k Z. \]

The optimal problem of PCA will become

\[ U_k Z = \arg \min_{U_k Z} \| X - U_k Z \|_F \]

satisfied \( U_k^T U_k = I_k \) with \( I_k \in \mathbb{R}^{k \times k} \) is the unit matrix in \( K \)-dimensional space and this condition to ensure \( U_k \) is an orthonormal basis.

**Fig. 1** Frequency of patients with Covid-19 (Top and Left), frequency of deaths (Top and Right), cumulative frequency of patients with Covid-19 (Bottom and Left), and cumulative frequency of deaths (Bottom and Right).
The algorithm
The following is the algorithm of PCA:

Step 1. Calculate the means vector of all data
\[ \bar{x} = \frac{1}{N} \sum_{n=1}^{N} x_n \]

Step 2. Subtract the means vector from each data point of all data: \( \hat{x}_n = x_n - \bar{x} \).

Step 3. Let \( \hat{X} = [\hat{x}_1, \hat{x}_2, ..., \hat{x}_D] \) is an orthonormal data matrix. We have the covariance matrix
\[ S = \frac{1}{N} \hat{X} \hat{X}^T. \]

Step 4. Calculate eigenvalues and eigenvectors of the covariance (or correlation) matrix, arrange them in descending order of eigenvalues.

Step 5. Select \( K \) eigenvectors corresponding to the \( K \) largest eigenvalues to construct the \( U_K \) matrix with columns forming an orthogonal system. These \( K \) vectors, also known as the main components, form a subspace that close to the orthonormal data matrix.

Step 6. Make a projection the orthonormal data matrix to the subspace, that be found.

Step 7. The new data is the coordinates of the data points on the new space
\[ Z = U_k^T \hat{X}. \]

The original data can be approximated by the new data as follows:
\[ x \approx U_k Z + \bar{x}. \]

3. Results

3.1. PCA for number of patients

The results of PCA method for classification of countries, based on the number of patients, are provided in Fig. 2. Based on Kaiser Index and Fig. 2, there are significant differences between the number of patients in counties and these countries can be classified in following two groups:

First group: Italy, Iran, Germany, Spain and France.

Second group: Unites States America and United Kingdom.

3.2. PCA for number of deaths

The results of PCA method for classification of countries, based on the number of deaths, are provided in Fig. 3. Based on Kaiser Index and Fig. 3, there are significant differences between the number of deaths in counties and these countries can be classified in following two groups:

First group: Unites States America, United Kingdom, Germany and France.

### Table 2  Pearson’s correlation between different countries, based on the number of patients with Covid-19 and the number of deaths in different.

|                  | Unites States America | Spain | Italy | Germany | United Kingdom | France | Iran |
|-------------------|-----------------------|-------|-------|---------|----------------|-------|------|
| Patients          | 1                     | 0.666 | 0.567 | 0.942   | 0.654          | 0.673 | 0.718|
| Spain             | 0.666                 | 1     | 0.842 | 0.514   | 0.879          | 0.766 | 0.848|
| Italy             | 0.567                 | 0.842 | 1     | 0.514   | 0.879          | 0.766 | 0.848|
| Germany           | 0.942                 | 0.562 | 0.514 | 1       | 0.550          | 0.586 | 0.654|
| United Kingdom    | 0.654                 | 0.929 | 0.879 | 0.550   | 1              | 0.856 | 0.866|
| France            | 0.673                 | 0.851 | 0.766 | 0.586   | 0.856          | 1     | 0.850|
| Iran              | 0.718                 | 0.884 | 0.848 | 0.654   | 0.866          | 0.850 | 1    |

|                  | Unites States America | Spain | Italy | Germany | United Kingdom | France | Iran |
|-------------------|-----------------------|-------|-------|---------|----------------|-------|------|
| Deaths            | 1                     | 0.627 | 0.508 | 0.885   | 0.851          | 0.850 | 1    |
| Spain             | 0.627                 | 1     | 0.892 | 0.764   | 0.743          | 0.815 | 0.794|
| Italy             | 0.508                 | 0.892 | 1     | 0.629   | 0.626          | 0.677 | 0.934|
| Germany           | 0.885                 | 0.764 | 0.629 | 1       | 0.927          | 0.802 | 0.565|
| United Kingdom    | 0.889                 | 0.743 | 0.626 | 0.927   | 1              | 0.804 | 0.555|
| France            | 0.716                 | 0.815 | 0.677 | 0.802   | 0.804          | 1     | 0.621|
| Iran              | 0.449                 | 0.794 | 0.934 | 0.565   | 0.555          | 0.621 | 1    |

|                  | Unites States America | Spain | Italy | Germany | United Kingdom | France | Iran |
|-------------------|-----------------------|-------|-------|---------|----------------|-------|------|
| Cumulative Patients| 1                     | 0.966 | 0.947 | 0.999   | 0.963          | 0.971 | 0.959|
| Spain             | 0.966                 | 1     | 0.991 | 0.956   | 1.000          | 1.000 | 0.994|
| Italy             | 0.947                 | 0.991 | 1     | 0.935   | 0.994          | 0.991 | 0.998|
| Germany           | 0.999                 | 0.956 | 0.935 | 1       | 0.952          | 0.961 | 0.949|
| United Kingdom    | 0.963                 | 1.000 | 0.994 | 0.952   | 1              | 0.999 | 0.996|
| France            | 0.971                 | 1.000 | 0.991 | 0.961   | 0.999          | 1     | 0.995|
| Iran              | 0.959                 | 0.994 | 0.998 | 0.949   | 0.996          | 0.995 | 1    |

|                  | Unites States America | Spain | Italy | Germany | United Kingdom | France | Iran |
|-------------------|-----------------------|-------|-------|---------|----------------|-------|------|
| Cumulative Deaths | 1                     | 0.953 | 0.925 | 0.996   | 0.996          | 0.976 | 0.909|
| Spain             | 0.953                 | 1     | 0.992 | 0.974   | 0.976          | 0.993 | 0.983|
| Italy             | 0.925                 | 0.992 | 1     | 0.949   | 0.952          | 0.974 | 0.998|
| Germany           | 0.996                 | 0.974 | 0.949 | 1       | 1.000          | 0.991 | 0.934|
| United Kingdom    | 0.996                 | 0.976 | 0.952 | 1.000   | 1              | 0.992 | 0.937|
| France            | 0.976                 | 0.993 | 0.974 | 0.991   | 0.992          | 1     | 0.961|
| Iran              | 0.909                 | 0.983 | 0.998 | 0.934   | 0.937          | 0.961 | 1    |
Second group: Spain, Italy and Iran.

3.3. PCA for cumulative number of patients

The results of PCA method for classification of countries, based on the cumulative number of patients, are provided in Fig. 4. Based on Kaiser Index and Fig. 4, there are significant differences between the cumulative number of patients in counties and these countries can be classified in following two groups:

First group: United Kingdom and United States America.
Second group: France, Spain, Germany, Iran and Italy.

3.4. PCA for cumulative number of deaths

The results of PCA method for classification of countries, based on the cumulative number of deaths, are provided in Fig. 5. Based on Kaiser Index and Fig. 5, there are significant differences between the cumulative number of deaths in countries and these countries can be classified in following two groups:

First group: Unites States America, United Kingdom, Germany and France.
Second group: Spain, Italy and Iran.
4. Conclusion

Because of different social, economic and environmental effects of Covid-19, it is critical to study and compare the spread rate of this disease in different countries. In this research, the number of patients with Covid-19 and the number of deaths due to this disease in France, Germany, Iran, Italy, Spain, United Kingdom, and United States America were considered. First, the relations between the considered countries were studied using Pearson’s correlation. The results indicated that there were extreme positive relations between the considered countries, based on the number of patients and the number of deaths due to this disease. Then, based on the spread rate of Covid-19, these countries were categorized using principal component analysis. The results indicated that, for the number of patients, the distribution of spreading in United States America and United Kingdom was similar to each other and differed from other countries. Also, for the number of deaths, the distribution of spreading in Spain, Italy and Iran was similar to each other and differed from other countries. Moreover, the distributions of spreading in other countries were similar. The authors suggest the researchers to consider the more countries and to classify them based on PCA or other methods such as factor analysis.
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