Improving Contrastive Learning on Visually Homogeneous Mars Rover Images
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Abstract. Contrastive learning has recently demonstrated superior performance to supervised learning, despite requiring no training labels. We explore how contrastive learning can be applied to hundreds of thousands of unlabeled Mars terrain images, collected from the Mars rovers Curiosity and Perseverance, and from the Mars Reconnaissance Orbiter. Such methods are appealing since the vast majority of Mars images are unlabeled as manual annotation is labor intensive and requires extensive domain knowledge. Contrastive learning, however, assumes that any given pair of distinct images contain distinct semantic content. This is an issue for Mars image datasets, as any two pairs of Mars images are far more likely to be semantically similar due to the lack of visual diversity on the planet’s surface. Making the assumption that pairs of images will be in visual contrast — when they are in fact not — results in pairs that are falsely considered as negatives, impacting training performance. In this study, we propose two approaches to resolve this: 1) an unsupervised deep clustering step on the Mars datasets, which identifies clusters of images containing similar semantic content and corrects false negative errors during training, and 2) a simple approach which mixes data from different domains to increase visual diversity of the total training dataset. Both cases reduce the rate of false negative pairs, thus minimizing the rate in which the model is incorrectly penalized during contrastive training. These modified approaches remain fully unsupervised end-to-end. To evaluate their performance, we add a single linear layer trained to generate class predictions based on these contrastively-learned features and demonstrate increased performance compared to supervised models; observing an improvement in classification accuracy of 3.06\% using only 10\% of the labeled data.

Keywords: self-supervised learning, contrastive learning, unsupervised learning, unlabeled images, multi-task learning, planetary science, astrogeology, space exploration, representation learning, robotic perception, Mars rovers.
1 Introduction

The primary goal for exploring Mars is to collect data pertaining to the planet’s geology and climate, identify potential biological markers to find evidence of past or present life, and study the planet in preparation for eventual human exploration [17]. As it is currently infeasible for humans to do this work, autonomous rovers have emerged as the primary means to explore the Martian surface and collect images and other data. The deluge of images produced from these rovers — on the order of hundreds of thousands of images — has provided the opportunity to apply deep learning (DL) based computer vision methods to tackle a variety of science and engineering challenges.

Existing DL-based approaches have tackled the aforementioned challenge using supervised (transfer) learning and typically require thousands of annotated images to achieve reasonable performance [25,24]. Although a manual labeling approach may seem viable, Mars images contain subtle class differences and fine-grained geological features that require highly specialized scientific knowledge and expertise, meaning that scaling manual efforts to the volume of required data is difficult, if not impractical. Several efforts at training citizen scientists to annotate such datasets have been met with some success [22]. However, these logistically complex efforts can introduce inconsistencies that must be resolved by experts [23] to prevent ambiguities/bias.

Self-supervised learning (SSL) can help to circumvent the need for large-scale labeling efforts, since these techniques do not require labeled data to train. Contrastive learning (CL) — a type of SSL — has demonstrated much success in this domain in the past few years, and continues to gain research momentum thanks to the promise of leveraging unlabeled images to achieve state-of-the-art performance on large-scale vision benchmarks [4]. These techniques generally create pseudo-labels by leveraging the intrinsic properties of images, such as prior knowledge that two views (augmented crops) originating from the same source image must belong to the same semantic class. These pseudo-labels are then used in conjunction with a contrastive loss function to help the model learn representations that attract similar (positive) samples and repel different (negative) samples, and in doing so, identify an image’s defining visual features.

The contrastive loss function implicitly assumes that an image and it’s views define a unique semantic classes. While this implicit assumption (herein referred to as the contrastive assumption) may be practical in diverse vision datasets with a large number of balanced classes, it is problematic for planetary science applications due to the homogeneity of planetary images. This, in combination with small batch sizes, increases the probability that multiple source images within the same batch are semantically similar, which further invalidates this assumption. Mars rover images, for example, are regularly taken immediately after one another, and 90% of their content may be overlapping. This results in the incorrect assignment of pseudo-labels, diminishing performance overall. In short, any two images from a Mars rover dataset may not necessarily provide the contrast required for effective contrastive learning.
In this work, we demonstrate how contrastive learning can be used to extract useful features from Mars rover images without the need for labels. We also explore how simple modifications to the contrastive learning process can improve performance when the contrastive assumption is violated, without introducing the need for any human supervision. Our key contributions are thus:

1. An improved method of contrastive training with a cluster-aware approach that improves the contrastive loss formulation.
2. Evidence that mixed-domain datasets can markedly improve the performance of downstream vision tasks by increasing semantic diversity.
3. Demonstrations of how SSL followed by supervised fine-tuning/linear evaluation with limited labels can exceed the performance of published supervised baselines on Mars-related vision tasks.

2 Related work

**Supervised learning for Mars images.** Wagstaff et al. proposed a fully supervised approach to training AlexNet-based [14] Mars classification models [25,24]. In these works, benchmark datasets were created to validate the classification performance of the trained models: the Mars Science Laboratory (MSL) dataset, and the High Resolution Imaging Science Experiment (HiRISE) dataset. In this work, we use these datasets to benchmark and compare the downstream task performance of our trained feature extractors (more details in Section 3). Other supervised approaches have since improved on the initial results reported by Wagstaff et al. by using attention-based models [3].

**Semi-supervised learning for Mars images.** Wang et al. engineered a semi-supervised learning approach tailored for the semantic content of Mars rover images [26]. Their approach ignores problematic (redundant) training samples encountered during contrastive learning by making use of labels. Their proposed multiterm loss function contains both supervised and unsupervised terms, thus creating a semi-supervised approach.

**Self-supervised learning for Mars Images.** Panambur et al. extract granular geological terrain information without the use of labels for the purpose of clustering sedimentary textures encountered in 30,000 of Curiosity’s Mast camera (Mastcam) images [18]. They modify a neural network architecture that was originally designed for texture classification so that it can support self-supervised training, and use a metric learning objective that leverages triplet loss to generate a learning signal. The K-nearest neighbors (KNN) algorithm is then used on the embeddings to cluster, and thus support the querying of the data. The results of this deep clustering are validated by planetary scientists, and a new taxonomy for geological classification is presented.

**Self-supervised learning for Earth observations.** Learning based approaches for Earth observation predictions have long been of interest to the space community [15,12]. Wang et al. introduced the ‘Self-Supervised Learning for Earth Observation, Sentinel-1/2’ (SSL4EO-S12) dataset and illustrate
how SSL can be used to achieve comparable or superior performance to fully supervised counterparts [27]. This work uses techniques such as MoCo [10,7] and DINO [2], the former of which considers contrastive learning as a dictionary lookup problem, and builds a dynamic dictionary solution that leverages a queue with a moving-averaged encoder, and the latter of which leverages the properties of vision transformers [8] trained with large batch sizes.

Contrastive learning for Mars images. A Simple Framework for Contrastive Learning (SimCLR, proposed in [4] and improved upon in [5]) has been used to train discriminant and performant feature extractors in a self-supervised manner across many domains. In [9], a deep segmentation network is pretrained on unlabeled images using SimCLR and trained further in a supervised manner on a limited set of labeled segmentation data (only 161 images). This approach outperforms fully supervised learning approaches by 2 – 10%.

Relevant improvements to contrastive learning. A number of approaches to detect and counteract issues relating to violating the contrastive assumption are outlined in [13,6]. Such techniques generate a support set of views for any given image, and use cosine similarities between the support set images and an incoming view to detect if the potential pair will be a false negative. Techniques that use this manner of false negative detection have demonstrably outperformed standard contrastive learning techniques on the ImageNet dataset [21].

3 Datasets

Table 1: Statistics and descriptions of the datasets used in this work.

| Dataset name | Description | Images (or train/test/val.) | Labels |
|--------------|-------------|-----------------------------|--------|
| Perseverance | Mars terrain images captured from the Perseverance rover across 19 cameras. | 112,535 | No |
| Curiosity    | Mars terrain images captured from the Curiosity rover across 17 cameras. | 100,000 | No |
| MSL v2.1     | Mars terrain images captured from the Curiosity rover, partitioned into 19 classes. | 5920 / 300 / 600 | Yes |
| HiRISE v3.2  | Orbital images of Mars captured from the Mars Reconnaissance Orbiter, partitioned into 8 classes. | 6997 / 2025 / 1793 | Yes |

3.1 Perseverance rover images

The primary source of training data in this work are unlabeled images from the Perseverance rover. We downloaded 112,535 Perseverance rover images, captured
Fig. 1: The various datasets used in this work. The two unlabeled datasets (a and b) are entirely unstructured, but can be leveraged by contrastive learning techniques for training feature extractors. The two labeled datasets (c and d) are used for linear evaluation and benchmarking. We note that three of the four datasets are in the domain of Mars rover images (a, b, and c), whereas the HiRISE v3.2 dataset (d) is in the domain of orbital images. Further outlined in Table 1.
during its traversal of the planet Mars from Sols 10 — 400. These images can be accessed through NASA’s Planetary Data System (PDS)\footnote{https://pds.nasa.gov/}. Each image is accompanied by metadata that outlines which of the rover’s 19 different cameras was used to take the image, the time of capture, and more. This results in a set of images that vary in resolution, colour profile, and semantic content. Image contents include the Mars surface, landscapes, terrain features, geologic features, the night sky, astronomical targets, calibration targets, the Perseverance rover itself, and more (as seen in Figure 1).

3.2 Curiosity rover images

We consider two sets of Curiosity rover images in this work; an unlabeled set, and a labeled set. The unlabeled set consists of 100,000 raw rover images, and is similar in semantic content to the Perseverance rover images. This dataset is used for contrastive learning in the same domain as the Perseverance rover images. The labeled dataset (herein referred to as MSL v2.1) was compiled and annotated by Wagstaff et al.'s \cite{25,24} and consists of 6820 images divided into 19 classes of interest.

The MSL v2.1 dataset is further divided by Sol into train, validation, and test subsets (see Table 1). We use MSL v2.1’s testing subset to benchmark the performance of the feature extraction networks that we train with contrastive learning, thus permitting the comparison of our results with the fully supervised approaches outlined in Wagstaff et al.’s work. We note that the MSL v2.1 dataset is imbalanced: one of the 19 classes (entitled ‘nearby surface’) accounts for 34.76% of the images, whereas the ‘arm cover’ class accounts for only 0.34% of the images.

3.3 Mars Reconnaissance Orbiter images

We additionally use a labeled dataset of Mars images taken from the Mars Reconnaissance Orbiter’s HiRISE camera, again compiled and annotated by Wagstaff et al. and split into train, validation, and test subsets (see Table 1). This dataset (herein referred to as HiRISE v3.2) is again used entirely for benchmarking, but instead focuses on a separate visual domain (orbital images of Mars rather than rover-based images of Mars). Similarly to MSL v2.1, the HiRISE v3.2 dataset is imbalanced: one of the 8 classes (entitled ‘other’) accounts for 81.39% of the images, whereas the ‘impact ejecta’ class accounts for only 0.68% of the images.

4 Methods

4.1 Contrastive learning

Our baseline method in this work is based on SimCLR(v2) \cite{4}, which is a contrastive learning framework that enables deep learning models to learn efficient representations without the need for labeled images. We introduce two
Fig. 2: The contrastive assumption is being held (left), as the two sampled images are in visual contrast. The contrastive assumption is being violated (right) as the two sampled images are not in contrast, but they are assumed to be by the baseline contrastive learning framework. The violating pairs are thus given an incorrect pseudo-label during training, causing reduced performance. This issue is exacerbated as more semantically similar images are sampled into a training batch.

approaches to address violations of the contrastive assumption (illustrated in Figure 2). The first approach modifies the SimCLR framework to use the results from an unsupervised clustering process to identify violations, and the second modification addresses the same issue by altering the distribution of the data that the model ingests.

Whereas traditional supervised learning techniques attach a manually generated annotation or label to an input image, SimCLR operates by automatically annotating pairs of images. Two views from each source image in a batch are taken and augmented. All pairs of views are analysed and labeled as a positive pair if they came from the same source image, otherwise they are labeled as a negative pair. This work follows SimCLR in generating augmented views of each training image by taking a random crop of the source image and applying the following transformations at random: horizontal flipping, color jittering, and grayscaling.

A neural network then completes a forward pass over each of the views in the batch, creating a batch of embedding vectors. For any given positive pair of views, we know that their embeddings should be similar, and for any given negative pair of views, their embeddings should be dissimilar. In practice, cosine similarity is used as the similarity measure for the embedding vectors, and this defines an objective which can be optimised using gradient descent (Equation 1), thus allowing the network to be trained.

\[
\mathcal{L}_{\text{contrastive}} = -\log \frac{\exp (\text{sim} (z_i, z_j) / \tau)}{\sum_{k=1}^{M} \mathbb{1}[k \neq i] \exp (\text{sim} (z_i, z_k) / \tau)}
\]

We specify all hyperparameters, optimiser settings, and model configurations for each experiment in full in Appendix A.
Where $z_x$ refers to the $x^{th}$ view’s representation, $\text{sim}(u, v)$ is the cosine similarity of some embedding vectors $u$ and $v$, $B$ is the batch size, $M$ is the number of views in the batch ($M = 2 \cdot B$), $\tau$ is a temperature parameter, and $i$, $j$, and $k$ are view indices. Note how identical views ($k = i$) are ignored when calculating the loss.

### 4.2 Cluster-aware contrastive learning

The assumptions of standard SimCLR fail when two views from different images actually contain the same or highly similar visual content. In this case, they will be labeled incorrectly as a negative pair; they are a false negative (see Figure 2, right). Our first modification to SimCLR addresses this using prior information relating to if two images actually contain similar visual content.

We gather this information using the unsupervised clustering technique outlined in [18], based on a ResNet-18 backbone. We input the unlabeled training dataset, and the output is a partition of this dataset into some manually defined number of clusters $K$. Clusters are defined by the similarity of their semantic content, with a specific focus on geological texture as a result of the deep texture encoding module that is incorporated into the architecture [29]. Since this clustering approach is unsupervised, the end-to-end contrastive training process still requires no supervision.

During training, we define positive view pairs as views which came from the same source image or cluster. This has the effect of turning false negatives into true positives; taking view pairs that would have otherwise been incorrectly labeled during training, and converting them into correctly labeled instances.

$$
\mathcal{L}_{\text{cluster-aware}} = -\log \frac{\exp \left( \frac{\text{sim} (z_i, z_j)}{\tau} \right)}{\sum_{k=1}^{M} \mathbb{1}_{[c_k \neq c_i]} \exp \left( \frac{\text{sim} (z_i, z_k)}{\tau} \right)}
$$

The modified loss function for the cluster-aware contrastive learning method is outlined in Equation 2, where $c_x$ refers to the cluster index of the $x^{th}$ view in the batch. The key difference being that view pairs are considered negative based on their cluster index, rather than their view index.

### 4.3 Mixed-domain contrastive learning

We observe that the rate of false negative view pairs is related to the semantic homogeneity of a training dataset, and as such, we hypothesize that increasing the visual variance of the dataset should decrease the rate of false negatives encountered during contrastive learning. We achieve this by simply concatenating and shuffling two visually different datasets and then performing baseline SimCLR contrastive training on the resultant dataset.

However, mixed-domain training may also have negative side-effects in that injecting too many out-of-domain images may ultimately reduce performance on Mars-related vision tasks. In this study, to achieve a reduced rate of false negative view pairs while preserving a sufficient amount of in-domain images,
we perform mixed-domain contrastive learning by combining unlabeled Curiosity images and ImageNet images during pretraining.

### 4.4 Benchmarking learned feature extraction with linear evaluation

Both SimCLR and our modified variants take a set of unlabeled training images and train a neural network to extract discriminant features from such images. Naturally, it is our desire to quantify the success of this training paradigm, and the resultant feature extractor. To do so, we apply the contrastively-trained backbone to supervised Mars-related vision tasks, namely MSL v2.1 and HiRISE v3.2, which represent in-domain and out-of-domain challenges respectively (relative to the unlabeled training dataset which is comprised of Mars rover images).

When benchmarking, we precompute the set of features for the benchmark images using the contrastively-trained model, and then use a single dense / linear layer of 128 neurons to learn a mapping from the features to the images’ class. We train this evaluation layer using the features we extracted from the MSL v2.1 and HiRISE v3.2 training subsets and their corresponding labels, before benchmarking the performance on the datasets’ corresponding testing subsets. Importantly, the parameters of the contrastively-trained model remain untouched in this process; we are only testing how useful the extracted features are when completing downstream Mars-related vision tasks. This form of linear evaluation protocol is consistent with other contrastive-learning works [4,5,27,10,7].

### 5 Results and discussion

#### 5.1 Adhering to the contrastive assumption strengthens performance

![Fig. 3: Performance improvements with mixed-domain contrastive learning and cluster-aware contrastive learning.](image)
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Fig. 3: Performance improvements with mixed-domain contrastive learning and cluster-aware contrastive learning. With a pretraining process that requires no labels, contrastive pretraining generally outperforms the supervised transfer learning baseline (marked with a dotted line) with a model one third the size.
We began by investigating how addressing violations of the contrastive assumption improve the quality of learned features. We trained a feature extractor using the baseline SimCLR and the two modified SimCLR approaches on the unlabeled Perseverance and Curiosity datasets outlined in Section 3, and then compared their performance on the MSL v2.1 classification benchmark, with the results outlined in Figure 3.

Figure 3 shows that each of the contrastive learning approaches (baseline, mixed-domain, cluster-aware) exceeds Wagstaff et al.’s published baseline results (obtained using supervised transfer learning) on the MSL v2.1 benchmark [24].

We note that other published techniques do outperform our model on the MSL v2.1 classification benchmark, but these approaches incorporate labels into a semi-supervised learning approach (95.86% test accuracy on MSL v2.1) [26], or take a fully supervised approach with attention-based models (81.53% test accuracy on MSL v2.1) [3].

Importantly, no labels were required to train our contrastive feature extractors, whereas Wagstaff et al.’s model required a supervised dataset in addition to 1M+ labeled ImageNet images (for pretraining). Moreover, we note that Wagstaff et al.’s fully supervised approach used a neural network backbone with approximately 60M parameters (AlexNet [14]), whereas our approaches use a backbone with approximately 21M parameters (ResNet-50 [11,28]).

We see that the baseline contrastive approach is outperformed by the mixed-domain approach, which is then outperformed by the cluster-aware approach. A potential explanation for this is that the mixed-domain approach minimises contrastive assumption violations, and the cluster-aware approach corrects said violations, hence the performance difference.

We note that the performance gains associated with our proposed modified contrastive learning approaches are comparable to those reported in literature using similar approaches designed to mitigate incorrectly labeled view pairs during contrastive training. These works report accuracy increases ranging from approximately 3–4% [13,6].

5.2 Learned features generalise to out-of-domain tasks

We extended our testing to the out-of-domain HiRISE v3.2 benchmark — a classification task comprised entirely of orbital images of Mars, reporting the results in Figure 3b. Wagstaff et al.’s fully supervised model was trained on HiRISE data (orbital images), whereas our contrastive models were trained on Perseverance data (rover images) — the HiRISE v3.2 task is thus out-of-domain for our contrastive approaches, but in-domain for the fully supervised technique.

We observe that the fully supervised technique outperforms our contrastive approaches, likely due to the in-domain / out-of-domain training difference. Regardless, the contrastive methods still demonstrate comparable performance to a fully supervised approach with only a linear classification head, thus illustrating the general nature of the learned feature extraction; performance is maintained even under a domain shift and without any fine tuning of the feature extractor’s parameters. Put simply: our model has never encountered an orbital image of
Improving Contrastive Learning for Mars during training, yet still performs competitively with a supervised model that was trained specifically on Martian orbital images.

As in Section 5.1, we observe a performance increase from the baseline contrastive method, to the mixed-domain method, to the cluster-aware method.

5.3 Mixed-domain approaches increase dataset variability and performance

The ‘mixed domain contrastive’ results in Figure 3 indicate that increasing the semantic heterogeneity of the training data by mixing datasets from different visual domains increases the performance of the trained feature extractors with respect to downstream classification tasks.

Table 2: Analysis of mixed-domain contrastive learning

| Domain(s) / training datasets | FN per batch (%) | MSL Acc. (%) | HiRISE Acc. (%) |
|-------------------------------|-----------------|--------------|-----------------|
| 100K Curiosity                | 15.0            | 75.60        | 89.70           |
| 100K ImageNet                 | 0.08            | 76.54        | 91.89           |
| 50K Curiosity + 50K ImageNet  | 0.30            | 77.31        | 90.53           |

Table 2 quantifies this effect; each row represents a different training set (or combination of training sets) that were used during training. The first two rows represent baseline contrastive learning, and the last row represents mixed-domain contrastive learning — as the training dataset is a mix of two domains. The number of training images remains constant in all cases. More details on this simulation are provided in Appendix B. We expect that performance will be worst when the model is trained on pure datasets that are highly semantically homogeneous (e.g. 100,000 Curiosity images). We also expect the inverse to be true — diverse datasets (e.g. ImageNet) will result in a more performant model, as the contrastive assumption will be violated less often during training.

Moreover, we expect to find a trade off in performance; training on data that is similar to the benchmark data will result in increased performance with respect to that benchmark, but performance will still be hampered due to semantic homogeneity. A mix of two domains, one which shares the domain of the benchmark dataset, and one which provides semantic heterogeneity, should then result in increased performance.

Column two of Table 2 shows the average percentage of false negatives view pairs out of all the view pairs encountered in a given training batch. These results are derived from a simulation which samples multiple batches and checks for FN s using labels. Note that the more diverse dataset (ImageNet) has a far lower false negative view pairs rate than the less diverse Curiosity dataset, and mixing these datasets 50-50 results in a FN rate equal to a ‘diversity-weighted’ average of the two constituent datasets (ImageNet is far more diverse than the Curiosity images, with 1000 classes and 19 classes respectively).
Column three shows our results on the MSL v2.1 benchmark. We note that the model trained on pure Curiosity data (i.e., the same domain as the benchmark dataset) is the least performant model. Training on pure ImageNet increases the performance further, and training on an equal mix of both domains (i.e., mixed-domain contrastive learning) provides the best performance.

In column four, we see equivalent results, but on a benchmark domain which is not represented in any training dataset (HiRISE v3.2’s orbital images). In this case, the benefit of having in-domain training images (i.e. Curiosity images) is removed; the most semantically heterogeneous training dataset (ImageNet) provides the best performance and out-of-domain generalisation. In fact, using any Curiosity images in this case reduces performance. This raises a useful conclusion: if no data from the target testing domain is available, use the most semantically heterogeneous dataset available (when using contrastive learning). If data from the target testing domain is available, then using a mix of training data may provide increased performance.

6 Ablation studies

6.1 10% of the labels is sufficient to transfer to other tasks

Fig. 4: The task performance as a function of different percentages of training data used during linear evaluation. In all cases, we pretrain on the full unlabeled Perseverance dataset using our proposed cluster-aware contrastive learning, then perform linear evaluation with limited task-specific training data, then benchmark and report the results on the task’s testing set. We note that the accuracy return for increasing amounts of training data quickly diminishes.

Expanding on the results outlined in Section 6.2, we observe in Figure 4 that performance remains relatively unchanged even when a fractional amount of the benchmark training data is used. On the MSL v2.1 benchmark, accuracy is
within 1% of the best score even when only 10% of the task-specific training data is being used, though a distinct performance drop is noted when this proportion is reduced to 5%. On the HiRISE v3.2 benchmark, accuracy is within 0.5% of the best score even at 25% of the task-specific training data. The relatively higher proportion of training data required on the out-of-domain HiRISE v3.2 classification task may suggest that more training data is required to specialise to an out-of-domain task.

Overall, these results suggest that the majority of the learning has occurred during contrastive training and without labels, necessitating only a small number of task-specific labels to leverage the features extracted by the contrastively-trained neural network. This demonstrates key benefits of contrastive learning; the resulting models are relatively general and can be optimised for specific tasks with only a limited number of training samples (especially when compared to a fully supervised training pipeline).

6.2 Cluster-aware contrastive learning is sensitive to the number of clusters chosen

We altered the number of clusters (K) during the unsupervised clustering stage of our cluster-aware contrastive approach and benchmarked the results.

![Fig. 5: The performance of the contrastively-trained feature extractors, as measured with respect to an in-domain (left) and out-of-domain (right) downstream task, is dependent on the number of clusters computed prior to training. Too few clusters and images that are dissimilar in content may be assigned to the same cluster, too many clusters and images that are similar in content may be assigned to different clusters — both will cause incorrect pseudo-labels during contrastive training.](image)

We note that the hyperparameter K requires careful optimisation, otherwise the cluster-aware method may not improve (and may decrease) performance.
We posit that too few clusters may fail to adequately address violations of the contrastive assumption; images with different semantic content may be placed into the same clusters due to the coarseness of the clustering, thus failing to solve the issue at hand. With too many clusters, the effectiveness of the method may diminish, with only weakly contrasting images being labeled as negatives.

We observe that for the out-of-domain task HiRISE v3.2, the tuning of the hyperparameter $K$ is less important, with any choice of $K$ producing meaningful performance gains when compared to the baseline contrastive case. We hypothesize that our modified contrastive methods only attend to features inherent to the types of images that were encountered during contrastive training, thus resulting in nuances of orbital images being ignored.

7 Conclusion

In this work, we have explored and quantified a common issue native to contrastive learning on semantically homogeneous datasets; violations of the contrastive assumption leading to false negative view pairs. We analysed this issue within the purview of Mars images taken from the rovers Curiosity and Perseverance, and from the Mars Reconnaissance Orbiter, and we proposed two modifications to contrastive learning tailored for this domain.

Our experiments demonstrate how these modifications — cluster-aware and mixed-domain contrastive learning — improve upon baseline contrastive learning by training more discriminant and powerful feature extractors. In each case, we compare our results to a fully supervised baseline, and note that for in-domain classification tasks our methods result in feature extractors that exceed the performance of their fully supervised counterparts, even when using only 10% of the available labels. It is our hope that this work illustrates how the benefits of contrastive learning can be applied to the large scale space datasets — even when the underlying visual data is semantically homogeneous or not sufficiently contrastive — thus increasing the scope for contrastive learning in the domain of space images.
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A  Hyperparameter configurations

Table 3: The default hyperparameters used in all contrastive training / linear evaluation experiments. All experiments are executed in PyTorch [19].

| Hyperparameter       | Value(s)                        |
|----------------------|---------------------------------|
| GPUs                 | 4x NVIDIA Tesla V100            |
| Training type        | Distributed data parallel       |
| CPU workers          | 16                              |
| model backbone       | ResNet-50 (vanilla)             |
| model width          | 1x                              |
| image size           | 224                             |
| num. epochs          | 400                             |
| num. projection layers| 3                              |
| projection layer dimension | 128                         |
| linear eval. dimension| 128                           |
| optimiser            | Adam                            |
| learning rate        | 3e-4                            |
| weight decay         | 1e-6                            |
| temperature          | 0.5                             |
| batch size           | 128                             |

B  Investigating the relationship between semantic homogeneity and false negatives

We investigate how the rate of false negative view pairs in a batch is a function of dataset’s semantic homogeneity. We start by simulating the sampling of one thousand batches from datasets with uniformly distributed class frequencies for the purpose of characterising the false negative view pair problem with respect to training and dataset parameters. In each sample, we compute all view pairs and report the average proportion of false negative view pairs amongst all view pairs in that batch. The more false negative view pairs, the worse the expected performance of the final model.

We find that — beyond an initial point — the percentage of false negative view pairs in any given training batch is invariant to the size of the dataset and the size of the batch. Changing the dataset’s size naturally makes no difference, as any given batch will still sample images belonging to any given semantic class with the same frequency. Changing the batch size simply results in proportionally more false negative view pairs being sampled, so again, this does not address the problem.

The false negative rate however does decrease from 10% asymptotically to 0% as the number of semantic classes (i.e., the variation in visual content) grows from 0 to 1000 distinct classes. We can see how violations of the contrastive assumption disproportionately affect smaller, less variable datasets (e.g., between
0 and 50 classes) relative to larger, more variable datasets (e.g. ImageNet). This explains why combining different datasets minimises violations of the contrastive assumption, false negative view pairs, and thus increases performance on less visually diverse datasets (e.g. Mars rover image datasets).

Importantly, the Mars image datasets are highly imbalanced (see Section 3), thus exaggerating the issues outlined here. In Section 5.3, we perform similar simulations, but tailor them for specific datasets (e.g. ImageNet and the Curiosity dataset). For ImageNet, we can determine if a false negative would appear in a batch by consulting the labels, and for the Curiosity dataset, we simulate using the MSL v2.1 class distribution, which we assume to be representative as it was derived from the Curiosity dataset.
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Fig. 6: Simulation results illustrating how the proportion of false negative pairs in a batch change with changing dataset statistics and hyperparameters. These simulation results are for a theoretical dataset with a perfectly balanced class distribution.

**C Visualising the assignment of pseudo-labels**

The process by which pseudo-labels are assigned to each pair of views in baseline, unmodified contrastive learning is visualised in Figure 7.
Fig. 7: We visualise the assignment of true positive, true negative, and false negative view pairs for an example batch of 3 source images. This batch violates the contrastive assumption, as images 1 and 3 feature images with the same semantic content, and will thus generate false negative view pairs. Each image has 2 views extracted from it, and every pair of views is considered as a training instance in the batch (apart from views paired with themselves, i.e., the main diagonal of the pseudo-label matrix shown on the right). Note that when two views from image #1 and image #3 are paired, they will falsely be considered as negatives (e.g. view 0 and view 5, which actually feature the same semantic content).

D  t-SNE clustering visualisations of Perseverance data

We input the hidden features for the Perseverance dataset generated by our cluster-aware contrastive models into the t-distributed stochastic neighbor embedding (t-SNE) method [16] provided by scikit-learn [20]. This statistical method reduces the embeddings to 2-dimensions whilst problematically ensuring that similar features remain close and dissimilar features remain far away in the visualisation. At each point in the visualisation (Figure 8), we plot the hidden feature’s source image, and we consider 25 classes for the purpose of visualisation.
Fig. 8: The cluster-aware contrastive model generates features which are clustered by their semantic content. Distinct clusters of images are grouped due to their feature similarity; the rocket-powered sky crane images are clustered in purple, Perseverance’s sundial images are clustered in yellow, as are images with similar landscape image content, aspect ratios, colour profiles, vignetting, and so on.