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Abstract

Empirical studies are fundamental in assessing the effectiveness of implementations of branch-and-bound algorithms. The complexity of such implementations makes empirical study difficult for a wide variety of reasons. Various attempts have been made to develop and codify a set of standard techniques for the assessment of optimization algorithms and their software implementations; however, most previous work has been focused on classical sequential algorithms. Since parallel computation has become increasingly mainstream, it is necessary to re-examine and modernize these practices. In this paper, we propose a framework for assessment based on the notion that resource consumption is at the heart of what we generally refer to as the “effectiveness” of an implementation. The proposed framework carefully distinguishes between an implementation’s baseline efficiency, the efficacy with which it utilizes a fixed allocation of resources, and its scalability, a measure of how the efficiency changes as resources (typically additional computing cores) are added or removed. Efficiency is typically applied to sequential implementations, whereas scalability is applied to parallel implementations. Efficiency and scalability are both important contributors in determining the overall effectiveness of a given parallel implementation, but the goal of improved efficiency is often at odds with the goal of improved scalability. Within the proposed framework, we review the challenges to effective evaluation and discuss the strengths and weaknesses of existing methods of assessment.
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1 Introduction

This paper considers the challenging question of how to assess and compare the widely differing implementations of what is perhaps the most well-known algorithmic paradigm for solving NP-hard discrete optimization problems—the branch-and-bound algorithm. We introduce a general framework for assessing the effectiveness of branch-and-bound-based algorithms that is broadly applicable but with a particular focus on algorithms for solving difficult discrete optimization problems. We indicate how the current methodology for assessment fits into our framework and also review some of the challenges in performing such assessment. To this end, we highlight some ways that existing methods are not well-suited for measuring aspects of effectiveness, particularly in the case of parallel implementations.

As many terms are overloaded or inconsistently used in the literature when discussing the assessment of implementations one of the first challenges is to develop a clear and consistent terminology. In Section 2, we introduce a formal language for describing the measurable properties of algorithms that we use to assess them. Throughout the paper, we use the term effectiveness in a general way to denote the overall combination of these measurable properties that leads to their observed behavior in practice. Other, more common terms related to the assessment of implementations will be used in a more technical way.

Although branch-and-bound is often described as an “algorithm,” its general description leaves the implementation of several critical procedures unspecified. As such, branch-and-bound is more a general algorithmic framework than a complete algorithm. In the decades since the first variant was described by Land and Doig [1960], a vast number of adaptations have subsequently been presented in the literature, making it one of the most widely implemented algorithmic approaches for solving difficult discrete optimization problems.

The flexibility of the basic framework gives it tremendous power to solve a wide variety of problems. Unfortunately, this power leads to a level of sophistication of implementations that makes rigorous assessment and comparison much more challenging. The comparison of differing implementations has traditionally been approached by assessing effectiveness on a fixed set of test instances, which must be carefully chosen in order to allow a fair comparison (or even to make comparison possible at all). Unfortunately, in some important cases, the use of a fixed test set for purposes of comparison is simply not feasible using traditional measures of effectiveness. In particular, when comparing parallel scalability, this method of assessment requires not only that instances are solvable by all implementations on a single (or a small number) of cores but also that the instances are not “too easy.” Obtaining a set of such test instances large enough to draw valid and generalizable conclusions is difficult, especially when comparing implementations with contrasting strengths.

Generally speaking, there are two substantially different approaches to the assessment of algorithms: theoretical and empirical. Theoretical analysis has many advantages, most notably the rigor of the underlying analysis. It also eliminates many of the difficulties and confounding factors related to properties of the hardware, programming language used, compiler, programmer skill, and other extraneous environmental factors that interfere with analysis of the algorithm itself.

---

We use this term throughout to informally refer to units of hardware capable of doing a single sequential computation.
Unfortunately, in the case of discrete optimization, the tools for theoretical analysis that currently exist are largely inadequate for the task. The worst-case measure by which implementations are traditionally judged in a formal complexity analysis (due to the difficulties associated with doing an average-case or other types of analysis) is not capable of distinguishing between variants of branch-and-bound, all of which are theorized at present to have the same or similar worst-case behavior. That leaves little option but to compare implementations empirically.

Within the empirical realm, computational experimentation is the main tool employed by researchers for assessing the relative effectiveness of both algorithms and software. While there has long been a heavy reliance on computational experiments, relatively little effort has gone into the development of a rigorous science of experimental analysis for algorithms. While some best practices have been discussed, much of the early work is now dated and newer technology calls for updated techniques that unify concepts of analysis for both sequential and parallel implementations. In what follows, we propose a unified framework for assessing the effectiveness of algorithms.

1.1 Basic Setting

A (mathematical) optimization problem is that of determining

$$z^* = \min_{x \in \mathcal{F}} f(x),$$

(1)

where $f : \mathbb{R}^n \to \mathbb{R}$ is a given objective function and

$$\mathcal{F} = \{ x \in \mathbb{Z}^p \times \mathbb{R}^{n-p} \mid g_i(x) \leq b_i, 1 \leq i \leq m \}$$

is the feasible set. We assume for convenience that $f$ is continuous and $\mathcal{F}$ is compact so that the minimum exists. A class of such optimization problems is a parametric family in which the feasible regions and objective functions have a certain well-defined structure, i.e., the functions, $f(x)$ and $g_i(x)$, are from a particular class (e.g., linear functions) that are parameterized on certain input data. In such a case, specific values of the input parameters correspond to a specific instance in the class. Typically, a class contains instances with arbitrarily large numbers of variables and constraints.

Discrete optimization problems can be roughly defined as those for which at least some fixed proportion of the variables must take integer values in all feasible solutions. Such problems are particularly amenable to solution by a search algorithm, such as branch-and-bound. We do not describe branch-and-bound itself in detail, since it is well-described in many other places. For a formal description of branch-and-bound in the context of solving discrete optimization problems, including an introduction to the issues arising in its parallelization, we refer the reader to [Ralphs et al. 2018].

We consider only exact algorithms. Such algorithms produce both an optimal solution $x^* \in \operatorname{argmin}_{x \in \mathcal{F}} f(x)$ to (1) (when required) and a proof of the optimality of that solution (or a proof that some alternative termination criteria have been satisfied). This proof usually comes in the form of a branch-and-bound tree (see [Güzelsoy and Ralphs 2007] for details on how such a tree encodes a proof) that provides global upper and lower bounds on $z^*$ (upper and lower bounds are more generally referred to as primal and dual, respectively, to allow for the possibility that the
sense of the optimization is maximization. These bounds are updated throughout the solution process and the algorithm usually terminates when they are (approximately) equal. In cases of early termination, such as when reaching a time limit, the reported bounds are likely not equal but are nevertheless valid.

A fully rigorous empirical analysis requires distinguishing between an algorithm and its software implementation. This in turn requires distinguishing between factors arising from i) properties of the algorithm itself (as a mathematical abstraction); ii) incidental properties of the software implementation (compiler, language, operating system kernel, etc.); and iii) incidental properties of the hardware on which the experimentation is done (memory hierarchy, network topology, etc.). Such an analysis would obviously be painstaking and impractical, but it’s still important to acknowledge that the inability to account for these confounding variables is a significant limitation. An accounting of the full range of confounding variables is beyond the scope of this paper. In acknowledgment of these challenges, we have, however, endeavored to use the term implementation whenever we are speaking of the assessment of a particular algorithm, since it is the implementation, not the algorithm itself, that is actually being assessed.

There are innumerable practical aspects that we do not fully address in this work. It is unavoidable that different implementations may produce different solutions and different proofs for the same problem—this is one of the difficult challenges we face. Most implementations do not actually output the proof they construct (parts of the proof that are no longer relevant are typically discarded to save memory), but rather only output the upper and lower bounds. Finally, as the computations are done in finite precision arithmetic, the proofs produced are only approximate (see, e.g., Lilja, 2004). While numerical issues arising from the use of floating point computation and other practical limitations of typical implementations are important in the study of these algorithms, they are less important in practice and have little impact on the development of the concepts presented here. We therefore avoid unnecessary discussion of these details.

1.2 Previous Work

Assessing the relative effectiveness of algorithms for solving mathematical optimization problems and their software implementations dates back as far as the earliest packages for solving such problems. Since the early days of computing, scores of papers have endeavored to present comparisons of the software implementations of various algorithms. One of the first efforts to systematically evaluate optimization software is presented by Hoffman et al. 1953 in the context of evaluating solvers for linear optimization problems (LPs). Due to the inherent limitations of theoretical analysis of these algorithms, such empirical comparisons have been crucial in assessing progress in the field and in evaluating the merit of different algorithmic approaches. In the decades since, computational research has become mainstream and an enormous number of papers have been published that touch on the issues surrounding empirical research in general. We do not attempt to survey this entire literature, but rather refer the reader to the general overview given by Lilja 2004. In what follows here, we briefly review the most closely related works from the optimization literature.

The dependence on empirical assessment for research in optimization algorithms has prompted many calls for improved standards and guidelines. One of the early works suggesting standards for computational experiments was from Ignizio 1971, who argues that such standards are required to
maintain the high status of research in the field. The need for standards has lead to various attempts at laying out guidelines to direct researchers in performing computational experiments. One set of recommendations are provided by Crowder et al. [1978], covering the experimental design, the selection of test instances, and the possible measures for comparing algorithms. Building upon the work of Crowder et al. [1978], Jackson et al. [1990] presents an updated set of guidelines for the reporting of computational results. While the guidelines presented by Jackson et al. [1990] are not prescriptive, they do highlight a number of factors that should be considered when conducting computational experiments. Following the report on the guidelines by Jackson et al. [1990], a number of suggestions about conducting experiments have also been made by Greenberg [1990]. Later, another survey of many recommended best practices for experimental analysis was given by Johnson [2002].

The heavy reliance on empirical assessment in computational mathematical optimization has lead to a number of proposals for increasing the rigor with which such analysis is done, but these have not met wide adoption. One of the most comprehensive proposals for a more scientific approach to the empirical analysis of algorithms was developed by McGeoch [1987] in her dissertation (and in a later book McGeoch [2012]). This was followed by a call by Hooker [1994] for an empirical science of algorithms and a call by Moret and Shapiro [2001], Moret [2002] for the development of a discipline of experimental algorithmics. This more scientific approach is to be set apart from the more theoretical aspects of the analysis of algorithms, with a particular focus on the evaluation of practical implementations. The difficulties associated with computational experiments are further discussed in a subsequent paper by Hooker [1995] with a focus on the evaluation of heuristic methods. Further, Coffin and Saltzman [2000] proposed methods for statistically analyzing experimental data.

More recently, a review of the best practice for comparing optimization algorithms is presented by Beiranvand et al. [2017]; however, the discussions are primarily focused on continuous, unconstrained optimization algorithms. A more in-depth discussion related to guidelines for computational experiments is presented by Kendall et al. [2016]. The focus of Kendall et al. [2016] is the development of good laboratory practice for performing optimization-based research. An important topic relevant to discrete optimization algorithms that is discussed by Beiranvand et al. [2017] is the presentation of empirical data—particularly methods for visualizing the results of computational experiments. There has been some limited work done on this topic over time (see Coffin and Saltzman [2000], Johnson [2002], Sanders [2002], Dolan and More [2002]), but more focus is needed on this often overlooked yet important topic.

Another topic that deserves more focused attention is the development of suitable objective measures for assessing algorithm effectiveness. While Crowder et al. [1979] covers all aspects of algorithm evaluation, the literature on current practices regarding measures of effectiveness is limited. Primarily, Crowder et al. [1979] examines the classical measures of CPU time and iteration counts. Additionally, Crowder et al. [1979] propose the observed rate of convergence, which is aimed at assessing the empirical effectiveness of iterative algorithms (in contrast to the theoretical rate of convergence, which is a worst-case measure). The discussion presented by Ahuja and Orlin [1996] reviews measures that can aid in gaining further insight into the behavior of an algorithm. The suggestion by Ahuja and Orlin [1996] is to evaluate algorithms using representative operation counts. This measure is aimed at controlling effects that are attributable to irrelevant details of the implementation and have little to do with assessment of the mathematical algorithm itself. Moret [2002]
discusses choosing an appropriate measure, but makes no specific recommendations. McGeoch [1987, 2012] also discussed the choice of suitable measures in her work.

Most of the work mentioned so far has focused purely on optimization software designed to run on a single core. The growth in multi-core computing technology introduced a wide array of additional challenges in assessing the effectiveness of software implementation. As a result, many papers were produced describing not only the implementation of parallel algorithms, but also how to measure their performance. Many of the early papers focused on the most straightforward measures of strong scalability (defined in Section 2.2), such as parallel speed-up. Barr and Hickman [1993a,b] summarize the general issues surrounding assessment of parallel implementations and discuss how to compute parallel speed-up, also observing that anomalous behavior, such as super-linear speed-up, is possible in some cases. They observe that the proper evaluation of parallel scalability (defined later in Section 2.2) can lead to advances in the underlying sequential implementations.

Despite the continued use of speed-up on a fixed test set as a measure of scalability, it was already observed in the early days of parallel computing that this method of evaluation has many drawbacks. Amdahl [1967] famously noted that as long as there is a certain fraction of the computation that is inherently sequential, the parallel speed-up that can be achieved on a fixed computational task will be limited, no matter how many additional resources are utilized. This observation is easily borne out in practice. To overcome this limitation, it is necessary to scale up the computational task itself as the resources are scaled in order to maintain an efficient usage. This more nuanced view was first promoted by Gustafson [1988] and was later taken up by many other authors, resulting in the development of the notion of weak scalability. Kumar and Gupta [1994] summarize many of the works from a large body of literature related to assessing scalability and describe notions similar to weak scalability, though they do not use the term. A thorough yet succinct introduction to parallelization and different notions of scalability can also be found in Chapter 5 of Hager and Wellein [2011]. We discuss how these notions fit into our own framework in Section 2.2.

1.3 Contributions

This paper presents a unified framework for assessment that incorporates independent yet interlinked concepts of effectiveness—efficiency and scalability. These concepts link the assessment of sequential and parallel algorithms, traditionally analyzed in different ways. At the core of the proposed framework is an abstract concept of resource consumption based on the following ideas.

- The notion that resource consumption is at the heart of what is meant by “effectiveness” and that assessment is primarily concerned with measuring how efficiently resources are being used, as well as the trade-offs between different resources.

- The clear separation of baseline efficiency, applicable in an environment with fixed resources, and scalability, applicable to environments with dynamically allocated resources.

- The differentiation of traditional measures of efficiency, from measures of progress and measures of work, which can be used as proxies and allow the comparison of computations that cannot be completed in a reasonable amount of time.
• A proposal for measuring *weak scalability* (defined later) based on a chosen measure of progress that is more robust than the more familiar *strong scalability* that is typically used to assess parallel implementations.

Through the lens of this framework, we discuss the strengths and limitations of existing practices for the assessment of both sequential and parallel implementations of branch-and-bound algorithms. To the best of our knowledge no recent discussion of this topic has attempted to view assessment in this broad fashion. We hope this work contributes to the continued development of best practice for assessment, but emphasize that it is intended more as a starting point than a final conclusion.

A key part of this work is to highlight a fundamental and vexing challenge in designing effective parallel algorithms: the fact that the goal of achieving scalability and the goal of achieving efficiency may be at odds, especially for branch-and-bound implementations. Better baseline efficiency very often leads to decreased scalability. Although baseline efficiency is generally thought of as critically important, good scalability matters more in the limit. Whether efficiency or scalability is more important in actual practice depends crucially on the environment in which the implementation will be deployed. This is why assessing and comparing implementations requires the separate analysis of efficiency and scalability. It’s also why one cannot always say whether one implementation is “better” than another. The measure of goodness has multiple objectives.

To aid the exposition of the concepts in this paper, examples from various computational experiments are presented. These computational experiments involve using various branch-and-bound implementations—sequential and parallel—to solve the instances from the MIPLIB2010 benchmark test set [Koch et al., 2011]. Due to limitations of the comparison methods being described, it is not possible to use all instances of the test set in every example. In each of the following examples, the method for selecting the instances is clearly described. All computational experiments have been conducted using a cluster of Intel Xeon E5-2670 CPUs with 2.50GHz and 6.6 GB memory per core.

### 2 Assessing Effectiveness

One way of informally formulating the goal of assessment is as a methodology for approximating the (cumulative) probability distribution function of some measure of effectiveness across all instances in a certain class. When comparing implementations, it is the true probability distributions that we would ideally like to use for comparison, but because the true distributions are unknown, we must approximate them by determining the empirical cumulative distribution function (CDF) with respect to a smaller set of test instances that are chosen so as to be representative of the full class (see Section 3.3). This is a rough approximation at best and a uniform probability distribution is typically assumed for simplicity. Solution of these instances constitute the *benchmark computation*.

In general, there are two distinct steps in comparing the effectiveness of algorithm implementations:

1. Measure the effectiveness of each implementation with respect to one or more chosen measures on a set of selected instances *individually*.

2. Aggregate this data for each implementation and then produce either summary statistics or a visualization (or both) that enables valid conclusions to be drawn about effectiveness across an entire test set (and ultimately across an entire class of instances).
The goal of the latter step is typically to identify which algorithm is “better.” This choice is obviously subjective. So the goal in summarizing and/or visualizing is usually to enable the reader of the study to draw their own conclusions based on the data. Any general conclusions regarding dominance of one implementation over another should ideally be done using statistical methods, as mentioned earlier, though this is difficult to do in a rigorous way.

A central aspect of our framework for assessing the effectiveness of an implementation is the measurement of the resources required to perform the benchmark computation.

**Definition 1.** A resource is an auxiliary input, some measurable quantity of which is required to produce the result of a computation.

The notion of a resource is most typically associated with hardware, primarily compute cores and memory, but the notion is very general and can also include more abstract things like energy. The underlying assumption is that the required resources have a cost and that the goal of the computation is to minimize the overall cost. One important resource that is not concretely associated with physical hardware is time, the measurement of which is both crucial and difficult. Two differing notions of time are wall clock and CPU time.

**Definition 2.** Wall clock time is a measure of the amount of real time required to perform a computation.

**Definition 3.** CPU time is a measure of the actual number of atomic operations required to perform a computation, typically scaled by the amount of real time required to perform such an operation.

In the case of a sequential computation on a single core, CPU and wall clock time typically do not differ much and the distinction may be unimportant. The distinction is crucial in the case of measuring the effectiveness of parallel implementations. In parallel computations, core hours are a related resource that may be limited both in total quantity and in the rate at which they are delivered. The way in which core hours are allocated to a computation plays a rather unique role in the analysis, as further described in Section 2.2. For now, we simply note that, assuming no other computational tasks are competing for these resources during testing, the number of core hours allocated to a computation is simply the wall clock time multiplied by the number of cores. For a more detailed discussion of the details of time measurement we refer the reader to Lilja [2004].

In what follows, we distinguish carefully between the two aspects of effectiveness that were mentioned earlier. **Efficiency** measures the effectiveness with which an implementation utilizes a fixed set of allocated resources. **Scalability** considers the trade-off between resources that can be allocated dynamically (e.g., using more cores to reduce the wall clock time).

The scalability and efficiency of an implementation combine to determine how effective it will be in practice. However, one must carefully consider the trade-off between these when designing algorithms in modern computing environments. It is possible for an implementation to have good baseline efficiency and poor scalability, as well as the reverse. An example of such behavior is shown in Table 1 which presents the wall clock execution times for the parallel implementation of both a naive branch-and-bound algorithm for solving the knapsack problem, implemented using the ALPS framework (see Xu et al. [2009] for a complete description), and the branch-and-bound algorithm of a representative commercial solver. The naive implementation, due to its lack of sophisticated
Table 1: The solution times and parallel speed-up (see Section 4.2.2) for ALPS and a commercial implementation when solving a knapsack problem instance.

algorithmic features, requires significantly more time than the commercial implementation on a single core but exhibits good reductions in the required time as the number of cores is increased (i.e., good scalability). For the commercial implementation, the addition of more cores results in a longer solution time, due to its excellent baseline efficiency—making the efficient use of additional resources difficult. This is obviously an extreme example, but it helps illustrate the trade-off between efficiency and scalability.

The relative importance of efficiency and scalability in practice is a function of a number of factors, including, but not limited to, the environment in which the algorithm will be deployed and the properties of the instances to be solved. The fact that different implementations are tuned for different environments is one of the things that makes comparison difficult. When comparing implementations, it is important to take into account and measure these differing properties, in order to gain more insight into the trade-offs between them.

2.1 Efficiency

Building on the abstract notion of resource consumption introduced above, a measure of efficiency is defined as follows.

**Definition 4.** A measure of efficiency for a given benchmark computation is the amount of one chosen resource that is required to perform that computation, with the level of all other resources fixed.

In a classical analysis, the number of cores is typically fixed and the required wall clock time is the resource that is measured. This leads to the traditional view of “efficiency” as a property of sequential implementations. By allowing resources other than wall clock time to vary, however, we obtain alternative measures of efficiency that can be applied to parallel algorithms. For example, we could fix the amount of wall clock time and memory, asking instead how many cores a parallel implementation would require to complete a given computation.

In cases where a particular benchmark computation cannot be fully completed with the allocated resources, an alternative is to use a measure of progress or a measure of work as a proxy.

**Definition 5.** A measure of progress is an estimate of (or proxy for) the fraction of a benchmark computation completed by an implementation, given a fixed bundle of resources.

Measuring progress is far from straightforward in many algorithmic contexts, especially with respect to branch-and-bound. If a reliable measure of progress were to exist, however, this would allow...
comparisons to be carried out on the basis of efficiency without requiring a benchmark computation that could be completed under all experimental conditions with all implementations, addressing one of the key difficulties discussed earlier.

Unfortunately, no measure of progress proposed for branch-and-bound to date can be considered effective in practice. There have been a number of attempts to develop methods of estimating tree size [Belov et al., 2017; Anderson et al., 2018] and these seem to be the most obvious candidates for a measure of progress. Statistical estimates have also been shown to be viable in some contexts [Anstreicher et al., 2002]. We discuss later in this paper how the primal integral of [Berthold, 2013] may hold promise in some limited contexts.

As an alternative to measuring progress, and as a proxy for efficiency, it is possible to directly measure the amount of work that has been performed during a computation. Measuring the amount of work can be much easier than measuring efficiency and progress.

**Definition 6.** A measure of work is a direct measure of the amount of work done in performing a benchmark computation, generally expressed in terms of the number of atomic units of computational effort executed in order to perform the computation.

The work performed during a computation is usually defined as a count of the number of times some set of defined atomic operations are performed. For example, this could be the number of arithmetic operations performed, the number of times a certain bounding subproblem is solved, or the number of branch-and-bound nodes enumerated.

Unfortunately, simply measuring the amount of work does not indicate how the work contributed to the progress of the computation, i.e., whether the work was useful. This is particularly true in the context of branch-and-bound algorithms for the solution of discrete optimization problem, where the goal is typically to limit the amount of work done that was useless in hindsight, e.g., time spent pursuing sub-trees that turn out to contain an optimal solution. For this reason, measures of work are not often good indicators of efficiency and don’t indicate much about progress in this context. Nevertheless, they are useful in some contexts, especially in measuring parallel scalability, where simply maximizing the throughput of computational tasks can be an important goal.

### 2.2 Scalability

*Scalability* is a property of an implementation deployed in a dynamic computing environment and specifically addresses the notion that the bundle of resources required to perform a certain benchmark computation is not unique—there is a natural trade-off of some resources for others. The most often analyzed trade-off is between wall clock time and cores. By increasing the number of cores by a factor of $N$, we hope that the wall clock time required to complete a given benchmark computation, such as solve an MILP instance to optimality, can ideally be reduced by a factor of $1/N$. In other words, the computation should ideally be completed in the *same number of total core hours* (see Section 2), no matter how many cores are supplied. Unfortunately, this rarely occurs in practice. Typically, the use of more cores introduces overhead. As a result, an increase in the number of cores also increases the total number of core hours required to complete a computation—the computation becomes less *efficient.*
We think of scalability analysis abstractly in our framework as the analysis of how some measure of efficiency changes as the bundle of resources is varied in some way. A canonical analysis, as described above, investigates the trade-off between cores and wall clock computing time, but other trade-offs could also be analyzed. In the literature, the term scalability may be used to refer to many different aspects of an implementation or a hardware platform. We use it here to refer to two distinct concepts, known as strong and weak scalability, which we now formally define.

**Strong Scalability.** Strong scalability is the ability of a particular implementation to exploit the trade-off between two resources with respect to a single benchmark computation.

Definition 7. Strong scalability is the change in the level of one resource required to perform a benchmark computation, as a function of the level of a second resource, with all other resources fixed.

A classical (strong) scalability analysis involves a systematic assessment of the trade-off between time and cores. When the number of cores allocated to a computation that originally took wall clock time $T$ is increased by a factor of $\alpha$, we ideally hope that the wall clock time required is reduced to $T/\alpha$.

Strong scalability appears to be a very natural way of measuring the effectiveness of a parallel algorithm as resources are scaled, but it has some significant issues in practice, as mentioned earlier in Section 1.2. To see why, note that all computations involve a certain fraction that is inherently sequential (for example, reading in the data). For a fixed test set, as the number of cores is increased, this part of the computation eventually becomes such a high fraction of the total that no additional scaling is possible beyond a certain point (this is known as Amdahl’s Law [Amdahl, 1967]). This is one of the many challenges faced when using a single test set in performing a scalability analysis. Unfortunately, as we describe below, there are even more significant challenges to be faced when not using a fixed test set.

**Weak Scalability.** The contrasting concept of weak scalability is both more difficult to define and more difficult to measure, though it has significant theoretical advantages over strong scalability. Weak scalability measures the effect of increasing exactly one of the available resources while simultaneously scaling the computation itself. In other words, we do not necessarily limit the testing to a single fixed benchmark computation. This concept results in the slightly vague definition below, which differs slightly from the similarly vague alternatives appearing in the literature but still captures the essence of what is meant conceptually by weak scalability.

Definition 8. Weak scalability is the amount of additional computation that can be done as the level of a single resource is increased, holding all other resources fixed.

The resource being increased is usually cores. Meanwhile, the wall clock time allocated to the computation remains constant. Hence, we are typically measuring how much more useful computation (not just work) we can get done with more cores, but the same amount of wall clock time. Although it is not exactly clear what is meant by “the amount of additional computation” in the above definition, it should be clear why measuring this kind of scalability requires varying/scaling
the computation to be done at the same time as the resources are varied. The difficulty in rigorously defining how the computation should be scaled and exactly what is meant by the above definition is part of the reason why weak scalability is a less frequently used measure.

In principle, this scaling should be done by increasing the “difficulty” of the test set, e.g., to be able to say that computation A is “twice as difficult as” computation B. This apparently requires producing multiple sets of instances with different, objectively measurable levels of difficulty, such that one can experimentally determine the most difficult set that can be handled under given conditions. For this reason, weak scalability can be most easily measured for computations for which the total amount of work required is objectively a predictable function of the input size. Matrix multiplication is an example application where weak scalability can be easily assessed. The naïve implementation for the multiplication of two square matrices, each with \( n^2 \) elements, requires \( O(n^3) \) operations. With two cores, if the algorithm is perfectly scalable we can expect to do twice as many operations in the same amount of time. So we should ideally be able to multiply two square matrices, each with \( (2^{1/3}n)^2 \) elements, since this would require \( (2^{1/3}n)^3 = 2n^3 \) operations. If the operations could be split evenly between the two cores without introducing any additional work (not the typical case), then the multiplication of these larger matrices could be accomplished in the same time on two cores as the multiplication of the smaller matrices on a single core. This perfect scaling is rarely achieved and the actual size of the matrices that could be multiplied with two cores will be somewhat below the perfect scaling factor of \( (2^{1/3}n)^2 \). In this context, the weak scalability of the parallel implementation is measured by the difference between perfect and realized scaling.

Unfortunately, it is impossible, for all practical purposes, to objectively measure the “difficulty” of a given test set a priori when dealing with an NP-hard problem (this is the very nature of such problems). Size is well-known not to be correlated with difficulty in solving mathematical optimization problems; however, it is hard to imagine any other reliable measure. The time required to perform a given computation with a baseline implementation is a measure that may be useful in some situations, but it certainly cannot be considered an objective measure when comparing implementations with much different capabilities. One could imagine theoretical measures, such as the provable minimum size of a branch-and-bound tree obtainable under certain algorithmic assumptions. However, such measures are generally impractical.

**Alternative Notions.** Alternatively, we propose here some new notions of scalability that use measures of progress in order to retain the advantages of working with a fixed test set while addressing the need for a dynamically scaled computation. If we could effectively measure the fraction of a large computation that could be completed with a fixed resource configuration, then we could scale the computation by employing larger fractions of the same computation. We conjecture that such notions of scaling may be easier to implement in this setting than the more conventional ones. In particular, if we can effectively measure progress, we can consider the trade-offs underlying the assessment of scalability from additional points of view. For example, we might ask questions like the following.

- How does the fraction of a given computation we can complete in a fixed amount of time change as we increase the number of cores?
• How does the fraction of a given computation we can complete change as we increase the amount of time allocated to the computation while keeping the total number of core hours fixed?

As we have already emphasized, applying these alternative notions of scalability requires a reliable measure of progress. On the face of it, devising a reliable measure of progress would seem as difficult as the problem of predicting how long a given computation will take, which is also well-known to be intractable. The difference, however, is that having performed a computation to completion once, we get information that may enable us to measure progress with respect to the same computation, but executed in a different fashion experimentally (with more cores, for example).

3 Overview of Challenges

In this section, we survey some of the many challenges associated with the use of empirical analysis as a tool for comparing implementations, in a general sense, and branch-and-bound in particular.

3.1 Sophistication of Implementations

As described earlier, branch-and-bound is not so much an algorithm as an algorithmic framework. Modern implementations are increasingly sophisticated, which has lead to dramatic gains in the ability to solve difficult instances. This sophistication has also introduced much difficulty in the assessment of these implementations—making their behavior a challenge to understand and analyze.

Sequential Implementations. Sophisticated implementations of the branch-and-bound algorithm actually consist of collections of many different semi-independent algorithmic components, each controlling a different aspect of the overall algorithm. Examples of these algorithmic components include branching methods, which determine the best branching candidate at each node of the branch-and-bound tree; separation routines, which generate valid inequalities that eliminate fractional LP solutions from the feasible region; as well as primal heuristics, presolving, and propagation routines. Among other things, these algorithmic components are responsible for solving the many decision problems that arise during execution. Readers unfamiliar with the function of individual components in a modern branch-and-bound algorithm are referred to [Achterberg 2007] for a detailed description of the elements of a state-of-the-art solution methodology for MILPs.

Binding together this collection of component algorithms is a control mechanism that determines how to mix them effectively. The control mechanism must make decisions about which implementation of each internal component to employ (there are often multiple implementations to choose from), when to employ them, and what amount of effort, relative to other components, should be afforded. This involves both auto-tuning to adjust strategies based on learned properties of individual instances and controlling various trade-offs based on user priorities and overall algorithmic strategy.

Subtle differences in algorithmic choices and control mechanisms may have a dramatic effect, even if the effectiveness of these choices is not itself the subject of investigation. This is what makes
it particularly difficult to rigorously judge the impact of a change in a single component within
different implementations or to compare different implementations overall. There is no single
approach to mitigating these issues, but awareness is certainly the first step. What strategies are
appropriate for overcoming these difficulties must be determined on a case-by-case basis.

**Parallel Implementations.** Parallel implementations have all of the same components men-
tioned above plus an additional control mechanism whose job it is to distribute both tasks and
associated data to the available computational resources to enable parallel execution. This mecha-
nism may either be an integrated part of the overall implementation or may be completely separated
from the underlying sequential implementation. In the latter case, the parallel control mechanisms
are usually designed to work with any sequential implementation whose external interface supports
certain functionality required for managing the data and task distribution process. We refer to
such a separate control mechanism as a *parallel framework*.

Parallel frameworks (and even integrated parallel control mechanisms) have their own empirical
behavior that can be evaluated independently of the underlying solver implementation. However,
isolating the effect of the parallelization strategy from effects attributable to the properties of
the underlying solver implementation is difficult. A given parallel control mechanism may work
well with one solver implementation and not with another. Further, it is primarily the scalability
that matters when evaluating the scheme for parallelization, whereas it is primarily the baseline
efficiency that matters in evaluating the solver implementation. Teasing out the effect of these
various aspects of the overall implementation is difficult at best, but is made especially so by the
inherent trade-off between efficiency and scalability.

When the parallel control mechanism is tightly integrated with the underlying sequential implemen-
tation, this may make it particularly difficult to isolate the effect of its strategy on overall scalability.
On the other hand, it is easier to observe the effects of parallelization strategies when using par-
allel frameworks such as the *Ubiquity Generator* (UG) framework [UZU ZI] or the CHiPPS/ALPS
framework [Xu et al., 2009]. Both UG and CHiPPS consist of collections of base classes that can be
customized to parallelize any underlying sequential implementation. UG is designed to exploit the
underlying sequential solver as a black box, while CHiPPS requires more granular access. In both
cases, the modular implementation enables the use of the same underlying sequential implemen-
tation with different parallel frameworks or the same parallel framework with different underlying
sequential implementations. The UG framework, for example, has been customized to work with
SCIP [Gamrath et al., 2016, Shinano et al., 2012, 2018b], Xpress [FICO, Shinano et al., 2018a],
and PIPS-SBB [Munguia et al., 2016, Munguia et al., 2019].

### 3.2 Variability

One of the most challenging issues in assessing algorithms is that there are many sources of
variability that arise in measuring outcomes. This variability can result in what appears to be
anomalous behavior [de Bruin et al., 1995, Lai and Sahni, 1984]. The sources of variability can
be divided roughly into two categories: *Non-deterministic behavior* and *performance variability*.
Non-deterministic behavior is the possibility that an algorithm will follow different (but valid)
exection paths at different times—even when given precisely the same input—due to exogenous
effects. Performance variability, or algorithmic variability, is the possibility that an algorithm will follow different execution paths given different but *mathematically equivalent* inputs. Performance variability can be witnessed in conjunction with deterministic and non-deterministic behavior.

As a result of this variability, measures of effectiveness for an implementation should be considered random variables and the outcome of any single computational experiment should be treated as one observation. Repetition of experiments and the evaluation of results by statistical methods are truly necessary, though either are rarely performed when assessing the effectiveness of implementations. Space constraints prohibit the inclusion here of a detailed discussion of proper methods for doing such statistical analysis, but the paper of Coffin and Saltzman [2000] provides an excellent overview. In what follows, we discuss only the reasons why such variability arises in the first place.

### 3.2.1 Non-deterministic Behavior

The possible non-deterministic behavior of implementations is a critically important issue in empirical studies. Non-determinism is undesirable for practical reasons in many settings. For example, customers of commercial software vendors tend to distrust software that does not behave in the same way when executed multiple times with the same input. Nevertheless, determinism is sometimes hard to achieve. In particular, parallel implementations are inherently non-deterministic unless specifically implemented in a fashion designed to combat this. The reasons are related to the order of execution of commands in a parallel computing environment. For example, different cores may operate at slightly different speeds and this can result in sets of tasks being completed in different orders during two executions of the same implementation. This non-determinism can trigger cascading effects that eventually result in wildly different behavior from run to run in some cases.

Table 2 presents a simple example of non-deterministic behavior of a parallel branch-and-bound implementation. In this example, SYMPHONY is executed on four cores in order to solve *neos-1109824* four separate times. The run time and number of created nodes for each of the runs is presented. From this small example, the largest deviation in run times is 14% where the largest deviation in the number of nodes is 11%. This highlights a real effect of non-determinism and the difficulty it introduces to the assessment of algorithms. For a more detailed example, the reader is referred to the online supplement of Shinano et al. [2018b], which presents the results of five repeated runs of FiberSCIP with different parameter settings and solver configurations for all MIPLIB2010 benchmark instances.

It is possible to develop deterministic parallel implementations, but this comes at the cost of reduced efficiency and scalability due to synchronization steps that introduce core idle time into

|          | Run time | Nodes |
|----------|----------|-------|
| Run 1    | 620.834  | 161123|
| Run 2    | 560.324  | 159151|
| Run 3    | 578.838  | 165963|
| Run 4    | 652.507  | 178255|

Table 2: The run time and number of created nodes for SYMPHONY solving *neos-1109824* using 4 cores over 4 different runs.
the computation. On the other hand, it is important to be aware that approaches to enforcing
determinism do so by ensuring that tasks get completed in the same order each time (at least for
all cases where the order matters). Nevertheless, this ordering should still be considered arbitrary
and the efficiency of the particular ordering enforced may be much better or much worse than what
would be observed with alternative orderings.

3.2.2 Performance Variability

Danna [2008] was the first to highlight the importance of accounting for performance variability
when assessing the effectiveness of implementations. The variability can be of several types, some
of which are further described by Lodi and Tramontani [2013]. It is important to understand
that even when an implementation is sequential and deterministic in principle, it may still exhibit
performance variability. For example, permuting the rows and columns of the constraint matrix in
a linear optimization problem without changing the problem itself may result in different behavior.
This is because the order in which the problem is read by the implementation can lead to differences
in procedures that are sequence dependent. Some changes include the way ties are broken, or
choosing between alternative optimal solutions that are produced when relaxations are solved.
These differences can be very large in some cases.

An example of performance variability is presented in Table 3. In this example, SCIP is used to
solve neos18 with 5 different random seeds for permuting the constraints of the problem. It can be
seen in Table 3 that simply changing the order of the constraints can have a significant effect on
the efficiency of the branch-and-bound algorithm.

| Run time | Nodes | LP Iterations |
|----------|-------|---------------|
| Seed 1   | 26.94 | 4154          | 280546 |
| Seed 2   | 56.14 | 14446         | 653459 |
| Seed 3   | 21.95 | 6033          | 201103 |
| Seed 4   | 99.54 | 18032         | 1249410|
| Seed 5   | 30.56 | 4418          | 279840 |

Table 3: The run time, number of processed nodes and LP iterations for SCIP solving neos18 using
5 different permutation seeds to permute the problem constraints.

While an implementation may appear to be deterministic, the appearance of determinism is de-
ceiving. The fact that different equivalent inputs can result in very different efficiency means that
the behavior is essentially non-deterministic from the standpoint of a rigorous algorithmic analysis.
Simply running the implementation one time is not enough to understand its behavior. This kind
of non-determinism is explained and exploited algorithmically in Shinano et al. [2018b] and Fis-
chetti et al. [2016]. The many sources of performance variability with respect to benchmarking are
discussed by Koch et al. [2011]. While no particular strategies are proposed by Koch et al. [2011]
to address performance variability, the discussion highlights the related issues and challenges.
3.3 Impact of Test Sets

Test sets for the evaluation of branch-and-bound implementations are abundant and also highly influential. The most well-known and valued test sets for MILPs are the MIPLIB series [Achterberg et al., 2006, Bixby et al., 1992, 1998, Koch et al., 2011, Gleixner et al., 2019] and the many test sets available for specific problem classes, e.g., TSP [zzz tsplib], QAP [zzz qaplib], and VRP with time windows [Solomon, 1987]. These test sets have been developed with the aim of providing an objective benchmark for the evaluation of different implementations.

Although these test sets have generally proven to be useful to the research community and helpful in aiding objective assessment, care must still be taken when using these test sets. With respect to a single set of experiments, it is important to determine whether a given test set is actually appropriate for the experimental hypotheses in question. For example, it is not suitable to evaluate a new branching rule using the complete MIPLIB2010 benchmark test set, since a large proportion of the instances are solved in a small number of nodes (SCIP 3.2.1 (with SoPlex 2.2.1 as LP solver) solves 10% of the instances in less than 10 nodes). Similarly, primal heuristics are best evaluated on problem instances where it is difficult to find the optimal solution.

More broadly, care must also be taken regarding the influence that publicly available test set has on the research community agenda. The research community should be striving not only to improve the effectiveness of algorithms on a particular test set, but also across the broad range of instances that the test set is meant to represent.

The general goal of selecting a test set is to select a subset of instances that is “representative” of the instances in an entire class. The effectiveness of an implementation, as assessed by the techniques described in this paper, on the resulting benchmark computation, should be similar to what one could expect in practical usage. In other words, summary measures, which will be described in Section 5, should be similar on the benchmark to what they would theoretically be across the entire set of instances in the class. It is difficult to know for sure whether this goal has been achieved, since for most classes of mathematical optimization problems, we don’t actually know what behavior is like across the entire set of instances we’re interested in. In general, we will likely have only seen (and may only ever see) a very tiny subset of the possible instances to date. The selection of instances for the MIPLIB 2017 benchmark set is a good example of employing systematic methods to ensure the test set is representative [Gleixner et al., 2019].

Assessing Efficiency. Test sets like MIPLIB provide a diverse set of instances with a wide range of properties that are selected in an effort to allow a fair comparison of different MILP solvers. However, it is not always the case that test sets appropriate for a particular class of problems will exist. When an appropriate test set is not available and one needs to be gathered or constructed, it is important to keep certain the following guidelines in mind.

It is well-known that, unless one has deep knowledge of the types of instances that arise in a particular practical setting, randomly generated instances are usually not representative (see [Johnson, 2002] for a related discussion of this). Rather, it is usually much better to gather instances that have actually arisen in a particular application setting. Identifying particular properties of instances that seem to have an impact on difficulty and ensuring that the benchmark is diverse with respect to these properties is a good general practice. Most importantly, the benchmark must avoid bias.
with regard to one particular (type of) implementation. This is exceedingly difficult to achieve, since the benchmark must be at least first designed prior to any testing having taken place. For this reason, it is necessary to update benchmarks as more knowledge of algorithms for a particular class is derived. Below are more specific guidelines for constructing benchmarks specifically for the measurement of efficiency and scalability.

Performance variability is also an important issue that must be considered with respect to instance selection. A factor not often considered is that the instances of a chosen test set should not be particularly susceptible to large changes in measured efficiency with only minor algorithmic changes. The report for the MIPLIB 2010 test set comments directly on this issue [Koch et al., 2011]. In particular, small test sets can be more prone to performance variability. As such, it is important to use a test set that is diverse and contains enough instances to reduce the negative effects of variability.

Although the following may be obvious, it should nonetheless be noted that the efficiency of an implementation can not be assessed by looking at the results of a single instance or even a small set of instances. After the release of MIPLIB2010 the overall geometric mean when measuring the efficiency of CPLEX, Gurobi and Xpress was nearly equal, while the efficiency on individual instances varied by a factor of up to 1,500.

**Assessing Scalability.** It is important to realize that properties of individual instances can limit the scalability that is possible to achieve, independent of a given implementation’s approach to parallelizing branch-and-bound. In the context of MILP solvers, instances that can be solved in a small number of nodes or for which the LP relaxation in the root node is extremely difficult to solve will not scale with any current parallelization approach. For example, from the MIPLIB2010 benchmark test set, there are 75, 63 and 60 instances, out of 86 instances, that require more than 1000 nodes when solved using SYMPHONY (Build Date: 24th January 2017), SCIP 3.2.1 (with SoPlex 2.2.1) and a commercial solver respectively (as at 17th August 2017). It is therefore important to select instances that are suitable for evaluating parallel branch-and-bound implementations.

- Instances should produce a tree suitably large and broad enough that parallelization is both necessary and effective. Unfortunately, this property depends very much on the efficiency of the underlying sequential implementation. An instance may be suitable in this regard with respect to one implementation and not with respect to another. In addition, the size of the tree is not fixed and may vary based on random factors that induce performance variability.

- If one wants to use the traditional measure of speed-up, which is based on wall clock time, as a measure of efficiency, it is important that instances be solvable with one core (or at least a small number of cores). This will be used as a baseline for assessing the amount of overhead introduced by parallelization. Unfortunately, instances that can be solved in a reasonable amount of time on a single core may not be difficult enough with a large number of cores to be interesting and also not be suitable with respect to the first criteria.

This makes standard benchmark sets only partly useful to test parallel scalability, at least if we are assessing methods that parallelize the tree search itself. Naturally, subnode parallelism could be employed in the case of small trees, but as yet, this approach has not been vigorously pursued.
While the MIPLIB2010 benchmark test set is not ideal for assessing scalability, it is deemed suitable for the examples that we present here in this paper. A major reason for using the MIPLIB2010 benchmark test set is that there does not currently exist a benchmark test set for assessing parallel branch-and-bound implementations. The creation of such a test set is an area of future research.

### 3.4 Generalizability of Results

One of the biggest pitfalls of assessment is the danger of over-generalizing results and making conclusions that have little scientific basis. Given all of the above challenges, it is critical to understand the limitations of any computation with regard to its predictive power. As we typically have no statistical basis for drawing conclusions and little knowledge of the true properties of the entire set of instances in a given class, our ability to generalize results from most experiments is extremely limited. At best, one can only draw conclusions regarding effectiveness on the benchmark computation itself and then only on the platform used in the experiment. It is important not to over-state what one can conclude.

The comparison of scalability across parallel implementations is an area where generalization is particularly difficult. In Section 3.1, we discuss the difficulty in comparing parallel implementations due to a lack of abstract frameworks. A particular difficult arising from this situation is that most parallel frameworks are tightly linked to a specific sequential implementation. Thus, the efficiency and scalability of parallel implementations is highly dependent on the baseline efficiency of the underlying sequential implementation. Since it is not yet possible to control for baseline sequential implementation efficiency when assessing scalability, it is almost impossible to compare different parallel implementations. As such, care must be taken when making general claims about the scalability of parallel control mechanisms for branch-and-bound.

Finally, we should emphasize once again that the analysis of computation results is largely a statistical one. Without repetition of experiments or some basis for understanding the inherent variability of the results, one must acknowledge that the results are at best only a rough estimate of reality. Although there are cases in which one might reasonably expect the variability to be low, this should be considered more the exception than the rule.

### 3.5 Reproducibility and Verifiability

Finally, we briefly mention the challenge of verifying results and ensuring reproducibility. From the earliest days of scientific inquiry, one of the fundamental principles of good science has been that scientific experiments must be verifiable (in the case of software, this means verifying correctness of the implementation) and reproducible. The fact that these principles should also be applied in empirical assessment of algorithms is noted by Johnson [2002], among others. Unfortunately, few experimental results in the realm of computation satisfy these two minimal requirements of scientific studies. The challenge of how to ensure verifiability and reproducibility is a very tricky one and the conversation around this topic is only just getting started. In most cases, making the source code used for the experiments available to others is the only way to truly ensure both verifiability and reproducibility. Providing executable code without source may allow reproducibility, but prevents verification of correctness. Although we do not have any answers and understand the realities
surrounding this important issue, we would be remiss if we did not make it part of the discussion surrounding challenges of empirical research.

4 Measures of Effectiveness

The framework of Section 2 introduced the concept that the effectiveness of implementations can be thought of as the efficacy with which an implementation consumes computational resources in both the sequential and parallel cases. Implementations can be assessed with respect to their baseline efficiency or their parallel scalability, with the main features in the analysis being how one designs the experiments and how one decides what resource levels to vary and which ones should be held constant. In the case of efficiency analysis, the resource that is typically measured is CPU time, with all other resources fixed, including the number of cores available to the computation. In a typical (strong) scalability analysis, on the other hand, one tries to measure the trade-off between wall clock time and the number of cores.

Many challenges associated with the assessment of efficiency and scalability are common to both types of analysis. Although both types of analysis can be based on measures of resource consumption in principle, direct measurement can be difficult and proxies are often used. The proxies that are appropriate for assessment are different in each case and the methods of analysis may also be different. In what follows, we first review the assessment of efficiency and then that of scalability.

4.1 Efficiency

Branch-and-bound implementations typically yield a number of convenient measures for use in assessing efficiency that are readily available from the solution output log. Below, we review properties of specific measures typically used in assessment.

4.1.1 Measuring Resource Consumption

Directly measuring the resources needed to achieve a given termination criteria is the most effective way to determine an implementation’s efficiency. As we have mentioned, the resource that is typically measured in assessing the efficiency of an implementation is time (CPU or wall clock), though one could easily measure the consumption of any other resource of interest when appropriate. It should be noted that time may itself be a proxy for what we truly care about in some cases. In practical experimental settings, interference from other experiments running simultaneously or from the operating system itself may cause variability in the time measurement that must be accounted for. Measuring work (atomic operations), as discussed below, may be an alternative in cases where this a serious problem. Below, we discuss the termination criteria typically used.

Time to Optimality. The most common measures of efficiency is the time to provable optimality. This measure is easily understood and is a direct measure of what is often desired by users, as well as what a branch-and-bound implementation is truly designed to do—determine an optimal solution
and construct a corresponding proof of optimality as quickly as possible. While this is perhaps the most common way of measuring efficiency, it has one big drawback—it does not provide a way of handling assessment of instances whose computation doesn’t complete within the specified time limit.

**Time to Fixed Gap.** In many practical applications, a provably optimal solution may not be needed. Rather, a solution of a (provably) acceptable quality is sufficient. For the purpose of assessing the quality of the best known solution, we may use various measures based on the difference between the primal and dual bounds, the so-called optimality gap. The value given by simply subtracting the dual bound from the primal bound is referred to as the absolute optimality gap or absolute gap. When the primal and dual bounds are equal, the absolute gap is zero and the optimal solution value has been found. Alternatively, a scale invariant version of the gap may be desired. This is given by computing a normalized difference between the primal and dual bounds, the so-called the relative primal-dual optimality gap (or just primal-dual gap). This gap can be computed by

\[
\gamma(Z^p, Z^d) = \begin{cases} 
0, & \text{if } |Z^p| = |Z^d| = 0, \\
\frac{|Z^p - Z^d|}{\max\{|Z^p|, |Z^d|\}}, & \text{if } Z^p \times Z^d \geq 0, \\
1, & \text{otherwise.}
\end{cases}
\]

(2)

where \(Z^p\) and \(Z^d\) are the primal and dual bounds on the optimal solution value, respectively. The relative primal gap and the relative dual gap can be computed by replacing \(Z^d\) or \(Z^p\) with the optimal solution value or the best known primal or dual bounds, respectively. From here on, the general term “gap” will refer to any of the above variants of the relative optimality gap. Note that in (2), we have set the denominator of the second case to the maximum of the absolute primal and dual bounds. This has been done so that the gap is always between 0 and 1. Other definitions of the gap set the denominator to the minimum, instead of the maximum, or even set the denominator to an appropriate constant value.

The time to reach a given gap is a measure of an implementation’s ability to both produce a solution of a desired quality and provide a proof of its quality. Although similar to time to optimality, time to fixed gap is a more suitable measure for practical applications where an acceptable solution quality can be defined.

**Time to First Solution.** A third alternative termination criteria, often acceptable in practical applications, is the discovery of any one feasible solution. Although no proof of quality need be provided in this case, it may still be an appropriate criteria when feasible solutions are difficult to find or when optimality is not as important as speed. The time to first solution primarily measures the effectiveness of the branch-and-bound implementation’s primal heuristics. Obviously, since the efficiency according to this measure relies mainly on the primal heuristics, large parts of the implementation are neglected. In particular, the ability to improve the lower bound (the dual side of the algorithm) is ignored. Hence, this measure only provides a very narrow view of an implementation’s efficiency. It is also likely that this is a measure subject to a much higher degree of variability than some others, as a greater degree of “luck” is involved in locating a solution quickly.
4.1.2 Measuring Work Performed

Measures of work count the number of atomic operations required to complete a given computation. In many cases, it can be expected that the atomic operations being measured take a constant (and predictable) amount of time on average, so that the work preformed and the time it takes will be linearly related. Note that there is a difference between what is considered “atomic” with respect to the type of measurement considered in the section below and what is considered “atomic” when it comes to the measurement of CPU time. In the latter case, what is considered atomic could vary based on the particular operating system and compiler used, as well as details of the hardware itself, whereas the atomic operations considered below are much higher-level and depend only on details of the algorithm implementation. This can make the measures of work described here more appropriate for the purposes of comparison in some cases, but this depends on the type of experiment being performed and what hypothesis is being tested.

The assumption that atomic operations take a predictable amount of time on average may not hold in some important cases. In particular, when the number of available cores is scaled, this will generally increase the time per atomic operation due to the introduction of overhead, as described in Section 4.2. Scaling the amount of memory available can also affect the time per atomic operation.

We would like to highlight that care must be taken when using the measurement of work as a proxy for time. In the remainder of this section, we review the most typical measures of work employed in the context of branch-and-bound.

Number of Nodes. For a branch-and-bound implementation that is fully deterministic, the number of nodes enumerated to solve a problem to optimality is a measure of work performed by an implementation. This measure of work can sometimes be used as a reliable proxy for the time required to solve an instance to optimality. However, this proxy relies on the assumption that the processing time for each node is identical. Typically, this is not true, even for deterministic sequential implementations, since different component algorithms (see Section 3.1) will be executed at different nodes throughout the tree. This assumption is particularly tenuous when comparing different implementations or parameter settings or running on a different number of cores. For example, generating cuts at every node in the tree will increase the time required to process a node, but is expected to reduce the number of nodes that need to be enumerated. When using the number of nodes as a measure of efficiency, it is important to understand what algorithms are executed during node processing in each implementation.

The number of nodes is an important measure when considering the effect of changes in certain parameter settings or when considering the effect of scaling the number of cores. As described above, putting more effort into node processing may reduce the number of nodes produced at the cost of increased time. Even with a single implementation, changes to parameter settings can have a big effect on the size of the search tree for this reason. More importantly, the number of nodes produced can generally be expected to increase when additional cores are used in parallel computation and this increase is one component of the overhead, discussed later in Section 4.2.
**Number of Bounding Problems Solved.** During the processing of each node, it is typical to solve a sequence of bounding problems. This is the case, for example, when the bound is computed by solving a relaxation that can be strengthened once the result of the computation is known. By iteratively strengthening the bounding problem, it may be possible to decrease the number of nodes that must be processed overall, but this comes at the cost of increasing the amount of work done per node. Thus, one could argue that the number of nodes processed does not give a complete picture of the effectiveness of a given (variant of) an implementation, making the processing of a single node a less-than-ideal atomic unit of work. Since the number of bounding problems solved is a (rough) measure of the amount of work performed in processing each node, one could argue that the total number of boundings problems solved is a more fine-grained measure of work. For example, if an aggressive cut generation strategy is employed, this would result in more bounding problems (LPs) being solved at each node and fewer nodes processed. The number of bounding problems solved in total, however, could go up or down. Ideally, the combination of the number of nodes processed and an assessment of the number of bounding problems solved per node should give a more complete picture of the overall effectiveness of a given implementation.

**Iteration Count.** In most cases, the algorithm used to solve the bounding problem is iterative and the efficiency of this algorithm can itself affect the effectiveness of the overall branch-and-bound algorithm. For example, for LP bounding problems a number of pivots must be performed to find the optimal solution. Similarly, for interior point algorithms, solution of the bounding problem typically requires a number of function evaluations. The total number of iterations performed in solving bounding problems over all nodes in the branch-and-bound tree is called the iteration count and can provide an even finer-grained measure of work than the number of bounding problems solved.

### 4.1.3 Measuring Progress

As we mentioned earlier, measures of progress are important in assessing effectiveness when computations cannot be fully completed within a given time limit. Rather than measuring the resources needed to complete a computation, measures of progress are used to assess the amount of computation that can be done with a fixed resource configuration. By its very nature, what is meant by “progress” in branch-and-bound is not easy to define. On the one hand, one can define it in terms of the fraction of “useful computation” that has been performed. On the other hand, the solution of NP-hard problems inherently involves a certain amount of backtracking, which results in little perceivable progress, other than eliminating one particular dead end. Although the exploration of dead ends can be avoided in principle with some guided “luck,” there is no reliable way to ensure this in general (provided P ≠ NP) and thus it is difficult to imagine that any rigorous way can be developed to determine the fraction of “useful computation” that has been completed.

Despite the inherent difficulty in measuring the progress of a computation, it is nevertheless essential, in many scenarios, to report some measure of progress. A particular use of a measure of progress is to inform users of a software package about what progress has been made during a long calculation.
In the context of assessment, a reliable measure of progress would provide a way of assessing effectiveness without performing the full computation. Interpreted in another way, by assessing implementations using a measure of progress, we hope to be able to determine the rate of progress for each possible resource configuration. If we had an accurate estimate of how long it takes to do some fixed fraction of the computation, this would be enough to enable a rigorous assessment. Alas, this scheme hinges critically on having a reliable measure of progress and such a measure does not currently exist. The measure of progress most widely used at the moment, the optimality gap, is described below, along with two alternative, the gap integral and tree size estimates.

**Gap.** The most often cited measure of progress is some variant of the optimality gap described in Section 4.1 of which the primal-dual gap is the most commonly used. This gap seems natural as a measure of progress, since it decreases monotonically throughout the computation and is 0 when the computation is completed. Unfortunately, though, the evolution of the gap may be far from smooth and it leaves much to be desired as a rigorous measure of progress. To illustrate, Figure 1 shows three examples of the evolution of the primal and dual bounds during the solution process of three different implementations when solving an MILP. In this figure, the blue and green curves are the functions $Z^p(t)$ and $Z^d(t)$ whose values are the primal and dual bounds, respectively, at time $t$. One feature highlighted is that the biggest changes typically come from improvements in the upper bound, while evolution of the lower is generally, though not always, smoother. Figure 1(a) exhibits a constant, regular improvement in the upper and lower bounds, leading to a relatively smooth (though not linear!) evolution of the gap. This is not the typical case. More often, the gap evolution in a branch-and-bound implementation is characterized by large changes in the upper bound and long periods without any improvement, as demonstrated in Figures 1(b) and 1(c). In those two cases, after 5 seconds of computation, the value of the gap would suggest that the former implementation outperforms the latter. However, after the full computation, the total run time for the former implementation is greater than that for the latter. This small example highlights the difficulty in using gap to measure progress.

Figure 2 shows the graph of the gap function whose value at time $t$ is $\gamma(Z^p(t), Z^d(t))$, where $\gamma$ is as defined in (2). The shape of the gap function reflects the evolution of the primal and dual bounds, though some information is clearly lost. Based on these graphs, it is easy to see why the gap function may not have much power as a measure of progress. Predicting progress using this
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Figure 2: The gap functions corresponding to the graphs in Figure 1

function would require knowing the general shape of the gap function ahead of time and this is exactly what we generally do not know.

Despite the fact that the gap has limited predictive power, it may still be used effectively as a means of comparing the progress made by two different algorithms in solving the same problem with the same resources, although even this usage must be approached with some caution. Large differences in gap may not be as significant as they appear. In Section 5, we describe a method of incorporating gap into an overall visual summary of results that can allow it to be used more meaningfully.

**Gap Integrals.** Gap integrals are an alternative to the more classical measures of efficiency and also provide an alternative to the gap itself as a measure of progress. Rather than simply measuring the gap achieved for a fixed time limit, the gap integral is computed from a time series that captures the evolution of the gap over a time-limited computation. Roughly speaking, the gap integral measures the “average gap” over a given time interval. While it can be viewed as a kind of measure of efficiency, we would like to suggest here that gap integrals may also be useful as a measure of progress.

The concept of a gap integral was first proposed by Berthold [2013]. The specific type of gap integral first proposed is known as the *primal integral* because it is based on the evolution of the primal gap. Corresponding gap integrals can be obtained based on other notions of optimality gap. We focus here on the related *primal-dual integral* (PDI), which is based on the primal-dual gap given by (2).

To formally define the PDI, we interpret the primal and dual bounds in (2) as functions of time $t$, as above. Then, the primal-dual integral is given by

$$PDI = \int_{0}^{T} \gamma(Z^p(t), Z^d(t))dt,$$

where $T$ is either the wall clock/CPU time needed to solve the instance or the time limit (if the instance is unsolved). Since we usually only observe discrete samples of $Z^p$ and $Z^d$, the primal-dual
integral is typically approximated by the more practical formula

$$PDI = \sum_{i=1}^{I} \gamma(Z^p(t_i), Z^d(t_i)) \cdot (t_i - t_{i-1}),$$

where $t_i \in [0, T]$ and $i \in 1, \ldots, I$ are the discrete times at which the primal or dual bounds are updated, with $t_0 = 0$ and $t_I = T$. Thus, the PDI is a number between zero and $T$, with numbers closer to zero indicating a more effective implementation.

The use of gap integrals as a measure of effectiveness was originally motivated by the observation that two different implementations that discover the same quality of solution, but at different times in the evolution of the algorithm, should not be judged equally in terms of effectiveness. Time to provable optimality (or any other termination criteria) is agnostic to how the gap actually evolved during the computation, but a gap integral rewards an algorithm for making quick progress in reducing the gap in the beginning of the computation, even if the eventual time to optimality is no better. In many applications, it can be argued that the implementation that finds a high-quality solution first is the better performer, regardless of eventual time to optimality.

When one analyzes the evolution of the gap over the solution process, differences in efficiency that are not made evident by other measures can be observed. Consider the illustrative examples of gap evolution presented in Figure 2. All three report a similar time to optimality, but they all display very different progress in the gap over time. Classical measures of efficiency would lead us to conclude that the third algorithm is “best.” However, the gap integral leads to a different (and equally valid) conclusion. While the third algorithm had difficulty both in finding a good initial feasible solutions and in improving the dual bound, the second algorithm exhibited a much better performance from the primal heuristics and exhibits the lowest PDI of the three. Although the gap integral produces a single summary statistic, this number can be viewed as a summarization of a time series of data about how the algorithm progressed.

**Tree Size Estimation.** Methods of estimating tree size attempt to predict the final size of the tree using data gathered during the algorithm’s execution up to a given point in time. Recent examples of online tree search estimation have been presented by Belov et al. [2017] and Anderson et al. [2018]. If the final size of the tree could be accurately predicted, then such a method would in turn provide an accurate measure of what fraction of total work was completed as of a given time limit. As shown in Anderson et al. [2018], it is possible to relatively accurately estimate the final size of the tree at intermediate points during the solution process. Having such an estimate would, in turn, help to derive a reliable measure of progress: since the number of processed nodes can be compared to the estimated total size. While current approaches have proven valuable for triggering specific algorithmic features, such as solving restarts, these efforts are unfortunately not accurate enough for use as a measure of progress. Further, there is little reason to believe that such a method will be discovered that will be accurate enough given currently accepted conjectures about the complexity of solving mathematical programs (i.e., that $P \neq NP$).
4.2 Scalability

In this section, we discuss measures for assessing strong scalability in the traditional way. As described in Section 2.2, scalability is a measure of the trade-off between different resources or, alternatively, a measure of the change in efficiency that arises when using different bundles of resources to solve a problem. Most commonly, this trade-off is between the wall clock time needed for solving an instance and the number of available cores. As such, many of the measures used for assessing efficiency can also be used to analyze scalability, albeit in a different way.

The goal of scalability analysis is to measure how efficiently one resource (typically cores) can be used to save another resource (typically, time). Ideally, this trade-off has a linear relationship—doubling the number of cores cuts the required time in half. In practice, this situation is rarely achieved because parallelization introduces additional resource consumption, commonly described as overhead.

**Definition 9.** Parallel overhead is resource consumption that is only incurred due to the parallelization of an implementation.

Many of the sources of overhead are discussed in detail in Koch et al. [2012] and Ralphs et al. [2018]. Here we will only provide a summary of sources and types of overhead. The most obvious type of overhead is communication overhead, which is the work done in order to transfer data from one location to another. A second major source is idle time. This occurs when computation on one or more cores is waiting on data that will only be made available after a specific computation on other cores has completed. Overhead, observed as waiting time, in parallel implementations can be introduced for multiple reasons.

- In distributed computations, data currently stored remotely might need to be transferred to local storage for processing.

- In shared-memory computation, simultaneous access to the same block of data may be restricted due to a memory lock to prevent memory corruption and the introduction of race conditions.

- It may be required that a certain remote computation is completed before proceeding with the current local computation.

- Finally, in the start or end of a computation, the available work may simply not be granular enough or it may not be efficient to divide the computation among all available cores, leaving some of them idle. This idle time is known as ramp-up and ramp-down time.

Each of the sources described above commonly arise from the parallelization of any algorithm, not only branch-and-bound. A third major source of overhead that arises specifically from the parallelization of branch-and-bound implementations is generally referred to as redundant work. Roughly, this is additional work that could have been avoided with better global knowledge of the state of the computation.

Overhead can be measured either directly or indirectly. Both methods of measurement are challenging for a variety of reasons. Direct measurement involves explicitly capturing data on the
contributions of various sources of overhead, such as idle time or time spent in communication (see Section 4.2.1 for more on these). The main challenges of direct measurement of overhead are purely technical. For example, idle time, discussed above, can occur for many different reasons, some of which are directly attributable to parallelization and some of which are not. Some sources of idle time are easy to measure and identify (time spent waiting for data to arrive from another location in a distributed memory environment), while others are not (time spent waiting for data to be fetched from shared memory). Although many parallel branch-and-bound implementations do measure and report certain sources of idle time and other overhead, the various types of overhead might be captured and reported differently.

Alternatively, indirect assessment of overhead involves observing the change in either the efficiency, the amount of work performed, or the amount of progress achieved for a given computation and assuming that any increase is due to overhead. This is generally a more reliable and all-inclusive method of measuring the overall level of overhead, but does not help in identifying the sources of the overhead. Thus, the methods for reducing overhead remain unclear.

The assessment of scalability is primarily about measuring the amount of overhead and determining how it changes as more resources are added. Thus, scalability is somewhat independent of the baseline efficiency of the parallel implementation, as we illustrated earlier. This introduces a difficulty in discussing and comparing the scalability of multiple implementations, since an implementation exhibiting good scalability may also exhibit poor efficiency, as shown in Table 1 and vice versa. Many of the measures presented in the following sections are used to evaluate scalability while being agnostic to the efficiency of the implementations. While these measures may be efficacious for the assessment of scalability, one must also consider whether the reported measure can still be useful when also accounting for efficiency. We don’t propose a solution to addressing this issue here, but mention that it is a focus of current research.

There are many different assessment measures that can be used to indirectly measure overhead. These measures and how they are used for assessing overhead is discussed in Sections 4.2.2–4.2.4. To measure overhead indirectly, we must recognize the inherent variability in the path taken by the computation. In almost any sophisticated algorithm for solving an NP-hard problem, small perturbations in the path (due to differences in tie-breaking, etc.) that arise at early stages of the algorithm could have unexpected large effects, as discussed in Section 3.2.2. For any single computation, changes in total resource consumption can fluctuate only due to effects from performance variability. We must endeavor not to conflate these fluctuations with changes in the resource consumption due to the introduction of true overhead. A method used to alleviate this issue is to perform repeated experiments over large test sets to draw statistically valid conclusions from the results.

4.2.1 Measuring Overhead Directly

Direct measurement of overhead can be a difficult and work-intensive task. However, the direct measurement of overhead for scalability analysis has the advantage of illuminating the precise reasons why an implementation is or is not scalable. The types of overhead within a parallel implementation that can be directly measured are as follows.
Ramp-up and Ramp-down Time. Ramp-up and ramp-down time can generally be measured rather easily. Although it must be pointed out that these concepts can be defined in a number of related ways. One definition for ramp-up time for an individual core is the time from the beginning of a computation until that core is actively performing computation. The overall ramp-up time is then the sum of the ramp-up times for individual cores. Ramp-down time can be defined similarly as the elapsed time from the last computation done by a given core and the end of the full computation. Alternatively, the total ramp-up time can be defined as the time from the start of computation until the first time all cores are active. Also, the ramp-down time could be defined as the time from the end of the computation back to the last time all cores were active. Regardless of the definition, the ramp-up and ramp-down times are easily captured and generally reported. Because of the differences in the definitions, one must take care when comparing the ramp-up and ramp-down times reported by different implementations.

Communication Time. Most work related to communication can also be effectively measured by simply recording the time spent in relevant parts of the implementations code. In distributed parallel implementations, subroutines dedicated to the job of packing and unpacking data to be sent and/or received from remote locations are usually modularized and time spent in those subroutines can be directly measured using a profiler.

Idle Time. Idle time is generally more difficult to measure and its causes are more difficult to identify. Especially in the case of shared-memory parallelism, where the locking of data and atomic process are necessary to avoid memory corruption and data races. It may be possible to measure the idle time and attribute it directly to a cause in some cases. For example, in distributed parallel implementations, the time spent executing a blocking receive call is an explicit measure of time spent waiting to receive data from a remote location. Given the difficulties of measuring idle time, proxies based upon the solving statistics of a branch-and-bound implementation are typically used.

Node Throughput. Node throughput is a measure of the overall rate at which work is being performed and can be used as a measure of the additional idle time introduced by the parallelization. Throughput simply measures the number of nodes processed per second, or equivalently, the average time it takes to process a single node. When an implementation is parallelized, the processing of a node is expected to be the same regardless of the number of cores used. This is because frameworks for parallelization of branch-and-bound typically only parallelize the tree search, so there should be no computational difference in the processing of a single node when the algorithm is parallelized. Any decrease in the node throughput can suggest that additional work is being performed as a result of the parallelization.

Since the node throughput is an average measure, there are a number of issues that must be considered when assessing scalability. First, as explained above, it is not always true that the time to process each node is identical in the sequential and parallel implementations. A particularly poignant example are the implementations of ParaSCIP [Shinano et al., 2012] and FiberSCIP [Shinano et al., 2018b] that both perform presolving when a node is transferred to another solver, which is typically running on a separate core. This additional presolving step has been observed empirically to improve the efficiency of ParaSCIP and FiberSCIP. Since this involves additional
work per node, a decrease in the node throughput when increasing the number of cores could be observed, incorrectly suggesting parallel overhead, when in reality, this is because parallelization has introduced an algorithmic change. More fine-grained parallelism may also result in more tasks being performed in parallel during the processing of a node. While a node is expected to be processed faster in parallel, as compared to a sequential implementation, computational resources are diverted from the tree search to perform alternative tasks. To the best of the authors’ knowledge, there has been little investigation into the impact of subnode parallelization to determine its impact on the overall node throughput.

4.2.2 Measuring Changes in Efficiency

The most common way of measuring scalability is to (indirectly) measure the total overhead by measuring the change in measured efficiency that occurs when utilizing additional cores for the computation. This is typically done by comparing the actual wall clock time required for a given computation on \( N \) cores (denoted \( T_N \)) to the baseline of “perfect scaling,” as described in Section 2.2. This ideal baseline is given by \( T_1/N \), where \( T_1 \) is the sequential run time (or parallel run time on a single core). The difference between the actual and ideal scaling is interpreted as overhead.

To make the assessment easier, statistics that are independent of the actual running time can be computed by scaling in two different ways. The speed-up of a parallel implementation utilizing \( N \) cores is

\[
S_N := T_1/T_N,
\]

so that the value of \( S_N \) represents the factor by which the wall clock running time of the implementation changes when more cores were added. When the scaling of a parallel implementation is perfect, the speed-up is \( S_N = N \) (this is also called linear speed-up). As discussed earlier, it is typical to observe that \( S_N < N \), which indicates there is some loss of efficiency (increase in overhead) when employing \( N \) cores. The parallel efficiency

\[
E_N = S_N/N
\]

is a measure closely related to speed-up that is further scaled to obtain a number normally between zero and one, making the statistic also independent of the number of cores. A parallel efficiency of one represents perfect scaling and the value \( 1 - E_N \) represents the fraction of the total computation time that was attributable to overhead.

The speed-up or parallel efficiency of a parallel implementation are commonly used and easily interpreted statistics for assessing scalability that are used throughout the parallel computing community. However, these measure have a number of weaknesses when employed in the assessment of parallel branch-and-bound implementations. One of the major difficulties of this approach, the existence of performance variability, was described earlier in Section 3.2.2. Due to the effects of this variability, it is highly probable that the execution paths of the sequential and parallel implementations will be completely different. To exacerbate the situation, parallel branch-and-bound implementations are typically also non-deterministic, since techniques for enforcing determinism introduce additional overhead. As such, it is possible that two runs of the same parallel implementation with the same number of cores will exhibit vastly different resource consumption.
Consequently, it is difficult to determine whether the loss of efficiency should be attributed to the parallel implementation or a less performant execution path. These challenges can be overcome with proper repetition and statistical analysis of experimental data, which is vastly more important in the parallel setting than in the sequential one.

A further limitation arising from the use of parallel efficiency as a measure of scalability is that it is typically based on the time to optimality (or some other termination criteria). As such, this measure can only be used with instances in which the sequential and parallel implementations can both find the optimal solution. Hence, the instance selection plays a major role in the observed scalability. Because the efficiency of different parallel implementations can be vastly different, it is very difficult to find a common test set that will make this measure meaningful.

### 4.2.3 Measuring Changes in Work Performed

Many of the measures of work presented in Section 4.1.2 can also be used as proxies to assess certain aspects of the scalability of parallel implementations by comparing the total work done in executing the parallel implementation to the work done in the sequential implementation. The most common measure of work used for this purpose is the number of nodes processed. Changes in the number of nodes processed are mainly due to two phenomena. First, the order in which nodes are being searched is different, even when the search strategy itself is the same. Since multiple subtrees are being explored simultaneously, some nodes will inevitably be discovered relatively earlier in the parallel implementation than in the sequential implementation. This can lead to the processing of nodes in parallel that would not have been processed in the sequential algorithm because of differences in the timing of discovery of primal solutions.

A second, though much less impactful, reason is the lack of accurate information about bounds discovered at remote compute cores for reasons described below. In deterministic parallel implementations, locally generated bound information is usually broadcast only periodically, at specified communication synchronization points. Non-deterministic branch-and-bound implementations broadcast bound information on a more continuous basis, but delays are still inevitable. In both cases, there will inevitably be periods of time when the bound information available at a given node is outdated. As a result, a subtree search performed locally could end up processing nodes that have a dual bound greater than the best global known primal bound. This phenomenon causes an increase in the number of processed nodes for the parallel implementation compared to the underlying sequential implementation. The reverse phenomenon can also be observed in non-deterministic parallel implementations. Since many nodes are processed in parallel and the improved bounds are constantly communicated, it is possible that a node that improves the primal bound is found earlier than in the sequential implementation [Lai and Sahni 1984]. This would result in more nodes being discarded earlier and would reduce the total number of nodes processed.

The obvious challenges in using measures of work to assess scalability are similar to those described at the end of the previous section, primarily due to the inherently high degree of variability in the measurements. As such, one must perform testing with due care and attention to proper design of the experiments and statistical analysis. Naturally, measures of total work for different numbers of cores are not comparable except when the benchmark computation can be completed, so the same limitations apply here as above with respect to test instances. One possible way to address this is
to measure the rate at which work can be preformed, as in the use of node throughput described above.

4.2.4 Measuring Changes in Progress

Earlier in Sections 2.2 we proposed that reliable measures of progress could ultimately lead to more robust techniques for measuring the (weak) scalability of parallel algorithms. Measures of progress are able to address some of the difficulties inherent in measuring strong scalability because they are meaningful at intermediate stages of computation. This eases the difficulty of constructing a test set and allows assessment of algorithms that cannot complete a given computation within a time limit. To be suitable in the context of scalability, a measure of progress only needs to be effective at measuring the fraction of a computation that has been completed for computations that have already been previously attempted with other resource configurations or other algorithms. Using information gathered over repeated runs, we conjecture that it may be possible to compare progress made by different algorithms or resource configurations. Thus, despite the fact that none of the measures of progress developed thus far have proven effective in other contexts, there is some reason to maintain optimism that they will be effective in this context.

The optimality gap, while widely used as a measure of progress, seems to be a difficult for for assessing scalability, primarily due to the unpredictability of its evolution. Subtle changes in timing could lead to an entirely different assessment of progress. Gap integrals, on the other hand, may hold more promise, as they are inherently more stable in their evolution. We explained earlier how the gap integral could be used to compare the progress of two different algorithms or two different resource configurations for solving the same instance and this is exactly the kind of analysis that is needed to assess scalability. Tree size estimates could similarly be used if any proved to be accurate predictors, but currently this appears not have a very high potential.

5 Summarizing and Visualizing

The effective reporting of results is as important as the effective performance of the experiments themselves, yet the importance of this step is often overlooked. As we have already mentioned in Section 2 empirical experiments can be thought of as methods of approximating the theoretical probability distribution of all instances in a given class with respect to a given measure of effectiveness. The goal in the reporting of results is to provide the reader the data necessary to draw conclusions in a form that is easy to consume. Typically, one wishes to determine which implementation will be most advantageous for a particular use case. This comparison of implementations is done essentially by comparing the empirical distributions produced by the experiments. The two main tools for comparison are summarization (via the computation of statistics associated with the distributions) and visualization of the empirical CDFs themselves. Most techniques for doing this were initially designed for the assessment of efficiency, but are also suitable for assessing scalability in general. Below, we discuss summarization and visualization in the contexts of both efficiency and scalability analysis.
It is important to mention here once again that while the experiments are intended to approximate the distribution of some measure of efficiency across an entire class of instance, it is obvious that the quality of the approximation is highly dependent on the instance set, as discussed in Section 3.3. Ideally, conclusions regarding differences between algorithms should be drawn using statistical methods and care must be taken when choosing the instance set, which should be representative of all instances from a class. Despite best intentions, the selection of instances will more than likely introduce some unintended bias and it would be inaccurate to state unequivocally that any of the methods below constitute a way of drawing general conclusions beyond the extremely narrow setting of the experiments themselves.

5.1 Efficiency

5.1.1 Summarization

Historically, empirical data arising from solution of a set of test instances was simply summarized and reported using a single summary statistic, usually the arithmetic mean. The popularity of this method of summarization derives from the fact that this statistic is simple to compute and the resulting values appear meaningful (and sometimes are). However, it has been recognized over time that a significant limitation of the arithmetic mean is that it can be dominated by the results of only a few instances. As such, differences may appear more significant than they actually are.

In an attempt to address the limitations of the arithmetic mean, the geometric mean was proposed as an alternative for summarizing experimental results. Unfortunately, the value of the geometric mean can also be dominated by a few instances, particularly those with comparatively small values.

The current standard for summarizing empirical results, first proposed by Achterberg [2007], is the so-called shifted geometric mean, computed by adding a positive scalar amount to each data point before computing the geometric mean and then subtracting the same amount from the result. By “shifting” the value, many of the issues associated with the geometric mean can be alleviated, in particular where the reported value can be dominated by few instances with very small values. The shifted geometric mean is defined as follows.

Definition 10. Given a set of values \( N := \{x_1, x_2, \ldots, x_n\} \) and a shift value \( s \), the shifted geometric mean is given by

\[
SG(N) = \left( \prod_{k=1}^{n} (x_k + s) \right)^{\frac{1}{n}} - s.
\]

The main motivation for using the shifted geometric mean is that test sets typically contain instances of varying difficulty. For example, the wall clock time required by SCIP 3.2.1 (with SoPlex 2.2.1) for solution of the MIPLIB2010 instances ranges from 0.02 to 4414.33 seconds (excepting those that take more than 7200 seconds). The shifted geometric mean is seen as providing a more representative summary of results from such a diverse set of instances, since it protects against bias from results that are both too large and too small.

The use of a single summary statistic has significant limitations for reporting meaningful assessment results. If there are instances that fail to solve within the time limit, then the use of summary
statistics is seriously hampered. When using means, geometric or arithmetic, this issue is commonly addressed by computing the mean using only results from instances that are solved within a given time limit and reporting the number that are unsolved. However, this can clearly create a bias towards implementations that are highly successful on some instances and fail completely on others. Alternatively, this issue can be addressed by using a measure of efficiency that is better suited for handling instances that fail to solve within the time limit (such as the gap integral) or by using a different collection of test instances.

5.1.2 Visualization

Beyond single summary statistics, the use of graphical comparison methods have gained significant traction in recent years and for good reason. Graphical methods provide a more nuanced view of the behavior of implementation then summary statistics, which greatly improves the ability to assess and compare implementations. The visualization methods described below involve displaying the empirical CDF of either the raw measures of efficiency employed in the experiments or ratios of these measures (to provide a scale-invariant comparison).

Performance Profiles. The performance profile, popularized by Dolan and Moré [2002], provides a visualization of the empirical CDF of the ratios of a given measure of efficiency to the so-called “virtual best” for each algorithm and each instance in a benchmark test set. Using a ratio to the virtual best rather than the measure itself creates a scale invariant method of comparison and therefore may avoid the potential bias introduced by the large differences in resource requirements between instances that commonly arise in practice.

More precisely, the performance profile is based on the performance ratio given by

$$r_{p,s} = \frac{t_{p,s}}{\min\{t_{p,s} \mid s \in S\}},$$

where $p$ is the instance, $s$ is the implementation and $t_{p,s}$ is the measure of efficiency for $s$ in solving $p$. The profile for implementation $s$ is then given by

$$\rho_s(\tau) = \frac{1}{|P|} \left| \{p \in P \mid r_{p,s} \leq \tau\} \right|,$$

where $\tau$ is a given performance ratio. The interpretation of $\rho_s(\tau)$ is the fraction of problem instances that are within a ratio of $\tau$ when solved by $s$. The function $\rho_s(\tau)$ is exactly the CDF of the performance ratio.

An example of the use of performance profiles is shown in Figure 3, where the efficiency of three commercial MILP solvers are compared on the MIPLIB2010 benchmark test set. While performance profiles are often a very good tool for comparing implementations, there are also limitations to their use, some of which are highlighted by Gould and Scott [2016]. Using the example in Figure 3 there seems to be a clear dominance of Commercial 2 over Commercial 1 and Commercial 3 with respect to wall clock time. Upon closer examination, however, it can be seen that the use of ratios can still distort the results if the measures for some instances are close to zero. For example, the difference between a solution time of .05 seconds and 0.2 seconds would probably be considered negligible.
to most, but the ratio of the two running times is 4, which would be viewed as a very large ratio if evaluated without knowledge of the underlying running times. For many of the instances from the MIPLIB2010 test set, run times are very small for the commercial solvers. As such, one would expect some large ratios to arise, while practical performance of the solvers is actually very similar efficiency. This issue could be remedied by using a different test set or by using a shift value in the ratio calculation.

Another limitation arises when the test set contains instances that fail to solve within the time limit. In this case, the classical measure of wall clock time is no longer applicable. While performance profiles can visually indicate the fraction of instances for which a given implementation did not complete the solution process within the time limit, it cannot give any indication of the progress made on those instances. Including the instances that did not complete in the profile makes the profile more difficult to read while adding very little additional information. Two different performance profiles are presented in Figure 4, both evaluating the efficiency of SCIP when solving instances from the MIPLIB2010 benchmark test set using different meta-settings. The parameter

![Figure 3: The performance profiles of the wall clock time for commercial solvers.](image1)
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(a) Excluding timeouts

(b) Including timeouts

Figure 4: Performance profiles of the wall clock time when executing SCIP with different emphasis settings
settings used for the computational experiments, in addition to the default settings, disable the heuristics, separation or presolving, labeled as Heur off, Sepa off and Presol off respectively. In Figure 4(a), only the instances that did not time out or abort for all meta-settings are included. Alternatively, Figure 4(b) displays the performance profile using all instances, so instances that time out are included. The two profiles display the same information, but in the second one, the intercept on the right side is lower to indicate the percentage of instances that timed out.

**Cumulative Profiles.** As we have seen, one of the main appeals of performance profiles is the unitless comparison that results from the use of ratios of a given measure across a set of implementations. While the unitless comparison is valuable, it is not suitable in all contexts. An alternative to the performance profile is the cumulative profile, which is a plot of the fraction of instances in a test set solved within a given time limit and thus directly visualizes the empirical CDF. More precisely, let $t_{p,s}$ denote the measure of efficiency associated with instance $p$ and implementation $s$. Then, the cumulative profile for implementation $s$ is a graphical representation of the function

$$f_s(t) = \frac{1}{|P|} |\{p \in P | t_{p,s} \leq t\}|,$$

which is the empirical fraction of instances solved within $t$ seconds.

The cumulative profile provides a different perspective on the assessment of efficiency and scalability than the performance profile. In particular, the cumulative profile is a representation of the efficiency of each algorithm in an absolute rather than relative sense. Although the cumulative profile apparently suffers from the same difficulty in dealing with instances that fail to solve within the given time limit, this issue can be mitigated by extending the cumulative profile by utilizing a measure of efficiency or progress that applies to instances that do not complete within the time limit. For instances, it is possible to combine the cumulative profile for the solved instances with the cumulative profile of the final gap for the unsolved instances. Figure 5 presents such an example using the same data that produced Figure 4. A different example of a cumulative profile is presented by Dinh et al. [2018].

![Figure 5: A cumulative profile combining the wall clock time and final gap when running SCIP with different emphasis settings](image-url)
The combination of the measure of efficiency and the final gap attempts to provide an overall assessment of the test set when instances time out. However, some of the limitations of both measures are highlighted in Figure 5. First, only a subset of instances are assessed for each setting in the left hand plot—this is potentially different subset for each setting. Thus, the instances used to produce the wall clock time and final gap plots could be completely different for each of the evaluated settings. A further limitation of this particular figure is related to the final gap. Specifically, the final gap is bounded—namely to 100%—as given by equation (2). This is not necessarily a limitation on all gap computations, but the fact that there are many ways to compute the gap is an issue that needs to be considered when using this measure.

5.2 Scalability

Scalability analysis assesses the change in efficiency that occurs as the bundle of available resources are changed. Thus, we must consider not just a single measure, but a trade-off, which gives the data has an additional dimension. Although this apparently demands new methods of summarization and visualization, we can adapt the methods discussed in the previous section to some extent by simply accounting for the extra dimension in the data. Since analyzing scalability involves comparing the efficiency of a single implementation as resource levels are varied, we can in principle apply the methodology for comparing the efficiency of different implementations from the previous section to that of the same implementation with differing bundles of resources. However, we face some challenges in doing this that we’ll describe below and whose resolution is the subject of ongoing work. Some work on visualization of scalability data has already been done by Koch et al. [2012], who present methods for visualizing the parallel efficiency, changes in node throughput, and changes in number of nodes processed for individual instances. However, these were for the analysis of single instances and do not constitute methods of summarization across a test set. We describe here only more traditional methods based on strong scalability here.

5.2.1 Summarization

The experimental data produced when analyzing scalability is similar to that produced when analyzing efficiency, but we have a separate set of data for each resource level tested. For example, we may measure the efficiency across a test set when given 1, 4, 16, and 64 cores. The data collected from the experiments with 4, 16 or 64 cores are of precisely the same nature as that collected for 1 core.

Summarization of scalability data involves both summarization across the test set (within a single experiment) and summarization across multiple experiments involving a single solver. Although researchers have tended to summarize the data within an experiment first and then compute scalability statistics based on those summary statistics, richer analysis may be possible when scalability statistics are computed for each instance in each experiment and then these statistics are in turn used to assess and compare the scalability of different implementations. By considering the speed-up or efficiency on a per-instance basis, we may be able to more easily compare the scalability of multiple parallel implementations by mitigating the effect of the inherent differences in the potential
for scalability of individual instances. For example, we could visualize the parallel efficiency of the solution process for individual instances using a performance profile to compare implementations.

5.2.2 Visualization

**Speed-up Plots.** The most commonly used method of presenting scalability data applies to experiments in which the wall clock time is fixed and the number of cores is varied. First, summary statistics are computed for each benchmark computation and speed-up is then computed for each number of cores and each implementation. Finally, a plot similar to that in Figure 6 is displayed graphically comparing implementations to each other and to the reference line for the ideal case of linear speed-up). Figure 6 compares ParaSCIP and SYMPHONY on instances from the MIPLIB2010 benchmark test set for which neither solver aborted and (for Figure 6(a)) that were solved within 5 hours by both solvers across all resource configurations.

Using Figure 6 as an example, we can clearly see that as the number of cores increases, the marginal speed-up that is achieved for both ParaSCIP and SYMPHONY decreases. In comparison to perfect scaling, which is given by the green line, this figure suggests that there is very little return from increasing the number of cores beyond 16.

Figure 6 encapsulates many of the challenges that have been discussed in the preceding sections. First, the speed-up of a parallel implementation is computed from the summary of an underlying measure. In Figure 6(a), the underlying measure is the wall clock time which has been stressed as a problematic measure for efficiency and scalability assessment. In this example, because wall clock time was used, it was only possible to compute the speed-up on the instances that could be solved within 5 hours. Thus, many instances have been discarded from the analysis, which biases the results. In particular, the instances discarded are those that are the most difficult, which also tend to be those for which it is easier to achieve scalability and that may benefit the most from parallelization. When comparing scalability of different implementations, the issue is even worse, since we must discard instances not solvable by any of the implementations. One possible fix is to use a measure such as the primal-dual integral that does not require all instances to be solved within the specified time limit. To illustrate, Figure 6(b) shows the “speed-up” calculated from the primal-dual integral rather than wall clock time. Calculating a speed-up based on primal-dual integral may seem rather odd, but the obvious advantage of using a gap integral as a measure of efficiency is that the full test set can be utilized and the results are not biased by the existence of instances that cannot be solved by one of the implementations being compared.

A second issue is that the scalability of a parallel implementation is evaluated by using a specific test set. In the case of Figure 6, the instances used were from the MIPLIB2010 benchmark test set. The result presented in Figure 6 suggest that both ParaSCIP and SYMPHONY fail to scale very well with an increase in the number of cores. However, this poor scalability may not be due to the parallel implementation but associated with the test set used to do the evaluation. As explained in Section 3.3 if the sequential algorithm is able to solve the instances in a small number of branch-and-bound nodes, then it is almost guaranteed that a parallel branch-and-bound implementation will be unable to achieve a scalability close to perfect. Thus, the evaluation of scalability from the speed-up plot requires a considered choice about the test set used for the computational experiments.
Finally, the speed-up plot only provides a very high level overview of the scalability of parallel implementations. The only analysis that can be performed from such a visualization is to assess how different the scalability of an implementation is from perfect scaling across the entire test set. It is not possible to gain a better understanding of the implementation and identify how to improve the scalability or to understand how scalability varies from instance to instance. This method of visualization should only be used to present a high-level summary, but should generally be backed up by other summary and visualization techniques.

**Performance Profiles.** A more nuanced way of visualizing scalability data may be obtained by using performance profiles. The use of a performance profile for assessing scalability may at first seem a little strange, but there are actually multiple ways in which they can be applied and the resulting analysis is richer than what can be derived from a simple speed-up plot. The use here differs subtly from the typical use of this visualization technique in assessing efficiency.

While performance profiles are generally used to compare different implementations, here we suggest using them to assess the scalability of a single underlying implementation. In this context, the comparison is with respect to different resource configurations, typically changes in the number of cores. An example of using performance profiles to compare the parallel implementations of ParaSCIP and SYMPHONY with different numbers of cores is presented in Figure [7].

One can clearly see the expected improvement in the measure of efficiency as the number of cores are increased, but the results with different numbers of cores are not directly comparable, since more total core hours are allocated to the computations with more cores. This may make it less obvious that there are actually efficiency losses as the number of cores is increased if one considers the progress made per core hour allocated to the computation.

A more insidious issue with using performance profiles for scalability assessment, however, is related to computation of ratios with respect to the “best” implementation for each instance. While it is expected that the implementation with the greatest number of cores will be the “best” implementation, this may not be the case for all instances of the test set. As demonstrated in Figure [7], the 16-core implementation appears to be the “best” implementation for approximately 50% of the instances for both ParaSCIP and SYMPHONY. Even the sequential implementation is the “best” implementation for about 10% of the instances for both implementations. This variation in the “best” implementation suggests that for individual instances the scalability of the parallel implementations is not perfect. While we don’t expect perfect scalability for individual instances, the average scaling across the complete test set is difficult to evaluate from this visualization technique alone. Unfortunately, assessing whether an implementation scales well is obscured by the variability in the scaling for individual instances.

In regards to assessing scalability, performance profiles seem to introduce more confusion than insight and there is clearly a need for alternative methods. We propose that some of the issues with performance can actually be fixed, but we leave discussion of that to a future work.
Figure 6: The speed-up of ParaSCIP and SYMPHONY based of the wall clock time and primal-dual integral, using the shifted geometric mean on instances from MIPLIB2010 that did not abort.

Figure 7: The performance profile of the wall clock time for ParaSCIP and SYMPHONY using different numbers of cores.
6 Concluding Remarks

Assessing the effectiveness of branch-and-bound implementations is an immensely difficult task. Since modern branch-and-bound implementations comprise of numerous algorithmic components, it is difficult to prescribe general methods for the effective assessment of efficiency and scalability. Within this paper, we propose an assessment framework that is based upon resource consumption. The assessment of efficiency involves assessing the consumption of a single resource, typically time, while keeping all other resources, such as memory and cores, fixed. While efficiency is usually associated with sequential implementations, this concept of resource consumption can equally be applied in the parallel context. Scalability is a concept related to parallel branch-and-bound implementations that is evaluated as the trade-off between two or more resources. The resources typically evaluated in a scalability analysis are time and cores.

Starting from this general framework of resource consumption, we highlight many challenges and limitations of the current best practice for the assessment of branch-and-bound implementations. The sophistication of implementations, the non-deterministic run time behavior—especially in the context of parallel branch-and-bound implementations—and performance variability all represent significant challenges that must be considered when conducting empirical studies of algorithms. Further, the classical measures of efficiency, work and progress exhibit significant limitations. This is shown to be further accentuated when assessing scalability.

This paper aims to initiate further discussion regarding the effective assessment of branch-and-bound implementations. We are building on a number of previous works calling for improved standards and guidelines for empirical studies of algorithms [Barr and Hickman, 1993a, Beiranvand et al., 2017, Crowder et al., 1978, Hoffman et al., 1953, Hooker, 1995, 1994, Ignizio, 1971, Jackson et al., 1990, Kendall et al., 2016, Johnson, 2002, Greenberg, 1990, McGeoch, 1987, 1989, Moret and Shapiro, 2001, Moret, 2002, Coffin and Saltzman, 2000]. By highlighting the challenges of assessing branch-and-bound implementations, we hope to drive innovation in the development of effective assessment techniques. There are many advancements that can be made in devising improved methods for the selection of implementations and test instances. An example of developing improved methods for test instance selection is the long running MIPLIB project [Achterberg et al., 2006, Bixby et al., 1992, 1998, Koch et al., 2011]. A large impediment to the assessment of branch-and-bound implementation is the prevalence of performance variability. A better understanding of performance variability and improved strategies to minimize its impact on algorithm evaluation will make great strides to a more rigorous assessment of efficiency and scalability.

Acknowledgments

This work has been partly supported by the Research Campus MODAL Mathematical Optimization and Data Analysis Laboratories funded by the Federal Ministry of Education and Research (BMBF Grant 05M14ZAM). SJM is supported by the Engineering and Physical Sciences Research Council (EPSRC) grant EP/P003060/1.
References

T. Achterberg. *Constraint Integer Programming*. PhD thesis, Technische Universität Berlin, 2007.

T. Achterberg, T. Koch, and A. Martin. MIPLIB 2003. *Operations Research Letters*, 34(4):361–372, 2006. doi: 10.1016/j.orl.2005.07.009.

R. K. Ahuja and J. B. Orlin. Use of representative operation counts in computational testing of algorithms. *INFORMS Journal on Computing*, 8(3):318–330, 1996. doi: 10.1287/ijoc.8.3.318. URL https://doi.org/10.1287/ijoc.8.3.318.

G. M. Amdahl. Validity of the single-processor approach to achieving large-scale computing capabilities. In *AFIPS Conference Proceedings*, pages 483–485. AFIPS Press, 1967.

D. Anderson, G. Hendel, P. Le Bodic, and J. M. Viernickel. Clairvoyant restarts in branch-and-bound search using online tree-size estimation. In *AAAI-19: Proceedings of the Thirty-Third AAAI Conference on Artificial Intelligence*, 2018.

K. Anstreicher, N. Brixius, J.-P. Goux, and J. T. Linderoth. Solving large quadratic assignment problems on computational grids. *Mathematical Programming, Series B*, 91(3):563–588, 2002.

R. S. Barr and B. L. Hickman. Feature article—Reporting computational experiments with parallel algorithms: Issues, measures, and experts’ opinions. *ORSA Journal on Computing*, 5(1):2–18, 1993a. doi: 10.1287/ijoc.5.1.2. URL https://doi.org/10.1287/ijoc.5.1.2.

R. S. Barr and B. L. Hickman. Rejoinder—Using parallel empirical testing to advance algorithm research. *ORSA Journal on Computing*, 5(1):29–32, 1993b. doi: 10.1287/ijoc.5.1.29. URL https://doi.org/10.1287/ijoc.5.1.29.

V. Beiranvand, W. Hare, and Y. Lucet. Best practices for comparing optimization algorithms. *Optimization and Engineering*, 18(4):815–848, 2017. ISSN 1573-2924. doi: 10.1007/s11081-017-9366-1. URL https://doi.org/10.1007/s11081-017-9366-1.

G. Belov, S. Esler, D. Fernando, P. Le Bodic, and G. Nemhauser. Estimating the size of search trees by sampling with domain knowledge. In *Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence (IJCAI-17)*, pages 473–479. International Joint Conferences on Artificial Intelligence, 2017. doi: 10.24963/ijcai.2017/67.

T. Berthold. Measuring the impact of primal heuristics. *Operations Research Letters*, 41(6):611–614, 2013. ISSN 0167-6377. doi: https://doi.org/10.1016/j.orl.2013.08.007. URL http://www.sciencedirect.com/science/article/pii/S0167637713001181.

R. E. Bixby, E. A. Boyd, and R. R. Indovina. MIPLIB: A test set of mixed integer programming problems. *SIAM News*, 25(2):16, 1992.

R. E. Bixby, S. Ceria, C. M. McZeal, and M. W. P. Savelsbergh. An updated mixed integer programming library: MIPLIB 3.0. *Optima*, 58:12–15, 1998.

M. Coffin and M. Saltzman. Statistical analysis of computational tests of algorithms and heuristics. *INFORMS Journal on Computing*, 12(1):24–44, 2000. doi: 10.1287/ijoc.12.1.24.11899.
H. Crowder, R. S. Dembo, and J. M. Mulvey. On reporting computational experiments with mathematical software. *ACM Transactions on Mathematical Software*, 5(2):193–203, 1979. ISSN 0098-3500. doi: 10.1145/355826.355833. URL http://doi.acm.org/10.1145/355826.355833

H. P. Crowder, R. S. Dembo, and J. M. Mulvey. Reporting computational experiments in mathematical programming. *Mathematical Programming*, 15(1):316–329, 1978. ISSN 1436-4646. doi: 10.1007/BF01609036. URL https://doi.org/10.1007/BF01609036

E. Danna. Performance variability in mixed integer programming. In *Workshop on Mixed Integer Programming (MIP 2008)*. Columbia University, New York, 2008.

A. de Bruin, G. A. P. Kindervater, and H. W. J. M. Trienekens. Asynchronous parallel branch and bound and anomalies. Technical Report EUR-CS-95-05, Erasmus University, Rotterdam, 1995.

T. Dinh, R. Fukasawa, and J. Luedtke. Exact algorithms for the chance-constrained vehicle routing problem. *Mathematical Programming*, 172(1):105–138, 2018. ISSN 1436-4646. doi: 10.1007/s10107-017-1151-6. URL https://doi.org/10.1007/s10107-017-1151-6

E. D. Dolan and J. J. Moré. Benchmarking optimization software with performance profiles. *Mathematical Programming*, 91(2):201–213, 2002. ISSN 1436-4646. doi: 10.1007/s101070100263. URL http://dx.doi.org/10.1007/s101070100263

FICO. FICO Xpress Optimization Suite. See http://www.fico.com/en/products/fico-xpress-optimization-suite.

M. Fischetti, A. Lodi, M. Monaci, D. Salvagnin, and A. Tramontani. Improving branch-and-cut performance by random sampling. *Mathematical Programming Computation*, 8(1):113–132, 2016.

G. Gamrath, T. Fischer, T. Gally, A. M. Gleixner, G. Hendel, T. Koch, S. J. Maher, M. Miltenberger, B. Müller, M. E. Pfetsch, C. Puchert, D. Rehfeldt, S. Schenker, F. Serrano, Y. Shinano, S. Vigerske, D. Weninger, M. Winkler, J. T. Witt, and J. Witzig. The SCIP Optimization Suite 3.2. Technical Report ZIB Report 15-60, Zuse Institute Berlin, 2016.

A. Gleixner, G. Hendel, G. Gamrath, T. Achterberg, M. Bastubbe, T. Berthold, P. M. Christophel, K. Jarcz, T. Koch, J. Linderoth, M. Lübbecke, H. D. Mittelmann, D. Ozyurt, T. K. Ralphs, D. Salvagnin, and Y. Shinano. MIPLIB 2017. Technical report, Zuse Institute Berlin, 2019. URL http://www.optimization-online.org/DB_FILE/2019/07/7285.pdf

N. Gould and J. Scott. A note on performance profiles for benchmarking software. *ACM Transactions on Mathematical Software*, 43(2):15:1–15:5, 2016. ISSN 0098-3500. doi: 10.1145/2950048. URL http://doi.acm.org/10.1145/2950048

H. J. Greenberg. Computational testing: Why, how and how much. *ORSA Journal on Computing*, 2(1):94–97, 1990.

J. L. Gustafson. Reevaluate Amdahl’s law. *Comm. ACM*, 31(1):532–533, 1988.

M. Güzelsoy and T. Ralphs. Duality for Mixed-Integer Linear Programs. *International Journal of Operations Research*, 4:118–137, 2007. URL http://coral.ie.lehigh.edu/~ted/files/papers/MILPD06.pdf
G. Hager and G. Wellein. Introduction to High Performance Computing for Scientists and Engineers. CRC Press, 2011.

A. Hoffman, M. Mannos, D. Sokolowsky, and N. Weigmann. Computational experience in solving linear programs. Journal of the Society for Industrial and Applied Mathematics, 1(1):17–33, 1953.

J. N. Hooker. Needed: An empirical science of algorithms. Operations Research, 42(2):201–212, 1994. doi: 10.1287/opre.42.2.201. URL https://doi.org/10.1287/opre.42.2.201

J. N. Hooker. Testing heuristics: We have it all wrong. Journal of Heuristics, 1(1):33–42, 1995. ISSN 1572-9397. doi: 10.1007/BF02430364. URL https://doi.org/10.1007/BF02430364

J. P. Ignizio. On the establishment of standards for comparing algorithm performance. Interfaces, 2(1):8–11, 1971. doi: 10.1287/inte.2.1.8. URL https://doi.org/10.1287/inte.2.1.8

R. H. F. Jackson, P. T. Boggs, S. G. Nash, and S. Powell. Guidelines for reporting results of computational experiments. Report of the ad hoc committee. Mathematical Programming, 49(1): 413–425, 1990. ISSN 1436-4646. doi: 10.1007/BF01588801. URL https://doi.org/10.1007/BF01588801

D. S. Johson. A theoretician’s guide to the experimental analysis of algorithms. In M. H. Goldwasser, D. S. Johnson, and C. C. McGeoch, editors, Data Structures, Near Neighbor Searches, and Methodology: Fifth and Sixth DIMACS Implementation Challenges, pages 215–250. American Mathematical Society, Providence, Rhode Island, 2002.

G. Kendall, R. Bai, J. Blazewicz, P. De Causmaecker, M. Gendreau, R. John, J. Li, B. McCollum, E. Pesch, R. Qu, N. Sabar, G. V. Berghe, and A. Yee. Good laboratory practice for optimization research. Journal of the Operational Research Society, 67(4):676–689, 2016. ISSN 1476-9360. doi: 10.1057/jors.2015.77. URL https://doi.org/10.1057/jors.2015.77

T. Koch, T. Achterberg, E. Andersen, O. Bastert, T. Berthold, R. Bixby, E. Danna, G. Gamrath, A. Gleixner, S. Heinz, A. Lodi, H. Mittelmann, T. Ralps, D. Salvagnin, D. Steffy, and K. Wolter. MIPLIB 2010. Mathematical Programming Computation, 3(2):103–163, 2011. ISSN 1867-2949. doi: 10.1007/s12532-011-0025-9. URL http://dx.doi.org/10.1007/s12532-011-0025-9

T. Koch, T. Ralps, and Y. Shinano. Could we use a million cores to solve an integer program? Mathematical Methods of Operations Research, 76(1):67–93, 2012. ISSN 1432-5217. doi: 10.1007/s00186-012-0390-9. URL http://dx.doi.org/10.1007/s00186-012-0390-9

V. Kumar and A. Gupta. Analyzing scalability of parallel algorithms and architectures. Journal of Parallel and Distributed Computing, 22(3):379–391, 1994.

T.-H. Lai and S. Sahni. Anomalies in parallel branch-and-bound algorithms. Communications of the ACM, 27(6):594–602, June 1984. ISSN 0001-0782. doi: 10.1145/358080.358103. URL http://doi.acm.org/10.1145/358080.358103

A. H. Land and A. G. Doig. An automatic method for solving discrete programming problems. Econometrica, 28(3):497–520, 1960.

D. J. Lilja. Measuring Computer Performance: A Practitioner’s Guide. Cambridge University Press, 2004.
A. Lodi and A. Tramontani. Performance variability in mixed-integer programming. In *Theory Driven by Influential Applications*, chapter 1, pages 1–12. INFORMS, 2013. doi: 10.1287/educ.2013.0112. URL https://pubsonline.informs.org/doi/abs/10.1287/educ.2013.0112.

C. C. McGeoch. *Experimental Analysis of Algorithms*. Phd, Carnegie-Mellon University, 1987. URL https://apps.dtic.mil/dtic/tr/fulltext/u2/a188528.pdf.

C. C. McGeoch. *A Guide to Experimental Algorithmics*. Cambridge University Press, 2012.

B. M. Moret. Towards a discipline of experimental algorithmics. In M. H. Goldwasser, D. S. Johnson, and C. C. McGeoch, editors, *Data Structures, Near Neighbor Searches, and Methodology: Fifth and Sixth DIMACS Implementation Challenges*, pages 197–214. American Mathematical Society, Providence, Rhode Island, 2002.

B. M. Moret and H. D. Shapiro. Algorithms and experiments: The new (and old) methodology. *Journal of Universal Computer Science*, 7(5):434–446, 2001.

L. Munguía, G. Oxberry, and D. Rajan. PIPS-SBB: A parallel distributed-memory branch-and-bound algorithm for stochastic mixed-integer programs. In *2016 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW)*, pages 730–739, 2016. doi: 10.1109/IPDPSW.2016.159. URL doi.ieeecomputersociety.org/10.1109/IPDPSW.2016.159.

L.-M. Munguía, G. Oxberry, D. Rajan, and Y. Shinano. Parallel PIPS-SBB: multi-level parallelism for stochastic mixed-integer programs. *Computational Optimization and Applications*, 73(2):575–601, 2019. doi: 10.1007/s10589-019-00074-0. URL https://doi.org/10.1007/s10589-019-00074-0.

T. Ralphs, Y. Shinano, T. Berthold, and T. Koch. Parallel solvers for mixed integer linear optimization. In Y. Hamadi and L. Sais, editors, *Handbook of Parallel Constraint Reasoning*, pages 283–336. Springer International Publishing, 2018. ISBN 978-3-319-63516-3. doi: 10.1007/978-3-319-63516-3_8. URL https://doi.org/10.1007/978-3-319-63516-3_8.

P. Sanders. Presenting data from experiments in algorithmics. In R. Fleischer, B. Moret, and E. Schmidt, editors, *Experimental Algorithmics*, pages 181–196. Springer, 2002. doi: 10.1007/3-540-36383-1_9.

Y. Shinano, T. Achterberg, T. Berthold, S. Heinz, and T. Koch. ParaSCIP: A parallel extension of SCIP. In C. Bischof, H.-G. Hegering, W. Nagel, and G. Wittum, editors, *Competence in High Performance Computing 2010*, pages 135–148, 2012. doi: 10.1007/978-3-642-24025-6_12.

Y. Shinano, T. Berthold, and S. Heinz. ParaXpress: An experimental extension of the FICO Xpress-Optimizer to solve hard MIPs on supercomputers. *Optimization Methods and Software*, 33(3):530–539, 2018a. doi: 10.1080/10556788.2018.1428602. URL https://doi.org/10.1080/10556788.2018.1428602.

Y. Shinano, S. Heinz, S. Vigerske, and M. Winkler. FiberSCIP: A shared memory parallelization of SCIP. *INFORMS Journal on Computing*, 30(1):11–30, 2018b. doi: 10.1287/ijoc.2017.0762. URL https://doi.org/10.1287/ijoc.2017.0762.
M. M. Solomon. Algorithms for the vehicle routing and scheduling problems with time window constraints. *Operations research*, 35(2):254–265, 1987.

Y. Xu, T. K. Ralphs, L. Ladányi, and M. J. Saltzman. Computational experience with a software framework for parallel integer programming. *The INFORMS Journal on Computing*, 21(3):383–397, 2009. doi: 10.1287/ijoc.1090.0347. URL [http://coral.ie.lehigh.edu/~ted/files/papers/CHiPSPS-Rev.pdf](http://coral.ie.lehigh.edu/~ted/files/papers/CHiPSPS-Rev.pdf).

zzz qaplib. QAPLIB, 2002. [http://anjos.mgi.polymtl.ca/qaplib/](http://anjos.mgi.polymtl.ca/qaplib/).

zzz tsplib. TSPLIB, 2008. [http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/](http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/).

zzz UG. UG: Ubiquity Generator framework. [http://ug.zib.de/](http://ug.zib.de/)