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Abstract
In this paper we study the boundary value problem for the equation $\text{div} \left( D(\nabla u) \nabla \left( \text{div} \left( |\nabla u|^p \nabla u + \beta \frac{\nabla u}{|\nabla u|} \right) \right) \right) + au = f$ in the $z = (x, y)$ plane. This problem is derived from a continuum model for the relaxation of a crystal surface below the roughing temperature. The mathematical challenge is of twofolds. First, the mobility $D(\nabla u)$ is a $2 \times 2$ matrix whose smallest eigenvalue is not bounded away from 0 below. Second, the equation contains the 1-Laplace operator, whose mathematical properties are still not well-understood. Existence of a weak solution is obtained. In particular, $|\nabla u|$ is shown to be bounded when $p > \frac{4}{3}$.

Mathematics Subject Classification 65M60 · 35K67

1 Introduction
Let $\Omega$ be a bounded domain in the $z = (x, y)$ plane with sufficiently smooth boundary $\partial \Omega$. Denote by $\nu$ the unit outward normal to $\partial \Omega$. We consider the boundary value problem

\begin{align}
- \text{div} \left[ D(\nabla u) \nabla v \right] + au &= f \quad \text{in } \Omega, \\
- \text{div} \left[ \rho(|\nabla u|^2) \nabla u \right] &= v \quad \text{in } \Omega, \\
\nabla u \cdot \nu &= D(\nabla u) \nabla v \cdot \nu = 0 \quad \text{on } \partial \Omega,
\end{align}

where $D(\nabla u)$ is a given $2 \times 2$ matrix of $\nabla u$ whose eigenvalues may take the value 0, $a \in (0, \infty)$, $f = f(z)$ is a known function of its argument, and

$$\rho(s) = s^{\frac{p-2}{2}} + \beta s^{-\frac{1}{2}}$$

for some $\beta > 0$, $p > 1$.

Precise assumptions on the given data will be made at a later time.
Our interest in the problem originates in the mathematical description of the evolution of a crystal surface. It is now well-established that the continuum relaxation of a crystal surface below the roughing temperature is governed by the conservation law

$$\partial_t u + \text{div} J = 0,$$

where $u$ is the surface height and $J$ is the adatom flux which is related to the mobility $D$ and the local equilibrium density of adatoms $\Gamma_s$ through Fick’s law [26]. This gives

$$J = -D \nabla \Gamma_s.$$

An expression for $\Gamma_s$ can be inferred from the Gibbs–Thomson relation [17,26,30] to be

$$\Gamma_s = \rho_0 e^{\mu/kT_s},$$

where $\mu$ is the chemical potential, $\rho_0$ is the constant reference density, $T_s$ is the temperature, and $k$ is the Boltzmann constant. We consider the mobility $D = D(\nabla u)$ introduced in [26], which has the form

$$D(\nabla u) = S \Lambda S^T,$$

where

$$S = \frac{1}{|\nabla u|} \begin{pmatrix} u_x & -u_y \\ u_y & u_x \end{pmatrix}, \quad \Lambda = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \text{ for some } q \geq 0.$$

A simple calculation shows

$$D(\nabla u) = \begin{pmatrix} 1 + \frac{u_x^2}{|\nabla u|^2} \left( \frac{1}{1+q|\nabla u|} - 1 \right) & \frac{u_x u_y}{|\nabla u|^2} \left( \frac{1}{1+q|\nabla u|} - 1 \right) \\ \frac{u_y u_x}{|\nabla u|^2} \left( \frac{1}{1+q|\nabla u|} - 1 \right) & 1 + \frac{u_y^2}{|\nabla u|^2} \left( \frac{1}{1+q|\nabla u|} - 1 \right) \end{pmatrix}.$$

Crystal surfaces are known to develop facets, where $\nabla u = 0$. To define $D(\nabla u)$ there, we observe that

$$\frac{u_x^2}{|\nabla u|^2}, \quad \frac{u_x u_y}{|\nabla u|^2}, \quad \frac{u_y^2}{|\nabla u|^2}$$

are all bounded functions for $\nabla u \neq 0$, while $\frac{1}{1+q|\nabla u|} - 1 = 0$ on the set $\{\nabla u = 0\}$. Thus it is natural for us to set

$$D(\nabla u) = I,$$

the $2 \times 2$ identity matrix, for $\nabla u = 0$.

That is, $D(\nabla u)$ is well-defined a.e.. Obviously, $S$ is unitary. Hence,

$$D(\nabla u) \xi \cdot \xi \geq \frac{1}{1+q|\nabla u|} |\xi|^2 \quad \text{for each } \xi \in \mathbb{R}^2. \quad (4)$$

Denote by $\Omega$ the “step locations area” of interest. Then we can take the general surface energy $G(u)$ to be

$$G(u) = \frac{1}{p} \int_{\Omega} |\nabla u|^p dz + \beta \int_{\Omega} |\nabla u| dz, \quad p \geq 1, \quad \beta \in \mathbb{R}.$$

A justification for this can be found in [2]. As observed in [27], this type of energy forms can retain many of the interesting features of the microscopic system that are lost in the more standard scaling regime. We shall assume that

$$\beta > 0.$$
The chemical potential $\mu$ is defined as the change per atom in the surface energy. That is,
\[
\mu = \frac{\delta G}{\delta u} = -\text{div} \left( |\nabla u|^{p-2} \nabla u + \beta \frac{\nabla u}{|\nabla u|} \right) = -\text{div} \left( \rho(|\nabla u|^2) \nabla u \right).
\]
To give a proper meaning to the term $\nabla u |\nabla u|$, we follow the approach adopted in [16] and introduce the function
\[
\Phi(\xi) = |\xi|, \quad \xi \in \mathbb{R}^2.
\]
Then $\partial \Phi$, the subgradient of $\Phi$, is given by
\[
\partial \Phi(\xi) = \begin{cases} 
\xi & \text{if } \xi \neq 0, \\
\{\xi : |\xi| \leq 1 \} & \text{if } \xi = 0.
\end{cases}
\]
We say $h = |\nabla u| |\nabla u|$ if $h \in (L^\infty(\Omega))^2$ and
\[
h(z) \in \partial \Phi(\nabla u(z)) \text{ for a.e. } z \in \Omega.
\]
After incorporating all the physical parameters (except $\beta$ and $q$) into the scaling of the time and/or spatial variables [10,23], we can rewrite the evolution equation for $u$ as
\[
\partial_t u = -\text{div} \left( D(\nabla u) \nabla e^{\frac{\delta G}{\delta u}} \right).
\]
As in [13], we linearize the exponential term
\[
e^{-\text{div}(\rho(|\nabla u|^2) \nabla u)} \approx 1 - \text{div} \left( \rho(|\nabla u|^2) \nabla u \right),
\]
the above equations reduces to
\[
\partial_t u = -\text{div} \left[ D(\nabla u) \nabla (\rho(|\nabla u|^2) \nabla u) \right].
\]
This equation is assumed to hold in a space-time domain $\Omega_T = \Omega \times (0, T)$, $T > 0$, coupled with the following initial boundary conditions
\[
\nabla u \cdot v = \nabla \text{div} \left( \rho(|\nabla u|^2) \nabla u \right) \cdot v = 0 \quad \text{on } \Sigma_T \equiv \partial \Omega \times (0, T),
\]
\[
u(z, 0) = u_0(z) \quad \text{on } \Omega.
\]
The rigorous mathematical analysis of nonlinear differential equations depends primarily upon deriving estimates, but typically also upon using these estimates to justify limiting procedures of various sorts. Unfortunately, known priori estimates for this problem are rather weak. As a result, an existence theorem seems to be hopeless. We will focus on an associated stationary problem instead. This problem is obtained by discretizing the time derivative in (8). Subsequently, we arrive at the following stationary equation
\[
\frac{u - g}{\delta} + \text{div} \left[ D(\nabla u) \text{div} (\rho(|\nabla u|^2) \nabla u) \right] = 0 \text{ in } \Omega.
\]
Here $g$ is a given function. Initially, $g = u_0(x)$. The positive number $\delta$ is the step size. Set $a = \frac{1}{\delta}$ and $f = \frac{1}{\delta} g$. This leads to the boundary value problem (1)–(2).

The objective of this paper is to establish an existence assertion for the stationary problem (1)–(2), while the time-dependent problem (8)–(10) is left open. We view our work here as a first step in attacking the more challenging time-dependent case.

If $D(\nabla u)$ is the identity matrix $I$, both Eqs. (8) and (7), coupled with various types of initial boundary conditions, have received tremendous attention. For the former, we would like to mention [13] where the authors proved that there is a finite time extinction of solutions.
if \( p > 1 \), while in the latter case we refer the reader to [24] and the reference therein. The gradient flow theory is essential to the existence of a solution in the existing literature [4,7,11–13,16,24]. If \( p \neq 2 \) in (7) or \( D(\nabla u) \neq I \) in (7) or (8), the resulting equations have received much less consideration. The gradient flow theory does not seem to be as effective here. In [7], the author dealt with a non-constant, singular \( D(\nabla u) \). However, the \( p \)-Laplace operator in the exponent in (7) had been modified there so that the resulting equation became a gradient flow. Physically, one takes \( D(\nabla u) = I \) in the diffusion-limited regime of crystal surfaces where the dynamic is dominated by the diffusion across the terraces. However, if the attachment and detachment of atoms at step edges are the main focus, the mobility \( D(\nabla u) \) can take very complicated forms [8,37].

We return to the stationary problem (1)–(3). We give the following definition of a weak solution for the problem.

**Definition 1** We say that a triplet \((u, v, h)\), where \( h \) is a vector \((h_1, h_2)^T\), is a weak solution to (1)–(2) if the following conditions hold:

\[
\text{(D1) } u \in W^{1,p}(\Omega), \quad v \in W^{1,\frac{2p}{p-2}}(\Omega), \quad h \in (L^\infty(\Omega))^2 \text{ with } h(z) \in \partial \Phi(\nabla u(z)) \text{ a.e. } z \in \Omega, \text{ where } \Phi \text{ is given as in (5)}.
\]

\[
\text{(D2)} \text{ The functions } u, h \text{ satisfy the problem }
\]

\[
- \text{div} \left( |\nabla u|^{p-2} \nabla u + \beta h \right) = v \text{ in } \Omega, \\
\left( |\nabla u|^{p-2} \nabla u + \beta h \right) \cdot \nu = 0 \text{ on } \partial \Omega
\]

in the weak sense, i.e.,

\[
\int_{\Omega} \left( |\nabla u|^{p-2} \nabla u + \beta h \right) \cdot \nabla \varphi d z = \int_{\Omega} v \varphi d z \quad \text{for each } \varphi \in W^{1,p}(\Omega) \cap L^\infty(\Omega),
\]

while \( v \) is a weak solution of the problem

\[
- \text{div} (D(\nabla u) \nabla v) + au = f \text{ in } \Omega, \\
D(\nabla u) \nabla v \cdot \nu = 0 \text{ on } \partial \Omega.
\]

Our main result is the following

**Theorem 2** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^2 \) with Lipschitz boundary \( \partial \Omega \) and \( a \) and \( \beta \) two positive numbers. Assume that

\[
1 < p \leq 2 \text{ and } f \in W^{1,p}(\Omega) \cap L^\infty(\Omega). \tag{14}
\]

Then there is a weak solution \( u \) to (1)–(2).

If, in addition,

\[
p > \frac{4}{3} \text{ and } \partial \Omega \text{ is } C^{1,1}. \tag{16}
\]

then we have \( |\nabla u| \in L^\infty(\Omega) \).

This theorem is not trivial even when \( p = 2 \). Indeed, in this case we can represent (12) as

\[- \Delta u = v + \beta \text{div } h \text{ in } \Omega.
\]

Remember that we only have \( h \in (L^\infty(\Omega))^2 \). Thus the classical \( W^{1,q} \) estimate [29, p. 82] can only yield \( u \in W^{1,q}(\Omega) \) for each \( q > 1 \). Although our proof will be carried out under the assumption (14) we believe that our theorem is still valid for \( p > 2 \). In fact, the existence part
of the proof in this case only needs mild modification of that for Theorem 2. We will leave
the details to the interested reader. The uniqueness assertion for problem (1)–(2) is still open.

The difficulty here is due to the fact that the operator div \left[D(\nabla u) \nabla (\text{div} (\rho(|\nabla u|^2) \nabla u))\right]
does not seem to be monotone.

The 1-Laplace operator, denoted by \( \Delta_1 \), is the so-called mean curvature operator. It has
the property

\[ \Delta_1 \varphi(u) = \Delta_1 u \]

for each smooth increasing function \( \varphi \) in one variable.

Regularity properties of 1-harmonic functions are still not well-understood [12]. The redeem-
ing feature in our problem is that we also have a \( p \)-Laplace operator with \( p > 1 \). Our analysis
reveals that this \( p \)-Laplace operator can dominate the 1-Laplace operator in a lot of aspects.

Nonetheless, many techniques employed in the study of \( p \)-harmonic functions are no longer
applicable to the \( p \)-Poisson equation. One reason for this is that one can remove the singular
term \( |\nabla u|^{p-2} \) from the \( p \)-Laplace equation. To see this, we carry out the divergence in the
equation, divide through the resulting equation by \( |\nabla u|^{p-2} \), and thereby obtain

\[ \left( I + \frac{p-2}{|\nabla u|^2} \nabla u \otimes \nabla u \right) : \nabla^2 u = 0, \]

where \( \nabla^2 u \) denotes the Hessian of \( u \). Moreover, the notations

\[ \xi \otimes \eta = \xi \eta^T \]

for \( \xi, \eta \in \mathbb{R}^N \),

\[ A : B = \sum_{i,j=1}^{N} a_{ij}b_{ij} \]

for \( A, B \in \mathcal{M}^{N \times N} \), the space of all \( N \times N \) matrices,

have been employed.

Note that the coefficient matrix in the above equation is uniformly elliptic. Obviously, this
can not be done for the \( p \)-Poisson equation. In fact, this largely accounts for our assumption
\( p > \frac{4}{3} \). To establish an upper bound for \( |\nabla u| \), we derive an equation satisfied by \( u_x \) (resp.
\( u_y \)). Unlike the case of \( p \)-harmonic functions [21], the equation for \( u_x \) is no longer uniformly
elliptic. We circumvent this problem by suitably modifying the classical De Giorgi technique
[5]. Remember that an estimate of Caccioppoli-type does not hold for the 1-Laplace operator.
Thus it is a little bit surprising that we are still able to obtain the boundedness of \( |\nabla u| \).

A solution to (1)–(2) will be constructed as a limit of a sequence of approximate solutions.
Roughly, we regularize the problem by replacing \( |\nabla u| \) with \((|\nabla u|^2 + \tau)^{\frac{1}{2}} \) for \( \tau \in (0,1] \).

This work is organized as follows. In Sect. 2 we collect some relevant known results. The
existence part in Theorem 2 is established in Sect. 3, while the boundedness of \( |\nabla u| \) is proved
in Sect. 4. Finally, we make some remarks about the notation. The letter \( c \) denotes a positive
constant. In theory, its value can be computed from various given data.

## 2 Preliminaries

In this section we state a few preparatory lemmas.

Relevant interpolation inequalities for Sobolev spaces are listed in the following lemma.

**Lemma 3** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \). Denote by \( \| \cdot \|_p \) the norm in the space \( L^p(\Omega) \).

Then we have:

1. \( \| f \|_s \leq \varepsilon \| f \|_r + \varepsilon^{-\sigma} \| f \|_p \), where \( \varepsilon > 0 \), \( p \leq s \leq r \), and \( \sigma = \left( \frac{1}{p} - \frac{1}{s} \right) / \left( \frac{1}{s} - \frac{1}{r} \right) \);
2. If $\partial \Omega$ is Lipschitz, then for each $\varepsilon > 0$ and each $s \in (1, p^*)$, where $p^* = \frac{p N}{N - p}$ if $N > p \geq 1$ and any number bigger than $p$ if $N = p$, there is a positive number $c = c(\varepsilon, p, \partial \Omega)$ such that

$$\|f\|_s \leq \varepsilon \|
abla f\|_p + c\|f\|_1 \text{ for all } f \in W^{1,p}(\Omega).$$

(17)

If $s = p^*$, then we have

$$\|f\|_{p^*} \leq c(\|
abla f\|_p + \|f\|_1) \text{ for all } f \in W^{1,p}(\Omega).$$

(18)

Here $c$ depends on $p, \partial \Omega$.

This lemma is largely contained in Chap. II of [19]. One can also prove (17) and (18) by a contradiction argument ([14], p.174).

We will collect a few frequently used elementary inequalities in the following three lemmas.

**Lemma 4** Assume that $a, b$ are two positive numbers. Then we have:

$$ab \leq \varepsilon a^p + \frac{1}{\varepsilon^{1/(p-1)}} b^{p'},$$

where $\varepsilon > 0$, $p > 1$, and $p' = \frac{p}{p-1}$.

This lemma is the so-called Young’s inequality [19, p. 58].

**Lemma 5** Let $x, y$ be any two vectors in $\mathbb{R}^N$. Then:

(i) For $p \geq 2$,

$$\left(\left(|x|^{p-2}x - |y|^{p-2}y\right) \cdot (x - y)\right) \geq \frac{1}{2^{p-1}} |x - y|^p;$$

(ii) For $1 < p \leq 2$,

$$\left(1 + |x|^2 + |y|^2\right)^{\frac{2-p}{2}} \left(\left(|x|^{p-2}x - |y|^{p-2}y\right) \cdot (x - y)\right) \geq (p - 1)|x - y|^2.$$

The proof of this lemma is contained in [22, pp. 71–74].

**Lemma 6** Let $\{y_n\}, n = 0, 1, 2, \ldots$, be a sequence of positive numbers satisfying the recursive inequalities

$$y_{n+1} \leq cb^{\alpha} y_{n}^{1+\alpha} \text{ for some } b > 1, c, \alpha \in (0, \infty).$$

If

$$y_0 \leq c^{-\frac{1}{\alpha}} b^{-\frac{1}{\alpha^2}},$$

then $\lim_{n \to \infty} y_n = 0$.

This lemma can be found in [5, p. 12].

Our existence theorem is based upon the following fixed point theorem, which is often called the Leray–Schauder Theorem [14, p. 280].

**Lemma 7** Let $B$ be a map from a Banach space $B$ into itself. Assume:

(H1) $B$ is continuous;

(H2) the images of bounded sets of $B$ are precompact;

(H3) there exists a constant $c$ such that

$$\|z\|_B \leq c$$

for all $z \in B$ and $\sigma \in [0, 1]$ satisfying $z = \sigma B(z)$.

Then $B$ has a fixed point.
3 Existence

In this section we first design an approximation scheme for problem (1)–(2). Then we obtain a weak solution by passing to the limit in our approximate problems.

As discussed in the introduction, we let
\[ v = -\text{div} \left( \rho(|\nabla u|^2) \nabla u \right). \]  

(19)

Then regularize this equation by adding the term \( \tau |u|^{p-2}u, \ \tau \in (0, 1] \) to its right-hand side and replacing \( \rho \) by
\[ \rho \tau (s) = (s + \tau)^{\frac{p-2}{2}} + \beta(s + \tau)^{-\frac{1}{2}}. \]  

(20)

The former is due to the Neumann boundary condition in our problem, while the latter takes care of the problem with the set where \( |\nabla u| = 0 \). For the same reason, we substitute \( D(\nabla u) \) with
\[ D \tau (\nabla u) = \begin{pmatrix} 1 + \tau + \frac{u_x^2}{|\nabla u|^2 + \tau} \left( \frac{1}{1+q|\nabla u|} - 1 \right) & \frac{u_x u_y}{|\nabla u|^2 + \tau} \left( \frac{1}{1+q|\nabla u|} - 1 \right) \\ \frac{u_x u_y}{|\nabla u|^2 + \tau} \left( \frac{1}{1+q|\nabla u|} - 1 \right) & 1 + \tau + \frac{u_y^2}{|\nabla u|^2 + \tau} \left( \frac{1}{1+q|\nabla u|} - 1 \right) \end{pmatrix}. \]  

(21)

It is easy to verify that we have
\[ D \tau (\nabla u) \xi \cdot \xi = (1 + \tau) |\xi|^2 + \left( \frac{1}{1+q|\nabla u|} - 1 \right) \left( \frac{\nabla u \cdot \xi}{|\nabla u|^2 + \tau} \right)^2 \geq \left( \frac{1}{1+q|\nabla u|} + \tau \right) |\xi|^2 \quad \text{for each} \ \xi \in \mathbb{R}^2. \]  

(22)

Furthermore, each entry in \( D \tau (\nabla u) \) is bounded by 2. Finally, we still need to add \( \tau v \) to (1).

This leads to the study of the system
\[ -\text{div} \left( D \tau (\nabla u) \nabla v \right) + \tau v = f - au \quad \text{in} \ \Omega, \]  

(23)

\[ -\text{div} \left( \rho \tau (|\nabla u|^2) \nabla u \right) + \tau |u|^{p-2} u = v \quad \text{in} \ \Omega \]  

(24)

coupled with the boundary conditions
\[ \rho \tau (|\nabla u|^2) \nabla u \cdot \nu = D \tau (\nabla u) \nabla v \cdot \nu = 0 \quad \text{on} \ \partial \Omega. \]  

(25)

This is our approximating problem. Basically, we have transformed a fourth-order equation into a system of two second-order equations.

**Theorem 8** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^2 \) with Lipschitz boundary, and assume that \( 1 < p \) and \( f \in L^\infty(\Omega) \). Then there is a weak solution \((v, u)\) to (23)–(25) with
\[ v \in W^{1,2}(\Omega) \cap L^\infty(\Omega), \quad u \in W^{1,p}(\Omega) \cap L^\infty(\Omega). \]

**Proof** The existence assertion will be established via the Leray–Schauder Theorem. For this purpose, we let
\[ q = \max \left\{ \frac{p}{p-1}, 2 \right\} \]  

(26)

and define an operator \( B \) from \( L^q(\Omega) \) into itself as follows: for each \( g \in L^q(\Omega) \) we say \( B(g) = v \) if \( v \) is the unique solution of the linear boundary value problem
\[ -\text{div} \left( D \tau (\nabla u) \nabla v \right) + \tau v = f - au \quad \text{in} \ \Omega, \]  

(27)
\[ D_\tau (\nabla u) \nabla v \cdot \nu = 0 \quad \text{on} \partial \Omega, \quad (28) \]

where \( u \) solves the problem

\[
- \text{div} (\rho_\tau (|\nabla u|^2) \nabla u) + \tau |u|^{p-2} u = g \quad \text{in} \ \Omega, \quad (29)
\]

\[
\rho_\tau (|\nabla u|^2) \nabla u \cdot \nu = 0 \quad \text{on} \partial \Omega. \quad (30)
\]

To see that \( B \) is well-defined, we can easily infer from a theorem in [28, p. 124] that the problem (29)–(30) has a weak solution \( u \) in the space \( W^{1,p} (\Omega) \). It is elementary to check that the function \( \psi_\tau (\xi) = \frac{1}{p} (|\xi|^2 + \tau)^{\frac{p}{2}} + \beta (|\xi|^2 + \tau)^{\frac{1}{2}} \) is convex on \( \mathbb{R}^2 \), from whence follows that the function

\[
\psi_\tau (\xi) = \frac{1}{p} (|\xi|^2 + \tau)^{\frac{p}{2}} + \beta (|\xi|^2 + \tau)^{\frac{1}{2}} \quad (31)
\]

is convex on \( \mathbb{R}^2 \), and hence its gradient \( \nabla \psi_\tau (\xi) = (|\xi|^2 + \tau)^{\frac{p-2}{2}} \xi + \beta (|\xi|^2 + \tau)^{-\frac{1}{2}} \xi = \rho_\tau (|\xi|^2) \xi \) is monotone, i.e.,

\[
(\rho_\tau (|\xi|^2) \xi - \rho_\tau (|\eta|^2) \eta) \cdot (\xi - \eta) \geq 0 \quad \text{for all} \ \xi, \eta \in \mathbb{R}^2. \quad (32)
\]

This together with the fact that \( |u|^{p-2} u \) is a strictly monotone function of \( u \) implies that the problem (29)–(30) has a unique weak solution in \( W^{1,p} (\Omega) \). Since \( q \geq 2 \), we are in a position to apply the proof of Lemma 2.4 in [35], thereby obtaining

\[
\| u \|_\infty \leq c. \quad (33)
\]

Here \( c \) depends on \( \tau \) and \( \| g \|_q \).

Note that (27) is a uniformly elliptic linear equation in \( v \). Existence and uniqueness of a weak solution \( v \) to the problem (27)–(28) in the space \( W^{1,2} (\Omega) \) follow easily. Moreover, the right-hand side function \( f - au \) lies in \( L^\infty (\Omega) \). Subsequently, we also have \( v \in L^\infty (\Omega) \). That is, the range of \( B \) is contained in \( W^{1,2} (\Omega) \cap L^\infty (\Omega) \). The Sobolev embedding theorem asserts that this function space is compactly embedded in \( L^q (\Omega) \). This immediately implies that \( B \) maps bounded sets into precompact ones. It is fairly straightforward to show that \( B \) is also continuous.

It remains to verify (H3) in the Leray–Schauder Theorem. That is, we must show that there is a positive number \( c \) such that

\[
\| v \|_q \leq c \quad (34)
\]

for all \( v \in L^q (\Omega) \) and \( \sigma \in [0, 1] \) satisfying

\[
v = \sigma B (v). \quad (35)
\]

This equation is equivalent to the boundary value problem

\[
- \text{div} (D_\tau (\nabla u) \nabla v) + \tau v = \sigma (f - au) \quad \text{in} \ \Omega, \quad (35)
\]

\[
- \text{div} (\rho_\tau (|\nabla u|^2) \nabla u) + \tau |u|^{p-2} u = v \quad \text{in} \ \Omega, \quad (36)
\]

\[
\nabla u \cdot v = \nabla v \cdot v = 0 \quad \text{on} \partial \Omega. \quad (37)
\]

To establish (34), we calculate from (36) that

\[
\int_\Omega uv \, dz = \int_\Omega \rho_\tau (|\nabla u|^2) |\nabla u|^2 \, dz + \tau \int_\Omega |u|^p \, dz \geq 0. \quad (38)
\]
With this in mind, we derive from (35) that
\[
\int_{\Omega} D_{\tau} (\nabla u) \nabla v \cdot \nabla v dz + \tau \int_{\Omega} |v|^2 dz = \sigma \int_{\Omega} f v dz - \sigma a \int_{\Omega} u v dz \\
\leq \int_{\Omega} |f v| dz \leq \frac{\tau}{2} \int_{\Omega} |v|^2 dz + \frac{c}{\tau} \int_{\Omega} |f|^2 dz.
\]
By (22),
\[
\int_{\Omega} \frac{1}{1 + q|\nabla u|} |\nabla v|^2 dz + \tau \|v\|_2^2 \leq \frac{c}{\tau} \|f\|_2^2.
\] (39)
That is, \(v\) is bounded in \(L^2(\Omega)\). This enables us to use the proof of Lemma 2.4 in [35] again to yield the boundedness of \(u\).

For each \(s > 2\) the function \(|v|^{s-2}v\) lies in \(W^{1,2}(\Omega)\) and \(\nabla (|v|^{s-2}v) = (s-1)|v|^{s-2}\nabla v\).

Use this function as a test in (35) to obtain
\[
(s-1) \int_{\Omega} |v|^{s-2} D_{\tau} (\nabla u) \nabla v \cdot \nabla v dz + \tau \int_{\Omega} |v|^{s} dz = \sigma \int_{\Omega} (f - au)|v|^{s-2} v dz \\
\leq \int_{\Omega} |f - au||v|^{s-1} dz \\
\leq \|f - au\|_s \|v\|_s^{s-1}.
\]
Dropping the first integral in the above inequality yields
\[
\|v\|_s \leq \frac{1}{\tau} \|f - au\|_s \quad \text{for each} \ s > 2, \quad \text{and thus} \ (40)
\]
\[
\|v\|_\infty \leq \frac{1}{\tau} \|f - au\|_\infty. \quad (41)
\]
This completes the proof of the theorem. \(\square\)

It is possible for us to obtain higher regularity for \((v, u)\). For example, we can easily show that \(v\) is Hölder continuous on \(\overline{\Omega}\). We will not pursue this here.

**Proof of Theorem 2** We shall show that we can take \(\tau \to 0\) in (23)–(25). For this purpose we need to derive estimates that are uniform in \(\tau\). We write
\[
u = u_{\tau}, \quad v = v_{\tau}.
\] (42)

Then problem (23)–(25) becomes
\[
- \text{div}(D_{\tau} (\nabla u_{\tau}) \nabla v_{\tau}) + \tau v_{\tau} + au_{\tau} = f \quad \text{in} \ \Omega, \quad (43)
\]
\[
- \text{div} (\rho_{\tau}(|\nabla u_{\tau}|^2) \nabla u_{\tau}) + \tau |u_{\tau}|^{p-2} u_{\tau} = v_{\tau} \quad \text{in} \ \Omega, \quad (44)
\]
\[
\nabla u_{\tau} \cdot v = \nabla v_{\tau} \cdot v = 0 \quad \text{on} \ \partial \Omega. \quad (45)
\]
We also view \(\{u_{\tau}, v_{\tau}\}\) as a sequence in the subsequent proof. Take \(\tau = \frac{1}{j}\), where \(j\) is a positive integer, for example. The rest of the proof is divided into several claims. \(\square\)

**Claim 9** We have
\[
\int_{\Omega} \frac{1}{1 + q|\nabla u_{\tau}|} |\nabla v_{\tau}|^2 dz + \tau \int_{\Omega} v_{\tau}^2 dz + \int_{\Omega} \Psi_{\tau}(\nabla u_{\tau}) dz + \tau \int_{\Omega} |u_{\tau}|^p dz \leq c, \quad (46)
\]
\[
\|u_{\tau}\|_{W^{1,p}(\Omega)} \leq c, \quad (47)
\]
\[
\|v_{\tau}\|_{W^{1,\frac{2p}{p+1}}(\Omega)} \leq c, \quad (48)
\]
where the function \(\Psi_{\tau}\) is given as in (31).
Proof Use $v_\tau$ as a test function in (43) to obtain
\[
\int_\Omega D_\tau(\nabla u_\tau) \nabla v_\tau \cdot \nabla v_\tau dz + \tau \int_\Omega v_\tau^2 dz + a \int_\Omega u_\tau v_\tau dz = \int_\Omega f v_\tau dz. \tag{49}
\]

With the aid of (44), we evaluate the last integral on the left-hand side in the above equation as follows:
\[
\int_\Omega u_\tau v_\tau dz = \int_\Omega (|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} |\nabla u_\tau|^2 dz + \beta \int_\Omega \frac{|\nabla u_\tau|^2}{(|\nabla u_\tau|^2 + \tau)\frac{1}{2}} dz + \tau \int_\Omega |u_\tau|^p dz
\]
\[
- \int_\Omega \tau (|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} dz - \beta \int_\Omega \frac{\tau}{(|\nabla u_\tau|^2 + \tau)\frac{1}{2}} dz
\]
\[
\geq \int_\Omega (|\nabla u_\tau|^2 + \tau)^{\frac{p}{2}} dz + \beta \int_\Omega (|\nabla u_\tau|^2 + \tau)^{\frac{1}{2}} dz
\]
\[
+ \tau \int_\Omega |u_\tau|^p dz - (\tau^{\frac{p}{2}} + \beta \tau^{\frac{1}{2}}) |\Omega|. \tag{50}
\]

The last step is due to (14). As for the right-hand side term in (49), we have
\[
\int_\Omega f v_\tau dz = \int_\Omega (|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} \nabla u_\tau \nabla f dz + \beta \int_\Omega \frac{\nabla u_\tau \nabla f}{(|\nabla u_\tau|^2 + \tau)^{\frac{1}{2}}} dz + \tau \int_\Omega |u_\tau|^p u_\tau f dz
\]
\[
\leq \int_\Omega (|\nabla u_\tau|^2 + \tau)^{\frac{p-1}{2}} |\nabla f| dz + \beta \|\nabla f\|_1 + \tau \|f\|_p \|u_\tau\|_{p-1}^{p-1}
\]
\[
\leq \|\nabla f\|_p ((|\nabla u_\tau|^2 + \tau)^{\frac{1}{2}}\|\nabla f\|_p^{p-1} + \beta \|\nabla f\|_1 + \tau \|f\|_p \|u_\tau\|_{p-1}^{p-1}). \tag{51}
\]

Recall from (22) that
\[
D_\tau(\nabla u_\tau) \nabla v_\tau \cdot \nabla v_\tau \geq \frac{1}{1 + q |\nabla u_\tau|} |\nabla v_\tau|^{2}. \tag{52}
\]

Plug the above inequality, (50), and (51) into (49), apply Lemma 4 appropriately in the resulting inequality, remember
\[
\tau \leq 1, \tag{53}
\]

and thereby obtain (46).

Integrate (43) over $\Omega$ and use (46) to yield
\[
\left| a \int_\Omega u_\tau dz \right| = \left| \int_\Omega f dz - \tau \int_\Omega v_\tau dz \right| \leq c. \tag{54}
\]

Subsequently, we can apply the Poincaré inequality to get
\[
\|u_\tau\|_p \leq \left\| u_\tau - \frac{1}{|\Omega|} \int_\Omega u_\tau dz \right\|_p + \frac{1}{|\Omega|^{\frac{1}{p}}} \left| \int_\Omega u_\tau dz \right|
\]
\[
\leq c\|\nabla u_\tau\|_p + \frac{1}{|\Omega|^{\frac{1}{p}}} \left| \int_\Omega u_\tau dz \right| \leq c. \tag{55}
\]

Thus (47) follows.
To see (48), we integrate (36) to get

$$\left| \int_{\Omega} v_\tau \, dz \right| = \tau \left| \int_{\Omega} |u_\tau|^{-2} u_\tau \, dz \right| \leq c. \quad (56)$$

We estimate from Poincaré’s inequality that

$$\|v_\tau\|_{2p} \leq \left\| \frac{1}{|\Omega|} \int_{\Omega} v_\tau \, dz \right\|_{2p} + c$$

$$\leq c \left( \int_{\Omega} \left| \nabla v_\tau \right|^{2p/(1+p)} \, dz \right)^{1/(1+p)} + c$$

$$= c \left( \int_{\Omega} (1 + q|\nabla u_\tau|) \frac{p}{2p} \frac{1}{1 + q|\nabla u_\tau|} \left| \nabla v_\tau \right|^{2p/(1+p)} \, dz \right)^{1/(1+p)} + c$$

$$\leq c \|1 + q|\nabla u_\tau|\|_{p}^{1/p} \left( \int_{\Omega} \frac{1}{1 + q|\nabla u_\tau|} \left| \nabla v_\tau \right|^{2} \, dz \right)^{1/2} + c \leq c. \quad (57)$$

The proof is complete. \(\square\)

Claim 10 We have

$$\|u_\tau\|_{\infty} \leq c.$$

Observe that this claim is a consequence of the Sobolev embedding theorem if \(p > 2\).

Proof Without loss of generality, we assume

$$\|u_\tau\|_{\infty} = \|u_\tau^+\|_{\infty}.$$

Let \(K > 0\) be selected as below. Define

$$K_n = K - \frac{K}{2^n}, \quad n = 0, 1, 2, \ldots. \quad (58)$$

We use \((u_\tau - K_{n+1})^+\) as a test function in (44) to obtain

$$\int_{\Omega} \rho_\tau (|\nabla u_\tau|^2) \nabla u_\tau \cdot \nabla (u_\tau - K_{n+1})^+ \, dz + \tau \int_{\Omega} |u_\tau|^{-2} u_\tau (u_\tau - K_{n+1})^+ \, dz$$

$$= \int_{\Omega} v_\tau (u_\tau - K_{n+1})^+ \, dz. \quad (59)$$

Note that

$$|u_\tau|^{-2} u_\tau (u_\tau - K_{n+1})^+ \geq [(u_\tau - K_{n+1})^+]^p,$$

$$\rho_\tau (|\nabla u_\tau|^2) \nabla u_\tau \cdot \nabla (u_\tau - K_{n+1})^+ = \rho_\tau (|\nabla u_\tau|^2) |\nabla (u_\tau - K_{n+1})^+|^2.$$ 

Therefore,

$$\int_{\Omega} \rho_\tau (|\nabla u_\tau|^2) |\nabla (u_\tau - K_{n+1})^+|^2 \, dz \leq \int_{\Omega} v_\tau (u_\tau - K_{n+1})^+ \, dz \quad (60)$$

Set

$$U_n = \{ u_\tau \geq K_n \}.$$

Remember that \(p < 2\). With this in mind, we can derive from (20) and (60) that

$$\int_{\Omega} |\nabla (u_\tau - K_{n+1})^+|^p \, dz = \int_{U_{n+1}} |\nabla (u_\tau - K_{n+1})^+|^p \, dz$$
\[ \leq \int_{U_{n+1}} (\|\nabla (u_\tau - K_{n+1})^+\|^2 + \tau)^{p/2} \, dz \]
\[ = \int_{U_{n+1}} (\|\nabla (u_\tau - K_{n+1})^+\|^2 + \tau)^{p/2-1} (\|\nabla (u_\tau - K_{n+1})^+\|^2 + \tau) \, dz \]
\[ = \int_{U_{n+1}} (\|\nabla (u_\tau - K_{n+1})^+\|^2 + \tau)^{p-2} |\nabla (u_\tau - K_{n+1})^+|^2 \, dz \]
\[ + \tau \int_{U_{n+1}} (\|\nabla (u_\tau - K_{n+1})^+\|^2 + \tau)^{p-2} \, dz \]
\[ \leq \int_{U_{n+1}} \rho_\tau (|\nabla u_\tau|^2) |\nabla (u_\tau - K_{n+1})^+|^2 \, dz + \tau^2 |U_{n+1}| \]
\[ \leq \int_{U_{n+1}} v_\tau (u_\tau - K_{n+1})^+ \, dz + \tau^2 |U_{n+1}|. \]

We estimate from (18) and (48) that
\[
\int_{\Omega} v_\tau (u_\tau - K_{n+1})^+ \, dz \leq \| (u_\tau - K_{n+1})^+ \|_p \left( \int_{U_{n+1}} |v_\tau|^{2p/(p-1)} \, dz \right)^{3p-2/2p} \]
\[ \leq c (\|\nabla (u_\tau - K_{n+1})^+\|_p + \| (u_\tau - K_{n+1})^+ \|_1) \left( \int_{U_{n+1}} |v_\tau|^{2p/(p-1)} \, dz \right)^{3p-2/2p} \]
\[ \leq \frac{1}{2} \int_{\Omega} |\nabla (u_\tau - K_{n+1})^+|^p \, dz + c \left( \int_{U_{n+1}} |v_\tau|^{2p/(p-1)} \, dz \right)^{3p-2/(2p-1)} \]
\[ + c \| (u_\tau - K_{n+1})^+ \|_1 \]
\[ \leq \frac{1}{2} \int_{\Omega} |\nabla (u_\tau - K_{n+1})^+|^p \, dz + c |U_{n+1}|^2 + c \| (u_\tau - K_{n+1})^+ \|_1. \]

Combining the preceding two estimates yields
\[
\int_{\Omega} |\nabla (u_\tau - K_{n+1})^+|^p \, dz \leq c |U_{n+1}| + c \| (u_\tau - K_{n+1})^+ \|_1. \]

Set
\[ Y_n = \| (u_\tau - K_n)^+ \|_1. \]

We derive from the Sobolev embedding theorem that
\[
Y_{n+1} \leq \| (u_\tau - K_{n+1})^+ \|_p \left| U_{n+1} \right|^{3p-2/2p} \]
\[ \leq \left\| (u_\tau - K_{n+1})^+ - \frac{1}{|\Omega|} \int_{\Omega} (u_\tau - K_{n+1})^+ \, dz \right\|_p \left| U_{n+1} \right|^{3p-2/2p} + c Y_{n+1} |U_{n+1}|^{3p-2/2p} \]
\[ \leq c \|\nabla (u_\tau - K_{n+1})^+\|_p |U_{n+1}|^{3p-2/2p} + c Y_{n+1} |U_{n+1}|^{3p-2/2p} \]
\[ \leq c |U_{n+1}|^3 + c Y_{n+1}^p |U_{n+1}|^{3p-2/2p} + c Y_{n+1} |U_{n+1}|^{3p-2/2p} \]
\[ \leq c |U_{n+1}|^3 + c Y_{n+1}^p |U_{n+1}|^{3p-2/2p} + c Y_{n+1} |U_{n+1}|^{3/2} \]
\[ \leq c |U_{n+1}|^3 + c Y_{n+1}^p |U_{n+1}|^{3p-2/2p} + c Y_{n+1} |U_{n+1}|^{3/2}. \]

\[ (61) \]
The last step is due to the fact that the sequence \( \{Y_n\} \) is decreasing. Note that

\[
Y_n = \int_\Omega (u_\tau - K_n)^+ \, dz \geq (K_{n+1} - K_n) |U_{n+1}| = \frac{K}{2n+1} |U_{n+1}|.
\]

With this in mind, we derive from (61) that

\[
Y_{n+1} \leq \frac{c \sqrt{2} 3n}{g(K)} Y_n^{\frac{3}{2}}.
\]

where \( g(K) = \min\{K^{\frac{3}{2}}, K^{-\frac{p-2}{2p}}, K^{\frac{1}{2}}\} \). We choose \( K \) so that

\[
Y_0 = \int_\Omega u_\tau^+ \, dz \leq c g^2(K).
\]

By Lemma 6, we have

\[ u_\tau \leq K. \]

The proof is complete. \( \square \)

**Claim 11** We have

\[ \|v_\tau\|_\infty \leq c. \]

**Proof** Without loss of generality, we assume

\[ \|v_\tau\|_\infty = \|v_\tau^+\|_\infty. \]

Let \( K, K_n \) be given as in (58). We use \( (v_\tau - K_{n+1})^+ \) as a test function in (43) to obtain

\[
\int_\Omega D_\tau (u_\tau) \nabla v_\tau \cdot \nabla (v_\tau - K_{n+1})^+ \, dz + \tau \int_\Omega v_\tau (v_\tau - K_{n+1})^+ \, dz = \int_\Omega (f - au_\tau)(v_\tau - K_{n+1})^+ \, dz.
\]

This together with (22) implies

\[
\int_\Omega \frac{1}{1 + q |\nabla u_\tau|} |\nabla (v_\tau - K_{n+1})^+|^2 \, dz \leq \int_\Omega (f - au_\tau)(v_\tau - K_{n+1})^+ \, dz
\leq c \int_\Omega (v_\tau - K_{n+1})^+ \, dz = c Z_{n+1}.
\]

Remember that \( 2p > 2 \). We derive from the Sobolev embedding theorem and (63) that

\[
\left( \int_\Omega \left[ (v_\tau - K_{n+1})^+ \right]^{2p} \, dz \right)^{\frac{1}{2p}} \leq 2 \left( \int_\Omega \left[ (v_\tau - K_{n+1})^+ - \frac{1}{|\Omega|} \int_\Omega (v_\tau - K_{n+1})^+ \, dz \right]^{2p} \, dz \right)^{\frac{1}{2p}} + c Z_{n+1}
\leq c \left( \int_\Omega |\nabla (v_\tau - K_{n+1})^+|^{\frac{2p}{p+1}} \, dz \right)^{\frac{p+1}{2p}} + c Z_{n+1}
\leq c \left( \int_\Omega \frac{1}{(1 + q |\nabla u_\tau|)^{\frac{p}{p+1}}} \frac{1}{(f_\Omega (1 + q |\nabla u_\tau|)^{\frac{p}{p+1}} |\nabla (v_\tau - K_{n+1})^+|^{\frac{2p}{p+1}} \, dz} \right)^{\frac{p+1}{2p}} + c Z_{n+1}
\leq c \left( \int_\Omega \frac{1}{1 + q |\nabla u_\tau|} |\nabla (v_\tau - K_{n+1})^+|^2 \, dz \right)^{\frac{1}{2}} \|1 + q |\nabla u_\tau||_p^{\frac{1}{2}} + c Z_{n+1}
\]
\[ \leq cZ_{n+1}^\frac{1}{2} + cZ_{n+1} \leq cZ_{n+1}^\frac{1}{2}. \]  
(64)

The last step is due to the fact that the sequence \( \{Z_n\} \) is bounded. As before, we have

\[ Z_n = \int_\Omega (v_\tau - K_n)^+ dz \geq (K_{n+1} - K_n)|\{v_\tau \geq K_{n+1}\}| = \frac{K}{2^{n+1}}|\{v_\tau \geq K_{n+1}\}|. \]  
(65)

Using Hölder's inequality, (64), (65), and the fact that \( \{Z_n\} \) is decreasing yields

\[ Z_{n+1} \leq \left( \int_\Omega [(v_\tau - K_{n+1})^+]^{2p} dz \right)^{\frac{1}{2p}} |\{v_\tau \geq K_{n+1}\}|^{1-\frac{1}{2p}} \leq cZ_{n+1}^\frac{1}{2} \left( \frac{2n+1}{K} \right)^{1-\frac{1}{2p}} Z_n^\frac{1}{2} \leq \frac{c2^{(1-\frac{1}{2p})n}}{K^{1-\frac{1}{2p}}} Z_n^{1+\frac{p-1}{2p}}. \]

By Lemma 6, if we choose \( K \) so that

\[ Z_0 = \int_\Omega (v_\tau)^+ dz \leq cK^{\frac{2p-1}{p-1}}, \]

then we have

\[ v_\tau \leq K. \]

\[ \square \]

**Claim 12** The sequence \( \{\nabla u_\tau\} \) is precompact in \( W^{1,s}(\Omega) \) for each \( s \in [1, p) \).

**Proof** We need a version of Lemma 5 for our approximation [22]. To this end, we compute, for \( \xi, \eta \in \mathbb{R}^2 \), that

\[ \begin{align*}
(\vert \eta \vert^2 + \tau) \frac{p-2}{2} \eta - (\vert \xi \vert^2 + \tau) \frac{p-2}{2} \xi \\
= \int_0^1 \frac{d}{dt} \left[ (\vert \xi + t(\eta - \xi) \vert^2 + \tau) \frac{p-2}{2} (\xi + t(\eta - \xi)) \right] dt \\
= (\eta - \xi) \int_0^1 (\vert \xi + t(\eta - \xi) \vert^2 + \tau) \frac{p-2}{2} dt \\
+ (p-2) \int_0^1 (\vert \xi + t(\eta - \xi) \vert^2 + \tau) \frac{p-4}{2} (\eta - \xi) \cdot (\xi + t(\eta - \xi))(\xi + t(\eta - \xi)) dt.
\end{align*} \]  
(66)

Subsequently,

\[ \begin{align*}
\left( (\vert \eta \vert^2 + \tau) \frac{p-2}{2} \eta - (\vert \xi \vert^2 + \tau) \frac{p-2}{2} \xi \right) \cdot (\eta - \xi) \\
= (\eta - \xi)^2 \int_0^1 (\vert \xi + t(\eta - \xi) \vert^2 + \tau) \frac{p-2}{2} dt \\
+ (p-2) \int_0^1 (\vert \xi + t(\eta - \xi) \vert^2 + \tau) \frac{p-4}{2} [(\eta - \xi) \cdot (\xi + t(\eta - \xi))]^2 dt.
\end{align*} \]  
(67)

The last integral has the estimate

\[ 0 \leq \int_0^1 (\vert \xi + t(\eta - \xi) \vert^2 + \tau) \frac{p-4}{2} [(\eta - \xi) \cdot (\xi + t(\eta - \xi))]^2 dt. \]
\[ \leq |\eta - \xi|^2 \int_0^1 (|\xi + t(\eta - \xi)|^2 + \tau)^{\frac{p-2}{2}} \, dt. \]  

(68)

Use this in (67) and keep in mind the fact that \( \tau \in (0, 1) \), \( p \in (1, 2) \) to derive

\[ \left( (|\eta|^2 + \tau)^{\frac{p-2}{2}} \eta - (|\xi|^2 + \tau)^{\frac{p-2}{2}} \xi \right) \cdot (\eta - \xi) \]

\[ \geq (p-1)|\eta - \xi|^2 \int_0^1 (|\xi + t(\eta - \xi)|^2 + \tau)^{\frac{p-2}{2}} \, dt \]

\[ \geq (p-1) \left( \int_0^1 (|\xi + t(\eta - \xi)|^2 + \tau) \, dt \right)^{\frac{p-2}{2}} |\eta - \xi|^2 \]

\[ \geq (p-1) \left( 1 + |\xi|^2 + |\eta|^2 \right)^{\frac{p-2}{2}} |\eta - \xi|^2. \]  

(69)

Here we have used the fact that the function \( s^{\frac{p-2}{2}} \) is convex. Obviously, we only have

\[ \left( (|\eta|^2 + \tau)^{-\frac{1}{2}} \eta - (|\xi|^2 + \tau)^{-\frac{1}{2}} \xi \right) \cdot (\eta - \xi) \geq 0 \]  

for \( \xi, \eta \in \mathbb{R}^2 \).  

(70)

In view of (47) and Claim 10, we may assume

\[ u_\tau \rightarrow u \]  

weakly in \( W^{1,p}(\Omega) \) and strongly in \( L^q(\Omega) \) for each \( q \geq 1 \) as \( \tau \rightarrow 0 \)  

(71)

(pass to a subsequence if necessary). From here on, the limit is always taken as \( \tau \rightarrow 0 \) (possibly) along a suitable subsequence. It follows from (69) and (70) that

\[ \left( \rho(\sqrt{u_\tau}^2) \nabla u_\tau - \rho(\sqrt{u}^2) \nabla u \right) \cdot (\nabla u_\tau - \nabla u) \]

\[ \geq (p-1) \left( 1 + |\sqrt{u_\tau}|^2 + |\sqrt{u}|^2 \right)^{\frac{p-2}{2}} |\nabla u_\tau - \nabla u|^2. \]  

(72)

Note that

\[ \rho(\sqrt{u}^2) \nabla u = (\sqrt{u}^2 + \tau)^{\frac{p-2}{2}} \nabla u + \beta(\sqrt{u}^2 + \tau)^{-\frac{1}{2}} \nabla u = 0 \]  

on \( \{|\nabla u| = 0\} \).  

(73)

If we define \( \rho(\sqrt{u}^2) \nabla u \) to be 0 on the set \( \{|\nabla u| = 0\} \), then we have

\[ \rho(\sqrt{u}^2) \nabla u \rightarrow \rho(\sqrt{u}^2) \nabla u \]  

strongly in \( \left( W^{1,p}(\Omega) \right)^2 \).  

(74)

To see this, we first verify that

\[ \rho(\sqrt{u}^2) \nabla u \rightarrow |\nabla u|^{p-2} \nabla u + \beta |\nabla u|^{-1} \nabla u = \rho(|\nabla u|^2) \nabla u \]  

a.e. on \( \Omega \).  

(75)

Then check

\[ |\rho(\sqrt{u}^2) \nabla u| \leq |\nabla u|^{p-1} + \beta. \]  

(76)

Hence (74) follows from the Dominated Convergence Theorem.

Keeping (74) in mind, we derive from (72) that

\[ \int_\Omega \left( \rho(\sqrt{u_\tau}^2) \nabla u_\tau - \rho(\sqrt{u}^2) \nabla u \right) \cdot (\nabla u_\tau - \nabla u) \, dz \]

\[ = \int_\Omega \left( \rho(\sqrt{u_\tau}^2) \nabla u_\tau - \rho(\sqrt{u}^2) \nabla u \right) \cdot (\nabla u_\tau - \nabla u) \, dz \]

\[ + \int_\Omega \left( \rho(\sqrt{u}^2) \nabla u - \rho(\sqrt{u}^2) \nabla u \right) \cdot (\nabla u_\tau - \nabla u) \, dz \]

\[ \geq (p-1) \int_\Omega \left( 1 + |\sqrt{u_\tau}|^2 + |\sqrt{u}|^2 \right)^{\frac{p-2}{2}} |\nabla u_\tau - \nabla u|^2 \, dz \]
On the other hand, we have from (44) that
\[
\int_{\Omega} \left( \rho_{T}(|\nabla u|^{2})\nabla u - \rho(|\nabla u|^{2})\nabla u \right) \cdot (\nabla u_{\tau} - \nabla u)dz.
\]
(77)

The last step is due to Claim 11, (71), and the fact that \[\rho(|\nabla u|^{2})\nabla u \in L^{p'}(\Omega).\] This together with (77) and (74) implies
\[
\int_{\Omega} (1 + |\nabla u_{\tau}|^{2} + |\nabla u|^{2}) \frac{p-2}{2} |\nabla u_{\tau} - \nabla u|^{2}dz \to 0.
\]
(79)

Remember that \(2 - p < p\). We estimate
\[
\int_{\Omega} |\nabla u_{\tau} - \nabla u|dz
\]
\[
= \int_{\Omega} (1 + |\nabla u_{\tau}|^{2} + |\nabla u|^{2})^{\frac{2-p}{2}} (1 + |\nabla u_{\tau}|^{2} + |\nabla u|^{2})^{\frac{p-2}{2}} |\nabla u_{\tau} - \nabla u|dz
\]
\[
\leq \left( \int_{\Omega} (1 + |\nabla u_{\tau}|^{2} + |\nabla u|^{2})^{\frac{2-p}{2}} dz \right)^{\frac{1}{2}}
\]
\[
\cdot \left( \int_{\Omega} (1 + |\nabla u_{\tau}|^{2} + |\nabla u|^{2})^{\frac{p-2}{2}} |\nabla u_{\tau} - \nabla u|^{2}dz \right)^{\frac{1}{2}}
\]
\[
\leq c \left( \int_{\Omega} (1 + |\nabla u_{\tau}|^{2} + |\nabla u|^{2})^{\frac{p-2}{2}} |\nabla u_{\tau} - \nabla u|^{2}dz \right)^{\frac{1}{2}}
\]
\[
\to 0.
\]
(80)

The claim follows.

To finish the existence part of Theorem 2, we conclude from Claims 12 and 11 and (48) that
\[
\nabla u_{\tau} \to \nabla u \quad \text{strongly in } \left( L^{s}(\Omega) \right)^{2} \text{ for each } p > s \geq 1 \text{ and a.e. on } \Omega,
\]
\[
v_{\tau} \to v \quad \text{weakly in } W^{1,\frac{2p}{p+1}}(\Omega) \text{ and strongly in } L^{q}(\Omega) \text{ for each } q \geq 1.
\]
(81)

Recall that
\[
D_{T}(\nabla u_{\tau}) = \left( 1 + \tau + \frac{(u_{\tau})^{2}}{|\nabla u_{\tau}|^{2} + \tau} \left( \frac{1}{1+q|\nabla u_{\tau}|} - 1 \right) \right) \frac{(u_{\tau})^{2}}{|\nabla u_{\tau}|^{2} + \tau} \left( \frac{1}{1+q|\nabla u_{\tau}|} - 1 \right).
\]

Obviously, for a.e. \(z \in \Omega\) we have that
\[
D_{T}(\nabla u_{\tau}(z)) \to \begin{cases} D(\nabla u(z)) & \text{if } \nabla u(z) \neq 0, \\
I & \text{if } \nabla u(z) = 0.
\end{cases}
\]

That is, each entry of \(D_{T}(\nabla u_{\tau})\) converges a.e on \(\Omega\). It is also bounded. Therefore,
\[
D_{T}(\nabla u_{\tau})\nabla v_{\tau} \to D(\nabla u(z))\nabla v \quad \text{weakly in } \left( L^{\frac{2p}{p+1}}(\Omega) \right)^{2}.
\]
We may assume that
\[ \frac{\nabla u_{\tau}}{(|\nabla u_{\tau}|^2 + \tau)^{\frac{1}{2}}} \rightharpoonup h \text{ weak}^* \text{ in } (L^\infty(\Omega))^2. \]

We claim
\[ h(z) \in \partial \Phi(\nabla u(z)) \quad \text{for a.e. } z \in \Omega, \quad (82) \]
where \( \Phi \) is given as in (5). To see this, we derive from (81) that
\[ \frac{\nabla u_{\tau}(z)}{(|\nabla u_{\tau}(z)|^2 + \tau)^{\frac{1}{2}}} \rightharpoonup \frac{\nabla u(z)}{|
abla u(z)|} = h(z) \quad \text{for a.e. } z \in \{|\nabla u| > 0\}. \]

We always have
\[ \left| \frac{\nabla u_{\tau}}{(|\nabla u_{\tau}|^2 + \tau)^{\frac{1}{2}}} \right| \leq 1. \]

Consequently, \( |h| \leq 1. \) This gives (82)

We are ready to pass to the limit in (43)–(45). This completes the proof of the existence part of Theorem 2.

Finally, we remark that if \( p \geq 2 \) we need to apply a suitable version of (i) in Lemma 5 in the proof of Claim 12. We shall omit the details.

4 Regularity

In this section we assume that condition (16) holds.

Claim 13 Let (16) be satisfied. Then \( \{u_{\tau}\} \) is bounded in \( W^{1,\infty}(\Omega) \).

Proof We are inspired by an idea from [14, p. 300]. For simplicity, we assume
\[ \beta = 1. \quad (83) \]

First we can easily infer from the proof in [1] that for each fixed \( \tau > 0 \) the function \( u_{\tau} \) is a \( C^{1,\alpha} \) function for some \( \alpha \in (0, 1) \) (also see Chapters IV and V of [20]). Write (44) in the form
\[ -\left( |\nabla u_{\tau}|^2 + \tau \right)^{\frac{p-2}{2}} \left( I + (p - 2) \frac{\nabla u_{\tau} \otimes \nabla u_{\tau}}{|\nabla u_{\tau}|^2 + \tau} \right) : \nabla^2 u_{\tau} \]
\[ -\left( |\nabla u_{\tau}|^2 + \tau \right)^{-\frac{1}{2}} \left( I - \frac{\nabla u_{\tau} \otimes \nabla u_{\tau}}{|\nabla u_{\tau}|^2 + \tau} \right) : \nabla^2 u_{\tau} = v_{\tau} - \tau |u_{\tau}|^{p-2} u_{\tau} \text{ in } \Omega. \]

This puts us in a position to apply a result in [3], from whence follows that \( u_{\tau} \) lies in \( W^{2,q}(\Omega) \) for each \( q > 1 \). Thus we can calculate
\[ \text{div} \left( (|\nabla u_{\tau}|^2 + \tau)^{\frac{p-2}{2}} \nabla u_{\tau} \right) = (|\nabla u_{\tau}|^2 + \tau)^{\frac{p-2}{2}} \Delta u_{\tau} \]
\[ + (p - 2)(|\nabla u_{\tau}|^2 + \tau)^{\frac{p-4}{2}} \nabla u_{\tau} \otimes \nabla u_{\tau} : \nabla^2 u_{\tau} \]
\[ = (|\nabla u_{\tau}|^2 + \tau)^{\frac{p-2}{2}} \left( I + \frac{p - 2}{|\nabla u_{\tau}|^2 + \tau} \nabla u_{\tau} \otimes \nabla u_{\tau} \right) : \nabla^2 u_{\tau} \]
\[ = (|\nabla u_{\tau}|^2 + \tau)^{\frac{p-2}{2}} \left( E_{p}(u_{\tau})_{xx} + 2F_{p}(u_{\tau})_{xy} + G_{p}(u_{\tau})_{yy} \right), \quad (84) \]
where

\[ E_p = 1 + \frac{(p-2)(u_\tau)^2}{|\nabla u_\tau|^2 + \tau}, \]
\[ F_p = \frac{(p-2)(u_\tau)_x(u_\tau)_y}{|\nabla u_\tau|^2 + \tau}, \]
\[ G_p = 1 + \frac{(p-2)(u_\tau)_y^2}{|\nabla u_\tau|^2 + \tau}. \]

The preceding calculations are still valid if \( p = 1 \). Subsequently,

\[ \text{div} \left( (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} \nabla u_\tau \right) = (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} \left( E_1(u_\tau)_{xx} + 2 F_1(u_\tau)_{xy} + G_1(u_\tau)_{yy} \right). \]

(88)

Substitute (84) and (88) into (44) and divide through the resulting equation by the coefficient of \((u_\tau)_{yy}\), which is

\[ H_p \equiv (|\nabla u_\tau|^2 + \tau)^{\frac{p}{2}} G_p + (|\nabla u_\tau|^2 + \tau)^{\frac{1}{2}} G_1, \]

to deduce

\[ \begin{align*}
- \frac{(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} E_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} E_1}{H_p} (u_\tau)_{xx} \\
- 2 \frac{(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} F_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} F_1}{H_p} (u_\tau)_{xy} \\
-(u_\tau)_{yy} = \frac{v_\tau - \tau |u_\tau|^{p-2} u_\tau}{H_p} \equiv f_\tau.
\end{align*} \]

(89)

Let

\[ w = (u_\tau)_x. \]

(90)

By differentiating (89) with respect to \( x \), we arrive at

\[ - \text{div} \left( A_\tau \nabla w \right) = (f_\tau)_x, \]

(91)

where

\[ A_\tau = \begin{pmatrix}
\frac{(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} E_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} E_1}{H_p} \\
0 \\
\frac{(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} F_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} F_1}{H_p} \\
1
\end{pmatrix}. \]

(92)

For \( \xi = (\xi_1, \xi_2)^T \), we compute

\[ A_\tau \xi \cdot \xi = \frac{(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} E_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} E_1}{H_p} \xi_1^2 \\
+ 2 \frac{(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}} F_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}} F_1}{H_p} \xi_1 \xi_2 + \xi_2^2 \\
= \frac{(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}}}{H_p} \left( E_1 \xi_1^2 + 2 F_1 \xi_1 \xi_2 + G_1 \xi_2^2 \right) \\
+ \frac{(|\nabla u_\tau|^2 + \tau)^{-\frac{1}{2}}}{H_p} \left( E_1 \xi_1^2 + 2 F_1 \xi_1 \xi_2 + G_1 \xi_2^2 \right). \]

(93)
We derive from (85)–(87) that
\[
E_p \xi_1^2 + 2F_p \xi_1 \xi_2 + G_p \xi_2^2 = \left( I + \frac{p - 2}{|\nabla u_\tau|^2 + \tau} \nabla u_\tau \otimes \nabla u_\tau \right) \xi \cdot \xi \\
= |\xi|^2 + (p - 2) \frac{(\xi \cdot \nabla u_\tau)^2}{|\nabla u_\tau|^2 + \tau}.
\] (94)

Therefore,
\[
(p - 1) |\xi|^2 \leq E_p \xi_1^2 + 2F_p \xi_1 \xi_2 + G_p \xi_2^2 \leq |\xi|^2 \quad \text{for } p \in (1, 2). \tag{95}
\]

Similarly,
\[
0 \leq E_1 \xi_1^2 + 2F_1 \xi_1 \xi_2 + G_1 \xi_2^2 \leq |\xi|^2. \tag{96}
\]

It is also easy to check
\[
(p - 1) \leq G_p = 1 + \frac{(p - 2)(u_\tau)^2}{|\nabla u_\tau|^2 + \tau} \leq 1, \tag{97}
\]
while
\[
0 \leq G_1 = 1 - \frac{(u_\tau)^2}{|\nabla u_\tau|^2 + \tau} = \frac{u_\tau^2 + \tau}{|\nabla u_\tau|^2 + \tau} \leq 1. \tag{98}
\]

Now we consider
\[
\frac{|\nabla u_\tau|^2 + \tau}^{p-2} \leq \frac{1}{1 - \frac{1}{(p - 1)}}, \tag{99}
\]
On the other hand,
\[
\frac{|\nabla u_\tau|^2 + \tau}^{p-2} \geq \frac{1}{G_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{p-1}{2}} G_1} \tag{100}
\]
We still need to estimate
\[
\frac{|\nabla u_\tau|^2 + \tau}^{-\frac{1}{2}} \leq \frac{1}{G_p + (|\nabla u_\tau|^2 + \tau)^{-\frac{p-1}{2}} G_1} \tag{101}
\]
\[
\frac{1}{(p-1)(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}}}. \tag{102}
\]

We are now ready to show that
\[ w \in L^\infty_{\text{loc}}(\Omega). \]

To this end, we fix a point \( z_0 \in \Omega \). Then pick a number \( R \) from \( (0, \min\{\dist(z_0, \partial \Omega), 1\}) \). Define a sequence of concentric balls \( B_{R_n}(z_0) \) in \( \Omega \) as follows:
\[ B_{R_n}(z_0) = \{ z : |z - z_0| < R_n \}, \]
where
\[ R_n = R + \frac{R}{2^{n+1}}, \quad n = 0, 1, 2, \ldots. \]

Choose a sequence of smooth functions \( \theta_n \) so that
\[ \theta_n(z) = 1 \quad \text{in } B_{R_n}(z_0), \]
\[ \theta_n(z) = 0 \quad \text{outside } B_{R_{n-1}}(z_0), \]
\[ |\nabla \theta_n(z)| \leq \frac{c2^n}{R} \quad \text{for each } z \in \mathbb{R}^2, \quad \text{and} \]
\[ 0 \leq \theta_n(z) \leq 1 \quad \text{in } \mathbb{R}^2. \]

Select
\[ K \geq 2 \]
as below. Set
\[ K_n = K - \frac{K}{2^{n+1}}, \quad n = 0, 1, 2, \ldots. \]

Obviously,
\[ K_n \geq 1 \quad \text{for all } n. \tag{103} \]

Without loss of generality, assume that
\[ \max_{B_{R}(z_0)} w = \max_{B_{R}(z_0)} w^+. \tag{104} \]

We use \( \theta_{n+1}^2(w - K_{n+1})^+ \) as a test function in (91) to obtain
\[
\int_{\Omega} A_\tau \nabla w \cdot \nabla (w - K_{n+1})^+ \theta_{n+1}^2 \, dz = -2 \int_{\Omega} A_\tau \nabla w \cdot \nabla \theta_{n+1} (w - K_{n+1})^+ \theta_{n+1} \, dz
- \int_{\Omega} f_\tau \theta_{n+1}^2 (w - K_{n+1})^+ \, dz
- 2 \int_{\Omega} f_\tau \theta_{n+1} (\theta_{n+1})_x (w - K_{n+1})^+ \, dz. \tag{105}
\]

We deduce from (93), (96), (99), and (100) that
\[ A_\tau \nabla w \nabla (w - K_{n+1})^+ = A_\tau \nabla (w - K_{n+1})^+ \cdot \nabla (w - K_{n+1})^+
\geq \frac{c(\nabla u_\tau)^2 + \tau)^{\frac{p-1}{2}}}{1 + (\nabla u_\tau)^2 + \tau)^{\frac{p-1}{2}}} |\nabla (w - K_{n+1})^+|^2. \tag{106} \]

Observe from (103) that
\[ |\nabla u_\tau| \geq |(u_\tau)_x| = (u_\tau)_x = w \geq K_{n+1} \geq 1 \quad \text{on the set } \{ w \geq K_{n+1} \}. \]
Therefore,
\[
A_\tau \nabla w \nabla (w - K_{n+1})^+ \geq \frac{c(1 + \tau)^\frac{p-1}{2}}{1 + (1 + \tau)^\frac{p-1}{2}} |\nabla (w - K_{n+1})^+|^2 \\
\geq c|\nabla (w - K_{n+1})^+|^2.
\]

In view of (96) and (101), we obtain
\[
|A_\tau \nabla w| (w - K_{n+1})^+ \leq \left( c + \frac{1}{(p-1)(|\nabla u_\tau|^2 + \tau)^\frac{p-1}{2}} \right) |\nabla w| (w - K_{n+1})^+ \\
\leq \left( c + \frac{1}{(p-1)(1 + \tau)^\frac{p-1}{2}} \right) |\nabla (w - K_{n+1})^+|(w - K_{n+1})^+ \\
\leq c|\nabla (w - K_{n+1})^+|(w - K_{n+1})^+.
\]

Plug the preceding two inequalities into (105) and apply Young’s inequality appropriately to derive
\[
\int_{B_{R_n}(z_0)} |\nabla (w - K_{n+1})^+|^2 \theta_n^2 \, dz \leq \frac{c4^n}{R^2} \int_{B_{R_n}(z_0)} |(w - K_{n+1})^+|^2 \, dz \\
+ c \int_{S_{n+1}} f_\tau^2 \, dz,
\]

where
\[
S_{n+1} = B_{R_n}(z_0) \cap \{ w \geq K_{n+1} \}.
\]

Set
\[
Y_n = \int_{B_{R_n}(z_0)} |(w - K_n)^+|^2 \, dz.
\]

For each \( s > 2 \) we conclude from Poincaré’s inequality that
\[
\left( \int_{B_{R_n}(z_0)} |(w - K_{n+1})^+ \theta_{n+1}|^s \, dz \right)^{\frac{2}{s}} \leq c \left( \int_{B_{R_n}(z_0)} |\nabla ((w - K_{n+1})^+ \theta_{n+1})|^{\frac{2s}{s-2}} \, dz \right)^{\frac{s-2}{s}} \\
\leq c \int_{B_{R_n}(z_0)} |\nabla ((w - K_{n+1})^+ \theta_{n+1})|^2 \, dz \, |S_{n+1}|^{\frac{2}{s}} \\
\leq \frac{c4^n}{R^2} Y_n |S_{n+1}|^{\frac{2}{s}} + c \int_{S_{n+1}} f_\tau^2 \, dz \, |S_{n+1}|^{\frac{2}{s}}. \tag{107}
\]

By Hölder’s inequality with exponent \( \frac{s}{2} \),
\[
Y_{n+1} \leq \int_{B_{R_n}(z_0)} |(w - K_{n+1})^+ \theta_{n+1}|^2 \, dz \\
\leq \left( \int_{B_{R_n}(z_0)} |(w - K_{n+1})^+ \theta_{n+1}|^s \, dz \right)^{\frac{2}{s}} \, |S_{n+1}|^{1-\frac{2}{s}} \\
\leq \frac{c4^n}{R^2} Y_n |S_{n+1}| + c \int_{S_{n+1}} f_\tau^2 \, dz \, |S_{n+1}|. \tag{108}
\]

Our assumption on \( p \) in (16) implies
\[
2(2 - p) < p.
\]
With this in mind, we estimate the last integral in (108) from (102) as follows:

\[ \int_{S_{n+1}} f^2 dz \leq \int_{S_{n+1}} \frac{(v_\tau - \tau |u_\tau|^{p-2}u_\tau)^2}{(p-1)(|\nabla u_\tau|^2 + \tau)^{\frac{p-2}{2}}} dz \]

\[ \leq c \int_{S_{n+1}} (|\nabla u_\tau|^2 + \tau)^{2-p} dz \]

\[ \leq c \left( \int_{S_{n+1}} (|\nabla u_\tau|^2 + \tau)^{\frac{2(2-p)}{p}} dz \right) \frac{2^{\frac{3p-4}{p}}}{|S_{n+1}|^{\frac{3p-4}{p}}} \leq c |S_{n+1}|^{\frac{3p-4}{p}} , \]  

(109)

where Claims 10 and 11 have been used. Note that

\[ Y_n = \int_{B_R(z_0)} |(w - K_n) + |^2 dz \]

\[ \geq \int_{S_{n+1}} (K_n - K_n)^2 dz = |S_{n+1}| K^2 4^{n+2} - \text{and} \]

\[ |S_{n+1}| = |S_{n+1}| \frac{2^{(2-p)}}{p} |S_{n+1}|^{\frac{3p-4}{p}} \leq c R^2 4^{2-p} |S_{n+1}|^{\frac{3p-4}{p}} . \]  

(110)

Combining the preceding four inequalities yields

\[ Y_{n+1} \leq \frac{c^4 n^4 4^{n(3p-4)}}{R^6} K^{\frac{6p-8}{p}} \frac{c^4 n^4 4^{n(3p-4)}}{R^6} K^{6p-8} \frac{c^4 n^4 4^{n(3p-4)}}{R^6} K^{6p-8} \]

\[ \leq \frac{c 16^n}{R^6} K^{\frac{6p-8}{p}} \frac{c 16^n}{R^6} K^{6p-8} \frac{c 16^n}{R^6} K^{6p-8} Y_n^{\frac{1}{p}} + c 4^{n(3p-4)} \frac{4^{n(3p-4)}}{K^{(3p-4)\frac{1}{p}}} Y_n^{\frac{1}{p}} \]

Choose \( K \geq 2 \) so that

\[ Y_0 \leq c \left( \frac{1}{R^2} Y_0 \right)^{\frac{1}{2}} = c R^2 K^2 , \]

from whence follows

\[ K \geq c \left( \frac{1}{R^2} Y_0 \right)^{\frac{1}{2}} . \]

This combined with Lemma 6 and (104) gives

\[ \sup_{B_R(z_0)} |(u_\tau) x| \leq 2 + c \left( \frac{1}{R^2} \int_{B_R(z_0)} (u_\tau)^2 dz \right)^{\frac{1}{2}} . \]  

(111)

Obviously, the above estimate remains valid if we substitute \((u_\tau)_y\) with \((u_\tau)_x\). This leads to the following inequality

\[ \sup_{B_R(z_0)} |\nabla u_\tau| \leq c + c \left( \frac{1}{R^2} \int_{B_R(z_0)} |\nabla u_\tau|^2 dz \right)^{\frac{1}{2}} . \]

This is the so-called local interior estimate. However, it is not difficult to extend it to an \( L^\infty(\Omega) \) estimate [14, p. 303]. Indeed, if \( z_0 \in \partial \Omega \), our assumption on the boundary implies that there exist a neighborhood \( U(z_0) \) of \( z_0 \) and a \( C^{1,1} \) diffeomorphism \( \mathbb{T} \) defined on \( U(z_0) \) such that the image of \( U(z_0) \cap \Omega \) under \( \mathbb{T} \) is the half ball \( B^+_h(0, h_2^0) = \{(\eta_1, \eta_2) : \eta_1^2 + (\eta_2 - h_2^0)^2 < \]
\(\delta^2, \eta_1 > 0\), where \(\delta > 0, (0, \eta_1^0) = \mathcal{T}(z_0)\). That is to say, we have straightened a portion of the boundary into a segment of \(\eta_1 = 0\) in the \((\eta_1, \eta_2)\) plane [3].

Set

\[ \tilde{u} = u \circ \mathcal{T}^{-1}, \quad \tilde{w} = \tilde{u}_{\eta_1}. \]

Then we can choose \(\mathcal{T}\) so that \(\tilde{w}\) satisfies the boundary condition

\[ \tilde{w}(0, \eta_2) = \tilde{u}_{\eta_1}(0, \eta_2) = 0. \] (112)

One way of doing this is to pick \(\mathcal{T} = \left( \begin{array}{c} f_1(z) \\ f_2(z) \end{array} \right)\) so that the graph of \(f_1(z) = 0\) is \(U(z_0) \cap \partial \Omega\) and the set of vectors \(\{\nabla f_1, \nabla f_2\}\) is orthogonal. By a result in [36], \(\tilde{w}\) satisfies the equation

\[ -\text{div} \left( (J_T^T A_T J_T) \circ \mathcal{T}^{-1} \nabla \tilde{w} \right) = (h_1, h_2) (A_T J_T) \circ \mathcal{T}^{-1} \nabla \tilde{w} + (f_\tau)_\mathcal{T} \circ \mathcal{T}^{-1} \text{ in } B^+_{\delta}(0, \eta_0), \]

where \(J_T\) is the Jacobian matrix of \(\mathcal{T}\), i.e.,

\[ J_T = \nabla \mathcal{T} \]

and the functions \(h_1\) and \(h_2\) comprise first and second order partial derivatives of \(\mathcal{T}\) and are, therefore, bounded by our assumption on \(\mathcal{T}\). In view of (112), the method employed to prove (111) still works here. The only difference is that we use \(B^+_{R_n}(0, \eta_2^0)\) instead of \(B_{R_n}(0, \eta_2^0)\) in the proof. Hence we can conclude that

\[ \sup_{\Omega} |\nabla u_\tau| \leq c + c \left( \int_{\Omega} |\nabla u_\tau|^2 dz \right)^{\frac{1}{2}}. \] (113)

By (17), for each \(\varepsilon > 0\) there is a number \(c\) such that

\[ \|\nabla u_\tau\|_2 \leq \varepsilon \|\nabla u_\tau\|_\infty + c \|\nabla u_\tau\|_1 \leq \varepsilon \|\nabla u_\tau\|_\infty + c. \]

This together with (113) gives the desired result.

We would like to remark that it does not seem possible that one can derive equations similar to (91) for the partial derivatives of \(u_\tau\) when the space dimension \(N \geq 3\). This is the main reason for the assumption \(N = 2\). We also give an indication why the case where \(p \geq 2\) is easier. This is mainly due to the fact that in this case \(H_p\) is bounded away from 0 below on the set \(\{w \geq 1\}\) (see (102)).

**Claim 14** The sequence \(\{v_\tau\}\) is precompact in \(W^{1,2}(\Omega)\).

**Proof** The preceding Claim combined with (46) and (4) implies that \(\{v_\tau\}\) is a bounded sequence in \(W^{1,2}(\Omega)\). Recall that each entry of \(D_\tau(\nabla u_\tau)\) is bounded and converges a.e on \(\Omega\). Therefore,

\[ D_\tau(\nabla u_\tau) \nabla v_\tau \rightarrow D(\nabla u(z)) \nabla v \text{ weakly in } (L^2(\Omega))^{2\times 2}. \]

Adding \(\text{div} (D(\nabla u) \nabla v)\) to both sides of (43) yields

\[ -\text{div} (D_\tau(\nabla u_\tau)(\nabla v_\tau - \nabla v)) = \text{div} (D_\tau(\nabla u_\tau) \nabla v) - au_\tau - \tau v_\tau + f. \]

Use \(v_\tau - v\) as a test function in the above equation and keep in mind Claim 13 to get

\[ c \int_{\Omega} |\nabla v_\tau - \nabla v|^2 dx \leq \int_{\Omega} D_\tau(\nabla u_\tau)(\nabla v_\tau - \nabla v) \cdot (\nabla v_\tau - \nabla v) dz \]

\(\square\) Springer
\[ \int_{\Omega} D_\tau (\nabla u_\tau) \nabla v (\nabla v_\tau - \nabla v) \, dz \\
+ \int_{\Omega} (-au_\tau - \tau v_\tau + f)(v_\tau - v) \, dz \to 0. \]

The proof is complete. \(\square\)
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