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Abstract—We revisit the outlier hypothesis testing framework of Li et al. (TIT 2014) and derive fundamental limits for the optimal test under the generalized Neyman-Pearson criterion. In outlier hypothesis testing, one is given multiple observed sequences, where most sequences are generated i.i.d. from a nominal distribution. The task is to discern the set of outlying sequences that are generated according to anomalous distributions. The nominal and anomalous distributions are unknown. We consider the case of multiple outlying sequences where the number of outlying sequences is unknown and each outlying sequence can follow a different anomalous distribution. Under this setting, we study the tradeoff among the probabilities of misclassification error, false alarm and false reject. Specifically, we propose a threshold-based test that ensures exponential decay of misclassification error and false alarm probabilities. We study two constraints on the false reject probability, with one constraint being that it is a non-vanishing constant and the other being that it has an exponential decay rate. For both cases, we derive bounds on the false reject probability, as a function of the threshold, for each tuple of nominal and anomalous distributions.
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I. INTRODUCTION

Motivated by practical applications in anomaly detection [1], we revisit the outlier hypothesis testing (OHT) problem studied in [2]. In the OHT problem, one is given $M$ sequences and asked to discern the set of outlying sequences which are generated from an unknown anomalous distribution that is different from an unknown nominal distribution from which the rest majority of the sequences are generated from. We consider the case where the outlying sequence might not be present and derive the performance tradeoff between the probabilities of misclassification error, false alarm and false reject for a threshold-based test. Furthermore, we show that our test is optimal under the generalized Neyman-Pearson criterion [3] for both a second-order asymptotic regime and a large deviations regime. Our second-order asymptotic result approximates the finite sample performance of our test. Throughout the paper, we assume that the sequences have a finite alphabet.

We assume that the number of outlying sequence (outlier) is unknown and each outlying sequence can be drawn from a different anomalous distribution. When the number of outliers is known, Li et al. [2] Theorem 10] derived an achievability decay rate of the error probabilities under each hypothesis and showed asymptotic optimality of their result when the number of the sequences $M$ tends to infinity, when the lengths of sequences $n$ tend to infinity and when all the outlying sequences are generated from the same anomalous distribution. Furthermore, when the number of outliers is unknown and when each outlier is generated from the same anomalous distribution, Li et al. [2] Theorem 10] showed that when the null hypothesis is not taken into account, a generalized likelihood ratio test is exponentially consistent. However, the authors of [2] did not characterize the exponent explicitly. One might wonder whether it is possible to characterize the performance of a test when the number of outliers is unknown and when each outlier can be generated from a different anomalous distribution. We answer this question affirmatively by proposing a threshold-based test, characterizing its performance explicitly and proving its asymptotic optimality under the generalized Neyman-Pearson criterion [3].

A. Main Contributions

Our main contributions are two fold. Firstly, we propose a threshold-based test in (7) that is ignorant of the nominal and anomalous distributions and the number of outliers. Secondly, we analyze the tradeoff among probabilities of misclassification error, false reject and false alarm for our test. Specifically, under each tuple of unknown nominal and anomalous distributions, we show that our test ensures that both false alarm and misclassification error probabilities decay exponentially fast and we bound the false reject probability as a function of the threshold in two regimes. In the first regime named second-order asymptotics, we derive bounds on the false reject probability when the number of samples is finite and show that asymptotically when the lengths of the observed sequences tend to infinity, the false reject probability is upper bounded by a constant $\varepsilon \in (0, 1]$. Furthermore, we also study the second regime named large deviations where asymptotically we derive the exponential decay rate of the false reject probability as a function of the threshold in our test. We establish that, as long as the nominal and anomalous distributions are far in a given distance measure that generalizes Jensen-Shannon divergence [4], our test is exponentially consistent by ensuring that all three error probabilities decay...
exponentially. For both regimes, we show that our test is optimal under the generalised Neyman-Pearson criterion.

B. Related Works

The most closely related work to ours is that of [2], [5]. In [2], the authors formulated the outlier hypothesis testing problem, and derived optimal results under constraints on the number of observed sequences, the length of observed sequences and the number of anomalous distributions. In our previous work [5], we revisited the case of at most one outlier in [2] and derived bounds on the false reject probability under any pair of nominal and anomalous distributions for the generalised Neyman-Pearson setting where misclassification error and false alarm probabilities are constrained to decay exponentially fast for all pairs of distributions. However, such a setting twists the achievability and converse proofs with error and false alarm probabilities are constrained to decay under any pair of nominal and anomalous distributions for the generalised Neyman-Pearson setting where misclassification error and false alarm probabilities are constrained to decay exponentially fast for all pairs of distributions.

Since our proof technique is inspired by asymptotic statistical classification theory, we also mention a few works in this domain. In [3], the author studied a binary sequence classification problem and showed that a certain test using empirical distributions is asymptotically optimal with exponentially decreasing misclassification probabilities. The result in [3] was generalized to classification of multiple sequences in [11] and to distributed detection in [12]. Finally, a finite sample analysis for the setting of [3] was provided in [13].

II. PROBLEM FORMULATION AND TEST DESIGN

A. Problem Formulation

Given any $M \in \mathbb{N}$, let $T := [\frac{M}{2}] - 1$. For any integer $t \in [T]$, let $S_t$ denote the set of all subsets of $[M]$ whose cardinality (size) is $t$, i.e.,

$$S_t := \{B \subseteq [M] : |B| = t\}. \quad (1)$$

Then, define the union of subsets $S$ over $t \in [T]$ as follows:

$$S := \bigcup_{t \in [T]} S_t. \quad (2)$$

In the outlier hypothesis testing problem with at most $T$ outliers, the task is to decide whether there are outliers among $M$ observed sequences $X^n = (X^n_1, \ldots, X^n_M)$ and identify the set of outlying sequences if any exist. We assume that each outlying sequence is generated i.i.d. according to a possibly different anomalous distribution. Specifically, let $P_T := (P_{A,1}, \ldots, P_{A,T})$ be a collection of $T$ anomalous distributions that are different from the nominal distribution $P_N$, all defined on the finite alphabet $\mathcal{X}$ with the same support. Furthermore, for any $B \in S$, let $P_B$ denote the collection of distributions $(P_1, \ldots, P_{|B|})$. When $B \in S$ denotes the index of the outlying sequences, for any $l \in B$, $X^n_l$ is generated i.i.d. from $P_{A,l}(t)$, where $PB$ denotes an ordered mapping from $B$ to $[|B|]$ such that for each $i \in B$, $PB(i) := j$ if $i$ is the $j$-th smallest element in $B$. For example, when $M = 10$, $B = \{2, 3, 6\}$ and $P_B = (P_{A,1}, P_{A,2}, P_{A,3})$, then the second sequence $X^n_2$ is generated i.i.d. from $P_{A,2}$, the third sequence $X^n_3$ is generated i.i.d. from $P_{A,3}$, and the 6-th sequence $X^n_6$ is generated i.i.d. from $P_{A,3}$ while all other sequences are generated i.i.d. from the unknown nominal distribution $P_N$.

Since the exact number of outliers is unknown, there are in total $|S| + 1 = \sum_{t \in [T]} \binom{M}{t} + 1$ possible configurations of outlying sequences. Formally, the task is to design a test $\phi_n : \mathcal{X}^{Mn} \to \{\{H_B\}_{B \in S}, \mathcal{H}_l\}$, ignorant of the distributions $(P_T, P_T)$, to classify among the following hypotheses:

- $H_B$ where $B \in S$: the set of outlying sequences are sequences $X^n_i$ with $j \in B$;
- $H_l$: there is no outlying sequence.

The null hypothesis $H_l$ is introduced to model the case when there is no outlier among all $M$ observed sequences.

Given any test $\phi_n$, under any tuple of nominal and anomalous distributions $(P_N, P_T) = (P_{A,1}, \ldots, P_{A,T})$, the performance of $\phi_n$ is evaluated by the following probabilities of misclassification error, false reject and false alarm:

$$\beta_B(\phi_n|P_N, P_T) := \mathbb{P}_B(\phi_n(X^n) \notin \{H_B, H_l\})$$

$$\zeta_B(\phi_n|P_N, P_T) := \mathbb{P}_B(\phi_n(X^n) = H_l),$$

$$\mathcal{P}_{ia}(\phi_n|P_N, P_T) := \mathbb{P}_{ia}(\phi_n(X^n) \neq H_l),$$

where $B \in S$ denotes the set of indices of outliers, and we define $\mathbb{P}_{ia}(\cdot) := \mathbb{P}_{ia}(|H_B|)$ where for $i \in M_S$, $X^n_i$ is generated i.i.d. from the nominal distribution $P_N$ and for $i \in B$, $X^n_i$ is generated i.i.d. from an nominal distribution $P_{A,l}(i)$. Finally, we define $\mathcal{P}_{ia}(\cdot) := \mathbb{P}_{ia}(|H_l|)$, where all sequences are generated i.i.d. from the nominal distribution $P_N$.

B. A Threshold-Based Test

We use a threshold-based test that takes the empirical distribution of each observed sequence as the input and outputs a decision among all hypotheses. We need the following definition to present our test. Given a sequence of distributions $Q = (Q_1, \ldots, Q_M) \in \mathcal{P}(\mathcal{X})^M$ and each $B \in S$, define the following linear combination of KL divergence terms

$$G_B(Q) := \sum_{t \in M_B} D \left( Q_t \bigg| \frac{\sum_{i \in M_B} Q_i}{|M| - |B|} \right),$$

where $MB$ is defined as the set of elements that are in $[M]$ but not in $B$, i.e., $MB := \{i \in [M] : i \notin B\}$. Note that $G_B(Q)$ is a homogeneous measure and equals zero if and only if $Q_j = Q$ for all $j \in MB$ where $Q \in \mathcal{P}(\mathcal{X})$ is arbitrary.

Given $M$ observed sequences $x^n = (x^n_1, \ldots, x^n_M)$ and any positive real number $\lambda$, our test operates as follows:

$$\Psi_n(x^n) := \begin{cases} H_B & \text{if } S_B(x^n) < \min_{C \in S_B} S_C(x^n) \\ \min_{C \in S_B} S_C(x^n) > \lambda, & \text{otherwise,} \end{cases}$$
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which measures the sum of KL divergence between the empirical distribution of each sequence $x^n_i$ with $i \notin B$ relative to the average of the empirical distribution of all sequences $x^n_j$ where $j \notin B$.

C. Discussions

In this subsection, we discuss the performance of the test in (7). For this purpose, we need the following definitions. Given any $B \in S$ and any tuple of distributions $P_B = (P_N, P_{A,1}, \ldots, P_{A,|B|}) \in (\mathcal{P}(\mathcal{X}))^{|B|+1}$, for any two sets $(B, C) \in S^2$, define the following mixture distribution

$$P_{\text{Mix}}^{(B,C,P_N,P_B)}(x) := \frac{1}{|M|} \left( \sum_{i \in (B \cap C)} P_{A,B,i}(x) + \sum_{i \in (M_B \cap M_C)} P_N(x) \right),$$

and define the following sum of KL divergences

$$\text{GD}(B, C, P_N, P_B) = \sum_{i \in (B \cap C)} D \left( P_{A,B,i} \parallel P_{\text{Mix}}^{(B,C,P_N,P_B)} \right) + \sum_{i \in (M_B \cap M_C)} D \left( P_N \parallel P_{\text{Mix}}^{(B,C,P_N,P_B)} \right).$$

We first provide intuition into why the above test should be asymptotically consistent. Assume that $B \in S$ denotes the set of indices of the outliers and for each $i \in B$, the outlier $x^n_i$ is generated i.i.d. from $P_{A,B,i}$. As $n$ tends to infinity, for any sequence $x^n_i$ where $i \notin B$, the empirical distribution $\hat{T}_{x^n_i}$ tends to the nominal distribution $P_N$ and for each $x^n_j$ where $j \notin B$, the empirical distribution $\hat{T}_{x^n_j}$ tends to $P_{A,B,j}$. Therefore, given any $C \in S_B$, the scoring function $S_C(x^n)$ converges to $\text{GD}(B, C, P_N, P_B)$ and $S_B(x^n)$ converges to zero. Note that $\text{GD}(B, C, P_N, P_B) > 0$ for any $P_B$ where $P_{A,j} \neq P_N$ for all $j \in |B|$. Thus, asymptotically, the set of outliers $B$ can be identified if $\lambda < \min_{C \in S_B} \text{GD}(B, C, P_N, P_B)$. On the other hand, when there is no outlier, for each $B \in S$, the scoring function $S_B(x^n)$ tends to zero and thus, with any positive threshold $\lambda$, the null hypothesis is decided. Therefore, the test in (7) is consistent asymptotically for any set of outlier indices $B \in S$ and for any tuple of distributions $P_B$ where $P_{A,j} \neq P_N$ for all $j \in |B|$ such that the threshold satisfies $\lambda < \min_{C \in S_B} \text{GD}(B, C, P_N, P_B)$.

We then discuss the test in (7) and the test in (9) to solve the problem of an unknown number of outliers when $T \geq 2$. Given $M$ observed sequences $x^n$, we calculate the scoring functions $G_B(\hat{T}_{x^n_1}, \ldots, \hat{T}_{x^n_T})$ for all possible sets $B \subseteq S$. Note that each $B \subseteq (S \setminus \emptyset)$ denotes a possible set of indices of outlying sequences and $B = \emptyset$ corresponds to the null hypothesis that no outlier appears. To determine the set of outliers, using the scoring function for all possible $(T^M + 1)$ cases, we run the test in (7) that compares each scoring function with the threshold $\lambda$. In other words, the test (7) checks all possibilities of outliers to make a decision and its complexity increases exponentially with $T$.

Finally, we remark that the statistic in (6) was also used in [2, Eq. (37)] to construct a test when the number of outliers is known, when each outlier follows the same anomalous distribution and when there is no null hypothesis.

III. Main Results

A. Preliminaries

We first present necessary definitions. Recall the definition of the distribution $P_{\text{Mix}}^{(B,C,P_N,P_B)}$ in (9). Given any $B \in S$ and any tuple of distributions $P_B = (P_N, P_{A,1}, \ldots, P_{A,|B|})$, define the following information densities (log-likelihoods):

$$t_{1,l}(x|B,C,P_N,P_B) := \log \frac{P_{A,l}(x)}{P_{\text{Mix}}^{(B,C,P_N,P_B)}(x)}$$

and

$$t_{2,l}(x|B,C,P_N,P_B) := \log \frac{P_N(x)}{P_{\text{Mix}}^{(B,C,P_N,P_B)}(x)}.$$  \hspace{1cm} (11)

One can verify that $\text{GD}(B, C, P_N, P_B)$ in (10) is the linear combination of expectations of the information densities, i.e.,

$$\text{GD}(B, C, P_N, P_B) := \sum_{i \in (B \cap C)} \mathbb{E}_{P_{A,B,i}}[t_{1,l}(x|B,C,P_N,P_B)] + \sum_{i \in (M_B \cap M_C)} \mathbb{E}_{P_N}[t_{2,l}(x|B,C,P_N,P_B)].$$  \hspace{1cm} (13)

Furthermore, define the following linear combination of variances of information densities:

$$V(B,C,P_N,P_B) := \sum_{i \in (B \cap C)} \text{Var}_{P_{A,B,i}}[t_{1,l}(x|B,C,P_N,P_B)] + \sum_{i \in (M_B \cap M_C)} \text{Var}_{P_N}[t_{2,l}(x|B,C,P_N,P_B)].$$  \hspace{1cm} (14)

Given any $(B, C) \in S^2$ and any variables $(x_1, \ldots, x_M)$, define the following linear combination of the information densities:

$$t_{B,C}(x_1, \ldots, x_M|P_N,P_B) := \sum_{j \in (B \cap C)} t_{1,l}(x_j|B,C,P_N,P_B) + \sum_{j \in (M_B \cap M_C)} t_{2,l}(x_j|B,C,P_N,P_B).$$  \hspace{1cm} (15)

Recall that $S_B$ denotes the set $S \setminus \{B\}$ and let the elements in $S_B$ be ordered as $\{C_1, \ldots, C_{|S|-1}\}$. For each $(i, k) \in [|S|-1]^2$ such that $i \neq k$, define the following covariance function

$$\text{Cov}(C_i, C_k, P_N, P_B) := \mathbb{E}_{|B,C_i,C_k|X_1, \ldots, X_M|P_N,P_B} \times \mathbb{E}_{|B,C_i,C_k|X_1, \ldots, X_M|P_N,P_B}. \hspace{1cm} (16)$$

Then define a covariance matrix $V(B,P_N,P_B) = \{V_{i,j}(B,P_N,P_B)\}_{i,j \in [|S|-1]}$ where

$$V_{i,j}(B,P_N,P_B) = \begin{cases} V(B,C_i,P_N,P_B) & \text{if } i = j, \\ \text{Cov}(C_i, C_k, P_N, P_B) & \text{otherwise}. \end{cases} \hspace{1cm} (17)$$
For any \( k \in \mathbb{N} \), \( Q_k(x_1, \ldots, x_k; \mu, \Sigma) \) is the multivariate generalization of the complementary Gaussian cdf defined as follows:

\[
Q_k(x_1, \ldots, x_k; \mu, \Sigma) := \int_{x_1}^{\infty} \cdots \int_{x_k}^{\infty} N(x; \mu, \Sigma)dx,
\]

where \( N(x; \mu, \Sigma) \) is the pdf of a \( k \)-variate Gaussian with mean \( \mu \) and covariance matrix \( \Sigma \). Furthermore, for any \( k \in \mathbb{N} \), we use \( 1_k \) to denote a row vector of length \( k \) with all elements being one and we use \( 0_k \) similarly. The complementary cdf \( Q_k \) in (18), together with \( GD(B, C, P_N, P_B) \) and \( V(B, P_N, P_B) \), will be critical to upper bound the false reject probabilities.

Finally, given any \( \lambda \in \mathbb{R}_+ \) and any tuple of distributions \( P_B = (P_N, P_{A,1}, \ldots, P_{A,T}) \in \mathcal{P}(\chi) \), for each \( B \in S \), define the following quantity:

\[
LD_B(\lambda, P_N, P_B) := \min_{(c, D) \in S^2; c \neq D} \min_{Q \in (P_N)(\chi)_{\leq \lambda}} \left( \sum_{i \in B} D(Q_i | P_{A,iB}(i)) + \sum_{i \in M_B} D(Q_i | P_N) \right).
\]

The quantity \( LD_B(\lambda, P_N, P_B) \) will characterize the false reject exponent under each hypothesis.

**B. Second-Order Asymptotics**

We first provide an achievability result, where the performance of the test in (7) is characterized in terms of misclassification and false alarm probabilities that decay exponentially fast when the false reject probability is upper bounded by a function of the threshold \( \lambda \). Furthermore, we demonstrate the optimality of the test in (7) under the generalized Neyman-Pearson criterion.

**Theorem 1.** For any nominal distribution \( P_N \) and anomalous distributions \( P_T = (P_{A,1}, \ldots, P_{A,T}) \), given any positive real number \( \lambda \in \mathbb{R}_+ \), the test in (7) satisfies that for each \( B \in S \),

\[
\beta_B(\Psi_n | P_N, P_T) \leq \exp \left( -n\lambda + |\chi| \log((M-1)n+1) \right),
\]

\[
P_{fa}(\Psi_n | P_N, P_T) \leq |S|^2 \exp \left( -n\lambda + |\chi| \log((M-1)n+1) \right),
\]

and

\[
\zeta_B(\Psi_n | P_N, P_T) \leq 1 + O \left( \frac{1}{\sqrt{n}} \right) - Q_{|S|-1}(\sqrt{m\mu}(\lambda, P_N, P_B); 0_{|S|-1}; 0_{|S|-1}; V(B, P_N, P_B)),
\]

where \( \mu(\lambda, P_N, P_B) \) denotes the length-\((|S| - 1)\) vector with elements \( \lambda - GD(B, C_1, P_N, P_B), \ldots, \lambda - GD(B, C_{|S|-1}, P_N, P_B) \) + \( |S|-1 \times O(\log n/n) \).

The proof of Theorem 1 is available in [6] Appendix D]. Several remarks are as follows.

When the number of outliers \( M \) is finite, both misclassification and false alarm probabilities decay exponentially fast, with a speed lower bounded by \( \lambda \) asymptotically when \( n \) tends to infinity. On the other hand, the false reject under each hypothesis \( H_B \) is upper bounded by a function of \( \lambda \) and critical quantities \( GD(B, C, P_N, P_B) \) and \( V(B, P_N, P_B) \). Note that the threshold \( \lambda \) trades off the lower bound on the decay rate of the homogeneous error exponent of the misclassification and false alarm probabilities and the upper bound on the false reject probability. If \( \lambda \) increases, the homogeneous error exponent increases while the false reject probability decreases as well. Thus better performance in misclassification error and false alarm probabilities leads to worse false reject probabilities.

Asymptotically as \( n \to \infty \), if the threshold \( \lambda < \min_{i \in \{1, \ldots, |S|-1\}} GD(B, C_i, P_N, P_B) + GD(B, P_N, P_B) \), then the false reject probability under hypothesis \( H_B \) vanishes. One might also be interested in the more practical non-asymptotic case where \( n \) is finite. Obtaining the exact solution to such case is almost impossible. However, a second-order asymptotic approximation to the non-asymptotic performance is possible using the result in (22). For this purpose, let \( d(B) \) be the number of elements in the vector that equals the minimal value, i.e., \( d(B) := |\{i \in \{1, \ldots, |S|-1\} : GD(B, C_i, P_N, P_B) = GD(B, P_N, P_B)\} \), and given any \( \varepsilon \in (0, 1) \), let

\[
L^*(\varepsilon | B, P_N, P_B) := \max \left\{ L \in \mathbb{R} : \text{Q}(d(B))(L \times 1_{d(B)}; 0_{d(B)}; V(B, P_N, P_B)) \geq 1 - \varepsilon \right\},
\]

\[
\lambda^*(n, \varepsilon | B, P_N, P_B) := GD(B, P_N, P_B) + \frac{L^*(\varepsilon | B, P_N, P_B)}{\sqrt{n}}.
\]

We then have the following corollary of Theorem 1:

**Corollary 1.** For any \((B, P_N, P_B)\), if \( \lambda \) satisfies \( \lambda \leq \lambda^*(n, \varepsilon | B, P_N, P_B) \) for all \( n \in \mathbb{N} \), then as the blocklength \( n \) increases, the upper bound on the false reject probability under \((B, P_N, P_B)\) tends to \( \varepsilon \in (0, 1) \), i.e.,

\[
\lim_{n \to \infty} \zeta_B(\Psi_n | P_N, P_T) \leq \varepsilon.
\]

The result in Corollary 1 implies a phase transition phenomenon for our test. In particular, if the threshold \( \lambda \) is strictly greater than \( GD_M(P_N, P_A) \), then asymptotically the false reject probabilities tend to one. On the other hand, if \( \lambda < GD_M(P_N, P_A) \), then asymptotically the false reject probabilities vanish.

Note that \( \lambda^*(n, \varepsilon | B, P_N, P_B) \) is a critical bound for the threshold in the test, which trades off a lower bound \( \lambda \) on the exponential decay rates of misclassification error and false alarm probabilities and a non-vanishing upper bound \( \varepsilon \) for the maximal false reject probability. Such a result is known as a second-order asymptotic result since it provides a formula for the second dominant term \( \frac{L^*(\varepsilon | B, P_N, P_B)}{\sqrt{n}} \) beyond the leading constant term \( GD(B, P_N, P_B) \) asymptotically as \( n \to \infty \).

Finally, we discuss the influence of the number of observed sequences \( M \) on the performance of the test in (7). As demonstrated in the above remark, \( GD(B, P_N, P_B) \) is the
critical quantity that is related with the performance of the test. Thus, it suffices to study the properties of \(GD(B, P_N, P_B)\) as a function of \(M\) under each hypothesis \(H_2\). However, it is challenging to obtain closed form equations for the dependence of \(GD(B, P_N, P_B)\) on \(M\) when each outlier is generated from a unique anomalous distributions. Thus, we specialize our results to the case where all anomalous distributions are the same and given by \(P_A\). Under this assumption, we have

\[
GD(B, P_N, P_B) = \min_{i \in [T]} \min_{l \in [B]} (ID(P_A|P_{Mix}^{l,t})) + (M - t - l)D(P_N||P_{Mix}^{l,t}),
\]

where \(P_{Mix}^{l,t} = \frac{IP_a + (M-t-l)P_N}{M-t-l}\). For any \((t, l) \in [T] \times [B]\), we have

\[
\frac{\partial GD(B, P_N, P_B)}{\partial M} = D(P_N||P_{Mix}^{l,t}).
\]

Thus, \(GD(B, P_N, P_B)\) increases in \(M\) if \(D(P_N||P_{Mix}^{l,t}) > 0\), which holds almost surely for all distinct nominal and anomalous distributions. This implies that the performance of the test in (7) increases as the number of observed sequences \(M\) increases when the number of outliers \(|B|\) remains unchanged. On the other hand, the result in (25) implies that for a fixed number of observed sequences \(M\), the performance of the test in (7) degrades as the number of outliers \(|B|\) increases.

With the above achievability result on the performance of the test in (7), it remains to show that the test is in fact optimal in a certain sense. Since nominal and anomalous distributions are unknown, in order to derive a converse result, the classical Neyman-Pearson criterion, which requires knowledge of generating distributions, is not applicable. Furthermore, as proved in [2], for our problem, it is impossible to ensure that all three kinds of error probabilities decay exponentially for all pairs of nominal and anomalous distributions. As a compromise, we adopt the generalized Neyman-Pearson criterion of Gutman [3] to derive a lower bound on the false reject probability. The generalized Neyman-Pearson criterion is that both misclassification error and false alarm probabilities decay exponentially fast with homogeneous speed for all tuple of nominal and anomalous distributions. We give a lower bound on the false reject probability for any particular pair of distributions \((P_N, P_T)\) in the following theorem.

**Theorem 2.** Given any \(\lambda \in \mathbb{R}_+\), for any test \(\phi_n\) such that

\[
\beta_B(\phi_n|\tilde{P}_N, \tilde{P}_T) \leq \exp(-n\lambda), \forall (\tilde{P}_N, \tilde{P}_T),
\]

then for any tuple of nominal and anomalous distributions \((P_N, P_T)\), for each \(B \in S\), \(\zeta_B(\Psi_n|P_N, P_T)\) is lower bounded by the right hand side of (22).

The proof of Theorem 2 is available in [6, Appendix E]. The result in Theorem 2 holds for any number of observed sequences \(M\) and when the length \(n\) of each observed sequence \(n\) is such that \(O(\frac{\log n}{n})\) and \(O(\frac{1}{\sqrt{n}})\) can be neglected.

### C. Large Deviations

We next characterize the tradeoff between the false reject exponent and the homogeneous error exponent of the misclassification error and false alarm probabilities. Recall the definition of \(LD_B(\lambda, P_N, P_B)\) in (19).

**Theorem 3.** For any nominal distribution \(P_N\) and anomalous distributions \(P_T = (P_{A,1}, \ldots, P_{A,T})\), given any positive real number \(\lambda \in \mathbb{R}_+\), the test in (7) satisfies that for each \(B \in S\),

\[
\liminf_{n \to \infty} -\frac{1}{n} \log \beta_B(\Psi_n|P_N, P_T) \geq \lambda, \quad \liminf_{n \to \infty} -\frac{1}{n} \log \rho_B(\Psi_n|P_N, P_T) \geq \lambda, \quad \liminf_{n \to \infty} -\frac{1}{n} \log \zeta_B(\Psi_n|P_N, P_T) \geq LD_B(\lambda, P_N, P_B).
\]

Conversely, for any test that ensures the homogeneous exponential decay rate of the misclassification error and false alarm is no less than \(\lambda\) for all tuples of nominal and anomalous distributions, under any nominal distribution \(P_N\) and anomalous distributions \(P_T = (P_{A,1}, \ldots, P_{A,T})\), the false reject exponent is also upper bounded by \(LD_B(\lambda, P_N, P_B)\) under each hypothesis \(H_B\).

The proof of Theorem 3 is available in [6, Section III.E]. We note that the threshold \(\lambda\) governs the tradeoff between the false reject exponent and the homogeneous error exponent under each hypothesis. From the definition of \(LD_B(\lambda, P_N, P_B)\) in (19), it follows that the false reject exponent \(LD_B(\lambda, P_N, P_B)\) decreases in \(\lambda\). One can show that \(LD_B(\lambda, P_N, P_B) > 0\) if and only if \(\lambda < GD(B, P_N, P_B)\) and the maximal false reject exponent satisfies

\[
\max_{\lambda \in (0, GD(B, P_N, P_B))} LD_B(\lambda, P_N, P_B)
\]

\[
\leq \min_{Q \in \mathcal{P}(X)} \left( \sum_{i \in B} D(Q||P_{A,\lambda B}(i)) + (M - |B|)D(Q||P_N) \right).
\]

Therefore, if the threshold \(\lambda < \min_{B \in S} GD(B, P_N, P_B)\), then regardless of the number of outliers, the misclassification error, the false alarm and false reject probabilities decay exponentially fast for any tuple of distributions \((P_N, P_T)\), such that \(\min_{B \in S} GD(B, P_N, P_B)\) is strictly positive.

Note that asymptotically, the exponents of probabilities of misclassification error and false alarm are equal. This is an artifact of our test in (7) where only one threshold \(\lambda\) is used. It would be worthwhile to investigate tests that can fully characterize the exponent tradeoff of all three kinds of error probabilities, beyond the degenerate “corner-point” case in this paper. Such investigations will be pursued in future work.

### IV. Conclusion

We revisited the outlier hypothesis testing problem studied by Li et al. [2] and proposed a threshold-based test, analyzed its performance and proved its asymptotic optimality under the generalized Neyman-Pearson criterion [3]. In the future, one can consider a sequential setting [8] and study sequences with continuous [10] or large alphabets [15].
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