Super-convergence and post-processing for mixed finite element approximations of the wave equation
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Abstract We consider the numerical approximation of acoustic wave propagation problems by mixed BDM\(_{k+1}-P_k\) finite elements on unstructured meshes. Optimal convergence of the discrete velocity and super-convergence of the pressure are established. Based on these results, we propose a post-processing strategy that allows us to construct an improved pressure approximation from the numerical solution. Corresponding results are well-known for mixed finite element approximations of elliptic problems and we extend these analyses here to the hyperbolic problem under consideration. We also consider the subsequent time discretization by the Crank–Nicolson method and show that the analysis and the post-processing strategy can be generalized to the fully discrete schemes. Our proofs do not rely on duality arguments or inverse inequalities and the results therefore also apply for non-convex domains and non-uniform meshes.
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1 Introduction

The propagation of pressure waves of small amplitude in a Newtonian fluid or an elastic solid can be modeled by hyperbolic systems of the form
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Here \( p \) and \( u \) denote the pressure and velocity fields and the parameters \( a \) and \( b \) encode the material properties, e.g., the density of the medium or the speed of sound. The two equations describe the conservation of mass and momentum and they can be derived under certain simplifying assumptions from the Euler equations of motion [22].

Finite element methods have been used quite successfully for the space discretization of wave propagation problems for many years. One common approach is to first rephrase the system (1.1)–(1.2) in its second order form

\[
a \partial_t p - \text{div}(b^{-1} \nabla p) = 0,  
\]

which results from elimination of the velocity field \( u \) via the momentum equation. This second order form can then be discretized in space by standard continuous piecewise polynomial finite elements. A subsequent time discretization by appropriate time-stepping schemes leads to efficient and reliable fully discrete methods with good stability and approximation properties; see [2–4,13,16] for such schemes and their analysis.

The standard Galerkin approximation of the wave equation (1.3) can also be interpreted as a particular mixed discretization of the first order system (1.1)–(1.2), with emphasis on the approximation of the pressure variable \( p \). In many cases, however, the velocity field is the quantity of main interest, and alternative dual mixed finite element approximations may be more appropriate, where the approximation of the velocity \( u \) is emphasized instead. We refer to [14,18,19,21,30] for results in this direction and to [12,20] for a comprehensive survey on mixed finite element methods for wave propagation problems.

In this paper, we consider the discretization of the so-called velocity-pressure formulation (1.1)–(1.2) by mixed finite element schemes based on BDM\(_{k+1}\)-P\(_k\) elements [8]. Similar finite element approximations have been considered in [18] and related mixed methods for the equivalent displacement-stress formulation have been investigated in [14,19]. From the analyses presented in these works, one can infer that the errors of the BDM\(_{k+1}\)-P\(_k\) semi-discretization can be bounded by

\[
\|p(t) - p_h(t)\|_{L^2(\Omega)} + \|u(t) - u_h(t)\|_{L^2(\Omega)} \leq Ch^{k+1},
\]

provided that the solution \((p, u)\) is sufficiently smooth. This estimate is optimal in terms of the approximation properties of the pressure space \( P_k \), but sub-optimal regarding the velocity approximation in BDM\(_{k+1}\). Note that for related discretizations based on RT\(_k\)-P\(_k\) elements, the estimate is of optimal order in both variables.

As a first result of our paper, we will prove that also for the BDM\(_{k+1}\)-P\(_k\) approximation, the error is in fact of optimal order, more precisely,

\[
\|\pi_h p(t) - p_h(t)\|_{L^2(\Omega)} + \|u(t) - u_h(t)\|_{L^2(\Omega)} \leq Ch^{k+2}. 
\]
Here $\pi_h$ denotes the $L^2$-projection onto the discrete pressure space. This estimate also shows that the projected pressure error even exhibits super-convergence by one order. The overall approximation therefore is balanced, although different polynomial orders for the approximation of $p$ and $u$ are used. Similar super-convergence results are well-known for elliptic problems, see e.g. [6–8] and [5, Chapter 1] for a comprehensive overview. Here we extend these results to the hyperbolic problem under consideration.

Let us put this first result into perspective of previous work: In [9], an improved error estimate $\|\pi_h p(t) - p_h(t)\| \leq Ch^2$ for the projected pressure error has been established for the RT$_0$-P$_0$ discretization of the wave equation. The analysis there however assumes the underlying elliptic problem to be $H^2$-regular, which we do not require here. In addition, only first order convergence $\|u(t) - u_h(t)\| \leq Ch$ for the velocity can be obtained due to the inferior approximation of the velocities in RT$_0$. Moreover, the extension of the analysis in [9] to the time discrete problem does not seem straightforward.

Optimal order estimates $\|u(t) - u_h(t)\| \leq C h^{k+2}$ have been established in [25] for a second order formulation of Maxwell’s equations; see also [24] for the subsequent time discretization. Although the second solution component is not present in this formulation, the estimates of these works can be seen to be related to (1.5) in two dimensions.

Various super-convergence results for approximations of wave phenomena are available for structured or almost structured grids; see e.g. [10,11,15,29]. In contrast to these approaches, which are usually based on duality arguments and require regularity of the underlying meshes, our arguments here are based only on certain compatibility conditions of the approximation spaces and our results therefore apply to more general situations.

Based on sharp estimates for the projected pressure error, different post-processing strategies have been proposed for mixed finite element approximations of elliptic problems; see e.g. [1,8,28]. These aim at constructing improved approximations $\tilde{p}_h$ for the pressure from the discrete solution $(p_h, u_h)$ and the problem data by local computations. The second contribution of our manuscript will be to extend these results to the hyperbolic problem under consideration. For $t \geq 0$, we construct an improved pressure approximation $\tilde{p}_h(t) \in P_{k+1}$, such that

$$\|u(t) - u_h(t)\|_{L^2(\Omega)} + \|p(t) - \tilde{p}_h(t)\|_{L^2(\Omega)} \leq Ch^{k+2}. \quad (1.6)$$

Another post-processing strategy has been proposed in [9] for the discretization of the wave equation by RT$_0$–P$_0$ elements. There, an improved pressure approximation $\tilde{p}_h(t)$ is constructed on a macro mesh and the estimate $\|p(t) - \tilde{p}_h(t)\| \leq Ch^2$ is established. Apart from the availability of a macro mesh, the proof of this estimate again uses duality arguments and requires $H^2$-regularity of the underlying elliptic problem. We do not require such assumptions and our results therefore hold for more general domains and unstructured as well as locally refined meshes.

As a third step of our analysis, we finally also investigate the subsequent time discretization. For ease of presentation, we only consider the Crank–Nicolson method in detail, but the arguments can be extended to higher order schemes. The super-convergence estimates for the projected pressure error as well as the post-processing
strategy are extended to the resulting fully discrete schemes, which give approximations with optimal convergence order in space and time.

The remainder of the manuscript is organized as follows: In Sect. 2, we give a complete description of the problem under investigation and recall some preliminary results. The following sections contain the main contributions of our manuscript:

- Section 3 presents the a-priori error analysis for the semi-discretization.
- The post-processing strategy for the semi-discretization is analyzed in Sect. 4.
- Section 5 investigates the time discretization by the Crank–Nicolson method and provides estimates for the velocity and the projected pressure error.
- The construction and the analysis of the post-processing strategy is extended to the fully discrete schemes in Sect. 6.

Some numerical tests are presented in Sect. 7 for illustration of the theoretical results. We conclude with a short summary and a discussion of open topics for future research.

2 Preliminaries

Let $\Omega \subseteq \mathbb{R}^d$ be a bounded polyhedral Lipschitz domain in dimension $d = 2$ or $d = 3$, and let $T > 0$ denote a finite time horizon. We consider the first order hyperbolic system

\[
\begin{align*}
    a \partial_t p + \text{div } u &= f \quad \text{in } \Omega \times (0, T), \\
    b \partial_t u + \nabla p &= g \quad \text{in } \Omega \times (0, T),
\end{align*}
\]

with homogeneous boundary conditions

\[
p = 0 \quad \text{on } \partial \Omega \times (0, T),
\]

and initial values prescribed by

\[
p(0) = p_0, \quad u(0) = u_0 \quad \text{in } \Omega.
\]

The coefficient functions $a, b : \Omega \to \mathbb{R}$ are assumed to be bounded and uniformly positive throughout. Using standard arguments of semi-group theory \cite{17,26}, one can then show

**Lemma 2.1** (Classical solution) For any $u_0 \in H(\text{div}; \Omega)$ and $p_0 \in H^1_0(\Omega)$ and any $f \in W^{1,1}(0, T; L^2(\Omega))$ and $g \in W^{1,1}(0, T; L^2(\Omega)^d)$ there exists a unique classical solution

\[
(p, u) \in C([0, T], H^1_0(\Omega) \times H(\text{div}; \Omega)) \times C^1([0, T], L^2(\Omega) \times L^2(\Omega)^d)
\]

of the system (2.1)–(2.4) and its norm can be bounded by the norm of the data.

Here $L^2(\Omega)$, $H^1(\Omega)$, and $H(\text{div}, \Omega) = \{u \in L^2(\Omega)^d \mid \text{div } u \in L^2(\Omega)\}$ are the usual Lebesgue and Sobolev spaces. The functions in $H^1_0(\Omega)$ additionally have zero trace.
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on the boundary. The spaces $C^k([0, T]; X)$ and $W^{k,p}(0, T; X)$ consist of functions of time with values in a Hilbert space $X$; we refer to [17] for details and further notation.

Remark 2.2 By formal differentiation of the system with respect to time, one can also obtain existence and uniform bounds for the time derivatives $(\partial_t^k p, \partial_t^k u)$ of higher order, provided that the usual compatibility conditions between initial and boundary conditions are satisfied. Higher regularity with respect to the space variable can then be obtained via elliptic regularity estimates; we again refer to [17] for details.

The mixed finite element discretizations investigated in the subsequent sections are based on the following variational characterization of classical solutions.

Lemma 2.3 (Variational characterization) Let $(p, u)$ denote a classical solution of (2.1)–(2.4). Then for all $0 \leq t \leq T$ there holds

\begin{align}
(a \partial_t p(t), q)_\Omega + (\text{div} u(t), q)_\Omega &= (f(t), q)_\Omega \quad \forall q \in L^2(\Omega), \quad (2.5) \\
(b \partial_t u(t), v)_\Omega - (p(t), \text{div} v)_\Omega &= (g(t), v)_\Omega \quad \forall v \in H(\text{div}, \Omega). \quad (2.6)
\end{align}

The symbol $(p, q)_\Omega = \int_\Omega pq \, dx$ is used here to denote the scalar product of $L^2(\Omega)$.

Proof The assertion follows by testing the Eqs. (2.1)–(2.2) with appropriate functions, integration-by-parts in the second equation, and use of the boundary conditions. \qed

3 Semi-discretization

3.1 Preliminaries

Let $T_h = \{K\}$ be a conforming simplicial mesh of the domain $\Omega$. We denote by $h_K$ and $\rho_K$ the diameter and inner circle radius of the element $K$, and call $h = \max_K h_K$ the mesh size. We assume that $T_h$ is $\gamma$-shape regular, i.e., that $\gamma h_K \leq \rho_K \leq h_K$ holds for all $K \in T_h$ with some uniform constant $\gamma > 0$. We further denote by $P_k(K)$ the space of polynomial functions on $K$ of degree less or equal to $k$. In our estimates we repeatedly use constants $C$ which may have different values at different places, and which may depend on the polynomial degree $k$, on the mesh regularity constant $\gamma$, and on the bounds for the parameters $a$ and $b$. However, these constants will always be independent of the mesh size $h$.

As finite dimensional approximations for the function spaces $L^2(\Omega)$ and $H(\text{div}; \Omega)$ arising in the above variational characterization, we consider the finite element spaces

\begin{align}
Q_h &= \{q \in L^2(\Omega) : q|_K \in P_k(K) \forall K \in T_h\} =: P_k(T_h), \quad (3.1) \\
V_h &= P_{k+1}(T_h)^d \cap H(\text{div}; \Omega) =: \text{BDM}_{k+1}(T_h) \cap H(\text{div}; \Omega). \quad (3.2)
\end{align}

Note that functions in $v_h \in V_h$ have continuous normal components across element interfaces, while functions $q_h \in Q_h$ are, in general, completely discontinuous across interfaces. Also recall [6,8] that for simplicial elements $K$, we have $P_k(K)^d = \text{BDM}_k(K)$, which explains our notation. The following well-known approximation results will be used several times.
Lemma 3.1  (Projection operators) Let $Q_h$ and $V_h$ be defined as above. Then

$$\text{div}(V_h) = Q_h$$  \hspace{1cm} (3.3)

and there exists a projection operator $\rho_h : H^1(T_h)^d \cap H(\text{div}, \Omega) \to V_h$ such that

$$\text{div} \rho_h u = \pi_h \text{div} u \quad \forall u \in H^1(T_h)^d \cap H(\text{div}, \Omega).$$  \hspace{1cm} (3.4)

Here $\pi_h : L^2(\Omega) \to Q_h$ is the $L^2$-orthogonal projection onto $Q_h$ defined by

$$(\pi_h p, q_h)_{\Omega} = (p, q_h)_{\Omega} \quad \forall q_h \in Q_h.$$  \hspace{1cm} (3.5)

Moreover, the following approximation error estimates hold true:

$$\| p - \pi_h p \|_{L^2(\Omega)} \leq C h^r |p|_{H^r(T_h)} \quad \forall p \in H^r(T_h), \ 0 \leq r \leq k + 1,$$

$$\| u - \rho_h u \|_{L^2(\Omega)} \leq C h^r |u|_{H^r(T_h)} \quad \forall u \in H^r(T_h)^d \cap H(\text{div}, \Omega), \ 1 \leq r \leq k + 2,$$

and $C$ only depends on the shape regularity constant $\gamma$ and the polynomial degree $k$.

We denote here by $H^k(T_h) = \{ q \in L^2(\Omega) : q|_K \in H^k(K) \}$ the broken Sobolev space of piecewise smooth functions, in analogy to our notation for piecewise polynomial spaces.

Remark 3.2  The relation (3.4) is known as commuting diagram property and will play an important role in our analysis. The projection operator $\rho_h$ can be defined locally for every element, which is why some additional regularity is required for the definition of $\rho_h$; see e.g. [6, Chapter 2.5.2]. This artificial smoothness requirements could be relaxed, if a commuting quasi-interpolation operator [27] is used instead.

3.2 Mixed finite element approximation

For the discretization of the initial boundary value problem (2.1)–(2.4) in space, we consider the following mixed finite element approximation of the variational principle stated above.

Problem 3.3  (Galerkin semi-discretization) Find $(p_h, u_h) \in H^1(0, T; Q_h \times V_h)$ with

$$p_h(0) = \pi_h p_0 \quad \text{and} \quad u_h(0) = \rho_h u_0,$$

and such that for all $0 \leq t \leq T$ there holds

$$(a \partial_t p_h(t), q_h)_{\Omega} + (\text{div} u_h(t), q_h)_{\Omega} = (f(t), q_h)_{\Omega} \quad \forall q_h \in Q_h,$$

$$(b \partial_t u_h(t), v_h)_{\Omega} - (p_h(t), \text{div} v_h)_{\Omega} = (g(t), v_h)_{\Omega} \quad \forall v_h \in V_h.$$
Existence and uniqueness of a semi-discrete solution \((p_h, u_h)\) follows immediately from the Picard–Lindelöf theorem. Moreover, the following discrete stability estimate holds.

**Lemma 3.4** (Discrete energy estimate) Let \((p_h, u_h)\) denote the solution of Problem 3.3. Then

\[
\|p_h(t)\|_{L^2(\Omega)} + \|u_h(t)\|_{L^2(\Omega)}
\leq C \left( \|p_h(0)\|_{L^2(\Omega)} + \|u_h(0)\|_{L^2(\Omega)} + \int_0^t \|f(s)\|_{L^2(\Omega)} + \|g(s)\|_{L^2(\Omega)} ds \right),
\]

with constant \(C\) only depending on the bounds for \(a\) and \(b\) and the time horizon \(T\).

**Proof** The estimate follows by testing (3.9)–(3.10) with \(q_h = p_h(t),\) \(v_h = u_h(t)\) and application of Cauchy-Schwarz and Gårding inequalities; see e.g. [19, Theorem 4.1]. \(\Box\)

### 3.3 Error estimation

We next turn to the derivation of a-priori error estimates. Using the projection operators defined above, we split the error in the usual way by

\[
\|p(t) - p_h(t)\|_{L^2(\Omega)} + \|u(t) - u_h(t)\|_{L^2(\Omega)}
\leq \|p(t) - \pi_h p(t)\|_{L^2(\Omega)} + \|u(t) - \rho_h u(t)\|_{L^2(\Omega)}
+ \|\pi_h p(t) - p_h(t)\|_{L^2(\Omega)} + \|\rho_h u(t) - u_h(t)\|_{L^2(\Omega)}
\]

(3.12)

into a projection error and a discrete error component. The projection error can be bounded readily by Lemma 3.1. For the discrete error component, we use

**Lemma 3.5** (Discrete error) Let \((p, u)\) be sufficiently smooth. Then

\[
\|\pi_h p(t) - p_h(t)\|_{L^2(\Omega)} + \|\rho_h u(t) - u_h(t)\|_{L^2(\Omega)}
\leq C \int_0^t \|b\|_{L^\infty(\Omega)} \|\partial_t u(s) - \rho_h \partial_t u(s)\|_{L^2(\Omega)}
+ \|a - \pi^0_h a\|_{L^\infty(\Omega)} \|\partial_t p(s) - \pi_h \partial_t p(s)\|_{L^2(\Omega)} ds,
\]

(3.13)

with the same constant \(C\) as in the discrete energy estimate, (3.11) above.

Here \(\pi^0_h : L^2(\Omega) \to P_0(\mathcal{T}_h)\) denotes the \(L^2\)-orthogonal projection onto piecewise constants.

**Proof** Define \(r_h(t) = p_h p(t) - p_h(t)\) and \(w_h(t) = \rho_h u(t) - u_h(t)\). Using (2.5)–(2.6) and (3.9)–(3.10), we then see that \((r_h, w_h)\) satisfies \(r_h(0) = 0\) and \(w_h(0) = 0\), as well as

\[
(a \partial_t r_h(t), q_h)_{\Omega} + (\text{div } w_h(t), q_h)_{\Omega} = (f_h(t), q_h)_{\Omega} \quad \forall q_h \in Q_h,
\]

(3.14)
and for all $0 \leq t \leq T$ with

$$(f_h(t), q_h)_\Omega = (a(\partial_t \pi_h p(t) - \partial_t p(t)), q_h)_\Omega + (\text{div}(\rho_h u(t) - u(t)), q_h)_\Omega$$

$$=: (i) + (ii),$$

$$(g_h(t), v_h)_\Omega = (b(\partial_t \rho_h u(t) - \partial_t u(t)), v_h)_\Omega - (\pi_h p(t) - p(t), \text{div} v_h)_\Omega$$

$$=: (iii) + (iv).$$

Because of the compatibility condition (3.3) and the commuting diagram property (3.4), the terms $(ii)$ and $(iv)$ vanish. The term $(iii)$ is kept without changes, and the first term can be further expanded as

$$(i) = \left( \left( a - \pi^0_h a \right) (\pi_h \partial_t p(t) - \partial_t p(t)), q_h \right)_\Omega + \left( \pi^0_h a (\pi_h \partial_t p(t) - \partial_t p(t)), q_h \right)_\Omega.$$

The last term in this expression again vanishes due to orthogonality of the projection $\pi_h$. The discrete error $(r_h, w_h)$ thus satisfies a discrete variational problem with right hand sides $f_h(t) = (a - \pi^0_h a)(\pi_h \partial_t p(t) - \partial_t p(t))$ and $g_h(t) = b(\rho_h \partial_t u(t) - \partial_t u(t))$ and zero initial conditions. The assertion now follows from the discrete energy estimate (3.11). \qed

A combination of the previous arguments already yields our first main result.

**Theorem 3.6** (Error estimate for the semi-discretization) Assume that $a \in W^{1,\infty}(T_h)$ and that $(p, u)$ is sufficiently smooth. Then

$$\|\pi_h p(t) - p_h(t)\|_{L^2(\Omega)} + \|u(t) - u_h(t)\|_{L^2(\Omega)} \leq C h^{k+2} C_1(p, u, t),$$

with constant $C_1(p, u, t) = \|u(t)\|_{H^{k+2}(\Omega)} + \int_0^1 \|\partial_t u(s)\|_{H^{k+2}(\Omega)} + \|\partial_t p(s)\|_{H^{k+1}(\Omega)} ds$.

**Proof** The estimate follows directly by combination of the error splitting (3.12), the estimate (3.13) for the discrete error, and the results of Lemma 3.1. \qed

**Remark 3.7** As can be seen from the proof, rates of optimal order can be obtained for less regular solutions by simply replacing $k + 2$ in all terms by an index $r \leq k + 2$. The assumption $a \in W^{1,\infty}(T_h)$ for the parameter can be dropped for $r \leq k + 1$.

### 3.4 Auxiliary results

For the analysis of our post-processing strategy presented in the next section, we also require an error estimate for the time derivative of the velocity.

**Lemma 3.8** (Error estimates for the time derivatives) Let $(p, u)$ be sufficiently smooth. Then

$$\|\partial_t u(t) - \partial_t u_h(t)\|_{L^2(\Omega)} \leq C h^{k+1} C_2(p, u, t),$$
with constant \( C_2 \) defined by
\[
C_2(p, u, t) = \| \partial_t u(t) \|_{H^{k+1}(\Omega)} + \| \partial_t u(0) \|_{H^{k+1}(\Omega)} + \| \partial_t p(0) \|_{H^{k+1}(\Omega)} + \int_0^t \| \partial_t u(s) \|_{H^{k+1}(\Omega)} + \| \partial_t p(s) \|_{H^{k+1}(\Omega)} ds.
\]

**Proof** We again split the error into a projection and a discrete component
\[
\| \partial_t u(t) - \partial_t u_h(t) \|_{L^2(\Omega)} \leq \| \partial_t u(t) - \rho_h \partial_t u(t) \|_{L^2(\Omega)} + \| \partial_t \rho_h u(t) - \partial_t u_h(t) \|_{L^2(\Omega)}.
\]

The projection error can be bounded by Lemma 3.1. Now define \( r_h(t) = \partial_t \pi_h p(t) - \partial_t p_h(t) \) and \( w_h(t) = \partial_t \rho_h u(t) - \partial_t u_h(t) \). By formal differentiation of (3.14)–(3.15), we can see that for any solvable and we have for any initial condition, the discrete energy estimate, and the estimates for the projection
\[
\text{the assertion of the theorem now follows by using these estimates for the error in}
\]

*Remark 3.9* Similar as before, one can also formulate error estimates for orders \( r \leq k + 2 \) under appropriate smoothness assumptions on the solution. We will however only use the estimate for \( r = k + 1 \) explicitly below.
4 Post-processing for the semi-discretization

4.1 Post-processing strategy

The approximation properties of the finite element spaces \( V_h \) and \( Q_h \) for velocity and pressure are somewhat unbalanced. Due to the super-convergence of the projected pressure error, it is however possible to improve the pressure approximation by one order through local post-processing. The starting point for our considerations is the following observation: Let us multiply equation (2.2) with some function \( v = \nabla q \) and integrate over an element \( K \in T_h \). Then

\[
(\nabla p, \nabla q)_K = -(b \partial_t u, \nabla q)_K + (g, \nabla q)_K.
\] (4.1)

The pressure \( p \) can thus be found, up to an additive constant, by solving an elliptic boundary value problem, once the velocity \( u \) is known. This motivates

**Problem 4.1** (Local post-processing strategy) For every \( 0 \leq t \leq T \), find \( \tilde{p}_h(t) \in P_{k+1}(T_h) \) such that for all \( \tilde{q}_h \in P_k(K) \),

\[
(\nabla \tilde{p}_h(t), \nabla \tilde{q}_h)_K = (g(t), \nabla \tilde{q}_h)_K - (b \partial_t u_h(t), \nabla \tilde{q}_h)_K \quad \forall \tilde{q}_h \in P_{k+1}(K), \quad (4.2)
\]

\[
(\tilde{p}_h(t), q_h^0)_K = (p_h(t), q_h^0)_K \quad \forall q_h^0 \in P_0(K). \quad (4.3)
\]

The second condition could be written equivalently as \( \pi_{k}^0 \tilde{p}_h(t) = \pi_{k}^0 p_h(t) \).

**Remark 4.2** The above procedure is inspired by the post-processing strategy for mixed finite element approximations of the Poisson problem presented in [28]. Let us emphasize that \( \tilde{p}_h(t) \) can be computed locally for every element \( K \in T_h \) by solving a small linear system of equations of dimension \( \text{dim}(P_{k+1}(K)) \).

4.2 Error estimates

Proceeding with similar arguments as in [28], we now obtain

**Theorem 4.3** (Error estimate for the post-processing) Under the assumptions of Theorem 3.6, we have

\[
\| p(t) - \tilde{p}_h(t) \|_{L^2(\Omega)} \leq Ch^{k+2} \left( \| p(t) \|_{H^{k+2}(\Omega)} + C_1(p, u, t) + C_2(p, u, t) \right),
\]

with constants \( C_1(p, u, t) \) and \( C_2(p, u, t) \) defined as in Theorem 3.6 and Lemma 3.8.

Recall that by convention the constant \( C \) is assumed independent of \( h, u, p \), and \( t \).

**Proof** Let \( \tilde{\pi}_h : L^2(\Omega) \rightarrow P_{k+1}(T_h) \) denote the \( L^2 \)-orthogonal projection onto \( P_{k+1}(T_h) \). For ease of notation, we write \( p = p(t) \) and omit the time argument in the following. We can then split the error at time \( t \) and on every element \( K \) into
\[ \| p - \tilde{p}_h \|_{L^2(K)} \leq \| p - \pi_h p \|_{L^2(K)} + \| \pi^0_h (\pi_h p - \tilde{p}_h) \|_{L^2(K)} + \| (\text{id} - \pi^0_h) (\pi_h p - \tilde{p}_h) \|_{L^2(K)}. \]  

(4.4)

The first term is already of optimal order, and the second can be estimated as

\[ \| \pi^0_h (\pi_h p - \tilde{p}_h) \|_{L^2(K)} = \| \pi^0_h (\pi_h p - p_h) \|_{L^2(K)} \leq \| \pi_h p - p_h \|_{L^2(K)}. \]

Here we used the orthogonality of the \( L^2 \)-projections and (4.3) in the first step. After summing over all elements, the second term in the error splitting can thus be bounded by the estimates of Theorem 3.6. Now consider the third term \( \tilde{q}_h = (\text{id} - \pi^0_h) (\pi_h p - \tilde{p}_h) \). By the Poincaré-Wirtinger inequality for the convex domain \( K \), we have

\[ \| \tilde{q}_h \|_{L^2(K)} \leq h_K \| \nabla \tilde{q}_h \|_{L^2(K)}. \]

The gradient of \( \tilde{q}_h \) can be further estimated by

\[ \| \nabla \tilde{q}_h \|_{L^2(K)}^2 = (\nabla (\pi_h p - \tilde{p}_h), \nabla \tilde{q}_h)_K \]
\[ = (\nabla (\pi_h p - p), \nabla \tilde{q}_h)_K + (\nabla (p - \tilde{p}_h), \nabla \tilde{q}_h)_K \]
\[ = (\nabla (\pi_h p - p), \nabla \tilde{q}_h)_K - (b \partial_t (u - u_h), \nabla \tilde{q}_h)_K \]
\[ \leq (\| \nabla (\pi_h p - p) \|_{L^2(K)} + c \| \partial_t (u - u_h) \|_{L^2(K)}) \| \nabla \tilde{q}_h \|_{L^2(K)}. \]

The third term in the error splitting can thus be bounded by

\[ \| (\text{id} - \pi^0_h) (\pi_h p - \tilde{p}_h) \|_{L^2(K)} \leq h_K \| \nabla (\pi_h p - p) \|_{L^2(K)} + C h_K \| \partial_t (u - u_h) \|_{L^2(K)}. \]

The assertion now follows by summing over all elements, using the estimates of Theorem 3.6 and Lemma 3.8, and noting that \( \| \nabla (\pi_h p - p) \|_{L^2(K)} \leq C h_K^{k+1} \| p \|_{H^{k+2}(K)}. \)

**Remark 4.4** A different post-processing strategy was investigated in [9], under the assumption that \( T_h \) results from a uniform refinement of a macro-mesh \( T_H \). An improved approximation \( \tilde{p}_H \in P_{k+1}(T_H) \) was obtained there for polynomial degree \( k = 0 \) by local averaging of the finite element solution \( p_h \) on macro elements \( \tilde{K} \in T_H \). This procedure may seem simpler at first sight, but it yields approximations \( \tilde{p}_H \) on a coarser mesh and additionally requires the availability of an appropriate macro mesh. The post-processing strategy presented above does not rely on such restrictive assumptions.
5 Time discretization

5.1 The fully discrete scheme

We now consider the time discretization of the mixed finite element scheme. For ease of presentation, we only consider the Crank–Nicolson method here. Similar results could however also be obtained for other methods.

Let us fix some \( N \geq 1 \) and set \( \tau = T/N \). Then define \( t^n = n\tau \) for \( 0 \leq n \leq N \). Given a sequence \( \{z^n\}_{n \geq 0} \), we denote by

\[
\partial_\tau z^{n-1/2} = \frac{z^n - z^{n-1}}{\tau} \quad \text{and} \quad z^{n-1/2} = \frac{z^n + z^{n-1}}{2} \quad (5.1)
\]

the differences and averages at intermediate time steps. For an arbitrary function \( z \), we first set \( z^n = z(t^n) \) and then define the above symbols accordingly for the sequence \( \{z^n\}_{n \geq 0} \). As a fully discrete approximation to our problem, we now consider

**Problem 5.1 (Fully discrete problem)** Set \( p_0^h = \pi_h p_0 \) and \( u_0^h = \rho_h u_0 \). Then for \( 1 \leq n \leq N \) find \( (p^n_h, u^n_h) \in Q_h \times V_h \) such that

\[
\left( a \partial_\tau p^{n-1/2}_h, q_h \right)_\Omega + \left( \text{div} u^{n-1/2}_h, q_h \right)_\Omega = \left( f^{n-1/2}, q_h \right)_\Omega \quad \forall q_h \in Q_h, \quad (5.2)
\]

\[
\left( b \partial_\tau u^{n-1/2}_h, v_h \right)_\Omega - \left( p^{n-1/2}_h, \text{div} v_h \right)_\Omega = \left( g^{n-1/2}, v_h \right)_\Omega \quad \forall v_h \in V_h. \quad (5.3)
\]

**Remark 5.2** Since the spaces \( Q_h, V_h \) are finite dimensional, it is not difficult to see that this iteration is well-defined. For every time-step, a linear system of the form

\[
\begin{pmatrix}
\frac{1}{\tau} D & \frac{1}{2} B \\
-\frac{1}{2} B & \frac{1}{\tau} M
\end{pmatrix}
\begin{pmatrix}
p^n_h \\
u^n_h
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\tau} D & -\frac{1}{2} B \\
\frac{1}{2} B & \frac{1}{\tau} M
\end{pmatrix}
\begin{pmatrix}
p^{n-1}_h \\
u^{n-1}_h
\end{pmatrix}
\]

has to be solved, whose system matrix can be seen to be positive definite.

The following stability estimates hold true for the fully discrete scheme.

**Lemma 5.3** (Energy estimate for the fully discrete scheme) Let \( (p^n_h, u^n_h) \) for \( n \geq 0 \), be defined as above. Then

\[
\left\| p^n_h \right\|_{L^2(\Omega)} + \left\| u^n_h \right\|_{L^2(\Omega)} \leq C \left( \left\| p^0_h \right\|_{L^2(\Omega)} + \left\| u^0_h \right\|_{L^2(\Omega)} + \sum_{k=1}^n \tau \left( \left\| f^{k-1/2} \right\|_{L^2(\Omega)} + \left\| g^{k-1/2} \right\|_{L^2(\Omega)} \right) \right).
\]

**Proof** The assertion follows by testing the discrete problem (5.2)–(5.3) with \( q_h = p^{n-1/2}_h \) and \( v_h = u^{n-1/2}_h \), summing over all time-steps, and a discrete Gronwall lemma. \( \square \)
5.2 Error analysis

With similar arguments as for the semi-discretization, we obtain

**Theorem 5.4** (Error estimates for the full discretization) Assume that $a \in W^{1,\infty}(\mathcal{T}_h)$ and that $(p, u)$ is sufficiently smooth. Then

\[
\| \pi_h p(t^n) - p^n_h \|_{L^2(\Omega)} + \| u(t^n) - u^n_h \|_{L^2(\Omega)} \leq C \left( h^{k+2} C_1(p, u, t^n) + \tau^2 C_3(p, u, t^n) \right)
\]

with $C_1(p, u, t)$ as in Theorem 3.6 and $C_3(p, u, t) = \int_0^t \| \partial_{ttt} p(s) \|_{L^2(\Omega)} + \| \partial_{ttt} u(s) \|_{L^2(\Omega)} ds$.

**Proof** For ease of notation, we write $p^n = p(t^n)$ and $u^n = u(t^n)$ in the following. Similar as for the semi-discrete problem, we again use an error splitting

\[
\| p^n - p^n_h \|_{L^2(\Omega)} + \| u^n - u^n_h \|_{L^2(\Omega)} \leq \| p^n - \pi_h p^n \|_{L^2(\Omega)} + \| u^n - \rho_h u^n \|_{L^2(\Omega)}
\]

\[
+ \| \pi_h p^n - p^n_h \|_{L^2(\Omega)} + \| \rho_h u^n - u^n_h \|_{L^2(\Omega)}
\]

into a projection and a discrete error component. The projection error can be estimated by Lemma 3.1. By construction, the discrete errors $r^n_h = \pi_h p(t^n) - p^n_h$ and $u^n_h = \rho_h u(t^n) - u^n_h$ now satisfy $r_h(0) = 0$ and $w_h(0) = 0$, and they solve a fully discrete system of the form (5.2)–(5.3) with right hand sides

\[
\int_{\mathcal{T}_h}^{n-\frac{1}{2}} \left( a - \pi_h^0 a \right) \left( \partial_\tau \pi_h p^{n-1/2} - \partial_\tau p^{n-1/2} \right)
\]

\[
+ a \left( \partial_\tau p^{n-1/2} - \partial_t p^{n-1/2} \right) =: (i) + (ii),
\]

\[
g_h^{n-1/2} = b \left( \partial_\tau \rho_h u^{n-1/2} - \partial_t u^{n-1/2} \right) + b \left( \partial_\tau u^{n-1/2} - \partial_t u^{n-1/2} \right) =: (i') + (ii').
\]

The two terms $(i)$ and $(i')$ can be estimated similarly as above by

\[
\left\| \left( a - \pi_h^0 a \right) \left( \partial_\tau \pi_h p^{n-1/2} - \partial_\tau p^{n-1/2} \right) \right\|_{L^2(\Omega)} \leq \tau^{-1} Ch^{k+2} \| a \|_{W^{1,\infty}(\Omega)} \int_{t_{n-1}}^{t_n} \| \partial_t p(s) \|_{H^{k+1}(\Omega)} ds
\]

and

\[
\left\| \partial_\tau \rho_h u^{n-1/2} - \partial_\tau u^{n-1/2} \right\|_{L^2(\Omega)} \leq \tau^{-1} Ch^{k+2} \int_{t_{n-1}}^{t_n} \| \partial_t u(s) \|_{H^{k+2}(\Omega)} ds.
\]

For the remaining terms $(ii)$ and $(ii')$, we use Taylor expansions to estimate the differences

\[
\left| \partial_\tau z^{n-1/2} - \partial_t z^{n-1/2} \right| \leq \tau \int_{t_{n-1}}^{t_n} | \partial_{ttt} z(s) | ds.
\]
Summing up, this yields the following bounds for the right hand sides

\[
\tau \left\| f_h^{n-1/2} \right\|_{L^2(\Omega)} \leq C \int_{t_{n-1}}^{t_n} h^{k+2} \left\| \partial_t p(s) \right\|_{H^{k+1}(\Omega)} + \tau^2 \left\| \partial_{ttt} p(s) \right\|_{L^2(\Omega)} ds,
\]

\[
\tau \left\| g_h^{n-1/2} \right\|_{L^2(\Omega)} \leq C \int_{t_{n-1}}^{t_n} h^{k+2} \left\| \partial_t u(s) \right\|_{H^{k+2}(\Omega)} + \tau^2 \left\| \partial_{ttt} u(s) \right\|_{L^2(\Omega)} ds.
\]

Using the discrete energy estimate of Lemma 5.3 and the projection error estimates of Lemma 3.1, we now obtain the remaining bounds for the the discrete error component.

\[\Box\]

### 5.3 Auxiliary estimates

By careful inspection of the previous proof, one can obtain the following bound for the error after the first step, which will be needed below.

**Lemma 5.5** Let the assumptions of the previous theorem be valid. Then

\[
\left\| \pi_h p^1 - p_h^1 \right\|_{L^2(\Omega)} + \left\| \rho_h u^1 - u_h^1 \right\|_{L^2(\Omega)} \leq C \tau \max_{0 \leq s \leq \tau} \left( h^{k+2} \left\| \partial_t p(s) \right\|_{H^{k+1}(\Omega)} + \tau^2 \left\| \partial_{ttt} p(s) \right\|_{L^2(\Omega)} + h^{k+2} \left\| \partial_t u(s) \right\|_{H^{k+2}(\Omega)} + \tau^2 \left\| \partial_{ttt} u(s) \right\|_{L^2(\Omega)} \right).
\]

We can now prove the following bound for the discrete time derivative of the velocity, which will be required for the analysis of the post-processing scheme below.

**Lemma 5.6** (Error estimate for discrete time derivatives) Let the assumptions of Theorem 5.4 be valid. Then

\[
\left\| \partial_t u^{n-1/2} - \tilde{\partial}_t u_h^{n-1/2} \right\|_{L^2(\Omega)} \leq C \left( h^{k+1} C_4(p, u, t^n) + \tau^2 C_5(p, u, t^{n+1}) \right),
\]

with \(C_4(p, u, t), C_5(p, u, t)\) only depending on the solution \((p, u)\) and time \(t\).

As before, \(C\) only depends on \(\gamma\) and \(k\), and the precise form of \(C_4(p, u, t)\) and \(C_5(p, u, t)\) can be deduced without difficulty from the proof of the theorem and the previous results.

**Proof** The error can be decomposed into

\[
\left\| \partial_t u^{n-1/2} - \tilde{\partial}_t u_h^{n-1/2} \right\|_{L^2(\Omega)} \leq \left\| \partial_t u^{n-1/2} - \tilde{\partial}_t u_h^{n-1/2} \right\|_{L^2(\Omega)} + \left\| \tilde{\partial}_t u_h^{n-1/2} - \tilde{\partial}_t \rho_h u_h^{n-1/2} \right\|_{L^2(\Omega)} + \left\| \tilde{\partial}_t \rho_h u_h^{n-1/2} - \tilde{\partial}_t u_h^{n-1/2} \right\|_{L^2(\Omega)} =: (i) + (ii) + (iii).
\]
The first two terms \((i)\) and \((ii)\) can be estimated similarly as in Theorem 5.4 by

\[
(i) = \left\| \partial_t u^{n-1/2} - \overline{\partial}_t u^{n-1/2} \right\|_{L^2(\Omega)} \leq \tau \int_{t_{n-1}}^{t_n} \left\| \partial_{tt} u(s) \right\|_{L^2(\Omega)} ds, \quad \text{and}
\]

\[
(ii) = \left\| \overline{\partial}_t u^{n-1/2} - \overline{\partial}_t \rho_h u^{n-1/2} \right\|_{L^2(\Omega)} \leq C \tau^{-1} h^{k+1} \int_{t_{n-1}}^{t_n} \left\| \partial_t u(s) \right\|_{H^{k+1}(\Omega)}.
\]

To estimate the third contribution, we define functions \(r_h^{n-1/2} = \overline{\partial}_t \pi_h p^{n-1/2} - \overline{\partial}_t p_h^{n-1/2}\) and \(w_h^{n-1/2} = \overline{\partial}_t \rho_h u^{n-1/2} - \overline{\partial}_t u_h^{n-1/2}\). Moreover, we denote by

\[
\overline{\partial}_t p = \frac{1}{\tau} (p^{n+1/2} - p^{n-1/2}) \quad \text{and} \quad \overline{\partial}_t \rho = \frac{1}{2} (p^{n+1/2} + p^{n-1/2})
\]

the differences and averages for a sequence \(\{p^{n-1/2}\}_{n \geq 1}\) of functions defined at intermediate time steps \(t^{n-1/2}\). The superscript \(\bar{n}\) is used to emphasize that, e.g., \(f_{\bar{n}}\) is a combination of values at intermediate time steps. The discrete error components \(r_h^{n-1/2}\) and \(w_h^{n-1/2}\) defined above can then be seen to satisfy a discrete variational problem of the form

\[
\begin{align*}
(a \overline{\partial}_t r_{\bar{n}} + q_h)_{\Omega} &+ (\text{div} w_{\bar{n}} + q_h)_{\Omega} = (f_{\bar{n}} + q_h)_{\Omega}, & & \forall q_h \in Q_h, \\
(b \overline{\partial}_t w_{\bar{n}} + v_h)_{\Omega} &- (i_{\bar{n}} + \text{div} v_h)_{\Omega} = (g_{\bar{n}} + v_h)_{\Omega}, & & \forall v_h \in V_h,
\end{align*}
\]

for all \(n \geq 1\), and with initial values given by

\[
\begin{align*}
\tau \frac{1}{2} r_h^{1/2} &= \overline{\partial}_t \pi_h p^{1/2} - \overline{\partial}_t p_h^{1/2} = \tau^{-1} \left( \pi_h p^{1} - p_h^{1} \right), \\
\tau \frac{1}{2} w_h^{1/2} &= \overline{\partial}_t \rho_h u^{1/2} - \overline{\partial}_t u_h^{1/2} = \tau^{-1} \left( \rho_h u^{1} - u_h^{1} \right),
\end{align*}
\]

and right hand sides defined by

\[
f_{\bar{n}} = a \left( \overline{\partial}_t \overline{\partial}_t \pi_h p - \overline{\partial}_t \partial_t \overline{\partial}_t p \right) \quad \text{and} \quad g_{\bar{n}} = b \left( \overline{\partial}_t \overline{\partial}_t \rho_h u - \overline{\partial}_t \partial_t \overline{\partial}_t u \right).
\]

With similar arguments as used in the proof of Theorem 5.4, we obtain the bounds

\[
\begin{align*}
\tau \left\| f_{\bar{n}} \right\|_{L^2(\Omega)} &\leq C \int_{t_{n-1}}^{t_{n+1}} h^{k+1} \left\| \partial_{tt} p(s) \right\|_{H^{k+1}(\Omega)} + \tau^2 \left\| \partial_t^4 p(s) \right\|_{L^2(\Omega)} ds, \\
\tau \left\| g_{\bar{n}} \right\|_{L^2(\Omega)} &\leq C \int_{t_{n-1}}^{t_{n+1}} h^{k+1} \left\| \partial_{tt} u(s) \right\|_{H^{k+1}(\Omega)} + \tau^2 \left\| \partial_t^4 u(s) \right\|_{L^2(\Omega)} ds,
\end{align*}
\]
and the initial values \( r_h^{1/2} \) and \( w_h^{1/2} \) can be bounded by means of Lemma 5.5. Via a
discrete energy estimate similar to Lemma 5.3, we obtain bounds for \( \| w_h^n \|_{L^2(\Omega)} \) and
\( \| r_h^n \|_{L^2(\Omega)} \) for all \( n \geq 0 \). This yields the required estimate for the remaining term \((iii)\).

\[ \square \]

**Remark 5.7** Under appropriate smoothness assumptions, one can again obtain bounds
of the form \( \| \partial_t u^{n-1/2} - \tilde{\partial}_t u_h^{n-1/2} \|_{L^2(\Omega)} = O(h^r + \tau^\sigma) \) for all \( r \leq k + 2 \) and \( \sigma \leq 2 \),
which allows us to explain the convergence behavior also for less regular solutions.

### 6 Post-processing for the full discretization

#### 6.1 The post-processing strategy

Following the construction on the semi-discrete level, we now propose the follow-
ing strategy for post-processing the pressure approximations obtained with the fully
discrete scheme.

**Problem 6.1** *(Local post-processing strategy for the full discretization)* For all \( 0 < t^n \leq T \) find \( \tilde{p}_h^{n-1/2} \in P_{k+1}(T_h) \) such that

\[
\left( \nabla \tilde{p}_h^{n-1/2}, \nabla q_h \right)_K = \left( g_h^{n-1/2}, \nabla q_h \right)_K - \left( b \tilde{\partial}_t u_h^{n-1/2}, \nabla q_h \right)_K \quad \forall q_h \in P_{k+1}(K),
\]

\[
\left( \tilde{p}_h^{n-1/2}, q_h^0 \right)_K = \left( p_h^{n-1/2}, q_h^0 \right)_K \quad \forall q_h^0 \in P_0(K).
\]

Note that \( \tilde{p}_h^{n-1/2} \) can be constructed independently on every element \( K \in T_h \) and
for every time step \( t^{n-1/2} \), which makes this procedure computationally attractive.

**Remark 6.2** The post-processing for the pressure can again be realized by solving a
small system of linear equations of dimension \( \text{dim}(P_{k+1}(K)) \) for every element \( K \).

#### 6.2 Analysis of the post-processing scheme

As the next theorem shows, the improved pressure approximations again exhibit super-
convergence.

**Theorem 6.3** Assume that \((p, u)\) is sufficiently smooth. Then

\[
\left\| p^{n-1/2} - \tilde{p}_h^{n-1/2} \right\|_{L^2(\Omega)} \leq C \left( h^{k+2} C_6(p, u, t^n) + \tau^2 C_7(p, u, t^{n+1}) \right),
\]

with \( C_6(p, u, t^n) \) and \( C_7(p, u, t^n) \) depending only on the solution \((p, u)\) on \([0, t^n]\).

The precise form of \( C_6(p, u, t^n) \) and \( C_7(p, u, t^n) \) can again be deduced without difficulty
from the proof and the previous results, and \( C \) again only depends on \( \gamma \) and \( k \).

\( \copyright \) Springer
Proof Using exactly the same arguments as in the proof of Theorem 4.3, we obtain
\[
\|p^{n-1/2} - p^n_h\|_{L^2(\Omega)} \leq \|p^{n-1/2} - \pi_h p^{n-1/2}\|_{L^2(\Omega)} + \|\pi_h (p^{n-1/2} - p^n_h)\|_{L^2(\Omega)}
\]
\[
+ C h \left( \|\nabla (\pi_h p^{n-1/2} - p^{n-1/2})\|_{L^2(\Omega)} + \|\partial_t (p^{n-1/2} - \pi_h p^{n-1/2})\|_{L^2(\Omega)} \right).
\]

The first and third term can be bounded by the projection error estimates. The second can be estimated as in Theorem 5.4, and the last one can be bounded by Lemma 5.6.

\[\square\]

Remark 6.4 A careful inspection of the proof shows that it would be sufficient to guarantee that \( h \|\partial_t u^{n-1/2} - \pi_h u^{n-1/2}\|_{L^2(\Omega)} = O(h^{k+2} + \tau^2) \). If \( h \leq C \tau \), which is a reasonable assumption, the estimate \( \|\partial_t u^{n-1/2} - \pi_h u^{n-1/2}\|_{L^2(\Omega)} = O(h^{k+1} + \tau) \) is therefore sufficient. The smoothness requirements in Lemma 5.6 could then be further relaxed.

7 Numerical tests

We now illustrate our theoretical results by some numerical tests. In order to demonstrate that the results hold without regularity of the adjoint problem, we consider as computational domain the L-shape \( \Omega = (-1, 1)^2 \setminus [0, 1]^2 \), which is non-convex. For all tests, the model parameters are set to \( a = 2, b = 1 \), and we choose the right hand sides to be \( f = g = 0 \). The time horizon is set to \( T = 1 \). We only report about results for BDM1–P0 elements, which corresponds to the lowest order case \( k = 0 \) in the theorems.

7.1 Smooth solution

In the first test, we define the initial values to be
\[
u_0(x, y) = (0, 0) \quad \text{and} \quad p_0(x, y) = \sin(\pi x) \sin(\pi y).
\]
The solution of problem (2.1)–(2.4) with the above problem data is then given by
\[
p(x, y, t) = \sin(\pi x) \sin(\pi y) \cos(\pi t),
\]
\[
u(x, y, t) = -(\cos(\pi x) \sin(\pi y), \sin(\pi x) \cos(\pi y)) \sin(\pi t).
\]

Since the solution is infinitely differentiable here, we expect to obtain the full convergence of order \( O(h^2 + \tau^2) \). For our first series of tests, we used a small time step of \( \tau = 1/500 \), such that the effects of time discretization can be neglected. As error measure, we utilize the norm \( \|e\| := \max_{0 \leq t^n \leq T} \|e(t^n)\|_{L^2(\Omega)} \). To simplify the computations, the exact solution is approximated by piecewise constant and piecewise linear functions obtained by \( L^2 \)-projections \( \pi_h^0 \) and \( \pi_h^1 \).

\[\square\]
Table 1 Errors versus mesh size $h$ and estimated order of convergence (eoc) obtained with the BDM$_1$–P$_0$ method on the L-shape geometry with smooth exact solution and time step $\tau = 1/500$

| $h$ | $\|\pi_h^1 u - u_h\|$ | eoc | $\|\pi_h^0 p - p_h\|$ | eoc | $\|\pi_h^1 p - \tilde{p}_h\|$ | eoc |
|-----|-----------------|-----|-----------------|-----|-----------------|-----|
| $2^{-1}$ | 0.492260 | – | 0.444531 | – | 0.492531 | – |
| $2^{-2}$ | 0.142499 | 1.79 | 0.136521 | 1.70 | 0.144388 | 1.77 |
| $2^{-3}$ | 0.037066 | 1.94 | 0.036047 | 1.92 | 0.037627 | 1.94 |
| $2^{-4}$ | 0.009359 | 1.99 | 0.009128 | 1.98 | 0.009499 | 1.99 |
| $2^{-5}$ | 0.002347 | 2.00 | 0.002290 | 1.99 | 0.002380 | 2.00 |

Table 2 Errors versus time step $\tau$ and estimated order of convergence (eoc) obtained with the BDM$_1$–P$_0$ method on the L-shape geometry with smooth exact solution and mesh size $h = 2^{-7}$

| $\tau$ | $\|\pi_h^1 u - u_h\|$ | eoc | $\|\pi_h^0 p - p_h\|$ | eoc | $\|\pi_h^1 p - \tilde{p}_h\|$ | eoc |
|--------|-----------------|-----|-----------------|-----|-----------------|-----|
| $2^{-2}$ | 0.180514 | – | 0.071484 | – | 0.101313 | – |
| $2^{-3}$ | 0.048197 | 1.90 | 0.019738 | 1.86 | 0.028855 | 1.81 |
| $2^{-4}$ | 0.012163 | 1.99 | 0.004928 | 2.00 | 0.007376 | 1.97 |
| $2^{-5}$ | 0.002958 | 2.04 | 0.001164 | 2.08 | 0.001762 | 2.07 |
| $2^{-6}$ | 0.000645 | 2.20 | 0.000231 | 2.33 | 0.000348 | 2.34 |

In Table 1 we list the results obtained for a sequence of uniformly refined meshes. As predicted by Theorem 3.6, we observe the optimal second order convergence for the velocity error and the super-convergence for the projected pressure error. By the post-processing procedure, we obtain a piecewise linear approximation $\tilde{p}_h$ for the pressure, which also shows second order convergence as stated in Theorem 4.3.

In Table 2, we list the corresponding results obtained on the finest mesh with mesh size $h = 2^{-7}$ and for varying size of the time step $\tau$. As predicted by Theorems 5.4 and 6.3, we also obtain second order convergence with respect to time step $\tau$. A comparison with Table 1 shows that for the smallest time step, the discretization error due to spatial discretization already starts to dominate, which explains the saturation in the second column. Overall, the numerical results for the case of a smooth solution are in very good agreement with the theoretical predictions.

7.2 Non-smooth solution

As a second test case, we consider the same geometry and parameters as in the previous example, but as initial conditions we now choose

$$u_0(x, y) = (0, 0) \text{ and } p_0(x, y) = \begin{cases} \sin(\pi x) \sin(\pi y), & -1 \leq x, y \leq 0, \\ 0, & \text{else}. \end{cases}$$
Table 3  Errors versus mesh size $h$ and estimated order of convergence (eoc) obtained with the BDM$_1$–P$_0$ method on the L-shape geometry with non-smooth solution and time step $\tau = 1/500$

| $h$  | $\|u_h^* - u_h\|$ | eoc | $\|\pi_h p_h^* - p_h\|$ | eoc | $\|\pi_h^1 p_h^* - \tilde{p}_h\|$ | eoc |
|------|-------------------|-----|-------------------|-----|-------------------|-----|
| $2^{-1}$ | 0.222107          | –   | 0.185914          | –   | 0.222107          | –   |
| $2^{-2}$ | 0.094634          | 1.23| 0.087070          | 1.09| 0.094634          | 1.23|
| $2^{-3}$ | 0.038382          | 1.30| 0.038685          | 1.17| 0.038382          | 1.30|
| $2^{-4}$ | 0.018228          | 1.07| 0.017323          | 1.15| 0.018228          | 1.07|
| $2^{-5}$ | 0.009028          | 1.01| 0.008287          | 1.06| 0.009028          | 1.01|

Table 4  Errors versus time step $\tau$ and estimated order of convergence (eoc) obtained with the BDM$_1$–P$_0$ method on the L-shape geometry with non-smooth solution and mesh size $h = 2^{-7}$

| $\tau$  | $\|u_h^* - u_h^\tau\|$ | eoc | $\|\pi_h^* p_h^* - p_h^\tau\|$ | eoc | $\|\tilde{p}_h^* - \tilde{p}_h^\tau\|$ | eoc |
|---------|-------------------|-----|-------------------|-----|-------------------|-----|
| $2^{-2}$ | 0.139243          | –   | 0.187115          | –   | 0.187144          | –   |
| $2^{-3}$ | 0.057691          | 1.27| 0.070800          | 1.40| 0.070824          | 1.40|
| $2^{-4}$ | 0.025108          | 1.20| 0.029016          | 1.28| 0.029036          | 1.28|
| $2^{-5}$ | 0.012116          | 1.05| 0.013154          | 1.14| 0.013175          | 1.14|
| $2^{-6}$ | 0.006218          | 0.96| 0.006477          | 1.02| 0.006501          | 1.01|

Note that $p_0$ has a kink and therefore $p(0) \notin H^{3/2}(\Omega)$ but $p(0) \in H^{3/2-\epsilon}(\Omega)$ for any $\epsilon > 0$. As a consequence, we have $\partial_t u(0) = -\nabla p(0) \in H^{1/2-\epsilon}(\Omega)^2$ but $\partial_t u(0) \notin H^{1/2}(\Omega)^2$. The same regularity of the functions and the time derivatives is preserved for $t > 0$.

Following our remarks after Theorems 5.4 and 6.3, we would expect here to obtain at least convergence of order $h^{1/2-\epsilon}$ for the error in the velocity, the projected pressure error, and for the post-processed pressure. Since no analytical solution is available here, we utilize the distance to the numerical solution computed on a fine mesh with meshsize $h_s = 2^{-9}$ to evaluate the error. The results of our numerical experiments are listed in Tables 3 and 4.

Here we observe convergence of approximately order one with respect to the mesh size, which is actually better than guaranteed by Theorems 3.6 and 4.3. To evaluate the convergence with respect to the time step size, we repeat the computations on a fine mesh with mesh size $h = 2^{-7}$ and for different values of $\tau$. The error is here computed by comparison with the numerical solution obtained with a fine time step $\tau_s = 2^{-9}$. The corresponding results are depicted in Table 4.

Again we observe convergence of approximately order one also with respect to the time step size, which is better than actually predicted by Theorems 5.4 and 6.3. The numerical results thus indicate that the smoothness requirements in our theorems could possibly be further relaxed. Let us note that a similar sub-optimality with respect to the smoothness requirements can also be found in [2–4,9,11,14–16,18,19,23–25]. A full explanation of the convergence rates for finite element approximations of hyperbolic
problems under minimal smoothness assumptions therefore seems to be an open problem.

8 Discussion

In this paper we considered the numerical approximation of the acoustic wave equation by a mixed finite element method based on BDM_{k+1}–P_k elements. Optimal convergence for the error in the velocity and super-convergence of the projected pressure error was established. Based on these results, we proposed a post-processing strategy that allows to obtain an improved approximation for the pressure in P_{k+1} by purely local computations. This shows that the BDM_{k+1}–P_k discretization is in fact a balanced approximation, although different polynomial orders are used. Since neither duality arguments nor inverse inequalities were used in our analysis, the results hold for general domains and for unstructured as well as locally refined meshes.

The a-priori error estimates and the post-processing strategy were extended to fully discrete schemes obtained by time discretization via the Crank–Nicolson method. The generalization of the arguments to time discretizations of higher order is possible.

In view of numerical efficiency, it might be desirable to consider explicit time integration schemes together with some appropriate mass lumping strategy [12]. Numerical experiments indicate that the super-convergence of the projected pressure error remains valid also in that case. The error of the velocity approximation however is reduced by one order as effect of the consistency errors introduced by the mass-lumping. It is not clear, if the optimal approximation order in both variables can be restored by another type of post-processing, and we leave this as an open topic for future research.

Our numerical results also indicate that the regularity requirements in the error estimates could possibly be further relaxed. This applies to all estimates for mixed finite element approximations of wave propagation problems we are aware of. It would thus be desirable to further relax the smoothness requirements in order to be able to fully explain the convergence behavior also in the case of non-smooth solutions.
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