POINTWISE AND WEIGHTED HESSIAN ESTIMATES FOR KOLMOGOROV–FOKKER–PLANCK TYPE OPERATORS

ABHISHEK GHOSH AND VIVEK TEWARY

Abstract. In this article, we obtain hessian estimates for Kolmogorov–Fokker–Planck operators in non-divergence form in several Banach function spaces. Our approach relies on a representation formula and newly developed sparse domination techniques in Harmonic Analysis. Our result when restricted to weighted Lebesgue spaces yields sharp quantitative hessian estimates for the Kolmogorov–Fokker–Planck operators.

1. Introduction

In this article, we consider a class of Kolmogorov–Fokker–Planck type operator on \( \mathbb{R}^{N+1} \).

\[
\mathcal{L}u \equiv \sum_{i,j=1}^{s_0} a_{ij}(x,t) \partial_{x_i} \partial_{x_j} u + \sum_{i,j=1}^{N} b_{ij} x_i \partial_{x_j} u - \partial_t u = 0,
\]

where \( z = (x,t) \in \mathbb{R}^{N+1}, 1 \leq s_0 \leq N, \) and \( b_{ij} \) is constant for every \( i,j = 1, \ldots, N. \) The following assumptions on the coefficients of \( \mathcal{L} \):

**\( \text{(H1)} \):** \( a_{ij} = a_{ji} \in L^\infty(\mathbb{R}^{N+1}) \) and there exists a \( \lambda > 0 \) such that

\[
\frac{1}{\lambda} \sum_{i=1}^{s_0} \xi_i^2 \leq \sum_{i,j=1}^{s_0} a_{ij}(x,t) \xi_i \xi_j \leq \lambda \sum_{i=1}^{s_0} \xi_i^2
\]

for every \( (x,t) \in \mathbb{R}^{N+1}, \) and \( \xi \in \mathbb{R}^{s_0}. \)

**\( \text{(H2)} \):** The matrix \( B = (b_{ij})_{N \times N} \) has the form

\[
\begin{pmatrix}
0 & B_1 & 0 & \cdots & 0 \\
0 & 0 & B_2 & \cdots & 0 \\
& & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & B_d \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix}
\]

where \( B_k \) is a matrix \( s_{k-1} \times s_k \) with rank \( s_k \) and \( s_0 \geq s_1 \geq \cdots \geq s_d, s_0 + s_1 + \cdots + s_d = N. \)

It is well known that under the assumptions **(H1)** and **(H2)**, for any fixed \( z_0 \in \mathbb{R}^{N+1} \) the “frozen” operator

\[
\mathcal{L}_0 \equiv \sum_{i,j=1}^{s_0} a_{ij}(z_0) \partial_{x_i} \partial_{x_j} u + \sum_{i,j=1}^{N} b_{ij} x_i \partial_{x_j} u - \partial_t u
\]

satisfies the well-known Hörmander’s hypoellipticity condition. A fundamental property of (1.2) is that the fundamental solution can be explicitly written down since the coefficients \( a_{ij} \) are constant. In fact, it is well known that hypoelliptic operators with smooth coefficients satisfying Hörmander’s hypoellipticity condition are locally solvable [Bra14]. This property has been useful, first in the Euclidean setting, to obtain the Hessian estimates on \( L^p \)-spaces for elliptic and parabolic equations.
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in non-divergence form by means of Harmonic Analysis techniques, particularly, the analysis of Calderón-Zygmund operators and commutators in the papers [CFL91, BC93] and then in the setting of Kolmogorov–Fokker–Planck operators [BCM96].

This present article addresses hessian estimates for Kolmogorov–Fokker–Planck type operators on several function spaces, for example, weighted $L^p$ spaces, generalized Orlicz spaces and variable Lebesgue spaces. To the best of our knowledge, hessian estimates for (1.1) are not known beyond $L^p$ spaces. The regularity theory of Kolmogorov–Fokker–Planck equations has become an area of extensive research recently, particularly due to its connections with kinetic equations that exhibit a variety of interesting physical and mathematical features [Sil22]. In the ultraparabolic setting, one needs to work with Sobolev spaces adapted to the appropriate vector fields associated to Kolmogorov–Fokker–Planck operators. Indeed, the hypoelliptic structure of the equation determines the directions in which the equation has regularity properties. Our point of departure are the papers [BCM96] and [PR98] where unweighted versions of these results were proved. Other related works are [BCLP13] in the non-divergence setting and [MP98] for the divergence type equations. Two recent works that study weighted versions of $L^p$ estimates for the kinetic Kolmogorov–Fokker–Planck equations are [DY21] and [NZ22].

An important thrust of this work is to employ new techniques in Harmonic Analysis in the context of Kolmogorov–Fokker–Planck operators to obtain pointwise estimates of the hessian. In the Euclidean setting, such techniques have been previously used in [BBD21, AB21]. Our work extends their methods in the following particulars:

- The setting of Kolmogorov–Fokker–Planck operators requires techniques specific to homogeneous spaces. In particular, much of our analysis would rely on the existence of Christ’s dyadic grids in metric spaces with doubling measures.
- Our focus is on obtaining sharp weighted estimates in Lebesgue and variable exponent Lebesgue spaces. See the discussion in Subsection 1.1.
- Our stress is also on the unified nature of the estimates. Hence, our pointwise estimates can give sharp results in more general Banach function spaces. See Subsection 1.2.

Now we present our results systematically. Our first result addresses sharp quantitative weighted estimates on weighted Lebesgue spaces for Kolmogorov–Fokker–Planck operators.

1.1 Sharp regularity estimates. Sharp weighted estimates for the gradient are always of immense interest in the context of partial differential equations, for example we refer the work of Astala–Iwaniec–Saksman [AIS01] where the authors have studied the connections between the quasi regularity of solutions of Beltrami equation with the sharp operator norm estimate of the Ahlfors–Beurling transform. Weighted estimates for the non-divergence elliptic equations were first addressed in [BL15] where they have proved $\|D^2 u\|_{L^p(\omega)} \lesssim \|f\|_{L^p(\omega)}$ for $2 < p < \infty$ and $\omega \in A_{p/2}(\mathbb{R}^n)$. Very recently, the estimate $\|D^2 u\|_{L^p(\omega)} \lesssim \|f\|_{L^p(\omega)}$ is improved for all $1 < p < \infty$ and all $\omega \in A_p(\mathbb{R}^n)$ by the authors in [BBD21]. They have employed the sparse domination technique from Harmonic analysis. Subsequently, the same techniques are employed to the parabolic setting in [AB21] to obtain regularity estimates on generalized Orlicz space. Previously, regularity estimates on generalized Orlicz spaces for elliptic equations of non-divergence type was obtained by Hästö and Ok in [HO19]. In this direction, we obtain the following sharp weighted regularity estimates on weighted $L^p$ spaces.

**Theorem 1.1.** Assume that the matrices $A$ and $B$ satisfy (H1) and (H2). There exists $\delta$ such that if $A$ is $(\delta, \emptyset)$-BMO in the sense of Definition 2.8 then for any $\Omega' \Subset \Omega \subset \mathbb{R}^{N+1}$, $1 < p < \infty$, and $\omega \in A_p(\text{Definition 5.1})$ we have the following estimate

$$
\sum_{i,j=1}^{q} \|u_{x_i x_j}\|_{L^p(\Omega', \omega)} \leq \kappa_{A,C,N,\delta}[\omega]_{A_p}^{\max\left\{\frac{1}{r-1},1\right\}} \left(\|\nabla u\|_{L^p(\Omega, \omega)} + \|u\|_{L^p(\Omega, \omega)}\right).
$$

(1.3)
for any $u \in S_p(\Omega, \mathcal{L})$ (Definition 2.9) such that $u$ is supported in $\Omega \cap \{z = (x, t) \in \mathbb{R}^{N+1} : t > 0\}$.

We would like to highlight certain key features of Theorem 1.1.

- The exponent $\max\left\{ \frac{1}{p-1}, 1 \right\}$ in (1.3) is sharp. Let us consider the following equation

$$\Delta u = f$$

on $\mathbb{R}^n$.

By means of Fourier transform we can write the hessian as $\nabla^2 u = (\mathcal{R} \otimes \mathcal{R})(f)$, where $\mathcal{R} = (R_1, \ldots, R_n)$ is the Riesz transform. Therefore, using estimates from [BB18], we obtain $\|\nabla^2 u\|_{L^p(\omega)} \lesssim \left[ \omega \right]_{\mathcal{A}_p(\mathbb{R}^n)}^\max\left\{ \frac{1}{p-1}, 1 \right\} \|f\|_{L^p(\omega)}$, which validates the sharpness of our result (1.3).

- Our techniques of the proof of Theorem 1.1 are also applicable for elliptic equations of non-divergence form or parabolic equations of non-divergence form. Therefore, the estimate (1.3) is new even for elliptic equations of non-divergence form or parabolic equations of non-divergence form.

Previous results in this directions are motivated by the seminal works [Caf90, CP98]. Most of these techniques heavily rely on the Fefferman-Stein sharp maximal function, small perturbation arguments, good-$\lambda$-type inequalities and reverse Hölder’s inequality(self-improving property) of Muckenhoupt weights. Therefore, it is really not clear how to obtain sharp estimates using these methods. On the other hand, our proof relies on the representation formula (3.13) developed in [BCM96]. We improve the representation formula (3.13) to (4.4), where $u_{x_ix_j}$ is pointwise dominated by appropriate sparse operators (see Definition 4.3). The primary usefulness of the sparse domination lies in the fact that it is easy to get quantitative weighted estimates for sparse operators which can be immediately passed on to the operator at hand. It should be noted that the exponent in (1.3) is same as that of the celebrated $A_2$ conjecture (now a Theorem [Hyt12]).

As mentioned above, our techniques also imply hessian estimates on several Banach function spaces. We state them more precisely.

1.2. Estimates on Banach function spaces. The study of regularity estimates for non-divergence type elliptic and parabolic equations on generalized Orlicz spaces and variable Lebesgue spaces has gained a lot of attention over past decades, due to its physical as well as mathematical importance (see [AM01], [BLO18], [BLO15], [HO19], [BW08], [Zhi86]) we believe our results, that is, Theorem 1.2 and Theorem 1.3 will be of serious interest.

**Theorem 1.2.** Suppose that the matrices $A$ and $B$ satisfy (H1) and (H2). There exists $\delta$ such that if $A$ is $(\delta, \mathcal{R})$-BMO in the sense of Definition 2.8 then for any $\Omega' \subset \Omega \subset \mathbb{R}^{N+1}$, there exists a positive constant $\kappa$ depending on $p, q, \alpha, \beta, \lambda, \Omega, \Omega'$, the matrix $B$ and $\mathcal{R}$ such that for any $u \in S_{p(\cdot)}(\Omega, d, \cdot | \cdot)$ with support in $\Omega \cap \{z = (x, t) \in \mathbb{R}^{N+1} : t > 0\}$, we have

$$\|u\|_{S_{p(\cdot)}(\Omega', d, | \cdot |)} \leq C \left( \|\mathcal{L}u\|_{L^p(\cdot)}(\Omega, d, | \cdot |) + \|u\|_{L^p(\cdot)}(\Omega, d, | \cdot |) \right)$$

where $L^p(\cdot)(\Omega, d, | \cdot |)$ is the generalized Orlicz space satisfying conditions (A0), (A1), (aInc$_p$), and (aDec$_q$). The definition of the Sobolev space $S_{p(\cdot)}(\Omega, d, | \cdot |)$ adapted to the ultraparabolic operator $\mathcal{L}$ may be found in Definition 2.9. The definitions regarding generalized Orlicz spaces may be found in Subsection 5.3.

**Theorem 1.3.** Suppose that the matrices $A$ and $B$ satisfy (H1) and (H2). There exists $\delta$ such that if $A$ is $(\delta, \mathcal{R})$-BMO in the sense of Definition 2.8 then for any $\Omega' \subset \Omega \subset \mathbb{R}^{N+1}$, there exists a positive constant $\kappa$ depending on $p(\cdot), \lambda, \Omega, \Omega'$, the matrix $B$ and $\mathcal{R}$ such that for any $u \in S_{p(\cdot)}(\Omega, \omega)$ with support in $\Omega \cap \{z = (x, t) \in \mathbb{R}^{N+1} : t > 0\}$, we have

$$\|u\|_{S_{p(\cdot)}(\Omega', \omega)} \leq \kappa_{A, B, N, \delta, \gamma_1, \gamma_2, \omega} \left( \|\mathcal{L}u\|_{L^p(\cdot)}(\Omega, \omega) + \|u\|_{L^p(\cdot)}(\Omega, \omega) \right)$$
where $L^{p(\cdot)}(\Omega, \omega)$ is the variable exponent Lebesgue space such that the variable exponent $p(\cdot)$ is globally log-Hölder continuous and $\omega \in A_{p(\cdot)}$. The definition of the Sobolev space $S^{p(\cdot)}(\Omega, \omega)$ adapted to the ultraparabolic operator $\mathcal{L}$ may be found in Definition 2.9. The definitions regarding weighted variable exponent Lebesgue spaces may be found in Subsection 5.2.

We write down the particulars of our approach below:

1. Using the fundamental solution of the frozen operator (1.2), we obtain a pointwise representation of the hessian $(u_{x_i x_j})$ for any test function (3.1) in terms of (i) a singular operator acting on $\mathcal{L}u$, and, (ii) a commutator of the same singular operator with the coefficients $a_{ij}$ acting on the hessian of $u$.

2. In a second step, the variable kernel singular operator is expanded in spherical harmonics ([CZ57], [BCM96]) to obtain a second representation formula (3.13).

3. At this point, our approach departs from that of [BCM96]. We first prove endpoint boundedness of the singular operators (weak-type $L^1$) and more importantly, the appropriate end-point boundedness of the associated grand truncated maximal operator.

4. We derive pointwise estimates for the singular integrals and the commutators in terms of some positive dyadic operators, known as “sparse operators”.

5. Combining the above, we obtain a further representation formula (4.4) for the hessian of $u$ in terms of sparse operators which forms our basis for a unified approach to gradient estimates. As mentioned in the work [AB21], this approach indeed improves all the known estimates and have further implications in the regularity theory of PDEs.

1.3. History of the problem. Kolmogorov–Fokker–Planck equations arise in a variety of physical models in mathematical finance [Bar97, AMP21] among other stochastic models, kinetic theory of gases [Lio94, AV04], clusters in space [Cha43], and image processing [Mum94, AZ03]. A variety of other applications are given in the books [Ris89, Hon94, GvH99].

On the mathematical side of things, Kolmogorov [Kol34] studied a simpler equation as a model for Brownian motion and wrote down its fundamental solution. Generalized models were considered in [Web51, Il’64]. These studies motivated Hörmander to build the notion of hypoellipticity in [H67] where he finds a sufficient condition for an operator $\mathcal{L}$ to be hypoelliptic in terms of a rank condition on the Lie Algebra generated by the distinct first order differential operators in $\mathcal{L}$ now interpreted as vector fields. Subsequently, Stein laid out a program of studying hypoelliptic operators by means of left invariant homogeneous operators on nilpotent graded Lie groups [Ste71] which resulted in such deep work as [RS76], [Fol75], and [NSW85]. Such analysis has found applications in spectral theory of Fokker-Planck type operators with connections to semiclassical analysis [HN05].

1.4. Regularity theory of Kolmogorov–Fokker–Planck equations. The regularity theory for equations in nondivergence form is well-developed in the case when the coefficients are Hölder continuous. In the particular case of Kolmogorov–Fokker–Planck operators, fundamental solution is constructed by Levi’s method of parametrices in [Pol94]. A solution to Dirichlet problem in the Perron-Wiener sense as well as Schauder estimates are obtained in [Man97]. Cauchy problem is studied in [Ter05]. Schauder estimates, Harnack inequality and Gaussian lower bounds are studied in [DFP06]. For less regular coefficients, the regularity theory is much less well developed. For example, the Krylov-Safanov theory for measurable coefficients is missing. Recently, Harnack’s inequality has been proved for less regular coefficients in [AT19].

The Calderón-Zygmund theory has had an important contribution to the $W^{2,p}$-existence theory for equations in nondivergence form. An early work consisting of an existence result involving discontinuous coefficients was the work of Miranda [Mir63] where solutions in $W^{2,2} \cap W_0^{1,2}$ were found for coefficients in $W^{1,1}$. This work can be strengthened by asking for derivatives of coefficients to belong to weak $L^N$. With the advent of viscosity solutions, Caffarelli extended the notion to
$C^{1,\alpha}, C^{2,\alpha}$ and $W^{2,p}$-versions in [Caf89]. However, these works were restricted to $p > N - \varepsilon$ due to the application of the Aleksandrov-Bakel’man-Pucci maximum principle. In the important work of Chiarenza et al [CFL91, CFL93], $W^{2,p}$-existence results were proved for the full range $1 < p < \infty$ through a representation formula. Indeed these methods were generalized to parabolic equations in [BC93] and for ultraparabolic operators in [BCM96], from where we borrow the representation formula. Krylov [Kry07] removed the dependence on the representation formula by exploiting the sharp maximal function of the second derivatives which allows for generalizations to fully nonlinear settings. Other than these approaches, there is also, what is called as, the maximum function free approach of Acerbi and Mingione [AM07] which has been developed for equations in non-divergence form in [Yao12].

The results concerning hypoelliptic operators are local in nature, for example, see [BCM96, BZ13]. An analysis at the boundary would require the development of the notion of characteristic points in this context since boundary regularity is expected to fail at such points as noticed by Jerison [Jer81a, Jer81b] for other models.

On the other hand, regularity theory for divergence-form variants of Kolmogorov–Fokker–Planck equations is much well-developed. We point to the survey [AP20] for references to these works. For boundary behaviour of non-negative solutions of Kolmogorov–Fokker–Planck we refer the foundational works [CNP10, CNP12, NP16]. A recent contribution to a nonlinear Kolmogorov–Fokker–Planck model is [GN22].

2. Preliminaries and Notations

2.1. Geometry of the problem. We recall the following translation and dilation structures in the space $\mathbb{R}^{N+1}$ intrinsic to the constant matrix $B$.

**Definition 2.1** (The group of translations). Let $F(\tau) = \exp(-\tau B^T)$. Since the matrix $B$ is a nilpotent matrix, $F(\tau)$ is a polynomial of degree $B$ in $\tau$. For $(x,t), (y,\tau) \in \mathbb{R}^{N+1}$, set

$$(x,t) \circ (y,\tau) = (y + F(\tau)x, t + \tau).$$

Then $(\mathbb{R}^{N+1}, \circ)$ is a group with identity element $(0,0)$; the inverse of an element $(x,t)$ is $(x,t)^{-1} = (-F(-t)x, -t)$. The left translation by $z'$ given by

$$z \mapsto z' \circ z,$$

is a invariant translation to operator $\mathcal{L}_0$.

**Definition 2.2** (Dilations). The compatible dilation to operator $\mathcal{L}_0$ is given by

$$\delta_r = \text{diag}(rI_{s_0}, r^3 I_{s_1}, \ldots, r^{2d+1} I_{s_d}, r^2),$$

where $I_{s_k}$ denotes the $s_k \times s_k$ identity matrix. With respect to this dilation the operator $\mathcal{L}_0$ satisfies the following

$$\mathcal{L}_0(u(\delta_r)) = r^2 \delta_r(\mathcal{L}_0(u)),$$

therefore, $\mathcal{L}_0$ is a homogeneous operator of degree 2. Let

$$Q = s_0 + 3s_1 + \cdots + (2d + 1)s_d.$$

The quantity $Q + 2$ is known as the homogeneous dimension of $\mathbb{R}^{N+1}$ with respect to the dilation $\delta_r$.

**Definition 2.3** (Homogeneous norm). The norm in $\mathbb{R}^{N+1}$, related to the group of translations and dilation to the equation is defined by

$$\||(x,t)|| = \rho$$
Lemma 2.4 is called a space of order \( \beta \) if \( \rho \) is the unique positive solution to the equation

\[
\frac{x_1^2}{\rho^{2\alpha_1}} + \frac{x_2^2}{\rho^{2\alpha_2}} + \cdots + \frac{x_N^2}{\rho^{2\alpha_N}} + \frac{t^2}{\rho^4} = 1,
\]

where \( (x, t) \in \mathbb{R}^{N+1} \setminus \{0\} \) and

\[
a_1 = \cdots = a_{s_0} = 1, \quad a_{s_0+1} = \cdots = a_{s_0+s_1} = 3, \cdots,
\]

\[
a_{s_0+\cdots+s_{d-1}+1} = \cdots = a_N = 2d + 1,
\]

and \( \| (0, 0) \| = 0 \).

The homogeneous norm defined above satisfies the following property.

**Lemma 2.4.** ([BCM96, Prop. 1.3]) There exists \( \beta = \beta(d) \in (0, 1] \), and constants \( \tilde{K}, M \) depending on the matrix \( B \) such that for every \( z, \eta, \zeta \in \mathbb{R}^{N+1} \) satisfying \( \| \eta^{-1} \circ z \| \geq M \| \zeta^{-1} \circ z \| \), it holds that

\[
\| \eta^{-1} \circ z - \eta^{-1} \circ \zeta \| \leq \tilde{K} \| \zeta^{-1} \circ z \| \beta \| \eta^{-1} \circ z \|^{1-\beta},
\]

(2.1)

\[
\| z^{-1} \circ \eta - \zeta^{-1} \circ \eta \| \leq \tilde{K} \| \zeta^{-1} \circ z \| \beta \| \eta^{-1} \circ z \|^{1-\beta},
\]

(2.2)

A homogeneous space satisfying Lemma 2.4 is called a space of order \( \beta \).

**Definition 2.5** (Homogeneous metric). Let \( d \) denotes the metric induced by the norm \( \| \cdot \| \), i.e., \( d(z, \xi) = \| \xi^{-1} \circ z \| \), then \( d \) is a quasimetric. We refer Proposition 1.3 in [BCM96] for more properties of \( d \). Also, we remark that the metric \( d \) is not symmetric but quasi-symmetric i.e. there exist a constant \( \tilde{D} \) depending on the matrix \( B \) such that

\[
\frac{1}{\tilde{D}} d(z, \xi) \leq \tilde{d}(\xi, z) \leq \tilde{D} d(z, \xi).
\]

We define the new metric, \( \tilde{d}(z, \xi) = d(z, \xi) + d(\xi, z) \), which is comparable to the metric \( d \) and is symmetric. Therefore, here onwards we assume the metric \( d \) to be symmetric.

Therefore the space \( (\mathbb{R}^{N+1}, d, |.|) \) is a metric space of homogeneous type in the sense of Coifman and Weiss (see [CW71]).

**Definition 2.6.** A ball centered at \( z = (x, t) \in \mathbb{R}^{N+1} \) is defined as

\[
B_r(z) = \{ w \in \mathbb{R}^{N+1} : d(z, w) < r \}.
\]

**Definition 2.7** (BMO spaces). A function \( b \in L^1_{loc}(\mathbb{R}^{N+1}) \) is said to be in BMO if

\[
\| b \|_{BMO} := \sup \left\{ \frac{1}{|B|} \int_{B} |b(z) - (b)_B| \, dz : B \text{ is a ball in } \mathbb{R}^{N+1} \right\} < \infty,
\]

where \( (b)_B \) denotes the mean of \( b \) over the set \( \mathcal{B} \), that is

\[
(b)_B := \int_{B} b(z) \, dz = \frac{1}{|B|} \int_{B} b(z) \, dz,
\]

and \( L^1_{loc}(\mathbb{R}^{N+1}) \) has the usual meaning of the function space of locally integrable functions with respect to the Lebesgue measure. We also use the notation \( \Omega_B(b) \) to denote the oscillation \( \frac{1}{|B|} \int_{B} |b(z) - (b)_B| \).
Definition 2.8. For given \( \mathcal{R} > 0 \) and \( \delta > 0 \), we say that a matrix \( A \) whose entries are \( L^1_{\text{loc}}(\mathbb{R}^{N+1}) \) functions is \((\delta, \mathcal{R})-\text{BMO}\) if

\[
\sup \left\{ \int_{B_\rho} |A(z) - (A)_\rho| \, dz : B_\rho \text{ is a ball of radius } \rho \text{ in } \mathbb{R}^{N+1}, 0 < \rho < \mathcal{R} \right\} < \delta,
\]

where \((A)_\rho\) denotes the mean of \( A \) over a ball \( B_\rho \) of radius \( \rho \), that is

\[
(A)_\rho := \int_{B_\rho} A(z) \, dz = \frac{1}{|B_\rho|} \int_{B_\rho} A(z) \, dz.
\]

Definition 2.9. For \( \Omega \subset \mathbb{R}^{N+1}, \) an open set, we define a class of Sobolev-type space

\[
S^X(\Omega, \mathcal{L}) = \{ u \in X(\Omega) : u_{x_i}, u_{x_i x_j}, Y u \in X(\Omega), i, j = 1, 2, \ldots, s_0 \},
\]

where \( Y u = \left( \sum_{i=1}^{N} b_{ij} x_i \partial x_j - \partial_t \right) u \) and \( X(\Omega) \) is one of the following Banach function spaces:

\[
X(\Omega) = L^p_w(\Omega) \text{ or } L^p(\Omega),
\]

whose definitions are given in Subsection 5.2 and Subsection 5.3 respectively. On the space \( S^X(\Omega, \mathcal{L}) \), we define the norm

\[
||u||_{S^X(\Omega, \mathcal{L})} = ||u||_{X(\Omega)} + \sum_{i=1}^{s_0} ||u_{x_i}||_{X(\Omega)} + \sum_{i,j=1}^{s_0} ||u_{x_i x_j}||_{X(\Omega)} + ||Y u||^p_{X(\Omega)}.
\]

We may also sometimes use the notation \( S^X(\Omega, d, | \cdot |) \) or \( S^X(\Omega) \). In the specific case of \( X = L^p_w(\Omega) \), we denote \( S^X(\Omega, \mathcal{L}) \) by \( S^p_w(\Omega) \) and when \( X = L^p(\Omega) \), we denote \( S^X(\Omega, \mathcal{L}) \) by \( S^p(\Omega) \).

A complete exposition of Caldéron-Zygmund theory on homogeneous spaces is given in the book of Deng and Han [DH09]. For our purposes, we shall require the Caldéron-Zygmund type decomposition adapted to \((\mathbb{R}^{N+1}, d, | \cdot |)\).

Theorem 2.10. (Caldéron-Zygmund type lemma [DH09, Aim85]) Let \( f \) be a nonnegative integrable function and \( \lambda > 0 \) be any height. Then there exist functions \( h_i \) and balls \( B_i \) such that the sets \( S_i = \{ x \in \mathbb{R}^{N+1} : h_i(x) \neq 0 \} \) are pairwise disjoint and

\[
g = f - \sum_i h_i \in L^1 \cap L^\infty \text{ and } ||g||_{L^\infty} \leq \tilde{D} \lambda,
\]

\[
\int_{\mathbb{R}^{N+1}} h_i(x) \, dx = 0,
\]

\[
S_i \subset B_i, \text{ and } \sum_i |B_i| \leq \tilde{D} \lambda^{-1} ||f||_{L^1},
\]

where the constant \( \tilde{D} \) only depends on the homogeneous space.

3. Representation Formula

3.1. Fundamental solution. The operator \( \mathcal{L}_0 \) is hypoelliptic, for example, see [H67]. Let \( \Gamma_0 \) denotes its fundamental solution with pole at zero. We recall the following expression for \( \Gamma_0 \) as derived in [H67, Kup72, LP94].

Let \( A(z) = (a_{ij}(z))_{s_0 \times s_0} \) denote the \( s_0 \times s_0 \) matrix that features in (1.1). Let \( A_0 \) denote the \( N \times N \) constant matrix defined as

\[
A_0 := \begin{pmatrix} A(z_0) & 0 \\ 0 & 0 \end{pmatrix},
\]
where each $\hat{0}$ represents a block matrix with zeros. Recall the definiton of the matrix polynomial $F(s)$ from Definition 2.1. Let

$$C(\tau, z_0) = \int_0^\tau F(s)A_0F^t(s) \, ds.$$ 

Then, the fundamental solution of $L_0$ with pole at zero is

$$\Gamma_0(z) = \Gamma_0(x, t) = \frac{1}{(4\pi)^{\frac{N}{2}}} \exp \left( -\frac{1}{4}(C^{-1}(t, z_0)x, x) \right).$$

The fundamental solution $\Gamma_0(\cdot, \zeta)$ of $L_0$ with pole in $\zeta \in \mathbb{R}^{N+1}$ is defined as

$$\Gamma_0(z, \zeta) = \Gamma_0(\zeta^{-1} \circ z), \quad z, \zeta \in \mathbb{R}^{N+1}, \quad z \neq \zeta.$$ 

We collect here all the relevant properties of $\Gamma$ as proved in [BCM96].

**Theorem 3.1.** ([BCM96, Theorem 2.2]) Let $z_0 \in \mathbb{R}^{N+1}$ and define $\Gamma(z_0, \cdot) \equiv \Gamma_0(\cdot)$. Then

(i) $\Gamma^0(\cdot) \in C^\infty(\mathbb{R}^{N+1}\setminus\{0\}).$

(ii) $\Gamma^i(\cdot)$ is $\delta_0$-homogeneous of degree $-Q$.

(iii) The function $\Gamma^i = \partial_z \Gamma^i$ is $\delta_0$-homogeneous of degree $-Q - a_i$ for $i = 1, 2, \ldots, N + 1$.

(iv) The function $\Gamma_{ij} = \partial_{x_i x_j} \Gamma^i$ is $\delta_0$-homogeneous of degree $-Q - a_i - a_j$ for $i = 1, 2, \ldots, N + 1$.

(v) The following estimates hold

$$|\Gamma^0_i(z)| \leq \frac{C}{|z|^{Q + a_i}},$$

$$|\Gamma^0_{ij}(z)| \leq \frac{C}{|z|^{Q + a_i + a_j}}, \text{ for } i, j = 1, 2, \ldots, N + 1,$$

where $C = \max \left\{ \sup_{S^N} |\Gamma^0_i(z)|, \sup_{S^N} |\Gamma^0_{ij}(z)|, i, j = 1, 2, \ldots, N + 1 \right\}$.

(vi) For every $m \in \mathbb{N}$, $z \in \mathbb{R}^{N+1}$ and a multiindex $\beta$, it holds that

$$\sup_{||z|| = 1, ||\beta|| = 2m} \left| \partial_\zeta^\beta \Gamma^0_{ij}(z; \zeta) \right| \leq C(m, \mu, B),$$

for all $z \in \mathbb{R}^{N+1}$.

(vii) It holds that

$$\int_{a < ||z|| < b} \Gamma^0_{ij}(z) \, d\zeta = 0 = \int_{||\zeta|| = 1} \Gamma^0_{ij}(z) \, d\sigma(z),$$

for $i, j = 1, 2, \ldots, s_0$ and $0 < a < b$.

The second order derivatives of smooth $u$ have the following pointwise representation.

**Theorem 3.2.** ([BCM96, Theorem 2.4]) Let $u \in C^\infty_0(\mathbb{R}^{N+1})$, $u = 0$ for $t \leq 0$, $z \in \text{spt} u$. Then, it holds that for $i, j = 1, 2, \ldots, s_0$

$$u_{x_i x_j}(z) = -pv \int_{\mathbb{R}^{N+1}} \Gamma_{ij}(z; \zeta^{-1} \circ z) \times \left( \sum_{h,k=1}^{s_0} [a_{hk}(z) - a_{hk}(\zeta)]u_{x_h x_k}(\zeta) + \mathcal{L}u(\zeta) \right) \, d\zeta$$

$$- \mathcal{L}u(z) \cdot \int_{||\zeta|| = 1} \Gamma_{ij}(z; \zeta) \nu_i \, d\sigma(\zeta),$$

(3.1)

where $\nu_i$ is the $i^{th}$ component of the outer normal to the surface $S^N$, the sphere in $\mathbb{R}^{N+1}$.
We may write the expression in (3.1) in a more tractable manner as follows. We define the following:

\[ K_{ij} f(z) = \text{pv} \int_{\mathbb{R}^{N+1}} \Gamma_{ij}(z;\zeta^{-1} \circ z) f(\zeta) \, d\zeta, \]

(3.2)

\[ \alpha_{ij}(z) = \int_{||\zeta||=1} \Gamma_j(z;\zeta) \nu_i \, d\sigma(\zeta), \quad \text{and} \]

for an operator \( K \) and a function \( a \in L^\infty(\mathbb{R}^{N+1}) \), define the commutator as

\[ [a,K](f) = K(af) - a \cdot K(f). \]

(3.3)

Using the notations (3.2) and (3.3) in (3.1), we obtain the following compact expression for the second order derivatives of \( u \).

\[ u_{x_ix_j} = -K_{ij}(\mathcal{L}u) + \sum_{h,k=1}^{s_0} [a_{hk}, K_{ij}](u_{x_hx_k}) + \alpha_{ij} \cdot \mathcal{L}u, \]

(3.4)

for \( i,j = 1,2,\ldots,s_0 \).

In order to study the \( L^p \) boundedness properties of the operators \( K_{ij} \) and \( [a_{hk}, K_{ij}] \), we will make use of spherical harmonics to obtain a Fourier series representation for the singular kernel \( \Gamma_{ij} \). This technique was first used in the classic paper of Calderón and Zygmund [CZ57]. In the case of anisotropic homogeneities, spherical harmonics found use in [FR66].

**Definition 3.3. (Spherical Harmonics)** A harmonic polynomial in \( \mathbb{R}^{N+1} \) which is homogeneous of degree \( m \) is called a solid harmonic of degree \( m \). The restriction of a solid harmonic to a sphere \( S^N \) is called a spherical harmonic of degree \( m \).

The dimension of the space of spherical harmonics of degree \( m \) is

\[ g_m = \binom{m+N}{N} - \binom{m+N-2}{N} \leq C_N \cdot m^{N-1} \]

(3.5)

The orthonormal system of spherical harmonics \( \{Y_{km}\}_{k=1,\ldots,g_m} \) is complete in \( L^2(S^N) \).

We list below some properties of the spherical harmonics which may be found in [CZ57] and [FR66]:

1. We have

\[ \left| \left( \frac{\partial}{\partial x} \right)^\beta Y_{km}(x) \right| \leq C_N \cdot m^{\frac{N-1}{2}+|\beta|}, \quad \text{for } x \in S^N, k = 1,2,\ldots,g_m. \]

2. Let \( f \in C^\infty(S^N) \). Let \( f(x) \sim \sum_{k,m} b_{km} Y_{km} \) be its expansion in Fourier series, so that \( b_{km} = \int_{S^N} f(x) Y_{km}(x) \, d\sigma \), then for every \( l \in \mathbb{N} \), there is a constant \( c \) depending on \( l \) such that

\[ |b_{km}| \leq c \cdot m^{-2l} \sup_{|\beta|=2l} \left| \left( \frac{\partial}{\partial x} \right)^\beta f(x) \right|. \]

3. For a fixed \( z \in \mathbb{R}^{N+1} \) and \( \zeta \in S^N \), we obtain the Fourier series expansion

\[ \Gamma_{ij}(z;\zeta) = \sum_{m=0}^{\infty} \sum_{k=1}^{g_m} \kappa_{ij}^{km}(z) Y_{km}(\zeta), \]
and then for a general $\zeta \in \mathbb{R}^{N+1}$, using the dilation $\zeta' = D(||\zeta||^{-1})\zeta$ and exploiting the homogeneity property of $\Gamma_{ij}$ we receive

$\Gamma_{ij}(z; \zeta) = \sum_{m=0}^{\infty} \sum_{k=1}^{g_m} c_{ij}^{km}(z) \frac{Y_{km}(\zeta')}{||\zeta||^{Q+2}}.$

(4) $c_{ij}^{km} = 0$ for $m = 0$.

(5) For $m > 0$, we have the bound

$$|c_{ij}^{km}(z)| \leq C \cdot m^{-2l}$$

for any $l > 1, z \in \mathbb{R}^{N+1}$.

Now, define

$$K_{km}(z) = \frac{Y_{km}(z')}{||z||^{Q+2}}.$$

Theorem 3.4. ([BCM96]) The kernels $K_{km}$ satisfy the following properties:

(1) $K_{km} \in C^\infty(\mathbb{R}^{N+1} \setminus \{0\})$.

(2) $K_{km}$ is $\delta_r$-homogeneous of degree $-(Q + 2)$.

(3) $K_{km}$ satisfies the following growth condition, for any $z, \zeta \in \mathbb{R}^{N+1} \setminus \{0\}$,

$$|K_{km}(z)| \leq \frac{c_{km}}{||z||^{Q+2}}$$

with $c_{km} \leq C_N \cdot m^{\frac{N-1}{2}}$.

(4) $K_{km}$ satisfies the following vanishing property

$$\int_{||\zeta||=1} K_{km}(\zeta) d\sigma(\zeta) = 0.$$

We shall also require the following property of $K_{km}$.

Theorem 3.5. (Hörmander’s condition [BCM96, Proposition 3.4]) There exists $\beta = \beta(r) \in (0, 1]$, $M = M(B) > 1$, $c_{km} = c(N) \cdot m^{\frac{N+1}{2}}$ such that

$$|K_{km}(\eta^{-1} \circ \zeta) - K_{km}(\eta^{-1} \circ z)| \leq c_{km} \frac{||\zeta^{-1} \circ z||^{\beta}}{||\eta^{-1} \circ z||^{Q+2+\beta}},$$

and

$$|K_{km}(\zeta^{-1} \circ \eta) - K_{km}(\zeta^{-1} \circ \eta)| \leq c_{km} \frac{||\zeta^{-1} \circ z||^{\beta}}{||\eta^{-1} \circ z||^{Q+2+\beta}},$$

for every $z, \zeta, \eta \in \mathbb{R}^{N+1}$ satisfying $||\eta^{-1} \circ z|| \geq M ||\zeta^{-1} \circ z||$.

Remark 3.6. By an abuse of notation, we use the same factor $c_{km}$ in (3.8) and Theorem 3.5 since in our estimates, we will always majorize by the larger number.

Now, we define a further singular operator

$$T_{km} f(z) = \text{p.v.} \int_{\mathbb{R}^{N+1}} K_{km}(\zeta^{-1} \circ z) f(\zeta) d\zeta,$$

so that (3.4) unfolds to

$$u_{x_i x_j} = -\sum_{m=1}^{\infty} \sum_{k=1}^{g_m} c_{ij}^{km} T_{km}(Lu) + \sum_{h,k=1}^{s_0} \sum_{m=1}^{\infty} \sum_{k=1}^{g_m} c_{ij}^{km} [a_{hk}, T_{km}] (u_{x_h x_k}) + \alpha_{ij} \cdot Lu,$$

for $i, j = 1, 2, \ldots, s_0$. 
4. Pointwise estimates

4.1. Sparse Domination Preliminaries. We begin with the uncentered Hardy-Littlewood maximal function is defined as follows

\[ \mathcal{M}f(\zeta) = \sup_{B \ni \zeta} \int_B |f(z)| \, dz, \]

where the supremum is over all balls \( B \) containing the points \( \zeta \). Another useful variant of the Hardy-Littlewood maximal function is the dyadic Hardy-Littlewood maximal function and to define that we need the following notion of dyadic grids for homogeneous spaces, see [HK12].

Let \( 0 < c_1 \leq C_1 < \infty \) and \( \delta \in (0, 1) \). By a general dyadic grid \( \mathcal{U} = \bigcup_{k \in \mathbb{Z}} \mathcal{U}_k \) on \( \mathbb{R}^{N+1} \), we mean a countable collection of sets \( \mathcal{U}_k^\alpha \) for \( k \in \mathbb{Z} \), each associated with a point \( z_k^\alpha \), \( \alpha \) coming from a countable index, with the following properties:

- \( \mathbb{R}^{N+1} = \bigcup \mathcal{U}_k^\alpha \) for every \( k \in \mathbb{Z} \).
- If \( l \geq k \), then either \( \mathcal{U}_l^\beta \subset \mathcal{U}_k^\alpha \) or \( \mathcal{U}_l^\beta \cap \mathcal{U}_k^\alpha = \emptyset \).
- There exist \( c_1, C_1 > 0 \) such that \( B(z_k^\alpha, c_1 \delta^k) \subset B(z_k^\alpha, C_1 \delta^k) := B(z_k^\alpha) \).
- If \( l \geq k \) and \( \mathcal{U}_l^\beta \subset \mathcal{U}_k^\alpha \), then \( B(z_l^\beta) \subset B(z_k^\alpha) \).
- For all \( k \in \mathbb{Z} \), there exists \( \alpha \) such that \( x_0 = z_k^\alpha \).

Hytönen and Kairema [HK12, Theorem 4.1] proved the existence of a finite collection of dyadic grids \( \mathcal{U}_t \), \( t = 1, 2, \ldots, L \) such that for every ball \( B(z, r) \subset \mathbb{R}^{N+1} \) with \( \delta^{k+2} \leq r < \delta^{k+1} \), there exists some \( t \in \{1, 2, \ldots, L\} \) and \( \mathcal{U}_k^\alpha \subset \mathcal{U}_t \) such that \( B(z, r) \subset \mathcal{U}_k^\alpha \) and \( \text{diam} \mathcal{U}_k^\alpha \leq C r \), where \( C \) depends on \( \delta \).

Corresponding to a dyadic grid \( \mathcal{U} \), the dyadic Hardy-Littlewood maximal function is defined as follows:

\[ \mathcal{M}_\mathcal{U}f(\zeta) = \sup_{P \ni \zeta; P \in \mathcal{U}} \int_P |f(z)| \, dz. \]

It is obvious that \( \mathcal{M}_\mathcal{U} \) is pointwise controlled by the Hardy-Littlewood maximal function \( \mathcal{M} \), but more interestingly, as proved in [HK12, Prop. 7.9], we have

\[ (4.1) \quad \mathcal{M}f \lesssim \sum_{t=1}^L \mathcal{M}_{\mathcal{U}_t}f. \]

In the rest of the paper, an element of a dyadic grid as above will be called as an ultraparabolic dyadic cube \( P \in \mathcal{U} \). We reserve the notation \( \mathcal{U}(P) \) for the collection of all dyadic cubes \( T \in \mathcal{U} \) such that \( T \subset P \) and \( \mathcal{M}_P f(\zeta) := \sup_{T \ni \zeta; T \in \mathcal{U}(P)} \int_T |f| \) is the restricted Hardy-Littlewood maximal function.

Definition 4.1 (Sparse family). Let \( \mathcal{G} \) be a family of cubes belonging to some general dyadic grid and \( \eta \in (0, 1) \). We call \( \mathcal{G} \) to be a \( \eta \)-sparse family if for every \( P \in \mathcal{G} \) there exists a set \( F_P \) such that \( |F_P| \geq \eta |P| \) and \( \{F_P\}_{P \in \mathcal{G}} \) are mutually disjoint.

Remark 4.2. In application we shall work with collection of ultraparabolic dyadic cubes \( \mathcal{G} \subset \mathcal{U} \) such that for any \( T \in \mathcal{G} \) we have

\[ (4.2) \quad \sum_{T' \in \mathcal{U}, T' \in \mathcal{U}(T)} |T'| \leq \frac{1}{2} |T|. \]

The above condition ensures that the collection \( \mathcal{G} \) is sparse since for each \( T \in \mathcal{G} \) if we define

\[ F_T = T \setminus \bigcup_{T' \in \mathcal{U}(T)} T', \]
then by the dyadic structure of \( \mathcal{U} \), the collection \( \{ F_T \}_{T} \) is pairwise disjoint and (4.2) implies
\[
|F_T| \geq |T| - \sum_{T' \in \mathcal{U}, T' \supseteq T} |T'| \geq \frac{1}{2}|T|.
\]

**Definition 4.3** (Sparse operator). Given a sparse family \( \mathcal{G} \), the associated sparse operator \( \mathcal{A}_G \) is defined as follows
\[
\mathcal{A}_G f(x) := \sum_{P \in \mathcal{G}} \left( \frac{1}{|P|} \int_P |f| \right) \chi_P(x).
\]

We also introduce the following sparse operators in order to estimate the commutator terms appearing in (3.13). Corresponding to a sparse family \( \mathcal{G} \) and a function \( b \), the operator \( \mathcal{A}^b_{\mathcal{G}} \) is defined as follows
\[
\mathcal{A}^b_{\mathcal{G}} f(x) := \sum_{P \in \mathcal{G}} |b(x) - b_P| \left( \frac{1}{|P|} \int_P |f| \right) \chi_P(x).
\]

The adjoint of \( \mathcal{A}^b_{\mathcal{G}} \) is given by
\[
\mathcal{A}^{b,x}_{\mathcal{G}} f(x) := \sum_{P \in \mathcal{G}} \left( \frac{1}{|P|} \int_P |b - b_P||f| \right) \chi_P(x).
\]

We let \( \mathcal{M} \) stand for the uncentered Hardy–Littlewood maximal function on \((\mathbb{R}^{N+1}, d, |\cdot|)\) and for \( 1 < r < \infty \), \( \mathcal{M}_r f := (\mathcal{M}(|f|^r))^{1/r} \). Our proofs on sparse domination depend on a general sparse domination principle by Lerner–Ombrosi, see Theorem 1.1 in [LO20]. For any linear operator \( T \), let us consider the following version of the grand maximal truncated operator: For \( s > 0 \)
\[
\mathcal{M}^T_{r,s} f(x) = \sup_{B: B \ni x} \text{ess sup}_{y,z \in B} \left| T(f \chi_{\mathbb{R}^{N+1}\setminus sB})(y) - T(f \chi_{\mathbb{R}^{N+1}\setminus sB})(z) \right|,
\]
where the supremum is taken over all balls \( B \) containing the point \( x \).

Let us state the following pointwise result which is even new in the context of elliptic and parabolic equations.

**Theorem 4.4.** Suppose that the matrices \( A \) and \( C \) satisfy (H1) and (H2). Fix \( i, j \in \{1, 2, \ldots, s_0\} \). Then for any ultraparabolic cube \( P \subset \Omega \), there exist sparse families \( \{ \mathcal{G}_{km,l} : k = 1, \ldots, g_m, 1 \leq l \leq C(N), m \in \mathbb{N} \} \) such that for any \( u \in \mathcal{S}^X(\Omega, \mathcal{L}) \), we have
\[
|u_{x_i x_j}(z)| \leq \kappa_{A,N,C} \sum_{m=1}^{s_0} \sum_{k=1}^{g_m} c_{km} |c_{ij}^{km}| \sum_{l=1}^{C(N)} \mathcal{A}_{\mathcal{G}_{km,l}}(\mathcal{L} u)(z)
\]
\[
+ \sum_{h,k=1}^{s_0} \sum_{m=1}^{g_m} c_{km} |c_{ij}^{km}| \sum_{l=1}^{C(N)} \mathcal{A}^{a_{hk}}_{\mathcal{G}_{km,l}}(u_{x_h x_k})(z)
\]
\[
+ \sum_{h,k=1}^{s_0} \sum_{m=1}^{g_m} c_{km} |c_{ij}^{km}| \sum_{l=1}^{C(N)} \mathcal{A}^{a_{hk},x}_{\mathcal{G}_{km,l}}(u_{x_h x_k})(z) + |a_{ij}| \cdot |\mathcal{L} u(z)|,
\]
for a.e. \( z \in P \).

To conclude the proof of the above theorem we need to individually handle each term appearing in (3.13). For the rest of this section fix some \( k, m \) such that \( m \in \mathbb{N} \) and \( k = 1, \cdots, g_m \).
4.2. **End-point boundedness.** In order to kickstart the sparse domination method, we will require a weak-$L^1$ type estimate for the operator $T_{km}$. This, in turn, requires the $L^2$ boundedness of the operator $T_{km}$. The proof of $L^2$ boundedness can be obtained from the proof given in Aimar [Aim85].

**Theorem 4.5.** [BCM96, Theorem 3.6] *(L$^2$ boundedness of $T_{km}$)* Let us define

$$T_{km}f(z) = \text{p.v.} \int_{\mathbb{R}^{N+1}} K_{km}(\zeta^{-1} \circ z) f(\zeta) \, d\zeta.$$ 

Then

$$||T_{km}f||_{L^2} \leq c_{km} ||f||_{L^2},$$

where $c_{km}$ is the constant that appears in Theorem 3.5.

**Theorem 4.6.** *(Weak-$L^1$ type estimates for $T_{km}$)* Let us define

$$T_{km}f(z) = \text{p.v.} \int_{\mathbb{R}^{N+1}} K_{km}(\zeta^{-1} \circ z) f(\zeta) \, d\zeta.$$ 

Then $T_{km}$ maps $L^1(\mathbb{R}^{N+1}, d, | \cdot |)$ to $L^{1,\infty}(\mathbb{R}^{N+1}, d, | \cdot |)$ boundedly, that is, for all $\lambda > 0$

$$|\{z \in \mathbb{R}^{N+1} : |T_{km}f(z)| > \lambda\}| \leq \frac{c_{km}}{\lambda} \int_{\mathbb{R}^{N+1}} |f(z)| \, dz,$$

where $c_{km}$ is the constant that appears in Theorem 3.5.

**Proof.** Let $f \in L^1(\mathbb{R}^{N+1}, d, | \cdot |)$ and $\lambda > 0$ be fixed. We apply the Calderon-Zygmund type decomposition adapted for homogeneous spaces (as in Theorem 2.10) to the function $f$ and level $\lambda$. In consequence, we obtain

$$f = g + \sum h_i$$

where $||g||_{L^\infty} \leq \lambda,$

the functions $h_i$ are supported in balls $B_i$ whose total measure is controlled by $\sum |B_i| \leq \tilde{D} \lambda^{-1} ||f||_{L^1}.$

The set

$$\{z \in \mathbb{R}^{N+1} : T_{km}f(z) > \lambda\}$$

is contained in the union of the sets

$$\left\{ z \in \mathbb{R}^{N+1} : T_{km}g(z) > \frac{\lambda}{2} \right\}_{G} \text{ and } \left\{ z \in \mathbb{R}^{N+1} : T_{km}\left(\sum h_i\right)(z) > \frac{\lambda}{2} \right\}_{B},$$

hence, it suffices to estimate their measures. For the first of these sets $G$, we use Theorem 4.5. The estimate for the good set is as follows:

$$(a) \leq \frac{C}{\lambda^2} ||T_{km}g||^2_{L^2}$$

$$(b) \leq \frac{c_{km}}{\lambda^2} ||g||^2_{L^2}$$

$$= \frac{c_{km}}{\lambda^2} \int_{\mathbb{R}^{N+1}} |g(z)|^2 \, dz$$

$$(c) \leq \frac{c_{km}}{\lambda} \int_{\mathbb{R}^{N+1}} |g(z)| \, dz$$
Theorem 3.5 \((4.5)\), \((4.8)\)\), Theorem 4.5, \((c)\) is a consequence of \((4.5)\).

To estimate the measure of the remaining set \(B\), we begin by excising the supports of \(h_i\) from \(B\) since they are already controlled in the desired way. Indeed, in the ensuing calculation, this removal is crucial to create a gap between points in \(B_i\) and their complements which allows the application of Theorem 3.5.

Observe that due to the doubling property,

\[
\left\lvert \bigcup_i 2B_i \right\rvert \leq C \sum_i |B_i| \leq \frac{C}{\lambda} \|f\|_{L^1}.
\]

Therefore, instead of \(B\) we look at the new set

\[
\left\{ z \in \mathbb{R}^{N+1} \setminus \bigcup_i 2B_i : T_{km} \left( \sum_i h_i \right) (z) > \frac{\lambda}{2} \right\}.
\]

Once more with an application of Chebyshev’s inequality, we have

\[
\left\lvert \left\{ z \in \mathbb{R}^{N+1} \setminus \bigcup_i 2B_i : T_{km} \left( \sum_i h_i \right) (z) > \frac{\lambda}{2} \right\} \right\rvert \leq \frac{C}{\lambda} \int_{\mathbb{R}^{N+1} \setminus \bigcup_i 2B_i} \left\lvert \sum_i T_{km}h_i(z) \right\rvert \, dz
\]
\[
\leq \frac{C}{\lambda} \sum_i \int_{\mathbb{R}^{N+1} \setminus \bigcup_i 2B_i} \left\lvert T_{km}h_i(z) \right\rvert \, dz
\]

(4.8)

Let the ball \(B_i\) be centered at \(z_i \in \mathbb{R}^{N+1}\) and have radius \(r_i\), then

\[
E_i = \int_{\mathbb{R}^{N+1} \setminus \bigcup_i 2B_i} |T_{km}h_i(z)| \, dz
\]
\[
= \int_{\mathbb{R}^{N+1} \setminus \bigcup_i 2B_i} \left| \int_{B_i} K_{km}(\zeta^{-1} \circ z) h_i(\zeta) \, d\zeta \right| \, dz
\]
\[
\overset{(a)}{= \int_{\mathbb{R}^{N+1} \setminus \bigcup_i 2B_i} \left| \int_{B_i} \left( K_{km}(\zeta^{-1} \circ z) - K_{km}(z_i^{-1} \circ z) \right) h_i(\zeta) \, d\zeta \right| \, dz
\]
\[
\leq \int_{\mathbb{R}^{N+1} \setminus \bigcup_i 2B_i} \left| K_{km}(\zeta^{-1} \circ z) - K_{km}(z_i^{-1} \circ z) \right| |h_i(\zeta)| \, d\zeta \, dz
\]
\[
\overset{(b)}{\leq c_{km} \int_{\mathbb{R}^{N+1} \setminus \bigcup_i 2B_i} \int_{B_i} \frac{||\zeta^{-1} \circ z_i||^\beta}{||z^{-1} \circ z_i||^{Q+2+\beta}} |h_i(\zeta)| \, d\zeta \, dz
\]
\[
\overset{(c)}{= c_{km} \int_{B_i} \left( \frac{||\zeta^{-1} \circ z_i||^\beta}{||z^{-1} \circ z_i||^{Q+2+\beta}} \right) |h_i(\zeta)| \, d\zeta
\]
results in the following estimate where (a) is due to the fact that \( \int h_i = 0 \), (b) is due to (3.11), and (c) is due to Fubini’s theorem. Using (4.9) in (4.8) results in the following estimate

\[
\left\{ z \in \mathbb{R}^{N+1} \setminus \bigcup_i 2B_i : T_{km} \left( \sum_i h_i \right)(z) > \frac{\lambda}{2} \right\} \leq \frac{C}{\lambda} \sum_i E_i \\
\leq \frac{ckm}{\lambda} \sum_i \int_{B_i} |h_i(\zeta)| \, d\zeta \\
\leq \frac{ckm}{\lambda} \int_{\mathbb{R}^{N+1}} |f(\zeta)| \, d\zeta.
\]

(4.10)

Now, the weak-\( L^1 \)-type estimate is a consequence of a combination of the three estimates in (4.6), (4.7), and (4.10).

**Theorem 4.7.** (weak \( L^1 \)-type estimate for \( \mathcal{M}_{T_{km},s}^\# \)) Let \( s > 1 \), then the grand truncated maximal function \( \mathcal{M}_{T_{km},s}^\# \) maps \( L^1(\mathbb{R}^{N+1}, d, |\cdot|) \) to \( L^{1,\infty}(\mathbb{R}^{N+1}, d, |\cdot|) \) boundedly.

**Proof.** We recall the definition of the grand truncated maximal function.

\[
\mathcal{M}_{T_{km},s}^\# f(\zeta) = \sup_{B : B \ni \zeta, y, z \in B} \left| T(f\chi_{\mathbb{R}^{N+1}\setminus sB})(y) - T(f\chi_{\mathbb{R}^{N+1}\setminus sB})(z) \right|.
\]

For the proof, we will estimate the grand truncated maximal function by the uncentered Hardy-Littlewood maximal function \( \mathcal{M} \) in a pointwise manner, and this will conclude the proof of the Theorem since \( \mathcal{M} \) is weak type \((1,1)\).

Fix a point \( \zeta \in \mathbb{R}^N \) and choose a ball \( B \ni \zeta \) of radius \( r \). Let \( y, z \in B \) and consider the expression

\[
\left| T_{km}(f\chi_{\mathbb{R}^{N+1}\setminus sB})(y) - T_{km}(f\chi_{\mathbb{R}^{N+1}\setminus sB})(z) \right| = \left| \int_{\mathbb{R}^{N+1}\setminus sB} (K_{km}(\eta^{-1} \circ y) - K_{km}(\eta^{-1} \circ z)) f(\eta) \, d\eta \right|
\leq \int_{\mathbb{R}^{N+1}\setminus sB} \left| K_{km}(\eta^{-1} \circ y) - K_{km}(\eta^{-1} \circ z) \right| |f(\eta)| \, d\eta
\leq c_{km} \int_{\mathbb{R}^{N+1}\setminus sB} \frac{|y^{-1} \circ z|^\beta}{|\eta^{-1} \circ z|^{Q+\beta}} |f(\eta)| \, d\eta
\]
\[
\begin{align*}
&= c_{km} \sum_{k=1}^{\infty} \int_{s^{k+1}B \setminus s^k B} \frac{||y^{-1} \circ z||^\beta}{||\eta^{-1} \circ z||^{Q+2+\beta}} |f(\eta)| \, d\eta \\
&\leq c_{km} \sum_{k=1}^{\infty} \int_{s^{k+1}B \setminus s^k B} \frac{(r)^\beta}{(s^k \eta)^{Q+2+\beta}} |f(\eta)| \, d\eta \\
&\leq c_{km} \sum_{k=1}^{\infty} (s^k \eta)^{Q+2+\beta} \int_{s^k B} |f(\eta)| \, d\eta \\
&\leq \tilde{c}_{km} \int_{s^k B} |f(\eta)| \, d\eta.
\end{align*}
\]

Now, taking supremum over all \( y, z \in B \) followed by supremum over all \( B \ni \zeta \) gives us
\[
\mathcal{M}_{T_{km},s}^b f(\zeta) \leq c_{km} \mathcal{M} f(\zeta).
\]

\[
\square
\]

4.3. **Local pointwise estimates.** Now we are in a position to prove the following local sparse domination result. The following result essentially proves the pointwise domination of commutators by sparse operators. The proof is quite involved and probably is of independent interest due to its applicability for a large class of operators. For any ultraparabolic cube \( \mathcal{P}, \mathcal{P}^* \) denotes the dilated cube \( \delta_{c_N} \mathcal{P} \), where \( c_N \) is a fixed dimensional constant to be chosen later.

**Theorem 4.8** (Pointwise estimates for the commutator). Let \( \mathcal{P} \) be any ultraparabolic cube. Then for any compactly supported bounded function \( f \) there exists a \( \frac{1}{2} \)-sparse family \( \mathcal{G} \subset \mathcal{W}(\mathcal{P}) \) such that

\[
(4.11)
\]

\[
|\langle b, T_{km}(f \chi_{\mathcal{P}^*})(z) \rangle| \lesssim_N c_{km} \left[ \sum_{T \in \mathcal{G}} |b - b_{T^*}| \left( \frac{1}{|T^*|} \int_{T^*} |f| \right) \chi_T(z) + \sum_{T \in \mathcal{G}} \left( \frac{1}{|T^*|} \int_{T^*} |(b - b_{T^*}) f| \right) \chi_T(z) \right]
\]

\[
+ c_{km} ||b||_{BMO} \sum_{T \in \mathcal{G}} \left( \frac{1}{|T^*|} \int_{T^*} |f| \right) \chi_T(z)
\]

holds for a.e. \( z \in \mathcal{P} \).

**Proof.** For simplicity let us denote \( \langle f \rangle_{T^*} = \frac{1}{|T^*|} \int_{T^*} |f| \, dz \). Define the following operator
\[
\mathcal{N}_f(z) := \max \{ |T_{km}(f \chi_{\mathcal{P}^*})(z)|, \mathcal{M}_{T_{km},s}^b (f \chi_{\mathcal{P}^*})(z) \}.
\]

Theorem 4.6 and Theorem 4.7 together imply that \( \mathcal{N} \) is weak-type \( (1,1) \). Let us consider the following sets
\[
F_{\mathcal{P}, \text{bad}}^1 := \{ z \in \mathcal{P} : \mathcal{N}(f \chi_{\mathcal{P}^*})(z) > \alpha_N c_{km}(f \mathcal{P}^*) \},
\]
\[
F_{\mathcal{P}, \text{bad}}^2 := \{ z \in \mathcal{P} : \mathcal{M}(b - b_{\mathcal{P}^*}) f)(z) > \alpha_N c_{km}(b - b_{\mathcal{P}^*} f) \mathcal{P} \}.
\]

Denote \( F_{\mathcal{P}, \text{bad}} = F_{\mathcal{P}, \text{bad}}^1 \cup F_{\mathcal{P}, \text{bad}}^2 \). Since \( \mathcal{M} \) and \( \mathcal{N} \) are weak-type \( (1,1) \), it is possible to choose large enough \( \alpha_N \) such that

\[
(4.12)
\]

\[
|F_{\mathcal{P}, \text{bad}}| \lesssim O \left( \frac{1}{\alpha_N} \right) |\mathcal{P}| \leq \frac{1}{2} |\mathcal{P}|.
\]
Note that we have used the fact $|\mathcal{P}^*| \lesssim |\mathcal{P}|$ in the above estimate. To construct appropriate sparse family, we shall decompose the set $F_{\mathcal{P}, \text{bad}}$ using Calderón-Zygmund decomposition. To that end, let us consider

$$F_{\chi, \mathcal{P}} := \{ z \in \mathcal{P} : \mathcal{M}\mathcal{P}(\chi_{F_{\mathcal{P}, \text{bad}}})(z) > \lambda \}.$$  

Local Calderón-Zygmund decomposition for small enough $\lambda$ produces a collection of pairwise disjoint ultraparabolic cubes $\mathcal{G}_\mathcal{P} \subset \mathcal{U}(\mathcal{P})$ such that $F_{\mathcal{P}, \text{bad}} \subset F_{\chi, \mathcal{P}} = \bigcup_{\mathcal{T} \in \mathcal{G}_\mathcal{P}} \mathcal{T}$ and

$$\lambda < \frac{|\mathcal{T} \cap F_{\mathcal{P}, \text{bad}}|}{|\mathcal{T}|} \leq \frac{1}{2},$$

for all $\mathcal{T} \in \mathcal{G}_\mathcal{P}$. The above implies

$$\sum_{\mathcal{T} \in \mathcal{G}_\mathcal{P}} |\mathcal{T}| \lesssim \sum_{\mathcal{T} \in \mathcal{G}_\mathcal{P}} |\mathcal{T} \cap F_{\mathcal{P}, \text{bad}}| \lesssim \frac{1}{\lambda} |F_{\mathcal{P}, \text{bad}}| \lesssim O\left(\frac{1}{\alpha_N \lambda}\right) |\mathcal{P}| \leq \frac{1}{2} |\mathcal{P}|,$$

provided we choose $\alpha_N$ very large.

Define $\mathcal{G}_0 = \{ \mathcal{P} \}$ and $\mathcal{G}_1 = \mathcal{G}_\mathcal{P}$. For each $\mathcal{T} \in \mathcal{G}_\mathcal{P}$, similar procedure generates the collection $\mathcal{G}_\mathcal{T}$ and we combine them to define $\mathcal{G}_2 = \bigcup_{\mathcal{T} \in \mathcal{G}_\mathcal{P}} \mathcal{G}_\mathcal{T}$. Iteratively we define the collection $\mathcal{G}_k$ for all $k = 0, 1, 2, \ldots$. Therefore, from Remark 4.2 and (4.15) it follows that the collection $\mathcal{G} = \bigcup_{k \geq 0} \mathcal{G}_k$ is a sparse collection.

Rest of the proof is dedicated to conclude that $\mathcal{G}$ is a required collection for which (4.11) holds true. The recursive process implies that $\sum_{\mathcal{T} \in \mathcal{G}_k} |\mathcal{T}| \leq \frac{1}{2^k} |\mathcal{P}|$, consequently, $|\mathcal{G}_k| \to 0$ as $k \to \infty$. Therefore, up to a measure zero set, for each point $z \in \mathcal{P}$ there exists a largest $k = k(z) \in \mathbb{N}$ depending on $z$ such that $z \in \mathcal{G}_j$ for each $0 \leq j \leq k(z)$. Hence, there exist a chain of ultraparabolic dyadic cubes $\{\mathcal{T}_j\}_{j=0}^{k(z)}$ with $\mathcal{T}_j \in \mathcal{G} \mathcal{P}$ such that $z \in \mathcal{T}_{k(z)} \subset \mathcal{T}_{k(z)-1} \subset \cdots \subset \mathcal{T}_0 = \mathcal{P}$. Since $[b, T]f = [b - c, T]f$ for any constant $c \in \mathbb{R}$, note that

$$|\mathcal{B}, T_{km}(f \chi_{\mathcal{P}^*})(z)| \leq \sum_{j=1}^{k(z)} |\mathcal{B}, T_{km}(f \chi_{T_{j-1}^* \setminus T_j^*})(z)| + |\mathcal{B}, T_{km}(f \chi_{T_{k(z)}^*})(z)|
$$

$$= \sum_{j=1}^{k(z)} |\mathcal{B} - b_{T_{j-1}^*}, T_{km}(f \chi_{T_{j-1}^* \setminus T_j^*})(z)| + |\mathcal{B} - b_{T_{k(z)}^*}, T_{km}(f \chi_{T_{k(z)}^*})(z)|
$$

$$\leq \sum_{j=1}^{k(z)} \left( |\mathcal{B} - b_{T_{j-1}^*}, T_{km}(f \chi_{T_{j-1}^* \setminus T_j^*})(z)| + |\mathcal{B} - b_{T_{j-1}^*}, T_{km}(f \chi_{T_{j-1}^* \setminus T_j^*})(z)| \right)
$$

$$+ \left( |\mathcal{B} - b_{T_{k(z)}^*}, T_{km}(f \chi_{T_{k(z)}^*})(z)| + |\mathcal{B} - b_{T_{k(z)}^*}, T_{km}(f \chi_{T_{k(z)}^*})(z)| \right)
$$

$$\lesssim \sum_{j=1}^{k(z)} \left( \left| b - b_{T_{j-1}^*} \right| T_{km}(f \chi_{T_{j-1}^* \setminus T_j^*})(z) + \left| T_{km}(f \chi_{T_{k(z)}^*})(z) \right| \right)
$$

$$+ c_{km} \left( |\mathcal{B} - b_{T_{k(z)}^*}, f\rangle_{T_{k(z)}^*} + |\mathcal{B} - b_{T_{k(z)}^*}, f\rangle_{T_{k(z)}^*} \right),$$

where in the last inequality we have used the fact that $z \notin \mathcal{G}_{k(z)+1}$. Now, we analyze the summands $I_j$ and $II_j$ in the sum in (4.16) for $j \in \{1, 2, \ldots, k(z)\}$. Note that for each $z' \in \mathcal{T}_j$, we can write

$$I_j = \left| b - b_{T_{j-1}^*} \right| T_{km}(f \chi_{T_{j-1}^* \setminus T_j^*})(z).$$
Now to complete the proof we observe that
\[
\left| b - b_{T_{j-1}} \right| T_{km}(f \chi_{T_{j-1}})(z) - T_{km}(f \chi_{T_{j-1}})(z') \right| + \left| b - b_{T_{j-1}} \right| T_{km}(f \chi_{T_{j-1}})(z)\right|, \\
\leq \left| b - b_{T_{j-1}} \right| \inf_{\zeta \in T_j} M_{\cal T_{km,cN}}^z \left( f \chi_{T_{j-1}} \right)(\zeta) + \left| b - b_{T_{j-1}} \right| \left( \inf_{\zeta \in T_j} T_{km}(f \chi_{T_{j-1}})(\zeta) + \inf_{\zeta \in T_j} T_{km}(f \chi_{T_{j-1}})(\zeta) \right),
\]
where the first inequality is obtained by adding and subtracting a suitable term. Similarly, we have

\[
(4.18) \quad II_j = \left| T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(z) \right| \\
\leq T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(z) - T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(z') \right| + \left| T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(z) \right|, \\
\leq \inf_{\zeta \in T_j} M_{\cal T_{km,cN}}^z \left( b - b_{T_{j-1}} \right) f \chi_{T_{j-1}}(\zeta) + \left( \inf_{\zeta \in T_j} T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(\zeta) + \inf_{\zeta \in T_j} T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(\zeta) \right) \\
= \inf_{\zeta \in T_j} M_{\cal T_{km,cN}}^z \left( b - b_{T_{j-1}} \right) f \chi_{T_{j-1}}(\zeta) + \inf_{\zeta \in T_j} T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(\zeta) + \inf_{\zeta \in T_j} T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(\zeta) \\
\leq \inf_{\zeta \in T_j} M_{\cal T_{km,cN}}^z \left( b - b_{T_{j-1}} \right) f \chi_{T_{j-1}}(\zeta) + \inf_{\zeta \in T_j} T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(\zeta) + \inf_{\zeta \in T_j} T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(\zeta) + \inf_{\zeta \in T_j} T_{km}(b - b_{T_{j-1}}) f \chi_{T_{j-1}}(\zeta) \\
+ \inf_{\zeta \in T_j} \left( f \chi_{T_{j-1}}(\zeta) + \inf_{\zeta \in T_j} T_{km}(f \chi_{T_{j-1}})(\zeta) \right),
\]

Now to complete the proof we observe that \( |T_j \setminus (F_{T_{j,bad}} \cup F_{T_{j-1,bad}}) | > 0 \), indeed,

\[
|T_j \cap (F_{T_{j,bad}} \cup F_{T_{j-1,bad}}) | \leq |F_{T_{j,bad}} | + |T_j \cap F_{T_{j-1,bad}} | \leq \frac{1}{2} |T_j | + \frac{1}{4} |T_j |.
\]

On account of the above, we obtain the following estimates
Proof. The proof is similar to that of Theorem 4.8 and is inspired by the work [Lor21]. We point out the main steps for the sake of completion.

Step 1: In a first step, we define an operator

\[ Nf(z) := \max\{|T_{km}(f\chi_{P^*})(z)|, M_{T_{km},s}^+(f\chi_{P^*})(z)\}, \]

which is weak-type \((1, 1)\) by Theorem 4.6 and Theorem 4.7.

Step 2: In a second step, we consider the set

\[ F_{P, \text{bad}} := \{z \in P : \max\{Mf(z), N(f\chi_{P^*})(z)\} > c_Nckm(f)\}, \]

which satisfies

\[ |F_{P, \text{bad}}| \lesssim O\left(\frac{1}{\kappa}\right) |P| \leq \frac{1}{2} |P|, \]

for sufficiently large \(c_N\).

Step 3: Next, we apply Calderón-Zygmund decomposition to the function \(\chi_{F_{P, \text{bad}}}\) at level \(\lambda > 0\) which produces a pairwise disjoint collection of ultraparabolic cubes \(\mathcal{G}_P \subset \mathcal{U}(P)\) such that

\[ F_{P, \text{bad}} \subset \bigcup_{T \in \mathcal{G}_P} T \text{ and } \lambda < \frac{|T \cap F_{P, \text{bad}}|}{|T|} \leq \frac{1}{2}, \]

for all \(T \in \mathcal{G}_P\) for sufficiently small \(\lambda\). We also get

\[ \sum_{T \in \mathcal{G}_P} |T| \leq \frac{1}{\lambda} \sum_{T \in \mathcal{G}_P} |T \cap F_{P, \text{bad}}| \lesssim \frac{1}{\lambda} |F_{P, \text{bad}}| \lesssim O\left(\frac{1}{c_Nckm\lambda}\right) |P| \leq \frac{1}{2} |P|, \]

provided we choose \(c_N\) very large.
**Step 4:** Now, the sparse collection is defined in a recursive manner. Set \( \mathcal{S}_0 = \{ P \} \) and \( \mathcal{S}_1 = \mathcal{S}_P \). For each \( T \in \mathcal{S}_P \), we repeat the steps 1, 2, and 3 to obtain the collection \( \mathcal{S}_T \) and their union \( \mathcal{S}_2 = \bigcup_{T \in \mathcal{S}_P} \mathcal{S}_T \) gives us the second stage of the recursion. Iterating over all sub-cubes indefinitely we receive the collection \( \mathcal{S}_k \) for all \( k = 0, 1, 2, \ldots \) Once again, Remark 4.2 and (4.22) imply that the collection \( \mathcal{S} = \bigcup_{k \geq 0} \mathcal{S}_k \) is a sparse collection.

**Step 5:** It remains to prove that \( \mathcal{S} \) satisfies the property (4.19). The recursive process implies that \( \sum_{T \in \mathcal{S}_k} |T| \leq \frac{1}{2^k} |P| \), consequently, \( |\mathcal{S}_k| \to 0 \) as \( k \to \infty \). Therefore, up to a measure zero set, for each point \( z \in P \) there exists a largest number \( k(z) \) such that \( z \in \mathcal{S}_j \) for each \( 0 \leq j \leq k(z) \). Hence, there exist a chain of ultraparabolic dyadic cubes \( \{ T_j^{(z)} \}_{j=0}^{k(z)} \) with \( T_j^{(z)} \in \mathcal{S}_j \) such that \( z \in T_{k(z)}^{(z)} \subset T_k(z-1) \subset \cdots \subset T_0 = P \). Observe

\[
\left| T_{km}(f \chi_{P^*})(z) \right| \leq \sum_{j=1}^{k(z)} \left| T_{km}(f \chi_{T_{j-1}^*} \setminus T_j^*)(z) \right| + \left| T_{km}(f \chi_{T_{k(z)}^*})(z) \right|
\]

(4.23)

where in the last inequality we have used the fact that \( z \notin \mathcal{S}_{k(z)+1} \).

Now, we shall estimate \( I_j \) in the sum in (4.23). Note that for each \( z' \in T_j \), we can write

\[
|T_{km}(f \chi_{T_{j-1}^*} \setminus T_j^*)(z)| \leq |T_{km}(f \chi_{T_{j-1}^*} \setminus T_j^*)(z) - T_{km}(f \chi_{T_{j-1}^*})(z')| + |T_{km}(f \chi_{T_{j-1}^*})(z')|
\]

\[
\leq \inf_{z \in T_j} |T_{km}(f \chi_{T_{j-1}^*})(z)| + \inf_{z' \in T_j} |T_{km}(f \chi_{T_{j-1}^*})(z')|.
\]

Now to complete the proof we observe that \( |T_j \setminus (F_{T_j, \text{bad}} \cup F_{T_{j-1}, \text{bad}})| > 0 \), indeed,

\[
|T_j \cap (F_{T_j, \text{bad}} \cup F_{T_{j-1}, \text{bad}})| \leq |F_{T_j, \text{bad}}| + |T_j \cap F_{T_{j-1}, \text{bad}}| \leq \frac{1}{2} |T_j| + \frac{1}{4} |T_j|.
\]

Therefore

\[
\inf_{z \in T_j} |T_{km}(f \chi_{T_{j-1}^*})(z)| \leq \kappa(f)_{T_{j-1}^*},
\]

\[
\inf_{z \in T_j} |T_{km}(f \chi_{T_{j-1}^*})(z)| \leq \kappa(f)_{T_{j-1}^*},
\]

\[
\inf_{z \in T_j} |T_{km}(f \chi_{T_{j-1}^*})(z)| \leq \kappa(f)_{T_{j-1}^*}.
\]

Combining the above estimates in (4.23) and (4.24), we obtain

\[
|T_{km}(f \chi_{P^*})(z)| \lesssim_{N} \sum_{T \in \mathcal{S}} \left( \frac{1}{|T^*|} \int_{T^*} |f| \right) \chi_T(z),
\]

for a.e. \( z \in P \).

**Proof of Theorem 4.4.** Recall the representation formula

\[
u_{x(x_j)} = - \sum_{m=1}^{\infty} \sum_{k=1}^{g_m} \alpha_{ij}^{km} T_{km}(L u) + \sum_{m=1}^{\infty} \sum_{k=1}^{g_m} \sum_{h,k=1}^{\infty} \sum_{m=1}^{g_m} \sum_{k=1}^{g_m} \Gamma_{ij}^{km} a_{hk} T_{km}(u_{x(k_hk)}) + \alpha_{ij} \cdot L u.
\]
Now the proof is complete a consequence of the applications of Theorem 4.9 for \( f = Lu \) and Theorem 4.8 to \( f = u_{x_h x_h} \).

\[ \square \]

5. Applications of sparse domination

In this section we highlight the consequences of our sparse domination results.

5.1. Weighted estimates on Lebesgue spaces. This section is devoted to prove appropriate weighted norm inequalities for the sparse operators \( \mathcal{A}_g \) and \( \mathcal{A}_{g,b} \) where \( b \) is in \((\delta, \kappa) - \text{BMO}\) class.

Let us start with the definition of Muckenhoupt \( A_p \) weights in our context.

**Definition 5.1.** For \( 1 < p < \infty \), we say a weight \( \omega \) on \( \mathbb{R}^{N+1} \) belongs to the class \( \mathcal{A}_p(\mathbb{R}^{N+1}, d, |\cdot|) \), if

\[
[w]_{A_p} := \sup_{P} \left( \frac{1}{|P|} \int_P \omega \, dx \right) \left( \frac{1}{|P|} \int_P \omega^{1-p'} \, dx \right)^{p-1} < \infty,
\]

where the supremum is taken over all ultraparabolic cubes \( P \) in the homogeneous space \((\mathbb{R}^{N+1}, d, |\cdot|)\).

\( \sigma \) will denote the dual weight to \( \omega \), i.e., \( \sigma = \omega^{-\frac{1}{p-1}} \). It is well known that \( w \in \mathcal{A}_p(\mathbb{R}^{N+1}, d, |\cdot|) \iff \sigma \in \mathcal{A}_{p'}(\mathbb{R}^{N+1}, d, |\cdot|) \). Here onwards, we simply denote the class \( \mathcal{A}_p(\mathbb{R}^{N+1}, d, |\cdot|) \) as \( \mathcal{A}_p(\mathbb{R}^{N+1}) \).

We shall prove the following estimates in order to conclude weighted gradient estimates for the solution of \((1.1)\).

**Lemma 5.2.** Let \( \mathcal{G} \) be an \( \eta \)-sparse family.

1. For \( 1 < p < \infty \), \( \omega \in \mathcal{A}_p(\mathbb{R}^{N+1}) \) and \( f \in L^p(\omega) \) we have

\[
\|\mathcal{A}_g f\|_{L^p(\omega)} \leq C_{N,p,\eta} [w]_{A_p} \| f \|_{L^p(\omega)}.
\]

2. Let \( 1 < p < \infty \), \( \omega \in \mathcal{A}_p(\mathbb{R}^{N+1}) \), and \( b \in L^\infty \) with small \((\delta, \tilde{K})\) norm where \( \tilde{K} > r(P) \) for all \( P \in \mathcal{G} \). Then

\[
\|\mathcal{A}_{g,b} f\|_{L^p(\omega)} + \|\mathcal{A}_{g,b} f\|_{L^p(\omega)} \leq C_{N,p,\eta} [w]_{A_p} \max \bigg\{ \frac{1}{|P|} \bigg\} O(\delta) \| f \|_{L^p(\omega)},
\]

holds for all \( f \in L^p(\omega) \).

**Proof.** The proof of (5.2) is well known and is available in [Lor21]. We only prove (5.3) by showing that \( \mathcal{A}_{g,b}^* \) is controlled pointwise by composition of two sparse operators. The argument is similar to the proof of Theorem 4.9. Let us divide the proof into several parts.

**Step 1 (Pointwise controlling the oscillation):** We claim that for any \( P \in \mathcal{G} \) there exists a family of pairwise disjoint cubes \( \mathcal{G}_P \subset \mathcal{U}(P) \) such that

\[
|b(z) - (b)_P| \leq \alpha_N \Omega_P(b) + \sum_{T \in \mathcal{G}_P} |b(z) - (b)_T| \chi_T, \text{ a.e. } x \in P,
\]

and \( \sum_{T \in \mathcal{G}_P} |T| \leq \frac{1}{2}|P| \). Let us consider the set \( E := \{ x \in P : M^P(b - (b)_P)(z) > \alpha_N \Omega_P(b) \} \).

Choose \( \alpha_N \) large enough to ensure that \( |E| \leq \frac{1}{2} |P| \). Local Calderón-Zygmund decomposition to the function \( \chi_E \) at level \( \lambda > 0 \) produces a pairwise disjoint collection of ultraparabolic cubes \( \mathcal{G}_P \subset \mathcal{U}(P) \) such that

\[
E \subset \bigcup_{T \in \mathcal{G}_P} T \text{ and } \lambda < \frac{|T \cap E|}{|T|} \leq \frac{1}{2}.
\]
for all $T \in \mathcal{G}_p$ for sufficiently small $\lambda$. Therefore, $|b(z) - (b)_P| \leq \alpha_N \Omega_P(b)$ a.e. $z \notin \bigcup_{T \in \mathcal{G}_p} T$. Also, (5.5) implies that $T \cap E^c \neq \emptyset$, hence for some $\xi \in T \cap E^c$ we have

$$|(b)_T - (b)_P| \leq \frac{1}{|T|} \int_T |b - (b)_P| \leq \mathcal{M}^T (b - (b)_P)(\xi) \leq \alpha_N \Omega_P(b).$$

Combining the above estimates we obtain

$$|b(z) - (b)_P| \leq |b(z) - (b)_P| |\chi_P| \bigg\| \bigcup_{T \in \mathcal{G}_p} T \bigg\| + \sum_{T \in \mathcal{G}_p} |b(z) - (b)_T| |\chi_T| + \sum_{T \in \mathcal{G}_p} |(b)_P - (b)_T| |\chi_T| \leq \alpha_N \Omega_P(b) + \sum_{T \in \mathcal{G}(P)} |b(z) - (b)_T| |\chi_T|.$$  

Also, arguing as in Theorem 4.9, we obtain $\sum_{T \in \mathcal{G}_p} |T| \leq \frac{1}{2} |P|$. This completes the claim. Recursive application of (5.4) produces a $\frac{1}{2}$-sparse family $Z(P) \subset \mathcal{U}(P)$ such that

$$|b(z) - (b)_P| \leq \alpha_N \sum_{T \in \mathcal{G}(P)} \Omega_T(b) |\chi_T| \text{ a.e. } z \in P.$$  

**Step 2 (Augmentation process):** Recursive application to each $P \in \mathcal{G}$ produces a $\frac{1}{2}$-sparse families $Z(P) \subset \mathcal{U}(P)$ such that (5.6) holds. Define the new collection $\tilde{\mathcal{G}} = \mathcal{G} \cup (\bigcup_{P \in \mathcal{G}} Z(P))$. Since $\mathcal{G}$ is a $\eta$-sparse family and each $Z(P)$ is $\frac{1}{2}$-sparse, using Lemma 2.4 from [LORR17], we conclude that $\tilde{\mathcal{G}}$ is $c_\eta := \frac{\eta}{2(1+\eta)}$ sparse. Also, for any arbitrary cube $P \in \tilde{\mathcal{G}}$, denote $S(P) := \{T \in \tilde{\mathcal{G}} : T \subseteq P\}$. Let us decompose $S(P)$ into maximal subfamilies and using the fact that $\tilde{\mathcal{G}}$ is $c_\eta$ sparse, we conclude that

$$|b(z) - (b)_P| \leq \alpha_N \sum_{T \in S(P)} \Omega_T(b) |\chi_T(z)| \leq \alpha_N O(\delta) \sum_{T \in S(P)} |\chi_T(z)|, \text{ a.e. } z \in P,$$

where in the last inequality we have used the fact $\Omega_T(b) \leq O(\delta)$ since $b$ has small $(\delta, \mathfrak{F})$–BMO norm.

**Step 3 (Estimate of $\|\mathcal{A}_{\mathcal{G}}^{b, \ast} f\|_{L^p(\omega)}$):** The sparseness of $\tilde{\mathcal{G}}$ implies there exists $F_T \subset T$ such that $|F_T| \geq c_\eta |T|$ and $\{F_T\}$ is a disjoint family. Now invoking (5.7), for each ultraparabolic cube $P \in \tilde{\mathcal{G}}$, we obtain

$$\int_P |b(z) - (b)_P| |f(z)| \leq \alpha_N O(\delta) \sum_{T \in S(P)} \left( \frac{1}{|T|} \int_T |f| \right) |T| \leq c_\eta \alpha_N O(\delta) \sum_{T \in S(P)} \left( \frac{1}{|T|} \int_T |f| \right) |F_T| \leq c_\eta \alpha_N O(\delta) \int_P |\mathcal{A}_{\mathcal{G}} f(z)| dz.$$  

Therefore,

$$\mathcal{A}_{\mathcal{G}}^{b, \ast} f(z) \leq c_\eta \alpha N O(\delta) |\mathcal{A}_{\mathcal{G}} f(z)|.$$  

From (5.2), we conclude that

$$\|\mathcal{A}_{\mathcal{G}}^{b, \ast} f\|_{L^p(\omega)} \leq c_\eta \alpha N O(\delta) \|\mathcal{A}_{\mathcal{G}} f\|_{L^p(\omega)} \leq c_\eta \alpha N O(\delta) \|f\|_{A_p} \max \left\{ \frac{1}{p-1}, 1 \right\} \|f\|_{L^p(\omega)}.$$
Finally \( \|\mathfrak{g}_f^b\|_{L^p(\omega) \to L^p(\omega)} = \|\mathfrak{g}_f^b \ast f\|_{L^p'(\omega) \to L^p'(\omega)} \leq c_{\eta,N}O(\delta)[\omega]_{A_p}^{2\max\{\frac{1}{p-1},1\}}. \) \( \square \)

Now, in order to prove Theorem 1.1, we begin with the following local estimate.

**Proposition 5.3.** For every \( p \in (1, \infty) \), there exists \( C = C(\text{data}) \) and \( r_0 = r_0(\text{data}) \) such that if \( u \in C^\infty_0(\mathbb{R}^N \times (0, \infty)) \), \( \text{spt } u \subset B_r \subset \mathbb{R}^N \times (0, \infty) \) with \( 0 < r < r_0 \), then, for \( i,j = 1,2,...,s_0 \)

\[
\|u_{x_i x_j}\|_{L^p(\omega)} \leq C_{A,B,N,p,\eta}[\omega]_{A_p}^{\max\{\frac{1}{p-1},1\}}\|\mathcal{L}u\|_{L^p(\omega)}.
\]

**Proof.** There is an ultraparabolic cube \( P \) such that \( B_r \subset P \) whose size is determined in Lemma 5.2 and this determines \( r_0 \). Therefore, we take \( L^p(\mathcal{P},\omega) \) norms on both sides of the representation formula (4.4) to get

\[
\|u_{x_i x_j}\|_{L^p(\mathcal{P},\omega)} \leq \kappa_{A,N,C} \sum_{m=1}^{\infty} \sum_{k=1}^{g_m} c_{km} |c_{ijm}| \sum_{l=1}^{C(\mathcal{N})} \|\mathfrak{g}_{h_{km},l}(\mathcal{L}u)\|_{L^p(\mathcal{P},\omega)} + \sum_{h,k=1}^{s_0} \sum_{m=1}^{g_m} c_{km} |c_{ijm}| \sum_{l=1}^{C(\mathcal{N})} \|\mathfrak{g}_{h_{km},l}^a(u_{x_i x_j})\|_{L^p(\mathcal{P},\omega)} + \|\|L^p(\mathcal{P},\omega)\|_{L^p(\mathcal{P},\omega)}.
\]

Applying Lemma 5.2 to the above inequality, we obtain

\[
\|u_{x_i x_j}\|_{L^p(\mathcal{P},\omega)} \leq C_{A,B,N,p,\eta}[\omega]_{A_p}^{\max\{\frac{1}{p-1},1\}}\|\mathcal{L}u\|_{L^p(\mathcal{P},\omega)} \sum_{m=1}^{g_m} \sum_{k=1}^{g_m} c_{km} |c_{ijm}| + C_{A,B,N,p,\eta}[\omega]_{A_p}^{2\max\{\frac{1}{p-1},1\}} O(\delta) \sup_{h,k} \|u_{x_i x_j}\|_{L^p(\mathcal{P},\omega)} \sum_{m=1}^{g_m} \sum_{k=1}^{g_m} c_{km} |c_{ijm}| + \|\|L^p(\mathcal{P},\omega)\|_{L^p(\mathcal{P},\omega)}.
\]

(5.10)

We estimate the sum

\[
\sum_{m=1}^{g_m} \sum_{k=1}^{g_m} c_{km} |c_{ijm}| \leq \sum_{m=1}^{g_m} \sum_{k=1}^{g_m} m^{-2l} m^{\frac{N+1}{m}} \leq \sum_{m=1}^{g_m} \sum_{k=1}^{g_m} m^{-2l} m^{\frac{N-1}{m}} < \infty
\]

provided \( l > \frac{3N-1}{4} \). In the first inequality, we have used (3.6), (3.8) and Theorem 3.5, whereas for the second inequality we used (3.5). Therefore (5.10) if further estimated to

\[
\|u_{x_i x_j}\|_{L^p(\mathcal{P},\omega)} \leq C_{A,B,N,p,\eta}[\omega]_{A_p}^{\max\{\frac{1}{p-1},1\}} \|\mathcal{L}u\|_{L^p(\mathcal{P},\omega)} + C_{A,B,N,p,\eta}[\omega]_{A_p}^{2\max\{\frac{1}{p-1},1\}} O(\delta) \sup_{h,k} \|u_{x_i x_j}\|_{L^p(\mathcal{P},\omega)}.
\]

(5.11)

for all \( i,j = 1,2,...,s_0 \). Therefore, if \( \delta \) is further chosen such that

\[
C_{A,B,N,p,\eta}[\omega]_{A_p}^{2\max\{\frac{1}{p-1},1\}} O(\delta) < 1,
\]

we have proved Theorem 1.1.
we get

\begin{equation}
\sup_{i,j} \|u_{x_ix_j}\|_{L^p(\mathcal{P}, \omega)} \leq C_{A,B,N,p,\eta} \max\left\{ \left[ \omega \right]_{A_p}^{\frac{1}{p-1}}, |\alpha_{ij}| \right\} \|\mathcal{L}u\|_{L^p(\mathcal{P}, \omega)}
\end{equation}

\leq C_{A,B,N,p,\eta} \left[ \omega \right]_{A_p}^{\frac{1}{p-1}} \|\mathcal{L}u\|_{L^p(\mathcal{P}, \omega)},

since $|\alpha_{ij}| \leq 1$. Now, since $u$ is supported in $B_R$, we obtain the desired estimate.

Now, the proof of Theorem 1.1 is immediate.

\textbf{Proof of Theorem 1.1.} In a first step, one obtains the following estimate by a standard argument using cut-off functions and an interpolation lemma, for example, see [GT01, Theorem 9.11].

\begin{equation}
\sup_{i,j} \|u_{x_ix_j}\|_{L^p(B_2, \omega)} \leq C_{A,B,N,p,\eta} \left[ \omega \right]_{A_p}^{\frac{1}{p-1}} \left( \|\mathcal{L}u\|_{L^p(B_2, \omega)} + \frac{\|u\|_{L^p(B_2, \omega)}}{r^2} \right).
\end{equation}

The estimate in Theorem 1.1 follows by covering $\Omega'$ with balls $B$ of radius $R/2$ where where $R$ has a further restriction $R < \text{dist}(\Omega', \Omega)$, other than the restriction from Proposition 5.3.

\hfill \Box

5.2. \textbf{Weighted estimates on Variable Lebesgue spaces.} Let us begin by introducing the variable Lebesgue space and their Sobolev counterparts. We denote by $p(\cdot) = p(z) : \mathbb{R}^{N+1} \to \mathbb{R}$ a measurable function satisfying

\begin{equation}
1 < \gamma_1 \leq p(z) \leq \gamma_2 < \infty, \quad \text{for all } z \in \mathbb{R}^{N+1}
\end{equation}

and we call it a \textit{variable exponent}. The \textit{variable exponent Lebesgue space} $L^{p(\cdot)}(\Omega)$ is defined to be the space of all functions $g : \Omega \to \mathbb{R}$ such that the \textit{modular}

$$
\rho_{p(\cdot)}(g) := \int_{\Omega} |g(z)|^{p(z)} \, dx
$$

is finite.

The \textit{variable exponent Lebesgue space} $L^{p(\cdot)}(\Omega)$ is known to be a reflexive Banach space when equipped with the Luxembourg norm

\begin{equation}
\|g\|_{L^{p(\cdot)}(\Omega)} := \inf \left\{ \lambda > 0 : \rho_{p(\cdot)} \left( \frac{g}{\lambda} \right) \leq 1 \right\},
\end{equation}

and the hypothesis (5.14). For a proof, see [DHHR11]. With the hypothesis (5.14), the dual space $L^{p'(-)}(\Omega)$ is also reflexive where $p'(z) = \frac{p(z)}{p(z)-1}$.

The \textit{variable exponent Sobolev space} $W^{k,p(\cdot)}(\Omega)$ is defined as the space of functions $g \in L^{p(\cdot)}(\Omega)$ such that the distributional derivatives $D^\beta g$ is also in $L^{p(\cdot)}(\Omega)$ for all $|\beta| \leq k$ where $\beta$ is a multi-index. Further, the norm in $W^{k,p(\cdot)}(\Omega)$ is defined to be

\begin{equation}
\|g\|_{W^{k,p(\cdot)}(\Omega)} := \sum_{|\beta| \leq k} \|D^\beta g\|_{L^{p(\cdot)}(\Omega)}.
\end{equation}

The class of variable exponents under consideration is very large to obtain regularity properties of the partial differential equations under consideration. Zhikov [Zhi86], while studying homogenization of highly anisotropic nonlinear media, was among the first people to notice that the variable exponent needs to satisfy additional properties in order to avoid the so called Lavrentiev phenomena, which may be paraphrased as the principle that equations (and their structure/symmetry properties) determine the function spaces in which they should be solved. Zhikov zeroed in on log-Hölder continuity of the variable exponent as an essential requirement in order to obtain regularity results for minimizers of functionals with $p(\cdot)$-growth. Diening [Die04] proved that the log-Hölder...
condition is also required to prove boundedness of the maximal operator on variable exponent Lebesgue spaces. This clearly suggests that the log-Hölder condition is also indispensable when studying gradient $L^p(\cdot)$ estimates.

**Definition 5.4.** We say that a variable exponent $p(\cdot)$ is locally log-Hölder continuous if there exists a constant $C_0$ such that for every $\eta, \zeta \in \mathbb{R}^{N+1}$ such that $d(\eta, \zeta) < 1/2$, it holds that

$$
|p(\eta) - p(\zeta)| \leq \frac{C_0}{\log(d(\eta, \zeta))}. 
$$

(5.17)

On the other hand, $p(\cdot)$ is log-Hölder continuous at infinity with respect to some base point $\zeta_0 \in \mathbb{R}^{N+1}$, if there are constants $C_{\infty}$ and $p_{\infty}$ such that for every $\zeta \in \mathbb{R}^{N+1}$,

$$
|p(\zeta) - p_{\infty}| < \frac{C_{\infty}}{\log(e + d(\zeta, \zeta_0))}. 
$$

(5.18)

If the variable exponent $p(\cdot)$ satisfies (5.17) and (5.18), we say that $p(\cdot)$ is a globally log-Hölder continuous function.

**Remark 5.5.** It turns out that the definition of log-Hölder at infinity is independent of the choice of base point. Hence, there is no loss of generality to choose an arbitrary $\zeta_0$. In our applications, we will only require the boundedness of the maximal function for $L^{p(\cdot)}(\Omega)$ for bounded domains $\Omega$. In this case, the log-Hölder condition at infinity is superfluous.

Let us start with the definition of Muckenhoupt $A_p$ weights in our context.

**Definition 5.6.** For $1 < p < \infty$, we say a weight $\omega$ on $\mathbb{R}^{N+1}$ belongs to the class $A_p(\mathbb{R}^{N+1}, d, |\cdot|)$, if

$$
[\omega]_{A_p(\cdot)} := \sup_{P} |P|^{-1} \|\omega \chi_P |_{L^{p(\cdot)}} \| \omega^{-1} \chi_P |_{L^{p'(\cdot)}} < \infty.
$$

(5.19)

where the supremum is taken over all ultraparabolic cubes $P$ in the homogeneous space $(\mathbb{R}^{N+1}, d, |\cdot|)$. Here onwards, we simply denote the class $A_{p(\cdot)}(\mathbb{R}^{N+1}, d, |\cdot|)$ as $A_{p(\cdot)}(\mathbb{R}^{N+1})$.

We shall require the following result on the boundedness of the maximal function on weighted variable exponent Lebesgue spaces for homogeneous spaces which we state for the ultraparabolic Lebesgue space $L^{p(\cdot)}(\mathbb{R}^{N+1}, d, |\cdot|)$.

**Proposition 5.7.** ([CUC22, Theorem 1.13]) Suppose that the variable exponent $p(\cdot)$ is globally log-Hölder continuous and satisfies (5.14) then

$$
\|(\mathcal{M}f)|_{L^{p(\cdot)}(\omega)} \leq C\|f\|_{L^{p(\cdot)}(\omega)}
$$

(5.20)

if and only if the weight $w \in A_{p(\cdot)}(\mathbb{R}^{N+1})$,

where

$$
\|f\|_{L^{p(\cdot)}(\omega)} := \|f\omega\|_{L^{p(\cdot)}(\mathbb{R}^{N+1})}
$$

**Lemma 5.8.** Let $\mathcal{G}$ be an $\eta$-sparse family.

(1) For $1 < p < \infty$, $\omega \in A_{p(\cdot)}(\mathbb{R}^{N+1})$ and $f \in L^{p(\cdot)}(\omega)$ we have

$$
\|\mathcal{A}_{\mathcal{G}} f\|_{L^{p(\cdot)}(\omega)} \leq C_{N, p, \eta, \omega} \|f\|_{L^{p(\cdot)}(\omega)}.
$$

(5.21)

(2) Let $1 < p < \infty$, $\omega \in A_{p(\cdot)}(\mathbb{R}^{N+1})$, and $b \in L^{\infty}$ with small $(\delta, R)$ norm where $R > r(\mathcal{P})$ for all $\mathcal{P} \in \mathcal{G}$. Then

$$
\|\mathcal{A}_{\mathcal{G}}^b f\|_{L^{p(\cdot)}(\omega)} + \|\mathcal{A}_{\mathcal{G}}^{b, \ast} f\|_{L^{p(\cdot)}(\omega)} \leq C_{N, p, \eta, \omega} O(\delta) \|f\|_{L^{p(\cdot)}(\omega)}
$$

holds for all $f \in L^{p(\cdot)}(\omega)$.

**Proof.** Since the proof is very similar to the proof of Lemma 5.2, we give a brief sketch of the proof.
Proof of (5.21): The proof relies on duality. Let \( g \in L^p(\omega^{-1}) \) be a non-negative function. Then
\[
\int_{\mathbb{R}^{N+1}} \mathcal{A}_g f(z) g(z) \, dz \leq \sum_{T \in \mathcal{G}} \left( \frac{1}{|T|} \int_T |f| \right) \left( \frac{1}{|T|} \int_T g \right) |T| \\
\lesssim_\eta \sum_{T \in \mathcal{G}} \left( \frac{1}{|T|} \int_T |f| \right) \left( \frac{1}{|T|} \int_T g \right) |F_T| \\
\lesssim_\eta \sum_{T \in \mathcal{G}} \inf_{z \in \mathcal{P}} \mathcal{M} f(z) \inf_{z \in \mathcal{P}} \mathcal{M} g(z) |F_T| \\
\lesssim_\eta \sum_{T \in \mathcal{G}} \int_{F_T} \mathcal{M} f(z) \mathcal{M} g(z) \, dz \\
\lesssim_\eta \int_{\mathbb{R}^{N+1}} \mathcal{M} f(z) \mathcal{M} g(z) \, dz \lesssim_\eta \| \mathcal{M} f \|_{L^p(\omega)} \| \mathcal{M} g \|_{L^{p'}(\omega^{-1})} \\
\overset{(a)}{\lesssim_\eta, \omega} \| f \|_{L^p(\omega)} \| g \|_{L^{p'}(\omega^{-1})},
\]
where (a) follows from Proposition 5.7. Now the proof is finished using duality.

Proof of (5.22): In Lemma 5.2, we have proved the following pointwise estimate
\[
\mathcal{A}_g^{h_s} f(z) \leq c_{\eta, N} O(\delta) \mathcal{A}_g (\mathcal{A}_g^s f)(z),
\]
where \( \mathcal{G}^s \) is a \( c_N \)-sparse family containing \( \mathcal{G} \). Now (5.21) implies the following
\[
\| \mathcal{A}_g^{h_s} f \|_{L^p(\omega)} \leq c_{\eta, N} O(\delta) \| \mathcal{A}_g (\mathcal{A}_g^s f) \|_{L^p(\omega)} \\
\leq c_{\eta, N, \omega} O(\delta) \| \mathcal{A}_g (f) \|_{L^p(\omega)} \\
\leq c_{\eta, N, \omega} O(\delta) \| f \|_{L^p(\omega)}.
\]
Thus the proof is complete. \( \square \)

Now, in order to prove Theorem 1.3, we begin with the following local estimate.

Proposition 5.9. There exists \( C = C(\text{data}) \) and \( r_0 = r_0(\text{data}) \) such that if \( u \in C^0(\mathbb{R}^N \times (0, \infty)) \), \( \text{spt} u \subset B_r \subset \mathbb{R}^N \times (0, \infty) \) with \( 0 < r < r_0 \), then, for \( i, j = 1, 2, \ldots, s_0 \)
\[
\| u_{x_i, x_j} \|_{L^p(\omega)} \leq C_{A, B, N, p, \eta, \omega} \| \mathcal{L} u \|_{L^p(\omega)},
\]
where the variable exponent \( p(\cdot) \) satisfies the log-Hölder condition and \( \omega \in \mathcal{A}_{p(\cdot)} \).

Proof. The proof is exactly similar to the proof of Proposition 5.3. The only difference is we apply Lemma 5.8 to the pointwise representation in Theorem 4.4. \( \square \)

Now, the proof of Theorem 1.3 is immediate.

Proof of Theorem 1.3. In a first step, one obtains the following estimate by a standard argument using cut-off functions and an interpolation lemma, for example, see [GT01, Theorem 9.11].
\[
(5.23) \quad \sup_{i,j} \| u_{x_i, x_j} \|_{L^p(\omega)} \leq C_{A, B, N, p, \eta, \omega} \left( \| \mathcal{L} u \|_{L^p(B_r, \omega)} + \frac{\| u \|_{L^p(B_{2r}, \omega)}}{r^2} \right).
\]

Now, using the fact that
\[
Yu = \mathcal{L} u - \sum_{i,j=1}^{s_0} a_{ij}(z) u_{x_i, x_j}
\]
we readily obtain through (5.23) that
Theorem 1.3. by covering $\Omega'$ with balls $B$ of radius $R/2$ where $R$ has a further restriction $R < \text{dist}(\Omega', \Omega)$, other than the restriction from Proposition 5.3.

\[ (5.24) \quad \|Yu\|_{L^p(\omega)} \leq C_{A,B,N,p,\eta,\omega} \left( \|Lu\|_{L^p(\omega)} + \frac{\|u\|_{L^p(\omega)}}{\tau^2} \right). \]

Now we deduce the estimate in Theorem 1.3 by covering $\Omega'$ with balls $B$ of radius $R/2$ where $R$ has a further restriction $R < \text{dist}(\Omega', \Omega)$, other than the restriction from Proposition 5.3.

Remark 5.10. In the next section, we will study estimates in generalized Orlicz spaces which seemingly subsume the foregoing Lebesgue and variable exponent Lebesgue spaces. However, a full-fledged theory of weights is not yet developed for the generalized Orlicz spaces and in fact, the assumptions required for the boundedness of the maximal functions on generalized Orlicz spaces do not allow for the introduction of sharp weights when restricted to specialized classes such as the variable exponent Lebesgue spaces. See [CUH18] for a related discussion. For this reason, we treat the case of variable exponent Lebesgue spaces separately.

5.3. Estimates on generalized Orlicz spaces. We state the basic facts on generalized Orlicz spaces. For details, we refer to the books [DHHR11] and [HH19]. The concept of Orlicz spaces has found a great synthesis in the work [HH19]. An important success of such spaces is reflected in the great generality in which a number of problems from regularity theory can be studied in a unified manner while often recovering optimal results in specialized cases. An instance of this may be seen in the following works [HO19, BO20, HO21].

A convex, left-continuous function $\varphi : [0, \infty) \to [0, \infty)$ satisfying $\varphi(0) = \lim_{s \to 0^+} \varphi(s) = 0$ and $\lim_{s \to \infty} \varphi(s) = \infty$ is called a $\Phi$-function. We denote the set of all $\Phi$-functions by $\Phi$. Given a subset $E \subset \mathbb{R}^{N+1}$, we define $\Phi(E)$ to be the set of all functions $\varphi : E \times [0, \infty) \to [0, \infty)$ such that $\varphi(z, \cdot) \in \Phi$ for each $z \in E$ and $\varphi(\cdot, s)$ is a measurable function for each $s \geq 0$.

The generalized Orlicz space or the Musielak-Orlicz space $L^{\varphi(\cdot)}(E)$ is defined to be the space of all functions $g : E \to \mathbb{R}$ such that the \emph{modular}

$$\rho_{\varphi(\cdot)}(g) := \int_E \varphi(z, |g(z)|) \, dz$$

is finite.

The generalized Orlicz space $L^{\varphi(\cdot)}(E)$ can be equipped with the Luxembourgh norm

\[ (5.25) \quad \|g\|_{L^{\varphi(\cdot)}(E)} := \inf \left\{ \lambda > 0 : \rho_{\varphi(\cdot)} \left( \frac{g}{\lambda} \right) \leq 1 \right\}. \]

One can impose an equivalence relation on the class $\Phi(E)$ where $\varphi \in \Phi(E)$ is equivalent to $\psi \in \Phi(E)$ if there is $L > 1$ such that $\varphi(z, t/L) \lesssim \psi(z, t) \lesssim \varphi(z, Lt)$ for all $z \in E$ and $t \geq 0$. Equivalent $\Phi$ functions give rise to the same generalized Orlicz spaces with comparable norm. Hence, in many cases, it may be sufficient to consider $\varphi \in \Phi(E)$ with better properties. For example, every $\Phi(E)$ function has a convex (in $t$) equivalent.

A function $\varphi^{-1} : [0, \infty) \to [0, \infty]$ is called the left inverse of $\varphi$ and defined by $\varphi^{-1}(s) = \inf \{ t : \varphi(t) \geq s \}$.

The function $\varphi^* : [0, \infty) \to [0, \infty]$ defined by $\varphi^*(s) = \sup_{t \geq 0} \{ ts - \varphi(t) \}$ is called the conjugate of $\varphi$.

The following Hölder’s inequality holds for generalized Orlicz spaces.

Lemma 5.11. ([HH19, Lemma 3.2.11]) Let $\varphi \in \Phi(E)$, then

$$\int_E fg \, dz \leq 2\|f\|_{L^{\varphi(\cdot)}(E)} \|g\|_{L^{\varphi^*(\cdot)}(E)}$$

for all $f \in L^{\varphi(\cdot)}(E)$ and $g \in L^{\varphi^*(\cdot)}(E)$.\]
Let $\varphi \in \Phi(E)$. For $U \subset E$, we use the notation
\[
\varphi^+_U(s) = \sup_{z \in U} \varphi(z, s), \quad \varphi^-_U(s) = \inf_{z \in U} \varphi(z, s).
\]

The notations $\varphi^+_E$, $\varphi^-_E$ will be shortened to $\varphi^+$, $\varphi^-$ respectively.

A function $g : (0, \infty) \to \mathbb{R}$ is said to be $L$-almost increasing (decreasing) with $L \geq (\leq)1$, if $g(s) \leq (\geq)Lg(t)$ for all $0 < s < t$.

Let $E$ be a domain on $\mathbb{R}^{N+1}$. We restrict the class of $\Phi(E)$ functions to those satisfying the following hypothesis.

(A0): There exists $\alpha \in (0, 1)$ such that $\varphi(z, \alpha) \leq 1 \leq \varphi(z, 1/\alpha)$ for every $z \in \mathbb{R}^{N+1}$.

(A1): There exists $\beta \in (0, 1)$ such that $\beta^{-1}(z, s) \leq \varphi^{-1}(z', s)$

for every $s \in \left[1, \frac{1}{|B|}\right]$ almost everywhere $z, z' \in B \cap E$ and every ball $B$ such that $|B| \leq 1$.

(A2): For every $s > 0$, there exists $\beta \in (0, 1]$ and $h \in L^1(E) \cap L^\infty(E)$ such that $\varphi(\zeta, \beta t) \leq \varphi(\eta, t) + h(\zeta) + h(\eta)$

for almost all $\zeta, \eta \in E$ and $\varphi(y, t) \in [0, s]$.

(aInc): There exists $p > 1$ and $L \geq 1$ such that $\frac{\varphi(z, s)}{s^p}$ is $L$-almost increasing with respect to $s$ for every $z \in E$.

(aDec): There exists $p > 1$ and $L \leq 1$ such that $\frac{\varphi(z, s)}{s^p}$ is $L$-almost decreasing with respect to $s$ for every $z \in E$.

Remark 5.12. If $E$ is bounded, (A2) is superfluous. See [HH19, Lemma 4.2.3]

We shall require the following lemma whose proof may be found in the statements of [HH19, Lemma 3.7.6], [HH19, Lemma 4.1.7], [HH19, Lemma 4.2.4] and [HH19, Proposition 2.4.9].

Lemma 5.13. Let $E$ be an open set in $\mathbb{R}^{N+1}$. Let $\varphi \in \Phi(E)$. If $\varphi$ satisfies (A0), (A1), (A2), (aInc) and (aDec), then $\varphi^*$ satisfies (A0), (A1), (A2), and (aInc)*.

The estimates for sparse operators will require the boundedness of the maximal function on the generalized Orlicz spaces. The proof is deferred to Appendix A.

Lemma 5.14. Let $E$ be an open set in $\mathbb{R}^{N+1}$ and let $\varphi \in \Phi(E)$. If $\varphi$ satisfies (A0), (A1), (A2), (aInc) and (aDec) with $1 < p \leq q < \infty$, then we have
\[
\|\mathcal{M} f\|_{L^{\varphi^*(1)}(E)} \leq C\|f\|_{L^{\varphi^*(1)}(E)}, \quad f \in L^{\varphi^*(1)}(E)
\]
\[
(5.26)
\]
\[
\|\mathcal{M} f\|_{L^{\varphi^*(1)}(E)} \leq C\|f\|_{L^{\varphi^*(1)}(E)}, \quad f \in L^{\varphi^*(1)}(E).
\]
(5.27)

Remark 5.15. As remarked upon earlier, the theory of generalized Orlicz spaces is an important synthesis with regards to the regularity theory of partial differential equations modelled on operators with Orlicz growth as they encompass a great variety of growth conditions such as
\begin{itemize}
  \item $\varphi(z, s) = a(z)s^p(z)$.
  \item $\varphi(z, s) = s^p(z) \log(e + s)$.
  \item $\varphi(z, s) = s^p + a(z)s^q$.
  \item $\varphi(z, s) = s^p + a(z)s^p \log(e + s)$.
\end{itemize}

In particular, in the paper [HO21], essentially optimal regularity results for these classes are recovered under optimal criteria on the variable exponent $p(z)$ and the phase switching factor $a(z)$ that matches the prescribed conditions (A0), (A1), (A2), (aInc) and (aDec).
Remark 5.16. It is worthwhile to note that regularity theory for parabolic equations in the case of Orlicz growth is not very well-developed. For example, the sharp parabolic analogues of [CM15b, CM15a] are not known. Hence, the maximal function estimates in parabolic settings require a different approach that treats the time and space variables separately.

Lemma 5.17. Let $\mathcal{G}$ be an $\eta$-sparse family. Let $\varphi \in \Phi(E)$. If $\varphi$ satisfies (A0), (A1), (A2), (aInc), and (aDec) with $1 < p \leq q < \infty$, then for all $f \in L^{p\ast}(E)$, we have

\begin{equation}
\|\mathcal{A}_g f\|_{L^{p\ast}(E)} \leq C_{N,p,q,\alpha,\beta}\|f\|_{L^{p\ast}(E)}.
\end{equation}

(2) Further, let $b \in L^\infty$ with small $(\delta, \mathcal{R})$ norm where $\mathcal{R} > r(\mathcal{P})$ for all $\mathcal{P} \in \mathcal{G}$. Then, we have

\begin{equation}
\|\mathcal{A}_g b f\|_{L^{p\ast}(E)} + \|\mathcal{A}_g b^* f\|_{L^{p\ast}(E)} \leq C_{N,p,q,\alpha,\beta}O(\delta)\|f\|_{L^{p\ast}(E)}.
\end{equation}

Proof. Since the proof is very similar to the proof of Lemma 5.2, we give a brief sketch of the proof. Proof of (5.28). The proof relies on duality. Let $g \in L^{p\ast}(E)$ be a non-negative function. Then

\begin{equation}
\int_{\mathbb{R}^{N+1}} A_g f(z)g(z)\,dz \leq \sum_{T \in \mathcal{G}} \left( \frac{1}{|T|} \int_T |f| \right) \left( \frac{1}{|T|} \int_T g \right) |T|
\end{equation}

\begin{align*}
&\leq \eta \sum_{T \in \mathcal{G}} \left( \frac{1}{|T|} \int_T |f| \right) \left( \frac{1}{|T|} \int_T g \right) |F_T|
&\leq \eta \sum_{T \in \mathcal{G}} \inf_{z \in \mathcal{P}} Mf(z) \inf_{z \in \mathcal{P}} Mg(z) |F_T|
&\leq \eta \sum_{T \in \mathcal{G}} \int_{F_T} Mf(z) Mg(z) \,dz
\end{align*}

\begin{align*}
&\leq \eta \int_{\mathbb{R}^{N+1}} Mf(z) Mg(z) \,dz \lesssim \|
Mf\|_{L^{p\ast}(\mathbb{R}^{N+1})} \|Mg\|_{L^{p\ast}(\mathbb{R}^{N+1})}
\end{align*}

\begin{align*}
&\lesssim \eta \omega \|f\|_{L^{p\ast}(\mathbb{R}^{N+1})} \|g\|_{L^{p\ast}(\mathbb{R}^{N+1})},
\end{align*}

where (b) follows from Lemma 5.11 and (c) follows from Lemma 5.14. Now the proof is finished using duality ([HI19, Theorem 3.4.6]).

Proof of (5.29). In Lemma 5.2, we have proved the following pointwise estimate

\begin{equation}
\mathcal{A}_g^b h^*(z) \leq c_{n,N}O(\delta)\mathcal{A}_g (\mathcal{A}_g h^*)^*(z),
\end{equation}

where $\mathcal{G}$ is a $\eta$-sparse family containing $\mathcal{G}$. Now (5.28) implies the following

\begin{equation}
\|\mathcal{A}_g b^* f\|_{L^{p\ast}(E)} \leq c_{n,N}O(\delta)\|\mathcal{A}_g (\mathcal{A}_g h^*)^*\|_{L^{p\ast}(E)}
\end{equation}

\begin{equation}
\leq c_{n,N,\omega}O(\delta)\|f\|_{L^{p\ast}(E)}
\end{equation}

Thus the proof is complete. \qed

Proposition 5.18. Let $\varphi$ satisfies (A0), (A1), (A2), (aInc), and (aDec) with $1 < p \leq q < \infty$. There exists $C = C(\text{data})$ and $r_0 = r_0(\text{data})$ such that if $u \in C^\infty_0(\mathbb{R}^N \times (0, \infty))$, $\text{spt} u \subset B_r \subset \mathbb{R}^N \times (0, \infty)$ with $0 < r < r_0$, then, for $i, j = 1, 2, \ldots, s_0$

\begin{equation}
\|u_{x_i x_j}\|_{L^{p\ast}(B_r)} \leq C_{A,B,N,p,\alpha,\beta}\|\mathcal{L}u\|_{L^{p\ast}(B_r)}.
\end{equation}

Proof. The proof is exactly similar to the proof of Proposition 5.3. The only difference is we apply Lemma 5.17 to the pointwise representation in Theorem 4.4. \qed
Now, the proof of Theorem 1.2 is immediate.

**Proof of Theorem 1.2.** In a first step, one obtains the following estimate by a standard argument using cut-off functions and an interpolation lemma, for example, see [GT01, Theorem 9.11].

\[
\sup_{i,j} \| u_{x_i x_j} \|_{L^\varphi(B_r)} \leq C_{A,B,N,p,q,\alpha,\beta} \left( \| Lu \|_{L^\varphi(B_{2r})} + \|u\|_{L^\varphi(B_{2r})} \right). \tag{5.30}
\]

Now, using the fact that \( Yu = Lu - \sum_{i,j=1}^{s_0} a_{ij}(z) \partial_{x_i x_j} u \)
we readily obtain through (5.30) that

\[
\| Yu \|_{L^\varphi(B_r)} \leq C_{A,B,N,p,q,\alpha,\beta} \left( \| Lu \|_{L^\varphi(B_{2r})} + \|u\|_{L^\varphi(B_{2r})} \right). \tag{5.31}
\]

Now we deduce the estimate in Theorem 1.2 by covering \( \Omega' \) with balls \( B \) of radius \( R/2 \) where \( R \) has a further restriction \( R < \text{dist}(\Omega', \Omega) \), other than the restriction from Proposition 5.18.

\[\square\]

**Appendix A. Boundedness of maximal function on Generalized Orlicz spaces**

We sketch below the proof of boundedness of maximal functions in the case of \( \varphi \in \Phi(\mathbb{R}^{N+1}) \).

The case of \( E \subset \mathbb{R}^{N+1} \) is similar. We require the **unit ball property** which asserts that

**Lemma A.1.** Let \( \varphi \in \Phi(\mathbb{R}^{N+1}) \). Then

\[
\| f \|_{L^\varphi(\mathbb{R}^{N+1})} < 1 \implies \rho_{\varphi(\cdot)}(f) \leq 1 \implies \| f \|_{L^\varphi(\mathbb{R}^{N+1})} \leq 1.
\]

**Lemma A.2.** Let \( \varphi \in \Phi(\mathbb{R}^{N+1}) \). If \( \varphi \) satisfies (A0), (A1), (A2), (aInc\_p) and (aDec\_q) with \( 1 < p \leq q < \infty \), then we have

\[
\| \mathcal{M}f \|_{L^\varphi(\mathbb{R}^{N+1})} \leq C \| f \|_{L^\varphi(\mathbb{R}^{N+1})} \quad f \in L^\varphi(\mathbb{R}^{N+1}) \quad \text{(A.1)}
\]

\[
\| \mathcal{M}f \|_{L^{\varphi^*}(\mathbb{R}^{N+1})} \leq C \| f \|_{L^\varphi(\mathbb{R}^{N+1})} \quad f \in L^{\varphi^*}(\mathbb{R}^{N+1}) \quad \text{(A.2)}
\]

**Proof.** **Step 1** (Boundedness of maximal function on ultraparabolic \( L^p \) spaces):

As described in the beginning of Subsection 4.1, there exist finitely many dyadic grids \( \{ \mathcal{U}^t \}_{t=1}^L \) such that

\[
\mathcal{M} f \lesssim \sum_{t=1}^L \mathcal{M}_{\mathcal{U}^t} f,
\]

where \( \mathcal{M}_{\mathcal{U}^t} \) is a dyadic maximal function. Now, the boundedness of maximal function follows from the boundedness of a dyadic maximal function whose proof may be found in [HK12, Eq. 7.8]. Recall that we are strongly using the fact that the ultraparabolic cubes are comparable to the balls defined in (2.3).

**Step 2** (Key estimate):

The following lemma from [HH19] goes through as is for the homogeneous space \( (\mathbb{R}^{N+1}, d, | \cdot |) \).
Theorem A.3. ([HH19, Theorem 4.3.2]) Let \( \varphi \in \Phi(\mathbb{R}^{N+1}) \). If \( \varphi \) satisfies (A0), (A1), (A2), (aInc\(p\)) with \( 1 < p < \infty \), then there exists \( \beta > 0 \) and \( h \in L^1(\mathbb{R}^{N+1}) \cap L^\infty(\mathbb{R}^{N+1}) \) such that

\[
(A.4) \quad \varphi \left( x, \beta \int_B |f| \, dy \right)^{\frac{1}{p}} \leq \frac{1}{\beta} \int_B \varphi(y, |f|)^{\frac{1}{p}} \, dy + h(x)^{\frac{1}{p}} \int_B \, h(y)^{\frac{1}{p}} \, dy,
\]

for every ball \( B \subset \mathbb{R}^{N+1} \), \( x \in B \) and \( f \in L^{p(\cdot)}(\mathbb{R}^{N+1}) \) such that \( \rho_{\varphi(\cdot)}(f) \leq 1 \).

Step 3: Taking supremum over all balls in the inequality (A.4), we obtain

\[
(A.5) \quad \varphi \left( x, \beta \mathcal{M}f(x) \right)^{\frac{1}{p}} \leq \mathcal{M}(\varphi(\cdot, f)^{\frac{1}{p}})(x) + \mathcal{M}(h^{\frac{1}{p}})(x),
\]

for every \( x \in \mathbb{R}^{N+1} \) and \( f \in L^{p(\cdot)}(\mathbb{R}^{N+1}) \) such that \( \rho_{\varphi(\cdot)}(f) \leq 1 \). Here, we use the fact that \( h(x)^{\frac{1}{p}} \leq \mathcal{M}(h^{\frac{1}{p}})(x) \).

Step 4: Let \( f \in L^{p(\cdot)}(\mathbb{R}^{N+1}) \) such that \( \|f\|_{L^{p(\cdot)}(\mathbb{R}^{N+1})} > 0 \). Choose \( \varepsilon := \frac{1}{2\|f\|_{L^{p(\cdot)}(\mathbb{R}^{N+1})}} \), then by Lemma A.1, it holds that \( \rho_{\varphi(\cdot)}(\varepsilon f) \leq 1 \) so that we may apply (A.5) to obtain

\[
(A.6) \quad \varphi \left( x, \beta \varepsilon \mathcal{M}f(x) \right)^{\frac{1}{p}} \leq \mathcal{M}(\varphi(\cdot, \varepsilon f)^{\frac{1}{p}})(x) + \mathcal{M}(h^{\frac{1}{p}})(x).
\]

Raising both sides of (A.6) to power \( p \) and integrating over \( \mathbb{R}^{N+1} \), we get

\[
\int_{\mathbb{R}^{N+1}} \varphi \left( x, \beta \varepsilon \mathcal{M}f(x) \right) \, dx \leq \left( \int_{\mathbb{R}^{N+1}} \mathcal{M}(\varphi(\cdot, \varepsilon f)^{\frac{1}{p}})(x) \right)^p \, dx + \left( \int_{\mathbb{R}^{N+1}} \mathcal{M}(h^{\frac{1}{p}})(x) \right)^p \, dx
\]

\[
\leq \int_{\mathbb{R}^{N+1}} \varphi(\cdot, \varepsilon f)(x) \, dx + \int_{\mathbb{R}^{N+1}} h(x) \, dx
\]

\[
= \rho_{\varphi(\cdot)}(f) + \|h\|_{L^1(\mathbb{R}^{N+1})}
\]

\[
\leq 1 + \|h\|_{L^1(\mathbb{R}^{N+1})} = C_1,
\]

where in the second inequality, we invoke boundedness of maximal function on \( L^p(\mathbb{R}^{N+1}) \) from Step 1. The inequality (A.7) is the same as \( \rho_{\varphi(\cdot)}(\beta \varepsilon \mathcal{M}f) \leq C_1 \) so that by aInc\(1\)(which is a consequence of convexity and \( \phi(\cdot, 0) = 0 \), we have \( \rho_{\varphi(\cdot)}(\frac{\beta}{\varepsilon} \varepsilon \mathcal{M}f) \leq 1 \). Once again, applying Lemma A.1, we get

\[
\|\frac{\beta}{\varepsilon} \varepsilon \mathcal{M}f\|_{L^{p(\cdot)}} \leq 1 \text{ so that } \|\mathcal{M}f\|_{L^{p(\cdot)}} \leq \frac{C_1 L}{\|h\|_{L^1(\mathbb{R}^{N+1})}} = \frac{2C_1 L}{\beta} \|f\|_{L^{p(\cdot)}} ,
\]

which is the required result.

Step 5: The result for \( \varphi^*(\cdot) \) follows by the fact that it satisfies (A0), (A1), (A2), and aInc\(q\).
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