Computing Birational Polynomial Surface Parametrizations without Base Points

Sonia Pérez-Díaz and J. Rafael Sendra
Dpto. de Física y Matemáticas
Universidad de Alcalá
E-28871 Madrid, Spain
sonia.perez@uah.es, rafael.sendra@uah.es

Abstract

In this paper, we present an algorithm for reparametrizing birational surface parametrizations into birational polynomial surface parametrizations without base points, if they exist. For this purpose, we impose a transversality condition to the base points of the input parametrization.
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1 Introduction

Algebraic surfaces are mainly studied from three different, but related, points of view, namely: pure theoretical, algorithmic and because of their applications. In this paper, we deal with some computational problems of algebraic surfaces taking into account the potential applicability.

In many different applications, as for instance in geometric design (see e.g. [8]) parametric representations of surfaces are more suitable than implicit representations. Among the different types of parametric representations, one may distinguish radical parametrizations (see [24]) and rational parametrizations (see e.g. [18]), the first being tuples of fractions of nested radical of bivariate polynomials, and the second being tuples of fractions of bivariate polynomials; in both cases the tuples are with generic Jacobian of rank 2. Other parametric representations by means of series can be introduced, but this is not within the scope of this paper. One may observe that the set of rational parametrizations is a subclass of the class of radical parametrizations. Indeed, in [27], one can find an algorithm to decide whether a radical parametrization can be
transformed by means of a change of the parameters into a rational parametrization; in this case, we say that a reparametrization has been performed.

Now, we consider a third type of parametric representation of the surface, namely, the polynomial parametrization. That is, tuple of bivariate polynomials with generic Jacobian of rank 2. Clearly the class of polynomial parametrizations is a subclass of the class of the rational parametrizations, and the natural question of deciding whether a given rational parametrization can be reparametrized into a polynomial parametrization appears. This is, indeed, the problem we deal with in the paper. Unfortunately the inclusion of each of these classes into the next one is strict, and hence the corresponding reparametrizations are not always feasible. In some practical applications, the alternative is to use piecewise parametrizations with the desired property (see e.g. [2], [30]).

Before commenting the details of our approach to the problem, let us look at some reasons why polynomial parametrizations may be more interesting than rational ones. In general, rational parametrizations are dominant over the surface (i.e. the Zariski closure of its image is the surface), but not necessarily surjective. This may introduce difficulties when applying the parametric representation to a problem, since the answer might be within the non-covered area of the surface. For the curve case, polynomial parametrizations are always surjective (see [21]). For the surface case, the result is not so direct but there are some interesting results for polynomial parametrizations to be surjective (see [16]) as well as subfamilies of polynomial parametrizations that are surjective (see [26]). Another issue that could be mention is the numerical instability when the values, substituted in the parameters of the parametrizations, get close to the poles of the rational functions; note that, in this case, the denominators define algebraic curves which points are all poles of the parametrization. One may also think on the advantages of providing a polynomial parametrization instead of a rational parametrization, when facing surface integrals. Let us mention a last example of motivation: the algebra-geometric technique for solving non autonomous ordinary differential equations (see [6], [10]). In these cases, the differential equation is seen algebraically and hence representing a surface. Then, under the assumption that this surface is rational (resp. radical) the general rational (resp. radical) solution, if it exists, of the differential equation is determined from a rational parametrization of the surface. This process may be simplified if the associated algebraic parametrization admits a polynomial parametrization.

Next, let us introduce, and briefly comment, the notion of base points of a rational parametrization. A base point of a given rational parametrization is a common solution of all numerators and denominators of the parametrization (see e.g. [5], [15]). The presence of this type of points is a serious obstacle when approaching many theoretical, algorithmic or applied questions related to the surface represented by the parametrizations; examples of this phenomenon can be found in, e.g., [3], [4], [25], [29]. In ad-
dition, it happens that rational surface may admit, both, birational parametrizations with empty base locus and with non-empty base locus. Moreover, the behavior of the base locus is not controlled, at least to our knowledge, by the existing parametrization algorithms or when the resulting parametrization appears as the consequence of the intersection of higher dimension varieties, or as the consequence of cissoid, conchoid, offsetting, or any other geometric design process applied to a surface parametrization (see e.g. [1], [22], [23], [31]).

In this paper, we solve the problem, by means of reparametrizations, of computing a birational polynomial parametrization without base points of a rational surface, if it exists. For this purpose, we assume that we are given a birational parametrization of the surface that has the property of being transversal (this is a notion introduced in the paper, see Section 3 for the precise definition). Essentially, the idea of transversality is to assume that the multiplicity of the base points is minimal. Since, by definition (see Section 3) this multiplicity is introduced as a multiplicity of intersection of two algebraic curves, one indeed is requiring the transversality of the corresponding tangents. In this paper, we have not approached the problem of eliminating this hypothesis, and we leave it as future work in case it exists.

The general idea to solve the problem is as follows. We are given a birational parametrization \( \mathcal{P} \) and let \( \mathcal{Q} \) be the searched birational polynomial parametrization without base points; let us say, first of all, that throughout the paper we work projectively. Then, there exists a birational map, say \( \mathcal{S}_{\mathcal{P}} \), that relates both parametrizations as \( \mathcal{Q} = \mathcal{P} \circ \mathcal{S}_{\mathcal{P}} \). Then, taking into account that the base locus of \( \mathcal{S}_{\mathcal{P}} \) and \( \mathcal{P} \) are the same, that they coincide also in multiplicity, and applying some additional properties on base points stated in Subsection 3.1, we introduce a 2-dimensional linear system of curves, associated to an effective divisor generated by the base points of \( \mathcal{P} \). Then, using the transversality we prove that every basis of the linear system, composed with a suitable birational transformation, provides a reparametrization of \( \mathcal{P} \) that yields to a polynomial parametrization with empty base locus.

The structure of the paper is as follows. In Section 2, we introduce the notation and we recall some definitions and properties on base points, essentially taken from [5]. In Section 3 we state some additional required properties on base points, we introduce the notion of transversality of a base locus, both for birational maps of the projective plane and for rational surface projective parametrizations. Moreover, we establish some fundamental properties that require the transversality. Section 4 is devoted to state the theoretical frame for solving the central problem treated in the paper. In Section 5, we derive the algorithm that is illustrated by means of some examples. We finish the paper with a section on conclusions.
2 Preliminary on Basic Points and Notation

In this section, we briefly recall some of the notions related to base points and we introduce some notation; for further results on this topic we refer to [5]. We distinguish three subsections. In Subsection 2.1, the notation that will be used throughout the paper is introduced. The next subsection focuses on birational surface parametrizations, and the third subsection on birational maps of the projective plane.

2.1 Notation

Let, first of all, start fixing some notation. Throughout this paper, \( \mathbb{K} \) is an algebraically closed field of characteristic zero. \( \mathbf{x} = (x_1, \ldots, x_4) \), \( \mathbf{y} = (y_1, \ldots, y_4) \) and \( \mathbf{t} = (t_1, t_2, t_3) \). \( \mathbb{F} \) is the algebraic closure of \( \mathbb{K}(\mathbf{x}, \mathbf{y}) \). In addition, \( \mathbb{P}^k(\mathbb{K}) \) denotes the \( k \)-dimensional projective space, and \( \mathcal{G}(\mathbb{P}^k(\mathbb{K})) \) is the set of all projective transformations of \( \mathbb{P}^k(\mathbb{K}) \).

Furthermore, for a rational map \( M : \mathbb{P}^k_1(\mathbb{K}) \rightarrow \mathbb{P}^k_2(\mathbb{K}) \), where the non-zero \( m_i \) are homogenous polynomial in \( \mathbf{h} \) of the same degree, we denote by \( \deg(M) \) the degree \( \deg_{\mathbf{h}}(m_i) \), for \( m_i \) non-zero, and by \( \deg_{\text{Map}}(M) \) the degree of the map \( M \); that is, the cardinality of the generic fiber of \( M \) (see e.g. [7]).

For \( L \in \mathcal{G}(\mathbb{P}^k_2(\mathbb{K})) \), and \( M \in \mathcal{G}(\mathbb{P}^k_1(\mathbb{K})) \) we denote the left composition and the right composition, respectively, by

\[
L \circ M := L \circ M, \quad M \circ M := M \circ M.
\]

Let \( f \in \mathbb{L}[t_1, t_2, t_3] \) be homogeneous and non-zero, where \( \mathbb{L} \) is a field extension of \( \mathbb{K} \). Then \( \mathcal{C}(f) \) denotes the projective plane curve defined by \( f \) over the algebraic closure of \( \mathbb{L} \).

Let \( \mathcal{C}(f), \mathcal{C}(g) \) be two curves in \( \mathbb{P}^2(\mathbb{K}) \). For \( A \in \mathbb{P}^2(\mathbb{K}) \), we represent by \( \text{mult}_A(\mathcal{C}(f), \mathcal{C}(g)) \) the multiplicity of intersection of \( \mathcal{C}(f) \) and \( \mathcal{C}(g) \) at \( A \). Also, we denote by \( \text{mult}(A, \mathcal{C}(f)) \) the multiplicity of \( \mathcal{C}(f) \) at \( A \).

Finally, \( \mathcal{S} \subset \mathbb{P}^3(\mathbb{K}) \) represents a rational projective surface.

2.2 Case of surface parametrizations

In this subsection, we consider a rational parametrization of the projective rational surface \( \mathcal{S} \), namely,

\[
\mathcal{P} : \mathbb{P}^2(\mathbb{K}) \rightarrow \mathcal{S} \subset \mathbb{P}^3(\mathbb{K})
\]

\[
\mathbf{t} \mapsto (p_1(\mathbf{t}) : \cdots : p_4(\mathbf{t})), \quad (2.1)
\]

where \( \mathbf{t} = (t_1, t_2, t_3) \) and the \( p_i \) are homogenous polynomials of the same degree such that \( \gcd(p_1, \ldots, p_4) = 1 \).
**Definition 1.** A base point of $\mathcal{P}$ is an element $A \in \mathbb{P}^2(\mathbb{K})$ such that $p_i(A) = 0$ for every $i \in \{1, 2, 3, 4\}$. We denote by $\mathcal{B}(\mathcal{P})$ the set of base points of $\mathcal{P}$. That is $\mathcal{B}(\mathcal{P}) = \mathcal{C}(p_1) \cap \cdots \cap \mathcal{C}(p_4)$.

In order to deal with the base points of the parametrization, we introduce the following auxiliary polynomials:

$$W_1(\overline{x}, \overline{t}) := \sum_{i=1}^{4} x_i p_i(t_1, t_2, t_3)$$
$$W_2(\overline{y}, \overline{t}) := \sum_{i=1}^{4} y_i p_i(t_1, t_2, t_3),$$

(2.2)

where $x_i, y_i$ are new variables. We will work with the projective plane curves $\mathcal{C}(W_i)$ in $\mathbb{P}^3(\mathbb{F})$. Similarly, for $M = (M_1 : M_2 : M_3) \in \mathcal{G}(\mathbb{P}^3(\mathbb{K}))$, we define,

$$W_1^M(\overline{x}, \overline{t}) := \sum_{i=1}^{4} x_i M_i(\mathcal{P}(\overline{t}))$$
$$W_2^M(\overline{y}, \overline{t}) := \sum_{i=1}^{4} y_i M_i(\mathcal{P}(\overline{t})).$$

(2.3)

**Remark 1.** Some times, we will need to specify the parametrization in the polynomials above. In those cases, we will write $W_i^\mathcal{P}$ or $W_i^{M, \mathcal{P}}$ instead of $W_i$ or $W_i^M$; similarly, we may write $\mathcal{C}(W_i^\mathcal{P})$ and $\mathcal{C}(W_i^{M, \mathcal{P}})$.

Using the multiplicity of intersection of these two curves, we define the multiplicity of a base point as follows.

**Definition 2.** The multiplicity of a base point $A \in \mathcal{B}(\mathcal{P})$ is $\text{mult}_A(\mathcal{C}(W_1), \mathcal{C}(W_2))$, that is, the multiplicity of intersection at $A$ of $\mathcal{C}(W_1)$ and $\mathcal{C}(W_2)$; we denote it by

$$\text{mult}(A, \mathcal{B}(\mathcal{P})) := \text{mult}_A(\mathcal{C}(W_1), \mathcal{C}(W_2))$$

(2.4)

In addition, we define the multiplicity of the base points locus of $\mathcal{P}$, denoted $\text{mult}(\mathcal{B}(\mathcal{P}))$, as

$$\text{mult}(\mathcal{B}(\mathcal{P})) := \sum_{A \in \mathcal{B}(\mathcal{P})} \text{mult}(A, \mathcal{B}(\mathcal{P})) = \sum_{A \in \mathcal{B}(\mathcal{P})} \text{mult}_A(\mathcal{C}(W_1), \mathcal{C}(W_2)).$$

(2.5)

Note that, since $\gcd(p_1, \ldots, p_4) = 1$, the set $\mathcal{B}(\mathcal{P})$ is either empty or finite.

For the convenience of the reader we recall here some parts of Proposition 2 in [5].

**Lemma 1.** If $L \in \mathcal{G}(\mathbb{P}^3(\mathbb{K}))$, then:

1. If $A \in \mathcal{B}(\mathcal{P})$, then

$$\text{mult}(A, \mathcal{C}(W_1^L)) = \text{mult}(A, \mathcal{C}(W_2^L)) = \min\{\text{mult}(A, \mathcal{C}(p_i)) \mid i = 1, \ldots, 4\}.$$

2. If $A \in \mathcal{B}(\mathcal{P})$, then the tangents to $\mathcal{C}(W_1^L)$ at $A$ (similarly to $\mathcal{C}(W_2^L)$), with the corresponding multiplicities, are the factors in $\mathbb{K}[\overline{x}, \overline{t}] \setminus \mathbb{K}[\overline{x}]$ of

$$\epsilon_1 x_1 T_1 + \epsilon_2 x_2 T_2 + \epsilon_3 x_3 T_3 + \epsilon_4 x_4 T_4,$$

where $T_i$ is the product of the tangents, counted with multiplicities, of $\mathcal{C}(L_i(\mathcal{P}))$ at $A$, and where $\epsilon_i = 1$ if $\text{mult}(A, \mathcal{C}(L_i(\mathcal{P}))) = \min\{\text{mult}(A, \mathcal{C}(L_i(\mathcal{P}))) \mid i = 1, \ldots, 4\}$ and 0 otherwise.
2.3 Case of rational maps of \( \mathbb{P}^2(\mathbb{K}) \)

In this subsection, let
\[
S : \mathbb{P}^2(\mathbb{K}) \xrightarrow{\mathbb{P}^2(\mathbb{K})} \mathbb{P}^2(\mathbb{K}) \quad \text{where} \quad \mathbb{P}^2(\mathbb{K}) = \frac{(t_1 : t_2 : t_3)}{t_1 + t_2 + t_3}, \quad \mathbb{P}^2(\mathbb{K}) = \frac{(s_1(t) : s_2(t) : s_3(t))}{s_1(t) + s_2(t) + s_3(t)}, \tag{2.6}
\]
where \( \gcd(s_1, s_2, s_3) = 1 \), be a dominant rational transformation of \( \mathbb{P}^2(\mathbb{K}) \).

**Definition 3.** \( A \in \mathbb{P}^2(\mathbb{K}) \) is a base point of \( S(t) \) if \( s_1(A) = s_2(A) = s_3(A) = 0 \). That is, the base points of \( S \) are the intersection points of the projective plane curves, \( C(s_i) \), defined over \( \mathbb{K} \) by \( s_i(t) \), \( i = 1, 2, 3 \). We denote by \( \mathcal{B}(S) \) the set of base points of \( S \).

We introduce the polynomials
\[
V_1 = \sum_{i=1}^{3} x_i s_i(t) \in \mathbb{K}(x, y)[t] \quad V_2 = \sum_{i=1}^{3} y_i s_i(t) \in \mathbb{K}(x, y)[t], \tag{2.7}
\]
where \( x_i, y_j \) are new variables and we consider the curves \( C(V_i) \) over the field \( \mathbb{F} \); compare with (2.3). Similarly, for every \( L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K})) \) we introduce the polynomials
\[
V^L_1 = \sum_{i=1}^{3} x_i L_i(S) \in \mathbb{K}(x, y)[t] \quad V^L_2 = \sum_{i=1}^{3} y_i L_i(S) \in \mathbb{K}(x, y)[t], \tag{2.8}
\]

**Remark 2.** Some times, we will need to specify the rational map in the polynomials above. In those cases, we will write \( V^S_i \) or \( V^L_i \) instead of \( V_i \) or \( V^L_i \); similarly, we may write \( C(V^S_i) \) and \( C(V^L_i) \).

As we did in Subsection 2.2, we have the following notion of multiplicity.

**Definition 4.** For \( A \in \mathcal{B}(S) \), we define the multiplicity of intersection of \( A \), and we denote it by \( \text{mult}(A, \mathcal{B}(S)) \), as
\[
\text{mult}(A, \mathcal{B}(S)) := \text{mult}_A(C(V_1), C(V_2)). \tag{2.9}
\]

In addition, we define the multiplicity of the base points locus of \( S \), denoted \( \text{mult}(\mathcal{B}(S)) \), as (note that, since \( \gcd(s_1, s_2, s_3) = 1 \), \( \mathcal{B}(S) \) is either finite or empty)
\[
\text{mult}(\mathcal{B}(S)) := \sum_{A \in \mathcal{B}(S)} \text{mult}(A, \mathcal{B}(S)) = \sum_{A \in \mathcal{B}(S)} \text{mult}_A(C(V_1), C(V_2)) \tag{2.10}
\]

Next result is a direct extension of Proposition 2 in [5] to the case of birational transformation of \( \mathbb{P}^2(\mathbb{K}) \).
Lemma 2. If $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ then

1. $\mathcal{B}(S) = \mathcal{C}(V_1^L) \cap \mathcal{C}(V_2^L) \cap \mathbb{P}^2(\mathbb{K})$.

2. Let $A \in \mathcal{B}(S)$ then
   \[ \text{mult}(A, \mathcal{C}(V_1^L)) = \text{mult}(A, \mathcal{C}(V_2^L)) = \min\{\text{mult}(A, \mathcal{C}(s_i)) | i = 1, 2, 3\}. \]

3. Let $A \in \mathcal{B}(S)$. The tangents to $\mathcal{C}(V_1^L)$ at $A$ (similarly to $\mathcal{C}(V_2^L)$), with the corresponding multiplicities, are the factors in $\mathbb{K}[\overline{\tau}, \overline{\gamma}] \setminus \mathbb{K}[\overline{\tau}]$ of
   \[ \epsilon_1x_1T_1 + \epsilon_2x_2T_2 + \epsilon_3x_3T_3, \]
   where $T_i$ is the product of the tangents, counted with multiplicities, of $\mathcal{C}(L_i(S))$ at $A$, and where $\epsilon_i = 1$ if $\text{mult}(A, \mathcal{C}(L_i(S))) = \min\{\text{mult}(A, \mathcal{C}(L_i(S))) | i = 1, 2, 3\}$ and 0 otherwise.

3 Transversal Base Locus

In this section, we present some new results on base points that complement those in [5] and we introduce and analyze the notion of transversality in connection with the base locus.

Throughout this section, let $S = (s_1 : s_2 : s_3)$, with $\gcd(s_1, s_2, s_3) = 1$, be as in (2.6). In addition, in the sequel, we assume that $S$ is birational. Let the inverse of $S$ be denoted by $R = (r_1 : r_2 : r_3)$; that is $R := S^{-1}$. Also, we consider a rational surface parametrization $P = (p_1 : \ldots : p_4)$, with $\gcd(p_1, \ldots, p_4) = 1$, be as in (2.1). We assume that $P$ is birational.

3.1 Further results on base points

We start analyzing the rationality of the curve $\mathcal{C}(V_1^L)$ (see (2.8)).

Lemma 3. There exists a non-empty open subset $\Omega_1$ of $\mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ such that if $L \in \Omega_1$ then $\mathcal{C}(V_1^L)$ is a rational curve. Furthermore,

\[ V_1(\overline{\tau}, h_1, h_2) = R^{L^{-1}}(h_1x_3, h_2x_3, -(h_1x_1 + x_2h_2)) \]

is a birational parametrization of $\mathcal{C}(V_1^L)$.

Proof. We start proving that for every $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$, $V_1^L$ is irreducible. Indeed, let $L = (\sum \lambda_it_i : \sum \mu_it_i : \sum \gamma_it_i) \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$. Then $V_1^L = (\lambda_1x_1 + \mu_1x_2 + \gamma_1x_3)s_1 + (\lambda_2x_1 + \mu_2x_2 + \gamma_2x_3)s_2 + (\lambda_3x_1 + \mu_3x_2 + \gamma_3x_3)s_3$, $\gcd(s_1, s_2, s_3) = 1$ and $\gcd(\lambda_1x_1 +
\(\mu_1x_2 + \gamma_1x_3, \lambda_2x_1 + \mu_2x_2 + \gamma_2x_3, \lambda_3x_1 + \mu_3x_2 + \gamma_3x_3 = 1\) because the determinant of the matrix associated to \(L\) is non-zero. Therefore, \(V^L_1\) is irreducible.

In the following, to define the open set \(\Omega_1\), let \(L(t_1, t_2, t_3) = (L_1 : L_2 : L_3)\) be a generic element of \(G(\mathbb{P}^2(\mathbb{K}))\); that is, \(L_i = z_{i1}t_1 + z_{i2}t_2 + z_{i3}t_3\), where \(z_{ij}\) are undetermined coefficients satisfying that the determinant of the corresponding matrix is not zero. Furthermore, for \(L \in G(\mathbb{P}^2(\mathbb{K}))\), we denote by \(\overline{z}^L\) the coefficient list of \(L\). We also introduce the polynomial \(R^L = x_1L^1 + x_2L^2 + x_3L^3 = (\sum z_{i1}x_i)t_1 + (\sum z_{i2}x_i)t_2 + (\sum z_{i3}x_i)t_3\). Similarly, for \(L \in G(\mathbb{P}^2(\mathbb{K}))\), we denote \(R^L = R_C(\overline{z}^L, \overline{x}, \overline{t})\).

We consider the birational extension \(R_\overline{x} : \mathbb{P}^2(\mathbb{F}) \rightarrow \mathbb{P}^2(\mathbb{F})\) of \(\mathcal{R}\) from \(\mathbb{P}^2(\mathbb{K})\) to \(\mathbb{P}^2(\mathbb{F})\). Let \(U_{\bar{\overline{x}}} \subset \mathbb{P}^2(\mathbb{F})\) be the open set where the \(R_{\overline{x}}\) is bijective; say that \(U_{\bar{\overline{x}}} = \mathbb{P}^2(\mathbb{F}) \setminus \Delta\). We express the close set \(\Delta\) as \(\Delta = \Delta_1 \cup \Delta_2\) where \(\Delta_1\) is either empty or it is a union of finitely many curves, and \(\Delta_2\) is either empty or finite many points. We fix our attention in \(\Delta_1\). Let \(f(\overline{t})\) be the defining polynomial of \(\Delta_1\). Let \(Z(\overline{z}, t_1, t_2)\) be the remainder of \(f\) when diving by \(V^L_1\) w.r.t \(t_3\). Note that \(R^L\) does not divide \(f\) since \(R^C\) is irreducible and depends on \(\overline{z}\). Hence \(Z\) is no zero. Let \(\alpha(\overline{z})\) be the numerator of a non-zero coefficient of \(Z\) w.r.t. \(\{t_1, t_2\}\) and \(\beta(\overline{z})\) the l.c.m. of the denominators of all coefficients of \(Z\) w.r.t. \(\{t_1, t_2\}\). Then, we define \(\Omega_1\) as

\[
\Omega_1 = \{L \in G(\mathbb{P}^2(\mathbb{K})) | \alpha(\overline{z})^L \beta(\overline{z})^L \neq 0\}
\]

We observe that, by construction, if \(L \in \Omega_1\) then \(\mathcal{C}(R^L) \cap U_{\overline{x}}\) is dense in \(\mathcal{C}(R^L)\).

Let \(\overline{x}, \overline{y} \in \mathcal{C}(R^L) \cap U_{\overline{x}}\) be two different points, then by injectivity \(R_{\overline{x}}(\mathcal{C}(R^L))\) contains at least two points, namely \(R_{\overline{x}}(\overline{x})\) and \(R_{\overline{x}}(\overline{y})\). In this situation, since \(R_{\overline{x}}(\mathcal{C}(R^L))\) and \(\mathcal{C}(V_1)\) are irreducible we get that \(\overline{R}_{\overline{x}}(\mathcal{C}(R^L)) = \mathcal{C}(V_1)\), and hence \(\mathcal{C}(V_1)\) is a rational curve \(\mathbb{P}^2(\mathbb{F})\). Furthermore, one easily may check that \(V_1\) parametrizes \(\mathcal{C}(V_1)\) and it is proper since \(\mathcal{R}\) is birational.

**Remark 3.** Note that \(V_1(t_3, 0, -t_1, t_1, t_2) = R^{L^{-1}}(-t_1t_1, -t_1t_2, -t_1t_3) = R^{L^{-1}}(\overline{t})\).

Hence

\[ L^S(V_1(t_3, 0, -t_1, t_1, t_2)) = L^S(R^{L^{-1}}(\overline{t})) = (t_1 : t_2 : t_3). \]

Therefore,

\[ L_i(S(V_1(t_3, 0, -t_1, t_1, t_2)) = t_i \cdot \varphi(\overline{t}), \ i = 1, 2, 3. \]

Next Lemma analyzes the rationality of the curves \(\mathcal{C}(L_i(S))\) where \(L = (L_1 : L_2 : L_3) \in G(\mathbb{P}^2(\mathbb{K}))\).

**Lemma 4.** There exists a non-empty Zariski open subset \(\Omega_2\) of \(G(\mathbb{P}^2(\mathbb{K}))\) such that if \(L \in G(\mathbb{P}^2(\mathbb{K}))\) then \(\mathcal{C}(L_i(S))\), where \(i \in \{1, 2, 3\}\), is rational.

**Proof.** Let \(U\) be the open subset where \(\mathcal{R}\) is a bijective map, and let \(\{\rho_{j1}t_1 + \rho_{j2}t_2 + \rho_{j3}t_3\}_{j=1,...,n}\) be the linear forms defining the lines, if any, included in \(\mathbb{P}^2(\mathbb{K}) \setminus U\). Then,
we take $\Omega_2 = \cap_{j=1}^n \Sigma_j$ where

$$\Sigma_j = \left\{ \left( \sum \lambda_i t_i : \sum \mu_i t_i : \sum \gamma_i t_i \right) \in \mathfrak{G}(\mathbb{P}^2(\mathbb{K})) \mid \begin{array}{c} (\lambda_1 : \lambda_2 : \lambda_3) \neq (\rho_{j,1} : \rho_{j,2} : \rho_{j,3}), \\
(\mu_1 : \mu_2 : \mu_3) \neq (\rho_{j,1} : \rho_{j,2} : \rho_{j,3}), \\
(\gamma_1 : \gamma_2 : \gamma_3) \neq (\rho_{j,1} : \rho_{j,2} : \rho_{j,3}) \end{array} \right\}.$$ 

Now, let $L = (L_1 : L_2 : L_3) \in \Omega_2$. By construction, $\mathcal{C}(L_i) \cap \mathcal{U}$ is dense in $\mathcal{C}(L_i)$, for $i \in \{1, 2, 3\}$. In this situation, reasoning as in the last part of the proof of Lemma 3, we get that $\mathcal{R}(\mathcal{C}(L_i)) = \mathcal{C}(L_i(S))$. Therefore, $\mathcal{C}(L_i(S))$ is rational. 

The following lemma follows from Lemma 2.

**Lemma 5.** If $L \in \mathfrak{G}(\mathbb{P}^2(\mathbb{K}))$ then

1. $\mathcal{B}(S) = \mathcal{B}(L(S))$.
2. For $A \in \mathcal{B}(S)$ it holds that $\text{mult}(A, \mathcal{B}(S)) = \text{mult}(A, \mathcal{B}(L(S)))$.
3. $\text{mult}(\mathcal{B}(S)) = \text{mult}(\mathcal{B}(L(S)))$.

**Proof.** (1) Let $A \in \mathcal{B}(S)$ then $s_1(A) = s_2(A) = s_3(A) = 0$. Thus, $L_1(S)(A) = L_2(S)(A) = L_3(S)(A) = 0$. So, $A \in \mathcal{B}(L(S))$. Conversely, let $A \in \mathcal{B}(L(S))$. Then expressing $L(S(A)) = 0$ in terms of matrices, since $L$ is invertible, we have that $S(A) = L^{-1}(0, 0, 0) = (0, 0, 0)$. Thus, $A \in \mathcal{B}(S)$.

(2) and (3) follows from Theorem 5 in [5].

**Lemma 6.** There exists a non-empty Zariski open subset $\Omega_3$ of $\mathfrak{G}(\mathbb{P}^2(\mathbb{K}))$ such that if $L \in \Omega_3$ then for every $A \in \mathcal{B}(S)$ it holds that

$$\text{mult}(A, \mathcal{C}(V_1^L)) = \text{mult}(A, \mathcal{C}(L_1(S))) = \text{mult}(A, \mathcal{C}(L_2(S))) = \text{mult}(A, \mathcal{C}(L_3(S))).$$

**Proof.** Let $A \in \mathcal{B}(S)$. Then, by Lemma 2 (2), we have that

$$m_A := \text{mult}(A, \mathcal{C}(V_1^L)) = \min\{\text{mult}(A, \mathcal{C}(s_i)) \mid i \in \{1, 2, 3\}\}, \forall L \in \mathfrak{G}(\mathbb{P}^2(\mathbb{K})). \quad (3.1)$$

Let us assume w.l.o.g. that the minimum above is reached for $i = 1$. Then all $(m_A - 1)$-order derivatives of the forms $s_i$ vanish at $A$, and there exists an $m_A$-order partial derivative of $s_1$ not vanishing at $A$. Let us denote this partial derivative as $\partial^{m_A}$.

Now, let $\mathcal{L}$ be as in the proof of Lemma 3. Then,

$$g_1(\overline{z}) := \partial^{m_A} \mathcal{L}_i(S)(A) = z_{i,1} \partial^{m_A} s_1(A) + z_{i,2} \partial^{m_A} s_2(A) + z_{i,3} \partial^{m_A} s_3(A) \in \mathbb{K}[\overline{z}]$$

is a non-zero polynomial because $\partial^{m_A} s_1(A) \neq 0$. We then consider the open subset (see proof of Lemma 3 for the notation $\overline{z}^L$)

$$\Omega_A = \{ L \in \mathfrak{G}(\mathbb{P}^2(\mathbb{K})) \mid g_1(\overline{z}^L)g_2(\overline{z}^L)g_3(\overline{z}^L) \neq 0 \} \neq \emptyset.$$
In this situation, we take
\[ \Omega_3 = \bigcap_{A \in \mathcal{B}(S)} \Omega_A \]
Note that, since \( \mathcal{B}(S) \) is finite then \( \Omega_3 \) is open. Moreover, since \( \mathcal{G}(\mathbb{P}^2(\mathbb{K})) \) is irreducible then \( \Omega_3 \) is not empty.

Let us prove that \( \Omega_3 \) satisfies the property in the statement of the lemma. Let \( L \in \Omega_3 \) and \( A \in \mathcal{B}(S) \). Let \( m_A \) be as in (3.1). Then all partial derivatives of \( L_i(S) \), of any order smaller than \( m_A \), vanishes at \( A \). Moreover, since \( L \in \Omega_3 \subseteq \Omega_A \), it holds that \( \partial^{m_A}L_i(S)(A) \neq 0 \) for \( i = 1, 2, 3 \). Therefore,
\[
\text{mult}(A, \mathcal{C}(V_1^L)) = m_A = \text{mult}(A, \mathcal{C}(L_1(S))) = \text{mult}(A, \mathcal{C}(L_2(S))) = \text{mult}(A, \mathcal{C}(L_3(S)))
\]
\[ \square \]

**Remark 4.** We note that the proofs of Lemma 5 and Lemma 6 are directly adaptable to the case of birational surface parametrizations. So, both lemmas hold if \( M \in \mathcal{G}(\mathbb{P}^3(\mathbb{K})) \) and we replace \( S \) by the birational surface parametrization \( P \) and \( lS \) by \( MP := M \circ P \).

In the following, we denote by Sing(\( \mathcal{D} \)), the set of singularities of an algebraic plane curve \( \mathcal{D} \).

**Corollary 1.** Let \( \Omega_3 \) be the open subset in Lemma 6 and \( L \in \Omega_3 \). It holds that
1. \( \cap_{i=1}^3 \text{Sing}(\mathcal{C}(L_i(S))) \cap \mathcal{B}(S) \subseteq \text{Sing}(\mathcal{C}(V_1^L)) \).
2. Let \( A \in \mathcal{B}(S) \). The tangents to \( \mathcal{C}(V_1^L) \) at \( A \), with the corresponding multiplicities, are the factors in \( \mathbb{K}[x, y, z] \setminus \mathbb{K}[x, y] \) of
\[
x_1T_1 + x_2T_2 + x_3T_3,
\]
where \( T_i \) is the product of the tangents, counted with multiplicities, to \( \mathcal{C}(L_i(S)) \) at \( A \).
3. Let \( A \in \mathcal{B}(S) \), and let \( T_i \) be the product of the tangents, counted with multiplicities, to \( \mathcal{C}(L_i(S)) \), at \( A \). If \( \gcd(T_1, T_2, T_3) = 1 \), then
\[
\text{mult}_A(\mathcal{C}(V_1^L), \mathcal{C}(V_2^L)) = \text{mult}(A, \mathcal{C}(L_i(S)))^2, \ i \in \{1, 2, 3\}
\]

**Proof.** (1) Let \( A \in \cap_{i=1}^3 \text{Sing}(\mathcal{C}(L_i(S))) \cap \mathcal{B}(S) \). By Lemma 6, \( m := \text{mult}(A, \mathcal{C}(L_i(S))) > 0 \), for \( i \in \{1, 2, 3\} \), and \( \text{mult}(A, \mathcal{C}(V_1^L)) = m > 0 \). So, \( A \in \text{Sing}(\mathcal{C}(V_1^L)) \).
(2) follows from Lemma 6 and Lemma 2.
(3) By (2) the tangents to \( \mathcal{C}(V_1^L) \) and to \( \mathcal{C}(V_2^L) \) at \( A \) are \( T_1 := \sum x_iT_i \) and \( T_2 := \sum y_iT_i \), respectively. Since \( \gcd(T_1, T_2, T_3) = 1 \), then \( T_i \) is primitive, and hence \( \gcd(T_1, T_2) = 1 \). That is, \( \mathcal{C}(V_1^L) \) and \( \mathcal{C}(V_2^L) \) intersect transversally at \( A \). From here, the results follows. \[ \square \]
3.2 Transversality

We start introducing the notion of transversality for birational maps of $\mathbb{P}^2(K)$.

**Definition 5.** We say that $S$ is transversal if either $B(S) = \emptyset$ or for every $A \in B(S)$ it holds that (see (2.7))

$$\text{mult}(A, B(S)) = \text{mult}(A, C(V_1))^2$$

In this case, we also say that the base locus of $S$ is transversal.

In the following lemma, we see that the transversality is invariant under left composition with elements in $G(\mathbb{P}^2(K))$.

**Lemma 7.** If $S$ is transversal, then for every $L \in G(\mathbb{P}^2(K))$ it holds that $L\cdot S$ is transversal.

**Proof.** By Lemma 5 (1), $B(S) = B(L\cdot S)$. So, if $B(S) = \emptyset$, there is nothing to prove. Let $A \in B(S) \neq \emptyset$, and let $L := (L_1 : L_2 : L_3)$. Then

$$\text{mult}(A, B(L\cdot S)) = \text{mult}(A, B(S)) \quad (\text{see Lemma 5 (2)})$$

$$= \text{mult}(A, C(V_1))^2 \quad (S \text{ is transversal})$$

$$= \text{mult}(A, C(V_1^{L\cdot S}))^2 \quad (\text{see Lemma 2 (2) and Remark 2})$$

Therefore, $L\cdot S$ is transversal. 

The next lemma characterizes the transversality by means of the tangents of $C(s_i)$ at the base points.

**Lemma 8.** The following statements are equivalent

1. $S$ is transversal.

2. For every $A \in B(S)$ it holds that $\text{gcd}(T_1, T_2, T_3) = 1$, where $T_i$ is the product of the tangents, counted with multiplicities, to $C(s_i)$ at $A$.

**Proof.** If $B(S) = \emptyset$, the result if trivial. Let $B(S) \neq \emptyset$. First of all, we observe that, because of Lemma 7, we may assume w.l.o.g. that Lemma 6 applies to $S$. So, by Definition 5, $S$ is transversal if and only if for every $A \in B(S)$ it holds that

$$\text{mult}(A, B(S)) = \text{mult}(A, C(V_1))^2,$$

and, by Definition 2, if and only if

$$\text{mult}(A, C(V_1))^2 = \text{mult}_A(C(V_1), C(V_2)).$$

Furthermore, using Theorem 2.3.3 in [28], we have that

$$\text{mult}_A(C(V_1), C(V_2)) = \text{mult}(A, C(V_1)) \text{ mult}(A, C(V_2))$$

if and only $V_1$ and $V_2$ intersect transversally at $A$ i.e. if the curves have no common tangents at $A$ which is equivalent to $\text{gcd}(T_1, T_2, T_3) = 1$. The proof finishes taking into account that, by Lemma 6 $\text{mult}(A, C(V_1)) = \text{mult}(A, C(V_2))$. 

\[\square\]
In the last part of this section, we analyze the relationship of the transversality of a birational map of the projective plane and the transversality of a birational projective surface parametrization. For this purpose, first we introduce the notion of transversality for parametrizations.

**Definition 6.** Let $\mathcal{P}$ be a birational surface parametrization of $\mathbb{P}^3(\mathbb{K})$. We say that $\mathcal{P}$ is **transversal** if either $B(\mathcal{P}) = \emptyset$ or for every $A \in B(\mathcal{P})$ it holds that (see (2.3))

$$\text{mult}(A, B(\mathcal{P})) = \text{mult}(A, C(W_1))^2$$

In this case, we say that the **base locus of $\mathcal{P}$ is transversal.**

We start with some technical lemmas.

**Lemma 9.** If $\mathcal{P}$ is transversal, then for every $M \in G(\mathbb{P}^2(\mathbb{K}))$ it holds that $M\mathcal{P}$ is transversal.

*Proof.* The proof is analogous to the proof of Lemma 7. \qed

**Lemma 10.** The following statements are equivalent

1. $\mathcal{P}$ is transversal.
2. For every $A \in B(\mathcal{P})$ it holds that $\gcd(T_1, \ldots, T_4) = 1$, where $T_i$ is the product of the tangents, counted with multiplicities, to $C(p_i)$ at $A$.

*Proof.* The proof is analogous to the proof of Lemma 8. \qed

The following lemma focusses on the behavior of the base points of $\mathcal{P}$ when right composing with elements in $G(\mathbb{P}^2(\mathbb{K}))$.

**Lemma 11.** Let $L \in G(\mathbb{P}^2(\mathbb{K}))$. It holds that

1. $B(\mathcal{P}) = L(B(\mathcal{P}^L))$. Furthermore, $A \in B(\mathcal{P})$ if and only $L^{-1}(A) \in B(\mathcal{P}^L)$.
2. For $A \in B(\mathcal{P})$, $\text{mult}(A, B(\mathcal{P})) = \text{mult}(L^{-1}(A), B(\mathcal{P}^L))$
3. $\text{mult}(B(\mathcal{P})) = \text{mult}(B(\mathcal{P}^L))$.
4. If $\mathcal{P}$ is transversal then $\mathcal{P}^L$ is also transversal.

*Proof.* (1) $A \in B(\mathcal{P})$ iff $p_i(A) = 0$ for $i \in \{1, \ldots, 4\}$ iff $p_i(L(L^{-1}(A))) = 0$ for $i \in \{1, \ldots, 4\}$ iff $L^{-1}(A) \in B(\mathcal{P}^L)$ iff $A \in L(B(\mathcal{P}^L))$. So (1) follows.

We consider the curves $C(W_i^p)$ and $C(W_i^{p^L})$ (see Remark 1), and we note that $C(W_i^{p^L})$ is the transformation of $C(W_i)$ under the birational transformation $L^{-1}$ of $\mathbb{P}^2(\mathbb{K})$. Now, (2) and (3) follow from Definition 2, and (4) from Lemma 10. \qed
Next results analyze the base loci of birational surface parametrizations assuming that there exists one of them with empty base locus.

**Lemma 12.** Let $\mathcal{P}$ and $\mathcal{Q}$ be two birational projective parametrizations of the same surface $\mathcal{S}$ such that $\mathcal{Q}(\mathcal{S}) = \mathcal{P}$ and $\mathcal{B}(\mathcal{Q}) = \emptyset$. It holds that

1. $\mathcal{B}(\mathcal{S}) = \mathcal{B}(\mathcal{P})$.

2. If $A \in \mathcal{B}(\mathcal{S})$ then $\deg(\mathcal{S}) \cdot \text{mult}(A, \mathcal{B}(\mathcal{S})) = \text{mult}(A, \mathcal{B}(\mathcal{P}))$.

**Proof.** Since $\mathcal{Q} = \mathcal{P}(\mathcal{S})$ and $\mathcal{B}(\mathcal{Q}) = \emptyset$, by Theorem 11 in [5] we get that $\mathcal{B}(\mathcal{P}(\mathcal{S})) = \mathcal{B}(\mathcal{P}(\mathcal{P}))$ for $L_\mathcal{S}$ in a certain open subset of $\mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ and $L_\mathcal{P}$ in a certain open subset of $\mathcal{G}(\mathbb{P}^3(\mathbb{K}))$. Now, using Lemma 5, and Remark 4 one concludes the proof of statement (1). Statement (2) follows from Theorem 11 in [5], taking into account that $\mathcal{Q}$ is birational. 

**Lemma 13.** Let $\mathcal{P}$ and $\mathcal{Q}$ be two birational projective parametrizations of the same surface $\mathcal{S}$ such that $\mathcal{Q}(\mathcal{S}) = \mathcal{P}$ and $\mathcal{B}(\mathcal{Q}) = \emptyset$. Then, for every $A \in \mathcal{B}(\mathcal{S})$ it holds that (see (2.3) and (2.7))

$$\text{mult}(A, \mathcal{C}(W_1)) = \text{mult}(A, \mathcal{C}(V_1)) \cdot \deg(\mathcal{Q}).$$

**Proof.** Let $\mathcal{P} = (p_1 : \cdots : p_4)$, and $\mathcal{Q} = (q_1 : \cdots : q_4)$, where $\gcd(q_1, \ldots, q_4) = 1$. We know that $p_i = q_i(\mathcal{S})$. Moreover, since $\mathcal{B}(\mathcal{Q}) = \emptyset$, by Theorem 10 in [5], we have that $\gcd(p_1, \ldots, p_4) = 1$.

We start observing that because of Lemma 12 one has that $\mathcal{B}(\mathcal{S}) = \mathcal{B}(\mathcal{P})$. Now, let us consider $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ and $M \in \mathcal{G}(\mathbb{P}^3(\mathbb{K}))$. Let $\mathcal{Q}^* = M\mathcal{Q}^{L-1}, \mathcal{S}^* = \mathcal{I}S$ and $\mathcal{P}^* = \mathcal{P}$. Note that $\mathcal{Q}^*(\mathcal{S}^*) = \mathcal{P}$. Moreover, $\mathcal{B}(\mathcal{Q}^*) = \emptyset$. Indeed: if $A \in \mathbb{P}^3(\mathbb{K})$ then $B := L^{-1}(A) \in \mathbb{P}^3(\mathbb{K})$ and, since $\mathcal{B}(\mathcal{Q}) = \emptyset$, $C := Q(B) \in \mathbb{P}^3(\mathbb{K})$. Therefore $\mathcal{Q}^*(A) = M(B) \in \mathbb{P}^3(\mathbb{K})$ and, in consequence, $\mathcal{B}(\mathcal{Q}^*) = \emptyset$. Moreover, $\mathcal{Q}^*$ and $\mathcal{P}^*$ parametrize the same surface. Furthermore, by Lemma 7, $\mathcal{S}^*$ is transversal. Thus, $\mathcal{S}^*, \mathcal{P}^*, \mathcal{Q}^*$ satisfy the hypotheses of the lemma. On the other hand, by Lemma 5 and Remark 4, we have that $\mathcal{B}(\mathcal{S}^*) = \mathcal{B}(\mathcal{S}) = \mathcal{B}(\mathcal{P}) = \mathcal{B}(\mathcal{P}^*)$. Furthermore, by Lemmas 1, 2 we have that $\text{mult}(A, \mathcal{C}(V_1)) = \text{mult}(A, \mathcal{C}(V_1^L))$ and $\text{mult}(A, \mathcal{C}(W_1)) = \text{mult}(A, \mathcal{C}(W_1^M))$. Therefore, by Lemma 6 and Remark 4, we can assume w.l.o.g. that for every $A \in \mathcal{B}(\mathcal{S}) = \mathcal{B}(\mathcal{P})$ it holds that

$$\text{mult}(A, \mathcal{C}(V_1)) = \text{mult}(A, \mathcal{C}(V_i)) \text { for } i \in \{1, 2, 3\}$$

$$\text{mult}(A, \mathcal{C}(W_1)) = \text{mult}(A, \mathcal{C}(p_i)) \text { for } i \in \{1, 2, 3, 4\}$$

(3.2)

Now, let $A \in \mathcal{B}(\mathcal{P})$ and let $m := \text{mult}(A, \mathcal{C}(V_1))$. We can assume w.l.o.g that $A = (0 : 0 : 1)$. Let $T_i$ denote the product of the tangents to $s_i$ at $A$. Also, let $\deg(\mathcal{S}) = s$, $\deg(\mathcal{P}) = p$, and $\deg(\mathcal{Q}) = q$. Then, by (3.2), we may write:

$$s_i = T_i t_3^{s-m} + g_{m+1,i} t_3^{s-m-1} + \cdots + g_{b,i}$$

(3.3)
where $g_{j,i}(t_1, t_2)$ are homogeneous forms of degree $j$. In addition, let $q_i$ be expressed as

$$q_i(t) = F_{q,i} + F_{q-1,i}t_3 + \cdots + F_{\ell_i,i}t_3^{q-\ell_i}. \tag{3.4}$$

where $F_{j,i}(t_1, t_2)$ are homogeneous forms of degree $j$. Then

$$p_i(t) = F_{q,i}(s_1, s_2) + F_{q-1,i}(s_1, s_2)s_3 + \cdots + F_{\ell_i,i}(s_1, s_2)s_3^{q-\ell_i}.$$ 

Using this expression and (3.3) can be expressed as

$$p_i(t) = \left( F_{q,i}(T_1, T_2) + F_{q-1,i}(T_1, T_2)T_3 + \cdots + F_{\ell_i,i}(T_1, T_2)T_3^{q-\ell_i} \right) t_3^{(s-m)} + (\text{terms of degree in } t_3 \text{ strictly smaller than } q(s-m)). \tag{3.5}$$

Let

$$H_i := F_{q,i}(T_1, T_2) + F_{q-1,i}(T_1, T_2)T_3 + \cdots + F_{\ell_i,i}(T_1, T_2)T_3^{q-\ell_i}.$$

Now, let us prove that $H_i$ is not identically zero. We first observe that $H_i = q_i(T_1, T_2, T_3)$ for $i \in \{1, 2, 3, 4\}$. We also note that if there exists $i \in \{1, 2, 3, 4\}$ such that $H_i = 0$, by (3.2), it must happen that for all $i \in \{1, 2, 3, 4\}$ it holds that $H_i = 0$.

Let $H_i$ be zero. Then, $\mathcal{T} = (T_1 : T_2 : T_3) \notin \mathbb{P}^2(\mathbb{K})$, because otherwise $\mathcal{T} \in \mathcal{B}(\mathcal{Q})$ and $\mathcal{B}(\mathcal{Q}) = \emptyset$. Therefore, $\mathcal{T}$ is a curve parametrization. Thus, if $H_i = 0$, then $\mathcal{T}$ parametrizes a common component of the four curves $\mathcal{C}(p_i)$. But this implies that $\gcd(q_1, q_2, q_3, q_4) \neq 1$ which is a contradiction.

Thus, by (3.2), $\mult(A, \mathcal{C}(p_1)) = \mult(A, \mathcal{C}(W_i)) = q m = \deg(\mathcal{Q}) \mult(A, \mathcal{C}(V_i))$. \hfill \Box

We finish this section stating the relationship between the transversality of $\mathcal{S}$ and $\mathcal{P}$ under the assumption that $\mathcal{P}(\mathcal{S}^{-1})$ does not have base points.

**Theorem 1.** Let $\mathcal{P}$ and $\mathcal{Q}$ be two birational projective parametrizations of the same surface $\mathcal{I}$ such that $\mathcal{Q}(\mathcal{S}) = \mathcal{P}$ and $\mathcal{B}(\mathcal{Q}) = \emptyset$. Then, $\mathcal{S}$ is transversal if and only if $\mathcal{P}$ is transversal.

**Proof.** Let $A \in \mathcal{B}(\mathcal{S}) = \mathcal{B}(\mathcal{P})$. First we note that from Lemma 13, and Corollary 5 in [5], it holds that

$$\mult(A, \mathcal{C}(W_1))^2 = \mult(A, \mathcal{C}(V_1))^2 \deg(\mathcal{Q})^2 = \mult(A, \mathcal{C}(V_1))^2 \deg(\mathcal{I})$$

Using Corollary 9 in [5], we have that

$$\mult(A, \mathcal{B}(\mathcal{P})) = \deg(\mathcal{I}) \mult(A, \mathcal{B}(\mathcal{S})).$$

Therefore,

$$\mult(A, \mathcal{B}(\mathcal{S})) \mult(A, \mathcal{C}(W_1))^2 = \mult(A, \mathcal{B}(\mathcal{P})) \mult(A, \mathcal{C}(V_1))^2.$$

Thus, $\mathcal{S}$ is transversal if and only if $\mathcal{P}$ is transversal. \hfill \Box
4 Proper Polynomial Reparametrization

In this section, we deal with the central problem of the paper, namely, the determination, if they exist, of proper (i.e. birational) polynomial parametrizations of rational surfaces. For this purpose, we distinguish several subsections. In the first subsection, we fix the general assumptions and we propose our strategy. In the second subsection, we perform the theoretical analysis, and in the last subsection we prove the existence of a linear subspace, computable from the input data, and containing the solution to the problem.

We start recalling what we mean with a polynomial projective parametrization. We say that a projective parametrization is polynomial if its dehomogenization w.r.t. the fourth component, taking \( t_i = 1 \) for some \( i \in \{1, 2, 3\} \), is polynomial; note that the fourth component of a polynomial projective parametrization has to be a power of \( t_i \) for some \( i \in \{1, 2, 3\} \). Clearly, a similar reasoning is applicable w.r.t. other dehomogenizations. On the other hand, we say that a parametrization is almost polynomial if its fourth component is the power of a linear form.

The important fact is that a rational surface admits a birational polynomial parametrization if and only if it admits a birational almost polynomial parametrization. Furthermore, if we have an almost polynomial parametrization, and its fourth component is a power of the linear form \( L^* \), we may consider two additional linear forms \( L_1^*, L_2^* \) such that \( L^* = (L_1^* : L_2^* : L_3^*) \in \mathcal{G}(\mathbb{P}^2(\mathbb{K})) \) and then the composition of the almost polynomial parametrization with \((L^*)^{-1}\) is a polynomial parametrization of the same surface.

4.1 General assumptions and strategy

In our analysis we have two main assumptions. Se assume that the rational surface \( \mathcal{S} \) admits a polynomial birational parametrization with empty base locus. Throughout the rest of the paper, let us fix one of these parametrizations and denote it by \( \mathcal{Q} \); that is,

\[
\mathcal{Q}(\vec{t}) = (q_1(\vec{t}) : q_2(\vec{t}) : q_3(\vec{t}) : q_4(\vec{t})),
\]

(4.1)

with \( q_i \) homogenous polynomials of the same degree such that \( \gcd(q_1, \ldots, q_4) = 1 \), is a proper polynomial parametrization of \( \mathcal{S} \) satisfying that \( \mathcal{B}(\mathcal{Q}) = \emptyset \). Note that, by Corollary 6 in [5], the degree of \( \mathcal{S} \) is then the square of a natural number. Moreover, we introduce a second assumption. We assume that we are given a transversal birational parametrization of \( \mathcal{S} \). Throughout the rest of the paper, let us fix \( \mathcal{P} \) as a transversal proper parametrization of \( \mathcal{S} \), and let \( \mathcal{P} \) be expressed as in (2.1).

Our goal is to reach \( \mathcal{Q} \), or more precisely an almost polynomial parametrization of \( \mathcal{S} \), from \( \mathcal{P} \). For this purpose, first we observe that, since both \( \mathcal{P} \) and \( \mathcal{Q} \) are birational,
they are related by means of a birational map of $\mathbb{P}^2(K)$, say $S_P$. More precisely, $S_P := Q^{-1} \circ P$. In the following, we represent $S_P$ as

$$S_P(\bar{t}) = (s_1(\bar{t}) : s_2(\bar{t}) : s_3(\bar{t})), \quad (4.2)$$

where $\gcd(s_1, s_2, s_3) = 1$. Note that, because of Theorem 1, since $P$ is transversal, then $S_P$ is transversal. In addition, let $R_P := S_P^{-1}(\bar{t}) = P^{-1} \circ Q$. In the sequel, we represent $R_P$ as

$$R_P(\bar{t}) = (r_1(\bar{t}) : r_2(\bar{t}) : r_3(\bar{t})), \quad (4.3)$$

where $\gcd(r_1, r_2, r_3) = 1$. So, in order to derive $Q$ from $P$ it would be sufficient to determine $S_P$, and hence $R_P$, because $Q = P(R_P)$. Furthermore if, instead of determining $S_P$, we obtain $L_S := L \circ S_P$, for some $L \in \mathcal{G}(\mathbb{P}^2(K))$, then instead of $Q$ we get

$$P((L_S)^{-1}) = P(R_P^{-1}) = Q(L^{-1}) = Q^{L^{-1}},$$

which is almost polynomial, and hence solves the problem. Taking into account this fact we make the following two considerations:

1. We can assume w.l.o.g. that $\mathcal{B}(P) \neq \emptyset$. Indeed, if $\mathcal{B}(P) = \emptyset$, by Theorem 10 and Corollary 9 in [5], we get that $\mathcal{B}(S_P) = \emptyset$. Furthermore, by Corollary 7 in [5], we obtained that $\deg(S_P) = 1$. Thus, using that $Q$ is indeed polynomial, we get that the fourth component of $P$ is the power of a linear form, and therefore the input parametrization $P$ would be already almost polynomial, and hence the problem would be solved.

2. We can assume w.l.o.g. that $S_P$ satisfies whatever property reachable by means of a left composition with elements in $\mathcal{G}(\mathbb{P}^2(K))$, as for instance those stated in Lemmas 3, or 4, or 6. In particular, by Lemma 7, the transversality is preserved. In other words, in the set $\mathcal{B}$ of all birational transformations of $\mathbb{P}^2(K)$, we consider the equivalence relation $\sim$, defined as $S \sim S^*$ if there exists $L \in \mathcal{G}(\mathbb{P}^2(K))$ such that $L \circ S = S^*$, and we work with the equivalence classes in $\mathcal{B}/\sim$.

Therefore, our strategy will be to find a birational map $M$ of $\mathbb{P}^2(K)$ such that $P(M^{-1})$ is almost polynomial. For this purpose, we will see that it is enough to determine a dominant rational transformation $M$ of $\mathbb{P}^2(K)$ (later, we will prove that such a transformation is indeed birational) such that

1. $\deg(M) = \deg(S_P)$.

2. $\mathcal{B}(M) = \mathcal{B}(S_P)$.

3. $\forall A \in \mathcal{B}(M)$ it holds that $\text{mult}(A, \mathcal{B}(M)) = \text{mult}(A, \mathcal{B}(S_P))$. 
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The difficulty is that both $M$ and $S_P$ are unknown. Nevertheless, by Corollary 10 and Theorem 3 in [5], we have that

$$\deg(S_P) = \frac{\deg(P)}{\sqrt{\deg(F)}}.$$  

Note that $\deg(P)$ is given and $\deg(S_P)$ can be determined by applying, for instance, the formulas in [14] (see also [13]). On the other hand, taking into account Lemma 12, we can achieve our goal by focusing on $P$. More precisely, we reformulate the above conditions into the equivalent following conditions.

**Conditions 1.** We say that a rational dominant map $M$ of $\mathbb{P}^2(\mathbb{K})$ satisfies Conditions 1 if

1. $\deg(M) = \frac{\deg(P)}{\sqrt{\deg(F)}}$,

2. $\mathcal{B}(M) = \mathcal{B}(P)$,

3. $\text{mult}(A, \mathcal{B}(M)) = \frac{\text{mult}(A, \mathcal{B}(P))}{\deg(F)}$ for all $A \in \mathcal{B}(P)$.

In the following subsections, we will see that rational dominant maps satisfying Conditions 1 provide an answer to the polynomiality problem.

### 4.2 Theoretical analysis

We start this analysis with some technical lemmas. For this purpose, $\mathcal{I}, Q, P, S_P, R_P$ are as in the previous subsection. We recall that $Q(S_P) = P, \mathcal{B}(Q) = \emptyset, R_P = S_P^{-1}$, $P$ is transversal, and hence $S_P$ is also transversal. Moreover, by Lemma 12, $S_P$ satisfies Conditions 1. Furthermore, in the sequel, let

$$\mathcal{S}(\bar{t}) = (\bar{s}_1(\bar{t}) : \bar{s}_2(\bar{t}) : \bar{s}_3(\bar{t})), \quad (4.4)$$

with $\gcd(\bar{s}_1, \bar{s}_2, \bar{s}_3) = 1$, be dominant rational map of $\mathbb{P}^2(\mathbb{K})$ satisfying Conditions 1.

**Lemma 14.** Let $M$ be a birational map of $\mathbb{P}^2(\mathbb{K})$. Then, $\deg(M) = \deg(M^{-1})$.

**Proof.** We use the notation introduced in Lemma 3. We take $L \in \mathcal{G}(\mathbb{P}^3(\mathbb{K}))$ such that

1. $\mathcal{C}(V^L)$ is rational (see (2.8) for the definition of $V^L$ constructed from $M$, and Lemma 3 for the existence of $L$).

2. $\gcd(\bar{\eta}_1^L, \bar{\eta}_2^L) = 1$, where $M^{-1} = (\bar{\eta}_1 : \bar{\eta}_2 : \bar{\eta}_3)$.
In addition, we consider a projective transformation \( N(\overline{t}) \) in the parameters \( \overline{t} \) such that \( \deg_{\overline{t}}(V^L_1(\overline{x}, N(\overline{t}))) = \deg_{t_2}(V^L_1(\overline{x}, N(\overline{t}))) \) and \( \deg_{\overline{t}}(\overline{\eta}_2^L(N(\overline{t}))) = \deg_{t_2}(\eta_2^L(N(\overline{t}))) \). Then, it holds

\[
\deg(M) = \deg_{\overline{t}}(V^L_1(\overline{x}, \overline{t})) = \deg_{\overline{t}}(V^L_1(\overline{x}, N(\overline{t}))) = \deg_{t_2}(V^L_1(\overline{x}, N(\overline{t}))) = \deg_{t_2}(\eta_2^L(N(\overline{t}))) = \deg_{t_2}(\eta_2^L((N(x_1, h_1, x_3))) = \deg_{t_2}(\eta_2^L((N(x_1, h_1, x_3)))) = \deg(M^{-1})
\]

\[\square\]

**Lemma 15.** Let \( M \) be a rational dominant map of \( \mathbb{P}^2(\mathbb{K}) \). If \( M \) satisfies Conditions 1, then \( M \) is birational.

**Proof.** Since \( \deg(M) = \deg(S_P) \), and \( \mult(\mathcal{B}(M)) = \mult(\mathcal{B}(S_P)) \), by Theorem 7 (a) in [5], we have that \( \deg\text{Map}(M) = \deg\text{Map}(S_P) \). So \( \mathbf{3} \) is birational. \( \square \)

Therefore, since we have assume above (see (4.4)) that \( \mathbf{3} \) satisfies Conditions 1, \( \mathbf{3} \) is birational. Let

\[
\mathcal{K}(\overline{t}) = \mathbf{3}^{-1}(\overline{t}) = (\mathbf{1}_1(\overline{t}) : \mathbf{1}_2(\overline{t}) : \mathbf{1}_3(\overline{t}))
\]

be its inverse. Clearly, \( \mathcal{S}(\mathcal{K}) = (t_1 : t_2 : t_3) \), which implies that \( \mathbf{1}_i(\mathcal{K}(\overline{t})) = t_i \varphi(\overline{t}) \), for \( i \in \{1, 2, 3\} \), and where \( \deg(\varphi) = \deg(\mathcal{S})^2 - 1 \) and hence \( \deg(\varphi) = \mult(\mathcal{B}(\mathcal{S})) = \mult(\mathcal{B}(\mathcal{P})) \). In the next result we prove that \( \varphi \) is directly related to \( \mathcal{B}(\mathcal{S}) \), and using that \( \mathcal{B}(\mathcal{S}) = \mathcal{B}(S_P) \), we study the common factor appearing in the composition \( S(\mathcal{K}) \). We start with a technical lemma.

**Lemma 16.** Let \( L \in \mathcal{B}(\mathbb{P}^2(\mathbb{K})) \). It holds that

1. \( \mathcal{B}(S^L_P) = \mathcal{B}(P^L) = \mathcal{B}(\mathbf{3}^L) \).
2. If \( A \in \mathcal{B}(S^L_P) \) then \( \mult(A, \mathcal{B}(S^L_P)) = \mult(A, P^L)/\deg(\mathcal{S}) \).
3. \( \mathbf{3}^L \) satisfies Conditions 1.
4. \( S^L_P \) is transversal
5. If \( \mathbf{3} \) is transversal, then \( \mathbf{3}^L \) is transversal.

**Proof.** (1) \( A \in \mathcal{B}(S^L_P) \) iff \( S^L_P(A) = \overline{0} \) iff \( S_P(L(A)) = \overline{0} \) iff \( L(A) \in \mathcal{B}(S_P) = \mathcal{B}(P) \) iff \( P^L(A) = P(L(A)) = \overline{0} \) iff \( A \in \mathcal{B}(P^L) \). Moreover, the second equality follows as in the previous reasoning, taking into account that \( \mathbf{3} \) satisfies Condition 1, and hence \( \mathcal{B}(S_P) = \mathcal{B}(\mathbf{3}) = \mathcal{B}(P) \).
(2) follows taking into account that the multiplicity of a point on a curve, as well as the multiplicity of intersection, does not change under projective transformations. (3) Condition (1) follows taking into account that $\deg(L) = 1$. Statement (1) implies condition (2). For condition (3), we apply statement (2) and that $\mult(A, \mathcal{B}(\mathcal{S}^L)) = \mult(A, \mathcal{B}(\mathcal{S}))$ because the multiplicity of intersection does not change with $L$. (4) and (5) follow arguing as in the proof of Lemma 11 (4).

**Theorem 2.** Let $\mathcal{S}$ be transversal. If $i \in \{1, 2, 3\}$ then $\bar{s}_i(\bar{R}) = t_i \bar{\varphi}(\bar{t})$ where $\deg(\bar{\varphi}(\bar{t})) = \mult(\mathcal{B}(\mathcal{P}))$ and such that $\bar{\varphi}$ is uniquely determined by $\mathcal{B}(\mathcal{P})$.

**Proof.** We first observe that we can assume w.l.o.g. that no base point of $\mathcal{B}(\mathcal{P})$ is on the line at infinity $x_3 = 0$. Indeed, let $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ be such that $\mathcal{B}(\mathcal{P})$ is contained in the affine plane $x_3 = 1$. We consider $\mathcal{S}^* := \mathcal{S}^L = (\bar{s}_1^* : \bar{s}_2^* : \bar{s}_3^*)$ and $\mathcal{R}^* := (\mathcal{S}^L)^{-1}$, then $\bar{s}_i^*(\mathcal{R}^*) = \bar{s}_i^*(L^{-1}(\mathcal{R}))$, and $\bar{s}_i^* = \bar{s}_i(L)$; hence $\bar{s}_i^*(\mathcal{R}^*) = \bar{s}_i(\mathcal{R})$. In addition, because of Lemma 16, $\mathcal{S}^*$ satisfies the hypothesis of the theorem.

Let $\mathcal{C}(\mathcal{V}_1)$ denote the curve associated to $\mathcal{S}$ as in (2.7). By Lemma 3, taking $L$ in the corresponding open subset of $\mathcal{G}(\mathbb{P}^2(\mathbb{K}))$, we have that $\mathcal{C}(\mathcal{V}_1^L)$ is a rational curve. So, we assume w.l.o.g. that $\mathcal{C}(\mathcal{V}_1)$ is rational. Let $\mathcal{V}(\bar{x}, h_1, h_2)$ be the rational parametrization of $\mathcal{C}(\mathcal{V}_1)$ provided by Lemma 3. We apply a Möbius transformation $\bar{\varphi} \in \mathcal{G}(\mathbb{P}^1(\mathbb{K}))$ such that if $\mathcal{W}(\bar{x}, h_1, h_2) = (\bar{w}_1(\bar{x}, h_1, h_2) : \bar{w}_2(\bar{x}, h_1, h_2) : \bar{w}_3(\bar{x}, h_1, h_2))$ then the affine parametrization $\mathcal{P}(\bar{x}, h_1) := (\bar{w}_1(\bar{x}, h_1, 1)/\bar{w}_3(\bar{x}, h_1, 1), \bar{w}_2(\bar{x}, h_1, 1)/\bar{w}_3(\bar{x}, h_1, 1))$ is affinely surjective (see [21] and [28]).

Now, let $A = (a_1 : a_2 : 1) \in \mathcal{B}(\mathcal{P})$. By Lemma 2, $P \in \mathcal{C}(\mathcal{V}_1)$. We observe that, by taking $L$ in the open subset of Lemma 6, we may assume that

$$m_A := \mult(A, \mathcal{C}(\mathcal{V}_1)) = \mult(A, \mathcal{C}(\bar{s}_i)), i \in \{1, 2, 3\}.$$ (4.6)

We consider the polynomial

$$g_A = \gcd(\bar{w}_1(\bar{x}, h_1, h_2) - a_1 \bar{w}_3(\bar{x}, h_1, h_2), \bar{w}_2(\bar{x}, h_1, h_2) - a_2 \bar{w}_3(\bar{x}, h_1, h_2)).$$

Since the affine parametrization has been taken surjective, we have that

$$\deg_\bar{x}(g_A) = m_A$$ (4.7)

and that for every root $t_0$ of $g_A$ it holds that $\mathcal{P}(t_0) = (a_1, a_2)$. We write $\bar{w}_i$ as

$$\bar{w}_i = g_A \cdot \bar{w}_i^* + a_i \bar{w}_3, i = 1, 2.$$

On the other hand, we express $\bar{s}_i$ as

$$\bar{s}_i(\bar{t}) = T_{i,m_A}(\bar{t}) t_3^{\deg(\mathcal{S})-m_A} + \cdots + T_{i,\deg(\mathcal{S})}(\bar{t}),$$
where $\deg(T_{i,j}) = j, j \in \{m_A, \ldots, \deg(S)\}$, and $T_{i,j}(t) = \sum_{k_1+k_2=j}(t_1-a_1 t_3)^{k_1}(t_2-a_2 t_3)^{k_2}$. Therefore

$$
\bar{s}_i(\bar{W}) = g_A^{m_A} \cdot \left( T_{i,m_A}(\bar{w}_1^{*}, \bar{w}_2^{*}) \bar{w}_3^{\deg(S)-m_A} + \cdots + g_A^{\deg(S)-m_A} T_{i,\deg(S)}(\bar{w}_1^{*}, \bar{w}_2^{*}) \right).
$$

In other words, $g_A$ divides $\bar{s}_i(\bar{W})$. Now, for $B = (b_1:b_2:1) \in \mathcal{B}(\mathcal{P})$, with $A \neq B$, it holds that $\gcd(g_A,g_B) = 1$, since otherwise there would exist a root $t_0$ of $\gcd(g_A,g_B)$, and this implies that $\bar{\mu}(t_0) = (a_1,a_2) = (b_1,b_2) = \bar{\mu}(t_0)$ which is a contradiction. Therefore, we have that

$$
\bar{s}_i(\bar{W}) = \prod_{A \in \mathcal{B}(\mathcal{P})} g_A(\bar{\mu}, h_1, h_2)^{m_A} f_i(\bar{\mu}, h_1, h_2)
$$

(4.8)

We observe that the factor defined by the base points does not depend on $i$. Thus, since $\bar{s}_i(\bar{W})$ does depend on $i$, we get that $f_i$ is the factor depending on $i$. Furthermore,

$$
\deg_{\bar{\mu}} \left( \prod_{A \in \mathcal{B}(\mathcal{P})} g_A^{m_A} \right) = \sum_{A \in \mathcal{B}(\mathcal{P})} \deg_{\bar{\mu}}(g_A)^{m_A}
$$

\begin{align*}
&= \sum_{A \in \mathcal{B}(\mathcal{P})} m_A^2 
&= \sum_{A \in \mathcal{B}(\mathcal{P})} \mult(A, \mathcal{C}(\bar{\mu}))^2 \quad \text{(see (4.7))}
&= \sum_{A \in \mathcal{B}(\mathcal{P})} \mult(A, \mathcal{B}(S)) \quad \text{($S$ is transversal)}
&= \sum_{A \in \mathcal{B}(\mathcal{P})} \mult(A, \mathcal{B}(\bar{W})) \quad \text{(See Conditions 1)}
&= \mult(\mathcal{B}(\bar{W})) \quad \text{(See Def. 2)}
\end{align*}

Moreover, by Theorem 4.21 in [28], since $\bar{W}$ is birational it holds that $\deg(\bar{W}) = \deg(\mathcal{C}(\bar{\mu})) = \deg(S)$. Hence, $\deg(\bar{s}_i(\bar{W})) = \deg(S)^2 = \mult(\mathcal{B}(\mathcal{P})) + 1$. Therefore, $f_i$ in (4.13) is a linear form.

In this situation, let us introduce the notation $\bar{t}^* := (t_3,0,-t_1,t_2)$ and $\bar{t}^{**} = (t_3,0,-t_1,\phi^{-1}(t_1,t_2))$. Then, for $i \in \{1,2,3\}$, we have that

$$
t_i \circ \varphi = \bar{s}_i(\bar{\mathcal{R}}) = \bar{s}_i(\bar{\mu}(\bar{t}^{**})) = \prod_{A \in \mathcal{B}(\mathcal{P})} g_A(\bar{\mu}(\bar{t}^{**}))^{m_A} f_i(\bar{t}^{**}) \quad \text{(see definition of $\bar{W}$)}
$$

(4.13)

Taking into account that $\prod_{A \in \mathcal{B}(\mathcal{P})} g_A(\bar{t}^{**})^{m_A}$ does not depend on $i$, we get that $t_1 f_2(\bar{t}^{**}) = t_2 f_1(\bar{t}^{**})$. This implies that $t_1$ divides $f_1(\bar{t}^{**})$, and since $f_1(\bar{t}^{**})$ is linear we get that $t_1 = \lambda f_1(\bar{t}^{**})$ for $\lambda \in \mathbb{K} \setminus \{0\}$. Then, substituting above, we get $\lambda f_1(\bar{t}^{**}) f_2(\bar{t}^{**}) = t_2 f_1(\bar{t}^{**})$, which implies that $t_2 = \lambda f_2(\bar{t}^{**})$. Similarly, for $t_3 = \lambda f_3(\bar{t}^{**})$. Therefore, we get that

$$
\bar{s}_i(\bar{\mathcal{R}}) = t_i \lambda \prod_{A \in \mathcal{B}(\mathcal{P})} g_A(\bar{t}^{**})^{m_A}, \quad \text{with } \lambda \in \mathbb{K} \setminus \{0\}
$$

This concludes the proof. \hfill \Box
For the next theorem, we recall that $\mathcal{S}_\mathcal{P} = (s_1 : s_2 : s_3)$ with $\gcd(s_1, s_2, s_3) = 1$; see (4.2).

**Theorem 3.** Let $\overline{\mathcal{S}}$ be transversal. If $i \in \{1, 2, 3\}$ then $s_i(\overline{\mathcal{R}}) = Z_i(\overline{t}) \varphi(\overline{t})$ where $Z_i$ is a linear form, $\deg(\varphi(\overline{t})) = \mult(\mathcal{B}(\mathcal{P}))$ and such that $\varphi$ is uniquely determined by $\mathcal{B}(\mathcal{P})$.

**Proof.** We first observe that we can assume w.l.o.g. that no base point of $\mathcal{P}$ is on the line at infinity $x_3 = 0$. Indeed, let $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ be such that $\mathcal{B}(\mathcal{P})$ is contained in the affine plane $x_3 = 1$. We consider the polynomial $a_g \in \mathcal{A}(\mathbb{P}^2(\mathbb{K}))$, respectively. Taking $L \in \Omega_3^S \cap \Omega_3^{S_P}$ (note that $\mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ is irreducible and hence the previous intersection is non-empty), we may assume that $m_A := \mult(A, \mathcal{C}(\overline{V}_1)) = \mult(A, \mathcal{C}(\overline{v}_i)), \ i \in \{1, 2, 3\}. \quad (4.9)$

and

$\mult(A, \mathcal{C}(V_1)) = \mult(A, \mathcal{C}(s_i)), \ i \in \{1, 2, 3\}. \quad (4.10)$

Since $\mathcal{S}_\mathcal{P}$ and $\overline{\mathcal{S}}$ are transversal, and taking into account Conditions 1, it holds that $\mult(A, \mathcal{C}(V_1))^2 = \mult(A, \mathcal{B}(\mathcal{S}_\mathcal{P})) = \mult(A, \mathcal{B}(\overline{\mathcal{S}})) = \mult(A, \mathcal{C}(\overline{V}_1))^2$

Therefore,

$\mult(A, \mathcal{C}(V_1)) = m_A = \mult(A, \mathcal{C}(\overline{V}_1)). \quad (4.11)$

We consider the polynomial $g_A = \gcd(\overline{w}_1 - a_1 \overline{w}_3, \overline{w}_2 - a_2 \overline{w}_3)$. Reasoning as in the Proof of Theorem 2 we get that

$\deg(\overline{g}_A) = m_A \quad (4.12)$

and that for every root $t_0$ of $g_A$ it holds that $\overline{v}(t_0) = (a_1, a_2)$. We write $\overline{w}_i$ as $\overline{w}_i = g_A \cdot \overline{w}_i + a_i \overline{w}_3$ for $i = \in \{1, 2\}$.

On the other hand, by (4.10), (4.11), we have that $\mult(A, \mathcal{C}(s_i)) = m_A$. Therefore, we can express $s_i$ as

$s_i(\overline{t}) = T_{i,m_A}(\overline{t})^\deg(\mathcal{S}_\mathcal{P}) - m_A + \cdots + T_{i,\deg(\mathcal{S}_\mathcal{P})}(\overline{t}),$

where $\deg(T_{i,j}) = j, \ j \in \{m_A, \ldots, \deg(\mathcal{S}_\mathcal{P})\}$, and $T_{i,j}(\overline{t}) = \sum_{k_1 + k_2 = j} t_1 - a_1 t_3 k_1 (t_2 - a_2 t_3)^{k_2}$. Therefore

$s_i(\overline{V}) = g_A^{m_A} \cdot \left( T_{i,m_A}(\overline{w}_1, \overline{w}_2)^\deg(\mathcal{S}_\mathcal{P}) - m_A + \cdots + g_A^{\deg(\mathcal{S}_\mathcal{P}) - m_A} T_{i,\deg(\mathcal{S})}(\overline{w}_1, \overline{w}_2) \right).$
In other words, \( g_A \) divides \( s_i(\overline{W}) \). Now, for \( B = (b_1 : b_2 : 1) \in \mathcal{B}(\mathcal{P}) \), with \( A \neq B \), reasoning as in the proof of Theorem 2, it holds that \( \gcd(g_A, g_B) = 1 \). Therefore, we have that
\[
s_i(\overline{W}) = \prod_{A \in \mathcal{B}(\mathcal{P})} g_A(\overline{x}, h_1, h_2)^{m_A} f_i(\overline{x}, h_1, h_2) \quad (4.13)
\]
Furthermore,
\[
\deg_{\overline{W}} \left( \prod_{A \in \mathcal{B}(\mathcal{P})} g_A^{m_A} \right) = \sum_{A \in \mathcal{B}(\mathcal{P})} \deg_{\overline{W}}(g_A)^{m_A}
= \sum_{A \in \mathcal{B}(\mathcal{P})} m_A^2 \quad \text{(see (4.12))}
= \sum_{A \in \mathcal{B}(\mathcal{P})} \text{mult}(A, \mathcal{E}(\mathcal{V}_1))^2 \quad \text{(see (4.9))}
= \sum_{A \in \mathcal{B}(\mathcal{P})} \text{mult}(A, \mathcal{B}(\mathcal{S})) \quad (\mathcal{S} \text{ is transversal})
= \sum_{A \in \mathcal{B}(\mathcal{P})} \text{mult}(A, \mathcal{B}(\mathcal{P})) \quad (\text{See Conditions 1})
= \text{mult}(\mathcal{B}(\mathcal{P})) \quad (\text{See Def. 2})
\]
Moreover, by Theorem 4.21 in [28], since \( \overline{W} \) is birational it holds that \( \deg(\overline{W}) = \deg(\mathcal{E}(\mathcal{V}_1)) = \deg(\mathcal{S}) \). Hence, by Condition 1, \( \deg(s_i(\overline{W})) = \deg(\mathcal{S}_P)\deg(\mathcal{S}) = \deg(\mathcal{S}_P)^2 = \text{mult}(\mathcal{B}(\mathcal{P})) + 1 \). Therefore, \( f_i \) in (4.13) is a linear form.

In this situation, let us introduce the notation \( \overline{t}^* := (t_3, 0, -t_1, t_1, t_2) \) and \( \overline{t}^{**} = (t_3, 0, -t_1, \phi^{-1}(t_1, t_2)) \). Then, for \( i \in \{1, 2, 3\} \), we have that
\[
s_i(\overline{R}) = s_i(\overline{V}(\overline{t}^*)) \quad (\text{see Remark 3})
= s_i(\overline{W}(\overline{t}^{**})) \quad (\text{see definition of } \overline{W})
= \prod_{A \in \mathcal{B}(\mathcal{P})} g_A(\overline{t}^{**})^{m_A} f_i(\overline{t}^{**}) \quad (\text{see (4.13)})
\]
This concludes the proof. \( \square \)

**Corollary 2.** If \( \overline{S} \) is transversal, there exists \( L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K})) \) such that \( \overline{S} = L\mathcal{S}_P \).

**Proof.** From Theorem 3, we get that \( \mathcal{S}_P(\overline{R}) = (Z_1(\overline{t}) : Z_2(\overline{t}) : Z_3(\overline{t})) \), where \( Z_i \) is a linear form. Thus, \( L\mathcal{S}_P = \overline{S} \), where \( L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K})) \) is the inverse of \( (Z_1, Z_2, Z_3) \). \( \square \)

**Corollary 3.** The following statements are equivalent

1. \( \overline{S} \) is transversal.
2. There exists \( L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K})) \) such that \( \overline{S} = L\mathcal{S}_P \).

**Proof.** If (1) holds, then (2) follows from Corollary 2. Conversely, if (2) holds, then (1) follows from Lemma 7. \( \square \)
4.3 The Solution Space

In this subsection we introduce a linear projective variety containing the solution to our problem and we show how to compute it. We start identifying the set of all projective curves, including multiple component curves, of a fixed degree $d$, with the projective space (see [9], [28] or [32] for further details)

$$\mathcal{V}_d := \mathbb{P}^{d(d+3)/2}(\mathbb{K}).$$

More precisely, we identify the projective curves of degree $d$ with the forms in $\mathbb{K}[\overline{7}]$ of degree $d$, up to multiplication by non-zero $\mathbb{K}$-elements. Now, these forms are identified with the elements in $\mathcal{V}_d$ corresponding to their coefficients, after fixing an order of the monomials. By abuse of notation, we will refer to the elements in $\mathcal{V}_d$ by either their tuple of coefficients, or the associated form, or the corresponding curve.

Let $\mathcal{M} = (m_1(\overline{7}) : m_2(\overline{7}) : m_3(\overline{7}))$, $\gcd(m_1, m_2, m_3) = 1$, be a birational transformation of $\mathbb{P}^2(\mathbb{K})$. We consider $\mathcal{V}_{\deg(\mathcal{M})}$. Then, $m_1, m_2, m_3 \in \mathcal{V}_{\deg(\mathcal{M})}$. Moreover, in $\mathcal{V}_{\deg(\mathcal{M})}$, we introduce the projective linear subspace

$$\mathcal{L}(\mathcal{M}) := \{a_1m_1(\overline{7}) + a_2m_2(\overline{7}) + a_3m_3(\overline{7}) \mid (a_1 : a_2 : a_3) \in \mathbb{P}^2(\mathbb{K})\}.$$

We observe that if $\{m_1, m_2, m_3\}$ are linearly dependent, then the image of $\mathbb{P}^2(\mathbb{K})$ via $\mathcal{M}^{-1}$ would be a line in $\mathbb{P}^2(\mathbb{K})$ which is impossible because $\mathcal{M}$ is birational on $\mathbb{P}^2(\mathbb{K})$. Therefore, the following holds.

**Lemma 17.** If $\mathcal{M}$ is a birational transformation of $\mathbb{P}^2(\mathbb{K})$, then $\dim(\mathcal{L}(\mathcal{M})) = 2$.

Similarly, one has the next lemma

**Lemma 18.** If $\mathcal{M}$ is a birational transformation of $\mathbb{P}^2(\mathbb{K})$ and $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ then $\mathcal{L}(\mathcal{M}) = \mathcal{L}(\mathcal{M})^4$.

Furthermore, the following theorem holds

**Theorem 4.** Let $\mathcal{M}$ be a birational transformation of $\mathbb{P}^2(\mathbb{K})$ and let $\{n_1, n_2, n_3\}$ be a basis of $\mathcal{L}(\mathcal{M})$ and $\mathcal{N} := (n_1 : n_2 : n_3)$. There exists $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ such that $L \mathcal{M} = \mathcal{N}$.

**Proof.** Let $\mathcal{M} = (m_1 : m_2 : m_3)$, with $\gcd(m_1, m_2, m_3) = 1$. Since $m_1, m_2, m_3 \in \mathcal{L}(\mathcal{M})$, and $\{n_1, n_2, n_3\}$ is a basis of $\mathcal{L}(\mathcal{M})$, there exist $(\lambda_{i,1} : \lambda_{i,2} : \lambda_{i,3}) \in \mathbb{P}^2(\mathbb{K})$ such that

$$m_i = \sum \lambda_{i,j}n_j.$$

Since $\{m_1, m_2, m_3\}$ is also a basis of $\mathcal{L}(\mathcal{M})$, one has that $L := (\sum \lambda_{1,j}t_j : \sum \lambda_{2,j}t_j : \sum \lambda_{3,j}t_j) \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ and $\mathcal{N} = L \circ \mathcal{M}$. \qed

**Remark 5.** Observe that, by Theorem 4, all bases of $\mathcal{L}(\mathcal{M})$ generate birational maps of $\mathbb{P}^2(\mathbb{K})$. 

23
Corollary 4. Let $\mathcal{M}$ be a birational transformation of $\mathbb{P}^2(\mathbb{K})$. The following statements are equivalent

1. $\mathcal{M}$ is transversal.
2. There exists a basis $\{n_1, n_2, n_3\}$ of $\mathcal{L}(\mathcal{M})$ such that $(n_1 : n_2 : n_3)$ is transversal.
3. For all bases $\{n_1, n_2, n_3\}$ of $\mathcal{L}(\mathcal{M})$ it holds that $(n_1 : n_2 : n_3)$ is transversal.

Proof. It follows from Theorem 4 and Lemma 7. \hfill \Box

In the following results we analyze the bases of $\mathcal{L}(\mathcal{S}_P)$. So, $\mathcal{S}$, $\mathcal{R}$, $\mathcal{P}$, $\mathcal{Q}$ and $\mathcal{S}$ are as the in previous subsections.

Corollary 5. Let $\{m_1, m_2, m_3\}$ a basis of $\mathcal{L}(\mathcal{S}_P)$. Then, $(m_1 : m_2 : m_3)$ satisfies Conditions 1.

Proof. It is a direct consequence of Theorem 4. \hfill \Box

Corollary 6. If $\mathcal{M} := (m_1 : m_2 : m_3)$ is transversal and satisfies Conditions 1, then $\{m_1, m_2, m_3\}$ is a basis of $\mathcal{L}(\mathcal{S}_P)$.

Proof. By Corollary 3, there exists $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ such that $\mathcal{M} = L \mathcal{S}_P$. Now, by Lemma 18, $\mathcal{L}(\mathcal{S}_P) = \mathcal{L}(\mathcal{M})$. Taking into account that $\{m_1, m_2, m_3\}$ are linearly independent, we get the result. \hfill \Box

The previous results show that the solution to our problem lies in $\mathcal{L}(\mathcal{S}_P)$. However, knowing $\mathcal{L}(\mathcal{S}_P)$ implies knowing $\mathcal{S}_P$, which is essentially our goal. In the following, we see how to achieve $\mathcal{L}(\mathcal{S}_P)$ by simply knowing $\mathcal{B}(\mathcal{S}_P)$ and the base point multiplicities; note that, under the hypotheses of this section, this information is given by $\mathcal{P}$.

Definition 7. Let $\mathcal{M}$ be a birational transformation of $\mathbb{P}^2(\mathbb{K})$. We define the linear system of base points of $\mathcal{M}$, and we denote it by $\mathcal{L}(\mathcal{M})$, as the linear system of curves, of degree $\deg(\mathcal{M})$,

$$\mathcal{L}(\mathcal{M}) = \{ f \in \mathcal{V}_{\deg(\mathcal{M})} | \text{mult}(A, \mathcal{C}(f)) \geq \sqrt{\text{mult}(A, \mathcal{B}(\mathcal{M}))} \forall A \in \mathcal{B}(\mathcal{M}) \}$$

Observe that $\mathcal{L}(\mathcal{M})$ is the $\deg(\mathcal{M})$-linear system associated to the effective divisor

$$\sum_{A \in \mathcal{B}(\mathcal{M})} \sqrt{\text{mult}(A, \mathcal{B}(\mathcal{M}))} \cdot A$$

Remark 6. We observe that if $\mathcal{M}$ satisfies Conditions 1, in particular $\mathcal{S}_P$, then $\mathcal{L}(\mathcal{M})$ is the $\deg(\mathcal{S}_P)$-degree linear system generated by the effective divisor

$$\sum_{A \in \mathcal{B}(\mathcal{P})} \sqrt{\text{mult}(A, \mathcal{B}(\mathcal{P}))} \cdot A$$
The following lemma is a direct consequence of the definition above.

**Lemma 19.** Let $\mathcal{M}$ be a birational transformation of $\mathbb{P}^2(\mathbb{K})$. If $L \in \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ then $L(\mathcal{M}) = L(\mathcal{L})$ and $L(\mathcal{M}) = L(\mathcal{L})$.

Next lemma relates the $L(\mathcal{M})$ and $L(\mathcal{M})$.

**Lemma 20.** If $\mathcal{M}$ is a transversal birational map of $\mathbb{P}^2(\mathbb{K})$, then $L(\mathcal{M}) \subset L(\mathcal{M})$.

**Proof.** Let $\mathcal{M} = (m_1 : m_2 : m_3)$, let $f \in L(\mathcal{M})$ and $A \in \mathcal{B}(\mathcal{M})$. Then, $\deg(f) = \deg(\mathcal{M})$. On the other hand

\[
\text{mult}(A, C(f)) \geq \min\{\text{mult}(A, C(m_i)) \mid i \in \{1, 2, 3\}\} = \text{mult}(A, C(V_1)) \quad \text{(see Lemma 2 (2))} = \sqrt{\text{mult}(A, \mathcal{B}(\mathcal{M}))} \quad \text{(M is transversal)}.
\]

Therefore, $f \in L(\mathcal{M})$. \hfill \Box

**Lemma 21.** If $\mathcal{M}$ is a transversal birational map of $\mathbb{P}^2(\mathbb{K})$, then $\dim(L(\mathcal{M})) = 2$.

**Proof.** Let $\mathcal{M} = (m_1 : m_2 : m_3)$. By Lemmas 17 and 20, we have that $\dim(L(\mathcal{M})) \geq 2$. Let us assume that $\dim(L(\mathcal{M})) = k > 2$ and let $\{n_1, \ldots, n_{k+1}\}$ be a basis of $L(\mathcal{M})$ where $n_1 = m_1, n_2 = m_2, n_3 = m_3$. Then

\[
L(\mathcal{M}) = \{\lambda_1 n_1 + \cdots + \lambda_{k+1} n_{k+1} \mid (\lambda_1 : \cdots : \lambda_{k+1}) \in \mathbb{P}^{k+1}(\mathbb{K})\}.
\]

Now, we take three points in $\mathbb{P}^2(\mathbb{K})$ that will be crucial later. For their construction, we first consider an open Zariski subset $\Sigma \subset \mathbb{P}^2(\mathbb{K})$ where $\mathcal{M} : \Sigma \to \mathcal{M}(\Sigma) \subset \mathbb{P}^2(\mathbb{K})$ is a biregular map. Then, $\mathcal{M}(\Sigma)$ is a constructible set of $\mathbb{P}^2(\mathbb{K})$ (see e.g. Theorem 3.16 in [7]). Thus, $\mathbb{P}^2(\mathbb{K}) \setminus \mathcal{M}(\Sigma)$ can only contain finitely many lines. On the other hand, we consider the open subset $\Omega_2 \subset \mathcal{G}(\mathbb{P}^2(\mathbb{K}))$ introduced in Lemma 4, and we take $L = (L_1 : L_2 : L_3) \in \Omega_2$ such that a non-empty open subset of $\mathcal{C}(L_1)$ is included in $\mathcal{M}(\Sigma)$. We take three points $B_1, B_2, B_3 \in \Sigma$ (this, in particular, implies that $B_1, B_2, B_3 \notin \mathcal{B}(\mathcal{M})$) such that:

1. $\mathcal{M}(B_1) \neq \mathcal{M}(B_2)$
2. $\mathcal{M}(B_1), \mathcal{M}(B_2) \in \mathcal{C}(L_1)$,
3. $\mathcal{M}(B_3) \notin \mathcal{C}(L_1)$; note that $\mathcal{M}(B_1), \mathcal{M}(B_2), \mathcal{M}(B_3)$ are not on a line

Since $\mathcal{M}(B_1), \mathcal{M}(B_2), \mathcal{M}(B_3)$ are not collinear, the system

\[
\left\{ \sum_{i=1}^{k+1} \lambda_i n_i(B_j) = 0 \right\}_{j \in \{1, 2, 3\}}
\]
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has solution. Let \((b_1 : \cdots : b_{k+1})\) be a solution. Then, we consider the polynomials (say that \(L_1 := a_1 t_1 + a_2 t_2 + a_3 t_3\))
\[
f(\tilde{t}) := L_1(M) = a_1 m_1 + a_2 m_2 + a_3 m_3, \quad g(\tilde{t}) := b_1 n_1 + \cdots + b_{k+1} n_{k+1}.
\]
We have that \(C(f)\) is irreducible because \(L \in \Omega_2\). Moreover, \(\deg(C(f)) = \deg(C(g))\).
In addition, \(C(f) \neq C(g)\): indeed, \(B_3 \in C(g)\) and \(B_3 \notin C(f)\) because otherwise
\[
\begin{pmatrix}
m_1(B_1) & m_2(B_1) & m_3(B_1) \\
m_1(B_2) & m_2(B_2) & m_3(B_2) \\
m_1(B_3) & m_2(B_3) & m_3(B_3)
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2 \\
a_3
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix},
\]
and since \(M(B_1), M(B_2), M(B_3)\) are not collinear we get that \(a_1 = a_2 = a_3 = 0\) that is a contradiction. Therefore, \(C(f)\) and \(C(g)\) do not share components. Thus, by Bézout’s theorem the number of intersections of \(C(f)\) and \(C(g)\), properly counted, is \(\deg(M)^2\). In addition, we observe that \(f \in \mathcal{L}(M) \subset \mathcal{L}(M)\) (see Lemma 20) and \(g \in \mathcal{L}(M)\). Thus,
\[
\mathcal{B}(M) \cup \{B_1, B_2\} \subset C(f) \cap C(g).
\]
Therefore
\[
\deg(M)^2 = \sum_{A \in \mathcal{B}(M) \cap \mathcal{C}(g)} \text{mult}_A(C(f), C(g))
\geq \sum_{A \in \mathcal{B}(M) \cap \mathcal{C}(g)} \text{mult}_A(C(f), C(g)) + \sum_{A \in \{B_1, B_2\}} \text{mult}_A(C(f), C(g)) \quad (\text{see } 4.14)
\geq \sum_{A \in \mathcal{B}(M)} \text{mult}_A(C(f), C(g)) + 2 \quad (B_1, B_2 \notin \mathcal{B}(M))
\geq \sum_{A \in \mathcal{B}(M)} \text{mult}(A, C(f)) \text{mult}(A, C(g)) + 2 \quad (f, g \in \mathcal{L}(M))
\geq \sum_{A \in \mathcal{B}(M)} \text{mult}(A, \mathcal{B}(M)) + 2 \quad (\text{see Def. } 4)
\geq \deg(M)^2 + 1 \quad (\text{see Cor. 7 in [5]}).
\]
which is a contradiction. \(\square\)

**Theorem 5.** If \(M\) is a transversal birational map of \(\mathbb{P}^2(K)\), then \(\mathcal{L}(M) = \mathcal{L}(M)\).

**Proof.** By Lemma 20, \(\mathcal{L}(M) \subset \mathcal{L}(M)\). Thus, using Lemmas 17 and 21, we get the result. \(\square\)

**5 Algorithm and Examples**

In this section, we use the previous results to derive an algorithm for determining polynomial parametrizations of rational surfaces, under the conditions stated in Subsection 4.1. For this purpose we first introduce an auxiliary algorithm for testing the
transversality of parametrizations. In addition, we observe that we require to the input parametrization to be proper (i.e. birational). This can be checked for instance using the algorithms in [12].

**Algorithm 1 Transversality of a Parametrization**

**Require:** A rational proper projective parametrization \( \mathcal{P}(\vec{t}) \) of an algebraic surface \( \mathcal{S} \).

1: Compute \( \mathcal{B}(\mathcal{P}) = \bigcap_{i=1}^{4} \mathcal{C}(p_i) \) and \( \text{mult}(A, \mathcal{B}(\mathcal{P})) = \text{mult}_A(\mathcal{C}(W_1), \mathcal{C}(W_2)) \) for every \( A \in \mathcal{B}(\mathcal{P}) \).

2: if \( \exists A \in \mathcal{B}(\mathcal{P}), \text{such that } \text{mult}(A, \mathcal{B}(\mathcal{P})) \neq m_A^2 \text{ for some } m_A \in \mathbb{N}, m_A \geq 1 \) then

3: return “\( \mathcal{P} \) is not transversal”.

4: end if

5: if \( \forall A \in \mathcal{B}(\mathcal{P}), \gcd(T_1, T_2, T_3, T_4) = 1 \), where \( T_i \) is the product of the tangents, counted with multiplicities, to \( \mathcal{C}(p_i) \) at \( A \), then

6: return “\( \mathcal{P} \) is transversal” else return “\( \mathcal{P} \) is not transversal”.

7: end if

Observe that Step 2 in Algorithm 1 provides a first direct filter to detect some non-transversal parametrizations, and Step 5 applies the characterization in Lemma 10. This justifies the next theorem

**Theorem 6.** *Algorithm 1 is correct.*

The following algorithm is the central algorithm of the paper.
Algorithm 2 Birational Polynomial Reparametrization for Surfaces

Require: A rational proper projective parametrization \( \mathcal{P}(\vec{t}) = (p_1(\vec{t}) : p_2(\vec{t}) : p_3(\vec{t}) : p_4(\vec{t})) \) of an algebraic surface \( S \), with \( \gcd(p_1, \ldots, p_4) = 1 \).

1: if \( p_4(\vec{t}) \) is of the form \((a_1t_1 + a_2t_2 + a_3t_3)^\deg(P)\), then
2: Consider the projective transformation \( L = (t_i, t_j, a_1t_1 + a_2t_2 + a_3t_3) \) where \( i, j \in \{1, 2, 3\} \) are different indexes such if \( \{k\} = \{1, 2, 3\} \setminus \{i, j\} \), then \( a_k \neq 0 \).
3: Compute the inverse \( L^{-1} \) of \( L \) and return “\( \mathcal{P}(L^{-1}) \) is a rational proper polynomial parametrization of \( S \)”.

4: end if
5: Apply Algorithm 1 to check whether \( \mathcal{P} \) is transversal. In the affirmative case go to the next Step. Otherwise return “Algorithm 2 is not applicable”.
6: Compute \( \deg(S) = \deg(\mathcal{P})/\sqrt{\deg(S)} \).
7: Compute the \( \deg(S) \)-linear system associated to the effective divisor 
\[ \mathcal{L} := \sum_{A \in \mathcal{B}(\mathcal{P})} \sqrt{\text{mult}(A, \mathcal{B}(\mathcal{P}))/\deg(S)} \cdot A \]
8: Determine \( \mathcal{S}(\vec{t}) = (\vec{s}_1(\vec{t}) : \vec{s}_2(\vec{t}) : \vec{s}_3(\vec{t})) \), where \( \{\vec{s}_1, \vec{s}_2, \vec{s}_3\} \) is a basis of \( \mathcal{L} \).
9: Compute \( \mathcal{R}(\vec{t}) = \mathcal{S}^{-1}(\vec{t}) \).
10: Compute \( \mathcal{Q}(\vec{t}) = (q_1 : q_2 : q_3 : q_4) \), where \( \mathcal{Q}(\vec{t}) = \mathcal{P}(\mathcal{R}(\vec{t})) \).
11: if \( q_4(\vec{t}) \) is of the form \((a_1t_1 + a_2t_2 + a_3t_3)^\deg(Q)\), then
12: return “\( \mathcal{Q}(L^{-1}) \) (where \( L \) is as in Step 2) is a rational proper polynomial parametrization of \( S \)” else return “\( S \) does not admit a polynomial proper parametrization with empty base locus”.
13: end if

Theorem 7. Algorithm 2 is correct.

Proof. For the correctness of the first steps (1-4) we refer to the preamble in Section 4 where the almost polynomial parametrizations are treated. For the rest of the steps, we use the notation introduced in Section 4 and we assume the hypotheses there, namely, \( Q(S_P) = \mathcal{P} \) and \( \mathcal{B}(Q) = \emptyset \). Since \( \mathcal{P} \) is transversal, by Theorem 1, we have that \( S_P \) is transversal. Now, by Theorem 5, \( \mathcal{L} = \mathcal{L}(S_P) \). In this situation, by Theorem 4, \( \mathcal{S} = \mathcal{L} \), for some \( L \in \mathcal{I}(\mathbb{P}^2(\mathbb{K})) \). Therefore, \( \mathcal{P}(\mathcal{R}) \) has to be almost polynomial, and hence the last step generates a polynomial parametrization. If the fourth component of \( Q \), namely \( q_4 \) is not the power of a linear form, then \( \mathcal{B}(Q) \neq \emptyset \).

Remark 7. Let us comment some consequences and computational aspects involved in the execution of the previous algorithms.
1. We observe that if Algorithm 2 returns a parametrization, then it is polynomial and its base locus is empty.

2. In order to check the properness of \( \mathcal{P} \), one may apply, for instance, the results in [12] and, for determining \( \deg(\mathcal{S}) \), one may apply, for instance, the results in [13], [14] or [17]. For the computation of \( \overline{\mathcal{P}} \) one may apply well known elimination techniques as resultants or Grobner basis; see e.g. [19].

3. In different steps of both algorithms one need to deal with the base points. Since the base locus is zero-dimensional, one may consider a decomposition of its elements in families of conjugate points, so that all further step can be performed exactly by introducing algebraic extensions of the ground field. For further details on how to deal with conjugate points we refer to Section 3.3. in [28].

We finish this section illustrating the algorithm with some examples. The first two examples provide polynomial parametrizations, while in the third the algorithm detects that the input parametrization, although proper, is not transversal.

**Example 1.** Let \( \mathcal{P}(\overline{t}) = (p_1(\overline{t}) : p_2(\overline{t}) : p_3(\overline{t}) : p_4(\overline{t})) \) be a rational parametrization of an algebraic surface \( \mathcal{S} \), where

\[
\begin{align*}
p_1 &= -6t_1^2t_2 - 2t_3^2t_1^4 - 2t_3t_2t_1^4 + 5t_3^2t_1^3t_2 + 3t_3^3t_1t_2^2 - t_2^3 + 3t_3^2t_1^4 + 3t_3^2t_1^2 - t_3^2t_2 - 3t_1^2t_2 - 3t_1^2t_2 + t_3^2t_1^3 - 6t_3^2t_1^2 + 3t_3t_1 + 3t_3^2t_1^2 - 6t_3t_2^2 + 2t_3^2t_2 - t_3^2, \\
p_2 &= -(t_1 - t_3)t_3(t_2^2 + t_1^2 - t_1t_3)(t_2^2 + t_1^2 - 2t_2^2 + t_3^2), \\
p_3 &= t_3^2t_1^2 + t_3^2t_1t_2 + 3t_3^2t_1t_2^3 - 3t_3t_1t_2^4 - 4t_3t_1t_2^4 + 4t_3t_2t_1^4 - 4t_3t_2t_1^4 + 8t_3^2t_1^2 + 2t_3^2t_1t_2^3 + 6t_3^2t_1t_2^3 - 2t_3^2t_1t_2^3 - 4t_3^2t_1t_2^3 - 4t_3^2t_1t_2^3 - 15t_1^4t_2^2 - 15t_1^2t_2^2 - 8t_3^2t_1^2 - 2t_3^2t_1^2 + 7t_3^2t_1^2 - 22t_3^2t_1^2 - 2t_3^2t_1^2 - 5t_1^2, \\
p_4 &= (t_1^2 + t_2^2 - t_3^2)^3.
\end{align*}
\]

Applying the results in [12], one deduces that \( \mathcal{P} \) is proper. We apply Algorithm 2 in order to compute a rational proper polynomial parametrization \( \mathcal{Q}(\overline{t}) \) of \( \mathcal{S} \), without base points, if it exists. Clearly, \( \mathcal{P} \) is not almost polynomial and hence steps 1-4 does not apply. In Step 5, we perform Algorithm 1. The base locus is (we denote by \( \pm i \) the square roots of \(-1\))

\[
\mathcal{B}(\mathcal{P}) = \bigcap_{i=1}^{4} \mathcal{C}(p_i) = \{(1 : 0 : 1), (1 : i : 0), (1 : -i : 0)\}.
\]

Moreover, it holds that

\[
\text{mult}(A, \mathcal{B}(\mathcal{P})) = \text{mult}_A(\mathcal{C}(W_1), \mathcal{C}(W_2)) = 9, \forall A \in \mathcal{B}(\mathcal{P}).
\]
Therefore, for every $A \in \mathcal{B}(\mathcal{P})$ we have that $\text{mult}(A, \mathcal{B}(\mathcal{P})) = m_A^2$ for some $m_A \in \mathbb{N}$, $m_A \geq 1$. Thus, the necessary condition in Algorithm 1 is fulfilled. In addition, one may also check that the gcd of the tangents is 1, for each base point. As a consequence, we deduce that $\mathcal{P}$ is transversal.

In Step 6 of Algorithm 2, we get that $\deg(\mathcal{S}) = 9$ (see [17]). Now, using that
\[
\deg(\mathcal{S}) = \deg(\mathcal{P})/\sqrt{\deg(\mathcal{S})} = 6/3 = 2,
\]
and that
\[
\text{mult}(A, \mathcal{B}(\mathcal{S})) = \text{mult}(A, \mathcal{B}(\mathcal{P}))/\deg(\mathcal{S}) = 9/9 = 1 \quad \text{for every } A \in \mathcal{B}(\mathcal{P}),
\]
we compute the 2-linear system associated to the effective divisor
\[
\sum_{A \in \mathcal{B}(\mathcal{P})} A.
\]

For this purpose, one considers a generic polynomial of degree 2 with undetermined coefficients (note that we have 6 undetermined coefficients). We impose the three conditions, i.e. $\{(1 : 0 : 1), (1 : \pm i : 0)\}$ should be simple points, and we get
\[
\mathcal{L} := \lambda_1(-9t_1^2 - 9t_2^2 + 9t_1t_3 + t_2t_3) + \lambda_2(-10t_1^2 - 10t_2^2 + 9t_1t_3 + t_3^2) + \lambda_3(t_1^2 + t_2^2 - t_3^2).
\]
Let
\[
\mathcal{S}(\vec{t}) = (\vec{s}_1 : \vec{s}_2 : \vec{s}_3) = (-9t_1^2 - 9t_2^2 + 9t_1t_3 + t_2t_3 : -10t_1^2 - 10t_2^2 + 9t_1t_3 + t_3^2 : t_1^2 + t_2^2 - t_3^2),
\]
where $\{\vec{s}_1, \vec{s}_2, \vec{s}_3\}$ is a basis of $\mathcal{L}$ Next, we compute
\[
\mathcal{R}(\vec{t}) = \mathcal{S}^{-1}(\vec{t}) = (\vec{r}_1(\vec{t}) : \vec{r}_2(\vec{t}) : \vec{r}_3(\vec{t})) = \vec{r}_1 = 81t_1^2 - 162t_1t_2 - 162t_1t_3 + 71t_2^2 + 151t_2t_3 + 80t_3^2,
\]
\[
\vec{r}_2 = -9(2t_2 + 11t_3)(t_1 - t_2 - t_3),
\]
\[
\vec{r}_3 = 181t_3^2 + 82t_2^2 + 81t_1^2 - 162t_1t_2 + 182t_2t_3 - 162t_1t_3.
\]
In the last step, the algorithm returns
\[
\mathcal{Q}(\vec{t}) = \mathcal{P}(\mathcal{R}(\vec{t})) = (t_1^3 + t_2t_3^2 - t_1t_3^2 - t_3^2 : t_2(t_2 - t_3)(t_2 + t_3) : t_2^2 + t_1t_2^2 + t_3t_2t_1 - 4t_1t_3^2 - 5t_3^2 : t_3^3)
\]
that is a rational proper polynomial parametrization of $\mathcal{S}$ with empty base locus. Note that the affine polynomial parametrization is given as
\[
(t_1^3 + t_2 - t_1 - 1, t_2(t_2 - 1)(t_2 + 1), t_2^3 + t_1t_2^2 + t_2t_1 - 4t_1 - 5).
\]
Observe that in this example we have introduced $\pm i$. Nevertheless we could have considered conjugate points. More precisely, the base locus decomposes as
\[
\{(1 : 0 : 1)\} \cup \{(1 : s : 0) | s^2 + 1 = 0\}
\]
Then, all remaining computations could have been carried out working in the field extension $\mathbb{Q}(\alpha)$ where $\alpha^2 + 1 = 0$. 
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Example 2. Let \( \mathcal{P}(\bar{t}) = (p_1(\bar{t}) : p_2(\bar{t}) : p_3(\bar{t}) : p_4(\bar{t})) \) be a rational parametrization of an algebraic surface \( \mathcal{S} \), where

\[
p_1 = \frac{2891799333101}{7056} t_{1}^{2} t_{3}^{4} - \frac{94253497}{42} t_{2}^{2} t_{4} - \frac{7918208}{24} t_{5} t_{1}^{3} - \frac{1518583}{35} t_{2}^{2} t_{1} + \frac{230745016769}{19600} t_{4}^{2} t_{1}
- \frac{799495757}{280} t_{1}^{2} t_{3}^{4} - \frac{314171}{4} t_{1}^{2} t_{1}^{2} - \frac{3324809202046}{2205} t_{2}^{2} t_{3} t_{1} + \frac{17297334852139}{29400} t_{2}^{2} t_{3} t_{1}
+ \frac{835536822991}{5880} t_{1}^{4} t_{3}^{3} t_{1} - \frac{3567593339657}{14700} t_{3}^{3} t_{2}^{3} t_{1} + \frac{886939121}{420} t_{1}^{4} t_{2} t_{3} + \frac{199437407}{140} t_{3}^{3} t_{1}^{2}
+ \frac{5601820649}{144} t_{1}^{4} t_{3}^{2} + \frac{92554800097}{630} t_{3}^{3} t_{2} t_{3}^{2}
- \frac{35994007283}{210} t_{1}^{4} t_{2} t_{3} + \frac{28561}{16} t_{2}^{6} - \frac{345881}{16} t_{3}^{6},
\]

\[
p_2 = -\frac{109709309247}{2352} t_{1}^{2} t_{3}^{4} - \frac{246960149}{56} t_{3}^{2} t_{3} - \frac{2485483}{56} t_{5}^{2} t_{3} - \frac{32737835}{80} t_{2}^{2} t_{1} - \frac{35410352732}{3920} t_{2}^{2} t_{1}
+ \frac{321945}{4} t_{1}^{2} t_{2} + \frac{314171}{4} t_{1}^{2} t_{1}^{2} + \frac{28713416655}{168} t_{3}^{2} t_{2} t_{1} - \frac{52659146973}{80} t_{2}^{2} t_{3} t_{1}
+ \frac{69928171523}{280} t_{2}^{4} t_{3} t_{1} + \frac{52896535}{140} t_{1}^{2} t_{2} t_{3} - \frac{446331197}{140} t_{1}^{2} t_{3} - \frac{529771655}{12} t_{1}^{2} t_{3}
+ \frac{23802911463}{140} t_{1}^{4} t_{2} t_{3} - \frac{25704}{16} t_{2}^{4},
\]

\[
p_3 = -\frac{267646813109}{7056} t_{1}^{2} t_{3}^{4} + \frac{94253497}{42} t_{2}^{2} t_{3} - \frac{379180899}{24} t_{5} t_{1}^{3} + \frac{1518583}{35} t_{2}^{2} t_{1} - \frac{21951356369}{19600} t_{4}^{2} t_{1}
+ \frac{797345247}{280} t_{1}^{2} t_{2}^{4} + \frac{314171}{4} t_{1}^{2} t_{1}^{2} + \frac{307980315220}{2205} t_{3}^{2} t_{2}^{3} t_{1} - \frac{1605945270739}{29400} t_{2}^{2} t_{3} t_{1}
- \frac{78635130991}{5880} t_{1}^{4} t_{3}^{3} t_{1} + \frac{3371717362457}{14700} t_{3}^{3} t_{2}^{3} t_{1}^{2} - \frac{9628594001}{420} t_{1}^{4} t_{2} t_{3} - \frac{163616167}{140} t_{3}^{3} t_{1}^{2}
- \frac{519093261673}{144} t_{1}^{4} t_{3}^{3} + 3 \frac{857766506877}{630} t_{3}^{2} t_{2}^{3} t_{3} + \frac{326796764349}{210} t_{1}^{4} t_{2} t_{3} - \frac{28561}{4} t_{2}^{6} - \frac{345881}{16} t_{3}^{6},
\]

\[
p_4 = (-5348) t_{1}^{2} t_{3}^{2} + 5525 t_{2}^{2} t_{3} + 169 t_{1}^{2} t_{2} t_{3} + 757 t_{1}^{2} t_{2} - 10059 t_{1} t_{2} t_{3}^{2} t_{1}.
\]

Applying the results in [12], one deduces that \( \mathcal{P} \) is proper. We apply Algorithm 2. Clearly, \( \mathcal{P} \) is not almost polynomial and hence steps 1-4 does not apply. In Step 5, we perform Algorithm 1. The base locus is

\[\mathcal{B}(\mathcal{P}) = \{(0 : 0 : 1), (1 : 2 : 1), (5 : 7 : 1), (1 / 3 : -1 / 7 : 1), (-13 : 7 : 1)\}.
\]

Moreover, it holds that

\[\text{mult}(A, \mathcal{B}(\mathcal{P})) = 4\]

for every \( A \in \mathcal{B}(\mathcal{P}) \) except for \( A = (0 : 0 : 1) \) that satisfies that \( \text{mult}(A, \mathcal{B}(\mathcal{P})) = 16 \). Thus, the necessary condition in Algorithm 1 is fulfilled. In addition, one may also check that the gcd of the tangents is 1, for each base point. As a consequence, we deduce that \( \mathcal{P} \) is transversal. Now, using that

\[\deg(S) = \deg(P) / \sqrt{\deg(S)} = 6 / 2 = 3, \]

and that

\[\text{mult}(A, \mathcal{B}(S)) = \text{mult}(A, \mathcal{B}(\mathcal{P}))/\text{deg}(\mathcal{S}) = 1,\]

for every \( A \in \mathcal{B}(\mathcal{P}) \) except for \( A = (0 : 0 : 1) \) that satisfies that \( \text{mult}(A, \mathcal{B}(S)) = 4 \), we compute the 3-linear system associated to the effective divisor

\[4 (0 : 0 : 1) + (1 : 2 : 1) + (5 : 7 : 1) + (1 / 3 : -1 / 7 : 1) + (-13 : 7 : 1).\]
We get that $\mathcal{L} = \lambda_1 \overline{s}_1 + \lambda_2 \overline{s}_2 + \lambda_3 \overline{s}_3$ where

\[
\overline{s}_1 = \frac{203971}{12} t_1^2 t_3 - \frac{1463501}{84} t_2^2 t_3 + \frac{3373732}{105} t_1 t_2 t_3 + \frac{1850}{4} t_1^3 - \frac{169}{2} t_2^3 - \frac{169}{2} t_1^2 t_2 - \frac{438913}{140} t_1 t_2^2,
\]
\[
\overline{s}_2 = \frac{37443}{2} t_1^2 t_3 - \frac{538707}{28} t_2^2 t_3 + \frac{140997}{4} t_1 t_2 t_3 - \frac{507}{4} t_1^3 - 507 t_2^3 - \frac{71637}{28} t_1^2 t_2,
\]
\[
\overline{s}_2 = \frac{26747}{2} t_1^2 t_3 - \frac{384007}{28} t_2^2 t_3 - 338 t_1^2 t_2 - \frac{50441}{28} t_1 t_2^2 + \frac{100761}{4} t_1 t_2 t_3 - \frac{507}{4} t_3^2.
\]

So, we take, for instance, $\overline{\mathcal{S}}(\overline{t}) = (\overline{s}_1(\overline{t}) : \overline{s}_2(\overline{t}) : \overline{s}_3(\overline{t}))$ and we compute $\overline{\mathcal{R}}(\overline{t}) = \overline{S}^{-1}(\overline{t}) = (\tau_1(\overline{t}) : \tau_2(\overline{t}) : \tau_3(\overline{t}))$ where

\[
\tau_1 = \frac{1}{11} (-34331 t_2 + 7140 t_1 + 39091 t_3)(-1240370879 t_2^2 + 4693319730 t_2 t_3 \\
-957816090 t_1 t_2 - 4096303731 t_2^2 + 26989200 t_1^2 + 1272637170 t_1 t_3),
\]
\[
\tau_2 = -\frac{7}{3} (-5349 t_3 + 3821 t_2)(-1240370879 t_2^2 + 4693319730 t_2 t_3 - 957816090 t_1 t_2 \\
-4096303731 t_2^2 + 26989200 t_1^2 + 1272637170 t_1 t_3),
\]
\[
\tau_3 = 9122349600 t_1^2 t_3 - 6081566400 t_1 t_2 + 5962839694227 t_3^2 - 1384066860013 t_2 t_3^2 \\
+10640657052993 t_2^2 t_3 - 2711599696487 t_2^3 + 503701536030 t_1 t_2^2 \\
-1409880894660 t_1 t_2 t_3 + 985048833510 t_1 t_3^2.
\]

Finally, we obtain

\[
Q(\overline{t}) = \mathcal{P}(\overline{\mathcal{R}}(\overline{t})) = (t_1^2 + t_2^2 - t_2 t_3 : -t_1 t_2 - t_2^2 + t_1 t_3 : -t_1^2 + t_2^2 - t_2 t_3 : (t_2 - t_3)^2).
\]

Since $q_4(\overline{t}) = (t_2 - t_3)^2$, the algorithm returns

\[
Q((t_1, t_2, t_2 - t_3)^{-1}) = (t_1^2 + t_2 t_3 : -t_2^2 - t_1 t_3 : -t_1^2 + t_2^2 - t_2 t_3 : t_3)
\]

that is a rational proper polynomial parametrization of $\mathcal{S}$ with empty base locus. Note that the affine polynomial parametrization is given as

\[(t_1^2 + t_2, -t_2^2 - t_1, -t_1^2 + 1 - t_2).\]

**Example 3.** Let $\mathcal{P}(\overline{t}) = (p_1(\overline{t}) : p_2(\overline{t}) : p_3(\overline{t}) : p_4(\overline{t}))$ be a rational parametrization of an algebraic surface $\mathcal{S}$, where
Applying the results in [12], one gets that \( \mathcal{P} \) is proper. However, when applying Algorithm 1, we get that

\[
\mathcal{B}(\mathcal{P}) = \{(0 : 0 : 1), (1 : 2 : 1), (5 : 7 : 1), (1/3 : -1/7 : 1), (-13 : 7 : 1)\}
\]

and that mult(\( A, \mathcal{B}(\mathcal{P}) \)) = 4 for every \( A \in \mathcal{B}(\mathcal{P}) \) except for \( A = (0 : 0 : 1) \) where mult(\( A, \mathcal{B}(\mathcal{P}) \)) = 44. Since mult(\( A, \mathcal{B}(\mathcal{P}) \)) = 44, which is not the square of a natural number, the algorithm returns that \( \mathcal{P} \) is not transversal. Thus, we can not apply Algorithm 2.

6 Conclusions

Some crucial difficulties in many applications, and algorithmic questions, dealing with surface parametrizations are, on one hand, the presence of base points and, on the other, the existence of non-constant denominators of the parametrizations. In this paper, we have seen how to provide a polynomial parametrization with empty base
locus, and hence an algorithm to avoid the two complications mentioned above, if it is possible. For this purpose, we have had to introduce, and indeed impose, the notion of transversal base locus. This notion directly affects to the transversality of the tangents at the base points of the algebraic plane curves $V_i$ or $W_i$ (see (2.7) and (2.3)). This, somehow, implies that in general one may expect transversality in the input. In any case, we do deal here with the non-transversal case and we leave it as an open problem. We think that using the ideas, pointed out by J. Schicho in [20], on blowing up the base locus, one might transform the given problem (via a finite sequence of Cremone transformations and projective transformations) into the case of transversality.
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