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Abstract

We show that the group \( G_\infty \) of germs at infinity of orientation-preserving homeomorphisms of \( \mathbb{R} \) admits no action on the line. This gives an example of a left-orderable group of the same cardinality as \( \text{Homeo}_+^{\mathbb{R}} \) that does not embed in \( \text{Homeo}_+^{\mathbb{R}} \). As an application of our techniques, we construct a finitely generated group \( \Gamma \subset G_\infty \) that does not extend to \( \text{Homeo}_+^{\mathbb{R}} \) and, separately, extend a theorem of E. Militon on homomorphisms between groups of homeomorphisms.

1 Introduction

Definition 1.1. A group \( G \) is left-orderable if there is a total order \( \leq \) on \( G \) that is invariant under left multiplication.

The study of left-orderable groups and left invariant orders on groups has deep connections with algebra, dynamics, and topology. Examples of left-orderable groups include all torsion-free abelian groups, free groups, braid groups, the group \( \text{Homeo}_+^{\mathbb{R}} \) of orientation-preserving homeomorphisms of the line, and the fundamental groups of orientable surfaces. We refer the reader to [1] for an introduction to the subject from a dynamical viewpoint.

One important link between left orders and dynamics comes from the following classical theorem (in [1] this theorem is attributed to [4]) relating left orders to actions on the line.

Theorem 1.2 (see Theorem 6.8 in [3] for a proof). Let \( G \) be a countable group. Then \( G \) is left-orderable if and only if there is an injective homomorphism \( G \to \text{Homeo}_+^{\mathbb{R}} \). Moreover, given an order on \( G \), there is a canonical (up to conjugacy in \( \text{Homeo}_+^{\mathbb{R}} \)) injective homomorphism \( G \to \text{Homeo}_+^{\mathbb{R}} \) called a dynamical realization.

Theorem 1.2 does not apply to uncountable groups. In particular, a free abelian group of cardinality larger than \( |\mathbb{R}| \) is left-orderable, but obviously cannot embed in \( \text{Homeo}_+^{\mathbb{R}} \), which has cardinality equal to \( |\mathbb{R}| \). However, there are also uncountable, left-orderable groups that do embed in \( \text{Homeo}_+^{\mathbb{R}} \) – one example is \( \text{Homeo}_+^{\mathbb{R}} \) itself.

Remarkably, there seem to be very few known examples of uncountable left ordered groups of cardinality \( |\mathbb{R}| \) that don’t act on the line. One method to construct examples involves taking a group \( \Gamma \) that has only finitely many left orders (and hence strong constraints on its actions on the line), and building a group \( G \) containing uncountably many copies of \( \Gamma \) related to each other in an appropriate way. We conclude this paper with two examples that illustrate this method; the main one is due to C. Rivas.

The central result of this paper provides an interesting complementary example – a naturally occurring group of cardinality \( |\mathbb{R}| \) that has no dynamical realization.

Definition 1.3. The group of germs at \( \infty \) of homeomorphisms of \( \mathbb{R} \), denoted \( G_\infty \), is the set of equivalence classes of orientation-preserving homeomorphisms under the equivalence relation \( f \sim g \) if \( f \) and \( g \) agree on some neighborhood \([x, \infty)\) of \( \infty \). Composition of homeomorphisms descends from \( \text{Homeo}_+^{\mathbb{R}} \) to \( G_\infty \), making \( G_\infty \) a group.
Navas has shown that $\mathcal{G}_\infty$ is left-orderable (see Proposition 2.2 below). Our main theorem is the following.

**Theorem 1.4.** There is no nontrivial homomorphism $\mathcal{G}_\infty \to \text{Homeo}^+_\mathbb{R}$.

As a consequence, we have

**Corollary 1.5.** There exists a left-orderable group with cardinality equal to that of $\text{Homeo}^+_\mathbb{R}$ that does not embed in $\text{Homeo}^+_\mathbb{R}$.

**Proof of Corollary 1.5.** By the remarks above, we need only show that $|\mathcal{G}_\infty| = |\mathbb{R}|$. The natural map $\text{Homeo}^+_\mathbb{R} \to \mathcal{G}_\infty$ is a surjection. We can define an injection (in fact an injective homomorphism) $\phi : \text{Homeo}^+_\mathbb{R} \to \mathcal{G}_\infty$ as follows. For each $n \in \mathbb{Z}$, and each interval $(n, n+1) \subset \mathbb{R}$, let $i_n : \text{Homeo}^+_\mathbb{R} \to \text{Homeo}^+_{(n,n+1)}$ be a homeomorphism, and define $\phi(f)$ by

$$\phi(f)(x) = i_n(f)(x) \text{ for } x \in (n, n+1).$$



**Extension vs. realization**

A left-invariant order on a group $G$ induces a left-invariant order on any subgroup of $G$ in a natural way. Thus, Theorem 1.2 implies that any countable subgroup $\Gamma$ of a left-orderable group $G$ has a dynamical realization whose dynamical properties depend only on the order on $G$. In this sense, dynamical realizations of subgroups tell us about the order on a group.

Navas' proof that $\mathcal{G}_\infty$ is orderable (Proposition 2.2) is not constructive, so we do not know what a left-invariant order on $\mathcal{G}_\infty$ might look like, or what a dynamical realization of a subgroup might look like. To address this, Navas asked in particular whether there is an obstruction to realizing a subgroup $\Gamma \subset \mathcal{G}_\infty$ in $\text{Homeo}^+_\mathbb{R}$ by extending it to $\text{Homeo}^+_\mathbb{R}$ – giving a homomorphism $\Phi : \Gamma \to \text{Homeo}^+_\mathbb{R}$ such that the composition

$$\Gamma \xrightarrow{\Phi} \text{Homeo}^+_\mathbb{R} \xrightarrow{\pi} \mathcal{G}_\infty$$

is the identity on $\Gamma$. (Here, and in what follows, $\pi$ denotes the natural map from $\text{Homeo}^+_\mathbb{R}$ to $\mathcal{G}_\infty$).

As an application of our techniques, we give a negative answer to Navas' question.

**Proposition 1.6.** There exists a finitely generated group $\Gamma \subset \mathcal{G}_\infty$ that admits no extension to $\text{Homeo}^+_\mathbb{R}$.

This group is described explicitly in Section 4.

**Further applications**

As a second application of our work, in Section 4.2 we show how Theorem 1.4 can be used to extend a theorem of E. Militon on actions of groups of homeomorphisms on 1-manifolds.
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2 Properties of $\mathcal{G}_\infty$

In this section, we introduce basic properties of $\mathcal{G}_\infty$ and the main tools used in the proof of Theorem 1.4. In addition to showing that $\mathcal{G}_\infty$ is left-orderable, we will show that it is a simple group, so any nontrivial homomorphism $\mathcal{G}_\infty \to \text{Homeo}_+(\mathbb{R})$ is necessarily injective. The section concludes with a proof of a “warm-up” theorem (Proposition 2.7 below) illustrating some key ideas used in the proof of Theorem 1.4.

2.1 Left-orderability

We begin with Navas’ proof that $\mathcal{G}_\infty$ is left-orderable. It uses the following well known criterion for left-orderability.

**Proposition 2.1.** A group $G$ is left-orderable if and only if, for every finite collection of nontrivial elements $g_1, \ldots, g_k$, there exist choices $\epsilon_i \in \{-1, 1\}$ such that the identity is not an element of the semigroup generated by $\{g_i^{\epsilon_i}\}$.

It is obvious that this condition is necessary – if $G$ is left orderable, then we can choose $\epsilon_i \in \{-1, 1\}$ such that $g_i^{\epsilon_i} > \text{id}$ holds for each $i$, and this will satisfy the requirement above. It is a bit more work to show the condition is sufficient; we refer the reader to Prop. 1.4 of [8] for a proof.

**Proposition 2.2** (Navas). $\mathcal{G}_\infty$ is left-orderable.

**Proof.** We use the criterion for left-orderability in Proposition 2.1. Let $\{g_1, g_2, \ldots, g_k\}$ be a finite subset of $\mathcal{G}_\infty$, and choose homeomorphisms $f_1, \ldots, f_k$ such that the germ of $f_i$ is $g_i$.

Let $\{x_{i,n}\}$ be a sequence of points with $\lim_{n \to \infty} x_{1,n} = \infty$, and such that no point $x_{1,n}$ is fixed by every homeomorphism $f_i$. After passing to a subsequence, we may assume for each of the $i$ that either $f_i(x_{1,n}) > x_{1,n}$ holds for all $n$, or $f_i(x_{1,n}) > x_{1,n}$ holds for all $n$, or $f_i(x_{1,n}) = x_{1,n}$ holds for all $n$. In the first case we let $\epsilon_i = +1$, in the second let $\epsilon_i = -1$, and in the third leave $\epsilon_i$ undefined. Note that the condition that no point $x_{1,n}$ was fixed by every $f_i$ implies that we have defined at least one $\epsilon_i$.

Provided some $\epsilon_i$ are still undefined, consider the set of $f_i$ for which $\epsilon_i$ is undefined, and repeat the procedure described above for these homeomorphisms – take a sequence $\{x_{2,n}\}$ with $\lim_{n \to \infty} x_{2,n} = \infty$ such that no point is fixed by each of these $f_i$, pass to a subsequence as above, and define $\epsilon_i$ depending on whether $f_i(x_{2,n}) > x_{2,n}$ holds for all $n$, or $f_i(x_{2,n}) < x_{2,n}$ holds for all $n$. If for some $i$, $f_i(x_{2,n}) = x_{2,n}$ holds for all $n$, leave these $\epsilon_i$ undefined, and repeat the procedure again. The process terminates after at most $k$ steps.

Note that, by construction, $f_i^{\epsilon_i}(x_{j,n}) \geq x_{j,n}$ for all $i$, $j$ and $n$. Moreover, for each $i$ there exists $j$ such that $f_i^{\epsilon_i}(x_{j,n}) > x_{j,n}$ holds for all $n$. This implies that, for any word $f$ in the semigroup generated by $\{f_i^{\epsilon_i}\}$, there exists $j$ such that $f(x_{j,n}) > x_{j,n}$ for all $n$. Since $\lim_{n \to \infty} x_{j,n} = \infty$, the germ of $f$ is nontrivial. $\square$

2.2 Simplicity

Our next goal is to prove the following.

**Proposition 2.3.** $\mathcal{G}_\infty$ is a simple group.

This result is essentially due to Fine and Schweigart [2], who give a complete classification of all normal subgroups of $\text{Homeo}_+(\mathbb{R})$. Since we do not need the full classification, we’ll give
a much shorter, self-contained proof that \( G_\infty \) is simple here. Our main tool is an elementary
analysis of the dynamics of germs building on the following elementary fact.

**Fact 2.4.** Any pair of homeomorphisms \( f_1, f_2 \in \text{Homeo}_+[0,1] \) satisfying

\[
f_i(x) > x \text{ for all } x \in (0,1)
\]

are conjugate in \( \text{Homeo}_+[0,1] \).

Germs with the simplest possible dynamics are **fixed point free**.

**Definition 2.5.** A germ \( g \in G_\infty \) is **fixed point free** if there exists a homeomorphism \( f \) with
germs \( g \) and an interval \([x, \infty)\) such that \( f(y) \neq y \) for all \( y \in [x, \infty) \).

It is a consequence of Fact 2.4 there are precisely two conjugacy classes of fixed point free
germs: those that have representative homeomorphisms that are strictly increasing on some
neighborhood of \( \infty \), and those with representatives that are strictly decreasing on some
neighborhood of \( \infty \).

Using fixed point free germs, we now prove that \( G_\infty \) is simple.

**Proof of Proposition 2.5.** Suppose \( \mathcal{N} \subset G_\infty \) is a nontrivial normal subgroup.

**Lemma 2.6.** \( \mathcal{N} \) contains a fixed point free germ.

**Proof.** Let \( h \) be a homeomorphism with germ a nontrivial element of \( \mathcal{N} \). Then (perhaps after
replacing \( h \) with its inverse) there is a sequence of points \( x_1, x_2, x_3, \ldots \) with \( \lim_{n \to \infty} x_n = \infty \)
and such that \( h(x_n) > x_n \). After passing to a subsequence if necessary, we can also assume
that \( h(x_n) < x_{n+1} \). Let \( g \in \text{Homeo}_+(\mathbb{R}) \) be a homeomorphism such that \( g(x_n) = h(x_n) \) and
\( g(h(x_n)) = x_{n+1} \) holds for each \( n \). We claim that \( hgh^{-1} \) has fixed point free germ at infinity
– in fact, we will show that \( hgh^{-1}(x) > x \) for all \( x \geq x_1 \).

If \( x \in [x_n, h(x_n)] \) for some \( n \), then \( gh^{-1}(x) \in [g(x_n), gh(x_n)] = [h(x_n), x_{n+1}] \), so

\[
hgh^{-1}(x) \geq h^2(x_n) > h(x_n) \geq x.
\]

If instead \( x \in [h(x_n), x_{n+1}] \), then \( gh^{-1}(x) \in [gh(x_n), g(x_{n+1})] = [x_{n+1}, g(x_{n+1})] \), so

\[
hgh^{-1}(x) \geq h(x_{n+1}) > x_{n+1} \geq x.
\]

Thus, \( hgh^{-1} \) (whose germ lies in \( \mathcal{N} \)) has fixed point free germ at \( \infty \), proving the lemma.

Since all fixed point free germs are conjugate either to \( hgh^{-1} \) or its inverse, it follows
that \( \mathcal{N} \) contains all fixed point free germs. Now we can easily show that \( \mathcal{N} = G_\infty \). Let \( f \)
be any homeomorphism of \( \mathbb{R} \). Let \( f_2 \) be defined on \([0, \infty)\) by

\[
f_2(x) = \max\{f^{-1}(x) + 1, x + 1\} \text{ for } x \in [0, \infty).
\]

Then \( f_2 \) can be extended to a homeomorphism \( \mathbb{R} \to \mathbb{R} \), and will satisfy \( f_2(x) > x \) for all
\( x > 0 \) and \( f_2(f(x)) > x \) for all \( x > 0 \). Thus, the germs of both \( f_2 \) and \( f_2f \) are fixed point free
and lie in \( \mathcal{N} \), so the germ of \( f \) lies in \( \mathcal{N} \) as well, which is what we needed to show.
2.3 A warm-up theorem: $\mathcal{G}_\infty \ncong \text{Homeo}_c(\mathbb{R})$

As a warm-up to the proof of Theorem 1.4, and to introduce some important techniques, we give a short proof of the following strictly weaker result. Recall that $\text{Homeo}_c(\mathbb{R})$ denotes the group of homeomorphisms with compact support.

**Proposition 2.7.** $\mathcal{G}_\infty$ is not isomorphic to $\text{Homeo}_c(\mathbb{R})$.

**Remark 2.8.** It is clear that $\mathcal{G}_\infty$ is not isomorphic to $\text{Homeo}_c(\mathbb{R})$, since $\mathcal{G}_\infty$ is simple and $\text{Homeo}_c(\mathbb{R})$ is not simple – in fact $\text{Homeo}_c(\mathbb{R}) \subset \text{Homeo}_+(\mathbb{R})$ is a normal subgroup. However, $\text{Homeo}_c(\mathbb{R})$ is a simple group, so simplicity provides no obstruction to an isomorphism. Proving simplicity of $\text{Homeo}_c(\mathbb{R})$ is actually not too difficult – a nice exposition (for the case of $\text{Homeo}_+(S^1)$, but the $\text{Homeo}_c(\mathbb{R})$ case is analogous) can be found in [8].

To prove Proposition 2.7 we will look at the actions of a particular subgroup, $\text{Homeo}_\mathbb{Z}(\mathbb{R})$. This group also plays a key role in the proof of Theorem 1.4.

**Definition 2.9.** Let $T$ denote the translation $x \mapsto x + 1$. The group $\text{Homeo}_\mathbb{Z}(\mathbb{R})$ is the centralizer of $T$ in $\text{Homeo}_+(\mathbb{R})$.

The reader may notice that a group quite similar to $\text{Homeo}_\mathbb{Z}(\mathbb{R})$ has already made an appearance, back in Corollary 1.5. More precisely, let $H_\mathbb{Z} \subset \text{Homeo}_\mathbb{Z}(\mathbb{R})$ be the subgroup consisting of homeomorphisms that pointwise fix the integers. Then $H_\mathbb{Z}$ is naturally isomorphic to $\text{Homeo}_c(\mathbb{R})$, and the natural map $\text{Homeo}_c(\mathbb{R}) \cong H_\mathbb{Z} \twoheadrightarrow \mathcal{G}_\infty$ is an example of an injective homomorphism just as described in the proof of Corollary 1.5.

The key to our proof of Proposition 2.7 (and also of Theorem 1.4) is a lemma of Militon, which states that all actions of $\text{Homeo}_\mathbb{Z}(\mathbb{R})$ on the line have a standard form. We call this form **topologically diagonal**.

**Definition 2.10.** A topologically diagonal embedding of a group $G \subset \text{Homeo}_+(\mathbb{R})$ is a homomorphism $\phi : G \to \text{Homeo}_+(\mathbb{R})$ defined as follows. Choose a collection of disjoint open intervals $I_n \subset \mathbb{R}$ and homeomorphisms $f_n : \mathbb{R} \to I_n$. Define $\phi$ by

$$\phi(g)(x) = \begin{cases} f_n g f_n^{-1}(x) & \text{if } x \in I_n \\ x & \text{otherwise} \end{cases}$$

**Lemma 2.11** (Militon; Lemma 5.1 in [7]). Let $\phi : \text{Homeo}_\mathbb{Z}(\mathbb{R}) \to \text{Homeo}_+(\mathbb{R})$ be a nontrivial homomorphism. Then $\phi$ is a topologically diagonal embedding.

The proof of Militon’s lemma is not difficult, although it uses one deeper result of Matsumoto [6]. We give a short version of Militon’s proof for the convenience of the reader. Matsumoto’s result (Theorem 5.3 in [6]) is that any homomorphism $\text{Homeo}_c(S^1) \to \text{Homeo}_+(S^1)$ is given by conjugation by an element of $\text{Homeo}_+(S^1)$; the reasons for this are essentially cohomological.

**Proof of Lemma 2.11.** Let $\phi : \text{Homeo}_\mathbb{Z}(\mathbb{R}) \to \text{Homeo}_+(\mathbb{R})$ be a homomorphism, and consider the set of points fixed by $\phi(T)$. If $\text{fix}(\phi(T)) = \emptyset$, then Fact 2.4 implies that $T$ is conjugate to a translation. Thus, $\mathbb{R}/\langle T \rangle = S^1$, and $\text{Homeo}_\mathbb{Z}(\mathbb{R})/\langle T \rangle \cong \text{Homeo}_+(S^1)$ acts on $\mathbb{R}/\langle T \rangle$ by homeomorphisms. By Matsumoto’s result, this action comes from conjugation by a homeomorphism of $\mathbb{R}/\langle T \rangle$, which will lift to a homeomorphism $f : \mathbb{R} \to \mathbb{R}$ such that $\phi(g) = fgf^{-1}$ for all $g \in \text{Homeo}_\mathbb{Z}(\mathbb{R})$.

Now suppose $\text{fix}(\phi(T)) \neq \emptyset$. Using the case above, it suffices to show each point of $\text{fix}(\phi(T))$ is a global fixed point for $\phi(\text{Homeo}_\mathbb{Z}(\mathbb{R}))$. Since $T$ is central, $\text{fix}(\phi(T))$ is preserved.
by $\phi(\text{Homeo}_+(\mathbb{R}))$. Thus, we get an induced action of $\text{Homeo}_\mathbb{Z}(\mathbb{R})/\langle T \rangle \cong \text{Homeo}_+(S^1)$ on $\text{fix}(\phi(T))$, and this action preserves the natural (linear) order on $\text{fix}(\phi(T))$ inherited from $\mathbb{R}$. It follows that finite order elements of $\text{Homeo}_+(S^1)$ act trivially on $\text{fix}(\phi(T))$. Since $\text{Homeo}_+(S^1)$ is simple (as we noted in Remark 2.8 above), the whole action on $\text{fix}(\phi(T))$ must be trivial, which is what we needed to show.

Before proving Proposition 2.7, we need one more easy lemma.

**Lemma 2.12.** Suppose that $g \in G_\infty$ is a germ that commutes with all germs of homeomorphisms in $\text{Homeo}_\mathbb{Z}(\mathbb{R})$. Then $g$ is the germ of an element of $\text{Homeo}_\mathbb{Z}(\mathbb{R})$.

In fact, one can probably show under this hypothesis that $g$ is the germ of the translation $T$, but we won’t need this stronger fact.

**Proof of Lemma 2.12.** Suppose $g$ is a germ that commutes with all germs of elements of $\text{Homeo}_\mathbb{Z}(\mathbb{R})$. Then $g$ commutes with the germ of $T$. Let $f$ be any homeomorphism with germ $g$. Then $[f, T]$ is the identity on some neighborhood of $\infty$, so $f$ commutes with $T$ on a neighborhood of $\infty$. It follows that the restriction of $f$ to this neighborhood agrees with an element of $\text{Homeo}_\mathbb{Z}(\mathbb{R})$ and so $g$ is the germ of an element of $\text{Homeo}_\mathbb{Z}(\mathbb{R})$. □

With these tools, we can now easily prove that $G_\infty$ and $\text{Homeo}_+(\mathbb{R})$ are not isomorphic.

**Proof of Proposition 2.7.** Suppose for contradiction that $\Phi : G_\infty \to \text{Homeo}_+(\mathbb{R})$ is an isomorphism. Let $t$ be the germ of the translation $T : x \mapsto x + 1$. Then $\Phi(t)$ has support contained in some compact interval $I$. Consider the map $\text{Homeo}_\mathbb{Z}(\mathbb{R}) \overset{\pi}{\to} G_\infty \overset{\Phi}{\to} \text{Homeo}_+(\mathbb{R})$.

Let $G \subset \text{Homeo}_+(\mathbb{R})$ be the image of $\text{Homeo}_\mathbb{Z}(\mathbb{R})$ under this map. By Militon’s Lemma 2.11, $G$ is a collection of homeomorphisms with support contained in $I$. The centralizer of $G$ in $\text{Homeo}_+(\mathbb{R})$ contains any homeomorphism $f$ that fixes $I$ pointwise, and in particular contains some homeomorphism $f \notin G$.

Since $\Phi$ is an isomorphism, it follows that the centralizer of $\pi(\text{Homeo}_\mathbb{Z}(\mathbb{R}))$ in $G_\infty$ contains an element not in $\pi(\text{Homeo}_\mathbb{Z}(\mathbb{R}))$. But this contradicts Lemma 2.12. □

### 3 Proof of Theorem 1.4

We begin by constructing an affine subgroup of germs. This subgroup will be isomorphic to the standard group of orientation-preserving affine transformations, $\text{Aff}_+(\mathbb{R})$, but is not the image of $\text{Aff}_+(\mathbb{R})$ under the natural map $\text{Aff}_+(\mathbb{R}) \twoheadrightarrow \text{Homeo}_+(\mathbb{R}) \overset{\pi}{\to} G_\infty$. In Proposition 3.3 we will in fact show (in a precise sense) that a subgroup constructed in this manner cannot be the image of the standard affine subgroup. This gives us a concrete “difference” between $G_\infty$ and $\text{Homeo}_+(\mathbb{R})$ that will help to prove Theorem 1.4.

**Lemma 3.1 (A nonstandard affine subgroup of $G_\infty$).** Let $a_t \in G_\infty$ be the germ of the translation $x \mapsto x + t$. Then there exists a family of germs $b_s \in G_\infty$, for $s \in \mathbb{R}$ satisfying

$$a_t b_s a_t^{-1} = b_{t+s}$$

$$b_s b_t = b_{t+s}$$

6
for all \( s \in \mathbb{R} \), \( t > 0 \) and \( n \in \mathbb{Z} \).

**Remark 3.2.** Let \( A \) be the group generated by the \( a_t \) and \( b_s \) of Lemma 3.1. Define a homomorphism \( \psi : A \to \text{Aff}_+(\mathbb{R}) \) given by

\[
\psi(a_t)(x) = e^t x \\
\psi(b_s)(x) = x + s
\]

The relations in the statement of Lemma 3.1 imply that \( \psi \) is a homomorphism. On the specific group \( A \) constructed in the proof below, \( \psi \) will be an isomorphism.

**Proof of Lemma 3.1.** Let \( s \in \mathbb{R} \). Define \( B_s \) on \([\log(|s| + 1), \infty)\) by

\[
B_s(x) = \log(e^x + s)
\]

This is an orientation-preserving homeomorphism from \([\log(|s| + 1), \infty)\) to \([\log(|s| + s + 1), \infty)\), so can be extended to an orientation-preserving homeomorphism of \( \mathbb{R} \). Abusing notation, we let \( B_s \) denote some such extension, and let \( b_s \) be the germ at infinity of \( B_s \).

Let \( A_t \) denote the translation \( x \mapsto x + t \). Then, for all \( x \) in a neighborhood of \( \infty \), we have

\[
B_s A_t(x) = \log(e^{x+t} + s) = \log(e^x + r + s) = B_s B_r(x),
\]

and

\[
A_t B_s A_t^{-1}(x) = \log(e^{-t} + s) + t = \log(e^{-t} + s) + \log(e^t) = \log(e^x + e^t s) = B_{e^t s}(x).
\]

In particular, if \( t = \log(n) \), we have

\[
B_{ns}(x) = A_t B_s A_t^{-1}(x) = \log(e^x + ns) = (B_s)^n(x)
\]

which is what we needed to show.

Our next proposition shows that the construction in Lemma 3.1 only works on the level of germs.

**Proposition 3.3.** Let \( A_t \) denote translation by \( t \). There does not exist a collection of globally defined, nontrivial homeomorphisms \( B_s \in \text{Homeo}_+(\mathbb{R}) \) such that the conditions

\[
A_t B_s A_t^{-1} = B_s \, A_t
\]

\[
B_s B_r = B_r B_s
\]

\[
B_{ns} = (B_s)^n
\]

hold for all \( s \in \mathbb{R} \), \( t > 0 \) and \( n \in \mathbb{Z} \).

**Proof.** Suppose we had such a collection of homeomorphisms. As a first case, assume that for some \( s \in \mathbb{R} \), the homeomorphism \( B_s \) acts freely (i.e. without fixed points) on \( \mathbb{R} \). Then \( B_s \) is conjugate to the translation \( T : x \mapsto x + 1 \). It is easy to show, using a Banach contraction principle argument, that any homeomorphism \( A \) satisfying \( A A^{-1} = T^n \) must act with a fixed point on \( \mathbb{R} \).
In particular, recalling that \( A_{\log(n)} B_s A_{\log(n)}^{-1}(x) = (B_s)^n(x) \), this implies that (a conjugate of) \( A_{\log(n)} \) acts with a fixed point, contradicting that \( A_{\log(n)} \) is a translation.

Thus, we need only deal with the case when \( \text{fix}(B_s) \neq \emptyset \). Let \( C \) be a connected component of \( \mathbb{R} \setminus \text{fix}(B_s) \). For any \( t \), we know that \( A_t B_s A_t^{-1} \) commutes with \( B_s \), so permuting the connected components of \( \mathbb{R} \setminus \text{fix}(B_s) \). The family of functions \( F_t := A_t B_s A_t^{-1} \) is continuous in \( t \), and \( F_0(C) = C \), so we must also have \( F_1(C) = C \) for all \( t \). Now consider a connected component either of the form \((x, y)\) or of the form \((-\infty, y)\). For sufficiently small \( t > 0 \), we have \( y - t \in C \), so \( B_s(y - t) \neq y - t \). Thus,

\[
A_t B_s A_t^{-1}(y) = B_s(y - t) + t \neq y
\]

contradicting that \( A_t B_s A_t^{-1}(C) = C \).

Now we proceed with the proof of Theorem \ref{thm:main}. Suppose for contradiction that we have a nontrivial homomorphism \( \Phi : G_\infty \rightarrow \text{Homeo}_+(\mathbb{R}) \). Since \( G_\infty \) is simple (Proposition \ref{prop:simply_connected}), \( \Phi \) is injective. Let \( a_t \) be the germ of the translation \( x \mapsto x + t \), which is an element of \( \text{Homeo}_2(\mathbb{R}) \). Let \( A = \langle a_t, b_s \rangle \subset G_\infty \) be the affine group constructed in Lemma \ref{lem:affine_group} and let \( I \) be a connected component of \( \mathbb{R} \setminus \text{fix} \Phi(a_t) \).

Applying Militon’s Lemma \ref{lem:militon} to the composition

\[
\text{Homeo}_2(\mathbb{R}) \xrightarrow{\sim} G_\infty \xrightarrow{\Phi} \text{Homeo}_+(\mathbb{R})
\]

we conclude that there is a homeomorphism \( f : \mathbb{R} \rightarrow I \) such that, for all \( g \in \text{Homeo}_2(\mathbb{R}) \), the action of \( \Phi(g) \) on \( I \) is given by \( \Phi(g)(x) = fgf^{-1}(x) \). In particular, \( \Phi(a_t)(I) = I \) holds for all \( t \), and \( f \) conjugates \( \Phi(a_t)|_I \) to translation by \( t \) on \( \mathbb{R} \).

Our next claim is that the elements \( \Phi(b_s) \) also preserve \( I \).

**Lemma 3.4.** \( \Phi(b_s)(I) = (I) \) for all \( b_s \in A \).

Let us defer the proof of Lemma \ref{lemma3.4} for a moment and see how this lemma can be used to (very quickly!) finish the proof of Theorem \ref{thm:main}.

**Proof of Theorem 1.4 given Lemma 3.4.**
Assuming Lemma \ref{lemma3.4} we have homeomorphisms \( \Phi(a_t)|_I \) and \( \Phi(b_s)|_I \) of \( I \). Conjugating by the homeomorphism \( f : \mathbb{R} \rightarrow I \) given by Militon’s lemma, we have that \( A_t := f\Phi(a_t)|_I f^{-1} \) is translation by \( t \) on \( \mathbb{R} \), and \( B_s := f\Phi(b_s)|_I f^{-1} \) is a globally defined homeomorphism of \( \mathbb{R} \). Moreover, \( A_t \) and \( B_s \) satisfy the hypotheses of Proposition \ref{prop:main}. But Proposition \ref{prop:main} states that no such homeomorphisms exist. This gives our desired contradiction.

Thus, it remains only to prove Lemma \ref{lemma3.4}.

**Proof of Lemma 3.4.** We prove this by “factoring” \( b_s \) into a product of two germs with dynamics that we can control. This requires a small amount of set-up.

Define sets \( S_i \subset \mathbb{R} \) by \( S_1 := \bigcup_{n \in \mathbb{Z}} (n - \frac{1}{10}, n + \frac{1}{10}) \) and \( S_2 := \bigcup_{n \in \mathbb{Z}} (n + \frac{1}{10}, n + \frac{2}{10}) \). Let \( G_i \subset \text{Homeo}_2(\mathbb{R}) \) be the subgroup of homeomorphisms supported on \( S_i \).

Fix \( s > 0 \) (the argument for \( s < 0 \) is entirely analogous), and let \( B_s \) be a homeomorphism with germ \( b_s \). Then \( B_s(x) = \log(e^x + s) \) for all \( x \) in some neighborhood of \( \infty \). In particular, there exists some \( x_0 \) such that \( 0 < B_s(x) - x < \frac{1}{10} \) for all \( x \in [x_0, \infty) \).

One can now easily construct a homeomorphism \( f_1 \) satisfying the following four properties:
We prove Proposition 1.6 by constructing a finitely generated subgroup $\Gamma$
we can no longer use Militon’s lemma and continuity of the action of $\text{Homeo}^+$
with $\Phi$. Instead, we make use of properties of extensions.

**Proof of Proposition 1.6**

**4 Two applications**

Let $f_2 = f_1^{-1}B$. Thus $B = f_1f_2$. Our next goal is to show that $\Phi(f_1)(I) = I$.

Note first that $f_1$ is the identity on $S_1$, so $f_1$ commutes with $G_i$. Also, note that $f_1(x) > x$ for all $x \in [x_0, \infty) \setminus S_1$. Thus, by a straightforward generalization of Fact 2.5, there exist continuous families of homeomorphisms $\{h_t^1\} \subset \text{Homeo}_+(\mathbb{R})$ and $\{h_t^2\} \subset \text{Homeo}_+(\mathbb{R})$ for $t \in [0, 1]$ such that

i) $h_t^1(x) = x$ for all $x \in S_1$,

ii) $h_t^1f_1(h_t^1)^{-1} \in \text{Homeo}_2(\mathbb{R})$, and

iii) $\lim_{t \to 1} h_t^1f_1(h_t^1)^{-1} = \text{id}$.

By construction, $h_t^1f_1(h_t^1)^{-1}$ fixes $S_1$ pointwise (for every $t$), so commutes with $G_1$. It follows that $\Phi(h_t^1f_1(h_t^1)^{-1})$ commutes with $\Phi(G_1)$ and so permutes the connected components of $\text{fix}(\Phi(G_1))$. By Militon’s Lemma, $\Phi(h_t^1f_1(h_t^1)^{-1})$ is a continuous family in $\text{Homeo}_+(\mathbb{R})$, with

$$\lim_{t \to 1} \Phi(h_t^1f_1(h_t^1)^{-1}) = \text{id}.$$

By continuity of this family (just as in the proof of Proposition 3.3), we conclude that $\Phi(h_t^1f_1(h_t^1)^{-1})$ preserves each connected component of $\mathbb{R} \setminus \text{fix}(\Phi(G_1))$. Since $\Phi(h_1)$ also commutes with $\Phi(G_1)$, it also permutes the connected components of $\mathbb{R} \setminus \text{fix}(\Phi(G_1))$, and so $\Phi(f_1)$ must preserve each connected component of $\mathbb{R} \setminus \text{fix}(\Phi(G_1))$. Militon’s lemma tells us that these connected components accumulate at the endpoints of $I$, so $f_1(I) = I$.

An identical argument can be used to show that $\Phi(f_2)(I) = I$. Thus, $\Phi(B_2) = \Phi(f_1)\Phi(f_2)$ preserves $I$, and the lemma is proved. This completes the proof of Theorem 1.4.

**4 Two applications**

**4.1 Proof of Proposition 1.6**

We prove Proposition 1.6 by constructing a finitely generated subgroup $\Gamma \subset \mathcal{G}_\infty$ that does not extend to $\text{Homeo}_+(\mathbb{R})$. The strategy is similar to that of the proof of Lemma 3.3 although we can no longer use Militon’s lemma and continuity of the action of $\text{Homeo}_2(\mathbb{R})$ subgroups. Instead, we make use of properties of extensions.

**Construction of $\Gamma$**

Let $S_i$ be the sets defined in Lemma 3.4. Our group is generated by the following elements of $\mathcal{G}_\infty$:

- $t$, the germ of $T : x \mapsto x + 1$
- $b$, the germ of $x \mapsto \log(e^x + 1)$
- $a$, the germ of $x \mapsto x + \log(2)$
- $f_1$ and $f_2$, where $f_i$ is the germ of a homeomorphism that fixes the set $S_i$ pointwise, satisfying $f_1f_2 = b$. (The existence of such $f_i$ follows from the proof of Lemma 3.4)
\[ g_1 \text{ and } g_2, \text{ germs of homeomorphisms commuting with } T, \text{ with support contained in } S_i. \]

Note that we have the additional relation \( aba^{-1} = b^2 \), that \( a \) commutes with \( T \), and that \( g_i \) and \( f_i \) commute.

**Claim 4.1.** Let \( \Gamma \) be the group generated by \( t, b, a, f_1, f_2, g_1 \) and \( g_2 \). Then \( \Gamma \) does not extend to \( \text{Homeo}_+(\mathbb{R}) \).

**Proof.** Suppose for contradiction that \( \Phi: \Gamma \to \text{Homeo}_+(\mathbb{R}) \) is an extension. Assume as a first case that \( \text{fix}(\Phi(t)) = \emptyset \), so \( \Phi(t) \) is conjugate to a translation. In this case, we won’t even need to consider \( \Phi(f_i) \) and \( \Phi(g_i) \). Since \( \Phi(a) \) and \( \Phi(t) \) commute, \( \text{fix}(\Phi(a)) \) is a \( \Phi(t) \)-invariant set. However, \( \Phi \) is an extension, so \( \Phi(a) \) has no fixed points in a neighborhood of \( \infty \). Hence, \( \text{fix}(\Phi(a)) = \emptyset \).

The relation \( aba^{-1} = b^2 \) (and a Banach contraction principle argument as in the proof of Proposition 3.3) now implies that \( \text{fix}(\Phi(b)) \neq \emptyset \). Let \( x \in \text{fix}(\Phi(b)) \). Then

\[
\Phi(b^2a)(x) = \Phi(ab)(x) = \Phi(a)(x)
\]

so \( a(x) \in \text{fix}(\Phi(b^2)) = \text{fix}(\Phi(b)) \). It follows that \( \text{fix}(\Phi(b)) \) is a \( \Phi(a) \)-invariant set. In particular, it contains the points \( \Phi(a^n)(x) \), an unbounded sequence. This contradicts that \( \Phi \) is an extension and \( b \) is a fixed point free germ.

If instead \( \text{fix}(\Phi(t)) \neq \emptyset \), that \( \Phi \) is an extension implies that \( \text{fix}(\Phi(t)) \) has a rightmost point, say \( x_0 \). We’ll show that \( \Phi(a) \) and \( \Phi(b) \) both fix \( x_0 \). Having shown this, the argument above applies verbatim (considering the restriction of \( \Phi(a) \), \( \Phi(b) \) and \( \Phi(t) \) to \( (x_0, \infty) \cong \mathbb{R} \)), and gives a contradiction.

That \( \Phi(a)(x_0) = x_0 \) is easy: since \( a \) and \( t \) commute, \( \text{fix}(\Phi(t)) \) is a \( \Phi(a) \)-invariant set, and in particular, its rightmost point \( x_0 \) must be fixed by \( \Phi(a) \). To see that \( \Phi(b)(x_0) = x_0 \), we study the action of \( \Phi(g_i) \). Because \( \Phi \) is an extension, there is a neighborhood of \( \infty \) on which \( \text{fix}(\Phi(g_i)) \) agrees with \( S_i \). Since \( \Phi(g_i) \) and \( \Phi(t) \) commute, \( \text{fix}(\Phi(g_i)) \) is \( \Phi(t) \)-invariant. Since \( \Phi(t) \) is conjugate to a translation on \( (x_0, \infty) \), it follows that \( \text{fix}(\Phi(g_i)) \cap (x_0, \infty) \) consists of a union of pairwise disjoint closed intervals accumulating only at \( x_0 \). In other words, \( x_0 \) is the rightmost accumulation point of the connected components of \( \text{fix}(\Phi(g_i)) \). Since \( \Phi(f_i) \) and \( \Phi(g_i) \) commute, \( \Phi(f_i) \) acts on \( \text{fix}(\Phi(g_i)) \), and so fixes this rightmost accumulation point.

We have just shown that \( \Phi(f_i)(x_0) = x_0 \). This implies that

\[
\Phi(b)(x_0) = \Phi(f_1)\Phi(f_2)(x_0) = x_0,
\]

which finishes the proof. \( \square \)

### 4.2 Homomorphisms between groups of homeomorphisms

In [7], Militon proves that for any 1-manifold \( M \), the only nontrivial homomorphisms

\[
\text{Homeo}_c(\mathbb{R}) \to \text{Homeo}(M)
\]

are topologically diagonal embeddings. As a consequence of our work, we can extend this to a statement about actions of \( \text{Homeo}_+(\mathbb{R}) \). We outline the argument below.

**Theorem 4.2.** Let \( M \) be a 1-manifold and let \( \phi: \text{Homeo}_+(\mathbb{R}) \to \text{Homeo}(M) \) be a nontrivial homomorphism. Then \( \phi \) is a topologically diagonal embedding.
Proof sketch. Proposition 2.3 in [7] (and subsequent discussion) can be easily adapted to our case, reducing the proof to showing that any nontrivial homomorphism

φ: Homeo₊(ℝ) → Homeo₊(ℝ)

is topologically diagonal.

Let φ be such a homomorphism. We claim first that φ is injective. If not, the kernel of φ is a normal subgroup, so by [2] (or by an argument very similar to our proof of Proposition 2.3), ker(φ) is either equal to Homeoₑ(ℝ), to the group of homeomorphisms that pointwise fix a neighborhood of −∞, or to the group of homeomorphisms that pointwise fix a neighborhood of ∞. In any case, the induced map Homeo₊(ℝ)/ker(φ) → Homeo₊(ℝ) will give an injective map from either 𝒈ᵦ or 𝒈₋∞ ≅ 𝒈ᵦ to Homeo₊(ℝ). But Theorem 1.4 states that no such map exists. Thus, φ is injective.

Now, by Militon’s theorem in [7], φ(Homeoₑ(ℝ)) is a topologically diagonal embedding. Let {Iₙ} be the set of intervals on which the action of φ(Homeoₑ(ℝ)) is conjugate to the standard action of Homeoₑ(ℝ) on ℝ via homeomorphisms fₙ: ℝ → Iₙ. Since Homeoₑ(ℝ) ⊂ Homeo₊(ℝ) is normal, for any g ∈ Homeo₊(ℝ), the map φ(g) permutes the intervals Iₙ. As we did in the proofs of Proposition 2.3 and Theorem 1.4, we can now use continuity to show that φ(g)(Iₙ) = Iₙ. In more detail, one can factor g as a finite product g = f₁g₁g₂...gₖ where f ∈ Homeoₑ(ℝ) and each gᵢ lies in some conjugate of Homeoₑ(ℝ). Since the restriction of φ to Homeoₑ(ℝ) is continuous, as is its restriction to Homeoₑ(ℝ), we can build a path gᵢ from g to the identity such that φ(gᵢ) is continuous in t. Each φ(gᵢ) permutes the intervals Iₙ, so by continuity φ(g)(Iₙ) = Iₙ.

It remains only to show that the restriction of φ(g) to Iₙ agrees with fₙgₙfₙ⁻¹ for all g ∈ Homeo₊(ℝ). We already know this is true for any element g ∈ Homeoₑ(ℝ). To see this for general g, let x ∈ Iₙ and consider a sequence hₖ ∈ Homeoₑ(ℝ) with ∩ₖ supp(hₖ) = f⁻¹ₙ(x). (Here supp(hₖ) denotes the support of hₖ). Then ∩ₖ supp(φ(hₖ)) = x, and

\[ \phi(g)(x) = \phi(g)\left(\bigcap_k \text{supp}(\phi(h_k))\right) = \bigcap_k \text{supp}(\phi(gh_kg^{-1})) = f_n\left(\bigcap_k \text{supp}(gh_kg^{-1})\right) \]

but \( f_n\left(\bigcap_k \text{supp}(gh_kg^{-1})\right) = f_n(gf_n^{-1}(x)) \), and this is what we needed to show.

\[ \square \]

5 Other left-orderable groups that don’t act on the line

In this section, we illustrate a different approach to constructing left-orderable groups that don’t act on the line, inspired by C. Rivas. In this approach, one takes a group Γ which has very few left orders (or equivalently, very few actions on the line) and builds a group G containing uncountably many copies of Γ. The goal is to define appropriate relations between the copies of Γ so as to force any action of G on the line to be supported on uncountably many disjoint intervals – which is, of course, impossible.

To illustrate the technique, we begin with a quick example of a left-orderable group of cardinality |ℝ| that has no dynamical realization.

Proposition 5.1. For each \( r ∈ ℝ \), let \( G_r ≅ \text{Homeo}_ₑ(ℝ) \). Let G be the (external) direct product of the \( G_r \). Then G is a left-orderable group of cardinality |ℝ| that has no faithful action on the line.
Proof. $G$ is left orderable since it is the direct product of left-orderable groups, and of cardinality $|\mathbb{R}|$ since it is generated by continuum-many groups of cardinality $|\mathbb{R}|$. Suppose now for contradiction that $\phi : G \to \text{Homeo}_+(\mathbb{R})$ is an injective homomorphism. Then by Lemma 2.11 for any $r, s \in \mathbb{R}$, the images $\phi(G_r)$ and $\phi(G_s)$ are commuting, topologically diagonal embeddings of $\text{Homeo}_+(\mathbb{R})$. It follows easily that $\phi(G_r)$ and $\phi(G_s)$ are supported on disjoint intervals (see Lemma 4.1 in [7]). Thus, $\{\text{supp}(\phi(G_r)) | r \in \mathbb{R}\}$ is a collection of uncountably many pairwise disjoint sets in $\mathbb{R}$, each with nonempty interior, a contradiction.

Producing a group with no action on $\mathbb{R}$ whatsoever takes a bit more work. The example below is due to Rivas [9]. Instead of $\text{Homeo}_+(\mathbb{R})$, Rivas’ construction uses the Klein bottle group $K := \langle a, b \mid aba^{-1} = b^{-1} \rangle$, which also has very few actions on the line. (To be precise, $K$ admits only four left-orderings, and only two faithful actions on the line up to semi-conjugacy in $\text{Homeo}(\mathbb{R})$, but this fact is not used in the proof. See Theorem 5.2.1 in [5].)

**Proposition 5.2** (Rivas). Let $G$ be the group generated by $\{a_s \mid s \in \mathbb{R}\}$ with relations

$$a_s a_s a_t^{-1} = a_s^{-1} \text{ if } t < s.$$ 

Then $G$ is left-orderable, but has no action on the line.

**Proof.** To see that $G$ is left-orderable is not difficult. To be consistent with our earlier work, we’ll give a proof using Proposition 2.1, starting with an easy criterion to show an element $\phi$ well. It follows that $\phi(I)$ is an injective homomorphism. Then by Proposition 2.11, $\phi(a_s)$ is an isomorphic to $K$, and Lemma 5.3 implies that $\phi(a_s)(I_s) \cap I_s = \emptyset$. From this, it follows also that $I_s \cup \phi(a_s)(I_s)$ is properly contained in some connected component $I_t$ of $\mathbb{R} \setminus \text{fix}(\phi(a_s))$. The subgroup generated by $a_t$ and $a_s$ is also isomorphic to $K$, and so Lemma 5.3 implies that $\phi(a_t)(I_t) \cap I_t = \emptyset$ holds as well. It follows that $\phi(a_t)(I_s) \subset I_t$ and $\phi(a_t)(I_s) \subset \phi(a_s)(I_t)$ are disjoint. We conclude that
\{ \phi(a_t)(I_s) \mid t < s \} \) is an uncountable collection of pairwise disjoint open intervals in \( \mathbb{R} \), which is absurd.

\[ \square \]
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