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Abstract. Organization concepts and models are increasingly being adopted for
the design and specification of multi-agent systems. Agent organizations can be
seen as mechanisms of social order, created to achieve common goals for more or
less autonomous agents. In order to develop a theory on the relation between or-
ganizational structures, organizational actions and actions of agents performing
roles in the organization we need a theoretical framework to describe and rea-
son about organizations. The formal model presented in this paper is sufficiently
generic to enable the comparison of different existing organizational approaches
to MAS, while having enough descriptive power to describe realistic organiza-
tions.

1 Introduction

Organizing is important in distributed computational systems, just as it is important in
human systems. Researchers, within both the computer science and the organization
theory fields, agree that many concepts and ideas can be shared between the two disci-
plines to better understand human organizations and to design more efficient and flexi-
ble distributed systems ([38, 6, 19]). However, due to its nature, organizational theory
research tends to be not very formal from a computational perspective, which makes
it difficult when moving from its use as a concept or paradigm towards using social
and organizational concepts for the formalization of MAS social concepts. Given such
different views, the difficulty of comparing, analyzing and choosing a given approach
becomes clear. Even if our aim is not to solve this problem, in this paper we present ini-
tial steps towards the specification of a formal model for the study of organizations. The
motivations for this model are twofold. On the one hand, the need for a formal, provable
representation of organizations, with their environment, objectives and agents in a way
that enables to analyze their partial contributions to the performance of the organization
in a changing environment. On the other hand, such a model must be realistic enough
to incorporate the more ‘pragmatic’ considerations faced by real organizations. Most
existing formal models lack this realism, e.g. either by ignoring temporal issues, or by
taking a very restrictive view on the controllability of agents, or by assuming complete
control and knowledge within the system (cf. [41, 36]).

Formal models for organizations that are able to deal with realistic situations, must
thus meet at least the following requirements [11].

1. represent notions of ability and activity of agents, without requiring knowledge
about the specific actions available to a specific agent (to enable representation of
open environments)
2. accept limitedness of agent capability
3. represent the ability and activity of a group of agents
4. deal with temporal issues, in special the fact that activity takes time
5. represent the concept of ’being responsible’ for the achievement of a given state of affairs
6. represent organizational (global) goals and its link to agents’ activity, by relating activity and organizational structure

All of the above requirements are related to the more structural properties of an organization and will be met with the theory developed in this paper. In [11] also the following requirements were listed:

1. deal with resource limitedness and the dependency of activity on resources (e.g. costs)
2. represent organizational dynamics (evolution of organization over time, changes on agent population)
3. represent organizations in terms of organizational roles or positions
4. relate roles and agents (role enacting agents)
5. deal with normative issues (representation of boundaries for action and the violation thereof)

These requirements are related to the more operational aspects of an organization. E.g. the notion that agent activity has a cost (that is, choosing one or the other course of action is not only dependent on agent capabilities but also the costs of the action must compare positively to its benefits) is related to actual performance of an agent within the organizational structure. Due to space limitations we will not deal with these requirements in this paper. Some directions for a formal framework dealing with these issues can be found in [11, 7, 22, 40].

This paper is organized as follows: in section 2 we discuss related work and motivate the need for the formal language presented in this paper. In section 3 we define ability and activity of agents and groups. Section 4 presents the formal model for organization including structural and interaction properties. The use of our model for the modelling of organizations is exemplified in section 5. Finally, section 6 presents our conclusions and directions for future work.

2 Related Work

Several approaches have already been presented to investigate the complexity of reasoning and analysis of multi-agent systems. In their own way, all approaches are concerned with some of the requirements above and can be basically divided into two categories: formal methods and engineering frameworks. Formal methods for MAS have a logical basis, typically based on dynamic, temporal and/or deontic logics [41, 36, 21]. However, the treatment of organizational concepts is basic and lacks realism. For instance, approaches based on ATL assume complete division of agent capabilities and total control over the domain, and the work presented in [36] lacks temporal issues. Furthermore, in most cases, an axiomatic formalization is provided but not a formal semantics. Engineering frameworks, on the other hand, provide sound representation languages that
include many realistic organizational concepts, but have often a limited formal semantic basis, which makes analysis and comparison difficult [26, 31, 39].

Organization Theory provides very useful concepts, and a pragmatic perspective, based on real world (human) organizations [13, 33, 37]. However, results are often domain oriented and it is not clear how to translate them into formalisms for agent systems. It is often seen as a sound basis for conceptual design, proven in practice of human organizations for many years, but it must be formalized in order to make it usable for computational models of organizations. Computational organizational science is a new perspective that tries to combine the organization theory and engineering framework perspectives. It looks at groups, organizations and societies and aims to understand, predict and manage system level change [3]. Several tools for the analysis and modelling of organizations have been proposed. Computational models, in particular those based on representation techniques and empirical simulation, have been widely used for several decades to analyze and solve organizational level problems. More recently, mathematical tools, including those of decision and game theory, probability and logic are becoming available to handle multiple agency approaches to organizations.

In practice, organizational level solutions are provided by mathematical and computational models based on probabilistic and decision theoretic approaches. A large body of work in this area is that of computational simulation, specifically agent-based social simulation (ABSS) [8]. Computational simulations are based on formal models, in the sense that they provide a precise theoretical formulation of relationships between variables. Simulations provide a powerful way to analyze and construct realistic models of organizational systems and make possible to study problems that are not easily addressed by other scientific approaches [25]. Such formal models are however limited to the specific domain and difficult to validate. Techniques are thus needed that make possible the formal validation, comparison and extendability of simulation models. As far as we are aware of, the language presented in this paper, based on modal logic is a first attempt to provide such a meta model for reasoning about computational models, that has both a formal semantics as well as the capability to represent realistic concepts.

3 Agents and Groups: Ability and Activity

The notions of agent capability and action have been widely discussed in MAS. The intuition is that an agent possesses capabilities that make action possible. In the literature, there are many approaches to the formalization of these definitions¹. Concerning the theory of action, two main perspectives can be distinguished. The first aims at the explicit representation of action by a specific agent, in terms of dynamic logic [24], [32], or situation calculus [29]; whereas the second is concerned with representing the fact that a certain result has been achieved, such as in the \textit{stit} theories [35] or in the notion of agency by Elgesem [14]. In both types of approaches, the notion of action is strongly linked to that of ability. However, there is no consensus on the meaning of ability which is taken to mean competence (the capability of making a certain proposition true), possibility (conditions are right for that activity), opportunity (both competence

¹ A concise overview can be found in [5]
and possibility), or even permission (there are no prohibitions or constraints on the activity). As these distinctions are important for organizational theory, we aim to develop a theory in which all these concepts can be expressed properly.

3.1 Logic for Agent Organization

We present here a logic for agent organization (LAO), as an extension of the well-known branching time temporal logic CTL [15]. LAO includes the CTL modalities \(\diamond\) (‘always in the future’), \(U\) (‘until’) and \(X\) (‘in the next state’) extended with modalities for agent ability, capability, attempt and activity introduced in the following subsections. For a set \(\Phi\) of propositional variables, the language, \(\mathcal{L}\) for LAO is the smallest superset of \(\Phi\) such that

1. \(\text{true}, \text{false} \in \mathcal{L}\)
2. \(p \in \Phi \Rightarrow p \in \mathcal{L}\)
3. \(\varphi, \psi \in \mathcal{L} \Rightarrow \neg \varphi, (\varphi \vee \psi), X\varphi, \diamond\varphi, U\varphi \in \mathcal{L}\)

To give a precise definition of LAO, we start by introducing the semantic structures over which formulae of LAO are interpreted. A LAO model is a tuple \(M = (\Phi, A, W, R, T, \pi)\), where:

- \(\Phi\) is a finite, non-empty set of propositional variables,
- \(A = \{a_1, \ldots, a_n\}\) is a finite, non-empty set of agents,
- \(W\) is a non-empty set of states,
- \(R\) is a partial ordered set of (temporal) transitions between two elements of \(W\), \(R : W \times W\),
- \(T\) is the set of agent labels on elements of \(R\), \(T : R \rightarrow 2^A\),
- \(\pi\) is a valuation function which associates each \(w \in W\) with the set of atomic propositions from \(\Phi\) that are true in that world, \(\pi : W \rightarrow 2^\Phi\)

Each world, \(w \in W\) describes the propositions of \(\Phi\) that are true in that world, and, each proposition in \(\Phi\) corresponds to a set of worlds where it is true. A transition between worlds represents an update of the truth value of (some) propositions in \(\Phi\). The semantics of LAO are based on those of CTL* [15], which distinguishes between path and state formulae. A state formula is interpreted wrt a state \(w \in W\) and a path formula is interpreted wrt a path through the branching time structure given by \(R\). A path (or trace) in \(R\) is a (possibly infinite) sequence \((w_i, w_{i+1}, \ldots)\), where \(w_i, w_{i+1}, \ldots \in W\) and \(\forall i (s_i, s_{i+1}) \in R\). We use the convention that \(r = (w_0, w_1, \ldots)\) denotes a path, and \(t(i)\) denotes state \(i\) in path \(r\). We write \(M, w \models \varphi\) (resp. \(M, r \models \varphi\)) to denote that state formula \(\varphi\) (resp. path formula \(\varphi\)) is true in structure \(M\) at state \(w\) (resp. path \(r\)). The rules for the satisfaction relation \(\models\) for state and path formulae in LAO are defined as:

\[M, w \models \top\]
\[M, w \models p \text{ iff } p \in \pi(w), \text{ where } p \in \Phi\]
\[M, w \models \neg \varphi \text{ iff } M, w \not\models \varphi\]
\[M, w \models \varphi \lor \psi \text{ iff } M, w \models \varphi \text{ or } M, w \models \psi\]
\[M, w \models \diamond \varphi \text{ iff } \forall r \in \text{paths}(W, R), \text{ if } r(0) = s \text{ then } (M, r) \models \varphi\]
$M, r \models p$ iff $M, r(0) \models p$

$M, r \models \neg \phi$ iff not $M, r \models \phi$

$M, r \models \phi \lor \psi$ iff $M, r \models \phi$ or $M, r \models \psi$

$M, r \models X \phi$ iff $\forall r' \text{ if } (r, r') \in R \text{ then } M, r' \models \phi$

This semantic definition above does not consider the agents in the system, and therefore does not make use of the semantic component $T$. Intuitively, the idea is that, in organizations, changes are for some part result of the intervention of (specific) agents. Formally, state transitions are labelled with the set of agents that influence the changes on that transition. That is, for a transition $r = (w, w') \in R$, $t(r)$ indicates the set of agents that indeed contribute to the changes indicated by that transition. Moreover, for each world $w \in W$ and each agent $a \in A$ we can indicate the set of transitions from $w$ for which $a$ has influence.

**Definition 1. (Transition influence)**

*Given a world $w \in W$ and an agent $a \in A$, the transition influence of $a$ in $w$, $T_{aw}$, is defined by: $T_{aw} = \{ r \in R : r = (w, w') \text{ and } a \in t(r) \}$*

Agent action is based on the capabilities of the agent, but also on the moment circumstances in which the agent is. In the following, we will introduce extra modal operators to represent capability, ability, attempt and action of agents and groups.

### 3.2 Agent capability, ability and activity

In this section, we draw from work in the area of the well known logical theory for agency and organized interaction introduced by Kanger-Lindahl-Pörn, more specifically from the work of Santos et al.[36] and Governatori et al. [21]. In short, they assume that in organizations not all capabilities are always conductive of successful action - one can attempt to achieve something but without success. They’ve introduced three operators $E$, $G$ and $H$. The first one, $E$, expresses direct and successful actions: a formula like $E_i \phi$ means that the agent $i$ brings it about that $\phi$, that is $\phi$ is a necessary result of an action by $i$. The second one, $G_i \phi$ corresponds to indirect and successful actions, that is, $G_i \phi$ means that $i$ ensures that $\phi$, that is, $\phi$ is a necessary result of an action of some agent following an action by $i$. Finally, their intended meaning of $H$ is such that $H_i \phi$ means that $i$ attempts to make it the case that $\phi$. The idea is that $H$ is not necessarily successful.

In their work, an axiomatic definition of $E$, $G$ and $H$ is given. Our approach is to provide a semantical definition of the modal operators for ability, capability attempt and activity. Moreover, we agree with [21] that the assumption taken in [36] that indirect action always implies an impossibility for direct action is rather strong, and will not use it. We furthermore, base our definitions on temporal logic and not just in predicate logic in order to be able to express the notion that activity takes time.

Intuitively, in order to talk about agent activity, that is, that agent $a$ ‘causes’ an expression $\phi$ to hold in some future state in a path from the current moment, we need to establish the control of the agent over the truth value of $\phi$. For instance, it does not make sense to express $E_a \text{sun\_raises}$ because whether the sun raises or not is not something
that an agent can control. Inspired by the work of Boutelier [1], and Cholvy and Garion [4], we define the capabilities of an agent \( a \) as follows:

**Definition 2. (Agent Propositional Capability)**
Given a set of atomic propositions \( \Phi \) and a set of agents \( A \), for each agent \( a \in A \) we partition \( \Phi \) in two classes: the set of atomic propositions that agent \( a \) is capable of realizing, \( C_a \), and the set of atomic propositions that \( a \) cannot realize, \( \bar{C}_a = \Phi \setminus C_a \).

In order to be able to formally refer to the capability of an agent to realize any given expression of \( \mathcal{L} \), we need first to extend the above definition to describe the capability for composed propositions. Given a set \( C_a \) defining the propositional capability of \( a \), we define \( \Sigma_a \) inductively as follows:

- \( \forall p \in C_a, \ p \in \Sigma_a \)
- \( \forall p \in C_a, \neg p \in \Sigma_a \)
- \( \forall \psi_1, \psi_2 \in \Sigma_a, \psi_1 \land \psi_2 \in \Sigma_a \)

Agent capability \( C_a \varphi \) can now be defined as:

**Definition 3. (Agent Capability)**
Given a formula \( \varphi \) in \( \mathcal{L} \) and an agent \( a \in A \), agent \( a \) is capable of \( \varphi \), represented by \( C_a \varphi \) iff \( \not\models \varphi \) and \( \exists \psi \in \Sigma_a, \) such that \( \psi \rightarrow \varphi \).

Using this definition, it is trivial to prove that \( \forall \psi \in \Sigma_a : C_a \psi \). The capability operator has the following properties:

- \( \neg C_a \top \)
- \( C_a \varphi \land C_a \psi \rightarrow C_a (\varphi \land \psi) \)

Note that \( C_a \varphi \rightarrow C_a \neg \varphi \) does not hold as it can be seen by the following counterexample. Consider \( \Phi = \{ p, q \} \), \( \varphi = p \lor q \) and \( C_a p \). Then, \( C_a (p \lor q) \) (because \( p \rightarrow p \lor q \)) but \( \neg C_a (\neg p \land \neg q) \) (because \( \neg p \not\rightarrow \neg p \land \neg q \)). In the same way, it can be proven that \( C_a \varphi \rightarrow \Box \varphi \) also does not hold.

Given a capability \( C_a \varphi \), we can say that agent \( a \) controls \( \varphi \), which means that \( a \) is able (possibly under certain conditions) to make \( \varphi \) hold. However, capabilities do not lead directly to ability. Intuitively, the ability of an agent to realize a state of affairs \( \varphi \) in a world \( w \), depends not only on the capability of the agent but also on the status of that world. Therefore, we define the ability of \( a \) as follows:

**Definition 4. (Agent Ability)**
Given a world \( w \in W \) and an agent \( a \in A \), the ability of \( a \) to realize \( \varphi \), \( G_a \varphi \), is defined by \( w \models G_a \varphi \) iff \( C_a \varphi \) and \( \exists t \in T_{aw} : t = (w, w'), w' \models \varphi \).

Agent ability refers to the potential of that agent to act in a world. However, intuitively, the expected result of agent action is that the desired state of affairs will hold in all worlds reachable from the current world. That is, that the agent will indeed influence the future worlds. Obviously, if the agent does not influence all futures from the current world, it cannot guarantee the overall success of its activity. We therefore define agent attempt, as follows:

...
Definition 5. (Agent Attempt)
Given a world $w \in W$ and an agent $a \in A$, the attempt of $a$ to realize $\varphi$, $H_a \varphi$, is defined by $w \models H_a \varphi$ iff $G_a \varphi$ and $\forall t \in T_{aw} : t = (w, w')$, $w' \models \varphi$.

Attempt contains an element of uncertainty. Even if it is necessary that the agent has the capability to achieve a certain state of affairs, it can happen that, due to activity by other agents, with the same capability, the state of affairs will not hold in all worlds whose transitions are under the influence of the agent. That is, the definition of attempt yields that, in the case that there are other agents capable of realizing $\varphi$, those agents either have no influence over transitions in $T_{aw}$ or also made an attempt to achieve $\varphi$. Formally:

If $w \models H_a \varphi$ then $\forall b \in A, b \neq a : (\neg C_b \varphi \lor H_b \varphi \lor (\forall t \in T_{aw} : t \not\in T_{bw}))$

As an example, consider model $M = ([p, q], \{a\}, \{w_0, ..., w_4\}, \{(w_0, w_1), ..., (w_0, w_4)\}, T, \pi)$, as depicted in figure 1. We furthermore define that $C_a p$ and $(w_0, w_1) \in T_{aw_0}$. In this model, it holds that:
- $w_0 \models G_a p$ (because $C_a p$ and $w_1 \models p$);
- $w_0 \models H_a p$ iff $T_{aw} = \{(w_0, w_1), (w_0, w_3)\}$;
- $w_0 \not\models C_a (p \land q)$;
- $w_0 \not\models G_a (p \land q)$ (because $\neg C_a (p \land q)$)

Fig. 1. Example for capability, ability and attempt.

The notion of ability expresses the fact that an agent $a$ has the capability to bring $\varphi$ about. It does not mean that the agent will indeed ever do it. On the other hand, the notion of attempt expresses the fact that an agent tries to achieve a certain state of affairs, but does not guarantee success. Obviously, agents must be able to act on the world and as such bring states of affairs to happen.

Because we abstract from the internal motivations of individual agents, we need ways to describe the result of agent action that are independent of particular actions available to the agent. The stit operator, $E_a \varphi$ (‘agent $a$ sees to it that $\varphi$’), introduced by Pörn [35] allows to refer to the externally ‘observable’ consequences of an action instead of the action itself. Stit can be seen as an abstract representation of the family of actions that result in $\varphi$. In our approach we refine the definition of stit to include a
temporal component that indicates the notion that action takes time. Only when the agent influences all possible worlds out of the current one, we can say that the agent can see to it that a given state of affairs is achieved. In the special case in which all next possible states from a given state are influenced by an agent, we say that a is in-control in \( w \), represented by \( IC_a \) and defined formally as:

**Definition 6. (Agent In-control)**

\[ w \models IC_a \iff \forall w' : (w, w') \in R \Rightarrow (w, w') \in T_{aw} \]

In the following we give our semantics of \( stit \), in terms of agent attempt (definition 5) and in-control (definition 6).²

**Definition 7. (Agent Activity)**

Given a world \( w \in W \) and an agent \( a \in A \), a sees to it that \( \varphi \) holds, \( E_a \varphi \), is defined by \( w \models E_a \varphi \iff H_a \varphi \) and \( IC_a \).

\( E_a \varphi \) represents the actual action of bringing \( \varphi \) about. From the semantics above: if \( a \) is able of \( \varphi \) and attempts to realize it in a world where it is in control, then \( E_a \varphi \) ‘causes’ \( \varphi \) to be true in all next states from the current state. Furthermore, it is important to notice that we provide a temporal definition of \( E_a \), that is, \( E_a \varphi \not\rightarrow \varphi \) but \( E_a \varphi \rightarrow X \varphi \). This provides a more realistic notion of \( stit \) by incorporating the fact that action takes time and is not instantaneous, as we have discussed before (cf. [12]) but is different from many other authors, e.g. [36].

The operator \( E \) has the following properties:

- \( \neg E_a \top \)
- \( E_a \varphi \rightarrow X \varphi \)
- \( E_a \varphi \rightarrow C_a \varphi \)
- \( E_a \varphi \rightarrow H_a \varphi \)
- \( E_a \varphi \rightarrow IC_a \)
- \( E_a \varphi \land E_a \psi \rightarrow E_a (\varphi \land \psi) \)

### 3.3 Group Capability, Ability and Activity

By definition, agents are limited in their capabilities, that is, on what states of affairs they can bring about in the world. This implies that in MAS certain states of affairs can only be reached if two or more agents cooperate to bring that state about. One of the main ideas behind organizations is the notion that the combined action of two or more agents can result in an effect that none of the involved agents could bring about by themselves. In MAS there is very little research done on the notion of ability in a multi-agent context [5]. In the following, we define the concept of combined capability, or group capability. As for single agents, we need to start by defining the capabilities of a group over atomic propositions. The idea behind this definition, is that atomic propositions can be made ‘small’ enough to be controlled by a single agent. A group combines results from different agents into more complex actions.

² This notion of stit provides a necessary interpretation of action, and as such is related to the dynamic operator \([a]p\), meaning that after performing action \( a \) it is necessarily the case that \( p \).
Definition 8. (Group Propositional Capability)
Given a set of agents $S = \{a_1, ..., a_n\} \subseteq A$ and the sets $C_{a_i}$ of atomic propositions controllable by each agent $a_i \in S$, we define $C_S$ as the union of the controllable propositions by all agents in $S$: $C_S = \bigcup_{i=1}^{n} C_{a_i}$.

In the same way as for single agents, we define composed capability of a group $\Sigma_S$ as follows:
- $\forall p \in C_S, p \in \Sigma_S$
- $\forall p \notin C_S, \neg p \notin \Sigma_S$
- $\forall \psi_1, \psi_2 \in \Sigma_S, \psi_1 \land \psi_2 \in \Sigma_S$

Definition 9. (Group Capability)
Given a formula $\varphi$ in $\mathcal{L}$ and a set of agents $S \subseteq A$, $S$ is capable of $\varphi$, represented by $C_S \varphi$ if $\varphi \in \Sigma_S$ such that $\psi \rightarrow \varphi$.

The definitions of group ability, group attempt, group in-control, and group stit are similarly derived from the respective definitions for a single agent.

Definition 10. (Group Ability)
Given a world $w \in W$ and a group $S \subseteq A$, the ability of $S$ to realize $\varphi$, $G_S \varphi$, is defined by: $w \models G_S \varphi$ if $C_S \varphi$ and $\exists t \in T_S w : t = (w, w')$, $w' \models \varphi$.

Definition 11. (Group Attempt)
Given a world $w \in W$ and a group $S \subseteq A$, the attempt of $S$ to realize $\varphi$, $H_S \varphi$, is defined by $w \models H_S \varphi$ if $G_S \varphi$ and $\forall t \in T_S w : t = (w, w')$, $w' \models \varphi$.

Definition 12. (Group In-control)
$w \models IC_S$ if $\forall w' : (w, w') \in R \Rightarrow S \subseteq l((w, w'))$

Definition 13. (Group Stit)
Given a world $w \in W$ and a group $S \subseteq A$, $S$ sees to it that $\varphi$ holds, $E_S \varphi$, is defined by $w \models E_S \varphi$ if $H_S \varphi$ and $IC_S$.

Consider again the example in figure 1, in which agent $a$ with $C_{a} \top$ did not have the ability for $(p \land q)$. Now, suppose that there is an agent $b$ such that $C_{b} q$. In the same way, $\neg G_{b} (p \land q)$. However, if we consider the group $S = \{a, b\}$ we get $C_{S} (p \land q)$, and thus $G_{S} (p \land q)$ when $t_1 \in T_{S_w}$. That is, together $a$ and $b$ are able of realizing $(p \land q)$.

Group ability has the following properties (comparable to those of single agents):
- $\neg C_{G} \top$
- $C_{G} \varphi \land C_{G} \psi \rightarrow C_{G} (\varphi \land \psi)$
- $\forall a \in G : C_{a} \varphi \rightarrow C_{G} \varphi$

Note that agent ability is a special case of group control when $S = \{a\}$. That is, all expressions controlled by one agent are also controlled by all groups in which that agent participates. This is different from the assumption made by e.g. [41] who use group control to refer to those formulas that are only controlled by the whole group, (and thus not controlled by any of its subgroups). In our model, this can be represented as a extra requirement on the definition 9 for group capability, as follows:
Proposition 1. (Joint Capability)
A group \( S \subseteq A \) of agents is said to have joint capability for an expression \( \varphi \) iff \( C_S \varphi \) and \( \forall S' \subset S, \neg C_{S'} \varphi \)

Informally, whenever each of the agents in \( S \) leaves, the group looses the capability for \( \varphi \). Finally, group activity, \( E_S \varphi \), has the following properties:

\[
\begin{align*}
E_G \varphi & \rightarrow C_G \varphi \\
E_G \varphi & \rightarrow X \varphi \\
E_G \varphi \land E_G \psi & \rightarrow E_G (\varphi \land \psi) \\
\neg E_G \top &
\end{align*}
\]

4 Organizations: Structure and Strategy

The idea behind organization is that there are global objectives, not necessarily shared by any of the agents, that can only be achieved through combined agent action. In order to achieve its goals, it is thus necessary that an organization employs the relevant agents, and assures that their interactions and responsibilities enable an efficient realization of the objectives.

In its most simple expression, and organization consists of a set of agents (together with their capabilities and abilities) and a set of objectives. In each moment, the state of the organization is given by a certain state of affairs that hold in that state. Formally, given a world \( w \in W \), an organization \( O \) is defined by a set of agents, a set of objectives (missions or desires), and a set of assets. Agents are the active entities that realize organizational activity. Organizational objectives are the issues that the organization ‘wishes’ to be true in the world. Organizational assets are the issues that are true (and relevant to the organization) at a given moment.

Worlds are represented as a set of propositions in \( \Phi \). Furthermore the agents that participate in the organization may leave or enter the organization, and the objectives of the organization may change. We therefore define an organizational instance to represent the organization in a given world \( w \in W \) as \( O^w = \{ A^w_O, D^w_O, S^w_O \} \).

The current state of the organization, \( S^w_O \), corresponds to the set of formulas that are true in world \( w \) and relevant to \( O \), and the objectives or desires of the organization, \( D^w_O \), characterize the worlds (sets of formulas) that, at moment \( w \), the organization wishes to reach. Note that, organizational change means that the organization’s composition (agents) and objectives may differ from world to world.

Based on the definitions given in the previous sections, we are now in state to define organization capability (or scope of control). In fact, an organization is only as good as its agents. In this sense the scope of organizational control is defined by the union of the scopes of its agents’ control together with the control of groups of its agents. Formally:

\[ ^3 \text{Note that, for the purposes of this paper, we see agents purely as actors in a organization, with no goals of themselves. We assume that, by acting according to their capabilities, agents work towards organizational objectives. That is, we abstract here from the motivation an individual agent may have to take up those organizational positions [7].} \]

\[ ^4 \text{From now on, whenever clear from the context, we’ll drop the subscripts and superscripts.} \]
Definition 14. (Organization Capability)

Given a organization $O$ such that $A_O$ is the set of agents in $O$, organizational capability $C_O$ is defined as: $C_O = C_{A_O}$. That is, $C_O \phi$ iff $\exists S \subseteq A_O : C_S \phi$.

In practice, no organization will employ all agents in the world, nor control all possible states of affairs. One of the main reasons for creating organizations is efficiency, that is, to provide the means for coordination that enable the achievement of global goals in an efficient manner. Organization Theory has for many decades investigated the issue of organizational structure. Organizational structure has essentially two objectives [13]: Firstly, it facilitates the flow of information within the organization in order to reduce the uncertainty of decision making. Secondly, the structure of the organization should integrate organizational behavior across the parts of the organization so that it is coordinated. This raises two challenges: division of labor and coordination [33]. The design of organizational structure determines the allocation of resources and people to specified tasks or purposes, and the coordination of these resources to achieve organizational goals [20]. Ideally, the organization is designed to fit its environment and to provide the information and coordination needed for its strategic objectives.

According to this definition of organization, even if the agents in the organization have group control over all organizational objectives, they still need to coordinate their activities in order to efficiently achieve those objectives. Furthermore, in most cases, the objectives of the organization are only known to a few of the agents in the organization, who may have no control over those objectives. It is therefore necessary to structure agents in a way that enables objectives to be passed to those agents that can effectively realize them. We need therefore to extend our organizational definition to include coordinating and task allocation concepts.

4.1 Organizational Structure

Often organizations use the notion of roles to distribute the responsibilities necessary for the functioning of the organization. Role dependencies indicate how the goals of different roles depend on each other, and how interaction is to be achieved. Depending on the specific implementation of the dependency relationship, this means that a role can demand the realization of a goal from another role, or request goals from another role. In organizational contexts this can also mean that the responsibility of some tasks lays with the role in the top of the hierarchy. As before, for simplicity sake, we will for the moment, abstract from the concept of role, and define dependencies between agents (seen as role enacting actors) as follows. A structural dependency relation between a set of agents $S = \{a_1, ..., a_n\}_{\leq S}: S \times S$ is a poset satisfying the following properties:

- $\forall a \in S : a \leq_S a$ (reflexive)
- $\forall a, b, c \in S: \text{if } a \leq_S b \text{ and } b \leq_S c \text{ then } a \leq_S c$ (transitive)

We are now able to extend the definition of organization to include the notion of dependency:

Definition 15. (Organization)

Given a model $M = (\Phi, A, W, R, T, \pi)$, a organization in a world $w \in W$ is defined
by $O^w = \{A^w_O, \preceq^w_O, D^w_O, S^w_O\}$ where $A^w_O = \{a_1, ..., a_n\}$, $(A^w_O, \preceq^w_O)$ is a structural dependency relation in $A^w_O$, $D^w_O \subseteq \Phi$, $S^w_O \subseteq \Phi$ and $w \in W$.

Given an organization structure, we can define dependency chains between two agents, or between agents and groups as follows:

**Definition 16. (Dependency chain)**

Given a structured organization $O^w = \{A^w_O, \preceq^w_O, D^w_O, S^w_O\}$, a dependency chain between two agents in $A$ is defined as $\text{chain}(a, b)$ iff (1) $a = b$, or (2) $\exists c \in A$ such that $a \preceq^w_O c$ and $\text{chain}(c, b)$. Given a group $S \subseteq A^w_O$, there is a chain $\text{chain}(a, S)$ iff $\forall b \in S : \text{chain}(a, b)$.

Intuitively, the ordering relation in the set of agents stands for the interaction possibilities between agents. Organizational structures influence the way that agents in the organization can interact. The relation $a \preceq^w_O b$ indicates that $a$ is able to interact with $b$ in order to request or demand some result from $b$. In this paper, we will not further detail the types of interactions between agents (delegation, request, bid, ...) but assume that the relationship will achieve some result, through a more or less complex interaction process. More on this issue can be found in [9].

### 4.2 Responsibility

To further refine the concept of organization, we need to be able to talk about the responsibilities\(^5\) of agents in the organization. Responsibilities within an organization enable agents to make decisions about what each member of the organization is expected to do, and to anticipate the tasks of others [23]. Informally, by responsibility we mean that an agent or group has to make sure that a certain state of affairs is achieved, $R_a \varphi$ either by realizing it itself or by delegating that result to someone else. In order to describe this notion of responsibility and delegation, we introduce a new operator, $R_a \varphi$, such that $R_a \varphi$ means that $a$ is responsible for, or in charge of, achieving $\varphi$. Note that responsibility for a state of affairs does not guarantee successful achievement of that state of affairs. As such, we formally define responsibility in terms of attempt, as follows:

**Definition 17. (Responsibility)**

Given an organization $O = (A_O, \preceq_O, D_O, S^w_O)$ in a model $E$, and an agent $a \in A_O$, responsibility $R_a \varphi$ is such that:

$$R_a \varphi \equiv \Diamond (H_a \varphi \lor H_b R_b \varphi)$$

for some $b \in A_O$

The responsibility operator has the following properties:

- $E_a \varphi \rightarrow R_a \varphi$
- $R_a \varphi \land R_a \psi \rightarrow R_a (\varphi \land \psi)$
- $\neg R_a \top$

\(^5\) In reality, responsibilities are associated with roles or positions in an organization. However, due to the simplification we make in this version of LAO, we do not - yet - distinguish between role and the role enacting agent.
Delegation of tasks is defined as the capability to make an agent, or group, responsible for that task. In an organization, delegation is associated with structural dependencies. That is, by nature their dependencies, some agents are in state of delegating their tasks to other agents, to make it the case that a result is achieved. Formally,

**Definition 18. (Structured delegation)**

Given an organization \( O = (A_O, \leq_O, D_O, S^{O_0}) \) in a model \( M \), delegation of \( \varphi \) between two agents \( a, b \in A \) is defined as: if \((a \leq_O b)\) then \( C_a R_b \varphi \).

Given the notions of responsibility and structural dependency introduced above, we can define a good organization, as being an organization \( O = (A_O, \leq_O, D_O, S^{O_0}) \) that satisfies the following requirement:

\[
C_{A_O} \varphi \land R_a \varphi \rightarrow \text{chain}(a, B) \land C_B \varphi, \text{for } a \in A_O \text{ and } B \subseteq A_O
\]

Good organizations satisfy \( R_a \varphi \rightarrow \Diamond \varphi \), which informally says that if there is an agent responsible for a given state of affairs, then eventually that state will be reached. The responsibility operator is also defined for a group \( G \) of agents, \( R_G \) in a similar way. In the following, we provide an example of structured organization. Consider the organization \( O = ((A, \leq_O, D, S^0) \), where:

\[
A = \{a, b, c, d\},
\leq_O \text{ is such that } (a \leq_O b, a \leq_O c \leq_O d)),
D = \{\rho\}, \text{ where } \rho = (p \land q) \lor r,
S^0 = \{R_a \rho, C_b p, C_d q, C_{\{a,c\}} r\}
\]

Note that the initial organizational state \( S^0 \) describes the capabilities of the agents in \( A \) and that agent \( a \) is responsible for the achievement of the organizational goal. This example also shows that organizations are dependent on the capabilities of their agents to achieve their objectives. In this case, without agent \( b \), the organization can never achieve its goals. In the above organization, there are several ways for agent \( a \) to realize the organizational goal \( \rho \), a possible strategy being:

\[
s_1: \quad E_a R_b p \land E_a R_c q
\]

\[
... \quad \ldots
\]

\[
s_i: \quad R_b p \land E_c R_d q
\]

\[
s_{i+1}: \quad R_b p \land R_d q
\]

\[
... \quad \ldots
\]

\[
s_N: \quad p \land q
\]

Different properties can be defined for the responsibility operator, which identify different types of organizations. For example, a well-defined organization is such that \( \forall \varphi \in D_O, \exists a \in A_O : R_a \varphi \).

### 4.3 Types of Organizations

Organizations come in many sorts and sizes. Notable is the work of Mintzberg on the classification of organizational structures [33]. According to Mintzberg, environmental variety is determined by both environmental complexity and the pace of change. Inspired by and extending the work of Mintzberg, researchers in Organizational Theory
have proposed a growing number of classifications for organization structures, e.g. simple, bureaucracy, matrix, virtual enterprise, network, boundary-less organizations, conglomerations, alliance, etc. just to name a few forms. However, definitions and naming of organizational forms are often unclear and the classification of a specific organization into one of the proposed classes is not trivial, often resulting in hybrid forms. Based on the structure of control, Burns and Stalker distinguish two main types of organization structures: hierarchies and networks [2]. Using the formal definition of organization presented in the previous sections, we are able to specify the structural characteristics of these two types of organizations. In a hierarchy organizational goals are known to the managers who delegate them to their subordinates who have the capabilities and resources to realize them. Formally,

\textbf{Definition 19. (Hierarchy)}
A structured organization \( O = (A^O, \leq^O, D^O, S^O) \) is said to be an hierarchy if

\begin{itemize}
  \item \( \exists M \subseteq A^O, M \neq \emptyset : \forall m \in M \exists \varphi \in D^O : R_m\varphi \) and \( \forall \varphi \in D^O \exists m \in M : R_m\varphi \)
  \item \( \forall a \in A^O, a \notin M, \exists m \in M : \text{chain}(m, a) \)
\end{itemize}

That is, there is a group of managers \( M \) that together is responsible for all organizational goals and have a chain of command to all other agents in the organization. In a simple, flat, hierarchy, the manager group furthermore meets the following requirements:
\( M = \{m\} \) and \( \forall a \in A^O, m \leq^O a \).

In the same way, we formally define a network organization as:

\textbf{Definition 20. (Network)}
A structured organization \( O = (A^O, \leq^O, D^O, S^O) \) is said to be an network if

\begin{itemize}
  \item \( \forall a \in A^O : R_a \cap D^O \neq \emptyset \) and \( \forall \varphi \in D^O : \exists a \in A^O : R_a\varphi \)
  \item \( \forall a \in A^O, \exists b \in A^O : \text{chain}(a, b) \)
\end{itemize}

That is, every agent in the organization is responsible for some of the organizational goals, and have a delegation relationship to some other agent in the organization. A fully connected network also meets the following requirement:
\( \forall a, b \in A^O : a \leq^O b \). A team is also a special case of network that meets the symmetry requirement: \( \text{chain}(a, b) \Rightarrow \text{chain}(b, a) \).

From the organization examples above, it can be seen that a by the formal definition of properties for organizations, different organization types can be specified and verified. Other organizational types can be defined by the specification of other properties.

\section{Case Study}
We have applied the model presented in this paper to formally describe several existing agent systems that simulate organizations and organizational adaptation. Those systems were taken from the literature and include such different domains as architectures for Command and Control [28], RoboSoccer [27], market regulation [34] and sensor networks [30]. The original work on those cases use different frameworks and were developed independently by other research groups. Due to space limitations, we will
only discuss here one of the studied cases, namely the architecture for Command and Control presented in [28].

Over the past several years, researchers within the A2C2 research program (Adaptive Architectures for Command and Control) have investigated the notion of organizational congruence [28, 16, 18, 17]. In order to test their theories, in a laboratory experiment, a set of scenarios was developed to exploit the differences between organizational structures. Their idea was to design two different types of organizations and two different scenarios in order to test organizational congruence which distinguish between functional organizations and divisional/geographically-based organizations. Two types of scenarios were designed: one scenario would be congruent with divisional organizations and incongruent with functional organizations. Conversely, the second scenario would be congruent with functional organizations but misfit to divisional organizations.

The study considers different types of agents. For simplicity, we assume 2 agents, $a_1$ and $a_2$, with search & rescue (SR) capabilities, and 2 agents, $a_3$ and $a_4$, with mine clearance (MC) capabilities. That is: $C_{a_1}, SR_1, C_{a_2}, SR_2, C_{a_3}, MC_3$, and $C_{a_4}, MC_4$. Furthermore, there are 4 agents with decision making responsibilities (DM): the search & rescue commander $src$, the mine clearance commander $mcc$, and the commanders of two bases $b_1c$ and $b_2c$. Different organizations result from possible agent combinations:

- $O_1 : A_{O_1} = \{ src, a_1, a_2 \}$ and $\leq_{O_1} = \{ src \leq a_1, src \leq a_2 \}$
- $O_2 : A_{O_2} = \{ mcc, a_3, a_4 \}$ and $\leq_{O_2} = \{ mcc \leq a_3, mcc \leq a_4 \}$
- $O_3 : A_{O_3} = \{ b_1c, a_1, a_3 \}$ and $\leq_{O_3} = \{ b_1c \leq a_1, b_1c \leq a_3 \}$
- $O_4 : A_{O_4} = \{ b_2c, a_2, a_4 \}$ and $\leq_{O_4} = \{ b_2c \leq a_2, b_2c \leq a_4 \}$

According to the definitions used by A2C2 researchers, organizations $O_1$ and $O_2$ are functional organizations and $O_3$ and $O_4$ are divisional. The idea behind organizational congruence is that a certain organizational structure and population is in better state of achieving a desired state of affairs than others. So, divisional organizations will be better in achieving objectives that require different types of capabilities, while functional organizations are better when objectives require one specific type of capabilities.

A2C2 researchers designed different organizational scenarios to be congruent with one type of organization and incongruent with the other. A functional scenario is such that the mission, or objective, of the organization requires the use of all tools of one kind, in different places, a divisional scenario requires a combination of different tools in one place. Example of a functional scenario is to search & rescue, or to clear mines in an area. Divisional scenarios require the combination of both types of operations. In our model, different scenarios are represented as desired states of affairs. For instance, the following scenarios can be considered:

- Functional Scenarios: $D_1 = SR_1 \land SR_2$ and $D_2 = MC_1 \land MC_2$
- Divisional Scenarios: $D_3 = MC_3 \land SR_1$ and $D_4 = MC_4 \land SR_2$

Given the organizations defined above, it is easy to see that for example, the divisional organization $O_3$ is congruent with a divisional scenario, that is $C_{O_3}, D_3$, and the functional organization $O_1$ is congruent with $D_1$, that is $C_{O_1}, D_1$. 

\[^6\] Capabilities of the same sort may be slightly different.
In the case that scenarios are incongruent with the organization, organizations will need to reorganize in order to fulfil their missions. For instance, organization $O_3$ is incongruent with $D_1 = SR_1 \land SR_2$ as $\neg C_{O_3}D_1$. Specifically, $O_3$ cannot realize this objective because it has no control over $SR_2$, that is, $\neg C_{O_3}SR_2$. In practice, there are many ways to achieve the enlistment of $a_2$. Typically, in the defense domain, commander $b_1c$ will request current $a_2$’s superiors $src$ or $b_2c$ for recruiting $a_2$. The resulting organizations is described by: $O_3 = ((\{b_1c, a_1, a_2\}, \{b_1c \leq a_1, b_1c \leq a_3 b_1c, \leq a_2\}), D_1, \{R_{b_1c}(D_1), C_{a_1}SR_1, C_{a_2}MC_3, C_{a_2}SR_2\})$ which is indeed congruent with the functional scenario $D_1$.

In our current work, we are extending LAO to include the formal specification of reorganization operators [11, 10]. The resulting extension to LAO, LAO-R, enables represent and reason about changes in the organization, in a way that abstracts from the specifics of the reorganization process, that is, we refer to the resulting state of affairs without the need to specify the (communication) processes involved in achieving that state. In practice reorganization operations can be classified into three types: staffing, i.e. changes in the set of agents in the organization and their capabilities, structuring, i.e. changes in the organizational structure $\leq O$, and, strategic, i.e. changes in the objectives of the organization. A reorganization process takes into account the current performance and determine which characteristics of the organization should be modified in order to achieve a better performance. The general idea behind reorganization is that one should be able to evaluate the utility of the current state of affairs (that is, what happens if nothing changes), and the utility of future states of affairs that can be obtained by performing reorganization actions. The choice is then to choose the future with the highest utility.

6 Conclusions

Organization concepts and models are increasingly being adopted for the design and specification of multi-agent systems. The motivations for this model are twofold. In the one hand, the need for a formal, provable representation of organizations, with their environment, objectives and agents in a way that enables to analyze their partial contributions to the performance of the organization in a changing environment. On the other hand, such a model must be realistic enough to incorporate the more ‘pragmatic’ considerations faced by real organizations. In this paper we presented a first attempt at a formal model for organizational concepts, based on modal temporal logic. We have applied the proposed model to existing domain-specific systems proposed in recent literature. The current model is based on the notions of capability, $stit$, attempt and responsibility.

The theoretical framework presented in this paper can be extended to represent and analyze performance and dynamics of organizations. We are currently involved in an extension to LAO that enables reasoning about reorganization both from an endogenous as from an exogenous perspective. In the future, we will extend the model to include deontic concepts and their relation to the operational concepts presented in this paper. Also we will add the formal distinction between roles and agents. These elements are already described in other work, but need to be carefully merged with the current basic
framework. Finally, we are engaged on developing a full axiomatization of LAO as well as on an implementation for simulating the reorganization process.

Acknowledgements. The research of the first author is funded by the Netherlands Organization for Scientific Research (NWO), through Veni-grant 639.021.509.

References

1. C. Boutelier. Toward a logic for qualitative decision theory. In J. Doyle, E. Sandewall, and P. Torasso, editors, Principles of Knowledge Representation and Reasoning (KR’94), 2004.
2. T. Burns and G. Stalker. The management of innovation. Tavistock, London, 1961.
3. Kathleen Carley. Computational organization science: a new frontier. PNAS, 99(3):7257–7262, 2002.
4. L. Cholvy and C. Garion. An attempt to adapt a logic of conditional preferences for reasoning with contrary to duties. Fundamenta Informaticae, 47, 2001.
5. L. Cholvy, C. Garion, and C. Saurel. Ability in a multi-agent context: a model in the situation calculus. In Proc. CLIMA VI, 2005.
6. M. Cohen. Artificial intelligence and the dynamic performance of organization designs. In J. March and R. Weissinger-Baylon, editors, Ambiguity and Command: Organizational Perspectives on Military Decision Making, pages 53–71. Pitman, 1986.
7. M. Dastani, V. Dignum, and F. Dignum. Role assignment in open agent societies. In AAMAS03. ACM Press, July 2003.
8. P. Davidsson. Agent based social simulation: A computer science view. Journal of Artificial Societies and Social Simulation, 5.
9. V. Dignum and F. Dignum. Coordinating tasks in agent organizations. or: Can we ask you to read this paper? In P. Noriega et al., editor, COIN II, volume 4386 of LNAI. Springer, 2007.
10. V. Dignum and F. Dignum. Understanding organizational congruence: Formal model and simulation framework. In Proc. ADS-2007@SpringSim, Spring Simulation Multi-conference, 2007.
11. V. Dignum and Frank Dignum. Towards formal semantics for reorganization. Technical Report UU-CS-2006-60, ICS - Utrecht University, 2006.
12. V. Dignum, J.J. Meyer, F. Dignum, and H. Weigand. Formal specification of interaction in agent societies. In Formal Approaches to Agent-Based Systems (FAABS), volume F2699 of LNAI. Springer, 2003.
13. R. Duncan. What is the right organizational structure: Decision tree analysis provides the answer. Organizational Dynamics, Winter:59–80, 1979.
14. D. Elgesem. The model logic of agency. Nordic Journal of Philosophical Logic, 2(2):1–46, 1997.
15. E. Emerson. Temporal and modal logic. In J. van Leeuwen, editor, Handbook of Theoretical Computer Science, volume B, pages 955–1072. MIT Press, 1990.
16. E E Entin, F J Diedrich, D L Kleinman, W G Kemple, S G Hocevar, B Rubineau, and D Serfaty. When do organizations need to change (part ii)? incongruence in action. In Command and Control Research and Technology Symposium, 2003.
17. E E Entin and D Serfaty. Adaptive team coordination. Journal of Human Factors, 41:321–325, 1999.
18. E E Entin, S A Weil, D L Kleinman, S G Hutchins, S P Hocevar, W G Kemple, and D Serfaty. Inducing adaptation in organizations: Concept and experiment design. In Proceedings of the 2004 International Command and Control Research and Technology Symposium, June 2004.
19. M. Fox. An organizational view of distributed systems. Transactions on Systems, Man, and Cybernetics, 11(1):70–80, 1981.
20. J. Galbraith. *Organization Design*. Addison-Wesley, 1977.
21. Guido Governatori, Jonathan Gelati, Antonino Rotolo, and Giovanni Sartor. Actions, institutions, powers, preliminary notes. In G. Lindemann et al., editor, *Proc. RASTA’02*, volume 318 of *Mitteilung*, pages 131–147. Fachbereich Informatik, Universität Hamburg, 2002.
22. D. Grossi, F. Dignum, V. Dignum, M. Dastani, and L. Royakkers. Structural aspects of the evaluation of agent organizations. In *Coordination, Organization, Institutions and Norms in Agent Systems (COIN II)*, volume 4386 of *LNAI*. Springer, 2007.
23. D. Grossi, L. Royakkers, and F. Dignum. Organizational structure and responsibility: an analysis in a dynamic logic of organized collective agency. 2007.
24. D. Harel. Dynamic logic. In D. Gabbay and F. Guenthner, editors, *Handbook of Philosophical Logic*, volume 2, pages 497–6049. D. Reidel Publishing Company.
25. R. Harrison, Z. Lin, G. Carroll, and K. Carley. Simulation modeling in organizational and management research. *Academy of Management Review*, to appear, 2007.
26. J. Hübner, J. Sichman, and O. Boissier. S-moise+: A middleware for developing organised multi-agent systems. In O. Boissier et al., editor, *COIN I*, volume 3913 of *LNAI*, pages 64–78. Springer, 2006.
27. Jomi Fred Hübner, Jaime Simão Sichman, and Olivier Boissier. Using the moise+ for a cooperative framework of mas reorganisation. volume 3171 of *Lecture Notes in Computer Science*, pages 506–515. Springer, 2004.
28. David Kleinman, Georgiy Levchuk, Susan Hutchins, and William Kemple. Scenario design for the empirical testing of organizational congruence. Technical Report ADA440390, Naval Postgraduate School Monterey Ca Dept Of Informational Science, 2005.
29. J. MacCarthy and P. Hayes. Some philosophical problems from the standpoint of artificial intelligence. *Machine Intelligence*, 4:463–502, 1969.
30. Eric Matson and Scott DeLoach. Enabling intra-robotic capabilities adaptation using an organization-based multiagent system. In *Proceedings of the 2004 IEEE International Conference on Robotics and Automation (ICRA 2004)*, 2004.
31. M. McCallum, W. Vasconcelos, and T. Norman. Verification and analysis of organisational change. In O. Boissier et al., editor, *COIN I*, volume 3913 of *LNAI*, pages 48–63. Springer, 2006.
32. J.J. Meyer. Dynamic logic for reasoning about actions and agents. pages 281–311. Kluwer Academic Publishers, 2000.
33. H. Mintzberg. *Structures in Fives: Designing Effective Organizations*. Prentice Hall, 1993.
34. Mark Nissen. Agent-based supply chain integration. *Information Technology and Management*, 2(3):289–312, 2001.
35. I. Pörn. Some basic concepts of action. In S. Stenlund, editor, *Logical Theory and Semantical Analysis*. Reidel, 1974.
36. Filipe Santos, Andrew Jones, and Jose Carmo. Action concepts for describing organised interaction. In Jr. R.A. Sprague, editor, *Proc. HICCS*, volume V, pages 373–382. IEEE Computer Society Press, 1997.
37. H. Simon. Bounded rationality and organizational learning. *Organization Science*, 2, Special Issue: Organizational Learning: Papers in Honor of (and by) J. March(1):125–134, 1991.
38. Y. So and E. Durfee. Designing organizations for computational agents. In K. Carley, M.J. Pritulà, and L. Gasser, editors, *Simulating Organizations*, pages 47–64, 1998.
39. E. van den Broek, C. Jonker, A. Sharpanskykh, J. Treur, and P. Yolum. Formal modeling and analysis of organizations. In O. Boissier et al., editor, *COIN I*, volume 3913 of *LNAI*, pages 18–34. Springer, 2006.
40. Javier Vazquez-Salceda, V. Dignum, and F. Dignum. Organizing multiagent systems. *JAAMAS*, 11(3):307–360, 2005.
41. Michael Wooldridge Wiebe van der Hoek. On the logic of cooperation and propositional control. *Artificial Intelligence*, 24(1-2):81–119, 2005.