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Abstract We address the lack of local-finiteness in Harvey’s curve complex by computational means, computing bounds on certain intersection numbers among curves lying on a natural family of geodesics. We give a finite time algorithm for constructing all of these geodesics between any two curves, and treat stable lengths.
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1 Introduction

A borderless, connected and orientable finite type topological surface is non-exceptional if and only if it is not a sphere with at most four punctures or a torus with at most one puncture.

In [13] Harvey associates to such a surface \( \Sigma \) its curve complex, a simplicial complex whose 1-skeleton we call the curve graph and denote by \( \mathcal{G}(\Sigma) \). By encoding some of the asymptotic geometry of Teichmüller’s metric, the curve graph plays a central role in the celebrated proof of Minsky and his collaborators of Thurston’s ending lamination conjecture [5,25]. A key step is a theorem of Masur–Minsky’s [3,23] that every curve graph is hyperbolic in the sense of Gromov. However, the curve graph is nowhere locally finite and the theory of locally compact hyperbolic spaces does not apply.

To overcome this issue Masur–Minsky [24] identified the tight geodesics, a natural class of geodesic paths invariant under the action of the mapping class group, and proved any two vertices of the curve graph are connected by at least one and only finitely many tight geodesics. The arguments of Masur–Minsky [24] and of Bowditch [4] are not constructive as they involve taking limits of sequences, and the argument of Bowditch yields uniform but
non-computed bounds on the cardinality of “slices”. We propose a constructive alternative offering computable but non-uniform bounds.

**Theorem 1.1** Let \( \Sigma \) be any non-exceptional surface. There exists a computable function \( F : \mathbb{N} \to \mathbb{N} \) such that, for any tight geodesic \( (\alpha_0, \ldots, \alpha_n) \) in \( \mathcal{G}(\Sigma) \), both \( t(\alpha_0, \alpha_j) \) and \( t(\alpha_j, \alpha_n) \) are at most \( F(t(\alpha_0, \alpha_n)) \) for each index \( j \).

From this we recover Masur–Minsky’s finiteness theorem.

**Theorem 1.2** (Masur–Minsky) Let \( \Sigma \) be any non-exceptional surface. Between any two vertices of \( \mathcal{G}(\Sigma) \) there are only finitely many tight multigeodesics.

Geodesic paths can be regarded as examples of multigeodesics, as indicated in Sect. 2.15. A “multigeodesic” is a sequence of sets of pairwise disjoint curves such that successively choosing a single curve arbitrarily from each always determines a geodesic path. See Sect. 2 for definitions.

In Sect. 3 we concentrate on proving the following key statement.

**Proposition 1.3** Let \( \Sigma \) be any non-exceptional surface. There exists a computable increasing function \( F_1 : \mathbb{N} \to \mathbb{N} \) such that \( k \leq F_1(k) \) for any non-negative integer \( k \in \mathbb{N} \) and such that, for any multigeodesic \( (\omega_0, \ldots, \omega_n) \) in \( \mathcal{G}(\Sigma) \) of length at least 2 and tight at \( \omega_1 \), we have \( t(\omega_1, \omega_n) \leq F_1(t(\omega_0, \omega_n)) \).

An inductive argument given in Sect. 4 yields the following, and Theorem 1.1.

**Corollary 1.4** Let \( \Sigma \) be any non-exceptional surface. There exists a computable increasing function \( F : \mathbb{N} \to \mathbb{N} \) such that for any tight multigeodesic \( (\omega_0, \ldots, \omega_n) \) in \( \mathcal{G}(\Sigma) \), both \( t(\omega_0, \omega_j) \) and \( t(\omega_j, \omega_n) \) are at most \( F(t(\omega_0, \omega_n)) \) for each index \( j \).

The curves found on tight geodesics connecting two given curves belong to a computable set whose cardinality can be given an explicit upper bound. From this we can construct in explicitly bounded time all of the tight geodesics connecting any two curves.

**Theorem 1.5** There exists a finite time algorithm which takes as input a non-exceptional surface \( \Sigma \) and two curves \( \alpha \) and \( \beta \) on \( \Sigma \), and returns all the tight geodesics in \( \mathcal{G}(\Sigma) \) between \( \alpha \) and \( \beta \).

The two curves may be given as cyclic words in some finite generating set of the fundamental group of the surface. That said, the algorithm is admittedly impractical, with astronomical running time even for fairly small distances. Nevertheless, reading off the length of any geodesic path found this way does prove the following statement.

**Corollary 1.6** There exists a finite time algorithm which takes as input a non-exceptional surface \( \Sigma \) and two curves \( \alpha \) and \( \beta \) on \( \Sigma \), and returns \( d(\alpha, \beta) \).

**Remark** A version of Corollary 1.6 for closed surfaces of genus at least 2 is given in the unpublished thesis of Jason Leasure, see Corollary 3.2.6 of [19] where Leasure finds in a finite search space of curves a geodesic connecting two given curves. While Leasure treats closed surfaces it is likely, given the similarities that exist between our methods here, that his work can be adapted to treat the case of surfaces with finitely many punctures. Leasure’s work was brought to our attention by Richard P. Kent IV [17], by which time we had unwittingly submitted a manuscript for publication.

**Remark** In giving a proof to Proposition 1.3 it will transpire that assuming our multipaths are geodesic along their whole length is far stronger than we need. We do not exploit this here, instead exploring such matters in [28] to study the action of the mapping class group on the curve graph from an entirely computational perspective.
2 Background

We supply all the definitions and background needed both to understand the statements of our results and their proofs.

2.1 Surfaces

A surface $\Sigma$ is a borderless, connected and orientable topological 2-manifold with finitely generated fundamental group, of genus $g(\Sigma)$ with $n(\Sigma)$ punctures. Surfaces are uniquely determined up to homeomorphism by their genus and number of punctures [26,27]. We define $\xi(\Sigma) := \max\{3g(\Sigma) + n(\Sigma) - 3, 0\}$, a quantity commonly referred to as the complexity of $\Sigma$. The surface is exceptional if and only if $\xi(\Sigma) \leq 1$ and non-exceptional otherwise. We sometimes speak of a subset of a surface, such as a circle or an interval, as “being on” the surface.

2.2 Homotopy versus isotopy

Two subsets $C_0$ and $C_1$ of $\Sigma$ are freely homotopic if there exists a continuous map $H : C_0 \times [0, 1] \to \Sigma$ such that $H(C_0 \times \{i\}) = C_i$ for $i \in \{0, 1\}$ and freely isotopic if in addition the homotopy $H$ is an isotopy, so that $H|_{C_0 \times \{t\}} : C_0 \times \{t\} \to \Sigma$ is a homeomorphism onto its image for all $t \in [0, 1]$. Given a third subset $B$, these sets $C_0$ and $C_1$ are freely homotopic (resp. freely isotopic) relative to $B$ if there exists a homotopy (resp. isotopy) $H$ such that $H^{-1}(B) = (C_0 \cap B) \times [0, 1]$.

2.3 Loops and curves

A loop on a surface is a homeomorphic image of the circle $S^1 = \{z \in \mathbb{C} : |z| = 1\}$. Thus by definition all loops are simple and unoriented.

A loop is said to be trivial if it is the image of the restriction to $S^1$ of a continuous map from the closed disc $D = \{z \in \mathbb{C} : |z| \leq 1\}$. A loop is said to be peripheral if it is the image of the restriction to $S^1$ of a continuous map from the punctured disc $D \setminus \{0\}$ whose image is not contained in any compact set. A loop is said to be essential if it is neither trivial nor peripheral.

On a surface two essential loops are freely homotopic if and only if they are freely isotopic (see [20], Proposition B.4.6 of [1] or Proposition 1.7 of [7]). We denote the free homotopy equivalence class of an essential loop $c$ by $[c]$ and say that $c$ represents the class $[c]$. Each such class is called a curve. We denote the set of all curves on $\Sigma$ by $X(\Sigma)$. A surface $\Sigma$ is non-exceptional if and only if $X(\Sigma)$ is not empty.

2.4 Intersection numbers

Associated to any pair of curves $\alpha$ and $\beta$ is their intersection number $\iota(\alpha, \beta)$ defined equal to $\min\{|a \cap b| : a \in \alpha, b \in \beta\}$. Any curve can be represented by two disjoint loops and thus has zero intersection number with itself. A pair of curves of intersection number zero is said to be disjoint and is otherwise said to intersect.

We recall the following fact concerning intersection numbers.

**Lemma 2.1** Let $\Sigma$ be any non-exceptional surface and let $a$ and $b$ be two essential loops on $\Sigma$ such that $a \cap b$ is a finite set. Then $|a \cap b| = \iota([a], [b])$ if and only if there exists no closed
disc $D \subset \Sigma$ such that $\partial D$ is the union of a compact interval contained in $a$ and a compact interval contained in $b$.

A proof of Lemma 2.1 can be found in Sect. 1.2 of [7].

2.5 Transverse intersection

Given a pair of subsets $a$ and $b$ of a surface each homeomorphic to $S^1$ or to the unit interval $[0, 1]$ such that $a \cap b$ is a finite set and given a common point $z \in a \cap b$, we say $a$ and $b$ intersect transversely at $z$ if for every open set $U$ containing $z$ there exists an open regular neighbourhood $V$ with $z \in V \subseteq U$ such that $a \cap V$ and $b \cap V$ are both homeomorphic to the real line and such that any path in $V$ connecting any two distinct points of $(a \cap V) \setminus \{z\}$ separated by $z$ along $a \cap V$ has non-empty intersection with $b$.

2.6 Multiloops and multicurves

A multiloop is a non-empty union of pairwise disjoint and pairwise non-homotopic essential loops. A multicurve is a non-empty set of pairwise distinct and pairwise disjoint curves, also viewed as the free homotopy class of a multiloop. We may view a loop as a multiloop with one component, and a curve as a multicurve with one element. We denote the free homotopy class of a multiloop $v$ by $[v]$. The intersection number of two multicurves or a curve and a multicurve is defined additively.

A pants decomposition is a multicurve that is maximal subject to inclusion. All pants decompositions of $\Sigma$ have cardinality $\xi(\Sigma)$.

2.7 Hyperbolic geometry

The Klein–Poincaré uniformization theorem implies that a surface of negative Euler characteristic such as a non-exceptional surface admits a complete hyperbolic Riemannian metric of constant negative curvature $-1$. Any curve (resp. multicurve) is uniquely represented by a simple closed geodesic (resp. union of pairwise disjoint simple closed geodesics) in such a metric (see Lemma 2.3 of [6], Proposition B.4.7 of [1], Proposition 1.5 of [7] or Lemma 2.4.4 of [16] for instance). Given two curves or multicurves $\mu$ and $\omega$ on $\Sigma$, if $u \in \mu$ and $v \in \omega$ denote their unique geodesic representatives in a hyperbolic metric then $\iota(\mu, \omega) = |u \cap v|$ (see Lemma 2.6 of [6] or Lemma 1.4 of [7] for instance).

We recall the following fact concerning the lifts of two loops to the universal cover.

**Lemma 2.2** Let $\Sigma$ be any non-exceptional surface and let $a$ and $b$ be two essential loops on $\Sigma$ such that $|a \cap b| = \iota([a], [b])$. Then, for any universal covering map $\pi : \mathbb{H}^2 \to \Sigma$, the intersection of any component of the preimage $\pi^{-1}(a)$ and any component of the preimage $\pi^{-1}(b)$ is either empty or a single point.

A proof of Lemma 2.2 can be found in Sect. 1.2 of [7].

2.8 Arcs

An arc on a surface is a homeomorphic image of the compact interval $[0, 1]$ of real numbers with the standard topology. All arcs are therefore simple and unoriented. On a surface two arcs with common endpoints are homotopic relative to their endpoints if and only if they
are isotopic relative to their endpoints [9]. An arc properly contained in a given arc, loop or multiloope v is referred to as a subarc of v.

2.9 Properly embedded arcs

For any subset $A \subseteq \Sigma$ we say that an arc $h$ is properly embedded in $(\Sigma, A)$ if $h \cap A = \partial h$ and there exists no closed disc whose boundary is the union of a compact subinterval of $h$ and a compact interval contained in $A$.

More generally, for two subsets $A, B \subseteq \Sigma$ we say that an arc $h$ is properly embedded in $(\Sigma, \{A, B\})$ if $\partial h \cap (A \cup B) = \partial h$, the intersection $h \cap A \cap B$ is empty, and there exists no closed disc whose boundary is the union of a compact subinterval of $h$ and a compact interval entirely contained in at least one of $A$ and $B$. An arc is properly embedded in $(\Sigma, A)$ if and only if it is properly embedded in $(\Sigma, \{A, \emptyset\})$.

2.10 Parallel arcs

We say that two properly embedded arcs are parallel in $(\Sigma, A)$ if they are homotopic relative to $A$ in the standard sense. To be precise, two properly embedded arcs $h_0$ and $h_1$ are parallel in $(\Sigma, A)$ if there exists a continuous map $H : h_0 \times [0, 1] \rightarrow \Sigma$ such that $H^{-1}(A) = (h_0 \cap A) \times [0, 1]$ and $H(h_0 \times \{i\}) = h_i$ for $i \in [0, 1]$.

More generally, two arcs $h_0$ and $h_1$ such that $\partial h_0 \subseteq A$ and $\partial h_1 \subseteq A$ are parallel in $(\Sigma, A)$ if there exist two sets $\{h_0^i, \ldots, h_0^n\}$ and $\{h_1^i, \ldots, h_1^n\}$ of arcs properly embedded in $(\Sigma, A)$ such that $h_0 = \bigcup_i h_0^i$ and $h_1 = \bigcup_i h_1^i$, such that both $h_0^i \cap h_0^{i+1}$ and $h_1^i \cap h_1^{i+1}$ are connected sets for each index $i \in \{1, \ldots, n-1\}$, and such that $h_0^i$ and $h_1^i$ are parallel for each index $i \in \{1, \ldots, n\}$.

If $h_0$ and $h_1$ are parallel in $(\Sigma, A)$ and $h_1$ and $h_2$ are parallel in $(\Sigma, A)$ then $h_0$ and $h_2$ are parallel in $(\Sigma, A)$.

2.11 Mapping class group

The mapping class group $\text{Map}(\Sigma)$ is defined as the group of all homeomorphisms of $\Sigma$ modulo the normal subgroup of those homeomorphisms homotopic to the identity. The mapping class group acts naturally on $X(\Sigma)$ via the group action of homeomorphisms on the set of all loops. These actions have been studied by numerous authors in numerous ways; see [2,4,12,28] and references contained therein.

A mapping class $\phi \in \text{Map}(\Sigma)$ is said to be pseudo-Anosov if no non-zero power of $\phi$ fixes a curve, equivalently if $\ell(\alpha, \phi^n \beta)$ grows exponentially in $n$ for any two curves $\alpha, \beta \in X(\Sigma)$ (see [8]). A mapping class $\phi$ is said to be partially pseudo-Anosov if no non-zero power of $\phi$ fixes a pants decomposition, equivalently if $\ell(\mu, \phi^n \omega)$ grows exponentially in $n$ for any two pants decompositions $\mu$ and $\omega$.

2.12 Harvey’s curve graph

In [13] Harvey associates to a surface $\Sigma$ a flag simplicial complex of simplicial dimension $\xi(\Sigma) - 1$ called the curve complex. We study the 1-skeleton of this complex, denoted $\mathcal{G}(\Sigma)$ and referred to as the curve graph. This is defined independently by taking the vertex set to be $X(\Sigma)$ and declaring two vertices to be joined by an edge if and only if they are distinct and, as curves, they are disjoint.
If $\xi(\Sigma) \geq 2$ the curve graph is connected and can be endowed with the canonical path-metric $d$ by realising $\mathcal{G}(\Sigma)$ as a length space with each edge of length 1. The distance between two curves is the length of any shortest path between them. Since the action of the mapping class group preserves intersection number, the action is by isometries. With only a few exceptions, the isometry group of the curve graph is in fact isomorphic to the mapping class group $[15, 18, 22]$. For any two curves $\alpha, \beta \in X(\Sigma)$ and $\phi \in \text{Map}(\Sigma)$ a pseudo-Anosov mapping class, the distance $d(\alpha, \phi^n \beta)$ grows linearly in $n$ [24].

The curve graphs all have infinite diameter [14, 23] but it is a simple matter to effectively characterise the first three distances: Two curves are at distance 0 if and only if they are equal; are at distance 1 if and only if they are distinct and disjoint, and are at distance 2 if and only if they have positive intersection number and there exists a curve disjoint from both. Two curves $\alpha$ and $\beta$ are at distance at least 3 if and only if every curve has positive intersection number with at least one of $\alpha$ and $\beta$, whereupon $\{\alpha, \beta\}$ may be said to fill the surface. Given two loops $a$ and $b$ representing a pair of curves $a \in \alpha$ and $b \in \beta$ that fills the surface, the complement of the union $a \cup b$ is the disjoint union of finitely many open discs and once-punctured open discs.

The distance between a pair of curves and their intersection number are related in the following well-known lemma, recalled from Lemma 2.1 in [14] with the upper bound cast as an integer.

**Lemma 2.3** If $\xi(\Sigma) \geq 2$, we have $d(\alpha, \beta) \leq \lfloor 2\log_2(\iota(\alpha, \beta)) \rfloor + 2$ for all $\alpha, \beta \in X(\Sigma)$.

Upper bounds on distance in terms of intersection number have been circulating for some time though the earliest in print appears to be Lemma 2.1 of [23] or Lemma 2.1 of [14]. Their proofs typically use an argument given by Lickorish [21]. In general one can do no better than logarithmic given the existence pseudo-Anosov mapping classes.

We say that two multicurves $\mu$ and $\omega$ are of distance $n$, and write $d(\mu, \omega) = n$, if $d(\gamma, \delta) = n$ for each $\gamma \in \mu$ and $\delta \in \omega$. For two multicurves $\mu$ and $\omega$ of distance $d(\mu, \omega) \geq 1$, if $u$ and $v$ are their respective geodesic representatives in a hyperbolic metric on the surface then $\iota(\mu, \omega) = |u \cap v| = |u \triangleleft v|$.

2.13 Intervals

A *decomposition* of a compact interval $J$ into compact intervals is a set $\mathcal{J}$ of compact intervals such that $J = \bigcup_{J} I$ and such that, for all $I_1$ and $I_2$ in $\mathcal{J}$, the intersection $I_1 \cap I_2$ is infinite if and only if $I_1 = I_2$.

An *interval of integers* is a non-empty subset of $\mathbb{Z}$ of the form $\{n \in \mathbb{Z} : i \leq n \leq j\}$ for some $i, j \in \mathbb{Z} \cup \{\pm \infty\}$ with $i \leq j$.

2.14 Paths and multipaths

We regard a *path* in the curve graph as a sequences of curves $(\gamma_i)_i$ indexed by an interval of integers such that consecutive curves are distinct and disjoint, equivalently they span an edge in the curve graph. A *multipath* is a sequence of multicurves $(\omega_i)_i$ indexed by an interval of integers such that, for each $\gamma_i \in \omega_i$ and each $i$, the sequence $(\gamma_i)_i$ is a path. If $(\gamma_i)_i$ is a path then $(\{\gamma_i\})_i$ is a multipath.

If a given path or multipath has a finite minimal or maximal index we refer to such an index and the corresponding curve or multicurve as *terminal*. We refer to all the other indices and their corresponding curves or multicurves as *non-terminal*. 
2.15 Geodesics and multigeodesics

A geodesic is a path \((\gamma_i)_i\) such that \(d(\gamma_i, \gamma_j) = |i - j|\) for any two finite indices \(i\) and \(j\). A multipath \((\omega_i)_i\) is a multigeodesic if for each \(\gamma_i \in \omega_i\) and each \(i\) the sequence \((\gamma_i)_i\) is a geodesic path. If \((\gamma_i)_i\) is a geodesic then \((\{\gamma_i\})_i\) is a multigeodesic.

2.16 Relative boundary

To any pair of multicurves \(\omega_0\) and \(\omega_2\) at distance 2, Masur–Minsky [24] associate a multicurve called its relative boundary \(\partial(\omega_0, \omega_2)\) as follows. First, choose a representative multiloop \(v_0\) of \(\omega_0\) and a representative multiloop \(v_2\) of \(\omega_2\) such that \(|v_0 \cap v_2| = \iota(\omega_0, \omega_2)\). Take an open set \(U\) that admits a neighbourhood deformation retraction onto the union \(v_0 \cup v_2\) and whose boundary is a disjoint union of finitely many loops. Attach to \(U\) all the closed disc and once-punctured closed disc components of \(\Sigma \setminus U\) and denote the resulting subsurface of \(\Sigma\) by \(U^*\). The free homotopy class of any multiloop maximal subject to inclusion and contained in \(\partial U^*\) is a non-empty and well-defined multicurve associated to the pair \((\omega_0, \omega_2)\), its relative boundary.

2.17 Tight geodesics

**Definition 2.4** (Masur–Minsky) A multigeodesic \((\omega_i)_i\) is fully tight at \(\omega_j\) for some non-terminating index \(j\) if \(\omega_j = \partial(\omega_{j-1}, \omega_{j+1})\). We say \((\omega_i)_i\) is fully tight if it is fully tight at each non-terminating \(\omega_j\).

The existence of a fully tight multigeodesic between any two curves is established in the proof of Lemma 4.5 from [24] as follows: Let us suppose \((\omega_0, \omega_1, \omega_2, \omega_3)\) is a multigeodesic fully tight at \(\omega_2\). We replace \(\omega_1\) with the relative boundary \(\partial(\omega_0, \omega_2)\) of \(\omega_0\) and \(\omega_2\). It can be shown that this does not affect the tightness at \(\omega_2\), that is \((\partial(\omega_0, \omega_2), \omega_2, \omega_3)\) is fully tight. This tightening operation is therefore stable and can be applied to the vertices of a geodesic path in any order to produce a fully tight multigeodesic with the same endpoints.

Between a pair of curves of distance 2 there is only one fully tight multigeodesic. In general it is conceivable that tightening a given geodesic or multigeodesic in a different order may produce a different multipath.

An important observation concerning the relative boundary is the following.

**Lemma 2.5** Suppose \(\omega_0\) and \(\omega_2\) are two multicurves at distance 2. If \(\delta \in X(\Sigma)\) is any curve such that \(\iota(\delta, \partial(\omega_0, \omega_2)) > 0\), then \(\iota(\delta, \omega_0) > 0\) or \(\iota(\delta, \omega_2) > 0\).

This brings us to a slight generalisation of Definition 2.4.

**Definition 2.6** (Bowditch) A multigeodesic \((\omega_i)_i\) is tight at \(\omega_j\) for some non-terminating index \(j\) if for any curve \(\delta \in X(\Sigma)\) whenever \(\iota(\delta, \omega_j) > 0\) we have \(\iota(\delta, \omega_{j-1}) > 0\) or \(\iota(\delta, \omega_{j+1}) > 0\). We say \((\omega_i)_i\) is tight if it is tight at each non-terminating \(\omega_j\).

We note that any fully tight multigeodesic is tight, and that if \((\omega_0, \omega_1, \omega_2)\) is a tight multigeodesic then \(\omega_1 \subseteq \partial(\omega_0, \omega_2)\).

**Definition 2.7** (Bowditch) A geodesic \((\omega_i)_i\) is tight if there exists a tight multigeodesic \((\omega_i)_i\) such that \(\alpha_i \in \omega_i\) for each index \(i\).

---

1 The term “tight multigeodesic” is used in [24], “fully tight” is the author’s own term.
We note that in the curve graph of the five-times punctured sphere and the twice-punctured torus every geodesic path is tight for the topology of the two surfaces leaves no alternative.

We rely on Definition 2.6 only in the proof of Lemma 3.2.

2.18 Stable lengths

Given a metric space \((X, d)\) and an isometry \(\phi : X \to X\), the stable length \(\|\phi\|\) of \(\phi\) is defined equal to \(\lim_{n \to \infty} d(x, \phi^n x)/n\), for any \(x \in X\). It can be verified that \(\|\phi\|\) is always finite and, by twice applying the metric triangle inequality, that \(\|\phi\|\) does not depend on the choice of \(x\).

3 Proof of Proposition 1.3

3.1 Curve surgery

We first take a pair of intersecting curves and return a new curve with useful properties.

**Lemma 3.1** Let \(\gamma \) and \(\beta\) be any two curves on \(\Sigma\), and let \(c \in \gamma, b \in \beta\) be loops such that \(|c \cap b| = \iota(\gamma, \beta)\). Let \(J\) be any compact non-empty subinterval of \(b\). Suppose there exists a subarc of \(c\) such that \(|h \cap J| = 3\). Then, there exists a curve \(\delta \in X(\Sigma)\) represented by a loop in every open subset of \(\Sigma\) containing \(h \cup J\) such that \(\iota(\delta, \gamma) > 0\) and such that \(\iota(\delta, \beta) > 0\).

**Proof** We construct a parameterised loop \(p : [0, 1] \to \Sigma\) as follows. Let \(x_1, x_2\) and \(x_3\) denote the three points of \(h \cap J\) where \(x_2\) separates \(x_1\) and \(x_3\) along \(h\), and let \(h_1\) denote the subarc of \(h\) connecting \(x_1\) and \(x_2\) and let \(h_2\) denote the subarc of \(h\) connecting \(x_2\) and \(x_3\). The construction of \(p\) falls into three types (see the left half of Fig. 1).

- (Type 1) If there exists \(i \in \{1, 2\}\) such that \(h_i\) is incident to \(J\) from both sides of \(b\) we form \(p\) by traversing \(h_i\) and then the subinterval of \(J\) spanned by \(\partial h_i\).
- (Type 2) Otherwise, if \(x_2\) does not separate \(x_1\) and \(x_3\) along \(J\) we form \(p\) by traversing \(h\) from \(x_1\) and then the subinterval of \(J\) spanned by \(x_3\) and \(x_1\).
- (Type 3) If instead \(x_2\) separates \(x_1\) and \(x_3\) along \(J\) we form \(p\) by traversing \(h_1\) from \(x_1\) to \(x_2\), \(J\) from \(x_2\) to \(x_3\), \(h_2\) from \(x_3\) to \(x_2\), and then \(J\) from \(x_2\) to \(x_1\).

We extend \(p\) to a periodic map \(p : \mathbb{R} \to \Sigma\) such that \(p(t + 1) = p(t)\) for all \(t \in \mathbb{R}\). Let \(\pi : \mathbb{H}^2 \to \Sigma\) denote a universal covering map and \(\tilde{p}\) any \(\pi\)-lift of \(p\). We denote \(\tilde{p}(i)\) by \(\tilde{z}_i\), the \(\pi\)-lift of \(b\) containing \(z_i\) by \(\tilde{b}_i\), and the \(\pi\)-lift of \(c\) containing \(z_i\) by \(\tilde{c}_i\) for each integer \(i \in \mathbb{Z}\). The union of all \(\tilde{b}_i\) will typically be a proper subset of the preimage \(\pi^{-1}(b)\), and similarly the union of all \(\tilde{c}_i\) will typically be a proper subset of \(\pi^{-1}(c)\).

We note \((\tilde{b}_i)_{i} \) and \((\tilde{c}_i)_{i}\) are both sequences of uniform simple quasi-geodesics, and that \(\tilde{b}_{i-1}\) and \(\tilde{b}_{i+1}\) are separated in \(\mathbb{H}^2\) by \(\tilde{b}_i\) and that \(\tilde{c}_{i-1}\) and \(\tilde{c}_{i+1}\) are separated in \(\mathbb{H}^2\) by \(\tilde{c}_i\) for every \(i \in \mathbb{Z}\) regardless of the type defining \(p\). Since \(|c \cap b| = \iota(\gamma, \beta)\), according to Lemma 2.2 we know \(\tilde{b}_i\) intersects \(\tilde{c}_j\) in only at most one point for each \(i, j \in \mathbb{Z}\). In particular we note that \(\tilde{z}_0 \neq \tilde{z}_2\), so \(p(\mathbb{R})\) is not homotopically trivial, and that \(\tilde{p}(\mathbb{R})\) intersects every \(\tilde{b}_i\) and every \(\tilde{c}_j\) in a non-empty connected set (see the right half of Fig. 1).

Regardless of the type defining \(p\) there exists a positive real number \(\epsilon_0 > 0\) such that, for any positive real number \(\epsilon\) with \(0 < \epsilon < \epsilon_0\), at least one component \(\tilde{c}\) of the boundary of the open \(\epsilon\)-neighbourhood of the image \(\tilde{p}(\mathbb{R})\) in \(\mathbb{H}^2\) projects to a loop \(\pi(\tilde{c})\) under \(\pi\). We denote this loop by \(e\). Since \(\tilde{e}\) is homotopic to \(\tilde{p}(\mathbb{R})\) we note \(e\) is a not a trivial loop.
Moreover, $\tilde{e}$ intersects each $\tilde{b}_i$ and each $\tilde{c}_j$ in a single point. It follows $e$ is also not peripheral and must be essential, defining a curve $\delta$ whose intersection number with $\gamma$ and with $\beta$ is positive.

\[\Box\]

3.2 Motivating example

We motivate our arguments by offering a proof of Proposition 1.3 for multigeodesic paths of length 3. In so doing, we demonstrate how Lemma 3.1 will be applied.

Let $\pi = (\omega_0, \omega_1, \omega_2, \omega_3)$ be a multigeodesic tight at $\omega_1$. There exist representative multiloops $v_i$ of $\omega_i$ for $i \in \{0, 1, 2, 3\}$ such that $v_i \cap v_j \cap v_k = \emptyset$ for integers $0 \leq i < j < k \leq 3$
and such that $\iota(\omega_i, \omega_j) = |v_i \cap v_j|$ for integers $0 \leq i < j \leq 3$. In particular and by assumption, $v_2 \cap v_3 = \emptyset$.

Suppose for contradiction that $\iota(\omega_1, \omega_3) \geq 2\kappa(\Sigma)\iota(\omega_0, \omega_3) + 1$. The pigeonhole principle tells us that there exists a non-empty compact interval $J \subset v_3 \setminus v_0$ such that $|v_1 \cap J| \geq 2\kappa(\Sigma) + 1$ and that there exists a loop component $c_1$ of $v_1$ such that $|c_1 \cap J| \geq 3$. Let $h$ denote any subarc of $c_1$ such that $|h \cap J| = 3$.

Applying Lemma 3.1 to $h$ along $J$ we know there exists a curve $\delta$ represented by a loop in every open set containing $h \cup J$ such that $\iota(\delta, \omega_1) > 0$. Since $\pi$ is tight at $\omega_1$ the curve $\delta$ must also have positive intersection number with at least one of $\omega_0$ and $\omega_2$. Now both $h$ and $J$ are disjoint from $v_0$ and so $\iota(\delta, \omega_0) = 0$. Thus, $\iota(\delta, \omega_2) > 0$ is the only possibility and it follows that $(h \cup J) \cap v_2 \neq \emptyset$. However, $h$ is a subarc of $v_1$ and is therefore disjoint from $v_2$. We conclude that $J \cap v_2 \neq \emptyset$ and as such $v_2 \cap v_3 \neq \emptyset$. This is absurd, and we complete the contradiction.

We have just proven that $\iota(\omega_1, \omega_3) \leq 2\kappa(\Sigma)\iota(\omega_0, \omega_3)$.

3.3 Realising curves

From now on $(\omega_0, \ldots, \omega_n)$ is a multigeodesic tight at $\omega_1$ and the multiloops $v_i$ representing $\omega_i$, for $i \in \{0, \ldots, n\}$, together satisfy the following conditions:

1. the components of $v_i$ are pairwise disjoint for each $i$;
2. $v_i$ and $v_j$ have only transverse intersection for $i \leq j - 2$;
3. $v_i \cap v_{i+1} = \emptyset$ for each $i \leq n - 1$;
4. $|v_i \cap v_n| = \iota(\omega_i, \omega_n)$ for each $i \leq n - 2$, and
5. $v_i \cap v_j \cap v_n = \emptyset$ for $i + 1 < j < n - 1$.

We could for instance endow $\Sigma$ with a fixed complete hyperbolic metric and represent each $\omega_i$ uniquely by a union of geodesics. This will simultaneously minimise all the pairwise
intersection numbers but in particular ensure conditions (1)–(4) are satisfied. Perturbing these geodesics if need be, in addition we have (5). We draw the reader’s attention to the distinction between the multiloop \( v_1 \) and its multicurve \( \omega_1 = [v_1] \).

In what follows we denote by \( J \) an arbitrary non-empty compact subinterval of \( v_n \setminus v_0 \) and by \( c_n \) the component of \( v_n \) containing \( J \).

### 3.4 Small intersection numbers

**Lemma 3.2** Suppose \(|c_1 \cap J| \geq 3\) for some component \( c_1 \) of \( v_1 \). Then \( v_2 \cap J \) is non-empty.

**Proof** Let \( h \) denote any subarc of \( c_1 \) such that \(|h \cap J| = 3\). According to Lemma 3.1, there exists a curve \( \delta \) represented by a loop in any open set containing \( h \cup J \) and of positive intersection number with \( \omega_1 \). The tightness of the multigeodesic at \( \omega_1 \) implies \( \delta \) has positive intersection number with at least one of \( \omega_0 \) and \( \omega_2 \). However \( v_0 \) is disjoint from \( v_1 \) and \( J \), and \( v_2 \) is disjoint from \( v_1 \). It follows \( v_2 \cap J \) must be non-empty. \( \square \)

**Corollary 3.3** Suppose \(|v_1 \cap J| \geq 2\xi(\Sigma) + 1\). Then \( v_2 \cap J \) is non-empty.

**Proof** There exists a component \( c_1 \) of \( v_1 \) such that \(|c_1 \cap J| \geq 3\). The claim now follows from Lemma 3.2. \( \square \)

### 3.5 Nested intersection

**Lemma 3.4** For \( 2 \leq m < n \) suppose there exists a continuous map \( H : [0, 1] \times [0, 1] \to \Sigma \) such that:

1. \( v_0 \cap \operatorname{im}(H) = \emptyset \);
2. \( H([\frac{1}{2}] \times [0, 1]) \subseteq v_m \), and
3. \( H([0, 1] \times [0, \frac{1}{2}, 1]) \subseteq J \).

Let \( J_0 \subseteq J \) be any compact subinterval of \( J \) containing the image \( H([\frac{1}{2}] \times [0, \frac{1}{2}, 1]) \). Then, the set \( v_{m+1} \cap J_0 \) is non-empty.

**Proof** We note that the existence of such a subinterval \( J_0 \) is assured by condition (3).

Appealing to conditions (2) and (3) there exists a compact connected 1-submanifold \( h \) of \( H([\frac{1}{2}] \times [0, 1]) \) such that \(|h \cap J_0| = 3\). Let \( c_m \) denote the component of \( v_m \) containing \( h \) and whose existence is also assured by condition (2). We note that \( h \) is not a loop because otherwise it represents a curve simultaneously of distance at least 2 from every component of \( \omega_0 \) and, by condition (1), disjoint from \( v_0 \) and this would be absurd. Thus, \( h \) is a proper subarc of \( c_m \) (see Fig. 2).

We appeal to Lemma 3.1, with \( \gamma = [c_m], \beta = [c_n], c = c_m, b = c_n \) and to \( h \) along \( J_0 \), to find a curve \( \delta \) represented by a loop in any open set containing \( h \cup J_0 \). Since \( v_0 \cap h = \emptyset \), \( v_0 \cap J_0 = \emptyset \) and the topology of a surface is regular there exists an open set \( U \) containing \( h \cup J_0 \) such that \( U \cap v_0 = \emptyset \). For any loop \( e_m \in \delta \) representing \( \delta \) such that \( e_m \subset U \) it follows \( e_m \cap v_0 = \emptyset \). We conclude that \( \iota(\delta, \omega_0) = 0 \).

We now note that \( c_m \cap v_{m+1} = \emptyset \) because \( c_m \subseteq v_m \) and \( v_m \cap v_{m+1} = \emptyset \). If in addition \( v_{m+1} \cap J_0 = \emptyset \) then, after replacing both \( U \) and \( e_m \) if need be, \( e_m \) is disjoint from \( v_{m+1} \). It follows that \( \iota(\delta, \omega_{m+1}) = 0 \). Moreover, since \( \iota(\delta, \omega_0) \) is zero and \( m \geq 2 \), we note that \( \delta \) is distinct from each component of \( \omega_{m+1} \). We therefore have a multipath \((\omega_0, \delta, \omega_{m+1})\) of length 2 and so \( d(\omega_0, \omega_{m+1}) \leq 2 \). This is absurd, since \( d(\omega_0, \omega_{m+1}) = m + 1 \geq 2 + 1 \).
We thus set $\mathcal{A}$ to be a set of pairwise homotopically disjoint pairwise non-parallel arcs properly embedded in $(\Sigma, I)$ there are at least $s$ arcs parallel in $(\Sigma, I)$.

**Proof** A set of pairwise homotopically disjoint pairwise non-parallel arcs properly embedded in $(\Sigma, I)$ has cardinality at most $6g(\Sigma) + 2n(\Sigma) - 3$. By the pigeonhole principle, we can define $K_0(s) := \max\{(6g(\Sigma) + 2n(\Sigma) - 3)(s - 1) + 1, 0\}$. 

**Corollary 3.6** Let $s$ be a non-negative integer. There exists a computable constant $K(s)$ such that in any set $\mathcal{A}$ of at least $K(s)$ pairwise homotopically disjoint arcs each intersecting a compact interval $I$ on $\Sigma$ only three times and whose boundaries are contained in $I$ there are at least $s$ arcs parallel in $(\Sigma, I)$.

**Proof** A fairly crude constant $K(s)$ can be obtained as follows. Suppose $\mathcal{A}$ contains at least $K_0(K_0(s))$ such arcs. Each of these arcs can be expressed as the union of two arcs properly embedded in $(\Sigma, I)$. By Lemma 3.5, there exist $K_0(s)$ arcs in $\mathcal{A}$ containing a properly embedded subarc parallel to a common arc. Among these arcs, Lemma 3.5 implies there exist $s$ parallel arcs. We thus set $K(s) = K_0(K_0(s))$. 

### 3.7 Large intersection

**Lemma 3.7** There exists a computable and monotonic increasing exponential function $G : \mathbb{N} \to \mathbb{N}$ such that the following holds. For $m$ a non-negative integer strictly less than $n$, if $|v_1 \cap J| \geq G(m)$ then there exists a sequence of nested subintervals $J_1 \supset J_2 \supset \cdots \supset J_m$ of $J$ such that:

1. $\partial J_i \subset v_i$ for each $i \in \{1, \ldots, m\}$, and
2. $v_{m+1} \cap J_m \neq \emptyset$.

**Proof** We define $G(0) := 0$ and note by Corollary 3.3 that $G(1) := 2\xi(\Sigma) + 1$ satisfies our assertion for $m = 1$ when $J_1$ is defined to be the intersection of all compact subintervals of $J$ containing a common set comprising $G(1)$ pairwise distinct points of $v_1 \cap J$. We regard $m = 1$ as the base case for an induction on $m$ and henceforth $m \geq 2$.

Suppose inductively we have found $G(m)$. If $|v_1 \cap J| \geq 3K(3)G(m)$ we can decompose $J$ into the union of at least $3K(3)$ compact subintervals $J_i^1$, for $i \in \{1, \ldots, 3K(3)\}$, each intersecting $v_1$ at least $G(m)$ times and such that $\partial J_i^1 \subset v_i$ for each index $i$ and such that $J_i^1 \cap J_i^1$ is finite for indices $i < j$. The inductive hypothesis implies the existence of a nested sequence of compact intervals $J_1^1 \supset J_2^1 \supset \cdots \supset J_m^1$ such that $\partial J_i^1 \subset v_j$ and $v_{m+1} \cap J_m^1 \neq \emptyset$ for each index $i$ and $j$.

Let $\mathcal{A}$ denote the set of all subarcs $h$ of $v_1$ such that $|h \cap J| = 3$, $\partial h \subset J$ and $\partial h \cap \partial J_i^1$ is non-empty for some index $i$. The set $\mathcal{A}$ has cardinality at least $K(3)$. We apply Corollary 3.6 to this set $\mathcal{A}$ and $(\Sigma, J)$ to find a family of three or more pairwise parallel arcs belonging to $\mathcal{A}$.

 Springer
Remark

We may take nested sequence of intervals, completing the induction. ⊓⊔

Substituting in the defining expression for $F$ such $j$ for each $G$

A proof of Proposition 1.3 can be completed as follows. We define a function $G$ by

$$I_j := H\left(\left\{ \frac{1}{2} \pm \frac{m + 1 - j}{2m} \right\} \times [0, 1]\right) \subseteq v_j$$

for each $j \in \{1, \ldots, m + 1\}$ and where the images $I_j$ are pairwise disjoint. In other words, the homotopy $H$ can be one “swept out” by $J^j \supset \cdots \supset J^1$ so to speak.

Let $\hat{J}_j$ denote the intersection of all compact subintervals of $J$ containing $I_j \cap J$ for each $j \in \{1, \ldots, m + 1\}$. We note that $\hat{J}_1 \supset \hat{J}_2 \supset \cdots \supset \hat{J}_{m+1}$ and that $\partial \hat{J}_j \subset v_j$ for each such $j$. We also note that $H((\frac{1}{2}) \times [0, 1]) \subset \hat{J}_1$, because $I_{m+1} = H((\frac{1}{2}) \times [0, 1])$ and $H((\frac{1}{2}) \times [0, 1]) \subset \hat{J}_1$.

We can now apply Lemma 3.4 along $\hat{J}_1 \subset J$ to deduce $v_{m+2} \cap \hat{J}_{m+1} \neq \emptyset$. We therefore define $G(m + 1) = 3K(3)G(m)$ and then take $\hat{J}_1 \supset \hat{J}_2 \supset \cdots \supset \hat{J}_{m+1}$ as the promised nested sequence of intervals, completing the induction. □

Remark We may take $G(0) = 0$ and $G(n) = (2\xi(\Sigma) + 1)(3K(3))^{n-1}$ for all $n \in \mathbb{N}_+$.

3.8 Intersection bounds

A proof of Proposition 1.3 can be completed as follows. We define a function $F_1 : \mathbb{N} \to \mathbb{N}$ by

$$F_1(n) := nG([2\log_2 n])$$

for all $n \in \mathbb{N}_+$ and $F_1(0) := 0$. We note that $n \leq F_1(n)$ for all non-negative integers $n \in \mathbb{N}$. We also note that $\iota(\omega_0, \omega_n)$ is non-zero as $d(\omega_0, \omega_n) \geq 2$ by assumption.

Suppose for contradiction $\iota(\omega_1, \omega_n) > F_1(\iota(\omega_0, \omega_n))$, noting $n$ is then at least 3. The intersection number $\iota(\omega_1, \omega_n)$ can be expressed as the sum of $|v_1 \cap J|$ over each component $J_1$ of $v_n \setminus v_0$, of which there are exactly $\iota(\omega_0, \omega_n)$, and so there exists a compact subinterval $J$ of $v_n \setminus v_0$ such that

$$\iota(\omega_0, \omega_n)|v_1 \cap J| \geq \iota(\omega_1, \omega_n).$$

Combining the two inequalities, we find

$$\iota(\omega_0, \omega_n)|v_1 \cap J| > F_1(\iota(\omega_0, \omega_n)).$$

Substituting in the defining expression for $F_1$ yields

$$\iota(\omega_0, \omega_n)|v_1 \cap J| > \iota(\omega_0, \omega_n)G([2\log_2(\iota(\omega_0, \omega_n))])$$

and after dividing both sides by the non-zero integer $\iota(\omega_0, \omega_n)$ we have

$$|v_1 \cap J| > G([2\log_2(\iota(\omega_0, \omega_n))]).$$

We recall $G(n)$ is monotonic increasing in $n$, and appealing to Lemma 2.3 we find

$$|v_1 \cap J| > G(n - 2).$$

However, condition (2) of Lemma 3.7 implies $v_{n-1} \cap v_n$ is not empty and this is absurd. With this we complete the contradiction, and a proof of Proposition 1.3. □
4 Proof of Corollary 1.4

Given a function $\Theta : \mathbb{N} \to \mathbb{N}$ we define a sequence of functions $(\Theta^m)_{m \in \mathbb{N}}$ inductively by first defining $\Theta^0$ to be the identity on $\mathbb{N}$ and then defining the iterate $\Theta^{m+1} := \Theta \circ \Theta^m$ for each non-negative integer $m \in \mathbb{N}$. We use the notation $\Theta^m(n)$ for the natural number obtained by evaluating the function $\Theta^m$ at $n$ for each $m, n \in \mathbb{N}$. In general this will be distinct from the value of $\Theta(n)$ raised to the power of $m$, denoted $\Theta(n)^m$.

For each index $m \in \{1, \ldots, n-2\}$, by Proposition 1.3 we have

$$\ell(\omega_m, \omega_n) \leq F_1(\ell(\omega_{m-1}, \omega_n)).$$

As $k \leq F_1(k)$ for all $k \in \mathbb{N}$, we have

$$F_1(\ell(\omega_{m-1}, \omega_n)) \leq F_1(F_1(\ell(\omega_{m-2}, \omega_n))) = F_1^2(\ell(\omega_{m-2}, \omega_n)) \leq \cdots \leq F_1^m(\ell(\omega_0, \omega_n)).$$

If we define $F(n) = F_1^{|2\log_2(n)|}(n)$ for all $n \in \mathbb{N}$, then by Lemma 2.3 we have

$$\ell(\omega_m, \omega_n) \leq F(\ell(\omega_0, \omega_n))$$

for all indices $m$. By reversing the multigeodesic and repeating this argument we find

$$\ell(\omega_0, \omega_m) \leq F(\ell(\omega_0, \omega_n))$$

for all indices $m$. This completes the proof of Corollary 1.4.

5 Proof of Theorem 1.2

Lemma 5.1 Suppose $\Sigma$ is a non-exceptional surface. Let $\alpha, \beta \in X(\Sigma)$ be two curves such that $d(\alpha, \beta) \geq 3$ and let $K$ be any non-negative integer. Then, the set $\{\gamma \in X(\Sigma) : \ell(\alpha, \gamma) + \ell(\gamma, \beta) \leq K\}$ is computable and has finite cardinality uniformly and explicitly bounded above in terms of $\ell(\alpha, \beta)$, $n(\Sigma)$ and $K$.

Proof Let $a \in \alpha$ and $b \in \beta$ be representative loops such that $|a \cap b| = \ell(\alpha, \beta)$. Since $d(\alpha, \beta) \geq 3$, the two curves together fill the surface. The complement of the union $a \cup b$ is therefore the disjoint union of finitely many open discs and once-punctured open discs. For any curve $\gamma \in X(\Sigma)$ we can find a loop $c \in \gamma$ such that $|c \cap a| = \ell(\gamma, \alpha)$, $|c \cap b| = \ell(\gamma, \beta)$ and $a \cap b \cap c = \emptyset$. We can thus express $c$ as the union of at most $\ell(\alpha, \gamma) + \ell(\gamma, \beta)$ intervals each properly embedded in $(\Sigma, \{a, b\})$.

Let $\Lambda$ denote the set of all loops $c$ equal to the union of at most $K$ compact intervals each properly embedded in $(\Sigma, \{a, b\})$. We say that two such loops $c_0$ and $c_1$ are equivalent if there exists a continuous map $H : c_0 \times [0, 1] \to \Sigma$ such that $H(c_0 \times \{i\}) = c_i$ for $i \in [0, 1]$ and such that if $I \subset c_0$ is a compact interval properly embedded in $(\Sigma, \{a, b\})$ then $H(I \times \{i\})$ is similarly a properly embedded interval for all $i \in [0, 1]$. This defines an equivalence relation on the set $\Lambda$, and the set of equivalence classes is not only finite but also has cardinality that can be uniformly and explicitly bounded in terms of $K$ and $n(\Sigma)$. Each equivalence class determines a curve and the number of curves that can be represented this way while using at most $K$ properly embedded intervals is similarly bounded. Because every curve $\gamma \in X(\Sigma)$ such that $\ell(\alpha, \gamma) + \ell(\gamma, \beta) \leq K$ can be represented in this manner, we already have an upper bound on the number of such curves.

Consider any two curves $\alpha, \beta \in X(\Sigma)$. If $d(\alpha, \beta) \leq 2$ then there is only one fully tight multigeodesic connecting $\alpha$ and $\beta$ and therefore only finitely many tight geodesics. When
$d(\alpha, \beta) \geq 3$, by Theorem 1.4 the vertices of any tight multigeodesic, and therefore any tight geodesic, connecting $\alpha$ and $\beta$ have intersection number with $\alpha$ and intersection number with $\beta$ at most $F(\iota(\alpha, \beta))$. It follows from Lemma 5.1 with $K = 2F(\iota(\alpha, \beta))$ that only finitely many curves can appear on tight geodesics connecting $\alpha$ and $\beta$. There are thus only finitely many tight geodesics connecting $\alpha$ and $\beta$. This completes the proof of Theorem 1.2.

Remark All the dependence on the genus $g(\Sigma)$ is subsumed by $\iota(\alpha, \beta)$ since $\{\alpha, \beta\}$ is assumed to fill the surface.

6 Proof of Theorem 1.5

An algorithm is given as follows. If $d(\alpha, \beta) \leq 2$ there is only one fully tight multigeodesic connecting $\alpha$ and $\beta$. We assume $d(\alpha, \beta) \geq 3$ so that $\alpha$ and $\beta$ together fill the surface. By Lemma 5.1, the set of all curves $\gamma$ found on tight geodesics connecting $\alpha$ and $\beta$ and satisfying $\iota(\alpha, \gamma) + \iota(\gamma, \beta) \leq F(\iota(\alpha, \beta))$ has finite cardinality uniformly and explicitly bounded above in terms of $\iota(\alpha, \beta)$ and $n(\Sigma)$. We list all of the paths connecting $\alpha$ and $\beta$ of length at most $\lfloor 2\log_2(\iota(\alpha, \beta)) \rfloor + 2$ that can be constructed using these curves. By Lemma 2.3 there exists at least one such path. The shortest paths on this list are all geodesics, and those that are tight account for all of the tight geodesics. This completes the proof of Theorem 1.5. \qed

7 Stable lengths

In [3] hyperbolicity constants for $\mathcal{G}(\Sigma)$ in terms of the logarithm of the surface complexity are found. Theorem 1.4 of [4] asserts the existence of a positive integer $N$ depending only on the topology of the surface such that, for each pseudo-Anosov mapping class $\phi$, there exists a tight geodesic axis in $\mathcal{G}(\Sigma)$ invariant under the action of $\phi^N$.

**Proposition 7.1** There exists a finite time algorithm which takes as input a surface $\Sigma$, a pseudo-Anosov mapping class $\phi$ and a positive integer $N$ such that $\phi^N$ has a geodesic axis and returns the stable length $||\phi||$ of $\phi$.

**Proof** We may fix a choice of $k$ such that $\mathcal{G}(\Sigma)$ is $k$-hyperbolic [23], and choose an integer $M \geq 50k + 20$. If $\phi$ is not already the $N$th power of a pseudo-Anosov mapping class we may replace it with such and remember to divide the new stable length by $N$. Thus, without loss of generality, let us suppose that $\phi$ is already the $N$th power of some pseudo-Anosov mapping class. Then, $\phi$ is also a pseudo-Anosov mapping class and has a geodesic axis, denoted $L$, on which it acts by translation.

Let $\alpha$ be any curve and use Corollary 1.5 to construct a geodesic $\rho$ from $\alpha$ to $\phi^M\alpha$ in $\mathcal{G}(\Sigma)$. In a $k$-hyperbolic geodesic metric space each geodesic rectangle is $8k$-thin, so that any point on any one side of the rectangle is within distance $8k$ from the union of the other three; see [10,11]. A midpoint or near midpoint $\beta$ of $\rho$ lies within $8k$ of $L$. On the one hand we have $||\phi|| = ||\phi^M||/M \leq d(\beta, \phi^M\beta)/M$, and on the other

$$d(\beta, \phi^M\beta)/M \leq (||\phi^M|| + 16k)/M = (M||\phi|| + 16k)/M = ||\phi|| + (16k/M) < ||\phi|| + 1.$$
That is, $d(\beta, \phi^M \beta)/M - 1 < ||\phi||$. Combining the two inequalities, we have
\[ d(\beta, \phi^M \beta)/M - 1 < ||\phi|| \leq d(\beta, \phi^M \beta)/M \]
and this uniquely determines the integer $||\phi||$. To compute $||\phi||$ we now need only appeal to Corollary 1.6 and calculate $d(\beta, \phi^M \beta)$. \qed

We have neither constructed an axis for $\phi^N$ nor have we seen how to compute appropriate values for $N$. It may interest the reader to find ways of doing so.
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