Determination of k-mer density in a DNA sequence and subsequent cluster formation algorithm based on the application of electronic filter
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We describe a novel algorithm for information recovery from DNA sequences by using a digital filter. This work proposes a three-part algorithm to decide the k-mer or q-gram word density. Employing a finite impulse response digital filter, one can calculate the sequence’s k-mer or q-gram word density. Further principal component analysis is used on word density distribution to analyze the dissimilarity between sequences. A dissimilarity matrix is thus formed and shows the appearance of cluster formation. This cluster formation is constructed based on the alignment-free sequence method. Furthermore, the clusters are used to build phylogenetic relations. The cluster algorithm is in good agreement with alignment-based algorithms. The present algorithm is simple and requires less time for computation than other currently available algorithms. We tested the algorithm using beta hemoglobin coding sequences (HBB) of 10 different species and 18 primate mitochondria genome (mtDNA) sequences.

Over the last two decades, available DNA sequence data has grown exponentially. The understanding of the biological information and their implication with huge amount of DNA data has emphasized the crucial need for supportive sequencing methodologies. The development of cost-effective, efficient, and fast methods for sequence study is highly demanded. Substantial information for DNA sequence that put forward the arrangement of sequences variability indicates that the quantum of sequences that might have occurred throughout history is fewer in comparison to all possible sequences. For example, considering 100 bp DNA sequence, one can construct as much as $4^{100}$ possible sequences. It demonstrates that only few of them thus exist in reality. The four letters A, C, G and T which denotes the four nucleotides, make the alphabetic sequence for coding genetic information. The genome sequences which consist of different gene can be readable by computer. Dealing with DNA sequence with computer becomes one of the prime domains in bioinformatics. It has vast application in data mining, comparative genomics, molecular phylogy and genome annotation.

There are two types of methodology followed in sequence analysis-one is based on alignment and other is alignment free. In case of closely related sequence comparison, alignment-based methods are generally used. While dealing with divergent sequence it is better to use alignment free method. On the other hand, alignment-based approach needs multiple or pairwise sequence alignments. Analyzing large datasets with an alignment-based method can surpass computational resources. Even sometimes, the combinatorics of genomic reorganisations makes the alignment of whole genomes quite difficult. A comparison of the alignment-based and alignment-free algorithm is given in Table 1.

1Department of Physics, Admas University, Kolkata 700126, India. 2Institute for Skeletal Aging and Orthopedic Surgery, Chuncheon Sacred Heart Hospital, Hallym University, College of Medicine, Chuncheon-si, Gangwon-do 24252, Republic of Korea. 3Department of Zoology, Fakir Mohan University, Vyas Vihar, Balasore, Odisha 756020, India. 4Neropsychopharmacology and Toxicology Program, College of Pharmacy, Kangwon National University, Chuncheon-si, Gangwon-do, Republic of Korea. 5Department of Biotechnology, School of Life Science and Biotechnology, Adamas University, Barasat-Barrackpore, Rd, Jagannathpur, Kolkata, West Bengal 700126, India. 6These authors contributed equally: Bimal Kumar Sarkar and Ashish Ranjan Sharma. *email: 123slee@gmail.com; drchiranjib@yahoo.com
The alignment-free approach is independent in respect to the position of the strings. It is advantageous to compare sequences avoiding the biasness which arises from the order of strings within the sequences. Two alignment-free methods, (a) graphical representation and (b) q-mer/word frequency estimation, are very popular for sequence similarity analysis. The visual inspection of data can be done through graphical representation. It facilitated to comparison of DNA sequences as well similarity analysis. Different graphical representation has been reported to determine multi-dimensional mode for DNA characterization which are mostly two- and three-dimensional in nature. Li et al., reported 2D graphical representation of DNA sequence to constructed a coronavirus phylogeny. Similarly, two-dimensional representation was described in dual nucleotides sequencing by Liu et al. Randic and Bai used triplet codons to obtained 2D graphical plot of protein sequences. On the other hand three-dimensional graphical representation was used for different sequences. In this way RNA secondary structure was described using 3D graphical representation. Cao et al. used dual nucleotide coding in three-dimensional representation. Tri-nucleotide coding was also used in 3D graphical representations. 4D/5D graphical representation was also reported by some workers to determining similarity index between two sequences.

On the other hand, q-mer/word frequency estimation is based on the fact that the more alike two sequences are, higher the number of features that are common to two sequences. Blaisdell determined sequence comparisons based on frequency statistics It is very useful for the comparison of long sequences based on alignment-free statistic. D2 analysis is based on finding correlation between the occurrences of all q-mers which appear in two sequences. But, D2 calculation is sensitive to noise arising from the sequence randomness. It results in low statistical power to determine relationship in the comparison of two sequences. Sometimes word frequency measurement has low sensitivity when determining the statistical significance of a word’s frequency in the sequence.

To reduce the computational complexity and find a more realistic method for the recovery of DNA sequence information, in this paper, we propose a digital signal processing (DSP) technique. We impose a DSP-based finite impulse response (FIR) filter on a DNA sequence to calculate the k-mer or q-gram word density via sequence-free analysis. K-mer is highly important to understand the landscape of NGS read dataset. The DSP technique is advantageous as it deals with the general structures of coding, and it is quite different from organism dependence. The four letter alphabet A, C, G, T are the basis to construct the genetic word of different lengths, viz., [A, A, ..., T], [AAA, ..., TTT]. The first set of word is of length 2 and the latter set is of length 3. These are the examples of two letters and three letters word respectively. Generally, a q-nucleotide word is termed as k-mer or q-gram. As the set of DNA alphabet contains four letters, the quantity of all possible q-grams is 4q. We use a dynamic window of width W to slide over the sequence to count the frequency (or occurrence) of each k-mer or q-gram. The window slides over one by one site. While existing on W number sites, digital filter technique is used to calculate the density of the word through the sequence. The distribution of word density along the sequence is taken as input for evaluation Principal Component Analysis (PCA), which helps finding the dissimilarity between the sequences. PCA projects the multi-dimensional data sets into low dimension without damaging the original data matrix’s reliability. To examine the validity of the method, we have taken two different groups, beta hemoglobin genes (HBB) and mitochondria genomes (mtDNA).

Materials and methods

**Nucleotide Density.** We have used W-size window which slides over the sequence in a base-by-base means between position \(i = 1\) to \(n\) along the DNA strand. Window performs the counting of genetic word to find the word density in the sequence. The method relies upon the observations through sliding ‘counter’ of size \(W\) over the DNA sequence. A particular number of q-grams, herein called bins, are taken into consideration for the formation of the counter. The following definitions are helpful to calculate the word density distribution in a sequence.

**Definition 1. q-gram of Sequence** Consider a counter of length q moves along a sequence segment ‘seq’ and it will count the signature of a q-gram. Thus, it will count a total number of \(|\text{seq}| = (q - 1)\) q-grams over the sequence ‘seq’.

| Table 1. Comparison of the alignment-based and alignment-free algorithm (present study). |  |
| --- | --- |
| Alignment based method | Alignment free method (Present Study) |
| Processing time | It needs vast CPU time which is proportional to \(N^2\). K is the number of sequences for alignment and \(N\) is the length of each sequence |
| Handling in divergent sequence | Alignment-based approach works well for closely related sequences. In case of divergent sequences, a reliable alignment is difficult to be obtained |
| Editing in sequence | Alignment-based approach is workable for divergent sequences efficiently |
| Nature of algorithm | This method requires editing in the sequence |
| Homology search | This method assumes the contiguity of homologous regions in the sequence |
| Nature of algorithm | It requires dynamic programming, which is computationally expensive, to obtain alignment with optimal score |
| Homology search | The assumption of homologous region contiguity is not required in alignment-free method |
Since there are four basis of genetic alphabet, one can construct a total number of 4^q possible q-grams or bins. The bins are arranged in lexicographical order. If \( b_i \) is denoted by \( b_i \) in this order, the set of all possible bins are denoted as

\[
B_q = \{b_1, b_2, \ldots b_{4^q}\}
\]

**Example 1** \( B_1 = \{A, C, G, T\} \), consisting of 4 bins, represents the set of One-gram bins. For two-gram bins, there are 16 bins as represented by \( B_2 = \{AA, AC, AG, AT, CA, CC, CG, CT, GA, GC, GG, GT, TA, TC, TG, TT\} \).

**Definition 2. Bin signature** Bin signature represents the presence or absence of a bin \( b_j \) \((b_j \in B_q; j = 1, 2, \ldots, 4^q)\) at a position \( \alpha \) in the sequence. It can be expressed as \( S_{\alpha} \), which is a mapping of bin \( b_j \) with signature at a position \( \alpha \) in the sequence. For a sequence segment \('seq'\), there are \(|seq| - (|b_j| - 1)\) number of bins in \( S_{\alpha} \).

**Example 2** Consider a sequence, \( seq = "AAC TCG" \). The mono-gram \((q = 1)\) bin signatures are \( S_A = [1 1 0 0 0 0] \) for the letter \( A \), \( S_C = [0 0 1 0 0 0] \) for the letter \( C \), \( S_G = [0 0 0 0 0 1] \) for the letter \( G \), and \( S_T = [0 0 0 1 0 0] \) for the letter \( T \). There are 4 mono-gram bin signatures. Similarly, the two-gram \((q = 2)\) bin signatures are \( S_{AA} = [1 0 0 0 0 0] \), \( S_{AC} = [0 1 0 0 0] \), \( S_{AG} = [0 0 0 0 0] \), \( S_{AT} = [0 0 0 0 0] \), \( S_{CA} = [0 0 0 0 0] \), \( S_{CC} = [0 0 1 0 0 0] \), \( S_{CG} = [0 0 0 0 0 1] \), \( S_{CT} = [0 0 0 0 0 0] \), \( S_{GA} = [0 0 0 0 0 0] \), \( S_{GC} = [0 0 0 0 0 0] \), \( S_{GG} = [0 0 0 0 0 1] \), \( S_{GT} = [0 0 0 0 0 0] \), \( S_{TA} = [0 0 0 0 0 0] \), \( S_{TC} = [0 0 0 0 0 0] \), \( S_{TG} = [0 0 0 0 0 0] \), \( S_{TT} = [0 0 0 0 0 0] \). There are 16 two-gram bin signatures.

**Definition 3. Filter** An input sequence \( x[n] \) undergoes a filter through weighted sliding window \( b \) to produce an output sequence \( y[n] \) by applying convolution summation, as follows:

\[
y[n] = \sum_{i=0}^{k} b_ix[n - i]
\]

where \( b \) does not depend on \( x[n] \) and \( y[n] \), and \( n \) is the time-like index. \( y[n] \) is the response of the filter to the input signal \( x[n] \). The finite impulse response (FIR) type filter is taken into consideration. The finite impulse response arises because the filter output is calculated as a weighted, finite term sum of the past and present.

**Example 3** The weighted filter output of \( S_A \) with the window \( b = [0.2 0.1 0.3 0.4] \) is illustrated as follows:

\[
S_A = [1 1 0 0 0 0] \\
\]

\[
y_A[n] = \sum_{i=0}^{3} b_iS_A[n - k] \text{ With } b_0 = 0.2, b_1 = 0.1, b_2 = 0.3, b_3 = 0.4.
\]

\[
y_A[n] = b_0S_A[n] + b_1S_A[n - 1] + b_2S_A[n - 2] + b_3S_A[n - 3]
\]

\[
y_A = [0.2 0.3 0.4 0.7 0.4 0.0]; \text{ similarly the output for other nucleotides, viz., } C, G, T, \text{ is computed as: }
\]

\[
y_C = [0.2 0.0 0.2 0.1 0.5 0.5]; y_G = [0.0 0.0 0.0 0.0 0.0 0.2]; y_T = [0.0 0.0 0.0 0.0 0.0 0.0].
\]

In the present work, we have considered uniformly distributed window of unit value for nucleotide density calculation. As elucidated, the output in the form of convolution summation denotes the nucleotide density distribution. The algorithms for bin structure, bin signature, and filter process are discussed as presented in different table (table S1, table S2, and table S3, correspondingly).

**Sequence analysis.** Based on the density distribution of the DNA sequences, one can find the similarity/dissimilarity measure between two density distributions, \( d \) and \( d' \) such that \( d_i = (y_{i1}, y_{i2}, \ldots, y_{im}) \). A data matrix \( D \) is constructed by including all density distributions \([d_1, d_2, d_3, \ldots d_m]\), \( m \) being the total number of sequences. Thus, \( D \) becomes a m-by-n matrix. We wanted to locate the coordinates of the species in 2D and 3D representation. But the m-by-n D matrix cannot visualize the coordinates due to the higher dimensionality of the data set. In that case, reducing dimensionality to the utmost 3-dimension help visualization of the coordinates. In this scenario, we have used Principal Component Analysis (PCA) to reduce the multidimensional data sets to lesser dimensions without losing the consistency of the original data matrix. PCA helps estimating the scores between the density distributions. All the sequences under consideration are taken as a default query sequence in NCBI BLAST alignment as sense strands. In such a case, the nucleotide density distribution study is sufficient without emphasis on whether the strand is sense (positive) or antisense (negative).

The scores in the first three principal components are used to determine the dissimilarity between two sequences. Hence a score matrix, \( S \), of m-by-3 order is constructed. Ordered pair of rows of the score matrix is taken for computation of the Euclidean distance between the pairs of sequences. Rows of \( S \) corresponding to sequences are the observations. On the other hand, the columns corresponding to the position index in the sequence are the variables. Since there are \( m \) number of observations, one can construct \( m(m-1)/2 \) number of Euclidean distances, corresponding to pairs of observations in \( S \). The Euclidean distances are organized in the order \((2, 1), (3, 1), \ldots, (m, 1), (3, 2), \ldots, (m, 2), \ldots, (m, m-1)\) and they are arranged in a row matrix of 1-by-\( m(m-1)/2 \) order, which is further used for building dissimilarity matrix in clustering or multidimensional scaling. In our case, the low dimensional data in the first three components are taken for computation of the Euclidean distance between the pairs of sequences. Hence PcoA, K-medoid, or MDS are not required for further analysis. A phylogenetic tree is constructed by employing Unweighted Pair Group Method with Arithmetic mean (UPGMA) on the PC scores as included in \( S \) matrix. The entire process is displayed as a flowchart in Fig. 1.
Results and discussions

Sequences. We have tested the algorithm with two sets of sequences—beta hemoglobin coding sequences (HBB) of 10 different species and 18 primate mitochondria genome (mtDNA) sequences. The detail of the sequences is given in Table S4 and S4 respectively. The sequences are obtained from NCBI genetic sequence database, which is publicly available, and it does not need any ethical approval. We have taken the Nucleotide database from NCBI. The nucleotide sequence is used to determine the nucleotide density distribution over the sequence. We considered sequences of beta hemoglobin coding genes (HBB) of 444 base-pair length from different organisms, such as primates, ungulates, rodents, and birds, to examine our algorithm. Similarly, the second set of sequence data of 337 base-pair length is taken from some primates' HVR-2 mitochondria genome. The sequences are of equal length. The study limits the comparison of sequences with different lengths. It can be overcome by normalizing sequence distribution. Moreover, in our case, a multiple sequence alignment algorithm is used to identify the aligned regions between the sequences.

FIR filtering. Employing FIR filter, the spatial distribution of nucleotide density is generated as $d_k = (y_{k1}, y_{k2}, \ldots, y_{kn})$, where $k = 1$ to 10 and $n = 444$. We calculated the density distribution for one-, two-, three-, … gram nucleotides for different organisms. Figure S1 displays the spatial variation of the nucleotide density along the HBB sequence for 10 organisms. The G nucleotide distribution demonstrates a rich density in base position between 70 and 100 for all organisms except Gallus gallus. The same distribution for the T nucleotide demonstrates a rich
density of approximately 150 bp for most of the organisms except *Gallus gallus* and *Sus scrofa*. *Mus musculus* and *Rattus norvegicus* are enriched with A nucleotides in the region between 200 and 240 bp, but *Gallus gallus* shows enrichment of the A nucleotide in the region between 240 and 280 bp. *Gallus gallus* also shows enrichment of the C nucleotide in the region between 145 and 200 bp. This type of variation in nucleotide density profiles indicates the occurrence of evolution among organisms. In the subsequent discussion, we will elaborate on the variations through the formation of phylogenetic relations.

**Di-nucleotide density distribution.** We calculated 16 two-gram nucleotide densities along HBB sequences for 10 organisms. Figure S2 presents the AA and AC density distributions along the sequence for all organisms. *Mus musculus* and *Rattus norvegicus* show a high density of AA in the region between 195 and 245 bp. *Gallus gallus* shows enrichment of the AA di-nucleotide in the region between 245 and 285 bp. The density distribution of AC for *Homo sapiens* and *Gallus gallus* both show enrichment of approximately 275 bp.

**Tri-nucleotide density distribution.** We determined 64 three-gram nucleotide density profiles. Figure S3 shows two three-gram nucleotide distributions along the HBB sequences for 10 organisms. In the ACT distribution, *Macaca mulatta* and *Pan troglodytes* have high density regions at the very beginning of the sequence. *Homo sapiens* has a high density at approximately 280 bp. In the ACT distribution, *Sus scrofa* has a high density at 225 bp and *Gallus gallus* has the same at approximately 290 bp, but *Callithrix jacchus*, *Equus caballus*, *Homo sapiens*, and *Sus scrofa* have high densities at approximately 325 bp.

**Principal component analyses (PCA).** Principal Component Analyses (PCA) is a vital technique frequently used in multivariate analysis to compare patterns by extracting information from a higher dimension to a lower dimension. It is used in geometric morphometric shape analysis and consequently to determine trait-based phylogenetic trees. PCA on phenotypic variance are found in the literature. In this study, we have performed a three-subject experiment to analyze the nucleotide density distribution along the sequences. PCA converts the information in multidimensional data sets into principal components (PC), which reduces the multidimensional data sets to a lesser dimension without losing the consistency of the original data matrix. Instead of considering all PCs, very few of the principal components are used to capture most of the original dataset variation. The data can then be represented in a 2D or 3D scatter plot, taking two or three principal component axes, respectively. This PCA plot helps visualization of groups of observations in the original dataset. First Principal Component (PC1) includes the most variation, PC2 represents the second most variation, and so on. In this way, the first two or three PCs are sufficient to capture most of the variation. We have considered a data set of m-by-n matrix for PCA, where m is the number of sequences and n is the length of each sequence. Each of m rows represents one DNA sequence, and n principal component basis. A scatter plot of the first two PC values dealing with HBB nucleotides of 10 organisms is displayed in Fig. 2. It was found that the majority of the variance is populated in the first three principal components. An average of 51.42% of the total variance is present in the first component. An average of 26.69% of the total variance is present in the second component, and an average of 13.89% of the total variance is present in the third component. Supplementary Table S7 exhibits the computed eigenvectors of the dataset along with the variance. The plot of two component PC values demonstrates the formation of cluster among the species. For example, the organisms *Homo sapiens*, *Rattus norvegicus*, *Pan troglodytes*, *Papio anubis*, *Sus scrofa*, *Mus musculus*, and *Callithrix jacchus* compose a cluster in PC values for the A nucleotide. The three other organisms, namely, *Equus caballus*, *Macaca mulatta*, and *Gallus gallus*, are isolated clusters. However, this type of cluster formation is not in agreement with the phylogenetic tree of HBB sequences, as reported by L. Yang et al.

**Three component analysis.** As mentioned earlier, a data set of the m-by-4n matrix is considered for 3D principal component analysis (3D-PCA). One can notice that instead of n columns, the data set contains 4n columns. It is due to the inclusion of four nucleotide density distribution in a single row of each sequence. Out of 4n columns, we have considered three columns, as three PCs contain most of the variation. Other columns (4n-3) are discarded as their contribution is less in the information acquirement. Finally, a data set of m-by-3 matrix is taken for 3D principal component plot as shown in Fig. 3. The PCA with simultaneous nucleotide density distributions is in good agreement with the phylogeny reported elsewhere. Figure 3 clearly shows the formation of four clusters. Cluster 1 is composed of *Equus caballus* and *Sus scrofa*. Five organisms, *Homo sapiens*, *Callithrix jacchus*, *Pan troglodytes*, *Macaca mulatta*, and *Papio Anubis*, are included in cluster 2. Two organisms, *Mus musculus* and *Rattus norvegicus*, are grouped into cluster 3. Cluster 4, comprising only *Gallus gallus*, is far from the other clusters.

**Dissimilarity matrix calculation.** The dissimilarity value (DV) between any two organisms was estimated based on the first 3 principle components (> 90% of the total variability) by computing the Euclidean distance between organisms. The obtained DV is used to find the dissimilarity between two sequences, as presented in table S5. Additionally, the obtained dissimilarity matrix is shown in Fig. 4. We observe that the DV of *Homo sapiens* from *Callithrix jacchus*, *Macaca mulatta*, *Pan troglodytes* and *Papio anubis* are, respectively, 0.063, 0.041, 0.077 and 0.049. On the other hand, the DV of *Homo sapiens* from the other species is greater than 0.15. The
hemoglobin coding sequences of the organisms Homo sapiens, Callithrix jacchus, Macaca mulatta, Pan troglodytes and Papio anubis are very close, which is commensurate with the fact that they are all primates. The five primates constitute cluster 2, as mentioned in the PC scatter plot. The dissimilarity matrix for HBB sequences (Fig. 4) reveals dissimilarity between Equus caballus and Homo sapiens (DV = 0.151), which demonstrates two distant neighbor sequences. Equus caballus belongs to ungulates, which are different from primates. The organism Mus musculus, existing in the rodent species, maintains a DV of 0.189 from Homo sapiens. We also notice that Gallus gallus creates a very large DV with all of the organisms, with the smallest DV value being 0.324, which

Figure 2. PC plot of for single nucleotide of 10 organisms. Circle: A nucleotide, Circle: C nucleotide, Triangle: G nucleotide, X: T nucleotide; Colour code represents different species as indicated in the legend. Individual PC value for A and G nucleotide are shown in in panel (b) and (c) respectively.
Figure 3. Scatter plot of three PC values. Circle (aqua color): Cluster 1 consists of *Equus caballus*, *Sus scrofa*; Circle (indigo color): Cluster 2 consists of *Homo sapiens*, *Callithrix jacchus*, *Pan troglodytes*, *Macaca mulatta*, *Papio anubis*; Circle (yellow color): Cluster 3 consists of *Mus musculus*, *Rattus norvegicus*; Circle (maroon color): Cluster 4 consists of *Gallus gallus*.

Figure 4. The dissimilarity matrix for beta HBB sequences derived from 10 organisms. The diagonal shows zero value, because diagonal element represents dissimilarity between an organism and organism itself.
relevant to the morphological criteria of different sides, namely, headgear, dentition, and foot structure\(^4^8,4^9\). They of approximately 98.8% of their genome\(^5^0\). Phylogenetic studies have established the relationships, presenting the clusters. For example, the \(\text{Pan\ troglodytes}\) and \(\text{Homo\ sapiens}\) are close to one another in the tree, which means that primates maintain less GD in comparison to the other \(\text{Pongo\ pygmaeus\ abelii}_1\) (\(\text{Gorilla\ gorilla\ gorilla}_1,\text{Gorilla\ gorilla}_2,\) Sumatran orangutans (\(\text{Pan\ paniscus}_2\) (\(\text{Gorilla\ gorilla}_3,\text{Gorilla\ gorilla}_4,\) are grouped into cluster 3. Cluster 4 is built with three gorillas (\(\text{Pan\ paniscus}_1,\text{Pan\ troglodytes}\) are included in cluster 2. Two pygmy chimpanzees (\(\text{Pan\ troglodytes}_2,\text{Pan\ troglodytes}_3\) and \(\text{Callithrix\ jaccus}\) are close to one another in the tree, which means that primates maintain less GD in comparison to the other clusters. This large GD between \(\text{Equus\ caballus}\) and \(\text{Sus\ scrofa}\) is shown to be relevant to the morphological criteria of different sides, namely, headgear, dentition, and foot structure\(^4^8,4^9\). They are mainly segregated on the basis of their foot morphology—whether they are even-toed or odd-toed hoofed mammals. \(\text{Equus\ caballus}\) is an odd-toed ungulate, and \(\text{Sus\ scrofa}\) is an even-toed ungulate. Cluster 2 contains five primates, namely, \(\text{Homo\ sapiens},\text{Callithrix\ jaccus},\text{Macaca\ mulatta},\text{Pan\ troglodytes}\) and \(\text{Papio\ anubis}\). They are close to one another in the tree, which means that primates maintain less GD in comparison to the other clusters. For example, the \(\text{Homo\ sapiens}\) and \(\text{Pan\ troglodytes}\) sequences are almost identical, with a likeness of approximately 98.8% of their genome\(^4^8\). Phylogenetic studies have established the relationships, presenting the common chimpanzee (\(\text{Pan\ troglodytes}\)) and bonobo (\(\text{Papio\ anubis}\)) as our neighboring evolutionary relatives\(^4^1\). However, some major interspecies evolutionary changes are not reflected in the short GD relationship\(^5^2\). It is found that \(\text{Gallus\ gallus}\) is genetically far away from the other organisms, with a GD as high as 0.7, which is in support of the fact that \(\text{Gallus\ gallus}\) is only non-mammalian species among the 10 species in the present study.

Phylogenetic tree. Taking HBB sequences as a basis, we get the phylogenetic tree of the organisms with the Unweighted Pair Group Method’s help with the Arithmetic mean (UPGMA) method as applied on the dissimilarity matrix. The phylogenetic tree, as found from our algorithm, is displayed in panel A of Fig. 5. The same phylogenetic relationship is obtained by applying the CLUSTALW alignment-based method. It is indicated in panel B of Fig. 5. The two phylogenetic tree as constructed based on two methods are in good agreement. Both the figures show the same nature of cluster formation. Cluster 1 includes two Ungulates accessions (\(\text{Equus\ caballus}\) and \(\text{Sus\ scrofa}\)). Two members of cluster 1 are at a genetic distance (GD) of 0.307 from each other, which is relatively large in comparison to members in other clusters. This large GD between \(\text{Equus\ caballus}\) and \(\text{Sus\ scrofa}\) is shown to be relevant to the morphological criteria of different sides, namely, headgear, dentition, and foot structure\(^4^8,4^9\). They are mainly segregated on the basis of their foot morphology—whether they are even-toed or odd-toed hoofed mammals. \(\text{Equus\ caballus}\) is an odd-toed ungulate, and \(\text{Sus\ scrofa}\) is an even-toed ungulate. Cluster 2 contains five primates, namely, \(\text{Homo\ sapiens},\text{Callithrix\ jaccus},\text{Macaca\ mulatta},\text{Pan\ troglodytes}\) and \(\text{Papio\ anubis}\). They are close to one another in the tree, which means that primates maintain less GD in comparison to the other clusters. For example, the \(\text{Homo\ sapiens}\) and \(\text{Pan\ troglodytes}\) sequences are almost identical, with a likeness of approximately 98.8% of their genome\(^4^8\). Phylogenetic studies have established the relationships, presenting the common chimpanzee (\(\text{Pan\ troglodytes}\)) and bonobo (\(\text{Papio\ anubis}\)) as our neighboring evolutionary relatives\(^4^1\). However, some major interspecies evolutionary changes are not reflected in the short GD relationship\(^5^2\). It is found that \(\text{Gallus\ gallus}\) is genetically far away from the other organisms, with a GD as high as 0.7, which is in support of the fact that \(\text{Gallus\ gallus}\) is only non-mammalian species among the 10 species in the present study.

Validation of the algorithm with another set of data. To further demonstrate the applicability of our method, we give emphasis to the origin of the human species. After the discovery of fossilized Neanderthal skeletons in Europe, many questions arose regarding the origin of human beings, from which the subject of our relation to Neanderthal is foremost. We apply the present sequencing method to study the mitochondrial genomes of primate origins. We choose mtDNA because of its rapid mutation rate\(^4^3\) and because it is worthwhile to elucidate the evolutionary relationships among species based on mtDNA sequence analysis. We consider the displacement loop (D-loop), which is a non-coding section of mtDNA. It comprises two regions, viz., hyper variable region 1 (HVR-1) and hyper variable region 2 (HVR-2), which represent variations between species. We have taken sequences from HVR-2. The associated mitochondrial genome sequences are downloaded from the GenBank database (table S6).

We examined the HVR-2 in the D-loop region of 18 species of primates, including four humans (\(\text{Berber},\text{Chinese},\text{Georgean},\) and \(\text{Yoruba}\)), Neanderthal, three common chimpanzees, two pygmy chimpanzees, three gorillas, two Sumatran orangutans, two Bornean orangutans, and a gibbon, in an attempt to estimate the divergence of mtDNAs and to determine the relationship between them. We calculated the four nucleotide density distribution matrix followed by performing principal component analysis. The first three principal components for 18 primates are shown in Fig. 6. We observed that seven clusters were formed. Cluster 1 comprises five Homo sapiens (\(\text{Berber},\text{Chinese},\text{Georgean},\) Yoruba, and Neanderthal). Three chimpanzees (\(\text{Pan\ troglodytes}_1,\text{Pan\ troglodytes}_2,\) and \(\text{Pan\ troglodytes}_3\)) are included in cluster 2. Two pygmy chimpanzees (\(\text{Pan\ paniscus}_1,\text{Pan\ paniscus}_2\)) are grouped into cluster 3. Cluster 4 is built with three gorillas (\(\text{Gorilla\ gorilla}_1,\text{Gorilla\ gorilla}_2,\) and \(\text{Gorilla\ gorilla}\)). Sumatran orangutans (\(\text{Pongo\ pygmaeus\ abelii}_1,\text{Pongo\ pygmaeus\ abelii}_1\)) appear in

Figure 5. The phylogenetic tree of the hemoglobin coding sequences. (A) Phylogenetic tree is constructed with our algorithm (Alignment Free method). The similar sequences are grouped into cluster. Clusters are shown with different colours. (B) Phylogenetic tree using clustalW (Alignment based method).

is quite obvious that \(\text{Gallus\ gallus}\) is a bird species. We have studied similarity based on Principal Component Analysis. PCA is not scale invariant. As a result, similarity rates are indicative.
Cluster 5. Cluster 6 contains Bornean orangutans (Pongo_pygmaeus_1, Pongo_pygmaeus_2). Cluster 7 consists only of the gibbon (Hylobates_lar).

We have constructed a dissimilarity matrix of these sequences from the first three principal components, and the phylogenetic tree among the 18 organisms is obtained by using UPGMA algorithm. The phylogenetic tree, as determined from the present algorithm, is shown in panel A of Fig. 7. It is also constructed by CLUSTALW alignment-based method. The latter tree is displayed in the panel B of Fig. 7. The two phylogenetic trees as built by two methods show a good agreement. Both trees show the same nature of cluster formation. Our present phylogenetic analysis maintains consistency with the analysis reported by Cristianini and Hahn. The organisms Berber, Chinese, Georgean, and Yoruba are very close in cluster 1. Neanderthals is shown to be connected to a common ancestor of Neanderthals and modern humans. However, there is controversy regarding the relationship between Neanderthals and modern humans. Krings et al. described Neanderthal mtDNA to be far outside the...
phylogenetic tree connecting the mtDNAs of contemporary humans. On the other hand, Wolpoff reported a close relation between Neanderthal and Europeans. However, in our case, the mtDNA HVR-2 phylogenetic tree shows that Neanderthals are more closely related to modern humans than to any of the other extant Great Apes (chimpanzees, gorillas, orangutans) or Lesser Apes (gibbons). The GD between Neanderthals and the human line is 0.096687, whereas the GD between Neanderthals and chimpanzees is 0.29986. Gorillas and orangutans have GDs of 0.73339 and 0.91766, respectively, from Neanderthals. Gibbons are positioned at a GD of 0.77814 from Neanderthals. The common chimpanzee and pygmy chimpanzee have a GD of 0.2506 between them. The Sumatran orangutan has a GD of 0.36534 from Bornean orangutans. Lesser Apes are distinct from Great Apes; for instance, the gibbon is far from chimpanzees (GD = 0.77814).

The present clustering algorithm has several advantages over alignment-based methods. It does not require any pre-editing of the sequences. Alignment-based similarity findings may result in some type of incorrect relationship in the case of divergent sequences. Comparisons of the existing alignment-based algorithms are provided in table S7. However James et al. has developed a clustering for DNA sequences using clustering algorithm. The present algorithm also helpful for genetic grouping of different species subtype using DNA sequence.

Conclusion
We propose a novel algorithm for the determination of the occurrence of $k$-mer or $q$-gram words in a DNA sequence for information recovery in sequence dynamics. The present algorithm counts the prevalence of each $k$-mer or $q$-gram occurrence by using dynamic window which slides over the sequence. Using digital signal processing (DSP) technique and based on the operation of a FIR type filter, we have calculated the density distribution which is further used for PCA. The present method is of sequence alignment-free and does not require graphical representation. The cluster algorithm based on the FIR operation validates its applicability. Application of the FIR algorithm demonstrates its applicability to two data sets with evolutionary important, beta hemoglobin coding sequences (HBB) and HVR-2 mtDNA sequences. Our algorithm can be useful for various evolutionary analyses and will be very helpful for future biological communities that are working in the area of molecular phylogenetics and also helpful for genetic grouping of different subtype of a species using DNA sequence.

Received: 11 March 2021; Accepted: 7 June 2021
Published online: 01 July 2021

References
1. Kauffman, S. A. The origins of order: Self-organization and selection in evolution (Oxford University Press, 1993).
2. Eigen, M. & Winkler-Oswatitsch, R. Steps towards life: a perspective on evolution Vol. 387 (Oxford University Press, 1992).
3. Vinga, S. & Almeida, J. Alignment-free sequence comparison—a review. Bioinformatics 19, 513–523 (2003).
4. Reiner, G., Chew, D., Sun, F. & Waterman, M. S. Alignment-free sequence comparison (I): statistics and power. J. Comput. Biol. 16, 1615–1634 (2009).
5. Domazet-Lošo, M. & Haubold, B. Alignment-free detection of local similarity among viral and bacterial genomes. Bioinformatics 27, 1466–1472 (2011).
6. Liu, X. et al. New powerful statistics for alignment-free sequence comparison under a pattern transfer model. J. Theor. Biol. 284, 106–116 (2011).
7. Wan, L., Reiner, G., Sun, F. & Waterman, M. S. Alignment-free sequence comparison (II): theoretical power of comparison statistics. J. Comput. Biol. 17, 1467–1490 (2010).
8. Chen, W., Liao, B., Liu, Y., Zhu, W. & Su, Z. A numerical representation of DNA sequences and its applications. MATCH Commun. Math. Comput. Chem 60, 291–300 (2008).
9. Liao, B., Liao, B., Sun, X. & Zeng, Q. A novel method for similarity analysis and protein sub-cellular localization prediction. Bioinformatics 26, 2678–2683 (2010).
10. Ifafarzadeh, N. & Irannamash, A. A novel graphical and numerical representation for analyzing DNA sequences based on codons. MATCH Commun. Math. Comput. Chem. 68, 611 (2012).
11. Wąg, P. & Bielińska-Wąg, D. in AIP Conference Proceedings. 060007 (AIP Publishing LLC).
12. Yu, J.-F., Wang, J.-H. & Sun, X. Analysis of similarities/dissimilarities of DNA sequences based on a novel graphical representation. MATCH Commun. Math. Comput. Chem 63, 493–512 (2010).
13. Qi, X., Wu, Q., Zhang, Y., Fuller, E. & Zhang, C.-Q. A novel model for DNA sequence similarity analysis based on graph theory. Evolut. Bioinf. 7(EBIO), S7364 (2011).
14. Randić, M., Vračko, M., Lerš, N. & Plavšić, D. Novel 2-D graphical representation of DNA sequences and their numerical characterization. Chem. Phys. Lett. 368, 1–6 (2003).
15. Randić, M., Vračko, M., Zapun, J. & Novič, M. Compact 2-D graphical representation of DNA. Chem. Phys. Lett. 373, 558–562 (2003).
16. Liao, B. & Wang, T.-M. A 3D graphical representation of RNA secondary structures. J. Biomol. Struct. Dyn. 21, 827–832 (2004).
17. Chi, R. & Ding, K. Novel 3D numerical representation of DNA sequences. Chem. Phys. Lett. 407, 63–67. https://doi.org/10.1016/j.chipl.2005.03.056 (2005).
18. Qi, Z.-H. & Fan, T.-R. PN-curve: A 3D graphical representation of DNA sequences and their numerical characterization. Chem. Phys. Lett. 442, 434–440 (2007).
19. Li, Y., Huang, G., Liao, B. & Liu, Z. H. curve: a novel 2D graphical representation of protein sequences. MATCH Commun. Math. Comput. Chem. 61, 519–532 (2009).
20. Liu, Z., Liao, B., Zhu, W. & Huang, G. A 2D graphical representation of DNA sequence based on dual nucleotides and its application. Int. J. Quantum Chem. 109, 948–958 (2009).
21. Randić, M. Graphical representations of DNA as 2-D map. Chem. Phys. Lett. 386, 468–471 (2004).
22. Bai, F. & Wang, T. A 2-D graphical representation of protein sequences based on nucleotide triplet codons. Chem. Phys. Lett. 413, 458–462 (2005).
23. Liao, B. & Wang, T.-M. 3-D graphical representation of DNA sequences and their numerical characterization. J. Mol. Struct. (Theochem) 681, 209–212 (2004).
Author contributions
B.K.S and C.C conceptualized the manuscript. B.K.S wrote the main manuscript draft. A.R.S validated, reviewed and edited the manuscript. M.B. and G.S did validation and analysis. C.C. and S.S.L supervised the entire work. All authors reviewed the manuscript and contributed significantly.

Acknowledgements
This study was supported by Hallym University Research Fund and by Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF—2020R1C1C1008694 & NRF- 2020R1N1A3074575). We are thankful to Adams University for providing us the facility to perform the research work.

References
24. Cao, Z., Liao, B. & Li, R. A group of 3D graphical representation of DNA sequences based on dual nucleotides. *Int. J. Quantum Chem.* **108**, 1485–1490 (2008).
25. Yu, J.-F., Sun, X. & Wang, J.-H. TN curve: a novel 3D graphical representation of DNA sequence based on trinucleotides and its applications. *J. Theor. Biol.* **261**, 459–468 (2009).
26. Xie, G.-S., Jin, X.-B., Yang, C., Pu, J. & Mo, Z. Graphical representation and similarity analysis of DNA sequences based on trigonometric functions. *Acta Biotheor.* **66**, 113–133 (2018).
27. Liao, B., Li, R., Zhu, W. & Xiang, X. On the similarity of DNA primary sequences based on 5-D representation. *J. Math. Chem.* **42**, 47–57 (2007).
28. Tang, X., Zhou, P. & Qu, W. On the similarity/dissimilarity of DNA sequences based on 4D graphical representation. *Chin. Sci. Bull.* **55**, 701–704 (2010).
29. Blaisdell, B. E. A measure of the similarity of sets of sequences not requiring sequence alignment. *Proc. Natl. Acad. Sci.* **83**, 5155–5159 (1986).
30. Lippert, R. A., Huang, H. & Waterman, M. S. Distributional regimes for the number of k-word matches between two random sequences. *Proc. Natl. Acad. Sci.* **99**, 13980–13989 (2002).
31. Luczak, B. B., James, B. T. & Girgis, H. Z. A survey and evaluations of histogram-based statistics in alignment-free sequence comparison. *Brief. Bioinform.* **20**, 1222–1237 (2019).
32. Deagle, B. E. et al. Counting with DNA in metabarcoding studies: How should we convert sequence reads to dietary data?. *Mol. Ecol.* **28**, 391–406 (2019).
33. Blaisdell, B. E., Campbell, A. M. & Karlin, S. Similarities and dissimilarities of phage genomes. *Proc. Natl. Acad. Sci.* **93**, 5854–5859 (1996).
34. Vaidyanathan, P. & Yoon, B.-J. The role of signal-processing concepts in genomics and proteomics. *J. Franklin Inst.* **341**, 111–135 (2004).
35. Rao, K. D. & Swamy, M. Analysis of genomics and proteomics using DSP techniques. *IEEE Trans. Circuits Syst. I Regul. Pap.* **55**, 370–378 (2008).
36. Ramachandran, P. & Antoniou, A. Identification of hot-spot locations in proteins using digital filters. *IEEE J. Select. Topics Signal Process.* **2**, 378–389 (2008).
37. Proukis, J. G. & Manolakas, D. G. (Upper Saddle River, New Jersey: Pearson Prentice Hall, 2007).
38. Yu, Y. W., Orukoglu, D. & Berger, B. in *Neurocomputing* (Springer).
39. Jolliffe, I. T. & Cadima, J. Principal component analysis: a review and recent developments. *Philos. Trans. Royal Soc. A Math. Phys. Eng. Sci.* **374**, 20150202 (2016).
40. Sirirongkolkasem, T. & Drikvandi, R. On regularisation methods for analysis of high dimensional data. *Ann. Data Sci.* **6**, 737–763 (2019).
41. Li, X., Ng, M. K., Xu, X. & Ye, Y. Block principal component analysis for tensor objects with frequency or time information. *Neurocomputing* **302**, 12–22 (2018).
42. Leng, C. & Wang, H. On general adaptive sparse principal component analysis. *J. Comput. Graph. Stat.* **18**, 201–215 (2009).
43. Li, H., Zhang, Q., Cui, A. & Peng, J. Minimization of fraction function penalty in compressed sensing. *IEEE Trans. Neural Netw. Learn. Syst.* **31**, 1626–1637 (2019).
44. Aschard, H. et al. Maximizing the power of principal-component analysis of correlated phenotypes in genome-wide association studies. *Am. J. Human Genet.* **94**, 662–676 (2014).
45. Alqudah, A. M. & Schnurbusch, T. Barley leaf area and leaf growth rates are maximized during the pre-anthesis phase. *Agronomy* **5**, 107–129 (2015).
46. Yano, K. et al. GWAS with principal component analysis identifies a gene comprehensively controlling rice architecture. *Proc. Natl. Acad. Sci.* **116**, 21262–21267 (2019).
47. Yang, L., Zhang, X. & Zhu, H. Alignment free comparison: similarity distribution between the DNA primary sequences based on the shortest absent word. *J. Theor. Biol.* **295**, 125–131 (2012).
48. Price, S. A., Bininda-Emonds, O. R. & Gittleman, J. L. A complete phylogeny of the whales, dolphins and even-toed hoofed mammals (Cetartiodactyla). *Biol. Rev.* **80**, 445–473 (2005).
49. Grzimek, B. *Artiodactyla. Grzimek’s Encyclopedia of Mammals*. 5, 1–639 (1990).
50. Ebersberger, I., Metzler, D., Schwarz, C. & Pääbo, S. Genomewide comparison of DNA sequences between humans and chimpanzees. *Am. J. Human Genet.* **70**, 1490–1497 (2002).
51. Goodman, M. The genomic record of Humankind’s evolutionary roots. *Am. J. Hum. Genet.* **64**, 31 (1999).
52. Khativich, P. et al. Regional patterns of gene expression in human and chimpanzee brains. *Genome Res.* **14**, 1462–1473 (2004).
53. Anderson, S. et al. Complete sequence of bovine mitochondrial DNA conserved features of the mammalian mitochondrial genome. *J. Mol. Biol.* **156**, 683–717 (1982).
54. Cristianini, N. & Hahn, M. W. *Introduction to computational genomics: a case studies approach*. (Cambridge University Press, 2006).
55. Nordborg, M. On the probability of Neanderthal ancestry. *Am. J. Hum. Genet.* **63**, 1237 (1998).
56. Kringa, M., Geisert, H., Schmitz, B. W., Krainitzki, H. & Pääbo, S. DNA sequence of the mitochondrial hypervariable region II from the Neandertal type specimen. *Proc. Natl. Acad. Sci.* **96**, 5581–5585 (1999).
57. Wolpoff, M. H. & Grine, R. Race and human evolution. *Science* **299**, 83–110 (1999).
58. Borozan, I., Watt, S. & Ferretti, V. Integrating alignment-based and alignment-free sequence similarity measures for biological sequence comparison. *Bioinformatics* **31**, 1396–1404 (2015).
59. James, B. T., Luczak, B. B. & Girgis, H. Z. MeShClust: an intelligent tool for clustering DNA sequences. *Brief. Bioinform.* 8, e83–e83 (2018).
60. Zhao, Z., Sokhansanj, B. A., Malhotra, C., Zheng, K. & Rosen, G. L. Genetic grouping of SARS-CoV-2 coronavirus sequences using informative subtype markers for pandemic spread visualization. *PLoS Comput. Biol.* **16**, e1008269 (2020).
61. Paradis, E. & Datasets, M. S. W. V. L. Multidimensional scaling with very large datasets. *J. Comput. Graph. Stat.* **27**(4), 935–939 (2018).
Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-93154-3.

Correspondence and requests for materials should be addressed to S.-S.L. or C.C.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021