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Abstract: We explore the hyperbolic structure of the RNS formulation of perturbative superstring theory. The aim is to provide a systematic method to explicitly compute on-shell and off-shell closed superstring amplitudes with an arbitrary number of external states and loops. Using hyperbolic geometry, we construct gluing-compatible off-shell string measures by giving a set of gluing-compatible local coordinates around external punctures and a gluing-compatible distribution of picture-changing operators. These amplitudes satisfy the required off-shell factorization property. This provides a formalism within which string-theory amplitudes can be computed explicitly once the corresponding string measures are expressed in terms of certain coordinates on Teichmüller space, the so-called Fenchel-Nielsen coordinates.
1 Introduction

One of the main powers of quantum field theory is that it comes with a set of relatively simple rules for calculating measurable quantities. For instance, it allows us to compute the quantities of interest, such as the scattering amplitudes, as a perturbative expansion in the coupling parameters of the theory by evaluating the Feynman diagrams using the Feynman rules. These rules are derived from the Lagrangian of theory and express amplitudes with arbitrary external states and loops as well-defined integrals. Therefore, we can consider this Feynman prescription as a calculable formulation of the perturbative quantum field theory.

Similarly, in the conventional formulation of string theory, scattering amplitudes are obtained by evaluating the string diagrams which are the string theory analog of Feynman diagrams. Unlike in quantum field theory, the rules for evaluating string diagrams are not derived from a Lagrangian. Instead, the rules are given without referring to an underlying Lagrangian [1–3]. By exploring the conformal structure of string theory, powerful covariant methods to compute amplitudes in perturbative string theory were introduced in [3]. Some aspects of the formalism that remained slightly opaque were elaborated recently [4–27]. Therefore, we can safely say that perturbative string theory provides a well-defined formal procedure for computing string amplitudes as an expansion in the string coupling. However, we can consider this as a calculable formulation of the string theory only if it comes with a set of well-defined practical rules for evaluating amplitudes. Unfortunately, such a set of practical rules for computing amplitudes is not readily available.

In this paper, we describe a practical procedure for performing computations in perturbative string theory by using hyperbolic geometry. Below, we spell out the main objectives of this paper followed by a brief summary of the results.

1.1 Objectives

The path integral formulation of string theory requires summing over all possible worldsheets of the relativistic strings. The contribution of each worldsheet is weighted by a unimodular complex number whose phase is the area of the corresponding worldsheet. In his seminal papers [1, 2], Polyakov showed that this summation over the two-dimensional surfaces reduces to two dimensional exactly solvable conformal field theory on Riemann surfaces. This connection was established by introducing a metric on each of the worldsheets. The net effect of this is to introduce an unphysical degree of freedom, the Liouville field, into the problem that disappears from the worldsheet action due to its Weyl invariance. Demanding the Weyl invariance at the quantum level makes sure that the Liouville field will not reappear in the action due to the quantum correction. Moreover, if we assume that the external states in the scattering process satisfy the classical on-shell condition, then the amplitudes are also independent of the specific choice of the metric on the worldsheet and only depend on its conformal class or equivalently its complex structure. Since the classical on-shell condition is assumed for the external states, we shall call such amplitudes as the on-shell string amplitudes.
Bosonic String Amplitudes and Moduli Space of Riemann Surfaces:  As we have mentioned, a worldsheet admits complex structure (a holomorphic coordinate $z$) and hence is a Riemann surface with $n$ boundaries. The conventional formulation of the bosonic string theory defines the $g$-loop contribution to a typical amplitude for the scattering of $n$ asymptotic closed string states as a path integral over the embedding $X^\mu(z, \bar{z})$ of the string worldsheet. Using the state-operator correspondence, it is possible to replace the boundary states with vertex operators in an appropriate conformal field theory on the genus $g$ Riemann surface. Let us denote the vertex operator representing a state carrying quantum numbers $a_i$ and momentum $k_\mu^i$ by $V_{a_i,k_i}(z_i, \bar{z}_i)$. Then the momentum-space expression for a $g$-loop string amplitude for $n$ closed-string states having quantum numbers $a_i$ and momentum $k_\mu^i$ with $i$ running from 1 to $n$ is given by,

$$A_g^{(n)}(a_1, k_1; \ldots; a_n, k_n) = \int dg_{ab} dX^\mu e^{-S_p[g_{ab}, X^\mu]} \prod_{i=1}^n \int d^2z_i \sqrt{-g(z_i)} V_{a_i,k_i}(z_i),$$

where $dg_{ab}$ is the measure for integration over all (conformally-inequivalent) metrics, and $S_p$ is the Polyakov action for a free relativistic string propagating through space-time. The path integral (1.1) can be made well-defined by carrying out the gauge fixing by introducing the Fadeev-Popov ghosts. Redundant transformations that must be fixed are the Weyl transformations and the reparametrizations that keep the locations of punctures unaffected. This can be achieved by restricting the path integral over all possible metrics on the Riemann surface to a set of metrics that are not related to each other by the above-mentioned gauge transformations. Any equivalence class of metrics defined by the above transformations must contribute once to the path integral. Different conformal classes correspond to Riemann surfaces with different complex structures. As it is shown by Riemann himself and can be seen via the index theorem, the number of parameters specifying each class is finite. These parameters form a non-compact space called the moduli space of Riemann surfaces. Therefore, the gauge-fixed path integral over the metrics on the Riemann surface is reduced to integration over the moduli space of Riemann surfaces. For questions of IR behavior of amplitudes, one considers a natural compactification of this space [28]. The compactification can be obtained by adding the so-called Deligne-Mumford compactification locus, associated with the Riemann surfaces with nodes, to $\mathcal{M}_{g,n}$. Hence the $g$-loop on-shell amplitudes in bosonic string theory with $n$ external closed-string states can be considered as the integral of a suitable differential form of degree $6g - 6 + 2n$ over the compactified moduli space of genus-$g$ Riemann surfaces with $n$ punctures $\overline{\mathcal{M}}_{g,n}$:

$$A_g^{(n)}(a_1, k_1; \ldots; a_n, k_n) = \int_{\overline{\mathcal{M}}_{g,n}} \Omega_{6g - 6 + n}. \quad (1.1)$$

Therefore, in order to obtain a practical prescription for evaluating amplitudes in string theory, we need to understand the geometry of the moduli space of Riemann surfaces and
specify the rules for performing integration over it. Unfortunately, there is no known simple
description of the moduli space. This is mainly due to the following fact. Characterizing the
space of Riemann surfaces requires varying the complex structure by infinitesimal deformation
of the metric on the Riemann surface. But the infinitesimal deformations only lead us to the
Teichmüller space of Riemann surfaces instead of the moduli space. The Teichmüller space
is the space of Riemann surfaces whose metrics are not related by diffeomorphisms that can
be continuously connected to the identity. The moduli space of genus-$g$ Riemann surfaces
with $n$ distinguished punctures is obtained by identifying the points in the corresponding
Teichmüller space $\mathcal{T}_{g,n}$ that are related by the action of the mapping class group $\text{Mod}_{g,n}$:

$$\mathcal{M}_{g,n} \equiv \frac{\mathcal{T}_{g,n}}{\text{Mod}_{g,n}}. \tag{1.2}$$

$\text{Mod}_{g,n}$ is the group of diffeomorphisms on a genus-$g$ Riemann surface with $n$ distinguished
punctures that cannot be continuously connected to the identity transformation. The action
of mapping class group on Teichmüller space is very complicated and as a result, the geometry
and the topology of the moduli space are also very complicated. Therefore, finding an explicit
fundamental domain of the mapping-class group in the Teichmüller space is a highly nontrivial
task. This makes explicit integration of a function (or more precisely a form) over the moduli
space of an arbitrary Riemann surface a daunting task.

Riemann surfaces are distinguished by their complex structure. On the other hand, The
Uniformization Theorem of Poincaré and Koebe \[29\] asserts that every genus-$g$ Riemann
surface $\mathcal{R}_{g,n}$ with $n$ distinguished punctures subject to the constraint $2g + n \geq 3$, can be
obtained by the proper discontinuous action of a Fuchsian group $\Gamma$ on the Poincaré upper
half plane $\mathbb{H}$:

$$\mathcal{R}_{g,n} \simeq \frac{\mathbb{H}}{\Gamma}. \tag{1.3}$$

The Fuchsian group $\Gamma$ is a subgroup of the automorphic group of the Poincaré upper half
plane. Riemann surfaces obtained this way are hyperbolic and have constant curvature $-1$
everywhere. This implies the following correspondence:

$$\text{Hyperbolic Structure} \iff \text{Complex Structure}. \tag{1.4}$$

This means that for any surface with $2g + n \geq 3$, any conformal class of metrics contains a
unique hyperbolic metric. Therefore, the moduli space of a Riemann surface which is essen-
tially the classifying space for the conjugacy classes of the distinguished complex structures
on it can naturally be identified with the moduli space of hyperbolic surfaces.

A convenient parametrization of Teichmüller space is provided by the so-called Fenchel-Nielsen
coordinates \[30–32\]. The basic idea behind the Fenchel-Nielsen parametrization is that every
compact hyperbolic surface of genus $g$ with $n$ punctures can be obtained by gluing $2g - 2 + n$
pairs of pants. By varying the parameters of this construction, every compact hyperbolic
metric can be obtained. At each gluing site, there are two parameters: the length of the boundaries $\ell$ and the twist parameter $\tau_i$. Since there are $3g - 3 + n$ gluing sites for a Riemann surface of genus $g$ with $n$ punctures, the Fenchel-Nielsen coordinates of the corresponding Teichmüller space $T_{g,n}$ is given by $(\tau_i, \ell_i)$, $i = 1, \ldots, 3g - 3 + n$. A specific value of the Fenchel-Nielsen coordinates corresponds to a particular Riemann surface $\mathcal{R}$. As we mentioned above, it is also possible to construct $\mathcal{R}$ by considering the quotient of a fundamental domain in the upper half-plane by the action of a Fuchsian group $\Gamma$. It turns out that the generators of $\Gamma$ can be expressed in terms of the associated Fenchel-Nielsen coordinates [33]. For more details, see Appendix B.

Other than having this very convenient parametrization, there is another advantage of using hyperbolic geometry. The only known explicit computation of an integral over the moduli space $\mathcal{M}_{g,n}$, for generic values of $g$ and $n$, is the computation of the Weil-Petersson (WP) volumes of the moduli space of the bordered hyperbolic surfaces, due to Mirzakhani [34]. A prominent role in these developments is played by Fenchel-Nielsen coordinates.

Due to this outstanding progress and the above-mentioned convenient properties, one may wonder whether one can use hyperbolic geometry to provide a framework for computing scattering amplitudes in string theory. This forms the main aim of this work.

**Objective 1:** *Expressing the bosonic-string amplitudes as an integral over an explicit region in Teichmüller space of hyperbolic surfaces.*

**Superstring Amplitudes and Picture- Changing Operators:** Amplitudes in superstring theory are the super analogs of the amplitudes in the bosonic string theory. Instead of all possible Riemann surfaces with punctures, we need to sum over all possible super-Riemann surfaces with Neveu-Schwarz (NS) and/or Ramond (R) punctures [35–37]. More precisely, $g$-loop closed superstring amplitudes of $n_R$ asymptotic closed superstring states from the R sector and $n_{NS}$ asymptotic closed superstring states from the NS sector is defined as the path integral over the embedding $X^\mu(z, \theta; \bar{z}, \bar{\theta})$ of the superstring worldsheet. Such worldsheets are $\mathcal{N} = 1$ super-Riemann surface with $n_R$ boundaries having R boundary conditions and $n_{NS}$ boundaries having NS boundary conditions. Here $(z, \theta)$ is the super-holomorphic coordinate on the surface. Gauge redundancies of this path integral are the super-reparametrizations that do not move the punctures and the super-Weyl transformations. Like the bosonic-string theory, we must gauge fix the path integral to get rid of these gauge redundancies. The gauge-fixing restricts the path integral to the space of inequivalent superconformal or super-complex structures. Again using the index theorem, it can be shown that the number of parameters that describes each class is finite. The parameters describing these classes involve both commuting and anti-commuting variables. Therefore, the gauge-fixed path integral reduces to integration over the super-moduli space of $\mathcal{N} = 1$ super-Riemann surfaces [9–12].

Another formulation of superstring amplitudes is the so-called picture-changing formalism in which superstring amplitudes (after summation over possible spin structures) are written as integrals over the moduli space of ordinary Riemann surfaces [3]. One first integrates out odd
super moduli at the cost of introducing the so-called picture-changing operators (PCO) on
the worldsheet. The naive picture-changing prescription assumes that their locations on the
surface do not matter as long as we impose the following condition. For a genus-\(g\) Riemann
surface with \(n_{\text{NS}}\) NS punctures and \(2n_{\text{R}}\) R punctures, denoted by \(\mathcal{R}_{g,n_{\text{NS}},2n_{\text{R}}}\), we must insert
\(2g - 2 + n_{\text{NS}} + n_{\text{R}}\) number of PCOs on arbitrary locations on the Riemann surface. Consider
such a surface with one degenerating cycle. Assume that cutting along this cycle separates
the surface into two surfaces \(\mathcal{R}_{g_1,n_{\text{NS}},2n_{\text{R}}}\) and \(\mathcal{R}_{g_2,n_{\text{NS}},2n_{\text{R}}}\). Then PCOs distribution on the
degenerate surface must be such that each component surface has \(2g_i - 2 + n_{\text{NS}} + n_{\text{R}}\), \(i = 1, 2\)
number of PCOs. If there are more than one degenerating curve then a similar condition must
be true with respect to all of the subsurfaces. Then the \(g\)-loop superstring amplitude of \(n_{\text{NS}}\)
NS states and \(2n_{\text{R}}\) R states can be defined as an integral over an appropriately-constructed
form \(\Omega_{6g-2g+2n}\) on the moduli space of genus-\(g\) Riemann surface with \(n = n_{\text{NS}} + 2n_{\text{R}}\) punctures:
\[
A_{g(n_{\text{NS}},n_{\text{R}})}(a_{i}^{\text{NS}},k_{i}^{\text{NS}},a_{j}^{\text{R}},k_{j}^{\text{R}}) = \int_{\mathcal{M}_{g,n}} \Omega_{6g-2g+2n} (z_1(m), \ldots, z_{2g-2+n_{\text{NS}}+n_{\text{R}}}(m)),
\]
where \(z_i(m)\) denotes the position of \(i\)th PCO on the Riemann surface corresponding to the
point in the moduli space represented by the coordinate \(m\). The set \((z_1(m), \ldots, z_{2g-2+n_{\text{NS}}+n_{\text{R}}}(m))\)
provides a distribution of PCOs over the entire region of moduli space that satisfies the above-
mentioned property. \(a_{i}^{\text{NS}},k_{i}^{\text{NS}}\) denote the quantum numbers and momentum vector of the \(i\)th
NS external state and \(a_{j}^{\text{R}},k_{j}^{\text{R}}\) denote the quantum numbers and momentum vector of the \(j\)th
R external state.

Superstring amplitudes defined using the naive picture-changing formalism are not well-
defined due to the presence of unphysical singularities. The origin of these singularities can
be traced back to the fact that replacing the odd coordinates of the supermoduli space with
PCOs is not possible in a smooth way over the entire supermoduli space. The choice of the
locations of PCOs corresponds to a particular choice of a gauge for the worldsheet gravitino
field [38]. It is known that choosing a globally-valid gauge for the gravitino field is impossible
[9–14]. In the picture-changing formalism, this breakdown of the global choice of the gauge
for the gravitino field shows up as the spurious singularities of the integration measure of a
typical superstring amplitude. The presence of spurious singularities means that the computa-
tion of amplitudes in superstring theory using PCOs has to be based on piecing together
local descriptions. The vertical integration prescription introduced in [15] and systematically
developed in [16] provides an efficient method to piece together the local descriptions (see
also [39]). However, in order to implement the vertical integration prescription, it is essential
to know the explicit region over which a superstring measure is supposed to be integrated.

**Objective 2:** Expressing the superstring amplitudes as an integration over an explicit re-
gion in Teichmüller space of hyperbolic surfaces in terms of Fenchel-Nielsen coordinates and
describe a distribution of PCOs on the worldsheets that respects the above-mentioned factor-
ization property.
Achieving this goal would make the implementation of vertical integration possible. The resulting superstring amplitudes are free from spurious poles.

**Off-Shell Superstring Amplitudes and 1PI Approach:** The conventional formulation of string perturbation theory requires imposing the classical on-shell condition on the external states and Weyl invariance. Demanding the classical on-shell condition for external states and the Weyl invariance at the quantum level have significant consequences which we explain below.

**Mass Renormalization and Classical On-Shell Condition:** Consider a string theory amplitude corresponding to the scattering of \(n\)-external states representing particles carrying momenta \(k_1, \ldots, k_n\) and other discrete quantum numbers \(a_1, \ldots, a_n\) with tree level masses \(m_{a_1}, \ldots, m_{a_n}\). The momenta \(k_i\) are required to satisfy the tree-level on-shell condition \(k_i^2 = -m_{a_i}^2\). The conventional formulation of string theory yields the result for what in a quantum field theory can be called ‘truncated Green’s function on classical mass shell’

\[
R_{a_1 \ldots a_n}^{(n)}(k_1, \ldots, k_n) \equiv \lim_{k_i^2 \to -m_{a_i}^2} F_{a_1 \ldots a_n}^{(n)}(k_1, \ldots, k_n),
\]

\[
F_{a_1 \ldots a_n}^{(n)}(k_1, \ldots, k_n) \equiv G_{a_1 \ldots a_n}^{(n)}(k_1, \ldots, k_n) \prod_{i=1}^n (k_i^2 + m_{a_i}^2),
\]

(1.5)

where \(G_{a_1 \ldots a_n}^{(n)}(k_1, \ldots, k_n)\) corresponds to the momentum-space Green’s function in the quantum field theory. This expression is similar to the expression for the S-matrix elements in a quantum field theory but it has significant differences.

To define S-matrix elements in quantum field theory, we need to first consider the two-point function \(G^{(2)}_{ab}(k, k')\) for all sets of fields whose tree-level masses are all equal to \(m\) described by the matrix

\[
G^{(2)}_{ab}(k, k') = (2\pi)^{D+1} \delta^{(D+1)}(k + k') \, Z^{1/2}(k)_{ac}(k^2 + M_p^2)^{-1} \, Z^{1/2}(-k)_{db},
\]

(1.6)

where \(M_p^2\) is the mass\(^2\) matrix and \(Z^{1/2}(k)\) is the wave-function renormalization matrix, the latter being free from poles near \(k^2 + m^2 \approx 0\). The sum over \(c, d\) is restricted to states which have the same tree-level mass \(m\) as the states labeled by the indices \(a, b\). \(D + 1\) is the total number of non-compact space-time dimensions. We can diagonalize \(M_p^2\) and absorb the diagonalizing matrices into the wave-function renormalization factor \(Z^{1/2}(k)\) to express \(M_p^2\) as a diagonal matrix. These eigenvalues, which we shall denote by \(m_{a_p, p}^2\), are the squares of the physical masses. Then S-matrix elements are defined by

\[
S_{a_1 \ldots a_n}^{(n)}(k_1, \ldots, k_n) = \lim_{k_i^2 \to -m_{a_i, p}^2} G_{b_1 \ldots b_n}^{(n)}(k_1, \ldots, k_n) \prod_{i=1}^n \left\{ Z_i^{-1/2}(k_i)_{a_i, b_i}(k_i^2 + m_{a_i, p}^2) \right\},
\]

(1.7)

where \(m_{a_i, p}\) is the physical mass of the \(i\)-th particle, defined as the location of the pole in the two-point Green’s function \(G^{(2)}\) as a function of \(-k^2\). \(Z_i(k_i)_{a_i, b_i}\) is the residue at this pole.
At the tree level $Z = 1$, $M_p^2 = m^2 I$, where $I$ is the identity matrix, and hence $R^{(n)}$ and $S^{(n)}$ agree. However, in general $R^{(n)}$ and $S^{(n)}$ are different. While $S^{(n)}$ defined in (1.7) is the physically-relevant quantity, the conventional formulation of string theory directly computes $R^{(n)}$ defined in (1.5). This is serious trouble for states receiving mass renormalization. Assume that an external state with the quantum number $a_i$ and the tree-level mass $m_{a_i}$ receives mass renormalization. Then beyond one loop, the radiative corrections introduce a series of $\frac{1}{k_i^2 + m_{a_i}^2}$.

At the same time string theory requires $k_i^2 + m_{a_i}^2 = 0$. This makes the on-shell amplitudes involving the states receiving mass renormalization ill-defined beyond the tree level.

**Dynamical Shift of Vacuum and Conformal Invariance:** The background spacetimes that avoid the Weyl anomaly satisfy a set of classical equations. However, there are situations in which quantum corrections modify such backgrounds. Consider an $N = 1$ supersymmetric compactification of string theory down to 3+1 dimensions, where we have $U(1)$ gauge fields with Fayet-Iliopoulos (FI) terms generated at one loop $[40-43]$. It is possible to ensure that only one gauge field has the FI term by choosing a suitable linear combination of these gauge fields. Typically, there are massless scalars $\phi_i$ charged under $U(1)$ gauge fields. The FI term generates a potential of the form

$$\frac{1}{g_s^2} \left( \sum_i q_i \phi_i^* \phi_i - C g_s^2 \right)^2, \quad (1.8)$$

where $q_i$ is the charge carried by $\phi_i$, $C$ is a numerical constant that determines the coefficient of the FI term, and $g_s$ is the string coupling constant. $C$ could be positive or negative and $q_i$s for different fields could have different signs. If we expand the potential in powers of $\phi_i$ around the perturbative vacuum $\phi_i = 0$, it is clear that some of these scalars can become tachyonic. The form of effective potential suggests that the correct procedure to compute physical quantities is to shift the corresponding fields so that we have a new vacuum where $\sum_i q_i \langle \phi_i^* \phi_i \rangle = C g_s^2$, and quantize string theory around this new background. However since classically the $C g_s^2$ term is absent from this potential (1.8), this new vacuum is not a solution to the classical equations of motion. As a result, on-shell methods $[6-12, 44-50]$, which require that we begin with a conformally-invariant worldsheet theory, is not suitable for carrying out a systematic perturbation expansion around this new background.

It is possible to cure the singularities associated with mass renormalization and dynamical modification of vacuum by defining appropriate off-shell string amplitudes $[15-21, 24, 51, 52]$. The off-shell amplitudes are defined by relaxing the classical on-shell condition on external states. The classical on-shell condition, in the worldsheet conformal field theory language, is equivalent to choosing integrated vertex operators having conformal dimensions $(1, 1)$. Therefore, in order to construct off-shell amplitudes we must use vertex operators with arbitrary conformal dimensions.

Consider a reference coordinate system $z$ on a Riemann surface. Let $z_i$ be the location of the $i$-th puncture in the $z$-coordinate system and $w_i$ be the local coordinate system around
the $i$-th puncture, related to $z$ by some functional relation $z = f_i(w_i)$. It must be such that $w_i = 0$ maps to $z = z_i$: $f_i(0) = z_i$. Then the contribution to the $n$-point off-shell amplitude from genus-$g$ Riemann surfaces can be expressed as

$$\int_{\mathcal{M}_{g,n}} \left\langle \prod_{i=1}^{n} f_i \circ V_i(0) \times \text{ghost insertions} \right\rangle,$$

where $f \circ V(0)$ denotes the conformal transformation of the vertex operator $V$ by the function $f(w)$, the correlator $\langle \ldots \rangle$ is evaluated in the reference $z$-coordinate system and $\int_{\mathcal{M}_{g,n}}$ denotes the integration over the compactified moduli space of Riemann surfaces of genus $g$ with $n$ punctures. A detailed description of how to construct the integration measure for a given choice of local coordinate system will be explained later. The off-shell amplitudes defined this way depend on the choice of the local coordinate system $w_i$ but are independent of the choice of the reference coordinate system $z$.

It is important to make sure that physical quantities extracted from the off-shell amplitudes defined this way are independent of the choice of local coordinates. It is shown [15, 16, 51, 52] that the physical quantities like the renormalized masses of physical states and S-matrix elements are independent of the choice of local coordinates if we work with a class of local coordinates satisfying the following properties:

- The local coordinate system is symmetric in all punctures, i.e. the function $f_i(w)$ should depend on $i$ only via the location $z_i$ of the puncture.

- The choice of local coordinates is continuous over the entire region of moduli space.

- Riemann surfaces that can be obtained by gluing two or more Riemann surfaces are declared to contribute to the 1PR amplitudes\footnote{we elaborate in the main body of the paper}. The gluing relation is

$$w_1 w_2 = e^{-s + i\theta}, \quad 0 \leq \theta < 2\pi, \quad 0 \leq s < \infty,$$

where $w_1$ and $w_2$ are the local coordinates at the punctures used for gluing. We shall call the corresponding Riemann surfaces 1PR Riemann surfaces. The rest of the Riemann surfaces are declared as 1PI Riemann surfaces. The choice of local coordinates on a 1PR surface must be the one induced from the local coordinates of the glued 1PI surfaces. However, the choice of local coordinates on the 1PI surfaces is arbitrary.

We shall call local coordinates satisfying the above criteria *gluing-compatible local coordinates*. In the case of the superstring amplitudes, we also need to impose a similar restriction on the distribution of PCOs. On 1PI Riemann surfaces, we are allowed to choose an arbitrary distribution of PCOs. However, the distribution of PCOs on 1PR surfaces is the one induced from the surfaces that are being glued.
Note that the off-shell string amplitudes $\Gamma_{a_1\ldots a_n}^{(n)}(k_1, \ldots, k_n)$ for $n$ external states with quantum numbers $a_i$, momenta $k_i$, and tree level masses $m_i$, do not compute the off-shell Green’s function $G_{a_1\ldots a_n}^{(n)}(k_1, \ldots, k_n)$ of the string theory. They are however related as

$$\Gamma_{a_1\ldots a_n}^{(n)}(k_1, \ldots, k_n) = G_{a_1\ldots a_n}^{(n)}(k_1, \ldots, k_n) \prod_{i=1}^{n} (k_i^2 + m_i^2). \quad (1.11)$$

Scattering amplitudes defined following LSZ-prescription using off-shell amplitudes defined this way are unitary and satisfy cutting rules \[22–25\].

**Objective 3:** Describing an explicit construction of the $1PI$ region inside the moduli space of Riemann surfaces in terms of Fenchel-Nielsen coordinates and also describe a gluing compatible choice of local coordinates around the punctures. Also, provide a systematic method for distributing PCOs over the entire region of moduli space in a gluing-compatible fashion. Then construct the superstring measure using the Beltrami differentials associated with the Fenchel-Nielsen vector fields.

### 1.2 Summary of the Results

Let us now summarize the main results of this work.

**Bosonic-String Measure and Fenchel-Nielsen Coordinates**

Assume that the Fenchel-Nielsen coordinates $(\tau_i, \ell_i), \ i = 1, \ldots, 3g - 3 + n$ are defined with respect to the pair of pants decomposition $\{C_i\}, \ i = 1, \ldots, 3g - 3$, where $C_i$ denote a simple closed geodesic\(^2\) on the hyperbolic surface. The tangent space at a point in the Teichmüller space is spanned by the Fenchel-Nielsen vector fields

$$\left\{ \frac{\partial}{\partial \tau_i}, \frac{\partial}{\partial \ell_i} \right\}, \quad i = 1, \ldots, 3g - 3 + n.$$  

These vector field $\frac{\partial}{\partial \tau_i}$ is the twist vector field $t_{C_i}$ associated with the curve $C_i$. The twist field $t_\alpha$, where $\alpha$ is a simple closed geodesic, generates a flow in $T_{g,n}$. This flow can be understood as the operation of cutting the hyperbolic surface along $\alpha$ and attaching the boundaries after rotating one boundary relative to the other by some amount $\delta$. The magnitude $\delta$ parametrizes the flow in $T_{g,n}$. The vector field $\frac{\partial}{\partial \tau_i}$ is the dual to $\frac{\partial}{\partial \tau_i}$ with respect to the Weil-Petersson symplectic form on the Teichmüller space \[53–55\].

Using the Beltrami differentials that represent the vector fields $\left\{ \frac{\partial}{\partial \tau_i}, \frac{\partial}{\partial \ell_i} \right\}, \ i = 1, \ldots, 3g - 3 + n$ we can write the off-shell bosonic-string measure as

$$\Omega_{6g-6+2n}^{(g,n)}(|\Phi\rangle) = (2\pi i)^{-(3g-3+n)} \langle R | B_{6g-6+2n} | \Phi \rangle, \quad (1.12)$$

\(^2\)A simple geodesic is a geodesic that does not intersect itself.
where

\[
B_{6g-6+2n} \left[ \frac{\partial}{\partial \ell_1}, \frac{\partial}{\partial \tau_1}, \ldots, \frac{\partial}{\partial \ell_{3g-3+n}}, \frac{\partial}{\partial \tau_{3g-3+n}} \right] \equiv \prod_{a=1}^{3g-3+n} b(t_{\tau_a}) \delta \tau_a b(t_{\ell_a}) \delta \ell_a,
\]

and

\[
b(t_{\tau_i}) = \int_{\mathcal{F}} d^2 z \left( b_{z\bar{z}} t_{\tau_i} + b_{\bar{z}\bar{z}} t_{\bar{\tau}_i} \right),
\]

\[
b(t_{\ell_i}) = \int_{\mathcal{F}} d^2 z \left( b_{z\bar{z}} t_{\ell_i} + b_{\bar{z}\bar{z}} \bar{t}_{\ell_i} \right).
\]

Here \( \mathcal{F} \) denotes the fundamental region in the upper half-plane representing the surface \( \mathcal{R} \). \( t_{\tau_a} \) is the representative of the vector field \( \frac{\partial}{\partial \tau_a} \) and \( t_{\ell_a} \) is the representative of the vector field \( \frac{\partial}{\partial \ell_a} \). \( t_{\tau_a} \) and \( t_{\ell_a} \) deform the hyperbolic structure of the surface by infinitesimal amount \( \delta \tau_a \) and \( \delta \ell_a \), respectively, and \( \langle \mathcal{R} | \) is the surface state associated with the surface \( \mathcal{R} \). This state represents the state that is created on the boundaries of the disc \( D_i \), \( i = 1, \ldots, n \) around the punctures having unit radius measured in the local coordinates around the punctures by performing the functional integral over the fields of the conformal field theory on \( \mathcal{R} - \sum \mathcal{D}_i \).

The state \( \Phi = |\Psi_1 \rangle \otimes \ldots \otimes |\Psi_n \rangle \in \mathcal{H}^\otimes n \), where \( \mathcal{H} \) is the Hilbert space of the worldsheet conformal field theory. Then \( \langle \mathcal{R} | B_{6g-6+2n} | \Phi \rangle \) describes the \( n \)-point correlation function on \( \mathcal{R} \) with the vertex operator for \( |\Psi_i \rangle \) inserted at the \( i^\text{th} \) puncture using the gluing-compatible-local coordinate system around that puncture.

**Gluing-Compatible Local Coordinates and Hyperbolic Metric**

The requirement of gluing-compatibility demands that the choice of local coordinates on a 1PR Riemann surface must be the same as the local coordinates induced on it from the component surfaces. At first sight, the local coordinates around the punctures that are induced from the hyperbolic metric on the surface seem to be a gluing-compatible choice. This is true for surfaces with nodes, constructed by the gluing of hyperbolic surfaces. However, it turns out that when we construct the plumbing family of hyperbolic surfaces without nodes, the resulting surface does not have constant curvature \(-1\) everywhere. This implies that the induced local coordinates on the glued surface are not the local coordinates defined using the hyperbolic metric on it. Therefore, the induced local coordinate system from the hyperbolic metric is not gluing-compatible.

In the simplest form of degeneration, two parts of a degenerate Riemann surface are connected by a single long cylinder. Assume that we are gluing surfaces with hyperbolic metrics on them. In this case, the cylinder connecting the component surfaces has a curve on it where the curvature is accumulated. This implies that the glued surface is not hyperbolic. This is the consequence of the following facts: 1) in the plumbing fixture construction, one glues two surfaces by identifying curves around the punctures, 2) the glued surface is hyperbolic only if
the component surfaces are glued through a geodesic, 3) however there are no geodesic curves in the neighborhood of punctures. According to the Uniformization Theorem, any surface subject to the condition \(2g + n \geq 3\) can be made hyperbolic. In fact, we can make it hyperbolic by performing a Weyl transformation. The correct Weyl factor can be obtained by solving the so-called curvature-correction equation \([56\text{-}58]\). To describe this equation, consider a compact Riemann surface having metric \(ds^2\) with the Gauss curvature \(C\). The conformally-equivalent metric \(e^{2f}ds^2\) has constant curvature \(-1\), if \(f\) satisfy the curvature-correction equation

\[
Df - e^{2f} = C,
\]  

(1.14)

where \(D\) denotes the Laplace-Beltrami operator on the surface.

The analysis can be generalized to a surface with an arbitrary number of nodes. The result provides the relation between induced local coordinates on the glued surface and the local coordinates defined using the hyperbolic metric. We can then find a gluing-compatible choice of local coordinates. Before specifying this choice, it is important to describe the 1PI and 1PR regions of the moduli space. The 1PI region inside the moduli space consists of surfaces with no closed geodesics on them with lengths less than or equal to \(c_*\), the collar constant \([59, 60]\). The 1PR region inside the moduli space consists of surfaces with at least one closed geodesic on them with a length less than \(c_*\). The length of the collar constant \(c_*\) is assumed to be infinitesimal compared to any geodesic on the surface having a finite length.

We can now specify a gluing-compatible choice of local coordinates found by solving the curvature-correction equation to second-order in \(c_*\). For this, let us introduce another infinitesimal parameter \(\epsilon\). In order to define local coordinates in the 1PI region, we divide it into subregions. Let us denote the subregion in the 1PI region consists of surfaces with \(m\) simple closed geodesics of length between \(c_*\) and \((1 + \epsilon)c_*\) by \(R_m\). For surfaces belong to the subregion \(R_0\), we choose the local coordinate around the \(i^{th}\) puncture to be \(e^{\pi \epsilon^2/c_*}w_i\). In terms of \(w_i\), the hyperbolic metric in the neighborhood of the puncture takes the following form

\[
d_{hyp}^2 = \left( \frac{|dw_i|}{|w_i| \ln |w_i|} \right)^2, \quad i = 1, \ldots, n.
\]

(1.15)

For surfaces belong to the region \(R_m\) with \(m \neq 0\), we choose the local coordinates around the \(i^{th}\) puncture to be \(e^{\pi \epsilon^2/\tilde{w}_{i,m}}\), where \(\tilde{w}_{i,m}\) is obtained by solving the following equation

\[
\left( \frac{|d\tilde{w}_{i,m}|}{|\tilde{w}_{i,m}| \ln |\tilde{w}_{i,m}|} \right)^2 = \left( \frac{|dw_i|}{|w_i| \ln |w_i|} \right)^2 \left( 1 - \sum_{j=1}^{m} f(l_j)E_j^0(w_i) \right).
\]

(1.16)

\(f(x)\) is a smooth function of \(x\) such that \(f(c_*) = \frac{\epsilon^2}{2}\) and \(f((1 + \epsilon)c_*) = 0\), and \(E_j^0(w_i)\) is the leading term in the Eisenstein series defined with respect to the \(j^{th}\) node on the surface.

The 1PR region consists of surfaces with \(m\) simple closed geodesics of length \(0 \leq l_j < c_*\), \(j = \ldots\)
1, \ldots, m. We choose the local coordinates around the $i^{th}$ puncture to be $e^{\frac{x^2}{c^*}} \tilde{w}_{i,m}$ where $\tilde{w}_{i,m}$ is obtained by solving the following equation

$$
\left(\frac{|d\tilde{w}_{i,m}|}{|\tilde{w}_{i,m}|ln|\tilde{w}_{i,m}|}\right)^2 = \left(\frac{|dw_i|}{|w_i|ln|w_i|}\right)^2 \left(1 - \sum_{j=1}^{m} \frac{t_j^2}{3} E_j^0(w_i)\right).
$$

(1.17)

Note that different choices of the function $f$ and different values for the parameters $c_*$ and $\epsilon$ give different choices of gluing-compatible local coordinates. It is shown in [15, 16, 51, 52] that all such choices of local coordinates give the same value for the physical quantities. Therefore, the function $f$ and the arbitrary parameters $c_*$ and $\epsilon$ will not appear in the measurable quantities as long as we restrict our computations to the second order in $c_*$. In principle, it is possible to solve the curvature-correction equation to arbitrary orders of $c_*$. One can then define the corresponding coordinates by a similar procedure.

**Integration of Bosonic-String Measures**

The off-shell bosonic-string measure that we constructed using Fenchel-Nielsen coordinates of Teichmüller space is an object which lives in the moduli space of hyperbolic surfaces because it is invariant under mapping class group (MCG) by construction. The action of MCG on the Teichmüller space is highly nontrivial and, as a result, the geometry of moduli space is considerably more difficult than the corresponding Teichmüller space. This means that in order to evaluate string amplitudes we need a special method for integrating an MCG-invariant function over the moduli space. Below, we describe such a method.

Consider a hyperbolic surface $R$ with $n$ borders having hyperbolic lengths $L_i$, $i = 1, \ldots, n$. Assume that we have the following identity,

$$
\sum_{\alpha \in \text{Mod} \cdot \gamma} f_i(l_\alpha) = L_i,
$$

(1.18)

where $f_i$ are real functions of the hyperbolic length $l_\alpha$ of the curve $\alpha$ on the hyperbolic surface, which is an MCG image of the curve $\gamma = \sum_{i=1}^{k} \gamma_i$. Here, $\gamma_i$s are simple closed curves on the $R$ with hyperbolic length $l_{\gamma_i}$. $\text{Mod} \cdot \gamma$ denotes the set of inequivalent MCG images of the curve $\gamma$. We also assume that cutting along curves $\gamma$ produces $s$ disconnected bordered surfaces $R^j(\gamma)$, $j = 1, \ldots, s$. The Mirzakhani-McShane identity for bordered hyperbolic surfaces [34, 61, 62] is an example of identities of the form (1.18).

Consider an MCG-invariant function $H(\ell, \tau)$ defined on the bordered surface $R$ with borders having lengths $L = (L_1, \ldots, L_n)$. $(\ell, \tau)$ denotes the Fenchel-Nielsen coordinates collectively, defined with respect to a pair of pants decomposition of $R$. Since $H(\ell, \tau)$ is invariant under MCG transformations, we are free to choose any pair of pants decomposition of the surface in order to define Fenchel-Nielsen coordinates. Interestingly, the geometry of the moduli space and the structure of the identity (1.18) allow us to reduce the integration of $H(\ell, \tau)$ over the
moduli space to the integration over the lower-dimensional moduli spaces as follows:

\[
\int_{\mathcal{M}_{g,n}(L)} dV \ H(\ell, \tau) = \frac{1}{L_i} \sum_{\alpha \in \text{Mod}. \gamma} \int_{\mathcal{M}_{g,n}(L)} dV \ f_i(\ell_\gamma) H(\ell, \tau) \\
= \frac{1}{L_i |\text{Sym}(\gamma)|} \int_{\mathcal{M}_{g,n}(L)} dV \ f_i(\ell_\gamma) H(\ell, \tau) \\
= \frac{1}{L_i |\text{Sym}(\gamma)|} \int_{\mathbb{R}^k} d\ell_\gamma_1 \ldots d\ell_\gamma_k \int_0^{\hat{\ell}_1} \ldots \int_0^{\hat{\ell}_k} d\tau_\gamma_1 \ldots d\tau_\gamma_k \\
\times \int_{\mathcal{M}(\mathcal{R}^4(\gamma))} dV(\mathcal{R}^4(\gamma)) \ldots \int_{\mathcal{M}(\mathcal{R}^k(\gamma))} dV(\mathcal{R}^k(\gamma)) \ f_i(\ell_\gamma) H(\ell, \tau). \quad (1.19)
\]

\(\tau_\gamma_i\) is the twist along \(\gamma_i\), and \(\hat{\ell}_i = 2^{-M_{\gamma_i}} \ell_\gamma_i\) with \(M_{\gamma_i} = 1\) if \(\gamma_i\) bounds a torus with one boundary component, and \(M_{\gamma_i} = 0\) otherwise. In the second step, we absorbed the MCG images of the curve \(\gamma\) to the integration by enlarging the region of integration from the moduli space \(\mathcal{M}(\mathcal{R})\) to a certain covering space \(\mathcal{M}(\mathcal{R})^\gamma\). The covering space \(\mathcal{M}(\mathcal{R})^\gamma\) can be obtained from the Teichmüller space by taking the quotient with the subgroup of the full mapping class group that does not act on the curve \(\gamma\). In the third step, we used the fact that the space \(\mathcal{M}(\mathcal{R})^\gamma\) can be obtained from the moduli spaces of component surfaces, obtained by cutting the surface \(\mathcal{R}\) along the curves \(\gamma_i\), \(i = 1, \ldots, k\), and \(k\) number of infinite cones formed by \((\ell_i, \tau_i)\) for \(i = 1, \ldots, k\). Now, we can repeat the same procedure for integration over \(\mathcal{M}(\mathcal{R}^2(\gamma))\). In this way, the integral can be written over an explicit domain, as we will explain in Section 3.3.2.

**Superstring Amplitudes and the PCOs**

Off-shell superstring amplitudes can be obtained by constructing the off-shell superstring measure and then integrating it over the moduli space of hyperbolic surfaces.\(^3\) Like in the bosonic-string theory, using the Beltrami differentials associated with Fenchel-Nielsen vector fields in the tangent space of Teichmüller space and a choice of gluing compatible local coordinates around the punctures, we construct the off-shell superstring measure. However, the construction of the off-shell superstring measure is more involved due to the presence of PCOs. For obtaining consistent off-shell superstring amplitudes, we need to impose the gluing-compatibility requirement for the PCOs distribution as well as for the local coordinates. A gluing-compatible choice of PCOs distribution can be found using the Mirzakhani-McShane identity as described in [63].

Although the gluing-compatible choice of PCOs distribution provides off-shell superstring amplitudes that is consistent with off-shell factorization properties still it might be ill-defined due to the presence of unphysical singularities. These unwanted singularities appear when the PCOs distribution satisfies certain global conditions on the moduli space. It is not clear

\(^3\)Note that off-shell string measures are sections of a certain bundle over the moduli space. These measures are thus dependent on the coordinates of the corresponding moduli space.
that the proposed distribution of PCOs avoids these conditions. In the case that it does, one can follow the vertical integration prescription, proposed in [15] and later elaborated in [16], to avoid such singularities.  

1.3 Organization of the Paper

This paper is organized as follows. In Section 2, we discuss the formal construction of off-shell amplitudes in bosonic-string theory. In Section 3, we describe the explicit construction of off-shell amplitudes in bosonic-string theory using hyperbolic surfaces. In Section 4, we explain the general construction of off-shell superstring amplitudes that are free from infrared and spurious divergences. In Section 5, we describe an explicit construction of superstring amplitudes with off-shell external states in terms of hyperbolic surfaces. We end the main part of the paper in Section 6 by mentioning some interesting directions that require further investigation. In Appendix A, we discuss basic facts about hyperbolic surfaces and their Teichmüller space. The Appendix B is devoted to the description of a systematic algorithm for expressing the generators of a Fuchsian group in terms of the Fenchel-Nielsen coordinates of the associated surface.

Note added: After the appearance of this and the subsequent works [65, 66], the applications of hyperbolic geometry in string theory have been explored in several works including [67–69].

2 Off-Shell Bosonic-String Amplitudes

In this section, we shall review the general construction of off-shell amplitudes in bosonic-string theory.

2.1 The Worldsheet Theory

The bosonic string theory is formulated in terms of a conformal field theory (CFT) defined on a Riemann surface. This CFT consists of two sectors, the matter and the ghost sector. The total CFT has a central charge \((0, 0)\). The matter CFT has a central charge \((26, 26)\) and the central charge of the reparametrization ghosts CFT is \((-26, -26)\). The ghost system is composed of the anti-commuting fields \(b, c, \bar{b}, \bar{c}\). The Hilbert space of CFT is denoted by \(\mathcal{H}\).

We denote by \(\mathcal{H}_0\) a subspace of \(\mathcal{H}\) defined as

\[
|\Psi\rangle \in \mathcal{H}_0, \quad \text{if} \quad (b_0 - \bar{b}_0)|\Psi\rangle = 0, \quad (L_0 - \bar{L}_0)|\Psi\rangle = 0,
\]

where \(\bar{L}_n\) and \(L_n\) denote the total Virasoro generators in the left and the right-moving sectors of the worldsheet theory. Physical states that appear as external states in the S-matrix elements computation belong to the subspace \(\mathcal{H}_1\) of \(\mathcal{H}_0\), consisting of states with the ghost-number 2 and satisfy the extra condition

\[
|\Psi\rangle \in \mathcal{H}_1, \quad \text{if} \quad |\Psi\rangle \in \mathcal{H}_0, \quad (b_0 + \bar{b}_0)|\Psi\rangle = 0.
\]

4There is a generalization of the vertical integration procedure by Erler and Konopka developed in [64].
We shall denote the BPZ-conjugate of the state \(|\phi_i\rangle \in H_0\) by \(|\phi_i^c\rangle\) satisfying

\[
\langle \phi_i^c | \phi_j \rangle = \delta_{ij}, \\
\langle \phi_i | \phi_j^c \rangle = (-1)^{n_{\phi_i}} \delta_{ij}, \\
\sum_i \langle \phi_i | \phi_i^c \rangle = (-1)^{n_{\phi_i}} \sum_i \langle \phi_j^c | \phi_j \rangle = 1,
\]

where \(n_{\phi_i}\) is the ghost number of the state \(|\phi_i\rangle\).

2.2 Off-Shell Bosonic-String Amplitudes

The \(g\)-loop on-shell amplitudes with \(n\) external states in bosonic-string theory are obtained by integrating an appropriate \(6g - 6 + 2n\) real dimensional differential form over \(\overline{M}_{g,n}\), the compactified moduli space of Riemann surfaces. This differential form is constructed by computing the CFT correlator of unintegrated vertex operators with conformal dimension \((1, 1)\) corresponding to the external states satisfying the tree-level on-shell condition. However, generic states of string theory undergo mass renormalization. States having masses different from the tree-level masses are mapped to vertex operators having conformal dimensions different from \((1, 1)\). Therefore, for generic states in string theory, on-shell amplitudes defined using vertex operators with conformal dimension \((1, 1)\) do not compute S-matrix elements beyond tree level. This forces us to consider the off-shell amplitudes constructed using vertex operators of arbitrary conformal dimensions.

Since on-shell amplitudes are defined using vertex operators of conformal dimension \((1, 1)\), they do not depend on spurious data like the choice of local coordinates around the punctures at which vertex operators are inserted. This means that the integration measure of an on-shell amplitude is a genuine differential form on \(M_{g,n}\). But off-shell amplitudes defined using vertex operators with arbitrary conformal dimensions do depend on the choice of local coordinates around the punctures. Therefore, we can not consider the integration measure of an off-shell amplitude as a genuine differential form on \(\overline{M}_{g,n}\). Instead, we need to think of it as a differential form defined on a section of a larger space \(\mathcal{P}_{g,n}\). This space is defined as a fiber bundle over \(\overline{M}_{g,n}\). The fiber direction of \(\mathcal{P}_{g,n}\) corresponds to possible choices of the local coordinates around the punctures of a genus-\(g\) Riemann surface. If we restrict ourselves to the states that belong to the Hilbert space \(H_0\), then we can consider the differential form of our interest as defined on a section of space \(\mathcal{P}_{g,n}\). This space is smaller compared to \(\mathcal{P}_{g,n}\).

We can understand \(\mathcal{P}_{g,n}\) as a base space of the fiber bundle \(\mathcal{P}_{g,n}\) with the fiber direction corresponds to the phases of local coordinates.

Tangent Vectors of \(\mathcal{P}_{g,n}\)

In order to construct a differential form on a space, we need to first study its tangent space at a generic point. Since we are interested in constructing a differential form on a section of \(\mathcal{P}_{g,n}\),

\(^5\)We mode out the phases of local coordinates. Thus we essentially consider the quotient of \(\mathcal{P}_{g,n}\) by the group generated by rotations of local coordinates. Therefore, the resulting space, \(\hat{\mathcal{P}}_{g,n}\), is smaller than \(\mathcal{P}_{g,n}\).
Figure 1: A pair of pants decomposition of a genus-2 surface with 3 punctures. $P_i$ denotes a pair of pants with local coordinates $z_i$ inside $P_i$ for $i = 1, \ldots, 5$. $D_i$ denotes the disc around the $i^{th}$ puncture with unit radius with respect to the local coordinate $w_i$ defined around the $i^{th}$ puncture for $i = 1, 2, 3$.

we need to study the tangent space of $\mathcal{P}_{g,n}$ associated with deformations of the punctured Riemann surface and/or the choice of local coordinates around the punctures. We shall do this using the idea of Schiffer variation [15, 70–72]. To elucidate the idea of Schiffer variation, consider a Riemann surface $R \in \mathcal{P}_{g,n}$. This means that $R$ is a genus-$g$ Riemann surface with $n$ punctures and a specific choice of local coordinates around the punctures. We shall denote the local coordinate around the $i^{th}$ puncture by $w_i$ and the disc around the $i^{th}$ puncture by $D_i$ for $i = 1, \ldots, n$. $D_i$ is defined by all $w_i$s that satisfy $|w_i| \leq 1$. Now, consider a pair of pants decomposition of $R - \sum_i D_i$ by choosing $3g - 3 + n$ homotopically non-trivial disjoint curves on it. This gives $2g - 2 + n$ number of pairs of pants denoted by $P_i$, $i = 1, \ldots, 2g - 2 + n$, see Figure 1. Denote the coordinate inside $P_i$ by $z_i$. Assume that the $i^{th}$ disc $D_i$ shares its boundary $|w_i| = 1$ with the $j^{th}$ pair of pants $P_j$. Also, assume that the $k^{th}$ pair of pants $P_k$ shares a boundary with the $m^{th}$ pair of pants $P_m$. Then we have the following transition functions

$$z_j = f_i(w_i), \quad \text{analytic for } P_j \cap D_i, \quad \text{can have singularities elsewhere},$$

$$z_k = f_{km}(z_m), \quad \text{analytic for } P_k \cap P_m, \quad \text{can have singularities elsewhere}. \quad (2.4)$$

The Schiffer variation generates all deformations of $\mathcal{P}_{g,n}$ by varying the transition functions associated with the discs around the punctures $f_i(w_i)$, $i = 1, \ldots, n$ by keeping all other transition functions $f_{km}(z_m)$ fixed. We can generate such variations by keeping the coordinates $z_k$ inside the pair of pants $P_k$, $k = 1, \ldots, 2g - 2 + n$ fixed and changing the coordinates inside the disc $D_i$ from $w_i \rightarrow w_i^\epsilon$ for $i = 1, \ldots, n$. This change of coordinates deforms the transition function associated with the disc $D_i$ around the $i^{th}$ puncture as follows

$$f_i^\epsilon(w_i) = f_i(w_i) - \epsilon v^{(i)}(z_j), \quad v^{(i)}(z_j) = f_i'(w_i)v^{(i)}(w_i). \quad (2.5)$$

Here, we assumed that the boundary of $D_i$ is shared with the pair of pants $P_j$. The form of $v^{(i)}(w_i)$ can be obtained from the fact that $f_i'(w_i) = z_k = f_i(w_i)$. Then, the tangent vector
of $\mathcal{P}_{g,n}$ is given by
\[
\vec{v}(z) = (v^{(1)}(z), \ldots, v^{(n)}(z)).
\] (2.6)

$z$ denotes the coordinate on $\mathcal{R} - \sum_i D_i$. The behavior of $v^{(i)}(z)$ on $\mathcal{R}$ determines the kind of deformations it induces on $\mathcal{P}_{g,n}$

- $\vec{v}(z)$ is a null vector: if it is holomorphic everywhere except possibly at the punctures.
- $\vec{v}(z)$ deforms the local coordinates around punctures: if it is holomorphic inside $D_i$, $i = 1, \ldots, n$ which vanishes at the punctures and it does not holomorphically extend into $\mathcal{R} - \sum_i D_i$.
- $\vec{v}(z)$ moves the punctures: if it is holomorphic inside $D_i$, $i = 1, \ldots, n$ and is nonvanishing at the punctures and also it does not holomorphically extend into $\mathcal{R} - \sum_i D_i$.
- $\vec{v}(z)$ generates deformations in the intrinsic moduli of $\mathcal{R}$ which is not associated with punctures: if it has poles at one or more punctures and also it does not holomorphically extend into $\mathcal{R} - \sum_i D_i$. $3g - 3$ of such vector fields with poles of order $q = 1, \ldots, 3g - 3$ at any of the punctures generate the complete set of moduli deformations of $\mathcal{R}$.

Differential Forms on $\widehat{\mathcal{P}}_{g,n}$

Consider $p$ tangent vectors $V_1, \ldots, V_p$ of $\mathcal{P}_{g,n}$ and let $\vec{v}_1, \ldots, \vec{v}_p$ be the corresponding $n$-tuple vector fields. We can construct an operator-valued $p$-form $B_p$, whose contraction with the tangent vectors $V_1, \ldots, V_p$ is given by
\[
B_p[V_1, \ldots, V_p] = b(\vec{v}_1) \ldots b(\vec{v}_p),
\] (2.7)

where $b(\vec{v})$ is defined as
\[
b(\vec{v}) = \sum_i \oint d\omega_i v^{(i)}(w_i) b^{(i)}(w_i) + \sum_i \oint d\bar{\omega}_i \bar{v}^{(i)}(\bar{w}_i) \bar{b}^{(i)}(\bar{w}_i).
\] (2.8)

$b, \bar{b}$ denote the anti-ghost fields. We define the $p$-form on $\mathcal{P}_{g,n}$ as
\[
\Omega_{\mathcal{P}}^{(g,n)}(\Phi) = (2\pi i)^{-(3g-3+n)} \langle \mathcal{R}|B_p|\Phi \rangle.
\] (2.9)

Here, $|\Phi\rangle$ is some element of $\mathcal{H}^{\otimes n}$ with ghost number
\[n_\Phi = p + 6 - 6g.\]

$\langle \mathcal{R}|$ is the surface-state associated with the surface $\mathcal{R}$, which describes the state that is created on the boundaries of $D_i$ by performing a functional integral over the fields of the CFT on $\mathcal{R} - \sum_i D_i$. Inner product between $\langle \mathcal{R}|$ and a state $|\Psi_1 \otimes \ldots \otimes |\Psi_n\rangle \in \mathcal{H}^{\otimes n}$
\[
\langle \mathcal{R}|(|\Psi_1 \otimes \ldots \otimes |\Psi_n\rangle),
\] (2.10)
describes the \( n \)-point correlation function on \( \mathcal{R} \) with the vertex operator for \(|\Psi_i\rangle\) inserted at the \( i^{th} \) puncture using the local coordinate system \( w_i \) around that puncture. It is clear that \( \Omega_{p}^{(g,n)}(|\Phi\rangle) \) is a \( p \)-form on \( \mathcal{P}_{g,n} \). Remember that a \( p \)-form on a space generates a number when contracted with \( p \) tangent vectors of this space and this number is antisymmetric under the exchange of any pair of tangent vectors. Since anti-ghost fields \( b, \bar{b} \) are anti-commuting, \( \Omega_{p}^{(g,n)}(|\Phi\rangle) \) also has this property and, hence, \( \Omega_{p}^{(g,n)} \) is a \( p \)-form on \( \mathcal{P}_{g,n} \).

It is argued in [73] that constructing consistent off-shell string measures requires us to restrict \(|\Phi\rangle\) to be an element of \( \mathcal{H}_0^{\otimes n} \). In other words, \(|\Phi\rangle\) has to satisfy the following conditions

\[
(b_0 - \bar{b}_0)|\Phi\rangle = (L_0 - \bar{L}_0)|\Phi\rangle = 0. \tag{2.11}
\]

These conditions mean that the state \(|\Phi\rangle\) is insensitive to the phase of the chosen local coordinates. As a result, the \( p \)-form \( \Omega_{p}^{(g,n)} \) is independent of the phase of local coordinates around the punctures. In order to check this claim, note that a tangent vector that generates a phase rotation for the local coordinates has the following nonvanishing components, \( v^{(i)}(w_i) = w_i \) and \( \bar{v}^{(i)}(\bar{w}_i) = -\bar{w}_i \). It is clear that such vectors do not change \( \Omega_{p}^{(g,n)}(|\Phi\rangle) \) if \(|\Phi\rangle \in \mathcal{H}_0 \).

This is because for \( \bar{v} = (0, \ldots, w_i, \ldots, 0) \), \( b(\bar{v}) = b_0^{(i)} - \bar{b}_0^{(i)} \) and \( T(\bar{v}) = L_0^{(i)} - \bar{L}_0^{(i)} \), where the superscripts denote that the modes \( b_0, L_0 \) and their complex conjugates are defined with respect to the local coordinates inside the \( i^{th} \) puncture. Here

\[
T(\bar{v}) = \sum_i \oint dw_i v^{(i)}(w_i)T^{(i)}(w_i) + \sum_i \oint d\bar{w}_i \bar{v}^{(i)}(\bar{w}_i)T^{(i)}(\bar{w}_i). \tag{2.12}
\]

Since \( (b_0 - \bar{b}_0)|\Phi\rangle = (L_0 - \bar{L}_0)|\Phi\rangle = 0 \), the change in \( \Omega_{p}^{(g,n)}(|\Phi\rangle) \) due to the phase rotation of local coordinates vanishes. Therefore, consistent off-shell string measures are \( p \)-forms on \( \widehat{\mathcal{P}}_{g,n} \), where \( \widehat{\mathcal{P}}_{g,n} \) is the space obtained by identifying points in \( \mathcal{P}_{g,n} \) parametrizing Riemann surfaces whose chosen local coordinates are related by phase rotations.

**Differential Form on Sections of \( \widehat{\mathcal{P}}_{g,n} \)**

Let us discuss the construction of tangent vectors on a section of \( \widehat{\mathcal{P}}_{g,n} \) where choosing a section corresponds to a specific choice of local coordinates. Changing along a section corresponds to changing the moduli parameters while keeping the local coordinates around the punctures fixed. Therefore, in order to construct a \( p \)-form on a section of \( \widehat{\mathcal{P}}_{g,n} \), we need to consider only those tangent vectors that give rise to variations of moduli parameters.

Consider a genus-\( g \) Riemann surface \( \mathcal{R} \) with \( n \) punctures. Let us divide \( \mathcal{R} \) into \( 2g - 2 + 2n \) patches. \( n \) patches are obtained by considering small disks \( D_1 \)s around the \( n \) punctures. The remaining \( 2g - 2 + n \) patches are pairs of pants obtained by pair-of-pants decomposition of \( \mathcal{R} - \sum_i D_i \). We denote the local coordinate on the \( m^{th} \) patch by \( z_m \). Since there are \( 3g - 3 + 2n \) interfaces between these patches (\( n \) interfaces between the disks and the remaining pairs of pants, and \( 3g - 3 + n \) interfaces between the pairs of pants), we thus have \( 3g - 3 + 2n \) number
of transition functions. As a result, tangent vectors of $\hat{P}_{g,n}$ constructed using the idea of Schiffer variation will have $3g - 3 + 2n$ number of components.

Denote the real coordinates of the moduli space of genus-$g$ Riemann surface with $n$ punctures by $(t^{(1)}, \ldots, t^{(6g-6+2n)})$. Assume that the $m^{th}$ and $n^{th}$ coordinate patches have a non-empty intersection along the contour $C_{mn}$ runs between them. For the $(3g - 3 + 2n)$-tuple vector field $\vec{v}_k = (0, \ldots, 0, \frac{\partial z_m}{\partial t^{(k)}}|_{z_n}, 0, \ldots, 0)$ corresponding to the variation in the moduli $t^{(k)}$, $b(\vec{v}_k)$ defined in (2.8) is given by

$$b(\vec{v}_k) = \sum_{(mn)} \oint_{C_{mn}} \left( dz_m \frac{\partial z_m}{\partial t^{(k)}} b_{zm} b_{\overline{z}m} - d\overline{z}_m \frac{\partial z_m}{t^{(k)}} b_{\overline{z}m} \right),$$

(2.13)

where the sum over $(mn)$ denotes the summation over the number of overlaps between coordinate patches. Then, the change in the local coordinates $z_m$ and $z_n$ under a change in the moduli $t^{(k)}$ are related as follows [74]

$$\frac{\partial z_m}{\partial t^{(k)}}|_{z_n} = v_{km} - \frac{\partial z_m}{\partial z_n}, \quad v_{zn} = v_{zm} - v_{km} \equiv \frac{dz_m}{dt^{(k)}},$$

(2.14)

From (2.14), we see that

$$b(\vec{v}_k) = \sum_{n=1}^{2g-2+2n} \oint_{C_{n}} \left( dz_m v_{zm} b_{zm} b_{\overline{z}m} - d\overline{z}_m v_{km} b_{zm} b_{\overline{z}m} \right).$$

(2.15)

Using Stokes Theorem, we get

$$b(\vec{v}_k) = \int d^2 z \left( b_{zd} \mu_{kzd} + b_{zd} \mu_{zkd} \right).$$

(2.16)

Here $\mu_k$ denotes the Beltrami differential associated with the moduli $t^{(k)}$ which is related to the coordinate changes via the infinitesimal version of the Beltrami equation

$$\mu_{kzm} = \partial_z v_{zm}, \quad \mu_{zkz} = \partial_{\overline{z}} v_{km}.$$  

(2.17)

**Gluing-Compatible Integration Cycle**

As we have explained above, off-shell bosonic-string amplitudes are given by integrating top-degree differential forms on a section of $\hat{P}_{g,n}$. These forms are built using states $|\Phi\rangle \in H^{2n}_1$, defined in (2.2), representing the off-shell external states. In particular, the ghost number of $|\Phi\rangle$ is $2n$. Therefore, the degree of relevant differential form is $p = 6g - 6 + 2n$, which matches with the dimension of $M_{g,n}$. However, since it depends on the choice of local coordinates around the punctures, it is not a genuine top-form on $M_{g,n}$. Contracting $\Omega_{6g-6+2n}^{(g,n)}(|\Phi\rangle)$ with a tangent vector $\vec{v}$, generating deformations of local coordinate without varying the surface
\( R \), gives a non-zero number. Therefore, \( \Omega^{(g,n)}_{6g-6+2n}(|\Phi|) \) is sensitive to the choice of section of \( \hat{P}_{g,n} \).

On the other hand, physical quantities that can be extracted from off-shell amplitudes like the renormalized masses and the S-matrix elements must be independent of the choice of a section of \( \hat{P}_{g,n} [15] \). This is true only if we impose a condition on the choice, known as the \textit{gluing-compatibility} [51, 52]. To describe this condition, consider two Riemann surfaces \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \). \( \mathcal{R}_1 \) is a genus-\( g_1 \) surface with \( n_1 \) punctures and \( \mathcal{R}_2 \) is a genus \( g_2 \) surface with \( n_2 \) punctures. Denote the collection of pairs of pants in a pair-of-pants decomposition of \( \mathcal{R}_1 \) by \( \{P^\text{(1)}_k\} \) and the discs around punctures by \( D^\text{(1)}_1, \ldots, D^\text{(1)}_{n_1} \). Similarly denote the collection of pairs of pants in a pair-of-pants decomposition of \( \mathcal{R}_2 \) by \( \{P^\text{(2)}_k\} \) and the discs around punctures by \( D^\text{(2)}_1, \ldots, D^\text{(2)}_{n_2} \). We can glue discs \( D^\text{(1)}_i \) and \( D^\text{(2)}_j \) using the gluing relation:

\[
w^\text{(1)}_i w^\text{(2)}_j = e^{-s+i\theta}, \quad 0 \leq s < \infty, \quad 0 \leq \theta < 2\pi.
\]

This will produce another surface \( \mathcal{R} \) with genus \( g = g_1 + g_2 \) and \( n = n_1 + n_2 - 2 \) punctures. Surfaces that can be constructed this way belong to the region near the boundary of \( \mathcal{M}_{g,n} \). This part of \( \mathcal{M}_{g,n} \) can be parametrized by the coordinates of \( \mathcal{M}_{g_1,n_1} \), \( \mathcal{M}_{g_2,n_2} \) and \( (s, \theta) \). The gluing-compatibility condition requires that the section of the fiber bundle \( \hat{P}_{g,n} \) over this region of moduli space be chosen such that the relationship between coordinates of \( \{P^\text{(1)}_k\} \) and \( D^\text{(1)}_1, \ldots, D^\text{(1)}_{n_1} \) depends only on the moduli of \( \mathcal{M}_{g_1,n_1} \) and not on the moduli of \( \mathcal{M}_{g_2,n_2} \) and \( (s, \theta) \). Similarly the relation between coordinates of \( \{P^\text{(2)}_k\} \) and \( D^\text{(2)}_1, \ldots, D^\text{(2)}_{n_2} \) depends only on the moduli of \( \mathcal{M}_{g_2,n_2} \) and not on the moduli of \( \mathcal{M}_{g_1,n_1} \) and \( (s, \theta) \). Also, the dependence of these relations on the moduli of \( \mathcal{M}_{g_1,n_1} \) must be the one induced from the choice of section \( \hat{P}_{g_1,n_1} \) for \( l = 1, 2 \).

A choice of a section of \( \hat{P}_{g,n} \) satisfying the gluing-compatible requirement explained above provides a well-defined off-shell bosonic-string measure associated with \( g \)-loop contribution to a scattering process involving \( n \) arbitrary external states. It is well-defined in the sense that the physical results do not depend on the choice of local coordinates around the punctures. This concludes our brief recap of the construction of off-shell bosonic-string measures.

### 3 Hyperbolic Geometry and Off-Shell Bosonic-String Amplitudes

In this section, we shall explicitly construct off-shell amplitudes in bosonic-string theory using hyperbolic geometry following the general construction described in section 2. For a quick introduction to the theory of hyperbolic surfaces see Appendix A. Standard references on the subject are [31, 32, 75].

#### 3.1 Degenerating Family of Hyperbolic Surfaces

In this section, we explain how to construct degenerating families of hyperbolic surfaces. Before explaining the details, let us set the stage first.
A Riemann surface is called hyperbolic if it is equipped with a hyperbolic metric, i.e., a metric with constant curvature $-1$ everywhere on the surface. One important advantage of using a hyperbolic metric is that Riemann surfaces with nodes obtained by the gluing of hyperbolic surfaces, as we explain in detail below, are again hyperbolic. This suggests that if we choose local coordinates around the punctures as the one induced from the hyperbolic metric on the surface, at least on the complete degeneration limit, where the gluing parameter vanishes and a node is developed, this choice will match with local coordinates induced from the component surfaces. This is an essential constraint satisfied by a gluing-compatible section of $\hat{P}_{g,n}$. We shall argue in the rest of this section that away from the degeneration locus also we can define a consistent choice of local coordinate that leads to a gluing-compatible section of $\hat{P}_{g,n}$.

A hyperbolic surface can be represented as a quotient of the upper half-plane $\mathbb{H}$ by a Fuchsian group. A puncture on a hyperbolic surface corresponds to the fixed point of a parabolic element of the Fuchsian group acting on the upper half-plane $\mathbb{H}$. For a puncture $p$, there is a natural local coordinate $w$ with $w(p) = 0$, and the hyperbolic metric around the puncture is locally given by [76]

$$ds^2 = \left(\frac{|dw|}{|w|\ln|w|}\right)^2.$$ \hspace{1cm} (3.1)

Let $z$ be the coordinate on the upper half-plane. Then, the distinguished local coordinate is

$$w = e^{2\pi iz},$$ \hspace{1cm} (3.2)

for the puncture corresponding to the parabolic element whose fixed point is at infinity $z_\infty = i\infty$ on the upper half-plane $\mathbb{H}$. As required this choice of local coordinate is invariant under the translation, $z \to z + 1$, which represents the action of the generator of the corresponding parabolic element. In terms of the coordinate $z$, the metric around the puncture takes the form

$$ds^2 = \frac{dzd\bar{z}}{(\text{Im}z)^2},$$ \hspace{1cm} (3.3)

which is the hyperbolic metric for the Poincaré upper half-plane $\mathbb{H}$, as it should be. The local canonical coordinate around the puncture $w$ given by (3.2) is unique modulo a phase factor.

If the fixed point of the parabolic element corresponding to the cusp is at a finite point $x$ on the real axis of the upper half-plane, then the local coordinate is given by

$$w = e^{-\frac{2\pi i}{x}}.$$ \hspace{1cm} (3.4)

Before using the proposed choice of local coordinates for constructing off-shell amplitudes, it is important to ensure that it satisfies the gluing-compatibility requirement. For this, we should first answer the following question: What are the local coordinates induced around the punctures on the surface obtained via gluing of hyperbolic surfaces? To proceed, let us analyze the metric on hyperbolic surfaces obtained via the gluing of hyperbolic surfaces.
Gluing Hyperbolic Surfaces

The degenerating families of Riemann surfaces are readily given by cut-and-paste constructions in hyperbolic geometry, following Fenchel and Nielsen [30–32]. In the following, we shall discuss the relationship between the cut-and-paste construction and the gluing construction of degenerating families of hyperbolic surfaces. For more details on the cut-and-paste construction and Fenchel-Nielsen coordinates, see Appendix A.

The Gluing Construction: Consider $\overline{M}_g$, the Deligne-Mumford stable curve compactification of the moduli space of genus-$g$ Riemann surfaces [28]. Let us denote the compactification divisor of $\overline{M}_g$ by $D$. A point of $D$ represents a Riemann surface $R$ with nodes. By definition, a neighborhood of a node $n$ of $R$ is complex-analytically isomorphic to either
\[
\left\{ |w^{(1)}| < \epsilon \right\} \text{ or } \left\{ |w^{(2)}| < \epsilon \right\},
\]
where $w^{(1)}$ and $w^{(2)}$ are the local coordinates around the two sides of $n$. To move away from the compactification divisor, let us consider the following family of surfaces fibered over a disk with complex coordinate $t$

\[
\left\{ w^{(1)}w^{(2)} = t \mid |w^{(1)}|, |w^{(2)}| < \epsilon, |t| < \epsilon \right\}.
\]

We can identify $U$ with the fiber at $t = 0$. A deformation of $R \in \overline{M}_g$ which opens the node is given by varying the parameter $t$.

Consider a Riemann surface $R_0 \in D \subset \overline{M}_g$ with $m$ nodes denoted by $n_1, \ldots, n_m$. For the node $n_i$, the punctures $p_i$ and $q_i$ of $R_0 - \{ n_1, \ldots, n_m \}$ are paired. Let
\[
U^1_i \equiv \left\{ |w_i^1| < 1 \right\}, \quad i = 1, \ldots, m,
\]
\[
U^2_i \equiv \left\{ |w_i^2| < 1 \right\}, \quad i = 1, \ldots, m,
\]
be the disjoint neighborhoods of the punctures $p_i$ and $q_i$, respectively. Here, $w_i^{(1)}$ and $w_i^{(2)}$ with $w_i^{(1)}(p_i) = 0$ and $w_i^{(2)}(q_i) = 0$ are the local coordinates around the two sides of the node $n_i$. Consider an open set $V \subset R_0$ disjoint from the set $U^1_i, U^2_i$ which support the Beltrami differentials $\{ \mu_a \}$. Beltrami differentials span the tangent space of the Teichmüller space of
Figure 3: Two annuli with inner radius $|t|$ and outer radius 1 obtained by removing a disc of radius $|t|$ from $D_1$ and $D_2$ where $t$ is a complex parameter.

$\mathcal{R}_0 - \{n_1, \ldots, n_m\}$. The dimension of this space is $3g - 3 - m$. Given

$$s \equiv (s_1, \ldots, s_{3g-3-m}) \in \mathbb{C}^{3g-3-m},$$

(3.8)

for a neighborhood of the origin, the sum $\mu(s) = \sum_j s_j \mu_j$ is a solution $\omega^{\mu(s)}$ of the Beltrami equation. Assume that the surface $\omega^{\mu(s)}(\mathcal{R}_0) = \mathcal{R}_s$ is a quasiconformal deformation of $\mathcal{R}_0$. Then, we shall parametrize the opening of nodes as follows. The map $\omega^{\mu(s)}$ is conformal on $U^1_i$ and $U^2_i$ and therefore $w^{(1)}_i$ and $w^{(2)}_i$ serve as local coordinates for $\omega^{\mu(s)}(U^1_i), \omega^{\mu(s)}(U^2_i) \subset \omega^{\mu(s)}(\mathcal{R}_0)$. Given

$$t = (t_1, \ldots, t_m) \in \mathbb{C}^m, \quad |t_i| < 1,$$

(3.9)

we construct the family of surface $\mathcal{R}_{t,s}$, parametrized by $s$ and $t$ as follows. We first remove the discs $\{0 < |w^{(1)}_i| \leq |t_i|\}$ and $\{0 < |w^{(2)}_i| \leq |t_i|\}$ from $\mathcal{R}_s$ (see Figure 3), and then attach $\{|t_i| < |w^{(1)}_i| < 1\}$ to $\{|t_i| < |w^{(2)}_i| < 1\}$ by identifying $w^{(1)}_i$ and $\frac{t_i}{w^{(2)}_i}$. The construction is complex, and the tuple $(t, s)$ parametrizing $\mathcal{R}_{t,s}$ provides a local complex coordinate chart.

The above construction can be easily generalized to surfaces with punctures.

Gluing of Hyperbolic Surfaces: We now discuss the gluing of Riemann surfaces equipped with a hyperbolic metric. Consider a hyperbolic surface $\mathcal{R}$. For a geodesic $\alpha$ on $\mathcal{R}$ of length $l_\alpha$, a neighborhood with area $2l_\alpha \cot \frac{l_\alpha}{2}$ is called the collar around $\alpha$ [59, 60, 77–80]. The standard collar around the geodesic $\alpha$ is the collection of points whose hyperbolic distance from $\alpha$ is less than $w(\alpha)$, which is defined through

$$\sinh w(\alpha) \sinh \frac{l_\alpha}{2} = 1.$$

(3.10)

The standard collar can be described as a quotient of the upper half-plane $\mathbb{H}$. To describe this quotient space, consider the transformation $z \rightarrow e^{l_\alpha} z$ which is represented by the following matrix in $\text{PSL}(2, \mathbb{R})$

$$M = \begin{pmatrix} e^{\frac{l_\alpha}{2}} & 0 \\ 0 & e^{-\frac{l_\alpha}{2}} \end{pmatrix}.$$

(3.11)
Figure 4: The fundamental domain of a collar is the region between the annulus and the wedge.

It is clear from this form that it generates a cyclic subgroup of PSL(2, \( \mathbb{R} \)). We shall denote this subgroup by \( \Gamma_\alpha \). The fundamental domain is given by a strip in \( \mathbb{H} \) (see Figure 4). If we quotient \( \mathbb{H} \) with \( z \rightarrow e^{\alpha z} \) relation, we identify the two sides of the strip. This gives a cylinder that is topologically an annulus which has an induced hyperbolic structure from \( \mathbb{H} \). The simple closed geodesic of this hyperbolic annulus has hyperbolic length \( l_\alpha \). The standard collar is the quotient of the wedge \( \left\{ \frac{\pi}{2} < \arg z < \pi - \frac{l_\alpha}{2} \right\} \) by \( \Gamma_\alpha \) (see Figure 4).

The standard collar or hyperbolic annulus can be constructed via the gluing of two discs \( D_1 = \{ \left| y_1 \right| < 1 \} \) and \( D_2 = \{ \left| y_2 \right| < 1 \} \) and by endowing a hyperbolic metric on it. The gluing locus

\[
\mathcal{F} = \left\{ y_1 y_2 = t \left| y_1, y_2, |t| < 1 \right\}, \right.
\]

(3.12)
is a complex manifold fibered over the disk \( D = \{ \left| t \right| < 1 \} \). The \( t = 0 \) fibre is singular. It is the union of the discs \( D_1 \) and \( D_2 \) joined at the origin. To obtain a hyperbolic metric, we need to remove the origin from \( D_1 \) and \( D_2 \). Each of the punctured disks has a complete hyperbolic metric given by

\[
ds_0^2 = \left( \frac{|dy_1|}{|y_1| \ln |y_1|} \right)^2, \quad \{ 0 < |y_1| < 1 \} \cup \{ 0 < |y_2| < 1 \}. (3.13)
\]

The \( t \neq 0 \) fibre is the annuli \( \{ \left| t \right| < |y_1| < 1 \} \) with complete hyperbolic metric

\[
ds_t^2 = \text{sinc}^{-2} \left( \frac{\pi \ln |y_1|}{\ln |t_j|} \right) ds_0^2, \quad \{ |t| < |y_1| < 1 \}. (3.14)
\]
in the \( j \)th collar of \( \mathcal{R}_t \), where sinc is the normalized sinc function given by \( \text{sinc}(x) \equiv \frac{\sin(\pi x)}{\pi x} \). For small \( |t| \), we have the following expansion of the hyperbolic metric on the punctured disc

\[
ds_t^2 = \left( 1 + \frac{1}{3} \Theta^2 + \frac{1}{15} \Theta^4 + \ldots \right) ds_0^2, \quad \{ |t| < |y_1| < 1 \}, \quad \Theta \equiv \pi \ln |y_1| \ln |t| \]. (3.15)

where \( \Theta \equiv \pi \ln |y_1| \ln |t| \). The limit \( t \rightarrow 0 \) of \( ds_t^2 \) is real analytic in \( (\ln |t|)^{-1} \) and furthermore it is uniform for \( |y_1|, |y_2| > \epsilon [56] \). The closed geodesic in the \( t \)-fiber is \( |y_1| = |t|^{\frac{1}{2}} \) and has the
length
\[ l = -\frac{2\pi^2}{\ln|t|}. \] (3.16)

It is known that there exists a positive constant \( c_\ast \), known as the collar constant, such that if the length \( l \) of a geodesic \( \gamma \) on \( \mathcal{R} \) is less than or equal to \( c_\ast \), then the standard collar embeds isometrically about \( \gamma \) [59, 60, 77–80]. We shall call a geodesic whose length is at most \( c_\ast \) a short geodesics. Therefore, whenever the length of a simple geodesic along which the cut-and-paste construction can be done becomes less than the collar constant, we can replace the collar around this short geodesic with the hyperbolic annulus. This allows us to find the needed bridge between the gluing and the cut-and-paste construction.

The disc \( \mathcal{D} = \{|t| < 1\} \) can be thought of as the moduli space for the hyperbolic annulus. The Riemannian Weil-Petersson (WP) metric on \( \mathcal{D} \) is given by [60]
\[
 ds^2_{WP} = -\frac{2\pi^3|dt|^2}{|t|^2(ln|t|)^2}. \] (3.17)

The Fenchel-Nielsen coordinates \((\ell, \tau)\) for the moduli space of hyperbolic annulus as [60]
\[
 \ell = -\frac{2\pi^2}{\ln|t|}, \quad 2\pi\tau = \arg t = \text{Im}(\ln t). \] (3.18)

If we use these relations, then (3.17) can be written as \( d\ell \wedge d\tau \). This perfectly agrees with Wolpert’s formula for the WP volume form on the moduli space of hyperbolic surfaces obtained via the WP symplectic form [55].

This identification can be generalized to the case of a hyperbolic surface with \( m \) disjoint short geodesics. The collar neighborhood of each of the short geodesics can be interpreted as a hyperbolic annulus. Given \( \epsilon > 0 \), we have the following estimate for the length \( l_i \) of the simple closed geodesic of the \( t_i \)th annulus [60]
\[
 \left| \frac{2\pi^2}{l_i} - \ln \frac{1}{|t_i|} \right| < \epsilon, \quad i = 1, \ldots, m. \] (3.19)

Therefore, we see that the degeneration of a hyperbolic metric is associated to the formation of wide collars about short geodesics.

From the above discussion, it is tempting to claim that a hyperbolic surface near the boundary of the moduli space can be understood as a surface obtained by the gluing of Riemann surfaces with a hyperbolic metric. Putting differently, one would claim that a metric on a surface obtained by gluing two hyperbolic surfaces is again hyperbolic. In the following, we see that this is not quite the case and there is an accumulation of curvature on certain regions of the resulting surface. We then show how this issue can be resolved following [56, 57].
Hyperbolic Metric on the Glued Family: Consider a hyperbolic surface $\mathcal{R}_0$ with $m$ nodes. Using gluing construction, we can construct a family of non-degenerate Riemann surfaces $\mathcal{R}_t$ parametrized by $m$-tuple $t=(t_1, \ldots, t_m)$ from the degenerate hyperbolic surface $\mathcal{R}_0$. By removing the $m$ nodes from $\mathcal{R}_0$, we get a hyperbolic surface $\mathring{\mathcal{R}}_0$. On $\mathring{\mathcal{R}}_0$, we have a pair of punctures $p_i, q_i$ instead of the node $n_i$ for $i=1,\ldots,m$. The surface $\mathring{\mathcal{R}}_0$ is a finite union of Riemann surfaces with punctures. We denote the local coordinates around the punctures $p_i$ and $q_i$ induced from the hyperbolic metric by $w_i^{(1)}$ and $w_i^{(2)}$ with the property that $w_i^{(1)}(p_i) = 0$ and $w_i^{(2)}(q_i) = 0$. Let us analyze the metric on $\mathcal{R}_t$. In terms of the local coordinates $w_i^{(1)}$ and $w_i^{(2)}$, the hyperbolic metric on $\mathring{\mathcal{R}}_0$ has the following local expression

$$ds^2 = \left(\frac{|d\zeta|}{|\zeta| \ln |\zeta|} \right)^2, \quad \zeta = w_i^{(1)}, w_i^{(2)}. \quad (3.20)$$

Using (3.20), it is straightforward to check that there is no geodesic around the punctures. Applying the gluing construction to these punctures identifies the curves $w_i^{(1)} = \sqrt{t}$ and $w_i^{(2)} = \sqrt{t}$ in the neighborhood of the punctures. We can obtain a hyperbolic surface by gluing two hyperbolic surfaces only if the component surfaces glued along a geodesic. However, the curves identified by the gluing construction are not geodesics. Therefore, the resulting surface $\mathcal{R}_t$ cannot be a hyperbolic surface. In fact, one can check that the metric on $\mathcal{R}_t$ has constant curvature $-1$ everywhere except near the $w_i^{(1)} = w_i^{(2)} = \sqrt{t}$. Therefore, the collar does not have a hyperbolic metric on it. However, we can make the metric on the collar in $\mathcal{R}_t$ hyperbolic by performing a conformal transformation. In terms of local coordinates $w_i^{(1)}$ and $w_i^{(2)}$, the resulting metric on the $i^{th}$ collar takes the following form

$$ds_i^2 = \text{sinc}^{-2}\left(\frac{\pi \ln |\zeta|}{\ln |t_i|}\right)ds_0^2, \quad \zeta = w_i^{(1)}, w_i^{(2)}. \quad (3.21)$$

As a result of this conformal transformation, the metric on the collars of $\mathcal{R}_t$ becomes hyperbolic. The metric away from the collars remains hyperbolic as before the transformation. However, these two metrics do not match with each other in the tails of collars. Therefore, we interpolate between the two choices at the two ends of the collars. The result is a smooth grafted metric $ds_{gf}^2$ for $\mathcal{R}_t$, see Figure 5. The grafted metric has curvature $-1$ everywhere except at the tails of collars on $\mathcal{R}_t$.

Since we have found a smooth metric on the glued surface, we can make it hyperbolic by performing an appropriate conformal transformation. The proper conformal transformation that does this job can be found by solving the so-called curvature-correction equation [56–58]. To describe this equation, consider a compact Riemann surface with the metric $ds^2$ and the Gauss curvature\(^6\) $C$. Then, the metric $e^{2f}ds^2$ on this surface has constant curvature $-1$ if

$$Df - e^{2f} = C,$$  \quad (3.22)

\(^6\)In two dimensions, the Gaussian curvature is half of the Ricci curvature of the surface.
where $D$ is the Laplace-Beltrami operator on the surface. In order to find the hyperbolic metric on $R_t$, we need to specify the grafted metric properly. For this, let us introduce a positive constant $b_*$ and a negative constant $a_0$. The grafted metric $ds^2_{gf}$ on $R_t$ is defined as follows:

- In the region complement to the region in $R_t$ described by
  
  \[ F_{b_*} = \left\{ \left( w_i^{(1)}, w_i^{(2)}, t_i \right) \mid w_i^{(1)} w_i^{(2)} = t_i, |w_i^{(1)}|, |w_i^{(2)}| < b_*; \ i = 1, \ldots, m \right\}, \quad (3.23) \]

  we use the hyperbolic metric $ds^2$ on $\hat{R}_0$ restricted to $R_{b_*}$. The surface $R_{b_*}$ is obtained from $\hat{R}_0$ by removing the punctured discs $\{0 < |w_i^{(1)}| \leq b_*\}$ about $p_i$ and $\{0 < |w_i^{(2)}| \leq b_*\}$ about $q_i$ for $i = 1, \ldots, m$.

- In the region in $F_{b_*}$ that is complement to the collar bands described by
  
  \[ e^{a_0} b_* \leq |w_i^{(1)}| \leq b_* , \quad e^{a_0} b_* \leq |w_i^{(2)}| \leq b_*; \ i = 1, \ldots, m, \]

  we use the metric $ds_t^2$ on the hyperbolic annulus given in (3.21).

- In the collar bands $\{e^{a_0} b_* \leq |w_i^{(j)}| \leq b_*\}$ for $j = 1, 2$, we use the geometric interpolation of the two metrics $ds^2$ and $ds_t^2$ given by

  \[ ds^2_{gf} = (ds^2)^{1-\eta} (ds_t^2)^{\eta} \quad \text{with} \quad \eta = \eta \left( \ln \left( \frac{|w_i^{(j)}|}{b_*} \right) \right). \quad (3.25) \]

  Here, $\eta(a)$ is a smooth function which is one for $a \leq a_0 < 0$ and zero for $a \geq 0$.

Now we shall discuss the leading correction to the grafted metric needed for making it a hyperbolic metric on the glued family [57]. Let us denote the Fuchsian group associated with

\[ \text{Figure 5: The grafted metric on the surface obtained via the gluing.} \]
the Riemann surface \( \mathcal{R} \) with \( \Gamma \). Assume that \( \Gamma \) has the stabilizer of infinity \( \Gamma_\infty \) (i.e. the group generated by the transformation \( z \to z+1 \)). We can then consider the relative Poincaré series

\[
E(z; 2) = \sum_{A \in \Gamma/\Gamma_\infty} (\text{Im}A(z))^2, \tag{3.26}
\]

where \( z \) is the coordinate on \( \mathbb{H} \). The function \( (\text{Im}z)^2 \) on \( \mathbb{H} \) is an eigenfunction of the hyperbolic Laplacian with eigenvalue 2. This series, known as the \textit{Eisenstein series}, converges locally-uniformly on \( \mathbb{H} \). It has the expansion

\[
E(z; 2) = (\text{Im}z)^2 + \hat{e}(z), \tag{3.27}
\]

with \( \hat{e}(z) \) bounded as \( \mathcal{O}((\text{Im}z)^{-1}) \) for large values of \( \text{Im}z \). The quotient space \( \{\text{Im}(z) > 1\}/\Gamma_\infty \) embeds in \( \mathbb{H}/\Gamma \). This region in the upper half-plane that corresponds to a neighborhood of the puncture with hyperbolic area 1 associated with \( \Gamma_\infty \) on the hyperbolic surface \( \mathcal{R} = \mathbb{H}/\Gamma \) is known as the \textit{cusp region} for this puncture in \( \mathbb{H} \). Cusp regions for distinct punctures are disjoint.

Remember that \( \hat{\mathcal{R}}_0 \) is a finite union of Riemann surfaces with punctures, and each component has an associated Fuchsian group. Therefore, we can define an Eisenstein series with respect to a puncture. This Eisenstein series lives on the component surface that contains the puncture with respect to which we define the Eisenstein series. It is useful to consider a special truncation of these Eisenstein series for a given choice of \( \eta \) and parameters \( b_*, a_0 \) and \( t \).

**Truncated Eisenstein Series:** The special truncation \( E^\# \) of the Eisenstein series is given by the following modification in the cusp regions

- \textbf{In the cusp region associated with the puncture that is used for the gluing that produces} \( \mathcal{R}_t \) \textbf{from} \( \hat{\mathcal{R}}_0 \), \textbf{and for} \( \text{Im}z > 1 \), \textbf{we define}

\[
E^\#(z; 2) \equiv [1 - \eta((-2\pi \text{Im} z - \ln b_*))(\text{Im} z)^2
+ \left[ 1 - \eta \left( -2\pi \text{Im} z + \ln \left( \frac{b_*}{|t|} \right) + a_0 \right) \right] \hat{e}(z). \tag{3.28}
\]

- \textbf{In the cusp region associated with other punctures, and for} \( \text{Im}z > 1 \), \textbf{we define}

\[
E^\#(z; 2) \equiv \left[ 1 - \eta((-2\pi \ln z + \ln \left( \frac{b_*}{|t|} \right) + a_0) \right] E(z; 2). \tag{3.29}
\]

Let us extend these truncated Eisenstein series to define \( E^\dagger \), the \textit{melding of the Eisenstein series}, on \( \mathcal{R}_t \). For this, we first extend the definition of \( E^\# \) by zero on the components of \( \hat{\mathcal{R}}_0 \) that do not contain the puncture used to define \( E \). Then, we define \( E^\dagger \) on the glued surfaces \( \mathcal{R}_t \) as follows. Away from the collars in \( \mathcal{R}_t \), \( E^\dagger \) is the same as the non-zero \( E^\# \) in that region.
On the $i$th collar of $R_t$ on the overlap $\{|t|/b_s < |w^{(1)}| < b_s\} \cap \{|t|/b_s < |w^{(2)}| < b_s\}$, $E^\dagger$ is defined as the sum of $E^\#$ at $w^{(1)}_i$ and $E^\#$ at $w^{(2)}_i = w^{(1)}_i/t$.

As we mentioned earlier, $(\text{Im}(z))^2$ is the eigenfunction of the hyperbolic Laplacian with eigenvalue 2. The contribution of the truncation of the Eisenstein series to the hyperbolic metric can be determined by analyzing the quantity $(D_{\text{gf}} - 2)E^\dagger$ on the collar in which $D_{\text{gf}}$ is the Laplacian in the grafted metric. In the complement of the collar, the grafted metric is the hyperbolic metric given by:

$$\frac{ds^2}{\partial x^2} + \frac{ds^2}{\partial y^2}$$

where $\eta$ is the eigenfunction of the hyperbolic Laplacian with eigenvalue 2. The contribution of the truncation of the Eisenstein series to the hyperbolic metric on $R_t$ on the overlap $\{|t|/b_s < |w^{(1)}| < b_s\} \cap \{|t|/b_s < |w^{(2)}| < b_s\}$, $E^\dagger$ is defined as the sum of $E^\#$ at $w^{(1)}_i$ and $E^\#$ at $w^{(2)}_i = w^{(1)}_i/t$.

This expansion for the hyperbolic metric on $R_t$ has the following expansion [56, 57]:

$$(D_{\text{gf}} - 2)E^\dagger(z) = -\frac{1}{4\pi} \Lambda + O\left((-\ln |t|)^{-1}\right), \quad (3.30)$$

where

$$\Lambda = \frac{\partial}{\partial a} \left(a^4 \frac{\partial}{\partial a} \eta(a)\right), \quad a \equiv \ln |w^{(1)}|, |w^{(2)}|.$$ \quad (3.31)$$

Finally, we can use this result to find the relation between the hyperbolic metric on the glued family and the grafted metric. Assume that $t = (t_1, \ldots, t_m) \in \mathbb{C}^m$ and $|t_i| < b_s^i$, $i = 1, \ldots, m$ are the gluing parameters for a surface $R_t$. To find the degenerate expansion of the hyperbolic metric on $R_t$, one should use the curvature-correction equation (3.22). Using this approach, the hyperbolic metric on the surface $R_t$ has the following expansion [56, 57]:

$$ds^2_{\text{hp}} = ds^2_{\text{gf}} \left(1 + 2(D_{\text{gf}} - 2)^{-1}(1 + C_{\text{graft}}) + O\left(\| 1 + C_{\text{graft}} \| \right)^2\right), \quad (3.32)$$

in which $\| \cdot \|$ is an appropriate norm and $C_{\text{graft}}$ is the Gaussian curvature of the grafted metric given by [56]:

$$C_{\text{graft}} = -1 - \frac{\epsilon^2}{6} \Lambda + O(\epsilon^4), \quad \epsilon \equiv \frac{\pi}{\ln |t|}. \quad (3.33)$$

$\Lambda$ is given in (3.30). Using this relation, the hyperbolic metric on $R_t$ can be expanded in terms of the grafted metric [57, Theorem 4] as follows

**The Expansion of Hyperbolic Metric on $R_t$:** Given a choice of $b_s < 1$ and a cut-off function $\eta$, for all small $t$, the hyperbolic metric $ds^2_{\text{hp}}$ of the Riemann surface $R_t$, obtained by the gluing of the $m$ pairs of annuli, has the following expansion

$$ds^2_{\text{hp}} = ds^2_{\text{gf}} \left\{1 + \frac{4\pi^4}{3} \sum_{i=1}^{m} (\ln |t_i|)^{-2} \left(E^{\dagger}_{i,1} + E^{\dagger}_{i,2}\right) + \sum_{i=1}^{m} O\left((\ln |t_i|)^{-3}\right)\right\}. \quad (3.34)$$

The functions $E^{\dagger}_{i,1}$ and $E^{\dagger}_{i,2}$ are the melding of the Eisenstein series $E(\cdot; 2)$ associated to the pair of cusps plumbed to form the $i$th collar.

This expansion for the hyperbolic metric on $R_t$ can be written in terms of the $i$th collar.
geodesic \( l_i = -\frac{2\pi^2}{m|l_i|} \) computed in \( ds_i^2 \) metric:

\[
ds_{\text{hp}}^2 = ds_{\text{gf}}^2 \left( 1 + \sum_{i=1}^{m} \frac{l_i^2}{3} \left( E_{i,1}^\dagger + E_{i,2}^\dagger \right) + \sum_{i=1}^{m} \mathcal{O} \left( l_i^3 \right) \right).
\]  

(3.35)

We can use this expansion to compute the lengths of an arbitrary simple closed geodesics on \( \mathcal{R}_t \) as follows

- The hyperbolic length of the geodesic in the \( i \)th collar is given by

\[
l_i^{(\text{hp})} = l_i + \mathcal{O} \left( l_i^3 \right).
\]

(3.36)

Note that there is no correction of order \( l_i^2 \) to the length of the \( i \)th collar geodesic.

- The length of a simple closed geodesic \( \alpha \), disjoint from the collars, is given by

\[
\tilde{l}_\alpha = l_\alpha + \sum_{i=1}^{m} \frac{l_i^2}{6} \int_{\alpha} ds \left( E_{i,1}^\dagger + E_{i,2}^\dagger \right) + \sum_{i=1}^{m} \mathcal{O} \left( l_i^3 \right).
\]

(3.37)

In this formula, \( \tilde{l}_\alpha \) and \( l_\alpha \) denote the hyperbolic lengths of \( \alpha \) on \( \mathcal{R}_t \) and \( \mathcal{R}_0 \), respectively. Away from the collars, \( E_{i,1}^\dagger (z, 2) = E_{i,1} (z, 2) \), so we can write:

\[
\tilde{l}_\alpha = l_\alpha + \sum_{i=1}^{m} \frac{l_i^2}{6} \int_{\alpha} ds \left( E_{i,1} + E_{i,2} \right) + \sum_{i=1}^{m} \mathcal{O} \left( l_i^3 \right).
\]

(3.38)

### 3.2 Gluing-Compatibility and Hyperbolic Geometry

Before specifying a gluing-compatible section, let us first define the 1PI and 1PR regions of the moduli space \( M_{g,n} \):

**1PI and 1PR Regions of the Moduli Space:** the region inside the moduli space consisting of hyperbolic surfaces having no simple closed geodesics with length less than or equal to the collar constant \( c^* \) is declared as the 1PI region of the moduli space. The region complement to the 1PI region is declared as the 1PR region.

Here, we assume that \( c^* \) is a small constant that is much less than the hyperbolic length of any simple closed geodesic on the surface that is homotopically-inferior to the simple closed geodesic on the collars. The rationale behind this assumption will be explained below. With these definitions of 1PI and 1PR regions of the moduli space, we choose the local coordinates as the ones that are induced from the hyperbolic metric on the surface with the scaling factor of \( e^{\frac{c^*}{2}} \). Let us explain the need for the scaling factor. The 1PR region of the moduli space should be constructed using the gluing in which the gluing parameter runs between 0 and 1. On the other hand, it is clear from (3.16) that our definition of the 1PR region of the moduli
The space consists of all Riemann surfaces satisfying
\[
\left\{ w_i^{(1)} w_i^{(2)} = t_i \mid |t_i| \leq |w_i^{(1)}|, |w_i^{(2)}| < 1, |t_i| < e^{-\frac{2\pi}{c_*}}, i = 1, \ldots, m \right\}. \tag{3.39}
\]

However, we can make the gluing parameter to run from 0 to 1 by rescaling the local coordinates \( w_i^{(1)} \) and \( w_i^{(2)} \) as follows
\[
\tilde{w}_i^{(1)} = e^{\frac{\pi}{c_*}} w_i^{(1)}, \quad \tilde{w}_i^{(2)} = e^{\frac{\pi}{c_*}} w_i^{(2)}, \quad i = 1, \ldots, m. \tag{3.40}
\]

In terms of these rescaled coordinates, the family of surfaces in the 1PR region is constructed by the following gluing relation
\[
\left\{ \tilde{w}_i^{(1)} \tilde{w}_i^{(2)} = \tilde{t}_i \mid |\tilde{t}_i| \leq |\tilde{w}_i^{(1)}|, |\tilde{w}_i^{(2)}| < e^{\frac{\pi}{c_*}}, |\tilde{t}_i| < 1, i = 1, \ldots, m \right\}. \tag{3.41}
\]

Note that this definition does not fix the phases of local coordinates. Such a phase ambiguity will not affect the definition of off-shell amplitudes due to the condition (2.11) satisfied by the off-shell states. This choice provides a gluing-compatible section of \( \hat{\mathcal{P}}_{g,n} \) only if the gluing construction applied to one or more hyperbolic surfaces gives a hyperbolic metric on the resulting surface. As we have explained above, this can be done by performing an appropriate conformal transformation.

We are in a position to check the validity of the proposed choice of local coordinates. We proposed that the local coordinate around a puncture to be \( \tilde{w} = \exp\left(\frac{\pi}{c_*}\right) w \), where \( w \) is induced from the hyperbolic metric on the surface. In terms of the local coordinate \( w \), the hyperbolic metric around the puncture takes the form \( \left(\frac{|dw|}{|w|\ln|w|}\right)^2 \). One of the main features of a gluing-compatible choice of local coordinates is that each component of the surface in the 1PR region is independent of the gluing parameters and moduli parameters of other components. Equation (3.35) shows that the proposed choice of local coordinates does not satisfy this criterion and as such does not provide a gluing-compatible section of \( \hat{\mathcal{P}}_{g,n} \). Let us elaborate on this point. By construction, the local coordinates induced from the grafted metric \( ds_{gf}^2 \) depend only on the moduli parameters associated with the component surfaces to which the punctures belong. To obtain a hyperbolic metric \( ds_{hp}^2 \) from the grafted metric, we should multiply with a Weyl factor that depends on the gluing parameters. The net effect is that the local coordinates induced from the hyperbolic metric will depend on the gluing parameters, and hence they will not be a gluing-compatible choice of local coordinates. It is thus clear that we can obtain a choice of local coordinates that do not depend on the gluing parameters by multiplying the hyperbolic metric with the inverse of the Weyl factor obtained by solving the curvature-correction equation (3.22), the factor that is multiplied with \( ds_{gf}^2 \) in (3.35).

Based on this observation, we can modify the proposed choice of local coordinates and make
it gluing-compatible as long as we keep the parameter $c_*$ very small, which can be explained as follows. Exactly at the degeneration locus, the local coordinates on the glued surface match with local coordinates induced from the hyperbolic metric. Otherwise, the difference between them is of order $l_i^2$, where $l_i$ is the length of the simple closed geodesic on the $i$th collar. When the length $l_i$ is very small compared to the lengths of other simple closed geodesics on the surface, we can neglect the higher-order corrections. For a gluing-compatible section of $\hat{P}_{q,n}$, it is important that the choice of local coordinates in the 1PR region matches the local coordinates induced from the component surfaces. Remember that we defined the 1PR region by considering hyperbolic surfaces that have simple closed geodesics less than $c_*$. By demanding $c_*$ to be very small, we are making sure that the difference between the coordinates induced from the hyperbolic metric and the ones induced from the metrics on component surfaces through gluing is very small. In other words, we can use (3.35) and ignore all higher-order corrections beyond the order $l_i^2$. Moreover, it is clear from (3.36) that for small $c_*$, the definition of 1PI and 1PR regions given in section 3.2 remains the same.

Putting together everything we have explained so far, we shall now describe a choice of local coordinates that is gluing-compatible. As in the case of naive local coordinates induced from the hyperbolic metric, this choice of local coordinates is unique up to a phase ambiguity. To specify the choice of local coordinates, let us introduce another infinitesimal parameter $\epsilon$. In order to define local coordinates in the 1PI region, we divide it into subregions. Let us denote the subregion in the 1PI region consists of surfaces with $m$ simple closed geodesics of length between $c_*$ and $(1+\epsilon)c_*$ by $R_m$. For surfaces belong to the region $R_m$ with $m \neq 0$, we choose the local coordinates around the $i$th puncture to be $\exp\left(\frac{\pi i}{c_*}\right)\tilde{w}_{i,m}$. In terms of $w_i$, the hyperbolic metric in the neighborhood of the puncture takes the following form

$$ds^2_{hp} = \left(\frac{|dw_i|}{|w_i|\ln|w_i|}\right)^2, \quad i = 1, \ldots, n.$$  \hfill (3.42)

For surfaces belong to the region $R_m$ with $m = 0$, we choose the local coordinates around the $i$th puncture to be $\exp\left(\frac{\pi i}{c_*}\right)\check{w}_{i,m}$, where $\check{w}_{i,m}$ is obtained by solving the following equation

$$\left(\frac{|d\check{w}_{i,m}|}{|\check{w}_{i,m}|\ln|\check{w}_{i,m}|}\right)^2 = \left(\frac{|dw_i|}{|w_i|\ln|w_i|}\right)^2 \left(1 - \sum_{j=1}^{m} f(l_j)E_0^j(w_i)\right),$$ \hfill (3.43)

$f(x)$ is a smooth function of $x$ such that $f(c_*) = \frac{x^2}{3}$ and $f((1+\epsilon)c_*) = 0$, $E^0_0(w_i)$ is the leading term in the Eisenstein series defined with respect to the $j$th node on the surface. For more explanation about the expansion of the Eisenstein series around a puncture, see appendix of [63].

Finally, the 1PR region consists of surfaces with $m$ simple closed geodesics of length $0 \leq l_j < c_*$, $j = 1, \ldots, m$. We choose the local coordinates around the $i$th puncture to be $\exp\left(\frac{\pi i}{c_*}\right)\check{w}_{i,m}$.
where \( \hat{w}_{i,m} \) is obtained by solving the following equation

\[
\left( \frac{|d\hat{w}_{i,m}|}{|\hat{w}_{i,m}| \ln|\hat{w}_{i,m}|} \right)^2 = \left( \frac{|dw_i|}{|w_i| \ln|w_i|} \right)^2 \left( 1 - \sum_{j=1}^{m} \frac{l_j^2}{3} E_0^j(w_i) \right).
\] (3.44)

Note that different choices of \( f \) and different values for the parameters \( c^* \) and \( \epsilon \) give different choices of gluing-compatible local coordinates. On the other hand, the condition for the physically-relevant quantities to be independent of these choices is the condition of gluing-compatibility \([15, 16, 51, 52]\). Therefore, the function \( f \) and the arbitrary parameters \( c^* \) and \( \epsilon \) will not appear in the measurable quantities as long as we restrict our computations to the second order in \( c^* \).

We can generalize the procedure to higher order in \( c^* \), say to the \( n^{th} \) order in \( c^* \). The idea behind choosing the local coordinates around the punctures is that it should be the same as the coordinate induced from the grafting metric inside the 1PR region of the moduli space. Therefore, we need to find the explicit solution for the curvature-correction equation (3.35) to \( n^{th} \) order in \( c^* \). This will relate the hyperbolic metric with the grafting metric that is valid up to \( n^{th} \) order in \( c^* \). The length of the core geodesic can also receive correction beyond the second order. Therefore, beyond the second order, we need to correct both the definition of the 1PR region and the choice of local coordinates to make it gluing compatible. The algorithm for finding a gluing compatible choice of local coordinate around the punctures up to \( c_n^* \), \( n \geq 3 \) is as follows:

1. We first solve the curvature-corrections equation (3.22) to \( n^{th} \) order in \( c^* \). Using this solution, we can find the correction to the hyperbolic metric \( ds_{hp}^2 \) up to the order \( n \) from (3.32).

2. We then compute the correction to the lengths of the core geodesics in collars using the hyperbolic metric \( ds_{hp}^2 \) expressed in terms of the grafted metric.

3. We next define the 1PI region inside the moduli space as the region consists of hyperbolic surfaces with no simple geodesics of length less than \( C_* \). \( C_* \) is the length of the geodesic on the collars computed using \( ds_{hp}^2 \) on the family of hyperbolic surfaces obtained with gluing parameters \( |t_i| = \exp \left( -\frac{2\pi^2}{c_*} \right) \). The 1PR region is the complement of the 1PI region.

4. The next step is to define the local coordinates on surfaces inside the 1PR regions. We choose it to be \( \exp \left( \frac{\pi^2}{c_*} \right) \tilde{w}^{(n)}_{i,m} \), \( i = 1, \ldots, n \), where \( \tilde{w}^{(n)}_{i,m} \) is the natural local coordinate around the punctures induced from the grafted metric, represented in terms of the hyperbolic metric.

5. In order to define the local coordinates around the punctures on surfaces inside the 1PI region, we divide the 1PI region into subregions. Let us denote the subregion in the
1PI region consists of surfaces with $m$ simple closed geodesics of length between $C_\ast$ and $(1+\epsilon)C_\ast$ by $R_m^{(n)}$. For the surfaces belong to the subregion $R_0^{(n)}$, we choose the local coordinate around the $i^{th}$ puncture to be $\exp\left(\frac{\pi^2}{c_\ast}w_i\right)$. For the surfaces belong to the subregion $R_m^{(n)}$ for $m \neq 0$, we choose the local coordinate around the $i^{th}$ puncture to be $\exp\left(\frac{\pi^2}{c_\ast}\tilde{w}_{i,m}\right)$. $\tilde{w}_{i,m}$ is induced from the metric interpolating between the grafted and hyperbolic metrics.

Note again that choosing different interpolating functions $f$ and various values for the parameter $c_\ast$ and $\epsilon$ give different choices of gluing compatible local coordinates. As such, they will not appear in the measurable quantities as long as we restrict them to the same order in $c_\ast$ up to which we have solved the curvature-correction equation.

### 3.3 Integrating a Bosonic-String Measure over the Moduli Space

To determine an off-shell bosonic-string amplitude, we need to construct a gluing-compatible section of $\hat{P}_{g,n}$. This section then needs to be integrated over the relevant moduli space to determine the corresponding off-shell bosonic-string amplitude. In the previous section, we determined a gluing-compatible choice of local coordinates using hyperbolic geometry. In this section, we explain how one can integrate this gluing-compatible section of $\hat{P}_{g,n}$ over $\overline{M}_{g,n}$, considered as the moduli space of hyperbolic surfaces, using (an extension of) the method developed by Mirzakhani [81].

#### 3.3.1 Integration Measure on a Section of $\hat{P}_{g,n}$

The construction of string measure on a gluing compatible section of $\hat{P}_{g,n}$ requires choosing a parametrization of the moduli space of hyperbolic surfaces and computing the Beltrami differentials associated with them, as explained in Section 2.2. The Fenchel-Nielsen parametrization provides a convenient choice of global coordinates for the Teichmüller space of hyperbolic surfaces [30–32]. Although this parameterization is not well suited for explicitly describing the moduli space, as explained in Section 3.3.2, the integration over the moduli space can be efficiently performed using these coordinates. Therefore, we choose to work with them. Below, we shall discuss the construction of Beltrami differentials associated with the Fenchel-Nielsen coordinates and describe the explicit procedure for writing the integration measure for the off-shell bosonic-string theory.

The basic idea behind the Fenchel-Nielsen parametrization is that every hyperbolic metric on a Riemann surface can be obtained by piecing together the metric from simple subdomains. The basic building block of a compact hyperbolic surface is a pair of pants. This construction is based on the following observations.

1) The lengths $\lambda_1, \lambda_2$ and $\lambda_3$ of alternating sides of a right hexagon in the hyperbolic plane have any value between $(0, \infty)$. If the hexagon is doubled across the unlabeled sides, then we obtain a pair of pants $P$ with geodesic boundary lengths $l_j = 2\lambda_j, \ j = 1, 2, 3$. 
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- 35 -
2) Given a pair of pants $P$ with boundaries $\alpha_j$, $j = 1, 2, 3$ and a pair of pants $Q$ with boundaries $\beta_j$, $j = 1, 2, 3$, $P$ can be glued to $Q$ along the boundaries $\alpha_1$ and $\beta_1$ if both of them have the same hyperbolic length. The resulting surface is a geometric sum, that has a hyperbolic metric whose restriction to each component pair of pants is the original hyperbolic metric of that component. The proof of this claim is based on the observation that the geometry in a tubular neighborhood of a simple closed geodesic of length $l$ is completely determined by $l$ [60].

By gluing $2g - 2 + n$ pairs of pants, a compact surface of genus $g$ and $n$ boundaries can be constructed. Assume that the boundary components of the surface are curves with lengths $L_i$, $i = 1, \ldots, n$. When all $L_i = 0$, $i = 1, \ldots, n$, we obtain a Riemann surface with $n$ punctures. By varying the parameters of this construction, every compact hyperbolic metric can be obtained. At each gluing site, there are two parameters. At the gluing site where we glue the boundary $\alpha_1$ of the pair of pants $P$ with boundary $\beta_1$ of the pair of pants $Q$, these parameters are the length $l(\alpha_1) = l(\beta_1) = \ell$ of the boundaries $\alpha_1$ and $\beta_1$ and the twist parameter $\tau$. The twist parameter is defined as follows. Let $p_1$ be a point on boundary $\alpha_1$ and point $q_1$ be a point on boundary $\beta_1$. Compared to other points on $\alpha_1$, the point $p_1$ is assumed to have the minimum hyperbolic distance from the boundary $\alpha_2$. Similarly, point $q_1$ has the minimum hyperbolic distance from the boundary $\beta_2$. The twist parameter $\tau$ is the distance between $p_1$ and $q_1$ along $\alpha_1 \sim \beta_1$. Then the parameters $(\tau_j, \ell_j)$, $1 \leq j \leq 3g - 3 + n$, $\tau_j \in \mathbb{R}$, $\ell_j \in \mathbb{R}^+$ for a fixed pair of pants decomposition $P$ endows the Teichmüller space $T_{g,n}$ of the genus-$g$ Riemann surfaces with $n$ boundary components with a global real-analytic coordinates. There is a natural symplectic form known as the Weil-Petersson (WP) symplectic form whose explicit form in terms of the Fenchel-Nielsen coordinates is [55]:

$$\omega_{\text{WP}} = \sum_{i=1}^{3g-3+n} d\ell_j \wedge d\tau_j. \quad (3.45)$$

Consider the Fenchel-Nielsen coordinates $(\tau_i, \ell_i)$, $i = 1, \ldots, 3g-3+n$ defined with respect to a pants decomposition of a hyperbolic surface $\mathcal{R}$ using $3g-3+n$ curves $\{C_i\}$, $i = 1, \ldots, 3g-3+n$, where $C_i$ denotes a simple closed geodesic on the surface. For $i \neq j$, the curves $C_i$ and $C_j$ are disjoint and non-homotopic. The tangent space at a point in the Teichmüller space is spanned by the Fenchel-Nielsen vector fields $\left\{\frac{\partial}{\partial \tau_i}, \frac{\partial}{\partial \ell_i}\right\}$, $i = 1, \ldots, 3g-3+n$. $\frac{\partial}{\partial \tau_i}$ is the twist vector field $t_{C_i}$ associated with the curve $C_i$. The twist field $t_\alpha$, for a simple closed geodesic $\alpha$, generates a flow on $T_{g,n}$. This flow can be understood as the operation of cutting the hyperbolic surface along $\alpha$ and attaching the boundaries after rotating one boundary relative to the other by some amount $\delta$. The magnitude $\delta$ parametrizes the flow on $T_{g,n}$.

The universal cover of a hyperbolic surface $\mathcal{R}$ is the upper half-plane $\mathbb{H}$ endowed with the hyperbolic metric. Assume that the uniformizing group is a finitely-generated Fuchsian group.
Γ and suppose that the simple closed geodesic α corresponds to the element

\[ A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \]

in Γ. Let \langle A \rangle denote the infinite cyclic group generated by A. Then, the Beltrami differential corresponding to the twist vector field \( t_\alpha \) is given by [53]

\[ t_\alpha = \frac{i}{\pi} (\text{Im} z)^2 \Theta_\alpha, \quad (3.46) \]

where \( \Theta_\alpha \) is the relative Poincaré series

\[ \Theta_\alpha \equiv \sum_{B \in \langle A \rangle \setminus \Gamma} \mathcal{W}_{B^{-1} A B}, \]

\[ \mathcal{W}_A \equiv \frac{(a + d)^2 - 4}{(cz^2 + (d - a)z - b)^2}. \quad (3.47) \]

\( z \) is the coordinate on the upper half-plane. Therefore, we conclude that the Beltrami differential for the Fenchel-Nielsen vector field \( \partial / \partial \ell_i \) is given by \( t_{C_i} \). The Beltrami differential for the Fenchel-Nielsen vector field \( \partial / \partial \tau_i \) can also be constructed by noting that \( \partial / \partial \tau_i \) is dual to the twist vector field \( \partial / \partial \ell_i \) with respect to the WP symplectic form [54]. We denote the Beltrami differential for the Fenchel-Nielsen coordinate vector field \( \partial / \partial l_i \) as \( l_{C_i} \).

Putting these facts together, the off-shell bosonic-string measure is given by

\[ \Omega^{(g,n)}_{6g-6+2n}(\Phi) = (2\pi i)^{-(3g-3+n)} \langle \mathcal{R} | B_{6g-6+2n} | \Phi \rangle, \quad (3.48) \]

where

\[ B_{6g-6+2n} \left[ \frac{\partial}{\partial \ell_1}, \frac{\partial}{\partial \tau_1}, \ldots, \frac{\partial}{\partial \ell_{3g-3+n}}, \frac{\partial}{\partial \tau_{3g-3+n}} \right] = \prod_{i=1}^{3g-3+n} b(t_{C_i}) b(l_{C_i}), \quad (3.49) \]

and

\[ b(t_{C_i}) = \int_{\mathcal{F}} d^2z \left( b_{zz} t_{C_i} + b_{\bar{z}\bar{z}} \bar{t}_{C_i} \right), \]

\[ b(l_{C_i}) = \int_{\mathcal{F}} d^2z \left( b_{zz} l_{C_i} + b_{\bar{z}\bar{z}} \bar{l}_{C_i} \right). \quad (3.50) \]

Here \( \mathcal{F} \) denotes the fundamental domain in the upper half-plane for the action of the Fuchsian group Γ associated with the Riemann surface \( \mathcal{R} \). The state \( \langle \mathcal{R} \rangle \) is the surface state associated with \( \mathcal{R} \) and the state \( | \Phi \rangle = | \Psi_1 \rangle \otimes \ldots \otimes | \Psi_n \rangle \in \mathcal{H}^\otimes_n \) represents the tensor product of the off-shell states inserted at the punctures. The quantity \( \langle \mathcal{R} | B_{6g-6+2n} | \Phi \rangle \) describe the \( n \)-point correlation function on \( \mathcal{R} \) with the off-shell vertex operators for the states \( | \Psi_i \rangle, i = 1, \ldots, n \), inserted at the punctures using the gluing compatible choice of local coordinates around the
punctures described in Section 3.2.

### 3.3.2 Integration over the Moduli Space

In order to obtain off-shell bosonic-string amplitudes, we need to integrate the off-shell bosonic-string measure over $\overline{\mathcal{M}}_{g,n}$, the compactified moduli space of genus $g$ Riemann surface with $n$ punctures. $\mathcal{M}_{g,n}$ is the quotient of the Teichmüller space $\mathcal{T}_{g,n}$ with respect to the action of the mapping class group (MCG) $\text{Mod}_{g,n}$. Although the Fenchel-Nielsen parametrization provides a simple description of the Teichmüller space of a hyperbolic surface, they fail to provide a convenient description of the corresponding moduli space. The reason is that the form of the action of the mapping class group on Fenchel-Nielsen coordinates and the explicit description of moduli space are not known explicitly in general [82, 83]. As a result, integrating a mapping class group invariant function (or more precisely a mapping-class-group-invariant differential form)\footnote{Note that by construction, well-defined objects on the moduli space are those on the corresponding Teichmüller space that are invariant under the action of the mapping-class group.} over the moduli space of hyperbolic surfaces is not a straightforward task. In this section, we shall discuss a way to bypass this difficulty using an extension of the method introduced by Mirzakhani [34].

The basic idea of [34] is as follows. The integration over the moduli space can be lifted to an appropriate covering space, and the pull-back of the WP volume form defines a volume form in the covering space. The most important feature of this covering space is that it can be decomposed into a product of lower-dimensional moduli spaces and a set of two-dimensional infinite cones. These infinite cones are parametrized by some pairs $(l_i, \tau_i)$ of Fenchel-Nielsen coordinates. We can again lift the integration over the lower dimensional moduli spaces to obtain another set of lower dimensional moduli spaces and infinite cones. In the end, we will end up with integration over a set of infinite cones with an explicit domain of integration.

Let us explain how one can unwind an integral and lift it to an appropriate covering space. Consider the space $M$ and a covering space $N$ thereof given by $\pi : N \to M$. If $dv_M$ is a volume form on $M$, then $dv_N \equiv \pi^{-1} \ast (dv_M)$ defines a volume form on $N$. Suppose that $f$ is a smooth function on $N$, then the push-forward $\pi_* f$ of $f$ to $M$ using the covering map $\pi$ is

$$ (\pi_* f)(x) \equiv \sum_{y \in \pi^{-1}\{x\}} f(y). \quad (3.51) $$

Here, we used the fact that the value of the push-forward of a function $f$ at a point $x$ of $M$ can be obtained by the summation over the values of the function $f$ at all points in the fiber of the point $x$ in $N$. This relation defines a smooth function on $M$. Then, the integral of this push-forward function on $M$ can be lifted to $N$ using

$$ \int_M dv_M (\pi_* f) = \int_N dv_N f. \quad (3.52) $$
Therefore, if we have a covering of the moduli space that has a well-defined region in the Teichmüller space, then the integration of a function on the moduli space can be performed by expressing this function as a push-forward of a function in the covering space. In the remaining part of this section, we shall explain that it is indeed possible to find such a covering of the moduli space and express the MCG-invariant functions as a push-forward of a function defined in the covering space.

**Relevant Covering Spaces of the Moduli Space:** To keep the discussion general, we consider bordered hyperbolic surfaces, which have boundaries of non-zero lengths. We denote a genus-\(g\) hyperbolic surface with \(n\) boundaries satisfying \(2g + n \geq 3\) by \(\mathcal{R}_{g,n}(\mathbf{L})\) where \(\mathbf{L} \equiv \{L_1, \ldots, L_n\}\) denotes the collection of the lengths of boundaries. The corresponding punctured surface is obtained by sending the lengths of all boundaries to zero.

The moduli space of \(\mathcal{R}_{g,n}(\mathbf{L})\), which we denote by \(\mathcal{M}_{g,n}(\mathbf{L})\), can be obtained from its Teichmüller space, denoted as \(\mathcal{T}_{g,n}(\mathbf{L})\), by identifying different points which are related by the action of all mapping class group elements, which is, in general, a complicated action. However, the following covering spaces of the moduli space have a comparatively nicer structure.

Assume that \(\gamma\) is a simple closed curve on \(\mathcal{R}_{g,n}(\mathbf{L})\). Consider a space \(\mathcal{M}_{g,n}(\mathbf{L})\) which is obtained from \(\mathcal{T}_{g,n}(\mathbf{L})\) by identifying different points that are related by the subgroup of the mapping class group that keeps \(\gamma\) fixed. The space \(\mathcal{M}_{g,n}(\mathbf{L})\) is larger than \(\mathcal{M}_{g,n}(\mathbf{L})\) because it is obtained by taking a quotient of \(\mathcal{T}_{g,n}(\mathbf{L})\) by a smaller group. The most important feature of this space is that it can be thought of as a product of lower dimensional moduli spaces and infinite cones \[^{34}\] where the infinite cones correspond to twists about the curve \(\gamma\) with values between 0 and the length \(\ell_{\gamma}\) of the curve \(\gamma\). \[^{8}\]

The lower dimensional moduli spaces are the moduli spaces of surfaces obtained by cutting \(\mathcal{R}_{g,n}(\mathbf{L})\) along \(\gamma\).

Let us elaborate on the above discussion. Assume that \(\gamma\) is a multi-curve on \(\mathcal{R}_{g,n}(\mathbf{L})\)

\[
\gamma = \sum_{i=1}^{k} \gamma_i. \tag{3.53}
\]

\(\{\gamma_1, \ldots, \gamma_k\}\) are disjoint non-homotopic simple closed curves on \(\mathcal{R}_{g,n}(\mathbf{L})\). Denote the mapping class group of \(\mathcal{R}_{g,n}(\mathbf{L})\) by \(\text{Mod}_{g,n}(\mathbf{L})\). For \(h \in \text{Mod}_{g,n}(\mathbf{L})\), let \(h \cdot \gamma = \sum_{i=1}^{k} h \cdot \gamma_i\). Assume that \(\mathcal{O}_{\gamma}\) be the set of homotopy classes of elements of the set \(\text{Mod}_{g,n}(\mathbf{L}) \cdot \gamma\)

\[
\mathcal{O}_{\gamma} \equiv \{[\alpha] \mid \alpha = h \cdot \gamma, \ [\alpha] \sim [\beta] \iff \alpha \text{ and } \beta \text{ are homotopic} \}. \tag{3.54}
\]

The covering space \(\mathcal{M}_{g,n}(\mathbf{L})\) is defined as follows:

\[
\mathcal{M}_{g,n}(\mathbf{L}) \equiv \left\{ (\mathcal{R}_{g,n}(\mathbf{L}), \eta) \mid X \in \mathcal{M}_{g,n}(\mathbf{L}), \ \eta = \sum_{i=1}^{k} \eta_i \in \mathcal{O}_{\gamma}, \eta_i \text{ is a closed geodesics on } \mathcal{R}_{g,n}(\mathbf{L}) \right\}. \tag{3.55}
\]

\[^{8}\]As we explain below, there is a situation when the range of \(\tau\) is between 0 and \(\frac{\ell_{\gamma}}{2}\).
For any set $A$ of homotopy classes of simple closed curves on $\mathcal{R}_{g,n}(L)$, define the stabilizer of $A$, $\text{Stab}(A)$, by

$$\text{Stab}(A) \equiv \{ h \in \text{Mod}_{g,n}(L) \mid h \cdot A = A \} \subset \text{Mod}_{g,n}(L).$$

(3.55)

The symmetry group of $\gamma$, $\text{Sym}(\gamma)$, is defined by

$$\text{Sym}(\gamma) \equiv \text{Stab}(\gamma)/ \cap_{i=1}^{k} \text{Stab}(\gamma_i).$$

(3.56)

Denoting the Dehn twist along $\gamma$ by $\phi_{\gamma}$, one can then define the following subgroup of $\text{Mod}_{g,n}(L)$

$$G_\gamma \equiv \bigcap_{i=1}^{k} \text{Stab}(\gamma_i) \subset \text{Mod}_{g,n}(L).$$

(3.57)

$G_\gamma$ is generated by the set of Dehn twists $\phi_{\gamma_i}$, $i = 1, \ldots, k$, and the elements of the mapping class group of $\mathcal{R}_{g,n}(\gamma)$. The surface $\mathcal{R}_{g,n}(\gamma)$ denote the surface $\mathcal{R}_{g,n}(L) - U_\gamma$, where $U_\gamma$ is an open set homeomorphic to $\bigcup_{i=1}^{k} (0,1) \times \gamma_i$ around $\gamma$. Cutting the surface $\mathcal{R}_{g,n}(L)$ along each of the curves $\gamma_i$ produces two additional boundary components. Therefore, the surface $\mathcal{R}_{g,n}(\gamma)$, which is obtained by cutting $\mathcal{R}_{g,n}(L)$ along all the curves in $\gamma$, is a possibly disconnected surface with $n + 2k$ boundary components and $s$ connected components. Let us denote the connected component of $\mathcal{R}_{g,n}(\gamma)$ by $\mathcal{R}^{i}(\gamma)$, $i = 1, \ldots, s$, see figures 6 and 9. The space $\mathcal{M}_{g,n}(L)^\gamma$ is then identified with $[81]$

$$\mathcal{M}_{g,n}(L)^\gamma \equiv \mathcal{T}_{g,n}(L)/G_\gamma.$$  

(3.58)

On the other hand, $\mathcal{T}_{g,n}(L)$ admits the following factorization $[34, 76]$

$$\mathcal{T}_{g,n}(L) = \prod_{j=1}^{s} \mathcal{T}(\mathcal{R}^{j}(\gamma)) \times \prod_{\gamma_i} \mathbb{R}_{>0} \times \mathbb{R}. $$

(3.59)

$\mathcal{T}(\mathcal{R}^{j}(\gamma))$ is the Teichmüller space of $\mathcal{R}^{j}(\gamma)$. Denoting the mapping class group of $\mathcal{R}^{j}(\gamma)$ by
Figure 7: A cone with infinite length representing the covering space $\mathcal{M}_{0,4}(L)$,\(\gamma\). The thick gray circle with radius $\frac{\ell_{\gamma}}{2\pi}$ corresponds to the range of the twist parameter associated with the curve $\gamma$ with length $\ell_{\gamma}$.

\[ \text{Mod}(\mathcal{R}^j(\gamma)) \text{, we then have } [34, 76]: \]

\[ \mathcal{M}_{g,n}(L) = \prod_{j=1}^{s} \mathcal{T}(\mathcal{R}^j(\gamma)) / \text{Mod}(\mathcal{R}^j(\gamma)) \prod_{\gamma_i} (\mathbb{R}_{>0} \times \mathbb{R}) / \text{Dehn}_*(\gamma) \tag{3.60} \]

Here $\text{Dehn}_*(\gamma)$ is generated by a half-twist if the curve bounds a torus with a single boundary.\(^9\) Otherwise, it is generated by a simple twist. It acts only on the variables $\tau_j$ with the range $0 \leq \tau_j \leq \ell_{\gamma_j}/2$ if $\gamma_j$ bounds a torus with a single boundary or otherwise with the range $0 \leq \tau_j \leq \ell_{\gamma_j}$. Using the factorization (3.60) of $\mathcal{M}_{g,n}(L)$, the volume form of $\mathcal{M}_{g,n}(L)$ can be decomposed as:

\[ dV = \prod_{i=1}^{s} dV(\mathcal{R}^i(\gamma)) \times \prod_{\gamma_j} d\ell_{\gamma_j} \wedge d\tau_{\gamma_j}, \tag{3.61} \]

where $dV(\mathcal{R}^i(\gamma))$ denotes the volume form of $\mathcal{M}(\mathcal{R}^i(\gamma))$, the moduli space of surfaces $\mathcal{R}^i(\gamma)$. We can perform the integration over $\mathcal{M}_{g,n}(L)$ by first performing the integration over $\prod_{j=1}^{s} \mathcal{M}(\mathcal{R}^j(\gamma))$ for fixed values of the lengths of curves $\gamma_j$. We then integrate over $d\tau_{\gamma_j}$, on appropriate ranges as described above, followed by integration over $d\ell_{\gamma_j}$ for $j = 1, \ldots s$ from 0 to $\infty$.

Integration of MCG-Invariant Functions over the Moduli Space: An off-shell bosonic-string measure for a typical scattering process is an object living in the moduli space. It is invariant under the mapping class group transformations. In this subsection, we shall describe a method for performing the integration of an MCG-invariant function over the moduli space.

To be able to lift the integration over the moduli space to a covering space, we need a covering

\(^9\)The reason for the half-twist in the case of a torus with a boundary component is that this surface has a non-trivial automorphism called hyperelliptic involution.
map. For this, assume that we have the following identity:

\[
\sum_{\alpha \in \text{Mod} \cdot \gamma} f_i(\ell_\alpha(\mathcal{R}_{g,n}(L))) = L_i. \tag{3.62}
\]

\(f_i\) are real functions of the hyperbolic length \(\ell_\alpha(\mathcal{R}_{g,n}(L))\) of the curve \(\alpha\). The curve \(\alpha\) is an image of the curve \(\gamma\) under the mapping class group. Also, \(\text{Mod} \cdot \gamma\) denotes the set of inequivalent MCG images of the curve \(\gamma\). The Mirzakhani-McShane identity, which we shall explain below, is an example of these types of identities known generically as identities on hyperbolic surfaces. We also assume that cutting along curves \(\gamma_i, i = 1, \ldots, k\) provides \(s\) disconnected bordered hyperbolic surfaces. Let then \(H(\ell, \tau)\) denote an MCG-invariant function defined on the bordered surface \(\mathcal{R}_{g,n}(L)\), where \((\ell, \tau)\) denotes the collection of Fenchel-Nielsen coordinates defined with respect to a pants decomposition of \(\mathcal{R}_{g,n}(L)\). By MCG-invariance, we mean

\[\forall m \in \text{Mod}_{g,n}(L) \implies H(m \cdot \ell, m \cdot \tau) = H(\ell, \tau). \tag{3.63}\]

Since \(H(\ell, \tau)\) is invariant under all MCG transformations, we are free to choose any pair of pants decomposition of the surface to define the Fenchel-Nielsen coordinates. We can then integrate \(H(\ell, \tau)\) over \(\mathcal{M}_{g,n}(L)\) as follows

\[
\int_{\mathcal{M}_{g,n}(L)} dV H(\ell, \tau) = \frac{1}{L_i} \sum_{\alpha \in \text{Mod} \cdot \gamma} \int_{\mathcal{M}_{g,n}(L)} dV f_i(\ell_\gamma) H(\ell, \tau)
\]

\[
= \frac{1}{L_i |\text{Sym}(\gamma)|} \int_{\mathcal{M}_{g,n}(L)} dV f_i(\ell_\gamma) H(\ell, \tau)
\]

\[
= \frac{1}{L_i |\text{Sym}(\gamma)|} \int_{\mathbb{R}^k_+} d\ell_{\gamma_1} \ldots d\ell_{\gamma_k} \int_0^{\tilde{\ell}_{\gamma_1}} \ldots \int_0^{\tilde{\ell}_{\gamma_k}} d\tau_{\gamma_1} \ldots d\tau_{\gamma_k}
\]

\[
\times \int_{\mathcal{M}(\mathcal{R}^1(\gamma))} dV(\mathcal{R}^1(\gamma)) \ldots \int_{\mathcal{M}(\mathcal{R}^{s}(\gamma))} dV(\mathcal{R}^{s}(\gamma)) f_i(\ell_\gamma) H(\ell, \tau). \tag{3.64}
\]

\(\tau_{\gamma_i}\) is the twist along \(\gamma_i\), and \(\tilde{\ell}_i \equiv 2^{-M_{\gamma_i}} \ell_{\gamma_i}\) with \(M_{\gamma_i} = 1\) if \(\gamma_i\) bounds a torus with one boundary component, and \(M_{\gamma_i} = 0\) otherwise. In general, the twist parameter along \(\gamma_i\) can be between 0 and \(\ell_{\gamma_i}\). In the case of a simple geodesic \(\gamma_i\) separating off a torus with one boundary, \(\text{Stab}(\gamma_i)\) contains a half twist and so \(\tau_{\gamma_i}\) varies over the range \(\{0 \leq \tau_{\gamma_i} \leq \frac{\ell_{\gamma_i}}{2}\}\). The reason is that every Riemann surface \(\mathcal{R} \in \mathcal{M}_{1,1}(L)\) comes with an elliptic involution, but when \((g, n) \neq (1, 1)\), a generic point in \(\mathcal{M}_{g,n}(L)\) does not have any non-trivial automorphism fixing the boundary components set-wise. We can then repeat the same procedure for the integration over \(\mathcal{M}(\mathcal{R}^2(\gamma))\). We shall continue this procedure until we are left with integrations over the infinite cones parametrized by \((\ell_i, \tau_i)\) for \(i = 1, \ldots, 3g - 3 + n\). The final integrand would be a product of some number of the function \(f_i\), appearing in (3.62), with the function \(H(\ell, \tau)\).
integrated over the following domain:

\[
0 \leq \tau_i \leq \hat{\ell}_i, \quad i = 1, \ldots, 3g - 3 + n, \\
0 \leq \ell_i < \infty, \quad i = 1, \ldots, 3g - 3 + n.
\]  

(3.65)

To be able to do explicit integration, we have to specify the form of identities in (3.62).

**The Mirzakhani-McShane Identity:** The Mirzakhani-McShane identity provides a function defined on the Teichmüller space such that the sum of its values over the elements of each orbit of \( \text{Mod}_g, n(L) \) is a constant independent of the orbit \([34, 61, 62]\). Before stating the identity, let us discuss some aspects of the infinite simple geodesic rays on a hyperbolic pair of pants.

Consider the unique hyperbolic pair of pants \( P(x_1, x_2, x_3) \) with geodesic boundary curves \( \{\beta_1, \beta_2, \beta_3\} \) such that \( l_{\beta_i}(P) = x_i, \ i = 1, 2, 3 \). The boundary curves are allowed to have vanishing lengths. \( P(x_1, x_2, x_3) \) is obtained by pasting two copies of the (unique) hyperbolic hexagons, whose edges are geodesics that meet perpendicularly with non-adjacent sides of length \( \frac{x_i}{2} \), along the three remaining sides. Thus \( P(x_1, x_2, x_3) \) admits a reflection involution symmetry \( J \) which interchanges the two hexagons. On such a hyperbolic pair of pants, there are 5 complete geodesics disjoint from \( \beta_1, \beta_2, \) and \( \beta_3 \). Two of these geodesics meet \( \beta_1 \), say at \( z_1 \) and \( z_2 \), and spiral around \( \beta_2 \), as in Figure 8. Similarly, the other two geodesics meet \( \beta_1 \), at say \( y_1 \) and \( y_2 \), and spiral around \( \beta_3 \). The fifth geodesic is the common simple geodesic perpendicular to \( \beta_1 \) meeting \( \beta_1 \) at two points, say \( w_1 \) and \( w_2 \). We have

\[
J(y_1) = y_2, \quad J(z_1) = z_2, \quad J(w_1) = w_2.
\]  

(3.66)

The geodesic length of the interval between \( z_1 \) and \( z_2 \) along the boundary \( \beta_1 \) containing \( w_1 \) and \( w_2 \) is given by \([34]\)

\[
D(x_1, x_2, x_3) = x_1 - \ln \left( \frac{\cosh \left( \frac{x_1}{2} \right) + \cosh \left( \frac{x_1 + x_2}{2} \right)}{\cosh \left( \frac{x_2}{2} \right) + \cosh \left( \frac{x_1 - x_2}{2} \right)} \right).  
\]  

(3.67)

Twice times the length of the geodesic between the two geodesics perpendicular to \( \beta_1 \) and spiraling around \( \beta_2 \) and \( \beta_3 \) is given by \([34]\)

\[
E(x_1, x_2, x_3) = 2\ln \left( \frac{e^{x_1/2} + e^{x_2 + x_3/2}}{e^{x_2/2} + e^{x_1 + x_3/2}} \right).  
\]  

(3.68)

We say three isotopy classes of connected simple closed curves \( (\alpha_1, \alpha_2, \alpha_3) \) on \( \mathcal{R}_{g,n}(L) \) bound a pair of pants if there exists an embedded pair of pants such that its boundaries are \( \alpha_1, \alpha_2, \) and \( \alpha_3 \). Here \( \alpha_i \) can have length zero. To state the Mirzakhani-McShane identity, the following definitions are useful
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**Figure 8:** The complete geodesics that are disjoint from \( \beta_2, \beta_3 \) and are orthogonal to \( \beta_1 \).

\( \beta_2 \) \( \beta_3 \) \( \alpha_1 \) \( \alpha_2 \) \( \beta_4 \)

**Figure 9:** Cutting the surface along \( \alpha_1 + \alpha_2 \) produces a pair of pants, a genus-1 surface with 3 borders and a genus-1 surface with 2 borders.

- For \( 1 \leq i \leq n \), let \( F_i \) be the set of unordered pairs of isotopy classes of simple closed curves \( \{ \alpha_1, \alpha_2 \} \) bounding a pair of pants with \( \beta_i \) such that \( \alpha_1, \alpha_2 \notin \partial(\mathcal{R}_{g,n}(L)) \), as in Figures 9 and 10.

- For \( 1 \leq i \neq j \leq n \), let \( F_{i,j} \) be the set of isotopy classes of simple closed curves \( \gamma \) that together with \( \beta_i \) and \( \beta_j \) bounding a pair of pants, as in Figure 11.

We can now state the Mirzakhani-McShane identity for \( \mathcal{R}_{g,n}(L) \) as follows [34]

\[
\sum_{\{\alpha_1, \alpha_2\} \in F_1} \mathcal{D}(L_1, l_{\alpha_1}(\mathcal{R}), l_{\alpha_2}(\mathcal{R})) + \sum_{i=2}^{n} \sum_{\gamma \in F_{1,i}} \mathcal{E}(L_1, L_i, l_\gamma(\mathcal{R})) = L_1. \tag{3.69}
\]

A useful special case is where the boundary \( \beta_1 \) tends to a puncture \( p_1 \)

\[
\sum_{\{\alpha_1, \alpha_2\} \in F_1} \frac{1}{1 + e^{-\frac{l_{\alpha_1}(\mathcal{R}) + l_{\alpha_2}(\mathcal{R})}{2}}} + \sum_{i=2}^{n} \sum_{\gamma \in F_{1,i}} \frac{1}{2} \left( \frac{1}{1 + e^{-\frac{l_\gamma(\mathcal{R}) + L_i}{2}}} + \frac{1}{1 + e^{-\frac{l_\gamma(\mathcal{R}) - L_i}{2}}} \right) = \frac{1}{2}. \tag{3.70}
\]
Computing the Volume of Moduli Spaces: Let us now explain the simplest possible application of these results, which is the computation of the WP volumes of moduli spaces. We explain the illustrative examples of the WP volumes of $\mathcal{M}_{1,1}(\mathcal{L} = 0)$ and $\mathcal{M}_{0,4}(\mathcal{L})$.

The WP Volume of $\mathcal{M}_{1,1}$: Let us compute the volume of $\mathcal{M}_{1,1}(L = 0)$, the moduli space of one-punctured torus $\mathcal{R}_{1,1}$. The WP symplectic form is given by $d\ell \wedge d\tau$, where $\ell$ and $\tau$ are
the Fenchel-Nielsen coordinates. We then have

$$\text{Vol}(\mathcal{M}_{1,1}) = \int_{\mathcal{M}_{1,1}} d\ell \wedge d\tau. \quad (3.71)$$

The McShane identity for $\mathcal{R}_{1,1}$ is given by [61, 62]

$$\sum_{\gamma \in \mathcal{F}_1} \frac{1}{1 + e^{\ell_\gamma}} = \frac{1}{2}. \quad (3.72)$$

Any curve in $\mathcal{F}_1$ can be obtained from a single representative geodesic say $\tilde{\gamma}$ by an action of the mapping class group, see Figure 12. We can then compare the McShane identity for the one-punctured hyperbolic torus with (3.62) and make the following identification

$$\frac{\partial}{\partial L_1} f(\ell_{\tilde{\gamma}}) \bigg|_{L_1=0} = \frac{2}{1 + e^{\ell_{\tilde{\gamma}}}}. \quad (3.73)$$

Following the integration prescription discussed above, let us insert the McShane identity inside the volume integration (3.71)

$$\text{Vol}(\mathcal{M}_{1,1}) = \sum_{\gamma \in \text{Mod-}\tilde{\gamma}} \int_{\mathcal{M}_{1,1}} \frac{2}{1 + e^{\ell_\gamma}} d\ell_\gamma \wedge d\tau_\gamma = \int_{\tilde{\mathcal{M}}_{1,1}} \frac{2}{1 + e^{\ell_{\tilde{\gamma}}}} d\ell_{\tilde{\gamma}} \wedge d\tau_{\tilde{\gamma}}. \quad (3.74)$$

The covering space $\tilde{\mathcal{M}}_{1,1}$ of $\mathcal{M}_{1,1}$ is given by

$$\tilde{\mathcal{M}}_{1,1} = \frac{\mathcal{T}_{1,1}}{\text{Stab}(\tilde{\gamma})} = \{ (\ell_{\tilde{\gamma}}, \tau_{\tilde{\gamma}}) \mid 0 \leq \tau \leq \ell_{\tilde{\gamma}} \}. \quad (3.75)$$

This identification is needed because the full twist around the curve $\tilde{\gamma}$ is a Dehn twist around it. Therefore, the space $\tilde{\mathcal{M}}_{1,1}$ can be identified with an infinite cone, as illustrated in Figure 13. Finally, we get

$$\text{Vol}(\mathcal{M}_{1,1}) = \int_0^\infty \int_0^{\ell_{\tilde{\gamma}}} \frac{2}{1 + e^{\ell_{\tilde{\gamma}}}} d\tau_{\tilde{\gamma}} = \frac{\pi^2}{6}. \quad (3.76)$$

**The WP Volume of $\mathcal{M}_{0,4}(\mathbf{L})$:** Let us next compute the WP volume of $\mathcal{M}_{0,4}(\mathbf{L})$, the moduli space of the hyperbolic surface $\mathcal{R}_{0,4}(\mathbf{L})$. The borders $\{\beta_1, \beta_2, \beta_3, \beta_4\}$ have lengths $\mathbf{L} = (L_1, L_2, L_3, L_4)$. The Mirzakhani-McShane identity for $\mathcal{R}_{0,4}(\mathbf{L})$ is given by

$$\sum_{i=2}^4 \sum_{\gamma \in \mathcal{F}_{1,i}} \mathcal{E}(L_1, L_i; \ell_\gamma) = L_1. \quad (3.77)$$
Figure 13: The cone with the infinite length representing the covering space $\mathcal{M}_{1,1}$. The thick gray circle with radius $\ell_{\tilde{\gamma}}/2\pi$ corresponds to the range of the twist parameter associated with $\tilde{\gamma}$ having length $\ell_{\tilde{\gamma}}$.

Figure 14: The curves $\gamma_2, \gamma_3$ and $\gamma_4$ on the sphere with four borders.

Proceeding as the previous example, the WP volume of $\mathcal{M}_{0,4}(\mathbf{L})$ is

$$
\text{Vol}(\mathcal{M}_{0,4}(\mathbf{L})) = \frac{1}{L_1} \sum_{i=2}^{4} \sum_{\gamma \in \mathcal{F}_{1,i}} \int_{\mathcal{M}_{0,4}(\mathbf{L})} \mathcal{E}(L_1, L_i, \ell_{\gamma}) \ d\ell_{\gamma} \wedge d\tau_{\gamma}
$$

$$
= \frac{1}{L_1} \sum_{i=2}^{4} \int_{\mathcal{M}_{0,4}^{\gamma_i}(\mathbf{L})} \mathcal{E}(L_1, L_i, \ell_{\gamma_i}) \ d\ell_{\gamma_i} \wedge d\tau_{\gamma_i}
$$

$$
= \frac{1}{L_1} \sum_{i=2}^{4} \int_{0}^{\infty} d\ell_{\gamma_i} \int_{0}^{\ell_{\gamma_i}} d\tau_{\gamma_i} \mathcal{E}(L_1, L_i, \ell_{\gamma_i})
$$

$$
= 2\pi^2 + \frac{1}{2}(L_1^2 + L_2^2 + L_3^2 + L_4^2).
$$

The curves $\gamma_2, \gamma_3$ and $\gamma_4$ are shown in Figure 14.
4 Off-Shell Superstring Amplitudes

We now consider off-shell amplitudes in supersymmetric string theories. To avoid cluttering, we shall discuss heterotic string theory whose holomorphic part is the same as the type-II superstring theory and its antiholomorphic part is similar to the bosonic string theory compactified on 16-dimensional integer, even, self-dual lattice [84, 85]. In this section, we shall review the general construction of the off-shell amplitudes in the superstring theory.

4.1 The Worldsheet Theory

The world-sheet theory of heterotic string theory at the tree level contains the matter field theory with central charge (26, 15), and the ghost system of total central charge (−26, −15) containing the anti-commuting fields \( b, c, \bar{b}, \bar{c} \) and the commuting \( \beta, \gamma \) ghosts. The \( (\beta, \gamma) \) system can be bosonized [3], by replacing it with a system involving a scalar field \( \phi \) with background charge \( Q = -2 \) and two conjugate anti-commuting fields \( \xi, \eta \) of conformal dimensions 0 and 1, respectively. The bosonization prescription reads

\[
\beta(z) = \partial_z \xi(z) e^{-\phi(z)}, \quad \gamma(z) = \eta(z) e^{\phi(z)}.
\]

Reversing this prescription we get the following identifications:

\[
\xi(z) = H(\beta(z)), \quad \eta(z) = \partial_z \gamma(z) \delta(\gamma(z)),
\]

\[
e^{\phi(z)} = \delta(\beta(z)), \quad e^{-\phi(z)} = \delta(\gamma(z)).\]

(4.2)

where \( H \) denotes the Heaviside step function. Therefore, the complete set of bosonization relations are

\[
\gamma(z) = \eta e^{\phi(z)}, \quad \delta(\gamma(z)) = e^{-\phi(z)},
\]

\[
\beta(z) = \partial_z \xi(z) e^{-\phi(z)}, \quad \delta(\beta(z)) = e^{\phi(z)}.
\]

(4.3)

When the bosonic superconformal ghost system, i.e. \( (\beta, \gamma) \) system, is bosonized, we are left with a choice among different Bose sea levels or a picture number [3]. Each choice of a picture number leads to a different inequivalent representation of the ghost vacuum. However, each choice leads to a different description of the same physical states [3]. To go from one description to the other, we need an operation, which is called the picture-changing operation. As is clear from the name, it changes the picture number of the bosonic superconformal ghost vacuum and also the primaries, i.e. the vertex operators, of the superconformal field theory build upon that vacuum. The picture-changing operation is done using the picture-changing operator (PCO) \( \chi(z) \) which is given by:

\[
\chi(z) = \{Q_B, \xi(z)\} = \oint dw \ j_B(w)\xi(z),
\]

\[
j_B(z) = c(z) \left( T_m(z) + T_{\beta,\gamma}(z) \right) + \gamma(z) T_F(z) + b(z) c(z) \partial c(z) - \frac{1}{4} \gamma(z)^2 b(z).
\]

(4.4)
Here $Q_B$ denotes the world-sheet BRST charge, $j_B$ denotes the BRST current and $T_F(z)$ denote the superpartner of the matter stress tensor $T_m(z)$. The picture-changing operator is a BRST-invariant dimension-zero primary operator having picture number one. Being BRST-exact, it might naively seem that the picture-changing operator is trivial once acted on physical states. The origin of its non-trivial action comes from the fact that $\xi(z)$ does not commute with $\eta_0$, which enters the definition of states appearing in the S-matrix computation, as we explain below.

Let us denote the total Hilbert space of the world-sheet theory by $\mathcal{H} = \mathcal{H}^{NS} \otimes \mathcal{H}^{R}$, where $\mathcal{H}^{NS}$ denote the Neveu-Schwarz (NS) sector and $\mathcal{H}^{R}$ denote the Ramond (R) sector. We denote by $\mathcal{H}_0 = \mathcal{H}_0^{NS} \otimes \mathcal{H}_0^{R}$, a subspace of $\mathcal{H}$ defined as

$$|\Psi\rangle \in \mathcal{H}_0, \quad \text{if} \quad (b_0 - \bar{b}_0)|\Psi\rangle = 0, \quad (L_0 - \bar{L}_0)|\Psi\rangle = 0, \quad \eta_0|\Psi\rangle = 0,$$

$$\text{picture number (}|\Psi\rangle\rangle = \begin{cases} -1, & |\Psi\rangle \in \mathcal{H}_0^{NS}, \\ -\frac{1}{2}, & |\Psi\rangle \in \mathcal{H}_0^{R}. \end{cases} \quad (4.5)$$

Physical states that will appear as the external states in the S-matrix computation belong to the subspace $\mathcal{H}_1$ of $\mathcal{H}_0$ containing states with ghost number 2 satisfying the additional condition

$$|\Psi\rangle \in \mathcal{H}_1, \quad \text{if} \quad |\Psi\rangle \in \mathcal{H}_0, \quad (b_0 + \bar{b}_0)|\Psi\rangle = 0. \quad (4.6)$$

This concludes the discussion of the world-sheet theory and its Hilbert space.

### 4.2 Off-Shell Superstring Amplitudes

The construction of the off-shell amplitudes in superstring theory is similar to the construction of the off-shell amplitudes in the bosonic string theory. For instance, in the superstring theory also we need to choose gluing-compatible local coordinates around the punctures at which the vertex operators are inserted. However, there are additional complications that we need to address for off-shell superstring amplitudes. These complications are arising from the following fact. In order to construct the genus $g$ contribution to off-shell amplitudes in superstring theory with $n_{NS}$ number of NS external states having the picture number $-1$ and $2n_R$ number of R external states having the picture number $-\frac{1}{2}$, we need to insert $2g - 2 + n_{NS} + n_R$ PCOs on the genus $g$ Riemann surface with $n = n_{NS} + 2n_R$ punctures. Inserting these operators on the worldsheet introduces the following additional issues compared to the case of bosonic string theory

1. For consistency, on the 1PR region of the moduli space, we need to distribute PCOs on the surface in a way that is consistent with the PCO distribution which is induced from gluing by the relation (2.18).

2. PCOs may collide with each other or with vertex operators. These collisions introduce singularities into the corresponding amplitude which have no physical interpretation. Moreover, even if there are no such collisions, the presence of PCOs can introduce...
spurious singularities in the amplitude when the locations of PCOs on the surface satisfy certain global conditions.

As a result, in order to define off-shell superstring amplitudes, we need to define an integration cycle judiciously such that it avoids the occurrence of spurious singularities. Therefore, like in bosonic string theory, the integration measure of the off-shell amplitudes in the superstring theory is not a genuine differential form on the moduli space $\mathcal{M}_{g,n}$. Instead, we need to think of the integration measure of an off-shell superstring amplitude involving $n_{\text{NS}}$ number of NS states and $2n_{\text{R}}$ number of R states as a differential form defined on a section of a larger space $\mathcal{P}_{g,n_{\text{NS}},2n_{\text{R}}}$. This space is a fiber bundle over the moduli space $\mathcal{M}_{g,n}$ whose fiber directions correspond to different choices of the local coordinates around the punctures where the vertex operators are inserted and the locations of $2g - 2 + n_{\text{NS}} + 2n_{\text{R}}$ number of PCOs. If we restrict ourselves to the states that belong to the Hilbert space $\mathcal{H}_0$, then we can consider the differential form of our interest as a section of a space $\hat{\mathcal{P}}_{g,n_{\text{NS}},2n_{\text{R}}}$ that is smaller compared to $\mathcal{P}_{g,n_{\text{NS}},2n_{\text{R}}}$. We can understand $\hat{\mathcal{P}}_{g,n_{\text{NS}},2n_{\text{R}}}$ as the base space of the fiber bundle $\mathcal{P}_{g,n_{\text{NS}},2n_{\text{R}}}$ with the fiber direction corresponds to the phases of local coordinates.

### A Gluing-Compatible Integration Cycle

In superstring theory, the gluing-compatibility of the integration cycle refers to choosing the local coordinates and the PCO distribution that respect gluing by the relation (2.18). Inside the 1PI region of moduli space, we are free to choose local coordinates and the PCOs distribution arbitrarily. The definition of a gluing-compatible choice of local coordinates is the same as described for the bosonic-string amplitudes in Section 2.2. Therefore, we shall discuss only the meaning of the gluing-compatibility requirement on the distribution of PCOs on the worldsheet.

Consider the situation where the genus $g$ Riemann surface with $n_{\text{NS}}$ punctures having NS-sector states and $2n_{\text{R}}$ punctures having R-sector states degenerate into a genus $g_1$ Riemann surface with $n_{\text{NS}}^1$ punctures having NS-sector states and $2n_{\text{R}}^1$ punctures having R-sector states and a genus $g_2$ Riemann surface with $n_{\text{NS}}^2$ punctures with NS-sector states and $2n_{\text{R}}^2$ punctures having R-sector states. There can be two possible types of degenerations:

- The degeneration where an NS-sector state propagates along the tube connecting the component Riemann surfaces: In this case, the genera of the degenerate surfaces are related by the constraint $g = g_1 + g_2$. Furthermore, $n_{\text{NS}} = n_{\text{NS}}^1 + n_{\text{NS}}^2 - 2$ and $n_{\text{R}} = n_{\text{R}}^1 + n_{\text{R}}^2$. We need to distribute $2g - 2 + n_{\text{NS}} + n_{\text{R}}$ number of PCOs on the surfaces belong to the inside of the 1PR region of the moduli space such that $2g_1 - 2 + n_{\text{NS}}^1 + n_{\text{R}}^1$ number of PCOs are on the genus $g_1$ component surface and $2g_2 - 2 + n_{\text{NS}}^2 + n_{\text{R}}^2$ number of PCOs are on the genus $g_2$ component surface.

- The degeneration where an R-sector state propagates along the tube connecting the component Riemann surfaces: In this case, the genera of the degenerate surfaces are
related by the constraint $g = g_1 + g_2$. Furthermore, $n_{NS} = n^1_{NS} + n^2_{NS}$ and $n_R = n^1_R + n^2_R - 1$. We need to distribute $2g - 2 + n_{NS} + n_R$ number of PCOs on surfaces belong to the inside of the IPR region of the moduli space such that $2g_1 - 2 + n^1_{NS} + n^1_R$ number of PCOs are on the genus $g_1$ component surface and $2g_2 - 2 + n^2_{NS} + n^2_R$ number of PCOs are on the genus $g_2$ component surface. The remaining PCO has to be distributed on a homotopically non-trivial cycle on the tube connecting the two components as follows

$$\chi_0 = \oint dz \chi(z).$$

(4.7)

There is a reason for distributing the extra PCO on a homotopically non-trivial cycle on the tube connecting the two components, instead of placing it at a point on the tube. Inserting the extra PCO at a point on the tube will not allow us to interpret the integration over the moduli of the tube with an R-sector state propagating along it as a propagator. This is due to the fact that the $b_0$ mode of the reparametrization ghost field does not commute with the picture-changing operator. On the other hand, if we work within the Hilbert space $H_0$, then the PCO distributed over a cycle commute with $b_0, L_0, \bar{b}_0, \bar{L}_0$. This means that smearing the PCO on a cycle on the tube allows us to interpret the integration over the moduli of the tube with the R-sector state propagating along it as a propagator [19].

**Singularities Associated with PCOs**

As we discussed in Section 4.1, the super-reparametrization ghost system $(\beta, \gamma)$ can be replaced with $(\phi, \xi, \eta)$ system. Let us analyze the following correlation function involving $\phi, \xi,$ and $\eta$ fields on a genus $g$ Riemann surface [38]

$$\langle \prod_{i=1}^{n+1} \xi(x_i) \prod_{j=1}^{n} \eta(y_j) \prod_{k=1}^{m} e^{\varphi(z_k)} \rangle_{\alpha, \beta}$$

$$= \frac{\prod_{j=1}^{n+1} \Theta[g_j^3](-\bar{y}_j + \sum \bar{x} - \sum \bar{y} + \sum q\bar{z} - 2\bar{\Delta}) \prod_{i<j} E(x_i, x_j) \prod_{j_1<j_2} E(y_{j_1}, y_{j_2})}{\prod_{j=1}^{n+1} \Theta[g_j^3](-\bar{x}_j + \sum \bar{x} - \sum \bar{y} + \sum q\bar{z} - 2\bar{\Delta}) \prod_{i<j} E(x_i, y_j) \prod_{k<l} E(z_k, z_l)^{q_k q_l} \prod_{k} \sigma(z_k)^{2q_k}}$$

$$\sum_{k=1}^{m} q_k = 2g - 2.$$  

(4.8)

Here $\Theta[g^3]$ is the genus $g$ theta function having characteristic $(\alpha, \beta)$ corresponding to a specific choice of spin structure, $E(x, y)$ is the prime form and $\sigma(z)$ is a $\frac{g}{2}$ differential representing the conformal anomaly of the ghost system. $\sum \bar{x}, \sum \bar{y}$ and $\sum q\bar{z}$ denote $\sum_{i=1}^{n+1} \bar{x}_i, \sum_{j=1}^{n} \bar{y}_j$ and $\sum_{k=1}^{m} q_k \bar{z}_k$, respectively, with

$$\bar{x} = \int_{P_0}^{x} \bar{\omega},$$

(4.9)

where $\omega_i$ stands for the Abelian differentials on the surface and $P_0$ is an arbitrary point of the surface. $\bar{\Delta}$ is the Riemann class vector characterizing the divisor of zeroes of thetheta
Components of the Riemann class vector are given by

\[ \Delta_k = \pi i + \frac{\tau_{kk}}{2} - \frac{1}{2\pi i} \sum_{j \neq k} \int_{A_j} \omega_j(P) \int_{P_0}^{P} \omega_k, \]  

(4.10)

where \( \tau \) denotes the period matrix and \( A_j \) denote the \( j^{th} \) A-cycle on the Riemann surface. The dependence of the Riemann class on \( P_0 \) will cancel the dependence of \( \vec{x} \) on \( P_0 \) to make the theta function independent of \( P_0 \).

There are two kinds of singularities that appear in the correlation function (4.8):

- The prime form \( E(x, y) \) has a simple zero at \( x = y \). Therefore, the prime forms appearing in the denominator introduce poles in the correlation function. These poles correspond to the collision of operators.

- It is known that the Theta function on a genus \( g \) Riemann surface has zeroes. Therefore, the factor \( \prod_{j=1}^{g+1} \Theta^{[\alpha]}_{[\beta]}(-\vec{x}_j + \sum \vec{x} - \sum \vec{y} + \sum q\vec{z} - 2\Delta) \) in the denominator also introduces poles in the correlation function.

Using the identifications (4.1) and operator product expansions of \( \eta \) and \( \xi \) fields, it is possible to see that this factor in the denominator becomes independent of the locations of the \( \beta \)'s and \( \gamma \)'s [86, 87]. As a result, the poles associated with Theta functions do not depend on the locations of insertion of \( \beta \) and \( \gamma \) fields. Note that the vertex operators and the BRST charge are constructed using the \( \beta\gamma \)-system, but the picture changing operator contains \( \partial \xi, \eta \) and \( e^{q\phi} \) factors that can not be expressed as polynomials of \( \beta \) and \( \gamma \). This suggests that these poles originate from picture-changing operators in the correlation function. Also, the locations of these poles are functions of the locations of PCOs in the correlation function.

**A Prescription for Avoiding Spurious Poles**

The picture-changing formulation of superstring theory requires inserting a certain number of PCOs on the worldsheet to define amplitudes. Since PCOs do not correspond to any physical excitations, the singularities introduced by them in the measure of superstring amplitudes have no physical meaning, and hence are called *spurious singularities*. Amplitudes must be free from spurious singularities and, therefore, we need to construct integration cycles that avoid the occurrence of these singularities. Such integration cycles can be constructed systematically by using the *vertical integration* prescription introduced in [15] and elaborated in [16] (and generalized in [64]). This prescription is based on the following observations

- The locations of spurious poles are functions of the positions of PCOs.

- Changing the position of one PCO at a time depends only on the initial and final locations of that PCO and not on the path. Also this path is allowed to pass through spurious poles. Such a path will not introduce any singularity.
We shall now briefly review this prescription [15, 16].

The spurious singularity specifies a real codimension-two locus on the worldsheet. The Riemann surface has real dimension two. Therefore, the locations on the Riemann surface which introduce spurious singularity into the integrand form a finite set of points on the surface. We thus need to choose only those sections in \( \hat{P}_{g,n_{\text{NS}},2n_{\text{R}}} \) as integration cycle for superstring amplitudes that do not contain locations of PCOs leading to spurious singularities. However, in general, it is not possible to find such a continuous section over the whole moduli space. Therefore, we need to split the whole moduli space into different regions and choose sections of \( \hat{P}_{g,n_{\text{NS}},2n_{\text{R}}} \) over each region. Each choice must avoid the occurrence of spurious poles. But in a generic situation, these sections will not smoothly join together along the boundaries of different regions. In the vertical integration prescription, a systematic procedure is proposed for the gluing of these sections along their boundaries such that spurious singularities are avoided over each region. This will determine a formal spurious-pole-free integration cycle in \( \hat{P}_{g,n_{\text{NS}},n_{\text{R}}} \).

**A Warm-Up Example:** In order to elucidate the general construction of a spurious-pole-free integration cycle, let us consider the case with only one PCO. For simplicity, assume that \( \dim_{\text{R}}(\mathcal{M}_{g,n}) = q = 2 \), where \( n = n_{\text{NS}} + 2n_{\text{R}} \). Let us denote by \( \hat{P}^{d}_{g,n_{\text{NS}},2n_{\text{R}}} \) the subspace of \( \hat{P}_{g,n_{\text{NS}},2n_{\text{R}}} \) where only positions of PCOs that avoid spurious singularities are allowed. We shall denote the position of the PCO by \( a \) and the point in the moduli space by \( m \). Hence, the corresponding off-shell superstring measure takes the following form:

\[
\omega_{q}(m, a) = \langle (\mathcal{A}(a) - \partial_{a} \xi(a)) da \rangle_{q}.
\] (4.11)

This form is defined on a section of \( \hat{P}^{d}_{g,n_{\text{NS}},2n_{\text{R}}} \). If this section is defined by the function

\[
s : \mathcal{M}_{g,n} \rightarrow \hat{P}^{d}_{g,n_{\text{NS}},2n_{\text{R}}},
\] (4.12)

the scattering amplitude \( \mathcal{A}_{g,n_{\text{NS}},2n_{\text{R}}} \) is defined by integrating the pull-back of this form to \( \mathcal{M}_{g,n} \) under \( s \) over \( \mathcal{M}_{g,n} \):

\[
\mathcal{A}_{g,n_{\text{NS}},2n_{\text{R}}} \equiv \int_{\mathcal{M}_{g,n}} s^{*}(\omega_{q}) = \int_{\mathcal{M}_{g,n}} \omega_{q}(m, s(m)).
\] (4.13)

In general, there exist no global section \( s : \mathcal{M}_{g,n} \rightarrow \hat{P}^{d}_{g,n_{\text{NS}},2n_{\text{R}}} \). The general idea for circumventing this difficulty is to find a fine tiling of \( \mathcal{M}_{g,n} \) and define a local section for each of the tiles in the tiling. Such fine tiling can be given by triangulation of the moduli space. We denote a triangulation by \( T \equiv \bigcup_{i=1}^{\# \text{ of triangles}} T_{i} \), in which \( T_{i} \)'s are triangles of the triangulation (see Figure 15). The scattering amplitude can receive the following three kinds of contributions:

1. A set of local sections of \( \hat{P}^{d}_{g,n_{\text{NS}},2n_{\text{R}}} \) are defined on the triangles, by construction. The
Figure 15: Triangulation of the two-dimensional moduli space

local section of $\hat{\mathcal{P}}_{g,\text{NS},2n_R}^d$ defined on $T_i$ is given by the following map

$$s_i : T_i \rightarrow \hat{\mathcal{P}}_{g,\text{NS},2n_R}^d, \quad i = 1, \ldots, \# \text{ of triangles.} \quad (4.14)$$

These sections avoid spurious singularities. Then, the contribution from $T_i$ to the scattering amplitudes is given by:

$$\mathcal{A}_{g,\text{NS},2n_R}^{(i)} = \int_{T_i} s_i^* (\omega_q) = \int_{T_i} \omega_q (m, s_i (m)), \quad i = 1, \ldots, \# \text{ of triangles.} \quad (4.15)$$

(2) In general, the local sections $s_i$ and $s_j$ do not agree on $B_{ij}$. Therefore, we need to consider the appropriate correction factor from $B_{ij}$ to the scattering amplitude, which corresponds to making the sections $s_i$ and $s_j$ agree on $B_{ij}$. We denote the correction factors from various common boundaries of the triangles by $\mathcal{A}_{g,\text{NS},2n_R}^{(ij)}$, $i, j = 1, \ldots, \# \text{ of triangles.}$

1. (3) In general, even after making the sections coincide on the boundaries $B_{ij}$, $B_{jk}$ and $B_{ki}$, that meet at the vertex of a triangle, the corresponding sections may not agree on the intersection of these boundaries denoted by the points $p_{ijk}$. Therefore, we need to consider the appropriate correction factor from $p_{ijk}$. We denote the correction factors from various common points of the various boundaries of the triangles by $\mathcal{A}_{g,\text{NS},2n_R}^{(ijk)}$, $i, j, k = 1, \ldots, \# \text{ of triangles.}$ In general, there can be more than three triangles that share the same vertex. We denote the correction factors from the common vertex of $n$ triangles by $\mathcal{A}_{g,\text{NS},2n_R}^{(i_1, \ldots, i_n)}$, $i_1, \ldots, i_n = 1, \ldots, \# \text{ of triangles.}$

To find the full amplitude $\mathcal{A}_{g,\text{NS},2n_R}$, we need to find the expressions for $\mathcal{A}_{g,\text{NS},2n_R}^{(ij)}$ and $\mathcal{A}_{g,\text{NS},2n_R}^{(i_1, \ldots, i_n)}$'s. The determination of these expressions is done by the method of vertical integration. We explore each piece separately:

- **Determining $\mathcal{A}_{g,\text{NS},2n_R}^{(ij)}$:** The expression for $\mathcal{A}_{g,\text{NS},2n_R}^{(ij)}$ can be obtained by choosing a vertical segment $V_{ij}$ over $B_{ij}$. To construct this segment, we choose a point $m \in B_{ij}$ and
Figure 16: Vertical segment for a two-dimensional moduli space. \( s_i(m) \) and \( s_j(m) \) are sections over \( T_i \) and \( T_j \). The definition of a vertical segment involves the choice of a curve \( P_{ij}(m,v) \) in \( \mathcal{R}(m^*) \) that connects sections \( s_i(m^*) \) and \( s_j(m^*) \) over \( m^* \in B_{ij} \). For a fixed \( m^* \in B_{ij} \), as the parameter \( v \) changes over the interval \([0,1]\), the curve connects the two sections \( s_i(m^*) \) and \( s_j(m^*) \) over \( m^* \).

A curve \( P_{ij}(m,v) \) that connects \( s_i(m) \) and \( s_j(m) \) in \( \mathcal{R}(m) \in \hat{\mathcal{P}}_{g,n_{\text{NS}},2n_R} \). The parameter \( v \in [0,1] \) labels a position along the curve:

\[
P_{ij}(m,v) : [0,1] \rightarrow \hat{\mathcal{P}}_{g,n_{\text{NS}},2n_R}.
\]

(4.16)

The vertical segment can be parametrized as follows

\[
\mathcal{V}_{ij} \equiv \{(m,v) \mid m \in B_{ij}, \, v \in [0,1]\}.
\]

(4.17)

To get the correction factor from the boundary \( B_{ij} \), \( \omega_q \) should be integrated over the path \( P_{ij}(m,v) \) that connects the sections \( s_i(m) \) and \( s_j(m) \) over the \( B_{ij} \) instead of the sections themselves (see Figure 16). A point on \( P_{ij}(m,v) \) is given by a value of the parameter \( v \). Therefore, the form depends on \( (m,v) \). From (4.11), we can first integrate over \( v \):

\[
\mathcal{A}_{g,n_{\text{NS}},2n_R}^{(ij)} = \int_{\mathcal{V}_{ij}} \omega_q(m,v) = \int_{m \in B_{ij}} \int_{v \in [0,1]} \langle (\mathcal{X}(m,v) - \partial_v \xi(m,v)dv) \wedge \mathcal{O} \rangle_q
\]

\[
= \int_{m \in B_{ij}} \langle (\xi(s_i(m)) - \xi(s_j(m)) \wedge \mathcal{O}) \rangle_{q-1}.
\]

(4.18)
Determining $A_{g,n_{NS},n_R}^{(i_1,\ldots,i_n)}$ for $n \geq 3$: Let us consider the simplest case, namely $n = 3$. The contribution $A_{g,n_{NS},n_R}^{(i,j,k)}$ is present only if the vertical segments $V_{ij}$ over $B_{ij}$, $V_{jk}$ over $B_{jk}$ and $V_{ki}$ over $B_{ki}$ do not match over $p_{ijk}$. However, (4.18) is independent of the choice of the path $P_{ij}(m,v)$. Hence, it is independent of the choice of the vertical segment. Therefore, we can always choose the curves $P_{ij}(m,v)$, $P_{jk}(m,v)$ and $P_{ki}(m,v)$ such that vertical segments $V_{ij}$ over $B_{ij}$, $V_{jk}$ over $B_{jk}$ and $V_{ki}$ over $B_{ki}$ match over the triple intersection point $p_{ijk}$. Therefore, there is no contribution from $p_{ijk}$. Similarly, all $A_{g,n_{NS},n_R}^{(i_1,\ldots,i_n)}$ can make to vanish for $n \geq 4$.

Adding all the contributions together with appropriate signs gives the final expression for a scattering process involving $n_{NS}$ external NS states and $2n_R$ external states whose associate moduli space has (real) two-dimensional moduli space and needs only one PCO insertion. The sign factor can be fixed by specifying the orientations of $B_{ij}$ [16].

**The General Vertical Integration Prescription:** We shall now explain a systematic procedure for finding the continuous integration cycles that avoid spurious poles, for the case of higher dimensional moduli spaces with more than one PCO. An appropriate tiling of the moduli space can be obtained by considering its dual triangulation. By definition, a dual triangulation $\Upsilon$ of an $n$-dimensional manifold is given by gluing together the $n$-dimensional polyhedra along their boundary faces. The faces of an $n$-dimensional polyhedron have codimensions $1 \leq k \leq n$. The gluing should be in such a way that every codimension-$k$ face of a polyhedron in $\Upsilon$ is contained in exactly $k + 1$ polyhedra in $\Upsilon$ (see Figure 17). The latter property of a dual triangulation gives better control over the number of polyhedra that have a common codimension-$k$ face. Therefore, it would be easier to find the correction factors for these faces. Hence, we assume that we have a reasonably-fine dual triangulation $\Upsilon$ of the moduli space.

Denote the codimension-$k$ face that is shared by the codimension zero faces $M^{a_0}_{0},\ldots,M^{a_k}_{0}$ by $M^{a_0,\ldots,a_k}_{k}$. We can pick an orientation of the $M^{a_0,\ldots,a_k}_{k}$ as follows:

$$\partial M^{a_0,\ldots,a_k}_{k} = -\sum_{\beta} M^{a_0,\ldots,a_k}_{k+1,\beta},$$

(4.19)

where the sum runs over all codimension 0 faces $M^{\beta}_{0}$, distinct from $M^{a_0}_{0},\ldots,M^{a_k}_{0}$, that have nonempty intersection with $M^{a_0,\ldots,a_k}_{k}$. From (4.19), it is clear that the orientation of $M^{a_0,\ldots,a_k}_{k}$ changes sign under $\alpha_i \leftrightarrow \alpha_j$ for any pair $(i,j)$.

To define a well-defined integration cycle, we must remove the locus of spurious singularities. As we saw, these loci correspond to the bad locations of PCOs on the worldsheet. Therefore, we must remove these loci. The information about the locations of PCOs is encoded in $\tilde{\mathcal{P}}_{g,n_{NS},2n_R}$. If we choose a particular Riemann surface, i.e. a point in $\mathcal{M}_{g,n}$, $n = n_{NS} + 2n_R$, the fiber direction of $\tilde{\mathcal{P}}_{g,n_{NS},2n_R}$, in addition to the information about the choice of local coordinates around the punctures up to phases, includes the information about the locations
Figure 17: The dual triangulation of the two-dimensional moduli space. Each codimension-one face (i.e., an edge) is shared by two polyhedra and each codimension-two face (i.e., a vertex) is shared by three polyhedra.

of PCOs. Therefore, we need to remove those points of \( \hat{P}_{g,\text{NS},2nR} \) corresponding to bad locations of PCOs on the worldsheet which lead to spurious singularities. For this reason, denote by \( \tilde{P}_{g,\text{NS},2nR} \) the subspace of \( \hat{P}_{g,\text{NS},2nR} \) in which, in each fiber, one deletes the bad points (points which cause spurious singularities) at which the PCO should not be inserted. Make \( \Upsilon \) to be fine enough so that the projection map \( \phi: \tilde{P}_{g,\text{NS},2nR} \to M_{g,n} \) has a gluing-compatible section \( s^\alpha \) over each of the polyhedra \( M_0^\alpha \). This means that along the section \( s^\alpha \), we will not encounter any spurious singularity.

Further conditions have to be imposed on \( s^\alpha \). Since \( \Upsilon \) is a dual triangulation, a codimension-\( k \) face of the polyhedron \( M_0^\alpha \) is shared with \( k + 1 \) polyhedra. The \( k + 1 \) sections over these \( k + 1 \) polyhedra come with \( k + 1 \) allowed PCO distributions, denoted by \( a^0, \ldots, a^k \), that are free from spurious poles. Each \( a^\alpha \) stands for a set of \( K = 2g - 2 + n_{\text{NS}} + n_R \) points \( (z_1^\alpha, \ldots, z_K^\alpha) \) where \( z_i^\alpha(m) \in \mathcal{R}(m) \). Here \( \mathcal{R}(m) \) denotes the Riemann surface that corresponds to the point \( m \) in \( M_{g,n} \). Then, at each point that belongs to the codimension-\( k \) face, we can have \( (k + 1)^K \) possible arrangement of PCOs \( (z_1, \ldots, z_K) \) where each \( z_i \) can take values \( z_i^\alpha_1, \ldots, z_i^\alpha_k \). The additional condition on the section \( s^\alpha \) is that the PCO distribution associated with each \( s^\alpha \) should be such that at each point belonging to the codimension-\( k \) face, all \( (k + 1)^K \) possible arrangement of PCOs \( (z_1, \ldots, z_K) \) should be free from spurious singularities. We shall call this condition on the sections \( s^\alpha \) as spurious-pole-free condition. This also means that the distribution of PCOs over the Riemann surface may not go over from one polyhedron \( M_0^\alpha \) to \( M_0^\beta \) smoothly, there is a discontinuity in the distribution.

The gap in the integration cycle caused by this discontinuity in the PCO distribution can be filled by providing compensating integration cycles. Let \( M_1^{\alpha\beta} \) be the codimension-1 face shared by the codimension-0 faces \( M_0^\alpha \) and \( M_0^\beta \). Then on \( M_1^{\alpha\beta} \), we need to choose a path \( P_{\alpha\beta} \) from the PCO locations \( (z_1^\alpha, \ldots, z_K^\alpha) \) to \( (z_1^{(\beta)}, \ldots, z_K^{(\beta)}) \). If we denote by \( \Xi(m) \) the product
\( \tilde{R}(m) \times \ldots \times \tilde{R}(m) \) of \( K \) copies of \( \tilde{R}(m) \), where \( \tilde{R}(m) \) is the universal cover of \( R(m) \), then \( P_{\alpha \beta} \) can be regarded as a path in \( \tilde{\Xi} \) from the PCO locations on \( M^0_\beta \) to the PCO locations on \( M^\beta_0 \). Once a path \( P_{\alpha \beta} \) has been chosen in this way, we will choose \( P_{\beta \alpha} \) to be \(-P_{\alpha \beta}\), i.e. the same path traversed in the opposite direction. The paths will be constructed by moving PCOs one at a time from an initial location \( z^{(\alpha)}_j \) (for some \( j \)) to a final location \( z^{(\beta)}_j \).

For a codimension-2 face \( M^\alpha_2 \), there are three sets of PCO data: \((z^{(\alpha)}_1, \ldots, z^{(\alpha)}_K), (z^{(\beta)}_1, \ldots, z^{(\beta)}_K), \) and \((z^{(\gamma)}_1, \ldots, z^{(\gamma)}_K)\). We now consider \( 3^K \) PCO configurations \((z_1, \ldots, z_K)\) with \( z_i \) taking values \( z^{(\alpha)}_i, z^{(\beta)}_i \) or \( z^{(\gamma)}_i \) for each \( i \). Then, we have the path \( P_{\alpha \beta} \) from the origin \((z^{(\alpha)}_i, \ldots, z^{(\alpha)}_K)\) to the point \((z^{(\beta)}_i, \ldots, z^{(\beta)}_K)\), the path \( P_{\beta \gamma} \) is a path from \((z^{(\beta)}_i, \ldots, z^{(\beta)}_K)\) to \((z^{(\gamma)}_i, \ldots, z^{(\gamma)}_K)\) and \( P_{\gamma \alpha} \) is represented by a path from \((z^{(\gamma)}_i, \ldots, z^{(\gamma)}_K)\) to \((z^{(\alpha)}_i, \ldots, z^{(\alpha)}_K)\). Together they form a closed path in \( \tilde{\Xi}(m) \). Next, we need to choose a subspace \( P_{\alpha \beta \gamma} \) of \( \tilde{\Xi}(m) \), satisfying the following properties:

- The boundary of \( P_{\alpha \beta \gamma} \) is given by
  \[
  \partial P_{\alpha \beta \gamma} \simeq -P_{\alpha \beta} - P_{\beta \gamma} - P_{\gamma \alpha},
  \]
  where \( \simeq \) means that the boundary of \( P_{\alpha \beta \gamma} \) can be regarded as a collection of 2-dimensional subspaces of \( \Xi \), which is the product \( R(m) \times \ldots \times R(m) \) of \( K \) copies of \( R(m) \), whose corner points agree with those of the right-hand side of 4.20. However, the hypercubes themselves may not be identical since we might have used different choices for constructing the faces of various dimensions from the given corner points and might even have used different representatives for some of the PCO locations on \( \tilde{R}(m) \).

- \( P_{\alpha \beta \gamma} \) is made of a collection of rectangles whose vertices are points of \( \tilde{\Xi} \) with coordinates \( z^{(\alpha)}_i, z^{(\beta)}_i \) or \( z^{(\gamma)}_i \) and along each rectangle only two coordinates of \( \tilde{\Xi} \) vary.

- \( P_{\alpha \beta \gamma} \) is chosen to be antisymmetric under the exchange of any two pairs of its subscripts.

We can continue this procedure for higher codimensions. Given a codimension-\( k \) face \( M^\alpha_{k-1} \) shared by \( k + 1 \) codimension zero faces \( M^\alpha_0, \ldots, M^\alpha_k \), we can represent the PCO locations determined by the sections \( s^{(\alpha)}_0, \ldots, s^{(\alpha)}_k \) as points in \( \tilde{\Xi} \), with the \( i \)-th PCO location as \( z^{(\alpha)}_i \). The analysis at the previous step would have determined the \((k-1)\)-dimensional subspaces \( P_{\alpha_0 \ldots \alpha_{k-1}}, P_{\alpha_0 \ldots \alpha_{k-2}, \alpha_k}, etc., each of which can be represented as \((k-1)\)-dimensional subspace of \( \tilde{\Xi} \) composed of a union of hypercuboids with vertices given by a point in \( X^{(k+1)} \) in which

\[
X^{(k+1)} \equiv \{(m; a^0, \ldots, a^k) | m \in M^\alpha_{\delta,\gamma}, \}
\]

and \( \{a^\alpha\}_{\alpha=1}^k \) are \( k + 1 \) spurious-pole-free PCO distribution,

and in each hypercuboids only \( k - 1 \) of the coordinates of \( \tilde{\Xi} \) vary. We now have to choose a
A \textbf{valued} \textbf{r} \textbf{of bosonic-string measures, except for the additional cont \textbf{r} \textbf{ibutions coming from the PCOs.}

\textbf{The Integration Measure:} Through the spurious poles.

\begin{equation}
\partial P_{a_0 \ldots a_k} \simeq - \sum_{i=0}^{k} (-1)^{k-i} P_{a_0 \ldots a_{i-1}a_{i+1} \ldots a_k}. \tag{4.22}
\end{equation}

Here, we have the same interpretation for \( \simeq \) as above. We don’t have to continue this forever. Because it is clear that we must have \( k \leq n \) since \( M_k \) has codimension-\( k \). Also we must have \( k \leq K \) since \( P_{a_0 \ldots a_k} \) has dimension \( k \). Typically, we always have \( K \leq n \) and hence \( k \leq K \) is the bound.

Once we have chosen all the \( P_{a_0 \ldots a_k} \) via this procedure, we can formally construct a continuous integration cycle in \( \hat{P}_{g, n_{\text{NS}}, 2n_R} \) as follows. First, for each codimension-zero face \( M_0^0 \), the section \( s^\alpha \) gives a section of \( \hat{P}_{g, n_{\text{NS}}, 2n_R} \) over \( M_0^0 \). Let us call this \( \Sigma_\alpha \). In a generic situation, \( s^\alpha \) and \( s^\beta \) do not match at the boundary \( M_1^{\alpha\beta} \) separating \( M_0^0 \) and \( M_0^\beta \), leaving a gap in the integration cycle between \( \Sigma_\alpha \) and \( \Sigma_\beta \). We fill these gap by including, for each \( M_1^{\alpha\beta} \), a cycle \( \Sigma_{\alpha\beta} \) obtained by fiberin \( P_{\alpha\beta} \) on \( M_1^{\alpha\beta} \) with gluing-compatible coordinates around the punctures. However since on the codimension-1 face \( M_2^{\alpha\beta\gamma} \), \( P_{\alpha\beta}, P_{\beta\gamma} \) and \( P_{\gamma\alpha} \) enclose a non-zero subspace of \( \Xi \), the subspaces \( \Sigma_{\alpha\beta}, \Sigma_{\beta\gamma} \) and \( \Sigma_{\gamma\alpha} \) will not meet. This gap will have to be filled by the space \( \Sigma_{\alpha\beta\gamma} \) obtained by fiberin \( P_{\alpha\beta\gamma} \) over \( M_2^{\alpha\beta\gamma} \) with a set of gluing-compatible local coordinates around the punctures. Proceeding this way, we include all subspaces \( \Sigma_{a_0 \ldots a_k} \) obtained by fiberin \( P_{a_0 \ldots a_k} \) over \( M_k^{a_0 \ldots a_k} \) with a gluing-compatible local coordinates choice. This formally produces a continuous integration cycle in \( \hat{P}_{g, n_{\text{NS}}, 2n_R} \). We shall call the segments \( \Sigma_{a_0 \ldots a_k} \) for \( k \geq 1 \) the vertical segments. Note that the vertical segments are allowed to pass through the spurious poles.

The Integration Measure: The construction of superstring measures is similar to those of bosonic-string measures, except for the additional contributions coming from the PCOs.

A typical superstring measure is given by

\begin{equation}
\Omega_p^{g, n_{\text{NS}}, 2n_R} = (2\pi)^{-3g-3+n} \langle \mathcal{R} | B_p | \Phi \rangle, \quad B_p = \sum_{r=0}^{p} K^{(r)} \wedge B_{p-r}, \tag{4.23}
\end{equation}

where \( J = 2g - 2 + n_{\text{NS}} + n_R \), \( B_p \) is the same as \( (2.7) \), \( | \Phi \rangle \) is some element of the Hilbert space \( \mathcal{H}^\otimes n \) of the world-sheet superconformal field theory with the ghost number \( n_\Phi = p + 6 - 6g \).

\( \langle \mathcal{R} | \) is the surface state and the inner product between \( \langle \mathcal{R} | \) and a state \( | \Psi_1 \otimes \ldots \otimes | \Psi_n \rangle \in \mathcal{H}^\otimes n \) describes the \( n \)-point correlation function on \( \mathcal{R} \) with the vertex operators for \( | \Psi_i \rangle \) are inserted at punctures using the local coordinate system \( w_i \) around that puncture. \( K^{(r)} \) is an operator-valued \( r \)-forms along the fiber direction of \( \hat{P}_{g, n_{\text{NS}}, n_R} \) that corresponds to positions of the PCOs. It is defined as the \( r \)-form component of

\begin{equation}
K = (\chi(z_1) - \partial \xi(z_1)dz_1) \wedge \ldots \wedge (\chi(z_J) - \partial \xi(z_J)dz_J). \tag{4.24}
\end{equation}
The contributions from the codimension-zero faces $M^0_\alpha$ are straightforward to describe; we simply pull back the form $\Omega^{g,n}_{d,2n_R}$, $d = 6g - 6 + 2n_{NS} + 4n_R$ to $M^0_\alpha$ using the section $s^\alpha$ and integrate it over $M^\alpha$. We write $\mu^\alpha_p(m) = (s^\alpha)^* (\Omega^{g,n}_{d,2n_R} | P^p)$, so the contribution of $M^0_\alpha$ to the scattering amplitude is given by $\int_{M^0_\alpha} \mu^\alpha_p \, d$, which is free from spurious singularities.

$\Omega^{g,n}_{d,2n_R}$ given by (4.23) has an important property. Let us consider some $k$-dimensional region $P$ of $\Xi(m)$, constructed using the procedure described above. Suppose that along $P$, the PCO locations $z_{i_1}, \ldots, z_{i_k}$ vary, keeping the other PCO locations fixed. Suppose further that along the edges of $P$ on which $z_i$ varies, its limits are $u_i$ and $v_i$. Then we have

$$\int_P \Omega^{g,n}_{d,2n_R} = (2\pi i)^{-(3g-3+n)} \langle \Sigma | \vec{B}_{d-k} | \Phi \rangle,$$

where the overall sign has to be fixed from the orientation of the subspace $P$ and $\vec{K}^{(r)}$ is the $r$-form component of

$$\vec{K} = \prod_{s=1}^k \left( (1 - \xi(u_{i_s}) - \xi(v_{i_s})) \prod_{j=1; j \neq i_1, \ldots, i_k}^J \left( (\chi(z_i) - \partial \xi(z_i) dz_i) \right) \right).$$

Since the set $(u, v, z_i)$ takes values from the set $(z_{i_1}^{\alpha_0}, \ldots, z_{i_k}^{\alpha_J})$, the result is free from spurious singularities as long as the sections over each polyhedron satisfy the spurious pole free condition even if the subspace $P$ contains spurious poles. The full amplitude may then be expressed as

$$\sum_{k=0}^J (-1)^{k(k+1)/2} \sum_{\{\alpha_0, \ldots, \alpha_k\}} \int_{M^0_{\alpha_0,\ldots,\alpha_k}} \int_{P_{\alpha_0,\ldots,\alpha_k}} \Omega^{g,n}_{d,2n_R}.$$  

(4.27)

We can thus summarize the procedure to construct the off-shell superstring amplitudes as follows:

- Consider a fixed codimension-$k$ face $\mathcal{M}_k^{\alpha_0,\ldots,\alpha_k}$ in the dual triangulation of the moduli space and the $k$-dimensional fiber $P_{\alpha_0,\ldots,\alpha_k}$ over it;
- Find the contribution to the amplitude from this fiber using (4.25);
- Sum over all codimension-$k$ faces $\mathcal{M}_k^{\alpha_0,\ldots,\alpha_k}$ in the dual triangulation of the moduli space. The summation takes into account the orientations of the codimension-$k$ faces represented by the $(-1)^{k(k+1)/2}$ factor in (4.27).

### Regulating the Infrared Divergences

The integration cycle for an off-shell amplitude has to be treated carefully near the boundary of the moduli space where the surface degenerates. This is because the off-shell amplitudes
can have infrared divergences from these regions. These regions correspond to \( s \to \infty \) limit of (2.18). There are two kinds of infrared divergences that can appear in off-shell amplitudes

- **Generic degeneration**: referred to a degeneration in which the state that propagates through a degenerating cycle carries a generic off-shell momentum.
- **Special degeneration**: referred to a degeneration in which the state that propagates through a degenerating cycle is forced to have zero or on-shell momentum.

We can regulate the infrared divergences caused by the generic degenerations by making the analytic continuation \( s \to i s \) and including a damping factor \( e^{-\epsilon s} \) in the integral as \( s \to \infty \) [4, 5]. The infrared divergences caused by the special degenerations are regulated by restricting the integral over \( s \) integral by some upper cut-off [9–12].

5 Hyperbolic Geometry and Off-Shell Superstring Amplitudes

In this section, we shall describe an explicit construction of off-shell superstring amplitudes using hyperbolic surfaces. This construction is similar to the construction of off-shell bosonic-string amplitudes explained in Section 3. Hence, we shall restrict our discussion to additional details.

5.1 Decomposition of Off-Shell Superstring Amplitudes

In this section, we provide a method to decompose an off-shell superstring measure using identities on hyperbolic surfaces.

**Gluing-Compatibility and the Mirzakhani-McShane Decomposition:** The gluing- compatibility requirement in the case of off-shell superstring amplitudes refers to the gluing-compatible choice of local coordinates around the punctures where the vertex operators are inserted and the gluing-compatible distribution of PCOs on the surface. We define the 1PR and 1PI regions of the moduli space in the same way as we define in the section 3.2. Below, we shall describe a systematic method for making the distribution of PCOs and the choice of local coordinates around the punctures on the Riemann surface gluing-compatible. To this purpose, let us discuss an important property of the Mirzakhani-McShane identity.

**A Property of the Mirzakhani-McShane Decomposition:** The Mirzakhani-McShane identity for the bordered hyperbolic surface \( \mathcal{R} \) is given by

\[
\sum_{\{\alpha_1, \alpha_2\} \in \mathcal{F}_1} \mathcal{D}(L_1, l_{\alpha_1(\mathcal{R})}, l_{\alpha_2(\mathcal{R})}) + \sum_{i=2}^{n} \sum_{\gamma \in \mathcal{F}_{1,i}} \mathcal{E}(L_1, L_i, l_{\gamma(\mathcal{R})}) = L_1. \tag{5.1}
\]
For details about the summation and different quantities appearing in this identity see The Mirzakhani-McShane Identity. Note that the function $D(x, y, z)$ given by
\begin{equation}
D(x, y, z) = 2 \ln \left( \frac{e^{\frac{x+y}{2}} + e^{\frac{x-z}{2}}}{e^{\frac{x+y}{2}} + e^{\frac{x-z}{2}}} \right),
\end{equation}
vanishes in the limits $y \to \infty$ keeping $x, z$ fixed and $z \to \infty$ keeping $x, y$ fixed. Similarly, the function $E(x, y, z)$ given by
\begin{equation}
E(x, y, z) = x - \ln \left( \frac{\cosh(\frac{y}{2}) + \cosh(\frac{x+y}{2})}{\cosh(\frac{y}{2}) + \cosh(\frac{x-z}{2})} \right),
\end{equation}
vanishes in the limit $z \to \infty$ keeping $x, y$ fixed. This limiting behavior has an interesting consequence. Consider a $g$-loop superstring amplitude with $n_{\text{NS}}$ external NS states and $2n_{\text{R}}$ external R states. The superstring measure corresponding to this process is given by the differential form $\Omega_{g,n_{\text{NS}},2n_{\text{R}}} d\left( z_1, \ldots, z_K \right)$, where $d = 6g - 6 + 2(n_{\text{NS}} + 2n_{\text{R}})$ is the degree of the form. The set $\{z_1, \ldots, z_K\}$ denote to the locations of $K = 2g - 2 + n_{\text{NS}} + n_{\text{R}}$ number of the PCOs on the surface. If we forget the subtle issues coming from the spurious singularities, the amplitude $A_{g,n_{\text{NS}},2n_{\text{R}}}$ of such a process can be computed by integrating $\Omega_{d,n_{\text{NS}},2n_{\text{R}}}^{g,n_{\text{NS}},2n_{\text{R}}}(z_1, \ldots, z_K)$ over $\mathcal{M}_{g,n}$, the moduli space of genus-$g$ surfaces with $n = n_{\text{NS}} + 2n_{\text{R}}$ punctures
\begin{equation}
A_{g,n_{\text{NS}},2n_{\text{R}}} = \int_{\mathcal{M}_{g,n}} \Omega_{d,n_{\text{NS}},2n_{\text{R}}}^{g,n_{\text{NS}},2n_{\text{R}}}(z_1, \ldots, z_K).
\end{equation}
Let us insert the Mirzakhani-McShane identity for punctured surfaces
\begin{equation}
\sum_{\{\alpha_1, \alpha_2\} \in \mathcal{F}_1} \frac{2}{1 + e^{-\frac{t_{\alpha_1} + t_{\alpha_2}}{2}}} + \sum_{i=2}^{n} \sum_{\gamma \in \mathcal{F}_{1,i}} \frac{2}{1 + e^{-\frac{t_{\gamma}}{2}}} = 1,
\end{equation}
inside the integration measure over the moduli space. Following the discussion in Integration of MCG-Invariant Functions over the Moduli Space, we obtain
\begin{equation}
A_{g,n_{\text{NS}},2n_{\text{R}}} = \sum_{j} \int_{\mathcal{M}_{g,n}^{\alpha_1,j+\alpha_2,j}} dV \left[ \frac{2}{1 + e^{-\frac{t_{\alpha_1,j} + t_{\alpha_2,j}}{2}}} \right] \Omega_{d,n_{\text{NS}},2n_{\text{R}}}^{g,n_{\text{NS}},2n_{\text{R}}}(z_1, \ldots, z_K)
+ \sum_{i=2}^{n} \int_{\mathcal{M}_{g,n}^{\gamma_i}} dV \left[ \frac{2}{1 + e^{-\frac{t_{\gamma_i}}{2}}} \right] \Omega_{d,n_{\text{NS}},2n_{\text{R}}}^{g,n_{\text{NS}},2n_{\text{R}}}(z_1, \ldots, z_K),
\end{equation}
where the sum over $j$ denotes the summation over distinct pair of curves $\{\alpha_{1,j}, \alpha_{2,j}\}$ in $\mathcal{F}_1$ that can not be related via mapping class group action and $\gamma_i$ is a representative curve from the set $\mathcal{F}_{1,i}$. $\mathcal{M}_{g,n}^{\alpha_1,j+\alpha_2,j}$ denotes the covering space of $\mathcal{M}_{g,n}$ associated with the curve $\alpha_{1,j} + \alpha_{2,j}$. $\mathcal{M}_{g,n}^{\gamma_i}$ denotes the covering space of $\mathcal{M}_{g,n}$ associated with the curve $\gamma_i$. These spaces have been defined in (3.60). Note that each term in the decomposition (5.6) can be
Figure 18: Cutting the surface along the curve $\alpha_{1,1} + \alpha_{2,1}$ produces a pair of pants with one puncture and 2 borders, a genus 1 surface with 2 punctures and one border, and a genus 1 surface with one puncture and one border.

Figure 19: Cutting the surface along the curve $\alpha_{1,2} + \alpha_{2,2}$ produces a pair of pants with one puncture and 2 borders and a genus 1 surface with 3 punctures and 2 borders.

associated with a particular boundary of the moduli space. Assume that the curve $\alpha_{1,j} + \alpha_{2,j}$ degenerates. In that situation, $\{\alpha_{1,l}, \alpha_{2,l}\}$ degenerate, the hyperbolic length of at least one of the curves in the pair $\{\alpha_{1,l}, \alpha_{2,l}\}$ with $l \neq j$ and all curves $\gamma_i$ in the second sum becomes infinite. Similarly, if any of the curves $\gamma_i$ in the second summation degenerates then the hyperbolic length of another curve $\gamma_j$ in the sum with $i \neq j$ and at least one of the curves in all of the pairs $\{\alpha_{1,i}, \alpha_{2,i}\}$ in the first sum becomes infinite. This means that when the surface degenerates with both of the curves in the pair of curves $\{\alpha_{1,j}, \alpha_{2,j}\}$ having vanishingly-small hyperbolic lengths, the finite contribution comes only from the term corresponds to this pair of curves in the right-hand side of equation 5.6. Other terms provide only exponentially suppressed contributions (see Figures 18, 19, 20, and 21).

Maximal Decomposition of Off-Shell Superstring Amplitudes: Let us decompose the superstring amplitude $A_{g,n_{NS},2n_R}$ by inserting the Mirzakhani-McShane identity inside the
**Figure 20:** Cutting the surface along $\gamma_2$ produces a pair of pants with 2 punctures and one border and a genus-2 surface with 2 punctures and one border.

The covering spaces $M_{\alpha_1,j,\alpha_2,j}^{g,n}$ and $M_{\gamma_1}^{g,n}$ are products of lower dimensional moduli spaces and cones. There is one cone for cutting along $\gamma_i$ and two cones for cutting along $\alpha_{1,j}$ and $\alpha_{2,j}$. The lower dimensional moduli spaces are the moduli space of the surfaces obtained by cutting the original surface along $\alpha_{1,j}$ and $\alpha_{2,j}$ for the first term and along $\gamma_i$ for the second term.

Consider the following term in the above decomposition of the amplitude

$$
\int_{M_{\alpha_1,j+\alpha_2,j}^{g,n}} \left[ \frac{2}{1 + e^{\frac{2}{\lambda_{\alpha_1,j} + \lambda_{\alpha_2,j}}} \Omega_{\alpha_1,j+\alpha_2,j}^{g,n}} \right] \Omega_{\alpha_1,j+\alpha_2,j}^{g,n} (z_1, \ldots, z_K). 
$$

(5.8)

Cutting the surface along $\alpha_{1,j}$ and $\alpha_{2,j}$ produces the following three components: 1) a pair of pants whose boundary elements are a puncture $\beta_1$ and two borders $\alpha_{1,j}$ and $\alpha_{2,j}$, 2) a genus-$g_j$ surface $R_{\alpha_{1,j}}$ with $n_j$ punctures and one border $\alpha_{1,j}$, and 3) a genus-$\tilde{g}_j = g - g_j$ surface $R_{\alpha_{2,j}}$ with $\tilde{n}_j = n - n_j$ punctures and one border $\alpha_{2,j}$. For an illustration see Figure 18. Following the discussion in Integration of MCG-Invariant Functions over the Moduli Space, we can write this term as
Figure 21: All of the curves $\gamma_2, \alpha_{1,1} + \alpha_{2,1}, \alpha_{1,2} + \alpha_{2,2}$ intersect each other.

\[
\int_{\mathbb{R}_+^2} d\alpha_{1,j} d\alpha_{2,j} \int_0^{2^{-M_{\alpha_{1,j}}} l_{\alpha_{1,j}}} \int_0^{2^{-M_{\alpha_{2,j}}} l_{\alpha_{2,j}}} d\tau_{\alpha_{1,j}} d\tau_{\alpha_{2,j}}
\int_{\mathcal{M}(R_{\alpha_{1,j}})} dV(R_{\alpha_{1,j}}) \int_{\mathcal{M}(R_{\alpha_{2,j}})} dV(R_{\alpha_{2,j}}) \left[ \frac{2\Omega^{6,NS,2RR}_d(z_1,\ldots,z_K)}{1 + e^{l_{\alpha_{1,j}}(R_{\alpha_{1,j}})+l_{\alpha_{2,j}}(R_{\alpha_{2,j}})}} \right].
\] (5.9)

We can now insert the Mirzakhani-McShane identity for the surfaces $R_{\alpha_{1,j}}$ and $R_{\alpha_{2,j}}$ inside the integration over $\mathcal{M}(R_{\alpha_{1,j}})$ and $\mathcal{M}(R_{\alpha_{2,j}})$. This provides a further decomposition of the amplitude. We can continue this procedure for every term in the decomposition (5.7). Since there is a finite number of steps, we eventually end up with only a set of pairs of pants as component surfaces. We shall call the resulting decomposition as the maximal decomposition of the amplitude.

The most striking feature of the maximal decomposition is that each term in the decomposition corresponds to a specific pants decomposition of the surface. Due to the limiting behavior of the functions appearing in the Mirzakhani-McShane identity, it is clear that when the length of any curve $\gamma$ tends to zero, only those terms in the maximal decomposition whose associated pants decomposition do not contain any curve intersecting with $\gamma$ will be finite. This property of the maximal decomposition can be used to get an effective description of a gluing-compatible choice of local coordinates and PCOs distribution. Consider the boundary of the IPI region corresponding to $m$ simple closed geodesics $\gamma_1,\ldots,\gamma_m$ with length $c_\gamma$. Near this boundary, the finite contribution to the amplitude comes from those terms in the maximal decomposition associated with the pants decomposition that contains all of the curves $\gamma_1,\ldots,\gamma_m$. On the other hand, a consistent off-shell superstring amplitude must be gluing-compatible. Combining these two observations, we conclude that the gluing-compatibility must only be applied only for those terms that remain finite after the degenerations of the curves $\gamma_1,\ldots,\gamma_m$. This means that the choice of local coordinates around the punctures and the distribution of PCOs on the surface must be gluing-compatible only for these terms.
**Infrared Regulators and Maximal Decompositions:** Off-shell superstring amplitudes can have infrared divergences coming from the boundary region of the moduli space where the surface degenerates. We shall regulate them by properly choosing the integration cycle in that region. Consider the boundary region of moduli space corresponding to the degeneration of a specific curve $\gamma$. Based on the observations that we made above, it is not difficult to see that we need to modify the integration cycle for only those terms in the maximal decomposition that are associated with the degeneration of curve $\gamma$. For these terms, the integration cycle contains an integration over the hyperbolic length $l_\gamma$ of the curve $\gamma$.

Consider the two types of degenerations defined in **Regulating the Infrared Divergences**. For generic degeneration near the boundary, we shall deform the integration cycle by changing $l_\gamma \to -il_\gamma$ for $l_\gamma \leq c_*$. We also need to multiply the measure with a factor of $\exp\left(\frac{-2\pi^2}{l_\gamma \varepsilon}\right)$, where $\varepsilon$ is a small constant. This can be seen from (3.18), which specifies the relation between the hyperbolic length of the simple closed geodesic on the degenerating collar and the gluing parameter. For the special degeneration, we shall place a lower cut $\frac{2\pi^2}{\Delta} < c_*$, where $\Delta$ is an upper cut-off for the integral over $s$, for the integration over $l_\gamma$.

### 5.2 Gluing-Compatibility and Hyperbolic Geometry

We now describe a gluing-compatible choice of local coordinates around punctures and a gluing-compatible PCO distribution. Together, they provide a well-defined off-shell superstring measure, which might still contain spurious poles. These singularities could then be avoided using the vertical integration prescription.

#### A Gluing-Compatible Choice of Local Coordinates

Consider the modified $k^{th}$ term in the maximal decomposition of the amplitude. For this term, we use the measure defined using the following coordinates around the punctures:

- For $l_{\tilde{C}_j^k} \geq (1 + \epsilon)c_*$ for $j = 1, \ldots, 3g - 3 + n$, we choose $e^{\frac{\pi^2}{c_*}} w_{i,m}$ as the local coordinate around the $i^{th}$ puncture, where $w_i$ is induced from the hyperbolic metric.

- Near the boundary of the 1PI region, where the curves, $\{\tilde{C}_j^k, j = 1, \ldots, m\}$, from pair of pants decomposition $\mathcal{P}_k$ degenerate, we choose an annular region $c_* \leq l_{\tilde{C}_j^k} < (1 + \epsilon)c_*$, $j = 1, \ldots, m$. Inside this annular regions use the local coordinates around the punctures to be $\exp\left(\frac{\pi^2}{c_*}\right) \tilde{w}_{i,m}$ where $\tilde{w}_i$ is the local coordinates induced from the metric (3.43).

- Inside the 1PR region defined by $l_{\tilde{C}_j^k} < c_*$, $j = 1, \ldots, m$, we choose the local coordinates around the punctures to be $\exp\left(\frac{\pi^2}{c_*}\right) \hat{w}_{i,m}$ where $\hat{w}_i$ is the local coordinates induced from the metric (3.44).
This concludes our discussion of a choice of gluing-compatible local coordinates around the punctures for defining off-shell superstring measures. We now turn to the distribution of PCOs.

A Gluing-Compatible Distribution of PCOs

We shall utilize the above-mentioned property of the maximal decomposition of the superstring amplitude to distribute the PCOs on the worldsheet in a gluing-compatible fashion. This has been constructed in [63]. We shall discuss the net effect of such a gluing-compatible choice of PCOs distribution.

Consider the $k^{th}$ term in the maximal decomposition which is associated with the pants decomposition $\mathcal{P}_k = \{ C^j_k, j = 1, \ldots, 3g - 3 + n \}$. $C^j_k$ are non-homotopic simple closed geodesics on the surface with lengths $l_{C^j_k}$. The PCOs distribution described in [63] has two main features: 1) we need to extend the region of integration to the whole Teichmüller space, and 2) the integration measure is multiplied with the following factor

$$\prod_{j=1}^{3g-3+n} \text{sinc}^2 \left( \tau_{C^j_k} \right), \quad (5.10)$$

where $\tau_{C^j_k}$ is the twist parameter along $C^j_k$. Within this modified term, we distribute the PCOs as follows. For simplicity, let us assume that all of the off-shell external states are from the NS sector with picture number $-1$. We, therefore, need to distribute $2g - 2 + n_{\text{NS}}$ PCOs on the surface, where $n_{\text{NS}}$ denotes the number of external states. For this term, let us use the following choice of PCOs distribution.

- For $l_{C^j_k} \geq (1 + \epsilon)c_*$ for $j = 1, \ldots, 3g - 3 + n_{\text{NS}}$, we distribute one PCO on each of the pairs of pants in the decomposition $\mathcal{P}_k$. For each pair of pants, we consider its decomposition into two hexagons. We place one PCO in the center of each hexagon. The PCOs distribution on the corresponding pair of pants is given by the average of PCOs on the two hexagons.

- In the complement region, we need to modify the PCOs distribution in order to compensate for the violation of gluing-compatibility due to the difference between the hyperbolic metric and the metric induced from the gluing by the relation (2.18).

The off-shell superstring amplitudes defined this way may contain spurious poles. We thus need to construct an integration cycle that avoids these unwanted divergences. We should again work with each term in the maximal decomposition. Within each term, we can perform vertical integration to make this term free from spurious divergences. As a result, the full superstring amplitude is free from spurious divergences.
6 Discussion and Future Directions

In this paper, we described an explicit construction of off-shell amplitudes in bosonic-string and superstring theories by exploring the hyperbolic geometry of surfaces and moduli spaces thereof. Following the basic ideas in this paper, a calculable formulation of closed bosonic-string and superstring field theories can be constructed [63, 65, 66]. We conclude by collecting some interesting future directions for further investigations.

It is known that amplitudes in two-dimensional topological gravity and topological string theory obey certain recursion relations [81, 88–90]. It is interesting to check whether some limits of bosonic-string or superstring amplitudes have a recursive structure. It would be exciting if the field theory limit of superstring amplitudes has such a property. In the case of topological gravity, it is known that the underlying reason for such a recursive structure is the Mirzakhani-McShane identity and the symplectic reduction of the Wolpert form on the moduli space [55, 81]. This suggests that by studying the implication of symplectic reduction for the Beltrami differentials associated with the Fenchel-Nielsen vector fields that we used to define string measures, it might be possible to check whether there exists a limit of amplitudes with a recursive structure.

In order to perform explicit computations of scattering amplitudes in superstring theory following the ideas developed in this paper, we need to express the correlation functions of relevant conformal field theories on a Riemann surface in terms of Fenchel-Nielsen coordinates. It is possible to express the generators of a Fuchsian group in terms of Fenchel-Nielsen coordinates [33, 91]. On the other hand, the correlation function of relevant CFTs (at least in the flat background spacetime) on a surface $\mathcal{R}$ can be written in terms of well-defined quantities like Selberg’s zeta functions, which can be expressed through generators of the Fuchsian group corresponding to $\mathcal{R}$ [92–94]. This might provide a way to express correlation functions in terms of FN coordinates. What we have explored in this paper, together with the progress in this direction would make explicit computations in superstring theory possible.
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A Hyperbolic Surfaces and their Teichmüller Space

In this appendix, we briefly review the theory of hyperbolic surfaces and their Teichmüller space. More rigorous discussions on this can be found in [31, 32, 75].
A.1 Basics of Hyperbolic Geometry

A hyperbolic surface is a Riemann surface with a metric whose curvature is $-1$. According to the Uniformization Theorem \[29\], any Riemann surface with genus $g \geq 2$ can be made hyperbolic. For a genus one surface at least one puncture and for a genus-zero surface at least three punctures are required to make them hyperbolic. The hyperbolic surface $\mathcal{R}$ can be uniformized as $\mathbb{H}/\Gamma$ for some group $\Gamma$ of isometries of the hyperbolic plane $\mathbb{H}$, defined as

$$ \mathbb{H} = \{ z : \text{Im} \ z > 0 \}. \tag{A.1} $$

The group $\Gamma$ is the Fuchsian group associated with $\mathcal{R}$. Each hyperbolic surface $\mathcal{R}$ inherits, by projection from $\mathbb{H}$, its own hyperbolic geometry.

An open set $F$ of the upper half-plane $\mathbb{H}$ is a fundamental domain for $\Gamma$ if $F$ satisfies the following three conditions:

1. $g(F) \cap F = \emptyset$ for every $g \in \Gamma$ with $g \neq \text{id}$;
2. If $\overline{F}$ is the closure of $F$ in $\mathbb{H}$, then $\mathbb{H} = \bigcup_{g \in \Gamma} g(\overline{F})$;
3. The relative boundary $\partial F$ of $F$ in $\mathbb{H}$ has measure zero with respect to the two-dimensional Lebesgue measure.

The Poincaré Upper Half-Plane: The hyperbolic metric on the upper half-plane is given by

$$ ds^2_{\mathbb{H}} = \frac{dzd\bar{z}}{(\text{Im}z)^2}. \tag{A.2} $$

The Gaussian curvature $C(h)$ of the Riemannian metric $k(z)^2|dz|^2$, $(k(z) > 0)$ is given by

$$ C(k) = -\frac{4}{h^2} \frac{\partial^2 \ln k}{\partial z \partial \bar{z}}. \tag{A.3} $$

Therefore, for the hyperbolic metric, for which $k(z) = \frac{1}{\text{Im}z}$, the Gaussian curvature $C(k)$ is a constant with the value $-1$. The isometries of the upper half-plane $\mathbb{H}$ with the hyperbolic metric are of the form,

$$ z \rightarrow \frac{az + b}{cz + d}, \quad a, b, c, d \in \mathbb{R}, \quad ad - bc = 1. \tag{A.4} $$

Given the hyperbolic metric $ds^2_{\mathbb{H}}$, we define the hyperbolic length $l(C)$ of a curve $C$ on the upper half-plane $\mathbb{H}$ to be

$$ l(\gamma) = \int_C ds_{\mathbb{H}}. \tag{A.5} $$

The hyperbolic distance, $\rho(z, w)$, between two points $z$ and $w$ is defined to be the infimum of $l(C)$ taken over all the curves $C$ in $\mathbb{H}$ that join $z$ to $w$. Such a curve is the geodesic connecting
Figure 22: The fundamental domain corresponding to a genus 2 surface.

The points \( z \) and \( w \) in the hyperbolic plane which is an arc of the circle or the line segment that passes through \( z \) and \( w \) and is orthogonal to the boundary of the hyperbolic plane. This distance is known explicitly and is given by

\[
\rho(z, w) = \ln \left( \frac{1 + \tau(z, w)}{1 - \tau(z, w)} \right) = 2 \tanh^{-1}(\tau(z, w)),
\]

where \( \tau(z, w) = \left| \frac{z - w}{\bar{z} - \bar{w}} \right| \) in \( \mathbb{H} \).

**The Fuchsian Uniformization:** The Riemann surface \( \mathcal{R} = \mathbb{H}/\Gamma \) can be considered as \( \tilde{\mathcal{F}} \) with points \( \partial \mathcal{F} \) identified under the covering group \( \Gamma \). Let \( \pi : \mathbb{H} \to \mathcal{R} \) be the projection of \( \mathbb{H} \) onto \( \mathcal{R} = \mathbb{H}/\Gamma \). Since the Poincaré metric \( ds^2_\mathbb{H} \) is invariant under the action of \( \Gamma \), we obtain a Riemannian metric \( ds^2_\mathcal{R} \) on \( \mathcal{R} \) which satisfies \( \pi^*(ds^2_\mathbb{H}) = ds^2_\mathcal{R} \). We call \( ds^2_\mathcal{R} \) the hyperbolic metric on \( \mathcal{R} \). Every \( g \in \Gamma \) corresponds to an element \([C_g]\) of the fundamental group \( \pi_1(\mathcal{R}) \) of \( \mathcal{R} \). In particular, \( g \) determines the free homotopy class of \( C_g \), where \( C_g \) is a representative of the class \([C_g]\). We say that \( g \) covers the closed curve \( C_g \).

The axis \( A_g \) of a hyperbolic element \( g \) is the geodesic on \( \mathbb{H} \) that connects the fixed points of \( g \)-action on \( \mathbb{H} \) given by

\[
g(z) = \frac{az + b}{cz + d}, \quad a, b, c, d \in \mathbb{R}, \quad ad - bc = 1.
\]

The closed curve \( L_g = A_g/\langle g \rangle \), the image on \( \mathcal{R} \) of the axis \( A_g \) by the projection \( \pi : \mathbb{H} \to \mathcal{R} \), is the unique geodesic with respect to the hyperbolic metric on \( \mathcal{R} \) belonging to the free homotopy class of \( C_g \). We call \( L_g \) the closed geodesic corresponding to \( g \), or to \( C_g \). Let \( g \) be a hyperbolic element of \( \Gamma \) and \( L_g \) be the closed geodesic corresponding to \( g \). Then the
A hyperbolic length $l(L_g)$ of $L_g$ satisfies,

$$\text{tr}^2(g(z)) = (a + d)^2 = 4\cosh^2\left(\frac{l(L_g)}{2}\right).$$  \hfill (A.8)

A.2 Teichmüller Space of Hyperbolic Surfaces

In this section, we briefly explain the notion of Teichmüller space of a hyperbolic surface. The main references are [31, 32, 95].

Let $(g,n)$ denote the signature of a genus-$g$ surface with $n$ boundary components, which uniquely determines the topological classification, i.e. two surfaces with $(g_1, n_1) \neq (g_2, n_2)$ are topologically distinct. If one introduces additional structures such as a complex structure, then, within each topological class determined by $(g,n)$, there may be different surfaces. By definition, a Riemann surface is a one-dimensional complex manifold such that the transition functions of the charts are bi-holomorphic (i.e. the map and its inverse are holomorphic). The charts together with the transition functions between them define a complex structure on the surface. Two such complex structures are equivalent if there is a conformal (i.e complex analytic) map between them. The set of all such equivalent complex structures defines a conformal class in the set of all complex structures on the surface. However, all conformal classes are not equivalent i.e. the space of all complex structures on a Riemann surface of a given topological type is partitioned by the set of conformal classes. It turns out that there exists a continuum of conformal classes parameterized by a finite number of parameters. Due to the Uniformization Theorem, each conformal class of a Riemann surface contains a unique hyperbolic metric. Therefore, the classification space of all complex structures into conformal classes is the same as the classification space of all hyperbolic structures. Hence, we need a more precise definition of the classification space of hyperbolic structures. Intuitively, this space should classify all hyperbolic structures by some notion of equivalence relation. Therefore, we need to know the answers to two questions: what is the definition of the hyperbolic structure? and what is the notion of equivalence of two hyperbolic structures?. The answers are the followings [95]

- **Hyperbolic structure:** A hyperbolic structure on a surface $\mathcal{R}$ is a diffeomorphism $\phi : \mathcal{R} \rightarrow S$, where $S$ is a surface with a finite-area hyperbolic metric and geodesic boundary components. The hyperbolic structure is denoted by the pair $(S, \phi)$.

- **Equivalent hyperbolic structures:** Two hyperbolic structures on a surface $\mathcal{R}$, given by $\phi_1 : \mathcal{R} \rightarrow S_1$ and $\phi_2 : \mathcal{R} \rightarrow S_2$, are equivalent if there is an isometry $I : S_1 \rightarrow S_2$ such that the maps $I \circ \phi_1 : \mathcal{R} \rightarrow S_1$ and $\phi_2 : \mathcal{R} \rightarrow S_2$ are homotopic i.e. the map $I \circ S_1$ can be continuously deformed into $\phi_2$ by a homotopy map. The homotopies can move points in the boundary of $S_2$. In other words, the following diagram commutes up to
homotopy:

\[
\begin{array}{c}
\phi_1 \\ S_1 \end{array} \xymatrix{ \mathcal{R} \ar[r]^\phi & S_2 } \begin{array}{c}
\phi_2 \\ S_2 \end{array}
\]

(A.9)

Therefore, the relevant equivalence class is the homotopy-equivalence of the hyperbolic structures, i.e. equivalent hyperbolic structures can be deformed into each other by a homotopy map.

In the same way that we can define the classification space of the conformal classes on a Riemann surface, we can define the classification space of the homotopy classes of the hyperbolic structures on a Riemann surface of a given topological type i.e. the space of the hyperbolic structures up to homotopies. This space is called the Teichmüller space of the hyperbolic surfaces \( \mathcal{R} \) of a given topological type \((g,n)\) and it is denoted by \( \mathcal{T}(\mathcal{R}) \).

**Hyperbolic Pair of Pants**

Consider cutting the Riemann surface \( \mathcal{R} \) which admits a hyperbolic metric by a family of mutually-disjoint simple closed geodesics on \( \mathcal{R} \). Let \( P \) be a compact connected component of the resulting union of subsurfaces. If \( P \) contains no simple closed geodesic of \( \mathcal{R} \), then \( P \) should be homeomorphic to a planar region, say

\[
P_0 = \{|z| < 2\} - \left( \left\{ |z + 1| \leq \frac{1}{2} \right\} \cup \left\{ |z - 1| \leq \frac{1}{2} \right\} \right),
\]

(A.10)

which is simply a disc with two holes in it. Such a subsurface \( P \), which we call a pair of pants, can be considered as the smallest pieces that can be used for rebuilding \( \mathcal{R} \). Every boundary of \( P \) is a simple closed geodesic on \( \mathcal{R} \).

Let us fix a pair of pants \( P \) of \( \mathcal{R} \) arbitrarily. Assume that the group \( \Gamma \) is the Fuchsian model of the surface \( \mathcal{R} \) acting on \( \mathbb{H} \), and \( \pi : \mathbb{H} \to \mathcal{R} = \mathbb{H}/\Gamma \) is the projection. Let \( \hat{P} \) be a connected component of \( \pi^{-1}(P) \). Denote by \( \Gamma_{\hat{P}} \) the subgroup of \( \Gamma \) consisting of all elements \( g \) of \( \Gamma \) such that \( g(\hat{P}) = \hat{P} \). Then \( \Gamma_{\hat{P}} \) is a free group generated by two hyperbolic transformations, and \( P = \hat{P}/\Gamma_{\hat{P}} \). Set \( \hat{\mathcal{R}} = \mathbb{H}/\Gamma_{\hat{\mathcal{R}}} \), i.e. \( \Gamma_{\hat{\mathcal{R}}} \) is a Fuchsian model of \( \hat{\mathcal{R}} \). Then \( \hat{\mathcal{R}} \) is a surface obtained from \( P \) by attaching a suitable doubly-connected region along each boundary component. Hence, \( \hat{\mathcal{R}} \) is again triply connected. Clearly, \( P \) is considered as a subsurface of \( \hat{\mathcal{R}} \), which is a unique pair of pants of \( \hat{\mathcal{R}} \). In other words, \( P \) is uniquely determined by \( \Gamma_{\hat{\mathcal{R}}} \). \( P \) is called the Nielsen kernel of \( \hat{\mathcal{R}} \), and \( \hat{\mathcal{R}} \) is called the Nielsen extension of \( P \).

**Complex Structure:** Let \( L_1, L_2 \) and \( L_3 \) be the boundary components of the pair of pants \( P \) and let \( \Gamma_0 \) be a Fuchsian model of a domain \( \mathcal{F} \) acting on \( \mathbb{H} \). Then \( \Gamma_0 \) is a free group generated by two hyperbolic transformations \( \mathcal{g}_1 \) and \( \mathcal{g}_2 \). We may assume that \( \mathcal{g}_1 \) and \( \mathcal{g}_2 \) cover \( L_1 \) and \( L_2 \), respectively (see The Fuchsian Uniformization for the meaning of covering of a closed curve). It is possible to show that for an arbitrarily triple \((a_1,a_2,a_3)\) of positive numbers, there exists
a triply connected planar Riemann surface $\mathcal{F}$ such that $l(L_j) = a_j$, $j = 1, 2, 3$. This is due to the fact that a hyperbolic hexagon with edges as geodesic arcs in the upper half-plane meeting perpendicularly at the corners is uniquely determined if we specify the lengths of three edges that do not meet at any corners of the hexagon. Let $D$ be the closed hyperbolic hexagon bounded by $\{C_j, L'_j\}_{j=1}^3$ corresponding to the triple $(a_1, a_2, a_3)$. Let $\eta_j, j = 1, 2, 3$, be the reflection with respect to $C_j$, i.e., anti-holomorphic automorphism of $\hat{\mathbb{C}}$ preserving $C_j$ point-wise. Set
\[
g_1 \equiv \eta_1 \circ \eta_2, \quad g_2 \equiv \eta_3 \circ \eta_1. \tag{A.11}
\]
Then, $g_1$ and $g_2$ are hyperbolic elements of $\text{Aut}(\mathbb{H})$. Let $\Gamma_0$ be the group generated by $g_1$ and $g_2$. It is clear that $\mathcal{F} = \mathbb{H}/\Gamma_0$ is triply connected, and that the unique pair of pants $P$ of $\mathcal{F}$ is the interior of the set obtained by identifying the boundary of $D \cup \eta_1(D)$ under the action by $\Gamma_0$.

The complex structure of a pair of pants $P$ is uniquely determined by the hyperbolic lengths of its ordered boundary components. In other words, the action of generators of $\Gamma_0 = \langle g_1, g_2 \rangle^{10}$ are uniquely determined by the values of $a_1, a_2$ and $a_3$. Let us assume that the action of $g_1$ and $g_2$ on $\mathbb{H}$ is given by
\[
g_1(z) = \lambda^2 z, \quad 0 < \lambda < 1, \quad g_2(z) = \frac{az + b}{cz + d}, \quad ad - bc = 1, c > 0, \tag{A.12}
\]
and, furthermore, assume that 1 is the attractive fixed point of $g_2$, or equivalently, $a + b = c + d, \quad 0 < -\frac{b}{c} < 1$. Also, assume that
\[
(g_3)^{-1}(z) = (g_2 \circ g_1)(z) = \frac{\tilde{a}z + \tilde{b}}{\tilde{c}z + \tilde{d}}, \quad \tilde{a}d - \tilde{b}c = 1. \tag{A.13}
\]
Then one can show that
\[
\left(\lambda + \frac{1}{\lambda}\right)^2 = 4\cosh^2\left(\frac{a_1}{2}\right), \quad (a + d)^2 = 4\cosh^2\left(\frac{a_2}{2}\right), \quad (\tilde{a} + \tilde{d})^2 = 4\cosh^2\left(\frac{a_3}{2}\right). \tag{A.14}
\]

**Teichmüller Space:** To define the Teichmüller space of a pair of pants $P$, we need the notion of a marked hyperbolic hexagon. A marked hyperbolic hexagon is a hexagon in the upper half-plane $\mathbb{H}$ with a distinguished vertex and ordered labeling $s_1, \ldots, s_6$ of its sides. The labeling must be in such a way that if we start from the distinguished vertex and move counterclockwise, the order of the sides is from $s_1$ to $s_6$. We denote the lengths of the sides

---

10Here, the notation $\langle \ldots \rangle$ means the group generated by $\ldots$.
by \( l_i = \ell(s_i) \) in which \( \ell(s_i) \) is the hyperbolic length of the side computed using the Poincaré metric \( ds^2_\mathbb{H} \) on \( \mathbb{H} \). We then have

**Theorem.** Let \( a_1, a_2 \) and \( a_3 \) denote the three positive real numbers. Then we have:

1. There exists a marked hyperbolic hexagon in \( \mathbb{H} \) such that \( l_i = a_i \);
2. Any two such hyperbolic hexagons can be mapped into each other by an isometry in \( \text{PSL}(2, \mathbb{R}) \) such that the distinguished vertices are mapped into each other;

This result basically says that any positive triple \((a_1, a_2, a_3)\) specifies a unique hyperbolic hexagon up to \( \text{PSL}(2, \mathbb{R}) \) action. If we consider two marked hyperbolic hexagons whose three non-adjacent sides have lengths \( \frac{l_i}{2} \), \( i = 1, 2, 3 \) and glue them along the other three sides, we get a pair of pants \( P \) whose three geodesic boundaries, which we denote by \( \gamma_i, i = 1, 2, 3 \), have hyperbolic lengths \( \ell_{\gamma_i} = l_i, i = 1, 2, 3 \). Then we have the following result:

**Theorem.** The map \( \psi : T_{0,3}(P) \rightarrow \mathbb{R}_+^3 \) defined by \( \psi(S) = (\ell_{\gamma_1}(S), \ell_{\gamma_2}(S), \ell_{\gamma_3}(S)) \), is a homeomorphism.

This basically means that the Teichmüller space of a pair of pants is determined by the lengths of its geodesic boundary components. Therefore, \( \ell_{\gamma_i}, i = 1, 2, 3 \) can be thought of as coordinates on the Teichmüller space. We will explain below how the two facts that

(1) any hyperbolic surface admits a pair of pants decomposition and
(2) the coordinates on the Teichmüller space of a pair of pants is given by the hyperbolic lengths of its geodesic boundaries naturally, leads to a convenient global parametrization of Teichmüller space of a hyperbolic surface, the so-called Fenchel-Nielsen coordinates.

**Fenchel-Nielsen Coordinates:** Let \( \mathcal{R} \) be a closed Riemann surface of topological type \((g, n)\). \( \mathcal{R} \) can be cut along mutually disjoint simple closed geodesics with respect to the hyperbolic metric \( ds^2_\mathcal{R} \) on \( \mathcal{R} \). When there are no more closed geodesics of \( \mathcal{R} \) contained in the remaining open set, then every piece would be a pair of pants \( P \). The complex structure of each pair of pants of \( \mathcal{R} \) is uniquely determined by a triple of the hyperbolic lengths of
boundary geodesics of it, as we explain below. Then $\mathcal{R}$ can be reconstructed by gluing all resulting pairs of pants along their boundaries. Hence, we can consider, as a system of coordinates for the Teichmüller space $\mathcal{T}(\mathcal{R})$, the pair of the set of lengths of all geodesics used in the above decomposition into pants and the set of the so-called twisting parameters used to glue the pieces. Such a system of coordinates is called Fenchel-Nielsen coordinates of $\mathcal{T}(\mathcal{R})$.

Let us explain the precise definition of these coordinates. Consider the pants decomposition $\mathcal{P} = \{P_1, \ldots, P_{2g-2+n}\}$ of $\mathcal{R}$ consisting of all connected components of $\mathcal{R} - \bigcup_{j=1}^{3g-3+n} L_j$, corresponding to a system of decomposing curves $\mathcal{L} = \{L_1, \ldots, L_{3g-3+n}\}$. This is a set of mutually-disjoint simple closed geodesics on $\mathcal{R}$. Assume that $t$ is a coordinate for the Teichmüller space $\mathcal{F}$ of the corresponding Fuchsian group. We denote the hyperbolic length $l(L_j(t))$ of $L_j(t)$ simply by $l_j(t)$ which we call the geodesic length function of $L_j$. It is known that every geodesic length function $l_j(t)$ is real-analytic on $\mathcal{F}$. For every $j$, let $P_{j,1}$ and $P_{j,2}$ be the two pairs of pants $\mathcal{P}$ having $L_j$ as a boundary component. Here we allow the case where $P_{j,1} = P_{j,2}$. Every pair of pants $P$ has an anti-holomorphic automorphism $J_P$ of order two. Moreover, the set $\mathcal{F}_P = \{z \in P | J_P(z) = z\}$ of all fixed points of $J_P$ consists of three geodesics $\{D_j\}_{j=1}^3$ in $P$ satisfying the condition: For every $j$ ($j = 1, 2, 3$), $D_j$ has the endpoints on, and is orthogonal to, both $L_j$ and $L_{j+1}$, where $L_4 = L_1$. Take a fixed point of $J_k$ on $L_j$ for each $P_{j,k}$ ($k = 1, 2$), and denote it by $c_{j,k}$. Let $T_j(t)$ be the oriented arc on $L_j(t)$, which lies on $\mathcal{R}_t$ corresponds to the Fuchsian group $\Gamma_t$, from $c_{j,1}(t)$ to $c_{j,2}(t)$. Since $L_j(t)$ has the natural orientation determined from that of $L_j$, we can define the signed hyperbolic length $\tau(j)(t)$ of $T_j(t)$. Then we call $\theta_j(t) = 2\pi \tau(j)(t)$, which is well defined modulo $2\pi$, the twisting parameter with respect to $L_j$. Then the Fenchel-Nielsen coordinates of $\mathcal{T}(\mathcal{R})$ associated with the pants decomposition $\mathcal{P}$ is defined as $(l_1(t), \ldots, l_{3g-3+n}(t), \theta_1(t), \ldots, \theta_{3g-3+n}(t))$.

### A.3 Relation between Different Pants Decompositions

The building blocks of any hyperbolic surface are pairs of pants. There are infinitely-many ways that one can decompose a hyperbolic surface $\mathcal{R}$ into pairs of pants unless $\mathcal{R}$ is a pair of pants itself. In fact, there are infinitely-many isotopy classes of pants decomposition for a given hyperbolic surface. These classes are related to each other by the so-called elementary

---

**Figure 24:** S and A-move
Figure 25: Three relations among sequences of elementary moves.

Figure 26

moves [82]. These are moves in which one changes one close curve at a time. Consider a pants decomposition $P$ such that removing a circle $C$ produces complementary components of type $(0,4)$ (a sphere with four boundaries) or $(1,1)$ (a torus with one boundary). This is equivalent to saying that $P$ contains another circle $C'$ which intersects $C$ transversely in one or two points, respectively, and furthermore, it is disjoint from all other curves contained in $P$. One can then obtain another pants decomposition $P'$ by replacing $C$ with $C'$. These are called associativity or A-moves, and simple or S-moves, respectively. Both of these moves are their own inverse.

Certain relations hold between sequences of elementary moves. Consider a pants decomposi-
tion $P$

1. If removing a circle from $P$ produces a component of type $(0, 4)$, then that component contains circles $C_i, i = 1, 2, 3$, as in Figure 25(a), such that

$$C_1 \xrightarrow{S\text{-move}} C_2 \xrightarrow{S\text{-move}} C_3 \xrightarrow{S\text{-move}} C_1.$$  \hspace{1cm} (A.15)

2. If removing two circles from $P$ produces a component of type $(0, 5)$, then that component contains circles $C_i, i = 1, \ldots, 5$, as in Figure 25(b), such that

$$\{C_1, C_3\} \xrightarrow{A\text{-move}} \{C_1, C_4\} \xrightarrow{A\text{-move}} \{C_2, C_4\} \xrightarrow{A\text{-move}} \{C_3, C_5\} \xrightarrow{A\text{-move}} \{C_3, C_1\}.$$  \hspace{1cm} (A.16)

3. If removing a circle from $P$ produces a component of type $(1, 1)$, then that component contains circles $C_i, i = 1, 2, 3$, as in Figure 25(c), such that

$$C_1 \xrightarrow{A\text{-move}} C_2 \xrightarrow{A\text{-move}} C_3 \xrightarrow{A\text{-move}} C_1.$$  \hspace{1cm} (A.17)

4. If removing two circles from $P$ produces a component of type $(1, 2)$, then that component contains circles $C_i, i = 1, 2, 3$ and $C'_i, i = 1, 2, 3$, as in Figure 26, such that

$$\{C_1, C_3\} \xrightarrow{A\text{-move}} \{C_1, C'_3\} \xrightarrow{S\text{-move}} \{C_2, C'_3\} \xrightarrow{A\text{-move}} \{C_3, C'_1\} \xrightarrow{S\text{-move}} \{C_3, C'_1\} \xrightarrow{A\text{-move}} \{C_3, C_1\}.$$  \hspace{1cm} (A.18)

5. If the support of two moves of either type is disjoint in $R$, then they commute. The commutator of such moves is a cycle containing four elementary moves.

We refer to [82, 83] for further details on relations between pants decomposition and mapping-class groups of hyperbolic surfaces.

### B Matrices for Fenchel-Nielsen Coordinates

In this section we explain how the generators of a Fuchsian group can be written in terms of Fenchel-Nielsen coordinates for the Teichmüller space of $\Gamma$ following Maskit [33] (see also [91]). These results should be relevant for the computation of correlation functions of CFTs on a given Riemann surface $R$ in terms of Fenchel-Nielsen coordinates. The reason is that these correlation functions are certain determinants that can be expressed in terms of generators of the Fuchsian group associated with $R$ through quantities like Selberg’s zeta function [92–94].

#### B.1 The Fenchel-Nielsen System

Consider a genus-$g$ hyperbolic surface $R$ with $n$ punctures, corresponding to the Fuchsian group $\Gamma$, so that $R = \mathbb{H}/\Gamma$. There are at most $p = 3g - 3 + n$ distinct disjoint simple closed
geodesics $L_1, \ldots, L_p$ on $\mathcal{R}$. We shall call these $p$ simple geodesics the *coordinate geodesics*. The coordinate geodesics divide $\mathcal{R}$ into $q = 2g - 2 + n$ pairs of pants, $P_1, \ldots, P_q$. Each coordinate geodesic corresponds to either a boundary element of two distinct pairs of pants or corresponds to two boundary elements of the same pair of pants. Let us order the coordinate geodesics and the pairs of pants with the following set of rules, although there is no canonical way to do this.

- If there is a coordinate geodesic, then $L_1$ is dividing and lies between $P_1$ and $P_2$.
- If $q \geq 3$, then $L_2$ lies between $P_1$ and $P_3$ (see Figure 27).
- The first $q - 1$ coordinate geodesics, and the $q$ pairs of pants, $P_1, \ldots, P_q$, are ordered so that, for every $j = 3, \ldots, q - 1$, there is an $i = i(j)$, with $1 \leq i(j) < j$, so that $L_j$ lies on the common boundary of $P_i$ and $P_j$.
- The coordinate geodesics $L_1, \ldots, L_{q-1}$ are called the attaching geodesics and coordinate geodesics $L_q, \ldots, L_p$ are called the handle geodesics.

We shall call this ordered set as a Fenchel-Nielsen system (FN system). Denote the Fenchel-Nielsen coordinates defined with respect to this FN system as

$$\Phi = (l_1, \ldots, l_p, \tau_1, \ldots, \tau_p) \in (\mathbb{R}^+)^p \times \mathbb{R}^p,$$ (B.1)

where $l_i$, $i = 1, \ldots, p$ are the geodesic lengths of curves $L_i$, $i = 1, \ldots, p$ and $\tau_i$, $i = 1, \ldots, p$ are the twist about $L_i$, $i = 1, \ldots, p$. The length of a geodesic is an absolute concept, but the twist about a geodesic is not an absolute quantity. It requires a reference surface. Let us call this reference surface $\mathcal{R}_0$. For convenience, let us introduce the parameters:

$$s_i \equiv \sinh \frac{l_i}{2}, \quad i = 1, \ldots, p,$$

$$t_i \equiv \sinh \frac{\tau_i}{2}, \quad i = 1, \ldots, p.$$ (B.2)
The Ordering for the Boundary Components of the Pairs of Pants: The FN system contains an ordered set of geodesics on $\mathcal{R}$. Let us assign an ordering for the boundary components of the pairs of pants obtained from $\mathcal{R}_0$ as a result of a pair of pants decomposition of $\mathcal{R}$ along the coordinate geodesics of the FN system. In most cases, the ordering of the coordinate geodesics and boundary elements of $\mathcal{R}_0$ induces an ordering of the boundaries of the pairs of pants. There are two exceptional cases in which there are two boundary elements of a pair of pants $P$ corresponding to just one coordinate geodesic of $\mathcal{R}_0$. They are the following.

1. $\mathcal{R}_0$ is a torus with one puncture. In this case, two of the boundary elements of the pair of pants $P$ are hyperbolic, necessarily of the same size, and the third one is parabolic. It is not possible to differentiate between the two boundary elements of $P$ corresponding to one coordinate geodesic on $\mathcal{R}_0$.

2. The pair of pants $P \subset \mathcal{R}_0$ with one boundary element, $b_1$, corresponds to an attaching geodesic on $\mathcal{R}_0$. While the other two boundaries $b_2, b_3$ both correspond to the same handle geodesic. Which boundary element of $P$ we call $b_2$ or $b_3$ is arbitrary.

If the surface is not an example of an exceptional case then we shall label the boundary elements of the pair of pants $P_i$ as $b_{i,1}, b_{i,2}, b_{i,3}$, in the following order: hyperbolic boundary elements come before the parabolic boundary elements.

Directing the Coordinate and the Boundary Geodesics: Since the twist parameter around a curve depends on the orientation, we need to assign a direction for all coordinate geodesics on $\mathcal{R}_0$. We say that two geodesics on the boundary of some pair of pants $P$ are consistently oriented with respect to $P$, if $P$ lies on the right as we traverse either geodesic in the positive direction. Assume that we already directed geodesics $L_1, \ldots, L_j$, $j \geq 1$. If $L_{j+1}$ lies on the boundary of two distinct pairs of pants or is a boundary geodesic, then there is the lowest index $i$, so that $L_{j+1}$ lies on the boundary of $P_i$. Since $j + 1 > 1$, $L_{j+1}$ corresponds to either $b_{i,2}$ or $b_{i,3}$, for $b_{i,1}$ must correspond to some attaching geodesic, $L_{j'}$, $j' \leq j$. We direct $L_{j+1}$ so that $L_{j+1}$ and $L_{j'}$ are consistently oriented as boundary elements of $L_i$. If $L_{j+1}$ is a handle geodesic, with the same pair of pants $P_i$ on both sides of $L_{j+1}$, then its direction is more complicated. We shall explain this case when we encounter such a situation.

B.2 From the FN System to the Generators of the Fuchsian Group

Assume that we are given an FN system on $\mathcal{R}_0$, where the coordinate geodesic $L_1, \ldots, L_p$, the pairs of pants $P_1, \ldots, P_q$ are ordered and the coordinate geodesics are directed as already discussed. We also assume that we are given a point

$$\Phi = (l_1, \ldots, l_p, \tau_1, \ldots, \tau_p) \in (\mathbb{R}^+)^p \times \mathbb{R}^p,$$

in the corresponding space of FN coordinates. Now we shall describe a canonical procedure for writing down a set of generators for the corresponding Fuchsian group. We write the
generators in the following order. The first $2p - q + 1$ generators are hyperbolic, $p$ coordinate geodesics followed by $p - q + 1$ handle-closers. The remaining $n$ generators are parabolic boundary elements. In general, the total number of generators, $d = 2q + 1 = 4g - 3 + 2n$, is far from minimal, which is $2g + n$.

**The Normalization:** Let $a_1, \ldots, a_d$ be a set of generators for a Fuchsian group. Assume that $a_1$ and $a_2$ are as follows.

- The generators $a_1$ and $a_2$ are both hyperbolic with disjoint axes.\(^{11}\)
- The axis of $a_1$ denoted by $A_1$ lie on the imaginary axis, pointing towards $\infty$; the axis of $a_2$ denoted by $A_2$ lies in the right half-plane, with the attracting fixed-point smaller than the repelling one.
- The common orthogonal between $A_1$ and $A_2$ lies on the unit circle.

**The Basic Building Blocks**

Let us label the three distinct boundary elements of each pair of pants $P_i$ as $b_{i,1}, b_{i,2}, b_{i,3}$. The order of the boundary elements is determined by the order of the coordinates geodesics and boundary elements of the FN system, except for the cases where we have not yet distinguished between $b_{i,2}$ and $b_{i,3}$. The size of each hyperbolic boundary element is specified by the FN coordinate $\Phi$ given in (B.3). Let $P'_i$ be the Nielsen extension of $P_i$. For each $i = 1, \ldots, q$ there is a unique normalized pants group $\Gamma_i$ representing $P'_i$, i.e., $\mathbb{H}/\Gamma_i \simeq P'_i$. $\Gamma_i$ has three distinguished generators $a_{i,1}, a_{i,2}, a_{i,3}$, where $a_{i,1}a_{i,2}a_{i,3} = 1$. The axis of $a_{i,k}$, $A_{i,k}$, projects onto $b_{i,k}$, $k = 1, 2, 3$.

**Sphere with Holes:** Consider subspace $Q_j$ of $\mathcal{R}_0$, defined as the interior of the closure of the union of the $P_i$, $i \leq j$ for $j = 1, \ldots, q - 1$. Let $Q'_j$ be the Nielsen extension of $Q_j$. Each subspace $Q'_j$ has a naturally-defined FN system, where the coordinate geodesics are $L_1, \ldots, L_{j-1}$ and the pairs of pants are $P_1, \ldots, P_j$. Say, $\Gamma_1 = J_1$ be the normalized pants group representing $P_1$. Assume that $a_{1,1}$ and $a_{1,2}$ generate the group $\Gamma_1$. We can choose the normalizations for different cases as follows

- If $a_{1,1}$ is hyperbolic, then $A_1$, the axis of $a_{1,1}$, is the imaginary axis, pointing towards $\infty$. $A_2$, the axis of $a_{1,2}$, lies in the right half-plane and $M_3$, the common orthogonal between $A_1$ and $A_2$, lies on the unit circle.
- If $a_{1,1}$ is parabolic, then $A_1$ is the point at infinity, and $M_3$ lies on the imaginary axis. If $a_{1,2}$ is also parabolic, then the axis $A_2$ is necessarily at 0.

The imaginary axis, which is the axis of $a_{1,1}$, projects to $L_1$ and the positive direction of the axis projects to the positive direction $L_1$. Consider $\Gamma_2$, the normalized pants group

\(^{11}\)Recall that the axis $A_g$ of a hyperbolic element $g \in \Gamma$ is the geodesic on $\mathbb{H}$ that connects the fixed points of $g$-action on $\mathbb{H}$.
representing \( P_2 \). Let \( c_2 \) be the hyperbolic isometry that maps the right half-plane onto the left half-plane while introducing a twist of \( \tau_1 \) in the positive direction on \( L_1 \); i.e.,
\[
c_2(0) = \infty, \quad c_2(\infty) = 0, \quad c_2(i) = e^{\tau_1 i}.
\]
(B.4)

Let \( \Gamma_2 = c_2 \Gamma_2 c_2^{-1} \). Then,
\[
a_{1,1} = a_{1,1} = c_2 a_{2,1} c_2^{-1} = \tilde{a}_{2,1}.
\]
(B.5)

It follows that one can use the amalgamated free product (AFP) combination theorem to amalgamate \( \hat{\Gamma}_2 \) to \( \Gamma_1 \). The AFP combination theorem asserts that

1. \( J_2 = \langle \Gamma_1, \hat{\Gamma}_2 \rangle \) is Fuchsian.

2. \( J_2 \) is generated by \( a_{1,1}, a_{1,2}, a_{1,3}, \tilde{a}_{2,2}, \tilde{a}_{2,3} \). In addition to the defining relations of \( \Gamma_1 \) and \( \Gamma_2 \), these satisfy the additional relation: \( a_{1,1} = \tilde{a}_{2,2} \tilde{a}_{2,3} \).

3. \( \mathbb{H}/J_2 \) is a sphere with 4 boundaries; the corresponding boundary subgroups are generated by the above four generators.

We can now identify \( \mathbb{H}/J_2 \) with \( Q'_2 \). This imposes a new order on the boundary elements of \( \mathbb{H}/J_2 \) as follows.

- If \( b \) and \( b' \) are boundary elements of \( Q_2 \), where \( b \) precede \( b' \) as coordinate geodesic or as boundary elements of \( R_0 \), then \( b \) precede \( b' \) as a boundary element of \( Q_2 \).

- If \( b \) and \( b' \) both correspond to the same coordinate geodesic on \( R_0 \), and \( b \) corresponds to a boundary geodesic on \( P_1 \), while \( b' \) corresponds to a boundary geodesic on \( P_2 \), then as boundary elements of \( Q_2 \), \( b \) precede \( b' \).

- If \( b \) and \( b' \) both correspond to boundary elements of either \( P_1 \) or \( P_2 \), then \( b \) precede \( b' \) if \( b \) corresponds to \( A_{i,2} \) and \( b' \) corresponds to \( A_{i,3} \).

- In the case that \( P_1 \) has two boundary elements corresponding to the same handle geodesic, \( L \), we direct \( L \) so that the positive direction of \( A_{i,2} \) projects onto the positive direction of \( L \).

This way we can order the boundary elements of \( Q_2 \) and direct them. Introducing a new ordered set of generators for \( J_2 \) as \( a_1^2, \ldots, a_q^2 \), where \( a_1^2 = a_{1,1} = \tilde{a}_{2,1}^{-1} \) and \( a_2^2, \ldots, a_q^2 \) are the generators \( a_{1,2}, a_{1,3}, \tilde{a}_{2,2}, \tilde{a}_{2,3} \). \( A_j^2 \) projects onto \( b_{j-1}^2 \). Those \( A_j^2 \) that are hyperbolic are all directed so that the attracting fixed point of \( a_j^2 \) is smaller than the repelling fixed point. Each \( A_j^2 \) has a canonical base point on it. For \( i = 1, \ldots, q \) the point \( i \) is the canonical base point on \( A_{i,1} \). For \( i = 1, \ldots, q \) and for \( k = 2, 3 \) the base point on \( A_{i,k} \) is the point of intersection of \( A_{i,k} \) with the common orthogonal between \( A_{i,1} \) and \( A_{i,k} \). In the case that \( a_j^2 = a_{1,1} \), the base point is the canonical base point for \( a_{1,1} \). In the case that \( a_j^2 = c_2 a_{2,i} c_2^{-1} \), the canonical base point is the \( c_2 \) image of the canonical base point for \( a_{2,i} \).
We should now iterate the above process. Assume that we have found \( J_k \) representing \( Q'_k \), where \( k < q \), with distinguished subgroups, \( \hat{\Gamma}_1, \ldots, \hat{\Gamma}_k \). Assume that we have ordered boundary elements of \( Q_k \), and that we have found the distinguished generators \( a_1^k, \ldots, a_{2k+1}^k \) for \( J_k \), where each distinguished generator lies in some distinguished subgroup, so that, for \( i = 1, \ldots, k \), \( A_i^k \) projects onto the boundary element \( b_{k-i}^k \) of \( Q_k \). Assume that we have assigned a canonical base point for each geodesic \( A_i^k \), \( i = k + 1, \ldots, 2k + 1 \). Also, assume that all the hyperbolic boundary generators of \( J_k \) are directed so that the attracting fixed point is smaller than the repelling point. Then, there is some \( j \) so that \( A_{k+j}^k \) projects onto \( L_{k+1} \). We need to renormalize \( \Gamma_{k+1} \) so that the renormalized \( A_{k+1,1} \) agrees with \( A_{k+j}^k \), but with opposite direction and with an appropriate twist.

Let us define the conjugator \( c_{k+1} \) to be the unique orientation-preserving hyperbolic isometry mapping the left half-plane onto the action half-plane of \( A_{k+j}^k \)\(^{12}\) while mapping the base point \( i \) onto the point whose distance from the base point on \( A_{k+j}^k \), measured in the positive direction along \( A_{k+j}^k \), is exactly \( \tau_k \). The AFP combination theorem assures that

1. \( J_{k+1} = \langle J_k, c_{k+1} \Gamma_{k+1} c_{k+1}^{-1} \rangle \) is Fuchsian.
2. \( J_{k+1} = \langle a_1^k, \ldots, a_{2k+1}^k, c_{k+1} a_{k+1} c_{k+1}^{-1}, c_{k+1} a_{k+1,2} c_{k+1}^{-1}, c_{k+1} a_{k+1,3} c_{k+1}^{-1} \rangle \). These satisfy the defining relations of \( J_k \) and \( \Gamma_{k+1} \) together with the additional defining relation: \( a_{k+j}^k = (c_{k+1} a_{k+1,1} c_{k+1}^{-1})^{-1} \).
3. \( \mathbb{H}/J_{k+1} \) is a sphere with \( 2k + 1 \) holes.

As above, we rewrite the generators of \( J_{k+1} \) as \( a_{k+1}^1, \ldots, a_{2k+3}^k \), where the first \( k \) generators correspond to the \( k \) coordinate geodesics of \( Q_{k+1} \), and the remaining generators correspond to the boundary elements of \( Q_{k+1} \) in the following order. Each boundary generator \( a_i \) of \( J_{k+1} \) corresponds to either a coordinate geodesic \( L_j \) on \( R_0 \) or it corresponds to a boundary element \( b_j \) of \( R_0 \). Pulling back the order of the coordinate geodesic and boundary elements for \( R_0 \) imposes a partial order on the boundary generators of \( J_{k+1} \). The only ambiguities occur when the generators \( a_i \) and \( a'_i \) both correspond to the same coordinate geodesic. If \( a_i \), respectively, \( a'_i \), lies in the distinguished subgroups \( \hat{\Gamma}_j \), respectively, \( \hat{\Gamma}_{j'} \), where \( j < j' \), then \( a_i \) precedes \( a'_i \). If \( a_i \) and \( a'_i \) both lie in the same distinguished subgroup, \( \hat{\Gamma}_j \), then \( a_{j,2} \) precedes \( \hat{a}_{j,3} \).

The hyperbolic boundary generators of \( J_k \) all have distinguished base points. We assign the \( c_k \) image of the distinguished point on \( a_{k+1,2} \) and \( a_{k+1,3} \) as the distinguished base point on the new boundary generators of \( J_{k+1} \). We also observe that the hyperbolic boundary generators of \( J_{k+1} \) are all directed so that their attracting fixed points are smaller than their repelling ones. When \( k = q - 1 \), we reach the group \( J_q \), representing \( Q'_q \).

\(^{12}\)See below for the definition of action half-plane.
Closing the Handles: Let us rename the group \( J_q \) and call it \( K_0 \) and also rename its ordered set of generators and call them \( a_1^0, \ldots, a_{2q+1}^0 \). The first \( q - 1 \) of these generators correspond to the attaching coordinate geodesics of \( \mathcal{R}_0 \); the next \( 2(p - q + 1) \) generators correspond to the boundary elements of \( Q_q \) that are handle-geodesics on \( \mathcal{R}_0 \). We define the first handle-closer \( d_1 \) as the orientation preserving hyperbolic isometry mapping the action half-plane of \( a_q^0 \) onto the boundary half-plane of \( a_{q+1}^0 \) while mapping the point at distance \(-\tau_q\) from the base point on \( A_q^0 \) to the base point on \( A_{q+1}^0 \). Note that \( d_1 \) conjugates \( a_q^0 \) onto \((a_{q+1}^0)^{-1}\). Then the HNN combination theorem asserts that

1. \( K_1 = \langle K_0, d_1 \rangle \) is Fuchsian.

2. \( K_1 \) is generated by \( a_1^0, \ldots, a_{2q+1}^0, d_1 \). These satisfy the defining relations of \( K_1 \) together with the additional relation: \( a_{q+1}^0 = d_1(a_q^0)^{-1}d_1^{-1} \).

3. \( \mathbb{H}/K_1 \) is a genus-one hyperbolic surface and \( q \) boundaries.

The distinguished subgroups of \( K_1 \) are the distinguished subgroups of \( K_0 \). The generators of \( K_1 \) are generators of \( K_0 \), in the same order, but with \( a_{q+1}^0 \) deleted, and \( d_1 \) added to the list. In the list of generators for \( K_1 \), \( d_1 \) appears after all the generators corresponding to coordinate geodesics on \( \mathcal{R}_0 \), and before the first generator corresponding to a boundary element of \( \mathcal{R}_0 \). After \( g \) iterations, we reach the discrete group \( \Gamma = K_g \), where \( \mathbb{H}/\Gamma = \mathcal{R}_0 \). Furthermore, \( \Gamma \) has \( g \) distinguished subgroups, representing in order the \( q \) pairs of pants, \( P_1, \ldots, P_q \). \( \Gamma \) has \( 2q + 1 \) distinguished generators, \( a_1, \ldots, a_{2p-q+1} \). For \( i = 1, \ldots, p \) the axis \( A_i \) projects onto the coordinate geodesic \( L_i \); the generators \( a_{p+1}, \ldots, a_{2p-q+1} \) are handle-closers and the axes of the remaining generators project, in order, onto the boundaries of \( \mathcal{R}_0 \).

### B.3 The Explicit Matrices

In this section, we shall describe an algorithm for writing the generators of the Fuchsian group in terms of FN coordinates.

#### Reduction to Primitive Conjugators

Let \( \Gamma_i \) and \( \Gamma_{i+1} \) be the normalized pants groups representing the pairs of pants, \( P_i \) and \( P_{i+1} \), respectively. We assume that \( i < j + 1 \), and that there is a \( k \), \( 1 \leq k \leq 3 \), so that \( a_{j+1} \) and \( a_{i,k} \) represent the same attaching geodesic, \( L_j \) on \( \mathcal{R}_0 \), but with reverse orientations. Then \( |\text{tr}(\tilde{a}_{j+1,i})| = |\text{tr}(\tilde{a}_{i,k})| \). The elementary conjugator \( e_{i,k} \) maps the boundary half-plane of \( a' = a_{j+1,k} \) onto the action half-plane of \( a = a_{i,k} \) while introducing a twist of \( \tau_j \). The untwisted elementary conjugator, \( e_{i,k}^0 \), which is independent of the index \( j \), also maps the left half-plane onto the action half-plane of \( a \), but maps the base point on \( A_{j+1,k} \) to the base point on \( A_{i,k} \). If \( a \) generates a boundary subgroup of \( G \), then the corresponding axis \( A \) separates the upper half-plane into two half-planes. The boundary half-plane is precisely invariant under \( \langle a \rangle \) in \( G \). The other half-plane, which is not precisely invariant (unless \( G \) is elementary), is called the action half-plane.
Once we have found matrices for the elementary conjugators, then we can inductively find matrices for all conjugators. Let $P_i$ and $P_{j+1}$ be the adjacent pairs of pants in the FN system on $R_0$, with $i < j + 1$. Let, as above, $b_{j+1,1}$ attached to $b_{i,k}$. Once we have found the matrix for the elementary conjugator, $e_{i,k}$, the matrix for the conjugator $c_{j+1}$ is given by

$$\tilde{c}_{j+1} = \tilde{c}_i \tilde{e}_{i,k}.$$  \hfill (B.6)

For each $j = q, \ldots, p$, the handle closer $d_j$ conjugates one distinguished boundary generator of $K_0$ onto the inverse of another distinguished boundary generator. These two boundary generators either lie in the same distinguished subgroup or they lie in different ones. If the two boundary generators lie in the same distinguished subgroup, $\Gamma_i$, then there is a conjugator $c_i$, and there is normalized pants subgroup $\Gamma_i$ such that that $\Gamma_i = c_i \Gamma_i c_i^{-1}$. In this case, we can choose the matrix for the corresponding handle-closer as

$$\tilde{d}_j = \tilde{c}_i^{-1} \tilde{d} \tilde{c}_i^{-1},$$  \hfill (B.7)

where $\tilde{d}$ is the matrix for the handle closer. If these two boundary generators lie in distinct distinguished subgroups, say $\Gamma_i$ and $\Gamma_{i'}$, where $i < i'$. Assume that the first boundary generator corresponds to $\tilde{a}_{i,k}$ and the second corresponds to $\tilde{a}_{i',k'}$. We can write $d_j$ as a product of four transformations: First, the twist along the axis $\tilde{A}_{i,k}$, then map the boundary half-plane of $\tilde{a}_{i,k}$ onto the right half-plane; then interchange left and right half-planes, and last map the right half-plane onto the boundary half-plane of $\tilde{a}_{i',k'}$.

1. The twist transformation preserves both sides of $\tilde{A}_{i,k}$ and maps the point on $\tilde{A}_{i,k}$, whose distance from the base point is $-\tau_j$, to the base point on $\tilde{A}_{i,k}$. We can write the matrix for this transformation as

$$\left(\tilde{c}_i e_{i,k}^0 \right) \tilde{f}_\tau \left(\tilde{c}_i^{-1} e_{i,k}^0 \right)^{-1},$$  \hfill (B.8)

where $f_\tau$ is the universal twist map, $f_\tau(z) = e^{-\tau z}$.

2. The second transformation maps the boundary half-plane of $\tilde{a}_{i,k}$ onto the right half-plane, and maps the base point on $\tilde{A}_{i,k}$ to the base point on the imaginary axis. The matrix for this transformation is

$$\left(\tilde{c}_i^{-1} e_{i,k}^0 \right)^{-1}.$$  \hfill (B.9)

3. The interchange transformation $h$ interchanges left and right half-planes and preserves the base point on the imaginary axis, that is

$$h(z) = -\frac{1}{z}.$$  \hfill (B.10)

4. The final transformation maps the left half-plane onto the boundary half-plane of $\tilde{a}_{i',k'}$. 
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The matrix representation of this transformation can be written as

\( \tilde{c}_i' \tilde{e}_0'. \) (B.11)

Combining all we obtain

\[ \bar{d}_j = \tilde{c}_i' \tilde{e}_0' \tilde{g} \tilde{f} \tau_j (\tilde{c}_i' \tilde{e}_0')^{-1}. \] (B.12)

**The Normalized Pants Groups:**

Given three numbers \( \lambda_1, \lambda_2 \) and \( \lambda_3 \), it is possible to write down matrices \( \tilde{a}_1 \) and \( \tilde{a}_2 \), corresponding to the geometric generators for the pants group, such that \( |\text{tr}(\tilde{a}_1)| = 2 \cosh \lambda_1, |\text{tr}(\tilde{a}_2)| = 2 \cosh \lambda_2 \) and \( |\text{tr}(\tilde{a}_3)| = |\text{tr}(\tilde{a}_1 \tilde{a}_2)^{-1}| = 2 \cosh \lambda_3 \). We can assume that \( \lambda_i \) are given so that \( a_i \) are in the non-increasing order. Without loss of generality, we assume that \( \text{tr}(\tilde{a}_1) \geq 0 \) and \( \text{tr}(\tilde{a}_2) \geq 0 \). Let us choose normalizations for different cases as follows

- \( a_1 \) is hyperbolic: \( A_1 \) is the imaginary axis, pointing towards \( \infty \). \( A_2 \) lies in the right half-plane and \( M_3 \), the common orthogonal between \( A_1 \) and \( A_2 \), lies on the unit circle.
- \( a_1 \) is parabolic: \( A_1 \) is the point at infinity, and \( M_3 \) lies on the imaginary axis. If \( a_2 \) is also parabolic, then \( A_2 \) is necessarily at 0.

Now we shall list the generators of all possible pants groups satisfying the above normalization.

**Three Hyperbolic Elements:** In this case \( \lambda_i > 0, \ i = 1, 2, 3 \). We need to find matrices \( \tilde{a}_1 \) and \( \tilde{a}_2 \) with \( |\text{tr}(\tilde{a}_1)| = 2 \cosh (\lambda_1); \ |\text{tr}(\tilde{a}_2)| = 2 \cosh (\lambda_2) \) and \( |\text{tr}(\tilde{a}_1 \tilde{a}_2)^{-1}| = 2 \cosh (\lambda_3). \) \( a_1 \) and \( a_2 \) should be appropriately oriented; hence we write our matrices so that the repelling fixed point of \( a_2 \) is greater than 1, while its attracting fixed point is less than 1. Define \( \mu \) and \( \nu \) by

\[
\begin{align*}
\text{coth } \mu &= \frac{\cosh \lambda_1 \cosh \lambda_2 + \cosh \lambda_3}{\sinh \lambda_1 \sinh \lambda_2}, & \mu > 0, \\
\text{coth } \nu &= \frac{\cosh \lambda_1 \cosh \lambda_3 + \cosh \lambda_2}{\sinh \lambda_1 \sinh \lambda_3}, & \nu > 0.
\end{align*}
\] (B.13)

We can then write the generators \( \tilde{a}_1, \tilde{a}_2 \) and \( \tilde{a}_3 = -\tilde{a}_2^{-1} \tilde{a}_1^{-1} \) as follows

\[
\begin{align*}
\tilde{a}_1 &= \begin{pmatrix} e^{\lambda_1} & 0 \\ 0 & e^{-\lambda_1} \end{pmatrix}, \\
\tilde{a}_2 &= \frac{1}{\sinh \mu} \begin{pmatrix} \sinh (\mu - \lambda_2) & \sinh \lambda_2 \\ -\sinh \lambda_2 & \sinh (\mu + \lambda_2) \end{pmatrix}, \\
\tilde{a}_3 &= \frac{1}{\sinh \nu} \begin{pmatrix} \sinh (\nu - \lambda_3) & e^{\lambda_1} \sinh \lambda_3 \\ -e^{\lambda_1} \sinh \lambda_3 & \sinh (\nu + \lambda_3) \end{pmatrix}.
\end{align*}
\] (B.14)

\( \mu \) is related to \( \delta \), the distance between \( A_1 \) and \( A_2 \), by \( \text{coth } \mu = \cosh \delta \).
Exactly One Hyperbolic and at Least One Parabolic Element: In this case $\lambda_1 > 0, \lambda_2 = 0$. The matrices are
\[
\tilde{a}_1 = \begin{pmatrix} e^{\lambda_1} & 0 \\ 0 & e^{-\lambda_1} \end{pmatrix}, \quad \tilde{a}_2 = \begin{pmatrix} 1 + \beta & -\beta \\ \beta & 1 - \beta \end{pmatrix},
\]
\[
\beta \equiv -\frac{\cosh \lambda_1 + \cosh \lambda_3}{\sinh \lambda_1}. \tag{B.15}
\]

Closing a Handle on a Pair of Pants: Consider three hyperbolic elements $\tilde{a}_1, \tilde{a}_2$ and $\tilde{a}_3$ with $\lambda_2 = \lambda_3$. We need to find the matrix corresponding to the handle-closer $d$ which identifies the action of $a_2$ and $a_3$, while twisting by $\tau$ in the positive direction of $A_2$. The matrix corresponding to $d$ is given
\[
\tilde{d} = r_2 \tilde{e}_r,
\]
\[
\tilde{r} \equiv \begin{pmatrix} 0 & e^{\lambda_2} \\ e^{\lambda_2} & 0 \end{pmatrix}, \quad \tilde{r}_2 \equiv \frac{1}{\sinh} \begin{pmatrix} \cosh \mu & 1 \\ -1 & \cosh \mu \end{pmatrix}, \tag{B.16}
\]
\[
\tilde{e}_r \equiv \frac{1}{\sinh \mu} \begin{pmatrix} \sinh (\mu - \frac{\tau}{2}) & \sinh \frac{\tau}{2} \\ -\sinh \frac{\tau}{2} & \sinh (\mu + \frac{\tau}{2}) \end{pmatrix}.
\]

Here $e_r$ is the hyperbolic motion with the same fixed point as $a_2$ whose trace is equal to $2 \cosh \frac{\tau}{2}$. $a_2$ and $e_r$ have the same attracting fixed point if $\tau > 0$, and have opposite attracting fixed points if $\tau < 0$. $r_2$ is the reflection in $A_2$ and $r$ is the reflection in the line half-way between $A_2$ and $A_3$.

Torus with One Puncture: We require $a_1$ to be parabolic. Then $\lambda_2 = \lambda_3 > 0$. We normalize so that $A_1$ lies on the positive imaginary axis so that the unit circle is the common orthogonal between $A_2$ and $A_3$. Here the fixed points of $a_3$ are positive, with the repelling fixed point larger than the attracting one and the fixed point of $a_2$ being negative. Then $\tilde{a}_2, \tilde{a}_3$ is given as follows
\[
\tilde{a}_2 = \frac{1}{\sinh \mu} \begin{pmatrix} \sinh (\mu + \lambda_2) & \sinh \lambda_2 \\ -\sinh \lambda_2 & \sinh (\mu - \lambda_2) \end{pmatrix},
\]
\[
\tilde{a}_3 = \frac{1}{\sinh \mu} \begin{pmatrix} \sinh (\mu - \lambda_2) & \sinh \lambda_2 \\ -\sinh \lambda_2 & \sinh (\mu + \lambda_2) \end{pmatrix}, \tag{B.17}
\]
\[
\sinh^2 \mu = \frac{2 \sinh^2 \lambda_2}{\cosh \lambda_1 + 1}, \quad \mu > 0.
\]

The handle-closer $d$ which conjugates $a_2$ onto $a_3^{-1}$ while introducing a twist of $\tau$ along $A_2$ is given by
\[
d = r_0 f_\tau r_2. \tag{B.18}
\]
Here \( r_2 \) is the reflection in \( A_2 \), \( f_\tau \) is the twist by \( \tau \) along the imaginary axis and \( r_0 \) is the reflection in the imaginary axis. The corresponding matrices are given by

\[
\tilde{r}_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \tilde{r}_2 = \frac{1}{\sinh \mu} \begin{pmatrix} \cosh \mu & 1 \\ -1 & -\cosh \mu \end{pmatrix}, \quad \tilde{f}_\tau = \begin{pmatrix} e^{\frac{\tau}{2}} & 0 \\ 0 & e^{-\frac{\tau}{2}} \end{pmatrix}.
\] (B.19)

Matrices for the Universal Twist Map, Interchange, and Elementary Conjugators

The explicit matrices for universal twist map, interchange, and elementary conjugators are as follows.

The Universal Twist Map and The Interchange: The explicit matrices generating the twist and interchange are given by

\[
\tilde{f}_\tau = \begin{pmatrix} e^{-\frac{\tau}{2}} & 0 \\ 0 & e^{\frac{\tau}{2}} \end{pmatrix}, \quad \tilde{h} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\] (B.20)

Elementary Conjugator for \( a_{i,1} \) This case occurs only for \( i = j = 1 \). We can choose \( \tilde{h} \) as the matrix for untwisted elementary conjugator \( \tilde{e}_{2,1}^0 \). The matrix for the twisted elementary conjugator is given by

\[
\tilde{e}_{2,1} = \tilde{e}_{2,1}^0 \tilde{f}_\tau = \begin{pmatrix} 0 & -e^{\frac{\tau}{2}} \\ e^{-\frac{\tau}{2}} & 0 \end{pmatrix}.
\] (B.21)

Elementary Conjugator for \( a_{i,2} \): This matrix is given by

\[
\tilde{e}_{i,2}^0 = \frac{1}{\sqrt{2\sinh \mu_i}} \begin{pmatrix} e^{\frac{1}{2} \mu_i} & e^{-\frac{1}{2} \mu_i} \\ e^{-\frac{1}{2} \mu_i} & e^{\frac{1}{2} \mu_i} \end{pmatrix},
\] (B.22)

where \( \mu_i \) defined in (B.13) or (B.15), depending on the type of \( a_{i,3} \). Furthermore,

\[
\tilde{e}_{i,2} = \frac{1}{\sqrt{2\sinh \mu_i}} \begin{pmatrix} e^{\frac{1}{2} (\mu_i - \tau_j)} & e^{-\frac{1}{2} (\mu_i - \tau_j)} \\ e^{-\frac{1}{2} (\mu_i + \tau_j)} & e^{\frac{1}{2} (\mu_i + \tau_j)} \end{pmatrix}.
\] (B.23)

Primitive conjugator for \( a_{i,3} \): This matrix is given by

\[
\tilde{e}_{i,3}^0 = \frac{1}{\sqrt{2\sinh \nu_i}} \begin{pmatrix} e^{\frac{1}{2} \nu_i + \lambda_i} & e^{-\frac{1}{2} \mu_i} \\ e^{-\frac{1}{2} \mu_i} & e^{\frac{1}{2} \nu_i - \lambda_i} \end{pmatrix},
\] (B.24)

where \( \nu_i \) defined by (B.13). \( \lambda_i \) is the size of \( a_{i,1} \), i.e., \( |\text{tr}(a_{i,1})| = 2 \cosh \lambda_i \). Furthermore,
\[ \tilde{c}_{i,3} = \frac{1}{\sqrt{2 \sinh \mu_i}} \begin{pmatrix} e^{\frac{3}{2}(\mu_i - \tau_j) + \lambda_i} & e^{-\frac{1}{2}(\mu_i - \tau_j)} \\ e^{-\frac{1}{2}(\mu_i + \tau_j)} & e^{\frac{3}{2}(\mu_i + \tau_j) - \lambda_i} \end{pmatrix} . \] (B.25)

### B.4 The Algorithm

We now summarize the algorithm for constructing the generators of a Fuchsian group as a function of FN coordinates. An explicit FN system on a hyperbolic surface can be represented by a table called the pairing table for the FN system. A pairing table has \( q \) rows, one for each pair of pants \( P_i \). The entry in the \( i^{th} \) row and \( k^{th} \) column identifies the boundary element \( b_{i,k} \) as corresponding to either a coordinate geodesic \( L_j \) or a boundary element \( b_j \) (cusp) of \( \mathcal{R}_0 \). The following algorithm then gives the explicit matrices

1. For each \( i = 1, \ldots, q \) and for \( k = 1, 2, 3 \), we read off from the pairing table whether \( b_{i,k} \) corresponds to a coordinate geodesic or to a boundary element of \( \mathcal{R}_0 \). If \( b_{i,k} \) corresponds to coordinate geodesic \( L_j \), then we read off the size of \( a_{i,k} \) from \( j^{th} \) entry in \( \Phi \) (see (B.3)). Due to the ordering, each \( b_{i,1} \) corresponds to an attaching geodesic; we write the size of this geodesic as \( \lambda_i \). Use the constructions of The Normalized Pants Group We can write down the matrices \( \tilde{a}_{i,k} \).

2. The first conjugator \( c_1 \) is identity. The second conjugator is the elementary conjugator \( \tilde{e}_{2,1} \). Continuing inductively, assume that we have found matrices for the conjugators \( c_1, \ldots, c_{j-1}, j \leq q \). The attaching geodesic \( L_j \) appears in the pairing table once as \( b_{j+1,1} \) and once as \( b_{i,k}, i < j + 1, k > 1 \). (B.6) gives the formula for \( \tilde{c}_j \).

3. Write the matrices for the first \( q - 1 \) generators. These are the generators corresponding to attaching geodesics. They are given as,

\[ \tilde{a}_1 = \tilde{a}_{1,1}, \quad \tilde{a}_2 = \tilde{c}_3\tilde{a}_{3,1}^{-1}, \ldots, \quad \tilde{a}_{q-1} = \tilde{c}_q\tilde{a}_{q,1}^{-1}\tilde{c}_q^{-1}. \] (B.26)

4. Find matrices for generators corresponding to the handle geodesics; these are the generators \( a_q, \ldots, a_p \). Each \( L_j, q \leq j \leq p \), appears twice in the pairing table. Either there is some \( i \) so that \( L_j \) appears as both \( b_{i,2} \) and \( b_{i,3} \) or there are two distinct rows \( i < i' \), so that \( L_j \) appears as \( b_{i,k} \) and \( b_{i',k'} \). In the first case, we write the matrix for the handle generator as \( \tilde{a}_j = \tilde{c}_i\tilde{a}_{i,2}\tilde{c}_i^{-1} \). In the second case, we write the matrix for the handle generator as \( \tilde{a}_j = \tilde{c}_i\tilde{a}_{i,k}\tilde{c}_i^{-1} \).

5. Find matrices for handle-closing generators \( a_{p+1}, \ldots, a_{2p-q+1} \). If there is some \( j, q \leq j \leq p \), so that \( L_j \) appears as both \( b_{i,2} \) and \( b_{i,3} \) in the pairing table, then we write \( \tilde{a}_{p+j} = \tilde{d}_j \), where \( \tilde{d}_j \) is given by B.7. If the two entries of \( L_j \) in the pairing table appear as both \( b_{i,k} \) and \( b_{i',k'} \), where \( i < i' \), then we write \( \tilde{a}_{p+j} = \tilde{d}_j \), where \( \tilde{d}_j \) is given by (B.12).

6. Write down the matrices corresponding to the boundary elements of \( \mathcal{R}_0 \). Each \( b_j, j = 1, \ldots, m + n \), appears exactly once in the pairing table. If \( b_j \) corresponds to \( b_{i,k} \), then the matrix for the corresponding generator is given by \( \tilde{a}_{2p+q+j} = \tilde{c}_i\tilde{a}_{i,k}\tilde{c}_i^{-1} \).
This concludes our brief recap of [33].
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