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Abstract

We consider the link average of the half-BPS Wilson loop operators in $\mathcal{N} = 6$ superconformal Chern–Simons–matter theory, which is called ABJM theory. We show that this loop average is reduced to a (super)matrix integral by the localization method, in a similar way to the bosonic $U(N)$ Chern–Simons theory. Using this matrix integral, we compute the two- and three-link averages with an operator formalism inspired by a three-dimensional topological field theory. We obtain a factorization of the link average, and the Verlinde formula in a sector of supergroup representations. We also propose a refined version of ABJM theory, and compute some refined link averages.
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1 Introduction

The Wilson loop operator plays an important role in Chern–Simons theory, which is a three-
dimensional topological field theory. This is because its expectation value is a topological
invariant, which encodes the shape of a knot along which the loop operator is defined \[1\].

In addition to a single knot invariant, the average of linked loops also has a meaning in
its relation to the two-dimensional conformal field theory (CFT). For example, the matrix
element of the modular $S$-matrix is given by the two-link average, which is called the Hopf
link invariant. Furthermore, the three-link average also has an interpretation as the fusion
coefficient in the corresponding two-dimensional CFT. In this way, link averages play a
key role in the connection between the three-dimensional topological theory and the two-
dimensional CFT.

Recently a new class of Chern–Simons theories has been proposed based on motivations from string and M-theory. The most important example is $\mathcal{N} = 6$ superconformal
Chern–Simons–matter theory, which is called ABJM theory \[2, 3\]. Although the direct
computation of the path integral is a difficult problem in general, we can reduce such an
infinite-dimensional integral to a matrix integral in a class of supersymmetric field theories.
This procedure is called the localization method \[4\], and shows that $U(\mathcal{N})_k \times U(M)_{-k}$ ABJM
theory reduces to $U(\mathcal{N}|M)$ Chern–Simons theory \[5, 6, 7\]. In this supergroup $U(\mathcal{N}|M)$, the
bosonic part encodes the gauge symmetry, and the fermionic part characterizes the matter content of the theory [8]. By applying various methods developed in matrix models, one can compute Wilson loop averages in addition to the partition function itself, in agreement with the result from the AdS/CFT correspondence.

In this paper we consider link averages of the half-BPS Wilson loop operator in ABJM theory, based on the finite-dimensional matrix integral expression, obtained via the localization method. We will show that some important properties of the U(N) Chern–Simons theory is generalized to the U(N|M) theory, at least in specific situations.

The bosonic Chern–Simons theory has an interesting generalization called the refined Chern–Simons theory [9]. In this case, the Wilson loop expectation values provide refined knot invariants, which are given by the Poincaré polynomial of the corresponding knot homology. The refined theory has no Lagrangian description, but only a construction based on topological string theory. Following the same argument in the U(N|M) theory, we will consider the refinement of ABJM theory, and compute several link averages of the Wilson loop operator in the refined theory. In this case, these loop operators are described by the U(N|M) Macdonald polynomial.

2 Localizing linking loops

Computing the partition function and observable is highly non-trivial in general, because one has to deal with infinite-dimensional path integral in quantum field theory. On the other hand, in a class of quantum field theories involving supersymmetry, this infinite-dimensional integral can be reduced to a matrix integral, by applying the so-called localization method.

It was shown by [5] that, in $\mathcal{N} = 2$ supersymmetric Chern–Simons theory on three-sphere $S^3$, the supersymmetrized Wilson loop operator [10] along a great circle preserves a supersymmetry, which is necessary for localizing the path integral. Thus its expectation value can be written in a form of matrix integral. For example, for $\mathcal{N} = 2$ Chern–Simons theory with gauge group $G = U(N)$, involving no matter fields, one can compute the Wilson loop average

$$\langle W_R \rangle_{S^3} = \frac{1}{Z_{U(N)}} \frac{1}{N!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} e^{-\frac{1}{2g_s} x_i^2} \prod_{i<j}^{N} \left(2 \sinh \frac{x_i - x_j}{2}\right)^2 \text{Tr}_R U(x), \quad (2.1)$$

where $U(x) = \text{diag}(e^{x_1}, \ldots, e^{x_N})$ is a holonomy matrix. Since it is an element of $U(N)$, these variables should be seen as pure imaginary, $x_i \in \mathbb{iR}$. Even with this parametrization, this integral is still converging, because, as specified later, the coupling constant $g_s$ is also pure imaginary. Therefore it makes sense as the Fresnel integral. Then the corresponding partition function is given by

$$Z_{U(N)} = \frac{1}{N!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} e^{-\frac{1}{2g_s} x_i^2} \prod_{i<j}^{N} \left(2 \sinh \frac{x_i - x_j}{2}\right)^2. \quad (2.2)$$
This result is consistent with the bosonic Chern–Simons theory, because, in this case without matter contributions, we can integrate out the auxiliary fields in a trivial way.

As pointed out in [5], the choice of great circle is not unique. There is a family of circles on which the Wilson loops preserve the same supersymmetry used to localize the path integral. These circles are generated by a vector field built with the Killing spinor $\epsilon^{\dagger} \gamma_{\mu} \epsilon$, and form a Hopf fibration. Therefore one can similarly compute an average of linking loops in this fibration by the localization using the same supersymmetry,

$$\left\langle W_{R_1} \cdots W_{R_k} \right\rangle_{S^3} = \left\langle \text{Tr}_{R_1} U(x) \cdots \text{Tr}_{R_k} U(x) \right\rangle_{U(N)}.$$  (2.3)

This is also consistent with the link average in the bosonic Chern–Simons theory. We remark that a multi-loop average in a four-sphere $S^4$ can be obtained in a similar way, as multiple insertion of holonomy matrices into the matrix integral [4]. However these loops are not linked anymore in four-dimensional space.

In order to consider the maximally supersymmetric Wilson loop in ABJM theory, namely the half-BPS Wilson loop operator in $\mathcal{N} = 6$ theory, one has to assign a $U(N|M)$ superconnection, instead of the bosonic $U(N)$ connection, which just provides the 1/6 BPS Wilson loop [6]. An important observation here is that these two kinds of loops belong to the same cohomology class under the supercharge used in the computation for $\mathcal{N} = 2$ theory. Thus the difference between them is exact with respect to a linear combination of the supercharges. This implies that the same localization method can be applied to the half-BPS linking loops forming the Hopf fibration,

$$\left\langle W_{R_1} \cdots W_{R_k} \right\rangle_{S^3} = \left\langle \text{Str}_{R_1} U(x; y) \cdots \text{Str}_{R_k} U(x; y) \right\rangle_{U(N|M)},$$  (2.4)

where the corresponding partition function is the so-called ABJ(M) matrix model, which is seen as a supermatrix version of the Chern–Simons matrix model,

$$Z_{U(N|M)} = \frac{1}{N!M!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} e^{-\frac{1}{4\pi} x_i^2} \prod_{j=1}^{M} \frac{dy_j}{2\pi} e^{\frac{1}{4\pi} y_j^2} \prod_{i=1}^{N} \prod_{j=1}^{M} \left( 2 \cosh \frac{x_i - y_j}{2} \right)^{-2} \prod_{i<j}^{N} \left( 2 \sinh \frac{x_i - x_j}{2} \right)^2 \prod_{i<j}^{M} \left( 2 \sinh \frac{y_i - y_j}{2} \right)^2,$$  (2.5)

and the supersymmetrized holonomy matrix is given by

$$U(x; y) = \begin{pmatrix} U(x) \\ -U(y) \end{pmatrix}.$$  (2.6)

The trace of this matrix yields a character of $U(N|M)$ group in representation $R$, which is expressed by the Schur polynomial with a prescribed symmetry [11],

$$\text{Str}_R U(x; y) = s_{\lambda(R)}(e^x; e^y),$$  (2.7)
where $\lambda(R)$ is the highest weight vector corresponding to the representation $R$. This character is obtained from the Schur polynomial for $U(N + M)$ group in the following way: The Schur polynomial can be expressed as a linear combination of power-sum polynomials $p_\mu(x, y) = \prod_j p_{\mu_j}(x, y)$, corresponding to a trace in the fundamental representation $p_n(x, y) = \text{Tr} U(x, y)^n$, which is known as the Frobenius formula,

$$s_\lambda(x, y) = \sum_\mu \frac{1}{z_\mu} \chi(\mu) p_\mu(x, y), \quad (2.8)$$

where $\chi_\lambda$ and $C_\mu$ are the character and the conjugacy class for the symmetric group $S_{N+M}$, and the coefficient $z_\mu$ is given by $z_\mu = \prod_j \mu_j! j^{\mu_j}$. Replacing the ordinary trace with the supertrace $p_n(x, y) \rightarrow p_n(x; y) = \text{Str} U(x; y)^n$ in this expression, one obtains $s_\lambda(x; y)$. See Appendix A for various properties of this Schur polynomial, which will be used in the following Sections.

## 3 Operator formalism

As shown in Section 2, the link average in ABJM theory can be discussed in a similar way to the bosonic Chern–Simons theory, which is a topological field theory in three dimensions. In general, the path integral of topological field theory on a three-manifold $M$ can be described using a state in the Hilbert space $\mathcal{H}_\Sigma$ associated with the boundary $\partial M = \Sigma$, which is obtained through canonical quantization on $\Sigma \times \mathbb{R}$. Once a state in this Hilbert space is given, $|M\rangle \in \mathcal{H}_\Sigma$, its dual is obtained by inverting the orientation of the boundary, $\langle M| \in \mathcal{H}_\Sigma^\ast$. Then the inner product of these states gives the partition function of the three-dimensional theory on $M$. In this sense it is convenient to consider the operator formalism based on this boundary theory in order to compute observables in topological field theory on the three-manifold $M$. We will formally apply this construction to ABJM theory, which is motivated by the bosonic Chern–Simons theory.

### Loop insertion and modular transformation

Let us first review the operator formalism in the bosonic Chern–Simons theory [3]. For our purpose, we choose the boundary as a two-dimensional torus $\Sigma = T^2$, and take a solid torus to obtain the Hilbert space $\mathcal{H}_{T^2}$. We consider a state given by inserting a Wilson line in representation $R_i$ along the non-contractible cycle of the solid torus,

$$|R_i\rangle = \mathcal{O}_{R_i}|0\rangle \in \mathcal{H}_{T^2}, \quad (3.1)$$

where the operator $\mathcal{O}_{R_i}$ is a creation operator of the Wilson loop in representation $R_i$. Then taking an inner product between this and its dual, we obtain the partition function with two Wilson lines in $S^2 \times S^1$,

$$\langle R_i|R_j\rangle = \mathcal{Z}(S^2 \times S^1; R_i, R_j). \quad (3.2)$$
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This defines a Hermitian metric

\[ g_{ij} = \langle R_i | R_j \rangle \]  \hspace{1cm} (3.3)

on the Hilbert space, because its conjugation is simply given by \( g^*_{ij} = g_{ji} \).

In addition to the creation operator \( O_R \) of the Wilson line, we have another set of operators, corresponding to the mapping class group of the torus, which is given by \( \text{SL}(2, \mathbb{Z}) \) group. Let us introduce \( S \) and \( T \) matrices, describing the modular transformation of the torus, with the \( \text{SL}(2, \mathbb{Z}) \) relation,

\[ S^4 = 1, \quad (ST)^3 = S^2. \]  \hspace{1cm} (3.4)

These allow us to compute the path integral on a three-sphere \( S^3 \). This is because the three-sphere \( S^3 \) is obtained from \( S^2 \times S^1 \) by applying the modular transformation \( S \), which converts the modulus of the torus, \( \tau \to -1/\tau \). From this point of view, the matrix element of the \( S \)-matrix computes the linking knots, namely the Hopf link average in the three-sphere \( S^3 \),

\[ S_{ij} = \langle R_i | S | R_j \rangle = Z(S^3; \bar{R}_i, R_j) , \]  \hspace{1cm} (3.5)

and, by normalizing it with the partition function, we obtain the Hopf link invariant

\[ \frac{S_{ij}}{S_{00}} = \frac{Z(S^3; \bar{R}_i, R_j)}{Z(S^3)}. \]  \hspace{1cm} (3.6)

We will compute this average in Section 3.1. We remark that, to obtain the three-sphere \( S^3 \), we can apply more general choice of the transformation, \( T^nST^m \) with arbitrary integers \( n \) and \( m \). This \( T \)-transformation gives rise to a framing factor in the knot average.

**Wavefunction**

Based on the formalism discussed above, let us then consider a wavefunction corresponding to a state in the Hilbert space, which allows us to compute the path integral more explicitly.

For the U(\( N \)) Chern–Simons theory, the wavefunction for the situation without any Wilson lines, corresponding to the vacuum state, is given by the partition function of Chern–Simons theory on a solid torus [12]. Let us denote it by

\[ \langle x | 0 \rangle = \frac{1}{\sqrt{N!}} \prod_{i<j}^N \left( 2 \sinh \frac{x_i - x_j}{2} \right) . \]  \hspace{1cm} (3.7)

The factor is determined to be consistent with normalization of the metric. Because the expression on the right-hand side can be written as the Vandermonde determinant, up to some trivial factors, this wavefunction is seen as the Slater determinant of the \( N \)-particle system.
If we insert the Wilson line in representation $R$ into the solid torus, the corresponding wavefunction is given by
\[
\langle x | R \rangle = \frac{1}{\sqrt{N!}} \prod_{i<j}^N \left(2 \sinh \frac{x_i - x_j}{2}\right) s_R(e^{x}).
\]  
(3.8)
The Schur polynomial $s_R(e^{x})$ added here shows the trace of the holonomy matrix in representation $R$,
\[
\text{Tr}_R U(x) = s_R(e^{x}).
\]  
(3.9)
Now the highest weight vector for the representation $R$ is also denoted by $R$, as far as there is no confusion. As pointed out in Section 2, these variables shall behave as pure imaginary $x_i \in i\mathbb{R}$. Thus the conjugate of this wavefunction is given by
\[
\langle R | x \rangle = \frac{1}{\sqrt{N!}} \prod_{i<j}^N \left(2 \sinh \frac{x_i - x_j}{2}\right) s_R(e^{-x}).
\]  
(3.10)
Then we compute the inner product of these states,
\[
\langle R_i | R_j \rangle = \frac{1}{N!} \int \prod_{i=1}^N \frac{dx_i}{2\pi} \prod_{i<j}^N \left(2 \sinh \frac{x_i - x_j}{2}\right)^2 s_{R_i}(e^{-x})s_{R_j}(e^{-y}).
\]  
(3.11)
Applying the determinantal formula for the Schur polynomial
\[
s_\lambda(x) = \frac{1}{\Delta(x)} \det_{1 \leq i,j \leq N} x_i^{\lambda_j+N-j} \quad \text{with} \quad \Delta(x) = \prod_{i<j} (x_i - x_j),
\]  
(3.12)
the inner product is given by
\[
\langle R_i | R_j \rangle = \det_{1 \leq k,l \leq N} \left(\int_{\mathbb{R}} \frac{dx}{2\pi} e^{x(R_{j,k}-R_{i,l}-k+l)}\right),
\]  
(3.13)
which yields
\[
g_{ij} = \delta_{ij}. \tag{3.14}
\]
Here $R_{j,k}$ stands for the $k$-th component of the highest weight vector corresponding to the representation $R_j$. This is just the orthonormal property of the Schur polynomial with respect to the weight function $\Delta(e^{x})^2$.

**U(N|M) theory**

Let us then discuss the U(N|M) Chern–Simons theory in a similar way. Actually, in the sense of ABJM theory, the meaning of the operator formalism is not yet clear, because this ABJM theory is not just a topological theory. However, there are several results encouraging us to apply it to ABJM theory. For example, the ABJM matrix model is equivalent to
Chern–Simons theory on the lens space \( S^3/\mathbb{Z}_2 \) through the analytic continuation \([7]\), and at least for the latter theory, we can apply the same operator formalism because the lens space Chern–Simons theory is a topological theory defined on a Seifert-type three-manifold. Another remark is that the ABJM model can be seen as a many-body system of fermionic particles \([14]\). From this point of view, it is natural to consider the wavefunction of ABJM theory in a similar way to the bosonic \( \text{U}(N) \) theory shown above.

Now, by analogy with the \( \text{U}(N) \) Chern–Simons theory, we introduce a wavefunction for the \( \text{U}(N|\mathcal{M}) \) theory, corresponding to the vacuum state

\[
\langle x; y | 0 \rangle = \frac{1}{\sqrt{N!\mathcal{M}!}} \prod_{i<j}^N \left( 2 \sinh \frac{x_i - x_j}{2} \right) \prod_{i<j}^M \left( 2 \sinh \frac{y_i - y_j}{2} \right) \prod_{i=1}^N \prod_{j=1}^\mathcal{M} \left( 2 \cosh \frac{x_i - y_j}{2} \right)^{-1}.
\]

As well as the bosonic Chern–Simons theory, this wavefunction can be interpreted as the Slater determinant based on the formula,

\[
\prod_{i<j}^N \left( 2 \sinh \frac{x_i - x_j}{2} \right) \prod_{i<j}^M \left( 2 \sinh \frac{y_i - y_j}{2} \right) \prod_{i=1}^N \prod_{j=1}^\mathcal{M} \left( 2 \cosh \frac{x_i - y_j}{2} \right)^{-1} = \prod_{i=1}^N e^{-\frac{1}{2}N+i-1} x_i \prod_{j=1}^\mathcal{M} e^{-\frac{1}{2}\mathcal{M}+j-1} y_j \det \left( e^{x_i (k-1)} \right) \quad \text{with} \quad \begin{cases}
  i = 1, \ldots, N \\
  j = 1, \ldots, \mathcal{M} \\
  k = 1, \ldots, N - \mathcal{M}
\end{cases}
\]

where we assume \( N \geq \mathcal{M} \). Similarly a wavefunction for a state with the Wilson line in representation \( R \) is given by

\[
\langle x; y | R \rangle = \frac{1}{\sqrt{N!\mathcal{M}!}} \prod_{i<j}^N \left( 2 \sinh \frac{x_i - x_j}{2} \right) \prod_{i<j}^M \left( 2 \sinh \frac{y_i - y_j}{2} \right) \prod_{i=1}^N \prod_{j=1}^\mathcal{M} \left( 2 \cosh \frac{x_i - y_j}{2} \right)^{-1} s_R(e^x; e^y),
\]

\[
\langle R | x; y \rangle = \frac{1}{\sqrt{N!\mathcal{M}!}} \prod_{i<j}^N \left( 2 \sinh \frac{x_i - x_j}{2} \right) \prod_{i<j}^M \left( 2 \sinh \frac{y_i - y_j}{2} \right) \prod_{i=1}^N \prod_{j=1}^\mathcal{M} \left( 2 \cosh \frac{x_i - y_j}{2} \right)^{-1} s_R(e^{-x}; e^{-y}).
\]

Although it is difficult to compute the inner product for generic representations, an interesting simplification occurs in a special case: If the highest weight vector \( \lambda \) satisfies \( \lambda_N \geq \mathcal{M} \), the \( \text{U}(N|\mathcal{M}) \) Schur polynomial is factorized into the \( \text{U}(N) \) and \( \text{U}(\mathcal{M}) \) Schur polynomials. We call such a representation a maximal representation in this paper\(^1\). We focus on this situation in the following.

\(^1\) The \( \text{U}(N|\mathcal{M}) \) Schur polynomial becomes identically zero in the case with \( \lambda_{N+1} \geq \mathcal{M} + 1 \). In this sense, the representation with \( \lambda_N \geq \mathcal{M} \) is interpreted as maximal, and this is the reason why we call the situation with \( \lambda_N \geq \mathcal{M} \) a maximal representation. See Appendix \( A \) and also \([11, 15]\).
Let us compute the inner product of the states defined above. When both of the representations belong to the maximal class, we can apply the formula (A.6). In such a case it is given by
\[
\langle R_i | R_j \rangle = \det_{1 \leq k, l \leq N} \left( \int \frac{dx}{2\pi} e^{x(R(1)_{i,k} - R(1)_{i,l} - k + l)} \right) \det_{1 \leq k, l \leq M} \left( \int \frac{dy}{2\pi} e^{y(R(2)_{i,k} - R(2)_{i,l} - k + l)} \right)
\]
(3.19)
where the representations \( R^{(1)}_i \) and \( R^{(2)}_i \) are obtained from the original one so that \( R^{(1)}_{i,k} = R_{i,k} - M \) for \( k = 1, \ldots, N \) and \( R^{(2)}_{i,k} = R_{i,k} - N \) for \( k = 1, \ldots, M \). See Figure 3. This shows the orthogonality relation for U(\( N | M \)) Schur polynomial with respect to the corresponding weight function, and thus the metric (3.3) is given by
\[
g_{ij} = \delta_{ij}.
\]
(3.20)
We have derived this result only for the maximal representation. However it is not obvious whether this orthogonality holds for generic representations. We will give a relating comment in Section 5 in the relation to the two-dimensional CFT with internal supersymmetry.

3.1 Two-point function: Hopf link

As mentioned before, the S-matrix plays a key role in computing the path integral for the three-sphere \( S^3 \). Actually its matrix element provides the Hopf link invariant in \( S^3 \), and also involves the unknot invariant as a special case. In this Section we consider the S-matrix element in an explicit way, and then compute the Hopf link average as the two-point function in the ABJM matrix model.

U(\( N \)) theory

For the U(\( N \)) theory, the wavefunction corresponding to the state obtained by the modular transformation TST is given by [12]
\[
\langle x | TST | R \rangle = \frac{1}{\sqrt{N!}} \prod_{i=1}^{N} e^{-\frac{k}{2g_s} x_i^2} \prod_{i<j}^{N} \left( 2 \sinh \frac{x_i - x_j}{2} \right) s_R(e^x),
\]
(3.21)
where \( g_s \) is the coupling constant defined with the level and the rank of Chern–Simons theory,
\[
g_s = \frac{2\pi i}{k + N}.
\]
(3.22)
As a result, we can compute the matrix element of TST as a two-point function of the Schur polynomial in the Chern–Simons matrix model,
\[
(TST)_{ij} = \langle R_i | TST | R_j \rangle
\]
(3.23)
This is consistent with the expression (2.3), up to the orientation of the loop, because the operator in the representation $R_i$ is now in the opposite direction. This two-point function can be easily computed using the explicit formula of the Schur polynomial (3.12),

$$\det_{1\leq m,n\leq N} \left( \int \frac{dx}{2\pi} e^{-\frac{1}{2gs}x^2+x(R_{j,m}-R_{i,n}-m+n)} \right) = \left( \frac{gs}{2\pi} \right)^{N/2} \det_{1\leq m,n\leq N} q^{-\frac{1}{2}(R_{j,m}-R_{i,n}-m+n)^2}. \quad (3.24)$$

We have defined the parameter $q$ by $q = e^{-gs}$. If we modify the variables $x_i \rightarrow ix_i$, it should be replaced with $q \rightarrow e^{gs}$.

Rewriting the expression in terms of the Schur polynomial again, it yields

$$(TST)_{ij} = c_N q^{-\frac{1}{2}(C_2(R_i)+C_2(R_j))} \Delta(q^\rho) s_{R_i}(q^{R_j+\rho}) s_{R_j}(q^\rho), \quad (3.25)$$

where the constant $c_N$ is given by $c_N = (gs/(2\pi))^{N/2} q^{N(N-1)(2N-1)}$, $\rho$ is the Weyl vector, $\rho_i = -i + 1/2$, and $C_2(R)$ is the second Casimir operator,

$$C_2(R) = \sum_{k=1}^{N} \left( R_k - k + \frac{1}{2} \right)^2 - \left( -k + \frac{1}{2} \right)^2. \quad (3.26)$$

Actually the factor of this Casimir operator is interpreted as the framing factor, which is given by the conformal weight of the primary field, and this contribution just stands for the action of the modular $T$-matrix,

$$T_{ij} = \delta_{ij} q^{-\frac{1}{2}C_2(R_i)}. \quad (3.27)$$

Thus we obtain the Hopf link invariant by the normalized $S$-matrix,

$$\frac{S_{ij}}{S_{00}} = s_{R_i}(q^{R_j+\rho}) s_{R_j}(q^\rho), \quad (3.28)$$

Although this expression is not symmetric superficially, we can show that it is symmetric under the exchange $i \leftrightarrow j$.

**U(N|M) theory**

Let us then apply the same approach to the U(N|M) theory. In this case, although there is no rigorous foundation of this argument, we propose the following form of the wavefunction based on consistency and analogy with the U(N) theory,

$$\langle x; y | TST | R \rangle = \frac{1}{\sqrt{N!M!}} \prod_{i=1}^{N} e^{-\frac{1}{2gs}x_i^2} \prod_{j=1}^{M} e^{\frac{1}{2gs}y_j^2} \prod_{i=1}^{N} \prod_{j=1}^{M} \left( 2\cosh \frac{x_i - y_j}{2} \right)^{-1} \times \prod_{i<j}^{N} \left( 2\sinh \frac{x_i - x_j}{2} \right) \prod_{i<j}^{M} \left( 2\sinh \frac{y_i - y_j}{2} \right) s_{R}(e^x; e^y). \quad (3.29)$$
Actually this expression is obtained from the Chern–Simons theory on the lens space $S^3/\mathbb{Z}_2$ through the analytic continuation. Now the coupling constant depends only on the level of $U(N)_k \times U(M)_{-k}$ ABJ(M) theory,

$$g_s = \frac{2\pi i}{k}. \tag{3.30}$$

Using this expression, we obtain the corresponding matrix element, which is consistent with the Hopf link average (2.4) in this theory

$$\langle R_i | TST | R_j \rangle = \frac{1}{N!M!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} e^{-\frac{1}{2\pi} x_i^2} \prod_{j=1}^{M} \frac{dy_j}{2\pi} e^{\frac{1}{2\pi} y_j^2} \prod_{i=1}^{N} \prod_{j=1}^{M} \left( 2 \cosh \frac{x_i - y_j}{2} \right)^{-2} \times \prod_{i<j}^{N} \left( 2 \sinh \frac{x_i - x_j}{2} \right)^2 \prod_{i<j}^{M} \left( 2 \sinh \frac{y_i - y_j}{2} \right)^2 s_{R_i}(e^{-x}; e^{-y}) s_{R_j}(e^{x}; e^{y}).$$

We remark that the orientation of the loop operator in the representation $R_i$ is flipped again. Let us denote this matrix element by $(TST)_{ij}^{U(N|M)}$, to distinguish it from that in the bosonic $U(N)$ theory. We can immediately check that this reproduces the $U(N|M)$ matrix model partition function (2.5) by taking the trivial representation,

$$(TST)^{U(N|M)}_{00} = Z_{U(N|M)}. \tag{3.32}$$

In general, it is difficult to compute this matrix element for arbitrary representation. However, a similar simplification occurs if we take the maximal representation, as in the case of the inner product discussed before. When one of the representations is trivial, and the other is maximal, it gives the $U(N|M)$ unknot average [10],

$$(TST)_{0R} = \frac{1}{(N+M)!} q^{-\frac{1}{2}(N-M)^2} \prod_{i=1}^{N} q^{-\frac{1}{2}(\xi_i^2 + \xi_i)} \prod_{j=1}^{M} q^{\frac{1}{2}(\eta_j^2 + \eta_j)} \times \prod_{i=1}^{N} \prod_{j=1}^{M} \left( q^{-\xi_i} + q^{\eta_j} \right)^{-1} \prod_{i<j}^{N} \left( q^{-\xi_i} - q^{-\xi_j} \right) \prod_{i<j}^{M} \left( q^{-\eta_i} - q^{-\eta_j} \right), \tag{3.33}$$

where we have defined

$$\xi_i = R_i - i + \frac{1}{2} = \tilde{R}_i + \rho_i \quad \text{for} \quad i = 1, \ldots, N, \tag{3.34}$$

$$\eta_j = R^t_j - j + \frac{1}{2} = \tilde{R}_j + \rho_j \quad \text{for} \quad j = 1, \ldots, M, \tag{3.35}$$

with $\tilde{R} = (R_1, \ldots, R_N)$ and $\tilde{R} = (R^t_1, \ldots, R^t_M)$ as shown in Figure 1. This average can be also written as a determinant, and reproduces the $U(N)$ unknot average by taking $M = 0$. For the latter convenience, let us assume $N = M$ and rewrite this expression in terms of the Schur polynomial,

$$(TST)_{0R} = \frac{1}{k^{N+M}} q^{-\frac{1}{2}C_2(\tilde{R}) + \frac{1}{2}C_2(\tilde{R})} \Delta_N(q^p) \Delta_M(q^{-p}) s_{\tilde{R}}(q^p) s_{\tilde{R}}(q^{-p}) \prod_{i=1}^{N} \prod_{j=1}^{M} \left( q^{-\rho_i} - q^{\rho_j} + q^{\rho_i + \rho_j} \right)^{-1}. \tag{3.36}$$
\[ \lambda = N \times M \]

Figure 1: The partition \( \lambda = (14, 11, 11, 9, 8, 6, 5, 5, 4, 3, 2, 2) \) satisfying the maximal condition \( \lambda_N \geq M \) for \( N = 7 \) and \( M = 5 \), which includes \( \hat{\lambda} = (14, 11, 11, 9, 8, 6, 5, 5, 4, 3, 2, 2) \) (blue) and \( \check{\lambda} = (12, 12, 10, 9, 8) \) (red). See also Figure 4.

When the both of representations are maximal, we can again apply the formula (A.6) to compute the matrix element (3.31). In this case we obtain an expression which is completely factorized into \( U(N) \) and \( U(M) \) sectors,

\[
(TST)_{ij} = \frac{i^{N-M}}{k^{N-M}} \det_{1 \leq k,l \leq N} \left( q^{-\frac{1}{2}}(\hat{R}_{i,k} - \hat{R}_{i,t} - k+l)^2 \right) \det_{1 \leq k,l \leq M} \left( q^{\frac{1}{2}}(\check{R}_{i,k} - \check{R}_{i,t} - k+l)^2 \right). \tag{3.37}
\]

It is also expressed in terms of Schur polynomials,

\[
(TST)_{ij} = c_{N,M} q^{-\frac{1}{2}(C_2(\hat{R}_i) + C_2(\check{R}_i)) + \frac{1}{2}(C_2(\hat{R}_i) + C_2(\check{R}_i))} \times \Delta_N(q^\rho) \Delta_M(q^{-\rho}) s_{\hat{R}_i}(q^{\hat{R}_i}) s_{\check{R}_j}(q^\rho) s_{\check{R}_i}(q^{-\rho}) s_{\hat{R}_j}(q^\rho), \tag{3.38}
\]

with the constant factor

\[
c_{N,M} = \frac{i^{N-M}}{k^{N-M}} q^{\frac{1}{12}N(N-1)(2N-1) - \frac{1}{12}M(M-1)(2M-1)}. \tag{3.39}
\]

From the expressions of (3.36) and (3.38), it is natural to read off the matrix element of the \( T \)-matrix for the maximal representation, which gives the framing factor in the loop average,

\[
T_{ij}^{U(N|M)}(q) = \delta_{ij} q^{-\frac{1}{2}C_2(\hat{R}_i) + \frac{1}{2}C_2(\check{R}_i)}. \tag{3.40}
\]

Thus we obtain the factorized \( S \)-matrix element,

\[
S_{ij}^{U(N|M)}(q) = S_{ij}^{U(N)}(q) \times S_{ij}^{U(M)}(q^{-1}). \tag{3.41}
\]

This interesting property can be shown only for the maximal case at this moment. It is expected that such a factorization is not found explicitly for the non-maximal situation, because it is difficult to split the \( U(N|M) \) representation into \( U(N) \) and \( U(M) \) sectors in general, and probably related to the chiral non-factorizability of the two-dimensional CFT with internal supersymmetry. See also discussion in Section 5.
3.2 Three-point function: Verlinde formula

In addition to the two-point function, which gives the Hopf link average, the three-point function also plays an important role in the two-dimensional CFT, and the three-dimensional topological field theory. In CFT, the product of operators can be expanded by a set of operators in general,

$$O_{R_i} O_{R_j} = \sum_k N_{ij}^k O_{R_k},$$  (3.42)

and thus the fusion coefficient $N_{ij}^k$ in this expansion plays a role of the structure constant. The statement of Verlinde’s conjecture is that the $S$-matrix diagonalizes this fusion coefficient, which is equivalent to the relation for the $S$-matrix \([17]\),

$$S_{k\ell} S_{k\ell} = \sum_{\ell} N_{ij}^{\ell} S_{k\ell}. \quad (3.43)$$

Actually this coefficient is simply understood in terms of the operator formalism,

$$N_{ijk} = \langle 0 | R_i R_j R_k \rangle, \quad (3.44)$$

which corresponds to the three-point function in Chern–Simons theory. This is very general result for CFT, and topological field theory associated with this fusion rule.

In particular, for the $U(N)$ Chern–Simons theory, the fusion coefficient \((3.42)\) coincides with the Littlewood–Richardson coefficient, which appears in the product of Schur polynomials,

$$s_{R_i}(x) s_{R_j}(x) = \sum_k N_{ij}^k s_{R_k}(x).$$ \quad (3.45)

Now the degree of representation is conserved on both-hand sides, $|R_i| + |R_j| = |R_k|$. This follows the fact that the action of the operator $O_{R_i}$ is just given by multiplication of the Schur polynomial in representation $R_i$. From this point of view, we can show the Verlinde formula \((3.43)\) using the explicit form of the $S$-matrix element \((3.28)\). Multiplying the equation \((3.43)\) by $(S_{k0})^{-1}$, the left-hand side is given by

$$\frac{S_{k_i} S_{k_j}}{S_{k0} S_{k0}} = s_{R_i}(q^{R_k+\rho}) s_{R_j}(q^{R_k+\rho}) = \sum_{\ell} N_{ij}^{\ell} s_{R_\ell}(q^{R_k+\rho}), \quad (3.46)$$

which coincides with the right-hand side of the formula \((3.43)\).

Let us then apply this argument to the $U(N|M)$ theory. Again we consider the maximal representations. In this case it can be shown that the product of $U(N|M)$ Schur polynomials is expanded only with the maximal $U(N|M)$ Schur polynomials again. Applying the formula

$$\prod_{i=1}^{N} \prod_{j=1}^{M} (x_i + y_j) = \sum_{\lambda \subset MN} s_{\lambda}(x) s_{\bar{\lambda}}(y),$$ \quad (3.47)
where $\lambda \subset M^N$ implies $\lambda_1 \leq M$ and $\lambda_1' \leq N$ with $\tilde{\lambda}^t = (N - \lambda_1', \ldots, N - \lambda_1'_{\lambda_{1}'})$, the product is given by

$$s_{R_i}(x; y) s_{R_j}(x; y) = \sum_{\ell,m,n} N_{(1)}^{(\ell)} N_{(2)}^{(\ell)} N_{(1)m}^{(n)} N_{(2)m'}^{(n)} s_{R_{n}^{(1)}}(x) s_{R_{n}^{(2)}}(y) \prod_{i=1}^{N} \prod_{j=1}^{M} (x_i + y_j)$$

$$= \sum_{n} N_{i,j}^{n} s_{R_n}(x; y),$$  \hspace{1cm} (3.48)

where the fusion coefficient is defined

$$N_{i,j}^{n} = \sum_{\ell,m} N_{(1)}^{(\ell)} N_{(2)}^{(\ell)} N_{(1)m}^{(n)} N_{(2)m'}^{(n)}. \hspace{1cm} (3.49)$$

Again we have a conservation law of the degree of representations, $|R_i| + |R_j| = |R_k|$. We remark that, since the representation is now restricted to the maximal ones, the summation over the representation means $\sum_{n} = \sum_{n(1),n(2)}$ and so on. The fusion coefficient (3.48) is the $U(N|M)$ version of the Littlewood–Richardson coefficient, and this shows that the maximal representations form a closed subsector in the whole space of $U(N|M)$ representations.

Once the fusion coefficient is given in the $U(N|M)$ theory, we can similarly discuss the Verlinde formula for the modular $S$-matrix (3.38). Assuming $N = M$ for simplicity, the ratio of the $S$-matrix is obtained from the expressions (3.36) and (3.38),

$$\frac{S_{k_i}}{S_{k_0}} = s_{R_i^{(1)}}(q^{R_k + \rho}) s_{R_i^{(2)}}(q^{-R_k - \rho}) \prod_{l,m=1}^{N} (q^{R_{k,l} + \rho_l} + q^{-R_{k,m} - \rho_m})$$

$$= s_{R_i}(q^{R_k + \rho}; q^{-R_k - \rho}). \hspace{1cm} (3.50)$$

Again this ratio is written in terms of the Schur polynomial itself, as well as the bosonic $U(N)$ theory. Thus, applying the fusion formula (3.48), we obtain

$$\frac{S_{k_i}}{S_{k_0}} \frac{S_{k_j}}{S_{k_0}} = s_{R_i}(q^{R_k + \rho}; q^{-R_k - \rho}) s_{R_j}(q^{R_k + \rho}; q^{-R_k - \rho}) = \sum_{\ell} N_{i,j}^{\ell} s_{R_{\ell}^{(1)}}(q^{R_k + \rho}; q^{-R_k - \rho}), \hspace{1cm} (3.51)$$

which shows the Verlinde formula for the $U(N|M)$ theory. This result suggests that we can construct a topological (knot) invariant from the $U(N|M)$ theory in a quite similar way to the bosonic $U(N)$ theory, at least for the maximal representations.

4 Refinement of $U(N|M)$ theory

The result shown in Section 3 suggests that the $U(N|M)$ theory follows most of the properties of the bosonic $U(N)$ Chern–Simons theory. In this Section, based on such a similarity, we try to apply another interesting generalization of Chern–Simons theory to the $U(N|M)$ theory.
We apply the same way to obtain ABJM theory from Chern–Simons theory to the refined theory.

4.1 Refined partition function

Based on the construction of Chern–Simons theory using topological strings and its interpretation in M-theory, it has been proposed that the refined index of M-theory defines the refined Chern–Simons theory [9]. The most important example is the refined theory on the three-sphere $S^3$. However its construction can be applied to a wide range of three manifolds, by replacing the Calabi–Yau threefold and the corresponding Lagrangian submanifold for M5-branes. Indeed the ABJM theory is obtained from the Chern–Simons theory on the lens space $S^3/\mathbb{Z}_2$ through the analytic continuation. In this sense, we can discuss the refined ABJM theory similarly using the refined $U(N|M)$ theory defined on $S^3/\mathbb{Z}_2$ (see Figure 2).

As well as the bosonic $U(N)$ Chern–Simons theory, the partition function of the $U(N)$ refined Chern–Simons theory on $S^3$ has a (matrix) integral form,

$$Z^\text{Ref}_{U(N)}(S^3; q, t) = \frac{1}{N!} \int \frac{d\mathbf{x}}{2\pi} e^{-\frac{1}{2g_s} \sum_i x_i^2} \prod_{i<j}^N \prod_{m=0}^{\beta-1} \left( e^{x_{ij}/2q^m/2} - e^{-x_{ij}/2q^m/2} \right)^2, \quad (4.1)$$

where we write $x_{ij} = x_i - x_j$, and the coupling constant is slightly modified $q = e^{-g_s}$ with $g_s = 2\pi i/(k + \beta N)$. The remarkable modification is the measure part of this matrix integral, which depends on the additional parameter $\beta$. This expression corresponds to the situation such that $t = q^\beta$ with $\beta \in \mathbb{N}$, and we focus basically on this case in the following for simplicity.
For generic $\beta$, it is represented using infinite product,

$$
\prod_{i<j}^{N} \prod_{m=0}^{\infty} \left( e^{x_{ij}/2} q^{m/2} - e^{-x_{ij}/2} q^{-m/2} \right) = \prod_{i<j}^{N} \prod_{m=0}^{\beta-1} \left( e^{x_{ij}/2} q^{m/2} - e^{-x_{ij}/2} q^{-m/2} \right) \quad \text{for} \quad t = q^\beta \quad (\beta \in \mathbb{N}).
$$

(4.2)

It is easy to see that this is reduced to the non-refined Chern–Simons partition function by taking $\beta = 1$, namely $t = q$. As seen later, this modification corresponds to that for the Macdonald polynomial from the Schur polynomial.

This refined Chern–Simons theory has essentially the same $\text{SL}(2,\mathbb{Z})$ structure in its operator formalism as the non-refined Chern–Simons theory. This means that we can obtain the refined Chern–Simons theory on the lens space $S^3/\mathbb{Z}_2$ applying the same $\text{SL}(2,\mathbb{Z})$ action to the solid torus, which partly breaks the gauge symmetry. Assuming that the system has the symmetry $U(N + M)$ in the first place, which shall be broken into $U(N) \times U(M)$, the partition function becomes

$$
Z_{U(N) \times U(M)}^{\text{Ref}}(S^3/\mathbb{Z}_2; q, t) = \frac{1}{N! M!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} e^{-\frac{1}{2\beta} x_i^2} \prod_{j=1}^{M} dy_j e^{-\frac{1}{2\beta} y_j^2} \prod_{m=0}^{\beta-1} \prod_{i=1}^{N} \prod_{j=1}^{M} \left( e^{\frac{1}{2}(x_i-y_j)} q^{m/2} + e^{-\frac{1}{2}(x_i-y_j)} q^{-m/2} \right)^2 \times \prod_{m=0}^{\beta-1} \prod_{i<j} \left( e^{x_{ij}/2} q^{m/2} - e^{-x_{ij}/2} q^{-m/2} \right)^2.
$$

(4.3)

This is equivalent to the situation such that the second set of variables is shifted due to the $\mathbb{Z}_2$ discrete flat connection, $y_j \rightarrow y_j + \pi i$. Then, analytically continuing the gauge group rank $M \rightarrow -M$ and rescaling the coupling constant $g_s = 2\pi i/k$, we obtain the refined ABJM matrix model,

$$
Z_{U(N|M)}^{\text{Ref}}(S^3; q, t) = \frac{1}{N! M!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} e^{-\frac{1}{2\beta} x_i^2} \prod_{j=1}^{M} dy_j e^{-\frac{1}{2\beta} y_j^2} \prod_{m=0}^{\beta-1} \prod_{i=1}^{N} \prod_{j=1}^{M} \left( e^{\frac{1}{2}(x_i-y_j)} q^{m/2} + e^{-\frac{1}{2}(x_i-y_j)} q^{-m/2} \right)^2 \times \prod_{m=0}^{\beta-1} \prod_{i<j} \left( e^{x_{ij}/2} q^{m/2} - e^{-x_{ij}/2} q^{-m/2} \right)^2.
$$

(4.4)

For the simplest case $N = M = 1$, we can exactly compute the partition function and several expectation values with this model. See Appendix B for details. This is one-parameter generalization of the ABJM matrix model, and it is again reduced to the non-refined theory by taking $\beta = 1$. We remark that the matrix measure of this partition function is not written as a determinant anymore, due to the modification with the additional parameter $t$, while the non-refined measure has the Cauchy determinant expression. This implies that the corresponding wavefunction for the refined theory does not describe the free fermion system whose wavefunction has to be expressed as a Slater determinant.
4.2 Loop average

For the refined U(N|M) theory (4.4), the most natural observable is the Wilson loop operator as well as the non-refined Chern–Simons theory. However, in this case, the insertion of the loop gives rise to the modified character of the corresponding group, which is expressed in terms of the Macdonald polynomial [9]. Therefore, first of all, we have to introduce the U(N|M) version of the Macdonald polynomial for our purpose.

The definition of the U(N|M) Macdonald polynomial should be given in a similar way to the Schur polynomial, because it has to be reduced to the Schur polynomial in the limit \( t = q \).

The Macdonald polynomial is also a symmetric polynomial, which can be expanded with the power-sum polynomials. Thus, starting with the bosonic U(N+M) Macdonald polynomial, and rewriting it in terms of the power-sum \( Tr U(x, y)^n \), one can obtain the U(N|M) polynomial by replacing that power-sum with the U(N|M) counterpart, \( Str U(x; y)^n \).

Even with this definition, it is still difficult to write down the explicit form of the polynomial for generic representations. However, especially for the maximal representation, it is natural for the U(N|M) Macdonald polynomial to have a similar factorization formula (A.6). It is because all the symmetric polynomials in the maximal representation have to span the vector space, corresponding to the subsector of the original U(N|M) representations, given by U(N) \( \times \) U(M) \( \subset \) U(N|M). This implies that it should be written as a product of the U(N) and U(M) polynomials. This speculation leads to the conjectural expression for the U(N|M) Macdonald polynomial in the maximal representation, which is a simple generalization of the factorization formula (A.6):

\[
M_\lambda(x; y) = M^{(1)}_\lambda(x)M^{(2)}_\lambda(y) \prod_{i=1}^N \prod_{j=1}^M \prod_{m=0}^{\beta-1} \left( x_i q^{m/2} + y_j q^{-m/2} \right).
\] (4.5)

This is again the situation such that \( t = q^\beta \) with \( \beta \in \mathbb{N} \), and its extension to arbitrary \( \beta \) is straightforward.

Starting with the conjectural formula (4.5), we can compute several expectation values in the refined U(N|M) theory. Let us assume \( N = M \) in the following for simplicity. The first example is the refined version of the inner product (3.19), which gives the Hermitian metric of the corresponding Hilbert space (3.3),

\[
\langle R_i | R_j \rangle = \frac{1}{N!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} \frac{dy_i}{2\pi} \prod_{i=1}^{N} \prod_{m=0}^{\beta-1} \left( e^{x_{ij}/2} q^{m/2} - e^{-x_{ij}/2} q^{-m/2} \right)^2 \left( e^{y_{ij}/2} q^{m/2} - e^{-y_{ij}/2} q^{-m/2} \right)^2 \\
\times \prod_{m=0}^{\beta-1} \prod_{i,j=1}^{N} \left( e^{\frac{1}{2}(x_{i}-y_{i})} q^{m/2} + e^{\frac{1}{2}(x_{i}-y_{i})} q^{-m/2} \right)^{-2} M_{R_i}(e^{-x}; e^{-y}) M_{R_j}(e^{x}; e^{y}).
\] (4.6)

For the maximal representation, we can apply the factorization formula (4.5), and thus this integral is factorized into two U(N) sectors. Thus we can show the orthogonality

\[
g_{ij} = g^{(1)}_{i(1)} g^{(2)}_{j(2)} \delta_{R^{(1)}_i R^{(2)}_j} \delta_{R^{(1)}_i R^{(2)}_j},
\] (4.7)
where the normalization factor becomes

\[ g_i = \prod_{m=0}^{\beta-1} \prod_{i<j} \frac{q^{\frac{1}{2}(R_i-R_j+m)(j-i)} - q^{-\frac{1}{2}(R_i-R_j+m)(j-i)}}{q^{\frac{1}{2}(R_i-R_j-m)(j-i)} - q^{-\frac{1}{2}(R_i-R_j-m)(j-i)}}. \] (4.8)

It implies that, in contrast to the non-refined theory, it is not orthonormal, but just orthogonal, as well as the refined U(N) theory, and it is easy to see that it again becomes orthonormal \( g_i = 1 \) for \( \beta = 1 \).

We can similarly compute the two-point function especially with the maximal representation, which gives the modular \( S \)-matrix element,

\[
(TST)_{ij} = \frac{1}{N!^2} \int \prod_{i=1}^{N} \frac{dx_i \, dy_i}{2\pi} \, 2\pi \, e^{-\frac{1}{2}\pi \sum_{i \neq j} (x_i^2 - y_i^2)} \prod_{m=0}^{\beta-1} \prod_{i \neq j} \left( e^{\frac{x_i x_j}{2} q^{m/2} - e^{-\frac{x_i x_j}{2} q^{-m/2}}} \right)^2 M_{R_i}(e^{-x_i}; e^{-y_i}) M_{R_j}(e^x; e^y).
\] (4.9)

In this case, due to the factorization of the Macdonald polynomial, we can similarly apply the result for the bosonic refined U(N) theory [18], which yields

\[
S_{ij} = \frac{1}{k^N} M_{R_i}(q^{R_i t^\rho}) M_{R_j}(q^{R_j t^{-\rho}}) \prod_{m=0}^{\beta-1} \prod_{i \neq j} \left( t^{\rho_i q^{m/2} - \rho_j q^{-m/2}} \right) \left( t^{-\rho_i q^{-m/2} - \rho_j q^{m/2}} \right). \] (4.10)

As well as the non-refined U(N|M) theory [33,34], this matrix element is completely factorized into the two U(N) sectors,

\[
S_{ij}^{U(N|M)}(q, t) = S_{ij}^{U(N)}(q, t) \times S_{ij}^{U(N)}(q^{-1}, t^{-1}). \] (4.11)

The expressions shown above can be obtained by a simple replacement of the \( q \) parameter with \( (q, t) \) in a proper way. Furthermore, it is natural to expect that this refined U(N|M) theory also involves the Verlinde formula at least for the maximal representations. Thus this speculation leads to the following expression of the S-matrix ratio in terms of the U(N|M) Macdonald polynomial,

\[
\frac{S_{k_i}^{\ell}}{S_{k_0}^{\ell}} = M_{R_i}(q^{R_i t^\rho}; q^{-R_i t^{-\rho}}), \] (4.12)

which immediately yields the Verlinde formula

\[
\frac{S_{k_i}^{\ell}}{S_{k_0}^{\ell}} \frac{S_{k_i}^{\ell}}{S_{k_0}^{\ell}} = \sum_{\ell} \mathcal{N}_{ij}^{\ell} M_{R_i}(q^{R_i t^\rho}; q^{-R_i t^{-\rho}}) = \sum_{\ell} \mathcal{N}_{ij}^{\ell} \frac{S_{k_i}^{\ell}}{S_{k_0}^{\ell}}, \] (4.13)

where \( \mathcal{N}_{ij}^{\ell} \) is the fusion coefficient for the U(N|M) Macdonald polynomial. In this case, this coefficient is not integer, but a rational function of \( q \) and \( t \). From this point of view, the refined U(N|M) theory also provides a topological (knot) invariant in a three-manifold, which is the categorized version of the non-refined U(N|M) invariant, given by the Poincaré polynomial of the knot homology.
4.3 Torus knot matrix model

In addition to the partition function given in (4.4), we can obtain another kind of integral by applying the SL(2, Z) transformation,

\[
Z_{\text{Ref.}(P,Q)}(S^3; q, t) = \frac{1}{N!} \int \prod_{i=1}^{N} \frac{dx_i}{2\pi} e^{-\frac{1}{2\hat{g}_s} x_i^2} \prod_{j=1}^{M} \frac{dy_j}{2\pi} e^{\frac{1}{2\hat{g}_s} y_j^2} \beta=1 \prod_{m=0}^{\beta-1} \prod_{i=1}^{N} \prod_{j=1}^{M} \left( e^{\frac{1}{2\hat{g}_s} (x_i - y_j) \hat{q}^2} + e^{-\frac{1}{2\hat{g}_s} (x_i - y_j) \hat{q}^{\frac{\beta}{2}}} \right)^{-2} \times \prod_{m=0}^{\beta-1} \prod_{i<j} \left( e^{\frac{1}{2\hat{g}_s} x_{ij} \hat{q}^2} - e^{-\frac{1}{2\hat{g}_s} x_{ij} \hat{q}^{\frac{\beta}{2}}} \right)^2 \prod_{i<j} \left( e^{\frac{1}{2\hat{g}_s} y_{ij} \hat{q}^2} - e^{-\frac{1}{2\hat{g}_s} y_{ij} \hat{q}^{\frac{\beta}{2}}} \right)^2 ,
\]

where the coupling constant is rescaled, \( \hat{q} = e^{-\hat{g}_s} \) with \( \hat{g}_s = PQg_s \). Now one can compute the \((P, Q)\) torus knot average of the Wilson loop operator with this integral, while the ordinary partition function corresponding to \((P, Q) = (1, 1)\) yields only the unknot average of the loop operator. The analysis of this integral would be interesting (and also complicated). However we only show some results especially for U(1|1) theory in Appendix B.

5 Discussion

In this paper we have studied the link average of the half-BPS Wilson loop operator in ABJM theory based on the localization method. The resultant expression is a simple generalization to the supermatrix integral of the bosonic U(N) Chern–Simons theory. We have computed the two- and three-link averages in the maximal representation using the operator formalism inspired by the three-dimensional topological field theory. For the two-link average, which plays a role of the modular \( S \)-matrix, we have obtained the factorization formula corresponding to decomposition of the original supergroup into its subsectors, \( \text{U}(N) \times \text{U}(M) \subset \text{U}(N|\text{M}) \). For the three-link average, we have shown the Verlinde formula in the \( \text{U}(N|\text{M}) \) theory. We have also discussed a refinement of ABJM theory by applying the argument based on topological string theory. Applying the conjectural formula for the \( \text{U}(N|\text{M}) \) Macdonald polynomial, we have derived the refined version of the link averages in several cases.

The operator formalism for the \( \text{U}(N|\text{M}) \) theory, as discussed in this paper, has an analogous structure with the bosonic \( \text{U}(N) \) theory for a class of the representation, which we call the maximal representations. This implies that we would have the chiral factorization on the boundary of the three-manifold. From the conformal field theoretical point of view, it is slightly an amazing property, because such a factorization does not occur in a wide range of CFTs involving internal supersymmetry. See, for example, a review article [19] on this topic. Therefore, in this sense, it would be interesting to see what happens in CFTs with internal supersymmetry with a sufficiently large representation, e.g., the maximal representation discussed in this paper.
The result obtained in this paper also suggests that we can similarly construct the knot invariant associated with the supergroup U(N|M) even without using the matrix integral formula, namely just based on the Skein relation. At this moment it is not yet obvious whether it is possible for generic representation. However, for the maximal representation, we have almost the same property of the link averages as the bosonic U(N) theory, and thus it suggests a possibility to build a topological invariant with the U(N|M) theory. Even in this case it is non-trivial, because originally ABJM theory is just conformal, but not yet topological. If we can successfully construct such an invariant, it would be interesting to study the volume conjecture for hyperbolic knots, since we can discuss the large representation limit with the maximal representation.

For the refined U(N|M) theory, there are a lot of works to be investigated. First of all, it must be important to prove the conjectural factorization formula for the U(N|M) Macdonald polynomial in the maximal representation. Since there is no determinant structure in this case, its proof would be more difficult than the Schur polynomial, and thus we should apply another approach, for example, based on the differential (difference) operator acting on the symmetric polynomial. A related issue is to explore an integrable model which is associated with the U(N|M) Macdonald polynomial, namely the supergroup version of the Ruijsenaars–Schneider model, and also its elliptic analog. In addition, it might be possible to construct W-algebra based on this kind of supergroup.
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A U(N|M) Schur polynomial

Let us summarize several properties of the U(N|M) Schur polynomial, which are useful for the computation in the main part. For U(N|N) theory, there is a determinantal formula, which is expressed in terms of the Frobenius coordinate of the partition \( \lambda = (\alpha_1, \ldots, \alpha_{d(\lambda)}|\beta_1, \ldots, \beta_{d(\lambda)}) \) \[ \text{[15]} \],

\[
s_{\lambda}(u; v) = \det_{1 \leq i, j \leq d(\lambda)} \left( \sum_{k, l=1}^{N} u_k^{\alpha_i} v_l^{\beta_j} (C^{-1})_{kl} \right) \quad \text{with} \quad C_{ij} = \frac{1}{u_i + v_j} . \tag{A.1}
\]

Here the matrix \( C \) is called the Cauchy matrix, and \( C^{-1} \) in the formula is its inverse. \( d(\lambda) \) is the diagonal length of the partition \( \lambda \), and the Frobenius coordinates are associated with the partition in a relation of \( \alpha_i = \lambda_i - i \) and \( \beta_i = \lambda_i^t - i \). This formula means that this Schur
Figure 3: The partition $\lambda = (14, 11, 11, 9, 8, 6, 5, 5, 4, 3, 2, 2)$ satisfying the maximal condition $\lambda_N \geq M$ for $N = 7$ and $M = 5$, which includes $\mu = (9, 6, 6, 4, 3, 1, 0)$ and $\nu = (5, 4, 3, 2, 2)$.

The polynomial is written as a determinant of those in the hook representation

$$s_\lambda(u; v) = \det_{1 \leq i, j \leq d(\lambda)} s_{(\alpha_i|\beta_j)}(u; v),$$

(A.2)

which is the Giambelli formula in this case. From this formula, it is easily shown that $s_\lambda(u; v) = 0$ if $d(\lambda) > N$, and let us call the representation corresponding to the situation with $d(\lambda) = N$, which is equivalent to $\lambda_N \geq N$, a maximal representation in this article.

An important consequence of the determinantal formula (A.1) is that, in the maximal situation $d(\lambda) = N$, it is factorized into the $U(N)$ and $U(M)$ Schur polynomials,

$$s_\lambda(u; v) = s_{\mu}(u)s_{\nu}(v) \prod_{i,j=1}^{N} (u_i + v_j),$$

(A.3)

where the partitions in this formula are obtained from the original one,

$$\mu_i = \lambda_i - N, \quad \nu_i = \lambda^t_i - N \quad \text{for} \quad i = 1, \ldots, N,$$

(A.4)

or equivalently,

$$\mu^t_i = \lambda^t_i - N, \quad \nu^t_i = \lambda_i + N.$$

(A.5)

This kind of factorization can be also found in $U(N|M)$ theory. In this case, we call the situation with $\lambda_N \geq M$ a maximal representation, and we have

$$s_\lambda(u; v) = s_{\mu}(u)s_{\nu}(v) \prod_{i=1}^{N} \prod_{j=1}^{M} (u_i + v_j).$$

(A.6)

Here the partitions are given by $\mu_i = \lambda_i - M$ for $i = 1, \ldots, N$ and $\nu_i = \lambda^t_i - N$ for $i = 1, \ldots, M$, or $\mu^t_i = \lambda^t_i + M$ and $\nu^t_j = \lambda_j + N$. We show an example of the maximal situation in Figure 3. This factorization reflects the fact that $U(N|M)$ group contains $U(N)$ and $U(M)$ groups as its subgroups, and the corresponding characters are labeled by the partitions $\mu$ and $\nu$ obtained from the original $\lambda$. 
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B  Refined $U(1|1)$ theory

In this Appendix we show several explicit results for the simplest situation in the refined $U(N|M)$ theory with $N = M = 1$. Let us first compute the partition function for the $(P, Q)$ torus knot \((1.14)\), which includes the original situation \((4.4)\) as $(P, Q) = (1, 1)$,

$$Z_{U(1|1)}^{\text{Ref.}(P,Q)} = \int \frac{dx \, dy}{2\pi \, 2\pi} e^{-\frac{1}{4g_s} (x^2-y^2)} \prod_{m=0}^{\beta-1} \left(2 \cosh x - y - m\hat{g}_s \right) \prod_{m=0}^{\beta-1} \left( 2 \cosh x - y - m\hat{g}_s \right)^{-1}. \tag{B.1}$$

Applying the Fourier transformation formula

$$\frac{1}{2 \cosh w} = \int \frac{dz}{2\pi} e^{2iwx/\pi} \cosh z, \tag{B.2}$$

we have an expression,

$$\int \frac{dx \, dy}{2\pi \, 2\pi} \prod_{m=0}^{\beta-1} \frac{dz_m}{2\pi} \frac{dw_m}{2\pi} e^{-\frac{1}{4g_s} (x^2-y^2)} \prod_{m=0}^{\beta-1} \frac{e^{(x-y-m\hat{g}_s)z_m/P+w_m/Q}}{\cosh z_m \cosh w_m}. \tag{B.3}$$

Integrating out $x$ and $y$ variables first, we obtain

$$Z_{U(1|1)}^{\text{Ref.}(P,Q)} = \frac{PQ}{k} \prod_{m=0}^{\beta-1} \left(q^{Pm/2} + q^{-Pm/2} \right)^{-1} \left(q^{Qm/2} + q^{-Qm/2} \right)^{-1}. \tag{B.4}$$

By taking $(P, Q) = (1, 1)$ and the non-refined limit $\beta = 1$, it reproduces the known result for the non-refined $U(1|1)$ theory,

$$Z_{U(1|1)}^{\text{Ref.}(P,Q)} \rightarrow Z_{U(1|1)}^{(1,1)} = \frac{1}{4k}. \tag{B.5}$$

Let us then compute the unknot average with $(P, Q) = (1, 1)$. In this case, only the hook representation is possible for the $U(1|1)$ Macdonald polynomial as well as the Schur polynomial (otherwise it trivially vanishes), and thus the conjectural formula \([155]\) yields

$$M_{(a|b)}(e^x; e^y) = e^{ax+by} \prod_{m=0}^{\beta-1} \left( e^{xq^{m/2}} + e^{yq^{-m/2}} \right) \tag{B.6}$$

$$= e^{\left(a + \frac{a+b}{2}\right)x + \left(b + \frac{a+b}{2}\right)y} \prod_{m=0}^{\beta-1} 2 \cosh \left( \frac{x - y - mg_s}{2} \right).$$

Thus the average of this Macdonald polynomial is given by

$$\left<M_{(a|b)}(e^x; e^y)\right> = \frac{1}{Z_{U(1|1)}^{\text{Ref.}(1,1)}} \int \frac{dx \, dy}{2\pi \, 2\pi} e^{-\frac{1}{4g_s} (x^2-y^2)} e^{\left(a + \frac{a+b}{2}\right)x + \left(b + \frac{a+b}{2}\right)y} \prod_{m=0}^{\beta-1} \left( 2 \cosh \left( \frac{x - y - mg_s}{2} \right) \right)^{-1} \tag{B.7}$$

$$= q^{\frac{a+b}{2}(a+b+\beta)(a-b)} \prod_{m=0}^{\beta-1} \frac{(q^{-m/2} + q^{m/2})^2}{q^{\frac{1}{2}(a+b+\beta-m)} + q^{-\frac{1}{2}(a+b+\beta-m)}}.$$
This expectation value should give the unknot invariant, especially the Poincaré polynomial of the corresponding knot homology, and the first factor can be interpreted as the framing factor.

We can similarly compute the \((P, Q)\) torus knot average with respect to the partition function Eqn. \((4.14)\). Now we rewrite the \(U(1|1)\) Macdonald polynomial using the \(q\)-binomial formula,

\[
M_{(a|b)}(e^x; e^y) = \sum_{\ell=0}^{\beta} q^{\frac{1}{2}(\beta-\ell) - \frac{1}{2}\ell(\ell-1)} \binom{\beta}{\ell}_q e^{(a+\beta-\ell)x+(b+\ell)y}, \tag{B.8}
\]

where the \(q\)-binomial coefficient is given by

\[
\binom{\beta}{\ell}_q = \frac{(1-q^\beta)(1-q^{\beta-1})\cdots(1-q^{\beta-\ell+1})}{(1-q)(1-q^2)\cdots(1-q^{\ell})} = \frac{(q^\ell+1;q)_{\infty}(q^{\beta-\ell+1};q)_{\infty}}{(q^{\beta+1};q)_{\infty}(q;q)_{\infty}}. \tag{B.9}
\]

Thus, if we can compute the expectation value of the monomial \(e^{(a+\beta-\ell)x+(b+\ell)y}\) with respect to the torus knot matrix model, we obtain the torus knot average. Now this average is given by

\[
\left\langle e^{(a+\beta-\ell)x+(b+\ell)y}\right\rangle_{(P,Q)} = q^{-\frac{PQ}{2}(a+\beta-\ell) - \frac{P}{2}(b+\ell)^2} \prod_{m=0}^{\beta-1} \frac{q^{Pm/2} + q^{-Pm/2} + q^{Qm/2} + q^{-Qm/2}}{q^{\frac{P}{2}(a+b+\beta-m)} + q^{-\frac{P}{2}(a+b+\beta-m)}}. \tag{B.10}
\]

Note that the \(\ell\)-dependence is only found in the framing factor in this expression, and thus we obtain the \((P, Q)\) torus knot average of the \(U(1|1)\) Macdonald polynomial,

\[
\left\langle M_{(a|b)}(e^x; e^y)\right\rangle_{(P,Q)} = \prod_{m=0}^{\beta-1} \frac{q^{Pm/2} + q^{-Pm/2} + q^{Qm/2} + q^{-Qm/2}}{q^{\frac{P}{2}(a+b+\beta-m)} + q^{-\frac{P}{2}(a+b+\beta-m)}} \times \sum_{\ell=0}^{\beta} q^{\frac{1}{2}(\beta-\ell) - \frac{1}{2}\ell(\ell-1)} \binom{\beta}{\ell}_q q^{-\frac{PQ}{2}(a+\beta-\ell) - \frac{P}{2}(b+\ell)^2}. \tag{B.11}
\]

We remark that this expression is symmetric under \(P \leftrightarrow Q\) and \(q \leftrightarrow q^{-1}\) apart from the framing factor. Furthermore, from the view point of the Macdonald polynomial, it is natural to have a symmetry of \(q \leftrightarrow t\), which is not obvious in this formula. It would be convenient to rewrite it using infinite product to see such a duality.

References

[1] E. Witten, “Quantum field theory and the Jones polynomial,” Commun. Math. Phys. 121 (1989) 351–399
[2] O. Aharony, O. Bergman, D. L. Jafferis, and J. Maldacena, “$\mathcal{N} = 6$ superconformal Chern–Simons–matter theories, M2-branes and their gravity duals,”

\textit{JHEP} 0810 (2008) 091, \texttt{arXiv:0806.1218 [hep-th]}

[3] O. Aharony, O. Bergman, and D. L. Jafferis, “Fractional M2-branes,”

\textit{JHEP} 0811 (2008) 043, \texttt{arXiv:0807.4924 [hep-th]}

[4] V. Pestun, “Localization of gauge theory on a four-sphere and supersymmetric Wilson loops,” \textit{Comm. Math. Phys.} 313 (2012) 71–129, \texttt{arXiv:0712.2824 [hep-th]}

[5] A. Kapustin, B. Willett, and I. Yaakov, “Exact Results for Wilson Loops in Superconformal Chern–Simons Theories with Matter,” \textit{JHEP} 1003 (2010) 089, \texttt{arXiv:0909.4559 [hep-th]}

[6] N. Drukker and D. Trancanelli, “A Supermatrix model for $\mathcal{N} = 6$ super Chern–Simons–matter theory,” \textit{JHEP} 1002 (2010) 058, \texttt{arXiv:0912.3006 [hep-th]}

[7] M. Mariño and P. Putrov, “Exact Results in ABJM Theory from Topological Strings,” \textit{JHEP} 1006 (2010) 011, \texttt{arXiv:0912.3074 [hep-th]}

[8] D. Gaiotto and E. Witten, “Janus configurations, Chern–Simons couplings, and the $\theta$-angle in $\mathcal{N} = 4$ super Yang–Mills theory,” \textit{JHEP} 1006 (2010) 097, \texttt{arXiv:0804.2907 [hep-th]}

[9] M. Aganagic and S. Shakirov, “Knot Homology from Refined Chern–Simons Index,” \textit{Commun. Math. Phys.} 333 (2014) 187–228, \texttt{arXiv:1105.5117 [hep-th]}

[10] D. Gaiotto and X. Yin, “Notes on superconformal Chern–Simons–Matter theories,” \textit{JHEP} 0708 (2007) 056, \texttt{arXiv:0704.3740 [hep-th]}

[11] A. Berele and A. Regev, “Hook Young-diagrams with applications to combinatorics and to representations of Lie superalgebras,” \textit{Adv. Math.} 64 (1987) 118–175.

[12] M. Aganagic, A. Klemm, M. Mariño, and C. Vafa, “Matrix model as a mirror of Chern–Simons theory,” \textit{JHEP} 0402 (2004) 010, \texttt{hep-th/0211098}

[13] I. G. Macdonald, \textit{Symmetric Functions and Hall Polynomials}. Oxford University Press, 2nd ed., 1997.

[14] M. Mariño and P. Putrov, “ABJM theory as a Fermi gas,” \textit{J. Stat. Mech.} 1203 (2012) P03001, \texttt{arXiv:1110.4066 [hep-th]}

[15] E. Moens and J. Van der Jeugt, “A Determinantal Formula for Supersymmetric Schur Polynomials,” \textit{J. Alg. Comb.} 17 (2003) 283–307.

23
[16] B. Eynard and T. Kimura, “Towards $U(N|M)$ knot invariant from ABJM theory,”
\[\text{arXiv:1408.0010 [hep-th]}\].

[17] E. P. Verlinde, “Fusion Rules and Modular Transformations in 2D Conformal Field
Theory,” \[\text{Nucl. Phys. B300 (1988) 360}\].

[18] P. Etingof and A. Kirillov Jr., “On Cherednik–Macdonald–Mehta identities,”
\[\text{Electron. Res. Announc. Amer. Math. Soc. 4 (1998) 43–47}\]
\[\text{arXiv:q-alg/9712051 [math.QA]}\].

[19] T. Quella and V. Schomerus, “Superspace conformal field theory,”
\[\text{J. Phys. A46 (2013) 494010 arXiv:1307.7724 [hep-th]}\].