We present a graph sampling and coarsening scheme (gSC) for computing lower and upper bounds for large-scale supply chain models. An edge sampling scheme is used to build a low-complexity problem that is used to finding an approximate (but feasible) solution for the original model and to compute a lower bound (for a maximization problem). This scheme is similar in spirit to the so-called sample average approximation scheme, which is widely used for the solution of stochastic programs. A graph coarsening (aggregation) scheme is used to compute an upper bound and to estimate the optimality gap of the approximate solution. The coarsening scheme uses node sampling to select a small set of support nodes that are used to guide node/edge aggregation and we show that the coarsened model provides a relaxation of the original model and a valid upper bound. We provide numerical evidence that gSC can yield significant improvements in solution time and memory usage over state-of-the-art solvers. Specifically, we study a supply chain design model (a mixed-integer linear program) that contains over 38 million variables and show that gSC finds a solution with an optimality gap of $<0.5\%$ in less than 22 minutes.
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1 **Introduction**

The rapid expansion of manufacturing and distribution systems drive the development of large-scale supply chain models [1, 2]. Despite advances in computing power and algorithms, the complexity of supply chain models continuously defies the capabilities of off-the-shelf tools and motivates the development of decomposition and approximation schemes [3].

Decomposition approaches take advantage of the underlying partially-connected nature of supply chain problems and, as the name suggests, aim to solve the original problem by decomposing it in smaller subproblems and by coordinating the solutions of such subproblems. Well-known decomposition paradigms include bilevel, Benders, and Lagrangian decomposition. Bilevel decomposition has mainly focused on multi-period supply chain models and aims to decompose the problem over time [4, 5, 6]. Benders decomposition has been primarily used for solving stochastic supply chain models (by decomposing over scenarios) [7, 8, 9, 10]. Lagrangian decomposition is a flexible paradigm that has been used for solving stochastic supply chain problems by decomposing over
the scenario space and for solving deterministic supply chain problems by decomposing them over space and time dimensions \([11, 12, 13, 14, 13, 15, 16]\). These decomposition approaches are capable of finding solutions for large-scale supply chain models with tight optimality gaps \([11, 12, 15]\).

Approximation is another paradigm that can be used to find solutions for large-scale supply chain problems; under this paradigm, one aims to solve an approximate/surrogate version of the original problem and to estimate the accuracy of the approximate solution. Aggregation (coarsening) is a powerful approach that is used to compute approximate solutions for optimization problems. At a fundamental level, coarsening omits local details of the problem while preserving the global structure \([17]\). For instance, one can partition the elements of an optimization model (e.g., nodes in an underlying graph or network) according to attributes. The aggregation process then aims to aggregate/cluster elements with similar attributes by minimizing a distance measure \([18]\). This distance can be defined, for instance, as the geographical distance between nodes in a graph \([17]\) or demands of products \([19]\). Product aggregation has been used in inventory management problems \([18]\) and production planning problems \([20]\). Network aggregation has been used in network flow problems \([21]\), vehicle routing problems \([22]\), and network design problems \([17]\)). Aggregation has also been used to tackle general linear programs by aggregating constraints \([23]\) and/or variables \([24]\). This approach is also known as row aggregation and column aggregation \([25]\). These aggregation schemes have also been used for computing bounds and for estimating the accuracy of approximate solutions (e.g., in the form of optimality gaps) \([26]\).

A well-known and powerful approximation paradigm for the solution of stochastic programs (such as stochastic supply chain models) is sample average approximation (SAA) \([27]\). This is a random sampling schemes that deals with complexity associated with a large (or even infinite) number of scenarios by building an approximate model that uses a smaller scenario set \([28]\). SAA has been widely used for solving large-scale stochastic supply chain models in a wide range of applications \([10, 29, 30, 31]\). A powerful feature of SAA is that it enables the computation of statistical lower and upper bounds of the true solution, which can be used to estimate the optimality gap. Diverse studies have shown that high-quality solutions can be obtained with this approach \([10, 29]\).

In this work, we propose an approximation scheme based on graph sampling and coarsening (gSC) for computing lower and upper bounds for large-scale supply chain models and to estimate their solution accuracy. Our approach targets a deterministic design model for multi-product supply chains; this model uses a graph representation of the supply chain that captures spatial and product interdependencies between participants that arise from product transportation and transportation. The proposed scheme is motivated by the observation that the size of the underlying graph of such problems scales (in the worst case) as \(O(|P| \cdot |N|^2)\), where \(|N|\) is the number of nodes and \(|P|\) is the number of products. This gives problems with a huge number of variables and constraints and hinders the ability of off-the-shelf solvers to tackle real applications. In addition to dimensionality, large-scale supply chain models are difficult to solve due to inherent solution degeneracy and tight algebraic coupling. The proposed gSC scheme is inspired by SAA in that is uses random edge sampling to build an approximate graph that uses a smaller (but representative) edge set. We show that this graph-sampling approach provides an approximate (but feasible) solution and provides a lower bound (for a maximization problem). To the best of our knowledge, this graph-sampling approach has not been considered in the literature. We also derive a graph-coarsening scheme for computing an upper bound and to estimate the optimality gap of the approximate solution; here, we borrow coarsening schemes previously used in the literature but adapt this to our context and extend these
by incorporating edge aggregation capabilities. Edge aggregation allows us to construct compact and tractable models and, to the best of our knowledge, this approach has not been considered in the literature.

We demonstrate the effectiveness of the proposed gSC scheme using a challenging agricultural waste management problem [32]. This is a supply chain design problem that explores optimal transportation and transformation pathways of dairy waste to obtain diverse value-added products. The supply chain model contains 1,372 nodes, 1.8 million transport edges, 12 processing technologies, and 20 products and yields a mixed-integer linear program (MILP) with 38 million variables and half a million of constraints. Using the proposed approach, we find an approximate solution with an optimality gap of 0.5% in 22 minute. In contrast, an off-the-shelf solver (Gurobi) struggles to find solutions in reasonable times due to memory constraints. Our results suggest that the proposed scheme can be adapted to tackle other supply chain models.

2 Supply Chain Model

We aim to develop algorithms for finding approximate solutions for large-scale multi-product supply chain models. The supply chain modeling framework considered here comprises a set of nodes \( \mathcal{N} \) (spatial locations), suppliers \( S \), consumers \( D \), products \( P \), technologies \( T \), and transportation edges (links) \( L \) [33]. The supply chain connects participants (suppliers, consumers, technologies, and transport services) through a complex graph. Specifically, the transportation participants offer product movement services across nodes via transportation edges, which induces spatial coupling. Technology participants offer processing services that convert raw materials into other value-added products (intermediate and final products), which induces coupling across products.

Each supplier \( i \in S \) has a supply flow \( s_i \in \mathbb{R}_+ \), a supplied product type \( p(i) \in \mathcal{P} \), maximum supplying capacity \( \bar{s}_i \in \mathbb{R}_+ \), location \( n(i) \in \mathcal{N} \), and cost \( \alpha_i^s \in \mathbb{R}_+ \). Each consumer \( j \in D \) has a demand flow \( d_j \in \mathbb{R}_+ \), requested product type \( p(j) \in \mathcal{P} \), maximum demanding capacity \( \bar{d}_j \in \mathbb{R}_+ \), location of consumer \( n(j) \in \mathcal{N} \), and cost \( \alpha_j^d \in \mathbb{R}_+ \). We use attributes to define the nested sets \( S_{n,p} \subseteq S_n \subseteq S \) with \( S_n := \{ i \in S \mid n(i) = n \} \) (i.e., all suppliers attached to node \( n \)) and \( S_{n,p} := \{ i \in S \mid n(i) = n, p(i) = p \} \) (i.e., all suppliers attached to node \( n \) and providing product \( p \)). We follow a similar reasoning to define the nested sets \( D_{n,p} \subseteq D_n \subseteq D \).

Each technology \( t \in T \) has a set of yield factors \( \gamma_{t,p} \in \mathbb{R} \), location \( n(t) \in \mathcal{N} \), reference product \( p(t) \in \mathcal{P} \), processing capacity \( \xi_t \in \mathbb{R}_+ \), operating cost \( \alpha_t^x \in \mathbb{R}_+ \), number of facilities installed \( y_t \in \mathbb{Z}_+ \), number of facilities available \( \bar{y}_t \in \mathbb{Z}_+ \), installation cost \( \alpha_t^y \in \mathbb{R}_+ \), and node \( n(t) \in \mathcal{N} \). Yield factors denote the units of product \( p \) consumed/generated per unit of reference product \( p(t) \) consumed/generated in the technology. A positive yield factor indicates product \( p \) is generated in the technology \( t \). A negative yield factor denotes the product \( p \) is consumed. When the yield factor is zero, then product \( p \) is neither produced nor consumed. The total amount of reference product \( p(t) \) processed at technology \( t \) is denoted as \( \xi_t \in \mathbb{R}_+ \). We denote the subset of technologies located in node \( n \) as \( T_n \subseteq T \), with \( T_n := \{ t \in T \mid n(t) = n \} \).

Each transportation edge \( \ell \in L \) has an associated flow \( f_\ell \in \mathbb{R}_+ \), product type transported \( p(\ell) \in \mathcal{P} \), maximum capacity \( \bar{f}_\ell \in \mathbb{R}_+ \), sending (origin) node \( n_s(\ell) \in \mathcal{N} \), and receiving (destination) node \( n_r(\ell) \in \mathcal{N} \). We define the set of all flows entering node \( n \in \mathcal{N} \) as \( L_n^\text{in} := \{ \ell \in L \mid n_r(\ell) = n \} \) and we define the set of all edges leaving node \( n \in \mathcal{N} \) as \( L_n^\text{out} := \{ \ell \in L \mid n_s(\ell) = n \} \).
We also define the nested subsets for entering edges $L_{n,p}^\text{in} \subseteq L_n^\text{in} \subseteq \mathcal{L}$ where $L_{n,p}^\text{in} := \{ \ell \in \mathcal{L} \mid n_r(\ell) = n, p(\ell) = p \}$. We use similar definitions to construct subsets $L_{n,p}^\text{out} \subseteq L_n^\text{out} \subseteq \mathcal{L}$.

Figure 1: Schematic of the supply chain model. Suppliers, consumers, and technology/transportation participants provide data consisting of cost bids $(\alpha^d, \alpha^s, \alpha^f, \alpha^\xi, \alpha^y)$ and capacities $(\bar{d}, \bar{s}, \bar{f}, \bar{\xi}, \bar{y})$. The supply chain model finds optimal allocations $(d, s, f, \xi, y)$ that maximize the total welfare.

The supply chain design model is given by:

$$
\max_{(s,d,f,\xi,y)} \left( \sum_{j \in D} \alpha^d_j d_j - \sum_{i \in S} \alpha^s_i s_i - \sum_{\ell \in \mathcal{L}} \alpha^f_\ell f_\ell - \sum_{t \in \mathcal{T}} \alpha^\xi_t \xi_t - \sum_{t \in \mathcal{T}} \alpha^y_t y_t \right)
$$

s.t.

$$
\begin{align*}
0 &\leq d_j \leq \bar{d}_j, \quad j \in D \\
0 &\leq s_i \leq \bar{s}_i, \quad i \in S \\
0 &\leq f_\ell \leq \bar{f}_\ell, \quad \ell \in \mathcal{L} \\
0 &\leq y_t \leq \bar{y}_t, \quad t \in \mathcal{T} \\
0 &\leq \xi_t \leq \bar{\xi}_t, \quad t \in \mathcal{T}
\end{align*}
$$

We refer to the objective function of this problem as the total welfare (denoted as $\varphi$) and we denote its optimal value as $\varphi^*$. As shown in Figure 1, all participants submit data, consisting of costs $(\alpha^d, \alpha^s, \alpha^f, \alpha^\xi, \alpha^y)$ and capacity limits $(\bar{d}, \bar{s}, \bar{f}, \bar{\xi}, \bar{y})$. The supply chain model identifies optimal allocations $x = (d, s, f, \xi, y)$ that maximize the total welfare and that satisfy the product balance constraints (2.2), capacity limits (2.3)-(2.7). Maximizing the total welfare (2.1) aims to maximize the value of the demand served while minimizing supply, technology, and transport costs. In the balance constraint (2.2), the left parenthesis denotes the total input flow of product $p$ into node $n$, including the total supply flows $\sum_{i \in \mathcal{S}_{n,p}} s_i$, and inlet flows from other nodes $\sum_{\ell \in \mathcal{L}_{n,p}^\text{in}} f_\ell$. The right parenthesis denotes the total output flow of product $p$ from node $n$, including the total demand flows $\sum_{j \in \mathcal{D}_{n,p}} d_j$, and the
outlet flows to other nodes $\sum_{\ell \in L_{\text{out},p}} f_\ell$. The third term accounts for the generation/consumption of product $p$ in all technologies $t$ located at node $n$. Constrains (2.7) impose capacity bounds for each technology; the processing capacity of a technology is zero if the facility is not built ($y_t = 0$), otherwise ($y_t > 0$), the total capacity is given by the per facility capacity ($\bar{\xi}_t$) and the number of facilities built ($y_t$). The feasible region defined by the constraints of the supply chain model is denoted as $\mathcal{F}$ and we note that this set contains the trivial allocation $(0, 0, 0, 0, 0)$ and we note that the supply chain problem is an MILP.

The supply chain model under study offers a compact representation of complex product transport and transformation tasks that take place in the system. This model also has interesting and important economic properties; specifically, one can show that supply chain design problem is equivalent to the design of a coordinated market and this enables the discovery of product prices and revenue streams allocated to participants [33].

3 Graph Sampling and Coarsening Scheme

The supply chain model embeds a graph that scales (in the worst case) as $O(|\mathcal{P}| \cdot |\mathcal{N}|^2)$. This complexity arises because, in many applications of interest, it is possible to move products across any pair of nodes in the supply chain. This complexity makes models of interest intractable to off-the-shelf solvers as this affects the number of decision variables, induces solution degeneracy, and induces algebraic coupling (which affects linear algebra operations taking place inside solvers). As such, it might be impossible to solve the supply chain model and compute the optimal welfare $\varphi^*$. The proposed approximation scheme (gSC) uses a graph sampling scheme that aims to obtain an approximate solution and a valid lower bound for the optimal welfare (the supply chain model is a maximization problem) and uses a coarsening scheme to obtain a valid upper bound that helps estimate the accuracy (optimality gap) of the approximate solution.

3.1 Graph Sampling

Inspired by SAA, we propose a graph-sampling approach that generates an approximate (smaller) graph of the supply chain. Here, we randomly sample a set of active edges $L_a$ from the entire edge set $L$. The edges that are not sampled are discarded and this equivalent to assume that these have zero flow. Edge sampling thus restricts the set of available flows and thus the feasible region, yielding a suboptimal solution and providing a lower bound. Figure 2 illustrates this scheme.

Using the edge partition induced via sampling, we construct the approximate supply chain model:
max \( \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{\ell \in L} \alpha_\ell^f f_\ell - \sum_{t \in T} \alpha_t^\xi \xi_t - \sum_{t \in T} \alpha_t^y y_t \) \tag{3.9a}

s.t. \( \sum_{i \in S_{n,p}} s_i + \sum_{\ell \in L_{a,n,p}} f_\ell - \left( \sum_{j \in D_{n,p}} d_j + \sum_{\ell \in L_{a,n,p}^{out}} f_\ell \right) + \sum_{t \in T_n} \gamma_{t,n,p} \xi_t = 0, (n,p) \in \mathcal{N} \times \mathcal{P} \) \tag{3.9b}

\begin{align*}
0 & \leq d_j \leq \bar{d}_j, \ j \in D \\
0 & \leq s_i \leq \bar{s}_i, \ i \in S \\
0 & \leq f_\ell \leq \bar{f}_\ell, \ \ell \in L_a \\
0 & \leq y_t \leq \bar{y}_t, \ t \in T \\
0 & \leq \xi_t \leq \bar{\xi}_t \cdot y_t, \ t \in T
\end{align*} \tag{3.9c-h}

We denote the feasible region of this approximate supply chain model is denoted as \( \mathcal{F} \) and the associated optimal total welfare as \( \varphi^* \). We note that the feasible regions \( \mathcal{E} \) and \( \mathcal{F} \) (for the original supply chain model) both contain the trivial solution allocation \((0, 0, 0, 0, 0)\). Moreover, since the approximate model forces \( f_\ell = 0, \ \ell \in L_r \), we have that \( \mathcal{E} \subseteq \mathcal{F} \). Therefore, the approximate model provides a feasible solution and a valid lower bound for the optimal total welfare of the original supply chain model \((\varphi^* \leq \varphi^*)\).

Given a desired number of active edges \( a = |L_a| \in \mathbb{Z}_+ \) we can repeat the sampling process for
multiple samples $L_a(\omega), \omega \in \Omega$ and solve the approximate supply chain model using such samples to obtain samples for the total welfare $\varphi_\omega, \omega \in \Omega$. Each of these welfare samples satisfies $\varphi_\omega \leq \varphi$ and we can compute statistics for the welfare such as the expected value $E[\varphi]$ and standard deviation $SD[\varphi]$. A large variance indicates that the current sample is small and thus sampled graphs do not reflect the characteristics of the full original graph (there is a high variability in the graph topology). To mitigate this variability, we can increase the sample size and repeat the process; increasing the sample size is expected to reduce variability in the graph structure and in the associated total welfare. A small variance of the solution indicates that either the sampled graphs are representative of the full graph or that the problem exhibits solution degeneracy (different sample graphs and associated solutions yield a similar total welfare).

### 3.2 Graph Coarsening

Coarsening (aggregation) is a classical and powerful technique that has been used for solving large-scale network flow problems. The basic idea behind these models is to replace the large-scale graph (network) with a smaller, approximate graph by aggregating nodes and edges. Solving the coarsened problem reduces computational complexity but the challenge is to ensure that the aggregated problem is constructed in a way that it provides a relaxation of the original model and a valid upper bound for the optimal welfare $\varphi^*$. 

The proposed aggregation scheme adapts partitioning and aggregation schemes proposed in [17, 26] to the multi-product supply chain setting of interest. Unfortunately, we will see that node aggregation is not sufficient to obtain a computationally tractable approximation; As such, we also propose to use an edge aggregation scheme. The combination of node and edge aggregation will provide a tractable approximation and a valid upper bound.

Figures 4 and 5 illustrate the graph aggregation process. Given the supply chain graph, we begin by randomly selecting a small set of nodes $N_a$ from the entire node set $N$. The selected nodes are called pivot nodes (or active nodes). Since the pivot nodes are selected at random, we also referred to them as sampled nodes. We define the complementary (remaining) set of nodes as $N_r$ and we note that $N_a \cup N_r = N$ and $N_a \cap N_r = \emptyset$. The graph aggregation seeks to collapse all nodes into the pivot

![Figure 3: Illustration of graph sampling with notation. On the left is the original graph and $L$ denotes the entire edge set. On the right, $L_a$ is the set of active edges (in blue) and $L_r$ is the set of inactive edges (in grey), there is no flow going through the inactive edges.](http://zavalab.engr.wisc.edu)
Figure 4: Illustration of the graph aggregation process. A small number of nodes are randomly chosen to be pivot nodes (colored nodes). The neighboring nodes (in grey) are aggregated with the corresponding pivot nodes to form graph partitions. The local (internal) edges in each partition are eliminated via node aggregation and the global edges connecting partitions are aggregated. The compact graph obtained is shown on the right. To increase the quality of the approximation, we increase the number of partitions (active nodes) and repeat the aggregation process.

nodes; to do so, we begin by inducing a node set partition; here, we assign a pivot node \( n \in \mathcal{N}_a \) to a node partition \( c \in \mathcal{C} \) (with partition index \( \mathcal{C} := \{1, 2, \ldots, C\} \)) and we assign nodes from \( \mathcal{N}_r \) to such partitions. This assignment is cast as an optimization problem of the form:

\[
\min_z \sum_{n \in \mathcal{N}_a} \sum_{n' \in \mathcal{N}_r} \theta_{n,n'} \cdot z_{n,n'} \\
\sum_{n \in \mathcal{N}_a} z_{n,n'} = 1, \ n' \in \mathcal{N}_r
\]  

The objective (3.10a) is to minimize the total distance between the active nodes and their neighboring nodes that are aggregated with them. Distance is defined in terms of an attribute; here, we use the geographical distance between nodes (captured implicitly in the transportation costs \( \alpha_{\ell} \)). This is because, as we will see, the goal of node aggregation is to ignore local (short-distance) transport costs. The binary variable \( z_{n,n'} \in \{0, 1\} \) defines whether node \( n' \in \mathcal{N}_r \) is aggregated with the pivot node \( n \in \mathcal{N}_a \).
Figure 5: Illustration of graph coarsening with notations. In the first plot, \( \mathcal{N} \) is the entire node set and \( \mathcal{L} \) is the entire edge set. In the second plot, the blue nodes are the pivot nodes and \( \mathcal{N}_a \) is the pivot node set. \( \mathcal{N}_r \) is the remaining node set. In the third plot, \( \mathcal{C} \) is the partition set, \( \mathcal{N}_c \) consists all the nodes within partition \( c, c \in \mathcal{C} \), \( \mathcal{L}^{loc} \) is the set of local edges (dash lines) within each partition, \( \mathcal{L}^{glo} \) is the set of crossing edges (solid lines). Among the crossing edges \( \ell \in \mathcal{L}_k^{glo} \), the one in red has the lowest flow cost \( \min_{\ell \in \mathcal{L}_k^{glo}} \alpha_f^\ell \). In the fourth plot, the internal edges \( \ell \in \mathcal{L}_k^{loc} \) are eliminated; only the crossing edges \( \ell \in \mathcal{L}_k^{glo} \) are preserved. In the fifth plot, the crossing edges are aggregated into a new edge, and the flow through this edge is named \( \hat{f}_k, k \in \mathcal{K} \). The flow cost of this edge is set to the lowest flow cost of the merged global edges, \( \alpha_k^f := \min_{\ell \in \mathcal{L}_k^{glo}} \alpha_f^\ell \).
node $n \in N_a$ and $\theta_{n,n'} \in \mathbb{R}_+$ denotes the distance between nodes $n \in N_a$ and $n' \in N_r$. The constraint (3.10b) enforces that each node is only assigned to one partition (thus yielding non-overlapping partitions). For a given node $n \in N$, we define its assigned partition as $c(n) \in C$.

The node partition induces a partition of the edge set as $L = L^{loc} \cup L^{glo} = L$ with $L^{loc} \cap L^{glo} = \emptyset$. Here, $L^{loc}$ is the set of local edges (internal to partitions) and $L^{glo}$ is the set of global edges (connect partitions). The edge partitions are constructed as:

$$L^{loc} = \{ \ell \in L | c(n_s(\ell)) = c(n_r(\ell)) \} \quad (3.11a)$$

$$L^{glo} = \{ \ell \in L | c(n_s(\ell)) \neq c(n_r(\ell)) \}. \quad (3.11b)$$

In other words, a local edge $\ell \in L^{loc}$ has the same sending and receiving partitions $c(n_s(\ell)) \in C$ and $c(n_r(\ell)) \in C$. A global edge $\ell \in L^{glo}$ has different sending and receiving node partitions $c(n_s(\ell)) \in C$ and $c(n_r(\ell)) \in C$. For convenience, we define the sending partition of an edge as $c_s(\ell) := c(n_s(\ell))$ and the receiving partition of an edge as $c_r(\ell) := c(n_r(\ell))$.

As is typically done in aggregation schemes, we eliminate the local nodes and edges within each partition (and thus collapse the partition into its pivot node). This process results in a graph with $|C|$ nodes and $|L^{glo}|$ edges. This aggregation process has been applied to large-scale shortest path problems [26] and network design problems [17]. Unfortunately, this approach does not reduce the number of global edges and this hinders our ability to tackle problems of interest. Specifically, the model under study allows for transportation of multiple products between nodes (and thus a large number of global edges are typically encountered).

To further reduce the graph complexity, we propose an approach that also aggregates global edges. To do so, we partition the global edge set as $L^{glo} = \bigcup_{k \in K} L^{glo}_k$ where $K := \{1, 2, ..., K\}$. Here, all the edges in a given edge partition $\ell \in L^{glo}_k$ have the same sending and receiving node partitions. To conduct global edge aggregation, we collapse a given edge partition $L^{glo}_k$ into a single edge. Here, an aggregated edge $k \in K$ has an associated flow $\bar{f}_k \in \mathbb{R}_+$ and has associated sending and receiving node partitions $c_s(k) \in C$ and $c_r(k) \in C$. This approach reduces the number of edges to $|K|$.

We now construct an approximate model that uses the aggregated graph representation containing $C$ nodes and $K$ edges. The goal is to show that this aggregated formulation provides a relaxation of the original supply chain model and delivers a valid upper bound for the optimal welfare $\varphi^*$.  

We first note that the flow constraint set of the original model can be expressed as:

$$0 \leq f_\ell \leq \bar{f}_\ell, \ \ell \in L^{loc} \quad (3.12a)$$

$$0 \leq f_\ell \leq \bar{f}_\ell, \ \ell \in L^{glo}_k, \ k \in K \quad (3.12b)$$

We relax this constraint set by eliminating the local edges and by aggregating the flows of the global edges (via linear combination):

$$0 \leq \sum_{\ell \in V_k} f_\ell \leq \sum_{\ell \in V_k} \bar{f}_\ell, \ k \in K. \quad (3.13a)$$
By defining the aggregated global flows and capacities as:

\[ \hat{f}_k := \sum_{\ell \in L_{k}^{glo}} g_{\ell}, k \in K \]  

\[ \bar{\hat{f}}_k := \sum_{\ell \in L_{k}^{glo}} \bar{g}_{\ell}, k \in K \]  

we can express the flow constraints as:

\[ 0 \leq \hat{f}_k \leq \bar{\hat{f}}_k, k \in K. \]  

(3.15a)

We now note that the nodal balance constraint set for the original model can be expressed as:

\[
\left( \sum_{i \in S_{n,p}} s_i + \sum_{\ell \in L_{n,p}^{in}} f_{\ell} \right) - \left( \sum_{j \in D_{n,p}} d_j + \sum_{\ell \in L_{n,p}^{out}} f_{\ell} \right) + \sum_{t \in T_n} \gamma_{t,p} \xi_t = 0, \ (n,p) \in N_c \times P, \ c \in C. \]

(3.16)

We relax this constraint set by aggregating the nodal balances (via a linear combination) in each partition \(c \in C\) as:

\[
\left( \sum_{n \in N_c} \sum_{i \in S_{n,p}} s_i + \sum_{\ell \in L_{n,p}^{in}} f_{\ell} \right) - \left( \sum_{n \in N_c} \sum_{j \in D_{n,p}} d_j + \sum_{\ell \in L_{n,p}^{out}} f_{\ell} \right) + \sum_{n \in N_c} \sum_{t \in T_n} \gamma_{t,p} \xi_t = 0, \ (c,p) \in C \times P
\]

(3.17)

We now split the set of edges entering a node \(n \in N_c\) into the subsets \(L_{n,p}^{in} = L_{n,p}^{in,loc} \cup L_{n,p}^{in,glo}\). These subsets are defined as:

\[ L_{n,p}^{in,loc} := \{ \ell \in \mathcal{L} \mid c_r(\ell) = c_s(\ell) \} \]  

(3.18)

\[ L_{n,p}^{in,glo} := \{ \ell \in \mathcal{L} \mid c_r(\ell) \neq c_s(\ell) \}. \]  

(3.19)

Similarly, the set of outlet edges is split as \(L_{n,p}^{out} = L_{n,p}^{out,loc} \cup L_{n,p}^{out,glo}\). This allows us to express the aggregated balances as:

\[
\left( \sum_{n \in N_c} \sum_{i \in S_{n,p}} s_i + \sum_{\ell \in L_{n,p}^{in,loc}} f_{\ell} + \sum_{\ell \in L_{n,p}^{in,glo}} f_{\ell} \right) - \left( \sum_{n \in N_c} \sum_{j \in D_{n,p}} d_j + \sum_{\ell \in L_{n,p}^{out,loc}} f_{\ell} + \sum_{\ell \in L_{n,p}^{out,glo}} f_{\ell} \right) + \sum_{n \in N_c} \sum_{t \in T_n} \gamma_{t,p} \xi_t = 0, \ (c,p) \in C \times P
\]

(3.20)

One can show that the aggregation of local flows entering the nodes in a partition equals to the aggregation of local flows leaving the nodes of a partition:

\[
\sum_{n \in N_c} \sum_{\ell \in L_{n,p}^{in,loc}} f_{\ell} = \sum_{n \in N_c} \sum_{\ell \in L_{n,p}^{out,loc}} f_{\ell}, \ (c,p) \in C \times P.
\]

(3.21)
Using this fact, we can write the aggregated nodal balances:

\[
\left( \sum_{n \in \mathcal{N}_c} \sum_{i \in \mathcal{S}_{n,p}} s_i + \sum_{n \in \mathcal{N}_c} \sum_{\ell \in \mathcal{L}_{n,p}^{\text{in},\text{glo}}} f_\ell \right) - \left( \sum_{n \in \mathcal{N}_c} \sum_{j \in \mathcal{D}_{n,p}} d_j + \sum_{n \in \mathcal{N}_c} \sum_{\ell \in \mathcal{L}_{n,p}^{\text{out},\text{glo}}} f_\ell \right) + \sum_{n \in \mathcal{N}_c} \sum_{t \in \mathcal{T}_n} \gamma_{t,p} \xi_t = 0, \quad (c, p) \in \mathcal{C} \times \mathcal{P}.
\]  

(3.22)

We now note that the total number of suppliers, consumers, and technologies in each partition \( c \in \mathcal{C} \) is simply the aggregation of such participants in the nodes associated with such partitions:

\[
\sum_{n \in \mathcal{N}_c} \sum_{i \in \mathcal{S}_{n,p}} s_i = \sum_{i \in \mathcal{S}_{c,p}} s_i, \quad (c, p) \in \mathcal{C} \times \mathcal{P}
\]

(3.23a)

\[
\sum_{n \in \mathcal{N}_c} \sum_{j \in \mathcal{D}_{n,p}} d_j = \sum_{j \in \mathcal{D}_{c,p}} d_j, \quad (c, p) \in \mathcal{C} \times \mathcal{P}
\]

(3.23b)

\[
\sum_{n \in \mathcal{N}_c} \sum_{t \in \mathcal{T}_n} \gamma_{t,p} \xi_t = \sum_{t \in \mathcal{T}_c} \gamma_{t,p} \xi_t, \quad (c, p) \in \mathcal{C} \times \mathcal{P}
\]

(3.23c)

where:

\[
\mathcal{S}_{c,p} := \{ i \in \mathcal{S} | c(n(i)) = c, \ p(i) = p \}
\]

(3.24a)

\[
\mathcal{D}_{c,p} := \{ j \in \mathcal{D} | c(n(j)) = c, \ p(i) = p \}
\]

(3.24b)

\[
\mathcal{T}_c := \{ t \in \mathcal{T} | c(n(t)) = c \}
\]

(3.24c)

The aggregation of flows can now be expressed in terms of the aggregated global edges as:

\[
\sum_{n \in \mathcal{N}_c} \sum_{\ell \in \mathcal{L}_{n,p}^{\text{in},\text{glo}}} f_\ell = \sum_{k \in \mathcal{K}_{c,p}^{\text{in}}} \hat{f}_k, \quad (c, p) \in \mathcal{C} \times \mathcal{P}
\]

(3.25a)

\[
\sum_{n \in \mathcal{N}_c} \sum_{\ell \in \mathcal{L}_{n,p}^{\text{out},\text{glo}}} f_\ell = \sum_{k \in \mathcal{K}_{c,p}^{\text{out}}} \hat{f}_k, \quad (c, p) \in \mathcal{C} \times \mathcal{P}
\]

(3.25b)

where:

\[
\mathcal{K}_{c,p}^{\text{in}} := \{ k \in \mathcal{K} | c_r(k) = c, \ p(k) = p \}
\]

(3.26a)

\[
\mathcal{K}_{c,p}^{\text{out}} := \{ k \in \mathcal{K} | c_s(k) = c, \ p(k) = p \}
\]

(3.26b)

This yields the aggregated balance constraints:

\[
\left( \sum_{i \in \mathcal{S}_{c,p}} s_i + \sum_{k \in \mathcal{K}_{c,p}^{\text{in}}} \hat{f}_k \right) - \left( \sum_{j \in \mathcal{D}_{c,p}} d_j + \sum_{k \in \mathcal{K}_{c,p}^{\text{out}}} \hat{f}_k \right) + \sum_{t \in \mathcal{T}_c} \gamma_{t,p} \xi_t = 0, \quad (c, p) \in \mathcal{C} \times \mathcal{P}.
\]

(3.27)
To aggregate the total welfare, we use the following sequence of observations:

\[
\varphi = \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{\ell \in \mathcal{L}} \alpha_{\ell}^f f_{\ell} - \sum_{i \in T} \alpha_i^\xi \xi_i - \sum_{i \in T} \alpha_i^y y_i
\]

(3.28a)

\[
= \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{\ell \in \mathcal{L}_{\text{loc}}} \alpha_{\ell}^f f_{\ell} - \sum_{i \in T} \alpha_i^\xi \xi_i - \sum_{i \in T} \alpha_i^y y_i
\]

(3.28b)

\[
= \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{\ell \in \mathcal{L}_{\text{loc}}} \alpha_{\ell}^f f_{\ell} - \sum_{k \in \mathcal{K}, \ell \in \mathcal{L}_{\text{glo}}} \alpha_{\ell}^f f_{\ell} - \sum_{i \in T} \alpha_i^\xi \xi_i - \sum_{i \in T} \alpha_i^y y_i
\]

(3.28c)

\[
\leq \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{\ell \in \mathcal{L}_{\text{loc}}} 0 \cdot f_{\ell} - \sum_{k \in \mathcal{K}, \ell \in \mathcal{L}_{\text{glo}}} \alpha_{\ell}^f f_{\ell} - \sum_{i \in T} \alpha_i^\xi \xi_i - \sum_{i \in T} \alpha_i^y y_i
\]

(3.28d)

\[
= \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{k \in \mathcal{K}} \sum_{\ell \in \mathcal{L}_{\text{glo}}} \alpha_{\ell}^f f_{\ell} - \sum_{i \in T} \alpha_i^\xi \xi_i - \sum_{i \in T} \alpha_i^y y_i
\]

(3.28e)

\[
= \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{k \in \mathcal{K}} \sum_{\ell \in \mathcal{L}_{\text{glo}}} \alpha_{\ell}^f f_{\ell} - \sum_{i \in T} \alpha_i^\xi \xi_i - \sum_{i \in T} \alpha_i^y y_i
\]

(3.28f)

\[
:= \varphi^*.
\]

(3.28g)

The first expression (3.28a) is the total welfare of the original supply chain problem. In (3.28b) we define this in terms of local and global edges and in (3.28c) we partition the global edges. In (3.28d) we eliminate the local flows (which is equivalent to setting a zero cost) and we define the cost of the global edges as \( \alpha_k^g := \min_{\ell \in \mathcal{L}_{\text{glo}}} \alpha_{\ell}^g \), which yields (3.28e). We thus have that this expression provides an upper bound for the total welfare. In (3.28f) we rewrite this expression in terms of the aggregated global flows and we use this expression as the total welfare of the aggregated supply chain problem (which we define as \( \varphi^* \)). By construction, this aggregation procedure yields \( \varphi \leq \varphi^* \) for any allocation \((s, d, f, \xi, y)\).

The aggregation of the constraint set and the and objective give the approximate model:

\[
\max_{(s,d,f,\xi,y)} \left( \sum_{j \in D} \alpha_j^d d_j - \sum_{i \in S} \alpha_i^s s_i - \sum_{k \in \mathcal{K}} \sum_{\ell \in \mathcal{L}_{\text{glo}}} \alpha_{\ell}^f f_{\ell} - \sum_{i \in T} \alpha_i^\xi \xi_i - \sum_{i \in T} \alpha_i^y y_i \right)
\]

(3.29a)

\[
\left( \sum_{i \in S_{c,p}} s_i + \sum_{k \in \mathcal{K}_{c,p}^{\text{out}}} \hat{f}_k \right) - \left( \sum_{j \in D_{c,p}} d_j + \sum_{k \in \mathcal{K}_{c,p}^{\text{in}}} \hat{f}_k \right) + \sum_{t \in T_c} \gamma_{t,p} \xi_t = 0, \quad (c,p) \in \mathcal{C} \times \mathcal{P}
\]

(3.29b)

\[
\begin{align*}
0 & \leq d_j \leq \tilde{d}_j, \quad j \in D \\
0 & \leq s_i \leq \tilde{s}_i, \quad i \in S \\
0 & \leq \hat{f}_k \leq \tilde{f}_k, \quad k \in \mathcal{K} \\
0 & \leq y_t \leq \tilde{y}_t, \quad t \in T \\
0 & \leq \xi_t \leq \tilde{\xi}_t \cdot y_t, \quad t \in T
\end{align*}
\]

(3.29c-3.29g)

We denote the feasible region of this problem as \( \mathcal{F} \) and its optimal total welfare is \( \varphi^* \). Because the associated constraint set is obtained by using linear combinations of the constraints of the feasible set \( \mathcal{F} \), we have that \( \mathcal{F} \subseteq \mathcal{F} \). In other words, the feasible set of the aggregated problem is a relaxation of the feasible set of the original problem. We also have that, by construction, \( \varphi \leq \varphi^* \) and thus \( \varphi^* \leq \varphi^* \) (the coarse problem provides a valid upper bound).
4 Numerical Case Study

We demonstrate the proposed approach in a supply chain problem that arises in dairy waste management; here, the goal is to deploy technologies to process the waste and obtain value-added projects. The study region is the upper Yahara watershed. The study region contains 1,372 nodes, which correspond to 1,167 croplands, 203 dairy farms and a couple of external consumers (see Figure 6). The system includes a total of 20 products, which include the raw material (dairy manure) waste, intermediate products (e.g., solid waste and digestate) and final (value-added) products (e.g., struvite and pellets). A total of 12 technologies are considered for converting the raw material into intermediate and final products. We implement this model in the algebraic modeling package JuMP and solve all problems using Gurobi 9.1.0. The code is executed on a computing server that contains a 17-core Intel(R) Xeon(R) CPU E5-2698 v3 processor running @2.30GHz. All scripts and data needed to reproduce the results are available at: https://github.com/zavalab/JuliaBox/tree/master/Graph_S&C.

Figure 6: Left: spatial distribution of the supply chain nodes (dairy farms, croplands, and external companies). The blue dots include 1167 croplands, the red dots include 203 dairy farms, and the green dots are two consumers. Right: supply chain graph with 1.88 million edges

We first consider a small-scale study to illustrate the concepts discussed; for this study, there are 20 nodes and \(20^2 = 400\) edges in the supply chain graph. Figure 7 shows three levels of graph coarsening. Figure 7a shows the spatial distribution of nodes and the layout of the original graph. In Figure 7b we show the coarsening of the original supply chain to obtain \(C = 2\) partitions and \(K = 1\) edge. The local edges within each partition are eliminated and the global edges between two partitions are aggregated into a new edge between the partitions. In Figure 7c we increase the number of partitions to \(C = 4\) and we obtain \(K = 6\) edges. Finally, at the third level, we do not perform any aggregation.

Figure 8 illustrates the graph-sampling process. For the original graph, there are 400 edges (Figure 8a). At the first level, \(|L_1| = 10\) edges are randomly chosen to be active (Figure 8b). We then increase the size of sample to \(|L_a| = 40\) active edges (Figure 8c). Here, we also show the remaining set of inactive edges. We can see that, as the number of sampled edges increases, the structure of the sampled graph resembles that of the original graph (even for a small number of edges).
Figure 7: Graph coarsening for small case study. (a) Geographic distribution of nodes and the layout of the original network. (b) The 20 nodes are split into $C = 2$ partitions and the partitions are aggregated to obtain 2 nodes (pivot nodes) and 1 edge. (c) The graph is split into $C = 4$ partitions these are aggregated to obtain a graph with 4 nodes and 6 edges.

Figure 9 summarizes the computational results for the small-scale case study. We consider three levels of aggregation; for each level, we repeat the sampling process $|\Omega| = 10$ times. Based on the samples, we compute 95% confidence intervals for the lower and upper bounds. The first level uses 10 sampled edges (for graph sampling) and 2 sampled nodes (for coarsening). We recall that the number of sampled nodes equals the number of partitions and pivot nodes. The approximate solution obtained in the first level achieves a 77.2% optimality gap. Here, we can observe a large variability of the lower bound (graph sampling) but a small variability for the upper bound (coarsening). At the second level, we increase the number of sampled edges to 40 and the number of partitions to 4. We
can see that this decreases the optimality gap by an order of magnitude (7.6%) and nearly completely eliminates the variability of the lower bound. This confirms our intuition that, as the graph structure is better captured by the sampled graph, less variability in the total welfare that is observed. At the third level, we keep all the edges (400 sampled edges) and nodes in the graph (20 pivot nodes). As
expected, as we increase the number of sampled edges and nodes, tighter bounds are obtained. This confirms that the gSC scheme is consistent and converges and that the variability collapses to zero.

Figure 9: Computational results for small-scale study. Level I includes 10 sampled edges and 2 sampled nodes and achieves a 77.2% optimality gap. Level II includes 40 sampled edges and 4 sampled nodes and achieves a 7.6% gap. Level III includes 400 sampled edges and 20 sampled edges and achieves a 0% gap.

To illustrate the computational scalability of the gSC approach, we now apply it to a large-scale model that contains the 1,372 nodes, 1.8 million transport edges, 12 technologies, and 20 products. Table 1 summarizes the number of constraints and variables of the original model and of the approximate models obtained with graph-sampling and graph-coarsening. The model contains more than 38 million continuous variables, 49,000 binary variables, and 78,000 constraints. We explored the performance of the proposed approach using three levels of approximation. At the third level of approximation, the graph-sampling approach used only 100,000 active edges (5.3% of the total number of edges). This reduced the number of continuous variables by an order of magnitude (from 38 million to 2.4 million). The coarsening approach generates compact graphs by eliminating the local edges and by collapsing global edges to single edges. This aggregation mechanism reduces the number of variables significantly; for instance, at the third level, the number of variables reduces from 38 million to just 500,000 (1.3% of the variables).

Table 1: Size of the original, graph-sampling and graph-aggregation models

| Level | Graph-Sampling | Graph-Aggregation |
|-------|----------------|-------------------|
|       | Variables       | Constraints       | Variables       | Constraints       |
|       | Continuous   | Binary | Equality | Inequality | Continuous   | Binary | Equality | Inequality |
| 1     | 449,559       | 49,392 | 27,440   | 50,881     | 432,439       | 49,392 | 200      | 50,881     |
| 2     | 629,559       | 49,392 | 27,440   | 50,881     | 439,239       | 49,392 | 400      | 50,881     |
| 3     | 2,429,559     | 49,392 | 27,440   | 50,881     | 450,039       | 49,392 | 600      | 50,881     |
| Original Model | 38,093,703 | 49,392 | 27,440   | 50,881     | 38,093,703 | 49,392 | 27,440   | 50,881     |
Table 2 shows the computational time and accuracy of the approximate solutions obtained. We can see that, by increasing the sample size, the standard deviation of the lower bounds decreases drastically. The computational time required for computing the lower bound in the third level is (on average) 735 sec. We can also see that tight upper bounds can be obtained after increasing the number of node samples from 10 to 30. The computational time required for solving the coarsened problem is (on average) 119 sec. Figure 10 shows the lower and upper bounds of three levels. We again see that, by increasing the sample size, the confidence intervals shrink and the bounds converge. Specifically, we see that the optimality gap decreases from 40.7% (in the first level) to 0.57% (in the third level).

| Level | Graph-Sampling | | Graph-Aggregation | | Gap |
|-------|----------------|---|-------------------|---|-----|
|       | #Edges | Avg CPUs | Best LB | Std of LB | #Partitions | Avg CPUs | Best UB | Std of UB |     |
| 1     | 1000  | 87      | $97,366,828 | 13,139,210 | 10         | 60      | $164,124,897 | 2445 | 40.7% |
| 2     | 10,000| 101     | $162,054,105 | 198,722   | 20         | 79      | $164,121,599 | 1623 | 1.26% |
| 3     | 100,000| 735    | $163,179,868 | 22,797    | 30         | 119     | $164,114,871 | 1715 | 0.57% |

Figure 10: Computational results for large-scale study. Level I includes 1000 sampled edges and 10 sampled nodes and achieves a 40.7% optimality gap. Level II includes 10,000 sampled edges and 20 sampled nodes and achieves a 1.26% gap. Level III includes 100,000 sampled edges and 30 sampled edges and achieves a 0.57% gap.

Figure 11 shows the optimality gap as a function of wall-clock time. The computational time of gSC includes the total time required for solving the problems in the three levels (lower& upper bounds). It takes more than 2000 sec for Gurobi to solve the relaxed linear program and takes almost 3000 sec to find a feasible solution. On the other hand, gSC only requires 293 sec to find a feasible solution within a 1% optimality gap. Given the large size of the supply chain problem, we cannot find any solution within 0.1% optimality within 24 hrs by using either Gurobi or gSC. We also highlight that, in actual applications, one can also obtain a good estimate of the number of sampled edges and partitions used in gSC and thus do not have to account for the computational time of all levels.
Figure 11: Optimality gaps of gSC and Gurobi as a function of running time on the large-scale agricultural waste supply chain instance. To achieve 1% optimality, gSC is ten times faster than Gurobi. To achieve 0.5% of optimality, gSC is still two times faster. To achieve 0.3% optimality, Gurobi is faster. Neither Gurobi nor gSC can find any solution within 0.1% optimality within 24 hrs.

We now compare the performance of the approximation schemes against Gurobi in models of different complexity. Here, we set the maximum RAM memory usage and test the largest model that Gurobi and gSC can handle with this memory budget. We then test Gurobi and gSC with a large amount of memory available and compare the computational time. Figure 12 shows the computational times obtained with Gurobi and gSC for a tight memory budget of 16GB. We start with a model with 100 nodes and progressively add nodes (this gives a test set with 13 problem instances). The largest instance in this test set is a model with 1,300 nodes. With a budget of 16 GB, only the first five instances can be solved by Gurobi. On the other hand, this memory budget is sufficient for finding approximate solutions with gSC in all instances. Specifically, the gSC finds high-quality solutions with <1% gap. Our results also indicate that, in order to handle all 13 instances, Gurobi requires at least 128 GB of memory (which is about eight times higher than the memory usage of gSC). With sufficient memory allocated, Gurobi finds solutions with 0.5% optimality gap for all 13 instances. As expected, the solution quality of the approximation scheme is lower than that achieved by Gurobi; however, the proposed approach can find approximate solutions much faster and/or with less memory. This type of flexibility is desirable, as it allows usage of different types of computing architectures.

5 Conclusions and Future Work

We have presented a graph sampling and coarsening (gSC) scheme for computing high-quality approximate solutions for large-scale supply chain models. We show that this scheme can deliver lower
bounds and upper bounds and can thus estimate the quality of the approximate solution. Our numerical results in a large model indicates that the proposed approach can tackle problems that are intractable to state-of-the-art solvers and can find good solutions under tighter memory and time budgets. As part of future work, we are interested in exploring hierarchical coarsening schemes for handling large-scale supply chain models with space-time dynamics.
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