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Abstract

In unsupervised data generation tasks, besides the generation of a sample based on previous observations, one would often like to give hints to the model in order to bias the generation towards desirable metrics. We propose a method that combines Generative Adversarial Networks (GANs) and reinforcement learning (RL) in order to accomplish exactly that. While RL biases the data generation process towards arbitrary metrics, the GAN component of the reward function ensures that the model still remembers information learned from data. We build upon previous results that incorporated GANs and RL in order to generate sequence data and test this model in several settings for the generation of molecules encoded as text sequences (SMILES) and in the context of music generation, showing for each case that we can effectively bias the generation process towards desired metrics.

1 Introduction

The unsupervised generation of data is a dynamic area of machine learning and an active research frontier. Besides generating a desired distribution, one often wants to guide the generative model towards certain desired criterion. For example, when generating music one might wish to reward the model for choosing certain melodic patterns. In the case of molecular design, besides generating valid molecules, one may want to optimize molecular properties to screen for their potential in solar cells or batteries or OLEDs. One way to impose arbitrary objectives to generative models is via naive reinforcement learning (RL), where we define hard coded rewards and treat the model as a player taking actions in a game-like setting. Unfortunately, depending on the objective, this approach may lead to unphysical or uninteresting samples.

Following the chemistry example, compounds can be represented as SMILES strings - text sequences that encode the connectivity graph of arbitrary molecules. SMILES have grammar rules based on chemical bonding, which can lead to valid expressions such as "N#Cc1cc[nH]n1" or invalid such as "C[[N", encoding a non-plausible molecule. In this setting a simple objective function such as "molecules should be valid" might skew our model to create monotonous repetitions of valid characters and generate strings such as "CCCN", "CCCCN", "CCCCCN", which are valid but not very interesting molecules in terms of chemical diversity.

Previous work has relied on specific modifications of the objective function to reach the desired properties. For example, in order to increase the number of generated valid molecules, Ranzato et al. added penalties for molecules with unrealistically large carbon rings (size larger than 6), molecules shorter than any training set sample, or molecules with less carbons than any molecule in
the training set. Without penalty or reward terms, RL can easily get stuck around local maxima which can be very far from the global maximum reward.

This type of reward optimization depends highly on experimentation as well as domain specific knowledge. In the Objective-Reinforced Generative Adversarial Network (ORGAN) introduced in this work, we explore the addition of an adversarial approach to the reinforcement learning setting using generative adversarial networks (GANs) to bias the generative process. GANs are a family of generative models proposed by Goodfellow et al [8] which are able to generate compelling results in a number of image-related tasks [19].

The proposed ORGAN model adds a GAN discriminator term to the reinforcement learning reward function. The generator is trained to maximize a weighted average of two rewards: the “objective,” which is hard coded and unchanging, and the discriminator, which is dynamically trained along with the generator in an adversarial fashion. While the objective component of the reward function ensures that the model selects for traits that maximize the specified heuristic, the changing discriminator part does not let the model lock on certain modes and therefore to generate uninteresting or repetitive data.

In order to implement the above idea, we build on SeqGAN, a recent work that successfully combines GANs and RL in order to apply the GAN framework to sequential data [20]. While our implementation uses recurrent neural networks (RNNs) to generate sequential data, in theory our model can be adapted to generate any type of data, as long as the GAN is trained via RL. We implement our model in the context of molecules and music generation, optimizing several different metrics. Our results show that ORGAN achieves better objective scores than maximum likelihood estimate (MLE) and SeqGAN, without sacrificing the diversity of generated data.

2 Model

As illustrated in Figure 1, the informal idea of ORGAN is that the generator is trained via policy gradient to maximize two rewards at the same time: one that improves the hard-coded objective and another that tries to fool the discriminator in a GAN setting.

![Illustration of ORGAN](image)

Figure 1: Illustration of ORGAN. Left: D is trained as a classifier receiving as input a mix of the real data and the generated data by G. Right: G is trained by RL where the reward is a combination of D and the objective, and is passed back to the policy function via Monte Carlo sampling.

More formally, the discriminator \( D_\phi \) is a Convolutional Neural Network (CNN) parameterized by \( \phi \). We feed both real and generated data to it and update \( D_\phi \) like we would any classifier

\[
\min_{\phi} \mathbb{E}_{Y \sim p_{data}(Y)} [\log D(Y)] + \mathbb{E}_{Y \sim p_{G_\theta}(Y)} [\log(1 - D(Y))] \tag{1}
\]

The generator \( G_\theta \) is an RNN parameterized by \( \theta \) using Long Short Term Memory (LSTM) cells [10] that generates \( T \) length sequences \( Y_{1:T} = (y_1, ..., y_T) \). Let \( R(Y_{1:T}) \) be the reward function defined for full length sequences. We will define it later in this section.

---

1 Implementation of this code is available online at [https://github.com/gablg1/ORGAN](https://github.com/gablg1/ORGAN)
We treat G as an agent in a reinforcement learning context. Its state \( s_t \) is the currently produced sequence of tokens \( Y_{1:t} \) and its action \( a \) is the next token \( y_{t+1} \) to select. The agent’s stochastic policy is given by \( G_\theta(y_t|Y_{1:t-1}) \) and we wish to maximize its expected long term reward

\[
J(\theta) = E[R(Y_{1:T})|s_0, \theta] = \sum_{y_1 \in Y} G_\theta(y_1|s_0) \cdot Q(s_0, y_1)
\]  

(2)

where \( s_0 \) is a fixed initial state. \( Q(s, a) \) is our action-value function that represents the expected reward at state \( s \) of taking action \( a \) and following our current policy \( G_\theta \) to complete the rest of the sequence. For any full sequence \( Y_{1:T} \), we have \( Q(s = Y_{1:T-1}, a = y_T) = R(Y_{1:T}) \) but we also wish to calculate \( Q \) for partial sequences at intermediate timesteps, considering the expected future reward when the sequence is completed. In order to do so, we perform \( N \)-time Monte Carlo search with the canonical rollout policy \( G_\theta \) represented as

\[
MC^{G_\theta}(Y_{1:T}; N) = \{Y^1_{1:T}, \ldots, Y^N_{1:T}\}
\]  

(3)

where \( Y^n_{1:T} = Y_{1:t} \) and \( Y^n_{t+1:T} \) is stochastically sampled via the policy \( G_\theta \). Now \( Q \) becomes

\[
Q(s = Y_{1:t-1}, a = y_t) = \begin{cases} 
1/N \sum_{n=1,\ldots,N} R(Y^n_{1:T}), Y^n_{1:T} \in MC^{G_\theta}(Y_{1:T}; N), & \text{if } t < T. \\
R(Y_{1:T}), & \text{if } t = T.
\end{cases}
\]  

(4)

Following the original SeqGAN work, in order to apply reinforcement learning to an RNN, an unbiased estimation of the gradient of \( J(\theta) \) can be derived as

\[
\nabla_\theta J(\theta) \approx \frac{1}{T} \sum_{t=1,\ldots,T} E_{y_t \sim G_\theta(y_t|Y_{1:t-1})} \left[ \nabla_\theta \log G_\theta(y_t|Y_{1:t-1}) \cdot Q(Y_{1:t-1}, y_t) \right]
\]  

(5)

Finally in ORGAN we simply define the reward function for a particular sequence \( Y_{1:t} \) as

\[
R(Y_{1:T}) = \lambda \cdot D_\phi(Y_{1:T}) + (1 - \lambda) \cdot O(Y_{1:T})
\]  

(6)

where \( D_\phi \) is the discriminator and \( O \) is the objective representing any heuristic that we like. When \( \lambda = 0 \) the model ignores \( D \) and becomes a naive RL, whereas when \( \lambda = 1 \) it is simply a SeqGAN model.

Algorithm[1] shows pseudocode for the proposed model. Highlighted in blue are the specific differences between SeqGAN and our model. All the gradient descent steps are done using the Adam
Note that our implementation on top of SeqGAN is merely because we are working with sequential data. In theory, the ORGAN model can be used with most types of GAN.

**Algorithm 1: Objective-Reinforced Generative Adversarial Networks (ORGAN)**

**require**: Generator $G_\theta$; Discriminator $D_\phi$; dataset $S = \{Y_{1:T}\}$; objective $O : Y \rightarrow (0, 1)$

Initialize $G_\theta, D_\phi$ with random weights $\theta, \phi$;

Pre-train $G_\theta$ using MLE on $S$;

Generate negative samples using $G_\theta$ for training $D_\phi$;

Pre-train $D_\phi$ by minimizing the cross entropy;

repeat

for $g$-steps do

Generate a sequence $Y_{1:T} = (y_1, \ldots, y_T) \sim G_\theta$;

for $t$ in $1 : T$ do

Compute $Q(s = Y_{1:t-1}, a = y_t)$ by Eq. 4 using $D_\phi$ and $O$ to calculate rewards per Eq. 6

end

Update generator parameters $\theta$ via policy gradient by Eq 5.;

end

for $d$-steps do

Use $G_\theta$ to generate negative examples and combine with given positive examples $S$;

Train discriminator $D_\phi$ for $k$ epochs by Eq. 1;

end

until model converges;

3 Experiments

We compare ORGAN with three other methods of training RNNs: SeqGAN, Naive RL, and Maximum Likelihood Estimate (MLE). Each of the four methods is used to train the same architecture. All training methods involve a pre-training step of 240 epochs of MLE. The MLE baseline simply stops right after pre-training, while the other methods proceed to further train the model using the different approaches.

For each dataset, we first build a dictionary mapping the vocabulary - the set of all characters present in the dataset - to integers. Then we preprocess the dataset by transforming each sequence into a fixed sized integer sequence of length $N$ where $N$ is the maximum length of a string present in the dataset along with around 10% more characters increase flexibility. Every string with length smaller than $N$ is padded with "" characters. Thus the input to our model becomes a list of fixed sized integer sequences.

**Molecules**

In this work, we used three different chemistry datasets consisting of SMILES strings representing molecules in pharmaceutical contexts:

- **Drug-like** - A random subset of 15k drug-like molecules from ZINC database of 35 million commercially-available compounds for virtual screening, typically used for drug discovery [11]. The maximum sequence length is 121 and the alphabet size is 37.

- **Small mols** - A random subset of 15k molecules from the set of 134 thousand stable small molecules[18]. This is a subset of all molecules with up to nine heavy atoms (CONF) out of the GDB-17 universe of 166 billion organic molecules [18]. The maximum sequence length is 31 and the alphabet size is 25.

- **Tiny mols** - A smaller subset of the Small mols dataset containing all molecules with less than 12 atoms. The maximum sequence length is 29 while the alphabet size is 22.

When choosing reward metrics we picked qualities that are normally desired for drug discovery:

- **Novelty**: A function that will return a value of 1 if a SMILES encoded is a valid molecule that is outside of the training set. It will return 0.3 if it is only valid, and 0 if not.
Figure 2: Plots showing the rewards for the *Tiny* dataset across training epochs using $\lambda = 0.2$. Each plot is optimized for a particular objective (bold line). Visibly these rewards present the most growth in each case signifying the generated data is indeed receiving bias from the metric.

- **Diversity**: A function from 0 to 1 that measures the average similarity of a molecule with respect to a random subset of molecules for a training set. The closer to 0, the less diverse this molecule is.

- **Solubility (Log(P))**: A function that measures the solubility of a molecule in water normalized to the range 0 to 1 based on experimental data. The value is computed via RDKit’s LogP function [15].

- **Synthetizability**: A normalized version of the synthetic accessibility score [4] as implemented in RDKit, a measure based on molecular complexity and fragment contributions that estimates how hard (0) or how easy (1) it is to make a given molecule.

- **Druglikeness**: A heuristic that estimates how likely a molecule could be used as a drug for humans. Composed of a linear combination of Novelty, Diversity, Solubility and Synthetizability (positive reward if it falls within the range of -0.4 and 5.6).

| Dataset   | Algorithm       | Novelty | Diversity | Solubility | Synth. | Drug. |
|-----------|-----------------|---------|-----------|------------|--------|-------|
| *Tiny mols* | Naive RL        | 0.94    | 0.69      | 0.40       | 0.73   | 0.90  |
|           | ORGAN ($\lambda = 0.2$) | 0.92    | 0.51      | 0.38       | 0.73   | 0.90  |
|           | SeqGAN          | 0.22    | 0.41      | 0.21       | 0.30   | 0.59  |
|           | MLE             | 0.52    | 0.24      | 0.12       | 0.16   | 0.42  |

| *Small mols* | Naive RL        | 0.96    | 0.69      | 0.70       | 0.83   | 0.93  |
|              | ORGAN ($\lambda = 0.8$) | 0.23    | 0.41      | 0.22       | 0.30   | 0.6   |
|              | SeqGAN          | 0.32    | 0.11      | 0.20       | 0.17   | 0.28  |
|              | MLE             | 0.38    | 0.14      | 0.24       | 0.24   | 0.38  |

| *Drug-like*  | Naive RL        | 0.95    | 0.64      | 0.41       | 0.82   | 0.91  |
|              | ORGAN ($\lambda = 0.8$) | 0.97    | 0.56      | 0.78       | 0.81   | 0.92  |
|              | SeqGAN          | 0.24    | 0.09      | 0.13       | 0.12   | 0.19  |
|              | MLE             | 0.32    | 0.13      | 0.20       | 0.20   | 0.29  |

Table 1: Evaluation of different training methods on different datasets, optimizing for solubility. Each measure was taken over a set of 6400 generated molecules.

Table[1] shows quantitative results comparing ORGAN to other baseline methods in different datasets. The table includes values for some of the metrics utilized in the objective. While Figure[3] shows some of the generated molecules.

In Figure[2] we can observe that indeed the reward is inducing a bias in the generated data since each particular reward is growing the fastest before plateausing to a maxima. We also find that some metrics will improve after time along with the reward. This behavior is expected since many of the rewards are not independent. We can also observe that novelty presents the same pattern. This is again not
Table 2: SMILES strings for the molecules illustrated in Figure 3, each column is from a different training algorithm. Upon a glance, the naive RL molecules seem much less interesting than the SeqGAN and ORGAN ones because they are not as diverse and possess repetitive substructures.

![Figure 3: Molecules generated from a random subset of 10 SMILES for three different values of $\lambda$, optimizing for Druglikeness. The Naive RL molecules are constructed via simple repetition of characters, the SeqGAN are much more complex but are structures highly improbable to be found in nature, the $\lambda = 0.8$ setting lies between both regimes.](image)

Figure 3: Molecules generated from a random subset of 10 SMILES for three different values of $\lambda$, optimizing for Druglikeness. The Naive RL molecules are constructed via simple repetition of characters, the SeqGAN are much more complex but are structures highly improbable to be found in nature, the $\lambda = 0.8$ setting lies between both regimes.

Music

To further demonstrate the applicability of ORGAN, we extended its application to music. We used ABC notation, which allows music to be expressed in a text format, and facilitates reading the dataset.
Table 3: Results of ORGAN optimizing different metrics. Each measure was taken over a set of 6400 generated songs. Bolded entries represent the optimized metric as well as the diversity achieved by ORGAN in each experiment.

| Objective       | Algorithm   | Tonality | Melodicity | Ratio of Steps | Diversity |
|-----------------|-------------|----------|------------|----------------|-----------|
| **Tonality**    | Naive RL    | 0.629    | 0.640      | 0.023          | 0.086     |
|                 | ORGAN ($\lambda = 0.6$) | **0.449** | 0.452      | 0.010          | **0.274** |
|                 | SeqGAN      | 0.048    | 0.101      | 0.317          | 0.377     |
|                 | MLE         | 0.055    | 0.097      | 0.280          | 0.560     |
| **Melodicity**  | Naive RL    | 0.467    | 0.629      | 0.062          | 0.238     |
|                 | ORGAN ($\lambda = 0.6$) | 0.594 | **0.679** | 0.033          | **0.386** |
|                 | SeqGAN      | 0.057    | 0.103      | 0.304          | 0.535     |
|                 | MLE         | 0.055    | 0.097      | 0.280          | 0.560     |
| **Ratio of Steps** | Naive RL | 0.001    | 0.003      | 0.901          | 0.278     |
|                 | ORGAN ($\lambda = 0.8$) | 0.010 | 0.030      | **0.771**      | **0.551** |
|                 | SeqGAN      | 0.044    | 0.084      | 0.302          | 0.648     |
|                 | MLE         | 0.055    | 0.097      | 0.280          | 0.560     |

and analyzing its contents. In this work we use the Nottingham [1] dataset, filtering out sequences longer than 80 notes. We generate songs optimizing three different metrics:

- **Tonality**: This measures how many perfect fifths are in the music that is generated. A perfect fifth is defined as a musical interval whose frequencies have a ratio of approximately 3:2. These provide what is generally considered pleasant note sequences due to their high consonance.

- **Melodicity**: In order of decreasing consonance, we have the following intervals: perfect fifth, perfect fourth, major sixth, major third, minor third, minor sixth, major second, minor seventh, and minor second [16]. We decided that, for an interval to be considered melodic, it must be one of the top three in the above list. Note that tonality is a subset of melodicity, as maximizing tonality also helps maximize melodicity.

- **Ratio of Steps**: A step is an interval between two consecutive notes of a scale. An interval from C to D, for example, is a step. A skip, on the other hand, is a longer interval. An interval from C to G, for example, is a skip. By maximizing the ratio of steps in our music, we are adhering to conjunct melodic motion [3]. Our rationale here is that by increasing the number of steps in our songs we make our melodic leaps rarer and more memorable [5].

Moreover we calculate diversity as the average pairwise edit distance of the generated data following the approach of Habrard et al [2]. We do not attempt to maximize this metric explicitly but we keep track of it to shed light on the trade-off between metric optimization and sample diversity in the ORGAN framework.

Table [3] shows quantitative results comparing ORGAN to other baseline methods optimizing for three different metrics. ORGAN outperforms SeqGAN and MLE in all of the three metrics. Naive RL achieves a higher score than ORGAN for the Ratio of Steps metric, but it underperforms in terms of diversity, as Naive RL would likely generate very simple rather than diverse songs. In this sense, similar to the molecule case, although the Naive RL ratio of steps score is higher than ORGAN’s, the actual generated songs can be deemed much less interesting. By tweaking $\lambda$, the ORGAN approach allows one to explore the trade-off between maximizing the desired objective and maintaining diversity or “interestingness.”

Besides the expected correlation between Tonality and Melodicity, we also noticed an inverse relationship between Ratio of Steps and any of the other two. This is because two consecutive notes, what qualifies as a step, do not have the frequency ratios of perfect fifths, perfect fourths, or major sixths, which are responsible for increasing Melodicity.

Figure [4] shows the distribution of the tonality of data sampled from ORGAN and from the training set. As $\lambda$ increases, the curves become more smooth since the discriminator forces the model to approach the structure of the training set. Without the discriminator component, naive RL ($\lambda = 0$)
Figure 4: Tonality distributions of the sampled data from ORGAN with different values of λ as well as from the training set. The x axis represents the tonality metric while the y axis represents the frequency of that particular tonality in the sampled data.

creates a distribution that does not seem very realistic because of its lack of diversity. In all cases, however, the RL component of ORGAN successfully skews the model towards data with higher values of tonality.

4 Conclusion and Future Work

In this work, we have presented a general framework which builds on the recent advances of Generative Adversarial Networks to optimize an arbitrary objective in a sequence generation task.

We have shown that ORGAN improves desired metrics achieving better results than RNNs trained via either MLE or SeqGAN. More importantly, we are able to tune the data generation towards a particular reward function while using the adversarial setting to keep data non-repetitious. Moreover, ORGAN is much easier to use as a black box than similar objective optimization models, since one does not need to introduce multiple domain-specific penalties to the reward function: many times a simple objective “hint” will suffice.

Future work should attempt to formalize ORGANs from a theoretical standpoint in order to understand when and how they converge. It is crucial to understand when GANs converge in general, which is still an open question. Future work should also do more to understand the influence of the choice of heuristic on the performance of the model.

Finally, future work should extend ORGANs to work with data that is not sequential, such as images. This requires framing the GAN setup as a reinforcement learning problem in order to add an arbitrary (not necessarily differentiable) objective function. We believe this extension to be quite promising since real valued GANs are currently better understood than sequence data GANs.
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