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\textbf{ABSTRACT}

Automated diagnostic techniques based on computed tomography (CT) scans of the chest for the coronavirus disease (COVID-19) help physicians detect suspected cases rapidly and precisely, which is critical in providing timely medical treatment and preventing the spread of epidemic outbreaks. Existing capsule networks have played a significant role in automatic COVID-19 detection systems based on small datasets. However, extracting key slices is difficult because CT scans typically show many scattered lesion sections. In addition, existing max pooling sampling methods cannot effectively fuse the features from multiple regions. Therefore, in this study, we propose an attention capsule sampling network (ACSN) to detect COVID-19 based on chest CT scans. A key slices enhancement method is used to obtain critical information from a large number of slices by applying attention enhancement to key slices. Then, the lost active and background features are retained by integrating two types of sampling. The results of experiments on an open dataset of 35,000 slices show that the proposed ACSN achieve high performance compared with state-of-the-art models and exhibits 96.3% accuracy, 98.8% sensitivity, 93.8% specificity, and 98.3% area under the receiver operating characteristic curve.

1. Introduction

The novel coronavirus disease (COVID-19), triggered by the severe acute respiratory syndrome coronavirus 2, has become a global pandemic over the last two years [1,2]. Despite the adoption of different forms of emergency response and targeted governance policies, the number of confirmed cases continues to increase rapidly. As of June 2022, more than 520 million people have been infected with COVID-19, with approximately 6.28 million deaths [3]. By October, the new data are as follows, 6,470,473 deaths have occurred, and the number of cases of infected people has increased to 600,216,125, indicating that 574,235,609 may have recovered.

Reverse transcription polymerase chain reaction (RT-PCR) testing is the quickest way to diagnose COVID-19 [4]. However, such tests involve certain drawbacks, particularly a high possibility of false negatives. Hence, their capacity to diagnose COVID-19 in the early stages of the disease is limited [5]. Recently, computed tomography (CT) images have played a vital role in COVID-19 diagnosis [6,7]; in previous studies, patients whose chest CT scans indicated typical COVID-19 symptoms yielded negative RT-PCR results [8]. However, accurately extracting slices to diagnose COVID-19 from many CT images is challenging. Diagnosing COVID-19 from CT scans requires professional expertise and
extensive clinical experience because many other lung diseases exhibit similar features. Therefore, the development of an effective, accurate, and fast diagnostic tool is critical.

Artificial-intelligence-based models have been successfully employed in the field of medical imaging analysis, particularly for detecting COVID-19. Extensive research [9–16] has shown the automatic diagnosis of COVID-19 by using medical scanning images has excellent potential. Recently, Heidarian et al. [17] proposed a network architecture called CT-Caps based on 3D convolutional neural networks (CNNs) and designed to extract features from 3D CT by using a capsule network; they adopted the max pooling sampling method to obtain the last feature map. The feature maps were then input into a fully connected layer for case classification. However, the following problems remain to be solved in the field of COVID-19 diagnosis from CT images using CT-Caps networks.

- The existing capsule network only processes each slice individually. When COVID-19 patients have multiple minor lesion areas scattered between different CT slices, the capsule network mistakenly extracts features from low-value slices because it cannot identify the most critical and representative slice. This causes false negative results for some patients with pathological changes.
- The existing method uses a max pooling method to sample the feature map, focuses only on the most active local information, and directly discards other information. For patients with multiple lesion regions, the active information only represents parts of the lesion regions. Hence, discarding a substantial amount of information may lead to misclassification.

Therefore, to diagnose COVID-19 rapidly and more precisely, critical distinctions between slices should be established by combining all CT slices, and the maximum amount of information should be extracted from as many key slices as possible. In the process of sampling the feature information graph, global information should be retained, and excessive information loss avoided. These approaches can be expected to lead to better classification results. In this study, we propose an attention capsule sampling network (ACSN) to detect COVID-19 from CT images by using key slices enhancement and a key pooling sampling method. Our proposed approach is designed to solve the two aforementioned problems. The contributions of this study are summarized as follows.

- To solve the problem that low-value slices may be mistakenly used as key slices for detection, we propose a key slices enhancement method that assigns different attention levels to different slices through a squeezing and excitation network and attention on key slices. This helps the network obtain high-value lesion information and achieve accurate classification.
- To address the problem that max pooling sampling only focuses on a portion of the information of feature maps and discards a large amount of information directly, we present a required key pooling sampling method that uses the advantages of the max pooling sampling and average pooling sampling methods to obtain feature maps that focus on local and global information. In addition, the method retains all lesion information to a certain extent.
- We combine the two aforementioned methods to propose the ACSN as a new network structure designed to solve the problems of CT-Caps [17]. The ACSN is evaluated on the COVID-CT-MD dataset [18], which consists of patient CT information and clinical information collected in 2020. In a direct experimental comparison, the ACSN considerably outperforms existing state-of-the-art (SOTA) methods, and it reduces the occurrence of incorrect diagnoses effectively. The proposed approach is designed to serve as a tool for clinicians to diagnose COVID-19.

The remainder of this paper is structured as follows. Section 2 presents the relevant literature and some background. Section 3 introduces the proposed ACSN in detail. Section 4 describes the experimental setup and results. Section 5 introduces some extended discussions. Finally, the last section summarizes our findings and provides some possible future research directions.

2. Related work and background

2.1. COVID-19 detection technology

COVID-19 has proven to be one of the most severe threats to humans. Various advanced medical tools and facilities have been created to assist in the diagnosis of COVID-19, such as CT and X-ray imaging. Because of the versatility of CT screening methods and the ability to record three-dimensional lung views, CT is preferred over X-ray imaging. In general, because of the experiences with COVID-19 detection and lessons learned during the pandemic, developing more effective methods for diagnosing COVID-19 has remained an active research topic.

Several automatic detection systems have been developed to identify COVID-19 cases from images collected via CT scans. An algorithm named RF-SMA-SVM [19] was proposed to estimate the extent of COVID-19 infection; the main structures of the algorithm were a random forest classifier and a support-vector machine (SVM) model optimized by applying a slime-mold algorithm. The accuracy of this approach reached 90%. Kim and Jae [20] used various machine learning models to distinguish COVID-19 from pneumonia and performed grid searches to determine the best hyperparameters for each model. Finally, they confirmed that radioactive characteristics can be used as an index to distinguish COVID-19 from pneumonia. Ye et al. [21] proposed a method to extract features such as roughness and contrast from chest CT images to confirm the infected area and then extract an outline to detect lesions. Finally, the texture features and V-descriptors were fused to describe the severity of the disease. Ozturk et al. [22] proposed a deep neural network to automatically diagnose cases. Their proposed model has the advantage of being able to extract and segment features without using additional network structures. However, they used only a limited number of X ray scan images. In addition, Khan et al. [23] performed a multi classification test on chest radiographs using CoroNet, which was trained and tested on a finite dataset consisting of a few hundred images, and achieved an overall accuracy of 89.6% and an accuracy of 93%. Farhan et al. [24] proposed a model called SKICU-Net, which was designed to overcome the loss of information in dimension scaling by adding an extra hopping interconnection to the U-Net model. In addition, they introduced parallel convolution paths to a traditional DenseNet model to obtain a classification model. Their proposed approach achieved a score of 0.97 on segmentations tasks and an accuracy rate of 87.5%. Qi et al. [25] proposed an automatic deep learning pipeline, comprising four parts: lung segmentation, pathological slice selection, slice level prediction, and patient-level prediction. This method achieved 97.1% accuracy in lung segmentation, 98.1% accuracy in section, and 100% accuracy in patient-level diagnosis. Damasceno et al. [26] proposed a CNN structure to extract features from CT images and then used a tree structured Parzen estimator to optimize the hyperparameters of the network. The accuracy of their method was 99.7% and 98.9% on two datasets. Moreover, some methods that use other indicators have also been proposed. Shi et al. [27] created a functional design (EBSS SVM) for the early detection and classification of COVID-19 intensity using coagulation indices. This approach achieved an accuracy of 91.9195%, a Matthew correlation coefficient of 90.529%, sensitivity of 90.9912%, and specificity of 98.5705%.

However, all these methods have significant drawbacks. For example, they cannot capture the spatial relationships between image instances. As a result, CNNs cannot successfully recognize objects that are rotated or subjected to other types of transformation compared with the samples in the training dataset. Specifically, deep learning models perform better for images with limited variability, and their
performance declines to some extent for complex images with high diversity.

Typically, the solution to such problems is to use a sufficiently large dataset that includes all possible positional and sequential formations. However, obtaining sufficiently massive public datasets for most current diseases, including COVID-19, is challenging. To address this key problem, Hinton et al. [28] proposed a capsule network structure called CapsNet to solve the problem by capturing the “part-whole relationship.” It was designed to consider not only the existence of features, but also their directionality. Consequently, this method does not require a large amount of data.

2.2. Attention mechanisms

2.2.1. Principle of attention mechanisms

Based on the human nervous and visual systems, attention mechanisms have been applied to neural network models and have achieved good results. Attention mechanisms learn to focus attention on different parts of the data to strengthen necessary parts and weaken other parts to complete tasks more effectively. Specifically, the output of an attention-based network is processed via weighting to complete the intended task. These models have the advantage of showing the relationship between parts in terms of weight.

2.2.2. Implementation of attention mechanism

In 2017, Girshick et al. [29] first applied this method to the visual field and achieved promising results. In 2017, Vaswani et al. [30] proposed a transformer structure to enable the rapid development of attention network models. In recent years, attention networks have been used to design networks for computer vision (CV)-related problems, and the Vit-transformer and Swin-transformer architectures have achieved good results.

2.2.3. Expansion of attention mechanism

Although the original transformer network was designed for natural language processing problems, it has been applied in other fields. A network called a visual converter suitable for CV tasks [31] was proposed, and excellent results were achieved by abandoning the previous system and relying completely on an encoder-decoder architecture. This network has contributed significantly to the development of attention mechanisms. As of 2022, the converter remains a SOTA approach. Other attention modules have also been developed for image processing, such as SK Attention [32] and ECA-Net [33], which use information collected from convolution operations to identify areas that should be considered more important. Hu et al. [34] studied the importance of comparing different convolution channels and proposed a compressed excitation block to adaptively recalibrate the characteristic response in the channel direction. Subsequently, the convolutional block attention module was designed to focus on both space and channel [35] to adaptively refine features. These results indicate the considerable prospects for the further development of attention mechanisms in learning systems.

2.3. Segmentation methods

The U-Net was proposed in 2015 and has been used extensively in diverse medical image segmentation tasks. Many researchers have proposed targeted improvements to the U-Net architecture to obtain U-net models designed to achieve better results for different problems. In 2015, Ronneberger et al. [36] first proposed the U-Net structure, which was used to segment images of cells under electron microscopy and achieved excellent results in the International Symposium on Biomedical Imaging competition that year. The network can improve the efficiency of visual recording. The advent of the U-Net has facilitated comprehensive feature map by focusing on the active and background facts areas. We also standardize and adjust the step size for the database in this study. More specifically, the final output image is standardized between 0 and 1 to facilitate the generalization and effective convergence of the model. We modify the output size as per reference [38] for testing. Specifically, we adjust the output image size to 256 × 256 pixels instead of the typical 388 × 388 to reduce the complexity and internal storage requirements.

3. Proposed methods

In this study, we propose the ACSN model to automatically examine COVID-19 by using chest CT scans. Fig. 1 shows the overall network structure of the ACSN. The network involves the following stages: lung segmentation, primary feature sampling, key slices enhancement, key feature sampling, and fully connected layer classification stages. In the first stage, the model uses the U-Net (R231CovidWeb) architecture to segment lung regions shown in CT slices. A preliminary feature map is obtained in the second stage based on the capsule network. This stage uses the proposed key slices enhancement method to calculate the importance of each part of the feature set to help the model focus on slices that are more important for the detection task and obtain a new weighted feature map. The fourth stage uses the proposed key pooling sampling method to fuse the enhanced feature maps and obtains a more comprehensive feature map by focusing on the active and background information. Finally, classification of the feature maps as “exhibiting COVID-19” or as “negative” is performed using a fully connected network.

Head and tail CT images typically exhibit few or no lung regions and, thus, have little effect on the classification. We chose to use 108 slices in the middle of each scan to reduce the calculation time.

3.1. Key slices enhancement method

The existing capsule network defaults to considering all slices of a given patient as equally important, which does not achieve satisfactory results because the importance of different slices varies in practice. When a large amount of data must be processed, focusing on more key slices can solve the problem more effectively. Therefore, we propose a key slice enhancement method to improve the performance of the network on COVID-19 detection tasks. The key slices enhancement method is designed to make the most representative and informative slices more active to assist in the detection task. The specific operational process and the meaning of the formula are described below.

The 3D attention network first accepts the initial feature map obtained from the capsule network and then compresses its features to obtain a low-dimensional feature map, which is denoted as $s_{1}$ in Fig. 2. In addition, we named the initial feature map as model1, which contains the important feature information extracted from the original CT slice. The size of the feature graph is $b^{w}w^{n}1$, and each group of $b^{w}$ corresponds to an original slice, as shown in Fig. 2. Each slice in $s_{1}$ corresponds to the information of each initial slice, and $s_{1}$ can thus be used toreplace the other models. The structure of the model was a classical U-net architecture, and the database used for training comprised several different databases, including a COVID-19 database from a dataset called “MedSeg” which includes 100 CT images of patients with COVID-19 with lung region markers. The classical U-net was trained to obtain a new network called U-Net (R231CovidWeb). In this study, we use the U-Net (R231CovidWeb) model with a CT scan image as input, and the input scale is adjusted from the default size of 572 × 572 to a special size of 512 × 512 pixels. For the output, the model returns the lung tissue after removing the unimportant and artifact areas. We also standardize and adjust the step size for the database in this study. More specifically, the final output image is standardized between 0 and 1 to facilitate the generalization and effective convergence of the model. We modify the output size as per reference [38] for testing. Specifically, we adjust the output image size to 256 × 256 pixels instead of the typical 388 × 388 to reduce the complexity and internal storage requirements.

3. Proposed methods

In this study, we propose the ACSN model to automatically examine COVID-19 by using chest CT scans. Fig. 1 shows the overall network structure of the ACSN. The network involves the following stages: lung segmentation, primary feature sampling, key slices enhancement, key feature sampling, and fully connected layer classification stages. In the first stage, the model uses the U-Net (R231CovidWeb) architecture to segment lung regions shown in CT slices. A preliminary feature map is obtained in the second stage based on the capsule network. This stage uses the proposed key slices enhancement method to calculate the importance of each part of the feature set to help the model focus on slices that are more important for the detection task and obtain a new weighted feature map. The fourth stage uses the proposed key pooling sampling method to fuse the enhanced feature maps and obtains a more comprehensive feature map by focusing on the active and background information. Finally, classification of the feature maps as “exhibiting COVID-19” or as “negative” is performed using a fully connected network.

Head and tail CT images typically exhibit few or no lung regions and, thus, have little effect on the classification. We chose to use 108 slices in the middle of each scan to reduce the calculation time.

3.1. Key slices enhancement method

The existing capsule network defaults to considering all slices of a given patient as equally important, which does not achieve satisfactory results because the importance of different slices varies in practice. When a large amount of data must be processed, focusing on more key slices can solve the problem more effectively. Therefore, we propose a key slice enhancement method to improve the performance of the network on COVID-19 detection tasks. The key slices enhancement method is designed to make the most representative and informative slices more active to assist in the detection task. The specific operational process and the meaning of the formula are described below.

The 3D attention network first accepts the initial feature map obtained from the capsule network and then compresses its features to obtain a low-dimensional feature map, which is denoted as $s_{1}$ in Fig. 2. In addition, we named the initial feature map as model1, which contains the important feature information extracted from the original CT slice. The size of the feature graph is $b^{w}w^{n}1$, and each group of $b^{w}$ corresponds to an original slice, as shown in Fig. 2. Each slice in $s_{1}$ corresponds to the information of each initial slice, and $s_{1}$ can thus be used to
obtain the importance of different slices. The specific process is implemented by compressing the feature map of $h \times w \times n_1$ into a feature map of $1 \times 1 \times n_1$, and $h$ and $w$ are respectively used to represent the height and width of the feature graph. In this study, they were 32 and 16, and $n_1$ was 108, which indicates the number of slices. The calculation formula is as follows.

$$s_1 = F_{sq}(h, w) = \frac{1}{h \times w} \sum_{i=1}^{h} \sum_{j=1}^{w} model_1(i,j)$$  \hspace{1cm} (1)$$

The next step is to generate the attention of each slice. The main purpose of this process is to calculate the importance of each slice in $s_1$ through the fully connected layers, determine the location of the key slices through the fully connected layer network and finally obtain an importance array called $s_2$, as shown in Fig. 2. The generation of importance depends mainly on the two fully connected layers in the attention network, with an activated ReLU layer between the layers. The most critical operation is to reduce the dimensions in the first fully connected layer. This enables more nonlinear processing to be added and complex correlations between slices to be fitted and can reduce the number of parameters and calculations required.

The second fully connected layer performs dimensionality recovery to obtain the importance of each component in the classification task, with the importance normalized between 0 and 1 using a sigmoid function. The above processes of attention generation and dimension recovery are summarized as $F_{ex}(s_1)$. The final generated importance is represented as an array of size $1 \times 1 \times n_1$, named $s_2$, and is calculated as follows,

$$s_2 = F_{ex}(s_1) = \text{Sigmoid}(\text{ReLU}(s_1 W_1 + b_1) W_2 + b_2)$$  \hspace{1cm} (2)$$

Here $s_1$ represents the compressed feature map described earlier. Parameters $w$ and $b$ are used in the fully connected layers and are obtained after training. The ReLU and sigmoid functions are the activation functions of the two fully connected layers. Then, the new array, $s_2$, which has the same format as $s_1$, can be obtained.

Subsequently, the generated importance array is applied to the preliminary feature map by multiplying the importance arrays corresponding to the slices by the initial values in the corresponding preliminary feature map. Finally, the new feature map, $Attention\_m1$ is obtained by applying more attention on the more important slices using the following formula,

$$x_c = F_{mul}(model1_c, s_2) = s_2 \times model1_c$$  \hspace{1cm} (3)$$

$Attention\_m1 = [x_1, x_2, ......., x_c]$  \hspace{1cm} (4)$$

Formula 3 shows the weighting process for a single slice. The main
operation is multiplication between the scalar $s_2$, and the feature map $\text{model}_{l_1} \in \mathbb{R}^{H \times W}$, and $c$ represents a serial number, $s_2$ represents the slice weight of the slice with subscript $c$, and Formula 4 shows that the weighted slices are combined to obtain the final weighted feature data.

3.2. Key pooling sampling method

Existing sampling methods mainly use max pooling, the main operation of which is to target each position of the feature map, extract the maximum value of that position on all channels, and finally combine them to obtain a new feature map of reduced dimensionality as shown in Formulas 5 and 6. The input of Formula 5 is the value of all channels at position $(h, w)$, with a size of $1 \times n$. Through the Max function, we compare the $n$ values and determine the largest value as the output. The output data size is $1 \times 1$, representing the final eigenvalue determined from the position $(h, w)$ of all slices. Formula 6 shows the composition of the maximum feature map. $\text{Attention}_{m_1}(h, w) \in \mathbb{R}^{1 \times n_1}$ in these formulas.

$$\text{Maximum}_{(h,w)} = \max(\text{Attention}_{m_1}(h, w))$$

$$\text{Max}_{m_1} = \begin{bmatrix} \text{Maximum}_{(1,1)} & \cdots & \text{Maximum}_{(1,n_1)} \\ \vdots & \ddots & \vdots \\ \text{Maximum}_{(1,1)} & \cdots & \text{Maximum}_{(1,n_1)} \end{bmatrix}$$

The max feature focuses only on the most active positions in all channels. When combined with an actual problem, it should not be discarded directly because relatively inactive information is also valuable characteristic information. However, other problems arise if the average pooling sampling method is used to preserve most of this information. The average feature sampling takes the average of each location on all channels to obtain a new feature map, as shown in Formulas 7 and 8. Therefore, the most important problem is that average pooling inhibits active information and strengthens background information, rendering the sampling process vulnerable to being misled by irrelevant information. The proposed key pooling sampling method fully exploits the advantages of max pooling sampling and average pooling sampling and is designed to avoid their negative impacts.

$$\text{Average}_{(h,w)} = \frac{\sum_{l=1}^{n_1} \text{Attention}_{m_1}(l,h,w)}{n_1}$$

$$\text{Mean}_{m_1} = \begin{bmatrix} \text{Average}_{(1,1)} & \cdots & \text{Average}_{(1,n_1)} \\ \vdots & \ddots & \vdots \\ \text{Average}_{(1,1)} & \cdots & \text{Average}_{(1,n_1)} \end{bmatrix}$$

Formula 7 describes the method to find the average value of a single position. Formula 8 shows the composition of the average feature map. In these formulas, $\text{Attention}_{m_1}(h, w) \in \mathbb{R}^{1 \times n_1}$.

In the key pooling sampling method, as shown in Fig. 3, the main operation is to use max pooling sampling and average pooling sampling to obtain two feature maps. The first of these is a partial active feature map: $\text{Max}_{m_1}$. The other is the global feature map: $\text{Mean}_{m_1}$. Then, we take 1/2 of these values and add them to obtain the last feature map. This process of adding and dividing by two is denoted by $F_{\text{conv}}$ as shown in Formula 9.

$$\text{Last feature map} = F_{\text{conv}}(\text{Max}_{m_1}, \text{Mean}_{m_1}) = \frac{(\text{Max}_{m_1} + \text{Mean}_{m_1})}{2}$$

Subsequently, the last feature maps are fed into a fully connected network layer comprising four fully connected layers to obtain patient-level COVID-19 diagnostic results.

4. Experiments and analysis

This section introduces the data sources and specific experimental methods used in this work, including the database, evaluation metrics, and the process used to train the model. We analyzed the problem-solving ability of the model through targeted experiments, ablation experiments and a quantitative evaluation.

4.1. Experimental setup

Extensive trials on lung CT scans of varying sizes were conducted using a DL GPU (Nvidia RTX2070) system with PyCharm and Python 3.6.2. (TensorFlow).

4.1.1. Introduction to the database

The dataset used in this study was released in 2021 and is called COVID-CT-MD [18]. The study included 169 COVID-19 patients, 60 CAP patients, and 76 normal patients. In COVID-CT-MD, an experienced radiologist detected and labeled slices with significant infection by analyzing 25 community-acquired pneumonia (CAP) and 55 COVID-19 patients. The COVID-19 patient data were collected from February to April 2020, which can more accurately reflect the early characteristics of COVID-19. To train the model more accurately and conveniently, in this study, we assume that all sections of CAP patients are sections without COVID-19 characteristics. The labeling process aimed to identify slices with significant COVID-19 lesions. The labeled data subset contained 4993 slices showing infection, whereas 18,416 slices showed no signs of infection. Details are presented in Table 1.

The COVID-CT-MD dataset is available at the URL given in the footnote. Refer to Ref. [18] for more information on the imaging setup and detailed description of the dataset. For more specific settings and experimental results of this database, please refer to Ref. [40].

4.1.2. Evaluation indicators

To evaluate the ACSN model more effectively, we selected some widely used performance evaluation metrics such as accuracy (ACC), sensitivity, specificity, and area under the receiver operating characteristic curve (AUC).

$$\text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}$$

$$\text{Sensitivity} = \frac{TP}{TP + FN}$$

$$\text{Specificity} = \frac{TN}{TN + FP}$$

The abbreviations in these equations are defined as follows. True positive (TP) indicates a sample that is predicted to show COVID-19, for which the patient actually had COVID-19. A true negative (TN) sample is predicted as not indicating COVID-19, and the patient did not have the disease. A false positive (FP) indicates a sample incorrectly predicted as positive. A false negative (FN) refers to a sample predicted as negative when the patient actually did have COVID.

4.1.3. ACSN training process

The initial feature sampling part of the ACSN is composed of a capsule network. The dataset used in capsule network training was composed of 18,000 slices marked by a doctor in COVID-CT-MD [18]. The corresponding tokens can be found in the Table titled "Slice-level-labels." The Adam optimizer was used in the training process with a learning rate of 1.00E-04 and a batch size of 16,100 epochs.

For the subsequent key slices’ enhancement method, key pooling sampling method, and four full connection layers, all the data from the COVID-CT-MD dataset were used for training. The Adam optimizer was used in the training process, and we tested various batch sizes before finally selecting a value of 16; however, the initial learning rate was
changed to 1.00E-03, and the corresponding epoch was changed to 500. The dataset was divided into two parts for training and testing with a ratio of 9:1.

We trained the ACSN and CT-CAPS models and show part of their training process in Fig. 4. From Fig. 4, it may be observed that the final accuracy of ACSN was clearly higher than that of CT-CAPS, and the accuracy of CT-CAPS improved very slowly. In contrast, the accuracy of ACSN improved very quickly and slowed down over the last 100 epochs. These results show that the training process of ACSN is considerably superior to that of CT-CAPS.

4.2. Analysis of the effects of the proposed key slices enhancement method

We also conducted comparative experiments to verify whether the key slices enhancement method helps the capsule network find slices that are more critical to the classification task.

First, six batches of critical sites were detected from three patients using two methods. The capsule network method and the proposed key slices enhancement method were compared. The three COVID-19 patients were incorrectly diagnosed as COVID-negative when using the capsule network, and they were correctly detected as having COVID-19 after the key slices enhancement method was added. Table 2 lists the heat maps of the slices with the top five key degrees among the six batches of slices.

In this study, the use of “pathological slices” and “key slices” renders the implementation of the method more convenient and accurate. As the name implies, pathological slices contain pathological information. The specific judgment refers to the slice-marking files in the database. The slice with more sampling times in the subsequent sampling process of the model is considered the key, and the formula used to calculate its degree of sampling is given as follows:

$$\text{sampling degree} = \frac{\text{number of sampled position}}{\text{number of all positions of the slice}}$$  \hspace{1cm} (13)

The higher the sampling degree of this slice, the more critical it is. If the critical slice is a pathological slice, the ability of the model to sample pathological information is improved.

As shown in Table 2, when we rely only on the capsule network to search for key slices, the obtained key slices do not contain rich information about lung lesions. For example, in the first patient, slices with the first, second, and fourth levels of activity determined by the capsule network contained only a small amount of lung information and even less information about COVID-19 lesions. For example, for the second patient, the slices with the second, fourth, and fifth levels of activity were the same and did not contain sufficient information about lesions. Simultaneously, for the third patient, the slices with the second, third, and fourth levels of activity may contain more information than those of the first two patients. However, these slices contained relatively little helpful information compared with the overall condition.

Overall, the key slices selected by the capsule network exhibited an obvious shortcoming. That is, most were low-value slices in a conventional perspective.

By observing the heat maps that we obtained by our method, we found some notable characteristics when key slices enhancement methods were used to look for key slices. That is, the key slices selected after using key slices enhancement methods largely included more lung tissue, and most of them were found to have pathological information (the database contains slice-level tags, and the category of slices was marked in the images). This means that key slices enhancement methods consider these slices as critical for categorizing tasks, and this result fits our conventional perception.

Table 3 lists and compares the proportion of pathological slices in the two batches of key slices obtained earlier. The results of this study are shown in bold.

Table 3 reveals that the proportion of pathological sections is significantly increased after the use of key feature enhancement. In particular, for Patient 3, the increase is nearly 10%. This means that for...
Patient 3, most of the key slices selected were pathological slices. This indicates that after the key feature enhancement method was used, the network was able to correctly identify more pathological slices as key slices that were helpful for the classification task. Furthermore, performance tests were executed on the entire database for both methods. The experimental results are listed in Table 4 and show that the key slices enhancement method improves the performance of the capsule network in all aspects. The results of this study are presented in bold.

Two points can be summarized from the above data and analysis.

- As shown in Table 2, the proposed key slices enhancement method in this study increased the weight of slices with large lung areas and more pathological information, which means that more sampling processes were carried out on these slices in the subsequent sampling process. However, this also narrows the sampling range to some extent. Overall, it may be observed from Table 2 that the model was able to complete the classification task more accurately after using the key slices enhancement method.
- After analyzing the proportion of pathological sections in the overall critical sections, we found that after using the key slices enhancement method, the network was able to find more pathological slices as key slices, which means that the pathological information in the key slices group was also improved.

Therefore, the network can find more effective slices as key slices
Table 3
Proportion of pathological slices in the key slices group. The first line shows the proportion of pathological slices found only using the capsule network, and the second line shows the proportion after the key slice enhancement method was used in the capsule network. The results of this study are presented in bold font.

| Methods                            | Test indicators | COVID-19 | COVID-19 | COVID-19 |
|------------------------------------|-----------------|----------|----------|----------|
| Capsule network                    | Lesion slices ratio | 40.2%    | 66.7%    | 57.4%    |
|                                    | Predicted results | Normal   | Normal   | Normal   |
| Capsule + key slices enhancement   | Lesion slices ratio | 46.8%    | 67.5%    | 66.8%    |
| (Our)                              | Predicted results | COVID-19 | COVID-19 | COVID-19 |

Table 4
Classification results of the two methods on the entire database.

| Methods                        | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|--------------------------------|--------------|-----------------|-----------------|
| Capsule                        | 89.8         | 94.6            | 83.7            |
| Capsule + key slices enhancement (Our) | 96.3         | 98.8            | 93.3            |

Using the key slices enhancement method.

4.3. Analysis of the effects of the key pooling sampling method

Because the max pooling sampling method focuses only on the most active information for patients with multiple lesion areas, using the max pooling sampling method directly discards a large amount of pathological and global information. Therefore, we propose a key pooling sampling method to solve this problem. Section 3 describes the key pooling sampling method. In addition, we experimentally demonstrated that the key pooling sampling method can solve the problems of max pooling sampling. The details of the experiments are as follows.

Table 5 shows two indicators, represent abstract and concrete aspects. The first is the slices utilization ratio, which is calculated by applying the following formula:

\[ \text{slices utilization ratio} = \frac{\text{number of slices sampled}}{\text{number of all slices of patient}} \]  

(14)

This index refers to the proportion of the number of sampled slices to the total number of patient slices when the model is finally sampled. Different methods can be used to infer the degree of pathological information utilization based on the slice utilization rate. The second is the prediction result, which has a value of either COVID-19-positive or normal. This represents the result of predicting the same patient using different pooling sampling methods. However, there is no formula for this metric. These two indicators demonstrate the advantages and disadvantages of the three pooling sampling methods.

The number of sections used by these three patients accounted for only 30.1%, 37.1%, and 43.4% of the total sections. This means that although patients had a large amount of slice information, max pooling sampling only extracts part of this data for classification. Moreover, all other slices of information were discarded. Therefore, the second CAP patient incorrectly tested positive for COVID-19.

Similarly, Table 5 shows that the average pooling sampling method achieved 100% utilization of slices because every slice of information was used. However, ultimately two COVID-19 positive patients were identified as negative by the averaging pooling sampling method. At the same time, for the second CAP patient, the test results of the max pool sampling method were incorrect, but the detection results of the average pool sampling method were correct.

These experimental results show that the average pooling sampling method utilized all slices but could not find the most active and vital information. This capability is unique to the max pooling sampling method. Therefore, the proposed key pooling sampling method integrates the advantages of the two methods.

Fig. 5 shows the final feature images obtained using the three methods presented in Fig. 5(a) and (b). Fig. 5(c) shows the max, average, and key pooling sampling methods. Each graph shows a red box to mark the most important region with a significant influence on the classification results. It may be observed that although the key areas in Fig. 5(a) of the max pooling sampling and Fig. 5(b) of the average pooling sampling were largely in the same position, the specific size and content of each significant area differed. Specifically, the key areas in Figure (a) are more obvious. As depicted in (c), the output shown in Fig. 5 retains the obvious parts of (a) in Fig. 5 and (b) in Fig. 5 to some extent. This represents the ability of our approach to integrate the benefits of max pooling and average pooling sampling.

We also scaled the experiment to the entire database and obtained the results shown in Table 6.

In Table 6, we can see that when using the average pooling sampling method, some noticeable changes in the results compared with max pooling sampling method exist. First, the specificity of the results is enhanced. This represents an increase in the network’s ability to detect healthy patients after successfully using all slices. Second, a significant decrease in sensitivity is observed. This means that the average pooling sampling method cannot obtain key information, which reduces the ability of the network to detect COVID-19. This shows that the average pooling sampling method is inadequate. Therefore, our proposed key pooling sampling method is designed to solve the problem more effectively. As indicated by the experimental results in Table 6, the accuracy of this method does not differ significantly from that of the other methods. However, the sensitivity and specificity of this method are between those of the other three. This means that the method successfully integrates the two traditional sampling methods. Therefore, the proposed ACSV algorithm exhibits three advantages. First, because the formula is very clear and only two steps are needed, our proposed approach is relatively easy to understand. Second, as presented in Table 6, the accuracy of our proposed method reaches 90%, and its sensitivity and specificity are at an intermediate level, which shows that it integrates the advantages of other methods to obtain a more comprehensive sampling ability. Finally, our proposed approach does not require the data for training, and it has good adaptability to most sampling problems and spreads well.

Therefore, the proposed key pooling sampling method inherits the ability of max pooling sampling to focus on key features and the ability of average pooling sampling to synthesize global information to achieve a more comprehensive analysis.
4.4. Ablation experiments

The proposed approach is designed to better extract the feature map information of patients using key slices enhancement and key pooling sampling methods. To demonstrate the contributions of each element of our proposed method, we conducted the ablation studies described in this section. This section lists the test results for four different networks on the same database, including 1) capsule network + max pooling sampling, 2) capsule network + key pooling sampling, 3) capsule network + key slices enhancement + max pooling sampling, and 4) capsule network + key slices enhancement + key pooling sampling (ACSN), and their specific performance is shown for comparison in Table 7.

As indicated in Table 7, when the key pooling sampling method is used to replace the max pooling sampling method, although the difference in accuracy between them is small, a large difference in sensitivity and specificity can be observed. The reasons for this result are described in the previous section.

When the key slices enhancement method in CT-Caps is used, the performance of the method is significantly improved. The specificity is improved by 10%, which indicates that the key slices enhancement effectively improves the ability of the capsule network to find the key slices.

Similarly, in the ACSN, all the metrics except sensitivity increase after replacing the max pooling sampling method with the key pooling sampling methods. This means that even though average pooling sampling in key pooling sampling reduces the network’s ability to discover lesion information, the overall accuracy improves. Therefore, we conclude that the ACSN can identify patients with large-scale lesion information more easily.

4.5. Comparison with the most advanced existing method

To validate the performance of the ACSN model, we evaluated its performance on the COVID-CT-MD dataset and compared it with several other methods, as shown Table 8.

Clearly, the proposed ACSN model showed superior performance compared to other methods in all indicators compared with the results published by Covid-Fact [40] and Vaidyanathan [41]. Moreover, compared with the results of Mohamed et al.’s study [43], the ACSN model was not superior in all indicators but did surpass it in some regards, especially in terms of specificity, with 1.4% better results. This means that ACSN further reduces the possibility of false positives. Moreover, its accuracy and sensitivity were 0.9% and 3.8% better, respectively. Finally, we compared ACSN with CT-Caps [17] and found that the specificity, accuracy, and sensitivity of our ACSN were greater by 14.8%, 7.9%, and 2.5%, respectively. To summarize, the proposed ACSN model outperformed the existing SOTA method.

In addition, to demonstrate the performance of ACSN more intuitively, we show its specific confusion matrix in Table 9. It may be observed that the classification ability of this model was more comprehensive, with only seven error cases.

![Fig. 5. Final feature maps were obtained by using the three methods. The salient features are marked in the red box.](image-url)
Table 9
Confusion matrix of ACSN.

| Forecast category | True category | 
|-------------------|---------------|
| Covid-19          | 164           |
| No covid-19       | 5             |
| Covid + Normal    | 2             |
| Cap + Normal      | 58            |

5. Discussion

We proposed an ACSN and introduced its main structures. We conducted an ablation study of the two new structures in the model to effectively illustrate the advantages of these two new structures, and the proposed ACSN achieved better results than previous SOTA methods in a direct comparison.

However, the ACSN has some limitations. First, it requires the number of slices of a single patient in the dataset to be more than 108. However, the number of slices captured may differ between hospitals, which significantly limits the adoption of the proposed method. Second, the proposed method can only divide slices into two categories, and the CAP cases in the database are considered as normal patients. Therefore, considering these two problems, we plan to conduct follow-up research. First, by dynamically extracting slice features, we plan to remove the restriction on the number of patient slices to enable the model to be applied in a wider variety of hospital facilities. Second, we plan to improve the model from two categories to three or more classes to suit additional application scenarios.

The scope of potential applications of the proposed model extends to other abnormalities of lung CT images and the classification of COVID-19. Furthermore, it can quickly and accurately classify various diseases.

6. Conclusion

In this study, we proposed an ACSN to screen for COVID-19 quickly, accurately, and interpretably. First, we used the proposed key slices enhancement method to enhance the capacity of the network to discover key slices among many slices. We then used key pooling sampling methods to obtain as much key information as possible. We presented extensive experimental results to show that the ACSN can effectively classify COVID-19 by using CT to solve the problem of poor recognition for patients with multiple lesion regions by capsule network models. The experimental results also indicated that the key slices enhancement method is suitable for many tasks that require a large amount of data to achieve better performance. The key pooling sampling method is suitable for various scenarios that require reducing the dimensionality of high-dimensional features.

In future research, we plan to enhance the accuracy of the model in identifying COVID-19 patients by improving the feature extraction capability of individual slices or by using clinical information on each patient. The source code for this study is provided at https://github.com/shaowuliu/ASCN.
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