Nonlocal subpicosecond delay metrology using spectral quantum interference
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Timing and positioning measurements are key requisites for essential quantum network operations such as Bell state measurement. Conventional time-of-flight measurements using single photon detectors are often limited by detection timing jitter. In this work, we demonstrate a nonlocal scheme to measure changes in relative link latencies with subpicosecond resolution by using tight timing correlation of broadband time-energy entangled photons. Our sensing scheme relies on spectral interference achieved via phase modulation, followed by filtering and biphoton coincidence measurements, and is resilient to microsecond-scale mismatch between the optical link traversed by the biphotons. Our experiments demonstrate precision of ±0.04 ps in measurements of nonlocal delay changes and ±0.7° in measurements of radio-frequency phase changes. Furthermore, we complement our technique with time-tag information from single photon detectors in the same setup to present unambiguous sensing of delay changes. The proposed technique can be implemented using off-the-shelf telecom equipment thus rendering it adaptable to practical quantum network infrastructure.

I. INTRODUCTION

Broadband time-energy entangled photons, by virtue of their strong correlations in temporal and spectral degrees of freedom, have exhibited high utility for developing quantum technologies like quantum communication [1–5], sensing [6–8], spectroscopy [9, 10], positioning and clock synchronization [11–14]. Multi-node quantum networks with the ability to distribute entanglement over multiple length scales—potentially across the world, will be key enablers in advancement towards distributed quantum systems [8, 15] for enhanced computing, sensing and long distance secure communication. In this endeavor, accurate timing and positioning metrological measurements will play a crucial role in realizing essential network operations such as switching and routing. As local and metropolitan area fiber-optic quantum networks evolve from entanglement distribution [16–18] to heralded entanglement generation [19–21], ability to sense variations in link latency will be prerequisite to critical network tasks such as Bell state measurement.

There have been previous investigations on measuring temporal correlations of entangled photons via coincidence measurement, purposed for high-precision synchronization between remote sites [12, 13, 22]. Entanglement offers a distinguishing non-local resource [23–26] that can be exploited in the quantum network architecture. The nonlocal measurement of temporal correlation is often addressed via tagging the biphoton arrival times at remote sites using single photon detectors (SPDs) and event timers. A simple time-resolved correlation measurement using commercially available superconducting nanowire SPDs is however limited by timing jitters on the order of 50 ps. There have been demonstrations to push the limits of temporal sensitivity both by improving the SPD hardware [27] and by modifying the event timing algorithms [22]. However, nonlocal biphoton delay measurement with a sensitivity independent of detector/event timer resolution has so far not been reported. While interferometric sensing techniques such as Hong-Ou-Mandel [7, 28] and Ramsey interferometry [29] are not limited by detection timing jitter, they do not offer the nonlocal sensing capability. Hong-Ou-Mandel interferometry relies on spatial overlap of the photons requiring balancing of path lengths traversed by them. In the case of Ramsey interferometry, nonlinear interaction between the photons becomes crucial for realization. Here, we report the first proof-of-concept demonstration of nonlocal time-delay sensing independent of SPD jitter and resolution of timing electronics. This scheme also offers potential for measuring relative radio frequency (RF) phase drifts in sinusoidal phase modulation applied along different fiber links. Our approach is inspired from previous studies [30–34] that include the characterization of spectral phase coherence in high dimensional frequency bin entangled biphotons using phase modulation and spectral filtering operations. Building on these works, here we propose and demonstrate a derived scheme, for nonlocal sensing of temporal delay and RF phase drifts without the need for low jitter SPDs. Further, we show the capability for measuring subpicosecond variations between delays of two fiber links without requiring to balance their path lengths. In this scheme [cf. Fig. 2], time-energy entangled signal and idler photons are routed through different fiber links with nonidentical delays. Down the links, the photons undergo sinusoidal electro-optic phase modulation followed by spectral filtering, employed to select correlated frequency bins for coincidence detection. The relative phase drifts be-
between the RF sinusoids modulating the biphotons as well as the relative path length changes in the links effectively contribute to the joint spectral phase of the biphoton frequency bin pairs. Owing to the coherent frequency mixing from the sinusoidal phase modulation, the spectral phase on the biphotons is mapped to the coincidences measured between the selected frequency bins. The interferogram measured from this approach relies only on the total coincidences acquired by the SPDs; thus, the detection timing jitter does not limit the delay sensitivity.

Various characteristics and prospects of the proposed scheme are reported in this work. We first demonstrate the nonlocal sensing potential of this approach using the coincidence-interferogram, acquired as a function of relative delay changes and RF modulation phase drifts between different fiber links. Second, we employ dispersion compensation to demonstrate uncompromised delay sensitivity despite several meters of length mismatch between the two optical links. Unlike most prevalent interferometric sensing techniques, the proposed approach does not require precise balancing of optical paths travelled by the biphotons. Although the biphoton-coincidences in this scheme are periodic in delay due to sinusoidal phase modulation, we successfully resolve the associated delay ambiguity using photon arrival time-tags from SPDs as a coarse measurement. Lastly we present theoretical and experimental evidence showing strong parallels between the second-order time-correlation of the biphotons and the coincidence measurements acquired from the proposed sensing technique.

The utility of our sensing scheme in quantum networks can conceivably range from tracking link latency and relative RF phase drifts to distant clock synchronization and position verification [11, 12, 14, 35]. Although we utilize programmable filters for spectral demultiplexing and filtering operations, a deployable system can be realized by replacing them with coarse and dense wavelength division multiplexers. The proposed sensing approach is potentially adaptable in practical quantum networking applications since all the equipment needed for these measurements are expected to be staples of fiber-based quantum networks.

The rest of the article is organized as follows. Section II presents the theoretical analysis of the proposed spectral interferometric approach and its dependence on biphoton delay and RF modulation phase. In section III, we discuss the experimental apparatus and associated results revealing key features of this scheme. Finally, in section IV we summarize and discuss ideas on adapting our work for practical quantum networking applications.

Preliminary results related to sections III B and III C have been reported in conferences [36] and [37]. The current manuscript presents additional results, including new experiments demonstrating unambiguous delay sensing using complementary time-tag information and elucidating the relationship with the biphoton time-correlation function, as well as a comprehensive theoretical analysis.

II. THEORY

Consider the state of a biphoton frequency comb (BFC) of dimension 2N+1, with a free spectral range...
\[ \Psi = \sum_{k=-N}^{N} \alpha_k |\hat{a}^{(S)}_k|^{\dagger} |\hat{a}^{(I)}_k|^{\dagger} |\text{vac} \rangle, \]  

where \(|\text{vac}\rangle\) is the vacuum state, \(\alpha_k\) is the complex probability amplitude of the frequency bin paired associated with the creation operators \(|\hat{a}^{(S)}_k\rangle\) and \(|\hat{a}^{(I)}_k\rangle\) corresponding to the \(k^{th}\) signal bin and \(-k^{th}\) idler bin centered at \(\omega^{(S)}_k = \omega_0 + \Omega_k + k\omega_{FSR}\) and \(\omega^{(I)}_k = \omega_0 - \Omega_k - k\omega_{FSR}\) respectively, with \(\Omega_k\) being the frequency offset of the signal and idler spectra from the center frequency \(\omega_0\). An illustration of the BFC described above with dimensionality of nine is shown in Fig. 1(a).

The signal and idler frequency bins are routed to different optical links using a pulse shaper that is also employed to impart a spectral phase on the biphotons. The signal and idler traverse through delays \(\tau_s\) and \(\tau_i\) respectively along their paths. Down the links, the biphotons are each phase modulated with RF sinusoids at modulation frequency \(\omega_{RF}\) equal to the bin spacing \(\omega_{FSR}\).

Finally, frequency bins centered at \(\omega^{(S)}_0 = \omega_0 + \Omega_0\) and \(\omega^{(I)}_0 = \omega_0 - \Omega_0\), (i.e., when \(k = 0\)) are selected using spectral filters and routed to different SPDs for coincidence detection.

The annihilation operator \(\hat{a}^{(S)}_k\) corresponding to the signal (idler) transforms into \(\hat{b}^{(S)}_k\) \((\hat{b}^{(I)}_k)\) after traversing down the link (prior to phase modulation) as follows:

\[ \hat{b}^{(S)}_k = \left[ \hat{a}^{(S)}_k \right] \exp \left( i\tau_s \omega^{(S)}_k \right) H^{(S)}_k, \]

\[ \hat{b}^{(I)}_k = \left[ \hat{a}^{(I)}_k \right] \exp \left( i\tau_i \omega^{(I)}_k \right) H^{(I)}_k, \]

where \(H^{(S)}_k\) and \(H^{(I)}_k\) represent the frequency dependent complex amplitudes (i.e frequency dependent amplitude and phase) that \(k^{th}\) signal and \(-k^{th}\) idler bins pick up prior to the phase modulation (in addition to temporal delay). Such effects can be applied intentionally using the pulse shaper or arise from dispersive fiber propagation, etc. For more details on our sign convention for delay and other phases, see Supplement A. We first consider linear spectral phase ramps applied by the pulse shaper on the signal and idler bins, given by \(H^{(S)}_k = e^{ik\varphi_s}\) and \(H^{(I)}_k = e^{-ik\varphi_i}\).

Down the links, after the transformation due to temporal phase modulation of the form \(e^{-im\sin(\omega_{FSR}t+\theta_S)}\) and \(e^{-im\sin(\omega_{FSR}t+\phi_i)}\) respectively applied in the signal and idler paths, the annihilation operators \(\hat{c}^{(S)}_k\) and \(\hat{c}^{(I)}_k\) corresponding to signal at \(k^{th}\) frequency bin and idler at \(-k^{th}\) frequency bin are given by

\[ \hat{c}^{(S)}_k = \sum_{p=-\infty}^{\infty} J_p(m)e^{-ip\phi_s} \left[ \hat{b}^{(S)}_{k-p} \right], \]

where \(J_1(m)\) is the Bessel function of the first kind of integer order \(l\), \(m\) is the modulation depth in radians, \(\phi_s\) and \(\phi_i\) are the phases of the RF sinusoidal waveforms modulating the signal and idler photons respectively.

Based on the above formalism, the probability of measuring a coincidence count \(\mathcal{P}(\Delta \phi)\) between the frequency bins at \(\omega^{(S)}_0\) and \(\omega^{(I)}_0\), per input photon pair, is given by the following equation:

\[ \mathcal{P}(\Delta \phi) \propto \sum_{k=-N}^{N} \alpha_k C_k |e^{ik\Delta \phi}\rangle^2, \]

where,

\[ \Delta \phi = \omega_{FSR} \tau + \phi_{RF} + \varphi_{PS} + \varphi_s - \varphi_i, \]

Here, the mixing coefficient \(C_k = J_k(m)J_{-k}(m)\) results from the phase modulation sidebands. For more details on the theory incorporating frequency bin width and detection timing jitter, see Supplement A. We observe that the coincidence probability is sensitive to the differential biphoton delay \(\tau\), the relative phase \(\phi_{RF}\) between the RF drive signals to the phase modulators, and the linear spectral phase increment \(\varphi_{PS}\) imparted by pulse shaper. By collecting all the linear spectral phase terms, we can rewrite the coincidence probability per photon pair as

\[ \mathcal{P}(\tau') \propto \sum_{k=-N}^{N} \alpha_k |C_k| |e^{i\omega_{FSR}\tau'}\|^2, \]

where \(\tau' = (\Delta \phi + \pi)\omega_{FSR}^{-1}\) and \(|C_k| = |J_k(m)|^2\). It is evident from the above analysis that the coincidence probability is periodic with respect to the effective differential biphoton delay \(\tau'\), with a repetition period given by the inverse of free spectral range i.e., \(T_{rep} = 2\pi\omega_{FSR}^{-1}\). Similarly, the coincidence probability repeats every \(2\pi\) radians with respect to incremental biphoton phase \(\Delta \phi\).

It is worth noting that the scheme outlined above is similar to that which has been used to characterize frequency bin entanglement [30–33]. The difference is that here for the first time, we focus on the dependence of both the differential biphoton delay and RF phase. Our results show that frequency bin quantum interference can be exploited for sensing of these quantities.

Figure 1(b) plots the coincidence probabilities over one period under equally weighted mixing (i.e., \(|C_k| = 1\) and
uniform probability amplitudes (i.e., $\alpha_k = 1/\sqrt{2N+1}$) as a function of $\tau'/T_{rep}$. With higher dimensionality, the width of the trace in Fig. 1(b) decreases and the maximum slope in the main lobe of the trace increases, offering better sensitivity with respect to changes in delay and RF phase. Under this ideal equally weighted mixing scenario, the width of the coincidence trace is inversely proportional to the dimensionality $(2N+1)$. However, in actual experiments the mixing coefficients are not equal; they have a Bessel function dependence on the phase modulation amplitude. To provide further insight, in Fig. 1(c) we plot theoretical coincidence traces for Bessel mixing coefficients as described in Eqs. (4-8) over modulation depths ranging from 0.5 to 6 radians (experimentally feasible using a single phase modulator). Here we assume a nine dimensional BFC, which coincides with our experiments, and retain equal probability amplitudes $\alpha_k$. We observe that the widths of the traces decrease with increasing modulation depth up to about 4 rad, while the coincidence probability at the peak remains roughly constant. For higher modulation depths, the peak coincidence probability decreases while the widths of the traces remain approximately constant in the considered range going up to 6 radians. We can understand these trends as follows: As the modulation depth increases, the phase modulators generate sidebands over a wider bandwidth, with decreased amplitude per sideband. As a result the number of frequency bins contributing to the central ($k = 0$) bins selected for two photon interference increases, leading to a higher effective dimensionality and narrower traces. However, for sufficiently high modulation depth ($m \geq 4$), the number of sidebands exceeds the number of frequency bins in the initial BFC (nine in our example). Now the effective dimensionality is limited by the number of frequency bins and the widths of the traces depend only on the distribution of the ±4 sideband amplitudes. The increased modulation depth now results in an effective loss, since sidebands are generated outside the frequency space in which they can be used.

In our experiments, the depth of phase modulation on both the photons is set to be $\sim 4.48$ rad (with magnitude of sideband intensities shown in Fig. 1(d)), serving to operate near optimal delay sensitivity setting for a nine dimensional BFC with a constant input flux rate; see Supplement B for more details.

III. EXPERIMENT AND RESULTS

A. Setup

In this section we present some proof-of-concept experiments, demonstrating the key capabilities of our sensing approach. As sketched in Fig. 2, a continuous-wave pump laser at 778 nm is routed to a 2.1-cm-long fiber-pigtailed periodically poled lithium niobate (PPLN) ridge waveguide to generate time-energy entangled photons under type-0 phase matching. The spontaneous parametric downconversion (SPDC) spectrum is centered around 1556 nm ($\omega_0 = 2\pi \times 192.7$ THz) and spans a bandwidth $> 5$ THz. The 778 nm pump laser used in the setup has a linewidth of $\sim 200$ kHz (corresponding to biphoton coherence length of $\sim 1$ km). We use a programmable pulse shaper (Pulse shaper 1) to select frequency-correlated slices of spectral width $\sim 288$ GHz from the signal and idler spectra and route them to different arms. The centers of selected signal and idler spectral slices are offset from the SPDC center frequency by $\Omega_0/2\pi = 608$ GHz. The biphotons travel through different path lengths as they propagate along their respective optical links. Down the link, an electro-optic phase modulator (EOPM) is placed in each of signal and idler arms. The EOPMs are driven by RF sinusoidal waveforms at a modulation frequency $\omega_{RF}/2\pi = 32$ GHz and modulation depth $m \approx 4.48$ radians. Our scheme entails the synchronization of RF waveforms driving the modulators in order to ensure phase coherent interaction of the frequency bin pairs in the biphoton spectrum. In our experiment, the two RF waveforms modulating the biphotons are derived from a common signal generator.

![FIG. 2. The experimental setup. CW laser: continuous-wave laser, PPLN: periodically poled lithium niobate waveguide, ODL: Optical delay line, EOPM: Electro-optic phase modulator, SNSPD: superconducting nanowire single photon detector.](image)

After phase modulation, frequency bins with spectral width of $\delta\Omega = 15$ GHz are selected from the centers of the signal and idler spectra using two programmable filters (Pulse shapers 2 and 3, respectively). The selected frequency bins are routed to superconducting nanowire single-photon detectors (SNSPDs) for coincidence measurement. In our demonstration we use SNSPDs with combined timing jitter of $\sim 100$ ps and an event timer to record coincidence time-tag histograms with a resolution up to $\sim 1$ ps.

The phase modulation and spectral filtering operations effectively post-select a a nine dimensional BFC state, with FSR equal to the modulation frequency i.e $\omega_{\text{FSR}} = \omega_{RF}$, and frequency bin width equal to $\delta\Omega$; see detailed theoretical analysis in Supplement A. The selected frequency bin pair contains coherent sideband contributions from all the nine frequency bins accommodated in the biphoton spectra. Thus the probability of coincidence detection depends on both the spectral phase...
across the nine bin pairs and the modulation parameters.

Note that although the parameter settings specified above are used in the initial experiments, e.g., Figs. 3(a-b), we alter them in some of the later demonstrations. The total acquisition time of the coincidence histograms (∆t), the histogram-time window (∆T) over which coincidences are integrated to plot the datapoints in the figures, bandwidth of the signal and idler spectrum (∆Ω), offset from the SPDC center (Ω₀), modulation frequency (ω_{FSR}) and the frequency bin width (δΩ) used in all the experiments are tabulated in Supplement C. The dimensionality of the BFC (d=9) and the phase modulation depth (m ~ 4.48 rad) are set to be the same across all the experiments.

**B. Interferograms from detuning differential biphoton delay**

Figure 3(a) shows coincidence counts measured when the delay of the signal photon τₛ is varied using the optical delay line. The data show a series of sharp peaks that repeat at ~31.25 GHz, corresponding to the period of the 32 GHz RF modulation. The full width at half maximum (FWHM) of the interferogram is equal to 2.8 ps, far below the ~100 ps timing jitter of our SNSPDs. We can clearly resolve subpicosecond delay steps especially at operating points situated close to the high-slope regions in the central lobe of the interferogram.

The relative delay between the biphotons is detuned using a motorized optical delay line (ODL) placed in the signal arm prior to the EOPM, as shown in Fig. 2. The ODL is scanned in increments of 0.55 ps. The acquired-coincidence histogram is normalized with respect to the peak and fit with the theoretical probability in Eq. (8) considering bin pairs with uniform probability amplitudes (i.e., αₖ = 1/√2N + 1). The change to the group delay of the signal photon is denoted by ∆τₛ in the plots.

Figure 3(a) shows close agreement between the theoretical prediction and the experimental results. The dispersion accumulated by the biphotons (~15 m SMF in each arm) is ignored since it is negligible in broadening the interferogram in comparison to the statistical error in the delay.

In our next result, Fig. 3(b) plots a series of interferograms acquired at four different RF phase settings of the 32-GHz waveform modulating the signal photon. The shifts in the interferograms corroborate the sensitivity to relative RF phase as predicted by Eq. (8). The RF phase shifter is manually adjusted in steps of roughly ~100° and at each RF phase setting, the motorized ODL is scanned. Here, we estimate the relative RF shifts from a least square fit of the interferograms to the theory. From Eq. (6), if the RF modulation phase shift of trace (1) with respect to trace (2) is φ₁^{RF} - φ₂^{RF}, then the resultant offset in ODL setting corresponding to the peaks of the traces (1) and (2) is

\[ \tau^{(1)} - \tau^{(2)} = -\left(\phi^{(1)}_{RF} - \phi^{(2)}_{RF}\right)\omega_{FSR}^{-1}. \]  

The RF phase settings corresponding to the interferogram (1) relative to interferograms (2-4) are recovered to be: φ₁^{(1)} - φ₂^{(2)} = 102.0° ± 0.7°, φ₁^{(1)} - φ₂^{(3)} = 198.6° ± 0.6°, and φ₁^{(1)} - φ₂^{(4)} = 307.0° ± 0.6°; the reported 95% confidence bounds incorporate the errors from the
least-squares fit of the interferograms and the resolution of the ODL.

Equation (7) predicts that the two photon interferograms are equally sensitive to delays from changes in the physical path length and to delays generated without moving parts by application of a linear spectral phase. Figure 3(c) overlays one period of the interferogram from Fig. 3(a) over that measured by scanning the slope of linear spectral phase on the signal frequency bins using Pulse shaper 1 (while no phase is applied on idler bins).

From Eq. (8), a spectral phase increment of $\varphi_{\kappa}$ applied to the signal frequency bins is associated with relative delay $\tau'$ modulo $T_{rep}$ given by $\varphi_{\kappa}\omega^{-1}_{FSR}$. This equivalence of relative delay with linear spectral phase is evident from the closely matching traces in Fig. 3(c). The interferogram in our proposed scheme can thus be measured without requiring an optical delay line, by simply using a pulse shaper already employed in our setup for demultiplexing the signal and idler photons.

Together, Figs. 3(a-c) confirm the sensitivity of our two photon interferograms to changes in the relative physical delays of signal and idler, to changes in the relative phases of the applied RF modulations, and to changes in applied linear spectral phases, as predicted by the $\Delta \phi$ expression in Eq. (7). Fig. 3(c) also plots an interferogram acquired after compensating for the total dispersion in the setup when an SMF spool introducing $\sim 1.5 \ \mu s$ of delay is inserted in the signal arm. The details are covered in the following section.

C. Sub-ps sensitivity over $\mu s$-scale delay mismatch

The proposed scheme does not necessitate the precise balancing of path lengths traversed by the biphotons in order to observe the interferogram. The interference features can be observed as long as the imbalance in the signal and idler arms is within the biphoton coherence length (dictated by inverse of the CW pump linewidth). A characteristic feature of the interference trace is its periodicity due to the sinusoidal phase modulation. One can measure small delay changes (modulo the modulation period) even with large delay offsets, because the delay changes are measured with respect to a periodic RF clock. In this section, we demonstrate sub-ps resolving capability despite large imbalances in the path lengths in the signal and idler arms. A $\sim 313$-meter-long SMF-28e spool is inserted in the signal path prior to modulation, which introduces $\sim 1.5 \ \mu s$ delay offset between the biphotons arriving at their respective detectors. Figure 3(d) shows the coincidences measured (in blue markers) at each ODL setting as delay in the signal path is scanned. The trace still achieves picosecond scale delay sensitivity but is broadened and distorted due to dispersion. The total width of the interferogram at the half maximum points is 10.8 ps, close to four times that in the absence of the SMF spool.

By factoring in second-order dispersion into the theoretical coincidence probability, Eq. (8) becomes

$$P(\tau_{eff}) \propto \left| \sum_{k=-N}^{N} C_k e^{\left(\frac{i}{2}\beta_2(L_S+L_I)k^2\omega_{FSR}^2+ik\Omega_0+\varphi_{PS}+\pi\right)} \right|^2 \quad (10)$$

$$\tau_{eff} = \tau + \beta_2(L_S + L_I)\Omega_0 + \omega^{-1}_{FSR}(\varphi_{FSR} + \varphi_{PS} + \pi) \quad (11)$$

where $\beta_2$ is the dispersion parameter of the fiber, $\tau_{eff}$ is the effective differential biphoton delay in the presence of dispersion, $L_S$ and $L_I$ are the respective fiber lengths over which signal and idler accumulate dispersion. See Supplement A.1 for details on the derivation.

Although dispersive broadening is undesirable, its effect can be accurately modeled, and it can be compensated. We fit Eq. (10) to the interference pattern in Fig. 3(d)(blue) and estimate the total sum of dispersion $\beta_2(L_S + L_I)$ associated with the quadratic phase term to be $\sim 7.4 \ \text{ps}^2$ (equivalent to a single photon traversing $\sim 343$ meters of SMF-28e fiber with $\beta_2 = -2.16 \times 10^{-2} \ \text{ps}^2/m$). This corresponds to the 313 m fiber spool plus an estimated $\sim 15$ m of fiber path for each of signal and idler photons in the remainder of the apparatus. We compensate for the total estimated dispersion by applying an equal amount but opposite sign of quadratic spectral phase onto the signal photon bins using Pulse shaper 1. The interferogram acquired after such compensation is overlaid onto Figs. 3(c) and 3(d). The normalized coincidences in Fig. 3(c)(blue) are restored almost identically to the interferogram obtained in the absence of the spool. The peak coincidences improve by a factor of 2.3 after dispersion compensation as shown in Fig. 3(d), close to the theoretically expected factor of 2.2.

Although here we compensate for dispersion prior to routing the photons to different paths, the dispersion can also be compensated anywhere down the fiber links prior to modulation. Furthermore, in an effect known as nonlocal dispersion compensation [23, 24], the total dispersion accumulated by the biphoton can be compensated in only one of the links by controlling the spectral phase of either the signal or the idler photon.

Our results demonstrate the capability to achieve the original delay sensitivity of the interferogram despite a $\sim 1.5 \ \mu s$ mismatch between the biphoton delays. This highlights the important nonlocal delay sensing capability of our approach.

D. Unambiguous sensing by complementing with detection time-tags

Although periodic modulation of biphotons allows for sensing relative delays despite large imbalance in their path lengths, it comes at a price: the interferogram as a function of relative delay repeats every modulation period and restricts the unambiguous sensing range. One
FIG. 4. (a)-(b) Two-photon coincidence interferograms recorded with and without an approximately 1 m-long SMF in the idler arm, respectively. $\Delta \tau_s$ refers to the delay added into the signal arm via the motion of the ODL (scanned in steps of 0.4 ps), referenced to the same starting point ($\Delta \tau_s = 0$) for both interferograms. Solid lines: Normalized theoretical coincidence probability fit to the experimental curves. (c) Coincidence time-tag histograms acquired when the ODL in the signal arm is set to the delay positions corresponding to the datapoints at peak $P_1$ and $P_2$ from (a), and the datapoints at peak $P_3$ and $P_4$ from (b). The time-bins in the histograms are 2 ps-wide. Solid lines: Gaussian fit to time-tag histograms.

can circumvent this limitation by supplementing the interferogram with photon arrival time-tags recorded by the event timer after detection. In this section, we demonstrate a basic implementation that utilizes histograms generated by the event timer to determine the coarse delay, thereby removing the ambiguity from the periodic interferogram. So long as the resolution of the detectors and timing electronics is less than the repetition period, unambiguous sensing of delay can be performed. We demonstrate this scheme by comparing measurements performed with and without an SMF (FS P/N: SM-FCU-FCU-SX-FS-1M-PVC) of length $1.05 \pm 0.05$ m in the idler arm of our setup prior to phase modulation (refer to Fig. 2). In this experiment, the modulation frequency is set to $\omega_{RF} = \omega_{FSR} = 20$ GHz to result in a repetition period ($T_{rep}$) of 50 ps. Note that the fiber inserted in the idler adds a delay ($\sim 5$ ns) which is $\sim 100$ times larger than the RF modulation period.

We perform measurements with and without the additional fiber in the idler arm and adjust the ODL to position at an interferogram peak in each case—at which point time tagger-histograms of the difference between the signal and idler detection times are acquired. Positive values of the delay difference signify that the signal is detected later than the idler. Then the difference between the mean values of the time tagger-histograms should be an integer multiple of $T_{rep}$, i.e., $kT_{rep}$ where $k \in \mathbb{Z}$. We thus rely on the time tagging electronics to disambiguate the value of the integer $k$. One can easily show that the effective delay that was inserted into the idler arm $\Delta \tau_I$ should be equal to:

$$\Delta \tau_I = kT_{rep} + \Delta \tau_{S}^{(w/)} - \Delta \tau_{S}^{(w/o)}$$  \hspace{1cm} (12)

where $\Delta \tau_{S}^{(w/)}$ and $\Delta \tau_{S}^{(w/o)}$ are the delay settings (of the ODL) in the signal arm at the peak of the interferograms acquired with and without the additional SMF in the idler arm respectively. The interferograms measured in the experiment are shown in Figs. 4(a-b). The time tagger-histograms acquired when the ODL is positioned at the interferogram peaks are shown in Figs. 4(c). The peaks from Fig 4(a) are denoted by $P_i$ and those from Fig 4(b) by $P_j$, where $i \in \{1, 2\}$ and $j \in \{3, 4\}$.

Let $\tau_h(P_i)$ denote the mean value from the Gaussian fit of the histogram acquired at the interferogram peak $P_i$; the estimated means with the confidence bounds are tabulated in Supplement D. In our experiment, the difference $\tau_h(P_4) - \tau_h(P_2)$ is obtained to be 5002 ps with a 95% confidence interval-width $\lesssim 6$ ps. As previously stated, we expect this difference to be an integer multiple of the repetition period. Since the estimate of $\tau_h(P_4) - \tau_h(P_2)$ is localized much tighter than $T_{rep}$, it can be rounded to 100 $T_{rep}$, i.e., the integer $k_{P_4-P_2} = 100$.

Further, the difference between the ODL settings at the interferogram peaks $P_1$ and $P_2$ denoted by
The signal and idler paths such that ∆τ_S (P_2) − ∆τ_i (P_2) are estimated from a weighted least squares fit of the interferograms to the theory and listed in Supplement D. For instance, ∆τ_S (P_2) − ∆τ_i (P_2) = 14.65 ± 0.04 ps; the error bars denoting the 95% confidence bounds. The effective delay due to the ~1 m SMF in the idler arm computed from Eq. (12) is 5014.65 ± 0.04 ps, consistent with the manufacturer specifications. The result is verified for different pairs of interferogram peaks as shown in Supplement D.

E. Relation to second order time-correlation function

Our experiments based on the coincidence measurements after frequency mixing are closely related to Glauber’s second order time-correlation function. Consider the BFC described in Eq. (1) with frequency bins with infinitely narrow lineshape. The Glauber’s second order time-correlation function of such a two-photon state is given by

\[ G^{(2)}(t_S, t_I) = \sum_{k=-N}^{N} \alpha_k e^{-i\omega_{FSR}(t_S - t_I)} \right|^2 . \] (13)

where \( t_S \) and \( t_I \) refer to the arrival times of the signal and idler at the SPDs. Setting \( t_S \) and \( t_I \) as delays in the signal and idler paths such that \( t_S = \tau_S \) and \( t_I = \tau_I \), the second order correlation is equivalent to that of Eq. (8) when the spectral mixing amplitudes are set to be equal i.e \( C_k = 1 \forall k \).

Our experimental setup is shown in Fig. 5(a). We insert different lengths of SMF-28e fiber after the SPDC source to introduce dispersive reshaping of the biphoton time-correlation function. For simplicity we use a local detection geometry: a common EOPM modulates the biphotons at a frequency of 32 GHz and a modulation depth \( m = 4.48 \text{ rad} \). Pulse shaper 1 performs two functions: (1) it imparts a linear spectral phase onto the signal frequency bins in order to vary the signal-idler delay; and (2) it imposes a frequency-dependent loss which compensates for the variation in the Bessel frequency mixing amplitudes. In particular, we program the pulse shaper such that the relative electric field amplitudes of signal and idler frequency bins are each scaled according to \( |J_k(m)|^{-1} \). This procedure equalizes the \( |C_k| \) in Eq. (8), ensuring that our measurement provides the second-order time correlation function. Pulse shaper 2 finally selects 15 GHz-wide frequency bins from centers of signal and idler spectra and routes them to different SNSPDs for coincidence detection. Fig. 5(b) corresponds to the interferogram acquired without additional fiber; the interferograms in Figs. 5(c) and 5(d) are measured with 103 m and 210 m of additional fiber inserted, respectively. The data reveal a modest broadening of the time correlation function in Fig. 5(c) and a more pronounced broadening in Fig. 5(d), corresponding to the increased length of dispersive fiber.

According to Eq. (10), with equal values for the mixing coefficients \( C_k \) and with equal fiber lengths for signal and idler \( (L_S = L_I = L) \), the coincidence probability—and the second order time correlation function—is given by:

\[ P(\tau) \propto \left| \sum_{k=-N}^{N} \exp \left[ i\beta_2 L k^2 \omega_{FSR}^2 + i\omega_{FSR} \tau_{eff} \right] \right|^2 , \] (14)

\( \tau_{eff} = (\tau + 2\beta_2 L \Omega_0) + \omega_{FSR}^{-1}[\varphi_{PS} + \pi] \).

Here \( \beta_2 \) is the fiber dispersion, and Eq. (14) indicates that dispersion induces both quadratic and linear spec-
tral phases proportional to $\beta_2 L$. Thus, both broadening and horizontal translation of the interferograms are expected. The experimental interferograms in Figs. 5(b,c,d) are fit with the theory for SMF-28e fiber lengths of 9 m, 112 m and 219 m respectively. These values correspond to the lengths stated above, with an additional 9 m added to account for residual dispersion in the remainder of our setup. Both the shifts of the interferograms along the delay axis and their broadening and reshaping closely match the theoretical curves. These results clearly link our measurement technique to the biphoton time correlation function—showing that in addition to the subpicosecond delay sensitivity emphasized throughout this paper, characterization of temporal reshaping of the biphoton is also accessible.

IV. DISCUSSION AND CONCLUSION

In summary, we present a nonlocal sensing scheme with subpicosecond delay resolution requiring only off-the-shelf telecom equipment and resources expected to be staples of quantum network infrastructure. By interfering multiple frequency bins in the SPDC spectrum, we map the spectral phase accumulated by a photon traversing through a device under test to a change in the probability of coincident events between that photon and its entangled counterpart. This is accomplished via phase modulation followed by selective spectral filtering and coincidence detection. The proposed approach based on spectral quantum interferometry does not rely on spatial overlap of biphotons—thus sensing in a nonlocal architecture is feasible.

Our experiments demonstrate capability for sensing RF phase shifts as well as relative biphoton delays with errors (representing 95% confidence widths) on the order of $\pm 0.7^\circ$ and $\pm 0.04$ ps, respectively. Supplemented by dispersion compensation, our approach handles microsecond-scale delay differences between the optical links traversed by biphotons. Although the unambiguous range from measurements solely based on the periodic interferogram is restricted to inverse of the modulation frequency, we have shown that detection time-tags from SPDs can be used to resolve this ambiguity in coarse delay.

This work helps to elucidate the connection between phase modulation based methods [30–33] for demonstrating frequency bin entanglement and the biphoton time correlation function. This capability may potentially be exploited for quantum state tomography of two-photon time-frequency entangled states.

Note that distance measurements using classical dual frequency combs with slightly different repetition rate is known to offer long range sensing as well as high resolution [38, 39]. Analogously, by applying two closely spaced RF frequencies to the modulator in our entangled photon measurements, one can increase the interferogram repetition period to the inverse of the RF frequency separation and thereby realize a large nonambiguous range.

Our scheme can potentially be investigated further to perform nonlocal clock synchronization [12] or to use the quantum signals for both time transfer and network protocols such as secret-key generation [40]. While the demux and filtering operations are performed using pulse shapers in our demonstration, they can instead be realized with only coarse and dense wavelength division multiplexers. Thus, the proposed scheme requires only off-the-shelf telecom equipment.
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SUPPLEMENT

A. Theory

Here, we describe the theory to obtain probability of coincidence attuned to our experimental realization in the main text. We generate entangled photon pairs through spontaneous parametric down-conversion of a continuous-wave laser at frequency $2\omega_0$. Correlated frequency slices (with a bandshape function $F$) offset from the center of the SPDC spectrum by $\Omega_0$, each with a bandwidth of $\Delta\Omega$ are selected from the signal and idler spectra. Consider the input state,

$$|\Psi\rangle = \int_{0}^{\infty} d\Omega \Phi(\Omega) F(\Omega - \Omega_0) \left[ a^{(S)}(\omega_0 + \Omega) a^{(I)}(\omega_0 - \Omega) \right] \|\text{vac}\rangle,$$

(15)

where $|\text{vac}\rangle$ is the vacuum state, and $\Phi(\Omega)$ is the broad-band phase matching function of the SPDC process.

The input electric field operators are given by

$$\hat{E}^{(+)}_{S,in}(t) \propto \int d\omega_s e^{-i\omega_s t} \hat{a}^{(S)}(\omega_s),$$

(16)

$$\hat{E}^{(+)}_{I,in}(t) \propto \int d\omega_i e^{-i\omega_i t} \hat{a}^{(I)}(\omega_i).$$

(17)

The signal and idler spectral slices are routed to different fiber links where they traverse through delays $\tau_s$ and $\tau_i$, and pick up additional complex spectral amplitudes $H^{(S)}$ and $H^{(I)}$ respectively. The annihilation operators $\hat{a}^{(S)}$ and $\hat{a}^{(I)}$ corresponding to the signal and idler transform into $\hat{b}^{(S)}$ and $\hat{b}^{(I)}$ after traversing down the link (prior to phase modulation) as follows:
Here the modulation frequency is chosen with respect to

\[ \omega_{FSR} \]

by:

\[ \delta \]

of the filter

\[ f \]

Down the links, we consider phase modulation of the
following form applied on the signal and idler respectively.

\[ m_S(t) = \exp\left(-im\sin(\omega_{FSR}t + \phi_S)\right) \]

\[ = \sum_{k=-\infty}^{\infty} J_k(m) e^{-ik\phi_S - ik\omega_{FSR}t}, \]

\[ m_I(t) = \exp\left(-im\sin(\omega_{FSR}t + \phi_I)\right) \]

\[ = \sum_{k=-\infty}^{\infty} J_k(m) e^{-ik\phi_I - ik\omega_{FSR}t}. \]

After the phase modulation, the signal and idler annihila-
operator transform as:

\[ \hat{c}^{(S)}(\omega_{S}) = \sum_{k=-\infty}^{\infty} J_k(m) e^{-ik\phi_S} \hat{b}^{(S)}(\omega_{S} - k\omega_{FSR}), \]

\[ \hat{c}^{(I)}(\omega_{I}) = \sum_{k=-\infty}^{\infty} J_k(m) e^{-ik\phi_I} \hat{b}^{(I)}(\omega_{I} - k\omega_{FSR}). \]

Following this, filters with lineshape \( f(\omega) \) of spectral
width \( \delta \Omega \) and symmetric passbands at the center of signal
and idler spectra i.e., at \( \omega_0 \pm \Omega_0 \), are used to select
 correlated bin pairs.

The output electric field operators are given by

\[ \hat{E}^{(+)}_{S,out}(t) \propto \int d\omega_S f(\omega_S - (\omega_0 + \Omega_0)) \hat{c}^{(S)}(\omega_S) e^{-i\omega_S t}, \]

\[ \hat{E}^{(+)}_{I,out}(t) \propto \int d\omega_I f(\omega_I - (\omega_0 - \Omega_0)) \hat{c}^{(I)}(\omega_I) e^{-i\omega_I t}. \]

Here the modulation frequency is chosen with respect to
the total spectral bandwidth such that \( \Delta \Omega/\omega_{FSR} \) is set to
\( 2N + 1 \), representing the total frequency bin pairs acco-
mmodated in the signal and idler bandwidth. The width of the filter \( f(\omega) \) is set to be well within the modulation
frequency, i.e., \( \delta \Omega \ll \omega_{RF} \).

The probability of coincidence detection (normalized
over the acquisition window \( \Delta t \)) between the selected
signal-idler central frequency-bins at the output is given by:

\[ P(\tau, \phi_{RF}) \propto \frac{1}{\Delta t} \int_{\Delta t} dt \int_{\Delta T} dT \left| \left\langle \nu_{vac} \hat{E}^{(+)}_{S,out}(t + T) \hat{E}^{(+)}_{I,out}(t) \right| \right|^2, \]

where the integral over \( T \) extends over \( \Delta T \), taken to be
longer than the wavepacket duration. Inserting Eqs. (15-
25) into Eq. (26), and assuming the biphoton joint spec-
tral amplitude (JSA), consisting of phase matching func-
tion \( \Phi(\Omega) \) and the complex amplitude functions \( H^{(S)} \) and
\( H^{(I)} \), to be slowly varying with respect to the narrow
width \( \delta \Omega \) of the frequency filter \( f \), allows us to effec-
tively consider the JSA at the center frequencies of the
signal-idler filters \( \omega_0 \pm \Omega_0 \). That is,

\[ P(\Omega_0, \tau, \phi_{RF}) \propto \int d\Omega \left| f(\Omega - \Omega_0)f(-\Omega - \Omega_0)\chi(\Omega, \tau, \phi_{RF}) \right|^2 \]

\[ \propto \left| \chi(\Omega_0, \tau, \phi_{RF}) \right|^2, \]

where \( \chi(\Omega_0, \tau, \phi_{RF}) \) describes the probability amplitude
of the selected central frequency bin pair with sideband
contributions from the rest of the bins as given below:

\[ \chi(\Omega_0, \tau, \phi_{RF}) = \sum_{k=-N}^{N} C_k e^{ik(\omega_{FSR} \tau + \phi_{RF})} \left[ \Phi(\Omega_0 + k\omega_{FSR}) \right] \]

\[ H_s(\omega_0 + \Omega_0 + k\omega_{FSR})H_i(\omega_0 - \Omega_0 - k\omega_{FSR}), \]

\[ \tau = \tau_s - \tau_i, \]

\[ \phi_{RF} = \phi_s - \phi_i. \]

The mixing coefficient \( C_k = J_k(m)J_{-k}(m) = |J_k(m)|^2 e^{ik\tau} \),
where \( J_k(m) \) and \( J_{-k}(m) \) are Bessel functions of the
first kind. Here, we have considered nearly rectangular
spectral slices from the signal and idler spectrum given
by the bandshape function \( F \) accommodating \( 2N + 1 \) frequency
bins.

Effectively as a result of phase modulation and sub-
sequent spectral filtering operations, the measured coin-
cidence probability corresponds to a post-selected-BFC
with 2\( N \) + 1 dimensions and a free spectral range \( \omega_{FSR} \)
equal to the modulation frequency \( \omega_{RF} \).

The differential delay between the biphotons denoted
by \( \tau \), the relative phase between RF modulating sinusoids
\( \phi_{RF} \), and the complex spectral amplitudes \( H^{(S)} \) and \( H^{(I)} \)
constitute the control parameters of this scheme defin-
ing the interferogram. Note that even when the detector
resolution \( T_R \) is much larger than the wavepacket du-
ration and the integral over \( T \) in Eq. (26) extends over
\( \Delta T \sim T_R \), the resultant interferogram from the above
described scheme can still distinguish changes to differ-
ential biphoton delay \( \Delta \tau \ll T_R \). Note that the individual
delays (\( \tau_s \) and \( \tau_i \)) and the RF phases (\( \phi_s \) and \( \phi_i \)) are both defined relative to a common overall clock.
In the experiment we utilize a pulse shaper to route the biphotons to different paths; the pulse shaper is also used in some of our demonstrations to impart linear spectral phase on the frequency bins [41]. We let $k\varphi_s$ and $k\varphi_i$ be the spectral phases imparted by the pulse shaper on the $k$th signal and $k$th idler bin respectively. We define the complex amplitudes at $k$th signal and $-k$th idler bin as

$$H_s(\omega + \Omega_0 + k\omega_{FSR}) = e^{ik\varphi_s},$$

$$H_i(\omega - \Omega_0 - k\omega_{FSR}) = e^{-ik\varphi_i}. \quad (30)$$

Additionally we set

$$\alpha_k = \Phi(\Omega_0 + k\omega_{FSR}). \quad (31)$$

The coincidence probability can then be rewritten as

$$\mathcal{P}(\Delta\phi) \propto \left| \sum_{k=-N}^{N} \alpha_k C_k e^{ik(\Delta\phi)} \right|^2 \quad \text{(32)}$$

where,

$$\Delta\phi = \omega_{FSR} \tau + \varphi_{RF} + \varphi_{PS} \quad \tau = \tau_s - \tau_i$$

$$\varphi_{RF} = \varphi_s - \varphi_i \quad \varphi_{PS} = \varphi_s - \varphi_i \quad \text{(33)}$$

We can infer that the coincidence probability repeats every $2\pi$ rad as a function of the effective spectral phase increment $\Delta\phi$.

Note that when $\varphi_s$ and $\varphi_i$ are changed in common mode (so $\varphi_i = \varphi_s$, the interferogram is unchanged. In the terminology defined here, the case $\varphi_i = \varphi_s$ corresponds to identical delays applied to signal and idler photons; their relative delay is unaltered. For the biphoton states studies here, our measurement scheme is insensitive to common-mode delays of signal and idler photons. The measurement is only sensitive to changes in their relative delay. Differential delay between signal and idler photons can be obtained by programming the pulse shaper [42, 43] such that it imposes opposite linear spectral phase on the signal and idler ($\varphi_i = -\varphi_s$).

1. **Coincidence probability in the presence of dispersion**

Consider the complex amplitude functions $H^{(s)}$ and $H^{(i)}$ in Eq. (30) to include the chromatic dispersion in signal and idler arms respectively.

$$H^{(s)}(\omega_0 + \Omega_0 + k\omega_{FSR}) = e^{\left[\frac{i}{2}\beta_2(\Omega_0 + k\omega_{FSR})^2 L_s + ik\varphi_s\right]}$$

$$H^{(i)}(\omega_0 - \Omega_0 - k\omega_{FSR}) = e^{\left[\frac{i}{2}\beta_2(\Omega_0 + k\omega_{FSR})^2 L_i - ik\varphi_i\right]} \quad \text{(34)}$$

where $\beta_2$ is the dispersion parameter of SMF-28e, $L_s$ and $L_i$ are effective lengths of SMF-28e corresponding to the dispersion accumulated by signal and idler respectively.

Considering nearly constant phase matching function $\Phi(\Omega)$ across $2N+1$ frequency bins, the coincidence probability from Eq. (32) in the presence of dispersion in the signal and idler arms takes the form shown in Eq. (10) in the main text.

**B. Choice of modulation index**

In the proposed sensing scheme, signal and idler are routed to different optical links where they are phase modulated to allow for coherent frequency bin mixing. We have shown that after phase modulation, coincidences measured between central frequency bins from the signal and idler spectrum are sensitive to the differential delay traversed by the two photons. The depth of sinusoidal phase modulation applied to the biphotons determines the amplitudes of the sidebands that are involved in the mixing of frequency bins. The choice of modulation thus dictates the sensing resolution by altering (1) the width of the coincidence curves as a function of differential biphoton delay, (2) the peak coincidence value controlled by the sideband power lost outside the computational space (nine signal and nine idler frequency bins). We use the maximum slope in the theoretical coincidence probability with respect to differential biphoton delay as a metric that takes both the above-described-effects into account for determining optimal modulation index settings. As in Fig. 1(c) of the main text, we consider the coincidence probability curves without normalization, as that includes the effect of loss that occurs due to sideband spreading outside the computational space. In Fig. 6 we show the maximum slope of the theoretical coincidence probability curves for various modulation depths applied on to the signal and idler photons, respectively, for the case of a nine dimensional BFC with FSR of 32 GHz. The higher the maximum slope metric, the better the sensing resolution. The slope is plotted in units of $\text{ps}^{-1}$ as the theoretical curves are functions of delay. We observe that the maximum slope is optimized when the signal and idler are modulated at equal depths close to $\sim 4.1$ radians. In our experiments we set the modulation depth of both the photons at 4.48 radians lying within a 4% deviation contour from the optimal operating point.

**C. Experimental details**

The details on the experimental parameters across different sections are noted in Table 1.

The key devices employed in our experiments with their manufacturers and model number are as follows:

- Periodically poled lithium niobate waveguide: AdvR.
- Pulse Shaper 1: Finisar WaveShaper 4000S, spectral resolution $\sim 18$ GHz.
TABLE I. Total coincidence-acquisition time ($\Delta t$), the histogram-time window ($\Delta T$) over which coincidences are integrated to plot the datapoints in the figures, carved spectral width ($\Delta\Omega$) and offset from the SPDC center ($\Omega_0$), modulation frequency ($\omega_{FSS}$) and the frequency bin width ($\delta\Omega$).

| Figures                                    | $\Delta t$ | $\Delta T$ | $\Delta\Omega$ | $\Omega_0$ | $\omega_{FSS}$ | $\delta\Omega$ |
|--------------------------------------------|------------|------------|----------------|-------------|----------------|----------------|
| Fig. 3(a),(b),(c: green & orange markers)  | 5 s        | 256 ps     | 302 GHz        | 608 GHz     | 32 GHz         | 15 GHz         |
| Fig. 3(c: blue marker)(d), Fig. 5          | 10 s       | 256 ps     | 302 GHz        | 608 GHz     | 32 GHz         | 15 GHz         |
| Fig. 4                                    | 5 s        | 256 ps     | 190 GHz        | 200 GHz     | 20 GHz         | 11 GHz         |

TABLE II. Estimated coefficients and the 95% confidence bounds from the least squares fit of Histograms in Fig.4(c) using a Gaussian model $y = f(x) = Ce^{-(x-x_0)^2}$.

| Coefficients (95% confidence bounds) | $A$ in ps | $B$ in ps | $C$ in a.u. |
|--------------------------------------|-----------|-----------|-------------|
| Histogram at $P_1$                   | 13152 (13150,13154) | 82.80 (81.06,84.52) | 67.64 (66.41,68.86) |
| Histogram at $P_2$                   | 13200 (13198,13200) | 83.18 (81.70,84.68) | 68.68 (67.91,70.05) |
| Histogram at $P_3$                   | 18144 (18142,18144) | 81.32 (79.78,82.86) | 79.92 (78.62,81.23) |
| Histogram at $P_4$                   | 18202 (18202,18204) | 84.56 (83.00,86.12) | 76.44 (74.24,76.65) |

FIG. 6. Maximum slope in theoretical coincidence probability curves as a function of differential biphoton delay at each pair of modulation depth settings applied onto the signal and idler photons.

- Pulse Shaper 2: Finisar WaveShaper 1000S, spectral resolution $\sim 10$ GHz.
- Pulse Shaper 3: Finisar Waveshaper 1000SP, spectral resolution $\sim 10$ GHz.
- Optical delay line: OZ Optics ODL-650-MC.
- Electro-optic phase modulator: EOSPACE 40 Gbps.
- Superconducting nanowire single photon detectors: Opus One, Quantum Opus.
- Event timer: HydraHarp 400, PicoQuant GmbH.

D. Sensing delay by complementing the detection time-tags with interferogram

A Gaussian model of the form $y = f(x) = Ce^{-(x-x_0)^2}$ is used for the least squares fit of the time tagger-histograms in Figs. 4(c), where $x$ is the delay in picoseconds and $y$ is the coincidences per histogram bin. The estimated coefficients $\{A, B, C\}$ with the 95% confidence bounds from the fit are given in Table II.

\[
\begin{align*}
\tau_s(P_4) - \tau_s(P_1) &\approx 101 T_{rep} = k_{P_4-P_1} T_{rep} \\
\tau_s(P_1) - \tau_s(P_2) &\approx 100 T_{rep} = k_{P_1-P_2} T_{rep} \\
\tau_s(P_3) - \tau_s(P_1) &\approx 99 T_{rep} = k_{P_3-P_1} T_{rep} \\
\tau_s(P_3) - \tau_s(P_2) &\approx 99 T_{rep} = k_{P_3-P_2} T_{rep}
\end{align*}
\]

TABLE III. Difference between the mean values of histograms in Fig.4(c).

The coefficient $A$ that represents the mean of the histogram acquired at a peak $P_1$ is denoted as $\tau_s(P_1)$. The difference between the histogram mean values is shown in Table III. The difference between shifts in the peaks with respect to the ODL delay setting is estimated from a weighted least square fit of the theory to the interferograms in Fig.4(a-b) and shown in Table IV.

The 95% confidence widths from the weighted least square fit of the interferograms in Figs. 4(a) and 4(b) are 0.0686 ps and 0.0490 ps respectively. The resolution of the ODL given by the manufacturer specifications is 0.0017 ps (representing the standard error i.e., the width of 38% confidence interval). The effective 95% confidence width in our estimation is computed to be 0.0848 ps (i.e., $\sqrt{0.0686^2 + 0.0490^2 + 2(0.0017 \times 3.92)^2}$). The effective delay due to additional fiber inserted in the idler arm is given by Eq. (12), from the main text, and is consistent across all the values in Tables III and IV, i.e., $\left[ k_{P_4-P_1} T_{rep} \right] + \left[ \Delta \tau_s^{(w/o)}(P_1) - \Delta \tau_s^{(w/o)}(P_2) \right] = 5014.65 \pm 0.04$ ps, where $i \in \{1, 2\}$ and $j \in \{3, 4\}$.

TABLE IV. The difference between shifts in the peaks estimated from a weighted least square fit of the theory to the interferograms in Fig.4(a-b).
