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Isometry operations encode the quantum information of the input system to a larger output system, while the corresponding decoding operation would be an inverse operation of the encoding isometry operation. Given an encoding operation as a black box from a \(d\)-dimensional system to a \(D\)-dimensional system, we propose a universal protocol for isometry inversion that constructs a decoder from multiple calls of the encoding operation. This is a probabilistic but exact protocol whose success probability is independent of \(D\). For a qubit \((d = 2)\) encoded in \(n\) qubits, our protocol achieves an exponential improvement over any tomography-based or unitary-embedding method, which cannot avoid \(D\)-dependence. We present a quantum operation that converts multiple parallel calls of any given isometry operation to random parallelized unitary operations, each of dimension \(d\). Applied to our setup, it universally compresses the encoded quantum information to a \(D\)-independent space, while keeping the initial quantum information intact. This compressing operation is combined with a unitary inversion protocol to complete the isometry inversion. We also discover a fundamental difference between our isometry inversion protocol and the known unitary inversion protocols by analyzing isometry complex conjugation and isometry transposition. General protocols including indefinite causal order are searched using semidefinite programming for any improvement in the success probability over the parallel protocols. We find a sequential “success-or-draw” protocol of universal isometry inversion for \(d = 2\) and \(D = 3\), thus whose success probability exponentially improves over parallel protocols in the number of calls of the input isometry operation for the said case.

1 Introduction

Universal transformations of quantum states have played an essential role in the fundamental understanding of quantum information theory and its applications [1]. Recently, higher-order quantum transformations, namely, universal transformations of quantum operations given as black boxes, have been studied in the contexts of processing unitary
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operations [2–24], non-Markovian quantum process [25–37], and dynamical resource theory [38–52]. They can also be interpreted as quantum functional programming [53, 54]. The concept of higher-order quantum transformation was initially introduced as single-input quantum supermaps [55], and a multiple-input version was introduced as quantum combs [56], which are realizable by quantum circuits with a fixed ordering of input operations. A similar concept was studied as channels with memory [57] and quantum strategies [58].

In particular, higher-order quantum transformations of unitary operations have been extensively studied for aiming to utilize in quantum information processing (e.g., estimation of group transformations [2], quantum learning of unitary operations [3–6], cloning of unitary operations [7–12], process tomography [13, 14], unitary complex conjugation [15], unitary inversion [16–20] and unitary controllization [22–24]). Isometry operations are also frequently used in quantum protocols, as they preserve information of the input state similarly to unitary operations. For instance, encoding of quantum information is represented by an isometry operation [1]. In addition, many quantum algorithms use fixed auxiliary states and such algorithms can also be considered to be utilizing isometry operations (e.g., Harrow-Hassidim-Lloyd (HHL) algorithm [59]). Despite their importance, higher-order quantum transformations of isometry operations are not well investigated yet.

In this work, we study one of the fundamental higher-order quantum transformation tasks for isometry operations, namely, isometry inversion. Isometry inversion is a task to implement the inverse map of an input isometry operation, interpreted as retrieving quantum information encoded by the isometry operation. Such a retrieval of quantum information is widely studied in the context of quantum error correction [1], quantum secret sharing [60], quantum communication [61], and uncomputation [62, 63]. Such studies usually assume that the complete descriptions of encoding operations are given. Contrary, this work considers a universal protocol without knowing the descriptions except for the dimensions of the input system and the output system. The universal protocol implements the inverse operation probabilistically but exactly.

The special case of probabilistic exact isometry inversion, namely probabilistic exact unitary inversion [18, 19], is known. This implementation relies on the existence of two protocols: (deterministic exact) unitary complex conjugation [15] and (probabilistic exact) unitary transposition [19]. However, this strategy is not directly applicable for isometry inversion. The key idea for unitary complex conjugation protocol presented in Ref. [15] is to utilize the knowledge of representation theory of the unitary group, but this idea cannot be applied to isometry complex conjugation since the set of isometry operations does not form a group. In fact, we show below a no-go theorem for isometry complex conjugation.

The most trivial way to implement isometry inversion in the black box setting is to obtain a classical description of the isometry operation by quantum process tomography [1] and then implement the inverse map based on the description, namely, using the “measure-and-prepare” strategy [3, 64]. However, known quantum process tomography protocols [65] require a $D$-dependent number of experiments to obtain an approximate description of an isometry operation $\tilde{V}_{d,D}$ from a $d$-dimensional system to a $D$-dimensional system (see the discussion in Section 3.4). Another straightforward way is to embed an isometry operation $\tilde{V}_{d,D}$ in a $D$-dimensional unitary operation and then apply a universal probabilistic exact unitary inversion protocol [18]. However, the success probability of such a protocol cannot avoid the dependence on $D$, either. In particular, for isometry operations encoding quantum information of a qudit (a $d$-dimensional system) into $n$ qudits (a $d^n$-dimensional system), the exponential cost in $n$ due to the dimensionality of $D = d^n$ may seem to be inevitable for implementing isometry inversion.
Nevertheless, we present a probabilistic but exact protocol for isometry inversion of which success probability does not depend on $D$. Due to this property, our protocol can significantly outperform the protocols based on the two strategies mentioned above. To compare with the protocol based on unitary inversion, we consider an isometry operation that encodes a qubit into five qubits, i.e., $d = 2$ and $D = 2^5$. The unitary inversion requires at least $D - 1 = 31$ calls to obtain a non-zero success probability [18], but our protocol achieves a success probability $p = 87\%$ by 20 calls. Compared with the protocol based on quantum process tomography, our protocol can implement isometry inversion approximately within a fixed error $\epsilon$ by a $D$-independent number of calls. This comparison exhibits the potential power of a higher-order quantum transformation that directly transforms a black box operation without evaluating its classical description.

We also clarify a crucial difference between the unitary inversion protocols presented in Ref. [18] and the isometry inversion protocol. Reference [18] presents a systematic construction of unitary inversion protocols concatenating unitary transposition [19] and unitary complex conjugation [15]. The unitary complex conjugation protocol utilizes the fact that the complex conjugate representation of the unitary group is unitarily equivalent to the antisymmetric subspace of the tensor representation of the unitary group [15]. The unitary transposition protocol presented in Ref. [19] uses a variant of the gate teleportation [66] or the probabilistic port-based teleportation [67, 68]. However, we show that isometry inversion cannot be implemented by concatenating the corresponding tasks since no probabilistic exact isometry complex conjugation is possible for $D \geq 2d$. We also show that any isometry inversion protocol transposing a “pseudo complex conjugate” map (see Section 4.2) of an isometry operation by a variant of gate teleportation [66] is less efficient than our protocol.

The key idea of our isometry inversion protocol is a quantum operation that universally compresses the $D$-dimensional output spaces of the isometry operations into $d$-dimensional quantum systems. We first extend the irreducible decomposition of the tensor product of unitary operators known as the Schur-Weyl duality to isometry operators. We show that the tensor product of isometry operators also admits a block diagonal decomposition, despite the isometry operators not forming a group. This decomposition identifies relevant and irrelevant components to retrieve quantum information encoded by the isometry operation. The compressing quantum operation discards the irrelevant component. We utilize the compressing quantum operation to convert unitary inversion protocols to isometry inversion protocols avoiding the $D$-dependence of the success probability and the no-go theorem for isometry complex conjugation.

Our isometry inversion protocol uses input operations in parallel. Such parallel protocols form an essential class of higher-order quantum transformation because parallelization is a common technique to reduce the circuit depth [69]. However, more general protocols than parallel ones can be helpful to improve the success probability. In this work, we consider sequential protocols using input operations in a fixed ordering and general protocols including indefinite causal order [70–76] in addition to parallel ones. To see the performance improvement in our setting, we conduct semidefinite programming (SDP) to obtain the optimal success probability of parallel, sequential, and general protocols.

The rest of this paper is organized as follows. Section 2 states the problem setting for implementing isometry transposition, isometry complex conjugation, and isometry inversion. Section 3 presents the main result of this paper, constructing a parallel protocol for isometry inversion by investigating the compressing quantum operation. Section 4 discusses the difference between our isometry inversion protocol and the previous work on unitary inversion. Section 5 shows numerical results on the optimal success probability.
of parallel, sequential, and general protocols including indefinite causal order for isometry inversion, isometry (pseudo) complex conjugation, and isometry transposition. Section 6 concludes the paper.

2 Problem Setting

2.1 Inverse maps of isometry operations

A $d$-dimensional quantum system is represented by a Hilbert space $\mathcal{H} = \mathbb{C}^d$ and a state of the system is represented by a density operator (a positive semi-definite operator with unit trace) $\rho$ on $\mathcal{H}$. A state is called pure if its density operator has rank 1, i.e., $\rho = |\psi\rangle\langle\psi|$ for $|\psi\rangle \in \mathcal{H}$. The set of linear operators on $\mathcal{H}$ is denoted by $\mathcal{L}(\mathcal{H})$ and the set of linear operators from $\mathcal{H}$ to $\mathcal{H}'$ is denoted by $\mathcal{L}(\mathcal{H} \rightarrow \mathcal{H}')$. When we explicitly specify the dimension of the set of linear operators, we denote the corresponding sets by $\mathcal{L}(\mathbb{C}^d)$ and $\mathcal{L}(\mathbb{C}^d \rightarrow \mathbb{C}^D)$, respectively, for $\mathcal{H} = \mathbb{C}^d$ and $\mathcal{H}' = \mathbb{C}^d$. We only consider quantum systems represented by finite-dimensional Hilbert spaces in this paper.

An isometry operation transforms a pure input state in a $d$-dimensional system $\mathcal{H} = \mathbb{C}^d$ to a pure output state in a $D$-dimensional system $\mathcal{H}' = \mathbb{C}^D$ with $D \geq d$ where the transformation preserves the inner product of two input states. An isometry operation is regarded to encode (and spread for the case of $d < D$) quantum information represented by a $d$-dimensional quantum state into a $D$-dimensional state. Unitary operations are special cases of isometry operations with $d = D$.

Formally, an isometry operation $\tilde{V} : \mathcal{L}(\mathcal{H}) \rightarrow \mathcal{L}(\mathcal{H}')$ for $\mathcal{H} = \mathbb{C}^d$ and $\mathcal{H}' = \mathbb{C}^D$ is a completely positive trace preserving (CPTP) map given as $\tilde{V}(\rho) = V\rho V^\dagger$ in terms of an isometry operator $V : \mathcal{H} \rightarrow \mathcal{H}'$, an element of the set of isometry operators $\mathcal{V}_{iso}(d,D)$ defined by

$$\mathcal{V}_{iso}(d,D) := \{V \in \mathcal{L}(\mathbb{C}^d \rightarrow \mathbb{C}^D) | V^\dagger V = \mathbb{1}_d \},$$

where $\mathbb{1}_d$ is the identity operator on $\mathcal{H} = \mathbb{C}^d$, and $V^\dagger : \mathcal{H}' \rightarrow \mathcal{H}$ is the adjoint of $V$. In this notation, the tilde symbol on top of $V$ represents a linear map. We denote a set of $d$-dimensional unitary operators by $\mathcal{U}(d)$, which is equivalent to $\mathcal{V}_{iso}(d,d)$, and a unitary operation corresponding to a unitary operator $U$ by $\tilde{U}$.

We define the most general map which can decode the states encoded by an isometry operation $\tilde{V}$. We consider a completely positive (CP) map $\tilde{V}_{inv} : \mathcal{L}(\mathcal{H}') \rightarrow \mathcal{L}(\mathcal{H})$ that satisfies

$$\tilde{V}_{inv} \circ \tilde{V} = \tilde{\mathbb{1}}_d,$$

for an isometry operation $\tilde{V}$ corresponding to $V \in \mathcal{V}_{iso}(d,D)$, where $\tilde{\mathbb{1}}_d$ is the identity operation on $\mathcal{L}(\mathcal{H})$, which is defined by $\tilde{\mathbb{1}}_d(\rho) = \rho$ for all density matrices $\rho$ of a $d$-dimensional system. We refer to a map $\tilde{V}_{inv}$ satisfying Eq. (2) as an inverse map of $\tilde{V}$. Note that $\tilde{V}_{inv}$ is not necessarily a trace preserving map, while the composition of $\tilde{V}_{inv}$ and $\tilde{V}$ is trace preserving. An inverse map is not necessarily the adjoint map $\tilde{V}^\dagger$ defined as $\tilde{V}^\dagger(\rho) = V^\dagger \rho V$, either. For instance, a CP map $\tilde{V}_{\alpha}^\dagger$ defined by

$$\tilde{V}_{\alpha}^\dagger(\rho) := V^\dagger \rho V + \alpha \frac{I_d}{d} \text{Tr} \left( \Pi_{\text{Im}(V)} \rho \right)$$

\footnote{This convention is adopted from Ref. [19].}
is also an inverse map of $\widetilde{\mathcal{V}}$ for $\alpha \geq 0$, where $\Pi_{\text{Im}V}^\perp$ is a projector onto the orthogonal subspace of the image of $V : \mathcal{H} \to \mathcal{H}'$ denoted by $\text{Im}V := V(\mathcal{H})$. The map $\widetilde{\mathcal{V}}'_{\alpha}$ is not trace preserving for $\alpha \neq 1$, but the composition of $\widetilde{\mathcal{V}}$ and $\widetilde{\mathcal{V}}'_{\alpha}$ is trace preserving because the second term of Eq. (3) vanishes for all $\rho \in \mathcal{L}(\text{Im}V)$.

2.2 Higher-order quantum transformations of isometry operations: parallel protocols for probabilistic exact tasks

In this paper, we present a probabilistic but universal and exact protocol to construct an inverse map $\widetilde{\mathcal{V}}_{\text{inv}}$ from finite calls of an unknown isometry operation $\widetilde{\mathcal{V}}$ given as a black box. Such a protocol can be regarded as implementing a higher-order quantum transformation of an isometry operation, similarly to the preceding works considered higher-order quantum transformations of a unitary operation [18, 19], of which formulation is based on the notion of quantum supermaps and superinstrument [55].

We first introduce the notations of quantum supermaps [55] describing higher-order deterministic quantum transformations. A quantum supermap is a linear completely CPTP preserving transformation from an input map to an output map. We consider a $k$-input supermap $\tilde{\mathcal{C}}$ that transforms $k$ input maps $\tilde{\Lambda}^{(i)}_{\text{in}} : \mathcal{L}(I_i) \to \mathcal{L}(O_i)$ for $i \in \{1, \cdots, k\}$, where $I_i$ and $O_i$ represent the input Hilbert space and the output Hilbert space of the $i$-th input map $\tilde{\Lambda}^{(i)}_{\text{in}}$, respectively, to an output map $\tilde{\Lambda}_{\text{out}} : \mathcal{L}(P) \to \mathcal{L}(F)$, where $P$ and $F$ represent the input Hilbert space (also referred to as the past space) and the output Hilbert space (also referred to as the future space), respectively, of $\tilde{\Lambda}_{\text{out}}$. The double tilde symbol on top of $\mathcal{C}$ represents a linear supermap (or a linear superinstrument, which will be introduced in the next paragraph)\(^2\).

\[ \tilde{\mathcal{E}} \]

\[ \begin{array}{llll}
\mathcal{P} & \tilde{\mathcal{C}} & \mathcal{F} \\
\tilde{\Lambda}^{(1)}_{\text{in}} & \cdots & \tilde{\Lambda}^{(k)}_{\text{in}} & \tilde{\Lambda}_{\text{out}} \\
I_1 & \cdots & O_k & \mathcal{A} \\
\end{array} \]

\[ \tilde{\mathcal{C}}_{\alpha}(\tilde{\Lambda}_{\text{in}}) = \tilde{\mathcal{D}}_{\alpha} \circ (\tilde{\Lambda}_{\text{in}} \otimes \mathcal{I}_\mathcal{A}) \circ \tilde{\mathcal{E}}, \quad (4) \]

This convention is also adopted from Ref. [19].

---

\(^2\)This convention is also adopted from Ref. [19].

---
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where $\tilde{E} : \mathcal{L} (\mathcal{P}) \to \mathcal{L} (\mathcal{I} \otimes \mathcal{A})$ is a CPTP map, $\{\tilde{D}_a\} : \mathcal{L} (\mathcal{O} \otimes \mathcal{A}) \to \mathcal{L} (\mathcal{F})$ is a quantum instrument\(^3\) and $\mathcal{A}$ is an auxiliary Hilbert space (see Figure 1). We note that a parallel protocol using $k$ copies of an input isometry operation does not require the $k$ copies to be available simultaneously during the protocol. We may substitute by using a single black box isometry operation repeatedly $k$ times.

This work also considers constructions of probabilistic exact parallel protocols for the complex conjugate map and the transposition map of an isometry operation to compare the protocol with that of unitary inversion. For this sake, we introduce a notation of general higher-order probabilistic quantum transformation of an isometry operation $\tilde{\mathcal{V}}$ to another map which is a function of $\tilde{\mathcal{V}}$ denoted as $\tilde{f} (\tilde{\mathcal{V}})$ \(^4\). Note that the function $f$ is not necessarily linear in terms of a single $\tilde{\mathcal{V}}$, but has to be linear in terms of $\tilde{\mathcal{V}}^{\otimes k}$, and not necessary to be trace preserving either.

A probabilistic exact parallel protocol of a higher-order quantum transformation of $k$ calls of an unknown isometry operation $\tilde{\mathcal{V}}$ to $\tilde{f} (\tilde{\mathcal{V}})$ is formulated as follows. Let $\{\tilde{S}, \tilde{F}\} : [\mathcal{L} (\mathcal{I}) \to \mathcal{L} (\mathcal{O})] \to [\mathcal{L} (\mathcal{P}) \to \mathcal{L} (\mathcal{F})]$ be a parallel superinstrument, where $\tilde{S}$ denotes the successful transformation and $\tilde{F}$ denotes the failure transformation. We say that a parallel protocol $\tilde{S}$ is a probabilistic exact protocol to implement $\tilde{f} (\tilde{\mathcal{V}})$ from $k$ calls of $\tilde{\mathcal{V}}$ if

$$
\tilde{S} (\tilde{\mathcal{V}}^{\otimes k}) = p_{\text{succ}} \tilde{f} (\tilde{\mathcal{V}}) \quad (\forall \mathcal{V} \in \mathcal{V}_{\text{inv}} (d, D))
$$

holds. We require that $p_{\text{succ}}$ is independent of the input isometry operation $\tilde{\mathcal{V}}$ and the input quantum state $\rho_{\text{in}}$, and call it the success probability of $\tilde{f} (\tilde{\mathcal{V}})$ for the following reasons. Note that the probability to obtain the successful measurement outcome is $p_{\text{succ}} \text{Tr} [\tilde{f} (\tilde{\mathcal{V}}) (\rho_{\text{in}})]$, where $\rho_{\text{in}}$ is the input state. The probability to obtain the successful measurement can be divided into two terms; one is the success probability of the protocol denoted by $p_{\text{succ}}$, and the other is the success probability of the map $\tilde{f} (\tilde{\mathcal{V}})$ denoted by $\text{Tr} [\tilde{f} (\tilde{\mathcal{V}}) (\rho_{\text{in}})]$. For the case of $\tilde{f} (\tilde{\mathcal{V}}) = \tilde{\mathcal{V}}_{\text{inv}}$ (isometry inversion), $p_{\text{succ}}$ coincides with the probability to obtain the successful measurement outcome when the input quantum state is in the image $\text{Im} \tilde{\mathcal{V}}$, since $\tilde{\mathcal{V}}_{\text{inv}} \circ \tilde{\mathcal{V}}$ is trace preserving. Then, the success probability $p_{\text{succ}}$ for isometry inversion represents the probability to obtain the quantum state $\rho$ when the input state is $\mathcal{V} (\rho)$.

We summarize a list of $\tilde{f} (\mathcal{V})$ discussed in this paper. Isometry inversion (1) is the main topic of this work, and other tasks (2, 3, 4) are analyzed to compare isometry inversion with the previous works \([18, 19]\) on unitary inversion.

1. **Isometry inversion**: $\tilde{f} (\mathcal{V}) = \tilde{\mathcal{V}}_{\text{inv}}$, such that $\tilde{\mathcal{V}}_{\text{inv}} \circ \tilde{\mathcal{V}} = \mathbb{I}_d$.

2. **Isometry complex conjugation**: $\tilde{f} (\mathcal{V}) = \tilde{\mathcal{V}}^*$, where $\tilde{\mathcal{V}}^* (\rho) = V^* \rho (V^*)^\dagger$. Here, $V^*$ denotes the complex conjugate of $V$ in the computational basis.

3. **Isometry pseudo complex conjugation** (see Section 4.2): $\tilde{f} (\mathcal{V}) = \tilde{\mathcal{V}}_{\text{pcc}}$, such that $\tilde{\mathcal{V}}_{\text{pcc}}^* \circ \tilde{\mathcal{V}} = \mathbb{I}_d$, where the transposed map $\tilde{\Lambda}^\dagger$ for a CP map $\tilde{\Lambda}$ given by its action as $\tilde{\Lambda} (\rho) = \sum_k K_k \rho K_k^\dagger$ in terms of the Kraus operators $\{K_k\}$ is defined as $\tilde{\Lambda}^\dagger (\rho) := \sum_k K_k^\dagger \rho (K_k^\dagger)^\dagger$.

\(^3\)A quantum instrument $\{\tilde{\Psi}_a\}$ is a set of CP maps such that $\sum_a \tilde{\Psi}_a$ is a CPTP map \([61]\).

\(^4\)We write the argument of the function $f$ as $V$ instead of $\tilde{\mathcal{V}}$ to avoid a duplicate use of a tilde.
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4. Isometry transposition: \( f(V) = \tilde{V}^T \),
where \( \tilde{V}^T(\rho) = V^T\rho(V^T)\dagger \). Here, \( V^T \) denotes the transpose of \( V \) in the computational basis.

In quantum circuits shown in the figures in the rest of the paper, we sometimes write \( V \in V_{iso}(d, D) \) as \( V_{d, D} \) to represent the dimensions of its input and output Hilbert spaces explicitly in quantum circuits. To illustrate the dimensions of the Hilbert spaces represented by the wires of quantum circuits in the figures, we use the following color coding of wires: a red wire corresponds to a \( d \)-dimensional Hilbert space, a blue wire corresponds to a \( D \)-dimensional Hilbert space, and a black wire corresponds to a Hilbert space with an arbitrary dimension. The dual lines in the quantum circuits represent classical information transmissions.

3 The parallel isometry inversion protocol

3.1 Main result: Parallel isometry inversion with \( D \)-independent success probability

We present our main theorem on the optimal success probability of the probabilistic exact parallel protocol for isometry inversion. The success probability only depends on the dimension of the input Hilbert space of the isometry, and thus significantly outperforms the probabilistic exact parallel protocols based on unitary inversion (see Figure 6 (b)).

**Theorem 1.** The optimal success probability of probabilistic parallel protocols that transform \( k \) calls of an isometry operation \( \tilde{V} : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^D) \) into its inverse map \( \tilde{V}_{inv} \) does not depend on \( D \). Moreover, a parallel protocol shown in Figure 2 (a) achieves a success probability \( p_{succ} = \lfloor k/(d - 1) \rfloor/[d^2 + \lfloor k/(d - 1) \rfloor - 1] \), which is optimal for \( d = 2 \).

Before proceeding the proof of Theorem 1 and showing the detail of the protocol shown in Figure 2 (a), we show how an isometry inversion protocol is implemented in the case of \( k = d - 1 \) calls, as the protocol is shown by a quantum circuit represented in Figure 2 (b). In the quantum circuit, \( |A_d \rangle \in \mathcal{I} \otimes \mathcal{F} = (\mathbb{C}^d)^{\otimes d} \) is the totally antisymmetric state defined by

\[
|A_d \rangle := \sum_{j \in \{1, \ldots, d\}^d} \frac{\epsilon_j}{\sqrt{d!}} |j_1 j_2 \cdots j_d \rangle,
\]

where \( \{ |j_i \rangle \ (i = 1, \ldots, d) \) is an orthonormal basis of \( \mathbb{C}^d \) and \( \epsilon_j \) is the antisymmetric tensor with rank \( d \). The POVM \( \mathcal{M} \) is a projective measurement \( \{ \Pi_1 = \Pi^{a.s.}, \Pi_0 = I_{PO} - \Pi^{a.s.} \} \), where \( \Pi^{a.s.} \) is the orthogonal projector on \( \mathcal{P} \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_{d-1} = (\mathbb{C}^D)^{\otimes d-1} \) onto the subspace spanned by the totally antisymmetric states. This protocol succeeds when the measurement outcome of \( \mathcal{M} = \{ \Pi_a \} \) is \( a = 1 \). This quantum circuit implements an isometry inversion protocol as shown in the following theorem. See Appendix G for the proof.

**Theorem 2.** A parallel protocol shown in Figure 2 (b) transforms \( d - 1 \) calls of an isometry operation \( \tilde{V} \) corresponding to \( V \in V_{iso}(d, D) \) into its inverse map \( \tilde{V}_{inv} = \tilde{V}' \) given by

\[
\tilde{V}'(\rho_{in}) := V^\dagger \rho_{in} V + I_d \text{Tr} \left[ \Pi_{(\text{Im}V)^\perp} \rho_{in} \right],
\]

where \( \Pi_{(\text{Im}V)^\perp} \) is the orthogonal projector onto the orthogonal complement \( (\text{Im}V)^\perp \) of \( \text{Im}V \subset \mathbb{C}^D \).
Figure 2: (a) A quantum circuit representation of a parallel delayed input-state protocol for isometry inversion that achieves the success probability \( p_{\text{succ}} = \frac{d^2 + \lfloor k/(d-1) \rfloor}{d^2 + \lfloor k/(d-1) \rfloor - 1} \). In the quantum circuit, \( m(d-1) \) calls of the input isometry operation \( \tilde{V}_{d,D} \) for \( m = \lfloor k/(d-1) \rfloor \) are used, and the rest \( k - m(d-1) \) calls of \( \tilde{V}_{d,D} \) are discarded (not shown in the figure). The CPTP map \( \tilde{\Psi} \) is defined in Eq. (22). The quantum state \( |\phi_{\text{PBT}}^{(d)}\rangle \) and the POVM \( \mathcal{M} = \{ \Pi^{(d)}_a \}_{a=0}^k \) are the optimal resource state and the POVM for the probabilistic port-based teleportation \([67, 68]\), which are defined in Eqs. (100) and (101), respectively. The conditional CPTP map \( \Lambda_a \) is the post-processing operation used in port-based teleportation defined in Eq. (111), which selects the quantum state in \( \Lambda_a \) corresponding to the measurement outcome \( a \) of \( \mathcal{M} \) as the output state for \( a \neq 0 \). The isometry operator \( V^{a.s.} \) represents an encoding of quantum information on a totally antisymmetric state defined in Eq. (62). This protocol succeeds when the measurement outcome \( a \) is \( a \neq 0 \). (b) The isometry inversion protocol shown in (a) reduces to the circuit shown in this figure for \( m = 1 \), i.e., \( k = d - 1 \). The quantum state \( |A_d\rangle \) is the totally antisymmetric state defined in Eq. (6) and the POVM \( \mathcal{M} \) is a projective measurement \( \{ \Pi_1 = \Pi^{a.s.}, \Pi_0 = \mathbb{I}_{\mathcal{PO}} - \Pi^{a.s.} \} \), where \( \Pi^{a.s.} \) is the orthogonal projector on \( \mathcal{P} \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_{d-1} = (\mathcal{C}^D)^{\otimes d} \) onto the subspace spanned by the totally antisymmetric states. This protocol implements the inverse map \( \tilde{V}_{\text{inv}} = \tilde{V}' \) of \( V \) defined in Eq. (7) when the measurement outcome of \( \mathcal{M} = \{ \Pi_a \} \) is \( a = 1 \).

Theorem 2 states the existence of a parallel isometry inversion protocol whose success probability does not depend on \( D \) for \( k = d - 1 \). Now, we go back to Theorem 1, which is a generalization of Theorem 2. The first part of Theorem 1 states the \( D \)-independence of the optimal success probability of parallel isometry inversion. In general, an isometry operation \( V \in \mathcal{V}_{a,s}(d,D') \) can be embedded in \( \mathcal{V}_{a,s}(d,D) \) for \( D \geq D' \geq d \). Using this embedding, we can show the optimal success probability of parallel isometry inversion using \( k \) calls of the input isometry operation \( V \in \mathcal{V}_{a,s}(d,D) \), denoted by \( p_{\text{opt}}(d,D,k) \), is monotonically non-increasing in the output dimension \( D \) of \( V \), i.e.,

\[
p_{\text{opt}}(d,D',k) \geq p_{\text{opt}}(d,D,k)
\]

holds for all \( d, k, D, \) and \( D' \) such that \( D \geq D' \geq d \). We present a proof of this statement for \( D' = d \) in the proof of Theorem 1 (see Figure 5 (b)) and a similar construction is possible for any \( D \geq D' \geq d \). Thus, it is enough to show the converse of Eq. (8) given by

\[
p_{\text{opt}}(d,d,k) \leq p_{\text{opt}}(d,D,k).
\]

We show this relation by constructing a CPTP map compressing the output space of isometry operations to \( d \)-dimensional spaces. Using this CPTP map, we show the construction of a parallel isometry inversion protocol of \( V \in \mathcal{V}_{a,s}(d,D) \) from a corresponding parallel unitary inversion protocol of \( U \in \cup(d)(= \mathcal{V}_{a,s}(d,d)) \). The second part shows the series of parallel isometry inversion protocols with \( D \)-independent success probability approaching 1 for \( k \to \infty \). This asymptotic behavior is natural since one can perform the process tomography of \( V \in \mathcal{V}_{a,s}(d,D) \) to construct the inverse operation deterministically for \( k \to \infty \).
Lemma 3. Suppose we are given a parallel delayed input-state protocol that transforms $k$ calls of a unitary operation $\tilde{U} : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^d)$ into its inverse map $\tilde{U}^\dagger$ with a success probability $p_{\text{succ}}$. Then, we can construct a parallel delayed input-state protocol that transforms $k$ calls of an isometry operation $\tilde{V} : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^D)$ into its inverse map $\tilde{V}_{\text{inv}}$ with the same success probability $p_{\text{succ}} = p_{\text{succ}}'$.

Proof. We construct a CPTP map $\tilde{\Psi}$ transforming $k + 1$ parallel calls of isometry $V \in \mathcal{V}_\text{iso}(d, D)$ into parallel calls of a random unitary $U \in \mathbb{U}(d)$ (see Eq. (23)). This CPTP map $\tilde{\Psi}$ compresses the output state of isometry operations on $d$-dimensional systems keeping the relevant component to retrieve the input state, which contributes to the $D$-independence of the success probability. Then, we construct an isometry inversion protocol by inserting the CPTP map $\tilde{\Psi}$ into a given unitary inversion protocol (see Figure 5 (a)). In the following, we derive $\tilde{\Psi}$ and show the protocol and the achievability of $p_{\text{succ}}$.

We first introduce a parallel delayed input-state $k$-input superinstrument $\{\tilde{S}', \tilde{F}'\} : [\mathcal{L}(\mathcal{I}) \to \mathcal{L}(\mathcal{O}')] \to [\mathcal{L}(\mathcal{P}') \to \mathcal{L}(\mathcal{F})]$ defined by

$$\tilde{S}'(\tilde{\Lambda}_\text{in})(\cdot) = \left[\tilde{D}'_S \circ \left(\tilde{1}_P' \otimes \tilde{\Lambda}_\text{in} \otimes \tilde{1}_A\right)\right] \left(\cdot \otimes \phi'_{\mathcal{I} = \mathcal{A}}\right),$$

$$\tilde{F}'(\tilde{\Lambda}_\text{in})(\cdot) = \left[\tilde{D}'_F \circ \left(\tilde{1}_P' \otimes \tilde{\Lambda}_\text{in} \otimes \tilde{1}_A\right)\right] \left(\cdot \otimes \phi'_{\mathcal{I} = \mathcal{A}}\right),$$

where the joint Hilbert space are defined by $\mathcal{I} := \bigotimes_{i=1}^k \mathcal{I}_i$ and $\mathcal{O}':= \bigotimes_{i=1}^k \mathcal{O}'_i$, $\mathcal{A}$ is an auxiliary system, $\phi'_{\mathcal{I} = \mathcal{A}} \in \mathcal{L}(\mathcal{I} \otimes \mathcal{A})$ is a quantum state and $\{\tilde{D}'_S, \tilde{D}'_F\} : \mathcal{L}(\mathcal{P}' \otimes \mathcal{O}' \otimes \mathcal{A}) \to \mathcal{L}(\mathcal{F})$ is a quantum instrument (see the left panel of Figure 5 (a)). Note that a prime is added on the quantum state $\phi'$, the quantum instrument $\{\tilde{D}'_S, \tilde{D}'_F\}$, and the Hilbert spaces $\mathcal{O}'_i$ and $\mathcal{P}'$ to distinguish $\{\tilde{S}', \tilde{F}'\}$ from another superinstrument $\{\hat{S}, \hat{F}\}$ defined later (see Eqs. (13) and (14)). Suppose $\mathcal{P}' = \mathbb{C}^d$, $\mathcal{F} = \mathbb{C}^d$, $\mathcal{I}_i = \mathbb{C}^d$ and $\mathcal{O}'_i = \mathbb{C}^d$ for $i \in \{1, \cdots, k\}$. We assume that the superinstrument $\{\tilde{S}', \tilde{F}'\}$ implements unitary inversion with a success probability $p_{\text{succ}}'$, i.e.,

$$\tilde{S}'(\tilde{U}^\dagger) = p_{\text{succ}}' \tilde{U}^\dagger \quad (\forall U \in \mathbb{U}(d)).$$

We note that the optimality of the success probability shown in Theorem 1 is still open since the optimal parallel protocol for unitary inversion is not analytically known except for the case of $d = 2$.

3.2 Construction of isometry inversion protocol from a given parallel delayed-input state protocol for unitary inversion

We consider a subclass of parallel protocols to proceed the proof of Theorem 1. We say that a superinstrument is realized by a parallel delayed input-state protocol if an input state is inserted after applying black box operations similarly to the one given by the quantum circuit shown in Figure 2 (a) (see Ref. [19] for the detail). As shown in the following Lemma, an isometry inversion protocol can be constructed from a given parallel delayed-input state protocol for unitary inversion.

Since the input quantum state in the Hilbert space $\mathcal{P}$ and the output state of $\tilde{V}_{\text{iso}}(d, k)$ in the Hilbert space $\mathcal{O} = \bigotimes_{i=1}^k \mathcal{O}_i$ are available at some point of the parallel delayed input-state protocol, we can apply a CPTP map $\tilde{\Psi}$ on $\mathcal{P} \otimes \mathcal{O}$. Using this idea, we construct an isometry inversion protocol (see the proof of Lemma 3). Note that this construction is not valid for a general (i.e., non delayed input-state) parallel protocol since the input quantum state in the Hilbert space $\mathcal{P}$ is not available after applying the input isometry operation (see Figure 1).
Figure 3: Left panel: A quantum circuit representation of a parallel delayed input-state protocol \(\{\tilde{S}, \tilde{F}\}\). This protocol succeeds when the successful measurement outcome is obtained \((a = “S”)\). Right panel: The condition that the parallel delayed input-state protocol \(\{\tilde{S}, \tilde{F}\}\) shown in the left panel implements isometry inversion with the success probability \(p_{\text{succ}}\) is equivalent to the condition that the output state of the quantum circuit shown in the right panel retrieves the input state \(\rho\) with the success probability \(p_{\text{succ}}\). This protocol succeeds when the successful measurement outcome is obtained \((a = “S”)\).

Next, we consider the condition that a parallel delayed input-state superinstrument \(\{\tilde{S}, \tilde{F}\}\) implements isometry inversion. Suppose \(P = \mathbb{C}^d\) and \(O_i = \mathbb{C}^{D_i}\) for \(i \in \{1, \ldots, k\}\) and define the joint Hilbert space by \(O := \bigotimes_{i=1}^k O_i\). We consider a parallel delayed input-state superinstrument \(\{\tilde{S}, \tilde{F}\} : [\mathcal{L}(I) \rightarrow \mathcal{L}(O)] \rightarrow [\mathcal{L}(P) \rightarrow \mathcal{L}(F)]\) given by

\[
\tilde{S}(\tilde{\Lambda}_{\text{in}})(\cdot) = \left[ \tilde{D}_S \circ \left( \tilde{1}_P \otimes \tilde{\Lambda}_{\text{in}} \otimes \tilde{1}_A \right) \right] (\cdot \otimes \phi_{I\Lambda}),
\]

(13)

\[
\tilde{F}(\tilde{\Lambda}_{\text{in}})(\cdot) = \left[ \tilde{D}_F \circ \left( \tilde{1}_P \otimes \tilde{\Lambda}_{\text{in}} \otimes \tilde{1}_A \right) \right] (\cdot \otimes \phi_{I\Lambda}),
\]

(14)

where \(A\) is an auxiliary system, \(\phi_{I\Lambda} \in \mathcal{L}(I \otimes A)\) is a quantum state and \(\{\tilde{D}_S, \tilde{D}_F\} : \mathcal{L}(P \otimes O \otimes A) \rightarrow \mathcal{L}(F)\) is a quantum instrument (see the left panel of Figure 3). The condition that superinstrument \(\{\tilde{S}, \tilde{F}\}\) implements isometry inversion with the success probability \(p_{\text{succ}}\) is given by

\[
\tilde{S}(\hat{V}) = p_{\text{succ}} \tilde{V}_{\text{inv}} \quad (\forall V \in \mathcal{V}_{\text{iso}}(d, D)).
\]

(15)

By definition of the inverse map \(\tilde{V}_{\text{inv}}\), this condition is equivalent to the condition given by

\[
\tilde{S}(\hat{V}) \circ \hat{V} = p_{\text{succ}} \tilde{1}_d,
\]

(16)

i.e.,

\[
[\tilde{D}_S \circ \left( \tilde{V}^{\otimes k+1}_{P''I \rightarrow PO} \otimes \tilde{1}_A \right)] (\rho_{P''} \otimes \phi_{I\Lambda}) = p_{\text{succ}} \rho_F,
\]

(17)

for all \(V \in \mathcal{V}_{\text{iso}}(d, D)\) and \(\rho \in \mathcal{L}(P'')\) (see the right panel of Figure 3). Here, the Hilbert space \(P''\) is given by \(P'' = \mathbb{C}^d\). This condition means that we have to retrieve the quantum state \(\rho\) after applying the tensor product of an isometry operation \(\tilde{V}^{\otimes k+1}\).

We show the decomposition of the tensor product \(V^{\otimes k+1}\) of an isometry operator \(V\) to consider how to retrieve the quantum state \(\rho\) after the application of \(V^{\otimes k+1}\). The joint Hilbert spaces \(P' \otimes I = (\mathbb{C}^d)^{\otimes k+1}\), \(P' \otimes O' = (\mathbb{C}^d)^{\otimes k+1}\) and \(P \otimes O = (\mathbb{C}^D)^{\otimes k+1}\) can be
decomposed as

\[ P'' \otimes I = \bigoplus_{\mu \vdash k+1} U_{\mu, P'' \otimes I}^{(d)} \otimes S_{\mu, P'' \otimes I}^{(k+1)}, \quad (18) \]

\[ P' \otimes O' = \bigoplus_{\mu \vdash k+1} U_{\mu, P' \otimes O'}^{(d)} \otimes S_{\mu, P' \otimes O'}^{(k+1)}, \quad (19) \]

\[ P \otimes O = \bigoplus_{\mu : \mu \vdash \mu' \vdash k+1} U_{\mu, P \otimes O}^{(D)} \otimes S_{\mu, P \otimes O}^{(k+1)}, \quad (20) \]

by the Schur-Weyl duality, where \( \mu \) is a Young diagram with \( k + 1 \) boxes, denoted by \( \mu \vdash k + 1 \) (see Appendix B for the detail). Let \( \{ |\mu, u\mu, s_\mu\} \) be the orthonormal basis of \( U_{\mu, P' \otimes O'} \otimes S_{\mu, P' \otimes O'}^{(k+1)} \), for each \( \mu \) and we call \( \{ |\mu, u\mu, s_\mu\} \) the Schur basis (see also Appendix B). We define the change of basis \( U_{\mu, P' \otimes O'}^{(d)} \), transforming the computational basis for \( P' \otimes O' \) to the Schur basis, and suppose \( |\mu\rangle, |u\mu\rangle \) and \( |s_\mu\rangle \) are stored in the Hilbert spaces \( \mathcal{M}_{P' \otimes O'}, U_{P' \otimes O'} \) and \( S_{P' \otimes O'} \), respectively. The unitary operator \( U_{\mu, P' \otimes O'}^{(d)} \) is called the quantum Schur transform [77–79]. Using the decomposition of Hilbert spaces given by Eqs. (18) and (20), we can decompose the tensor product \( V^{\otimes k+1} : P'' \otimes I \to P \otimes O \) of an isometry operator \( V \in \mathbb{V}_{\text{iso}}(d, D) \) as

\[ V^{\otimes k+1} = \bigoplus_{\mu \vdash k+1} V_{\mu} \otimes I_{S_{\mu, P' \otimes O'}^{(k+1)} \rightarrow S_{\mu, P \otimes O}^{(k+1)}}, \quad (21) \]

where \( l(\mu) \) is the number of rows of a Young diagram \( \mu \), \( V_{\mu} \in \mathcal{L}(U_{\mu, P' \otimes O'}^{(d)} \rightarrow U_{\mu, P \otimes O}^{(D)}) \) is an isometry operator depending on the isometry \( V \) and \( I_{S_{\mu, P' \otimes O'}^{(k+1)} \rightarrow S_{\mu, P \otimes O}^{(k+1)}} \) is the isomorphism between irreducible representations \( S_{\mu, P' \otimes O'}^{(k+1)} \) and \( S_{\mu, P \otimes O}^{(k+1)} \). We prove this decomposition in Appendix B (see Eq. (89)). This decomposition shows that the quantum information encoded in \( S_{\mu, P' \otimes O'}^{(k+1)} \) is unchanged by the action of the parallel calls of any isometry operator \( V \in \mathbb{V}_{\text{iso}}(d, D) \), while the quantum information encoded in \( U_{\mu, P' \otimes O'}^{(d)} \) is affected by a \( V \)-dependent action. In addition, the Hilbert space \( U_{\mu, P \otimes O}^{(D)} \otimes S_{\mu, P \otimes O}^{(k+1)} \) for \( l(\mu) > d \) is out of the image \( \text{Im}V^{\otimes k+1} \). From these observations, the quantum information relevant to retrieve the quantum state \( \rho \) after the application of \( \tilde{\Psi}^{\otimes k+1} \) is considered to be encoded in the Hilbert space \( S_{\mu, P \otimes O}^{(k+1)} \) for \( l(\mu) \leq d \). Then, we can “compress” the output state of \( \tilde{\Psi}^{\otimes k+1} \) to a smaller Hilbert space whose dimension is independent of \( D \) by a CPTP map \( \tilde{\Psi} \) defined in the next paragraph.

We define a key element for constructing an isometry inversion protocol, a CPTP map \( \tilde{\Psi} : \mathcal{L}(P \otimes O) \to \mathcal{L}(P' \otimes O') \), by

\[
\tilde{\Psi}_{P \otimes O \rightarrow P' \otimes O'}(\rho) := \bigoplus_{\mu \vdash k+1} \frac{d_{\mu}^{(d)}}{d_{\mu}^{(d)}} \otimes \left[ I_{S_{\mu, P' \otimes O'}^{(k+1)} \rightarrow S_{\mu, P \otimes O}^{(k+1)}} \right] \left[ I_{P' \otimes O'} \otimes \text{Tr}_{\mu, P \otimes O}(\Pi_{\mu, P \otimes O} \rho) \right] + \bigoplus_{\mu \vdash k+1} \frac{d_{\mu}^{(d)}}{d_{\mu}^{(d)}} \otimes \sum_{l(\mu) > d} \text{Tr}(\Pi_{\mu, P \otimes O} \rho),
\quad (22)
\]

where \( \Pi_{\mu, P \otimes O} \) is a projector on the Hilbert space \( P \otimes O \) onto its subspace \( U_{\mu, P \otimes O}^{(D)} \otimes S_{\mu, P \otimes O}^{(k+1)} \). The CPTP map \( \tilde{\Psi} \) “extracts” the quantum information encoded in \( S_{\mu, P \otimes O}^{(k+1)} \) for \( l(\mu) \leq d \) from \( P \otimes O \) by “discarding” \( U_{\mu, P \otimes O}^{(D)} \) and “embeds” it onto \( P' \otimes O' \). More precisely, the CPTP
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map $\tilde{\Psi}$ can be implemented by using the quantum Schur transform and the “measure-and-prepare” strategy [3, 64] as follows (see Figure 4). First, we apply the quantum Schur transform $U_{PO}^{Sch}$ on $P \otimes O$ and measure $|\mu\rangle$. If $l(\mu) \leq d$, we replace $|u_\mu\rangle$ by the $d_{U_{\mu}}$-dimensional maximally mixed state and apply the inverse of the quantum Schur transform $U_{PO}^{Sch\dagger}$ on $P' \otimes O'$ to obtain the output state. Otherwise, we replace the entire quantum state by the $d_{P'O'}$-dimensional maximally mixed state to obtain the output state.

The CPTP map $\tilde{\Psi}$ satisfies the following lemma, which will play a crucial role to construct a parallel isometry inversion protocol.

**Lemma 4.** For any isometry operation $\tilde{V}$ corresponding to $V \in \mathcal{V}_{iso}(d, D)$,

$$\tilde{\Psi} \circ \tilde{V}^{\otimes k+1} = \int dU \tilde{U}^{\otimes k+1}$$

holds, where $\tilde{U}$ is a unitary operation corresponding to $U \in \mathbb{U}(d)$, and $dU$ is the Haar measure on $\mathbb{U}(d)$.

This Lemma shows the transformation from $k+1$ parallel calls of an isometry operation $\tilde{V}$ corresponding to $V \in \mathcal{V}_{iso}(d, D)$ into $k+1$ parallel calls of a $d$-dimensional randomly (and independently of the isometry operator $V$) chosen unitary operation. Note that, for $D = d$, the action of the CPTP map $\tilde{\Psi}$ matches parallel calls of a randomly chosen unitary operation, i.e.,

$$\tilde{\Psi} = \int dU \tilde{U}^{\otimes k+1}.$$  \hspace{1cm} (24)

Then, Lemma 4 reduces to a well-known relation for the Haar measure $dU$ on the unitary group $\mathbb{U}(d)$ given by

$$\left(\int dU \tilde{U}^{\otimes k+1}\right) \circ \tilde{U}^{\otimes k+1} = \int dU \tilde{U}^{\otimes k+1}$$

for all $U' \in \mathbb{U}(d)$. In a sense, the CPTP map $\tilde{\Psi}$ extends this relation to an arbitrary $D$ while keeping the independence on $D$ on the right hand side, which may be of independent interest. See Appendix H for the proof of Lemma 4.
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Figure 5: (a) Left panel: Parallel delayed input-state protocol $\tilde{S}'$ for unitary inversion of $U_d \in U(d)$ using a quantum state $\phi'$ and a quantum instrument $\{\tilde{D}'_S, \tilde{D}'_F\}$ (see also Eq. (10)). Right panel: Construction of a parallel protocol for isometry inversion of $V_{d,D} \in \mathcal{V}_{iso}(d,D)$ using a parallel delayed input-state protocol $\tilde{S}'$ for unitary inversion of $U_d \in U(d)$ and the CPTP map $\tilde{\Psi}$ defined in Eq. (22). This protocol achieves the same success probability as the parallel delayed-input state protocol for unitary inversion of $U_d \in U(d)$ shown in the left panel. (b) Left panel: The parallel protocol $\tilde{S}_{opt}'$ for isometry inversion of $V_{d,D} \in \mathcal{V}_{iso}(d,D)$ achieving the optimal success probability can be implemented using a CPTP map $\tilde{\Psi}$ and a quantum instrument $\{\tilde{D}'_S, \tilde{D}'_F\}$ (see also Eq. (36)). Right panel: Construction of a parallel protocol for unitary inversion of $U_d \in U(d)$ using the optimal parallel protocol $\tilde{S}_{opt}'$ for isometry inversion of $V_{d,D} \in \mathcal{V}_{iso}(d,D)$ and the embedding isometry operator $V_{\text{embed}}$ defined in Eq. (38). This protocol achieves the same success probability as the optimal parallel protocol for isometry inversion shown in the left panel.

Using the CPTP map $\tilde{\Psi}$, we derive a parallel delayed input-state protocol for isometry inversion protocol as follows. We define a parallel delayed input-state superinstrument $\{\tilde{S}, \tilde{F}\} : [\mathcal{L}(I) \rightarrow \mathcal{L}(O)] \rightarrow [\mathcal{L}(P) \rightarrow \mathcal{L}(F)]$ by inserting the CPTP map $\tilde{\Psi}$ to the parallel delayed input-state superinstrument $\{\tilde{S}', \tilde{F}'\}$ for unitary inversion as

$$\tilde{S}(\Lambda_{in})(\cdot) = [\tilde{D}_S \circ (\tilde{\Psi} \otimes \tilde{I}_A) \circ (\tilde{I}_{P,A} \otimes \Lambda_{in})] (\cdot \otimes \phi'_{\Lambda_4}),$$

(26)

$$\tilde{F}(\Lambda_{in})(\cdot) = [\tilde{D}_F \circ (\tilde{\Psi} \otimes \tilde{I}_A) \circ (\tilde{I}_{P,A} \otimes \Lambda_{in})] (\cdot \otimes \phi'_{\Lambda_4}),$$

(27)

where the quantum state $\phi'$ and the quantum instrument $\{\tilde{D}'_S, \tilde{D}'_F\}$ are in the superinstrument $\{\tilde{S}', \tilde{F}'\}$ for unitary inversion (see Eqs. (10), (11), and Figure 5 (a)). Note that the CPTP map $\tilde{\Psi}$ can be inserted since $\{\tilde{S}', \tilde{F}'\}$ is a parallel delayed-input state protocol. If the input state of the parallel delayed-input state protocol $\tilde{S}$ is $\rho_{in} = \tilde{V}(\rho)$, the output
Lemma 3, we show the existence of a parallel protocol for isometry inversion of delayed input-state protocol for unitary inversion of is shown by constructing an isometry inversion protocol from a corresponding parallel \( p \). The existence of a parallel isometry inversion protocol achieving the success probability \( U \in V \implies \text{iso} \) (Achievability) The optimal success probability \( p_{\text{succ}} = |k/(d - 1)|/[d^2 + |k/(d - 1)| - 1] \) and its optimality for \( d = 2 \). The existence is shown by constructing an isometry inversion protocol from a corresponding parallel delayed input-state protocol for unitary inversion of \( U \in U(d) \) with a success probability \( p_{\text{succ}} = |k/(d - 1)|/[d^2 + |k/(d - 1)| - 1] \) using Lemma 3. Since this parallel unitary inversion protocol is known to be optimal for \( d = 2 \), this success probability of parallel isometry inversion protocol is optimal for \( d = 2 \) (see Appendix D and Ref. [18]). We prove the achievability and the optimality of the success probability of isometry inversion as follows.

(Preference) We show the existence of a parallel protocol for unitary inversion of \( U \in U(d) \) with the same success probability as the optimal parallel protocol for isometry inversion of \( V \in V_{\text{iso}}(d, D) \) to complete the proof of the first part of Theorem 1. We consider Hilbert spaces \( P = \mathbb{C}^D, F = \mathbb{C}^d, I_i = \mathbb{C}^d \) and \( O_i = \mathbb{C}^D \) for \( i \in \{1, \ldots, k\} \) and the joint Hilbert spaces \( I \) and \( O \) defined as \( I := \bigotimes_{i=1}^k I_i \) and \( O := \bigotimes_{i=1}^k O_i \), respectively. Suppose \( \{\tilde{S}_{\text{opt}}, \tilde{F}_{\text{opt}}\} : [L(I) \to L(O)] \to [L(P) \to L(F)] \) be a \( k \)-input parallel superinstrument implementing isometry inversion of \( V \in V_{\text{iso}}(d, D) \) with the optimal success probability \( p_{\text{opt}} = p_{\text{opt}}(d, D, k) \), i.e.,

\[
\tilde{S}_{\text{opt}}(\tilde{V}^\otimes k)(\rho_{\text{in}}) = p_{\text{opt}} \tilde{V}_{\text{inv}}(\rho_{\text{in}}) \quad (\forall V \in V_{\text{iso}}(d, D), \forall \rho_{\text{in}} \in L(\text{Im}V)).
\]
The parallel superinstrument \( \{ \tilde{S}_{\text{opt}}, \tilde{F}_{\text{opt}} \} \) can be written as
\[
\tilde{S}_{\text{opt}}(\tilde{A}_{\text{in}}) = \tilde{D}_S \circ (\tilde{\Lambda}_{\text{in}} \otimes \tilde{1}_A) \circ \tilde{E}, \tag{36}
\]
\[
\tilde{F}_{\text{opt}}(\tilde{A}_{\text{in}}) = \tilde{D}_F \circ (\tilde{\Lambda}_{\text{in}} \otimes \tilde{1}_A) \circ \tilde{E}, \tag{37}
\]
where \( A \) is an auxiliary Hilbert space, \( \tilde{E} : \mathcal{L}(\mathcal{P}) \to \mathcal{L}(\mathcal{I} \otimes A) \) is a CPTP map, and \( \{ \tilde{D}_S, \tilde{D}_F \} \) is a quantum instrument (see the left panel of Figure 5 (b)).

We construct a parallel protocol for unitary inversion of \( U \in \mathbb{U}(d) \) with the same success probability \( p_{\text{opt}} \) as the parallel protocol for isometry inversion of \( V_{d,D} \in \mathbb{V}_{\text{iso}}(d,D) \) as follows. We consider Hilbert spaces \( \mathcal{P}' = \mathbb{C}^d \) and \( \mathcal{O}'_i = \mathbb{C}^d \) for \( i \in \{1, \cdots, k\} \) and the joint Hilbert space \( \mathcal{O}' := \bigotimes_{i=1}^k \mathcal{O}'_i \). We define the embedding isometry operator \( V_{\text{embed}} : \mathbb{C}^d \to \mathbb{C}^D \) as
\[
V_{\text{embed}} := \sum_{i=0}^{d-1} |i \rangle_{\mathbb{C}^D} \langle i|_{\mathbb{C}^d}, \tag{38}
\]
where \( \{ |i \rangle \}_{i=0}^{d-1} \) and \( \{ |i \rangle \}_{i=0}^{D-1} \) are the computational bases of \( \mathbb{C}^d \) and \( \mathbb{C}^D \), respectively. By defining \( \{ \tilde{S}', \tilde{F}' \} : [\mathcal{L}(\mathcal{T}) \to \mathcal{L}(\mathcal{O}')] \to [\mathcal{L}(\mathcal{P}') \to \mathcal{L}(\mathcal{F})] \) as
\[
\tilde{S}'(\tilde{A}_{\text{in}}) := \tilde{D}_S \circ \left( \bigotimes_{i=1}^k \tilde{V}_{\text{embed}}^{\text{opt}}_{\mathcal{O}'_i \to \mathcal{O}_i} \circ \tilde{\Lambda}_{\text{in}} \otimes \tilde{1}_A \right) \circ \tilde{E} \circ \tilde{V}_{\text{embed}}^{\text{opt}}_{\mathcal{P}' \to \mathcal{P}}, \tag{39}
\]
\[
\tilde{F}'(\tilde{A}_{\text{in}}) := \tilde{D}_F \circ \left( \bigotimes_{i=1}^k \tilde{V}_{\text{embed}}^{\text{opt}}_{\mathcal{O}'_i \to \mathcal{O}_i} \circ \tilde{\Lambda}_{\text{in}} \otimes \tilde{1}_A \right) \circ \tilde{E} \circ \tilde{V}_{\text{embed}}^{\text{opt}}_{\mathcal{P}' \to \mathcal{P}}, \tag{40}
\]
\( \{ \tilde{S}', \tilde{F}' \} \) is a parallel superinstrument as shown in Figure 5 (b). Since \( V_{\text{embed}}U \) is an isometry operator for all \( U \in \mathbb{U}(d) \), we obtain
\[
\tilde{S}'(\tilde{U}^\otimes k) = p_{\text{opt}}(V_{\text{embed}} \circ \tilde{U})_{\text{inv}} \circ \tilde{V}_{\text{embed}}^{\text{opt}} \tag{41}
\]
for all \( U \in \mathbb{U}(d) \) from Eq. (35). Since the inverse operation of an isometry operation is defined as Eq. (2),
\[
\tilde{S}'(\tilde{U}^\otimes k) \circ \tilde{U} = p_{\text{opt}}(V_{\text{embed}} \circ \tilde{U})_{\text{inv}} \circ \tilde{V}_{\text{embed}}^{\text{opt}} \circ \tilde{U} \tag{42}
\]
\[
= p_{\text{opt}} \tilde{1}_d, \tag{43}
\]
i.e.,
\[
\tilde{S}'(\tilde{U}^\otimes k) = p_{\text{opt}} \tilde{U}^\dagger \tag{44}
\]
holds for all \( U \in \mathbb{U}(d) \). Therefore, the parallel superinstrument \( \{ \tilde{S}', \tilde{F}' \} \) implements unitary inversion of \( U \in \mathbb{U}(d) \) with the success probability \( p_{\text{opt}} \). This completes the proof of the first part of Theorem 1. As stated in the first paragraph of the proof, the second part (achievability of the success probability \( p_{\text{succ}} = (k/(d-1))/[d^2 + k/(d-1) - 1] \)) of Theorem 1 follows from the combination of the first part and a parallel delayed input-state protocol for unitary inversion shown in Appendix D and Ref. [18].
3.4 Analysis of other related settings

3.4.1 Unitary embedding strategy

for $D = dd'$, any isometry operator $V \in \mathcal{V}_{\text{iso}}(d, D)$ can be embedded in an appropriate unitary operation $U_V \in \mathbb{U}(D)$ by adding a fixed auxiliary system $|\text{aux}\rangle \in \mathbb{C}^{d'}$ and seeking $V$ satisfying

$$V|\psi\rangle = U_V(|\psi\rangle \otimes |\text{aux}\rangle)$$

for all $|\psi\rangle \in \mathbb{C}^{d}$ (see Figure 6 (a)). Assuming that the black box implementing $U_V$ and the fixed auxiliary state are given, we can implement an inverse map of $\tilde{V}$ by applying the unitary inversion protocol. Any $D$-dimensional unitary inversion protocol needs at least $D - 1$ calls of an input unitary operation to be successful with a non-zero probability [18]. In contrast, our direct isometry inversion protocol using $k$ parallel calls of an input isometry operation $\tilde{V}$ corresponding to $V \in \mathcal{V}_{\text{iso}}(d, D)$ implements the inverse map $\tilde{V}^{-1}$ with a success probability $p_{\text{suc}} = [k/(d - 1)]/[d^2 + [k/(d - 1)] - 1].$ We compare these success probabilities for $d = 2, D = 2^5$ and $1 \leq k \leq 20$ (see Figure 6 (b)). The isometry inversion protocol achieves a success probability $p_{\text{suc}} \approx 87\%$ at $k = 20$, while probabilistic unitary inversion is impossible for any $k \leq 30$.

3.4.2 Process tomography strategy

Approximate isometry inversion can be achieved by approximating the classical description of $V \in \mathcal{V}_{\text{iso}}(d, D)$ by quantum process tomography first [1, 65], and then applying the inverse map calculated from the classical description. Quantum process tomography consists of three steps: preparing a quantum state called a probe state, applying a black box quantum operation to a probe state, and performing a measurement on the output state. By repeating this procedure, we obtain a probability distribution of measurement outcomes to estimate a black box operation. An isometry operator $V \in \mathcal{V}_{\text{iso}}(d, D)$ is uniquely specified.
by $2Dd - d^2 + d - 1 = \Omega(Dd)$ real parameters\textsuperscript{5}, and $\Omega(\epsilon^{-2}\ln(1/(1 - p)))$ measurements are necessary to estimate each parameter with at most error $\epsilon$ and at least probability $p$ \textsuperscript{65}. Therefore, we need $\Omega(Dde^{-2}\ln(1/(1 - p)))$ calls of an isometry operation $\hat{V}$ for the process tomography of $V$. On the other hand, since we can achieve the success probability $p_{\text{succ}} = [k/(d - 1)]/[d^2 + [k/(d - 1)] - 1]$ by $k$ parallel calls of an isometry operation $\hat{V}$, the success probability becomes $p_{\text{succ}}$ for $k = (d - 1)(d^2 - 1)/(1 - p_{\text{succ}}) = \mathcal{O}(d^3/(1 - p_{\text{succ}}))$.\textsuperscript{6}

The isometry inversion protocol outperforms the strategy based on process tomography at two points. First, the isometry inversion protocol can implement the inverse operation without error ($\epsilon = 0$) using finite calls of $\hat{V}$, while the process tomography needs $\Omega(\epsilon^{-2})$ calls to achieve the error below $\epsilon$. Second, the isometry inversion protocol can be done with a $D$-independent number of calls of $\hat{V}$, while the process tomography requires a $D$-dependent number of calls. Though the scaling of the number of calls in our protocol with respect to $p_{\text{succ}}$ is polynomial, we also find a protocol with $k = \mathcal{O}(\ln(1/(1 - p_{\text{succ}})))$ using a “success-or-draw” protocol for $d = 2$ and $D = 3$, whose existence is shown numerically (see Section 5).

4 Difference between isometry inversion protocols and unitary inversion protocols

The parallel unitary inversion protocol presented in Ref. [18] consists of a concatenation of unitary complex conjugation and unitary transposition. The implementation of unitary complex conjugation shown in Ref. [15] relies on the fact that the complex conjugate representation of $U(d)$ is unitarily equivalent to the antisymmetric subspace in the tensor representation of $U(d)$ on $(\mathbb{C}^d)^{\otimes d-1}$. The unitary transposition protocol presented in Ref. [19] utilizes a variant of gate teleportation [66] or the probabilistic port-based teleportation [67, 68]. In contrast, we show that isometry inversion protocols cannot be decomposed into isometry complex conjugation and isometry transposition. We can consider another similar strategy by considering “isometry pseudo complex conjugation”, but this strategy is shown to be inefficient. We first investigate protocols for isometry complex conjugation and isometry pseudo complex conjugation, and then analyze the difference between isometry inversion and unitary inversion in this section. Isometry transposition is investigated in Appendix E.

4.1 The no-go theorem for isometry complex conjugation

We prove that any isometry inversion protocol cannot be decomposed into isometry complex conjugation and isometry transposition by showing a no-go theorem for isometry complex conjugation.

To state the no-go theorem properly, we introduce the notion of general superinstrument including the ones with an indefinite causal order [70–76], which describes the most general higher-order probabilistic transformation where the order of the use of the input maps is not pre-determined. Using the same notations of the Hilbert spaces and the input maps introduced for a superinstrument in Section 2.2, a general superinstrument is a set of $k$-input supermaps $\{\hat{C}_a : [\mathcal{L}(\mathcal{I}) \to \mathcal{L}(\mathcal{O})] \to [\mathcal{L}(\mathcal{P}) \to \mathcal{L}(\mathcal{F})]\}$ such that a set of output maps $\{\hat{C}_a \otimes \hat{I}(\Lambda_{\text{in}})\}_{a}$ is a quantum instrument for any set of input CPTP maps $\{\Lambda_{\text{in}}^{(i)}\}_{i=1}^k$.

\textsuperscript{5}We say $f(x) = \Omega(g(x))$ if $\limsup_{x \to -\infty} |f(x)/g(x)| > 0$.

\textsuperscript{6}We say $f(x) = \mathcal{O}(g(x))$ if $\limsup_{x \to -\infty} |f(x)/g(x)| < \infty$. 
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Figure 7: (a) The left hand side shows an illustration of a general superinstrument \( \tilde{C}_a \) as a purple box with windows where input maps \( \tilde{\Lambda}^{(i)} \) are plugged. The right hand side is the output map of a general superinstrument \( \tilde{C}_a \) for input maps \( \tilde{\Lambda}^{(i)} \). (b) A hypothetical protocol using a general superinstrument \( \tilde{S}, \tilde{F} \) for isometry complex conjugation to prove Lemma 6 by contradiction. The wire between \( I_i \) and \( O_i \) \( (i \in \{1, \cdots, k\}) \) represent the identity map and \( \xi \) is an arbitrary quantum state.

where \( \tilde{1} \) is the identity supermap defined by \( \tilde{1}(\tilde{\Lambda}) = \tilde{\Lambda} \). This definition of a general superinstrument \( \{\tilde{C}_a\} \) states that a set of output maps is a quantum instrument even if the superinstrument acts on a subsystem of input CPTP maps. Note that the condition that \( \tilde{C}_a \otimes \tilde{1}(\tilde{\Lambda}_{in}) \) is a quantum instrument for any input CPTP maps \( \{\tilde{\Lambda}^{(i)}\}_{i=1}^k \), is strictly stronger than the relaxed condition that \( \tilde{C}_a(\tilde{\Lambda}_{in}) \) is a quantum instrument for any input CPTP maps \( \{\tilde{\Lambda}^{(i)}\}_{i=1}^k \), which is similar to the distinction between positive maps and completely positive maps.

A general superinstrument \( \{\tilde{C}_a\} \) is not necessarily represented by a quantum circuit, which requires to fix a causal ordering of the use of the input maps. To illustrate a protocol using a general supermap in a similar manner of quantum circuits, we use a notation of a general supermap represented by a box with windows for plugging input maps (see Figure 7 (a)). As the windows of the box are not causally ordered, the box represents a general supermap, a transformation of input maps with unspecified order to the output map\(^7\).

Using the notion of general superinstrument, we can state the following no-go theorem for isometry complex conjugation.

**Theorem 5.** If \( D \geq 2d \), it is impossible to transform finite calls of an isometry operation \( \tilde{V} : \mathcal{L}(\mathbb{C}^d) \rightarrow \mathcal{L}(\mathbb{C}^D) \) into its complex conjugate map \( \tilde{V}^* \) with a non-zero success probability using any general superinstrument.

Note that this no-go theorem states the impossibility of isometry complex conjugation from finite calls even if we can implement a general superinstrument, which is beyond the quantum circuit model. To prove this no-go theorem, we first show the impossibility for \( D \) is a multiple of \( d \).

**Lemma 6.** Let \( d' \) be a natural number greater than 1. If \( D = dd' \), it is impossible to transform finite calls of an isometry operation \( \tilde{V} : \mathcal{L}(\mathbb{C}^d) \rightarrow \mathcal{L}(\mathbb{C}^D) \) into its complex conjugate map \( \tilde{V}^* \) with a non-zero success probability using any general superinstrument.

\(^7\)This notation is adopted from Ref. [75].
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Proof. We prove this Lemma by contradiction. Probabilistic exact state complex conjugation of \( |\phi\rangle \) is shown to be possible by applying probabilistic isometry complex conjugation to an isometry operator \( V_{(\phi)} \), which joints an auxiliary quantum state \( |\phi\rangle \) to an input state. If probabilistic isometry complex conjugation can be implemented with a non-zero success probability, probabilistic exact state complex conjugation is also possible with a non-zero success probability, which contradicts the no-go theorem of state complex conjugation\(^{80} \). See Figure 7 (b) for a hypothetical protocol using a general superinstrument to prove this Lemma by contradiction.

We consider a \( k \)-input general superinstrument \( \{\tilde{S}, \tilde{F}\} : [\mathcal{L}(I) \rightarrow \mathcal{L}(O)] \rightarrow [\mathcal{L}(P) \rightarrow \mathcal{L}(F)] \), where the Hilbert spaces are given by \( P = \mathbb{C}^d \), \( I_i = \mathbb{C}^d \), \( F = \mathbb{C}^D = \mathbb{C}^{dd'} \), \( O_i = \mathbb{C}^D = \mathbb{C}^{dd'} \) for \( i \in \{1, \cdots, k\} \), and \( I \) and \( O \) are the joint Hilbert spaces defined by \( I := \bigotimes_{i=1}^{k} I_i \) and \( O := \bigotimes_{i=1}^{k} O_i \), respectively. We assume that the general superinstrument \( \{\tilde{S}, \tilde{F}\} \) implements an isometry complex conjugation protocol with a non-zero success probability \( p_{\text{succ}} > 0 \), i.e.,

\[
\tilde{S}(\tilde{\nu}^{\otimes k}) = p_{\text{succ}}\tilde{\nu}^* \quad (\forall V \in \mathcal{V}_{\text{iso}}(d, dd')).
\]  

(46)

To construct the hypothetical protocol shown in Figure 7 (b), we decompose the Hilbert space \( O_i \) as \( O_i \rightarrow O'_i \otimes O''_i \), where \( O'_i = \mathbb{C}^d \) and \( O''_i = \mathbb{C}^{d'} \). We take the computational basis of \( O_i \) as \( \{|j'_i\rangle_{O'_i} \otimes |j''_i\rangle_{O''_i}\} \), with \( \{j'_i\}_{O'_i} \) and \( \{j''_i\}_{O''_i} \) are the computational basis of \( O'_i \) and \( O''_i \), respectively. Similarly, we decompose the Hilbert space \( F \) as \( F = F' \otimes F'' \), where \( F' = \mathbb{C}^d \) and \( F'' = \mathbb{C}^{d'} \) and choose the computational basis of \( F \) as \( \{|j'\rangle_{F'} \otimes |j''\rangle_{F''}\} \), where \( \{j'\}_{F'} \) and \( \{j''\}_{F''} \) are the computational basis of \( F' \) and \( F'' \), respectively.

We define an isometry operator \( V_{(\phi)} \in \mathcal{V}_{\text{iso}}(d, dd') \) by \( V_{(\phi)} |\psi\rangle := |\psi\rangle \otimes |\phi\rangle \), where \( |\phi\rangle \in \mathbb{C}^d \) and \( |\psi\rangle \in \mathbb{C}^d \). Inserting \( k \) calls of the isometry operation \( \tilde{V}_{(\phi)} \) corresponding to \( V_{(\phi)} \) into \( \tilde{S} \), we obtain

\[
\tilde{S}(\tilde{\nu}^{\otimes k}) = p_{\text{succ}}\tilde{V}_{(\phi)}^* \cdot \ 
\]  

(47)

Next, inserting an arbitrary quantum state \( |\xi\rangle \in P \) into \( \tilde{S}(\tilde{\nu}^{\otimes k}) \) and discarding \( F' \), we obtain

\[
\text{Tr}_{F'} \left[ \tilde{S} \left( \tilde{V}_{(\phi)}^{\otimes k} \right) (|\xi\rangle \langle \xi|) \right] = p_{\text{succ}}\text{Tr}_{F'} \left[ \tilde{V}_{(\phi)}^* (|\xi\rangle \langle \xi|) \right] 
\]

(48)

\[
= p_{\text{succ}}|\phi^*\rangle \langle \phi^*| . \]

(49)

We define \( \tilde{S}' : \bigotimes_{i=1}^{k} \mathcal{L}(O'_i) \rightarrow \mathcal{L}(F') \) by

\[
\tilde{S}' \left( \bigotimes_{i=1}^{k} \rho^{(i)} \right) := \text{Tr}_{F'} \left[ \tilde{S} \left( \bigotimes_{i=1}^{k} \tilde{\Lambda}_{(\phi)}^{(i)} (|\xi\rangle \langle \xi|) \right) \right] , \]

(50)

where \( \tilde{\Lambda}_{(\rho)} : \mathcal{L}(\mathbb{C}^d) \rightarrow \mathcal{L}(\mathbb{C}^{dd'}) \) is a CPTP map defined by \( \tilde{\Lambda}_{(\rho)}(\sigma) = \sigma \otimes \rho \). By defining \( \tilde{F}' : \bigotimes_{i=1}^{k} \mathcal{L}(O'_i) \rightarrow \mathcal{L}(F') \) similarly, \( \{\tilde{S}', \tilde{F}'\} \) is a quantum instrument. From Eq. (49), we obtain

\[
\tilde{S}'(|\phi\rangle \langle \phi|^{\otimes k}) = p_{\text{succ}}|\phi^*\rangle \langle \phi^*| \quad (\forall |\phi\rangle \in \mathbb{C}^d) . \]

(51)

\(^{8}\text{The impossibility of probabilistic exact state complex conjugation } |\phi\rangle^{\otimes k} \rightarrow |\phi^*\rangle \text{ can be easily understood for } k = 1. \text{ Since } |\phi^*\rangle \langle \phi| = |\phi\rangle \langle \phi|^T \text{ holds due to the hermicity of } |\phi\rangle \langle \phi|, \text{ a quantum instrument } \{\tilde{S}, \tilde{F}\} \text{ satisfies } \tilde{S}'(|\phi\rangle \langle \phi|) = p_{\text{succ}}|\phi^*\rangle \langle \phi^*| \text{ if and only if } \tilde{S}'(\rho) = p_{\text{succ}}\rho^T \text{ for any } \rho \in \mathcal{L}(\mathcal{H}). \text{ However, since transposition of a state is not completely positive, any quantum instrument } \{\tilde{S}', \tilde{F}'\} \text{ does not achieve non-zero success probability.}
\)
However, this contradicts the fact that probabilistic exact quantum state complex conjugation is impossible using finite copies of quantum states [80].

\textbf{Proof of Theorem 5.} We show this no-go theorem by contradiction. We first show that, for any \(D \geq D' \geq d\), if probabilistic exact isometry complex conjugation of \(V \in \mathcal{V}_{iso}(d, D)\) is possible, we can implement probabilistic exact isometry complex conjugation of \(V \in \mathcal{V}_{iso}(d, D')\) with the same success probability by embedding \(\mathcal{V}_{iso}(d, D')\) to \(\mathcal{V}_{iso}(d, D)\). Then, if probabilistic exact isometry complex conjugation is possible with a non-zero success probability for \(D \geq 2d\), it is possible for \(D = 2d\), which contradicts Lemma 6.

We consider Hilbert spaces \(\mathcal{P} = \mathbb{C}^d\), \(\mathcal{F} = \mathbb{C}^{D'}\), \(\mathcal{I}_i = \mathbb{C}^{d_i}\) and \(\mathcal{O}_i = \mathbb{C}^{D_i}\) for \(i \in \{1, \cdots, k\}\) and the joint Hilbert spaces \(\mathcal{I}\) and \(\mathcal{O}\) defined as \(\mathcal{I} := \bigotimes_{i=1}^{k} \mathcal{I}_i\) and \(\mathcal{O} := \bigotimes_{i=1}^{k} \mathcal{O}_i\), respectively. Suppose \(\{\tilde{S}, \tilde{F}\} : [\mathcal{L}](\mathcal{I}) \to [\mathcal{L}](\mathcal{O})\to [\mathcal{L}](\mathcal{P}) \to [\mathcal{L}](\mathcal{F})\) be a \(k\)-input general superinstrument implementing isometry inversion of \(V \in \mathcal{V}_{iso}(d, D)\) with a non-zero success probability \(p_{\text{succ}} > 0\), i.e.,

\[
\tilde{S}(\hat{\psi}^{\otimes k}) = p_{\text{succ}} \hat{V}^* \quad (\forall V \in \mathcal{V}_{iso}).
\]

(52)

To construct a parallel protocol of isometry complex conjugation of \(V \in \mathcal{V}_{iso}(d, D')\), we first introduce Hilbert spaces \(\mathcal{F}' = \mathbb{C}^{D'}\) and \(\mathcal{O}'_i = \mathbb{C}^{D_i'}\) for \(i \in \{1, \cdots, k\}\) and the joint Hilbert space \(\mathcal{O}' := \bigotimes_{i=1}^{k} \mathcal{O}'_i\). We define the embedding isometry operator \(V_{\text{emb}} : \mathbb{C}^{D'} \to \mathbb{C}^D\) similarly to Eq. (38) and the CPTP map \(\Xi : \mathcal{L}(\mathcal{I}) \to \mathcal{L}(\mathcal{F}')\) as

\[
\Xi(\rho) := \sum_{i,j=0}^{D'_i-1} \langle i | j \rangle_{\mathcal{F}'} \langle i | \rho | j \rangle + \sum_{i=D'_i}^{D-1} \frac{1}{D'} \text{Tr}(\langle i | i \rangle | \rho \rangle),
\]

(53)

where \(\{|i\rangle\}_{i=0}^{D'-1}\) and \(\{|i\rangle\}_{i=D'}^{D-1}\) are the computational bases of \(\mathcal{F}'\) and \(\mathcal{F}\), respectively. The CPTP map \(\Xi\) is an inverse map of \(V_{\text{emb}}\), i.e.,

\[
\Xi \circ V_{\text{emb}} = \tilde{T}_d.
\]

(54)

By defining \(\{\tilde{S}', \tilde{F}'\} : [\mathcal{L}](\mathcal{I}) \to [\mathcal{L}](\mathcal{O}') \to [\mathcal{L}](\mathcal{P}) \to [\mathcal{L}](\mathcal{F}')\) as

\[
\tilde{S}'(\tilde{\Lambda}_{in}) := \Xi_{\mathcal{F}' \to \mathcal{F}} \circ \tilde{S} \left( \bigotimes_{i=1}^{k} V_{\text{emb}}^{\otimes D_i'} \circ \tilde{\Lambda}_{in} \right),
\]

(55)

\[
\tilde{F}'(\tilde{\Lambda}_{in}) := \Xi_{\mathcal{F}' \to \mathcal{F}} \circ \tilde{F} \left( \bigotimes_{i=1}^{k} V_{\text{emb}}^{\otimes D_i'} \circ \tilde{\Lambda}_{in} \right),
\]

(56)

\(\{\tilde{S}', \tilde{F}'\}\) is a \(k\)-input general superinstrument. Since \(V_{\text{emb}} V_{d,D'}\) is an isometry operator for all \(V_{d,D'} \in \mathcal{V}_{iso}(d, D')\), we obtain

\[
\tilde{S}'(\hat{V}_{d,D'}) = p_{\text{succ}} \Xi \circ (V_{\text{emb}} \circ \hat{V}_{d,D'})^*.
\]

(57)

for all \(V_{d,D'} \in \mathcal{V}_{iso}(d, D')\) from Eq. (52). Since \(V_{\text{emb}}^* = V_{\text{emb}}\) holds (see Eq. (38)) and the CPTP map \(\Xi\) is an inverse map of \(V_{\text{emb}}\) (see Eq. (54)), we obtain

\[
\tilde{S}'(\hat{V}_{d,D'}) = p_{\text{succ}} \Xi \circ V_{\text{emb}} \circ \hat{V}_{d,D'}
\]

(58)

\[
= p_{\text{succ}} \hat{V}_{d,D'}
\]

(59)

for all \(V_{d,D'} \in \mathcal{V}_{iso}(d, D')\). Thus, the general superinstrument \(\{\tilde{S}', \tilde{F}'\}\) implements isometry complex conjugation with the success probability \(p_{\text{succ}}\). However, Lemma 6 immediately shows that probabilistic exact isometry complex conjugation with a non-zero success probability is impossible for \(D = 2d\). Therefore, probabilistic exact isometry complex conjugation with a non-zero success probability is impossible for \(D \geq 2d\). \(\square\)
4.2 Any isometry inversion protocol concatenating isometry pseudo complex conjugation and the gate teleportation is inefficient

Due to the no-go theorem for isometry complex conjugation, isometry inversion cannot be decomposed into isometry complex conjugation and isometry transposition. However, we can consider another similar strategy to construct isometry inversion since the inverse map \( \tilde{V}_{\text{inv}} \) of an isometry operation \( \tilde{V} \) is not necessarily the adjoint map \( \tilde{V}^\dagger \). We consider “isometry pseudo complex conjugation”, which is a task to implement the transposed map of \( \tilde{V}_{\text{inv}} \), which we call the pseudo complex conjugate map. In other words, we say that a CP map \( \tilde{V}_{\text{pcc}} : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^D) \) is a pseudo complex conjugate map of an isometry operation \( \tilde{V} : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^D) \) if and only if \( \tilde{V}_{\text{pcc}} \circ \tilde{V}(\rho) = \rho \) for all \( \rho \in \mathcal{L}(\mathbb{C}^d) \). If isometry pseudo complex conjugation is implementable, isometry inversion can be obtained by transposing the pseudo complex conjugate map using the gate teleportation [66]. We show that such a protocol is possible but not as efficient as the protocol proposed in Section 3.

For \( V \in \mathcal{V}_{\text{iso}}(d, D) \), we define a CP map \( \tilde{V}'' : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^D) \) as

\[
\tilde{V}''(\rho_{\text{in}}) = V^* \rho_{\text{in}} (V^*)^\dagger + \Pi_{(\text{Im}V)^\dagger} \text{Tr}(\rho_{\text{in}}).
\]

(60)

Then, \( \tilde{V}'' \) is a pseudo complex conjugate map of \( \tilde{V} \) since \( \tilde{V}' := \tilde{V}''' \) is an inverse operation of \( \tilde{V} \) given by

\[
\tilde{V}'(\rho_{\text{in}}) = V^\dagger \rho_{\text{in}} V + \mathbb{1}_d \text{Tr} \left[ \Pi_{(\text{Im}V)^\dagger} \rho_{\text{in}} \right].
\]

(61)

The pseudo complex conjugate map \( \tilde{V}'' \) is implementable with a certain number of calls of \( \tilde{V} \) using the protocol shown by Figure 8.

In the protocol shown by Figure 8, the Hilbert spaces are given by \( \mathcal{P} = \mathbb{C}^d \), \( \mathcal{I}_i = \mathbb{C}^d \), \( \mathcal{F} = \mathbb{C}^D \), and \( \mathcal{O}_i = \mathbb{C}^D \) for \( i \in \{1, \ldots, d-1\} \). We also define the joint Hilbert spaces of \((d-1)\)-input spaces and \((d-1)\)-output spaces by \( \mathcal{I} := \bigotimes_{i=1}^{d-1} \mathcal{I}_i \) and \( \mathcal{O} := \bigotimes_{i=1}^{d-1} \mathcal{O}_i \), respectively. The isometry operator \( V^{a.s.} \) encodes quantum information of \( \rho_{\text{in}} \) on \( \mathcal{P} = \mathbb{C}^d \) into the \( d \)-dimensional totally antisymmetric subspace of \( \mathcal{I} \) and is given by

\[
V^{a.s.} := \sum_{k \in \{0, \ldots, d-1\}^d} \frac{\epsilon_k}{\sqrt{(d-1)!}} |k_1 \cdots k_{d-1} \rangle \langle k_d|,
\]

(62)

where \( \epsilon_k \) is the antisymmetric tensor with rank \( d \) and \( \{ |k_i| \}_{k=0}^{d-1} \) is the antisymmetric tensor with rank \( d \) and \( \{ |k_i| \}_{k=0}^{d-1} \) is the computational basis of \( \mathcal{P} \) and \( \mathcal{I}_i \). The CPTP map \( \tilde{\Lambda} : \mathcal{L}(\mathcal{O}) \to \mathcal{L}(\mathcal{F}) \) decodes quantum information encoded in the \( d \)-dimensional subspace of \( \mathcal{O} \) into \( \mathcal{F} = \mathbb{C}^D \) and given by

\[
\tilde{\Lambda}(\rho) := \frac{1}{D-d+1} \sum_{0 \leq j_1 < \cdots < j_d \leq D-1} A_j \rho A_j^\dagger + \frac{1}{D} \text{Tr} \left[ (I_{\mathcal{O}} - \Pi^{a.s.}_{\mathcal{O}}) \rho \right],
\]

(63)

where \( A_j : \mathcal{O} \to \mathcal{F} \) is defined by

\[
A_j := \sum_{k \in \{1, \ldots, d\}^d} \frac{\epsilon_k}{\sqrt{(d-1)!}} |j_1 \cdots j_{d-1} \rangle \langle k_1 \cdots k_{d-1}|,
\]

(64)

and \( \{ |j| \}_{j=0}^{D-1} \) is the computational basis of \( \mathcal{F} \) and \( \mathcal{O}_i \). The operator \( \Pi^{a.s.}_{\mathcal{O}} \) is the orthogonal projector onto the antisymmetric subspace of \( \mathcal{O} = \bigotimes_{i=1}^{d-1} \mathcal{O}_i \).

The protocol presented above implements isometry pseudo complex conjugation as shown in the following Theorem.
Theorem 7. A parallel protocol shown in Figure 8 transforms \( d - 1 \) calls of an isometry operation \( \tilde{V} \) corresponding to \( V \in \mathcal{V}_{iso}(d, D) \) into its pseudo complex conjugate map \( \tilde{V}' \) with a success probability \( p_{\text{succ}} = 1/(D - d + 1) \).

Note that the success probability \( p_{\text{succ}} \) is less than 1 for \( D > d \) while the protocol is composed of deterministic operations, because \( \tilde{V}' \) is a trace increasing map for \( D > d \) (see Eq. (5) for the definition of \( p_{\text{succ}} \)). See Appendix 1 for the proof.

Next, we consider a variant of gate teleportation [66] given by Figure 9, which is able to probabilistically implement the transposed map in terms of the computational basis of any CPTP map \( \tilde{A}_{\text{in}} \), denoted by \( \tilde{A}_{\text{in}}^{T} \). The transposed map \( \tilde{A}_{\text{in}}^{T} \) for a CPTP map \( \tilde{A}_{\text{in}} \) given by its action as \( \tilde{A}_{\text{in}}(\rho) = \sum_{k} K_{k} \rho K_{k}^{\dagger} \) in terms of the Kraus operators \( \{ K_{k} \} \) is defined as

\[
\tilde{A}_{\text{in}}^{T}(\rho) := \sum_{k} K_{k}^{T} \rho(K_{k}^{T})^{\dagger}.
\]

(65)

In this variant of the gate teleportation, the Hilbert spaces are given by \( \mathcal{P} = \mathbb{C}^{D}, \mathcal{O}_{1} = \mathbb{C}^{D}, \mathcal{F} = \mathbb{C}^{d}, \mathcal{I}_{1} = \mathbb{C}^{d}, \) and \( |\phi_{\text{PBT}}^{'}\rangle \) in the protocol for general \( k \) is reduced to a maximally entangled state in \( \mathbb{C}^{d} \otimes \mathbb{C}^{d} \) defined by

\[
|\Phi_{d}^{+}\rangle := \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} |i\rangle \otimes |i\rangle \in \mathcal{I}_{1} \otimes \mathcal{F}.
\]

(66)

The POVM \( \mathcal{M} \) is reduced to the Bell measurement defined as the projective measurement on the basis \( \{(X_{D}^{-1}Z_{D}^{j} \otimes \mathbb{1}_{d})|\Phi_{d}^{+}\rangle \}_{j=0}^{D-1} \) where \( X_{D} := \sum_{j=0}^{D-1} |j+1\rangle \langle j| \) is the shift operator and \( Z_{D} := \sum_{j=0}^{D-1} e^{2\pi j\sqrt{-1}/D} |j\rangle \langle j| \) is the clock operator. The protocol succeeds only when the outcome is given by \((i,j) = (0,0)\). The difference from the standard gate teleportation protocol is the Hilbert space where the input operation is applied, namely on \( \mathcal{I}_{1} \), instead of \( \mathcal{F} \) in standard gate teleportation [66]. The property of the maximally entangled state given by \((\mathbb{1}_{d} \otimes A)|\Phi_{d}^{+}\rangle = (A^{T} \otimes \mathbb{1}_{d})|\Phi_{d}^{+}\rangle \) for any \( A \in \mathbb{L}(\mathbb{C}^{d}) \) allows teleporting the state transformed by the transposed CPTP map, instead of the CPTP map.

Concatenating the protocol for the pseudo complex conjugate map \( \tilde{V}' \) and the variant of gate teleportation shown in Figure 9, we obtain an isometry inversion protocol, whose success probability is \( p_{\text{succ}} = 1/[Dd(D - d + 1)] \). This success probability is less than that of a protocol shown in Figure 2 (c). In general, the success probability of any isometry inversion protocol that is a concatenation of an isometry pseudo complex conjugation protocol and the variant of the gate teleportation shown in Figure 9 is bounded by \( p_{\text{succ}} \leq 1/(Dd) \) since the success probability of the variant of the gate teleportation is \( 1/(Dd) \).
Figure 9: The gate teleportation circuit implements the transposed map $\tilde{\Lambda}^T$ for any CPTP map $\tilde{\Lambda}$ with a success probability $p_{\text{succ}} = 1/(Dd)$. The quantum state $|\Phi^+\rangle_d$ is a maximally entangled state $|\Phi^+\rangle_d := \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} |i\rangle \otimes |i\rangle$ and the POVM $\mathcal{M}$ is the Bell measurement. This protocol succeeds when the measurement outcome of $\mathcal{M}$ is $(i, j) = (0, 0)$.

5 Numerical optimization of success probabilities by semidefinite programming

In the preceding sections, we analytically investigated the success probability of parallel protocols for higher-order quantum transformations of isometry operations. Though parallel protocol is efficient in terms of the circuit depth compared to other protocols such as sequential ones, more general strategies than parallel protocols can possibly improve the success probability by utilizing the temporal resource. To analyze this possibility, we perform a numerical optimization of the success probability of isometry inversion, isometry (pseudo) complex conjugation, and isometry transposition by semidefinite programming (SDP) in the same way as presented in Ref. [19] (see Appendix F for the detail). In addition to parallel protocols, we also consider sequential protocols shown in Figure 10 (a) and the most general protocols, which include the cases with an indefinite causal order [70–76].

To construct efficient sequential protocols for isometry inversion, we also consider the “success-or-draw” version [81] of an isometry inversion protocol shown in Figure 10 (b). As we define in Section 2.2, we say that a superinstrument $\{\tilde{S}, \tilde{F}\}$ implements a probabilistic isometry inversion protocol if the element for the success case $\tilde{S}$ satisfies

$$\tilde{S}(\tilde{V}^\otimes k) = p\tilde{V}_{\text{inv}}, \quad (67)$$

or equivalently,

$$\tilde{S}(\tilde{V}^\otimes k) \circ \tilde{V} = p\tilde{I}_d \quad (68)$$

for all $V \in \mathcal{V}_\text{iso}(d, D)$. No extra condition is required for the element for the fail case $\tilde{F}$ as long as $\{\tilde{S}, \tilde{F}\}$ forms a superinstrument. In general, if the protocol fails, namely, obtaining the outcome corresponding to the fail case $\tilde{F}$, the input state $\rho_{\text{in}}$ is destroyed. Therefore this type of “success-or-fail” probabilistic protocols cannot be repeated or sequentially combined with another protocol.

For the “success-or-draw” version of an isometry inversion protocol, we impose an additional condition on $\tilde{F}$ given by

$$\tilde{F}(\tilde{V}^\otimes k) \circ \tilde{V} = (1 - p)\tilde{V} \quad (69)$$

for all $V \in \mathcal{V}_\text{iso}(d, D)$. This condition means that even after the protocol fails, we recover the original input state as the output of the protocol if the input state is in the image $\text{Im}V$ of the input isometry operator $V \in \mathcal{V}_\text{iso}(d, D)$. Such a type of failure is called a draw because
Figure 10: (a) A quantum circuit representation of a sequential superinstrument, where \( \tilde{\Lambda}^{(i)} \) are input maps, \( \hat{\mathcal{E}}^{(i)} \) are CPTP maps, and \( \{ \bar{D}_a \} \) is a quantum instrument. (b) A quantum circuit representation of a sequential “success-or-draw” protocol for isometry inversion of \( V \in \mathcal{V}_{iso}(2, 3) \). For the input quantum state \( \rho_{in} \in \mathcal{L}(\text{Im}V) \), we obtain the output quantum state given by \( V_{\text{inv}}(\rho_{in}) \) after success or the output quantum state given by \( \rho_{in} \) after a draw. The optimal success probability \( p \approx 0.33 \) is obtained by the SDP for \( d = 2, D = 3 \) and \( k = 2 \).

The protocol can be repeated after failure. By repeating the “success-or-draw” protocol until success at most \( m \) times, we can achieve the probability given by \( p_{\text{succ}} = 1 - (1 - p)^m \). In other words, the failure probability \( 1 - p_{\text{succ}} \) decreases exponentially with the number \( k' = mk \) of calls of an input isometry operation. Therefore, the number of calls of an input isometry operation scales logarithmically with respect to the success probability, i.e., \( k' = \mathcal{O}(\ln(1/(1 - p_{\text{succ}}))) \). We perform the SDP to obtain such a “success-or-draw” protocol for isometry inversion in a similar way as presented in Ref. [81] (see Appendix F for the detail).

Table 1 and Figure 10 (b) show the results of the SDP optimization. Table 2 shows the optimal success probability of unitary inversion, which was already obtained in Ref. [18], for the comparison with that of isometry inversion. We implement the SDP code in MATLAB [82] by modifying the SDP code [83] accompanied Refs. [18, 19], originally designed to obtain the optimal success probability of unitary inversion and unitary transposition. The interpreters CVX [84, 85] and YALMIP [86, 87] are used with the solvers SDPT3 [88–90], SeDuMi [91], MOSEK [92] and SCS [93] to perform the SDP. The code also uses functions in QETLAB [94]. All codes to obtain the results shown in Table 1 and Figure 10 (b) are available at Ref. [95] under the MIT license [96].

First, we consider isometry inversion. Theorem 1 shows that the optimal success probability of probabilistic parallel isometry inversion protocols using \( k \) calls of an input isometry operation corresponding to \( V \in \mathcal{V}_{iso}(d, D) \) is equal to that of probabilistic parallel unitary inversion protocols using \( k \) calls of an input unitary operation corresponding to \( U \in \mathcal{U}(d) \). This statement can be also checked numerically for \( d = 2, D = 3 \) and \( k \in \{1, 2\} \) by comparing Table 1 with Table 2. Comparison of Table 1 with Table 2 also shows that the optimal success probability of sequential isometry inversion is the same as that of sequential unitary inversion for \( d = 2, D = 3 \) and \( k = 2 \). This numerical result implies the possibility that the optimal success probability of \( k \)-input sequential protocols for isometry inversion of \( V \in \mathcal{V}_{iso}(d, D) \) does not depend on \( D \).

We also numerically confirmed the existence of a sequential “success-or-draw” protocol for isometry inversion for \( d = 2, D = 3 \) and \( k = 2 \) by the SDP (see Figure 10 (b)).
isometry inversion

|                  | parallel | sequential |               |
|------------------|----------|------------|---------------|
| $d = 2, D = 3$   |          |            |               |
| $k = 1$          | 0.25     | 0.25       | 0.25          |
| $k = 2$          | 0.4      | 0.4286 ≈ 3/7 | 0.4286 ≈ 3/7 |

isometry complex conjugation

|                  | parallel | sequential | general       |
|------------------|----------|------------|---------------|
| $d = 2, D = 3$   |          |            |               |
| $k \leq 3$       | 0        | 0          | 0             |

isometry pseudo complex conjugation

|                  | parallel | sequential | general       |
|------------------|----------|------------|---------------|
| $d = 2, D = 3$   |          |            |               |
| $k = 1$          | 0.5000 ≈ 1/2 | 0.5000 ≈ 1/2 | 0.5000 ≈ 1/2 |
| $k = 2$          | 0.5453   | 0.5453     | 0.5453        |
| $d = 2, D = 4$   |          |            |               |
| $k = 1$          | 0.3333 ≈ 1/3 | 0.3333 ≈ 1/3 | 0.3333 ≈ 1/3 |

isometry transposition

|                  | parallel | sequential | general       |
|------------------|----------|------------|---------------|
| $d = 2, D = 3$   |          |            |               |
| $k = 1$          | 1/6      | 1/6        | 1/6           |
| $k = 2$          | 0.2857 ≈ 2/7 | 0.3077     | 0.3333 ≈ 1/3  |
| $d = 2, D = 4$   |          |            |               |
| $k = 1$          | 0.125    | 0.125      | 0.125         |
| $k = 2$          | 0.22 ≈ 2/9 | -           | -             |

Table 1: The optimal success probabilities of isometry inversion, (pseudo) complex conjugation, and transposition using $k$ calls of an input isometry operation $\tilde{V}$ corresponding to $V \in \mathcal{V}_{iso}(d, D)$. The bold values are obtained analytically.

repeating this “success-or-draw” protocol, we can implement a sequential protocol for isometry inversion with the success probability scaling as $p_{\text{succ}} = 1 - \exp[-O(k)]$. In contrast, we can show the upper bound of the success probability of any parallel protocol for isometry inversion given by $p_{\text{succ}} \leq 1 - O(k^{-1})$ from the same upper bound for unitary inversion presented in Ref. [18]. Thus an exponential improvement of the success probability of a sequential protocol for isometry inversion compared to a parallel protocol for $d = 2$ and $D = 3$ is exhibited. However, a further general protocol does not improve the success probability of isometry inversion compared to a sequential protocol for $d = 2, D = 3$ and $k = 2$ as shown numerically in Table 1, whereas an improvement with a general protocol was observed for the case of $d = 2$ and $k = 2$ unitary inversion as shown in Table 2.

Next, we consider isometry complex conjugation. Theorem 5 shows that it is impossible to transform finite calls of an isometry operation $\tilde{V} : \mathcal{L}(\mathbb{C}^d) \rightarrow \mathcal{L}(\mathbb{C}^D)$ into its complex conjugate map $\tilde{V}^*$ with a non-zero success probability for $D \geq 2d$. In addition to this theorem, the numerical result in Table 1 indicates that it is also impossible for $d = 2, D = 3$ and $k \in \{1, 2, 3\}$, although $D \geq 2d$ is not satisfied. This result implies the possibility that probabilistic isometry complex conjugation is impossible even for $d < D < 2d$.

Then, we consider isometry pseudo complex conjugation. The numerical result shown in Table 1 indicates that the optimal success probability of isometry pseudo complex conjugation is equal to the success probability $p_{\text{succ}} = 1/(D - d + 1)$ of a parallel protocol.
shown in Figure 8 for \( d = 2, D \in \{3, 4\} \) and \( k = d - 1 = 1 \). The numerical result also shows that a parallel protocol achieves the optimal success probability of isometry pseudo complex conjugation among general protocols including indefinite causal order for \( d = 2, D = 3 \) and \( k = 2 \).

Finally, we consider isometry transposition (see also Appendix E). The numerical result shown in Table 1 indicates that the optimal success probability of parallel isometry transposition is equal to the success probability \( p_{\text{succ}} = k/(Dd + k - 1) \) of a protocol shown in Figure 12 for \( d = 2, D \in \{3, 4\} \) and \( k = 2 \). This result implies the possibility that a protocol shown in Figure 12 achieves the optimal success probability for any choice of \( d, D \) and \( k \). The numerical result also shows that a sequential protocol and a general protocol can improve the success probability of isometry transposition in contrast to the case of isometry inversion.

We present a conjecture and open problems obtained from the discussion for the SDP optimization results.

**Conjecture:** The optimal success probability of probabilistic parallel protocols that transform \( k \) calls of an isometry operation \( \tilde{V} \) corresponding to \( V \in \mathbb{V}_{\text{iso}}(d, D) \) into its transposed map \( \tilde{V}^T \) is \( p_{\text{succ}} = k/(Dd + k - 1) \), which is achieved by the protocol shown in Figure 12.

**Open problem 1:** Does the optimal success probability of sequential isometry inversion depend on \( D \)?

**Open problem 2:** Does indefinite causal order improve the success probability of isometry inversion?

**Open problem 3:** Is it possible to transform finite calls of an isometry operation \( \tilde{V} \) corresponding to \( V \in \mathbb{V}_{\text{iso}}(d, D) \) into its complex conjugate map \( \tilde{V}^* \) with a non-zero success probability for \( d < D < 2d \)?
implementation is easy whenever \( d \) is small enough.

We developed a new technique to construct isometry inversion protocols, since the strategy for unitary inversion used in the previous work \[18\] is not applicable to isometry inversion. This is because the probabilistic exact isometry complex conjugation is impossible for \( D \geq 2d \), and the concatenation of isometry pseudo complex conjugation and a variant of the gate teleportation is inefficient. Then, we showed the decomposition of the tensor product of an isometry and invent a CPTP map \( \tilde{\Psi} \) that can be implemented by the quantum Schur transform \[77–79\] and the “measure-and-prepare” strategy \[3, 64\]. This CPTP map transforms \( k + 1 \) parallel calls of an isometry operation into the Haar integral of \( k + 1 \) tensor product of unitary operations as shown in Eq. (23) of Lemma 4, which contributes to keeping the dimension dependence of the success probability to \( d \) and independent of \( D \). This technique provides a new application of the quantum Schur transform, which is known to have various applications to quantum information processing \[77\].

We also performed the SDP to investigate the improvement of the success probability of a sequential protocol or a protocol with indefinite causal order for isometry inversion, isometry complex conjugation and isometry transposition compared to a parallel protocol. From the numerical calculation, we found a “success-or-draw” isometry inversion protocol for \( d = 2 \) and \( D = 3 \). By repeating this protocol, we can obtain a sequential protocol for isometry inversion with a failure probability decreasing exponentially with the number of calls of the input isometry operation. This result exhibits an exponential improvement of the success probability of a sequential protocol for isometry inversion for \( d = 2 \) and \( D = 3 \) compared to a parallel protocol.
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A Higher-order quantum transformations

Choi-Jamiolkowski (CJ) isomorphism is a useful tool for treating linear maps as operators called Choi operators by “lowering” the order of transformations. Similarly, the CJ isomorphism is used for describing higher-order quantum transformations by Choi operators of higher-order quantum transformation. We summarize the formulation of linear maps and higher-order quantum transformations using the Choi operators.

Any linear map \( \tilde{\Lambda} : \mathcal{L}(\mathcal{I}) \to \mathcal{L}(\mathcal{O}) \) can be represented uniquely by the Choi operator defined by

\[
J_{\tilde{\Lambda}} := \sum_{i,j} |i\rangle\langle j|_I \otimes \tilde{\Lambda}(|i\rangle\langle j|)_O \in \mathcal{L}(\mathcal{I} \otimes \mathcal{O}),
\]

(70)

where \( \{|i\rangle\} \) is an orthonormal basis in \( \mathcal{I} \). The map \( \tilde{\Lambda} \) can be obtained from \( J_{\tilde{\Lambda}} \) as

\[
\tilde{\Lambda}(\rho_I) = \operatorname{Tr}_I[J_{\tilde{\Lambda}}(\rho_I^T \otimes \mathbb{1}_O)],
\]

(71)
where $\rho_T^\top$ is the transposition of an input quantum state $\rho_T$ in the computational basis.

A CPTP map $\tilde{\Lambda}$ can be characterized in terms of its Choi operator. First, we consider a CP map $\Lambda$ and let $\{K_k\} : I \to O$ be its Kraus operators, i.e., $\Lambda(\rho) = \sum_k K_k \rho K_k^\dagger$. Then, its Choi operator is given by

$$J_\Lambda = \sum_k |K_k\rangle\langle K_k|,$$

where $|K_k\rangle$ is a vector representing a rank-1 Choi vector defined as $|K_k\rangle := \sum_i |i\rangle_\mathcal{I} \otimes (K_k|i\rangle)_\mathcal{O} \in \mathcal{I} \otimes \mathcal{O}$, also referred to as a dual ket vector. Since $J_\Lambda$ is represented by a sum of rank-1 positive operators, it is a positive operator. Conversely, if $J_\Lambda$ is positive, $J_\Lambda$ can be written in the form of Eq. (72). Then, $\tilde{\Lambda}(\rho) = \sum_k K_k \rho K_k^\dagger$, which means that $\Lambda$ is a CP map. Therefore, $\Lambda$ is CP if and only if its Choi operator $J_\Lambda$ is positive. Next, a map $\tilde{\Lambda}$ is TP if and only if $\text{Tr}_{\mathcal{O}} \tilde{\Lambda}(|i\rangle\langle j|) = \delta_{i,j}$ for all $i,j$. Therefore, $\tilde{\Lambda}$ is TP if and only if $\text{Tr}_{\mathcal{O}} J_\Lambda = I_\mathcal{I}$. Similarly, a quantum instrument is represented by a set of CP maps $\{\Lambda_a\}$ and it can be also characterized by the corresponding set of Choi operators $\{J_\Lambda^a\}$.

The composition of two maps can be represented by a link product denoted by $\star$. Let $X \in \mathcal{L}(\mathcal{X} \otimes \mathcal{Y})$ and $Y \in \mathcal{L}(\mathcal{Y} \otimes \mathcal{Z})$. The link product of $X$ and $Y$ is defined as

$$Y \star X := \text{Tr}_H[(\mathbb{1}_X \otimes Y)(X^{T_2} \otimes \mathbb{1}_Z)],$$

where $X^{T_2}$ is the partial transpose of $X$ on $\mathcal{Y}$. We consider two maps $\tilde{\Lambda}_1 : \mathcal{L}(I_1) \to \mathcal{L}(I_2)$ and $\tilde{\Lambda}_2 : \mathcal{L}(I_2) \to \mathcal{L}(O_1)$. The Choi operator of $\tilde{\Lambda}_2 \circ \tilde{\Lambda}_1$ is obtained by

$$J_{\tilde{\Lambda}_2 \circ \tilde{\Lambda}_1} = J_{\tilde{\Lambda}_2} \star J_{\tilde{\Lambda}_1}.$$  

Similarly to CPTP maps and quantum instruments, higher order-quantum transformations can be represented by Choi operators. In particular, we use the Choi operator representation of a single-input superinstrument for the analysis in this paper. A single-input superinstrument $\{\tilde{C}_a\}$ can be characterized by the corresponding set of Choi operators $\{C_a\}$ as

$$C_a \geq 0,$$

$$\text{Tr}_\mathcal{F} C = \text{Tr}_{\mathcal{F} \mathcal{O}} C \otimes \frac{1}{d_{\mathcal{O}}},$$

$$\text{Tr}_{\mathcal{F} \mathcal{O} \mathcal{X}} C = \text{Tr} C \otimes \frac{1}{d_{\mathcal{P}}},$$

$$\text{Tr} C = d_{\mathcal{P}} d_{\mathcal{O}},$$

where $C$ is defined as $C := \sum_a C_a$ [55]. The Choi operators $\{C_a\}$ are related to the corresponding single-input superinstrument $\{\tilde{C}_a\}$ as

$$C_a \star J_{\tilde{\Lambda}_a}^{\text{in}} = J_{\tilde{C}_a(\tilde{\Lambda}_a^{\text{in}})}.$$  

See Ref. [97] for the characterization of $k$-input superinstruments.

## B Extension of the Schur-Weyl duality to the decomposition of the tensor product of isometry operators

We first review the Schur-Weyl duality. We consider Hilbert spaces $\mathcal{X}_i = \mathbb{C}^d$ for $i \in \{1, \cdots, k\}$ and define the joint Hilbert space by $\mathcal{X} := \bigotimes_{i=1}^k \mathcal{X}_i$. We consider representations
of the unitary group $\mathbb{U}(d)$ and the symmetric group $\mathfrak{S}_k$ defined as

$$\mathbb{U}(d) \rightarrow \mathcal{L}(\mathcal{X}); \quad U \mapsto U_{\otimes k},$$

$$\mathfrak{S}_k \rightarrow \mathcal{L}(\mathcal{X}); \quad \sigma \mapsto P_\sigma,$$

where $P_\sigma$ is the permutation operator defined by

$$P_\sigma \left( \bigotimes_{i=1}^k |\psi_i\rangle \right) = \bigotimes_{i=1}^k |\psi_{\sigma^{-1}(i)}\rangle,$$

These representations can be decomposed as

$$\mathcal{X} = \bigoplus_{\mu} \mathcal{U}_{\mu,\mathcal{X}}^{(d)} \otimes S^{(k)}_{\mu,\mathcal{X}},$$

$$U_{\otimes k} = \bigoplus_{\mu} \mathcal{U}_\mu \otimes 1_{S^{(k)}_{\mu,\mathcal{X}}},$$

$$P_\sigma = \bigoplus_{\mu} 1_{\mathcal{U}_{\mu,\mathcal{X}}^{(d)}} \otimes P_{\sigma,\mu},$$

where the summands are indexed by the Young diagrams $\mu$ with $k$ boxes, $\mathbb{U}(d) \ni U \mapsto U_{\mu} \in \mathcal{L}(\mathcal{U}_{\mu,\mathcal{X}}^{(d)})$ are irreducible representations of $\mathbb{U}(D)$, $\mathfrak{S}_k \ni \sigma \mapsto P_{\sigma,\mu} \in \mathcal{L}(S^{(k)}_{\mu,\mathcal{X}})$ are irreducible representations of $\mathfrak{S}_k$ and $1_{S^{(k)}_{\mu,\mathcal{X}}}$ and $1_{\mathcal{U}_{\mu,\mathcal{X}}^{(d)}}$ are the identity operators on $S^{(k)}_{\mu,\mathcal{X}}$ and $\mathcal{U}_{\mu,\mathcal{X}}^{(d)}$, respectively [98]. The dimension of $\mathcal{U}_{\mu,\mathcal{X}}^{(d)}$ is non-zero if and only if $\mu$ has at most $k$ rows, and $\mathcal{U}_{\mu,\mathcal{X}}^{(d)}$ and $S^{(k)}_{\mu,\mathcal{X}}$ are spanned by bases called the Gel’fand-Zetlin basis and the Young orthonormal basis [79, 99], respectively. Each element in the Gel’fand-Zetlin basis and the Young orthonormal basis is labeled by a semi-standard tableau $u_\mu$ and a standard tableau $s_\mu$ whose frame is $\mu$, respectively. In total, the Hilbert space $\mathcal{X}$ is spanned by the set of vectors $\{|\mu, u_\mu, s_\mu\rangle\}$, which is called the Schur basis.

We extend the Schur-Weyl duality to show the decomposition of the tensor product of isometry operators. We consider Hilbert spaces $\mathcal{Y}_i = \mathbb{C}^D$ for $i \in \{1, \cdots, k\}$ and define the joint Hilbert space $\mathcal{Y} \coloneqq \bigotimes_{i=1}^k \mathcal{Y}_i$. We consider the tensor product $V_{\otimes k} : \mathcal{X} \rightarrow \mathcal{Y}$ of an isometry operator $V \in \mathcal{V}_{\text{iso}}(d, D)$. We decompose $V_{\otimes k}$ in the Schur basis as

$$V_{\otimes k} = \bigoplus_{\mu, \mu' | \mu \vdash l} \sum_\alpha A^\alpha_{\mu, \mu'} \otimes B^\alpha_{\mu, \mu'},$$

where $l(\mu)$ is the number of rows of a Young diagram $\mu$, $\{A^\alpha_{\mu, \mu'}\}$ is a basis of the set of linear operators $\mathcal{L}(\mathcal{U}_{\mu,\mathcal{X}}^{(d)} \rightarrow \mathcal{U}_{\mu',\mathcal{Y}}^{(D)})$ and $B^\alpha_{\mu, \mu'}$ is a linear operator $B^\alpha_{\mu, \mu'} : S^{(k)}_{\mu,\mathcal{X}} \rightarrow S^{(k)}_{\mu',\mathcal{Y}}$. Since $V_{\otimes k}$ is invariant under the action of the symmetric group $\mathfrak{S}_k$, i.e.,

$$P_{\sigma,\mathcal{Y}}^\dagger V_{\otimes k} P_{\sigma,\mathcal{X}} = V_{\otimes k}$$

holds for all $\sigma \in \mathfrak{S}_k,$

$$P_{\sigma,\mu}^\dagger B^\alpha_{\mu, \mu'} P_{\sigma,\mu} = B^\alpha_{\mu, \mu'}$$

holds for all $\mu, \mu' \vdash k$ and $\sigma \in \mathfrak{S}_k$. From Schur’s lemma, if $\mu = \mu'$ (i.e., the irreducible representations $S^{(k)}_{\mu,\mathcal{X}}$ and $S^{(k)}_{\mu',\mathcal{Y}}$ are unitarily equivalent), $B^\alpha_{\mu, \mu'}$ is the isomorphism between the irreducible representations $S^{(k)}_{\mu,\mathcal{X}}$ and $S^{(k)}_{\mu',\mathcal{Y}}$, and if $\mu \neq \mu'$, $B^\alpha_{\mu, \mu'} = 0$. Note that the
isomorphism between the irreducible representations of the symmetric group is unique up to a constant multiplication. Thus, we obtain the decomposition of $V \otimes k$ given by

$$V \otimes k = \bigoplus_{\mu \vdash k, l(\mu) \leq d} V_\mu \otimes I_{S^{(k)}_{\mu,X} \rightarrow S^{(k)}_{\mu,Y}},$$

(89)

where $V_\mu \in L(U^{(d)}_{\mu,X} \rightarrow U^{(D)}_{\mu,Y})$ is a linear operator and $I_{S^{(k)}_{\mu,X} \rightarrow S^{(k)}_{\mu,Y}}$ is the isomorphism between irreducible representations $S^{(k)}_{\mu,X}$ and $S^{(k)}_{\mu,Y}$, which transforms a basis vector of $S^{(k)}_{\mu,X}$ corresponding to a standard tableau into a basis vector of $S^{(k)}_{\mu,Y}$ corresponding to the same standard tableau. Since $V \otimes k$ and $I_{S^{(k)}_{\mu,X} \rightarrow S^{(k)}_{\mu,Y}}$ are isometry operators, $V_\mu$ is also an isometry operator.

Note that the decomposition of the tensor product of isometric extension $V_\Lambda : A \rightarrow B \otimes E$ of a quantum channel $\Lambda : \mathcal{L}(A) \rightarrow \mathcal{L}(B)$ is discussed in Ref. [77]. Reference [77] uses the basis of the input space $A \otimes k$ as the Schur basis, and the basis of the output space $(B \otimes E) \otimes k$ as the tensor product of the Schur bases of $B \otimes k$ and $E \otimes k$ to represent the tensor product $V_\Lambda \otimes k$. However, the expression of $V_\Lambda \otimes k$ is not block diagonal in that basis. In contrast, we show the block diagonal decomposition of the tensor product $V \otimes k$ of an isometry operator $V$ as shown in Eq. (89).

C Haar measure on the unitary group

The Haar measure $dU$ is the uniform measure defined on the set of unitary operators $U(d)$. More precisely, it is uniquely determined by the following properties [100]:

$$\int dU = 1,$$

(90)

$$d(U'UU'') = dU \quad (\forall U', U'' \in U(D)).$$

(91)

We consider the action of the Haar random unitary operations on a quantum state. Suppose $\mathcal{X}_i = \mathbb{C}^d$ for $i \in \{1, \cdots, k\}$ and define the joint Hilbert space by $\mathcal{X} = \bigotimes_{i=1}^k \mathcal{X}_i$. For a quantum state $\rho \in \mathcal{L}(\mathcal{X})$, we define a quantum state $\rho' \in \mathcal{L}(\mathcal{X})$ by

$$\rho' := \int dUU^\otimes k \rho U^\dagger \otimes k,$$

(92)

where $dU$ is the Haar measure on $U(d)$. From Eq. (91), we obtain

$$[U^\otimes k, \rho'] = 0 \quad (\forall U \in U(D)),$$

(93)

where $[A, B] := AB - BA$ is a commutator. By Schur’s lemma, the operator $\rho'$ satisfies

$$\rho' = \bigoplus_{\mu \vdash k} \frac{I_{d_{\mu,X}^{(d)}}}{d_{\mu,k}^{(d)}} \otimes X_{S^{(k)}_{\mu,X}},$$

(94)
A quantum circuit representation of a parallel protocol for unitary inversion from \( k = m(d-1) \) calls of \( U_d \in U(d) \) [18]. Each wire corresponds to a \( d \)-dimensional system. The quantum state \( |\phi_{\text{PBT}}^{(d)}\rangle \) and the POVM \( \mathcal{M} = \{\Gamma_a^{(d)}\}_{a=0}^k \) are the optimal resource state and the POVM for the probabilistic port-based teleportation [67, 68], which are defined in Eqs. (100) and (101), respectively. The isometry operator \( \tilde{V}_a \) represents an encoding of quantum information on a totally antisymmetric state defined in Eq. (62). The conditional CPTP map \( \tilde{\Lambda}_a \) is the operation to select the quantum state in \( \mathcal{A}_a \) corresponding to the measurement outcome \( a \) of \( \mathcal{M} \) as the output state for \( a \neq 0 \), which is defined in Eq. (111). This protocol succeeds when the measurement outcome \( a \) is \( a \neq 0 \).

\[
X_{S_{\mu,\mathcal{X}}}^{(k)} = \text{Tr}_{U_{d}^{(d)}}(\Pi_{\mu,\mathcal{X}}\rho) \\
= \int dU\text{Tr}_{U_{d}^{(d)}}\left\{\Pi_{\mu,\mathcal{X}}\left[U_{d}^{-1}\otimes I_{S_{\mu,\mathcal{X}}}^{(k)}(\rho)\right]\right\} \\
= \int dU\text{Tr}_{U_{d}^{(d)}}\left\{\left[U_{d}^{-1}\otimes I_{S_{\mu,\mathcal{X}}}^{(k)}(\Pi_{\mu,\mathcal{X}})\right]\rho\right\} \\
= \int dU\text{Tr}_{U_{d}^{(d)}}(\Pi_{\mu,\mathcal{X}}\rho) \\
= \text{Tr}_{U_{d}^{(d)}}(\Pi_{\mu,\mathcal{X}}\rho),
\]

where \( \Pi_{\mu,\mathcal{X}} \) is a projector from the Hilbert space \( \mathcal{X} \) to its subspace \( U_{d}^{(d)} \otimes S_{\mu,\mathcal{X}}^{(k)} \).

### D The parallel unitary inversion protocol

We show a quantum circuit representation of a \( k \)-input unitary inversion protocol presented in Ref. [18] (See Figure 11). This protocol achieves a success probability \( p_{\text{succ}} = [k/(d-1)]/[d^2 + [k/(d-1)] - 1] \). In Figure 11, each wire corresponds to a \( d \)-dimensional system. We define the joint Hilbert spaces by \( \mathcal{A} := \bigotimes_{i=1}^m \mathcal{A}_i \), \( \mathcal{B} := \bigotimes_{i=1}^m \mathcal{B}_i \), \( \mathcal{C} := \bigotimes_{i=1}^m \mathcal{C}_i \) and \( \mathcal{C}_a := \bigotimes_{i \neq a} \mathcal{C}_i \) for \( a \in \{1, \cdots, m\} \). The quantum state \( |\phi^{(d)}_{\text{PBT}}\rangle \in \mathcal{A} \otimes \mathcal{B} \) and the POVM \( \mathcal{M} = \{\Gamma_a^{(d)}\}_{a=0}^k \) are the optimal resource state and the POVM for the probabilistic port-
based teleportation [67, 68], respectively, which are defined by

$$\ket{\phi_{\text{PBT}}^{(d)}} := (X_A^1 \otimes I_A) \ket{\Phi_d^+} \rho A, \tag{100}$$

$$\Gamma_a^{(d)} := (1_P \otimes X_{C}^{\frac{1}{2}}) \left( (\Phi_d^+) \ket{\rho C_a \otimes \Theta_{V_a}} \right) (1_P \otimes X_{C}^{\frac{1}{2}}), \tag{101}$$

where $\Theta_{V_a}$ and $X_{C}^{\frac{1}{2}}$ are defined similarly to Eqs. (107) and (108) as

$$\Theta_{V_a} := \sum_{\alpha=-m+1}^{d^m+1} \frac{d^m g_d(m) d \mu_{C_a}}{md^{m-1}} \Pi_{\alpha C_a}, \tag{102}$$

$$X_{C}^{\frac{1}{2}} := \sum_{\mu=-m}^{d^m+1} \frac{d^m g_d(m) d \mu_{C_a}}{d \mu_{D}} \Pi_{\mu C_a}, \tag{103}$$

and $\ket{\Phi_d^+}$ and $\ket{\Phi_d^+}$ are the maximally entangled states defined in Eqs. (106) and (66). The conditional CPTP map $\tilde{\Lambda}_a$ and the isometry operator $V^{\text{is},a}$ are defined in Eqs. (111) and (62), respectively.

### E Parallel isometry transposition

#### E.1 Construction of parallel isometry transposition protocol

We can construct a parallel protocol for isometry transposition similarly to unitary transposition [19] based on the port-based teleportation [67, 68] and obtain the success probability of the protocol as stated in the following Theorem.

**Theorem 8.** A parallel protocol shown in Figure 12 transforms $k$ calls of an isometry operation $V$ corresponding to $V \in \mathbb{V}_{\text{iso}}(d, D)$ into its transposed map $\tilde{V}^T$ with a success probability $p_{\text{succ}} = k/(Dd + k - 1)$.

In Figure 12, the Hilbert spaces are given by $\mathcal{F} = \mathbb{C}^d$, $\mathcal{I}_i = \mathbb{C}^d$, $\mathcal{A}_i = \mathbb{C}^d$, $\mathcal{P} = \mathbb{C}^D$, and $\mathcal{O}_i = \mathbb{C}^D$ for $i \in \{1, \ldots, k\}$. We define the joint Hilbert spaces by $\mathcal{I} := \bigotimes_{i=1}^{k} \mathcal{I}_i$, $\mathcal{O} := \bigotimes_{i=1}^{k} \mathcal{O}_i$, $\mathcal{I}_a := \bigotimes_{i \neq a} \mathcal{I}_i$, and $\mathcal{A} := \bigotimes_{i=1}^{k} \mathcal{A}_i$. The quantum state $\ket{\phi_{\text{PBT}}}$, the POVM $\mathcal{M}$, and the conditional CPTP map $\tilde{\Lambda}_a$ are defined as follows.

To define $\ket{\phi_{\text{PBT}}} \in \mathcal{I} \otimes \mathcal{A}$, we firstly define an operator $Y_{\mathcal{I}}$ by

$$Y_{\mathcal{I}} := \frac{1}{\sum_{\mu} k^{d\mu} d_{\mu_C d} d_{\mu_D} \sum_{\mu \neq \mu} k^{d\mu} d_{\mu_C d} d_{\mu_D}} \Pi_{\mu, \mathcal{I}}, \tag{104}$$

where $d_{\mu_D}$ and $d_{\mu_C}$ are the dimensions of $\mathcal{U}_{\mu, C^{d \otimes a}}$ and $S_{\mu, C^{d \otimes k}}$ for $d \in \{d, D\}$, respectively, and $\Pi_{\mu, \mathcal{I}}$ is the orthogonal projector on $\mathcal{I}$ onto its subspace $\mathcal{U}_{\mu, C^{d \otimes a}}$. Then, we define $\ket{\phi_{\text{PBT}}} \in \mathcal{I} \otimes \mathcal{A}$ by

$$\ket{\phi_{\text{PBT}}} := (Y_{\mathcal{I}}^{\frac{1}{2}} \otimes I_A) \ket{\Phi_d^+} \rho_{\mathcal{I} A}, \tag{105}$$

where $\ket{\Phi_d^+} \rho_{\mathcal{I} A}$ is the maximally entangled state given by

$$\ket{\Phi_d^+} \rho_{\mathcal{I} A} := \frac{1}{\sqrt{d^k}} \sum_{i=0}^{d^k-1} \ket{i} \otimes \ket{i} \in \mathcal{I} \otimes \mathcal{A} \tag{106}$$
The quantum state $|\phi'_{PBT}\rangle$ is a modified state of the optimal resource state for the probabilistic port-based teleportation \[67, 68\] defined in Eq. (105). The POVM $M = \{\Gamma_{a=0}^{(D)}\}_{a=0}^k$ is also the optimal POVM for the probabilistic port-based teleportation, which is defined in Eq. (110). The conditional CPTP map $\tilde{\Lambda}_a$ is the operation to select the quantum state in $A_a$ corresponding to the measurement outcome $a$ of $M$ as the output state for $a \neq 0$, which is defined in Eq. (111). This protocol succeeds when the measurement outcome $a$ is $a \neq 0$.

in terms of the computational basis $\{|i\rangle\}$ of $I$ and $A$. The state $|\phi'_{PBT}\rangle$ is a modified state of the optimal resource state $|\phi^{(d)}_{PBT}\rangle$ for the probabilistic port-based teleportation of a $D$-dimensional quantum state \[67, 68\] (see Appendix D for the definition of $|\phi^{(d)}_{PBT}\rangle$).

The POVM $M = \{\Gamma_{a=0}^{(D)}\}_{a=0}^k$ is defined as follows. We define operators $\Theta_{a\overline{\sigma}}$ and $X_O$ by

$$\Theta_{a\overline{\sigma}} := \sum_{\alpha = k-1} d_{\alpha+1} |D_{\alpha}^{(d)}\rangle \langle D_{\alpha}^{(d)}| \Pi_{ao},$$

$$X_O := \sum_{\mu = k} d_{\mu} |D_{\mu}^{(d)}\rangle \langle D_{\mu}^{(d)}| \Pi_{PO},$$

where $d_{\alpha+1}$ and $d_{\mu}$ are defined similarly to $d_{\mu}^{(d)}$ and $d_{\mu}^{(d)}$, respectively, $g_D(k)$ is defined by

$$g_D(k) := \left(\sum_{\mu = k} d_{\mu}^{(d)} \right)^{2-1}$$

and $\Pi_{a\overline{\sigma}}$ and $\Pi_{P}O$ are orthogonal projectors defined similarly to $\Pi_{P}O$. Using $\Theta_{a\overline{\sigma}}$ and $X_O$, we define an operator $\Gamma_{a}^{(D)}$ ($a \in \{1, \cdots, k\}$) on $P \otimes O$ by

$$\Gamma_{a}^{(D)} := (I_P \otimes X_O^{-\frac{1}{2}})(\Phi_{P}^{+}\langle \Phi_{P}^{+}|_{PO} \otimes \Theta_{a\overline{\sigma}})(I_P \otimes X_O^{-\frac{1}{2}}).$$

The set of operators $\{\Gamma_{a=0}^{(D)}\}_{a=0}^k$ satisfies $\Gamma_{a=0}^{(D)} \geq 0$ for $a \in \{1, \cdots, k\}$ and $\sum_{a=1}^{k} \Gamma_{a}^{(D)} \leq I_P O$ \[68\]. Thus, by defining $\Gamma_{0}^{(D)} := I_P O - \sum_{a=1}^{k} \Gamma_{a}^{(D)}$, a set of operators $\{\Gamma_{a=0}^{(D)}\}_{a=0}^k$ forms a POVM. The POVM $\{\Gamma_{a=0}^{(D)}\}_{a=0}^k$ is the optimal POVM for the probabilistic port-based teleportation of a $D$-dimensional quantum state \[67, 68\].
The conditional CPTP map $\tilde{A}_a : \mathcal{L}(\mathcal{A}) \to \mathcal{L}(\mathcal{F})$ for the outcome $a \in \{1, \cdots, k\}$ of $\mathcal{M}$ is defined by

$$\tilde{A}_a(\rho_\mathcal{A}) = \sum_{j,j'} |j\rangle\langle j'|_\mathcal{A} \rho_\mathcal{A} |j\rangle\langle j'|,$$

where $\{|j\rangle\}$ is the computational basis of Hilbert spaces $\mathcal{A}_a$ and $\mathcal{F}$. This conditional CPTP map represents the operation to select the quantum state in $\mathcal{A}_a$ corresponding to the measurement outcome $a$ as the output state. The conditional CPTP map corresponding to the measurement outcome $a = 0$ is not needed since our protocol only succeeds for $a \neq 0$ and the output state is aborted if $a = 0$, the failure case.

The protocol presented above is shown to implement isometry transposition with the success probability $p_{\text{succ}} = k/(Dd + k - 1)$.

Proof of Theorem 8. First, we show the equality

$$\langle V_{\mathcal{I} \rightarrow \mathcal{O}} \otimes I_\mathcal{A} \rangle |\phi_{\text{PBT}}^+ \rangle_{\mathcal{I} \mathcal{A}} = \frac{\sum_{\mu \neq k} (d_{\mu}^{(D)})^2}{\sum_{\mu \neq k} d_{\mu}^{(a)} d_{\mu}^{(D)}} \langle I_\mathcal{O} \otimes V_{\mathcal{B} \rightarrow \mathcal{A}} \rangle |\phi_{\text{PBT}}^+ \rangle_{\mathcal{O} \mathcal{B}},$$

(112)

where the joint Hilbert space $\mathcal{B}$ is defined by $\mathcal{B} := \bigotimes_{i=1}^k \mathcal{B}_i$ for $\mathcal{B}_i = \mathbb{C}^D$, and the quantum state $|\phi_{\text{PBT}}^+ \rangle \in \mathcal{O} \otimes \mathcal{B}$ is the optimal resource state for the probabilistic port-based teleportation of a $D$-dimensional quantum state [67, 68] defined by

$$|\phi_{\text{PBT}}^+ \rangle := (X_{\mathcal{O}} \otimes I_\mathcal{B}) |\Phi_{\mathcal{D}k}^+ \rangle_{\mathcal{O} \mathcal{B}}$$

(113)

using $X_{\mathcal{O}}$ given in Eq. (108) and the maximally entangled state $|\Phi_{\mathcal{D}k}^+ \rangle$. To show this equality, we define the maximally entangled state for each $\mu$ denoted as $|\phi_{d,\mu}^+ \rangle \in (\mathcal{U}_{\mu,\mathcal{I}}^{(D)} \otimes S_{\mu,\mathcal{I}}^{(k)}) \otimes (\mathcal{U}_{\mu,\mathcal{A}}^{(D)} \otimes S_{\mu,\mathcal{A}}^{(k)})$ by

$$|\phi_{d,\mu}^+ \rangle_{\mathcal{I} \mathcal{A}} := \frac{1}{\sqrt{d_{\mu}^{(a)} d_{\mu}^{(D)}}} \sum_{u_\mu, s_\mu} |\mu, u_\mu, s_\mu \rangle_{\mathcal{I}} \otimes |\mu, u_\mu, s_\mu \rangle_{\mathcal{A}},$$

(114)

where $\{|\mu, u_\mu, s_\mu \rangle\}$ is the Schur basis. Similarly, we define the maximally entangled state for each $\mu$ denoted as $|\phi_{d,\mu}^+ \rangle \in (\mathcal{U}_{\mu,\mathcal{O}}^{(D)} \otimes S_{\mu,\mathcal{O}}^{(k)}) \otimes (\mathcal{U}_{\mu,\mathcal{B}}^{(D)} \otimes S_{\mu,\mathcal{B}}^{(k)})$. Then, the quantum state $|\phi_{\text{PBT}}^+ \rangle$ defined in Eq. (105) can be written as

$$|\phi_{\text{PBT}}^+ \rangle = \sum_{\mu \neq k} \left[ \frac{d^k d_\mu^{(D)}}{d_{\mu}^{(a)} \sum_{\nu \neq k} d_\nu^{(a)} d_\nu^{(D)}} \right] (\Pi_{\mu,\mathcal{I}} \otimes I_\mathcal{A}) |\Phi_{\mathcal{D}k}^+ \rangle_{\mathcal{I} \mathcal{A}}$$

(115)

$$= \sum_{\mu \neq k} \left[ \frac{d^k d_\mu^{(D)}}{d_{\mu}^{(a)} \sum_{\nu \neq k} d_\nu^{(a)} d_\nu^{(D)}} \right] (\Pi_{\mu,\mathcal{I}} \otimes I_\mathcal{A}) \sum_{\nu \neq k} \frac{d_\nu^{(a)} d_{\nu}^{(D)}}{d^k} (U_{\mathcal{I}}^{\text{Sch} \dagger} \otimes U_{\mathcal{A}}^{\text{Sch} \dagger}) |\phi_{d,\nu}^+ \rangle_{\mathcal{I} \mathcal{A}},$$

(116)

$$= \sum_{\mu \neq k} p_\mu [I_\mathcal{I} \otimes U_{\mathcal{A}}^{\text{Sch} \dagger} (U_{\mathcal{A}}^{\text{Sch}})^\dagger] |\phi_{d,\mu}^+ \rangle_{\mathcal{I} \mathcal{A}},$$

(117)

where $U_{\mathcal{A}}^{\text{Sch}}$ is the quantum Schur transforms defined above Lemma 4, $p_\mu$ is a positive value given by...
For $M$ from Eqs. (119), (120), (124) and (127), we obtain Eq. (112).

Using this relation, we proceed the calculation in Eq. (123) as

$$X^t \text{denotes the transpose of } X \text{ in the Schur basis. Similarly, } |\phi^{(D)}_{\text{PBT}}\rangle_{OB} = \sum_{\mu} q_{\mu} [I_{I} \otimes U^{\text{Sch}}_{B} (U^{\text{Sch}}_{B})^\dagger] |\phi^{+}_{D,\mu}\rangle_{OB},$$

where $q_{\mu}$ is a positive value given by

$$q_{\mu} := \frac{d_{\mu}^{(D)}}{\sqrt{\sum_{\nu,k} d_{\nu,k}^{(D)} d_{\mu,k}^{(D)}}}.$$

Since a tensor product $V^\otimes k$ of an isometry operator $V \in \mathbb{V}_{\text{iso}}(d, D)$ can be decomposed in the irreducible representation form as Eq. (89), we obtain

$$(V^\otimes k_{I \rightarrow O} \otimes 1_{A}) |\phi^{\prime}_{\text{PBT}}\rangle_{I A} = \sum_{\mu} p_{\mu} (V^\otimes k_{I \rightarrow O} \otimes 1_{A}) [I_{I} \otimes U^{\text{Sch}}_{A} (U^{\text{Sch}}_{A})^\dagger] |\phi^{+}_{D,\mu}\rangle_{I A}$$

$$= \sum_{\mu} p_{\mu} \left[ V_{\mu} \otimes I^{(k)}_{\nu, I \rightarrow S(k)_{\nu, O}} \otimes U^{\text{Sch}}_{A} (U^{\text{Sch}}_{A})^\dagger \right] |\phi^{+}_{D,\mu}\rangle_{I A}$$

$$= \sum_{\mu} r_{\mu} [I_{O} \otimes U^{\text{Sch}}_{A} (U^{\text{Sch}}_{A})^\dagger] \left( V_{\mu} \otimes I^{(k)}_{\nu, I \rightarrow S(k)_{\nu, B}} \right)^T |\phi^{+}_{D,\mu}\rangle_{OB},$$

where $r_{\mu}$ is a positive value given by

$$r_{\mu} := p_{\mu} \frac{d_{\mu}^{(D)}}{d_{\mu}^{(D)}} = \frac{d_{\mu}^{(D)}}{\sqrt{\sum_{\nu,k} d_{\nu,k}^{(D)} d_{\mu,k}^{(D)}}}.$$

For $X : A \rightarrow B$, the transpose $X^t$ in the Schur basis can be converted to the transpose $X^T$ in the computational basis as

$$X^T = U^{\text{Sch}}_{A} (U^{\text{Sch}}_{B} X_{A \rightarrow B} U^{\text{Sch}}_{A})^\dagger U^{\text{Sch}}_{B}$$

$$= U^{\text{Sch}}_{A} (U^{\text{Sch}}_{B})^\dagger X^t_{B \rightarrow A} (U^{\text{Sch}}_{B})^\dagger U^{\text{Sch}}_{B}.$$

Using this relation, we proceed the calculation in Eq. (123) as

$$(V^\otimes k_{I \rightarrow O} \otimes 1_{A}) |\phi^{\prime}_{\text{PBT}}\rangle_{I A} = \sum_{\mu} r_{\mu} \left\{ I_{O} \otimes \left[ (V_{\mu} \otimes I^{(k)}_{\nu, I \rightarrow S(k)_{\nu, B}}) U^{\text{Sch}}_{B} (U^{\text{Sch}}_{B})^\dagger \right] \right\} |\phi^{+}_{D,\mu}\rangle_{OB}.$$

From Eqs. (119), (120), (124) and (127), we obtain Eq. (112).

Let $\rho_{\text{out}, a}^\prime \in \mathcal{L}(A_a)$ be the output state after obtaining the outcome $a$ of the POVM $M = \{ G_{a}^{(D)} \}$ given by Eq. (110), but before applying the correction $\tilde{\Lambda}_{a}$ given by Eq. (111). For $a \neq 0$, the output state $\rho_{\text{out}, a}^\prime$ multiplied by the probability to obtain the measurement.
outcome \(a\), denoted by \(\rho_{\text{out},a}\), is calculated as

\[
\rho_{\text{out},a} = \text{Tr}_{POA_a} \left( (\Gamma_{a,PO} \otimes I_A) \{\rho_{\text{in},P} \otimes [\tilde{V}_{\mathcal{O}}^\otimes k_1 + \tilde{I}_A (|\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{I_A})] \} \right)
\]

(128)

\[
= \frac{\sum_{\mu,k} (d_{\mu}(d_{\mu}))^2}{\sum_{\mu,k} d_{\mu}(d_{\mu})} \text{Tr}_{POA_a} \left( (\Gamma_{a,PO} \otimes I_A) \{\rho_{\text{in},P} \otimes [\tilde{I}_C \otimes \tilde{V}_{B \rightarrow A}^\otimes k (|\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{OB})] \} \right)
\]

(129)

\[
= \frac{\sum_{\mu,k} (d_{\mu}(d_{\mu}))^2}{\sum_{\mu,k} d_{\mu}(d_{\mu})} \text{Tr}_{POA_a} \left( (\Gamma_{a,PO} \otimes I_A) \{\rho_{\text{in},P} \otimes [\tilde{X}_C^\otimes k \otimes \tilde{V}_{B \rightarrow A}^\otimes k (|\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{OB})] \} \right)
\]

(130)

\[
= \frac{\sum_{\mu,k} (d_{\mu}(d_{\mu}))^2}{\sum_{\mu,k} d_{\mu}(d_{\mu})} \times \text{Tr}_{POA_a} \left( [\tilde{I}_P \otimes \tilde{X}_C^\otimes k_1 (\Gamma_{a,PO} \otimes I_A) \{\rho_{\text{in},P} \otimes [\tilde{I}_C \otimes \tilde{V}_{B \rightarrow A}^\otimes k (|\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{OB})] \} \right)
\]

(131)

Since \(X_C = X_C^\dagger\) holds and the definition of \(\Gamma_a\) is given by Eq. (110), we obtain

\[
(\tilde{I}_P \otimes \tilde{X}_C^\otimes k_1) (\Gamma_{a,PO}) = |\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{POC_a} \otimes \Theta_{\mathcal{U}_a}.
\]

(132)

Therefore, \(\rho_{\text{out},a}\) is further calculated as

\[
\rho_{\text{out},a} = \frac{\sum_{\mu,k} (d_{\mu}(d_{\mu}))^2}{\sum_{\mu,k} d_{\mu}(d_{\mu})} \times \text{Tr}_{POA_a} \left( (\Phi_{\text{PBT}}^+ |_{POC_a} \otimes \Theta_{\mathcal{U}_a} \otimes I_A) \{\rho_{\text{in},P} \otimes [\tilde{I}_C \otimes \tilde{V}_{B \rightarrow A}^\otimes k (|\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{OB})] \} \right)
\]

(133)

\[
= \frac{\sum_{\mu,k} (d_{\mu}(d_{\mu}))^2}{\sum_{\mu,k} d_{\mu}(d_{\mu})} \times \text{Tr}_{POA_a} \left( (\Phi_{\text{PBT}}^+ |_{POC_a} \otimes \Theta_{\mathcal{U}_a} \otimes I_A) \{\rho_{\text{in},P} \otimes [\tilde{I}_C \otimes \tilde{V}_{B \rightarrow A}^\otimes k (|\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{OB})] \} \right)
\]

(134)

\[
= \frac{\sum_{\mu,k} (d_{\mu}(d_{\mu}))^2}{\sum_{\mu,k} d_{\mu}(d_{\mu})} \times \text{Tr}_{POA_a} \left( (\Phi_{\text{PBT}}^+ |_{POC_a} \otimes \Theta_{\mathcal{U}_a} \otimes I_A) \{\rho_{\text{in},P} \otimes [\tilde{I}_C \otimes \tilde{V}_{B \rightarrow A}^\otimes k (|\Phi_{\text{PBT}}^+ \rangle \langle \Phi_{\text{PBT}}^+ |_{OB})] \} \right)
\]

(135)

The final successful output state \(\rho_{\text{out}}\) is obtained by applying the conditional CPTP map \(\Lambda_a\) on \(\rho_{\text{out},a}\) for \(a \in \{1, \ldots, k\}\), which corrects the index of the Hilbert space from \(A_a\) to \(\mathcal{F}\). Let \(\rho_{\text{out}}\) be the final successful output state \(\rho_{\text{out}}\) multiplied by the probability that the measurement outcome \(a\) satisfies \(a \neq 0\). Namely, from the definition of the successful output state, \(\rho_{\text{out}}\) is written by

\[
\rho_{\text{out}} = \sum_{a=1}^{k} \rho_{\text{out},a} = p_{\text{succ}} \tilde{V}_T (\rho_{\text{in}}),
\]

(136)
where the success probability $p_{\text{succ}}$ is given by

$$p_{\text{succ}} = \sum_{a=1}^{k} \frac{\sum_{\mu^{-k}} (d_{\mu}^{(a)})^2}{\sum_{\mu^{-k}} d_{\mu}^{(a)} d_{\mu}^{(a)}} \frac{1}{D^{k+1}} \text{Tr} \left\{ \left( \Theta_{\sigma} \otimes I_{\mathcal{S}_{n}} \right) \left[ \sum_{\tau_{\sigma} \rightarrow \tau_{\mathcal{S}_{n}}} \left( \Phi_{d_{k}^{-1}} \right)^{+} \left( \Phi_{d_{k}^{-1}}^{+} | \tau_{\mathcal{S}_{n}} \rangle \right) \right] \right\}. \quad (137)$$

The success probability $p_{\text{succ}}$ is calculated as

$$p_{\text{succ}} = \sum_{a=1}^{k} \sum_{\mu^{-k}} \frac{(d_{\mu}^{(a)})^2}{\sum_{\mu^{-k}} d_{\mu}^{(a)} d_{\mu}^{(a)}} \frac{1}{D^{k+1}} \text{Tr} \left( \Theta_{\sigma} V^{k-1} V^{+ k-1} \right) \quad (138)$$

$$= \sum_{a=1}^{k} \alpha^{-k} \frac{(d_{\mu}^{(a)})^2}{\sum_{\mu^{-k}} d_{\mu}^{(a)} d_{\mu}^{(a)}} \frac{1}{D^{k+1}} \text{Tr} \left( \Theta_{\sigma} \Pi_{\text{Im} V^{k-1}} \right) \quad (139)$$

$$= \sum_{a=1}^{k} \sum_{\mu^{-k}} \frac{(d_{\mu}^{(a)})^2}{\sum_{\mu^{-k}} d_{\mu}^{(a)} d_{\mu}^{(a)}} \sum_{\alpha^{-k}} \frac{gD(k) d_{\mu}^{(a)} d_{\mu}^{(a)}}{k \text{Tr} \left( \Pi_{\alpha} \Theta_{\sigma} \Pi_{\text{Im} V^{k-1}} \right)} \quad (140)$$

where Eq. (141) follows from the relation $\text{Tr} \left( \Pi_{\alpha} \Theta_{\sigma} \Pi_{\text{Im} V^{k-1}} \right) = d_{\mu}^{(a)} d_{\mu}^{(a-1)}$, which is obtained by the isomorphism $\text{Im} V^{k-1} = \bigoplus_{\alpha^{-k-1}} U_{\alpha}^{(a)} \otimes \mathcal{S}_{n}^{(k-1)}$.

We further calculate the success probability $p_{\text{succ}}$ using techniques similar to those presented in Ref. [68]. Let $\chi_{d,k}$ be the character of the representation $P_{\sigma}$ of $\mathcal{S}_{k}$ on $(\mathbb{C}^{d})^{\otimes k}$ and $\chi_{\mu}$ be the irreducible character of the representation $\mu$ of $\mathcal{S}_{k}$. Then, we have

$$\chi_{d,k} = \sum_{\mu^{-k}} \chi_{d,k}^{(a)} \chi_{\mu}^{(a)} \quad (143)$$

We define an inner product of two characters $\chi, \chi'$ by

$$\langle \chi, \chi' \rangle := \frac{1}{|\mathcal{S}_{k}|} \sum_{\sigma \in \mathcal{S}_{k}} \chi(\sigma) \chi'^{*}(\sigma). \quad (144)$$

Then, $\langle \chi_{\mu}, \chi_{\nu} \rangle = \delta_{\mu,\nu}$ for irreducible representations $\mu, \nu \vdash k$. Therefore,

$$\langle \chi_{d,k}, \chi_{D,k} \rangle = \sum_{\mu^{-k}} \chi_{d,k}^{(a)} \chi_{D,k}^{(a)} \quad (145)$$

holds. By definition of the inner product, we obtain

$$\sum_{\mu^{-k}} \chi_{d,k}^{(a)} \chi_{D,k}^{(a)} = \frac{1}{|\mathcal{S}_{k}|} \sum_{\sigma \in \mathcal{S}_{k}} \chi_{d,k}(\sigma) \chi_{D,k}^{*}(\sigma). \quad (146)$$

Let $l(\sigma)$ be the minimum number $n$ such that $\sigma$ is written as a product of $n$ permutations $\sigma = \tau_{1} \cdots \tau_{n}$. Then, we have $\chi_{d,k}(\sigma) = d^{l(\sigma)}$. Therefore, we obtain

$$\sum_{\mu^{-k}} \chi_{d,k}^{(a)} \chi_{D,k}^{(a)} = \frac{1}{k!} \sum_{\sigma \in \mathcal{S}_{k}} (dD)^{l(\sigma)}. \quad (147)$$
A permutation \( \sigma \in S_k \) can be written uniquely as \( \sigma = (ak) \tau \) using \( a \in \{1, \ldots, k\} \) and \( \tau \in S_{k-1} \), and \( l(\sigma) \) can be calculated inductively by the relation given by

\[
\begin{align*}
l(\sigma) = & \begin{cases} 
  l(\tau) + 1 & (a = k) \\
  l(\tau) & (a \neq k)
\end{cases}.
\end{align*}
\]  

Therefore, we finally obtain

\[
\begin{align*}
\sum_{\mu \vdash k} d_{\mu} \sum_{\nu} d_{\nu} & = \frac{1}{k!} \sum_{\sigma \in S_k} (dD)^{l(\sigma)} \\
& = \frac{dD + k - 1}{k} \sum_{\tau \in S_{k-1}} (dD)^{l(\tau)} \\
& = \frac{dD + k - 1}{k} \sum_{\alpha \in S_{k-1}} d_{\alpha} d_{\alpha},
\end{align*}
\]

which leads to

\[
\begin{align*}
p_{\text{succ}} & = \sum_{\alpha \vdash k-1} d_{\alpha} d_{\alpha} \\
& = \frac{k}{Dd + k - 1}. 
\end{align*}
\]  

E.2 Optimality of the parallel isometry transposition for \( k = 1 \)

We show that this isometry transposition protocol is optimal for \( k = 1 \) from the uniqueness of isometry transposition similarly to the case of unitary transposition where the uniqueness of transposition implies the optimality of the parallel protocol [101].

**Theorem 9.** The optimal success probability of probabilistic protocols that transform a single call of an isometry operation \( \tilde{V} : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^D) \) into its transposed map \( \tilde{V}^T \) is \( p_{\text{opt}} = 1/(Dd) \).

First, we show the following Lemma on the uniqueness of isometry transposition.

**Lemma 10.** If a single-input superinstrument \( \{\tilde{S}, \tilde{F}\} \) implements a probabilistic exact isometry transposition protocol, i.e.,

\[
\tilde{S}(\tilde{V}) = p_{\text{succ}} \tilde{V}^T \quad (\forall \tilde{V} \in \mathcal{V}_{\text{iso}}(d, D)),
\]

the Choi operator \( S \) of \( \tilde{S} \) is uniquely given by

\[
S = p_{\text{succ}} Dd |\Phi_D^+\rangle \langle \Phi_D^+| \otimes |\Phi_d^+\rangle \langle \Phi_d^+| \mathbb{I}_I \mathbb{F}.
\]

Moreover, \( \tilde{S}(\tilde{\Lambda}) = p_{\text{succ}} \tilde{\Lambda}^T \) holds for any map \( \tilde{\Lambda} : \mathcal{L}(\mathbb{C}^d) \to \mathcal{L}(\mathbb{C}^D) \).

**Proof.** We choose a set \( \sigma = \{\sigma_1, \ldots, \sigma_d\} \subset \{1, \ldots, D\} \) such that \( \sigma_1 < \cdots < \sigma_d \). Let the dimensions of the Hilbert spaces as \( P', O_1' = \mathbb{C}^d \). We also define \( W_{\sigma} := \sum_i |i\rangle \langle \sigma_i| \) and
\[ \Pi_\sigma := W_\sigma^\dagger W_\sigma. \] We define operators \( S' \in \mathcal{L}(\mathcal{P'} \otimes \mathcal{I}_1 \otimes \mathcal{O}'_1 \otimes \mathcal{F}) \) and \( S'' \in \mathcal{L}(\mathcal{P} \otimes \mathcal{I}_1 \otimes \mathcal{O}'_1 \otimes \mathcal{F}) \) by

\[
S' := \left( \tilde{W}_{\sigma, P' \rightarrow P} \otimes \tilde{W}_{\sigma, \mathcal{O}'_1 \rightarrow \mathcal{O}_1} \otimes \tilde{1}_{\mathcal{I}_1, \mathcal{F}} \right) (S), \tag{156}
\]

\[
S'' := \left( \tilde{W}_{\sigma, \mathcal{O}_1 \rightarrow \mathcal{O}'_1} \otimes \tilde{1}_{P, \mathcal{F}} \right) (S). \tag{157}
\]

From Eq. (154), we obtain

\[
S \star |V\rangle\langle V| = p_{\text{succ}} |V^T\rangle\langle V^T| \quad (\forall V \in \mathcal{V}_{\text{iso}}(d, D)). \tag{158}
\]

Then, for \( U \in \mathcal{U}(D) \), we have

\[
S'' \star |U\rangle\langle U|_{\mathcal{I}_1, \mathcal{O}'_1} = S \star \left[ \left( \tilde{1}_{\mathcal{I}_1} \otimes \tilde{W}_{\sigma, \mathcal{O}'_1 \rightarrow \mathcal{O}_1}^T \right) (|U\rangle\langle U|_{\mathcal{I}_1, \mathcal{O}'_1}) \right] = S \star |V\rangle\langle V|_{\mathcal{I}_1, \mathcal{O}_1} = p_{\text{succ}} |V^T\rangle\langle V^T|_{P, \mathcal{F}}, \tag{159}
\]

\[
[S'' - \tilde{W}_{\sigma, P' \rightarrow P} \otimes \tilde{1}_{\mathcal{I}_1, \mathcal{F}} (S')] \star |U\rangle\langle U|_{\mathcal{I}_1, \mathcal{O}'_1} = 0. \tag{160}
\]

From Eq. (162) and the uniqueness of unitary transposition \([101]\), we obtain

\[
S' = p_{\text{d}} |\Phi_{d}^+ \rangle \langle \Phi_{d}^+|_{P, \mathcal{O}'_1} \otimes |\Phi_{d}^+ \rangle \langle \Phi_{d}^+|_{\mathcal{I}_1, \mathcal{F}}. \tag{164}
\]

From Eq. (163) and the fact that \( \text{span}\{|U\rangle\langle U|_{\mathcal{I}_1, \mathcal{O}_1}\} = \mathcal{I}_1 \otimes \mathcal{O}'_1 \) holds, we obtain

\[
S'' = \left( \tilde{W}_{\sigma, P' \rightarrow P} \otimes \tilde{1}_{\mathcal{I}_1, \mathcal{F}} \right) (S'). \tag{165}
\]

We define \( S_\sigma := \tilde{1}_{\mathcal{O}_1, \sigma} \otimes \tilde{1}_{P, \mathcal{F}} (S) \). Then, \( S_\sigma \) is calculated as

\[
S_\sigma = \left( \tilde{W}_{\sigma, \mathcal{O}'_1 \rightarrow \mathcal{O}_1} \otimes \tilde{1}_{P, \mathcal{F}} \right) (S'') \tag{166}
\]

\[
= \left( \tilde{W}_{\sigma, P' \rightarrow P} \otimes \tilde{W}_{\sigma, \mathcal{O}'_1 \rightarrow \mathcal{O}_1} \otimes \tilde{1}_{\mathcal{I}_1, \mathcal{F}} \right) (S''). \tag{167}
\]

\[
= p_{\text{succ}} d^2 |\Phi_{\sigma}^{P+} \rangle \langle \Phi_{\sigma}^{P+}|_{P, \mathcal{O}_1} \otimes |\Phi_{d}^+ \rangle \langle \Phi_{d}^+|_{\mathcal{I}_1, \mathcal{F}}, \tag{168}
\]

where \( |\Phi_{\sigma}^{P+} \rangle_{\mathcal{P}_{\mathcal{O}_1}} \) is defined as

\[
|\Phi_{\sigma}^{P+} \rangle_{\mathcal{P}_{\mathcal{O}_1}} := \frac{1}{\sqrt{d}} \sum_{i=1}^{d} |\sigma_i \rangle S_{\sigma} = \frac{1}{\sqrt{d}} \sum_{i=1}^{d} |\sigma_i \rangle S_{\sigma}. \tag{169}
\]

In other words, for \( i_m \in \{1, \cdots, D\} \) and \( j_m, k_m, l_m \in \{1, \cdots, d\} \) for \( m \in \{1, 2\} \), the matrix elements of \( S \) are given by

\[
\langle i_1 j_1 k_1 l_1 |S|i_2 j_2 k_2 l_2 \rangle = \langle i_1 j_1 k_1 l_1 |S|i_2 j_2 k_2 l_2 \rangle = \langle i_1 j_1 k_1 l_1 |S|i_2 j_2 k_2 l_2 \rangle = \delta_{i_1, i_2} \delta_{j_1, j_2} \delta_{k_1, k_2} \delta_{l_1, l_2}. \tag{170}
\]

Since this holds for any \( \sigma \), we obtain

\[
\langle i_1 j_1 k_1 l_1 |S|i_2 j_2 k_2 l_2 \rangle = \delta_{i_1, i_2} \delta_{j_1, j_2} \delta_{k_1, k_2} \delta_{l_1, l_2}. \tag{171}
\]
for \(i_m, k_m \in \{1, \cdots, D\}\) and \(j_m, l_m \in \{1, \cdots, d\}\) for \(m \in \{1, 2\}\). Thus, \(S\) is uniquely determined as

\[
S = p_{\text{succ}} Dd |\Phi_D^+\rangle \langle \Phi_D^+|_P \otimes |\Phi_D^+\rangle \langle \Phi_D^+|_I, F. 
\]

(173)

Moreover, for \(K \in \mathcal{L}(I_1 \to O_1)\), we obtain

\[
S \ast |K\rangle \langle K|_I = p_{\text{succ}} |K^{T}\rangle \langle K^{T}|_P, F. 
\]

(174)

Thus, we show \(\tilde{\tilde{S}}(\tilde{\Lambda}) = p_{\text{opt}}\) for any map \(\tilde{\Lambda} : \mathcal{L}(C^d) \to \mathcal{L}(C^D)\).

Proof of Theorem 9. Let \(\{\tilde{\tilde{S}}, \tilde{\tilde{F}}\}\) be a single-input superinstrument which implements a probabilistic exact isometry transposition protocol with a success probability \(p_{\text{succ}}\). Let the Choi operator of \(\tilde{\tilde{S}}\) and \(\tilde{\tilde{F}}\) be \(S, F \in \mathcal{L}(P \otimes I_1 \otimes O_1 \otimes F)\), respectively, and we set an operator \(C := S + F\). From Lemma 10, the Choi operator \(S\) is obtained by Eq. (155).

Since \(\{\tilde{\tilde{S}}, \tilde{\tilde{F}}\}\) is a single-input superinstrument, the conditions for \(C\)

\[
C \geq S, 
\]

(175)

\[
\text{Tr}_F C = \text{Tr}_{C_1, F} C \otimes \frac{I_{O_1}}{d_{O_1}}, 
\]

(176)

\[
\text{Tr}_{I_1, O_1, F} C = d_{O_1} I_P. 
\]

(177)

have to be satisfied. Then, we obtain

\[
\text{Tr}_{I_1, F} C = \text{Tr}_{I_1, O_1, F} C \otimes \frac{I_{O_1}}{d_{O_1}} = I_P \otimes I_{O_1}. 
\]

(178)

Since \(\text{Tr}_{I_1, F} C \geq \text{Tr}_{I_1, F} S = p_{\text{succ}} Dd |\Phi_D^+\rangle \langle \Phi_D^+|_P\) holds, we have

\[
p_{\text{succ}} Dd |\Phi_D^+\rangle \langle \Phi_D^+|_P \leq I_P \otimes I_{O_1}. 
\]

(179)

Thus, we obtain \(p_{\text{succ}} \leq 1/(Dd)\), namely \(p_{\text{opt}} = 1/(Dd)\). \(\Box\)

F SDP to obtain the maximal success probability of isometry inversion, (pseudo) complex conjugation, and transposition

Using the Choi representation of a supermap introduced in Appendix 2.2, a superinstrument \(\{\hat{S}, \hat{F}\} : \otimes_{i=1}^k [\mathcal{L}(I_i) \to \mathcal{L}(O_i)] \to [\mathcal{L}(P) \to \mathcal{L}(F)]\) can be represented by \(S, F \in \mathcal{L}(P \otimes I \otimes O \otimes F)\), where \(I := \otimes_{i=1}^k I_i\) and \(O := \otimes_{i=1}^k O_i\). The Choi operators \(\{S, F\}\) of a \(k\)-input parallel/sequential/general superinstrument is characterized by

\[
S, F \geq 0, 
\]

(180)

\[
C := S + F\) is a parallel/sequential/general superchannel, 
\]

(181)

where the second condition (181) is composed of the positivity of \(C\) and linear constraints on \(C\) (see Section II of Ref. [19]).

This Appendix shows how to formulate the problem of finding the optimal success probability of isometry inversion, isometry (pseudo) complex conjugation, isometry transposition, and “success-or-draw” isometry inversion as SDP using the Choi representation.
F.1 Isometry inversion

The superinstrument \( \{ \tilde{S}, \tilde{F} \} \) implements isometry inversion with the success probability \( p \) if and only if

\[
\tilde{S}(\tilde{V}^\otimes k) \circ \tilde{V} = p \tilde{I}_d
\]

holds for all \( V \in \mathcal{V}_{\text{iso}}(d, D) \). This condition can be written in the Choi representation as

\[
S \ast |V\rangle\langle V|^\otimes_k \ast |V\rangle\langle V|_{\mathcal{P}'} = p|\mathbb{I}_d\rangle\langle \mathbb{I}_d|_{\mathcal{P}'} \mathcal{F},
\]

where \( \mathcal{P}' = \mathbb{C}^d \) and \( |V\rangle := \sum_i |i\rangle \otimes |i\rangle \) for the computational basis \( \{ |i\rangle \} \) of \( \mathbb{C}^d \). Since \( \text{Tr}[|V\rangle\langle V|]^\otimes_{k+1} = d^{k+1} \) is constant for all \( V \in \mathcal{V}_{\text{iso}}(d, D) \), this condition is equivalent to the following condition:

\[
S \ast |V\rangle\langle V|^\otimes_k \ast |V\rangle\langle V|_{\mathcal{P}'} = p|\mathbb{I}_d\rangle\langle \mathbb{I}_d|_{\mathcal{P}'} \mathcal{F} \times \frac{\text{Tr}[|V\rangle\langle V|]^\otimes_{k+1}}{d^{k+1}},
\]

Due to the linearity of Eq. (184) with respect to \( |V\rangle\langle V|^\otimes_k \), Eq. (184) holds for all \( V \in \mathcal{V}_{\text{iso}}(d, D) \) if and only if it holds for finite set of isometries \( \{ V_i \} \subset \mathcal{V}_{\text{iso}}(d, D) \) forming the basis \( \{ |V_i\rangle\langle V_i|^\otimes_{k+1} \} \) of the linear space \( \mathcal{H}_{k+1} := \text{span}\{ |V\rangle\langle V|^\otimes_{k+1} |V \in \mathcal{V}_{\text{iso}}(d, D) \} \).

Therefore, the optimal success probability of isometry inversion in parallel/sequential/general protocols can be found as a solution of the following SDP:

\[
\max_p \\
\text{s.t. } S, F \in \mathcal{L}(\mathcal{P} \otimes \mathcal{I} \otimes \mathcal{O} \otimes \mathcal{F}), \\
S, F \geq 0, \\
S \ast |V_i\rangle\langle V_i|^\otimes_k \ast |V_i\rangle\langle V_i|_{\mathcal{P}'} = p|\mathbb{I}_d\rangle\langle \mathbb{I}_d|_{\mathcal{P}'} \mathcal{F} \quad \forall i, \\
C := S + F \text{ is a parallel/sequential/general superchannel},
\]

where \( \{ V_i \} \) is a finite set of isometries forming the basis \( \{ |V_i\rangle\langle V_i|^\otimes_{k+1} \} \) of the linear space \( \mathcal{H}_{k+1} := \text{span}\{ |V\rangle\langle V|^\otimes_{k+1} |V \in \mathcal{V}_{\text{iso}}(d, D) \} \).

F.2 Isometry pseudo complex conjugation

The superinstrument \( \{ \tilde{S}, \tilde{F} \} \) implements isometry inversion with the success probability \( p \) if and only if

\[
[\tilde{S}(\tilde{V}^\otimes k)]^T \circ \tilde{V} = p \tilde{I}_d
\]

holds for all \( V \in \mathcal{V}_{\text{iso}}(d, D) \). For any linear map \( \tilde{\Lambda} : \mathcal{L}(\mathcal{I}) \rightarrow \mathcal{L}(\mathcal{O}) \), the Choi operator of the transposed map \( \tilde{\Lambda}^T \) is expressed as the Choi operator of \( \tilde{\Lambda} \) since

\[
J_{\tilde{\Lambda}^T} = \sum_{i,j} |i\rangle\langle j|_{\mathcal{O}} \otimes \tilde{\Lambda}^T(|i\rangle\langle j|)_{\mathcal{I}}
\]

\[
= \sum_{i',j'} \tilde{\Lambda}(|i'\rangle\langle j'|)_{\mathcal{O}} \otimes |i'\rangle\langle j'|_{\mathcal{I}}
\]

\[
= J_{\tilde{\Lambda}}
\]

holds for the computational bases \( \{ |i\rangle \} \) and \( \{ |i'\rangle \} \) of \( \mathcal{O} \) and \( \mathcal{I} \), respectively. Then, the condition (190) can be written in the Choi representation as

\[
S \ast |V\rangle\langle V|^\otimes_k \ast |V\rangle\langle V|_{\mathcal{F}} = p|\mathbb{I}_d\rangle\langle \mathbb{I}_d|_{\mathcal{F}},
\]
where $\mathcal{F}' = \mathbb{C}^d$. Similarly to the case with isometry inversion, Eq. (194) holds for all $V \in \mathcal{V}_{\text{iso}}(d, D)$ if and only if it holds for finite set of isometries $\{V_i\}_i \subset \mathcal{V}_{\text{iso}}(d, D)$ forming the basis $\{|V_i\rangle\langle V_i|^\otimes_{k+1}\}_i$ of the linear space $\langle \langle V \rangle \rangle_{\mathcal{V}^\otimes_k} = \text{span}\{|V_i\rangle\langle V_i|^\otimes_{k+1}|V \in \mathcal{V}_{\text{iso}}(d, D)\}$.

Therefore, the optimal success probability of isometry pseudo complex conjugation in parallel/sequential/general protocols can be found as a solution of the following SDP:

$$\max_p \quad \text{s.t. } S, F \in \mathcal{L}(\mathcal{P} \otimes \mathcal{I} \otimes \mathcal{O} \otimes \mathcal{F}),$$

$$S, F \geq 0,$$

$$S \ast |V_i\rangle\langle V_i|^\otimes_{k+1} \geq p|1_d\rangle\langle 1_d|_{\mathcal{F}'},$$

$$C := S + F \text{ is a parallel/sequential/general superchannel},$$

where $\{V_i\}_i$ is a finite set of isometries forming the basis $\{|V_i\rangle\langle V_i|^\otimes_{k+1}\}_i$ of the linear space $\mathcal{H}_{k+1} \coloneqq \text{span}\{|V_i\rangle\langle V_i|^\otimes_{k+1}|V \in \mathcal{V}_{\text{iso}}(d, D)\}$.

### F.3 Isometry complex conjugation and isometry transposition

The superinstrument $\{\widetilde{S}, \widetilde{F}\}$ implements isometry complex conjugation or isometry transposition with the success probability $p$ if and only if

$$\widetilde{S}\widetilde{V}^{\otimes k} = pf(V)$$

holds for all $V \in \mathcal{V}_{\text{iso}}(d, D)$, where $\widetilde{f}(V) = V^*$ or $\widetilde{f}(V) = V^T$. This condition can be written in the Choi representation as

$$S \ast |V\rangle\langle V|^\otimes_{k+1} = p|f(V)\rangle\langle f(V)|_{\mathcal{F}},$$

where $f(V) = V^*$ or $f(V) = V^T$. The mapping $|V\rangle\langle V| \mapsto |f(V)\rangle\langle f(V)|$ is linear for $f(V) = V^*$ or $f(V) = V^T$ since

$$|V|^T = \sum_i |i\rangle \otimes V^T|i\rangle = \sum_i V|i\rangle \otimes |i\rangle = |V\rangle,$$

$$|V^*|^T = |V\rangle\langle V|^* = |V\rangle\langle V|^T,$$

hold, where the hermicity of $|V\rangle\langle V|$ is used to derive Eq. (203). Similarly to the case with isometry inversion, Eq. (201) can be rewritten as

$$S \ast |V\rangle\langle V|^\otimes_{k+1} = p|f(V)\rangle\langle f(V)|_{\mathcal{F}} \times \frac{\text{Tr}[|V\rangle\langle V|^\otimes_{k-1}]}{d^{k-1}}.$$

Due to the linearity of Eq. (204) with respect to $|V\rangle\langle V|^\otimes_k$, the condition (204) holds for all $V \in \mathcal{V}_{\text{iso}}(d, D)$ if and only if it holds for finite set of isometries $\{V_j\}_j \subset \mathcal{V}_{\text{iso}}(d, D)$ forming the basis $\{|V_j\rangle\langle V_j|^\otimes_k\}_j$ of the linear space $\mathcal{H}_k := \text{span}\{|V\rangle\langle V|^\otimes_k|V \in \mathcal{V}_{\text{iso}}(d, D)\}$.

Therefore, the optimal success probability of isometry complex conjugation or isometry transposition in parallel/sequential/general protocols can be found as a solution of the following SDP:

$$\max_p \quad \text{s.t. } S, F \in \mathcal{L}(\mathcal{P} \otimes \mathcal{I} \otimes \mathcal{O} \otimes \mathcal{F}),$$

$$S, F \geq 0,$$

$$S \ast |V_j\rangle\langle V_j|^\otimes_{k+1} = p|f(V_j)\rangle\langle f(V_j)|_{\mathcal{F}} \quad \forall j,$$

$$C := S + F \text{ is a parallel/sequential/general superchannel},$$

where $f(V) = V^*$ or $f(V) = V^T$, and $\{V_j\}_j$ is a finite set of isometries forming the basis $\{|V_j\rangle\langle V_j|^\otimes_k\}_j$ of the linear space $\mathcal{H}_k := \text{span}\{|V\rangle\langle V|^\otimes_k|V \in \mathcal{V}_{\text{iso}}(d, D)\}$.
F.4 “Success-or-draw” isometry inversion

The superinstrument \( \{ \tilde{S}, \tilde{F} \} \) implements “success-or-draw” isometry inversion with the success probability \( p \) if and only if

\[
\tilde{S}(\tilde{V}^{\otimes k}) \circ \tilde{V} = p\tilde{V}^{\text{embed}},
\]

\[
\tilde{F}(\tilde{V}^{\otimes k}) \circ \tilde{V} = p\tilde{V},
\]

holds for all \( V \in \mathcal{V}_{\text{iso}}(d, D) \), where \( \tilde{V}^{\text{embed}} \) is a natural embedding of \( \mathbb{C}^d \) to \( \mathbb{C}^D \) defined in Eq. (38). Note that \( \tilde{V}^{\text{embed}} \) is introduced to adjust the dimension of the output space \( \mathcal{F} \) of the supermap \( \tilde{S} \) to that of the supermap \( \tilde{F} \). These conditions can be written in the Choi representation as

\[
S \ast |V\rangle \langle V|^\otimes k \otimes |V\rangle \langle V|p'p = p|V^{\text{embed}}\rangle \langle V^{\text{embed}}|p'F, \quad (212)
\]

\[
F \ast |V\rangle \langle V|^\otimes k \otimes |V\rangle \langle V|p'p = (1-p)|V\rangle \langle V|p'F, \quad (213)
\]

where \( p' = \mathbb{C}^d \). Due to the linearity of the conditions (212) and (213) with respect to \( |V\rangle \langle V|^\otimes k+1 \), the conditions (212) and (213) hold for all \( V \in \mathcal{V}_{\text{iso}}(d, D) \) if and only if they hold for finite set of isometries \( \{ V_i \} \subset \mathcal{V}_{\text{iso}}(d, D) \) forming the basis \( \{ |V_i\rangle \langle V_i|^\otimes k+1 \} \) of the linear space \( \mathcal{H}_{k+1} := \text{span}\{ |V\rangle \langle V|^\otimes k+1 |V \in \mathcal{V}_{\text{iso}}(d, D) \} \).

Therefore, the optimal success probability of “success-or-draw” isometry inversion in parallel/sequential/general protocols can be found as a solution of the following SDP:

\[
\max p \\
\text{s.t. } S, F \in \mathcal{L}(\mathcal{P} \otimes \mathcal{I} \otimes \mathcal{O} \otimes \mathcal{F}), \quad (214)
\]

\[
S, F \geq 0, \quad (215)
\]

\[
S \ast |V_i\rangle \langle V_i|^\otimes k \otimes |V_i\rangle \langle V_i|p'p = p|V^{\text{embed}}\rangle \langle V^{\text{embed}}|p'F \quad \forall i, \quad (216)
\]

\[
F \ast |V_i\rangle \langle V_i|^\otimes k \otimes |V_i\rangle \langle V_i|p'p = (1-p)|V_i\rangle \langle V_i|p'F \quad \forall i, \quad (217)
\]

\[
C := S + F \text{ is a parallel/sequential/general superchannel}, \quad (218)
\]

where \( V^{\text{embed}} \) is a natural embedding of \( \mathbb{C}^d \) to \( \mathbb{C}^D \) defined in Eq. (38), and \( \{ V_i \} \) is a finite set of isometries forming the basis \( \{ |V_i\rangle \langle V_i|^\otimes k+1 \} \) of the linear space \( \mathcal{H}_{k+1} := \text{span}\{ |V\rangle \langle V|^\otimes k+1 |V \in \mathcal{V}_{\text{iso}}(d, D) \} \).

G Proof of Theorem 2

By linearity, it is sufficient to consider a pure input state \( \rho_{\text{in}} = |\psi_{\text{in}}\rangle \langle \psi_{\text{in}}| \in \mathcal{L}(\mathcal{P}) = \mathcal{L}(\mathbb{C}^D) \) for the isometry inversion protocol of \( V \in \mathcal{V}_{\text{iso}}(d, D) \). We decompose \( |\psi_{\text{in}}\rangle \) as

\[
|\psi_{\text{in}}\rangle = |\psi\rangle + |\psi^\perp\rangle, \quad (220)
\]

where \( |\psi\rangle \in \text{Im} V \) and \( |\psi^\perp\rangle \in (\text{Im} V)^\perp \) can be unnormalized. For the computational basis of \( \mathbb{C}^d \) given by \( \{ \langle i | \}_{i=0}^{d-1} \subset \mathbb{C}^D \) satisfies

\[
\langle i | V_j \rangle = \langle i | j \rangle = \delta_{i,j}, \quad (221)
\]

\[
|\psi^\perp\rangle |V_i\rangle = 0, \quad (222)
\]

for \( i, j \in \{ 0, \ldots, d-1 \} \), where \( \delta_{i,j} \) is Kronecker’s delta given by

\[
\delta_{i,j} := \begin{cases} 
1 & (i = j) \\
0 & (i \neq j)
\end{cases} \quad \text{.} \quad (223)
\]
Therefore, there exists an orthonormal basis \(|v(i)\rangle_{i=0}^{D-1}\) of \(\mathcal{P} = \mathbb{C}^D\) such that the first \(d+1\) elements satisfy
\[
|v(i)\rangle = V|i\rangle \quad (i \in \{0, \ldots, d-1\}),
\]
\[
|v(d)\rangle \parallel |\psi^\perp\rangle.
\]
Then, the remaining part of the orthonormal basis \(|v(i)\rangle_{i=0}^{D-1}\), namely, each \(|v(i)\rangle\) for all \(i \in \{d+1, \ldots, D-1\}\) satisfies
\[
\langle v(i)|\psi_{in}\rangle = 0.
\]
For \(0 \leq j_1 < \cdots < j_d \leq D - 1\) and \(\vec{j} = (j_1, \ldots, j_d)\), we define a totally antisymmetric state \(|a_{\vec{j}}^{\nu}\rangle \in \mathcal{P} \otimes \mathcal{O} = (\mathbb{C}^D)^{\otimes d}\) by
\[
|a_{\vec{j}}^{\nu}\rangle := \sum_{\vec{k} \in \{1, \ldots, d\}^d} \frac{\epsilon_{\vec{k}}}{\sqrt{d!}} |v(j_1) \cdots v(j_d)\rangle,
\]
where \(\epsilon_{\vec{k}}\) is the antisymmetric tensor with rank \(d\). The projector \(\Pi^a_{\mathcal{P} \mathcal{O}}\) on \(\mathcal{P} \otimes \bigotimes_{i=1}^d \mathcal{O}_i\) onto its subspace 
spanned by totally antisymmetric states satisfies
\[
\Pi^a_{\mathcal{P} \mathcal{O}} = \sum_{0 \leq j_1 < \cdots < j_d \leq D - 1} |a_{\vec{j}}^{\nu}\rangle \langle a_{\vec{j}}^{\nu}|.
\]
We calculate the output state \(\rho'_\text{out} \in \mathcal{L}(\mathcal{F}) = \mathcal{L}(\mathbb{C}^d)\) after obtaining the measurement outcome \(a = 1\) of \(\mathcal{M}\) and the probability \(p_{a=1}\) to obtain the measurement outcome \(a = 1\).
To this end, we calculate the unnormalized operator \(\rho_\text{out} = p_{a=1}\rho'_\text{out}\). First, we obtain
\[
\rho_\text{out} = \text{Tr}_\mathcal{O}(|\phi'\rangle \langle \phi'|_{\mathcal{P} \mathcal{O} \mathcal{F}}),
\]
where \(|\phi'\rangle\) is defined by
\[
|\phi'\rangle := \Pi^a_{\mathcal{P} \mathcal{O}} \otimes \mathbf{1}_\mathcal{F} \left[|\psi_{in}\rangle_{\mathcal{P}} \otimes (\mathcal{V}^{\otimes d-1}_{\mathcal{F} \rightarrow \mathcal{O}} \otimes \mathbf{1}_\mathcal{F})|A_d\rangle_{\mathcal{F}} \right].
\]
The vector \(|\phi'\rangle\) is calculated as
\[
|\phi'\rangle = \sum_{\vec{j}} |a_{\vec{j}}^{\nu}\rangle_{\mathcal{P} \mathcal{O}} \otimes \mathbf{1}_\mathcal{F} \left[|\psi_{in}\rangle_{\mathcal{P}} \otimes \left[(\mathcal{V}^{\otimes d-1}_{\mathcal{F} \rightarrow \mathcal{O}} \otimes \mathbf{1}_\mathcal{F})|A_d\rangle_{\mathcal{F}} \right] \right]
= \sum_{\vec{j}, \vec{k}, \vec{k}' \in \{1, \ldots, d\}^d} |a_{\vec{j}}^{\nu}\rangle_{\mathcal{P} \mathcal{O}} \otimes \frac{\epsilon_{\vec{k} \vec{k}'}}{d!} \delta_{j_1 k_1} \cdots \delta_{j_d k_d} |K_d\rangle_{\mathcal{F}} \langle v(j_1)|\psi_{in}\rangle,
\]
where the summation is taken over \(0 \leq j_1 < \cdots < j_d \leq D - 1\), \(\vec{k} \in \{1, \ldots, d\}^d\) and \(\vec{k}' \in \{0, \ldots, d - 1\}^d\). Since the summand in Eq. (232) is non-zero only for \((j_1, \ldots, j_d) = (0, \ldots, d - 1)\) or \((j_1, \ldots, j_d) = (0, \ldots, j_d - 1, j_1 + 1, \ldots, d)\) for \(j \in \{0, \ldots, d - 1\}\), we obtain
\[
|\phi'\rangle = |a_{0 \ldots d-1}^{\nu}\rangle_{\mathcal{P} \mathcal{O}} \otimes \frac{(-1)^d}{d} \langle j|_{\mathcal{F}} \langle v(j)|\psi_{in}\rangle + \sum_{j=0}^{d-1} |a_{0 \ldots j-1j+1 \ldots d}^{\nu}\rangle_{\mathcal{P} \mathcal{O}} \otimes \frac{(-1)^d}{d} \langle j|_{\mathcal{F}} \langle v(d)|\psi_{in}\rangle
= |a_{0 \ldots d-1}^{\nu}\rangle_{\mathcal{P} \mathcal{O}} \otimes \frac{(-1)^d}{d} V_{\mathcal{P} \rightarrow \mathcal{F}}|\psi_{in}\rangle_{\mathcal{P}} + \sum_{j=0}^{d-1} |a_{0 \ldots j-1j+1 \ldots d}^{\nu}\rangle_{\mathcal{P} \mathcal{O}} \otimes \frac{(-1)^d}{d} \langle j|_{\mathcal{F}} \langle v(d)|\psi_{in}\rangle.
\]
Since \( \{|a_j^u\}\) are orthogonal to each other, the successful output state multiplied by the probability to obtain the measurement outcome \( a = 1 \), denoted by \( \rho_{\text{out}} \), can be calculated as

\[
\rho_{\text{out}} = \text{Tr}_{\mathcal{O}}(|\phi'\rangle\langle\phi'|_{\mathcal{P}\mathcal{O}F}) = \frac{1}{d^2} V^\dagger|\psi_{\text{in}}\rangle|\psi_{\text{in}}\rangle V + \frac{d-1}{d^2} \sum_{j=0}^{d-1} |j\rangle\langle j| |\psi(d)\rangle\langle\psi_{\text{in}}|)^2
\]

(235)

(236)

(237)

by defining a CPTP map \( \tilde{\mathcal{V}}' : \mathcal{L}(\mathbb{C}^D) \rightarrow \mathcal{L}(\mathbb{C}^d) \) as \( \tilde{\mathcal{V}}'(\rho_{\text{in}}) := V^\dagger \rho_{\text{in}} V + I_d/\text{Tr}(\Pi_{(\text{Im}V)} + \rho_{\text{in}}) \). Thus, a protocol shown in Figure 2 (c) implements a pseudo complex conjugate map \( \tilde{\mathcal{V}}' \) with a success probability \( p_{\text{succ}} = 1/d^2 \).

\section{Proof of Lemma 4}

Suppose \( \mathcal{P} = \mathbb{C}^D, \mathcal{P}' = \mathbb{C}^d, \mathcal{P}' = \mathbb{C}^d, \mathcal{I}_i = \mathbb{C}^d, \mathcal{O}_i = \mathbb{C}^D, \) and \( \mathcal{O}'_i = \mathbb{C}^d \) for \( i \in \{1, \cdots, k\} \) and define the joint Hilbert space by \( \mathcal{I} := \bigotimes_{i=1}^k \mathcal{I}_i, \mathcal{O} := \bigotimes_{i=1}^k \mathcal{O}_i, \) and \( \mathcal{O}' := \bigotimes_{i=1}^k \mathcal{O}'_i \). For \( V \in \mathcal{V}_{\text{iso}}(d, D) \), we define \( \tilde{\mathcal{L}}_V : \mathcal{L}(\mathcal{P}' \otimes \mathcal{I}) \rightarrow \mathcal{L}(\mathcal{P}' \otimes \mathcal{O}') \) by

\[
\tilde{\mathcal{L}}_V(\rho) := \left( \tilde{\Psi}_{\mathcal{P}\mathcal{O} \rightarrow \mathcal{P}' \mathcal{O}' \circ \tilde{\mathcal{V}}^{\otimes k+1}_{\mathcal{P}' \mathcal{I} \rightarrow \mathcal{P}' \mathcal{O}'} \right)(\rho)
\]

(239)

using the CPTP map \( \tilde{\Psi} \) given by Eq. (22). From Eqs. (89) and (22), we obtain

\[
\tilde{\mathcal{L}}_V(\rho) = \bigoplus_{\mu = k+1}^{d} \sum_{dU} \mathcal{I}_{\mu, \mu'}^{(d)} \otimes \left\{ \mathcal{I}_{\mu, \mu'}^{(d)} \mathcal{I}_{\mu', \mu'}^{(k+1)} \left[ \text{Tr}_{\mu, \mathcal{P}\mathcal{O}} \left( \Pi_{\mu, \mathcal{P}\mathcal{O}} \tilde{\Psi}_{\mathcal{P}\mathcal{O} \rightarrow \mathcal{P}' \mathcal{O}' \circ \tilde{\mathcal{V}}^{\otimes k+1}_{\mathcal{P}' \mathcal{I} \rightarrow \mathcal{P}' \mathcal{O}'} \right)(\rho) \right) \right\}
\]

(240)

(241)

On the other hand, we define \( \tilde{\mathcal{L}}_U : \mathcal{L}(\mathcal{P}' \otimes \mathcal{I}) \rightarrow \mathcal{L}(\mathcal{P}' \otimes \mathcal{O}') \) by

\[
\tilde{\mathcal{L}}_U(\rho) = \int dU \mathcal{I}_{\mu, \mu'}^{(k+1)} \rho(\mu, \mathcal{P}' \mathcal{I} \rightarrow \mathcal{P}' \mathcal{O}')
\]

(242)

where \( dU \) is the Haar measure on \( U(D) \). From Eqs. (94), (99) and (241), we obtain \( \tilde{\mathcal{L}}_V = \tilde{\mathcal{L}}_U \).

\section{Proof of Theorem 7}

For \( j = (j_1, \cdots, j_d) \in \{0, \cdots, D-1\}^d \), we define totally antisymmetric states in \( (\mathbb{C}^D)^{\otimes d} \) as

\[
|a_j^u\rangle := \sum_{k \in \{1, \cdots, d\}^d} \frac{i^k}{\sqrt{d!}} |j_{k_1} \cdots j_{k_d}\rangle
\]

(243)

\[
|a_j^{uv}\rangle := \sum_{k \in \{1, \cdots, d\}^d} \frac{i^k}{\sqrt{d!}} v(j_{k_1})^* \cdots v(j_{k_d})^*
\]

(244)
where \( |v(j)\rangle \) is defined in Appendix G and \( |v(j)^*\rangle \) is the complex conjugate of \( |v(j)\rangle \) in terms of the computational basis. For simplicity, we introduce short-hand notations

\[
\begin{align*}
\vec{j} d-1 &= |j_1\rangle \otimes \cdots \otimes |j_{d-1}\rangle, \\
\vec{k} d-1 &= |k_1\rangle \otimes \cdots \otimes |k_{d-1}\rangle,
\end{align*}
\]

\( (245) \)

\( (246) \)

\( (247) \)

\( (248) \)

where the vectors are defined by \( \vec{j}_{d-1} = (j_1, \ldots, j_{d-1}) \), \( \vec{k}_{d-1} = (k_1, \ldots, k_{d-1}) \) and \( \vec{k} = (k_1, \ldots, k_d) \).

First, we calculate the Choi operator of \( \vec{\Lambda} \) as

\[
\begin{align*}
J_{\vec{\Lambda}} &= c \sum_{\vec{j}_{d-1}, \vec{j}'_{d-1}, \vec{j}''_{d-1}} \vec{j}_{d-1}^c \vec{j}''_{d-1} |j_{d-1}\rangle \otimes A_{j''_{d-1}} |j_{d-1}\rangle \otimes \Lambda_{j''_{d-1}} (\mathbb{1}_O - \Pi_{O^a_s}) \otimes \frac{I_F}{D} \\
&= c \sum_{\vec{j}'_{d-1}, \vec{k}'_{d-1}} \frac{\epsilon_{\vec{j}'_{d-1}}}{(d-1)!} |j'_{d-1}\rangle \otimes |j''_{d-1}\rangle \otimes |j'_{d-1}\rangle \otimes \Pi_{O^a_s} (\mathbb{1}_O - \Pi_{O^a_s}) \otimes \frac{I_F}{D} \\
&= cd \frac{\epsilon_{\vec{j}'_{d-1}}}{(d-1)!} \sum_{0 \leq j_1 < \cdots < j_d \leq D-1} |a_j^+|^2 |a_j^+|^2 |O_F + (\mathbb{1}_O - \Pi_{O^a_s}) \otimes \frac{I_F}{D},
\end{align*}
\]

\( (249) \)

\( (250) \)

\( (251) \)

\( (252) \)

where a coefficient \( c \) is given by \( c := 1/(D-d+1) \) and the summation in Eqs. (249) and (250) are taken over \( \vec{j}_{d-1}, \vec{j}'_{d-1} \in \{0, \ldots, D-1\}^{d-1} \), \( 0 \leq j_1' < \cdots < j_d' \leq D-1 \) and \( \vec{k}', \vec{k}' \in \{1, \ldots, d\}^d \). Since \( \Pi_{O^a_s} \) is invariant under the tensor product \( U^\otimes d \) of a unitary operator \( U \in \mathcal{U}(D) \), we obtain

\[
J_{\vec{\Lambda}} = cd \sum_{0 \leq j_1 < \cdots < j_d \leq D-1} |a_j^+|^2 |a_j^+|^2 |O_F + (\mathbb{1}_O - \Pi_{O^a_s}) \otimes \frac{I_F}{D},
\]

\( (253) \)

\( (254) \)

where the summation in Eq. (254) is taken over \( 0 \leq j_1' < \cdots < j_d' \leq D-1 \) and \( \vec{k}', \vec{k}' \in \{1, \ldots, d\}^d \).

Then, the output state \( \rho_{out} \in \mathcal{L}(F) \) of the pseudo complex conjugation protocol is calculated as

\[
\begin{align*}
\rho_{out} &= J_{\vec{\Lambda}} * \left( \mathbb{1}_{F^d} \circ \mathbb{1}_{O^a_s} \right) (\rho_{in}) \\
&= c \sum_{\vec{j}, \vec{k}, \vec{k}'} \frac{\epsilon_{\vec{j}} \epsilon_{\vec{j}'} \epsilon_{\vec{k}'} (d-1)!} (d-1)! \text{Tr} \left\{ (\mathbb{1}_{F^d} \circ \mathbb{1}_{O^a_s}) (\rho_{in}) \right\} |v(j_{d-1})\rangle \otimes \left( |v(j_{d-1})\rangle \otimes \mathbb{1}_{O^a_s} \right) |O_F + (\mathbb{1}_O - \Pi_{O^a_s}) \otimes \frac{I_F}{D},
\end{align*}
\]

\( (255) \)

\( (256) \)

\( (257) \)
where the summation is taken over $0 \leq j_1 < \cdots < j_d \leq D - 1$ and $\bar{k}, \bar{k}' \in \{1, \cdots, d\}^d$. Since the summand in Eq. (257) is non-zero only when
\[
\begin{cases}
\bar{j} = (0, \cdots, d - 1) \\
\bar{j} = (0, \cdots, l - 1, l + 1, \cdots, d - 1, m)
\end{cases} \quad \text{or} \quad (l \in \{0, \cdots, d - 1\}, m \in \{d, \cdots, D - 1\})
\]
we obtain
\[
\rho_{\text{out}} = c \sum_{\bar{j}, \bar{j}' \in \{0, \cdots, d - 1\}^d} \frac{\epsilon_{\bar{j}} \epsilon_{\bar{j}'}^{\dagger}}{(d - 1)!} \text{Tr}\left[ \hat{V}_{\bar{j} \rightarrow \bar{j}'} \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] \prod_{m=1}^{D-1} \frac{\epsilon_{k_m} \epsilon_{k'_m}^{\dagger}}{(d - 1)!} \text{Tr}\left[ \hat{V}_{k_m \rightarrow k'_m} \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] |\langle v_1^\dagger \rangle| |\langle v_1 \rangle| |\langle v_1 \rangle^*| (258)
\]
where $(j_1, \cdots, j_{d-1})$ in the second term is $(j_1, \cdots, j_{d-1}) = (0, \cdots, l - 1, l + 1, \cdots, d - 1)$. Then, we proceed the calculation as
\[
\rho_{\text{out}} = c \sum_{\bar{j}, \bar{j}' \in \{0, \cdots, d - 1\}^d} \frac{1}{(d - 1)!^2} \text{Tr}\left[ \hat{V}_{\bar{j} \rightarrow \bar{j}'} \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] \prod_{m=1}^{D-1} \frac{1}{(d - 1)!^2} \text{Tr}[|\langle l \rangle| |\langle l \rangle^\dagger \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] |\langle v_1^\dagger \rangle| |\langle v_1 \rangle| |\langle v_1 \rangle^*| (260)
\]
\[
\rho_{\text{out}} = c \sum_{\bar{j}, \bar{j}' \in \{0, \cdots, d - 1\}^d} \text{Tr}[|\langle l \rangle| |\langle l \rangle^\dagger \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] \prod_{m=1}^{D-1} \frac{1}{(d - 1)!^2} \text{Tr}[|\langle l \rangle| |\langle l \rangle^\dagger \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] |\langle v_1^\dagger \rangle| |\langle v_1 \rangle| |\langle v_1 \rangle^*| (261)
\]
\[
\rho_{\text{out}} = c \sum_{\bar{j}, \bar{j}' \in \{0, \cdots, d - 1\}^d} \text{Tr}[|\langle l \rangle| |\langle l \rangle^\dagger \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] \prod_{m=1}^{D-1} \frac{1}{(d - 1)!^2} \text{Tr}[|\langle l \rangle| |\langle l \rangle^\dagger \rho_{\text{in}} \rho_{\text{in}}^\dagger \right] |\langle v_1^\dagger \rangle| |\langle v_1 \rangle| |\langle v_1 \rangle^*| (262)
\]
\[
\rho_{\text{out}} = c \left[ V^\dagger \rho_{\text{in}} V^\dagger + \Pi_{(\text{Im}V)\dagger} \text{Tr}(\rho_{\text{in}}) \right] (263)
\]
\[
\rho_{\text{out}} = \frac{1}{D - d + 1} \hat{\gamma}''(\rho_{\text{in}}). (264)
\]
Therefore, the protocol shown in Figure 8 implements an pseudo complex conjugate map $\hat{\gamma}''$ with a success probability $p_{\text{succ}} = \frac{1}{D - d + 1}$.
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