Abstract

Analyzing synchronized nonlinear oscillators is one of the most important and attractive topics in nonlinear science. By understanding the interactions between the oscillators, we can figure out the synchronization process. A promising approach to the analysis of interacting oscillators in nonlinear science is the application of the phase model. In this paper, we propose a data-driven approach to extract mutual interactions of synchronized oscillators based on the phase model. Recently, applying machine learning techniques to estimate models in physics has been actively investigated. We propose an operator-theoretic approach to estimate the phase model of interacting oscillators. We reduce the estimation problem to a multiparameter eigenvalue problem of the Koopman operator, a linear operator that describes a dynamical system. By reducing the problem to a linear algebraic problem, we can theoretically show that the proposed approach is stable with respect to perturbations in the given data.

1 Introduction

Analyzing synchronized nonlinear oscillators is important for understanding various phenomena in nature and human society, including energy metabolism, heartbeat, circadian rhythms, and power grids (Winfree 2001; Pikovsky et al. 2001; Sajadi et al. 2022). By understanding the interactions of the oscillators, we can figure out the synchronization process. An important model-based method in nonlinear science for analyzing synchronized oscillators is the phase reduction, which provides a low-dimensional phase model of interacting oscillators by representing the dynamics of individual oscillators using only their phase values (Kuramoto 1984; Brown et al. 2004; Acebrón et al. 2005; Nakao et al. 2014; Nakao 2016; Watanabe et al. 2019; Pietras & Daffertshofer 2019). The phase model is represented by intrinsic frequencies, phase functions, and phase coupling functions. The intrinsic frequency and phase function characterize the dynamics of individual oscillators, and the phase coupling function characterizes the interactions between the oscillators. Figure 1 schematically describes the phase reduction. Although model-driven approaches gives us solid theoretical understandings of the phenomena, we need to know the mathematical models underlying the phenomena, which are not always available. In addition, even if we know the underlying models, numerical schemes for solving them are sometimes computationally expensive or unstable. Recently, applying machine learning approaches to estimate models from data has been investigated. For example, we can use neural ODEs to learn dynamics from time-series data (Chen et al. 2018; Teshima et al. 2020). In addition, we can apply operator learning to obtain nonlinear operators that map functions, such as initial conditions and model parameters, to solutions of the underlying model of data (Kovachki et al. 2023; Li et al. 2021).

Operator-theoretic approaches using Koopman operators are attracting much attention as an important tool for analyzing dynamical systems (Koopman 1931). The Koopman operator gives a lifted representation of nonlinear dynamical systems. Since the Koopman operator is linear even if the original system is nonlinear, we can use linear algebra to analyze the dynamics. An attractive feature of Koopman operators is that we can estimate them from given data and apply them to data-driven problems (Rowley et al. 2009; Kutz 2013; Budišić et al. 2012; Williams et al. 2015; Takeishi et al. 2017; Črnjarić-Zic et al. 2020; Fujii & Kawahara 2019; Klus et al. 2020b; Hashimoto et al. 2020; Hu & Lan 2020). They enable us to understand the dynamics using given time-series data without knowing the underlying dynamical system that generates the data. This feature makes the operator-theoretic approaches attractive for the machine learning community (Kawahara 2016; Ishikawa et al. 2018; Azencot et al. 2020; Wang et al. 2023; Liu et al. 2023).

In this paper, we propose an operator-theoretic approach, called the Koopman generalized multiparameter eigenvalue (KGME) approach, to estimate the phase model from data to understand the interaction of the synchronizing oscillators. The relationship between Koopman operator theory and phase
models has been investigated (Shirasaka et al., 2017; Mauroy & Mezić, 2012; Mauroy et al., 2013). For example, the intrinsic frequency and phase function of a nonlinear oscillator are obtained from the eigenvalue corresponding to the fundamental frequency and associated eigenfunction of the Koopman operator, respectively. Therefore, by estimating the Koopman operator and computing its eigenvalue and eigenfunction, we can reconstruct the phase model only with given data. However, most existing studies have focused on estimating the phase model of a single isolated oscillator from time-series data. No study has shown that Koopman operator theory can be used to estimate the phase model describing mutual interactions between multiple oscillators.

We show that the problem of estimating the phase model for multiple oscillators is reduced to a generalized multiparameter eigenvalue (GME) problem with the Koopman operator. This generalizes the existing relationship between the standard eigenvalue problem of the Koopman operator and the phase model for a single isolated oscillator. Here, the GME problem is a generalization of the multiparameter eigenvalue problem, which is a generalization of the standard eigenvalue problem and was developed originally for solving ordinary differential equations with multiple parameters (Atkinson & Mingarelli, 2011; Atkinson, 1972). The GME problem is formulated using the product of functions. Then, to solve the GME problem, we use multiple eigenvectors of the Koopman operator to extract information about the high-frequency components describing the interactions. These strategies make the algorithm stable with respect to the perturbation of the given data. Here, as a criterion of stability, we focus on the difference in the resulting learnable parameters caused by the perturbation of the data. This criterion describes how much the output model is changed due to the input perturbation. Estimation of the phase model for multiple oscillators without resorting to Koopman operator theory has also been investigated. In existing methods, the phase model is estimated by, for example, fitting the data to the Fourier series Blaha et al. (2011), Tokuda et al. (2019). However, in this case, the change in the output model due to the input perturbation depends on $M^2 \sqrt{M}$, where $M$ is the number of the frequency components. Our formulation of the problem using the product of functions alleviates the dependency. As a naive method with the Koopman operator, we can also use the powers of a single eigenvector of the Koopman operator to extract the high-frequency components. In this case, the change in the output model depends linearly on the number of frequency components. On the other hand, for the proposed KGME approach, the change in the output model does not depend on the number of frequency components because of the effect of using the multiple eigenvectors of the Koopman operator. The results of the stability are summarized in Table 1.

Our main contributions are summarized as follows:

- We propose the KGME approach to estimate the phase model describing mutual interactions between multiple oscillators by reducing the problem to a generalized multiparameter eigenvalue problem of the Koopman operator.
- We theoretically show that the proposed approach is stable with respect to the perturbation in the given data compared to the existing method with the Fourier series and a naive method with the Koopman operator.

Our study expands the applicability of Koopman operators to the analysis of synchronization and interactions of oscillators, and sheds light on the connection between operator-theoretic data analysis and nonlinear science.

## 2 Preliminaries

We review two important notions; phase reduction and Koopman operator.

### 2.1 Phase reduction of weakly interacting oscillators

Let $\mathcal{X} = \mathbb{R}^d$ and consider the following dynamical system:

$$
\frac{dX(t)}{dt} = F(X(t)),
$$

where $X(t) \in \mathcal{X}$ and $F : \mathcal{X} \to \mathcal{X}$ is a nonlinear map. Let $\Phi : [0, \infty) \times \mathcal{X} \to \mathcal{X}$ be the flow map of the dynamical system (1), i.e., $\Phi(\cdot, x)$ is the trajectory starting from the initial point $x$. 

![Figure 1: Phase reduction of coupled nonlinear oscillators to the phase model.](image)

Table 1: Comparison of the dependency of the change in the output model on the number of frequency components $M$ in the model for estimating the phase model.

| Approach                  | Dependency |
|---------------------------|------------|
| Fourier (existing approach)| $M^2 \sqrt{M}$ |
| Naive approach with Koopman| $M$ |
| KGMP (proposed approach)  | 1 |

![Diagram](image)
Analyzing dynamical systems that behave as oscillators has been one of the major topics in nonlinear science. We focus on the case where the dynamical system $F$ has a limit cycle attractor, i.e., the trajectory tends to be a stationary periodic oscillation after a sufficiently long time. More precisely, we assume that there exists a periodic trajectory $Y : [0, \infty) \rightarrow \mathcal{X}$ that satisfies $\frac{dX(t)}{dt} = F(X(t))$ and $Y(t) = Y(t + T)$ for some $T > 0$ and any $t \in [0, \infty)$, and there exists an open set $\Omega \subseteq \mathcal{X}$ such that $\bigcap_{t \geq 0} \tilde{\Phi}(t, \Omega) = \{Y(t) \mid t \in [0, \infty)\}$.

When multiple oscillators interact, they can exhibit mutual synchronization. In this case, we consider the $N$ oscillators $X_1(t), \ldots, X_N(t) \in \mathcal{X}$ governed by $F$ and describe the interaction between the $i$th oscillator and the $k$th oscillator using a function $G_{i,k} : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{X}$. The dynamical system in this case is

$$\frac{dX_i(t)}{dt} = F(X_i(t)) + \sum_{k=1}^{N} G_{i,k}(X_i(t), X_k(t)) \quad (2)$$

for $i = 1, \ldots, N$. Let $\Phi : [0, \infty) \times \mathcal{X}^N$ be the flow map of the dynamical system $2$. We focus on the case where the oscillators $X_1, \ldots, X_N$ are dominated by a common intrinsic frequency $\omega$, interact weakly with each other, and synchronize after a sufficiently long time [Nakao 2016; Pikovsky & Daffertshofer 2019]. More precisely, we assume $G_{i,j}(x, x) = 0$, $G_{i,k}$ is sufficiently small, $G_{i,k}(X_i(t), X_k(t)) \rightarrow 0$ as $t$ goes to infinity, and $\|X_i(t) - Y(t)\| \rightarrow 0$ as $t$ goes to infinity for any $i = 1, \ldots, N$. This type of coupled dynamical model describes the synchronization phenomena, which are important in biological and engineered systems [Winfree 2001; Pikovsky et al. 2001; Sajadi et al. 2022].

In this case, we can construct a map $\Theta : \Omega \rightarrow [0, 2\pi)$ that maps the physical state $X_i(t)$ to the corresponding phase $\theta_i(t)$, and the dynamics can be approximately reduced to the following phase model:

$$\frac{d\theta_i(t)}{dt} = \omega + \Gamma_i(\theta_i(t) - \theta_1(t), \ldots, \theta_i(t) - \theta_N(t)) \quad (3)$$

for $i = 1, \ldots, N$. Here, $\Gamma_i$ is the phase coupling function that describes the effect of the phase differences between the oscillators exerted on the element [Nakao 2016]. Note that since the interactions are assumed to be weak, we can approximate the effect only with the phase differences rather than the absolute phase values [Kuramoto 1984].

The phase model enables us to perform a detailed analysis of the synchronization due to interactions among oscillators.

### 2.2 Koopman operator

While the maps $F$ and $G_{i,k}$ are in general nonlinear, the Koopman operator is a linear operator that gives us a tool for analyzing them with linear algebraic approaches. This perspective was originally introduced by Koopman [1931] and later extended to dissipative systems by Mezić [2005].

Let $\mathcal{H}$ be a Hilbert space of $\mathbb{C}$-valued functions on $\Omega$. Consider the Koopman operator $\tilde{K}^t$ of the dynamical system $F$, defined as

$$\tilde{K}^t v(x) = v(\tilde{\Phi}(t, x))$$

for $v \in \mathcal{H}$, $t \in [0, \infty)$, and $x \in \Omega$. We also consider the Koopman operator of the coupled dynamical system $2$ with interactions. Since there are $N$ dynamical elements, we consider the Koopman operator on a $N$-dimensional vector-valued function space. Let $\tilde{\mathcal{H}}$ be a Hilbert space of $\mathbb{C}^N$-valued functions on $\Omega^N$. Consider the Koopman operator $K^t$ of the dynamical system $2$, defined as

$$K^t v(x) = v(\Phi(t, x))$$

for $v \in \tilde{\mathcal{H}}$, $t \in [0, \infty)$, and $x \in \Omega^N$. For any $\tilde{v} \in \tilde{\mathcal{H}}$, we can construct a map $v : \Omega^N \rightarrow \mathbb{C}^N$ by $v(x_1, \ldots, x_N) = [\tilde{v}(x_1), \ldots, \tilde{v}(x_N)]$. We assume that for any $\tilde{v} \in \tilde{\mathcal{H}}$, $v$ is contained in $\mathcal{H}$. In this paper, as the Hilbert spaces $\mathcal{H}$ and $\tilde{\mathcal{H}}$, we use a reproducing kernel Hilbert space (RKHS) [Schölkopf & Smola 2001] and vector-valued reproducing kernel Hilbert space (vvRKHS) [Kadri et al. 2016], respectively, which enable us to theoretically analyze the proposed approach using the reproducing property. For a given RKHS, we can easily construct a vvRKHS that satisfies the above assumption (See appendix A.1 for more details).

An advantage of applying Koopman operators is that we can estimate them only with given data, which has been actively investigated [Williams et al. 2015; Kawahara 2016; Cmijić-Zic et al. 2020; Hashimoto et al. 2020]. Let $x_0, \ldots, x_T \in \Omega^N$ be given data generated by the dynamical system $2$ at time $t_0, \ldots, t_T$ with a constant time interval $\Delta t$, i.e., $t_{i+1} = t_i + \Delta t$. We assume that $L$ sequences $\{x_0^1, \ldots, x_T^1\}, \ldots, \{x_0^L, \ldots, x_T^L\}$ of data are given. We denote the set of these sequences by $S$. We generate finite-dimensional subspaces of $\mathcal{H}$ and $\tilde{\mathcal{H}}$ using the given data $S$ and estimate the Koopman operators $\tilde{K}^t$ and $K^t$ on the subspaces. The estimation of the Koopman operator in vvRKHS is detailed in Appendix A. They are obtained by using an operator $Q_S : \mathbb{C}^n \rightarrow \tilde{\mathcal{H}}$ constructed with orthonormal basis of the finite-dimensional subspace. Here, $n$ is the dimension of the subspace. The estimation of the Koopman operator $K^t$ is obtained as $Q_S^* Q_S^* K^t Q_S^* Q_S^*$, where $*$ denotes the adjoint, and the representation matrix of this operator is $Q_S^* K^t Q_S$, which is denoted by $K_S^t$. See Appendix A.2 for more details. In the following, to simplify the notation, we denote by $K$ and $\tilde{K}$ the Koopman operators $K^t$ and $\tilde{K}^t$ for the time interval $\Delta t$, respectively.
3 KGME approach for estimating phase models

We propose a KGME approach for estimating phase models. We first estimate the phase function \( \Theta \) and the intrinsic frequency \( \omega \). Then, we estimate the phase coupling function \( \Gamma_i \) based on the Fourier series. These two processes are archived via linear algebraic approaches using the Koopman operators defined in Subsection 2.2. As we will see in Section 4, thanks to the use of linear algebra, the proposed approach is stable with respect to the perturbation of given data.

3.1 Estimation of the phase function

We first estimate the phase function \( \Theta \) and the intrinsic frequency \( \omega \) via the Koopman operator \( \tilde{K} \) of \( F \). As proposed by Shirasaka et al. (2017); Mauroy & Mezić (2018); Mauroy et al. (2013), the phase function \( \Theta \) can be obtained by computing an eigenvector of the Koopman operator \( \tilde{K} \) corresponding to the frequency \( \omega \). In the existing frameworks with Koopman operators, they focus on the oscillators without interactions. On the other hand, in our case, we focus on a more complicated and realistic situation where multiple oscillators interact. For this purpose, we consider the \( M \) eigenvectors of the Koopman operator \( \tilde{K} \) corresponding to the frequency \( j \omega \) for \( j \in \mathbb{N} \).

Let \( \lambda \in \mathbb{C} \) be an eigenvalue of the Koopman operator \( \tilde{K} \) with \( |\lambda| = 1 \) and let \( u \in \mathcal{H} \) be the corresponding eigenvector, that is,
\[
\tilde{K} u = \lambda u.
\]

Let \( \omega \in [0, 2\pi) \) that satisfies \( \lambda = e^{\sqrt{-1} \omega \Delta t} \). By the definition of \( \tilde{K} \), for \( i = 1, \ldots, N \), we have
\[
u(X_i(t + \Delta t)) = e^{\sqrt{-1} \omega \Delta t} u(X_i(t)). \tag{4}
\]

Let \( \theta_i(t) = \arctan(u(X_i(t))) \). By Eq. (4), the identity \( |u(X_i(t + \Delta t))| = |u(X_i(t))| \) holds. Thus, we have
\[
\theta_i(t + \Delta t) = \omega \Delta t + \theta_i(t),
\]

which means that each element \( i \) oscillates with frequency \( \omega \). The map \( \arctan(u(\cdot)) \) transforms \( X_i(t) \) into the corresponding phase \( \theta_i(t) \). Thus, it is equal to the phase function \( \Theta \) corresponding to the intrinsic frequency \( \omega \).

An advantage of applying Koopman operators is that we can also obtain the phase function corresponding to \( j \omega \) for \( j \in \mathbb{N} \) from the eigenvector corresponding to the eigenvalue \( e^{\sqrt{-1} j \omega \Delta t} \). The following lemma is derived directly from Eq. (4).

**Lemma 1** Let \( u \in \mathcal{H} \) be the eigenvector of \( \tilde{K} \) corresponding to the eigenvalue \( e^{\sqrt{-1} \omega \Delta t} \). Then, if \( u^j \in \mathcal{H} \), then it is the eigenvector corresponding to the eigenvalue \( e^{\sqrt{-1} j \omega \Delta t} \) for \( j \in \mathbb{Z} \). Here, \( \omega(x) = u(x)^j \).

**Remark 2** Once we obtain the single eigenvector \( u \) corresponding to the eigenvalue \( e^{\sqrt{-1} j \omega \Delta t} \), we can also obtain the eigenvector corresponding to the eigenvalue \( e^{\sqrt{-1} j \omega \Delta t} \) by computing the power of \( u \). Alternatively, we can also obtain the phase function corresponding to the frequency \( j \omega \) by computing \( j \Theta \). However, both of these computations make the algorithm for estimating the phase coupling function unstable. We will investigate the stability of the algorithm for estimating the phase coupling function in Section 7.

3.2 Estimation of the phase coupling function

To obtain the phase coupling function \( \Gamma_i \), we use the following model with the Fourier series truncated to \( M \) terms:
\[
\Gamma_i(\theta_i(t) - \theta_1(t), \ldots, \theta_i(t) - \theta_N(t)) = \frac{2}{M(M + 1)} \sum_{j=1}^{M} \arg \left( \sum_{k=1}^{N} a_{i,k}^je^{\sqrt{-1} j \omega \Delta t} - \theta_i(t) \right), \tag{5}
\]

where \( a_{i,k}^j \in \mathbb{C} \) for \( i, k = 1, \ldots, N \) and \( j = 1, \ldots, M \) is the learnable parameter. Applying the Fourier series to estimate the phase coupling function has been proposed (Tokuda et al., 2019). In this paper, we use the Koopman operators to train the model (5), which makes the algorithm more stable.

On the other hand, consider the problem with the Koopman operator of finding \( \{a_{i,k}^j\}_{i,k,j} \) satisfying
e\[ e^{\sqrt{-1} \omega \Delta t} \tilde{K} u^1 \odot \cdots \odot e^{\sqrt{-1} M \omega \Delta t} \tilde{K} u^M = \left( \sum_{i,k=1}^{N} a_{i,k}^1 B_{i,k} u^1 \right) \odot \cdots \odot \left( \sum_{i,k=1}^{N} a_{i,k}^M B_{i,k} u^M \right), \tag{6}
\]

where we abuse the notation and denote by \( u^j \) the map \( \Omega^N \ni [x_1, \ldots, x_N] \mapsto [u(x_1)^j, \ldots, u(x_N)^j] \in \mathbb{C}^N \), and \( B_{i,k} \) is a linear operator on \( \mathcal{H} \) that maps \( [v_1, \ldots, v_k] \in \mathcal{H} \) to the vector in \( \mathcal{H} \) whose \( i \)th element is \( v_k \) and the other elements are 0. In addition, \( v \odot w \) is defined as the elementwise product, i.e., \( v \odot w = [v_1 w_1, \ldots, v_N w_N] \).

The following theorem shows that we can reduce the problem of the estimation of the model (5) to the problem (6). In the following, the proofs of the statements are documented in Appendix B.

**Theorem 3** The solution \( \{a_{i,k}^j\} \) of the problem (6) satisfies the discretized version of the phase model (3),
\[
\theta_i(t + \Delta t) = \omega \Delta t + \theta_i(t) + \Delta t \Gamma_i(\theta_i(t) - \theta_1(t), \ldots, \theta_i(t) - \theta_N(t)). \tag{7}
\]
with $\Gamma_i$ in the form of Eq. (3).

Note that $\alpha_{i,k}^j$ for $j = 1, \ldots, M$ describes the effect of element $k$ on element $i$ in the interaction. In addition, $M$ is the parameter for the complexity of $\Gamma_i$ and determines the number of Fourier components in $\Gamma_i$. We can describe higher frequency components as $M$ becomes larger.

**Remark 4** The problem (9) is a generalization of the multiparameter eigenvalue problem. The multiparameter eigenvalue problem is formulated as follows: given matrices $A_1, \ldots, A_n$, find a vector $v$ and values $\lambda_1, \ldots, \lambda_n \in \mathbb{C}$ that satisfy

$$\sum_{i=1}^n \lambda_i A_i u = 0.$$  

Indeed, in the case of $M = 1$, by setting $n = N^2 + 1$, $\lambda_1 = e^{j\omega \Delta t}$, $A_1 = K$, $\lambda_i = \lambda(i-1)N + k + 1 = a_{i,k}^1 A(i-1)N + k + 1 = B_{i,k}$ for $i, j = 1, \ldots, N$, and $v = u^1$, we can regard Eq. (6) as a multiparameter eigenvalue problem.

### 3.3 Practical computations

**Problem formulation** The Koopman operators appearing in Subsections 3.1 and 3.2 are operators on infinite-dimensional spaces, and without knowing the dynamical systems Eqs. (1) and (2), we do not have the real Koopman operators. Thus, we need to estimate them using given data. As we discussed in Subsection 2.2, given time-series data $S = \{x_0, \ldots, x_T\} \subset \Omega$, we can estimate the Koopman operators underlying $S$. As stated in Subsection 2.2, the estimated operator of $K$ is written as $Q_S K_S Q_S$. In practical computations, we first estimate $\tilde{K}$ using time-series data $S_1 := \{x_{T_1}, \ldots, x_T\}$ with sufficiently large $T_1$, and obtain the matrix $K_{S_1}$. This is because after a sufficiently long time, the oscillators tend to synchronize with each other completely and the interaction $G_{i,k}$ becomes closer to 0. Instead of $\tilde{K}$ in Subsection 3.1, we compute the eigenvalues and eigenvectors of $K_{S_1}$. Then we obtain the eigenvalues $e^{\sqrt{-1}\omega \Delta t}$ and the corresponding eigenvectors $u_{S_1}^j (j = 1, \ldots, M)$. We note that $Q_{S_1} u_{S_1}^j$, which is an estimation of $u^j$, is obtained as an eigenvector of the estimated Koopman operator, not by computing the power of $Q_{S_1} u_{S_1}^1$. We then use $S_2 := \{x_0, \ldots, x_{T_2}\}$ with some $T_2 > 0$, the time-series before the synchronization, for estimating $\tilde{K}$, and obtain $K_{S_2}$. By replacing $K$ with $Q_{S_2} K_{S_2} Q_{S_2}$ and $u^j$ with $Q_{S_1} u_{S_1}^j$ in Eq. (6), we obtain

$$e^{\sqrt{-1}\omega \Delta t} K_{S_2} P u_{S_1}^j \circ \cdots \circ e^{\sqrt{-1}M \omega \Delta t} K_{S_2} P u_{S_1}^M$$

$$= \left( \sum_{i,k=1}^N a_{i,k}^1 P B_{i,k} u_{S_1}^1 \right) \circ \cdots \circ \left( \sum_{i,k=1}^N a_{i,k}^M P B_{i,k} u_{S_1}^M \right),$$

where $P = Q_{S_2}^* Q_{S_1}$.

**Optimization** To find an optimal $\{a_{i,k}^j\}_{i,j,k}$ in Eq. (8), we set a loss function and minimize it, for example, using a gradient method. If the interaction $G_{i,k}$ is zero, then we have

$$e^{\sqrt{-1}t \omega \Delta t} K u^j = \sum_{i,k=1}^N a_{i,k}^j B_{i,k} u^j$$

with $[a_{i,k}^j]_{i,k} = I$ for $j = 1, \ldots, M$. Here, $I$ is the identity matrix. Since $G_{i,k}$ is small, we expect that Eq. (9) holds approximately even for the case of $G_{i,k} \neq 0$. Therefore, we set the following loss function:

$$L_{KGME}(S) = \sum_{j=1}^M \| L_j^{KGME}(S)^2, $$

where

$$L_j^{KGME}(S) = K_{S_2} P u_{S_1}^j - \lambda_{S_1,j} a_{i,k}^j P B_{i,k} u_{S_1}^j, $$

where $\lambda_{S_1,j}$ is the eigenvalue of $\tilde{K}_{S_1}$ that is the closest to $e^{\sqrt{-1}j \omega \Delta t}$.

### 4 Stability analysis of the KGME approach

The proposed KGME approach has the advantage of algorithmic stability. We focus on the case where we use the gradient descent method to obtain an optimal $\{a_{i,k}^j\}$. The updated parameter $a_{i,k}^{j,\text{new}}$ with one iteration of the gradient descent method for a loss function $L$ is written as

$$a_{i,k}^{j,\text{new}} = a_{i,k}^j - \eta (\nabla L(S))_{i,k},$$

where $\nabla$ is the gradient with respect to $a_{i,k}^j$ and $\eta > 0$ is the learning rate. By deriving a bound of the difference $|\nabla L(S) - \nabla L(S')|$ between gradients, we obtain the following theorem regarding the stability of the KGME approach with respect to the perturbation of the time-series from $S$ to
4.1 Comparison to the approach with computing the power of the eigenvector

In the KGME approach, we obtain $u^I_j$ from the eigenvector of $\tilde{K}_{S_1}$, corresponding to the eigenvalue $e^{\sqrt{-1}j\omega \Delta t}$. On the other hand, naively, we can also obtain $u^I_j$ by considering the power of $Q_{S_1} u^I_j$. Note that $u^I_j$ is a finite-dimensional vector, and the elementwise power of $u^I_j$ does not give an estimation of the function $u^j$. On the other hand, we can estimate $u^j(x)$, the value of $u^j$ at $x$, as $(Q_{S_1} u^I_j(x))^j$. In this case, the simplest loss function is

$$L^\text{pow}(S) = \sum_{j=1}^M \sum_{x \in S_2} ||L^\text{pow}_{j,x}(S_1)||^2,$$

where

$$L^\text{pow}_{j,x}(S_1) = (Q_{S_1} u^I_j(\Phi(\Delta t, x)))^j - e^{\sqrt{-1}j\omega_{S_1} \Delta t} \sum_{i,k=1}^N a^j_{i,k} B_{i,k}(Q_{S_1} u^I_j(x))^j.$$

However, in this case, the algorithm is unstable compared to the KGME approach since it computes the power of $Q_{S_1} u^I_j(x)$. More precisely, we have the following proposition.

Proposition 7 Let $\mathcal{H}$ be an RKHS associated with a kernel $k$ that satisfies $\sup_{x \in \Omega} ||k(x, x)|| \leq C$ for some $C > 0$. Let $E_{S, \omega} : C(\Omega)^N^2 \rightarrow C(\Omega)^N^2$ be defined as $u \mapsto v(x)$, where $C(\Omega)$ is the Banach space of continuous functions on $\Omega$. Assume $\|E_{S_1} - E_{S_2}\| \leq \epsilon$, $\|E_{S_1} - Q_{S_1}\| \leq \epsilon/(2\|K\|)$, and $\|a^j_{i,k} - a^j_{i,k}'\| \leq \epsilon$ for some $\epsilon > 0$. Assume for any time-series $S$, $\|A^j_{S,k}\| \leq D_A$, $\|U_S\| \leq D_U$, and $\|W_S\| \leq D_W$ for some $D_A, D_U, D_W > 0$. Then, we have

$$\|a^j_{S,k} - a^j_{S,k}'\| \leq \epsilon + 2\epsilon ND^2_P(1 + N + D_DW_D A + 2(||K|| + D_A)D_DW_D \alpha_S) + O(\epsilon^2).$$

In this case, the difference in the learnable parameter $a^j_{i,k}$ depends linearly on $j$, instead of the independence of $j$ and $M$ for the KGME approach.

4.2 Comparison to the approach with the Fourier series

We can also estimate $\Gamma_i$ directly using the Fourier series as

$$\Gamma_i(\theta_1(t), \ldots, \theta_i(t), \ldots, \theta_N(t)) = \sum_{j=1}^M \sum_{k=1}^N a^j_{i,k} e^{\sqrt{-1}j(\theta_i(t) - \theta_i(t))},$$

where $a^j_{i,k} \in \mathbb{C}$ is the learnable parameter. We can obtain the phase function $\Theta_{S_1}$ and the corresponding intrinsic frequency $\omega_{S_1}$ using the eigenvalue and eigenvector of the estimated Koopman operator $\tilde{K}_{S_1}$. We may also use any approach to obtain $\Theta_{S_1}$ and $\omega_{S_1}$ from given time-series data $S_1$ by, for example, the linear interpolation or the Hilbert transform [Kralemann et al. (2013), Stankovski et al. (2015)]. Then,
the simplest loss function for the model (11) is
\[ L^\text{Fou}(S) = \sum_{x \in S_2} \| L^\text{Fou}(S_1(x)) \|_\Omega, \]
where the \( i \)th element of \( L^\text{Fou}(S_1) \) is defined as
\[ L^\text{Fou}(S_1)_i = \Theta_{S_1}(\Phi(\Delta t, x)_i) - \omega_{S_1} \Delta t \]

The following proposition shows that computing \( j \Theta_{S_1} \) and setting the simple loss function make the algorithm unstable.

**Proposition 8** Assume there exists \( \epsilon > 0 \) such that for any \( x \in \Omega \) and \( i, k = 1, \ldots, N \), \( |\Theta_{S_1}(x) - \Theta_{S_1}(x)_i| \leq \epsilon, |\omega_{S_1} - \omega_{S_1}| \leq \epsilon \). Assume for any timeseries \( S \), \( \| EV_S \| \leq D_E, |A^S_k| \leq D_A \). Then, we have
\[ |a^\text{new}_S(i, k) - a^\text{new}_S(i, k)| \leq \epsilon + 2\epsilon \eta \sqrt{M}(2\sqrt{N} + 2\pi \Delta t + MDA\sqrt{N} + D_E(1 + \Delta t + MN\sqrt{N} + 2MDA\sqrt{N})) + 2\epsilon \eta D_E N M(2\sqrt{N} + 2\pi \Delta t + MDA\sqrt{N}). \]

In this case, the difference in the learnable parameter \( a^S_{i, k} \) depends on \( M \sqrt{M} \).

**Remark 9** The formulation (6) with the product and setting the loss function as the sum of that for each Fourier series as Eq. (10) makes the dependence of the difference in the learnable parameter \( a^S_{i, k} \) on \( j \) less than or equal to linear. Furthermore, using multiple eigenvalues instead of computing the power of an eigenvector makes the difference in the learnable parameter independent of \( j \) and \( M \). This is a main advantage of applying the KGME approach.

### 5 Numerical results

In this section, we numerically confirm the theoretical investigations in Section 3 and show the validity of the proposed KGME approach. We consider two important models for the physical and biological sciences: the van der Pol model and FitzHugh–Nagumo model. For example, they are used in understanding the dynamics of spiking neurons. In addition, we apply the KGME approach to real-world data.

#### 5.1 van der Pol model

As the first example, we consider the van der Pol model with \( N = 2 \) and \( \Omega = (-2.5, 2.5) \times (-2.5, 2.5) \subseteq \mathbb{R}^2 \), which is described by Eq. (2) with \( F(x) = [x_2, \mu(1-x^2)x_2 - x_1] \) and \( G_{i, k}(x, y) = [0, -0.025(x_2 - y_2)] \) for \( x = [x_1, x_2], y = [y_1, y_2] \in \Omega \). We set \( \mu = 0.5 \). We generated a time-series \( S = \{x_0, \ldots, x_T\} \subseteq \mathbb{R}^2 \) with \( T = 10000 \) and \( \Delta t = 0.001 \) based on Eq. (2). Then, we set \( T_1 = T_2 = 9000 \) and constructed estimations \( \hat{K}_{S_1} \) and \( K_{S_2} \) of the Koopman operators \( \hat{K} \) and \( K \). We also generated five different perturbed time-series \( S' \) by perturbing the initial value \( x_0 \) of \( S \) to \( x_0 + \xi \), where \( \xi \) is randomly drawn from the normal distribution with mean 0 and standard deviation 0.0001. For each \( S' \) and each loss function \( L \) defined in Subsections 3.3 (KGME), 4.1 (called “Power”), and 4.2 (called “Fourier”), we computed the sensitivity \( \| \nabla L(S) - \nabla L(S') \| / \| \nabla L(S) \| \) of the gradient of the loss function \( L \). Regarding the initial value and the regularization for optimizing the learnable parameter \( a^S_{i, k} \), see Appendix C. Figure 2 shows the results. We can see that with the KGME approach, the sensitivity of the gradient is the smallest and does not increase even though \( M \) increases. On the other hand, with the Power and Fourier approaches, the sensitivity of the gradient increases monotonically as \( M \) grows. This result numerically supports the theoretical results in Section 3.

#### 5.2 FitzHugh–Nagumo model

As the second example, we consider the FitzHugh–Nagumo model with \( N = 2 \) and \( \Omega = (-0.5, 0.9) \times (-0.05, 0.3) \subseteq \mathbb{R}^2 \), which is described by Eq. (2) with \( F(x) = [x_1(x_1 - c)(1 - x_1) - x_2, \mu^{-1}(1 - x_1 - dx_2)] \) and \( G_{i, k}(x, y) = [0, -0.0025(x_2 - y_2)] \) for \( x = [x_1, x_2], y = [y_1, y_2] \in \Omega \). We set \( \mu = 30, c = -0.1 \), and \( d = 0.5 \). We set the parameters \( T, T_1, \) and \( T_2 \) as the same values as in Subsection 5.1 and set \( \Delta t = 0.01 \). We generated the time-series \( S = \{x_0, \ldots, x_T\} \). We first compared the sensitivity \( \| \nabla L(S) - \nabla L(S') \| / \| \nabla L(S) \| \) of the gradient for the loss functions defined in Subsections 3.3 (KGME), 4.1 (called “Power”), and 4.2 (called “Fourier”). The result for \( M = 3 \) is shown in Table 2. We can see that the KGME approach achieves the smallest sensitivity of the
gradient compared to the Power and Fourier approaches.

Next, we added observation noise to the generated time-series as 
\[ \tilde{x}_t = x_t + \xi_t, \]
where \( \xi_t \) is randomly and independently drawn from the normal distribution with mean 0 and standard deviation 0.0001. Then, we estimated the phase coupling function \( \Gamma_i \) using the noisy data \( \tilde{S} = \{ \tilde{x}_0, \ldots, \tilde{x}_T \} \) with the proposed KGME approach with \( M = 3 \). To analyze the time evolution of the phase difference between two oscillators, the difference between the phase coupling functions is considered (See, for example, Nakao (2016)). Based on Eq. (7), the phase difference \( \psi = \theta_1 - \theta_2 \) obeys
\[ \psi(t + \Delta t) = \psi(t) + \Delta t \Gamma_i(\psi(t)), \]
where \( \Gamma_i(\psi) = \Gamma_1(-\psi) - \Gamma_2(\psi) \). The function \( \Gamma_i \) describes the synchronization; if the sign of \( \psi \) and \( \Gamma_i(\psi) \) is different, \( \Gamma_i(\psi) \) has an effect on letting the phase difference \( \psi \) small. If the magnitude of \( \Gamma_i(\psi) \) is large at \( \psi \), then the effect of the interactions on synchronization is large when the phase difference is \( \psi \). We computed \( \Gamma_i \) using the estimated phase coupling function. For comparison, we also used the approaches mentioned in Subsections 4.1 and 4.2 with \( M = 3 \). For optimization, we used the gradient descent method with a learning rate of 0.1. The results after 3000 iterations are illustrated in Figure 3. We can see that with the KGME approach, we can estimate a phase coupling function similar to the one calculated from the exact model, compared to other approaches.

### 5.3 Real-world data of cohabiting animals

As the last example, we consider real-world time-series data describing the body temperature of cohabiting mice (Paul et al., 2015). Five mice were initially housed in a 12 hours light and 12 hours dark (LD) cycle. Two mice (IDs SC8.2 and SC11.3) were housed in one of two opposite LD cycles (LD), and the other three mice (IDs SC14.4, SC21.5, and SC25.6) were housed in the other LD cycle (D:L). Then, they began cohabiting. According to the results of Paul et al. (2015) (Figure 1 (b)), the cohabitation caused the synchronization of their circadian rhythms. The body temperatures of five mice were recorded every 15 minutes for 85 days (approximately 2045 hours). We averaged every four consecutive observations to obtain the averaged body temperature in every 1 hour. Then, in the same manner as Paul et al. (2015), we transformed the raw data using the complex-valued Morlet wavelet function. The transformed time-series data for the pairs (SC8.2, SC14.4) and (SC8.2, SC21.5) is shown in Figure 4 (a), (b). For \( i = 1, \ldots, 5 \), we set \( X_i(t) \in \mathbb{R}^2 \) as a vector describing the body temperature and its time derivative of mouse \( i \) (See Table 3). Thus, \( N = 5 \) and \( \mathcal{X} = \mathbb{R}^2 \) in this example. We applied the proposed KGME approach with \( T = 2045, T_1 = 1000, T_2 = 2045, \) and \( M = 3 \). We obtained the phase coupling function \( \Gamma_i \) for \( i = 1, \ldots, 5 \). Then, for each pair \( (i, k) \), we computed the difference between \( \Gamma_i \) and \( \Gamma_k \) by setting \( a_{l,m}^i = 0 \) for \( (l, m) \neq (i, k) \) and focusing only on the effect between \( i \) and \( k \) as \( \Gamma_{i,k}^j(\psi) := \tilde{\Gamma}_{i,k}(\psi) - \tilde{\Gamma}_{k,i}(\psi), \) where \( \tilde{\Gamma}_{i,k}(\psi) = 2/(M(M + 1)) \sum_{j=1}^M \arg(a_{j,l}^i + a_{j,k}^i e^{-\sqrt{-1}j\psi}) \).

The results are illustrated in Figure 4 (c), (d). For the pair (SC8.2, SC14.4), the oscillations of their temperatures do not completely overlap, but for the pair (SC8.2, SC21.5), the oscillations completely overlap after a sufficiently long time. We can see that for the pair (SC8.2, SC21.5), the magnitude of \( \Gamma_{i,k}^{1,4}(\psi) \) is larger than \( \Gamma_{i,k}^{1,3}(\psi) \) for the pair (SC8.2, SC14.4). In addition, the maximal value of \( \Gamma_{i,k}^{1,4}(\psi) \) is obtained with a large phase difference \(-\psi\), which implies that the early stage, the effect of the interactions is greater for the pair (SC8.2, SC21.5) than for the pair (SC8.2, SC14.4). The result indicates that the KGME approach appropriately captures the interactions between cohabiting mice.

### 6 Conclusion

We proposed the KGME approach for estimating the phase model of coupled nonlinear oscillators. The phase model has
Table 3: The correspondence of the index and the animal ID

| Index | Animal ID | LD cycle |
|-------|-----------|----------|
| 1     | SC8.2     | L:D      |
| 2     | SC11.3    | L:D      |
| 3     | SC14.4    | D:L      |
| 4     | SC21.5    | D:L      |
| 5     | SC25.6    | D:L      |

(a) Time-series for mice SC8.2 and SC14.4 (1 and 3)
(b) Time-series for mice SC8.2 and SC21.5 (1 and 4)
(c) $\Gamma_{1,3}^d$ for mice SC8.2 and SC14.4 (1 and 3)
(d) $\Gamma_{1,4}^d$ for mice SC8.2 and SC21.5 (1 and 4)

Figure 4: The time-series data and the function $\Gamma_d$ computed from the estimated phase coupling function.

An important role for analyzing synchronization, which has been widely investigated in nonlinear science. We showed that using multiple eigenvalues and eigenvectors of the Koopman operator, the proposed KGME approach is more stable with respect to the input data perturbation compared to naive and existing approaches. The KGME approach opens up a new door for the connection between operator-theoretic data analysis and nonlinear science.
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Appendix

A Estimation of Koopman operators

An advantage of using Koopman operators is that we can estimate them only with given data. In this paper, we focus on Koopman operators on a vector-valued reproducing kernel space (vvRKHS) [Kadri et al. (2016); Minh et al. (2016)].

A.1 Vector-valued Reproducing Kernel Hilbert Space

We first review the theory of vvRKHSs. To construct a vvRKHS on $\Omega$, we begin by a positive definite kernel. A map $k : \Omega^N \times \Omega^N \to \mathbb{C}^{N \times N}$ is called a $\mathbb{C}^{N \times N}$-valued positive definite kernel if it satisfies the following conditions:

1. $k(x, y) = k(y, x)^*$ for $x, y \in \Omega^N$,
2. $\sum_{i,j=1}^N d_i^* k(x_i, x_j) d_j \geq 0$ for $n \in \mathbb{N}, d_i \in \mathbb{C}^N, x_i \in \Omega^N$.

Here, $^*$ represents the adjoint. For $x \in \Omega^N$, let $\phi_x$ be a $\mathbb{C}^{N \times N}$-valued map on $\Omega^N$ defined as $\phi_x = k(\cdot, x)$.

We construct the following vector-valued function space:

$$\mathcal{H}_0 := \left\{ \sum_{i=1}^n \phi_{x_i} d_i \bigg| n \in \mathbb{N}, d_i \in \mathbb{C}^N, x_i \in \Omega^N \right\}.$$

Then, we define a map $\langle \cdot, \cdot \rangle : \mathcal{H}_0 \times \mathcal{H}_0 \to \mathbb{C}$ as

$$\left\langle \sum_{i=1}^n \phi_{x_i} d_i, \sum_{j=1}^l \phi_{y_j} d_j \right\rangle = \sum_{i=1}^n \sum_{j=1}^l d_i^* k(x_i, y_j) d_j.$$

By the above two properties of $\Phi$, the map $\langle \cdot, \cdot \rangle$ is well-defined, satisfies the axiom of inner products, and has the reproducing property, that is,

$$\langle \phi_x d, v \rangle = d^* v(x),$$

for $v \in \mathcal{H}_0, x \in \Omega^N$, and $d \in \mathbb{C}^N$. The completion of $\mathcal{H}_0$ is called the vector-valued reproducing kernel Hilbert space (vvRKHS) associated with $k$ and denoted by $\mathcal{H}$.

If $N = 1$, vvRKHSs are reduced to RKHSs. If we have an RKHS $\tilde{\mathcal{H}}$ associated with a positive definite kernel $\tilde{k} : \Omega \times \Omega \to \mathbb{C}$, then we can easily construct a vvRKHS that satisfies the following condition: for any $\tilde{v} \in \tilde{\mathcal{H}}$, the map $v : \Omega^N \to \mathbb{C}^N$ defined as $v(x_1, \ldots, x_N) = [\tilde{v}(x_1), \ldots, \tilde{v}(x_N)]$ is in $\mathcal{H}$. Indeed, let $k : \Omega^N \times \Omega^N \to \mathbb{C}^{N \times N}$ be the $\mathbb{C}^{N \times N}$-valued positive definite kernel defined as $k(x, y)_{i,j} = \tilde{k}(x_i, y_j)$ for $x = [x_1, \ldots, x_N], y = [y_1, \ldots, y_N] \in \Omega^N$. Let $\mathcal{H}$ be the vvRKHS associated with $k$. For any $\tilde{v} \in \mathcal{H}_0$, $\tilde{v}$ is written as $\tilde{v} = \sum_{i=1}^n \tilde{\phi}_i c_i$ for some $n \in \mathbb{N}, z_i \in \Omega$, and $c_i \in \mathbb{C}$. Then, we have

$$v(x) = \left[ \sum_{i=1}^n \tilde{k}(x_1, z_i) c_i, \ldots, \sum_{i=1}^n \tilde{k}(x_N, z_i) c_i \right] = \sum_{i=1}^n k(x, [z_i, \ldots, z_i]) c_i 1/N,$$

where 1 is the $N$-dimensional vector whose elements are all 1. Therefore, $v \in \mathcal{H}_0$, and $\mathcal{H}$ satisfies the above condition.

A.2 Estimation of Koopman operators on vvRKHSs

Here, we briefly review an approach to estimate the Koopman operator. The estimation of the Koopman operator is proposed by, e.g., [Klus et al. (2020a); Hashimoto et al. (2021)]. Let $x_0, \ldots, x_T$ be given data in $\Omega^N$ generated by the dynamical system $\Omega$ at time $t_0, \ldots, t_T$ with a constant time interval $\Delta t$, i.e., $t_{i+1} = t_i + \Delta t$. We assume that $L$ sequences $\{x_{0,1}^i, \ldots, x_T^i\}, \ldots, \{x_{0,L}^i, \ldots, x_T^L\}$ of data are given. We denote the set of these sequences by $S$. 

We generate a subspace of $\mathcal{H}$ from the given data and estimate the Koopman operator $K$ on the subspace. For $s = 0, \ldots, T$ and $i = 1, \ldots, N$, let $\eta_{s,i} = 1/L \sum_{j=1}^{L} \phi_{s,i} e_{i}$, where $e_{i}$ is the vector whose $i$th element is 1 and all the other elements are 0, and $\phi_{s} = k(\cdot, x)$ is defined in Subsection A.1. Let $V_{T}$ be the subspace of $\mathcal{H}$ spanned by $\{ \eta_{s,i} \mid s = 0, \ldots, T-1, \ i = 1, \ldots, N \}$. Moreover, to reduce noise and extract crucial information from observed data, we use principal component analysis (PCA) and reduce the dimension of $V_{T}$.

We use the kernel PCA to obtain a subspace $V_{0,T}$ of $V_{T}$ [Schölkopf & Smola (2001)]. Let $G \in \mathbb{C}^{NT \times NT}$ be the Gram matrix whose $(Ns+i, Nt+j)$-element is defined as $\langle \eta_{s,i}, \eta_{t,j} \rangle$. Note that $G$ is a Hermitian positive definite matrix. Let $\lambda_{1}, \ldots, \lambda_{T'} > 0$ be the largest $T'$ eigenvalues of $G$ and let $v_{1}, \ldots, v_{T'} \in \mathbb{C}^{NT}$ be the corresponding orthonormal eigenvectors. Let $Q_{S} = HV_{s,i}$, $H = [\eta_{0,1}, \eta_{1,0}, \ldots, \eta_{T-1,1}, \eta_{1,T-1}, \ldots, \eta_{T-1,N}]$, and $V = [(\lambda_{1})^{-1/2}v_{1}, \ldots, (\lambda_{T'})^{-1/2}v_{T'}]$. We set $V_{0,T}$ as the space spanned by the column vectors of $Q_{S}$. Here, we use the notation $Q_{S}$ to clarify the dependency on the given data $S$. The estimation of the Koopman operator $K$ is obtained by projecting a vector in $\mathcal{H}$ onto $V_{0,T}$, acting $K$ on the projected vector, and then projecting it back to the original space $\mathcal{H}$. The estimated operator is represented as $Q_{S}K_{S}^{\Delta t}Q_{S}^{*}$, and $Q_{S}K_{S}^{\Delta t}Q_{S}^{*}$ is a matrix representation of the estimated operator, which we denote by $K_{S}^{\Delta t}$.

Let $\bar{G} \in \mathbb{C}^{NT \times NT}$ be the matrix whose $(Ns+i, Nt+j)$-element is defined as $\langle \eta_{s+1,i}, \eta_{t,j} \rangle$. The matrix $K_{S} = K_{S}^{\Delta t}$ is shown to be represented by using computable matrices $\bar{G}$ and $V$. Note that as we mentioned in Subsection 2.2 we denote by $K$ the Koopman operator $K^{\Delta t}$. By the identities $\langle \eta_{s+1,i}, \eta_{t,j} \rangle = \langle \eta_{s,i}, K^{\eta_{s}} \rangle$ and $Q_{S} = HV_{s,i}$, we have

$$K_{S} = V^{*}H^{*}KHV = V^{*}GV.$$

## B Proofs

We provide the proofs of the theorems, propositions, and lemmas in the main text.

**Theorem 3** The solution $\{a_{i,j}^{t}\}$ of the problem (6) satisfies the discretized version of the phase model (3),

$$\theta_{i}(t+\Delta t) = \omega \Delta t + \theta_{i}(t) + \Delta t \Gamma_{i}(\theta_{i}(t) − \theta_{1}(t), \ldots, \theta_{i}(t) − \theta_{N}(t))$$

with $\Gamma_{i}$ in the form of Eq. (5).

**Proof** By the definitions of the Koopman operator and the operator $B_{i,k}$, we obtain

$$\prod_{j=1}^{M} u(X_{i}(t+\Delta t))^{j} = \prod_{j=1}^{M} \left( e^{\sqrt{-1}j\omega \Delta t} \sum_{k=1}^{N} a_{i,k}^{j} u(X_{k}(t))^{j} \right). \tag{12}$$

Since $|u(X_{i}(t+\Delta t))| = |u(X_{i}(t))|$, we can normalize $u$ so that it satisfies $|u(X_{i}(t))| = 1$ for any $t \in [0, \infty)$. By this normalization, we have $|u(X_{i}(t))|^{j} = 1$. In addition, we have $j\theta_{i}(t) = \arg(u(X_{i}(t))^{j})$. Therefore, we have

$$e^{\sqrt{-1}t \sum_{j=1}^{M} j\theta_{i}(t+\Delta t)} = e^{\sqrt{-1}t \sum_{j=1}^{M} (j\omega \Delta t + j\theta_{i}(t))} \prod_{j=1}^{M} \sum_{k=1}^{N} a_{i,k}^{j} e^{\sqrt{-1}tj(\theta_{k}(t)-\theta_{i}(t))}. \tag{13}$$

Therefore, by calculating arguments of both sides of Eq. (13), we obtain

$$\sum_{j=1}^{M} j\theta_{i}(t+\Delta t) = \frac{2}{M(M+1)} \sum_{j=1}^{M} \arg \left( \sum_{k=1}^{N} a_{i,k}^{j} e^{\sqrt{-1}tj(\theta_{k}(t)-\theta_{i}(t))} \right).$$

As a result, we obtain

$$\theta_{i}(t+\Delta t) = \omega \Delta t + \theta_{i}(t) + \frac{2}{M(M+1)} \sum_{j=1}^{M} \arg \left( \sum_{k=1}^{N} a_{i,k}^{j} e^{\sqrt{-1}tj(\theta_{k}(t)-\theta_{i}(t))} \right)$$

\[13\]
Therefore, we obtain the discretized version of the phase model (3) by setting
\[
\Gamma_i(\psi_1, \ldots, \psi_N) = \frac{1}{\Delta t} \frac{2}{M(M+1)} \sum_{j=1}^{M} \arg \left( \sum_{k=1}^{N} a_{i,k}^j e^{-\sqrt{-1}j\psi_k} \right).
\]

\[\square\]

**Theorem 5** Assume \(\|Q_{S_1} - Q_{S_1}'\| \leq \varepsilon/(2\|\tilde{K}\|)\), \(\|Q_{S_2} - Q_{S_2}'\| \leq \varepsilon/(2\|K\|)\) and \(|a_{S,i,k} - a_{S',i,k}'| \leq \varepsilon\) for some \(\varepsilon > 0\). Assume, in addition, for any time-series \(S\), \(|A^S_j| \leq D_A\), \(\|U_S\| \leq D_U\), and \(\|W_S\| \leq D_W\) for some \(D_A, D_U, D_W > 0\). Then, we have
\[
|a_{S,i,k}' - a_{S',i,k}'| \leq \varepsilon + 2\eta N D^2_F (1 + N + D_U D_A + 2(\|K\| + D_A D_U D_W \alpha_S) + O(\varepsilon^2).
\]

**Proof** Since \(\|Q_{S_1} - Q_{S_1}'\| \leq \varepsilon/(2\|\tilde{K}\|)\), we have
\[
\|\tilde{K}_{S_1} - \tilde{K}_{S_1}'\| = \|Q_{S_1} \tilde{K} Q_{S_1} - Q_{S_1} \tilde{K} Q_{S_1}'\| \leq \|Q_{S_1} \tilde{K} (Q_{S_1} - Q_{S_1}')\| + \|(Q_{S_1} - Q_{S_1}')^r \tilde{K} Q_{S_1}'\| \\
\leq 2\|\tilde{K}\|\|Q_{S_1} - Q_{S_1}'\| \leq \varepsilon.
\]
In the same manner, we have \(\|K_{S_2} - K_{S_2}'\| \leq \varepsilon\). By Lemma 6 for any eigenvector \(u_{S_i}\) of \(\tilde{K}_{S_i}\) with \(W_S^2 U_S = I\) and for any \(i = 1, \ldots, N\), we have
\[
\|u_{S_i} - u_{S_i}'\| \leq \varepsilon\|U_{S_i}\|^2\|W_{S_i}\| \max_{i,j} \frac{1}{\lambda_{S_i,i} - \lambda_{S_i,j}} + O(\varepsilon^2),
\]
\[
|\lambda_{S_i,i} - \lambda_{S_i,j}| \leq \varepsilon\|U_{S_i}\|^2\|W_{S_i}\|.
\]
In the following, for simplification, we abuse the notation and denote \(L_{KGE}^j\) by \(L_j\) and \(L_{KGME}^j\) by \(L_j\). The difference between the gradients of the loss function for \(S\) and \(S'\) is
\[
|\nabla L(S) - \nabla L(S')| = \left| \sum_{j=1}^{M} (\nabla \|L_j(S)\| - \nabla \|L_j(S')\|) \right| \\
= \left| \sum_{j=1}^{M} (2\|L_j(S)L_j(S)\| - 2\|L_j(S')L_j(S')\|) \right|
\]
(14),
where \(L_j\) is the Jacobian of \(L_j\) with respect to \((a_{i,k}^j)_{i,k=1,\ldots,N}^{j=1,\ldots,M}\). In addition, for \(i, k = 1, \ldots, N\) and \(j=1, \ldots, M\), we have
\[
\|J_{L_j}(S)L_j(S) - J_{L_j}(S')L_j(S')\|_{i,j,k} \leq \|J_{L_j}(S)(L_j(S) - L_j(S'))\|_{i,j,k} + \|J_{L_j}(S) - J_{L_j}(S')\| \|L_j(S')\|_{i,j,k} \\
\leq \|J_{L_j}(S)\|\|L_j(S) - L_j(S')\| + \|J_{L_j}(S) - J_{L_j}(S')\|\|L_j(S')\|
\leq \|PB_{1,1}u_{S_1}^j, \ldots, PB_{N.N}u_{S_1}^j\| F \left( \|K_{S_2} Pu_{S_2}^j - K_{S_2} Pu_{S_2}^j\| \right) \\
+ \left\| \sum_{i,k=1}^{N} a_{S_i,i,k}^j PB_{i,k} u_{S_i}^j - \sum_{i,k=1}^{N} a_{S_i,i,k}^j PB_{i,k} u_{S_i}^j \right\| \\
+ \left\| \sum_{i,k=1}^{N} PB_{1,1} u_{S_1}^j, \ldots, PB_{N.N}u_{S_1}^j - \sum_{i,k=1}^{N} PB_{1,1} u_{S_1}^j, \ldots, PB_{N.N}u_{S_1}^j \right\| \|K\|\|u_{S_1}^j\| + \|P(A_{S_i}^j \otimes I)\|\|u_{S_1}^j\|
\leq \sum_{i,k=1}^{N} (\lambda_{S_i,j} a_{S_i,i,k}^j - \lambda_{S_i,j} a_{S_i,i,k}^j) PB_{i,k} u_{S_i}^j \right\| \\
where \( \| \cdot \|_F \) is the Frobenius norm. Combining Eq. (15) with (14), since the derivative of \( L_j(S) \) with respect to \( a^l_{i,k} \) for \( l \neq j \) is 0, for any \( i, j, k = 1, \ldots, N \), we obtain

\[
|\nabla L(S) - \nabla L(S')|_{i,j,k} \leq 2\epsilon ND^2 + (1 + N + D_U D_W D_A + 2\|K\| + D_A)D_U D_W \max_{i,j} \frac{1}{\lambda_{S_{i,j},i} - \lambda_{S_{i,j},j}} + O(\epsilon^2).
\]

The updated parameter \( a^j_{S_{i,k}}^{\text{new}} \) is written as

\[
a^j_{S_{i,k}}^{\text{new}} = a^j_{S_{i,k}} - \eta(\nabla L(S))_{i,k},
\]

where \( \eta > 0 \) is the learning rate. Thus, we have

\[
|a^j_{S_{i,k}}^{\text{new}} - a^j_{S'_{i,k}}^{\text{new}}| \leq |a^j_{S_{i,k}} - a^j_{S'_{i,k}}| + \eta|\nabla L(S) - \nabla L(S')|_{i,k} \leq \epsilon + 2\eta ND^2 (1 + N + D_U D_W D_A + 2\|K\| + D_A)D_U D_W \max_{i,j} \frac{1}{\lambda_{S_{i,j},i} - \lambda_{S_{i,j},j}} + O(\epsilon^2).
\]

\[\square\]

**Lemma 6** Assume \( \| \tilde{K}_{S_1} - \tilde{K}_{S_1} \| \leq \epsilon \) for some \( \epsilon > 0 \). Then, we have

\[
\|U_{S_1} - U_{S_1}'\| \leq \epsilon \|U_{S_1}\| \|W_{S_1}\| \alpha_S + O(\epsilon^2)
\]

\[
|\lambda_{S_{i,i}} - \lambda_{S_{i,i}}'| \leq \epsilon \|U_{S_1}\| \|W_{S_1}\| + O(\epsilon^2).
\]

**Proof** By Section 3.1 in [Ramieh, 2022], we have

\[
U_{S_1} - U_{S_1}' = -\epsilon U_{S_1} \left( \Pi_{S_1} \odot \left( W_{S_1} \frac{1}{\epsilon} (\tilde{K}_{S_1} - \tilde{K}_{S_1}) U_{S_1} \right) \right)
\]

\[
\lambda_{S_{i,i}} - \lambda_{S_{i,i}}' = -\epsilon W_{S_1} \frac{1}{\epsilon} (\tilde{K}_{S_1} - \tilde{K}_{S_1}) U_{S_1},
\]

where \((\Pi_{S_1})_{i,j} = 0 \) if \( i = j \) and \((\Pi_{S_1})_{i,j} = 1/(\lambda_{S_{i,i}} - \lambda_{S_{i,j}}) \) if \( i \neq j \). In addition, \( \odot \) denotes the elementwise product of matrices. Thus, we have

\[
\|U_{S_1} - U_{S_1}'\| \leq \epsilon \|U_{S_1}\| \|W_{S_1}\| \max_{i,j} \frac{1}{\lambda_{S_{i,i}} - \lambda_{S_{i,j}}}
\]
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\[ |\lambda_{S,i} - \lambda_{S',i}| \leq \epsilon \| U_{S_i} \| \| W_{S_i} \|, \]

which completes the proof. \hfill \Box

\textbf{Proposition.} Let \( H \) be an RKHS associated with a kernel \( k \) that satisfies \( \sup_{x \in \Omega} \| k(x, x') \| \leq C \) for some \( C > 0 \). Let \( E_{v} : C(\Omega)^{\mathbb{N}^2} \to \mathbb{C}^{\mathbb{N}^2} \) be defined as \( v \mapsto v(x) \), where \( C(\Omega) \) is the Banach space of continuous functions on \( \Omega \). Assume \( \| E_{v} \| \leq \epsilon \), \( \| Q_{S_i} - Q_{S_i'} \| \leq \epsilon / (2\| K \|) \), and \( \| a_{S,i,k}^j - a_{S',i,k}^j \| \leq \epsilon \) for some \( \epsilon > 0 \). Assume for any time-series \( S_i \), \( \| E_{v} \| \leq D_{E_i}, \| A_{S_i}^j \| \leq D_{A}, \| U_{S_i} \| \leq D_{U} \), \( \| Q_{S_i} u_{S_i}^1 (x)^2 \| \leq D_{U} \), and \( \| W_{S_i} \| \leq D_{W} \) for some \( D_{E_i}, D_{A}, D_{U}, D_{W} > 0 \). Then, we have

\[ |a_{S,i,k}^{new,j} - a_{S',i,k}^{new,j}| \leq \epsilon + 2\epsilon ND_{E}^2 (1 + D_{A} + D_{E} + ND_{E}) + 2\epsilon ND_{U,j}^2 \left( \frac{D_{A} \Delta t + 2D_{E} \sqrt{NC}^{1/2} (1 + D_{A}) \left( D_{U}^2 D_{W} \alpha + \frac{D_{U}}{2\| K \|} \right)}{D_{U}} \right) + O(\epsilon^2). \]

\textbf{Proof.} By Lemma, for any eigenvector \( u_{S_i} \) of \( \tilde{K}_{S_i} \), with \( W_{S} U_{S} = I \) and for any \( i = 1, \ldots, N \), we have

\[ |Q_{S_i} u_{S_i}^1 (x) - Q_{S_i'} u_{S_i'}^1 (x)_{j,i} | \leq \| k(x, x') \|^{|1/2|} |Q_{S_i} u_{S_i}^1 - Q_{S_i'} u_{S_i'}^1 | \]

\[ \leq C^{1/2} (|Q_{S_i} (u_{S_i} - u_{S_i'})| + |(Q_{S_i} - Q_{S_i'}) u_{S_i'}^1 |) \]

\[ \leq C^{1/2} \left( \| U_{S_i} - U_{S_i'} \| + \frac{\epsilon}{\| K \|} \| u_{S_i'}^1 \| \right) \]

\[ \leq C^{1/2} \left( \| U_{S_i} \| ^2 \| W_{S_i} \| \max_{i,j} \frac{1}{\lambda_{S_i,j} - \lambda_{S_i,j}} + \frac{\epsilon}{2\| K \|} \| u_{S_i'}^1 \| \right) + O(\epsilon^2). \]

Since \( |Q_{S_i} u_{S_i}^1 (x)_{j,i} | \leq D_{U} \), we have

\[ |(Q_{S_i} u_{S_i}^1 (x))_{j,i} - (Q_{S_i'} u_{S_i'}^1 (x))_{j,i} | \]

\[ = |Q_{S_i} u_{S_i}^1 (x) - Q_{S_i'} u_{S_i'}^1 (x) | \]

\[ \cdot |(Q_{S_i} u_{S_i}^1 (x))_{j,i} - (Q_{S_i'} u_{S_i'}^1 (x))_{j,i} | \]

\[ \leq |Q_{S_i} u_{S_i}^1 (x) - Q_{S_i'} u_{S_i'}^1 (x)| D_{U,j}. \]

In the following, for simplification, we abuse the notation and denote \( L^\text{pow} \) by \( L \) and \( L_{j,x}^\text{pow} \) by \( L_{j,x} \). The difference between the gradients of the values of loss function for \( S \) and \( S' \) is

\[ |\nabla L(S) - \nabla L(S')| = \left| \sum_{j=1}^{M} \left( \nabla \sum_{x \in S_2} \| L_{j,x}^\text{pow} (S_1) \|^2 - \nabla \sum_{x \in S'_2} \| L_{j,x}^\text{pow} (S'_1) \|^2 \right) \right| \]

\[ = \left| \sum_{j=1}^{M} \left( 2 \sum_{x \in S_2} L_{j,x}^\text{pow} (S_1) L_{j,x}^\text{pow} (S_1') - 2 \sum_{x \in S'_2} L_{j,x}^\text{pow} (S'_1) L_{j,x}^\text{pow} (S_1') \right) \right|. \] (16)

In addition, for \( i, k = 1, \ldots, N \) and \( j = 1, \ldots, M \), we have

\[ \left| \sum_{x \in S_2} L_{j,x}^\text{pow} (S_1) L_{j,x}^\text{pow} (S_1') - \sum_{x \in S'_2} L_{j,x}^\text{pow} (S'_1) L_{j,x}^\text{pow} (S'_1) \right|_{i,j,k} = |E_{v} S_2 (\| L_{j,x}^\text{pow} (S_1) L_{j,x}^\text{pow} (S_1') \|) - E_{v} S'_2 (\| L_{j,x}^\text{pow} (S'_1) L_{j,x}^\text{pow} (S'_1') \|)_{i,j,k} | \]

\[ \leq \| E_{v} S_2 - E_{v} S'_2 \| \sup_{x \in \Omega^N} \| L_{j,x}^\text{pow} (S_1) L_{j,x} (S_1') \| + \| E_{v} S'_2 \| \sup_{x \in \Omega^N} \| L_{j,x}^\text{pow} (S'_1) L_{j,x} (S'_1') \| \]

\[ \leq \| E_{v} S_2 - E_{v} S'_2 \| \sup_{x \in \Omega^N} \| L_{j,x}^\text{pow} (S_1) L_{j,x} (S_1') \| + \| E_{v} S'_2 \| \sup_{x \in \Omega^N} \| L_{j,x}^\text{pow} (S'_1) L_{j,x} (S'_1') \|. \]
Combining Eq. (17) with (16), for any \( \epsilon \) we obtain
\[
\| \nabla L(S) - \nabla L(S') \|_{i,j,k} \leq 2 \epsilon N D_U^2 (1 + D_A + D_E + N D_E) + 2 \epsilon N D_U^2 j \left( D_A \Delta t + 2 D_E \sqrt{NC}^{1/2}(1 + D_A) \left( D_U^2 D_W \max_{i,j} \frac{1}{\lambda_{S_{i},i} - \lambda_{S_{i},j}} + \frac{D_U}{2 K} \right) \right) + O(\epsilon^2).
\]
Thus, we have
\[
|a_{S_{i},i,k}^{new} - a_{S_{i},i,k}^{new}| \leq |a_{S_{i},i,k}^{new} - a_{S_{i},i,k}^{new}| + \eta |\nabla L(S) - \nabla L(S')|_{i,j,k} \leq \epsilon + 2 \eta N D_U^2 (1 + D_A + D_E + N D_E) + 2 \eta N D_U^2 j \left( D_A \Delta t + 2 D_E \sqrt{NC}^{1/2}(1 + D_A) \left( D_U^2 D_W \max_{i,j} \frac{1}{\lambda_{S_{i},i} - \lambda_{S_{i},j}} + \frac{D_U}{2 K} \right) \right) + O(\epsilon^2).
\]
\[
\square
\]
Proposition 8 Assume there exists $\epsilon > 0$ such that for any $x \in \Omega$ and $i, k = 1, \ldots, N$, $|\Theta_{S,i}(x) - \Theta_{S,i}^1(x)| \leq \epsilon$, $|\omega_{S,i} - \omega_{S,i}^1| \leq \epsilon$, and $|a^j_{S,i,k} - a^j_{S',i,k}| \leq \epsilon$. Assume for any time-series $S$, $\|Ev_S\| \leq D_E$, $|A^j_S| \leq D_A$. Then, we have

$$|a^\text{new},j_{S,i,k} - a^\text{new},j_{S',i,k}| \leq \epsilon + 2\eta N \sqrt{M}(2\sqrt{N} + 2\pi |\Delta t| + M D_A \sqrt{N} + D_E(1 + |\Delta t| + MN \sqrt{N} + 2M \sqrt{N} D_A))$$

$$+ 2\eta D_E N M(2\sqrt{N} + 2\pi |\Delta t| + M D_A \sqrt{N}).$$

Proof In the following, for simplification, we abuse the notation and denote $L_{1,x}^{\text{Fou}}$ by $L$ and $L_{1,x}^{\text{Fou}}$ by $L_{1,x}$. The difference between the gradients of the values of loss function for $S$ and $S'$ is

$$|\nabla L(S) - \nabla L(S')| = \left| \nabla \sum_{x \in S_2} \|L_{1,x}(S_1)\|^2 - \nabla \sum_{x \in S'_2} \|L_{1,x}(S'_1)\|^2 \right|$$

$$= \left| 2 \sum_{x \in S_2} \mathbb{J}L_{1,x}(S_1) - 2 \sum_{x \in S'_2} \mathbb{J}L_{1,x}(S'_1) \right|.$$

In addition, for $i, k = 1, \ldots, N$ and $j = 1, \ldots, M$, we have

$$\left| \sum_{x \in S_2} \mathbb{J}L_{1,x}(S_1) - \sum_{x \in S'_2} \mathbb{J}L_{1,x}(S'_1) \right|_{i,j,k} = |Ev_{S_2}(\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1))|_{i,j,k}$$

$$\leq \sup_{x \in \Omega} \|Ev_{S_2} - Ev_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \sup_{x \in \Omega} \|Ev_{S_2} - Ev_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \sup_{x \in \Omega} \|Ev_{S_2} - Ev_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \sup_{x \in \Omega} \|Ev_{S_2} - Ev_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \epsilon |\Theta_{S,i}(\Phi(\Delta t,x))_i - \Theta_{S,i}^1(\Phi(\Delta t,x))_i| + \Delta t |\omega_{S,i} - \omega_{S,i}^1|$$

$$+ \sup_{x \in \Omega} \|E_{S_2} - E_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \epsilon |\Theta_{S,i}(\Phi(\Delta t,x))_i - \Theta_{S,i}^1(\Phi(\Delta t,x))_i| + \Delta t |\omega_{S,i} - \omega_{S,i}^1|$$

$$+ \sup_{x \in \Omega} \|E_{S_2} - E_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \epsilon |\Theta_{S,i}(\Phi(\Delta t,x))_i - \Theta_{S,i}^1(\Phi(\Delta t,x))_i| + \Delta t |\omega_{S,i} - \omega_{S,i}^1|$$

$$+ \sup_{x \in \Omega} \|E_{S_2} - E_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \epsilon N \sqrt{M}(2\sqrt{N} + 2\pi |\Delta t| + M |A^j_S| \sqrt{N})$$

$$+ \sup_{x \in \Omega} \|E_{S_2} - E_{S'_2}\| \sup_{x \in \Omega} \|\mathbb{J}L_{1,x}(S_1) - \mathbb{J}L_{1,x}(S'_1)\|$$

$$\leq \epsilon N \sqrt{M}(2\sqrt{N} + 2\pi |\Delta t| + M D_A \sqrt{N} + D_E(1 + \Delta t |\omega_{S,i} - \omega_{S,i}^1|)$$

$$+ \epsilon D_E N M(2\sqrt{N} + 2\pi |\Delta t| + M D_A \sqrt{N})$$

where $(E_x)_{i,j,k,i'} = e^{\sqrt{-1}j(\Phi(x)_{i,k} - \Phi(x)_{i,k})}$ if $i = i'$ and $(E_x)_{i,j,k,i'} = 0$ if $i \neq i'$. Thus, we have

$$|a^\text{new},j_{S,i,k} - a^\text{new},j_{S',i,k}| \leq |a^j_{S,i,k} - a^j_{S',i,k}| + \eta |\nabla L(S) - \nabla L(S')|_{i,j,k}$$
\[ \leq \epsilon + 2\epsilon N \sqrt{M}(2\sqrt{N} + 2\pi \Delta t + M D_A \sqrt{N} + D_E(1 + \Delta t + MN \sqrt{N} + 2M \sqrt{N} D_A)) \]
\[ + 2\epsilon D_E NM(2\sqrt{N} + 2\pi \Delta t + M D_A \sqrt{N}). \]

\[ \square \]

C Experimental details

**Optimization** For all experiments, to find the parameter \( A^j = [a^j_{i,k}]_{i,k} \) that is close to the identity matrix, we set the initial value of \( A^j \) as the identity matrix and added the regularization term \( 0.01 \sum_{j=1}^{M} \| A^j - I \|_F^2 \) for the KGME and Power approaches. Here, \( \| \cdot \|_F \) is the Frobenius norm. The identity matrix is replaced by the zero matrix for the Fourier approach. We restricted \( a^j_{i,k} \) to the real value to obtain \( \Gamma \) as an odd function. In addition, to make the absolute value of the right-hand side of Eq. (12) close to 1, we added the regularization term \( 0.01 \sum_{x \in S_2} j \| \sum_{k=1}^{N} a^j_{i,k} u(x) \| - 1 \|_2^2 \) for the KGME and Power approaches. For Subsections 5.2 and 5.3, we used the gradient descent method with a learning rate of 0.1 for optimizing \( A^j \). We applied 3000 iterations to obtain the results.

**Function space** For all experiments in this section, for the Hilbert spaces \( \tilde{H} \) and \( H \), we used the RKHS and vvRKHS associated with the Laplacian kernel \( k(x, y) = e^{-0.1|x-y|} \) and \( k(x, y) = [k(x_i, y_j)]_{i,j} \) (see Appendix A.1).