Effect of rate of change of parameter on early warning signals for critical transitions
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Many dynamical systems exhibit abrupt transitions or tipping as the control parameter is varied. In scenarios where the parameter is varied continuously, the rate of change of control parameter greatly affects the performance of early warning signals (EWS) for such critical transitions. We study the impact of variation of the control parameter with a finite rate on the performance of EWS for critical transitions in a thermoacoustic system (a horizontal Rijke tube) exhibiting subcritical Hopf bifurcation. There is a growing interest in developing early warning signals for tipping in real systems. Firstly, we explore the efficacy of early warning signals based on critical slowing down and fractal characteristics. From this study, lag-1 autocorrelation (AC) and Hurst exponent ($H$) are found to be good measures to predict the transition well-before the tipping point. The warning time, obtained using AC and $H$, reduces with an increase in the rate of change of the control parameter following an inverse power law relation. Hence, for very fast rates, the warning time may be too short to perform any control action. Furthermore, we report the observation of a hyperexponential scaling relation between the AC and the variance of fluctuations during such dynamic Hopf bifurcation. We construct a theoretical model for noisy Hopf bifurcation wherein the control parameter is continuously varied at different rates to study the effect of rate of change of parameter on EWS. Similar results, including the hyperexponential scaling, are observed in the model as well.

Critical transitions, which can result in sudden devastating changes to the state of the system, are ubiquitous in natural, economic, and social systems. Continuous variation of control parameter in time can delay the transition due to memory effects. Therefore, the rate of change of control parameter as well as the value of the control parameter determine the tipping point. In such cases, we observe a rate-dependent tipping-delay from the critical point predicted by bifurcation analysis. Furthermore, the interplay between the inherent noise in the system and the rate of change of parameter blurs the stability margins. Therefore, it is essential to develop effective early warning signals (EWS) to predict such transitions in practical systems. In recent years, many studies have explored various EWS to predict the onset of critical transitions.

We conduct experiments in a thermoacoustic system exhibiting Hopf bifurcation. In a thermoacoustic system, the positive feedback between the unsteady heat release rate fluctuations and the acoustic field in the confinement can result in a transition to high amplitude limit cycle oscillations. These self-sustained large amplitude oscillations are dangerous to the system. For different rates of change of the control parameter, we compare the efficacy of various early warning signals based on critical slowing down and fractal characteristics of the signals acquired from a thermoacoustic system. We also investigate the variation of warning time with the rate of change of the parameter.

I. INTRODUCTION

The dynamics of many natural and human-made systems are controlled by various parameters which evolve in time. A tiny perturbation in a system parameter can qualitatively alter the state of the system when it crosses a critical threshold. This phenomenon is generally known as tipping or critical transition, wherein a small change of a parameter can cause a sudden transition in the state of the system. The term tipping has been used to explain various phenomena such as phase transitions and bifurcations, which are often associated with dangerous and catastrophic transitions. Tipping is observed in real systems such as climate systems, ecological systems, financial markets, and biological systems. In earth’s climate system, a gradual change in local climate can affect ecosystems and can sometimes trigger a drastic switch to a contrasting state. Contagion in financial markets, spontaneous asthma attacks, and epileptic seizures are other instances of tipping.

There are various mechanisms through which tipping occurs. Recently, Ashwin et al. classified the underlying mechanisms as bifurcation-induced (B), noise-induced (N) or rate-induced (R) tipping. B-tipping occurs when a system parameter is varied slowly through the bifurcation point, commonly known as the slow passage through the bifurcation. Examples of B-tipping include saddle-node, transcritical, pitchfork and Hopf bifurcations. In N-tipping, the system can jump to another stable state due to the presence of noise of sufficient amplitude. In other words, noise can drive the system between the coexisting attractors in systems exhibiting multistability.

Sometimes, the rate of change of parameter plays a more pivotal role than the actual value of the parameter. Ashwin et al. showed that when a rate-sensitive parameter is varied as a function of time, at a slow rate, the system dynamics follows the quasi-static attractor. For faster rates of change of the pa-
rameter, above a critical rate, they observed that the system can be driven outside the basin of attraction of the quasi-static attractor, and can evolve towards a new stable state resulting in rate induced tipping (R-tipping). On the other hand, by varying the bifurcation parameter in a bistable system, one can achieve preconditioned rate induced tipping, as demonstrated by Tony et al.11. They reported that the system could be driven towards the basin of attraction of limit cycle before the actual loss of stability of fixed point, for fast enough rates with a finite amplitude initial perturbation. Here, the tipping depends on the rate of change of control parameter and initial conditions. In these cases, the rate at which the parameter is varied determines the tipping point, not the absolute value of parameter. However, practical systems may exhibit tipping phenomena as a result of a combination of bifurcation, rate and noise.

In the current study, we explore the effects of rates of change of bifurcation parameter on ‘bifurcation induced tipping’. When we vary the bifurcation parameter continuously at a finite rate, tipping will be delayed considerably from the parameter value predicted by the bifurcation analysis.12,13 Due to the continuous variation of the control parameter, the system stays in the vicinity of the unstable attractor for some time even after the stability is lost. This phenomenon is referred to as ‘rate-delayed tipping’.13 The delay observed in the transition is found to be dependent on the rate of change of parameter and initial conditions.14,15 Later, Majumdar et al.16 reported that this delay in tipping is independent of the rate of change of control parameter and determined solely by the initial value of the parameter. Recently, Bonciolini et al.13 showed experimentally that the delay in bifurcation increases with rate of change of parameter. After such contradictory observations in literature, Unni et al.14 highlighted the role of interplay between the inherent noise in the system and rate of change of parameter in deciding the tipping point. Even though the delay increases with the rate of change of parameter, noise brings a high variability in the tipping point. Determining the stability margin is difficult for practical systems where stability boundaries are smeared due to this interplay between noise and rate. Devising efficient EWS for abrupt transitions in real systems is of critical importance. For example, predicting earthquakes, climate changes, and catastrophic events in engineering systems are desirable from social and economic viewpoints. However, predicting such tipping before the occurrence of the event is challenging because the system may not show any indication before the tipping point is reached, especially when there is combined effects of rate and noise.

Abundant studies discussing quasi-static bifurcations or B-tipping are available in literature. Despite the inherent characteristics of the systems, the dynamics close to the bifurcation point are found to be the same across different systems. The transitions through various types of bifurcations are related and generic early warning signals exist for catastrophic bifurcation.19 The phenomenon known as critical slowing down near the bifurcation point gives information about the impending tipping for many types of bifurcations. As the system approaches the critical point, it recovers slowly from the external perturbations. This slow recovery leads to an increase in the memory of the system. The two commonly used early warning indicators that work based on critical slowing down are the lag-1 autocorrelation and the variance of the fluctuations of a system variable. These measures have been proven to predict B-tipping, wherever the tipping is accompanied by a change of stability of the system.19,20

Recently, Wilkat et al.21 showed that there is no evidence of critical slowing down prior to human epileptic seizures. They conjecture that the tipping mechanisms for the human epileptic brain may be a combination of B-tipping, R-tipping and N-tipping and there may be no easily-identifiable EWS for such cases. Most tipping events occurring in nature involve system parameters changing at a constant, varying or undetermined rate along with considerable intensity of noise in the system.22,23 Then, tipping can be influenced either by noise or by the effect of rate of change of the parameter. Thus, prediction becomes hard with conventional EWS. There are many other issues when dealing with rate dependent phenomena. For example, consider the case where the entire transition happens at a very fast rate such that there is not enough data available. Computing precursors in such conditions will be challenging. Even if we get warning, will there be enough time to perform a control action? The outstanding question is: ‘can we predict transitions in the real systems, considering the combined effects of inherent noise and the rate of change of the parameter?’

Many studies focused on continuous variation of parameters employs numerical analysis of standard bifurcation model.24,25 and limited experimental studies are available.11,26,27 In the present study, we choose to work with a prototypical thermoacoustic system (known as a horizontal Rijke tube) exhibiting Hopf bifurcation, because (i) we observe a catastrophic transition similar to that observed in many practical situations, (ii) we can obtain time series data for a long duration with high sampling frequency, (iii) we can vary the control parameter at different rates and, (iv) we can repeat the experiments at same conditions to verify the observations.

The Rijke tube undergoes a subcritical Hopf bifurcation from a non-oscillatory to an oscillatory state as we vary the control parameter.28,29 The oscillatory state with self-sustained large amplitude periodic oscillations is termed thermoacoustic instability (TAI) in literature.30 In a confined thermoacoustic system, the positive feedback between the acoustic field and the unsteady heat release rate manifests as high amplitude acoustic pressure oscillations during TAI. The onset of TAI can cause failure of rocket engines30 and damage gas turbine engines.31,32 Often, control parameters in practical systems are changed continuously at a finite non-zero rate. Developing EWS for transition to TAI will help to evade such disastrous events. In this paper, we study the effects of rate of change of control parameter on the performance of various EWS, by investigating the variation of warning time provided by EWS with the rate of change of parameter. Further, we present a mathematical model that captures qualitatively, the key features observed in the experiments.

The rest of the paper is organized as follows. Section II de-
scribes the experimental setup. Subsequently, the results and discussions are detailed in Sec. III and the main conclusions are given in Sec. IV. We provide the details of the methodologies for calculating different measures in Appendix A. We show the robustness of EWS with the selection of threshold for warning in Appendix B and the analysis to check for false warnings in Appendix C.

II. EXPERIMENTS

We perform experiments on a laminar thermoacoustic system known as the horizontal Rijke tube (Fig. 1). The setup consists of a horizontal duct with a square cross-section which houses an electrically heated wire mesh. Air enters the duct through a rectangular chamber known as the decoupler, which isolates the duct from the upstream fluctuations. The decoupler ensures that the pressure fluctuations at the end connected to it are negligible. The duct is open to the atmosphere at the end away from decoupler. Thus, the pressure at both the ends becomes equal to the atmospheric pressure. This design helps to maintain an acoustically open boundary condition (i.e., acoustic pressure fluctuations, \(p'\)) at both the ends. A DC power supply (TDK-Lambda, GEN 8-400, 0-8 V, 0-400 A) is used to provide electric power to heat the wire mesh. The mass flow rate of air through the duct is controlled using a piezoelectric sensor (PCB103B02, sensitivity: 217.5 mV/kPa, resolution: 0.2 Pa and uncertainty: 0.15 Pa) at a sampling rate of 10 kHz. A more detailed description of the setup can be found in Gopalakrishnan & Sujith [20].

In the present study, we control the voltage \((V)\) applied across the wire mesh and the current through the mesh changes accordingly. Therefore, we estimate the power \((P)\) generated in the wire mesh by measuring both the voltage and current. The uncertainty in the measurement of voltage is \((0.1\% + 0.1\% \text{ of } V_{\text{measured}})\%\) and the uncertainty in the measurement of current is \((0.3\% + 0.1\% \text{ of } I_{\text{measured}})\%\), where \(V_{\text{rated}} = 8\) V and \(I_{\text{rated}} = 400\) A. All the other parameters such as the location of the heater mesh (27.5 cm from the decoupler) and the mass flow rate of air (100 SLPM) are kept constant to suitably obtain subcritical Hopf bifurcation.

First, we perform experiments where \(V\) is varied in a quasi-steady manner by allowing the system to evolve for a finite time duration at a constant \(P\). We let the system reach its asymptotic state and then measure the acoustic pressure fluctuations at different values of \(P\). We select the maximum heater power to be less than 1152 W for all the experiments, as the wire mesh may melt and get damaged due to overheating at higher powers. Subsequently, we increase \(V\) continuously at different rates and record the pressure signals during the ramp. Here, ramp refers to the continuous increase of the heater power in time. In this paper, we report a linear variation of \(V\); i.e., the rate \((r = V/dt)\) of change of \(V\) is constant \((V = V_0 + r t)\). As we have programmed \(V\) to vary linearly, \(I\) changes accordingly and then the corresponding variation of \(P\) is quadratic.

III. RESULTS

A. Rate-dependent tipping-delay in a thermoacoustic system

We first conduct quasi-static experiments to identify the range of parameter values required to capture the transition to high amplitude limit cycle oscillations. We calculate the root mean square (\(\text{rms}\)) value of the acoustic pressure fluctuations \((p'_{\text{rms}})\) acquired at different values of heater power \((P)\). Figure 2a represents the bifurcation diagram showing the variation of \(p'_{\text{rms}}\) as a function of \(P\). We observe that \(p'_{\text{rms}} \approx 0\) for a range of \(P\) corresponding to a quiescent state with amplitude levels comparable to the noise floor (\(\sim 5\) Pa) of the system. At a particular control parameter value, the system transitions to high amplitude limit cycle oscillations. This transition is reflected in \(p'_{\text{rms}}\) as an abrupt rise and is attributed to subcritical Hopf bifurcation. The parameter value at which this transition occurs, marked as \(\mu\) in Fig. 2a, is known as the Hopf point.

As mentioned earlier, we perform experiments with a linear variation of \(V\). Therefore, \(P\) changes continuously starting from a heater power which is far lower than \(\mu\) and increases through the Hopf point to a high value. Here, the variation of \(P\) is from 0 to 1152 W in a nonlinear fashion. Thus, throughout this study, we mention the rate of change of voltage with time \((r = dV/dt)\) which is kept constant for each run of the experiment. In Fig. 2b-c, we plot the typical variation of \(V\) and \(P\) and the corresponding pressure signal \((p')\) depicting the transition from a quiescent state to high amplitude limit cycle oscillations.

Figure 3 provides the evidence for rate-dependent tipping-delay as reported in literature. We plot the time evolution of \(p'\) as a function of time-varying \(P\) for three different \(r\) (30 mV/s, 60 mV/s, and 120 mV/s) in Fig. 3. It is quite challenging to define a tipping point for the onset of oscillations.
for dynamic bifurcations, unlike the quasi-static bifurcations. The difficulty in defining a tipping point is because the oscillations take a finite time to grow, and the parameter would have changed to another value by that time. Hence, we adopt the following method to select the tipping point. We calculate the rate of change of \( p'_{\text{rms}} \). The sudden increase in the growth rate of oscillations reflects as a maximum in the rate of change of \( p'_{\text{rms}} \) (shown in the inset of Fig. 3). The delay (\( \delta \)) in the tipping is marked from the Hopf point to the maximum of rate of change of \( p'_{\text{rms}} \) (Fig. 3). Henceforth, we use this method to define the onset of TAI in this study.

According to bifurcation theory, the system loses its stability at the Hopf point, \( \mu \). Due to memory effects, the system continues to be in the vicinity of the unstable attractor for a finite time. This phenomenon of rate-dependent tipping-delay occurs during slow passage through Hopf bifurcation as described by Baer et al.\textsuperscript{[12]}. On comparing the delay (\( \delta \)) in the onset of TAI for different \( r \), we observe that \( \delta \) increases with an increase in \( r \) (see Fig. 3), congruent with the observations reported in other systems.\textsuperscript{[12,13,26]} In the case of \( r = 120 \text{ mV/s} \) (the fastest shown in Fig. 3), we observe a delayed onset of \( \sim 470 \text{ W} \) from \( \mu \). Furthermore, we vary the control parameter at very fast rates, but limiting the values of \( P \) to 1152 W so as to not damage the heated wire mesh. In such cases, we do not observe tipping within the duration during which the power is varied; instead, it occurs when we let the system evolve at the final value of \( P \), allowing more time. Hence, we confirm that the delay in the tipping increases with rate, by performing experiments at various rates. This trend need not be the same for highly turbulent systems where the inherent fluctuations can perturb the unstable fixed point, causing it to tip towards the stable limit cycle.

### B. EWS for critical transitions

We compute several EWS for the pressure signal acquired continuously during the ramp for the experiments performed at different rates of change of control parameter. The following measures are considered in this study: \( p'_{\text{rms}} \), lag-1 autocorrelation (AC), variance (VAR), skewness (SKEW), kurtosis (K), and Hurst exponent (H).

Autocorrelation calculates the correlation of a signal with its delayed copy as a function of the delay. Lag-1 autocorrelation is the correlation between values in the signal that are one time step apart. In this study, we refer to lag-1 autocorrelation as AC. Variance (VAR) is the expectation of the squared deviation from the mean. For critical transitions, both AC and VAR increase based on the phenomenon of critical slowing down. Systems approaching a transition to a new stable state, where the current stable state becomes unstable due to change in the control parameter, show slow response to external perturbations. The phenomenon of slow recovery rate to the ex-
FIG. 4. Variation of $p'_{\text{rms}}$, lag-1 autocorrelation (AC), variance (VAR), skewness (SKEW), kurtosis ($K$) and Hurst exponent ($H$) during the transition to TAI in Rijke tube. Each column corresponds to the results for a particular rate ($r$) of change of $V$ ((a)-(f): $r = 5 \text{ mV/s}$, (g)-(l): $r = 30 \text{ mV/s}$, (m)-(r): $r = 80 \text{ mV/s}$). The onset of TAI is marked with a red colour dotted line and quasi-static Hopf point $\mu$ is marked on the $x$-axis. $p'_{\text{rms}}$, and VAR starts to increase almost at the onset of TAI, whereas, $K$ and SKEW detect the tipping slightly before $p'_{\text{rms}}$ increases. In contrast, AC and $H$ give early warning well-before the transition to TAI for all the cases shown here.

External perturbations close to a critical transition is known as critical slowing down (CSD). This slowing down leads to an increase in autocorrelation and variance of fluctuations. When a system is driven gradually closer to a critical transition, the increase in the autocorrelation occurs much before the actual transition. Similarly, the impact of perturbations do not decay fast, and their accumulating effect increases the variance of fluctuations. CSD results in increased short term memory of the system, and hence autocorrelation at low lags would increase. CSD is observed in realistic models of spatially complex systems as well as in simple models and has been used as EWS for critical transitions.

Skewness (SKEW) and kurtosis ($K$) are not directly connected to critical slowing down. SKEW is a measure of the symmetry of the probability distribution of the data about its mean; i.e., whether the distribution is biased towards one side over the other. A distribution is said to be negatively skewed (or left skewed) when a majority of the data falls to the right of the mean. On the other hand, a distribution is positively skewed (or right skewed) when more data is concentrated to the left of the mean. SKEW is zero for a normal distribution. Generally, asymmetry of fluctuations may increase (SKEW increases) on approaching a catastrophic bifurcation, as the potential landscape near the transition would be less steep on one side of the equilibrium than the other. Kurtosis ($K$) gives information about whether the distribution has heavy tails, or is more centred. The kurtosis of a normal distribution is 3, and a higher $K$ indicates more outliers in the data. Very close to the tipping point, a comparatively longer distribution with fatter tails results in a high value of kurtosis, $K > 3$. A detailed procedure for the computation of these EWS is given in Appendix A-3.

Apart from these conventional measures, we investigate the fractal characteristics of the data close to tipping. We use a measure known as the Hurst exponent ($H$), which is related to the fractal dimension ($D$) of the time series as $H = 0.5 + D$. A Hurst exponent greater than 0.5 indicates long-term positive autocorrelation, and values less than 0.5 indicate negative autocorrelation.
Fractal objects exhibit self-similar features at various scales of magnification; therefore, measures such as length, area, and volume are dependent on the scale of measurement. For a fractal time series, the scaling of the rms of the standard deviation of fluctuations with the length of the data segment gives \( H \). For non-fractal objects such as sinusoidal signals, \( H \approx 0 \) as there is no scaling with the data length or the scale of the measurement. Unlike mathematical fractal objects which possess self-similarity across a wide range of scales extending up to infinity, real fractal objects appear to be self-similar only over a limited range of scales; one cannot keep on zooming in indefinitely to see the same structure. Thus, the time scales for calculation of \( H \) need to be selected carefully. As the system has preferred time scales (corresponding to the natural frequency) in the present study, selecting time scales less than one acoustic cycle may not capture the periodicity present in the data and more than 4 acoustic cycles may average out the fluctuations. Hence, we choose 2 to 4 acoustic cycles for the calculation of Hurst exponent. We calculate \( H \) following the algorithm of Multifractal Detrended Fluctuation Analysis (MF DFA) which is described in detail in Appendix A-4.

\( H \) is a measure of persistence or correlation of a signal. If an increase in the value is more likely to be followed by another increase in value, then the signal is called persistent. A persistent or a positively correlated signal has \( H > 0.5 \), an anti-persistent or negatively correlated signal (an increase in value is mostly followed by a decrease in value, or vice versa) have \( H < 0.5 \) and uncorrelated white noise has \( H = 0.5 \). Fractal analysis has found a variety of applications in life sciences, engineering, econophysics, and geophysics. For instance, it has been used to distinguish healthy patients from patients with heart failures. Similarly, the variations in the \( H \) of geoelectric and seismic fluctuations provide indicators for earthquakes. In econophysics, Qian et al. used \( H \) as a measure of financial market predictability. In the present study, we use \( H \) to predict critical transitions in a thermoacoustic system.

To study the effect of rate of change of parameter on the performance of the aforementioned EWS, we plot the variation of these measures as a function of \( P \) for several representative cases of \( r \): 5 mV/s, 30 mV/s and 80 mV/s in the first, second and third column, respectively (Fig. 4). We compute the measures for a moving window of size 1 s with an overlap of 0.9 s. The choice of this particular window size is to ensure that at least 100 cycles of oscillations are covered in a window. The Hopf point (\( \mu \)) is marked at 600 W with a red coloured arrow for reference, even though the tipping occurs after a delay. \( p'_{\text{rms}} \) indicates the growth in the amplitude of oscillations during the transition. VAR detects the transition almost at the same \( P \) where the amplitude rises which is reflected as a steep increase in the \( p'_{\text{rms}} \) at the onset of TAI, while SKEW and \( K \) seem to perform slightly better than \( p'_{\text{rms}} \) and VAR. Initially, we observe small negative SKEW values indicating a slightly left/negatively skewed distribution, and during the transition, it shifts to a slightly right/positively skewed distribution. Nevertheless, there is no significant change in SKEW during the transition, since \(-0.5 < \text{SKEW} < 0.5 \) is generally considered as symmetric distribution. Thus, the distribution has not changed in terms of skewness, and we cannot consider the change in SKEW as a precursor for the tipping. Besides, kurtosis has a value ~3 pertaining to a normal distribution during the quiescent state. After the transition to TAI, kurtosis reduces to a value lower than 3. It appears that in all the cases, there is a local maxima for the kurtosis at the onset of TAI. However, we observe a drop in the kurtosis for the first case (Fig. 4), prior to the tipping point. Close to the tipping, the variation of kurtosis is not consistent for different rates: it reduces for the first case (Fig. 4) and increases for the other cases (Fig. 4k,q). Hence, we do not recommend \( K \) as a good EWS for critical transitions in practical systems.

Among these conventional measures, lag-1 autocorrelation (AC) appears to be the best EWS for this type of transition. An initial quiescent state results in near zero AC due to the low amplitude uncorrelated noise. AC increases as periodicity increases and approaches 1 for limit cycle oscillations. It is clear from these experiments that AC is a more robust early warning measure compared to \( p'_{\text{rms}} \). VAR, SKEW and \( K \). Earlier studies have reported that autocorrelation in the presence of fluctuations is a less effective precursor compared to variance. Actually, variance starts to build up gradually long before the transition, but it increases rapidly only at the tipping point. In fact, variance is the square of \( p'_{\text{rms}} \). As we do,

\[
H = 2 - D
\]

The maximum rate of change of AC and \( H \) occurs much before the maximum growth of \( p'_{\text{rms}} \). As the rate of change of input voltage with time \((dV/dt)\) increases (from (a)-(d)), the delay (in terms of \( P \)) in growth of amplitude increases.
not know the amplitude of oscillations in the final state, it is difficult to rely on variance to determine when the transition will take place. In contrast, the value of AC is bounded between 0 and 1, and we know how close we are to the tipping point from the value of AC.

The fractal based measure, $H$ fluctuates between the values 0.2 to 0.5 for the fixed point state. Even though the flow field is laminar, there is noise present in the fixed point state originating from different sources such as the compressor or electronic noises. Therefore, the fixed point state with low amplitude aperiodic noisy fluctuations would give $H$ values between 0.2 and 0.5. During the transition to the state of limit cycle oscillations, $H$ approaches zero. $H$ captures the periodicity (or the loss of fractal nature) in the data even if the amplitudes are very low. We start observing an emergence of periodicity as we approach the tipping point. The inherent noisy fluctuations perturb the system from the stable fixed point. These noise-induced oscillations occur at frequencies centred around the natural frequency of the system and the oscillations decay in time. These fluctuations contain very low amplitude bursts of periodicity which has oscillations around the natural frequency of the system. Capturing this slight periodicity in the system variables close to the transition, $H$ starts to decrease towards 0 well-before the $rms$ of fluctuations grows. For very slow rates, $H$ tends to decrease before $\mu$ (Fig. 4). For relatively faster rates, the tipping is delayed significantly from $\mu$; nevertheless, $H$ forewarns the tipping well-before the rise in $p'_{rms}$ (Fig. 4).}

We repeat the computations of all EWS for data acquired at many different rates of change of $V$. The results shown in Fig. 4 are for three representative cases from this collection of data. A similar inference is obtained for even faster rates of change of voltage up to 240 mV/s. In all the cases, AC and $H$ prove to be the better measures to forewarn an impending TAI compared to other measures such as VAR, SKEW and $K$, and both AC and $H$ have comparable effectiveness.

In summary, there are two things happening on approaching the transition; one is the growth of the amplitude of oscillations due to Hopf bifurcation, and the second is the increase in temporal correlation. Out of all the EWS discussed here, $rms$ and variance capture the growth of amplitude of oscillations; skewness and kurtosis detect the changing distribution of data during the transition; lag-1 autocorrelation determines the increasing correlation between consecutive time instants; $H$ looks at the increasing correlation as well as the emergence of periodicity. AC and $H$ are capturing features that are different from the features captured by $p'_{rms}$, VAR, SKEW and $K$. Variance, skewness and kurtosis do not change if we were to shuffle the data randomly. However, AC and $H$ will change upon shuffling the data. Hence, AC and $H$ are capturing the temporal correlations present in the data more than just the statistical characteristics of the data. From Fig. 5 it is clear that the increase in correlation occurs prior to the growth of amplitude. Therefore, AC and $H$ are able to predict the tipping well in advance. For faster rates of change of control parameter, growth of correlation occurs at a much lower parameter value than the growth of amplitude in the signal.

C. Variation of warning time with rate

Our analysis shows that AC and $H$ are effective EWS for critical transitions in the considered thermoacoustic system. Next, we compare the early warning time for different rates using AC and $H$. Till now, we were focused on the warning in the parameter space, i.e., at what parameter value we can predict, compared to the tipping point. Ultimately, EWS need to be compared across both temporal domain and parameter space.

Figure 6-7 show the variation of $H$ and AC as a function of the control parameter (left column) and time (right column), for different values of $r$. Variation of $p'_{rms}$ is plotted on the right axis for comparison. A window of 20 s time interval is shown (right column) for all the plots, for the sake of comparison. The time $t'$ is selected as a time instant before the tipping point within a window of 20 s. The warning time is marked as $\tau$ (blue shaded region in Figs. 6). We calculate $\tau$ by selecting a threshold in AC and $H$ so that, when it crosses the threshold we are warned of an impending tipping. In the present case, we select $AC = 0.4$ and $H = 0.1$ as the threshold, because $H$ never reduces to 0.1 unless the system is proceeding towards an impending tipping. Similarly, AC also has fluctuations, but, $AC = 0.4$ is out of bounds for the quiescent state. The green dotted line in Figs. 6-7 corresponds to the selected threshold value of $H = 0.1$ or AC = 0.4. The time between $H = 0.1$ or AC = 0.4 and the onset of TAI (corresponds to the maximum rate of change of $p'_{rms}$) is considered as $\tau$. This choice of threshold for AC and $H$ are not unique, and any other slightly different threshold also will work equally well. Before the amplitude rises steeply, we have more warning time ($\tau$) in the case of a relatively slower rates shown in Fig. 6-7.

In terms of the parameter, we get warning at a parameter value well ahead of the tipping point for faster rates (Figs. 6,1 and 7,1). However, the time needed to reach the tipping point is really short, as the rate of change of $P$ is fast. Hence, we have relatively lesser time to implement control actions for faster rates (Figs. 6,1 and 7,1). For slower rates, we have more time for control, but we are close to the tipping point in the parameter space (Fig. 6,2 and 7,2). As we are going closer to the tipping point in case of slower rates, there is a possibility of N-tipping if external noise or inherent fluctuations of significant magnitude are present. The analysis of warning time using AC provides a similar inference, wherein slower rates result in more warning time and faster rates give more early warning in terms of the control parameter (Fig. 7). These findings are summarized in Fig. 8.

Next, we examine how the warning time ($\tau$) varies with the rate of change of voltage with time ($r = dV/dt$). We calculate $\tau$ by selecting a threshold, as mentioned in the preceding paragraph. As we increase the rate, $\tau$ decreases drastically (see Fig. 9). We observe an inverse power law relation between the warning time and the rate of change of parameter as $\tau \propto r^n$ with $n = -0.76 \pm 0.10$ and $n = -0.84 \pm 0.08$ for AC and $H$, respectively. The uncertainty in fitting is estimated with 95% confidence. The scaling with a constant exponent holds for a range thresholds for AC (threshold: 0.2-0.8) and...
FIG. 6. Variation of $p'_{rms}$ and $H$ evaluated for data acquired at different rates of change of $V$ is plotted as a function of the $P$ (left column - a,c,e,g,i,k) and time (right column - b,d,f,h,j,l). Rate of change of parameter increases from top to bottom. For all these rates, we are able to predict the tipping using $H$, before $p'_{rms}$ starts to increase. The green dotted line represents the threshold value of $H = 0.1$. The warning time before the tipping (marked with blue colour) is the difference between the time at which $H$ crosses the threshold and the time at which maximum rate of change of $p'_{rms}$ is observed.

$H$ (threshold: 0.15-0.06). The scaling using different thresholds are shown in Appendix B.

D. Model for noisy Hopf bifurcation with continuous variation of parameter

In the present study, we use the model of a nonlinear oscillator with additive noise exhibiting subcritical Hopf bifurcation\textsuperscript{62},

$$\ddot{\eta} + \alpha \dot{\eta} + \omega^2 \eta = \eta (\beta + K \eta^2 - \gamma \eta^4) + N_1,$$  

(1)

where $\eta$ and $\dot{\eta}$ are the state variables, $\alpha$ and $\beta$ are linear damping and driving respectively and $\omega$ is the natural frequency. We use additive Gaussian white noise $N_1$ of intensity $\Gamma_1$ with an autocorrelation $<N_1 N_1^\tau> = \Gamma_1^2 \delta(\tau)$. Following Noiray\textsuperscript{62}, the values of the parameters $\omega$, $\beta$, $\gamma$ and $K$ are kept constant as follows: $\omega = 2\pi \times 120 \text{ rad/s}$, $\beta = 50 \text{ rad/s}$, $\gamma = 0.7$, and $K = 9$. We select a low value of $\Gamma_1 = \sqrt{10^{-7}}$ as we are modelling a laminar system. Here, the linear damping ($\alpha$) can be considered as the bifurcation parameter analogous to the control parameter in the experiment. $\alpha$ is reduced from 200 rad/s to -50 rad/s to capture the subcritical Hopf bifurcation
from a state of stable fixed point to limit cycle oscillations.

In order to study the effect of rate of change of parameter in the model, we vary $\alpha$ continuously. In experiments, the heater power is changing nonlinearly even though we vary $V$ linearly. To replicate a similar variation of the control parameter, we change $\alpha$ as $\alpha = \alpha_0 + rt^2$ in the model. Initially, the linear damping $\alpha$ is high (200 rad/s) to obtain a fixed point. Upon decreasing $\alpha$, once $\alpha = \beta$, the fixed point becomes unstable. However, there has to be a non-zero perturbation for the system to escape from the fixed point. The additive white noise term ($\mathcal{N}_1$) in Eq. (1) constantly perturbs the system from the fixed point and helps to jump to the limit cycle state. In experiments, even though the system is laminar, low amplitude noisy fluctuations are always present in the flow field.

Although the above model captures the dynamic transitions qualitatively, the initial fixed point state appears to have bursts with a high level of periodicity (Fig. 10b), unlike the noisy aperiodic fluctuations observed in the experiments. Notably, the fixed point in Hopf bifurcation under the influence of noise contains fluctuations with bursts of periodicity with shallow peaks near the fundamental frequency of the system. However, the experimental data appears to be more aperiodic. In experiments, the base state with constant airflow and zero heater power itself generates low amplitude aperiodic pressure fluctuations which will also get measured along with the system dynamics. This inherent fluctuations and the measurement noise involved in the dynamics could be modelled by adding Gaussian white noise ($\mathcal{N}_2$) with intensity $\Gamma_2$ to the time series of $\eta(t)$ obtained by solving the model.

$$\eta(t) = \eta(t) + \mathcal{N}_2(t).$$  \hspace{1cm} (2)

We choose a noise intensity ratio, $\Gamma_2/\Gamma_1 = 0.03$, to replicate the experimental data qualitatively. A very low value of $\Gamma_2/\Gamma_1$ would result in high values of AC and low values of $H$.
FIG. 8. The effect of rate of change of control parameter on EWS for critical transitions

FIG. 9. Warning time ($\tau$) obtained from (a) AC and (b) $H$ are plotted as a function of $r$ in logarithmic scale. (b) The value of $\tau$ decreases with $r$ following an inverse power law relation as $\tau \propto r^n$ with $n = -0.76 \pm 0.10$ and $n = -0.84 \pm 0.08$ for AC and $H$, respectively. The threshold for obtaining warning is 0.4 for AC and 0.1 for $H$.

due to the presence of low amplitude bursty oscillations during the noisy fixed point state. As we gradually increase the intensity of external noise (i.e., increasing $\Gamma_2/\Gamma_1$), the values of $H$ increases and AC decreases. Then, the values during the transition also matches with those obtained from experiments. However, if we add external noise more than necessary, it would suppress all the underlying dynamics and produce AC = 0 and $H = 0.5$ due to the white noise characteristics. The addition of external noise to the output with a particular ratio of intensity makes the signal more aperiodic and match the characteristics of experimental data.

Now, with this model, all the previously discussed EWS are computed for data generated with different rates of change of $\alpha$ is shown in Fig. 11. For all the measures, we observe a similar performance as that observed for the experiments. Again,

AC and $H$ provide a better warning for an impending TAI compared to the other measures. For faster rates of change of parameter, SKEW and $K$ predict the tipping slightly better for the model when compared to the experiments. For slower rates of change of parameter, the transition is more abrupt in terms of the control parameter and all measures except AC and $H$ detect this very close to the tipping point. In contrast, the growth of amplitude of fluctuations is more gradual for faster rates of change of parameter, and the other measures (SKEW and $K$) are also able to predict the tipping before $\eta_{\text{rms}}$ and VAR increases.

Next, we analyze the warning time obtained using AC and $H$ for different rates of change of $\alpha$. The warning time reduces with the rate of change of parameter following an in-
FIG. 11. Variation of $\eta'_{\text{rms}}$, lag-1 autocorrelation (AC), variance (VAR), skewness (SKEW), kurtosis ($K$) and Hurst exponent ($H$) with the parameter $\alpha$ during the transition to limit cycle oscillations in the model. Each column corresponds to the results for a particular rate of change of $\alpha$ ((a)-(f): $r = -0.0005$, (g)-(l): $r = -0.05$, (m)-(r): $r = -5$). The point of the maximum rate of change of $\eta'_{\text{rms}}$ is marked with a red dotted line. For higher values of $r$, kurtosis and skewness detect the tipping before $\eta'_{\text{rms}}$ and VAR. Here, AC and $H$ consistently give early warning well-before the transition to limit cycle oscillations for all the rates.

FIG. 12. Warning time ($\tau$) obtained from (a) AC and (b) $H$ are plotted as a function of $r$ in a double logarithmic plot for both linear (blue colour) and quadratic (green colour) variation of $\alpha$. We observe a power law relation between $\tau$ and AC and $\tau$ and $H$. The threshold chosen for obtaining warning is 0.4 for AC and 0.1 for $H$. 
verse power law relation. We show the scaling for linear and nonlinear variation of the parameter as $\alpha = \alpha_0 + r_1 t$ and $\alpha = \alpha_0 + r_2 t^2$ (Fig. 12). The trends are qualitatively the same, even though the obtained exponents are different from those of experiments. This difference in the exponent could be because of multiple reasons. The transition depends on the rate of change of parameter, the initial value of the parameter and the type and intensity of noise present in the system. Also, the other parameters such as the $\beta$, $\kappa$ and $\gamma$ can be varied to adjust the model to represent the experimental system better. In the current study, we vary $V$ linearly; ideally, $P$ has to vary as $P = V(t)^2/R$, where $R$ is the resistance. However, $R$ can change slightly with temperature as $V$ increases. In real systems, as we vary one parameter in the system, there can be multiple parameters changing simultaneously. Hence, the actual control parameter in practical systems can be a combination of multiple parameters. We do not attempt to obtain the exact parameters and condition, but only aim for a qualitative match between the experiment and the model.

E. Relation between lag-1 autocorrelation and variance close to the tipping point

Critical slowing down leads to an increased autocorrelation and variance of fluctuations in a stochastically perturbed system approaching a bifurcation. Near the critical point, $AC$ tends to one, and $VAR$ tends to infinity. Here, we examine the variation of lag-1 autocorrelation ($AC$) with the variance of fluctuations close to the tipping where the $AC$ grows and saturates to 1. $VAR$ stays nearly zero almost till the onset of TAI and then shoots up to really high values. At the same time, $AC$ increases gradually during the transition. Here, we observe that $AC$ scales with $VAR$ following a hyperexponential relation.

$$d(VAR) = k(VAR)^\alpha. \tag{3}$$

Refer to Fig. 13a for the scaling obtained from experiments and Fig. 13b for data from the model. The most common growth principle is exponential, where $\alpha = 1$ in the above equation. To determine the exponent $\alpha$, we fit $d(VAR)$ with $VAR$ in a double logarithmic plot (Figs. 13c-d). The fitting is performed only for the data points in the middle of the curve in Fig. 13b. The scaling shown in Fig. 13c is a representative case of one experiment with a rate of 3 mV/s. The exponent is found to be $\alpha = 1.94 \pm 0.02$ for the experiments and $\alpha = 1.99 \pm 0.01$ for the model. On integrating Eq. 3, we get $VAR = [a_1(k AC + constant)]^{1/\alpha_1}$, where $a_1 = -a + 1$ and $a \sim 2$ from the Fig. 13. Finally, we have empirically found a relation between $AC$ and $VAR$ for dynamic Hopf bifurcation as follows $VAR \propto \frac{1}{1 - AC}$. If we apply the limits approaching the tipping point: $VAR$ tends to infinity as $AC$ tends to one, we get the constant as $-k$ and the final expression as,

$$VAR \propto \frac{1}{1 - AC}. \tag{4}$$

![FIG. 13. (a-b) Increase in the variance of fluctuations as a function of AC shows a curve increasing faster than exponential (hyperexponential). (c-d) To find the exponent of the hyperexponential function, a linear fit is done on the double logarithmic plot of $d(A)/d(AC)$ vs. VAR.](image)

We observe the same scaling exponent for linear and nonlinear variation of the control parameter in the model. The scaling relation seems to be independent of the functional form of the parameter. This hyperexponential scaling observed in experiments and model irrespective of the rate of change of parameter and the functional form of control parameter suggests that this can be a scaling during the occurrence of dynamic Hopf bifurcation.

IV. CONCLUSION

We study several early warning signals for critical transitions in a thermoacoustic system. Compared to the quasi-static bifurcation, the onset of tipping is delayed when the control parameter is varied continuously at a finite rate. We confirm the observation of increased delay with increase in the rate of change of control parameter. By analyzing the performance of various early warning signals, we observe that the variance, kurtosis and skewness do not provide adequate warning; they change only when $p_{rms}$ rises. The lag-1 autocorrelation and the Hurst exponent are able to predict the transition well-before the tipping point. We confirmed this observation by performing experiments at different rates of change of control parameter. For slower rates, $AC$ and $H$ give more warning time compared to faster rates, even though we are relatively close to the transition in terms of the parameter. On the other hand, for faster rates where we have relatively lesser time to initiate control measures, $AC$ and $H$ capture the tipping at a parameter value which is well ahead of the tipping point. Furthermore, we notice that the warning time reduces with the rate of change of parameter following an inverse power law relation. Then, we perform a similar analysis for a noisy Hopf bifurcation model. The qualitative features of the EWS using the lag-1 autocorrelation and the Hurst ex-
ponent are captured using the model. Finally, we empirically obtained a relation between lag-1 autocorrelation and the variance of fluctuations for dynamic Hopf bifurcation. This hyperexponential scaling is found to be independent of the functional form of variation of the control parameter.
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Appendix A: Methodology of computation of early warning measures

We provide an overview of the different EWS used in the present study.

1. Root mean square

The root mean square \((\text{rms})\) of a time series, \(p(t)\), is defined as the square root of the mean square or the arithmetic mean of the squares of all the elements in the time series. It is also known as the quadratic mean.

\[
\text{rms} = \sqrt{\frac{1}{N} \left( \sum_{i=1}^{N} p_i^2 \right)} \quad (A1)
\]

where \(N\) is the total number of data points. Root mean square value has been widely used in many engineering applications as a first step to check the sudden increase in the amplitude of fluctuations about the mean.

2. EWS based on Critical slowing down

Systems approaching a transition where the current state becomes unstable and transitions to another state shows slow response to small external perturbations. This phenomenon of slow return rate is known as critical slowing down and can be detected by increased autocorrelation and variance of fluctuations.

a. Autocorrelation

Autocorrelation is the correlation of a signal, \(p(t)\), with a delayed copy of itself as a function of delay (\(\tau\)). It is defined as follows:

\[
AC(\tau) = \frac{\sum_{i=1}^{N} p(i) p(i-\tau)}{\sigma^2} \quad (A2)
\]

In the current study, we consider lag-1 autocorrelation (AC) which computes the correlation between values that are one time step apart. Critical slowing down leads to an increase in the short term memory of a system and can be captured by correlation at low lags.

b. Variance

Variance (VAR) is the expectation of the squared differences from its mean. VAR measures how the data is spread out from their average value and it is the second moment of the distribution.

\[
\text{VAR} = \frac{1}{N} \sum_{i=1}^{N} (p_i - \bar{p})^2 \quad (A3)
\]

where \(\bar{p}\) is the mean and \(N\) is the number of data points.

3. Skewness and kurtosis

Skewness (SKEW) is a measure of symmetry or the lack of symmetry of the probability distribution of data about its mean. A distribution is symmetric if it looks the same to the left and right of the mean value. The skewness for a normal distribution is zero and skewness will be near zero for any symmetric data. The skewness of a random variable \(X\) is its third moment.

\[
\text{SKEW} = \frac{\sum_{i=1}^{N} (p_i - \overline{p})^3 / \sigma^3}{N} \quad (A4)
\]

where \(\overline{p}\) is the mean, \(\sigma\) is the standard deviation, and \(N\) is the number of data points. Negative SKEW indicates that the distribution is skewed left and positive SKEW indicates that the distribution is skewed right. Skewed left means that the left tail is longer than the right tail and vice versa. Close to a tipping point, probability distributions may become asymmetric with a non-zero skewness. Kurtosis (\(K\)) gives information about whether the probability distribution of the data has heavy tails, or is more centred compared to a normal distribution. The kurtosis of a normal distribution is 3, and higher kurtosis indicates more outliers or heavy tail in the data. If Kurtosis is less than 3, it means that the distribution has lesser outliers compared to the normal distribution. The kurtosis is the fourth standardized moment and is defined as follows:

\[
K = \frac{\sum_{i=1}^{N} (p_i - \overline{p})^4 / \sigma^4}{N} \quad (A5)
\]

where \(\overline{p}\) is the mean, \(\sigma\) is the standard deviation and \(N\) is the number of data points.
4. Hurst exponent

The Hurst exponent ($H$) is related to the fractal dimension ($D$) as $D = 2 - H$, in the case of a time series. Generally, $H$ has values between 0 and 1 for a time series of fractal dimension between 1 and 2. We calculate $H$ following the algorithm of Multifractal detrended fluctuation analysis (MFDA).

**Multifractal detrended fluctuation analysis (MFDA)**

First, we take a time series $x(t)$ of length $N$. The mean subtracted cumulative deviate series $Y(k)$ can be defined as,

$$Y(k) = \sum_{i=1}^{k} [x_i - \bar{x}], \quad k = 1, 2, ..., N,$$  \hspace{1cm} (A6)

where $\bar{x}$ is the mean of the time series. We divide the deviate series $Y(k)$ into $N_w = \lfloor N/w \rfloor$ non-overlapping segments of equal length $w$, where $\lfloor N/w \rfloor$ represents the greatest integer function. Then, we find a polynomial fit ($\bar{Y}_i$) for each of these segments $Y_i$ and we subtract the polynomial fit from the deviate series ($Y_i$) to obtain the fluctuations. In the present study, we use a polynomial fit of order 1. Then, the variance of fluctuations is determined as,

$$F^2_w(w, i) = \frac{1}{w} \left[ \sum_{i=1}^{w} (Y_i(t) - \bar{Y}_i)^2 \right],$$  \hspace{1cm} (A7)

for each segment $i = 1, 2, ..., N_w$. The structure function of order 2 and span $w$, $F^2_w$, is defined as follows:

$$F^2_w = \left[ \frac{1}{N_w} \sum_{i=1}^{N_w} F^2_w (w, i) \right]^{1/2}.$$  \hspace{1cm} (A8)

We repeat the same steps for different time scales or span $w$ and plot the variation of $F^2_w$ with the span $w$ in a logarithmic scale. The slope of the linear regime for a range of span sizes $w$ is known as the Hurst exponent ($H$).

Appendix B: Robustness of EWS with the threshold

We observe that the inverse power law scaling between the warning time and rate of change of parameter is consistent with almost the same exponents for different values of thresholds of EWS as shown in Fig. 14.

![FIG. 14. The inverse power law scaling between the warning time and rate of change of parameter is plotted for different values of thresholds for (a) AC and (b) $H$.](image)

![FIG. 15. Acoustic pressure fluctuations ($p'$) acquired for a constant value of control parameter (voltage = 1.6 V and heater power = 253.7 W), lower than the Hopf point. The time series contains only low amplitude aperiodic fluctuations, and there is no transition to limit cycle oscillations. The $rms$ of pressure fluctuations is plotted along with the signal in the top plot. The corresponding variation of all the EWS is shown as subplots. We calculate the EWS for a moving window of 1 s with an overlap of 0.98 s. $p'_{rms}$, AC, VAR, SKEW, $K$ and $H$ stay nearly constant for the total duration of the experiment, and we do not observe any significant change in the values of EWS.](image)
Appendix C: Analysis to check false warnings

To check for false warnings, we calculate EWS for data for cases where transition to thermoacoustic instability does not occur. Here, we have the time series data acquired for constant values of voltage (quasi-static experiments). Figure 15 shows one such data and the corresponding variation of all the EWS. This is a representative case of data for voltage = 1.6 V and heater power = 253.7 W, and we have confirmed these observations by analysing many data sets which are taken for quasi-static experiments. We wait at a particular value of control parameter far below the Hopf point, and there is no transition to limit cycle oscillations as expected. All the EWS calculated for a moving window show constant values indicative of a low amplitude aperiodic state, for the entire length of the data. Hence, we do not observe any false warnings for these EWS.
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