INTEGRAL REPRESENTATIONS OF THE WEIGHTED GEOMETRIC MEAN AND THE LOGARITHMIC MEAN
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Abstract. In the paper, the authors show that the weighted geometric mean and the logarithmic mean are Bernstein functions and establish integral representations of these means by Cauchy’s integral theorem in the theory of complex functions.

1. Introduction

1.1. Some definitions. We recall some notions and definitions.

Definition 1.1 ([12, 24]). A function $f$ is said to be completely monotonic on an interval $I$ if $f$ has derivatives of all orders on $I$ and

$$(-1)^n f^{(n)}(t) \geq 0 \quad (1.1)$$

for $x \in I$ and $n \geq 0$.

Definition 1.2 ([1]). If $f^{(k)}(t)$ for some nonnegative integer $k$ is completely monotonic on an interval $I$, but $f^{(k-1)}(t)$ is not completely monotonic on $I$, then $f(t)$ is called a completely monotonic function of $k$-th order on an interval $I$.

Definition 1.3 ([15, 17]). A function $f$ is said to be logarithmically completely monotonic on an interval $I$ if its logarithm $\ln f$ satisfies

$$(-1)^k [\ln f(t)]^{(k)} \geq 0 \quad (1.2)$$

for $k \in \mathbb{N}$ on $I$.

Definition 1.4 ([22, 24]). A function $f : I \subseteq (-\infty, \infty) \to [0, \infty)$ is called a Bernstein function on $I$ if $f(t)$ has derivatives of all orders and $f'(t)$ is completely monotonic on $I$.

Definition 1.5 ([22, p. 19, Definition 2.1]). A Stieltjes function is a function $f : (0, \infty) \to [0, \infty)$ which can be written in the form

$$f(x) = \frac{a}{x} + b + \int_0^\infty \frac{1}{s + x} d\mu(s), \quad (1.3)$$

where $a, b \geq 0$ are nonnegative constants and $\mu$ is a nonnegative measure on $(0, \infty)$ such that

$$\int_0^\infty \frac{1}{1 + s} d\mu(s) < \infty.$$
In the newly-published paper [7], a new notion “completely monotonic degree” of functions on \((0, \infty)\) was naturally introduced and initially studied. It has been proved in [2, 8, 15, 17] that a logarithmically completely monotonic function on an interval \(I\) must be completely monotonic on \(I\). The set of logarithmically completely monotonic functions on \((0, \infty)\) contains all Stieltjes functions, see [2] or [19, Remark 4.8].

It is obvious that any nonnegative completely monotonic function of first order is a Bernstein function.

Bernstein functions can be characterized by [22, p. 15, Theorem 3.2] which states that a function \(f : (0, \infty) \to \mathbb{R}\) is a Bernstein function if and only if it admits the representation

\[
f(x) = a + bx + \int_0^\infty (1 - e^{-xt}) \, d\mu(t),
\]

where \(a, b \geq 0\) and \(\mu\) is a measure on \((0, \infty)\) satisfying

\[
\int_0^\infty \min\{1, t\} \, d\mu(t) < \infty.
\]

The relation between Bernstein functions and logarithmically completely monotonic functions was discovered in [5, pp. 161–162, Theorem 3] and [22, p. 45, Proposition 5.17], which reads that the reciprocal of any Bernstein function is logarithmically completely monotonic.

1.2. Some means. We also recall that the extended mean value \(E(r, s; x, y)\) may be defined as

\[
E(r, s; x, y) = \left[ \frac{r(y^r - x^r)}{s(y^r - x^r)} \right]^{1/(s-r)} , \quad rs(r-s)(x-y) \neq 0; \quad (1.5)
\]

\[
E(r, 0; x, y) = \left[ \frac{y^r - x^r}{r(\ln y - \ln x)} \right]^{1/r} , \quad r(x-y) \neq 0; \quad (1.6)
\]

\[
E(r, r; x, y) = \frac{1}{e^{1/r}} \left( \frac{x^r y^r}{y^r} \right)^{1/(x^r-y^r)} , \quad r(x-y) \neq 0; \quad (1.7)
\]

\[
E(0, 0; x, y) = \sqrt{xy} , \quad \quad x \neq y; \quad (1.8)
\]

\[
E(r, s; x, x) = x , \quad \quad x = y;
\]

where \(x\) and \(y\) are positive numbers and \(r, s \in \mathbb{R}\). Because this mean was first defined in [23], so it is also called Stolarsky’s mean. Many special means with two positive variables are special cases of \(E\), for example,

\[
E(r, 2r; x, y) = M_r(x, y) , \quad \text{(power mean)}
\]

\[
E(1, p; x, y) = L_p(x, y) , \quad \text{(generalized logarithmic mean)}
\]

\[
E(1, 1; x, y) = I(x, y) , \quad \text{(exponential mean)}
\]

\[
E(1, 2; x, y) = A(x, y) , \quad \text{(arithmetic mean)}
\]

\[
E(0, 0; x, y) = G(x, y) , \quad \text{(geometric mean)}
\]

\[
E(-2, -1; x, y) = H(x, y) , \quad \text{(harmonic mean)}
\]

\[
E(0, 1; x, y) = L(x, y) , \quad \text{(logarithmic mean)}
\]

For more information on \(E\), please refer to the monograph [4], the papers [9, 10, 11], and a lot of closely-related references therein.

1.3. The arithmetic mean is a Bernstein function. It is easy to see that the arithmetic mean

\[
A_{x,y}(t) = A(x + t, y + t) = A(x, y) + t
\]

is a trivial Bernstein function of \(t \in (-\min\{x, y\}, \infty)\) for \(x, y > 0\).
1.4. The harmonic mean is a Bernstein function. In [21], the harmonic mean

\[ H_{x,y}(t) = H(x+t, y+t) = \frac{2}{x+t + y+t} \]  

for \( t \in (-\min\{x,y\}, \infty) \) and \( x, y > 0 \) with \( x \neq y \) was proved to be a Bernstein function and

\[ H_{x,y}(s) = H(x,y) + s + \frac{(x-y)^2}{4} \int_0^\infty (1-e^{-su})e^{-(x+y)s/2} \, du, \]  

\[ H(x,y) = A(x,y) - \frac{(x-y)^2}{2} \int_0^\infty e^{-(x+y)s} \, du, \]  

\[ H(s,y+s) = s + \frac{y^2}{4} \int_0^\infty (1-e^{-su})e^{-ys/2} \, du. \]

1.5. The exponential mean is a Bernstein function. In [18, p. 116, Remark 6], it was pointed out that the reciprocal of the exponential mean

\[ I_{x,y}(t) = I(x+t, y+t) = \frac{1}{e} \left[ \frac{(x+t)^{x+t}}{(y+t)^{y+t}} \right]^{1/(x-y)} \]  

for \( x, y > 0 \) with \( x \neq y \) is a logarithmically completely monotonic function of \( t \in (-\min\{x,y\}, \infty) \) and that, by using

\[ I(x,y) = \exp \left( \frac{1}{y-x} \int_x^y \ln u \, du \right), \]

the exponential mean \( I_{x,y}(t) \) for \( t > -\min\{x,y\} \) with \( x \neq y \) is also a completely monotonic function of first order (that is, a Bernstein function).

1.6. The logarithmic mean is a Bernstein function. In [13, p. 616], it was concluded that the logarithmic mean

\[ L_{x,y}(t) = L(x+t, y+t) \]  

is increasing and concave in \( t > -\min\{x,y\} \) for \( x, y > 0 \) with \( x \neq y \). More strongly, it was proved in [16, Theorem 1] that the logarithmic mean \( L_{x,y}(t) \) for \( x, y > 0 \) with \( x \neq y \) is a completely monotonic function of first order in \( t \in (-\min\{x,y\}, \infty) \), that is, the logarithmic mean \( L_{x,y}(t) \) is a Bernstein function of \( t \in (-\min\{x,y\}, \infty) \). The proof of [16, Theorem 1] is based on making use of the integral representation

\[ L(x,y) = \int_0^1 x^u y^{1-u} \, du \]  

and proving that the weighted geometric mean

\[ G_{x,y;\lambda}(t) = (x+t)^\lambda(y+t)^{1-\lambda} \]  

for \( \lambda \in (0,1) \) and \( x, y \in \mathbb{R} \) with \( x \neq y \) is a Bernstein function of \( t > -\min\{x,y\} \).

1.7. The geometric mean is a Bernstein function. After the weighted geometric mean \( G_{x,y;\lambda}(t) \) was proved in [16] to be a Bernstein function, the statement that the geometric mean \( G_{x,y;1/2}(t) \) is a Bernstein function was recently recovered in [21] by several approaches. More importantly, the integral representation

\[ G_{x,y;1/2}(z) = G(x,y) + z + \frac{(x-y)^2}{2\pi} \int_0^\infty \frac{\rho((x-y)s)}{s} e^{-ys} (1-e^{-sz}) \, ds \]  

for \( \rho(s) \) a suitable function, is the key ingredient in the proof of the Bernstein property of the geometric mean in [21].
for \( x > y > 0 \) and \( z \in \mathbb{C} \setminus (-\infty, -y] \) was established in [21], where

\[
\rho(s) = \int_{0}^{1/2} q(u)[1 - e^{-(1 - 2u)s}]e^{-us} \, du \\
= \int_{0}^{1/2} q\left(\frac{1}{2} - u\right)(e^{us} - e^{-us})e^{-s/2} \, du \\
\geq 0
\]

(1.19)
on \((0, \infty)\) and

\[
q(u) = \sqrt{\frac{1}{u} - 1} - \frac{1}{\sqrt{1/u - 1}}
\]

(1.20)
on \((0, 1)\).

Let \( 0 < a_k \leq a_{k+1} \) for \( 1 \leq k \leq n - 1 \) and \( a + z = (a_1 + z, a_2 + z, \ldots, a_n + z) \) for \( z \in \mathbb{C} \setminus (-\infty, -a_1] \). Then the geometric mean

\[
G_n(a + z) = \sqrt[n]{\prod_{\ell=1}^{n}(a_{\ell} + z)}
\]

has the integral representation

\[
G_n(a + z) = A_n(a) + z - \frac{1}{\pi} \sum_{\ell=1}^{n-1} \sin \frac{\ell\pi}{n} \int_{a}^{a_{\ell+1}} \left| \prod_{k=1}^{n}(a_k - t) \right|^{1/n} \frac{dt}{t + z}.
\]

(1.21)

This conclusion was gained in [20]. From this, it is easy to see that the geometric mean \( G_n(a + t) \) is a Bernstein function of \( t \in (-a_1, \infty) \). More interestingly, the well-known inequality between \( A_n(a) \) and \( G_n(a) \) can be derived from (1.21).

1.8. **Main results of this paper.** In this paper, we will find an integral representation of the weighted geometric mean \( G_{x,y;\lambda}(t) \) defined by (1.17), and then substitute it into (1.16) to obtain a new integral representation of the logarithmic mean.

2. **Lemmas**

For proving our main results, we need the following lemmas.

**Lemma 2.1.** For \( t > 0 \) and \( \alpha \in (-1, 1) \), let

\[
h_{\alpha}(t) = \left(1 + \frac{1}{t}\right)^{\alpha}.
\]

(2.1)

Then the derivatives of \( h_{\alpha}(t) \) can be computed by

\[
h^{(m)}_{\alpha}(t) = \frac{(-1)^m}{t^m(1+t)^m} \left(1 + \frac{1}{t}\right)^{\alpha} \sum_{k=0}^{m-1} a_{\alpha,m,k} t^k,
\]

(2.2)

where \( m \in \mathbb{N} \) and

\[
a_{\alpha,m,k} = k! \binom{m}{k} \binom{m-1}{k} \prod_{\ell=0}^{m-k-1} (\alpha + \ell).
\]

(2.3)

Consequently,

(1) if \( \alpha \in (0, 1) \), the function \( h_{\alpha}(t) \) is completely monotonic on \((0, \infty)\);

(2) if \( \alpha \in (-1, 0) \), the function \( h_{\alpha}(t) \) is a Bernstein function on \((0, \infty)\);
(3) the derivatives of the function
\[ H_\alpha(t) = \frac{h_\alpha(t)}{\alpha} - \frac{h_{\alpha-1}(t)}{\alpha - 1} \] (2.4)
may be calculated by
\[ H_\alpha^{(m)}(t) = \frac{(-1)^m}{t^{m+1}(1 + t)^{m+1}} \left( 1 + \frac{1}{t} \right)^{\alpha - 1} \sum_{k=0}^{m-1} b_{\alpha,m,k} t^k. \] (2.5)
where \( m \in \mathbb{N} \) and
\[ b_{\alpha,m,k} = k! \binom{m + 1}{k} \binom{m - 1}{k} \prod_{\ell=1}^{m-k-1} \frac{1}{(\alpha + \ell)}. \] (2.6)

(4) the function \( H_\alpha(t) \) is completely monotonic for all \( \alpha \in (0, 1) \) on \( (0, \infty) \).

Proof. It is easy to see that
\[ h_\alpha'(t) = -\alpha \left( \frac{1}{1 + \frac{1}{t}} \right)^{\alpha - 1} \frac{1}{t^2} = -\alpha \left( \frac{1}{1 + \frac{1}{t}} \right)^{\alpha} \frac{1}{t(1 + t)}. \]
This means that the formulas (2.2) and (2.3) are valid for \( m = 1 \).
Assume that the formulas (2.2) and (2.3) are valid for some \( m > 1 \). By this inductive hypothesis, a simple calculation gives
\[
H_\alpha^{(m+1)}(t) = [h_\alpha^{(m)}(t)]' = \left[ \frac{(-1)^m}{t^m(1 + t)^m} \left( 1 + \frac{1}{t} \right)^{\alpha - 1} \sum_{k=0}^{m-1} a_{\alpha,m,k} t^k \right]' \]
\[ = (-1)^{m+1} \sum_{k=0}^{m-1} \frac{a_{\alpha,m,k}}{[tm + (m - k)(1 + t)^m - \alpha]^2} \]
\[ \times \left[ (m + \alpha - k)t^{m+\alpha-k-1}(1 + t)^m - \alpha + (m - \alpha)t^{m+\alpha-k}(1 + t)^{m-\alpha-1} \right] \]
\[ = \frac{(-1)^{m+1}}{t^{m+1}(1 + t)^{m+1}} \left( 1 + \frac{1}{t} \right)^{\alpha} \sum_{k=0}^{m-1} a_{\alpha,m,k} [m + \alpha - k + (2m - k)\ell] t^k \]
\[ = \frac{(-1)^{m+1}}{t^{m+1}(1 + t)^{m+1}} \left( 1 + \frac{1}{t} \right)^{\alpha} \left\{ (m + \alpha)a_{\alpha,m,0} + (m + 1)a_{\alpha,m,m-1}t^m \right. \]
\[ + \sum_{k=1}^{m-1} [(m + \alpha - k)a_{\alpha,m,k} + (2m - k + 1)a_{\alpha,m,k-1}] t^k \right\} \]
\[ = \frac{(-1)^{m+1}}{t^{m+1}(1 + t)^{m+1}} \left( 1 + \frac{1}{t} \right)^{\alpha} \sum_{k=0}^{m} a_{\alpha,m+1,k} t^k. \]

This shows that the formulas (2.2) and (2.3) are valid for all \( m \geq 1 \).
The left proofs are straightforward, so we omit them. The proof of Lemma 2.1 is completed. \( \square \)

Lemma 2.2. For \( \alpha \in (-1, 1) \) and \( z \in \mathbb{C} \setminus (-\infty, 0] \), the principal branch of the function \( h_\alpha(z) \) has the integral representation
\[ h_\alpha(z) = 1 + \frac{\sin(\alpha \pi)}{\pi} \int_0^1 \left( \frac{1}{u} - 1 \right)^{\alpha} \frac{du}{u + z}. \] (2.7)
Consequently, the function \( h_\alpha(t) \) is a Stieltjes function for \( \alpha \in (0, 1) \) and a Bernstein function for \( \alpha \in (-1, 0) \) on \( (0, \infty) \).
Proof. By standard arguments, we can obtain immediately that
\[
\lim_{z \to 0} [zh_\alpha(z)] = \lim_{z \to 0} \left[ z \left( 1 + \frac{1}{z} \right)^\alpha \right] = \lim_{z \to 0} [z^{1-\alpha}(1+z)^\alpha] = 0, \quad (2.8)
\]
\[
\lim_{z \to \infty} h_\alpha(z) = \lim_{z \to \infty} \left( 1 + \frac{1}{z} \right)^\alpha = \exp(\alpha), \quad (2.9)
\]
and
\[
h_\alpha(\overline{z}) = \overline{h_\alpha(z)}. \quad (2.10)
\]
For \( t \in (0, \infty) \) and \( \varepsilon > 0 \), we have
\[
h_\alpha(-t + i\varepsilon) = \left( 1 + \frac{1}{-t + i\varepsilon} \right)^\alpha
\]
\[
= \left( \frac{1 - t + i\varepsilon}{-t + i\varepsilon} \right)^\alpha
\]
\[
= \left( \frac{(1 - t + i\varepsilon)(-t - i\varepsilon)}{t^2 + \varepsilon^2} \right)^\alpha
\]
\[
= \left( \frac{t^2 - t + \varepsilon^2 - i\varepsilon}{t^2 + \varepsilon^2} \right)^\alpha
\]
\[
= \exp \left[ \alpha \left( \ln \left| \frac{t^2 - t + \varepsilon^2 - i\varepsilon}{t^2 + \varepsilon^2} \right| + i \arg \left( \frac{t^2 - t + \varepsilon^2 - i\varepsilon}{t^2 + \varepsilon^2} \right) \right) \right].
\]
\[
\Rightarrow \begin{cases} 
\exp \left( \alpha \ln \left( \frac{t - 1}{t} \right) \right), & t > 1 \\
\exp \left[ \alpha \left( \ln \left( \frac{1 - t}{t} - \pi i \right) \right) \right], & 0 < t < 1 \\
0, & t = 1
\end{cases}
\]
\[
= \begin{cases} 
\left( \frac{t - 1}{t} \right)^\alpha, & t > 1 \\
\left( \frac{1 - t}{t} \right)^\alpha \left[ \cos(\alpha \pi) - \sin(\alpha \pi) \right], & 0 < t < 1 \\
0, & t = 1
\end{cases}
\]
as \( \varepsilon \to 0^+ \). As a result,
\[
\lim_{\varepsilon \to 0^+} \Im f(-t + i\varepsilon) = \begin{cases} 
0, & t \geq 1; \\
- \left( \frac{1}{t} - 1 \right)^\alpha \sin(\alpha \pi), & 0 < t < 1.
\end{cases} \quad (2.11)
\]
Let \( D \) be a bounded domain with piecewise smooth boundary \( \partial D \). The famous Cauchy integral formula (see [6, p. 113]) reads that if \( f(z) \) is holomorphic on \( D \) and
if \( f(z) \) extends smoothly to the boundary \( \partial D \) of \( D \), then

\[
f(z) = \frac{1}{2\pi i} \oint_{\partial D} \frac{f(w)}{w-z} \, dw, \quad z \in D.
\]  

(2.12)

For any but fixed point \( z \in \mathbb{C} \setminus (-\infty, 0] \), choose \( 0 < \varepsilon < 1 \) and \( r > 0 \) such that

\[
0 < \varepsilon < |z| < r,
\]

and consider the positively oriented contour \( C(\varepsilon, r) \) consisting of the half circle \( z = \varepsilon e^{i\theta} \) for \( \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \) and the half lines \( z = x \pm i\varepsilon \) for \( x \leq 0 \) until they cut the circle \( |z| = r \), which close the contour at the points \( -r(\varepsilon) \pm i\varepsilon \), where \( 0 < r(\varepsilon) \to r \) as \( \varepsilon \to 0 \). See Figure 1.

By the above mentioned Cauchy integral formula, we have

\[
h_\alpha(z) = \frac{1}{2\pi i} \oint_{C(\varepsilon, r)} \frac{h_\alpha(w)}{w-z} \, dw
\]

\[
= \frac{1}{2\pi i} \left[ \int_{-\pi/2}^{\pi/2} \frac{i\varepsilon e^{i\theta} h(\varepsilon e^{i\theta})}{\varepsilon e^{i\theta} - z} \, d\theta + \int_{-r(\varepsilon)}^{0} \frac{h_\alpha(x+i\varepsilon)}{x+i\varepsilon - z} \, dx + \int_{0}^{r(\varepsilon)} h_\alpha(x-i\varepsilon) \, dx + \int_{\arg[-r(\varepsilon)-i\varepsilon]}^{\arg[-r(\varepsilon)+i\varepsilon]} \frac{i\varepsilon e^{i\theta} h(re^{i\theta})}{re^{i\theta} - z} \, d\theta \right].
\]  

(2.13)

By the limit (2.8), it follows that

\[
\lim_{\varepsilon \to 0^+} \int_{-\pi/2}^{\pi/2} \frac{i\varepsilon e^{i\theta} h_\alpha(\varepsilon e^{i\theta})}{\varepsilon e^{i\theta} - z} \, d\theta = 0.
\]  

(2.14)

In virtue of the limit (2.9), we can derive that

\[
\lim_{\varepsilon \to 0^+} \int_{\arg[-r(\varepsilon)-i\varepsilon]}^{\arg[-r(\varepsilon)+i\varepsilon]} \frac{i\varepsilon e^{i\theta} h_\alpha(re^{i\theta})}{re^{i\theta} - z} \, d\theta = \lim_{r \to \infty} \int_{-\pi}^{\pi} \frac{i\varepsilon e^{i\theta} h_\alpha(re^{i\theta})}{re^{i\theta} - z} \, d\theta = 2\pi i.
\]  

(2.15)
Making use of the limits (2.10) and (2.11) leads to
\[
\int_{-r(\varepsilon)}^{0} \frac{h_{\alpha}(x + i\varepsilon)}{x + i\varepsilon - z} \, dx + \int_{0}^{-r(\varepsilon)} \frac{h_{\alpha}(x - i\varepsilon)}{x - i\varepsilon - z} \, dx = \int_{-r(\varepsilon)}^{0} \frac{[h_{\alpha}(x + i\varepsilon) - h_{\alpha}(x - i\varepsilon)]}{(x + i\varepsilon - z)(x - i\varepsilon - z)} \, dx = \int_{-r(\varepsilon)}^{0} \frac{(x - i\varepsilon)(h_{\alpha}(x + i\varepsilon) - (x + i\varepsilon)h_{\alpha}(x - i\varepsilon))}{(x + i\varepsilon - z)(x - i\varepsilon - z)} \, dx = \int_{-r(\varepsilon)}^{0} \frac{(x - i\varepsilon)[h_{\alpha}(x + i\varepsilon) - h_{\alpha}(x - i\varepsilon)] - i\varepsilon[h_{\alpha}(x - i\varepsilon) + h_{\alpha}(x + i\varepsilon)]}{(x + i\varepsilon - z)(x - i\varepsilon - z)} \, dx
\]
\[
= 2i \int_{-r(\varepsilon)}^{0} \frac{(x - i\varepsilon)[h_{\alpha}(x + i\varepsilon) - h_{\alpha}(x - i\varepsilon)] - i\varepsilon[h_{\alpha}(x - i\varepsilon) + h_{\alpha}(x + i\varepsilon)]}{x - z} \, dx 
\rightarrow 2i \int_{-r}^{0} \frac{h_{\alpha}(x + i\varepsilon)}{x - z} \, dx 
= -2i \int_{0}^{r} \frac{h_{\alpha}(-t + i\varepsilon)}{t + z} \, dt 
\rightarrow -2i \int_{0}^{\infty} \frac{h_{\alpha}(-t + i\varepsilon)}{t + z} \, dt = 2i \sin(\alpha\pi) \int_{0}^{1} \left(\frac{1}{t} - 1\right)^{\alpha} \frac{dt}{t + z} \tag{2.16}
\]
as $\varepsilon \to 0^+$ and $r \to \infty$. Substituting equations (2.14), (2.15), and (2.16) into (2.13) and simplifying produce the integral representation (2.7). The proof of Lemma 2.2 is completed.

3. AN INTEGRAL REPRESENTATION OF THE WEIGHTED GEOMETRIC MEAN

Utilizing lemmas in the above section, we now prove that the weighted geometric mean $G_{x,y;\lambda}(t)$ is a Bernstein function of $t > -\min\{x, y\}$ and present an integral representation of the geometric mean $G_{x,y;\lambda}(z)$ for $z \in \mathbb{C} \setminus (-\infty, -\min\{x, y\}]$.

**Theorem 3.1.** For $\lambda \in (0, 1)$ and $x, y \in \mathbb{R}$ with $x \neq y$, the weighted geometric mean $G_{x,y;\lambda}(t)$ defined by (1.17) is a Bernstein function of $t > -\min\{x, y\}$.

**Proof.** When $x > y > 0$, a direct differentiation yields
\[
G'_{x,y;\lambda}(t) = \lambda(1 - \lambda) \left[ \frac{1}{\lambda} \left( \frac{x + t}{y + t} \right)^{\lambda} + \frac{1}{1 - \lambda} \left( \frac{y + t}{x + t} \right)^{1 - \lambda} \right] = \lambda(1 - \lambda) \left[ \frac{1}{\lambda} \left( 1 + \frac{x - y}{y + t} \right)^{\lambda} - \frac{1}{\lambda - 1} \left( 1 + \frac{x - y}{y + t} \right)^{\lambda - 1} \right] = \lambda(1 - \lambda) \left[ \frac{1}{\lambda} h_{\lambda} \left( \frac{y + t}{x - y} \right) - \frac{1}{\lambda - 1} h_{\lambda - 1} \left( \frac{y + t}{x - y} \right) \right] = \lambda(1 - \lambda) H_{\lambda} \left( \frac{y + t}{x - y} \right). \tag{3.1}
\]

By the complete monotonicity of the function $H_{\alpha}$ obtained in Lemma 2.1, it is immediate to see that the derivative $G'_{x,y;\lambda}(t)$ is completely monotonic, and so the geometric mean $G_{x,y;\lambda}(t)$ is a Bernstein function for $x > y > 0$ and $\lambda \in (0, 1)$. Considering the symmetry property
\[
G_{x,y;\lambda}(t) = G_{y,x;1-\lambda}(t) \tag{3.2}
\]
Integrating on both sides of this equation with respect to $z$ reveals that, no matter $y > x > 0$ or $x > y > 0$, the geometric mean $G_{x,y;\lambda}(t)$ is a Bernstein function of $t > -\min\{x,y\}$. □

**Theorem 3.2.** For $\lambda \in (0, 1)$ and $x > y > 0$, the principal branch of the weighted geometric mean $G_{x,y;\lambda}(z)$ defined by (1.17) has the integral representation

$$G_{x,y;\lambda}(z) = x^y y^{1-\lambda} + z + \frac{\sin(\lambda\pi)}{\pi} (x-y) \int_0^\infty \frac{F(\lambda, (x-y)s)}{s} e^{-sy} (1 - e^{-sz}) \, ds,$$

(3.3)

where $z \in \mathbb{C} \setminus (-\infty, -y]$ and $F(\lambda, s) = \int_0^1 \left( \frac{1}{u} - 1 \right)^\lambda \left( 1 - \frac{\lambda}{1-u} \right) e^{-us} \, du > 0$.

Consequently, the geometric mean $G_{x,y;\lambda}(t)$ for $\lambda \in (0, 1)$ and $x, y > 0$ is a Bernstein function of $t > -\min\{x,y\}$.

**Proof.** By the integral representation (2.7) in Lemma 2.2, we have

$$H_\lambda\left( y + \frac{z}{x-y} \right) = \frac{1}{\lambda(1-\lambda)} + \int_0^1 Q_\lambda(u) \frac{du}{u + \frac{u+z}{x-y}},$$

where $H_\lambda$ is defined by (3.1) and

$$Q_\lambda(u) = \frac{\sin(\lambda\pi)}{\lambda\pi} \left( \frac{1}{u} - 1 \right)^\lambda - \frac{\sin[(\lambda-1)\pi]}{(\lambda-1)\pi} \left( \frac{1}{u} - 1 \right)^{\lambda-1}$$

$$= \frac{\sin(\lambda\pi)}{\lambda(1-\lambda)\pi} \left[ \frac{1}{1-\left( \frac{1}{u} - 1 \right)^{\lambda-1} } \right]$$

$$= \frac{\sin(\lambda\pi)}{\lambda(1-\lambda)\pi} \left( \frac{1}{1-u} \right)^\lambda \left( 1 - \frac{\lambda}{1-u} \right).$$

Accordingly,

$$G_{x,y;\lambda}(z) = 1 + \lambda(1-\lambda) \int_0^1 Q_\lambda(u) \frac{du}{u + \frac{u+z}{x-y}}$$

$$= 1 + \frac{\sin(\lambda\pi)}{\pi} \int_0^\infty F(\lambda, s) \exp\left( -\frac{y+z}{x-y} s \right) \, ds.$$

Integrating on both sides of this equation with respect to $z$ from 0 to $w$ gives

$$G_{x,y;\lambda}(w) = G_{x,y;\lambda}(0) + w$$

$$+ \frac{\sin(\lambda\pi)}{\pi} \int_0^\infty F(\lambda, s) \left[ \int_0^w \exp\left( -\frac{y+z}{x-y} s \right) \, dz \right] \, ds$$

$$= x^y y^{1-\lambda} + w + \frac{\sin(\lambda\pi)}{\pi} (x-y)$$

$$\times \int_0^\infty F(\lambda, s) \frac{1}{s} \exp\left( -\frac{sy}{x-y} \right) \left[ 1 - \exp\left( -\frac{sw}{x-y} \right) \right] \, ds.$$

Changing the variable $s$ by $(x-y)s$ and replacing $w$ by $z$ in the above integral lead to the integral representation (3.3).

It is obvious that

$$F(\lambda, s) = \left( \int_0^{1-\lambda} + \int_{1-\lambda}^1 \right) \left( \frac{1}{u} - 1 \right)^\lambda \left( 1 - \frac{\lambda}{1-u} \right) e^{-us} \, du$$

$$> e^{-\lambda z} \left( \int_0^{1-\lambda} + \int_{1-\lambda}^1 \right) \left( \frac{1}{u} - 1 \right)^\lambda \left( 1 - \frac{\lambda}{1-u} \right) \, du.$$
The proof of Theorem 3.2 is completed. □

**Corollary 3.1.** For \( \lambda \in (0, 1) \) and \( x > y > 0 \), the difference between the weighted arithmetic and geometric means has the following integral representation

\[
\left[ \lambda x + (1 - \lambda)y \right] - x^\lambda y^{1-\lambda} = \frac{\sin(\lambda \pi)}{\pi} (x - y) \int_0^\infty \frac{F(\lambda, (x - y)s)}{s} e^{-sy} \, ds, \tag{3.5}
\]

where \( F(\lambda, s) \) is defined by (3.4). Consequently, the weighted arithmetic mean of two positive numbers is not less than the weighted geometric mean of two positive numbers.

**Proof.** This follows from taking \( z \to \infty \) on both sides of (3.3) and making use of the fact that

\[
\lim_{z \to \infty} \left[ G_{x,y}(z) - z \right] = \lim_{z \to \infty} \left\{ z \left[ \left( 1 + \frac{x}{z} \right)^\lambda \left( 1 + \frac{y}{z} \right)^{1-\lambda} - 1 \right] \right\} = \lim_{z \to 0} (1 + xz)^\lambda (1 + yz)^{1-\lambda} - 1.
\]

Corollary 3.1 is thus proved. □

### 4. An Integral Representation of the Logarithmic Mean

Employing the integral representation (3.3) in Theorem 3.2, we now derive an integral representation of the logarithmic mean \( L_{x,y}(z) \) for \( z \in \mathbb{C} \setminus (-\infty, -\min\{x, y\}] \).

**Theorem 4.1.** For \( x > y > 0 \), the logarithmic mean \( L_{x,y}(z) \) defined by (1.15) has the integral representation

\[
L_{x,y}(z) = L(x, y) + z + \frac{x - y}{\pi} \int_0^\infty \frac{P_{x,y}(s)}{s} e^{-sy} \, ds - e^{-sz} \, ds, \tag{4.1}
\]

for \( z \in \mathbb{C} \setminus (-\infty, -y] \), where

\[
P_{x,y}(s) = \int_0^1 \sin(\lambda \pi) F(\lambda, (x - y)s) \, d\lambda \tag{4.2}
\]

and the function \( F \) is defined by (3.4). Consequently, the logarithmic mean \( L_{x,y}(t) \) is a Bernstein function of \( t > -\min\{x, y\} \).

**Proof.** This may be deduced from integrating with respect to \( \lambda \) from 0 to 1 on both sides of (3.3) and considering (1.16). □

**Corollary 4.1.** For \( x > y > 0 \), the difference between the arithmetic and logarithmic means satisfies

\[
A(x, y) - L(x, y) = \frac{x - y}{\pi} \int_0^\infty \frac{P_{x,y}(s)}{s} e^{-sy} \, ds, \tag{4.3}
\]

where the function \( P_{x,y}(s) \) is defined by (4.2).

**Proof.** This may be derived from letting \( z \to \infty \) on both sides of (4.1) and using the fact that \( \lim_{z \to \infty} (L_{x,y}(z) - z) = A(x, y) \). Corollary 4.1 is thus proved. □

**Remark 4.1.** The multi-variable analogy of the integral representation (3.3) has been established in [20] and has been employed in [14] to find an integral representation of Stirling numbers of the first kind. Some results in this paper were included in the thesis [25].
Remark 4.2. After this paper was completed, we found the paper [3] which is motivated by the paper [16] and discovered some conditions on \( r \) and \( s \) such that Stolarsky’s \( E(r, s; x + t, y + t) \) are Bernstein functions of \( t \).
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