WIDE MOMENTS OF $L$-FUNCTIONS II: DIRICHLET $L$-FUNCTIONS

ASBJØRN CHRISTIAN NORDENTOFT

Abstract. We study wide moments of Dirichlet $L$-functions using analytic properties of the Lerch zeta function. Among other things we obtain an asymptotic expansion of wide moments of Dirichlet $L$-functions (with arbitrary twists) extending results of Heath–Brown. We also give applications to non-vanishing.

1. Introduction

Understanding automorphic $L$-functions at the central point is an important and notoriously difficult problem in number theory. In this paper we deal with the case of Dirichlet $L$-function and in particular the asymptotic evaluation of certain moments as the moduli tends to infinity. The first result in this direction was obtained by Paley [18] who proved

$$\sum_{\chi \text{ primitive mod } q} |L(\chi, 1/2)|^2 = \frac{\varphi(q)\varphi^*(q)}{q} \log q(1 + o(1)), \quad q \to \infty,$$

where $\varphi(q)$, $\varphi^*(q)$ denotes, respectively the number of Dirichlet characters and primitive Dirichlet characters modulo $q$. This was improved by Heath-Brown [7] who obtained the full asymptotic expansion. The fourth moment with a power saving error-term was computed by Young [22]. In this paper we obtain a generalization of Heath-Brown’s formula [7, (5)] along with a number of other asymptotic evaluations of what we call wide moments (see Section 4.1) using connections to automorphic periods related to the Lerch zeta function.

Moment calculations are important in their own right with profound connections to random matrix theory [9], but also have applications to the important topic of non-vanishing. In our setting Chowla has conjectured that $L(\chi, 1/2) \neq 0$ for all primitive Dirichlet characters $\chi$. The best result towards this (in the moduli aspect) is due to Milićević–Khan–Ngo [10] who proved that the proportion of non-vanishing of $L(\chi, 1/2)$ for $\chi$ primitive modulo $p$ is at least $5/13 - \varepsilon$ (for all $\varepsilon > 0$) when $p$ is a prime tending to infinity. We obtain a different kind of non-vanishing result; so-called weak simultaneous non-vanishing (see Theorems 1.4 and 1.5).

1.1. $L$-functions and automorphic periods. A vital fact in the study of $L$-functions is that in certain situations the central values of $L$-functions are dual (in a Fourier sense) to automorphic periods. In some favourable situations these automorphic periods are very well-behaved, which can be used to study the $L$-functions themselves. To illustrate this, let $f$ be a weight 2 Hecke (normalized) newform of level $N$ (with rational Hecke eigenvalues), then it follows from the Birch–Stevens formula [15, Theorem 2.3] that we can write for a primitive Dirichlet character $\chi$ mod $q$:

$$\tau(\chi)L(f \times \chi, 1/2) = \sum_{a \mod q} \chi(a)2\pi i \int_{a/q}^{i\infty} f(z)dz,$$

where $L(f \times \chi, s) = \sum_{n \geq 1} \lambda_f(n)\chi(n)n^{-s}$ with $\lambda_f(n)$ the Hecke eigenvalues of $f$ and $\tau(\chi)$ is a Gauß sum. The point being now that the automorphic periods $\int_{a/q}^{i\infty} f(z)dz$, known as modular symbols, are rational multiples of a transcendental number depending only on $\chi(-1) \in \{\pm 1\}$ (more precisely the Néron periods of the corresponding elliptic curve). This implies that non-vanishing is Galois invariant.
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which was utilized by Rohrlich [21] and subsequently Chinta [3] to obtain very strong non-vanishing in this set-up. In particular it is known that for Dirichlet characters \( \chi \) of prime moduli, 100% of the central values \( L(f \times \chi, 1/2) \) are non-vanishing (in big contrast to the situation of Dirichlet \( L \)-functions as we saw above). In a different direction, the periods associated to \( f \) are also very well-behaved from a statistical point of view; they are normally distributed when ordered by denominator as proved by Petridis–Risager [19], see also [16], [2] for results on higher weights and [13], [4] for residual distribution results.

In this paper we consider the case of Dirichlet \( L \)-functions in which case Galois invariance is not present. We do however still have the following “period formula” for \( \chi \) primitive modulo \( q \):

\[
\tau(\overline{\chi})L(\chi, 1/2) = \pi^{-1/2} \sum_{a \mod q} \overline{\chi}(a) \int_0^\infty \frac{t^{-1/2}e^{-t}}{1 - e(a/q)e^{-t}} dt,
\]

where \( e(x) := e^{2\pi i x} \). Again we interpret this as Dirichlet \( L \)-functions being dual to the “periods” \( \int_0^\infty \frac{t^{-1/2}e^{-t}}{1 - e(a/q)e^{-t}} dt \). These periods do however not have any nice rationality properties (Galois invariance is however true for \( \tau(\overline{\chi})L(\chi, s) \) with \( s \) a negative integer, which is crucial in the theory of \( p \)-adic \( L \)-functions [14]). These periods are on the other hand very well behaved as complex numbers, in the sense that the map

\[
(0, 1) \ni \alpha \mapsto \int_0^\infty \frac{t^{-1/2}e^{-t}}{1 - e(\alpha)e^{-t}} dt,
\]

is continuous (and in fact locally analytic). The above function, known as the periodic zeta function, is a special case of the Lerch zeta function. The main technical work in this paper will be to understand the analytic properties of this classical object, which we will then use to study Dirichlet \( L \)-functions. There is an extensive literature on the Lerch zeta function (e.g. [11], [12]), but the specific properties that we will need do not seem to be available.

1.2. Wide moments. The present paper is a companion to [17] in which certain wide moments are calculated for Rankin-Selberg \( L \)-functions. In both cases the starting point is the following basic Fourier theoretical observation: Let \( G \) be a finite abelian group and denote by \( \hat{G} \) the group of characters of \( G \). Given a map \( L : G \to \mathbb{C} \), we denote by \( \hat{L} : \hat{G} \to \mathbb{C} \) the Fourier transform:

\[
\chi \mapsto \frac{1}{|G|} \sum_{g \in G} \overline{\chi}(g)L(g).
\]

Then given maps \( L_1, \ldots, L_m : G \to \mathbb{C} \), we have the following key identity:

\[
\sum_{(\chi_i) \in \text{Wide}(\hat{G}, m; \chi)} \prod_{i=1}^m \hat{L}_i(\chi_i) = \frac{1}{|G|} \sum_{g \in G} \overline{\chi}(g) \prod_{i=1}^m L_i(g),
\]

where

\[
\text{Wide}(\hat{G}, m; \chi) := \{(\chi_1, \ldots, \chi_m) \in (\hat{G})^m : \chi_1 \cdots \chi_m = \chi\}.
\]

If the maps \( L_i \) are well-behaved and in particular if one can calculate the moments on the righthand side of (1.2), then one gets “for free” a calculation of the dual side, which is what we call the \( \chi \)-twisted wide moment of \( \hat{L}_1, \ldots, \hat{L}_m \) (i.e. the lefthand side of (1.2)).

The moments of automorphic periods which appear in the present paper and in [17] both fit into the following framework; one has a sequence of groups which all embed into some fixed topological space \( X \):

\[
G_1, G_2, G_3, \ldots \hookrightarrow X,
\]

in a way such that the maps (that appear in the wide moments) \( L_{i,j} : G_j \to \mathbb{C} \) are restrictions (to \( G_j \hookrightarrow X \)) of fixed continuous functions \( L_i : X \to \mathbb{C} \) and such that \( G_j \) equidistribute as \( j \to \infty \) with respect to some measure \( \mu \) on \( X \) (in [17] the \( L_i \) are the relevant Maass forms evaluated at Heegner points on the modular curve with hyperbolic measure whereas in the present paper we consider Lerch
zeta functions evaluated at rational numbers considered as points on the unit circle with Lebesgue measure).

1.3. Statement of results. To state our result we will use the following short-hand given an integer \( q \geq 2 \) and a Dirichlet character \( \chi \) modulo \( q \):

\[
\text{Wide}(q, m; \chi) := \{ \chi_1, \ldots, \chi_m \text{ Dirichlet characters mod } q : \chi_1 \cdots \chi_m = 1 \},
\]

and

\[
\text{Wide}^*(q, m; \chi) := \{ (\chi_i)_i \in \text{Wide}(q, m; \chi) : \chi_i \text{ primitive} \}.
\]

We obtain a number of wide moment calculations averaging over \( \text{Wide}(q, m; \chi) \) and related families (see Section 1.1). In particular, we obtain the following asymptotic expansion.

**Theorem 1.1.** For \( i = 1, \ldots, m \) with \( m \geq 2 \), let \( \psi_i \) mod \( \ell_i \) be Dirichlet characters. Then we have

\[
\left(1.6\right) \quad \frac{1}{\varphi(q)^{m-1}} \sum_{(\chi_i)_i \in \text{Wide}(q, m; \chi)} \prod_{i=1}^{m} L(\psi_i \chi_i, 1/2) = \sum_{d \mid q} \mu(q/d) T_{a, \psi_i}(d),
\]

where \( T_{a, \psi_i} \) depends only on the residue class \( d \) of \( d \) modulo \( \ell := \text{lcm}(\ell_1, \ldots, \ell_m) \) and on the Dirichlet characters \( \psi_i \). Furthermore, given a mod \( \ell \), we have the following asymptotic expansion for any \( K \geq 1 \):

\[
T_{a, \psi_i}(d) = L(\psi, m/2) + c_{m,a} d^{1-m/2} \log d + \sum_{k=1}^{K-1} c_{k,m,a} d^{-k/2} + O_{m,K,\ell}(d^{-K/2}),
\]

where \( \psi := \psi_1 \cdots \psi_m \) and \( c_{m,a}, (c_{k,m,a})_{k \geq 1} \) are certain numerical constants depending on \( \psi_1, \ldots, \psi_m \) and a mod \( \ell \).

**Remark 1.2.** In particular for \( q \) prime, the above gives an asymptotic formula in terms of \( q \) where the coefficients in the expansion only depend on \( q \) modulo \( \ell \).

**Remark 1.3.** In the case of trivial twists, i.e. \( \psi_i = 1 \), the above wide moment calculation corresponds to the moments of the Hurwitz zeta function, which were treated by Egami–Matsumoto [8, Theorem 3] using multiple zeta sums (note that they only state the result for the third moment). They did however not notice the connection to wide moments of Dirichlet \( L \)-functions. The case \( m = 2 \) was done previously by Heath-Brown [7] using an approximate functional equation.

Using our moment calculations, we obtain a number of weak simultaneous non-vanishing results, meaning simultaneous non-vanishing for different Dirichlet \( L \)-functions with an “algebraic condition” on the Dirichlet characters (their product is fixed). See [17, Sec. 2] for background and a general definition.

**Theorem 1.4.** For \( i = 1, \ldots, m \) with \( m \geq 2 \), let \( \psi_i \) mod \( \ell_i \) be a primitive Dirichlet character and put \( \ell^* = \max(\ell_1, \ldots, \ell_m) \). Then for \( m \geq 2 \) there exists a constant \( C_{m,\varepsilon} > 0 \) such that all \( q \geq C_{m,\varepsilon}(\ell^*)^{m/(2m-4)+\varepsilon} \) and any character \( \chi \) modulo \( q \):

\[
\left(1.7\right) \quad \#\{ (\chi_i)_i \in \text{Wide}^*(q, m; \chi) : L(\psi_1 \chi_1, 1/2) \cdots L(\psi_m \chi_m, 1/2) \neq 0 \} \gg_{\varepsilon} q^{5m/6-1-\varepsilon(\ell^*)^{-1/2}},
\]

as \( q \to \infty \).

We note that for \( m = 3 \), the above theorem gives

\[
\#\{ (\chi_1, \chi_2 \mod q : L(\psi_1 \chi_1, 1/2) L(\psi_2 \chi_2, 1/2) L(\psi_3 \chi_1, 1/2) \neq 0 \} \gg_{\varepsilon} q^{3/2-\varepsilon(\ell^*)^{-1/2}}
\]

for \( q \gg_{\varepsilon} (\ell^*)^{3/2+\varepsilon} \), with notation as above. This should be compared with the results of Zacharias [23, p. 2], who proved using the mollification method that for any (fixed) Dirichlet characters \( \psi_1 \) mod \( \ell_1, \psi_2 \) mod \( \ell_2 \) there exists a positive proportion of primitive Dirichlet characters \( \chi \) mod \( q \) such that

\[
L(\chi, 1/2) L(\psi_1 \chi, 1/2) L(\psi_2 \chi, 1/2) \neq 0.
\]
We note that the mollification method does not give any information on the algebraic structure of the non-vanishing set (of Dirichlet characters). In fact as explained in [17, Sec. 2], one needs to know non-vanishing of each individual \( L(\psi_i \chi, 1/2) \) (with \( i = 1, \ldots, m \)) for at least 50% of all \( \chi \mod q \) in order to conclude (by purely combinatorial means) that the set in [17] is non-empty, even. As mentioned above 50% non-vanishing is not known in the case of Dirichlet \( L \)-functions (in the \( q \)-aspect).

If we restrict to trivial \( \psi_i \) and \( \chi \) above, we can prove a better lower bound for the non-vanishing set due to a second moment calculation of Bettin [1]. Furthermore, we can even make the estimate uniform in the width of the moment \( m \).

**Theorem 1.5.** Let \( q \) be prime and \( m \geq 3 \). Then we have uniformly in the range \( m = o(q^{1/2} \log q) \) that

\[
\# \{(\chi_i)_i \in \text{Wide}^*(q, m; 1) : L(\chi_1, 1/2) \cdots L(\chi_m, 1/2) \neq 0\} \gg q^{m-1}/(\log q)^m,
\]

as \( q \to \infty \).

**Remark 1.6.** The restriction to prime moduli in Theorem 1.5 is not essential, but we have restricted to this case for simplicity of exposition.
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Analytic properties of Lerch zeta functions

2. Analytic properties of Lerch zeta functions

The results of this paper follows by a detailed study of the Lerch zeta function, which for \( \alpha \in \mathbb{R}, c > 0 \) and \( \text{Re} \, s > 1 \) is defined as the following Dirichlet series:

\[
\zeta(\alpha, c, s) = \sum_{n \geq 0} \frac{e(n \alpha)}{(n + c)^s}, \quad e(x) = e^{2\pi ix}.
\]

The Lerch zeta function admits meromorphic continuation to the entire complex plane and satisfies the following functional equation [12, Theorem 3.2]

\[
\zeta(\alpha, c, 1 - s) = \frac{\Gamma(s)}{(2\pi i)^s} (e(s/4 - \alpha c) \zeta(-c, \alpha, s) + e(-s/4 + (1 - \alpha)c) \zeta(c, 1 - \alpha, s)),
\]

valid for \( 0 < \alpha < 1 \) and \( c > 0 \). The analytic continuation to \( \text{Re} \, s > 0 \) for \( \alpha \notin \mathbb{Z} \) is given by the following elementary “period integral”:

\[
\zeta(\alpha, c, s) = \Gamma(s)^{-1} \int_0^\infty t^{s-1} \frac{e^{-ct}}{1 - e(\alpha)e^{-t}} dt,
\]

as can be seen easily by writing \( (1 - e(\alpha)e^{-t})^{-1} = \sum_{n \geq 0} e(n \alpha)e^{-tn} \). Another expression for the analytic continuation can be obtained by using a Taylor expansion (as we will see below). Both expressions will be useful in order to extract analytic properties.

**Proposition 2.1.** For \( \alpha \in \mathbb{Z}, 0 < c < 1 \) and \( \text{Re} \, s > 0 \), we have the following absolutely and locally uniformly convergent series representation (with a pole at \( s = 1 \) for \( \alpha \in \mathbb{Z} \)):

\[
\zeta(\alpha, c, s) = c^{-s} + e(\alpha) \sum_{n \geq 0} (-c)^n \binom{s + n - 1}{n} \zeta(\alpha, 1, s + n).
\]

In particular, we have for \( 0 < \alpha, c < 1 \):

\[
\zeta(\alpha, c, 1/2) = \frac{1 + i}{2} \alpha^{-1/2} + \frac{1 - i}{2} (1 - \alpha)^{-1/2} + \sum_{n \geq 0} C_n(\alpha)c^n,
\]

where the coefficients satisfy the bound \( C_n(\alpha) \ll n^{-1/2} \) uniformly in \( \alpha \).
Proof. We have by termwise differentation for $\Re s > 1$:

$$\frac{\partial}{\partial c}\zeta(\alpha, c, s) = -s\zeta(\alpha, c, s + 1).$$

By writing $\zeta(\alpha, c, s) = e^{-s}c + e(c)\zeta(\alpha, c + 1, s)$, we conclude (2.4) for $\Re s > 1$ by Taylor expanding $\zeta(\alpha, c + 1, s)$ around $c = 0$. Now using the trivial bound $(s+n-1) \leq |s|^n$ together with $\zeta(\alpha, 1, s+n) \ll_\varepsilon 1$ for $\Re s + n > 1 + \varepsilon$, we see that (2.4) converges absolutely and locally uniformly for $\Re s > 0$ to a meromorphic function in $s$ with poles exactly where $\zeta(\alpha, 1, s)$ has poles. For $\alpha \notin \mathbb{Z}$, it follows from (2.3) that $\zeta(\alpha, 1, s)$ is analytic in the half-plane $\Re s > 0$ and for $\alpha \in \mathbb{Z}$ there is a unique simple pole at $s = 1$ as $\zeta(0, 1, s) = \zeta(s)$ is the Riemann zeta function.

In particular it follows from (2.4) with $\alpha = 0$ and $s = 1/2$ that we have

$$\zeta(0, c, 1/2) = e^{-1/2} + g_1(c),$$

where $g_1 : [0, \infty) \to \mathbb{C}$ is continuous and locally analytic (also at $c = 0$). Using the functional equation (2.2) this implies that for $\alpha \in (0, 1)$:

$$\zeta(\alpha, 1, 1/2) = \frac{\Gamma(1/2)}{(2\pi)^{1/2}} \left( e(1/8)\alpha^{-1/2} + e(-1/8)(1-\alpha)^{-1/2} \right) + g_2(\alpha),$$

where $g_2(\cdot) : [0, 1] \to \mathbb{C}$ is a continuous functions which is locally analytic.

Plugging this back into (2.4) (now with a general $\alpha$) we conclude (2.5). The bound for the coefficients $C_n(\alpha)$ follows from Stirling’s formula. □

2.1. Lerch zeta functions as Fourier transforms of Dirichlet $L$-functions. The connection between Lerch zeta functions and Dirichlet $L$-functions is a very classical topic (see e.g. [5, Chapter 9]). Below we state a general form of this connection, which can be seen as a GL$_1$-version of the so-called Birch–Stevens formula (see [16, Proposition 6.1]).

**Proposition 2.2.** Let $\chi$ and $\psi$ be Dirichlet characters modulo $q$ and $\ell$, respectively. Then we have

$$\sum_{\chi \text{ mod } q} \sum_{1 \leq b \leq \ell} \chi(a)b^{n} \zeta\left( a\frac{b}{\ell}, \frac{b}{\ell}, s \right) = \ell^{s}\tau(\chi^{*})\nu_{s}(\chi^{*}, \psi, q/q^{*})L(\chi^{*}\psi, s),$$

for all $s \in \mathbb{C}$, where $\chi^{*}$ modulo $q^{*}$ is the unique primitive Dirichlet character inducing $\chi$. The weight $\nu_{s}$ is given by the following convolution product:

$$\nu_{s}(\chi^{*}, \psi, q/q^{*}) := \left[ ((\cdot)^{1-s}\psi) * (\chi^{*}\mu) \right](q/q^{*}) = \sum_{d|q/q^{*}} \tau_{1-s}(\psi(d))\mu(q/(q^{*}d))\chi^{*}((q/(q^{*}d))).$$

This formula also holds if either $q = 1$ or $\ell = 1$.

**Proof.** We note that for $\Re s > 1$ and $1 \leq b \leq \ell$:

$$\ell^{-s}\zeta\left( a\frac{b}{q}, \frac{b}{\ell}, s \right) = \sum_{n \geq 1} e\left( \frac{na}{q} \right) n^{-s},$$

and thus the identity follows when $\Re s > 1$ by interchanging the sums and using basic facts about Gauß sums as in the proof of [16, Proposition 6.1]. Now the result follows for $s \in \mathbb{C}$ by uniqueness of analytic continuation. □

2.2. Twisted version of the Lerch zeta function. Since we have the two directions $(\alpha, c)$ to vary, we can use Proposition 2.2 to derive the analytic properties of twisted versions of Lerch zeta functions.

Let $\chi$ be a primitive Dirichlet character modulo $q$ and let $b, \ell$ be integers with $(b, \ell) = 1$. Then we define the associated twisted Hurwitz zeta function as:

$$L_{\chi}(b/\ell, s) := \ell^{s} \sum_{n \geq 1} \frac{\chi(n)}{n^{s}},$$
which converges absolutely for Re \( s > 1 \). By Proposition 2.2 it is easy to see that
\[
L(\chi, b/\ell, s) = \tau(\chi)^{-1} \sum_{a \mod q} \overline{\chi}(a)e(ab/q)\zeta(a\ell/q, b/\ell, s),
\]
which shows that \( L(\chi, b/\ell, s) \) admits meromorphic continuation to the entire complex plane.

Similarly given a Dirichlet character \( \psi \) modulo \( q \), we define the twisted periodic zeta function:
\[
L(\alpha, \psi, s) := \sum_{n \geq 1} \frac{e(n\alpha)\psi(n)}{n^s}, \quad \text{Re} \ s > 1
\]

As above we have meromorphic continuation given by:
\[
L(\alpha, \psi, s) = \ell^{-s} \sum_{b=1}^{\ell} \psi(b)e(b\alpha)\zeta(\ell\alpha, b/\ell, s)
\]

Also we see that \((0,1) \ni \alpha \mapsto L(\alpha, \psi, s)\) defines a continuous function using the above observations about the Lerch zeta function.

The two different twisted versions of the Lerch zeta function have quite different analytic properties as can be seen from the following propositions.

**Proposition 2.3.** Let \( \chi \) be a primitive Dirichlet character modulo \( q \), then we have for \((\ell, q) = 1\) and \( 1 \leq b < \ell \):
\[
L(\chi, b/\ell, 1/2) = \chi(b)(b/\ell)^{-1/2} + \sum_{n \geq 0} C_{n, \chi}(b, \ell \mod q)\chi(b/\ell)^n,
\]
where \( C_{n, \chi}(b, \ell \mod q) \ll (q/n)^{1/2} \) are certain coefficients depending only on \( b, \ell \mod q \).

Furthermore, we have for any \( \varepsilon > 0 \)
\[
L(\chi, b/\ell, 1/2) = \chi(b)(b/\ell)^{-1/2} + O_{\varepsilon}(q^{1/4+\varepsilon}),
\]
uniformly for \( 1 \leq b \leq \ell \).

**Proof.** Combining (2.10) and (2.14), we get
\[
L(\chi, b/\ell, 1/2) = \tau(\chi)^{-1} \sum_{a \mod q} \overline{\chi}(a)e(ab/q) \left( (b/\ell)^{-1/2} + \frac{1+i}{2} \{a\ell/q\}^{-1/2} + \frac{1-i}{2} (1 - \{a\ell/q\})^{-1/2} \right)
\]
\[+ \sum_{n \geq 0} C_n(\{a\ell/q\})(b/\ell)^n \right),
\]
where \( \{x\} \) denotes the fractional part of \( x \). We notice that the coefficients above only depend on \( b, \ell \mod q \). We get the wanted main term using standard properties of Gauß sums. Finally the bound on the coefficients follows directly by using the bound \( C_n(\{a\ell/q\}, 1/2) \ll n^{-1/2} \) and \(|\tau(\chi)| = q^{1/2} \), which proves (2.12).

By (2.13), we can write
\[
\zeta(\alpha, c, 1/2) = c^{-1/2} + f(\alpha, c),
\]
where \( f \) satisfies
\[
f(\alpha, c) \ll \alpha^{-1/2} + (1 - \alpha)^{-1/2}, \quad \vartheta_\alpha f(\alpha, c) \ll \alpha^{-3/2} + (1 - \alpha)^{-3/2}.
\]
Inserting the above into the formula (2.14), we get:
\[
L(\chi, b/\ell, 1/2) = \tau(\chi)^{-1} \sum_{a \mod q} \overline{\chi}(a)e(ab/q) \left( (b/\ell)^{-1/2} + f(\alpha, c) \right)
\]
\[= \chi(b)(b/\ell)^{-1/2} + \frac{\chi(\ell)}{\tau(\chi)} \sum_{a \mod q} \overline{\chi}(a)e(ab/q) f(a/q, b/\ell),
\]
where we used a change of variable \( a \leftrightarrow a \bar{r} \). By partial summation we get

\[
\sum_{a=1}^{[q/2]} \overline{\chi(a)} e(a \bar{r} / q) f(a/q, b/\ell)
\]

(2.15)

\[
= S([q/2], b \bar{r}) f([q/2] / q, b/\ell) - \frac{1}{q} \int_{1}^{[q/2]} S(x, b \bar{r}) \partial_x f(x/q, b/\ell) dx,
\]

where \( S(x, r) := \sum_{1 \leq a \leq x} \overline{\chi(a)} e(ar/q) \). By Pólya–Vinogradov (or more precisely a straight forward generalization) we have the estimate

\[
S(x, r) \ll \varepsilon \min(x, q^{1/2+\varepsilon}), \text{ uniformly for } x \geq 1 \text{ and } r \in \mathbb{Z},
\]

and thus (2.15) is bounded by:

\[
\ll_{\varepsilon} q^{1/2} + \frac{1}{q} \left( \int_{1}^{q^{1/2}} (x/q)^{-3/2} dx + q^{1/2+\varepsilon} \int_{q^{1/2}}^{[q/2]} (x/q)^{-3/2} dx \right) \ll q^{3/4+\varepsilon}.
\]

The contribution from \( |q/2| < a \leq q - 1 \) can be bounded similarly. Plugging these estimates into (2.14) gives the wanted using \( |\tau(\bar{r})| = q^{1/2} \).

\[\square\]

**Proposition 2.4.** Let \( \psi \) be a primitive Dirichlet character modulo \( \ell \). Then

\[ [0, 1) \ni \alpha \mapsto L(\alpha, \psi, 1/2), \]

defines a locally analytic function for \( \alpha \notin \{ \frac{b}{\ell} : 1 \leq b \leq \ell - 1 \} \), satisfying for \( 0 \leq \alpha < 1 \):

\[
L(\alpha, \psi, 1/2) = \frac{\tau(\psi) \overline{\psi}([\ell \alpha])(1+i)}{2\ell^{1/2}} \{ \ell \alpha \}^{-1/2} + \frac{\tau(\psi) \overline{\psi}([\ell \alpha])(1-i)}{2\ell^{1/2}} (1 - \{ \ell \alpha \})^{-1/2} + O_\ell(1),
\]

where \( \{ x \} = x - \lfloor x \rfloor \) denotes the fractional part of \( x \) and \( \tau(\psi) := \sum_{a \in (\mathbb{Z}/\ell \mathbb{Z})^\times} \psi(a) e(a/\ell) \) is a Gauß sum.

Furthermore, as \( \alpha \to 0 \) we have

\[
L(\alpha, \psi, 1/2) = L(\psi, 1/2) + O_{\ell, \varepsilon} (|\alpha|^{1/2-\varepsilon}).
\]

**Proof.** It follows directly from the period formula (2.3) for the Lerch zeta function that for \( c > 0 \) the Lerch zeta \( \alpha \mapsto \zeta(\alpha, c, 1/2) \) defines a periodic and locally analytic function on \( \mathbb{R} \setminus \mathbb{Z} \). Thus we conclude from the formula (2.11) that \( \alpha \mapsto L(\alpha, \psi, s) \) is locally analytic for \( \alpha \neq \frac{b}{\ell} \mod 1 \) with \( 0 \leq b < \ell \).

To understand the behavior around \( \alpha = b/\ell \) we observe that by equation (2.5) we have for \( 0 < \alpha < 1 \):

\[
\zeta(\alpha, \frac{b}{\ell}, 1/2) = \frac{1+i}{2} \alpha^{-1/2} + \frac{1-i}{2} (1-\alpha)^{-1/2} + O_\ell(1).
\]

By Taylor expansion we have:

\[
eq e(ba) = e(\frac{b}{\ell} \alpha) = e(\frac{b}{\ell} ([\ell \alpha] + \{ \ell \alpha \})) = e(\frac{b}{\ell} [\ell \alpha]) + O_\ell(\{ \ell \alpha \}),
\]

and similarly

\[
eq e(ba) = e(\frac{b}{\ell} [\ell \alpha]) + O_\ell(1 - \{ \ell \alpha \}).
\]
Plugging this into equation (2.11) we arrive at

\[ \ell^{1/2}L(\alpha, \psi, 1/2) = \sum_{b=1}^{\ell} \psi(b)e(b\alpha) \left( \frac{1+i}{2} \{\ell \alpha\}^{-1/2} + \frac{1-i}{2} (1 - \{\ell \alpha\})^{-1/2} + O_{\ell}(1) \right) \]

\[ = \frac{1+i}{2} \{\ell \alpha\}^{-1/2} \sum_{b=1}^{\ell} \psi(b)(e(b[\ell \alpha]) + O_{\ell}(\{\ell \alpha\})) \]

\[ + \frac{1-i}{2} (1 - \{\ell \alpha\})^{-1/2} \sum_{b=1}^{\ell} \psi(b)(e(b[\ell \alpha]) + O_{\ell}(1 - \{\ell \alpha\})) + O_{\ell}(1) \]

\[ = \frac{1+i}{2} \{\ell \alpha\}^{-1/2} \sum_{b=1}^{\ell} \psi(b)e(b[\ell \alpha]) + \frac{1-i}{2} (1 - \{\ell \alpha\})^{-1/2} \sum_{b=1}^{\ell} \psi(b)e(b[\ell \alpha]) + O_{\ell}(1). \]

We get the wanted conclusion by the standard properties of Gaussian sums

\[ \sum_{b=1}^{\ell} \psi(b)e(bc/\ell) = \psi(\mathbb{1})\tau(\psi) = \overline{\psi}(c)\tau(\psi), \]

using here that \( \psi \) is primitive.

Note that we get immediately from the above that \( L(\alpha, \psi, 1/2) \) is bounded as \( \alpha \to 0 \). We will obtain the finer estimate (2.17) using the integral representation (2.3). First of all for \( \alpha \in [-1/2\ell, 1/2\ell] \) and \( t \in (0, 1) \), we have:

\[ |1 - e(\ell \alpha)e^{-t}| \geq |1 - e^{-t} + ie^{-t} \sin 2\pi \ell \alpha| \gg \max(t, |\ell \alpha|). \]

To understand the behavior at \( \alpha = 0 \), we use again the integral representation and write:

\[ L(\alpha, \psi, 1/2) - L(\psi, 1/2) = \frac{1}{(\pi \ell)^{1/2}}(C_1 + C_2 + C_3), \]

where

\[ C_1 = \int_0^1 \left( \sum_{b=1}^{\ell} \psi(b)(e(b\alpha) - 1)e^{-bt} \right) t^{-1/2} \frac{1}{1 - e(\ell \alpha)e^{-t}} dt \]

\[ C_2 = \int_0^1 \left( \sum_{b=1}^{\ell} \psi(b)e^{-bt} \right) t^{-1/2} \frac{e^{-t}(e(\ell \alpha) - 1)}{(1 - e^{-t})(1 - e(\ell \alpha)e^{-t})} dt \]

\[ C_3 = \int_1^\infty \left( \sum_{b=1}^{\ell} \psi(b)e(b\alpha)e^{-bt} \right) t^{-1/2} \frac{(1 - e(\ell \alpha)e^{-t})}{1 - e^{-t}} - \sum_{b=1}^{\ell} \psi(b)e^{-bt} \right) t^{-1/2} dt. \]

Using \( e^{-bt} = 1 + O_{\ell}(t), e(b\alpha) = 1 + O_{\ell}(|\alpha|), \) \( \sum_{b=1}^{\ell} \psi(b) = 0 \) and (2.13), it follows that \( C_1 \ll_{t, \varepsilon} |\alpha|^{1/2 - \varepsilon} \)

which gives the wanted.

\[ \square \]

### 3. Moments of Lerch zeta functions

Using the above derived properties of the Lerch zeta function, we can calculate a number of different moments, which will have interesting consequences for Dirichlet L-functions. We state them here for the central values \( s = 1/2 \), but the methods are (clearly) flexible and can deal with any \( 0 < \text{Re} \, s < 1 \) with \( |\text{Im} \, s| \ll 1 \). We can vary \( L(\alpha, c, 1/2) \) both in the \( \alpha \) and the \( c \) direction, as well as both directions simultaneously.
3.1. Moments of the Hurwitz zeta function. First of all we consider the case of varying the $c$-direction. In this case $\zeta(0,c,s)$ is known as the Hurwitz zeta function and the moments of this function has been studied intensively previously. In particular, Egami–Matsumoto [4] obtained an asymptotic expansion in $\ell$ for the moments $\sum_{n=1}^{\ell-1} |\zeta(0, a/\ell, 1/2)|^{2n}$ building on multiple zeta function-techniques of Zagier [24]. When $n = 1$ this was previously achieved by Heath-Brown [7] using an approximate functional equation approach. We introduce a new approach relying on the Euler–Maclaurin formula [8, Theorem 4.2]:

$$
\sum_{n=L+1}^{M} f(n) = \int_{L}^{M} f(x)dx + \sum_{k=1}^{K} B_k \left( f^{(k-1)}(M) - f^{(k-1)}(L) \right) + R_K,
$$

where $K$ and $L < M$ are integers and $f : [L, M] \to \mathbb{C}$ is a $K$-times differential function and the “error-term” is given by:

$$
R_K = (-1)^{K+1} \int_{L}^{M} \frac{\psi_K(x)}{K!} f^{(K)}(x)dx \ll_K \int_{L}^{M} |f^{(K)}(x)|dx.
$$

Here $B_k$ denotes the $k$th Bernoulli number and $\psi_K$ the $K$th Bernoulli polynomial.

Our method allows us to generalize the previous results to twisted Hurwitz zeta function and furthermore provides a simplified proof of the results of Egami–Matsumoto and Heath-Brown.

**Theorem 3.1.** For $i = 1, \ldots, m$ with $m \geq 2$, let $\chi_i \mod q_i$ be a Dirichlet character and put $q := \text{lcm}(q_1, \ldots, q_m)$. Then we have for $\ell \equiv a \mod q$ and any $K \geq 1$, the following asymptotic expansion:

$$
\sum_{\ell-1}^{m} \prod_{i=1}^{\ell} L(\chi_i, b/\ell, 1/2)
$$

$$
= L \left( \chi, \frac{m}{2} \right) \ell^{m/2} + c_{m,a} \ell^{\log \ell} + \sum_{k=1}^{K-1} \ell^{m/2-k/2} c_{k,m,a} + O_m,K,q(\ell^{m/2-K/2}),
$$

where $\chi = \chi_1 \cdots \chi_m$ and $c_{k,m,a}, c_{m,a}$ are some numerical constants depending only on the residue class of $\ell$ mod $q$ and on $\chi_1, \ldots, \chi_m$.

**Proof.** We split the sum according to residue classes modulo $q$:

$$
\sum_{\ell} \prod_{i=1}^{\ell} L(\chi_i, b/\ell, 1/2) = \sum_{a=1}^{q} \sum_{b=0}^{\ell_a} \prod_{i=1}^{\ell} L \left( \chi_i, \frac{bq+a}{\ell}, 1/2 \right),
$$

where $\ell_a := \lfloor \frac{\ell-a}{q} \rfloor$. By Proposition 2.3 we can write

$$
\prod_{i=1}^{\ell} L \left( \chi_i, \frac{bq+a}{\ell}, 1/2 \right) = f_a \left( \frac{bq+a}{\ell} \right),
$$

where $f_a : (0, \infty) \to \mathbb{C}$ is locally analytic and given by a Laurent series in $x^{1/2}$ around $x = 0$ (suppressing $\chi_1, \ldots, \chi_m$ and $\ell$ mod $q$ in the notation). Now given $K \geq 1$, we can write

$$
f_a(x) = \sum_{k=-m}^{2K-1} c_{a,k}x^{k/2} + g_{a,K}(x),
$$

for certain constants $c_{a,k}$ with $c_{a,-m} = \prod_{i=1}^{m} \chi_i(a) = \chi(a)$, and where $g_{a,K} : (0, \infty) \to \mathbb{C}$ is $K$-times differentiable at $x = 0$ (with derivatives given by a power series in $x^{1/2}$ around $x = 0$) and locally analytic for $x \in (0, \infty)$. We will now apply the Euler–Maclaurin formula in two different ways to the two pieces on the righthand side of (3.4) and show that both have the desired shape (in view of (3.2)).
First of all we get by the Euler–Maclaurin formula applied to \( g_{a,K} \) and bounding the error-term using (3.1):

\[
(3.5) \quad \sum_{b=0}^{\ell_a} g_{a,K} \left( \frac{bq + a}{\ell} \right) = g_{a,K} \left( \frac{a}{\ell} \right) + \left( g_{a,K} \left( \frac{\ell_a q + a}{\ell} \right) - g_{a,K} \left( \frac{a}{\ell} \right) \right) \frac{\ell}{q} + \sum_{k=0}^{K} \frac{B_k}{k!} \left( \frac{q}{\ell} \right)^k \left( g_{a,K} \left( \frac{\ell_a q + a}{\ell} \right) - g_{a,K} \left( \frac{a}{\ell} \right) \right) + O_{K,q} \left( \ell^{1-K} \right),
\]

where \( g_{a,K}^{(-1)} \) denotes the antiderivative of \( g_{a,K} \). Observe that

\[
\frac{\ell_a q + a}{\ell} = 1 - \frac{c(\ell, a \mod q)}{\ell},
\]

where \( c(\ell, a \mod q) \) is some constant only depending on \( a \) and \( \ell \) modulo \( q \). Thus since \( g_{a,K}^{(k)} \) is analytic for \( k = -1, 0, \ldots, K \) around \( x = 1 \) and analytic in \( x^{1/2} \) around \( x = 0 \), one easily sees that (3.5) is indeed a power series in \( \ell^{1/2} \) with an error-term of the desired shape (for \( \ell \) sufficiently large in terms of \( q \)). Furthermore we observe that (3.5) is \( O_{K,q}(\ell) \).

Now for the second part of the sum, we use the Euler–Maclaurin formula to write for \( \Re s > 1 \) and any \( L, K' \geq 0 \):

\[
\zeta(0, c, s) = \sum_{n=0}^{L} (n + c)^{-s} + \sum_{n=L+1}^{\infty} (n + c)^{-s} = \sum_{n=0}^{L} (n + c)^{-s} + \frac{(L + c)^{1-s}}{1-s} + \sum_{k=1}^{K'} (L + c)^{1-s-k} \frac{B_k}{k!} \prod_{j=0}^{k-2} (s + j)
\]

\[
- \frac{\prod_{j=0}^{K'-1} (s + j)}{(K')!} \int_{L}^{\infty} \frac{\psi_{K'}(x)}{(x + c)^{s+K'}} dx,
\]

where \( \psi_{K'} \) denotes the \( K' \)-th Bernoulli polynomial. Now we observe that the above expression provides meromorphic continuation for \( \zeta(0, c, s) \) to the region \( \Re s + K' > 1 + \varepsilon \) (with a pole at \( s = 1 \)). In particular, if we put \( c = a/q \), \( K' = K + 1 \) and \( L = \ell_a \) (as above), then we get for \( -\sigma \in \{k/2 : k = -m, \ldots, 2K - 1\} \setminus \{-1\} \)

\[
\sum_{b=0}^{\ell_a} \left( \frac{bq + a}{\ell} \right)^{-\sigma} = \left( \frac{q}{\ell} \right)^{-\sigma} \sum_{b=0}^{\ell_a} \left( b + a/q \right)^{-\sigma} = \left( \frac{q}{\ell} \right)^{-\sigma} \zeta(0, a/q, \sigma) - \left( \frac{\ell}{q} \right)^{1-\sigma} \left( 1 - \frac{c(\ell, a \mod q)}{\ell} \right)^{1-\sigma} + \sum_{k=1}^{K+1} \left( \frac{\ell}{q} \right)^{1-\sigma-k} \left( 1 - c(\ell, a \mod q) \right)^{1-\sigma-k} \frac{B_k}{k!} \prod_{j=0}^{k-2} (\sigma + j) + O_{K,q} \left( \ell^{-K} \right),
\]

by bounded the error-term as in (3.1). Now by Taylor expanding the power functions \( x^{1-\sigma-k} \) around \( x = 1 \), we get an expression of the desired shape. For \( -\sigma = -1 \), we use the same approach together with the classical fact

\[
\lim_{\sigma \to 1} \zeta(0, a/q, \sigma) + \frac{(\ell_a + a/q)^{1-\sigma}}{1-\sigma} = \log(\ell_a + a/q) - \frac{\Gamma'(a/q)}{\Gamma(a/q)} = \log \left( 1 - \frac{c(a, \ell \mod q)}{\ell} \right) + \log \ell - \log q - \frac{\Gamma'(a/q)}{\Gamma(a/q)}.
\]

When summed over \( a \mod q \) this is again of the desired shape upon Taylor expanding \( \log(1 - x) \) (around \( x = 0 \)).
Finally to calculate the main term (i.e. leading coefficient), we observe that for each \( a \mod q \), we get a term of magnitude \( \ell^{m/2} / 2 \), exactly for \( -\sigma = -m/2 \) and thus the total main term is

\[
\ell^{m/2} q^{-m/2} \sum_{a=1}^{q} \chi(a) \zeta(0, a/q, m/2) = \ell^{m/2} L(\chi, m/2),
\]
as wanted. \( \square \)

In what follows we will be a bit less ambitious, in that we will not obtain the entire asymptotic expansion, but only the main term. In return we can deal with much more general moments. Instead of using the full Euler–Maclaurin formula we will contain ourselves to the following.

**Lemma 3.2.** We have the following asymptotic evaluations:

\[
\sum_{a=1}^{q} a^{-\sigma} = \begin{cases} 
\zeta(\sigma) + O\left( \frac{q^{1-\sigma}}{\sigma} \right), & \sigma > 1, \\
\log q + O(1), & \sigma = 1, \\
\frac{q^{1-\sigma}}{\sigma} + O(q^{-\sigma} + 1), & \sigma < 1.
\end{cases}
\]

**Proof.** This is standard by the Euler–Maclaurin formula [8, Theorem 4.2]. \( \square \)

First of all we will calculate the same wide moment as in Theorem 3.1 but with a general twist \( \psi \mod \ell \).

**Theorem 3.3.** Let \( m \geq 3 \) and let notation be as in Theorem 3.1. Then we have for any Dirichlet character \( \psi \mod \ell \) and any \( \varepsilon > 0 \):

\[
\sum_{b=1}^{\ell-1} \psi(b) \prod_{i=1}^{m} L\left( \chi_i, b/\ell, \frac{1}{2} \right) = \ell^{m/2} L\left( \chi, m/2 \right) + O_{m, \varepsilon}(q^{m/4+\varepsilon} \ell^{m/2-1/2} + (q^*)^{1/4+\varepsilon} \ell^{m/2-1/2} + \varepsilon),
\]

where \( q^* = \max(q_1, \ldots, q_m) \).

**Proof.** We have by (2.13):

\[
\sum_{b=1}^{\ell-1} \psi(b) \prod_{i=1}^{m} L(\chi_i, b/\ell, 1/2) = \sum_{b=1}^{\ell-1} \psi(b) \chi(b) b^{-m/2} + O_m \left( \sum_{i=1}^{m} b^{-m-i/2} \sum_{b=1}^{\ell} b^{-m-i/2} \right),
\]

where \( \chi = \chi_1 \cdots \chi_m \) as above. This gives the wanted upon using

\[
\sum_{b=1}^{\ell-1} \psi(b) \chi(b) b^{-m/2} = L(\chi \psi, m/2) + O(\ell^{1-m/2}),
\]

and Lemma 3.2 to bound the error-term. \( \square \)

**Remark 3.4.** Using the exact same proof scheme as above one gets in the case \( m = 2 \):

\[
\sum_{b=1}^{\ell-1} \psi(b) L\left( \chi_1, b/\ell, \frac{1}{2} \right) L\left( \chi_2, b/\ell, \frac{1}{2} \right) \ll_{\varepsilon} (q^*)^{1/2+\varepsilon} \ell^{1+\varepsilon},
\]

which will suffice for our purposes (although one can probably do better using other techniques).

With applications to non-vanishing in mind, we will obtain an asymptotic evaluation for the moments as in Theorem 3.3 in the case \( \psi = 1 \) and \( \chi_i = 1 \). This is exactly the moment in [6, Theorem 3], but we obtain an estimate uniform in \( m \).
Theorem 3.5. Let $m \geq 3$. Then we have

$$\sum_{b=1}^{\ell-1} \zeta(0, b/\ell, 1/2)^m = \ell^{m/2} \zeta(m/2) + O(\ell^{m/2-1/2} + \ell \log \ell),$$

as $\ell \to \infty$, uniformly in $m, \ell$.

Proof. Let $C$ be such that $|\zeta(0, c, 1/2) - c^{-1/2}| \leq C$ uniformly for $c \in (0, 1]$. We deduce for $\ell$ large enough

$$\sum_{b=1}^{\ell-1} \zeta(0, b/\ell, 1/2)^m$$

$$= \sum_{b=1}^{\ell-1} (b/\ell)^{-m/2} + O \left( (b/\ell)^{-m+1} + \ldots + C^{m-1} \right)$$

$$= \ell^{m/2} \zeta(m/2) + O(\ell^{m/2-1/2} + C^{m/2} + \ldots + C^{m-3} \ell^{3/2} + C^{m-2} \ell \log \ell + \ell C^{m-1})$$

$$= \ell^{m/2} \zeta(m/2) + O(\ell^{m/2-1/2} + C^{m-2} \ell \log \ell)$$

using the relation $a^n - b^n = (a-b)(a^{n-1} + \ldots + b^{n-1})$ in the first equality and using Lemma 3.2 to bound the error-terms. This yields the wanted (note that the error-term $\ell \log \ell$ is only relevant when $m = 3$). □

3.2. Moments of the twisted periodic zeta function. We will now turn to the case of varying the $\alpha$-direction. In this case there is a dicotomy in the asymptotic behavior of the moments of twisted period zeta functions according to whether the corresponding moduli are co-prime or not.

Theorem 3.6. Let $\psi_1, \ldots, \psi_m$ be primitive Dirichlet characters and let $\ell_i \geq 1$ denote the modulus of $\psi_i$.

(1) Assume that $\ell_1, \ldots, \ell_m$ are pairwise coprime. Then the function

$$\alpha \mapsto \prod_{i=1}^{m} L(\alpha, \psi_i, 1/2),$$

belongs to $L^{2-\epsilon}([0, 1])$ for all $\epsilon > 0$ and for primes $q$ we have

$$\frac{1}{\varphi(q)} \sum_{\ell=1}^{q-1} \prod_{i=1}^{m} L(a/q, \psi_i, 1/2) = \int_0^1 \prod_{i=1}^{m} L(\alpha, \psi_i, 1/2) d\alpha + O_{\psi_i} (q^{-1/2}),$$

where the implied constant is allowed to depend on $\psi_1, \ldots, \psi_m$.

(2) Let $m \geq 2$ and let $\ell_i = \ell$ be independent of $1 \leq i \leq m$. Then for primes $q$ we have

$$\sum_{a=1}^{q-1} \prod_{i=1}^{m} L(a/q, \psi_i, 1/2) = c(\psi_1, \ldots, \psi_m) q^{m/2} + O_{\ell, m} (q^{m/2-1/2}),$$

where

$$c(\psi_1, \ldots, \psi_m) := \left( \psi(-1) \left( \frac{1+i}{\sqrt{2}} \right)^m + \left( \frac{1-i}{\sqrt{2}} \right)^m \right) \prod_{i=1}^{m} \tau(\psi_i) \frac{\psi(q) L(q, m/2)}{L(q, m/2)},$$

with $\psi := \prod_{i=1}^{m} \psi_i$ and we put $c(\psi_1, \psi_1) = 0$.

Proof. Put

$$f(\alpha) := \prod_{i=1}^{m} L(\alpha, \psi_i, 1/2),$$

and we deduce...
for $\alpha \in \mathbb{R}$ and $\alpha \notin \left\{ \frac{b}{\ell_i} : b \in \mathbb{Z}, i = 1, \ldots, m \right\}$. By Proposition 2.4 we have that $f(\alpha)$ is bounded as $\alpha \to 0$ and that

$$|f(\alpha)| \ll \ell_i \prod_{i=1}^{m} |\ell_i \alpha|^{1/2},$$

where $\|x\| = \min(\{x\}, 1 - \{x\})$ denotes the distance to the nearest integer.

(1): Assume that the $\ell_i$’s are pairwise coprime. For $0 \leq \alpha < \max_j \frac{1}{2\ell_j}$ and $1 - \max_j \frac{1}{2\ell_j} < \alpha \leq 1$ we get from Proposition 2.4 that $f$ is bounded. Now consider the case where $\max_j \frac{1}{2\ell_j} \leq \alpha \leq 1 - \max_j \frac{1}{2\ell_j}$ so that $\alpha$ is bounded away from 0 and 1. Then for any $1 \leq j \leq m$ it holds that $|\ell_j \alpha| \leq \varepsilon$ with $0 < \varepsilon < \frac{1}{2\ell_j}$ exactly if

$$\alpha \in \left[ \frac{b_j}{\ell_j} - \varepsilon, \frac{b_j}{\ell_j} + \varepsilon \right],$$

for some $1 \leq b_j \leq \ell_j - 1$. By the coprimality assumption we have

$$(3.11) \quad \left| \frac{b_j}{\ell_j} - \frac{b_i}{\ell_i} \right| \geq \frac{1}{\ell_i \ell_j},$$

for any $1 \leq b_j \leq \ell_j - 1$ and $1 \leq b_i \leq \ell_i - 1$. Thus we conclude that in fact the following stronger bound holds:

$$(3.12) \quad |f(\alpha)| \ll \max_{i=1,\ldots,m} |\ell_i \alpha|^{-1/2}.$$ 

This shows that $f$ does indeed belong to $L^{2-\varepsilon}([0,1])$ for all $\varepsilon > 0$. We will now bound the derivative of $f$ as this will be needed when applying summation formulas. For $Re s > 3/2$ we get by differentiating term-by-term

$$\frac{\partial}{\partial \alpha} \zeta(\alpha, c, s) = 2\pi i(\zeta(\alpha, c, s - 1) - c \cdot \zeta(\alpha, c, s)), \quad c > 0, \alpha \notin \mathbb{Z},$$

and by uniqueness of analytic continuation this equation holds at $s = 1/2$ as well. By the functional equation (see [12] Thm. 3.2) or (2.2) above) we get for $0 < \alpha < 1$:

$$(3.13) \quad \zeta(\alpha, c, -1/2) = \frac{\Gamma(3/2)}{(2\pi)^{3/2}} \left( e(\frac{3}{8} - ac)\zeta(-c, \alpha, 3/2) + e\left( -\frac{3}{8} + (1 - \alpha)c \right) \zeta(c, 1 - \alpha, 3/2) \right).$$

Using the standard bound $\zeta(\alpha, c, \sigma) \ll_{\sigma} c^{-\sigma}$ for $\sigma > 1$ (which follows directly from the definition (2.1)), we conclude that

$$\frac{\partial}{\partial \alpha} \zeta(\alpha, c, 1/2) \ll |\alpha|^{-3/2}.$$ 

Plugging this into the formula (2.11) for the twisted period zeta function we get

$$\frac{\partial}{\partial \alpha} L(\alpha, \psi, 1/2) \ll \ell_i \left| \ell_i \alpha \right|^{-3/2}$$

By the chain rule and the disjointness property (3.1) of the poles of $L(\alpha, \psi, 1/2), i = 1, \ldots, m$, we get for $\alpha$ bounded away from 0:

$$(3.14) \quad f'(\alpha) \ll \ell_i \prod_{i=1}^{m} \left| \ell_i \alpha \right|^{3/2} \ll \ell_i \max_i \left| \ell_i \alpha \right|^{-3/2}.$$ 

As $\alpha \to 0$, we similarly get

$$f'(\alpha) = \sum_{i=1}^{m} \frac{\partial}{\partial \alpha} L(\alpha, \psi, 1/2) \prod_{j \neq i} L(\alpha, \psi_j, 1/2) \ll \ell_i \max_i \left| \ell_i \alpha \right|^{-3/2},$$

using here also the boundedness (2.17) of $L(\alpha, \psi_i, 1/2)$ as $\alpha \to 0$.

We may assume that $q > \prod_{i=1}^{m} \ell_i$. We will now split up the sum in question into subsegments where $f$ is smooth so that we can apply the Euler–Maclaurin summation formula. With this in mind, let

$$0 = a_0 < a_1 < \ldots < a_k < a_{k+1} = q - 1,$$

be such that for each $1 \leq i \leq m$ and $1 \leq b < \ell_i$ there exists a unique $1 \leq j \leq k$ such that

$$\frac{a_j}{q} < \frac{b}{\ell_i} < \frac{a_{j+1}}{q}.$$
Note that \( k = \sum_{i=1}^{m} (\ell_i - 1) \). We divide the sum as follows:

\[
\sum_{a=1}^{q-1} f(\frac{a}{q}) = \sum_{i=0}^{k} \sum_{n=a_{i+1}}^{a_{i+1}} f(\frac{a}{q})
\]

We note that by construction \( f \) is smooth on each of the intervals \([a_i + 1, a_{i+1}]\). By applying the Euler–Maclaurin formula [3, Thm. 4.2] to each of the inner sums we obtain

\[
\sum_{n=a_{i+1}}^{a_{i+1}} f(\frac{a}{q}) = \int_{a_{i+1}}^{a_{i+1}} f(\frac{a}{q})dx + \frac{1}{2} \left( f\left(\frac{a+1}{q}\right) + f\left(\frac{a+1}{q}\right)\right) + O\left(\int_{a_{i+1}}^{a_{i+1}} q^{-1}\left|f'(\frac{a}{q})\right|dx\right).
\]

Since \(|\frac{a}{q} - \frac{1}{q}\ell_i| \geq \frac{1}{q\ell_i q}\) for any \( 0 \leq b < \ell_i, i = 1, \ldots, m \) and \( 1 < a < q \) (by coprimality), it follows from (3.12) that

\[
f\left(\frac{a_{i+1}}{q}\right), f\left(\frac{a_{i+1}}{q}\right) \ll \ell_i, q^{1/2}.
\]

Combining the bound (3.14) and the inequalities characterizing the sequence \( a_i \), we conclude that

\[
f'(\frac{a}{q}) \ll a_i \left|x - \frac{a+1}{q}\right|^{-3/2} + \left|\frac{a+1}{q} - x\right|^{-3/2}, \quad x \in [a_i + 1, a_{i+1}].
\]

Inserting these bound gives:

\[
\sum_{a=1}^{q-1} f(\frac{a}{q}) = \sum_{i=0}^{k} \int_{a_{i+1}}^{a_{i+1}} f(\frac{a}{q})dx + O_{\ell_i}(q^{1/2}),
\]

using that \( k \) depends only on \( \ell_1, \ldots, \ell_m \). For each \( 1 \leq i \leq k \), we have

\[
\int_{a_i}^{a_{i+1}} f(\frac{a}{q})dx \ll \ell_i \int_{a_i}^{a_{i+1}} \left|x - \frac{a}{q}\right|^{-1/2}dx \ll \ell_i, 1,
\]

where \( a_i/q < b/\ell_j < a_{i+1}/q \), and similarly we can bound the expression (3.15) for \( i \in \{0, k+1\} \). This yields

\[
\sum_{a=1}^{q-1} f(\frac{a}{q}) = \int_{0}^{q} f(\frac{a}{q})dx + O_{\ell_i}(q^{1/2}) = q \int_{0}^{1} f(x)dx + O_{\ell_i}(q^{1/2}),
\]

as wanted.

(2): Now assume that there exists \( \ell \geq 1 \) such that \( \ell_i = \ell \) for all \( i \) and that \( m \geq 2 \). By Proposition 2.3, we see that the sum \( \sum_{a=1}^{q-1} f(\frac{a}{q}) \) is equal to

\[
\sum_{a=1}^{q-1} \prod_{i=1}^{m} \frac{\tau(\psi_i, \overline{\psi}_i) \left(\frac{\ell}{\ell_i}\right)^{1+i} \left(1 - \frac{\ell}{\ell_i}\right)^{1-i}}{2^{1/2}} + \frac{\tau(\psi_i, \overline{\psi}_i) \left(\frac{\ell}{\ell_i}\right)^{1+i} \left(1 - \frac{\ell}{\ell_i}\right)^{1-i}}{2^{1/2}} \left(1 - \left\{\frac{\ell}{\ell_i}\right\}\right)^{-1/2} + O(1).
\]

Let \( q, \ell \in \mathbb{Z} \) be such that \( q\ell + \ell \ell = 1 \). After the change of variable \( a \to \ell a \) the above equals:

\[
\sum_{a=1}^{q-1} \prod_{i=1}^{m} \frac{\tau(\psi_i, \overline{\psi}_i) \left(\frac{\ell}{\ell_i}\right)^{1+i} \left(1 - \frac{\ell}{\ell_i}\right)^{1-i}}{2^{1/2}} + \frac{\tau(\psi_i, \overline{\psi}_i) \left(\frac{\ell}{\ell_i}\right)^{1+i} \left(1 - \frac{\ell}{\ell_i}\right)^{1-i}}{2^{1/2}} \left(1 - \left\{\frac{\ell}{\ell_i}\right\}\right)^{-1/2} + O(1).
\]

Observe that for any \( a \in (\mathbb{Z}/q\mathbb{Z})^\times \) and \( 1 \leq i \leq m \) at least two out of three of the terms in the above product are \( O(1) \). So if we expand the product we conclude that the contribution from the cross-terms is bounded by \( O_{\ell, \ell_m}(q^{m/2-1/2}) \). We thus get two main terms; one corresponding to \( (a/q)^{-m/2} \) and one corresponding to \( (1 - a/q)^{-m/2} \).

To evaluate the contribution from the main terms, we start by noticing that for \( 1 \leq a \leq q - 1 \):

\[
\left\lfloor\frac{\ell a}{q}\right\rfloor = \left\lfloor\frac{(1-q^m) a}{q}\right\rfloor = \left\lfloor\frac{a}{q} - a\ell q\right\rfloor = -a\ell q,
\]
and similarly \( \left[ \frac{\ell(q-a)}{q} \right] = a\overline{q} + \ell \). With \( \psi := \prod_{i=1}^m \psi_i \), the first main term equals:

\[
\sum_{a=1}^{q-1} \prod_{i=1}^m \left( \frac{\tau_i(\psi_i)(\frac{\ell q-a}{q})}{2q^{1/2}} \right)^{(1+i)} \cdot \left( \frac{q}{a} \right)^{-1/2} = q^{m/2} \left( \frac{1+i}{2q^{1/2}} \right)^m \psi(-q) \left( \prod_{i=1}^m \tau(\psi_i) \right) \left( \sum_{a=1}^{q-1} \frac{\psi(a)}{a^{m/2}} \right).
\]

By estimating the tail (using partial summation in the latter case) we get

\[
\sum_{a=1}^{q-1} \frac{\psi(a)}{a^{m/2}} = \begin{cases} 
L(\psi, m/2) + O_q(q^{1-m/2}), & m \geq 3 \\
L(\psi, 1) + O_q(q^{-1}), & m = 2, \psi \neq 1,
\end{cases}
\]

and finally in the case \( m = 2, \psi = (1 \mod \ell) \), we conclude by the principle of inclusion and exclusion, the classical formula \( \sum_{n=1}^N 1/n = \log N + \gamma + O(N^{-1}) \) and \( \log((q-1)/d) = \log q/d + O_d(q^{-1}) \) that:

\[
(3.16) \quad \sum_{a=1}^{q-1} \frac{\psi(a)}{a} = \sum_{1 \leq a \leq q-1, (a, \ell) = 1} 1 \cdot \mu(d) \cdot \frac{\log q - \log d + \gamma}{d}.
\]

The second main term is given by the same expressions just with \( \left( \frac{1+i}{2q^{1/2}} \right)^m \) in place of \( \left( \frac{1+i}{\sqrt{q}} \right)^m \) and \( \psi(q) \) in place of \( \psi(-q) \). Summing up the two yields the required formula. The last claim of the proposition follows from:

\[
\psi(-1) \left( \frac{1+i}{\sqrt{2}} \right)^m + \left( \frac{1+i}{\sqrt{2}} \right)^m = \left( \frac{1+i}{\sqrt{2}} \right)^m \left( \psi(-1) + \left( \frac{1+i}{\sqrt{2}} \right)^{2m} \right) = \left( \frac{1+i}{\sqrt{2}} \right)^m \left( \psi(-1) + (-i)^m \right).
\]

Note in particular that in the case \( m = 2, \psi = (1 \mod \ell) \) the two main terms cancel. \( \square \)

### 3.3. Double moments of the Lerch zeta function

Finally we calculate a double average of the Lerch zeta function.

**Theorem 3.7.** Let \( q, \ell \geq 2 \) be two integers. Then we have for \( m \geq 1 \)

\[
\sum_{a=1}^{q-1} \sum_{b=1}^{\ell-1} \left| \zeta(a/q, b/\ell, 1/2) \right|^{2m} = \frac{\zeta(m)}{2m-1} q^m (\ell - 1) + \zeta(m)(q - 1)\ell^m + O_m(q^{m-1/2} \ell + q\ell^{m-1/2}).
\]

**Proof.** Using (2.5), we see that for \( \alpha, c \in (0, 1) \):

\[
\zeta(\alpha, c, 1/2) = \frac{1+i}{2} \alpha^{-1/2} + \frac{1-i}{2} (1 - \alpha)^{-1/2} + c^{-1/2} + O(1).
\]

Thus we get by expanding:

\[
\sum_{a=1}^{q-1} \sum_{b=1}^{\ell-1} \left| \zeta(a/q, b/\ell, 1/2) \right|^{2m} = \sum_{a=1}^{\lfloor q/2 \rfloor} \sum_{b=1}^{\ell-1} \left( 2^{-m}(a/q)^{-m} + (b/\ell)^{-m} \right) + \sum_{a=\lfloor q/2 \rfloor+1}^{q-1} \sum_{b=1}^{\ell-1} \left( 2^{-m}(1 - a/q)^{-m} + (b/\ell)^{-m} \right)
\]

\[
= O_m \left( \sum_{k=1}^{2m-1} \sum_{a=1}^{q-1} \sum_{b=1}^{\ell-1} (a/q)^{-k/2} (b/\ell)^{-(2m-k)/2} \right).
\]

Now the theorem follows by applying Lemma 3.2. \( \square \)

### 4. Applications to wide moments of Dirichlet L-functions and non-vanishing

In this section we will combine the moment calculations from the previous section with the connection to Dirichlet L-functions, as in Proposition 2.2, to calculate a number of different wide moments. Then we will combine these wide moments calculation with some additional analytic input (subconvexity and second moment calculations) to obtain weak simultaneous non-vanishing results.
4.1. Wide moments. First of all we will prove the asymptotic expansion as in Theorem 1.1 extending results of Heath-Brown [7] and Egami–Matsumoto [6].

**Proof of Theorem 1.1.** By Proposition 2.2 and (2.9), we see that for for \((b, \ell) = 1\), we have

\[
\hat{L}(\chi, \psi, \ell) = \frac{1}{\varphi(\ell)} \sum_{b \mod \ell} \hat{L}(\chi, b/\ell, 1/2) \hat{\psi}(b) = \frac{\ell^{1/2}}{\varphi(\ell)} L(\chi, b \psi, 1/2).
\]

Thus by the Fourier identity (1.2), we conclude that the left hand side of (1.6) is equal to

\[
\ell^{-m/2} \sum_{1 \leq b < \ell \atop (b, \ell) = 1} \prod_{i=1}^{m} L(\chi_i, b/\ell, 1/2).
\]

Now using that for any function \(f: \mathbb{R} \to \mathbb{C}\), we have by Möbius inversion;

\[
\sum_{1 \leq b < \ell \atop (b, \ell) = 1} f(b/\ell) = \sum_{d|\ell} \mu(\ell/d) \sum_{b|d} f(b/d),
\]

the claimed result follows from Theorem 3.1.

Similarly, we get an asymptotic formula for a general \(\psi\)-twisted wide moment, with the further complication that we will restrict to only primitive Dirichlet character.

**Corollary 4.1.** For \(i = 1, \ldots, m\) with \(m \geq 3\), let \(\chi_i\) modulo \(q_i\) be a Dirichlet character and put \(q^* = \max(q_1, \ldots, q_m)\). Then we have for \(\ell \gg (q^*)^{m/(2m-4)+\varepsilon}\) prime and \(\psi \bmod \ell\):

\[
\frac{1}{(\ell - 2)^{m-1}} \sum_{\psi_1, \ldots, \psi_m (\ell) \atop \psi_1 \cdots \psi_m = \psi} \prod_{i=1}^{m} L(\chi_i, \psi_i, 1/2) = L(\chi, m/2) + O_{m,\varepsilon}((q^*)^{m/4+\varepsilon} \ell^{1-m/2} + (q^*)^{1/4+\varepsilon} \ell^{-1/2}),
\]

where \(\chi = \chi_1 \cdots \chi_m\). Here the sum is restricted to primitive Dirichlet characters \(\psi_1, \ldots, \psi_m\).

**Proof.** Using the principle of inclusion and exclusion, we see that the lefthand side of (4.1) is equal to

\[
\frac{1}{(\ell - 2)^{m-1}} \sum_{I \subseteq \{1, \ldots, m\}} (-1)^{|I|} \prod_{i=1}^{m} L(\chi_i, \psi_0, 1/2) \sum_{\psi_1 \neq \psi_0 \atop \Pi_{i \notin I} \psi_1 = \psi} \prod_{i \in I} L(\chi_i, \psi_i, 1/2),
\]

where \(\psi_0\) denotes the principal Dirichlet character modulo \(\ell\). Combining the Fourier identity (1.2), the calculation of Fourier transforms as in Proposition 2.2 and the moment calculation in Theorem 3.3 we can evaluate each of the inner sums above. The main term comes from \(I = \emptyset\) with the error-term \(O_{m,\varepsilon}((q^*)^{m/4+\varepsilon} \ell^{1-m/2} + (q^*)^{1/4+\varepsilon} \ell^{-1/2})\). For \(I \neq \emptyset\), we have the following bounds:

\[\ll_{\varepsilon} \begin{cases} L(\ell^{m-|I|-1} L(\psi) \prod_{i \notin I} \chi_i, (m - |I|)/2) = O(\ell^{m-|I|-1}), & |I| < m - 2 \\
L(\ell^{|I|} L(\psi) \prod_{i \in I} \chi_i, \psi, 1/2) = O((\ell q^*)^{1/2}), & |I| = m - 1 \\
1, & |I| = m \end{cases}\]

applying respectively, Theorem 3.3 for \(|I| < m - 2\) (using here the assumption \(\ell \gg (q^*)^{m/(2m-4)+\varepsilon}\) to bound the error-term in Theorem 3.3), Remark 3.4 for \(|I| = m - 2\) and the convexity bound for
\(|I| = m - 1\). Thus the combined contribution from \(I \neq \emptyset\) can be bounded by
\[
\lesssim_{m, \varepsilon} \frac{1}{\ell m - 1} \left( \sum_{i=1}^{m-3} (q^*)^{i/2} \ell^{m-1-i} + \ell^{1+\varepsilon} (q^*)^{1/2+\varepsilon} (q^*)^{(m-2)/2} \right) + (\ell q^*)^{1/2} (q^*)^{(m-1)/2} + (q^*)^{m/2},
\]

using here the convexity bound \(L(\psi_0 \chi_i, 1/2) \ll (q^*)^{1/2}\) for \(i \in I\). Now it is easy to check that the above is indeed \(O_{m, \varepsilon}((q^*)^{m/4+\varepsilon} \ell^{1-m/2} + (q^*)^{1/4+\varepsilon} \ell^{-1/2})\) as wanted. \(\square\)

Next, we will obtain an asymptotic formula uniform in \(m\) for wide moments with trivial twists. Again we will use the principle of inclusion and exclusion to restrict the sum to primitive Dirichlet characters.

**Corollary 4.2.** Let \(m \geq 3\) and let \(\ell\) be prime. Then we have
\[
\frac{1}{(\ell - 2)^{m-1}} \sum_{\psi_1, \ldots, \psi_m \equiv 0 (\ell)} \prod_{i=1}^{m} L(\psi_i, 1/2) = \zeta(m/2) + O((\ell^{-1/2} + \ell^{1-m/2} \log \ell + \ell^{-1} \varepsilon \log \ell)),
\]
as \(\ell \to \infty\), uniformly in \(m, \ell\). Here the sum is restricted to primitive Dirichlet characters \(\psi_1, \ldots, \psi_m\) modulo \(\ell\).

**Proof.** We proceed as above using the principle of inclusion and exclusion to write the lefthand side of (4.2) as
\[
\frac{1}{(\ell - 2)^{m-1}} \sum_{I \subseteq \{1, \ldots, m\}} (-1)^{|I|} \prod_{i \in I} L(\psi_0, 1/2) \sum_{\psi_i \not\equiv 0 (\ell)} \prod_{i \not\in I} L(\psi_i, 1/2),
\]
where \(\psi_0\) denotes the principal character modulo \(\ell\). By the Fourier identity (I.2) and Proposition 2.2, we can apply Theorem 3.5 to each of the inner sums above. Using that \(L(\psi_0, 1/2) \leq C\) for some constant \(C\) independent of \(\ell\), we see that the lefthand side of (4.2) is
\[
\zeta(m/2) + O\left( \ell^{-1/2} + \ell^{1-m/2} \log \ell + \sum_{i=1}^{m} \left( \frac{m}{i} \right) (C/\ell)^i \right)
\]
\[
= \zeta(m/2) + O\left( \ell^{-1/2} + \ell^{1-m/2} \log \ell + (1 + C \ell^{-1})^m - 1 \right)
\]
\[
= \zeta(m/2) + O\left( \ell^{-1/2} + \ell^{1-m/2} \log \ell + \ell^{-1} \varepsilon \log \ell \right),
\]
as wanted. \(\square\)

4.1.1. **Further examples of wide moments.** We now consider wide moments of Dirichlet \(L\)-functions but this time twisted by Gauß sums. This corresponds exactly to moments of twisted periodic zeta functions as in Section 3. We observe that in the case where the moduli are co-prime there is massive cancellation in the wide moments, which means that these results are not very useful for obtaining non-vanishing results. On the other hand, it is usually very hard to obtain such a huge amount of cancellation using an approximate functional approach. When the moduli are equal one gets the same asymptotic behavior as in Corollary 4.1.

**Corollary 4.3.** Let \(\psi_1, \ldots, \psi_m\) be primitive Dirichlet characters and let \(\ell_i \geq 1\) be the modulus of \(\psi_i\).

1. Assume that \(m \geq 3\) and that \(\ell_1, \ldots, \ell_m\) are pairwise coprime. Then for \(q\) prime it holds that
\[
\frac{1}{(q - 2)^{m-1}} \prod_{\chi_1, \ldots, \chi_m(q) \equiv 0 (q)} \tau(\chi_i) L(\chi_i \psi_i, 1/2) = \int_0^1 \prod_{i=1}^{m} L(\alpha, \psi_i, 1/2) d\alpha + O_\varepsilon(q^{-1/2}).
\]
Here the sum is restricted to primitive Dirichlet characters \(\chi_1, \ldots, \chi_m\).
Similarly, one could get non-vanishing results using Corollaries 4.3 and 4.4, but the results one obtains in this way are not that interesting.

Proof of Theorem 1.4. Due to Petrow–Young [20] we conclude which yields the wanted.

(2) Assume that $m \geq 2$ and that there exists $\ell \geq 1$ such that $\ell_i = \ell$ for all $i = 1, \ldots, m$. Then for $q$ prime it holds that

\[
\frac{1}{(q-2)^{m-1}} \sum_{\chi_1, \ldots, \chi_m \in \chi \chi_1 \cdots \chi_m = \chi} \prod_{i=1}^{m} c(\chi_i) L(\psi_1, \frac{1}{2}) = c(\psi_1, \ldots, \psi_m) + O_{\ell, m}(q^{-1/2}),
\]

Here the sum is restricted to primitive Dirichlet characters $\chi_1, \ldots, \chi_m$, $c(\psi_1, \ldots, \psi_m)$ is given by the formula (3.10), and $c(\chi) := \tau(\chi)/q^{1/2}$.

Proof. The proof follows as above combining the Fourier identity (1.2), Proposition 2.2, the principle of inclusion and exclusion, the bound $\nu_1(q^\epsilon, 1, q/q^\epsilon) \tau(\chi^\epsilon) \ll q^{1/2}$, for Dirichlet characters $\chi \mod q$ (recall the notation from Proposition 2.2) and finally Theorem 3.6. We will skip the details. \qed

Finally, we obtain a calculation of the following double average wide moment.

Corollary 4.4. Let $q, \ell$ be primes and $m \geq 2$. Then we have:

\[
\frac{\ell^m}{(\varphi(q) \varphi(\ell))^{2m-1}} \sum_{\chi_1, \ldots, \chi_2m \in \chi \chi_1 \cdots \chi_m = \chi} \prod_{i,j=1}^{2m} \tau(\chi_i) L(\psi_1, \psi_2, 1/2) = \frac{\zeta(m)}{2^{m-1}} q^m (\ell - 1) + \zeta(m) (q - 1) \ell^m + O_m(q^{m-1/2} + q^{m-1/2}),
\]

as $q + \ell \to \infty$. Here the sum is restricted to primitive Dirichlet characters $\chi_1, \ldots, \chi_{2m}$ and $\psi_1, \ldots, \psi_{2m}$.

Proof. The result follows using the same proof scheme as in Corollary 4.3 using now Theorem 3.7. \qed

4.2. Non-vanishing. In this final section we will use the wide moment calculations in Corollaries 4.1 and 4.2 combined with certain additional analytic input to obtain the non-vanishing results in Subsection 4.3 (notice that in the introduction we have interchanged $q \leftrightarrow \ell$ and $\chi \leftrightarrow \psi$ in the notation). Similarly, one could get non-vanishing results using Corollaries 4.3 and 4.4 but the results one obtains this way are not that interesting.

Proof of Theorem 1.4. We see that in the range $q \gg (\ell^*)^{m/(2m-4) + \epsilon}$, we have from Corollary 4.3 that

\[
\sum_{\chi_1, \ldots, \chi_m \in \chi \chi_1 \cdots \chi_m = \chi} \prod_{i=1}^{m} L(\psi_1, \chi_i, 1/2) \gg_m q^{m-1},
\]

as $q \to \infty$. Using the subconvexity bound $L(\psi_1, \chi_i, 1/2) \ll_{\epsilon} (\ell^*)^{1/6 + \epsilon}$, due to Petrow–Young [20] we conclude

\[
(\ell^*)^{m/6 + \epsilon} \sum_{\chi_1, \ldots, \chi_m \in \chi \chi_1 \cdots \chi_m = \chi} \prod_{i=1}^{m} L(\psi_1, \chi_i, 1/2) \gg_m q^{m-1},
\]

which yields the wanted. \qed

Now we restrict to the case of trivial twists in Theorem 1.4 (i.e. $\psi_i = 1$ for $i = 1, \ldots, m$ and $\chi = 1$). Then we can do even better due to the following second moment calculation of Bettin [11]: we have uniformly for $3 \leq m = o(q^{1/2} \log q)$ that

\[
\frac{1}{(q-2)^{m-1}} \sum_{\chi_1, \ldots, \chi_m \in \chi \chi_1 \cdots \chi_m = \chi} \prod_{i=1}^{m} |L(\chi_i, 1/2)|^2 \sim \frac{\zeta(m/2)^2}{\zeta(m)} (\log(q/8\pi) + \gamma)^m,
\]

(4.4)
as \( q \to \infty \). Here \( \gamma \) denotes the Euler–Mascheroni constant and the sum is restricted to primitive Dirichlet characters \( \chi_1, \ldots, \chi_m \).

**Proof of Theorem 1.2** Recall the notation of \( \text{Wide}^*(q, m; 1) \) in (1.3). We have by Cauchy–Schwarz:

\[
\left| \sum_{(\chi_i) \in \text{Wide}^*(q, m; 1)} \prod_{i=1}^{m} L(\chi_i, 1/2) \right| \\
\leq \left( \sum_{(\chi_i) \in \text{Wide}^*(q, m; 1)} 1 \right)^{1/2} \left( \sum_{(\chi_i) \in \text{Wide}^*(q, m; 1)} \prod_{i=1}^{m} |L(\chi_i, 1/2)|^2 \right)^{1/2},
\]

which implies that

\[
\#\{(\chi_i) \in \text{Wide}^*(q, m; 1) : L(\chi_1, 1/2) \cdots L(\chi_m, 1/2) \neq 0\} \\
\geq \frac{\left| \sum_{(\chi_i) \in \text{Wide}^*(q, m; 1)} \prod_{i=1}^{m} L(\chi_i, 1/2) \right|^2}{\sum_{(\chi_i) \in \text{Wide}^*(q, m; 1)} \prod_{i=1}^{m} |L(\chi_i, 1/2)|^2} \\
\gg \frac{q^{m-1}}{(\log q)^m},
\]

uniformly in \( m \geq 3 \) with \( m = o(q^{1/2} \log q) \), using (1.3) and Corollary 1.2. Here we are using:

\[
\frac{\zeta(m/2)^2}{\zeta(m)} \ll 1,
\]

and

\[
(\log(q/8\pi) + \gamma)^m = (\log q + \gamma - \log 8\pi)^m \leq (\log q)^m,
\]

uniformly in \( m \) and \( q \).

\( \square \)
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