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Abstract—The stochastic multi-armed bandit has provided a framework for studying decision-making in unknown environments. We propose a variant of the stochastic multi-armed bandit where the rewards are sampled from a stochastic linear dynamical system. The proposed strategy for this variant is to learn a model of the dynamical system while choosing the optimal action based on the learned model. Motivated by mathematical finance areas such as Intertemporal capital asset pricing model proposed by Merton and Stochastic portfolio theory proposed by Fernholz that both model asset returns with stochastic differential equations, this strategy is applied to quantitative finance as a high-frequency trading strategy, where the goal is to maximize returns within a time period.

I. INTRODUCTION

The stochastic Multi-Armed Bandit (MAB) problem has provided a powerful modeling framework to investigate large class of decision making problems. In MAB, a learner interacts with the environment where in each interaction, a called a round, the learner chooses an action and receives a reward. The performance of policies is usually evaluated as the expectation of the cumulative difference between optimal and chosen actions, which is defined as the regret. In its basic formulation where rewards are sampled from a stationary distribution, a very popular algorithm, called the Upper Confidence Bound (UCB) algorithm [1], guarantees logarithmic growth of regret [2].

MAB has seen different applications in several areas such as machine learning, dynamic pricing, and portfolio management. In machine learning, the MAB formulation has been used to find a set of hyperparameters to increase the performance of the learning process [3]. This has been extended to algorithm selection problem, where a learner searches for a high-performing algorithm to use for training [4]. In dynamic pricing problems, MAB has been used to set prices when the model for demand is based on a low-dimensional demand model [5]. In portfolio selection, MAB formulation is natural in the case where the manager creates a portfolio with multiple assets [6], [7].

In the examples mentioned above, the environments that the learner interacts with has time correlations and correlations between the rewards for each action. Hyperparameter optimization can be viewed as optimizing a cost function with correlated decision variables [8] which implies that the training process is dynamic. In dynamic pricing problem, the demand changes over time [9]. As for portfolio management, Intertemporal capital asset pricing model [10] and Stochastic portfolio theory [11] model asset returns using stochastic differential equations. Therefore, there is a need to investigate non-stationary stochastic MAB where the rewards are sampled from a stochastic dynamical system. In this case, the reward can be expressed as the inner product between the action vector and a dynamic unknown parameter vector.

Previous work in non-stationary stochastic MAB studies the case where the change in magnitude of the unknown parameter vector is bounded [12], [13] or when such vector is sampled from a predefined set [14], [15]. In both cases, the unknown parameter vector changes the distribution of the reward, making the original stochastic MAB formulation non-stationary. To the best of our knowledge, most of the previous studies on non-stationary stochastic MAB focus on the piece-wise stationary case, where the distributions are stationary within set intervals. The studies on the piece-wise stationary case focus on remembering-vs-forgetting trade-off using either discounting or sliding windows [16] to forget early recorded rewards or detecting the change in the distribution to decide when to restart the learning process [17], [18], [19], [20]. A set of previous publications bound the cumulative change of the reward mean in the form of variational budget [21], [22]. In [23], the agent selects a controller each round to control a time-varying linear dynamical system where the reward is a cost function of the system’s state and inputted control signal. This system is driven by a bounded perturbation and the state is observed.

This paper tackles the stochastic MAB problem when the rewards are sampled from an unknown stochastic linear dynamical system driven by Gaussian noises. Since the rewards are now dynamic, taking inspiration from [24], we introduce a methodology that focuses on finding the optimal decision while learning the model of the system generating the rewards. The learned model is then used to design a decision-making algorithm. We verify the proposed algorithm on a simple high-frequency trading example.

This paper is organized as follows. Section II states the problem. In Section III, a methodology to model and predict rewards is presented. Section IV uses the model to develop a strategy to maximize cumulative reward over a horizon. Section V performs regret analysis and provides a theoretical upper bound for the regret of the proposed algorithm. Section VI shows an application of the proposed algorithm to a simple high-frequency trading example. Finally, Section VII
concludes the paper and provides future directions.

II. PROBLEM STATEMENT

Suppose that for \( k \) given actions \( c_a \in \mathcal{A} \subset \mathbb{R}^d \), the reward \( X_t \) is sampled from the following stochastic linear dynamical system

\[
\begin{align*}
    z_{t+1} & = \Gamma z_t + \xi_t, \quad z_0 \sim \mathcal{N}(\mu_0, \Sigma_0) \\
    \theta_t & = C_a z_t + \phi_t \\
    X_t & = \langle c_a, z_t \rangle + \eta_t,
\end{align*}
\]  

(1)

where \( z_t \in \mathbb{R}^d \) is the state of the system. For each round \( t = 1, 2, \ldots, n \) and \( n > d \), the learner observes the reward \( X_t \in \mathbb{R} \) based on the chosen action and the context \( \theta_t \in \mathbb{R}^m \). The context \( \theta_t \) is a value that the learner always observes and its observation matrix \( C_\theta \) is constant. The noises \( \xi_t \in \mathbb{R}^d \), \( \phi_t \in \mathbb{R}^m \), and \( \eta_t \in \mathbb{R} \) are i.i.d. normally distributed, i.e., \( \xi_t \sim \mathcal{N}(0, \Sigma_\xi) \) with \( \Sigma_\xi > 0 \), \( \phi_t \sim \mathcal{N}(0, \Sigma_\phi) \), and \( \eta_t \sim \mathcal{N}(0, \Sigma_\eta) \). We pose the following assumptions on system (1).

**Assumption 1:** The matrices \( \Gamma, C_\theta, Q, R_\theta, \Sigma_\xi, \Sigma_\phi, \Sigma_\eta \), vectors \( \mu_\xi, \mu_\phi, \mu_\eta \), and scalar \( \sigma_\eta \) are unknown. The dimension \( d \) is unknown, but dimension \( m \) is known as it is the dimension of the context. Also, the vector \( c_a \) is unknown. Note that for notation, given that there are \( k \) vectors \( c_a \in \mathcal{A} \), we denote \( a \in \{1, 2, \ldots, k\} \) to be which vector \( c_a \) is chosen.

**Assumption 2:** The matrix \( \Gamma \) is Schur. Also, the pair \((\Gamma, C_\theta)\) is observable.

The goal of the learner is to maximize cumulative reward over a finite time horizon \( n \). To analyze the performance of the learner’s strategy, regret analysis is used. The regret is defined as the cumulative, over all rounds, expected difference between the highest reward (denoted as \( X^* \)) and the reward for the chosen action at time \( t \), i.e.,

\[
R_n = \sum_{t=1}^n \mathbb{E}[X^*_t - X_t].
\]  

(2)

III. LEARNING THE SYSTEM

If the learner knew (1), then the Kalman filter could be used to predict the state \( z_t \) and consequently the reward \( X_t \) for each action \( a \in \{1, 2, \ldots, k\} \).

\[
\begin{align*}
    z_{t+1|t} & = \Gamma z_{t|t} + \mu_\xi \\
    P_{t+1|t} & = \Gamma P_{t|t} \Gamma^\top + Q \\
    K_t & = P_{t|t-1} C_\theta^\top (C_\theta P_{t|t-1} C_\theta + R_\theta)^{-1} \\
    \hat{z}_{t|t} & = \hat{z}_{t|t-1} + K_t (\hat{\theta}_t - C_\theta \hat{z}_{t|t-1}) \\
    P_{t|t} & = P_{t|t-1} - K_t C_\theta P_{t|t-1} \\
    \hat{X}_{t|t-1} & = \langle c_a, \hat{z}_{t|t-1} \rangle
\end{align*}
\]

(3)

where \( \hat{z}_{t|t} \equiv \mathbb{E}[z_t|\mathcal{F}_t] \) and \( \mathcal{F}_t \) is the sigma algebra generated by previous contexts \( \theta_0, \ldots, \theta_t \). Since the Kalman gain converges thanks to assumption 2, it is reasonable [24] to use the steady-state Kalman filter:

\[
\begin{align*}
    \hat{z}_{t+1} & = \Gamma \hat{z}_t + \mu_\xi + \Gamma K (\hat{\theta}_t - C_\theta \hat{z}_t) \\
    \hat{X}_t & = \langle c_a, \hat{z}_t \rangle
\end{align*}
\]

(4)

where

\[
\begin{align*}
    K & \equiv PC_\theta^\top (C_\theta PC_\theta^\top + R_\theta)^{-1} \\
    P & \equiv \Gamma P \Gamma^\top + Q - \Gamma P C_\theta^\top (C_\theta PC_\theta^\top + R_\theta)^{-1} C_\theta P \Gamma^\top, \\
    \hat{z}_t & \equiv \hat{z}_{t|t-1}, \quad \hat{X}_t \equiv \hat{X}_{t|t-1}.
\end{align*}
\]

Since using the steady-state Kalman filter prediction \( \hat{X}_t \) provides a good prediction of the reward \( X_t \), then learning the steady-state Kalman filter will intuitively provide a good prediction of the reward \( X_t \) for each action \( a \in \{1, 2, \ldots, k\} \). Therefore, to learn the steady-state Kalman filter, a variation of the method presented in [24] is used. Let \( s > 0 \) be the horizon length of how far we look into the past. We define a matrix \( G_a \) for each \( a \in \{1, 2, \ldots, k\} \) and a vector \( \Theta_a \), as follows:

\[
G_a \equiv \left[ \langle c_a, (\Gamma - \Gamma K C_\theta)^s \hat{z}_{t-s} \rangle + \varepsilon_{ax} \right],
\]

(5)

where \( \varepsilon_{ax} \equiv X_t - \hat{X}_t \) is defined above, it can be shown that the reward \( X_t \) can be expressed as

\[
X_t = G_a \Theta_t + \langle c_a, (\Gamma - \Gamma K C_\theta)^s \hat{z}_{t-s} \rangle + \varepsilon_{ax},
\]

(6)

The equation (6) is set such that if a set of contexts \( \theta_{t-s}, \ldots, \theta_{t-1} \) are provided, their linear combination using the constants in the vector \( G_a \) provide a prediction for \( X_t \) where the accuracy is impacted by the terms \( \langle c_a, (\Gamma - \Gamma K C_\theta)^s \hat{z}_{t-s} \rangle \) and \( \varepsilon_{ax} \). Note that since \( \Gamma - \Gamma K C_\theta \) is Schur by construction, then the magnitude of the term \( \langle c_a, (\Gamma - \Gamma K C_\theta)^s \hat{z}_{t-s} \rangle \) decreases as \( s \) increases. Given a set of time instants \( \mathcal{F}_a = \{t_1, t_{N_a}\} \), the reward \( X_t \) can be rewritten as

\[
\begin{bmatrix}
    X^\top_{t_1} \\
    \vdots \\
    X^\top_{t_{N_a}}
\end{bmatrix} = G_a \begin{bmatrix}
    \Theta^\top_{t_1} \\
    \vdots \\
    \Theta^\top_{t_{N_a}}
\end{bmatrix} + \begin{bmatrix}
    \langle c_a, (\Gamma - \Gamma K C_\theta)^s \hat{z}_{t_1-s} \rangle + \varepsilon_{ax_{t_1}} \\
    \vdots \\
    \langle c_a, (\Gamma - \Gamma K C_\theta)^s \hat{z}_{t_{N_a-s}} \rangle + \varepsilon_{ax_{t_{N_a}}}
\end{bmatrix},
\]

(8)

A regularized least squares estimate for (8) is

\[
\hat{G}_a = \sum_{t \in \mathcal{F}_a} X_t \Theta_t \Theta_t^\top V_a^{-1},
\]

(9)

where \( V_a > 0 \) is given by

\[
V_a = \lambda I + \sum_{t \in \mathcal{F}_a} \Theta_t \Theta_t^\top,
\]

(10)

with \( \lambda > 0 \) as the regularization parameter and \( I \) as the identity matrix with appropriate dimension.
Algorithm 1 Phased Initial Exploration of System (PIES)

\[ t \leftarrow 1 \]
\[ \text{for } a \in \{1, 2, \ldots, k\} \text{ do} \]
\[ \hat{G}_a \leftarrow 0_{1 \times m s + 1} \]
\[ \mathcal{F}_a \leftarrow \{} \]
\[ \text{end for} \]
\[ \text{for } t = 1, 2, \ldots, n \text{ do} \]
\[ \text{if } t > ks \text{ then} \]
\[ a \leftarrow \arg \max_{a \in \{1, 2, \ldots, k\}} \hat{G}_a \Theta_t \]
\[ \text{else} \]
\[ a \leftarrow (t \mod k) + 1 \]
\[ \text{end if} \]
\[ \text{if } t > s \text{ then} \]
\[ \text{for } a \in \{1, 2, \ldots, k\} \text{ do} \]
\[ \text{Update } \mathcal{F}_a \text{ and learn } \hat{G}_a \text{ based on (9) and (10)} \]
\[ \text{end for} \]
\[ \text{end if} \]
\[ \text{Sample } (\theta_t, X_t) \text{ based on (1)} \]
\[ \text{end for} \]

IV. Bandit Strategy

The action the learner ought to choose is the action that the learner predicts will output the highest reward. This prediction is based on the matrix \( \hat{G}_a \) in (9), which is an estimate of the matrix \( G_a \). Therefore, the learner should focus on learning \( \hat{G}_a \) for each action \( a \in \{1, 2, \ldots, k\} \) and choosing an action based on the learned \( \hat{G}_a \).

Inspired by the Explore-then-Commit (ETC) method discussed in [25], we propose the Phased Initial Exploration of System (PIES) which is shown in Algorithm 1. The parameter to set is \( s \). At the start of the algorithm, the learner will cycle through each action \( a \in \{1, 2, \ldots, k\} \) from round \( t = 1 \) to round \( t = ks \). The learner will start computing \( \hat{G}_a \) once \( t > s \). After round \( t = ks \), the learner will choose the action \( a \in \{1, 2, \ldots, k\} \) that has the largest \( \hat{G}_a \Theta_t \) value while keep updating \( \hat{G}_a \). The matrix \( \hat{G}_a \) is constantly updated after \( t = ks \) to minimize identification error \( \|G_a - \hat{G}_a\|_2 \).

V. Regret Analysis of the Proposed Algorithm

The following theorem provides an upper bound for regret defined in (2).

**Theorem 1:** Given a failure rate of \( \delta \in (0, 1) \), regret as in (2) is bounded as follows with a probability of at least \( 1 - \delta \):

\[
R_n \leq \sum_{t=1}^{n} \sum_{a \neq a^*} \mathbb{E}[(\Delta c_a, z_t)] + \left( \sum_{t=ks+1}^{n} \mathbb{E}[(\Delta c_a, z_t)] a \right) \min \left\{ B_a \mathbb{E}[\Theta_{t}^\top \frac{\|\Theta_{t}\|_2}{\|\Delta G_a \Theta_{t}\|_2}], 1 \right\}. \tag{11}
\]

where \( \Delta c_a \) and \( \Delta G_a \) are defined as

\[
\Delta c_a \triangleq c_a - c_{a^*}, \tag{12}
\]
\[
\Delta G_a \triangleq G_a^* - G_a, \tag{13}
\]

and \( B_a \) is such that the following inequality holds with a probability of at least \( 1 - \delta \):

\[
\|\hat{G}_a - G_a\|_2 + \|G_a^* - \hat{G}_a^*\|_2 \leq B_a. \tag{14}
\]

**Proof:** Using the law of iterated expectations [26], the instantaneous regret for one round \( t \in \{ks+1, \ldots, n\} \) is

\[
E[X_t^s - X_t] = E[(\Delta c_a, z_t)] = E_a[E_c[(\Delta c_a, z_t)|a]] = \sum_{a=1}^{k} E_c[(\Delta c_a, z_t)|a] P[a], \tag{15}
\]

where \( \Delta c_a \) is defined in (12). In the following, we will provide an upper bound for \( P[a] \). Consider the event \( \mathcal{E}_a \) defined as

\[
\mathcal{E}_a \triangleq \{ \hat{G}_a \Theta_t \geq G_a \Theta_t \}, \tag{16}
\]

which implies that modeling error leads to selecting an suboptimal action. Note that \( P[a] \) is

\[
P[a] = P\left[ \bigcap_{i \neq a} \{ \hat{G}_a \Theta_t \geq G_a \Theta_t \} \right] = P\left[ \bigcap_{i \neq a, a^*} \{ \hat{G}_a \Theta_t \geq G_a \Theta_t \} \cap \{ G_a \Theta_t \geq G_a^* \Theta_t \} \right], \tag{17}
\]

which implies that that \( P[a] \leq P[\mathcal{E}_a] \). Adjusting the inequality in \( \mathcal{E}_a \) yields

\[
G_a \Theta_t + (\hat{G}_a - G_a) \Theta_t \geq G_a \Theta_t - (G_a - G_a^*) \Theta_t, \tag{18}
\]

Let \( \Delta G_a \) be as in (13). Then (18) can be rewritten as follows:

\[
\Delta G_a \Theta_t \leq (\hat{G}_a - G_a) \Theta_t + (G_a^* - \hat{G}_a^*) \Theta_t, \tag{19}
\]

At this stage, we use (9) and (10) to express \( \hat{G}_a \) for any action as follows:

\[
\hat{G}_a = \sum_{t \in \mathcal{F}_a} G_a \Theta_t \Theta_t^\top V_a^{-1} + \sum_{t \in \mathcal{F}_a} \varepsilon_a \Theta_t \Theta_t^\top V_a^{-1} + \sum_{t \in \mathcal{F}_a} (c_{a^*}(\Gamma - \Gamma K C_{\theta})^2 \xi_{t-s}) \Theta_t \Theta_t^\top V_a^{-1}.
\]

Thus, \( \|\hat{G}_a - G_a\|_2 \) can be upper-bounded as

\[
\|\hat{G}_a - G_a\|_2 \leq \|\Lambda G_a V_a^{-1}\|_2 + \sum_{t \in \mathcal{F}_a} \varepsilon_a |\Theta_t \Theta_t^\top V_a^{-1}|_2 \leq \sum_{t \in \mathcal{F}_a} (c_{a^*}(\Gamma - \Gamma K C_{\theta})^2 \xi_{t-s}) |\Theta_t \Theta_t^\top V_a^{-1}|_2. \tag{21}
\]

Since \( \Gamma \) is Schur, the estimate \( (c_{a^*}(\Gamma - \Gamma K C_{\theta})^2 \xi_{t-s}) \) is bounded. For the product \( \varepsilon_a \Theta_t \Theta_t^\top V_a^{-1} \), based on Theorem 1 in [27], since \( \varepsilon_a \) is conditionally \( c_{a^*} P c_a + c_{\theta} \)-sub-Gaussian and \( \Theta_t \Theta_t^\top \) is measurable, then given a failure rate \( \delta \in (0, 1) \), this term is bounded with a probability of at least \( 1 - \delta \). Therefore, (14) is satisfied with a probability of at least \( 1 - \delta \).
Now, assuming that $E_1$ is given, the inequality (19) can be rewritten as
\[ B_a \| \Theta_t \|_2 \geq \Delta G_a \Theta_t \Rightarrow B_a \| \Theta_t \|_2 \geq 1. \] (22)

Let (22) be denoted as $\mathcal{E}_2|\mathcal{E}_1$. Based on the Markov inequality [28], the following concentration bound is given
\[ \mathbb{P}[\mathcal{E}_2|\mathcal{E}_1] \leq \min \left\{ B_a \mathbb{E}_{\Theta} \left[ \frac{1}{\| \Theta_t \|_2} \right], 1 \right\}. \] (23)

Also, (16) and (22) can be rewritten, respectively, as
\[ \mathcal{E}_a = \{ \hat{G}_a - G_a \Theta_t + (G_a^* - \hat{G}_a^*) \Theta_t \geq 1 \}, \] (24)
and
\[ \mathcal{E}_2|\mathcal{E}_1 = \{ B_a \| \Theta_t \|_2 \geq 1 \}. \] (25)

Note that $\mathbb{P}[\mathcal{E}_a] \leq \mathbb{P}[\mathcal{E}_2|\mathcal{E}_1]$ is true if the following inequality holds:
\[ B_a \| \Theta_t \|_2 \geq \frac{(\hat{G}_a - G_a) \Theta_t + (G_a^* - \hat{G}_a^*) \Theta_t}{\Delta G_a \Theta_t}. \] (26)

Since (26) is satisfied with a probability of at least $1 - \delta$ according to (14), then $\mathbb{P}[\mathcal{E}_a] \leq \mathbb{P}[\mathcal{E}_2|\mathcal{E}_1]$ is satisfied with a probability of at least $1 - \delta$. Therefore, (15) can be upper-bounded as
\[
\mathbb{E}[X_t^* - X_t] = \sum_{a=1}^{k} \mathbb{E}_c[|\Delta a, \xi_t|] a \mathbb{P}[a] \leq \sum_{a\neq a^*} \frac{\mathbb{E}_c[|\Delta a, \xi_t|] a \mathbb{P}[\mathcal{E}_a]}{\mathbb{P}[\mathcal{E}_a]} \leq \sum_{a\neq a^*} \frac{\mathbb{E}_c[|\Delta a, \xi_t|] a \mathbb{P}[\mathcal{E}_2|\mathcal{E}_1]}{\mathbb{P}[\mathcal{E}_2|\mathcal{E}_1]}. \] (27)

Finally, using (23) in (27) and summing over $t$ rounds completes the proof.

Remark 1: As shown in Theorem 1, the regret performance is based on the bound for model error $B_a$. In particular, if the model is known (i.e., $B_a = 0$), the upper-bound will be zero after $t = ks$ rounds, which is reasonable.

Remark 2: The model error $B_a$ depends on the number of times action $a$ is chosen. For now, the exploration period is set to $ks$ so that the learner has $s$ samples for each action $a \in \{1, 2, \ldots, k\}$. Future work will focus on what is a more effective length for the exploration period.

VI. EVALUATION STUDY—HIGH-FREQUENCY TRADING

This section will exemplify the use of the proposed framework. Suppose there are two stocks a trader is interested in. The trader can either buy then sell either stock 1 or 2, or refrain from trading at each round.

The context $\Theta$ represents the price change for the stocks. The reward $X_t$ is the financial gain (loss) deriving from trading a stock. Both variables are sampled from the following stochastic linear dynamical system (see Appendix):
\[ z_{t+1} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0.9512 & 0 \\ 0 & 0 & 0 & 0.6065 \end{bmatrix} z_t + \xi_t, \] (28)
\[ \Theta_t = \begin{bmatrix} -1 & 0 & 0.0353 & 0 \\ 0 & -1 & 0 & 0.2987 \end{bmatrix} z_t, \]
\[ X_t = \{ c_a, \xi_t \}. \]

For the model, the number of previous contexts $\Theta_t$ that are used is $s = 10$ and the regularization parameter $\lambda = 10^{-1}$. Since $\Gamma$ is Schur, one could argue that the reward $X_t$ is just Gaussian distributed as $t \gg 0$. Therefore, UCB is a reasonable method to use as a comparison. The parameter used in UCB is $\delta = 0.1$. To provide an upper bound on the algorithm’s performance we use an oracle that leverages optimal predicted awards generated by the Kalman filter $\hat{X}_t$ as in (4) to choose the action $c_a \in \mathcal{A}$.

Figure 1 shows the instantaneous regret and the cumulative regret of the learner using UCB, Algorithm 1, and the oracle averaged across 1,000 different simulations. As seen in this figure, even though the system converges to the steady-state, UCB still performs sub-par compared to Algorithm 1.

Remark 3: There are other well-known quantitative finance methods such as universal portfolio selection [29] that could be compared with Algorithm 1. These comparisons will be considered in future work.

A. Sensitivity Analysis—Impact of Parameter $s$

In this subsection, we conduct sensitivity analysis of the performance of Algorithm 1 with respect to the parameter $s$. To do so, system (28) was sampled 1,000 different times. For each sample, the regret was computed for each $s \in \{1, 2, \ldots, 10\}$. Figure 2 shows how the parameter $s$ impacts the average regret. As seen in this figure, when $s = 3$, the regret on average is the lowest, implying that this is most likely the ideal $s$ to choose for this system. As $s$ increases, the regret increases steadily. In Figure 2, it appears that $s = 1$ and $s = 8$ have approximately the same large regret values. The intuition behind this observation is that not enough previous observations are used for providing an accurate prediction for $s = 1$, while there are a lot of unknown terms to estimate which degrades performance for $s = 8$.

VII. CONCLUSION

This paper introduced a new variant of the stochastic multi-armed bandit where the rewards are sampled from an unknown stochastic linear dynamical system. To approach this problem, the learner explores all the actions to learn the underlying dynamical model and predict the action with
the highest reward, simultaneously. An application to high-frequency trading is used to illustrate the method. Future work will provide a theoretical analysis for the impact of the parameter $s$ and will focus on creating an adaptive exploration period to avoid the dependency on the horizon length $n$.
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**APPENDIX**

The trader models the price evolution of stock $i$ (denoted as $S_i^t$) using the following stochastic differential equation
for $\tau \in [0,T]$ based on [10].

\[
\begin{align*}
\frac{dS^i_\tau}{S^i_\tau} &= M^i_\tau d\tau + dW^i_\tau \\
\frac{dM^i_\tau}{M^i_\tau} &= \kappa^i_\tau \left( \frac{1}{2} - M^i_\tau \right) d\tau + \sigma^i_\tau dV^i_\tau,
\end{align*}
\]

(29)

where $\kappa^i_\tau$ and $\sigma^i_\tau$, $i = 1, 2$, are defined to be

\[
\begin{bmatrix}
\kappa^1_\tau \\
\kappa^2_\tau
\end{bmatrix} = \begin{bmatrix}
10^{-1} \\
1
\end{bmatrix}, \quad
\begin{bmatrix}
\sigma^1_\tau \\
\sigma^2_\tau
\end{bmatrix} = \begin{bmatrix}
10 \\
1
\end{bmatrix}.
\]

(30)

The variable $M^i_\tau$ is the drift rate of stock $i$, $\kappa^i_\tau$ is the speed of reversion (the rate $M^i_\tau$ returns to its mean), and $\sigma^i_\tau$ sets the magnitude of $dV^i_\tau$. Both $dW^i_\tau$ and $dV^i_\tau$ are independent Gaussian distributed random variables with a variance of 1 with no time correlation, i.e. $dW^i_\tau \sim \mathcal{N}(0, \delta^i_\tau)$ and $dV^i_\tau \sim \mathcal{N}(0, \delta^i_\tau)$ where $\delta^i_\tau$ is the delta dirac function. Let $y^i_\tau = \log(S^i_\tau)$. Using Itô’s lemma, the stochastic differential equation for $\log(S^i_\tau)$ is

\[
\begin{align*}
\frac{d}{\tau} \log(S^i_\tau) &= \left\langle \frac{\partial \log(S^i_\tau)}{\partial S^i_\tau}, S^i_\tau M^i_\tau \right\rangle d\tau \\
&\quad + \frac{1}{2} \left\langle \frac{\partial^2 \log(S^i_\tau)}{\partial (S^i_\tau)^2}, (S^i_\tau)^2 \right\rangle d\tau \\
&\quad + \left\langle \frac{\partial \log(S^i_\tau)}{\partial S^i_\tau}, S^i_\tau \right\rangle dW^i_\tau,
\end{align*}
\]

(31)

\[
\begin{align*}
\frac{d}{\tau} \log(S^i_\tau) &= \left( M^i_\tau - \frac{1}{2} \right) d\tau + dW^i_\tau.
\end{align*}
\]

(32)

\[
\begin{align*}
\frac{d}{\tau} \log(S^i_\tau) &= \left( M^i_\tau - \frac{1}{2} \right) d\tau + dV^i_\tau.
\end{align*}
\]

(33)

This leads to the following stochastic differential equations:

\[
\begin{align*}
y^i_\tau &= \left( Y^i_\tau \right) {\left[ Y^1_\tau \ Y^2_\tau \right]}^\top, \\
\frac{d}{\tau} \log(S^i_\tau) &= \left( M^i_\tau - \frac{1}{2} \right) d\tau + dW^i_\tau.
\end{align*}
\]

(34)

Consider the following matrices and vectors:

\[
\begin{align*}
\gamma(\tau) &\triangleq \left[ Y^1_\tau \ Y^2_\tau \right]^\top, \\
\kappa &\triangleq \begin{bmatrix} \kappa^1_\tau & 0 \\ 0 & \kappa^2_\tau \end{bmatrix}, \\
\sigma &\triangleq \begin{bmatrix} 0 & I_2 \\ 0 & -\kappa \end{bmatrix}, \\
\Gamma &\triangleq \begin{bmatrix} F \ 0 \\ 0 \ I_2 \end{bmatrix}, \\
\mu^i_\tau &\triangleq \left[ \Delta B^i_\mu \ 0 \right]^\top, \\
\xi^i_\tau &\sim \mathcal{N}(\mu^i_\tau, Q^i), \\
Q^i &\triangleq \begin{bmatrix} \Phi_1 \ 0 \\ 0 \end{bmatrix}, \\
C_\theta &\triangleq \begin{bmatrix} 1 & 0 & 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -1 \end{bmatrix}, \\
c^i_\alpha &\in \left\{ \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}^\top \right\}. \\
\end{align*}
\]

(43)

Finally, the eigenvectors $[U \ U]'$ of $\Gamma$ are computed, where $(C_\theta U, U^{-1} \Gamma' U)$ is observable and $U^{-1} \Gamma' U$ is Schur. This transformation provides (28).

System (36) is discretized with step $\Delta T$, which gives the following discrete-time stochastic linear dynamical system:

\[
\begin{align*}
\mathbf{y}(t\Delta T + \Delta T) &= \exp(F \Delta T) \mathbf{y}(t\Delta T) \\
\mathbf{m}(t\Delta T + \Delta T) &= \mathbf{m}(t\Delta T) + \Delta B^i_\mu + \Delta w(t\Delta T),
\end{align*}
\]

(37)

where $\Delta B^i_\mu$ and $\Delta w(t\Delta T)$ are derived using reference [30]:

\[
\begin{align*}
\Delta B^i_\mu &\triangleq \sum_{i=0}^m F^i B^i_\mu \frac{\Delta T^{i+1}}{(i+1)!}, \\
\Delta w(t\Delta T) &\sim \mathcal{N}(0, \Sigma),
\end{align*}
\]

(39)

with

\[
\Sigma = \int_{t\Delta T}^{(t+1)\Delta T} e^{F((t+1)\Delta T-\tau)} \Sigma e^{F^\top((t+1)\Delta T-\tau)} d\tau.
\]

(40)

Evaluating (39) is analytically intractable; therefore, the method in [31] is used to approximate $\Sigma$, i.e.,

\[
\begin{align*}
\Phi_{1,1} &\triangleq \begin{bmatrix} \Phi_{1,2} \end{bmatrix}, \\
\Phi_{1,2} &\triangleq \begin{bmatrix} \Phi_{1,1}^\top \ 0 \\ 0 \end{bmatrix}, \\
\end{align*}
\]

(41)

\[
\begin{align*}
\mathbf{y}_\Delta &\triangleq \mathbf{y}(t\Delta T) - \mathbf{y}(t\Delta T - \Delta T) = \log \left( \frac{S^i_{\Delta T}}{S^i_{(t-1)\Delta T}} \right).
\end{align*}
\]

(42)

Therefore, the difference $\mathbf{y}_\Delta = Y^i_\tau - Y^i_{\tau - \Delta T}$ is the logarithm of the percentage increase/decrease of buying at $t\Delta T - \Delta T$ and then selling at $t\Delta T$. We extend (37) by using the following matrices and vectors:

\[
\begin{align*}
\zeta^i_\tau &\triangleq \begin{bmatrix} y(t\Delta T) \\
\mathbf{m}(t\Delta T) \\
\end{bmatrix}, \\
\Gamma &\triangleq \begin{bmatrix} F \ 0 \\ 0 \ I_2 \end{bmatrix}, \\
\mu^i_\tau &\triangleq \left[ \Delta B^i_\mu \ 0 \right]^\top, \\
\xi^i_\tau &\sim \mathcal{N}(\mu^i_\tau, Q^i), \\
Q^i &\triangleq \begin{bmatrix} \Phi_1 \ 0 \\ 0 \end{bmatrix}, \\
C_\theta &\triangleq \begin{bmatrix} 1 & 0 & 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -1 \end{bmatrix}, \\
c^i_\alpha &\in \left\{ \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}^\top \right\}.
\end{align*}
\]

(43)