Predicting Valence-Arousal Ratings of Words Using a Weighted Graph Method
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Abstract

Compared to the categorical approach that represents affective states as several discrete classes (e.g., positive and negative), the dimensional approach represents affective states as continuous numerical values on multiple dimensions, such as the valence-arousal (VA) space, thus allowing for more fine-grained sentiment analysis. In building dimensional sentiment applications, affective lexicons with valence-arousal ratings are useful resources but are still very rare. Therefore, this study proposes a weighted graph model that considers both the relations of multiple nodes and their similarities as weights to automatically determine the VA ratings of affective words. Experiments on both English and Chinese affective lexicons show that the proposed method yielded a smaller error rate on VA prediction than the linear regression, kernel method, and pagerank algorithm used in previous studies.

1 Introduction

Thanks to the vigorous development of online social network services, anyone can now easily publish and disseminate articles expressing their thoughts and opinions. Sentiment analysis thus has become a useful technique to automatically identify affective information from texts (Pang and Lee, 2008; Calvo and D'Mello, 2010; Liu, 2012; Feldman, 2013). In sentiment analysis, representation of affective states is an essential issue and can be generally divided into categorical and dimensional approaches.

The categorical approach represents affective states as several discrete classes such as binary (positive and negative) and Ekman’s six basic emotions (e.g., anger, happiness, fear, sadness, disgust and surprise) (Ekman, 1992). Based on this representation, various techniques have been investigated to develop useful applications such as deceptive opinion spam detection (Li et al., 2014), aspect extraction (Mukherjee and Liu, 2012), cross-lingual portability (Banea et al., 2013; Xu et al., 2015), personalized sentiment analysis (Ren and Wu, 2013; Yu et al., 2009) and viewpoint identification (Qiu and Jiang, 2013). In addition to identifying sentiment classes, an extension has been made to further determine their sentiment strength in terms of a multi-point scale (Taboada et al., 2011; Li et al., 2011; Yu et al., 2013; Wang and Ester, 2014).

The dimensional approach has drawn considerable attention in recent years as it can provide a more fine-grained sentiment analysis. It represents affective states as continuous numerical values on multiple dimensions, such as valence-arousal (VA) space (Russell, 1980), as shown in Figure 1. The valence represents the degree of pleasant and unpleasant (or positive and negative) feelings, and the arousal represents the degree of excitement and calm. Based on such a two-dimensional representation, a common research goal is to determine the degrees of valence and arousal of given texts such that any affective state can be represented as a point in the VA coordinate plane. To accomplish this goal, affective lexicons with valence-arousal ratings are useful resources but few exist. Most existing applications rely on a handcrafted lexicon ANEW (Af-
fective Norms for English Words) (Bradley, 1999) which provides 1,034 English words with ratings in the dimensions of pleasure, arousal and dominance to predict the VA ratings of short and long texts (Paltoglou et al., 2013; Kim et al., 2010). Accordingly, the automatic prediction of VA ratings of affective words is a critical task in building a VA lexicon.

Few studies have sought to predict the VA rating of words using regression-based methods (Wei et al., 2011; Malandrakis et al., 2011). This kind of method usually starts from a set of words with labeled VA ratings (called seeds). The VA rating of an unseen word is then estimated from semantically similar seeds. For instance, Wei et al. (2011) trained a linear regression model for each seed cluster, and then predicted the VA rating of an unseen word using the model of the cluster to which the unseen word belongs. Malandrakis et al. (2011) used a kernel function to combine the similarity between seeds and unseen words into a linear regression model. Instead of estimating VA ratings of words, another direction is to determine the polarity (i.e., positive and negative) of words by applying the label propagation (Rao and Ravichandran, 2009; Hassan et al., 2011) and pagerank (Esuli et al., 2007) on a graph. Based on these methods, the polarity of an unseen word can be determined/ranked through its neighbor nodes (seeds).

Although the pagerank algorithm has been used for polarity ranking, it can still be extended for VA prediction. Therefore, this study extends the idea of pagerank in two aspects. First, we implement pagerank for VA prediction by transforming ranking scores into VA ratings. Second, whereas pagerank assigns an equal weight to the edges connected between an unseen word and its neighbor nodes, we consider their similarities as weights to construct a weighted graph such that neighbor nodes more similar to the unseen word may contribute more to estimate its VA ratings. That is, the proposed weighted graph model considers both the relations of multiple nodes and the similarity weights among them. In experiments, we evaluate the performance of the proposed method against the linear regression, kernel method, and pagerank algorithm on both English and Chinese affective lexicons for VA prediction.

The rest of this paper is organized as follows. Section 2 describes the proposed weighted graph model. Section 3 summarizes the comparative results of different methods for VA prediction. Conclusions are finally drawn in Section 4.

## 2 Graph Model for VA Prediction

Based on the theory of link analysis, the relations between unseen words and seed words can be considered as a graph, as shown in Figure 2. The valence-arousal ratings of each unseen word can then be predicted through the links connected to the seed words to which it is similar using their similarities as weights. To measure the similarity between words (nodes), we use the word2vec toolkit (Mikolov et al., 2013) provided by Google (http://code.google.com/p/word2vec/).

The formal definition of a graph model is described as follows. Let $G=(V, E)$ be an undirected graph, where $V$ denotes a set of words and $E$ denotes a set of undirected edges. Each edge $e$ in $E$ denotes a relation between word $v_i$ and word $v_j$ in $V(1 \leq i, j \leq n, i \neq j)$, representing the similarity between them. For each node $v_i$, $N(v_i)=\{v_j \mid (v_i,v_j) \in E\}$ denotes the set of its neighbor nodes, representing a set of words to which it is similar. The valence or arousal of $v_i$, denoted as $val_{v_i}$ or $aro_{v_i}$, can then be determined by its neighbors, defined as

\[
val_{v_i} = (1-\alpha) \cdot val_{v_i} + \alpha \frac{\sum_{v_j \in N(v_i)} Sim(v_i,v_j) \cdot val_{v_j}}{\sum_{v_j \in N(v_i)} Sim(v_i,v_j)},
\]

where $\alpha$ is a decay factor or a confidence level for computation (a constant between 0 and 1), which limits the effect of rank sinks to guarantee convergence to a unique vector. Initially, the valence (or arousal) of each unseen word is assigned to a random value that between 0 and 10. Later, it is iteratively updated using the following formula,
\( \alpha \) is the previously mentioned decay factor. For vectors \( \mathbf{A} = (a_1, a_2, \ldots, a_N)^T \) and \( \mathbf{B} = (b_1, b_2, \ldots, b_N)^T \), function \( \mathcal{M}(\mathbf{A}, \mathbf{B}) \) and \( \mathcal{D}(\mathbf{A}, \mathbf{B}) \) can be defined as

\[
\mathcal{M}(\mathbf{A}, \mathbf{B}) = (a_1 \times b_1, a_2 \times b_2, \ldots, a_N \times b_N)^T,
\]

\[
\mathcal{D}(\mathbf{A}, \mathbf{B}) = (a_1 / b_1, a_2 / b_2, \ldots, a_N / b_N)^T.
\]

Then, Eq. (2) can be turned into the following matrix format.

\[
\mathbf{V}_t = \mathcal{M}((\mathbf{I} - \mathbf{D})^T, \mathbf{V}_{t-1}) + \mathcal{M}([\mathbf{D}^T, \mathcal{D}(\mathbf{S}\mathbf{V}_{t-1}, \mathbf{S}\mathbf{I})], \mathbf{A}),
\]

\[
\mathbf{A} = \mathcal{M}((\mathbf{I} - \mathbf{D})^T, \mathbf{A}_{\text{seed}}) + \mathcal{M}([\mathbf{D}^T, \mathcal{D}(\mathbf{S}\mathbf{A}_{\text{seed}}, \mathbf{S}\mathbf{I})]) \quad (3)
\]

Through the transformation of matrix multiplication, the computation of VA prediction can converge within only a few iterations.

### 3 Experimental Results

**Data.** This experiment used two affective lexicons with VA ratings: 1) ANEW which contains 1,034 English affective words (Bradley, 1999) and 2) 162 Chinese affective words (CAW) taken from (Wei et al., 2011). Both lexicons were used for 5-fold cross-validation. That is, for each run, 80% of the words in the lexicons were considered as seeds and the remaining 20% were used as unseen words. The similarities between English words and between Chinese words were calculated using the word2vec toolkit trained with the respective English and Chinese wiki corpora (https://dumps.wikimedia.org/).

**Implementation Details.** Two regression-based methods were used for comparison: linear regression (Wei et al., 2011) and the kernel method (Malandrakis et al., 2011), along with two graph-based methods: pagerank (Esuli et al., 2007) and the proposed weighted graph model. For both regression-based methods, the similarities and VA ratings of the seed words were used for training, and the VA ratings of an unseen word were predicted by taking as input its similarity to the seeds. In addition, for the kernel method, the linear similarity function was chosen because it yielded top performance. Both graph-based methods used an iterative procedure for VA prediction and required no training. For pagerank, the iterative procedure was implemented using the algorithm presented in (Esuli et al., 2007), which estimates the VA ratings of an unseen word by assigning an equal weight to the edges connected to its neighbor seeds. For the proposed method, the iterative procedure was implemented by considering the word similarity as weights.
Evaluation Metrics. The prediction performance was evaluated by examining the difference between the predicted values of VA ratings and the corresponding actual values in the ANEW and CAW lexicons. The evaluation metrics included:

- **Root mean square error (RMSE)**
  \[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (A_i - P_i)^2} \]

- **Mean absolute error (MAE)**
  \[ MAE = \frac{1}{n} \sum_{i=1}^{n} |A_i - P_i| \]

- **Mean absolute percentage error (MAPE)**
  \[ MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|A_i - P_i|}{A_i} \times 100\% \]

where \( A_i \) is the actual value, \( P_i \) is the predicted value, and \( n \) is the number of test samples. A lower MAPE, MAE or RMSE value indicates more accurate forecasting performance.

**Iterative Results of the Graph-based Methods.**
Figure 3 uses RMSE as an example to show the iterative results of the pagerank and proposed methods. The results show that the performance of both methods stabilized after around 10 iterations, indicating its efficiency for VA prediction. Another observation is that the ultimate converging result of each word is unrelated to the decay factor and the initial random assignment.

**Comparative Results.** Table 1 compares the results of the regression-based methods (Linear Regression and Kernel) and graph-based methods (PageRank and Weighted Graph). The performance of PageRank and Weighted Graph was taken from results of the 50th iteration. The results show that both graph-based methods outperformed the regression-based methods for all metrics. For the graph-based methods, the proposed Weighted Graph yielded better MAPE performance than PageRank (around 4%), Kernel (around 8%) and Linear Regression (around 7%) on both the ANEW and CAW corpora. The weighted graph model achieved better performance because it predicted VA ratings by considering both the relations of multiple nodes and the weights between them. For the regression-based methods, both Linear Regression and Kernel achieved similar results. Another observation is that the arousal prediction error is greater than that for the valence prediction, indicating that the arousal dimension is more difficult to predict.

|                | ANEW (English) | CAW (Chinese) |
|----------------|----------------|---------------|
|                | RMSE         | MAE           | MAPE(%) | RMSE         | MAE           | MAPE(%) |
| Weighted Graph | 1.122         | 0.812         | 11.51   | 1.224         | 0.904         | 13.03   |
| PageRank       | 1.540         | 1.085         | 15.69   | 1.642         | 1.187         | 16.84   |
| Kernel         | 1.926         | 1.385         | 19.55   | 2.028         | 1.426         | 20.57   |
| Linear Regression | 1.832     | 1.301         | 18.61   | 1.935         | 1.393         | 19.66   |

**Evaluation Metrics.** Table 1. Comparative results of different methods in VA prediction.
4 Conclusion

This study presents a weighted graph model to predict valence-arousal ratings of words which can be used for lexicon augmentation in the valence and arousal dimensions. Unlike the equal weight used in the traditional pagerank algorithm, the proposed method considers the similarities between words as weights such that the neighbor nodes more similar to the unseen word may contribute more to VA prediction. Experiments on both English and Chinese affective lexicons show that the proposed method yielded a smaller error rate than the pagerank, kernel and linear regression methods. Future work will focus on extending the VA prediction from the word-level to the sentence- and document-levels.
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