Abstract

Recently, an application of the numerical bootstrap method to quantum mechanics was proposed, and it successfully reproduces the eigenstates of various systems. However, it is unclear why this method works. In order to understand this question, we study the bootstrap method in harmonic oscillators. We find that the problem reduces to the Dirac’s ladder operator problem and is exactly solvable analytically. Our result suggests that the bootstrap method may be regarded as a numerical version of the Dirac’s approach and it may explain why it works in various systems.
1 Introduction

Recently, the bootstrap analysis in zero [1, 2] and one-dimensional systems [3] have been proposed, and they are actively studied in various models [1, 2, 3, 4, 5, 6, 7, 8]. This method works even in matrix models at $N = \infty$, which is not possible in Monte-Carlo computations [1, 2, 3, 4]. Besides, the method may work even if the Euclidean action contains imaginary terms which cause sign problems [7]. Hence, this method might play a complementary role to the Monte-Carlo computations.

However, one important question has not been answered, “why does this method works?” Besides, the previous results indicate that the method in quantum mechanics works better for deriving observables in lower energy eigenstates than higher ones, but the reason is unclear.

In this paper, in order to understand these questions, we study harmonic oscillators in one-dimensional quantum mechanics by using the bootstrap method [3, 5]. Since harmonic oscillators are simple, it might provide us an insight how the bootstrap method works in quantum mechanics. Not only that, since harmonic oscillators are essential building blocks of various quantum systems including quantum field theories, studying harmonic oscillators by using the bootstrap method may be valuable.

We will see that the bootstrap problem in harmonic oscillators reduces to the Dirac’s ladder operator problem and is exactly solvable analytically. This result suggests that the bootstrap method might be regarded as a generalization of the ladder operator method, and it might explain why the numerical bootstrap method works in various systems [3, 5, 6, 7, 8, 9]. We also find that the eigenstates are obtained one by one starting from the ground state. This explains why the method works better for the lower energy eigenstates.

We also investigate an anharmonic oscillator, which has been studied in [3, 6], by using a bootstrap matrix constructed by ladder operators. We find that it improves the numerical results. This also implies the connection between the bootstrap method and the Dirac’s ladder operator problem.

The organization of this article is as follows. In section 2, we review the bootstrap method in quantum mechanics. Particularly, we focus on an one-dimensional anharmonic oscillator. In section 3, we apply the bootstrap method to a harmonic oscillator. We see that the bootstrap problem is analytically solvable. We also propose an improvement of the bootstrap analysis in the anharmonic oscillator by using ladder operators. Section 4 contains conclusions and discussions.
Note that throughout our paper, we take $\hbar = 1$.

Note When we are finalizing this work, a related study appeared [5]. There, a harmonic oscillator was solved by using the numerical bootstrap method. Since they chose different operators in the bootstrap matrix, the exact result was not found. See Sec. 3.1 for the details.

2 Review of the bootstrap method in quantum mechanics

We first briefly review the bootstrap method in quantum mechanics proposed by Han et al.[3].

Let us consider an one-dimensional quantum mechanics with a Hamiltonian $H = H(X, P)$. The idea of the bootstrap method is deriving the spectrum of this system from the positivities of some selected observables.

Suppose that we take $K$ operators $\{O_n\} \ (n = 1, \cdots, K)$. For example $O_1 = X$, $O_2 = P$ and so on. Then we define the following operator from them,

$$\tilde{O} = \sum_{n=1}^{K} c_n O_n,$$

where $\{c_n\}$ are some constants. Since $\langle \alpha |O^\dagger O| \alpha \rangle \geq 0$ is satisfied for any state $|\alpha \rangle$ in this system for arbitrary well-defined operators $O$,

$$\langle \alpha |\tilde{O}^\dagger \tilde{O}| \alpha \rangle \geq 0$$

is satisfied too for any constants $\{c_n\}$. Hence, the following $K \times K$ matrix $\mathcal{M}$ has to be positive-semidefinite [3],

$$\mathcal{M} := \begin{pmatrix}
\langle O_1^\dagger O_1 \rangle & \langle O_1^\dagger O_2 \rangle & \cdots & \langle O_1^\dagger O_K \rangle \\
\langle O_2^\dagger O_1 \rangle & \langle O_2^\dagger O_2 \rangle & \cdots & \langle O_2^\dagger O_K \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle O_K^\dagger O_1 \rangle & \langle O_K^\dagger O_2 \rangle & \cdots & \langle O_K^\dagger O_K \rangle \\
\end{pmatrix} \succeq 0. \quad (2.3)$$

Here we have omitted $\alpha$. This strongly constrains possible expectation values of the operators. We call $\mathcal{M}$ as a bootstrap matrix. Note that, as $K$ increases, the constraint would become stronger.
From now, we focus on an energy eigenstate with an energy eigenvalue $E$, and we take $|\alpha\rangle = |E\rangle$. Then, the energy eigenstate has to satisfy the following two additional constraints,

\begin{align}
\langle E| [H, O]|E\rangle &= 0, \\
\langle E|HO|E\rangle &= E\langle E|O|E\rangle,
\end{align}

(2.4) (2.5)

for any well-defined operator $O$. We survey the possible values of $E$ that are consistent with these constraints and the condition $\mathcal{M} \succeq 0$. If the constraints are sufficiently strong, the ranges of $E$ that satisfies the constraints are highly restricted and may become point-like corresponding to the energy eigenvalues. In this way, we may obtain the energy eigenvalues in the bootstrap problem.

As a demonstration, let us consider an anharmonic oscillator, which has been studied in Han et al. [3],

\[ H = \frac{1}{2}P^2 + \frac{1}{2}X^2 + \frac{1}{4}X^4. \]

(2.6)

In order to construct the bootstrap matrix (2.3), following Han et al. [3], we take the operators $\{X^n\}$, $(n = 0, 1, \ldots, K)$ and define

\[ \hat{O}_X := \sum_{n=0}^{K} c_n X^n. \]

(2.7)

Then, the bootstrap matrix (2.3) becomes $(\mathcal{M})_{mn} = \langle X^{m+n-2}\rangle$. Next we consider the constraints (2.4) and (2.5). As we show in (A.6) in Appendix A these constraints in this model lead to the recurrence relation

\[ n(n-1)(n-2)\langle X^{n-3}\rangle + 8En\langle X^{n-1}\rangle - 4(n+1)\langle X^{n+1}\rangle - 2(n+2)\langle X^{n+3}\rangle = 0. \]

(2.8)

By using the parity symmetry of the Hamiltonian, we impose $\langle X^n\rangle = 0$ when $n$ is odd. Then this recurrence relation implies that all expectation values $\langle X^n\rangle$ can be described by $\langle X^2\rangle$ and $E$. Now the bootstrap matrix $(\mathcal{M})_{mn} = \langle X^{m+n-2}\rangle$ becomes,

\[ \mathcal{M} = \begin{pmatrix}
1 & \langle X^2\rangle & \ldots \\
0 & \langle X^2\rangle & \ldots \\
\langle X^2\rangle & 0 & \ldots \\
\vdots & \vdots & \ddots
\end{pmatrix}. \]

(2.9)

We can numerically survey the possible values of $\langle X^2\rangle$ and $E$ that are consistent with the constraint $\mathcal{M} \succeq 0$. The results up to $K = 11$ are summarized in Table 1.

\footnote{The bootstrap matrix (2.9) linearly depends on $\langle X^2\rangle$ while non-linearly depends on $E$. Thus, when we}
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Table 1: Energy spectra for the first four energy eigenstates \((n = 1, 2, 3, 4)\) obtained by using the numerical bootstrap on \(H = P^2/2 + X^2/2 + X^4/4\). We take \(\{X^n\}, (n = 0, 1, \cdots, K)\) for constructing the bootstrap matrix in (2.1). As \(K\) increases, the constraint from the numerical bootstrap is getting stronger and the results become better. Besides, we obtain the energy eigenvalues from the lower eigenstates. For comparison, the results that are derived by solving the Schrödinger equation numerically are also shown at the last line in the table.

As \(K\) increases, the results are getting better. For \(K \leq 6\), we obtain only the lower bound of energy, which is close to the ground state energy. For \(K \geq 7\), an isolated energy band that corresponds to the ground state appears. Similarly, at \(K = 10\), the band for the second energy eigenstate appears. These bands become narrower as \(K\) increases and they tend to converge to the numerical results.

Therefore, somehow the numerical bootstrap program works and we reproduce the correct energy eigenstates. But one question is why it works. Another question is why we obtain the energy eigenstates from the lower state. In order to understand these questions, we study a harmonic oscillator in the next section.

fix \(E\), the problem finding the minimum (or maximum) of \(\langle X^2 \rangle\) that satisfies \(M \succeq 0\) reduces to so called “Semidefinite Programming Problem”, and the numerical costs drastically decrease. More specifically, we assign \(E\) a number, and try to find the maximum and minimum of \(\langle X^2 \rangle\). If the maximum and minimum exist, this number for \(E\) is possible. By repeating this procedure for various \(E\), we obtain the energy bands, in which \(E\) is consistent with \(M \succeq 0\). We use Mathematica package SemidefiniteOptimization in our numerical bootstrap analysis.

In the numerical analysis, we numerically solve the Schrödinger equation with the Hamiltonian (2.6) by using Mathematica package NDEigensystem.

The energy bands can be regarded as error bars of the bootstrap method. Note that one advantage of the bootstrap method is that these error bars are exact. Namely, the outside energy regions which are excluded by the bootstrap method are inconsistent with quantum mechanics, and they never survive. This is quite different from other numerical computations in which error bars are not exact. Thus, it would be valuable to investigate the numerical bootstrap method for large \(K\) and compare the accuracy with other numerical method.
3 Bootstrap analysis in harmonic oscillator

We study an one-dimensional harmonic oscillator,

\[ H = \frac{1}{2} \left( P^2 + X^2 \right) = a^\dagger a + \frac{1}{2}, \quad (3.1) \]

where we have defined the ladder operators,

\[ a = \frac{1}{\sqrt{2}} (X + iP), \quad a^\dagger = \frac{1}{\sqrt{2}} (X - iP). \quad (3.2) \]

To employ the bootstrap method, we need to choose the set of operators \((2.1)\). We find that the following operator is useful,

\[ \tilde{O}_a := \sum_{n=0}^{K} c_n a^n = c_0 + c_1 a + c_2 a^2 + \cdots + c_K a^K. \quad (3.3) \]

Then, the bootstrap matrix \((2.3)\) becomes

\[
\mathcal{M}_a := \begin{pmatrix}
1 & \langle a \rangle & \langle a^2 \rangle & \cdots & \langle a^K \rangle \\
\langle a^\dagger \rangle & \langle a^\dagger a \rangle & \langle a^\dagger a^2 \rangle & \cdots & \langle a^\dagger a^K \rangle \\
\langle (a^\dagger)^2 \rangle & \langle (a^\dagger)^2 a \rangle & \langle (a^\dagger)^2 a^2 \rangle & \cdots & \langle (a^\dagger)^2 a^K \rangle \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\langle (a^\dagger)^K \rangle & \langle (a^\dagger)^K a \rangle & \langle (a^\dagger)^K a^2 \rangle & \cdots & \langle (a^\dagger)^K a^K \rangle \\
\end{pmatrix}.
\quad (3.4)
\]

Now we consider the constraints \((2.4)\) and \((2.5)\). By taking \(O = (a^\dagger)^m a^n\) in these equations, we obtain

\[ (m-n)\langle (a^\dagger)^m a^n \rangle = 0, \quad \langle (a^\dagger)^{m+1} a^{n+1} \rangle = \left( E - m - \frac{1}{2} \right) \langle (a^\dagger)^m a^n \rangle. \quad (3.5) \]

Here, the first equation implies that \(\langle (a^\dagger)^m a^n \rangle = 0\), if \(m \neq n\). Thus, the bootstrap matrix \(\mathcal{M}_a \quad (3.4)\) becomes diagonal,

\[
\mathcal{M}_a = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & \langle a^\dagger a \rangle & 0 & \cdots & 0 \\
0 & 0 & \langle (a^\dagger)^2 a \rangle & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \langle (a^\dagger)^K a^K \rangle \\
\end{pmatrix},
\quad (3.6)
\]

and the condition \(\mathcal{M}_a \succeq 0\) reduces to

\[ \langle (a^\dagger)^n a^n \rangle \geq 0, \quad n = 1, \ldots, K. \quad (3.7) \]
Besides, the second equation in (3.5) implies
\[
\langle (a^\dagger)^n a^n \rangle = \prod_{k=0}^{n-1} \left( E - k - \frac{1}{2} \right). \tag{3.8}
\]

Obviously, the conditions (3.7) and (3.8) are equivalent to the Dirac’s ladder operator problem and the solution for these conditions is given as
\[
E = n + \frac{1}{2}, \quad (n = 0, 1, \cdots, K - 2), \quad \text{or} \quad E \geq K - \frac{1}{2}. \tag{3.9}
\]

Therefore, the bootstrap method reproduces the exact result when we take \( K \to \infty \).

Our results may suggest the following answers for the two questions in the previous section.

- The numerical bootstrap problem may be regarded as a numerical version of the Dirac’s ladder operator approach. This may explain why the bootstrap method works in various systems.

- In (3.9), for a given \( K \), we obtain the eigenstates up to \((K - 2)\)-th level. This may explain why the bootstrap method derives the eigenstates from the lower states.

### 3.1 Bootstrap analysis in Harmonic Oscillator via different bootstrap matrices

You may wonder that our derivation of the exact result is a “fine tuning” of the operators in the bootstrap matrix (2.3), and, if we choose different operators from \( a \) and \( a^\dagger \), the result might change. Indeed, the results depend on the choice of the operators. Let us consider the following two sets of operators \( \{X^n\} \) and \( \{X^m P^n\} \). In order to construct the corresponding two bootstrap matrices, we define
\[
\hat{O}_X := \sum_{n=0}^{K} c_n X^n, \quad \hat{O}_{XP} := \sum_{m=0}^{K_X} \sum_{n=0}^{K_P} c_{mn} X^m P^n. \tag{3.10}
\]

Then, through the condition (2.2), we obtain the bootstrap matrices
\[
\mathcal{M}_X := \begin{pmatrix}
1 & \langle X \rangle & \langle X^2 \rangle & \cdots \\
\langle X \rangle & \langle X^2 \rangle & \langle X^3 \rangle & \cdots \\
\langle X^2 \rangle & \langle X^3 \rangle & \langle X^4 \rangle & \cdots \\
\vdots & \vdots & \vdots & \ddots 
\end{pmatrix}, \quad \mathcal{M}_{XP} := \begin{pmatrix}
1 & \langle X \rangle & \langle P \rangle & \cdots \\
\langle X \rangle & \langle X^2 \rangle & \langle XP \rangle & \cdots \\
\langle P \rangle & \langle PX \rangle & \langle P^2 \rangle & \cdots \\
\vdots & \vdots & \vdots & \ddots 
\end{pmatrix}. \tag{3.11}
\]
Table 2: Energy spectra for the first four eigenstates \( (n = 1, 2, 3, 4) \) obtained by using the numerical bootstrap on \( H = P^2/2 + X^2/2 \). We take \( \{X^n\}, (n = 0, 1, \cdots, K) \) in (3.10) for constructing the bootstrap matrix \( \mathcal{M}_X \). At \( K = 6 \), the first isolated energy band corresponding to the first energy eigenstate appears. At \( K = 9 \) and 14, the second and third energy bands appear, respectively. As \( K \) increases, these bands are getting narrow, and tend to converge to the exact results. These properties are similar to the anharmonic oscillator case shown in Table 1.

Through the constraint equations (2.4) and (2.5), we obtain (A.6) and (A.8). These equations can be solved recursively and all the operator \( \{X^m P^n\} \) are described by energy \( E \). Then, the bootstrap matrices (3.11) become,

\[
\mathcal{M}_X := \begin{pmatrix}
1 & 0 & E & \cdots \\
0 & E & 0 & \cdots \\
E & 0 & \frac{3}{2}E^2 + \frac{3}{8} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \quad \mathcal{M}_X P := \begin{pmatrix}
1 & 0 & 0 & \cdots \\
0 & E & \frac{i}{2} & \cdots \\
0 & -\frac{i}{2} & E & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

(3.12)

Now, we survey possible values of \( E \) at which the bootstrap matrices become positive-semidefinite\(^4\). The results are summarized in Table 2 and 3. We find that the exact energy eigenvalues are reproduced from \( \mathcal{M}_X P \), while we cannot obtain the exact ones from \( \mathcal{M}_X \).

In the case of \( \mathcal{M}_X P \), since the ladder operators (3.2) can be constructed from the linear combinations of \( X \) and \( P \), the bootstrap method may correctly capture the exact result discussed in the previous section. Hence, we do not need a fine tuning. Just considering both \( P \) and \( X \) in the bootstrap matrix would be enough to obtain the exact result.

On the other hand, in the case of \( \mathcal{M}_X \), since we cannot construct the ladder operators only from \( X \), the constraint \( \mathcal{M}_X \succeq 0 \) is not as strong as \( \mathcal{M}_X P \succeq 0 \). (If we take the size

---

\(^4\)The bootstrap program in the harmonic oscillator is much easier than the anharmonic oscillator case. On the borders of the parameter regions in which the bootstrap matrix is positive-semidefinite, some of the eigenvalues of the bootstrap matrix must become zero. In the case of the harmonic oscillator, since the bootstrap matrices \( \mathcal{M}_X \) and \( \mathcal{M}_X P \) depend only on the single parameter \( E \), we can easily find energies at which some eigenvalues become zero. These energies are candidates for the upper or lower bounds of the energy bands, and we can easily test whether they are borders or not by evaluating the bootstrap matrices around these energies.
Table 3: Energy spectra for the first five eigenstates \((n = 1, \cdots, 5)\) obtained by using the numerical bootstrap on \(H = P^2/2 + X^2/2\). We take \(\{X^mP^n\}\) in (3.10), \((m = 0, 1, \cdots, K_X\) and \(n = 0, 1, \cdots, K_P)\) for constructing the bootstrap matrix \(\mathcal{M}_{XP}\). Different from the \(\mathcal{M}_X\) case shown in Table 2, the exact results are derived.

| \(K_X = 1, K_P = 1\) (4 × 4 matrix) | \(n = 1\) | \(n = 2\) | \(n = 3\) | \(n = 4\) | \(n = 5\) |
|--------------------------------------|---------|---------|---------|---------|---------|
| \(K_X = 2, K_P = 1\) (6 × 6 matrix) | 0.5     | 1.5     | 2.5     | 3.5     | 4.5     |
| \(K_X = 3, K_P = 1\) (8 × 8 matrix) | 0.5     | 1.5     | 2.5     | 3.5     | 4.5     |
| \(K_X = 2, K_P = 2\) (9 × 9 matrix) | 0.5     | 1.5     | 2.5     | 3.5     | 4.5     |
| \(K_X = 3, K_P = 2\) (12 × 12 matrix) | 0.5     | 1.5     | 2.5     | 3.5     | 4.5     |
| \(K_X = 3, K_P = 3\) (16 × 16 matrix) | 0.5     | 1.5     | 2.5     | 3.5     | 4.5     |

Energy spectra are strongly constrained, and it becomes point-like, asymptotically [5].

Note that we may claim that, if we compare two results obtained through two different bootstrap matrices whose sizes are the same, the method, which provides better results, is more efficient[5]. Let us compare the three 16 × 16 bootstrap matrices: \(\mathcal{M}_X\) at \(K = 15\), \(\mathcal{M}_a\) at \(K = 15\) and \(\mathcal{M}_{XP}\) at \(K_X = K_P = 3\). There, the bootstrap method by using \(\mathcal{M}_a\) is the best, since the 13 exact eigenstates are derived in (3.9), while the 4 exact states are derived from \(\mathcal{M}_{XP}\) and the 3 states, which are not exact, are derived from \(\mathcal{M}_X\) as shown in Table 2 and 3.

### 3.2 Bootstrapping the anharmonic oscillator via different bootstrap matrices

As we have seen in the previous subsection, the bootstrap matrix \(\mathcal{M}_a\) (3.4) provides the best results in the harmonic oscillator. Then, it is natural to ask whether \(\mathcal{M}_a\) improves the numerical results in the anharmonic oscillator (2.6). In order to study this question, we rewrite the Hamiltonian (2.6) as

\[
H = \omega a_\omega^\dagger a_\omega + \frac{\omega}{2} \left(1 - \omega^2\right) X^2 + \frac{1}{4} X^4, \quad a_\omega := \sqrt{\frac{\omega}{2}} X + i \frac{1}{\sqrt{2\omega}} P. \tag{3.13}
\]

Here \(\omega\) is a parameter for defining the ladder operator \(a_\omega\), and the results would depend on \(\omega\). We simply take \(\omega = 1\), and numerically solve the bootstrap problem with the bootstrap matrix \(\mathcal{M}_a\) (3.4). This criterion for the efficiency of the bootstrap method is not so reasonable. Rather, we should evaluate the efficiencies of different bootstrap methods by comparing their best results which are obtained at almost same numerical costs even with different sizes of the bootstrap matrices. However, the results would depend on numerical algorithms, and it is not easy to compare the efficiencies in this way.
Table 4: Energy spectra for the first four eigenstates ($n = 1, 2, 3, 4$) of the anharmonic oscillator $H = P^2/2 + X^2/2 + X^4/4$ via the bootstrap analysis with the bootstrap matrix $M_a$ constructed from the ladder operators $\{a^m\}$. The results at $K = 7$ is as good as $K = 11$ in Table 1 which is obtained by using the operators $\{X^m\}$. It might imply that the bootstrap method with the operators $\{a^m\}$ is more efficient than the operators $\{X^m\}$.

| $K$ | $E_{n=1}$ | $E_{n=2}$ | $E_{n=3}$ | $E_{n=4}$ |
|-----|-----------|-----------|-----------|-----------|
| 1   | $0.4919 \leq E \leq 0.6767$ | $1.762 \leq E$ | 2.012 \leq E \leq 2.454 | 2.979 \leq E |
| 2   | $0.6041 \leq E \leq 0.6314$ | $1.762 \leq E$ | 2.012 \leq E \leq 2.251 | 3.218 \leq E |
| 3   | $0.6194 \leq E \leq 0.6245$ | 2.020 \leq E \leq 2.121 | 3.297 \leq E |
| 4   | $0.6194 \leq E \leq 0.6245$ | 2.020 \leq E \leq 2.044 | 3.691 \leq E \leq 4.099 | 4.399 \leq E |
| numerical | 0.6209 | 2.026 | 3.698 | 5.558 |

Table 5: Energy spectra of the anharmonic oscillator $H = P^2/2 + X^2/2 + X^4/4$ via the bootstrap analysis with the bootstrap matrix $M_{XP}$ constructed from the operators $\{X^mP^n\}$.

| $K_X = 1, K_P = 1$ ($4 \times 4$ matrix) | $n = 1$ | $n = 2$ | $n = 3$ | $n = 4$ |
|----------------------------------------|---------|---------|---------|---------|
| $0.4330 \leq E$ | 0.4916 \leq E | 0.6188 \leq E | 0.6203 \leq E |
| $K_X = 1, K_P = 2$ ($6 \times 6$ matrix) | 0.6209 \leq E \leq 0.6227 | 2.021 \leq E |
| numerical | 0.6209 | 2.026 | 3.698 | 5.558 |

4 Discussion

In this article, we have shown that the bootstrap problem in the harmonic oscillator reduces to the Dirac’s ladder operator problem and exactly solvable. We have also demonstrated that the ladder operator improves the bootstrap analysis in the anharmonic oscillator (2.6). These results suggest the connection between the bootstrap problem and the Dirac’s ladder operator problem. Thus, the bootstrap method may be regarded as a numerical version of...
the Dirac’s ladder operator problem, and it may explain why this method works in various systems.

Actually, we can derive the ground state energy \( E = N^2/2 \) in the \( U(N) \) matrix quantum mechanics with a harmonic potential,

\[
H = N \text{Tr} \left( \frac{1}{2} P^2 + \frac{1}{2} X^2 \right), \tag{4.1}
\]

through the bootstrap method similar to our ladder operator analysis discussed in Sec. 3. Here, \( X \) is an \( U(N) \) hermitian matrix and \( P \) is its conjugate momentum that satisfies the commutator relation \([P_{ij}, X_{kl}] = -i \delta_{il} \delta_{jk}/N\), \((i, j, k, l = 1, \cdots, N)\). Thus, the bootstrap problem in many body systems may also be explained in terms of the ladder operators.
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**A Solving the constraints \((2.4)\) and \((2.5)\)**

In this appendix, we show how to solve the constraint equations \((2.4)\) and \((2.5)\) when the Hamiltonian is given by

\[
H = \frac{1}{2} P^2 + V(X), \tag{A.1}
\]

where \( V(X) \) is a polynomial of \( X \). First we take \( O = X^n \) in \((2.4)\) and \((2.5)\), and obtain

\[
\langle [H, X^n] \rangle = 0 \Rightarrow \langle X^{n-1}P \rangle = \frac{i}{2} (n-1) \langle X^{n-2} \rangle, \tag{A.2}
\]

\[
\langle X^n H \rangle = E \langle X^n \rangle \Rightarrow \langle X^n P^2 \rangle = -2 \langle X^n V(X) \rangle + 2E \langle X^n \rangle. \tag{A.3}
\]

Similarly, by taking \( O = X^n P \), we obtain

\[
\langle [H, X^n P] \rangle = 0 \Rightarrow -n(n-1) \langle X^{n-2} P \rangle - 2i n \langle X^{n-1} P^2 \rangle + 2i \langle X^n V'(X) \rangle = 0. \tag{A.4}
\]

\[
\langle X^n PH \rangle = E \langle X^n P \rangle \Rightarrow \langle X^n P^3 \rangle = 2E \langle X^n P \rangle + 2i \langle X^n V'(X) \rangle - 2 \langle X^n V(X) P \rangle. \tag{A.5}
\]
By substituting $\langle X^{n-2}P \rangle$ in (A.2) and $\langle X^{n-1}P^2 \rangle$ in (A.3) into (A.4), we obtain a recurrence relation

$$n(n-1)(n-2)\langle X^{n-3} \rangle - 8n\langle X^{n-1}V(X) \rangle + 8nE\langle X^{n-1} \rangle - 4\langle X^nV'(X) \rangle = 0. \quad \text{(A.6)}$$

Since $V(X)$ is polynomial, we can solve this relation and $\langle X^n \rangle$ would be described by a set of the expectation values $\{\langle X^i \rangle \}$ and $E$. In Sec.2 we use this recurrence relation to obtain (2.8).

We can show that the operators involving momentum $\{\langle X^mP^n \rangle \}$ are also described by $\{\langle X^i \rangle \}$ and $E$. Here we consider only the operators $\langle X^mP^n \rangle$ because the operators $P^nX^m$ can be written as

$$P^nX^m = \sum_{k=0}^{\min(m,n)} (-i)^k \frac{n!m!}{k!(n-k)!(m-k)!} X^{m-k}P^{n-k} \quad \text{(A.7)}$$

through the commutation relations, and they are described by the ordered operators $\{X^aP^b\}$, $(0 \leq a \leq m, 0 \leq b \leq n)$.

Indeed, from (A.2), (A.3) and (A.4), the operators $\langle X^mP \rangle$, $\langle X^mP^2 \rangle$ and $\langle X^mP^3 \rangle$ are described by $\{\langle X^i \rangle \}$ and $E$. Similarly, we obtain the relations for $\langle X^mP^n \rangle$ by taking $O = X^mP^{n-2}$ in (2.5),

$$\langle X^mP^{n-2}H \rangle = E\langle X^mP^{n-2} \rangle \Rightarrow \langle X^mP^n \rangle = 2E\langle X^mP^{n-2} \rangle - 2\langle X^mP^{n-2}V(X) \rangle. \quad \text{(A.8)}$$

Since $\langle X^mP^{n-2}V(X) \rangle$ can be described by operators $\langle X^aP^b \rangle$, $(b \leq n-2)$ through (A.7), we can solve $\langle X^mP^n \rangle$ from lower $n$ recurrently. In Sec. 3.1 we use this relation in (3.12).

Note that we have not used the constraint (2.4) with $O = X^mP^n$, $(n \geq 2)$, and you may wonder if they provide additional constraints. Actually, the answer is no. This can be shown by induction. Assuming that (2.4) and (2.5) with respect to $O = X^mP^k$, $(0 \leq k \leq n-1)$ are solved, and $\langle X^mP^k \rangle$ for all $m$ and $k$ up to $n+1$ are described by $\{\langle X^i \rangle \}$ and $E$. Then, from (2.5) with $O = X^mP^n$, we obtain

$$\langle [H, X^mP^n] \rangle = \frac{1}{2} \langle [P^2, X^m]P^n \rangle + \langle X^m[V(X), P^n] \rangle$$

$$= \frac{1}{2} \langle [P^2, X^m]P^n \rangle + \langle X^m[V(X), P^{n-2}]P^2 \rangle + \langle X^mP^{n-2}[V(X), P^2] \rangle \quad \text{(A.9)}$$
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Here, from (2.4) with $O = X^mP^{n-2}V(X)$, we obtain

\[0 = \langle [H, X^mP^{n-2}V(X)] \rangle\]
\[= \frac{1}{2}\langle [P^2, X^m]P^{n-2}V(X) \rangle + \frac{1}{2}\langle X^mP^{n-2}[P^2, V(X)] \rangle + \langle X^m[V(X), P^{n-2}]V(X) \rangle. \quad (A.10)\]

By using this relation, we eliminate $\langle X^mP^{n-2}[V(X), P^2] \rangle$ in (A.9) and obtain

\[\langle [P^2, X^m]P^{n-2}\left(\frac{1}{2}P^2 + V(X)\right) \rangle + \langle 2X^m[V(X), P^{n-2}] \left(\frac{1}{2}P^2 + V(x)\right) \rangle\]
\[= \langle [P^2, X^m]P^{n-2}H \rangle + \langle 2X^m[V(X), P^{n-2}]H \rangle = 2E\langle \left[\frac{1}{2}P^2 + V(X), X^mP^{n-2} \right] \rangle = 0 \quad (A.11)\]

Here we have used $\langle X^aP^bH \rangle = E\langle X^aP^b \rangle$ and $\langle [H, X^aP^b] \rangle = 0$ with $b \leq n - 1$. Thus, the constraint (2.4) with $O = X^mP^n$, $(n \geq 2)$ is automatically satisfied, and no additional constraint appears.

**References**

[1] Peter D. Anderson and Martin Kruczenski. Loop Equations and bootstrap methods in the lattice. *Nucl. Phys. B*, 921:702–726, 2017.

[2] Henry W. Lin. Bootstraps to strings: solving random matrix models with positivite. *JHEP*, 06:090, 2020.

[3] Xizhi Han, Sean A. Hartnoll, and Jorrit Kruthoff. Bootstrapping Matrix Quantum Mechanics. *Phys. Rev. Lett.*, 125(4):041601, 2020.

[4] Vladimir Kazakov and Zechuan Zheng. Analytic and Numerical Bootstrap for One-Matrix Model and ”Unsolvable” Two-Matrix Model. 8 2021.

[5] David Berenstein and George Hulsey. Bootstrapping Simple QM Systems. 8 2021.

[6] Jyotirmoy Bhattacharya, Diptarka Das, Sayan Kumar Das, Ankit Kumar Jha, and Moulindu Kundu. Numerical bootstrap in quantum mechanics. *Phys. Lett. B*, 823:136785, 2021.

[7] Yu Aikawa, Takeshi Morita, and Kota Yoshimura. Application of bootstrap to a $\theta$ term. *Phys. Rev. D*, 105(8):085017, 2022.

[8] David Berenstein and George Hulsey. Bootstrapping More QM Systems. 9 2021.

[9] Serguei Tchoumakov and Serge Florens. Bootstrapping Bloch bands. *J. Phys. A*, 55(1):015203, 2022.

---

By using (A.7), $\langle [H, X^mP^{n-2}V(X)] \rangle$ can be written as a sum of $\langle [H, X^aP^b] \rangle$ with $b \leq n - 2$. Thus this equation is zero from the assumption of the induction.