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Abstract

Soft Actor-Critic (SAC) is one of the state-of-the-art off-policy reinforcement learning (RL) algorithms that is within the maximum entropy based RL framework. SAC is demonstrated to perform very well in a list of continuous control tasks with good stability and robustness. SAC learns a stochastic Gaussian policy that can maximize a trade-off between total expected reward and the policy entropy. To update the policy, SAC minimizes the KL-Divergence between the current policy density and the soft value function density. Reparameterization trick is then used to obtain the approximate gradient of this divergence. In this paper, we propose Soft Actor-Critic with Cross-Entropy Policy Optimization (SAC-CEPO), which uses Cross-Entropy Method (CEM) to optimize the policy network of SAC. The initial idea is to use CEM to iteratively sample the closest distribution towards the soft value function density and uses the resultant distribution as a target to update the policy network. For the purpose of reducing the computational complexity, we also introduce a decoupled policy structure that decouples the Gaussian policy into one policy that learns the mean and one other policy that learns the deviation such that only the mean policy is trained by CEM. We show that this decoupled policy structure does converge to a optimal and we also demonstrate by experiments that SAC-CEPO achieves competitive performance against the original SAC.

1 Introduction

By recent years of development, model-free deep reinforcement learning (RL) has become capable of learning sophisticated policy in complex environments. Deep Deterministic Policy Gradient (DDPG) is an off-policy Actor-Critic algorithm to solve RL problems with continuous action space (Lillicrap et al. 2015). While DDPG is demonstrated to have a fast convergence rate due to its high sampling efficiency, it is sensitive to hyperparameters and lack of stability (Duan et al. 2016; Henderson et al. 2018). Multiple attempts have been made to combine DDPG with Cross-Entropy Method (CEM) such as Ot-opt (Kalashnikov et al. 2018) which uses CEM to iteratively sample the best policy that maximize the current Q function and the Cross-Entropy Guided Policies (CGP), which, in addition to Ot-opt, trains a deterministic policy from imitating the policy sampled by CEM to improve its inference time efficiency (Simmons-Edler et al. 2019).

Soft Actor-Critic (SAC) is also an off-policy Actor-Critic algorithm but it aims to maximize a trade-off between expected total return and the policy entropy (Haarnoja et al. 2018). Unlike DDPG, SAC is demonstrated to show both efficiency and stability. However, there is yet any attempt to incorporate CEM into SAC. In this paper, we propose Soft Actor-Critic with Cross-Entropy Policy Optimization (SAC-CEPO) that uses CEM to iteratively sample the best policy that maximize the current value function. The sampled policy is then used to train the actual policy network similar to CGP. One major challenge is that DDPG learns a deterministic actor and the policy output is a scalar vector but SAC learns a stochastic actor and the policy output is a vector of Gaussian distributions, which dramatically increases the computational complexity of CEM. We therefore also introduce a decoupled policy structure that decouples the mean and deviation of the original Gaussian policy from SAC such that CEM is only used to optimize the policy that learns the mean. We prove that this decoupled policy structure with CEM does converge to a local optimal and we also empirically demonstrate that SAC-CEPO can achieve a competitive performance against the original SAC. Finally, we study the sensitivity of the additional hyperparameters that introduced in SAC-CEPO.

2 Related Work

There are a number of reinforcement learning (RL) algorithms based on the Policy Gradient Theorem, which provides an expression for the gradient of a performance measure with respect to the parameters of the policy (Sutton et al. 2000). REINFORCE or Monte Carlo Policy Gradient is a direct application of the Policy Gradient Theorem but it suffers from high variance and slow learning speed (Sutton et al. 2000).
Our work is based on the SAC algorithm but rather than use the stochastic gradient descent to directly optimize the objective function after the reparameterization trick, we use Cross-Entropy Method (CEM) to optimize the policy network. One possible way is to use CEM to direct iteratively sample a target policy density from the policy space that is closest to the value function density. The sampled policy can therefore be used as a label to update the original policy network.

There are some attempts to use CEM in RL. CEM-RL (Pourchot and Sigaud, 2018) combines evolutionary algorithm with RL by using CEM to sample a population of policy networks such that the sampled policy can maximize the value function. Qt-Opt uses RL to learn a value function which is trained using CEM sampled policy and learns to manipulate a real vision based robotics (Kalashnikov et al., 2018). Cross-Entropy Guided Policies (CGP) is similar to Qt-Opt but trains a deterministic policy to imitate the policy sampled by the CEM to improve its inference time efficiency (Simmons-Edler et al., 2019). Our proposed method, Soft Actor-Critic with Cross-Entropy Policy Optimization (SAC-CEPO) is similar to CGP but we trains a stochastic policy to imitate the policy sampled by CEM.

Ot-Opt and CGP use CEM to sample the action that can maximize the current value function as they train a deterministic policy but SAC-CEPO aims to learn a stochastic policy or more specifically, a Gaussian policy over action space. Therefore, CEM will have to sample a vector of Gaussian distributions iteratively to find the target distribution that can maximize the soft value function. A Gaussian distribution can be represented by a mean and a deviation which means the dimension of the sampled vector is increased by a factor of two compared to sampling a single action. Therefore, it will be much more computational expensive than Ot-Opt or CGP. To reduce the computational complexity, we introduce a decoupled policy network that decouples the Gaussian policy network into one policy network.

3 Notation and Background

We use the notation based in (Sutton et al., 1998). Reinforcement Learning (RL) is a subject of Machine Learning that aims to solve Markov Decision Process (MDP). MDP is defined by a tuple of $< S, A, p, r, \gamma >$, where $S$ is the state space, $A$ is the action space, $p$ is the transition probability: $p(s_{t+1}|s_t, a_t)$ is the probability of moving into next state $s_{t+1}$ given the current state $s_t$ and action taken $a_t$, $r$ is the reward function: $r(s_t, a_t, s_{t+1})$ is the reward given for a state transition from $s_t$ to $s_{t+1}$ with action $a_t$, $\gamma$ is the discount factor to weigh future reward. We also use $E_x[\cdot]$ to
denote the expected value of a random variable if the agent follows policy \( \pi \).

In standard RL, the objective is to maximize the total expected reward: \( J(\pi) = \mathbb{E}[\sum_{t} \sum_{s'} p(s'|s_{t}, a_{t}) r(s_{t}, a_{t}, s')] \). However, the objective of Soft Actor-Critic (SAC) is to find a policy \( \pi \) that can maximize a trade-off between total expected reward and the entropy of the policy:

\[
J(\pi) = \mathbb{E}_{\pi} \left[ \sum_{t} \sum_{s'} p(s'|s_{t}, a_{t}) r(s_{t}, a_{t}, s') \right] + \alpha H(\pi(\cdot|s_{t}))
\]

(1)

Where \( H(\cdot) \) is the entropy of a given density and \( \alpha \) is a temperature parameter to determine the relative importance of the entropy term against the reward term.

SAC involves a concept of soft value function where the soft Q value and the soft V value is connected through:

\[
Q(s_{t}, a_{t}) = \sum_{s'} p(s'|s_{t}, a_{t}) r(s_{t}, a_{t}, s') + \gamma V(s')
\]

(2)

\[
V(s_{t}) = E_{a_{t} \sim \pi} Q(s_{t}, a_{t}) - \log \pi(a_{t}|s_{t})
\]

(3)

SAC in [Haarnoja et al., 2018] contains five networks: Two soft Q networks parameterized by \( \theta_{1} \) and \( \theta_{2} \) respectively, one soft V network parameterized by \( \psi \), one target soft V network parameterized by \( \psi' \) and one Gaussian policy network \( \pi \) parameterized by \( \phi \).

SAC updates the soft V network to minimize:

\[
J_{V}(\psi) = E_{s_{t} \sim D} \left[ \frac{1}{2} (V_{\psi}(s_{t}) - E_{a_{t} \sim \pi} [Q_{\theta_{1}}(s_{t}, a_{t}) - \log \pi(a_{t}|s_{t})])^{2} \right]
\]

(4)

Where \( D \) is a replay buffer and \( Q_{\theta_{1}}(s_{t}, a_{t}) \) is the minimum of two Q networks. Meanwhile, the Q network is updated by minimizing the soft Bellman error:

\[
J_{Q}(\theta) = E_{(s_{t}, a_{t}, r_{t}, s_{t+1}) \sim D} \left[ \frac{1}{2} (Q_{\theta_{1}}(s_{t}, a_{t}) - (r_{t} + \gamma V_{\psi'}(s_{t+1})))^{2} \right]
\]

(5)

Finally, SAC updates the policy network by minimizing:

\[
J_{\pi}(\phi) = E_{s_{t} \sim D} [DKL(\pi_{\phi}(\cdot|s_{t}) || \frac{\exp(Q_{\theta_{1}}(s_{t}, \cdot))}{\mathbb{E}[\exp(Q_{\theta_{1}}(s_{t}, \cdot))]} ]
\]

(6)

Reparameterization trick is used to convert the objective function into:

\[
J_{\pi}(\phi) = E_{s_{t} \sim D, \epsilon_{t} \sim N} [\log \pi_{\phi}(\epsilon_{t}|s_{t}) - Q_{\theta}(s_{t}, \phi(\epsilon_{t}|s_{t}))]
\]

(7)

Where \( f_{\phi}(\epsilon_{t}|s_{t}) \) is the reparameterized policy and \( \epsilon_{t} \) is an input noise vector.

Cross-Entropy Method (CEM) is a generic and efficient algorithm to solve rare event probability estimation and stochastic optimization problems [De Boer et al., 2005]. We use a Gaussian distribution in our CEM algorithm and the pseudocode is shown in Algorithm 1. As a result, there will be four additional parameters introduced: Initial deviation vector (Initial Search Size \( s \)), Sample Number \( N \), Elite Sample Density \( \rho_{e} \) and Number of Iterations \( T \). Initial mean vector is the initial guess, which could be any random vector as long as the initial search size is large enough. However, since we choose to run the CEM only for a fixed number of iterations, we set the initial mean vector to be the current prediction from the network.

### 4 Soft Actor-Critic (SAC) with decoupled policy network

Qt-Opt or Cross-Entropy Guided Policies (CGP) uses Cross-Entropy Method (CEM) to sample a deterministic action that can maximize the value function. In SAC, however, the output from the policy network is a unbounded Gaussian distribution over action space [Haarnoja et al., 2018] and using CEM to directly sample a distribution is much more computational expensive than Qt-Opt or CGP. Therefore, we decouple the policy network of SAC into two: \( \pi^{\mu} \) and \( \pi^{\sigma} \) where \( \pi^{\mu} \) learns the mean of the Gaussian distribution while \( \pi^{\sigma} \) learns the deviation. The original policy can be retrieved by \( \pi = N(\mu^{\pi}, \sigma^{\pi}) \).

In the policy improvement step, for each state, we first update the \( \mu^{\pi} \) according to:

\[
\mu^{\pi}_{\text{new}} = \arg \min_{\mu^{\pi}} D_{KL}(N(\mu^{\pi}(s_{t}), \sigma^{\pi}_{\text{old}}(s_{t})) || \frac{\exp(Q_{\theta_{1}}(s_{t}, \cdot))}{\mathbb{E}[\exp(Q_{\theta_{1}}(s_{t}, \cdot))]} \]
\]

(8)

After we obtain the \( \mu^{\pi}_{\text{new}} \), we then update the \( \sigma^{\pi} \) according to:

\[
\sigma^{\pi}_{\text{new}} = \arg \min_{\sigma^{\pi}} D_{KL}(N(\mu^{\pi}_{\text{new}}(s_{t}), \sigma^{\pi}_{\text{new}}(s_{t})) || \frac{\exp(Q_{\theta_{1}}(s_{t}, \cdot))}{\mathbb{E}[\exp(Q_{\theta_{1}}(s_{t}, \cdot))]} \]
\]

(9)

We can show that new policy \( \pi_{\text{new}} = N(\mu^{\pi}_{\text{new}}, \sigma^{\pi}_{\text{new}}) \) has a higher value than the old policy \( \pi_{\text{old}} = N(\mu^{\pi}_{\text{old}}, \sigma^{\pi}_{\text{old}}) \).

In fact, for any policy that is a function of a list of sub-policies, we can always improve the overall policy by improving subpolicies in sequence. See Appendix A for proof.
5 Soft Actor-Critic with Cross-Entropy Policy Optimization (SAC-CEPO)

Similar to original Soft Actor-Critic (SAC), SAC-CEPO uses two soft state-action network: \(Q_\theta\) and \(Q_\phi\), one soft value network: \(V_\psi\), one target soft value network: \(V_\psi^*\), one gaussian policy mean network: \(\pi_\mu^*\) and one gaussian policy deviation network: \(\pi_\sigma^*\).

The V network is trained to minimize:

\[
J_V(\psi) = E_{s_t \sim D_{\text{env}}} [V_\psi(s_t) - E_{a_t \sim \pi_\phi}(Q_\theta(s_t, a_t) - \log \pi_\phi(a_t|s_t))^2]
\]

Q networks are updated to minimize the same objective function as Equation 5 as it is not directly related to the policy.

Using reparameterization trick, the gaussian mean policy network is updated to minimize:  

\[
J_{\pi_\mu}(\phi) = E_{s_t \sim D_{\text{env}}} [\log \pi_\phi(a_t|s_t) (f_{\phi,\omega}(s_t, a_t) - Q_\theta(s_t, a_t))^2]
\]

Then the gaussian deviation policy network is updated to:

\[
J_{\pi_\sigma}(\omega) = E_{s_t \sim D_{\text{env}}} [\log \pi_\omega(a_t|s_t) (f_{\phi,\omega}(s_t, a_t) - Q_\theta(s_t, a_t))^2]
\]

Where \(\phi'\) is the updated parameters from Equation [11]

Q networks, V network and the gaussian deviation policy network are optimized using stochastic gradient descent while the gaussian mean policy network is optimized indirectly using CEM.

We use CEM to firstly find the approximate best output \(\mu_s\) that results in the minimum value of:

\[
F(\mu) = E_{s_t \sim D_{\text{env}}} [\log \pi_\phi(a_t|s_t) (f_{\phi,\omega}(s_t, a_t) - Q_\theta(s_t, a_t))^2]
\]

Then, the sampled \(\mu_s\) can be used as a target value to update the gaussian mean policy network by minimizing:

\[
J_{\mu_\phi}(\phi)|_{\mu_s} = E_{s_t \sim D} [\frac{1}{2} (\pi_\phi^*(s_t) - \mu_s)^2]
\]

In general, CEM will stop the iteration if the deviation in CEM gets small enough. However in practice, using this stop condition will make the computation time unpredictable due to the noise term in Equation [11] SAC-CEPO therefore only run the CEM for a fixed number of iterations.

In addition, we bound the action to a finite interval by applying an invertible squashing function (tanh) similar to SAC [Haarnoja et al., 2018]. We also take one optimization step after one environment step.

The pseudocode for the complete algorithm is shown in Algorithm 2.

6 Experiment

We benchmarked our method, Soft Actor-Critic with Cross-Entropy Policy Optimization (SAC-CEPO) with the original Soft Actor-Critic (SAC) and a modified Soft Actor-Critic with only decoupled policy network (SAC-DPN) on a range of continuous control tasks from the OpenAI Gym Benchmark Tool [Brockman et al., 2016].

We implement our own SAC and make further modifications to implement the SAC-CEPO and the SAC-DPN. We follow the hyperparameters settings in the original SAC and we use the same reward scale to implicitly set the temperature parameter for each task. The hyperparameters between SAC, SAC-CEPO and SAC-DPN are shared except for the additional hyperparameters introduced in the Cross-Entropy Method (CEM). All the hyperparameters settings can be found in Appendix B.

We use five random seeds to train SAC, SAC-DPN and SAC-CEPO for each task. We perform an evaluation of the algorithm every 1000 steps for Hopper-v2 and Walker2d-v2, every 3000 steps for Ant-v2 and HalfCheetah-v2 and every 10000 steps for Humanoid-v2. Each evaluation is an average of 10 rollouts in order to reduce the noise. We also choose a deterministic action during rollouts, that is the action chosen is the mean of the Gaussian distribution rather than a random sample from the distribution. The source code of our implementation of SAC, SAC-CEPO and SAC-DPN is available online\(^1\).

As shown in Figure 4 SAC-CEPO achieves a similar performance to SAC-DPN and SAC in Hopper-v2 but outperforms both of them in other tasks especially in complex

\(^1\)github.com/wcgcyx/SAC-CEPO
tasks such as the Humanoid-v2 where SAC-CEPO is able to achieve a reward of 5000 about 3 million steps earlier than SAC and SAC-DPN.

We also study the sensitivity of each hyperparameter introduced by CEM by benchmarking on the Walker2d-v2 task. We use the hyperparameters described in Appendix B as a baseline. We conduct one experiment that varies the sample number $N$ from 60 to 140, one experiment that varies number of iterations $T$ from 6 to 14, one experiment that varies the elite sample density $\rho$ from 0.03 to 0.07 and one experiment that varies the initial search size $s$ from 0.5 to 0.00005. The result is shown in [2].

We found that SAC-CEPO is relatively robust to all four hyperparameters. For sample number $N$, a larger sample number can slightly improve the overall performance but sampling from a large vector is much more computational expensive compared to sampling from a small vector and this inevitably makes each training step slower. Similarly, a larger iteration number $T$ can also increase the overall performance of SAC-CEPO but meanwhile also increase the training time of each step. Elite sample density $\rho$ could affect the performance of SAC-CEPO with a certain degree. In extreme cases, a $\rho$ of 1 is equivalent to random sampling while a $\rho$ of $1/N$ is equivalent to always choose the maximum point from samples. In general, CEM with smaller $\rho$ tends to find a larger value of a given function and therefore SAC-CEPO with smaller $\rho$ usually performs well. However, as $\rho$ becomes very small, CEM is likely to be affected by the noise, which could cause a problem of overfitting. Similarly, under a fixed number of iterations, CEM can find larger value with smaller initial search size $s$ so in general SAC-CEPO with smaller $s$ performs better. However, if $s$ becomes too small, SAC-CEPO is very likely to stuck in a bad local optimal and the performance drops dramatically. For example, when $s < 5e^{-4}$, performance improves with $s$ getting smaller but when $s = 5e^{-5}$, the performance is even worse than $s = 5e^{-3}$.

It is worth to notice that SAC-CEPO trains much slower than the original SAC or SAC-DPN due to its nature of iterative sampling. In benchmarking experiment where the number of iterations is set to be 10, SAC-CEPO takes about 10 times longer to train than the original SAC. However, in real world applications where the time of one training step is negligible compared to the time of one environmental step, SAC-CEPO could learn much faster than the original SAC in real time scale as it requires fewer environmental steps.
7 Conclusion

To conclude, we present Soft Actor-Critic with Cross-Entropy Policy Optimization (SAC-CEPO) which incorporates Cross-Entropy Method (CEM) into the original Soft Actor-Critic (SAC). We also introduce a decoupled policy structure that decouples the policy network of SAC into two subpolicies in order to reduce the computational complexity of SAC-CEPO. We empirically show that SAC-CEPO outperforms the original SAC in a range of continuous control tasks. Although one training step in SAC-CEPO takes longer than one training step in SAC, SAC-CEPO could potentially learn much faster than SAC in real world applications where the training time is negligible compared to time involved in interacting with the environment.

There have been some attempts to replay experience with some priority such as DDPG with prioritized experience replay [Hou et al. (2017)] and SAC with emphasizing recent experience [Wang and Ross (2019)] but neither uses any measure from the actor to prioritize experience. SAC-CEPO introduces a concept of policy error, the distance between sampled policy and the current policy, and such error can be potentially used as a measure of priority in prioritized experience replay. This could be one potential direction for future work.
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A Proof

Let policy to be a function of \( N \) subpolicies: \( \pi = F(\pi^1, \pi^2, ..., \pi^N) \) where \( \pi^i \in \Pi^i \) and let \( Q^F(\pi^1, \pi^2, ..., \pi^N) \) and \( V^F(\pi^1, \pi^2, ..., \pi^N) \) be the corresponding soft state-action value and soft state value.

Define the old policy \( \pi_{old} \) be \( F(\pi_{old}^1, \pi_{old}^2, ..., \pi_{old}^N) \) and define the \( i \)th new policy \( \pi_{new[i]} \) to be:

\[
F(\pi_{new}^1, ..., \pi_{new}^{i-1}, \pi_{new}^i, \pi_{old}^{i+1}, ..., \pi_{old}^N)
\]  

(15)

Which is further defined to be:

\[
\pi_{new[i]}(\cdot|s_t) = \arg\min_{\pi^i} \mathbb{D}_{KL}(F(..., \pi_{new}^{i-1}, \pi^i, \pi_{old}^{i+1} ...)(\cdot|s_t)) \frac{\exp(Q^\pi_{new[i-1]}(s_t, \cdot))}{\log \pi_{new[i-1]}(s_t)}
\]  

(16)

It is clear that \( J_{\pi_{new[i-1]}(\pi_{new[i]})} \leq J_{\pi_{new[i-1]}(\pi_{new[i-1]})} \) as we could choose \( \pi_{new}^i = \pi_{old}^i \in \Pi^i \). Therefore, we have:

\[
E_{a_t \sim \pi_{new[i]}} [\log \pi_{new[i]}(a_t|s_t) - Q^\pi_{new[i-1]}(s_t, a_t) + \log Z^\pi_{new[i-1]}(s_t)] 
\leq E_{a_t \sim \pi_{new[i-1]}} [\log \pi_{new[i-1]}(a_t|s_t) - Q^\pi_{new[i-1]}(s_t, a_t) + \log Z^\pi_{new[i-1]}(s_t)]
\]  

(17)

\[
\implies E_{a_t \sim \pi_{new[i]}} [Q^\pi_{new[i-1]}(s_t, a_t) - \log \pi_{new[i]}(a_t|s_t)] \geq V^\pi_{new[i-1]}(s_t)
\]  

(18)

Also:

\[
Q^\pi_{new[i-1]}(s_t, a_t) = \sum_{s'} p(s'|s_t, a_t) r(s_t, a_t, s') + \gamma V^\pi_{new[i-1]}(s')
\]  

\[
\leq \sum_{s'} p(s'|s_t, a_t) r(s_t, a_t, s') + \gamma E_{a_{t+1} \sim \pi_{new[i]}} [Q^\pi_{new[i-1]}(s_{t+1}, a_{t+1}) - \log \pi_{new[i]}(a_{t+1}|s_{t+1})] 
\]  

(19)

\[
\ldots 
\leq Q^\pi_{new[i]}(s_t, a_t)
\]  

The soft Bellman equation and Equation \[17\] is applied to the right hand side repeatedly. Convergence to \( Q^\pi_{new[i]} \) can be proved by the Soft Policy Evaluation Lemma (Haarnoja et al., 2018).

Therefore, we can easily show that:

\[
Q^\pi_{old}(s_t, a_t) \leq Q^\pi_{new[1]}(s_t, a_t) 
\leq Q^\pi_{new[2]}(s_t, a_t) 
\ldots 
\leq Q^\pi_{new[N]}(s_t, a_t) = Q^\pi_{new}(s_t, a_t)
\]  

(19)
## B Hyperparameters

Table 1 lists the hyperparameters shared by SAC and SAC-CEPO. Table 2 lists the shared reward scale for each task. Table 3 lists the additional CEM hyperparameters used in SAC-CEPO for each task.

| Parameter               | Value          |
|-------------------------|----------------|
| Optimizer               | Adam           |
| Learning rate           | 0.0003         |
| Discount                | 0.99           |
| Replay buffer size      | 1,000,000      |
| Number of hidden layers (all networks) | 2 |
| Number of hidden units per layer | 256 |
| Number of samples per minibatch | 256 |
| Activation function     | ReLU           |
| Target smoothing coefficient | 0.005 |

Table 1: Hyperparameters shared by SAC and SAC-CEPO

| Task name        | State Space Dimension | Action Space Dimension | Reward Scale |
|------------------|-----------------------|------------------------|--------------|
| Hopper-v2        | 11                    | 3                      | 5            |
| Walker2d-v2      | 17                    | 6                      | 5            |
| HalfCheetach-v2  | 17                    | 6                      | 5            |
| Ant-v2           | 111                   | 8                      | 5            |
| Humanoid-v2      | 376                   | 17                     | 20           |

Table 2: Reward Scale shared by SAC and SAC-CEPO

| Task name        | CEM-Size | CEM-N | CEM- | CEM-Iteration |
|------------------|----------|-------|-----|---------------|
| Hopper-v2        | 0.005    | 100   | 5%  | 10            |
| Walker2d-v2      | 0.005    | 100   | 5%  | 10            |
| HalfCheetach-v2  | 0.005    | 100   | 5%  | 10            |
| Ant-v2           | 0.005    | 100   | 5%  | 10            |
| Humanoid-v2      | 0.01     | 100   | 5%  | 20            |

Table 3: CEM Parameters in SAC-CEPO