APPROXIMATION OF SIGNALS (FUNCTIONS) OF Lip(α, p), (p ≥ 1)-CLASS BY TRIGONOMETRIC POLYNOMIALS
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Abstract. Given a function \( f \) in the class Lip(\( \alpha, p \)) \((0 < \alpha \leq 1, p \geq 1)\), Mittal and Singh (2014) approximated such an \( f \) by using trigonometric polynomials, which are the \( n^\text{th} \) terms of either certain Riesz mean or Nörlund mean transforms of the Fourier series representation for \( f \). They showed that the degree of approximation is \( O((\lambda(n))^{-\alpha}) \) and extended two theorems of Leindler (2005) where he had weakened the conditions on \( \{p_n\} \) given by Chandra (2002) to more general classes of triangular matrix methods. We obtain the same degree of approximation for a more general class of lower triangular matrices.

1. Introduction

Let \( \sigma_n(f) \) denote the \( n^\text{th} \) term of the \((C, 1)\) transform of the partial sums of the Fourier series of a \( 2\pi \)-periodic function \( f \). In 1937 Quade \cite{27} proved that, if \( f \in \text{Lip}(\alpha, p) \) for \( 0 < \alpha \leq 1 \), then \( ||f - \sigma_n(f)||_p = O(n^{-\alpha}) \) for either \( p > 1 \) and \( 0 < \alpha \leq 1 \) or \( p = 1 \) and \( 0 < \alpha < 1 \). He also showed that, if \( p = \alpha = 1 \), then \( ||f - \sigma_n(f)||_1 = O(n^{-1} \log(n + 1)) \). In 2002, Chandra \cite{2} extended the work of Quade \cite{27} and proved three interesting on trigonometric approximation theorems and gave numerous attractive corollaries. In 2005, Leindler \cite{9} extended the work of Chandra \cite{2} and investigated trigonometric polynomials associated with on \( f \in \text{Lip}(\alpha, p) \) \((0 < \alpha \leq 1, p \geq 1)\) to approximate \( f \) in \( L_p \) norm to the degree of \( O(n^{-\alpha}) \) \((0 < \alpha \leq 1)\). Mittal et al. \cite{18} studied on using infinite matrices to approximate functions of class Lip(\( \alpha, p \)) using trigonometric polynomials. In continuous, Mishra et al. \cite{15} studied linear operators to approximate signals of Lip(\( \alpha, p \)) \((p \geq 1)\)-class respectively. The degree of approximation of functions belonging to various classes through trigonometric Fourier approximation using different summability matrices with monotone rows has been proved by various
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investigators like Khan [5, 6, 7], Mohapatra and Chandra [21, 22], Mishra [11], Mishra et al. [13, 14], Mishra and Khatri [16], Mishra et al. [17]. In 2012, Mishra and Mishra [12] studied on trigonometric approximation of signals (functions) in $L_p$ ($p \geq 1$) norm. In 2014, Mursaleen and Mohiuddine [23], Deepmala [4] and Khatri [8] discussed convergence methods for double sequences, a Study on fixed point theorems for nonlinear contractions and its applications and a study on approximation of functions in Banach spaces using summability methods respectively. Recently, Değer et al. [3] extended two theorems of Chanda [2] using $C_\lambda$ obtained by deleting a set of rows from Cesàro matrix $C_1$. Very recently, Mittal and Singh [20] generalized two theorems on summability matrix $N_p$ of Değer et al. [3]. In 2017, Mishra [10] studied on existence and behavior of solutions to some nonlinear integral equations with applications. In this paper, we extend the theorem on lower triangular matrices of Mittal and Singh [20] where they have extended two theorems of Leindler [9] using $C_\lambda$-method obtained by deleting a set of rows from Cesàro matrix $C_1$. Here, we have obtained error of approximation which depends on strictly increasing sequence of positive integers i.e., the error of approximation is of order $(\lambda)^{-\alpha}$.

Analysis of signals or time functions is of great importance, because it conveys information or attributes of some phenomenon. The engineers and scientists use properties of Fourier approximation for designing digital filters. Especially, Psarakis and Moustakides [26] presented a new $L_2$ based method for designing the Finite Impulse Response (FIR) digital filters and get corresponding optimum approximations having improved performance. Some interesting applications can be seen in [25].

Let $f$ be a $2\pi$-periodic signal and let $f \in L_p[0, 2\pi] = L_p$ for $p \geq 1$. Then the Fourier series of function (signal) $f$ at any point $x$ is given by

\begin{equation}
(1.1) \quad f(x) \sim \frac{a_0}{2} + \sum_{k=1}^{\infty} (a_k \cos kx + b_k \sin kx) \equiv \sum_{k=0}^{\infty} A_k(f; x).
\end{equation}

Denote by $s_n(f; x)$, $n = 0, 1, \ldots$ the $n$th partial sums of the series (1.1) at the point $x$, that is, $s_n(f; x) = \sum_{k=0}^{\infty} A_k(f; x)$, a trigonometric polynomial of degree (or order) $n$, where $A_0(f; x) = \frac{a_0}{2}$, $A_k(f; x) = (a_k \cos kx + b_k \sin kx)$, $k = 1, 2, \ldots$. We define

\begin{equation}
(1.2) \quad \tau_n^\lambda(f; x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n), k} s_k(f; x) \quad \forall n \geq 0,
\end{equation}

where $T \equiv (a_{\lambda(n), k})$ is a linear operator represented by a lower triangular regular matrix with nonnegative entries and row sums 1. The forward difference operator $\Delta$ is defined by $\Delta a_{n,k} = a_{n,k} - a_{n,k+1}$. Such a matrix $T$ is said to have monotone rows if, for each $n$, $a_{\lambda(n), k}$ is either nonincreasing or nondecreasing in $k$, $0 \leq k \leq n$. Series (1.2) is said to be $T$-summable to $s$, if $\tau_n^\lambda(f; x) \to s$ as $n \to \infty$. The $T$-
operator reduces to the Nörlund \((N_p)\)-operator, if
\[
a_{\lambda(n),k} = \begin{cases} \frac{p_{\lambda(n)-k}}{p_{\lambda(n)}}, & 0 \leq k \leq n, \\ 0, & k > n, \end{cases}
\]
where \(p_{\lambda(n)} = \sum_{k=0}^{\lambda(n)} p_k \neq 0\) and \(p_{-1} = 0 = P_{-1}\). In this case, the transform \(\tau_n^\lambda(f;x)\) reduces to the Nörlund transform \(N_n^\lambda(f;x)\).

The \(T\)-operator reduces to the weighted (Riesz) \((\overline{N}_p)\)-operator, if
\[
a_{\lambda(n),k} = \begin{cases} \frac{p_k}{p_{\lambda(n)}}, & 0 \leq k \leq n, \\ 0, & k > n, \end{cases}
\]
where \(p_{\lambda(n)} = \sum_{k=0}^{\lambda(n)} p_k \neq 0\) and \(p_{-1} = 0 = P_{-1}\). In this case, the transform \(\tau_n^\lambda(f;x)\) reduces to the Nörlund transform \(N_n^\lambda(f;x)\) (or \(R_n^\lambda(f;x)\)).

A signal (function) \(f \in \text{Lip}_\alpha\), if \(f(x+t) - f(x) = O(|t^\alpha|)\) for \(0 < \alpha \leq 1, t > 0\).

A signal (function) \(f \in \text{Lip}(\alpha, p)\) for \(p \geq 1, 0 \leq \alpha \leq 1\), if
\[
\left( \int_0^{2\pi} |f(x+t) - f(x)|^p dx \right)^{\frac{1}{p}} = O(t^\alpha).
\]

The integral modulus of continuity of function \(f \in L_p[0,2\pi]\) is defined by
\[
\omega_p(\delta; f) = \sup_{0 < |h| \leq \delta} \left( \frac{1}{2\pi} \int_0^{2\pi} |f(x+h) - f(x)|^p dx \right)^{\frac{1}{p}}.
\]

If, for \(\alpha > 0\), one has \(\omega_p(\delta; f) = O(\delta^\alpha)\), then \(f \in \text{Lip}(\alpha, p)\), \((p \geq 1)\).

The \(L_p\)-norm of \(f\) is defined by
\[
\|f\|_p = \left( \frac{1}{2\pi} \int_0^{2\pi} |f(x)|^p dx \right)^{\frac{1}{p}} (f \in L_p(p \geq 1)).
\]

Also
\[
s_n(f) = \frac{1}{\pi} \int_0^{2\pi} f(x+t)D_n(t)dt, \quad \sigma_n^\lambda(f;x) = \frac{1}{\lambda(n) + 1} \sum_{k=0}^{\lambda(n)} s_k(f;x),
\]
where \(D_n(t) = \frac{\sin(n+1/2)t}{2\sin(t/2)}\), is the Dirichlet Kernel of degree (or order) \(n\).

A positive sequence \(c := \{c_n\}\) is called almost monotone decreasing (or increasing) if there exists a constant \(K := K(c)\), depending on the sequence \(c\) only, such that for all \(n \leq m\), \(c_n \leq Kc_m\) \((Kc_n \geq c_m)\). Such sequences will be denoted by \(c \in \text{AMDS}\) and \(c \in \text{AMIS}\), respectively. A sequence which is either AMDS or AMIS is called monotone and will be denoted by \(c \in \text{AMS}\). Let \(E\) be an infinite subset of \(\mathbb{N}\) and \(E\) as the range of strictly increasing sequence of positive integers; say \(E = \{\lambda(n)\}_n^{\infty}\). The Cesàro submethod \(C_\lambda\) is defined as
\[
(C_\lambda x)_n = \frac{1}{\lambda(n)} \sum_{k=1}^{\lambda(n)} x_k, \quad (n = 1, 2, 3, \ldots),
\]
where \( x_k \) is a sequence of real or complex numbers. Therefore, the \( C_\lambda \)-method yields a subsequence of the Cesàro method \( C_1 \), and hence it is regular for any \( \lambda \). \( C_\lambda \) is obtained by deleting a set of rows from the Cesàro matrix. The basic properties of \( C_\lambda \)-method can be found in [1, 24].

\[
N_n^\lambda(f; x) = \frac{1}{P_\lambda(n)} \sum_{k=0}^{\lambda(n)} p_{\lambda(n)-k}s_k(f; x), \quad P_\lambda(n) = \sum_{r=0}^{\lambda(n)} p_r \neq 0, \quad p_{-1} = 0 = P_{-1}.
\]

\[
R_n^\lambda(f; x) = \frac{1}{P_\lambda(n)} \sum_{k=0}^{\lambda(n)} p_k s_k(f; x), \quad P_\lambda(n) = \sum_{r=0}^{\lambda(n)} p_r \neq 0, \quad p_{-1} = 0 = P_{-1}.
\]

\[
A_\lambda(n,k) = \sum_{r=k}^{\lambda(n)} a_{n,r}, \quad \tau_n^\lambda = \sum_{k=0}^{\lambda(n)} a_{n,k} = A_\lambda(n,0), \quad b_{n,k} = \frac{A_\lambda(n,k) - A_\lambda(n,0)}{k} \forall 1 \leq k \leq n,
\]

\[
\Delta_ka_{n,k} = a_{n,k} - a_{n,k+1}, \quad \Delta f_k g_k = g_k \Delta f_k + f_{k+1} \Delta g_k,
\]

\([x]\)-denotes the greatest integer not exceeding \( x \).

A signal (function) \( f \) is approximated by trigonometric polynomials \( \tau \) of order (or degree) \( n \) and the degree of approximation \( E_n^\lambda(f) \) is given by

\[
E_n^\lambda(f) = \min_n \| f(x) - \tau_n^\lambda(f; x) \|_p.
\]

This method of approximation is called trigonometric Fourier approximation (TFA).

2. Known Results

Mittal et al. [19] proved the following theorem:

**Theorem 2.1.** [19]. Let \( f \in \text{Lip}(\alpha, p) \), and let \( T = (a_{n,k}) \) be an infinite regular triangular matrix.

(i) \( p > 1, \ 0 < \alpha < 1, \ \{a_{n,k}\} \in \text{AMS in } k \) and satisfies

\[
(n+1) \max \{a_{n,0}, a_{n,r}\} = O(1),
\]

where \( r := \lfloor n/2 \rfloor \), then

\[
\| \tau_n(f; x) - f(x) \|_p = O(n^{-\alpha}).
\]

(ii) \( p > 1, \ \alpha = 1 \) and

\[
\sum_{k=0}^{n-1} (n-k) |\Delta_k a_{n,k}| = O(1), \quad \text{or}
\]

(iii) \( p > 1, \ \alpha = 1 \) and

\[
\sum_{k=0}^{n} |\Delta_k a_{n,k}| = O(a_{n,0}), \quad \text{or}
\]

(iv) \( p = 1, \ 0 < \alpha < 1, \ \sum_{k=0}^{n} |\Delta_k a_{n,k}| = O(a_{n,0}), \)

and also \( (n+1)a_{n,0} = O(1) \), hold then [2.1] is satisfied.

Değer et al. [3] proved:
Theorem 2.2. \[3\]. Let \( f \in \text{Lip}(\alpha, p) \) and let \( \{p_n\} \) be positive such that
\[
(\lambda(n) + 1)p_{\lambda(n)} = O(P_{\lambda(n)}),
\]
(2.2)
If either
(i) \( p > 1, \ 0 < \alpha \leq 1 \) and (ii) \( \{p_n\} \) is monotonic, or
(i) \( p = 1, \ 0 < \alpha < 1 \) and (ii) \( \{p_n\} \) is nondecreasing sequence,
then
\[
\|f(x) - N_a^\lambda(f; x)\|_p = O(\lambda(n)^{-\alpha}).
\]
(2.3)

Theorem 2.3. \[3\]. Let \( f \in \text{Lip}(\alpha, 1) \), \( 0 < \alpha < 1 \). If the positive \( \{p_n\} \) satisfies condition (2.2) and nondecreasing, then
\[
\|f(x) - R_n^\lambda(f; x)\|_1 = O(\lambda(n)^{-\alpha}).
\]
(2.4)

Recently, Mittal and Singh \[20\] have generalized two theorems \[22\] and \[23\] of Değer et al. \[3\] by dropping monotonicity on the elements of the matrix rows which in turn generalize theorems \[21\] and \[22\] respectively of Leindler \[9\] to a more general \( C_\lambda \)-method. They proved:

Theorem 2.4. \[20\]. If \( f \in \text{Lip}(\alpha, p) \) and let \( \{p_n\} \) be positive. If one of the following conditions
(i) \( p > 1, \ 0 < \alpha < 1 \), \( \{p_n\} \in \text{AMDS}, \)
(ii) \( p > 1, \ 0 < \alpha < 1 \) and \( \{p_n\} \in \text{AMIS} \) and \( (2.2) \) holds,
(iii) \( p > 1, \ \alpha = 1 \) and \( \sum_{k=1}^{\lambda(n)-1} k|\Delta p_k| = O(P_{\lambda(n)}) \),
(iv) \( p > 1, \ \alpha = 1, \ \sum_{k=0}^{\lambda(n)-1} |\Delta p_k| = O(P_{\lambda(n)}/\lambda(n)) \) and \( (2.2) \) holds,
(v) \( p = 1, \ 0 < \alpha < 1, \ \sum_{k=1}^{\lambda(n)-1} |\Delta p_k| = O(P_{\lambda(n)}/\lambda(n)) \)
holds, then \( (2.3) \) holds.

Theorem 2.5. \[20\]. Let \( f \in \text{Lip}(\alpha, 1) \), \( 0 < \alpha < 1 \). If the positive sequence \( \{p_n\} \) satisfies \( (2.2) \) and the condition \( \sum_{k=0}^{\lambda(n)-1} |\Delta p_k| = O(P_{\lambda(n)}/\lambda(n)) \) holds, then \( (2.4) \) holds.

3. Main result

In this paper, we extend the theorem on lower triangular matrices of Mittal and Singh \[20\] in which they have extended two theorems of Leindler \[9\] using \( C_\lambda \)-method obtained by deleting a set of rows from Cesàro matrix \( C_i \). Our theorem also generalize the theorem of Mittal et al. \[19\] to \( T \)-matrix which in turn generalizes the results of Qaude \[27\]. Here, we determine the degree of approximation which depends on strictly increasing sequence of positive integers i.e., the error of approximation is of order \( (\lambda)^{-\alpha} \).

More precisely, we prove:

Theorem 3.1. Let \( f \in \text{Lip}(\alpha, p) \), and let \( T = (a_{n,k}) \) be an infinite regular triangular matrix.
(i) $p > 1, 0 < \alpha < 1, \{a_{n,k}\} \in AMS$ in $k$ and satisfies

\[ \lambda(n) + 1 \max\{a_{\lambda(n),0}, a_{\lambda(n),r}\} = O(1), \]

where $r := [\lambda(n)/2]$, then

\[ \|f(x) - \tau_n^a(f;x)\|_p = O(\lambda(n)^{-\alpha}). \]

(3.3) (ii) $p > 1, \alpha = 1$ and

\[ \sum_{k=0}^{\lambda(n)-1} (\lambda(n) - k) |\Delta_k a_{\lambda(n),k}| = O(1), \text{ or} \]

(3.3) (iii) $p > 1, \alpha = 1$ and

\[ \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n),k}| = O(a_{\lambda(n),0}), \text{ or} \]

(3.3) (iv) $p = 1, 0 < \alpha < 1, \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n),k}| = O(a_{\lambda(n),0}),$

(3.6) and also $\lambda(n) + 1)a_{\lambda(n),0} = O(1)$, hold then (3.2) is satisfied.

We note that:

(i) If $\lambda(n) = n$, then our Theorem 3.1 reduces to theorem 2.1.

(ii) If $T$ is a Nörlund ($N_p$) or weighted ($R_p$)-matrix, condition (3.1) or (3.6)

reduces to (2.2), while conditions (3.2), (3.3) reduce to conditions (iii), (iv) and (v) of Theorem 2.4, respectively. Thus our Theorem 3.1 generalizes Theorems 2.4 and 2.6.

(iii) It is easy to examine that the conditions of Theorems 3.1 claim less than the requirements of Theorems 2.4 and 2.6 for $A_{\lambda(n),0} = \ell_n$.

For example, the condition on the sum in (3.3) is always satisfied if the sequence $\{a_{n,k}\}$ is nondecreasing in $k$, then using (3.6), we get

\[ \sum_{k=0}^{\lambda(n)-1} (\lambda(n) - k) |\Delta_k a_{\lambda(n),k}| = \sum_{k=0}^{\lambda(n)-1} (\lambda(n) - k) |a_{\lambda(n),k} - a_{\lambda(n),k+1}| \]

\[ = \sum_{k=0}^{\lambda(n)-1} (\lambda(n) - k) (a_{\lambda(n),k+1} - a_{\lambda(n),k}) \]

\[ = A_{\lambda(n),0} - \lambda(n) + 1)a_{\lambda(n),0} = O(1). \]

If $\{a_{n,k}\}$ is nonincreasing in $k$ and (3.6) holds then

\[ \sum_{k=0}^{\lambda(n)} |\Delta_k a_{\lambda(n),k}| = \sum_{k=0}^{\lambda(n)} |a_{\lambda(n),k} - a_{\lambda(n),k+1}| \]

\[ = \sum_{k=0}^{\lambda(n)} (a_{\lambda(n),k} - a_{\lambda(n),k+1}) = a_{\lambda(n),0} - a_{\lambda(n),0} = O(a_{\lambda(n),0}) \]

is also true. Our Theorem 3.1 under assumptions implies the results of Theorems 2.4 and 2.6.
4. Lemmas

**Lemma 4.1.** \[27\] If \( f \in \text{Lip}(1,p) \), \( p > 1 \) then
\[
\|\sigma_n(f;x) - s_n(f;x)\|_p = O(n^{-1}).
\]

**Lemma 4.2.** \[27\] Let, for \( 0 < \alpha \leq 1 \) and \( p > 1 \), \( f \in \text{Lip}(\alpha,p) \). Then
\[
\|f(x) - s_n(f;x)\|_p = O(n^{\alpha}) \quad \forall n > 0.
\]

**Lemma 4.3.** Let \( T \) have AMS rows and satisfy \[3.1\]. Then, for \( 0 < \alpha < 1 \),
\[
\sum_{k=1}^{\lambda(n)} a_{\lambda(n),k} k^{-\alpha} = O(\lambda(n)^{-\alpha})
\]

**Proof.** Let \( r := \lfloor \lambda(n)/2 \rfloor \). Then, we have
\[
\sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} (k+1)^{-\alpha} = \sum_{k=1}^{r} a_{\lambda(n),k} k^{-\alpha} + \sum_{k=r+1}^{\lambda(n)} a_{\lambda(n),k} k^{-\alpha}.
\]

**Case I.** If \( \{a_{n,k}\} \) is nondecreasing in \( k \). Then, using \[3.1\], we get
\[
\sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} k^{-\alpha} \leq a_{\lambda(n),r} \sum_{k=1}^{r} k^{-\alpha} + (r+1)^{-\alpha} \sum_{k=r+1}^{\lambda(n)} a_{\lambda(n),k}
\]
\[
\leq a_{\lambda(n),r} \sum_{k=0}^{r} k^{-\alpha} + (r+1)^{-\alpha} a_{\lambda(n),0}
\]
\[
= O(\lambda(n)/2) O(\lambda(n)^{1-\alpha}) + O(\lambda(n)^{-\alpha}) = O(\lambda(n)^{-\alpha}).
\]

**Case II.** If \( \{a_{n,k}\} \) is nonincreasing in \( k \). Then, using \[3.1\], we get
\[
\sum_{k=1}^{\lambda(n)} a_{\lambda(n),k} k^{-\alpha} \leq a_{\lambda(n),0} \sum_{k=1}^{r} k^{-\alpha} + O(\lambda(n)^{-\alpha}) = O(\lambda(n)^{-\alpha}).
\]

\[\square\]

5. Proof of Theorem 3.1

**Case I.** If \( p > 1, 0 < \alpha < 1 \). Let \( \{a_{n,k}\} \) be AMS in \( k \). Then
\[
\tau_n^\lambda(f;x) - f(x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} s_k(f;x) - f(x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} (s_k(f;x) - f(x)).
\]

Using \[3.1\] and Lemmas 4.2 and 4.3,
\[
\|\tau_n^\lambda(f;x) - f(x)\|_p \leq \sum_{k=0}^{\lambda(n)} a_{\lambda(n),k} \|s_k(f;x) - f(x)\|_p
\]
\[
= \sum_{k=1}^{\lambda(n)} a_{\lambda(n),k} O(k^{-\alpha}) = O(\lambda(n)^{-\alpha}).
\]
Case III. If \( p > 1, \alpha = 1 \), we have
\[
\tau^\lambda_n(f; x) - f(x) = \tau^\lambda_n(f; x) - s^\lambda_n(f; x) + s^\lambda_n(f; x) - f(x).
\]

Now, using Lemma 4.2, we get
\[
(5.1) \quad \| \tau^\lambda_n(f; x) - f(x) \|_p \leq \| \tau^\lambda_n(f; x) - s^\lambda_n(f; x) \|_p + \| s^\lambda_n(f; x) - f(x) \|_p = \| \tau^\lambda_n(f; x) - s^\lambda_n(f; x) \|_p + O(\lambda(n)^{-1}).
\]

Now to prove our theorem, it remains to show that
\[
(5.2) \quad \| \tau^\lambda_n(f; x) - s^\lambda_n(f; x) \|_p = O(\lambda(n)^{-1}).
\]

Now, we write
\[
\tau^\lambda_n(f; x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n), k} s_k(f; x) = \sum_{k=0}^{\lambda(n)} a_{\lambda(n), k} \left( \sum_{i=0}^{k} u_i(f; x) \right) = \sum_{k=0}^{\lambda(n)} A_{\lambda(n), k} u_k(f; x),
\]
and thus, as \( A_{\lambda(n), 0} = 1 \), we have
\[
\tau^\lambda_n(f; x) - s^\lambda_n(f; x) = \sum_{k=1}^{\lambda(n)} (A_{\lambda(n), k} - A_{\lambda(n), 0}) u_k(f; x).
\]

Hence by Abel’s transformation, we obtain
\[
\sum_{k=1}^{\lambda(n)} \left( \frac{A_{\lambda(n), k} - A_{\lambda(n), 0}}{k} \right) k u_k(f; x) = \sum_{k=1}^{\lambda(n)} b_{\lambda(n), k} k u_k(f; x)
\]
\[
= \sum_{k=1}^{\lambda(n)-1} (\Delta_k b_{\lambda(n), k}) \left( \sum_{j=1}^{k} j u_j(f; x) \right) + b_{\lambda(n), \lambda(n)} \sum_{j=1}^{\lambda(n)} j u_j(f; x).
\]

Thus by triangle inequality, we find
\[
(5.3) \quad \| \tau^\lambda_n(f; x) - f(x) \|_p \leq \sum_{k=1}^{\lambda(n)-1} \| \Delta_k b_{\lambda(n), k} \|_p \left( \sum_{j=1}^{k} j u_j(f; x) \right) + \| b_{\lambda(n), \lambda(n)} \|_p \left( \sum_{j=1}^{\lambda(n)} j u_j(f; x) \right)
\]
\[
= \sum_{k=1}^{\lambda(n)-1} \| \Delta_k b_{\lambda(n), k} \|_p \left( \sum_{j=1}^{k} j u_j(f; x) \right) + \| b_{\lambda(n), \lambda(n)} \|_p \left( \sum_{j=1}^{\lambda(n)} j u_j(f; x) \right)
\]

Now
\[
\sigma^\lambda_n(f; x) - s^\lambda_n(f; x) = \frac{1}{\lambda(n) + 1} \sum_{m=0}^{\lambda(n)} s_m(f; x) - s^\lambda_n(f; x)
\]
\[
= \frac{1}{\lambda(n) + 1} \sum_{m=0}^{\lambda(n)} s_m(f; x) - \sum_{k=0}^{\lambda(n)} u_k(f; x)
\]
We may write
\[ \frac{-1}{\lambda(n) + 1} \sum_{j=1}^{\lambda(n)} ju_j(f; x). \]

Therefore by Lemma 4.1 we have
\[ (5.4) \quad \left\| \sum_{j=1}^{\lambda(n)} ju_j(f; x) \right\|_p = (\lambda(n) + 1)\|s_n^0(f; x) - s_n^1(f; x)\|_p = (\lambda(n) + 1)O(\lambda(n)^{-1}) = O(1). \]

We note that
\[ k = 1, \text{ then } |a_{\lambda(n), r}|, |r - \lambda(n), \lambda(n)| = O(\lambda(n)^{-1}). \]

Thus
\[ (5.5) \quad \left\| b_{\lambda(n), \lambda(n)} \sum_{j=1}^{\lambda(n)} ju_j(f; x) \right\|_p = |b_{\lambda(n), \lambda(n)}| \left\| j u_j(f; x) \right\|_p = O(\lambda(n)^{-1}). \]

We may write
\[ (5.6) \quad \Delta_k b_{\lambda(n), k} = \frac{\Delta_k (A_{\lambda(n), k} - A_{\lambda(n), 0})}{k} + A_{\lambda(n), k+1} - A_{\lambda(n), 0} \]
\[ = \frac{1}{k(k+1)} \left[ (k+1)\Delta_k A_{\lambda(n), k} + \sum_{r=0}^{\lambda(n)} a_{\lambda(n), r} - \sum_{r=0}^{\lambda(n)} a_{\lambda(n), r} \right] \]
\[ = \frac{1}{k(k+1)} \left[ (k+1)a_{\lambda(n), k} - \sum_{r=0}^{k} a_{\lambda(n), r} \right]. \]

Next, we shall verify by mathematical induction that
\[ (5.7) \quad \left| \sum_{r=0}^{k} a_{\lambda(n), r} - (k+1)a_{\lambda(n), k} \right| \leq \sum_{r=0}^{k} (r+1)|a_{\lambda(n), r} - a_{\lambda(n), r+1}|. \]

If \( k = 1, \) then \( \left| \sum_{r=0}^{1} a_{\lambda(n), r} - 2a_{\lambda(n), 1} \right| = |a_{\lambda(n), 0} - a_{\lambda(n), 1}|. \) Thus \( (5.7) \) holds.

Now, let us suppose that \( (5.7) \) holds for \( k = m \) i.e.,
\[ (5.8) \quad \left| \sum_{r=0}^{m} a_{\lambda(n), r} - (m+1)a_{\lambda(n), k} \right| \leq \sum_{r=0}^{m} (r+1)|a_{\lambda(n), r} - a_{\lambda(n), r+1}|. \]

and we have to show that \( (5.7) \) is true for \( k = m + 1(\leq \lambda(n)) \).

For \( k = m + 1(\leq \lambda(n)) \) and using \( (5.8) \), we get
\[ |\sum_{r=0}^{m+1} a_{\lambda(n), r} - (m+2)a_{\lambda(n), m+1}| = |\sum_{r=0}^{m} a_{\lambda(n), r} - (m+1)a_{\lambda(n), m+1}|. \]
The combining (5.3)–(5.5) and (5.9) yields (5.2). From (5.2) and (5.1), we get which shows that (5.7) is true for $k = m + 1$. Thus (5.7) holds good for any $1 \leq k \leq \lambda(n)$.

Using (5.2), (3.2), (3.4), (5.6) and (5.7), we find

$$\sum_{r=0}^{m-1} (r+1)|a_{\lambda(n),r} - a_{\lambda(n),r+1}| + (m+1)|a_{\lambda(n),m} - a_{\lambda(n),m+1}|$$

$$= \sum_{r=0}^{(m+1)-1} (r+1)|a_{\lambda(n),r} - a_{\lambda(n),r+1}|,$$

which shows that (5.7) is true for $k = m + 1$. Thus (5.7) holds good for any $1 \leq k \leq \lambda(n)$.

Using (5.2), (3.3), (5.6) and (5.7), we find

$$(5.9) \quad \sum_{k=1}^{\lambda(n)} |\Delta_k b_{\lambda(n),k}| = \sum_{k=1}^{\lambda(n)} |\Delta_k [k^{-1}(A_{\lambda(n),k} - A_{\lambda(n),0})]|$$

$$= \sum_{k=1}^{\lambda(n)} k^{-1}(k+1)^{-1} \left| (k+1)a_{\lambda(n),k} - \sum_{r=0}^{k} a_{\lambda(n),r} \right|$$

$$= \sum_{k=1}^{\lambda(n)} k^{-1}(k+1)^{-1} \left| \sum_{r=0}^{k} a_{\lambda(n),r} - (k+1)a_{\lambda(n),k} \right|$$

$$\leq \sum_{k=1}^{\lambda(n)} k^{-1}(k+1)^{-1} \sum_{r=0}^{k-1} (r+1)|a_{\lambda(n),r} - a_{\lambda(n),r+1}|$$

$$= \sum_{k=1}^{\lambda(n)} k^{-1}(k+1)^{-1} \sum_{m=1}^{k} m|a_{\lambda(n),m-1} - a_{\lambda(n),m}|$$

$$\leq \sum_{m=1}^{\lambda(n)-1} m|\Delta_m a_{\lambda(n),m-1}| \sum_{k=m}^{\infty} \frac{1}{k(k+1)}$$

$$= \sum_{k=0}^{\lambda(n)-1} |\Delta_k a_{\lambda(n),k}| = O(a_{\lambda(n),0}) = O((\lambda(n))^{-1}).$$

The combining (5.3)–(5.5) and (5.9) yields (5.2). From (5.2) and (5.1), we get

$$\|r^\lambda_n(f; x) - f(x)\|_p = O((\lambda(n))^{-1}).$$

**Case II.** $p > 1$, $\alpha = 1$. For this, we first prove that the condition

$$(5.10) \quad \sum_{k=0}^{\lambda(n)-1} (\lambda(n) - k)|\Delta_k a_{\lambda(n),k}| = O(1) \Rightarrow$$

$$B_{\lambda(n)} \equiv \sum_{k=1}^{\lambda(n)} |\Delta_k b_{\lambda(n),k}| = \sum_{k=1}^{\lambda(n)} |\Delta_k [k^{-1}(A_{\lambda(n),k} - A_{\lambda(n),0})]| = O((\lambda(n))^{-1})$$
is satisfied. For this, using (5.7) as in case (iii), we have

\[ B_{\lambda(n)} = \sum_{k=1}^{\lambda(n)} k^{-1}(k + 1)^{-1} \left| (k + 1)a_{\lambda(n),k} - \sum_{r=0}^{k} a_{\lambda(n),r} \right| \]

\[ \leq \sum_{k=1}^{\lambda(n)} k^{-1}(k + 1)^{-1} \sum_{r=0}^{k-1} (r + 1)|a_{\lambda(n),r} - a_{\lambda(n),r+1}| \]

\[ \leq \left( \sum_{k=1}^{\lambda(n)} + \sum_{k=r}^{\lambda(n)} \right) k^{-1}(k + 1)^{-1} \sum_{m=1}^{k} m|a_{\lambda(n),m-1}| = B_1 + B_2, \text{ say.} \]

Now, using (3.3) and interchanging the order of summation, we get

\[ B_1 \equiv \sum_{k=1}^{r} k^{-1}(k + 1)^{-1} \sum_{m=1}^{k} m|\Delta_m a_{\lambda(n),m-1}| \]

\[ \leq \sum_{m=1}^{r} m|\Delta_m a_{\lambda(n),m-1}| \sum_{k=m}^{\infty} \frac{1}{k(k + 1)} \]

\[ = \sum_{m=1}^{r} |\Delta_m a_{\lambda(n),m-1}| = \sum_{m=\lambda(n)-r+1}^{\lambda(n)} |\Delta_{\lambda(n)-m} a_{\lambda(n),\lambda(n)-m}| \]

\[ \leq \sum_{m=r-1}^{\lambda(n)-1} |\Delta_{\lambda(n)-m} a_{\lambda(n),\lambda(n)-m}| \frac{m}{r-1} \]

\[ = \frac{1}{r-1} \sum_{m=1}^{\lambda(n)-1} \frac{\lambda(n)-1}{\lambda(n)-k} |\Delta_k a_{\lambda(n),k}| = \frac{1}{r-1} O(1) = O((\lambda(n))^{-1}). \]

On the other hand

\[ B_2 \equiv \sum_{k=r}^{\lambda(n)} k^{-1}(k + 1)^{-1} \sum_{m=1}^{k} m|\Delta_m a_{\lambda(n),m-1}| \]

\[ \leq \sum_{k=r}^{\lambda(n)} k^{-1}(k + 1)^{-1} \left( \sum_{m=1}^{k} + \sum_{m=r}^{k} \right) m|\Delta_m a_{\lambda(n),m-1}| \]

\[ = B_{\lambda(n),1} + B_{\lambda(n),2}, \text{ say.} \]

Using arguments as \( B_1 \) and (3.3), we obtain

\[ B_{\lambda(n),1} \equiv \sum_{k=r}^{\lambda(n)} k^{-1}(k + 1)^{-1} \sum_{m=1}^{r} m|\Delta_m a_{\lambda(n),m-1}| \]
\[
\begin{align*}
&\leq \sum_{k=r}^{\lambda(n)} (k+1)^{-1} \sum_{m=1}^{r} \Delta_{m} a_{\lambda(n),m-1} \\
&= \sum_{k=r}^{\lambda(n)} (k+1)^{-1} \sum_{m=\lambda(n)-r+1}^{\lambda(n)} |\Delta_{\lambda(n)-m} a_{\lambda(n),\lambda(n)-m}| \\
&\leq \sum_{k=r}^{\lambda(n)} (k+1)^{-1} \sum_{m=r-2}^{\lambda(n)} |\Delta_{\lambda(n)-m} a_{\lambda(n),\lambda(n)-m}| \frac{m}{r-2} \\
&\leq \frac{1}{r-2} \sum_{k=r}^{\lambda(n)} (k+1)^{-1} \sum_{m=1}^{\lambda(n)} m |\Delta_{\lambda(n)-m} a_{\lambda(n),\lambda(n)-m}| \\
&= \frac{1}{r-2} \sum_{k=r}^{\lambda(n)} (k+1)^{-1} \sum_{m=0}^{\lambda(n)-1} (\lambda(n) - k)|\Delta_{k} a_{\lambda(n),k}| \\
&= \frac{1}{r-2} \sum_{k=r}^{\lambda(n)} (k+1)^{-1} O(1) = O(1/\lambda(n)),
\end{align*}
\]

again using (3.30) and interchanging the order of summation, we have

\[
(5.15) \quad B_{\lambda(n),2} \equiv \sum_{k=r}^{\lambda(n)} k^{-1} (k+1)^{-1} \sum_{m=r}^{k} m |\Delta_{m} a_{\lambda(n),m-1}| \\
\leq \sum_{k=r}^{\lambda(n)} (k+1)^{-1} \sum_{m=r}^{k} |\Delta_{m} a_{\lambda(n),m-1}| \\
\leq \frac{1}{r+1} \sum_{m=r}^{\lambda(n)} |\Delta_{m} a_{\lambda(n),m-1}| \sum_{k=m}^{\lambda(n)} 1 \\
= \frac{1}{r+1} \sum_{k=r}^{\lambda(n)-1} (\lambda(n) - k)|\Delta_{k} a_{\lambda(n),k}| = \frac{1}{r+1} O(1) = O((\lambda(n))^{-1}).
\]

From (5.11), (5.12), (5.13), (5.14) and (5.15), we get (5.10). Thus (5.1), (5.3), (5.4), and Lemma 4.2 again yield (3.2).

Case IV. If \( p = 1, \ 0 < \alpha < 1 \), using \( 4.1 \), \( a_{\lambda(n),\lambda(n)+1} = 0 \) and Abel’s transformation, we obtain

\[
\tau_{n}^{\lambda}(f;x) - f(x) = \sum_{k=0}^{\lambda(n)-1} (\Delta_{k} a_{\lambda(n),k}) \left\{ \sum_{r=0}^{k} (s_{r}(f;x) - f(x)) \right\}
\]
APPROXIMATION OF SIGNALS (FUNCTIONS) OF $\text{Lip}(\alpha, p), (p \geq 1)$-CLASS... 263

\[ + (a\lambda(n), \lambda(n) - a\lambda(n), \lambda(n) + 1) \sum_{r=0}^{\lambda(n)} (s_r(f; x) - f(x)) \]
\[ = \sum_{k=0}^{\lambda(n)} (\Delta_k a\lambda(n), k) \left\{ \sum_{r=0}^{k} (s_r(f; x) - f(x)) \right\} \]
\[ = \sum_{k=0}^{\lambda(n)} (\Delta_k a\lambda(n), k)(k + 1)(\sigma_k(f; x) - f(x)). \]

Hence, by conditions (3.5), (3.6) and Lemma 4.1, we find
\[ \| r_n^\lambda(f; x) - f(x) \|_1 \leq \sum_{k=0}^{\lambda(n)} k|\Delta_k a\lambda(n), k| \| (\sigma_k(f; x) - f(x)) \|_1 \]
\[ = O \left\{ \sum_{k=0}^{\lambda(n)} k^{1-\alpha}|\Delta_k a\lambda(n), k| \right\} = O((\lambda(n))^{1-\alpha}) \sum_{k=0}^{\lambda(n)} |\Delta_k a\lambda(n), k| \]
\[ = O((\lambda(n))^{1-\alpha}) O(a\lambda(n), 0) \]
\[ = O((\lambda(n))^{1-\alpha}) O((\lambda(n))^{-1}) = O((\lambda(n))^{-\alpha}). \]

This completes the proof of case (IV) and consequently the proof of Theorem 3.1 is complete.
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