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Abstract—In this paper, an intelligent reflecting surface (IRS) is leveraged to enhance the physical layer security of an integrated sensing and communication (ISAC) system in which the IRS is deployed to not only assist the downlink communication for multiple users, but also create a virtual line-of-sight (LoS) link for target sensing. In particular, we consider a challenging scenario where the target may be a suspicious eavesdropper that potentially intercepts the communication-user information transmitted by the base station (BS). To ensure the sensing quality while preventing the eavesdropping, dedicated sensing signals are transmitted by the BS. We investigate the joint design of the phase shifts at the IRS and the communication as well as radar beamformers at the BS to maximize the sensing beampattern gain towards the target, subject to the maximum information leakage to the eavesdropping target and the minimum signal-to-interference-plus-noise ratio (SINR) required by users. Based on the availability of perfect channel state information (CSI) of all involved user links and the potential target location of interest at the BS, two scenarios are considered and two different optimization algorithms are proposed. For the ideal scenario where the CSI of the user links and the potential target location are perfectly known at the BS, a penalty-based algorithm is proposed to obtain a high-quality solution. In particular, the beamformers are obtained with a semi-closed-form solution using Lagrange duality and the IRS phase shifts are solved for in closed form by applying the majorization-minimization (MM) method. On the other hand, for the more practical scenario where the CSI is imperfect and the potential target location is uncertain in a region of interest, a robust algorithm based on the S-procedure and sign-definiteness approaches is proposed. Simulation results demonstrate the effectiveness of the proposed scheme in achieving a trade-off between the communication quality and the sensing quality, and also show the tremendous potential of IRS for use in sensing and improving the security of ISAC systems.

Index Terms—Intelligent reflecting surface, integrated sensing and communication, physical layer security.

I. INTRODUCTION

Driven by emerging applications for high-accuracy sensing services such as autonomous driving, robot navigation, and intelligent traffic monitoring, etc., a new paradigm is required to shift from communication-based network designs to networks with sensing-communication integration [1]. The research on the integration of sensing and communication networks has recently attracted significant attention along the following two directions: radar-communication coexistence [2] and integrated sensing and communication (ISAC) [3]. In the former, the radar transceiver and the communication transmitter are geographically separated, which usually results in strong co-channel interference and requires prohibitive feedback overhead to exchange information for coordination between two systems. For the latter, the radar and communication functionalities share a common hardware platform, which leads to both integration and coordination gains.

Recently, we are witnessing a booming interest from both academia and industry on ISAC systems due to the additional integration gain and coordination gain brought compared to the radar-communication coexistence systems [4], [5]. Based on design priorities and underlying requirements, ISAC systems can be classified into three categories: communication-centric (C&C) designs [6], radar-centric (R&C) designs [7], and joint waveform designs [8], [9], [10]. For C&C design, the sensing functionality is integrated into the existing communication platform, where the communication performance has the highest priority. The objective of this type of design is to exploit the communication waveform to implement the sensing functionality while satisfying the quality-of-service (QoS) of the communication users. In contrast to the C&C design, sensing has the highest priority in R&C designs. The objective of this approach is to modulate the information into
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the sensing waveform to realize the communication functionality without significantly degrading the sensing performance. The performance of the two types of designs above is fundamentally limited by the hardware platforms and signal processing algorithms and fails to achieve a scalable tradeoff between sensing and communication. The last category, i.e., joint waveform design, creates new waveforms instead of relying on existing communication or radar waveforms, and provides additional degrees of freedom (DoFs) to support high data rates and to improve sensing quality. As an example of the joint design approach, the authors in [8] revealed that communication-only waveform design is inferior to the joint design of communication and radar waveforms in terms of beampattern synthesis, especially when the number of communication users is less than the number of targets. However, the ISAC system performance is significantly deteriorated by unfavorable propagation environments with signal blockages, especially for target sensing. In general, only the reflected echo signals that pass through line-of-sight (LoS) links are treated as useful information for sensing while non-LoS (NLoS) links are treated as harmful interference or clutter. Unmanned aerial vehicles (UAVs) have been leveraged to assist ISAC systems since the UAV can establish strong LoS links between the UAV and users/targets by adjusting its trajectory or deployment [11], [12], [13], [14]. However, the UAV-enabled ISAC is not suitable for providing long-term coverage due to the inherently limited battery capacity available on a UAV. This raises a new open question: How to provide long-term and ubiquitous sensing coverage in harsh environments where the channel links are blocked in the ISAC system?

Recently, intelligent reflecting surface (IRS) technology has attracted significant attention and is regarded as a promising technology towards for beyond-fifth-generation (B5G) and sixth-generation (6G) systems, due to its capability of manipulating the wireless propagation environment with low power consumption and hardware cost [15], [16]. Specifically, an IRS is a two-dimensional planar array comprising a large number of sub-wavelength metallic units, each of which is able to independently control the phases and/or amplitudes of impinging signals. Due to the small size of each reflecting unit, a reasonably-sized IRS can be constructed with a large number of reflecting elements and can provide significant beamforming gains to compensate for signal attenuation over long distances [17]. Motivated by this, IRS technology has been extensively investigated in the literature for various applications such as mobile edge computing (MEC) [18], [19], [20], wireless power transfer [21], [22], [23], [24], and multi-cell cooperation [25], [26], [27]. The use of IRS is very appealing for ISAC [28]. Specifically, the IRS is able to create virtual LoS links for both communication and sensing as well as introduce additional degrees of freedom for optimization. By carefully deploying IRS and adjusting its phase shifts, the IRS can boost the desired target returns and suppress interference by manipulating the propagation environment. Therefore, the IRS will not only enhances the sensing performance for targets that already enjoys LoS propagation, but also allows the radar to sense targets in shadowed areas that would normally be invisible to the radar. Some representative works, see e.g., [29], [30], [31], have studied the use of IRS for sensing and verified their potential for enhancing target sensing. A handful of related works have been conducted on IRS-aided ISAC in the literature, see [32], [33], [34], [35], and [36], via jointly optimizing IRS phase shifts and transmit beamformers to increase the sensing quality while satisfying communication QoS of the users. However, the above works assume that the targets are not attempting to intercept the transmitted signals. In ISAC systems, the transmitted signals may not only contain sensing signals but also communication signals, and these signals could be readily intercepted by malicious targets. The problem of maintaining the communication QoS and the target sensing performance while also ensuring that information is not leaked to the targets has received very little attention. Although works [37], [38] studied secure transmission designs for ISAC system, the role of IRS for sensing and communication was not unveiled and the previous transceiver design was also no longer applicable.

Motivated by the above issues, in this paper we study a secure IRS-aided ISAC system where the IRS is leveraged to not only assist the downlink communication from the base station (BS) to multiple legitimate users, but to also create a virtual LoS link for target sensing. In addition, we consider a challenging scenario where the target may be an eavesdropper that desires to intercept information transmitted by the BS. The main contributions of this paper are summarized as follows:

- We study an IRS-aided ISAC system for enhancing the physical layer security and realizing both communication and sensing. To ensure the sensing quality while preventing eavesdropping, dedicated sensing signals are transmitted at the BS. Our objective is to maximize the sensing beampattern gain by jointly optimizing the communication beamformers, radar beamformers, and IRS phase shifts, subject to the maximum tolerable information leakage to the eavesdropping target and the minimum signal-to-interference-plus-noise ratio (SINR) required by the users. Based on whether or not perfect channel state information (CSI) and potential target location of interest are known by BS, two different optimization problems are formulated. Subsequently, two different algorithms are proposed, i.e., a penalty-based algorithm and a robust algorithm.

- For the ideal scenario where the CSI of the user links and the potential target location of interest are known at the BS, the resulting optimization problem is non-convex due to the presence of coupled optimization variables in both the objective function and constraints. In addition, the unit-modulus constraint imposed on each IRS phase shift renders the formulated problem more difficult to solve. To address this difficulty, a penalty-based algorithm is proposed in which the beamformers are obtained with a semi-closed-form solution using Lagrange duality and the IRS phase shifts are obtained with a closed-form solution by applying majorization-minimization (MM), both of which significantly reduce the computational complexity of the penalty-based algorithm.

- For the more practical scenario where perfect CSI of communication channels and the potential target location...
in a region of interest are not known at the BS, we design a robust transmission strategy. The resulting optimization problem involving an infinite number of constraints is more challenging to solve than the former one, and the previous penalty-based algorithm is no longer applicable. To solve this optimization problem, the S-procedure and sign-definiteness approaches are applied to transform the infinite number of inequalities into a finite number of linear matrix inequalities (LMIs). Then, an efficient alternating optimization (AO) algorithm is proposed that toggles between optimizing the transmit beamformers and IRS phase shifts.

- Our simulation results verify the effectiveness of the proposed scheme in achieving a flexible trade-off between the communication quality and the target sensing quality and validate the tremendous potential of IRS to achieve significant beampattern gains and guarantee ISAC system security. Our results also show that dedicated sensing signals are required to further improve the system performance.

The rest of the paper is organized as follows. Section II introduces the system model and problem formulations for the considered IRS-aided secure ISAC system. In Section III, a penalty-based algorithm is proposed to solve the perfect CSI and the known-target location case. In Section IV, a robust design algorithm is proposed to solve the case with imperfect CSI and uncertain target location. Numerical results are provided in Section V and the paper is concluded in Section VI.

Notations: Boldface upper-case and lower-case letters denote matrices and vectors, respectively. $\mathbb{C}^{d_1 \times d_2}$ stands for the set of complex $d_1 \times d_2$ matrices. For a complex-valued vector $\mathbf{x}$, $\|\mathbf{x}\|$ represents the Euclidean norm of $\mathbf{x}$, $\arg(\mathbf{x})$ denotes a vector containing the phase of the elements of $\mathbf{x}$, and $\text{diag}(\mathbf{x})$ denotes a diagonal matrix whose diagonal elements are given by the elements of $\mathbf{x}$. $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^H$ stand for the transpose operator, conjugate operator, and conjugate transpose operator, respectively. $\|\mathbf{X}\|_F$ and $\text{rank}(\mathbf{X})$ represent the Frobenius norm and rank of $\mathbf{X}$, respectively, and $\mathbf{X} \succeq 0$ indicates that matrix $\mathbf{X}$ is positive semi-definite. A circularly symmetric complex Gaussian random variable $x$ with mean $\mu$ and variance $\sigma^2$ is denoted by $x \sim \mathcal{CN}(\mu, \sigma^2)$. $\otimes$ denotes the Kronecker product operator and $O(\cdot)$ indicates the big-O computational complexity.

II. System Model and Problem Formulation

A. System Model

We consider a secure IRS-aided ISAC system that comprises a dual-function BS, an IRS, one target of interest, and $K$ single-antenna users, as shown in Fig. 1. The BS is equipped with a uniform linear array with $N$ transmit antennas ($N \geq K$), and the IRS is a uniform planar array with $M$ reflecting elements. For convenience, we denote the sets of users, BS transmit antennas, and IRS reflecting elements as $\mathcal{K}$, $\mathcal{N}$, and $\mathcal{M}$, respectively. The transmission protocol for the IRS-aided ISAC system can be described by following steps: 1) the downlink (DL) channel state information (CSI) of communication links can be obtained at the BS via sending the pilot signals by users (We assume that the uplink (UL) and DL channels are reciprocal so that the DL CSI can be obtained via the UL channel estimation) [39]. In addition, the target information can be obtained via analyzing the echo signals reflected by the target [40] or we can assume that the target is located in the certain region we are interested in. 2) The resource allocation and IRS phase shifts are computed at the BS by applying the proposed algorithms in this paper. 3) The BS sends the optimized phase shifts to the IRS controller to adjust the IRS phase shifts, and then the BS and the IRS start to transmit signals to communicate users and sense target.

We assume that both information signals and radar signals are simultaneously transmitted for communication and sensing by the shared antennas. As such, the transmitted signals at the BS can be expressed as

$$
\mathbf{s} = \sum_{k=1}^{K} \mathbf{w}_{c,k} \mathbf{x}_{c,k} + \sum_{n=1}^{N} \mathbf{w}_{r,n} x_{r,n},
$$

(1)

where $x_{c,k}$ denotes the information signal for user $k$ assumed to satisfy $x_{c,k} \sim \mathcal{CN}(0, 1)$ and $\mathbf{w}_{c,k} \in \mathbb{C}^{N \times 1}$ represents its corresponding communication beamformer. Similarly, $x_{r,n}$ denotes the $n$th radar signal satisfying $E\{x_{r,n}\} = 0$ and $E\{|x_{r,n}|^2\} = 1$, and $\mathbf{w}_{r,n} \in \mathbb{C}^{N \times 1}$ represents the corresponding radar beamformer. We assume that communication and radar signals are statistically independent and uncorrelated, i.e., $E\{x_{r,n} x_{r,k}^H\} = 0, \forall k, n$.

1) Communication Model: We consider quasi-static block-fading channels and focus on a given fading block during which all the channels involved are assumed to remain unchanged. Let $\mathbf{G} \in \mathbb{C}^{M \times N}$ denote the complex equivalent

Fig. 1. An IRS-aided secure ISAC system.
baseband channel from the BS to the IRS, \( h_{d,k}^H \in \mathbb{C}^{1 \times M} \) denote that from the IRS to user \( k \), and \( h_{d,k}^H \in \mathbb{C}^{1 \times N} \) denote that from the BS to user \( k \), \( k \in \mathcal{K} \). We assume that the CSI of all involved channels, i.e., \( G \), \( \text{diag} \left( h_{d,k}^H \right) \) \( G \), and \( h_{d,k}^H \), is available at the BS by applying the state-of-the-art two-timescale channel estimation method [42]. Note that the CSI of the BS-IRS link, i.e., \( G \), is required in this paper for target sensing, which will be shown later. The signal received at user \( k \) is given by

\[
y_k = (h_{d,k}^H \theta G + h_{d,k}^H) s + n_k, \quad k \in \mathcal{K},
\]

where \( \Theta = \text{diag}(v_1, \ldots, v_M) \) represents the IRS reflection phase shift matrix and \( n_k \sim \mathcal{CN}(0, \sigma_k^2) \) denotes the noise received at user \( k \). Accordingly, the received SINR at user \( k \) is given by

\[
\gamma_k = \frac{|h_{k}^H w_{r,k}|^2}{\sum_{i \neq k} |h_{i}^H w_{c,i}|^2 + \sum_{n=1}^N |h_{k}^H w_{r,n}|^2 + \sigma_k^2}, \quad k \in \mathcal{K},
\]

where \( h_{k}^H = h_{k}^H \Theta G + h_{d,k}^H \).

2) Radar Sensing and Interception Model: We consider the scenario where the direct link between the BS and the potential target location is not available due to the blockages. To tackle this issue, the IRS is leveraged to create a virtual LoS link between the IRS and the target, thereby establishing an effective BS-IRS-target link for sensing. Let \( \theta \) and \( \varphi \) denote the azimuth and elevation angle-of-departure (AoD) from the IRS to the target, respectively. Accordingly, the steering vector from the IRS to the target at direction \((\theta, \varphi)\) can be expressed as

\[
g_r^H = \alpha_r \left[ 1, e^{-j \frac{2\pi \lambda}{\lambda} \sin \theta \cos \varphi}, \ldots, e^{-j \frac{2\pi \lambda}{\lambda} \sin \theta \cos \varphi} \right] \left[ 1, e^{-j \frac{2\pi \lambda}{\lambda} \sin \varphi}, \ldots, e^{-j \frac{2\pi \lambda}{\lambda} \sin \varphi} \right],
\]

where \( M_x \) and \( M_z \) denote the numbers of reflecting elements along \( x \)-axis and \( z \)-axis, respectively, \( \alpha_r \) represents the large-scale fading coefficient, \( \lambda \) denotes the wavelength, and \( d \) denotes the spacing between two adjacent reflecting elements. The received signal at the target is given by

\[
y_t = g_r^H \Theta G \left( \sum_{k=1}^K w_{c,k} x_{c,k} + \sum_{n=1}^N w_{r,n} x_{r,n} \right) + n_t,
\]

where \( n_t \sim \mathcal{CN}(0, \sigma_t^2) \) represents the noise received at the target. As a result, the beampattern gain towards the target is given by

\[
P = \mathbb{E} \left( \left| g_r^H \left( \sum_{k=1}^K w_{c,k} x_{c,k} + \sum_{n=1}^N w_{r,n} x_{r,n} \right) \right|^2 \right) = g_r^H \left( \sum_{k=1}^K w_{c,k} w_{c,k}^H \left( \sum_{n=1}^N w_{r,n} w_{r,n}^H \right) g_r \right),
\]

where \( g_r^H = g_r^H \Theta G \).

Since the target is a potential eavesdropper, it tries to decode information from its received signals. The SINR received at the target for intercepting user \( k \)'s information is given by

\[
\gamma_{c,k} = \frac{|g_r^H w_{c,k}|^2}{\sum_{i \neq k} |g_r^H w_{c,i}|^2 + \sum_{n=1}^N |g_r^H w_{r,n}|^2 + \sigma_t^2}, \quad k \in \mathcal{K}.
\]

B. Problem Formulation

The objective of this paper is to maximize the beampattern gain at the target by jointly optimizing the transmit beamformers and IRS phase shifts, subject to the minimum SINR required by users and the maximum tolerable information leakage to the target. Depending on whether perfect CSI of the communication channels and the target location are available at the BS, we consider two scenarios elaborated as below.

1) Perfect CSI and Known Target Location Scenario: In this scenario, perfect CSI of the communication channels and the potential target location of interest are known at the BS. Accordingly, the problem is formulated as

\[
\begin{aligned}
\max_{\{w_{c,k}, w_{r,n}, w_{r,n}\}} & \quad g_r^H \left( \sum_{k=1}^K w_{c,k} x_{c,k} + \sum_{n=1}^N w_{r,n} x_{r,n} \right) g_r \\
\text{s.t.} & \quad \gamma_k \geq \gamma_{k,\text{th}}, \quad k \in \mathcal{K}, \\
& \quad \gamma_{c,k} \leq \gamma_{c,\text{th}}, \quad k \in \mathcal{K}, \\
& \quad \sum_{k=1}^K |w_{c,k}|^2 + \sum_{n=1}^N |w_{r,n}|^2 \leq P_{\text{max}}, \\
& \quad |v_{m}| = 1, \quad m \in \mathcal{M}.
\end{aligned}
\]

where \( \gamma_{k,\text{th}} \) in (8b) denotes the minimum SINR required by user \( k \), \( \gamma_{c,\text{th}} \) in (8c) represents the maximum tolerable leakage of user \( k \)'s information to the target, \( P_{\text{max}} \) in (8d) stands for the maximum allowed transmit power at the BS, and constraint (8e) denotes the unit-modulus constraint imposed on each IRS phase shift. Note that with constraints (8b) and (8c), the level of physical layer security of the ISAC system is guaranteed [43], such that the system secrecy rate of user \( k \) is bounded by \( \log_2 \left( 1 + \gamma_{k,\text{th}} \right) - \log_2 \left( 1 + \gamma_{c,\text{th}} \right) \).

2) Imperfect CSI and Uncertain Target Location Scenario: In this scenario, perfect CSI of the communication channels is not available at the BS, and the potential target location in a region of interest is unknown, i.e., \( \Phi_h = [\theta - \Delta \theta, \theta + \Delta \theta] \) and \( \Phi_v = [\varphi - \Delta \varphi, \varphi + \Delta \varphi] \) are known, where \( \Delta \theta \) and \( \Delta \varphi \) represent the azimuth and vertical sensing range, respectively. Defining \( F_k = \text{diag} (h_{d,k}^H) G \) and \( F_r = \text{diag} (g_r^H) G \), we can rewrite \( h_{d,k}^H = h_{r,k}^H \Theta G + h_{d,k}^H \Rightarrow v^H F_k + h_{d,k}^H \) and \( g_r^H = g_r^H \Theta G = v^H F_r \), where \( v^H = [v_1, \ldots, v_M] \). The bounded CSI error models for channels \( F_k \), \( F_r \), and \( h_{d,k} \) are respectively given by [44]

\[
F_k = F_k + \Delta F_k, \quad \text{with} \quad \Delta F_k = \left\{ \Delta F_k : \| \Delta F_k \|_F \leq \varepsilon_k \right\},
\]

\footnote{If the true target locates elsewhere, we can directly impose the physical layer security constraint on it if we know its location and increase the sensing region to cover the potential target if the location of the true target is unknown.}

\footnote{The bounded CSI error models for \( F_r \) and \( G \) are equivalent since \( g_r^H \) is a deterministic LoS channel. For notational simplicity, we use the bounded CSI error model for \( F_r \) in the sequel.}
\[ F_r = \hat{F}_r + \Delta F_r, \text{ with } F_r = \{ \Delta F_r : \|\Delta F_r\|_F \leq \varepsilon_r \}, \]

\[ \mathbf{h}_{d,k} = \hat{\mathbf{h}}_{d,k} + \Delta \mathbf{h}_{d,k}, \text{ with } \]
\[ \mathcal{H}_{d,k} = \{ \Delta \mathbf{h}_{d,k} : \|\Delta \mathbf{h}_{d,k}\| \leq \varepsilon_{d,k}, k \in \mathcal{K}, \]

where \( \mathbf{G} \) represents the estimated channel for the BS-IRS link, \( \hat{\mathbf{F}}_k \) denotes the estimated cascaded channel for user \( k \), \( \hat{\mathbf{F}}_r = \text{diag}( \mathbf{g}_r^H ) \) stands for the estimated cascaded channel for the target. Accordingly, the problem is formulated as \(^6\)

\[
\max_{\{\mathbf{w}_{e,c}, \mathbf{w}_{r,n}, \{v_m\}\}} \min_{\theta_h \in \Phi_h, \varphi_v \in \Phi_v} \mathbf{g}^H \left( \sum_{k=1}^{K} \mathbf{w}_{c,k} \mathbf{w}_{c,k}^H + \sum_{n=1}^{N} \mathbf{w}_{r,n} \mathbf{w}_{r,n}^H \right) \mathbf{g}
\]

s.t. \( \gamma_k \geq \rho_{k,\text{th}}, \quad \Delta \mathbf{h}_{d,k} \in \mathcal{H}_{d,k}, \quad \Delta \mathbf{F}_r \in \mathcal{F}_r, \quad k \in \mathcal{K}, \)

\[
\gamma_{e,c} \leq \rho_{e,\text{th}}, \quad \theta_h \in \Phi_h, \quad \varphi_v \in \Phi_v, \quad \mathbf{F}_r \in \mathcal{F}_r, \quad \kappa \in \mathcal{K}, \quad \sum_{k=1}^{K} \|\mathbf{w}_{c,k}\|^2 + \sum_{n=1}^{N} \|\mathbf{w}_{r,n}\|^2 \leq P_{\text{max}}, \quad |v_m| = 1, \quad m \in \mathcal{M}. \quad (12a)
\]

The above two problems (8) and (12) are both non-convex due to the fact that the IRS reflection coefficients are constrained to be unit modulus, and because the optimization variables are coupled in both the objective functions and constraints. In general, there are no standard methods for solving such non-convex optimization problems optimally. In particular, (12b) and (12c) involve an infinite number of inequalities, which makes problem (12) even more difficult to address. In the following, we first propose a penalty-based algorithm for solving problem (8) in Section III and then propose an AO algorithm based on the S-procedure and sign-definiteness approaches for solving problem (12) in Section IV.

III. PROPOSED SOLUTION FOR PERFECT CSI AND KNOWN TARGET LOCATION

In this section, we consider the case where perfect CSI and the potential target location of interest are known at the BS, which provides a performance upper bound for the case with imperfect CSI and uncertain target location. To obtain a high-quality solution for problem (8), a penalty-based algorithm is proposed to decouple constraint coupling between the optimization variables in different blocks. Define auxiliary variables \( \{y_{e,c,k}, y_{r,n}, z_{c,k,i}, z_{r,k,n}, i \in \mathcal{K}, k \in \mathcal{K}, n \in \mathcal{N}\} \) and let \( \mathbf{g}_r^H \mathbf{w}_{e,c,k} = y_{e,c,k}, \mathbf{g}_r^H \mathbf{w}_{r,n} = y_{r,n}, \mathbf{h}_r^H \mathbf{w}_{c,k} = z_{c,k,i}, \) and \( \mathbf{h}_r^H \mathbf{w}_{r,n} = z_{r,k,n} \). Problem (8) can be equivalently formulated as

\[
\max_{\{\mathbf{w}_{e,c}, \{\mathbf{w}_{r,n}\}, \{v_m\}\}} \sum_{k=1}^{K} |y_{e,c,k}|^2 + \sum_{n=1}^{N} |y_{r,n}|^2 \quad \text{s.t.} \quad \sum_{k=1}^{K} |z_{c,k,i}|^2 + \sum_{n=1}^{N} |z_{r,k,n}|^2 + \sigma_k^2 \geq \rho_{k,\text{th}}, \quad (13a)
\]

where \( \Omega = \{y_{e,c,k}, y_{r,n}, z_{c,k,i}, z_{r,k,n}\} \). We then reformulate (13a) as penalty terms that are added to the objective function (13a) yielding the following optimization problem

\[
\max_{\{\mathbf{w}_{e,c}, \mathbf{w}_{r,n}, \{v_m\}\}} \sum_{k=1}^{K} |y_{e,c,k}|^2 + \sum_{n=1}^{N} |y_{r,n}|^2 - \frac{1}{2\rho} \left( \sum_{k=1}^{K} |\mathbf{g}_r^H \mathbf{w}_{c,k} - y_{e,c,k}|^2 + \sum_{n=1}^{N} |\mathbf{g}_r^H \mathbf{w}_{c,n} - y_{r,n}|^2 + \sum_{k=1}^{K} |\mathbf{h}_r^H \mathbf{w}_{c,k} - z_{c,k,i}|^2 + \sum_{n=1}^{N} |\mathbf{h}_r^H \mathbf{w}_{r,n} - z_{r,k,n}|^2 \right) \quad (14a)
\]

s.t. \( (8d), (8e), (13b), (13c), (14b) \)

where \( \rho > 0 \) represents the parameter that penalizes the violations of the equality constraints in (13d). To address problem (14), a penalty-based algorithm comprising two layers is proposed, where in the outer layer, we gradually update the penalty parameter, while in the inner loop, we alternately optimize the variables in different blocks.

A. Inner Layer Optimization

In the inner layer, we divide all the optimization variables into three blocks: 1) auxiliary variable set \( \Omega \), 2) transmit beamformers \( \{\mathbf{w}_{e,c}, \mathbf{w}_{r,n}\} \), and 3) IRS phase shifts \( \{v_m\}\).

1) Optimizing \( \Omega \) for Given \( \{\mathbf{w}_{e,c}, \mathbf{w}_{r,n}\} \) and \( \{v_m\}\): This subproblem can be written as

\[
\max_{\Omega} \sum_{k=1}^{K} |y_{e,c,k}|^2 + \sum_{n=1}^{N} |y_{r,n}|^2 - \frac{1}{2\rho} \left( \sum_{k=1}^{K} |\mathbf{g}_r^H \mathbf{w}_{c,k} - y_{e,c,k}|^2 + \sum_{n=1}^{N} |\mathbf{g}_r^H \mathbf{w}_{c,n} - y_{r,n}|^2 + \sum_{k=1}^{K} |\mathbf{h}_r^H \mathbf{w}_{c,k} - z_{c,k,i}|^2 + \sum_{n=1}^{N} |\mathbf{h}_r^H \mathbf{w}_{r,n} - z_{r,k,n}|^2 \right) \quad (15a)
\]

s.t. \( (13b), (13c) \)

Since the optimization variables with respect to \( \Omega \) (w.r.t.) different blocks \( \{y_{e,c,k}, y_{r,n} \forall k, n\} \) and \( \{z_{c,k,i}, z_{r,k,n} \forall i, n\} \) for \( k \in \mathcal{K} \) are separable in both the objective function and constraints, we can independently solve \( K + 1 \) subproblems in parallel. Specifically, the subproblem corresponding to the
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It is not difficult to see that problem (16) is a quadratically constrained quadratic program (QCQP) with a convex objective function and non-convex constraint (16b). Fortunately, it was shown in [45, Appendix B.1] that strong duality holds for any optimization problem with a quadratic objective and one quadratic inequality constraint, provided that the Slater’s condition holds. Therefore, we can solve problem (16) by solving its dual problem. Specifically, by introducing dual variable \( \mu \geq 0 \) associated with constraint (16b), the Lagrangian function of problem (16) is given by

\[
\mathcal{L}_1(z_{c,k,i}, z_{r,k,n}, \mu_1) = \sum_{i=1}^{K} |h_k^H w_{c,k} - z_{c,k,i}|^2 + \sum_{n=1}^{N} |h_k^H w_{r,n} - z_{r,k,n}|^2 + \mu_1 \times \left( r_{k,th} \left( \sum_{i \neq k} |z_{c,k,i}|^2 + \sum_{n=1}^{N} |z_{r,k,n}|^2 + \sigma_k^2 \right) - |z_{c,k,k}|^2 \right).
\] (17)

Accordingly, the corresponding dual function is given by

\[
\min_{z_{c,k,i}, z_{r,k,n}} \mathcal{L}_1(z_{c,k,i}, z_{r,k,n}, \mu_1). \] (18)

Taking the first-order derivative of \( \mathcal{L}_1(z_{c,k,i}, z_{r,k,n}, \mu_1) \) w.r.t. \( z_{c,k,i} \) and \( z_{r,k,n} \) and setting both to zero, we obtain the optimal solution as

\[
z_{c,k,i}^{\text{opt}}(\mu_1) = \begin{cases} \frac{h_k^H w_{c,k}}{1 + \mu_1 r_{k,th}}, & i \neq k, i \in \mathcal{K}, \\ \frac{h_k^H w_{c,k}}{1 - \mu_1 r_{k,th}}, & i = k, \end{cases}
\] (18a)

\[
z_{r,k,n}^{\text{opt}}(\mu_1) = \frac{h_k^H w_{r,n}}{1 + \mu_1 r_{k,th}}, n \in \mathcal{N}. \] (18b)

If constraint (16b) is not met with equality at the optimal solution, i.e., \( \mu_1^{\text{opt}} = 0 \), then the optimal solutions to problem (16) are given by \( z_{c,k,i}^{\text{opt}}(0) \) and \( z_{r,k,n}^{\text{opt}}(0) \). Otherwise, the optimal \( \mu_1^{\text{opt}} \) is a positive value \((0 < \mu_1^{\text{opt}} < 1)\) that satisfies the equality constraint (16b), i.e.,

\[
r_{k,th} \left( \sum_{i \neq k} |z_{c,k,i}^{\text{opt}}(\mu_1^{\text{opt}})|^2 + \sum_{n=1}^{N} |z_{r,k,n}^{\text{opt}}(\mu_1^{\text{opt}})|^2 + \sigma_k^2 \right) = |z_{c,k,k}^{\text{opt}}(\mu_1^{\text{opt}})|^2 = 0. \] (19)

It can be readily verified that \( |z_{c,k,i}^{\text{opt}}(\mu_1^{\text{opt}})|^2 \) for \( i \neq k \) and \( z_{r,k,n}^{\text{opt}}(\mu_1^{\text{opt}}) \) are both monotonically decreasing with \( \mu_1 \), while \( z_{c,k,k}^{\text{opt}}(\mu_1^{\text{opt}}) \) is monotonically increasing with \( \mu_1 \) for \( 0 < \mu_1 < 1 \). As such, the optimal \( \mu_1^{\text{opt}} \) can be obtained by applying a simple bisection search method between 0 and 1. The subproblem corresponding to block \( \{y_{c,k}, y_{r,n}, \forall k, \forall n\} \) is given by

\[
\max_{\{y_{c,k}, y_{r,n}\}} \sum_{k=1}^{K} |y_{c,k}|^2 + \sum_{n=1}^{N} |y_{r,n}|^2 - \frac{1}{2\rho} \left( \sum_{k=1}^{K} |g_k^H w_{c,k} - y_{c,k}|^2 + \sum_{n=1}^{N} |g_k^H w_{r,n} - y_{r,n}|^2 \right).
\] (21a)

s.t. (13c).

(21b)

It is observed that the objective function (21a) is a difference of two convex (DC) functions, which is non-convex. To solve it, the successive convex approximation (SCA) technique is applied. Specifically, for any given points \( y_{c,k}' \) and \( y_{r,n}' \), we have

\[
|y_{c,k}|^2 \geq -|y_{c,k}'|^2 + 2\text{Re} \{y_{c,k}' y_{c,k} \} \triangleq f_1^{\text{ib}}(y_{c,k}), \quad \forall k,
\] (22)

\[
|y_{r,n}|^2 \geq -|y_{r,n}'|^2 + 2\text{Re} \{y_{r,n}' y_{r,n} \} \triangleq f_2^{\text{ib}}(y_{r,n}), \quad \forall n,
\] (23)

As a result, problem (21) can be approximated as

\[
\max_{\{y_{c,k}, y_{r,n}\}} \sum_{k=1}^{K} f_1^{\text{ib}}(y_{c,k}) + \sum_{n=1}^{N} f_2^{\text{ib}}(y_{r,n}) - \frac{1}{2\rho} \sum_{k=1}^{K} |g_k^H w_{c,k} - y_{c,k}|^2 + \sum_{n=1}^{N} |g_k^H w_{r,n} - y_{r,n}|^2
\] (24a)

s.t. \( |y_{c,k}|^2 \leq r_{c,k,th} \left( \sum_{i \neq k} f_1^{\text{ib}}(y_{c,i}) + \sum_{n=1}^{N} f_2^{\text{ib}}(y_{r,n}) + \sigma_k^2 \right), \) \( \forall k. \) (24b)

It can be readily seen that problem (24) is a QCQP, which can be optimally solved by the interior-point method [45].

2) Optimizing \( \{w_{c,k}, w_{r,n}\} \) for Given \( \{v_m\} \) and \( \Omega \): This subproblem is given by (dropping irrelevant constants w.r.t. \( \{w_{c,k}, w_{r,n}\} \))

\[
\min_{\{w_{c,k}, w_{r,n}\}} \sum_{k=1}^{K} |g_k^H w_{c,k} - y_{c,k}|^2 + \sum_{n=1}^{N} |g_k^H w_{r,n} - y_{r,n}|^2
\] (25a)

\[
+ \sum_{k=1}^{K} |h_k^H w_{c,i} - z_{c,k,i}|^2 + \sum_{k=1}^{K} |h_k^H w_{r,n} - z_{r,k,n}|^2
\] (25b)

s.t. (8d).

Note that problem (25) is also a QCQP, which can be solved by the interior point method but with a high computational complexity [45]. To reduce the computational complexity, we obtain a semi-closed-form yet optimal solution for the transmit beamformers by using the Lagrange duality method. By introducing the dual variable \( \mu_2 \geq 0 \) associated with constraint (8d), the Lagrangian function of problem (25) is
by taking the first-order derivative of \( \mathcal{L}_2 (w_{c,k}, w_{r,n}, \mu_2) \)
\[
\begin{aligned}
\mathcal{L}_2 (w_{c,k}, w_{r,n}, \mu_2) &= \sum_{k=1}^{K} g^H w_{c,k} - y_{c,k} \right|^2 + \sum_{n=1}^{N} g^H w_{r,n} - y_{r,n} \right|^2 \\
&+ \sum_{k=1}^{K} \left( \sum_{i=1}^{K} h_{c,i}^H w_{c,i} - z_{c,k,i} \right)^2 + \sum_{k=1}^{K} \left( \sum_{i=1}^{N} h_{r,i}^H w_{r,i} - z_{r,k,n} \right)^2 \\
&+ \mu_2 \left( \sum_{k=1}^{K} \|w_{c,k}\|^2 + \sum_{n=1}^{N} \|w_{r,n}\|^2 - P_{\text{max}} \right).
\end{aligned}
\] (26)

By taking the first-order derivative of \( \mathcal{L}_2 (w_{c,k}, w_{r,n}, \mu_2) \) w.r.t. \( w_{c,k} \) and \( w_{r,n} \) and setting both to zero, we obtain the optimal solutions as
\[
\begin{aligned}
w_{c,k}^{opt} (\mu_2) &= \left( g g^H + \sum_{i=1}^{K} h_i h_i^H + \mu_2 I_N \right)^{-1} \left( y_{c,k} g + \sum_{i=1}^{K} z_{c,k,i} h_i \right), \quad k \in K, \\
w_{r,n}^{opt} (\mu_2) &= \left( g g^H + \sum_{i=1}^{K} h_i h_i^H + \mu_2 I_N \right)^{-1} \left( y_{r,n} g + \sum_{i=1}^{N} z_{r,n,i} h_i \right), \quad n \in N.
\end{aligned}
\] (27)

Note that the optimal solution must be satisfied with the following complementary slackness condition [45]
\[
\mu_2^{opt} (P (\mu_2^{opt}) - P_{\text{max}}) = 0,
\] (29)

where \( P (\mu_2^{opt}) = \sum_{k=1}^{K} \|w_{c,k}^{opt} (\mu_2^{opt})\|^2 + \sum_{n=1}^{N} \|w_{r,n}^{opt} (\mu_2^{opt})\|^2 \).

We first check whether \( \mu_2^{opt} = 0 \) is the optimal solution or not. If \( P (0) - P_{\text{max}} < 0 \), it means that the optimal dual variable \( \mu_2^{opt} \) equals 0; otherwise, the optimal \( \mu_2^{opt} \) is a positive value that satisfies \( P (\mu_2^{opt}) - P_{\text{max}} = 0 \), and can be obtained as follows. Let \( S = g g^H + \sum_{i=1}^{K} h_i h_i^H \), \( t_{c,k} = y_{c,k} g + \sum_{i=1}^{K} z_{c,k,i} h_i \), \( t_{r,n} = y_{r,n} g + \sum_{i=1}^{N} z_{r,n,i} h_i \), and \( t_{r,n} = y_{r,n} g + \sum_{i=1}^{N} z_{r,n,i} h_i \), which implies
\[
\begin{aligned}
\|w_{c,k}^{opt} (\mu_2)\|^2 &= \text{tr} \left( (S + \mu_2 I_N)^{-2} t_{c,k} t_{c,k}^H \right), \\
\|w_{r,n}^{opt} (\mu_2)\|^2 &= \text{tr} \left( (S + \mu_2 I_N)^{-2} t_{r,n} t_{r,n}^H \right).
\end{aligned}
\] (30)

Since \( S \) is a positive semi-definite matrix, its eigendecomposition can be expressed as \( S = U \Sigma U^H \). Substituting it into (30) yields
\[
P (\mu_2) = \sum_{i=1}^{N} \left( U^H \left( \sum_{k=1}^{K} t_{c,k} t_{c,k}^H + \sum_{n=1}^{N} t_{r,n} t_{r,n}^H \right) U \right)_{i,i} / P_{\text{max}}.
\] (31)

It can be readily seen that \( P (\mu_2) \) is monotonically decreasing w.r.t. \( \mu_2 \), which motivates us to apply the bisection method to search for \( \mu_2 \) satisfying \( P (\mu_2^{opt}) = P_{\text{max}} \). To reduce the search space, an upper bound of \( \mu_2 \) can be derived as \( \mu_2^{up} = \sqrt{\sum_{i=1}^{N} \left( U^H \left( \sum_{k=1}^{K} t_{c,k} t_{c,k}^H + \sum_{n=1}^{N} t_{r,n} t_{r,n}^H \right) U \right)_{i,i} / P_{\text{max}}} \) by setting \( \Sigma_{i,i} \) in (31) to zero.

3) Optimizing \( \{v_m\} \) for Given \( \{w_{c,k}, w_{r,n}\} \) and \( \Omega \): This subproblem is given by (ignoring the constant terms w.r.t. \( \{v_m\} \))
\[
\begin{aligned}
\min_{\{v_m\}} & \sum_{k=1}^{K} \left| g^H w_{c,k} - y_{c,k} \right|^2 + \sum_{n=1}^{N} \left| g^H w_{r,n} - y_{r,n} \right|^2 \\
&+ \sum_{k=1}^{K} \left( \sum_{i=1}^{K} h_{c,i}^H w_{c,i} - z_{c,k,i} \right)^2 + \sum_{k=1}^{K} \left( \sum_{i=1}^{N} h_{r,i}^H w_{r,i} - z_{r,k,n} \right)^2.
\end{aligned}
\] (32a)

s.t. (8e).

Although the objective function (32a) is a quadratic function of \( v \), the unit-modulus constraint imposed on each IRS phase shift in (8e) is non-convex. Here, we construct an upper-bounded convex surrogate function for (32a) by applying the MM algorithm [46], based on which a closed-form solution for the IRS phase shifts is derived. Specifically, the surrogate function at any given point \( v \), denoted by \( \varpi (v|v^\prime) \), for a quadratic function \( v^H A v \) can be expressed as
\[
\varpi (v|v^\prime) = \lambda_{max} v^H v - 2Re \left\{ v^H (\lambda_{max} I_M - A) v^\prime \right\} + v^\prime H (\lambda_{max} I_M - A) v^\prime,
\] (33)

where \( A \in \mathbb{C}^{M \times M} \) is positive semi-definite, and \( \lambda_{max} \) is the maximum eigenvalue of \( A \). As a result, based on \( v^H v = M \), we can solve the following approximate optimization problem (ignoring constant terms w.r.t. \( \{v_m\} \))
\[
\begin{aligned}
\max_{v_m} & \text{Re} \left\{ v^H q^\prime \right\} \\
\text{s.t.} & (8e),
\end{aligned}
\] (34a)

where \( q^\prime = \sum_{k=1}^{K} \left( (\lambda_{max,1,k} I_M - T_{r,c,k}) v^\prime \right. \\
&\left. + y_{r,c,k}^H F_{w,r,n} \right) + \sum_{n=1}^{N} \left( (\lambda_{max,2,n} I_M - T_{r,c,n}) v^\prime \right. \\
&\left. + y_{r,c,n}^H F_{w,r,n} \right) + \sum_{k=1}^{K} \sum_{i=1}^{K} (\lambda_{max,3,k} I_M - T_{c,k,i}) v^\prime \right. \\
&\left. - \Psi_{c,k,i} \right) + \sum_{k=1}^{K} \sum_{n=1}^{N} (\lambda_{max,4,k,n} I_M - T_{r,c,n}) v^\prime \right. \\
&\left. - \Psi_{r,n,k} \right) = F_{w,c,k} h_{c,k} - h_{r,k} h_{r,k}^H, \\
\Psi_{c,k,i} &= F_{w,c,i} w_{c,i} h_{c,i} - h_{r,i} h_{r,i}^H, \\
\Psi_{r,n,k} &= F_{w,r,n} w_{r,n} h_{r,n} - h_{r,n} h_{r,n}^H.
\] (35)

B. Outer Layer Optimization

In the outer layer, the penalty parameter in the rth iteration is updated as follows
\[
\rho_r = c \rho_{r-1}, \quad 0 < c < 1,
\] (36)

where \( c \) is a constant scaling factor that is used to control the convergence behavior.
Algorithm 1: Penalty-Based Algorithm for Solving Problem (8)

1: Initialize $v$, $\{w_{c,k}, w_{r,n}\}$, $\{y_{c,k}, y_{r,n}\}$, $c$, $\rho$, $\varepsilon_{in}$, and $\varepsilon_{out}$.

2: repeat: outer layer
3: repeat: inner layer
4: Update auxiliary variables $\{z_{c,k,j}, z_{r,k,j}\}$ by solving problem (16).
5: Update auxiliary variables $\{y_{c,k,j}, y_{r,n}\}$ by solving problem (24).
6: Update transmit beamformers $\{w_{c,k}, w_{r,n}\}$ by solving problem (25).
7: Update IRS phase shifts $\{\epsilon_{m}\}$ based on (35).
8: until the fractional increase of the objective value of (14)
9: Update penalty parameter $\rho$ based on (36).
10: until termination indicator $\xi$ defined in (37) is below a threshold $\varepsilon_{out}$.

C. Overall Algorithm and Computational Complexity

The termination indicator for the penalty-based algorithm is given by

$$
\xi = \max_{v_{i,k,n}} \left\{ \left| g^{H}w_{c,k} - y_{c,k} \right|^2, \left| g^{H}w_{r,n} - y_{r,n} \right|^2, \right.
\left| h_{c,k}^{H}w_{c,i} - z_{c,k,i} \right|^2, \left| h_{k}^{H}w_{r,n} - z_{r,k,n} \right|^2 \right\}.
$$

If $\xi$ is smaller than a predefined value, constraint (13d) is considered to be met with equality for a given accuracy. The proposed algorithm is summarized in Algorithm 1.

In Algorithm 1, each block in the inner layer is locally and/or optimally solved and the objective value of problem (8) is upper-bounded by a finite value due to the limited transmit power. Following [47, Theorem 4.1], the solution obtained by Algorithm 1 is guaranteed to converge to a stationary point. In addition, the computational complexity is given by $O\left( I_{out}I_{in} \left( K^{2} \log_{2} \left( \frac{1}{\varepsilon} \right) N^{3} + \log_{2} \left( \frac{\mu_{w}}{\varepsilon} \right) N^{3} + (K + N)^{3.5} + M^{3} \right) \right)$, where $\varepsilon$ represents the iteration accuracy, and $I_{in}$ and $I_{out}$ denote the numbers of iterations required for reaching convergence in the inner layer and outer layer, respectively.

IV. PROPOSED SOLUTION FOR IMPERFECT CSI AND UNCERTAIN TARGET LOCATION

In this section, we consider the case with imperfect CSI and uncertain target location. Since problem (12) involves an infinite number of inequalities in constraints (12b) and (12c), the previous penalty-based algorithm is no longer applicable for solving problem (12), which thus calls for a new algorithm design. By introducing auxiliary variables $\{\beta_{c,k} \geq 0\}$ satisfying $\beta_{c,k} = \sum_{i \neq k} |h_{c,k}^{H}w_{c,i}|^2 + \sum_{n=1}^{N} |h_{k}^{H}w_{r,n}|^2 + \sigma_{k}^2, k \in \mathcal{K}$, constraint (12b) can be equivalently transformed as

$$
|h_{c,k}^{H}w_{c,k}|^2 \geq \beta_{c,k} r_{k,th}, \quad \Delta h_{d,k} \in \mathcal{H}_{d,k}, \quad \Delta \mathbf{F}_{k} \in \mathcal{F}_{k}, \quad k \in \mathcal{K},
$$

$$
\sum_{i=1}^{K} |h_{c,k}^{H}w_{c,i}|^2 + \sum_{n=1}^{N} |h_{k}^{H}w_{r,n}|^2 + \sigma_{k}^2 \leq \beta_{c,k}, \quad \Delta h_{d,k} \in \mathcal{H}_{d,k}, \quad \Delta \mathbf{F}_{k} \in \mathcal{F}_{k}, \quad k \in \mathcal{K}.
$$

Although the left-hand side of (38) is convex w.r.t $v$, the resulting set is not a convex set since the superlevel set of a convex quadratic function is not convex in general. To address this non-convex constraint, we take the first-order Taylor expansion of $|h_{c,k}^{H}w_{c,k}|^2$ at any given feasible point $v^{*}$ to obtain the following lower bound

$$
|h_{c,k}^{H}w_{c,k}|^2 \geq f^{lb}_{c,k}(v) = |v^{H}F_{c,k}w_{c,k} + h_{c,k}^{H}w_{r,n}|^2 + 2Re \left\{ (v^{H}F_{c,k}w_{c,k} + h_{c,k}^{H}w_{c,k})^{H} (v^{H}F_{c,k}w_{c,k} + h_{c,k}^{H}w_{r,n}) \right\},
$$

which is linear and convex w.r.t $v$.

Substituting $F_{k} = F_{k} + \Delta F_{k}$ and $h_{d,k} = \hat{h}_{d,k} + \Delta h_{d,k}$ into term $|v^{H}F_{c,k}w_{c,k} + h_{c,k}^{H}w_{r,n}|^2$ in (40), we can rewrite it as

$$
|v^{H}F_{c,k}w_{c,k} + h_{c,k}^{H}w_{r,n}|^2 = |\hat{h}_{c,k}^{H}w_{c,k}|^2 + |v^{H}\Delta F_{k}w_{c,k} + \Delta h_{d,k}^{H}w_{r,n}|^2 + 2Re \left\{ (\hat{h}_{c,k}^{H}w_{c,k})^{H} (v^{H}\Delta F_{k}w_{c,k} + \Delta h_{d,k}^{H}w_{r,n}) \right\},
$$

where $\hat{h}_{c,k}^{H} = v^{H}F_{k} + \hat{h}_{d,k}^{H}$. Below, we rewrite terms in (41) into a compact form that facilitates the algorithm design. Specifically, we first expand $|v^{H}\Delta F_{k}w_{c,k} + \Delta h_{d,k}^{H}w_{r,n}|^2$ as

$$
|v^{H}\Delta F_{k}w_{c,k} + \Delta h_{d,k}^{H}w_{r,n}|^2 = v^{H}\Delta F_{k}w_{c,k}^{r}w_{c,k}^{H}\Delta F_{k}^{H}v^{r} + \Delta h_{d,k}^{H}w_{c,k}^{r}w_{r,n}^{H}\Delta h_{d,k}^{H} + v^{r}H\Delta F_{k}w_{c,k}^{r}w_{c,k}^{H}\Delta h_{d,k}^{H} + \Delta h_{d,k}^{H}w_{c,k}^{r}w_{c,k}^{H}\Delta F_{k}^{H}v^{r},
$$

where

$$
v^{r}H\Delta F_{k}w_{c,k}^{r}w_{c,k}^{H}\Delta F_{k}^{H}v^{r} = vec^{H} \left( \Delta F_{k}^{H} \right) \left( w_{c,k}^{r}w_{c,k}^{H} \right) \otimes (v^{r}v^{r}) vec(\Delta F_{k}^{H}),
$$

$$
v^{r}H\Delta F_{k}w_{c,k}^{r}w_{r,n}^{H}\Delta h_{d,k}^{H} = vec^{H} \left( \Delta F_{k}^{H} \right) \left( \left( w_{c,k}^{r}w_{c,k}^{H} \right) \otimes v^{r} \right) vec(\Delta h_{d,k}^{H}),
$$

$$
\Delta h_{d,k}^{H}w_{c,k}^{r}w_{c,k}^{H}\Delta F_{k}^{H}v^{r} = \Delta h_{d,k}^{H} \left( \left( w_{c,k}^{r}w_{c,k}^{H} \right) \otimes v^{r} \right) vec(\Delta F_{k}^{H}).
$$
Thus, we can rewrite $\left| v_r^H \Delta F_k w_{r,c,k} + \Delta h_{d,k}^H w_{r,c,k} \right|^2$ in a more compact form given by

$$\left| v_r^H \Delta F_k w_{r,c,k} + \Delta h_{d,k}^H w_{r,c,k} \right|^2 = \Delta h_{d,k}^H H_{r,c,k} \Delta h_{k,eff},$$

(46)

where $\Delta h_{d,k}^H H_{r,c,k} = \begin{bmatrix} \Delta h_{d,k}^H \text{vec}^H (\Delta F_k^*) \end{bmatrix}$, $H_{r,c,k} = \begin{bmatrix} w_{r,c,k} w_{r,c,k}^H \end{bmatrix}$, and $v_r$ is expressed as $v_r = \begin{bmatrix} v_r \end{bmatrix}$.

Then, $\left( \hat{h}_k^H w_{r,c,k} \right)^T v_r = \left( \hat{h}_k^H w_{r,c,k} \right)^T H_{r,c,k} \Delta h_{k,eff}$, can be expressed as

$$\left( \hat{h}_k^H w_{r,c,k} \right)^T v_r = \left( \hat{h}_k^H w_{r,c,k} \right)^T H_{r,c,k} \Delta h_{k,eff} h_{r,c,k}^T,$$

(47)

where $h_{r,c,k} = \begin{bmatrix} w_{r,c,k}^T (w_{r,c,k}^T \otimes v_r^H) \end{bmatrix}$.

Based on (41), (46), and (47), we can compactly rewrite $\left| v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right|^2$ in (41) as

$$\left| v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right|^2 = \Delta h_{d,k}^H H_{r,c,k} \Delta h_{k,eff} + 2\text{Re} \left\{ \left( \hat{h}_k^H w_{r,c,k} \right)^T H_{r,c,k} \Delta h_{k,eff} \right\} + \left( \hat{h}_k^H w_{r,c,k} \right)^T v_r^H v_r.$$

(48)

In addition, we can expand $\left( v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right)^T v_r$ in (40) as

$$\left( v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right)^T v_r = w_{r,c,k}^H h_{r,c,k}^H v_r + w_{r,c,k}^H h_{r,c,k}^H \Delta F_k^* w_{r,c,k}$$

$$+ w_{r,c,k}^H \Delta h_{d,k}^H \Delta F_k^* w_{r,c,k} + w_{r,c,k}^H \Delta F_k^* \Delta h_{d,k}^H w_{r,c,k}$$

$$+ w_{r,c,k}^H \Delta h_{d,k}^H \Delta F_k^* \Delta h_{d,k}^H w_{r,c,k},$$

(49)

where $\hat{h}_k^H = v_r^H F_k + h_{d,k}^H$. Similarly, we can transform terms in (49) as

$$w_{r,c,k}^H \Delta h_{d,k}^H \Delta F_k^* w_{r,c,k}$$

$$= \text{vec}^H (\Delta F_k^*) \begin{bmatrix} w_{r,c,k}^T \otimes v_r^H \end{bmatrix}^T w_{r,c,k},$$

(50)

$$w_{r,c,k}^H \Delta F_k^* v_{r,c,k}$$

$$= \hat{v}_{r,c,k}^H \Delta F_k^* w_{r,c,k},$$

(51)

$$w_{r,c,k}^H \hat{v}_{r,c,k}^H$$

$$= \text{vec}^H (\Delta F_k^*) \begin{bmatrix} \left( w_{r,c,k}^T w_{r,c,k}^H \right)^T \otimes (v_r v_r^H) \end{bmatrix}^T \text{vec} (\Delta F_k^*),$$

(52)

$$w_{r,c,k}^H \Delta h_{d,k}^H \Delta F_k^* w_{r,c,k}$$

$$= \Delta h_{d,k}^H \begin{bmatrix} w_{r,c,k}^T \otimes \text{vec} (\Delta F_k^*) \end{bmatrix}^T w_{r,c,k},$$

(53)

Thus, $\left( v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right)^T \left( v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right)$ can be written in a more compact form given by

$$\left( v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right)^T \left( v_r^H F_k w_{r,c,k} + h_{d,k}^H w_{r,c,k} \right)$$

$$= \Delta h_{d,k}^H H_{r,c,k} \Delta h_{k,eff} + \Delta h_{k,eff} \hat{h}_{r,c,k}^H H_{r,c,k} \hat{h}_{r,c,k}$$

$$+ \hat{h}_{r,c,k}^H w_{r,c,k}^H \Delta h_{k,eff} \hat{h}_{r,c,k} + \Delta h_{d,k}^H \Delta h_{k,eff} \Delta h_{d,k}^H w_{r,c,k},$$

(54)

where $h_{r,c,k} = \begin{bmatrix} w_{r,c,k}^T \end{bmatrix}^T$ and $H_{r,c,k} = \begin{bmatrix} \Delta h_{d,k}^H \Delta h_{k,eff} \Delta h_{d,k}^H \end{bmatrix}$.

As a result, based on (40), (48), and (54), constraint (38) can be approximated as

$$\Delta h_{k,eff} (H_{c,k} + H_{d,k}^H H_{c,k}) \Delta h_{k,eff} + 2\text{Re} \left\{ \hat{h}_{c,k}^H \Delta h_{k,eff} \right\} + \hat{h}_{c,k} \geq \beta_{c,k} r_{k,th} \Delta h_{k,eff} \in \mathcal{H}_{c,k} \cap \mathcal{F}_k \in \mathcal{F}_k,$$

(55)

where $h_{r,c,k} = \begin{bmatrix} w_{r,c,k}^T \end{bmatrix}^T$ and $H_{r,c,k} = \begin{bmatrix} \Delta h_{d,k}^H \Delta h_{k,eff} \Delta h_{d,k}^H \end{bmatrix}$.

We note that (55) still involves an infinite number of inequality constraints. To circumvent this difficulty, we convert the infinite number of constraints in (55) into an equivalent form with only a finite number of LMIs by applying the following lemma.

**Lemma 1 (General S-Procedure [48]):** Let $f_i(z) = z^H A_i z + 2\text{Re} \{ h_i^T z \} + c_i, i \in \{0, 1, \ldots, I\}$, where $z \in \mathbb{C}^{N \times 1}$ and $A_i = A_i^H \in \mathbb{C}^{N \times N}$. The condition $\{ f_i(z) \geq 0 \}_{i=1}^I \Rightarrow f_0(z) \geq 0$ holds if and only if there exist $\lambda_i \geq 0, \in \{0, 1, \ldots, I\}$ such that

$$\begin{bmatrix} A_0 & b_0^T \\ b_0 & 0 \end{bmatrix} - \sum_{i=1}^I \lambda_i \begin{bmatrix} A_i & b_i^T \\ b_i & c_i \end{bmatrix} \succeq 0_{N+I, N+I}.$$  

(56)

Before applying Lemma 1, we first re-express uncertainties $\Delta h_{d,k} \in \mathcal{H}_{d,k}$ and $\Delta F_k \in \mathcal{F}_k$ as

$$\Delta h_{d,k} \in \mathcal{H}_{d,k},$$

$$\Rightarrow \Delta h_{k,eff} \begin{bmatrix} \mathbf{0}_{MN \times N} & 0_{N \times MN} \end{bmatrix} \Delta h_{k,eff} \leq \varepsilon^2_{d,k}, k \in \mathcal{K},$$

(57)

$$\Delta F_k \in \mathcal{F}_k,$$

$$\Rightarrow \Delta h_{k,eff} \begin{bmatrix} \mathbf{0}_{MN \times N} & 0_{N \times MN} \end{bmatrix} \Delta h_{k,eff} \leq \varepsilon^2_{d,k}, k \in \mathcal{K}.$$  

(58)

Then, based on Lemma 1, (55) can be transformed as

$$\begin{bmatrix} H_{c,k} + H_{d,k}^H H_{c,k} + \begin{bmatrix} \lambda_{1,k} & 0_{MN \times MN} \\ 0_{MN \times MN} & \lambda_{2,k} I_{MN} \end{bmatrix} \end{bmatrix} \hat{h}_{c,k} \geq 0_{N+MN+1, k \in \mathcal{K}},$$

(59)

where $c_k = \hat{h}_{c,k} - \beta_{c,k} r_{k,th} \lambda_1 \varepsilon_{d,k}^2 - \lambda_2 \varepsilon_{d,k}^2, \lambda_1 \geq 0$ and $\lambda_2 \geq 0$ represents the auxiliary variables corresponding to (57) and (58), respectively. It can be observed that (59) involves a finite number of LMIs, which thus can be handled using convex optimization techniques.
To tackle constraint (39), we first equivalently transform it into LMI s based on the Schur’s complement given by

\[
\begin{align*}
\begin{bmatrix}
\beta_{c,k} - \sigma_k^2 h_{H_k} W_{-k} \beta_{c,k} \\
W_{H_k} h_{I_k} I_{K-1+N}
\end{bmatrix} & \geq 0_{K+N}, \Delta h_{d,k} \in \mathcal{H}_{d,k}, \\
\Delta F_k & \in \mathcal{F}_k, k \in \mathcal{K},
\end{align*}
\] (60)

where \( W_{-k} = [w_{c_1}, \ldots, w_{c_{k-1}}, w_{c_k+1}, \ldots, w_{c_K}, w_{r_1}, \ldots, w_{r_N}] \). Substituting \( F_k = F_k + \Delta F_k \) and \( h_{d,k} = h_{d,k} + \Delta h_{d,k} \) into (60), this can then be expanded as

\[
\begin{align*}
&\left[\begin{array}{c}
\begin{bmatrix}
\beta_{c,k} - \sigma_k^2 h_{H_k} W_{-k} \beta_{c,k} \\
W_{H_k} (F_k^H v + h_{d,k}) \beta_{c,k} \\
W_{H_k} \hat{h}_{d,k} W_{-k}
\end{bmatrix} \\
0_{N \times (K-1+N)} \\
0_{(K-1+N) \times 1}
\end{bmatrix}
\end{align*}
\times \Delta h_{d,k} \left[\begin{array}{c}
1 \\
0_{1 \times (K-1+N)} \\
0_{(K-1+N) \times 1}
\end{array}\right] \\
&+ \begin{bmatrix}
0_{1 \times N} \\
W_{H_k}^H + \hat{h}_{d,k} W_{-k}
\end{bmatrix} \Delta F_k \begin{bmatrix}
0_{1 \times N} \\
W_{H_k}^H + \hat{h}_{d,k} W_{-k}
\end{bmatrix}
\times \Delta h_{d,k} \in \mathcal{H}_{d,k}, \Delta F_k \in \mathcal{F}_k, k \in \mathcal{K}.
\]
\] (61)

To address the infinite number of LMI s in (61), we transform (61) into an equivalent form with only a finite number of LMI s by applying the following lemma:

**Lemma 2 (General Sign-Definiteness [49]):** Let

\[
Q \succeq \sum_{i=1}^1 \begin{bmatrix}
A_i^H & B_i^H & C_i^H
\end{bmatrix} \begin{bmatrix}
A_i \\
B_i \\
C_i
\end{bmatrix}
\]

where \( Q = Q^H \). The condition \( \|X\|_F \leq \varepsilon \) holds if and only if there exist \( \lambda_i \geq 0, i \in \{1, \ldots, 1\} \) such that

\[
\begin{bmatrix}
Q - \sum_{i=1}^1 \lambda_i A_i^H A_i \quad -\varepsilon_1 A_i^H I \quad \cdots \\
-\varepsilon_1 I A_i \\
\vdots \\
-\varepsilon_1 A_i I \\
-\varepsilon_1 I A_i \quad \cdots \\
-\varepsilon_1 A_i I
\end{bmatrix} \succeq 0.
\] (62)

Based on Lemma 2, (61) can be written as (63) (shown at the bottom of the next page), where \( \lambda_{1,k} \geq 0 \) and \( \lambda_{2,k} \geq 0 \) denote the corresponding auxiliary variables. To handle the uncertainty \( \Delta F_k \in \mathcal{F}_k \) in constraint (12c), we introduce auxiliary variables \( \{\beta_{r,k} \geq 0\} \) satisfying \( \beta_{r,k} = \sum_{i=1}^N \|g_{H} w_{c,i}\|^2 + \sum_{i=1}^N \|g_{H} w_{r,i}\|^2 + \sigma_k^2, k \in \mathcal{K} \), and constraint (12c) can be then equivalently transformed as

\[
\begin{align*}
&\|g_{H} w_{c,k}\|^2 \leq \beta_{r,k} r_{c,k}, \Delta h_{r} \in \Phi_h, \varphi_v \in \Phi_v, \\
&\Delta F_r \in \mathcal{F}_r, k \in \mathcal{K}, \\
&\sum_{i \neq k}^K \|g_{H} w_{c,i}\|^2 + \sum_{n=1}^N \|g_{H} w_{r,n}\|^2 + \sigma_k^2 \geq \beta_{r,k}, \\
&\theta_h \in \Phi_h, \varphi_v \in \Phi_v, \Delta F_r \in \mathcal{F}_r, k \in \mathcal{K}.
\end{align*}
\] (64)

Similar to the constraint (39), we first transform the inequalities in (64) into LMI s by applying Schur’s complement, which yields

\[
\begin{align*}
\begin{bmatrix}
\beta_{r,k} r_{c,k} & g_{H} w_{c,k} \\
0 & \Delta F_r \end{bmatrix} \in \mathcal{H}_{d,k} \\
\Delta F_k \in \mathcal{F}_k, k \in \mathcal{K}.
\end{align*}
\] (66)

Recalling that \( g_{H} = v^H F_r \) and substituting \( F_r = \hat{F}_r + \Delta F_r \) into (66), the following inequalities are obtained

\[
\begin{align*}
&\beta_{r,k} r_{c,k} \geq \|g_{H} w_{c,k}\|^2 \\
&\Delta F_k \in \mathcal{F}_k, k \in \mathcal{K}.
\end{align*}
\] (67)

Based on Lemma 2, constraint (67) involving an infinite number of inequalities can be recast as a finite number of LMI s by

\[
\begin{align*}
&\beta_{r,k} r_{c,k} \geq \|g_{H} w_{c,k}\|^2 \\
&\Delta F_k \in \mathcal{F}_k, k \in \mathcal{K}.
\end{align*}
\] (68)

where \( \hat{\lambda}_k \geq 0 \) represents the corresponding auxiliary variables.

Although constraint (65) is not convex w.r.t \( v \), the left-hand side of (65) is a quadratic function of \( v \). Thus, we can obtain the following lower bound for \( \|g_{H} w_{p,i}\|^2, p \in \{c, r\}, i \in \mathcal{K} \cup \mathcal{N} \)

\[
\|g_{H} w_{p,i}\|^2 \geq -|v^r H F_r w_{p,i}|^2 + 2 Re\left\{ (v^r H F_r w_{p,i})^H (v^r H F_r w_{p,i}) \right\}.
\] (69)

Substituting \( F_r = \hat{F}_r + \Delta F_r \) into \( |v^r H F_r w_{p,i}|^2 \), we have

\[
\|v^r H F_r w_{p,i}\|^2 = |v^r H F_r w_{p,i}|^2 \\
+ hm \left( (F_r) \left( w_{p,i}^H v^r H F_r w_{p,i} \right)^T (v^r H F_r w_{p,i})^T \right) vec(\Delta F_r) \\
+ 2 Re\left\{ (v^r H F_r w_{p,i})^H (w_{p,i}^H \otimes v^r H) vec(\Delta F_r) \right\}.
\] (70)

In addition, substituting \( F_r = \hat{F}_r + \Delta F_r \) into \( (v^r H F_r w_{p,i})^H (v^r H F_r w_{p,i}) \), we have

\[
(v^r H F_r w_{p,i})^H (v^r H F_r w_{p,i}) \\
= w_{p,i}^H \hat{F}_r v^r H F_r w_{p,i} + w_{p,i}^H \hat{F}_r vec(\Delta F_r) \times (w_{p,i}^H \otimes v^r H) \\
+ vec(\Delta F_r) + vec(\Delta F_r) (w_{p,i}^H \otimes v^r H) \\
\times vec(\Delta F_r).
\] (71)

Based on (69), (70), and (71), a lower bound for constraint (65) is given by

\[
vec^H (\Delta F_r) H_{temp} vec(\Delta F_r) + \sum_{i \neq k}^K \sum_{n=1}^N C_{r,n}.
\]
Similarly, by applying Lemma 1, constraint (72) can be recast as a finite number of LMIs given by

$$
\begin{align*}
\begin{bmatrix}
\sum_{i\neq k} \tilde{g}_{i,i}^H + \sum_{i=1}^{N} g_{i,i}^H \\
\sum_{i=1}^{K} \tilde{g}_{i,i}^H + \sum_{i=1}^{N} g_{i,i}^H \\
\tilde{g}_{j,j}^H \\
\end{bmatrix} & \succeq 0_{MN+1}, \\
	h_\theta & \in \Phi, \\
v_\varphi & \in \Phi, \\
k & \in \mathcal{K},
\end{align*}
$$

where $c_{0,k} = \sigma^2 - \beta_{r,k} - \lambda_{r,k}^2$ and $\lambda_{r,k} \geq 0$ denote the corresponding auxiliary variables.

As a result, problem (12) can be recast as

$$
\begin{align*}
& \max \{ w_{r,n}, v_{\varphi}, v_\theta \} & & \chi \\
& \text{s.t.} & & \left(\begin{array}{c}
\sum_{k=1}^{K} w_{r,k} w_{r,k}^H \\
\sum_{n=1}^{N} w_{r,n} w_{r,n}^H \\
\end{array}\right) g \succeq \chi, \\
& & & \theta_\theta \in \Phi, \\
& & & v_\varphi \in \Phi, \\
& & & \Delta F_r \in \mathcal{F}_r,
\end{align*}
$$

(74a)

Similarly, by applying Lemma 1, constraint (74b) can be recast as

$$
\begin{align*}
\begin{bmatrix}
\tilde{H}_{\text{temp}} + \lambda_{r,k} I_{MN} \\
\sum_{i=1}^{K} \tilde{g}_{i,i}^H + \sum_{i=1}^{N} g_{i,i}^H \\
\sum_{j=1}^{K} \tilde{g}_{j,j}^H \\
\end{bmatrix} & \succeq 0_{MN+1}, \\
	h_\theta & \in \Phi, \\
v_\varphi & \in \Phi,
\end{align*}
$$

(74c)

where $\tilde{H}_{\text{temp}} = \sum_{i=1}^{K} (\tilde{H}_{i,i} + \tilde{H}_{i,i}^H - \hat{H}_{i,i})$ and $\lambda_{r,k}$ is the auxiliary variable. To solve problem (74), an AO algorithm is proposed to alternatively optimize transmitters and IRS phase shifts until convergence is reached. Below, we elaborate on how to solve these two subproblems.

1) Optimizing BS Beamformers With Fixed IRS Phase Shifts: This subproblem is given by

$$
\begin{align*}
\max \{ w_{r,k}, v_{m}, \beta_{r,k}, \lambda_{r,k}, \lambda_{1,k}, \lambda_{2,k}, \lambda_{1,1}, \lambda_{1,2}, \lambda_{2,1}, \lambda_{2,2}, \lambda_{r,k} \} & \chi \\
\text{s.t.} & & \left(\begin{array}{c}
(12d), (12e), (59), (63), (68), (73), (75), (76), (78), (80), (82)
\end{array}\right)
\end{align*}
$$

(76a)

It can be readily verified that problem (76) is a semi-definite program (SDP), which can be efficiently tackled by standard convex optimization solvers.

2) Optimizing IRS Phase Shifts With Fixed BS Beamformers: This subproblem is written as

$$
\begin{align*}
\max \{ \tilde{v}_{m,\beta_{r,k},\lambda_{r,k},\lambda_{1,k},\lambda_{2,k},\lambda_{1,1},\lambda_{1,2},\lambda_{2,1},\lambda_{2,2},\lambda_{r,k}} \} & \chi \\
\text{s.t.} & & \left(\begin{array}{c}
(12e), (59), (63), (68), (73), (75), (76), (78), (80), (82)
\end{array}\right)
\end{align*}
$$

(77a)

It can be observed that all constraints are convex except (12e) due to the unit-modulus constraint, which is in general difficult to tackle. Fortunately, by applying the square penalty approach [50], problem (77) is equivalent to

$$
\begin{align*}
\max \{ \tilde{v}_{m,\beta_{r,k},\lambda_{r,k},\lambda_{1,k},\lambda_{2,k},\lambda_{1,1},\lambda_{1,2},\lambda_{2,1},\lambda_{2,2},\lambda_{r,k}} \} & \chi + \tilde{\rho} ||v||^2 \\
\text{s.t.} & & \left(\begin{array}{c}
(78a), (78b), (78c), (78d), (78e), (78f), (78g), (78h), (78i)
\end{array}\right)
\end{align*}
$$

(78a)

where $\tilde{\rho}$ represents a sufficiently large positive penalty parameter used to make constraint (78b) met with equality at the optimal solution. Note that this equivalence does not require gradually adjusting $\tilde{\rho}$ as a large $\tilde{\rho}$ suffices. The rigorous proof can be found in [50, Theorem 1] for details. To tackle the non-convex objective function in (78), a lower bound for $||v||^2$ is obtained by applying the SCA. Specifically, for any given $v^r$, we have

$$
||v||^2 \geq -||v^r||^2 + 2\text{Re} \left\{ v^H v^r \right\},
$$

(79)

which is linear w.r.t. $v$.

As a result, based on (79) and dropping irrelevant terms, problem (78) can be approximated as

$$
\begin{align*}
\max \{ v_{m,\beta_{r,k},\lambda_{r,k},\lambda_{1,k},\lambda_{2,k},\lambda_{1,1},\lambda_{1,2},\lambda_{2,1},\lambda_{2,2},\lambda_{r,k}} \} & \chi + 2\tilde{\rho} \text{Re} \left\{ v^H v^r \right\} \\
\text{s.t.} & & \left(\begin{array}{c}
(78a), (78b), (78c), (78d), (78e), (78f), (78g), (78h), (78i)
\end{array}\right)
\end{align*}
$$

(80a)

which is convex and can be solved by convex optimization solvers.

Finally, we alternately optimize the above two subproblems, and the details are summarized in Algorithm 2. In Algorithm 2, since problems (76) and (80) are convex, which are solved with globally optimal solutions. As such, the objective value of (12) is non-decreasing over iterations. In addition, the maximum objective value of problem
Algorithm 2 The AO Algorithm for Solving Problem (12)
1: Initialize $v_m$ and $\varepsilon$.
2: repeat
3: Update BS beamformers by solving problem (76).
4: Update IRS phase shifts by solving problem (80).
5: until the fractional increase of the objective value is less than $\varepsilon$.

(12) is upper-bounded by a finite value due to the limited BS transmit power. As such, Algorithm 2 is guaranteed to converge. Since problems (76) and (80) are SDPs, the total complexity of Algorithm 2 is given by $O \left( L \left( K \left( (N + MN + 1)^{6.5} + (K + 3N)^{6.5} \right) + K(N + 2)^{6.5} \right) + \bar{K}(M + 1)^{6.5} \right)$, where $L$ stands for the number of iterations required for reaching convergence and $\bar{K}$ denotes the number of LMIs in (68) and (73).

V. NUMERICAL RESULTS

In this section, we provide numerical results to validate the secure transmission performance in the IRS-aided ISAC system. A three dimensional coordinate setup measured in meters (m) is considered, where the BS is located at $(0, 0, 2.5)$ m and the users are uniformly and randomly distributed in a circle of a radius 2 m centered at $(20, 5, 0)$ m, while the IRS is deployed at $(20, 0, 2.5)$ m. The distance-dependent path loss model is given by $L \left( \bar{d} = c_0 \left( \bar{d}/d_0 \right)^{-\alpha} \right)$, where $c_0 = -30$ dB is the path loss at the reference distance $d_0 = 1$ m, $\bar{d}$ is the link distance, and $\alpha$ is the path loss exponent. The target is located at azimuth direction $\theta = -30^\circ$ and elevation direction $\varphi = 40^\circ$. We assume that the distance between the IRS and the target is 10 m with a path loss exponent of 2, and assume that the BS-IRS link and the IRS-user link follow Rician fading with a Rician factor of 3 dB and a path loss exponent of 3.6 due to the assumption of locally rich scattering. The minimum communication SINR and the maximum tolerable intercepting SINR are assumed to be the same for all users, i.e., $r_{c,th} = r_{k,th}, r_{c,th} = r_{c,k,th}, k \in \mathcal{K}$. Unless otherwise specified, we set $N = 4$, $K = 3$, $\theta = -30^\circ$, $\varphi = 40^\circ$, $\sigma_k^2 = -90$ dBm, $\forall k$, $\sigma_r^2 = -90$ dBm, $\rho = 0.1$, $c = 0.85$, $\varepsilon_{in} = 10^{-2}$, and $\varepsilon = \varepsilon_{out} = 10^{-4}$.

A. Perfect CSI and Known Target Location

In this subsection, we consider the ideal case where the CSI and the target location are known at the BS, and the penalty-based algorithm, i.e., Algorithm 1, is employed.

1) Convergence Behavior of Algorithm 1: We first study the convergence behavior of Algorithm 1 for different numbers of IRS reflecting elements, namely $M = 50$, $M = 100$, and $M = 150$, as shown in Fig. 2. It is observed from Fig. 2(a) that the constraint violation parameter $\xi$ converges very rapidly to a predefined accuracy $10^{-4}$ after about 75-80 iterations for all values of $M$. Note that the predefined accuracy value of $10^{-4}$ is sufficiently small for ensuring that constraint (13d) is essentially met with equality at the optimal solution, since we normalize the channel coefficients by the noise power so that the auxiliary variables are inherently large to guarantee sufficient numerical accuracy. To see it more clearly, we can observe from Fig. 2(b) that the objective value of problem (14) converges quickly for different $M$, which demonstrates the efficiency of Algorithm 1.

To show the superiority of the proposed approach, we consider the following approaches for comparison.

- **Proposed approach:** This is our proposed approach described in Algorithm 1 in Section III.
- **Communication signal only:** Similar to the proposed approach, but without dedicated radar waveforms.
- **Separate beamforming:** This approach optimizes the transmit beamformers and IRS phase shifts separately. The algorithm first obtains the IRS phase-shift matrix by maximizing the norm of the IRS’s cascaded channel towards the desired sensing target, i.e., $\max_{\Theta} \| g^H \Theta G \|$. Then, with the obtained $\Theta$, the transmit beamformers are obtained by solving problem (8).
- **Communication-based zero-forcing (ZF):** The IRS phase-shift matrix is obtained in the same way as the separate beamforming approach, while the communication beamformers, $w_{c,k}, k \in \mathcal{K}$, are forced to lie in the null space of the target’s channel, i.e., $g^H w_{c,k} = 0, k \in \mathcal{K}$. The communication covariance matrices are given by $W_{c,k} = \left( I_N - gg^H/\|g\|^2 \right) W_{c,k} \left( I_N - gg^H/\|g\|^2 \right)^H$, where $\text{rank}(W_{c,k}) = 1, W_{c,k} \succeq 0_N$. Then, $W_{c,k}$ and the radar covariance matrices are jointly optimized by using the AO algorithm.
- **Sensing-based ZF:** Similar to the communication-based ZF approach, the radar beamformers, i.e., $w_{r,n}, n \in \mathcal{N}$, are forced to lie in the null space of the users’ channels i.e., $h_{k}^H w_{r,n} = 0, k \in \mathcal{K}, n \in \mathcal{N}$. The radar beamformers are designed as $W_r = V W_r$, where $V$ represents the
last $N - K$ right singular vectors of $H = [h_1, \ldots, h_K]^H$. Then, the communication beamformers and $\hat{W}_r$ are jointly optimized by using the penalty-based algorithm.

- **Random phase**: The IRS phase shifts are generated randomly following a uniform distribution over $[0, 2\pi)$.

2) **Beampattern Gain Versus Transmit Power**: In Fig. 3, we compare the beampattern gain of the above approaches versus $P_{\text{max}}$. We see that the beampattern gain for all methods increases monotonically with $P_{\text{max}}$ since the co-channel interference is suppressed and increasing the available power improves the beampattern gain. In addition, we observe that the proposed approach outperforms the “Communication signal only” case, which indicates the benefit of dedicated radar signals. This can be explained as follows. The additional radar signals provide more DoFs for algorithm optimization, which improves the system performance, and to prevent the eavesdropping by the target, more power must be allocated to the radar signals and the beampattern gain is thus increased. Moreover, we observe that the beampattern gain obtained by the approaches without IRS phase shift optimization increases marginally as $P_{\text{max}}$ increases since the signals reflected by the IRS in this case are propagated in many random directions, thus results in a low received power level. Furthermore, compared to the “Separate beamforming”, “Communication-based ZF”, and “Sensing-based ZF” approaches, our proposed approach achieves significant beampattern gains, which illustrates the benefit of joint design of the transmit beamformers and IRS phase shifts.

3) **Beampattern Gain Versus Number of IRS Reflecting Elements**: In Fig. 4, we compare the beampattern gain for all approaches versus $M$. It is observed that the proposed approach outperforms the “Random phase” approach, and the system performance gap is more pronounced for a larger $M$. This is because installing more passive reflecting elements provides more DoFs for resource allocation, which is beneficial for achieving higher beamforming gain, thereby improving the beampattern gain when the IRS phase shifts are well adjusted. In addition, we again observe that our proposed approach outperforms the use of only communication signals, further amplifying the benefit of using dedicated radar signals. Moreover, the performance gap between our proposed approach and the “Separate beamforming”, “Communication-based ZF”, and “Sensing-based ZF” approaches is magnified as $M$ increases, which again demonstrates the benefit of joint design of the transmit beamformers and IRS phase shifts.

4) **Beampattern Gain Versus Minimum SINR Required by Communication Users**: In Fig. 5, the achieved beampattern gain is plotted versus the communication users’ SINR requirement $r_{c,\text{th}}$. As expected, a more stringent QoS requirement for the users results in a lower beamforming gain to the target, since the BS and IRS must focus more energy towards the communication users. In addition, we observe that the performance gap between our proposed approach and the “Separate beamforming” approach becomes smaller as $r_{c,\text{th}}$ decreases. This is because in this case the SINR at the users can be easily satisfied, and thus extra radar and communication power can be used to improve the beampatter gain. Moreover, we observe that the performance of the “Communication-based ZF” approach degrades quickly as $r_{c,\text{th}}$ increases. This is because communication signals are forced to lie in the null space of target’s channel, which indicates that no user information is leaked to the target and only the radar signals...
can be used to increase the beampattern gain. On the other hand, increasing the radar power potentially degrades the user SINR, which limits the improvement of beampattern gain.

5) Beampattern Gain Versus Maximum Information Leaking SINR to Target: We further study the beampattern gain versus the leakage constraint $r_{e,th}$ in Fig. 6. Interestingly, we observe that the beampattern gain obtained by the proposed approach remains nearly unchanged with $r_{e,th}$. To unveil the reason behind this, the separate radar and communication power contributions to the beampattern gain versus $r_{e,th}$ are studied, i.e., $\sum_{n=1}^{N}|w_{r,n}^H g_n|^2$ and $\sum_{k=1}^{K}|w_{c,k}^H g_{r,k}|^2$, which correspond to the “Proposed, radar beampattern gain” and the “Proposed, information beampattern gain” approaches, respectively. We see that as the requirement on signal leakage to the target is made less stringent (i.e., $r_{e,th}$ increases), less transmit power is allocated to radar signals to deteriorate the reception by the eavesdropping target, while more power is allocated to the information signals to improve the communication QoS. In the end, these two trends offset each other, $\Phi$ increases due to the limited DoFs available for design of the radar beamformers.

B. Imperfect CSI and Uncertain Target Location

In this subsection, we consider the case with imperfect CSI and unknown potential target location in a region of interest, and we propose Algorithm 2 to address the resulting problem. The azimuth and elevation target location ranges are set to $\Phi_h = [-35^\circ, -25^\circ]$ and $\Phi_v = [35^\circ, 45^\circ]$, respectively. We define the relative amount of CSI errors as $\tilde{\varepsilon}_r = \varepsilon_r/\|F_r\|_F$, $\tilde{\varepsilon}_k = \varepsilon_k/\|F_k\|_F$, and $\tilde{\varepsilon}_{d,k} = \varepsilon_{d,k}/\|\hat{D}_{d,k}\|_F$, respectively. For ease of exposition, we assume that all channels have the same level of CSI errors, i.e., $\varepsilon_{error} = \tilde{\varepsilon}_r = \tilde{\varepsilon}_k = \tilde{\varepsilon}_{d,k}, \forall k$.

1) Convergence Behavior of Algorithm 2: In Fig. 7, the convergence behaviour of Algorithm 2 for different $M$ and $N$ under $\varepsilon_{error} = 0.01$, $P^{max} = 46$ dBm, $K = 2$, $r_{c,th} = 10$ dB, and $r_{e,th} = 5$ dB is studied. It is observed that the obtained beampattern gain is monotonically increasing with the number of iterations and ultimately converges. Even for $M = 20$ and $N = 6$, the proposed algorithm converges in about 20 iterations, which demonstrates the effectiveness of Algorithm 2.

2) Beampattern Design: In Fig. 8, we study the normalized 3D beampattern obtained in the case with perfect CSI and the known target location and with the case of imperfect CSI and uncertain target location when $M = 20$, $N = 3$, $\varepsilon_{error} = 0.01$, $P^{max} = 46$ dBm, $K = 2$, $r_{c,th} = 10$ dB, and $r_{e,th} = 5$ dB. Both beampatterns are normalized by the maximum value of these two beampatterns. It is observed that both of the beampatterns obtained by our proposed algorithms correctly focus their mainlobe towards the directions $\theta = -30^\circ$ and $\varphi = 40^\circ$. In addition, we observe that both beampatterns have sidelobe regions due to the imposed SINR constraints for the users as well as the information leakage to the eavesdropping target. Furthermore, we observe that the mainlobe in the imperfect CSI case is more flatter and wider than that with perfect CSI case. This is expected since although the exact target location is unknown, its range of possible locations is known, so that the probing power should uniformly cover this area rather than focusing on a point in one direction. Moreover, we observe that the peak beampattern gain of the imperfect CSI case is lower than with in the perfect CSI case due to the reduced available information.

3) Beampattern Gain Versus $M$: In Fig. 9, we study the beampattern gain versus $M$ for different $N$ and $\varepsilon_{error}$ under

![Fig. 6. Beampattern gain versus $r_{e,th}$ under $M = 100$, $P^{max} = 40$ dBm, and $r_{c,th} = 10$ dB.](image)

![Fig. 7. Convergence behaviour of Algorithm 2 for different $M$ and $N$.](image)

![Fig. 8. Three-dimensional (3D) Beampattern design for different system setups.](image)
to improve the sensing quality. Also illustrated the benefits of using dedicated sensing signals of the IRS for use in sensing and improving the physical layer quality and the target sensing quality and showed the capability of achieving a flexible trade-off between the communication and sign-definiteness approaches was proposed. Simulation results verified the effectiveness of the proposed scheme in achieving a flexible trade-off between the communication quality and the target sensing quality and showed the capability of the IRS for use in sensing and improving the physical layer security of ISAC systems. In addition, the simulation results also illustrated the benefits of using dedicated sensing signals to improve the sensing quality.

VI. CONCLUSION

In this paper, we proposed the use of IRS to achieve simultaneous secure communication and sensing in the presence of an eavesdropping target and multiple communication users. The communication beamformers, the radar beamformers, and the IRS phase shifts were jointly optimized to maximize the sensing beampattern gain while satisfying the minimum SINR required by the users and secrecy constraint for the eavesdropping target. For the first scenario where the CSI of the user links and the target location are known, a penalty-based algorithm was proposed to solve the formulated non-convex optimization problem. In particular, the beamformers were obtained via a semi-closed-form solution using the Lagrange duality method and the IRS phase shifts were obtained in closed-form by applying the MM method. For the second scenario where the CSI and the target location are imprecisely unknown, an efficient AO algorithm based on the S-procedure and sign-definiteness approaches was proposed. Simulation results verified the effectiveness of the proposed scheme in achieving a flexible trade-off between the communication quality and the target sensing quality and showed the capability of the IRS for use in sensing and improving the physical layer security of ISAC systems. In addition, the simulation results also illustrated the benefits of using dedicated sensing signals to improve the sensing quality.
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