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Abstract—We consider the problem of estimating the partition function of the two-dimensional ferromagnetic Ising and Potts models in an external magnetic field. The estimation is done via importance sampling in the dual of the Forney factor graph representing the models. We present importance sampling schemes that can efficiently compute an estimate of the partition function in a wide range of model parameters. Emphasis is on models in which a subset of the coupling parameters is strong.

I. INTRODUCTION

We consider the problem of computing the partition function of the finite-size two-dimensional (2D) ferromagnetic Ising model in an external magnetic field. Applying factor graph duality to address the problem has been investigated in [1]–[3]. It was demonstrated in [1] that Monte Carlo methods based on the dual factor graph work very well for the Ising model at low temperature. In contrast, Monte Carlo methods in the original graph, suffer from critical slowing down at low temperature [4]. Monte Carlo methods in the dual factor graph were also proposed in [3] to estimate the partition function of 2D Ising models in the absence of an external field. In [2], a new importance sampling scheme was proposed on the dual factor graph to compute the partition function of the 2D Ising model. Our numerical results show that the schemes can operate in the dual of the Forney factor graph representing the model at low temperature. In contrast, Monte Carlo methods based on the dual factor graph work very well for the Ising model at low temperature. In this paper, the focus is on ferromagnetic Ising models characterized by $J_{k,\ell} > 0$, for each $(k, \ell) \in B$. In ferromagnetic Ising models, configurations in which adjacent variables take the same values, have low energy levels.

In our schemes, samples are drawn in the dual domain, therefore, as was pointed out in [2], the proposed schemes do not suggest a direct method to draw samples according to the Boltzmann distribution. For more details, see [3] Section II.2], [6], [7].

The paper is organized as follows. In Section II.1 we review the Ising model and its graphical model representation in terms of Forney factor graphs. Section III discusses dual Forney factor graphs and the normal factor graph duality theorem. Sections II.2 and III mainly follow the introductory sections of [2]. Section IV describes the proposed importance sampling schemes and the corresponding algorithms. Generalizations to the q-state Potts model are briefly discussed in Section V. Numerical experiments are reported in Section VI.

II. THE ISING MODEL IN AN EXTERNAL MAGNETIC FIELD

Let $X_1, X_2, \ldots, X_N$ be a collection of discrete random variables arranged on the sites of a 2D lattice, as illustrated in Fig. 1, where interactions are restricted to adjacent (nearest-neighbor) variables. Suppose each random variable takes on values in some finite alphabet $\mathcal{X}$. Let $x_i$ represent an element of $\mathcal{X}$ and $\mathbf{x} = \{x_1, x_2, \ldots, x_N\}$. The energy of a configuration $\mathbf{x}$ is given by the Hamiltonian [10]

$$H(\mathbf{x}) = - \sum_{(k, \ell) \in B} J_{k,\ell} \cdot ([x_k = x_\ell] - [x_k \neq x_\ell]) - \sum_{m=1}^{N} H_m \cdot ([x_m = 1] - [x_m = 0])$$

where $B$ contains all the pairs (bonds) $(k, \ell)$ with non-zero interactions, and $[\cdot]$ denotes the Iverson bracket [11], which evaluates to 1 if the condition in the bracket is satisfied and to 0 otherwise.

The real coupling parameter $J_{k,\ell}$ controls the strength of the interaction between adjacent variables $(x_k, x_\ell)$. The real parameter $H_m$ corresponds to the presence of an external magnetic field and controls the strength of the interaction between $X_m$ and the field.

In this paper, the focus is on ferromagnetic Ising models characterized by $J_{k,\ell} > 0$, for each $(k, \ell) \in B$. In ferromagnetic Ising models, configurations in which adjacent variables take the same values, have low energy levels.

In thermal equilibrium, the probability that the model is in configuration $\mathbf{x}$ is given by the Boltzmann distribution

$$p_B(\mathbf{x}) \triangleq \frac{e^{-\beta H(\mathbf{x})}}{Z}$$

where $Z$ is the partition function (the normalization constant)

$$Z = \sum_{\mathbf{x} \in \mathcal{X}^N} e^{-\beta H(\mathbf{x})}$$

and $\beta \triangleq \frac{1}{k_B T}$, where $T$ denotes the temperature and $k_B$ is Boltzmann’s constant [10].
The Helmholtz free energy is defined as
\[ F_H = -\frac{1}{\beta} \ln Z \] (3)

The Helmholtz free energy is an important quantity in statistical physics as all macroscopic thermodynamic properties of a model follow from differentiating \( F_H \) (as a function of the temperature); see \([10\), Chapter 2\]. In the rest of this paper, we assume \( \beta = 1 \).

For each adjacent pair \((x_k, x_\ell)\), let
\[ \kappa_{k,\ell}(x_k, x_\ell) = e^{J_{k,\ell} [x_k = x_\ell - |x_k \neq x_\ell|]} \] (4)
and for each \( x_m \)
\[ \tau_m(x_m) = e^{H_m \cdot (|x_m = 1| - |x_m = 0|)} \] (5)

We can then define \( f : \mathcal{X}^N \to \mathbb{R}_{>0} \) as
\[ f(x) \triangleq \prod_{(k, \ell) \in B} \kappa_{k,\ell}(x_k, x_\ell) \prod_{m=1}^N \tau_m(x_m) \] (6)

The corresponding Forney factor graph (normal graph) for the factorization in (6) is shown in Fig. 1, where the boxes labeled “=” are equality constraints \([12\), [13]\). In Forney factor graphs variables are represented by edges.

From (6), \( Z \) in (2) can be expressed as
\[ Z = \sum_{x \in \mathcal{X}^N} f(x) \] (7)

At high temperature (i.e., small \( J \)), the Boltzmann distribution (2) approaches the uniform distribution. Therefore, to estimate \( Z \) and other quantities of interest (e.g., the mean magnetization), Monte Carlo methods in the original graph usually perform well \([4\), [14\), [15]\).

In this paper, we consider a curious case where a restricted subset of the coupling parameters of the model is strong (i.e., large \( J \)). To compute an estimate of \( Z \) in this case, we propose importance sampling schemes that operate in the dual of the Forney factor graph representing the factorization in (6).

### III. The Dual Model

We can obtain the dual of the Forney factor graph in Fig. 1 by replacing each variable \( x \) with its dual variable \( \tilde{x} \), each factor \( \kappa_{k,\ell} \) with its 2D Discrete Fourier transform (DFT), each factor \( \tau_m \) with its one-dimensional (1D) DFT, and each equality constraint with an XOR factor, cf. \([12\), [16\)–[18]\]. Note that, \( \tilde{X} \) also takes on values in \( \mathcal{X} \).

After suitable modifications, we can construct the (modified) dual Forney factor graph as in Fig. 2 with XOR factors as
\[ g(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_k) = [\tilde{x}_1 \oplus \tilde{x}_2 \oplus \ldots \oplus \tilde{x}_k = 0] \] (8)
where \( \oplus \) denotes the sum in GF(2), with factors attached to each XOR factor as
\[ \lambda_m(\tilde{x}_m) = \begin{cases} 2 \cosh H_m, & \text{if } \tilde{x}_m = 0 \\ -2 \sinh H_m, & \text{if } \tilde{x}_m = 1 \end{cases} \] (9)
and with factors attached to each equality constraint as
\[ \gamma_k(\tilde{x}_k) = \begin{cases} 4 \cosh J_k, & \text{if } \tilde{x}_k = 0 \\ 4 \sinh J_k, & \text{if } \tilde{x}_k = 1 \end{cases} \] (10)

Here, \( J_k \) is the coupling parameter associated with each bond (the bond strength). For more details on constructing the dual factor graph of the 2D Ising and Potts models, see \([1\)–[3]\).

In the dual domain, we denote the partition function by \( Z_d \) and the number of edges by \( E \). For the models that we study here, the normal factor graph duality theorem states that
\[ Z_d = |\mathcal{X}^E| Z \] (11)
see \([16\), [17\) Theorem 2\].

In this paper, the focus is on ferromagnetic models, therefore all the factors as in (10) are positive. Since in a 2D Ising...
model, the value of $Z$ is invariant under the change of sign of the external field [19], without loss of generality, we assume $H_m < 0$. With this assumption, all the factors as in (9) will also be positive. In Section IV we use the dual representation of the 2D Ising model to give an alternative proof for the invariance of $Z$ under the change of sign of the external field.

IV. IMPORTANCE SAMPLING SCHEMES ON THE DUAL FACTOR GRAPH

In this section, we propose two importance sampling schemes in the dual Forney factor graph to compute an estimate of $Z$, as in (7). Our importance sampling schemes operate in the dual Forney factor graph of the 2D Ising model in an external magnetic field, see Fig. 2.

As in [1], [2], we partition the set of random variables $\tilde{X}$, into $X_A$ and $X_B$, with the condition that the random variables in $X_B$ are linear combinations (involving the XOR factors) of the random variables in $X_A$. Note that, a valid configuration in the dual graph can be generated by assigning values to $X_A$, followed by computing $X_B$ as linear combinations of $X_A$.

Two examples of such a partitioning are illustrated in Figs. 3 and 4, where we let $X_A$ be the set of all the variables associated with the thick edges, and $X_B$ be the set of all the variables associated with the remaining thin edges. Accordingly, we let $B_A$, a subset of $B$, contain all the indices of the bonds marked by the thick edges, and $B_B = B - B_A$.

For a valid configuration $\tilde{x} = (\tilde{x}_A, \tilde{x}_B)$, suppose $\tilde{x}_A = (\tilde{y}, \tilde{z})$, where $\tilde{y}$ contains all the thick edges attached to the small unlabeled boxes, which represent variables that are involved in factors as in (7), and $\tilde{z}$ contains all the variables associated with the thick bonds.

We show that $w_H(\tilde{y})$, the Hamming weight of $\tilde{y}$, is always even, where the Hamming weight of a vector is the number of non-zero components of that vector [20].

**Lemma 1.** If $\tilde{x}$ is a valid configuration in the dual Forney factor graph of the 2D Ising model, then $w_H(\tilde{y})$ is even.

**Proof.** We consider $c$, the component-wise XOR of $\tilde{y}$, as $c = \bigoplus_{m=1}^{N} \tilde{y}_m$. Each XOR factor imposes the constraint that all its incident variables sum to 0 in GF(2). In $c$, each $\tilde{y}_m$ can thus be expanded as the XOR of the corresponding variables associated with the bonds, furthermore, the variables on the bonds each appears twice in this expansion. We conclude that $c = 0$, i.e., $w_H(\tilde{y})$ is even.

In Lemma 1, the choice of the boundary conditions (free or periodic) is immaterial. Lemma 1 implies that the value of $Z_A$, and equivalently the value of $Z$, are invariant under the change of sign of the external magnetic field. Indeed, regardless of the sign of the external field $H_m$, i.e., assigned to all positive or to all negative values, $\prod_{m=1}^{N} \lambda_m(\tilde{x}_m)$ takes on the same positive value, see (9).

In the following, we present two slightly different algorithms for estimating the partition function. Both algorithms use importance sampling and follow the same procedure: to draw $\tilde{x}^{(\ell)}$ at each iteration $\ell$, we first draw a sample $\tilde{x}_A^{(\ell)}$ according to a suitably defined auxiliary probability mass function, we then update $\tilde{x}_B^{(\ell)}$ in order to generate $\tilde{x}^{(\ell)} = (\tilde{x}_A^{(\ell)}, \tilde{x}_B^{(\ell)})$. Since $\tilde{x}_B$ is a linear combination of $\tilde{x}_A$, at each iteration, $\tilde{x}_B^{(\ell)}$ can be updated in a straightforward manner.

A. Algorithm 1

The partitioning used in Algorithm 1 is illustrated in Fig. 3. Hence, $X_A$ contains all the variables associated with the edges attached to the small unlabeled boxes, which are involved in factors as in (7), as well as all the variables associated with the thick bonds, which are involved in factors as in (10).
Let us define
\[
\Lambda_1(\tilde{X}_B) \triangleq \prod_{k \in B_B} \gamma_k(\tilde{X}_k)
\]
(12)
and
\[
\Psi_1(\tilde{X}_A) \triangleq \prod_{k \in B_A} \gamma_k(\tilde{X}_k) \prod_{m=1}^{N} \lambda_m(\tilde{X}_m)
\]
(13)

We use the following probability mass function as the auxiliary distribution in our importance sampling scheme
\[
q_1(\tilde{X}_A) \triangleq \frac{\Psi_1(\tilde{X}_A)}{Z_{q_1}}
\]
(14)

The partition function \(Z_{q_1}\), is analytically available as
\[
Z_{q_1} = \sum_{\tilde{X}_A} \Psi_1(\tilde{X}_A)
\]
(15)
\[
= 2^{N+2|B_A|} \exp \left( \sum_{k=1}^{|B_A|} J_k - \sum_{m=1}^{N} H_m \right)
\]
(16)
where \(|B_A|\) is the cardinality of \(B_A\). Note that \(H_m < 0\).

The product form of (13) suggests that at each iteration \(\ell\), to draw a sample \(\tilde{X}_A^{(\ell)} = (\tilde{y}^{(\ell)}, \tilde{z}^{(\ell)})\) according to \(q_1(\tilde{X}_A)\), two separate subroutines are required, one to draw the \(\tilde{y}^{(\ell)}\)-part, and the other to draw the \(\tilde{z}^{(\ell)}\)-part.

To draw the \(\tilde{y}^{(\ell)}\)-part, we apply the following subroutine.

```
repeat
  draw \(u_1^{(\ell)}, u_2^{(\ell)}, \ldots, u_N^{(\ell)} \rightleftarrows U[0, 1]\)
  for \(m = 1\) to \(N\)
    if \(u_m^{(\ell)} < \frac{1}{2}(1 + e^{2H_m})\)
      \(\tilde{y}_m^{(\ell)} = 0\)
    else
      \(\tilde{y}_m^{(\ell)} = 1\)
  end if
end for
until \(w_H(\tilde{y}^{(\ell)})\) is even
```

The criteria to accept \(\tilde{y}^{(\ell)}\) is based on Lemma 1. The quantity \(\frac{1}{2}(1 + e^{2H_m})\) is equal to \(\gamma_m(0)/(\gamma_m(0) + \gamma_m(1))\).

To draw the \(\tilde{z}^{(\ell)}\)-part, the following subroutine is applied.

```
for \(k = 1\) to \(|B_A|\)
  if \(u_k^{(\ell)} < \frac{1}{2}(1 + e^{-2J_k})\)
    \(\tilde{z}_k^{(\ell)} = 0\)
  else
    \(\tilde{z}_k^{(\ell)} = 1\)
end if
end for
```

Here, \(\frac{1}{2}(1 + e^{-2J_k})\) is equal to \(\gamma_k(0)/(\gamma_k(0) + \gamma_k(1))\). We can then generate \(\tilde{X}_A^{(\ell)}\) as a concatenation of \(\tilde{y}^{(\ell)}\) and \(\tilde{z}^{(\ell)}\), in any predetermined order.

B. Algorithm 2

One can design an algorithm with no rejections by adopting a different choice of partitioning on the dual graph, as depicted in Fig. 4. The only difference between the partitionings in Figs. 3 and 4 is that in Fig. 4 one of the edges attached to the small unlabeled boxes (indicated by “thin edge”) is excluded from \(\tilde{X}_A\). For simplicity, let us assume that the excluded edge (variable) is involved in \(\lambda_N(\cdot)\).

We thus define
\[
\Lambda_2(\tilde{X}_B) \triangleq \lambda_N(\tilde{X}_N) \prod_{k \in B_B} \gamma_k(\tilde{X}_k)
\]
(17)
\[
\Psi_2(\tilde{X}_A) \triangleq \prod_{k \in B_A} \gamma_k(\tilde{X}_k) \prod_{m=1}^{N-1} \lambda_m(\tilde{X}_m)
\]
(18)

Similarly, the auxiliary distribution \(q_2(\tilde{X}_A)\) is as
\[
q_2(\tilde{X}_A) \triangleq \frac{\Psi_2(\tilde{X}_A)}{Z_{q_2}}
\]
(19)
where \(Z_{q_2}\) is also analytically available.

Again, the product form of (13) suggests that at each iteration \(\ell\), two separate subroutines are required to draw \(\tilde{X}_A^{(\ell)} = (\tilde{y}^{(\ell)}, \tilde{z}^{(\ell)})\) according to \(q_2(\tilde{X}_A)\).

To draw the \(\tilde{y}^{(\ell)}\)-part, we apply the following subroutine, which has no rejections.

```
draw \(u_1^{(\ell)}, u_2^{(\ell)}, \ldots, u_N^{(\ell)} \rightleftarrows U[0, 1]\)
for \(m = 1\) to \(N - 1\)
  if \(u_m^{(\ell)} < \frac{1}{2}(1 + e^{2H_m})\)
    \(\tilde{y}_m^{(\ell)} = 0\)
  else
    \(\tilde{y}_m^{(\ell)} = 1\)
end if
end for
```

set \(\tilde{y}_N^{(\ell)} = \bigoplus_{m=1}^{N-1} \tilde{y}_m^{(\ell)}\)

```
```

Drawing the \(\tilde{z}^{(\ell)}\)-part can be treated in an analogous way as in Algorithm 1 (with the same subroutine). After this, we can generate \(\tilde{X}_A^{(\ell)}\) from \(\tilde{y}^{(\ell)}\) and \(\tilde{z}^{(\ell)}\).

C. Estimating Z

Each of two algorithms will provide independent samples \(\tilde{X}_A^{(1)}, \tilde{X}_A^{(2)}, \ldots, \tilde{X}_A^{(L)}\) according to its auxiliary distribution. As previously mentioned, after generating \(\tilde{X}_A^{(\ell)}\), updating \(\tilde{X}_B^{(\ell)}\) is easy. The samples are then used in the following importance sampling scheme to estimate \(Z_d/Z_q\),

```
for \(\ell = 1\) to \(L\)
  draw \(\tilde{x}_A^{(\ell)}\) according to \(q(\tilde{X}_A)\)
  update \(\tilde{x}_B^{(\ell)}\)
end for
```

```
```

compute

\[
\hat{r}_{1S} = \frac{1}{L} \sum_{\ell=1}^{L} \Lambda(\tilde{x}_B^{(\ell)})
\]
(20)
Here, \(q(\cdot)\) and \(\Lambda(\cdot)\) are selected in accordance with the applied algorithm (Algorithm 1 or Algorithm 2), and \(Z_q\) denotes the corresponding partition function.

It follows that \(\hat{r}_{\text{IS}}\) is an unbiased (and consistent) estimator of \(Z_d/Z_q\). Indeed
\[
E[\hat{r}_{\text{IS}}] = \frac{Z_d}{Z_q} \tag{21}
\]

Since \(Z_q\) is analytically available, the proposed importance sampling scheme can yield an estimate of \(Z_d\), which can then be used to estimate \(Z\) in (7), using the normal factor graph duality theorem, cf. Section III.

The accuracy of the estimator (20) depends on the fluctuations of \(\Lambda(\tilde{x}_B)\). If \(\Lambda(\tilde{x}_B)\) varies smoothly, \(\hat{r}_{\text{IS}}\) will have a small variance. From (12), we expect to observe a small variance in Algorithm 1 if for each \(k \in B_d\), \(J_k\) is large. With the exception of one factor, similar behavior is expected in Algorithm 2, see Section VI-D.

A few comments on the proposed schemes are in order.

- A good strategy in Algorithm 2 is therefore to exclude a variable (an edge) involved in a factor with a large \(H_m\), see (17). We will apply this strategy in the numerical experiments of Section VI-A.

- We emphasize that our choices of partitioning in Figs. 3 and 4 are not unique. Fig. 5 shows another example of a partitioning on the dual factor graph. Moreover, model parameters and their spatial distributions suggest which choices are expected to perform better in practice. E.g., a suitable partitioning for models in a strong external field is discussed in [2].

- The proposed schemes are applicable to the Ising model in the absence of an external magnetic field as well. E.g., partitionings in Figs. 3 to 5 are valid even if the external field is not present. We will consider Ising models in the absence of an external field in our numerical experiments in Section VI-B.

That being the case, to observe fast convergence in the dual domain, not all the coupling parameters need to be strong, but a restricted subset of them. Therefore, the schemes of this paper can be regarded as supplementary to the schemes presented in [1], where the focus was on models at low temperature (corresponding to models in which all the coupling parameters are strong).

- If a restricted subset of the coupling parameters is relatively strong, ideas from annealed importance sampling [21]-[23] can be employed, see Appendix I.

V. GENERALIZATIONS TO THE 2D POTTS MODEL

In a 2D Potts model each random variable takes on values in \(\mathcal{X} = \{0, 1, \ldots, q - 1\}\), where \(q\) is an integer satisfying \(q \geq 2\). The energy of a configuration \(x\) is given by the Hamiltonian
\[
\mathcal{H}(x) = - \sum_{(k, \ell) \in B} J_{k, \ell} \cdot [x_k = x_{\ell}] - \sum_{m=1}^{N} H_m \cdot [x_m = 0] \tag{22}
\]

Here, the real coupling parameter \(J_{k, \ell}\) controls the strength of the interaction between adjacent variables \((x_k, x_{\ell})\) and the real parameter \(H_m\) corresponds to the presence of an external magnetic field.

Following [2], we can obtain the (modified) dual Forney factor graph of the 2D Potts model in an external field as in Fig. 6, where the unlabeled normal-size boxes represent factors as in (23), and boxes containing + symbols represent XOR factors as in (12), where \(\oplus\) denotes addition in \(\mathbb{F}_q\).

The accuracy of the estimator (20) depends on the fluctuations of \(\Lambda(\tilde{x}_B)\). If \(\Lambda(\tilde{x}_B)\) varies smoothly, \(\hat{r}_{\text{IS}}\) will have a small variance. From (12), we expect to observe a small variance in Algorithm 1 if for each \(k \in B_d\), \(J_k\) is large. With the exception of one factor, similar behavior is expected in Algorithm 2, see Section VI-D.

A few comments on the proposed schemes are in order.

- A good strategy in Algorithm 2 is therefore to exclude a variable (an edge) involved in a factor with a large \(H_m\), see (17). We will apply this strategy in the numerical experiments of Section VI-A.

- We emphasize that our choices of partitioning in Figs. 3 and 4 are not unique. Fig. 5 shows another example of a partitioning on the dual factor graph. Moreover, model parameters and their spatial distributions suggest which choices are expected to perform better in practice. E.g., a suitable partitioning for models in a strong external field is discussed in [2].

- The proposed schemes are applicable to the Ising model in the absence of an external magnetic field as well. E.g., partitionings in Figs. 3 to 5 are valid even if the external field is not present. We will consider Ising models in the absence of an external field in our numerical experiments in Section VI-B.

That being the case, to observe fast convergence in the dual domain, not all the coupling parameters need to be strong, but a restricted subset of them. Therefore, the schemes of this paper can be regarded as supplementary to the schemes presented in [1], where the focus was on models at low temperature (corresponding to models in which all the coupling parameters are strong).

- If a restricted subset of the coupling parameters is relatively strong, ideas from annealed importance sampling [21]-[23] can be employed, see Appendix I.

V. GENERALIZATIONS TO THE 2D POTTS MODEL

In a 2D Potts model each random variable takes on values in \(\mathcal{X} = \{0, 1, \ldots, q - 1\}\), where \(q\) is an integer satisfying \(q \geq 2\). The energy of a configuration \(x\) is given by the Hamiltonian
\[
\mathcal{H}(x) = - \sum_{(k, \ell) \in B} J_{k, \ell} \cdot [x_k = x_{\ell}] - \sum_{m=1}^{N} H_m \cdot [x_m = 0] \tag{22}
\]

Here, the real coupling parameter \(J_{k, \ell}\) controls the strength of the interaction between adjacent variables \((x_k, x_{\ell})\) and the real parameter \(H_m\) corresponds to the presence of an external magnetic field.

Following [2], we can obtain the (modified) dual Forney factor graph of the 2D Potts model in an external field as in Fig. 6, where the unlabeled normal-size boxes represent factors as

\[
\gamma_k(\tilde{x}_k) = \begin{cases} q(e^{J_k} + q - 1), & \text{if } \tilde{x}_k = 0 \\ q(e^{J_k} - 1), & \text{otherwise} \end{cases} \tag{23}
\]

and the unlabeled small boxes have the following form
\[
\lambda_m(\tilde{x}_m) = \begin{cases} e^{H_m} + q - 1, & \text{if } \tilde{x}_m = 0 \\ e^{H_m} - 1, & \text{otherwise} \end{cases} \tag{24}
\]

In this paper, we only consider ferromagnetic Potts models.
in a positive external field, characterized by \( J_k > 0 \) and \( H_m > 0 \), respectively. Therefore, all the factors as in \(^{(23)}\) and \(^{(24)}\) will be positive.

To design importance sampling algorithms for the 2D Potts model, we need the following lemma.

**Lemma 2.** If \( \tilde{x} \) is a valid configuration in the dual Forney factor graph of the 2D Potts model, then

\[
\sum_{m=1}^{N} \tilde{y}_m \equiv 0 \mod q \tag{25}
\]

Again, to draw the \( \tilde{z}^{(t)} \)-part, we can apply the following subroutine.

\[
draw u_1^{(t)}, u_2^{(t)}, \ldots, u_{|B_A|}^{(t)} \sim U[0, 1]
\]

\[
\text{for } k = 1 \text{ to } |B_A| \\
\text{if } u_k^{(t)} < 1 + (q - 1)e^{-J_k} \\
\quad z_k^{(t)} = 0 \\
\text{else} \\
\quad \text{draw } z_k^{(t)} \text{ randomly from } \{1, 2, \ldots, q\} \\
\text{end if}
\]

\[
\text{end for}
\]

Here, \( (1 + (q - 1)e^{-J_k})/q \) is equal to \( \gamma_k(0)/\sum_{i=1}^{q-1} \gamma_k(t) \).

To draw the \( \tilde{y}^{(t)} \)-part, we can apply the following.

\[
draw u_1^{(t)}, u_2^{(t)}, \ldots, u_{N-1}^{(t)} \sim U[0, 1]
\]

\[
\text{for } m = 1 \text{ to } N - 1 \\
\text{if } u_m^{(t)} < 1 + (q - 1)e^{-H_m} \\
\quad \tilde{y}_m^{(t)} = 0 \\
\text{else} \\
\quad \text{draw } \tilde{y}_m^{(t)} \text{ randomly from } \{1, 2, \ldots, q\} \\
\text{end if}
\]

\[
\text{end for}
\]

set \( \tilde{y}_N^{(t)} = \sum_{m=1}^{N-1} \tilde{y}_m^{(t)} \mod q \)

Here, \( (1 + (q - 1)e^{-H_m})/q \) is equal to \( \lambda_m(0)/\sum_{t=1}^{q-1} \lambda_m(t) \).

Setting \( \tilde{y}_N^{(t)} \) is done according to \(^{(25)}\).

After generating \( \tilde{x}_A^{(t)} = (\tilde{x}_A^{(t)}, \tilde{x}_B^{(t)}) \), we will update \( x_B^{(t)} \) to create a valid configuration \( \tilde{x}^{(t)} = (\tilde{x}_A^{(t)}, \tilde{x}_B^{(t)}) \). The samples are used in the importance sampling scheme to estimate \( Z_d \).

**VI. Numerical Experiments**

The importance sampling schemes of Section \(^{(IV)}\) are applied to estimate the free energy \(^{(3)}\) per site, i.e., \( \frac{1}{N} \ln Z \), of 2D Ising models of size \( N = 30 \times 30 \). All simulation results show \( \frac{1}{N} \ln Z \) vs. the number of samples for models with periodic boundary conditions, where to create periodic boundary conditions extra edges (with appropriate factors) are added to connect the sites on opposite sides of the boundary. In this case, \( |B| = 2N \).

We consider 2D ferromagnetic Ising models in an external field with spatially varying model parameters in Section \(^{(VI-A)}\) and 2D ferromagnetic Ising models with spatially varying coupling parameters in the absence of an external field in Section \(^{(VI-B)}\). We will also compare the efficiency of the importance sampling scheme and uniform sampling. This comparison was carried out for models in a strong external field in \(^{(2)}\). In the absence of an external field, applying Monte Carlo methods (Gibbs sampling and uniform sampling) in the dual domain to 2D Ising models is also discussed in \(^{(1)}\). In Section \(^{(VI-C)}\), we consider 2D Potts models of size \( N = 30 \times 30 \) with periodic boundary conditions.

Comparisons with Gibbs sampling \(^{(24)}\) and the Swendsen-Wang algorithm \(^{(25)}\) are discussed in Appendix II.

**A. 2D Ising models in an external field**

In all the experiments, we set \( J_k \sim U[0.1, 1.0] \) for \( k \in B_A \), and set \( H_m \sim U[0.2, 0.8] \).
In the first experiment, we set $J_k \sim U[1.15, 1.25]$ for $k \in B_A$. Simulation results for one instance of the Ising model obtained from Algorithm 2 are shown in Fig. 7 where the estimated free energy per site is about 2.255(9).

In the second experiment, $J_k \sim U[1.25, 1.35]$ for $k \in B_B$. For one instance of the model, simulation results obtained from Algorithm 2 are shown in Fig. 8 The estimated free energy per site is about 2.3556.

B. 2D Ising models in the absence of an external field

We consider 2D Ising models in the absence of an external magnetic field, and set $J_k \sim U[1.15, 1.25]$ for $k \in B_B$, in both experiments.

We set $J_k \sim U[1.0, 1.15]$, for $k \in B_A$, in the first experiment. Fig. 9 shows simulation results obtained from importance sampling (solid lines) and from uniform sampling (dashed lines) for one instance of the Ising model. From Fig. 9, the estimated free energy per site is about 2.275.

As was pointed out in [2], uniform sampling could be employed for models at very low temperature (i.e., very large $J_k$), however, for a wider range of model parameters, it has problems with slow and erratic convergence.

In the second experiment, we set $J_k \sim U[0.5, 1.15]$ for $k \in B_A$. Fig. 10 shows simulation results obtained from importance sampling for one instance of the model. From Fig. 10 the estimated free energy per site is about 2.026.

C. 2D Potts models in an external field

In a 2D 4-state Potts model, we set $J_k \sim U[0.75, 2.25]$ for $k \in B_A$ and $J_k \sim U[2.25, 3.25]$ for $k \in B_B$. The external field is set to $H_m \sim U[0.5, 1.5]$.

Simulation results obtained from importance sampling in the dual factor graph are shown in Fig. 11 where the estimated free energy per site is about 6.2165.

D. Discussion

It is numerically advantageous to replace each factor (9) in the dual factor graph by

$$\lambda_m(\tilde{x}_m) = (\tanh H_m)^{\tilde{x}_m}$$

and each factor (10) by

$$\gamma_k(\tilde{x}_k) = (\tanh J_k)^{\tilde{x}_k}$$

The required scale factor to recover $Z_d$, can then be computed by multiplying all the local scale factors in terms of $\cosh J_k$ and $\cosh H_m$.

Note that $\lim_{t \to \infty} \tanh t = 1$, therefore the factors in (27) tend to constant if $J_k$ is large for $k \in B_B$, which explains the
reason for the fast convergence of the importance sampling schemes in this case. If all the model parameters (i.e., $J_k$ and $H_m$) are large, (26) and (27) both tend to constant factors. In this case, uniform sampling is also expected to exhibit good convergence in the dual domain.

VII. CONCLUSION

Two importance sampling schemes were presented for estimating the partition function of the 2D ferromagnetic Ising model. Both schemes are described in the dual Forney factor graph representing the model. After introducing auxiliary importance sampling distributions, the methods operate by simulating a subset of the variables, followed by doing the computations using the remaining variables. The schemes can efficiently compute an estimate of the partition function in a wide range of model parameters. With our choices of partitioning, this is particularly the case when a subset of the coupling parameters of the model is strong. The methods of this paper should be compared to the method introduced in [2], where the emphasis is on models in a strong external field.

Depending on the value of the model parameters and their spatial distributions, different choices of partitioning yield schemes with different convergence properties. Our schemes once combined with annealed importance sampling are capable of handling more demanding cases, see Appendix I.

The schemes of this paper are applicable to the three-dimensional Ising model too; see [2] for a similar approach. For duality results in the context of statistical physics, see [5], [26], [27] Chapter 16, [28] Chapter 10.

APPENDIX I

We explain how to employ annealed importance sampling in the dual factor graph to estimate the partition function of the 2D Ising model, when $J$, for $k \in B_B$ is relatively strong. For simplicity, we assume that the coupling parameters associated with the thick edges, the coupling parameters associated with the thin edges, and the external magnetic field are all constant, denoted by $J_A$, $B_B$, and $H$, respectively.

We thus denote the partition function by $Z_\alpha(J_A, J_B, H)$, and express $Z_\alpha(J_A, J_B, H)$ using a sequence of intermediate partition functions by varying $J_B$ in $V$ levels as

$$Z_\alpha(J_A, J_B, H) =$$

$$Z_\alpha(J_A, J_B^{\alpha_0}, H) \prod_{v=0}^{V-1} Z_\alpha(J_A, J_B^{\alpha_v}, H) / Z_\alpha(J_A, J_B^{\alpha_{v+1}}, H)$$ (28)

Here, unlike typical annealing schemes used in the original domain, $(\alpha_0, \alpha_1, \ldots, \alpha_V)$ is an increasing sequence, where $1 = \alpha_0 < \alpha_1 < \cdots < \alpha_V$.

If $\alpha_V$ is large enough, $Z_\alpha(J_A, J_B^{\alpha_V}, H)$ can be estimated efficiently via the proposed importance sampling schemes of Section IV. As for the intermediate steps, a sampling technique that leaves the target distribution invariant (e.g., Metropolis algorithms, Gibbs sampling [24]), is required at each level. These intermediate target probability distributions correspond to the intermediate partition functions.

The number of levels $V$ should be sufficiently large to ensure that the intermediate target distributions are close enough, and estimating $Z_\alpha(J_A, J_B^{\alpha_0}, H)$ is feasible. See [21] for more details.

APPENDIX II

We compare the performance of Monte Carlo methods in the original and in the dual factor graphs to compute the free energy per site, i.e., $1/\beta \ln Z$, of 2D Ising models in the absence of an external field and with constant coupling parameter $J$.

For different values of $J$, the convergence of Gibbs sampling [24] and the Swendsen-Wang algorithm [25] in the original factor graph, is compared to the convergence of uniform sampling and Gibbs sampling in the dual factor graph.

We have considered the baseline (uniform sampling) in the dual domain. Clearly, convergence of uniform sampling can be significantly improved by applying our proposed importance sampling schemes.

Let $f : \mathbb{X}^N \to \mathbb{R}_{>0}$, where $\mathbb{R}_{>0} = \{ x \in \mathbb{R} : x > 0 \}$. We use the following methods to compute an estimate of the partition function as

$$Z = \sum_{x \in \mathbb{X}^N} f(x)$$ (29)

**Method 1:**

Suppose samples $x^{(1)}, x^{(2)}, \ldots, x^{(L)}$ are drawn uniformly and independently from $\mathbb{X}^N$.

Then

$$\hat{Z} = \frac{|\mathbb{X}^N|}{L} \sum_{\ell=1}^{L} f(x^{(\ell)})$$ (30)

is an unbiased estimator for $Z$. I.e.,

$$E[\hat{Z}] = Z$$

**Method 2 [29]:**

Let

$$p(x) = \frac{f(x)}{Z}$$ (31)

Suppose samples $x^{(1)}, x^{(2)}, \ldots, x^{(L)}$ are drawn from $\mathbb{X}^N$ according to $p(x)$.

Then

$$\hat{\Gamma} = \frac{1}{L|\mathbb{X}^N|} \sum_{\ell=1}^{L} \frac{1}{f(x^{(\ell)})}$$ (32)

is an unbiased estimator for $1/Z$. I.e.,

$$E[\hat{\Gamma}] = 1/Z$$

In our numerical experiments, drawing samples according to $p(x)$ is done using Gibbs sampling or the Swendsen-Wang algorithm. These samples are then used in (32) to compute an estimate of $Z$.

We consider 2D Ising models of size $N = 5 \times 5$, with periodic boundary conditions. Note that, such a small value of $N$, allows us to compute the exact value of the free energy via direct enumeration.
In the first experiment, we set $J = 0.25$ (relatively high temperature). In this case, the exact value of the free energy per site (up to five decimal points) is 0.76006.

Fig. 12 shows simulation results obtained from the Swendsen-Wang algorithm (solid lines) and uniform sampling (dashed lines) in the original factor graph, and Fig. 13 shows simulation results obtained from Gibbs sampling (solid lines) and uniform sampling (dashed lines) in the dual factor graph.

In the second experiment, $J = 0.75$ (relatively low temperature), where the exact value of the free energy per site (up to five decimal points) is 1.53048.

Simulation results obtained from the Swendsen-Wang algorithm (solid lines) and uniform sampling (dashed lines) in the original factor graph are shown in Fig. 14. Simulation results obtained from Gibbs sampling (dashed lines) and uniform sampling (solid lines) in the dual factor graph are shown in Fig. 15. In both cases (i.e., Gibbs sampling in the dual factor graph and the Swendsen-Wang algorithm in the original factor graph), we have used (32) to compute an estimate of $Z$.

At high temperature (i.e., small $J$), we observe faster mixing with Monte Carlo methods in the original factor graph. In sharp contrast, uniform sampling and Gibbs sampling in the dual factor graph converge extremely well at low temperature (i.e., large $J$), while Monte Carlo methods in the original factor graph suffer from slow convergence. Indeed, convergence of Monte Carlo methods in the dual factor graph improves as $J$ increases.

Finally, Jerrum and Sinclair have proposed a randomized
algorithm to estimate the partition function of the 2D Ising model, which is polynomial-time for all temperatures [6]. Their algorithm uses the high temperature expansion of the partition function, which coincides with the dual domain representation of the Ising model in terms of Forney factor graph. However, the computational complexity of their algorithm is $O(N^3)$. Also their proposed Markov chain seems to be different from the schemes of this paper [6 Section 4]. The computational complexity of our proposed algorithms is $O(N)$. Also their proposed Markov chain seems to be different from the schemes of this paper [6, Section 4].
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