DeepMask: face mask detection using GAN algorithm
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Abstract
COVID-19 pandemic is the main reason people must wear face masks in public places. Traditionally, officers monitor the use of face masks in the public area manually. However, monitoring masks using manual techniques is challenging in a crowded spot. Thus, we propose a face mask detection based on Generative Adversarial Networks (GAN) through the learning model to accelerate mask detection accurately and quickly. To construct our detection model, we collect the dataset, conduct pre-processing, and train the model by tuning multiple parameters to obtain the highest accuracy and tiny loss. The experimental results can produce $D_{\text{Loss}} = 0.0032$ and $G_{\text{Loss}} = 7.3296$. Therefore, the proposed model can be a promising solution for mask detection issues.
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1 Introduction
COVID-19 is a virus that causes coughing up phlegm, shortness of breath, and fever. It is caused by the severe acute respiratory syndrome coronavirus 2 (SARS Cov-2). The World Health Organization (WHO) has assigned the infectious disease COVID-19 first appeared in Wuhan, China, and spread quickly to various countries. One of the efforts to prevent COVID-19 is to use face masks in public places. The use of face masks in public areas is considered sufficient to avoid COVID-19 spreading in any country [1–3].

Using a face mask is a common approach to preventing COVID-19 from spreading. To support the action, the Government released rules and laws to force people to comply with face masks regulation. To implement the regulation, several officers were placed in public places to monitor the use of face masks. The monitoring process involves detecting anyone wearing or not wearing a mask. However, monitoring activities in a broader area is becoming more challenging. Thus, it requires an effective way to deal with the issues including a computer vision solution to monitor whether drivers are wearing a face mask or not [4].

Traditional methods of face mask detection rely on visual capabilities or conventional image processing methods—the traditional way to detect masks in places with a small number of people. However, traditional detection becomes a tedious task in crowded places such as schools, malls, subways, and other public areas. This issue motivates the researchers to provide an effective solution to optimize the detection of face masks. Automatic face mask detection has been proposed by another researcher using the transfer learning model. The transfer learning model for detection has been presented with MobileNet and Global Pooling Block [5].

COVID-19 can be prevented through social distancing, sanitization, and face masks in public settings. The habit of implementing social distancing, sanitation, and using masks has become the new normal. Public service providers support the use of face masks by asking customers to wear face masks properly to take advantage of the services available. Machine Learning is used to create a detection model to detect the use of masks. The model developed can see the face from the given image and then identify whether the face in the picture uses a cover or not. This detection model works by detecting objects, in general, to detect the classes in the thing. The identification of face classes is then made categorically, with many groupings being distinguished [6].

The detection of face masks is divided into two classes: the detection of masks and without covers. Because of the
issues, some papers proposed different methods and models to deal with the task. For example, a study suggested an image-based automatic mask detection that used classes with and without masks. The characteristics or features used are the texture of each face. The adjacent evaluation local binary patterns (AELBP) method, which develops the local binary patterns (LBP) method, extracts texture features from each image. The proposed model is tested with face images of various sizes, facial accessories, and facial expressions. Another paper uses a camera with good images in RGB format and then compares it with the dataset using LabView. The model is built to distinguish whether people are wearing masks by capturing images directly through the camera [2, 7].

Manual checking in a large area is a complex task. Thus, current communities develop various techniques to address the problem, including a learning model. Recent papers proposed CNN for the detection of the use of face masks. Using different CNN to extract the features from facial images, some research used further processed with various ML classifiers such as SVM and K-NN. First, SVM trains and tests the model on a massive image dataset. Next, the K-NN constructs the model with various parameters and predicts face masks. This CNN detection model can detect face with a mask, face without a mask, and face masked by hand [8]. Another paper explored CNN to classify the mask or without a mask with a large, varied, and augmented dataset so the model can identify and detect face masks in real-time videos [9].

Therefore, we proposed a GAN model to detect face masks by analyzing and extracting features for detecting face masks. In this research, we present several significant contributions, particularly in face mask detection, using the following learning method:

1. We provide a new method for detecting a face mask involving GAN to train the face mask dataset features according to a benchmark dataset to generate an effective model. We gathered the experimental dataset from various sources and utilized the features to construct our model.
2. We train the detection model by tuning various hyperparameters to gain the best performance. Instead of using a conventional approach to classify wear without a face mask, we developed a sophisticated strategy using unsupervised learning to improve the detection accuracy with a large dataset.
3. We test the proposed model to measure model performance in detecting the face mask based on the attributes of a large dataset. We modify several parameters to obtain the best accuracy and tiny loss in the training phase.

Organization: The following is a breakdown of the journal’s structure: Sect. 2 delves further into past findings. The study’s issue description is discussed in Sect. 3. Section 4 outlines the experimental design, including a feature learning algorithm, a dataset, and pre-processing, while Sect. 5 gives the study’s findings and extensive analysis. Finally, section VI summarizes the research’s results.

2 Related work

Deep learning is one of the most common approaches for image processing, natural language processing, and security protection [10–14]. Several studies have proposed face mask detection with various methods [1, 2, 5, 7, 15]. A study suggests a classification-based image-based automatic mask detection method. This strategy can be implemented in automated systems to improve public awareness of the need to wear masks to prevent the spread of the SARS-CoV-2 virus. The classes used in the classification are with a mask, without a mask, and mask wear incorrect. The feature or feature used is the texture of each face. The adjacent evaluation local binary patterns (AELBP) approach extracts texture information from each image and creates the local binary patterns (LBP) method. 2172 facial pictures of varying sizes, accessories and facial expressions were tested [2].

A paper proposed face mask detection using a real-time system with a camera and LabVIEW. They use a real-time technology that acquires a real-time image using a camera to detect face masks, whether they are wearing one or not. The proposed method employs high pixel quality cameras, resulting in RGB-format images. Separating the mask from the surrounding image is then used to examine the concept. A vision assistant pattern matching algorithm compares the image to a custom-made dataset, which aids in detecting the front. The consequences of the face mask can then be viewed in real-time photographs of the person captured by the camera [7].

Another researcher explored the detection model using transfer learning to control Covid-19. The researcher’s method involves extracting deep characteristics from photos of faces using various deep CNN. The collected elements are processed using machine learning classifiers like SVM and K-NN. Faces with masks and faces without masks are divided into two groups in the featured selection. Transfer learning produced significant results despite the short dataset size, with an accuracy rate of 97.11% [8].

Another research proposed a hybrid model for face mask detection that included deep and traditional ML. The proposed model is divided into two sections. The first stage involved extracting features using Resnet50, a popular deep transfer ML. The second segment looked at how typical ML methods could recognize face masks. The traditional ML approaches such as SVM decision trees and ensemble algorithms were utilized. The model was tested on RMFD dataset.
accuracy of 99.64%, SMFD dataset accuracy of 99.49%, and LFW dataset accuracy of 100% [4].

An article presented the review on the use of face masks using CNN. A face mask detection dataset was then analyzed using Open CV to make real-time face detection through the camera. Then use Keras, Python, Tensorflow, and Open CV to build a detection system for computer vision to detect people in the image using a mask. CNN significantly affects facial mask recognition and non-mask face detection accuracy [15].

Another article proposed the MobileNet and Global Pooling Block approaches for detecting face masks. A color image is fed into the pre-trained MobileNet, which outputs a multi-dimensional features map. The feature vectors were flattened into 64 features using the global pooling block. The dense layer is then fully coupled to the softmax layer, allowing binary classification to be performed using the 64 features. The proposed model was tested using two available datasets. The precision of the proposed model ranges from 99 to 100% [5].

To predict COVID-19 patients, a study has discussed using GAN in the DL system using Chest-CT scan. However, the accuracy is limited since DL, such as CNN, requires substantial data quantified for training to provide high-quality outputs. The research proposed using GAN to create synthetic Chest-CT scans of COVID-18 patients, both positive and negative. The resulting dataset can then be used to train a CNN-based classifier. As a result, synthetic images utilizing baseline models can see about 40% of concepts correctly forecasted as COVID-19 positives when using GANs [16].

To automatically screen COVID-19, a paper discussed using GAN to generate additional CT images. Using the SARS-CoV-2 CT-Scan dataset, which included COVID 19 and non-COVID-19 pictures, the suggested technique was evaluated and validated against various classification algorithms. The method had a 99.72% inaccuracy rate, a 97.82% positive predictive value, and a 99.77% negative predictive value [1]. To detect whether a face is using a mask or not, another article proposed a learning method to detect the image face mask. It can also see a face and a mask moving as a surveillance task performer. On two separate datasets, the technique achieves an accuracy of up to 95.77% and 94.58%, respectively [6].

Therefore, we propose a face mask detection model using the GAN algorithm based on the real dataset. We utilize various features to build our dataset to construct an effective model for detecting mask accurately and quickly.

3 Background

This section will provide a formal definition of the research problem and some of the concepts in this journal.

3.1 Problem definitions

This study focuses on detecting face masks using the features of the dataset. The dataset is 2 Dimension, including diameter size, weight, and average RGB values. The size of the dataset samples is $N \times N \times 3$ with pixel values $[0, 1]^3$, we can refer to the space as $\mathbb{X}$, with values ranging from zero to the maximum detectable pixel intensity in each dimension. The dataset used to support $p_{data}$, on the other hand, represents the manifold of real data related to a specific problem, generally taking up only a small portion of the whole space, $\mathbb{X}$. Likewise, the samples generated by the generator should only take up a small amount of $\mathbb{X}$ [17].

3.2 Proposed method

This study uses the GAN to construct a face mask detection model with two networks, namely Generator and Discriminator. The generator aims to make realistic images, and the discriminator will tell apart where the authentic images or the fake images. Both are being trained simultaneously and in competition with one another [18].

GAN is categorized as unsupervised learning to make a model by Generator and Discriminator. In unsupervised learning, the training examples $x$ are selected from an unknown distribution $p_{data}(x)$ in generative modeling. The purpose of generative modeling is to learn a $p_{model}(x)$ closely as feasible approximates $p_{data}(x)$. The best technique to learn an approximation of $p_{data}$ is to define an explicit function $p_{model}(x; \theta)$ with parameters $\theta$ and seek the parameter values that make $p_{data}$ and $p_{model}$ as comparable as feasible, one example of maximum likelihood estimation is estimating the mean parameter distribution by taking the mean of a set of data [17].

GAN training entails determining the discriminator settings that maximize classification accuracy and the generator parameters that maximum confuse the discriminator. $V(G, D)$, a value function that depends on both the generator and the discriminator is used to calculate the cost of training. The course includes problem-solving exercises.

$$\max_{D} \min_{G} V(G, D) \quad (1)$$

where,

$$V(G, D) = E_{p_{data}(x)} \log D(x) + E_{p_{G}(z)} \log(1 - D(z)) \quad (2)$$

The discriminator $D$ loss function is a standard cross-entropy loss function related to the binary classifier described below:

$$\text{loss}_D = -(y \log(p) + (1 - y) \log(1 - p)) \quad (3)$$
Based on the input sample types, the outcomes of the loss function were quite diverse. \( y \) represent the first digit while the integers \( p \) reflect the probability of correctly predicting the accurate and enormous models.

The generator \( G \) loss function is intended to optimize the loss function of discriminator \( D \) by generating as many random variables as possible. The loss function of \( G \) is represented as \( y \log(D(x)) \). Generator loss is described below:

\[
\text{loss}_D = -(y \log(D(x)) + (1 - y)\log(1 - D(G(z)))) \quad (4)
\]

In the process, while one model’s parameters are updated during training, the other model’s parameters remain unchanged. When the discriminator grows confused and cannot tell the difference between actual and false samples, the generator is at its greatest. The discriminator is updated after being trained until optimal for the current generator.

### 4 Experimental setup

#### 4.1 Main idea

The main goal of this paper is to create a mask detection model based on dataset features using GAN. The dataset is 2 Dimensional, including diameter size, weight, and average RGB value. For this study, we collect a dataset of 1000 images of people wearing and not wearing masks. 80% of the dataset images perform training, while the remaining 20% evaluate the model. GAN generates more samples from the dataset and then makes training and testing data that target the labeled data to categorize the data and organize data into pre-existing categories. In addition, we utilize the unsupervised method to produce better samples and differentiate existing models to achieve a high level of accuracy [16].

#### 4.2 Dataset

This study focuses on detecting face masks using the features of the dataset. We construct a model using a benchmark dataset of 2000 images with GAN. There are in the dataset two categories: with mask and without the mask. We use the dataset in this study by separating 80% dataset as training and 20% for the testing dataset. Table 2 shows the distribution of the datasets used in this study.

Figure 1 shows the samples of images in the dataset that we use in this study. The dataset contains images with two datasets, namely mask and unmask.

#### 4.3 Data pre-processing

In this phase, we utilize vectorization to convert the raw data image of the 2D dataset into vectors using the label encoding and feature scaling methods. The images in the dataset have different dimensions and brightness levels, so we scale down and normalize the brightness. We scale the images with the min and max scaler method. Then we transform the image size to \(32 \times 32 \times 3\) tensor images to minimize errors. We transform the images at the final pre-processing stage by resizing, centering the point, and transforming the features to tensor \(32 \times 32 \times 3\) size [5].

#### 4.4 Detection method

To conduct our experiment, we gather a dataset with two labels, including mask and unmask. To construct our model, this study collects the 2D dataset and chooses diameter size, weight, and average RGB value as informative features. The dataset consists of 2000 images by separating 80% dataset as training and 20% for the testing dataset.

The next stage of our experiment is pre-processing to process raw data from the dataset and its features so that the dataset can be used for further processing. We adopt vectorization with label encoding and features scaling methods to convert the raw data image of the 2D dataset to vectors. We scale down and normalize the brightness of the images with the minimum and maximum scaler method. Then we transform the image size to \(32 \times 32 \times 3\) tensor images to minimize errors. We transform the images at the final pre-processing stage by resizing, centering the point, and transforming the features to \(32 \times 32 \times 3\) tensors.

We utilize a generator and discriminator to construct the detection model using GAN architecture. Next, we use BatchNorm2D as the normalization method. In the GAN concept, the generators generate a fake image from the dataset and deliver it to the discriminator. Then the discriminator distinguishes the data provided by the generator whether data

| Table 1 | Mathematic notation of the GAN |
|---------|-------------------------------|
| Notation | Description |
| \( V(G, D) \) | Value function |
| \( D \) | Discriminator |
| \( G \) | Generator |
| \( E \) | Denotes the expectation |
| \( p_{\text{data}}(x) \) | Input data |
| \( p_{G}(z) \) | Noise variables |
| \( x \) | Input vector |
| \( z \) | Noise vector |

| Table 2 | Details for training and testing |
|---------|-------------------------------|
| Dataset | Sample |
| Data Training | 1600 |
| (80%) | |
| Data Testing | 400 |
| (20%) | |
| Total | 2000 |
Sample datasets label with mask:

Sample datasets label without mask:

Fig. 1 Dataset sample that represents the two classes

is real or fake. To gain the best result, we tune our model with various hyperparameters. Finally, the proposed model can produce an effective model for detecting the face mask.

5 Result and analysis

5.1 Detection test

This study focuses on detecting face masks using the most informative features. To perform this experiment, we tune various hyperparameters to acquire the best results and construct the model by considering several network indicators. To construct an effective learning model, we build the generator to make fake data and then utilize the discriminator function to detect and classify the actual data. Figure 2 shows a graph of the training loss of the generator and the discriminator in this study.

In Fig. 2, label \( X \) and label \( Y \) are the assessment parameters in Fig. 2, where label \( X \) is the number of trainings performed, and \( Y \) is the loss value obtained by the model. It displays the loss results from the training phase, the blue line indicates the value of the discriminator, and the yellow line indicates the value of the generator. The generator can generate fake data from the 2000 dataset, differentiated by the discriminator, the original, and the fake data.

Based on the experimental result, the discriminator gets fewer scores than the generator. Discriminators can distinguish between real and fake data accurately. On the other hand, the generator produces higher losses than the discriminator, which means the generator cannot deceive the discriminator. In generator calculation, the more epochs, the better model. To measure the model capability, we compute the loss function that getting closer to the loss discriminator means a better model.

To evaluate the accuracy, we calculate a variety of assessment criteria. We analyze the detection outcomes by calculating the discriminator and generator loss values to indicate more accurate findings and a lower error rate. The results of the discriminator loss value show that the proposed model value indicates more accuracy with a lower error rate. Table 3 shows the discriminator and generator values results with the hyperparameter we use in this experiment.
To get the best model performance in the mask detection problem, we tune the hyper-parameters epoch = 1000 and batch size = 32 during the process with Adam Optimizer. Thus, the proposed GAN can effectively detect face masks by producing a higher score with a $D_{\text{Loss}} = 0.0032$ and a $G_{\text{Loss}} = 7.3296$. After several process phases, the detection technique gets higher results with a tiny loss.

Our proposed model can produce a promising performance in detecting face masks based on the experimental result. In the mask detection issue, GAN has shown tremendous capability and potential in the machine learning world to create realistic-looking images and videos. Beyond its generative ability, the concept of adversarial learning is a framework that, if further explored, could lead to a massive breakthrough in deep learning. However, GAN remains a common failure in the training process known as mode collapse, where the generator discovers and exploits a weakness in the discriminator. Mode collapse occurs when it generates similar images regardless of variation in the random input.

### 6 Conclusion

Traditional face mask detection techniques rely on visual abilities or conventional image processing methods. However, on broad-scale detection of face masks becomes more difficult. The conventional way becomes more tedious in a large dataset, especially in crowded places. To solve this problem, we build a detection model using the GAN that consists of a Generator and Discriminator to identify the use of face masks efficiently. To conduct this experiment, we collect a large dataset, perform pre-processing, and build our model by tuning different hyperparameters to get the highest accuracy.

This paper constructs a novel model to detect face masks using GAN by analyzing features extracted from dataset images. Based on this study, our detection model shows a $D_{\text{Loss}} = 0.0032$ and a $G_{\text{Loss}} = 7.3296$. After several process phases, the detection technique gets higher results with a tiny loss. Based on the experimental result, the proposed model can be a promising solution to deal with face mask detection issues using the real and huge dataset.

This paper constructs a novel model to detect face masks using GAN by analyzing features extracted from dataset images. Based on this study, our detection model shows a $D_{\text{Loss}} = 0.0032$ and a $G_{\text{Loss}} = 7.3296$. After several process phases, the detection technique gets higher results with a tiny loss. Based on the experimental result, the proposed model can be a promising solution to deal with face mask detection issues using the real and huge dataset.

In future research, another dynamic learning algorithms such as GCN and RBM can be adopted to improve the detection result. To improve face mask detection, the next model can utilize the Graph Convolutional Network (GCN) architecture. GCN is semi-supervised learning on structured graph data so that it is expected to produce higher quality accuracy. The next research can utilize face mask detection using GCN configured with additional hyperparameter settings to get higher results while simultaneously reducing power consumption.
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