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Because of non-deterministic polynomial time hardness of job-shop scheduling problem (JSP), approximate optimization based on meta-heuristics has been actively discussed. Considering position of planners in production sites, it is desirable to develop a method in which their know-how is respected. An approach for meeting this requirement is to set the schedule generated by a planner as the initial solution and then gradually improve the solution by repeating a search in its neighborhood so that he/she can follow and thoroughly examine the improved solution. For this reason, this research is focused on scheduling using simulated annealing (SA). Because SA has a disadvantage that good solutions cannot be obtained efficiently if the initial solution has not been given appropriately, methods for solving this problem have been proposed for JSPs aiming at minimizing makespan. In high-mix low-volume manufacturing, it is also important to minimize production lead time to reduce work-in-process inventory. This research takes up production lead time defined as the time between the starting and the finishing times of a job considering strong constraint on places for putting work-in-process in production of large equipment, and deals with development of an efficient method using SA for JSPs aiming at minimizing the average value of the production lead times. Two methods of neighborhood limitation in SA for reducing the evaluation value were developed by focusing on waiting time of operations. It was proven that using one of the proposed methods in SA with appropriate probabilities is effective to JSPs of a certain size by numerical examples.

1. Introduction

Diversified consumers’ needs have caused transition from low-mix high-volume manufacturing to high-mix low-volume manufacturing. As a result of this transition, job-shop scheduling problem (JSP) has been an important topic of discussion[1]. This problem is known as a non-deterministic polynomial time (NP) hard problem, and it is required to develop methods for finding an appropriate schedule for real-world problems in a short time. Application of approximate optimization by meta-heuristics to JSP has been expected to be an approach for satisfying this requirement[2–5].

In actual production, there is a person who is in charge of planning and deciding a production schedule. The planner is held responsible for the schedule. For this reason, a planner often generates and decides a schedule based on his/her own know-how. Considering such position of planners, it is desirable to develop a method in which the know-how of a planner is respected. An approach for meeting this requirement is to set the schedule generated by a planner as the initial solution and then gradually improve the solution by repeating a search in its neighborhood so that he/she can follow and thoroughly examine the improved solution. For this reason, this research is focused on scheduling using simulated annealing (SA). Because SA has a disadvantage that good solutions cannot be obtained efficiently if the initial solution has not been given appropriately, methods for solving this problem have been proposed for JSPs aiming at minimizing makespan. In high-mix low-volume manufacturing, it is also important to minimize production lead time to reduce work-in-process inventory. This research takes up production lead time defined as the time between the starting and the finishing times of a job considering strong constraint on places for putting work-in-process in production of large equipment, and deals with development of an efficient method using SA for JSPs aiming at minimizing the average value of the production lead times. Two methods of neighborhood limitation in SA for reducing the evaluation value were developed by focusing on waiting time of operations. It was proven that using one of the proposed methods in SA with appropriate probabilities is effective to JSPs of a certain size by numerical examples.
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sider not only makespan but also other indices such as total weighted tardiness, weighted sum of tardy jobs, and so on[13–15]. It is necessary to develop efficient search methods for those indices. This research takes average production lead time into consideration, which is the average value of the time required for production of each product. This paper describes an improved scheduling method using SA with a process for performing the search in an appropriate direction or for avoiding the search in a wrong direction for efficiently reaching the optimal solution of JSP aiming at minimizing average production lead time.

2. Job-Shop Scheduling Using SA

2.1 Considered problem

The following JSP is considered in this paper. J jobs are processed with M machines. Job \( j \) needs \( O_j \) operations, and operation \( o \in \{1, \ldots, O_j\} \) is processed with a predetermined machine \( m^{j_o} \) and the time required for the operation has been given. Setup time, transportation time and restriction of place for putting a semi-finished product are ignored.

Many of existing job-shop scheduling methods aim to minimize makespan. However, in actual production, it is also important to shorten production lead time and reduce work-in-process (WIP) inventory in the factory. This paper deals with minimizing the average lead time \( ALT \) defined by (1), where \( ST_j \) and \( ET_{jO_j} \) stand for the starting time and the finishing time of job \( j \), respectively.

\[
ALT := \frac{1}{J} \sum_{j=1}^{J} (ET_{jO_j} - ST_j) \tag{1}
\]

The term production lead time is used for different purposes. It is usually used in the sense of flow time, which is defined as the time between the release time and the finishing time \([16,17]\), and job-shop scheduling considering average flow time has been discussed by various research groups[18–22]. It is sometimes defined as the time between the release time and the due date, and a release time determination method using backward and forward scheduling based on dispatching rules was proposed[23]. In production of large equipment such as turbine generator, propulsion device, and so on, constraint on place for putting WIPs is serious due to their size and it is therefore desirable to finish the production as soon as possible once after the production starts. For this reason, unlike the conventional researches, this research considers the time between the starting time and the finishing time as given in equation (1).

The constraint on place for putting WIPs can be rephrased into buffer capacity constraint as a more general term, which has been also discussed by various research groups based on mathematical programming and graph theory[24–27] and heuristics[28–30]. In particular, minimization based on the index (1) is essentially equivalent to minimization of waiting time, which has been performed by means of heuristic rules[31] and mathematical programming[32], since it is assumed that processing times are known in advance and do not change in this research. However, JSP with buffer capacity constraint or minimization of waiting time by SA has not been discussed.

2.2 Simulated annealing and its application to job-shop scheduling

SA imitates the annealing process with a computer in which heated material is cooled slowly so that stable material structure without defects is obtained. The basic algorithm is described as follows, and its flowchart is shown in Fig.1:

1. Decide an initial solution \( x_S \), an initial temperature \( T_S \), a final temperature \( T_F \), a cooling rate \( R(<1) \), and a number of repetitions at each temperature \( C \). Initialize the current solution \( x = x_S \), the temperature parameter \( T = T_S \) and the temporary solution \( x^* = x \).
2. Initialize the counter \( k = 1 \).
3. Select randomly a solution \( y \) in the neighborhood \( N(x) \), and calculate \( \Delta = f(y) - f(x) \). The probability of updating the current solution is set to 1 if \( \Delta \leq 0 \); to \( e^{(-\Delta)/T} \) otherwise. Then update the current solution \( x = y \) with the probability. Furthermore, if \( f(y) < f(x^*) \), update the temporary solution \( x^* = y \).
4. Increment \( k = k + 1 \). If \( k < C \), go to Step 2. Go to Step 5 otherwise.
5. Update \( T = RT \). If \( T > T_F \), go to Step 2. Otherwise, accept the temporary solution \( x^* \) as the final solution and stop.

In order to apply SA to production scheduling, it is necessary to define a representation method of a schedule which corresponds to a solution in the algorithm. A representative method is permutation representation. In this method, a one-dimensional array of \( \sum_{j=1}^{J} O_j \) elements is defined and numbers between 1 and \( J \) are assigned to the elements for \( O_j \) times. The value of an element represents an operation number of the job the ID number of which is equal to the value. The operation number is determined by the number of appearances of the value in the elements located prior to the element (Fig.2). In the array, a prior element has higher priority than posterior elements. By assigning the operation represented by each element to the earliest idle time of the machine in the order of the priority, it is possible to generate a schedule and evaluate average production lead time.

Based on this permutation representation, the neighborhood is often defined as the set of solutions generated by selecting two elements and exchanging them (Fig.3). In SA, the search proceeds by randomly selecting a solution included in this neighborhood. However, with such a random selection, there is a high possibility of transitioning to an inappropriate neighbor solution, and it is possible that optimization cannot be performed sufficiently or efficiently.
3. Proposed Method

This section describes methods for limitation of the neighborhood so that it becomes easier to reduce average production lead time than considering all solutions in the neighborhood. Implementing an operation which limits the neighborhood appropriately in SA reduces transition to an improper neighbor solution and is expected to be a method that can efficiently perform optimization (Fig. 4).

3.1 Method 1

For the limitation of the neighborhood, this method is focused on the operation with the longest waiting time to start. In the schedule generated from the current solution, waiting time of each operation is evaluated, and the operation with the longest waiting time is selected. It is expected that shortening the waiting time for that operation (the third operation of job 2 in the example shown in Fig. 5) is effective for shortening the average lead time. Therefore, one of the operations within this waiting time is randomly selected as the candidate A to be exchanged for generating a neighbor solution.

As the other candidate B to be exchanged, the final operation of the job having the operation with the longest waiting time is selected. There are two reasons for adopting this selection. The first one is that, when an operation is chosen as the candidate A and the element indicating the operation is selected in the array, it is possible to surely move this operation out of the longest waiting time by inserting the number of the job having the longest waiting time into the selected element. The other one is that, in the per-
mutation representation, it is expected that the lead time of a job becomes shorter as the numbers of the job are placed as close to each other as possible.

By selecting the above two elements as candidates A and B to be exchanged and swapping them on the permutation representation, the operation A placed within the longest waiting time moves out of it, the longest waiting time becomes shorter, and therefore it is expected that the solution is updated in the direction so that the average lead time becomes shorter.

3.2 Method 2

Method 1 intends to find the operation with the longest waiting time and shorten it. Method 2 is focused on an operation which would be much effective for reduction of waiting time of another operation by moving itself.

For the limitation of the neighborhood, the operation the processing time of which is longest is chosen from operations included in waiting time of an operation. By moving this operation out of the waiting time, the starting time of the operation that was made to wait by that operation is put greatly ahead, and it is expected that the lead time of this job is shortened and the average lead time is also reduced. For this reason, this operation is selected as the candidate A to be exchanged for generating a neighbor solution. As the candidate B to be exchanged, the final operation of the job which is made to wait by the selected operation for the same reason as Method 1.

4. Numerical Examples

4.1 Verification with industrial size problems

The proposed method was applied to industrial size examples of \( M = 50, J = 89 \) and \( \max_j O_j = 38 \) for verification of its effectiveness. Five problems were generated by determining the values of processing times from a predetermined range based on the uniform distribution. In order to check the existence of initial solution dependence, we prepared initial solution 1, 2, 3, 4, and 5 with random. The normal SA and the proposed methods were applied to each of the five problems for 10 times by changing the seed for random numbers, and the average values of the average lead time of each problem were compared. The final temperature \( T_F \), the cooling rate \( R \) and the number of repetitions at each temperature \( C \) were set to 1, 0.9995, and 1, respectively. Optimizations were performed using a generic workstation (CPU: Intel Core i5-6803.60GHz, 4.00GB RAM).

The two proposed methods of neighborhood solution generation were utilized in SA with the probability of 0%, 10%, 20%, ..., 100%, respectively. The initial temperature \( T_S \) was set to 1000. Figs. 10, 11 show the result of Method 1 and Method 2. The horizontal axis shows the ratio of using the method in generation of the neighbor solution \( P \) and the vertical axis shows the average lead time. There are no significant differences among the results of any initial solutions. As for Method 2, the limitation did not have a positive effect but rather a negative effect.
Fig. 7 Flowchart of SA including the proposed neighborhood limitation methods ("rand[0,1]" stands for a real number generated from the closed interval [0,1] randomly.)

Find an operation that has the longest waiting time, and define the operation and the waiting time as $O_{MN}$ and $LWT_{MN}$

Store operations in the $LWT_{MN}$ to the array of candidate operations

Select an operation randomly from the array and define it as A

Define the last operation of M as B

Swap A with B

Output the nearest neighbor solution

Fig. 8 Flowchart of Method 1

Choose the longest operation ($O_{MN}$) which is in waiting time $WT_{ij}(i=1,2,...,I)(j=1,2,...,J)$, and define the operation as A

Define the last operation of M as B

Swap A with B

Output the nearest neighbor solution

Fig. 9 Flowchart of Method 2
on finding a good solution for almost all the values of $P$. This would be because using this method imposes too strong constraints, since the limited neighborhood includes only one candidate to be chosen. As for Method 1, better solutions could be found than the normal SA ($P = 0$) and the evaluation value becomes better as $P$ increases except 100%. As described in 3.3, the improved SA forces generation of the next neighbor solution without limitation when the last neighbor solution has not been accepted as the current solution, since the limitation may not be effective in such a case. Due to this intentional avoidance of the neighborhood limitation, the actual percentage of using Method 1 differs from the specified value of $P$. Table 1 shows the average value of actual number and percentage of the normal SA (column A), Method 1 (column B) and the intentional avoidance (column C). Although the actual percentage is quite different from the specified value in the range of 20% and 90%, it can be confirmed that the neighborhood limitation by Method 1 is effective for finding a better solution. On the other hand, the evaluation value was quite worse when $P = 100$, where the actual percentage was 96.8% and near the specified value, though a good solution was sometimes found even in such a case. This implies that using this method almost always and prohibiting random search almost every time results in imposing too much limitation.

Table 1 The average value of actual number and percentage of the normal SA (column A), Method 1 (column B) and the intentional avoidance (column C)

| $P$ | A   |   | B   |   | C   |   |
|-----|-----|---|-----|---|-----|---|
|     | #   | % | #   | % | #   | % |
| 0   | 13813 | 100 | 0   | 0 | 0   | 0 |
| 10  | 11538 | 83.5 | 1301 | 9.4 | 794 | 5.7 |
| 20  | 9616  | 69.6 | 2371 | 17.2 | 1826 | 13.2 |
| 30  | 7962  | 57.6 | 3411 | 24.7 | 2240 | 16.2 |
| 40  | 6438  | 46.6 | 4309 | 31.2 | 3066 | 22.2 |
| 50  | 4995  | 36.2 | 4947 | 35.8 | 3871 | 28 |
| 60  | 3878  | 28.1 | 5627 | 40.7 | 4308 | 31.2 |
| 70  | 2754  | 19.9 | 6478 | 46.9 | 4581 | 33.2 |
| 80  | 1768  | 12.8 | 6876 | 49.8 | 5169 | 37.4 |
| 90  | 928   | 6.7  | 7366 | 53.3 | 5519 | 40 |
| 100 | 0     | 0    | 13377 | 96.8 | 436 | 3.2 |

In order to investigate effectiveness of the intentional avoidance of neighborhood limitation, the improved SA with Method 1 without this operation was also applied to the same examples. The result is shown in Fig. 12. It seems that the proposed limitation is most effective when $P$ is in or around the range of 40% and 60%. This accords with the result of Method 1 with the intentional avoidance shown in Fig. 10 and Table 1. Considering these results, it seems that the intentional avoidance does not have a positive effect or a negative effect.
Fig. 11 The average value of the average lead time obtained by Method 2 ($T_S = 1000$)

Fig. 12 The average value of the average lead time obtained by Method 1 without the intentional avoidance of the neighborhood limitation ($T_S = 1000$)
As for Method 1, effect of initial temperature was also examined, which is an important parameter of SA, by changing $T_S$ to 10000, 500 and 100, respectively. Figs. 13–15 show results of those temperatures. These figures show results for only one of the five problems due to limitations of space, but similar results were obtained for the rest of the problems. The method is more effective when initial temperature is set to a higher value. On the other hand, when the method is used with a low initial temperature, the method is not more effective than the normal SA. These results imply that Method 1 is effective for avoiding updating of a solution in a wrong direction rather than for forcing a solution to be updated in an appropriate direction.

4.2 Verification with problems of different size

Effectiveness of the proposed method was also investigated from the point of view of problem size. Five problems of $M = 15$, $J = 30$ and $\max_j O_j = 15$
were generated by determining the values of processing times from a predetermined range based on the uniform distribution. The improved SA using Method 1 with the intentional avoidance of neighborhood limitation was applied to them and optimizations were performed under the same condition. Figs. 16–19 show the results of one of the five problems where the initial temperature was set to 10000, 1000, 500 and 100, respectively. Similar results were obtained for the rest of the five problems. There is almost no difference among the obtained values in the range of 0% and 90%. This would be because that the solution space is small and random search without neighborhood limitation has a sufficient ability.

Effect of the proposed method was also investigated with a larger size example of $M = 50$, $J = 130$ and $\max_j \omega_j = 60$, though multiple optimizations under various conditions could not be performed due to large computational load. Fig. 20 shows the result obtained with an initial solution and the initial temperature of 1000. Positive effects by the proposed method were not found either. The reason may be that the solution space is quite large and the improved SA is no longer effective with the initial temperature. Positive effects might be found if the optimization is performed with higher initial temperature, though it requires higher computational power and longer computation time.

5. Conclusions

This paper has described a scheduling method using SA for JSP aiming at minimizing the average value of production lead time which was defined as the time between the starting and the finishing times of a job considering constraint on places for putting WIPs. Two methods for limiting the neighborhood of a solution in SA have been proposed by focusing on the operation having the longest waiting time and the operation which is the cause of the waiting time of another operation and has a long processing time. It has been confirmed that, for JSP of a certain size, applying one of those two methods with an appropriate probability in SA makes it possible to obtain a better solution than that obtained by the normal SA because the method is effective for avoiding updating of a solution in a wrong direction.

The effectiveness of the proposed method for larger size JSPs was not shown in this paper. However, the method may be effective to those problems if optimizations are performed with sufficiently high initial temperature. It is desirable to develop a suitable computational environment and make this point clear. In addition, the verifications were performed with only JSPs uniquely generated based on an actual production in industry. It is also desirable to perform solid verifications using benchmark problems proposed by other research groups.

In order to advance the proposed method to a practical one, it is necessary to consider various evaluation indices such as makespan, total weighted tardiness, earliness, and so on. It is also necessary to take requirements and constraints in actual production sites into consideration such as overtime and worker scheduling. Moreover, it is expected that the method of generating neighbor solutions aiming at shortening the average production lead time dealt with this research can be applied not only to SA but also to other meta-heuristics. In addition, evaluation and discussion from the point of view of respecting know-how of planners should be performed. These issues will be discussed in future works.
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