Prediction Method of Periodic Limb Movements Based on Deep Learning Using ECG Signal
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Abstract

In this study, we demonstrated a novel method to predict a patient with periodic limb movements (PLMs) based on a deep learning model using an electrocardiogram (ECG) signal. A convolutional neural network (CNN) model was used to distinguish between the PLM and control subjects through morphological analysis of an ECG signal. The constructed CNN model consisted of convolutional, pooling, and fully connected layers. For this study, polysomnography (PSG) data that were measured from 14 subjects at the Samsung Medical Center were used. The subjects were divided into control group (4 males, 3 females) and PLM group (4 males, 3 females). To train and evaluate the CNN model, the ECG dataset was collected during the PSG study, and it was normalized and segmented at a duration of 10 s. The training and test sets consisted of 30,324 and 7,582 segments, respectively. The CNN model presented a prediction performance with an F1-score of 100.0% for the test sets. We obtained robust results that demonstrated the possibility of the automatic screening of PLM patients using the CNN model with an ECG signal.
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1. Introduction

Periodic limb movements (PLMs) are regarded as repetitive and episodic movements caused by specific muscle atonia during sleep. PLM episodes are repeated four or more times consecutively, with the duration of one episode that ranges from 0.5 to 5 seconds. The interval between two episodes is from 5 to 90 seconds. Frequent occurrence of PLMs (e.g., the average number of PLMs per hour) may be lead to arousal or sleep fragmentation, which can affect personal health and wellbeing \cite{1}. Furthermore, PLMs are known to be related to several other disorders, including cardiovascular disease, hypertension, depression, narcolepsy, rapid eye movement disorder, and Parkinson’s disease \cite{2,6}. Thus, early and easy diagnosis of PLMs is clinically crucial to prevent other associated diseases.

Nocturnal polysomnography (PSG) is the standard diagnostic test for sleep disorders, including PLMs and restless legs syndrome. In PSG, various equipment are attached to the
body of the patient to measure various bio-signals, such as electroencephalogram (EEG), electrooculogram (EOG), electrocardiogram (ECG), and electromyogram (EMG). In addition, the PSG test can accurately and objectively diagnose all sleep-related disorders based on the bio-signals recorded during sleep [7]. However, PSG tests are expensive and inconvenient and require sleep experts. Most importantly, sleep experts require annotating the PLMs manually, which is a remarkable task, and the annotation results may differ according to the experience and proficiency of the sleep expert.

A few studies have proposed alternative methods for scoring PLMs based on accelerometry, EMG, and film sensors [8–11]. King et al. [9] proposed a novel approach to measure PLMs using an Actiwatch (Cambridge Neuro-Technology Ltd., Cambridge, UK). They demonstrated the potential of the continuous measurement of PLMs for monitoring and treatment. Prill and Fahrenberg [10] investigated a method based on multiple accelerometry for PLM assessment. However, these studies required additional devices or multiple sensors and their performance was not sufficient. Finally, Wetter et al. [11] developed an automatic scoring method based on an EMG signal during PSG. They achieved an accuracy of 92.5% for PLM episodes. Portable PSG is essentially used for home sleep monitoring to diagnose sleep disorders [12]. Portable or home PSG only requires four channel physiological signals: ECG, respiratory, SpO₂, and photoplethysmography. Therefore, a novel algorithm based on a single-lead ECG signal is required for PLM monitoring in laboratory and home.

In this study, using a single-lead ECG signal, we proposed a novel approach for the automatic prediction of PLM patients by deep learning. A convolutional neural network (CNN) was used as the deep learning model. For the performance evaluation, a clinical dataset obtained from control and patient groups with PLMs was used.

### 2. Materials

#### 2.1 Study Population

For this study, 14 subjects were enrolled, and all of them underwent nocturnal PSG recordings. All the PSG recordings were obtained by using a polygraphic amplifier (N7000; Embla, Iceland) over an average period of 7.5 hours at the Samsung Medical Center, Seoul, Korea (Table 1). The PSG data comprise numerous biosignals, including EEG, EOG, EMG, ECG, chest and abdominal respiration, airflow, oxygen saturation, and snoring. The signals were recorded at a sampling rate of 200 Hz and segmented into units of 30 seconds. Sleep disorders, including PLMs, were labeled according to the criteria of the American Association of Sleep Medicine [13]. All the PSG recordings were approved by the Institutional Review Board of Samsung Medical Center (IRB No. 2012-01-063).

#### 2.2 Dataset

The ECG signals of the subjects in each group were collected using a single-lead transducer and then resampled at 100 Hz; they consisted of 1,000 samples per episode. The study population was randomly divided into training (10 subjects, 30,324 events) and test (4 subjects, 7,582 events) sets to train and evaluate the constructed deep learning model (Table 2).

### 3. Methods
3.1 Deep Learning Model

Deep learning can be useful for modeling the characteristics of human sleep patterns, particularly sleep-related movements during sleep, such as PLMs. A CNN is a most common deep learning model known to present outstanding performance in computer vision and pattern recognition [14]. In this study, an optimal CNN model for PLM prediction was designed and optimized via trial and error. Thus, the proposed deep learning model comprised a three-layer CNN model.

3.1.1 Convolutional layer

The proposed CNN model used one-dimensional (1D) convolutional and pooling layers. In this layer, feature maps were extracted from the ECG signal. The 1D convolutional filters were applied in different sizes and numbers to each layer. A 1D convolutional layer can be represented by the convolution operation expressed in Eq. (1).

\[
x^l_k = b^l_k + \sum_{i=1}^{N} w^{l-1}_{k} \ast y^{l-1}_{i},
\]

where \(x^l_k\) denotes the \(k\)-th feature map in layer \(l\), \(b^l_k\) is the bias of the \(k\)-th feature map in layer \(l\), and \(y^{l-1}_{i}\) represents the \(i\)-th feature map in layer \(l-1\). Further, \(w^{l-1}_{k}\) is the \(k\)-th convolutional kernel from all the features in layer \(l-1\) to the \(k\)-th feature map in layer \(l\). \(N\) denotes the total number of features in layer \(l-1\), and \((\ast)\) indicates a vector convolution [15].

3.1.2 Pooling layer

A pooling layer performs logical functions to increase the discriminative power of the features and reduces the amount of data. Pooling or sub-sampling has several methods. The proposed CNN model performed max-pooling in the pooling layers for the intermediate feature map reduction. The pooling layers have no training parameters. However, there were several hyperparameters, including the window size \(f\), stride \(s\), max, and average pool. The window size of the pooling specifies the \(f \times 1\) window for 1D max-pooling.

3.1.3 Activation function

A rectified linear unit (ReLU) was used as the activation function of each layer of the proposed deep learning model; it can be represented as follows:

\[
f(x) = \max(0, wx + b),
\]

where \(x\) represents the feature map, \(w\) is the weight, and \(b\) denotes the bias [16]. ReLU demonstrates a robust training performance and produces consistent gradients, which aid gradient-based learning.

Dropout and batch normalization were conducted to reduce overfitting in the proposed CNN model for the automatic prediction of PLMs using a single-lead ECG. To reduce overfitting in the network model, dropout randomly eliminates nodes in a network, thereby preventing complex adaptations on the training data [17]. In this study, batch normalization was conducted on the input ECG signal before training the proposed CNN model, as expressed in Eq. (3).

\[
x_b = \alpha \cdot \left( \frac{x_i - \mu}{\sqrt{\sigma^2 + \varepsilon}} \right) + \beta,
\]

where \(\varepsilon\) is the small random noise, \(\mu\) is the mini-batch mean, \(\sigma\) is the mini-batch variance, \(\alpha\) denotes the scale parameter, and \(\beta\) represents the shift parameter. Both \(\alpha\) and \(\beta\) are trainable and updated in an epoch-wise manner [18].

3.2 Architecture and Implementation

The proposed deep learning model was a three-layer structure comprising three convolutional and pooling layers in the CNN (Figure 1). The first convolutional layer had 20 filters with the size of \(50 \times 1\) array, and the output feature map has the size of \(951 \times 20\) array. The second convolutional layer had 16 filters with the size of \(30 \times 1\) array, and the output feature map was \(446 \times 16\) array. The last convolutional layer had eight filters with the size of \(10 \times 1\), and the output of this layer has the size of \(214 \times 8\) array. Subsequently, we used a fully connected layer with the softmax activation as a final discriminator for the PLM prediction from a single-lead ECG signal. ReLU activation and max pooling \((2 \times 1)\) were used for all the layers. For real-time implementation, we attempted to design a simple and easy model of the CNN.

For this study, the PSG data were processed using MATLAB (ver. R2018b) software. The proposed deep learning model was implemented using the Keras library [19] with TensorFlow [20] backend. A workstation with Intel CPU (i9-9900X @ 3.5 GHz) and Nvidia GPU (GeForce RTX 2080 Ti) was used to train and evaluate the deep learning model.

3.3 Evaluation Measures

For the assessment of the proposed deep learning model for PLM prediction using a single-lead ECG signal, the following
evaluation measures were used: precision, recall, and F1-score. The F1-score evaluates the prediction accuracy of a class according to the class equality. To obtain the F1-score, two evaluation measures, precision and recall, are combined. These are defined as follows:

\[
\text{precision} = \frac{TP}{TP + FP}, \quad \text{and} \quad (4)
\]
\[
\text{recall} = \frac{TP}{TP + FN}, \quad (5)
\]

where TP, FP, and FN denote true positive, false positive, and false negative, respectively. They are determined for each periodic leg movement event.

The F1-score, which is known to be appropriate for an unbalanced dataset, is computed based on the sample proportion of the precision and recall as follows:

\[
F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}. \quad (6)
\]

4. Result

Table 3 shows the results of the proposed deep learning model for the automatic prediction of PLM patients using a single-lead ECG signal. The performance of the proposed deep learning model was represented by the recall, precision, F1-score, and accuracy for the training and the test set.

Figure 2 shows the graphs of the learning accuracy and the losses of the proposed deep learning model for PLM prediction.

| Datasets | Episodes | Precision | Recall | F1-score | Accuracy |
|----------|----------|-----------|--------|----------|----------|
| Training set | CTR | 1.00 | 1.00 | 1.00 | 0.998 |
| | PLM | 1.00 | 1.00 | 1.00 |
| Test set | CTR | 1.00 | 1.00 | 1.00 | 0.992 |
| | PLM | 1.00 | 1.00 |

We achieved stable and robust performances for the training and the test set.

5. Discussion

This study proposed a novel approach for the automatic prediction of PLM patients by deep learning using a single-lead ECG signal. A CNN model was used for the deep learning, and its performance was evaluated using a clinical dataset measured from a control group and patients with PLMs. We achieved a high performance with an accuracy of 99.8% on the training set and 99.2% on the test set.

PLMs are considered prevalent in old people above 60 years; however, no prediction method is available for PLM patients yet. This study is an alternative study in which a CNN is applied to an intelligent system for PLM prediction using a single-lead ECG signal. The proposed approach has some advances, such as a strong performance, simultaneous usability in laboratory and home sleep monitoring, and easy implementation. Owing
to motion artifacts in ECG signals, the proposed approach can precisely discriminate between normal and abnormal ECGs for the automatic prediction of PLMs based on deep learning. An ECG signal is an essential and important clinical information source for not only nocturnal PSG study at a sleep laboratory but also for portable PSG for home sleep monitoring. The proposed approach for the automatic prediction of PLM suggested a simple CNN architecture that can be easily implemented with real-world data.

However, this study has several limitations, including the small amount of data and the high computational power. For this study, we used the ECG signals of only 14 subjects. In a further study, a comparatively larger study population should be used to overcome this limitation. To calculate high-dimensional data abstraction, a CNN model requires a relatively high computational power than conventional machine learning methods. Therefore, in this study, we constructed and optimized a CNN model with a simple and small structure.

In summary, we proposed a novel method for the automatic prediction of PLM patients by a deep learning model using an ECG signal. The deep CNN model was constructed and evaluated by the dataset of the control and PLM patients for this study. We obtained very satisfactory performances on the training and test sets. In addition, we proposed an alternative method to predict PLM patients. Our results demonstrated the possibility of using the deep learning model with an ECG signal for PLM prediction. In addition, it showed that a single-lead ECG signal can be used as a discriminative and alternative signal for PLM patients. The proposed approach can be used as a sufficient and helpful prediction tool for sleep-related movements, including PLMs. In further studies, comparatively more diverse patients and larger datasets are required for insightful results.
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