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Abstract
In this paper, the uncertainty is defined as the mean square error between a given enhanced noisy observation vector and the corresponding clean one. Then, a DNN is trained by using enhanced noisy observation vectors as input and the uncertainty as output with a training database. In testing, the DNN receives an enhanced noisy observation vector and delivers the estimated uncertainty. This uncertainty in employed in combination with a weighted DNN-HMM based speech recognition system and compared with an existing estimation of the noise cancelling uncertainty variance based on an additive noise model. Experiments were carried out with Aurora-4 task. Results with clean, multi-noise and multi-condition training are presented.

Index Terms: speech recognition, DNN, uncertainty, weighted Viterbi algorithm.

1. Introduction
Uncertainty variance in noise removal was proposed initially to weight the information provided by frames according to their reliability in DTW and HMM algorithms [1] [2] [3]. To achieve this purpose, the enhanced features (e.g. MFCC or filter-bank log-energies) should be considered random variables with the corresponding mean and variance. According to [4], it was proposed “the replacement of the ordinary output probability with its expected value if the addition of noise is modelled as a stochastic process, which in turn is merged with the hidden Markov model (HMM) in the Viterbi algorithm.” Consequently, the new output probability for the generic case of a mixture of Gaussians can be seen as the definition of a stochastic version of the weighted Viterbi algorithm. This is due to the fact that the final variances of the Gaussians correspond to the sum of the HMM and uncertainty variances. If the uncertainty variances rise, the discriminability of the GMM observation probability is reduced and the decoding process depends more on the language model [5]. The Viterbi decoding algorithm, which incorporates the uncertainty in noise cancelling is denoted as Stochastic Weighted Viterbi (SWV) algorithm because the growth of the GMM variances leads to a discriminability decrease of those frames with high uncertainty. Results with GMM-HMM-based speaker verification [4] and speech recognition [5] [6] suggested that SWV can provide significant WER reductions when speech signals are corrupted with additive, convolitional and coding-decoding distortion.

A similar result was later obtained in [7] by marginalizing the joint conditional pdf of the original and corrupted cepstral features over all possible unseen clean speech cepstra. As an alternative of using a model for additive noise, as in [4], the pdf of the noisy features, given the clean coefficients, was assumed to be as a Gaussian distribution. Nevertheless this result employed the same idea of uncertainty proposed in [1] [2] [3]. Moreover, in [7], the weighting nature of the uncertainty was not analysed. In [8], a new classification rule was described by proposing an integration over the feature space instead of over the model-parameter space. It was evaluated with connected speech recognition. The enhancement uncertainty variances were estimated by using a probabilistic and parametric model of speech distortion. Two adaptation schemes were proposed to preserve the observation uncertainty in [9]. The results were achieved with connected digits. It is worth emphasizing that in [5] and [6] a generalization of the model presented in [4] was successfully applied to a continuous speech recognition task.

The uncertainty estimation of speech features was also tackled later in [10] [11] [12] [13]. More specifically in [13], it was shown that short-term Fourier transform (STFT) uncertainty propagation can be combined with the Wiener filter to compute minimum mean square error (MMSE) estimations in the feature domain for several parameter extraction methods. On the other hand, despite the noise cancelling uncertainty being presented only for band-pass filters and MFCC coefficients, the proposed modelling employed in [1] [2] [3] [4] does not require consideration of a Gaussian distribution for the additive noise in the STFT domain. Additionally, the non-linear log function is included by definition in the uncertainty estimation with spectral subtraction.

In the context of band-pass filter bank analysis based features, as mentioned above, the uncertainty in noise cancelling was proposed firstly in [1] [2], and further developed in [4]. According to [4] the uncertainty variance in noise cancelling in a band-pass filter is expressed as:

\[ \text{Var}[\log\left(\frac{\hat{z}_m}{y_m}\right)] = \left\{ \begin{array}{ll}
2 \cdot c_m \cdot \mathbb{E}[n_m^2] & \text{if } \frac{\hat{y}_m}{y_m} = \mathbb{E}[n_m^2] \\
\frac{\hat{y}_m}{y_m} - \mathbb{E}[n_m^2] & \text{if } \frac{\hat{y}_m}{y_m} - \mathbb{E}[n_m^2] = 1 \\
50 \cdot c_m \cdot \mathbb{E}[n_m^2] & \text{if } \frac{\hat{y}_m}{y_m} - \mathbb{E}[n_m^2] > 0.4 \text{, else}
\end{array} \right. \]

(1)

where \( \hat{z}_m \), \( y_m \) and \( \mathbb{E}[n_m^2] \) are the estimated original clean energy, observed noisy energy and estimated noise energy at filter \( m \), respectively. Also, \( c_m \) is a correction coefficient that considers the short-term correlation between the clean and noise signals. According to [1], \( \mathbb{E}[\log(\hat{z}_m^2)] = \log(\hat{y}_m^2) - \mathbb{E}[n_m^2] \), where \( \mathbb{E}[n_m^2] \) can be seen as the spectral subtraction (SS) estimate of the clean signal. According to [1] and [4], the uncertainty variance of the Mel filter bank and MFCC can be obtained with (1). The uncertainty variance of delta and delta-delta features can be estimated as in [4]. This uncertainty variance is a key component of the SWV algorithm, which can lead to significant improvements in HMM-based speech verification and speech recognition tasks.

Uncertainty propagation has been addressed by several authors in the last few years. Various uncertainty-of-observation (UoO) methods have been
developed by extending the idea of using the uncertainty in noise cancelling to modify the acoustic model probability [7] [10] [14] [15] [16] [17]. The main motivation is the same as the one in SWV by considering the enhanced features as random variables, rather than estimated coefficients. Thus, the uncertainty incorporated by the enhancement process is considered the variance of the obtained feature. These random variables are then analytically propagated and modify the variance of the acoustic model. Nevertheless when applying this strategy to a DNN-based system, the problem of uncertainty propagation cannot be analytically treated without important approximations. Due to the fact that a DNN is not a probabilistic model it is not clear how to modify the acoustic pseudo-likelihood given the feature uncertainty. Some techniques for uncertainty propagation, such as the unscented transform (UT) [18] and piecewise exponential approximation (PIE) [19], have been proposed. UT corresponds to a method for propagating the statistics of a random variable through a nonlinear transformation. A set of sigma points is deterministically selected to represent the distribution of the random variable. Next, these points are propagated employing a given nonlinear function, the DNN in this case, and the mean and variance of the transformed set are estimated. This method differs from the Monte Carlo approach in that no random samples are required, and only a low number of points is needed [20].

In a DNN-HMM ASR system, the DNN delivers a pseudo-log-likelihood defined as [21]:

$$\log[p(x_t|q_t = s)] = \log[p(q_t = s|x_t)] - \log[p(s)]$$

(2)

where $x_t$ is the acoustic observation at time $t$, which corresponds to a window of input feature frames. Also, $q_t$ denotes one of the states or senones, $s\in[1,S]$ is the number of states or senones, and $p(s)$ is the prior probability of state $s$. The final decoded word string, $\hat{W}$, is provided by [21]:

$$\hat{W} = \arg \max_{W} \{ \log[p(x^W)] + \lambda \cdot \log[p(W)] \}$$

(3)

where $\hat{W}$ denotes the sequence of acoustic observations $x_t$, and $p(x^W)$ is the acoustic model probability that depends on the pseudo log-likelihood delivered by the DNN, $\log[p(x_t|q_t)]$. Furthermore, $p(W)$ is the language model probability of word string $W$ and $\lambda$ is the constant that is employed to balance the acoustic model and language model scores. In [22] it was proposed a modification of the DNN-HMM decoding process by incorporating an uncertainty weight, $UW$, in (3):

$$\hat{W} = \arg \max_{W} \{ UW \cdot \log[p(x^W)] + \lambda \cdot \log[p(W)] \}$$

(4)

where $UW$ is defined for each $x_t$, i.e. $UW[x_t]$. Therefore, $UW[x_t] \rightarrow 0$ if the uncertainty of frames in $x_t$, as used in DNN-HMM systems, is high. Moreover, $UW[x_t] \rightarrow 1$ if the uncertainty of $x_t$ is low. Given $x_t$, DNN estimates $s$ pseudo-log-likelihoods, $\log[p(x_t|q=s)]$. At each $x_t$, the dispersion of $\log[p(x_t|q=s)]$ is defined as its variance computed over all the possible states or senones $s$. The weighted pseudo-log-likelihoods are expressed as $L_w = UW[x_t] \cdot \log[p(x_t|q=s)]$. As a result, $L_w$ has a lower variance or dispersion than $\log[p(x_t|q=s)]$ when $UW[x_t] < 1$. Note that the closer $UW[x_t]$ is to zero, the less dispersed is the distribution of $L_w$. As a consequence, the information delivered by the acoustic model loses discriminability and the decoding process tends to rely more on the language model than on the acoustic model. On the other hand, if the uncertainty associated to $x_t$ is low, i.e. $UW[x_t]$ tends to be one, (3) is reduced to (4).

The motivation of the weighted DNN-HMM Viterbi algorithm as defined in (4) is to estimate and employ the uncertainty variance associated with the acoustic observation by providing an alternative technique to the uncertainty propagation methodology, which in turn requires many assumptions and approximations in the DNN framework. It should be noted that the use of the uncertainty variance at the DNN output had remained unsolved.

In this paper we make use of the weighting function proposed in [22], which is a generalization of the function presented in [1] [2] [3]:

$$UW[x_t] = \begin{cases} \frac{1}{Th} & \text{if } UV[x_t] \leq Th \\ \frac{K(UV[x_t] - Th) + Th}{K} & \text{if } UV[x_t] > Th \end{cases}$$

(5)

where $UW[x_t]$ is the uncertainty variance assigned to the acoustic observation, $x_t$; $Th$ is a threshold and $K$ is a constant that need to be tuned. Figure 1 depicts the weighting function defined in (5) with $Th=1$ and several values of $K$.

2. MSE uncertainty

In this paper, instead of using any model as in (1), we estimate the uncertainty as the mean square error between a given enhanced noisy observation vector, $O^e_F$, and the corresponding clean one, $O^c_F$:

$$UV_t = \frac{1}{NS} \sum_{n=1}^{NS} (O^c_{tn} - O^e_{tn})^2$$

(6)

where $t$ is the time index and $NS$ is the number of static features, i.e. Mel filter bank (MelFB). If $2L+1$ is the size of the window of input frame $x_{t}$ in the DNN, $UV[x_t]$ can be made equal to the averaged uncertainty variance within $x_{t} = [O^c_{t-L}\cdots O^c_{t+L}\cdots, O^e_{t-L}]$:

$$UV[x_t] = \frac{1}{(2L+1)} \cdot \sum_{t-L \leq t \leq t+L} UV_t$$

(7)

Because the delta and delta-delta features are linear combinations of the static parameters, they were not included in (7).
In this paper we propose the estimation of $\hat{V}_t$ with neural networks (Fig. 2). First, a DNN is trained with enhanced noisy observation vectors as input and the uncertainty defined in (6) as output with a training database. Alternatively, the noisy observation vectors and other features such as noise cancelling parameters (e.g. the uncertainty variance as defined in (1)) can also be employed as input of the neural network. In testing, the DNN receives an enhanced noisy observation vector, or any other feature, and delivers the estimated uncertainty. This uncertainty is employed in combination with the weighted DNN-HMM based speech recognition system proposed in [22] according to (4) and (5).

3. Baseline system

The ASR experiments were performed on the Aurora-4 corpus [23] by using the Kaldi Speech Recognition Toolkit [24]. Three training sets from Aurora-4 were employed: the clean, multi-noise, and multi-conditions. Each training set contains 7,137 utterances from 83 speakers. The clean training set contains only clean data recorded with a Sennheiser HMD-414 microphone. The multi-noise set contains clean (25%) and artificially-degraded utterances (75%) with one out of six noises added at SNRs between 10 and 20 dB. They were recorded with the Sennheiser HMD-414 microphone. Half of the multi-condition training set was recorded with the Sennheiser HMD-414 microphone, while each utterance of the other half was recorded with one out of 18 different microphones, with noise added as in the multi-noise data. The testing and development databases were composed of 14 test sets clustered in four groups according to [23]: A, the original clean set; B, six sets corrupted with different additive noises; C, the clean set recorded with different microphones, and D, six sets corrupted with different additive noises and microphones. Each noisy test set contains 330 or 166 of artificially degraded utterances with one out of six noises added at SNRs between 5 and 15 dB. The development database was composed of 14 sets with 330 utterances each, clustered in four groups. The speakers and transcriptions in the development database are different from the testing ones. The development database was employed to avoid overfitting in the DNN training. Spectral subtraction (SS) [25] was applied on a frame-by-frame basis to multi-noise and multi-condition training sets, and to testing data. The compensated Mel filter $m$ is defined as:

$$FE_m^{SS} = \max(\beta \times FE_m; FE_m - \alpha(SNR_m) \times E[n_m^2])$$

where $\alpha(SNR_m) =\begin{cases} \alpha_0, & \text{if } SNR_m = 0 \text{ dB} \\ \alpha_0 - (\alpha_0 - 1) \cdot \frac{SNR_m}{18}, & \text{if } 0 < SNR_m < 18 \text{ dB} \\ 1, & \text{if } SNR_m \geq 18 \text{ dB} \end{cases}$

The feature vector was composed of 40 Mel filter bank (MelFB) features, and delta and delta-delta dynamic features, with consideration of an 11-frame context window. In a previous optimization step, the DNN-HMM baseline system with multi-condition training was tested with 24, 32, 40 and 56 MelFB filters. The lowest WER, 10.9%, was found with 40 filters and 330 utterances per testing set. This baseline WER is competitive with those published in the literature for the same task [26] [27] [28] [29].

4. Oracle results

To assess the potential of this approach we carried out experiments with group B of Aurora-4 database. Group B is composed of six subsets of noisy data that was generated by adding six types of noise to a set of clean utterances. The idea was to estimate the highest possible improvement in WER we could achieve with the weighted decoding and the uncertainty defined in (4). First, the MSE uncertainty according to (6) was directly computed with each utterance in group B noisy utterances, and the corresponding clean utterance. Then, parameters $Th$ and $K$ of the weighting function in (5) were tuned. The WERs obtained in this tuning are shown in Fig. 3. According to Fig. 3, with clean signal a dramatic reduction in WER equal to 30.2% ($K=5$, $Th=8$) was achieved when compared with the baseline with SS. As expected, with multi-noise and multi-condition training the reduction was much lower and equal to 2.15% ($K=1$, $Th=12$) and 1.82% ($K=5$, $Th=18$), respectively. The WER obtained with clean training is around twice as higher than the baseline with multi-noise or multi-condition training (see Table 2). If the uncertainty could be estimated accurately, a very descent accuracy could be achieved without any knowledge about the additive noise. This approach could also be interesting when the testing environment contains a distortion that was not seen during the multi-noise or multi-style training.

5. Experiments and discussion

The DNN based estimation of the MSE uncertainty, according to Section 2, was initially evaluated by implementing four network topologies. Each DNN was built using five hidden layers. The following configurations regarding the number of units per layer were evaluated: C1, 40-40-20-40-40; C2, 80-80-40-80-80; C3, 40-40-40-40; and, C4, 80-80-80-80. Moreover, three feature inputs (Fig. 2) were defined by employing the log of the normalized energy with respect the highest frame energy within the utterance and the uncertainty estimated according to (1) averaged over the 40 static MelFB features: $f_1$, the log-normalized-frame-energy concatenated with the noisy features; $f_2$, the log-normalized-frame-energy and average uncertainty concatenated with the enhanced features with SS as in (8) and (9); and, $f_3$, the log-normalized-frame-energy and average uncertainty concatenated with the enhanced features without SS as in (8) and (9).
frame-energy concatenated with the enhanced features with SS as in (8) and (9). The DNNs were trained by making use of the Matlab Neural Network Toolbox with the Aurora-4 multi-noise training set using the MSE criterion and considering 20 iterations. Internally, the toolbox divides the data in training (70%), validation (15%) and testing (15%). The reference was the MSE uncertainty defined in (6) between the noisy and corresponding clean utterances. As can be seen in Table 1, the lowest MSE was obtained with DNN configuration C1 and input f2.

The ASR experiments were carried out with the 14 166-utterance sets from Aurora-4. Results are shown in Table 2: Baseline+SS is the base line with SS; UW+UV SS_Model, corresponds to the weighted Viterbi algorithm as in (4) where the uncertainty variance is estimated as in [22] with (1); and, UW+UV DNN denotes the weighted Viterbi algorithm as in (4) with the DNN-based estimation of the MSE uncertainty proposed here. As can be seen in Table 2, with clean training the proposed method, UW+UV DNN, achieved an average improvement was achieved. Nevertheless, with multi-noise and multi-condition training a low oracle reduction in WER was observed. In these matched training-testing conditions the accuracy of the DNN response would not depend significantly on the uncertainty in noise cancelling, and the weighted decoding would lose its effectiveness. However, if the accuracy of the DNN response is modelled with multi-noise and multi-condition training, this information can still be employed in combination with the scheme proposed herein.

It is worth emphasizing that the proposed method was tested with spectral subtraction, which only removes additive noise. Consequently, the combination of the DNN-based uncertainty estimation with distortion removal techniques that also account for channel mismatch and the modelling of the DNN response accuracy with multi-noise and multi-condition training, are proposed for future research.

**6. Conclusions**

In this paper we proposed a definition for the uncertainty in noise cancelling and a DNN based method to estimate it. No model for uncertainty noise cancelling or propagation is required, and the scheme proposed here can be employed in combination with any front end or distortion removal scheme. This new uncertainty is applied in combination with a DNN-HMM based weighted Viterbi algorithm. Special attention was focused on optimizing our DNN-HMM baseline system to produce a baseline WER that is competitive with those published elsewhere.

The research reported here was funded by grants Conicyt-Fondecyt 1151306 and ONRG N62909-17-1-2002.

---

**Table 1: MSE obtained in the DNN training process.**

| DNN Topology   | C1  | C2  | C3  | C4  |
|---------------|-----|-----|-----|-----|
| Feature set   | f1  | 11.99| 11.39| 12.08| 22.90|
|               | f2  | 9.19 | 9.69 | 9.32 | 9.81 |
|               | f3  | 10.99| 10.52| 10.25| 12.07|

**Table 2: Summary of results from Aurora-4 test sets.**

| Training | Test | Baseline | Baseline+SS | UW+UV_SS_Model | UW+UV_DNN |
|----------|------|----------|-------------|----------------|-----------|
| Clean    |      | A        | B           | C              | D         |
|          |      | 2.21     | 2.50        | 2.65           | 2.47      |
|          |      | 29.34    | 21.72       | 19.80          | 18.69     |
|          |      | 20.92    | 21.62       | 20.07          | 19.71     |
|          |      | 49.76    | 42.70       | 40.58          | 39.38     |
|          | AVG  | 35.55    | 29.33       | 27.30          | 26.47     |
| Multi    |      | A        | B           | C              | D         |
|          |      | 2.95     | 2.47        | 2.50           | 2.47      |
|          |      | 7.37     | 6.91        | 7.05           | 6.91      |
|          |      | 16.02    | 14.62       | 14.66          | 14.62     |
|          | AVG  | 15.85    | 15.15       | 15.19          | 15.15     |
| Noise    |      | A        | B           | C              | D         |
|          |      | 3.43     | 3.13        | 3.09           | 3.13      |
|          |      | 6.26     | 6.32        | 6.42           | 6.32      |
|          | AVG  | 8.07     | 7.07        | 7.03           | 7.07      |
| Condition|      | A        | B           | C              | D         |
|          |      | 17.63    | 17.75       | 17.52          | 17.75     |
| AVG      |      | 11.06    | 11.04       | 10.98          | 11.04     |
8. References

[1] N. Becerra Yoma, F. R. McInnes y M. A. Jack, «Improving Performance of Spectral Subtraction in Speech Recognition Using a Model for Additive Noise,» IEEE Trans. on SAP, vol. 6, nº 6, pp. 579-582, 1998.

[2] N. Becerra Yoma, F. R. McInnes y M. A. Jack, «Spectral Subtraction and Mean Normalization in the context of Weighted Matching Algorithms,» de Proceedings Eurospeech’97, Rhodes, Grecia, 1997.

[3] N. Becerra Yoma, F. R. McInnes y M. A. Jack, «Weighted Matching Algorithms and Reliability in Noise Canceling by Spectral Subtraction,» de Proceedings ICASSP 97, Munich, Germany, 1997.

[4] N. Becerra Yoma y M. Villar, «Speaker verification in noise using a stochastic version of the weighted Viterbi algorithm,» IEEE Trans. on SAP, vol. 10, nº 3, pp. 158-166, 2002.

[5] N. Becerra Yoma, I. Brito y J. Silva, «Language model accuracy and uncertainty in noise cancelling in the stochastic weighted Viterbi algorithm,» de EUROSP 2003, Geneva, Switzerland, 2003.

[6] N. Becerra Yoma, I. Brito y C. Molina, «The stochastic weighted viterbi algorithm: a frame work to compensate additive noise and low bit rate coding distortion,» de INTERSPEECH 2004 – ICSLP, Jeju Island, Korea, 2004.

[7] J. Droppo, A. Acero y L. Deng, «Uncertainty Decoding With SPLICE for Noise Robust Speech Recognition,» de Proceedings ICASSP 2002, Orlando, FL, USA, 2002.

[8] L. Deng, J. Droppo y A. Acero, «Dynamic compensation of HMM variances using the feature enhancement uncertainty computed from a parametric model of speech distortion,» IEEE Trans. on SAP, vol. 13, nº 3, pp. 412-421, 2005.

[9] B. J. F. Trausti T. Kristjansson, «Accounting for uncertainty in observations: A new paradigm for Robust Automatic Speech Recognition,» de ICASSP, Orlando, USA, 2002.

[10] H. Liao y M. J. F. Gales, «Joint uncertainty decoding for noise robust speech recognition,» de INTERSPEECH 2005, Lisbon, Portugal, 2005.

[11] M. C. Benítez, J. C. Segura, A. de la Torre, R. J y A. Rubio, «Including uncertainty of speech observations in robust speech recognition,» de Proceedings of ICSLP, Jeju Island, Korea, 2004.

[12] D. T. Tran, E. Vincent y D. Jouvet, «Fusion of multiple uncertainty estimators and propagators for noise robust ASR,» de 2014 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Florence, Italy, 2014.

[13] R. F. Astudillo y R. Orglmeister, «Computing MMSE estimates and residual uncertainty directly in the feature domain of ASR using STFT domain speech distortion models,» IEEE Trans. on ASLP, vol. 21, nº 5, pp. 1023-1034, 2013.

[14] R. F. Astudillo, D. Kolossa, P. Mandelartz y R. Orglmeister, «An Uncertainty Propagation Approach to Robust ASR Using the ETSI Advanced Front-End,» IEEE Journal of Selected Topics in Signal Processing, vol. 4, nº 5, pp. 824-833, 2010.

[15] Y. Tachioka y S. Watanabe, «Uncertainty Training and Decoding Methods of Deep Neural Networks Based on Stochastic Representation of Enhanced Features,» de INTERSPEECH 2015, Dresden, Germany, 2015.

[16] R. F. Astudillo, J. Correia y I. Trancoso, «Integration of DNN based Speech Enhancement and ASR,» de INTERSPEECH 2015, Dresden, Germany, 2015.

[17] A. H. Abdelaziz, S. Watanabe, J. Hershey, E. Vincent y D. Kolossa, «Uncertainty Propagation Through Deep Neural Networks,» de INTERSPEECH 2015, Dresden, Germany, 2015.

[18] S. J. Julier y J. K. Uhlmann, «A New Extension of the Kalman Filter to Nonlinear Systems,» de Conference on Photonic Quantum Computing, AeroSense’97, Orlando, FL, USA, 1997.

[19] V. Beiu, J. A. Peperstraete, J. Vandewalle y R. Lauwereins, «VLSI complexity reduction by piece-wise approximation of the sigmoid function,» de ESANN’94, Brussels, Belgium, 1994.

[20] S. J. Julier, «The scaled unscented transformation,» de Proceedings of the 2002 American Control Conference, Anchorage, AK, USA, 2002.

[21] D. Yu y L. Deng, «Deep Neural Network-Hidden Markov Model Hybrid Systems,» de Automatic Speech Recognition, A Deep Learning Approach, Springer London, 2015, pp. 99-116.

[22] J. Novoa, J. Fredes, V. Poblete y N. Becerra Yoma, “Uncertainty weighting and propagation in DNN-HMM-based speech recognition,” Submitted to Computer, Speech and Language, September 2016.

[23] G. Hirsch, «Experimental Framework for the Performance Evaluation of Speech Recognition Front-ends on a Large Vocabulary Task,» ETSI STQ Aurora DSR Working Group, 2002.

[24] D. Povey, A. Ghoshal, G. Boulianne, N. Goel, M. Hannemann, Y. Qian, P. Schwarz y G. Stemmer, «The Kaldi Speech Recognition Toolkit,» de IEEE 2011 Automatic Speech Recognition and Understanding Workshop, Hawaii, USA, December 2011.

[25] S. V. Vaseghi y B. P. Milner, «Noise compensation methods for hidden Markov model speech recognition in adverse environments,» IEEE Transactions on Speech and Audio Processing, vol. 5, nº 1, pp. 11-21, 1997.

[26] A. Narayanan y D. Wang, «Investigation of speech separation as a front-end for noise robust speech recognition,» IEEE/ACM Transactions on Audio, Speech and Language Processing, vol. 22, nº 4, pp. 826-835, 2014.

[27] M. Seltzer, D. Yu y Y. Wang, «An investigation of deep neural networks for noise robust speech recognition,» de IEEE International Conference on Acoustics, Speech and Signal Processing, 2013, Vancouver, Canada, 2013.

[28] B. Li y Y. C. Sim, «A spectral masking approach to noise-robust speech recognition using deep neural networks,» IEEE/ACM Transactions on ASLP, vol. 22, nº 8, pp. 1296-1305, 2014.

[29] T. Drugman, Y. Stylianou, L. Chen, X. Chen y M. Gales, «Robust excitation-based features for Automatic Speech Recognition,» de Proceedings ICASSP 2015, 2015.