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ABSTRACT

In this work, we present our journey to revolutionize the personalized recommendation engine through end-to-end learning from raw user actions. We encode user’s long-term interest in PinnerFormer, a user embedding optimized for long-term future actions via a new dense all-action loss, and capture user’s short-term intention by directly learning from the real-time action sequences. We conducted both offline and online experiments to validate the performance of the new model architecture, and also address the challenge of serving such a complex model using mixed CPU/GPU setup in production. The proposed system has been deployed in production at Pinterest and has delivered significant online gains across organic and Ads applications.

CCS CONCEPTS

- Information systems → Personalization; Content ranking;
- Computing methodologies → Machine learning.
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1 INTRODUCTION

Pinterest’s mission is to bring over 400M monthly active users the inspiration to create a life they love. On each major surface at Pinterest (Homefeed, Related Pins and Search), we generate personalized recommendations based on user’s interaction, such as saving Pins to board (repin), clicking through to the underlying link, zooming in on one Pin (close-up), hiding irrelevant content, and more.

A better understanding of the users is crucial to provide such personalized recommendations. It is very common across the industry to learn user embeddings to power personalized recommendations [2, 5, 8, 14, 18, 20]. One alternative that has shown promise is to directly build ranking models to generate personalized recommendations using sequential information from a user’s recent engagement [1, 14, 15, 21]. However, sequential models traditionally focus on a real-time setting, aiming to predict the next immediate action from all prior actions. There is limited work on leveraging the complete user action sequences [4]. In this work, we decompose user intentions into long-term interest and short-term intention, and optimize for long-term future actions and immediate next action respectively.

2 METHODS

Figure 1 shows the overall model architecture. We will talk about the two new components in more details below.

2.1 Encode Long-term User Interest – PinnerFormer

We introduce PinnerFormer, an end-to-end learned user embeddings via sequence modeling to encode long-term user interest [13]. A key contribution of this work is to learn a model that is able to predict a user’s positive future engagement over a 14-day time window after the generation of their embedding, rather than a traditional sequence modeling task, where the embedding would only predict the next action taken. We choose this range of 14 days for tractability, and assume that actions a user takes over the course of two weeks sufficiently are representative of a user’s longer-term interest. Figure 2 illustrates the PinnerFormer architecture, and below we briefly go over each component.

2.1.1 Feature Representation. Each Pin at Pinterest is represented with a PinSage [19] embedding, which is an aggregation of visual [6, 7], text annotations [9, 10], and engagement information [3] for a Pin.

For each user, we collect a sequence of actions a user has taken on Pinterest over the past year ordered ascending by timestamp, where we limit the actions to users’ engagements with Pins, including Pin saves, clicks, reactions, and comments. An action can then be represented by a PinSage embedding, and other metadata features: action type, timestamp, action duration, and surface. All features are concatenated into a single vector. To keep the problem tractable, we compute a user’s embedding using their M most recent actions.

2.1.2 Model Architecture. In PinnerFormer, we model the sequence of user actions using a transformer model architecture [16]. We choose to use PreNorm residual connections, applying Layer Normalization before each block, as this approach has been shown to improve stability of training [11, 17].

On the User side, we put together the input matrix using the M actions leading up to the next action in the user’s sequence. Then, we project the input to the transformer’s hidden dimension, add a fully learnable positional encoding, and apply a standard transformer consisting of alternating feedforward network (FFN) and multi-head self attention (MHSA) blocks. The output of the
transformation at every position is passed through a small MLP and $L_2$ normalized, resulting in a set of the final embedding.

On the Pin side, we learn an MLP that takes only PinSage as an input, and $L_2$ normalize the output embeddings.

2.1.3 Training Objective. We evaluated many methods of structuring our learning objective and introduce the new “Dense All Action” loss, shown in Figure 2. Specifically given a user embedding we predict all positive actions in the next 28 days, averaging each action contribution. We call this a “Dense” loss because we apply this to every output of the TransformerEncoder where given $M$ inputs to the transformer we can produce $M$ outputs. With a causal masking of the attention weights we have $M$ user embeddings to apply the all positive action loss.

2.2 Capture Short-term User Intention – Real-time User Sequences

We collect a user’s past $P$ actions from real-time logging to capture user’s short-term intention. Each action is represented by the following features: action timestamp, action duration, action types (e.g. repin, hide), and PinSage embeddings. These features are then passed through a MHSA block, and fed into the TransformerEncoder layer along with the PinnerFormer embedding.

In our previous attempt to include real-time action features, the model become too responsive to user recent action (e.g. after a user engages with a Pin from food category, the next refresh of the Homefeed page is filled with more food Pins), which is not a desired user experience. In order to mitigate such behavior, we added time window masks to the real-time action sequences during training and successfully reduced the model sensitivity.

2.3 Model Serving

The proposed model architecture is undoubtedly more powerful than previous models served in production. This comes at a high price - increased infrastructure cost and serving latency, which are hard blockers in real-world deployment. We had no luck in serving the model on most powerful CPU on AWS (300% increase in latency!), thus we turned our focus to moving some parts of the model operations to GPU serving. Specifically while ranking models have hundreds of small ops coming from hundreds of input features, we can move parts of the computation (e.g. TransformerEncoder) to GPU to speedup computation.

Table 1 illustrates how each optimization improved latency. Initially we saw that moving the CPU model entirely to GPU increases latency, but by selecting which operations and layers are on what device we are able to substantially reduce the latency to the point where GPU with a Transformer versus CPU without the Transformer have nearly similar latency and cost. This allowed us to continue online experiments and ship the model in production eventually.

3 EXPERIMENTS AND RESULTS

We conducted extensive experiments to evaluate the performance of the proposed model architecture in both offline and online settings. In our offline evaluations, we observed superior performance
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Figure 2: Overview of PinnerFormer architecture. Features are passed through a transformer with causal masking, and embeddings are returned at every time step. Blue circles represent embeddings associated with positive actions, while red circles represent embeddings associated with non-positive actions (but not necessarily negative).

Table 2: Online A/B experiment results. We see improvements in both organic and Ads metrics.

| Model               | Lift (Organic Repin) | Lift (Ads CTR) |
|---------------------|----------------------|----------------|
| PinnerFormer        | +7.5%                | +9.1%          |
| PinnerFormer+Real-time | +12.5%            | +14.0%         |

compared to the previous baseline [13] and tuned the parameters to strike a good balance between infrastructure cost and performance gains, i.e. \( M=255, P=100 \). Additionally, we run several A/B experiments to better understand how the systems perform online.

3.1 Homefeed Ranking

We first run experiment on Pinterest’s Homefeed ranking model, which ranks the order of Pins to be shown on a user’s Homefeed. In the control group, the previous production model used a weighted average of a user’s top \( k \) PinnerSage embeddings as a feature [12]. In one treatment group, we replaced this aggregation of PinnerSage with the single PinnerFormer embedding. In another treatment group, we further added the real-time action sequence. The ranking models across all the experiment groups are trained on the same date range of data for fair comparisons.

As shown in Table 2, PinnerFormer significantly improved organic engagement (repins) on Homefeed, while the real-time action sequence complements PinnerFormer and lifted the metrics further.

3.2 Related Pins Ads Ranking

To test the generalization of this model architecture, we run an A/B experiment on the Related Pins Ads ranking model, which ranks the order of advertisement Pins to be shown to the user’s Related Pins feed. Due to some infrastructure constraints at the time of publication, we replaced PinSage embeddings with Pin text annotations to represent each user action in the real-time action sequence. The previous production model used a slightly different method to aggregate user’s top embeddings. The treatment groups followed the similar setup as in the above experiment.

In Table 2, we observe consistent results where both treatment groups show significant gains in engagement with Ads measured by click-through rate (CTR).

4 CONCLUSION

Capturing both long-term user interest and short-term user intention has greatly improved the personalization experience on Pinterest. In the future, we plan to further expand the user actions to be included in the sequence of user actions, and explore this model architecture in candidate generation stage.
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