Abstract: In order to improve the operation and maintenance (O&M) of offshore wind turbines, a new Petri net (PN)-based offshore wind turbine maintenance model is developed in this paper to simulate the O&M activities in an offshore wind farm. With the aid of the PN model developed, three new potential wind turbine maintenance strategies are studied. They are (1) carrying out periodic maintenance of the wind turbine components at different frequencies according to their specific reliability features; (2) conducting a full inspection of the entire wind turbine system following a major repair; and (3) equipping the wind turbine with a condition monitoring system (CMS) that has powerful fault detection capability. From the research results, it is found that periodic maintenance is essential, but in order to ensure that the turbine is operated economically, this maintenance needs to be carried out at an optimal frequency. Conducting a full inspection of the entire wind turbine system following a major repair enables efficient utilisation of the maintenance resources. If periodic maintenance is performed infrequently, this measure leads to less unexpected shutdowns, lower downtime, and lower maintenance costs. It has been shown that to install the wind turbine with a CMS is helpful to relieve the burden of periodic maintenance. Moreover, the higher the quality of the CMS, the more the downtime and maintenance costs can be reduced. However, the cost of the CMS needs to be considered, as a high cost may make the operation of the offshore wind turbine uneconomical.
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1. Introduction

Wind power is one of the fastest-growing emerging industries in recent years. For example, 205 GW of wind power capacity has been built in Europe to date, accounting for 15% of the EU’s total electricity demand in 2019 [1]. Nowadays, although most wind turbines are on land, an increasing number of wind turbines are being deployed offshore due to better wind resources, less visual impact, and less noise pollution and land use issues at offshore sites [2]. However, the current high operation and maintenance (O&M) costs of offshore wind turbines (OWTs) are challenging the sustainable development of the offshore wind industry [3]. Therefore, how to reduce the O&M costs of OWTs, thereby lowering the cost of offshore wind power, has become an urgent issue that needs to be addressed.

The maintenance of OWTs is affected by many factors, such as component reliability, site accessibility, weather conditions, maintenance strategies, availability of spare parts, vessels, tools, maintenance crews, etc. Hence, it is essential to carefully schedule a maintenance plan beforehand. To help the operators schedule an optimal maintenance plan, much effort has been made by scholars in recent years. For example, Nilsson and Bertling investigated the influences of different maintenance strategies and demonstrated the positive contribution of the condition monitoring systems (CMSs) to cost reduction [4]. McMillan and Ault compared scheduled maintenance and condition-based maintenance using Markov chains [5]. Dao et al. investigated the impact of reliability on the O&M costs of OWTs [6].
The factors that have a direct impact on the O&M costs of offshore wind farms have also been investigated. Scheu et al. investigated the impact of the accuracy of the weather forecast, maintenance strategies, and maintenance fleet on the availability of offshore wind farms [7]. Besnard et al. developed a model to optimise the maintenance of offshore wind farms with the consideration of the number of maintenance personnel, the types of maintenance vessels, the use of a helicopter for site access, and the location of accommodation [8]. Sperstad considered whether the maintenance vessels should be purchased or chartered based on the site locations and also discussed the influences of wave height and vessel fleet size on the maintenance process [9]. Dalgic et al. studied the impact of multiple environmental factors on the maintenance costs of offshore wind farms [10]. In their research, four different transportation systems with different speeds, access restrictions, costs, and carrying capabilities were considered. Much research has been conducted for reducing the O&M costs of offshore wind farms. For example, Eecen et al. developed a mathematical tool to help the operators better estimate the O&M costs of offshore wind farms [11]. Abdollahzadeh et al. used a multi-objective particle swarm optimisation method to optimise the opportunistic maintenance strategy of a wind farm [12]. Tuyet and Chou also proposed an approach to optimise the maintenance schedules for an OWT [13], which considered individual wind turbine components and grouped those based on their failure patterns. A more detailed review of the existing research on modelling the maintenance activities of OWTs can be found in [14]. The outcomes of these studies have provided strong support for decision-making during the operation of offshore wind farms.

However, although corrective maintenance and preventive maintenance strategies are used in combination in the maintenance practice of offshore wind farms, discrepancies still exist between the mathematical models developed and actual maintenance activities and many basic questions related to the O&M of OWTs have not been fully answered. As mentioned in [14], one of the main reasons for this is the lack of a more advanced mathematical modelling method to accurately describe the relevant maintenance activities. To meet this need, a new simulation model of OWT maintenance is developed using Petri nets (PNs) in this paper. The reason for choosing to use PNs is that, in contrast to conventional Discrete Event Simulation (DES) models, the PN model provides an intuitive graphical representation of a system of interest and it has been proven to be more flexible and computationally efficient, especially when modelling complex systems [15–17]. Recently, the PN has also demonstrated success in simulating the degradation and maintenance of wind turbines [18,19]. Hence, it is adopted in this study to simulate the following three new potential O&M measures, which have been identified from the literature review as important are studied:

Measure (1)—Carry out periodic maintenance of different wind turbine components at different frequencies according to their specific reliability features. The study of this measure will determine how often periodic maintenance should be conducted. Different wind turbine components develop faults at different periods. However, this phenomenon has not been taken into account in both current maintenance practice and the available mathematical maintenance models. To use maintenance resources (e.g., the size of the maintenance team, different kinds of vessels, service time, etc.) more efficiently and minimise unnecessary investigations, two levels of services, i.e., “basic service” and “advanced service”, are designed in the new PN model. The two levels of services are applied to different wind turbine components according to their reliability features. In the model, “basic service” refers to the checking and fixing of issues that may often occur but are difficult to monitor and may accelerate the degradation of key wind turbine components if are not fixed, such as the looseness of bolts, insufficient lubrication, etc. The key turbine components, such as main bearing, pitch bearings, gears, blades, generator, converter, tower structure, etc., will not be inspected during the period of “basic service”. By contrast, “advanced service” requiring more expensive maintenance resources will involve more tasks than “basic service”. In addition to the work that will be conducted during “basic service”, the key wind turbine components will be inspected during “advanced service”
to find those faults that are not detected by the CMS. Almost all OWTs in operation are equipped with CMS to detect incipient faults occurring in key components and prevent the sudden failure of them [20]. Once one or more faults are detected, the corresponding maintenance will be arranged and conducted. Herein, it should be noted that unless the OWT is hit by external extreme events, the faults detected in the OWT assemblies (or subsystems) are usually repairable. In the modelling process of this paper, it is assumed that after the defective subsystems are repaired, their functions will be fully restored. In addition, it should be noted that in existing maintenance models, it is assumed that all minor faults can be fixed in one time of visit [5,14]. This is inconsistent with current industrial practice because the minor faults to be repaired are not known before the visit, so it is not known whether these minor faults can be repaired during the current visit. This discrepancy has been reduced in the new PN model developed in this paper, which allows an inspection and reporting of any minor faults first and then scheduled maintenance that takes dedicated actions to repair all the detected minor faults. Therefore, the PN model developed can more accurately describe the practical maintenance process of OWTs than previous studies.

Measure (2)—Conduct a full inspection of the entire wind turbine system following a major repair (i.e., the recovery from failure). Studying this measure will enable the utilisation of maintenance resources more effectively. A major repair is often associated with high costs due to the replacement of those defective components that cannot be repaired and the involvement of a range of maintenance resources, such as a large crane vessel that has powerful lifting capability, a large team to deliver the major repair, etc. Since so many maintenance resources are already in use it is wise to take the opportunity to conduct a full inspection of the wind turbine once the major repair is completed. To investigate the impact of such an approach upon the safety and reliability of the turbine system, in the PN model developed a full inspection of the entire wind turbine system is conducted following performing a major repair. Such an approach would benefit wind farms in the long run as they could run at the lowest cost. Since the relevant cost would be covered in the contract for performing the major repair, it will not be considered separately in the PN model developed. However, it is worth noting that this measure will affect the health state of the wind turbine components in the model.

Measure (3)—Equip the wind turbine with a CMS that has a more powerful fault detection capability. The study of this measure will investigate the impact of the application and quality of the CMS on the O&M of the OWT. Today, CMSs have been widely accepted as a valid tool to aid the O&M of OWTs [20–22]. Therefore, most of the existing maintenance models have considered them. However, a diversity of wind turbine CMSs has currently been developed. They are different in hardware cost and fault detection capability. Such differences are not taken into account in the existing models, resulting in inaccurate prediction results. This issue has been overcome by the new PN model developed in this paper.

The remaining part of the paper is organised as follows. In Section 2, an OWT composed of six critical subsystems is defined; In Section 3, the PN-based modelling technique is briefly reviewed; In Section 4, four types of PN models are developed for describing the maintenance activities in offshore wind farms; In Section 5, the downtime and maintenance costs in different scenarios are calculated using the PN models developed and the obtained results are discussed; In Section 6, the paper concludes with key research findings.

2. Structure, Health States, and Maintenance Strategies of the Offshore Wind Turbine
2.1. Structure of the OWT

To facilitate mathematical modelling, the structure, health states, and maintenance strategies of the OWT are defined in this section based on [18,19,23,24]. Due to the fact that gear-driven wind turbines currently have a large market share, a gear-driven OWT composed of six subsystems is considered. The six subsystems are the rotor system, main
bearing system, drivetrain system, braking system, power system, and turbine structures, respectively.

1. The rotor system is composed of the blades and the hub;
2. The main bearing system provides safe support to the rotor system and enables rotation to occur with minimal friction;
3. The drivetrain system consists of the main shaft and a gearbox that is also called accelerator;
4. The braking system locks the wind turbine position in non-operational mode; for example, when the maintenance of the wind turbine is in progress or the wind turbine is shut down under extreme weather conditions. The braking system is also used to slow down the rotor when the wind speed is beyond cut-out speed, i.e., a protective shutdown of the turbine is required when wind speed exceeds cut-out speed of 25 m/s [10,12];
5. The power system consists of a generator, a converter, and a transformer;
6. The turbine structures include a nacelle, tower, and foundation.

Since the failure of these subsystems will lead to the shutdown of the turbine, their reliability will have a direct impact on the O&M of the OWT. For simplicity, the health state of these subsystems is classified into three categories in this study, i.e., healthy, fault, and failure. When the subsystems are in a healthy state, they will operate normally. When a minor fault is detected from a subsystem by the CMS, it is assumed that the subsystem is still able to work with the minor fault, but more care should be taken to monitor the development of the fault. This is the fault state. When the minor fault develops into a failure and is detected by the CMS, the wind turbine will be shut down immediately to prevent causing secondary damage or catastrophic consequence. For example, the broken blade may hit the tower, causing the entire wind turbine to collapse; the failure of the braking system may catch fire and lead to the burning of the entire nacelle of the wind turbine, etc. [25].

2.2. Maintenance Strategy

To reduce the downtime and the maintenance costs of the OWT, as considered in the existing maintenance models, three different maintenance strategies [26], i.e., corrective maintenance, periodic maintenance, and condition-based maintenance, are adopted. However, in this work they are further refined by considering the three new measures outlined in Section 1. The periodic maintenance will be delivered via two levels of services, namely, “basic service” and “advanced service”. Since “basic service” is essential in keeping the turbine operating at high efficiency in the long term and preventing the acceleration of the degradation of wind turbine components, in the new PN model it will be conducted every six months and will last for one day per turbine per instance [5,18]. Since the issues found in “basic service” are usually minor problems, in the PN model developed it is assumed that all of these will be fixed in one visit. By contrast, the “advanced service” will extend the activities to inspect the key wind turbine components. In this study, the period between the “advanced service” ranges from 3 months to 5 years in order to investigate the influence of this time interval on the downtime and maintenance costs of the OWT. The time required for carrying out “advanced service” is usually longer than the time for “basic service”. For simplicity, “advanced service” is assumed to last for two days per turbine per instance in the model. To further increase the safety and reliability of the wind turbine and utilise the maintenance resources more effectively, a full inspection is arranged following a major repair. Finally, considering that condition-based maintenance is highly dependent on the fault detection capability of the CMS, the influence of the fault detection capability of the CMS on the downtime and maintenance costs are also investigated in the paper. To the best of the authors’ knowledge, similar research has not been completed previously.
3. A Brief Review of Petri Net-Based Modelling Technology

To facilitate understanding of the PN models developed in this paper, the basics of the PN modelling method are briefly reviewed below. As shown in Figure 1, the bipartite graph of a PN model consists of four basic types of symbols, i.e., circles, rectangles, arrows, and tokens. The circles represent places, which are conditions or states of the system, such as component failure. In this paper, coloured patterns are used in order to differentiate between different places. The condition place, marked with yellow-horizontal-lines in the model, means that the model will perform predefined actions if the conditions in the place are met. The place filled by red-vertical-lines means that the simulation will be ended if a token is placed in it. Rectangles represent the transitions, which define the actions or events that cause the change in condition or state. It should be noted that when the time for completing the transition is zero, the rectangle is filled black. Otherwise, it will be blank. Arcs in the figure are used to set up the connections between places and transitions. To enhance the functions of the arcs, a slash and a number, n, next to the slash are used to represent a combination of n single arcs. In this case, it is said that the arc has weight n. When the weight is one, the slash will be absent from the arc for simplicity. In the PN models, small solid black circles are used to represent tokens in the places, which carry the information in the PNs. The dashed arcs mean the link between the connected places and transitions are conditional. The tokens will move via transitions once the enabling condition is satisfied, which offers the unique dynamic properties of the PNs. The transition will be enabled when the number of tokens contained in every input place is equal to, or greater than, the corresponding weight of the arc. The arc with a small solid circle on one end is known as inhibitor arc, which only links places to transitions. If the number of tokens in the place connecting the inhibitor arc is greater than or equal to the arc weight, the transition on the other end of the arc cannot fire even if the transition is already enabled. The marking of a PN, given by the position of the tokens in the net, at any particular time gives the instantaneous state of the system being modelled.

To ease understanding, Figure 2 shows an example of the PN model, in which the movement of tokens in the places occurs after a delay, illustrating a transition through the net. In the figure, the net has two input places and one output place connected by a timed transition indicated by a blank rectangle with a time delay t. There are two tokens in each input place. The two input places are connected by arcs of weight 1 and weight 2. The output place is connected by an arc of weight 1. As shown in the net on the left of the figure, the transition is enabled, hence after the delay of time t associated with the transition, the number of tokens indicated by the arc weights will be removed from the input places and
placed in the output place. By following the rules outlined above, one token is taken out of
the top input place and two from the lower and one token is placed in the output place as
shown in the net on the right of the figure.

![Diagram of enabled transition](image)

**Figure 2.** Example of an enabled transition.

4. Dynamic PN Modelling of the O&M of an Offshore Wind Turbine

To simulate the O&M of an OWT, the following four PN models will be developed in
this section:

1. Operation Petri net (OPN)—for simulating the normal operation and periodic mainte-
nance of an OWT. In the OPN, the design life of the turbine and the interval of the
periodic maintenance will be defined.
2. System Petri net (SPN)—for simulating the degradation, the health state of the turbine
subsystems over time, and the shutdown of the turbine due to failure.
3. Detection Petri net (DPN)—for simulating fault detection by the CMS.
4. Recovery and Maintenance Petri net (RMPN)—for simulating the process to prepare
and conduct the maintenance when a subsystem fails, or a subsystem fault is detected
by the CMS.

The above four PNs communicate with each other and work synchronously as shown
in Figure 3. After the design life of the OWT and the time interval of periodic maintenance
are defined in the OPN, the natural degradation of the turbine subsystems will be simulated
first by the SPN. The SPN results for individual subsystems will be fed into the DPN and
RMPN. The fault detection results derived from the DPN, the information of the failure
cause the shutdown of the turbine derived from the SPN, and the fault revealed during
the “advanced services” derived from the OPN, will be fed into the RMPN. Then, based on
the information received from the SPN and DPN, the RMPN will simulate the appropriate
maintenance actions corresponding to the types of the faults and failure and their severities
and consequences. Finally, the information derived from the RMPN will be used to update
the corresponding information in the SPN. The simulation calculations of all PN models
will be terminated when the design life of the wind turbine is reached.

![Diagram of PNs connections](image)

**Figure 3.** Connections between PNs.

4.1. Operation Petri Net (OPN)

As shown in Figure 4, the OPN is developed to simulate the normal operation and
periodic maintenance of an OWT.
In the figure, the PN on the top governs the normal operation of the wind turbine within the design life. Transition “S1” indicates the design life of the wind turbine, which is set to be 30 years in this study. Once Transition “S1” fires, a token will be produced in Place “End of design life”, indicating the completion of the life of the wind turbine. Then, the instant transition, “S2”, is enabled, thereby firing immediately and a token will be produced in Place “End of one simulation”, and the simulation will be terminated.

The PNs at the bottom, labelled “periodic maintenance” and “weather condition”, are used to simulate the periodic maintenance of the wind turbine. As mentioned earlier, the periodic maintenance in this study includes two levels of services. The “basic service”, BS for short in the figure for simplification, is for checking and fixing non-major issues; the “advanced service”, AS, for short, is for checking the key wind turbine components and finding the faults not detected by the CMS. The two levels of the services are conducted at different frequencies according to the reliability features of individual components. Once one or more faults are detected during “advanced service”, maintenance will be planned and conducted to fix the faults. Due to the “advanced service” inspecting key wind turbine components, more maintenance resources (e.g., a bigger maintenance team, a larger vessel, longer service time, etc.) are required than for “basic service”. In the OPN, the firing times of Transitions “PM1” and “PM3” are the time intervals of the two levels of services. A token produced in Places “BS starts” and “AS starts” means that periodic service is about to begin. A token in Place “need inspection” determines that a full inspection of the turbine should be conducted. The firing times of Transitions “PM2” and “PM5” are assumed to be one day and two days, respectively, indicating the duration of “basic service” and “advanced service” of each turbine every time. It should be noted that the turbine will be stopped during maintenance.

In addition, as maintenance is not allowed in bad weather, Transitions “PM2” and “PM5” are inhibited if a token is in Place “Bad weather”. In the existing maintenance models, the time taken waiting for favourable weather to enable maintenance to take place is usually represented by a mathematical function of sea conditions and the maximum wave height and wind speed that the maintenance is allowed to be conducted in [18,19]. In the current study, for simplicity, Transitions “C1” and “C2” are designed to describe the alternation between good and bad weather. The delay time due to weather conditions...
is governed by a Weibull distribution function. The Weibull distribution function for C1 is characterised by $\beta = 3.2$ and $\eta = 42$ days; and the Weibull distribution function for C2 is characterised by $\beta = 3.2$ and $\eta = 7$ days, respectively. Here, $\beta$ and $\eta$ are the shape factor and the scale parameter of the distribution. These values of $\beta$ and $\eta$ can be easily modified based on the actual environmental situation in the offshore wind farm. Once Transitions "PM2" or "PM5" fire, a token will be produced in Place "BS completed" or "AS completed", respectively, which indicates the completion of the periodic maintenance. If a token is produced in Place "AS completed", the RMPN will be embedded into the model for preparing and conducting the maintenance if any fault was detected during the periodic maintenance. Finally, the token produced will be removed from either Place “BS completed” or Place “AS completed”.

4.2. System Petri Net (SPN)

As shown in Figure 5, the SPN is developed to simulate the degradation and the health state of the wind turbine subsystems over time, and the shutdown of the turbine due to failure.

![System Petri Net (SPN)](image)

**Figure 5.** System Petri Net (SPN).

In the model, the natural degradation of the subsystems is indicated by three health states, namely “Normal operation”, “Subsystem fault”, and “Subsystem failure”. The subsystems will initially operate normally without any fault, indicated by a token in Place “Normal operation” for each subsystem. Due to natural degradation, the subsystems may develop a fault, exhibiting abnormal features such as increased vibration and temperature, decreased efficiency, etc. In this case, the health state of the affected subsystem/subsystems...
will be marked as “Subsystem fault”. The degradation time from “normal” to “fault” is indicated by Transitions “W1” to “W6”. Once a token is produced in any of the condition places “Subsystem fault”, the DPN will be embedded into the model to simulate the fault detection by the CMS as required by the predefined condition. Once a subsystem fault is successfully detected by the CMS, the RMPN will be embedded into the model.

However, if the subsystem fault was not detected by the CMS, the fault may continue to develop and eventually lead to the failure of the subsystem. The failure of the subsystem will cause the shutdown of the wind turbine. To enable simulation of the continual development of the fault, the predefined conditions, which embedding DPN into the model, will be removed from the corresponding places representing the subsystem faults and then these places will become normal places. The process of the undetected faults eventually leading to the shutdown of the turbine is modelled by Transitions “W7” to “W12”. In the study, it is assumed that the times for Transitions “W1” to “W12” satisfy Weibull distributions characterised by the parameters listed in Table 1. In the table, the data has been estimated based on the wind turbine failure rate data published in the open literature [18,19]. In [19], the scale parameters \( \eta \) in the distributions for computing the times from normal to fault and failure are estimated based on the assumption that the time spans in the two scenarios will cover 80% and 20% of the Mean Time to Failure (MTTF) respectively of the corresponding subsystems. The MTTF is the inverse of the failure rate listed in Table 1. The shape parameters \( \beta \) in the distributions are assumed to be larger than 1 for all six subsystems in order to describe the increasing deterioration of the subsystems over time. In the model, it is assumed that the wind turbine will be shut down immediately as soon as any one of the six subsystems fails. This is modelled by Transitions “W13” to “W18”. Once a token is produced in any one of Places “Subsystem failure”, the wind turbine will be shut down and the RMPN will be embedded into the model.

Once the failed subsystem is recovered, which will be modelled in the RMPN, a token will be passed to Place “Wind turbine recovered”, and Transition “W19” will be activated hence starting the full inspection of the entire wind turbine system. Once any fault is detected (i.e., if there is a token in any one of Places “Subsystem fault”), the RMPN will be embedded into the model again.

### 4.3. Detection Petri Net (DPN)

Since the DPN is developed for simulating the fault detection process by the CMS, the DPN is embedded into the model only when there is at least one fault occurring in any one of the six subsystems.

As Figure 6 shows, in the DPN, Transition “D1” governs the whole process. The arcs, represented by the dashed arrow lines, connect Transition “D1” with the condition places, “Fault is detected” and “Fault is not detected”. The probabilities that a token transfers

| Subsystem       | Annual Failure Rate | Subsystem Fault | Subsystem Failure |
|-----------------|---------------------|-----------------|-------------------|
| Rotor           | 0.0868              | \( \beta = 1.2 \) | \( \eta = 9.22 \) |
| Drivetrain      | 0.0600              | \( \beta = 1.2 \) | \( \eta = 13.33 \) |
| Power system    | 0.1430              | \( \beta = 1.2 \) | \( \eta = 5.59 \) |
| Bearing system  | 0.1534              | \( \beta = 1.2 \) | \( \eta = 5.22 \) |
| Braking system  | 0.0799              | \( \beta = 1.2 \) | \( \eta = 10.01 \) |
| Structure       | 0.0790              | \( \beta = 1.2 \) | \( \eta = 10.13 \) |
to either of the two places are dependent on the fault detection capability of the CMS. This fault detection capability may be affected by many factors, such as the types of the sensors, condition monitoring algorithm, the scope of components that the CMS monitors, etc. [27]. In this study, to investigate the influence of the quality of the CMS on the O&M, three scenarios are considered. These scenarios are “Without using CMS”, “After using a basic CMS”, and “After using a premier CMS”. The probabilities that the faults can be detected by the CMS in the three scenarios are listed in Table 2. The probability data for the scenario of using a basic CMS is from [28]. The probability data for the scenario of using a premier CMS is set to be 0.997 for all six subsystems in order to investigate the maximum contribution of the CMS to the O&M under ideal conditions. All the data in Table 2 can be modified based on the actual capability of the CMS. Once the fault is detected by the CMS, i.e., a token is produced in Place “Fault is detected”, the RMPN will then be embedded into the model to prepare the essential maintenance resources and then fix the fault. If the fault is not detected by the CMS, a token is produced in Place “Fault is not detected” and no action will be taken in the DPN. Once a token is produced either in Place “Fault is detected” or in Place “Fault is not detected”, the DPN will be removed from the model. The undetected fault will continue to develop with time. This developed fault will either eventually lead to the failure of the corresponding subsystem or it will be discovered during the next run of the inspection during “advanced service”.

![Detection Petri Net (DPN)](image)

**Figure 6.** Detection Petri Net (DPN).

**Table 2.** Probabilities that the faults can be detected by the condition monitoring system (CMS).

| Subsystem        | Probabilities          |
|------------------|------------------------|
|                  | Before Using CMS | After Using a Basic CMS | After Using a Premier CMS |
| Rotor            | 0                      | 0.6                      | 0.997                     |
| Drivetrain       | 0                      | 0.7                      | 0.997                     |
| Power system     | 0                      | 0.8                      | 0.997                     |
| Bearing system   | 0                      | 0.7                      | 0.997                     |
| Braking system   | 0                      | 0.8                      | 0.997                     |
| Structures       | 0                      | 0.4                      | 0.997                     |

### 4.4. Recovery and Maintenance Petri Net (RMPN)

The RMPN is developed for simulating the process of preparing and conducting the maintenance when any subsystem fails, or a subsystem fault is detected by the CMS or revealed during an “advanced service”. As shown in Figure 7, once a subsystem failure occurs or a subsystem fault is detected by the CMS, a repair request will be made immediately via Transition “M1”. Then, the maintenance team will be informed, and a meeting will be arranged for planning the maintenance. In the study, it is assumed that 12 h, indicated by Transition “M2”, are needed to perform these activities. It is also assumed in this study that another 12 h, denoted by Transition “M3”, are required for planning and approving the maintenance. The preparation for the maintenance is started by producing a token in both Places “Charter vessel” and “Organise crews, tools and
It is assumed that 10 to 30 days, denoted by Transition “M4”, are required for checking weather conditions, identifying maintenance window, and chartering the appropriate maintenance vessel, and 7 to 14 days, denoted by Transition “M5”, are required for organising maintenance crews, collecting maintenance tools and preparing spare parts. Both of the transition times of “M4” and “M5” are assumed to follow a normal distribution. As soon as both maintenance vessel and maintenance crews, tools, and spare parts are available, a token will be produced in Place “Travel to site” via Transition “M6”. The sea transportation time is assumed to be 3 h and indicated by Transition “M7” in this study. In reality, it depends on the offshore distance of the wind farm and the cruise speed of the vessel and can be easily varied in the model. Upon arrival at the site, some preparations need to be undertaken (e.g., navigate the position of the vessel and lift the platform of a Jack-up vessel out of the water surface). This will take about 2 to 4 h depending on the situation. This preparation time is denoted by Transition “M8”. Then, the maintenance will be conducted. The maintenance time, indicated by Transition “M9”, is assumed one day for repairing all faults or seven days for recovering the subsystem from the failure. This transition time can be adapted for the offshore wind farm being considered at the time using available practical data. It is worth noting that the wind turbine should remain stopped and not allowed to be started during the entire maintenance period. Finally, a token will be produced in Place “Maintenance completed” and the RMPN will be removed from the model when the maintenance is completed. The new health state of the corresponding subsystem will be fed back to the SPN. The token in the corresponding place, “Subsystem failure” or “Subsystem fault”, will be removed and a token will be passed to corresponding Place “Normal operation” in the SPN.

![Diagram of Recovery and Maintenance Petri Net (RMPN)](image)

Figure 7. Recovery and Maintenance Petri Net (RMPN).

It is worth noting that all parameters used in the models developed above are only for facilitating model development. Although they are extracted from open literature, they should be updated in the practical application based on the concrete situation of the OWT of interest. In real life, the values of these model parameters are dependent on many factors. This is why a significant discrepancy was observed in the survey [6]. For instance, the offshore distance of the OWT will affect its accessibility and transportation costs. The concept, size, and the location of the OWT (that may affect wind speed and turbulence) in the offshore wind farm will affect its failure rate, thereby influencing its availability and maintenance costs. Moreover, the same type of OWT made by the same supplier may show different reliability and efficiency performances when they are deployed in different offshore wind farms because of the differences in marine and offshore conditions. For these reasons, the model parameters should be updated according to the actual situation of the OWT in practical applications.
5. Simulation Results and Discussions

A new OWT maintenance model is developed in this Section by assembling the above four types of PN models based on the following assumptions:

- The CMS has no hardware reliability issues;
- The subsystem faults and failure caused by natural disasters (e.g., earthquakes, tsunamis, etc.) are not considered;
- All detected faults are repairable, and all failures can be recovered through maintenance;
- The health state of a subsystem after maintenance is regarded as good as new.

Then, based on the data listed in Tables 1 and 2, the simulation calculation is carried out by using the following steps:

Step 1: Define the parameters of the PNs:
1. Initialise the places and transitions, and the arcs between them, as well as the conditions for the condition places and the terminate places;
2. Import the fixed transitions times and compute the variable ones (e.g., time to failure, time for chartering a vessel, etc.) by randomly sampling with the corresponding distributions as in [29];
3. Define the conditional probability of any conditional arcs.

Step 2: Identify and fire the enabled transition that has the minimum switching time in the complete model;
Step 3: Recompute the times of any transitions that are still enabled;
Step 4: Repeat Steps 2 and 3 until a token is produced in one of the condition places or terminate places;
Step 5: Activate the conditions predefined for the condition places or terminate place containing a token;
Step 6: If a token is produced in a terminate place, the present iteration will be ended. Otherwise, repeat Steps 2 to 5.

Step 7: Iterate the above simulation until the predefined iteration time is reached.

To validate the convergence of the model, the average number of drivetrain failures within the lifetime of the OWT is calculated. The calculation results obtained when the time intervals of “basic service” and “advanced service” are six months and one year respectively are shown in Figure 8.

![Figure 8](image-url)

**Figure 8.** The average number of drivetrain failures versus the number of simulations.

From Figure 8, it is seen that after the simulation starts, the calculation result of the average number of drivetrain failures fluctuates at the beginning. Then, it becomes stable gradually with the increasing number of simulations and finally converges to a stable value.
after the number of simulations is over 50,000. In the following calculations, to ensure the reliability of the calculation results, 100,000 simulations will be performed to predict the target parameters.

5.1. System and Subsystem Analysis

When the wind turbine is equipped with a basic CMS and only “advanced service” is assumed to be conducted every six months, the average number of failures and the average number of faults occurring in each subsystem in the lifetime of the turbine can be obtained by calculating the average value of the times that each subsystem fails and the average value of the times that each subsystem develops a fault in the lifetime of the turbine in 100,000 simulations. The calculation results are listed in Table 3.

Table 3. The average number of subsystem failures and subsystem faults.

| Subsystems      | \( n_1 \) | \( n_2 \) | \( n_3 \) |
|-----------------|----------|----------|----------|
| Rotor           | 1.97     | 1.20     | 0.10     |
| Drivetrain      | 1.56     | 0.64     | 0.02     |
| Power system    | 4.40     | 0.95     | 0.14     |
| Bearing system  | 4.12     | 1.49     | 0.26     |
| Braking system  | 2.42     | 0.56     | 0.04     |
| Structures      | 1.18     | 1.63     | 0.12     |
| **Sum**         | **15.65**| **6.48** | **0.68** |

Notes: \( n_1 \)—number of faults detected by the CMS; \( n_2 \)—number of faults found during “advanced service” and full inspection following recovering from subsystem failures; \( n_3 \)—number of subsystem failures that will cause the shutdown of the turbine.

From Table 3, it is found that despite different subsystems showing different reliability features, the total number of subsystem failures causing the shutdown of the turbine within the whole design life of the turbine is only 0.68. The fact that there are so few failures is attributed to the use of the CMS and frequent inspections as well as the immediate action to repair the faults as soon as they are detected.

From the simulation results, it is also found that the total downtime of the turbine is 162.23 days, which means the availability of 98.52% in its lifetime if neglecting the influence of extreme events. Such high availability is very satisfactory for an OWT, but it could be further improved by some approaches; for example, optimising the time interval of periodic maintenance, using a higher quality CMS, etc. However, it is well known that frequently carrying out inspection and using a higher quality CMS will increase costs. How to make a trade-off between the availability and the O&M costs becomes a difficult question that operators of all wind farms must consider. To answer this question, further research has been conducted and described below.

5.2. Impact of Maintenance Strategy

The influence of the maintenance strategy on the O&M of the OWT is investigated in the following sections. In the calculations, corrective maintenance, condition-based maintenance, and full inspection following the recovery of the subsystem from failure are all adopted. In order to keep the wind turbine operating at high efficiency in the long term and prevent the accelerated degradation of the wind turbine components, the “basic service” is assumed to be carried out every six months in the simulation. The time interval of the “advanced service” is assumed to be a variable, ranging from 3 months to 5 years. Herein, it is worth noting that “basic service” is conducted only when its time interval is shorter than the time interval of the “advanced service”.

5.2.1. The Influence of the Time Interval of “Advanced Service”

When the time interval of “advanced service” is three months, four months, six months, one year, two years, three years, four years, and five years, the average number of faults detected by the CMS and found in the full inspections and the average number of failures
causing the shutdown of the wind turbine are calculated. The corresponding calculation results are shown in Figure 9.

![Figure 9](image-url)  
**Figure 9.** Number of turbine faults and the number of failures causing shutdowns.

From Figure 9, it is seen that with the increase of the time between “advanced service”, the average number of faults detected by the CMS and found in the full inspections decreases gradually. This implies that the wind turbine will have more chances to run with a fault or faults. However, this does not necessarily mean an increased availability of the turbine, because “running with a fault or faults” will increase the probability of subsystem failure and thereby increased number of unexpected shutdowns of the turbine, as indicated by the increasing tendency of the average number of failures in Figure 9. The unexpected shutdown due to subsystem failure is often associated with a long downtime, especially in offshore wind farms.

To understand the trade-off between the availability and maintenance costs, the downtime and maintenance cost caused by the faults and failures in Figure 9 are calculated using the PN model developed. To demonstrate the benefit of taking Measure (2) proposed in Section 1, the downtime and maintenance costs before using the new measure are also calculated for comparison. The results of downtime obtained before and after taking Measure (2) are shown in Figure 10.

![Figure 10](image-url)  
**Figure 10.** Downtime against the time interval of “advanced service”.

From Figure 10, it is found that
With the increase of the time between the “advanced service” maintenance, the downtime of the turbine caused by the subsystem faults and failures decreases first and then increases after the time interval is greater than one year. This means that although “advanced service” is beneficial in decreasing the chance of subsystem failure and the consequent shutdown of the turbine, too frequent “advanced service” is not good either because it may cause a waste of time on unnecessary inspections. On the other hand, too infrequent “advanced service” may result in more unexpected shutdowns of the turbine due to the increased number of subsystem failures (see Figure 9);

The minimum downtime is observed when the time between “advanced service” is one year regardless of whether Measure (2) is taken. So, from the perspective of downtime, 1 year is the optimal time interval for carrying out “advanced service”;

The longer the time between “advanced service” maintenance, the more benefits of using Measure (2) are observed. This proves the positive contribution of Measure (2) to the availability of the wind turbine.

However, the contribution of Measure (2) to the economy of the wind farm is not only dependent on its contribution to downtime reduction but is also dependent on its contribution to maintenance costs. Therefore, the maintenance costs before and after taking this measure are also calculated. In the calculation, both the costs of corrective maintenance and periodic maintenance are taken into account. The cost of corrective maintenance is dependent on the subsystem in which the fault occurs, fault severity, consequence (i.e., whether causing a subsystem failure), and the expense of the maintenance vessels. In this paper, two different types of vessels are used for different purposes. The first type of vessel is crew transfer vessel, which is used to transfer maintenance crews to the site to check and repair faults; the second type of vessel is a crane vessel, which is used to recover the failed subsystems. Therefore, the maintenance cost, \(C_m\), is calculated by

\[
C_m = N_I C_I + N_S C_S + \sum_{i=1}^m \left( N_A_i (C_{A_i} + C_{CT} N_{CT}) + N_B_i (C_{B_i} + C_{CV} N_{CV}) \right)
\]

(1)

where \(N_I\) is the number of “advanced services” performed, \(C_I = £5600\) is the average cost of each “advanced service”, \(N_S\) is the number of “basic services” performed, \(C_S = £1400\) is the average cost of each “basic service”. \(C_{A_i}\) and \(C_{B_i}\) are the average cost for repairing a fault in subsystem \(i\) and the average cost for recovering the subsystem \(i\) from failure respectively. They are listed in Table 4.

Table 4. Average costs \(C_{A_i}\) and \(C_{B_i}\) [19,30,31].

| Subsystem   | \(C_{A_i}\) (£) | \(C_{B_i}\) (£) |
|-------------|-----------------|-----------------|
| Rotor       | 4000            | 200,000         |
| Drivetrain  | 5000            | 402,000         |
| Power system| 10,000          | 201,000         |
| Bearing system| 8000         | 230,000         |
| Braking system| 1000          | 4000            |
| Structures  | 20,000          | 200,000         |

Likewise, \(N_{A_i}\) and \(N_{B_i}\) are the average number of faults occurring in subsystem \(i\) and the average number of failures of subsystem \(i\) during the lifetime of the wind turbine respectively. \(C_{CV} = £70,000/\text{day}\) and \(C_{CT} = £7000/\text{day}\) are the charter rates of a typical crane vessel and a typical crew transfer vessel respectively. \(N_{CV} = 7/\text{day}\) and \(N_{CT} = 1/\text{day}\) are the number of days that the two types of vessels will be chartered every time. These values about the maintenance vessels are deduced based on [18,19,30]. Then, the maintenance costs in different scenarios are calculated using Equation (1), and the results are shown in Figure 11.
From Figure 11, it is found that

- After taking the proposed Measure (2), the resultant red dash line is clearly below the blue solid line if the time interval of “advanced service” is longer than one year. This proves the positive contribution of the new measure to the reduction of maintenance costs if the “advanced service” is conducted infrequently;
- As for the downtime shown in Figure 10, maintenance costs initially decrease and then increase with the increase of the time interval of “advanced service”. However, Figure 11 shows that the minimum maintenance costs occur when the time interval of “advanced service” is 0.5 years, indicating that 0.5 years is the optimal time interval from the perspective of maintenance cost. This contradicts the optimal time interval obtained from the perspective of downtime in Figure 10.

Then, which time interval is the optimal one? To answer this question, a new maintenance strategy assessment criterion, namely Cost for achieving turbine availability per day, is proposed. It is denoted by $C_{\text{available}}$ and calculated by

$$C_{\text{available}} = \frac{C_m}{L - T_{\text{down}}}$$  \hspace{1cm} (2)

where $L$ refers to the design life of the wind turbine. This represents the cost of keeping the turbine running per day. Assume the design life of the turbine is 30 years and there are 365.25 days per year, then $L = 10,957.5$ days. $T_{\text{down}}$ represents the total downtime of the wind turbine in its lifetime.

Then, $C_{\text{available}}$ is calculated based on the data of $T_{\text{down}}$ in Figure 10 and $C_m$ in Figure 11. The calculation results are shown in Figure 12. From the figure, it is found that $C_{\text{available}}$ shows a similar variation tendency to the maintenance cost in Figure 11, regardless of whether Measure (2) is used. In other words, with the increase of the time between “advanced service” maintenance, it initially decreases until the time interval reaches 0.5 years, and then increases as the time interval increases. This suggests that six months is the optimal time between “advanced service” maintenance for achieving the economical operation of the OWT. Finally, the figure once again shows the economic benefit of adopting Measure (2) with the impact becoming significant once the time between “advanced service” maintenance is longer than one year.
5.2.2. Condition-Based Maintenance

The impact of the application and quality of the CMS on the O&M of an OWT is also investigated. Three scenarios are considered in the investigation although due to the structure of the model developed other scenarios could easily be considered. They are

- Scenario 1—CMS not used, only use “advanced service” every half year;
- Scenario 2—Use a basic CMS and “advanced service” takes place every half year;
- Scenario 3—Only use a premier CMS that has a powerful fault detection capability as described in Table 2 without adopting “advanced service”.

The number of faults repaired, the number of failures recovered, the downtime, and maintenance costs are calculated. All results are listed in Table 5 for comparison.

Table 5. Impact of the application and quality of the CMS on the operation and maintenance (O&M).

| Maintenance Strategy | Number of Faults Repaired | Number of Failures Recovered | Downtime (Days) | Maintenance Cost (£) |
|----------------------|---------------------------|------------------------------|-----------------|----------------------|
| Scenario 1           | 19.65                     | 2.49                         | 208.21          | 2,406,661.02         |
| Scenario 2           | 22.13                     | 0.68                         | 162.75          | 1,222,719.05         |
| Scenario 3           | 23.04                     | 0.06                         | 87.67           | 477,866.70          |

From Table 5, it is seen that

- When using a CMS, a greater number of faults are detected and repaired. Moreover, the better the quality of the CMS, the more faults will be detected and repaired.
- The comparison of the data obtained in Scenario 1 and Scenario 2 suggests that the unexpected shutdown of the wind turbine can be significantly prevented by using a basic CMS, conducting a frequent inspection, and taking prompt action to repair the faults. Thanks to the use of the basic CMS, the consequent downtime and maintenance cost are significantly reduced;
- The comparison of the results in Scenario 3 and Scenario 2 shows that when the fault detection capability of the CMS is improved, the number of failures, downtime and maintenance costs can be further reduced.

The data obtained in Scenario 3 suggests that periodic maintenance will become unnecessary when using a premier CMS. However, this is based on the assumption that the fault detection capability of the CMS is 0.997. Undoubtedly, it is impossible to achieve such
a well-performing CMS in reality at the moment, but it does suggest that a better-quality CMS does have the potential to relieve the burden of periodic maintenance. However, CMS should not be too expensive. The maintenance cost obtained in Scenario 2 and the cost obtained in Scenario 3 indicate that the maximum capital cost of the premier CMS should not exceed £745,000. Otherwise, the operation of the OWT will become no longer economical.

6. Conclusions

To further improve the O&M of OWTs and answer some important questions related to them, a new PN model and a new maintenance strategy assessment criterion, namely Cost for achieving turbine availability per day, are developed in this paper. Using the model developed, three new potential O&M measures are studied. From the research reported above, the following conclusions can be made:

- Periodic maintenance is essential to achieve the economical operation of OWTs. However, only when the periodic maintenance is carried out at optimal frequency, the economical operation of the wind turbine can be achieved. This optimal frequency is every half year for the OWT considered in this paper;
- Measure (2) proposed in the paper provides a new method to more effectively utilise the maintenance resources. The calculation results have shown that the application of this measure does reduce the downtime and maintenance costs of the wind turbine if the “advanced service” is conducted infrequently;
- It is essential to equip the wind turbine with a CMS. Thanks to the use of a CMS, the unexpected shutdowns of the turbine due to subsystem failures and the downtime and maintenance cost so caused are significantly reduced. Moreover, the better the quality of the CMS, the more shutdowns, downtime, and maintenance costs will be reduced. However, the CMS should not be very expensive, as the high cost of the CMS may make the operation of the wind turbine no longer economical.

It should be aware that the PN model developed above is only applicable to the maintenance of a single OWT unit and moreover the influence of extreme environmental events on the reliability and maintenance of the OWT has not been considered in the model. At the next step, the research will be extended to the development of the PN models for simulating the maintenance of an offshore wind farm that consists of multiple OWT units of different sizes. To enable the output of the research be closer to a digital twin of the maintenance of the offshore wind farm, the future wind farm maintenance model will consider the influence of occasional extreme environmental events and the influences of the size, offshore distance, and location of individual OWTs on the model parameters and maintenance costs. In addition, different strategies for inspecting and maintaining multiple OWTs in the same offshore wind farm will also be studied for obtaining an optimal offshore wind farm maintenance strategy.
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