Abstract

In this article we first derive some sufficient conditions to establish the monotonicity and comparison principles of the semi-flow generated by non-densely defined Cauchy problems. We apply our results to a class of age structured population models. As a consequence we obtain a monotone semi-flow theory and some comparison principles for age structured models.
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1 Introduction

In this article we consider an abstract semi-linear Cauchy problem

\[ \frac{du(t)}{dt} = Au(t) + F(t, u(t)), \quad \text{for } t \geq 0, \text{ with } u(0) = u_0 \in D(A), \]  

(1.1)

where \( A : D(A) \subset X \to X \) is a linear operator on a Banach space \( X \), and \( F : [0, \infty) \times D(A) \to X \) is continuous. We assume that the map \( x \to F(t, x) \) is Lipschitz on the bounded sets of \( D(A) \) uniformly with respect to \( t \) in a bounded interval of \([0, \infty)\). We point out that \( D(A) \) is not necessarily dense in \( X \) and \( A \) is not necessarily a Hille-Yosida operator.

Population dynamics is one of the interesting subjects in mathematical biology, and a central aim is to study its long-term behavior of the associated models. Monotonicity methods and comparison principles are the main tools in the investigation of the global dynamics of such model systems. In the existing works, monotonicity methods and comparison arguments with dynamical system approaches have been well developed in ordinary differential equations, delay differential equations, and partial differential equations. We refer Smith [18], Hirsch ans Smith [8] and Zhao [24] for more results and references on this subject. However, very few studies have addressed monotonicity and comparison for system (1.1). The existence of the semiflow as well as the positivity of the solutions of \((1.1)\) has been addressed by Magal and Ruan [14, 15]. The condition used in [14, 15] is a special case of the so called subtangential condition. In this paper, we intend to further extend this type of analysis to get a comparison principle between non negative solutions of \((1.1)\). Thus, we will derive the theory of monotone semiflow, the comparison principle and invariance of solutions for system \((1.1)\). Several examples of differential equations, such as delay differential equations [7, 11], parabolic equation with non-linear and non local boundary conditions [5, 6] can be put into the present framework of non densely abstract Cauchy problem \((1.1)\). More examples can be found in [15]. Thus, our developed results in this paper will have a wide range of applicability.

The paper is organized as follows. In sections 2 and 3 we recall some basic results about non densely defined Cauchy problems. In section 4 we prove a result on the monotonicity of the semiflow. Section 5 is devoted to the establishment of the comparison principle. In the last section, we provide applications to age structured population dynamics models and we refer to the book of Webb [23] and Magal and Ruan [15] for more results on this topic.
2 Preliminary results

Let \( A : D(A) \subset X \to X \) be a linear operator. In the following we use the following notations

\[ X_0 := \overline{D(A)} \]

and \( A_0 : D(A_0) \subset X_0 \to X_0 \) the part of \( A \) in \( X_0 \) that is

\[ A_0 x = Ax, \quad \forall x \in D(A_0), \]

and

\[ D(A_0) = \{ x \in D(A) : Ax \in X_0 \}. \]

Assumption 2.1 We assume that

(i) There exist two constants \( \omega_A \in \mathbb{R} \) and \( M_A \geq 1 \), such that \( (\omega_A, +\infty) \subset \rho(A) \) and

\[ \| (\lambda I - A)^{-k} \|_{\mathcal{L}(X_0)} \leq M_A (\lambda - \omega_A)^{-k}, \quad \forall \lambda > \omega_A, \quad k \geq 1. \]

(ii) \( \lim_{\lambda \to +\infty} (\lambda I - A)^{-1} x = 0, \quad \forall x \in X. \)

It is important to note that Assumption 2.1 does not say that \( A \) is a Hille-Yosida linear operator since the operator norm in \( \rho(A) \) is taken into \( X_0 \subseteq X \) (where the inclusion can be strict) instead of \( X \). Further, it follows from [15] that \( \rho(A) = \rho(A_0) \). Therefore by Assumption 2.1, \( (A_0, D(A_0)) \) is a Hille-Yosida linear operator of type \( (\omega_A, M_A) \) and generates a strongly continuous semigroup \( \{ T_{A_0}(t) \}_{t \geq 0} \subset \mathcal{L}(X_0) \) with

\[ \| T_{A_0}(t) \|_{\mathcal{L}(X_0)} \leq M_A e^{\omega_A t}, \quad \forall t \geq 0. \]

As a consequence

\[ \lim_{\lambda \to +\infty} \lambda (\lambda I - A)^{-1} x = x \]

only for \( x \in X_0 \). It is certainly worth pointing out that the above limit does not exist in general whenever \( x \) belongs to \( X \).

We summarize the above discussions as follows.

Lemma 2.2 Assumption 2.1 is satisfied if and only if there exist two constants, \( M_A \geq 1 \) and \( \omega_A \in \mathbb{R} \), such that \( (\omega_A, +\infty) \subset \rho(A) \) and \( A_0 \) is the infinitesimal generator of a \( C_0 \)-semigroup \( \{ T_{A_0}(t) \}_{t \geq 0} \) on \( X_0 \) which satisfies \( \| T_{A_0}(t) \|_{\mathcal{L}(X_0)} \leq M_A e^{\omega_A t}, \forall t \geq 0. \)

Next, we consider the non homogeneous Cauchy problem

\[ v'(t) = Av(t) + f(t), \quad t \geq 0 \quad \text{and} \quad v(0) = v_0 \in X_0, \quad (2.1) \]

with \( f \in L^1_{\text{loc}}(\mathbb{R}, X) \).
The integrated semi-group is one of the major tools to investigate non-homogeneous Cauchy problems. This notion was first introduced by Ardent [1, 2]. We refer to the books Arendt et al. [3] whenever \( A \) is an Hille-Yosida operator. We refer to Magal and Ruan [13, 15] and Thieme [21] for an integrated semi-group theory whenever \( A \) is not Hille-Yosida operator. We also refer to the book of Magal and Ruan [15] for more references and results on this topic.

**Definition 2.3** Let Assumption 2.1 be satisfied. Then \( \{S_A(t)\}_{t \geq 0} \in \mathcal{L}(X) \) the integrated semigroup generated by \( A \) is a strongly continuous family of bounded linear operators on \( X \), which is defined by

\[
S_A(t)x = (\lambda I - A_0) \int_0^t T_{A_0}(l)(\lambda I - A)^{-1} x dl, \forall t \geq 0,
\]

whenever \( \lambda > \omega_A \).

In order to obtain the existence and uniqueness of solutions for (2.1) whenever \( f \) is a continuous map, we will require the following assumption.

**Assumption 2.4** Assume that for any \( \tau > 0 \) and \( f \in C([0, \tau], X) \) there exists \( v_f \in C([0, \tau], X) \) an integrated (mild) solution of

\[
\frac{dv_f(t)}{dt} = Av_f(t) + f(t), \text{ for } t \geq 0 \text{ and } v_f(0) = 0,
\]

that is to say that

\[
\int_0^t v_f(r)dr \in D(A), \forall t \geq 0
\]

and

\[
v_f(t) = A \int_0^t v_f(r)dr + \int_0^t f(r)dr, \forall t \geq 0.
\]

Moreover we assume that there exists a non decreasing map \( \delta : [0, +\infty) \to [0, +\infty) \) such that

\[
\|v_f(t)\| \leq \delta(t) \sup_{s \in [0,t]} \|f(s)\|, \forall t \geq 0,
\]

with \( \delta(t) \to 0 \) as \( t \to 0^+ \).

**Remark 2.5** Note that Assumption 2.4 is equivalent (see [14]) to the assumption that there exists a non-decreasing map \( \delta : [0, +\infty) \to [0, +\infty) \) such that for each \( \tau > 0 \) and each \( f \in C([0, \tau], X) \) the map \( t \to (S_A + f)(t) \) is differentiable in \([0, \tau] \) with

\[
\|(S_A \circ f)(t)\| \leq \delta(t) \sup_{s \in [0,t]} \|f(s)\|, \forall t \in [0, \tau],
\]

where \( (S_A \circ f)(t) \) and \( (S_A \circ f)(t) \) will be defined below in Theorem 2.7 and equation (2.3).
Remark 2.6 It is important to point out the fact Assumption 2.4 is also equivalent to saying that \( \left\{ S_A(t) \right\}_{t \geq 0} \subset L(X, X_0) \) is of bounded semi-variation on \([0, t] \) for any \( t > 0 \). That is to say that
\[
V^\infty(S_A, 0, t) := \sup \left\{ \left\| \sum_{i=0}^{n-1} [S_A(t_{j+1}) - S_A(t_j)] x_j \right\| \right\} < +\infty
\]
where the supremum is taken over all partitions \( 0 = t_0 < \cdots < t_n = t \) of \([0, t] \) and all elements \( x_1, \ldots, x_n \in X \) with \( \|x_j\| \leq 1 \), for \( j = 1, 2, \ldots, n \). Moreover the non-decreasing map \( \delta : [0, +\infty) \rightarrow [0, +\infty) \) in Assumption 2.4 is defined by
\[
\delta(t) := \sup_{s \in [0, t]} V^\infty(S_A, 0, s), \forall t \geq 0.
\]

The following result is proved in [14, Theorem 2.9].

Theorem 2.7 Let Assumptions 2.1 and 2.4 be satisfied. Then for each \( \tau > 0 \) and each \( f \in C([0, \tau], X) \) the map
\[
t \mapsto (S_A * f)(t) := \int_0^t S_A(t - s)f(s)ds
\]
is continuously differentiable, \( (S_A * f)(t) \in D(A), \forall t \in [0, \tau] \), and if we set \( u(t) = \frac{d}{dt} (S_A * f)(t) \), then
\[
u(t) = A \int_0^t u(s)ds + \int_0^t f(s)ds, \forall t \in [0, \tau].
\]
Moreover we have
\[
\|u(t)\| \leq \delta(t) \sup_{s \in [0, t]} \|f(s)\|, \forall t \in [0, \tau].
\]
Furthermore, for each \( \lambda \in (\omega, +\infty) \) we have for each \( t \in [0, \tau] \) that
\[
(\lambda I - A)^{-1} \frac{d}{dt} (S_A * f)(t) = \int_0^t T_{A_0}(t - s) (\lambda I - A)^{-1} f(s)ds. \quad (2.2)
\]
From now on we will use the following notation
\[
(S_A \diamond f)(t) := \frac{d}{dt} (S_A * f)(t). \quad (2.3)
\]
From (2.2) and using the fact that \( (S_A \diamond f)(t) \in X_0 \), we deduce the approximation formula
\[
(S_A \diamond f)(t) = \lim_{\lambda \rightarrow +\infty} \int_0^t T_{A_0}(t - s)\lambda (\lambda I - A)^{-1} f(s)ds. \quad (2.4)
\]
A consequence of the approximation formula is the following
\[
(S_A \diamond f)(t + s) = T_{A_0}(s) (S_A \diamond f)(t) + (S_A \diamond f(t + .))(s), \forall t, s \geq 0. \quad (2.5)
\]
The following result is proved by Magal and Ruan [13, Theorem 3.1], which will be constantly used and applied to the operator \( A - \gamma B \) in sections 4 and 5.
Theorem 2.8 (Bounded Linear Perturbation)

Let Assumptions 2.1 and 2.4 be satisfied. Assume $L \in \mathcal{L}(X_0, X)$ is a bounded linear operator. Then $A + L : D(A) \subset X \to X$ satisfies the conditions in Assumptions 2.1 and 2.4. More precisely, if we fix $\tau_L > 0$ such that

$$\delta (\tau_L) \| L \|_{\mathcal{L}(X_0, X)} < 1,$$

and if we denote by $\{ S_{A+L}(t) \}_{t \geq 0}$ the integrated semigroup generated by $A + L$, then for any $f \in C ([0, \tau_L], X)$, we have

$$\left\| \frac{d}{dt} (S_{A+L} * f) \right\| \leq \frac{\delta (t)}{1 - \delta (\tau_L) \| L \|_{\mathcal{L}(X_0, X)}} \sup_{s \in [0, t]} \| f(s) \|, \forall t \in [0, \tau_L].$$

The following result is proved in [14, Lemma 2.13].

Lemma 2.9 Let Assumptions 2.1 and 2.4 be satisfied. Then

$$\lim_{\lambda \to +\infty} \| (\lambda I - A)^{-1} \|_{\mathcal{L}(X)} = 0.$$

It follows that if $B \in \mathcal{L}(X_0, X)$, then for all $\lambda > 0$ large enough the linear operator $\lambda I - A - B$ is invertible and its inverse can be written as follows

$$(\lambda I - A - B)^{-1} = (\lambda I - A)^{-1} \left[ I - B (\lambda I - A)^{-1} \right]^{-1}.$$

3 Existence and Uniqueness of a Maximal Semiflow

Consider now the non-autonomous semi-linear Cauchy problem

$$U(t, s)x = x + A \int_s^t U(l, s)xdl + \int_s^t F(l, U(l, s)x)dl, \quad t \geq s \geq 0, \quad (3.1)$$

and the following problem

$$U(t, s)x = T_{A_0} (t-s)x + \frac{d}{dt} (S_A * F(\cdot + s, U(\cdot + s, s)x)(t-s), \quad t \geq s \geq 0. \quad (3.2)$$

We will make the following assumption.

Assumption 3.1 Assume that $F : [0, +\infty) \times \overline{D(A)} \to X$ is a continuous map such that for each $\tau_0 > 0$ and each $\xi > 0$, there exists $K(\tau_0, \xi) > 0$ such that

$$\| F(t, x) - F(t, y) \| \leq K(\tau_0, \xi) \| x - y \|$$

whenever $t \in [0, \tau_0], y, x \in X_0$, and $\| x \| \leq \xi, \| y \| \leq \xi$.

In the following definition $\tau$ is the blow-up time of maximal solutions of (3.1).
Definition 3.2 (Non autonomous maximal semiflow)
Consider two maps \( \tau : [0, +\infty) \times X_0 \to (0, +\infty) \) and \( U : D_\tau \to X_0 \), where
\[
D_\tau = \left\{ (t, s, x) \in [0, +\infty)^2 \times X_0 : s \leq t < s + \tau(s, x) \right\}.
\]
We say that \( U \) is a maximal non-autonomous semiflow on \( X_0 \) if \( U \) satisfies the following properties
(i) \( \tau(r, U(r, s)x) + r = \tau(s, x) + s, \forall s \geq 0, \forall x \in X_0, \forall r \in [s, s + \tau(s, x)) \). 
(ii) \( U(s, s)x = x, \forall s \geq 0, \forall x \in X_0. \)
(iii) \( U(t, r)U(r, s)x = U(t, s)x, \forall s \geq 0, \forall x \in X_0, \forall t, r \in [s, s + \tau(s, x)) \) with \( t \geq r. \)
(iv) If \( \tau(s, x) < +\infty \), then 
\[
\lim_{t \to (s + \tau(s, x))^+} \|U(t, s)x\| = +\infty.
\]
Set
\[
D = \left\{ (t, s, x) \in [0, +\infty)^2 \times X_0 : t \geq s \right\}.
\]
The following theorem is the main result in this section, which was proved in [13, Theorem 5.2].

**Theorem 3.3** Let Assumptions 2.1, 2.4 and 3.1 be satisfied. Then there exists a map \( \tau : [0, +\infty) \times X_0 \to (0, +\infty) \) and a maximal non-autonomous semiflow \( U : D_\tau \to X_0 \), such that for each \( x \in X_0 \) and each \( s \geq 0, U(., s)x \in C([s, s + \tau(s, x)), X_0) \) is a unique maximal solution of (3.1) (or equivalently a unique maximal solution of (3.2)). Moreover, \( D_\tau \) is open in \( D \) and the map \( (t, s, x) \to U(t, s)x \) is continuous from \( D_\tau \) into \( X_0 \).

4 **Positivity and Monotonicity for a maximal semiflow**

In order to define a partial order on the Banach space \( X \), we need to consider \( X_+ \) the positive cone of \( X \). That is to say that \( X_+ \) is a closed convex subset of \( X \) satisfying the two following properties
(i) \( \lambda x \in X_+, \forall \lambda \geq 0, \forall x \in X_+; \)
(ii) If \( x \in X_+ \) and \( -x \in X_+ \) then \( x = 0. \)
Then the partial \( \geq \) on \( X \) is defined as follows
\[
x \geq 0 \Leftrightarrow x \in X_+.
\]
Thus, this partial order serves to compare the elements of $X$ as follows
\[ x \geq y \iff x - y \in X_+. \]

The partial order on $X$ induces a partial order on $X_0$ which corresponds to the positive cone
\[ X_{0+} = X_0 \cap X_+. \]

**Assumption 4.1 (Positivity)** We assume that there exists a bounded linear operator $B \in L(X_0, X)$ satisfying the two following properties

(i) For each $\gamma > 0$ the linear operator $A - \gamma B$ is resolvent positive. That is to say that
\[ (\lambda I - (A - \gamma B))^{-1} X_+ \subset X_+ \]
for each $\lambda > 0$ large enough.

(ii) For each $\xi > 0$ and each $\sigma > 0$ there exists $\gamma = \gamma(\xi, \sigma) > 0$, such that
\[ x \geq 0 \Rightarrow F(t, x) + \gamma Bx \geq 0 \]
whenever $x \in X_0$, $\|x\| \leq \xi$ and $t \in [0, \sigma]$.

**Remark 4.2** For densely defined Cauchy problems, the standard conditions related to the positivity of solutions can be obtained if we take $B = I$, the identity, in Assumption 4.1. We also note that the positivity for a delay differential equation was discussed in [14, Example 3.6], where $B$ is not equal to the identity.

Assumption 4.1 (i) guarantees that the semigroup $\{T_{(A-\gamma B)_{0}}(t)\}_{t \geq 0}$ is a $C_0$-semigroup of positive operators on $X_0$. By using the classical semigroup approximation formula
\[ T_{(A-\gamma B)_{0}}(t)x = \lim_{n \to \infty} \left( \frac{n}{t} \right)^n \left( \frac{n}{t} - (A - \gamma B) \right)^{-n} x \geq 0, \forall t > 0, \forall x \in X_{0+}. \]
As a consequence of formula (2.4) we deduce that for each $t \in [0, \tau]$,\[ (S_{(A-\gamma B)} \circ f)(t) = \lim_{\lambda \to \infty} \int_{0}^{t} T_{(A-\gamma B)_{0}}(t-s)\lambda (\lambda I - (A - \gamma B))^{-1} f(s)ds \geq 0, \]
whenever $f \in C([0, \tau], X_+)$. As a consequence
\[ f \leq g \Rightarrow (S_{(A-\gamma B)} \circ f) \leq (S_{(A-\gamma B)} \circ g), \quad (4.1) \]
whenever $g - f \in C([0, \tau], X_+)$ and $f \in C([0, \tau], X)$.

The following result has been studied in [14, Proposition 3.5].
Theorem 4.3 (Positive semiflow)
Let Assumptions 2.1, 2.4, 3.1 and 4.1 be satisfied. Then the maximal semiflow generated by (3.1) is non negative. That is to say that for each \( x \in X_0 \) and \( s \geq 0 \)
\[
x \geq 0 \Rightarrow U(t, s)x \geq 0,
\]
whenever \( t \in [s, s + \tau(s, x)) \).

In order to derive a monotone semiflow property we need to extend the Assumption 4.1 as follows.

Assumption 4.4 (Monotonicity) We assume that there exists a bounded linear operator \( B \in \mathcal{L}(X_0, X) \) satisfying the two following properties

(i) For each \( \gamma > 0 \) the linear operator \( A - \gamma B \) is resolvent positive. That is to say that
\[
(\lambda I - (A - \gamma B))^{-1} X_+ \subset X_+
\]
for each \( \lambda > 0 \) large enough.

(ii) For each \( \xi > 0 \) and each \( \sigma > 0 \) there exists \( \gamma = \gamma(\xi, \sigma) > 0 \), such that
\[
0 \leq x \leq y \Rightarrow 0 \leq F(t, x) + \gamma Bx \leq F(t, y) + \gamma By
\]
whenever \( x, y \in X_0 \), \( \|x\| \leq \xi \), \( \|y\| \leq \xi \) and \( t \in [0, \sigma] \).

Assumption 4.4 (ii) definitely means that the map \( x \to F(t, x) + \gamma Bx \) is non negative and monotone increasing on \( B_{X_0}(0, \xi) \cap X_+ \) for each \( t \in [0, \sigma] \). Consequently we obtain the following result.

Theorem 4.5 (Monotone Semiflow)
Let Assumptions 2.1, 2.4, 3.1 and 4.4 be satisfied. Then the maximal semiflow generated by (3.1) is non negative and monotone increasing. That is to say that for each \( x, y \in X_0 \) and \( s \geq 0 \)
\[
0 \leq x \leq y \Rightarrow 0 \leq U(t, s)x \leq U(t, s)y,
\]
whenever \( t \in [s, \min(s + \tau(s, x), s + \tau(s, y))] \).

Proof. Without loss of generality we can assume that \( s = 0 \) and \( x \in X_{0+} \). Moreover, using the semiflow property, it is sufficient to prove that there exists \( \sigma_0 \in (0, \tau(0, x)) \) such that \( U(t, 0)x \in X_{0+} \), \( \forall t \in [0, \sigma_0] \). Let \( x, y \in X_{0+} \) be fixed. Set
\[
\xi := 2(\|x\| + \|y\| + 1).
\]

Let \( \gamma > 0 \) such that
\[
u \leq v \Rightarrow F(t, u) + \gamma Bu \leq F(t, v) + \gamma Bv
\]
when \( u, v \in X_{0+}, \|u\| \leq \xi, \|v\| \leq \xi \) and \( t \in [0, 1] \).

Let us fix \( \tau_\gamma > 0 \) such that
\[
\gamma \|B\|_{\mathcal{L}(X_0, X)} \delta(\tau_\gamma) < 1.
\]
For each \( \sigma \in (0, \tau) \), define
\[
E^\sigma = \{ \varphi \in C([0, \sigma], X_0): \|\varphi(t)\| \leq \xi, \ \forall t \in [0, \sigma] \}.
\]

Then it is sufficient to consider the fixed point problem
\[
u(t) = T_{(A-\gamma B)_0}(t)x + S_{(A-\gamma B)}(F(., u(\.)) + \gamma Bu(\.))(t) =: \Psi_x(u)(t), \forall t \in [0, \sigma].
\]

Moreover, by using Theorem 2.8, for each \( \varphi \in E^\sigma \) and each \( t \in [0, \sigma] \), we deduce that
\[
\|\Psi_x(\varphi)(t)\| = \|T_{(A-\gamma B)_0}(t)x + S_{(A-\gamma B)}(F(., \varphi(\.)) + \gamma B\varphi(\.))(t)\|
\leq \|T_{(A-\gamma B)_0}(t)x\|
+ \frac{\delta(t)}{1 - \gamma \|B\|_{\mathcal{L}(X_0, X)} \delta(\tau)} \sup_{s \in [0, t]} \|F(s, \varphi(s)) + \gamma B\varphi(s)\|
\leq \sup_{t \in [0, \sigma]} \|T_{(A-\gamma B)_0}(t)x\|
+ \frac{\delta(\sigma)}{1 - \gamma \|B\|_{\mathcal{L}(X_0, X)} \delta(\tau)} \left[ \sup_{s \in [0, \sigma]} \|F(s, 0)\| + \|K(1, \xi) + \gamma \|B\|_{\mathcal{L}(X_0, X)} \| \right].
\]

Hence, there exists \( \sigma_1 \in (0, 1) \) such that
\[
\Psi_x(E^\sigma) \subset E^\sigma \quad \text{and} \quad \Psi_y(E^\sigma) \subset E^\sigma, \ \forall \sigma \in (0, \sigma_1).
\]

Therefore, for each \( \sigma \in (0, \sigma_1] \) and each pair \( \varphi, \psi \in E^\sigma \), we have for \( t \in [0, \sigma] \) and \( z = x, y \) that
\[
\|\Psi_z(\varphi)(t) - \Psi_z(\psi)(t)\| = \left\|\left(S_{(A-\gamma B)}(F(., \varphi(\.)) - F(., \psi(\.)) + \gamma B(\varphi - \psi)(\.))(t)\right)\right\|
\]
and by using Assumption 3.1 we obtain
\[
\|\Psi_z(\varphi)(t) - \Psi_z(\psi)(t)\|
\leq \frac{\delta(t)}{1 - \gamma \|B\|_{\mathcal{L}(X_0, X)} \delta(\tau)} \left[ K(1, \xi) + \gamma \|B\|_{\mathcal{L}(X_0, X)} \| \right] \sup_{s \in [0, \sigma]} \|(\varphi - \psi)(s)\|.
\]

Thus, there exists \( \sigma_2 \in (0, \sigma_1] \) such that \( \Psi_z(E^{\sigma_2}) \subset E^{\sigma_2} \) and \( \Psi_z \) is a contraction strict on \( E^{\sigma_2} \).

Now choosing the constant functions \( \varphi \equiv x \) and \( \psi \equiv y \) we obtain
\[
\Psi_x(\varphi) \leq \Psi_y(\varphi) \leq \Psi_y(\psi).
\]

Since \( \Psi \) is monotone, it follows that
\[
\Psi_x^2(\varphi) \leq \Psi_y(\Psi_x(\varphi)) \leq \Psi_y^2(\psi).
\]

Now by induction, we obtain
\[
\Psi_x^n(\varphi) \leq \Psi_y^n(\psi), \ \forall n \in \mathbb{N} \setminus \{0\}.
\]
By taking the limit when \( n \) goes to \( +\infty \) we obtain
\[
U(t,0)x = \lim_{n \to +\infty} \Psi^n_x(\varphi)(t) \leq \lim_{n \to +\infty} \Psi^n_y(\varphi)(t) = U(t,0)y.
\]

Recall that the positive cone \( X_+ \) is said to be \textit{normal} if there exists a norm \( \| \cdot \|_1 \) equivalent to \( \| \cdot \| \), which is monotone. That is to say that
\[
\forall x, y \in X, \ 0 \leq x \leq y \Rightarrow \| x \|_1 \leq \| y \|_1.
\]

\textbf{Lemma 4.6} \textit{Let Assumptions 2.1, 2.4, 3.1 and 4.4 be satisfied. Assume in addition that \( X_+ \) is normal. Then for each \( x, y \in X \) and \( s \geq 0 \) the maximal time of existence of the semiflow \( U \) satisfies the following properties}
\[
0 \leq x \leq y \Rightarrow \tau(s,x) \geq \tau(s,y).
\]

\textbf{Proof.} By Theorem 4.5, we see that
\[
0 \leq U(t,s)x \leq U(t,s)y, \ \forall t \in [s, s + \min(\tau(s,x), \tau(s,y))].
\]
Since the equivalent norm \( \| \cdot \|_1 \) is monotone, it follows that
\[
\| U(t,s)x \|_1 \leq \| U(t,s)y \|_1, \ \forall t \in [s, s + \min(\tau(s,x), \tau(s,y))].
\]
Assume by contradiction that \( \tau(s,x) < \tau(s,y) \). Then we have
\[
+\infty = \lim_{t \to (s + \tau(s,x))^-} \| U(t,s)x \|_1 \leq \lim_{t \to (s + \tau(s,x))^-} \| U(t,s)y \|_1 < +\infty,
\]
which is a contradiction. \( \blacksquare \)

\section{Comparison principle}

\textbf{Proposition 5.1 (Lower Solution: Integral form)} \textit{Let Assumptions 2.1, 2.4, 3.1 and 4.4 be satisfied, and \( v \in C([s, s + \hat{\tau}], X_{0+}) \) with \( s \geq 0 \) and \( \hat{\tau} \geq 0 \). Assume that for each \( \gamma > 0 \) large enough and each \( t \in [s, s + \hat{\tau}] \),}
\[
\tau(t) \leq T_{(A-\gamma B)}(t-s)x + \left( S_{(A-\gamma B)} \circ (\gamma B + F)(s + ., v(s + .))(t-s) \right). \]
\[\text{Then } v(t) \leq U(t,s)x, \ \forall t \in [s, s + \tau(s,x))].\]

\textbf{Proof.} Our arguments will be similar to those in Theorem 4.5. Without loss of generality we can assume that \( s = 0 \) and \( x \in X_{0+} \). Moreover, using the semiflow property, it is sufficient to prove that there exists \( \sigma_0 \in (0, \min(\hat{\tau}, \tau(0,x))) \) such that
\[
v(t) \leq U(t,0)x, \ \forall t \in [0, \sigma_0].
\]
Let \( x \in X_{0+} \) be fixed; \( \tau_, \gamma \) and \( \gamma \) be given in the proof of Theorem 4.5. For each \( \sigma \in (0, \tau_) \), we define

\[
\Psi_x(v)(t) := T(A - \gamma B)_0(t) x + S(A - \gamma B) \circ (F(., v(., v(., v(.))))) + \gamma Bv(., v(., v(.))) (t - s), \forall t \in [0, \sigma].
\]

Then for all \( t \in [0, \sigma] \), we have

\[
v(t) \leq \Psi_x(v),
\]

\[
\Psi_x(v) \leq \Psi_x(\Psi_x(v)) = \Psi_x^2(v),
\]

and

\[
\Psi_x^{(n-1)}(v) \leq \Psi_x(\Psi_x^{(n-1)}(v)) = \Psi_x^n(v), \forall n \in N.
\]

That is to say that for all \( t \in [0, \sigma] \), it follows that

\[
v(t) \leq \Psi_x(v) \leq \Psi_x^2(v) \leq \Psi_x^3(v) \leq \ldots \leq \Psi_x^n(v) \to U(t, 0) x \text{ as } n \to \infty.
\]

The proof is complete. 

\[ \blacksquare \]

**Proposition 5.2 (Upper Solution: Integral form)** Let Assumptions 2.1, 2.4, 3.1 and 4.4 be satisfied, and \( v \in C([s, s + \hat{\tau}], X_{0+}) \) with \( s \geq 0 \) and \( \hat{\tau} \geq 0 \). Assume that for each \( \gamma > 0 \) large enough and each \( t \in [s, s + \hat{\tau}] \),

\[
v(t) \geq T(A - \gamma B)_0(t - s) x + S(A - \gamma B) \circ (\gamma B + F)(s, v(s)) (t - s).
\]

Then

\[ \tau(s, x) > \hat{\tau} \]

and

\[ v(t) \geq U(t, s) x, \forall t \in [s, s + \hat{\tau}]. \]

Let \( I \) be an interval in \( \mathbb{R} \). We recall that \( v \in C(I, D(A)) \) if and only if

\[ v(t) \in D(A), \forall t \in I, \]

and the map \( t \to Av(t) \) is continuous from \( I \) in \( X \).

**Proposition 5.3 (Lower Solution: Differential form)** Let Assumptions 2.1, 2.4, 3.1 and 4.4 be satisfied. Assume that \( s \geq 0, \hat{\tau} \geq 0 \), and \( v \in C^1([s, s + \hat{\tau}], X) \cap C([s, s + \hat{\tau}], D(A)) \) is a non-negative function that is

\[ v(t) \geq 0, \forall t \in [s, s + \hat{\tau}]. \]

If

\[ v'(t) \leq Av(t) + F(t, v(t)), \forall t \in [s, s + \hat{\tau}], \text{ and } v(s) = x \in X_{0+}, \]

then

\[ v(t) \leq U(t, s) x, \forall t \in [s, \min(s + \hat{\tau}, s + \tau(s, x))]. \]
Proof. Let
\[ h(t) := v'(t) - [Av(t) + F(t, v(t))], \forall t \in [s, s + \hat{\tau}]. \]
Then
\[ h(.) \in C([s, s + \hat{\tau}], X) \text{ and } h(.) \leq 0 \text{ on } [s, s + \hat{\tau}], \]
and
\[ v'(t) = Av(t) + F(t, v(t)) + h(t), \forall t \in [s, s + \hat{\tau}], \text{ and } v(s) = x \in X_{0+}. \]

Let \( \gamma \) be given in the proof of Theorem 4.5. Then for all \( t \in [s, s + \hat{\tau}] \), we have
\[
v(t) = T_{(A-\gamma B)_{0}}(t-s)x + \left( S_{(A-\gamma B)} \circ (\gamma Bv(s+.) + F(s+., v(s+.) + h(s+.) \right)(t-s), \]
\[
\leq T_{(A-\gamma B)_{0}}(t-s)x + \left( S_{(A-\gamma B)} \circ (\gamma Bv(s+.) + F(s+., v(s+.) \right)(t-s),
\]
where we have used the fact (4.1). By using Proposition 5.1, we complete the proof.

\[ \blacksquare \]

Proposition 5.4 (Upper Solution: Differential form) Let Assumptions 2.1, 2.4, 3.1 and 4.4 be satisfied. Assume that \( s \geq 0, \hat{\tau} \geq 0, \) and \( v \in C^{1}([s, s + \hat{\tau}], X) \cap C([s, s + \hat{\tau}], D(A)) \) is a non-negative function that is
\[ v(t) \geq 0, \forall t \in [s, s + \hat{\tau}]. \]
If
\[ v'(t) \geq Av(t) + F(t, v(t)), \forall t \in [s, s + \hat{\tau}], \text{ and } v(s) = x \in X_{0+}, \]
then
\[ \tau(s, x) > \hat{\tau} \]
and
\[ v(t) \geq U(t, s)x, \forall t \in [s, s + \hat{\tau}]. \]

Theorem 5.5 (Increasing and Decreasing Solutions) Let Assumptions 2.1, 2.4, 3.1 and 4.4 be satisfied. Assume that \( F \) is independent of time \( t \), and \( U : D_{U} \subset [0, +\infty) \times X_{0} \rightarrow X_{0} \) is the autonomous maximal semiflow generated by the abstract Cauchy problem
\[ u'(t) = Au(t) + F(u(t)), \text{ for } t \geq 0, u(0) = x \in D(A). \]
Assume in addition that
\[ x \in D(A) \cap X_{+}. \]
Then we have the following properties
(i) \( Ax + F(x) \geq 0 \) implies that the map \( t \rightarrow U(t)x \) is increasing.
(ii) \( Ax + F(x) \leq 0 \) implies that the map \( t \rightarrow U(t)x \) is decreasing.
Proof. Set 
\[ v(t) = x, \forall t \geq 0. \]
Observe that 
\[ v'(t) = 0 \leq Ax + F(x) = Av(t) + F(v(t)), \forall t \geq 0. \]
Now by using the differential form of comparison principle in Proposition 5.3, we obtain 
\[ x = v(t) \leq U(t)x, \forall t \geq 0 \]
and by applying \( U(t') \) on both side of this last inequality we obtain 
\[ U(t')x \leq U(t'+t)x, \forall t,t' \geq 0, \]
and the result follows. ■

6 Applications to age structured models

6.1 SIR epidemic model with infection age

In this subsection, we intend to use the comparison principle to determine a positively invariant sub-region for the SIR epidemic model with age of infection

\[
\begin{align*}
S'(t) &= \gamma - \nu S(t) - \eta S(t) \int_{0}^{\infty} \beta(a)i(t,a)da, \\
\partial_a i(t,a) + \partial_t i(t,a) &= -\nu_i(a)i(t,a), \text{ for } a \in (0, \infty) \\
i(t,0) &= \eta S(t) \int_{0}^{\infty} \beta(a)i(t,a)da, \\
S(0) &= S_0 \geq 0, \quad i(0,\cdot) = i_0 \in L_1^\infty((0, T), \mathbb{R}).
\end{align*}
\]

This model was first proposed by Kermack and McKendrick [10] in 1927. The global dynamic was studied by Magal, McCluskey and Webb [12]. The existence of an invariant sub-region turn to be crucial to the investigation of the uniform persistence. Some results based on comparison principle were stated in [12] without proof. In the following, we will explain how to derive these invariant sub regions by using the above comparison principle.

Assumption 6.1 We assume that the following conditions are satisfied

(i) \( \gamma > 0, \nu_S > 0, \eta > 0; \)
(ii) The function \( a \rightarrow \beta(a) \) is bounded and uniformly continuous from \( [0, \infty) \) to \( [0, \infty) \);
(iii) The function \( \nu_i(\cdot) \in L_1^{\infty}(0, \infty), \) and \( \nu_i(a) \geq \delta \) for almost every \( a \geq 0 \) for some \( \delta > 0. \)

Volterra formulation: By integrating along the characteristic the \( i \)-equation we deduce that

\[
i(t,a) = \begin{cases} 
e^{-\int_{a-t}^{a} \nu_i(\sigma)d\sigma} i_0(a-t), \text{ if } a-t \geq 0, \\
\ne^{-\int_{a}^{a-t} \nu_i(\sigma)d\sigma} B(t-a), \text{ if } t-a \geq 0,
\end{cases}
\]
and $t \to B(t)$ is the unique continuous function satisfying the following Volterra integral equation for each $t \geq 0$

$$B(t) = S(t) \left\{ \int_t^\infty \beta(a)e^{-\int_a^{t-1} \nu_i(\sigma) d\sigma} i_0(a-t) da + \int_0^t \beta(a)e^{-\int_0^a \nu_i(\sigma) d\sigma} B(t-a) da \right\}.$$  

**Integrated semigroup formulation:** Treating $S(t)$ as a known function for the $i$-equation, we are going to rewrite the $i$-part of system (6.1) as an Abstract Cauchy problem. Set

$$X = \mathbb{R} \times L^1((0, +\infty), \mathbb{R})$$

endowed with the usual product norm. Consider the linear operator $A : D(A) \subset X \to X$

$$A \left( \begin{array}{c} 0_x \\ i \end{array} \right) = \left( \begin{array}{c} -i(0) \\ -i' - \nu_i i \end{array} \right)$$

with

$$D(A) = \{ 0_x \} \times W^{1,1}((0, +\infty), \mathbb{R}),$$

where

$$W^{1,1}((0, +\infty), \mathbb{R}) = \{ \varphi \in L^1((0, +\infty), \mathbb{R}) : \varphi' \in L^1((0, +\infty), \mathbb{R}) \}.$$  

Then the closure of the domain of $A$ is

$$X_0 := \overline{D(A)} = \{ 0_x \} \times L^1((0, +\infty), \mathbb{R}).$$

Define $F : \mathbb{R} \times X_0 \to X$ by

$$F \left( \begin{array}{c} S \\ \left( \begin{array}{c} 0_x \\ i \end{array} \right) \end{array} \right) = \left( \begin{array}{c} \eta S \int_0^{+\infty} \beta(a)i(a) da \\ 0_L^L \end{array} \right).$$

By identifying $i(t, \cdot)$ with $v(t) := \left( \begin{array}{c} 0_x \\ i(t, \cdot) \end{array} \right)$ we can rewrite the $i$-equation in (6.1) as the following abstract Cauchy problem

$$v'(t) = Av(t) + F(S(t), v(t)), \text{ for } t \geq 0, v(0) = \left( \begin{array}{c} 0_x \\ i_0 \end{array} \right) \in X_0.$$  

**Lemma 6.2** Assume that the initial value $S(0) = S_0 > 0$. Then there exists $S_+ > S_- > 0$ such that

$$S_- \leq S(t) \leq S_+, \text{ for } t \geq 0.$$  

**Remark 6.3** The fact that we assume that $S(0) = S_0 > 0$ is not a restriction. Indeed, if $S(0) = S_0 = 0$, one can prove that

$$S(t) > 0, \forall t > 0.$$  

Therefore we always replace 0 by some small positive time $t > 0$ and assume that $S_0 > 0.$
Proof. We first establish the upper bound of $S(t)$. It is easy to see that

$$S'(t) \leq \gamma - \nu S(t).$$

Thus,

$$S(t) \leq e^{-\nu t}S_0 + \int_0^t e^{-\nu(t-\theta)}d\theta = e^{-\nu t}S_0 + \frac{\gamma}{\nu S}[1 - e^{-\nu t}], \ t \geq 0,$$

which implies that

$$S(t) \leq S_0 + \frac{\gamma}{\nu S} := S_+, \ t \geq 0.$$

Next, we establish the lower bound of $S(t)$. Define

$$I(t) = \int_0^{+\infty} i(t, a)da.$$

By using classical solutions of (6.1) we deduce that

$$\frac{d}{dt} \int_0^{\infty} i(t, a)da = \int_0^{\infty} [-\partial_a i(t, a) - \nu I(a)i(t, a)]da.$$

Using integration by parts, we deduce that

$$I'(t) = \eta S(t) \int_0^{+\infty} \beta(a)i(t, a)da - \int_0^{+\infty} \nu I(a)i(t, a)da.$$

The formula is true for any mild solution by continuity of the semi-flow generated by (6.1), and by density of initial distribution giving a classical solution.

From the above formula we deduce that

$$(S + I)'(t) \leq \gamma - \nu S(t) - \delta I(t).$$

This implies that $t \to S(t) + I(t)$ is bounded above by a constant $M > 0$. On the other hand, we have

$$S'(t) \geq \gamma - \nu S(t) - \eta \| \beta \|_\infty S(t)I(t)$$

$$\geq \gamma - [\nu S + \eta \| \beta \|_\infty M]S(t).$$

This implies that

$$\liminf_{t \to \infty} S(t) \geq \frac{\gamma}{\nu S + \eta \| \beta \|_\infty M}.$$

By Lemma 6.2 and the comparison principle, we have the following result:

**Theorem 6.4** Assume that $i_{\pm}(t, a)$ satisfies

$$\begin{align*}
\partial_t i_{\pm}(t, a) + \partial_a i_{\pm}(t, a) &= -\nu_I(a)i_{\pm}(t, a), \text{ for } a \geq 0, \ t \geq 0, \\
i_{\pm}(t, 0) &= \eta S_{\pm} \int_0^{+\infty} \beta(a)i_{\pm}(t, a)da, \\
i_{\pm}(0, \cdot) &= i_0 \in L^1_+(0, +\infty, \mathbb{R}).
\end{align*}$$

Then

$$i_{-}(t, a) \leq i(t, a) \leq i_{+}(t, a), \text{ for } t \geq 0, \text{ for a.e. } a \geq 0. \quad (6.2)$$
Remark 6.5 The above Theorem is general and can be used for example in the context of ecology whenever \(i(t,a)\) is the distribution of population and \(S(t)\) represents a time dependent reproduction rate.

Remark 6.6 One can prove the above result by using a Volterra integral formulation approach. Consider the function \(t \rightarrow B(t)\) is the unique continuous function satisfying for each \(t \geq 0\)

\[
B(t) = S(t) \left\{ \int_t^\infty \beta(a)e^{-\int_a^\infty \nu(\sigma)d\sigma} \, i_0(a-t) da + \int_0^t \beta(a)e^{-\int_a^\infty \nu(\sigma)d\sigma} \, B(t-a) da \right\}.
\]

We can for example derive the following upper estimation

\[
B(t) \leq S^+ \left\{ \int_t^\infty \beta(a)e^{-\int_a^\infty \nu(\sigma)d\sigma} \, i_0(a-t) da + \int_0^t e^{-\int_a^\infty \nu(\sigma)d\sigma} B(t-a) da \right\}.
\]

By using a standard iteration procedure

\[
B^n(t) = S^+ \left\{ \int_t^\infty \beta(a)e^{-\int_a^\infty \nu(\sigma)d\sigma} \, i_0(a-t) da + \int_0^t e^{-\int_a^\infty \nu(\sigma)d\sigma} B^{n-1}(t-a) da \right\},
\]

with

\[
B^0(t) = B(t)
\]

it follows that the sequence \(B^n\) is increasing, that is to say

\[
B^n(t) \leq B^{n+1}(t), \forall t \geq 0, \forall n \geq 0.
\]

Letting \(n \to \infty\), the sequence \(B^n\) converges and we have

\[
\lim_{n \to \infty} B^n(t) = B^+(t) \text{ locally uniformly in } t \in \mathbb{R},
\]

where \(t \to B^+(t)\) is the unique continuous function satisfying the Volterra integral equation

\[
B^+(t) = S^+ \left\{ \int_t^\infty \beta(a)e^{-\int_a^\infty \nu(\sigma)d\sigma} \, i_0(a-t) da + \int_0^t e^{-\int_a^\infty \nu(\sigma)d\sigma} B^+(t-a) da \right\}.
\]

Now we deduce that

\[
i(t,a) \leq i^+(t,a),
\]

where

\[
i^+(t,a) = \begin{cases} 
  e^{-\int_a^\infty \nu(\sigma)d\sigma} i_0(a-t), & \text{if } a-t \geq 0, \\
  e^{-\int_a^\infty \nu(\sigma)d\sigma} B^+(t-a), & \text{if } t-a \geq 0.
\end{cases}
\]

As a consequence we can determine the invariant sub-region that can serve to describe the uniform persistence properties of the system. Let

\[
\Gamma^\pm_t(a) = \eta S \int_a^\infty e^{-\int_a^\infty \nu(\sigma)d\sigma + \lambda^\pm d\sigma} \beta(\theta) d\theta,
\]
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where $\lambda^\pm$ is chosen to satisfy that $\Gamma^\pm_I(0) = 1$. That is to say that $\lambda^\pm \in \mathbb{R}$ satisfies

$$\eta S^\pm \int_0^\infty e^{-\int_0^\infty [\nu_I(\sigma) + \lambda^\pm]d\sigma} \beta(d\theta) = 1.$$ 

Remark 6.7 $\lambda^\pm \in \mathbb{R}$ is the dominant eigenvalue of $v \to Av + F(S^\pm, v)$. The above integral equation corresponds to the characteristic equation of this linear operator.

Lemma 6.8 For each $t \geq 0$,

$$\int_0^\infty \Gamma^\pm_I(a) i^\pm(t,a)da = e^{\lambda^\pm t} \int_0^\infty \Gamma^\pm_I(a) i^0(a)da. \quad (6.4)$$

Proof. The function $a \to \Gamma^\pm_I(a)$ satisfies

$$\begin{cases}
(\Gamma^\pm_I)'(a) = [\nu_I(a) + \lambda^\pm] \Gamma^\pm_I(a) - \eta S^\pm \beta(a), & \text{for a. e. } a \geq 0, \\
\Gamma^\pm_I(0) = 1.
\end{cases}$$

By using classical solutions of (6.4) we deduce that

$$\frac{d}{dt} \int_0^\infty \Gamma^\pm_I(a) i^\pm(t,a)da = \int_0^\infty \Gamma^\pm_I(a) [-\partial_a i^\pm(t,a) - \nu_I(a) i^\pm(t,a)]da.$$

Using integration by parts, it follows that

$$\frac{d}{dt} \int_0^\infty \Gamma^\pm_I(a) i^\pm(t,a)da = \Gamma^\pm_I(0) i^\pm(t,0) + \int_0^\infty (\Gamma^\pm_I)'(a) i^\pm(t,a)da$$

$$- \int_0^\infty \Gamma^\pm_I(a) \nu_I(a) i^\pm(t,a)da.$$

Using the facts $\Gamma^\pm_I(0) = 1$ and $i^\pm(t,0) = \eta S^\pm \int_0^\infty \beta(a) i^\pm(t,a)da$, we have

$$\frac{d}{dt} \int_0^\infty \Gamma^\pm_I(a) i^\pm(t,a)da = \lambda^\pm \int_0^\infty \Gamma^\pm_I(a) i^\pm(t,a)da,$$

and the result follows from the fact that the set of initial values giving a classical solution is dense in $L^1$. $\blacksquare$

Assume that $\beta \neq 0$. Let

$$a^* := \sup \left\{ a > 0 : \int_a^\infty \beta(\sigma)e^{-\sigma}d\sigma > 0 \right\} \in (0, \infty].$$

Remark 6.9 In practice, the number $a^*$ corresponds to the maximal value at which some new infection can still be produced (possibly in the future). This means that $a^* = \infty$ if and only if for each $a \geq 0$ there exists $\tilde{a} > a$ such that $\beta(\tilde{a}) > 0$. 18
If $a^* < \infty$ then
\[ \beta(a) = 0, \forall a \geq a^*, \]
and for each $a \in [0, a^*)$ there exists $\hat{a} \in (a, a^*)$ such that
\[ \beta(\hat{a}) > 0. \]
Define the interior sub-domain
\[ \hat{M}_0 = \left\{ i \in L^1_{+}(0, +\infty) : \int_0^{a^*} i(a) da > 0 \right\}, \]
and the boundary sub-domain
\[ \partial \hat{M}_0 = \left\{ i \in L^1_{+}(0, +\infty) : \int_0^{a^*} i(a) da = 0 \right\}. \]
Actually the boundary domain $\partial \hat{M}_0$ corresponds to a case where the distribution $i_0$ contains only people that will not produce new infected individuals. However, some infected people in the interior region will produce new infected individuals. Due to the irreducible structured of the semiflow generated by the $i$-equation we can obtain the invariance of $\partial \hat{M}_0$ and $\hat{M}_0$.

The following theorem was stated without proof in Magal et al. [12, Lemma 2.3]. The comparison principle was actually applied implicitly to deriving such a result.

**Theorem 6.10** The domains $[0, \infty) \times \hat{M}_0$ and $[0, \infty) \times \partial \hat{M}_0$ are positively invariant by the semiflow generated by (6.1). That is to say that
\[ \int_0^{a^*} i_0(a) da > 0 \Rightarrow \int_0^{a^*} i(t, a) da > 0, \forall t \geq 0 \]
and
\[ \int_0^{a^*} i_0(a) da = 0 \Rightarrow \int_0^{a^*} i(t, a) da = 0, \forall t \geq 0. \]
Moreover if $\int_0^{a^*} i_0(a) da = 0$ then
\[ \int_0^{\infty} \beta(a) i(t, a) da = 0, \forall t \geq 0 \]
and the solution is explicitly given by
\[ i(t, a) = \begin{cases} e^{-\int_{a-t}^{\infty} \nu_1(\sigma) d\sigma} i_0(a - t), & \text{if } a - t \geq 0, \\ 0, & \text{if } t - a \geq 0, \end{cases} \quad (6.5) \]
therefore
\[ \lim_{t \to \infty} \| i(t, \cdot) \|_{L^1} = 0. \]
Proof. Assume first that $S_0 > 0$. In case where $i_0 \in \partial \widehat{M}_0$. Then
\[
\int_0^\infty \Gamma_i^+(a)i_0(a)da = 0.
\]
Moreover
\[
\int_0^\infty \Gamma_i^+(a)i(t,a)da \leq \int_0^\infty \Gamma_i^+(a)i^+(t,a)da = e^{\lambda^+t} \int_0^\infty \Gamma_i^+(a)i_0(a)da = 0
\]
therefore
\[
\int_0^\infty \Gamma_i^+(a)i(t,a)da = 0, \forall t \geq 0.
\]
Hence
\[
i(t,.) \in \partial \widehat{M}_0, \forall t \geq 0.
\]
In case where $i_0 \in \widehat{M}_0$. Then it follows that
\[
\int_0^\infty \Gamma_i^-(a)i_0(a)da > 0,
\]
and
\[
\int_0^\infty \Gamma_i^-(a)i(t,a)da \geq \int_0^\infty \Gamma_i^-(a)i^-(t,a)da = e^{\lambda^-t} \int_0^\infty \Gamma_i^-(a)i_0(a)da > 0.
\]
Thus,
\[
i(t,.) \in \widehat{M}_0, \forall t \geq 0.
\]
If $S_0 = 0$ and $i_0 \in \widehat{M}_0$ we can replace the initial time by any $t^* > 0$ small enough and we will have $S(t^*) > 0$ and $i(t^*,.) \in \widehat{M}_0$. ■

6.2 HIV infection model with infection age

In this subsection, we will use the comparison principle to determine invariant sub-regions that can serve to deal with the asymptotic properties of the following model presented in [9]:
\[
\begin{align*}
T'(t) &= s - dT(t) - kT(t)V(t), \\
\partial_i(t,a) + \partial_a i(t,a) &= -\delta(a) i(t,a), \text{ for } a \in (0, \infty) \\
i(t,0) &= kT(t)V(t), \\
V'(t) &= \int_0^\infty p(a)i(t,a)da - cV(t) \\
T(0) &= T_0 \geq 0, \quad i(0,. = i_0 \in L^1_{+}(\mathbb{R}), V(0) = V_0 \geq 0.
\end{align*}
\]
Assumption 6.11 We assume that the following conditions are satisfied

(i) $s > 0$, $d > 0$, $c > 0$ and $k > 0$;

(ii) The function $a \to p(a)$ is bounded, uniformly continuous from $[0, \infty)$ to $[0, \infty)$ and not identically zero;
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The function $\delta(\cdot) \in L^\infty((0, +\infty), \mathbb{R})$, and $\delta(a) \geq \delta_0$ for almost every $a \geq 0$ for some $\delta_0 > 0$.

**Volterra formulation:** Integrating the $i$-equation of system (6.6) along the characteristic lines gives

$$i(t, a) = \begin{cases} e^{-\int_a^t \delta(l)dl}i_0(a-t), & \text{if } a-t \geq 0, \\ e^{-\int_0^a \delta(l)dl}kT(t-a)V(t-a), & \text{if } t-a > 0. \end{cases}$$

with $t \in \mathbb{R}_+ \mapsto (T(t), V(t), B(t))$ the unique continuous function satisfying for each $t \geq 0$ the following Volterra integral system

(6.7)

**Integrated semigroup formulation:** We will rewrite the $V$-equation and the $i$-equation as an abstract Cauchy problem. To do so we will consider $t \mapsto T(t)$ as a known function. Set

$$X = \mathbb{R} \times \mathbb{R} \times L^1((0, +\infty), \mathbb{R})$$

endowed with the usual product norm. Let $A : D(A) \subset X \to X$ be the linear operator defined by

$$A \left( \begin{pmatrix} V \\ 0 \mathbb{R} \\ i \end{pmatrix} \right) = \left( \begin{pmatrix} -cV \\ -i(0) \\ -i' - \delta i \end{pmatrix} \right)$$

and

$$D(A) = \mathbb{R} \times \{0\} \times W^{1,1}((0, +\infty), \mathbb{R}).$$

Observe that

$$D(A) = \mathbb{R} \times \{0\} \times L^1((0, +\infty), \mathbb{R}) \subset X$$

and we set

$$X_0 := \overline{D(A)}.$$

To account the boundary condition and the non linearity we consider the map $F : \mathbb{R} \times X_0 \to X$ defined by

$$F \left( T, \begin{pmatrix} V \\ 0 \mathbb{R} \\ i \end{pmatrix} \right) = \left( \begin{pmatrix} \int_0^{+\infty} p(a)i(a)da \\ kTV \end{pmatrix} \right).$$
Hence identifying \((V(t), i(t, .))\) and \((V_0, i_0)\) respectively with
\[
u(t) := \begin{pmatrix} V(t) \\ 0_R \\ i(t, .) \end{pmatrix} \quad \text{and} \quad u_0 := \begin{pmatrix} V_0 \\ 0_R \\ i_0 \end{pmatrix},
\]
we can rewrite the \(V\)-equation and the \(i\)-equation in (6.7) as the following abstract Cauchy problem
\[
u'(t) = Au(t) + F(T(t), u(t)), \quad \text{for } t \geq 0, \quad u(0) = u_0 \in X_0.
\]

**Boundedness property and invariant sub-regions:** Define
\[
I(t) := \int_0^{+\infty} i(t, a) da, \quad \forall t > 0 \quad \text{and} \quad I(0) = I_0 := \int_0^{+\infty} i_0(a) da.
\]

Then by using the classical solutions we obtain that the map \(t \rightarrow (T(t), I(t), V(t))\) satisfies the following system
\[
\begin{aligned}
T'(t) &= s - dT(t) - kT(t)V(t), \quad t > 0 \\
I'(t) &= kT(t)V(t) - \int_0^{+\infty} \delta(a) i(t, a) da, \quad t > 0 \\
V'(t) &= \int_0^{+\infty} p(a) i(t, a) da - cV(t), \quad t > 0 \\
T(0) &= T_0 \geq 0, \quad i(0, .) = i_0 \in L^1_+((0, +\infty), \mathbb{R}), \quad V(0) = V_0 \geq 0.
\end{aligned}
\]

By adding up the equations of \(T\) and \(I\), we get
\[
(T(t) + I(t))' = s - dT(t) - \int_0^{+\infty} \delta(a) i(t, a) da \leq s - dT(t) - \delta_0 I(t), \quad \forall t > 0.
\]
Hence by setting
\[
d_0 := \min(d, \delta_0)
\]
we obtain for each \(t \geq 0\) that
\[
T(t) + I(t) \leq e^{-d_0 t}(T_0 + I_0) + \int_0^t e^{-d_0(t-a)} s da = e^{-d_0 t}(T_0 + I_0) + \frac{s}{d_0} (1 - e^{-d_0 t})
\]
which implies that
\[
T(t) + I(t) \leq \max \left(T_0 + I_0, \frac{s}{d_0}\right), \quad \forall t \geq 0. \quad (6.8)
\]
In view of (6.8), it follows from the \(V\)-equation that
\[
V'(t) \leq \|p\|_{\infty} \max \left(T_0 + I_0, \frac{s}{d_0}\right) - cV(t), \quad \forall t > 0, \quad V(0) = V_0.
\]
By the same arguments as above, we have
\[
V(t) \leq \max \left\{V_0, \frac{\|p\|_{\infty}}{c} \max \left(T_0 + I_0, \frac{s}{d_0}\right)\right\}, \quad \forall t \geq 0. \quad (6.9)
\]
Since the set of initial conditions giving classical solutions is dense in \(L^1\), we see that (6.8) and (6.9) still hold true for any given non negative initial conditions of (6.6). This will allow us to prove the next result.
Lemma 6.12 Assume that the initial value $T(0) = T_0 > 0$. Then there exists $T_+ > T_- > 0$ such that

$$T_- \leq T(t) \leq T_+, \text{ for } t \geq 0.$$ 

**Proof.** The upper bound of $t \to T(t)$ follows from (6.8). We are in a position to determine the lower bound of $t \to T(t)$. From (6.9), one has

$$0 \leq V(t) \leq \frac{||p||_\infty}{c} \max \left( T_0 + I_0, \frac{s}{d_0} \right), \forall t \geq 0.$$

By using the T-equation in (6.6), and setting

$$d_1 := d + k \frac{||p||_\infty}{c} \max \left( T_0 + I_0, \frac{s}{d_0} \right),$$

we get

$$T'(t) \geq s - d_1 T(t), t > 0, \; T(0) = T_0 > 0.$$ 

Hence

$$T(t) \geq e^{-d_1 t} T_0 + \int_0^t e^{-d_1 (t-a)} s da = e^{-d_1 t} T_0 + \frac{s}{d_1} \left( 1 - e^{-d_1 t} \right), \forall t \geq 0.$$ 

Then the result follows by setting $T_- := \min \left( T_0, \frac{s}{d_1} \right).$ 

As a consequence of Lemma 6.12 and the comparison principle, we have the following result:

**Theorem 6.13** Assume that $i_\pm(t, a)$ satisfies

$$\begin{cases}
  \frac{\partial}{\partial t} i_\pm(t, a) + \frac{\partial}{\partial a} i_\pm(t, a) = -\delta(a) i_\pm(t, a), & \text{for } a \geq 0, \; t \geq 0, \\
i_\pm(t, 0) = k T_\pm V_\pm(t), \\
V_\pm'(t) = \int_0^\infty p(a) i_\pm(t, a) da - c V_\pm(t) \\
i_\pm(0, .) = i_0 \in L_1((0, +\infty), \mathbb{R}), \; V_\pm(0) = V_0.
\end{cases} \tag{6.10}$$

Then

$$i_-(t, a) \leq i(t, a) \leq i_+(t, a), \text{ for } t \geq 0, \text{ for a. e. } a \geq 0 \tag{6.11}$$

and

$$V_-(t) \leq V(t) \leq V_+(t), \forall t \geq 0. \tag{6.12}$$

The foregoing Theorem 6.13 will allow us to determine the invariant sub-regions that can serve to study the uniform persistence of system (6.6). Let

$$\Gamma^\pm_I(a) = \frac{k T_\pm}{\lambda^\pm + c} \int_a^{+\infty} e^{-\int_a^\theta [\delta(l) + \lambda^\pm]} p(\theta) d\theta, \forall a \geq 0,$$

where $\lambda^\pm$ is chosen to satisfy $\Gamma^\pm_I(0) = 1$. That is to say that $\lambda^\pm \in \mathbb{R}$ satisfies

$$\frac{k T_\pm}{\lambda^\pm + c} \int_0^{+\infty} e^{-\int_0^\theta [\delta(l) + \lambda^\pm]} p(\theta) d\theta = 1.$$
Next we define the bounded linear operators $\Gamma^\pm : \mathbb{R} \times L^1((0, +\infty), \mathbb{R}) \to \mathbb{R}$ by

$$\Gamma^\pm \left( \begin{array}{c} V \\ i \end{array} \right) = \frac{kT^\pm}{\lambda^\pm + c} V + \int_0^{+\infty} \Gamma^\pm_I(a)i(a)da. \quad (6.13)$$

**Lemma 6.14** For each $t \geq 0$,

$$\Gamma^\pm \left( \begin{array}{c} V^\pm(t) \\ i^\pm(t, \cdot) \end{array} \right) = e^{\lambda^\pm t} \Gamma^\pm \left( \begin{array}{c} V_0 \\ i_0 \end{array} \right).$$

**Proof.** The function $a \to \Gamma^\pm_I(a)$ satisfies

$$\begin{align*}
(\Gamma^\pm_I)'(a) &= [\delta(a) + \lambda^\pm] \Gamma^\pm_I(a) - \frac{kT^\pm}{\lambda^\pm + c} p(a), \text{ for a.e. } a \geq 0, \\
\Gamma^\pm_I(0) &= 1.
\end{align*}$$

Hence by using classical solution of (6.10), for each $t > 0$, we have

$$\frac{d}{dt} \Gamma^\pm \left( \begin{array}{c} V^\pm(t) \\ i^\pm(t, \cdot) \end{array} \right) = \frac{kT^\pm}{\lambda^\pm + c} \left[ \int_0^{+\infty} p(a)i^\pm(t,a)da - cV^\pm(t) \right]$$

$$+ \int_0^{+\infty} \Gamma^\pm_I(a) \left[ -\partial_a i(t,a) - \delta(a)i(t,a) \right] da$$

$$= \frac{kT^\pm}{\lambda^\pm + c} \left[ \int_0^{+\infty} p(a)i^\pm(t,a)da - cV^\pm(t) \right]$$

$$+ \Gamma^\pm_I(0)i(t,0) + \int_0^{+\infty} (\Gamma^\pm_I)'(a)i(t,a)da$$

$$- \int_0^{+\infty} \Gamma^\pm_I(a)\delta(a)i(t,a)da$$

$$= - \frac{kT^\pm}{\lambda^\pm + c} cV^\pm(t)$$

$$+ \Gamma^\pm_I(0)i(t,0) + \lambda^\pm \int_0^{+\infty} \Gamma^\pm_I(a)i(t,a)da.$$

Recalling that $\Gamma^\pm_I(0) = 1$ and $i^\pm(t,0) = kT^\pm V^\pm(t)$, we obtain that for each $t \geq 0$

$$\frac{d}{dt} \Gamma^\pm \left( \begin{array}{c} V^\pm(t) \\ i^\pm(t, \cdot) \end{array} \right) = \lambda^\pm \frac{kT^\pm}{\lambda^\pm + c} V(t) + \lambda^\pm \int_0^{+\infty} \Gamma^\pm_I(a)i(t,a)da = \lambda^\pm \Gamma^\pm \left( \begin{array}{c} V^\pm(t) \\ i^\pm(t, \cdot) \end{array} \right)$$

which implies that

$$\Gamma^\pm \left( \begin{array}{c} V^\pm(t) \\ i^\pm(t, \cdot) \end{array} \right) = e^{\lambda^\pm t} \Gamma^\pm \left( \begin{array}{c} V_0 \\ i_0(0, \cdot) \end{array} \right), \forall t \geq 0.$$

The result follows by using the density of the initial conditions giving classical solution combined together with the fact that $\Gamma^\pm$ is a bounded linear operator.
In order to deal with the persistence property of system (6.6) we need to assume that $p \not\equiv 0$ and let
\[ a^* := \sup \left\{ a > 0 : \int_a^{\infty} p(\sigma) e^{-\sigma} d\sigma > 0 \right\} \in (0, \infty]. \]
Define the interior sub-domain
\[ \tilde{M}_0 = \left\{ \left( \begin{array}{c} V \\ i \end{array} \right) \in \mathbb{R}_+ \times L^1_+((0, +\infty), \mathbb{R}) : V + \int_0^{a^*} i(a) da > 0 \right\}, \]
and the boundary sub-domain
\[ \partial \tilde{M}_0 = \left\{ \left( \begin{array}{c} V \\ i \end{array} \right) \in \mathbb{R} \times L^1_+((0, +\infty), \mathbb{R}) : V + \int_0^{a^*} i(a) da = 0 \right\}. \]

**Theorem 6.15** The domains $[0, \infty) \times \tilde{M}_0$ and $[0, \infty) \times \partial \tilde{M}_0$ are positively invariant by the semiflow generated by (6.6). That is to say that
\[ V_0 + \int_0^{a^*} i_0(a) da > 0 \Rightarrow V(t) + \int_0^{a^*} i(t,a) da > 0, \forall t \geq 0 \]
and
\[ V_0 + \int_0^{a^*} i_0(a) da = 0 \Rightarrow V(t) + \int_0^{a^*} i(t,a) da = 0, \forall t \geq 0. \]
Moreover if $V_0 + \int_0^{a^*} i_0(a) da = 0$ then
\[ V(t) = 0, \forall t \geq 0 \]
and the solution of the i-equation is explicitly given by
\[ i(t, a) = \begin{cases} e^{-\int_a^{a^*} \delta(\cdot)d\iota}(a - t), & \text{if } a - t \geq 0, \\ 0, & \text{if } t - a \geq 0. \end{cases} \tag{6.14} \]
Therefore
\[ \lim_{t \to \infty} ||i(t, \cdot)||_{L^1} = 0. \]

**Proof.** We first prove that $[0, +\infty) \times \partial \tilde{M}_0$ is positively invariant. Let $\left( \begin{array}{c} V_0 \\ i_0 \end{array} \right) \in \partial \tilde{M}_0$. Then we have
\[ V_0 = 0 \text{ and } i_0(a) = 0, \text{ for a.e. } a \in (0, a^*) \]
so that
\[ \Gamma^+ \left( \begin{array}{c} V_0 \\ i_0 \end{array} \right) = 0. \]
By using Theorem 6.13 and the definition of $\Gamma^\pm$ in (6.13) we have

$$0 \leq \Gamma^+ \left( \begin{array}{c} V(t) \\ i(t,.). \end{array} \right) \leq \Gamma^+ \left( \begin{array}{c} V_+(t) \\ i_+(t,.). \end{array} \right) = e^{\lambda^+ t} \Gamma^+ \left( \begin{array}{c} V_0 \\ i_0 \end{array} \right) = 0.$$  

Then we deduce, for each $t \geq 0$, that

$$0 \leq \Gamma^+ \left( \begin{array}{c} V(t) \\ i(t,.). \end{array} \right) \leq \Gamma^+ \left( \begin{array}{c} V_0 \\ i_0 \end{array} \right) = e^{\lambda^+ t}.$$  

Next we prove that $\Gamma^+$ is positively invariant. Let $(V_0, i_0) \in \tilde{M}_0$ be given. If $T_0 > 0$ then we have

$$\Gamma^+ \left( \begin{array}{c} V_0 \\ i_0 \end{array} \right) > 0.$$  

Combining Theorem 6.13 and the definition of $\Gamma^\pm$ in (6.13) we obtain

$$0 < e^{\lambda^- t} \Gamma^- \left( \begin{array}{c} V_0 \\ i_0 \end{array} \right) = \Gamma^- \left( \begin{array}{c} V_-(t) \\ i_-(t,.). \end{array} \right) \leq \Gamma^- \left( \begin{array}{c} V(t) \\ i(t,.). \end{array} \right), \quad \forall t \geq 0.$$  

Hence

$$0 < \frac{kT_+}{\lambda^+ + c} V(t) + \int_0^{+\infty} \Gamma^+_\gamma(a) i(t, a) da, \quad \forall t \geq 0,$$

and we deduce that

$$\Gamma^+ \left( \begin{array}{c} V(t) \\ i(t,.). \end{array} \right) \in \tilde{M}_0, \quad \forall t \geq 0.$$  

If $T_0 = 0$ we can replace the initial time by any $t^* > 0$ small enough and we will have $T(t^*) > 0$ and $(V(t^*), i(t^*,.)) \in \tilde{M}_0$.  

### 6.3 Age-Structured Population Dynamics Models

Let $p \in [1, +\infty)$ and $q \in (1, +\infty]$ with $1/p + 1/q = 1$. In this subsection we consider the following class of age structured model

$$\left\{ \begin{array}{l}
\partial_t u(t, a) + \partial_a u(t, a) = \mu(G(t), a) u(t, a), \quad \text{for } a \geq 0 \\
u(t, 0) = \int_0^{+\infty} \beta(\Sigma(t), a) u(t, a) da \\
u(0, .) = u_0 \in L^p([0, +\infty), R^n) \end{array} \right. \quad \text{(6.15)}$$

with

$$G(t) := \int_0^{+\infty} \alpha(a) u(t, a) da \in R^n.$$  
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and
\[ \Sigma(t) := \int_{0}^{+\infty} \sigma(a)u(t,a)da \in \mathbb{R}^n. \]

**Abstract Cauchy problem reformulation:** Set
\[ X = \mathbb{R}^n \times L^p((0, +\infty), \mathbb{R}^n) \]
endowed with the usual product norm.

Consider the linear operator \( A : D(A) \subset X \to X \)
\[ A \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ \varphi \end{array} \right) = \left( \begin{array}{c} -\varphi(0) \\ -\varphi' \end{array} \right) \]
and
\[ D(A) = \{0_{\mathbb{R}^n}\} \times W^{1,p}((0, +\infty), \mathbb{R}^n), \]
where
\[ W^{1,p}((0, +\infty), \mathbb{R}^n) = \{ \varphi \in L^p((0, +\infty), \mathbb{R}^n) : \varphi' \in L^p((0, +\infty), \mathbb{R}^n) \}. \]

Then the closure of the domain of \( A \) is
\[ X_0 := \overline{D(A)} = \{0_{\mathbb{R}^n}\} \times L^p((0, +\infty), \mathbb{R}^n). \]

Consider \( F : X_0 \to X \) given by
\[ F \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ \varphi \end{array} \right) = \left( \begin{array}{c} C(\varphi) \\ D(\varphi) \end{array} \right) \]
where we have set
\[ C(\varphi) := \int_{0}^{+\infty} \beta(\int_{0}^{+\infty} \sigma(r)\varphi(r)dr, a)\varphi(a)da, \quad \varphi \in L^p((0, +\infty), \mathbb{R}^n) \]
and
\[ D(\varphi)(a) = \mu(\int_{0}^{+\infty} \alpha(r)\varphi(r)dr, a)\varphi(a), \quad \varphi \in L^p((0, +\infty), \mathbb{R}^n). \]

By identifying \( u(t,) \) with \( v(t) := \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ u(t,.) \end{array} \right) \) we can rewrite the partial differential equation (6.15) as the following abstract Cauchy problem
\[ v'(t) = Av(t) + F(v(t)), \quad \text{for } t \geq 0, v(0) = \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ u_0 \end{array} \right) \in X_0. \]

Age structured problem in \( L^p \) have been studied specifically in Magal and Ruan [13] and Assumptions 2.1 and 2.4 are satisfied for this specific class of examples.

Set
\[ X_+ = \mathbb{R}_+^n \times L^p_+((0, +\infty), \mathbb{R}^n) \]
and we define \( B : X_0 \to X \) by
\[
B \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ \varphi \end{array} \right) = \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ \varphi \end{array} \right).
\]
The next results show that the linear operator \( A - \gamma B \) is resolvent positive in the sense that
\[
(\lambda I - (A - \gamma B))^{-1} X_+ \subset X_+.
\]
That is to say Assumption 4.1-(i) and Assumption 4.4-(i) are satisfied.

**Lemma 6.16** For each \( \lambda > -\gamma \), \( \lambda \) belongs to the resolvent set of \( \rho(A - \gamma B) \), and we have the following explicit formula for the resolvent of \( A - \gamma B \):
\[
(\lambda I - (A - \gamma B))^{-1} \left( \begin{array}{c} \alpha \\ \psi \end{array} \right) = \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ \varphi \end{array} \right),
\]
where
\[
\varphi(a) = e^{-(\lambda+\gamma)a} \alpha + \int_0^a e^{-(\lambda+\gamma)(a-1)} \psi(l)dl, \text{ for almost every } a \in [0, +\infty).
\]

**Assumption 6.17 (Positivity)** We assume that the following conditions are satisfied
(i) \( \alpha, \sigma \in L^q_+((0, +\infty), M_n(\mathbb{R})) \),
\( \mu \in C^1(\mathbb{R}^n, L^\infty((0, +\infty), M_n(\mathbb{R}))) \),
\( \beta \in C^1(\mathbb{R}^n, L^q((0, +\infty), M_n(\mathbb{R}))) \);
(ii) the birth function \( C : L^p((0, +\infty), \mathbb{R}^n) \to \mathbb{R}^n 
C(\varphi) := \int_0^\infty \beta \left( \int_0^\infty \sigma(r) \varphi(r) dr, a \right) \varphi(a) da
\)
is non-negative (i.e. \( C(\mathbb{L}^p_+ \subset \mathbb{R}^n_+) \).
(iii) Consider \( D : L^p((0, +\infty), \mathbb{R}^n) \to L^p((0, +\infty), \mathbb{R}^n) \) the map defined by
\[
D(\varphi)(a) = \mu \left( \int_0^\infty \alpha(r) \varphi(r) dr, a \right) \varphi(a).
\]
We assume that for each \( M > 0 \) there exists \( \gamma = \gamma(M) > 0 \) such that the map \( \varphi \to \gamma \varphi + D(\varphi) \) is non-negative on \( \{ \varphi \in L^p_+ : \|\varphi\|_{L^p} \leq M \} \).

The first part of Assumption 4.1 is now clearly satisfied and the property (ii) of Assumption 4.1 can be readily checked. In fact, by using Assumption 6.17, we deduce that for \( M > 0 \) we can find \( \gamma > 0 \) such that
\[
(F + \gamma B) \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ \varphi \end{array} \right) \geq 0
\]
whenever \( \|\varphi\|_{L^p} \leq M \).

Therefore, by Theorem 4.3, we obtain the positivity of the semiflow.
**Theorem 6.18 (Positive Semiflow)**

Let Assumption 6.17 be satisfied. Then the semiflow generated by the age structured problem (6.15) is non negative on $L^p_+((0, +\infty), \mathbb{R}^n)$. That is to say if $u_\varphi(t, a)$ is the solution of system (6.15) with initial value $\varphi$ then

$$\varphi \geq 0 \Rightarrow u_\varphi(t, a) \geq 0, \forall t \in [0, \tau_\varphi),$$

where $\tau_\varphi$ is the maximal time of existence of the solution $u_\varphi(t, a)$.

**Assumption 6.19 (Monotonicity)**

We assume that the following conditions are satisfied

(i) $\alpha, \sigma \in L^q_+((0, +\infty), \mathbb{M}_n(\mathbb{R}))$,

$$\mu \in C^1(\mathbb{R}^n, L^\infty((0, +\infty), \mathbb{M}_n(\mathbb{R}))),$$

$$\beta \in C^1(\mathbb{R}^n, L^q((0, +\infty), \mathbb{M}_n(\mathbb{R})));$$

(ii) the birth function $C : L^p((0, +\infty), \mathbb{R}^n) \to \mathbb{R}^n$

$$C(\varphi) := \int_0^{+\infty} \beta(\int_0^{+\infty} \sigma(r)\varphi(r)dr, a)\varphi(a)da$$

is non-negative (i.e. $C(L^p_+) \subset \mathbb{R}^n_+$) and is a monotone increasing function on $L^p_+$.

(iii) Consider $D : L^p((0, +\infty), \mathbb{R}^n) \to L^p((0, +\infty), \mathbb{R}^n)$ the map defined by

$$D(\varphi)(a) = \mu(\int_0^{+\infty} \alpha(r)\varphi(r)dr, a)\varphi(a).$$

We assume that for each $M > 0$ there exists $\gamma = \gamma(M) > 0$ such that the map $\varphi \to \gamma \varphi + D(\varphi)$ is non-negative and monotone increasing on $\{\varphi \in L^p_+ : \|\varphi\|_{L^p} \leq M\}$.

The first part of Assumption 4.4 is now clearly satisfied by Lemma 6.16 and the property (ii) of Assumption 4.4 can be readily checked. Indeed, by using Assumption 6.19 we deduce that for $M > 0$ we can find $\gamma > 0$ such that

$$\varphi \geq \psi \Rightarrow (F + \gamma B)\begin{pmatrix} 0_{\mathbb{R}^n} \\ \varphi \end{pmatrix} \geq (F + \gamma B)\begin{pmatrix} 0_{\mathbb{R}^n} \\ \psi \end{pmatrix} \geq 0$$

whenever $\|\varphi\|_{L^p} \leq M$ and $\|\psi\|_{L^p} \leq M$.

By applying Theorem 4.5 we obtain the following result.

**Theorem 6.20 (Monotone Semiflow)**

Let Assumption 6.19 be satisfied. Then the semiflow generated by the age structured problem (6.15) is non negative and monotone increasing on $L^p_+((0, +\infty), \mathbb{R}^n)$.
That is to say if \( u_\varphi(t,a) \) (respectively \( u_\phi(t,a) \)) is the solution of system (6.15) with initial value \( \varphi \) (respectively \( \phi \)) then

\[
0 \leq \varphi \leq \phi \Rightarrow 0 \leq u_\varphi(t,a) \leq u_\phi(t,a), \forall t \in [0, \min(\tau_\varphi, \tau_\phi)),
\]

where \( \tau_\varphi \) (respectively \( \tau_\phi \)) is the maximal time of existence of the solution \( u_\varphi(t,a) \) (respectively \( u_\phi(t,a) \)).

**Comparison principle:** Let \( \varphi \in W^{1,p}((0, +\infty), \mathbb{R}^n) \) with \( \varphi \geq 0 \). Let \( w \in C^1([0, \tau], L^p((0, +\infty), \mathbb{R}^n)) \cap C([0, \tau], W^{1,p}((0, +\infty), \mathbb{R}^n)) \) such that

\[
w(0, a) = \varphi(a), \text{ for almost every } a \geq 0.
\]

Then by setting

\[
v(t) = \left( \begin{array}{c} 0_{\mathbb{R}^n} \\ w(t,.) \end{array} \right)
\]

we have

\[
v'(t) \leq Av(t) + F(v(t)), \forall t \in [0, \tau],
\]

which is equivalent to

\[
\left( \begin{array}{c} 0_{\mathbb{R}^n} \\ \frac{\partial w(t,.)}{\partial t} \end{array} \right) \leq \left( \begin{array}{c} -w(t,0) \\ -\frac{\partial w(t,.)}{\partial a} \end{array} \right) + \left( \begin{array}{c} C(w(t,.)) \\ D(w(t,.)) \end{array} \right), \forall t \in [0, \tau].
\]

By using Proposition 5.3 and Proposition 5.4 we obtain the following result.

**Theorem 6.21 (Comparison Principle)**

Let Assumption 6.19 be satisfied, \( \varphi \in W^{1,p}((0, +\infty), \mathbb{R}^n) \) with \( \varphi \geq 0 \), and \( u_\varphi(t,a) \) be the solution of system (6.15) with initial value \( \varphi \). Let

\[
w \in C^1([0, \tau], L^p((0, +\infty), \mathbb{R}^n)) \cap C([0, \tau], W^{1,p}((0, +\infty), \mathbb{R}^n)).
\]

(i) Assume in addition that \( w(t,a) \) satisfies the following inequality for each \( t \in [0, \tau] \),

\[
\left\{ \begin{array}{c} \frac{\partial w(t,a)}{\partial t} + \frac{\partial w(t,a)}{\partial a} \leq D(w(t,.))(a) \\ w(t,0) \leq C(w(t,.)) \\ w(t,.) \geq 0, \forall t \in [0, \tau], \end{array} \right.
\]

and

\[
w(0,.) \leq \varphi.
\]

Then

\[
w(t,.) \leq u_\varphi(t,.), \forall t \in [0, \tau].
\]

(ii) Assume in addition that \( w(t,a) \) satisfies the following inequality

\[
\left\{ \begin{array}{c} \frac{\partial w(t,a)}{\partial t} + \frac{\partial w(t,a)}{\partial a} \geq D(w(t,.))(a) \\ w(t,0) \geq C(w(t,.)) \\ w(t,.) \geq 0, \forall t \in [0, \tau]. \end{array} \right.
\]
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\[ w(t, \cdot) \geq 0, \forall t \in [0, \tau], \]
\[ w(0, \cdot) \geq \varphi. \]

Then
\[ w(t, \cdot) \geq u_\varphi(t, \cdot), \forall t \in [0, \tau]. \]

**Increasing and Decreasing solutions:** Let \( \varphi \in W^{1,p}((0, +\infty), \mathbb{R}^n) \) with \( \varphi \geq 0 \). Then
\[ x = \begin{pmatrix} 0_{\mathbb{R}^n} \\ \varphi \end{pmatrix} \in D(A), \]
and we have
\[ Ax + F(x) \geq 0 \iff \begin{pmatrix} -\varphi(0) \\ -\varphi' \end{pmatrix} + \begin{pmatrix} C(\varphi) \\ D(\varphi) \end{pmatrix} \geq 0 \]
therefore by applying Theorem 5.5 we obtain the following result.

**Theorem 6.22 (Increasing and Decreasing Solutions)**
Let Assumption 6.19 be satisfied; \( \varphi \in W^{1,p}((0, +\infty), \mathbb{R}^n) \) with \( \varphi \geq 0 \), and \( u_\varphi(t, a) \) be the solution of system (6.15) with initial value \( \varphi \). Then we have the following alternative
(i) Assume in addition that \( \varphi' \leq D(\varphi) \) and \( \varphi(0) \leq C(\varphi) \) then \( t \to u_\varphi(t, a) \) is increasing.
(ii) Assume in addition that \( \varphi' \geq D(\varphi) \) and \( \varphi(0) \geq C(\varphi) \) then \( t \to u_\varphi(t, a) \) is decreasing.

**Example 6.23** Assume that \( n = 1 \) and assume for simplicity that
\[ \mu(G, a) = -\mu_0(a) \chi(G), \]
with
\[ \mu_0 \in L^\infty_+(0, +\infty, \mathbb{R}), \] and \( h(R_+^+) \subset R_+ \).

Then the map
\[ (\gamma I + D)(u)(a) = \begin{pmatrix} \gamma - \mu_0(a) \chi \left( \int_0^{+\infty} \alpha(r) u(r) dr \right) \end{pmatrix} u(a) \]
will be monotone increasing for \( \gamma > 0 \) large enough if the map \( \chi \) is decreasing on \([0, +\infty)\). Indeed whenever \( \chi \) is decreasing on \([0, +\infty)\) the condition (iii) in Assumption 6.17 and Assumption 6.19 will be satisfied for each \( \gamma > \| \mu_0 \|_{L^\infty} \chi(0). \)

**Remark 6.24** To clarify the presentation, we did not consider the non-autonomous case in this subsection. But our results can be applied, for example, to the following non-autonomous age structured model
\[
\begin{cases}
\partial_t u(t, a) + \partial_a u(t, a) = \mu(G(t), t, a) u(t, a), & \text{for } a \in (0, \infty) \\
u(t, 0) = \int_0^{+\infty} \beta(\Sigma(t), t, a) u(t, a) da \\
\frac{dV(t)}{dt} = F(V(t), G(t)) \\
u(0, .) = u_0 \in L^p_+(0, +\infty, \mathbb{R}^n) \text{ and } V(0) = V_0 \in \mathbb{R}^n
\end{cases}
\]
where the quantities \( G(t) \) and \( \Sigma(t) \) are defined as above.
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