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Abstract. In this paper, we study results of existence and non-existence of solutions for the following Ambrosetti–Prodi type problem
\[
\begin{aligned}
-\Delta u &= P(x)\left(g(u) + f(x)\right) \quad \text{in} \quad \mathbb{R}^N, \\
u &\in D^{1,2}(\mathbb{R}^N), \quad \lim_{|x| \to +\infty} u(x) = 0,
\end{aligned}
\]
where $N \geq 3$, $P \in C(\mathbb{R}^N, \mathbb{R}^+)$, $f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ and $g \in C^1(\mathbb{R})$. The main tools used are the sub–super-solution method and Leray–Schauder topological degree theory.
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1. Introduction and main results
This paper concerns with the existence and non-existence of solutions for the following Ambrosetti–Prodi type problem
\[
\begin{aligned}
-\Delta u &= P(x)\left(g(u) + f(x)\right) \quad \text{in} \quad \mathbb{R}^N, \\
u &\in D^{1,2}(\mathbb{R}^N), \quad \lim_{|x| \to +\infty} u(x) = 0,
\end{aligned}
\]
where $N \geq 3$, $P \in C(\mathbb{R}^N, \mathbb{R}^+)$, $f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ and $g \in C^1(\mathbb{R})$.

The main motivation to study the problem (P) comes from the seminal paper by Ambrosetti and Prodi [5] that studied the existence and non-existence of solution for the problem
\[
\begin{aligned}
-\Delta u &= g(u) + f(x), \quad \text{in} \quad \Omega, \\
u &= 0, \quad \text{in} \quad \partial\Omega,
\end{aligned}
\]
where $\Omega \subset \mathbb{R}^N$ with $N \geq 3$, is a bounded domain, $g$ is a $C^2$–function with $g''(s) > 0, \quad \forall s \in \mathbb{R}$ and $0 < \lim_{s \to -\infty} g'(s) < \lambda_1 < \lim_{s \to +\infty} g'(s) < \lambda_2$.
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To prove their results, Ambrosetti and Prodi used a global result of inversion to proper functions to show the existence of a closed manifold $M$ dividing the space $C^{0,\alpha}(\Omega)$ in two connected components $O_1$ and $O_2$ such that:

(i) If $f$ belongs to $O_1$, the problem (1) has no solution;
(ii) If $f$ belongs to $M$, the problem (1) has exactly one solution;
(iii) If $f$ belongs to $O_2$, the problem (1) has exactly two solution;

In [7], Berger and Podolak proposed the decomposition of function $f$ in the form $f = t\phi + f_1$, where $\phi$ is eigenfunction associated to first eigenvalue of “$-\Delta$”

\[
\begin{align*}
-\Delta u &= g(u) + t\phi + f_1, \quad \text{in } \Omega, \\
u &= 0, \quad \text{in } \partial \Omega,
\end{align*}
\]

then using the Liapunov–Schmidt method, they showed the existence of $t_0 \in \mathbb{R}$ such that (2) has at least two solutions if $t < t_0$, at least one solution if $t = t_0$ and no solutions if $t > t_0$. Ever since many papers have dealt with this theme, we cite the works by Brézis and Turner [8], de Figueiredo and Solimini [12], de Figueiredo and Yang [13], Mawhin [17] de Morais Filho [10] and de Figueiredo [11]. More recently, de Figueiredo and Sirakov [14] studied a Ambrosetti–Prodi problem for an operator in non-divergence form, Aizicovici, Papageorgiou and Staicu [1] and Arcoya and Ruiz [6] treated the quasilinear operator cases, de Paiva and Montenegro studied a quasilinear Newman problem [18] and Presoto and de Paiva [19] showed an Ambrosetti–Prodi type result to a Neumann problem with a gradient non-linearity. Finally, we would like to cite the paper due to Calanchi and Tomei [9], which proposes a more geometric (in the original sense of Ambrosetti–Prodi) and more general view of the problem, and they have a result in $\mathbb{R}^N$ involving an operator of the form $L(u) = -\Delta u - u/r$.

Although that subject has been studied in the most varied situations, we did not find in the literature articles about Ambrosetti–Prodi type problems in whole space $\mathbb{R}^N$ involving problem $(P)$, and this has motivated the present paper. To get our main results, we face some difficulties, because some estimates do not follow as in the bounded domain case, for example, in all of the papers mentioned above involving Dirichlet boundary conditions, the fact that the outer normal derivate on the boundary is positive, see [16, Lemma 3.4], is a key point to prove some estimates. Here, we overcome these difficulties by adapting for our case some ideas found in [2,3], where one of the main points was to fix a suitable function space, where the topological degree could be used to establish a second solution for our case, for more details see Section 5. The reader is also invited to see that the arguments used to prove a priori estimates for our problem is a little bit different from those found in the literature because we are working in whole $\mathbb{R}^N$, see Sect. 4.

Before stating our main results, we need to fix the assumptions on the functions $P$ and $g$. In the sequel, $g : \mathbb{R} \to \mathbb{R}$ is a $C^1$-function that satisfies the following inequalities

\[
\limsup_{s \to -\infty} \frac{g(s)}{s} < \lambda_1 < \liminf_{s \to \infty} \frac{g(s)}{s} \quad (G_1)
\]
Hereafter, the limits above can be infinite, where \( \lambda_1 \) is the first eigenvalue to following problem
\[
\begin{align*}
-\Delta u &= \lambda P(x)u \quad \text{in } \mathbb{R}^N, \\
u &\in D^{1,2}((\mathbb{R}^N) \setminus \{0\}), \lim_{|x| \to +\infty} u(x) = 0,
\end{align*}
\]
which has the variational characterization below
\[
\lambda_1 = \inf_{v \in D^{1,2}((\mathbb{R}^N) \setminus \{0\})} \left\{ \frac{\int_{\mathbb{R}^N} |\nabla v|^2 \, dx}{\int_{\mathbb{R}^N} P(x)|v|^2 \, dx} \right\}.
\]
(3)

Related to the \( \lambda_1 \), we have an eigenfunction \( \phi_1 \) that satisfies
\[
0 < C_1 \leq |x|^{-2} \phi_1(x) \leq C_2, \quad \forall x \in \mathbb{R}^N,
\]
for positive constants \( C_1 \) and \( C_2 \). For more details about this subject, see [4].

Related to the function \( P : \mathbb{R}^N \to \mathbb{R}^+ \), we consider that it is a continuous function satisfying:

\( (P_1) \) \( |\cdot|^2 P(\cdot) \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N); \)
\( (P_2) \) \( \int_{\mathbb{R}^N} \frac{P(y)}{|x-y|^{N-2}} \, dy \leq \frac{C}{|x|^{N-2}}, \quad \forall x \in \mathbb{R}^N \setminus \{0\}, \) for some \( C > 0. \)

An example of a function \( P \) that satisfies the hypotheses \( (P_1)-(P_2) \) is as follows: Let \( P \) be a function of the form
\[
P(x) = Q(x)R(x),
\]
where \( Q(x) = Q(|x|), R(x) = R(|x|) \in L^1(\mathbb{R}^N) \) and \( Q, R \) are decreasing continuous functions satisfying
\[
\frac{R(x)}{|x|^{N-2}} \in L^1(\mathbb{R}^N) \quad \text{and} \quad \sup_{x \in \mathbb{R}^N} \left( (|x|^2 + |x|^{N-2}) Q(|x|) \right) < \infty.
\]
We claim that \( |x|^2 P(x) \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N). \) Indeed,
\[
\int_{\mathbb{R}^N} |x|^2 P(x) \, dx = \int_{\mathbb{R}^N} R(x)(|x|^2 Q(x)) \, dx
\leq \sup_{x \in \mathbb{R}^N} \left( (|x|^2 + |x|^{N-2}) Q(|x|) \right) \int_{\mathbb{R}^N} R(x) \, dx < +\infty,
\]
and, as \( R \in L^1(\mathbb{R}^N) \) we obtain \( |x|^2 P(x) \in L^\infty(\mathbb{R}^N). \) The proof of \( (P_2) \) follows as in [2].

We denote by \( \mathcal{N} \) the eigenspace associated with the first eigenvalue \( \lambda_1. \) By [4], it is well known that \( \dim \mathcal{N} = 1, \) then we can assume that \( \mathcal{N} = \text{Span}\{\phi_1\}, \) where \( \phi_1 \) is one positive eigenfunction associated with \( \lambda_1 \) with
\[
\int_{\mathbb{R}^N} P(x)|\phi_1|^2 \, dx = 1.
\]
(6)

Hence, we can write \( f = t\phi_1 + f_1, \) where \( f_1 \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \) with
\[
\int_{\mathbb{R}^N} P(x)f_1 \phi_1 \, dx = 0 \quad \text{and} \quad \int_{\mathbb{R}^N} P(x)f \phi_1 \, dx = t.
\]
(7)

From this, problem \( (P) \) can be rewritten as follows:
\[
\begin{align*}
-\Delta u &= P(x) \left( g(u) + t\phi_1(x) + f_1(x) \right) \quad \text{in } \mathbb{R}^N, \\
u &\in D^{1,2}(\mathbb{R}^N), \lim_{|x| \to +\infty} u(x) = 0.
\end{align*}
\]
(\( \widetilde{P} \)
Our first result is the following:

**Theorem 1.1.** Assume the conditions \((G_1), (P_1)\) and \((P_2)\). Then, for each \(f_1 \in \mathcal{N}^\perp\), there is a number \(\alpha(f_1)\) such that:

(i) The problem \((\tilde{P})\) has no solution whenever \(t > \alpha(f_1)\);
(ii) If \(t < \alpha(f_1)\), then \((\tilde{P})\) has at least one solution.

Our second result is the following:

**Theorem 1.2.** Assume the conditions \((G_1), (P_1)\) and \((P_2)\). Moreover, assume that \(g\) is an increasing function satisfying

\[
\lim_{s \to +\infty} \frac{g(s)}{s^\sigma} = 0, \tag{8}
\]

where \(\sigma = \frac{N}{N-2}.\) Then, for each \(f_1 \in \mathcal{N}^\perp\), there is a number \(\alpha(f_1)\) such that:

(i) If \(t < \alpha(f_1)\), then \((\tilde{P})\) has at least two solutions;
(ii) If \(t = \alpha(f_1)\), then \((\tilde{P})\) has at least one solution.

The paper is organized as follows: In Sect. 2, we present some preliminary results that play important role throughout the work. In Sect. 3, we ensure the existence of sub- and super-solution to \((P)\), and we use the sub-super-solution method to prove the Theorem 1.1. In Sect. 4, we obtain a priori estimate to the solutions of \((P)\), while in Sect. 5, we define the solution operator associated to \((P)\) and study some properties of this operator. Finally, in Sect. 6, we prove the Theorem 1.2.

**Notations**

- \(B_r(x)\) denotes the ball centered at the \(x\) with radius \(r > 0\) in \(\mathbb{R}^N\).
- \(L^s(\mathbb{R}^N)\), for \(1 \leq s \leq \infty\), denotes the Lebesgue space with the usual norm \(|u|_s\).
- \(L^2_H(\mathbb{R}^N)\) denotes the class of real valued Lebesgue measurable functions \(u\) such that

\[
\int_{\mathbb{R}^N} H(x)|u(x)|^2 dx < \infty.
\]

\(L^2_H(\mathbb{R}^N)\) is a Hilbert space endowed with the inner product

\[
(u,v)_{2,H} = \int_{\mathbb{R}^N} H(x)u(x)v(x)dx, \quad \forall u,v \in L^2_H(\mathbb{R}^N).
\]

The norm associated with this inner product will be denoted by \(|\cdot|_{2,H}\).

- \(D^{1,2}(\mathbb{R}^N) = \{u \in L^2(\mathbb{R}^N) : |\nabla u| \in L^2(\mathbb{R}^N)\}\) and it is endowed with inner product

\[
(u,v)_{1,2} = \int_{\mathbb{R}^N} \nabla u \nabla v dx, \quad u,v \in D^{1,2}(\mathbb{R}^N).
\]

The norm associated with this inner product will be denoted by \(|\cdot|_{1,2}\).
\( H^1(\mathbb{R}^N) \) denotes the Sobolev space endowed with inner product
\[
(u, v)_{H^1} = \int_{\mathbb{R}^N} \nabla u \nabla v \, dx + \int_{\mathbb{R}^N} uv \, dx, \quad u, v \in H^1(\mathbb{R}^N).
\]
The norm associated with this inner product will be denoted by \( |\cdot|_{H^1} \).

- We denote by \( E \) the Banach space given by
\[
E := \left\{ u \in C(\mathbb{R}^N); \sup_{x \in \mathbb{R}^N} |u(x)| < \infty \right\}
\]
endowed with the norm \( |\cdot|_{\infty} \).

- If \( u \) is a measurable function, we denote by \( u^+ \) and \( u^- \) the positive and negative part of \( u \) respectively, which are given by
\[
u^+(x) = \max\{u(x), 0\} \quad \text{and} \quad u^-(x) = \min\{u(x), 0\}.
\]

- \( C, C_1, \ldots, C_n \) are positive constants.

2. Preliminaries results

We start this section with a technical Lemma which is a consequence of \((G_1)\).

**Lemma 2.1.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a \( C^1(\mathbb{R}) \) function verifying \((G_1)\). There exist constants \( C > 0, \mu, \lambda \) such that \( \mu \leq \lambda \leq C \) and
\[
g(s) \geq \mu s - \Theta, \quad \forall s \in \mathbb{R},
\]
and
\[
g(s) \geq \mu s - \Theta, \quad \forall s \in \mathbb{R}.
\]

**Proof.** It follows immediately from \((G_1)\) the existence of numbers \( \mu, \lambda \) with \( \mu \leq \lambda \leq \mu \) and \( s_0 > 0 \) such that,
\[
g(s) \leq \mu, \quad \forall s < -s_0
\]
and
\[
g(s) \geq \mu s, \quad \forall s > s_0,
\]
then, we obtain
\[
g(s) \geq \mu s, \quad \forall s < -s_0
\]
and
\[
g(s) \geq \mu s, \quad \forall s > s_0.
\]
Setting
\[
\Theta = \max\{|g(s) - \mu s| + |g(s) - \mu s|, \quad -s_0 \leq s \leq s_0\},
\]
it follows from (11) and (12),
\[
g(s) \geq \mu s \geq \mu s - \Theta, \quad \forall s < -s_0
\]
and, as \( \mu \leq \lambda \leq \mu \)
\[
g(s) \geq \mu s \geq \mu s \geq \mu - \Theta, \quad \forall s > s_0.
\]
Moreover, if \(-s_0 \leq s \leq s_0\)
\[\Theta \geq |g(s) - \mu s| \geq \mu s - g(s).\]

Therefore,
\[g(s) \geq \mu s - \Theta, \text{ if } s \in [-s_0, s_0].\]  
(15)

Now, (9) follows from (13)–(15). Analogously, we obtain (10). \(\Box\)

Now, we present a version of sub- and super-solution method to the problem \((P)\). We say \(u \in D^{1,2}(\mathbb{R}^N)\) is a sub-solution to problem \((P)\) if \(\lim_{|x| \to +\infty} u(x) = 0\) and
\[\int_{\mathbb{R}^N} \nabla u \nabla \varphi \, dx \leq \int_{\mathbb{R}^N} P(x) (g(u) + f(x)) \varphi \, dx, \quad \forall \varphi \in C_0^\infty(\mathbb{R}^N) \text{ and } \varphi \geq 0.
\]

Similarly \(u \in D^{1,2}(\mathbb{R}^N)\) is a super-solution to \((P)\) if the above reverse inequality is valid.

**Proposition 2.1.** Suppose that problem \((P)\) has a sub-solution \(u\) and a supersolution \(\overline{u}\), with \(-\infty < c \leq u \leq \underline{u} \leq \overline{c} < +\infty\). Then problem \((P)\) has a solution \(u \in D^{1,2}(\mathbb{R}^N)\) such that \(\underline{u} \leq u \leq \overline{u}\).

**Proof.** First, we fix \(h(x, s) = g(s) + f(x)\) and define the function
\[\tilde{h}(x, t) = \begin{cases} h(x, \overline{u}), & \text{if } t \geq \overline{u}(x), \\ h(x, t), & \text{if } u(x) < t < \overline{u}(x), \\ h(x, u), & \text{if } t \leq u(x). \end{cases}\]

Using the function \(\tilde{h}\), we fix the auxiliary problem below
\[\begin{cases} -\Delta u = P(x) \tilde{h}(x, u), & \text{in } \mathbb{R}^N \\ u \in D^{1,2}(\mathbb{R}^N) \end{cases}, \quad (P)_A\]

Associated with \((P)_A\), we have the energy functional \(I : D^{1,2}(\mathbb{R}^N) \to \mathbb{R}\) given by
\[I(u) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 \, dx - \int_{\mathbb{R}^N} P(x) \tilde{H}(x, u) \, dx,
\]
where \(\tilde{H}(x, t) = \int_0^t \tilde{h}(x, s) \, ds\).

Using Minimization Methods, it is easy to see that \(I\) has a global minimum \(u \in D^{1,2}(\mathbb{R}^N)\), which must satisfy
\[\int_{\mathbb{R}^N} \nabla u \nabla \varphi \, dx = \int_{\mathbb{R}^N} P(x) \tilde{h}(x, u) \varphi \, dx, \quad \forall \varphi \in D^{1,2}(\mathbb{R}^N).
\]

Considering \(\varphi = (u - u)^+\), by \(\tilde{h}\) definition
\[P(x) \tilde{h}(x, u) (u - u)^+ = \begin{cases} P(x) h(x, u) (u - u), & \text{if } u \leq u, \\ 0, & \text{if } u \geq u, \end{cases}
\]
then,
\[\int_{\mathbb{R}^N} \nabla u \nabla (u - u)^+ \, dx = \int_{\mathbb{R}^N} P(x) h(x, u) (u - u)^+ \, dx \geq \int_{\mathbb{R}^N} \nabla u \nabla (u - u)^+ \, dx,
\]
and so,
\[ \int_{\mathbb{R}^N} |\nabla u - \nabla u|^2 \, dx \leq 0, \]
from where it follows that \( u \leq \bar{u} \). Analogously, we can ensure that \( u \leq \bar{u} \), and thus \( u \) is a solution to \((P)\) with \( u \leq \bar{u} \).

Now, we will study the regularity of solutions of the problem
\[
\begin{aligned}
\left\{ \begin{array}{l}
-\Delta u = P(x)h(x,u), \text{ in } \mathbb{R}^N, \\
u \in D^{1,2}(\mathbb{R}^N),
\end{array} \right.
\end{aligned}
\]
where \( h \) is a sub-critical function. This result plays an important role throughout the paper.

**Lemma 2.2.** Let \( u \in D^{1,2}(\mathbb{R}^N) \) be a solution to \((Q)\) with \( h : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R} \) being a \( C^1 \)-function satisfying
\[
|h(x,t)| \leq C(1 + |t|^p), \quad \forall (x,t) \in \mathbb{R}^N \times \mathbb{R},
\]
for some \( p \in (1, 2^* - 1) \). Then \( u \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \).

**Proof.** Since \( u \in D^{1,2}(\mathbb{R}^N) \), we have \( u \in L^{2^*}(\mathbb{R}^N) \), and thus, \( u \in L^s(B) \) for each ball \( B \subset \mathbb{R}^N \) and \( s \in [1, 2^*] \). Arguing as in [20, Proposition 2.15], we deduce that \( u \in C(\mathbb{R}^N) \) and there is a continuous \( \Upsilon : \mathbb{R} \to \mathbb{R} \) such that
\[
\|u\|_{C(\overline{B}_1(z))} \leq \Upsilon(\|u\|_{L^{2^*}(B_2(z))}), \quad \forall z \in \mathbb{R}^N.
\]

(16)

Since \( u \in L^{2^*}(\mathbb{R}^N) \), given \( \delta > 0 \) there exists \( R > 0 \) such that
\[
\|u\|_{L^{2^*}(B_2(z))} < \delta, \quad \text{for } |z| \geq R.
\]
As \( \Upsilon \) is a continuous function, given \( \varepsilon > 0 \) there is \( \delta > 0 \) such that
\[
\Upsilon(\|u\|_{L^{2^*}(B_2(z))}) < \Upsilon(0) + \varepsilon, \quad \text{whenever } \|u\|_{L^{2^*}(B_2(z))} < \delta.
\]
This combined with (16) gives
\[
u(z) \leq \|u\|_{C(\overline{B}_1(z))} \leq \Upsilon(\|u\|_{L^{2^*}(B_2(z))}) \leq \Upsilon(0) + \varepsilon, \quad \text{for } |z| \geq R,
\]
showing that \( u \in L^\infty(\mathbb{R}^N) \).

Before finishing this section, we present the following comparison principle:

**Lemma 2.3.** Let \( u \in D^{1,2}(\mathbb{R}^N) \) be a function verifying
\[
-\Delta u - \mu P(x)u \geq 0, \quad \text{in } \mathbb{R}^N.
\]

(17)

Then, \( u \geq 0 \).

**Proof.** Since \( u \in D^{1,2}(\mathbb{R}^N) \) verifies (17), then
\[
\int_{\mathbb{R}^N} \nabla u \nabla \phi \, dx - \int_{\mathbb{R}^N} \mu P(x)u \phi \, dx \geq 0,
\]
for all \( \phi \in D^{1,2}(\mathbb{R}^N) \) with \( \phi \geq 0 \) in \( \mathbb{R}^N \). If \( u^- \neq 0 \), considering \( \phi = -u^- \), we derive that
\[
- \int_{\mathbb{R}^N} |\nabla u^-|^2 \, dx + \int_{\mathbb{R}^N} \mu P(x)|u^-|^2 \, dx \geq 0,
\]
or yet,
\[
\mu \geq \frac{\int_{\mathbb{R}^N} |\nabla u^-|^2 \, dx}{\int_{\mathbb{R}^N} P(x)|u^-|^2 \, dx} \geq \lambda_1,
\]
which contradicts the hypothesis \( \mu < \lambda_1 \). Thereby, \( u = u^+ \geq 0 \). \( \square \)

3. Proof of the Theorem 1.1

We start this section by showing that the set of the numbers \( t \) for which \( (\tilde{P}) \) has solution is upper bounded.

**Lemma 3.1.** Assume \((G_1)\) and \((P_1)\). Then, there exists a number \( \tau_* \), which does not depend on \( f_1 \in \mathcal{N}^+ \), such that for all \( t > \tau_* \) problem \( (\tilde{P}) \) has no solution.

**Proof.** If \( u \in D^{1,2}(\mathbb{R}^N) \) is a solution to \( (\tilde{P}) \), then
\[
\int_{\mathbb{R}^N} \nabla u \nabla \phi \, dx = \int_{\mathbb{R}^N} P(x) (g(u) + f_1(x) + t\phi_1) \, \phi \, dx, \forall \phi \in D^{1,2}(\mathbb{R}^N).
\]
Considering \( \phi = \phi_1 \), we find
\[
\int_{\mathbb{R}^N} \nabla u \nabla \phi_1 \, dx = \int_{\mathbb{R}^N} P(x) g(u) \phi_1 \, dx + t
\]
and
\[
\int_{\mathbb{R}^N} \lambda_1 P(x) u \phi_1 \, dx = \int_{\mathbb{R}^N} P(x) g(u) \phi_1 \, dx + t.
\]
From (9) and (10),
\[
\int_{\mathbb{R}^N} \lambda_1 P(x) u \phi_1 \, dx \geq \mu \int_{\mathbb{R}^N} P(x) u \phi_1 \, dx - \Theta \int_{\mathbb{R}^N} \phi_1 \, dx + t
\]
and
\[
\int_{\mathbb{R}^N} \lambda_1 P(x) u \phi_1 \, dx \geq \bar{\mu} \int_{\mathbb{R}^N} P(x) u \phi_1 \, dx - \Theta \int_{\mathbb{R}^N} \phi_1 \, dx + t,
\]
from where it follows that
\[
t \leq (\lambda_1 - \bar{\mu}) \int_{\mathbb{R}^N} P(x) u \phi_1 \, dx + \Theta \int_{\mathbb{R}^N} \phi_1 \, dx \leq \Theta \int_{\mathbb{R}^N} \phi_1 \, dx, \text{ if } \int_{\mathbb{R}^N} P(x) u \phi_1 \, dx \geq 0
\]
and
\[
t \leq (\lambda_1 - \mu) \int_{\mathbb{R}^N} P(x) u \phi_1 \, dx + \Theta \int_{\mathbb{R}^N} \phi_1 \, dx \leq \Theta \int_{\mathbb{R}^N} \phi_1 \, dx, \text{ if } \int_{\mathbb{R}^N} P(x) u \phi_1 \, dx \leq 0.
\]
Thus, the result follows by fixing \( \tau_* = C \int_{\mathbb{R}^N} \phi_1 \, dx \). \( \square \)

To show the existence of sub- and super-solution to problem \( (\tilde{P}) \), we will first study the existence of solution for the problem below:

\[
\begin{cases}
-\Delta w = P(x)(\mu w - \Theta + f(x)), \text{ in } \mathbb{R}^N \\
\lim_{|x| \to +\infty} w(x) = 0,
\end{cases} \quad (P)_{\mu}
\]
where \( \mu \) and \( \Theta > 0 \) were fixed in (9) and (10).
Lemma 3.2. For each $f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$, the problem $(P)_\mu$ has a unique solution $w \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N)$.

Proof. Using the variational characterization of $\lambda_1$ given in (3), we have the inequality below:

$$\mu < \lambda_1 = \inf_{v \in D^{1,2}(\mathbb{R}^N) \setminus \{0\}} \left\{ \frac{\int_{\mathbb{R}^N} |\nabla v|^2 \, dx}{\int_{\mathbb{R}^N} P(x) |v|^2 \, dx} \right\},$$

which permits to prove that

$$\|u\|_* = \left[ \int_{\mathbb{R}^N} \left( |\nabla u|^2 - \mu P(x) |u|^2 \right) \, dx \right]^{1/2}$$

defines a norm in $D^{1,2}(\mathbb{R}^N)$ that is equivalent to usual norm. Then, by Riesz Representation Theorem, there is a solution $w \in D^{1,2}(\mathbb{R}^N)$ of the problem $(P)_\mu$. As

$$\mu w - \Theta + f(x) \leq M(1 + |w|) \leq M_1(1 + |w|^p),$$

for some $p \in (1,2^* - 1)$ and $M_1 > 0$, it follows from Lemma 2.2 that $w \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N)$. Hence,

$$P(x)(\mu w - \Theta + f(x)) \leq M_2 P(x),$$

for some constant $M_2 > 0$.

From [4],

$$w(x) = \int_{\mathbb{R}^N} C_N P(y) (\mu w(y) - \Theta + f(y)) \frac{dy}{|x-y|^{N-2}}$$

where

$$C_N = \pi^{\frac{N}{2}} \frac{\Gamma(N/2)}{\Gamma(2)}$$

and so,

$$|w(x)| \leq C_N \left| \int_{\mathbb{R}^N} \frac{P(y)}{|x-y|^{N-2}} \, dy \right|. $$

This together with $(P_2)$ gives

$$|w(x)| \leq \frac{C_N}{|x|^{N-2}}, \quad \forall x \in \mathbb{R}^N \setminus \{0\}$$

implying that

$$\lim_{|x| \to +\infty} w(x) = 0,$$

which completes the proof. \qed

As a byproduct of the last lemma and (9) is the following corollary

Corollary 3.1. The function $w$ obtained in Lemma 3.2 is a sub-solution for $(\tilde{P})$.

Our next result establishes a very important relation between the function $w$ obtained in the last lemma and any super-solution of $(\tilde{P})$. 
**Proposition 3.1.** Assume \((G_1), (P_1)\) and \(f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)\). Then \(w \leq u\) in \(\mathbb{R}^N\), for all possible super-solution \(u \in D^{1,2}(\mathbb{R}^N)\) of \((\tilde{P})\).

**Proof.** Since \(w\) is a sub-solution and \(u\) is a super-solution of \((\tilde{P})\) respectively, we derive that
\[
\int_{\mathbb{R}^N} \nabla(u-w)\nabla \varphi \, dx \geq \int_{\mathbb{R}^N} \left[ P(x)(g(u) + f(x)) - P(x)(\mu w - \Theta + f(x)) \right] \varphi \, dx,
\]
for all \(\varphi \in D^{1,2}(\mathbb{R}^N)\) with \(\varphi \geq 0\) in \(\mathbb{R}^N\). Thereby, by (9),
\[
\int_{\mathbb{R}^N} \nabla(u-w)\nabla \varphi \, dx \geq \int_{\mathbb{R}^N} \left[ P(x)(\mu u - \Theta + f(x)) - P(x)(\mu w - \Theta + f(x)) \right] \varphi \, dx,
\]
that is,
\[
\int_{\mathbb{R}^N} \nabla(u-w)\nabla \varphi \, dx \geq \int_{\mathbb{R}^N} \mu P(x)(u-w) \varphi \, dx,
\]
for all \(\varphi \in D^{1,2}(\mathbb{R}^N)\) with \(\varphi \geq 0\) in \(\mathbb{R}^N\). Therefore,
\[-\Delta(u-w) \geq \mu P(x)(u-w),\]
in \(\mathbb{R}^N\), and by Lemma 2.3,
\[
u \geq w \quad \text{in} \quad \mathbb{R}^N,
\]
proving the desired result. \(\square\)

As an immediate consequence from Propositions 2.1 and 3.1, problem \((\tilde{P})\) has a solution for \(f_1 \in \mathcal{N}^\perp\) and \(t_0 \in \mathbb{R}\) given, then it has also a solution for any \(t < t_0\).

For what has been presented so far, we just need prove the existence of a super-solution to \((P)\).

**Lemma 3.3.** Let \(f_1 \in \mathcal{N}^\perp\) be given. Then, there exists \(t \in \mathbb{R}\) such that \((\tilde{P})\) has a super-solution.

**Proof.** Fix \(L > 0\) and define
\[
m = \max\{g(s) + f_1(x); x \in \mathbb{R}^N \text{ and } 0 \leq s \leq L\}.
\]
Now, choose \(R_2 > R_1 > 0\) and fix \(F \in C(\mathbb{R}^N, \mathbb{R})\) with \(F \equiv 0\) in \(B_{R_1}(0)\), \(F \equiv m\) in \(\mathbb{R}^N \setminus B_{R_2}(0)\) and \(0 \leq F \leq m\) in whole \(\mathbb{R}^N\). Moreover, let \(v\) be the solution to following problem
\[
\begin{align*}
-\Delta v &= P(x)F(x), \quad \text{in} \quad \mathbb{R}^N \\
\lim_{|x| \to +\infty} v(x) &= 0.
\end{align*}
\]
As \(v\) is the solution to \((P)_F\), we must have
\[
v(x) = C_N \int_{\mathbb{R}^N} \frac{P(y)F(y)}{|x-y|^{N-2}} \, dy,
\]
for \(x \in \mathbb{R}^N\), then,
\[
|v(x)| \leq mC_N \int_{\mathbb{R}^N \setminus B_{R_1}(0)} \frac{P(y)}{|x-y|^{N-2}} \, dy
\]
\[
\leq mC_N \int_{(\mathbb{R}^N \setminus B_{R_1}(0)) \cap \Pi_1(x)} \frac{P(y)}{|x-y|^{N-2}} \, dy + mC_N \int_{(\mathbb{R}^N \setminus B_{R_1}(0)) \cap \Pi_2(x)} \frac{P(y)}{|x-y|^{N-2}} \, dy
\]
where \(\Pi_1(x) = \{y \in \mathbb{R}^N: |y-x| < |y-x| + L\}\) and \(\Pi_2(x) = \{y \in \mathbb{R}^N: |y-x| \geq |y-x| + L\}\).
\[
\leq mC_N \int_{\mathbb{R}^N \setminus B_{R_1}(0)} P(y)dy + mC_N \int_{(\mathbb{R}^N \setminus B_{R_1}(0)) \cap \overline{B}_1(x)} \frac{P(y)}{|x - y|^{N-2}}dy.
\]

Now, choosing \(1 < q < \frac{N}{N-2}\), the Hölder's inequality gives
\[
\int_{(\mathbb{R}^N \setminus B_{R_1}(0)) \cap \overline{B}_1(x)} P(y) |x - y|^{N-2}dy \leq \left( \int_{\mathbb{R}^N \setminus B_{R_1}(0)} |P|^q dy \right)^{\frac{1}{q}} \left( \int_{\overline{B}_1(x)} \frac{1}{|x - y|^{q(N-2)}}dy \right)^{\frac{1}{q'}},
\]
where \(\frac{1}{q} + \frac{1}{q'} = 1\). Therefore,
\[
|v(x)| \leq mC_N \int_{\mathbb{R}^N \setminus B_{R_1}(0)} P(y)dy + mC \left( \int_{\mathbb{R}^N \setminus B_{R_1}(0)} |P|^{q'} dy \right)^{\frac{1}{q'}}.
\]

Since \(P \in L^1(\mathbb{R}^N) \cap L^{q'}(\mathbb{R}^N)\), if we consider \(R_1 > 0\) large enough, we can ensure that
\[
|v|_{\infty} \leq L.
\]
From this, we claim that \(v\) is a super-solution of \((\tilde{P})\) for a large negative \(t\).

In fact, choosing a \(t\) large negative such that \(m + t\phi_1 < F\) in whole \(\mathbb{R}^N\), we find
\[
- \Delta v > P(x)(m + t\phi_1) \geq P(x)(g(v) + t\phi_1 + f_1(x)), \quad \text{in} \ \mathbb{R}^N,
\]
showing that \(v\) is a super-solution for \((\tilde{P})\). Moreover, from (18) and (P2),
\[
\lim_{|x| \to +\infty} v(x) = 0.
\]

\[\square\]

**Proof of Theorem 1.1**

For each \(f_1 \in \mathcal{N}^\perp\), it follows from the Lemma 3.3 that there is a \(t_0 \in \mathbb{R}\) such that problem \((\tilde{P})\) has a super-solution \(\overline{u}\). Thus, from Corollary 3.1, for these \(f_1\) and \(t_0\), the problem \((\tilde{P})\) has a sub-solution \(w\) with \(w \leq \overline{u}\). Hence, by Proposition 2.1, \((\tilde{P})\) has a solution \(u\) satisfying \(w \leq u \leq \overline{u}\). The Lemma 3.1 ensures that the set of the numbers \(t\) such that \((\tilde{P})\) has a solution is bounded from above, and this set is seen to be a half-line. To finish this proof, we define \(\alpha(f_1)\) to be the supremum of the numbers \(t\) for which problem \((\tilde{P})\) has a solution.

### 4. A Priori Estimate

Now, we will prove the Theorem 1.2 via Leray–Schauder Degree Theory. To this end, our first step is to establish a priori estimate for the solutions of \((\tilde{P})\).

**Lemma 4.1.** Assume \((G_1), (P_1)\) and \((P_2)\). For each \(f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)\), the negative part \(u^-\) of the solutions \(u\) of \((\tilde{P})\) is uniformly bounded, that is, there exists a constant \(C > 0\), independent of \(u\), such that \(|u^-|_{\infty} \leq C\). Moreover, we also have that \(|u^-|_{2^*} \leq |w|_{2^*}\), where \(w\) was given in Lemma 3.2.
Proof. By Proposition 3.1, \( w \leq u \) in \( \mathbb{R}^N \). Fixing \( K = |w|_\infty \), if \( u(x) < 0 \), we have \( -K \leq w(x) \leq u(x) < 0 \), then \( |u^-| \leq |w| \) in \( \mathbb{R}^N \). From this, \( |u^-|_\infty \leq K \) and \( |u^-|_2 \leq |w|_2^- \). \( \square \)

In the sequel, analogous to [11], without loss of generality, we are assuming that \( g \) satisfies
\[
g(s) \geq 0, \quad \text{for all } s \geq 0. \tag{20}
\]

**Lemma 4.2.** Assume \((G_1), (P_1)\) and \((P_2)\). For each \( f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \), there is a constant \( C = C(t) > 0 \) such that
\[
\left| \int_{\mathbb{R}^N} P(x)g(u^+)\phi_1 \, dx \right| \leq C \tag{21}
\]
for all solutions \( u \) of \((\tilde{P})\), where \( \phi_1 \) is the positive eigenfunction associated with the first eigenvalue of \((\tilde{P})\).

**Proof.** Taking \( \phi_1 \) as a test function in the problem \((P)\), we get
\[
\lambda_1 \int_{\mathbb{R}^N} P(x)u\phi_1 \, dx = \int_{\mathbb{R}^N} P(x)g(u)\phi_1 \, dx + \int_{\mathbb{R}^N} P(x)(t\phi_1 + f_1(x))\phi_1 \, dx.
\]
From (9) and (10),
\[
(\mu - \lambda_1) \int_{\mathbb{R}^N} P(x)u\phi_1 \, dx \leq \Theta \int_{\mathbb{R}^N} P(x)\phi_1 \, dx - \int_{\mathbb{R}^N} P(x)(t\phi_1 + f_1(x))\phi_1 \, dx \leq C_1 \tag{22}
\]
and
\[
(\mu - \lambda_1) \int_{\mathbb{R}^N} P(x)u\phi_1 \, dx \leq \Theta \int_{\mathbb{R}^N} P(x)\phi_1 \, dx - \int_{\mathbb{R}^N} P(x)(t\phi_1 + f_1(x))\phi_1 \, dx \leq C_1, \tag{23}
\]
implying that \( \left| \int_{\mathbb{R}^N} P(x)u\phi_1 \, dx \right| \leq C_2 < +\infty \) for some \( C_2 > 0 \). Consequently, \( \left| \int_{\mathbb{R}^N} P(x)g(u)\phi_1 \, dx \right| \leq C_3 \). Where \( C_1, C_2 \) and \( C_3 \) are positive constants that depend on \( t \). This together with the Lemma 4.1 ensures that \( \left| \int_{\mathbb{R}^N} P(x)g(u^+)\phi_1 \, dx \right| \leq C \), for some \( C = C(t) > 0 \). \( \square \)

**Lemma 4.3.** Assume \((G_1), (P_1)\) and \((P_2)\). Then for a given \( f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \), there is a constant \( C = C(t) > 0 \) such that
\[
\int_{\mathbb{R}^N} |\nabla u^+|^2 \, dx \leq C \tag{24}
\]
for all solutions \( u \) of \((\tilde{P})\).

**Proof.** Given a solution \( u \) of \((\tilde{P})\), we know that \( u \in D^{1,2}(\mathbb{R}^N) \) and \( u^+ \in D^{1,2}(\mathbb{R}^N) \). Taking \( u^+ \) as a test function in \((\tilde{P})\), we see that
\[
\int_{\mathbb{R}^N} |\nabla u^+|^2 \, dx = \int_{\mathbb{R}^N} P(x)g(u^+)u^+ \, dx + \int_{\mathbb{R}^N} P(x)(t\phi_1 + f_1(x))u^+ \, dx. \tag{25}
\]
The last term in (25) gives no problem, since $t\phi_1 + f_1(x) = f \in L^\infty(\mathbb{R}^N)$ leads to
\[
\int_{\mathbb{R}^N} P(x)(t\phi_1 + f_1(x))u^+ dx \leq C|u^+|_{2,p} \leq C|\nabla u^+|_2.
\tag{26}
\]

To estimate the first term in the right side of (25), we rewrite it of the form
\[
\int_{\mathbb{R}^N} P(x)g(u^+)u^+ dx = \int_{\mathbb{R}^N} \left(P(x)g(u^+)\phi_1\right)^{\beta} \left(P(x)g(u^+)\right)^{1-\beta} \phi_1^{-\beta} u^+ dx,
\tag{27}
\]
where $\beta = \frac{\sigma-1}{\sigma} \in (0, 1)$, with $\sigma$ given in (8). Thus, using the Hölder inequality for $p = 1/\beta$ and $q = 1/(1-\beta)$ where $1/p + 1/q = 1$, we find
\[
\int_{\mathbb{R}^N} P(x)g(u^+)u^+ dx \leq \left(\int_{\mathbb{R}^N} P(x)g(u^+)\phi_1 dx\right)^{\beta} \left(\int_{\mathbb{R}^N} \frac{P(x)g(u^+)^{\frac{1}{1-\beta}}}{\phi_1^{\frac{\beta}{1-\beta}}} dx\right)^{1-\beta}.
\tag{28}
\]

On the other hand, we know that the first term in the right side of (28) is bounded by Lemma 4.2, thus
\[
\int_{\mathbb{R}^N} P(x)g(u^+)u^+ dx \leq C \left(\int_{\mathbb{R}^N} \frac{P(x)g(u^+)^{(u^+)^{\frac{1}{1-\beta}}}}{\phi_1^{\frac{\beta}{1-\beta}}} dx\right)^{1-\beta} = C \left(\int_{\mathbb{R}^N} \frac{P(x)g(u^+)^{(u^+)^{\beta}}}{\phi_1^{\frac{\beta}{1-\beta}}} dx\right)^{1-\beta} \tag{29}
\]
where $\gamma = \frac{\beta}{1-\beta} = \frac{2}{N-2}$. Now, as
\[
\left(\int_{\mathbb{R}^N} \frac{P(x)g(u^+)^{(u^+)^{\beta}}}{\phi_1^{\frac{\beta}{1-\beta}}} dx\right)^{1/\sigma} \leq C \left(\int_{B_R} \frac{P(x)g(u^+)^{(u^+)^{\beta}}}{\phi_1^{\frac{\beta}{1-\beta}}} dx\right)^{1/\sigma} + C \left(\int_{B_R} \frac{P(x)g(u^+)^{(u^+)^{\beta}}}{\phi_1^{\gamma}} dx\right)^{1/\sigma},
\]
the condition (4) gives
\[
\left(\int_{\mathbb{R}^N} \frac{P(x)g(u^+)^{(u^+)^{\beta}}}{\phi_1^{\gamma}} dx\right)^{1/\sigma} \leq C \left(\int_{B_R} P(x)|x|^2g(u^+)^{(u^+)^{\beta}} dx\right)^{1/\sigma} + C \left(\int_{B_R} P(x)g(u^+)^{(u^+)^{\beta}} dx\right)^{1/\sigma}.
\tag{30}
\]

Using the hypothesis $(P_1)$ together (8) and Hölder inequality, we infer that
\[
\left(\int_{B_R} P(x)|x|^2g(u^+)^{(u^+)^{\beta}} dx\right)^{1/\sigma} \leq \left(\int_{\mathbb{R}^N} P(x)|x|^2g(u^+)^{(u^+)^{\beta}} dx\right)^{1/\sigma}
\]
\[
\begin{align*}
&\leq C\varepsilon \left( \int_{\mathbb{R}^N} P(x)|x|^2(u^+)^{2\sigma} \, dx \right)^{1/\sigma} + C \left( \int_{\mathbb{R}^N} P(x)|x|^2(u^+)^{\sigma} \, dx \right)^{1/\sigma} \\
&\leq C\varepsilon \left( \int_{\mathbb{R}^N} (u^+)^{2\sigma} \, dx \right) + C \left( \int_{\mathbb{R}^N} P(x)|x|^2(u^+)^{\sigma} \, dx \right)^{1/\sigma} \\
&\leq C\varepsilon |\nabla u^+|^2 + C \left( \int_{\mathbb{R}^N} P(x)|x|^2(u^+)^{\sigma} \, dx \right)^{1/\sigma} \\
&\leq C\varepsilon |\nabla u^+|^2 + C|u^+|_2^2
\end{align*}
\]

implying that
\[
\left( \int_{B_{cR}} P(x)|x|^2g(u^+)(u^+)^{\sigma} \, dx \right)^{1/\sigma} \leq C\varepsilon |\nabla u^+|^2 + C|\nabla u^+|_2. \tag{31}
\]

Moreover,
\[
\left( \int_{B_{R}} P(x)g(u^+)(u^+)^{\sigma} \, dx \right)^{1/\sigma} \leq \left( \int_{\mathbb{R}^N} P(x)g(u^+)(u^+)^{\sigma} \, dx \right)^{1/\sigma} \\
\leq \left( \int_{\mathbb{R}^N} P(x)|\varepsilon(u^+)^{\sigma} + C|u^+|^{\sigma} \, dx \right)^{1/\sigma} \\
\leq C\varepsilon \left( \int_{\mathbb{R}^N} P(x)(u^+)^{2\sigma} \, dx \right)^{1/\sigma} \\
+ C \left( \int_{\mathbb{R}^N} P(x)(u^+)^{\sigma} \, dx \right)^{1/\sigma} \\
\leq C\varepsilon |u^+|^2_2 + C|u^+|_2^2 \\
\leq C\varepsilon |\nabla u^+|^2 + C|\nabla u^+|_2
\]

that is,
\[
\left( \int_{B_{R}} P(x)g(u^+)(u^+)^{\sigma} \, dx \right)^{1/\sigma} \leq C\varepsilon |\nabla u^+|^2 + C|\nabla u^+|_2. \tag{32}
\]

Therefore, from (20) – (27),
\[
|\nabla u^+|^2 \leq C\varepsilon |\nabla u^+|^2 + C|\nabla u^+|_2
\]
or equivalently
\[
(1 - C\varepsilon)|\nabla u^+|^2 \leq C|\nabla u^+|_2.
\]

This finishes the proof. \(\square\)

**Lemma 4.4.** Assume \((G_1), (P_1)\) and \((P_2)\). Then for each \(f \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)\), there is a constant \(C = C(t) > 0\) that depends on the norm of \(f\) in \(L^\infty(\mathbb{R}^N)\) such that \(|u|_\infty \leq C\), for all solutions \(u\) of \((P)\).

**Proof.** See proof of Lemma 2.2. \(\square\)
5. A solution operator

First, as the embedding $D^{1,2}(\mathbb{R}^N) \hookrightarrow L^2_P(\mathbb{R}^N)$ is compact (see [15]), we can guarantee that for each $v \in L^2_P(\mathbb{R}^N)$, the linear functional $\Psi : D^{1,2}(\mathbb{R}^N) \to \mathbb{R}$ given by

$$\Psi(\varphi) := \int_{\mathbb{R}^N} P(x)|g(v)| + t\phi_1 + f_1|\varphi|dx$$

is continuous. Indeed, note that

$$|\Psi(\varphi)| \leq \int_{\mathbb{R}^N} P(x)|g(v)| + |t|\phi_1 + |f_1| \cdot |\varphi|dx$$

$$= \int_{\mathbb{R}^N} P(x)|g(v)| \cdot |\varphi|dx + |t| \int_{\mathbb{R}^N} P(x)\phi_1 \cdot |\varphi|dx + \int_{\mathbb{R}^N} P(x)f_1|\varphi|dx.$$

By Hölder inequality,

$$\int_{\mathbb{R}^N} P(x)\phi_1 \cdot |\varphi|dx = \int_{\mathbb{R}^N} P^{1/2}(x)\phi_1 \cdot P^{1/2}(x)|\varphi|dx \leq |\phi_1|_{2,P} |\varphi|_{2,P} \leq C|\varphi|_{1,2}$$

and

$$\int_{\mathbb{R}^N} P(x)f_1|\varphi|dx \leq |f_1|_\infty \int_{\mathbb{R}^N} P^{1/2}(x)P^{1/2}(x)|\varphi|dx \leq C|\varphi|_{2,P} \leq C|\varphi|_{1,2}.$$

On the other hand, as $P^{1/2}g(v) \in L^2(\mathbb{R}^N)$ and $P^{1/2}|\varphi| \in L^2(\mathbb{R}^N)$, we also have

$$\int_{\mathbb{R}^N} P(x)|g(v)| \cdot |\varphi|dx \leq C|\varphi|_{2,P} \leq C|\varphi|_{1,2}.$$

Using the estimates above, we can infer that

$$|\Psi(\varphi)| \leq C|\varphi|_{1,2}, \quad \forall \varphi \in D^{1,2}(\mathbb{R}^N),$$

for some positive constant $C = C(t) > 0$. This shows that $\Psi$ is continuous.

Using Riesz’s Theorem, there exists a unique $u \in D^{1,2}(\mathbb{R}^N)$ such that

$$\int_{\mathbb{R}^N} \nabla u \nabla \varphi dx = \int_{\mathbb{R}^N} P(x)|g(v)| + t\phi_1 + f_1|\varphi|dx, \quad \forall \varphi \in D^{1,2}(\mathbb{R}^N).$$

Therefore, it has well defined the linear solution operator $K_t : L^2_P(\mathbb{R}^N) \to L^2_P(\mathbb{R}^N)$, which is a compact operator, given by $K_t(v) := u$ where $u$ is the unique solution of the problem

$$-\Delta u = P(x)\left(g(v) + t\phi_1(x) + f_1(x)\right), \quad \text{in } \mathbb{R}^N, \quad u \in D^{1,2}(\mathbb{R}^N).$$

Observe that the solutions of the Ambrosetti–Prodi type problem below

$$-\Delta u = P(x)\left(g(u) + t\phi_1(x) + f_1(x)\right), \quad \text{in } \mathbb{R}^N, \quad u \in D^{1,2}(\mathbb{R}^N)$$

are fixed points of the operator $K_t$.

Now, as in [4], we will consider the space

$$E_0 = \left\{ v \in C(\mathbb{R}^N, \mathbb{R}); \sup_{x \in \mathbb{R}^N} (|x|^{N-2}|v(x)|) < +\infty \right\}$$

equipped with the norm

$$\|v\| = \sup_{x \in \mathbb{R}^N} |v(x)| + \sup_{x \in \mathbb{R}^N} \left(|x|^{N-2}|v(x)|\right).$$
that is,
\[ \|v\| = |v|_\infty + |(| \cdot |^{N-2})v|_\infty. \]

A simple computation gives that \((E_0, \| \cdot \|)\) is a Banach space and the embedding \(E_0 \hookrightarrow L^2_p(\mathbb{R}^N)\) is continuous. From this, given for each \(v \in E_0\), the problem
\[
\begin{align*}
-\Delta u &= P(x)(g(v) + t\phi_1(x) + f_1(x)), \quad \text{in } \mathbb{R}^N \\
u &\in D^{1,2}(\mathbb{R}^N).
\end{align*}
\]

\((WLP)\)

has a unique weak solution \(u =: K_t(v) \in D^{1,2}(\mathbb{R}^N) \hookrightarrow L^2_p(\mathbb{R}^N).\) The lemma below shows that \(u \in E_0\).

**Lemma 5.1.** \(K_t(E_0) \subset E_0.\)

**Proof.** Let \(v \in E_0\) and \(u = K_t(v) \in D^{1,2}(\mathbb{R}^N).\) Then,
\[
u(x) = C \int_{\mathbb{R}^N} \frac{P(z)[g(v) + f(z)]}{|x - z|^{N-2}} \, dz, \quad \forall x \in \mathbb{R}^N.
\]

(33)

where \(f(z) = t\phi_1(z) + f_1(z).\) First, we are going to prove that \(u\) is a continuous function in \(\mathbb{R}^N.\) It follows that from (20) Fixed \(x_0 \in \mathbb{R}^N,\) for all \(y \in \mathbb{R}^N,\) it holds

\[
|u(y) - u(x_0)| \leq C \int_{\mathbb{R}^N} \left( \frac{P(z)}{|y - z|^{N-2}} - \frac{P(z)}{|x_0 - z|^{N-2}} \right) \, dz,
\]

where \(C = \max_{s \in [-|v|_\infty, |v|_\infty]} |g(s)| + |f|_\infty.\) Given \(\delta_1 > 0\) and \(y \in B_{\delta_1/2}(x_0),\) we have \(B_{\delta_1}(x_0) \subset B_{2\delta_1}(y)\) and

\[
\int_{B_{\delta_1}(x_0)} \left| \frac{P(z)}{|y - z|^{N-2}} - \frac{P(z)}{|x_0 - z|^{N-2}} \right| \, dz \leq \int_{B_{\delta_1}(x_0)} \frac{P(z)}{|x_0 - z|^{N-2}} \, dz \\
+ \int_{B_{2\delta_1}(y)} \frac{P(z)}{|y - z|^{N-2}} \, dz \\
\leq C_1 |P|_\infty \delta_1^2 + C_2 |P|_\infty (2\delta_1)^2.
\]

From this, given \(\varepsilon > 0,\) let us fix \(\delta_1 > 0\) verifying

\[
C_1 |P|_\infty \delta_1^2 + C_2 |P|_\infty (2\delta_1)^2 < \varepsilon / 2,
\]

consequently

\[
\left| \int_{B_{\delta_1}(x_0)} \left( \frac{P(z)}{|y - z|^{N-2}} - \frac{P(z)}{|x_0 - z|^{N-2}} \right) \, dz \right| < \frac{\varepsilon}{2}. \quad (34)
\]

On the other hand, for \(y \in B_{\delta_1/2}(x_0)\) and \(z \in \mathbb{R}^N \setminus B_{\delta_1}(x_0),\) we derive

\[
|y - z| \geq |z - x_0| - |x_0 - y| \geq \frac{\delta_1}{2},
\]

then

\[
\frac{1}{|y - z|^{N-2}} \leq \left( \frac{2}{\delta_1} \right)^{N-2}
\]
and
\[ \frac{1}{|x_0 - z|^{N-2}} \leq \left( \frac{1}{\delta_1} \right)^{N-2}. \]

Hence,
\[ \left| \frac{P(z)}{|y - z|^{N-2}} - \frac{P(z)}{|x_0 - z|^{N-2}} \right| \leq CP(z), \quad \forall z \in \mathbb{R}^N \setminus B_{\delta_1}(x_0) \quad \text{and} \quad \forall y \in B_{\delta_1/2}(x_0). \]

From Lebesgue’s Theorem
\[ \lim_{y \to x_0} \int_{\mathbb{R}^N \setminus B_{\delta_1}(x_0)} \frac{P(z)}{|y - z|^{N-2}} - \frac{P(z)}{|x_0 - z|^{N-2}} \, dz = 0. \]

The last limit together with (34) implies that there exists \( \delta \in (0, \delta_1/2) \) such that
\[ \int_{\mathbb{R}^N} \left| \frac{P(z)}{|y - z|^{N-2}} - \frac{P(z)}{|x_0 - z|^{N-2}} \right| \, dz < \epsilon \quad \text{for} \quad |y - x_0| < \delta, \]
showing that \( u \) is continuous at \( x_0 \). As \( x_0 \) is arbitrary, \( u \) is continuous in \( \mathbb{R}^N \).

To conclude that \( u \in E_0 \), it is enough to recall that
\[ |u(x)| \leq C \int_{\mathbb{R}^N} \frac{P(y)}{|x - y|^{N-2}} \, dy, \]
because this inequality combined with \( (P_2) \) leads to
\[ |u(x)| \leq \frac{C}{|x|^{N-2}}, \quad \forall x \in \mathbb{R}^N \setminus \{0\}, \]
for some \( C > 0 \), proving the desired result.

The last lemma permits to consider the operator \( T_t := K_t|_{E_0} : E_0 \to E_0 \).

Our next step is to show that \( T_t \) is a compact operator, which is a crucial property to apply our approach.

**Lemma 5.2.** The solution operator \( T_t : E_0 \to E_0 \) is a compact linear operator.

**Proof.** The proof follows as in [2, Lemma 3.3].

We observe that the solutions of our problem \((\tilde{P})\) are the zeros of \( I - T_t \).

In the next section, we will proceed to compute the degree of \( I - T_t \) in subsets of \( E_0 \).

### 6. Computation of some topological degrees

**Lemma 6.1.** Assume \((G_1), (P_1)\) and \((P_2)\). Let \( f_1 \in \mathcal{N}^\perp \) and \( t_0 \in \mathbb{R} \). Then, there is \( R > 0 \) such that \( \text{deg}(I - T_{t_0}, B_R, 0) = 0 \), where \( B_R = \{ u \in E_0; ||u|| < R \} \).
Proof. From Theorem 1.1, the problem \( \tilde{P} \) has no solution if \( t = t_1 > \alpha(f_1) \). Thus, choosing a \( t_1 > \max\{\alpha(f_1), t_0\} \), there is a constant \( R > 0 \) such that \( \|u\| < R \), for all possible solutions of \( \tilde{P} \) with \( f_1 \in \mathcal{N}^\perp \) fixed and all \( t \in [t_0, t_1] \), see Lemma 4.4. Clearly, the operator \( T_t \), for \( t \in [t_0, t_1] \), is a compact homotopy joining \( T_{t_0} \) to \( T_{t_1} \). As \( (I - T_t)(u) \neq 0 \) always that \( \|u\| = R \) and \( t \in [t_0, t_1] \), by topological degree, we have the equality \( \deg(I - T_{t_0}, B_R, 0) = \deg(I - T_{t_1}, B_R, 0) = 0 \), since problem \( \tilde{P} \) with \( t = t_1 \) has no solution.

**Lemma 6.2.** Assume \((G_1), (P_1)\) and \((P_2)\). Given \( f_1 \in \mathcal{N}^\perp \) and \( t_0 < \alpha(f_1) \), there is an open bounded subset \( \mathcal{O} \) of \( E_0 \), such that \( \deg(I - T_{t_0}, \mathcal{O}, 0) = 1 \).

**Proof.** Let \( t_1 \in \mathbb{R} \) such that \( t_0 < t_1 < \alpha(f_1) \). From Theorem 1.1, we know that \( \tilde{P} \) with \( t = t_1 \) has a solution \( \overline{u} \), which is a super-solution of \( \tilde{P} \) with \( t = t_0 \), that is,

\[
\begin{cases}
-\Delta \overline{u} > P(x)(g(\overline{u}) + t_0 \phi_1(x) + f_1(x)), & \mathbb{R}^N \\
\lim_{|x| \to +\infty} \overline{u}(x) = 0.
\end{cases}
\]

By Lemma 3.2 and Proposition 3.1, there is a sub-solution \( u \) of

\[
\begin{cases}
-\Delta u < P(x)(g(u) + t_0 \phi_1(x) + f_1(x)), & \mathbb{R}^N \\
\lim_{|x| \to +\infty} u(x) = 0
\end{cases}
\]

that satisfies \( u < \overline{u} \) in \( \mathbb{R}^N \). Now, let us consider the set

\[
\mathcal{O} = \{u \in B_r(0) \subset E_0; u(x) < u(x) < \overline{u}(x) \text{ in } \mathbb{R}^N, \liminf_{|x| \to \infty} |x|^{-2}(\overline{u} - u) > 0, \liminf_{|x| \to \infty} |x|^{-2}(\overline{u} - u) > 0\}
\]

where the radius \( r \) will be determined later on.

**Claim 6.1.** The set \( \mathcal{O} \) is open, bounded and convex.

Since the boundedness and convexity of \( \mathcal{O} \) are immediate, we will only prove that \( \mathcal{O} \) is open. Indeed, for each \( u \in \mathcal{O} \), there is \( \xi > 0 \) such that

\[
\liminf_{|x| \to \infty} |x|^{-2}(u - \overline{u}) \geq \xi > 0.
\]

Therefore, for \( R \) large enough,

\[
|x|^{-2}(u - \overline{u}), |x|^{-2}(\overline{u} - u) \geq \xi/2, \quad |x| \geq R.
\]

Since

\[
u(x) < u(x) < \overline{u}(x), \quad \forall x \in \mathbb{R}^N,
\]

for \( \delta \in (0, \xi/2) \) small enough, we must have \( u(x) < z(x) < \overline{u}(x) \) for \( |x| \leq R \) with \( z \in B_{\delta}(u) \subset E_0 \). On the other hand, for \( |x| \geq R \),

\[
|x|^{-2}[z(x) - u(x)] = |x|^{-2} [z(x) - u(x)] + |x|^{-2} [u(x) - u(x)] \geq -\delta + \xi/2 > 0,
\]

similarly,

\[
|x|^{-2} [\overline{u}(x) - z(x)] \geq -\delta + \xi/2 > 0.
\]

Consequently, from (38) to (40), \( z \in \mathcal{O} \), and so, \( B_{\delta}(u) \subset \mathcal{O} \). This proves that \( \mathcal{O} \) is open.
Now, define $\overline{g} : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R}$ by
\[
\overline{g}(x, s) = \begin{cases} 
g(u(x)), & s \leq u(x), 
g(s), & u(x) \leq s \leq \overline{u}(x), 
g(\overline{u}(x)), & s \geq \overline{u}(x).
\end{cases}
\]
Recalling that $g$ is increasing and $\overline{u} \in L^\infty(\mathbb{R}^N)$, it follows that $\overline{g}$ is bounded in $\mathbb{R}^N \times \mathbb{R}$ and increasing in the variable $s$. Now, by the same arguments used in the previous sections, for each $v \in E_0$, there is a unique solution $u \in E_0$ of the problem below
\[
\begin{cases}
-\Delta u = P(x)\overline{g}(x, u) + t\phi_1(x) + f_1(x), & \text{in } \mathbb{R}^N \\
u \in D^{1,2}(\mathbb{R}^N), & \lim_{|x| \to +\infty} u(x) = 0.
\end{cases} \tag{WLQ}
\]
Thus, we can defined a compact operator $\overline{T}_t : E_0 \to E_0$ such that $\overline{T}_t(v) = u$.
From definition of $\overline{T}_t$, we see that $\overline{T}_t = T_t$ in $\mathcal{O}$.

\textbf{Claim 6.2.} The application $\overline{T}_{t_0}$ maps $E_0$ into $\mathcal{O}$, provided $r$ is properly chosen.

Since $\overline{g}$ is bounded, from Lemma 5.1, the solutions $u$ of (WLQ) are uniformly bounded in $E_0$. From now on, let us fix $r > \sup\{|\overline{T}_{t_0}v|; v \in E_0\}$.

Our goal is proving that for each $v \in E_0$, we have that $u = \overline{T}_{t_0}v \in \mathcal{O}$.

Obviously, $\|u\| < r$. From Lemma 3.3 and (WLQ), there are $\overline{u}, u \in D^{1,2}(\mathbb{R}^N)$ satisfying
\[
\begin{cases}
-\Delta \overline{u} = P(x)F(x) > P(x)[g(\overline{u}) + t_0\phi_1 + f_1], & \text{in } \mathbb{R}^N \\
\overline{u} \in D^{1,2}(\mathbb{R}^N), & \lim_{|x| \to +\infty} \overline{u}(x) = 0
\end{cases}
\]
and
\[
\begin{cases}
-\Delta u = P(x)[\overline{g}(x, u) + t_0\phi_1 + f_1], & \text{in } \mathbb{R}^N \\
u \in D^{1,2}(\mathbb{R}^N), & \lim_{|x| \to +\infty} u(x) = 0
\end{cases}
\]
where $F$ was obtained as in the Lemma 3.3, with $L \in \mathbb{R}, R_1 \approx +\infty$ such that $|\overline{u}|_\infty \leq R_1$ and $R_2 > R_1$. (Remembering that $t_0$ can be taken large negative for $t_0\phi_1 + f_1 < F$). Then,
\[
\begin{cases}
(-\Delta)(\overline{u} - u) = P(x)[F(x) - \overline{g}(x, u) - t_0\phi_1 - f_1], & \text{in } \mathbb{R}^N \\
(\overline{u} - u) \in D^{1,2}(\mathbb{R}^N), & \lim_{|x| \to +\infty} (\overline{u} - u)(x) = 0.
\end{cases}
\]

Thereby, by Riesz representation,
\[
(\overline{u} - u)(x) = \int_{\mathbb{R}^N} \frac{P(y)[F(y) - \overline{g}(y, v) - t_0\phi_1 - f_1]}{|x-y|^{N-2}} \, dy > \int_{\mathbb{R}^N} \frac{P(y)[g(\overline{u}) - \overline{g}(y, v)]}{|x-y|^{N-2}} \, dy \geq 0.
\]
Therefore, by [4, Lemma 3.1],
\[
\overline{u}(x) > u(x), \quad \forall x \in \mathbb{R}^N \text{ and } \liminf_{|x| \to \infty} |x|^{N-2}(\overline{u} - u)(x) > 0.
\]

Similarly,
\[
u(x) > \overline{u}(x), \quad \forall x \in \mathbb{R}^N \text{ and } \liminf_{|x| \to \infty} |x|^{N-2}(u - \overline{u})(x) > 0.
\]

This shows that $\overline{T}_{t_0}(E_0) \subset \mathcal{O}$. 

Now, fixed \( \psi \in \mathcal{O} \), let us consider the compact homotopy \( H_\theta(u) = \theta T_{t_0}(u) + (1 - \theta)\psi, 0 \leq \theta \leq 1 \). As \( u \neq H_\theta(u) \) for all \( u \in \partial \mathcal{O} \) and all \( \theta \in [0, 1] \), we conclude that \( \text{deg}(I - H_1, \mathcal{O}, 0) = \text{deg}(I - H_0, \mathcal{O}, 0) \). However, \( H_0 \) is a constant operator and clearly \( \text{deg}(I - H_0, \mathcal{O}, 0) = 1 \). So \( \text{deg}(I - T_{t_0}, \mathcal{O}, 0) = 1 \), and the lemma is proved. \( \square \)

Proof of Theorem 1.2

Proof. (i) For \( f_1 \in \mathcal{N}^\perp \) and \( t_0 < \alpha(f_1) \) be given. By previous lemma, there is a bounded open set \( \mathcal{O} \) such that
\[
\text{deg}(I - T_{t_0}, \mathcal{O}, 0) = 1.
\]
Therefore, \( I - T_{t_0} \) has a zero in \( \mathcal{O} \), that is, problem \( (\tilde{P}) \) has a solution \( u_1 \in \mathcal{O} \), for these given \( f_1 \) and \( t_0 \). Now, choose \( R > r \) such that \( R > r \). Since by Lemma 6.1 \( \text{deg}(I - T_{t_0}, B_R, 0) = 0 \), it follows that \( \text{deg}(I - T_{t_0}, B_R \setminus \overline{\mathcal{O}}, 0) = -1 \). This proves that \( (\tilde{P}) \) has another solution \( u_2 \in B_R \setminus \overline{\mathcal{O}} \).

(ii) Now, let \( f_1 \in \mathcal{N}^\perp \) and \( t_0 = \alpha(f_1) \) be given. Take a sequence \( t_n < t_0 \) and \( t_n \to t_0 \). It follows from Theorem 1.1 that \( (\tilde{P}) \) has a solution \( u_n \) for the given function \( f_1 \) and each \( t_n \). From the results of Section 4, the sequence \( (u_n) \) is bounded in \( D^{1,2}(\mathbb{R}^N) \). Thus, since \( D^{1,2}(\mathbb{R}^N) \) is compactly embedded in \( L^p_2(\mathbb{R}^N) \), we have that there is \( u \in D^{1,2}(\mathbb{R}^N) \) such that \( u_n \to u \) in \( D^{1,2}(\mathbb{R}^N) \) and \( u_n \to u \) in \( L^2_p(\mathbb{R}^N) \). Therefore, \( u \) is a solution of problem
\[
-\Delta u = P(x)(g(u) + t_0 \phi_1(x) + f_1(x)), \quad \text{in} \ \mathbb{R}^N, \quad u \in D^{1,2}(\mathbb{R}^N).
\]
Using the same argument of the Lemma 5.1, we also \( u \in E_0 \), that is,
\[
\lim_{|x| \to \infty} u(x) = 0,
\]
finishing the proof. \( \square \)
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