Network slimming for compressed-sensing cardiac cine MRI
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Introduction: Neural networks (NNs) have been successfully applied to various applications in medical imaging [1]. The U-net [2] is a convolutional NN that was originally developed for biomedical image segmentation. It won the IEEE international symposium on biomedical imaging (ISBI) Cell Tracking Challenge in 2015. Several applications have been developed using the U-net, for example, segmentation [3] and reconstruction [4]. Despite the excellent performance of the U-net, its heavy structure often restricts its applications in an environment with limited computational resources. In this study, the U-net is attempted to be slimmed for compressed-sensing (CS) cardiac cine magnetic resonance imaging (MRI) [5], without performance degradation. The training time and the number of trainable parameters are evaluated as the figures of merit for slimming.

Data: Cardiac cine data of eight healthy volunteers were measured using the balanced steady-state free precession (SSFP) sequence in a 3.0T Siemens system with the repetition and echo times of 3.88 and 1.94 ms, respectively. A five-channel phased array coil with a sensitivity encoding (SENSE) factor of 2 was used. The k-space data without undersampling were reconstructed to prepare the ‘ground truth’ (GT) image using inverse Fourier transform and SENSE reconstruction. Undersampled data were generated by undersampling the channel data along the phase encoding (PE) axis with the acceleration factors (AFs) of 2, 3, 4, and 8. The missing data were first interpolated from the data at adjacent cardiac frames and reconstructed to prepare the ‘initial reconstructed (IR) image’. The measured data for each volunteer had 12 slices and 16–24 cardiac frames. The reconstructed image has a size of 256 \times 256 in the transverse plane. The difference image between the GT and IR is normalised to be transverse plane. The difference image between the GT and IR is normalised to be

Result: The slimming efficacy was evaluated using the number of trainable parameters and training time. The evaluation was performed with a computer equipped with an Intel® Xeon® CPU E5-2620 v4 @ 2.1 GHz with a memory of 128 GB, and an NVIDIA TITAN RTX GPU system
The use of the U-net for reconstructing CS cardiac cine construction of CS cine MRI with diagnostic image quality is another challenging task. The use of the U-net for reconstructing CS cardiac cine MRI has been investigated [6]. The main difficulties in using the U-net are its heavy structure and long training time.

We focused on three components to make the U-net slim: Multiple convolutions, transpose convolution, and deep layers. As multiple convolutions are redundant for some applications, we reduced them to a single convolution. Moreover, we adopted a larger kernel size (5 × 5) to compensate for the reduced range by single convolution. Although the transpose convolution has trainable kernels, it may not be very useful from the viewpoint of CS reconstruction. The transpose convolution mixes data over channels, unlike max pooling, whose operation is confined to a 2 × 2 array within the channel. Thus, the transpose convolution may also be replaced by upsampling with bilinear interpolation. As shown in Figure 3, the upsampling results in a greater reduction in the NMSE than the transpose convolution. The number of layers can be reduced to simplify the network. This may be dependent on the application of the NN. The range affected by the convolution may be expressed as $K-2^L-1$, where $K$ denotes the kernel size and $L$ is the number of layers of the network. The range of the slim-net with $K=5$ and $L=4$ is 40, similar to that of the U-net with $K=3$ and $L=5$.

Although we tested the slim-net for CS cardiac cine MRI application, the network may be generally applicable to other applications in which computational resources are limited.

**Conclusion:** We proposed the slim-net for CS cardiac cine MRI. Through quantitative analysis, the proposed network successfully realised slimming with one-eighth of the trainable parameters and approximately half of the training time of the original U-net with a slightly improved performance. The slim-net is useful for applications executed on devices or platforms with limited computational resources.
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| AF = 2 | AF = 3 | AF = 4 | AF = 8 | Average |
|---|---|---|---|---|
| U-net | NMSE | 2.81 | 4.29 | 5.33 | 8.83 | 5.31 |
| PSNR | 50.8 | 49.8 | 49.3 | 49.3 | 49.8 |
| SSIM | 0.93 | 0.91 | 0.91 | 0.90 | 0.91 |
| Slim-net | NMSE | 2.80 | 4.24 | 5.25 | 8.67 | 5.24 |
| PSNR | 51.0 | 49.7 | 49.4 | 49.5 | 49.9 |
| SSIM | 0.93 | 0.91 | 0.92 | 0.91 | 0.92 |

**Table 1. Normalised mean square error (NMSE), peak signal-to-noise ratio (PSNR), and structural similarity (SSIM) of the reconstructed images using the U-net and slim-net as a function of the acceleration factor (AF). The scale of NMSE is $10^{-3}$**

**Fig. 3** Ratios of the number of trainable parameters, training time, and normalised mean square error of the slim-net and other slim networks with respect to those of the U-net in TensorFlow 2.1.0.
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