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Abstract—We study a class of matrices with a rank-1 interconnection structure, and derive a simple necessary and sufficient condition for diagonal stability. The underlying Lyapunov function is used to provide sufficient conditions for diagonal stability of approximately rank-1 interconnections. The main result is then leveraged as a key step in a larger stability analysis problem arising in power systems control. Specifically, we provide the first theoretical stability analysis of automatic generation control (AGC) in an interconnected nonlinear power system. Our analysis is based on singular perturbation theory, and provides theoretical justification for the conventional wisdom that AGC stabilizes under the typical time-scales of operation. We illustrate how our main analysis results can be leveraged to provide further insight into the tuning and dynamic performance of AGC.
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I. INTRODUCTION

CLASSICAL Lyapunov theory for linear systems states that eigenvalues of a matrix $A$ are contained in the open left-half complex plane if and only if there exists a positive definite matrix $D > 0$ such that $A^T D + DA < 0$; such a matrix $A$ is called (Hurwitz) stable [1, Th. 2.2.1]. In general, solutions $D$ to this inequality will be dense matrices, where most or all matrix entries are nonzero. In many applications, listed in the sequel, it is desirable to further find a solution $D > 0$, which is a diagonal matrix. If this can be done, then the matrix $A$ is diagonally stable [2].

While any diagonally stable matrix is stable, the converse is false: diagonal stability is indeed a considerably stronger property than Hurwitz stability, due to the removal of degrees of freedom from the Lyapunov matrix $D$. With this strength, however, comes significant advantages, and diagonal stability has found widespread application in areas such as economics [2]; biological systems [3]; singular perturbation theory [4]; positive systems analysis [5], [6]; and analysis of general large-scale interconnected systems [7]–[10]. A significant body of literature exists that delineates classes of diagonally stable matrices. Prominent examples of such classes include symmetric negative definite matrices, Hurwitz lower/upper triangular matrices, $M$-matrices, and certain types of cyclic interconnections [11]; see [2] for even more nuanced classes of matrices.

Our initial focus in this article is to further contribute to the theory of diagonal stability by presenting necessary and sufficient conditions for diagonal stability for a new class of matrices, consisting of rank-1 perturbations of negative definite diagonal matrices. Our motivation stems from the fact that this class of matrices arises in stability analysis of certain networked systems, such as automatic generation control (AGC) in interconnected power systems, and diagonal stability of such a matrix is precisely the condition required to complete a Lyapunov-based stability analysis. The second half of this article consists of a detailed and self-contained treatment of the AGC application with its corresponding introduction and literature deferred to Section III-A.

As an independent system-theoretic motivation for the study of such a class of matrices, we begin with an example arising in the stability analysis of interconnected nonlinear systems. Consider a collection of $N \geq 2$ single-input single-output nonlinear systems

\[
\begin{align*}
\dot{x}_i &= f_i(x_i, u_i) \\
y_i &= h_i(x_i, u_i) & i \in \{1, \ldots, N\}
\end{align*}
\]

(1)

with internal states $x_i \in \mathbb{R}^{n_i}$, inputs $u_i \in \mathbb{R}$, and outputs $y_i \in \mathbb{R}$. The functions $f_i$ and $h_i$ are sufficiently smooth on a domain containing the origin, and satisfy $f_i(0, 0) = 0$ and $h_i(0, 0) = 0$ for all $i \in \{1, \ldots, N\}$. Assume that each subsystem is output-strictly passive (see e.g., [10]), meaning that there exists a constant $\delta_i > 0$ and a continuously differentiable storage function $V_i : \mathbb{R}^{n_i} \to \mathbb{R}$, which is positive definite with respect to the origin $x_i = 0$ and satisfies the dissipation inequality

\[
\nabla V_i(x_i)^T f_i(x_i, u_i) \leq -\delta_i y_i^2 + y_i u_i
\]

(2)
on some neighborhood of \((x_i, u_i) = (0, 0)\). Suppose now that the subsystems in (1) are interconnected according to

\[ u_i = k_i \sum_{j=1}^{n} g_j y_j, \quad i \in \{1, \ldots, N\} \tag{3} \]

where \(k_i, g_j \in \mathbb{R}\) are constants. We interpret (3) as a “gather-and-broadcast” type control law: the local measurements \(y_j\) are centrally collected, the linear combination \(\eta = \sum_{j=1}^{N} g_j y_j\) is centrally computed using those local measurements and broadcast to each subsystem, and the local inputs are then determined as \(u_i = k_i \eta\). Control architectures of this form arise in optimal frequency control [12], [13]; Nash seeking algorithms in aggregative games [14]; and in network flow control [15], [16]. A simple example would be the case where

\[ g_j = \frac{1}{N} \]

and \(k_i = 1\) in which each subsystem is driven by the arithmetic average of all subsystem output signals.

To assess stability of the origin of the interconnected system (1), (3), one may follow the well-established (e.g., [10]) approach of defining a composite Lyapunov candidate

\[ V(x_1, \ldots, x_N) = \sum_{i=1}^{N} d_i V_i(x_i) \]

with coefficients \(d_i > 0\) to be determined. Using the dissipation inequality (2), the derivative of \(V\) along (1) and (3) can now be computed as

\[
\dot{V} = \sum_{i=1}^{N} d_i \nabla V_i(x_i)^T f_i(x_i, u_i) \\
\leq \sum_{i=1}^{N} d_i (-\delta_i y_i^2 + y_i u_i) \\
= \sum_{i=1}^{N} d_i \left( -\delta_i y_i^2 + y_i k_i \sum_{j=1}^{N} g_j y_j \right)
\]

which in vector notation can be compactly written as

\[
\dot{V} \leq y^T DAy = \frac{1}{2} y^T (DA + A^T D)y
\]

where \(y = \text{col}(y_1, \ldots, y_N)\), \(D = \text{diag}(d_1, \ldots, d_N)\) and

\[ A = -\text{diag}(\delta_1, \ldots, \delta_N) + kg^T \tag{4} \]

with \(k = \text{col}(k_1, \ldots, k_N)\) and \(g = \text{col}(g_1, \ldots, g_N)\).\(^1\) Note that \(A\) is a rank-1 perturbation of a negative definite diagonal matrix. If \(A\) is diagonally stable, then there will exist \(\epsilon > 0\) and a selection of \((d_1, \ldots, d_N)\) such that \(A^T D + DA \preceq -2\epsilon I_N\). This will, in turn, imply that \(\dot{V} \leq -\epsilon \|y\|^2\), and local asymptotic stability of the origin can then be proven under standard zero-state detectability conditions on each subsystem in (2) and [17]. The key step in the analysis is therefore to develop conditions under which (4) is diagonally stable.

\(^1\) See Section I-B for the notation used.

A. Statement of Contributions

This article contains two main contributions. First, in Section II, we state and prove necessary and sufficient conditions for diagonal stability of a matrix consisting of a negative definite diagonal matrix plus a rank-1 perturbation under certain sign constraints (Theorem 2.1 and Corollary 2.2). To the best of our knowledge, diagonal stability of this class of matrices has not been previously studied. We illustrate how our conditions are stronger than those required for Hurwitz stability, but weaker than those imposed by a small-gain approach. Finally, we extend our analysis to provide a sufficient condition for diagonal stability of approximately rank-1 interconnections. The results are illustrated via a simple numerical example.

Second, in Section III, we leverage our results from Section II as a key step in a larger detailed stability treatment of AGC in interconnected power systems. Despite being one of the first large-scale control systems deployed in industry, to the best of our knowledge, no general dynamic stability analysis of AGC is available in the literature. The standard textbook analyses [18], [19] are based on equilibrium analysis, and do not consider dynamic stability of the equilibrium. Notable exceptions to a purely static analysis are the treatments in [20] and [21], but these analyses focus on local reduced-order area models, and do not analyze the interconnected dynamics of power systems with AGC. We provide here the first nonlinear stability treatment of AGC, keeping the treatment reasonably self-contained, and accessible to those with only passing familiarity with power systems control. Readers interested only in this application can skip directly to Section III, with minimal loss of continuity. Roughly speaking, our main result (see Theorem 3.5) states that under usual time scales of operation, power systems with AGC are internally stable for any tuning of the frequency bias gains used within the AGC design. This result provides a rigorous theoretical backing for the practical observation that AGC is stable in practice, and for the accepted engineering practice of decentralized and uncoordinated tuning of AGC systems. Finally, in Section III-E, we examine some of the implications of our main analysis result for the dynamic performance of AGC systems. In particular, we demonstrate that the industrial tuning practice for AGC [22] can be rigorously understood within our analysis framework, and that our framework has the potential for generating other novel insights into the dynamic performance of AGC systems.

B. Notation

The identity matrix of size \(n\) is denoted by \(I_n\), and \(\mathbb{I}_n\) denotes the vector of all ones in \(\mathbb{R}^n\). We denote the set of vectors in \(\mathbb{R}^n\) with all positive, non-negative, and nonzero elements, by \(\mathbb{R}_{>0}, \mathbb{R}_{\geq 0}, \mathbb{R}_{\neq 0}\), respectively. The set of numbers \(\{1, \ldots, N\}\) is denoted by \(\mathbb{I}_N\). Given an ordered set of scalars or column vectors \((x_1, \ldots, x_n)\), we let \(\text{col}(x_1, \ldots, x_n)\) denote the concatenated column vector. As usual, \(A \succ 0\) means \(A\) is positive definite. We use \(\text{diag}(x)\) to denote the diagonal matrix with its \(i\)th diagonal element being equal to \(x_i\). We sometimes denote the latter by \(\text{diag}(x)\) as well for a given vector \(x\). In the same vein, we use
diag(x, y) to denote the diagonal matrix

\[
\begin{bmatrix}
\text{diag}(x) & 0 \\
0 & \text{diag}(y)
\end{bmatrix}
\]

for two vectors \(x\) and \(y\). For a scalar \(a\), we define the operator

\[
[a]_+ := \max(a, 0)
\]

which truncates negative values to zero. We use the same notation \([a]_+\) for a vector \(a\) by interpreting the max operator element-wise with respect to a zero vector.

## II. DIAGONAL STABILITY OF A DIAGONAL MATRIX WITH A RANK-1 PERTURBATION

We begin by considering \(N \times N\) matrices of the form

\[
A = -\Delta + S
\]

where \(\Delta = \text{diag}(\delta_1, \ldots, \delta_N) \succ 0\) and \(S \in \mathbb{R}^{N \times N}\). In an interconnected systems framework, the matrix \(\Delta\) captures the dissipation of each local subsystem, and the matrix \(S\) represents the interconnection structure among the subsystems. The matrix (5) can appear directly as the state matrix of a linear system, or arise as part of a quadratic form in a composite Lyapunov stability analysis of a nonlinear interconnected system as discussed in Section I. We are interested in determining conditions under which (5) is diagonally stable.

In the absence of additional structural information on \(S\), the standard method to enforce diagonal stability of \(A\) is a small gain approach. This amounts to assuming that the norm of \(S\) is sufficiently small compared to \(\Delta\), yielding the condition \(\|\Delta^{-1}S\|_2 < 1\), in which case \(A\) is diagonally stable with \(D = I_N\). When additional structural information is available, less conservative conditions can be obtained. For example, if \(S\) is a non-negative matrix, then diagonal stability of \(A\) can be studied using the theory of M-matrices, resulting in nonconservative conditions [2]. Another notable example of a tight diagonal stability condition is the secant condition for systems with a cyclic interconnection structure [11].

Our primary case of interest is where \(\text{rank}(S) = 1\), in which case, the matrix \(S\) can be written as

\[
S = xy^T
\]

for some vectors \(x, y \in \mathbb{R}^N\). As diagonal stability is preserved under left or right multiplication by any positive definite diagonal matrix [3, Lemma 2.1.4], it follows that diagonal stability of \(A = -\Delta + xy^T\) is equivalent to diagonal stability of:

\[
A_I \triangleq -I_N + \hat{x}x^T
\]

where \(\hat{x} := \Delta^{-1}x\). For matrices of the form (7), the first question is whether there is a gap between Hurwitz stability and diagonal stability. Note that \(A_I\) has \(N - 1\) eigenvalues at \(-1\), with its remaining eigenvalue at \(-1 + \hat{x}x^T\). It follows that \(A_I\) is Hurwitz stable if and only if:

\[
\sum_{i=1}^{N} \hat{x}_i y_i < 1.
\]

The inequality in (8), however, does not ensure diagonal stability of (7) as illustrated in the following example.

**Example 1:** Consider \(A_I \in \mathbb{R}^{2 \times 2}\) given by

\[
A_I = -I_2 + \alpha \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix} = \begin{bmatrix} -1 + \alpha & \alpha \\ -\alpha & -1 - \alpha \end{bmatrix}
\]

for \(\alpha \in \mathbb{R}\). The Hurwitz stability condition (8) is satisfied independent of \(\alpha\), since in this case \(\sum_{i=1}^{N} \hat{x}_i y_i = \alpha[1 - 1] = 0\) for all \(\alpha \in \mathbb{R}\). Diagonal stability imposes the existence of \(D = \text{diag}(d_1, d_2) > 0\) such that

\[
A_I^T D + D A_I = \begin{bmatrix} 2d_1(-1 + \alpha) & \alpha(d_1 - d_2) \\ \alpha(d_1 - d_2) & -2d_2(1 + \alpha) \end{bmatrix} < 0.
\]

A necessary condition for this is \(|\alpha| < 1\), in which case (10) holds if and only if

\[
\alpha^2 \left( \frac{d_1}{d_2} \right)^2 - (4 - 2\alpha^2) \left( \frac{d_1}{d_2} \right) + \alpha^2 < 0.
\]

There exist \(d_1, d_2 > 0\) satisfying above if and only if \((4 - 2\alpha^2) - 4\alpha^4 > 0\), which holds if and only if \(|\alpha| < 1\). Consequently, (9) is diagonally stable if and only if \(|\alpha| < 1\), whereas it is Hurwitz for all \(\alpha \in \mathbb{R}\).

In general, diagonal stability of (7) could be enforced through the previously mentioned small-gain criteria, yielding the condition

\[
\|\hat{x}y\|_2 = \|\hat{x}\|_2 \|y\|_2 < 1.
\]

The condition (11), however, is unnecessarily conservative, as it neglects the sign patterns (i.e., phase) of \(x\) and \(y\). For Example 1, (11) yields \(|\alpha| < \frac{1}{2}\) instead of the necessary and sufficient condition \(|\alpha| < 1\). A more dramatic example is the case \(y = -\hat{x}\), where the resulting matrix \(A_I = -I_N - \hat{x}\hat{x}^T\) is diagonally stable, independent of the norm of the vector \(\hat{x}\).

We now come to our main result, which avoids the small-gain type conditions as in (11), and strengthens the Hurwitz stability condition (8) to obtain a necessary and sufficient condition for diagonal stability. We require the assumption that either \(x\) or \(y\) is a non-negative vector; this yields additional structure in the sign pattern of \(xy^T\). Since diagonal stabilities of \(A\) and \(A^T\) are equivalent, we will simply assume that \(y \in \mathbb{R}^N_+\).

**Theorem II.1:** Let \(A\) be given by (5) and (6), with \(x \in \mathbb{R}^N\), \(y \in \mathbb{R}^N_+\). Then \(A\) is diagonally stable if and only if

\[
\sum_{i=1}^{N} \frac{1}{\delta_i} |\hat{x}_i y_i|_+ < 1.
\]

**Proof:** Sufficiency: By defining \(\hat{x} := \Delta^{-1}x\), we equivalently show diagonal stability of \(A_I\) in (7). If \(x = 0_N\) or \(y = 0_N\), then the conclusion holds, so assume that \(x, y \neq 0_N\), and without loss of generality, assume that the elements of \(\hat{x}\) and \(y\) are ordered such that \(\hat{x} = \text{col}(\hat{x}_1, \hat{x}_2)\) and \(y = \text{col}(y_1, 0_{N-r})\) with \(y_1 \in \mathbb{R}^r_+, \hat{x}_1 \in \mathbb{R}^r, \hat{x}_2 \in \mathbb{R}^N, r \in \{1, \ldots, N\}\). With this reordering, we have that

\[
A_I = -I_N + \begin{bmatrix} \hat{x}_1 \\ \hat{x}_2 \end{bmatrix} \begin{bmatrix} y_1 \\ 0_{N-r} \end{bmatrix}^T = \begin{bmatrix} -I_r + \hat{x}_1 y_1^T & 0 \\ \hat{x}_2 y_1^T & -I_{N-r} \end{bmatrix}.
\]
Note that $A_I$ is diagonally stable if and only if $A_I^T$ is diagonally stable \cite[Lemma 2.1.7]{Simpson-Porco:19}. By applying Lemma 5.1 to $A_I^T$, we find that $A_I$ is diagonally stable if and only if $A_I \triangleq -I_r + \hat{x}_1y_1^T$ is diagonally stable. We now apply the previous argument again to $\hat{x}_1 \in \mathbb{R}^r$. If $\hat{x}_1 = 0_r$, then the conclusion holds, so assume $\hat{x}_1 \neq 0_r$ and without loss of generality, reorder the elements of $\hat{x}_1$ and $y_1$ such that $\hat{x}_1 = \text{col}(\hat{x}_+, -\hat{x}_-, 0_{r-p-q})$ and $y_1 = \text{col}(y_+, y_-, y_q)$ for some strictly positive vectors $\hat{x}_+, y_+ \in \mathbb{R}^p$, $\hat{x}_-, y_- \in \mathbb{R}^q$ and $y_q \in \mathbb{R}^{r-p-q}$, where $p + q \in \{1, \ldots, r\}$. In this notation, we may write

$$A_1 = \begin{bmatrix} -I_{p+q} + \left[\begin{array}{c|c} \hat{x}_+ & y_+ \\ \hline -\hat{x}_- & y_- \end{array}\right] y_q^T \\ 0 \end{bmatrix}. \quad (13)$$

By Lemma 5.1 again, $A_1$ is diagonally stable if and only if

$$A_{11} \triangleq -I_{p+q} + \begin{bmatrix} \hat{x}_+ & y_+ \\ -\hat{x}_- & y_- \end{bmatrix}^T$$

is diagonally stable. We rewrite $A_{11}$ as

$$A_{11} = \text{diag}(\hat{x}_+, \hat{x}_-) \begin{bmatrix} -M + \begin{bmatrix} I_p \\ -I_q \end{bmatrix} \end{bmatrix} \text{diag}(y_+, y_-) := A_{11}, \quad (15)$$

where $M \in \mathbb{R}^{(p+q) \times (p+q)}$ is given by

$$M = \begin{bmatrix} M_{11} & 0 \\ 0 & M_{22} \end{bmatrix} = \text{diag}(\hat{x}_+, \hat{x}_-)^{-1} \text{diag}(y_+, y_-)^{-1}. \quad (16)$$

Clearly, $M$ is diagonal and $M > 0$. By Lemma 5.2, the matrix $A_{11}$ is diagonally stable if and only if $\mathcal{A}_{11}$ is diagonally stable. A direct calculation now shows that

$$\mathcal{A}_{11} + \mathcal{Q}_{11} = -2\mathcal{Q}_{11}, \quad (17)$$

where

$$\mathcal{Q}_{11} \triangleq \begin{bmatrix} M_{11} - I_p I_p^T & 0 \\ 0 & M_{22} + I_q I_q^T \end{bmatrix}. \quad (18)$$

If $p = 0$, then $\mathcal{Q}_{11} > 0$, and the conclusion follows. If $p > 1$, then observe that $\mathcal{Q}_{11} > 0$ if and only if $M_{11} - I_p I_p^T > 0$. Performing a congruence transformation with $M_{11}^{-1/2} > 0$, we have that

$$M_{11} - I_p I_p^T > 0 \iff I_p - M_{11}^{-1/2} I_p^T M_{11}^{-1/2} > 0. \quad (19)$$

The second term in the latter inequality is a rank-1 matrix, with a unique positive eigenvalue given by

$$\text{Trace}(M_{11}^{-1}) = (\hat{x}_+)^T y_+ = \sum_{i=1}^{p} \hat{x}_i y_i = \sum_{i=1}^{N} |\hat{x}_i y_i| +$$

$$= \sum_{i=1}^{N} \frac{1}{\delta_i} |x_i y_i| + < 1$$

due to (12). It follows that (19) holds and therefore, $\mathcal{A}_{11}$ is diagonally stable with certificate $\mathcal{D}_{11} = I_{p+q}$, which shows the result.

**Necessity:** Suppose that $A$ (and, hence, $A_I$) is diagonally stable. Then any principal submatrix of $A_I$ is diagonally stable \cite[Lemma 2.1.8]{Simpson-Porco:19} and, in particular, then the matrix $A_{11}$ in (15) is diagonally stable. It follows next from Lemma 5.2 that $\mathcal{A}_{11}$ is also diagonally stable. Therefore, the principal submatrix

$$-\text{diag}(\hat{x}_+)^{-1} \text{diag}(y_+)^{-1} + \begin{bmatrix} I_p \\ -I_q \end{bmatrix} \begin{bmatrix} I_p \\ -I_q \end{bmatrix}^T$$

of $\mathcal{A}_{11}$ is diagonally stable as well. Consequently, by Lemma 5.2, the matrix $-I_p + \hat{x}_+ y_+^T$ is diagonally stable and, thus, Hurwitz. From (8), Hurwitz stability implies that

$$(\hat{x}_+)^T y_+ = \sum_{i=1}^{p} \hat{x}_i y_i = \sum_{i=1}^{N} \frac{1}{\delta_i} |x_i y_i| + < 1$$

which is precisely (12), completing the proof.

It is illustrative to examine the result of Theorem 2.1 when $\Delta = I_N$, in which case we can compare the necessary and sufficient conditions for Hurwitz stability (8) and diagonal stability (12). In contrast with (8), the condition (12) for diagonal stability places tighter restrictions on the elements of $x$ and $y$. In particular, (8) permits negative elements to compensate positive elements in the sum, whereas (12) drops all negative elements from consideration. Revisiting Example 1, we see that in this example, condition (12) readily gives

$$|\alpha| + [-\alpha]_+ = |\alpha| < 1$$

which coincides with condition derived in the example.

If it happens that neither $x$ nor $y$ contain zero elements, then the diagonal stability certificate in Theorem 2.1 admits the explicit form below.

**Corollary II.2:** Let $A$ be given by (5) and (6), with $x \in \mathbb{R}_0^N$, $y \in \mathbb{R}_0^{N-N_0}$. Suppose that (12) holds. Then with

$$D = \text{diag}(d_1, \ldots, d_N), \quad d_i = \frac{y_i}{|x_i|}, \quad i \in \{1, \ldots, N\}$$

it holds that $A^T D + D A \preceq -2 \mu D A$, where

$$\mu := 1 - \sum_{i=1}^{N} \frac{1}{\delta_i} |x_i y_i| + > 0. \quad (20)$$

**Proof:** With $A = -\Delta + x y^T$, we have that $A_I \triangleq \Delta^{-1} A = -I_N + \hat{x} y^T$ with $\hat{x} = \Delta^{-1} x$. Since all elements of $\hat{x}$ are nonzero and all elements of $y$ are positive, there exists a permutation matrix $\Pi$ such that

$$\Pi^T \hat{x} = \text{col}(\hat{x}_+, -\hat{x}_-), \quad \Pi^T y = \text{col}(y_+, y_-)$$

where all subvectors $\hat{x}_+, \hat{x}_-, y_+, y_-$ are strictly positive. It follows that:

$$\Pi^T A_I \Pi = A_{11} \triangleq -I_N + \begin{bmatrix} \hat{x}_+ \\ -\hat{x}_- \end{bmatrix} \begin{bmatrix} y_+ \\ y_- \end{bmatrix}^T.$$ 

The matrix $A_{11}$ can be written as in (15) where

$$\mathcal{A}_{11} = -\text{diag}(\hat{x}_+, \hat{x}_-)^{-1} \text{diag}(y_+, y_-)^{-1} + \begin{bmatrix} I_p \\ -I_q \end{bmatrix} \begin{bmatrix} I_p \\ -I_q \end{bmatrix}^T.$$ 

Again note that an analogous result holds for $y \in \mathbb{R}_0^{N-N_0}$ and $x \in \mathbb{R}_0^N$.
We have that the matrix $\overline{A}_{11}$ satisfies (17) with $\overline{Q}_{11}$ given by (18). Working backward now, by Lemma 5.2, the stability certificate for $A_{11}$ is given by

$$D_{11} := \text{diag}(\hat{x}_+, \hat{x}_-) \text{ diag}(y_+, y_-)$$

and, in particular, we have

$$A_{11}^T D_{11} + D_{11} A_{11} = -2 \text{ diag}(y_+, y_-) \overline{Q}_{11} \text{ diag}(y_+, y_-) \triangleq Q_{11}.$$  

To obtain a simple bound on $Q_{11}$, one may use (16) and repeat again the argument following (18) to show that:

$$Q_{11} = \text{diag}(y_+, y_-) \left( M - \begin{bmatrix} 1 & \frac{1}{2} \Sigma_p \tau \ 0 \ -1_q ^1 \tau \end{bmatrix} \right) \text{ diag}(y_+, y_-) \geq \mu \text{ diag}(y_+, y_-) M \text{ diag}(y_+, y_-) = \mu D_{11}$$

where $\mu$ is given by (20). Since $A_1 = \Pi A_{11} \Pi^T$, we may again apply Lemma 5.2, with

$$D_1 := \Pi D_{11} \Pi^T = \text{ diag}(y_i/|\hat{x}_i|) = \text{ diag}(\delta y_i/|x_i|)$$

to obtain

$$A_1^T D_1 + D_1 A_1 = -2 \Pi Q_{11} \Pi^T.$$  

Finally, with $D = D_1 \Delta^{-1} = \text{ diag}(y_i/|x_i|)$ we have that

$$A_1^T D_1 + D_1 A_1 = -2 \Pi Q_{11} \Pi^T \leq -2 \mu \Pi D_{11} \Pi^T = -2 \mu D_1 = -2 \mu \Delta D$$

which completes the proof.

The explicit certificate in Corollary 2.2 can be further leveraged to provide a sufficient condition for diagonal stability when the interconnection matrix in (5) is a perturbation of a rank one matrix. Indeed, suppose that $S$ now has the form

$$S = xy^T + \sigma E$$

where $x, y \in \mathbb{R}^n, \sigma \in \mathbb{R},$ and $E \in \mathbb{R}^{n \times n}$, without loss of generality, we may assume that $\|E\|_2 = 1$. Assume that (12) holds, and let $A_1 = -\Delta + xy^T$, in which case we may write $A \triangleq A_1 + \sigma E$. The conditions of Corollary 2.2 are satisfied, and we use the certificate $D > 0$ to compute that

$$A_1^T D_1 + D_1 A_1 = \sigma (E^T D + D E) \leq -2 \mu \Delta D + \sigma (E^T D + D E) \leq -2 \mu \Delta D + 2E \|D\|_2 I_N \leq -2 \left( \mu \min_i \delta_i \max_i d_i \right) I_N$$

from which we conclude that $A$ is diagonally stable with certificate $D$ if

$$|\sigma| < \mu \frac{\min_i \delta_i \max_i d_i}{\max_i \delta_i} \text{, } d_i = \frac{y_i}{|x_i|}$$

Inequality (21) is a robustness result, which restricts the norm of the perturbation. We illustrate the ideas with a simple example.

**Example 2:** Let $a \in \mathbb{R}$ and consider the matrix

$$A = \begin{bmatrix}
2a - 8 & -a - 3 & -3 & -a - 3 & -a - 3 \\
1 - a & -3 & 1 & -a + 1 & 1 - a \\
-1 & a - 1 & -a - 4 & -1 & -1 \\
-3 & a - 3 & -a - 3 & a - 7 & -3 \\
a + 2 & 2a + 2 & 2a + 2 & 2 & -a - 3
\end{bmatrix}$$

We compute using (20) that $\mu = 0.35$, and hence $A_1$ is diagonally stable with certificate $D = \text{ diag}(1/3, 1.1, 1/3, 1/2)$. By applying (21), we conclude that $A$ is diagonally stable (again with certificate $D$) for all $a < 0.1278$.

**Remark II.3:** Suppose that the (higher rank) interconnection matrix $S$ admits the singular value decomposition (SVD)

$$S = \sum_{j=1}^N \sigma_j u_j v_j^T$$

with a strictly dominant largest singular value, i.e.

$$\sigma_1 > \sigma_2 \geq \ldots \geq \sigma_N.$$  

We can decompose $S$ as

$$S = \sigma_1 u_1 v_1^T + E, \quad E := S - \sigma_1 u_1 v_1^T.$$  

The first term on the right hand side of the above equality is the optimal rank-1 approximation of $S$ and the remainder matrix $E$ satisfies $\|E\|_2 = \sigma_2$; this is the so-called Miranda–Eckart-Young Theorem. Now, if $v_1$ is a positive vector and $u_1$ does not contain any zero elements, then the treatment preceding (21) yields the following condition for diagonal stability of $A = -\Delta + S$:

$$\sigma_2 < \rho \left( 1 - \sigma_1 \sum_{i \in I_N} \frac{1}{\delta_i} |u_{1,i}v_{1,i}| \right)$$

where

$$\rho(u_1, v_1, \Delta) = \min_{i \in I_N} \delta_i \left( |v_{1,i}/|u_{1,i}| \right).$$

The condition (23) for diagonal stability states that (i) system $-\Delta$ coupled with only the dominant mode $\sigma_1 u_1 v_1^T$ should be diagonally stable, and (ii) the norm of the approximation error matrix $E$, i.e., $\sigma_2$, should be sufficiently small. We note that the

3. If instead $u_1 \in \mathbb{R}^N, v_1 \in \mathbb{R}^n$ then one can obtain a similar condition by using the SVD of $s^T$.  
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perturbed condition number $\rho$ is independent of the error matrix $E$, and depends only on $\Delta$ and on the dominant interconnection mode. A notable class of interconnection matrices with strictly dominant singular value $\sigma_1 > \sigma_2$ and $v_1 \in \mathbb{R}_>^N$ (respectively, $u_1 \in \mathbb{R}_>^N$) is given by $S^T S$ (respectively, $SS^T$) being an irreducible non-negative matrix.\footnote{A matrix $M \in \mathbb{R}^{N \times N}$ is called non-negative if all its elements are non-negative, and is called irreducible if the associated directed graph induced by $M$ is strongly connected; see [23] for details.}

\section{Stability of AGC in Power Systems}

We now leverage Theorem 2.1 as the key step in a larger stability treatment of AGC in interconnected power systems. We begin in Section III-A by providing introductory background information on AGC. Section III-B lays out our technical assumptions on the power system model under consideration, with Section III-C formally introducing the AGC controller. In Section III-D, we state and prove the main stability result.

\subsection{Background on AGC}

Large-scale ac power systems consist of interconnections between autonomously managed areas. Mismatch between generation and load within each area is compensated through a hierarchy of control layers operating on different spatiotemporal scales. The lowest “primary” control layer is decentralized, and uses proportional feedback of local frequency deviation to stabilize the system by quickly adjusting power generation levels; this occurs on a time-scale of seconds. The highest “secondary” control layer is concerned with computing economically efficient generation set-points via global constrained optimization, through either economic dispatch [18] or through the more sophisticated optimal power flow [18], [24]; this occurs on a time-scale of 5 to 10 minutes. Our focus here is on the “secondary” layer of control, called AGC, which acts as a dynamic interface between the primary and tertiary control layers. The AGC system receives the optimal set-points from the tertiary control layer, and transmits modified set-points to the local primary controllers. The principal effect is that AGC eliminates generation-load mismatch within each area, which in turn ensures that the system frequency and all interarea power exchanges are regulated to their scheduled values.

Successfully deployed since the late 1940s [25], AGC has a long and extensive history of study, and its evolution continues to be a topic of academic and industrial interest. We make no attempt to summarize the historical literature here. Standard textbook treatments can be found in [18], [19], and [26]–[34] contain outstanding historical and/or practitioner perspectives on AGC. An adjacent line of research considers the application of modern control techniques to secondary control. Several surveys [35]–[38] are available summarizing aspects of this line of research, including distributed frequency control mechanisms.\footnote{It was suggested as early as 1978 [39] that advanced decentralized control was unlikely to offer significant performance advantages in practice over traditional AGC. This conclusion has stood the test of time.}

Presently, heavy renewable energy integration is placing increasing demands on AGC schemes. As a result, several lines of work have arisen which extend traditional AGC schemes by modeling additional system dynamics in the design phase, or by explicitly accounting for sources of uncertainty. Work in this direction includes model-predictive AGC [40]–[42], various “enhanced” versions of AGC [43]–[45], online gradient-type methods [12], [46]–[48], and frequency or dynamics-aware dispatch and AGC [49]–[53]. While our subsequent analysis will be focused on the traditional AGC controller, our technical approach will likely prove useful for studying many of these variants, and for analyzing distributed consensus-based frequency control mechanisms (e.g., [37], [38]) in multi-area systems.

Industry implementations of AGC are incredibly varied, and often include logical subroutines for reducing the activity of the AGC system and for handling system-specific conditions and operator preferences (e.g., [27], [54]). The fundamental underlying characteristic that enables the success of these diverse implementations is the slow time constant of AGC (minutes) relative to primary control dynamics (seconds). This slow speed is intentional, as the goal of AGC is smooth rebalancing of generation and load in between economic redispatch. The slow speed is also necessary: dynamic models of primary frequency dynamics (including energy conversion, turbine-governor, and load dynamics) are subject to considerable uncertainty, and sampling/communication/filtering processes introduce unavoidable delays. To ensure closed-loop stability, all practical AGC systems must be sufficiently slow so that no significant dynamic interaction occurs between the secondary loop and the primary frequency dynamics. As put succinctly in [33], “reduction in the response time of AGC is neither possible nor desired” and “attempting to do so serves no particular economic or control purposes.” This time-scale separation is exploited heavily in our subsequent analysis.

\subsection{Interconnected Power System Model}

We consider an interconnected power system consisting of $N$ areas, and label the set of areas as $\mathcal{A} = \{1, \ldots, N\}$. In area $k \in \mathcal{A}$, suppose there are $m_k$ generators; we label the set of generators as $\mathcal{G}_k = \{1, \ldots, m_k\}$, and we let $\mathcal{G}_k^{\text{AGC}} \subseteq \mathcal{G}_k$ denote the subset of generators which participate in AGC. Each generator $i \in \mathcal{G}_k$ has a power-regulating turbine-governor system which accepts a power reference command $u_{k,i}$, with $u_{k,i}^*$ denoting the base reference determined by the tertiary control layer. Power reference commands are restricted to the limits $u_{k,i} \leq u_{k,i} \leq \pi_k$, and we let

$$U_k \triangleq \prod_{i \in \mathcal{G}_k} (u_{k,i}, \pi_{k,i}), \quad U \triangleq \prod_{k \in \mathcal{A}} U_k$$

denote the reference constraint sets. For generators not participating in AGC, we always have $u_{k,i} = u_{k,i}^* = u_{k,i} = \pi_{k,i}$, and for notational convenience, we let

$$\Delta u_k \triangleq \sum_{j \in \mathcal{G}_k} (u_{k,j} - u_{k,j}^*) = \sum_{j \in \mathcal{G}_k^{\text{AGC}}} (u_{k,j} - u_{k,j}^*)$$

(24)

denote the total change made in set-points for generation in area $k$ relative to the economic dispatch point. For area $k$, we define
the vector variable $u_k = \text{col}(u_{k,1}, \ldots, u_{k,m_k})$, with $u_k^*$ defined similarly.

The net interchange $\text{NI}_k \in \mathbb{R}$ for area $k \in A$ is defined as the net power transfer from area $k$ to the remainder of the interconnected system. Following the North American Electric Reliability Corporation (NERC) regulations [22], the power flow on any interconnecting tie line is measured by both areas at a common point, which implies that $\text{NI}_k$ is simply the algebraic sum of power flows on all interconnecting tie lines. We let $f_k \in \mathbb{R}$ be a measurement of the ac frequency in area $k$, with $\Delta f_k = f_k - f_k^*$ denoting the deviation from the scheduled value $f_k^*$, and similarly define the net interchange deviation $\Delta \text{NI}_k = \text{NI}_k - \text{NI}_k^*$. We collect all variables for all areas into stacked vectors $u = \text{col}(u_1, \ldots, u_N)$, with $\Delta f \in \mathbb{R}^N$ and $\Delta \text{NI} \in \mathbb{R}^N$ similarly defined. The entire interconnected power system (all areas together, including primary stabilizing droop controllers) is assumed to be described by the ODE model

$$
\dot{x}(t) = F(x(t), u(t), w)
$$

$$
col(\Delta f(t), \Delta \text{NI}(t)) = h(x(t), u(t), w)
$$

where $x(t) \in \mathcal{X} \subseteq \mathbb{R}^n$ is the vector of states and $F, h$ are appropriate functions. The dynamics (25a) are assumed to include the typical low-pass filters for the measurements specified in (25b). The exogenous disturbance $w \in \mathbb{R}^{m_w}$ is assumed to be constant, and can model unmeasured disturbances, set-points to the frequency/net interchange schedules, and references to other control loops. Most importantly, $w$ includes the unmeasured net load deviation $\Delta P_{kL}$ for each area $k \in A$ [see (28)].

The precise model (25) is never known in practice, nor does the design of AGC systems rely on such an explicit model. Based on this engineering practice, we make no attempt to specify a detailed model, but will instead assume that the model satisfies some basic regularity, stability, and steady-state properties.

**Assumption III.1 (Interconnected power system model):** There exist domains $\mathcal{X} \subseteq \mathbb{R}^n$ and $\mathcal{W} \subseteq \mathbb{R}^{n_w}$ such that the following hold.

i) **Model regularity:** $F, h, and all associated Jacobian matrices are Lipschitz continuous on $\mathcal{X}$ uniformly in $(u, w) \in \mathcal{U} \times \mathcal{W}$.

ii) **Existence of steady state:** There exists a continuously differentiable equilibrium map $x_{ss} : \mathcal{U} \times \mathcal{W} \to \mathcal{X}$ which is Lipschitz continuous on $\mathcal{U} \times \mathcal{W}$ and satisfies $0 = F(x_{ss}(u, w), u, w)$ for all $(u, w) \in \mathcal{U} \times \mathcal{W}$.

iii) **Uniform exponential stability of the steady state:** The steady-state $x_{ss}(u, w)$ is locally exponentially stable, uniformly in the inputs $(u, w) \in \mathcal{U} \times \mathcal{W}$.

iv) **Steady-state synchronism and interchange balance:** For each $(u, w) \in \mathcal{U} \times \mathcal{W}$ the steady-state values of $(\Delta f, \Delta \text{NI})$ determined by $col(\Delta f, \Delta \text{NI}) = h(x_{ss}(u, w), u, w)$ satisfy the synchronism condition

$$
\Delta f_1 = \Delta f_2 = \cdots = \Delta f_N
$$

and the net interchange balance condition

$$
0 = \sum_{k \in A} \Delta \text{NI}_k.
$$

v) **Area power balance:** The steady-state values $(\Delta f, \Delta \text{NI})$ from (iv) satisfy the area-wise balance conditions

$$
\sum_{i \in G_k} (P_{k,i} - u_{k,i}^*) = \Delta P_{kFDL} + \Delta P_{kL} + \Delta \text{NI}_k
$$

$$
P_{k,i} = u_{k,i} - \frac{1}{R_{k,i}} \Delta f_k
$$

$$
\Delta P_{kFDL}^L = D_k \Delta f_k
$$

for each $k \in A$ and $i \in G_k$, where $P_{k,i}$ and $R_{k,i} > 0$ are the steady-state electrical power output and primary controller gain of generator $i \in G_k$, and $\Delta P_{kFDL}^L$ and $D_k > 0$ are the steady-state power change due to frequency-dependent loads and load damping parameter of area $k$.

Assumptions (i)–(iii) say that the model is sufficiently regular, and that for constant inputs $(u, w) \in \mathcal{U} \times \mathcal{W}$, the system possesses an exponentially stable equilibrium state $x = x_{ss}(u, w) \in \mathcal{X}$. Note that this equilibrium need only be unique within the set $\mathcal{X}$, which itself should be thought of as being contained in the normal operating region of the state space. While other equilibrium points may exist, they will typically be outside the normal operating range and therefore outside the set $\mathcal{X}$; see, e.g., [55] for further discussion of nonuniqueness of equilibria in power system models. Regarding (26), all ac power systems self-synchronize under normal operating conditions (see, e.g., [56]), and we restrict our attention to such cases. The net interchange balance condition (27) holds by definition of the net interchange, as any power leaving one area must necessarily enter another. Similarly, the equality (28a) describes the balance of power for each area, with change in injected power on the left balancing change in extracted power on the right, which consists of net load change (plus incremental losses) $\Delta P_{kL}^1$, net interchange deviation $\Delta \text{NI}_k$, and frequency-dependent load effects $\Delta P_{kFDL}^L$. The preceding assumptions all arise from the fundamental physics and engineering design of ac power systems. Our core simplifying modeling assumptions are (28b) and (28c), which state that generator droop controls and any frequency-dependent loads respond linearly to deviations in frequency. These assumptions are standard in textbook equilibrium analysis of AGC [19].

To avoid a further analysis of saturated operation and integrator antiwindup implementations for AGC, we assume there is sufficient regulation capacity in each area.

**Assumption III.2 (Strict local feasibility):** Each area has sufficient regulation capacity to meet the disturbance, i.e.,

$$
\Delta P_{kL} \in C_k \triangleq \left( \sum_{i \in G_k^{\text{AGC}}} (u_{k,i} - u_{k,i}^*), \sum_{i \in G_k^{\text{AGC}}} (P_{k,i} - u_{k,i}^*) \right)
$$

for each area $k \in A$.

**Remark III.3 (Power system models):** Power system models are usually expressed as differential-algebraic equations (DAEs), and the ODE model (25) may have been obtained from a DAE through a number of techniques. Engineering techniques for obtaining ODE models from DAE power system models include Kron reduction of load buses [57] and the introduction of frequency-dependent loads [58]. More broadly, DAE power
system models always occur in the so-called semiexplicit form
\[ \dot{x}_1 = g_1(x_1, x_2, u, w), \quad 0 = g_2(x_1, x_2, u, w) \]  
(29)
where \( x_1 \) are the differential variables and \( x_2 \) are the algebraic variables. When \( \frac{\partial g_2}{\partial x_2} \) is nonsingular for all \((x_1, x_2, u, w)\) on a domain of interest, the DAE (29) is said to have index-1, and can be reduced to an ODE model of the form (25). This reduction can sometimes be done explicitly via elimination and/or differentiation (e.g., [13]), but more generally is an implicit reduction via the inverse function theorem [59]. As we do not require an explicit expression for the functions \( F \) and \( h \) in (25), such an implicit reduction poses no problems for our analysis. \( \square \)

C. Area Control Error and AGC Model

As discussed in Section III-A, the purpose of AGC is to asymptotically eliminate generation-load mismatch within each balancing area. Unfortunately, the net load change \( \Delta P_k^L \) is exogenous and typically unmeasurable; hence, even if all generation was metered, the generation-load mismatch cannot be computed for use in a regulating controller. Standard AGC implementations circumvent this issue by defining an auxiliary error signal called the area control error \( \text{ACE}_k \), which is defined by taking the net-interchange deviation \( \Delta N_k \) and biasing it using the measured frequency deviation
\[ \text{ACE}_k(t) \triangleq \Delta N_k(t) + b_k \Delta f_k(t) \]  
(30)
where \( b_k > 0 \) is the frequency bias for area \( k \). Surprisingly, each area individually zeroing this error signal achieves the desired rebalancing of generation and demand.

**Lemma III.4 (Steady-state zeroing of ACE):** If the interconnected power system (25) is in steady state as specified in Assumption 3.1, then the following statements are equivalent:

i) \( \Delta u_k = \Delta P_k^L \) for all areas \( k \in A \);

ii) \( \Delta f_k = 0 \) and \( \Delta N_k = 0 \) for all areas \( k \in A \);

iii) \( \text{ACE}_k = 0 \) for all areas \( k \in A \).

Put simply, balancing power in each area is equivalent to simultaneous regulation of frequency and all net-interchange deviations, which is in turn equivalent to zeroing of all area control errors.

**Proof of Lemma III.4:** Begin by noting that substitution of (28b),(28c) into (28a) yields the compact equalities
\[ \Delta u_k = \Delta N_k + \beta_k \Delta f_k + \Delta P_k^L, \quad k \in A \]  
(31)
where \( \beta_k \triangleq D_k + \sum_{i \in G_k} R_{k,i}^{-1} \).

(i) \( \iff \) (ii): For the forward direction, (31) implies that
\[ \Delta N_k + \beta_k \Delta f_k = 0, \quad k \in A \]  
(32)
Summing (32) over all areas \( k \) and using (27), we find that \( 0 = \sum_{k \in A} \beta_k \Delta f_k \) which using (26) further implies that \( \Delta f_k = 0 \) for all \( k \in A \). It follows now from (32) that \( \Delta N_k = 0 \) for all \( k \) as well. The converse is immediate by setting \( \Delta f_k = \Delta N_k = 0 \) in (31).

(ii) \( \iff \) (iii): The forward direction is immediate from (30). The argument for the converse implication is identical to that following (32) and is omitted. \( \square \)

Fig. 1. Diagram of AGC in a two-area interconnected power system. The power flows on both interconnecting tie lines are measured at common points, while frequency measurements are taken locally from a chosen generator within each area.

Each area \( k \in A \) integrates the ACE to produce a local AGC control signal \( q_k \) as
\[ \tau_k \dot{q}_k(t) = -\text{ACE}_k(t), \quad k \in A \]  
(33)
where \( \tau_k > 0 \) is the integral time constant, quoted in the literature as ranging from 30 up to 200 s. Control actions from the AGC system are allocated across all participating generators \( G_k^{AGC} \) such that their incremental costs of production (or, with losses, delivery) are roughly equalized [18]. A typical allocation rule including limiting of control signals is
\[ u_{k,i} = \text{sat}_{k,i}(u_{k,i} + \alpha_{k,i} q_k), \quad i \in G_k^{AGC} \]  
(34)
where
\[ \text{sat}_{k,i}(v) = \left\{ \begin{array}{ll} v & \text{if } v \leq \pi_{k,i} \\ \pi_{k,i} & \text{if } v > \pi_{k,i} \\ u_{k,i} & \text{if } v < u_{k,i} \end{array} \right. \]
and \( \alpha_{k,i} \in G_k^{AGC} \) are non-negative participation factors [18] with normalization
\[ \sum_{i \in G_k^{AGC}} \alpha_{k,i} = 1, \quad k \in A. \]

A schematic of AGC in a two-area power system is shown in Fig. 1; note that the control scheme is area-wise decentralized, and no communication occurs between the two areas.

D. Closed-Loop Stability With AGC

The closed-loop system consists of the interconnected power system model (25) with the decentralized AGC controllers (33) and the allocation rules (34). We now proceed with a stability analysis based on time-scale separation, where we assume the AGC dynamics are slow compared to the power system dynamics (25). This analysis approach is strongly justified by the time-scale properties of AGC (Section III-A); the slowest time-constant in (25) will be that of the primary control dynamics, which is on the order of seconds, while the time-constant of AGC is on the order of minutes. We can now state the main result.
**Theorem III.5 (Stability with AGC):** Consider the interconnected power system (25) under Assumptions 3.1–3.2 with the AGC controllers (33) and the allocation rules (34). There exists a value \( \tau^* > 0 \) such that if \( \text{min}_{k \in A} \tau_k \geq \tau^* \), then

a) the closed-loop system possesses a unique exponentially stable equilibrium point \((\bar{x}, \bar{\eta}) \in X \times \mathbb{R}^N \), and

b) \( \text{ACE}_k(t) \rightarrow 0 \) as \( t \rightarrow \infty \) for all areas \( k \in A \).

Theorem 3.5 states that—with the usual time-scales of operation—closed-loop stability with AGC is guaranteed for any tuning of bias factors \( b_k > 0 \) and with no assumptions on homogeneity of time constants \( \tau_k \). This rather "unconditional" stability result is consistent with engineering practice, in which balancing authorities independently tune their AGC controllers without coordination. While an explicit expression for \( \tau^* \) can in fact be obtained under our assumptions, the information required to compute it would not be available in practice, and hence the result is most meaningfully stated in the qualitative form above.

**Proof of Theorem 3.5:** Let \( \tau > 0 \), and for each \( k \in A \) define \( \bar{\tau}_k \triangleq \tau_k / \tau \). With this, the time constants in (33) can be expressed as \( \tau_k = \tau \cdot \bar{\tau}_k \). Set \( \varepsilon \triangleq 1/\tau \) and define the new time variable \( t \triangleq \varepsilon t \). With this, the closed-loop system (25), (33), (34) can be written in standard singularly perturbed form [60], [17, Ch. 11] as

\[
\begin{align*}
\frac{dx}{dt} &= F(x, u, w) \
\text{col}(\Delta f, \Delta N) &= h(x, u, w) \
\bar{\tau}_k \frac{d\eta_k}{d\varepsilon} &= -(\Delta N_k + b_k \Delta f_k) \
u_{k,i} &= \text{sat}_{k,i}(u_{k,i}^* + \alpha_{k,i} \eta_k) - u_{k,i}^* 
\end{align*}
\]  

(35a) with \((u, w)\) considered as parameters, and Assumption 3.1 (i)–(iii) are sufficient to meet the conditions on the boundary layer system imposed in [17, Lemma 11.4]. To obtain the reduced dynamics associated with (35), we set \( \varepsilon = 0 \) in (35a) and use Assumption 3.1 (iv) and (v). First, substituting (28b) into (28a), summing over \( k \in A \), and using (26) and (27), one finds that

\[
\Delta f_k = \frac{1}{\beta} \sum_{i \in A}(\Delta u_i - \Delta P_i^L), \quad k \in A
\]  

(36)

where \( \Delta u_k \) is as defined in (24), with \( \beta \triangleq \sum_{k \in A} \beta_k \) and \( \beta_k \triangleq D_k + \sum_{i \in G_k} R_{k,i} \). Substituting (36) back into (28a), one similarly obtains the steady-state relationship

\[
\Delta N_k = \frac{\beta - b_k}{\beta}(\Delta u_k - \Delta P_i^L) 
- \frac{\beta_k}{\beta} \sum_{j \in A \setminus \{k\}} (\Delta u_j - \Delta P_j^L).
\]  

(37)

Substituting (36) and (37) into (30), we therefore find that in steady state

\[
\text{ACE}_k = \frac{\beta + b_k - \beta_k}{\beta}(\Delta u_k - \Delta P_i^L) 
+ \frac{b_k - \beta_k}{\beta} \sum_{j \in A \setminus \{k\}} (\Delta u_j - \Delta P_j^L).
\]  

(38)

Using (35d), note that we may compactly write

\[
\Delta u_k = \sum_{i \in G_k}(\text{sat}_{k,i}(u_{k,i}^* + \alpha_{k,i} \eta_k) - u_{k,i}^*) 
\triangleq \varphi_k(\eta_k).
\]  

(39)

Substituting (38) and (39) back into (35c) and writing everything in vector notation, we obtain the reduced AGC dynamics

\[
\bar{\tau}_k \dot{\eta} = B(\varphi(\eta) - \Delta P^L)
\]  

(40)

where \( \bar{\tau} = \text{diag}(\bar{\tau}_1, \ldots, \bar{\tau}_N) \), \( \eta = \text{col}(\eta_1, \ldots, \eta_N) \), \( \Delta P^L = \text{col}(\Delta P_1^L, \ldots, \Delta P_N^L) \), and \( \varphi(\eta) = \text{col}(\varphi_1(\eta_1), \ldots, \varphi_N(\eta_N)) \). The matrix \( B \) is given by

\[
B = -I_N + \frac{1}{\beta}(\beta - b)^T I_N
\]  

(41)

where \( \beta = \text{col}(\beta_1, \ldots, \beta_N) \) and \( b = \text{col}(b_1, \ldots, b_N) \). In particular, \( B \) satisfies the assumptions of Theorem 2.1 with \( \Delta = I_N \), \( x = \frac{1}{\beta}(\beta - b) \) and \( y = 1_N \). Moreover, since \( b_k, \beta_k > 0 \), we have that

\[
\frac{1}{\beta} \sum_{k=1}^N [x_k y_k] = \frac{1}{\beta} \sum_{k=1}^N [\beta_k - b_k] < \sum_{k=1}^N \frac{\beta_k}{\beta} = 1.
\]

We therefore conclude from Theorem 2.1 that \( B \) is diagonally stable, and we let \( D = \text{diag}(d_1, \ldots, d_N) \) denote a certificate such that \( Q \leq -\frac{1}{2}(B^T D + DB) \geq 0 \).

We now argue that the reduced system (40) possesses a unique equilibrium point. By strict feasibility (Assumption 3.2), we have that \( \Delta P^L_k \in \mathcal{C}_k \). Examining (39), it is straightforward to argue that \( \varphi_k : \mathbb{R} \rightarrow \mathbb{R} \) is piecewise linear, nondecreasing, and that image(\( \varphi_k \)) = closure(\( \mathcal{C}_k \)). The preimage \( \mathcal{P}_k = \{ \eta_k \in \mathbb{R} \mid \varphi_k(\eta_k) \in \mathcal{C}_k \} \) of \( \mathcal{C}_k \) under \( \varphi_k \) can be explicitly computed to be the interval

\[
[\min_{i \in G_k} \frac{1}{\alpha_{k,i}}(u_{k,i}^* - u_{k,i}^*), \max_{i \in G_k} \frac{1}{\alpha_{k,i}}(u_{k,i} - u_{k,i}^*)]
\]

and a simple argument shows that \( \varphi_k \) is a strictly increasing function on \( \mathcal{P}_k \). We conclude that the restriction \( \varphi_k|_{\mathcal{P}_k} : \mathcal{P}_k \rightarrow \mathcal{C}_k \) is a bijective function, and hence for each \( k \in A \), there exists a unique \( \hat{\eta}_k \in \mathcal{P}_k \) such that \( \varphi_k(\hat{\eta}_k) = \Delta P^L_k \). Since \( B \) is diagonally stable, it is invertible, and we conclude that \( \bar{\eta} = \text{col}(\eta_1, \ldots, \eta_N) \) is the unique equilibrium point of the reduced dynamics (40).
For this equilibrium point, we now define a Lyapunov candidate $V : \mathbb{R}^N \rightarrow \mathbb{R}$ as
\[
V(\eta) = \sum_{k=1}^{N} d_k \tilde{\tau}_k \int_{\eta_k}^{\eta_k} (\varphi_k(\xi_k) - \varphi_k(\bar{\eta}_k)) d\xi_k.
\] (42)

Note that $V$ is continuously differentiable and that $V(\bar{\eta}) = 0$. Due to the previously noted properties of the function $\varphi_k$ on the open interval $\mathcal{P}_k$, there exist constants $\ell_k, L_k, r_k > 0$ such that
\[\ell_k|\eta_k - \bar{\eta}_k|^2 \leq (\eta_k - \bar{\eta}_k)(\varphi_k(\eta_k) - \varphi_k(\bar{\eta}_k)) \leq L_k|\eta_k - \bar{\eta}_k|^2\]
for all $\eta_k \in [\bar{\eta}_k - r_k, \bar{\eta}_k + r_k]$. It follows quickly from (42) then that there exist constants $c_5, c_6, c_7, r > 0$ such that
\[
c_5\|\eta - \bar{\eta}\|^2 \leq V(\eta) \leq c_6\|\eta - \bar{\eta}\|^2
\]
(43a)
\[
\|\nabla V(\eta)\|_2 \leq c_7\|\eta - \bar{\eta}\|_2
\]
(43b)
for all $\eta$ such that $\|\eta - \bar{\eta}\|_2 < r$. We can now compute along trajectories of (40) that
\[
\dot{V}(\eta) = (\varphi(\eta) - \varphi(\bar{\eta}))^T DB(\varphi(\eta) - \Delta P^L_k) = (\varphi(\eta) - \varphi(\bar{\eta}))^T DB(\varphi(\eta) - \varphi(\bar{\eta})) = \frac{1}{2}(\varphi(\eta) - \varphi(\bar{\eta}))^T (DB + B^T D)(\varphi(\eta) - \varphi(\bar{\eta})) = -((\varphi(\eta) - \varphi(\bar{\eta}))^T Q(\varphi(\eta) - \varphi(\bar{\eta})) \leq -c_8\|\eta - \bar{\eta}\|_2^2
\]
(44)
for some constant $c_8 > 0$ and all $\eta$ such that $\|\eta - \bar{\eta}\|_2 < r$. We conclude from [17, Th. 4.10] that $\bar{\eta}$ is a locally exponentially stable equilibrium point for the reduced dynamics (40), and moreover, the conditions (43) and (44) meet the remaining requirements imposed in [17, Lemma 11.4]. It now follows that there exists $\varepsilon^* > 0$ such that for all $\varepsilon \in (0, \varepsilon^*)$, the equilibrium $(x_{eq}(\bar{u}, w), \bar{\eta})$ of (35)—and hence, of the closed-loop system—is locally exponentially stable. Statement (a) of the theorem is now immediately obtained by setting $\tau^* = \frac{1}{\varepsilon^*} \min_k \tilde{\tau}_k$. Finally, since $\text{ACE} = -B(\varphi(\bar{\eta}) - \Delta P^L_k) = 0$ at equilibrium, we conclude that $\text{ACE}_k \rightarrow 0$ as $t \rightarrow \infty$, which shows statement (b) and completes the proof.

The result of Theorem 3.5 can be interpreted as a rigorous dynamic systems justification of the experiential observation that low-gain AGC systems lead to stable interconnected power systems. We note that our main diagonal stability result Theorem 2.1 is essential in the proof of Theorem 3.5, as it allows us to use the composite Lyapunov construction (42) to show stability of the reduced dynamics (40).

E. Implications for Dynamic Performance of AGC

We now explore the implications of our analysis in Theorem 3.5 for tuning and dynamic performance of AGC. Our starting point is the reduced dynamics (40) developed in the proof of Theorem 3.5. These dynamics describe the dynamics of AGC in the interconnected power system over a long time-scale (i.e., after the transient action of primary droop controllers). Further scrutiny of these reduced dynamics will reveal some of the fundamental performance characteristics of AGC, which arise due to the decentralized control structure and due to the selection of frequency bias gains $b_k$.

1) Ideal Bias Tuning for Noninteraction: The “optimal” choice of the frequency bias gains has been a topic of substantial historical interest and controversy. In [61], Cohn argued that each area should ideally set its bias $b_k$ equal to its frequency characteristic $\beta_k = D_k + \sum_{i \in G_k} R_{k,i}$, and that in doing so, each area will minimally respond to disturbances occurring in other areas.

In the context of our reduced dynamics (40), if the bias $b_k$ is tuned such that $b_k = \beta_k$, then all off-diagonal elements in the $k$th row of $B$ become zero. The $k$th equation in the dynamics (40) then decouples from the other states, and simplifies to the single-input single-output system
\[
\dot{\bar{\eta}}_k = -\varphi_k(\eta_k) + \Delta P^L_k.
\]
(45)

This shows that the control variable $\eta_k$ for area $k$ converges with what is essentially a first-order response to the disturbance value $\Delta P^L_k$, and is not influenced by the disturbances or control actions in any other areas. If all areas select $b_k = \beta_k$, then all AGC systems are noninteracting; this provides a dynamic systems justification for Cohn’s conclusion. While the tuning $b_k = \beta_k$ is recognized as the ideal one by regulatory bodies—including NERC in North America and ENTSO-E in Europe [62, 63]—it unfortunately cannot be implemented in practice, as $\beta_k$ cannot be reliably estimated [62]; this leads to our next study.

2) Stability Margin With Overbiasing Versus Underbiasing: The tuning of the AGC system (33) for area $k$ is said to be overbiased if $b_k > \beta_k$, and is underbiased if $b_k < \beta_k$. As $\beta_k$ cannot be reliably estimated in practice, NERC guidelines recommend that system operators err toward overbiasing the tunings of their AGC systems as opposed to underbiasing [22]. In particular, in the US Eastern Interconnection, established procedures for setting $b_k$ based on peak load are thought to lead to a 100% over-biasing. Our Lyapunov analysis of the reduced dynamics (40) can be used to generate insights into the effects of overbiasing versus underbiasing.

To examine the aggregate effect of overbiasing and underbiasing, we consider a uniform tuning setup where each bias $b_k$ is directly proportional to the frequency characteristic $\beta_k$, expressed as $b_k = \kappa \beta_k$ for each $k \in A$ and some $\kappa > 0$. The case $\kappa \in (0, 1)$ would be a (globally) underbiased tuning, while $\kappa \in (1, \infty)$ would be a (globally) overbiased tuning. Assuming $\kappa \neq 1$, we can leverage Corollary 2.2 to develop an explicit expression for the coefficients $d_k$ used in the Lyapunov construction (42). In particular, after rescaling one concludes that $d_k = \frac{1}{\beta_k}$ is an eligible selection, where $\beta = \sum_{k \in A} \beta_k$. With $D = \text{diag}(d_1, \ldots, d_N)$ we can now compute that
\[
DB = \beta \text{diag}(1/\beta_k) \left(-I_N + \frac{1}{\beta} (\beta - b)I_N^T\right)
\]
\[= -\beta \text{diag}(1/\beta_k) + (1 - \kappa) I_N I_N^T.
\]

The argument is based on a static equilibrium analysis; an accessible treatment can be found in [19].
and therefore
\[
Q = -\frac{1}{2}(DB + B^TD) = \beta \text{diag}(1/\beta_k) - (1 - \kappa)I_N T_N^T
= \beta \text{diag}(1/\beta_k) \left( I_N - \frac{\kappa}{\beta}\beta_1T_N^T \right).
\]

From (44), the minimum eigenvalue of \(Q\) provides a bound on the stability margin of the reduced AGC dynamics. To probe further, note that the matrix in brackets above has \(N - 1\) eigenvalues at 1, with \(N\)th eigenvalue equal to \(\kappa\), and hence
\[
\lambda_{\min}(Q) \geq \frac{\beta}{\min_{k \in A, \beta_k}} \cdot \min\{\kappa, 1\}.
\]

We conclude that underbiased tunings (\(\kappa < 1\)) degrade the guaranteed margin of exponential stability, while overbiased tunings (\(\kappa > 1\)) do not. This provides a system-theoretic interpretation of NERC’s preference for overbiased tunings vis-a-vis stability.

3) Response of Area Control Errors To Disturbances:

For our final study, we will use the reduced dynamics (40) to examine the response of the area control errors \(\text{ACE}_k\) (i.e., the regulated variable) to changes in the load disturbances \(\Delta P^L_k\).

To leverage LTI analysis tools, we will ignore the effects of saturation, so that \(\varphi(\eta) = \eta\). Moreover, to focus in particular on the effects of bias tuning, we assume equal time constants \(\bar{\tau}_k = \bar{\tau} = \tau^*\) for some \(\tau^* > 0\) and all \(k, \ell \in A\). Under these assumptions (40)—with \(\text{ACE}\) values as outputs of interest—becomes the LTI system
\[
\dot{\eta} = -\frac{1}{2}B(\eta - \Delta P^L), \quad \text{ACE} = B(\eta - \Delta P^L).
\]

The transfer functions of interest can now be defined as
\[
S_{ij}(s) = \frac{\text{ACE}_i(s)}{\Delta P^L_j(s)} = -e_i^T(\tau^* s I_N - B)^{-1} B e_j,
\]

where \(e_i\) is the \(i\)th unit vector of \(\mathbb{R}^N\) and where, in the second equality, we have substituted (46) and simplified. Through straightforward but tedious calculation, we find that
\[
S_{ij}(s) = \frac{-\tau^* s}{\tau^* s + 1} \left[ \delta_{ij} - \frac{1}{\beta_i - b_i} \frac{\tau^* s}{\tau^* s + \frac{1}{\beta} \sum_{k \in A} b_k} \right]
\]

where \(\delta_{ij}\) is the usual Kronecker delta function. A representative Bode plot of \(S_{ii}(s)\) for underbiased and overbiased tunings is shown in Fig. 2. The peak sensitivity of this transfer function can easily be computed to be
\[
\|S_{ii}\|_{\infty} = \sup_{\omega \in \mathbb{R}} |S_{ii}(j\omega)| = \left| 1 - \frac{1}{\beta_i - b_i} \right|.
\]

From either (47) or from Fig. 2, we see that overbiasing in area \(k\) tends to increase the peak sensitivity of the ACE in area \(k\) with respect to local disturbances in area \(k\); underbiasing has the opposite effect. Combining this information with our study from Section III-E2, we conclude that there is a familiar tension in the tuning of AGC systems: an underbiased tuning improves local sensitivity to disturbances, but decreases the stability margin/convergence rate of the interconnected system.

To the best of our knowledge, this is a new insight into the dynamic consequences of AGC bias tunings.

IV. CONCLUSION

We have derived a simple necessary and sufficient condition for diagonal stability of a class of matrices with a rank-1 interconnection structure. We extended the result to provide sufficient conditions for diagonal stability under higher rank perturbations. Finally, we leveraged the main result to provide the first rigorous stability analysis of AGC in interconnected power systems, and we examined some of the immediate tuning consequences of our analysis. One open question is whether the higher rank conditions in (21) can be refined, for example, by recursively constructing diagonal Lyapunov functions as additional terms are considered in (22). To further develop the practical utility of our AGC analysis, future work will focus on extending the reduced dynamics (40) obtained for AGC to include turbine-governor nonlinearity and sampled-data implementation effects.

APPENDIX A

TECHNICAL LEMMAS AND PROOFS

Lemma V.1: Let \(A = \begin{bmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{bmatrix}\) be a block triangular matrix. Then \(A\) is diagonally stable if and only if both \(A_{11}\) and \(A_{22}\) are diagonally stable.

Proof of Lemma V.1: The “only if” direction is immediate. For the other direction, let \(D_1, D_2 > 0\) be such that
\[
A_{11}^TD_1 + D_1 A_{11} < 0
A_{22}^TD_2 + D_2 A_{22} < 0.
\]

For \(\epsilon > 0\) define \(D_\epsilon = \text{diag}(D_1, \epsilon D_2)\). Then
\[
A^TD_\epsilon + D_\epsilon A = \begin{bmatrix} \epsilon (A_{11}^TD_1 + D_1 A_{11}) & \epsilon M \\ \epsilon M & A_{22}^TD_2 + D_2 A_{22} \end{bmatrix}
\]

where \(M = D_1 A_{12} + A_{12}^TD_2\). As the (1,1) block is negative definite, the overall matrix is negative definite if and only if
\[
Q_2 - \epsilon M^T (A_{11}^TD_1 + D_1 A_{11})^{-1} M < 0
\]

where \(Q_2 = A_{22}^TD_2 + D_2 A_{22} < 0\). This holds for sufficiently small \(\epsilon\), which completes the proof.

Lemma V.2: Let \(A, P \in \mathbb{R}^{n \times n}\) with \(P > 0\). The following statements are equivalent:

i) \(A\) is diagonally stable with certificate \(P > 0\);
ii) for any diagonal \(\Delta_1, \Delta_2 > 0\) \(\Delta_1^* A \Delta_2\) is diagonally stable with certificate \(\Delta_2 P \Delta_1^{-1} > 0\);
for any permutation matrix $II_1 II_1^T$ is diagonally stable with certificate $II_1 II_1^T > 0$.

**Proof of Lemma 5.2:** The results easily follow from the definition of diagonal stability.
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