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Abstract

Decentralized optimization algorithms have attracted intensive interests recently, as it has a balanced communication pattern, especially when solving large-scale machine learning problems. Stochastic Path Integrated Differential Estimator Stochastic First-Order method (SPIDER-SFO) nearly achieves the algorithmic lower bound in certain regimes for nonconvex problems. However, whether we can find a decentralized algorithm which achieves a similar convergence rate to SPIDER-SFO is still unclear. To tackle this problem, we propose a decentralized variant of SPIDER-SFO, called 

Introduction

Distributed optimization is a popular technique for solving large scale machine learning problems Li et al. (2014), ranging from visual object recognition Huang et al. (2017); He et al. (2016) to natural language processing Vaswani et al. (2017); Devlin et al. (2019). For distributed optimization, a set of workers form a connected computational network, and each worker is assigned a portion of the computing task. The centralized network topology, like parameter server Jianmin et al. (2016); Dean et al. (2012); Li et al. (2014); Zinkevich et al. (2010), consists of a central worker connected with all other workers. This communication mechanism could degrade the performance significantly in scenarios where the underlying network has low bandwidth or high latency Lian et al. (2017).

In contrast, the decentralized network topology offers better network load balance—as all nodes in the network only communicate with their neighbors instead of the central node—which implies that they may be able to outperform their centralized counterparts. These motivate many works on decentralized algorithms. Nedić and Ozdaglar (2009) studied distributed subgradient method for optimizing a sum of convex objective functions. Shi et al. (2014) analyzed the linear convergence rate of the ADMM in decentralized consensus optimization. Yuan, Ling, and Yin (2016) studied the convergence properties of the decentralized gradient descent method (DGD). They proved that the local solutions and the mean solution converge to a neighborhood of the global minimizer at a linear rate for strongly convex problems. Mokhtari and Ribeiro (2016) studied decentralized double stochastic averaging gradient algorithm (DSA) and Wei et al. (2015) proposed decentralized exact first-order algorithm (EXTRA). Both of these two algorithms converge to an optimal solution at a linear rate for strongly convex problems. Lian et al. (2017) studied decentralized PSGD (D-PSGD) and showed that decentralized algorithms could be faster than their centralized counterparts. Tang et al. (2018) proposed D2 algorithm which is less sensitive to the data variance across workers. Scaman et al. (2018) provided two optimal decentralized algorithms, called multi-step primal-dual (MSPD) and distributed randomized smoothing (DRS), and their corresponding optimal convergence rate for convex problems in certain regimes. Assran et al. (2019) proposed Stochastic Gradient Push (SGP) and proved that SGP converges to a stationary point of smooth and nonconvex objectives at the sub-linear rate.

On the other hand, to achieve a faster convergence rate, researchers have also proposed many nonconvex optimization algorithms. Stochastic Gradient Descent (SGD) Robbins and Monro (1951) achieves an ϵ-approximate stationary point with a gradient cost of O(ϵ−4) Ghadimi and Lan (2013). To improve the convergence rate of SGD, researchers have proposed variance-reduction methods Roux, Schmidt, and Bach (2012); Defazio, Bach, and Lacoste-Julien (2014). Specifically, the finite-sum Stochastic Variance Reduced Gradient method (SVRG) Johnson and Zhang (2013); Reddi et al. (2016)
and online Stochastically Controlled Stochastic Gradient method (SCSG) [Lei et al. (2017)] achieve a gradient cost of \(O(\min(m^{2/3}\epsilon^{-2}, \epsilon^{-10/3}))\), where \(m\) is the number of samples. SNVRG [Zhou, Xu, and Gu (2018)] achieves a gradient cost of \(O(\epsilon^{-3})\), while SPIDER-SFO [Fang et al. (2018)] and SARAH [Nguyen et al. (2017), 2019] achieve a gradient cost of \(O(\epsilon^{-3})\). Moreover, [Fang et al. (2018)] showed that SPIDER-SFO nearly achieves the algorithmic lower bound in certain regimes for nonconvex problems. Though these works have made significant progress, convergence properties of faster optimization algorithms for nonconvex problems in the decentralized settings are unclear.

In this paper, we propose decentralized SPIDER-SFO (D-SPIDER-SFO) for faster convergence rate for nonconvex problems. We theoretically analyze that D-SPIDER-SFO achieves an \(\epsilon\)-approximate stationary point in gradient cost of \(O(\epsilon^{-3})\), which achieves the state-of-the-art performance for solving nonconvex optimization problems in the decentralized settings. Moreover, this result indicates that D-SPIDER-SFO achieves a similar gradient computation cost to its centralized competitor, called centralized SPIDER-SFO (C-SPIDER-SFO). To give a quick comparison of our algorithm and other existing first-order algorithms for nonconvex optimization in the decentralized settings, we summarize the gradient cost and communication complexity of the most relevant algorithms in Table 1. Table 1 shows that D-SPIDER-SFO converges faster than D-PSGD and \(D^2\) in terms of the gradient computation cost. Moreover, compared with C-SPIDER-SFO, D-SPIDER-SFO reduces much communication cost on the busiest worker. Therefore, D-SPIDER-SFO can outperform C-SPIDER-SFO when the communication becomes the bottleneck of the computational network. Our main contributions are as follows.

1. We propose D-SPIDER-SFO for finding approximate first-order stationary points for nonconvex problems in the decentralized settings, which is a decentralized parallel version of SPIDER-SFO.

2. We theoretically analyze that D-SPIDER-SFO achieves the gradient computation cost of \(O(\epsilon^{-3})\) to find an \(\epsilon\)-approximate first-order stationary point, which is similar to SPIDER-SFO in the centralized network topology. To the best of our knowledge, D-SPIDER-SFO achieves the state-of-the-art performance for solving nonconvex optimization problems in the decentralized settings.

Notation: Let \(\| \cdot \|\) be the vector and the matrix \(\ell_2\) norm and \(\| \cdot \|_F\) be the matrix Frobenius norm. \(\nabla f(\cdot)\) denotes the gradient of a function \(f\). Let \(1_n\) be the column vector in \(\mathbb{R}^n\) with 1 for all elements and \(e_i\) be the column vector with a 1 in the \(i\)th coordinate and 0's elsewhere. We denote by \(f^*\) the optimal solution of \(f\). For a matrix \(A \in \mathbb{R}^{n \times n}\), let \(\lambda_i(A)\) be the \(i\)-th largest eigenvalue of a matrix. For any fixed integer \(j \geq i \geq 0\), let \([i : j]\) be the set \(\{i, i+1, \ldots, j\}\) and \(\{x\}_{i:j}\) be the sequence \(\{x_i, x_{i+1}, \ldots, x_j\}\).

Basics and Motivation

Decentralized Optimization Problems

In this section, we briefly review some basics of the decentralized optimization problem. We represent the decentralized communication topology with a weighted directed graph: \((V, W)\). \(V\) is the set of all computational nodes, that is, \(V := \{1, 2, \ldots, n\}\). \(W\) is a matrix and \(W_{ij}\) represents how much node \(i\) can affect node \(j\), while \(W_{ij} = 0\) means that node \(i\) and \(j\) are disconnected. Therefore, \(W_{ij} \in [0, 1]\), for all \(i, j\). Moreover, in the decentralized optimization settings, we assume that \(W\) is symmetric and doubly stochastic, which means that \(W\) satisfies (i) \(W_{ij} = W_{ji}\) for all \(i, j\), and (ii) \(\sum_j W_{ij} = 1\) for all \(i\) and \(\sum_i W_{ij} = 1\) for all \(j\).

Throughout this paper, we consider the following decentralized optimization problem:

\[
\min_{x \in \mathbb{R}^n} f(x) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\xi \in \mathcal{D}_i} F_i(x; \xi),
\]

where \(n\) is the number of workers, \(\mathcal{D}_i\) is a predefined distribution of the local data for worker \(i\), and \(\xi\) is a random data sample. Decentralized problems require that the graph of the computational network is connected and each worker can only exchange local information with its neighbors.
In the $i$-th node, $x_i, \xi_i, f_i(x_i), F_i(x_i; \xi_i)$ is the local optimization variables, random sample, target function and stochastic component function. Let $S$ be a subset that samples $S$ elements in the dataset. For simplicity, we denote by $\xi_{k,i}$ the subset that $i$-th node samples at iterate $k$, that is, $\nabla F_i(x_{k,i}; \xi_i) = \nabla F_i(x_{k,i}; S_{k,i}) = \frac{1}{|S_{k,i}|} \sum_{\xi \in S_{k,i}} \nabla F_i(x_{k,i}; \xi_i)$. In order to present the core idea more clearly, at iterate $k$, we define the concatenation of all local optimization variables, estimators of full gradients, stochastic gradients, and full gradients by matrix $X_k, G_k, \partial F(x_k; \xi_k), \partial f(x_k) \in \mathbb{R}^{N \times n}$ respectively:

$$X_k := [x_{k,1}, \ldots, x_{k,n}],$$
$$G_k := [g_{k,1}, \ldots, g_{k,n}],$$
$$\partial F(X_k, \xi_k) := [\nabla F_1(x_{k,1}; \xi_1), \ldots, \nabla F_n(x_{k,n}; \xi_n)],$$
$$\partial f(X_k) := [\nabla f_1(x_{k,1}), \ldots, \nabla f_n(x_{k,n})].$$

In general, at iterate $k$, let the stepsize be $\eta_k$. We define $\eta_k V_k$ as the update, where $V_k \in \mathbb{R}^{N \times n}$. Therefore, we can view the update rule as:

$$X_{k+1} \leftarrow X_k W - \eta_k V_k. \quad (2)$$

**D-SPIDER-SFO**

In this section, we introduce the basic settings, assumptions, and the flow of D-SPIDER-SFO in the first subsection. Then, we compare D-SPIDER-SFO with D-PSGD and $D^2$ in a special scenario to show our core idea. In the final subsection, we propose the error-bound theorems for finding an $\epsilon$-approximate first-order stationary point.

**Algorithm 1** D-SPIDER-SFO on the $i$th node

**Input:** Require initial point $X_0$, weighted matrix $W$, number of iterations $K$, learning rate $\eta$, constant $q$, and two sample sizes $S^{(1)}$ and $S^{(2)}$

**Initialize:** $X_{-1} = X_0, G_{-1} = 0$

for $k = 0, \ldots, K - 1$ do

if mod($k$, $q$) = 0 then

Draw $S^{(1)}$ samples and compute the stochastic gradient $\nabla F_i(x_{k,i}; S^{(1)}_{k,i})$

$g_{k,i} = \nabla F_i(x_{k,i}; S^{(1)}_{k,i})$

$x_{k+\frac{1}{2},i} = 2x_{k,i} - x_{k-1,i} - \eta(g_{k,i} - g_{k-1,i})$

else

Draw $S^{(2)}$ samples, and compute two stochastic gradient $\nabla F_i(x_{k,i}; S^{(2)}_{k,i})$ and $\nabla F_i(x_{k-1,i}; S^{(2)}_{k,i})$

$g_{k,i} = \nabla F_i(x_{k,i}; S^{(2)}_{k,i}) - \nabla F_i(x_{k-1,i}; S^{(2)}_{k,i}) + g_{k-1,i}$

$x_{k+\frac{1}{2},i} = 2x_{k,i} - x_{k-1,i} - \eta(\nabla F_i(x_{k,i}; S^{(2)}_{k,i}) - \nabla F_i(x_{k-1,i}; S^{(2)}_{k,i}))$

end if

$x_{k+1,i} = \sum_{j=1}^{n} W_{j,i} x_{k+\frac{1}{2},i}$

end for

Return $\tilde{x} = \frac{X_K}{n}$

**Settings and Assumptions**

In this subsection, we introduce the formal definition of an $\epsilon$-approximate first-order stationary point and commonly used assumptions for decentralized optimization problems. Moreover, we briefly introduce the key steps at iterate $k$ for worker $i$ in D-SPIDER-SFO algorithm.

**Definition 1.** We call $\tilde{x} \in \mathbb{R}^N$ an $\epsilon$-approximate first-order stationary point, if

$$\|\nabla f(\tilde{x})\| \leq \epsilon. \quad (3)$$

**Assumption 1.** We make the following commonly used assumptions for the convergence analysis.

1. **Lipschitz gradient:** All local loss functions $f_i(\cdot)$ have $L$-Lipschitz gradients.

2. **Average Lipschitz gradient:** In each fixed node $i$, the component function $F_i(x_i; \xi_i)$ has an average $L$-Lipschitz gradient, that is,

$$E[\|\nabla F_i(x; \xi_i) - \nabla F_i(y; \xi_i)\|^2] \leq L^2\|x - y\|^2, \forall x, y.$$
3. **Spectral gap:** Given the symmetric doubly stochastic matrix $W$. Let the eigenvalues of $W \in \mathbb{R}^{n \times n}$ be $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$. We denote by $\lambda$ the second largest value of the set of eigenvalues, i.e.,

$$\lambda = \max_{i \in \{2, \ldots, n\}} \lambda_i = \lambda_2.$$

We assume $\lambda < 1$ and $\lambda_n > -\frac{1}{3}$.

4. **Bounded variance:** Assume the variance of stochastic gradient within each worker is bounded, which implies there exists a constant $\sigma$, such that

$$\mathbb{E}_{i \sim D_i} \|\nabla f_i(x) - \nabla f(x)\|^2 \leq \sigma^2, \forall i, \forall x.$$

5. (For D-PSGD Algorithm only) **Bounded data variance among workers:** Assume the variance of full gradient among all workers is bounded, which implies there exists a constant $\zeta$, such that

$$\mathbb{E}_{i \sim U([n])} \|\nabla f_i(x) - \nabla f(x)\|^2 \leq \zeta^2, \forall i, \forall x.$$

**Remark 1.** The eigenvalues of $W$ measure the speed of information spread across the network [Lian et al., 2017]. D-SPIDER-SFO requires $\lambda_2 < 1$ and $\lambda_n > -\frac{1}{3}$, which is the same as the assumption in $\text{D}^2$ [Tang et al., 2018], while D-PSGD only needs the former condition. D-PSGD needs bounded data variance among workers assumption additionally, as it is sensitive to such data variance.

D-SPIDER-SFO algorithm is a synchronous decentralized parallel algorithm. Each node repeats these four key steps at iterate $k$ concurrently:

1. Each node computes a local stochastic gradient on their local data. When $\mod (k, q) \neq 0$, all nodes compute $\nabla F_i(x_{k,i}; s_{k,i}^{(2)})$ and $\nabla F_i(x_{k-1,i}; s_{k,i}^{(2)})$ using the local models at both iterate $k$ and the last iterate; otherwise, they compute $\nabla F_i(x_{k,i}; s_{k,i}^{(1)})$.

2. Each node updates its local estimator of the full gradient $g_{k,i}$. When $\mod (k, q) \neq 0$, all nodes compute $g_{k,i} \leftarrow \nabla F_i(x_{k,i}; s_{k,i}^{(2)}) - \nabla F_i(x_{k-1,i}; s_{k,i}^{(2)}) + g_{k-1,i}$; else they compute $g_{k,i} \leftarrow \nabla F_i(x_{k,i}; s_{k,i}^{(1)})$.

3. Each node updates their local model. When $\mod (k, q) \neq 0$, all nodes compute $x_{k+\frac{1}{2},i} \leftarrow 2x_{k,i} - x_{k-1,i} - \eta (\nabla F_i(x_{k,i}; s_{k,i}^{(2)}) - \nabla F_i(x_{k-1,i}; s_{k,i}^{(2)}))$; else they compute $x_{k+\frac{1}{2},i} \leftarrow 2x_{k,i} - x_{k-1,i} - \eta (g_{k,i} - g_{k-1,i})$.

4. When meeting the synchronization barrier, each node takes weighted average with its and neighbors’ local optimization variables: $x_{k+1,i} = \sum_{j=1}^{n} W_{j,i} x_{k+\frac{1}{2},j}$.

To understand D-SPIDER-SFO, we consider the update rule of global optimization variable $\frac{x_{k+1}}{n}$. Let $k_0 = \lfloor k/q \rfloor \cdot q$. For convenience, we define

$$\Delta_k = \frac{(X_{k+1} - X_k)1_n}{n} = \frac{1}{n} \sum_{i=1}^{n} (x_{k+1,i} - x_{k,i}),$$

$$\Pi_k(X) = \partial F(X; \xi_k) \frac{1_n}{n} = \frac{1}{n} \sum_{i=1}^{n} \nabla F_i(x_i; \xi_k),$$

where $\xi_k$ denotes the samples at the $k$-th iterate. Therefore,

$$\Delta_k = \Delta_{k-1} - \eta (\Pi_k(X_k) - \Pi_k(X_{k-1}))$$

$$= -\eta \Delta_{k_0}(X_{k_0}) - \eta \sum_{s=k_0+1}^{k} (\Pi_s(X_s) - \Pi_s(X_{s-1})).$$

As for centralized SPIDER-SFO, we have

$$x_{k+1} - x_k = -\eta_k (\nabla F(x_k; \xi_k) - \nabla F(x_{k-1}; \xi_k) + v_{k-1})$$

$$= -\eta_k \nabla F(x_k; \xi_k) - \sum_{s=k_0+1}^{k} \eta_s \nabla F(x_s; \xi_s) - \nabla F(x_{s-1}; \xi_s).$$

**Remark 2.** Nguyen et al. propose SARAH for (strongly) convex optimization problems. SPIDER-SFO adopts a similar recursive stochastic gradient update framework and nearly matches the algorithmic lower bound in certain regimes for nonconvex problems. Moreover, Wang et al. [2] propose SpiderBoost and show that SpiderBoost, a variant of SPIDER-SFO with fixed step size, achieves a similar convergence rate to SPIDER-SFO for nonconvex problems. Inspired by these algorithms, we propose decentralized SPIDER-SFO (D-SPIDER-SFO). As we can see, the update rule of D-SPIDER-SFO is similar to its centralized counterpart with fixed step size.
Core Idea

The convergence property of decentralized parallel stochastic algorithms is related to the variance of stochastic gradients and the data variance across workers. In this subsection, we present in detail the underlying idea to reduce the gradient complexity behind the algorithm design.

The general update rule shows that affects the convergence, especially when we approach a solution. For showing the improvement of D-SPIDER-SFO, we will compare the upper bound of of three algorithms, which are D-PSGD, D², and D-SPIDER-SFO.

The update rule of D-PSGD is where . Then, we have

\[ \mathbb{E}\left[ \| \nabla F(X_k; \xi_k) \|^2_F \right] \leq 4 \mathbb{E}\left[ \| \nabla F(X_k; \xi_k) - \nabla f(X_k) \|^2_F \right] + 4 \mathbb{E}\left[ \left\| \nabla f(X_k) \right\|^2_F \right] + 4 \mathbb{E}\left[ \left\| \nabla f \left( \frac{X_k 1_n}{n} \right) \right\|^2_F \right]. \]

Moreover, the update rule of D² is \( X_{k+1} = [2X_k - X_{k-1} - \eta(\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1}))] W \). For convenience, we define \( Q_k = \frac{X_k - X_{k-1}}{n} \). Therefore, we can conclude the upper bound of \( \mathbb{E}\left[ \| V_k \|^2_F \right] \).

\[ \mathbb{E}\left[ \| V_k \|^2_F \right] = \mathbb{E}\left[ \| -Q_k + (\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1})) \| W \|^2_F \right] \]
\[ \leq 2 \mathbb{E}\left[ \| Q_k \|^2_F \right] + 2 \mathbb{E}\left[ \| \nabla F(X_k; \xi_k) - \nabla F(X_{k-1}; \xi_{k-1}) \|_F \right] \]
\[ \leq 2 \mathbb{E}\left[ \| Q_k \|^2_F \right] + 6 \mathbb{E}\left[ \| \partial F(X_k; \xi_k) \|_F \right] + 6 \mathbb{E}\left[ \| \nabla f(X_k) - \nabla f(X_{k-1}) \|_F \right] \]
\[ \leq 2 \frac{\eta^2}{n^2} \sum_{i=1}^{n} \mathbb{E}\left[ \| x_{k,i} - x_{k-1,i} \|_F \right] + 6 \sum_{i=1}^{n} \mathbb{E}\left[ \| \nabla F_i(x_{k,i}; \xi_{k,i}) - \nabla f_i(x_{k,i}) \|_F \right] \]
\[ + 6 \sum_{i=1}^{n} \mathbb{E}\left[ \| \nabla F_i(x_{k-1,i}; \xi_{k-1,i}) - \nabla f_i(x_{k-1,i}) \|_F \right] + 6 \sum_{i=1}^{n} \mathbb{E}\left[ \| \nabla f_i(x_{k,i}) - \nabla f_i(x_{k-1,i}) \|_F \right] \]
\[ \leq 2 \left( \eta^2 - 3L^2 \right) \sum_{i=1}^{n} \mathbb{E}\left[ \| x_{k,i} - x_{k-1,i} \|_F \right] + 12n\sigma^2. \]

Since the update rule of D-SPIDER-SFO has two different patterns, we discuss them separately. If \( \text{mod}(k, q) \neq 0 \), we have \( V_k = [-Q_k - (\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1}))] W \).

\[ \mathbb{E}\left[ \| V_k \|^2_F \right] = \mathbb{E}\left[ \| Q_k + (\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1})) \| W \|^2_F \right] \]
\[ \leq 2 \mathbb{E}\left[ \| Q_k \|^2_F \right] + 2 \mathbb{E}\left[ \| \nabla F(X_k; \xi_k) - \nabla F(X_{k-1}; \xi_{k-1}) \|_F \right] \]
\[ \leq 2 \frac{\eta^2}{n^2} \sum_{i=1}^{n} \mathbb{E}\left[ \| x_{k,i} - x_{k-1,i} \|_F \right] + 2 \sum_{i=1}^{n} \mathbb{E}\left[ \| \nabla F_i(x_{k,i}; \xi_{k,i}) - \nabla F_i(x_{k-1,i}; \xi_{k,i}) \|_F \right] \]
\[ \leq 2 \left( \eta^2 - L^2 \right) \sum_{i=1}^{n} \mathbb{E}\left[ \| x_{k,i} - x_{k-1,i} \|_F \right]. \]

If \( \text{mod}(k, q) = 0 \) and \( k > 0 \), we have \( V_k = [-Q_k - (\partial F(X_k; \xi_k) - G_{k-1})] W \). Let \( k_0 = k - q \), and we have

\[ \mathbb{E}\left[ \| V_k \|^2_F \right] = \mathbb{E}\left[ \| -Q_k - (\partial F(X_k; \xi_k) - G_{k-1}) \| W \|^2_F \right] \]
\[ \leq 2 \mathbb{E}\left[ \| Q_k \|^2_F \right] + 2 \mathbb{E}\left[ \| \partial F(X_k; \xi_k) - G_{k-1} \|_F \right] \]
\[ \leq 2 \mathbb{E}\left[ \| Q_k \|^2_F \right] + 4 \mathbb{E}\left[ \| \partial F(X_k; \xi_k) - \partial F(X_{k0}; \xi_{k0}) \|_F \right] + 4 \mathbb{E}\left[ \| \sum_{j=k_0}^{\infty} (\partial F(X_{j+1}; \xi_{j+1}) - \partial F(X_j; \xi_{j+1})) \|_F \right]^2, \]

where

\[ G_{k-1} = \sum_{j=k_0}^{k-2} (\partial F(X_{j+1}; \xi_{j+1}) - \partial F(X_j; \xi_{j+1})) + \partial F(X_{k0}; \xi_{k0}). \]
Assume that for any $j \in [k_0 : k]$, $X_j$ has achieved the optimum $X^* := x^*1_n^T$ with all local models equal to the optimum $x^*$. Then, $\mathbb{E}[\|V_k\|^2_F]$ of D-PSGD, and $D^2$, is bound by $O(\sigma^2 + \zeta^2)$, $O(\sigma^2)$, which is similar to [Tang et al., 2018]. For convenience, considering the finite-sum case, if we set the batch size $S_1$ equal to the size $m$ of the dataset, that is, we compute the full gradient at iteration $k$ and $k_0$. Moreover, as for any $j \in [k_0 : k]$, $X_j = X^*$, then each term of (4) is zero, that is, $\mathbb{E}[\|V_k\|^2_F]$ is bounded by zero. D-SPIDER-SFO will stop at the optimum, while D-PSGD and $D^2$ will escape from the optimum because of the variance of stochastic gradients or data variance across workers. If we need $D^2$ zero, that is, $qD$-SPIDER-SFO needs to compute full gradient per $q$ iteration. This is critical in convergence analysis. Then, based on Lemma 1, we present the following analysis. W.l.o.g., we assume the algorithm starts from 0, that is, $X_0 = 0$, and define $\zeta_0 = \frac{1}{n} \sum_{i=1}^n \| \nabla f_i(0) - \nabla f(0) \|$.

**Theorem 1.** For the online case, set parameters $S_1$, $S_2$, $\eta$, and $q$ as constants, and $C_1$, $C_2$, and $D$ as in Lemma 1. Then, under the Assumption [2] for Algorithm [2] we have

$$
\frac{1}{K} \sum_{k=1}^K \mathbb{E} \left[ \| \nabla f \left( \frac{X_k}{n} \right) \| \right]^2 + \frac{M}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \| V_k \|_F \right]^2 \leq 2 \mathbb{E} [f(\frac{X_{k+1}}{n}) - f^*] + \left( 1 + \frac{32C_2L^2\eta^2}{nqD} + \frac{192C_2L^2\eta^2}{nS_1D} \right) \frac{2\sigma^2}{S_1} + \frac{3q^2}{K} \left( \frac{4L^2C_1}{D} + \frac{4L^2C_1q}{DS_2} \right) (\sigma^2 + \zeta_0 + \| \nabla f(0) \|^2),
$$

where

$$
M := 1 - L\eta - \frac{6qL^2\eta^2}{S_2} \left[ 1 + \frac{4C_2L^2\eta^2}{D} \left( 1 + \frac{6q}{S_2} \right) \right].
$$

**Convergence Rate Analysis**

In this subsection, we analyze the convergence properties of the D-SPIDER-SFO algorithm. We propose the error bound of the gradient estimation in Lemma 1 which is critical in convergence analysis. Then, based on Lemma 1, we present the upper bound of gradient cost for finding an $\epsilon$ approximate first-order stationary point, which is the state-of-the-art for decentralized nonconvex optimization problems.

Before analyzing the convergence properties, we consider the update rule of global optimization variables as follows,

$$
X_{k+1} = (X_k - \eta V_k)1_n = (X_k - \eta V_k)1_n.
$$

To analyze the convergence rate of D-SPIDER-SFO, we conclude the following Lemma 1 which bounds the error of the gradient estimator $\frac{V_k}{n}$.

**Lemma 1.** Under the Assumption 1, we have

$$
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \| \nabla f \left( \frac{X_k}{n} \right) \| \right]^2 \leq \frac{12C_1L^2\eta^2}{KnDS_2} \mathbb{E} \left[ X_1 \right]^2 + \left( \frac{72C_2\eta^4L^4q^2}{KDS_2^2} + \frac{3qL^2\eta^2}{KS_2} \right) \sum_{k=1}^{K-1} \mathbb{E} \left[ \| V_k \|_F \right]^2 + \left( 1 + \frac{192C_2L^2\eta^2}{nDS_1} \right) \sigma^2.
$$

where

$$
C_1 = \max \left\{ \frac{1}{1 - |b_n|^2}, \frac{1}{(1 - \lambda_2)^2} \right\},
$$

$$
C_2 = \max \left\{ \frac{\lambda_2^2}{(1 - \lambda_2)^2}, \frac{\lambda_2^2}{(1 - |b_n|^2)} \right\},
$$

$$
b_n = \lambda_n - \sqrt{\lambda_n^2 - \lambda_n},
$$

$$
D = 1 - \frac{48C_2\eta^2L^2}{S_2}.
$$

In Appendix, we will give the upper bound of $\mathbb{E} \left[ X_1 \right]^2$. Lemma 1 shows that the error bound of the gradient estimator is related to the second moment of $\frac{X_{k+1}}{n}$. Then, we give the analysis of the convergence rate. W.l.o.g., we assume the optimization starts from 0, that is, $X_0 = 0$, and define $\zeta_0 = \frac{1}{n} \sum_{i=1}^n \| \nabla f_i(0) - \nabla f(0) \|$.
By appropriately specifying the batch size $S_1, S_2$, the step size $\eta$, and the parameter $q$, we reach the following corollary.

In the online learning case, we let the input parameters be

$$S_1 = \frac{\sigma^2}{\epsilon^2}, S_2 = \frac{\sigma}{\epsilon}, q = \frac{\sigma}{\epsilon},$$  \hspace{1cm} (5)

$$\eta < \min \left( \frac{-1 + \sqrt{13}}{12L}, \frac{1}{4\sqrt{3C_2L}} \right).$$ \hspace{1cm} (6)

**Corollary 1.** Set the parameters $S_1, S_2, q, \eta$ as in (5) and (6), and set $K = \left\lfloor \frac{1}{\eta} \right\rfloor + 1$. Then under the Assumption 2 running Algorithm 1 for $K$ iterations, we have

$$\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left\| \nabla f \left( X_k \frac{1}{n} \right) \right\|^2 \leq 3\epsilon^2 + \frac{448C_2L^2\eta^2\epsilon^2}{nD\sigma},$$

where

$$l := \frac{2\mathbb{E}[f(0) - f^*]}{\eta} + \frac{84C_1L^2\eta^2}{D}(\sigma^2 + \zeta_0^2 + \|\nabla f(0)\|^2).$$

The gradient cost is bounded by $2\sigma^2\epsilon^3 + 2\sigma^2\epsilon^2$.

**Remark 3.** Corollary 1 shows that measured by gradient cost, D-SPIDER-SFO achieves the convergence rate of $O(\epsilon^{-3})$, which is similar to its centralized counterparts. Due to properties of decentralized optimization problems, the coefficient in Corollary 1 of the term $\epsilon^{-3}$ depends on the network topology $W$ and the data variance among workers $\zeta^2$ in addition, while compared with the centralized competitor Fang et al. (2018). Although the differences exist, we conduct experiments to show that D-SPIDER-SFO converges with a similar speed to C-SPIDER-SFO.

**Experiments**

In this section, we conduct extensive experiments to validate our theory. We introduce our experiment settings in the first subsection. Then in the second subsection, we conduct the experiments to demonstrate that D-SPIDER-SFO can get a similar convergence rate to C-SPIDER-SFO and converges faster than D-PSGD and $D^2$. Moreover, we validate that D-SPIDER-SFO outperforms its centralized counterpart, C-SPIDER-SFO, on the networks with low bandwidth or high latency. In the final, we show that D-SPIDER-SFO is robust to the data variance among workers. The code of D-SPIDER-SFO is available on GitHub at https://github.com/MIRALab-USTC/D-SPIDER-SFO.

**Experiment setting**

**Datasets and models** We conduct our experiments on the image classification task. In our experiments, we train our models on CIFAR-10 Krizhevsky and Hinton (2009). The CIFAR-10 dataset consists of 60,000 32x32 color images in 10 classes when the training set has 50,000 images. For image classification, we train two convolution neural network models on CIFAR-10. The first one is LeNet5 Lecun et al. (1998), which consists of a 6-filter $5 \times 5$ convolution layer, a $2 \times 2$ max-pooling layer, a 16-filter $5 \times 5$ convolution layer and two fully connected layers with 120, 84 neurons respectively. The second one is ResNet-18 He et al. (2015).

**Implementations and setups** We implement our code on framework PyTorch. All implementations are compiled with PyTorch1.3 with gloo. We conduct experiments both on the CPU server and GPU server. CPU cluster is a machine with four CPUs, each of which is an Intel(R) Xeon(R) Gold 6154 CPU @ 3.00GHz with 18 cores. GPU server is a machine with 8 GPUs, each of which is a Nvidia GeForce GTX 2080Ti. In the experiments, we use the ring network topology, seeing each core or GPU as a node, with corresponding symmetric doubly stochastic matrix $W$ in the form of

$$W = \begin{pmatrix}
\frac{1}{2} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{2} & 1 \\
\frac{1}{4} & \frac{1}{2} & 1 \\
\vdots & \ddots & \ddots \\
\frac{1}{4} & \frac{1}{2} & 1 \\
\frac{1}{4} & \frac{1}{2} & 1 \\
\end{pmatrix} \in \mathbb{R}^{n \times n}.
$$

**Experiments of D-SPIDER-SFO**

To show that D-SPIDER-SFO can get a similar convergence rate to its centralized version, we choose the computational complexity as metrics instead of the wall clock speed. In the experiments of training LeNet5, for D-PSGD and $D^2$, we
Figure 1: In the experiments, we train two convolutional neural network, LeNet5 and ResNet18. Fig. 1(a) and 1(c) are the comparisons between D-SPIDER-SFO and C-SPIDER-SFO, Fig. 1(b) and 1(d) are the comparisons between D-SPIDER-SFO, C-SPIDER-SFO, D-PSGD, and D$^2$. Fig. 1(e) and 1(f) show the impact of the bandwidth and latency.

Tang et al. (2018) proposed D$^2$ algorithm is less sensitive to the data variance across workers. From the theoretical analysis, D-SPIDER-SFO is also robust to that variance. The experiments demonstrate the statement and show that D-SPIDER-SFO converges faster than D$^2$ when the data variance across workers is maximized.

We follow the method proposed in Tang et al. (2013) to create a data distribution with large data variance for the comparison between D-SPIDER-SFO and D$^2$. We conduct the experiments on a server with 5 GPUs and choose the computational network configurations. When the bandwidth becomes smaller, or the latency becomes higher, D-SPIDER-SFO can be even one order of magnitude faster than its centralized counterpart. The experiments demonstrate that the balanced communication pattern improves the efficiency of D-SPIDER-SFO.
complexity as its centralized implementation. The experiments demonstrate the theoretical statement that D-SPIDER-SFO is robust to the data variance across workers.

Conclusion

In this paper, we propose D-SPIDER-SFO as a decentralized parallel variant of SPIDER-SFO for a faster convergence rate for nonconvex problems. We theoretically analyze that D-SPIDER-SFO achieves an $\epsilon$-approximate stationary point in the gradient cost of $O(\epsilon^{-3})$. To the best of our knowledge, D-SPIDER-SFO achieves the state-of-the-art performance for solving nonconvex optimization problems on decentralized networks. Experiments on different network configurations demonstrate the efficiency of the proposed method.
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D-SPIDER-SFO: A Decentralized Optimization Algorithm with Faster Convergence Rate for Nonconvex Problems

Supplementary Material

This is the supplementary material of the paper "D-SPIDER-SFO: A Decentralized Optimization Algorithm with Faster Convergence Rate for Nonconvex Problems". We provide the proof to all theoretical results in this paper in this section. To help readers understand the proof, we list the necessary assumptions, which is the same as that in the main submission.

Assumption 1. We make the following commonly used assumptions for the convergence analysis.

1. Lipschitz gradient: All local loss functions $f_i(\cdot)$ have L-Lipschitzian gradients.

2. Average Lipschitz gradient: In each fixed node $i$, the component function $F_i(x_i; \xi)$ has an average L-Lipschitz gradient, that is,$$
E\|\nabla F_i(x; \xi) - \nabla F_i(y; \xi)\|^2 \leq L^2\|x - y\|^2, \forall x, y.
$$

3. Spectral gap: Given the symmetric doubly stochastic matrix $W$. Let the eigenvalues of $W \in \mathbb{R}^{n \times n}$ be $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$. We denote by $\lambda$ the second largest value of the set of eigenvalues, i.e.,
$$
\lambda = \max_{i \in \{2, \ldots, n\}} \lambda_i = \lambda_2.
$$

We assume $\lambda < 1$ and $\lambda_n > -\frac{1}{L}$.

4. Bounded variance: Assume the variance of stochastic gradient within each worker is bounded, which implies there exists a constant $\sigma$, such that
$$
E_{D_i}(\|\nabla F_i(x; \xi) - \nabla f_i(x)\|)^2 \leq \sigma^2, \forall x, \forall i.
$$

5. (For D-PSGD Algorithm only) Bounded data variance among workers: Assume the variance of full gradient among all workers is bounded, which implies that there exists a constant $\zeta$, such that
$$
E_{i \sim [n]}(\|\nabla F_i(x; \xi) - \nabla f(x)\|)^2 \leq \zeta^2, \forall x.
$$

Notation: Let $\parallel \cdot \parallel$ be the vector and the matrix $\parallel \cdot \parallel_F$ be the Frobenius norm. $\nabla f(\cdot)$ denotes the gradient of a function $f$. Let $1_n$ be the column vector in $\mathbb{R}^n$ with 1 for all elements and $e_i$ be the column vector with 1 in the $i$th coordinate and 0’s elsewhere. We denote by $f^\ast$ the optimal solution of $f$. For a matrix $A \in \mathbb{R}^{n \times n}$, let $\lambda_i(A)$ be the $i$-th largest eigenvalue of a matrix. For any fixed integer $j \geq i \geq 0$, let $[i:j]$ be the set $\{i, i+1, \ldots, j\}$ and $(x)_{i:j}$ be the sequence $\{x_i, x_{i+1}, \ldots, x_j\}$.

Basics

Consider the update rule:
$$
X_{k+1} = \begin{cases} 
2X_k - X_{k-1} - \eta(\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1}))W & \text{mod} \ (k,q) \neq 0, \\
2X_k - X_{k-1} - \eta(\partial F(X_k; \xi_k) - G_{k-1})W & \text{mod} \ (k,q) = 0.
\end{cases}
$$

Since $W$ is symmetric, we have $W = P \text{Diag} (\lambda(W)) P^T$. Then applying the decomposition to the update rule \[7\], and we have: If $\text{mod} \ (k,q) \neq 0$, then
$$
X_{k+1}P = 2X_kP \text{Diag} (\lambda(W)) - X_{k-1}P \text{Diag} (\lambda(W)) - \eta(\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1}))P \text{Diag} (\lambda(W)).
$$

If $\text{mod} \ (k,q) = 0$, then
$$
X_{k+1}P = 2X_kP \text{Diag} (\lambda(W)) - X_{k-1}P \text{Diag} (\lambda(W)) - \eta(\partial F(X_k; \xi_k) - G_{k-1})P \text{Diag} (\lambda(W)).
$$

Let $X_kP = Y_k = (y_{k,1}, \ldots, y_{k,n})$, $L_k = -\eta(G_k - G_{k-1})P = (l_{k,1}, l_{k,2}, \ldots, l_{k,n})$, and $V_k = -\frac{1}{\eta}(X_k - X_{k-1}) + (G_k - G_{k-1}) = (v_{k,1}, \ldots, v_{k,n})$. According to the update rule of $G_k$, we have

$$
L_k = \begin{cases} 
-\eta(\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1}))P & \text{mod} \ (k,q) \neq 0, \\
-\eta(\partial F(X_k; \xi_k) - G_{k-1})P & \text{mod} \ (k,q) = 0.
\end{cases}
$$

$$
V_k = \begin{cases} 
-\frac{1}{\eta}(X_k - X_{k-1}) + (\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_{k-1})) & \text{mod} \ (k,q) \neq 0, \\
-\frac{1}{\eta}(X_k - X_{k-1}) + (\partial F(X_k; \xi_k) - G_{k-1}) & \text{mod} \ (k,q) = 0.
\end{cases}
$$

Therefore, we have

$$
y_{k+1,i} = \lambda_i(2y_{k,i} - y_{k-1,i} + l_{k,i}), \forall i \in \{1, 2, \ldots, n\}.
$$

Moreover, averaging all local optimization variables, we have
$$
\frac{X_{k+1}1_n}{n} = \frac{X_k1_n}{n} - \frac{\eta V_k1_n}{n}.
$$
Proof of the boundedness of the deviation from the global optimization variable

Lemma 2. Given two non-negative sequences \( \{a_t\}_{t=1}^{\infty} \) and \( \{b_t\}_{t=1}^{\infty} \) that satisfying

\[
a_t = \sum_{s=1}^{t} \rho^{t-s} b_s,
\]

with \( \rho \in [0, 1) \), we have

\[
S_k := \sum_{t=0}^{k} a_t \leq \sum_{s=1}^{k} \frac{b_s}{1 - \rho},
\]

\[
D_k := \sum_{t=0}^{k} a_t^2 \leq \sum_{s=1}^{k} \frac{b_s^2}{(1 - \rho)^2}.
\]

Proof. The proof of this Lemma 2 can be found in Tang et al. (2018).

Lemma 3. Given \( \rho \in (-\frac{1}{2}, 0) \cup (0, 1) \), for any two sequence \( \{a_t\}_{t=0}^{\infty} \) and \( \{b_t\}_{t=0}^{\infty} \) that satisfy

\[
a_0 = b_0 = 0, a_1 = b_1, a_{t+1} = \rho(2a_t - a_{t-1}) + b_t - b_{t-1}, \forall t \geq 1,
\]

we have

\[
a_{t+1} = a_1 \left( \frac{u^{t+1} - u^{t+1}}{u - v} \right) + \sum_{s=1}^{t} \beta_s \frac{u^{t-s+1} - v^{t-s+1}}{u - v}, \forall t \geq 0,
\]

where \( \beta_s = b_s - b_{s-1}, u = \rho + \sqrt{\rho^2 - \rho}, v = \rho - \sqrt{\rho^2 - \rho} \).

Proof. The proof of this Lemma 3 can be found in Tang et al. (2018).

Lemma 4. Under the Assumption 1, we have

\[
\left(1 - \frac{48C_2\eta^2L^2}{S_2}\right) \sum_{k=0}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \frac{X_k 1_n}{n} - x_{k,i} \right]^2 
\leq 2C_1 \mathbb{E} \left[ \frac{y_{k,1}}{n} \right]^2 + \frac{12C_2\eta^4L^2n}{S_2} \sum_{k=1}^{K-1} \mathbb{E} \left[ \frac{y_{k-1,1}}{n} \right]^2 + \frac{32C_2K\eta^2\sigma^2}{qS_1}.
\]

Proof. Consider the update rule,

\[
y_{k+1,i} = \lambda_i (2y_{k,i} - y_{k-1,i} + l_{k,i}), \forall i \in \{1, 2, \ldots, n\}.
\]

Applying Lemma 3, we have

\[
y_{k+1,i} = \frac{a_i^{k+1} + b_i^{k+1}}{a_i - b_i} y_{k,i} + \lambda_i \left( \frac{a_i^{k+1} - b_i^{k+1}}{a_i - b_i} l_{k,i} \right),
\]

where we consider \( y_{k,i}, \lambda_i, \lambda_i l_{k,i}, a_i, b_i \) as \( a_t, \rho, \beta_t, u \) and \( v \) in Lemma 2, respectively.

If \( \lambda_i \in (-\frac{1}{2}, 0) \), then we have \( a_i = \lambda_i + \sqrt{\lambda_i^2 - \lambda_i} \in (0, 1) \) and \( b_i = \lambda_i - \sqrt{\lambda_i^2 - \lambda_i} \in (-1, 0) \). We have

\[
\|y_{k+1,i}\|^2 
\leq 2\|y_{1,i}\|^2 \left( \left| \frac{a_i^{k+1} - b_i^{k+1}}{a_i - b_i} \right|^2 + 2|\lambda_i|^2 \left( \sum_{s=1}^{k} \left| \frac{a_i^{k+1-s} - b_i^{k+1-s}}{a_i - b_i} \right| \right) \right).
\]

Since \( a_i > 0 \) and \( b_i < -a_i < 0 \), we have

\[
\|y_{k+1,i}\|^2 
\leq 2\|y_{1,i}\|^2 |b_i|^k \left( \sum_{s=1}^{k} |b_i|^{k-s} \|l_{s,i}\| \right)^2.
\]

Combining (12) and (13), we have

\[
\|y_{k+1,i}\|^2 
\leq 2\|y_{1,i}\|^2 |b_i|^k + 2|\lambda_i|^2 \left( \sum_{s=1}^{k} |b_i|^{k-s} \|l_{s,i}\| \right)^2.
\]
If \( \lambda_i \in (0, 1) \), then let \( a_i = \sqrt{s_i} e^{i \theta} \) and \( b_i = \sqrt{s_i} e^{-i \theta} \). Then
\[
\frac{a_i^{k+1} - b_i^{k+1}}{a_i - b_i} = \frac{\sqrt{s_i}(k+1) e^{i(k+1) \theta} - \sqrt{s_i}(k+1) e^{-i(k+1) \theta}}{\sqrt{s_i}e^{i \theta} - \sqrt{s_i}e^{-i \theta}} = \frac{\sqrt{s_i}^k \sin((k+1) \theta)}{\sin(\theta)}.
\]

Applying (15) to (11), we have, when \( k \geq 1 \),
\[
y_{k+1, i} \leq \frac{s_i^{k+1}}{\sin(\theta)} \leq \frac{\lambda_i^{k+1}}{\sin(\theta)} y_{1, i} + \lambda_i \sum_{s=1}^{k} \frac{\lambda_i^{k-s} \sin((k+1-s) \theta)}{\sin(\theta)} l_{s, i}.
\]

Clearly, inequality (16) holds when \( k = 0 \). Then, we have
\[
\|y_{k+1, i}\|^2 \leq 2 \left( \frac{s_i^{k+1}}{\sin(\theta)} \right)^2 \|y_{1, i}\|^2 + 2|\lambda_i|^2 \left( \sum_{s=1}^{k} \frac{\lambda_i^{k-s} \sin((k+1-s) \theta)}{\sin(\theta)} \right)^2 \|l_{s, i}\|^2
\]

If \( \lambda_i \in (-\frac{1}{3}, 0) \), summing (14) from \( k = 0 \) to \( K - 1 \), we have
\[
\sum_{k=1}^{K} \|y_{k, i}\|^2 \leq \sum_{k=0}^{K-1} 2\|y_{1, i}\|^2 |b_i|^{2k} + 2|\lambda_i|^2 \left( \sum_{s=1}^{k} |b_i|^{k-s} \|l_{s, i}\| \right)^2
\]

where we use Lemma 3 and consider \( K \sum_{s=1}^{k} |b_i|^{k-s} \|l_{s, i}\| \), \( |b_i|^{k-s} \), and \( \|l_{s, i}\| \) as \( a_t, \rho^{-s} \), and \( b_t \) in Lemma 3.

If \( \lambda_i \in (0, 1) \), for the similar process, we have
\[
\sum_{k=1}^{K} \|y_{k, i}\|^2 \leq 2\|y_{1, i}\|^2 \frac{2|\lambda_i|^2 \left( \sum_{s=1}^{K-1} |b_i|^{k-s} \|l_{s, i}\| \right)^2}{1 - |\lambda_i|^2}
\]

where we use Lemma 2 and consider \( K \sum_{s=1}^{K} |\sqrt{s_i}^{k-s} \|l_{s, i}\| \), \( |\sqrt{s_i}^{k-s} \), and \( \|l_{s, i}\| \) as \( a_t, \rho^{-s} \), and \( b_t \).

Since \( \sin^2(\theta) = 1 - \lambda_i \) and \( \lambda_i \in (0, 1) \), we have
\[
\sum_{k=1}^{K} \|y_{k, i}\|^2 \leq \frac{2\|y_{1, i}\|^2}{(1 - |\lambda_i|)^2} + \frac{2|\lambda_i|^2}{(1 - |\lambda_i|)(1 - \sqrt{s_i})^2} \sum_{s=1}^{K-1} \|l_{s, i}\|^2
\]

where \( \lambda = \lambda_2 \).

If \( \lambda_i \in (-\frac{1}{3}, 0) \), using (21), then
\[
\sum_{k=1}^{K} \|y_{k, i}\|^2 \leq \frac{2\|y_{1, i}\|^2}{1 - |b|} + 2|\lambda_n|^2 \sum_{s=1}^{K-1} \|l_{s, i}\|^2 \frac{1}{(1 - |b|)^2}
\]

where \( |b| = -\lambda_n + \sqrt{\lambda_n^2 - \lambda_n} \).

Let \( C_1 = \max\{ \frac{1}{1 - |b|}, \frac{1}{1 - |\lambda|^2} \} \) and \( C_2 = \max\{ \frac{\lambda_n^2}{(1 - |b|)^2}, \frac{\lambda_n^2}{(1 - |\lambda|^2)^2} \} \). Therefore, we have
\[
\sum_{k=1}^{K} \|y_{k, i}\|^2 \leq 2C_1 \|y_{1, i}\|^2 + 2C_2 \sum_{s=1}^{K-1} \|l_{s, i}\|^2.
\]
In the next part, we will discuss the term $\sum_{k=0}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \left\| \frac{X_k}{n} \mathbf{1}_n - x_{k,i} \right\|^2 \right]$

$$\sum_{k=0}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \left\| \frac{X_k}{n} \mathbf{1}_n - x_{k,i} \right\|^2 \right] = \sum_{k=0}^{K} \mathbb{E} \left[ \left\| \frac{X_k}{n} \mathbf{1}_n - X_k \right\|^2 \right] + \sum_{k=1}^{K} \mathbb{E} \left[ X_k p_1 p_1^T - X_k P P^T \right] \right\|^2_F + \sum_{k=1}^{K} \sum_{i=1}^{n} \mathbb{E} \left[ \left\| y_{k,i} \right\|^2 \right].$$

(23)

Then, we discuss the case that $k \in \{ T_q + 1, T_q + 2, \ldots, (T+1)q \}$.

$$\sum_{k=T_q+1}^{(T+1)q} \sum_{i=2}^{n} \mathbb{E} \left[ \left\| l_{k,i} \right\|^2 \right] \leq \eta^2 \sum_{k=T_q+1}^{(T+1)q-1} \mathbb{E} \left[ \left\| (\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k)) P \right\|^2_F \right] + \eta^2 \mathbb{E} \left[ \left\| \partial F(X_{(T+1)q}; \xi_{(T+1)q}) - G_{(T+1)q-1} \right\|^2 \right].$$

For convenience, we discuss the term $\mathbb{E} \left[ \left\| \partial F(X_{(T+1)q}; \xi_{(T+1)q}) - G_{(T+1)q-1} \right\|^2 \right]$ firstly.

$$\mathbb{E} \left[ \left\| \partial F(X_{(T+1)q}; \xi_{(T+1)q}) - G_{(T+1)q-1} \right\|^2 \right] \leq \mathbb{E} \left[ \left\| \partial F(X_{(T+1)q}; \xi_{(T+1)q}) - \sum_{k=T_q+1}^{(T+1)q-1} [\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k)] - \partial F(X_{T_q}; \xi_{T_q}) \right\|^2 \right]$$

$$\leq 2 \mathbb{E} \left[ \left\| \partial F(X_{(T+1)q}; \xi_{(T+1)q}) - \partial F(X_{T_q}; \xi_{T_q}) \right\|^2 \right] + 2 \mathbb{E} \left[ \sum_{k=T_q+1}^{(T+1)q-1} [\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k)] \right]$$

$$\leq 2 \mathbb{E} \left[ \sum_{k=T_q+1}^{(T+1)q-1} \left[ \partial F(X_k; \xi_{(T+1)q}) - \partial F(X_{k-1}; \xi_{(T+1)q}) \right] + \partial F(X_{T_q}; \xi_{(T+1)q}) - \partial F(X_{T_q}; \xi_{T_q}) \right]$$

$$\leq 4 \mathbb{E} \left[ \sum_{k=T_q+1}^{(T+1)q} \left[ \partial F(X_k; \xi_{(T+1)q}) - \partial F(X_{k-1}; \xi_{(T+1)q}) \right] \right] + 2(q-1) \mathbb{E} \left[ \left\| \partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k) \right\|^2 \right]$$

$$\leq 8 \mathbb{E} \left[ \left\| \partial F(X_{(T+1)q}; \xi_{(T+1)q}) - \partial F(X_{T_q}; \xi_{T_q}) \right\|^2 \right] + 2(q-1) \mathbb{E} \left[ \left\| \partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k) \right\|^2 \right].$$
Then, we have

\[
(\begin{align*}
(6q - 2)L^2 (T+1)q & \leq \frac{1}{S_2} \sum_{k=T_q+1}^n \sum_{i=1}^n \mathbb{E}\|x_{k,i} - x_{k-1,i}\|^2 + \frac{16\sigma^2}{S_1}.
\end{align*})
\]

Then, we have

\[
(\begin{align*}
(T+1)q \sum_{k=T_q+1}^n \sum_{i=1}^n & \mathbb{E}\|l_{k,i}\|^2 \\
& \leq \eta^2 \sum_{k=T_q+1}^{(T+1)q-1} \mathbb{E}\|\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k)\|_F^2 + \eta^2 \mathbb{E}\|\partial F(X_{(T+1)q}; \xi_{(T+1)q}) - G_{(T+1)q-1}\|_F^2 \\
& \leq \frac{L^2 \eta^2}{S_2} \sum_{k=T_q+1}^{(T+1)q-1} \sum_{i=1}^n \mathbb{E}\|x_{k,i} - x_{k-1,i}\|^2 + \frac{(6q - 2)\eta^2 L^2}{S_2} \sum_{k=T_q+1}^n \sum_{i=1}^n \mathbb{E}\|x_{k,i} - x_{k-1,i}\|^2 + \frac{16\eta^2 \sigma^2}{S_1} \\
& \leq 6q\eta^2 L^2 \sum_{k=T_q+1}^{(T+1)q} \sum_{i=1}^n \mathbb{E}\|x_{k,i} - x_{k-1,i}\|^2 + 16\eta^2 \sigma^2.
\end{align*})
\]

In conclusion, we have

\[
(\begin{align*}
\sum_{k=1}^{K-1} \sum_{i=2}^n & \mathbb{E}\|l_{k,i}\|^2 \leq \frac{1}{T_q} \sum_{k=K_0+1}^n \mathbb{E}\|g_{k,i}\|^2 + \frac{16K\eta^2 \sigma^2}{qS_1} \\
& \leq 6q\eta^2 L^2 \sum_{k=1}^{K_0} \sum_{i=1}^n \mathbb{E}\|x_{k,i} - x_{k-1,i}\|^2 + 16\eta^2 \sigma^2 \\
& \leq 6q\eta^2 L^2 \sum_{k=1}^{K_0} \sum_{i=1}^n \mathbb{E}\|X_k - X_{k-1}\|_F^2 + \frac{16K\eta^2 \sigma^2}{qS_1} \\
& \leq 6q\eta^2 L^2 \sum_{k=1}^{K_0} \sum_{i=1}^n \mathbb{E}\|y_{k,i} - y_{k-1,i}\|^2 + \frac{16K\eta^2 \sigma^2}{qS_1}.
\end{align*})
\]

If \( i = 1 \), we have

\[
\mathbb{E}\|y_{k,1} - y_{k-1,1}\|^2 = n\mathbb{E}\left\| X_k \frac{1_n}{n} - X_{k-1} \frac{1_n}{n} \right\|^2 \leq n\eta^2 \mathbb{E}\left\| V_{k-1} \frac{1_n}{n} \right\|^2.
\]

If \( i \neq 1 \), we have

\[
\sum_{k=1}^{K-1} \mathbb{E}\|y_{k,i} - y_{k-1,i}\|^2 \leq \sum_{k=1}^{K-1} 2\mathbb{E}\|y_{k,i}\|^2 + \sum_{k=1}^{K-1} 2\mathbb{E}\|y_{k-1,i}\|^2 \\
\leq 4 \sum_{k=1}^{K} \mathbb{E}\|y_{k,i}\|^2.
\]

Then, we have

\[
\sum_{k=1}^{K} \sum_{i=2}^n \mathbb{E}\|y_{k,i}\|^2 \\
\leq 2C_1 n \sum_{i=2}^n \mathbb{E}\|y_{1,i}\|^2 + 2C_2 \sum_{s=1}^{K-1} \sum_{i=2}^n \mathbb{E}\|g_{s,i}\|^2 \\
\leq 2C_1 \mathbb{E}\|Y_1\|_F^2 + 2C_2 \left( \frac{6q\eta^2 L^2}{S_2} \sum_{k=1}^{K-1} \sum_{i=1}^n \mathbb{E}\|y_{k,i} - y_{k-1,i}\|^2 + \frac{16K\eta^2 \sigma^2}{qS_1} \right) \\
\leq 2C_1 \mathbb{E}\|Y_1\|_F^2 + \frac{12C_2 q\eta^2 L^2 n}{S_2} \sum_{k=1}^{K-1} \mathbb{E}\left\| V_{k-1} \frac{1_n}{n} \right\|^2 + \frac{48C_2 q\eta^2 L^2}{S_2} \sum_{k=1}^{K-1} \sum_{i=2}^n \mathbb{E}\|y_{k,i}\|^2 + \frac{32C_2 K\eta^2 \sigma^2}{qS_1} \\
\leq 2C_1 \mathbb{E}\|Y_1\|_F^2 + \frac{12C_2 q\eta^2 L^2 n}{S_2} \sum_{k=1}^{K-1} \mathbb{E}\left\| V_{k-1} \frac{1_n}{n} \right\|^2.
\[ + \frac{48C_2\eta^2 L^2}{S_2^2} \sum_{k=1}^{K-1} \sum_{i=1}^{n} \mathbb{E} \left\| \frac{X_k 1_n}{n} - x_{k,i} \right\|^2 + \frac{32C_2 \eta^2 \sigma^2}{q S_1}, \]

where in \( a, b, \) and \( c, \) we use \( 22 \) for \( \leq, 25 \) and \( 26 \) for \( \leq, \) and \( 23 \) for \( \leq. \) Therefore, using \( 23, \) we have

\[
\left( 1 - \frac{48C_2\eta^2 L^2}{S_2^2} \right) \sum_{k=0}^{K} \sum_{i=1}^{n} \mathbb{E} \left\| \frac{X_k 1_n}{n} - x_{k,i} \right\|^2 \leq 2C_1 \mathbb{E} \left\| X_1 \right\|_F^2 + \frac{12C_2\eta^2 L^2 n}{S_2} \sum_{k=1}^{K-1} \sum_{i=1}^{n} \mathbb{E} \left\| \frac{V_{k-1} 1_n}{n} \right\|^2 + \frac{32C_2 \eta^2 \sigma^2}{q S_1}\]

\[
\leq \frac{12C_2\eta^4 L^2 n}{K n DS_2} \mathbb{E} \left\| X_1 \right\|_F^2 + \left( \frac{72C_2\eta^4 L^4 q^2}{K DS_2^2} + 3q L^2 \eta^2 \right) \sum_{k=1}^{K-1} \sum_{i=1}^{n} \mathbb{E} \left\| \frac{V_{k-1} 1_n}{n} \right\|^2 + \left( 1 + \frac{192C_2 L^2 \eta^2}{n DS_1} \right) \sigma^2. \]

where we can expand \( \mathbb{E} \left\| X_1 \right\|_F^2 \) by this way.

\[
\mathbb{E} \left\| X_1 \right\|_F^2 = \mathbb{E} \left\| \left( X_0 - \eta \partial F(X_0; \xi_0) \right) W \right\|_F^2 = \mathbb{E} \left\| X_0 - \eta \partial F(X_0; \xi_0) \right\|_F^2 = \eta^2 \mathbb{E} \left\| \partial F(0; \xi_0) \right\|_F^2 = \eta^2 \sum_{i=1}^{n} \mathbb{E} \left\| \left( \nabla F_i(0; \xi_0) - \nabla f_i(0) + (\nabla f_i(0) - \nabla f(0)) + \| \nabla f(0) \right\|_F^2 = 3n \eta^2 (\sigma^2 + \zeta^2 + \| \nabla f(0) \|_F^2) \]

**Lemma 1.** Under the Assumption\([\text{7}]\) we have

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \frac{V_k 1_n}{n} \right\|^2 \leq \frac{12C_1 L^2 q}{K n DS_2} \mathbb{E} \left\| X_1 \right\|_F^2 + \left( \frac{72C_2\eta^4 L^4 q^2}{K DS_2^2} + 3q L^2 \eta^2 \right) \sum_{k=1}^{K-1} \sum_{i=1}^{n} \mathbb{E} \left\| \frac{V_{k-1} 1_n}{n} \right\|^2 + \left( 1 + \frac{192C_2 L^2 \eta^2}{n DS_1} \right) \sigma^2. \]

**Proof.** Consider the term \( \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \frac{V_k 1_n}{n} \right\|^2. \)

\[
= \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \left( -\frac{1}{n} (X_k - X_{k-1}) + \left( \partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k) \right) 1_n \right) \right\|^2
\]

\[
= \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \left( \frac{\partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k)}{n} \right) 1_n \right\|^2 + \mathbb{E} \left\| \frac{V_k 1_n}{n} - 1_n \right\|^2
\]

\[
\leq \mathbb{E} \left\| \left[ \partial f(X_k) - \partial f(X_{k-1}) \right] 1_n \right\|^2 + \mathbb{E} \left\| \left[ \partial F(X_k; \xi_k) - \partial F(X_{k-1}; \xi_k) \right] 1_n \right\|^2
\]

\[
\leq \sum_{j=1}^{k} \mathbb{E} \left\| \left[ \partial F(X_j; \xi_j) - \partial F(X_{j-1}; \xi_j) \right] 1_n \right\|^2 + \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \frac{V_k 1_n}{n} \right\|^2
\]

\[
\leq \frac{L^2}{n S_2} \sum_{j=1}^{k} \mathbb{E} \left\| x_{j,i} - x_{j-1,i} \right\|^2 + \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \frac{V_k 1_n}{n} \right\|^2
\]

\[
\leq \sum_{j=1}^{k} \frac{L^2}{n S_2} \sum_{i=1}^{n} \mathbb{E} \left\| x_{j,i} - x_{j-1,i} \right\|^2 + \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \frac{V_k 1_n}{n} \right\|^2
\]

\[
\leq \sum_{j=1}^{k} \frac{L^2}{n S_2} \sum_{i=1}^{n} \mathbb{E} \left\| x_{j,i} - x_{j-1,i} \right\|^2 + \mathbb{E} \left\| \frac{\partial f(X_k) 1_n}{n} - \frac{V_k 1_n}{n} \right\|^2
\]
Summing from \( k = k_0 \) to \( k = K - 1 \), we have

\[
\sum_{k=k_0}^{K-1} E \left\| \frac{\partial f(X_k)1_n}{n} - \frac{V_k1_n}{n} \right\|^2
\]

\[
\leq \sum_{k=k_0+1}^{K-1} \sum_{j=k_0+1}^{k} \frac{3L^2}{nS_2^2} \sum_{i=1}^{n} \left[ E \left\| \frac{X_{j1_n}}{n} - x_{j,i} \right\|^2 + E \left\| \frac{X_{j-11_n}}{n} - x_{j-1,i} \right\|^2 + E \left\| \frac{X_{j1_n}}{n} - \frac{X_{j-11_n}}{n} \right\|^2 \right]
\]

\[
+ \sum_{k=k_0}^{K-1} E \left\| \frac{\partial f(X_k)1_n}{n} - \frac{V_k1_n}{n} \right\|^2.
\]

Consider the term \( E \left\| \frac{\partial f(X_{k_0})1_n}{n} - \frac{V_{k_0}1_n}{n} \right\|^2 \),

\[
= E \left\| \frac{\partial f(X_{k_0})1_n}{n} - \left[ \frac{X_{k_0} - X_{k_0-1}}{-\eta} + \partial F(X_{k_0};\xi_{k_0}) - G_{k_0-1} \right] \frac{1_n}{n} \right\|^2
\]

\[
= E \left[ \left\| \frac{\partial f(X_{k_0})1_n}{n} - \frac{\partial F(X_{k_0};\xi_{k_0})1_n}{n} \right\| - \left\| \frac{X_{k_0} - X_{k_0-1}}{-\eta} + \partial F(X_{k_0};\xi_{k_0}) - G_{k_0-1} \right\| \right] \frac{1_n}{n} \right\|^2
\]

\[
\leq \frac{1}{n} \sum_{i=1}^{n} E \left\| \nabla f_i(x_{k_0,i}) - \nabla f_i(x_{k_0,i};\xi_{k_0,i}) \right\|^2
\]

\[
\leq \frac{\sigma^2}{S_1^2}.
\]

Therefore, we have

\[
\sum_{k=0}^{K-1} E \left\| \frac{\partial f(X_k)1_n}{n} - \frac{V_k1_n}{n} \right\|^2
\]

\[
\leq \frac{6L^2q}{nS_2^2} \sum_{k=0}^{K-1} \sum_{i=1}^{n} \left\| \frac{X_{k1_n}}{n} - x_{k,i} \right\|^2 + \frac{3qL^2\eta^2}{S_2} \sum_{k=0}^{K-1} E \left\| \frac{V_k1_n}{n} \right\|^2 + K \frac{\sigma^2}{S_1^2},
\]

where in \( \leq \), we use \( E \left\| \frac{\partial f(X_{k_0})1_n}{n} - \frac{V_{k_0}1_n}{n} \right\|^2 \leq \frac{\sigma^2}{S_1^2} \).

Applying Lemma 2, we have

\[
\sum_{k=0}^{K-1} E \left\| \frac{\partial f(X_k)1_n}{n} - \frac{V_k1_n}{n} \right\|^2
\]
Proof. For the on-line case, set the parameters

\[ \frac{12C_1 L^2 q}{nS_2 E} \|X_1\|_F^2 + \left( \frac{72C_2 \eta^4 L^2 q^2}{S_2} + \frac{3qL^2 \eta^2}{S_2} \right) \frac{1}{K} \sum_{k=1}^{K-1} \mathbb{E} \left\| V_{k-1} \frac{1}{n} \right\|^2 + \left( 1 + \frac{192C_2 L^2 \eta^2}{nS_1} \right) \frac{K \sigma^2}{S_1}. \]

Therefore, we have

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left\| \nabla f \left( \frac{X_k}{n} \right) - \frac{V_k}{n} \right\|^2 \\
\leq \frac{12C_1 L^2 q}{KnS_2 E} \|X_1\|_F^2 + \left( \frac{72C_2 \eta^4 L^2 q^2}{KSD_2^2} + \frac{3qL^2 \eta^2}{K} \right) \sum_{k=1}^{K-1} \mathbb{E} \left\| V_{k-1} \frac{1}{n} \right\|^2 + \left( 1 + \frac{192C_2 L^2 \eta^2}{nS_1} \right) \frac{K \sigma^2}{S_1}. 
\]

\[ \square \]

**Theorem 1.** For the on-line case, set the parameters \( S_1, S_2, \eta \) and \( q \). Then under the Assumption \([\square]\) for Algorithm DCSPIDER-SFO, we have

\[ \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \left\| \nabla f \left( \frac{X_k}{n} \right) \right\|^2 + \frac{M}{K} \sum_{k=0}^{K-1} \mathbb{E} \left\| V_k \frac{1}{n} \right\|^2 \\
\leq \frac{2E[f(X_k/n) - f^n]}{\eta K} + \left( 1 + \frac{32C_2 L^2 \eta^2}{qS_2 D} + \frac{192C_2 L^2 \eta^2}{nS_1 S_2 D} \right) \frac{2\sigma^2}{S_1} \\
+ \frac{3\eta^2}{K} \left( \frac{4L^2 C_1}{D} + \frac{24L^2 C_1 \eta q}{DS_2} \right) (\sigma^2 + \zeta^2 + \|\nabla f(0)\|^2). \]

where \( D, C_2 \) are defined in Lemma \([\square]\) and \( M := \left( 1 - L\eta - \frac{6qgL^2 \eta^2}{S_2} - \frac{144C_2 L^4 \eta^2 q^2}{DS_2^2} - \frac{24C_2 g^4 L^4}{S_2 S_1} \right) \).

Proof:

\[
\mathbb{E} f \left( \frac{X_{k+1}}{n} \right) = \mathbb{E} f \left( \frac{(X_k W - \eta V_k)}{n} \right) \\
\leq \mathbb{E} \left( \frac{X_k}{n} - \eta \mathbb{E} \left( \frac{V_k}{n} \right) \right)^2 + \frac{L\eta^2}{2} \mathbb{E} \left\| V_k \frac{1}{n} \right\|^2 \]

\[ = \mathbb{E} \left( \frac{X_k}{n} - \eta \mathbb{E} \left( \frac{V_k}{n} \right) \right)^2 + \frac{\eta^2}{2} \mathbb{E} \left\| \nabla f \left( \frac{X_k}{n} \right) - \frac{V_k}{n} \right\|^2 + \frac{L\eta^2}{2} \mathbb{E} \left\| V_k \frac{1}{n} \right\|^2 \]

\[ = \mathbb{E} \left( \frac{X_k}{n} - \eta \mathbb{E} \left( \frac{V_k}{n} \right) \right)^2 + \frac{\eta^2}{2} \mathbb{E} \left\| \nabla f \left( \frac{X_k}{n} \right) - \frac{V_k}{n} \right\|^2. \] (27)

We discuss the terms \( \mathbb{E} \left\| \nabla f \left( \frac{X_k}{n} \right) - \frac{\partial f(X_k)}{n} \right\|^2 \) and \( \mathbb{E} \left\| V_k \frac{1}{n} - \frac{\partial f(X_k)}{n} \right\|^2 \).

\[
\sum_{k=0}^{K-1} \mathbb{E} \left\| \nabla f \left( \frac{X_k}{n} \right) - \frac{\partial f(X_k)}{n} \right\|^2 \\
\leq \sum_{k=0}^{K-1} \frac{1}{n} \sum_{i=1}^{n} \left\| \nabla f \left( \frac{X_k}{n} \right) - f_i(x_{k,i}) \right\|^2 \\
\leq \sum_{k=0}^{K-1} \frac{L^2}{n} \sum_{i=1}^{n} \left\| X_k - x_{k,i} \right\|^2 \]

\[ \leq \frac{2L^2 C_1 E \|X_1\|_F^2}{Dn} + \frac{12C_2 g^4 L^4}{S_2 D} \frac{K-2}{2} \sum_{k=0}^{K-2} \mathbb{E} \left\| V_k \frac{1}{n} \right\|^2 + \frac{32C_2 K \eta^2 \sigma^2 L^2}{qS_1 Dn}. \]
Using (29), it implies that
\[
\eta \leq E \left\| \sum_{k=0}^{K-1} E \left( \frac{\nabla f (X_k 1_n)}{n} - \frac{V_k 1_n}{n^2} \right) \right\|^2
\]
\[
\leq 2 \left\| \sum_{k=0}^{K-1} E \left( \frac{\nabla f (X_k 1_n)}{n} - \frac{\nabla f (X_{k+1} 1_n)}{n} \right) \right\|^2 + \frac{32C_2 \eta^2 \sigma^2 L^2}{q S_1 D_n},
\]
where in \( \leq \), we use Lemma 4 and \( D = 1 - \frac{48C_2 \eta^2 L^2}{S_2} \).

Applying Lemma 4 and Lemma 1, we have
\[
\sum_{k=0}^{K-1} E \left\| \nabla f \left( \frac{X_k 1_n}{n} \right) - \frac{V_k 1_n}{n^2} \right\|^2
\leq 2 \left( \frac{2L^2 C_1 E \|X_1\|^2}{D_n} + \frac{12C_2 \eta^4 L^4}{S_2 D} \sum_{k=0}^{K-1} E \left\| \frac{V_k 1_n}{n^2} \right\|^2 + \frac{32C_2 \eta^2 \sigma^2 L^2}{q S_1 D_n} \right)
\]
\[
+ 2 \left( \frac{6L^2 q}{S_2} \sum_{k=1}^{K-1} \sum_{i=1}^{n} \left\| X_k 1_n - x_{k,i} \right\|^2 + \frac{3q L^2 \eta}{S_2} \sum_{k=0}^{K-1} E \left\| \frac{V_k 1_n}{n^2} \right\|^2 + \frac{K \sigma^2}{S_1} \right)
\]
\[
\leq \left( \frac{4L^2 C_1}{D_n} + \frac{24L^2 C_1 q}{DS_2 n} \right) E \|X_1\|^2 + \frac{6q L^2 \eta^2}{S_2} + \frac{144C_2 \eta^4 L^4}{DS_2^2} + \frac{24C_2 \eta^4 L^4}{DS_2} \sum_{k=0}^{K-1} E \left\| \frac{V_k 1_n}{n^2} \right\|^2
\]
\[
+ 2 \left( 1 + \frac{32C_2 \eta^2 \eta^2}{nq D} + \frac{192C_2 \eta^2 \eta^2}{nS_2 D} \right) \frac{K \sigma^2}{S_1}.
\]

where if \( \eta \leq \), we use 4 and \( D = 1 - \frac{48C_2 \eta^2 L^2}{S_2} \).

Summing (27) from \( k = 0 \) to \( k = K - 1 \), we have
\[
\sum_{k=0}^{K-1} \frac{\eta}{2} E \left\| \nabla f \left( \frac{X_k 1_n}{n} \right) \right\|^2 + \sum_{k=0}^{K-1} \frac{\eta}{2} \left( 1 - L \eta - \frac{6q L^2 \eta^2}{S_2} - \frac{144C_2 \eta^4 L^4}{DS_2^2} - \frac{24C_2 \eta^4 L^4}{DS_2} \right) \sum_{k=0}^{K-1} E \left\| \frac{V_k 1_n}{n^2} \right\|^2
\leq E \left[ f \left( \frac{X_0 1_n}{n} \right) - f^* \right] + \frac{\eta}{2} \left( \frac{4L^2 C_1}{D_n} + \frac{24L^2 C_1 q}{DS_2 n} \right) E \|X_1\|^2 + \frac{\eta}{2} \left( 1 + \frac{32C_2 \eta^2 \eta^2}{nq D} + \frac{192C_2 \eta^2 \eta^2}{nS_2 D} \right) \frac{2K \sigma^2}{S_1}.
\]

Since \( E \|X_1\|^2 \leq 3n \eta^2 (\sigma^2 + \zeta^2 + \|\nabla f (0)\|^2) \), we have
\[
\sum_{k=0}^{K-1} \frac{\eta}{2} E \left\| \nabla f \left( \frac{X_k 1_n}{n} \right) \right\|^2 + \frac{\eta}{2} \left( 1 - L \eta - \frac{6q L^2 \eta^2}{S_2} - \frac{144C_2 \eta^4 L^4}{DS_2^2} - \frac{24C_2 \eta^4 L^4}{DS_2} \right) \sum_{k=0}^{K-1} E \left\| \frac{V_k 1_n}{n^2} \right\|^2
\leq E \left[ f \left( \frac{X_0 1_n}{n} \right) - f^* \right] + \frac{\eta}{2} \left( 1 + \frac{32C_2 \eta^2 \eta^2}{nq D} + \frac{192C_2 \eta^2 \eta^2}{nS_2 D} \right) \frac{2K \sigma^2}{S_1}
\]
\[
+ \frac{3n^3 \eta^2}{2} \left( \frac{4L^2 C_1}{D_n} + \frac{24L^2 C_1 q}{DS_2 n} \right) (\sigma^2 + \zeta^2 + \|\nabla f (0)\|^2).
\]

Let \( M = \left( 1 - L \eta - \frac{6q L^2 \eta^2}{S_2} - \frac{144C_2 \eta^4 L^4}{DS_2^2} - \frac{24C_2 \eta^4 L^4}{DS_2} \right) \). We have
\[
\frac{1}{K} \sum_{k=0}^{K-1} E \left\| \nabla f \left( \frac{X_k 1_n}{n} \right) \right\|^2 + \frac{M}{K} \sum_{k=0}^{K-1} E \left\| \frac{V_k 1_n}{n^2} \right\|^2
\leq \frac{2E [f \left( \frac{X_0 1_n}{n} \right) - f^*]}{\eta K} + \left( 1 + \frac{32C_2 \eta^2 \eta^2}{nq D} + \frac{192C_2 \eta^2 \eta^2}{nS_2 D} \right) \frac{2 \sigma^2}{S_1}
\]
\[
+ \frac{3n \eta^2}{K} \left( \frac{4L^2 C_1}{D_n} + \frac{24L^2 C_1 q}{DS_2} \right) (\sigma^2 + \zeta^2 + \|\nabla f (0)\|^2).
\]
proof of Corollary 1

Corollary 1. Set the parameters $S_1 = \frac{2^2}{\sigma^2}, S_2 = \frac{q}{\epsilon}, q = \frac{q}{\epsilon}$, and $\eta < \min\left(\frac{1+\sqrt{13}}{4L}, \frac{1}{8\sqrt{3}L}\right)$ and $K = \left\lfloor \frac{1}{\epsilon^2} \right\rfloor + 1$. Then under the Assumption\footnote{Assumption} running Algorithm D-SPIDER-SFO for $K$ iterations, we have

$$\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left| \nabla f \left( \frac{X_k 1_n}{n} \right) \right|^2 \leq 3\epsilon^2 + \frac{48C_2 L^2 \eta^2 \epsilon^3}{nD\sigma},$$

where

$$I := \frac{2\mathbb{E}[f(\frac{X_k 1_n}{n}) - f^*]}{\eta} + \frac{84C_1 L^2 \eta^2}{D}(\sigma^2 + \xi^2 + \|\nabla f(0)\|^2),$$

The gradient cost is bounded by $2\sigma\epsilon^{-3} + 2\sigma^2\epsilon^{-2}$.

Proof. Since $S_1 = \frac{2^2}{\sigma^2}, S_2 = \frac{q}{\epsilon}, q = \frac{q}{\epsilon}$ and $\eta < \min\left(\frac{1+\sqrt{13}}{4L}, \frac{1}{8\sqrt{3}L}\right)$, we have

$$\frac{1}{4} - \frac{L\eta - 6qL^2\eta^2}{S_2} > \frac{1}{2},$$

and

$$\frac{1}{2} - 48C_2 L^2 \eta^2 + 48C_2 L^3 \eta^3 > 0,$$

that is,

$$1 - L\eta - \frac{6qL^2\eta^2}{S_2} - 48C_2 L^2 \eta^2 + 48C_2 L^3 \eta^3 > 0.$$

Since $1 - L\eta - \frac{6qL^2\eta^2}{S_2} - 48C_2 L^2 \eta^2 + 48C_2 L^3 \eta^3 + 120C_2 L^4 \eta^4$ equals $1 - L\eta - \frac{6qL^2\eta^2}{S_2} - 48C_2 L^2 \eta^2 + 48C_2 L^3 \eta^3 + 120C_2 L^4 \eta^4 > 0$, we have $M > 0$. Therefore, we have

$$\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left| \nabla f \left( \frac{X_k 1_n}{n} \right) \right|^2 \leq \frac{2\mathbb{E}[f(\frac{X_k 1_n}{n}) - f^*]}{\eta} + \left(1 + \frac{32C_2 L^2 \eta^2}{nqD} + \frac{192C_2 L^2 \eta^2}{nS_2 D} \right) \frac{2\sigma^2}{S_1},$$

$$+ \frac{3\eta^2}{K} \left( \frac{4L^2 C_1}{D} + \frac{24L^2 C_2 q}{DS_2} \right) \left(\sigma^2 + \xi^2 + \|\nabla f(0)\|^2\right).$$

Let $l = \left(3\eta^2 \left( \frac{4L^2 C_1}{D} + \frac{24L^2 C_2 q}{DS_2} \right) \right) \left(\sigma^2 + \xi^2 + \|\nabla f(0)\|^2\right) + \frac{\mathbb{E}[f(\frac{X_k 1_n}{n}) - f^*]}{\eta}$ and $K = \left\lfloor \frac{1}{\epsilon^2} \right\rfloor + 1$. We have

$$\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left| \nabla f \left( \frac{X_k 1_n}{n} \right) \right|^2 \leq 3\epsilon^2 + \frac{48C_2 L^2 \eta^2 \epsilon^3}{nD\sigma},$$

where

$$I := \frac{2\mathbb{E}[f(\frac{X_k 1_n}{n}) - f^*]}{\eta} + \frac{84C_1 L^2 \eta^2}{D}(\sigma^2 + \xi^2 + \|\nabla f(0)\|^2).$$

Finally, we compute the gradient cost for finding an $\epsilon$-approximated first-order stationary point.

$$\left( \left\lfloor \frac{K}{q} \right\rfloor + 1 \right) \cdot ((q-1)S_2 + S_1) \leq \frac{K}{q} (q-1)S_2 + \frac{KS_1}{q} + (q-1)S_2 + S_1$$

$$\leq KS_2 + \frac{KS}{q} + qS_2 - S_2 + S_1$$

$$\leq \left( \frac{1}{\epsilon^2} + 1 \right) \sigma \epsilon + \frac{l\sigma}{\epsilon^2} + \frac{l\sigma^2}{\epsilon^2} + \frac{\sigma}{\epsilon^2} + \frac{\sigma^2}{\epsilon^2}$$

$$\leq \frac{2l\sigma}{\epsilon^2} + \frac{2\sigma^2}{\epsilon^2} + \frac{\sigma}{\epsilon} - \frac{1}{\epsilon^2},$$

i.e., the gradient cost is bounded by $O\left(\frac{2l\sigma}{\epsilon^2} + \frac{2\sigma^2}{\epsilon^2} + \frac{\sigma}{\epsilon}\right)$. We complete the proof of the computation complexity of D-SPIDER-SFO. \qed
Experiments

Figure 3: 3 is the experiments on CPU cluster with 8 nodes.

**Hyper-parameters:** For D-PSGD and C-PSGD, we use minibatch of size 128, that is, minibatch of size 16 for each node and tune the constant learning rate \( \eta \sqrt{K/n} \). For D-SPIDER-SFO and C-SPIDER-SFO, we set \( S_1 = 256, S_2 = 16, q = 16 \) for each node and tune the learning rate for \( \{0.1, 0.05, 0.01, 0.005, 0.001\} \).