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Visualization plays a vital role in making sense of complex network data. Recent studies have shown the potential of using extended reality (XR) for the immersive exploration of networks. The additional depth cues offered by XR help users perform better in certain tasks when compared to using traditional desktop setups. However, prior works on immersive network visualization rely on mostly static graph layouts to present the data to the user. This poses a problem since there is no optimal layout for all possible tasks. The choice of layout heavily depends on the type of network and the task at hand. We introduce a multi-layout approach that allows users to effectively explore hierarchical network data in immersive space. The resulting system leverages different layout techniques and interactions to efficiently use the available space in VR and provide an optimal view of the data depending on the task and the level of detail required to solve it. To evaluate our approach, we have conducted a user study comparing it against the state of the art for immersive network visualization. Participants performed tasks at varying spatial scopes. The results show that our approach outperforms the baseline in spatially focused scenarios as well as when the whole network needs to be considered.
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1 INTRODUCTION

Network data represents relations of interest between entities in a domain under study. It is commonly found in a variety of areas such as sociology, computational biology, ecology, to epidemiology and many others. Building effective visualizations is essential for the analysis and understanding of network data. Many network datasets are quite complex and visualizing them is often the only way to produce insightful analyses. Such networks contain a myriad of nodes and links which themselves form group and sub-group structures within the data. Group structures often arise from similarities in certain node attributes or are formed based on strong connectivity in parts of a network. Depending on the network’s semantics, these groups—often called communities—can represent anything from circles of friends in a social network to similar types of bacteria in a biological network.

Exploring the community structure of a network using the methods commonly found in most graph drawing disciplines might yield sub-optimal results [57, 63]. The community structure might not be apparent, and conventional representations and interaction methods might not suffice to provide deeper insight. For example, looking at a social network as a conventional node-link diagram, where the nodes are simply connected by lines, might not reveal the intricate interactions between social sub-communities that are inherent to the data.
There have been efforts to cater to analysts’ needs by developing layout techniques and visual de-cluttering methods that improve the legibility and highlight the community structure of a network [57]. However, most of the methods are designed for 2D displays. For instance, a common task for group-based network visualization is to find the number of neighboring communities or to identify the group with the highest group-degree (connected to the most other groups) [48]. Such tasks require users to navigate among multiple communities. In a 2D setting, users need to pan and zoom frequently in large networks due to visual clutter.

Recent years have seen an advance in three-dimensional rendering and layout of networks [3]. Particularly, stereoscopic displays and head-mounted (HMD) virtual reality (VR) devices and similar immersive technologies were successfully used to facilitate network analysis [59–61]. Although they rarely go beyond simple node-link representations, these works pioneered the field, underscoring the potential of such applications. More recent work has started exploring in-depth the possibilities of network rendering in VR [36]. With the devices that offered these new prospects came a new means of interaction. Motion controls promoted the development of novel interaction designs for virtual environments [29]. Even in immersive space, there is no single optimal graph layout or interaction method for all tasks. Despite this fact, prior work has only been focused on rendering networks using single, static layouts with minimal interaction, relying solely on the perceptual advantages of immersive VR to justify their designs.

In our work, we introduce a multi-layout approach to visualizing network data in VR. We created an interactive suite of graph layouts that helps solve a wide variety of tasks and offers the cognitive advantages of immersive VR. Using the space available in VR we are able to present, combine and juxtapose multiple graph layouts—something that is not easily possible in screen-based applications. This kind of approach caters to cognitive requirements that are associated with analyzing a network at different scopes. Layouts range from overview summaries of the whole network to detailed projections of single communities—all while visually preserving their context in the dataset. The choice of layouts is informed by the idea of an extended overview-plus-detail workflow. Each layout is designed to be explored from an egocentric perspective. We use several previously established presentation techniques [14, 26, 31, 32, 36, 44] to create effective and clutter-free visualizations and our interactions let users engage with and navigate between the different layouts.

We conducted a user study comparing our design against the state of the art for immersive network visualization. The results of our evaluation show that although our multi-layout approach might not be suited for all types of community-based tasks, it outperforms the state of the art approach in the majority of cases. Users achieve significantly higher accuracy in the same time in spatially focused tasks as well as in scenarios that require attention to the whole network. Our work is another pivotal step towards establishing virtual reality as an effective means for information visualization.

2 RELATED WORK

Our work is related to the use of virtual reality for data visualization, networks with community structures, interaction design and community-based tasks. Here, we discuss existing studies related to these topics.

2.1 Virtual Reality

Ever since 1965 when Sutherland et al. have introduced the Ultimate Display [54]—one of the first virtual reality (VR) devices—the world has seen a multitude of devices and applications of VR. However, its uses have long been confined to highly specialized research and industry applications due to high cost of devices and development [56]. Today, VR has matured and is marketed heavily by the entertainment industry [18, 28, 49, 52] which has led to the development of cost-effective and widely available devices.

With the recent advances, the scientific community has also embraced VR as a means for data visualization, education, and training [8]. Early adopters such as NASA have shown the value of using VR in wind tunnel simulations [9]. Later on, it has been used for volume rendering [22, 50, 51], trajectory analysis [30], diagnostic colonoscopy [42, 43] and even archaeology [4], to name a few. We refer the interested reader to Mariott et al.’s [38] detailed analysis of the potential uses of immersive visualizations for more examples. This new domain of research is far from exhausted. As more and more researchers engage with VR, it becomes clear what type of tasks and representations work in VR and which ones do not [40]. While there exist several recommendations for how VR may be applied to data visualization [7, 9, 56], there are no unified guidelines to do so.

2.2 Network Communities and Tasks

There are many factors that can add complexity to a simple network. Nodes can have a set of attributes, and edges can be weighted and/or directed. All of these additional data can be used to infuse the network with more structure. A common practice is to group nodes based on shared attribute values. The result is a hierarchical structure—a community structure. Nodes are said to be part of the same community if they share similarities in some attribute. The leaf nodes in the hierarchy correspond to the nodes of the original network. The higher-level nodes in the hierarchy are called meta-nodes, which form groups by aggregating their lower levels.

Tasks performed on regular networks have been thoroughly categorized [2, 37]. These taxonomies, however, do not concern themselves with community-based networks. Saket et al. [48] have compiled a taxonomy specific to community-related tasks. The tasks they describe are the ones commonly used to evaluate visualizations of networks with group structures. In other cases, it is important to identify communities in networks rather than operating on them. Fortunato et al. [19] give an exhaustive overview of this topic. Gref- fard et al. [20] have investigated the potential of stereoscopy while Cordeil et al. [11] have compared different types of immersive technology for these types of tasks. Although this proves the potential of VR in that area, we limit ourselves to the type of tasks formerly described [48], where communities are already established.
Table 1. Overview of existing work in the domain of immersive graph visualizations. Works are shown in terms of used graph layouts and supported tasks. Task names are based on Lee et al.’s taxonomy of graph tasks [37] and Saket et al.’s work on group-level tasks [48] and tasks found in cited work have been categorized to best match items in this table. Red cells indicate task-layout combinations that have not been discussed in prior work, while yellow highlights items that have been considered but are not supported by our design. Hues of green indicate items that are supported by our design.

| Tasks                     | Low-Level | Adjacency | Connectivity | Common Connection | Attributes on Nodes | Follow Path | Revisit | Group Only Tasks | Group-Link Tasks |
|---------------------------|-----------|-----------|--------------|-------------------|---------------------|-------------|---------|------------------|------------------|
| 2D Force-Directed Layout  | Ours, [1, 21] | Ours, [21] | Ours, [15, 29] | Ours, [29]        | Ours, [59, 60, 61] | Ours, [29] | Ours, [36] | Ours, [1]         | Ours             |
| 3D Force-Directed Layout  | Ours, [15, 29] | Ours, [1]  | Ours, [35] | Ours, [36]        | Ours, [29]        | Ours, [15] | Ours, [10] | Ours, [29]       | Ours             |
| 3D Spherical Layout       | Ours      | Ours      | Ours         | Ours              | Ours              | Ours        | Ours     | Ours             | Ours             |

2.3 Community Drawing

Drawing networks with complex community structures poses a challenge. General networks are traditionally drawn using force-directed layouts [34]. These common methods often fail to communicate the community structure of a hierarchical network. There have been efforts to develop layouts to accommodate a hierarchical network [57]. Several studies, such as Johnson et al. [33], Bourqui et al. [6], Itoh et al. [31] or Didimo et al. [14], have introduced layout methods for the disjoint, hierarchical type of networks described by Vehlow et al. [57]. The proposed methods emphasize the community structure by either leaving out some edges and trying to maximize the available space [33], by using recursive space division to group similar nodes using multi-level force-directed layouts [6], or by combining different methods to layout the graph and communities separately [31]. Others have focused on improving performance of existing approaches [14].

Another challenge in network visualization is handling a large number of edges. A common technique to overcome visual complexity is edge bundling. Edges will appear as bundles in parts where they share similar trajectories. A number of authors have developed ways to achieve this bundling effect [17, 26, 27, 45]. Holten [26] has proposed a method to apply edge bundling to hierarchical networks by taking advantage of common meta-nodes among leaf nodes that share the same attributes. We deal with networks that are inherently hierarchical, however rendering the network in 3D requires special considerations for occlusions, layout, and projections as shown by Kwon et al. [36]. In this project we adapt some of the layout as well as bundling techniques [14, 26, 31, 36] to de-clutter the network in VR space.

2.4 3D Network Visualization

Visualizing abstract data in three dimensions bears many problems. Although there have been attempts of visualizing networks in 3D [44, 46, 47, 66], they invariably suffer from occlusion and the need for additional depth cues [25] when displayed on two-dimensional viewing devices (such as a standard computer monitor or display wall). This is why the topic has not received as much attention in recent years. The depth cues available to 3D renderings projected to 2D space are limited to occlusions, motion parallax and shading [13, 58]. However, the introduction of stereoscopic viewing and VR has brought new possibilities to this field. These new technologies allow users to freely move about and explore the data. Most importantly, immersive displays offer an additional depth cue: binocular disparity. McIntire et al. [40] have shown that this can improve task performance in visualization tasks. Network visualizations are particularly suitable, as improved task performance was observed in multiple studies [59–61]. Aside from low-level tasks like the ones that the former authors investigated, community identification tasks have also been shown to benefit from stereoscopy [20].

Works in this area have since matured and explored more ways to handle networks in three-dimensional space. Kwon et al. [36] have analyzed different projection methods for spherical layouts to maximize space utilization in VR. Büssel et al. [10] have compared the suitability of different edge styles in AR. Others have investigated possibilities of novel interaction design for those environments [1, 21, 29, 35, 53]. In terms of interaction, our work is most closely related to the works of Alper et al. [1], Kotlarek et al. [35], and Sorger et al. [53]. Their proposed interaction techniques have inspired us to build on top of the ideas of overview and detail and stereoscopic highlighting. Huang et al. [29] have explored the feasibility of gesture controls in virtual reality. Different navigation interactions have been compared by Drogemueller et al. [15]. Both the gestures and navigation paradigms lend themselves excellently for more complex interactions or for systems that feature a broad array of simultaneously available functions.
3 METHODS
Virtual reality (VR) allows for intuitive exploration of 3D space. We leverage the additional depth cues to present the data to the user. However, no graph layout method is universally applicable for all possible tasks, even with these perceptual advantages. We present a multi-layout approach that lets users interactively adapt the layout of a hierarchical network and its communities as she sees fit for the task at hand. Specifically, we propose a suite of four layouts that maximize the utility of available space in VR. To the best of our knowledge and in contrast to prior work on immersive network visualization, our novel visualization design is the only one to support a broad variety of tasks and layouts (Table 1).

3.1 Multi-Layout Suite
Our system comprises four views. Each view shows all the data but emphasizes different aspects of the network and is intended to support different tasks. Prior work is limited to single layouts or simple overview plus detail concepts, supporting only a limited number of tasks. With our approach, we hope to bridge the gaps and provide users with a system that facilitates efficient graph exploration and task completion. For our design, we picked four views that are orthogonal in their utility to that end. Each layout reveals a different aspect of the network, and the flow between them is organized by level of detail, ranging from a broad overview down to a layout that allows detailed inspection of single nodes and links. This workflow expands on the idea of overview plus detail by breaking it up into multiple levels. In addition to that, the choice for these four layouts and the drill-down workflow was informed by available task taxonomies [37, 48] which suggest the need for attention on multiple levels of detail—especially for networks with group structures. With this suite of layouts, we expect users to be able to efficiently solve such tasks. Table 1 highlights the capabilities of our systems and terms of graph layouts and supported network tasks. It puts our contribution into perspective with prior work in network analysis.

To get a general impression of the data, a miniature overview of the network is placed in front of the user (Figure 2 (a)). After an initial inspection of the network, the user can expand this view into a larger spherical projection that stretches the horizon and makes optimal use of the available space (Figure 2 (b)). In this view, communities and their general connectivity become more apparent. The user might decide to explore one or more of them in more detail. Selecting communities will expand its nodes into a separate three-dimensional force-directed layout that descends to the user for closer inspection (Figure 2 (c)). Finally, this floating layout can be projected to the floor below the user, where it further expands
into a flat 2D layout taking up most of the user’s field of view (Figure 2 (d)).

In conjunction, these layouts constitute a continuous workflow that takes the user from a high-level view of the whole network down to the level of single nodes within a community. In the following sections, we discuss each layout and their interactions in more detail. Each section is accompanied by a real-life use-case scenario based on one of our datasets [62]. The data represents the nervous system of a C. Elegans worm encoded as a network. Each node represents a neuron. Edges indicate functional connections between those neurons. We show the workflow of finding neurons with strong and diverse inter-community connectivity. For a visual tour through this workflow, please refer to the supplemental video.

3.2 Overview Layout
The overview is meant to convey a general impression of the structural properties of the hierarchical network (Figure 2 (a)). We use the H3 hyperbolic layout [44] to calculate node positions. The layout was chosen as it is especially suited for visualizing large networks with inherent group structures which is the type of network we use in this project. Links are drawn as straight lines, and color is used to encode communities. The network is scaled down to fit the user’s view comfortably and is placed in front of her at about shoulder’s height in VR space. As this view is meant to introduce the viewer to the dataset, the placement and scale were chosen such that she can freely walk around the network. The experience is similar to looking at a museum art piece in a display case from all angles. At the touch of a button on the motion controller, the miniature expands into a larger spherical layout.

**Use Case** The user identifies the overall structure of the neural network at a glance. Color coding of communities allows her to quickly identify 13 major functional groups of the nervous system. She is also able to see that some groups are more densely connected than others.

3.3 Spherical Layout
Virtual reality environments offer a vast space that surrounds the user. This layout facilitates this space to the highest degree. Spherical projections have been shown to be a suitable method of visualizing a network in virtual reality environments [36]. They use the available space by placing the user in the center of the projection and therefore providing an equidistant placement of elements in a network in relation to the user’s point of view. Aside from this factor, the field of view (FOV) utilized by the projection can impact user performance and comfort. Note that we use the term FOV to mean the horizontal and vertical angular space taken up by the layout on the sphere. The FOV of the human eye (i.e., the angular range perceptible to us at any given point in time) is fixed for each individual. By varying the FOV, the user’s level of immersion ranges from seeing the network just in front of oneself (low utilization of the sphere, low FOV) to being completely enveloped by elements of the network (full utilization of the sphere, high FOV).

Limiting the FOV can reduce exaggerated head movement and increase task performance and comfort, as shown in previous studies [36, 65]. Therefore, we decided to fixate the FOV to a value of just under 180° both horizontally and vertically.

The spherical layout constitutes only part of the technicalities since it merely projects an exiting 2D layout onto a sphere. The base layout can also affect the outcome visually. The one we chose is derived from the works of Itoh et al. [31] and Didimo et al. [14], who both investigated layout methods for hierarchically clustered networks. These networks are the same type of community-based networks that we are treating. Communities are groups of leaf nodes in a hierarchically clustered network. Nodes that share the same parent are said to be in the same community.

To calculate the clustering, we use the Louvain method for community detection [5]. For the layout, we employ much of what Itoh et al. [31] and Didimo et al. [14] have already proven to be effective. We first compute a node hierarchy with the aforementioned technique [5] which is followed by a combination of a force-directed layout [32] for the group level and a treemap layout for the overall placement of communities. The resulting layout spans the horizon around the user (Figure 2 (b)) and edge bundling visually emphasizes inter-community connection patterns.

**Use Case** After gaining an overview of the data, the user expands the layout into the spherical view. She identifies several candidate groups that stand out due to their strong bundles of edges. These groups might play a central role in the worm’s nervous system.

3.4 Floating Community Layout
In its initial state after expansion, the network and all of its communities are subject to the spherical layout described above. Upon selecting a community of interest, its layout changes from the treemap-based hybrid technique to a separate, three-dimensional, force-directed layout (Figures 1, 2 (c), 3 (b), (d), (e)). In contrast to the overall network structure, the selected community’s layout is calculated and updated continuously as it descends from the spherical projection closer towards the user. Dynamically updating the layout adds aesthetic value through fluidity in motion and smooth transitions from the group’s initial state to its final constellation. Aside from aesthetics, it offers a sense of continuity. While the new layout unravels, the user sees the nodes and their connections in different constellations. This aids the user’s understanding of the intra-group structure. Furthermore, the user can adjust the layouts arrangement—moving nodes around to get a better view of parts of the community that might be occluded. Links within the community change their style to straight edges and are rendered in clear white color. Similarly, links that connect outward to other communities are emphasized too. Connections unrelated to that particular group are subdued.

**Use Case** In this view, it is easy to discern neurons with strong external connectivity. By expanding multiple groups simultaneously, the user can find nodes that share a connection, make judgements about the interplay of neuron clusters, and identify communities that connect to a large number of other clusters.

3.5 Projected Community Layout
While inspecting a floating community, the user might want more information about the connections within a group. Depth cues available in VR can help understand a community’s structure, but there are cases where a traditional 2D projection reveals additional details.
For such cases, the user can project the group of nodes down to the ground below her. The community changes to a flat, horizontally arranged, force-directed layout [32] that fills the space below the user’s position (Figure 2 (d)). It can be viewed comfortably by looking down. Similar to the floating layout, intra-community links are pronounced. Inter-community links and unrelated connections still connect to the spherical layout above but are both greatly subdued, enabling the user to focus completely on the single community.

**Use Case** The user invokes the projected layout for a strongly connected community to spread it out across the floor. Here she has enough space to closely inspect all the nodes one by one. She identifies several nodes that have strong inter-community connectivity and records their names.

### 3.6 Interaction

Although interaction design is not a focus of this work, it was important for us to aim for high usability. Part of our design goals was to provide a set of interactions that are easy to execute yet effective at aiding the user in exploring the visualization. We decided to use the motion controls provided by the HTC Vive [28]. These controls allow developers to implement natural interactions like grabbing, pushing or pulling. In this work we deliberately decided against providing users with such gesture-based interactions. On the one hand, this was done to keep required training to a minimum. All the interactions in our system can be triggered by pressing a small set of buttons on the controllers. The other main reason for this decision was that we wanted the results of our study to be comparable to previous network visualization work in VR [1, 35, 36, 53], where inputs were also mostly realized with simple button presses. In the system, a ray is cast, originating at the controller’s position and extending towards where the user points with the controller. Previous studies have made successful use of similar techniques to enable interaction in immersive network visualizations [29, 35]. They enable users to point at and select objects, which is the main focus of our design. Much of the user’s interaction centers around selecting and inspecting nodes, communities, and their connectedness. With these things taken into consideration, we offer the following interactions:

- **Expand Network** - Transitioning from the overview to the spherical layout (Figure 2 (a), (b)).
- **Highlight Community** - Pointing at a community with the ray. The community will be highlighted by a colored circle (Figure 3 (a)).
- **Expand Community** - Expanding a highlighted community by pressing a button. The community will descend towards the user’s position stopping right in front of her (Figures 1, 2 (c), 3 (b), (d), (e)).
- **Project Community** - Projecting an expanded community will change it to a flat force-directed layout. The layout descends beneath the user taking up the available space there (Figure 2 (d)).
- **Reset Community** - Resetting an expanded community back to its condensed state. The community will float back to its original position. Nodes in the community will contract, and the rendering style of intra-community edges will revert back to curved splines.

- **Highlight Node** - Nodes can be highlighted much like the way communities are highlighted. The node and all of its edges will change color to emphasize its relation to other nodes and communities (Figure 3 (c)). This applies to all layouts so that highlighted links will always stand out even if their neighbors are heavily subdued.

![Fig. 3. Some of the interaction techniques in our system. (a) Highlight Community. (b) Expand Community. (c) Highlight Nodes. (d) Effect of expanding a single community. Links between communities are emphasized while the rest of the network is subdued. (e) Effect of expanding multiple communities. Similar effect to (d). Links between expanded communities are rendered straight.](image-url)

### 3.7 Edge Bundling

The large number of edges that we display in our system and, moreover, the unique community structure that these networks exhibit demand special considerations for rendering. Hierarchical edge bundling has been successfully used in prior work to effectively improve the legibility of hierarchical networks [26]. Recently, these techniques have been expanded to accommodate bundles in spherical layouts [36].

Our approach to bundling is inspired by previous work [26, 36]. However, these methods do not satisfy the need to distinguish between intra-community edges and inter-community edges. In our design, edges between nodes in the same community are bundled locally. On the other hand, edges that connect nodes in two different communities are rendered using the previously proposed hierarchical edge bundling techniques [26, 36]. We vary bundling strength depending on the currently active layout. Bundling strength ranges from $0.0$ to $1.0$. In the overview, edge bundling is disabled ($0.0$ bundling strength). The spherical view uses moderate bundling strength ($0.7$) to reduce visual clutter and emphasize overall connectedness between communities. When communities are expanded, their intra-community links are rendered as straight-line edges since their number is limited enough to still provide a good overview [64]. Other links in the remaining graph stay bundled ($0.7$ bundling strength). Upon invoking the projected community layout, bundling strength in the main graph is increased ($0.9$ bundling strength) to remove clutter further and help shift the focus to the projected group of nodes. In this view, intra-community links are again rendered as straight lines.
3.8 Rendering
For rendering nodes, we use GPU instancing. This can effectively reduce the number of draw calls by magnitudes. Edge positions and subsequent spline interpolations are calculated using compute shaders. Edge drawing is done by procedural draw calls available through Unity3D. The compute shader results are shared in GPU memory and are therefore available for drawing without having to transfer the data back to the CPU. To improve performance further, all edges are rendered in a single draw call. We use a regular shader to access compute shader results and generate edge geometry for the entire scene. To reduce the number of vertices, we employ billboarding so that each line segment requires only two triangles.

Fig. 4. The largest network in our tests. It contains 2646 nodes and 10455 edges.

The largest network in our tests consisted of 2646 nodes and 10455 edges (Figure 4). We achieved real-time frame-rates in VR while providing full interactivity.

4 USER STUDY
The purpose of this study is to investigate the utility of our multi-layout approach to immersive visualization of network data. Previous studies have already shown that people tend to perform better in graph tasks when working in immersive environments as compared to 2D or even monoscopic 3D environments [35, 36, 59–61]. However, these studies only consider single, static graph layouts with minimal interactivity. In this study we examine the effects of multiple, interactively connected layouts to perform such graph tasks in immersive environments.

4.1 Study Design
We conducted a study with 20 participants to investigate how our multi-layout system performs against the state of the art of immersive network visualizations [36]. To construct a baseline and ensure comparability, we chose a subset of features from our system that most closely represents the functionality of prior work [36]. The experiment was designed as a between-subject study that had participants complete several network-related tasks. There were two conditions in total. Each participant completed 1 condition × 3 networks × 5 tasks. Networks were presented in ascending order of complexity. The sequence of tasks was randomized among subjects. We recorded accuracy, time to completion, total number of interactions, and separate counts for each type of interaction.

4.1.1 Visualization Conditions. For this study, we considered two conditions:

- **MULTI** - Multi-layout suite in virtual reality. Displayed on a stereoscopic head-mounted display.
- **BASE** - State-of-the-art in immersive network visualization [36] which offers a treemap-based spherical layout for the whole network and a detail view of individual groups.

For both conditions, we used the same basic settings in our system. These includes values like edge bundling strength, edge opacity, or animation speed within and between different layouts.

The **MULTI** condition offers all the features described earlier while the **BASE** condition is modeled after Kwon et al. [36] who offered a treemap-based spherical layout in which single groups could be brought closer to the user by selecting them. Our **BASE** condition offers this same set of capabilities.

Both conditions use the same underlying hybrid layout technique for the spherical view, which is a combination of a treemap-based layout for the placement of communities and a force-directed approach [32] on the group-level. The floating layout also uses force-directed methods, each appropriate to the spatial dimensions they are shown in.

Some tasks require us to visually highlight nodes or groups of interest. Such targets are marked by a distinct, colored indicator in both conditions. In tasks involved communities, a red circle is placed around those groups. For tasks that require the attention to single nodes, we use a red fill color which is easily distinguishable from regular colors used in the rendering. In addition, nodes are also emphasized through a small halo of that same color around their perimeter.

4.1.2 Network Data. We used three different networks for the study with an additional fourth network for initial training sessions. The networks are shown in ascending order of complexity. For the purpose of this study, we label these different levels of complexity as easy, medium, and hard. The network used for training is equivalent to the easy graph in terms of complexity. The exact metrics are shown in Table 2.

|     | Nodes | Edges | Communities | H. Depth |
|-----|-------|-------|-------------|----------|
| Easy | 115   | 613   | 12          | 2        |
| Medium | 297   | 2148  | 13          | 3        |
| Hard | 1133  | 5451  | 25          | 3        |

Table 2. Network complexities in terms of number of nodes, number of edges, number of communities, and the maximum hierarchical depth of the graphs used in this study.
4.1.3 Tasks. Our tasks are based on taxonomies proposed earlier [2, 37, 48] to maximize comparability among similar studies. In our study, we categorize them based on the domain the user has to act upon. We therefore define the following task categories:

- **Intra-Community** - Task is performed in the context of a single community. Based on Lee et al. [37], Amar et al. [2], and Saket et al. [48].
- **Inter-Community** - Task has user focused on elements in multiple communities. Based on Saket et al. [48].
- **Epi-Community** - Task performed by looking at the whole population of communities. Based on Saket et al. [48].

Building upon the established taxonomies [2, 37, 48] and our newly introduced categories we, chose the following five tasks for this study.

- **CommonNeighbors** - Find Common Neighbors. In a given community, find the nodes that are shared neighbors between two nodes. (intra-community)
- **CountNodes** - Count Nodes in a Community. Given a community, count the number of nodes in it. (intra-community)
- **MaxDegreeNode** - Find Maximum Degree Node. Given four nodes in the network, find the one with the highest degree. (inter-community)
- **MaxDegreeCommunity** - Find the Maximum Degree Community. Among all communities, find the one with the highest number of outbound links. (inter-community)
- **CountCommunities** - Count number of neighboring Communities. Given a community, count the number neighboring communities. (epi-community)

Our choice of tasks was informed by two considerations. The majority of tasks should be specific to networks with group structures. Such tasks were adopted from the domain-specific task taxonomies mentioned above [48]. In addition to that, we wanted to establish a link to prior work by including some tasks from Kwon et al.’s study [36] for the purpose of comparability.

4.2 Hypotheses

Based on our task categories and related work, we defined the following hypotheses:

- **H1** - Our **MULTI** design outperforms the **BASE** version in intra-community tasks.
- **H2** - Our **MULTI** design does not outperform the **BASE** version in inter-community tasks.
- **H3** - Our **MULTI** design outperforms the **BASE** version in epi-community tasks.

We justify our choice for **H1** and **H3** based on the affordances that our layout-suite offers. The projected community layout allows users to gain more detailed insights into intra-community constellations, while the overview layout offers an at-a-glance view of the data, which we expect to be conducive to solving such tasks. For **H2**, we suspect that the split attention that is required to solve inter-community tasks outweighs the benefits of having multiple views of the data [35, 41, 55].

4.3 Apparatus

Both conditions were implemented in Unity3D. We used a HTC Vive [28] head-mounted display device (HMD) with both of the included motion controllers. The application was rendered on an NVIDIA GeForce RTX 2080 Ti graphics processor and maintained a smooth framerate of about 78 frames per second. Participants were standing in both conditions to allow for more freedom of movement. The space available for them to move around in was about 60 square feet.

4.4 Participants

For the study, we recruited 20 participants (12 female, 8 male). Ages ranged from 18 to 34. None of the participants were colorblind. Eight wore glasses, and three wore contacts. The other nine participants reported no visual impairments. The design of the HMD allowed participants to leave on their glasses when wearing it. We adjusted the fit and ocular distance of the HMD for each participant to meet individual needs.

Four rated themselves as experienced with network data, nine reported moderate knowledge, six had little knowledge and one had never worked with graphs before. As for VR, three participants were experienced users, while eight had at least tried VR before. Nine participants had never used this technology, of which one had never heard of it.

4.5 Procedure

The group of participants was randomly divided into two equally-sized subgroups of which one performed the study in the **BASE** condition while the other subgroup used the **MULTI** version. Before the start of the study, each person was informed about the possible adverse effects of using a head-mounted VR device. These include cybersickness, vertigo, eye strain, or disorientation. They were told that they could pause or exit the study at any point in time if they felt uncomfortable for any reason. Due to recent public health events, all equipment involved in the study was thoroughly disinfected between each use, proper social distancing was practiced and face masks were worn at all times.

4.5.1 Questionnaire. Participants were asked to fill out a preliminary questionnaire on demographics and prior experience with networks and virtual reality. In-between tasks, participants were required to answer questions about their experience through a set of NASA TLX [24] questions. After the completion of all the tasks, participants answered several questions to summarize their experience in the experiment. This also gave them the opportunity to provide some unstructured feedback.

4.5.2 Protocol. Each participant was allowed to verbalize their actions and thoughts during the completion of tasks. This was limited to a degree that would not impact the user’s performance. We created audio recordings to capture the dialog between the conductor and participants and “think-aloud” events during the experiment.

4.5.3 Training. Before engaging in any real tasks, participants were instructed to complete a short training. It had users perform the same types of tasks found in the real experiment on a training network. This network was less complex than most of the ones used
in the experiment and served to familiarize the participants with the nature of the tasks, the interactions and the layouts used in each condition. They were able to ask questions to clarify any issues and get feedback about the correctness of each task.

4.5.4 Experiment. In the experiment, participants were asked to complete the same kind of tasks that they knew from the training. The tasks were performed on three different networks. The networks were given in ascending order of complexity. The task order was randomized between subjects. No feedback about the correctness of the participant’s answers was given. Participants were allowed to ask the conductor for information from the training slides. After the completion of each task category, participants were asked to provide feedback concerning this specific type of task. Responses were provided verbally and recorded by the experiment conductor as to not disrupt immersion and save time on the subsequent execution of further tasks.

5 RESULTS

Null hypothesis testing (NHT) has been under some criticism in different fields due to its limitations in reporting evaluation results [12, 23]. We therefore provide confidence intervals (CI) and effect sizes in addition to traditional NHT results. Cohen’s $d$ was used to calculate effect sizes. Quantitative results, for the most part, pass normality tests and, considering the relatively low sample count, are assumed to be normal distributed. CIs were taken from the respective t-distribution.

Overall, our results show that $MULTI$ outperforms $BASE$ in terms of accuracy for the majority of tasks. Time to completion was comparable in both conditions for most tasks. This means that users were able to perform tasks more accurately in the same time when using our multi-layout approach. Both $CommonNeighbors$ and $CountNodes$ were significantly better in the $MULTI$ condition, confirming H1. The inter-community tasks did not show any significant difference, which confirms H2. Lastly, H3 is confirmed by the significantly better performance in $CountCommunities$ for $MULTI$. User feedback indicates a general preference for $MULTI$ with criticism mostly directed towards the positioning of graphs in space. In this section, we highlight the most important findings. For more data and analyses, please refer to the supplemental material.

5.1 Intra-Community Tasks

Intra-community tasks (Figure 5 (a), (b)) are locally focused and do not require users to adjust their view much. We saw significantly better overall accuracy in the $MULTI$ condition for $CommonNeighbors$ (Cohen’s $d = 1.467$, $p < 0.01$) and $CountNodes$ (Cohen’s $d = 0.659$, $p < 0.05$). For $CommonNeighbors$, overall accuracy in $BASE$ was 0.478 ($SD = 0.275$) and 0.878 ($SD = 0.262$) for $MULTI$ while $CountNodes$ results show $0.869$ ($SD = 0.173$) for $BASE$ and $0.957$ ($SD = 0.069$) for $MULTI$. Time to completion was not significantly different in either condition with Cohen’s $d = -0.074$, $p = 0.775$ and $d = 0.134$, $p = 0.605$ and with averages of 136.821 ($SD = 105.114$) and 68.156 ($SD = 48.198$) for $BASE$ and 129.789 ($SD = 79.94$) and 75.221 ($SD = 54.934$) for $MULTI$ for $CommonNeighbors$ and $CountNodes$ respectively.

5.2 Inter-Community Tasks

These tasks (Figure 5 (c), (d)) require users to look around and adjust their view more frequently. For this category, we saw no significant difference in accuracy in either of the tasks. For $MaxDegreeNode$, Cohen’s $d = 0.155$, $p = 0.549$ and averages were $0.734$ ($SD = 0.442$) for $BASE$ and $0.8$ ($SD = 0.4$) for $MULTI$. $MaxDegreeCommunity$ had a Cohen’s $d = 0.382$, $p = 0.145$ and averages of $0.433$ ($SD = 0.496$) for $BASE$ and $0.622$ ($SD = 0.477$) for $MULTI$. Completion times for $MaxDegreeNode$ were significantly higher in $MULTI$ (Cohen’s $d = 1.339$, $p < 0.01$) with averages of 65.292 ($SD = 38.204$) and 136.325 ($SD = 63.089$) for $BASE$ and $MULTI$. There was no difference in completion time for the $MaxDegreeCommunity$ tasks with Cohen’s $d = 0.051$, $p = 0.843$ and averages of 99.733 ($SD = 113.098$) and 104.7 ($SD = 72.932$) for $BASE$ and $MULTI$.

5.3 Epi-Community Tasks

Participants need to inspect the whole network in this task (Figure 5 (e)). Overall accuracy was significantly higher in $MULTI$ (Cohen’s $d = 1.091$, $p < 0.01$) with averages of $0.744$ ($SD = 0.202$) for $BASE$ and $0.923$ ($SD = 0.106$) for $MULTI$. Completion times were comparable in both conditions (Cohen’s $d = 0.362$, $p = 0.167$). The overall averages were 73.619 ($SD = 52.338$) and 102.272 ($SD = 96.984$) for $BASE$ and $MULTI$.

5.4 User Feedback

Participants were asked to provide unstructured feedback at the end of the study.

For the individual tasks, users were asked several questions related to user experience. These questions were a subset of the NASA TLX [24] evaluation scheme. They were presented on a 1 to 7 Likert scale in which negative ratings were indicated towards 1 (e.g. not easy, low confidence, etc.), and positive ratings were on the 7 side (e.g. very easy, high confidence, etc.). These results are shown in Figure 6. More detailed analysis, including CI and effect sizes in addition to NHT, similar to the task results, can be found in the supplemental material.

Overall, users felt more confident (Cohen’s $d = 0.687$, $p < 0.05$) about their answers using the $MULTI$ condition while perceiving less mental (Cohen’s $d = -0.437$, $p < 0.05$) and physical demand (Cohen’s $d = -1.503$, $p < 0.01$). While perceived easiness (Cohen’s $d = 0.130$, $p = 0.517$) of the tasks are the same in both conditions, users also felt less hurried (Cohen’s $d = -0.800$, $p < 0.01$) and less irritated (Cohen’s $d = -0.596$, $p < 0.01$) using our system.

Participants noted some criticism of the system:

- "Pulling groups closer felt too close."
- "My map was always located above me, so I had to constantly look at the ceiling."

The $MULTI$ condition also received several positive comments:

- "Miniature graph overview is very helpful for tasks that require a rough estimate."
- "The projection [layout] is good to find common neighbors of two nodes [...]"
- "[...] the function where you could expand the nodes on the "floor" [...] was very helpful in some of the tasks."
6 DISCUSSION
The results of our study confirm our hypotheses and hint towards several trends. Users were more accurate in spatially focused tasks (intra-community) using the MULTI condition while taking the same time as the baseline. These tasks primarily concerned single nodes or nodes within the same community. Due to this, users in both conditions tended to expand the community in question. In the multi-layout approach, most expansions were followed by a projection to see even more details. This underlines the utility of the projected layout.

On a larger scale—for tasks that focus on multiple communities (inter-community)—users in the MULTI condition did not perform...
better than the baseline. This is reflected in the interaction statistics. Aside from community expansion, which helped users track external links from expanded communities back to their source in the main network more easily, the remaining layouts were used very little. Interestingly, users took significantly longer to solve the MaxDegreeNode task in the MULTI condition. We suspect this to be due to the relatively higher utilization of the projected layout in this task. Users tended to spend a long time inspecting nodes but were ultimately unable to perform better than the baseline. These results indicate that the additional views on the data were not helpful to solving the tasks. We attribute this to the fact that the spherical view balances overview and detail quite well, which reduces the amount of split attention required to solve the task and can therefore be beneficial when estimating node or group degrees. Due to the lack of layout utilization, the equality in performance in both conditions is not surprising.

Lastly, the epi-community task required the users to focus on the whole network. Our multi-layout approach again outperformed the baseline for this type of task. The projected view was utilized more often than the overview, which is surprising since we initially suspected the overview to be more useful here. Our data indicates that the projected view helped users distribute a large number of inter-community links more broadly, making the counting task more manageable. Contrary to our expectations, users in the BASE condition made almost no use of the expansion feature despite having experienced its relative benefits when compared to the spherical view.

To summarize, our results and user feedback indicate that the larger the network and the more spatially complex the task, the better the results can be expected from the multi-layout approach. Accuracy varied among tasks and conditions, while average completion times were generally comparable. These findings align with observations made by Greffard et al. [20] in that users tend to take the same time to complete tasks while approaching them differently in terms of focus and interactions. Unsurprisingly, the narrower the scope of a task, the less frequent the different layouts were used. As tasks increased in complexity and scope, layouts tended to be switched more often on average. Overall, the number of interactions varied greatly between users, hinting at vastly different problem-solving approaches. Ultimately, the tools we offered in our method enabled users to perform significantly better in most tasks which shows that a multi-layout approach performs well in a wide range of tasks. These results are encouraging insofar as they confirm prior observations about the viability of immersive visualization for network analysis [35, 36, 59–61]. Moreover, they show that by carefully designing layout and interaction suits for VR, we are able to build analysis systems that can greatly improve users’ productivity. These results are proof that we have not reached the full potential of what immersive visualization has to offer. Nonetheless, through our study, we show the superior performance of an immersive multi-layout suite over prior work in VR network analysis and transitivity over 2D screen-based network analysis tools. We attribute these results to the fact that prior VR work has not made extensive use of the available space and that there is great potential in both spatial arrangement, choice of layouts, and interaction design. We hope to provide a direction for future research in this area since there are still several unexplored areas, as hinted at in Table 1.

7 LIMITATIONS & FUTURE WORK

We believe that the multi-layout method presented here is only the first step toward understanding the potential of interactive, immersive graph layouts. We presented a combination of four possible views, which we show to perform quite well. Although we make informed choices in our design, we do not claim this particular arrangement of views to be flawless. The presented approach was shown to outperform prior work in immersive network visualization, but future studies need to further investigate the effect of various layout methods and different combinations thereof (Table 1).

One limitation of the current evaluation was the fixed FOV and static placement of the layouts. This results in some overwhelmingly big presentations of smaller networks while it creates clutter in more dense datasets. It also leads users to assume uncomfortable head positions when performing certain tasks. These restrictions increase the risk of fatigue which could impair performance and enjoyment of using the system. This issue is reflected in user feedback, as it is often one of the first concerns mentioned by our participants. Future work can address this drawback by adjusting the FOV to achieve homogeneous node and community density and by allowing the user to adjust layout positions manually.

Another possible direction this work can be expanded on is by introducing more intricate interaction methods like gestures [16, 29] or eye-tracking to accommodate certain tasks and reduce fatigue [39].

8 CONCLUSION

We introduce a multi-layout approach to networks in VR. Through this work, we hope to enrich existing efforts to prove the potential of immersive visualization for network tasks. The literature on interactions, layout, and rendering of networks in VR environments is ever-growing. We contribute to this body of work by introducing a novel and effective design for network analysis in immersive space which covers a broad range of layouts and supports a vast array of common network tasks.

Our study results show that the multi-layout approach outperforms the state-of-the-art of immersive network visualization—especially for complex and spatially demanding tasks in hierarchical network structures. Building on top of users’ feedback about interaction and layout methods, the next step is to refine our system for further studies. Specifically, we want to further evaluate scenarios that were not covered by our current design (Table 1 yellow cells) and extend its capabilities to investigate layout-task combinations that were previously not considered by literature (Table 1 red cells). Additionally, more studies on the efficacy of different views, interactions, and layout suite sizes will become necessary as we explore the potential uses of immersive visualizations further. Understanding the suitability of different representations and interactions for this type of data is crucial to driving the design research of information visualization in virtual reality.
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CCS Concepts: • Human-centered computing → Graph drawings; Information visualization; Virtual reality; User studies.
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1 VIDEO

We provide a supplemental video that describes the system, summarizes the study findings and visually explores the different layouts based on the use-cases described in the main document. Please refer to this video to get a better impression of how our system looks and feels visually.

2 STUDY DATA

Attached to the publication is an archive containing anonymized numerical study data. Each file corresponds to one participant. All files are provided in CSV format. The columns are as follows.

- **condition** - The condition used in this trial. Either 'BASELINE' or 'MULTI'.
- **graphID** - The id of the graph used in the task. One of '0', '1', or '2' which corresponds to the graphs Easy, Medium, and Hard.
- **taskID** - the id of the task executed. One of '0', '1', '2', '3', or '4' corresponding to the order of tasks as given in the paper.
- **startTime** - The absolute start time of the task in UNIX time format.
- **endTime** - The absolute end time of the task in UNIX time format.
- **duration** - The relative duration of the task in seconds.
- **correctAnswerProvided** - A boolean indicating if the task was answered 100% correctly.
- **numberOfInteractions** - Raw, unprocessed number of interactions registered by the system. This is the sum of all types of interactions plus task selection interactions. Due to our system design task interactions are doubly counted. We correct for this factor during data analysis.
- **numberOfExpansions** - Raw, unprocessed number of community expansions registered by the system.
- **numberOfProjections** - Raw, unprocessed number of community projections registered by the system.
- **numberOfOverviews** - Raw, unprocessed number of overview views registered by the system. Note that this value might be non-zero for some entries even in the BASE condition as the system automatically switches to this layout between tasks. We correct for this factor during data analysis.
- **numberOfSphericalViews** - Raw, unprocessed number of spherical layout views registered by the system.
- **accuracy** - Accuracy of the task. Given as a number from 0.0 to 1.0 with 1.0 being the perfect score.

We also provide an anonymous summary of the questionnaire responses.

3 ADDITIONAL USER STUDY ANALYSIS

Here we provide additional evaluations of our user study. We list interaction counts for the different layouts split up per task and graph. Find them in Figures 1, 2, 3, 4, and 5. Additionally, we provide a more detailed analysis of user feedback using confidence intervals in Figure 6.
Fig. 1. Performance results for the CommonNeighbors task given as the mean over all participants. The error bars denote 95% CIs. Each graph shows the cumulative number of interactions per type. ‘# Interactions’ is the sum of all other interaction types plus the number of task-specific selections made during the completion of the task. A star in the legend marks a significant difference in the overall results. Note that interaction counts for the base version are naturally zero for layouts that were not available in that condition.

Fig. 2. Performance results for the CountNodes task given as the mean over all participants. The error bars denote 95% CIs. Each graph shows the cumulative number of interactions per type. ‘# Interactions’ is the sum of all other interaction types plus the number of task-specific selections made during the completion of the task. A star in the legend marks a significant difference in the overall results.
Fig. 3. Performance results for the \textit{MaxDegreeNode} task given as the mean over all participants. The error bars denote 95\% CIs. Each graph shows the cumulative number of interactions per type. ‘\# Interactions’ is the sum of all other interaction types plus the number of task-specific selections made during the completion of the task. A star in the legend marks a significant difference in the overall results.

Fig. 4. Performance results for the \textit{MaxDegreeCommunity} task given as the mean over all participants. The error bars denote 95\% CIs. Each graph shows the cumulative number of interactions per type. ‘\# Interactions’ is the sum of all other interaction types plus the number of task-specific selections made during the completion of the task. A star in the legend marks a significant difference in the overall results.
Fig. 5. Performance results for the CountCommunities task given as the mean over all participants. The error bars denote 95% CIs. Each graph shows the cumulative number of interactions per type. ‘# Interactions’ is the sum of all other interaction types plus the number of task-specific selections made during the completion of the task. A star in the legend marks a significant difference in the overall results.

Fig. 6. User’s assessment of the tasks. Each graph shows the average results for one metric. The error bars denote 95% CIs. Overall scores are shown at the top while scores per task category are displayed below. A star in the legend marks a significant difference in the overall results.