Spin-photon coupling for atomic qubit devices in silicon
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Electrically addressing spin systems is predicted to be a key component in developing scalable semiconductor-based quantum processing architectures, to enable fast spin qubit manipulation and long-distance entanglement via microwave photons. However, single spins have no electric dipole, and therefore a spin-orbit mechanism must be integrated in the qubit design. Here, we propose to couple microwave photons to atomically precise donor spin qubit devices in silicon using the hyperfine interaction intrinsic to donor systems and an electrically-induced spin-orbit coupling. We characterise a one-electron system bound to a tunnel-coupled donor pair (1P-1P) using the tight-binding method, and then estimate the spin-photon coupling achievable under realistic assumptions. We address the recent experiments on double quantum dots (DQDs) in silicon and indicate the differences between DQD and 1P-1P systems. Our analysis shows that it is possible to achieve strong spin-photon coupling in 1P-1P systems in realistic device conditions without the need for an external magnetic field gradient.

I. INTRODUCTION

Semiconductor spin qubits have now reached high enough figures of merit to envision error-corrected architectures for quantum information processing [1-5]. Such architectures are expected to require both short-range spin coupling mechanisms, achievable via e.g. the exchange interaction [6-9], as well as chip-scale coupling mechanisms to allow for control electronics and quantum information transfer [10]. Superconducting microwave cavities, which are used in the context of circuit quantum electrodynamics [11, 12], are also suitable for coupling spin-based qubits at long distances [13] as the typical gigahertz microwave cavity resonant frequencies can match the energy scales found in semiconductor-based spin devices [14].

Direct spin-photon coupling is challenging due to the small magnetic dipole interaction, usually on the order of 10 to 100 Hz [15], between an electron spin and the typical vacuum fluctuations of a resonant cavity. Instead, an electrical coupling between the two entities is preferable, which is also necessary for the development of electrically-driven spin resonance (EDSR) to increase qubit operation speed and scalability [7, 16-24]. There are two requirements for creating electrical coupling: a charge dipole can be induced by localizing a spin across more than one quantum dot [25]; and spin-to-charge hybridisation can be induced either through a natural spin-orbit mechanism (intrinsic SO, usually weak for electron systems), or by engineering a spin-orbit mechanism (extrinsic SO). An extrinsic SO mechanism can be created, for example, by using the transverse magnetic field gradient of a micro-magnet [26-28]. Coupling spins to photons with an extrinsic SO mechanism has successfully been demonstrated in electrostatically defined quantum dots [29-31], yielding spin-photon coupling rates on the order of 10 MHz. These rates are sufficient to achieve the strong spin-photon coupling regime – a milestone where the spin-photon interaction rate exceeds both the qubit decoherence and cavity decay rates. While it has not been realised to date, achieving the strong coupling regime using an intrinsic SO mechanism would be desirable to ease device fabrication and scalability.

Electron spins bound to $^{31}$P donors in silicon form a relevant qubit platform for quantum information processing with exceptionally long coherence times, demonstrated on the order of seconds [35, 36], and the fastest two-qubit gate operations to date [9]. Recent progress on donor-bound spin qubits defined with the atomic precision of scanning probe lithography [37, 38] have included double and triple quantum dot devices [9, 39, 40], where each quantum dot can be made of one or more dopants. Importantly, phosphorus atoms host a nuclear spin [35, 41], and the hyperfine interaction between the electron and the nuclear spins is the basis of a proposal for a hybrid spin qubit amenable to long-distance coupling via microwave photons [42]. An electrically induced spin-orbit interaction has also recently been observed in donor qubit devices [43], but its potential in electrically addressing spins remains to be explored.
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Here, we describe a device architecture that combines both the ability to place dopant atoms with atomic precision in silicon and the use of their intrinsic SO mechanisms to couple spin qubits and microwave photons. The spin qubit itself consists of a single electron bound to two tunnel-coupled single $^{31}\text{P}$ donors, whose tunneling frequency is comparable to the resonant frequency of a nearby superconducting coplanar microwave resonator. Atomistic methods are used to determine critical system parameters such as the tunnel coupling $t_c$, and the charge dipole moment $d_c$. We then investigate both the hyperfine (HF) and the electrically-induced spin-orbit (EISO) mechanisms to realise the necessary spin-charge hybridisation. An effective Hamiltonian approach is used to estimate the ratio, $g_s/g_c$, between the expected spin-photon and charge-photon couplings in a 1P-1P system. We use finite-element simulations of a cavity’s electric field at the qubit position to estimate $g_c$, which we find to be comparable to what has recently been measured in gate-defined DQD systems. Our results suggest that the strong spin-photon coupling regime is achievable for dopant systems in silicon under realistic qubit coherence and device electric field conditions.

II. THEORY

Previous theoretical analyses of qubit-cavity coupling in Si focused mostly on double quantum dot systems, using an effective Hamiltonian framework and input-output theory. In DQD devices, the spin-charge hybridisation is achieved due to an inhomogeneous magnetic field that is usually created by a micromagnet deposited on the surface. The magnetic field gradient between the dots is included in the Hamiltonian as a term mixing electron spin and spatial degrees of freedom which enables spin-photon coupling.

The nature of spin-charge hybridisation is different in 1P-1P devices compared to DQD, since it arises from the hyperfine interaction between the electron and the $^{31}\text{P}$ nuclear spins. Other works discussing spin-charge coupling in Si:P devices include flip-flop qubit and 1P-2P system. Those proposals consider an asymmetry in the hyperfine interaction between the left and right dot, while our work investigates a symmetric (1P-1P) case, and demonstrates that this also produces viable spin-charge coupling. Our focus here is on a device design for optimized coupling to superconducting resonator for long distance two-qubit coupling, hence we discuss its feasibility in terms of all the relevant system parameters and cavity design. Because the HF interaction involves both electron and nuclear spins, it is appropriate to include the nuclear spins in the basis and solve the problem for the joint electron-nuclear system. In Si:P devices this approach is straightforward to adopt thanks to the limited number of $^{31}\text{P}$ donors to consider.

Here, we formulate the effective 1P-1P Hamiltonian in the $|D_L\rangle|I_R\rangle|S\rangle$ basis, where $D$ defines an electron localized on the left or right donor ($|L\rangle$ or $|R\rangle$), $I_L$ and $I_R$ indicate the left and right nuclear spin (with a polarisation $|\uparrow\rangle$ or $|\downarrow\rangle$) and $S$ the electron spin ($|\uparrow\rangle$ or $|\downarrow\rangle$). We use the following $16\times16$ Hamiltonian in the described basis:

\[
H = -t_c\tau_z + \epsilon\tau_x + h\gamma_e\mathbf{B}\cdot\mathbf{S} + \sum_{j=L,R} h\gamma_p\mathbf{B}\cdot\mathbf{I}_j + H_{HF} \tag{1}
\]

where $h$ is Planck’s constant, $t_c$ is the tunneling rate between the two donors, $\epsilon$ is the relative detuning energy between the left and right donor states, $\mathbf{B} = (0,0,B)$ is an external applied magnetic field, and $\gamma_e = 27.97$ GHz/T, $\gamma_p = -17.23$ MHz/T are the electron and nuclear spin gyromagnetic ratios, respectively. The Pauli matrices in the left/right donor basis are $\tau$, while $S = \frac{1}{2}(\sigma_z,\sigma_y,\sigma_x)$ and $I = \frac{1}{2}(S^z,\sigma^x,\sigma^y)$ are the electron and donor spin operators with $\sigma^z$ being the Pauli matrices in the electron (donor) basis. $H_{HF}$ is the Hamiltonian describing the HF interaction between electron and nuclear spins. It can be expressed as:

\[
H_{HF} = hA_L\mathbf{I}_L\cdot\mathbf{S} \otimes |L\rangle\langle L| + hA_R\mathbf{I}_R\cdot\mathbf{S} \otimes |R\rangle\langle R| \tag{2}
\]

where $A_L$ ($A_R$) represents the hyperfine constant of the left (right) donor, assumed to be equal to the bulk value $A_L = A_R = 117$ MHz. The electron-nuclear spin product can be expressed as $\mathbf{I}\cdot\mathbf{S} = I_zS_z + \frac{1}{2}(I_+S_- + I_-S_+)$. Near zero detuning, the tunnel coupling $t_c$ mixes the $|L\rangle$ and $|R\rangle$ states to create the bonding $\langle -\rangle$ and antibonding $\langle +\rangle$ states with $|\mp\rangle = (|L\rangle \pm |R\rangle)/\sqrt{2}$. We assume that the cavity field, with amplitude $\mathcal{E}_0$ and frequency $f_c$, has a non-zero polarisation component along
the $x$-axis in Fig. 1, which is defined to be the 1P-1P axis. The operator $eE_{0x}$ mixes the bonding $|\downarrow\rangle$ and antibonding $|\uparrow\rangle$ states, with a charge coupling rate $g_s$, defined as $h_0^s \equiv E_{0x}e = eE_{0x}(-|x|+|\rangle\langle+|)$. In the $\{|L\rangle, |R\rangle\}$ basis we can express the coupling Hamiltonian as:

$$H_c = h g_c(a + a^\dagger)\tau_z$$  \hspace{1cm} (3)

where $a$ ($a^\dagger$) is the annihilation (creation) operator for the microwave resonator mode. This Hamiltonian $H_c$ does not directly mix spins since it is diagonal in nuclear and electron spin subspaces, i.e. $\langle D_1 I_1 I_2 S_a|H_c|D_2 I_1 I_2 S_b\rangle = \delta_{i_1 j_1} \delta_{j_2 k_2}\langle D_1|H_c|D_2\rangle$. However, as the hyperfine interaction is spatially-dependent (see Eq. 2) the $H_{HF}$ induces hybridization of spin and orbital degrees of freedom in the system. We can expect this mixing to provide non-zero $g_s$ values, i.e. $H_c$ evaluated between eigenstates of opposite electron spin $h g_c = \langle |\Psi\rangle|H_c|\Psi\rangle$, and thus to enable the electrically-driven spin rotations.

The dipole moment $d_c$ and tunneling coupling $t_c$ are two important parameters to consider when discussing the spin-photon coupling $g_s$. The dipole $d_c$ determines the rate of charge-photon coupling $g_c$, which sets an upper limit for $g_s$ as the two coupling rates are proportional to each other. Tunneling is responsible for $|L\rangle$ and $|R\rangle$ state mixing, which is necessary for efficient electron movement between the dots or donors. This movement leads to periodic changes in the magnetic field for DQD or the hyperfine interaction for 1P-1P, which couples the spatial and spin degrees of freedom to enable electrically-driven spin rotations. We look for a transition that involves electron $|\downarrow\rangle$ and $|\uparrow\rangle$ states of the bonding orbital, i.e. our qubit states (see Fig. 1). The cavity frequency should be matched to the energy splitting between these states which is on the order of the electron Zeeman splitting $\gamma_e B$. As the proximity of the antibonding orbital to the qubit levels maximizes the degree of spin-charge hybridization, we aim also to set the tunneling rate $2t_c/h$ close to the qubit energy splitting. Considering the standard cavity frequency bandwidth range of 4-12 GHz, both DQD and 1P-1P systems should be designed in a way that allows $\gamma_e B$ to be in that interval, and $2t_c/h$ to be close to that value.

We perform atomistic calculations using the NEMO3D package \cite{48, 49} to estimate both the tunneling rate $t_c$ and dipole moment $d_c$ that can be achieved in 1P-1P systems. In order to elucidate the challenges and feasibility of cavity-coupling to donors, we also model DQD systems using the same method as above for comparison. For both systems we use a nearest-neighbor tight-binding Hamiltonian within the $sp^3d^5s^*$ band structure, where the positions of the P donors are defined with exact lattice site precision. The donors are represented by Coulomb potentials of a single positive charge – screened by the silicon dielectric constant $\epsilon_{Si} = 11.9$ and having a cut-off value of $U_0 = 3.782 \text{ eV}$ \cite{44}. Quantum dots are represented by an external electrostatic potential of the form:

$$W(x, y, z) = \min_{i=1,2} \left( c_{xixi}(x-x_i)^2 + c_{yi}(y-y_i)^2 \right) + E_z z$$  \hspace{1cm} (4)

where $c_{xixi}$ and $c_{yi}$ are the curvatures of the $i$-th dot potential along $x$ and $y$ directions respectively and $(x_i, y_i)$ is the $i$-th dot center. $E_z$ is the electric field applied from a top gate which confines the electron close to the surface in the $z$ direction. We have used symmetric dots of potential curvatures $c_{xixi} = c_{yi} = 1 \times 10^{-7} \text{ V/mm}$ and an electric field in $z$ direction of $E_z = 10 \text{ MV/m}$. This curvature corresponds to a dot radius of $35 \text{ nm}$, as calculated from the harmonic oscillator potential, $W(x) = \frac{1}{2} m\omega^2 x^2$, with the ground state proportional to $\exp(-x^2)$ and $r_0 = \sqrt{\frac{2h}{m\omega}}$. At this curvature, the harmonic oscillator energy level separation is equal to $\hbar\omega = 0.12367 \text{ meV}$. This orbital energy, as well as the valley splittings found for this QD confinement, are much larger than the tunnel couplings considered in the manuscript of the order of 10 GHz $\sim 40 \text{ µeV}$. The same argument applies to donors, and therefore these higher excited states are ignored in the following.

III. RESULTS

A. Tunneling and dipole moment

Using the atomistic model we calculate the tunneling energy and dipole moment for DQD (Fig. 2a-b) and 1P-1P (Fig. 2c-d) systems as a function of dot or donor separation $\Delta x$. The tunneling rate $2t_c/h$ represents the energy difference between the two lowest orbitals obtained with the tight-binding model, i.e. the bonding and antibonding orbitals. The range of $\Delta x$ has been chosen to yield tunnel rates on the order of 10 GHz, to match the typical frequency range of coplanar microwave resonators. For the DQD system, the results correspond to recent experiments \cite{29, 30} in which $2t_c/h$ on the order of 10 GHz has been reported for dot separation of about 100 nm.

In the 1P-1P case, the electron wave function is significantly more localized than for quantum dots. The electron is strongly confined to donor regions (see Fig. 2c) where $|\Psi|^2$ is plotted in logarithmic scale for better visibility so the tunneling is considerably smaller than in quantum dots for the same $\Delta x$. For instance, the tunneling of $\sim 30$ GHz is obtained for dots separated by 70 nm, while the same tunneling for 1P-1P system can be achieved only if bringing donors $\sim 15$ nm apart. The apparent qualitative difference between 1P-1P and DQD plots is due to the different $\Delta x$ range to wavefunction size ratio in both systems, as well as the specific choice of the dot potential profile. While in DQD the tunneling is decreasing linearly within the $\Delta x$ range we investigate (70-120 nm), for donors the drop in $t_c$ is more abrupt, demonstrating a clear exponential decay within small $\Delta x$ range as 15 nm. To operate in a $2t_c/h$ region compa-
obtaining comparable charge-photon coupling $g_c$ by maximising the cavity field $\mathcal{E}_c$ at the donor sites. The strong localization of the electron wave function and the atomic precision of STM lithography allow the 1P-1P system to be placed in a high-field region of the cavity, as further explained in Section IV.

We also investigate the case of an electron bound to an asymmetric donor cluster system, namely the 1P-2P configuration. Because a 2P cluster presents a stronger localization potential to the electron compared to 1P, a detuning is required to bring the left and right donor levels on resonance in order to estimate a tunneling rate and dipole moment. This is done in the tight-binding model by adding a linear potential drop between the donors. We set the donors of the 2P cluster to be separated by 2 lattice constants, i.e. 1.08619 nm, along the $y$-axis. Like for the 1P-1P case, the dipole is still approximately proportional to $\Delta x/2$. Yet 1P-1P and 1P-2P systems present markedly different tunneling rates for the same cluster separation, e.g. $2t_c/h$ for 1P-2P (1P-1P) is equal 38.5, 8.8, 0.4 GHz (252.7, 94.4, 12.7 GHz) for $\Delta x$ equal 10.86, 13.03, 17.38 nm, respectively. This considerable decrease of tunneling rate for 1P-2P with respect to 1P-1P can be intuitively understood as a result of a deeper overall donor potential and therefore stronger electron localization. This is undesirable for qubit-cavity coupling, since setting $2t_c$ resonant with a cavity would require bringing the 1P-2P cluster closer together, leading to a smaller dipole moment. However, that problem can be solved by loading the clusters with more electrons, e.g. 3 electrons for 1P-2P system [24].

B. Hyperfine-mediated spin-photon coupling

We use the effective Hamiltonian defined in Eq. (1) to calculate the energy spectra of a 1P-1P system. We show in Fig. 3(a) the calculated energy levels of the system as a function of the detuning $\epsilon$ for two donors separated by $\Delta x = 18.47$ nm, in an applied external magnetic field $B = 0.2$ T. The tunneling rate for this separation, as shown in Fig. 2(c), is equal to $2t_c/h = 7.64$ GHz. Each of the four lines in Fig. 3(a) is itself a group of four distinct eigenstates, illustrated in Fig. 3(b). The left side of Fig. 3(b) shows the spectrum for a symmetric ($A_L = A_R$) hyperfine interaction, and the right side for an asymmetric ($A_L > A_R$ or equivalently $\epsilon < 0$) interaction. The four eigenstates in each manifold differ only by nuclear spin configuration, and their order is determined by the HF interaction, as for $B=0.2$ T it dominates over the nuclear Zeeman interaction.

For ease of notation, the eigenstates in Fig. 3(b) are only labelled by their dominant contributing state, and the labels do not show other basis states that have a finite weighting in the eigenstates. In fact, due to the off-diagonal terms in the hyperfine Hamiltonian $H_{HF}$, the states labelled in Fig. 3(b) are also composed of admixtures of other spin and orbital basis states. The
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**FIG. 2.** Tunneling rate $2t_c$ (a,c) and dipole moment $d_c$ (b,d) of a double quantum dot (a,b) and two donor system (c,d) as a function of dot or donor separation $\Delta x$. Dashed lines in (b,d) show relation expected for the case of ideal two-point dipole, i.e. $d_c = e\Delta x/2$. (e) Charge density of an electron localized within donors separated by 7.6 nm – for clarity plotted as logarithm of $|\Psi|^2$. Plot shows the cross-section of the device exactly at the donors’ position in $z$ direction.
The nature of those admixtures can be predicted from the dominant contributing state and the form of \( H_{HF} \), as HF causes electron-nuclear spin flip-flops but does not change the total spin or the overall parity of the states. While the electric field of the resonator interacts with the 1P-1P via the charge dipole matrix, which couples the bonding and anti-bonding orbital states, and thus changes the overall parity of the state.

We further estimate the spin-photon coupling \( h_{gs} \) by evaluating \( H_{c} \), between the \( H \) eigenstates at detuning \( \epsilon = 0 \). Non-zero matrix elements \( \langle \psi_{i} | H_{c} | \psi_{j} \rangle \) indicate that \( i \)-th and \( j \)-th states are coupled by a perturbation from the cavity electric field. That determines which transitions are possible, provided the cavity frequency \( f_{c} \) is resonant with the given level’s energy splitting.

We can detail the composition of the ground state \( \psi_{1} \), and of the 6-th eigenstate \( \psi_{6} \), to understand how the admixtures of different spin and orbital states can result in electrically available transitions:

\[
\begin{align*}
|\psi_{1}\rangle &= -0.7071(|L\rangle + |R\rangle)|\uparrow\uparrow\downarrow| + 0.0035(|L\rangle + |R\rangle)(|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)|\uparrow\rangle \\
&\quad - 0.0015(|L\rangle - |R\rangle)(|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)|\uparrow\rangle, \\
|\psi_{6}\rangle &= -0.4999(|L\rangle + |R\rangle)(|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)|\uparrow\rangle + 0.002(|L\rangle - |R\rangle)(|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)|\uparrow\rangle \\
&\quad - 0.0146(|L\rangle - |R\rangle)|\uparrow\uparrow\downarrow|, \\
\end{align*}
\]  

(5)

In the above, non-zero transition elements driven by \( H_{c} \) appear between same-spin, opposite-orbital contributions from both eigenstates, i.e. between the first term of \( \psi_{1} \) and the last term of \( \psi_{6} \) etc. Note that this can be understood as the electric drive exciting the orbital basis from \(|-\rangle\) to \(|+\rangle\). Indeed, taking all the terms into account, we obtain a finite expected value \( h_{gs}^{1,6} = \langle \psi_{1} | H_{c} | \psi_{6} \rangle \approx 0.023 h g_{c} \). The same approach can be applied to identify all the other possible electron spin-flipping transitions, which are represented by the black arrows in Fig. 3(b). Note that these electrical transitions in tunnel-coupled donor systems can in principle also be used for EDSR, and parallel approaches have investigated the advantages of asymmetric clusters and multi-electron systems in this context. We ignore transitions to the antibonding electron-spin up states because of their significant energy separation with respect to the resonances considered in this paper. The transition matrix elements between states of the same spin but different spatial symmetry are equal to approximately \( h_{gs} \). As mentioned above, the transitions which include an electron spin rotation always involve a nuclear spin transition as well - with the total spin of the joint electron-nuclear system being conserved. The configurations where the nuclear spins are polarised in the same direction, e.g. \( \downarrow\downarrow\downarrow \), do not result in an available cavity-driven electron-spin transition because there is no possible flip-flop transition, and the system is in the equivalent of a blockade regime.

A distinction must be made between the symmetric and asymmetric hyperfine cases. For the symmetric case, the configurations \( \uparrow\uparrow \) and \( \downarrow\uparrow \) form a nuclear spin singlet and triplet. This results in the state \( \Psi_{1} \) (with dominant contribution of \( \uparrow\uparrow \)) to only couple to the nuclear singlet
of opposite electron spatial symmetry and spin \( \Psi_6 \) (of dominant contribution of \( \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle) \)), but not to the nuclear triplet \( \Psi_T \). In the case of an asymmetric hyperfine interaction between the left and the right donors, the nuclear singlet-triplet symmetry is broken as one of the configurations \( |\uparrow\downarrow\rangle \) or \( |\downarrow\uparrow\rangle \) is energetically favoured, as depicted on the right-hand side of Fig. 3(b). Thus for asymmetric hyperfine there are four possible electrical transitions while for the symmetric case only two are allowed.

The splitting between \( |\uparrow\downarrow\rangle \) and \( |\downarrow\uparrow\rangle \) nuclear configuration, within the \( |\downarrow\rangle \) or the \( |\uparrow\rangle \) orbital, is a sum of hyperfine and nuclear Zeeman energies \( (A_L + A_R)/4 \pm \pm 2\gamma_B \mu B \). As at the point of anticrossing the eigenstates contain some admixtures of different orbital and spin states, the actual energy splittings slightly deviate from the values mentioned above. For instance, the \( |\uparrow\rangle \) and \( |\downarrow\rangle \) levels in the lowest quadruplet differ by 65.8 MHz while for non-mixed states we would expect a splitting of 65.4 MHz. Also, the degeneracy between the nuclear spin singlet and triplet is lifted by about 0.1 MHz. In case of any asymmetry in the hyperfine interaction between the left and the right cluster, one of the configurations \( |\uparrow\downarrow\rangle \) or \( |\downarrow\uparrow\rangle \) is energetically favoured and the nuclear-electron levels are further split by about \( |A_L - A_R|/4 \).

Since the antibonding \( |\pm\rangle \) orbital plays a mediating role in the considered transition, the \( g_s \) coupling will depend on how strongly the orbitals are mixed and, consequently, on the relative values between \( 2t_c \) and the Zeeman splitting. We calculate \( g_s/g_c \) as a function of the magnetic field \( B \) while keeping \( t_c \) constant – see Fig. 3(c). We can see that the spin-photon coupling increases when the electron spin Zeeman splitting approaches \( 2t_c \) at about 0.272 T, that is the degeneracy point between the \( |\downarrow\rangle \) \( \uparrow \) and \( |\uparrow\rangle \) \( \downarrow \) states. Although \( g_s \) is highest there as it equals \( g_c \), this point is also a hot-spot where the spin qubit is most susceptible to charge decoherence – similarly to DQD systems.

C. Electrically induced spin-orbit interaction

Now we consider the effect of spin-orbit interaction on the donor system. As recently reported [43], a pronounced spin-orbit coupling arises in donor qubit devices in Si when placing P donors in a strong static electric field. It has been shown in analysis of single donor electron spin-relaxation processes [43] that this effect, referred here as EISO, can dominate over the Rashba and bulk silicon crystal SO interactions. In following we focus only on EISO effect. In a 1P-1P system, the EISO mechanism combined with an electric field difference between the two donor sites becomes equivalent to a magnetic field gradient used in DQDs to electrically induce spin-flip transitions. We include the following additional term \( H_{EISO} \) in the effective Hamiltonian \( H \) of eq. 1:

\[
H_{EISO} = \begin{pmatrix}
E_y B_z + E_z B_y \\
E_z B_x + E_x B_z \\
E_x B_y + E_y B_x
\end{pmatrix} \cdot C \cdot \sigma_y = E_y B_z C \sigma_x
\]  

where \( E_{x,y} \) and \( E_{y,z} \) are the external electric field vector components and \( C \) is a tensor representing the strength of the spin-orbit coupling. We can notice that only an electric field transverse to the applied magnetic field can produce non-zero elements in the EISO Hamiltonian. For simplicity, we consider that the electric field is applied along the \( y \)-axis, \( i.e. \) transverse to the \( z \)-axis external magnetic field. Based on spin-relaxation anisotropy measurements, the \( C \) coefficient has been estimated to about \( 6 \times 10^{-14} \) cm/T [43]. Because a difference in the SO strength is required between the left and right donor to obtain a finite spin-photon coupling, we assume different values of electric field \( E_y^L \) and \( E_y^R \) at the left and right donor sites. This spin-orbit Hamiltonian then reads:

\[
H_{EISO} = \begin{pmatrix}
E_y^L B_z C & 0 \\
0 & E_y^R B_z C
\end{pmatrix} \otimes \sigma_x
\]  

where the first matrix is in the \( \{ |L\rangle, |R\rangle \} \) basis. This SO mechanism has no influence on the nuclear spins,
and the Hamiltonian is diagonal in the nuclear spin basis. Therefore, \( H_{EISO} \) enables electrically driven electron spin rotations whilst preserving nuclear polarization, e.g. \(|↑↑↓⟩\rightarrow |↑↑↑⟩\), which is not possible via the HF interaction. Focusing on this particular transition, at a magnetic field \( B_z = 0.2 \) T, we obtain \( g_s/g_c \approx 1\% \) when the electric field difference between the dots is set to 12 MV/m \( (E_{L}^{y} = 6 \) MV/m, \( E_{R}^{y} = -6 \) MV/m), similar to those obtained with the HF mechanism. While the absolute values of these electric fields are reasonable for donor qubit devices, the opposite signs imply a steep field gradient that can be challenging to engineer in practice. This EISO coupling, however, presents an advantage over the HF mechanism in not requiring spin flip-flops for electron spin rotations, and therefore enable spin-photon coupling regardless of the initial nuclear spin state.

In Fig. 4, \( g_s/g_c \) is shown for the possible transitions between pairs of eigenstates from Fig. 3(b). The calculations were done using \( B_z = 0.2 \) T, \( E_{L}^{y} = 15 \) MV/m, \( E_{R}^{y} = -15 \) MV/m, with these electric field values chosen so that HF and EISO \( g_s \) would be of similar magnitude. For clarity, the resonances are plotted as a function of the frequency shifted by the electron Zeeman splitting \( \Delta f = f_r - \gamma_e B \). The orange dashed lines represent the available transitions obtained when only the HF interaction is considered, while the black lines represent the transitions when both HF and EISO mechanisms are included. Both the zero and non-zero detuning cases are considered, and the numbers above each line indicate the eigenstates between which the transitions occur. The transitions labelled \( 1\rightarrow8, 2\rightarrow7, 3\rightarrow6 \) and \( 4\rightarrow5 \) are enabled by EISO only, while the small visible peaks of \( g_s/g_c \) on the order of 0.001 correspond to transitions for which both HF and EISO interaction are needed. These results clearly show that EISO offers additional means of coupling spins to microwave cavity, with the benefits of being insensitive to the nuclear polarization and relatively independent of HF-related \( g_s \) coupling.

D. Qubit operation and decoherence

The HF and EISO interactions enable different transitions in Fig. 4 at distinct resonant frequencies, and each of these frequencies can be treated as a possible working point for electron spin qubit manipulation. The separation between HF- and EISO-enabled resonances is on the order of \((A_L + A_R)/8\), or tens of MHz, and it should be possible to distinguish the peaks originating from those two mechanisms with the frequency resolution offered by current cavity architectures.

Assuming all nuclear spin orientations have approximately the same probability (reasonable for temperatures on the order of 100 mK), the initial qubit state will appear in each of the four possible quadruplet eigenstates in the lowest branch of Fig. 3(b) equally often. Similarly to ESR experiments \( [50] \), at any given time we would observe only resonances corresponding to the current nuclear spin state. Additionally, as explained previously, not all initial qubit states are sensitive to electric field when solely the HF interaction is present in the system. Only including the EISO mechanism yields electrical transitions for any initial nuclear spin state. For example, the initial spin state \(|↓↓↓⟩\) is insensitive to electric field for HF alone, but has an allowed transition due to the EISO mechanism, see peak \( 4\rightarrow5 \) in Fig. 4(a). The problem of non-responsive initial states for the HF-only case could be overcome with nuclear spin polarization methods like NMR \( [51] \) or DNP \( [52, 53] \). Control over initial nuclear spin configuration, provided by these methods, would allow a single chosen resonance in Fig 4 to be deterministically addressed.

Single donor qubits can achieve very long coherence and relaxations times due to large excited state energies and the absence of spurious nuclear spins in isotopically purified silicon \( [35, 36] \). The presence of a spin-orbit mechanism, necessary to enable electrical qubit manipulation, also exposes the qubit to charge noise which can become the main source of decoherence \( [54] \), and make the strong spin-photon coupling regime challenging to achieve \( [19] \). However, donor qubits can be embedded in a fully epitaxial structure while quantum dots are by definition pinned to an interface, usually rich in two-level fluctuators. Hence, noise figures as low as 0.094 \( \mu \text{eV}/\sqrt{\text{Hz}} \) (at 1 Hz) have been evidenced for a 2P-3P system \( [55] \), against a range of \( 0.3 - 2 \mu \text{eV}/\sqrt{\text{Hz}} \) for electrostatically-defined quantum dots \( [56] \). Together with the smaller dipole for donor systems at fixed tunneling frequency, we can therefore expect a smaller or at least similar spin decoherence rate for a 1P-1P system.

![Figure 5](image-url)
A λ/2 superconducting microwave resonator in a notch configuration, similar in design to structures described in Ref. [58], was simulated using the Ansys HFSS package. The ends of the resonator were modelled to contact phosphorous δ-doped leads at the qubit layer, which have a resistivity of $R_{xx} = 350 \, \Omega/\square$ at 50 mK [57]. The simulated S21 parameter was fitted using the Python package described in Ref. [59], and a loaded quality factor $Q_l \sim 5 \times 10^3$ was extracted from the fit, comparable to quality factors cited in Refs. [29, 30]. Simulating an intra-cavity field at the single-photon level, the resulting electric field gradient in the silicon substrate is plotted along the 1P-1P axis in Fig. 5(b). Here, we take donor separation $\Delta x = 15 - 20 \, \text{nm}$ as the correct order of magnitude ($\Delta x = 18.47 \, \text{nm}$ has been used in spin-photon coupling simulations). We also assume a distance $\Delta L$ slightly more than 20 nm from the resonator’s delta-layer termination to the nearest donor, to limit tunnel coupling between the donor and resonator lead. With these parameters and simulation of the electric field from the cavity, a donor detuning of $\Delta V \sim 0.5 \mu\text{V}$ is estimated in Fig. 5(b). The engineered detuning of the 1P-1P from the high-impedance resonator can be compared to the detuning due to charge noise $\sigma_e = 0.17 \, \mu\text{eV}$ (1 s) measured for double donors in epitaxial silicon [58]. The fact that $\epsilon\Delta V/\sigma_e > 1$ suggests that dipole coupling to the resonator would be stronger than the effect of charge noise on the qubit.

In previous work [58], a potential difference of about $20 \, \mu\text{V}$ was inferred between the ends of their λ/2 resonator. A similar resonator design was used to demonstrate strong spin-photon coupling with electrostatically-defined DQDs separated by about 100 nm [30]. It should be noted that the quantum well providing confinement along the $z-$axis was about 50 nm beneath the silicon surface, and it can therefore be assumed that the DQDs are actually detuned by less than the maximum 20 $\mu\text{V}$. It is also important to note that, in contrast to previous work [30, 58], our Ansys HFSS simulations do not take into account the kinetic inductance of the thin superconducting film, which would further enhance the impedance of the cavity and therefore the resonant detuning at the qubit location.

The 1P-1P system described here will have a smaller electric dipole moment compared to DQDs, due to donor separation that is approximately one order of magnitude smaller for a similar tunneling rate. On the other hand, the resonator lead can be closer to donors than for DQDs, and the fact that the donors are in a region of higher field partly counter-balances the smaller electric dipole moment.

To reach the strong-coupling regime, the spin-photon

---

**IV. RESONATOR SIMULATIONS**

To enhance electric dipole coupling between a microwave resonator and a 1P-1P system, it is proposed to contact the ends of a resonator at the silicon surface to short phosphorous-doped leads at the qubit layer [57], 50 nm beneath the surface, using vias as illustrated in Fig. 4(a). In this way, the resonator anti-node can be brought to a distance slightly greater than 20 nm from one of the donors, to increase the differential lever arm.

Strong coupling to a microwave resonator compared to the 1-2 MHz range measured for DQDs [29, 30], which should facilitate the achievement of the strong coupling regime.

Charge noise generates uncontrollable fluctuations in detuning, which shifts the qubit frequency and introduces phase decoherence. For the 1P-1P system we consider, detuning also causes asymmetry in the HF interaction, shifting the energies of some nuclear spin states. This detuning also causes asymmetry in the HF interaction, phase decoherence. For the 1P-1P system we consider, detuning, which shifts the qubit frequency and introduces

---

**FIG. 6.** (a) An illustration of one end of a λ/2 NbTiN microwave resonator, terminating in a phosphorous δ-layer lead at the qubit plane, 50 nm below the silicon surface. The 1P-1P system is separated by approximately 15-20 nm, and placed $\Delta L > 20 \, \text{nm}$ from the phosphorous δ-layer lead, using the nanometer precision of scanning-probe lithography. These two approximate distances are chosen to ensure that the 1P-1P tunneling frequency is in the 4-12 GHz range, and the tunneling frequency from the lead to the closest donor is far slower than any other time scale in the system. (b) Electric field and voltage from a single photon in the resonator mode, for a configuration similar to that illustrated in (a), simulated using Ansys HFSS. The voltage values are given at the two donor positions, and show a voltage detuning of approximately $\Delta V \sim 0.5 \mu\text{V}$.
coupling rate must be greater than both the cavity linewidth and the qubit decoherence rate. Simulations suggest that a charge-photon coupling rate $g_c = \epsilon \Delta V / 2 \hbar \sim 100$ MHz and $g_c / g_e = 0.02$ is realistic in the proposed device, to give a spin-photon coupling rate of 2 MHz. A resonator with fundamental frequency of 7.64 GHz should have a loaded quality factor close to $10^4$ for a linewidth below 1 MHz, which is realistic with careful resonator design and fabrication.

V. CONCLUSIONS

We have established a complete platform to estimate the spin-photon couplings that can realistically be achieved in donor systems in silicon. Importantly, we use this framework to predict that strong spin-photon coupling is achievable in realistic donor device. We start from tight-binding wavefunction simulations to estimate the tunnel couplings and associated charge dipole couplings as a function of the inter-donor distance. Using an effective Hamiltonian approach that includes the hyperfine and EISO interactions for spin-orbit coupling, we show that electrically-driven transitions exist between eigenstates. Our device proposal includes a $\lambda / 2$ microwave resonator whose ends contact phosphorus $\delta$-layer leads buried at the qubit layer, to allow the coupled donor system to be positioned in a region of high electric field gradient and thus enhance charge-photon coupling.

Our simulations show that a spin-photon coupling rate of the order of 1 MHz, similar to what has been observed in DQD systems, are achievable in donor-based devices without an additional micro-magnet fabricated close to the qubit. The simplified fabrication combined with excellent coherence properties are key advantages of using donors to build scalable and electrically addressable spin qubits.
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