A common framework for single-molecule localization using sequential structured illumination
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ABSTRACT Localization of single fluorescent molecules is key for physicochemical and biophysical measurements, such as single-molecule tracking and super-resolution imaging by single-molecule localization microscopy. Over the last two decades, several methods have been developed in which the position of a single emitter is interrogated with a sequence of spatially modulated patterns of light. Among them, the recent MINFLUX technique outstands for achieving a ~10-fold improvement compared with wide-field camera-based single-molecule localization, reaching ~1–2 nm localization precision at moderate photon counts. Here, we present a common framework for this type of measurement. Using the Cramér-Rao bound as a limit for the achievable localization precision, we benchmark reported methods, including recent developments, such as MINFLUX and MINSTED, and long-established methods, such as orbital tracking. In addition, we characterize two new proposed schemes, orbital tracking and raster scanning, with a minimum of intensity. Overall, we found that approaches using an intensity minimum have a similar performance in the central region of the excitation pattern, independent of the geometry of the excitation pattern, and that they outperform methods featuring an intensity maximum.

INTRODUCTION

Since it became technically possible, localization of single fluorescent molecules has been key to obtaining information on biological processes beyond ensemble averages. For instance, single-molecule tracking measurements provide unique insight into molecular trajectories that would otherwise be hidden in the average behavior of an ensemble of unsynchronized molecules (1–5). Another important application of single-molecule localization is single-molecule localization microscopy (SMLM). In SMLM, single-molecule localization is combined with single-molecule blinking to determine the positions of a multitude of molecules in a sample. In this way, super-resolved fluorescence images can be reconstructed, in which the spatial resolution is ultimately given by the localization precision (6,7).

The performance of single-molecule tracking and SMLM is limited by the photostability of the fluorophores (7–9). Most commonly, single-molecule localization is performed using uniform illumination, and the position of the molecule is determined from a fit to its image recorded with a photodetector array such as an Electron Multiplying Charge-Coupled Device (EM-CCD) or a Complementary Metal-Oxide-Semiconductor (CMOS) camera. With this approach, the lateral localization precision of organic fluorophores under biologically compatible conditions lies typically in the range of 10–50 nm. Recently, aiming to attain higher localization precisions with the available photon budget, a series of
methods have been developed in which single emitters are interrogated with a sequence of spatially modulated patterns of light. This new trend of measurements was opened by the publication of MINFLUX (10), achieving a ~10-fold improvement compared with wide-field camera-based single-molecule localization, reaching ~1–2 nm localization precision at moderate photon counts. Since then, MINFLUX has been demonstrated in model systems (DNA origami structures) and fixed and living cells, and it was recently extended to three dimensions (11,12). Also, other methods of this kind have been reported, such as Repetitive Optical Selective Exposure (ROSE) (13), SIMFLUX (14), MINSTED (15), and Modulated Localization Microscopy (MODLOC) (16). This type of single-molecule localization has been recently reviewed (17).

On the other hand, around 20 years ago, before the advent of SMLM, a method to track the motion of particles or single fluorescent molecules in two dimensions (2D) called orbital tracking (OT) was theoretically proposed (18) and later implemented experimentally in a multitude of situations, including three-dimensional (3D) tracking and combinations with fluorescence correlation spectroscopy (19–25). In OT, the fluorescence signal from a single particle or molecule is registered for a number of positions along a circular trajectory of a focused laser beam around the target molecule or particle. Other methods of single-molecule or single-particle tracking based on multiple exposures to displaced focused beams have also been reported (26–29). To the best of our knowledge, these localization techniques developed for tracking have not been combined with single-molecule blinking to obtain super-resolved images.

At first sight, because of the differences in the structure of the excitation light, instrumentation, measurement protocols, and data analysis methods, each of these methods of single-molecule localization may appear unique. Here, we show how these techniques can be regarded as special cases of a common concept of single-molecule localization using sequences of excitations with spatially structured light. We present a common analytical framework for this type of single-molecule localization and use it to 1) perform a fair benchmarking between methods and 2) identify new single-molecule localization methods that bring together the strengths of the available techniques.

MATERIALS AND METHODS

A common framework for single-molecule localization using sequential structured illumination

Fig. 1a shows schematically the essential components of Single-Molecule Localization by Sequential Structured Illumination (SML-SSI). A spatially structured excitation field \( I(r) \) is sequentially shifted along a sequence of \( K \) positions \( r_i \) \((1 \leq i \leq K)\). In this study, we will deal with the 2D localization problem. Naturally, the formalism can be easily reduced to one-dimensional localization or extended to 3D localization. In 2D, the \( K \) positions \( r_i \) may be arbitrary within the plane of interest but must not be in line to avoid obvious localization ambiguities. We will call the sequence of \( I(r - r_i) \) the “excitation pattern” and \( r_0 \) the position of the emitter. For each \( I(r - r_i) \), the emitter is exposed to a specific local intensity \( I(r_0 - r_i) \) and emits fluorescence with a certain intensity, which, in turn, corresponds to an expected value of detected photon counts \( \lambda_i \) during a given integration time. The measured fluorescence photon counts are denoted by \( n_i \), which are assumed to be Poisson distributed with average \( \lambda_i \). The latter is an excellent approximation for single photon counting detectors with neglectable dark counts such as modern avalanche photodiodes. The position of the emitter is determined from the sequence of intensity measurements \( n = [n_1, n_2, ... , n_K] \), and considering the known \( I(r - r_0) \), the relationship between \( I(r_0 - r_i) \) and \( \lambda_i \) is assumed to be linear. This requires emission far from saturation and fluorophores rotating faster than the integration time at each position. Fluorophores with fixed orientation can be localized as well, as long as the polarization of \( I(r) \) is invariant with \( r \).

Any method of single-molecule localization using sequential structured illumination can be fully described by the set of \( I(r - r_i) \), which, in turn, is defined by the spatial structure of the excitation field \( I(r) \) and the sequence of positions of the exposures \( r_i \).

We will deal with methods using focused laser beams, which can be classified into two categories depending on whether the focus has a central maximum or a central minimum (ideally a zero) of intensity. For our analysis, focused excitation fields with a central maximum will be described with a Gaussian function as

\[
I_{\text{Gauss}}(r) = A_0 e^{-2 \ln 2 \frac{r^2}{\text{FWHM}^2}} \tag{1}
\]

and excitation fields with a central zero, here called donut-shaped foci, will be described as

\[
I_{\text{donut}}(r) = A_0 4 e^{2 \ln 2 \frac{r^2}{\text{FWHM}^2}} \tag{2}
\]

Whereas for the following calculations we will use the idealized \( I_{\text{Gauss}}(r) \) and \( I_{\text{donut}}(r) \), we note that the analysis can be performed with any other shape of \( I(r) \), particularly with functions describing more accurately experimentally determined illumination patterns. Here, we will treat \( I(r) \) as a known function. In experiments, however, the best performance is obtained using a precise description of the experimental \( I(r) \). For this reason, SML-SSI methods usually involve two measurements: 1) A detailed characterization of the excitation light field \( I(r) \) using bright emitters (i.e., fluorescent nanoparticles) delivering almost unlimited photon counts (i.e., \( N > 10^5 \)) and high Signal to Noise Ratio (SNR), and 2) the measurement with limited photon counts (i.e., \( N < 10^5 \)) and low SNR by sequentially exciting the single emitter (i.e., organic fluorophore or fluorescent protein), whose position is unknown.

As for the sequence of excitation positions \( r_i \), we will also consider two types: orbital sequences enclosing an area (as it is done in OT), and raster-scanning sequences covering an area (as it is done in raster-scanning microscopy). Varying combinations of \( I_{\text{Gauss}}, I_{\text{donut}} \) and sequences of \( r_i \) can be used to define any SML-SSI method using focused beams, including all methods reported so far and possibly many new conceptions. For example, Fig. 1b shows schematically the combination used for classical OT (18,19,30), namely, \( I_{\text{Gauss}} \) excitation sequentially shifted over \( K \) positions along a circle. In practice, optimum performance in OT is achieved with a radius of the circle close to half the full width at half-maximum (FWHM) of \( I_{\text{Gauss}} \) (19,30,31). The number of exposures \( K \) may vary from a few up to
a quasicontinuum intensity register. The so-called single-molecule confocal laser tracking (32) can be regarded as a special case of OT with K = 6. MINSTED (15) is, in essence, another expression of OT that achieves higher localization precision by using an effectively smaller excitation field produced by the combination of a normal excitation beam and a donut-shaped depletion beam, just as in STimulated Emission Depletion (STED) microscopy (33,34). Hence, the excitation field of MINSTED can be described by $I_{\text{gauss}}(r)$ with an FWHM below the diffraction limit. Alternatively, OT could be performed with $I_{\text{donut}}(r)$, as schematically shown in Fig. 1c. We will call this method orbital tracking with a minimum (OTMIN). To the best of our knowledge, OTMIN has not been proposed or implemented.

The sequence of $r_i$ can also be organized in a raster to cover an area, as shown in Fig. 1d for $I_{\text{gauss}}(r)$. This configuration, here denoted as RASTMAX, has been used for single-molecule localization in trapping experiments (35) and also for super-resolved imaging in a confocal microscope (36). Under this framework, a new method, where $I_{\text{donut}}(r)$ is raster scanned over a rectangular area, can be easily envisaged, as schematically shown in Fig. 1e; we will call this new scheme raster scanning with an intensity minimum (RASTMIN).

Finally, Fig. 1f shows the scheme of 2D MINFLUX, where $I_{\text{donut}}(r)$ is shifted over four positions, a central exposure and three more forming an equilateral triangle around the central position (10,37). 2D MINFLUX can be classified as a raster-scanning method because the excitation pattern used is the minimum needed to cover an area.

### Position estimation and precision

Estimating the molecular position from the intensity measurements $n = [n_1, n_2, \ldots, n_n]$ and $I(r - r_i)$ can be done in innumerable ways, and many have been implemented in the various methods cited above. For example, in OT, the position of the emitter has been estimated by analyzing quasicontinuum intensity signals by Fourier analysis (19) or by triangulation of discrete intensity signals (32). In MINFLUX (10,37) or the four-focus single-particle localization (26), the position of the emitter is obtained using a maximum likelihood estimator (MLE) with four intensity measurements. Other methods, such as MINSTED (15), use other ad hoc analysis functions and routines.

Ideally, the position estimator must be unbiased and precise. Using the Fisher information matrix, a theoretical maximum precision for an unbiased position estimator can be calculated in the form of a theoretical lower bound for the variance of the estimator, the so-called Cramér-Rao bound (CRB) (38). Here, we will use the MLE to determine the emitter position from $n$ and $I(r - r_i)$. The MLE is by far the most widely used approach in statistical estimation because of its well-established performance; it is, in general, consistent and asymptotically attains the CRB (38). The MLE has been successfully used for single-molecule localization in camera-based approaches (39–41) as well as in sequential structured illumination approaches, such as in the 3D four-focus localization (26) or MINFLUX (10). Following the same procedure to estimate the emitter position as in these previous works, the likelihood function $L$ for the emitter position can be expressed as

$$
\mathcal{L}(r_E | n) = \frac{N!}{\prod_{i=1}^{K} n_i!} \prod_{i=1}^{K} p_i(r_E)^{n_i}.
$$

where $N = \sum_{i=1}^{K} n_i$ is the total number of detected photons, and $p_i(r_E)$ is the multinomial parameter for each exposure

$$
p_i(r_E) = \frac{I(r_E - r_i)}{\sum_{j=1}^{K} I(r_E - r_j)}
$$

defined as the ratio between the intensity of the excitation field at the fluorophore position for the current exposure and the sum of all the exposure intensities. In the presence of background, defined by the Signal-to-Background Ratio (SBR), Eq. 4 becomes

$$
p_i(r_E) = \frac{SBR(r_E) I(r_E - r_i)}{SBR(r_E) + 1} + \frac{1}{SBR(r_E) + 1}
$$

A detailed derivation of Eq. 5 is described in Supporting materials and methods, Section 1. It is based on three assumptions about the background contribution: 1) it does not depend on the position of the emitter, 2) it is Poisson distributed, and 3) it is equal for all exposures. The first assumption holds in any experiment. The second one implies that we considered background any detectable photons reaching the detector that do not originate from the target molecule. In experiments, the background contribution would come mainly from fluorescence of the coverslip or other sample components (including any out-of-focus contribution), but it could also include, for example, scattered light from other light sources of the
lab, as well as scattered and/or reflected light of the excitation lasers that is not fully blocked by the optical filters. Dark counts of the detectors could also be taken into account with Eq. 5 as long as they are Poisson distributed. This is a good approximation for measurements with single-photon counting detectors, such as avalanche photodiodes, as confirmed experimentally \((10,37)\). We also note that with this type of detectors, because there is no readout noise, the background level does not depend on the number of exposures \(K\) but only on the integration time. Other, non-Poissonian, detector noise as found, for example, in photomultiplier tubes or EM-CCD cameras, is not considered in Eq. 5.

The third assumption is satisfied if the detection volume is large enough to detect the complete background excited by \(l(r - r^\prime)\) for all the \(r^\prime\) positions. We remark that SML-SSI methods do not impose any requirement on the detection volume. All the information is retrieved from the structured sequential excitation. Nonetheless, applying restrictions to the detection volume, for example using confocal detection, could be advantageous to reduce background contributions. In such cases, overall higher SBR levels could also be taken into account with Eq. 5 as long as they are detectable, as for example, in photomultiplier tubes or EM-CCD cameras, is not considered in Eq. 5.



\[
\mathcal{L}(r_E |\mathbf{n}) = \frac{N!}{\prod_{i=1}^{K} \Gamma(n_i)} \prod_{i=1}^{K} p_i(r_E)^{n_i} f(r_E)
\]

where the function \(f(r_E)\) includes the prior information about the emitter position. The log-likelihood function then becomes

\[
l(r_E |\mathbf{n}) = \sum_{i=1}^{K} n_i \ln(p_i(r_E |\mathbf{n})) + \ln f(r_E)
\]

which, again, all the constant terms have been dropped because we are only interested in the maximum of the \(l(r_E |\mathbf{n})\) function. We note that \(f\) may depend on an independent set of photon counts used to determine the molecule position with low precision.

For the 2D problem, \(r_E = (x,y)\) and the Fisher information matrix takes the form

\[
\mathcal{J}(r_E) = -E \left( \begin{array}{cc}
\frac{\partial^2 l(r_E |\mathbf{n})}{\partial x^2} & \frac{\partial^2 l(r_E |\mathbf{n})}{\partial x \partial y} \\
\frac{\partial^2 l(r_E |\mathbf{n})}{\partial y \partial x} & \frac{\partial^2 l(r_E |\mathbf{n})}{\partial y^2}
\end{array} \right)
\]

Finally, the lower bound for the covariance matrix of the estimated emitter position as a function of the real emitter position \(\Sigma_{CRB}(r_E)\) can be obtained from the van Trees inequality, also known as Bayesian CRB \((42,43)\)

\[
\Sigma_{CRB}(r_E) \geq \Sigma_{CRB} = \mathcal{J}(r_E)^{-1}
\]

For simplicity, we will take the arithmetic mean of the eigenvalues of \(\mathcal{J}(r_E)^{-1}\) as a measure of the average maximal precision

\[
\sigma_{CRB}(r_E) = \sqrt{\frac{1}{D} \text{tr}\left[\Sigma_{CRB}(r_E)\right]}
\]

where \(D\) is the number of dimensions of the localization problem; in this work \(D = 2\). In general, \(f(r_E)\) reduces the uncertainty in the position estimation. To visualize this, it can be considered that any prior can be expressed, at least approximately, as a Gaussian function or similar centered at the estimated position, whose logarithm has a second derivative that is always negative.

The implementation of this mathematical formalism was written in Python and is fully open-source. All functions and scripts used in this work can be found in the following repositories https://github.com/lumasullo/sml-ssi and https://github.com/stefani-lab/sml-ssi, where instructions are also provided to reproduce all calculations of this study as well as to vary parameters for other calculations.
RESULTS AND DISCUSSION

Benchmarking different methods

Next, we benchmark the theoretical performance of different orbital and raster-scanning SML-SSI methods, including reported techniques and new proposals. The size of the excitation pattern is a relevant parameter for all methods. We parametrize it by $L$, the diameter of the orbit or the diagonal of the raster, for orbital or scanning methods, respectively. For each method we show an exemplary 2D map of $\sigma_{\text{CRB}}$ for a set of realistic experimental parameters ($N = 500$ detected photons, $SBR = 5$) and the average $\sigma_{\text{CRB}}$ ($\bar{\sigma}_{\text{CRB}}$) within a circular field-of-view (FOV) concentric with the excitation pattern and size ranging from 10 to 300 nm. Also, for an FOV with a diameter of $0.75L$, which is a suitable localization region for all methods, we evaluate the average localization precision $\sigma_{\text{CRB}}$ as a function of $N$ and $SBR$. In all cases, we used a Gaussian prior $f(r_e)$ that represents a rough previous localization of the emitter ($\sigma_{\text{prior}} = 50$ nm (i.e., FWHM $\sim 118$ nm)), which is a common step of all real-life experiments of this kind. The cost in photon budget of this prior information is not analyzed because it would be the same for all the methods; it would lay in the $N = 50–100$ range, depending on the procedure used.

Orbital methods

We first analyze orbital methods using $I_{\text{Gauss}}$ excitation. We note that, theoretically, the localization precision using Gaussian beams increases indefinitely with $L$. However, in practice, the drop in $SBR$ leads to a compromise value of the orbit roughly equal to the FWHM (19,31). Therefore, all orbital methods using a Gaussian beam will be studied for $L = \text{FWHM}$.

Fig. 2a shows a map of the localization precision ($\sigma_{\text{CRB}}$) for OT with $L = \text{FWHM} = 300$ nm, $K = 100$, $N = 500$, and $SBR = 5$. The performance is approximately flat in areas up to $\sim L^2$. This behavior is also evident in the curves of $\sigma_{\text{CRB}}$ versus size of the FOV for OT ($L = 300$ nm) and MINSTED ($L = 100$ nm and $L = 50$ nm) in Fig. 2b. For the case of $L = 50$ nm, it can be observed that the localization uncertainty increases up to 20–30 nm for FOV $> 5L$. A similar behavior is observed for all OT implementations scaled by $L$. Also in Fig. 2b, the performance of these methods is shown for $K = 6$ (dotted lines). Particularly, the diffraction-limited case ($L = 300$ nm) with $K = 6$ corresponds to the method recently reported as single-molecule confocal laser tracking (32). The theoretical localization precision achieved with just six exposures is practically the same as with its quasicontinuous counterpart ($K = 100$).

Fig. 2c and d show the $\sigma_{\text{CRB}}$ over an FOV with a diameter of $0.75L$ as a function of $SBR$ and $N$, respectively. Both continuous (solid line) and discrete (stars) versions show almost identical behaviors and are strongly influenced by the size of FWHM $= L$, which explains the better precision achieved with MINSTED. Attaining 1-nm precision with $N = 1000–3000$ is only possible with $L < 100$ nm (i.e., by means of STED or any other way to achieve subdiffraction effective excitation fields).

Next, we analyze the performance of a method featuring a minimum of intensity in the excitation beam ($I_{\text{donut}}$) and an orbital sequence of exposures.

![Figure 2](image-url)
To our knowledge, such a method has not been realized experimentally. We will refer to it as OTMIN.

Fig. 3a shows a 2D map of $\sigma_{\text{CRB}}$ for OTMIN with $L = 100$ nm and $K = 100$. In contrast to OT, OTMIN can be performed with orbits of arbitrarily small size without the need of applying subdiffraction techniques. OTMIN delivers accurate localizations in the inner part of the orbit. Remarkably, in the region close to the orbit, the $\sigma_{\text{CRB}}$ increases rapidly. Monte Carlo simulations confirm that the OTMIN estimator is accurate and reaches the CRB in the inner part of the area defined by the orbit (Fig. S1a) but becomes imprecise and inaccurate in the vicinity of the orbit (Fig. S1b). Nonetheless, this ill-behaved region is very narrow. Experimentally, this level of performance is only comparable to the best reported localization precision attained with MINFLUX. Remarkably, a recent publication reports a development of MINFLUX for which six orbital exposures are used and a central exposure is presented as optional (12), which is effectively the configuration shown here for OTMIN with $K = 6$. We note that this result could be of particular interest for several labs in the world that already have OT setups. Their localization precision could be increased significantly simply by adding a suitable phase mask in the excitation path to generate a focus with a central minimum.

**Raster methods**

MINFLUX, using just four exposures ($K = 4$) with the excitation pattern $I_{\text{donut}}$, can be regarded as the minimal expression of a raster method. Three of the exposures delimit an area that is probed with just one central exposure. MINFLUX performance has been comprehensively studied, both theoretically and experimentally (10,11). Here, we reproduce (for completeness) and expand the reported theoretical results. We note, however, that our calculations include the spatial dependency of $SBR(x,y)$ instead of using the approximation of a constant $SBR(x,y) = SBR(0,0)$. Fig. 4a shows a map of $\sigma_{\text{CRB}}$ for MINFLUX with $L = 100$ nm, $N = 500$, $SBR = 5$, and $\text{FWHM} = 300$ nm. Fig. 4b displays curves

In all cases, for an FOV size of up to 0.75L, the average localization precision of OTMIN remains remarkably high. For example, for $N = 500$ and $SBR = 5$, OTMIN reaches an average precision of, $\sigma_{\text{CRB}} < 2$ nm, with $L = 100$ nm, or $\sigma_{\text{CRB}} < 1$ nm, with $L = 50$ nm (Fig. 3c–d). Whereas the OTMIN estimator is accurate and reaches the CRB in the inner part of the area defined by the orbit (Fig. 3a) but becomes imprecise and inaccurate in the vicinity of the orbit (Fig. 3b). Nonetheless, this ill-behaved region is very narrow. Experimentally, this level of performance is only comparable to the best reported localization precision attained with MINFLUX. Remarkably, a recent publication reports a development of MINFLUX for which six orbital exposures are used and a central exposure is presented as optional (12), which is effectively the configuration shown here for OTMIN with $K = 6$. We note that this result could be of particular interest for several labs in the world that already have OT setups. Their localization precision could be increased significantly simply by adding a suitable phase mask in the excitation path to generate a focus with a central minimum.
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of \( \sigma_{CRB} \) versus size of the FOV for \( L = 50, 100, \) and 150 nm \((N = 500 \) and \( SBR = 5)\); the central exposure of MINFLUX directly solves the problems of OTMIN close to the orbit border, and no local maximum in uncertainty appears for \( FOV \sim L \). As already reported, MINFLUX delivers the best localization precision at the center of the excitation pattern, a common feature of all these methods. For instance, with \( N = 500, SBR = 5, \) and \( L = 100 \) nm, the average precision is \( \sigma_{CRB} = 2.7 \) nm for an \( FOV = 0.75L \), whereas the precision at the center of the excitation pattern is \( \sigma_{CRB}(0,0) = 2.0 \) nm. The localization precision of MINFLUX is the best demonstrated to date, achieving \( \sigma_{CRB} < 1 \) nm for \( L = 50 \) nm and \( N \geq 800 \) and \( SBR \geq 5 \) (Fig. 4d). It should be noted that as \( L \) is decreased, the precision at the center of the excitation pattern increases, but \( \sigma_{CRB}(FOV) \) grows more rapidly (Fig. 4b), especially outside the region defined by the excitation pattern. For example, \( \sigma_{CRB}(FOV = 200 \) nm) \( \sim 6 \) nm for \( L = 100 \) nm, whereas \( \sigma_{CRB}(FOV = 200 \) nm) \( \sim 10 \) nm for \( L = 50 \).

Another method of this kind consists of using exposures of a minimum of intensity organized in a rectangular raster. To our knowledge, such a method has not been reported either theoretically or experimentally. We refer to it as raster scanning with a minimum of minima (RASTMAX). Fig. 5a shows a 2D map of \( \sigma_{CRB}(x,y) \) for RASTMIN with \( L = 100 \) nm, \( N = 500, \) and \( SBR = 5 \). As it happens with MINFLUX, the central exposures in RASTMIN solve the ill-behaved area that appears in OTMIN for \( FOV \sim L \) (Fig. 5b).

The performance of RASTMIN in terms of \( SBR \) (Fig. 5c) and \( N \) (Fig. 5d) is very similar to MINFLUX and OTMIN. For \( SBR > 5 \), it reaches precisions of \(~1 \) nm for \( N = 500 \) and \( N = 1000 \) for \( L = 50 \) and \( L = 100 \) nm, respectively (Fig. 5d).

In principle, RASTMIN can be performed in any laser scanning (confocal) microscope because they are readily prepared to perform rectangular raster scans. The only hardware modification needed would be including a phase mask into the excitation beam path to produce a focus featuring a central minimum (ideally a zero) of intensity. In this way, the power of localizing with intensity minima could be made available to significantly more optical systems available in many labs.

We note, however, that achieving nanometer localization precision requires active stabilization or drift correction systems with nanometer accuracy (46).

We also analyze the performance of the counterpart of RASTMIN using excitation maxima. For the purpose of comparison to the other methods, we will denote this approach RASTMAX. For a sufficiently large \( L \) this approach is equivalent to conventional laser scanning (confocal) imaging and localization of the single emitter that has been reported first in the context of tracking (35) and more recently for super-resolution imaging (36).

Fig. 6a shows a map of \( \sigma_{CRB} \) for RASTMAX with \( FWHM = 300 \) nm, \( L = 600 \) nm, \( N = 500, \) and \( SBR = 5 \). Within the region of interest defined by \( FOV = 0.75L \), the average localization precision ranges from 7 to 9 nm. Contrary to what happens in RASTMIN, excitation patterns smaller than the \( FWHM \) of the excitation beam decrease the precision achieved by RASTMAX (Fig. 6b, solid lines). Given a certain \( FWHM \), we find that \( L < FWHM \) gives poor results in terms of precision because the part of the excitation beam with more sensitivity, the flanks of the Gaussian focus, are not used to excite.

**FIGURE 4 MINFLUX.** (a) Precision map \( \sigma_{CRB}(x,y) \) for \( L = 100 \) nm. Black dotted line indicates a circle of diameter \( L \), black dots indicate the positions \( r \) of the exposures. (b) \( \sigma_{CRB} \) as a function of the \( FOV \). (c) \( \sigma_{CRB} \) for a \( FOV = 0.75L \) as a function of \( SBR \). (d) \( \sigma_{CRB} \) for a \( FOV = 0.75L \) as a function of \( N \). Parameters: \( K = 100, FWHM = 300 \) nm, \( N = 500, SBR = 5 \), unless otherwise stated.
the emitter. On the other hand, using $L >> \text{FWHM}$ is not optimal either because most exposures would not excite the emitter efficiently and only contribute to add background to the measurement. Hence, an optimal situation is given by $L \sim 2 \text{FWHM}$.

It is of interest to analyze RASTMAX with subdiffraction excitation maxima attained, for example, through STED. To our knowledge, such a nanoscopy scheme has not yet been realized, although experimental results of STED nanoscopy on immobilized single molecules have been reported (44,45). We study the potential performance of such a method by considering a RASTMAX scheme with $\text{FWHM} = 50 \text{ nm}$ and $L = 100 \text{ nm}$. As can be seen in Fig. 6b (blue, dotted line), such a method has the potential to reach precisions comparable to MINSTED.

RASTMAX precision as a function of FOV remains fairly constant up to $\text{FOV} = 2L$, where it starts to decrease, mainly because of a drop in relative SBR (Fig. 6b). On the other hand, the precision as a function of SBR decays similarly to the other methods (Fig. 6c). The calculations indicate that $\sim 4\text{-nm precision should be reached for } N \sim 1000 \text{ with an SBR } = 5$ (Fig. 6d). Although it does not match the precisions of MINFLUX, OTMIN, or RASTMIN, RASTMAX should significantly outperform camera-based SMLM.

The reason for this is that the measurement process in a single-photon counting detector, such as avalanche photodiodes is well described by Poisson noise, whereas detecting with a camera involves other sources of noise that compromise localization precision at relatively low photon numbers (9). A comparison between RASTMAX and a hypothetical camera detection with purely Poisson noise is described in Supporting materials and methods, Section 2.

**Top performance comparison**

Finally, we made a comparison of reported and new methods under optimum conditions for each one. Fig. 7 summarizes these results. The already known methods (OT, MINSTED, MINFLUX, RASTMAX) were evaluated using the best combinations of parameters that have been experimentally realized. For the new methods (OTMIN, RASTMIN), we chose optimum parameters that are experimentally realizable. An $\text{FWHM} = 300 \text{ nm}$ was used for all diffraction-limited foci. When a subdiffraction maximum of intensity was used (MINSTED) we considered an $\text{FWHM} = 50 \text{ nm}$. Each method was evaluated for the best-performing and realistic value of $L$: $L_{\text{OT}} = 300 \text{ nm}$, $L_{\text{RASTMAX}} = 600 \text{ nm}$, and $L_{\text{MINSTED}} = L_{\text{MINFLUX}} = L_{\text{RASTMIN}} = L_{\text{OTMIN}} = 50 \text{ nm}$. In all cases, SBR = 5, and a total photon count $N = 500$ were considered.

Among the methods that use diffraction-limited excitation, the ones using a minimum of intensity achieve a $\sim 5\text{-fold better precision than the ones using a maximum, regardless of the sequence of exposures (Fig. 7a). Methods using subdiffraction excitation maxima (i.e., MINSTED) can achieve a precision up to $\sim 1 \text{ nm by engineering an effective point spread function well below the diffraction limit of light.}$

In general, all techniques present the best performance in the central region of the excitation pattern over an area $\sim 75\text{–}80\%$ of the range defined by the $L$ (Fig. 7b). In this regard, methods featuring maxima are more robust and perform well over larger regions of space.

For SBR $> 5$, the localization precision of all techniques is always better than 75% of the ideal precision for infinite SBR (Fig. 7c). Detailed numbers on the analysis of
precision with respect to SBR and FOV are given in Table S1. Methods using a minimum of intensity are \(10-20\) times more photon efficient, reaching molecular scale precision (\(\sigma_{\text{CRB}} \sim 1\) nm) with \(N \sim 1000\). Methods using a maximum of intensity are limited to \(\sigma_{\text{CRB}} \sim 3-5\) nm for \(N = 1000-3000\) and require much higher photon budgets (\(N \geq 30,000\)) to achieve \(\sigma_{\text{CRB}} \sim 1\) nm.

**CONCLUSIONS**

We have presented a framework that is common to all SML-SSI, such as OT or MINFLUX. Under this framework, using a formalism based on information theory and maximum likelihood estimation, we made a fair comparison between methods by means of the CraméRao bound of the localization precision, which is independent of the estimator used to infer the position of the emitter. Only the Poisson shot noise of the photon counts was considered. In this way, we computed the maximal possible localization precision, which is attainable with single-photon counting detectors such as avalanche photodiodes. Naturally, the analysis could be extended to represent other detectors by including additional sources of noise. Also, we
incorporate the possibility of formally including the prior information needed in these methods to prelocate the molecules. Although we have focused on 2D localization, it is straightforward to generalize the analysis to three dimensions. In the following repositories, https://github.com/lumasullo/sml-ssi and https://github.com/stefani-lab/sml-ssi, we provide a Python open-source code with all functions and scripts used in this work, along with instructions to reproduce all calculations of this study and to vary parameters for other calculations.

The common framework makes it easy to design new approaches. Here, we introduced and characterized two new schemes, OTMIN and RASTMIN. Both schemes achieve the highest localization precision, similar to MINFLUX, and have the potential to be implemented in existing optical systems with minor changes. OTMIN could be implemented in any OT setup by just adding a suitable phase mask to engineer a light focus with an intensity minimum. A similar approach can be used to implement RASTMIN in any laser scanning (confocal) microscope. We believe that these two approaches, RASTMIN in particular, can significantly contribute to a wider application of fluorescence nanoscopy with molecular scale resolution.

We found that all approaches featuring an intensity minimum have a similar performance in the central region of the excitation pattern. Independently of the geometry of the excitation pattern, they outperform methods featuring an intensity maximum by at least a factor of five, reaching, for example, molecular scale precision (∼1 nm) with only $N \sim 1000$ detected photons at an SBR = 5.

Because all information is retrieved from the sequence of excitations, SML-SSI does not impose any requirement on the detection geometry. Nonetheless, experimental realizations with confined detection volumes (e.g., confocal detection) could be advantageous to provide higher SBR levels. Such implementations and/or varying molecular brightness can be evaluated by varying the SBR over the range expected in each case or implementing an ad hoc modification in the provided open-source code.

The results presented consider a perfectly stationary target molecule. Therefore, they provide a maximal attainable localization precision. In practical implementations, the localization precision would be influenced by experimental factors. For example, in single-molecule tracking measurements, the latency of the system as well as the integration time required to obtain the necessary photon counts would become important parameters. For nanoscopic imaging, the setup stability would be critical to achieve the reported theoretical localization precisions.

All of these methods could benefit from iterative and adaptive approaches that update the sequence of excitations with new information about the position of the emitter, as it was done with MINFLUX (11). Methods that use subdiffraction-effective excitation patterns, such as MINSTED or a combination of RASTMAX and STED, can achieve localization precisions as good as methods using minima of light. However, it should be mentioned that in these experiments the total number of detected fluorescence photons $N$ usually corresponds to a much higher number of excitation-emission cycles than in conventional measurements, with the consequent stress on the photostability of the emitter.

Finally, we note that other position estimators might be more suitable than maximum likelihood for different reasons (computational efficiency for real-time calculations, unbiased estimators at low $N$, etc.). However, we believe that our approach explains thoroughly the fundamental similarities and differences between the different existing methods and will also be a powerful tool to design, develop, and combine new single-molecule localization methods and experiments.

SUPPLEMENTAL MATERIALS

Supplemental materials can be found online at https://doi.org/10.1016/j.bpr.2021.100036.
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