Single-ion quantum Otto engine with always-on bath interaction
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Abstract – We demonstrate how the reciprocating heat cycle of a quantum Otto engine (QOE) can be implemented using a single ion and an always-on thermal environment. The internal degree of freedom of the ion is chosen as the working fluid, while the motional degree of freedom can be used as the cold bath. We show, that by adiabatically changing the local magnetic field, the work efficiency can be asymptotically made unity. We propose a projective measurement of the internal state of the ion that mimics the release of heat from the working fluid during the engine cycle. In our proposal, the coupling to the hot and the cold baths need not be switched off and on in an alternate fashion during the engine cycle, unlike other existing proposals of QOE. This renders the proposal experimentally feasible using the available tapped-ion engineering technology.

Introduction. – Quantum heat engines (QHE) have recently attracted great interest since it was originally proposed in [1]. These engines employ a quantum system as the working substance and like their classical counterparts, are expected to run cyclically between two heat baths. It absorbs \((Q_H)\) heat from the hot bath, performs certain mechanical work \(W\), and rejects heat \(Q_L\) to the cold bath. While a classical Carnot engine cannot extract work when the temperatures of the two baths become equal (pertaining to a single bath), it is shown to be possible using the quantum property of the working substance. Scully and his coworkers have shown that it is possible to extract work from a single bath using quantum coherence [2,3] or quantum negentropy [4], with certain unique features of the QHE, when compared to their classical counterparts. It is not even necessary to maintain the thermal equilibrium of the quantum baths [5] to extract work using a QHE.

Several proposals for implementing quantum heat engines have been made using spin systems [5–9], harmonic oscillators [5,8,10], and multi-level systems [11–14]. In [6], an ensemble of non-interacting two-level systems, driven by a local external field and subject to frictional force, is coupled to the baths for finite time and the optimized time-scale of engine operation has been derived. In [15,16], the interacting spins have been considered and the adiabatic processes have been performed by changing the local magnetic fields that drive the spins. Correspondence of the efficiency of such coupled-spin system to the entanglement has been studied for Heisenberg interaction [17–19] and Dzyaloshinski-Moriya interaction [20]. Comparisons between quantum versions of Carnot engine and Otto engine have been studied in [21] for a two-level system as well as for harmonic oscillators. It is further shown [22] that photons in an optical cavity can also be used as a working substance for a QHE in which a coherent cluster of atoms serves the role of “fuel” through their superradiance. However, in all these proposals, the system undergoes a heat cycle, during which it interacts with a hot bath and a cold bath (both modelled as a classical system) in an alternative fashion. It is assumed that one can switch off the interaction with the bath during a certain stage of the heat-cycle, the so-called reciprocating cycle. For a quantum system, however, such an interaction is always on [23,24] and it is experimentally challenging to turn it off or on during the heat cycle. Dynamical decoupling from the bath by applying a certain pulse sequences [25] to the system may serve the purpose. But, such a technological requirement can be overwhelming so as to mimic the classical heat cycle in a quantum system.

In this paper, we propose an experimentally feasible model of a single-ion QHE, that works like a reciprocating heat cycle, but maintaining the always-on interaction with the bath, like in the continuous heat cycles [23,24]. The electronic degree of freedom of the ion is chosen as the working substance \(S\), while its vibrational degree of
freedom plays the role of the cold bath, that also interacts with the ion throughout the entire cycle. The thermal environment here acts as the hot bath. We show that while the hot bath thermalizes the state of $S$, the heat release out of the system can be achieved by a projective measurement of the states of $S$. We emphasize that the fact that the interaction with the baths is never switched off during the entire cycle, makes our model feasible in experiments. We show that the efficiency of this engine can be made close to unity by manipulating a local magnetic field (that works as a “piston”) applied to the ion. Note that the proposal of implementing QHE using a single ion exists [26], in which the frequency of the linear Paul trap is changed during the isentropic processes of the heat engine, while during isochoric processes, the system is weakly coupled to the hot or cold bath to achieve the thermal equilibrium at the bath temperature. This model clearly requires alternative coupling to the baths. This proposal has been implemented using $^{40}\text{Ca}^+$ ion with an efficiency 1.9% at the maximum power limit [27]. On the contrary, in our model, one only requires to change the driving magnetic field adiabatically and a projective measurement of the electronic states, both of which can be routinely achieved in a trapped-ion set up [28].

In the following, we will present the QHE model based on a single trapped ion with the Hamiltonian, all the related analytical expressions, and the achievable efficiency. The required stages of the heat cycles and the conditions that are relevant to successfully implement these stages are discussed.

**Model.** – In this paper, we focus on implementing a quantum Otto engine (QOE). A QOE cycle consists of four stages: a) In ignition stroke (an isochoric process) the system $S$ gets thermalized by absorbing $Q_B$ heat from a hot bath at a temperature $T_B$. b) In the next stroke (the “expansion” stroke), the system undergoes an adiabatic process, thereby maintaining the thermal equilibrium, such that any kind of exchange of heat with the bath is inhibited. During this process, an external work $W$ is done by the system amounting to an adiabatic change of a local driving field (the “piston”). c) In the following stroke, the “exhaust” stroke (an isochoric process), the system initializes itself through an adiabatic evolution, that also initializes the local driving field. In the following, we will describe how to implement all these strokes using a trapped ion.

A single trapped ion in Lamb-Dicke limit can be considered as a two-qubit coupled system (see fig. 1), in which the ion is confined in its two lowest-lying internal states $|g\rangle$ and $|e\rangle$ (represented by the relevant Pauli matrices $\sigma_{x,y,z}$ and the lowest-lying vibrational states $|0\rangle$ and $|1\rangle$ (such that $a^\dagger|1\rangle$ vanishes, where $a^\dagger$ is the creation operator of the vibrational mode). The Hamiltonian that describes the interaction between the internal and motional states of the ion can thus be written as

\[
H = H_S + H_{ph} + H_{int},
\]

\[
H_S = g\sigma_x + B\sigma_z, \quad H_{ph} = \omega a^\dagger a, \quad H_{int} = k(a^\dagger\sigma_- + \sigma_+a).
\]

Here, $H_S$ is the Hamiltonian for the internal states of the ion, $H_{ph}$ represents the energy of the phonons, relevant to the vibrational degree of freedom, and $H_{int}$ defines the interaction between the internal and the vibrational degrees of freedom of the ion. We consider that the internal states are driven by a local electric field with Rabi frequency $2\gamma$ and a magnetic field of strength $B$, applied along the quantization axis. The vibrational frequency of the ion is chosen as $\omega$ and $k$ represents the interaction between the internal states and the motional states of the ion.

In context of the QOE, we consider the internal degree of freedom as the working substance $S$. The eigenvalues of the relevant Hamiltonian $H_S$ are given by $E_{1,2} = \pm \sqrt{g^2 + B^2}$, with the respective eigenstates

\[
|E_{1,2}\rangle = \frac{1}{N} \left[ (B \mp \sqrt{g^2 + B^2}) |g\rangle - |e\rangle \right],
\]

\[
N = \sqrt{2 \left[ g^2 + B^2 + B \sqrt{g^2 + B^2} \right]}.
\]

**Efficiency of a two-level QOE.** Following Kieu [29], we can now calculate the efficiency of a QOE based on the above two-level system $S$. The average energy of this system can be written as $U = \sum_n E_n P_n \ (n = 1, 2)$, where $P_n$ is the occupation probability of the energy eigenstate $|E_n\rangle$. Comparing $dU = \sum_n E_n dP_n + \sum_n P_n dE_n$ with the first law of classical thermodynamics, $dU = dQ + dW$ (d defines non-exact differential and refers to the path-dependence, see, e.g., [30,31]), one can identify in the quantum regime the infinitesimal heat transfer as $dQ = \sum_n E_n dP_n$ and the infinitesimal work done as $dW = \sum_n P_n dE_n$. It is to be noted that this expression of $dQ$ is valid irrespective of whether the system is in thermal equilibrium or not [5], contrary to its classical counterpart $dQ = TdS$. This also includes the contribution of the ergotropy and adiabatic work [31]. Clearly, the heat transfer is associated with the change in the probability distribution for

fig:1: (Colour online) Schematic diagram of the trapped ion QOE. The solid red (dashed blue) lines refer to the adiabatic (isochoric) processes. The insets display the relevant energy levels of the internal and the vibrational degrees of freedom, relevant to the ionic motion.
various eigenstates, while the work done is related to change in the energy eigenvalues, keeping the probability distribution the same. For the two-level system S, the heat absorbed \( Q_H \) during the ignition stroke can thus be written as

\[
Q_H = \sum_{n=1}^{2} E_n^H \left[ P_n^H - P_n^L \right],
\]

where \( E_n^H \) is the \( n \)-th energy eigenvalue while the system interacts with the hot bath at the temperature \( T_H \), \( P_n^L \) is the initial probability of the \( n \)-th energy eigenstates and \( P_n^H \) is that after thermalization. In a similar way, the heat released \( Q_L \) during the exhaust stroke can be written as

\[
Q_L = \sum_{n=1}^{2} E_n^L \left[ P_n^L - P_n^H \right],
\]

where \( E_n^L \) is the \( n \)-th energy eigenvalue while the system interacts with the cold bath. Note that during the adiabatic processes, the probabilities \( P_n^H \) and \( P_n^L \) do not change. However the energy eigenvalues \( E_n \) change, due to the adiabatic change in the local driving field. The work done during the heat cycle can thus be written as

\[
W = Q_H - Q_L = \sum_{n=1}^{2} \left( E_n^H - E_n^L \right) \left[ P_n^H - P_n^L \right],
\]

leading to the following expression of the work efficiency

\[
\eta = \frac{W}{Q_H'},
\]

\[
\eta = \frac{\sum_{n=1}^{2} \left( E_n^H - E_n^L \right) \left[ P_n^H - P_n^L \right]}{\sum_{n=1}^{2} E_n^H \left[ P_n^H - P_n^L \right]} = 1 - \frac{E_1^L - E_2^L}{E_1^H - E_2^H},
\]

where we have used the fact \( \sum_{n=1}^{2} P_n^H = \sum_{n=1}^{2} P_n^L = 1 \). If the local driving fields are changed from \( B = B_H \) and \( g = g_H \) to \( B = B_L \) and \( g = g_L \), respectively, during the expansion stroke, the efficiency takes the following form:

\[
\eta = 1 - \sqrt{\frac{g_1^2 + B_1^2}{g_1^2 + B_1^2}}.
\]

This suggests that in the limit of \( B_L, g_L \to 0 \), one could ideally achieve the efficiency close to unity. In practice, the local electric field that drives the ion can be kept constant at a small value of \( g \), such that the larger efficiency can be obtained by manipulating only the magnetic field. The adiabatic process is performed by adiabatic changes of the magnetic field from \( B_H \) to \( B_L(<B_H) \) during the expansion stroke and from \( B_H \) to \( B_L \) during the compression stroke. Such a control of the efficiency by a local magnetic field has also been proposed in [16]. The ability to control the electric and the magnetic fields independently makes the model more flexible towards achieving larger efficiency.

**Implementation of the QOE cycles.** – As outlined before, we consider the internal degree of freedom as the working substance \( S \). On the other hand, in the Lamb-Dicke limit, the ion interacts with the hot bath at the temperature \( T_H \). The magnetic field from \( B \) to the adiabatic change in the local driving field. The work \( W \) during the ignition stroke can thus be written as

\[
W = Q_H - |Q_L| = \sum_{n=1}^{2} \left( E_n^H - E_n^L \right) \left[ P_n^H - P_n^L \right],
\]

leading to the following expression of the work efficiency

\[
\eta = \frac{W}{Q_H'},
\]

\[
\eta = \frac{\sum_{n=1}^{2} \left( E_n^H - E_n^L \right) \left[ P_n^H - P_n^L \right]}{\sum_{n=1}^{2} E_n^H \left[ P_n^H - P_n^L \right]} = 1 - \frac{E_1^L - E_2^L}{E_1^H - E_2^H},
\]

where we have used the fact \( \sum_{n=1}^{2} P_n^H = \sum_{n=1}^{2} P_n^L = 1 \). If the local driving fields are changed from \( B = B_H \) and \( g = g_H \) to \( B = B_L \) and \( g = g_L \), respectively, during the expansion stroke, the efficiency takes the following form:

\[
\eta = 1 - \sqrt{\frac{g_1^2 + B_1^2}{g_1^2 + B_1^2}}.
\]

The eigenvalues of this Hamiltonian are given by

\[
H_{s,ph} = \begin{pmatrix}
B & 0 & g & 0 \\
0 & -B + \omega & k & g \\
g & k & B & 0 \\
0 & g & 0 & B + \omega
\end{pmatrix}.
\]

The QOE consists of four different strokes — two isochoric strokes and two adiabatic strokes. In the following, we describe how to implement all these strokes with the system S and the two baths identified as above.

**Ignition stroke.** During this isochoric process (1 \( \rightarrow \) 2, see fig. 1), the ion interacts with the hot bath and gets thermalized through Markovian evolution. This leads to the following mixed states of the system S and the phonons:

\[
\rho_{1}^{(H)} = \sum_{i=1}^{4} p_i |U_i⟩⟨U_i|, \quad p_i = \frac{\exp(-U_i/k_BT_H)}{\sum_{i=1}^{4} \exp(-U_i/k_BT_H)},
\]

where \( p_i \) is the occupation probability of the \( i \)-th eigenstate \( |U_i⟩ \) of the total Hamiltonian \( H_1 \) for the (S+phonon) system. To identify the eigenvalue \( U_i \), we rewrite the Hamiltonian \( H_1 \) in the joint basis \( \{|g,0⟩, |g,1⟩, |e,0⟩, |e,1⟩\} \) of the internal states and the motional states in the following matrix form:

\[
H_{s,ph} = \begin{pmatrix} B \omega & 0 \\
0 & -B + \omega & k & g \\
g & k & B & 0 \\
0 & g & 0 & B + \omega
\end{pmatrix}.
\]

The QOE cycles of this Hamiltonian are given by

\[
U_{1,2} = \frac{1}{2} \langle \omega \pm A_- \rangle, \quad U_{3,4} = \frac{1}{2} \langle \omega \pm A_+ \rangle,
\]

\[
A_\pm = \sqrt{C \pm 2D}, \quad C = 4B^2 + 4g^2 + 2k^2 + \omega^2,
\]

\[
D = \sqrt{4g^2k^2 + k^4 - 4Bk^2\omega + 4B^2\omega^2 + 4g^2\omega^2}.
\]

Here \( |U_i⟩ \) can be written in terms of the joint basis of the internal and motional states as

\[
|U_i⟩ = a_{i1}|g,0⟩ + a_{i2}|g,1⟩ + a_{i3}|e,0⟩ + a_{i4}|e,1⟩,
\]

\[
i = 1, 2, 3, 4.
\]

Therefore, the reduced density matrix of the system S can be obtained by taking partial trace over the phonon
states as
\[
\rho_S^{(H)} = \frac{1}{P_H} \sum_{i=1}^{4} e^{-U_i/k_BT_H} \left[ (a_{i1}^2 + a_{i2}^2) |g\rangle\langle g| + (a_{i3} + a_{i4}| (|e\rangle\langle e| + h.c.) \right],
\]
(15)
where \( P_H = \sum_{i=1}^{4} \exp[-U_i/k_BT_H] \) is a normalization constant. This can be written in terms of the energy eigenstates \(|E_n\rangle\) of the system Hamiltonian through the inverse transformation of eq. (4):
\[
|g\rangle = z_{g1}|E_{1}\rangle - z_{g2}|E_{2}\rangle, \quad |e\rangle = z_{e1}|E_{1}\rangle - z_{e2}|E_{2}\rangle,
\]
(16)
where
\[
z_{g1,g2} = \frac{N\mp \sqrt{g^2 + B^2}}{2\sqrt{g^2 + B^2}}, \quad z_{e1,e2} = \frac{z_{g1,g2} B \pm \sqrt{g^2 + B^2}}{g}
\]
(17)
Using (15) and (16), we can have the occupation probability \( P_{i}^{H} = \langle E_n | \rho_S^{(H)} | E_n \rangle \) of the eigenstate \(|E_n\rangle\) as
\[
P_1^{H} = \frac{1}{P_H} \sum_{i=1}^{4} e^{-U_i/k_BT_H \sum_{k,l} 2(a_{i1}a_{i3} + a_{i2}a_{i4})z_{g1}z_{e1}}
\]
\[
+ (a_{i1}^2 + a_{i2}^2)z_{g1}^2 + (a_{i3}^2 + a_{i4}^2)z_{e1}^2
\]
(18)
\[
P_2^{H} = \frac{1}{P_H} \sum_{i=1}^{4} e^{-U_i/k_BT_H \sum_{k,l} 2(a_{i1}a_{i3} + a_{i2}a_{i4})z_{g2}z_{e2}}
\]
\[
+ (a_{i1}^2 + a_{i2}^2)z_{g2}^2 + (a_{i3}^2 + a_{i4}^2)z_{e2}^2
\]
(19)
Assuming that the system S is initially prepared in the state \(|g\rangle\), the heat absorbed \( Q_H \) during this stroke can be calculated using eq. (6) as
\[
Q_H = \sum_{n=1}^{2} nE_n^{(H)} (P_n^{H} - z_n^2).
\]
(20)
It must be reminded that during this stroke, the magnetic field is kept constant at \( B = B_H \), leading to the eigenvalues \( E_n^{(H)} \) of the system Hamiltonian \( H_S \) to remain constant.

Expansion stroke. During this stroke (2 \( \rightarrow \) 3, see fig. 1), the magnetic field is adiabatically changed from \( B_H \) to \( B_L \). This means that the occupation probabilities of the two eigenstates \(|E_{1,2}\rangle\) do not change; however, the corresponding eigenvalues \( E_{1,2}^{(H)} \) change to the values \( E_{1,2}^{(L)} = \pm \sqrt{g^2 + B_L^2} \). As shown in the subsection “Adiabaticity”, the system does not exchange any heat with the bath as well as the phonon modes, i.e., \( dQ = 0 \). This leads to a reduction of internal energy of the system, when the following work is performed by the system during this stroke (refer to the first law of thermodynamics: \( dU = dQ + dW \)):
\[
W_1 = \sum_{n=1}^{2} P_n^{H} (E_n^{L} - E_n^{H}),
\]
(21)
where \( E_n^{L} = \pm \sqrt{g^2 + B_L^2} \) are the eigenvalues of \( H_S \) before the stroke and \( P_n^{H} \) are given by (18) and (19). Note that we change only the magnetic field, that does not change the internal state and only leads to a Zeeman shift.

Exhaust stroke. This is an isochoric process, during which the system releases an amount of heat \( Q_L \) (3 \( \rightarrow \) 4, see fig. 1). The initial state of the coupled system (S+phonons) at this stage can be written as
\[
\rho_2^{(H)} = U_T \rho_1^{(H)} U_T^\dagger,
\]
(22)
where \( U_T \) is the unitary operator associated with the adiabatic process defined as
\[
U_T = T \exp[-i \int_0^T dt' H(t')],
\]
(23)
\[
H(t) = H_S(t) + H_{ph} + H_{int},
\]
\[
H_S(0) = g\sigma_x + B_H\sigma_z, \quad H_S(\tau) = g\sigma_x + B_L\sigma_z.
\]
Here \( T \) represents time-ordering. The state \( \rho_2^{(H)} \) can be written in the joint basis of the internal and the motional states
\[
\rho_2^{(H)} = \sum_{i,j} \rho_{i,j}^{(H)} |i\rangle\langle j|, \quad |i\rangle, |j\rangle \in |g,0\rangle, |g,1\rangle, |e,0\rangle, |e,1\rangle.
\]
(24)
Clearly, at thermal equilibrium, the system S is entangled with the phonon state. The release of heat from the system is equivalent to cooling down the system. This means that the occupation probabilities of the higher excited states of the system would reduce by such heat release.

To facilitate the release of heat from the system, here we propose a projective measurement of the state of the system S. We choose to consider only those events, for which the system is effectively prepared in the state \(|g\rangle\).

Thereby, the density matrix \( \rho_2^{(H)} \) gets factorized and can be written as
\[
\rho_2^{(H)} |_{\text{meas}} = |g\rangle\langle g| \sum_{k,l=0}^{1} r_{k,l}|k\rangle\langle l|,
\]
(25)
where \( |k\rangle, k \in \{0,1\} \) are the states of the phonon modes and \( r_{k,l} \) are the relevant density matrix elements between the states \(|k\rangle\) and \(|l\rangle\). In this way, the system gets decoupled from the cold bath and the measurement essentially purifies the state of the system S. Such purification process is equivalent to cooling down the system through release of heat. This is also analogous to algorithmic cooling [34] in NMR quantum computing, in which a pseudopure state can be prepared from a mixed state of an ensemble of nuclear spins embedded in a single molecule [35]. We emphasize that the above measurement does not nullify the interaction Hamiltonian between the system and the baths; rather, it only decouples the system from the baths through factorization of the density matrix.

Through this cooling process, the probability distribution of the eigenstates of the system Hamiltonian \( H_S \) change, keeping the corresponding eigenvalues the same, as the local driving fields are kept constant during this stroke. The heat released from the system can thus be calculated using eqs. (7) and (16) as
\[
Q_L = \sum_{n=1}^{2} E_n^{L} (z_n^2 - P_n^{H}).
\]
(26)
The cooling process, as described above, is evidently probabilistic and depends upon the measurement outcome, i.e., post-selection. It may be noted that an alternative way of cooling the system is proposed in [36], which is based on a sequence of non-selective quantum non-demolition measurement of the state of the system $S$, at an interval $\geq 1/B_L$, in a continuous-cycle scheme. This leads to decoupling of $S$ from the phonon bath, i.e., $\rho_{S,ph} \rightarrow \rho_S \otimes \rho_{ph}$, as in eq. (25), if the measurement outcomes, or alternatively, the states of the measuring device are not read or averaged out.

**Compression stroke.** During this stroke ($4 \rightarrow 1$, see fig. 1), the system again undergoes through an adiabatic process, during which the magnetic field strength is now adiabatically changed from $B_L$ to $B_H$. The system remains in contact with the hot bath and the phonon mode —however, the occupation probabilities of the energy eigenstates $|E_{kn}\rangle$ of the system remain unaltered, as in the case of the expansion stroke, at the values $z_{kn}^2$. This means that after the compression stroke, the system remains in the ground state. This can be considered as an initialisation of the system for the next cycle of the heat engine. Further, the eigenvalues change from $E_{kn}^L$ to $E_{kn}^H$ due to the change in the magnetic field. This leads to the following work done during this stroke: $W_2 = \sum_{n=1}^{2} E_{kn}^H - E_{kn}^L$. Note that the heat transferred to the phonon mode does not eventually accumulate after a few cycles, as in any case, the system and the phonon mode get thermalized by the hot bath during the ignition stroke of each cycle and one can keep on reusing the phonon mode as a cold bath.

**Work efficiency.** We find that the QOE absorbs heat $Q_H$ (eq. (20)) during the ignition stroke and releases heat $Q_L$ (eq. (26)) during the exhaust stroke, while it does certain work $Q_H - |Q_L|$ during the two adiabatic strokes. Therefore, the work efficiency of the QOE can be calculated as

$$\eta = \frac{Q_H - |Q_L|}{Q_H} = \frac{\sum_{n=1}^{2} (E_{kn}^H - E_{kn}^L)(P_{en}^H - z_{kn}^2)}{\sum_{n=1}^{2} E_{kn}^H (P_{en}^H - z_{kn}^2)}.$$  \hspace{1cm} (27)

Moreover, the projective measurement of a qubit has an energy cost $M \leq k_B T_H \ln 2$ [37], where the equality sign holds for a maximally mixed state (referring to maximal change in entropy). Such an energy cost would refer to erasing (or recording) the measurement outcome, reminiscent to Landauer’s erasure principle [38]. This further reduces the effective efficiency of the engine to

$$\eta_M = \frac{Q_H - |Q_L|}{Q_H + M}.$$  \hspace{1cm} (28)

We show in a parametric plot in fig. 2 how the efficiency $\eta$ and $\eta_M$ (for a maximally mixed state) vary with the work output $Q_H - |Q_L|$ in this system. Such a variation suggests that the efficiency is not limited by the heat absorbed $Q_H$ by the system and by increasing the temperature of the hot bath (and thereby increasing $Q_H$), one can obtain a larger efficiency.

**Adiabaticity.** The compression and expansion strokes in an Otto engine are performed adiabatically, during which the system does not share heat with the bath. In the present case, for a quantum version of the Otto engine, one needs to consider quantum adiabatic process. In such a process, the occupation probabilities $P_n$ of the different eigenstates of the system Hamiltonian remain unaltered, though the relevant eigenvalues are adiabatically changed. This is essentially described by $dQ = \sum_n E_n dP_n = 0$. To verify that the probabilities $P_n$ do not change during these two strokes, we have studied the dynamics of the system + phonon joint system, using the master equation $\dot{\rho}_{S,ph} = -i[H_S(t) + H_{ph} + H_{int}, \rho_{S,ph}]$. Here we have assumed that the adiabatic evolution takes place before the thermalization time-scale $1/\gamma$ in which the heat bath, characterized by the temperature $T_H$ becomes effective ($\gamma$ is the decay rate of the system $S$) (similar condition is also considered in [42]). We consider a linear variation
of the magnetic field, as given by \cite{19}

\[ B(t) = B_H + \frac{B_L - B_H}{\tau} t, \]  

(30)

where \( \tau \) is the finite time-scale for the change of the magnetic field from \( B_H \) to \( B_L \) or vice versa. For the initial condition (11) that the system and the phonon modes are in thermal equilibrium with the heat bath, we solved the above master equation. We show in fig. 3 that the occupation probabilities of the eigenstates of the system Hamiltonian \( H_S \) (see eqs. (18) and (19)) do not change substantially for \( \tau = 5 \) (e.g., only a mere 0.1% decrease in the probability \( P_1 \)). This indicates that the system does not exchange heat with both the thermal bath and the phonon modes and thereby the evolution during the \( \tau \) interval is adiabatic. As an example, in the case of a single trapped ion, \( \omega \) can be of the order of \( 2\pi \times 10 \text{ MHz} \), such that \( \tau = 5 \) refers to an adiabatic time-scale of 0.5 \( \mu \text{s} \), while the decay rate of the phonon mode (system) can be of the order of a few ms (a few second) \cite{28,43}. Clearly the ramp time scale for the adiabatic process is much smaller than the relevant decay time-scale of the system, as also noted in \cite{42}.

In this regard, we further analyze the validity of the adiabaticity condition in quantum mechanics that reads as \( |\langle E_1 | \frac{dE_2}{dt} \rangle| \ll \frac{|E_1 - E_2|}{\hbar} \) \cite{44}. In the present case, the adiabatic strokes are performed by changing the magnetic field strength \( B \) only. Using eqs. (4), we obtain the following condition for adiabaticity:

\[ \xi = \left| \frac{\dot{B}_g}{2N_+N_- (g^2 + B^2)^{3/2}} \right| = \left| \frac{\dot{B}_g}{4(g^2 + B^2)^{3/2}} \right| \approx 1, \]  

(31)

where \( \xi \) is the adiabaticity parameter and \( N_\pm \) are given by eq. (5). In fig. 4, we show how the condition of adiabaticity is satisfied for different choices of the rate of change \( \dot{B} \) of the magnetic field. Clearly, the adiabaticity is maintained, even for the evolution for a finite time \( \tau \).

In the case of \( g \ll B(t) \) for all the times \( t \), we can rewrite the adiabaticity parameter \( \xi \) as \( \xi \approx \frac{B_L}{B_H^2} \). For a change of magnetic field from \( B_H \) to \( B_L \) in a finite time interval \( \tau \), we obtain the following condition for adiabaticity:

\[ \tau \gg \left| \frac{g}{\hbar} \left( \frac{1}{B_H^2} - \frac{1}{B_L^2} \right) \right|. \]  

(32)

It must be reminded that to obtain larger efficiency, one needs to have \( B_L \rightarrow 0 \) adiabatically (see eq. (10)). Therefore, as clear from eq. (32), the corresponding time-interval becomes quite large.

**Conclusion.** – We have shown how a single trapped ion can be used to implement all the heat strokes of a quantum Otto engine. The electronic degree of freedom of the ion can be considered as the working fluid, that interacts with the thermal bath and the vibrational degree of freedom. In the Lamb-Dicke limit, the vibrational mode is confined to its two lowest eigenstates and therefore can be considered as a cold bath. We show that by adiabatically changing the local magnetic field, the work efficiency can be made close to unity. The interaction with the hot and the cold bath is never switched off. In this framework, we show that the heat release from the system during the exhaust stroke can be mimicked by a projective measurement of the electronic state of the ion. We emphasize that the present proposal can be implemented using the current trapped-ion technology, routinely used for quantum computing.

***

We sincerely thank the referee for his/her constructive criticism and valuable suggestions on the manuscript, particularly on the issue of feedback control.
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