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Abstract—In this paper, we propose a method to determine the 3D relative pose of pairs of communicating robots by using human pose-based key-points as correspondences. We adopt a ‘leader-follower’ framework where the leader robot detects and triangulates the key-points in its own frame of reference. Afterwards, the follower robots match the corresponding 2D projections on their respective calibrated cameras and find their relative poses by solving the perspective-n-point (PnP) problem. In the proposed method, we use the state-of-the-art pose detector named OpenPose for extracting the pose-based key-points pertaining to humans in the scene. Additionally, we design an efficient model for person re-identification and present an iterative optimization algorithm to refine the key-point correspondences based on their local structural similarities in the image space. We evaluate the performance of the proposed relative pose estimation method through a number of experiments conducted in terrestrial and underwater environments. Finally, we discuss the relevant operational challenges of this approach and analyze its feasibility for multi-robot cooperative systems in human-dominated social settings and in feature-deprived environments such as underwater.

I. INTRODUCTION

Accurate computation of relative pose is essential in multi-robot estimation problems such as cooperative tracking, localization [1], planning, mapping [2], and more. Unless global positioning information (e.g., provided by GPS) is available, the robots need to estimate their positions and orientations relative to each other based on their exteroceptive sensory measurements and odometry [3] which is often noisy. This process is necessary for registering their measurements to a common frame of reference in order to maintain coordination. Therefore, robust estimation of robot-to-robot relative pose is crucial for deploying a team of robots in GPS-denied environments.

In a cooperative setting, robots with visual sensing capabilities solve the relative pose estimation problem by triangulating mutually visible local features and landmarks. A lack of salient features significantly affects the accuracy of this estimation [4], which eventually hampers the overall success of the operation. Such difficulties often arise in poor visibility conditions underwater due to a lower number of salient features and natural landmarks [5], [6]. Nevertheless, close proximity of human divers to robots is a fairly common occurrence in underwater applications [7]. In addition, humans are frequently present and clearly visible in many social scenarios [8], [9] where natural landmarks are not reliably identifiable (due to repeated textures, noisy visual conditions, etc.). Hence, the problem of having limited natural landmarks can be alleviated by using mutually visible humans as markers (i.e., features correspondences). Despite the potential, feasibility of using human presence or body-pose for robot-to-robot relative pose estimation has not been explored in the literature.

In this paper, we propose a method for computing six degree-of-freedom (6-DOF) robot-to-robot transformation between pairs of communicating robots by using mutually detected humans’ pose-based key-points as correspondences. As illustrated in Figure 1, we adopt a leader-follower framework where one of the robots (equipped with a stereo camera) is assigned as a leader. First, the leader robot detects and triangulates 3D positions of the key-points in its own frame of reference. Then the follower robot matches the corresponding 2D projections on its intrinsically calibrated camera and localizes itself by solving the perspective-n-point (PnP) problem [10]. It is to be noted that this entire process of extrinsic calibration is automatic and does not require prior knowledge about the robots’ initial positions. Additionally, it is straightforward to extend the leader-follower framework for multi-robot teams from the pairwise solutions. Furthermore, if the leader robot has global positioning information (i.e., has a GPS or an ultra-short baseline, or USBL, receiver), the follower robots can use that information to localize themselves in the global frame as well.

In addition to presenting the conceptual model and im-

Fig. 1: A simplified illustration of 3D relative pose estimation between robot 1 and robot 2 (3). The robots know the transformations between their intrinsically calibrated cameras and respective global frames, i.e., \{1\}, \{2\}, and \{3\}. Robot 1 is considered as the leader (equipped with a stereo camera) and its pose in global coordinates \(\{R_G, t_G\}\) is known. Robot 2 (3) finds its unknown global pose by cooperatively localizing itself relative to robot 1 using the human pose-based key-points as common landmarks.
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plementation details, we provide efficient solutions to the practicalities involved in the proposed robot-to-robot pose estimation method. Specifically, we make the following contributions in this paper:

1) We use OpenPose [11] for detecting human body-poses in the image-space. Although it provides reliable detection performances, the extracted 2D key-points across different views do not necessarily associate as a correspondence. We solve this problem by designing an iterative optimization algorithm that refines the noisy key-points based on their local structural properties in respective images.

2) In addition, we exploit the structural similarities of each set of key-points and bundle their features in a hierarchical fashion for fast person re-identification (i.e., association) across viewpoints.

3) Furthermore, we evaluate the proposed estimation method over a number of terrestrial and underwater experiments. We also analyze its feasibility in various multi-robot cooperative systems and discuss relevant operational considerations.

II. RELATED WORK

The following sections present a brief discussion on the existing literature that are relevant to our problem of interest.

A. Robot-to-robot Relative Pose Estimation

The problem of robot-to-robot relative pose estimation has been thoroughly studied for 2D planar robots, particularly using range and bearing sensors. Analytic solutions for determining 3-DOF robot-to-robot transformation using mutual distance and/or bearing measurements [3], [12] involve solving an over-determined system of nonlinear equations. Similar solutions for 3D case (i.e., for determining 6-DOF transformation using inter-robot distance and/or bearing measurements) has been proposed as well [13], [14]. In practice, these analytic solutions are used as an initial estimate for the relative pose, and then iteratively refined using optimization techniques (e.g., nonlinear weighted least-squares) in order to account for noisy observation and uncertainty in the robots’ motion.

Robots that rely on visual perception (i.e., use cameras as exteroceptive sensors) solve the relative pose estimation problem by triangulating mutually visible features and landmarks [15]. Therefore, it reduces to solving the PnP problem by using sets of 2D-3D correspondences between geometric features and their projections on respective image planes [10]. Although high-level geometric features (e.g., lines, conics, etc.) have been proposed, point features are typically used in practice for relative pose estimation [16]. Moreover, PnP problem is solved either using iterative approaches by formulating the over-constrained system ($n > 3$) as a nonlinear least-squares problem, or by using sets of three non-collinear points ($n = 3$) in combination with Random Sample Consensus (RANSAC) [17] to remove outliers. In addition, vision-based approaches often use temporal-filtering methods, the extended Kalman-filter (EKF) in particular, to reduce the effects of noisy measurements in order to provide near-optimal pose estimates [15], [16]. On the other hand, it is also common to simplify the relative pose estimation by attaching specially designed calibration-patterns on each robot [18]. However, it requires that the robots operate at a sufficiently close range, and remain mutually visible.

B. Human Body-Pose Detection

The state-of-the-art methodologies can be categorized into the top-down and bottom-up approaches. The top-down approaches [19], [20] detect the humans in the image-space first and then perform localization and association of their body-parts. One major limitation of these approaches is that their running times are proportional to the number of persons in the image. In addition, robustness of the pose estimation largely depends on the accuracy of their person detectors. In contrast, the bottom-up approaches [11], [21] do not suffer from these two issues. However, they require solving a more computationally challenging inference problem of learning global contextual cues for simultaneous detection and association of the body parts.

The classical approaches [22], [23] use pictorial structures to model the appearance of human body-parts. A set of densely sampled shape descriptors are used for localizing the body-parts and then classifiers such as AdaBoost, SVMs, etc., are used for detection. Associating the detected body-parts are rather challenging, a mixture of tree-based models are typically used to learn separate pairwise relationships for different body-part configurations [24]. Graph-based connectivity models are then used to formulate the inference (association) as a graph-cut problem. Recently proposed approaches use Deep Neural Networks (DNNs) to learn the human pose detection from large training datasets in order to perform fast and accurate global inference. DeepPose [25], for instance, formulates the problem as a regression problem and uses a cascade of DNNs to learn the inference in a holistic fashion. On the other hand, OpenPose [11] jointly learns to detect and associate using pose machines [26]. In contrast to DNNs, each module of a pose machine is trained locally; the sequential predictions of these modules are then refined to perform a hierarchical joint inference. Such hierarchical structures facilitate fast inference for multi-person pose estimation in addition to achieving state-of-the-art detection performances. Due to these compelling reasons, we use OpenPose in this work.

C. Human-aware Robot Control

Human-awareness is essential for autonomous mobile robots operating in social settings, and in human-robot collaborative applications. A large body of literature [7], [27], [8] and systems exist which focus on the areas of understanding human motion, instructions, behaviors, etc. Additionally, tracking human pose relative to the robot is particularly common in applications such as person tracking [28], following [8], collaborative manipulation [29], behavior imitation [30], etc. However, the feasibility of using
humans’ presence or their body-poses as markers for robot-to-robot relative pose estimation has not been explored in the literature, which we attempt to address in this work.

III. METHODOLOGY

The proposed robot-to-robot relative pose estimation method incorporates a number of computational components: detection of human body-poses in images captured from different views (by leader and follower robots), pair-wise association of the detected humans across multiple images, geometric refinement of the key-point correspondences, and 3D pose estimation of the follower robot (relative to the leader) using 2D-3D correspondences. We now elaborate their methodologies in the following sections.

A. Human Body-Pose Detection

We use OpenPose [11] for real-time multi-human 2D keypoint detection in images. It is an open-source library originally written in C++ using Caffe and OpenCV libraries. We use a Tensorflow implementation based on the ‘MobileNet model’ that provides faster inference compared to the original model. Specifically, it processes a 368×368 image in 180ms on a Jetson TX2 device whereas the original model (also known as the ‘CMU model’) takes multiple seconds.

OpenPose generates 18 annotated 2D key-points pertaining to the nose, neck, shoulders, elbows, wrists, hips, knees, ankles, eyes, and ears of a human body. As shown in Figure 2, a subset of these key-points and their pair-wise anatomical relationships are generated for each human. We represent the key-points generated by OpenPose in an image \( I \) by an \( N_I \times 18 \) array where \( N_I \) is the number of humans detected in the image; that is, each row contains 18 ordered key-points for a particular person. Specifically,

\[
\text{KP}(I) = \{h_{ij}\}, \quad i \in 1 : N_I, \quad j \in 1 : 18
\]

If a particular key-point is not detected, then the values are left as \((-1, -1)\). Additionally, we configure \( \text{KP}(I) \) in a way that the first row belongs to the left-most person, and gradually the last row belongs to the right-most person in the image; it is achieved by sorting the rows based on the average of its non-negative \( x \)-coordinates. This way of formatting the key-points helps to speed-up the process of associating correspondences between \( \text{KP}(I_{\text{leader}}) \) and \( \text{KP}(I_{\text{follower}}) \).

In order to establish key-point correspondences between mutually visible humans in the scene, the rows of \( \text{KP}(I_{\text{leader}}) \) and \( \text{KP}(I_{\text{follower}}) \) need to be associated. That is, the follower robot needs to make sure that it is pairing the key-points of the same individuals. This is important because in practice they might be looking at different individuals, or same individuals in a different spatial order. Associating multiple persons across different images is a well-studied problem known as person re-identification.

B. Person Re-identification using Hierarchical Similarities

Although a number of existing deep visual models provide good solutions for person re-identification [31], [32], we design a simple and efficient model in order to meet the real-time on-board computational constraints. The intuition is to avoid using a computationally demanding feature extractor by making use of the hierarchical anatomical structures that are already embedded in the key-points. First, we bundle the subsets of key-points in several spatial bounding-boxes (Bbox) as follows:

- Face Bbox: nose, eyes, and ears
- Upper-body Bbox: neck, shoulders, and hips
- Lower-body Bbox: hips, knees, and ankles
- Left-arm Bbox: left shoulder, elbow, and wrist
- Right-arm Bbox: right shoulder, elbow, and wrist
- Full-body Bbox: encloses all the key-points

Figure 3 illustrates the spatial hierarchy of these bounding boxes and their corresponding key-points. They are extracted by spanning the corresponding key-points’ coordinate values in both \( x \) and \( y \) dimensions. We use an offset (of additional 10% length) in each dimension in order to capture more spatial information around the key-points. A bounding box is discarded if its area is below an empirically chosen threshold; this happens when the corresponding body-part is not detected or its resolution is too small to be informative.

Once these bounding boxes are extracted, we use the structural properties of their respective image-patches as features for person re-identification; specifically, we compare the structural similarities [33] between image patches pertaining to face, upper-body, lower-body, left-arm and right-arm, and the full body of a person. Based on their aggregated similarities, we evaluate the pair-wise association between each person seen by the leader (in \( I_{\text{leader}} \)) and by the follower (in \( I_{\text{follower}} \)).

The structural similarity [33] for a particular pair of single-channel rectangular image-patches \((x, y)\) is evaluated based on three properties: luminance \( (l) \), contrast \( (c) \), and structure.
The standard way of computing these are:
\[
l(x, y) = \frac{2\mu_x\mu_y}{\mu_x^2 + \mu_y^2}, c(x, y) = \frac{2\sigma_x\sigma_y}{\sigma_x^2 + \sigma_y^2}; s(x, y) = \frac{\sigma_{xy}}{\sigma_x\sigma_y}
\]

Here, \(\mu_x, \mu_y\) denotes the mean of image patch \(x, y\), \(\sigma_x^2, \sigma_y^2\) denotes the variance of \(x, y\), and \(\sigma_{xy}\) denotes the cross-correlation between \(x, y\). The structural similarity metric (SSIM) is then defined as:

\[
SSIM(x, y) = l(x, y)c(x, y)s(x, y) = \frac{2\mu_x\mu_y}{\mu_x^2 + \mu_y^2} \cdot \frac{2\sigma_{xy}}{\sigma_x^2 + \sigma_y^2}
\]

In order to ensure numeric stability, two constants \(c_1 = (255k_1)^2\) and \(c_2 = (255k_2)^2\) are added as follows:

\[
SSIM(x, y) = \left(\frac{2\mu_x\mu_y + c_1}{\mu_x^2 + \mu_y^2 + c_1}\right) \cdot \left(\frac{2\sigma_{xy} + c_2}{\sigma_x^2 + \sigma_y^2 + c_2}\right)
\]

We use \(k_1 = 0.01, k_2 = 0.03\), and an \(8 \times 8\) sliding window in our implementation. Additionally, we resize the patches extracted from \(I_{leader}\) so that their corresponding pairs in \(I_{follower}\) have the same dimensions. Then, we apply Equation 1 on every channel (\(R, G, B\)) and use their average value as the similarity metric (on a scale of \([0, 1]\)). Specifically, we use this metric for person re-identification as follows:

- We only consider the mutually visible body-parts for evaluating pair-wise SSIM values (and take their average). This choice is important to enforce meaningful comparisons; otherwise, it is equivalent to using only the full-body Bbox, which we found to be highly inaccurate.
- Each person in \(I_{follower}\) is associated with the most similar person \(i.e.,\) corresponds to the maximum SSIM value in \(I_{leader}\). However, the association is discarded if the maximum SSIM value is less than a predefined threshold \((\delta_{\text{min}})\); we use \(\delta_{\text{min}} = 0.4\) in our implementation. This reduces the risk of inaccurate associations, particularly when there are mutually exclusive people in the scene.

### C. Key-point Refinement

Once the specific persons are identified, \(i.e.,\) the rows of \(\text{KP}(I_{leader})\) and \(\text{KP}(I_{follower})\) are associated, the mutually visible key-points are paired together to form correspondences. Although the key-points are ordered and OpenPose localizes them reasonably well, they cannot be readily used as geometric correspondences due to perspective distortions and noise. We attempt to solve this problem by designing an iterative optimization algorithm that refines the noisy correspondences based on their structural properties in a \(32 \times 32\) neighborhood. By denoting \(\phi_I(p)\) as the \(32 \times 32\) image-patch centered at \(p = [x_t, y_t]^T\) in image \(I\), we define a loss function for each correspondence \((p_i \in I_{leader}, p_j \in I_{follower})\) as follows:

\[
L(p_i, p_j) = 1 - SSIM(\phi_{I_{leader}}(p_i), \phi_{I_{follower}}(p_j))
\]

Then, we refine each initial key-point correspondence \((p_i^0, p_j^0)\) by minimizing the following function:

\[
p_j^* = \arg\min_p L(p_i^0, p) \quad \text{s. t.} \quad ||p - p_i^0||_\infty < 32
\]

As Equation 3 suggests, we fix \(p_i = p_i^0\) and refine \(p_j = p_j^0\) to maximize \(SSIM(\phi_{I_{leader}}(p_i), \phi_{I_{follower}}(p_j))\). We use a refinement region of \(32 \times 32\) in our implementation, whereas the resolution of \(I_{follower}\) is \(640 \times 480\). In addition, we use a gradient-based refinement; specifically, we perform the following iterative update:

\[
p_j^{t+1} = p_j^t - \eta \cdot \nabla L(p_i^0, p_j^t)
\]

Similar formulation using SSIM-based loss function for optimization is fairly standard in literature [34], [35]. We follow the procedures suggested in [35] for computing the gradient of SSIM. In practice, we stack all the key-points and their gradients (separately) in order to perform the optimization at once. In addition, a fixed learning rate of \(\eta = 0.003\) and a maximum iteration of 100 is used in our implementation.

### D. Robot-to-robot Pose Estimation

Once the mutually visible key-points are associated and refined, the follower robot uses the corresponding 3D positions (provided by the leader) to estimate its relative pose by solving a PnP problem. Thus, we require that the leader robot is equipped with a stereo camera (or a RGBD camera) so that it can triangulate using epipolar constraints (or use the depth sensor) in order to represent the key-points in 3D.

Let \(x_i\) denote the 3D locations of the key-points in leader’s coordinate frame, and \(p_j\) denote their corresponding 2D
IV. EXPERIMENTAL ANALYSIS

We conduct a number of experiments with 2D and 3D robots to evaluate the applicability and performance of the relative pose estimation method. We present the experiments, analyze the results, and discuss various operational considerations in the following sections.

A. Proof of Concept: Structure from Motion

We perform experiments to validate that the human pose-based key-points can be used as reliable correspondences for relative pose estimation. As illustrated in Figure 4(a), we emulate an experimental set-up for structure from motion with humans; we use an intrinsically calibrated monocular camera to capture a group of nine (static) people from multiple views. Here, the goal is to estimate the camera poses and reconstruct the 3D structures of the humans using only their body-poses as features.

First, we use the proposed person re-identification and key-point refinement processes in order to obtain the feature correspondences. Then, we follow the standard procedures for structure from motion [36]: fundamental matrix computation (8-point algorithm with RANSAC), camera pose estimation (Cheirality constraint), and linear triangulation. Finally, the triangulated 3D points and camera poses are refined using bundle adjustment. We follow the same procedure using SIFT-features for comparison.

As demonstrated in Figure 4(d), the structure of the humans are reconstructed and camera poses are estimated with reasonable accuracy (e.g., with an average re-projection error of $6.85e^{-5}$ pixels). In addition, Figure 4(c)-(e) demonstrate the necessity and effectiveness of the proposed key-point refinement method. Furthermore, as shown in Figure 5, the proposed person re-identification method can accurately associate specific persons across multiple images, even when the humans are partially occluded, or their pose changes significantly.
B. Ground Experiments: 3-DOF Pose Estimation

We perform an experiment with two planar robots as demonstrated in Figure 6. The robot with an Alvar AR-tag on its back is used as the follower robot while the other robot is used as the leader. The static leader uses its RGBD camera to detect the human pose-based 2D key-points and associates the corresponding depth information in order to represent them in 3D. On the other hand, the follower robot uses this information to localize itself relative to the robot by following the proposed method. We take four such measurements on a rectangular pattern (Figure 6(a)) and evaluate the relative pose estimates with respect to the ground-truths (Figure 6(c)). We have observed 0.0475% average error in translation and a 0.8625° average error in rotation, which are reasonably accurate.

C. Underwater Experiments: 6-DOF Pose Estimation

We also perform field experiments for 3D relative pose estimation with underwater robots. Figure 7 shows the setup of a particular experiment; here, we capture body-poses of multiple humans in the scene from different perspectives using multiple underwater robots (and cameras). Then, we follow the proposed method to estimate their 6-DOF transformations relative to a leader.

At first, the pose-based key-points are detected and triangulated by the leader’s stereo cameras. The stereo correspondences are obtained by using the proposed person re-identification and key-point refinement processes; then the epipolar constraints are used to remove outliers. Subsequently, the 3D key-point locations and their 2D projections in respective follower robots’ cameras are used to find their relative poses. Figure 8 illustrates the robots’ perspectives, annotated key-points, and their (estimated) 3D poses.

D. Discussion: Operational Challenges and Practicalities

There are a few operational considerations and challenges involved for practical implementations of the proposed pose estimation method. We now discuss these aspects and their possible solutions based on our experimental findings.

1) Synchronized Cooperation: A major operational requirement of multi-robot cooperative systems is the ability to register synchronized measurements in a common frame of reference. However, it is quite challenging in practice. For
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4The AR-tag is used to obtain the follower robot’s ground-truth relative pose for comparison.
problems such as ours, an effective solution is to maintain a buffer of time-stamped measurements and register them as a batch using a temporal sliding-window. The follower robots in particular can use such techniques to find their relative poses at regular time intervals. However, the challenge still remains in finding the instantaneous relative poses, especially when both robots are in motion.

2) Person Association and Key-point Refinement: As mentioned, correct person association and key-point refinement are vital for accurate pose estimation. Although there are good solutions for these problems in the literature, those are often computationally too demanding for real-time applications. For example, the state-of-the-art appearance-based person re-identification models [31], [32] perform reasonably well in practice. However, we have found that they require multiple seconds to associate more than two persons in a single frame. Hence, there is a trade-off between accuracy and running-time, which led us to design the methodologies proposed in Section III-B and III-C.

3) Other Issues and Limitations: We have observed a couple of practical issues during the experiments. First, the presence of multiple humans in the scene is needed to ensure reliable pose estimation performances. We have found that two or more mutually visible humans are ideal for establishing a large set of reliable correspondences. In addition, we have found that the pose estimation performance is affected by the relative viewing angle; specifically, it often fails to find correct associations when the $\angle$leader-human-follower is larger than (approximately) 135°. This results in a situation where the robots are exclusively looking at the opposite sides of the person without enough common keypoints.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we explore the feasibility of using human body-poses as markers to establish reliable multi-view geometric correspondences and eventually solve the robot-to-robot relative pose estimation problem. First, we use OpenPose for extracting the pose-based 2D key-points pertaining to the humans in the scene. Then, we associate the humans seen from multiple views using an efficient person re-identification model. Subsequently, we refine the key-point correspondences using an iterative optimization algorithm based on their local structural similarities in the image-space. Finally, we use the 3D locations of the key-points (triangulated by the leader robot) and their corresponding 2D projections (seen by the follower robot) to formulate a PnP problem and solve for the unknown pose of the follower robot relative to the leader. We perform extensive experiments in terrestrial and underwater environments in order to investigate the applicability of the proposed relative pose estimation method; the experimental results validate its effectiveness both for 2D and 3D robots. We also discuss the relevant operational challenges and propose efficient solutions to deal with them.

In the future, we seek to improve the end-to-end running time of the proposed system and plan to use it in practical applications such as multi-robot convoysing, cooperative source-to-destination planning, etc. Additionally, we aim to investigate the applicability of DensePose [37] in our work which can potentially provide significantly more key-point correspondences per-person compared to OpenPose.
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