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Abstract—This work considers online optimal motion planning of an autonomous agent subject to linear temporal logic (LTL) constraints. The environment is dynamic in the sense of containing mobile obstacles and time-varying areas of interest (i.e., time-varying reward and workspace properties) to be visited by the agent. Since user-specified tasks may not be fully realized (i.e., partially infeasible), this work considers hard and soft LTL constraints, where hard constraints enforce safety requirements (e.g. avoid obstacles) while soft constraints represent tasks that can be relaxed to not strictly follow user specifications. The motion planning of the agent is to generate policies, in decreasing order of priority, to 1) guarantee the satisfaction of safety constraints; 2) mostly satisfy fulfill constraints (i.e., minimize the violation cost if desired tasks are partially infeasible); and 3) optimize the objective of rewards collection (i.e., visiting dynamic areas of more interests). To achieve these objectives, a relaxed product automaton, which allows the agent to not strictly follow the desired LTL constraints, is constructed. A utility function is developed to quantify the differences between the revised and the desired motion plan, and the accumulated rewards are designed to bias the motion plan towards those areas of more interests. Receding horizon control is synthesized with an LTL formula to maximize the accumulated utilities over a finite horizon, while ensuring that safety constraints are fully satisfied and soft constraints are mostly satisfied. Simulation and experiment results are provided to demonstrate the effectiveness of the developed motion strategy.
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I. INTRODUCTION

Motion planning of autonomous agents has broad potential applications ranging from driverless cars navigating urban environments subject to complex traffic rules\textsuperscript{1} to autonomous vehicles (e.g., an unmanned ground or aerial vehicle) performing search and rescue missions in uncertain environments after a natural disaster\textsuperscript{2}, and to robotic systems dynamically cooperating with human operators in manufacturing and medical care\textsuperscript{3}–\textsuperscript{6}. While there is a growing demand for these applications, autonomous agents so far have not been fully used. One major challenge is that desired missions are often composed of multiple tasks subject to complex specifications (e.g., complex traffic rules or sophisticated human-robot interactions), which classical motion planning approaches, such as the point-to-point navigation\textsuperscript{7}, the traveling salesman problem\textsuperscript{8}, and the orienteering problem\textsuperscript{9}, are no longer capable of. Another major challenge is that the operating environment is often complex, e.g., dynamic and not fully known \textit{a priori}. The user-specified missions can be partially infeasible if the real environment is found during the runtime to be prohibitive to the agent. Therefore, a particular motivation for this work is to consider online optimal motion planning of an autonomous agent that can handle complex missions and environments.

A. Related Work

Linear temporal logic (LTL) is a formal language capable of expressing rich task specifications and providing intuitive translation from human language to syntactically correct formulas. Due to its rich expressivity in describing complex missions, motion planning with LTL specifications has generated substantial interest (cf.\textsuperscript{10}–\textsuperscript{17} to name a few). For instance, in\textsuperscript{18}, co-safe linear temporal logic was used for a mobile robot to perform service tasks in an office environment. In\textsuperscript{19}, standard LTL tasks were employed for a noisy differential-drive vehicle to maximize the probability of completing user-specified tasks in an uncertain environment. In\textsuperscript{20}, task allocation and planning for temporal logic goals were developed for a heterogeneous multi-robot system. Other representative results on motion planning with LTL specifications include information-guided persistent monitoring\textsuperscript{21}, hybrid control of multi-agent systems with formation constraints\textsuperscript{22}, cooperative control of mobile robots with intermittent connectivity\textsuperscript{15}, and control synthesis over stochastic systems considering both feasible and infeasible tasks\textsuperscript{15}–\textsuperscript{17}.

Despite considerable progress in the literature, new challenges arise when the operating environment is dynamic and uncertain. The environment may have time-varying events of interest and dynamic obstacles that are not fully known to the agent \textit{a priori}, which requires the agent to dynamically adapt its motion plan to the changing environment. To address dynamic environments, model predictive control, also referred as receding horizon control (RHC), has been integrated with LTL specifications and successfully applied in various applications. For instance, the motion planning of a vehicle in an urban-like environment was considered in\textsuperscript{23}, where a provably correct control strategy that combines LTL specifications and RHC was developed. In\textsuperscript{24}, LTL-based receding horizon motion planning was developed for a finite-state deterministic system to maximize reward collection while
satisfying desired task specifications. Recently, LTL based RHC was extended to mobile robot networks for cooperative environmental monitoring \cite{25}. Other results based on RHC with temporal logical specifications include \cite{26–29}. The work \cite{30} proposed a sampling-based planning algorithm that reactively and efficiently achieved global temporal logic goals and satisfied short-term dynamic requirements.

Approaches based on RHC have been proven as effective tools to handle dynamic environments in the aforementioned results. However, these results rely on a key assumption that the operating environment is feasible. That is, there exists a feasible motion plan in the dynamic environment that satisfies the desired LTL specifications. However, the assumption of a feasible dynamic environment can be restrictive, and, in practice, not all user-specified LTL task specifications can be realized by the agent. For instance, the agent can be tasked to visit a sequence of areas of interest, where some of them may not be reachable (e.g., surrounded by water that the ground robot cannot traverse) in the real environment. LTL constraints that cannot be fully satisfied are often relaxed to allow the tasks to be fulfilled as much as possible. In\cite{31}, a least-violating control strategy for finite LTL was developed to allow potentially infeasible tasks within a partially known workspace. In\cite{32}, sampling-based algorithm for minimum violation motion planning was developed. In\cite{33} and \cite{34}, partial satisfaction of Co-safe LTL specifications was considered to deal with uncertain environment. These strategies were further extended in\cite{18} for motion planning of service robots. In\cite{35}, LDL$^/$ is applied with a graph search algorithm to treat the soft constraints. However, only finite horizon motion planning was considered in the works of\cite{18} and\cite{31–35}. When considering infinite horizon motion planning, the minimal revision problem was considered in\cite{36} and\cite{37} with the goal of making the revised motion planning close to the original LTL. In\cite{38}, minimum violation of graph-based algorithm is presented, which is further extended in\cite{39} by considering shortest plans. In\cite{12}, cooperative control synthesis of multi-agent systems was considered in a partially known environment to maximize the satisfaction of the specified LTL constraints. However,\cite{36–38} focus on the single objective of minimal revision to the original LTL.\cite{12} and\cite{39} optimize the static cost (shortest path) via graph-based method, without considering motion planning with respect to time-varying optimization objectives (e.g., reward collection). It is not yet understood how user-specific missions can be successfully managed to solve optimization problems with time-varying parameters under a dynamic environment, where desired tasks can be partially infeasible.

B. Contributions

This work considers online motion planning of an autonomous agent subject to LTL mission constraints. The operating environment is assumed to be dynamic and only partially known to the agent. The environment also has time-varying areas of interest to be visited by the agent. The areas of interest are associated with time-varying rewards and time-varying state labels, where the rewards indicate the relative importance and state labels indicate time-varying workspace properties. Since previously user-specified tasks may not be fully realized (i.e., partially infeasible) by the agent in the environment, this work considers hard and soft LTL constraints, where hard constraints enforce safety requirement (e.g., avoid obstacles) while soft constraints represents tasks that can be relaxed to not strictly follow user-specifications if the environment does not permit. The motion planning of the agent is to generate policies, in decreasing order of priority, to 1) formally guarantee the satisfaction of safety constraints; 2) mostly satisfy soft constraints (i.e., minimize the violation cost if desired tasks are partially infeasible); and 3) collect time-varying rewards as much as possible (i.e., visiting areas of more interests).

To achieve these objectives, the motion of the agent is modeled by a finite deterministic transition system (DTS), with a limited sensing capability of detecting obstacles and observing rewards within a local area. A relaxed product automaton is constructed based on the DTS and the non-deterministic Büchi automaton (NBA) generated from the desired LTL specifications, which allows the agent to not strictly follow the desired LTL constraints. A utility function composed of the violation cost and the accumulated rewards is developed, where the violation cost is designed to quantify the differences between the revised and the desired motion plan. The accumulated rewards are designed to bias the motion plan towards those areas of more interests. Since the workspace is only partially known, real-time sensed information is used to update the agent’s knowledge about the environment. Under the assumption of time-varying rewards that can only be locally observed, RHC is synthesized with an LTL formula to maximize the accumulated utilities over a finite horizon, while ensuring that safety constraints are fully satisfied and soft constraints are mostly satisfied.

Differing from most existing works that mainly focus on motion planning with feasible LTL constraints, this work considers control synthesis of an agent operating in a complex environment with dynamic properties and time-varying areas of interest that can only be observed locally, wherein user-specified tasks might not be fully feasible. Integrated with the RHC framework, a relaxed product automaton is developed to handle partially infeasible tasks by quantifying the violation of soft constraints. RHC is synthesized with an LTL formula to maximize the accumulated utilities over a finite horizon, while formally ensuring the objectives in decreasing orders: 1) hard constraints are fully satisfied; 2) soft constraints are mostly satisfied; 3) accumulate rewards that change dynamically are locally optimized at each time-step over finite horizon. This work is closely related to\cite{24}. However, we extend the approach in\cite{24} by considering partially infeasible tasks where the energy function is redesigned to take into account the violation cost of the revised path to the desired path. In addition, rigorous analysis is provided, showing the correctness of the produced infinite trajectory and the recursive feasibility of RHC-based motion planning. It’s also shown the computational complexity in automaton update is reduced. Simulation and experiment results are provided to demonstrate its effectiveness.
II. PRELIMINARIES

An LTL formula is built on a set of atomic propositions \( \Pi \), which are properties of system states that can be either true or false, standard Boolean operators such as \( \land \) (conjunction), \( \lor \) (disjunction), \( \neg \) (negation), and temporal operators such as \( \Diamond \) (eventually), \( \Box \) (next), \( \square \) (always), and \( \bigcup \) (until). A word satisfies \( \phi \) if \( \phi \) is true at the first position of the word; \( \Box \phi \) means \( \phi \) is true for all future moments; \( \Diamond \phi \) means \( \phi \) is true at some future moments; \( \Box \Diamond \phi \) means \( \phi \) is true at the next moment; and \( \phi \land \Box \phi \) means \( \phi \) is true until \( \phi \) becomes true. The semantics of an LTL formula are defined over words, which are an infinite sequence \( o = o_0o_1... \) with \( o_i \in 2^\Pi \) for all \( i \geq 0 \), where \( 2^\Pi \) represents the power set of \( \Pi \). The initial state; \( \delta \) is the input alphabet; \( \Pi = \{0, 1\} \). Let \( B_{\phi} \) denote the set of \( \phi \) that satisfies the LTL formula \( \phi \). The semantics of the syntax and semantics of LTL can be found in [40].

An LTL formula can be translated to a nondeterministic Büchi automaton (NBA).

**Definition 1.** An NBA is a tuple \( B = (S, S_0, \Delta, \Sigma, F) \), where \( S \) is a finite set of states; \( S_0 \subseteq S \) is the set of initial states; \( \Sigma \subseteq 2^\Pi \) is the input alphabet; \( \Delta: S \times \Sigma \rightarrow S \) is the transition function; and \( F \subseteq S \) is the set of accepting states.

Let \( s \xrightarrow{\sigma} s' \) denote the transition from \( s \in S \) to \( s' \in S \) under the input \( \sigma \in \Sigma \) if \( s' \in \Delta(s, \sigma) \). Given a sequence of input \( \sigma_0, \sigma_1, \sigma_2, \ldots \) over \( \Sigma \), a run of \( B \) generated by \( \sigma \) is an infinite sequence \( s = s_0s_1s_2... \) where \( s_0 \in S_0 \) and \( s_{i+1} \in \Delta(s_i , \sigma_i) \) for each \( i \geq 0 \). If the input \( \sigma \) can generate at least one run \( s \) that intersects the accepting states \( F \) infinitely many times, \( B \) is said to accept \( \sigma \). For any LTL formula \( \phi \) over \( \Pi \), one can construct an NBA with input alphabet \( \Sigma = 2^\Pi \) accepting all and only words that satisfy \( \phi \) [40]. Let \( B_{\phi} \) denote the NBA generated from the LTL formula \( \phi \). To convert an LTL formula to an NBA, readers are referred to [41] for algorithms and implementations.

A dynamical system with finite states evolving deterministically under control inputs can be modeled by a weighted finite deterministic transition system (DTS) [42].

**Definition 2.** A weighted finite DTS is a tuple \( T = (Q, q_0, \delta, \Pi, L, \omega) \), where \( Q \) is a finite set of states; \( q_0 \in Q \) is the initial state; \( \Pi \subseteq Q \times Q \) is the state transitions; \( \Pi \) is the set of atomic propositions; \( L: Q \rightarrow 2^\Pi \) is the labeling function; and \( \omega: \delta \rightarrow R^+ \) is the weight function.

Let \( q \rightarrow q' \) denote the state transition \( (q, q') \in \delta \) in \( T \), where \( q, q' \in Q \). Each transition in \( \delta \) is associated with a weight determined by \( \omega \). A path of \( T \) is an infinite sequence \( q = q_0q_1... \) where \( q_i \in Q \) and \( (q_i, q_{i+1}) \in \delta \) for \( i \geq 0 \). A path \( q \) over \( T \) generates an output sequence \( \sigma = \sigma_0, \sigma_1, \ldots \) where \( \sigma_i = L(q_i) \) for \( i \geq 0 \). The transition \( (q, q') \in \delta \) is deterministic, which implies a one-to-one map between \( q = q_0q_1... \) and the transitions \( (q_0, q_1), (q_1, q_2), \ldots \), thus resulting in a DTS.

Let \( R_k(q) \) denote the varying reward associated with a state \( q \) at time-step \( k \). Given a trajectory at this time \( q_k = q_0q_1...q_n \), the accumulated reward along the trajectory \( s_k^T \) is \( R_k(q) = \sum_{i=1}^{N} R_k(q_i) \). The time-varying reward function represents the event of interest in the environment[1]. The optimization of rewards at each time-step is one of objectives in this paper.

Model checking a DTS against an LTL formula is based on the construction of the product automaton between the DTS and the corresponding NBA. Given the defined NBA and DTS, a weighted product automaton can be constructed as follows.

**Definition 3 (Weighted Product Automaton).** Given a weighted DTS \( T = (Q, q_0, \delta, \Pi, L, \omega) \) and an NBA \( B = (S, S_0, \Delta, \Sigma, F) \), the product automaton \( \tilde{T} = \tilde{B} \times B \) is defined as a tuple \( \tilde{B} = \{P, P_0, L, \tilde{\Delta}, \tilde{F}, \omega\} \), where \( P_\tilde{\Delta} = Q \times S \) is the set of states, e.g., \( P_\tilde{\Delta} = (q, s) \) and \( P_\tilde{\Delta} = (q', s') \) where \( P_\tilde{\Delta} = (q, s) \); \( P_\tilde{\Delta} = (q, s) \) is the set of initial states; \( L = Q \times F \) is the set of accepting states; \( \omega_\tilde{\Delta}: \tilde{\Delta} \rightarrow R^+ \) is the weight function, i.e., \( \omega_\tilde{\Delta}(P_\tilde{\Delta}, P_\tilde{\Delta}) = \omega(q, q') \).

Let \( \tilde{q} \) denote the transitions from \( q \in Q \) to \( q' \in Q \) in \( \tilde{B} \) if \( (P_\tilde{\Delta}, P_\tilde{\Delta}) \in \Delta \). A trajectory \( \tilde{P}_\tilde{\Delta} = (q_0, q_1, q_2,...) \) of \( \tilde{T} \) is an infinite sequence where \( (q_0, q_1) \in S_0 \) and \( (q_i, q_{i+1}) \rightarrow (q_{i+1}, q_{i+1}) \) for all \( i \geq 0 \). The trajectory \( \tilde{P}_\tilde{\Delta} \) is called accepting if and only if \( s_{\tilde{P}_\tilde{\Delta}} \) intersects \( \tilde{F}_\tilde{\Delta} \) infinitely many times. Let \( \gamma_\tilde{T}(P_\tilde{\Delta}) = (q_0q_1...) \) denote the projection of \( P_\tilde{\Delta} \) on the transition system \( T \). Note that a trajectory \( s_{\tilde{P}_\tilde{\Delta}} \) can be uniquely projected onto \( T \) by \( \gamma_\tilde{T} \). By the construction of \( \tilde{T} \) from \( T \) and \( B \), \( s_{\tilde{P}_\tilde{\Delta}} \) is an accepting trajectory on \( \tilde{T} \) if and only if \( \gamma_\tilde{T}(P_\tilde{\Delta}) \) satisfies the LTL formula corresponding to \( B \).

III. EXAMPLE AND PROBLEM FORMULATION

**A. Example Demonstration**

As a running example, consider a robot operating in an environment abstracted to a labeled grid-like graph \( G = (V, E, \Pi) \), where the node set \( V \) represents the partitioned areas, the edge set \( E \) indicates possible transitions, and the atomic propositions \( \Pi = \{Base, Supply, Report, Obstacle, Survey\} \) indicate the labeled properties of the area[2] as shown in Fig. 1. The robot motion in the environment is then represented by the finite DTS \( T \) in Def. 2, evolving over \( G \), where \( Q \) represents the node set \( V \), and the possible transitions \( \delta \) are captured by the edge set \( E \). As an example application, a specific surveillance mission \( \phi \) is considered in this work, where the robot is required to visit a set of stations repetitively,

---

1. Local sensing rewards are considered in this work. Other types of rewards, such as in trajectory optimization [43], information gathering [44], and local tasks [45], are also applicable.
2. Abstracted environments have been widely used in the literature, and many existing partition methods, such as triangulation and rectangular grids, can be applied to partition the workspace [45].

---
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While maximizing the collected rewards and avoiding obstacles on the way to the destinations. Due to the consideration of partially infeasible environment, the user-specified LTL task \( \phi \) consists of hard constraints \( \phi_h \) and soft constraints \( \phi_s \), i.e., \( \phi = \phi_h \land \phi_s \), where \( \phi_h \) models the constraint of collision avoidance that have to be fully satisfied while \( \phi_s \) models soft constraints that can be relaxed if it’s infeasible in current environment. In this case, The desired task of the robot within the environment \( G \) is described by an LTL formula \( \phi \) over the atomic propositions \( \Pi \). A variety of tasks can be represented in LTL formulas, such as the sequential visit of Survey and Report (i.e., \( \Diamond (\text{Survey} \land \Diamond \text{Report}) \)), the persistent surveillance of visiting Base infinitely many times (i.e., \( \Box \Diamond \text{Base} \)), and avoiding collision while achieving a task \( \phi \) (i.e., \( \Box (\neg \text{Obstacle} \land \phi) \)). More expressivity of tasks can be achieved based on the combination of temporal and Boolean operators over \( \Pi \). The environment is assumed to be only partially known to the robot, i.e., the robot may know the static obstacles to visit but not the obstacles it may encounter during mission operation. The environment is dynamic in the sense of containing real-time dynamic obstacles and time-varying rewards associated with each state. The time-varying reward \( R_k(q_i) \in \mathbb{R}^+ \) is given at each step. It is further assumed that the robot can only detect obstacles, observe rewards, and sense node labels within a local area around itself. As an example application, the robot is required to complete the given LTL task, while maximizing the collected rewards. More detailed task descriptions can be found in Section VII-A.

The description above is just an representation and this work can be extended in several directions. The LTL tasks can be defined for other sets of atomic propositions and requirements and the rewards-optimization problem can be easily applied to other meaningful time-varying objectives.

### B. Problem formulation

Given the time-varying reward function \( R_k(q_i), \forall i = 1, \ldots, N \) associated with each states in DTS that is unknown a priori, and is only observed and optimized locally online at time \( k \), the motion planning problem in this work is presented as follows.

**Problem 1.** Given a deterministic transition system \( T \), and a user-specified LTL formula \( \phi = \phi_h \land \phi_s \), the control objective is to design an online planning strategy, in decreasing order of priority, that 1) \( \phi_h \) is fully satisfied; 2) \( \phi_s \) is fulfilled as much as possible if the task is not feasible; and 3) rewards collection at each time-step is maximized over a finite horizon during mission operation.

In Problem I, by saying to fulfill \( \phi_s \) as much as possible, we mean to minimize the violation of \( \phi_s \), which will be formally defined in Section IV-A.

### IV. Relaxed Automaton and Problem formulation

Sec. IV-A discusses how \( \phi_s \) can be relaxed to allow motion revision and how the violation of \( \phi_s \) can be quantified. Sec. IV-B describes the construction of an energy function that enforces the satisfaction of accepting conditions. Sec. IV-C presents how local sensing can be used to update the robot’s knowledge about the environment to facilitate motion revision.

#### A. Relaxed LTL Specifications

Let \( B_h = (S_h, S_{h0}, \Delta_h, \Sigma_h, F_h) \) and \( B_s = (S_s, S_{s0}, \Delta_s, \Sigma_s, F_s) \) denote the NBA corresponding to \( \phi_h \) and \( \phi_s \), respectively. The relaxed product automaton for \( \phi = \phi_h \land \phi_s \) is constructed as follows.

**Definition 4** (Relaxed Product Automaton). Given a weighted DTS \( T = (Q, q_0, \delta, \Pi, L, \omega) \) and the NBA \( B_h \) and \( B_s \), the relaxed product automaton \( \hat{P} = T \times B_h \times B_s \) is defined as a tuple \( \hat{P} = \{SP, S_{P0}, \Delta_{\hat{P}}, \hat{F}_{\hat{P}}, \omega_{\hat{P}}, v_{\hat{P}}\} \), where

- \( S_P = Q \times S_h \times S_s \) is the set of states, e.g., \( s_p = (q, s_h, s_s) \) and \( s_p' = (q', s_h', s_s') \) where \( s_p, s_p' \in S_P \);
- \( S_{P0} = \{q_0\} \times S_{h0} \times S_{s0} \) is the set of initial states;
- \( L_{\hat{P}} : S_P \rightarrow 2^{\Pi} \) is a labeling function, i.e., \( L_{\hat{P}}(s_p) = L(q) \);
- \( \Delta_{\hat{P}} \subseteq S_P \times S_P \) is the set of transitions, i.e., defined by \( ((q, s_h, s_s), (q', s_h', s_s')) \in \Delta_{\hat{P}} \) if and only if \( (q', q') \in \delta \), \( \exists h \in 2^{\Pi_h} \) and \( \exists s_s \in 2^{\Pi_s} \) such that \( s_h' \in \Delta(s_h, l_h) \) and \( s_s' \in \Delta(s_s, l_s) \);
- \( h_p : \Delta_{\hat{P}} \rightarrow [0, \infty) \);
- \( \omega_{\hat{P}} : \Delta_{\hat{P}} \rightarrow \mathbb{R}^+ \) is the weight function;
- \( v_{\hat{P}} : \Delta_{\hat{P}} \rightarrow \mathbb{R}^+ \) is the violation function;
- \( \hat{F}_{\hat{P}} = Q \times \hat{F}_h \times \hat{F}_s \) is the set of accepting states.

The major difference between \( \hat{P} \) and \( P \) is that for any state \( s_p = (q, s_h, s_s) \) and \( s_p' = (q', s_h', s_s') \), the constraints \( s_h' \in \Delta(s_h, L(q)) \) and \( s_s' \in \Delta(s_s, L(q)) \) in \( P \) are relaxed in \( \hat{P} \) as defined above. Consequently, \( \hat{P} \) is more connected than \( P \) in terms of possible transitions, which will reduce the computational complexity during automaton update (see Section IV-C). Any transition \( ((q, s_h, s_s), (q, s_h', s_s')) \in \Delta_P \) that violates the hard constraint will have an infinite violation \( h_p \left( ((q, s_h, s_s), (q, s_h', s_s')) \right) \). To identify trajectories that violate the original \( \phi_s \) the least when the environment is

![Figure 1: (a) Example of a partitioned operating environment, where the shaded area around the vehicle indicates its local sensing. (b) The corresponding abstracted grid-like graph of (a), where the size of green dots is proportional to their reward values and the red dot represents the vehicle.](image-url)
ineffable, \( v_P \) is designed to quantify the violation cost. Suppose that \( \Pi = \{ \alpha_1, \alpha_2 \ldots \alpha_M \} \) and consider an evaluation function \( \text{Eval}: 2^{\Pi} \rightarrow \{0, 1\}^M \), where \( \text{Eval}(l) = (v_i)^M \) with \( v_i = 1 \) if \( \alpha_i \in l \) and \( v_i = 0 \) if \( \alpha_i \notin l \), where \( i = 1, 2, \ldots, M \) and \( l \in 2^{\Pi} \). To quantify the difference between two elements in \( 2^{\Pi} \), consider \( \rho(l, l') = ||v - v'|| = \sum_{i=1}^{M} |v_i - v'_i| \), where \( v = \text{Eval}(l) \), \( v' = \text{Eval}(l') \), \( l, l' \in 2^{\Pi} \), and \( ||\cdot|| \) is the \( l_1 \) norm. The distance from \( l \in 2^{\Pi} \) to a set \( \mathcal{X} \subseteq 2^{\Pi} \) is then defined as \( \text{Dist}(l, \mathcal{X}) = \min_{l' \in \mathcal{X}} \rho(l, l') \) if \( l \notin \mathcal{X} \), and \( \text{Dist}(l, \mathcal{X}) = 0 \) otherwise. Now the violation cost of the transition from \( s_P = (q, s_h, s_s) \) to \( s_P' = (q', s'_h, s'_s) \) can be defined as \( v_P(s_P, s_P') = \text{Dist}(L(q), \mathcal{X}(s_s, s'_s)), \) where \( \mathcal{X}(s_s, s'_s) = \{ l \in 2^{\Pi} | s'_s \in \Delta(s_s, l) \} \) is the set of input alphabets that enables the transition from \( s_s \) to \( s'_s \). Hence, the violation cost \( v_P(s_P, s_P') \) quantifies how much the transition from \( s_P \) to \( s_P' \) in \( \mathcal{P} \) violates the constraints imposed by \( \phi_s \).

Based on the defined \( v_P(s_P, s_P') \), we design the weight function \( \omega_P(s_P, s_P') = h_P(s_P, s_P') + \omega(q, q') + \beta \cdot v_P(s_P, s_P') \), where \( \beta \in \mathbb{R}^+ \) indicates the relative penalty. A larger \( \beta \) tends to bias the selection of trajectories with less violation cost. The weight function \( \omega(q, q') \) is defined on the Euclidean distance between \( q \) and \( q' \) on \( \mathcal{T} \), which measures the implementation cost of the transition from \( q \) to \( q' \). Since each transition \( (s_k, s_{k+1}) \in \Delta_P \) is associated with a weight in \( \text{Def. 4} \), the total weight of a trajectory \( s_P \) is

\[
W(s_P) = \sum_{k=1}^{n-1} \left( h_P(s_k^P, s_{k+1}^P) + \omega(q_k, q_{k+1}) \right) + \beta \cdot v_P(s_k^P, s_{k+1}^P) .
\]

**Theorem 1.** Given an accepting run \( s_P = (q_0, s_{h0}, s_{s0}) (q_1, s_{h1}, s_{s1}) \ldots \) of \( \mathcal{P} \) for \( \phi = \phi_h \land \phi_s \), the hard constraints \( \phi_h \) will always be satisfied if \( W(s_P) \neq \infty \).

**Proof:** Let \( \mathcal{F}_h \) denote the set of accepting states of \( \mathcal{B}_h \) corresponding to \( \mathcal{F}_P \) (i.e., the projection of \( \mathcal{F}_P \) of \( \mathcal{P} \) onto \( \mathcal{F}_h \) of \( \mathcal{B}_h \)), and let \( s_h = s_{h0}s_{h1} \ldots \) denote the projection of \( s_P \) over \( \mathcal{P} \) onto \( \mathcal{B}_h \). By the definition of an accepting run, \( s_P \) intersects at least one state of \( \mathcal{F}_P \) infinitely often, which implies \( s_h \) visits \( \mathcal{F}_h \) infinitely often. In addition, by the definition of \( \Delta_P \subseteq S \times S_P \), all transitions along \( s_h \) follow the rule \( s_h, L(q) \) if \( h_P(s_{P1}, s_{P2}) = 0 \), which implies the transitions are always valid in \( \mathcal{B}_h \). Therefore, \( s_h \) satisfies the accepting conditions of \( \mathcal{B}_h \), which implies that \( \phi_h \) is fully satisfied.

Theorem 1 indicates that any accepting run of \( \mathcal{P} \) can guarantee that the hard constraints \( \phi_h \) are satisfied by selecting the run with finite total cost in (1). An accepting run \( s_P \) is valid if and only if it satisfies \( \phi_h \). In (1), the term \( \sum_{k=1}^{n-1} \beta \cdot v_P(s_k^P, s_{k+1}^P) \) measures the violation of \( \phi_s \). Hence, a valid accepting run \( s_P \) fulfills \( \phi_s \) as much as possible, if the violation of \( \phi_s \) can be minimized.

**Example 1.** Consider an example of \( \phi = \phi_h \land \phi_s \) and \( \mathcal{T} \) in Fig. 2(a). The double circles in Fig. 2(a) and (b) represent the accepting states of \( \mathcal{B}_h \) and \( \mathcal{B}_s \), respectively. Fig. 2(a) represents safety constraints of avoiding obstacles and Fig. 2(b) represents soft constraints of visiting \( a \) and \( b \) infinitely often. Fig. 2(c) represents a DTS with labeled states. Fig. 3(a) shows the product automaton in Def. 3 between \( \mathcal{T} \) and the two NAB \( \phi_h \) and \( \phi_s \). Fig. 3(b) shows the relaxed product automaton in Def. 4 where red edges represent transitions with non-zero violation cost. The plot in Fig. 3 omits the states that are not reachable from initial states and double circle states are accepting states. In Fig. 3(a), there exists no accepting path since accepting states are not reachable due to constraints of \( \phi_h \). In contrast, in the relaxed automaton, there exists a path visiting accepting states infinitely often. In this case, the projection of accepting path with minimum violation cost in Fig. 3(b) onto DTS \( \mathcal{T} \) is the path visiting \( a \) of Fig. 2(c) infinitely often while avoiding obstacles.

**Remark 1.** Since the accepting condition of \( \mathcal{P} \) requires to visit both accepting states of \( \mathcal{B}_h \) and \( \mathcal{B}_s \) infinitely, there should exist no conflicts between the satisfaction of \( \mathcal{B}_h \) and \( \mathcal{B}_s \) in this work and [46]. The more general construction without considering such conflicts can be found in [12] resulting extra dimensional complexity and our framework also works for the general design.
B. Energy Function

Analogous to Lyapunov theory, where the convergence of the system states to equilibrium points is indicated by a decreasing Lyapunov function, a Lyapunov-like energy function is designed in this section to enforce the acceptance condition of an automaton by requiring the distance to the accepting states to decrease as the system evolves. Given two states $r^p_i, s^p_j \in S_P$, the set of all finite trajectories on $P$ from $s^p_i$ to $s^p_j$ is defined as $D(s^p_i, s^p_j) = \{ s^p = s^p_1 \ldots s^p_n \mid s^p_1 = s^p_i, s^p_n = s^p_j \}$ such that $s^p_1 = s^p_i$, $s^p_n = s^p_j$, $(s^p_k, s^p_{k+1}) \in \Delta_P$, $\forall k = 1, \ldots, n-1$. If $D(s^p_i, s^p_j) \neq \emptyset$, $s^p_j$ is reachable from $s^p_i$ on $P$. Based on (1), the distance $d(s^p_i, s^p_j)$ is defined as the lowest total weight along a trajectory from $s^p_i$ to $s^p_j$, i.e.,

\[
 d(s^p_i, s^p_j) = \min_{s^p \in D(s^p_i, s^p_j)} \mathcal{W}(s^p) \quad \text{if } D(s^p_i, s^p_j) \neq \emptyset, \quad \text{otherwise. (2)}
\]

where $\mathcal{W}(s^p)$ is the weight of the transition from $s^p_i$ to $s^p_j$. If $D(s^p_i, s^p_j) \neq \emptyset$, there must exist a non-trivial strongly connected component (SCC) composed of accepting states reachable from $s^p_j$ [24]. By definition of $F^*$, all states in SCC belong to $F^*$. Since the SCC is reachable from $s^p_i$, it implies $s^p_i \in F^*$, which contradicts that $s^p_i \notin F^*$. Consequently, all accepting states in $s^p_j$ must be in $F^*$ and have energy zero based on [3]. Since $F^*$ is reachable by any state in $s^p_i$, $J(s^p_i) \neq \infty$ for all $i = 1, \ldots, n$.

If $J(s^p_i) \neq \infty$ for $s^p_i \in S_P$, (3) indicates $F^*$ is reachable strictly following the hard constraint from $s^p_i$. That is, based on the distance defined in (3), there exists a shortest trajectory $s^p_1 \ldots s^p_n$, where $s^p_1 = s^p_i$ and $s^p_n \in F^*$. Bellman’s optimal principle can then be invoked to conclude that there exists a state $s^p_j$ with $(s^p_i, s^p_j) \in \Delta_P$ such that $J(s^p_j) = J(s^p_i)$. 

Theorem 2 indicates that, as long as the energy function keeps decreasing, the generated trajectory will eventually satisfy the accepting conditions in Def. 4. As a result, the designed energy function can be used to enforce the convergence to accepting states.

C. Automaton Update

Since the environment is only partially known, this section describes how the real-time information sensed by the robot during the runtime can be used to update the system model to facilitate motion planning. The robot starts with an initial, possibly imprecise, knowledge about the environment. A potential cause of infeasible task specifications is the imprecise state labels. Due to limited local sensing capability, let $Q_N$ denote the set of sensible neighboring states and let $\{ s^p \} = \{ s^p = (q_{obs}, s_h) \mid q_{obs} \in Q_N \}$ denote a class of $s^p$ sharing the same neighboring states. Specifically, let $\text{Info}(s^p) = \{ L_P(s^p) \mid s^p \in \text{Sense}(s^p) \}$ denote the newly observed labels of $s^p$, that are different from the current knowledge, where $\text{Sense}(s^p)$ represents a local set of states that can be sensed by the robot at $s^p$. If the sensed labels $L_P(s^p)$ are consistent with the current knowledge of $s^p$, $\text{Info}(s^p) = \emptyset$. Otherwise, the properties of $s^p$ need to be updated.

Let $J(\{s^p\}) \in \mathbb{R}^{[s^p]}$ denote the stacked $J$ for all $s^p \in [s^p]$. For $i, j = 1, \ldots, |S_P|$, let $H_P \in \mathbb{R}^{[S_P|X|S_P]}$ denote a matrix where the $(i,j)$th entry of $H_P$ represents $h_P(s^p_i, s^p_j)$ and let $V_P \in \mathbb{R}^{[S_P|X|S_P]}$ denote a matrix where the $(i,j)$th entry of $V_P$ represents the violation cost $v_P(s^p_i, s^p_j)$. The terms $J$, $H_P$ and $V_P$ are initialized from the initial knowledge of the environment. Algorithm 3 outlines how $H_P$, $V_P$ and $J$ are updated based on the locally sensed information to facilitate motion planning in line 2-9. At each step, if $\text{Info}(s^p) \neq \emptyset$, the energy function $J$ for each states of $[s^p]$ is updated by Algorithm 1.

Lemma 1. The largest self-reachable set $F^*$ remains the same during the automaton update in Algorithm 2.

Proof: By neglecting the cost of transitions in Section V-B, the relaxed product automaton $P(\bar{S}_P, \bar{\Delta}_P)$ can be treated as a directed graph $\bar{G}(\bar{S}_P, \bar{\Delta}_P)$. By Def. 4, Alg. 1 only updates the cost of each transition. As a result, the topological structure of $\bar{G}(\bar{S}_P, \bar{\Delta}_P)$ and its corresponding $F^*$ remain the same. ■
Algorithm 1 Automaton Update

1: procedure Input: \( \text{the current state } s_P = (q, s_h, s_s), \text{ the current } J (|s_P|), F^*, \text{ and Info } (s_P) \)
2: Output: \( \text{the updated } A' \)
3: if Info \( (s_P) \neq \emptyset \) then
4: for all \( s_P' = (q', s_h, s_s') \in \text{ Sense } (s_P) \) such that \( L_P (s_P') \in \text{ Info } (s_P) \) do
5: for all \( s_P'' \), such that \( (s_P'', s_h, s_s'') \in \Delta_P \) do
6: Update the labels of \( L_P (s_P') \) according to \( L (q') \)
7: Update \( H_P \) and \( V_P \)
8: end for
9: end for
10: Update \( J (|s_P|) \) based on 3
11: end if
12: end procedure

Remark 2. The construction of \( F^* \) in [24] involves the computation of \( d (s_P, s_P') \) for all \( s_P' \in F_P \) and the check of terminal conditions, leading to the computational complexity of \( O \left| \left[ F_P \right]^3 \left| S_P \right|^2 \times \left| F_P \right|^2 + \left| F_P \right| \right| \). In contrast, Lemma 1 indicates that \( F^* \) in this work only needs to be updated whenever newly sensed information different from its knowledge is obtained, which reduces the complexity. In the worst case, the complexity is \(|Q_N|\). Instead of computing the whole relaxed product automaton, Algorithm 1 only updates partial information of the systems.

V. CONTROL SYNTHESIS OF LTL MOTION PLANNING

This section presents a RHC-based online motion planning strategy that optimizes accumulated utilities over a predefined finite horizon subject to energy function based constraints, where the accumulated utilities take into account both the time-varying reward and the violation cost, while the energy function based constraints enforce the satisfaction of the acceptance condition of the relaxed product automaton \( P \).

A. Receding Horizon Control

The general idea of RHC is to generate a predicted optimal trajectory at each time step by solving an online optimization problem to maximize a utility function over a finite horizon \( N \). With only the first predicted step applied, the optimization problem is repeatedly solved to predict optimal trajectories. Specifically, based on the current state \( s_P^i \), let \( \bar{s}_P^i = s_{P|1}^i \bar{s}_P^2 \cdots s_{P|N}^i \) denote a predicted trajectory of horizon \( N \) at time \( k \) from \( s_P^i \), where the \( i \)th predicted state \( s_{P|i}^i \in S_P \) satisfies \( s_{P|i}^i \in \Delta_P \) for all \( i = 1, \ldots, N-1 \), and \( s_{P|N}^i \in \Delta_P \). Let \( Path (s_P^i, N) \) be the set of trajectories of horizon \( N \) generated from \( s_P^i \). Note that a predicted trajectory \( \bar{s}_P^i \in Path (s_P^i, N) \) can uniquely project to a path \( \gamma_T (\bar{s}_P^i) = \{q = q_1 \cdots q_N \in T, \text{ where } \gamma_T (s_{P|i}^i) = q_i, \forall i = 1, \ldots, N \} \).

The finite horizon \( N \) is selected based on the robot’s local sensing such that the labels \( L_P (q_i) \) and the reward \( R_k (q_i) \), \( \forall i = 1, \ldots, N \), are all observable by the robot at time \( k \). The accumulated reward along the predicted trajectory \( \bar{s}_P^i \) is \( R (\gamma_T (\bar{s}_P^i)) = \sum_{i=1}^{N} R_k (\gamma_T (s_{P|i}^i)) \). Once a predicted step \( k \) of RHC is implemented, the hard and soft violation cost induced from the current state \( s_P^i \) to the next predicted step \( s_{P|k}^i \) are considered, i.e., \( h_P (s_{P|k}^i, s_{P|k+1}^i) \) and \( V (s_{P|k}^i) = \beta \cdot v_P (s_{P|k}^i, s_{P|k+1}^i) \). The utility function of RHC is then designed as

\[
U (s_{P|k}^i) = -h_P (s_{P|k}^i, s_{P|k+1}^i) + R (\gamma_T (\bar{s}_P^i)) \min \left\{ e^{-\kappa V (s_{P|k}^i)}, 1 \right\}
\]

where \( \kappa \in \mathbb{R}^+ \) is a tuning parameter indicating how aggressively a predicted path is penalized by violating the soft task constraints and the non-zero violation \( V (s_{P|k}^i) \) in [4] would enforce the decrease of \( U (s_{P|k}^i) \). If \( h_P (s_{P|k}^i, s_{P|k+1}^i) = \infty \), it indicates that \( U (s_{P|k}^i) \) is negative infinite. By applying a larger \( \kappa \) optimizing \( U (s_{P|k}^i) \) tends to bias the selection of paths towards the objectives, in the decreasing order, of 1) hard task \( \phi_h \) satisfaction, 2) fulfilling soft task \( \phi_s \) as much as possible, and 3) time-varying rewards locally optimization.

Since maximizing \( U (s_{P|k}^i) \) alone cannot guarantee the satisfaction of the acceptance condition of \( P \), energy function the energy function based constraints are incorporated. We first select initial states from \( S_{P0} \) that can reach the set \( F_T^* \). The RHC executing on \( S_{P0} \) is designed as

\[
\bar{s}_{P|0,opt} = \arg \max_{\bar{s}_P^i \in Path (s_{P|0}^i, N)} U (\bar{s}_P^i)
\]

subject to: \( J (s_{P|k}^i) < \infty \).

The constraint \( J (s_{P|k}^i) < \infty \) is critical, since a bounded energy \( J (s_{P|k}^i) \) guarantees the existence of a satisfying trajectory from \( s_{P|0}^i \) over \( P \). According to the working principle of RHC, the first element of the optimal trajectory \( \bar{s}_P^i \) can be determined as \( s_{P|0}^i = s_{P|0,opt} \), where \( s_{P|0}^i \) is the first element of \( s_{P|0}^i \) obtained from (5).

After determining the initial state \( s_{P|0}^i \), RHC will be employed repeatedly to determine the optimal states \( s_{P|k}^i \) for \( k = 1, 2, \ldots \). At each time instant \( k \), a predicted optimal trajectory \( \bar{s}_{P|k,opt}^i = s_{P|1,opt}^i s_{P|2,opt}^i \cdots s_{P|N|opt}^i \) will be constructed based on \( s_{P|k-1}^i \) and \( \bar{s}_{P|k-1}^i \) obtained at the previous time \( k-1 \). Note that only \( s_{P|1,opt}^i \) will be applied at time \( k \), i.e., \( s_{P|k}^i = s_{P|1,opt}^i \), which will then be used with \( \bar{s}_{P|k,opt}^i \) to generate \( \bar{s}_P^i \).

Theorem 3. For each time \( k = 1, 2, \ldots \), provided \( s_{P|k-1}^i \) and \( \bar{s}_{P|k-1, opt}^i \) from previous time step, consider a receding horizon control (RHC)

\[
s_{P|k, opt}^i = \arg \max_{\bar{s}_P^i \in Path (s_{P|1}^i, N)} U (\bar{s}_P^i)
\]

subject to the following constraints:

1) \( J (s_{P|N|opt}) < J (s_{P|N|opt-1, k}) \) if \( J (s_{P|N|opt-1, k}) > 0 \) and \( J (s_{P|N|opt}) \neq 0 \) for all \( i = 1, \ldots, N \).

2) \( J (s_{P|t=0}^i, s_{P|t=1, opt}) = 0 \) if \( J (s_{P|t=1, opt}) > 0 \) and \( J (s_{P|t=0}^i, s_{P|t=1, opt}) = 0 \) for some \( i = 1, \ldots, N \);

3) \( J (s_{P|N|opt}) < J (s_{P|N|opt-1}) \) for all \( k \). Applying \( s_{P|k, opt}^i = s_{P|1, opt}^i \) at each time \( k \), the optimal trajectory
\( \bar{s}^{P*} = s_0^P s_1^P \ldots \) is guaranteed to satisfy the acceptance condition of \( \mathcal{P} \).

**Proof:** Consider a state \( s_{k-1}^P \in \mathcal{S}_P \), \( \forall k = 1, 2, \ldots \), and Path (\( s_{k+1}^P, N \)) represents the set of all possible paths starting from \( s_{k-1}^P \) with horizon \( N \). Since not all predicted trajectories maximizing the utility \( U(\bar{s}^P_k) \), \( \bar{s}^P_k \in \text{Path}(s_{k-1}^P, N) \), in \( \bar{s}^P_k \) are guaranteed to be accepting by \( \mathcal{P} \), additional constraints need to be imposed. Note that the energy function \( J(s_{k-1}^P) \) defined in (3) indicates the distance from the current state \( s_{k-1}^P \) to \( F^* \). A trajectory on \( \mathcal{P} \) is accepting if the trajectory can intersect \( F^* \) infinitely many times. Therefore, the key idea of the design of the constraints for (6) is to ensure the energy of the states along the trajectory eventually decreases to zero.

Following this idea, different cases are considered.

(i) Case 1: If \( J(s_{k-1}^P) > 0 \) and \( J(s_{i-1}^P) \neq 0 \) for all \( i = 1, \ldots, N \), the constraint \( J(s_{N-1}^P) < J(s_{i-1}^P) \) is enforced. Recall that \( s_{k-1}^P = s_{k-1}^P s_{k-1}^P s_{k-1}^P \ldots \), which is the predicted optimal trajectory at the previous time \( k-1 \). The energy \( J(s_{k-1}^P) > 0 \) indicates that there exists a trajectory from \( s_{k-1}^P \) to \( F^* \), and \( J(s_{k-1}^P) \neq 0 \) for all \( i = 1, \ldots, N \) indicates \( s_{k-1}^P \) does not intersect \( F^* \). The constraint \( J(s_{N-1}^P) < J(s_{i-1}^P) \) enforces that the energy of the last state \( s_{N-1}^P \) in the predicted trajectory at the current time \( k \) must be less than of the previously predicted \( \bar{s}^P_k \), which indicates the energy along \( \bar{s}^P_k \) strictly decreases at each iteration \( k \). Note that, based on Theorem 2, there always exists a state \( s_{k}^P \) on \( \mathcal{P} \) satisfying \( J(s_{N-1}^P) < J(s_{i-1}^P) \) and \( J(s_{k-1}^P) < J(s_{i-1}^P) \). Therefore, if we can construct a trajectory \( \bar{s}^P_k = s_{k+1}^P \) such that \( s_{k+1}^P = \bar{s}_{k-1}^P \) and \( s_{N-1}^P \) satisfies for all \( i = 1, \ldots, N-1 \), the problem (6) is guaranteed to have at least one solution for Case 1.

(ii) Case 2: If \( J(s_{k-1}^P) = 0 \) for some \( i = 1, \ldots, N \), \( \bar{s}_{k-1}^P \) intersects \( F^* \). Let \( i_0 \) be the index of the first occurrence in \( \bar{s}_{k-1}^P \) where \( J(s_{i_1}^P) = 0 \). The constraint \( J(s_{i_1}^P) = 0 \) enforces the predicted trajectory at the current time \( k \) to have energy 0 (i.e., intersect \( F^* \)), if the previously predicted trajectory \( \bar{s}_{k-1}^P \) does so. To show that the problem (6) has at least one solution for Case 2, we can always construct \( \bar{s}_{k-1}^P = s_{k+1}^P \) by letting \( s_{i_1}^P = s_{i+1}^P \) and \( s_{N-1}^P = s_{i_1}^P \) for all \( i = 1, \ldots, N-1 \), where \( s_{i}^P \) can be any state on \( \mathcal{P} \) satisfying \( J(s_{N-1}^P) < \infty \) and \( J(s_{i}^P) < \infty \).

(iii) Case 3: If \( J(s_{k-1}^P) = 0 \), it indicates \( s_{k-1}^P \in F^* \). The constraint \( J(s_{N-1}^P) < \infty \) only requires the predicted trajectory \( \bar{s}_{k-1}^P \) ending at a state with bounded energy, where Cases 1 and 2 can then be applied to enforce the following sequence \( s_{k-1}^P s_{i}^P s_{i+1}^P \) converging to \( F^* \). To show that there always exists \( s_{N-1}^P \) with \( J(s_{N-1}^P) < \infty \), note that there exists a state \( s_{N-1}^P \) satisfying \( J(s_{N-1}^P) < \infty \) and \( J(s_{N-1}^P) < \infty \). Let \( s_{N-1}^P = s_{k}^P \). Based on Theorem 2, we can always construct \( s_{k+1}^P \) such that \( J(s_{k+1}^P) < J(s_{k+2}^P) \) for all \( i = 1, \ldots, N-1 \), and \( J(s_{N-1}^P) < \infty \). Consequently, the problem (6) has solutions for Case 3.

Analogous to the analysis in (24), the energy function based constraints (6) in Theorem 3 ensure that \( \bar{s}^{P*} = s_0^P s_1^P \ldots \) intersects the accepting states \( F^* \) infinitely, resulting in the satisfaction of the acceptance condition of \( \mathcal{P} \). If the RHC yields an negative infinite utility, the hard constraint is violated and the robot fails to accomplish the task. In this paper, we assume \( \phi_h \) is always feasible.

**B. Control Synthesis**

The control synthesis of the LTL online motion planning strategy is outlined in Algorithm 2. In Lines 1-3, an off-line computation is first performed over \( \mathcal{P} \) to obtain an initial \( J \) and an initial violation cost \( \mathcal{V}_P \). At time \( k = 0 \), the receding horizon control (5) is applied to determine \( s_0^P \) in Lines 4-7. Due to the dynamic and uncertain nature of the environment, Algorithm 2 is applied at each time \( k > 0 \) to update \( J(\{s_P^k\}) \) and \( \mathcal{V}_P \) based on local sensing in Lines 8-10. The RHC (9) is then employed based on the previously determined \( s_{k-1}^P \) to generate \( \bar{s}_{k-1}^P \), where the next state is determined as \( s_{k}^P = s_{k}^P \) in Lines 11-12. The transition from \( s_{k-1}^P \) to \( s_{k}^P \) is then immediately applied on \( \mathcal{P} \), which corresponds to the movement of the robot at time \( k \) from \( s_{k}^P \) to \( s_{k}^P \) on \( T \) in Line 13. Repeating the process can generate a trajectory \( \bar{s}^{P*} = s_0^P s_1^P \ldots \) that optimizes the utilities while satisfying the acceptance condition of \( \mathcal{P} \). If \( J(s_{N-1}^P) = \infty \), there exists no trajectory that satisfies \( \phi_h \) in Line 17.

**Theorem 4 (Correctness of Algorithm 2).** Given a weighted DTS \( T = \{Q, q_0, \delta, \Pi, L, \omega\} \) and \( B_h \) and \( B_p \) corresponding to \( \phi_h \) and \( \phi_s \), respectively, if there exists an initial state \( s_0^P \in S_{P0} \) with \( J(s_0^P) < \infty \), the trajectory generated by Algorithm 2 is guaranteed to satisfy the acceptance condition of \( \mathcal{P} \).

**Proof:** The existence of an initial state \( s_0^P \in S_{P0} \) with \( J(s_0^P) < \infty \) indicates the existence of a solution to (5). The solution \( s_0^P \) from (5) determines the first element of the trajectory \( \bar{s}^{P*} \), i.e., \( s_0^P = s_{\{0\}}^P \), with \( J(s_0^P) < \infty \), from which (6) can be applied recursively to determine the rest elements \( s_{k}^P \), \( k = 1, \ldots \), of \( \bar{s}^{P*} \). Particularly, for each time \( k \), if the constraint 1 in Theorem 3 is satisfied, \( J(s_{k-1}^P) < \infty \) indicates there exist other states with lower energy by Theorem 2. Hence, repeatedly applying (6) can generate a set of predicted optimal paths with \( J(s_{N-1}^P) > J(s_{N+k-1}^P) \) for some \( j > k \). If the constraints 2) and 3) in Theorem 3 are satisfied, the predicted optimal trajectories \( \bar{s}_{k-1}^P \) from (6) will lead \( \bar{s}^{P*} \) to states with zero energy, which implies the intersections with \( F^* \). Repeating the process described above, the resulting trajectory \( \bar{s}^{P*} \) from Algorithm 2 satisfies the acceptance condition. Moreover, if \( J(s_{N-1}^P) < \infty \), it indicates there exists a run satisfying \( \phi_h \) and the violation cost \( -h_{\mathcal{V}_P}(s_{k}^P, s_{k+1}^P) \) in RHC ensures the satisfaction of \( \phi_h \) since only the first predicted step is applied.
Algorithm 2 Control synthesis of LTL online motion planning

time

1: procedure INPUT: The DTS \( T = \{Q, q_0, \delta, \Pi, L, \omega\} \) and the NBA \( B_h, B_s \) corresponding to the user-specified LTL formula \( \phi = \phi_h \land \phi_s \)
2: Output: The trajectory \( \overrightarrow{x} = s_0^h, s_1^h, \ldots \)
3: Off-line Execution:
4: 2: Construct the relaxed product automaton \( P = T \times B_h \times B_s \)
5: 3: Construct \( \mathcal{F}^* \) and initialize \( \mathcal{H}_t, V_P \) and \( J \)
6: online Execution:
7: if \( \exists s_h^0 \in \mathbb{S}_{P,0} \) \( J(s_h^0) < \infty \) then
8: 5: Solve \( \Box \) for \( \overrightarrow{s}_h^0 \) in Algorithm 1 [48] based on local sensing
9: 6: while \( k > 0 \) do
10: 7: Apply automaton update at \( s_h^{k-1} \) in Algorithm 1 [48] based on local sensing
11: 8: Locally observe rewards \( R_k(q) \)
12: 9: Solve \( \Box \) for \( \overrightarrow{s}_h^0 \)
13: 10: Implement corresponding transitions on \( P \) and \( T \)
14: 11: \( s_h^k = s_f(k, \text{opt}) \) and \( k++ \)
15: end while
16: 12: \( k++ \)
17: end if
18: end procedure

Corollary 1. Given a weighted DTS \( T = \{Q, q_0, \delta, \Pi, L, \omega\} \), \( B_h \) and \( B_s \), if \( \phi_s \) is feasible, the solution of Algorithm 2 fully satisfies the task \( \varphi = \varphi_h \land \varphi_s \) exactly with \( \kappa \) in [48] selected sufficiently large.

Since Corollary 1 is an immediate result of Theorem 1 and Theorem 3 [49], its proof is omitted.

C. Complexity

Since the off-line execution involves the computation of \( P, \mathcal{F}^* \), the initial \( J \), and the initial \( V_P \), its complexity is \( O((|\mathcal{F}_P|)^3 + |S_P|^2 + |\mathcal{F}_P|^2 + |\mathcal{F}_P|) \). For online execution, since \( \mathcal{F}^* \) remains the same during mission operation, as indicated in Algorithm 1, the worst case requires \( ||s_P|| \) runs of Dijkstra’s algorithm. In Algorithm 2, the selected horizon \( N \) in RHC is crucial to the complexity. Suppose the number of total transitions between states is \( |\Delta| \). The complexity of recursive computation at each step is bounded by \( |\Delta|^N \). Another layer of the complexity in Algorithm 2 comes from the automaton update and the computation of energy function computation at each iteration. Suppose the number of Sense \( s_P \) is bounded by \( |N_1| \), which indicates a maximum \( |N_1| \times |S_P| \) runs is required to update the violation cost \( V_P \) and the state labels. In addition, updating energy \( J \) requires \( |S_P| \) runs of the Dijkstra Algorithm in each iteration. Therefore, the complexity of Algorithm 1 is at most \( O(|N_1| \times |S| + |S_P| + |\Delta|)^N \). Overall, the maximum complexity of the online portion of RHC is \( O\left(|N_1| \times |S| + |S_P| + |\Delta|\right)^N) \).

In the simulation and experiment, we set the penalty parameter \( \beta = 500 \) and the tuning parameter \( \kappa = 100 \). The LTL task is \( \phi = \phi_h \land \phi_s \), where \( \phi_h = \Box \neg \text{Obstacle} \) and \( \phi_s \) is defined in Section VI-A and VI-B respectively. \( \phi_h \) was translated to a Büchi Automaton \( B_h \) via LTL2BA [47] with \( |S_h| = 1 \).

VI. CASE STUDY

A. Simulation Results

Consider an application in which a mobile robot performs persistent surveillance in a dynamic environment. The environment consists of a Base station that the robot should visit repeatedly, Survey points that indicate the areas of interest that the robot should explore, a Report station where the robot should report its findings after visiting Survey, a Supply station where the robot can get refueled, and a set of Obstacle that the robot should avoid during the mission. It is assumed that the locations of Supply, Base, and Report are fixed and known to the robot, while the Survey points (i.e., the events of interest) are dynamic and can even be occasionally infeasible for the robot to explore. In addition, the potential Obstacle are dynamic. The task of the robot is formulated based on LTL as

\[
\phi_s = \Box (\Diamond Base)
\]

\[
\land \Box (\Diamond Base \implies \Diamond \neg (Base \cup Survey))
\]

\[
\land \Box (\Diamond Survey \implies \Diamond \neg (Survey \cup Report))
\]

\[
\land \Box (\Diamond Report \implies \Diamond \neg (Report \cup Supply)).
\]

In English, \( \phi_s \) means the robot needs to always avoid Obstacle while repeatedly and sequentially visiting Base, Survey, Report, and Supply.

The workspace is abstracted to a grid-like graph consisting of \( 10 \times 10 \) nodes as shown in Fig. 4. The labels \( \Pi = \{\text{Base}, \text{Supply}, \text{Report}, \text{Obstacle}, \text{Survey}\} \) are shown in circles with blue, purple, cyan, black, and yellow, respectively. The robot is represented by a red dot transiting along edges between nodes. Each node \( q \) in the graph is associated with a time-varying reward \( R_k(q) \), and the reward is randomly generated from a uniform distribution in the range \([10, 25]\) at time \( k \). The rewards are presented as green circles with size proportional to the reward value. LTL2BA [47] was used to transduce \( \phi_s \) to a Büchi Automaton \( B_s \) with \( |S_s| = 28 \) states.

The simulation was implemented in MATLAB on a PC with 3.6 GHz Quad-core CPU and 32 GB of RAM. Since the DTS \( T \) has \( |Q| = 100 \) states, the relaxed product automaton \( P \) has \( |S_P| = 2800 \) states. The computation of \( P \), the largest self-reachable set \( \mathcal{F}^* \), and the energy function took 4.7s. The control algorithm outlined in Algorithm 2 was implemented for 200 time steps with horizon \( N = 4 \). Each iteration of Algorithm 2 took 1 to 3s depending on the volume of local updates. To demonstrate the ability of the robot in handling partially infeasible tasks, it is assumed that the \( \phi_s \) is fully feasible in the first 100 time steps and it becomes infeasible afterwards in the sense that the survey points are not accessible (i.e., yellow nodes are off).

Fig. 4(a) shows the robot’s initial knowledge about the environment, which consists of known destinations \{Base, Supply, Report\} and locally observed rewards. Figs. 4(b) and (c) show the snapshots of the environment at \( t = 1s \) and \( t = 140s \), respectively. Fig. 4(c) shows that \( \phi_s \) is relaxed since the robot is required to visit Survey points in [7], while Survey points do not exist from \( t = 101s \) to \( t = 200s \), thus leading to a revised motion plan. Note that, due to the consideration of dynamic obstacles, the deployment of black circles can vary with time. Figs. 5(a) and (b) show the trajectories of the robot in the feasible and infeasible \( \phi_s \), respectively. Fig. 5(c) shows the evolution of the energy function during mission operation. Each time the energy \( J(s_P) = 0 \)
The jumps of energy from $t = 100s$ to $200s$ (e.g., $t = 100s$) in Fig. 6 are due to the violation of the desired task whenever the environment becomes infeasible. Nevertheless, the developed control strategy still guarantees the decrease of energy function to satisfy the acceptance condition of $P$. Fig. 7 shows the collected local time-varying reward. The simulation video is provided.

In order to demonstrate scalability and computational complexity of the framework, we repeat the control synthesis introduced above for workspace with different sizes. Specifically, each rectangular state of previous $10 \times 10$ grid-like graph are further divided into the number of grid-cells $3^2$, $5^2$. The dimensions of resulting graph, DTS $T$, and relaxed product automaton $P$, and the maximum, minimum and mean time taken to solve the predicted trajectories at each time-step are shown in Table I, where we also analysis how the various horizon will influence the computations. Due to the off-line computation for largest-self reachable sets that always remains the same, we omit its time comparison.

From Table I, we can see that the computational time at each time will be dramatically influenced by updated process involving recomputing the energy function based on updated knowledge. The benefits of RHC based algorithm in this paper is that the proposed algorithm only need to consider the local scale optimization problem and the energy constraints will ensure the global task satisfaction. As a result, the minimum solving time at each time-step will be slightly influenced.

B. Experiment results

Experiments were performed on a mobile robot, Khepera IV, to verify the developed control strategy. The workspace is about $48'' \times 96''$, consisting of $4 \times 8$ square cells, as shown in Fig. 8, where the bottom figure shows the experiment workspace while the top figure shows the corresponding simulated workspace. The robot is allowed to transit between adjacent cells, i.e., the robot at a cell has four possible actions, “up,” “down,” “right,” and “left.” Consider three areas of interest, $P_1$, $P_2$, and $P_3$, which correspond to orange, green, and cyan cells, respectively. The desired task of the robot is to avoid obstacles (i.e., carbon boxes in Fig. 8) and visit $P_1$, $P_2$, and $P_3$ sequentially and infinitely often, which is expressed as an LTL specification

$$\phi_s = \square \diamond P_1$$
$$\land \square P_1 \rightarrow \bigcirc (\neg P_1 \cup P_2)$$
$$\land \square P_2 \rightarrow \bigcirc (\neg P_2 \cup P_3).$$

The robot is assumed to know the locations of $P_1$, $P_2$, and $P_3$, without knowing the obstacle positions. It is possible that the preassigned task $\phi$ cannot be fully accomplished, due to unexpected obstacles. Fig. 8 shows an infeasible case of $\phi_s$, where $P_3$ is surrounded by obstacles and not accessible by the robot. Therefore, the task cannot be fully realized, and the robot has to revise its motion plan and adapts to the real environment. In addition, each cell is assumed to have a time-varying reward, randomly generated from a uniform
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Figure 5: The robot trajectories in feasible and infeasible cases of $\phi_s$, respectively. In (a), the environment is fully feasible from $t = 1s$ to $t = 45s$, and the robot successfully completes the desired task. In (b), the environment is infeasible from $t = 140s$ to $t = 190s$, where yellow circles do not exist. The robot revises its motion to only sequentially visit Base, Supply, and Report stations. In both (a) and (b), the planned path maximizes the reward collection in a receding horizon manner.

Figure 6: Plot of the energy function during mission operation.

Figure 7: Plot of accumulative collected time-varying rewards.

Figure 8: The workspace of the real environment (bottom) and the simulated environment (top). The turtle represents the robot, and the blue squares represent the predicted trajectory, where the number indicates the locally observed rewards.

distribution in the range $[5, 15]$. The robot is desired to maximize reward collection while performing the task.

The online motion planning strategy in Algorithm 2 was implemented in python on a VMware with a 3.6 GHz Quad-core CPU and 8 GB of RAM. The robot actuation module was implemented on Linux with an Optitrack motion capture system providing real-time position feedback of the robot. The Büchi Automaton $B_s$ has $|S_s| = 12$ states, and the DTS $T$ has $|Q| = 32$. The relaxed product automaton $P$ has $|S_P| = 384$ states. The horizon in RHC was selected as $N = 4$, and the computation of Algorithm 2 at each iteration took 0.25s. During implementation of Algorithm 2, the obstacles can be randomly moved, and the robot usually took about 0.5s to update its motion plan. The experiment video is provided.

VII. CONCLUSIONS

An RHC-based online motion planning strategy with partially infeasible LTL specifications is developed in this work to enable the autonomous robot to maximize reward collection while considering hard and soft LTL constraints. Motion planning in an uncertain environment can be better modeled

\[\text{https://youtu.be/16j6TmVUrTk}\]
by a Markov decision process. Future research will consider extending this work with more realistic robot models and advanced learning based motion planning. Additional research will also consider extending the current work to continuous state space using hybrid control.
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