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Abstract. We propose a general iterative scheme with inertial term and self-adaptive stepsize for approximating a common solution of Split Variational Inclusion Problem (SVIP) and Fixed Point Problem (FPP) for a quasi-nonexpansive mapping in real Hilbert spaces. We prove that our iterative scheme converges strongly to a common solution of SVIP and FPP for a quasi-nonexpansive mapping, which is also a solution of a certain optimization problem related to a strongly positive bounded linear operator. We apply our proposed algorithm to the problem of finding an equilibrium point with minimal cost of production for a model in industrial electricity production. Numerical results are presented to demonstrate the efficiency of our algorithm in comparison with some other existing algorithms in the literature.

1. Introduction. In 2011, Moudafi [30] introduced the Split Variational Inclusion Problem (SVIP) defined as follows: find \( x^* \in H_1 \) such that
\[
0 \in B_1(x^*),
\]
and
\[
y^* = Ax^* \in H_2 \text{ solves } 0 \in B_2(y^*),
\]
where 0 is the zero vector, \( H_1 \) and \( H_2 \) are real Hilbert spaces, \( B_1 : H_1 \to 2^{H_1} \) and \( B_2 : H_2 \to 2^{H_2} \) are multi-valued maximal monotone mappings, \( A : H_1 \to H_2 \) is a bounded linear operator.

The SVIP (1)-(2) constitutes a pair of variational inclusion problems, which have to be solved so that the image \( y^* = Ax^* \) under a given bounded linear operator \( A \), of the solution \( x^* \) of SVIP (1) in \( H_1 \) is the solution of another SVIP (2) in another space \( H_2 \). We denote the solution set of SVIP (1) by \( \text{SOLVIP}(B_1) \) while the solution
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set of SVIP (2) is denoted by SOLVIP(B₂). Hence, the solution set of the SVIP (1)-(2) is denoted by

$$\Gamma = \{x^* \in H_1 : x^* \in \text{SOLVIP}(B_1) \text{ and } Ax^* \in \text{SOLVIP}(B_2)\}. \quad (3)$$

In recent years, SVIP has received great attention by many authors, who improved it in various ways, see, e.g. [22, 35, 37, 43] and references therein, and it has been applied in different real-world problems such as intensity-modulated radiation therapy (IMRT), in sensor networks and in computerized tomography and data compression.

Byrne et al. [9] studied the weak and strong convergence of the following iterative method for solving SVIP: Given $x_0 \in H_1$, compute iterative sequence $\{x_n\}$ generated by the following algorithm:

$$x_{n+1} = J^{B_1}_\lambda (x_n + \gamma A^*(J^{B_2}_\lambda - I)Ax_n), \quad (4)$$

for $\lambda > 0$ and $A^*$ is the conjugate transpose of $A$, $L = \|A^*A\|$, $\gamma \in (0, \frac{2}{L})$, and $J^{B_i}_\lambda := (I + \lambda B_i)^{-1}$, for $i = 1, 2$ are the resolvent operators of $B_i$. Under certain conditions it was proved that the sequence $\{x_n\}$ generated by (4) converges strongly to $x^*$, which is the solution of the SVIP. Note that $J^{B_i}_\lambda$, for $i = 1, 2$ are nonexpansive and firmly nonexpansive.

Let $C$ be a nonempty, closed and convex subset of a real Hilbert space $H$. Let $S : C \to C$ be a nonlinear mapping, a point $x \in C$ is called a fixed point of $S$ if $Sx = x$. We denote by $F(S)$, the set of all fixed points of $S$. Iterative methods for finding fixed point of nonlinear mappings have recently been applied to solve convex minimization and related optimization problems, see e.g. [3, 18, 20, 21, 23, 34, 36, 42, 45, 49, 50] and the references therein. Convex minimization problems have greatly influenced the development of nearly all branches of pure and applied sciences. A typical convex minimization problem is to minimize a quadratic function over the set of fixed points of a nonexpansive mapping on a real Hilbert space $H$:

$$\theta(x) = \min_{x \in C} \frac{1}{2} \langle Gx, x \rangle - \langle x, b \rangle, \quad (5)$$

where $G$ is a bounded linear operator, $C$ is the fixed point set of a nonexpansive mapping $T$ on $H$ and $b$ is a given point in $H$.

In [29], Marino and Xu introduced the following general iterative scheme based on the viscosity approximation method introduced by Moudafi [31]:

$$x_{n+1} = (I - \alpha_n G)Tx_n + \alpha_n\beta f(x_n), \quad n \geq 0, \quad (6)$$

where $f$ is a contraction on $H$ with contraction coefficient $\alpha \in (0, 1)$, $G$ is a strongly positive bounded linear operator on $H$ with constant $\mu$ and $0 < \beta < \frac{\mu}{\gamma}$, $T$ is a nonexpansive mapping and $\{\alpha_n\}$ is a sequence in $(0, 1)$. It was proved that if the sequence $\{\alpha_n\}$ of parameters satisfies certain conditions, then the sequence $\{x_n\}$ generated by (6) converges strongly to the unique solution of the variational inequality

$$\langle (G - \beta f)x^*, x - x^* \rangle \geq 0, \quad x \in C, \quad (7)$$

which is the optimality condition for the minimization problem

$$\min_{x \in C} \frac{1}{2} \langle Gx, x \rangle - h(x),$$

where $h$ is a potential function for $\beta f$ (i.e., $h'(x) = \beta f(x)$ for $x \in H$).
In this paper, we are interested in studying the problem of finding a common solution of both the SVIP (1)-(2) and FPP, that is, finding an element

\[ x \in \mathcal{F} = \Gamma \cap F(S) \neq \emptyset, \]  

(8)

where \( S \) is a quasi-nonexpansive mapping.

Recently, Wangkeeree et al. [48] introduced the following general iterative scheme for approximating a common solution of SVIP and FPP for a nonexpansive mapping in real Hilbert space setting.

\[ x_0 \in H_1, \]

\[ u_n = J_{B_1}^{\lambda}(x_n + \gamma A^* (J_{B_2}^{\lambda} - I)Ax_n), \]

\[ x_{n+1} = \alpha_n \beta f(x_n) + (I - \alpha_n G)Su_n, \]  

(9)

where \( f : H_1 \rightarrow H_1 \) is a contraction with constant \( \alpha \in (0, 1) \), \( S : H_1 \rightarrow H_1 \) is a nonexpansive mapping, \( G : H_1 \rightarrow H_1 \) is a strongly positive bounded linear operator with constant \( \mu \) and \( 0 < \beta < \frac{\mu}{2}, \lambda > 0, \gamma \in (0, \frac{1}{2}) \), where \( L \) is the spectral radius of the operator \( A^* A \), \( \{\alpha_n\} \subset (0, 1) \) and \( B_1 : H_1 \rightarrow 2^{H_1}, B_2 : H_2 \rightarrow 2^{H_2} \) are two multi-valued mappings on \( H_1 \) and \( H_2 \) respectively. Under certain conditions, the sequence generated by the proposed Algorithm 1.1 was proved to converge strongly to a common solution of split variational inclusion problem and fixed point problem for a nonexpansive mapping.

We point out here that the stepsize \( \gamma \) of Algorithm 1.1 plays an essential role in the convergence properties of the iterative method. Many of the existing iterative schemes for solving SVIP involve step-sizes that depend on the norm of the bounded linear operator \( A \). Such algorithms are usually not easy to implement because they require computation of the operator norm which oftentimes is difficult to compute.

Very recently, Tang [46] propose the following self-adaptive step-size algorithm for solving SVIP in Hilbert spaces, which does not require a prior knowledge of the operator norm.

\[ \tau_n = \frac{\rho_n f(x_n)}{||F(x_n)||^2 + ||H(x_n)||^2}, \]

and calculate the next iterate as

\[ x_{n+1} = J_{B_1}^{\lambda}(I - \tau_n A^*(I - J_{B_2}^{\lambda})Ax_n). \]

Stop Criterion: If \( x_{n+1} = x_n \), then stop. Otherwise, set \( n := n + 1 \) and return to Iterative Step,

where \( f(x) = \frac{1}{2}||(I - J_{B_2}^{\lambda})Ax||^2, F(x) = A^*(I - J_{B_2}^{\lambda})Ax \) and \( H(x) = (I - J_{B_1}^{\lambda})x \). Under mild conditions, the weak convergence of the proposed algorithm was obtained.

Based on the heavy ball methods of a two-order time dynamical system, Polyak [39] first proposed an inertial extrapolation as an acceleration process to solve the
smooth convex minimization problem. The inertial algorithm is a two-step iteration where the next iterate is defined by making use of the previous two iterates. Recently, several authors have constructed some fast iterative algorithms by using inertial extrapolation which includes inertial proximal methods [4, 32], inertial forward-backward methods [26], inertial split equilibrium methods [22], inertial proximal ADMM [15] and the fast iterative shrinkage thresholding algorithms FISTA [6, 14].

Very recently, Long et al. [25] introduced a new algorithm which combines the inertial technique and the viscosity method for solving SVIP in Hilbert spaces. The proposed algorithm is as follows:

Algorithm 1.3.

\[
\begin{align*}
x_0, x_1 & \in H_1, \\
w_n &= x_n + \theta_n(x_n - x_{n-1}), \\
y_n &= J_{\lambda_n}^B((I - \lambda_n A^*(I - J_{\lambda_n}^B)A)w_n), \\
x_{n+1} &= \alpha_n f(x_n) + (1 - \alpha_n)y_n,
\end{align*}
\]

where \( \lambda > 0, \{\lambda_n\} \) is a sequence of real numbers such that \( 0 < a \leq \lambda_n \leq b < \left(\frac{1}{L}\right), \) \( L := \|A\|^2, f : H_1 \to H_1 \) is a contraction mapping with contraction parameter \( k \in [0, 1), \{\alpha_n\} \subset (0, 1) \) such that \( \lim_{n \to \infty} \alpha_n = 0, \)

\[
\sum_{n=0}^{\infty} \alpha_n = \infty, \quad \text{and} \quad \{\theta_n\} \text{ is a sequence in } [0, \theta] \text{ for some } \theta > 0, \text{ where } \{\theta_n\} \text{ is}\]

chosen such that \( \lim_{n \to \infty} \frac{\theta_n}{\alpha_n} \|x_n - x_{n-1}\| = 0. \) It was proved that the sequence \( \{x_n\} \) generated by the algorithm converges strongly to an element in the solution set of the SVIP. Note that the term \( \theta_n(x_n - x_{n-1}) \) is referred to as the inertial term and it can be regarded as a procedure for speeding up the convergence properties of an iterative scheme.

Motivated by the work of Moudafi [30], Marino and Xu [29], Wangkeeree et al., [48], Tang [46] and Long et al. [25] and by the ongoing research in this direction, in this paper we propose a general iterative scheme with inertial technique and self-adaptive stepsize for approximating a common solution of split variational inclusion problem (SVIP) and fixed point problem (FPP) for quasi-nonexpansive mapping in real Hilbert spaces. Our iterative scheme was proved to converge strongly to a common solution of SVIP and FPP for a quasi-nonexpansive mapping, which is a solution of a certain optimization problem related to a strongly positive bounded linear operator. The self-adaptive step-size ensures that no prior knowledge or estimate of the operator norm is required. The proposed algorithm was used to find an equilibrium point with minimal cost of production for a model in industrial electricity production. Numerical results for the model are presented to demonstrate the efficiency of our algorithm in comparison with some other existing algorithms in the literature. Results obtained are also applied to solve split feasibility problems and split minimization problems. Our results improve and generalize corresponding results of Moudafi [30], Marino and Xu [29], Wangkeeree et al., [48], Tang [46] and Long et al. [25] and many others in the literature.

2. Preliminaries. In this section, we recall some concepts and results which are needed in the sequel. Throughout this paper unless otherwise stated, we assume that \( H_1 \) and \( H_2 \) are two real Hilbert spaces each with inner product \( \langle \cdot , \cdot \rangle \), induced norm \( \| \cdot \| \) and \( I \) the identity operator. Let \( C \) and \( D \) be nonempty, closed and convex subsets of \( H_1 \) and \( H_2 \) respectively, let \( A : H_1 \to H_2 \) be a bounded linear operator.
and $A^* : H_2 \rightarrow H_1$ be the conjugate transpose of $A$ (in finite dimensional spaces, $A^* = A^T$). The symbols “→” and “⇒” denote the strong and weak convergence respectively. For a given sequence $\{x_n\} \subset H$, $w_\omega(x_n)$ denotes set of weak limits of $\{x_n\}$, that is, $w_\omega(x_n) := \{x \in H : x_{n_j} \rightharpoonup x\}$ for some subsequence $\{n_j\}$ of $\{n\}$.

The metric projection $P_C : H \rightarrow C$ is defined, for each $x \in H$, as the unique element $P_C x \in C$ such that

$$||x - P_C x|| = \inf\{||x - z|| : z \in C\}.$$  

It is known that $P_C$ is nonexpansive and has the following properties:

(i) $||P_C x - P_C y||^2 \leq \langle P_C x - P_C y, x - y \rangle$ for all $x, y \in C$,

(ii) for any $x \in H$ and $z \in C, z = P_C x$ if and only if \( \langle x - z, z - y \rangle \geq 0 \), for all $y \in C$,

(iii) for any $x \in H$ and $y \in C$,

$$||P_C x - y||^2 + ||P_C x - y||^2 \leq ||y - x||^2.$$  

**Definition 2.1.** A mapping $T : H \rightarrow H$ is called

(i) Lipschitzian or Lipschitz continuous on $H$, if there exists $L > 0$ such that $||Tx - Ty|| \leq L||x - y||$ for all $x, y \in H$.

If $L \in [0, 1)$, then $T$ is called a contraction mapping;

(ii) nonexpansive if $T$ is 1–Lipschitzian;

(iii) firmly nonexpansive if

$$||T(x) - T(y)||^2 \leq \langle T(x) - T(y), x - y \rangle, \text{ for all } x, y \in H;$$

or equivalently

$$||Tx - Ty||^2 \leq ||x - y||^2 - \langle (I - T)x - (I - T)y, ||x - y|| \rangle, \text{ for all } x, y \in H;$$

(iv) quasi-nonexpansive if $F(T) \neq \emptyset$ and

$$||Tx - p|| \leq ||x - p|| \text{ for all } x \in H, p \in F(T);$$

(v) $k$-demicontractive if there exists a constant $k \in [0, 1)$ such that

$$||Tx - p||^2 \leq ||x - p||^2 + k||x - Tx||^2 \text{ for all } x \in H, p \in F(T).$$

Clearly, the class of $k$–demicontractive mappings properly includes the class of quasi-nonexpansive mappings, and the class of quasi-nonexpansive mappings properly contains the class of nonexpansive mappings while the class of nonexpansive mappings properly contains the class of firmly nonexpansive mappings.

**Definition 2.2.** A mapping $T : H \rightarrow H$ is called

(i) monotone if

$$\langle Tx - Ty, x - y \rangle \geq 0 \text{ for all } x, y \in H;$$

(ii) $\alpha$-strongly monotone, if there exists a constant $\alpha > 0$ such that

$$\langle Tx - Ty, x - y \rangle \geq \alpha||x - y||^2 \text{ for all } x, y \in H;$$
(iii) $\beta$-inverse strongly monotone, if there exists a constant $\beta > 0$ such that
$$\langle Tx - Ty, x - y \rangle \geq \beta \|Tx - Ty\|^2$$
for all $x, y \in H$;

(iv) strongly positive if there exists a constant $\gamma > 0$ such that
$$\langle Tx, x \rangle \geq \gamma \|x\|^2$$
for all $x \in H$;

(v) averaged if there exists a nonexpansive mapping $S : H \to H$ and a number $c \in (0,1)$ such that
$$T = (1-c)I + cS.$$

Recall that the mapping $I - T$ is demiclosed at zero [7] if and only if $x_n \to x$ and $x_n - Tx_n \to 0$. It is well known that if $T : H \to H$ is nonexpansive, then $I - T$ is demiclosed at zero.

**Definition 2.3.** Let $B : H_1 \to 2^{H_1}$ be a multi-valued mapping and let $\lambda > 0$.

- $B$ is called monotone if
  $$\langle u - v, x - y \rangle \geq 0 \text{ for all } u \in B(x), v \in B(y),$$
  and $B$ is called maximal monotone mapping if the graph $G(B)$ of $B$
  $$G(B) := \{(x,u) \in H_1 \times H_1 | u \in B(x)\}$$
  is not properly contained in the graph of any other monotone mapping.
- The *resolvent* of $B$ with parameter $\lambda > 0$ denoted by $J^B_\lambda$ is given by
  $$J^B_\lambda := (I + \lambda B)^{-1}.$$

**Remark 1.** For $\lambda > 0$, the following results hold [46]:

1. $B$ is maximal monotone if and only if $J^B_\lambda$ is single-valued, firmly nonexpansive and $dom(J^B_\lambda) = H_1$, where $dom(B) := \{x \in H_1 | B(x) \neq \emptyset\}$.
2. The point $x^* \in B^{-1}(0)$ if and only if $x^* = J^B_\lambda x^*$.
3. The solution set $\Gamma$ of the SVIP (1)-(2) is equivalent to finding $x^* \in H_1$ with $x^* = J^B_\lambda x^*$ such that
   $$y^* = Ax^* \in H_2 \text{ and } y^* = J^{B_2} y^*.$$

**Lemma 2.4.** Let $\delta \in (0, 1)$, for $x, y \in H_1$, we have the following statements [33, 47]:

1. $||x + y||^2 \leq ||x||^2 + 2\langle y, x + y \rangle$;
2. $||x + y||^2 = ||x||^2 + 2\langle x, y \rangle + ||y||^2$;
3. $||\delta x + (1 - \delta)y||^2 = \delta||x||^2 + (1 - \delta)||y||^2 - \delta(1 - \delta)||x - y||^2$.

**Lemma 2.5.** (Lemma 2.6 of [40]) Let $\{a_n\}$ be a sequence of non-negative real numbers, $\{\alpha_n\}$ be a sequence in $(0,1)$ with $\sum_{n=1}^{\infty} \alpha_n = \infty$ and $\{b_n\}$ be a sequence of real numbers. Assume that
$$a_{n+1} \leq (1 - \alpha_n) a_n + \alpha_n b_n, \text{ for all } n \geq 1,$$
if $\limsup_{k \to \infty} b_{n_k} \leq 0$ for every subsequence $\{a_{n_k}\}$ of $\{a_n\}$ satisfying
$$\liminf_{k \to \infty} (a_{n_{k+1}} - a_{n_k}) \geq 0,$$ then $\lim_{n \to \infty} a_n = 0$.

**Lemma 2.6.** (Lemma 3.1 of [27]) Let $\{a_n\}, \{c_n\} \subset \mathbb{R}_+, \{\sigma_n\} \subset (0,1)$ and $\{b_n\} \subset \mathbb{R}$ be sequences such that
$$a_{n+1} \leq (1 - \sigma_n) a_n + b_n + c_n \text{ for all } n \geq 0.$$
If \( b_n \leq \beta \sigma_n \) for some \( \beta \geq 0 \), then \( \{a_n\} \) is a bounded sequence.

If we have
\[
\sum_{n=0}^{\infty} \sigma_n = \infty \quad \text{and} \quad \limsup_{n \to \infty} \frac{b_n}{\sigma_n} \leq 0,
\]
then \( \lim_{n \to \infty} a_n = 0 \).

3. Main result. In this section, we present our algorithm and discuss its convergence analysis. First, let us define the following functions:
\[
g(x) = \frac{1}{2} \|(I - J_{\lambda_n}^{B_2})Ax\|^2, \quad h(x) = \frac{1}{2} \|(I - J_{\lambda_n}^{B_1})x\|^2,
\]
and
\[
F(x) = A^*(I - J_{\lambda_n}^{B_2})Ax, \quad H(x) = (I - J_{\lambda_n}^{B_1})x.
\]
From Aubin [5], one can verify that \( g \) and \( h \) are weak lower semi-continuous and convex differentiable. We establish the convergence of the algorithm under the following conditions:

**Condition A:**

(A1) The solution set denoted by \( F = \Gamma \cap F(S) \) is nonempty;

(A2) \( A : H_1 \to H_2 \) is a bounded linear operator and \( A^* : H_2 \to H_1 \) is the conjugate transpose of \( A \);

(A3) \( B_1 : H_1 \to 2^{H_1} \) and \( B_2 : H_2 \to 2^{H_2} \) are maximal monotone mappings;

(A4) \( S : H_1 \to H_2 \) is a quasi-nonexpansive mapping such that \( I - S \) is demiclosed at zero;

(A5) \( G : H_1 \to H_1 \) is a strongly positive, bounded linear operator with coefficient \( \mu \) such that \( \|G\| = 1 \);

(A6) \( f : H_1 \to H_1 \) is a contraction mapping with coefficient \( k \in (0, 1) \) and \( 0 < \beta < \frac{k}{2} \).

**Condition B:**

(B1) \( \{\rho_n\} \) is a positive sequence satisfying \( 0 < \rho_n < 4 \) and \( \inf_{n \to \infty} (4 - \rho_n) > 0 \);

(B2) \( 0 < a \leq \liminf_{n \to \infty} \beta_n \leq \limsup_{n \to \infty} \beta_n \leq b < 1 \);

(B3) \( \{\alpha_n\} \subset (0, 1), \lim_{n \to \infty} \alpha_n = 0 \) and \( \sum_{n=0}^{\infty} \alpha_n = \infty \);

(B4) \( \{\theta_n\} \subset [0, \theta) \) for some \( \theta > 0 \) such that
\[
\lim_{n \to \infty} \frac{\theta_n}{\alpha_n} \|x_n - x_{n-1}\| = 0.
\]

Now, the algorithm is presented as follows:

**Algorithm 3.1.**

**Step 0.** Select \( x_0, x_1 \in H_1 \), the parameters \( \beta, \mu, k \) and the sequences \( \{\rho_n\}, \{\beta_n\}, \{\alpha_n\} \) and \( \{\theta_n\} \) such that Condition A and Condition B above are satisfied.

**Step 1.** Set
\[
w_n = x_n + \theta_n(x_n - x_{n-1}).
\]

**Step 2.** Compute
\[
u_n = J_{\lambda_n}^{B_1}(w_n - \tau_n A^*(I - J_{\lambda_n}^{B_2})Aw_n),
\]
where
\[
\tau_n = \begin{cases} \frac{\rho_n g(w_n)}{\|F(w_n)\|^2 + \|H(w_n)\|^2}, & \|F(w_n)\|^2 + \|H(w_n)\|^2 \neq 0, \\ 0, & \text{otherwise.} \end{cases}
\]
Step 3. Compute

\[ x_{n+1} = \alpha_n \beta f(x_n) + \beta_n x_n + ((1 - \beta_n)I - \alpha_n G)S u_n. \]

Set \( n := n + 1 \) and return to Step 1.

First, we prove the boundedness of the sequence \( \{x_n\} \) generated by our algorithm.

Lemma 3.2. Let \( \{x_n\} \) be a sequence generated by Algorithm 3.1, then \( \{x_n\} \) is bounded.

Proof. Let \( p \in \mathcal{F} \), then we have that \( Sp = p \), \( p = J_{\lambda_1}^B p \), and \( Ap = J_{\lambda_2}^B (Ap) \). Also, since \( F(x_n) = A^*(I - J_{\lambda_1}^B)Ax_n \) and \( I - J_{\lambda_2}^B \) is firmly nonexpansive, then we obtain

\[
\langle F(w_n), w_n - p \rangle = \langle A^*(I - J_{\lambda_1}^B)Aw_n, w_n - p \rangle \\
= \langle (I - J_{\lambda_1}^B)Aw_n, Aw_n - Ap \rangle \\
= \langle (I - J_{\lambda_1}^B)Aw_n - (I - J_{\lambda_2}^B)Ap, Aw_n - Ap \rangle \\
\geq ||(I - J_{\lambda_2}^B)Ap||^2 \\
= 2g(w_n).
\]

Hence, it follows that

\[
||u_n - p||^2 = ||J_{\lambda_1}^B (w_n - \tau_n A^*(I - J_{\lambda_1}^B)Aw_n) - p||^2 \\
= ||J_{\lambda_1}^B (w_n - \tau_n A^*(I - J_{\lambda_1}^B)Aw_n) - J_{\lambda_1}^B p||^2 \\
\leq ||w_n - \tau_n A^*(I - J_{\lambda_1}^B)Aw_n - p||^2 \\
= ||w_n - p - \tau_n F(w_n)||^2 \\
\leq ||w_n - p||^2 + \tau_n^2 ||F(w_n)||^2 - 2\tau_n (F(w_n), w_n - p) \\
\leq ||w_n - p||^2 + \tau_n^2 ||F(w_n)||^2 - 4\tau_n g(w_n) \\
\leq ||w_n - p||^2 - \rho_n (4 - \rho_n) \frac{g^2(w_n)}{||F(w_n)||^2 + ||H(w_n)||^2}. \quad (11)
\]

Since \( 0 < \rho_n < 4 \), then we obtain

\[
||u_n - p|| \leq ||w_n - p||. \quad (12)
\]

Applying the triangle inequality, we get

\[
||w_n - p|| = ||x_n + \theta_n (x_n - x_{n-1}) - p|| \\
\leq ||x_n - p|| + \theta_n ||x_n - x_{n-1}|| \\
= ||x_n - p|| + \alpha_n \frac{\theta_n}{\alpha_n} ||x_n - x_{n-1}||. \quad (13)
\]

By the assumption that \( \lim_{n \to \infty} \frac{\theta_n}{\alpha_n} ||x_n - x_{n-1}|| = 0 \), it follows that there exists a constant \( M_1 > 0 \) such that \( \frac{\theta_n}{\alpha_n} ||x_n - x_{n-1}|| \leq M_1 \), for all \( n \geq 1 \). Hence from (13), we obtain

\[
||w_n - p|| \leq ||x_n - p|| + \alpha_n M_1. \quad (14)
\]
By applying (12) and (14), we get

\[
||x_{n+1} - p|| = ||\alpha_n f(x_n) + \beta_n x_n + ((1 - \beta_n)I - \alpha_n G)Su_n - p|| \\
= ||\alpha_n f(x_n) + \beta_n x_n + ((1 - \beta_n)I - \alpha_n G)Su_n \\
\quad - (\alpha_n G - \beta_n G + (\beta_n - \beta_n + 1)I)p|| \\
\leq \alpha_n ||f(x_n) - Gp|| + \beta_n ||x_n - p|| \\
\quad + ||((1 - \beta_n)I - \alpha_n G)||||Su_n - p|| \\
\leq \alpha_n ||f(x_n) - Gp|| + \beta_n ||x_n - p|| + (1 - \beta_n - \alpha_n \mu)||Su_n - p|| \\
\leq \alpha_n ||f(x_n) - Gp|| + \beta_n ||x_n - p|| + (1 - \beta_n - \alpha_n \mu)||u_n - p|| \\
\leq \alpha_n ||f(x_n) - Gp|| + \beta_n ||x_n - p|| + (1 - \beta_n - \alpha_n \mu)||x_n - p|| \\
\quad + (1 - \beta_n - \alpha_n \mu)||u_n - p|| \\
\leq \alpha_n \beta k ||x_n - p|| + \alpha_n ||f(p) - Gp|| \\
\quad + \beta_n ||x_n - p|| + (1 - \beta_n - \alpha_n \mu)||u_n - p|| \\
\leq \alpha_n \beta k ||x_n - p|| + \alpha_n ||f(p) - Gp|| \\
\quad + \beta_n ||x_n - p|| + (1 - \beta_n - \alpha_n \mu)(||x_n - p|| + \alpha_n M_1) \\
= (1 - \alpha_n(\mu - \beta k)) ||x_n - p|| + \alpha_n ||f(p) - Gp|| \\
\quad + (1 - \beta_n - \alpha_n \mu)\alpha_n M_1. \tag{15}
\]

Setting \(a_n := ||x_n - p||, b_n := \alpha_n ||f(p) - Gp||, c_n := (1 - \beta_n - \alpha_n \mu)\alpha_n M_1\) and \(\sigma_n := \alpha_n(\mu - \beta k)\). By Lemma 2.6(1) and using our assumptions, it follows that \(\{x_n\}\) is bounded. Consequently, \(\{w_n\}\) and \(\{u_n\}\) are also bounded. \(\square\)

Next, we prove some lemmas which will be employed in establishing the strong convergence of our algorithm.

**Lemma 3.3.** The following inequality holds for all \(p \in \mathcal{F}\) and \(n \in \mathbb{N}\):

\[
||x_{n+1} - p||^2 \leq (1 - \frac{2\alpha_n(\mu - \beta k)}{1 - \alpha_n \beta k}) ||x_n - p||^2 \\
\quad + \frac{2\alpha_n(\mu - \beta k)}{1 - \alpha_n \beta k} \left( 3M_\gamma_n \theta_n ||x_n - x_{n-1}|| \right. \\
\quad + \frac{\alpha_n \mu^2}{2(\mu - \beta k)} M_2 + \frac{1}{(\mu - \beta k)^2} (\beta f(p) - Gp, x_{n+1} - p) \left. \right) \\
\quad - \frac{\rho_n(4 - \rho_n)}{1 - \alpha_n \beta k} \frac{g^2(w_n)}{||F(w_n)||^2 + ||H(w_n)||^2}.
\]
Proof. By applying Lemma 2.4(ii), we have

\[
|x_{n+1} - p|^2 = |\alpha_n \beta f(x_n) + \beta_n x_n + ((1 - \beta_n)I - \alpha_n G) Su_n - p|^2 \\
= |\alpha_n (\beta f(x_n) - Gp) + \beta_n (x_n - p) + ((1 - \beta_n)I - \alpha_n G)(Su_n - p)|^2 \\
\leq ||\beta_n (x_n - p) + ((1 - \beta_n)I - \alpha_n G)(Su_n - p)||^2 \\
+ 2\alpha_n (\beta f(x_n) - Gp, x_{n+1} - p) \\
\leq \beta_n^2 ||x_n - p||^2 + (1 - \beta_n - \alpha_n \mu)^2 ||Su_n - p||^2 \\
+ 2\beta_n (1 - \beta_n - \alpha_n \mu)||x_n - p||||Su_n - p| \\
+ 2\alpha_n (\beta f(x_n) - Gp, x_{n+1} - p) \\
\leq \beta_n^2 ||x_n - p||^2 + (1 - \beta_n - \alpha_n \mu)^2 ||Su_n - p||^2 \\
+ \beta_n (1 - \beta_n - \alpha_n \mu)(||x_n - p||^2 + ||Su_n - p||^2) \\
+ 2\alpha_n (\beta f(x_n) - Gp, x_{n+1} - p) \\
= \beta_n (1 - \alpha_n \mu)||x_n - p||^2 + (1 - \beta_n - \alpha_n \mu)(1 - \alpha_n \mu)||Su_n - p||^2 \\
+ 2\alpha_n (\beta f(x_n) - Gp, x_{n+1} - p) \\
\leq \beta_n (1 - \alpha_n \mu)||x_n - p||^2 + (1 - \beta_n - \alpha_n \mu)(1 - \alpha_n \mu)||Su_n - p||^2 \\
+ 2\alpha_n (\beta f(x_n) - f(p), x_{n+1} - p) + 2\alpha_n (\beta f(p) - Gp, x_{n+1} - p). \tag{16}
\]

Furthermore, by applying the Cauchy-Schwartz inequality and Lemma 2.4(iii), we have that

\[
||w_n - p||^2 = ||x_n + \theta_n (x_n - x_{n-1}) - p||^2 \\
= ||x_n - p||^2 + \theta_n^2 ||x_n - x_{n-1}||^2 + 2\theta_n \langle x_n - p, x_n - x_{n-1} \rangle \\
\leq ||x_n - p||^2 + \theta_n^2 ||x_n - x_{n-1}||^2 + 2\theta_n ||x_n - x_{n-1}|| ||x_n - p|| \\
= ||x_n - p||^2 + \theta_n ||x_n - x_{n-1}|| (\theta_n ||x_n - x_{n-1}|| + 2 ||x_n - p||) \\
\leq ||x_n - p||^2 + 3M\theta_n ||x_n - x_{n-1}|| \\
= ||x_n - p||^2 + 3M\alpha_n \frac{\theta_n}{\alpha_n} ||x_n - x_{n-1}||, \tag{17}
\]

where \( M := \sup_{n \in \mathbb{N}} \{ ||x_n - p||, \theta_n ||x_n - x_{n-1}|| \} > 0. \)
Now, applying (11) and (17) to (16), we obtain
\[
\|x_{n+1} - p\|^2 \leq \beta_n (1 - \alpha_n \mu) \|x_n - p\|^2 \\
+ (1 - \beta_n - \alpha_n \mu) (1 - \alpha_n \mu) \left( \|x_n - p\|^2 + 3M\alpha_n \theta_n \|x_n - x_{n-1}\| \\
- \rho_n (4 - \rho_n) \|F(w_n)\|^2 + \|H(w_n)\|^2 \right) \\
+ 2\alpha_n \beta (f(x_n) - f(p), x_{n+1} - p) + 2\alpha_n \beta f(p) - Gp, x_{n+1} - p) \\
\leq (1 - \alpha_n \mu)^2 \|x_n - p\|^2 \\
+ (1 - \beta_n - \alpha_n \mu) (1 - \alpha_n \mu) \times 3M \alpha_n \theta_n \alpha_n \|x_n - x_{n-1}\| \\
+ 2\alpha_n \beta k \|x_n - p\| \|x_{n+1} - p\| + 2\alpha_n \beta f(p) - Gp, x_{n+1} - p) \\
- \rho_n (4 - \rho_n) \|F(w_n)\|^2 + \|H(w_n)\|^2 \\
\leq (1 - \alpha_n \mu)^2 \|x_n - p\|^2 \\
+ (1 - \beta_n - \alpha_n \mu) (1 - \alpha_n \mu) \times 3M \alpha_n \theta_n \alpha_n \|x_n - x_{n-1}\| \\
+ \alpha_n \beta k (\|x_n - p\|^2 + \|x_{n+1} - p\|^2) + 2\alpha_n \beta f(p) - Gp, x_{n+1} - p) \\
- \rho_n (4 - \rho_n) \|F(w_n)\|^2 + \|H(w_n)\|^2 \\
= (1 - \alpha_n \mu)^2 + \alpha_n \beta k \|x_n - p\|^2 + \alpha_n \beta k \|x_{n+1} - p\|^2 \\
+ 3M\gamma_n \alpha_n \theta_n \alpha_n \|x_n - x_{n-1}\| + 2\alpha_n \beta f(p) - Gp, x_{n+1} - p) \\
- \rho_n (4 - \rho_n) \|F(w_n)\|^2 + \|H(w_n)\|^2, \\
\text{where } \gamma_n = (1 - \beta_n - \alpha_n \mu) (1 - \alpha_n \mu).
\]

This implies that
\[
\|x_{n+1} - p\|^2 = \frac{(1 - 2\alpha_n \mu + (\alpha_n \mu)^2 + \alpha_n \beta k))}{(1 - \alpha_n \beta k)} \|x_n - p\|^2 \\
+ 3M\gamma_n \alpha_n \theta_n \alpha_n \|x_n - x_{n-1}\| \\
+ \frac{2\alpha_n}{(1 - \alpha_n \beta k)} \beta f(p) - Gp, x_{n+1} - p) \\
- \rho_n (4 - \rho_n) \frac{g^2(w_n)}{\|F(w_n)\|^2 + \|H(w_n)\|^2} \\
= \frac{(1 - 2\alpha_n \mu + \alpha_n \beta k)}{(1 - \alpha_n \beta k)} \|x_n - p\|^2 \\
+ 3M\gamma_n \alpha_n \theta_n \alpha_n \|x_n - x_{n-1}\| + \frac{(\alpha_n \mu)^2}{(1 - \alpha_n \beta k)} \|x_n - p\|^2 \\
+ \frac{2\alpha_n}{(1 - \alpha_n \beta k)} \beta f(p) - Gp, x_{n+1} - p)
Lemma 3.4. Let \( \lim \inf (14) \) and (15), we obtain
\[
\rho_n (4 - \rho_n) g^2(w_n) (1 - \alpha_n \beta k) \|F(w_n)\|^2 + \|H(w_n)\|^2
\]
\[
= \left( 1 - \frac{2\alpha_n (\mu - \beta k)}{(1 - \alpha_n \beta k)} \right) \|x_n - p\|^2
\]
\[
+ \frac{2\alpha_n (\mu - \beta k)}{(1 - \alpha_n \beta k)} \left( \frac{3M\gamma_n}{2(\mu - \beta k)} \right) \alpha_n \|x_n - x_{n-1}\|
\]
\[
+ \frac{\alpha_n \mu^2}{2(\mu - \beta k)} M_2 + \frac{1}{(\mu - \beta k)} \langle \beta f(p) - Gp, x_{n+1} - p \rangle
\]
\[
- \rho_n (4 - \rho_n) g^2(w_n)
\]
\[
= \frac{(1 - \alpha_n \beta k) \|F(w_n)\|^2 + \|H(w_n)\|^2}{(1 - \alpha_n \beta k)}
\]
where \( M_2 = \sup\{\|x_n - p\|^2 : n \in \mathbb{N}\} \).

This completes the proof of the lemma. \( \Box \)

**Lemma 3.4.** Let \( p \in F \). Suppose \( \{x_{n_k}\} \) is a subsequence of \( \{x_n\} \) such that
\[
\liminf_{k \to \infty} (|x_{n_k+1} - p| - |x_{n_k} - p|) \geq 0,
\]
then \( x_{n_k} \to x^* \in F \), i.e. \( w_n \{x_n\} \subset F \).

**Proof.** Since \( \alpha_{n_k} \to 0 \) as \( k \to \infty \), then by the hypothesis of the lemma, and applying (14) and (15), we obtain
\[
0 \leq \liminf_{k \to \infty} (|x_{n_k+1} - p| - |x_{n_k} - p|)
\]
\[
\leq \liminf_{k \to \infty} \alpha_{n_k} \beta f(x_{n_k}) - Gp + |\beta_{n_k}||x_{n_k} - p| + (1 - \beta_{n_k} - \alpha_{n_k} \mu) ||Su_{n_k} - p|| - ||x_{n_k} - p||
\]
\[
= \liminf_{k \to \infty} (\beta_{n_k} ||x_{n_k} - p|| + (1 - \beta_{n_k}) ||Su_{n_k} - p|| - ||x_{n_k} - p||)
\]
\[
= \liminf_{k \to \infty} (1 - \beta_{n_k}) (||Su_{n_k} - p|| - ||x_{n_k} - p||)
\]
\[
\leq (1 - a) \liminf_{k \to \infty} (||Su_{n_k} - p|| - ||x_{n_k} - p||)
\]
\[
\leq (1 - a) \liminf_{k \to \infty} (||x_{n_k} - p|| - ||x_{n_k} - p||)
\]
\[
\leq (1 - a) \liminf_{k \to \infty} (||w_{n_k} - p|| - ||x_{n_k} - p||)
\]
\[
\leq (1 - a) \liminf_{k \to \infty} (||x_{n_k} - p|| + \alpha_{n_k} M_1 - ||x_{n_k} - p||)
\]
\[
= (1 - a) \liminf_{k \to \infty} (\alpha_{n_k} M_1)
\]
\[
\leq (1 - a) \limsup_{k \to \infty} (\alpha_{n_k} M_1) = 0.
\]

Hence, it follows from (18), (19) and (20) that
\[
||Su_{n_k} - p|| - ||x_{n_k} - p|| \to 0, \quad ||u_{n_k} - p|| - ||x_{n_k} - p|| \to 0 \text{ and } ||w_{n_k} - p|| - ||x_{n_k} - p|| \to 0,
\]
which implies that
\[
||Su_{n_k} - x_{n_k}|| \to 0 \quad (21)
\]
\[
||u_{n_k} - x_{n_k}|| \to 0 \quad (22)
\]
\[
||w_{n_k} - x_{n_k}|| \to 0 \quad (23)
\]
It also follows that
\[
\|x_{nk+1} - x_{nk}\| = \|\alpha_{nk}\beta f(x_{nk}) + \beta_{nk}x_{nk} \\
+ ((1 - \beta_{nk})I - \alpha_{nk}G)Su_{nk} - x_{nk}\| \\
= \|\alpha_{nk}\beta f(x_{nk}) + \beta_{nk}x_{nk} \\
+ ((1 - \beta_{nk})I - \alpha_{nk}G)Su_{nk} \\
- (\alpha_{nk}G - \alpha_{nk}G + (\beta_{nk} - \beta_{nk} + 1)I)x_{nk}\| \\
\leq \alpha_{nk}\|\beta f(x_{nk}) - Gx_{nk}\| + \beta_{nk}\|x_{nk} - x_{nk}\| \\
+ \|((1 - \beta_{nk})I - \alpha_{nk}G)\|Su_{nk} - x_{nk}\| \\
\leq \alpha_{nk}\|\beta f(x_{nk}) - Gx_{nk}\| + \beta_{nk}\|x_{nk} - x_{nk}\| \\
+ (1 - \beta_{nk} - \alpha_{nk}\mu)\|Su_{nk} - x_{nk}\| \to 0, \tag{24}
\]
and
\[
\|u_{nk} - w_{nk}\| \leq \|u_{nk} - x_{nk}\| + \|x_{nk} - w_{nk}\| \to 0. \tag{25}
\]
From Lemma 3.3, we have that
\[
\rho_{nk}(4 - \rho_{nk}) g^2(w_{nk}) \frac{1}{(1 - \alpha_{nk}\beta k) \|F(w_{nk})\|^2 + \|H(w_{nk})\|^2} \\
\leq \left(1 - \frac{2\alpha_{nk}(\mu - \beta k)}{(1 - \alpha_{nk}\beta k)}\right)\|x_{nk} - p\|^2 \\
- \|x_{nk+1} - p\|^2 \\
+ \frac{2\alpha_{nk}(\mu - \beta k)}{(1 - \alpha_{nk}\beta k)} \frac{3M\gamma_{nk}}{(2(1 - \alpha_{nk}\beta k) \alpha_{nk})} \|x_{nk} - x_{nk-1}\| \\
+ \frac{\alpha_{nk}\mu^2}{2(\mu - \beta k)} M_2 \\
+ \frac{1}{(\mu - \beta k)} (\beta f(p) - Gp, x_{nk+1} - p).
\]
By the hypothesis of Lemma 3.4 and the fact that \(\lim_{n \to \infty} \alpha_{nk} = 0\), it follows that
\[
\rho_{nk}(4 - \rho_{nk}) g^2(w_{nk}) \frac{1}{(1 - \alpha_{nk}\beta k) \|F(w_{nk})\|^2 + \|H(w_{nk})\|^2} \to 0.
\]
Since \(\rho_{nk}(4 - \rho_{nk}) > 0\), then we have \(g^2(w_{nk}) \to 0\), which implies that
\[
\lim_{k \to \infty} g(w_{nk}) = \lim_{k \to \infty} \frac{1}{2} \|(I - J^{B_{2z}}_\lambda)Aw_{nk}\|^2 = 0.
\]
Hence, we get
\[
\|(I - J^{B_{2z}}_\lambda)Aw_{nk}\| \to 0. \tag{26}
\]
By (21) and (22), and the demiclosedness property of \(I - S\), we have that \(u_{nk} \to x^* \in F(S)\), where \(x^*\) is a weak cluster point of \(\{w_{nk}\}\). It then follows from (22), (23) and (25) that \(w_{\omega}\{w_{nk}\} = w_{\omega}\{u_{nk}\} = w_{\omega}\{x_{nk}\} \subset F(S)\). Also, \(u_{nk} = J^{B_{1}}_\lambda(w_{nk} - \tau_{nk}A^*(I - J^{B_{2z}}_\lambda)Aw_{nk})\) can be written as
\[
(w_{nk} - u_{nk}) - \tau_{nk}A^*(I - J^{B_{2z}}_\lambda)Aw_{nk} \in B_1u_{nk}. \tag{27}
\]
By passing limit as \(k \to \infty\) in (27), applying (25) and (26), and taking into consideration the fact that the graph of a maximal monotone operator is weakly-strongly closed, we obtain \(0 \in B_1(x^*)\). Moreover, since \(\{u_{nk}\}\) and \(\{w_{nk}\}\) have the same asymptotic behaviour, then \(\{Aw_{nk}\}\) converges weakly to \(Ax^*\). Again, applying (26) and the fact that the resolvent \(J^{B_{2z}}_\lambda\) is nonexpansive and Remark 1(3), we obtain
0 ∈ B₂(Ax*). This implies that x* ∈ Γ, that is, wₓ{xₙ} ⊂ Γ. Hence, wₓ{xₙ} ∈ F as required.

Now, we prove the strong convergence of our algorithm.

**Theorem 3.5.** Let H₁ and H₂ be two real Hilbert spaces. Let A : H₁ → H₂ be a bounded linear operator. Assume that B₁ : H₁ → 2H₁ and B₂ : 2H₂ are maximal monotone mappings and S : H₁ → H₁ is a quasi-nonexpansive mapping such that I − S is demiclosed at zero. Let f : H₁ → H₁ be a contraction mapping with constant k ∈ (0, 1) and \( G : H₁ → H₁ \) be a strongly positive, bounded linear operator with constant µ such that \( \|G\| = 1 \), and \( 0 < β < \frac{βG}{α} \). Then the sequence \( \{xₙ\} \) generated by Algorithm 3.1 converges strongly to \( \hat{x} \in F \), where \( \hat{x} = P_F(I - G + βf)(\hat{x}) \).

**Proof.** Let \( \hat{x} = P_F(I - G + βf)(\hat{x}) \), then it follows from Lemma 3.3 that

\[
\|xₙ₊₁ - \hat{x}\|² \leq \left( 1 - \frac{2α_n(μ - βk)}{1 - α_nβk} \right) \|xₙ - \hat{x}\|² + \frac{2α_n(μ - βk)}{1 - α_nβk} \left( \frac{3Mγn}{2(μ - βk)} α_n \right) \|xₙ - xₙ₋₁\| + \frac{α_nμ²}{2(μ - βk)} M₂ + \frac{1}{(μ - βk)} \langle βf(\hat{x}) - Gp, xₙ₊₁ - \hat{x} \rangle. \tag{28}
\]

Now, we claim that the sequence \( \{\|xₙ - \hat{x}\|²\} \) converges to zero. In order to establish this, by Lemma 2.5, it suffices to show that \( \lim_{k→∞} \sup_{n→∞} \langle βf(\hat{x}) - G(\hat{x}), xₙ₊₁ - \hat{x} \rangle ≤ 0 \) for every subsequence \( \{\|xₙ - \hat{x}\|\} \) of \( \{\|xₙ - \hat{x}\|\} \) satisfying

\[
\liminf_{k→∞} (\|xₙ₊₁ - \hat{x}\| - \|xₙ - \hat{x}\|) ≥ 0.
\]

Now, suppose that \( \{\|xₙ - \hat{x}\|\} \) is a subsequence of \( \{\|xₙ - \hat{x}\|\} \) such that

\[
\liminf_{k→∞} (\|xₙ₊₁ - \hat{x}\| - \|xₙ - \hat{x}\|) ≥ 0.
\]

Then, by Lemma 3.4 we have that \( wₓ{xₙ} \subset F \). Also by (22), we have that \( wₓ{uₙ} \subset wₓ{xₙ} \). By the boundedness of \( \{xₙ\} \), it follows that there exists a subsequence \( \{xₙ_j\} \) of \( \{xₙ\} \) such that \( xₙ_j → x^\dagger \) and

\[
\lim_{j→∞} \langle βf(\hat{x}) - G(\hat{x}), xₙ_j - \hat{x} \rangle = \limsup_{k→∞} \langle βf(\hat{x}) - G(\hat{x}), xₙ - \hat{x} \rangle = \limsup_{k→∞} \langle βf(\hat{x}) - G(\hat{x}), uₙ_k - \hat{x} \rangle.
\]

Since \( \hat{x} = P_F(I - G + βf)(\hat{x}) \), then it follows that

\[
\limsup_{k→∞} \langle βf(\hat{x}) - G(\hat{x}), xₙ - \hat{x} \rangle = \lim_{j→∞} \langle βf(\hat{x}) - G(\hat{x}), xₙ_j - \hat{x} \rangle \tag{29}
\]

\[
= \langle βf(\hat{x}) - G(\hat{x}), x^\dagger - \hat{x} \rangle ≤ 0.
\]

Combining (24) and (29), we have

\[
\limsup_{k→∞} \langle βf(\hat{x}) - G(\hat{x}), xₙ₊₁ - \hat{x} \rangle ≤ \limsup_{k→∞} \langle βf(\hat{x}) - G(\hat{x}), xₙ - \hat{x} \rangle \tag{30}
\]

\[
= \langle βf(\hat{x}) - G(\hat{x}), x^\dagger - \hat{x} \rangle ≤ 0.
\]

Applying Lemma 2.5 to (28), and using (30) together with the fact that \( \lim_{n→∞} \frac{θ_n}{α_n} \|xₙ - xₙ₋₁\| = 0 \) and \( \lim_{n→∞} α_n = 0 \), we deduce that \( \lim_{n→∞} \|xₙ - \hat{x}\| = 0 \) as required. □
Next, we use our result to approximate the fixed point of demicontractive mapping.

Let $S$ be a $k$–demicontractive mapping with $F(S) \neq \emptyset$ and set $S_\omega := (1-\omega)I+\omega S$ for $\omega \in (0, \infty)$. Then $S_\omega$ is quasi-nonexpansive for $\omega \in [0, 1-k]$ and $F(S) = F(S_\omega)$ if $\omega \neq 0$. Hence, we obtain the following result as a consequence of our main result.

**Corollary 1.** Let $H_1$ and $H_2$ be two real Hilbert spaces. Let $A : H_1 \to H_2$ be a bounded linear operator. Assume that $B_1 : H_1 \to 2^{H_1}$ and $B_2 : H_2 \to 2^{H_2}$ are maximal monotone mappings and $S : H_1 \to H_1$ is a $k$-demicontractive mapping such that $I-S$ is demiclosed at zero and $S_\omega := (1-\omega)I+\omega S$, $\omega \in [0, 1-k]$. Let $f : H_1 \to H_1$ be a contraction mapping with constant $k \in (0, 1)$ and $G : H_1 \to H_1$ be a strongly positive, bounded linear operator with constant $\mu$ such that $\|G\| = 1$, and $0 < \beta < \frac{\mu}{\alpha}$. Then the sequence $\{x_n\}$ generated by Algorithm 3.1 converges strongly to $\hat{x} \in \mathcal{F}$, where $\hat{x} = P_{\mathcal{F}}(I-G + \beta f)\hat{x}$.

**Remark 2.** Now, we consider a general case where $G$ is any strongly positive bounded linear operator with coefficient $\mu$ and $0 < \beta < \frac{\mu}{\alpha}$. We define a bounded linear operator $\hat{G} : H_1 \to H_1$ by

$$\hat{G} = \|G\|^{-1}G.$$  

(31)

It is obvious that $\hat{G}$ is strongly positive with coefficient $\|G\|^{-1}\mu > 0$ such that $\|\hat{G}\| = 1$ and

$$0 < \|G\|^{-1}\beta < \frac{\|G\|^{-1}\mu}{\alpha}.$$

By replacing $G$ with $\hat{G}$ in Theorem 3.5, we obtain the following result.

**Theorem 3.6.** Let $H_1$ and $H_2$ be two real Hilbert spaces. Let $A : H_1 \to H_2$ be a bounded linear operator. Assume that $B_1 : H_1 \to 2^{H_1}$ and $B_2 : H_2 \to 2^{H_2}$ are maximal monotone mappings and $S : H_1 \to H_1$ is a quasi-nonexpansive mapping such that $I-S$ is demiclosed at zero. Let $f : H_1 \to H_1$ be a contraction mapping with constant $k \in (0, 1)$ and $G : H_1 \to H_1$ be defined as in (31) such that $\|G\| = 1$, and $0 < \|G\|^{-1}\beta < \frac{\|G\|^{-1}\mu}{\alpha}$. Then the sequence $\{x_n\}$ generated by the following algorithm converges strongly to $\hat{x} \in \mathcal{F}$, where $\hat{x} = P_{\mathcal{F}}(I-\|G\|^{-1}(G + \beta f))(\hat{x})$.

**Algorithm 3.7.**

**Step 0.** Select $x_0, x_1 \in H_1$, the parameters $\beta, \mu, k$ and the sequences $\{\rho_n\}, \{\beta_n\}, \{\alpha_n\}$ and $\{\theta_n\}$ such that Condition A and Condition B above are satisfied.

**Step 1.** Set

$$w_n = x_n + \theta_n(x_n - x_{n-1}).$$

**Step 2.** Compute

$$u_n = J_{B_1}(w_n - \tau_n A^*(I-J_{\hat{A}})Aw_n),$$

where

$$\tau_n = \begin{cases} \frac{\rho_n \beta |w_n|}{\|F(w_n)\|^2 + \|H(w_n)\|^2}, & \text{if } \|F(w_n)\|^2 + \|H(w_n)\|^2 \neq 0, \\ 0, & \text{otherwise}. \end{cases}$$

**Step 3.** Compute

$$x_{n+1} = \alpha_n \beta \|G\|^{-1}f(x_n) + \beta_n x_n + ((1 - \beta_n)(1 - \alpha_n \hat{G})Su_n.$$ 

Set $n := n + 1$ and return to **Step 1**.
Proof. From Theorem 3.5, it follows that the sequence \( \{x_n\} \) converges strongly to
\[
\hat{x} = P_F(I - ||G||^{-1}(G + \beta f)(\hat{x})),
\]
which is a unique solution of the variational inequality:
\[
||G||^{-1}((G - \beta f)\hat{x}, x - \hat{x}) \geq 0, \quad x \in H_1.
\]
(32)
It is easily seen that (32) is equivalent to (7). Hence, it follows that \( \hat{x} \) is a unique
solution of the variational inequality (7) as required. \( \square \)

4. Applications. In this section, we give applications of our results to the solution
of some other optimization problems.

4.1. Split feasibility problem.
Let \( C \) and \( D \) be nonempty closed and convex subsets of real Hilbert spaces \( H_1 \) and
\( H_2 \), respectively. The Split Feasibility Problem (SFP) is defined as:
\[
\text{Find } x^* \in C \text{ such that } Ax^* \in D,
\]
where \( A : H_1 \to H_2 \) is a bounded linear operator and we denote the solution set
of SFP by \( \Omega_{\text{SFP}} \).

In 1994, Censor and Elfving [11] first introduced the SFP in
finite-dimensional Hilbert spaces for modelling inverse problems which arise from
phase retrievals and in medical image reconstruction [8]. However, SFP also finds
application in various disciplines such as image restoration, computer tomography
and radiation therapy treatment planning [12]. Many authors have researched on
the SFP and related optimization problems, see [1, 10, 19, 25, 44] and references
therein.

Let \( \hat{g} : H \to \mathbb{R} \cup \{+\infty\} \) be a proper lower semicontinuous convex function, the
subdifferential \( \partial \hat{g} \) of \( \hat{g} \) is defined as
\[
\partial \hat{g}(x) = \{ z \in H : \hat{g}(x) - \hat{g}(y) \leq \langle z, x - y \rangle \text{ for all } y \in H \},
\]
for all \( x \in H \). The indicator function \( i_C \) of \( C \) is defined by \( i_C(x) = 0 \) if \( x \in C \) and
\( i_C = \infty \), otherwise. Also, the normal cone of \( C \) at \( u \in C \) denoted by \( N_C(u) \) is
defined by
\[
N_C(u) = \{ z \in H : \langle z, v - u \rangle \leq 0 \text{ for all } v \in C \}.
\]
It is well known that \( i_C \) is a proper, lower semicontinuous and convex function on
\( H \). Thus, the subdifferential \( \partial i_C \) of \( i_C \) is a maximal monotone operator. Hence, we
can define the resolvent \( J_{\lambda}^{i_C} \) of \( \partial i_C \) for each \( \lambda > 0 \), as follows:
\[
J_{\lambda}^{i_C}x = (I + \lambda \partial i_C)^{-1}x, \quad \forall x \in H.
\]
Moreover, for each \( x \in C \), we have
\[
\partial i_C(x) = \{ z \in H : i_C(x) + \langle z, y - x \rangle \leq i_C(y) \text{ for all } y \in H \}
\]
\[
= \{ z \in H : \langle z, y - x \rangle \leq 0 \text{ for all } y \in C \}
\]
\[
= N_C(x).
\]
Thus, for each \( \lambda > 0 \), we obtain
\[
y = J_{\lambda}^{i_C}x \iff x \in y + \lambda \partial i_C(y) \iff x - y \in \lambda \partial i_C(y)
\]
\[
\iff \langle x - y, z - y \rangle \leq 0 \text{ for all } z \in C
\]
\[
\iff y = P_Cx.
\]
Setting $B_1 = \partial i_C$ and $B_2 = \partial i_D$ in Theorem 3.5, we obtain the following result for approximating a common solution of SFP and fixed point of quasi-nonexpansive mapping in Hilbert spaces.

**Theorem 4.1.** Let $C$ and $D$ be nonempty, closed and convex subsets of Hilbert spaces $H_1$ and $H_2$, respectively and $A : H_1 \to H_2$ be a bounded linear operator. Let $S : H_1 \to H_1$ be a quasi-nonexpansive mapping such that $I - S$ is demiclosed at zero and $f : H_1 \to H_1$ be a contraction mapping with constant $k \in (0, 1)$. Let $G : H_1 \to H_1$ be a strongly positive, bounded linear operator with constant $\mu$ such that $\|G\| = 1$ and $0 < \beta < \frac{\mu}{\|G\|}$. Suppose $\Gamma = \Omega_{SFP} \cap F(S) \neq \emptyset$, then the sequence $\{x_n\}$ generated by the following algorithm converges strongly to a solution $\hat{x} = P_{\Gamma}(I - G + \beta f)(\hat{x})$.

**Algorithm 4.2.**

**Step 0.** Select $x_0, x_1 \in H_1$, the parameters $\beta, \mu, k$ and the sequences $\{\rho_n\}, \{\beta_n\}, \{\alpha_n\}$ and $\{\theta_n\}$ such that Condition A and Condition B above are satisfied.

**Step 1.** Set $w_n = x_n + \rho_n(x_n - x_{n-1})$.

**Step 2.** Compute $u_n = P_C(w_n - \tau_n A^*(I - P_D)A w_n)$, where

$$
\tau_n = \begin{cases} 
\rho_n g(w_n) & \text{if } \|F(w_n)\|^2 + \|H(w_n)\|^2 \neq 0, \\
0 & \text{otherwise},
\end{cases}
$$

and

$$
g(x) = \frac{1}{2} \| (I - P_D) A x \|^2, \quad F(x) = A^* (I - P_D) A x,
$$

and

$$
H(x) = (I - P_C) x.
$$

**Step 3.** Compute

$$
x_{n+1} = \alpha_n \beta f(x_n) + \beta_n x_n + ((1 - \beta_n) I - \alpha_n G) Su_n.
$$

Set $n := n + 1$ and return to **Step 1**.

**Remark 3.** [13] The SFP (33) is equivalent to solving the following variational inequality problem:

Find $x^* \in C$ such that $\langle \nabla f(x^*), y - x^* \rangle \geq 0, \forall y \in C,$

where $\nabla f = A^* (I - P_D) A$, and $A^*$ is the conjugate transpose of $A$.

4.2. **Split minimization problem.**

Let $H_1$ and $H_2$ be real Hilbert spaces, $A : H_1 \to H_2$ be a bounded linear operator. Given some proper, lower semicontinuous and convex functions $\varphi_1 : H_1 \to \mathbb{R} \cup \{+\infty\}$ and $\varphi_2 : H_2 \to \mathbb{R} \cup \{+\infty\}$, the Split Minimization Problem (SMP) is defined as

Find $\bar{x} \in H_1$ such that $\bar{x} \in arg\min \varphi_1$ and $A \bar{x} \in arg\min \varphi_2$. (34)

We denote the set of solution of the SMP (34) with $\Omega_{SMP}$. The SMP was first introduced by Moudafi and Thakur [31] and has attracted lots of attention in recent years, see for instance [2, 31, 51] and reference therein. Further, the SMP has been applied in the study of many applied science problems such as multi-resolution sparse regularization, Fourier regularization, hard-constrained inconsistent feasibility and alternating projection signal synthesis problems.
The proximity operator with respect to \( \varphi_1 \) is defined by
\[
prox_{\lambda,\varphi_1}(x) := \arg\min_{z \in H_1} \left\{ \varphi_1(z) + \frac{1}{2\lambda}||x - z||^2 \right\},
\]
for all \( x \in H_1 \) and \( \lambda > 0 \). It is well known that \( \partial \varphi_1 \) is maximal monotone and
\[
0 \in \partial \varphi_1(\bar{x}) \iff \bar{x} = prox_{\lambda,\varphi_1}(\bar{x}).
\]

By setting \( B_1 = \partial \varphi_1 \) and \( B_2 = \partial \varphi_2 \) in Theorem 3.5, we obtain the following result for approximating a common solution of SMP and fixed point of quasi-nonexpansive mapping in Hilbert spaces.

**Theorem 4.3.** Let \( H_1 \) and \( H_2 \) be real Hilbert spaces and \( A : H_1 \to H_2 \) be a bounded linear operator. Let \( \varphi_1 : H_1 \to \mathbb{R} \cup \{+\infty\} \) and \( \varphi_2 : H_2 \to \mathbb{R} \cup \{+\infty\} \) be proper convex lower semicontinuous functions, \( S : H_1 \to H_1 \) be a quasi-nonexpansive mapping such that \( I - S \) is demiclosed at zero and \( f : H_1 \to H_1 \) be a contraction mapping with constant \( k \in (0,1) \). Let \( G : H_1 \to H_1 \) be a strongly positive, bounded linear operator with constant \( \mu \) such that \( ||G|| = 1 \) and \( 0 < \beta < \frac{\mu}{\lambda} \). Suppose \( \Gamma = \Omega_{\text{SMP}} \cap F(S) \neq \emptyset \), then the sequence \( \{x_n\} \) generated by the following algorithm converges strongly to a solution \( \bar{x} = P_\Gamma(I - G + \beta f)(\bar{x}) \).

**Algorithm 4.4.**

**Step 0.** Select \( x_0, x_1 \in H_1 \), the parameters \( \beta, \mu, k \) and the sequences \( \{\rho_n\}, \{\beta_n\}, \{\alpha_n\} \) and \( \{\theta_n\} \) such that Condition A and Condition B above are satisfied.

**Step 1.** Set
\[
w_n = x_n + \theta_n(x_n - x_{n-1}).
\]

**Step 2.** Compute
\[
u_n = prox_{\lambda,\varphi_1}(w_n - \tau_nA^*(I - prox_{\lambda,\varphi_2})Aw_n),
\]
where
\[
\tau_n = \begin{cases} \frac{\rho_n g(w_n)}{||F(w_n)||^2 + ||H(w_n)||^2}, & \text{if } ||F(w_n)||^2 + ||H(w_n)||^2 \neq 0, \\ 0, & \text{otherwise,} \end{cases}
\]
\[
g(x) = \frac{1}{2}||(I - prox_{\lambda,\varphi_2})Ax||^2, \quad F(x) = A^*(I - prox_{\lambda,\varphi_2})Ax, \quad H(x) = (I - prox_{\lambda,\varphi_1})x.
\]

**Step 3.** Compute
\[
x_{n+1} = \alpha_n\beta f(x_n) + \beta_n x_n + ((1 - \beta_n)I - \alpha_n G)Su_n.
\]

Set \( n := n + 1 \) and return to **Step 1**.

5. **Numerical examples.** In this section, we give some numerical examples to illustrate the performance of our Algorithm 3.1. First, we consider an electricity production model which can be reformulated as a Nash-Cournot oligopolistic equilibrium problem. We perform some computational experiment by using Algorithm 4.2 to solve this model. Furthermore, we give two other numerical examples to show that our proposed Algorithm 3.1 performs better than Algorithm 1.1 of Wangecke et al. [48] and Algorithm 1.2 of Tang [46]. All numerical computations are carried-out using MATLAB 2019(a) on a HP Desktop.
Example 5.1 (Electricity Production). We consider a Nash-Cournot oligopolistic equilibrium model in electricity markets.

In this model, we assume that there are $m$ companies, each company $i$ may possess $I_i$ generating units. Let $x$ denote the vector whose entry $x_j$ stands for the power generating by unit $j$. Suppose the price $p_i(s)$ is a decreasing affine function of $s$ where $s := \sum_{j=1}^N x_j$ where $N$ is the number of all generating units. Hence, $p_i(s) := \alpha - \beta s$. Then the profit made by company $i$ is given by

$$f_i(x_i) := p_i(s) \sum_{j \in I_i} x_j - \sum_{j \in I_i} c_j(x_j),$$

where $c_j(x_j)$ is the cost for generating $x_j$ by generating unit $j$. Suppose that $K_i$ is the strategy set of company $i$, which implies that $\sum_{j \in I_i} x_j \in K_i$ for each $i$. Then the strategy set of the model is $C := K_1 \times K_2 \times \ldots \times K_m$.

Each company actually seeks to maximize its profit by choosing the corresponding production level under the presumption that the production of the other companies are parametric input. A commonly used approach to this model is based upon the famous Nash equilibrium concept.

We recall that a point $x^* \in C = K_1 \times K_2 \times \ldots \times K_m$ is an equilibrium point if

$$f_i(x^*) \geq f_i(x^*[x_i]) \quad \text{for all } x_i \in K_i, \quad i = 1, 2, \ldots, m,$$

where the vector $x^*[x_i]$ stands for the vector obtained from $x^*$ by replacing $x_i^*$ with $x_i$. Define

$$f(x, y) := \psi(x, y) - \psi(x, x)$$

with

$$\psi(x, y) := -\sum_{i=1}^m f_i(x^*[y_i]).$$

Then the problem of finding a Nash equilibrium point of our model can be formulated as

$$x^* \in C : f(x^*, x) \geq 0 \quad \text{for all } x \in C. \quad (35)$$

Suppose for every $j$, the cost $c_j$ for production is an increasingly convex function. The convexity assumption here means that the cost for producing a unit production increases as the quantity of the production gets larger. Under this convexity assumption, it is not hard to see that Problem (35) is equivalent to

Find $x^* \in C : \langle Bx^* - \bar{a}, x - x^* \rangle + \varphi(x) - \varphi(x^*) \geq 0$, for all $x \in C, \quad (36)$

where $\bar{a} := (\alpha, \alpha, \ldots, \alpha)^T$, $B := \begin{pmatrix} \beta_1 & 0 & 0 & \ldots & 0 \\ 0 & \beta_2 & 0 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & \beta_n \end{pmatrix}$, $\bar{B} := \begin{pmatrix} 0 & \beta_1 & \beta_1 & \ldots & \beta_1 \\ \beta_2 & 0 & \beta_2 & \ldots & \beta_2 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \beta_n & \beta_n & \beta_n & \ldots & 0 \end{pmatrix}$,

$$\varphi(x) := x^T B x + \sum_{j=1}^N c_j(x_j).$$

Note that when $c_j$ is differentiable convex for every $j$, Problem (35) is equivalent to the variational inequality

Find $x^* \in C : \langle Bx^* - \bar{a} + \nabla \varphi(x^*), x - x^* \rangle \geq 0$, for all $x \in C. \quad (37)$

Hence from Remark 3, by setting $A^*(I - P_D)A = B + \nabla \varphi$, we can apply our Algorithm 4.2 for solving problem (35). We test Algorithm 4.2 with the cost function given by

$$c_j(x_j) = \frac{1}{2} x_j^T H x_j + d^T x_j.$$
The parameters $\beta_j$ for all $j = 1, \ldots, m$, matrix $H$ and vector $d$ were generated randomly in the interval $(0, 1], [1, 30]$ and $[1, 30]$ respectively. We take $\alpha_n = \frac{1}{n+1}, \theta_n = \frac{1}{n+1}, \beta_n = \frac{2n}{5n+3}, G = 1$ and $\beta = 1$. We use different choices of $N = 4, 10, 20$, and different initial choices $x_0 = \text{rand}(N,1), x_1 = 0.5 \times \text{rand}(N,1)$ generated randomly in the interval $[1, 30]$ and $m = 10$ with $\frac{||x_{n+1} - x_n||}{||x_2 - x_1||} < 10^{-5}$ as stopping criterion. The projections $P_C$ and $P_D$ in this case are carried out using optimization toolbox in matlab programming. We also suppose that each company has the same lower production bound $1$ and upper production bound $30$, that is,

$$K_i := \{x_i : 1 \leq x_i \leq 30\}, \ i = 1, \ldots, 10.$$ 

We thus plot the graphs of error against number of iteration in each case. The numerical result can be seen in Figure 1 and Table 1.

| Table 1. Numerical results for Example 5.1. |
|-----------------|-----------------|-----------------|
| $N = 50$        | 19              | 0.0289          |
| $N = 100$       | 19              | 0.0386          |
| $N = 500$       | 41              | 0.1386          |
| $N = 1000$      | 138             | 0.3523          |

Next, we give some numerical examples to demonstrate the performance of our Algorithm 3.1 in comparison with some existing algorithms in the literature.

**Example 5.2.** Let $H_1 = H_2 = \mathbb{R}$, the set of all real numbers with the inner product defined by $\langle x, y \rangle = xy \forall x, y \in \mathbb{R}$ and induced usual norm $|\cdot|$. Define the mapping $f : \mathbb{R} \rightarrow \mathbb{R}$ by $f(x) = \frac{x}{2}$, $B_1, B_2 : \mathbb{R} \rightarrow \mathbb{R}^2$ by $B_1(x) = \{2x\} \forall x \in \mathbb{R}$ and $B_2(y) = \{3y\} \forall y \in \mathbb{R}$. Let $A : \mathbb{R} \rightarrow \mathbb{R}$ be defined by $A(x) = \frac{-x}{4} \forall x \in \mathbb{R}$ and $S : \mathbb{R} \rightarrow \mathbb{R}$ by $\frac{3}{2}x \forall x \in \mathbb{R}$. For each $n \in \mathbb{N}$, choose $\alpha_n = \frac{1}{2n}, \beta_n = \frac{2n}{5n+9}, G = I, \lambda = 0.5$ and $\beta = 1$. The sequence $\{\theta_n\}$ is chosen such that

$$\theta_n = \begin{cases} 
\frac{\omega_n}{n+1} & \text{if } x_n \neq x_{n-1}, \\
\frac{\omega_n}{2n+4} & \text{if } x_n = x_{n-1}, 
\end{cases}$$

where $\omega_n = \frac{1}{4n^4}$. We choose different initial points and compare the numerical performance of our Algorithm 3.1 with Algorithm 1.1 and Algorithm 1.2 by plotting the graphs of error against number of iterations and comparing the time taken for the computation. The stopping criterion used for our experiment is $\frac{||x_{n+1} - x_n||}{||x_2 - x_1||} < 10^{-5}$. The numerical results can be seen in Figure 2 and Table 2.

**Example 5.3.** Let $H_1 = H_2 = L^2([a, b])$. Define $C \subset H_1$ by $C := \{x \in L^2([a, b]) : \langle \alpha, x \rangle \leq \beta\}$, where $0 \neq \alpha \in L^2([a, b])$ and $\beta \in \mathbb{R}$, then

$$P_C(x) = \begin{cases} 
\beta - \frac{\langle \alpha, x \rangle}{||\alpha||_{L^2}} \alpha + x, & \langle \alpha, x \rangle > \beta, \\
x, & \langle \alpha, x \rangle \leq \beta. 
\end{cases}$$

Also, let $D \subset H_2$ define by $D := \{y \in L^2([a, b]) : ||x - d||_{L^2} \leq r\}$ be a closed ball centered at $d \in L^2([a, b])$ with radius $r > 0$, then

$$P_D(x) = \begin{cases} 
d + r \frac{x - d}{||x - d||_{L^2}}, & x \notin D, \\
x, & x \in D. 
\end{cases}$$
We set $B_1 = \partial i_C$, $B_2 = \partial i_D$ in Theorem 3.5 and in particular, we define

$$C = \{x \in L^2([0, 1]) : \int_0^1 (t^2 + 1)x(t)dt \leq 1\},$$

$$D = \{x \in L^2([0, 1]) : \int_0^1 |x(t) - \cos(t)|^2 dt \leq 25\}.$$

Let $A : L_2([0, 1]) \to L_2([0, 1])$ and $S : L_2([0, 1]) \to L_2([0, 1])$ be defined by $Ax(t) = \frac{3}{5} x(t)$ and $Sx(t) = \int_0^1 \frac{x(t)}{2} dt$ respectively for all $x \in L_2([0, 1])$ and $t \in [0, 1]$. Clearly
Table 2. Numerical results for Example 5.2.

| Case   | CPU time (sec) | No of Iter. |
|--------|----------------|-------------|
| I      | 0.0021         | 8           |
| II     | 0.0021         | 9           |
| III    | 0.0044         | 10          |
| IV     | 0.0062         | 10          |

A is a bounded linear operator and $S$ is a quasi-nonexpansive mapping. Define the mappings $f : H_1 \to H_1$ by $f(x) = \frac{x}{2}$, $G : H_1 \to H_1$ by $G(x) = x$, for each $n \in \mathbb{N}$, we take $\rho_n = 0.04$, $\beta_n = \frac{3n}{5n+7}$, $\alpha_n = \frac{1}{n+1}$, $\beta = 1$, $\delta = 0.06$ and choose the sequence $\{\theta_n\}$ such that

$$\theta_n = \begin{cases} 
\min \left\{ \delta, \frac{\alpha_n^2}{||x_n - x_n - 1||} \right\} & \text{if } x_n \neq x_{n-1}, \\
\delta & \text{otherwise.} 
\end{cases}$$

We apply Theorem 4.1 and compare the performance of Algorithm 3.1 with Algorithm 1.1 for finding common solution of the SVIP and fixed point of $S$ using the following initial values:

(i) $x_0 = \exp(3t)/30$ and $x_1 = \cos(2t)$,
(ii) $x_0 = \sin(3t)$ and $x_1 = t^2 + 2t$,
(iii) $x_0 = \sin(3t)/30$ and $x_1 = \cos(2t)/50$,
(iv) $x_0 = (t^2 - 1)/3$ and $x_1 = \exp(-2t)$.

For Algorithm 1.3, we choose $\alpha_n = \frac{1}{(n+1)}$, $\theta_n = \frac{1}{(n+1)^2}$, and $\lambda = 0.25$. We plot the graphs of error against number of iteration for each algorithm and use $||x_{n+1} - x_n|| < 10^{-5}$ as stopping criterion to terminate the algorithms. The numerical result can be seen in Table 3 and Figure 3.

6. Conclusion. In this paper, we study the common solution of split variational inclusion problems and fixed point problem in real Hilbert spaces. We propose a general iterative scheme with inertia and self-adaptive stepsize for approximating a common solution of split variational inclusion problem (SVIP) and fixed point problem (FPP) for quasi-nonexpansive mapping in real Hilbert spaces. Our proposed algorithm was applied to find an equilibrium point with minimal cost of production for a model in industrial electricity production. Numerical results are presented to demonstrate the efficiency of our algorithm in comparison with some other existing algorithms in the literature. Results obtained are also applied to find solution of split feasibility problems and split minimization problems. Our results improve and generalize many known results in this direction in the literature.
Figure 2. Example 5.2, Top Left: Case I; Top Right: Case II; Bottom Left: Case III; Bottom Right: Case IV.
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