Nigraha: Machine-learning based pipeline to identify and evaluate planet candidates from TESS
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ABSTRACT

The Transiting Exoplanet Survey Satellite (TESS) has now been operational for a little over two years, covering the Northern and the Southern hemispheres once. The TESS team processes the downlinked data using the Science Processing Operations Center pipeline and Quick Look pipeline to generate alerts for follow-up. Combined with other efforts from the community, over two thousand planet candidates have been found of which tens have been confirmed as planets. We present our pipeline, Nigraha, that is complementary to these approaches. Nigraha uses a combination of transit finding, supervised machine learning, and detailed vetting to identify with high confidence a few planet candidates that were missed by prior searches. In particular, we identify high signal to noise ratio (SNR) shallow transits that may represent more Earth-like planets. In the spirit of open data exploration we provide details of our pipeline, release our supervised machine learning model and code as open source, and make public the 38 candidates we have found in seven sectors. The model can easily be run on other sectors as is. As part of future work we outline ways to increase the yield by strengthening some of the steps where we have been conservative and discarded objects for lack of a datum or two.
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1 INTRODUCTION

Launched in 2018, the TESS (Transiting Exoplanet Survey Satellite) mission (Ricker et al. 2014) is an all-sky digital survey aimed at observing planetary transits of their host stars. The TESS spacecraft monitors 24° × 96° sectors of the sky for contiguous periods of 27 days apiece; data is downlinked once every 13.5 days for further processing. TESS monitors the sky in an anti-Sun direction, allowing prompt ground-based followup if the candidates are identified quickly. For context, the data for each sector comprises approximately 20,000 light curves. On average, less than 1% of these are potential planetary candidates for follow-up. Effectively, the number of planet candidates are dwarfed by a vast majority of false positives (i.e., variable stars, eclipsing binaries, etc.) and/or are affected by instrument systematics which cannot be filtered out.

Classical machine learning based methods such as decision trees, \(k\)-nearest neighbors, and random forests have been explored for classifying light curves (Thompson et al. 2015; McCauliff et al. 2015; Armstrong et al. 2016; Armstrong et al. 2018). Of these systems, the Autovetter (McCauliff et al. 2015), which is a random forest classifier that makes decisions based on the metrics generated by the Kepler pipeline, has been successfully used to make initial dispositions for Kepler/K2 candidates. Convolutional neural networks (CNN) which are effective at image recognition tasks have been explored as an alternate approach for classifying light curves (Pearson et al. 2017; Zucker & Giryes 2018; Shallue & Vanderburg 2018; Ansdel et al. 2018; Dattilo et al. 2019; Schanche et al. 2019; Yu et al. 2019; Osborn et al. 2020). These models use supervised learning with a CNN where the neural network learns the characteristics from light curves. At a high level these systems employ the following procedure for rapid identification of targets: (1) Pre-process the light curves to search for transits (i.e., periodic dips in the flux) to derive transit parameters such as period and depth, (2) from the transit parameters build phase-folded light curves which are subsequently used to train a CNN-based model with labeled data, and (3) make predictions on newly observed data. This procedure has been successfully used in practice with Kepler and K2: (1) Shallue & Vanderburg (2018) use their Astronet deep learning model on Kepler data to identify several candidates from which they validated two new exoplanets and (2) Dattilo et al. (2019) have adapted Astronet model for K2 data (dubbed, Astronet-K2) to discover two new exoplanets. Ansdel et al. (2018) extend the basic Astronet model to include stellar parameters and demonstrate with Kepler data that their Exonet model improves model accuracy by using domain information.

In this paper, we explore the use of CNNs for classifying TESS light curves to search for planet candidates. A natural starting point is these existing models based on Kepler data. However, the systematics with individual TESS sectors are significantly different when compared to Kepler/K2 (viz., 27 days of data versus 4 years/81 days of data). Hence, prior deep-learning approaches for classifying TESS data such as, Yu et al. (2019), Osborn et al. (2020) adapt and modify Astronet and Exonet, respectively, and identify new candidates.
Our work is similar in spirit in that we start with a hybrid of these two models and develop novel extensions that allow us to explore different aspects of the input parameter space to identify candidates.

The core contribution of this paper is in the design and evaluation of a deep learning based pipeline for identifying planetary candidates from TESS data. In building our pipeline, Nigraha1, two aspects are novel, namely the input representation of the light curve to the CNN model (§2) and the model’s architecture. We train and evaluate the model using labeled data from actual TESS sectors (§3). Our model has an AUC score of 0.908. We also evaluate our model by augmenting our test set with bona-fide planets and find that it recovers 91.9% (91 of 99) (Figure 7). We apply our trained model to make predictions on data from TESS Sector 6 and Sectors 21—26 and find new candidates (§4). We then perform preliminary vetting on a subset of these candidates using a series of steps including DAVE (Kostov et al. 2019a), Gaia RUWE, and 2MASS to identify a promising sample of 38 new candidates for follow-up (Table 3, Table 4, and Table 5). Finally, §5 offers concluding remarks and presents directions for future work.

2 DATA PREPARATION

In this section, we describe the data preparation steps for generating input representation of light curves to the machine learning models. We describe our procedure for searching for transits in light curves (§2.3), and then use that for building the input representation (§2.4). We begin by describing the labeled datasets used in this paper.

2.1 Datasets

We use pre-processed TESS light curves downloaded from MAST2. These have a two-minute cadence over a 27-day period and have instrumental systematics removed. We use the Pre-Search Data Conditioning Simple Photometry flux (PDCSAP_FLUX) time series from each light curve to search for threshold crossing events (TCEs). These are periodic flux variations potentially caused by exoplanets transiting their host star. We train our models using TCEs from various TESS sectors and then use the trained models to identify new candidates.

2.2 Training Labels

We use two sets of labeled data for this work. We use the TESS TOI catalog3 to construct our first labeled data set (DS1 in Table 1). This catalog specifies the TESS identifier for which an alert was generated (and the associated light curve is available from MAST), the disposition for that target, and additional metadata. With TESS labels, KP corresponds to planets known prior to launch, CP are confirmed planets originally identified using TESS data, and PC are targets that have been identified as planet candidates. Note that the TESS TOI catalog contains alerts/labels for targets in all TESS sectors to date. The catalog is therefore a "living" document. When the first draft of this paper was complete, the TOI catalog had labels from Sectors 1—26. From this data set we set aside labeled targets from sectors on which we make predictions. That is, in this paper we train our models and then generate predictions for planetary candidates in Sector 6/Sectors 21—26. The second labeled data set is from Yu et al. (2019) (DS2 in Table 1) which they have made publicly available4 and we use without any modifications. Their labels are for targets observed from TESS sectors 1—5. For TCEs common in the two datasets, we use the labels from DS1 as “ground truth”. The dispositions for the various TCEs and the datasets from which they were obtained is shown in Table 1. Note that the dataset is imbalanced: 9.8% correspond to positive labels.

2.3 Transit Search

Searching for transits in a stellar light curve entails computing a periodogram from which transit parameters such as, period (P), duration (t_{dur}), and epoch (T_0 or mid-point of transit) are obtained. Traditionally, Box Least Squares (BLS; Kovács et al. 2002) has been the widely used algorithm for this purpose. It builds a periodogram by searching for box-like transits in a given light curve. Recently, Transit Least-Squares (TLS; Hippeke & Heller 2019) has been proposed as an alternative to BLS with the objective of improving the detection of shallow transits, i.e., sensitivity towards detection of transits caused by near-Earth sized planets. The key idea in TLS is to build an analytical model of the transit with stellar limb darkening (Mandel & Agol 2002). Hippeke & Heller (2019) point out that TLS is able to detect shallow transits at an acceptable computational cost (i.e., approximately 10 seconds per TESS lightcurve when run on an 8-core Intel i9 laptop). Furthermore, the false positives produced by TLS are comparable in number with BLS when detecting transits. When applied to Kepler/K2 data, Heller et al. (2019a,b) show that TLS is able to detect Earth-size planets that were previously missed. That is, BLS did not recover the transits of a sub-Earth in a multi-planet system on K2SFF detrended lightcurves; in contrast, TLS did. These results from TLS are particularly interesting in the context of TESS: the candidate set of planets targeted by TESS include super-Earths orbiting close to their host star for which the transits are necessarily shallow. Motivated by these observations, we use TLS for transit detection.

For all the datasets used in this paper, we compute transit parameters using the publicly available open source version of TLS

| Type                  | Count | Label |
|-----------------------|-------|-------|
| Known Planet (KP)     | 166   | ✓     |
| Confirmed Planet (CP) | 38    | ✓     |
| Planet Candidate (PC) | 274   | ✓     |
| Eclipsing Binary (EB) | 711   | ✓     |
| False Positive (FP)   | 139   | ✓     |
| Instrumental Noise (IS)| 520  | ✓     |
| Variable Star (V)     | 656   | ✓     |
| Other (O)             | 1     | ✓     |
| Junk (J)              | 3917  | ✓     |
| Total                 | 618   | 5970  | 643  | 5945 |
| Grand Total           | 6588  |

Table 1. Training labels for the TCEs from the two data sets used in this paper. In the labels column, P indicates positive labels, and N, the negative labels.

1 Sanskrit word to mean determined with part of the word meaning a planet.
2 http://archive.stsci.edu/tess/bulk_downloads/bulk_downloads ffi-tp-c DV.html
3 https://exofop.ipac.caltech.edu/tess/
4 https://github.com/yuliang419/Astronet-Triage/blob/master/astronet/tese.csv
Figure 1. Sample views for the various classes of TCEs that are input to our binary model. The classes, in order from top to bottom, are KP, EB, V, J, and IS. The y-axes for the three views are normalized fluxes. Only KPs are used as positive labels in our model, and the rest as negative labels.

As a preprocessing step we detrend the PDCSAP_FLUX time series from each TESS light curve file using an approach similar to Heller et al. (2020). We remove variability on timescales longer than the maximal expected transit duration with Tukey's biweight filter using the W\texttt{otan} software package (Hippke et al. 2019).\texttt{Wotan} provides a convenience API for estimating the transit duration as a function of mass, radius, and period. To this API, we input mass, radius estimates from the TESS input catalog (Stassun et al. 2018) and as a prior, we set the maximum period to 13.5 days (i.e., half the duration of the observing period of a TESS sector). We then use a running window of three times this duration for detrending the light curve. For a more detailed discussion on the choices of the filter and the associated parameters, we refer the reader to Section 2.1 of Heller et al. (2020). Subsequently, we use TLS APIs to compute the power spectrum on the detrended data. For this step, we input stellar limb darkening parameters for TESS targets as estimated by Claret (2018) and use default values for the remaining parameters in TLS APIs (see documentation\(^5\)). Based on these inputs, TLS computes the transit parameters corresponding to the best fit for the data. Additionally, TLS also returns the number of transits, signal-to-noise ratio (SNR) as defined by Pont et al. (2006), and the signal detection efficiency (SDE) which represents the peak in the TLS power spectrum. Using these values, for a light curve to contain a TCE, we require (a) at least 2 transits, (b) an SNR \(> 7.1\), and (c) an SDE\(_\text{TLS}\) \(> 9\).

The threshold applied on SDE\(_\text{TLS}\) impacts TLS’s false positive rate of recovering transits. It represents a trade-off between the false positive rate and the number of TCEs that are recovered by the transit search. Our choice of SDE\(_\text{TLS}\) \(> 9\) is based on the TLS false positive rate of recovering transits to about 10\(^{-4}\) in the limiting case of white noise (see Section 3.1 of Heller et al. (2019a)). Of the 1168 light curves we searched from the TOI catalog, we recover 618 TCEs that are in DS1. An interesting observation is that our procedure recovers vast majority of the TCEs with a final disposition of KP, CP (see Figure 2). Our choice for SDE\(_\text{TLS}\) threshold is intentionally conservative since machine vetting for TESS candidates is presently limited (see § 4.3). With even better vetting, we could, in future, lower the SDE threshold to recover more of the KPs, CPs (and PCs).

Besides computing \(P, t_{\text{dur}}, t_0\), TLS also returns several other transit parameters that we use and they are described below (see § 2.5).

### 2.4 Input Representation

We use the \texttt{lightkurve} toolkit (Lightkurve Collaboration et al. 2018) to prepare the light curves as input to our machine learning model (see § 3). Our method is similar to Shallue & Vanderburg (2018). We iterate over each light curve containing a TCE and perform the following sequence of steps. First, we clean the light curve to

---

\(^5\) https://transitleastsquares.readthedocs.io/_/downloads/en/latest/pdf/
Golay filter. We use than three times the expected transit duration using the Savitzky-Golay filter. We use Lightkurve’s `flatten()` API. To prevent the in-transit points from being detrended out, from the mid-point of each transit in the complete light curve, we mask out points that are within $-1.5 \cdot \text{dur}$ to $1.5 \cdot \text{dur}$. We use default values for the remaining parameters\(^6\) of this API (see documentation\(^7\)). Third, we phase-fold the detrended light curve at the epoch (i.e., $T_0$ that we computed above) so that the mid-point of the transit in all the light curves is aligned. Finally, we bin the phase-folded light curves to construct two views: (1) a ”global view” with 201 bins which corresponds to a transit event for a single period (i.e., the phase between -0.5 and 0.5), and (2) a ”local view” with 81 bins which is a ”zoom” in view of the transit between $-2.0 \cdot \text{dur}$ to $2.0 \cdot \text{dur}$. In Figure 1, the columns labeled ”Global view” and ”Local view” show sample representation of the respective Global/Local views for the various classes of lightcurves.

With just the Global/Local views as input, a neural network can be trained to classify whether a light curve contains a transit. However, further separation of eclipsing binaries from genuine planet candidates is non-trivial. This is partly because the neural network’s input data representation is focused on the characteristics of a single transit event and the shape of that transit event in the light curves of those two systems is quite similar. Hence, to improve model performance, we incorporate, with certain modifications, additional secondary views as input as suggested in Shallue & Vanderburg (2018).

Our approach for constructing a secondary view is based on the characteristics of light curves of eclipsing binaries: The light curve contains a secondary eclipse whose location is dependent on the system’s orbit. Specifically, for eclipsing binaries in a circular orbit, the secondary eclipse occurs at half the period (i.e., midway between a pair of consecutive primary transits). Based on this observation, we build an auxiliary input representation that enables our model to prune a class of eclipsing binaries from planet candidates. We construct a secondary view (called “Half-Phase” view) that is similar to the local view (described above), but with a few changes: (1) we bin and phase-fold the lightcurve at $T_0$ (i.e., phase = 0), and (2) we bin and phase-fold the lightcurve at $T_0 + 0.5 \cdot P$ (i.e., phase = 0.5), and (3) we concatenate these two and normalize them as before. We illustrate these ideas in Figure 1. For an eclipsing binary (second row in Figure 1), our representation includes the deep secondary eclipse at phase 0.5. Hence, the Half-Phase view comprises the primary and a secondary eclipse. In contrast, for a bona-fide planet (first row in Figure 1) there is no secondary eclipse, and hence the Half-Phase view contains only the primary transit.

Our method differs from previously explored methods for constructing secondary views. Yu et al. (2019) construct a secondary view by searching the light curves for the mid-point of the most likely secondary eclipse (i.e., masking the transits from the light curve and then using BLS to fit a box to find a transit) and then generate a binned/phase-folded view as input to their Astronet-vetting model. While this approach will likely identify secondary eclipses occurring anywhere within a period, a downside is that it may not generalize well. For instance, planetary systems with multiple transiting planets could be incorrectly classified as eclipsing binaries, adversely impacting model performance (i.e., low recall). Hence, we chose to pursue a different approach.

2.5 Stellar/Transit Parameters

Ansdell et al. (2018) show that providing additional domain features can improve model performance for deep learning based classifiers. Therefore, similar to Osborn et al. (2020), we provide the following additional inputs to our model: (1) stellar parameters that we download from MAST catalogs namely stellar effective temperature ($T_{\text{eff}}$), stellar log g (log g), star radius ($R_s$), star mass, luminosity, stellar density, and (2) transit parameters computed by TLS namely, transit depth, transit duration, $R_p/R_s$, mean odd/even transit depth. Lastly, similar to Osborn et al. (2020), we normalize each of these additional data columns by subtracting the median value and dividing by the standard deviation.

3 Nigraha PIPELINE

We begin this section by providing an overview of our Nigraha pipeline for identifying planetary candidates (§ 3.1). Next, we describe the neural network architecture of our machine learning model (§ 3.2). We then describe our model training and prediction methodology (§ 3.3). We then evaluate model performance in (§ 3.4) and provide a brief comparison with prior approaches (§ 3.5).

3.1 Nigraha Pipeline Overview

Figure 3 depicts the training and inference (i.e., prediction) flows in our pipeline. Steps (A)–(D) comprise the model training path.

(A) The input light curves are processed using TLS which computes transit parameters.

(B) The transit parameters are used to pre-process the TCEs to build the Global/Local/Half-Phase views. Also, the stellar parameters are combined to generate the input representation for the TCEs.

(C) The input representations are then used for model training.

(D) At the end of model training a checkpoint is generated which stores the model weights.
Steps (1)–(4) comprise the prediction path. Similar to the training path, Steps (1) and (2) generate the input representation for the TCEs. Next, the model checkpoint is loaded (Step 3) and predictions are generated for each input (Step 4). The inference step generates a prediction (i.e., a score ∈ (0, 1)) for each TCE and this score ($PC_{score}$) is used to rank the candidates. We apply a threshold on $PC_{score}$ to choose candidates (Step 5). We perform preliminary vetting of the candidates (Step 6). This is the final step of the pipeline and the output produced by this step is a list of candidates for follow-up (Step 7).

3.2 Model Architecture

The Nigraha pipeline is built around a convolutional neural network based deep learning model. The architecture of our model is shown in Figure 4. We use the Astronet architecture (Shallue & Vanderburg 2018) as the starting point for our model and the convolutional layers for global/local views is similar. We then extend the model to include the half-phase view which has layers identical to the local view. The Global, Local, and Half-Phase views are input as separate convolutional columns. Similar to Exonet model (Ansdell et al. 2018), the outputs of these convolutional layers are concatenated with the stellar and transit parameters and then passed to the fully connected layers. We use the relu activation function for the convolutional layers. Our model can be configured to perform either binary or multi-class classification. For binary classification the output layer uses a sigmoid activation function to generate a score in the range (0, 1) that corresponds to the likelihood of the TCE being a planet candidate. That is, values closer to 1 indicate a high likelihood of being a PC whereas values closer to 0 indicate that the TCE is likely to be a FP. Extending our model to support multi-class classification is part of on-going work in this project and is beyond the scope of this paper. We defer discussion to § 5.

3.3 Model Training and Prediction Methodology

We implement our deep learning model using Keras (Chollet et al. 2015) on Tensorflow (Abadi et al. 2016). We use the following methodology to drive an evaluation.

Model Training: We train our models using the labeled datasets described in § 2.4. The labels corresponding to the positive and negative examples used in the training are defined in Table 1. For model training and evaluation, as is customary with training machine learning models, we randomly split the labeled data into 3 sets: namely, 80% is the training set used for model training, 10% is the validation set used for model validation, and 10% is set aside as the test set which is used solely for model evaluation. Additionally, we augment the test set by injecting TCEs corresponding to known planets and eclipsing binaries (see § 3.4). We train our models using a batch size of 64 with the Adam optimizer (Kingma & Ba 2014). We enabled early stopping in the training step and the models were trained for roughly 45-60 epochs. We tuned a few of the hyperparameters of the Adam optimizer and found that the best models were with values for learning rate $\alpha = 1e^{-5}$ and $\epsilon = 1e^{-8}$.

It is well known that model training with imbalanced distributions is hard as the model biases its learning towards features of the negative
examples (Chawla 2005). We took two steps to remedy this problem. First, we initialize the output bias in the sigmoid output layer to the ratio of the positive to negative examples (i.e., log(pos/neg)). Second, we use balanced-batch sampling which is a well-known oversampling technique to train the model. With balanced-batch sampling, each mini-batch contains an equal number of positive and negative examples (He & Garcia 2009).

Generating Predictions: We use “model averaging” to generate predictions. That is, we train 10 independent models on the same training set using random parameter initialization and then compute the likelihood of the TCE being a planet as the average of the score predicted by each model. Model averaging is a well-known ensemble learning technique that is commonly used to minimize variance in a neural network model performance (Karpathy 2019).

3.4 Evaluation

Our test set consists of 632 TCEs of which 56 TCEs have one of KP, PC, CP labels corresponding to the positive instances (i.e., only 8.8% are positive). To address the imbalance a little, we augment the test set with an additional 175 labeled TCEs from Sector 6 and Sectors 21—26. The labels for these TCEs are from the TESS TOI catalog and were assigned based on manual vetting by the TESS team (Guerrero et al. 2019). This augmented data set consists of (1) 98 TCEs that are positive instances which correspond to either previously known planets (i.e., KP) or planets that were confirmed through followup of TESS candidates (i.e., CP), and (2) 77 TCEs that are negative instances which have false positive labels, namely, FP, EB. With this augmentation, the combined test set now has 19.1% positive instances.

With imbalanced data sets, it is generally recommended that the desirable metrics for evaluating model performance are AUC and precision-recall curves (Davis & Goadrich 2006). We evaluate these two metrics in the following subsections. Additionally, we examine how our model scores on the various TCE classes (KP, CP, PC) in the augmented test set. For this analysis, we also include the PC’s from the TOI catalog from Sectors 1–5 and 7–20.

3.4.1 AUC

The AUC metric (area under the curve) corresponds to the area under the receiver-operator characteristic curve, which is equivalent to the probability that a randomly selected positive is ranked above a randomly selected negative. The AUC score for our model on the combined test set is 0.908.

3.4.2 Setting \( PC_{score} \) threshold

Figure 5 shows the precision-recall curves as a function of threshold (\( PC_{score} \)) for the test set. For the analysis in this section, we choose the threshold by picking a point closest to the intersection of the two curves as it represents a trade-off between precision and recall. As the figure shows, this point corresponds to a threshold of \( PC_{score} > 0.7 \) and we use this for candidate selection.

We next construct a confusion matrix for the test set at this threshold (see Figure 6). In the figure, we use PC to denote TCEs corresponding to the positive instances and FP to denote the negative instances. The model has an accuracy of 87.2% (fraction of the instances that are correctly classified), a precision of 88.8% (fraction of the positive instances that are indeed true positives), and a recall of 74.3% (fraction of the true positives that are recovered).

3.4.3 Model Scoring

A question of interest is the \( PC_{score} \) range our model assigns to TCEs corresponding to various classes. For this analysis, we also include previously classified PC’s from the TOI catalog. Figure 7 shows the cumulative distribution function (CDF) of the fraction of TCEs recovered above a given \( PC_{score} \). Our model recovers 91 of 99 (91.9%) of the KP’s and CP’s with \( PC_{score} > 0.7 \). Such a high recall at a high threshold is desirable. However, for the same threshold, over 30% of the false positives also get included. Such misclassified false positives can be eliminated by downstream vetting.

Given the threshold of 0.7, we find that our model fails to recover 8 TCEs. Of these, 6 are KP’s and 1 is a CP for which our model predicts \( PC_{score} \) in the range of 0.44 to 0.68. We visually examined the light curves for the missing objects and did not find any systematic issues. It is reasonable to expect that as the quality of training data improves these objects would be scored higher. A CP we fail to recover (TIC
A plot of the cumulative distribution function (CDF) that shows the proportion of TCEs scored by our model as a function of the $PC_{score}$ threshold. In particular, as illustrated by the vertical dotted line, Nigraha assigns a high score ($PC_{score} > 0.7$) to nearly 90% of the bona-fide planets (KP, CP).
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A CDF plot that shows how the false positive TCEs are scored by our model as a function of the $PC_{score}$ threshold. For comparison, we also include the CDF of the scores for the PC class.
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A CDF plot that shows the score distribution as a function of the $PC_{score}$ threshold for the IS, V, J classes on a per-sector basis. As illustrated by the vertical dotted line, Nigraha assigns a low score ($PC_{score} < 0.4$) to nearly 95% of the false positives.
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Figure 7. A plot of the cumulative distribution function (CDF) that shows the proportion of TCEs scored by our model as a function of the $PC_{score}$ threshold. In particular, as illustrated by the vertical dotted line, Nigraha assigns a high score ($PC_{score} > 0.7$) to nearly 90% of the bona-fide planets (KP, CP).

Figure 8. A CDF plot that how the false positive TCEs are scored by our model as a function of the $PC_{score}$ threshold. For comparison, we also include the CDF of the scores for the PC class.

Figure 9. A CDF plot that shows the score distribution as a function of the $PC_{score}$ threshold for the IS, V, J classes on a per-sector basis. As illustrated by the vertical dotted line, Nigraha assigns a low score ($PC_{score} < 0.4$) to nearly 95% of the false positives.

As the graph shows, we find that across these sectors scores do not exhibit substantial variation. That is, we find that nearly 95% of the FP’s in each sector are scored 0.4 or lower. This is desirable as it suggests that Nigraha is able to consistently rule out vast majority of the false positives.

To summarize, picking the threshold is a precision-recall trade-off: it can be moved in either direction to increase or decrease recall or precision at the cost of the other depending on one’s aim. Thus, we could lower the threshold to 0.4, and recover the missing KP’s, but at the expense of increasing false positives. The false positives then will have to be excluded by the downstream vetting.

3.5 Comparision to Prior Models for TESS

We find that Nigraha recovers 19 of the 22 TCEs with KP label from Sector 6 with $PC_{score} > 0.8$. In contrast Astronet-Vetting recovers 7 of these (see Table 2 of (Yu et al. 2019)). Osborn et al. (2020) trained on simulated data and applied their model to TESS Sectors 1–4, whereas our training set included data from TESS Sectors 1–4. Consequently, we can not do a direct comparison; but their recall is 61% compared to Nigraha’s 74.3%. These non-exhaustive comparisons suggest that Nigraha generalizes better.

4 GENERATING NEW CANDIDATES

We use the inference path of our pipeline (see Figure 3) to identify candidates from Sector 6 and Sectors 21—26. We begin by providing an overview how the various steps in the pipeline prune the candidates (Table 2) and then describe our results.

4.1 Overview

Our TCEs comprise the ones that have been found by the TESS SPOC pipeline (Jenkins et al. 2016) as well as previously unseen TCEs. The new TCEs we identify are due to the difference in the
search procedure: While we use TLS and it is better at recovering shallow transits, the SPOC pipeline uses a wavelet-based adaptive matching filter for the search (Jenkins et al. 2010) and may have missed recovering those TCEs. The effect of this difference is illustrated in Table 2 (Rows 2, 4, and 5). The inputs to both the pipelines is the same: Row 1 in the table shows the number of unique light curves for the TESS targets across the various sectors. From the light curves of these targets, Row 2 and Row 4, respectively, show the number of TCEs found by SPOC and Nigraha. In anticipation of the inputs needed by our ML model, we exclude objects that are missing at least one of the stellar parameters (described in §2.5). Row 5 shows the TCEs that are common to both the pipelines.

We use our trained model to generate a prediction (i.e., $PC_{score}$) for each of the Nigraha found TCEs. In this section, we apply a threshold ($PC_{score} > 0.4$) to identify a promising sample of candidates for further vetting. We use Figure 7 to pick this threshold for which there is a high recall (at least 90%), and we use downstream vetting to eliminate false positives. The candidate set we construct includes objects that have been previously identified either by the TESS pipelines or by others in the community. Row 3 of Table 2 shows the number of labeled objects across the various sectors that we found by cross-referencing with the publicly available TESS TOI and TESS CTOI catalogs. Next, any candidates that are left after we filter out these known ones are new. Row 6 shows the count of the new planetary candidates. Lastly, we perform preliminary vetting (§4.3) using a series of steps including evaluation with DAVE (Discovery and Validation of Exoplanets) (Kostov et al. 2019a) and cross-checking with GAIA to rank our candidates. The number of candidates subject to vetting is shown in Rows 7—10 of Table 2. The final confirmation of these candidates as bona-fide planets is only through specialized observations. Hence, our aim with vetting is to minimize the number of candidates to the most promising ones.

4.2 Finding Candidates

Figure 10 shows the number of TCEs in each of the sectors with a $PC_{score} > 0.4$ as predicted by our model. The figure also provides a breakdown of the previously known planets (KP+CP) and candidates (PC) from the TESS TOI/CTOI catalogs. After accounting for the known objects we are left with a candidate sample that is roughly between 10 to 40 new candidates per sector (Row 6 of Table 2). Figure 11 shows the distribution of TCEs as a function of transit depth. As expected, we find that Nigraha-only TCEs with shallow transit depths to be numerous. Next, when apply our threshold for candidate selection ($PC_{score} > 0.4$), the number of candidates reduces drastically. This is illustrated in Figure 12. This candidate sample includes TCEs found by both SPOC pipeline as well as Nigraha-only. Figure 13 shows that Nigraha-only PC’s tend to be fainter and are likely to have shallower transits compared to SPOC TCEs. In what follows, we perform preliminary vetting of these candidates and then describe their characteristics.

4.3 Preliminary Vetting Of New Candidates

The next step in validating planet candidates as bona-fide planets is to either perform follow-up observations using telescope or use statistical methods. Since telescope time is scarce statistical validation is becoming an increasingly viable alternative. For instance, with

8 https://exofop.ipac.caltech.edu/tess/ accessed 10/12/20

Figure 10. We identify planet candidates based on the predictions generated by our model. Since this includes the previously known ones, the histogram provides a breakdown for each of the sectors we evaluated. KP are known planets, PC are planet candidates that are also common to SPOC (Table 3 and Table 4), and New are vetted Nigraha-only planet candidates (Table 5) found by our ML pipeline.

Figure 11. SPOC and Nigraha TCEs. For the SPOC part we have used their transit depth in ppm - it varies ever so slightly with Nigraha depths. Nigraha TCEs at shallower depths are far more numerous. Here and in the next two figures depth is described as the fraction of unobscured light.

Kepler/K2, vespa (Morton 2012; Morton et al. 2016) has been extensively used to authoritatively validate hundreds of candidates as bona-fide planets. Such an authoritative tool for TESS is not yet available. However, it is possible to do some preliminary vetting using DAVE (Discovery and Validation of Exoplanets; Kostov et al. 2019a). DAVE which was originally developed for K2 has been adapted and extensively used for vetting TESS candidates (Kostov et al. 2019b; Gilbert et al. 2020).

Briefly, DAVE can be configured to perform a set of tests to determine if the transit-like signals are due to common false positive scenarios: Using the data validation light curve, it checks for odd-even differences between consecutive transits, secondary eclipses, stellar variability mimicking a transit; using the target pixel file, it
Table 2. The flow of numbers for sectors 6, 21—26, and deduplicated totals through the different stages of our pipeline. (1) Starting from ~20000 targets that all TESS sectors have, the numbers that remain after different steps are as follows: (2) SPOC/QLP found TCEs using BLS, (3) planet candidates and false signals from followed-up SPOC TCEs (PC includes known planets and confirmed planets; FS includes false positives and false alarms), (4) Nigraha TCE objects after excluding those with missing stellar parameters. These are more numerous than SPOC TCEs for some sectors likely due to TLS catching shallower transits, (5) the number of TCEs common to SPOC and Nigraha, (6) New Nigraha PCs, (7) PCs with SPOC overlap (these have SPOC DV reports), (8) DAVE vetting for the SPOC overlap PCs (FPs are false positives), (9) Nigraha-only PCs, (10) DAVE vetting for Nigraha-only PC. The last column of rows 6 and 7 denotes sums from the other columns with and without duplicates.

Figure 12. Distribution of Nigraha TCEs (blue) which get filtered down to candidates (PC’s, shown in red). For completeness depths from multiple sectors are included when same objects were found identified multiple times.

Figure 13. Nigraha-only PCs (red) have shallower transits than SPOC TCEs (blue).
Some of the new candidates we identified above are from light curves after detrending (as described in § 2) along with our transit parameters to DAVE. Of the 51 Nigraha-only TCEs, we find that 3 pass all the tests and the remaining 48 are false positives. These false positives consisted of: 37 TCEs which failed the ModelShift test, 10 TCEs which failed the Odd-even depth test, and 1 TCE which had centroid offset changes in the photometric image. Table 5 lists the set of Nigraha TCEs that are identified as candidates by DAVE.

Figures 15, 16, and 18, respectively, show the phase-folded light curves for all of the candidates from Tables 3, 4, and 5 which were identified by our pipeline. We further checked the in the Gaia catalog the Renormalised Unit Weight Error (RUWE) associated with each source. The RUWE is expected to be around 1.0 for single stars, and the Renormalised Unit Weight Error (RUWE) associated with each source. Although neither of these methods are fool-proof, by minimizing the number of candidates we make them better candidates for followup. This is true for the shallow candidates we discovered as well as the existing planet candidates we independently affirm. The value of finding vetted shallower transits is demonstrated by TIC 388076435. Nigraha finds it in Sector 24, and only using data in Sector 25 does it become a SPOC candidate. Our Tables 3, 4, 5 summarize the best cases in sectors 6, 21-26 including a few with reservations. Some of these may yet turn out to be false positives (possibly diluted eclipsing binaries), but a subset of those will likely be binaries with very faint companions, perhaps even white dwarfs, and thus interesting in their own right. In the near future we will be extending our model to support multi-class classification with eclipsing binaries being an explicit class, and variables another.

4.4 Discussion: BLS vs TLS

Some of the new candidates we identified above are from light curves after detrending (as described in § 2) along with our transit parameters to DAVE. Of the 51 Nigraha-only TCEs, we find that 3 pass all the tests and the remaining 48 are false positives. These false positives consisted of: 37 TCEs which failed the ModelShift test, 10 TCEs which failed the Odd-even depth test, and 1 TCE which had centroid offset changes in the photometric image. Table 5 lists the set of Nigraha TCEs that are identified as candidates by DAVE.

Figures 15, 16, and 18, respectively, show the phase-folded light curves for all of the candidates from Tables 3, 4, and 5 which were identified by our pipeline. We further checked the in the Gaia catalog the Renormalised Unit Weight Error (RUWE) associated with each source. The RUWE is expected to be around 1.0 for single stars, and the Renormalised Unit Weight Error (RUWE) associated with each source. Although neither of these methods are fool-proof, by minimizing the number of candidates we make them better candidates for followup. This is true for the shallow candidates we discovered as well as the existing planet candidates we independently affirm. The value of finding vetted shallower transits is demonstrated by TIC 388076435. Nigraha finds it in Sector 24, and only using data in Sector 25 does it become a SPOC candidate. Our Tables 3, 4, 5 summarize the best cases in sectors 6, 21-26 including a few with reservations. Some of these may yet turn out to be false positives (possibly diluted eclipsing binaries), but a subset of those will likely be binaries with very faint companions, perhaps even white dwarfs, and thus interesting in their own right. In the near future we will be extending our model to support multi-class classification with eclipsing binaries being an explicit class, and variables another.

Our procedure for finding TCEs has been intentionally conservative, and there are a few ways to strengthen our approach to increase the candidate yield. For instance, we only search for a single TCE per light curve; we process light curves on a per-sector basis; we
Figure 15. The binned/phase folded light curves for the new planet candidates found by our model and subsequently vetted with DAVE. The SPOC TCEs in this panel pass all vetting tests and are not flagged in the DV report.

Figure 16. The binned/phase folded light curves along with the transit model (shown in red) for the top-20 new planet candidates found by our model and subsequently vetted with DAVE. The SPOC TCEs in this panel have been flagged in the DV report.

| TIC/Sector          | RA      | DEC     | TMag | Depth (ppm) | Epoch   | Duration (hours) | Period (days) | Rp (R_⊙) | Rs (R_⊙) | PC score | RUWE |
|---------------------|---------|---------|------|-------------|---------|------------------|--------------|----------|----------|----------|------|
| 167554898/6         | 101.3158| -61.0915| 9.663| 6579        | 1470.931| 3.468            | 4.452 ± 0.025| 18.320   | 2.068    | 0.811    | 1.29 |
| 123201406/26        | 280.9439| 42.8392 | 11.165| 4137        | 2010.889| 1.262            | 1.203 ± 0.004| 10.478   | 1.492    | 0.609    | 1.34 |
| 279569731/6         | 105.9310| -57.6608| 10.442| 654         | 1471.519| 3.806            | 3.980 ± 0.033| 1.975    | 0.707    | 0.538    | 0.87 |

Table 3. PCs from TCEs in Sectors 6 and 21—26 that overlap the SPOC TCEs. These are DAVE and Gaia vetted. Various other metadata are provided to allow sub-selection for follow-up observing. T0 = BJD − 2457000. Note that we do not account for light contamination from nearby stars when estimating planet radii. Hence, our computed value is likely to be higher. We take a conservative approach to flag all candidates whose planet radius exceeds 13 by labeling them in red.

discard candidates for which the stellar/transit parameters are not available. We intend to address these issues as part of on-going work in this project. Furthermore, this should also help with identifying both stars with multi-planet systems as well as planets with longer periods (such as, those with periods greater than 27 days and discovered by combining data from multiple sectors). We are also exploring ways to improve model performance based on ideas such as, model training using data from Sector 6 and later as that data has improved camera pointing systematics. There are also alternate input data rep-
Figure 17. Example summary report of vetting by DAVE. This is for our candidate TIC 167554898.

representation and machine learning model architecture optimizations to be tried.

We have released the code and models developed for this paper as open source\footnote{https://github.com/ExoplanetML/Nigraha}. We intend to submit the candidates found by Nigraha pipeline to the TESS Exoplanet Followup Program (ExoFOP-TESS). Independently we are proposing high-resolution, time-resolved photometry for the most promising of our candidates using WIRC with the Engineered Diffuser (Stefansson et al. 2017; Vissapragada et al. 2020) and dual-band CHIMERA (Harding et al. 2016) at the Palomar 5m telescope to rule out false positives and confirm the targets as planets. We hope other teams will also observe these candidates.
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