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Abstract—Coding schemes for several problems in network information theory are constructed starting from point-to-point channel codes that are designed for symmetric channels. Given that the point-to-point codes satisfy certain properties pertaining to the rate, the error probability, and the distribution of decoded sequences, bounds on the performance of the coding schemes are derived and shown to hold irrespective of other properties of the codes. In particular, we consider the problems of lossless and lossy source coding, Slepian–Wolf coding, Wyner–Ziv coding, Berger–Tung coding, multiple description coding, asymmetric channel coding, Gelfand–Pinsker coding, coding for multiple access channels, Marton coding for broadcast channels, and coding for cloud radio access networks (C-RAN’s). We show that the coding schemes can achieve the best known inner bounds for these problems, provided that the constituent point-to-point channel codes are rate-optimal. This would allow one to leverage commercial off-the-shelf codes for point-to-point symmetric channels in the practical implementation of codes over networks. Simulation results demonstrate the gain of the proposed coding schemes compared to existing practical solutions to these problems.
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I. INTRODUCTION

TODAY’S modern infrastructure is becoming increasingly interconnected through information networks. Emerging applications in transportation systems, power systems, smart cities, cloud computing and digital healthcare, call for exceptionally efficient coding schemes to process, store and communicate the massive amounts of network data. In practice, the common paradigm of designing coding schemes over networks is to decompose the network into separate point-to-point links, where a point-to-point channel code is used over each link. Despite the practical convenience, such an approach is known to be sub-optimal from an information theoretic perspective, even when each link is utilized at its full capacity.

Network information theory studies the fundamental limits of network communication and the optimal coding schemes that achieve those limits. At a conceptual level, this theory has been hugely successful, with several basic coding schemes that are applicable to a variety of network models, and some optimal in certain special cases. Except for a few simple use cases, however, the coding schemes developed in network information theory have barely had any impact on the design of communication systems over networks. Even basic coding schemes such as Gelfand–Pinsker coding [1], Marton coding [2] and compress-and-forward relaying [3] have not been used in practice in any meaningful manner in the forty years since their inception. The main reason behind this noticeable gap between theory and practice is that most of these coding schemes, albeit being conceptually beautiful, are not in an easily-implementable form, which is exemplified by the ubiquitous use of high-complexity coding techniques such as joint typicality encoding and decoding, and maximum likelihood decoding.

This paper is an attempt to close the aforementioned gap between theory and practice, so that all the beautiful coding schemes in network information theory (e.g., all the ones described in [4]) can be implemented in real systems to their full potential. To achieve this goal, we take a modular approach to transform the conceptual coding schemes into practical implementations. More specifically, we seek to identify basic coding schemes that are designed for one (or more) communication setting and satisfy certain properties, and combine them together to build a more complex coding scheme for a different communication setting. Under such a framework, we ask:

- What are the most primitive properties that the basic coding schemes should satisfy while being versatile in building coding schemes for network communication?
- How can such coding blocks be assembled together in different network communication scenarios?
- How do the performance guarantees and the achievable rate regions translate in different communication settings?
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We refer to such an approach to coding as a “Lego-brick approach” and to the basic coding blocks as “Lego bricks”, taking a literal analogy to building complex Lego objects starting from simple components. As we shall see, such a Lego-brick approach to coding allows one to leverage commercial off-the-shelf codes that are designed for single-user symmetric channels (e.g., turbo codes [5], low-density parity-check (LDPC) codes [6], [7], [8], polar codes [9], or even hypothetical codes to be invented in the future) to build practical coding schemes for multi-user communication.

A. Related Work

Many attempts to design practical coding schemes for multi-terminal scenarios have closely followed the footsteps of point-to-point channel coding. Polar codes, for example, have been specialized to several problems in network information theory, including, but not limited to, the Slepian–Wolf problem [10], the lossy source coding problem [11], Gelfand–Pinkser problem [12], the multiple description coding problem [13], [14], multiple-access channels [15], [16], broadcast channels [17], interference channels [18], and relay channels [19], [20]. Sparse graph codes with logarithmic check node degrees have also been shown to achieve the optimal rates for various coding problems under maximum likelihood decoding, including the lossy source coding problem [21], the Gelfand–Pinkser problem and the Wyner–Ziv problem [22]. Alternatively, low-density generator-matrix (LDGM) codes were shown to achieve the rate-distortion bound for the lossy source coding problem when optimal encoding is employed [23], and to approach that bound when a variant of the low-complexity belief propagation algorithm is used [24]. Spatial coupling of low-density graph codes was also shown to be useful for approaching the optimal rates of the lossy source coding problem [25] and the Wyner–Ziv and Gelfand–Pinkser coding problems [26] using the belief propagation algorithm with guided decimation. For Gaussian channels with Gaussian state that is known noncausally at the encoder (i.e., the dirty paper coding problem [27]), lattice codes have been shown to achieve capacity [28], and variants of these codes with practical decoders have been proposed in the literature (e.g., [29], [30]). On a separate note, randomly-constructed point-to-point channel codes were shown to be sufficient for achieving optimal rates for network coding problems; for example, random nested linear codes were shown to be optimal for asymmetric channels, Gelfand–Pinkser channels, and general broadcast channels [31], and random point-to-point codes were used in [32] along with rate splitting, block-Markov coding and successive cancellation decoding to achieve the best known achievable rate over interference channels. While these constructions either are specific to certain families of point-to-point channel codes or involve nonconstructive and asymptotic code design, the Lego-brick approach to network coding, which we espouse in this paper, aims to distinguish the sufficient properties that would allow point-to-point channel codes to be used as building blocks in an explicit construction of a coding scheme for a network setting.

Such an approach to coding for network communication is not new in general. In [33], Wyner constructed a Slepian–Wolf code for a doubly symmetric binary source starting from a point-to-point channel code designed for the binary symmetric channel (BSC). The duality between general Slepian–Wolf problems and point-to-point channel coding problems was further explored in [34] and [35], where a maximum-likelihood channel decoder was assumed. In [36], linear Slepian–Wolf codes were constructed starting from linear point-to-point channel codes designed for symmetric channels, where the exact relation of the rates and probability of error between the two problems was established. Further, a general method for constructing codes for asymmetric point-to-point channels was described in [37, Section V]; the coding scheme uses a lossless source code and a channel code designed for a symmetric channel as its constituent building blocks. In [38] and [39], codes for general (i.e., possibly asymmetric) channels were constructed using Slepian–Wolf codes, where constrained random number generators were used to construct the encoders and the decoders. Moreover, Marton coding for broadcast channels and successive cancellation decoding of multiple access channels were constructed in [40] starting from point-to-point codes that satisfy some basic properties. In particular, in our recent works of [41] and [42], coding schemes for lossy source coding, asymmetric channels and channels with state were constructed starting from point-to-point channel codes designed for symmetric channels.

B. Summary of Proposed Coding Schemes

This paper is an attempt to establish a systematic framework for constructing coding schemes for several problems in network information theory starting from simple building blocks (i.e., Lego bricks). Instead of restricting our attention to a particular channel code, we identify basic properties that point-to-point channel codes should satisfy so that they can be used in the construction of a coding scheme for a given network information theory problem. Under such a framework, we view the channel codes that satisfy those properties as “black boxes” which, when assembled together according to the guidelines that we will present, can be used as building blocks in the implementations of practical low-complexity coding schemes for network communication. The performance of the coding schemes in the new setting is derived in terms of the properties of the constituent point-to-point channel codes. Moreover, the proposed coding schemes can achieve rate regions that are strictly larger compared to the naive approach of coding over the point-to-point links of a network. In particular, we consider the problems of Slepian–Wolf coding [43], lossless and lossy source coding [44], [45], Wyner–Ziv coding [46], asymmetric channel coding [44], Gelfand–Pinkser coding [1], coding for multiple access channels [47], Marton coding for broadcast channels [2], Berger–Tung coding for distributed lossy compression [48], multiple description coding [49], and coding for cloud radio access networks [50].

We identify two primitive properties of codes designed for point-to-point symmetric channels which allows to translate
the performance of these codes to network communication settings. These two properties are the probability of error of the code and its shaping distance. Whereas the probability of error is a measure of the error correction capability of the code when simulated over the symmetric channel, the shaping distance is a measure of the shaping capability of the decoding function.1 Bounds on the performance of our code constructions will be derived in terms of these two properties regardless of other properties of the code. Such flexibility allows us to be tightly coupled with the most recent development in coding theory for point-to-point communication (in terms of performance), but at the same time to be completely decoupled from it (in terms of architecture).

Fig. 1 illustrates the different coding problems considered in this paper, along with their constituent Lego bricks. Arrows pointing from a set of coding problems towards another coding problem means that codes for these problems can be used as building blocks in the design of a code for the designated problem. More precisely, coding schemes for the following problems will be constructed starting from the following codes.

1) Code for point-to-point symmetric channel → Lossless source code
2) Code for point-to-point symmetric channel → Slepian–Wolf code
3) Slepian–Wolf code → Code for point-to-point symmetric channel
4) Code for point-to-point symmetric channel + Lossless source code → Lossy source code
5) Code for point-to-point symmetric channel + Slepian–Wolf code → Wyner–Ziv code
6) Code for point-to-point symmetric channel + Slepian–Wolf code → Gelfand–Pinsker code
7) Code for point-to-point symmetric channel + Slepian–Wolf code → Asymmetric channel code
8) Two asymmetric channel codes → Code for the two-user multiple access channel
9) Asymmetric channel code + Gelfand–Pinsker code → Marton code for the two-user broadcast channel
10) Lossy source code + Wyner–Ziv code → Berger–Tung code
11) Two lossy source codes + Wyner–Ziv code → Multiple description code
12) Two lossy source codes + Marton code for broadcast channel → Code for the downlink C-RAN problem
13) Multiple access channel code + Berger–Tung code → Code for the uplink C-RAN problem

It follows that all the coding schemes can be constructed starting from codes for point-to-point symmetric channels. As an example, since a Marton code for the two-user broadcast channel can be constructed starting from an asymmetric channel code and a Gelfand–Pinsker code, each of which can be constructed from a Slepian–Wolf code and a point-to-point channel code for a symmetric channel, and since the Slepian–Wolf code can be constructed from a point-to-point symmetric channel code, it follows that a Marton code can be constructed using four channel codes that are designed for point-to-point symmetric channels. Similarly, all other coding schemes follow from point-to-point channel coding. Such an approach enables one to leverage commercial off-the-shelf codes (such as those studied in [5], [6], [7], [8], [9]) for point-to-point channels to build codes for the aforementioned coding problems in network information theory. Provided that the point-to-point channel codes are rate-optimal, the proposed constructions can achieve the best known inner bounds for these coding problems.

In several of the constructions that we will present, it will be assumed that two of the constituent linear point-to-point channel codes are nested. Such a nested linear structure is helpful to construct low-complexity coding schemes for network communication, as previously pointed out in the literature (e.g., [31], [51]). Nonetheless, it turns out that the nestedness requirement is not necessary, as we shall see later on in the paper (Section VI), where, at the price of slightly larger implementation complexity, the constructions will be modified to account for the relaxed assumptions on the constituent point-to-point channel codes. One important implication of these modified constructions is the following: any set of sequences of point-to-point channel codes that have a vanishing error probability over a symmetric channel can be combined with any set of sequences of point-to-point channel codes that have a vanishing shaping distance to construct coding schemes that achieve the best known inner bounds for the coding problems considered in this paper. As a consequence of this observation, it follows that polar codes with successive cancellation decoding [9] can achieve the best known inner bounds for the aforementioned coding problems using the proposed constructions.

We conclude this section with two interesting observations regarding the proposed constructions. First, one can see some form of duality between some of the constructions. For example, the encoder of the asymmetric channel coding scheme looks almost identical to the decoder of the lossy source coding scheme, and vice versa. Such a relation is well-known in the literature and has been pointed out in [11] and [52]. Nonetheless, note that, in our construction, the asymmetric channel encoder has a “shaping role”, whereas the lossy source decoder has an “error correction role”. Although not mathematically precise, this suggests some form of duality between error correction and shaping in our constructions, which can be seen as analogous to the well-understood packing-and-covering duality in network information theory. Similar observations can be made between the Gelfand–Pinsker coding scheme and the Wyner–Ziv coding scheme, between the Marton coding scheme and the Berger–Tung coding scheme, as well as between the downlink and uplink C-RAN code constructions. Secondly, as will be apparent from most of our constructions, randomization plays an important role in the design of coding schemes for network communication. The Lego bricks will often be used alongside a “dithering” brick, which applies a permutation chosen

1 See Section II-C for a formal definition of the shaping distance.
uniformly at random to a binary sequence. Such randomness can shape signals into a desired structure, and will often be assumed to be shared between the encoders and the decoders. Note that sharing randomness between the transmitter and the receiver is a common practice in wireless communications, e.g., sharing the (pseudo)random spreading code in code-division multiple access (CDMA) systems [53] or sharing the interleaving pattern in 5G NR systems [54].

C. Paper Organization and Notation

The rest of the paper is organized as follows. Section II describes the problem of point-to-point channel coding, along with two primitive properties of point-to-point channel codes that we will focus on throughout the paper, namely, the error probability and the shaping distance. Section III discusses the Slepian–Wolf coding problem, along with its specialization to the lossless source coding problem. More specifically, an “equivalence” is established between designing a code for the binary Slepian–Wolf problem and designing a point-to-point channel code for a symmetric binary-input channel. In Section IV, coding schemes for the symmetric and asymmetric lossy source coding problems are described, which can be extended to the case when side information is available at the decoder (i.e., the Wyner–Ziv problem). Section V describes a coding scheme for the binary-input Gelfand–Pinsker problem, along with its specialization to asymmetric point-to-point channel coding. Simulation results are presented for lossy source coding of an asymmetric source and for Gelfand–Pinsker coding in Sections IV-D and V-C, respectively. In Section VI, modified constructions of the coding schemes are presented, which not only do not require any nested structure between the constituent Lego bricks, but also involve properties that are easily verifiable in practice. The modified constructions have a block-Markov structure, i.e., they are defined based upon the encoding and decoding of multiple message blocks, where the input to one coding block can depend on the outputs of previous/subsequent blocks. To complete the picture, code constructions for the remaining multiterminal source and channel coding problems are provided in the appendices. Appendix G considers coding for multiple access channels, and Appendix H describes a Marton coding scheme for broadcast channels. As for multiterminal lossy compression, Appendices I and J present coding schemes for the Berger–Tung problem and the multiple description coding problem, respectively. Appendices K and L focus on the downlink and uplink C-RAN problems respectively, which are multihop networks entailing both source and channel coding counterparts. The code constructions in the appendices are largely inspired by their random coding counterparts as well as the previous constructions in the main sections of the paper, yet we choose to include them in the paper as they help to provide a comprehensive treatment of the Lego-brick approach to coding over networks. Simulation results are also provided in Appendices H, K and L for the Marton coding problem, and the downlink and uplink C-RAN problems respectively, which can be of independent interest for both theoreticians and practitioners in the field. Section VII concludes the paper and gives some insights towards potential future research directions.

Notation: The following notation will be used. We write $x^n_i$ to denote a column vector $(x_1, \ldots, x_n)^T$, and $x^j_i$, for $i < j$, to denote the subvector $(x_i, \ldots, x_j)^T$. Sets are denoted in calligraphic letters, random variables in upper-case letters, and realizations of random variables in lower-case letters, i.e., $\mathcal{X}$ and $\mathcal{Y}$ are two sets, $X$ and $Y$ are random variables, and $x$ and $y$ are realizations of $X$ and $Y$, respectively.
are their respective realizations. The distribution of a random variable \(X\) will be denoted as \(p_X = p_X(x), x \in \mathcal{X}\). When clear from the context, we will also often use the shorthand notation \(p(x)\) to mean \(p_X(x)\). The probability of an event \(A\) is denoted as \(P\{A\}\). For a positive integer \(n\), we use \([n]\) to denote the set \(\{1, \ldots, n\}\). For a finite set \(S\), we write \(|S|\) to denote the cardinality of \(S\). \(H(X)\) is used to denote the entropy of a random variable \(X\) (in base 2). When \(X \sim \text{Bern}(\theta)\), we write \(H(\theta)\) to denote \(H(X)\). With a slight abuse of notation, we will also use \(H\) to denote a parity-check matrix of a linear code. The mutual information of two random variables \(X, Y\) is written as \(I(X;Y)\).

The symmetric property of a binary-input channel \(p(y|x)\) is written as \(I(\text{Bern}(1/2),p(y|x))\).

II. PRELIMINARIES

A. Basic Lego Brick: Code for a Point-to-Point Symmetric Channel

Consider a binary-input discrete memoryless channel \(p(y|x)\) with an input alphabet \(\mathcal{X} = \{0, 1\}\), an output alphabet \(\mathcal{Y}\) and a collection of conditional probability mass functions (pmf’s) \(p(y|x)\) on \(Y\) for each \(x \in \mathcal{X}\). A \((k, n)\) point-to-point channel code \((f, \phi)\) for the channel \(p(y|x)\) consists of:

- a codebook \(C \subseteq \{0, 1\}^n\) of size \(|C| = 2^k\),
- an encoder \(f : [2^k] \rightarrow \mathcal{C}\) that maps each message \(m \in [2^k]\) to a codeword \(x^n = f(m)\),
- a decoder \(\phi : \mathcal{Y}^n \rightarrow \mathcal{C}\) that assigns a codeword estimate \(\hat{x}^n = \phi(y^n)\) to each received sequence \(y^n\).

The rate of the code is \(R = k/n\). We say that the channel code is linear if for any two codewords \(c^n, c'^n \in \mathcal{C}\), we have \(c^n \oplus c'^n \in \mathcal{C}\). A linear code can be alternatively defined by its parity-check matrix \(H_{(n-k) \times n}\) and its decoding function \(\phi\). In this case, the codebook can be written as \(C = \{c^n : Hc^n = 0^{n-k}\}\). With a slight abuse of notation, when the code is linear and its parity-check matrix is \(H\), we will refer to it as a \((k, n)\) linear point-to-point channel code \((H, \phi)\).

Remark 1: Given any \((n-k) \times n\) parity-check matrix \(H\), we will assume throughout the paper that the last \(n-k\) columns of \(H\) are linearly independent, i.e., \(H = [A \ B]\) for some nonsingular \((n-k) \times (n-k)\) matrix \(B\). As it will be deemed useful in the sequel, we also introduce the following linear transformation of the parity-check matrix,

\[
\tilde{H} = \begin{bmatrix} 0 & 0 \\ B^{-1}H \\ B^{-1}A \\ I \end{bmatrix},
\]

where \(0\) denotes the all-zero matrix of the appropriate dimension.

The classical result of Shannon [44] states that the maximum achievable rate for reliable communication over a discrete memoryless channel \(p(y|x)\), known as the capacity \(C\) of the channel, is given by the maximum mutual information,

\[
C = \max_{p(x)} I(X;Y).
\]

Shannon showed that this fundamental limit can be attained using a random coding scheme that generates the codebook i.i.d. according to the capacity-achieving distribution.

Definition 2 (BMS Channel): We say that a binary-input memoryless channel \(p(y|x)\) is symmetric (abbreviated, a BMS channel) if there exists a permutation \(\pi : \mathcal{Y} \rightarrow \mathcal{Y}\) such that \(\pi^{-1} = \pi\) and \(p(y|x) = p(\pi(y)|x \oplus 1)\) for all \(y \in \mathcal{Y}\) and \(x \in \{0, 1\}\). The channel \(p(y|x)\) is asymmetric if it is not symmetric.

Remark 3: The capacity-achieving input distribution for a BMS channel is the uniform distribution [55, Theorem 4.5.2]. Note that this is the only input distribution that can be attained using linear code ensembles.

B. Symmetrized Channel

Given any binary-input channel \(p(y|x)\) (that is not necessarily symmetric) and any input distribution \(p(x)\) (that is not necessarily uniform), a technique that will be crucial for us in our code constructions is the concept of a symmetrized channel corresponding to the joint distribution \(p(x,y) = p(x)p(y|x)\), defined as follows [35].

Definition 4 (Symmetrized Channel): Given a binary-input channel \(p(y|x)\) and an input distribution \(p(x)\) (not necessarily uniform), the symmetrized channel corresponding to \(p(x,y) = p(x)p(y|x)\) is defined as the channel \(\bar{p}\) with input alphabet \(\mathcal{X} = \{0, 1\}\), output alphabet \(\mathcal{Y} \times \{0, 1\}\) and transition probabilities

\[
\bar{p}(y, v | x) = p_{X,Y}(x + v, y).
\]

Remark 5: The following are immediate consequences of the definition of a symmetrized channel.

(i) The channel \(\bar{p}\) is symmetric under permutation \(\pi((y,v)) = (y,v \oplus 1)\). In other words, for any \(s \in \{0, 1\}\),

\[
\bar{p}(y, v | x) = \bar{p}(y, v \oplus s | x \oplus s),
\]

which extends naturally when considering length-\(n\) sequences.

(ii) The channel \(\bar{p}\) is, in particular, the conditional distribution \(p_{Y|X}\) when \(X = X \oplus V, Y = (Y, V)\), \((X, Y)\) is distributed according to \(p(x,y)\), and \(V \sim \text{Bern}(1/2)\) is independent of \((X, Y)\).

(iii) Since \(X \sim \text{Bern}(1/2)\) and the channel \(\bar{p}\) is symmetric, it follows that the capacity of the symmetrized channel \(\bar{p}\) is

\[
I(\bar{X};\bar{Y}) = H(\bar{X}) - H(\bar{X} | \bar{Y}) = 1 - H(X \oplus V | Y, V) = 1 - H(X | Y).
\]

Observations (i) and (ii) made above are illustrated in Figure 2. If \((X^n, Y^n)\) are i.i.d. according to \(p(x,y)\), then the symmetrized channel \(\bar{p}\) is exactly the channel between \(\bar{X}^n = X^n \oplus V^n\) and \((Y^n, \bar{V}^n)\), where \(\bar{V}^n\) is an i.i.d \(\text{Bern}(1/2)\) sequence that is independent of \((X^n, Y^n)\). Furthermore, the symmetric property of the channel \(\bar{p}\) implies that, for any arbitrary sequence \(\bar{S}^n\), the channel between \(\bar{X}^n = \bar{X}^n \oplus \bar{S}^n\) and \((Y^n, \bar{V}^n \oplus S^n)\) is also described by \(\bar{p}\). This property will turn out to be useful in several of our constructions in the coming chapters.
C. Two Primitive Properties: Error Probability and Shaping Distance

Given a \((k, n)\) linear point-to-point channel code \((H, \phi)\) designed for a BMS channel \(p(y|x)\), we will focus throughout this paper on two properties of the code, namely, the error probability and the shaping distance, which we define precisely below.

1) **Error probability:** Let \(X^n \sim \text{Unif}(\mathcal{C})\), where \(\mathcal{C}\) is the codebook corresponding to \(H\), and let \(Y^n\) be the output of the channel \(p(y|x)\) when the input is \(X^n\). The error probability \(\epsilon\) of the code \((H, \phi)\) when used over the channel \(p(y|x)\) is defined as the probability of block error of the decoding function, i.e.,

\[
\epsilon \triangleq \sum_{x^n \in \mathcal{C}} \left(2^{-k} P(\phi(Y^n) \neq X^n \mid X^n = x^n)\right).
\]

Shannon’s point-to-point channel coding theorem [44], along with its achievability proof using linear codes [56], state that a sequence of \((nR, n)\) linear codes having a vanishing error probability over the BMS channel \(p(y|x)\) exists if and only if the rate \(R < I(\text{Bern}(1/2), p(y|x))\), where \(I(\text{Bern}(1/2), p(y|x))\) means the mutual information \(I(X; Y)\) of the channel \(p(y|x)\) when the input \(X \sim \text{Bern}(1/2)\). Since the channel is symmetric, \(I(\text{Bern}(1/2), p(y|x))\) is, in fact, the capacity of the channel.

2) **Shaping distance:** Let \(Y^n\) be an i.i.d. \(p(y)\) sequence, where \(p(y) \triangleq \sum_x \frac{1}{2} p(y|x)\) is the marginal output distribution when the input distribution is \(\text{Bern}(1/2)\). Define \(X^n = \phi(Y^n)\). The shaping distance \(\delta\) of the code \((H, \phi)\) with respect to the channel \(p(y|x)\) is defined as the total variation distance between the distribution of \((X^n, Y^n)\) (let’s denote that by \(q(x^n, y^n)\)) and the i.i.d. \(\frac{1}{2} p(y|x)\) distribution, i.e.,

\[
\delta \triangleq \frac{1}{2} \sum_{x^n, y^n} \left| q(x^n, y^n) - \frac{1}{2^n} \prod_{i=1}^{n} p(y_i \mid x_i) \right|.
\]

The shaping distance can be understood as a measure of the stochastic behavior of the decoding function \(\phi\) in comparison to the “backward” channel \(p(x|y)\) corresponding to the capacity-achieving input distribution. A sequence of \((nR, n)\) linear codes with a vanishing shaping distance exists if and only if the rate \(R > I(\text{Bern}(1/2), p(y|x))\).

To see this, one can refer to results on the distributed channel synthesis problem, introduced by Bennett et al. in [57] and further characterized by Cuff in [58]. In this problem, an i.i.d. source \(Y^n\) distributed according to \(p(y)\) is encoded by an index \(M \in [2^{nR}]\) to a decoder that wishes to produce an output \(X^n\) such that the joint distribution of \((X^n, Y^n)\) is indistinguishable (in total variation distance) from a given joint i.i.d. distribution \(p(x, y)\). This is referred to as “synthesizing” the channel \(p(x|y)\). The main result in the distributed channel synthesis literature [58] is that there exists a construction of an encoder-decoder pair to synthesize \(p(x|y)\) if and only if the channel synthesis rate \(R_s\) is larger than \(I(X; Y)\). We point out that, when \(X \sim \text{Bern}(1/2)\), the construction in [58] can be generalized to a linear construction. Therefore, one can see that the condition of a small shaping distance on the point-to-point channel code \((H, \phi)\) is similar in nature to the condition imposed in the distributed channel synthesis problem, where the information bits corresponding to the output of \(\phi\) can be seen as the index shared to the decoder in channel synthesis. Note that the encoder of the construction for the distributed channel synthesis problem would be the decoder of our point-to-point channel code, while the decoder of the channel synthesis construction is the encoder of the point-to-point code.

In what follows, we will construct coding schemes for various problems in network information theory starting from one (or more) point-to-point channel codes. The properties of the point-to-point channel codes (either error probability or shaping distance) will be instrumental in translating the performance guarantees from one communication setting to another. For reference, Table I shows a (possibly non-exhaustive) list of families of point-to-point channel codes (along with their decoding algorithms) that can achieve a vanishing error probability and a vanishing shaping distance asymptotically over any BMS channel.

III. Slepian–Wolf Coding

In this section, we establish an “equivalence” between constructing a code for a point-to-point BMS channel and constructing a binary Slepian–Wolf code. In other words, we show that a code for any binary Slepian–Wolf problem can be designed starting from a code for a suitable BMS channel. Conversely, a code for any BMS channel can be constructed starting from a Slepian–Wolf code. In both cases, the optimal rate can be achieved asymptotically provided that the constituent code is rate-optimal. As a special case, the Slepian–Wolf coding scheme can be specialized to lossless source coding of a binary source. The duality between Slepian–Wolf coding and coding for a BMS channel has been previously noted in [33], [34], [35], and [36]; in particular, the constructions provided in this section are equivalent to the ones in [36].

A. Problem Statement

A binary Slepian–Wolf problem \(p(x, y)\) consists of a source alphabet \(\mathcal{X} = \{0, 1\}\), an arbitrary side information alphabet \(\mathcal{Y}\), and
and a joint pmf $p(x, y)$ over $\mathcal{X} \times \mathcal{Y}$ [43]. A discrete memoryless source $X$ with side information $Y$ generates a jointly i.i.d. random process $\{(X_i, Y_i)\}$ with $(X_i, Y_i) \sim p(x, y)$. An $(\ell, n)$ code $(g, \psi)$ for the Slepian–Wolf problem $p(x, y)$ consists of:

- an index set $\mathcal{I} \subseteq \{0, 1\}^n$ such that $|\mathcal{I}| = 2^n$,
- an encoder $g : \mathcal{X}^n \rightarrow \mathcal{I}$ that maps each source sequence $x^n$ to an index $s^n = g(x^n)$, and
- a decoder $\psi : \mathcal{I} \times \mathcal{Y}^n \rightarrow \mathcal{X}^n$ that assigns a source estimate $\hat{x}^n = \psi(s^n, y^n)$ to each index $s^n$ and side information sequence $y^n$.

The rate of the code is $R = \ell/n$. The average probability of error of the code is $\epsilon = \mathbb{P}\{X^n \neq \hat{X}^n\}$. A rate $R$, $0 \leq R \leq 1$, is said to be achievable for the binary Slepian–Wolf coding problem if there exists a sequence of $(nR, n)$ codes with vanishing error probability asymptotically. The classical result of Slepian and Wolf [43] states that any rate $R > H(X \mid Y)$ is achievable for the binary Slepian–Wolf coding problem.

The Slepian–Wolf code is linear when the encoding function $g$ is linear, i.e., if for any $x^n, \tilde{x}^n \in \{0, 1\}^n$, we have $g(x^n \oplus \tilde{x}^n) = g(x^n) \oplus g(\tilde{x}^n)$. When an $(\ell, n)$ linear Slepian–Wolf code $(g, \psi)$ has an encoding function that is defined as a matrix multiplication $g(x^n) = \begin{bmatrix} 0 \\ Hx^n \end{bmatrix}$, where $H$ is an $\ell \times n$ matrix, we will refer to the code as an $(\ell, n)$ linear Slepian–Wolf code $(H, \psi)$.

### B. Code for P2P BMS Channel → Slepian–Wolf Code

Consider a binary Slepian–Wolf problem $p(x, y)$, as defined in the previous section. We will construct a linear Slepian–Wolf code for this problem starting from a linear point-to-point channel code for a BMS channel. The BMS channel of interest is the symmetrized channel corresponding to $p(x, y)$, as defined in Section II-B. The following lemma will be helpful to describe the Slepian–Wolf coding scheme.

**Lemma 6:** Let $H$ be a parity-check matrix for a codebook $\mathcal{C}$, and let $\bar{H}$ be as defined in (1). Define $S = \{s^n \in \{0, 1\}^n : s^k = 0^k\}$. Then,

(i) For any $x^n \in \{0, 1\}^n$, there exists a unique $s^n \in S$ such that $x^n \oplus s^n \in \mathcal{C}$. In particular, $s^n = \bar{H}x^n$.

(ii) If $X^n$ is i.i.d. Bern$(1/2)$, then $X^n \oplus \bar{H}X^n \sim \text{Unif}(\mathcal{C})$.

(iii) If $C^n \sim \text{Unif}(\mathcal{C})$ and $S^n \sim \text{Unif}(S)$ are independent, then $C^n \oplus S^n$ is i.i.d. Bern$(1/2)$.

**Proof:** See Appendix A. □

Intuitively, part (ii) of Lemma 6 gives a general way of generating a codeword uniformly at random starting from a uniformly distributed binary sequence, as illustrated in Fig. 3. Conversely, part (iii) generates a uniformly distributed binary sequence starting from a codeword chosen uniformly at random.

The main idea of the construction of the Slepian–Wolf coding scheme is captured in the following lemma.

**Lemma 7:** Let $(X^n, Y^n)$ be i.i.d. according to $p(x, y)$, and $V^n$ be i.i.d. Bern$(1/2)$ and independent of $(X^n, Y^n)$. Let $\bar{p}$ be the symmetrized channel corresponding to $p(x, y)$, as defined in Definition 4. Consider a parity-check matrix $H$ for a codebook $\mathcal{C}$, and let $\bar{H}$ be as defined in (1). Consider the sequences

$$C^n = X^n \oplus V^n \oplus \bar{H}X^n \oplus \bar{H}V^n,$$

$$U^n = V^n \oplus \bar{H}V^n \oplus \bar{H}X^n.$$  \hspace{1cm} (3)

Then,

$$\mathbb{P}\{C^n = c^n, U^n = u^n, Y^n = y^n\} = \frac{1}{2^n} \prod_{i=1}^{n} \bar{p}(y_i, u_i | c_i)$$

for every $c^n \in \mathcal{C}$, $u^n \in \{0, 1\}^n$ and $y^n \in \mathcal{Y}^n$.

**Proof:** Lemma 7 can be seen as a recast of Lemmas 2 and 3 in [36]. For completion, the proof is provided in Appendix B. □

Lemma 7 says that if $Y^n$ is the output of the channel $p(y | x)$ when the channel input is $X^n$, then, for a uniformly distributed binary sequence $V^n$, the sequences $(Y^n, U^n)$ are distributed as the outputs of the channel $\bar{p}$ when the channel input is $C^n$, a uniformly distributed codeword in the codebook $\mathcal{C}$, where $C^n$ and $U^n$ are as defined in (3). The relations between the different random variables is illustrated in Fig. 4.

Now, we are ready to construct a coding scheme for the Slepian–Wolf problem $p(x, y)$. The coding scheme uses the following point-to-point channel code.

**Lego Brick 8 (P2P → SW):** a $(k, n)$ linear point-to-point channel code $(H, \phi)$ with codebook $\mathcal{C}$ for the symmetrized channel $\bar{p}$ corresponding to $p(x, y)$, which is defined over an input alphabet $\mathcal{X} = \{0, 1\}$ and output alphabet $\mathcal{Y} \times \{0, 1\}$ by

$$\bar{p}(y, v | x) = p(x, y) (x \oplus v, y).$$  \hspace{1cm} (4)

Let $\epsilon$ be the average probability of error of the code $(H, \phi)$ when used over the channel $\bar{p}$. 

| Codes with a vanishing error probability | Codes with a vanishing shaping distance |
|----------------------------------------|---------------------------------------|
| - Random linear codes with joint typicality decoding [56] | - Random linear codes with likelihood decoding [58] |
| - Polar codes with successive cancellation decoding [9] | - Polar codes with successive cancellation decoding [11] |
| - Spatially-coupled codes with belief propagation decoding [8] | |
| - Reed–Muller codes with maximum-a-posteriori (MAP) decoding [59]–[61] | |

**TABLE I**

**FAMILIES OF CODES OVER BMS CHANNELS THAT HAVE A VANISHING ERROR PROBABILITY AND A VANISHING SHAPING DISTANCE ASYMPTOTICALLY**
explains the Slepian–Wolf coding scheme shown in Fig. 6. A decoder of a point-to-point channel code designed for the channel
be expressed as
\[ P(y|x) \]
\[ \bar{p}(y, v|x) \rightarrow (Y^n, V^n) \]
\[ \bar{H}(X^n \oplus V^n) \rightarrow \bar{p}(y, v|x) \rightarrow (Y^n, V^n \oplus \bar{H}V^n \oplus \bar{H}X^n) \]

Fig. 4. The relations between the random variables \((X^n, Y^n, C^n, U^n)\) defined in Lemma 7. Notice the similarity to Fig. 2 when \(S^n\) in Fig. 2 is set to \(H(X^n \oplus V^n)\). To recover \(X^n\) from \(Y^n\), one can go through the path \((Y^n, U^n) \rightarrow C^n \rightarrow R^n \rightarrow X^n\). To get \(C^n\) from \((Y^n, U^n)\), one can apply a decoder of a point-to-point channel code designed for the channel \(\bar{p}\). This explains the Slepian–Wolf coding scheme shown in Fig. 6.

\[ \tilde{C}^n \sim \text{Unif}(C) \]
\[ \bar{p}(y, v|x) \rightarrow \tilde{Y}^n \rightarrow \phi \rightarrow \tilde{C}^n \]

Fig. 5. A code for the symmetric channel \(\bar{p}\), defined in (4).

Fig. 6. A Slepian–Wolf code starting from a point-to-point channel code.

Fig. 5 shows the channel code \((H, \phi)\) when used over the channel \(\bar{p}\). The average probability of error \(\epsilon\) of the code can be expressed as
\[ \epsilon = \mathbb{P}\{\phi(U^n, \tilde{Y}^n) \neq \tilde{C}^n\}. \]

Fig. 6 illustrates the block diagram of the Slepian–Wolf coding scheme that uses the point-to-point channel code \((H, \phi)\). The coding scheme can be described as follows.

Encoding: Upon observing the source sequence \(x^n\), the sender transmits \(s^n = \bar{H}x^n\), where \(\bar{H}\) as defined in (1).

Decoding: Upon observing the side information sequence \(y^n\) and receiving the index \(s^n\), the decoder declares \(\tilde{x}^n = \phi(s^n \oplus v^n \oplus \bar{H}v^n, y^n) \oplus s^n \oplus v^n \oplus \bar{H}v^n\) as the source estimate, where \(v^n\) is a realization of a random dither generated independently at the decoder. Notice the similarity of this decoding method with the observations made through Fig. 4.

Analysis of Probability of Error: We have
\[
\begin{align*}
P\{\tilde{x}^n \neq X^n\} & = P\{\phi(V^n \oplus \bar{H}V^n \oplus \bar{H}X^n, Y^n) \oplus \bar{H}X^n \oplus \bar{H}V^n \oplus V^n \neq X^n\} \\
& = P\{\phi(V^n \oplus \bar{H}V^n \oplus \bar{H}X^n, Y^n) \neq X^n \oplus V^n \oplus \bar{H}(X^n \oplus V^n)\} \\
& = P\{\phi(U^n, Y^n) \neq C^n\} \\
& \overset{(a)}{=} P\{\phi(U^n, \tilde{Y}^n) \neq \tilde{C}^n\} = \epsilon,
\end{align*}
\]

where \((a)\) follows from Lemma 7. Note that since the probability of error averaged over \(Y^n\) is \(\epsilon\), there exists a deterministic \(v^n\) sequence such that the error probability is bounded by \(\epsilon\).

Rate: By construction, the rate of the Slepian–Wolf code is \((n-k)/n\).

Remark 9: Recall the definition of \((\bar{X}, \bar{Y})\) in Remark 5. A sequence of codes for the channel \(\bar{p}\) with a vanishing error probability exists if and only if the rate is smaller than
\[
I(X; Y) = H(\bar{X}) - H(\bar{X} \mid \bar{Y}) = 1 - H(X \oplus U \mid Y, U) = 1 - H(X \mid Y).
\]

It follows that, if the rate of the code for the channel \(\bar{p}\) is \(k/n = I(\bar{X}, \bar{Y}) - \gamma\) for some \(\gamma > 0\), then the rate of the Slepian–Wolf code is \(n-k/n = H(X \mid Y) + \gamma\).

Conclusion: From each linear \((k, n)\) code for the BMS channel \(\bar{p}\) defined in (4) with average probability of error \(\epsilon\), one can construct a linear \((n-k, n)\) code for the Slepian–Wolf problem \(p(x, y)\) with average probability of error \(\epsilon\).

C. Slepian–Wolf Code → Code for P2P BMS Channel

Now, we consider a BMS channel \(p(y|x)\). We show that a code for this channel can be constructed starting from the following Slepian–Wolf code.

Lego Brick 10 (SW → P2P): \((n-k, n)\) linear Slepian–Wolf code \((H, \psi)\) for the problem \(p(x, y) = \frac{1}{2} p(y|x)\) with an average probability of error \(\epsilon\).

Fig. 7 shows the Slepian–Wolf code \((H, \psi)\), where \((\bar{X}^n, \bar{Y}^n)\) are i.i.d. sequences distributed according to \(p(x, y)\). The average probability of error \(\epsilon\) of the Slepian–Wolf code can be written as
\[
\epsilon = \mathbb{P}\left\{\psi\left(\left[0, H\bar{X}^n, \bar{Y}^n\right]\right) \neq \tilde{X}^n\right\}.
\]

To construct a code for the channel \(p(y|x)\), let \(V^n\) be an i.i.d. Bern(1/2) random dither shared between the encoder and the decoder, and let \(C^n \in C\) represent the message to be transmitted, where \(C\) is the codebook corresponding to \(H\). Fig. 8 illustrates the block diagram of the point-to-point channel code. The coding scheme can be summarized as follows:

Encoding: To send the message \(c^n \in C\), the sender transmits \(x^n = c^n \oplus v^n\), where \(v^n\) is a realization of a random dither shared between the encoder and the decoder.

Decoding: Upon observing \(y^n\), the decoder declares \(\tilde{c}^n = \psi\left(\left[0, H\bar{X}^n, \bar{Y}^n\right]\right) \oplus v^n\) as the message estimate.
for the problem $p$ where $I$ to-point channel code is an estimate using as few bits as possible to a decoder that wishes to find Wolf coding, the goal is to represent the source sequence as in Slepian–Wolf coding, with the exception that a lossless source code, its rate and probability of error follow similarly. As a special case of Slepian–Wolf coding, a lossless source code. In both cases, the proposed coding scheme is both a point-to-point symmetric channel code and a lossless source code. In this section, we construct coding schemes for the lossy source coding problem starting from simple Lego bricks. We consider two cases: the first is the case of a symmetric source, and the second corresponds to a general asymmetric source. The distinction is made because a simpler construction is possible for the former case. More specifically, in the case of a symmetric source, our coding scheme is constructed starting from a single point-to-point symmetric channel code, whereas the coding scheme for the general asymmetric source uses both a point-to-point symmetric channel code and a lossless source code. In both cases, the proposed coding scheme is rate-optimal provided that the constituent Lego bricks are rate-optimal. First, let’s start by defining the lossy source coding problem.

D. Specialization to Lossless Source Coding

As a special case of Slepian–Wolf coding, a lossless source code can be implemented using a point-to-point channel code that is designed for a binary symmetric channel. To see this, consider a binary memoryless source that generates an i.i.d. Bern($\theta$) sequence $X^n$ for some $\theta \in (0, 1/2)$. As in Slepian–Wolf coding, the goal is to represent the source sequence using as few bits as possible to a decoder that wishes to find an estimate $\hat{X}$ of the sequence. The definition of a lossless source code, its rate and probability of error follow similarly as in Slepian–Wolf coding, with the exception that a lossless source decoder has no access to any side information sequence.

The coding scheme presented in Section III-B can be specialized to lossless source coding when there is no side information. It is easy to check that, in the case of no side information, the symmetrized channel corresponding to $p(x)$ is a BSC($p_X(1)$). Therefore, a lossless source coding scheme for a Bern(\theta) source can be constructed starting from a point-to-point channel code designed for BSC(\theta), as given in the following Lego brick.

\emph{Lego Brick 12 (P2P \rightarrow Lossless)}: a $(k, n)$ point-to-point channel code $(H, \phi)$ designed for BSC(\theta) with average probability of error $\epsilon$ when used over the channel.

Fig. 9 shows the lossless source coding scheme, where $X^n$ is an i.i.d. Bern($\theta$) source sequence, and $V^n$ is an i.i.d. Bern(1/2) source sequence generated at the decoder independently of $X^n$. Notice that the coding scheme is very similar to the Slepian–Wolf coding scheme (Fig. 6), except that no side information sequence is used at the decoder side. As before, the rate of the lossless source code is $(n-k)/n$, and its average probability of error is given by $\epsilon$, which follows by specializing Lemma 7 to the case when $p(y)$ is deterministic and independent of $p(x)$.

Remark 13: If the rate of the channel code is $k/n = 1 - H(\theta) - \gamma$ for some $\gamma > 0$, then the rate of the lossless source code is $H(\theta) + \gamma$.

Remark 14: Conversely, a lossless source code can be used to construct a point-to-point channel code for a binary symmetric channel (BSC). This implies an “equivalence” between constructing a linear point-to-point channel code for the BSC and constructing a linear lossless source code for a binary source, which is well-understood in the literature [62].

IV. LOSSY SOURCE CODING

In this section, we construct coding schemes for the lossy source coding problem starting from simple Lego bricks. We consider two cases: the first is the case of a symmetric source, and the second corresponds to a general asymmetric source. The distinction is made because a simpler construction is possible for the former case. More specifically, in the case of a symmetric source, our coding scheme is constructed starting from a single point-to-point symmetric channel code, whereas the coding scheme for the general asymmetric source uses both a point-to-point symmetric channel code and a lossless source code. In both cases, the proposed coding scheme is rate-optimal provided that the constituent Lego bricks are rate-optimal. First, let’s start by defining the lossy source coding problem.

A. Problem Statement

Introduced by Shannon in [45], the problem of lossy compression of a binary memoryless source consists of an i.i.d. random process $\{X_i\}$ with $X_i \sim \text{Bern}(\theta)$ for some $\theta \in (0, 1/2]$. The goal is to efficiently represent a source sequence.
More formally, an \((R, n)\) code for the lossy source coding problem consists of an encoder \(g : \{0, 1\}^n \rightarrow \{2^n/H\}\) that assigns an index \(M\) to the source sequence \(X^n\), and a decoder \(\psi : \{2^n/H\} \rightarrow \{0, 1\}^n\) that assigns an estimate \(\hat{X}^n\) to the index \(M\). The rate of the code is \(R\), and its expected distortion is
\[
\frac{1}{n} \mathbb{E}[d_H(X^n, \hat{X}^n)],
\]
where \(d_H(., .)\) denotes the Hamming distance metric. A rate-distortion pair \((R, D)\) is said to be achievable if there exists a sequence of \((R, n)\) codes with
\[
\limsup_{n \to \infty} \frac{1}{n} \mathbb{E}[d_H(X^n, \hat{X}^n)] \leq D.
\]
The rate-distortion function \(R(D)\) is defined as the infimum of all rates \(R\) such that \((R, D)\) is achievable.

Shannon [45] showed that the rate-distortion function for a \(\text{Bern}(\theta)\) source can be expressed as
\[
R(D) = \begin{cases} 
H(\theta) - H(D) & \text{for } 0 \leq D < \theta, \\
0 & \text{for } D \geq \theta.
\end{cases}
\]

Shannon’s random coding scheme assigns, for each typical source sequence \(x^n\), a reconstruction sequence \(\hat{x}^n\) that is jointly typical with \(x^n\) for some desired conditional pmf \(p(\hat{x} | x)\). For the case of a binary source, the desired conditional pmf \(p(\hat{x} | x)\) corresponds to the case when the “backward” channel \(p(x | \hat{x})\) is a BSC(\(D\)).

**B. Symmetric Source**

Consider a realization of a symmetric source \(X^n \iid \text{Bern}(1/2)\), and let \(D \in (0, 1/2)\) be some desired distortion level. We will construct a lossy source coding scheme for this source starting from the following point-to-point channel code.

**Lego Brick 15 (P2P → Sym. Lossy):** a \((k, n)\) linear point-to-point channel code \((H, \phi)\) for BSC(D) with a shaping distance \(\delta\).

The main ingredient in the lossy source coding scheme is utilizing the shaping capability of the decoding function \(\phi\) – manifested by its shaping distance property \(\delta\) – in order to generate a sequence according to the desired distribution (or “close” to it). In the simple setting of a symmetric source, this can be done by simply declaring the output of the decoding function as the source reconstruction, and the corresponding information bits as the index shared to the decoder, as depicted in Fig. 10, where \(G\) is the generator matrix of the code \((H, \phi)\), and \(\text{Info}(.)\) is the function that takes as input a codeword in a linear code and outputs the corresponding information bits. The coding scheme can be summarized as follows.

**Encoding:** Upon observing the source sequence \(x^n\), the encoder stores the information sequence \(u^k\) such that \(\phi(x^n) = u^kG\).

**Decoding:** Upon observing the index \(u^k\), the decoder declares the sequence \(\hat{x}^n = u^kG\) as the source estimate.

**Analysis of the Average Distortion:** Let \(q(x^n, \hat{x}^n)\) denote the distribution of \((X^n, \hat{X}^n)\), and let \(p(x^n, \hat{x}^n)\) be the desired i.i.d. distribution, i.e.,
\[
p(x^n, \hat{x}^n) = \frac{1}{2^n} D^{\text{wt}(x^n \oplus \hat{x}^n)} (1 - D)^{n - \text{wt}(x^n \oplus \hat{x}^n)}
\]

\[
\mathbb{E}[d_H(X^n, \hat{X}^n)] = \frac{1}{n} \sum_{x^n, \hat{x}^n} q(x^n, \hat{x}^n) d_H(x^n, \hat{x}^n)
\]

\[
= \frac{1}{n} \sum_{x^n, \hat{x}^n} p(x^n, \hat{x}^n) d_H(x^n, \hat{x}^n)
\]

\[
+ \frac{1}{n} \sum_{x^n, \hat{x}^n} (q(x^n, \hat{x}^n) - p(x^n, \hat{x}^n)) d_H(x^n, \hat{x}^n)
\]

\[
\leq D + \frac{1}{2} \sum_{x^n, \hat{x}^n} |q(x^n, \hat{x}^n) - p(x^n, \hat{x}^n)|
\]

\[
\overset{(a)}{=} D + \delta,
\]

where \((a)\) holds since \(p(\hat{x}^n | x^n)\) is equivalent to \(n\) independent uses of BSC(D) and the fact that \(\sum c_i(a_i - b_i) \leq \frac{1}{2} \sum |a_i - b_i|\) whenever \(0 \leq c_i \leq 1\) and \(\sum a_i = \sum b_i\), and \((b)\) follows by the definition of the shaping distance of the code \((H, \phi)\).

**Rate:** The rate of the coding scheme is \(R = \frac{k}{n}\). Thus, we have obtained an \((R, n)\) lossy source code for a symmetric source with an expected distortion that is bounded by \(D + \delta\) starting from a point-to-point channel code for BSC(D) with shaping distance \(\delta\).

**Remark 16:** Following the discussion in Section II-C, a sequence of linear point-to-point channel codes with a vanishing shaping distance \(\delta\) exists if (and only if)\(^3\) the rate is larger than \(1 - H(D)\).

**Remark 17:** Note that for this construction, it suffices to have a point-to-point channel code that satisfies
\[
\mathbb{E}[d_H(X^n, \phi(X^n))] - D \leq \delta,
\]

rather than the more stringent condition of the shaping distance. Nonetheless, we show the shaping distance condition here for illustrative purposes, as it introduces the idea of using a decoding function for shaping a binary sequence, a theme that will be recurrent throughout the paper.

**C. Asymmetric Source**

Now, we consider the case of a general binary memoryless source that generates an i.i.d. \(\text{Bern}(\theta)\) sequence \(X^n\) for some

\(^3\)The “only if” part clearly holds by our current construction and the lossy source coding theorem.
\[ \theta \in (0, 1/2). \text{ Let } D \in (0, \theta) \text{ be some desired distortion level},^4 \text{ and define} \]
\[ \alpha \triangleq \frac{\theta - D}{1 - 2D}. \]

Note that \( \tilde{X} \sim \text{Bern}(\alpha) \) when the conditional distribution \( p(\hat{x} | \hat{y}) \) is BSC(\( D \)), which is the desired conditional distribution of the source given the reconstruction as inspired by Shannon’s random coding scheme [45]. Let \( p(x, \hat{x}) \) denote the desired joint distribution between the source and the reconstruction, i.e.,
\[ p(x, \hat{x}) = \alpha x (1 - \alpha)^{1-x} (1 - D)^{1-x} \cdot \delta. \quad (6) \]

The proposed lossy source coding scheme in this general setting utilizes a point-to-point channel code and a lossless source code. At the encoder side, the point-to-point channel code is used to generate a sequence according to the desired distribution of the reconstruction (i.e., the i.i.d. Bern(\(\alpha\)) distribution), and the lossless source code is used to compress that sequence to the decoder. Another key ingredient in the coding scheme is the assumption that the two codebooks are nested.

Before we describe the coding scheme, we state the following lemma, which will be useful in several constructions in this paper.

**Lemma 18:** Let \( p(\tilde{y}, \tilde{v} | \tilde{x}) \) be the symmetrized channel corresponding to a given joint distribution \( p(\hat{x}, \hat{y}) \). Let \((H, \phi)\) be a point-to-point channel code designed for \( p(\tilde{y}) \) and let \( \hat{y} \) be its shaping distance. Let \( \hat{V} = \phi(\hat{Y}, \hat{V}) \) be i.i.d. Bern(\( \alpha \)) distribution, and let \( \hat{U} = \phi(\hat{Y}, \hat{V}) \oplus \hat{V} \). Then,
\[ \frac{1}{2} \sum_{\tilde{u} \oplus \tilde{y}} |P(\hat{u} | \tilde{u}, \tilde{v}) - P(\tilde{v}_i | \tilde{u}, \tilde{y}_i)| \leq \delta. \]

**Proof:** See Appendix C. \( \square \)

Intuitively, given an i.i.d sequence \( \tilde{V} \) distributed according to \( p(\tilde{y}) \), Lemma 18 suggests a general method of constructing a sequence \( \hat{U} \) such that the joint distribution of \((\hat{Y}, \hat{U})\) is \( \delta \)-away in total variable distance from a given joint i.i.d distribution \( p(\hat{x}, \hat{y}) \). This can be done using a point-to-point channel code with a shaping distance \( \delta \) over the symmetrized channel \( \hat{p} \) corresponding to \( p(\hat{x}, \hat{y}) \). This technique will be used in several constructions in the paper.

Now, we are ready to describe the lossy source coding scheme of a general asymmetric source. The coding scheme can be constructed from the following point-to-point channel code and lossless source code.

**Lego Brick 19 (P2P → Lossy):** a \((k_1, n)\) linear point-to-point channel code \((H_1, \phi_1)\) with codebook \( C_1 \) for the channel
\[ p(x, v | \hat{x}) = p_X,\hat{X}(x, \hat{x} \oplus v). \quad (7) \]
Let \( \delta \) denote the shaping distance of the code \((H_1, \phi_1)\) with respect to the channel \( \hat{p} \).

**Lego Brick 20 (Lossless → Lossy):** an \((n - k_2, n)\) lossless source code \((H_2, \phi_2)\) for a Bern(\(\alpha\)) source with average probability of error \( \epsilon \). Let \( C_2 \) be the codebook corresponding to \( H_2 \). We assume that \( C_2 \subseteq C_1 \), i.e., the two codebooks are nested.

**Remark 21:** The channel \( \hat{p} \) defined in (7) is the symmetrized channel corresponding to the joint distribution \( p(x, \hat{x}) \) (see Section II-B for a formal definition of a symmetrized channel).

**Remark 22:** Since \( C_2 \subseteq C_1 \), we will assume, without loss of generality, that \( H_1 \) is a submatrix of \( H_2 \), i.e., \( H_2 = \begin{bmatrix} H_1 \\ \hline Q \end{bmatrix} \) for some \((k_1 - k_2) \times n\) matrix \( Q \).

Starting from the aforementioned building blocks, Figure 11 shows the block diagram of the lossy source coding scheme, where \( V^n \) is an i.i.d. Bern(\(1/2\)) random dither shared between the encoder and the decoder. The lossy encoder generates the sequence \( U^n = \phi_1(X^n, V^n) \oplus V^n \) which has a distribution that is \( \delta \)-away in total variation distance from the i.i.d. Bern(\(\alpha\)) distribution. This is a consequence of Lemma 18. Further, since \( H_1 U^n = H_1 V^n \) and
\[ H_2 U^n = \begin{bmatrix} H_1 U^n \\ \hline Q U^n \end{bmatrix} = \begin{bmatrix} H_1 V^n \\ \hline Q U^n \end{bmatrix}, \]
the lossy decoder is able to reconstruct an estimate \( \tilde{X} \) of the sequence \( U^n \) using only the index \( Q U^n \) (since \( V^n \) is shared randomness with the decoder) and the lossless source decoder \( \phi_2 \). The following lemma states that the joint distribution of \((X^n, \tilde{X}^n)\) is \( \delta + \epsilon \)-away in total variation distance from the desired i.i.d. \( p(x, \hat{x}) \) distribution.

**Lemma 23:** Let \( q(x^n, \hat{x}^n) \) denote the distribution of \((X^n, \tilde{X}^n)\), and let \( p(x^n, \hat{x}^n) \) be the desired i.i.d. \( p(x, \hat{x}) \) distribution, where \( p(x, \hat{x}) \) is as defined in (6).

Then,
\[ \frac{1}{2} \sum_{x^n, \tilde{x}^n} |q(x^n, \tilde{x}^n) - p(x^n, \tilde{x}^n)| \leq \delta + \epsilon. \]

**Proof:** See Appendix D. \( \square \)

Therefore, the coding scheme can be summarized as follows.

**Encoding:** Upon observing the source sequence \( x^n \), the encoder computes the sequence \( u^n = \phi_1(x^n, v^n) \oplus v^n \) and transmits the index \( m^{k_1 - k_2} = Q u^n \), where \( v^n \) is a realization of a random dither shared with the decoder.

**Decoding:** Upon observing the index \( m^{k_1 - k_2} \), the decoder declares the sequence
\[ \hat{x}^n = \phi_2 \begin{bmatrix} 0 \\ H_1 v^n \\ m^{k_1 - k_2} \end{bmatrix} \]
as the source estimate.

**Analysis of the Average Distortion:** The average distortion of the coding scheme can be bounded as
\[ \frac{1}{n} E[d_H(X^n, \hat{X}^n)] = \frac{1}{n} \sum_{x^n, \tilde{x}^n} q(x^n, \tilde{x}^n) d_H(x^n, \tilde{x}^n) \]
\[ = \frac{1}{n} \sum_{x^n, \tilde{x}^n} p(x^n, \hat{x}^n) d_H(x^n, \hat{x}^n) \]
\[ + \frac{1}{n} \sum_{x^n, \tilde{x}^n} (q(x^n, \hat{x}^n) - p(x^n, \hat{x}^n)) d_H(x^n, \hat{x}^n) \]

\[^4\text{Clearly, when } D \geq \theta, \text{ a rate-zero coding scheme is possible by deterministically outputting the all-zero sequence as the source reconstruction.}\]

\[^5\text{Note that such a relation between } H_1 \text{ and } H_2 \text{ can be obtained for any pair of nested linear codes by basic row operations and column permutations.}\]
lossless source code is

\[
(a) D + \frac{1}{2} \sum_{x^n, \hat{x}^n} |g(x^n, \hat{x}^n) - p(x^n, \hat{x}^n)|,
\]

\[
(b) D + \delta + \epsilon,
\]

where (a) holds since \(p(x^n | \hat{x}^n)\) is equivalent to \(n\) independent uses of BSC(\(D\)) and the fact that \(\sum_i c_i(a_i - b_i) \leq \frac{1}{2} \sum_i |a_i - b_i|\) whenever \(0 \leq c_i \leq 1\) and \(\sum_i a_i = \sum_i b_i\), and (b) follows by Lemma 23.

**Rate:** The rate of the coding scheme is \(R = \frac{k_1 - k_2}{n}\).

**Remark 24:** A sequence of linear point-to-point channel codes for the channel \(\tilde{p}\) with a vanishing shaping distance \(\delta\) exists if (and only if) the rate is larger than \(1 - H(\tilde{X} | X)\). This follows by the discussion in Section II-C and the properties of a symmetrized channel (Remark 5).

**Remark 25:** If the rate of the point-to-point channel code is \(\frac{k_1}{n} = 1 - H(\tilde{X} | X) + \gamma_1\) for some \(\gamma_1 > 0\), and the rate of the lossless source code is \(\frac{n - k_2}{n} = H(\theta) - H(D) + \gamma_1 + \gamma_2\) for some \(\gamma_2 > 0\), then the rate of the lossy source code is \(\frac{k_1 - k_2}{n} = I(X; \tilde{X}) + \gamma_1 + \gamma_2 = H(\theta) - H(D) + \gamma_1 + \gamma_2\).

**Conclusion:** Starting from a \((k_1, n)\) linear point-to-point channel code with shaping distance \(\delta\) and an \((n - k_2, n)\) lossless source code with an average probability of error \(\epsilon\), we have constructed a \((\frac{k_1 - k_2}{n}, n)\) lossy source code that targets a conditional distribution \(p(\tilde{x} | x)\) with an average distortion that is bounded by \(D + \delta + \epsilon\). Note that the point-to-point channel code should be designed for the symmetrized channel \(\tilde{p}\) and not, for example, for BSC(\(D\)) since the source is asymmetric, and hence, the source sequence \(X^n\) is not distributed according to the channel output distribution of a BSC.

**D. Simulation Results**

The lossy source coding scheme of Fig. 11 is simulated for a Bern(0.3) source (i.e., \(\theta = 0.3\)) using polar codes with successive cancellation decoding as the constituent point-to-point channel codes. The lossless source decoder used in the construction can be implemented using a polar code designed for a binary symmetric channel, as described in Section III-D. To construct the polar codes (i.e., identify the information sets), we use Arikan’s method of sorting upper bounds on the Bhattacharyya parameters of the synthetic polar bit-channels [9]. Since our coding scheme requires that the two codes are nested, the information set corresponding to the polar code \((H_2, \phi_2)\) is chosen to be a subset of that of the code \((H_1, \phi_1)\). Let \(R_1\) and \(R_2\) be the rates of the two polar codes.

We first consider the encoder of Fig. 11. We would like to see if the decoder \(\phi_1\) correctly shapes the sequence \(U^n\) according to the desired distribution. To this end, let \(D_{\text{enc}}\) and \(\alpha_{\text{enc}}\) denote respectively the distortion level and the bias of the sequence \(U^n\) at the encoder side, i.e.,

\[
D_{\text{enc}} = \frac{1}{n} \mathbb{E}[d_H(U^n, X^n)],
\]

\[
\alpha_{\text{enc}} = \frac{1}{n} \mathbb{E}[\text{wt}(U^n)].
\]

Fig. 12 shows the plot of the achieved distortion level and bias at the encoder side for a block length \(n = 1024\). For comparison, the desired distortion and bias are also plotted. Note that the desired bias \(\alpha\) corresponds to the mapping \(D \mapsto \frac{\theta - D}{1 - 2D}\). At each distortion level \(D\), the rate of the polar code \((H_1, \phi_1)\) is chosen to be close to the theoretical limit, i.e., we take

\[
R_1 = 1 - H(\tilde{X} | X).
\]

The results demonstrate that the achieved distortion and bias at the encoder side follow closely the desired design values. This implies that polar codes indeed have good shaping properties, even at finite block length.
Let us first review the binary Wyner–Ziv problem, simply by replacing the lossless source code with a Slepian–Wolf code. Let \( \mathbf{X} \) be a jointly i.i.d. random process and let \( \mathbf{Y} \) be a jointly i.i.d. random dither shared between the encoder and the decoder. The main difference in comparison to the lossy source coding scheme of Section IV-C is that a Slepian–Wolf decoder is used instead of the lossless source decoder. The Slepian–Wolf decoder utilizes the available side information sequence at the decoder side. The description of the coding scheme and the analysis of its average distortion follow similarly as in the lossy source coding scheme.

Remark 28: If the rate of the point-to-point channel code is \( \frac{k_1}{n} = 1 - H(\tilde{X} | X) + \gamma_1 \) for some \( \gamma_1 > 0 \), and the rate of the Slepian–Wolf code is \( \frac{k_2}{n} = H(\tilde{X} | Y) + \gamma_2 \) for some \( \gamma_2 > 0 \), then the rate of the Wyner–Ziv code is

\[
\frac{k_1 - k_2}{n} = H(\tilde{X} | Y) - H(\tilde{X} | X) + \gamma_1 + \gamma_2
\]

where the equality \((a)\) holds since \( Y \) and \( \tilde{X} \) are independent given \( X \).

Conclusion: Starting from a \((k_1, n)\) linear point-to-point channel code with shaping distance \( \delta \) and an \((n - k_2, n)\) Slepian–Wolf code with an average probability of error \( \epsilon \), we have constructed a \((\frac{k_1 - k_2}{n}, n)\) Wyner–Ziv code that targets a conditional distribution \( p(\tilde{x} | x) \) with an average distortion that is bounded by \( D + \delta + \epsilon \).

V. GELFAND–PINSKER CODING

A. Problem Statement

The binary-input Gelfand–Pinsker problem consists of a discrete memoryless channel with state \( p(y | x, s) p(s) \), input alphabet \( \mathcal{X} = \{0, 1\} \), state alphabet \( \mathcal{S} \), output alphabet \( \mathcal{Y} \), a collection of conditional probability mass functions...
p(y, s | x) on \( \mathcal{Y} \times \mathcal{S} \) for each \( x \in \mathcal{X} \), and a probability mass function \( p(s) \) on \( \mathcal{S} \), where the state sequence \( (S_1, S_2, \ldots) \) is i.i.d. with \( S_i \sim p(s_i) \) and is available noncausally only at the encoder [1]. An \((R, n)\) code \((g, \psi)\) for the Gelfand–Pinsker problem \( p(y|x, s)p(s) \) consists of:

- a message set \( \mathcal{M} \) such that \(|\mathcal{M}| = 2^{nR}\),
- an encoder \( g : \mathcal{M} \times \mathcal{S}^n \to \mathcal{X}^n \) that assigns a codeword \( x^n = g(m, s^n) \) to each message \( m \) and state sequence \( s^n \), and
- a decoder \( \psi : \mathcal{Y}^n \to \mathcal{M} \) that assigns an estimate \( \hat{m} = \psi(y^n) \) to each received sequence \( y^n \).

The average probability of error of the code is \( \mathbb{P}(\hat{M} \neq M) \). An \((R, n)\) Gelfand–Pinsker code \((g, \psi)\) is depicted in Fig. 15. A rate \( R \) is said to be achievable for the Gelfand–Pinsker problem if there exists a sequence of \((R, n)\) Gelfand–Pinsker codes with vanishing error probability asymptotically. The classical result by Gelfand and Pinsker [1] states that any rate \( R < \max_{p(x|s)} \left( I(X; Y) - I(X; S) \right) \) is achievable for the Gelfand–Pinsker problem. Gelfand and Pinsker’s random coding scheme assigns, for each message \( m \) and state sequence \( s^n \), a codeword \( x^n \) that is jointly typical with \( s^n \) for some conditional pmf \( p(x|s) \).

### B. Coding Scheme

In what follows, we describe a coding scheme for the Gelfand–Pinsker problem \( p(y|x, s)p(s) \) starting from a Slepian–Wolf code and a point-to-point channel code designed for a symmetric channel. To this end, let \( S^n \) be the state sequence that is i.i.d. according to \( p(s) \), and let \( p(x|s) \) be a desired conditional distribution of the channel input given the state sequence.

Inspired by Gelfand and Pinsker’s random coding scheme, the main idea of the proposed coding scheme for the Gelfand–Pinsker problem is to shape the channel input sequence according to the desired conditional distribution \( p(x|s) \). At the same time, the channel input sequence should encode the message to the decoder. As we shall see, a key ingredient in achieving these two goals is the nested structure of a pair of linear codes. More specifically, the Gelfand–Pinsker coding scheme can be constructed from the following Lego bricks.

**Lego Brick 29 (SW → GP):** an \((n - k_1, n)\) linear Slepian–Wolf code \((H_1, \phi_1)\) for the problem

\[
p(x, y) = \sum_s p(s)p(x|s)p(y|x, s).
\]

Let \( C_1 \) be the codebook corresponding to \( H_1 \), and let \( \epsilon \) be the average probability of error of the Slepian–Wolf code.

**Lego Brick 30 (P2P → GP):** a \((k_2, n)\) linear point-to-point channel code \((H_2, \phi_2)\) with codebook \( C_2 \) for the channel

\[
p(y, s | x) = p_Y(s \oplus v | x).
\]

(11)

Let \( \delta \) denote the shaping distance of the code \((H_2, \phi_2)\) with respect to the channel \( \tilde{p} \). Furthermore, we assume that the two codes are nested, i.e., \( C_2 \subseteq C_1 \).

**Remark 31:** Since \( C_2 \subseteq C_1 \), we will assume, without loss of generality, that \( H_1 \) is a submatrix of \( H_2 \), i.e., \( H_2 = \left[ H_1 \right] \) for some \((k_1 - k_2) \times n\) matrix \( Q \). Further, let \( H_2 = [A \ B] \), where \( B \) is nonsingular, and let \( \bar{H}_2 \) be as defined in Remark 1.

**Remark 32:** The channel \( \tilde{p} \) in (11) is the symmetrized channel corresponding to the desired joint distribution \( p(x, s) \).

Fig. 16 shows the block diagram of the Gelfand–Pinsker coding scheme, where \( V_{n-k_1}^n \) is an i.i.d. Bern(1/2) random dither shared between the encoder and the decoder, and \( V_{2}^n \) is an i.i.d. Bern(1/2) sequence generated independently at the encoder (not necessarily shared with the decoder). To simplify the notation, let us denote the input to the Gelfand–Pinsker encoder in Fig. 16 by

\[
Z^n \triangleq \begin{bmatrix} 0 \\ B^{-1} \begin{bmatrix} V_{1}^{n-k_1} \\ M^{k_1-k_2} \end{bmatrix} \end{bmatrix}.
\]

(12)

The coding scheme uses the decoding function \( \phi_2 \) to shape the channel input \( X^n \) according to the desired distribution. To see why this holds in the construction of Fig. 16, let \( U^n = Z^n \oplus V_2^n \oplus H_2 V_2^n \) denote one of the two inputs to \( \phi_2 \), where the second input is \( S^n \). Notice that by Lemma 6, \( V_2^n \oplus H_2 V_2^n \sim \text{Unif}(C_2) \), and \( U^n \) is i.i.d. Bern(1/2) (and independent of \( S^n \)). Hence, by Lemma 18, the sequence \( X^n = \phi_2(S^n, U^n) \oplus U^n \) satisfies that

\[
\frac{1}{2} \sum_{x^n, s^n} \left| \mathbb{P}\{X^n = x^n, S^n = s^n\} - \prod_{i=1}^n p(x_i, s_i) \right| \leq \delta.
\]

(13)
and thus, the distribution of \((X^n, S^n)\) is \(\delta\)-away in total variation distance from the desired joint distribution.

Moreover, it holds that
\[
\begin{bmatrix}
H_1X^n \\
QX^n
\end{bmatrix} = H_2X^n = H_2U^n(\alpha) = H_2Z^n
\]
\[
= \begin{bmatrix}
A & B
\end{bmatrix}
\begin{bmatrix}
V_{n-k_1}^{n-k_2}
\end{bmatrix}
= \begin{bmatrix}
V_{n-k_1}^{n-k_1} \cr M^{k_1-k_2}
\end{bmatrix},
\]
where \((\alpha)\) follows since \(V_{n-k_1}^{n-k_1} \oplus H_2V_{n-k_1}^{n-k_1} \subset C_2\). Therefore, \(H_1X^n = V_{n-k_1}^{n-k_2}\), which is the input fed to the Slepian–Wolf decoder at the decoder side.

**Remark 33:** Intuitively, the Gelfand–Pinsker construction can be understood as follows. The sequence \(V_{n-k_1}^{n-k_2}\) represents a coset shift of the outer code \(C_1\), whereas the message \(M^{k_1-k_2}\) represents a coset shift of the outer code \(C_2\) within the outer code. Since \(H_2X^n = H_2Z^n\) (by construction), the channel input \(X^n\) belongs to the coset of the inner code \(C_2\) indexed by \((V_{n-k_1}^{n-k_1}, M^{k_1-k_2})\). Since the sequence \(V_{n-k_1}^{n-k_1}\) is shared between the encoder and the decoder, and due to the nested structure of the two codes, the coset shift with respect to the outer code \(C_1\) is known to the decoder, which can be leveraged by the Slepian–Wolf decoder to recover an estimate of the channel input sequence, and, hence, the message. Note that the idea of using such a nested structure to code over a Gelfand–Pinsker channel has been considered in [31], where a joint typicality encoder and decoder was used.

Therefore, the coding scheme can be summarized as follows.

**Encoding:** To transmit the message \(n^{k_1-k_2}\) upon observing the state sequence \(s^n\), the encoder computes the sequence \(z^n\) as in (12) using a random dither \(v_{n-k_1}^{n-k_2}\) shared with the decoder, and sends \(x^n = \phi_2(s^n, z^n \oplus v_{n-k_1}^{n-k_2} \oplus H_2v_2^n) \oplus z^n \oplus v_2^n \oplus H_2v_2^n\) over the channel, where \(v_2^n\) is a random dither generated independently at the encoder.

**Decoding:** Upon observing the channel output \(y^n\), the decoder computes \(\hat{x}_n = \phi_1(0_{n-k_1}, y^n)\), and declares \(\tilde{m}^{k_1-k_2} = Q\hat{x}_n\) as the message estimate.

**Analysis of the Probability of Error:** Let \(q(x^n, s^n)\) be the distribution of \((X^n, S^n)\) in Fig. 16, and let \(p(x^n, s^n)\) be the i.i.d. distribution according to \(p(x, s)\). The average probability of error can be bounded as
\[
P\{\tilde{X}^{k_1-k_2} \neq M^{k_1-k_2}\} \leq P\{\tilde{X} \neq X]\]
\[
= \sum_{x^n, s^n} P\{\tilde{X} \neq X | X^n = x^n, S^n = s^n\} q(x^n, s^n)
\]
where \((\alpha)\) holds since \(\sum c_i(a_i - b_i) \leq \frac{1}{2} \sum |a_i - b_i|\) whenever \(0 \leq c_i \leq 1\) and \(\sum a_i = \sum b_i\) and by the fact that \(P\{\tilde{X} \neq X | X^n = x^n, S^n = s^n\}\) depends only on the channel \(p(y|x, s)\), and \((\beta)\) follows by equation (13).

**Rate:** The rate of the coding scheme is \(R = \frac{k_1 - k_2}{n}\).

**Remark 34:** Recall from Section II-C and Remark 5 that a sequence of point-to-point channel codes with a vanishing shaping distance \(\delta\) over the channel \(\bar{p}\) defined in (11) exists if (and only if) the rate is larger than \(1 - H(X | S)\).

**Remark 35:** If the rate of the point-to-point channel code is \(\frac{k_2}{n} = 1 - H(X | S) + \gamma_1\) for some \(\gamma_1 > 0\), and the rate of the Slepian–Wolf code is \(\frac{n-k_1}{n} = H(X | Y) + \gamma_2\) for some \(\gamma_2 > 0\), then the rate of the Gelfand–Pinsker coding scheme is
\[
R = \frac{k_1 - k_2}{n} = H(X | S) - H(X | Y) - \gamma_1 - \gamma_2 = I(X; Y) - I(X; S) - \gamma_1 - \gamma_2.
\]

**Conclusion:** Starting from an \((n - k_1, n)\) Slepian–Wolf code with an average probability of error \(\epsilon\) and a \((k_2, n)\) linear point-to-point channel code with shaping distance \(\delta\), we have constructed a \((\frac{k_1 - k_2}{n}, n)\) Gelfand–Pinsker code that targets a conditional distribution \(p(x|s)\) of the channel input given the channel state and has an average probability of error that is bounded by \(\delta + \epsilon\).

### C. Simulation Results

In this part, we simulate the performance of the Gelfand–Pinsker coding scheme over a binary-input Gaussian channel with a binary state. The channel output can be expressed as
\[
Y = X + gS + Z,
\]
where \(X \in \{-\sqrt{P}, \sqrt{P}\}\) is the channel input, \(S \in \{-\sqrt{P}, \sqrt{P}\}\) is a channel state that is known noncausally only at the encoder with \(P(S = -\sqrt{P}) = \theta\), and \(Z \sim N(0, 1)\) is a sample from an i.i.d. Gaussian noise process. In our simulations, we use \(g = 0.9\) and \(\theta = 0.1\).
Fig. 17. Achieved rates of the Gelfand–Pinsker coding scheme at a fixed block error probability $P_e^{\text{threshold}} = 10^{-2}$.

By constructing the Slepian–Wolf code $(H_1, \phi_1)$ using its constituent point-to-point code (as described in Section III-B), the Gelfand–Pinsker coding scheme can be implemented using two point-to-point channel codes. Inspired by the characterization (10) of achievable rates for the Gelfand–Pinsker problem, the proposed coding scheme targets the conditional distribution $p^*(x \mid s)$ that maximizes $I(X; Y) - I(X; S)$, i.e.,

$$p^*(x \mid s) = \arg \max_{p(x \mid s)} (I(X; Y) - I(X; S)).$$

(16)

Since $X$ and $S$ are binary, the optimization (16) can be solved efficiently using off-the-shelf numerical solvers (or simply using a grid search over the two parameters that define $p(x \mid s)$). We compare the proposed coding scheme with the simple strategy that encodes the transmitter’s message using a point-to-point channel code while ignoring the available state sequence. Since the induced channel input distribution would be Bern(1/2) in this case, we refer to this strategy as the “symmetric coding” strategy.

We first look at the maximum achievable rate of the two coding strategies as a function of the power level $P$. For the proposed Gelfand–Pinsker coding scheme, the maximum achievable rate is given by

$$C_{\text{GP}} = \max_{p(x \mid s)} (I(X; Y) - I(X; S)),$$

whereas the maximum achievable rate of the symmetric coding strategy is $C_{\text{sym}} = I(X; Y)$, which is evaluated when $X$ is Bern(1/2) and independent of $S$. The solid lines in Fig. 17 show the plots of $C_{\text{GP}}$ and $C_{\text{sym}}$ as a function of $P$. The plots demonstrate that, in theory, Gelfand–Pinsker coding can achieve larger rates asymptotically compared to the symmetric coding strategy.

Before we describe what is meant by the dashed curves of Fig. 17, we shift our attention to evaluating the block error rate performance of the two coding strategies over the channel model (15). The coding strategies are compared for the same block length $n = 1024$ and rate $R = 0.5$. We use polar codes with successive cancellation decoding as the constituent point-to-point channel codes. To ensure nestedness of the constituent codes in the proposed Gelfand–Pinsker coding scheme, the information set of the polar code corresponding to $(H_2, \phi_2)$ is taken to be a subset of that corresponding to the code $(H_1, \phi_1)$. Let $R_1$ and $R_2$ be the rates of the two polar codes. The rates $R_1$ and $R_2$ are chosen “close” to their theoretical limits (see Remark 35) when the conditional distribution of the channel input given the channel state is $p^*(x \mid s)$. More precisely, we take

$$R_1 = 1 - H(X \mid Y) - \gamma,$$

$$R_2 = 1 - H(X \mid S),$$

(17)

where $\gamma > 0$ is a “back-off” parameter from the theoretical limit, which allows for a reasonable error probability for the code $(H_1, \phi_1)$. In our Gelfand–Pinsker simulations, we used $\gamma = 3/16$. Note that for the symmetric coding strategy, the polar code is designed for the average channel $p_{\text{avg}}(y \mid x) \triangleq \sum_s p(s)p(y \mid x, s)$. Fig. 17 shows the block error rate performance of the two coding strategies. The Gelfand–Pinsker coding scheme shows significant performance gain compared to symmetric coding.

By repeating the same experiment for different values of the rate $R$, one can plot $R$ as a function of the power level $P$, for a fixed block error probability $P_e^{\text{threshold}} = 10^{-2}$. This is shown in the dashed curves of Fig. 17. For example, for a rate $R = 0.5$, we know from Fig. 18 that the Gelfand–Pinsker coding scheme achieves an error probability of $10^{-2}$ when the power level is around 4 dB, whereas the symmetric coding scheme has an error probability of $10^{-2}$ when the power level is around 5.5 dB. A similar approach is taken for other values of $R$. The dashed curves of Fig. 17 show that the Gelfand–Pinsker coding scheme can achieve larger rates in practice (i.e., the gain from Gelfand–Pinsker coding is not only theoretical). These results demonstrate the performance gain from “shaping” the channel input with respect to the known state sequence. For more details about the simulation setup, our code is available on GitHub [63].

Remark 36: Note that the symmetric coding strategy can be implemented as an instance of the Gelfand–Pinsker coding scheme (Fig. 16) for the case when $R_2 = 0$. Therefore, the simulation results here demonstrate that using strictly positive rates $R_2$ to target the conditional pmf $p^*(x \mid s)$ can achieve superior performance compared to the naive approach of coding for the average channel $p_{\text{avg}}$.

D. Specialization to Asymmetric Channel Coding

The problem of coding for an asymmetric point-to-point channel (Section II-A) can be seen as a special case of the Gelfand–Pinsker coding problem when the channel state is constant and independent of the channel output. This observation has been previously formalized in [40]. For completion, we give the details here, along with the resulting construction of an asymmetric channel coding scheme.

Suppose we have an $(R, n)$ code $(g, \psi)$ for the binary-input Gelfand–Pinsker problem $p(y \mid x, s)p(s)$, where
Fig. 18. Simulation results of the Gelfand–Pinsker coding scheme for a block length $n = 1024$ and rate $R = 0.5$ over a Gaussian channel with state.

$p(y|x, s) = p(y|x)$ (i.e., the channel output is independent of the state given the channel input) and $p_S(0) = 1$. Let $\epsilon$ be the average probability of error of the code. Define $f : [2^n] \rightarrow \{0, 1\}^n$ by $f(m) = g(m, 0)$. Then, $(f, \psi)$ forms a code for the channel $p(y|x)$ with length $n$, rate $R$ and average probability of error

$$\sum_{m} 2^{-nR} P\{\psi(Y^n) \neq m \mid X^n = f(m)\}$$

$$= \sum_{m} 2^{-nR} P\{\psi(Y^n) \neq m \mid X^n = g(m, 0)\}$$

$$= \sum_{m} 2^{-nR} \left( P\{\psi(Y^n) \neq m \mid X^n = g(m, 0), S^n = 0\}\prod_{i=1}^{n} p_S(0) + \sum_{s \neq 0} P\{\psi(Y^n) \neq m \mid X^n = g(m, 0), S^n = s\}\prod_{i=1}^{n} p_S(s_i) \right)$$

(a) \hspace{1cm} \sum_{m} 2^{-nR} P\{\psi(Y^n) \neq m \mid X^n = g(m, 0), S^n = 0\}

(b) \hspace{1cm} \sum_{m} 2^{-nR} \left( P\{\psi(Y^n) \neq m \mid X^n = g(m, 0), S^n = 0\}\prod_{i=1}^{n} p_S(0) + \sum_{s \neq 0} P\{\psi(Y^n) \neq m \mid X^n = g(m, s^n), S^n = s^n\}\prod_{i=1}^{n} p_S(s_i) \right)

$$= \sum_{m, s^n} 2^{-nR} P\{\psi(Y^n) \neq m \mid X^n = g(m, s^n), S^n = s^n\}\prod_{i=1}^{n} p_S(s_i)$$

$$= \epsilon,$$

where (a) and (b) follow since $\prod_{i=1}^{n} p_S(s_i) = 0$ for $s^n \neq 0$.

Therefore, the Gelfand–Pinsker coding scheme described in Section V-B can be used to construct an asymmetric channel code in the special case when the state sequence is the constant all-zero sequence, i.e., $p_S(0) = 1$. To this end, consider a binary-input channel $p(y|x)$ that is not necessarily symmetric. Let the desired input distribution be $p(x) \sim \text{Bern}(\alpha)$ for some $\alpha \in (0, 1/2)$. By specializing the Lego bricks of the Gelfand–Pinsker coding scheme to the case when $p_S(0) = 1$ and the desired $p(x|s)$ is BSC(\(\alpha\)), the asymmetric channel coding scheme can be constructed using the following Lego bricks.

Lego Brick 37 (SW → Asym): an $(n - k_1, n)$ linear Slepian–Wolf code $(H_1, \phi_1)$ for the problem $p(x, y) = p(x)p(y|x)$ with codebook $C_1$ and average probability of error $\epsilon$.

Lego Brick 38 (P2P → Asym): a $(k_2, n)$ linear point-to-point channel code $(H_2, \phi_2)$ for BSC($\epsilon$) with codebook $C_2$ and shaping distance $\delta$. Furthermore, we assume that the two codes are nested, i.e., $C_2 \subseteq C_1$.

Remark 39: As before, it is assumed that $H_1$ is a submatrix of $H_2$, i.e., $H_2 = [H_1 \, Q]$ for some $(k_1 - k_2) \times n$ matrix $Q$, and $H_2 = [A \, B]$, for some non-singular matrix $B$.

Fig. 19 shows the block diagram for the asymmetric channel coding scheme, which can be seen as a specialization of the Gelfand–Pinsker coding scheme when the state sequence is the constant all-zero sequence. The description of the coding scheme and the analysis of its probability of error follow similarly as in the Gelfand–Pinsker case.

Remark 40: If the rate of the point-to-point channel code is $\frac{k_1}{n} = 1 - H(X) + \gamma_1$ for some $\gamma_1 > 0$ and the rate of the Slepian–Wolf code is $\frac{k_1 - k_2}{n} = H(X|Y) + \gamma_2$ for some $\gamma_2 > 0$, then the rate of the asymmetric channel coding scheme is

$$\frac{k_1 - k_2}{n} = I(X; Y) - \gamma_1 - \gamma_2.$$

Remark 41: The asymmetric channel encoder shown in Fig. 19 is almost identical to the lossy source decoder shown in Fig. 11 (when the constituent lossless source decoder is implemented using a point-to-point channel code). Similarly, the lossy source encoder is almost identical to the asymmetric channel decoder (when the constituent Slepian–Wolf decoder is implemented using a point-to-point channel code). This suggests some form of duality between the two constructions. A similar observation can be made between the Gelfand–Pinsker and Wyner–Ziv constructions.

Conclusion: Starting from an $(n - k_1, n)$ Slepian–Wolf code with an average probability of error $\epsilon$ and a $(k_2, n)$ linear point-to-point channel code with shaping distance $\delta$, we have constructed a $(k_1 - k_2, n)$ code for an asymmetric point-to-point channel that targets an input distribution $p(x)$ and has an average probability of error that is bounded by $\delta + \epsilon$.

VI. BLOCK-MARKOV CONSTRUCTIONS

In the constructions we presented so far in this paper, the shaping distance of a point-to-point channel code designed for a BMS channel was used as a primitive property in one of the constituent Lego bricks. Unfortunately, the shaping distance is difficult to be estimated for commercial off-the-shelf codes since it involves the computation of the total variation distance between distributions over exponentially large alphabets. To circumvent this inconvenience, we present in this section modified coding schemes involving properties that are easily verifiable in practice. More precisely, our assumptions in this section will be over alphabets with size that is at most polynomial in the block length. Moreover, the
coding schemes presented here will not make assumptions of nestedness between the constituent Lego bricks, which was often assumed in the constructions thus far. However, as we shall see, these benefits will come at the cost of larger implementation complexity, a small penalty incurred in achievable rates, and a worse performance guarantee. In particular, the coding schemes presented in this section will have a block-Markov structure, i.e., they will be defined upon the transmission of several blocks of information and the inputs to one encoding/decoding block can depend on the outputs of previous blocks.

The following definitions will be used in the block-Markov constructions of coding schemes.

**Definition 42 (Shaping Hamming Distance Spectrum):**
Given a linear point-to-point channel code \((H, \phi)\) for a binary-input binary-output channel \(p(y|x)\), the shaping Hamming distance spectrum \(W\) is defined as
\[
W \triangleq d_H(V^n, \phi(V^n)),
\]
where \(V^n\) is i.i.d. Bern(1/2), and \(d_H(., .)\) denotes the Hamming distance metric. Therefore, we have that \(W \in \{0, 1, \ldots, n\}\), and
\[
\mathbb{P}\{W = w\} = \frac{|\left\{v^n \in \mathbb{F}_2^n : d_H(v^n, \phi(v^n)) = w\right\}|}{2^n},
\]
for \(0 \leq w \leq n\).

**Definition 43 (Joint-Type):**
Given a pair of sequences \((x^n, y^n)\) in \(X^n \times Y^n\), the joint-type of \((x^n, y^n)\), denoted \(type(x^n, y^n)\), is the number of occurrence of each symbol pair \((x, y)\) in \((x^n, y^n)\), i.e.,
\[
type(x^n, y^n) = (\pi(x, y|x^n, y^n))(x, y) \in X \times Y,
\]
where \(\pi(x, y|x^n, y^n) = |\{i : 1 \leq i \leq n, x_i = x, y_i = y\}|\).

**Definition 44 (Shaping Joint-Type Spectrum):**
Consider a symmetric binary-input channel \(p(y|x)\) and a linear point-to-point channel code \((H, \phi)\). Let \(Y^n\) be an i.i.d. according to \(p(y)\), where \(p(y) = \sum_x \frac{1}{2}p(y|x)\), and define \(X^n = \phi(Y^n)\). The shaping joint-type spectrum \(T\) is defined as the joint-type of the pair \((X^n, Y^n)\), i.e.,
\[
T \triangleq type(X^n, Y^n).
\]

For example, if \(Y = \{0, 1\}\), then \(T = (T_{00}, T_{01}, T_{10}, T_{11})\), where \(T_{xy}\) is the number of occurrences of the symbol pair \((x, y)\) in the sequences \((X^n, Y^n)\), for \(x, y \in \{0, 1\}\).

The modified coding schemes presented in this section are easily-verifiable in practice since the distributions of \(W\) and \(T\) can be estimated efficiently for any commercial off-the-shelf code via Monte Carlo simulations. It turns out that all the previous constructions can be modified to work under these simplified assumptions. For conciseness, however, we will only focus on two problems: the asymmetric channel coding problem and the lossy source coding problem for an asymmetric source.

### A. Asymmetric Channel Coding

Consider the problem of coding for a binary-input asymmetric channel \(p(y|x)\), where the capacity-achieving input distribution is \(p(x) \sim \text{Bern}(\alpha)\) for some \(\alpha \in (0, 1/2)\). The coding scheme we present here is defined upon the transmission of \(b\) blocks of information for some fixed \(b\), and is constructed starting from the following three Lego bricks.

**Lego Brick 45 (SW → Asym):**
An \((n − k_1, n)\) linear Slepian–Wolf code \((H_1, \phi_1)\) for the problem \(p(x, y) = p(x)p(y|x)\) with an average probability of error \(\epsilon\).

**Lego Brick 46 (P2P → Asym):**
A \((k_2, n)\) linear point-to-point channel code \((H_2, \phi_2)\) for BSC(\(\alpha)\) with a shaping Hamming distance spectrum \(W_2\) satisfying
\[
\frac{1}{2} \sum_{w=0}^{n} \left| \mathbb{P}\{W_2 = w\} - \binom{n}{w} \alpha^w (1 - \alpha)^{n-w} \right| \leq \delta, \tag{18}
\]
for some \(\delta > 0\). We assume that \(k_2 < k_1\).

**Lego Brick 47 (P2P → Asym):**
A \((\alpha, n)\) point-to-point channel code \((f_\text{sym}, \phi_\text{sym})\) for the channel \(p(y|x)\) with average probability of error \(\epsilon_\text{sym}\).

**Remark 48:** Since the alphabet size of \(W_2\) is linear in \(n\), the distribution of \(W_2\) can be estimated for any off-the-shelf channel code via simulations. Hence, condition (18) is easily verifiable in practice. In words, this condition states that the distribution of the shaping Hamming distance spectrum is \(\delta\)-away in total variation distance from a Binom\((n, \alpha)\) distribution.

Now, we are ready to describe the coding scheme. For each \(j \in [b]\), let \(V_{ij}\) be an i.i.d. Bern(1/2) random dither shared between the encoder and the decoder, and let \(\Gamma_{ij} : [n] \to [n]\) be a permutation chosen uniformly at random and shared between the encoder and the decoder. We describe the encoding procedure starting from the \(b\)th block. Given

\[4\]For example, one can use any code that approaches the symmetric capacity of the channel. Note that this code will be used only in the first transmission block.

---

Fig. 19. A coding scheme for an asymmetric channel starting from a Slepian–Wolf code and a point-to-point channel code.
a message $M(b) \in \{0,1\}^{n-k_2}$, the encoder computes the sequence $Z_{(b)}^n$ as follows.

$$Z_{(b)}^n = \begin{bmatrix} 0 \\ M_{(b)} \end{bmatrix},$$

where 0 consists of $k_2$ zeros. Then, for each $j = b, \ldots, 2$, the encoder computes the sequences $\tilde{X}_{(j)}^n$, $X_{(j)}^n$ and $Z_{(j-1)}^n$ as follows.

$$\tilde{X}_{(j)}^n = \phi_2(Z_{(j)}^n \oplus V_{(j)}^n \oplus Z_{(j)}^n \oplus V_{(j)}^n),$$

$$X_{(j)}^n = \Gamma_j(\tilde{X}_{(j)}^n),$$

$$Z_{(j-1)}^n = \begin{bmatrix} 0 \\ H_1X_{(j)}^n \end{bmatrix},$$

where $M_{(j-1)} \in \{0,1\}^{k_1-k_2}$. Note that the sequence $Z_{(j-1)}^n$ in the $(j-1)$-th transmission block depends on the syndrome vector corresponding to the channel input $X_{(j)}^n$ in the $j$-th block. Furthermore, notice that the sequences $Z_{(j)}^n$ satisfy $H_2Z_{(j)}^n = Z_{(j)}^n$ for each $j = 2, \ldots, b$, where $H_2$ is as defined in (1). Finally, in the first block, the transmitter uses the encoder $f_{sym}$ to encode the syndrome vector $H_1X_{(2)}^n$, where $X_{(2)}^n$ is the transmitted sequence in the second block. Fig. 20 and Fig. 21 show the block diagrams of the coding scheme in the first block and the remaining blocks, respectively. Note that a loss in the overall rate is incurred in the first block, where no message is transmitted. However, this loss decays as $1/b$, and, thus, by choosing $b$ large enough, the rate loss becomes negligible.

The following lemma states that under this construction, the distribution of the channel input $X_{(j)}^n$ is $\delta$-away in total variation distance from the i.i.d. $\text{Bern}(\alpha)$ distribution, for each $j = 2, \ldots, b$.

**Lemma 49:** For the arrangement shown in Fig. 21, we have

$$\frac{1}{2} \sum_{x^n} \left| \mathbb{P}(X_{(j)}^n = x^n) - \alpha^{\text{wt}(x^n)}(1-\alpha)^{n-\text{wt}(x^n)} \right| \leq \delta,$$

for each $j = 2, \ldots, b$.

**Proof:** See Appendix E.

At the decoder side, the coding scheme proceeds as follows. In the first transmission block, the decoder uses the decoder $\phi_{sym}$ to get an estimate of $H_1X_{(2)}^n$. In the subsequent blocks, the decoder views $(X_{(j)}^n,Y_{(j)}^n)$ as realizations of the Slepian–Wolf problem $p(x,y)$, uses the Slepian–Wolf decoder $\phi_1$ to recover $X_{(j)}^n$ using the estimate of $H_1X_{(j)}^n$ from previous blocks, and then reverse-engineers the operations at the encoder to get an estimate of the transmitted message $M_{(j)}$ and the subsequent index $H_1X_{(j+1)}^n$.

For the probability of error of the coding scheme, consider the performance of a genie-aided decoder which recovers an estimate of $M_{(j)}$ in the $j$-th block based on the channel output $Y_{(j)}^n$ and the syndrome vector $H_1X_{(j)}^n$ (which is supplied correctly by a genie regardless of any decoding errors in previous blocks). Notice that such a decoder would have the same probability of error over the $b$ blocks as our decoder. To see this, observe that a decoding error can propagate from one block to another only through an error in the syndrome vector $H_1X_{(j)}^n$. Consider the first block where such an error happens. Both decoders would make an error in that block, which is precisely an error event over the $b$ blocks, irrespective of decisions made in subsequent blocks. A similar argument has been made in the analysis of the successive cancellation decoding of polar codes [9]. Therefore, it suffices to analyze the error probability of the genie-aided decoder over the $b$ blocks of transmission. Using similar bounding techniques as before, the average probability of error of the genie-aided decoder in the $j$-th block can be bounded as

$$\mathbb{P}(\hat{M}_{(j)} \neq M_{(j)}) \leq \delta + \epsilon,$$

and, thus, the average probability of error of our coding scheme over the $b$ transmission blocks can be bounded using the union bound as

$$\mathbb{P}\left\{ \hat{M}_{(j)} \neq M_{(j)} \text{ for some } j \in [b] \right\} \leq (b-1)(\delta + \epsilon) + \epsilon_{\text{sym}},$$

where $\epsilon_{\text{sym}}$ is the average probability of error of the code used in the first block. The rate of the coding scheme is given by

$$R = \frac{(b-1)(k_1-k_2) + n-k_1}{nb}.$$

**Remark 50:** A point-to-point channel code with a shaping Hamming distance spectrum that is arbitrarily close in total variation distance to a $\text{Binom}(n,\alpha)$ distribution exists for sufficiently large $n$ if and only if the rate $k_2/n$ of the code is larger than $1 - H(\alpha) = 1 - H(X)$. To show this, the same argument of Section II-C based on distributed channel synthesis can be used. Similarly, a Slepian–Wolf code for $p(x,y)$ with arbitrarily small error probability exists for sufficiently large $n$ if and only if its rate $\frac{k_2}{n}$ is larger than $H(X|Y)$. It follows that the rate $R$ of the block-Markov asymmetric channel coding scheme can be made arbitrarily close to $I(X;Y)$ for sufficiently large $n$ and $b$.

**B. Lossy Source Coding for an Asymmetric Source**

Consider the problem of lossy source coding of a $\text{Bern}(\theta)$ source for some $\theta \in (0,1/2)$, as defined in Section IV-A. In this part, we construct a coding scheme for this problem starting from a point-to-point channel code and a lossless source code that satisfy some easily-verifiable properties. The coding scheme will be defined upon its operation on $b$ blocks of source sequences. To this end, let $D$ be some desired distortion level, and $p(x|\hat{x}) \sim \text{BSC}(D)$ be the desired conditional pmf of the source given the reconstruction. Under this conditional pmf, the distribution of the reconstruction is $p(\hat{x}) \sim \text{Bern}(\alpha)$, where

$$\alpha = \frac{\theta - D}{1 - 2D}.$$
The coding scheme is constructed using the following Lego bricks.

**Lego Brick 51 (P2P → Lossy):** a \((k_1, n)\) linear point-to-point channel code \((H_1, \phi_1)\) for the channel
\[
\tilde{p}(x, v | \hat{x}) = p_{X, \hat{x}}(x, \hat{x} \oplus v),
\]
such that the code’s shaping joint-type spectrum \(T\) satisfies
\[
d_{TV}(T, \text{Multinomial}(n; p_{000}, \ldots, p_{111})) \leq \delta \quad (22)
\]
for some \(\delta > 0\), where \(d_{TV}\) denotes the total variation distance and
\[
p_{i_1i_2i_3} = \frac{1}{2} p_{X, \hat{x}}(i_1, i_2 \oplus i_3), \quad i_1, i_2, i_3 \in \{0, 1\}.
\]

**Lego Brick 52 (Lossless → Lossy):** an \((n - k_2, n)\) lossless source code \((H_2, \phi_2)\) for a BSC(\(\alpha\)) source with average probability of error \(\epsilon\) such that \(k_2 < k_1\).

**Remark 53:** Condition (22) says that the distribution of \(T\) is \(\delta\)-away in total variation distance from a multinomial distribution. This condition can be easily verified in practice since the distribution of \(T\) can be estimated efficiently for any commercial off-the-shelf code. Recall that a multinomial random variable \(M \sim \text{Multinomial}(n; p_1, \ldots, p_K)\) models the number of counts of each side of a \(K\)-sided die when rolled \(n\) times, where \(p_1, \ldots, p_K\) are the probabilities of observing each side. We have
\[
P\{M = (m_1, \ldots, m_K)\} = \frac{n!}{m_1! \cdots m_K!} p_1^{m_1} \cdots p_K^{m_K}
\]
for each \((m_1, \ldots, m_K)\) such that \(\sum_{i=1}^{K} m_i = n\).

**Remark 54:** Let \(P\) and \(Q\) denote submatrices of \(H_2\) such that \(H_2 = \begin{bmatrix} P \\ Q \end{bmatrix}\), for some \((n - k_1) \times n\) matrix \(P\) and \((k_1 - k_2) \times n\) matrix \(Q\).

Fig. 22 shows the encoding scheme of the lossy source code, where \(V_{(j)}\) is a random dither shared with the decoder, and \(\Gamma_{(j)}\) is a random permutation chosen uniformly at random and shared with the decoder. Similar to the coding scheme of Section IV-C, the main idea is to use the available Lego bricks to generate a sequence \(U_{(j)}^{n}\) with a distribution that is “close” to the i.i.d. \(p(\hat{x})\) distribution and then convey the sequence “losslessly” to the decoder.

The encoding procedure starts from the \(b\)th block. For each \(j = b, \ldots, 2\), the encoder computes the sequences \(Z_{(j)}^{n}\), \(\tilde{U}_{(j)}^{n}\), and \(U_{(j)}^{n}\) as follows,
\[
Z_{(j)}^{n} = \begin{bmatrix} 0 \\ P_{U_{(j+1)}^{n}} \end{bmatrix} \oplus V_{(j)}^{n},
\]
\[
\tilde{U}_{(j)}^{n} = \phi_{1} \left( \Gamma_{(j)}^{-1}(X_{(j)}^{n}), Z_{(j)}^{n} \right) \oplus Z_{(j)}^{n},
\]
\[
U_{(j)}^{n} = \Gamma_{(j)}(\tilde{U}_{(j)}^{n}),
\]
where \(P_{U_{(b+1)}^{n}} = 0^{n-k_1}\). Notice that, for each \(j = 2, \ldots, b\), we have
\[
\bar{H}_1 \tilde{U}_{(j)}^{n} = \bar{H}_1 Z_{(j)}^{n} = \begin{bmatrix} 0 \\ P_{U_{(j+1)}^{n}} \end{bmatrix} \oplus \bar{H}_1 V_{(j)}^{n}.
\]

The next lemma states that the distribution of \((X_{(j)}^{n}, U_{(j)}^{n})\) in Fig. 22 is \(\delta\)-away in total variation distance from the i.i.d. \(p(x, \hat{x})\) distribution.

**Lemma 55:** Let \(q(x^n, u^n)\) be the true distribution of \((X_{(j)}^{n}, U_{(j)}^{n})\). Then, we have
\[
\frac{1}{2} \sum_{x^n, u^n} \left| q(x^n, u^n) - \prod_{i=1}^{n} p_{X, \hat{x}}(x_i, u_i) \right| \leq \delta,
\]
for each \(j = 2, \ldots, b\).

**Proof:** See Appendix F.
It follows that the rate $R$ of the coding scheme can be made arbitrarily close to $I(X^n_j)$ in large distance to a multinomial, where "closeness" is measured via the total variation distance. If and only if its rate $R$ is arbitrarily small, there exists for sufficiently large $n$ if and only if the rate $R$ is passed to the decoder error-free. The rate of the coding scheme is

$$R = \frac{(b - 1)(k_1 - k_2) + n - k_1}{(b - 1)n}.$$ 

Remark 56: A point-to-point channel code with a shaping joint-type spectrum that is arbitrarily close in total variation distance to a multinomial distribution exists for sufficiently large $n$ if and only if the rate $k_1/n$ of the code is larger than $1 - H(X | X)$. A similar argument as in Section II-C based on distributed channel synthesis can be used to show this. Similarly, a lossless source code for a Bernoulli source with arbitrarily small error probability exists for sufficiently large $n$ if and only if its rate $n^{\alpha - 2\alpha} n$ is larger than $H(\alpha) = H(X)$. It follows that the rate $R$ of the block-Markov lossy source coding scheme can be made arbitrarily close to $I(X^n; X)$ for sufficiently large $n$ and $b$.

### C. Other Coding Problems

The two coding schemes presented in Sections VI-A and VI-B for the asymmetric channel coding problem and the lossy source coding problem were constructed starting from Lego bricks that satisfy some easily-verifiable properties. In a similar way, all other coding schemes presented in this paper (including the ones in the appendices) can be modified to start from such Lego bricks. For conciseness, we do not explicitly show those constructions; however, the two constructions of Sections VI-A and VI-B already give the gist of the idea. To summarize, the following differences in comparison with the previous constructions are noted.

- The assumptions made on the Lego bricks of the modified constructions involve the distribution of either the shaping Hamming distance spectrum or the shaping joint-type spectrum of the constituent codes, both of which can be estimated efficiently in practice for any commercial off-the-shelf code.
- The modified constructions do not require any constituent codebooks to be nested, unlike the previous constructions which often assumed that the codebook corresponding to one Lego brick is a subcode of another.
- A uniformly chosen random permutation that is shared between the encoder and the decoder is used in the modified constructions. The random permutation allows to shape the binary sequences according to the desired distribution, as shown in Lemma 49 and Lemma 55.
- The modified coding schemes have a block-Markov structure, i.e., the inputs to one encoding/decoding block can depend on other coding blocks. Such a structure allows to share information about the transmitted sequences across coding blocks.
- The block-Markov constructions require the storage of sequences from the previous or subsequent transmission block. That is, the encoding and decoding schemes have a window size of 2.

Since the block-Markov constructions do not require any constituent codebooks to be nested, one major consequence of the constructions is the following: one can assemble any set of point-to-point channel codes with good error correction capabilities (i.e., small probability of error) with any set of point-to-point channel codes with good shaping properties (i.e., a shaping Hamming distance spectrum that is "close" to a Binomial, or a shaping joint-type spectrum that is "close" to a Multinomial, where "closeness" is measured via the total variation distance metric) to construct coding schemes for the network settings considered in this paper. That is, the block-Markov constructions imply that one can combine any set of codes that have a vanishing shaping distance (e.g., first column in Table I) with any set of codes that have a vanishing Hamming distance (e.g., second column in Table I) to construct coding schemes that can achieve the best known inner bounds for the network coding problems considered in this paper.

### VII. Concluding Remarks

The Lego-brick framework developed in this paper is promising, and provides guidelines to implement practical...
coding schemes for network communication. The proposed code constructions can achieve larger rates in theory and demonstrate better performance in practice compared to the naive approach of coding over the point-to-point links of a network. Moreover, the computational complexity of the proposed constructions is governed by the encoding/decoding complexities of the constituent Lego bricks, which can be taken “off-the-shelf”; hence, the constructions are friendly to hardware implementation using existing coding blocks. Finally, we point out that all the coding schemes that we presented in this paper can be extended to general (i.e., non-binary) discrete channels and sources when using non-binary linear point-to-point channel codes. For example, if a multi-user channel has an input alphabet of size \( q \), similar coding schemes to the ones presented in this paper can be constructed using linear point-to-point channel codes over \( \mathbb{F}_q \).

For future work, it is of particular interest to implement such a generalization to non-binary channels (including Gaussian channels with continuous inputs) starting from binary point-to-point channel codes. In principle, this would allow one to establish a general framework for implementing coded modulation techniques for multi-user settings. Another direction that is inspired by this work is to investigate the “shaping distance” performance of point-to-point channel codes (compared to the more-prominently studied “error probability” performance). To the best of the knowledge of the authors, apart from polar codes, there are no other known low-complexity point-to-point channel codes with a provably vanishing shaping distance over BMS channels. Ultimately, the goal would be to construct new families of codes with that property. As we saw in this paper, this can be helpful for constructing rate-optimal coding schemes in multi-user settings.

**APPENDIX A**

**PROOF OF LEMMA 6**

(i) Let \( x^n \in \{0, 1\}^n \), and let \( \tilde{H} \) be as defined in (1). Then \( s^n \triangleq \tilde{H}x^n \in S \), and

\[
H(x^n \oplus s^n) = Hx^n + [A \ B] \begin{bmatrix} 0 & 0 \\ B^{-1}A & 1 \end{bmatrix} x^n = Hx^n \oplus Hx^n = 0,
\]

where \( H = [A \ B] \) for some nonsingular matrix \( B \). Therefore, \( x^n \oplus s^n \in C \). Now, assume there exists \( s^n_1, s^n_2 \in S \), \( s^n_1 \neq s^n_2 \), such that \( x^n \oplus s^n_1 \in C \) and \( x^n \oplus s^n_2 \in C \). Thus, \( Hs^n_1 = Hs^n_2 \), which implies that \( Bs^n_{1,k+1} = Bs^n_{2,k+1} \) and, therefore, \( s^n_1 = s^n_2 \). A contradiction.

(ii) Let \( C^n = X^n \oplus \tilde{H}X^n \). For any \( c^n \in \mathcal{C} \), we have

\[
P\{C^n = c^n\} = \sum_{s^n \in S} P\{X^n \oplus \tilde{H}X^n = c^n, \tilde{H}X^n = s^n\} = \sum_{s^n \in S} P\{X^n = c^n \oplus s^n\} P(\tilde{H}X^n = s^n | X^n = c^n \oplus s^n)\]

\[
= \sum_{s^n \in S} \frac{1}{2^n} = \frac{1}{2^n}\]

where (a) follows since for any \( c^n \in \mathcal{C} \) and \( s^n \in S \),

\[
\tilde{H}(c^n \oplus s^n) = 0^n \oplus \begin{bmatrix} 0 & 0 \\ B^{-1}A & 1 \end{bmatrix} \begin{bmatrix} 0^k \\ s^n_{k+1} \end{bmatrix} = s^n.
\]

(iii) Let \( V^n = C^n \oplus S^n \). For any \( v^n \in \{0, 1\}^n \), we have

\[
P\{V^n = v^n\} = \sum_{s^n \in S} P\{V^n = v^n, S^n = s^n\} = \sum_{s^n \in S} P\{C^n = v^n \oplus s^n, S^n = s^n\} = \frac{1}{2^{n-k}} \sum_{s^n \in S} P\{C^n = v^n \oplus s^n\}
\]

\[
= \frac{1}{2^n},
\]

where (a) follows by part (i).

**APPENDIX B**

**PROOF OF LEMMA 7**

Let \( R^n = X^n \oplus V^n \). Thus, \( C^n = R^n \oplus \tilde{H}R^n \). Since \( R^n \) is i.i.d. Bern(\( \frac{1}{2} \)), it follows by Lemma 6 that \( C^n \) is uniformly distributed over \( \mathcal{C} \). Now, for any \( y^n \in \mathcal{Y}^n \) and \( u^n \in \{0, 1\}^n \), we have

\[
P\{Y^n = y^n, U^n = u^n | C^n = c^n\} = P\{Y^n = y^n, V^n \oplus \tilde{H}V^n \oplus \tilde{H}X^n = u^n | X^n \oplus V^n \oplus \tilde{H}(X^n \oplus V^n) = c^n\}
\]

\[
= P\{Y^n = y^n, X^n = c^n \oplus u^n | X^n \oplus V^n \oplus \tilde{H}(X^n \oplus V^n) = c^n\}
\]

\[
= \prod_{i=1}^{n} p_{X,Y}(c_i \oplus u_i, y_i)
\]

\[
= \prod_{i=1}^{n} \tilde{p}(y_i, u_i | c_i),
\]

where (b) follows since \( R^n = X^n \oplus V^n \) is independent of \( X^n \), which implies that \( C^n \) and \( (X^n, Y^n) \) are independent. This completes the proof.

**APPENDIX C**

**PROOF OF LEMMA 18**

Denote \( \hat{X}^n = \phi(\hat{Y}^n, \hat{V}^n) \). Thus, \( U^n = \hat{X}^n + \hat{V}^n \). The shaping distance \( \delta \) of the code \((H, \phi)\) with respect to the channel \( \tilde{p} \) can be bounded in equation (26), shown at the bottom of the next page.

**APPENDIX D**

**PROOF OF LEMMA 23**

Let \( q(x^n, u^n, \hat{x}^n) \) be the joint distribution of \((X^n, U^n, \hat{X}^n)\), and let \( p(x^n, u^n, \hat{x}^n) \) be defined as

\[
p(x^n, u^n, \hat{x}^n) = \left( \prod_{j=1}^{n} p_{X,\hat{X}}(x_j, u_j) \right) \mathbb{I}_{\{\hat{x}^n = u^n\}}.
\]

In the block diagram of Fig. 11, since \( U^n = \phi_1(X^n, V^n) \oplus V^n \), we have that \( H_1U^n = H_1V^n \), and, thus,

\[
\begin{bmatrix} 0 \\ H_2U^n \end{bmatrix} = \begin{bmatrix} 0 & H_1U^n \\ QU^n & [H_1V^n]_{M^k,k} \end{bmatrix}, \text{ i.e., the input to the}
\]
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lossless source decoder is the index corresponding to \( U^n \). It follows that
\[
\frac{1}{2} \sum_{x^n, \hat{x}^n} |q(x^n, \hat{x}^n) - p(x^n, \hat{x}^n)|
\leq \frac{1}{2} \sum_{x^n, u^n, \hat{x}^n} |q(x^n, u^n, \hat{x}^n) - p(x^n, u^n, \hat{x}^n)|
\leq \frac{1}{2} \sum_{x^n, u^n, \hat{x}^n} |q(x^n, u^n) - p(x^n, u^n)| q(\hat{x}^n | x^n, u^n)
+ \frac{1}{2} \sum_{x^n, u^n} p(x^n, u^n) |q(\hat{x}^n | x^n, u^n) - 1_{\{u^n = \hat{x}^n\}}|
= \frac{1}{2} \sum_{x^n, u^n} |q(x^n, u^n) - p(x^n, u^n)|
+ \frac{1}{2} \sum_{x^n, u^n : u^n \neq \hat{x}^n} p(x^n, u^n) q(\hat{x}^n | x^n, u^n)
+ \frac{1}{2} \sum_{x^n, u^n} p(x^n, u^n) \left( 1 - q(\hat{x}^n | x^n, U^n) (u^n | x^n, u^n) \right)
\overset{(a)}{\leq} \delta + \frac{1}{2} \epsilon + \frac{1}{2} \epsilon
= \delta + \epsilon,
\]
where (a) follows by Lemma 18 and the definition of the probability of error of a lossless source code.

**APPENDIX E**

**PROOF OF LEMMA 49**

Consider the block diagram shown in Fig. 21. Since \( Z^n_{(j)} \oplus V^n_{(j)} \) is i.i.d Bern(1/2) for each \( j = 2, \ldots, b \), then the sequence \( \tilde{X}^n_{(j)} \) satisfies that
\[
\text{wt}(\tilde{X}^n_{(j)}) = d_H(\phi_2(Z^n_{(j)} \oplus V^n_{(j)}), Z^n_{(j)} \oplus V^n_{(j)}) \overset{d}{=} W_2,
\]
where \( d \) denotes equality in distribution and \( W_2 \) is the shaping Hamming distance spectrum of the code \( (H_2, \phi_2) \). It follows that, for any sequence \( x^n \) with \( \text{wt}(x^n) = w \), we have that
\[
P\{X^n_{(j)} = x^n\} = \sum_{\tilde{x}^n : \text{wt}(\tilde{x}^n) = w} P\{\Gamma_{(j)}(\tilde{x}^n) = x^n\} P\{\tilde{X}^n_{(j)} = \tilde{x}^n\}
= \sum_{\tilde{x}^n : \text{wt}(\tilde{x}^n) = w} \frac{n!}{w! (n - w)!} P\{\tilde{X}^n_{(j)} = \tilde{x}^n\}
= \frac{1}{(\frac{n}{w})} P\{\text{wt}(\tilde{X}^n_{(j)}) = w\} = \frac{1}{(\frac{n}{w})} P\{W_2 = w\}.
\]
Hence,
\[
\frac{1}{2} \sum_{x^n} \left| P\{X^n_{(j)} = x^n\} - \alpha^{\text{wt}(x^n)} (1 - \alpha)^{n - \text{wt}(x^n)} \right|
= \frac{1}{2} \sum_{x^n} \left| P\{W_2 = \text{wt}(x^n)\} - \alpha^{\text{wt}(x^n)} (1 - \alpha)^{n - \text{wt}(x^n)} \right|
= \frac{1}{2} \sum_{w=0}^n \left| P\{W_2 = w\} - \left(\frac{n}{w}\right) \alpha^w (1 - \alpha)^{n - w} \right|
\leq \delta,
\]
where the last step holds since \( W_2 \) satisfies condition (18).

**APPENDIX F**

**PROOF OF LEMMA 55**

Consider the encoding scheme shown in Fig. 22. Denote \( C^n_{(j)} = \phi_1(X^n_{(j)}, Z^n_{(j)}) \). Since \( X^n_{(j)} \) is i.i.d according to \( p(x) \) and \( Z^n_{(j)} \) is i.i.d Bern(1/2), and \( (\tilde{X}^n_{(j)}, Z^n_{(j)}) \) are independent, we have that
\[
\text{type} \left( C^n_{(j)}, (\tilde{X}^n_{(j)}, Z^n_{(j)}) \right)
\]
satisfies condition (22). Since \( \tilde{U}^n_{(j)} = C^n_{(j)} \oplus Z^n_{(j)} \), it follows using standard bounding techniques that
\[
\text{d}_{TV}(\text{type}(\tilde{X}^n_{(j)}, \tilde{U}^n_{(j)}), \text{Multinomial}(n; p_{00}, p_{01}, p_{10}, p_{11})) \leq \delta,
\]
where \( p_{ij} = p_X(\tilde{x}_i, \tilde{x}_j) \), for \( i, j \in \{0, 1\} \).

\[
\delta = \frac{1}{2} \sum_{\tilde{y}^n, \tilde{v}^n, \tilde{x}^n} \left| P\{\tilde{Y}^n = \tilde{y}^n, \tilde{V}^n = \tilde{v}^n, \tilde{X}^n = \tilde{x}^n\} - \frac{1}{2^n} \prod_{i=1}^n \tilde{p}(\tilde{y}_i, \tilde{v}_i | \tilde{x}_i) \right|
\leq \frac{1}{2} \sum_{\tilde{y}^n, \tilde{v}^n, \tilde{x}^n} \left| P\{\tilde{Y}^n = \tilde{y}^n, \tilde{V}^n = \tilde{v}^n, \tilde{U}^n = \tilde{u}^n\} - \frac{1}{2^n} \prod_{i=1}^n p_{X,Y}(\tilde{u}_i, \tilde{v}_i, \tilde{x}_i) \right|
\leq \frac{1}{2} \sum_{\tilde{y}^n, \tilde{v}^n, \tilde{u}^n} \left| P\{\tilde{Y}^n = \tilde{y}^n, \tilde{V}^n = \tilde{v}^n, \tilde{U}^n = \tilde{u}^n\} - \frac{1}{2^n} \prod_{i=1}^n p_{X,Y}(\tilde{u}_i, \tilde{v}_i) \right|
\leq \frac{1}{2} \sum_{\tilde{y}^n, \tilde{u}^n} \left| P\{\tilde{U}^n = \tilde{u}^n, \tilde{Y}^n = \tilde{y}^n\} - \prod_{i=1}^n p_{X,Y}(\tilde{u}_i, \tilde{y}_i) \right|
\overset{(a)}{\leq} \frac{1}{2} \sum_{\tilde{y}^n, \tilde{u}^n} \left| p_{X,Y}(\tilde{u}_i, \tilde{y}_i) - \frac{1}{2^n} \prod_{i=1}^n p_{X,Y}(\tilde{u}_i, \tilde{y}_i) \right|
\overset{(b)}{=} \frac{1}{2} \sum_{\tilde{y}^n, \tilde{u}^n} \left| p_{X,Y}(\tilde{u}_i, \tilde{y}_i) - \frac{1}{2^n} \prod_{i=1}^n p_{X,Y}(\tilde{u}_i, \tilde{y}_i) \right|
\leq \delta,
\]
where (a) follows from the definition of \( p_{X,Y} \) and (b) follows from the fact that \( p_{X,Y} \) is a probability function.
Now, let \((x^n, u^n)\) be a pair of sequences such that \(\text{type}(x^n, u^n) = t\), where \(t \triangleq (t_{00}, t_{01}, t_{10}, t_{11})\) such that \(\sum_{i,j} t_{ij} = n\). Then, we have that
\[
q(x^n, u^n) = \sum_{\stackrel{(\bar{x}_n, \bar{u}_n);}{\text{type}(\bar{x}_n, \bar{u}_n): t}} p(\Gamma(\bar{x}_n) = x^n, \Gamma(\bar{u}_n) = u^n) \cdot p(\bar{X}^n_{(j)} = \bar{x}_n, \bar{U}^n_{(j)} = \bar{u}_n)
\]
\[
= \sum_{\stackrel{(\bar{x}_n, \bar{u}_n);}{\text{type}(\bar{x}_n, \bar{u}_n): t}} \frac{n!}{t!t_{01}!t_{10}!t_{11}!} p(\bar{X}^n_{(j)} = \bar{x}_n, \bar{U}^n_{(j)} = \bar{u}_n)
\]
Lemma 55 then follows from the sequence shown in the equation at the bottom of the page, where the last inequality holds from (27).

**APPENDIX G**

**CODING FOR MULTIPLE ACCESS CHANNELS**

In this appendix, we describe a coding scheme for the multiple access channel that uses two asymmetric channel codes, along with a successive cancellation decoder. The coding scheme can achieve a corner point in the optimal rate region of the multiple access channel, provided that the constituent asymmetric channel codes are rate-optimal.

**A. Problem Statement**

We consider a two-user multiple access channel \(p(y | x_1, x_2)\) with binary input alphabets \(X_1 = X_2 = \{0, 1\}\) and an arbitrary output alphabet \(Y\) [4, Chapter 4]. An \((R_1, R_2, n)\) code for this channel consists of encoders \(g_j : \{0^n, 1^n\} \rightarrow X^n_j\) that map each message \(M_j\) to a channel input sequence \(X^n_j\) for \(j = 1, 2\), and a decoder \(\psi : Y^n \rightarrow \{0^n, 1^n\} \times \{0^n, 1^n\}\) that assigns message estimates \((\hat{M}_1, \hat{M}_2)\) to each received sequence \(Y^n\). The average probability of error of the code is \(\epsilon = \mathbb{P}\left\{\hat{M}_1 \neq M_1 \cup \hat{M}_2 \neq M_2\right\}\). It is well-known that a rate pair \((R_1, R_2)\) is achievable if
\[
R_1 < I(X_1; Y | X_2),
R_2 < I(X_2; Y | X_1),
R_1 + R_2 < I(X_1, X_2; Y),
\]
for some pmf \(p(x_1)p(x_2)\) [47], [64], [65].

**B. Coding Scheme**

Let \(p(x_1)\) and \(p(x_2)\) be some desired input pmf’s. The coding scheme for the multiple access channel uses the following two Lego bricks.

**Lego Brick 57** (Asym → MAC): an \((R_1, n)\) asymmetric channel code \((g_1, \psi_1)\) for the channel
\[
p(y | x_1) = \sum_{x_2} p(x_2)p(y | x_1, x_2),
\]
which targets an input distribution \(p(x_1)\), such that, for \(M_1 \sim \text{Unif}[\{0^n, 1^n\}]\), the channel input \(X^n_1 = g_1(M_1)\) satisfies
\[
\frac{1}{n} \sum_{i=1}^n p(x_1) - \sum_{i=1}^n p(x_1_i) \leq \delta_1,
\]
for some \(\delta_1 > 0\). Let \(\epsilon_1\) be the average probability of error of the asymmetric channel code when the channel input distribution is i.i.d. according to \(p(x_1)\).

**Lego Brick 58** (Asym → MAC): an \((R_2, n)\) asymmetric channel code \((g_2, \psi_2)\) for the channel
\[
p(y, x_1 | x_2) = p(x_1)p(y | x_1, x_2),
\]
which targets an input distribution \(p(x_2)\), such that, for \(M_2 \sim \text{Unif}[\{0^n, 1^n\}]\), the channel input \(X^n_2 = g_2(M_2)\) satisfies
\[
\frac{1}{n} \sum_{i=1}^n p(x_2) - \prod_{i=1}^n p(x_2_i) \leq \delta_2,
\]
for some \(\delta_2 > 0\). Let \(\epsilon_2\) be the average probability of error of the asymmetric channel code when the channel input distribution is i.i.d. according to \(p(x_2)\).

**Remark 59**: Each of the asymmetric channel codes can be constructed starting from a point-to-point channel code and a Slepian–Wolf code, as described in Section V-D.

Fig. 24 shows the block diagram of the coding scheme. Inspired by Slepian and Wolf’s random coding scheme for the multiple access channel [65], the two asymmetric channel encoders are used to target the desired joint pmf’s \(p(x_1)\) and \(p(x_2)\) at the encoder side, and the decoder recovers estimates of the messages sequentially, as per successive cancellation.
decoding. It can be shown that the average probability of error of the coding scheme can be bounded as

\[ P \left\{ \{ \tilde{M}_1 \neq M_1 \} \cup \{ \tilde{M}_2 \neq M_2 \} \right\} \leq \epsilon_1 + \epsilon_2 + \delta_1 + \delta_2. \]

**Remark 60:** If the rate of the first asymmetric channel code is \( R_1 = I(X_1; Y) - \gamma_1 \) for some \( \gamma_1 > 0 \), and the rate of the second asymmetric channel code is \( R_2 = I(X_2; Y) - \gamma_2 \) for some \( \gamma_2 > 0 \), then the coding scheme attains the rate pair

\[ (R_1, R_2) = (I(X_1; Y) - \gamma_1, I(X_2; Y | X_1) - \gamma_2). \]

Note that the rate pair \((I(X_1; Y), I(X_2; Y | X_1))\) is a corner point of the optimal rate region (28) of the multiple access channel. By reversing the decoding order and appropriately modifying the channels that the two asymmetric access codes are designed for, another corner point of the rate region can be achieved.

**Remark 61:** A similar coding scheme can be constructed for the \( K \)-user multiple access channel using \( K \) asymmetric channel codes, where the decoder successively decodes the user messages.

### APPENDIX H

**Marton Coding for Broadcast Channels**

In this part, we construct a Marton coding scheme for a discrete memoryless broadcast channel starting from an asymmetric channel code and a Gelfand–Pinsker code. When the constituent codes are rate-optimal, the coding scheme can achieve a corner point in the achievable rate region of Marton coding.

#### A. Problem Statement

We consider a broadcast channel \( p(y^n_1 | x^K) \) with \( K \) users and \( K \) transmit antennas with a binary input alphabet \( \mathcal{X} = \{0, 1\} \) and output alphabets \( \mathcal{Y}_1, \ldots, \mathcal{Y}_K \) [4, Chapter 8]. An \((R_1, \ldots, R_K, n)\) code \((g, \psi_1, \ldots, \psi_K)\) for this channel consists of an encoder \( g : [2^{nR_1}] \times \cdots \times [2^{nR_K}] \to \mathcal{X}^K \) that maps each message tuple \((M_1, \ldots, M_K)\) to \( K \) input sequences \((X_1^n, \ldots, X_K^n)\), and decoders \( \psi_j : \mathcal{Y}^n_j \to [2^{nR_j}] \), for \( j \in [K] \), that assign message estimates \( \hat{M}_j \) to each received sequence \( Y^n_j \). The average probability of error of the code is

\[ \epsilon = P \left\{ \hat{M}_j \neq M_j \text{ for some } j \in [K] \right\}. \]

For an input distribution \( p(x_1, \ldots, x_K) \), the achievable rate region of Marton’s coding scheme is the set of rate tuples \((R_1, \ldots, R_K)\) such that

\[ R(S) < \sum_{j \in S} I(X_j; Y_j) - I^*(X_S), \]

for all \( S \subseteq [K] \), where \( R(S) = \sum_{j \in S} R_j \), \( X_S = (X_j : j \in S) \), and

\[ I^*(X_S) = \sum_{j \in S} I(X_j; X_{[S]-1 \cap S}). \]  

(31)

For example, for \( K = 2 \) and an input distribution \( p(x_1, x_2) \), the achievable rate region is the set of rate pairs \((R_1, R_2)\) such that

\[ R_1 < I(X_1; Y_1), \]

\[ R_2 < I(X_2; Y_2), \]

\[ R_1 + R_2 < I(X_1; Y_1) + I(X_2; Y_2) - I(X_1; X_2). \]  

(32)

#### B. Coding Scheme

We consider a two-user binary-input broadcast channel \( p(y_1, y_2 | x_1, x_2) \) with two transmit antennas. The proposed Marton coding scheme targets an input distribution \( p(x_1, x_2) \) and uses the following asymmetric channel code and Gelfand–Pinsker code as its constituent Lego bricks.

**Lego Brick 62 (Asym → Marton):** an \((R_1, n)\) asymmetric channel code \((g_1, \psi_1)\) for the channel

\[ p(y_1 | x_1) = \sum_{y_2 \in 2^{nR_2}} p(x_2 | x_1) p(y_1, y_2 | x_1, x_2), \]

which targets an input distribution \( p(x_1) \), such that, for \( M_1 \sim \text{Unif}(2^{nR_1}) \), the channel input \( X_1^n = g_1(M_1) \) satisfies

\[ \frac{1}{2} \sum_{x_1^n \in 2^{nR_1}} \left| P \{ X_1^n = x_1^n \} - \prod_{i=1}^n p(x_{1i}) \right| \leq \delta_1, \]

(33)

for some \( \delta_1 > 0 \). Let \( \epsilon_1 \) be the average probability of error of the asymmetric channel code when the channel input distribution is i.i.d. according to \( p(x_1) \).

**Lego Brick 63 (GP → Marton):** an \((R_2, n)\) code \((g_2, \psi_2)\) for the Gelfand–Pinsker problem defined by

\[ p(x_1 | y_1) = \sum_{y_2 \in 2^{nR_2}} p(y_2 | x_1) p(y_1, y_2 | x_1, x_2), \]

which targets a conditional distribution \( p(x_2 | x_1) \), such that, when \( M_2 \sim \text{Unif}(2^{nR_2}) \) and \( X_2^n \) is i.i.d. \( p(x_1) \) sequence, the channel input \( X_2^n = g_2(M_2, X_2^n) \) satisfies

\[ \frac{1}{2} \sum_{x_1^n \in 2^{nR_1}, x_2^n \in 2^{nR_2}} \left| P \{ X_1^n = x_1^n, X_2^n = x_2^n \} - \prod_{i=1}^n p(x_{1i}, x_{2i}) \right| \leq \delta_2, \]

(34)

for some \( \delta_2 > 0 \). Let \( \epsilon_2 \) be the average probability of error of the Gelfand–Pinsker code when the conditional distribution of the channel input given the channel state is i.i.d. according to \( p(x_2 | x_1) \).

Fig. 25 shows the block diagram of the Marton coding scheme for the broadcast channel. The main idea is to view the sequence that is encoded by the asymmetric channel code as a state sequence to the Gelfand–Pinsker encoder. From conditions (33) and (34), it follows from standard arguments that

\[ \frac{1}{2} \sum_{x_1^n \in 2^{nR_1}, x_2^n \in 2^{nR_2}} \left| P \{ X_1^n = x_1^n, X_2^n = x_2^n \} - \prod_{i=1}^n p(x_{1i}, x_{2i}) \right| \leq \delta_1 + \delta_2, \]

which says that the channel input distribution is \((\delta_1 + \delta_2)\)-away in total variation distance from the desired target distribution. The average probability of error of the coding scheme can be bounded as

\[ P \left\{ \{ \tilde{M}_1 \neq M_1 \} \cup \{ \tilde{M}_2 \neq M_2 \} \right\} \leq \delta_1 + \delta_2 + \epsilon_1 + \epsilon_2, \]

which follows by a similar analysis as in Section V.
Gelfand–Pinsker code is

\[ R \]

Fig. 25. Marton coding for the two-user broadcast channel using an asymmetric channel code and a Gelfand–Pinsker code.

Remark 64: If the rate of the asymmetric channel code is \( R_1 = I(X_1; Y_1) - \gamma_1 \) for some \( \gamma_1 > 0 \), and the rate of the Gelfand–Pinsker code is \( R_2 = I(X_2; Y_2) - I(X_1; X_2) - \gamma_2 \) for some \( \gamma_2 > 0 \), it follows that the Marton coding scheme achieves the rate pair

\[ (R_1, R_2) = (I(X_1; Y_1) - \gamma_1, I(X_2; Y_2) - I(X_1; X_2) - \gamma_2) \]

Note that the rate pair \( (I(X_1; Y_1), I(X_2; Y_2) - I(X_1; X_2)) \) is a corner point of Marton’s rate region for the broadcast channel. If the encoding order is reversed (i.e., \( X^n \) is encoded using an asymmetric channel code and used as a state sequence to encode \( M_1 \)), another corner point of the rate region can be achieved.

Remark 65: A similar coding scheme can be constructed for the \( K \)-user broadcast channel with \( K \) transmit antennas using one asymmetric channel code and \( K-1 \) Gelfand–Pinsker codes, where the encoder successively encodes the user messages.

C. Simulation Results

Now, we verify the practicality of the Marton coding scheme through simulations. We use polar codes with successive cancellation decoding as the constituent point-to-point channel codes. We consider a two-user Gaussian broadcast channel with two transmit antennas and a single receive antenna for each user. The channel can be modeled by the following input-output relations:

\[
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix} = H_{ch} W \begin{bmatrix}
X_1 \\
X_2
\end{bmatrix} + \begin{bmatrix}
Z_1 \\
Z_2
\end{bmatrix},
\]

where \( H_{ch} = \begin{bmatrix} 1 & g \\ g & 1 \end{bmatrix} \) is the channel gain matrix with \( g = 0.9 \), \( W \) is a \( 2 \times 2 \) precoding matrix used by the transmitter (if needed), \( X_1 \in \{ \pm 1 \} \) and \( X_2 \in \{ \pm 1 \} \) are BPSK-modulated signals corresponding to the channel input codewords (i.e., bit 0 is mapped to +1 and bit 1 is mapped to −1), \( Z_1, Z_2 \sim \mathcal{N}(0, I) \) is a vector of independent Gaussian noise components (\( I \) is the \( 2 \times 2 \) identity matrix), and \( Y_1 \) and \( Y_2 \) are the channel outputs at the users’ side. The transmitter wishes to send messages to the users at an overall sum-rate \( R_{\text{sum}} \), while being subject to a sum-power constraint \( P \) such that

\[
E \left[ \left\| W \begin{bmatrix} X_1 \\
X_2 
\end{bmatrix} \right\|^2 \right] \leq P.
\] (36)

For a given input distribution \( p(x_1, x_2) \) and a precoding matrix \( W \) satisfying the power constraint (36), the maximum achievable sum-rate of the Marton coding scheme can be expressed as

\[
C_{\text{sum}}(p(x_1, x_2), W) \triangleq I(X_1; Y_1) + I(X_2; Y_2) - I(X_1; X_2).
\] (37)

The following coding strategies for the broadcast channel will be compared.

- “Marton coding with optimal precoding"\footnote{Marton coding over the Gaussian broadcast channel is often seen as an instance of “dirty paper coding” \cite{27}. However, note that the channel input is binary in our case.}: corresponds to the proposed coding scheme that targets the channel input distribution \( p_{\text{marton, opt}}(x_1, x_2) \) and precoding matrix \( W^*_{\text{marton, opt}} \) that maximize \( C_{\text{sum}} \), while satisfying the power constraint (36).
- “Marton coding without precoding”: corresponds to the proposed coding scheme that targets the channel input distribution \( p_{\text{marton}}(x_1, x_2) \) that maximizes \( C_{\text{sum}} \), while setting the precoding matrix to \( W = \sqrt{\frac{P}{2}} I \).
- “Symmetric coding with optimal precoding”: corresponds to the strategy that sets the precoding matrix to \( W^*_{\text{sym, opt}} \) that maximizes \( C_{\text{sum}} \), while setting the input distribution to the i.i.d. Bern(1/2) distribution (i.e., the two messages are encoded independently using two separate point-to-point channel codes, and the correlation between the
two transmitted signals is attributed only to the linear precoder).

- “Symmetric coding without precoding”: corresponds to the strategy that encodes the two messages independently using two separate point-to-point channel codes, while setting the precoding matrix to \( W = \sqrt{\frac{P}{2}} I \).
- “Minimum mean-square error (MMSE) precoding”: corresponds to the strategy that encodes the two messages independently using two separate point-to-point channel codes, while applying the MMSE precoding matrix \( W_{\text{MMSE}} = \lambda (H_{\text{ch}}^T H_{\text{ch}} + \frac{P}{2} I)^{-1} H_{\text{ch}}^T \) at the transmitter side, where \( K = 2 \) is the number of users and \( \lambda \) is a constant to satisfy the power constraint (36). The MMSE precoding matrix is sometimes referred to as the “transmit Wiener filter” [66].
- “Zero-forcing precoding”: corresponds to the strategy that encodes the two messages independently using two separate point-to-point channel codes, while applying the zero-forcing precoding matrix \( W_{\text{ZF}} = \lambda H_{\text{ch}}^{-1} \) at the transmitter side, where \( \lambda \) is a constant to satisfy the power constraint (36). Such a strategy suppresses the interference in the channel.
- “Time division”: corresponds to the strategy that serves only a single user of the channel. That is, a single message is encoded using a point-to-point channel code, and the same codeword is transmitted across both antennas. The power allocation between the two transmit antennas is done so as to optimize the received signal-to-noise ratio. This is done by setting the precoding matrix to

\[
W_{\text{time-division}} = \begin{bmatrix} \sqrt{\lambda_1} & 0 \\ 0 & \sqrt{\lambda_2} \end{bmatrix},
\]

where \( (\lambda_1, \lambda_2) \) is the solution of

\[
\begin{cases}
\maximize & (\sqrt{\lambda_1} + g\sqrt{\lambda_2})^2 \\
\text{subject to} & \lambda_1 + \lambda_2 = P, \\
& \lambda_1 \geq 0, \lambda_2 \geq 0.
\end{cases}
\]

Before simulating the proposed Marton coding scheme, we first plot the maximum achievable sum-rate \( C_{\text{sum}} \) given in equation (37) for the different coding strategies. For the coding strategies that optimize over the channel input distribution and/or the precoding matrix, we use particle swarm optimization [67], [68] as an efficient heuristic method to perform the optimization. Fig. 26 shows the plot of \( C_{\text{sum}} \) as a function of the sum-power constraint \( P \) for the different coding strategies over the two-user Gaussian broadcast channel model given by (35). Clearly, Marton coding with optimal precoding can achieve strictly larger sum-rates asymptotically compared to the other coding strategies. When no precoding is employed, Marton coding can still achieve significantly larger sum-rates compared to common linear precoding strategies used in practice such as MMSE precoding and zero-forcing precoding. This demonstrates the significance of stochastically shaping the channel input signals over the broadcast channel and motivates our Lego-brick design of a realizable Marton coding scheme using commercial off-the-shelf codes. Such an observation has been previously noted in the literature (e.g., [69], [70]).

Next, we simulate the different coding strategies over the Gaussian broadcast channel model using polar codes with successive cancellation decoding as the constituent point-to-point channel codes. The coding strategies are compared for the same block length \( n = 1024 \) and sum-rate \( R_{\text{sum}} = 1 \). Recall that each of the asymmetric channel code and the Gelfand–Pinkser code can be implemented using a pair of point-to-point channel codes, as described in Section V. It follows that four polar codes are needed to implement the Marton coding scheme. Let \((R_{11}, R_{12}, R_{21}, R_{22})\) be the rates of the polar codes, where \((R_{11}, R_{12})\) are the rates of the two polar codes needed to construct the asymmetric channel code and \((R_{21}, R_{22})\) are the rates of the two polar codes needed to construct the Gelfand–Pinkser code. The rates \((R_{11}, R_{12}, R_{21}, R_{22})\) are chosen “close” to their theoretical limits (see Remarks 35 and 40). More precisely, for the Marton coding scheme, we set

\[
R_{11} = 1 - H(X_1 | Y_1) - \gamma,
\]

\[
R_{12} = 1 - H(X_1),
\]

\[
R_{21} = 1 - H(X_2 | Y_2) - \gamma,
\]

\[
R_{22} = 1 - H(X_2 | X_1),
\]

(38)

where \( \gamma > 0 \) is a “back-off” parameter from the theoretical limit, which allows for a reasonable error probability.\(^9\) Note that the sum-rate attained by the coding scheme is equal to

\[
R_{11} - R_{12} + R_{21} - R_{22} = I(X_1; Y_1) + I(X_2; Y_2) - I(X_1; X_2) - 2\gamma.
\]

Hence, in order to guarantee that this sum-rate is equal to \( R_{\text{sum}} \), we consider the power level \( P^* \) at which

\(^9\)Note that the back-off parameter is only used for \( R_{11} \) and \( R_{21} \) since these rates correspond to the polar codes that are used for error correction. In contrast, our simulations show that the polar codes used for shaping perform pretty well, even at rates that are extremely close to the theoretical limit; hence, no back-off is needed for \( R_{12} \) and \( R_{22} \).
the Berger–Tung rate region. For distributed lossy compression starting from a lossy source code and a Wyner–Ziv code. When the constituent codes are considered in this part can be implemented as instances of the proposed Marton coding scheme (Fig. 25) for particular choices of the rates \( R_{11}, R_{12}, R_{21}, R_{22} \), the target channel input distribution \( p(x_1, x_2) \) and the precoding matrix \( W \).

**Appendix I**

**Berger–Tung Coding for Distributed Lossy Compression**

In this section, we describe a Berger–Tung coding scheme for distributed lossy compression starting from a lossy source code and a Wyner–Ziv code. When the constituent codes are rate-optimal, the coding scheme can achieve a corner point in the Berger–Tung rate region.

APPENDIX I  

**Berger–Tung Coding for Distributed Lossy Compression**

In this section, we describe a Berger–Tung coding scheme for distributed lossy compression starting from a lossy source code and a Wyner–Ziv code. When the constituent codes are considered in this part can be implemented as instances of the proposed Marton coding scheme (Fig. 25) for particular choices of the rates \( R_{11}, R_{12}, R_{21}, R_{22} \), the target channel input distribution \( p(x_1, x_2) \) and the precoding matrix \( W \).

\[ C_{\text{sum}} = R_{\text{sum}} + 2\gamma. \]

For example, for the Marton coding strategy with optimal precoding, the target distribution \( p_{\text{marton, opt}}(x_1, x_2) \) and the precoding matrix \( W_{\text{marton, opt}} \) are chosen to be the maximizers of \( C_{\text{sum}} \), when the sum-power constraint is \( P^{*} \). A similar approach is taken to find the target distribution \( p_{\text{marton}}(x_1, x_2) \) and the precoding matrix \( W_{\text{sym, opt}} \) for the same sum-rate \( R_{\text{sum}} \). In our simulations over the broadcast channel, we used \( \gamma = 1/16 \). For more details about the simulation setup, our code is available on GitHub [63].

The simulation results are shown in Fig. 27. Clearly, the Marton coding scheme with optimal precoding can achieve improved block error rate performance compared to the other coding strategies. Even when no precoding is used, the Marton coding scheme can achieve better performance compared to common coding strategies often employed in practice, such as time division, MMSE precoding and zero-forcing precoding.

**Remark 66:** Note that all the coding strategies that are considered in this part can be implemented as instances of the proposed Marton coding scheme (Fig. 25) for particular choices of the rates \( R_{11}, R_{12}, R_{21}, R_{22} \), the target channel input distribution \( p(x_1, x_2) \) and the precoding matrix \( W \).

**A. Problem Statement**

We consider the problem of distributed lossy compression of two binary sources that generate two jointly i.i.d. binary source sequences \( X_1^n \) and \( X_2^n \) such that \((X_1^n, X_2^n) \sim p(x_1, x_2)\) [4, Chapter 12]. The goal is to efficiently represent the two sequences using two separate encoders to a decoder that wishes to reconstruct the sequences with some distortion levels \( D_1 \) and \( D_2 \). More specifically, an \((R_1, R_2, n)\) code for the distributed lossy compression problem consists of encoders \( g_j : \{0,1\}^n \rightarrow \mathcal{X}_j^n \) that assign an index \( M_j \) to the source sequence \( X_j^n \) for \( j = 1, 2 \), and a decoder \( \psi : \mathcal{X}_1^n \times \mathcal{X}_2^n \rightarrow \{0,1\}^{2n} \) that assigns a pair of estimates \((\hat{X}_1^n, \hat{X}_2^n)\) to each index pair \((M_1, M_2)\). A rate-distortion quadruple \((R_1, R_2, D_1, D_2)\) is said to be achievable if there exists a sequence of \((R_1, R_2, n)\) codes such that

\[
\limsup_{n \to \infty} \frac{1}{n} \mathbb{E}[d_H(\hat{X}_j^n, X_j^n)] \leq D_j, \quad j = 1, 2,
\]

where \( d_H(., .) \) denotes the Hamming distance metric. Berger [48] and Tung [71] showed that a rate pair \((R_1, R_2)\) is achievable for the distributed lossy compression problem with distortion pair \((D_1, D_2)\) if

\[
R_1 > I(X_1; \hat{X}_1 | \hat{X}_2),
\]

\[
R_2 > I(X_2; \hat{X}_2 | \hat{X}_1),
\]

\[
R_1 + R_2 > I(X_1, X_2; \hat{X}_1, \hat{X}_2)
\]

for some conditional pmf \( p(\hat{x}_1 | x_1)p(\hat{x}_2 | x_2) \) such that \( \mathbb{E}[d_H(X_j, \hat{X}_j)] \leq D_j, \ j = 1, 2 \).

**B. Coding Scheme**

Consider two conditional pmf’s \( p(\hat{x}_1 | x_1) \) and \( p(\hat{x}_2 | x_2) \) such that \( \mathbb{E}[d_H(X_j, \hat{X}_j)] \leq D_j, \ j = 1, 2 \). This completely specifies the source-reconstruction joint distribution as

\[
p(x_1, x_2, \hat{x}_1, \hat{x}_2) = p(x_1, x_2)p(\hat{x}_1 | x_1)p(\hat{x}_2 | x_2).
\]

The coding scheme for distributed lossy compression uses a lossy source code and a Wyner–Ziv code that target the desired conditional pmf’s, as described in the following Lego-brick definitions.

**Lego Brick 67 (Lossy → BT):** an \((R_1, n)\) lossy source code \((g_1, \psi_1)\) for a \(p(x_1)\)-source that targets a conditional distribution \( p(\hat{x}_1 | x_1) \) s.t. for \( X_1^n \overset{\text{iid}}{\sim} p(x_1) \) and \( \hat{X}_1^n = \psi_1(g_1(X_1^n)) \), we have

\[
\frac{1}{2} \sum_{x_1^n, \hat{x}_1^n} \mathbb{P} \left[ X_1^n = x_1^n, \hat{X}_1^n = \hat{x}_1^n \right] - \frac{1}{n} \sum_{i=1}^{n} p(x_{1i})p(\hat{x}_{1i} | x_{1i}) \leq \delta_1
\]

for some \( \delta_1 > 0 \).

**Lego Brick 68 (WZ → BT):** an \((R_2, n)\) Wyner–Ziv code \((g_2, \psi_2)\) for a \(p(x_2, \hat{x}_2)\)-source that targets a conditional distribution \( p(\hat{x}_2 | x_2) \) s.t. for \( X_2^n, \hat{X}_2^n \overset{\text{iid}}{\sim} p(x_2, \hat{x}_2) \) and \( \hat{X}_2^n = \psi_2(g_2(X_2^n), \hat{X}_2^n) \), we have

\[
\frac{1}{2} \sum_{x_2^n, \hat{x}_2^n} \mathbb{P} \left[ X_2^n = x_2^n, \hat{X}_2^n = \hat{x}_2^n \right] - \frac{1}{n} \sum_{i=1}^{n} p(x_{2i})p(\hat{x}_{2i} | x_{2i}) \leq \delta_2
\]

for some \( \delta_2 > 0 \).
Remark 69: Note that a lossy source code satisfying condition (40) can be constructed starting from a point-to-point channel code and a lossless source code, as described in Section IV-C. Also, a Wyner-Ziv code satisfying condition (41) can be constructed starting from a point-to-point channel code and a Slepian–Wolf code, as described in Section IV-E.

Fig. 28 shows the block diagram of a distributed lossy compression code that uses the aforementioned Lego blocks. Similar to the distortion analysis in Section IV-C, it can be shown using conditions (40) and (41) that the average distortions of the Berger-Tung coding scheme can be bounded as

\[
\frac{1}{n} \mathbb{E}[d_H(X^n, \hat{X}^n)] \leq D_1 + \delta_1,
\]

\[
\frac{1}{n} \mathbb{E}[d_H(X^n, \hat{X}'^n)] \leq D_2 + \delta_1 + \delta_2.
\]

Remark 70: If the rate of the lossy source code is \( R_1 = I(X_1; \hat{X}_1) + \gamma_1 \) for some \( \gamma_1 \geq 0 \), and the rate of the Wyner-Ziv code is \( R_2 = I(X_2; \hat{X}_2 | \hat{X}_1) + \gamma_2 \) for some \( \gamma_2 > 0 \), then the coding scheme can achieve the rate pair \((R_1, R_2) = (I(X_1; \hat{X}_1) + \gamma_1, I(X_2; \hat{X}_2 | \hat{X}_1) + \gamma_2)\).

Note that \( I(X_1; \hat{X}_1), I(X_2; \hat{X}_2 | \hat{X}_1) \) is a corner point of the rate-distortion region given in (39).

Remark 71: A similar coding scheme can be constructed for a distributed compression problem with \( L \) sources using one lossy source code and \( L-1 \) Wyner-Ziv codes, where the decoder successively decodes the source sequences.

APPENDIX J
MULTIPLE DESCRIPTION CODING

In this appendix, we describe a coding scheme for the multiple description coding problem starting from two lossy source codes and one Wyner-Ziv code. For illustrative purposes, each of the lossy source codes and Wyner-Ziv code will be described using their constituent codes, as described in previous sections. Therefore, we will construct a multiple description coding scheme starting from three point-to-point channel codes, two lossless source codes and a Slepian-Wolf code. Provided that these constituent codes are rate-optimal, the coding scheme can achieve a corner point of the El Gamal-Cover rate-distortion region for the multiple description coding problem.

A. Problem Statement

Consider a binary source sequence \( X^n \) iid \( \sim \text{Bern}(\theta) \) to be encoded through two descriptions such that each description by itself can be used to reconstruct the source with some distortions \( D_1 \) and \( D_2 \), and the two descriptions together can be used to reconstruct the source with a lower distortion \( D_0 \) [4, Chapter 13], as depicted in Fig. 29. The goal is to characterize the optimal tradeoff between the description rate pair \((R_1, R_2)\) and the distortion triple \((D_0, D_1, D_2)\). An \((R_1, R_2, n)\) multiple description code consists of an encoder \( g : \{0,1\}^n \rightarrow [2^nR_1] \times [2^nR_2] \) that assigns two indices \( M_1 \) and \( M_2 \) to the source sequence \( X^n \), and three decoders \( \psi_j \), for \( j = 0, 1, 2 \), such that \( \psi_0 \) assigns an estimate \( \hat{X}_0^n \) to the index \( M_1 \), \( \psi_2 \) assigns an estimate \( \hat{X}_2^n \) to the index \( M_2 \), and \( \psi_1 \) assigns an estimate \( \hat{X}_1^n \) to the index pair \((M_1, M_2)\). A rate-distortion quintuple \((R_1, R_2, D_0, D_1, D_2)\) is achievable if there exists a sequence of \((R_1, R_2, n)\) codes such that

\[
\limsup_{n \rightarrow \infty} \frac{1}{n} \mathbb{E}[d_H(X^n, \hat{X}^n)] \leq D_j \quad j = 0, 1, 2,
\]

where \( d_H(\cdot, \cdot) \) denotes the Hamming distance metric. El Gamal and Cover [72] showed that a rate pair \((R_1, R_2)\) is achievable with distortions \((D_0, D_1, D_2)\) if

\[
R_1 > I(X; \hat{X}_1)
\]

\[
R_2 > I(X; \hat{X}_2)
\]

\[
R_1 + R_2 > I(X; \hat{X}_0, \hat{X}_1, \hat{X}_2) + I(\hat{X}_1; \hat{X}_2)
\]

(42)

for some conditional pmf \( p(\hat{x}_0, \hat{x}_1, \hat{x}_2 | x) \) such that \( \mathbb{E}[d_H(X, \hat{X}_j)] \leq D_j \), \( j = 0, 1, 2 \).

B. Coding Scheme

Let \( p(x_0, \hat{x}_1, \hat{x}_2 | x) \) be some desired conditional pmf that satisfies \( \mathbb{E}[d_H(X, \hat{X}_j)] \leq D_j \), for each \( j = 0, 1, 2 \). Therefore, the source-reconstruction joint distribution can be written as

\[
p(x, \hat{x}_0, \hat{x}_1, \hat{x}_2) = p(x)p(\hat{x}_0, \hat{x}_1, \hat{x}_2 | x).
\]

The coding scheme for the multiple description coding problem can be constructed starting from the following Lego bricks.

Lego Brick 72 (P2P \( \rightarrow \) MDC): a \((k_{11}, n)\) linear point-to-point channel code \((H_{11}, \phi_{11})\) with codebook \( C_{11} \) for the channel

\[
\tilde{p}_1(x, v | \hat{x}_2) = p_{X, \hat{X}_1}(x, \hat{x}_1 \oplus v).
\]

(43)

Let \( \delta_1 \) denote the shaping distance of the code \((H_{11}, \phi_{11})\) with respect to the channel \( \tilde{p}_1 \).
Lego Brick 73 (Lossless $\rightarrow$ MDC): an $(n-k_{12}, n)$ lossless source code $(H_{12}, \phi_{12})$ for a Bern$(p_{X} (1))$ source with codebook $C_{12}$ and average probability of error $\epsilon_{1}$. We further assume that $C_{12} \subseteq C_{11}$.

Lego Brick 74 (P2P $\rightarrow$ MDC): a $(k_{21}, n)$ linear point-to-point channel code $(H_{21}, \phi_{21})$ with codebook $C_{21}$ for the channel

$$p_{2}(x, \hat{x}_{1}, v | \hat{x}_{2}) = p_{X,\hat{X}_{1},\hat{X}_{2}}(x, \hat{x}_{1}, \hat{x}_{2} + v). \quad (44)$$

Let $\delta_{2}$ denote the shaping distance of the channel $(H_{21}, \phi_{21})$ with respect to the channel $p_{2}$.

Lego Brick 75 (Lossless $\rightarrow$ MDC): an $(n-k_{22}, n)$ lossless source code $(H_{22}, \phi_{22})$ for a Bern$(p_{X} (1))$ source with codebook $C_{22}$ and average probability of error $\epsilon_{2}$. We further assume that $C_{22} \subseteq C_{21}$.

Lego Brick 76 (P2P $\rightarrow$ MDC): a $(k_{01}, n)$ linear point-to-point channel code $(H_{01}, \phi_{31})$ with codebook $C_{01}$ for the channel

$$p_{0}(x, \hat{x}_{1}, v | \hat{x}_{0}) = p_{X,\hat{X}_{1},\hat{X}_{0}}(x, \hat{x}_{1}, \hat{x}_{2} + v). \quad (45)$$

Let $\delta_{0}$ denote the shaping distance of the channel $(H_{01}, \phi_{01})$ with respect to the channel $p_{0}$.

Lego Brick 77 (SW $\rightarrow$ MDC): an $(n-k_{02}, n)$ Slepian–Wolf code $(H_{02}, \phi_{02})$ for the problem $p(\hat{x}_{0}, (\hat{x}_{1}, \hat{x}_{2}))$ with codebook $C_{02}$ and average probability of error $\epsilon_{0}$. We further assume that $C_{02} \subseteq C_{01}$.

Remark 78: Due to nestedness, we will assume, without loss of generality, that $H_{j1}$ is a submatrix of $H_{j2}$ for each $j = 0, 1, 2$, i.e., $H_{j2} = [H_{j1} \; Q_{j}]$ for some $(k_{j1} - k_{j2}) \times n$ matrix $Q_{j}$.

Remark 79: The point-to-point channels $\tilde{p}_{1}, \tilde{p}_{2}$ and $\tilde{p}_{0}$ are the symmetrized channels corresponding to the joint distributions $p(\hat{x}_{1}, x)$, $p(\hat{x}_{2}, (\hat{x}_{1}, x))$ and $p(\hat{x}_{0}, (\hat{x}_{1}, \hat{x}_{2}, x))$, respectively.

Fig. 30 and Fig. 31 show the block diagrams of the encoder and decoder of the multiple description code, respectively, where $(V_{0}^{n}, V_{1}^{n}, V_{2}^{n})$ are i.i.d. Bern$(1/2)$ random dithers such that $V_{1}^{n}$ is shared with decoder 1, $V_{2}^{n}$ is shared with decoder 2, and all three random dithers are shared with decoder 0. Similar to lossy source coding, the basic idea of the coding scheme is to generate three sequences $(U_{0}^{n}, U_{1}^{n}, U_{2}^{n})$ whose distribution is “close” to the i.i.d. $p(\hat{x}_{0}, \hat{x}_{1}, \hat{x}_{2})$ distribution, and then perform lossless source compression to recover estimates of the sequences at the decoders. The construction of the sequences $(U_{0}^{n}, U_{1}^{n}, U_{2}^{n})$ is done successively at the encoder side (Fig. 30). That is, first, the sequence $U_{1}^{n}$ is generated using the decoding function $\phi_{11}$. Then, $U_{1}^{n}$ is inputted to the decoding function $\phi_{21}$ to construct the sequence $U_{2}^{n}$. Intuitively, this step attempts to generate $U_{2}^{n}$ according to the conditional distribution $p(\hat{x}_{2} | x, \hat{x}_{1})$. Similarly, $(U_{0}^{n}, U_{2}^{n})$ are inputted to the decoding function $\phi_{01}$ to construct the sequence $U_{0}^{n}$ according to the conditional distribution $p(\hat{x}_{0} | x, \hat{x}_{1}, \hat{x}_{2})$. By repeated applications of Lemma 18 and the definition of shaping distance, it follows that

$$\frac{1}{2} \sum_{u_{0}^{n},u_{1}^{n},u_{2}^{n}} \left| P\{U_{0}^{n} = u_{0}^{n}, U_{1}^{n} = u_{1}^{n}, U_{2}^{n} = u_{2}^{n}\} \right| \leq \delta_{0} + \delta_{1} + \delta_{2}.$$
to decoder 2 and decoder 0, where \( v_2^n \) is a random dither shared with decoder 2 and decoder 0, and \( v_0^n \) is a random dither shared with the decoder 0.

**Decoding:** Upon observing the index \( m_1^{k_1-1} \), decoder 1 declares the sequence \( \hat{x}_1^n = \phi_{12} \left( \begin{bmatrix} 0 \\ H_{11}v_1^n \\ m_1^{k_1-1} \end{bmatrix} \right) \) as the source estimate. Upon observing the index \( m_2^{k_2-1} \), decoder 2 declares the sequence \( \hat{x}_2^n = \phi_{22} \left( \begin{bmatrix} 0 \\ H_{21}v_2^n \\ m_2^{k_2-1} \end{bmatrix} \right) \) as the source estimate. And upon observing the index triplet \( (m_1^{k_1-1}, m_2^{k_2-1}, m_0^{k_0-1}) \), decoder 0 first computes the sequences \( \hat{x}_1^n \) and \( \hat{x}_2^n \), and declares the sequence \( \hat{x}_0^n = \phi_{02} \left( \begin{bmatrix} 0 \\ H_{01}v_0^n \\ m_0^{k_0-1} \end{bmatrix}, \hat{x}_1^n, \hat{x}_2^n \right) \) as the source estimate (recall that \( \phi_{02}(. \cdot) \) is a Slepian–Wolf decoder with side information sequences \( \hat{x}_1^n \) and \( \hat{x}_2^n \).

**Analysis of the Average Distortion:** Similar to the analysis in lossy source coding, it can be shown that the average distortions can be bounded as

\[
\frac{1}{n} E[d_H(X^n, \hat{X}_1^n)] \leq D_1 + \delta_1 + \epsilon_1 \\
\frac{1}{n} E[d_H(X^n, \hat{X}_2^n)] \leq D_2 + \delta_2 + \epsilon_2 \\
\frac{1}{n} E[d_H(X^n, \hat{X}_0^n)] \leq D_0 + \delta_0 + \delta_1 + \delta_2 + \epsilon_0 + \epsilon_1 + \epsilon_2
\]

**Rate:** The coding scheme attains the rate pair \((R_1, R_2) = (k_1/n - k_1/k_2, k_2/n - k_k_0 - k_0/n)\).

**Remark 80:** Following the discussion in Section II-C and the properties of a symmetrized channel (Remark 5), it follows that if the rates of point-to-point channel codes are

\[
k_1/n = 1 - H(\hat{X}_1 | X) + \gamma_{11}, \\
k_2/n = 1 - H(\hat{X}_2 | X, \hat{X}_1) + \gamma_{21}, \\
k_0/n = 1 - H(\hat{X}_0 | X, \hat{X}_1, \hat{X}_2) + \gamma_{01},
\]

for some \( \gamma_{11}, \gamma_{21}, \gamma_{01} > 0 \), and the rates of the two lossless source codes and Slepian–Wolf code are, respectively,

\[
n_1 - k_1/n = H(\hat{X}_1) + \gamma_{12}, \\
n_2 - k_2/n = H(\hat{X}_2) + \gamma_{22}, \\
n_0 - k_0/n = H(\hat{X}_0 | \hat{X}_1, \hat{X}_2) + \gamma_{02},
\]

for some \( \gamma_{12}, \gamma_{22}, \gamma_{02} > 0 \), then the multiple description coding scheme attains the rate pair \((R_1, R_2) = (k_1/n - k_1/k_2, k_2/n - k_2/k_0 - k_0/n)\) satisfying

\[
\sum_{k \in K} R_k < \sum_{k \in K} I(U_k; Y_k) + \sum_{l \in \mathcal{L}} C_l - I(U_k; X_{\mathcal{L}}) - I^*(U_k) - I^*(X_{\mathcal{L}}),
\]

for all \( K \subseteq \{1, 2\} \) and \( \mathcal{L} \subseteq \{1, 2\} \) and some joint distribution \( p(u_1, u_2, x_1, x_2) \), where \( I^*(\cdot) \) is as defined in (31).

**Appendix K:** **Coding for Downlink C-RAN**

In this appendix, we construct a coding scheme for the downlink of a cloud radio access network (C-RAN) [50] starting from a Marton code and two lossless source codes. When the constituent codes are rate-optimal, the coding scheme can achieve a corner point of the achievable rate region of distributed decode-forward [73], which is the best known inner bound for the downlink C-RAN problem.

**A. Problem Statement**

Consider the downlink of the C-RAN model with two users and two relays, as shown in Fig. 32. A central processor (CP) communicates with the relays through noiseless fronthaul links of finite capacities \( C_1 \) and \( C_2 \). A memoryless channel \( p(y_1, y_2 | x_1, x_2) \) is assumed between the relays and the users, with an input alphabet \( X^2 = \{0, 1\}^2 \) and output alphabet \( Y_1 \times Y_2 \). An \((R_1, R_2, n)\) code for the downlink C-RAN problem consists of an encoder \( g : [2^nR_1] \times [2^nR_2] \rightarrow [2^nC_1] \times [2^nC_2] \) at the CP that maps a message pair \((M_1, M_2)\) to a pair of indices \((S_1, S_2)\), encoders \( h_j : [2^nC_j] \rightarrow X^n \) at the \( j \)th relay for \( j = 1, 2 \), that map the index \( S_j \) to a channel input sequence \( X^n_j \), and decoders \( v_j : Y^n_j \rightarrow [2^nR_j] \) at the \( j \)th user for \( j = 1, 2 \), that assign message estimates \( \hat{M}_j \) to the received sequence \( Y^n_j \). The average probability of error of the code is

\[
\epsilon = P \{ \{M_1 \neq M_1\} \cup \{M_2 \neq M_2\}\}.
\]

This rate pair \((R_1, R_2)\) is said to be achievable for the downlink C-RAN problem if there exists a sequence of \((R_1, R_2, n)\) codes with vanishing error probability asymptotically.

The C-RAN architecture is a key part in the deployment of 5G standards [74], [75]. Coding schemes for the C-RAN model have been proposed in [73], [76], [77], and [78]; in particular, [73] specializes the distributed decode-forward relaying scheme [79] to the downlink C-RAN problem under consideration and shows that the achievable rate region for the two-user two-relay problem is the set of rate tuples \((R_1, R_2)\) satisfying

\[
\sum_{k \in K} R_k < \sum_{k \in K} I(U_k; Y_k) + \sum_{l \in \mathcal{L}} C_l - I(U_k; X_{\mathcal{L}}) - I^*(U_k) - I^*(X_{\mathcal{L}}),
\]

for all \( K \subseteq \{1, 2\} \) and \( \mathcal{L} \subseteq \{1, 2\} \) and some joint distribution \( p(u_1, u_2, x_1, x_2) \), where \( I^*(\cdot) \) is as defined in (31).

**B. Coding Scheme**

The coding scheme for the two-user, two-relay downlink C-RAN problem is constructed starting from a Marton code for a broadcast channel and two lossless source codes. The Marton code shapes the channel input distribution while reliably sending messages to the intended users, whereas the lossy source codes compress the encoded signals to accommodate the limited capacity constraints of the fronthaul links. For clarity of representation, we will describe the Marton code by its constituent asymmetric channel code and Gelfand–Pinsker code.
which targets an input distribution \( p_{\bar{x}} \) of \([2^n]\), as described in Section IV-C. Therefore, the following Lego bricks (one asymmetric channel code, one Gelfand–Pinsker code, two point-to-point channel codes and two lossless source codes) will be used in the construction, which will target some desired joint distribution \( p(x_1, x_2) \).

**Lego Brick 81 (Asym \( \rightarrow \) DL C-RAN):** an \((R_1, n)\) asymmetric channel code \((f_1, \psi_1)\) for the channel

\[
p(y_1 | u_1) = \sum_{x_2, x_1} p(u_2, x_1, x_2 | u_1) p(y_1, y_2 | x_1, x_2),
\]

which targets an input distribution \( p(u_1) \), such that, for \( M_1 \sim \text{Unif}([2^n]) \), the sequence \( U^n_1 = g_1(M_1) \) satisfies

\[
\frac{1}{2} \sum_{u_1^n} \left| P\{U^n_1 = u^n_1\} - \prod_{i=1}^n p(u_{i1}) \right| \leq \delta_1,
\]

for some \( \delta_1 > 0 \). Let \( \epsilon_1 \) be the average probability of error of the asymmetric channel code when the channel input distribution is i.i.d. according to \( p(u_1) \).

**Lego Brick 82 (GP \( \rightarrow \) DL C-RAN):** an \((R_2, n)\) code \((f_2, \psi_2)\) for the Gelfand–Pinsker problem defined by

\[
p(u_1) p(y_2 | u_2, u_1) = p(u_1) \sum_{x_1, x_2, y_1} p(x_1, x_2 | u_2, u_1) p(y_1, y_2 | x_1, x_2),
\]

which targets a conditional distribution \( p(u_2 | u_1) \), such that, when \( M_2 \sim \text{Unif}([2^n]) \) and \( U^n_1 \) is an i.i.d. \( p(u_1) \) sequence, the sequence \( U^n_2 = g_2(M_2, U^n_1) \) satisfies

\[
\frac{1}{2} \sum_{u_1^n, u_2^n} \left| P\{U^n_1 = u^n_1, U^n_2 = u^n_2\} - \prod_{i=1}^n p(u_{i1}, u_{i2}) \right| \leq \delta_2,
\]

for some \( \delta_2 > 0 \). Let \( \epsilon_2 \) be the average probability of error of the Gelfand–Pinsker code when the conditional distribution of the channel input given the channel state is i.i.d. according to \( p(u_2 | u_1) \).

**Lego Brick 83 (P2P \( \rightarrow \) Lossy \( \rightarrow \) DL C-RAN):** a \((k_{31}, n)\) linear point-to-point channel code \((H_{31}, \phi_{31})\) with codebook \( C_{31} \) for the channel

\[
p_3(u_1, u_2, v | x_1) = p_{u_1, u_2, x_1}(u_1, u_2, x_1 \oplus v).
\]

Let \( \delta_3 \) denote the shaping distance of the code \((H_{31}, \phi_{31})\) with respect to the channel \( p_3 \).

**Lego Brick 84 (Lossless \( \rightarrow \) Lossy \( \rightarrow \) DL C-RAN):** an \((n - k_{32}, n)\) lossless source code \((H_{42}, \phi_{42})\) for a Bernoulli source \((p_X, 1)\) with codebook \( C_{42} \) and average probability of error \( \epsilon_3 \). We further assume that \( C_{42} \subseteq C_{31} \) (i.e., the two codes are nested) and that \( k_{31} - k_{32} \leq nC_1 \).

**Lego Brick 85 (P2P \( \rightarrow \) Lossy \( \rightarrow \) DL C-RAN):** a \((k_{41}, n)\) linear point-to-point channel code \((H_{41}, \phi_{41})\) with codebook \( C_{41} \) for the channel

\[
p_4(u_1, u_2, x_1, x_2 | u_2, x_1, x_2) = p_{u_1, u_2, x_1, x_2}(u_1, u_2, x_1, x_2 \oplus v).
\]

Let \( \delta_4 \) denote the shaping distance of the code \((H_{41}, \phi_{41})\) with respect to the channel \( p_4 \).

**Lego Brick 86 (Lossless \( \rightarrow \) Lossy \( \rightarrow \) DL C-RAN):** an \((n - k_{42}, n)\) lossless source code \((H_{42}, \phi_{42})\) for a Bernoulli source \((p_X, 1)\) with codebook \( C_{42} \) and average probability of error \( \epsilon_4 \). We further assume that \( C_{42} \subseteq C_{41} \) (i.e., the two codes are nested) and that \( k_{41} - k_{42} \leq nC_2 \).

**Remark 87:** The channels \( p_3 \) and \( p_4 \) are the symmetrized channels corresponding to the joint distributions \( p(x_1, u_1, u_2) \) and \( p(x_2, u_1, u_2, x_1) \) respectively.

**Remark 88:** Without loss of generality, assume that \( H_{31} \) is a submatrix of \( H_{42} \) for \( j = 3, 4 \), i.e., \( H_{j2} = \begin{bmatrix} H_{j1} \\ Q_j \end{bmatrix} \) for some \((k_{j1} - k_{j2}) \times n \) matrix \( Q_j \).
Fig. 33 and Fig. 34 show the block diagrams of the coding scheme at the central processor, relays and users. The key point at the central processor is to construct a tuple \((U^n_1, U^n_2, X^n_1, X^n_2)\) that is close in total variation distance to the i.i.d. distribution according to \(p(u_1, u_2, x_1, x_2)\), and then compress \((X^n_1, X^n_2)\) through a pair of indices that are sent to the relays through the fronthaul links. The relays recover estimates of \((X^n_1, X^n_2)\), which are transmitted to the users through the channel. Using standard arguments that were used throughout this paper, it follows from conditions (47), (48), and Lemma 18 that

\[
\frac{1}{2} \sum_{u^n_1, u^n_2, x^n_1, x^n_2} \left| \mathbb{P}\{U^n_1 = u^n_1, U^n_2 = u^n_2, X^n_1 = x^n_1, X^n_2 = x^n_2\} \right|
\]

which states that the distribution of \((U^n_1, U^n_2, X^n_1, X^n_2)\) is \((\delta_1 + \delta_2 + \delta_3 + \delta_4)\)-away in total variation distance from the i.i.d. \(p(u_1, u_2, x_1, x_2)\) distribution. Furthermore, the average probability of error of the coding scheme can be bounded as

\[
P\left\{ \{\hat{M}_1 \neq M_1\} \cup \{\hat{M}_2 \neq M_2\} \right\}
\]

\[
\leq \delta_1 + \delta_2 + \delta_3 + \delta_4 + \epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4,
\]

following similar bounding techniques as in previous sections.

The coding scheme attains the rate pair \((R_1, R_2)\), and the compression rates are \(\frac{k_{11} - k_{12}}{n}\) and \(\frac{k_{21} - k_{22}}{n}\). Notice that these compression rates do not exceed the fronthaul link capacities (by assumption).

Remark 89: Similar to the analysis of the Marton coding scheme of Appendix H, the coding rate pair \((R_1, R_2)\) can be made arbitrarily close to \(\{I(U_1; Y_1), I(U_2; Y_2) - I(U_2; U_1)\}\) for sufficiently large \(n\). On the other hand, following the discussion on the achievable rates of the lossy source coding scheme (specifically, Remarks 24 and 25), the compression rate pair \(\left(\frac{k_{11} - k_{12}}{n}, \frac{k_{21} - k_{22}}{n}\right)\) can be made arbitrarily close to \(\{I(U_1, U_2; X_1), I(U_1, U_2; X_1, X_2)\}\) for sufficiently large \(n\). It can be checked that this corresponds to a corner point in the achievable rate region of the distributed decode-forward relaying scheme given in (46). If the encoding order at the central processor is modified (e.g., if \(X^n_1\) is generated before \(U^n_2\) in Fig. 33), other corner points of the rate region can be achieved.

Remark 90: A similar approach can be taken to construct a coding scheme for the general K-user, L-relay downlink C-RAN problem using one asymmetric channel code, \(K - 1\) Gelfand– Pinsker codes, \(L\) point-to-point channel codes and \(L\) lossless source codes.

C. Simulation Results

By implementing each of the lossless source codes, the asymmetric channel code and the Gelfand–Pinsker code using their constituent point-to-point channel codes as described in Section III-D and Section V, the coding scheme for downlink C-RAN can be simulated using point-to-point channel codes.

We consider a two-user two-relay model with a Gaussian channel between the relays and the users, i.e., the channel output can be expressed as

\[
\begin{bmatrix}
Y_1 \\
Y_2
\end{bmatrix} = H_{ch} \Lambda \begin{bmatrix}
X_1 \\
X_2
\end{bmatrix} + \begin{bmatrix}
Z_1 \\
Z_2
\end{bmatrix}
\]

(51)

where \(H_{ch} = \begin{bmatrix} 1 & g \\ g & 1 \end{bmatrix}\) is the channel gain matrix with \(g = 0.9, \Lambda = \begin{bmatrix} \sqrt{\lambda_1} & 0 \\ 0 & \sqrt{\lambda_2} \end{bmatrix}\) is a power allocation matrix for the relays, \(X_1 \in \{\pm 1\}\) and \(X_2 \in \{\pm 1\}\) are BPSK-modulated signals, and \(\begin{bmatrix} Z_1 \\
Z_2
\end{bmatrix} \sim \mathcal{N}(0, I)\) is a vector of independent Gaussian noise components. The transmitter wishes to send messages to the users at an overall sum-rate \(R_{sum}\), and each relay is subject to a power constraint \(P\) such that \(\lambda_j \leq P\) for each \(j = 1, 2\).

We first look at the maximum achievable sum-rate of the proposed coding scheme under different power constraints \(P\) and fronthaul capacity constraints \(C_1\) and \(C_2\). We know from (46) that the maximum sum-rate \(C_{sum}\) that can be achieved by our coding scheme is given by in equation (52), shown at the bottom of the next page, where \(\mathcal{K}(P) = \{(\lambda_1, \lambda_2) : 0 \leq \lambda_1 \leq P, 0 \leq \lambda_2 \leq P\}\). For the encoding order adopted in Fig. 33 and the corresponding achievable rates (see Remark 89), the maximum achievable sum-rate \(C_{sum}\) can be alternatively expressed as the solution to a simpler optimization problem, i.e.,

\[
C_{sum} = \max_{p(u_1, u_2, x_1, x_2) \in \mathcal{D}(C_1, C_2)} \left\{ (I(U_1; Y_1) + I(U_2; Y_2) - I(U_1; U_2)) \right\}
\]

(53)

where \(\mathcal{D}(C_1, C_2)\) is the set of joint distributions \(p(u_1, u_2, x_1, x_2)\) that satisfy \(C_1 > I(U_1; U_2; X_1)\) and \(C_2 > I(U_1, U_2; X_1; X_2)\). We use the genetic algorithm [68], [80] as an efficient heuristic method to perform the optimization in (53). Fig. 35 shows the plot of \(C_{sum}\) as a function of the power constraint \(P\) under different fronthaul capacity constraints \(C_1\) and \(C_2\). As expected, larger sum-rates can be achieved by the proposed coding scheme when the fronthaul link capacities are increased.\(^1\)

Next, the proposed coding scheme for the downlink C-RAN problem is simulated for a block length \(n = 1024\) and a sum-rate \(R_{sum} = 0.75\) using polar codes with successive cancellation decoding as the constituent point-to-point channel codes. Note that each of the asymmetric channel code and the Gelfand–Pinsker code can be implemented using a pair of point-to-point channel codes, and each of the lossless source codes.

\(^1\)Note that since the two relays do not communicate and the fronthaul links are capacity-limited, we do not consider the possibility of applying a general precoding matrix as in Appendix H-C.

\(^2\)Note that when \(C_1 \geq 1\) and \(C_2 \geq 1\), the maximum achievable sum-rate of the downlink C-RAN coding scheme over the given Gaussian model is the same as that of the Marton coding scheme over the Gaussian broadcast channel model considered in Appendix H-C, in the special case when the transmitter is subject to a per-antenna power constraint and the precoding matrix is restricted to be a diagonal matrix.
source codes can be implemented using a single point-to-point channel code. Hence, the downlink C-RAN coding scheme can be constructed starting from eight polar codes. Let \((R_{11}, R_{12}, R_{21}, R_{22}, R_{31}, R_{32}, R_{41}, R_{42})\) be the rates of the constituent polar codes, where \((R_{11}, R_{12})\) are the rates of the two polar codes needed to construct the asymmetric channel code, \((R_{21}, R_{22})\) are the rates of the two polar codes needed to construct the Gelfand– Pinsker code, \((R_{31}, R_{32})\) are the rates of the two polar codes needed to construct the codes \(C_{31}\) and \(C_{32}\), and \((R_{41}, R_{42})\) are the rates of the two polar codes needed to construct the codes \(C_{41}\) and \(C_{42}\). The rates are chosen “close” to their theoretical limits, i.e., we set

\[
R_{11} = 1 - H(U_1 | Y_1) - \gamma_r, \quad R_{12} = 1 - H(U_1), \quad R_{21} = 1 - H(U_2 | Y_2) - \gamma_r, \quad R_{22} = 1 - H(U_2 | U_1), \quad R_{31} = 1 - H(X_1 | U_1, U_2), \quad R_{32} = 1 - H(X_1) - \gamma_c, \quad R_{41} = 1 - H(X_2 | U_1, U_2, X_1), \quad R_{42} = 1 - H(X_2) - \gamma_c, \tag{54}
\]

where \(\gamma_r > 0\) and \(\gamma_c > 0\) are “back-off” parameters from the theoretical limit that are used for the polar codes involved in error correction (i.e., not shaping). Thus, the sum-rate attained by the coding scheme is equal to

\[
R_{11} - R_{12} + R_{21} - R_{22} = I(U_1; Y_1) + I(U_2; Y_2) - I(U_1; U_2) - 2\gamma_r.
\]

As in Appendix H-C, in order to guarantee that the sum-rate is equal to \(R_{\text{sum}}\), the coding scheme targets the joint distribution \(p^* (u_1, u_2, x_1, x_2)\) and the power levels \((\lambda_1^*, \lambda_2^*)\) that maximize \(C_{\text{sum}}\) under the optimization problem of (53), where the power constraint \(P\) is set to be equal to the power level \(P^*\) at which \(C_{\text{sum}} = R_{\text{sum}} + 2\gamma_r\).\(^{13}\) Under the joint distribution \(p^* (u_1, u_2, x_1, x_2)\) and the power levels \((\lambda_1^*, \lambda_2^*)\), the rates of the constituent polar codes are set according to (54). Note that \(\gamma_c\) should be chosen so that \(R_{31} - R_{32} \leq C_1\) and \(R_{41} - R_{42} \leq C_2\). In our simulations over the downlink C-RAN channel model, we used \(\gamma_r = 1/8\) and \(\gamma_c = 5/32\). For more details about the simulation setup, our code is available on GitHub [63]. The block error rate performance of the downlink C-RAN coding scheme is shown in Fig. 36 for different fronthaul capacity constraints \(C_1\) and \(C_2\). The results demonstrate the practicality of the proposed coding scheme over the downlink C-RAN channel model.

![Fig. 34. Encoding scheme at the relays and decoding scheme at the users for the downlink C-RAN problem.](image)

**Fig. 34.** Encoding scheme at the relays and decoding scheme at the users for the downlink C-RAN problem.

**Fig. 35.** The maximum achievable sum-rate of the proposed coding scheme for the downlink C-RAN problem under different fronthaul capacity constraints.

**APPENDIX L
CODING FOR UPLINK C-RAN**

In this appendix, we describe a coding scheme for the uplink C-RAN model starting from a multiple access channel code and a Berger–Tung code. We show that, if the constituent codes are rate-optimal, the coding scheme can achieve a corner point of the rate region achieved by the network compress-and-forward coding scheme with successive decoding [81].

\[
C_{\text{sum}} \triangleq \max_{P(u_1, u_2, x_1, x_2), \lambda_1, \lambda_2 \in \mathbb{K}(P)} \left( I(U_1; Y_1) + I(U_2; Y_2) - I(U_1; U_2) + \min \left\{ \begin{array}{l} 0, \\ C_1 - I(U_1, U_2; X_1), \\ C_2 - I(U_1, U_2; X_2), \\ C_1 + C_2 - I(U_1, U_2; X_1, X_2) - I(X_1; X_2), \end{array} \right\} \right), \tag{52}
\]

\(^{13}\)The power level \(P^*\) can be estimated using the plot of Fig. 35.
Fig. 36. Simulation results of the downlink C-RAN coding scheme for a block length $n = 1024$ and sum-rate $R_{\text{sum}} = 0.75$ under different fronthaul capacity constraints.

A. Problem Statement

Consider the uplink of a C-RAN model with two users and two relays [50], as shown in Fig. 37. Two users wish to communicate with a central processor (CP) through two relays that are connected to the CP through noiseless backhaul links of finite capacities $C_1$ and $C_2$. A memoryless channel $p(y_1, y_2 | x_1, x_2)$ is assumed between the users and the relays, with an input alphabet $\mathcal{X}^2 = \{0, 1\}^2$ and output alphabet $\mathcal{Y}^1 \times \mathcal{Y}^2$. An $(R_1, R_2, n)$ code for uplink C-RAN problem consists of encoders $g_j : [2^n R_1] \to \mathcal{X}^n$ at the $j$th user for $j = 1, 2$ that map each message $M_j$ to a channel input sequence $X^n_j$, encoders $h_j : \mathcal{Y}^n_j \to [2^n C_j]$ at the $j$th relay for $j = 1, 2$ that map the received sequence $Y^n_j$ to an index $S_j$, and a decoder $\psi : [2^n C_1] \times [2^n C_2] \to [2^n R_1] \times [2^n R_2]$ at the CP that assign message estimates $(\hat{M}_1, \hat{M}_2)$ to the index pair $(S_1, S_2)$. The average probability of error of the code and achievability of a rate pair $(R_1, R_2)$ are defined as in Appendix K.

Coding schemes for the uplink C-RAN problem have been proposed in [82], [83], and [73] based on the network compress-and-forward relaying scheme [84], the achievable rate region of which can be expressed as the rate tuples $(R_1, R_2)$ satisfying

$$\sum_{k \in K} R_K < \sum_{l \in L} (C_l - I(Y_l; \hat{Y}_l | X_1, X_2)) + I(X_K; \hat{Y}_{KL} | X_{KL}),$$

for all $K \subseteq \{1, 2\}$ and $L \subseteq \{1, 2\}$ and some product distribution $p(x_1) p(x_2) p(\hat{y}_1 | y_1) p(\hat{y}_2 | y_2)$. \hfill (55)

B. Coding Scheme

The coding scheme for the uplink C-RAN problem is constructed starting from a multiple access channel code and a Berger–Tung code. The coding scheme will target a given product distribution $p(x_1) p(x_2) p(\hat{y}_1 | y_1) p(\hat{y}_2 | y_2)$.\hfill (14)

Therefore, the desired input-output joint distribution can be given by

$$p(x_1, x_2, y_1, y_2, \hat{y}_1, \hat{y}_2) = p(x_1) p(x_2) p(y_1, y_2 | x_1, x_2) p(\hat{y}_1 | y_1) p(\hat{y}_2 | y_2).$$

The coding scheme for the uplink C-RAN problem uses the following Lego bricks.

**Lego Brick 91 (MAC → UL C-RAN):** an $(R_1, R_2, n)$ code $(f_1, f_2, \phi)$ for the multiple access channel $p(\hat{y}_1, \hat{y}_2 | x_1, x_2)$ which targets input distributions $p(x_1, x_2)$, such that, for $M_j \sim \text{Unif}([2^n R_j])$, the channel input $X^n_j = f_j(M_j)$ satisfies

$$\frac{1}{2} \sum_{x^n_j} |\mathbb{P}\{X^n_j = x^n_j\} - \prod_{i=1}^n p(x_{ji})| \leq \delta_j^{\text{MAC}},$$

for $j = 1, 2$ and some $\delta_1^{\text{MAC}}, \delta_2^{\text{MAC}} > 0$. Let $\epsilon$ be the average probability of error of the multiple access channel code when the channel input distributions are i.i.d. according to $p(x_1) p(x_2)$.

**Lego Brick 92 (BT → UL C-RAN):** an $(R_3, R_4, n)$ Berger–Tung code $(f_3, f_4, \psi)$ for a $(y_1, y_2)$-source that targets conditional distributions $p(\hat{y}_1 | y_1) p(\hat{y}_2 | y_2)$, such that, for $(Y^n_1, Y^n_2)^{iid} p(y_1, y_2)$, the sequences $(\hat{Y}^n_1, \hat{Y}^n_2) = \psi(g_3(Y^n_1), g_4(Y^n_2))$ satisfy

$$\frac{1}{2} \sum_{y^n_j, \hat{y}_j^n} |\mathbb{P}\{Y^n_j = y^n_j, \hat{Y}^n_j = \hat{y}_j^n\} - \prod_{i=1}^n p(y_{ji}) p(\hat{y}_{ji})| \leq \delta_j^{\text{BT}},$$

for $j = 1, 2$ and some $\delta_1^{\text{BT}}, \delta_2^{\text{BT}} > 0$. Furthermore, we assume that $R_3 < C_1$ and $R_4 < C_2$.

**Remark 93:** The multiple access channel code can be implemented using two asymmetric channel codes, as described in Appendix G, and the Berger–Tung code can be implemented using a lossy source code and a Wyner–Ziv code, as described in Appendix I.

Fig. 38 shows the block diagram of the uplink C-RAN problem. The multiple access channel code is used to encode the user messages while shaping the channel input signals, whereas the Berger–Tung code is used to compress the received signals over the backhaul links. The central processor first decodes the compressed codewords using the Berger–Tung decoder, then decodes the user messages using the multiple access channel decoder. Following similar bounding techniques seen thus far, the average probability of error of the coding scheme can be bounded as

$$\mathbb{P}\{\{\hat{M}_1 \neq M_1\} \cup \{\hat{M}_2 \neq M_2\}\} \leq \epsilon + \delta_1^{\text{MAC}} + \delta_2^{\text{MAC}} + \delta_1^{\text{BT}} + \delta_2^{\text{BT}}.$$

The user rate pair is given by $(R_1, R_2)$. Note that the conditions $R_3 < C_1$ and $R_4 < C_2$ are needed so that the compression rates of the coding scheme do not exceed the backhaul link capacities.

Footnote 14: For example, such a product distribution can be chosen to maximize the maximum achievable sum-rate $I(X_1, X_2; \hat{Y}_1, \hat{Y}_2)$.\hfill
Remark 94: For sufficiently large $n$, the rate pair $(R_1, R_2)$ can be made arbitrarily close to $(I(X_1; Y_1, Y_2), I(X_2; Y_1, Y_2 | X_1))$ (e.g., using the multiple access channel coding scheme of Appendix G-B). Similarly, for sufficiently large $n$, the compression rate pair $(R_3, R_4)$ can be chosen to be arbitrarily close to $(I(Y_1; \hat{Y}_1), I(Y_2; \hat{Y}_2) - I(\hat{Y}_1; \hat{Y}_2))$ (e.g., using the Berger–Tung coding scheme of Appendix I-B). It can be checked that these coding and compression rate pairs correspond to a corner point of the compress-and-forward achievable rate region given in (55). Note that the decoding at the central processor in Fig. 38 is done in the order $\hat{Y}_1 - \hat{Y}_2 - X_1 - X_2$. By exploiting other decoding orders, the coding scheme can achieve other corner points of the rate region (55).

Remark 95: A similar coding scheme can be constructed for the general $K$-user, $L$-relay uplink C-RAN problem using a code for a $K$-user multiple access channel and a Berger–Tung code for a distributed lossy compression problem with $L$ sources.

Remark 96: Note that the uplink C-RAN coding scheme can be implemented using point-to-point channel codes by constructing the multiple access channel and Berger–Tung codes using their constituent point-to-point channel codes, as described in Appendices G and I respectively. Nevertheless, note that our construction of a Berger–Tung code using point-to-point channel codes requires binary sources. Hence, the channel output alphabets $Y_1$ and $Y_2$ of the uplink C-RAN model should be binary in this case.

C. Simulation Results

By implementing the multiple access channel code and the Berger–Tung code using their constituent point-to-point channel codes, the coding scheme for uplink C-RAN can be simulated using point-to-point channel codes. We consider a two-user two-relay model with a binary-quantized Gaussian channel between the users and the relays. That is, the channel output at the relays can be expressed as

$$\begin{align*}
\hat{Y}_1 &= X_1 + gX_2 + Z_1, \\
\hat{Y}_2 &= X_2 + gX_1 + Z_2,
\end{align*}$$

where $g = 0.9$, $(X_1, X_2) \in \{-\sqrt{P}, \sqrt{P}\}^2$ are BPSK-modulated signals, $(Z_1, Z_2) \sim \mathcal{N}(0, I)$ are independent Gaussian noise components, and $q_1(.)$ and $q_2(.)$ are binary quantizers. The use of binary quantizers is motivated by the case of severely capacity-limited backhaul links (e.g., when $C_1 \leq 1$ and $C_2 \leq 1$).

We first look at the maximum achievable sum-rate of the proposed coding scheme as a function of the power constraint $P$ and the backhaul capacity constraints $C_1$ and $C_2$. For the decoding order considered in Fig. 38 and the corresponding achievable rates (see Remark 94), the maximum achievable sum-rate can be expressed as

$$C_{\text{sum}} \triangleq \max_{p(x_1)p(x_2)p(y_1|y_1)p(y_2|y_2) \in \mathcal{D}(C_1, C_2)} I(X_1, X_2; \hat{Y}_1, \hat{Y}_2),$$

(58)

where $\mathcal{D}(C_1, C_2)$ is the set of all product distributions $p(x_1)p(x_2)p(y_1|y_1)p(y_2|y_2)$ satisfying $C_1 > I(Y_1; \hat{Y}_1)$ and $C_2 > I(Y_2; \hat{Y}_2) - I(\hat{Y}_1; \hat{Y}_2)$. We use the genetic algorithm [68], [80] as an efficient heuristic method to perform the optimization in (58). The quantizers $q_1(.)$ and $q_2(.)$ are optimized using the Lloyd–Max algorithm [85], [86]. That is, for any pair of input distributions $p(x_1)$ and $p(x_2)$, the distribution of $\hat{Y}_1$ (resp., $\hat{Y}_2$) is derived and used to compute the optimal partition points and quantization levels of $q_1(.)$ (resp., $q_2(.)$) using Lloyd–Max. Fig. 39 shows the plot of $C_{\text{sum}}$ as a function of the power constraint $P$ under different backhaul capacity constraints $C_1$ and $C_2$.

Next, the proposed coding scheme for the uplink C-RAN problem is simulated for a block length $n = 1024$ and a sum-rate $R_{\text{sum}} = 0.25$ using polar codes with successive

![Fig. 37. Uplink C-RAN problem with two users and two relays.](image)

![Fig. 38. Coding scheme for the uplink C-RAN problem using a multiple access channel code and a Berger–Tung code.](image)
needed to construct the lossy source code and Wyner–Ziv code (are the rates of the two polar codes needed to construct the constituent polar codes, where (R_{11}, R_{12}) are the rates of the two polar codes needed to construct the first and second asymmetric channel code respectively, and (R_{31}, R_{32}) and (R_{41}, R_{42}) are the rates of the two polar codes needed to construct the lossy source code and Wyner–Ziv code respectively. The rates are chosen “close” to their theoretical limits, i.e., we set^{15}
\[
R_{11} = 1 - H(X_1 | \bar{Y}_1, \bar{Y}_2) - \gamma_r, \\
R_{12} = 1 - H(X_1), \\
R_{21} = 1 - H(X_2 | \bar{Y}_1, \bar{Y}_2, X_1) - \gamma_r, \\
R_{22} = 1 - H(X_2), \\
R_{31} = 1 - H(\bar{Y}_1 | Y_1), \\
R_{32} = 1 - H(\bar{Y}_1) - \gamma_c, \\
R_{41} = 1 - H(\bar{Y}_2 | Y_2), \\
R_{42} = 1 - H(\bar{Y}_2 | \bar{Y}_1) - \gamma_c,
\]
where \(\gamma_r > 0\) and \(\gamma_c > 0\) are “back-off” parameters from the theoretical limit that are used for the polar codes involved in error correction (i.e., not shaping). Thus, the sum-rate attained by the coding scheme is equal to
\[
R_{11} - R_{12} + R_{21} - R_{22} = I(X_1, X_2; \bar{Y}_1, \bar{Y}_2) - 2\gamma_r.
\]

Similar to the approach taken in Appendix H-C, the coding scheme targets the distributions \(p(x_1)p(x_2)p(y_1)p(y_2 | y_2)\) that maximize \(C_{\text{sum}}\) under the optimization problem of (58), where the power constraint \(P\) is set to be equal to the power level \(P^*\) at which \(C_{\text{sum}} = R_{\text{sum}} + 2\gamma_r\).^{16} This guarantees that the sum-rate of the coding scheme is equal to \(R_{\text{sum}}\). Under the target distributions, the rates of the constituent polar codes are set according to (59). Note that \(\gamma_c\) should be chosen so that \(R_{31} - R_{32} \leq C_1\) and \(R_{41} - R_{42} \leq C_2\). In our simulations over the uplink C-RAN channel model, we used \(\gamma_r = 1/8\) and \(\gamma_c = 5/32\). For more details about the simulation setup, our code is available on GitHub [63]. The block error rate performance of the uplink C-RAN coding scheme is shown in Fig. 40 for different backhaul capacity constraints \(C_1\) and \(C_2\). The results demonstrate the practicality of the proposed coding scheme over the uplink C-RAN channel model. Note that the observed error floor is due to binary quantization.
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