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Study of the $^{240}$Pu(n,f) reaction at n_TOF/EAR2 facility in the 9 meV - 6 MeV range
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Background: Nuclear waste management is considered amongst the major challenges in the field of nuclear energy. A possible means of addressing this issue, is waste transmutation in advanced nuclear systems, whose operation requires a fast neutron spectrum. In this regard, the accurate knowledge of neutron-induced reaction cross sections of several (minor) actinide isotopes is essential for design optimisation and improvement of safety margins of such systems. One such case is $^{240}$Pu, due to its accumulation in spent nuclear fuel of thermal reactors and its usage in fast reactor fuel. The measurement of the $^{240}$Pu(n,f) cross section was previously attempted at the CERN n_TOF facility EAR1 measuring station using the time-of-flight technique. Due to the low amount of available material and the given flux at EAR1 the measurement had to last several months to achieve a sufficient statistical accuracy. This long duration led to detector deterioration due to the prolonged exposure to the high α-activity of the fission foils, therefore the measurement could not be successfully completed.

Purpose: Determine whether it is feasible to study neutron-induced fission at n_TOF/EAR2 and provide data on the $^{240}$Pu(n,f) reaction in energy regions requested for applications.

Methods: The study of the $^{240}$Pu(n,f) reaction was made at a new experimental area (EAR2) with a shorter flight-path which delivered on average 30 times higher flux at fast neutron energies. This enabled the measurement to be performed much faster thus limiting the exposure of the detectors to the intrinsic activity of the fission foils. The experimental setup was based on microbulk Micromegas detectors and the time-of-flight data were analysed with an optimised pulse-shape analysis algorithm. Special attention was dedicated to the estimation of the non-negligible counting loss corrections with the development of a new methodology and other corrections were estimated via Monte Carlo simulations of the experimental setup.

Results: This new measurement of the $^{240}$Pu(n,f) cross section yielded data from 9 meV up to 6 MeV incident neutron energy and fission resonance kernels were extracted up to 10 keV.

Conclusions: Neutron-induced fission of high activity samples can be successfully studied at the n_TOF/EAR2 facility at CERN covering a wide range of neutron energies, from thermal to a few MeV.
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I. INTRODUCTION

A. Motivation

A significant fraction of electricity production (25% in Europe [1]) is based on nuclear sources, however, this results in the accumulation of long-lived radioactive waste. A possible means of disposing this waste is through its transmutation in advanced nuclear systems, such as Generation IV reactors [2, 3] and Accelerator Driven Systems [4, 5], which will be operated with a fast neutron spectrum. The consumption of known uranium resources by 2050 [6] should also be considered in the design of future power plants since it constrains the nuclear fuel possibilities. The accurate knowledge of neutron-induced reactions is essential for feasibility studies and operation of such systems. At the same time, the improvement of safety margins of thermal reactors which are currently in operation is considered equally important, therefore the accurate knowledge of cross sections on fertile isotopes is also required. In this respect, the Nuclear Energy Agency (NEA) [7] has introduced the High Priority Request List (HPRL) [8] in which data on a plethora of reactions and derived quantities are requested.

The $^{240}$Pu(n,f) is among these reactions since 2008 [9] and up to present the requested accuracies [10] have not been met. $^{240}$Pu is a long-lived fertile plutonium isotope and is produced in conventional reactors from neutron capture on $^{239}$Pu, therefore it plays an important role in the U/Pu cycle affecting the breeding process. In addition, about ~ 60 kg of $^{240}$Pu are annually discharged per reactor unit [11], which is a significant quantity to be used as fuel in future fast reactors.

Finally, the intermediate structures that can be observed in the (n,f) cross section in the resolved resonance region can provide constraints on phenomenological fission models through the characterisation of resonance properties. At the same time, resonance structures appear in the cross section in the hundreds of keV region near the threshold fission, as an effect of vibrational states in the second well of the double-humped fission barrier, which require a combination of high flux and resolution to be observed and can contribute to the understanding of the fission mechanism.
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B. Previous measurements

Due to the importance of the $^{240}$Pu(n,f) reaction many data-sets exist in the EXFOR database [12] covering incident neutron energies from 25.3 meV up to 200 MeV. More specifically, the cross section was measured at the thermal point by Pratt et al. $\sigma_{th} = 3700 (8000)$ mb, [13] and Eastwood et al. $\sigma_{th} = 30 (45)$ mb, [14] and both results were uncertain and discrepant by more than two orders of magnitude. In addition, spectrum and Maxwellian average cross section at the thermal point were reported by Bigham [15] and Hulet et al. [16], respectively. The first resonance in the $^{240}$Pu + n system is observed 1.05 eV above the neutron separation energy. For neutron-induced fission, only a single data-set exists in this region reported by Leonard Jr. et al. [17] which was obtained with poor neutron energy resolution. Up to 5 keV several measurements have been performed, however only the data by Weston et al. [18] have the level of resolution and statistics required to perform resonance analyses, according to the extensive argumentation of Bouland et al. [19]. Between 5 and 50 keV, the data reported by Weston [18] and by Budtz-Jorgensen and Knitter [20] show overlapping class-II resonance structures which are quite discrepant. For instance the structures seen at $E_n \sim 13.5$ keV (fig. 19) and 20 keV are discrepant by 40% and 30%, respectively. Above 50 keV up to the vicinity of the fission threshold, a plethora of measurements has been performed. The three latest ones were reported by Salvador-Castinea et al. [21], Tovesson et al. [22] and Laptev et al. [23] and discrepancies that reach up to 15% were observed. In addition, the latest time-of-flight data by Tovesson et al. [22] are of insufficient resolution to observe structures attributed to vibrational phenomena. Finally, in the first chance fission plateau up to 6 MeV, several measurements have been performed as well. Concerning the three latest ones, the data by Tovesson et al. [22] are systematically higher by about 6% compared to the corresponding ones by Salvador-Castinea et al. [21] and Laptev et al. [23] which justifies the need for additional measurements in this region as well.

C. The need for a second experimental area at n_TOF

The $^{240}$Pu(n,f) reaction was attempted to be studied at n_TOF in 2010 at the horizontal 185m-long flight path, commonly referred to as EAR1, using the time-of-flight technique to determine the incident neutron energy [24] and Micromegas fission fragment detectors. The moderate neutron flux delivered at EAR1, inevitably led to a lengthy measurement to achieve sufficient statistical accuracy in the MeV region. The detectors were therefore exposed for several months to the high intrinsic $\alpha$-activity of the samples, which caused them to deteriorate and eventually rendered the study incomplete.

To further expand the measuring capabilities of n_TOF and to perform studies of important reactions where samples with either high activity, low mass or small cross section are needed, a second experimental beam line (EAR2) was commissioned in 2014 [25]. The present measurement [26, 27], where high activity samples were used, along with the $^7$Be(n,α) one [28], in which the short half-life of $^7$Be ($t_{1/2} = 53.2$ d) limits the study of its low cross section, exemplify the capabilities of EAR2 which are a result of the high instantaneous flux and good resolution (see section II A).

Taking advantage of these characteristics a new study of the $^{240}$Pu(n,f) reaction was successfully performed in EAR2. This experimental campaign was the first performed in EAR2 and the derived cross section spanned across 9 orders of magnitude in incident neutron energy, ranging from 9 meV up to 6 MeV. The results that will be presented illustrate the potential of EAR2 in completing challenging fission studies which was also demonstrated by succeeding measurements [29–31].

II. EXPERIMENTAL DETAILS

A. Neutron source

Neutrons at n_TOF are produced by spallation with a 20 GeV/c pulsed proton beam that impinges on a lead block. The spallation target assembly consisted of a cylindrical lead block, 40 cm in length and 60 cm in diameter, which was surrounded by a thin layer of water for cooling and moderation purposes, thus the neutron spectrum delivered in EAR2 covered a broad energy range from thermal energies up to 100 MeV [32].

The proton beam is delivered by CERN’s Proton Synchrotron (PS) at a low frequency which does not exceed 0.8 Hz and has a spread of 7 ns RMS. The beam intensity was $6.6 \times 10^{12}$ protons/bunch on average and was constant within 2%.

The experimental area rests at the end of a 18.4 m long beam-line from the centre of the spallation target, which is kept under a $10^{-2}$ mbar vacuum. The beam was shaped by means of a 3 m long neutron collimator with an aperture of 2.2 cm, which consisted of 2 m Fe and 1 m polyethylene enriched with boron. The proximity of EAR2 to the target yielded a 30 times higher flux than the one of EAR1 while neutrons needed an approximately 10 times shorter time of flight to reach the experimental area. These attributes resulted in a considerably improved background suppression, as shown in fig. 1, and mitigated the effects of the strong $\alpha$-activity which occurred in EAR1.
TABLE I. List of the main characteristics of the fission foils used in the experiment along with the estimated uncertainties, provided by JRC-Geel which were determined on May 2011 for the 240Pu samples, on January 1981 for 235U and on February 2012 for 238U.

| Sample | Lot | Reference Number | Mass (mg) | Areal density (mg/cm²) | Atomic abundances (%) |
|--------|-----|------------------|-----------|------------------------|------------------------|
| 240Pu  | BC01269B | TP2010-011-01 | 0.7163(28) | 0.1017(4) | 238Pu: 0.073(29) |
|        |       | TP2010-011-03 | 0.809(3) | 0.1148(5) | 239Pu: 0.0144(18) |
|        |       | TP2010-011-04 | 0.763(3) | 0.1083(5) | 240Pu: 99.8915(18) |
|        |       |                |           |            | 241Pu: 0.00041(31) |
|        |       |                |           |            | 242Pu: 0.02027(41) |
|        |       |                |           |            | 244Pu: 0.000046(88) |
|        |       | Total          | 2.2883    | 0.3248     |                        |
| 235U   | SP 3576 | SP 3576-1      | 0.563(11) | 0.0912(17) | 234U: 0.1698 |
|        |       |                |           |            | 235U: 99.475 |
|        |       |                |           |            | 236U: 0.0273 |
|        |       |                |           |            | 238U: 0.3277 |
| 238U   | 2677  | TP2011-008-03  | 0.745(15) | 0.1070(22) | 238U> 99.9 |

Three high purity 240Pu samples in the form of 240PuO2, with a total activity of 19.22 MBq, were originally prepared at EC-JRC-Geel [33] for the measurement in EAR1 but were also used in the EAR2 experimental campaign. The plutonium material was deposited through molecular plating on 0.25 mm thick and 5 cm2 diameter aluminium backings, whereas the deposits themselves had a diameter of 3 cm. It needs to be noted that the small difference in the diameters did not affect the analysis and the results, as shown in Ref. [34].

Two additional samples were used as reference foils: (a) a 235U sample with a 40.5 Bq activity and (b) a 238U sample with 9.4 Bq activity. The 235U deposit had a diameter of 2.9 cm and was in the chemical form of UF4. The 238U sample had a diameter of 3 cm and was made of U(OH)6 material. Both samples were manufactured by means of molecular plating and had aluminium backings similar to the plutonium ones.

The main characteristics of the fission foils used in the measurement can be seen in Table I.

C. Detectors

To detect the fission fragments a setup based on the compact and neutron-transparent microbulk Micromegas detector was used [35]. The gas volume of the detector was divided into two regions by a thin (5 µm) copper micromesh: (a) The drift region (6 mm), between the cathode and the micromesh and (b) the narrow amplification gap (50 µm) between the micromesh and the 5 µm thick copper anode. In this configuration, the fission foil was positioned so that the deposit faced the drift region and its backing served as the cathode.

An electric field of the order of 50 kV/cm was applied in the amplification gap, which is sufficient to cause avalanche multiplication resulting in a high detector gain. What is remarkable in this detector is the fact that its gain is intrinsic and depends only on the applied electric field, hence enhancing the signal to electronic background ratio. This is important in cases where the electronic noise is high and the signal must be individually amplified.

All detector-sample sets were stacked in a cylindrical aluminium chamber which was equipped with 50 µm thick kapton windows. The spacing between the detector-sample sets was 2 cm. The chamber was filled with a circulating gas mixture of Ar:CF4:iC4H10 at 88 : 10 : 2 volume fraction, at atmospheric pressure and...
FIG. 2. Schematic view of the fission foil stack, with respect to the neutron beam direction. Apart from the fission samples, an empty cathode was placed to monitor possible proton and α-recoils from the detector itself.

The low amount of material present in the Micromegas, minimised the production of charged particles from neutron interactions with the detector itself which was confirmed by an empty cathode-detector set, placed behind the \(^{238}\text{U}\) sample, as schematically shown in fig. 2.

In addition to the fission detectors, a set-up based on Silicon detectors was used to monitor the neutron beam, based on the detection of α-particles and tritons produced from the \(^{6}\text{Li}(n,t)\) reaction. Details on the monitor set-up, which is referred to as “SiMon2” can be found in [36].

D. Data acquisition

Data were digitised through the use of 8-bit flash ADCs that were operated at a 500 MHz sampling rate. The acquisition window was 16 ns wide and allowed to reach down to thermal and cold neutron energies. Finally, an online zero-suppression algorithm was applied to minimise the amount of data recorded during the acquisition [37].

III. DATA REDUCTION AND ANALYSIS

A. Signal processing

The digitised waveforms were processed offline by a pulse shape analysis framework developed at n_TOF [38]. The signal recognition was based on a single-stage differentiation filter whereas the reconstruction of the waveforms was based on pulse shape fitting procedures.

Signal processing was performed in two procedures regarding: (a) the so-called γ-flash, which is a burst of photons and relativistic particles that are produced during spallation and arrive promptly at the experimental hall [39] and (b) regular fission and α-particle signals.

a. γ-flash

In the present case, the baseline following the γ-flash had an oscillatory behaviour that remained consistent from pulse to pulse. Since fission signals were sitting on the trailing edge of the γ-flash as well as on top of the oscillations, the subtraction of an average γ-flash shape was applied to each individual waveform, as described in detail in ref. [38].

The calculation of the average shape was achieved from recorded waveforms which were stacked, as shown in fig. 3. In the calculation, fission signals were not taken into account since they would have distorted the average shape. Such a procedure is important since it can extend to the highest reachable neutron energy and it allowed to better discriminate low-amplitude fission signals that sit on the crest of the oscillations.

b. Residuals

This procedure was followed by the calculation of the residuals between the average γ-flash shape and each individual waveform as a means of cross-checking that the subtraction was properly applied and estimating the highest reachable energy. The individual residuals were then stacked and projected along the amplitude axis, as shown in the inset of fig. 4.

FIG. 3. Stacked recorded waveforms in the γ-flash region for a \(^{240}\text{Pu}\) sample. The solid line corresponds to the calculated average. The signals shown correspond to 1% of the statistics. A few indicative neutron energies are also shown.

FIG. 4. Stacked residuals between the average γ-flash and the recorded waveforms in the γ-flash region for a \(^{240}\text{Pu}\) sample. The inset contains the projection of the residuals to the y-axis, up to 10 MeV neutron energy. The signals shown correspond to 1% of the statistics.
A gaussian fit on the projected residuals indicated a mean value of 0, which verified that the subtraction was properly applied within an uncertainty of ~ 5 channel positions (2\% of the full range), up to the time-of-flight that corresponds to 10 MeV incident neutron energy. For the smaller times the projection of the residuals significantly widened, therefore 10 MeV was considered to be the maximum highest reachable energy as far as the signal processing is concerned.

6. Fission signals: A similar approach was followed concerning the fission signals. Isolated detector signals were stacked and average pulse shapes were extracted for each individual detector. These were then fed into the reconstruction routines and pulse shape fitting was applied to determine signal attributes such as the arrival time, the amplitude etc. This information was then stored in the so-called list mode, in order to perform the offline analysis and reconstruct the reaction yield as a function of the time-of-flight.

B. Cross section calculation

The cross section was deduced with reference to 235U(n,f) in the regions 9 - 800 meV and 10 keV - 0.6 MeV, using eq. (1a). In the 800 meV - 10 keV region the evaluated EAR2 flux was used and the cross section was calculated using eq. (1b).

$$\sigma = \frac{C}{\phi^{(\text{ref})}} \frac{f_{\text{amp}}^{(\text{ref})}}{f_{\text{amp}}} \frac{f_{\text{imp}}^{(\text{ref})}}{f_{\text{imp}}} \frac{f_{\gamma f}^{(\text{ref})}}{f_{\gamma f}} \frac{f_{\text{abs}}^{(\text{ref})}}{f_{\text{abs}}} \frac{f_{\text{shield}}^{(\text{ref})}}{f_{\text{shield}}} \frac{f_{SF}^{(\text{ref})}}{f_{SF}} \frac{f_{\text{DT}}^{(\text{ref})}}{f_{\text{DT}}} \frac{m^{(\text{ref})}}{m} \frac{\Phi^{(\text{ref})}}{\Phi} \sigma^{(\text{ref})} (1a)$$

$$\sigma = \frac{C f_{\text{amp}} f_{\text{imp}} f_{\gamma f} f_{\text{abs}} f_{\text{shield}} f_{SF} f_{\text{CD}} f_{\gamma f}}{m \Phi} (1b)$$

where:

1. $C$ refers to the fission counts
2. $f_{\text{amp}}$ is the correction factor of the rejected fission signals below the amplitude threshold which was applied to reject $\alpha$-particles and noise (see section III B 2).
3. $f_{\text{imp}}$ corrects for the parasitic counts that contributed to the recorded yield and were attributed to fission reactions from contaminants or impurities in the fission foils
4. $f_{\text{DT}}$ is a correction factor applied for counting losses due to dead-time, pile-up and insufficient signal reconstruction effects
5. $f_{\text{abs}}$ takes into account the self-absorption of fission fragments within the fission foils
6. $f_{\text{shield}}$ is the correction factor for the neutron self-shielding of the various layers in the detector sample stacks
7. $f_{SF}$ accounts for the contribution of spontaneous fission events
8. $f_{\gamma f}$ is the correction factor due to parasitic counts that contributed to the recorded fission yield from photo-fission reactions
9. $m$ is the mass term and corresponds to the areal density of the fission foil (table I).
10. $\Phi$ is the neutron fluence incident at the corresponding foil.

The terms that include the superscript "(ref)" refer to the reference sample.

1. Fission counts

The number of fission events as a function of the time-of-flight was determined from the signal processing described in section III A. A typical distribution of the reconstructed time-of-flight vs amplitude can be seen in fig. 5, for a 240Pu sample. The reconstructed signals were then thoroughly checked in order to reject noise (i.e. saturated signals from sparks in the gas, falsely reconstructed signals etc) and to apply the proper thresholds to reject non-fission events (i.e. $\alpha$-particles). In the latter case the appropriate correction factors were applied to the fission yield, as will be described later in the text.

FIG. 5. Typical 2D distribution of the reconstructed time-of-flight and amplitude signals for a 240Pu sample. Residuals from the $\gamma$-flash subtraction and signals from the $\alpha$-activity are illustrated in the bottom left and right part of the figure, respectively. Resonances are also visible. A few indicative neutron energies are shown.

The statistical uncertainties after the application of the correction factors, were of the order of 10% in the thermal region and vary between 6 - 60% and 5 - 30% in the resolved and unresolved resonance region, respectively. These high statistical uncertainties were observed in the valleys between resonances where the reaction rate was quite low. At higher neutron energies the statistical uncertainties did not exceed 8% as shown in fig. 6.
The aforementioned procedure was performed individually for the lightest $^{235}$U and $^{238}$U samples and correction factors in the 2-11.5% range were determined, as shown in table II.

To estimate the uncertainty of the simulations, the uranium samples were used. The low activity of these samples (a few tens of Bq) and the narrow acquisition window (16 ms) made the detection of $\alpha$-particles highly improbable. In this respect, the simulated and experimental fraction of the rejected FF was compared and an agreement within 3% was achieved, which was considered to be the upper bound of systematic uncertainty of this correction factor.

In the simulations, apart from the energy deposition in the gas, several other effects on the correction factor were studied such as: (a) the chemical composition of the samples, which might deviate from the nominal one due to the preparation method and/or environmental conditions (i.e. moisture) and (b) the FF angular distribution which might be important above 1 MeV. In the former case the chemical composition was varied (e.g. in the $^{238}$U sample from U(OH)$_6$ to U(OH)$_{10}$) while in the latter one FF were propagated unidirectionally towards the gas from 0° to 89° with respect to the neutron beam.

In both studies the effect on $f_{\text{amp}}$ was less than 3% and 1%, respectively. More information can be found in ref. [34].

3. Impurities

It was previously mentioned that in the $^{240}$Pu samples impurities with a total abundance of 0.1% were present (table I). Despite this small fraction, their contribution to the fission yield was high in the thermal and resolved resonance regions, attributed mainly to the fissile $^{239}$Pu.

The estimation of the $f_{\text{imp}}$ correction factor, was based on “weighting” the ENDF/B-VIII.0 evaluated (n,f) cross-section $\sigma^{(i)}$ of each isotope found in the samples with its...
reported atomic abundance \( f_{\text{abun}}^{(i)} \), as seen in eq. (2).

\[
\sigma_{w}^{(i)} = f_{\text{abun}}^{(i)} \cdot \sigma^{(i)}
\]  

(2)

Then \( f_{\text{imp}} \) was calculated, point-wise with respect to the neutron energy, from the ratio of eq. (3) where the sum in the denominator includes the isotopes reported in table I as well as the \( {^{236}}\text{U} \) daughter nucleus\(^1\) from the \( ^{240}\text{Pu} \) \( \alpha \)-decay of \( ^{240}\text{Pu} \).

\[
f_{\text{imp}} = \frac{\sigma_{w}^{^{240}\text{Pu}}}{\sum_{i} \sigma_{w}^{(i)}}
\]  

(3)

FIG. 8. The \( f_{\text{imp}} \) correction factor (top panel) applied to \( ^{240}\text{Pu} \) with respect to the neutron energy. The bottom panel shows the total estimated uncertainty which was obtained from the diagonal elements of the covariance matrix.

The uncertainty in the correction was determined by means of the covariance matrix provided by EC-JRC-Geel. As far as the ENDF/B-VIII.0 cross sections were concerned, the main contribution to the uncertainty was the \( ^{239}\text{Pu}(n,f) \) cross section, since it was the contaminant that mainly contributed to the fission yield. The ENDF/B-VIII.0 \( ^{239}\text{Pu}(n,f) \) cross section was evaluated with an 1.4% uncertainty above 2.5 keV, therefore it was considered negligible compared to the uncertainties of the atomic abundances. Below 2.5 keV, the ENDF/B-VIII.0 library reports uncertainties of the order of a few percent (< 4% at a 2 bins/decade binning) which although non-negligible, was not included in the covariance matrix because its component relies on evaluations which can change in the future, therefore only experimental components were propagated.

In the case of the uranium samples, the corresponding correction was negligible.

\(^1\) About 0.04% of the initial \( ^{240}\text{Pu} \) has decayed to \( ^{236}\text{U} \) after 3.5 years from the sample characterisation when the measurement took place.

4. Counting losses

Below the fission threshold, up to about 1 MeV, the recorded fission rate did not exceed 1 MHz concerning the plutonium and uranium samples. The analytical correction formulae proposed by Coates [43] and Moore [44] were applied to the recorded fission counts which practically yielded identical corrections. Correction factors less than 0.5% and 25% were estimated in the 9 meV - 300 keV and 300 KeV - 1 MeV regions respectively, concerning \( ^{240}\text{Pu} \). For \( ^{235}\text{U} \), a 0.6% correction was estimated at 56 meV, where the fission rate peaked in the thermal region. An average 1% correction was applied up to 20 keV while up to 1 MeV, the estimated counting losses progressively reached 16%. The corresponding correction for \( ^{238}\text{U} \) was practically negligible.

Above 1 MeV, the expected instantaneous counting rate reached several MHz and resulted in significant pileup that was observed in the reconstructed counting spectra. Indeed, between 850 keV and 10 MeV (fig. 3 and 5) signals with systematically higher amplitudes were reconstructed, which is attributed to pile-up effects. The analytical methods used below 1 MeV were not able to provide realistic corrections, therefore a new methodology was developed [45] to treat such cases based on two approaches: (a) exponential decay fits in experimental waiting time distributions as shown in fig. 9 and (b) correction functions predicted from detector emulation devices. It has to be mentioned that this methodology can also account for an insufficient signal reconstruction which can occur at high counting rates. It was demonstrated that both approaches provide compatible corrections for counting rates up to 2 MHz, however the uncertainty of method (a) is higher. In the present measurement, the fission rate in \( ^{240}\text{Pu} \) was higher than 2 MHz, therefore \( f_{\text{DT}} \) was estimated by means of fitting waiting time distributions, yielding a correction factor that varied from 1.44 up to 2.26 with 10% uncertainty.

FIG. 9. Exponential fits in waiting time distributions are a useful experimental tool in estimating counting losses by calculating the integral below the extrapolated fitting function [46].

For the uranium samples the correction function de-
scribed in ref. [45] was used. The correction factors that were calculated with a 3% uncertainty, did not exceed 1.62 and 1.31 for the $^{235}\text{U}$ and $^{238}\text{U}$, respectively. Finally, in fig. 10 the correction factors that were applied to the recorded fission yield, are shown.

It has to be noted that above 6 MeV, the waiting time distributions lacked sufficient statistical accuracy which was a limiting factor for the highest reachable neutron energy. In addition, concerning the 01 and 03 targets, the signal reconstruction above 4 MeV was not possible since the $\gamma$-flash subtraction could not be applied at higher energies. In addition, above 3 MeV the trends in the correction factors shown in fig. 10 are attributed to counting losses not only due to pile-up effects, but to inefficient signal reconstruction.

5. Miscellaneous corrections

The remaining correction factors were either estimated to be negligible or did not require a complicated analysis, however a brief discussion will follow on their calculation.

a. Self-absorption of fission fragments: Emitted fission fragments deposit an amount of their kinetic energy in the sample. A fraction of those might then produce a signal below the detection threshold, thus the fission yield is underestimated. To estimate the amount of these fission fragments, the Monte Carlo simulations described in III B 2 were used. A fraction that did not exceed 0.1% was estimated with an uncertainty that is defined by the uncertainty of the reported masses and has negligible contribution to the final cross section uncertainty. Nevertheless, at high neutron energies the fission fragment angular distribution (FFAD) might have an effect on the self-absorption and thus on the detection efficiency, as demonstrated in refs. [47–49]. In the present case, the Monte Carlo simulations described in III B 2 were used also and the fission fragments were propagated towards the gas at angles ranging from $0^\circ$ – $90^\circ$. The simulations showed that the effect on the correction can be neglected.

b. Neutron beam attenuation: The neutron beam attenuation in the detector stack layers (fig. 11), was taken into account using Beer-Lambert’s attenuation law and ENDF/B-VIII.0 (n,tot) cross sections ($\sigma_{\text{tot}}$). According to the configuration shown in fig. 11, the beam with an $I_0$ intensity, that exits $^{235}\text{U}$, suffered successive losses when crossing a layer with $n$ atoms/cm$^2$, described by the ratio seen in eq. (4), where $i$ denotes each layer from the exit of $^{235}\text{U}$ up to the corresponding fission foil.

$$\frac{f_{\text{shield}}}{f_{\text{shield}}} = \exp \left\{ \sum \limits_i n_i \cdot \sigma_{\text{tot},i} \right\}$$

The neutron transport in the gas was neglected due to its negligible mass, therefore it is not visible in fig. 11, and Kapton was assumed to be pure $^{12}\text{C}$, which accounts for 70% of Kapton [50].

The estimated correction factors can be seen in fig. 12. It has to be noted that the correction in $^{238}\text{U}$ was not applied below 1 MeV due to the absence of statistics. In addition, the uncertainty of this correction, depends mainly on the uncertainty of the evaluated cross sections and was estimated to be less than 2%, since the number of atoms was known with an accuracy better than 1%.
c. Spontaneous fission: To estimate the contribution of spontaneous fission and cluster decay, the beam-off spectra were used. It was experimentally shown that less than 0.4% of the recorded counts were attributed to spontaneous fission and cluster decay events. The uncertainty in this case was estimated to be 5% based on the statistical uncertainty of the recorded spontaneous fission events in the longest beam-off run, which corresponded to 50,000 proton bunches. It has to be mentioned that the branching ratio of cluster decay is appreciably smaller than spontaneous fission, therefore it was neglected in the correction.

FIG. 12. Correction factors for neutron beam attenuation that were applied to $^{240}$Pu and $^{238}$U.

FIG. 13. Comparison between beam-on and -off spectra recorded from the most massive $^{240}$Pu sample. The contribution of spontaneous fission was considered negligible. Spectra are normalised to the number of triggers for a direct comparison.

d. Photo-fission: To estimate the contribution of photo-fission events, Monte Carlo simulations were used. More specifically, the simulated photon fluence from the spallation process was used, along with the ENDF/B-VIII.0 ($\gamma$, f) cross sections in order to calculate the expected reaction rate. Photo-fission events were estimated to contribute less than 0.2% in the worst case.

6. Neutron flux

In the resolved resonance region, the $^{240}$Pu(n,f) cross section was calculated using the EAR2 evaluated flux [32]. The flux of the vertical neutron beam is given at the floor level of the bunker, therefore a normalisation factor was applied to estimate the flux at the sample position, which was determined by the neutron flux obtained from $^{235}$U.

The neutron flux was calculated using $^{235}$U from 9 meV up to 6 MeV, excluding the 1 eV - 2 keV resonance region. Then, the neutron flux from $^{238}$U was also calculated in order to benchmark the flux calculated from $^{235}$U. As shown in fig. 14, the agreement was quite satisfactory in the MeV region, indicating that the absolute flux value was properly calculated.

Moreover, the flux was also calculated using the data obtained from SiMon2 and was normalised to $^{235}$U at the thermal peak (56 meV). As shown in fig. 14, the agreement in the overlapping energy region between SiMon2 and $^{235}$U was quite satisfactory, indicating a proper reconstruction of the shape of the neutron spectrum.

The next step was to normalise the evaluated flux at the thermal peak and to examine the agreement concerning the shape of the neutron flux. As illustrated in fig. 14, an overall agreement was observed.

Finally, to benchmark the normalisation, the n_TOF simulation pool was used. Neutrons that were scored at the exit of the spallation target, were propagated towards EAR2 using an optical transport, to the position of $^{235}$U. As shown in fig. 14, the simulated flux was in agreement at the thermal peak with the $^{235}$U, the evaluated and the SiMon2 flux, indicating the consistency obtained by the redundant determination of the neutron flux.

As a result, the normalised evaluated flux was used to calculate the $^{240}$Pu(n,f) cross section in the resolved resonance region.

FIG. 14. The neutron flux calculated from $^{235}$U, $^{238}$U and SiMon2 was found in satisfactory agreement with the evaluated and the simulated ones.
In addition, the simulations were used to estimate the decrease of the neutron flux during its propagation. The flux on each fission foil was calculated and an average drop of 0.24% per cm was estimated and taken into account in the analysis of the flux ratio. Finally, table II summarises the correction factors and their corresponding uncertainties.

C. Analysis benchmark

Prior to reporting the final results, a benchmarking procedure was adopted. First of all, the data from the reference foils were used to reproduce the $^{238}$U(n,f) neutron standard. As shown in fig. 15, the $^{238}$U(n,f) cross section was calculated with reference to $^{235}$U(n,f) and a satisfactory agreement with the ENDF/B-VIII.0 evaluation within less than 3% was achieved.

Finally, an overall agreement within uncertainties was observed between the corrected counting spectra for each sample, therefore the reported cross section was the weighted average of the individual ones.

IV. RESULTS AND DISCUSSION

The $^{240}$Pu(n,f) cross section was obtained in a broad energy range that spanned from 9 meV up to 6 MeV (fig. 16), covering almost 9 orders of magnitude in neutron energy, illustrating the impressive capabilities of EAR2 for fission measurements. It has to be noted that the conversion from time-of-flight to the incident neutron energy was made by using an effective flight path $L$, that was estimated with the methodology described in ref. [51]. The effective flight path was found to be 19.5 m for $^{235}$U and 0.017 m were added for each successive fission foil, which corresponds to the geometric spacing which was accurately known within 0.1%. The uncertainties shown in fig. 16 correspond to the statistical uncertainties, after the application of the correction factors.

In the thermal region, only two measurements were reported in EXFOR, which were discrepant and with a high uncertainty as described in IB. The derived cross section between 9 − 100 meV is shown in fig. 17 and corresponds to the only available time-of-flight data set in literature. The present data set is in a better agreement with the data point by Eastwood compared to the corresponding one by Pratt. In addition, a fair agreement within uncertainties was observed between CENDL-3.1 [52] and JEFF-3.3 [53] while ENDF/B-VIII.0 [54] was systematically lower by about 15%. Finally, JENDL-4.0 [53] was underestimating the cross section by about a factor of 2. The present data-set is expected to provide additional material for future evaluations, thus reducing the discrepancies among the libraries.

A. Thermal region

![Figure 16](image)

**FIG. 16.** The $^{240}$Pu(n,f) cross section that was derived in the present work spanned across a wide range in neutron energy, from 9 meV up to 6 MeV.

![Figure 17](image)

**FIG. 17.** The $^{240}$Pu(n,f) cross section between 9 − 100 meV in comparison with the experimental data Eastwood et al. [14] and the evaluation by Bouland et. al [19] as well as the most common evaluation libraries [52–55].
TABLE II. List of the correction factors that were applied to the fission yields along with the corresponding uncertainties (when estimated). In cases of energy dependent correction factors, a reference to a figure is given. When a single correction factor is given, it corresponds to all fission foils, unless a hyphen is used in the corresponding row.

| Sample | $f_{\text{amp}}$ | $f_{\text{imp}}$ | $f_{\text{DT}}$ | $f_{\text{abs}}$ | $f_{\text{shield}}$ | $f_{\text{SF}}$, $f_{\text{CD}}$ | $f_{\gamma f}$ | $\Phi$ ratio |
|--------|------------------|-----------------|----------------|----------------|-------------------|-----------------|----------------|-------------|
| $^{235}\text{U}$ | 1.040(2) | - | - | - | - | - | - | 1.000 |
| $^{240}\text{Pu}$-04 | 1.070(4) | | | | | | Fig. 10 | 0.996 |
| $^{240}\text{Pu}$-01 | 1.115(10) | Fig. 8 | Fig. 10 | $< 0.100(1)$ | | | Fig. 12 | $< 0.40(2)$ | 0.992 |
| $^{240}\text{Pu}$-03 | 1.090(9) | | | | | | | 0.988 |
| $^{238}\text{U}$ | 1.020(3) | - | - | - | - | - | - | 0.984 |

B. Resonance at 1.05 eV

Although a comparison in the resolved resonance region is only possible through resonance parameters, a brief discussion will follow regarding the first resonance in the $^{240}\text{Pu}(n,f)$ cross section at $\sim 1$ eV. The only available data set was reported in 1956 by Leonard Jr. et al. [17] with poor resolution. The efficient $\alpha$-background suppression and high instantaneous flux allowed to derive a high resolution cross section, as shown in fig. 18, demonstrating the impressive capabilities of EAR2 as a spectrometer in low energy fission studies. Concerning the cross section in the resolved resonance region, a discussion will follow in section V.

![Cross section at 1.05 eV](image1)

**FIG. 18.** The high resolution $^{240}\text{Pu}(n,f)$ cross section at 1.05 eV region, demonstrates the impressive capabilities of EAR2 in low energy fission measurements.

C. Unresolved resonance region

In the unresolved resonance region, between a few keV and a few tens of keV, clusters of overlapping resonances were resolved that correspond to coupling between class-I and class-II states. A typical example is shown between 10 and 30 keV (fig. 19). The present data is in agreement with high resolution data that exist in literature [18, 20], however, evaluated cross sections do not present any structures. The only exception is ENDF/B-VIII.0, which was clearly based on the lower resolution data reported by Tovesson et al. [22].

![Cross section in the 10-21 keV energy region](image2)

**FIG. 19.** The cross section in the 10 - 21 keV energy region. It is evident that despite the availability of high resolution data, the observed structures are only considered in the ENDF/B-VIII.0 evaluation [54].

D. Fission threshold

At sub-barrier neutron energies, structures that could be attributed to vibrational bumps were observed (e.g. around 100, 140, 280, 350, 650, 785 keV), as shown in fig. 20. An overall agreement with the latest reported data by Salvador-Castineira et al. [21] was observed. In addition, an overall agreement within uncertainties was observed with the data by Laptev et al. [23], Meadows [56] and Nesterov et al. [57] while the data-set reported by Tovesson et al. [22] was systematically higher by 10 – 15%, depending on the energy range.

The evaluations are in overall agreement with each other and provide cross sections that lie between the experimental data. The present data-set, is expected to provide useful additional material to correct the future evaluations. In addition to the previous comparison, the evaluated cross sections did not predict the subthreshold structures that were observed in the present data. The only exception is JEFF-3.3 which shows some structures, however, they seem unrealistically pronounced.
An overall agreement with reported data-sets was observed apart from the one reported by Tovesson et al. [22].

F. Covariance propagation

The cross section calculation was accompanied by the estimation of the uncertainties and correlations. In this respect only non-negligible components were taken into account such as the fission counts, $f_{\text{amp}}$, $f_{\text{imp}}$, the mass $m$, the neutron flux in the 800 meV - 2 keV region and $f_{\text{DT}}$ above 1 MeV. The fission counts and the neutron flux were considered to have a fully uncorrelated contribution to the covariance matrix while $f_{\text{amp}}$ and $m$ have correlated components. Regarding $f_{\text{imp}}$, its covariance matrix was calculated separately assuming that the biggest contribution were the atomic abundances, neglecting therefore the uncertainty of the known $^{239}\text{Pu}(n,f)$ cross section.

The covariance matrix was used to estimate the total uncertainty, which is reported in Appendix B and the correlations in the cross section. The estimated correlations are illustrated in fig. 22.

It has to be noted that the larger statistical uncertainties in the 4 – 6 MeV energy region are attributed to the fact that the cross section was calculated using only one $^{240}\text{Pu}$ sample, since in all the others the $\gamma$-flash subtraction and counting loss correction could only be applied up to 4 MeV.
V. RESONANCE ANALYSIS

Between 1 eV and 10 keV a total of 25 fission resonances were resolved with sufficient statistical accuracy. Due to the nature of the double humped fission barrier, fission resonances are grouped resulting in a significant fluctuation of fission widths which justifies the analysis of only strong resonances.

A. Details of the resonance analysis

The resolved resonances were analysed by means of the SAMMY code [63] implementing the R-Matrix formalism. The present analysis was performed under the following assumptions: (a) the Reich-Moore approximation was selected, (b) Doppler broadening was taken into account using the free gas model (T = 300 K), (c) multiple scattering effects were neglected due to the small thickness of the samples compared to the mean neutron path, (d) broadening due to the time resolution of the spectrometer was used taking into account both the proton burst width (7 ns RMS) and the neutron transport within the target-moderator assembly which was obtained from the Monte Carlo simulations [64].

As far as the calculation is concerned, resonances were considered to be s-waves \((l = 0)\). In addition, since fission widths \(\Gamma_f\) in a non-fissile nucleus are appreciably smaller than the neutron \(\Gamma_n\) and capture \(\Gamma_\gamma\) widths, the present data could not provide \(\Gamma_n\) and \(\Gamma_\gamma\). Therefore, up to 5.7 keV, \(\Gamma_n\) and \(\Gamma_\gamma\) were fixed to the values proposed by Bouland et al. [19], which are the ones adopted by ENDF/B-VIII.0 and JEFF-3.3, while the neutron energy \(E_n\) and \(\Gamma_f\) were fitted.

Above 5.7 keV, in the absence of resonance parameters in literature, a constant radiation width of 31.8 meV was adopted from ENDF/B-VIII.0. Despite the existence of transmission data by Gwin [65], neutron widths were also absent in literature. In this respect, a constant reduced neutron width was used, which was calculated considering a mean level spacing \((D) = 12.06(60)\) eV and the strength function \(S_0 = 1.032(71)10^{-4}\) proposed by Bouland et al. [19], using eq. (5).

\[
g_f \Gamma_n^0 = S_0(D) \sqrt{E_n} \tag{5}
\]

where \(g_f\) is the spin factor and in the present work had a value of 1 since only s-waves were considered.

The neutron energy was fitted using a fudge factor of 0.01 = 1% and an overall agreement with the evaluation of Bouland et al. [19] was observed. On the contrary, fission widths were left practically free to vary using a fudge factor of 10. The uncertainty in the varying parameters was provided by SAMMY as the uncertainty of the Propagated Uncertainty Parameters (PUP in SAMMY notation).

It has to be noted that the broadening induced by thermal neutron moderation did not allow the determination of \(\Gamma_\gamma\) unless it was much greater than \(\Gamma_n\) and \(\Gamma_\gamma\), therefore the fission kernels \(F_k\) will be reported, which were calculated using eq. (6).

\[
F_k = g_f \frac{\Gamma_f \Gamma_n}{\Gamma_f + \Gamma_n + \Gamma_\gamma} \tag{6}
\]

B. Results and discussion

The discussion that follows concerns resolved resonances with sufficient statistical accuracy and fission kernels with an uncertainty less than 30%. Other, perhaps doubtful, resonances were accepted in the analysis and their parameters, which were calculated with an uncertainty higher than 30% can be retrieved in Appendix A where the parametrisation of the present cross section is provided.

In the following figures, a comparison is presented (top panels) between the experimental data, the fits obtained by SAMMY and the evaluated cross section by Bouland et al. [19] which was broadened using the response function of EAR2. In the bottom panels, the residuals between the SAMMY fits and the experimental data are given. In table V the fission kernels are reported, while a full parametrisation of the cross section is given in Appendix A.

1. Resonance at 1.05 eV

The extracted \(\Gamma_f\) at the first resonance at 1.05 eV was 0.0077(4) meV, which is roughly 6% smaller than the 0.0081(15) meV reported by Bouland et al. [19].

![Resonance at 1.05 eV](image)

FIG. 23. Resonance at 1.05 eV where a fission width with a 5% uncertainty was derived.

2. Energy region between 19 - 400 eV

In this energy region, five typical examples of fission resonances are presented in fig. 24. The analysis of the second isolated resonance at 20.4 eV (fig. 24a), provided
a fission width $\Gamma_f = 0.29$ meV, that is higher by 30%, compared with the 0.20 meV proposed by Bouland et al. The uncertainty in $\Gamma_f$, mainly attributed to statistics, cannot justify this discrepancy. In addition, in this energy region, the corrections were quite small, therefore the present fission width is considered to be accurate. The same was observed for an isolated resonance at 38.4 eV, where the extracted fission width is 0.017 meV and the evaluated one 0.0095 meV. The 45% discrepancy clearly exceeds the 20% statistical uncertainty.

A resonance at 152 eV was also resolved, with a fission width of 0.38 meV, 5% higher than the corresponding value of Bouland et al. who reported $\Gamma_f$ equal to 0.36 meV. The statistical uncertainty in the $\Gamma_f$ calculation of the present work was of the order of 6%, therefore both values were in agreement within uncertainties, as illustrated in fig. 24b.

Two isolated resonances were also resolved at 260.5 and 286.9 eV, as shown in fig. 24c. The resonance analysis yielded fission widths of 0.12 and 0.37 meV respectively while the corresponding ones from Bouland et al. were 0.09 and 0.38 meV, respectively. In the former resonance, a 25% discrepancy was observed which could be attributed to the 30% statistical accuracy while in the latter the present data confirm Bouland’s et al. evaluation.

Finally, an 8% discrepancy was observed for the 405 eV resonance for which Bouland et al. proposed $\Gamma_f = 0.47$ meV compared to the 0.43 meV extracted from the present work. In this case the statistical uncertainty was of the order of 25%, therefore both fission kernels were compatible within uncertainties, as illustrated in fig. 24d.

All in all, fair agreement within uncertainties was observed compared to the evaluation by Bouland et al. The limitation of statistical accuracy cannot provide a clear confirmation of the resonance parameters reported by Bouland et al., however, the discrepancy observed at the 20.4 eV resonance indicates an underestimation of the fission cross section, therefore further investigation is recommended.

3. Resonances with large fission widths

In fission resonances where the fission width is notably higher than $\Gamma_n$ and $\Gamma_\gamma$, eq. (6) is reduced to eq. (7), which implies that the resonance area is sensitive to the neutron width. In addition the determination of the fission width can be achieved by transmission measurements, since in this case the total width $\Gamma$ is practically equal to $\Gamma_f$.

$$F_K \approx g_f \Gamma_n$$  \hspace{1cm} (7)

Among such resonances two of them were resolved at 782 and 1402 eV. Apart from Bouland et al. [19], Guerrero et al. [66] provided resonance parameters, analysing capture data from n_TOF [67] and transmission data from Kolar and Böckhoff [68].

FIG. 24. A few resonances that were resolved in the 19 – 400 eV region. An overall agreement within uncertainties was observed with the evaluation by Bouland et al. [19], except for the resonance at 20.4 eV. See text for further details.
In these resonances, the radiation widths proposed by Bouland et al. and Guerrero were adopted along with the common fission widths they used. The neutron widths were left free to vary.

a. Resonance at 783 eV: Concerning the 783 eV resonance, which can be seen in fig. 25a, Bouland et al. [19] proposed a neutron width which was equal to 3.83 meV and a 31.2 meV radiation width. Guerrero et al. [66] proposed a radiation width of 36.6 meV and the analysis of the transmission data of Kolar and Böckhoff, yielded a width of 6.26 meV. Both reported a fission width $\Gamma_f = 1858$ meV which was adopted in this work. The present analysis yielded a 3.3 meV fission kernel using $\Gamma_\gamma$ and $\Gamma_f$ from Bouland et al., which was 14% smaller than the evaluated value. The $\Gamma_n$ that was derived using Guerrero’s $\Gamma_\gamma$ was 3.88 meV, which practically confirms the neutron width by Bouland et al. The $\Gamma_n$ extracted from the analysis of the transmission data was 53% larger than the one derived from the present analysis.

The neighbouring resonances were analysed using the procedure described in the beginning of section VA, therefore the $\Gamma_f$ were fitted. The results are reported in table V.

b. Resonance at 1402 eV: The neutron widths proposed by Bouland et al. [19] and Guerrero et al. [66] were 9.83 and 10.02 meV, respectively while $\Gamma_\gamma$ was practically the same (31.8 and 31.0 meV, respectively). Both used a fission width of 2085.5 meV which was adopted in the present work. The fission kernel that was estimated from the present work was 9.4 meV and in agreement with the values derived by Guerrero et al. [66] and Bouland et al. [19], as illustrated in fig. 25b.

4. Resonances beyond evaluations

Bouland et al. extracted resonance parameters up to 5.7 keV, however in the present data prominent resonance structures were resolved at higher energies, even up to 20 keV. An example is shown in fig. 26 in the 6.2 – 10.2 keV energy region. The corresponding parametrisation of the cross section is given in Appendix A by means of Reich-Moore resonance parameters. It has to be noted that in this overlapping region, resonances are Ericson type fluctuations and the fission kernels reflect some fission mixtures of the coherent mixing of a set of overlapping compound states.

C. Remarks on the resonance analysis

The resonance analysis that was presented demonstrated the capability of measurements in EAR2 in resolving fission resonances. Although the experiment was not originally designed to achieve the required statistical accuracy for resonance analyses, the parameters from the present data were in overall agreement with the evaluation by Bouland et al. [19], including fission and neutron...
TABLE III. List of the fission kernels with a statistical uncertainty of less than 30%. Negative differences correspond to a smaller fission kernel compared to the corresponding one by Bouland et al. [19].

| \( E_a \) (eV) | Present work | Relative uncertainty | Bouland et al. [19] | Difference (%) |
|---------------|--------------|----------------------|---------------------|----------------|
| 1.06          | 0.00059(8)   | 14                   | 0.00063             | −6             |
| 20.4          | 0.027(6)     | 20                   | 0.019               | 35             |
| 38.4          | 0.0078(7)    | 9                    | 0.0043              | 59             |
| 66.6          | 0.021(1)     | 5                    | 0.016               | 25             |
| 72.8          | 0.044(2)     | 5                    | 0.041               | 8              |
| 152.0         | 0.099(2)     | 2                    | 0.094               | 6              |
| 260.5         | 0.048(2)     | 4                    | 0.038               | 26             |
| 287.0         | 0.30(5)      | 17                   | 0.30                | −2             |
| 405.0         | 0.33(6)      | 18                   | 0.36                | −8             |
| 743.1         | 0.017(3)     | 18                   | 0.040               | −81            |
| 750.3         | 8.2(2)       | 2                    | 6.9                 | 17             |
| 778.1         | 0.020(1)     | 5                    | 0.019               | 5              |
| 783.1         | 3.3(6)       | 18                   | 3.8                 | −14            |
| 790.5         | 5.5(2)       | 4                    | 5.7                 | −4             |
| 1402          | 9.4(1)       | 1                    | 9.6                 | −2             |
| 1842          | 8.2(3)       | 4                    | 7.7                 | 6              |
| 1902          | 3.2(2)       | 6                    | 2.8                 | 12             |
| 1917          | 20(2)        | 10                   | 21                  | −4             |
| 1948          | 7.5(2)       | 3                    | 6.0                 | 22             |
| 1955          | 17.8(4)      | 2                    | 20                  | −13            |
| 2033          | 10.3(25)     | 24                   | 6.6                 | 43             |
| 2098          | 8.2(8)       | 10                   | 7.7                 | 6              |
| 6551          | 12.5(3)      | 2                    | −                   | −              |
| 7508          | 64.5(5)      | 1                    | −                   | −              |
| 8098          | 111(9)       | 8                    | −                   | −              |

* Resonance energy was found higher by 4 eV.

VI. CONCLUSION

The second experimental area (EAR2, 19m flight path) was commissioned in 2014 [25] in order to expand the measuring capabilities of CERN’s n_TOF facility in studying reactions where high activity and/or low mass samples are involved. In this respect, the first experiment that was performed was the study of the \(^{240}\text{Pu}(n,f)\) cross section, which could not be completed in a previous measurement in the existing experimental area (EAR1, 185m flight path) due to the detector deterioration induced by the long exposure to the activity of the fission foils [24].

The present measurement was successfully completed and yielded a cross section in a broad energy range from 9 meV up to 6 MeV incident neutron energy, covering almost most 9 orders of magnitude. This experimental campaign demonstrated the capabilities of EAR2 for measurements especially at neutron energies below the fission threshold where the limited amount of fission material makes the study of resonances and thermal cross sections challenging. The high instantaneous neutron flux which was delivered in a short time interval, compensated for this experimental limitation, thus appreciably reducing the intrinsic background from the \(\alpha\)-activity and providing sufficient fission rate to observe resonance structures.

These structures were analysed by means of SAMMY fits [63], incorporating the R-Matrix formalism. A total of 25 resonance kernels are reported although the experiment was not initially designed for sub-barrier fission. The majority of fission kernels is in agreement with evaluations [19], while three new values could be determined and recommended.

In the near-threshold region, resonance structures were also observed which correspond to overlapping class-II states but could not be analysed using the available statistical model codes.

Above the fission threshold, the high instantaneous fission rate resulted in appreciably large counting losses, which were estimated by means of a dedicated methodology that was applied to the fission counts [45]. The derived cross section is in agreement with the latest data-set by Salvador-Castineira et al. [21] and the time-of-flight data by Laptev et al. [23] but systematically smaller than the latest time-of-flight measurement by Tovesson et al. [22] and the ENDF/B-VII.0 and JEFF-3.3 evaluations. An overall agreement was observed with the CENDL-3.1 and JENDL-4.0 evaluation libraries.

The present measurement is expected to provide additional material for the evaluated libraries while emphasizing the need for an additional study in the resolved resonance region. The further upgrade of the n_TOF spallation target is expected to offer an increased neutron flux and a significantly better resolution.

Finally, due to the substantially higher instantaneous flux especially near thermal energies, EAR2 is expected to facilitate the measurement of new fission cross section data concerning actinides which are important both in nuclear energy applications and fundamental research.
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Appendix A: Reich-Moore resonance parameters

The resonance parameters that reproduce the reported cross section are given below. Each file line corresponds to the parameters of one resonance. From left to right the columns contain the energy, radiation, neutron and...
TABLE IV: Resonance parameters that were used to parametrise the $^{240}$Pu(n,f) cross section. The resonances were considered s-waves, therefore the resonance spins are $J = 1/2$.

| Energy (eV) | $\Gamma_\gamma$ (meV) | $\Gamma_n$ (meV) | $\Gamma_f$ (meV) |
|------------|------------------------|-----------------|-----------------|
| $-4.070 \times 10^3$ | $3.18 \times 10^3$ | $3.55 \times 10^3$ | $3.37 \times 10^{-3}$ |
| $-1.300 \times 10^3$ | $3.18 \times 10^3$ | $3.52 \times 10^3$ | $4.31 \times 10^{-2}$ |
| $-3.050 \times 10^3$ | $3.18 \times 10^3$ | $2.14 \times 10^2$ | $4.00 \times 10^{-2}$ |
| $-7.010 \times 10^3$ | $3.18 \times 10^3$ | $3.09 \times 10^2$ | $4.00 \times 10^{-2}$ |
| $-3.000 \times 10^4$ | $3.91 \times 10^3$ | $1.31 \times 10^0$ | $1.00 \times 10^0$ |
| $1.058 \times 10^5$ | $2.91 \times 10^3$ | $2.45 \times 10^0$ | $7.65 \times 10^{-3}$ |
| $2.043 \times 10^5$ | $2.70 \times 10^3$ | $2.75 \times 10^0$ | $2.90 \times 10^{-1}$ |
| $3.855 \times 10^5$ | $2.40 \times 10^3$ | $1.96 \times 10^1$ | $1.74 \times 10^{-2}$ |
| $4.175 \times 10^5$ | $2.55 \times 10^3$ | $1.74 \times 10^1$ | $7.11 \times 10^{-3}$ |
| $6.664 \times 10^5$ | $3.30 \times 10^3$ | $5.55 \times 10^1$ | $3.27 \times 10^{-2}$ |
| $7.277 \times 10^5$ | $2.64 \times 10^3$ | $2.17 \times 10^1$ | $9.78 \times 10^{-2}$ |
| $9.078 \times 10^5$ | $3.08 \times 10^3$ | $1.33 \times 10^1$ | $1.01 \times 10^{-1}$ |
| $9.249 \times 10^5$ | $2.83 \times 10^3$ | $3.00 \times 10^0$ | $6.32 \times 10^{-1}$ |
| $1.250 \times 10^6$ | $2.85 \times 10^3$ | $4.62 \times 10^{-1}$ | $5.10 \times 10^{-3}$ |
| $1.217 \times 10^6$ | $5.36 \times 10^3$ | $1.49 \times 10^{-1}$ | $8.70 \times 10^{-2}$ |
| $1.257 \times 10^6$ | $5.81 \times 10^3$ | $1.20 \times 10^{-1}$ | $2.00 \times 10^{-1}$ |
| $1.308 \times 10^6$ | $3.09 \times 10^3$ | $1.79 \times 10^{-1}$ | $2.41 \times 10^{-1}$ |
| $1.351 \times 10^6$ | $3.29 \times 10^3$ | $1.83 \times 10^{-1}$ | $4.83 \times 10^{-2}$ |
| $1.520 \times 10^6$ | $3.75 \times 10^3$ | $1.35 \times 10^{-1}$ | $3.77 \times 10^{-1}$ |
| $1.627 \times 10^6$ | $2.91 \times 10^3$ | $8.48 \times 10^0$ | $5.80 \times 10^{-1}$ |
| $1.698 \times 10^6$ | $3.10 \times 10^3$ | $1.32 \times 10^{-1}$ | $1.37 \times 10^{-1}$ |
| $1.858 \times 10^6$ | $3.10 \times 10^3$ | $1.58 \times 10^{-1}$ | $8.95 \times 10^{-3}$ |
| $1.920 \times 10^6$ | $3.06 \times 10^3$ | $2.85 \times 10^{-1}$ | $1.28 \times 10^{-3}$ |
| $1.956 \times 10^6$ | $3.18 \times 10^3$ | $1.60 \times 10^{-1}$ | $1.20 \times 10^{-1}$ |
| $1.974 \times 10^6$ | $3.18 \times 10^3$ | $1.60 \times 10^{-1}$ | $1.20 \times 10^{-1}$ |
| $1.997 \times 10^6$ | $2.86 \times 10^3$ | $9.70 \times 10^{-1}$ | $1.37 \times 10^{-1}$ |
| $2.389 \times 10^6$ | $2.87 \times 10^3$ | $1.19 \times 10^{-1}$ | $1.35 \times 10^{-1}$ |
| $2.605 \times 10^6$ | $3.28 \times 10^3$ | $2.23 \times 10^{-1}$ | $1.19 \times 10^{-1}$ |
| $2.869 \times 10^6$ | $3.20 \times 10^3$ | $1.35 \times 10^{-2}$ | $3.69 \times 10^{-1}$ |
| $3.049 \times 10^6$ | $3.39 \times 10^3$ | $7.37 \times 10^{-1}$ | $2.12 \times 10^{-1}$ |
| $3.136 \times 10^6$ | $3.18 \times 10^3$ | $1.20 \times 10^{-1}$ | $2.50 \times 10^{-1}$ |
| $3.181 \times 10^6$ | $3.22 \times 10^3$ | $5.23 \times 10^{-1}$ | $3.21 \times 10^{-1}$ |
| $3.207 \times 10^6$ | $3.49 \times 10^3$ | $1.89 \times 10^{-1}$ | $3.26 \times 10^{-2}$ |
| $3.327 \times 10^6$ | $3.18 \times 10^3$ | $1.30 \times 10^{-1}$ | $2.49 \times 10^{-2}$ |
| $3.383 \times 10^6$ | $3.14 \times 10^3$ | $5.94 \times 10^{-4}$ | $4.57 \times 10^{-3}$ |
| $3.459 \times 10^6$ | $3.39 \times 10^3$ | $1.59 \times 10^{-1}$ | $3.52 \times 10^{-1}$ |
| $3.635 \times 10^6$ | $3.88 \times 10^3$ | $3.16 \times 10^{-1}$ | $1.37 \times 10^{-1}$ |
| $3.719 \times 10^6$ | $3.04 \times 10^3$ | $1.33 \times 10^{-1}$ | $1.35 \times 10^{-1}$ |
| $3.930 \times 10^6$ | $3.18 \times 10^3$ | $1.50 \times 10^{-1}$ | $1.70 \times 10^{-2}$ |
| $4.050 \times 10^6$ | $3.24 \times 10^3$ | $1.03 \times 10^{-2}$ | $4.31 \times 10^{-1}$ |
| $4.189 \times 10^6$ | $3.09 \times 10^3$ | $5.77 \times 10^{-1}$ | $2.87 \times 10^{-1}$ |
| $4.457 \times 10^6$ | $3.14 \times 10^3$ | $1.84 \times 10^{-1}$ | $5.84 \times 10^{-1}$ |
| $4.498 \times 10^6$ | $3.22 \times 10^3$ | $1.61 \times 10^{-1}$ | $1.47 \times 10^{-1}$ |
| $4.666 \times 10^6$ | $3.29 \times 10^3$ | $2.65 \times 10^{-1}$ | $1.03 \times 10^0$ |
| $4.733 \times 10^6$ | $3.07 \times 10^3$ | $4.11 \times 10^{-1}$ | $1.00 \times 10^0$ |
| $4.938 \times 10^6$ | $3.15 \times 10^3$ | $5.35 \times 10^{-1}$ | $5.30 \times 10^{-1}$ |

Continued on next column
| Energy (eV) | $\Gamma_\gamma$ (meV) | $\Gamma_n$ (meV) | $\Gamma_f$ (meV) |
|------------|----------------------|-----------------|-----------------|
| 1.100 × 10^4 | 3.41 × 10^3 | 8.00 × 10^3 | −3.04 × 10^3 |
| 1.116 × 10^4 | 3.18 × 10^3 | 2.57 × 10^3 | −5.47 × 10^3 |
| 1.129 × 10^4 | 3.09 × 10^3 | 4.98 × 10^3 | 6.72 × 10^3 |
| 1.134 × 10^4 | 3.18 × 10^3 | 6.97 × 10^3 | 3.62 × 10^3 |
| 1.143 × 10^4 | 3.10 × 10^3 | 4.22 × 10^3 | −4.22 × 10^3 |
| 1.160 × 10^4 | 3.29 × 10^3 | 2.38 × 10^3 | −6.87 × 10^3 |
| 1.176 × 10^4 | 3.18 × 10^3 | 1.50 × 10^3 | 4.12 × 10^3 |
| 1.186 × 10^4 | 3.21 × 10^3 | 1.59 × 10^3 | 1.11 × 10^3 |
| 1.191 × 10^4 | 3.18 × 10^3 | 1.14 × 10^3 | −1.46 × 10^3 |
| 1.201 × 10^4 | 3.18 × 10^3 | 2.00 × 10^3 | 1.40 × 10^3 |
| 1.209 × 10^4 | 3.17 × 10^3 | 6.25 × 10^3 | −3.50 × 10^3 |
| 1.228 × 10^4 | 3.18 × 10^3 | 1.04 × 10^3 | 9.40 × 10^3 |
| 1.237 × 10^4 | 3.18 × 10^3 | 1.12 × 10^3 | 7.82 × 10^3 |
| 1.256 × 10^4 | 3.12 × 10^3 | 7.99 × 10^3 | −4.52 × 10^3 |
| 1.281 × 10^4 | 3.18 × 10^3 | 4.20 × 10^3 | −1.01 × 10^3 |
| 1.301 × 10^4 | 3.06 × 10^3 | 2.49 × 10^3 | −2.67 × 10^3 |
| 1.328 × 10^4 | 3.27 × 10^3 | 3.68 × 10^3 | 5.07 × 10^3 |
| 1.345 × 10^4 | 3.18 × 10^3 | 2.49 × 10^3 | 1.09 × 10^3 |
| 1.351 × 10^4 | 3.18 × 10^3 | 7.74 × 10^3 | −2.72 × 10^3 |
| 1.363 × 10^4 | 3.18 × 10^3 | 7.31 × 10^3 | 2.78 × 10^3 |
| 1.377 × 10^4 | 3.12 × 10^3 | 6.61 × 10^3 | −1.13 × 10^3 |
| 1.389 × 10^4 | 3.18 × 10^3 | 1.47 × 10^3 | 6.30 × 10^3 |
| 1.402 × 10^4 | 3.10 × 10^3 | 9.58 × 10^3 | −2.09 × 10^3 |
| 1.408 × 10^4 | 3.18 × 10^3 | 9.91 × 10^3 | −8.52 × 10^3 |
| 1.426 × 10^4 | 2.99 × 10^3 | 3.91 × 10^3 | 5.49 × 10^3 |
| 1.429 × 10^4 | 3.18 × 10^3 | 1.57 × 10^3 | −1.02 × 10^3 |
| 1.442 × 10^4 | 3.18 × 10^3 | 2.00 × 10^3 | 6.74 × 10^3 |
| 1.450 × 10^4 | 3.18 × 10^3 | 2.69 × 10^3 | −1.49 × 10^3 |
| 1.451 × 10^4 | 3.15 × 10^3 | 2.74 × 10^3 | −2.74 × 10^3 |
| 1.463 × 10^4 | 3.18 × 10^3 | 2.18 × 10^3 | 3.72 × 10^3 |
| 1.466 × 10^4 | 3.18 × 10^3 | 2.00 × 10^3 | −2.73 × 10^3 |
| 1.475 × 10^4 | 3.18 × 10^3 | 2.00 × 10^3 | −4.67 × 10^3 |
| 1.481 × 10^4 | 3.18 × 10^3 | 9.76 × 10^3 | 2.01 × 10^3 |
| 1.498 × 10^4 | 3.18 × 10^3 | 2.00 × 10^3 | 4.27 × 10^3 |
| 1.503 × 10^4 | 3.18 × 10^3 | 4.00 × 10^3 | −1.11 × 10^3 |
| 1.529 × 10^4 | 3.18 × 10^3 | 5.00 × 10^3 | 3.25 × 10^3 |
| 1.540 × 10^4 | 3.23 × 10^3 | 1.02 × 10^2 | −1.60 × 10^3 |
| 1.549 × 10^4 | 3.17 × 10^3 | 1.62 × 10^3 | 4.11 × 10^3 |
| 1.555 × 10^4 | 3.18 × 10^3 | 2.50 × 10^3 | −3.64 × 10^3 |
| 1.564 × 10^4 | 3.04 × 10^3 | 1.18 × 10^3 | −1.20 × 10^3 |
| 1.575 × 10^4 | 3.16 × 10^3 | 1.26 × 10^3 | −5.10 × 10^3 |
| 1.582 × 10^4 | 3.18 × 10^3 | 3.00 × 10^3 | 1.10 × 10^3 |
| 1.600 × 10^4 | 3.18 × 10^3 | 2.00 × 10^3 | −1.01 × 10^3 |
| 1.610 × 10^4 | 3.18 × 10^3 | 3.60 × 10^3 | 7.25 × 10^3 |
| 1.621 × 10^4 | 3.18 × 10^3 | 2.80 × 10^3 | −3.70 × 10^3 |
| 1.629 × 10^4 | 3.18 × 10^3 | 5.00 × 10^3 | 8.37 × 10^3 |
| 1.643 × 10^4 | 3.17 × 10^3 | 1.11 × 10^2 | 9.52 × 10^3 |
| 1.663 × 10^4 | 3.22 × 10^3 | 6.91 × 10^3 | −7.91 × 10^3 |
| 1.667 × 10^4 | 3.18 × 10^3 | 6.00 × 10^3 | 1.12 × 10^3 |
| 1.688 × 10^4 | 3.18 × 10^3 | 3.53 × 10^3 | −1.89 × 10^3 |
| 1.707 × 10^4 | 3.18 × 10^3 | 4.50 × 10^3 | 1.43 × 10^3 |
| 1.724 × 10^4 | 3.14 × 10^3 | 8.44 × 10^3 | 1.79 × 10^3 |
| 1.749 × 10^4 | 3.18 × 10^3 | 3.00 × 10^3 | −9.90 × 10^3 |
| 1.742 × 10^4 | 3.18 × 10^3 | 2.48 × 10^3 | 7.81 × 10^3 |

**Continued on next column**
| Energy (eV) | $\Gamma_\gamma$ (meV) | $\Gamma_n$ (meV) | $\Gamma_f$ (meV) |
|------------|----------------|-----------------|-----------------|
| 2.434 x 10^3 | 3.04 x 10^4 | 2.15 x 10^2 | 3.00 x 10^-3 |
| 2.459 x 10^3 | 3.18 x 10^4 | 2.63 x 10^-4 | -4.30 x 10^-1 |
| 2.470 x 10^3 | 3.18 x 10^4 | 4.89 x 10^-1 | -2.10 x 10^-1 |
| 2.477 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | -5.15 x 10^0 |
| 2.484 x 10^3 | 3.18 x 10^4 | 2.14 x 10^-1 | 3.39 x 10^-1 |
| 2.512 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | -1.13 x 10^-1 |
| 2.521 x 10^3 | 3.38 x 10^4 | 1.14 x 10^2 | 3.50 x 10^-1 |
| 2.531 x 10^3 | 3.18 x 10^4 | 1.50 x 10^-1 | -1.04 x 10^-1 |
| 2.538 x 10^3 | 3.23 x 10^4 | 2.87 x 10^-2 | 2.10 x 10^-1 |
| 2.543 x 10^3 | 3.18 x 10^4 | 7.00 x 10^-1 | 9.88 x 10^-2 |
| 2.549 x 10^3 | 3.26 x 10^4 | 8.56 x 10^-1 | -6.55 x 10^-1 |
| 2.563 x 10^3 | 3.18 x 10^4 | 7.00 x 10^-1 | -1.00 x 10^-1 |
| 2.575 x 10^3 | 3.64 x 10^4 | 4.68 x 10^-1 | -4.84 x 10^-1 |
| 2.578 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | 9.50 x 10^-2 |
| 2.595 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | -1.12 x 10^0 |
| 2.602 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | 6.67 x 10^-1 |
| 2.627 x 10^3 | 3.18 x 10^4 | 1.50 x 10^-1 | -8.15 x 10^-2 |
| 2.633 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | 9.23 x 10^-1 |
| 2.645 x 10^3 | 3.16 x 10^4 | 4.30 x 10^-2 | -4.59 x 10^-2 |
| 2.652 x 10^3 | 3.18 x 10^4 | 3.83 x 10^-1 | 1.36 x 10^-1 |
| 2.670 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | -1.02 x 10^1 |
| 2.698 x 10^3 | 3.18 x 10^4 | 3.26 x 10^-2 | 1.20 x 10^-2 |
| 2.700 x 10^3 | 3.18 x 10^4 | 1.50 x 10^-1 | 7.56 x 10^-1 |
| 2.706 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | -1.97 x 10^1 |
| 2.718 x 10^3 | 3.18 x 10^4 | 4.04 x 10^-1 | 1.97 x 10^-1 |
| 2.729 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | -1.02 x 10^-1 |
| 2.739 x 10^3 | 3.18 x 10^4 | 1.82 x 10^-2 | 6.71 x 10^-1 |
| 2.754 x 10^3 | 2.91 x 10^4 | 1.14 x 10^-2 | 8.33 x 10^-1 |
| 2.764 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-1 | 9.80 x 10^-2 |
| 2.817 x 10^3 | 3.18 x 10^4 | 4.43 x 10^-1 | -1.60 x 10^0 |
| 2.844 x 10^3 | 3.18 x 10^4 | 1.72 x 10^-2 | -1.28 x 10^-1 |
| 2.858 x 10^3 | 3.18 x 10^4 | 2.87 x 10^-1 | 1.52 x 10^-1 |
| 2.882 x 10^3 | 3.18 x 10^4 | 3.20 x 10^-1 | -3.50 x 10^-1 |
| 2.896 x 10^3 | 3.18 x 10^4 | 6.39 x 10^-1 | 1.60 x 10^-1 |
| 2.905 x 10^3 | 3.18 x 10^4 | 1.23 x 10^-2 | 6.10 x 10^-1 |
| 2.924 x 10^3 | 3.18 x 10^4 | 1.80 x 10^-1 | -1.00 x 10^-1 |
| 2.938 x 10^3 | 3.18 x 10^4 | 1.53 x 10^-2 | -4.00 x 10^-1 |
| 2.969 x 10^3 | 3.18 x 10^4 | 9.87 x 10^-3 | -3.60 x 10^-1 |
| 2.980 x 10^3 | 3.18 x 10^4 | 1.12 x 10^-2 | 5.00 x 10^-2 |
| 2.987 x 10^3 | 3.18 x 10^4 | 1.09 x 10^-3 | -9.60 x 10^-1 |
| 2.994 x 10^3 | 3.18 x 10^4 | 6.12 x 10^-3 | 3.25 x 10^-1 |
| 3.004 x 10^3 | 3.18 x 10^4 | 8.39 x 10^-3 | 5.65 x 10^-1 |
| 3.018 x 10^3 | 3.18 x 10^4 | 1.27 x 10^-2 | -1.93 x 10^-1 |
| 3.029 x 10^3 | 3.18 x 10^4 | 2.01 x 10^-3 | 2.17 x 10^-1 |
| 3.040 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-3 | -2.32 x 10^-1 |
| 3.048 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-3 | 3.71 x 10^-1 |
| 3.055 x 10^3 | 3.18 x 10^4 | 4.90 x 10^-3 | -5.81 x 10^-1 |
| 3.070 x 10^3 | 3.18 x 10^4 | 1.37 x 10^-3 | 2.76 x 10^-1 |
| 3.078 x 10^3 | 3.18 x 10^4 | 1.33 x 10^-3 | 3.82 x 10^-1 |
| 3.088 x 10^3 | 3.18 x 10^4 | 3.35 x 10^-3 | -7.94 x 10^-1 |
| 3.092 x 10^3 | 3.18 x 10^4 | 1.00 x 10^-3 | -2.59 x 10^-2 |
| 3.106 x 10^3 | 3.18 x 10^4 | 6.00 x 10^-4 | -1.27 x 10^-3 |
| 3.113 x 10^3 | 3.18 x 10^4 | 3.97 x 10^-4 | 8.34 x 10^-4 |
| 3.140 x 10^3 | 3.18 x 10^4 | 4.00 x 10^-4 | -4.21 x 10^-6 |

Continued on next column
| Energy (eV) | $\Gamma_\gamma$ (meV) | $\Gamma_\alpha$ (meV) | $\Gamma_f$ (meV) |
|-----------------|-------------|-------------|-------------|
| 3.954 x 10^4 | 3.18 x 10^4 | 1.09 x 10^2 | -9.12 x 10^9 |
| 3.960 x 10^4 | 3.18 x 10^4 | 1.00 x 10^1 | 1.00 x 10^0 |
| 3.975 x 10^4 | 3.18 x 10^4 | 1.19 x 10^2 | -1.36 x 10^8 |
| 3.990 x 10^4 | 3.18 x 10^4 | 2.90 x 10^2 | 9.02 x 10^-2 |
| 4.002 x 10^4 | 3.18 x 10^4 | 2.50 x 10^2 | -9.96 x 10^6 |
| 4.022 x 10^4 | 3.18 x 10^4 | 3.55 x 10^2 | 1.11 x 10^0 |
| 4.031 x 10^4 | 3.18 x 10^4 | 1.13 x 10^2 | -4.00 x 10^-1 |
| 4.055 x 10^4 | 3.18 x 10^4 | 2.90 x 10^1 | 3.00 x 10^-1 |
| 4.073 x 10^4 | 3.18 x 10^4 | 7.50 x 10^0 | 3.00 x 10^-1 |
| 4.084 x 10^4 | 3.18 x 10^4 | 1.35 x 10^2 | -3.10 x 10^-1 |
| 4.100 x 10^4 | 3.18 x 10^4 | 2.90 x 10^2 | 4.69 x 10^-1 |
| 4.110 x 10^4 | 3.18 x 10^4 | 9.00 x 10^0 | 3.00 x 10^-1 |
| 4.122 x 10^4 | 3.18 x 10^4 | 5.42 x 10^2 | 1.57 x 10^-1 |
| 4.135 x 10^4 | 3.18 x 10^4 | 6.79 x 10^2 | -3.13 x 10^-1 |
| 4.143 x 10^4 | 3.18 x 10^4 | 5.00 x 10^2 | -3.00 x 10^-1 |
| 4.149 x 10^4 | 3.18 x 10^4 | 2.91 x 10^2 | -2.25 x 10^-1 |
| 4.160 x 10^4 | 3.18 x 10^4 | 9.03 x 10^1 | 1.40 x 10^-1 |
| 4.170 x 10^4 | 3.18 x 10^4 | 2.40 x 10^2 | 3.00 x 10^-1 |
| 4.203 x 10^4 | 3.18 x 10^4 | 4.61 x 10^2 | -3.31 x 10^-1 |
| 4.221 x 10^4 | 3.18 x 10^4 | 6.89 x 10^2 | 5.84 x 10^-1 |
| 4.241 x 10^4 | 3.18 x 10^4 | 6.00 x 10^1 | -5.80 x 10^0 |
| 4.260 x 10^4 | 3.18 x 10^4 | 8.00 x 10^1 | 7.84 x 10^0 |
| 4.271 x 10^4 | 3.18 x 10^4 | 1.59 x 10^2 | 1.93 x 10^-1 |
| 4.280 x 10^4 | 3.18 x 10^4 | 3.10 x 10^2 | -3.00 x 10^-1 |
| 4.288 x 10^4 | 3.18 x 10^4 | 3.23 x 10^2 | 1.52 x 10^-1 |
| 4.315 x 10^4 | 3.18 x 10^4 | 3.50 x 10^2 | -2.98 x 10^-1 |
| 4.329 x 10^4 | 3.18 x 10^4 | 3.19 x 10^2 | -3.96 x 10^-2 |
| 4.338 x 10^4 | 3.18 x 10^4 | 7.50 x 10^0 | 3.00 x 10^-1 |
| 4.363 x 10^4 | 3.18 x 10^4 | 2.00 x 10^1 | 5.86 x 10^-1 |
| 4.376 x 10^4 | 3.18 x 10^4 | 8.20 x 10^0 | 0.00 x 10^0 |
| 4.386 x 10^4 | 3.18 x 10^4 | 3.20 x 10^1 | -6.36 x 10^-1 |
| 4.398 x 10^4 | 3.18 x 10^4 | 7.80 x 10^0 | -1.04 x 10^0 |
| 4.415 x 10^4 | 3.18 x 10^4 | 5.00 x 10^0 | 1.30 x 10^1 |
| 4.422 x 10^4 | 3.18 x 10^4 | 6.10 x 10^0 | 3.07 x 10^1 |
| 4.433 x 10^4 | 3.18 x 10^4 | 4.70 x 10^0 | 3.05 x 10^0 |
| 4.447 x 10^4 | 3.18 x 10^4 | 1.80 x 10^1 | -3.60 x 10^-1 |
| 4.459 x 10^4 | 3.18 x 10^4 | 1.03 x 10^1 | 6.74 x 10^-1 |
| 4.473 x 10^4 | 3.18 x 10^4 | 2.50 x 10^1 | -3.00 x 10^-1 |
| 4.491 x 10^4 | 3.18 x 10^4 | 2.00 x 10^1 | -3.00 x 10^-1 |
| 4.502 x 10^4 | 3.18 x 10^4 | 2.00 x 10^1 | 3.00 x 10^-1 |
| 4.517 x 10^4 | 3.18 x 10^4 | 1.00 x 10^1 | -1.88 x 10^0 |
| 4.538 x 10^4 | 3.18 x 10^4 | 2.60 x 10^0 | 3.00 x 10^-1 |
| 4.560 x 10^4 | 3.18 x 10^4 | 2.00 x 10^0 | 3.00 x 10^-1 |
| 4.570 x 10^4 | 3.18 x 10^4 | 2.35 x 10^0 | -3.60 x 10^-1 |
| 4.588 x 10^4 | 3.18 x 10^4 | 5.50 x 10^0 | -3.09 x 10^-1 |
| 4.599 x 10^4 | 3.18 x 10^4 | 7.54 x 10^0 | -5.61 x 10^-1 |
| 4.615 x 10^4 | 3.18 x 10^4 | 2.65 x 10^0 | -4.36 x 10^0 |
| 4.646 x 10^4 | 3.18 x 10^4 | 1.52 x 10^0 | 2.24 x 10^0 |
| 4.664 x 10^4 | 3.18 x 10^4 | 8.00 x 10^0 | -3.00 x 10^-1 |
| 4.687 x 10^4 | 3.18 x 10^4 | 2.00 x 10^0 | 3.40 x 10^0 |
| 4.713 x 10^4 | 3.18 x 10^4 | 5.60 x 10^0 | 4.71 x 10^-1 |
| 4.721 x 10^4 | 3.18 x 10^4 | 5.10 x 10^-1 | -9.75 x 10^-2 |
| 4.745 x 10^4 | 3.18 x 10^4 | 2.53 x 10^0 | 3.01 x 10^-1 |
| 4.755 x 10^4 | 3.18 x 10^4 | 5.47 x 10^-1 | -1.66 x 10^0 |

Continued on next column
Appendix B: Cross section in the 100 keV - 6 MeV region

The derived $^{240}$Pu(n,f) cross section ($\sigma$) along with its corresponding uncertainty ($\delta\sigma$) is reported below, in the energy region between 100 keV and 6 MeV.
| Energy (eV) | $\sigma$ (b) | $\delta \sigma$ (b) | $\delta \%$ |
|------------|-------------|-----------------|--------|
| $3.43 \times 10^7$ | $1.46 \times 10^{-1}$ | $6 \times 10^{-3}$ | 4 |
| $3.51 \times 10^5$ | $1.68 \times 10^{-1}$ | $7 \times 10^{-3}$ | 4 |
| $3.59 \times 10^5$ | $1.59 \times 10^{-1}$ | $6 \times 10^{-3}$ | 4 |
| $3.67 \times 10^5$ | $1.37 \times 10^{-1}$ | $5 \times 10^{-3}$ | 4 |
| $3.76 \times 10^5$ | $1.49 \times 10^{-1}$ | $5 \times 10^{-3}$ | 4 |
| $3.85 \times 10^5$ | $1.70 \times 10^{-1}$ | $5 \times 10^{-3}$ | 3 |
| $3.94 \times 10^5$ | $1.77 \times 10^{-1}$ | $6 \times 10^{-3}$ | 3 |
| $4.03 \times 10^5$ | $2.14 \times 10^{-1}$ | $7 \times 10^{-3}$ | 3 |
| $4.12 \times 10^5$ | $2.15 \times 10^{-1}$ | $7 \times 10^{-3}$ | 3 |
| $4.22 \times 10^5$ | $2.37 \times 10^{-1}$ | $8 \times 10^{-3}$ | 3 |
| $4.32 \times 10^5$ | $2.52 \times 10^{-1}$ | $8 \times 10^{-3}$ | 3 |
| $4.42 \times 10^5$ | $3.12 \times 10^{-1}$ | $9 \times 10^{-3}$ | 3 |
| $4.52 \times 10^5$ | $3.11 \times 10^{-1}$ | $8 \times 10^{-3}$ | 3 |
| $4.62 \times 10^5$ | $3.15 \times 10^{-1}$ | $8 \times 10^{-3}$ | 2 |
| $4.73 \times 10^5$ | $2.97 \times 10^{-1}$ | $7 \times 10^{-3}$ | 2 |
| $4.84 \times 10^5$ | $3.44 \times 10^{-1}$ | $8 \times 10^{-3}$ | 2 |
| $4.95 \times 10^5$ | $3.31 \times 10^{-1}$ | $7 \times 10^{-3}$ | 2 |
| $5.07 \times 10^5$ | $3.62 \times 10^{-1}$ | $7 \times 10^{-3}$ | 2 |
| $5.19 \times 10^5$ | $4.17 \times 10^{-1}$ | $8 \times 10^{-3}$ | 2 |
| $5.31 \times 10^5$ | $4.68 \times 10^{-1}$ | $9 \times 10^{-3}$ | 2 |
| $5.43 \times 10^5$ | $4.97 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $5.56 \times 10^5$ | $5.45 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $5.69 \times 10^5$ | $5.67 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $5.82 \times 10^5$ | $6.49 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $5.96 \times 10^5$ | $6.78 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $6.10 \times 10^5$ | $7.41 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $6.24 \times 10^5$ | $7.32 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $6.38 \times 10^5$ | $7.75 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $6.53 \times 10^5$ | $8.35 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $6.68 \times 10^5$ | $7.94 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $6.84 \times 10^5$ | $8.31 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $7.00 \times 10^5$ | $8.62 \times 10^{-1}$ | $1 \times 10^{-2}$ | 2 |
| $7.16 \times 10^5$ | $8.97 \times 10^{-1}$ | $2 \times 10^{-2}$ | 2 |
| $7.33 \times 10^5$ | $9.23 \times 10^{-1}$ | $2 \times 10^{-2}$ | 2 |
| $7.50 \times 10^5$ | $9.74 \times 10^{-1}$ | $2 \times 10^{-2}$ | 2 |
| $7.67 \times 10^5$ | $1.05 \times 10^0$ | $2 \times 10^{-2}$ | 2 |
| $7.85 \times 10^5$ | $1.04 \times 10^0$ | $2 \times 10^{-2}$ | 2 |
| $8.04 \times 10^5$ | $1.03 \times 10^0$ | $2 \times 10^{-2}$ | 2 |
| $8.22 \times 10^5$ | $1.11 \times 10^0$ | $2 \times 10^{-2}$ | 2 |
| $8.41 \times 10^5$ | $1.17 \times 10^0$ | $2 \times 10^{-2}$ | 2 |
| $8.61 \times 10^5$ | $1.20 \times 10^0$ | $2 \times 10^{-2}$ | 2 |
| $8.81 \times 10^5$ | $1.22 \times 10^0$ | $2 \times 10^{-2}$ | 2 |
| $9.02 \times 10^5$ | $1.28 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
| $9.23 \times 10^5$ | $1.32 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
| $9.44 \times 10^5$ | $1.38 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
| $9.66 \times 10^5$ | $1.43 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
| $9.89 \times 10^5$ | $1.47 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
| $1.05 \times 10^6$ | $1.48 \times 10^0$ | $1 \times 10^{-2}$ | 1 |
| $1.15 \times 10^6$ | $1.51 \times 10^0$ | $1 \times 10^{-2}$ | 1 |
| $1.25 \times 10^6$ | $1.49 \times 10^0$ | $1 \times 10^{-2}$ | 1 |
| $1.35 \times 10^6$ | $1.49 \times 10^0$ | $1 \times 10^{-2}$ | 1 |
| $1.45 \times 10^6$ | $1.57 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
| $1.55 \times 10^6$ | $1.56 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
| $1.65 \times 10^6$ | $1.58 \times 10^0$ | $2 \times 10^{-2}$ | 1 |
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