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Abstract—This work considers an estimation task in compressive sensing, where the goal is to estimate an unknown signal from compressive measurements that are corrupted by additive pre-measurement noise (interference, or “clutter”) as well as post-measurement noise, in the specific setting where some (perhaps limited) prior knowledge on the signal, interference, and noise is available. The specific aim here is to devise a strategy for incorporating this prior information into the design of an appropriate compressive measurement strategy. Here, the prior information is interpreted as statistics of a prior distribution on the relevant quantities, and an approach based on Bayesian Experimental Design is proposed. Experimental results on synthetic data demonstrate that the proposed approach outperforms traditional random compressive measurement designs, which are agnostic to the prior information, as well as several other knowledge-enhanced sensing matrix designs based on more heuristic notions.

Index Terms—compressive sensing, Bayesian experimental design, group sparsity, sparse recovery

I. INTRODUCTION

This paper investigates a problem in “sensing matrix” design arising in the context of certain compressive sensing (CS) estimation tasks. Let \( x \in \mathbb{R}^n \) represent the object we aim to estimate, and suppose that we obtain \( m \) noisy measurements of \( x \) as follows

\[
y = A(x + c) + w, \tag{1}
\]

where \( A \) is the \( m \times n \) sensing matrix, \( c \) as a \( n \times 1 \) vector of pre-measurement interference or “clutter,” and \( w \in \mathbb{R}^m \) is a vector of perturbations whose elements may describe additive measurement noise or modeling error. Investigations of problems of this form in the so-called underdetermined setting (\( m < n \)) have been the primary focus of recent efforts in CS. Indeed, a primary focus in CS research has been the analysis of sensing and inference procedures for estimating \( x \) from such noisy linear measurements in the case where \( x \) is sparse, having, say, \( k < n \) nonzero or significant entries.

Initial efforts in CS analyzed the task of estimating \( x \) from observations obtained according to (1), in the case where there is no clutter (\( c = 0 \)) and the additive noise vector \( w \) is assumed to be \( \mathcal{N}(0, \sigma^2 I_m) \) distributed. In these settings it is now known that only \( m = O(k \log n) \) compressive measurements suffice to obtain an estimate \( \hat{x} \) satisfying \( \|x - \hat{x}\|^2 \leq \text{const.} \cdot k \sigma^2 \log n \) with high probability (see, for example, [1]). Several recent works have examined the effects of clutter (i.e., the case \( c \neq 0 \)) in compressive sensing estimation tasks, but these investigations have typically been limited to the case where the clutter is modeled as white Gaussian noise [2]-[4]. One exception is the work [5] which, in the context of a different compressive inference task (target detection), utilizes an observation model analogous to (1) in which the clutter is assumed to be a realization of a Gaussian random vector having nonzero mean and non-trivial covariance matrix. Ultimately, the approach employed in that work is to view the image of the clutter under \( A \) as another noise contribution, and to compensate for its effect by “whitening” the compressive measurements \( y \).

A notable aspect of the result [1] (in the clutter-free scenario) and indeed, many related results in the CS literature, is that random matrices \( A \) whose elements are drawn iid from certain zero-mean distributions comprise a broad class of sensing matrices that facilitate accurate estimation of sparse \( x \) in CS (see, for example, [6]). The “universality” of such approaches is often cited as virtue, since the same \( A \) can suffice for acquiring any sparse (enough) \( x \). On the other hand, in many scenarios we may be equipped with additional information about the signal we aim to estimate, beyond simply an assumption of sparsity (e.g., that the signal possess a structured sparse representation). This additional information can, of course, be incorporated into the inference task to improve estimation performance [7], [8]. On the other hand, a unique (in fact, essential) assumption underlying the CS paradigm is the ability to obtain generalized linear measurements of the quantity of interest. This inherent flexibility of the measurement process suggests that we should consider incorporating (in a principled manner, and as appropriate) the additional information directly into the design of the sensing process.

Here we focus on a knowledge-enhanced estimation problem associated with the compressive measurements obtained via the model (1). Our aim remains to estimate \( x \), and we assume that we are equipped with some additional prior knowledge about \( x, c, \) and \( w \). The prior knowledge about \( x \) could describe, for example, a small collection of possible supports (locations where \( x \) takes its nonzero values) and their relative frequencies of occurrence, or correlation structure among the nonzeros of \( x \). Likewise, prior knowledge about \( c \) and \( w \) may identify the correlation structures or supports of each. The question we address here is, how should we design the sensing matrix \( A \) to take advantage of this prior knowledge?

The main contribution of this work is to demonstrate that knowledge-enhanced sensing matrix designs can outperform purely random sensing matrix designs in noisy compressive sensing tasks in which the goal is to estimate structured signals in structured clutter. Here, we describe the available prior information on the quantities \( x, c, \) and \( w \) in terms of distributions with known first- and second-order statistics. Using ideas from Bayesian Experimental Design [9], we formulate the sensing matrix design task as an optimization whose aim is to minimize the mean-square error (MSE) of associated with the \( \text{best} \) estimator of \( x \) obtained from the measurements \( y \). We state a simple procedure for obtaining the solution to corresponding optimization task, and demonstrate via simulation the performance improvements resulting from our approach relative to random CS measurement designs. Our experimental analysis also includes comparison with several other knowledge-enhanced measurement designs based on more heuristic notions.

The remainder of this paper is organized as follows. Following a brief discussion of our contribution in the context of existing...
work (below), we formally describe our problem in Section II. Our main result – a simple algorithmic approach for knowledge-enhanced compressive sensing matrix design – is presented in Section III. We provide experimental validation of our approach in Section IV, and briefly discuss extensions in Section V.

A. Connections with Prior Works

The work [10] proposed one of the first approaches to design compressive sensing matrices given some prior signal knowledge. That work considered noise-free settings and assumed knowledge of a dictionary in which the signals being observed were sparse, and proposed a sensing matrix design procedure whose aim is to reduce the coherence between the learned sensing matrix and the known dictionary. Extensions of this idea aimed at designing both the dictionary and the sensing matrix given a collection of training data were examined by [11] for the case of “simple” sparsity, and [12] for signals possessing a block-sparse representation in a known dictionary.

The recent work [13] examined knowledge-enhanced design tasks using a probabilistic formulation of the prior knowledge, as here. That work assumed a Gaussian mixture prior on the signal being acquired, and proposed a design criteria based on coherence minimization between the learned sensing matrix and a dictionary composed of eigenvectors of the mixture covariance matrices. Along the same lines, the work [14] examined sensing designs based on learned correlations in training data. We note that none of these approaches utilize the statistical estimation theoretic formulation we adopt here. Our effort here is also related to the body of prior work on optimal designs for space-time linear coding in MIMO applications – see, for example, [15], which examined qualitatively similar estimation problems but without the additive interference or “clutter” term.

Our effort is also related to existing works that examined Bayesian experimental design problems in compressive sensing estimation tasks [16]–[20], and subsequent efforts along these lines examined the performance improvements resulting from Bayesian experimental design strategies in some specific application domains (e.g., magnetic resonance imaging applications [21]). These efforts utilize a design principle based on maximizing the mutual information between the vector to be estimated, and the observations obtained with the designed matrix A. Similar mutual information maximization criteria were utilized in the recent work [22], which considered a Bayesian analog of the sensing matrix design task first proposed in [10].

It is worth noting that none of the aforementioned works deal explicitly with separation from clutter, in the case where we have essentially no interest in estimating the clutter c. Rather, in our formulation, its presence is more akin to a nuisance parameter in our overall estimation task. In this sense, our problem is related also to the wealth of classical work on interference cancellation (see, for example [23]), but with a compressive sensing/sparse inference “twist.”

II. PROBLEM STATEMENT

As alluded above our ultimate inference goal is to accurately estimate the vector x given measurements obtained according to (1), in settings where we may design the sensing matrix A using prior information about the signal, clutter, and noise. In this section we describe our overall sensing matrix design methodology.

A. Quantifying Prior Information

In our approach here we will assume that the vector x ∈ ℜⁿ that we wish to estimate is a random quantity drawn from a mixture distribution having m unique mixture components. We do not assume full knowledge of the mixture distribution, but only that i-th mixture component has known weight πᵢ, and is an n-dimensional zero-mean random vector with known n × n covariance matrix Σᵢ, for i = 1, 2, ..., m.

We note that the covariance matrices Σᵢ are not assumed here to be full-rank. On the contrary, rank-deficiency in any of the Σᵢ amounts to a form of sparsity, as random vectors x ∈ ℜⁿ drawn from a distribution with covariance matrix of rank r < n inherently lie on a r-dimensional subspace of ℜⁿ. Thus, the formulation described here can model various forms of sparsity and structure that have been studied in the literature, including simple k-sparse vectors (the collection of Σᵢ describe all m = (r) unique subsets of {1, 2, ..., n} of cardinality k, and πᵢ = 1/mᵢ, block sparsity, group sparsity (with potentially overlapping groups), tree sparsity, and so on. It is worth noting that our model does not assume that vectors drawn from different models be orthogonal, though that structure, if present, could easily be captured by this formulation.

Likewise, we assign an analogous prior distribution to the clutter c, modeling it as a realization of an m-component mixture distribution whose i-th mixture component has weight πᵢ and is a zero-mean random vector with covariance matrix Σᵢ, for i = 1, 2, ..., m. We consider w to be additive uncorrelated zero-mean noises with unit variance, and we assume that the random quantities x, c, and w are uncorrelated.

B. Minimizing the Estimation MSE

Our aim here is to minimize the mean-square error (MSE) associated with our ultimate estimate of the signal x. Formally, we denote by ̂x_A(y) an estimate of x obtained using a particular estimation strategy, denoted here by ̂x_A. Note that the estimation strategy is parameterized by the sensing matrix A, and a particular estimate obtained using this strategy is a function of the measurements y obtained via (1) using A. The mean-square error associated with a particular estimation strategy ̂x_A is denoted by d_MSE(̂x_A) ≜ E_x,c,w [∥x - ̂x_A(y)∥²], where the subscript denotes that the expectation is with respect to all of the random quantities.

The criteria for optimal design of the sensing matrix A in this case can be stated as an optimization – the optimal choice of A, denoted by A⁺, is

A⁺ = arg min_A ∈ A min_̂x_A ∈ X d_MSE(̂x_A),

(2)

where A is a (possibly constrained) class of sensing matrices and X is a (possibly constrained) class of possible estimation strategies. In words, A⁺ ∈ A is the sensing matrix yielding measurements for which the MSE of the best possible estimation strategy (from the class X) is minimum.

Note that the presence of the measurement noise w is only relevant when the sensing matrix A is constrained in some way. Indeed, in unconstrained settings simply scaling each of the elements of A toward infinity would make the overall effect on w negligible in the estimation task. Here our focus will be on energy-constrained designs A; in particular, we choose A in (2) as A = {A : ∥A∥₉ ≤ α} for some (specified) α > 0, where the notation ∥ · ∥₉ denotes the Frobenius norm. Each row of A is itself a linear operator which gives rise to one (noisy, cluttered) compressive sample; thus, the constraint we impose here amounts to a constraint on the average energy per row in the sensing matrix.

III. SENSING MATRIX DESIGNS FOR MINIMUM MSE

It is well-known from statistical estimation theory that, for the minimum MSE task (MMSE) task described above, the optimal
Successive minimization algorithm to solve: maximize $\text{tr} \left( \Sigma_x A (A (\Sigma_x + \Sigma_e) A' + I)^{-1} A' \Sigma_x^2 \right)$ subject to $\|A\|_F^2 \leq \alpha^2$

Input: Covariance matrices $\Sigma_x$ and $\Sigma_e$, budget parameter $\alpha$, number of iterations $N$

1. Find $Y$ such that $Y'(\Sigma_x + \Sigma_e)Y = I_n$
2. Calculate eigendecomposition of $Y' \Sigma_x^2 Y$, denoted $U_1 \Lambda_1 U_1' = Y' \Sigma_x^2 Y$
3. Initialize $(\sigma_i^0)_{i=1}^N$

Repeat: 4 and 5 for $j = 1$ to $N$

4. Update $U_M'$:
   (i) Form $U_M'$ by $m$ columns of $U_1$ such that $\text{tr} \left( U_M' Y' \Sigma_x^2 Y U_M \text{Diag} \left( (\sigma_i^j)^2, \ldots, (\sigma_i^j)^2 \right) \right)$ is maximized.
   (ii) Compute $b_i$ and $c_i$ as the $i^\text{th}$ diagonal entries of $(U_M'^{-1})' Y' \Sigma_x^2 Y (U_M'^{-1})$ and $(U_M'^{-1})' Y' Y (U_M'^{-1})$, respectively.
   (iii) Solve: $\sigma_i^j = \left( \frac{b_i^2}{\sigma_i^2} - 1 \right)^{1/2}$ and $\sum_{i=1}^n c_i \left( \frac{b_i^2}{\sigma_i^2} - 1 \right) = \alpha^2$ (via waterfilling-based approach)

5. Update $\sigma_i^j$

6. Compute $M = U_M \text{Diag} \left( \sigma_1^N, \ldots, \sigma_n^N \right)$

Output: $A = (YM)^N$

TABLE I: Iterative algorithm for solving the sensing matrix design problem (4).

| Step | Description |
|------|-------------|
| 1    | Form $U_M'$ by $m$ columns of $U_1$ such that $\text{tr} \left( U_M' Y' \Sigma_x^2 Y U_M \text{Diag} \left( (\sigma_i^j)^2, \ldots, (\sigma_i^j)^2 \right) \right)$ is maximized. |
| 2    | Compute $b_i$ and $c_i$ as the $i^\text{th}$ diagonal entries of $(U_M'^{-1})' Y' \Sigma_x^2 Y (U_M'^{-1})$ and $(U_M'^{-1})' Y' Y (U_M'^{-1})$, respectively. |
| 3    | Solve: $\sigma_i^j = \left( \frac{b_i^2}{\sigma_i^2} - 1 \right)^{1/2}$ and $\sum_{i=1}^n c_i \left( \frac{b_i^2}{\sigma_i^2} - 1 \right) = \alpha^2$ (via waterfilling-based approach). |
| 4    | Compute $M = U_M \text{Diag} \left( \sigma_1^N, \ldots, \sigma_n^N \right)$. |

Note: $\Sigma_M$ and $\Sigma_{M'}$ are any $n \times m$ matrix. Further, using the thin singular value decomposition of $M = U_M \Sigma_M V_M'$, where $U_M \in \mathbb{R}^{n \times m}$ with $U_M' U_M = I_m$, $\Sigma_M = \text{Diag}(\sigma_1, \ldots, \sigma_m)$ with $\sigma_i \geq 0 \quad \forall i$ and $V_M \in \mathbb{R}^{m \times m}$, we can express our sensing matrix design problem subject to $U_M' Y U_M = I_m$, $\text{tr} (\Sigma_M Y' Y U_M \Sigma_M) \leq \alpha^2$, $\Sigma_M = \text{Diag}(\sigma_1, \ldots, \sigma_m) \succeq 0$, where the notation $\Sigma_M \succeq 0$ denotes that $\Sigma_M$ is positive semidefinite. Now since $\Sigma_M$ is diagonal so we can equivalently write the above problem as

$$\maximize_{U_M \in \mathbb{R}^{n \times m}} \text{tr} (U_M' Y' \Sigma_x^2 Y U_M \Sigma_M (\Sigma_M + I_m)^{-1})$$

subject to $U_M' U_M = I_m$, $\text{tr} (\Sigma_M Y' Y U_M \Sigma_M) \leq \alpha^2$, $\Sigma_M = \text{Diag}(\sigma_1, \ldots, \sigma_m) \succeq 0$.

Our preliminary investigation on this problem (reported in [26]) entailed a solution approach for (4) that utilized an approximation of the inverse term in the objective, and led to a design strategy whose applicability was valid only in qualitatively low-SNR regimes. In the following subsection we describe an approach for obtaining the solution to (4) for in general settings, and for various sizes of sensing matrices $A$.

A. Our Proposed Design Approach

For solving (4) we make the following variable transformation: let $A' = YM$, where $Y$ is an $n \times n$ full rank matrix satisfying $Y'(\Sigma_x + \Sigma_e)Y = I_n$, (5)

\[ (\Sigma_x + \Sigma_e) = A A' \]
This gives us the optimal solution to $P_1$

$$
\sum_{m=1}^{\min(m,n)} \gamma_m \leq \alpha^2
$$

which can be easily obtained by binary search algorithm as done in standard water-filling solution with a minor modification.

2) Solving $P_1$: The Lagrangian for problem $P_1$

$$
\mathcal{L}(U_M, S) = \text{tr} \left( U_M^T \Sigma x^2 Y U_M \Sigma \right) + \text{tr} \left( S ( U_M^T U_M - I_m ) \right),
$$

where $S$ is an $m \times m$ symmetric Lagrange multiplier matrix. It can be shown that the orthonormality constraint $U_M^T U_M = I_m$ satisfies the regularity condition [27], which implies that for every local maxima there exists a unique Lagrange multiplier matrix $\Sigma$. Taking the gradient with respect to $U_M$, and equating it to zero we get the following local optimality condition

$$
Y^T \Sigma x^2 Y U_M \Sigma = U_M S.
$$

(11)

For $U_M$ satisfying (11), we have that at the optimal function of $P_1$ takes the value

$$
\text{tr} \left( U_M^T \Sigma x^2 Y U_M \Sigma \right) = \text{tr} \left( U_M^T U_M S \right) = \text{tr} \left( S \right).
$$

This implies that the objective function in $P_1$ evaluated at these local maxima depends only on the diagonal entries of $S$, without loss of generality we can restrict ourselves to diagonal $S$ in order to find the optimal solution of $P_1$, and can instead solve the following problem which is equivalent to $P_1$

$$
\begin{align*}
\text{maximize} & \quad \text{tr} \left( S \right) \\
\text{subject to} & \quad U_M^T U_M = I_m, \\
& \quad Y^T \Sigma x^2 Y U_M \Sigma = U_M S \\
& \quad S \text{ is diagonal}
\end{align*}
$$

Note that in this formulation, both $\Sigma$ and $S$ are diagonal matrices. This, along with the local optimality condition $Y^T \Sigma x^2 Y U_M \Sigma = U_M S$ and the orthonormality condition $U_M^T U_M = I_m$, implies that the columns of $U_M$ can be chosen as the eigenvectors of $Y^T \Sigma x^2 Y$. At these locally optimal points we have

$$
S = \Lambda \Sigma,
$$

where $\Lambda$ is the diagonal matrix containing $m < n$ of the eigenvalues of $Y^T \Sigma x^2 Y$, and the value of the objective function evaluated at these locally optimal $U_M$'s is

$$
\text{tr} \left( \Lambda \Sigma \right) = \text{tr} \left( S \right).
$$

If we choose $i^{th}$ column of $U_M$ as the $j^{th}$ eigen vector of $Y^T \Sigma x^2 Y$ then the $i^{th}$ diagonal entry of $S$ is equal to the product of $j^{th}$ eigenvalue $Y^T \Sigma x^2 Y$ with the $i^{th}$ diagonal entry of $\Sigma$. The problem of solving $P_1$ is effectively converted to choosing $m$ eigen vectors out of $n$ eigen vectors of $Y^T \Sigma x^2 Y$ so that the $i^{th}$ largest eigenvalue of $Y^T \Sigma x^2 Y$ is multiplied with $i^{th}$ largest value in the set $\left\{ \frac{1}{1+e^2} \right\}_{k=1}^{m}$. This gives us the optimal solution to $P_1$.
obtain the estimates for each sensing matrix/observation vector pair as \( \hat{x}_i = [D_x 0] \left[ \arg \min_\beta \| y_i - A_i D \beta \|_2^2 + \Omega(\beta) \right] \), for \( i = 1, \ldots, 4 \) where the parameter vector \( \beta \) is 6 \( (m_x + m_c) \times 1 \) and the regularizer \( \Omega(\beta) = \sum_{j=1}^{m_x + m_c} \sqrt{v_j A_j^2} \), where \( v_j = \beta_{(j-1) + 1:6} \) is a sub vector of the parameter vector corresponding to the \( j \)-th overall model and \( A_j \) is the 6 \( \times 6 \) diagonal matrix whose elements are the nonzero eigenvalues of the \( j \)-th model. Optimizations were performed using the Sparse Modeling Software (SpaMS) 3.

We compare the performance of each of the four approaches in terms of reconstruction SNR vs. sensing energy budget \( \alpha \). The results, depicted in Figure 1, show that our proposed approach (blue line, circle marker) outperforms each of the other approaches – traditional CS (black dotted line, square markers), the sensing approach based on the low rank Wiener filter (green dotted line, circle markers), and the approach where the clutter models are viewed as signal models and separation is left to the final estimation step (red dotted line, triangle markers) – across all sensing energy budgets, and for each subsampling case examined (\( m = 20, 40, 60, 80 \) measurements, respectively, in panels (a)-(d)).

V. CONCLUSIONS

It is interesting to see that both our proposed approach as well as the low rank Wiener filter approach are performing a kind of “annihilate-then-estimate” sensing strategy, while the approach corresponding to the sensing matrix \( A_4 \) is more of an “estimate-then-annihilate” strategy. Our results here suggest that the former approach is more viable here – in other words, our empirical results here suggest that we should incorporate some “cancellation” into the sensing matrix itself, rather than relying on the final estimation step to perform the separation. Of course, these observations are based on a preliminary investigation, and further investigation is needed in order to make such claims definitively.

Further, while our design approach was based on a MSE minimization criteria, we note a point of comparison between our approach and related design strategies that are based on maximizing mutual information between the vector \( x \) to be estimated and observations obtained for a specific \( A \). At first glance, these criteria are (seemingly) different, however, a fundamental connection between the minimum MSE matrix and the mutual information between the unknown \( x \) and the observations \( y \) (more specifically, its gradient with respect to various problem parameters, such as the matrix \( A \)) has recently been established – see [30]. Indeed, the work [30] discusses a related task of linear pre-coder design in an effectively “clutter-free” scenario, and proposes a gradient projection approach for obtaining the optimal pre-coder matrix. A more thorough investigation of the similarities between this work and the method we examine here is deferred to a subsequent effort.
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