The electron affinity of tellurium
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Abstract

The electron affinity of tellurium has been determined to 1.970 876(7)eV. The threshold for photodetachment of Te\(^-\)\((2P_{3/2})\) forming neutral Te in the ground state was investigated by measuring the total photodetachment cross section using a collinear laser-ion beam geometry. The electron affinity was obtained from a fit to the Wigner law in the threshold region.

PACS: 35.10.H, 32.80.F

1 Introduction

Negative ions are fragile quantum systems, which differ considerably from neutral atoms and positive ions in numerous important aspects [1, 2]. Most prominently the binding energy of the outermost electron is substantially lower than in iso-electronic atoms due to the more efficient screening of the nuclear charge by the other electrons [3]. This increases the significance of correlation effects for the outermost electrons and makes negative ions a critical testing ground for atomic theory [4, 5].

The short range potential of negative ions typically only sustains one bound state [3]. In the rare cases with more than one bound state they are of the same parity as the ground state and consequently inaccessible to one-photon electric dipole transitions. Hence, the electron affinity (EA) is one of very few properties of a negative ion that can be determined with high accuracy. The potentially most accurate method to determine EA is the so called laser photodetachment threshold (LPT) method [2] in a collinear geometry. In more recent years we have applied this method to Iodine [6] to determine the EA and to Chlorine [8] where we measured both the EA and the isotope shift between \(^{35}\text{Cl}\^-\) and \(^{37}\text{Cl}\^-\).

In this paper we investigate the EA of Tellurium. If comparing with other elements with a relatively high electron affinity this quantity is determined with a relatively large uncertainty [3, 4, 10]. The aim of this work is to achieve an improvement of this value by using the LPT method in a collinear geometry.

2 Experiment

2.1 Setup

A collinear laser-ion beam setup, schematically shown in Fig. 1 was used. The setup is described in more detail elsewhere [11, 12]. \(^{130}\text{Te}\^-\) ions were produced in a Cs-sputter ion source and accelerated to an energy of approximately 4 keV. The ions were subsequently mass-analyzed before entering the interaction-detection chamber, which was kept under a pressure of approximately \(7 \times 10^{-7}\) mbar (\(7 \times 10^{-7}\) Pa). An electrostatic quadrupole deflector guided the ion beam into the chamber thereby allowing a collinear laser-ion beam interaction. The interaction region was defined by two apertures with a diameter of 3 mm placed 0.5 m apart. A second electrostatic quadrupole deflector separated ions from atoms after the interaction region and the ion current was measured in a Faraday cup. The ion current was typically 1 nA. Atoms created in the interaction region continued through the sec-
Figure 1: Experimental setup: Schematic diagram of the collinear laser and ion beam setup. The movable mirror is used to reverse the direction of the laser beam during a scan.

ond electrostatic quadrupole deflector and were detected using a neutral-particle detector capable of detecting single atoms. Only atoms arriving during a 6 µs gate after the laser pulse were detected. This time-gated detection scheme was used to suppress the background mainly caused by collisional detachment. The detector as well as the detection scheme have been described in detail elsewhere [13].

A tunable dye laser pumped by an excimer laser and operated with Rhodamine B was used to generate the laser light. The pulse duration was approximately 15 ns and the pulse energy used in the experiment was typically 10 µJ. The frequency of the light was determined by combining Fabry-Perot fringes and optogalvanic spectroscopy using hollow cathode lamps.

A new computer program for data acquisition and laser control by a personal computer (PC) was developed. The dye laser was controlled via a general purpose interface bus (GPIB). The program allowed scanning of the laser frequency with different step size and different number of laser shots per step within the same scan. The pulses from a channel electron multiplier (CEM) were counted by a gated photon counter connected to a PC via a GPIB. The signals used for calibration were measured by means of boxcar integrators and transferred to the computer via A/D converters.

2.2 Procedure

The electron affinity of Te corresponds to the photon energy needed to reach the first threshold for photodetachment of the Te− ground state, a process that can be denoted as

$$Te^- (5p^5 2P_{3/2}) + h\omega \rightarrow Te (5p^4 3P_2) + e^-.$$ (1)

The angular momentum of the outgoing electron in the vicinity of the threshold is predominantly \(l = 0\). As seen in Fig. 2, there will be additional contribution to the residual atom yield due to the processes

$$Te^- (5p^5 2P_{1/2}) + h\omega \rightarrow Te (5p^4 3P_2) + e^-,$$ (2)

$$Te^- (5p^5 2P_{1/2}) + h\omega \rightarrow Te (5p^4 3P_1) + e^-,$$

$$Te^- (5p^5 2P_{1/2}) + h\omega \rightarrow Te (5p^4 3P_0) + e^-.$$ (2)

The contribution of these processes to the signal, however, varies slowly with the photon energy since
they are far above their thresholds. Furthermore, these signals are relatively small since the sputter ion source predominantly produces ground state negative ions. The approach in this work was therefore to determine the electron affinity by performing a LPT measurement around the threshold for the process described by (1), using a collinear laser-ion beam geometry.

The total photodetachment cross section was obtained by measuring the neutral atom yield as a function of the laser frequency. To establish the frequency scale, the optogalvanic signal from a hollow cathode lamp and the fringes from a Fabry-Perot etalon were recorded simultaneously with the neutral atom signal as the laser frequency was tuned. The Fabry-Perot fringes served as frequency markers whereas atomic transitions in Ne [14, 15] or Ar [16] from two different hollow cathode lamps provided an absolute calibration of the scale. Within one frequency scan only one hollow cathode lamp was used, but by performing a number of scans with each lamp a control of the frequency calibration was obtained. The direction of the laser beam was reversed within each scan to obtain the photodetachment cross section both for the case of parallel ion and laser beams, where the photon energy seen by the ions is red-shifted due to the Doppler shift, as well as in the case of anti-parallel beams, where a blue-shift is obtained. Each scan covered a frequency range wide enough to record one identified transition in Ar or Ne in the optogalvanic spectrum below and one above the two Doppler shifted thresholds.

A larger frequency step size and a smaller number of laser pulses were used in the frequency ranges between the calibration lines and the thresholds where the only relevant information was the number of Fabry-Perot fringes to keep track of the relative frequency scale. In this manner the scanning time was reduced and hence any long time drifts of the system were minimized.

3 Results

The result of a typical measurement of the neutral atom signal, fringes from the Fabry-Perot etalon and the signal from optogalvanic spectroscopy, using a hollow cathode lamp is shown in Fig. 3.
Two thresholds, both representing photodetachment from the Te$^-$($^2P_{3/2}$) ground state through the process described in (1), are seen in the spectrum. At lower photon energies the laser and ion beams propagate anti-parallel. The direction of the laser beam was reversed at a photon energy of about 15 882 cm$^{-1}$ hence giving a second measurement of the now blue shifted threshold. By the use of Ar transitions for the frequency calibration a typical scanning range was 629.882 nm to 628.022 nm (15876 cm$^{-1}$ to 15923 cm$^{-1}$) and in the case of Ne transitions the scanning range was 629.564 nm to 627.746 nm (15884 cm$^{-1}$ to 15930 cm$^{-1}$) (the used reference lines are tabulated in Tab. 2). In regions close to optogalvanic signal peaks and photodetachment thresholds the laser wavelength step was 1 pm and in between, where it only was important to keep track of the number of Fabry-Perot fringes, the step size was increased to 5 pm. In the vicinity of the photodetachment threshold 100 laser pulses were used for each frequency step whereas this number was decreased to 10 in other regions.

To obtain the photodetachment threshold energy $E_0$ we fitted the Wigner law [17] for $s$-wave detachment,

$$\sigma(E) = \begin{cases} a + b\sqrt{E - E_{th}}, & E > E_{th}, \\ a, & E < E_{th} \end{cases}$$

(3)

to our data by adjusting the parameters: $a$ for the non-resonant background, $b$ for the cross section amplitude and $E_{th}$ for the threshold energy. The value of the threshold energy parameter is either blue shifted $E_{b0}$, for parallel laser and ion beams, or red shifted $E_{r0}$, for anti-parallel laser and ion beams (Fig. 3 and 4). To attain a threshold energy, $E_0$, corrected for the Doppler shift to all orders the geometric mean of the red and blue shifted threshold energy has to be taken:

$$E_0 = \sqrt{E_{b0}E_{r0}}.$$ 

(4)

The final value, $\bar{E}_0 = 15 896.18(5)$ cm$^{-1}$ is a weighted average of eight measurements with frequency calibration obtained from Ar transitions and ten measurements using Ne transitions. Average values have also been calculated individually for the sets of $E_0$ values obtained by calibrating to Ne and Ar transitions respectively. These values are presented in Tab. 2.

There are two major contributions to the uncertainty of $E_0$. There is a statistical error of 0.01 cm$^{-1}$ corresponding to the spread of fitted threshold values. Second, there is an uncertainty related to the laser intensity profile. We have estimated this uncertainty by analyzing Fabry-Perot fringes and the atomic reference lines to be less than 0.04 cm$^{-1}$, which is one fifth of the laser frequency bandwidth.

To converted our value of $E_0$ from cm$^{-1}$ to eV we used the recommended factor of $(1/8.065.5410)$ [eV/(cm$^{-1}$)] [18] yielding the value 1.970 876(7) eV for the EA.

4 Discussion

We have obtained an electron affinity of 1.970 876(7) eV. The uncertainty is of the same order of magnitude as the laser bandwidth. We have thus shown that the background contribution from photodetachment of Te$^-(^2P_{1/2})$ is not critical for the accuracy achievable with our laser system. An important part of this experiment was the use of a computer program that can vary both the wavelength-step and the acquisition times for
Table 1: EA of Te: The two first lines shows the values obtained using transitions in Neon and Argon for the wavelength calibration, and the third line shows their weighted average. The uncertainty given is then only the statistical (one sigma). In our final value the estimated systematic uncertainty is included as described in the text.

| Element | Line (cm$^{-1}$) | EA in eV |
|---------|-----------------|----------|
| Neon    | 15 929.216(4)   | 1.970787(0(14) |
| Neon    | 15 884.396(6)   | 1.9708746(22) |
| Ar      | 15 922.598(5)   | 1.9708764(13) |
| All     | 18              | 1.970876(7)   |
| Final (with systematic errors) | | |

Table 2: Calibration lines: Transition energy of the calibration lines used in this experiment. The Ne transitions are ($^2P_{3/2}$)$4d[1/2]J = 0 \rightarrow$ ($^2P_{1/2}$)$3p[1/2]J = 1$ and ($^2P_{1/2}$)$5s[1/2]J = 1 \rightarrow$ ($^2P_{1/2}$)$3p[3/2]J = 1$, were all involved lines are 2p$^5n$nl. We calculated the transition energies from the tabulated interferometrically [14] or by Fourier transform spectroscopy [14] determined level energies. The Ar transition energies are calculated from interferometrically determined levels, as presented in Tab V of [14].
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