Abstract

We solve what is quite likely the simplest model of quantum gravity, the worldsheet theory of an infinitely long, free bosonic string in Minkowski space. Contrary to naive expectations, this theory is non-trivial. We illustrate this by constructing its exact factorizable $S$-matrix. Despite its simplicity, the theory exhibits many of the salient features expected from more mature quantum gravity models, including the absence of local off-shell observables, a minimal length, a maximum achievable (Hagedorn) temperature, as well as (integrable relatives of) black holes. All these properties follow from the exact $S$-matrix. We show that the complete finite volume spectrum can be reconstructed analytically from this $S$-matrix with the help of the thermodynamic Bethe Ansatz. We argue that considered as a UV complete relativistic 2-dimensional quantum field theory the model exhibits a new type of renormalization group flow behavior, “asymptotic fragility”. Asymptotically fragile flows do not originate from a UV fixed point.
1. Introduction and Summary

Reconciling quantum mechanics with gravity is notoriously hard. The most successful framework to achieve this, string theory, appears very different from quantum field theory and technically considerably more challenging. While chances for direct experimental probes remain slim, a huge amount of theoretical data collected over the years has led to considerable intuition for the properties expected of any theory of quantum gravity. One of these properties, holography as made precise by the AdS/CFT correspondence [1–3], rather remarkably suggests that at the end of the day the description of gravity is likely possible through the familiar language of quantum field theory, albeit in an unconventional way.

To understand quantum field theory itself, it proved extremely useful to identify the basic building blocks of the theory, the harmonic oscillator which happens to be the simplest solvable quantum system. This simple building block is then used to construct more sophisticated models.

Needless to say, it would be very helpful to construct such a system for quantum gravity. This appears hard due to the incredible amount of complexity exhibited in gravitational systems. According to string theory, these basic building blocks are strings. While all harmonic oscillators are the same, strings come in many shapes and sizes, some much harder...
to understand than others. In some regimes other objects, such as membranes \[^4\] or matrices \[^5\] are more suitable degrees of freedom to describe the string dynamics.

In this paper, we study a particularly simple class of these building blocks, the infinitely long critical bosonic string in Minkowski space. We will show that the worldsheet theory of a single infinitely long string is surprisingly rich even for zero string coupling \(g_s = 0\). Perhaps even more surprisingly, it behaves like a gravitational theory in a sense that we will make more precise.

In section 2, we show that the theory is non-trivial by extracting its static-gauge \(S\)-matrix from the known finite volume spectrum. The procedure we use is the same as the one used to extract elastic scattering amplitudes for pions from lattice QCD data \[^6\][^7\]. The scattering turns out to be purely elastic, \textit{i.e.} the full \(S\)-matrix is factorizable and reflectionless. In other words the only effect in \(2 \rightarrow 2\) scattering is a flavor-independent phase shift which can be extracted from the known two-particle binding energy for the theory on a circle. One finds

\[
e^{2i\delta_{NG}(s)} = e^{is\ell_s^2/4},
\]

where \(\ell_s\) is the string scale, and \(s\) is the conventional Mandelstam variable. For multi-particle scattering processes the phase shift is given by the sum of the two-particle phase shifts.

Given the exact Lorentz-invariant, unitary, analytic and crossing symmetric \(S\)-matrix, we need a criterion to decide whether it corresponds to a conventional field theory or to a theory of quantum gravity. It is tempting to think that reparametrization invariance is the defining property of gravity. Our starting point, the worldsheet Nambu-Goto theory, satisfies this condition. However, reparametrization invariance, as any gauge symmetry, is just a convenient redundancy in the description. So its presence cannot be used as a sharp criterion (see, e.g., \[^8\], for a related discussion). In particular, reparametrization invariance does not manifest itself at the level of the \(S\)-matrix. Nevertheless, one might hope that there is some sense in which reparametrization invariance can be used as a criterion for a theory to be gravitational. In four dimensions this is made precise by the Weinberg-Witten theorem \[^9\]. It states that if a massless spin-2 particle is present in the spectrum, the theory cannot have a Lorentz-covariant, ordinarily conserved energy-momentum tensor. The former property is manifest at the \(S\)-matrix level, and the latter may be considered as a meaningful reformulation of what a reparametrization invariant theory is.

Unfortunately, it is impossible to apply this result directly in a two-dimensional theory. A massless spin-2 field does not have propagating degrees of freedom in two dimensions, so there is nothing to look for at the level of the \(S\)-matrix. Yet it appears instructive to take the Weinberg-Witten theorem as a guide, and use the absence of the energy-momentum tensor as part of the definition of a gravitational theory in two dimensions. Usually, one goes further and assumes that gravitational theories do not have any sharply defined local observables. Heuristically, this is motivated by the difficulty to perform a local measurement with arbitrary precision—the gravitational field of the apparatus eventually causes the gravitational collapse of an observer and of her lab.

\(^1\)We will see later that our proposal actually extends beyond conventional critical strings.
We provide evidence for the absence of local observables in the Nambu–Goto theory for the critical string. Generically, the Nambu-Goto theory is non-renormalizable and can only be treated as an effective field theory. This effective field theory breaks down at an energy scale set by the string tension and is UV completed by a field theory, e.g., a gauge theory or an Abelian Higgs model. In this case, local observables exist and the theory displays no signs of gravitational physics. However, in the critical number of dimensions the Nambu-Goto theory becomes more than an effective field theory. Its exact finite-volume spectrum as well as its $S$-matrix can be calculated and the associated UV behavior is very different from that in a conventional quantum field theory. Direct perturbative calculations as well as non-perturbative arguments sketched in section 4 strongly suggest that off-shell correlation functions of local operators nevertheless remain undetermined in this theory.

There is additional evidence for the absence of a well-defined energy-momentum tensor in this theory. Usually, one of its principal characteristics—the UV central charge, which determines the short distance asymptotic of the two-point function, can be extracted from the small radius behavior of the Casimir energy. However, as a consequence of the closed string tachyon, the Nambu–Goto Casimir energy becomes complex for radii smaller than the string length, which makes this procedure inapplicable.

In section 3 we elaborate on this observation. As a warm-up, we rederive the finite volume vacuum energy from the $S$-matrix using Thermodynamic Bethe Ansatz (TBA) techniques. We then show that the thermodynamic Bethe Ansatz in this case even allows us to analytically extract all excited state energies. This provides a very compelling consistency check for the exact $S$-matrix. We then exploit the equality of the finite volume Casimir energy and the finite temperature free energy to discuss the thermodynamics of the theory. The theory exhibits a maximum temperature, at which both the heat capacity and its integral diverge. Of course, this is nothing but the Hagedorn temperature, well familiar to string theorists, but it is somewhat unusual as a property of a “conventional” relativistic field theory. The reader who finds the subsections devoted to the thermodynamic Bethe Ansatz too technical may skip them without loss of continuity and go directly to the discussion of the thermodynamics, however, at the cost of missing an amusing derivation of the spectrum of excitations on a long string.

The exact $S$-matrix itself is also quite unusual. In section 5 we discuss some of its consequences. It does not exhibit any poles, but a cut discontinuity that extends all the way from zero to infinity, featuring an infinite number of broad periodic resonances.

To understand its implications, it is instructive to consider the result of scattering of two Gaussian wave packets. There is no particle production, so the outgoing state is again a pair of Gaussian wave packets. Nevertheless, there are a number of interesting effects. First, the widths of the two outgoing wave packets obey

$$\Delta x_L \Delta x_R \geq \ell_s^2. \quad (2)$$

It is natural to call this the string uncertainty principle. It provides another concrete sense in which the theory does not allow local measurements. Any attempts to resolve space-time
details smaller than the string scale are doomed. Interactions make all space-time probes fuzzy at the scale $\ell_s$.

The second surprising effect is a time delay in the center of momentum frame proportional to the energy of the collision,

$$\Delta t = \frac{1}{2} E \ell_s^2. \quad (3)$$

This time delay is universal as one would expect in a gravitational theory respecting the equivalence principle. Whether one considers a single hard particle carrying all the energy, or a collection of soft quanta with the same total energy, the time delay remains the same. Such a time delay is suggestive of black hole formation and evaporation. For comparison, in Einstein gravity in four dimensions, black holes result in a universal time delay given by the Hawking evaporation time $\Delta t_H \sim E^3 \ell_{Pl}^4$, where $\ell_{Pl}$ is the Planck length. Interestingly, the black hole evaporation time in a more sophisticated example of two-dimensional quantum gravity—the CGHS model [12–14] (see [15] for a recent update)—is also proportional to the black hole mass, or, equivalently, to the collision energy.

Furthermore, outgoing macroscopic packets are highly entangled with each other. The corresponding entanglement entropy for $\ell_s^2 \Delta p_L \Delta p_R \gg 1$ is

$$S_{\text{ent}} = \log(\ell_s^2 \Delta p_L \Delta p_R).$$

These properties strongly suggest that the amplitude (1) represents an integrable approximation to the process of black hole formation and evaporation. Integrability prevents particle production making it impossible to obtain thermal spectra. However, other expected features, including the high degree of entanglement responsible for the information “paradox” in higher dimensions [16], are present. It is tempting to identify the resonances in our amplitude with the microstates of the black hole.

Finally, in section 6 we illustrate that the classical worldsheet theory shares several similarities with more mature gravitational theories as well. To illustrate this, we consider solutions which one might interpret as black hole precursors and use them to explain how the time delay (3) arises classically. This naturally leads us to discuss the relation between the $S$-matrix determined by (1) and the more familiar (trivial) worldsheet $S$-matrix. To summarize, the time delay (3) and the $S$-matrix determined by (1) are measured by observers freely falling with respect to the target space, while the trivial worldsheet $S$-matrix is measured by observers freely falling with respect to the worldsheet. The two classes of observers are related by a gauge transformation, and it may seem surprising that they measure different $S$-matrices. However, the $S$-matrix is only invariant under gauge transformations which act trivially at infinity. We will show that the gauge transformation relating the two $S$-matrices does not fall into this class so that there is no contradiction. We also present a cosmological solution.

Before proceeding, let us stress that the relation between string theory and two-dimensional quantum gravity is certainly not new (see, e.g., [17] for a review). In a sense any two-dimensional theory of quantum gravity can be interpreted as a (non-critical) string theory.
However, the emphasis is usually made on non-critical theories with non-zero string coupling constant. To the best of our knowledge the exact $S$-matrix $[1]$ of a “free” critical string has not been discussed before, and we feel that the viewpoint advocated here may be useful. We present further speculations and future directions in the concluding section 7.

2. **Exact $S$-Matrix of the Critical Nambu–Goto**

For our purposes it will be instructive to consider the worldsheet theory from an effective field theory point of view. A detailed introduction to this approach can be found in the accompanying paper [18]. From this point of view the world-sheet theory of an infinitely long string in a $D$-dimensional Minkowski space is a theory of Goldstone bosons corresponding to the coset $ISO(D-1,1)/ISO(1,1) \times SO(D-2)$. Here $ISO(D-1,1)$ is the non-linearly realized target space Poincaré symmetry. Its linearly realized subgroup is a direct product of the worldsheet Poincaré symmetry $ISO(1,1)$ and of the $SO(D-2)$ group of transverse rotations. This is a consistent effective field theory in any number of dimensions with a cutoff scale set by the string length $\ell_s$, which physically corresponds to the string width. The effective action starts with the Nambu–Goto term and in principle has an infinite number of higher derivative corrections, corresponding to higher order geometric invariants.

Somewhat miraculously, the Nambu–Goto theory is expected, at least in a certain sense, to be renormalizable in the critical number of dimensions $D = 26$ [19]. An effective field theorist would discover this by calculating loops and finding that divergences, which were expected on the basis of the naive power counting, cancel. We will discuss some aspects of these expected cancellations in section 4. We will argue that the story is somewhat subtle. In particular, the cancellations occur only for on-shell quantities. This makes it challenging to see the cancellations by a direct calculation because at low orders in perturbation theory on-shell divergences cancel because of symmetry. To see non-trivial cancellations one thus has to go rather far in the loop expansion.

For now we take a shortcut, and do not check the cancellations by brute force calculation. Instead, we deduce the properties of the resulting finite on-shell amplitudes from the known spectrum of the theory at finite volume. This is known for instance from the quantization in light-cone gauge (which is consistent with the non-linearly realized $ISO(D-1,1)$ symmetry at $D = 26$). After compactification on a circle (see, e.g., [20]),

$$E_{\text{LC}}(N, \tilde{N}) = \sqrt{\frac{4\pi^2(N - \tilde{N})^2}{R^2} + \frac{R^2}{\ell_s^2} + \frac{4\pi}{\ell_s^2} \left( N + \tilde{N} - \frac{D-2}{12} \right)}.$$ (4)

Here $R$ is the length of the string, $N$ and $\tilde{N}$ are levels of an excited string state, so that $2\pi(N - \tilde{N})/R$ is the total Kaluza–Klein momentum of the state.

To avoid confusion, let us clarify the meaning of the subscript $LC$. It indicates that we use light-cone quantization to define the theory at the quantum level. However, equation (4) corresponds to target space energies obtained in light-cone quantization and should not be confused with the spectrum of the light-cone Hamiltonian. Classically, the target space
energy is the same as the energy in static gauge. At the quantum level the definition of the theory in static gauge is ambiguous, and we use \[4\] to define the static gauge theory at the quantum level.

One might be skeptical about the existence of an $S$-matrix in the infinite volume limit. Massless two-dimensional theories are often plagued by IR divergences preventing them from providing a well-defined $S$-matrix. Even for massive theories in two-dimensions the kinematics of a scattering process is somewhat subtle. With two and higher spatial dimensions the spatial infinity is connected. A typical scattering process starts from a bunch of particles (wave-packets) incoming from different directions towards the interaction region, and results in a bunch of reaction products escaping at different angles. Both incoming and outgoing states are naturally separated in space and non-interacting at very early and very late stages.

In the lineland, instead, the spatial infinity consists of two disconnected points, the “left infinity” and the “right infinity”. A scattering process starts with a collection of right-moving particles at the left infinity and left-moving particles at the right infinity. The outcome is a bunch of left-movers at the left infinity and a bunch of right-movers at the right infinity. Directional separation is not possible any longer. However, if particles are massive, they naturally get segregated according to their propagation velocities, resulting in well-defined free scattering states.

This argument indicates that one should worry about the existence of an $S$-matrix in the presence of massless particles. Their propagation velocity is energy independent, so that the scattered particles “sit” on top of each other forever, making it seemingly impossible to define the $S$-matrix. In addition, a single massless particle can split into an arbitrary number of other massless particles propagating in the same direction. These effects typically result in soft and collinear divergences plaguing $S$-matrix elements for massless two-dimensional theories.

Nevertheless, a number of examples of well-defined two dimensional massless $S$-matrices are known to exist (see, e.g., \[21\] for a review). The cleanest examples avoiding these issues arise when the interactions involving only left-movers (or only right-movers) vanish identically. In this case $1 \rightarrow many$ splittings are absent, and even though left-movers (right-movers) remain on top of each other, they do not interact as soon as there are no right-movers (left-movers) around. A simple nice example is the theory of a single massless fermion (goldstino) with interactions fixed by a non-linearly realized supersymmetry \[22\] (see \[23\] for more examples).

Strings avoid IR problems in this way as well. At tree level it is immediate to check that the on-shell amplitude for $1 \rightarrow 3$ processes vanishes. Related to this, as discussed in \[18\], the logarithmic terms in the 1-loop $2 \rightarrow 2$ amplitude, which would lead to IR divergences, all vanish on-shell. A non-perturbative argument for the absence of IR divergences in our case can be given as follows \[22\]. Consider some number of left-moving particles. They can be made arbitrarily soft by an appropriate Lorentz boost. On the other hand, as a consequence of the shift symmetry, all the interactions are irrelevant in the IR, so that soft particles are free. Consequently, there are no interactions involving left-moving particles only.
This argument relies only on world-sheet Lorentz invariance and shift symmetry and thus applies to a broad class of effective string theories. For the critical \( D = 26 \) theory similarities with the models discussed in [22], [23] go further. Scattering in these models is purely elastic (reflectionless). The \( S \)-matrix is diagonal and is completely determined by the phase shift \( e^{2i\delta(s)} \) in \( 2 \to 2 \) scattering.

This is exactly what one expects given the finite volume spectrum (4). This spectrum implies that the states with a fixed number of particles are exact eigenstates of the Hamiltonian, implying the absence of particle production. Furthermore, different \( SO(D-2) \) multiplets with the same number of particles are exactly degenerate, implying the absence of annihilations (and, by crossing symmetry, reflections). Intuitively, the latter property implies that a string initially oscillating in one direction will keep oscillating in this direction forever. As demonstrated in [18] this property holds at tree-level in the Nambu–Goto theory for a relativistic string in any number of dimensions, but is violated away from the critical number of dimensions at one-loop.

As explained in [22], the requirements of unitarity, crossing symmetry and analyticity restrict the phase shift for the purely diagonal massless scattering to take the form

\[
e^{2i\delta(s)} = \prod_j \frac{\mu_j + s}{\mu_j - s} e^{iP(s)},
\]  

(5)

where \( P(s) \) is an odd polynomial in \( s \) and \( \mu_j \) are located in the lower half of the complex plane, and either lie on the imaginary axis or come in pairs symmetric with respect to it. The expression (5) holds for \( \text{Im } s > 0 \). For \( s \) in the lower half of the complex plane the same expression applies with \( s \) replaced by \( -s \).

The standard expectation is that \( P(s) = 0 \), so that the scattering amplitude is exponentially bounded. Exponential boundedness plus analyticity is commonly taken as the only sharp definition of locality in quantum theories. In agreement with this expectation, the goldstino model of [22] does have \( P = 0 \) and realizes the simplest possible amplitude of this type of the form

\[
e^{2i\delta_{\text{Gold}}(s)} = \frac{iM^2 - s}{iM^2 + s},
\]  

(6)

where \( M \) is the scale of supersymmetry breaking.

If the critical NG theory indeed has a well-defined \( S \)-matrix it should also be of the form (5) (times a unit matrix in “flavor” space), but what are the corresponding \( \mu_j \) and \( P \)? Fortunately, it is straightforward to answer this question. Indeed, the exact spectrum of the theory at finite volume is known and is given by equation (4). Deducing the scattering amplitudes from the finite volume spectrum is a routine problem in lattice calculations, and the corresponding techniques were developed in [6]. Theories in one spatial dimension were specifically considered in [7]. For the sake of completeness let us sketch a semi-rigorous argument leading to the desired result.

Consider a two particle eigenstate of the Hamiltonian on a cylinder with a zero total KK momentum, \( i.e. \) with \( N = \tilde{N} \) in the string case (see (4)). On the one hand, in the
Schrödinger picture this state $|N, N, t\rangle$ evolves in time according to

$$|N, N, t\rangle = e^{-iE_{LC}(N,N,R)t}|N, N, 0\rangle.$$  \hfill (7)

On the other hand, we can think of the quanta as traveling around the circle with the speed of light acquiring an additional $2\delta(s)$ phase shift due to interactions with a periodicity $\Delta t = R/2$. This implies that in the limit $R, t \to \infty$ the total phase shift can be presented in the form

$$|N, N, t\rangle = e^{-i(2\Delta E_{LC}(N,N,R)+E_{LC}(0,0,R)-4\delta(s)R^{-1})t}|N, N, 0\rangle,$$  \hfill (8)

where $E_{LC}(0,0,R)$ is the ground state energy, and $\Delta E_{LC}(N,0,R)$ is the energy of the one-particle state relative to the vacuum,

$$\Delta E_{LC}(N,0,R) = E_{LC}(N,0,R) - E_{LC}(0,0,R).$$

By comparing the two expressions (7) and (8) we arrive at the following result for the scattering phase shift,

$$2\delta(s) = -\lim_{R \to \infty} \frac{R}{2} \left( E_{LC}(N, N, R) - E_{LC}(0, 0, R) - 2\Delta E_{LC}(N, 0, R) \right),$$  \hfill (9)

i.e., that the scattering phase is simply proportional to the binding energy of the two-particle state in the large volume limit. The square of the center of mass energy $s$ is defined here through

$$s = \lim_{R \to \infty} (E_2(R) - E_0(R))^2.$$  \hfill (10)

It follows from (10), that in order to keep the center of mass energy fixed in the $R \to \infty$ limit, one should also take the limit $N \to \infty$ in such a way that the $N/R$ ratio is kept fixed, so that

$$s = \frac{16\pi^2 N^2}{R^2}.$$  \hfill (11)

From (9) we then obtain the expression (1) of the critical NG theory.

The above derivation can be made more rigorous by considering wave-packets and we have checked that this leads to the same answer. Note also, that the arguments of [6, 7] were presented for massive particles, when the corrections to the spectrum coming from the loops wrapping around the circle are exponentially suppressed. One may worry that these effects may spoil the derivation in the case at hand, where all particles are massless and these corrections are only power-law suppressed. However, as a consequence of the shift symmetry, at the case at hand this effect does not affect the scattering phase (9). Alternatively, one can understand this from the fact that it is also possible to derive this $S$-matrix directly in an infinite volume version of light-cone gauge.\footnote{Superficially, the expression (9) differs from the one in (7) due to the presence of an additional one-particle energy term in (9) as compared to that in (7). However, both produce the same result for $e^{2i\delta(s)}$, because in the $R \to \infty$ limit with $N/R$ ratio being fixed the one-particle energy takes the form

$$\Delta E_{LC}(N,0,R) = \frac{2\pi N}{R} \left( 1 + \frac{\pi(D-2)\ell^2}{6R^2} + \ldots \right).$$

\footnote{\textsuperscript{3}We thank Juan Maldacena for pointing this out to us.}}

\footnote{3We thank Juan Maldacena for pointing this out to us.}
As a simple consistency check, let us show that this answer agrees with the perturbative calculations presented in [18]. For definiteness, consider the $t$-channel configuration, i.e. with left-moving 1- and 3-particles with flavors $i$ and $k$ and right-moving 2- and 4-particles with flavors $j$ and $l$. The perturbative one-loop $S$-matrix at $D = 26$ then takes the form,

$$ S_{1\text{-loop}} = 1 + i\delta^2(k_1 + k_2 - k_3 - k_4)\delta_{ik}\delta_{jl}\ell_s B_{1\text{-loop}}^4,$$

where $k_i = (|p_i|, p_i)$ are the two-momenta, the factor of $s^{-1}$ accounts for the correct $(2E)^{-1/2}$ normalization of external legs, and

$$1 \equiv \delta_{ik}\delta_{jl}\delta(p_1 - p_3)\delta(p_2 - p_4).$$

Combining the tree-level and one-loop perturbative results of [18] we find

$$B_{1\text{-loop}} = \frac{s^2}{2\ell_s^2} + i\frac{s^3}{16}.$$

This agrees with the exact answer (1) after one notices that in two dimensions (and again for left-moving 1- and 3-particles and right-moving 2- and 4-particles)

$$\delta^2(k_1 + k_2 - k_3 - k_4) = \frac{1}{2}\delta(p_1 - p_3)\delta(p_2 - p_4).$$

The exact result (1) is quite peculiar. It agrees with the general expectation (5) following from analyticity, unitarity and crossing symmetry, and realizes the simplest amplitude with these properties and non-trivial $P(s)$. Among amplitudes of the form (5) it provides the mildest possible violation of the exponential boundedness. In fact, the amplitude (1) is exponentially bounded on the physical sheet.

However, the essential singularity of this amplitude at $s = \infty$ is a reminder of the many peculiar properties of string theory. In the rest of the paper we will discuss some of the consequences of this singularity, and we will argue that the proper interpretation of this $S$-matrix is that it corresponds to a theory of gravity, rather than to an ordinary relativistic quantum field theory.

Before we proceed, the following important comment is in order. All of the discussion in this section and most other results in the paper remain unchanged away from $D = 26$. In other words, we are considering a family of relativistic two-dimensional theories, labeled by a discrete parameter $D - 2$ counting the number of flavors in the theory. One may then consider the finite volume spectrum (4), or the $S$-matrix (1) as the definition of these models. The special property of the $D = 26$ theory is that it non-linearly realizes target-space Poincaré symmetry ISO($25,1$) and hence provides a consistent quantization of a Lorentz-invariant string. It would be very interesting to see how this non-linearly realized symmetry arises directly at the level of on-shell amplitudes (see [24] for a related discussion in the context of the pion chiral Lagrangian and $N = 8$ supergravity). However, for most of our discussion this special property of $D = 26$ will not be important.

\footnote{We should warn the reader that this way to calculate the Taylor coefficients of the exponential function is definitely not the fastest one, even though one of the most amusing.}
3. Thermodynamic Bethe Ansatz and Hagedorn Equation of State

Massless $S$-matrices of the form (5) usually correspond to integrable RG flows between different conformal field theories. For example [22], the goldstino $S$-matrix [1] corresponds to the RG flow [25] between the tricritical Ising model in the UV and the Ising model in the IR (or equivalently between the $\mathcal{N} = 1$ Wess–Zumino model and the theory of a free massless fermion). It is natural to ask what the corresponding RG flow is in our case. In the IR we have a theory of $(D - 2)$ free bosons, but what about the UV? A useful tool to address this is the thermodynamic Bethe Ansatz [11]. It allows to reconstruct the vacuum energy $E_0(R)$ of the theory at finite volume, and from it to extract the UV central charge from the short distance asymptotics of $E_0(R)$ [10],

$$E_0(R) \simeq \frac{\pi c}{6R}, \quad \text{as } R \to 0.$$ \[5\]

Of course, in our case there is no need for the TBA procedure to extract the ground state energy. We know the exact spectrum of the theory at finite volume. However, we think it is instructive to rederive the vacuum energy in this way for two reasons. First, it provides a non-trivial consistency check for our $S$-matrix. Second, we will see that the model provides a rare example of a system where the TBA equations can be solved exactly both for the ground state as well as for the excited states.

3.1. Thermodynamic Bethe Ansatz for the ground state

The TBA procedure is based on the following two key ideas. First, for any relativistic theory the finite volume energy $E_0(R)$ and the free energy density $f(T)$ at temperature $T$ are related in the following way,

$$E_0(R) = R f(1/R). \quad (12)$$

This follows from the path integral representation for the partition function of the Euclidean theory on a torus with circles of length $L$ and $R$ in the limit of large $L$. On the one hand, this partition function can be thought of as the thermal partition function for the theory compactified on the circle with length $L$ at temperature $1/R$. In this case the large $L$ limit is the thermodynamic limit. On the other hand, it can be thought of as the thermal partition function for the theory compactified on the circle with length $R$ at temperature $1/L$. In this case the large $L$ limit is the low temperature limit.

The second idea is to use the asymptotic Bethe Ansatz rather than the path integral to calculate the free energy. That is, one considers the system compactified on a large circle of length $L$ at finite temperature $1/R$. Introducing the particle number densities $\rho^i_L(p)$ and $\rho^i_R(p)$, the quantization conditions for the allowed right-moving momenta

---

\[5\]This expression assumes that the CFT in the UV is unitary so that the conformal weight for the ground state is zero. Given that our $S$-matrix is unitary, this seems like a reasonable assumption.
\( p_{kR}^{(i)}, (k = 1, 2 \ldots, \infty) \) are

\[
p_{kR}^{(i)}L + \sum_{j=1}^{D-2} \int_{0}^{\infty} 2\delta(p_{kR}^{(i)}, p)\rho_{1L}^{(i)}(p)dp = 2\pi n_{kR}^{(i)}, \tag{13}
\]

where \( n_{kR}^{(i)} \) are positive integers. The allowed left-moving momenta \( p_{kR}^{(i)} \) satisfy the same equation with left- and right-movers interchanged. These equations receive corrections at finite \( L \), but become exact in the thermodynamic limit. Introducing the level densities \( \rho_{1L}^{(i)}(p) \) and \( \rho_{1R}^{(i)}(p) \), this becomes the TBA constraint

\[
2\pi \rho_{1R}^{(i)}(p) = L + \ell_{s}^{2} \sum_{j=1}^{D-2} \int_{0}^{\infty} p' \rho_{1L}^{(i)}(p')dp', \tag{14}
\]

where we have substituted \( 2\delta(p_{kR}^{(i)}, p) = \ell_{s}^{2} \rho_{kR}^{(i)} \), as follows from (1). Notice that this equation implies that the level densities for the long string are in fact independent of flavor and momentum

\[
\rho_{1L}^{(i)}(p) = \rho_{L} \quad \text{and} \quad \rho_{1R}^{(i)}(p) = \rho_{R}. \tag{15}
\]

In terms of the level densities and the number densities, the macroscopic energy \( H \) and entropy \( S \) are

\[
H = \frac{L}{\ell_{s}^{2}} + \sum_{i=1}^{D-2} \int_{0}^{\infty} dp p(\rho_{1L}^{(i)}(p) + \rho_{1R}^{(i)}(p)), \tag{16}
\]

\[
S = \sum_{i=1}^{D-2} \int_{0}^{\infty} dp \left[ (\rho_{L} + \rho_{1L}^{(i)}) \log(\rho_{L} + \rho_{1L}^{(i)}) - \rho_{L} \log \rho_{L} - \rho_{1L}^{(i)} \log \rho_{1L}^{(i)} \right]
+ \sum_{i=1}^{D-2} \int_{0}^{\infty} dp \left[ (\rho_{R} + \rho_{1R}^{(i)}) \log(\rho_{R} + \rho_{1R}^{(i)}) - \rho_{R} \log \rho_{R} - \rho_{1R}^{(i)} \log \rho_{1R}^{(i)} \right]. \tag{17}
\]

Notice that the expression for the energy includes the bulk cosmological constant. Regarding the equation for the entropy \( [17] \), it is interesting to note that for the long string the particles appearing in the thermodynamic Bethe Ansatz are bosons unlike any other physical examples we are aware of where they are fermions.

The partition function can then be written as a functional integral over the particle densities

\[
Z(R, L) = \int \prod_{i} D\rho_{1L}^{(i)} D\rho_{1R}^{(i)} \exp \left( -R H[\rho_{1L}^{(i)}, \rho_{1R}^{(i)}] + S[\rho_{1L}^{(i)}, \rho_{1R}^{(i)}, \rho_{L}, \rho_{R}] \right). \tag{18}
\]

In the saddle point approximation the integral is dominated by the \( \rho_{1} \) that minimize the free energy

\[
F[\rho_{1L}^{(i)}, \rho_{1R}^{(i)}, \rho_{L}, \rho_{R}] = H[\rho_{1L}^{(i)}, \rho_{1R}^{(i)}] - \frac{1}{R} S[\rho_{1L}^{(i)}, \rho_{1R}^{(i)}, \rho_{L}, \rho_{R}] \]
subject to the constraint \((14)\). In terms of the pseudo-energies
\[
\epsilon^i_L(p) = \frac{1}{R} \log \left( \frac{\rho_L + \rho^i_L(p)}{\rho^i_L(p)} \right) \quad \text{and} \quad \epsilon^i_R(p) = \frac{1}{R} \log \left( \frac{\rho_R + \rho^i_R(p)}{\rho^i_R(p)} \right),
\]
the equations resulting from the variations of the free energy with respect to \(\rho^i_L(p)\) and \(\rho^i_R(p)\) are
\[
\epsilon^i_L(p) = p \left[ 1 + \frac{\ell_s^2}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \ln \left( 1 - e^{-R\epsilon^j_R(p')} \right) \right],
\]
\[
\epsilon^i_R(p) = p \left[ 1 + \frac{\ell_s^2}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \ln \left( 1 - e^{-R\epsilon^j_L(p')} \right) \right],
\]
and the free energy at the minimum is
\[
F = \frac{L}{\ell_s^2} + \frac{L}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \ln \left( 1 - e^{-R\epsilon^j_L(p')} \right) + \frac{L}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \ln \left( 1 - e^{-R\epsilon^j_R(p')} \right). \tag{21}
\]

An immediate consequence of equations \((20)\) is that the pseudo-energies are independent of flavor and linear in momentum. In addition, by taking an appropriate linear combination of the two equations, one finds that the pseudo-energies for left- and right-movers are identical
\[
\epsilon^i_L(p) = \epsilon^i_R(p) = pc. \tag{22}
\]
Here \(c\) is a solution of the quadratic equation that follows from substitution of equation \((22)\) into \((20)\)
\[
c^2 - c + \frac{4\pi \ell_s^2}{12R^2} (D - 2) = 0. \tag{23}
\]
Only the solution that is continuously connected to the one for the free theory, \(i.e.\) the solution that has \(c = 1\) in the limit of vanishing \(\ell_s\) is physical
\[
c = \frac{1}{2} \left( 1 + \sqrt{1 - \frac{4\pi \ell_s^2 (D - 2)}{R^2}} \right). \tag{24}
\]
For this solution, the free energy is
\[
F = \frac{L}{R} \sqrt{\frac{R^2}{\ell_s^4} - \frac{4\pi D - 2}{\ell_s^2}} \tag{25},
\]
and using the relation \((12)\), one obtains the energy of the ground state
\[
E_0(R) = \frac{R}{L} \frac{F}{R} = \sqrt{\frac{R^2}{\ell_s^4} - \frac{4\pi D - 2}{\ell_s^2}}. \tag{26}
\]
This agrees perfectly with our starting point, the light cone spectrum \((4)\) with \(N = \tilde{N} = 0.\)
3.2. Thermodynamic Bethe Ansatz for excited states

TBA equations that allow for an exact solution for the ground state are already rare, but for the long string we can do even better and analytically recover the spectrum of all excited states as well in the spirit of [26]. To this end, notice that the integrands in the expression for the free energy (21) and in the TBA equations (20) have branch cuts starting at momenta $p_{k,L,R}^{(i)}$ such that

$$Re^i_L\left(p_{k,L}^{(i)}\right) = 2\pi in_{k,L}^{(i)} \quad \text{and} \quad Re^i_R\left(p_{k,R}^{(i)}\right) = -2\pi in_{k,R}^{(i)}.$$  (27)

Both $n_{k,L}^{(i)}$ and $n_{k,R}^{(i)}$ are a priori arbitrary integers but we inserted a minus sign for right-movers for later convenience. Deforming the contours in a way that these branch points are circled $N_{k,L}^{(i)}$ times for left-movers and $-N_{k,R}^{(i)}$ for right-movers leads to the modified TBA equations

$$\epsilon^i_L(p) = p + \frac{i}{R} \sum_{j,k} 2\delta(p, -ip_{k,R}^{(j)})N_{k,R}^{(j)} + \frac{1}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \frac{d2\delta(p, p')}{dp'} \ln \left(1 - e^{-Re^i_R(p')}\right), \quad (28)$$

$$\epsilon^i_R(p) = p - \frac{i}{R} \sum_{j,k} 2\delta(p, ip_{k,L}^{(j)})N_{k,L}^{(j)} + \frac{1}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \frac{d2\delta(p, p')}{dp'} \ln \left(1 - e^{-Re^i_L(p')}\right), \quad (29)$$

where we have introduced $\dot{p}_{k,L}^{(i)} = -ip_{k,L}^{(i)}$ and $\dot{p}_{k,R}^{(i)} = ip_{k,R}^{(i)}$. Owing to the relation between the theory compactified on the circle with length $L$ at temperature $1/L$ and the theory compactified on the circle with length $L$ at temperature $1/R$ by double Wick-rotation, we can think of the $\dot{p}_{k,L,R}^{(i)}$ as momenta of the particles in the theory on the circle of length $R$ that make up the excited state. Their values are determined by (27)

$$\dot{p}_{k,L}^{(i)} = \sum_{j,m} 2\delta(\dot{p}_{k,L}^{(i)}, \dot{p}_{m,R}^{(j)})N_{m,R}^{(j)} - i \sum_{j=1}^{D-2} \int_0^\infty dp' \frac{d2\delta(\dot{p}_{k,L}^{(i)}, p')}{dp'} \ln \left(1 - e^{-Re^i_L(p')}\right) = 2\pi n_{k,L}^{(i)},$$  (30)

$$\dot{p}_{k,R}^{(i)} = \sum_{j,m} 2\delta(\dot{p}_{k,R}^{(i)}, \dot{p}_{m,L}^{(j)})N_{m,L}^{(j)} + i \sum_{j=1}^{D-2} \int_0^\infty dp' \frac{d2\delta(\dot{p}_{k,R}^{(i)}, p')}{dp'} \ln \left(1 - e^{-Re^i_L(p')}\right) = 2\pi n_{k,R}^{(i)}.$$  (31)

To underscore the generality of this result, we chose to write these equations in terms of the phase shift $2\delta(p, p')$ but we of course still have $2\delta(p, p') = \ell_2^2pp'$. That equations (30) and (31) are real for a general phase shift follows from crossing symmetry, which implies that the phase shifts that appear inside the integrals are purely imaginary. In this general form,
the massive version of these equations has also appeared e.g. in the context of the Sinh-Gordon model in \[27\]. In the absence of the third term on the left-hand side, equations (30), (31) are nothing but the asymptotic Bethe Ansatz equations for the theory on a circle of size \(R\) provided both \(n_{k_L,R}^{(i)}\) are positive. The third term together with equations (29) provides the finite size corrections. The form of these corrections shows that the third term becomes negligible compared to the second in the thermodynamic limit in which the number of particles goes to infinity as the radius of the circle goes to infinity, showing that equation (13) indeed becomes exact in this limit as mentioned earlier.

Finally, the expression for the free energy upon deformation of the contour becomes

\[
F = \frac{L}{\ell_s^2} + \frac{L}{R} \sum_{j,k} \hat{p}_{k_L}^{(j)} \hat{N}_{k_L}^{(j)} + \frac{L}{R} \sum_{j,k} \hat{p}_{k_R}^{(j)} \hat{N}_{k_R}^{(j)} + \frac{L}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \ln \left(1 - e^{-R \hat{e}_L^{(j)}(p')}\right) + \frac{L}{2\pi R} \sum_{j=1}^{D-2} \int_0^\infty dp' \ln \left(1 - e^{-R \hat{e}_R^{(j)}(p')}\right) .
\]

(32)

To find the solution to this set of equations notice that (29) implies that the pseudo-energies are still linear functions of \(p\) and independent of flavor. The latter fact is intuitively clear because the interactions are independent of flavor. However, left- and right-movers in general no longer have identical pseudo-energies. The solution is thus of the form

\[
e^{i_L}(p) = c_L p \quad \text{and} \quad e^{i_R}(p) = c_R p ,
\]

(33)

with \(c_L\) and \(c_R\) solutions of the system of equations

\[
c_L = 1 + \frac{2\pi \ell_s^2 \tilde{N}}{c_R R^2} - \frac{\pi \ell_s^2}{c_R R^2} D - 2 \frac{12}{12} ,
\]

(34)

\[
c_R = 1 + \frac{2\pi \ell_s^2 \tilde{N}}{c_L R^2} - \frac{\pi \ell_s^2}{c_L R^2} D - 2 \frac{12}{12} ,
\]

(35)

with

\[
N = \sum_{j,k} n_{k_L}^{(j)} n_{k_L}^{(j)} \quad \text{and} \quad \tilde{N} = \sum_{j,k} n_{k_R}^{(j)} n_{k_R}^{(j)},
\]

and the momenta are quantized according to

\[
\hat{p}^{(i)}_{k_L,R} = \frac{2\pi n_{k_L,R}^{(i)}}{c_{L,R} R} .
\]

As before, only the solution that is continuously related to the one for the free theory is physical. For this solution, equation (32) leads to

\[
E(N, \tilde{N}) = \frac{R}{L} F = \sqrt{\frac{4\pi^2 (N - \tilde{N})^2}{R}} + \frac{R^2}{\ell_s^2} + \frac{4\pi}{\ell_s^2} \left(N + \tilde{N} - \frac{D - 2}{12} \right) ,
\]

(36)

precisely reproducing the light-cone spectrum (4). While this is a rather contrived derivation of the spectrum of a string, it provides a compelling consistency check of the \(S\)-matrix (1).
Even though the quantization condition (13) is essentially the same equation that we used to derive the scattering phase shift in section 2, it is applied in a very different regime in the TBA procedure. In section 2 we applied it for two-particle states, while the TBA derivation operates in the thermodynamic limit. To appreciate the difference, note, for example, that any modification of the spectrum by terms decaying faster than $1/R$ at large $R$ would result in the same $S$-matrix. Such a finite volume spectrum does not pass the TBA cross-check, indicating that it is incompatible with the Lorentz symmetry.

Before moving on let us make one brief remark. We were not too careful in our definition and evaluation of (18) and simply stated that the saddle point approximation amounted to the minimization of the free energy. It seems plausible that in a more careful treatment excited states appear directly as subleading saddle points. This is beyond the scope of this paper, but might lead to a more satisfactory derivation of the thermodynamic Bethe Ansatz for excited states.

### 3.3. Hagedorn equation of state

For any relativistic theory the finite volume ground state energy determines the equation of state, the free energy as a function of temperature according to equation (12). The unusual property of the equation of state for the string is that the free energy becomes complex above certain critical temperature

$$T_H = \frac{1}{\ell_s} \sqrt{\frac{3}{\pi(D-2)}}.$$

To understand the physical meaning of this let us calculate some basic thermodynamic properties of the system. To reproduce the standard field theory calculation, for this purpose we subtract the cosmological constant from the free energy so that the new free energy vanishes in the limit of zero temperature

$$F(T) = \frac{L}{\ell_s^2} \sqrt{1 - \frac{T^2}{T_H^2}} - \frac{L}{\ell_s^2}. \quad (37)$$

Let us now calculate the heat capacity $c_v$ in the vicinity of the critical temperature $T_H$. Using the relation between the energy density $\rho$, pressure $p$ and entropy density $s$

$$p = -\rho + sT,$$

the first law of thermodynamics

$$dp = sdT$$

and the relation of the pressure to the free energy $p = -F/L$, we find

$$c_v = T \frac{T^2}{\partial^2 F}{\partial T^2} = \frac{TT_H}{\ell_s^2(T_H^2 - T^2)^{3/2}} \sim (T_H - T)^{-3/2}. \quad (38)$$

We see that both the heat capacity and its integral $\int c_vdT$ diverge at the critical temperature. This indicates that $T_H$ is really the maximum physical temperature, it is impossible to reach
it by supplying a finite amount of energy to the system. Of course, all this is just the familiar Hagedorn behavior of string theory, and indeed this critical temperature \( T_H \) is equal to the Hagedorn temperature. However, seen as a property of a “conventional” relativistic two-dimensional field theory it appears quite unusual.

The knowledge of the exact equation of state allows to calculate further physical properties of the system. In particular, with the free energy (37), the energy density can be written as a function of the pressure

\[
\rho = \frac{p}{1 - \ell_s^2 p} . \tag{39}
\]

The Hagedorn behavior sets in near \( p = 1/\ell_s^2 \), where the energy density diverges in agreement with (38). One finds that the sound velocity,

\[
c_s = \left( \frac{\partial \rho}{\partial p} \right)^{-1/2} = 1 - \ell_s^2 p , \tag{40}
\]

vanishes when the temperature approaches \( T_H \).

We have subtracted the cosmological constant for the purpose of our thermodynamic calculations to calculate the energy density and pressure a putative static-gauge observer on the string would measure on the walls of his box filled with gas. It is also interesting to consider the result of the calculation including the cosmological constant. This changes the energy density and the pressure by a constant shift with opposite sign

\[
\rho_T = \rho + \frac{1}{\ell_s^2} \quad \text{and} \quad p_T = p - \frac{1}{\ell_s^2} .
\]

While the heat capacity remains unchanged, the speed of sound as a function of the pressure becomes

\[
c_s = -\ell_s^2 p_T .
\]

and the relation between the energy density and pressure is of the form of the Chaplygin gas

\[
\rho_T = -\frac{1}{\ell_s^2 p_T} . \tag{41}
\]

At temperatures far below the Hagedorn temperature, \( p_T \approx -1/\ell_s^2 \) so that \( \rho_T \approx -p_T \approx 1/\ell_s^2 \). However, as the temperature approaches \( T_H \), the pressure from the gas nearly cancels the pressure from the cosmological constant so that \( p_T \approx 0 \) and the unusual behavior of the Chaplygin gas equation of state becomes important.

Let us remark in passing that equations (37)-(41) are valid even if one introduces a chemical potential \( \mu \) for the number of particles, which is sensible because the theory is integrable. The critical temperature \( T_H \) is then determined from

\[
T_H = \frac{1}{\ell_s} \sqrt{\frac{\pi}{2(D - 2)\text{Li}_2(e^{\mu/T_H})}} .
\]

Returning to our original goal of extracting the value of the central charge from the UV behavior of the Casimir energy, we have failed. The vacuum energy becomes complex at
small $R$, and even if one neglects this and formally expands it around $R = 0$ there is no $1/R$ term in this expansion. It is also instructive to consider the behavior of the energy for excited states

$$E(N, \tilde{N}) \sim \frac{2\pi}{R} |N - \tilde{N}|.$$  \hspace{1cm} (42)

This should be contrasted to the behavior in a conformal field theory

$$E(N, \tilde{N}) \sim \frac{2\pi}{R} \left( h + \tilde{h} + N + \tilde{N} - \frac{c}{24} - \frac{\tilde{c}}{24} \right).$$ \hspace{1cm} (43)

While right- and left-movers are decoupled in the conformal field theory, this is not the case for the theory on the string worldsheet. This can also be seen from the fact that our $S$-matrix between right- and left-movers $[1]$ does not approach a constant as $s \to \infty$. We take this behavior as a strong indication that the exact $S$-matrix $[1]$ does not correspond to a conventional RG flow between a UV and IR fixed point.

4. Absence of Local Off-Shell Observables

The failure to extract the value of the central charge in the conventional way described in the previous section suggests that the energy-momentum tensor does not exist as a local operator in the model at hand. As discussed in the Introduction this is an expectation (or rather part of the definition) of a quantum theory of gravity. In fact, one expects problems defining any local operator. This appears natural if one starts with the reparametrization invariant Nambu–Goto action

$$S_{NG} = -\frac{1}{\ell_s^2} \int d^2 \sigma \sqrt{-\det \partial_{\alpha}X^{\mu} \partial_{\beta}X_{\mu}}.$$ \hspace{1cm} (44)

Just like in four-dimensional gravity, one can then introduce external sources in a covariant way and define the generating functional for the corresponding local operators. The resulting Green’s functions of local fields will transform covariantly rather than remain invariant under reparametrizations. Hence they cannot correspond to physical observables, which should be gauge invariant.

That this argument is too naive can be seen from the fact that we can start with a conventional field theory with a well-defined set of local operators and introduce reparametrization invariance by promoting the parameters of gauge transformations to dynamical fields. The resulting theory is now reparametrization invariant, but possesses the same set of local operators as the original theory.

Similarly, one can fix a gauge in a covariant theory and seemingly get around this objection. One example, discussed in [18], is static gauge with $X^0 = \tau$, $X^1 = \sigma$. From an effective field theory viewpoint this seems a very natural starting point to describe the dynamics of long strings. In this gauge, Green’s functions of local operators can be calculated perturbatively. This is perfectly consistent with the possibility to use the Nambu–Goto actions as an
effective description of cosmic strings or flux tubes in conventional field theories, where no problems should arise when defining local observables.

Similarly, in four dimensional gravity one can perform perturbative calculations for local correlators, and they may be relevant physically, if interpreted properly. All this strongly suggests that real problems with defining local observables in gravitational theories start only at the non-perturbative level (see, e.g., [8] for further discussion).

For the case at hand, the problems with defining local observables are partially related to the fact that the worldsheet theory is non-renormalizable by naive power counting. Before we turn to the problems with off-shell observables, it is instructive to discuss what happens on-shell. In the critical number of dimensions, the theory gives rise to a well-defined finite volume spectrum (4) and $S$-matrix (1). Presumably, this implies an infinite number of cancellations in the static gauge perturbative calculations.

Unfortunately, to see non-trivial cancellations is technically somewhat challenging. The one-loop on-shell amplitudes calculated in [18] are finite. However, there is no counterterm which could contribute to on-shell scattering at this order, so this is not a non-trivial check. To see non-trivial cancellation one should calculate at least the two-loop $2 \to 2$ scattering.

Note that the $S$-matrix (1) does not imply that there are no infinities in the Feynman amplitudes following from the Nambu–Goto action itself. The $S$-matrix is analytic in $s$. This implies that there can be no infinite tree-level counterterms because those would signal the presence of logarithmic terms $\log(s_{\ell^2})$ in the derivative expansion of the amplitudes. However, at the moment we cannot exclude the presence of finite counterterms, which contribute to cancellation of infinities through loops.

The finite counterterms are expected to depend on the renormalization scheme. To understand their structure it may be useful to explicitly construct the infinite set of conservation laws responsible for the factorizability of the $S$-matrix (1). At the classical level these are the symmetries of the Nambu–Goto action. However, any given regularization scheme may break them, introducing finite counterterms needed to compensate for this breaking. As discussed in [18], a somewhat similar situation occurs for the target space ISO$(D − 1, 1)$ symmetry if one uses Weyl symmetric ordering with $\zeta$-function regularization as renormalization scheme.

We see that from an effective field theory perspective renormalizability of on-shell quantities in the integrable theory (1) is somewhat subtle. However, the absence of off-shell observables in some sense is less subtle. To see why, it is instructive to study a simple example, such as the one-loop matrix element of the $\partial X$ operator between the vacuum and a three-particle state with two left-movers $p_1, p_2$ and one right-mover $p_3$, with the flavor indices $j, k$ and $l$ correspondingly. This amounts to taking one of the legs in the one-loop $2 \to 2$ scattering amplitudes studied in [18] off-shell. An explicit calculation gives

$$\langle 0 | \partial_\alpha X^i | p_1 p_2, p_3 \rangle \sim \delta^{ij} \delta^{jk} \frac{1}{\pi \epsilon} q_\alpha p_1 p_2 p_3^2 + \ldots ,$$

where we dropped the finite part and $q_\alpha = (p_1 + p_2 + p_3, p_1 + p_2 - p_3)$.

From an effective field theory point of view this infinity is not unexpected, and does not present a challenge. One needs to renormalize the operator $\partial_\mu X^j$ by subtracting the
corresponding counterterm, for example,

$$\left[ \partial_\alpha X^i \right]_{\text{ren}} = \partial_\alpha X^i \frac{\ell_s^2}{8\pi \epsilon} \partial_\alpha \left( \partial_\beta \partial_\gamma X^i \partial^\beta X^j \partial^\gamma X^j \right).$$

This operator mixing is allowed by the symmetries and does not contribute to on-shell scattering, so there is no contradiction with the previous arguments.

The presence of this mixing indicates that as far as the off-shell quantities are concerned the critical Nambu–Goto theory is just like any other non-renormalizable theory. One can calculate Green's functions of local operators order-by-order in the derivative expansion at the expense of introducing a finite number of new parameters at any given order. The expansion breaks down above the cutoff scale $\ell_s^{-1}$. This is just another way of saying that the theory does not predict off-shell observables. Note that even in renormalizable (and free) theories one encounters additional infinities when trying to define composite operator. However, there any given operator mixes only with a finite number of other operators, as follows from dimensional analysis. This is different for non-renormalizable theories, where the coupling has a negative mass dimension. In particular, here we find mixing even for the elementary fields $\partial X$.

While this is suggestive, it does not prove that off-shell observables do not exist. Most of our arguments apply equally to the theory of the goldstino describing the flow between the tricritical and the critical Ising model. There, however, even though the theory appears non-renormalizable, cancellations are expected to persist even for off-shell quantities. This can be seen from a complementary point of view which does not rely on the perturbative expansion, but uses powerful techniques [28] which often allow to reconstruct local correlators from the exact $S$-matrix in two-dimensional integrable models. The idea is to express the local correlators in terms of sums of products of form factors and to make use of the expected analytic dependence of these form factors on momenta.

For the massless case, in particular the theory of the goldstino, the recipe is summarized in [29]. It reduces to the following. A form-factor of a local operator $O$ inserted at the origin $\tau = \sigma = 0$, takes the following general form,

$$\langle 0 | O(0) | p_{L1}, \ldots, p_{Li}; p_{R1}, \ldots, p_{Rr} \rangle = Q_{r,l}(\{p_L\}; \{p_R\}) \times \prod_{1 \leq i < j \leq l} \frac{1}{p_{Li} - p_{Lj}} \prod_{1 \leq i < j \leq r} \frac{1}{p_{Ri} - p_{Rj}} \prod_{1 \leq i \leq l, 1 \leq j \leq r} f(\log(4\ell_s^2 p_{Li} p_{Rj})),$$  \hspace{1cm} (46)

where $p_{Li}, p_{Rj}$ are the sets of positive left- and right-mover's momenta. The coefficient functions $Q_{r,l}$ are separately symmetric in $p_{Li}$ and $p_{Rj}$, and analytic everywhere, possibly apart from $p_{Li}, p_{Ri} = 0, \infty$. The function $f(\beta)$ is a minimal solution of the Riemann–Hilbert problem determined by the phase shift [1], i.e. it has no poles or zeros in the strip $0 < \text{Im}\beta < 2\pi$ and satisfies

$$f(\beta) = e^{2i\delta_{NG}(4\ell_s^2 e^{\beta})} f(\beta + 2\pi i).$$  \hspace{1cm} (47)

The coefficient functions $Q_{r,l}$ satisfy a set of recursion relations, whose explicit form is not needed for our present discussion. One usually expects the function $f$ to scale as a finite
power of $e^\beta$ at large $\beta$ as is the case in the goldstino theory $^{[5]}$ considered in $^{[29]}$. Assuming that the form-factors are exponentially bounded, then restricts the $Q_{r,l}$'s to be rational functions. Given a specific choice of an operator $\mathcal{O}$, one can obtain further information about the infrared $p \to 0$ asymptotics of $Q_{r,l}$'s from perturbative calculations, allowing to completely fix the $Q_{r,l}$'s for a few values $r,l$. The rest is then found by solving the recursion relations.

In our case the situation is different. The minimal solution of (47) for the phase shift $^{[1]}$ takes the form

$$f(\beta) = \exp \left( -\beta e^\beta/2\pi \right)$$

(48)

At large positive $\beta$ (which correspond to large momenta) this function decays faster than the exponent as a function of the momenta. However, it grows faster than exponentially for $\text{Im}\beta = \pi$. Given this analytic behavior there is no reason to assume that the $Q_{r,l}$'s have polynomial growth. So at least in its standard form, this technique cannot determine the form-factors in our case.

This still does not constitute a rigorous proof that off-shell local observables cannot be defined in this 1+1 dimensional field theory, but is merely a manifestation of our inability to extract them. However, further evidence supporting the claim that they do not exist comes from thinking about all this from the perspective of the full interacting string theory. If one succeeded in defining local off-shell observables in this theory, it would imply that it is possible to introduce local external probes in string theory. This is strongly believed to be impossible $^{[20]}$. The same argument implies that in addition to the $S$-matrix $^{[1]}$ there is a set of well-defined (non-local) observables which are off-shell from the point of view of our 1+1 dimensional theory. These are conventional string scattering amplitudes, constructed through insertions of vertex operators. We leave the task of studying these in the static gauge language for the future, but discuss the implications of the existence of these observables from the world-sheet perspective in more detail in concluding section $^7$.

Before concluding this section, let us address one further subtlety regarding the definition of local operators. One might argue that in light-cone gauge our theory is that of $D - 2$ free bosons for which local observables certainly do exist. We will briefly explain why these are in fact not local observables of our theory.

In any Lorentz-invariant theory, the definition of local observables includes that the corresponding operators in the Heisenberg picture transform according to $^7$

$$U(a, \Lambda)\mathcal{O}(x)U^{-1}(a, \Lambda) = \mathcal{O}(\Lambda x + a).$$

(49)

Here, as usual $U(a, \Lambda)$ is the unitary operator representing a boost $\Lambda$ generated by $M$ and a translation in space and time generated by $P$ and $H$, respectively. For the theory to be Lorentz invariant, we require that $U(a, \Lambda)$ act in the same way on the Heisenberg picture in- and out-states

$$U(a, \Lambda)|p_1, p_2, \ldots, \pm\infty\rangle = e^{-i(a_\alpha p_\alpha^0 + a_\alpha p_\alpha^2 + \ldots)} \sqrt{(\Lambda p_1^0)^0 (\Lambda p_2^0)^0 \cdots} |\Lambda p_1, \Lambda p_2, \ldots, \pm\infty\rangle.$$  

(50)

For simplicity the formula is written for scalar operators, but our arguments will not depend on this.
While innocuous at first sight, property (50) contains information about the $S$-matrix and encodes its Lorentz invariance. Generically, there may be more than one representation of the Poincaré group acting on the physical Hilbert space, but only the one satisfying (50) is physically meaningful. We thus refer to an observable as local if it is defined at a point and satisfies the transformation property (49) for those $U(a, \Lambda)$ that are compatible with our $S$-matrix (1) in the sense of (50).

It can be shown that the light-cone gauge operators $X^i(\sigma)$ fail to satisfy the transformation property (49) for the Poincaré group compatible with our $S$-matrix. As a consequence, they are not local operators of our theory.

The light-cone theory, of course, has its own (trivial) $S$-matrix and the $X^i(\sigma)$ do satisfy (49) with respect to the Poincaré group compatible with this $S$-matrix. However, this theory should be considered as a different theory. The light-cone theory and our theory are related by a gauge transformation. So it may seem surprising that they give rise to different $S$-matrices since the $S$-matrix is usually a gauge invariant observable. However, this only applies for gauge transformations act trivially at infinity. The gauge transformation relating static gauge and light-cone gauge can be shown not to fall into this class and thus does affect the $S$-matrix. We will elaborate on these issues and give a physical interpretation of these coordinates in section 6.

5. Quantum Black Holes and String Uncertainty Principle

To develop further intuition for the physical properties of the $S$-matrix (1), it is instructive to study its observational consequences in scattering processes. Given that the $S$-matrix is purely diagonal, there are no observables of the type one is used to in collider experiments in particle physics. There is no particle production, and in two dimensions there is no deflection angle to measure. The only non-trivial part of the $S$-matrix is an overall phase.

To measure the phase one needs to set up an interferometry experiment. For instance, one can imagine splitting a right-moving wave packet into two and sending them along two different “string theory” arms. One arm is empty, and another contains a left-moving packet. At the end one brings the two out-going right-movers back together and observers the relative time delay, interference pattern, etc.

Any discussion of this kind necessarily brings in some tension with the previous arguments regarding the absence of off-shell observables. Here we are imagining that one can design such an interferometer, which would imply the possibility of attaching external knobs to the system, which is very much the same as performing an off-shell measurement. This is similar to separation between classical and quantum in the Copenhagen interpretation of quantum mechanics. As in the latter case, this procedure is instructive for practical purposes if interpreted with care, even if it carries some intrinsic logical inconsistency.

With these qualifications in mind, let us proceed to the study of two-body scattering characterized by the phase shift (1). For simplicity, we consider scattering for a two particle state $|L, R\rangle$ with one left-mover and one right-mover of different “flavors” $X^i$ and $X^j (i \neq j)$. 
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In the interaction picture, the in-state is
\[ |L, R, t \to -\infty \rangle = \int_0^\infty dp_L \int_0^\infty dp_R f_L(p_L)f_R(p_R)\alpha^\dagger(p_L)\tilde{\alpha}^\dagger(p_R)|0\rangle , \] (51)
where \( \alpha^\dagger \) and \( \tilde{\alpha}^\dagger \) are creation operators for left- and right-movers, respectively, and \( f_L, f_R \) are the corresponding momentum space wave-functions. In writing (51) we assumed that the particles are initially uncorrelated. This is physically the most interesting case, and it is straightforward to extend the discussion to general states, if needed. By definition of what we mean by the \( S \)-matrix, at late times the same state is described by
\[ |L, R, t \to \infty \rangle = \int_0^\infty dp_L \int_0^\infty dp_R f_L(p_L)f_R(p_R)e^{ip_{LR}\ell^2} \alpha^\dagger(p_L)\tilde{\alpha}^\dagger(p_R)|0\rangle . \] (52)

We can extract the time delay from the probability density for finding the left-moving particle at position \( x \) at some time \( t \) long after the collision, or equivalently from the diagonal part of its real-space density matrix
\[ \rho(t, x_L, x_L) = \frac{1}{2\pi} \int_0^\infty dp_L \int_0^\infty dp_L' \rho(p_L, p_L')e^{-i(p_L-p_L')(t+x_L)} . \] (53)
where \( \rho(p_L, p_L') \) is the density matrix for the left-moving particle in the momentum representation
\[ \rho(p_L, p_L') = \int_0^\infty dp_R f_L(p_L)f_L'(p_L')|f_R(p_R)|^2e^{ip_R(p_L-p_L')\ell^2} . \] (54)

To make the discussion as explicit as possible, let us take the initial wave packets to be Gaussian with average momenta \( \bar{p}_{L,R} \) and momentum spreads equal to \( \Delta p_{L,R} \). For narrow packets \( \Delta p_{L,R} \ll \bar{p}_{L,R} \) the range in the momentum integrals can be extended to the entire real line without changing the result much allowing us to write the result of the integration in simple closed form
\[ \rho(p_L, p_L') = f_L(p_L)f_L^\dagger(p_L')e^{ip_R(p_L-p_L')\ell^2-\frac{1}{2}(p_L-p_L')^2\Delta p^2_R\ell^2} . \] (55)

Since this result is rather remarkable in its own right, let us briefly postpone our goal of extracting the time delay to discuss it. For macroscopic \( p_L, p_L', \Delta p_R \) off-diagonal elements of this density matrix are highly suppressed, indicating that the scattering process results in a highly entangled state, reminiscent of black hole creation and evaporation in a gravitational theory. As a consequence of integrability, we cannot hope for thermalization in the sense of the canonical ensemble. However, the diagonal form of the density matrix in the energy eigenstate basis is indicative of thermalization in the microcanonical sense. The corresponding high degree of entanglement is exactly what gives rise to the information loss “paradox” in higher-dimensional theories. It is interesting to calculate the entropy associated with

\[ \text{We use conventions such that } |\alpha^\dagger(p), \alpha^\dagger(p')\rangle = \delta^\dagger\delta(p-p') \text{ and similarly for right-movers. In these conventions the wave functions are normalized as } \int_0^\infty dp|f(p)|^2 = 1. \]
the density matrix (55). For the interested reader, we include the calculation of the entanglement entropy in the Appendix. Here we only give the final result in the limit of large $\Delta p_R \Delta p_L \ell_s^2$

$$S_{\text{ent}} = \log \Delta p_R \Delta p_L \ell_s^2.$$  \hspace{1cm} (56)

The logarithmic dependence of the entropy on the quantum gravity scale $\ell_s$ appears natural, given that the geometric entanglement entropy is logarithmically divergent in two dimensions.

It is straightforward to see that the result (56) does not only apply to $2 \to 2$ scattering. Given an arbitrary uncorrelated initial state $|\text{in}\rangle = |\psi_L\rangle \otimes |\psi_R\rangle$ the worldsheet scattering results in the final state of the form

$$|\text{out}\rangle = e^{iP_L P_R \ell_s^2} |\psi_L\rangle \otimes |\psi_R\rangle,$$  \hspace{1cm} (57)

where $P_L(R)$ are the operators of the total left(right)-mover’s momentum. The scattering phase in (57) depends only on the total momenta of the initial states. As a result, one can repeat verbatim the above calculation of the entanglement entropy, by separating the center-of-mass coordinates from the internal degrees of freedom in the scattering states $|\psi_L(R)\rangle$. This results in the same expression (56), where $\Delta p_L(R)$ stand now for the dispersions in the total momenta.

The left-left density matrix corresponding to the scattered state (57) can be written in the following suggestive form

$$\hat{\rho}(p_L, p'_L) = 2\pi |\psi_L(p_L)\rangle \langle \psi_L(p'_L)| \int_{-\infty}^{\infty} dx_R \psi^*_R(x_R) \psi_R(x_R + \ell_s^2 (p_L - p'_L)),$$  \hspace{1cm} (58)

where we have used the notation $|\psi_L(p_L)\rangle = \sum_{N_L} \langle N_L, p_L | \psi_L \rangle |N_L, p_L\rangle,$  \hspace{1cm} (59)

$$\psi_R(x_R) \psi_R(x'_R) = \sum_{N_R} \int_{-\infty}^{\infty} \frac{dp_R}{2\pi} \int_{-\infty}^{\infty} \frac{dp'_R}{2\pi} \langle N_R, p_R | \psi_R \rangle \langle \psi_R | N_R, p_R \rangle e^{-ipRx_R} e^{ip'_Rx'_R},$$  \hspace{1cm} (60)

where $|N_{L,R}, p_{L,R}\rangle$ are a set of orthonormal states with non-zero eigenvalues of left- and right-moving momenta $p_{L,R}$ that span the left- and right-moving sectors and $N_{L,R}$ includes discrete and continuous labels. As before, we extended the momentum integrals over the entire real axis assuming that the spreads in momentum of the $\langle N_R, p_R | \psi_R \rangle$ are much smaller than the means.

We see that off-diagonal elements of the density matrix are suppressed by the matrix element characterizing an overlap of the right-moving state with itself shifted by $\ell_s^2 (p_L - p'_L)$, which is tiny for macroscopic states.

Let us now return to the task of extracting the time delay in the $2 \to 2$ process from the diagonal part of the density matrix in coordinate representation. For the Gaussian wave packets, we find

$$\rho(t, x_L, x_L) = \frac{1}{\sqrt{2\pi} \Delta x_L} \exp \left( -\frac{(t + x_L - \bar{p}_R \ell_s^2)^2}{2\Delta x_L^2} \right) \text{ with } \Delta x_L^2 = \frac{1}{4} \left( \Delta p_L^2 + 4\ell_s^4 \Delta p_R^2 \right).$$  \hspace{1cm} (61)
This probability density exhibits two interesting properties. First, the spatial spread of the scattered packet has increased. It is natural to call this the stringy uncertainty principle. It is consistent with the evidence that no local observables exist and prevents one from measuring space-time events with a resolution better than the string length $\ell_s$. This can be made more precise by inspection of the two-particle probability distribution after the collision. One finds that this stringy uncertainty principle can be written in a more suggestive Lorentz-invariant form

$$\Delta x_L \Delta x_R \geq \ell_s^2. \quad (62)$$

The second distinctive feature of the probability distribution is the large time delay for macroscopic objects experienced by the outgoing wave packet

$$\Delta t = \bar{p}_R \ell_s. \quad (63)$$

This is in agreement with the black hole interpretation of the amplitude $[1]$. The Hawking temperature of two-dimensional black holes is independent of the mass, resulting in an evaporation time linear in the mass. It is worth stressing that time delays that grow indefinitely with energy are highly unusual in conventional quantum field theories.

With the black-hole interpretation, it may be surprising that the evaporation time $[63]$ for the left-mover depends only on the energy of the right-mover and not on the total center of mass energy of the collision. However, this is perfectly consistent with the black hole interpretation and Lorentz invariance. To see this, note that the two-momentum of a created black hole is

$$k_{BH} = (\bar{p}_R + \bar{p}_L, \bar{p}_R - \bar{p}_L).$$

The black hole thus moves with respect to the lab frame with velocity

$$v = \frac{\bar{p}_R - \bar{p}_L}{\bar{p}_R + \bar{p}_L}. \quad (64)$$

The time delays measured by the detectors are related to the evaporation time as measured in the lab frame by

$$\Delta t_{lab} = \Delta t_{L,R} \frac{1 \pm v}{1 \pm v} = \frac{1}{2} \ell_s^2 (\bar{p}_R + \bar{p}_L),$$

where the upper/lower sign should be used for the time delay measured by left/right detector. The evaporation time in the rest frame of the black hole is then simply

$$\Delta t_{cms} = \ell_s^2 \sqrt{\bar{p}_L \bar{p}_R} = \frac{1}{2} \ell_s^2 E_{cms},$$

confirming that the evaporation time is simply linear in the mass consistent with the black hole interpretation.

To make the case for the black hole interpretation of the $S$-matrix $[1]$ even stronger, note that there is an equivalence principle at work. Let us replace the right-moving particle with
a collection of $N$ soft particles, each carrying a $1/N$ fraction of the total energy. Then the factorizability of the $S$-matrix implies that the total time delay is

$$\Delta t_N = N^2 \delta_{NG}(\bar{p}_R\bar{p}_L)\bar{p}_L^{-1}. \quad (64)$$

Linearity of the Nambu–Goto phase shift $\delta_{NG}(s)$ implies that the two time delays (64) and (63) are the same. In other words, as expected in a gravitational theory, the overall phase shift is determined by the total energy of the collision alone (cf. (57)).

To conclude this section, let us point out an interesting similarity between the integrals encountered here, such as (52), and those appearing in the Moyal product in non-commutative theories, with the string length $\ell_s^2$ being similar to the non-commutativity parameter $\theta$. Indeed, some of the properties of the scattering amplitude discussed here were also observed in the tree level scattering in field theories with space/time non-commutativity [30]. That amplitude, however, contains an additional constant contribution as well as an unphysical $e^{-is\ell_s^2}$ term leading to acausal behavior. This is a good illustration that the exponential boundedness on the physical sheet, enjoyed by the amplitude (1), is crucial for a consistent space-time interpretation. In our case it is the configuration space for multi-particle states that seems to become non-commutative as indicated by equation (62) rather than space-time.

### 6. Classical Solutions: Black Hole Precursors and Cosmology

Typically, a discussion of a gravitational theory starts with the analysis of its classical solutions. We were lucky and were able to present the exact quantum solution first, so that the classical dynamics had to wait until the very end. Nevertheless, it is instructive to discuss it briefly, to illustrate that the worldsheet theory exhibits features characteristic for a gravitational theory even at the classical level, again modulo limitations related to integrability. It is well-known how to describe general classical solutions of the Nambu–Goto action [31], and we will not give a general overview. Instead we choose to describe two classes of solutions, which represent the footprints of gravitational physics, black holes (or, more accurately, integrable black hole precursors), and cosmologies.

#### 6.1. Classical origin of time delay

One simple fact about classical string dynamics to keep in mind is that the causal structure on the world-sheet is determined by the induced metric

$$h_{\alpha\beta} = \partial_\alpha X^\mu \partial_\beta X_\mu. \quad (65)$$

We will present the solutions in static gauge $X^0 = \tau$, $X^1 = \sigma$, because we feel that in this gauge the meaning and the origin of the $S$-matrix [1] are the most transparent.

From our experience with conventional Einstein gravity, one expects that for large center of mass energies $s\ell_s^2 \gg 1$ the origin of the time delay (63) should be seen semiclassically. The corresponding time delay in four-dimensional gravity follows from classical black hole
formation and its consequent evaporation, as described by the Hawking calculation, which represents the leading quantum (one-loop) correction to the classical solution.

Note that any purely left-moving configuration $X^i_d(\tau + \sigma)$ presents an exact solution of the Nambu–Goto equations. A natural string configuration to study the (semi)classical origin of the time delay (63) is then a large left-moving kink $X^i_d(\tau + \sigma)$ acting as a background. For simplicity, we consider a configuration with a single non-zero flavor $X^i_d(\tau + \sigma)$, and suppress the flavor superscript in what follows.

One then sends a small right-moving perturbation across this kink, and calculates the time it takes to reach the other side. In the probe approximation this amounts to studying right-moving null geodesics in the induced metric (65), corresponding to

$$ds^2 = (-1 + X^2_{cl})d\tau^2 + 2X^2_{cl}d\tau d\sigma + (1 + X^2_{cl})d\sigma^2.$$  \hspace{1cm} (66)

The null geodesic equation results in

$$\dot{\sigma}(\tau) = \frac{-X^2_{cl}(\tau + \sigma(\tau)) \pm 1}{X^2_{cl}(\tau + \sigma(\tau)) + 1}.$$  \hspace{1cm} (67)

The lower sign corresponds to a left-mover, whose propagation is unaffected by the presence of the background. The upper sign corresponds to a right-mover, which experiences a time delay

$$\Delta t = \int_{-\infty}^{\infty} d\tau \left(1 - \dot{\sigma}\right) = \int_{-\infty}^{\infty} d\tau \frac{2X^2_{cl}(\tau + \sigma_0(\tau))}{X^2_{cl}(\tau + \sigma_0(\tau)) + 1} = \int_{-\infty}^{\infty} dz X^2_{cl}(z).$$  \hspace{1cm} (68)

Here $\sigma_0(\tau)$ is a solution of the geodesic equation (67), and we used equation (67) when changing the integration variable from $\tau$ to $z = \tau + \sigma_0(\tau)$. We recognize

$$\int_{-\infty}^{\infty} dz X^2_{cl}(z) = \ell_s^2 \Delta E,$$

where $\Delta E$ is the energy of the classical solution $X_d$ relative to the vacuum energy. The time delay obtained in the classical theory (68) thus exactly coincides with the one derived in the quantum theory (63). This is an important difference with a realistic quantum theory of gravity – as a consequence of integrability there is no actual horizon and particle production and the black hole “evaporation” happens classically.

In spite of this deficiency, we feel that this class of solutions is close in other respects to actual black holes. For instance, it follows from (67) that for $X^2_{cl} > 1$ there is a region inside the kink where both left- and right-movers propagate towards the left. We see that the classical origin of the time delay (63) is very intuitive—a right-mover gets carried away towards left by the kink, see Figure 1. In the presence of non-integrable perturbations, when the energy transfer between left and right-movers becomes possible, one expects the emergence of an actual horizon.

The CGHS model [12] supports this expectation. The field equations, with quantum backreaction taken into account, look a lot like the equations of the bosonic string in the Polyakov formalism with additional interactions included. Purely left-moving excitations of
matter fields (which are analogous to our $X^i$) solve the field equations, but do give rise to a black hole horizon. It appears plausible that the $S$-matrix provides a reasonable zeroth order approximation for the process of black hole evaporation in models of this type.

Note, that for a right-moving bump excited in the same target space direction as the left-moving one (and perhaps in one other transverse direction) the classical string solutions generically develop cusp singularities. These singularities are not shielded by any horizon. The development of classical singularities is another consequence of the absence of power counting renormalizability. In power counting renormalizable theories singularities usually do not occur if one starts with a regular initial data. They do occur for the string worldsheet theory but get resolved at the quantum level by the $S$-matrix.

At the end of section 4 we mentioned that our $S$-matrix is related to a trivial $S$-matrix by a gauge transformation which acts non-trivially at infinity. We are now in a position to provide a physical interpretation for one natural choice of coordinates related to the static gauge coordinates by a gauge transformation of this kind. To this end, it is helpful to write the metric in a form that makes its null Killing vector manifest

$$ds^2 = -d\tau^+ d\tau^- + X^2_{cl}(\tau^+)(d\tau^+)^2,$$

where $\tau^{\pm} = \tau \pm \sigma$. We then see that in coordinates $t, x$ related to $\tau^{\pm}$ by

$$\tau^+ = t + x \quad \text{and} \quad \tau^- = t - x + \int_{-\infty}^{t+x} dz \, X^2_{cl}(z),$$

Figure 1: This figure shows the structure of light-cones indicated by the green and orange arrows in the background of a left-moving kink in the static gauge. The blue and red lines show geodesics of a left- and right-moving particle, respectively.
the metric is simply the Minkowski metric
\[ ds^2 = -dt^2 + dx^2. \] (71)

This means that the coordinates \((t, x)\) correspond to a family of free-falling timelike observers. The coordinate time \(t\) is the proper time along their worldlines and the worldlines of these observers are labeled by their positions \(x\) in target space long before the kink approaches them.\(^9\) In these coordinates, a right-moving probe moves along a worldline \(t = x + \text{const}\) whether a kink exists or not. So a free-falling detector will not measure a time-delay, unlike a detector that is mounted at some constant value \(X^1\) which measures the time delay \(68\).

The classical time delay \(68\) is closely tied to the \(S\) matrix \(1\) and the observation that freely falling observers do not measure a time delay suggests that they observe a trivial \(S\) matrix. However, there is still one small step needed to show that this is indeed the case. We have to extend our discussion to configurations that contain left- and right-moving excitations of comparable energies. By definition of the \(S\) matrix the detectors should be far away from the interaction region so that, at any given time, they may be close to either the left- or the right-moving excitation, but not both. The effects of left- and right-moving excitations thus simply add and the change of coordinates

\[
\tau^+ = t + x + \int_{-\infty}^{t-x} dz (\partial_- X^i)^2(z) \quad \text{and} \quad \tau^- = t - x + \int_{-\infty}^{t+x} dz (\partial_+ X^i)^2(z),
\] (72)

leads to a metric that, for Gaussian wave packets, is exponentially well approximated by the flat Minkowski metric \(71\) far away from the interaction region, and a metric that is conformally related to it where right- and left-movers are not well separated. With this choice of coordinates the constraints are solved classically as in light-cone quantization and one can show that the fields corresponding to the transverse fluctuations enjoy the mode expansions of free fields. The corresponding trivial \(S\) matrix, seen by putative free-falling detectors on the worldsheet, is often referred to as the worldsheet \(S\) matrix. Our \(S\) matrix is observed by detectors freely falling with respect to the target space metric. It is usually called the target space \(S\) matrix, in this case for scattering of worldsheet degrees of freedom. The two \(S\) matrices are related by a gauge transformation \(72\), but are inequivalent because this gauge transformation acts non-trivially at infinity. More specifically, as \(t \to -\infty\), the coordinates \(t\) and \(x\) agree with the target space coordinate \(\tau\) and \(\sigma\) while at late times they differ by a constant shift proportional to the energy and momentum of the configuration.

In this case, we can also be more specific about precisely how the \(X^i(t, x)\) fail to satisfy \(49\) for the Poincaré transformations compatible with our \(S\) matrix. In writing \(72\), we have singled out one particular family of inertial observers. They are initially at rest with respect to the target space and at early times their coordinate system and the target space coordinate system agree. To meaningfully talk about a worldsheet scattering, we should not gauge-fix the global Poincaré group and we should introduce zero-modes \(x^\pm, p^\pm\) corresponding to translations and boosts relative to the target space into the fields \(X^\pm(t, x)\) which

---

\(^9\)To see this, note that the geodesics behave like \(X^0(t) \sim t\) and \(X^1(t) \sim x\) as \(t \to -\infty\).
modulo these zero modes are given by (72). The Poincaré group that is compatible with our $S$-matrix then acts only on these zero modes, leaving the $X^i(t, x)$ invariant, incompatible with (49). They do, of course, transform appropriately under the Poincaré group associated with the worldsheet $S$-matrix.

Returning to the black hole analogy, the two different $S$-matrices just described are measured by an infalling and an outside observer. Somewhat surprisingly, in this simple theory an infalling observer finds a free $S$-matrix and is able to construct local observables, which are simply the free correlators of $X^i$’s in the light cone gauge, they behave non-locally from the viewpoint of an outside observer. Their existence is contrary to the experience in realistic theories of gravity, where the construction of sharply defined observables for an infalling observer seems problematic. This may be an artifact of integrability.

6.2. Cosmology

Let us conclude our discussion of classical world-sheet solutions by presenting a solution with properties characteristic of cosmologies. For now we continue to work in static gauge, and for simplicity again consider a single non-vanishing flavor $X$. Ordinarily, cosmological solutions are understood to be homogeneous (isotropy is not a restriction in a $(1 + 1)$-dimensional world). However, the only $\sigma$-independent solutions of the Nambu–Goto theory are those linear in $\tau$, which is equivalent to the trivial vacuum solution. To find a non-trivial solution possessing a high degree of symmetry, let us instead consider boost invariant string configurations of the form $X(\sigma^2 - \tau^2)$. The solutions to the Nambu–Goto field equations with this Ansatz are easily found, but it turns out that static gauge is not very convenient to understand the global structure of the solution. So let us present the solution as a hypersurface in the target space-time. It consists of two branches $A, B$

$$X_A^0 - X_A^1 - L_0^2(\sinh(X_A/L_0))^2 = 0,$$

$$X_B^0 - X_B^1 - L_0^2(\cosh(X_B/L_0))^2 = 0.$$  

(73)

(74)

Here $L_0$ is a characteristic length scale. We work in units such that $L_0 = 1$ in what follows to keep the formulas shorter. To understand the physics of these solutions, it is convenient to choose the boost parameter as one of the worldsheet coordinates, which makes the corresponding isometry manifest. Thus, for the $A$-branch we write,

$$X_A^0 = \rho \cosh \lambda, \quad X_A^1 = \rho \sinh \lambda.$$  

Then the induced metric takes the following form

$$ds_A^2 = -\frac{\rho^2}{1 + \rho^2} d\rho^2 + \rho^2 d\lambda^2 = -d\tau^2 + (\tau^2 + 2\rho^2) d\lambda^2,$$

(75)

where we changed coordinates from $\rho$ to $\tau = \sqrt{1 + \rho^2} - 1$. We see that this branch corresponds to an expanding ($\rho > 0$) and contracting ($\rho < 0$) cosmological solution. It approaches
the flat Milne universe at late and early times and passes through a Big Bang/Crunch sin-
gularity at $\rho = 0$, or in target-space coordinates at $X^0_A = \pm X^1_A$. Close to the singularity the
expansion rate is the same as in a 4d radiation dominated Universe.

Following the same logic for the $B$-branch, we choose
\[ X^0_B = \rho \sinh \lambda , \quad X^1_B = \rho \cosh \lambda . \]

Note, that this branch actually corresponds to two identical disconnected surfaces, cor-
responding to $\rho \geq 1$ and $\rho \leq -1$. Choosing the former, we obtain the static induced metric of the form
\[ ds^2 = -\rho^2 d\lambda^2 + \frac{\rho^2}{\rho^2 - 1} d\rho^2 = -(1 + r^2) d\lambda^2 + dr^2 , \tag{76} \]
where $r = \sqrt{\rho^2 - 1}$. Note that for each pair $(\lambda, \rho)$ there are two points on the solution
with different sign of $X$. This can be accounted for by extending the range of $r$ in (76) to
$r \in (-\infty, \infty)$. This static solution is asymptotically flat at large $r$, with $\lambda, r$ turning into
the Rindler coordinates.

7. Conclusions, Speculations and Future Directions

We hope to have convinced the reader that the worldsheet theory of an infinitely long “free”
bosonic string is non-trivial and comes as close to capturing essential features of gravitational
dynamics as one can hope for from a two-dimensional integrable theory. Let us conclude by
outlining several directions in which one can further elaborate on this observation. Somewhat
loosely these can be divided into understanding more about the dynamics of gravitational
theories in two dimensions and into extracting general lessons about gravitational theories
in other numbers of dimensions.

The first natural “two-dimensional” question is how to extract information about the
non-linearly realized target space Poincaré symmetry directly from our exact $S$-matrix. In
particular, it should be rather satisfying to see $D = 26$ arise in this language.

We have only discussed the bosonic string so far. One may wonder how all this extends
to worldsheet theories of supersymmetric strings. The matter content is then extended by
fermions as required by supersymmetry. From the known light-cone spectra of superstring
theories one finds once again that the $S$-matrix reduces to the diagonal phase shift \([1]\).
Understanding how the non-linearly realized super-Poincaré symmetry can be extracted
from this $S$-matrix alone would certainly also be rather gratifying.

As soon as one extends the discussion to superstrings, it is natural to ask what other
options exist for constructing integrable gravitational theories. An example of another grav-
itational $S$-matrix that still enjoys analyticity, unitarity, crossing symmetry and exponential
boundedness on the physical sheet would be
\[ e^{2i\delta(s)} = \frac{iM^2 - s}{iM^2 + s} e^{is\ell^2/4} . \tag{77} \]
It is natural to suggest, that at least for $\ell_s M \ll 1$, this $S$-matrix describes the goldstino theory coupled to gravity, similarly to how the $S$-matrix $[1]$ may be thought of as describing $(D-2)$ free bosons coupled to gravity. The latter interpretation can be made more manifest by noting that at the classical level the theory with the light-cone spectrum $[1]$ can be formulated in the Polyakov formalism as

$$S_{D-2} = \int d^2\sigma \sqrt{-g} \left( g^{\alpha\beta} \left( -\partial_\alpha X^0 \partial_\beta X^0 + \partial_\alpha X^1 \partial_\beta X^1 \right) + \mathcal{L}_{D-2}(g, X^i) \right). \tag{78}$$

where $\mathcal{L}_{D-2}(g, X^i)$ describes $(D-2)$ free bosons coupled to the metric. The conventional approach to quantizing this theory uses (78) as the starting point, resulting in Liouville gravity in the non-critical case. Instead, the exact $S$-matrix $[1]$ results from solving for the auxiliary metric $g$ at the classical level with subsequent quantization in light-cone gauge. The two procedures are not equivalent. For instance, the latter does not preserve the full $ISO(D-1,1)$ symmetry away from the critical dimension. It is possible to generalize this procedure by replacing $\mathcal{L}_{D-2}(g, X^i)$ with a general conformal field theory $\mathcal{L}_{CFT}$ and use this as a working definition of what one means by coupling the theory to gravity. For non-conformal theories (as needed to obtain (77)), this proposal cannot literally work because there the Liouville mode already appears at the classical level.

It is also natural to ask whether integrable massive gravitational theories (i.e., exhibiting $e^{i\ell_s^2/4}$-type non-analyticities in the UV) can be constructed. At the $S$-matrix level the massive generalization of the amplitude $[1]$ is

$$e^{2i\delta(s)} = e^{i\ell_s^2\sqrt{s^2-4m^2}/4} \tag{79}$$

It would be interesting to work out what the Lagrangian description of such a theory is. Furthermore, it is interesting to study whether physically sound integrable gravitational theories with non-diagonal scattering exist. It is straightforward to check that non-trivial annihilations in a massless $SO(D-2)$-invariant theory contradict the Yang–Baxter equation in the absence of left-left and right-right scattering. This rules out the possibility for integrable non-critical $ISO(D-1,1)$-invariant effective string theories away from the critical dimension, because the Polchinski–Strominger interaction $[19]$ introduces annihilations $[18]$. However, this still leaves room for a large number of other possibilities.

Turning to the questions of interest beyond the two-dimensional world it seems interesting to understand to what extent knowledge of the exact flat space $S$-matrix (and finite volume spectrum) sheds light on how and whether the “Big Bang” singularity described in section 6 is resolved.

Another interesting set of questions comes from thinking about how the full interacting string theory fits in the picture. As we already mentioned at the end of section 4, it manifests itself in the existence of additional non-local off-shell observables—perturbative string amplitudes. Their existence indicates that the worldsheet theory—a UV complete two-dimensional theory of gravity on its own—can be embedded in a larger and richer structure, the interacting string theory.
This is similar to how the existence of off-shell observables—local correlation functions—in conventional field theories indicate that they can be extended to larger field theories, incorporating dynamical probes coupled to the corresponding operators. The difference in the present case appears to be that the off-shell observables are non-local. One may wonder, whether this process stops at the level of string/M-theory, or whether it, too, can be a part of an even larger structure.

Note that the embedding into a larger structure typically allows the definition of a larger set of physical observables. For example, $D$-branes provide space-time probes at substringy scales [34]. It may be that difficulties with resolving space-like singularities within string theory hint for the existence of such a structure, which would provide a theory for Big Bang initial conditions, for example. Perhaps, a better understanding of the cosmological solution of section 6 can shed some light on this.

This viewpoint is somewhat similar to the approach of [35–37] where the worldsheet theory was suggested as a toy model to the study of Euclidean wormhole processes, which correspond to string splittings. In light of our arguments this analogy appears even more appropriate, given that the “free” worldsheet theory itself can be considered as a non-trivial gravitational theory.

Interestingly, it seems impossible to decide based on the knowledge of the free worldsheet theory alone whether two-dimensional wormholes (aka string splitting processes) are physical or not. These are unphysical if $g_s = 0$ and physical otherwise. This casts doubts on the argument [38] that higher dimensional wormholes should be unphysical saddle points, based on the observation that Euclidean wormholes exist in the bulk in certain AdS/CFT setups while the CFT knows nothing about them. Just like our $S$-matrix (1) shows no signs of the existence of string splittings, but can be extended to allow for these, it might be that the CFT can be extended to make the wormhole processes physical.

As a final remark, note that the setup considered here is reminiscent of “asymptotic safety” [39]—a naively non-renormalizable theory turns out to be UV complete and provides a set of well-defined physical observables. However, the situation appears to be more delicate. A classic example of asymptotic safety is provided by the goldstino $S$-matrix [6]. Here indeed, in perfect agreement with the asymptotic safety proposal, a naively non-renormalizable theory turns out to have a non-trivial UV fixed point, and gives rise to a perfectly conventional, even if strongly coupled RG flow. What happens in the worldsheet theory is rather different and is perhaps more appropriately called “asymptotic fragility”. The theory does provide a well-defined $S$-matrix [1]. However, there is strong evidence that no UV fixed point exists, and attempts to introduce local probes destroy the finiteness.
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Appendix: Calculation of the Entanglement Entropy

Let us calculate the entanglement entropy corresponding to the density matrix (55). We will use the expression

\[ S_{\text{ent}} \equiv -\text{Tr} \rho \log \rho = - \frac{\partial}{\partial \gamma} \left. \text{Tr} \rho^\gamma \right|_{\gamma=1}. \]

For \( \text{Tr} \rho^\gamma \) we will use the analytic continuation from integer values of \( \gamma \). With the density matrix (54) we have

\[ \text{Tr} \rho^n = \int \prod_{i=1}^n dp_{Ri} dp_{Li} f(p_{Ri})^2 f(p_{Li})^2 e^{ip_{Ri}(p_{Li}-p_{Li+1})} \ell_s^2, \]  

(80)

where \( p_{L(n+1)} \equiv p_{L1} \) and we extended the momentum integration range over the whole real axis, assuming that the wave packets are sufficiently narrow in the momentum. We consider the case of Gaussian packets,

\[ |f(p_{L(R)})|^2 = \frac{1}{(2\pi)^{1/2} \Delta p_{L(R)}} e^{-\frac{(p_{L(R)}-p_{L(L)})^2}{2\Delta p_{L(R)}^2}}, \]

so that (80) takes the form

\[ \text{Tr} \rho^n = \int \prod_{i=1}^n dp_{Ri} dp_{Li} e^{ip_{Ri}(p_{Li}-p_{Li+1})} \ell_s^2 \frac{p_{Li}^2}{2\Delta p_{L}} - \frac{p_{Ri}^2}{2\Delta p_{R}}. \]  

(81)

Note, that in the limit \( \ell_s \to 0 \) this integral is proportional to the periodic Euclidean path integral for the harmonic oscillator in the canonical phase space labeled by \( (p_{R}, p_{L}) \). It will be interesting to find a physical interpretation for this result. By performing a Gaussian integral over the “canonical momenta” \( p_{Ri} \) we obtain the path integral in the coordinate form,

\[ \text{Tr} \rho^n = \int \prod_{i=1}^n dp_{Li} e^{-\frac{(p_{Li}-p_{Li+1})^2}{2\Delta p_{L}}} \frac{\ell_s^2}{2\Delta p_{L}} - \frac{p_{Li}^2}{2\Delta p_{L}}. \]  

(82)

In the limit \( \ell_s^2 \Delta p_R \Delta p_L \gg 1 \) and \( n \gg 1 \) this integral can be rewritten as

\[ \text{Tr} \rho^n = \frac{Z(\beta)}{(\ell_s^2 \Delta p_R \Delta p_L)^n}, \]  

(83)

where

\[ Z(\beta) = \frac{e^{-\beta/2}}{1 - e^{-\beta}}. \]
is a thermal partition function for a harmonic oscillator of a unit frequency at the inverse temperature equal to
\[ \beta = \frac{n}{\ell_s^2 \Delta p_L \Delta p_R}. \]
Using (83) as a starting point for the analytic continuation to real \( n \) we obtain the following estimate for the entanglement entropy,
\[ S_{\text{ent}} = \log \ell_s^2 \Delta p_L \Delta p_R. \]  \hspace{1cm} (84)
Note, that (82) can be computed exactly, giving
\[ \text{Tr} \rho^n = \left( -2\alpha^n + \frac{1}{2^n} \left( \left( 1 + 2\alpha - \sqrt{1 + 4\alpha} \right)^n + \left( 1 + 2\alpha + \sqrt{1 + 4\alpha} \right)^n \right) \right)^{-1/2}, \]  \hspace{1cm} (85)
Where \( \alpha = \ell_s^4 \Delta p_R^2 \Delta p_L^2 \). The leading large \( \alpha \) behavior of the entropy resulting from this expression, is the same as (84).
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