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Abstract—Developing causal models from observational longitudinal studies is an important, ubiquitous problem in many disciplines. In the medical domain, especially in the case of rare diseases, revealing causal relationships from a given data set may lead to improvement of clinical practice, e.g., development of treatment and medication. Many causal discovery methods have been introduced in the past decades. A disadvantage of these causal discovery algorithms, however, is the inherent instability in structure estimation. With finite data samples small changes in the data can lead to completely different optimal structures. The present work presents a new causal discovery algorithm for longitudinal data that is robust for finite data samples. The method works as follows. We model causal models using structural equation models. Models are scored along two objectives: the model fit and the model complexity. Since both objectives are often conflicting we use a multi-objective evolutionary algorithm to search for Pareto optimal models. To handle the instability of small finite data samples, we repeatedly subsample the data and select those substructures (from optimal models) that are both stable and parsimonious which are then used to infer a causal model. In order to validate, we compare our method with the state-of-the-art PC algorithm on a simulated data set with the known ground truth model. Furthermore, we present the results of our discovery algorithm on three real-world longitudinal data sets about chronic fatigue syndrome, Alzheimer disease and chronic kidney disease that have been corroborated by medical experts and literature.
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1 INTRODUCTION

Extracting causal models from observational longitudinal studies often turns out to be an essential, important, and ubiquitous problem in many disciplines [2], [3], [4]. In the medical domain, especially in case of rare diseases, revealing causal relationships from longitudinal observational data set may lead to improvement of clinical practice, for example, the development of treatment and medication.

Many causal discovery algorithm have been introduced in the past decades, for example, as implemented in [5], [6], [7], [8], [9]. Of aforementioned methods, we can distinguish two approaches: constraint-based and score-based.
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The former approach starts with a complete graph and constructs a skeleton graph by excluding edges between variables that are conditionally independent. Edges are then oriented to form a causal graph. As this approach does not rely on the causal sufficiency assumption, it is able to detect a common cause of the observed variables [10]. However, the use of independence tests on a large number of conditioning variables makes it less reliable [11]. The latter approach scores graph structures based on their fitness (how well a model fits the data) and the complexity of the graph. The main goal of the score-based approach is to obtain the graph structure with the best score. As this approach measures the reliability of the inferred causal relationships, the result is easier to interpret [12]. However, a score-based method usually relies on the causal sufficiency assumption, making it unable to detect common confounders of the observed variables. And since such an optimization problem is usually NP-hard, different search heuristics are often used.

Both approaches, however, suffer from the inherent instability in structure learning. That is, small changes in finite data samples can lead to entirely different optimal structures. The errors that occur in the algorithm may be propagated and lead to further errors [11].

In our previous paper [13], we developed a robust causal discovery algorithm, designed for cross-sectional data. The method, which is a score-based approach, searches over structures represented by Structural Equation Models (SEMs), a primary language for causal discovery [14]. We subsample the data and search Pareto optimal models for each subset based on the scores. The optimal models are characterized by two objectives: the model fit and the model complexity. These two objectives, however, are often conflicting as a model that fits the data well typically has complex structure. Thus, we apply a multi-objective evolutionary algorithm to search for the optimal models. We then use some thresholds to filter out the so-called relevant model structures from these optimal models. That is, the structures that are considerably stable and parsimonious. At the end, we infer a causal model from these relevant model structures, including reliability scores of each causal relationship.

In this present paper we extend the method to longitudinal data and provide estimation of causal effects. In particular, we explain how to model longitudinal causal relationships from longitudinal data consisting of an arbitrary number of time slices. We also describe how to reshape the longitudinal data correspondingly, so as to match the longitudinal causal model which then can easily be scored using standard SEM software. Moreover, we employ IDA [15] to estimate the causal effects from the inferred causal structure.

To validate, we compare our method with the state-of-the-art PC algorithm [10] on a simulated data set with the known ground truth model. Furthermore, we present the results of our causal discovery algorithm on three real-world longitudinal data sets about chronic fatigue syndrome, Alzheimer disease and chronic kidney disease that have been corroborated by medical experts and literatures.

The rest of this paper is organized as follows. All methods used in our approach are presented in Section 2. The results and the corresponding discussions are presented in Section 3. Finally, conclusions and future work are presented in Section 4.

2 METHODS

2.1 Causal Modeling in SEM

According to [14], there are two common ways to represent a SEM model: drawing them as a causal diagram (graph), see Figure 1, also referred to as a directed acyclic graph (DAG), or using a set of equations stating all relations, called a causal model, which has the following general form:

$$x_i = f_i(p_a, \varepsilon_i), \quad i = 1, \ldots, p.$$  (1)
where $pa_i$ denotes the parents, representing the set of variables considered to be direct causes of $X_i$, and $\epsilon_i$ represents errors on account of omitted factors that are assumed to be mutually independent.

Typically, a SEM is used as follows: 1) set a hypothesis as an initial model, 2) fit the model to the data, 3) evaluate the model, and 4) modify the model to improve the parsimony and score [16]. The last step is called specification search [17], [18].

Moreover, it is often that one has prior knowledge about the domain, for example, that $A$ does not cause $B$ directly, denoted by $A \not\rightarrow B$ which can be translated to a DAG with no directed edge from $A$ to $B$. Our method [13] is able to include such constraints in the models, thus it can work with constrained SEMs.

### 2.2 Multi-objective Optimization

In model structure learning, in line with the principle of Occam’s razor, one should prefer models that fit the data well and are parsimonious. These two objectives are often conflicting. Thus in our method [13], we make as a well-fit model is most likely to be a parsimonious. These two objectives are often conflicting models that fit the data well and are parsimonious.

In multi-objective optimization, optimal solutions are defined in terms of domination. A model $x_1$ is said to dominate model $x_2$, if the following conditions are satisfied [20]:

$$x_1 \preceq x_2 \iff \forall i \in \{1, \ldots, M\} \ f_i(x_1) \leq f_i(x_2) \land \exists j \in \{1, \ldots, M\} \ f_j(x_1) < f_j(x_2)$$

where $M$ is the number of the objectives. The first condition states that the model $x_1$ is no worse than $x_2$ in all objectives $f_i$. The second condition states that the model $x_1$ is strictly better than $x_2$ in at least one objective. By using this concept, given the population of models $P$, we can partition $P$ into $n$ sets called fronts $F_1, \ldots, F_n$, such that $F_k$ dominates $F_l$ where $1 \leq k < l \leq n$ and the models within the same front do not dominate each other. The so-called Pareto Front or non-dominated set $F_1$ includes models that are not dominated by any member of $P$. Essentially, using multi-objective optimization we efficiently find the best fitting models over a whole range of model complexities using a single coherent optimization approach.

### 2.3 Stable Specification Search

Our method, stable specification search [13], can be divided into two phases (see Figure 2). The first phase is search, performing exploratory search over SEM models. Based on the idea of stability selection [21], the method subsamples the data $D$ with size $|D|/2$ without replacement and generates Pareto optimal models for each subset. After that, all Pareto optimal models are transformed into their corresponding model equivalent classes, called Completed Partially Directed Acyclic Graph (CPDAG) [22]. Since all DAGs that are a member of the same CPDAG represent the same probability distribution, they are indistinguishable based on the observational data alone. From these CPDAGs we compute the edge and causal path stability graph, such as Figure 6 by grouping them according to model complexity and computing their selection probability, i.e., the number of occurrences divided by the total number of models for a certain level of model complexity. Stability selection is then performed by specifying two thresholds, $\pi_{sel}$ (boundary of selection probability) and $\pi_{bic}$ (boundary of complexity). For example, setting $\pi_{sel} = 0.6$ means that all causal relationships with edge stability or causal path stability (e.g., Figure 6) above this threshold are considered stable. The second threshold $\pi_{bic}$ is used to control overfitting. We set $\pi_{bic} = 7$ means that all causal relationships with an edge stability or a causal path stability lower than this threshold (e.g., Figure 6) are considered parsimonious. Causal relationships that intersect with the top-left region are considered
both stable and parsimonious and called relevant, from which we can derive a causal model.

The second phase is visualization, combining the stability graphs into a graph with nodes and edges. This is done by adding the relevant edges and orienting them using background knowledge and the relevant causal paths. For more detail of the method, Figure 3 provides pseudocode for our approach.

2.4 Estimating Causal Effects
We employ IDA [15] to estimate the causal effects of a covariate $X_i$ on response $Y$ from the inferred structures. This method works as follows. Given a CPDAG $G$ which contains $m$ different DAGs, IDA applies intervention calculus [14], [23] to each DAG $G_j$ to obtain multisets $\Theta_i = \{\theta_{ij}\}_{j=1,...,m}$, $i = 1, \ldots, p$ where $p$ is the number of covariates, which contain possible causal effects of $X_i$ on $Y$. Different graphs $G_j$ may imply different $\text{pa}_i$ of $X_i$ which then lead to distinct values of $\theta_{ij}$.

Under the assumption that the distribution of the data is normal and the model is linear, the causal effect of $X_i$ on $Y$ is given by $\beta_{i|\text{pa}_i}$, where, for any set $S \subseteq \{X_1, \ldots, X_p, Y\} \setminus \{X_i\}$,

$$\beta_{i|S} = \begin{cases} 0, & \text{if } Y \in S \\ \text{coefficient of } X_i \text{ in } Y \sim X_i + S, & \text{if } Y \notin S, \end{cases}$$

and $Y \sim X_i + S$ is the linear regression of $Y$ on $X_i$ and $S$.

In addition to our method, we apply IDA as follows. We gather $G_{\pi_{bic}}$, the CPDAGs of all optimal models with complexity equal to $\pi_{bic}$. For each CPDAG $G \in G_{\pi_{bic}}$, we compute possible causal effects $\Theta$ of each relevant causal path using IDA, say $X \rightarrow Y$, yielding $\Theta_{k_{X \rightarrow Y}}$, $k = 1, \ldots, N$, where $N$ is the number of subsets (see Figure 2). All causal effect estimations in $\Theta_{k_{X \rightarrow Y}}$ are then concatenated into a single multiset $\Theta_{X \rightarrow Y}$. To represent the estimated causal effects from $X$ to $Y$, we compute the median $\tilde{\Theta}_{X \rightarrow Y}$ and if both $X$ and $Y$ are continuous variables we standardize the estimation using

$$\frac{\tilde{\Theta}_{X \rightarrow Y} \cdot \sigma_X}{\sigma_Y},$$

where $\sigma_X$ and $\sigma_Y$ are the standard deviations of the covariate and the response, respectively. A standardized causal effect allows us to meaningfully compare them.

2.5 “Unrolled” Network
Based on the idea of “unrolling” the network in Dynamic Bayesian Networks [8], [9], we have extended our method to handle longitudinal data. We model longitudinal causal relationships with a SEM model consisting of two time slices (Figure 4a) that can be “unrolled” into a network with an arbitrary number of time slices (Figure 4b). Time slice $t_i$ represents the relationships within a time slice (intra-slice causal relationships, solid arcs in Figure 4a). Causal relationships between time slices (interslice causal relationships, dashed arcs in Figure 4a) always go forward in time, i.e., from time slice $t_{i-1}$ to time slice $t_i$.

2.6 Data Reshaping
To score our models on longitudinal data, we use data reshaping. In the reshaped data, the first $n$ data points contain the relations that occur in the first two time slices $t_0$ and $t_1$. The next $n$ data points contain the relations that occur in time slices $t_1$ and $t_2$. The $i$-th subset of $n$ data points contain the relations in time slices $t_{i-1}$ and $t_i$. The reshaped data then allows us to use standard SEM software to compute the scores.

3 Results and Discussion

3.1 Implementation
We implemented our method in [13] as well as the extension described in this present paper as an R package named stablespec. The package is publicly available at the Comprehensive R Archive Network (CRAN) [1] so it can be installed directly, e.g., from R console by typing install.package("stablespec") or from RStudio by using feature to install package. We also included a package documentation as a brief tutorial of using the functions.

1. https://cran.r-project.org/web/packages/stablespec/index.html
Fig. 2: The proposed method consists of two phases: search and visualization. The search phase is an iterative process using an outer loop and inner loop that combines SEM, NSGA-II, and stability selection, which outputs all relevant edges and causal paths between two variables. The visualization phase displays the relevant relationships as a causal model.

```plaintext
1: procedure stableSpecificationSearch(data set D, constraint C)
2:   \( H \leftarrow () \) \( \triangleright \) initialize
3:   for \( j \leftarrow 0, \ldots, J - 1 \) do \( \triangleright \) \( J \) is number of outer loop iterations
4:     \( T \leftarrow \) subset of \( D \) with size \( \lceil |D|/2 \rceil \) without replacement
5:     \( F_1 \leftarrow () \) \( \triangleright \) initialize Pareto fronts to empty list
6:     for \( i \leftarrow 0, \ldots, I - 1 \) do \( \triangleright \) \( I \) is number of inner loop iterations
7:       if \( i = 0 \) then
8:         \( P \leftarrow N \) random DAGs consistent with \( C \)
9:         \( P \leftarrow \) fastNonDominatedSort(\( P \))
10:      else
11:         \( P \leftarrow \) crowdingDistanceSort(\( F \)) \( \triangleright \) draw the first \( N \) models
12:      end if
13:     \( Q \leftarrow \) make population from \( P \)
14:     \( F \leftarrow \) fastNonDominatedSort(\( P \cap Q \))
15:     \( F_1 \leftarrow \) pareto front of \( F \) and \( F_1 \)
16:   end for
17:   \( H \leftarrow H \cap F_1 \) \( \triangleright \) concatenation
18: end for
19: \( G \leftarrow \) consDag2Cpdag(\( H, C \))
20: edges \leftarrow \) edge stability of \( G \)
21: paths \leftarrow \) path stability of \( G \)
22: end procedure
```

Fig. 3: Stable specification search consists of an outer and an inner loop. The outer loop samples a subset of the data, and for every subset, the inner loop searches for the Pareto front by applying NSGA-II. The Pareto fronts are converted into constrained CPDAGs which are then used to compute the edge and causal path stability graph.
Fig. 4: (a) The longitudinal causal model. (b) The “unrolled” causal graph used to generate longitudinal data. It contains four continuous variables \((X_1, \ldots, X_4)\) in three different time slices \(t_0, \ldots, t_2\).

### 3.2 Parameter Settings

For application to simulated data and real-world data, we subsampled 50 and 100 subsets from the data with size \(\lceil |D|/2 \rceil\), respectively. We did not do comprehensive parameter tuning for NSGA-II, instead, we followed guidelines provided in [24]. The parameters for the application to simulated longitudinal data were set as follows: the number of generations was 30, the size of the population \(P\) was 100, the crossover rate was 0.85, the mutation rate was 0.1, and the selection strategy was binary tournament selection. The parameters for the application to real-world longitudinal data were similar to above except that the number of generations was 35, the size of the population \(P\) was 150, and the mutation rate was 0.07.

We score models using the chi-square \(\chi^2\) and the model complexity. The \(\chi^2\) is considered the original fit index in SEM and measures how close the model-implied covariance matrix is to the sample covariance matrix [25]. The model complexity represents how many predicted parameters the model contains. Assuming that variances of parameters are always predicted, the maximum model complexity with \(p\) variables is given by \(p(p-1)/2\).

When using multi-objective optimization we minimize both the \(\chi^2\) and model complexity objectives. These two objectives are, however, conflicting with each other. For example, minimizing the model complexity typically means compromising the data fit.

### 3.3 Application to Simulated Data

For this experiment, we generated a longitudinal data set with 200 instances from a causal graph as depicted in Figure 4b. The data set consists of three time slices with four continuous variables for each time slice \(\bar{X}_0\) and \(\bar{X}_2\). We searched over SEM models we added prior knowledge that variables \(X_1\) at \(t_i\) and \(X_2\) at \(t_i\) do not cause variable \(X_3\) at \(t_i\) directly.

Our method subdivides the data into a number of subsets, here 50 of size 100 instances, and then runs the NSGA-II to obtain 50 Pareto fronts. In order to conduct a fair comparison, we consider a subsampling version of the PC algorithm, as in [26], with also 50 subsets. We repeated this procedure 10 times and computed the average of both edge and causal path stability.

As the true model is known, we measure the performance of our method by means of the Receiver Operating Characteristic (ROC) [27] for both edges and causal paths. We compute the True Positive Rate (TPR) and the False Positive Rate (FPR) based on the CPDAG of the true model. As for an example, in the case of edge stability, a true positive means that an edge obtained by our method or the PC algorithm is present in the CPDAG of the ground truth.

To compare the ROC curves of our method and those of the PC algorithm, we employed three significance tests. The first two tests, as introduced in [28] and in [29], compare the

2. Available at http://tinyurl.com/hd3wf32
Area Under the Curve (AUC) of the ROC curves by using the theory of U-statistics and bootstrap replicates, respectively. The third test \(^{[30]}\) compares the actual ROC curves by evaluating the absolute difference and generating rank-based permutations to compute the statistical significance. The null hypothesis is that (the AUC of) the ROC curves of our method and the PC algorithm are identical.

Figure 5 portrays the ROC curves for both edge and causal path stability. The black curves and the red curves represent our method’s and the PC algorithm’s results, respectively. For edge and causal path stability, the AUCs of our method are 0.71 and 0.82, respectively, and those of the PC algorithm 0.53 and 0.56. Table 1 contains the results of the significance tests. Following the \(p\)-values, the observed differences in the ROC curves for the edge stability are significant on the first and the second test, and are marginally significant on the third test. Moreover, the differences on the causal path stability are highly significant on all tests. Therefore, we can reject the null hypothesis and conclude that our method outperforms the PC algorithm on these simulated data.

### 3.4 Application to Chronic Fatigue Syndrome Data

For the first application to real-world data, we consider a longitudinal data set about chronic fatigue syndrome (CFS). The longitudinal data consists of 183 subjects and five time slices with six discrete variables \(^{[31]}\). The variables are, fatigue severity, the sense of control over fatigue, focusing on the symptoms, the objective activity of the patient (oActivity), the subject’s perceived activity (pActivity), and the physical functioning. We use Expectation Maximization (EM) to impute the missing values. As all of the variables have large scales, e.g., in the range between 0 to 155, we treat them as continuous variables. We added prior knowledge that the variable fatigue at \(t_i\) does not cause any of the other variables within \(t_i\) directly. We performed the search over 100 subsamples of the original data set.

We set \(\pi_{sel} = 0.6\) and found \(\pi_{bic} = 27\). Figure 6a shows that nineteen relevant edges were found, consisting of eleven intra-slice (blue lines) and eight inter-slice relationships of which six are between the same variables (orange lines) and two are between different variables (black lines). Figure 6b shows that thirty-five relevant causal paths were found, consisting of twelve intra-slice (blue lines) and twenty-three inter-slice relationships of which six are between the same variables (orange lines) and seventeen are between different variables (black lines). For a more intuitive representation, we combine the stability graphs into a causal model using the following procedure. First, the nodes are linked according to the nineteen relevant edges. Second, edges are oriented according to our background knowledge; eight of the inter-slice relationships are oriented from time slice \((t_{i-1})\) to \(t_i\) and the fact that the variable fatigue at \(t_i\) does not directly cause any other variable at \(t_i\) results in five oriented intra-slice edges, which in this case corresponds exactly to the relevant causal paths obtained. Third, the edges are oriented according to the relevant causal paths, which results in another six directed edges. The inferred model is shown in Figure 7. Each edge is annotated with a reliability score (its maximum selection probability in the top-left region of the edge stability graph) and a standardized causal effect estimation. For example, annotation “1/0.5” represents a reliability score equal to 1 and a standardized causal effect equal to 0.5.

The intra-slice and inter-slice causal relationships that we obtained were both relatively high, i.e., the selection probabilities are all pretty close to 1. In the intra-slice causal relationships, we found that all variables are direct causes for fatigue severity. We also found that all variables, except fatigue, are direct causes for the pActivity. Furthermore, the variable control is a direct cause for both focusing on the symptoms and physical functioning. Generally the inter-slice relationships show direct causes between the same variables. In addition, the variables pActivity and control also indicate an inter-slice causal effect. The standardized causal effects estimate to which extent a covariate would cause a response. For example, as shown in Figure 7, the more sense of control over fatigue a subject has, the less fatigue the subject would experience. Overall, the inferred
Fig. 5: ROC curves for (a) the edge stability and (b) the causal path stability. In (a), the AUCs of our method and the PC algorithm are 0.71 and 0.53, respectively. In (b), the AUCs of our method and the PC algorithm are 0.82 and 0.56, respectively.

TABLE 1: Comparison of ROC curves of our method and the PC algorithm.

| Statistics Test | ROC for the edge stability | ROC for the causal path stability |
|-----------------|-----------------------------|----------------------------------|
| DeLong [28]     | Z = 1.95 and p-value = 0.05 | Z = 3.50 and p-value = 0.0004   |
| Bootstrap [29]  | D = 1.98 and p-value = 0.04 | D = 3.65 and p-value = 0.0003   |
| Venkatraman [30]| E = 56 and p-value = 0.09   | E = 256 and p-value = 0.0035    |

structure and the estimated causal effects are consistent with results reported in the medical literature [31], [32], [33].

3.5 Application to Alzheimer’s Disease Data

For the second application to real-world data, we consider a longitudinal data set about Alzheimer’s Disease (AD), which is provided by the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [34], and can be accessed at adni.loni.usc.edu. The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early AD. For up-to-date information see www.adni-info.org.

Here, we focus on patients with MCI, an intermediate clinical stage in AD [35]. Following a hypothesis discussed in [36], we include only the variables of interest, resulting in 179 subjects with four continuous variables and six time slices. The variables are, the subject’s cognitive dysfunction (ADAS-Cog), the subject’s hippocampal volume (hippocampal_vol), the subject’s whole brain volume (brain_vol), and the subject’s brain glucose metabolism (FDG-PET). Like in the application to CFS, we use EM to impute the missing values. We added prior knowledge that the variable ADAS-Cog does not cause any of the other variables directly. We performed the search over 100 subsamples of the original data set.

We set $\pi_{sel} = 0.6$ and found $\pi_{bic} = 12$. As shown in Figure 8a, we obtained twelve relevant edges, consisting of four intra-slice (blue lines) and eight inter-slice relationships of which four are between the same variables (orange lines) and four are between different variables (black lines). As shown in Figure 8b, we obtained seventeen relevant causal paths, consisting of six intra-slice (blue lines) and eleven inter-slice relationships of which four are between the same variables (orange lines) and seven are between different variables (black lines). Likewise the application to
Fig. 6: The stability graphs for CFS together with $\pi_{\text{sel}}$ and $\pi_{\text{bic}}$, yielding four regions. The top-left region contains the relevant causal relations. (a) The edge stability graph. (b) The causal path stability graph. Orange lines represent inter-slice relationships between the same variables, black lines represent inter-slice relationships between different variables, blue lines represent intra-slice relationships.

CFS, we visualize the inferred causal model by first linking the nodes according to the twelve relevant edges. Second, edges are oriented following our background knowledge; eight of the inter-slice relationships are oriented from time slice $t_{i-1}$ to $t_i$ and the fact that the variable ADAS-Cog at $t_i$ does not directly cause any other variable at $t_i$ results in one directed edge from brain_vol to ADAS-Cog. Third, the edges are then oriented based on the relevant causal paths, giving another three directed edges. The direction of the edge from FGD-PET to brain_vol follows because we do not allow cycles in our model. The final result of our procedure is shown in Figure 9. Each (directed) edge in the inferred causal model is annotated with its reliability score and its standardized causal effect.

Fig. 7: The inferred model of CFS by combining the edge stability and causal path stability graphs. Each edge is annotated by its reliability score (its maximum selection probability in the top-left region of the edge stability graph) and its standardized causal effect. For example, the annotation “1/0.71” represents a reliability score of 1 and a standardized causal effect of 0.71.

Similar to the result on CFS, we also obtained the intra-slice and inter-slice causal relationships with selection probabilities that are all pretty close to 1 (see Figure 9). In the
Fig. 8: The stability graphs for AD together with $\pi_{\text{sel}}$ and $\pi_{\text{bic}}$, yielding four regions. The top-left region contains the relevant causal relations. (a) The edge stability graph. (b) The causal path stability graph. Orange lines represent inter-slice relationships between the same variables, black lines represent inter-slice relationships between different variables, blue lines represent intra-slice relationships.

Fig. 9: The inferred model of AD by combining the edge stability and causal path stability graphs. The dash line represents a strong relation between two variables but the causal direction is undecidable. Each edge is annotated by its reliability score (its maximum selection probability in the top-left region of the edge stability graph) and its standardized causal effect. For example, the annotation "1/0.81" represents a reliability score of 1 and a standardized causal effect of 0.81.

Intra-slice causal relationships, we found that change in \textit{brain vol} is a direct cause of change in \textit{ADAS-Cog}. Both \textit{hippocampal vol} and \textit{FDG-PET} cause change in \textit{ADAS-Cog} through some intermediate variables. In addition, there is a strong direct relation between \textit{hippocampal vol} and \textit{FDG-PET}. In the inter-slice relationships, we found direct causes between the same variables, which is expected. Moreover, the change in \textit{hippocampal vol} and \textit{brain vol} are direct causes of \textit{ADAS-Cog}, while \textit{hippocampal vol} and \textit{ADAS-Cog} are direct causes of \textit{brain vol}. As shown in Figure 9, an increase in a subject’s hippocampal volume would result in a reduction in the subject’s cognitive impairment. In addition to the directed edge from \textit{hippocampal vol} to \textit{brain vol} in the intra-slice causal relationship, the standardized causal effect of 0 means the sign is undecidable whether it is positive or negative. The inferred structure and the estimated causal effects are consistent with results reported in the medical literature [36], [37], [38], [39].
3.6 Application to Chronic Kidney Disease

For the third application to real-world data, we consider a longitudinal data set about chronic kidney disease (CKD), provided by the MASTERPLAN study group [40]. The MASTERPLAN study was initiated in 2004 as a randomized, controlled trial studying the effect of intensified treatment with the aid of i.e., nurse practitioners on cardiovascular and kidney outcome in CKD. This intensified treatment regimen addressed eleven possible risk factors for the progression of CKD simultaneously. The study previously showed that this intensified treatment resulted in fewer patients reaching end stage kidney disease compared to standard treatment [40].

Here we focussed on the potential causal mediators for the protective effect incurred by the intensified treatment with the aid of nurse practitioners. In other words, we aimed to identify which of the treatment targets contributed to the observed overall treatment effect. In the present analysis, we include only variables of interest being treatment status, either nurse practitioner aided care or standard care, as allocated by the randomization procedure (treatment), estimated glomerular filtration rate (gfr)—a marker for overall kidney function, and a variable indicating informative censoring (inf_cens). Informative censoring occurred when patients reached end stage kidney disease requiring renal replacement therapy, such as dialysis or a kidney transplantation, or when they died. Furthermore, we considered treatment targets that were previously hypothesized to contribute most to the overall treatment effect: systolic blood pressure (sbp), LDL-cholesterol (ldl) and para-thyroid hormone (pth) concentrations in blood, and protein excretion via urine (pcr). In total, there are 497 subjects with seven variables (both continuous and discrete) over five time slices. Particularly we set the variable treatment only at \( t_{i-1} \) as it remains the same over all time slices, and the variable inf_cens only at \( t_i \) as it is a consequence of previous treatment or event, e.g, renal replacement or death. We further added the prior knowledge that gfr at \( t_i \) does not directly cause any other variables at \( t_i \), and that there are no relations between any variable and inf_cens within \( t_i \). Both gfr and inf_cens are read-out for CKD progression and are within a time slice always the consequence and never the cause of another variable. Like in the applications to CFS and AD, we imputed the missing values using EM. We performed the search over 100 subsamples of the original data set.

We set \( \pi_{sel} = 0.6 \) and found \( \pi_{bic} = 23 \). Based on Figure 10a, we obtained seventeen relevant edges, consisting of four intra-slice (blue lines) and thirteen inter-slice relationships of which five are between the same variables (orange lines) and eight are between different variables (black lines). Based on Figure 10b, we obtained twenty-six relevant causal paths, consisting of five intra-slice (blue lines) and twenty-one inter-slice relationships of which five are between the same variables (orange lines) and sixteen are between different variables (black lines). As in the applications to CFS and AD, we visualize the inferred causal model by first linking the nodes according to the seventeen relevant edges. Second, the edges are oriented following our background knowledge; thirteen of the inter-slice relationships are oriented from time slice \( t_{i-1} \) to \( t_i \) and the fact that the variable gfr at \( t_i \) causes nothing else at \( t_i \) results in two directed edges: from sbp to gfr and from pth to gfr. Third, the edges are oriented according to the relevant causal paths, yielding another directed edge from pcr to pth. There is one relevant edge between pcr and sbp which direction is undecidable. This particular edge represents a strong association between these two variables. When we lowered \( \pi_{sel} \) from 0.6 to 0.5, we found a causal path from sbp to pcr, suggesting that this direction may be the more likely.

The inferred model is shown in Figure 11. Each edge is annotated with a reliability score and its standardized causal effect estimation. Most of the intra-slice and inter-slice causal relationships are very stable with selection probabilities close to 1. We found inter-slice causal relationships between gfr, pth, pcr, and inf_cens. Furthermore, gfr, sbp and pcr are well known determinants for CKD progression. However, the causal relationship between pth at \( t_{i-1} \) and inf_cens was somewhat surprising, but as pth is
Fig. 10: The stability graphs for CKD together with $\tilde{\pi}_{bic}$ and $\pi_{sel}$ yielding four regions. The top-left region contains the relevant causal relations. (a) The edge stability graph. (b) The causal path stability graph. Orange lines represent inter-slice relationships between the same variables, black lines represent inter-slice relationships between different variables, blue lines represent intra-slice relationships.

Fig. 11: The inferred model of CKD by combining the edge stability and causal path stability graphs. The dash line represents a strong relation between two variables but the causal direction is undecidable. Each edge is annotated by its reliability score (its maximum selection probability in the top-left region of the edge stability graph) and its standardized causal effect. For example, the annotation “0.80/0.07” represents a reliability score of 0.80 and a standardized causal effect of 0.07. In addition, the blue-dashed (undirected) edge represents a strong association between two variables, but the direction is undecidable.

a marker for regulation of phosphate stores in the body and related to overall vascular damage and thereby to mortality. Indeed, literature indicates that lowering $pth$ in dialysis patients resulted in a slight reduction in mortality [41]. The same may hold true for patient who have CKD and who do yet need dialysis treatment. Perhaps most surprising are the relations between $sbp$ and $pcr$ and $gfr$, respectively. From renal physiology we know that higher filtration pressures due to higher blood pressure causes the short term glomerular filtration rate to increase. Likewise, at higher filtration pressure, more and larger proteins are pushed out of the blood stream and into the pro-urine and are ultimately excreted via the urine. In the long term, chronically elevated filtration pressures and elevated levels of protein in the pro-urine
cause kidney damage and ultimately even end stage kidney disease. Overall, the results are consistent with literature and physiology.

4 Conclusion and Future Work

Causal discovery from longitudinal data is an important, ubiquitous problem in many disciplines. In the medical domain, especially in the case of rare diseases, revealing causal relationships from a given data set may lead to improvement of clinical practice, e.g., development of treatment and medication. In the past decades, many causal discovery algorithms have been introduced. These causal discovery algorithms, however, have difficulty dealing with the inherent instability in structure estimation.

The present work introduces a new discovery algorithm for longitudinal data that is robust for finite samples, extending previous method in [13]. Experimental results on both simulated and real-world data sets show that the method results in reliable structure estimates. On simulated data our method outperforms a bootstrap version of the state-of-the-art PC algorithm. Furthermore, the causal structures and causal effect estimates obtained from real-world data on CFS, AD, and CKD patients are corroborated by literature studies [31], [32], [33], [36], [37], [38], [39], [41]. However, the current method considers only longitudinal data with observed variables and cannot handle missing values (other than through imputation as a preprocessing step). Moreover, we still assume that the time intervals between time slices is fairly uniform between subjects. Some existing approaches called random-coefficient models, also termed multi-level or hierarchical regression models [42], [43], are flexible to handle unequal interval between time slices within a subject and/or across subjects. Future research will aim to account for these aforementioned issues.
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