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Abstract. We prove existence and nonexistence results for fully nonlinear degenerate elliptic inequalities, by showing that the classical Keller–Osserman condition on the zero order term is a necessary and sufficient condition for the existence of entire subsolutions.

1. Introduction

Consider the semilinear equation
\begin{equation}
\Delta u = |u|^\gamma - 1 u + g(x)
\end{equation}
with \( \gamma > 1 \) and \( g(x) \geq \epsilon > 0 \) bounded and continuous. We know from Brezis [7] that this equation is uniquely solvable in \( \mathbb{R}^n \) and, by known regularity and comparison results, there is a solution \( u < 0 \) in \( \mathbb{R}^n \). Therefore, the function \( v = -u \) is a solution to
\begin{equation}
\Delta v = |v|^\gamma - g(x).
\end{equation}

Consider now the equation
\begin{equation}
\Delta u = |u|^\gamma + g(x),
\end{equation}
and observe that if \( u \) is a solution of the above then \( u \) solves also
\begin{equation}
\Delta u \geq f(u)
\end{equation}
where
\[ f(t) := \begin{cases} 
  t^\gamma + \epsilon & \text{if } t \geq 0 \\
  \epsilon & \text{if } t < 0
\end{cases} \]
is a positive, non-decreasing and continuously differentiable function such that
\[ \int_0^{+\infty} \left( \int_0^t f(s)ds \right)^{-\frac{1}{2}} dt = \int_0^{+\infty} \left( (\gamma + 1)^{-1} t^\gamma + \epsilon t \right)^{-\frac{1}{2}} dt < +\infty. \]

Therefore, the Keller–Osserman condition
\begin{equation}
\int_0^{+\infty} \left( \int_0^t f(s)ds \right)^{-\frac{1}{2}} dt = +\infty
\end{equation}

2010 Mathematics Subject Classification. 35J60.
Key words and phrases. fully nonlinear, degenerate elliptic, entire viscosity solutions, Keller-Osserman condition.
is not verified and from well-known results by Keller [26] and Osserman [31], we deduce that inequality (1.3), and therefore also equation (1.2), cannot have entire solutions.

We are interested here in investigating the validity of this type of results for fully nonlinear degenerate elliptic inequalities. More precisely, we consider viscosity solutions of the partial differential inequality

\[ F(D^2 u) \geq f(u) \quad \text{in } \mathbb{R}^n \]

where \( F \) is a second order degenerate elliptic operator in the sense of Crandall, Ishii, Lions [12] and \( f(u) \) is a positive, non decreasing zero order term.

Of particular interest are those mapping \( F : \mathcal{S}_n \to \mathbb{R} \), where \( \mathcal{S}_n \) is the space of \( n \times n \) real symmetric matrices, which are functions of the eigenvalues. In our model cases, \( F \) will be either the elliptic operator \( P_k^+ \) defined for any \( X \in \mathcal{S}_n \) and a positive integer \( 1 \leq k \leq n \) as

\[ P_k^+(X) = \mu_{n-k+1}(X) + \ldots + \mu_n(X) = \sup_{W \in G(k,n)} \text{Trace}(W(X)) \]

\( \mu_1(X) \leq \mu_2(X) \leq \ldots \leq \mu_n(X) \) being the ordered eigenvalues of the matrix \( X \) and \( G(k,n) \) being the Grassmanian of \( k \)-dimensional subspaces of \( \mathbb{R}^n \), or the degenerate maximal Pucci operator defined by

\[ \mathcal{M}_{0,1}^+(X) = \sum_{\mu_i > 0} \mu_i(X) = \sup_{A \in S_n : A \preceq I_n} \text{Trace}(AX) \]

Let us point out however that these two operators do not belong to the class of degenerate Hessian operators investigated by Neil S. Trudinger and collaborators, see in this respect the remarkable results about new maximum principles and regularity in e.g. [20, 13, 27]. The Pucci extremal operators have been extensively studied by Caffarelli, Cabré in the uniformly elliptic case, see [8]. Let us recall here that the operator (1.7) is maximal not only in the class of linear operators, but it also bounds from above all degenerate elliptic operators vanishing at \( O \). In particular, for any \( 1 \leq k \leq n \) and for all \( X \in \mathcal{S}_n \) one has

\[ P_k^+(X) \leq \mathcal{M}_{0,1}^+(X) \, . \]

As for the operators \( P_k^+ \), we refer to the recent works of Caffarelli, Li, Nirenberg [9, 10], Harvey, Lawson [21, 22, 23], see also Amendola, Galise, Vitolo [2], and the references therein. We just point out here that such degenerate operators arise in several frameworks, e.g. the geometric problem of mean curvature evolution of manifolds with co-dimension greater than one, as in Ambrosio, Soner [1], as well as the PDE approach to the convex envelope problem, see Oberman, Silvestre [30].

After the above mentioned classical results in [26], [31], [7] about entire solutions of the semi linear equation (1.3), many extensions have been obtained for different operators and more general zero order terms. In particular, for divergence form principal parts let us recall the results of Boccardo, Gallouet, Vazquez [5, 6], Leoni [28] and Leoni, Pellacci [24], D’Ambrosio, Mitidieri [14]. In the fully nonlinear framework, analogous results have been more recently obtained by Esteban, Felmer, Quaas [17], Diaz [16] and Galise, Vitolo [19], and by Bao, Ji [3], Bao, Ji, Li [4], Jin, Li, Xu [25] for Hessian equations, involving the
$k$-th elementary symmetric function of the eigenvalues $\mu_1(D^2u), \ldots, \mu_n(D^2u)$.

In these papers, existence, uniqueness and comparison results are given for the equation

$$F(D^2u) = f(u) - g(x)$$

under local integrability assumptions on the datum $g$ and by assuming the zero order term $f$ to be of absorbing type. For example, $f : \mathbb{R} \to \mathbb{R}$ is odd, continuous, increasing, convex for $t \geq 0$ and satisfying the growth condition for $t \to \infty$

$$\int^{+\infty} \left( \int_0^t f(s) ds \right)^{-\frac{1}{2}} dt < +\infty$$

In the present paper, we complement the already established results by considering the different case in which $f$ is bounded from below, say positive, and non decreasing, and $F$ is degenerate elliptic.

Our main results are the following ones:

**Theorem 1.1.** Let $1 \leq k \leq n$ and $f : \mathbb{R} \to \mathbb{R}$ be positive, continuous and non decreasing. Then the inequality

$$(1.8) \quad \mathcal{P}_k^+(D^2u) \geq f(u)$$

has an entire viscosity solution $u \in C(\mathbb{R}^n)$ if and only if $f$ satisfies the Keller-Osserman condition (1.4).

**Theorem 1.2.** Let $f : \mathbb{R} \to \mathbb{R}$ be positive, continuous and strictly increasing. Then the inequality

$$(1.9) \quad \mathcal{M}_{0,1}^+(D^2u) \geq f(u)$$

has an entire viscosity solution $u \in C(\mathbb{R}^n)$ if and only if $f$ satisfies the Keller-Osserman condition (1.4).

The proof of both theorems is based, as in the semi linear case, on a comparison argument with radial symmetric functions obtained as solutions of an associated ODE. Remarkably, the comparison principle works also in the present cases where degeneracy eventually occurs both in the principal part and in the zero order term.

Let us observe that, by the maximality of the operator $\mathcal{M}_{0,1}^+$, Theorem 1.2 gives a necessary condition for the existence of entire viscosity solutions of

$$F(x, D^2u) \geq f(u),$$

for any continuous operator $F : \mathbb{R}^n \times S_n \to \mathbb{R}$ satisfying $F(x, O) = 0$ and the ellipticity condition

$$(1.10) \quad 0 \leq F(x, X + Y) - F(x, X) \leq \text{Trace}(Y)$$

for all $x \in \mathbb{R}^n$ and $X, Y \in S_n$ with $Y \geq O$.

Moreover, Theorem 1.2 combined with the above mentioned results of [16] provides a necessary and a sufficient condition for the existence and uniqueness of an entire viscosity solution of the non homogeneous equation

$$\mathcal{M}_{0,1}^+(D^2u) = f(u) - g(x)$$
with a bounded and continuous datum \( g \), see Corollary 3.7.

Let us finally mention that the arguments used to prove Theorem 1.1 and Theorem 1.2 can be adapted to more general partial differential inequalities involving first order terms, and we refer in this respect to our work in progress [11].

2. ON THE ODE \( \varphi''(r) + \frac{c-1}{r} \varphi'(r) = f(\varphi(r)) \)

In order to obtain existence/non existence results for viscosity solutions of inequalities (1.8), (1.9), let us first investigate the associated second order ODE

(2.1) \[ \varphi''(r) + \frac{c-1}{r} \varphi'(r) = f(\varphi(r)), \quad r \geq 0 \]

for a given positive constant \( c > 0 \) and equipped with the initial condition

(2.2) \[ \varphi'(0) = 0. \]

By a solution \( \varphi \in C^2([0,R)) \) of (2.1), (2.2) we mean a function \( \varphi \in C^2((0,R)) \) with

\[ 0 = \varphi'(0) = \lim_{r \to 0^+} \varphi'(r), \quad \varphi''(0) = \lim_{r \to 0^+} \varphi''(r) = \lim_{r \to 0^+} \frac{\varphi'(r)}{r} \neq \infty. \]

Lemma 2.1. Let \( c > 0 \) and \( f : \mathbb{R} \to \mathbb{R} \) be continuous, non negative and non decreasing. Then, every solution \( \varphi \) of problem (2.1), (2.2) in some interval \([0,R)\) is non decreasing and convex.

Proof. Writing (2.1) in the form

(2.3) \[ (r^{c-1}\varphi')' = f(\varphi(r))r^{c-1} \]

we see that \( r^{c-1}\varphi'(r) \) is non decreasing since \( f \) is non-negative. Hence, \( \varphi'(r) \geq 0 \) for \( r \geq 0 \).

Next, integrating (2.3) between 0 and \( s \), using the assumption \( \varphi'(0) = 0 \) and the monotonicity of \( f \circ \varphi \) we have

\[ s^{c-1}\varphi'(s) = \int_0^s (r^{c-1}\varphi')'dr = \int_0^s f(\varphi(r))r^{c-1}dr \leq \frac{s^c}{c} f(\varphi(s)), \]

from which

(2.4) \[ \frac{\varphi'(s)}{s} \leq \frac{f(\varphi(s))}{c}. \]

Using this information in equation (2.1) we get

(2.5) \[ \varphi''(s) = f(\varphi(s)) - \frac{c-1}{s} \varphi'(s) \geq \frac{\varphi'(s)}{s} \geq 0, \]

showing that \( \varphi \) is convex. \( \square \)

Remark 2.2. If, in addition, \( f \) is strictly positive, then every solution \( \varphi \) of (2.1), (2.2) will be accordingly strictly increasing and strictly convex. Moreover, observe that if \( c \geq 1 \) then for \( s \in [0,R) \)

(2.6) \[ \frac{f(\varphi(s))}{c} \leq \varphi''(s) \leq f(\varphi(s)) \]
We observe that if Remark 2.4. contradiction with (1.4).

\[ \text{Lemma 2.3. Let } c \geq 1. \text{ If } f : \mathbb{R} \to \mathbb{R} \text{ is continuous, non negative and non decreasing, then every maximal interval of existence is globally defined in } [0, +\infty) \text{ if and only if } f \text{ satisfies (1.4).} \]

\textbf{Proof.} If \( f \equiv 0 \), then (1.4) is trivially fulfilled. On the other hand, in this case solutions of (2.1), (2.2) are necessarily constants, since \( c \geq 1 \). Assume now that \( f \) does not vanish identically, and let \( \varphi : [0, R) \to \mathbb{R} \) be a non constant maximal solution of problem (2.1), (2.2). Then, there exists \( r_0 \in [0, R) \) such that \( \varphi'(r) > 0 \) for \( r \geq r_0 \) and, by (2.4), \( f(\varphi(r)) > 0 \) for \( r \geq r_0 \). Multiplying (2.4) by \( \varphi'(s) \), and then integrating between \( r_0 \) and \( r \) we get

\[ \frac{2}{c} \int_{r_0}^{r} f(\varphi(s))\varphi'(s)ds + (\varphi'(r_0))^2 \leq (\varphi'(r))^2 \leq 2 \int_{r_0}^{r} f(\varphi(s))\varphi'(s)ds + (\varphi'(r_0))^2. \]

Since \( \varphi \) is a \( C^1 \)-diffeomorphism between \((r_0, R)\) and \((\varphi(r_0), \varphi(R))\), it follows that

\[ \frac{2}{c} \int_{\varphi(r_0)}^{\varphi(R)} f(t)dt + (\varphi'(r_0))^2 \leq (\varphi'(r))^2 \leq 2 \int_{\varphi(r_0)}^{\varphi(R)} f(t)dt + (\varphi'(r_0))^2, \]

that is

\[ \left( 2 \int_{\varphi(r_0)}^{\varphi(R)} f(t)dt + (\varphi'(r_0))^2 \right)^{-\frac{1}{2}} \leq r'(\varphi) \leq \left( \frac{2}{c} \int_{\varphi(r_0)}^{\varphi(R)} f(t)dt + (\varphi'(r_0))^2 \right)^{-\frac{1}{2}}. \]

Integrating between \( \varphi(r_0) \) and \( \varphi(R) \) yields

\[ \int_{\varphi(r_0)}^{\varphi(R)} \frac{d\varphi}{\sqrt{2 \int_{\varphi(r_0)}^{\varphi(R)} f(t)dt + (\varphi'(r_0))^2}} \leq R - r_0 \leq \int_{\varphi(r_0)}^{\varphi(R)} \frac{d\varphi}{\sqrt{2/c \int_{\varphi(r_0)}^{\varphi(R)} f(t)dt + (\varphi'(r_0))^2}}. \]

Therefore, if \( R = +\infty \), then the right hand side integral is infinite positive and necessarily \( \varphi(R) = +\infty \) and the Keller-Osserman condition (1.4) is satisfied.

Assume conversely that (1.4) holds, and suppose by contradiction that \( R < +\infty \). Since \([0, R)\) is the maximal interval of existence of the monotonically non decreasing solution \( \varphi(r) \), we have \( \varphi(r) \to +\infty \) as \( r \to R^- \), so that the first of above inequalities yields a contradiction with (1.4).

\textbf{Remark 2.4.} We observe that if \( f \) is as in Lemma 2.3 and satisfies

\[ (2.7) \quad \int_{0}^{+\infty} \left( \int_{0}^{t} f(s)ds \right)^{-1/2} dt < +\infty, \]
then problem (2.1), (2.2) can have in general both maximal solutions globally existing in \([0, +\infty)\), namely constant solutions, and maximal solutions defined only on a bounded interval \([0, R]\). But, if we assume \(f\) to be strictly positive in \(\mathbb{R}\), then conditions (2.1), (2.2) do not allow for constant solutions, and the above proof shows that either all maximal solutions are global or all maximal solutions are defined on a bounded subset of \([0, +\infty)\) according to condition (1.4) is satisfied or not. In particular, if \(f > 0\) and satisfies (2.7), then every maximal solution \(\phi\) cannot be defined beyond \([0, R]\) with \(R\) satisfying

\[ R \leq \int_{\varphi(0)}^{+\infty} \frac{c}{2\int_{\varphi(0)}^{t} f(t)dt} d\varphi. \]

3. **Fully nonlinear degenerate elliptic inequalities**

By using Lemma 2.1, we are in position to show now that a classical solution of equation (3.1)

\[ \mathcal{P}_k^+(D^2\Phi) = f(\Phi) \quad \text{in } B_R \]

can be obtained from a solution \(\varphi \in C^2([0, R])\) of problem (2.1), (2.2) with \(c = k\) by setting

\[ \Phi(x) = \varphi(|x|), \quad |x| < R. \]

**Lemma 3.1.** Let \(1 \leq k \leq n\), \(f : \mathbb{R} \to \mathbb{R}\) be non negative, non decreasing and continuous and \(\varphi \in C^2([0, R])\) be a solution of problem (2.1), (2.2) with \(c = k\).

Then \(\Phi(x) = \varphi(|x|)\) is a classical solution of equation (3.1).

**Proof.** We notice that

\[ D^2\Phi(x) = \begin{cases} \varphi''(0) I_n & \text{if } x = 0 \\ \frac{\varphi'(|x|)}{|x|} I_n + \left(\varphi''(|x|) - \frac{\varphi'(|x|)}{|x|}\right) \frac{x}{|x|} \otimes \frac{x}{|x|} & \text{if } x \neq 0 \end{cases} \]

Hence, it is easy to check that \(\Phi \in C^2(B_R)\), and that the eigenvalues of \(D^2\Phi(x)\) are \(\varphi''(0)\), with multiplicity \(n\) if \(x = 0\), and \(\varphi''(|x|)\), which is simple, and \(\frac{\varphi'(|x|)}{|x|}\) with multiplicity \(n - 1\) for \(x \neq 0\). We then have

\[ \mathcal{P}_k^+(D^2\Phi(0)) = k \varphi''(0) = f(\varphi(0)) = f(\Phi(0)) \]

and, by inequality (2.5) in Lemma 2.1

\[ \mathcal{P}_k^+(D^2\Phi(x)) = \varphi''(|x|) + \frac{k-1}{|x|} \varphi'(|x|) = f(\varphi(|x|)) = f(\Phi(x)) \quad \text{for } x \neq 0 \]

as well, so that \(\Phi\) is a classical solution of equation (3.1). \(\square\)

In the next result we establish a form of comparison principle between merely continuous viscosity subsolutions and smooth supersolutions which holds true even in the currently considered degenerate case, see also at this purpose [18], [2].
Proposition 3.2. Assume \( f : \mathbb{R} \to \mathbb{R} \) continuous and nondecreasing, let \( u \in C(B_R) \) and \( \Phi \in C^2(B_R) \) be, respectively, a viscosity subsolution and a classical supersolution of (3.1). If

\[
\limsup_{|x| \to R^-} (u(x) - \Phi(x)) \leq 0
\]

then \( u(x) \leq \Phi(x) \) for all \( x \in B_R \).

Proof. By contradiction, suppose there is some point \( x \in B_R \) where \( u(x) > \Phi(x) \). Hence, taking \( \varepsilon > 0 \) small enough, we have that the set \( \Omega := \{ x \in B_R, \ u(x) - \Phi(x) > \varepsilon \} \) is non-empty and that \( \overline{\Omega} \subset B_R \).

Set \( v(x) = u(x) - \Phi(x) \) in \( B_R \). Since \( u \in C(B_R) \) is a viscosity subsolution and \( \Phi \) is a classical supersolution, one has

\[
P_k^+(D^2v) \geq P_k^+(D^2u) - P_k^+(D^2\Phi) \geq f(u) - f(\Phi)
\]

in the viscosity sense in \( B_R \). Since \( f \) is non-decreasing, it follows that \( P_k^+(D^2v) \geq 0 \) in \( \Omega \).

Moreover, \( v > \varepsilon \) in \( \Omega \), \( v = \varepsilon \) on \( \partial \Omega \). Hence, there exists a concave paraboloid \( \Psi(x) \) touching \( v \) from above at some point \( x_0 \in \Omega \), a contradiction to the inequality \( P_k^+(D^2\Psi(x_0)) \geq 0 \).

□

Remark 3.3. As a comparison function \( \Phi \) in Proposition 3.2 one can take \( \Phi(x) = \varphi(|x|) \) where \( \varphi \in C^2([0, R)) \) is any convex non-decreasing solution of

\[
\begin{cases}
\varphi'' + \frac{k-1}{r} \varphi' \leq f(\varphi) & \text{in} \quad [0, R) \\
\varphi'(0) = 0
\end{cases}
\]

Remark 3.4. Let us observe that if we strengthen the assumption on \( f \) by requiring its strict monotonicity, then the above proof works as well for the degenerate maximal Pucci operator in (1.1) yielding the validity of the comparison principle in Proposition 3.2 for this strongly degenerate elliptic operator.

Combining Lemma 3.1 and Proposition 3.2 with the maximality result of Lemma 2.3, we can now show that Keller-Osserman condition (1.4) is a necessary and sufficient condition for the existence of entire solutions of the differential inequalities (1.8) and (1.9).

Proof of Theorem 1.1. Assume that (1.8) has a viscosity solution \( u \in C(\mathbb{R}^n) \) and let \( \varphi \in C^2([0, R)) \) be a maximal solution of (2.1), (2.2) satisfying the extra initial condition \( \varphi(0) < u(0) \). We claim that \( R = +\infty \). If, on the contrary, \( R < +\infty \) then \( \varphi(r) \to +\infty \) as \( r \to R^- \) and \( \Phi(x) = \varphi(|x|) \) blows up on the boundary \( \partial B_R \). Hence, \( u(x) \leq \Phi(x) \) in \( B_R \) by Proposition 3.2, a contradiction to \( u(0) > \varphi(0) \).

Therefore, the maximal interval of existence of \( \varphi \) is \([0, +\infty)\) and, by Lemma 2.3 and Remark 2.4, condition (1.4) is satisfied.

Conversely, suppose that the Keller-Osserman condition (1.4) holds true and let \( \varphi \) be a maximal solution of (2.1), (2.2). Again, Lemma 2.3 implies that \( \varphi \) is globally defined on \([0, +\infty)\) and, by Lemma 3.1 that \( u(x) = \varphi(|x|) \) is an entire classical solution of (1.8). □

Proof of Theorem 1.2. Use Remark 3.4 and proceed exactly as in the proof above. □
Let us discuss now the more general case where the strict positivity condition on $f$ in
Theorems 1.1, 1.2 is relaxed to $f \geq 0$. In this case, there exists $t_0 \in \mathbb{R}$ such that $f(t) = 0$
for $t \leq t_0$ and $f(t) > 0$ for $t > t_0$. Then, inequality (1.8) has, of course, entire constant
solutions $u(x) \equiv c$ for any $c \leq t_0$ and one may ask about existence of non-constant entire
solutions.

Looking at the proof of Lemma 2.3 we see that if $f$ satisfies the Keller–Osserman condition
(1.4), then the ODE problem (2.1), (2.2) does have indeed non-constant global solutions
$\varphi$, namely those solutions satisfying the initial condition $\varphi(0) > t_0$. By Lemma 3.1 any
such non-constant global solution $\varphi$ generates an entire non-constant solution $u$ of (1.8).
On the other hand, the same argument used in the proof of Theorem 1.1 shows that if
there exists an entire solution $u$ of (1.8) such that $u(x_0) > t_0$ at some point $x_0 \in \mathbb{R}^n$, then
$f$ must satisfy (1.4).

Therefore, in order to show that, in the present case, (1.4) is a necessary and sufficient
condition for the existence of non-constant entire solutions of (1.8), one has to prove the
validity of a Liouville type theorem for the operator $\mathcal{P}_k^+$, stating the non existence of
non-constant bounded from above solutions of (3.2)

$$\mathcal{P}_k^+(D^2u) \geq 0 \text{ in } \mathbb{R}^n.$$  

For $k = n \leq 2$, the classical Liouville theorem for subharmonic functions applies and we
get the conclusion. On the contrary, if $n \geq 3$ or $n = 2$ and $k = 1$, then inequality (3.2)
admits non-constant solutions bounded from above, namely any smooth radial function
$u(x) = \varphi(|x|)$ with $\varphi$ bounded and increasing and with $u$ subharmonic if $n \geq 3$.
Therefore, in these cases, (1.4) is a sufficient but not a necessary condition for the existence
of non-constant entire solutions of (1.8).

Let us finally recall, see [14], that a Liouville theorem holds true for the uniformly elliptic
Pucci’s inf–operator

$$\mathcal{M}_{\lambda, \Lambda}(X) = \lambda \sum_{\mu_i > 0} \mu_i(X) + \Lambda \sum_{\mu_i < 0} \mu_i(X)$$

with ellipticity constants $\Lambda \geq \lambda > 0$, provided the space dimension $n$ satisfies the restriction
$n \leq 1 + \frac{\Lambda}{\lambda}$.

Observing that all the other arguments used in the proof of Theorem 1.1 can be applied
also for the operator $\mathcal{M}_{\lambda, \Lambda}$, from the previous discussion we deduce the validity of the
following statement:

**Proposition 3.5.** Let $\Lambda \geq \lambda > 0$ and $f : \mathbb{R} \to \mathbb{R}$ continuous, non decreasing and non
negative. If $n \leq 1 + \frac{\Lambda}{\lambda}$, then there exist non constant solutions of

$$\mathcal{M}_{\lambda, \Lambda}^-(D^2u) \geq f(u) \text{ in } \mathbb{R}^n$$

if and only if $f$ satisfies (1.4).

By means of the next result and recalling Remark 2.4 we can enlarge the class of functions
$f$ for which the Keller–Osserman condition (1.4) is a necessary condition for the existence
of entire solutions of (1.8):
Corollary 3.6. Let $1 \leq k \leq n$ and $f : \mathbb{R} \to \mathbb{R}$ be positive, continuous, non decreasing for $t \geq t_0$ and satisfying (2.7). Then, there does not exist any entire viscosity solution of inequality (1.8).

Proof. The function

$$
\tilde{f}(t) = \begin{cases} 
    f(t) & \text{if } t \geq t_0 \\
    \min_{[t, t_0]} f(s) & \text{if } t < t_0
\end{cases}
$$

satisfies all the assumptions in Theorem 1.1 as well as (2.7), so that there does not exist any entire viscosity solution $u$ of

$$
P_k^+(D^2u) \geq \tilde{f}(u).
$$

Since $f(t) \geq \tilde{f}(t)$ for any $t \in \mathbb{R}$, it follows that no entire viscosity solution of (L.8) can exists as well. \hfill \Box

Combining the results we have obtained with previously known results for equations having strictly increasing absorbing zero order terms, we finally deduce the following existence/non existence statement for viscosity solutions of the non homogeneous equation (3.3)

$$
\mathcal{M}_{0,1}^+(D^2u) = f(u) - g(x), \quad x \in \mathbb{R}^n.
$$

The typical case covered by the next result is $f(u) = \exp u$.

Corollary 3.7. Let $f : \mathbb{R} \to \mathbb{R}$ be continuous, strictly increasing, convex, bounded from below and $g : \mathbb{R}^n \to \mathbb{R}$ a bounded, continuous function. Assume also that

$$
(\int_0^\infty dt \sqrt{\int_0^t (f(s) - \inf_{\mathbb{R}} f) \, ds} < +\infty.
$$

Then

(i) if $\sup_{\mathbb{R}^n} g \leq \inf_{\mathbb{R}} f$, then (3.3) does not have any viscosity solution,

(ii) if $\inf_{\mathbb{R}^n} g > \inf_{\mathbb{R}} f$, then (3.3) has a unique bounded viscosity solution.

Proof. Statement (i) immediately follows from Theorem 1.2 with $f$ replaced by

$$
\tilde{f}(t) = f(t) - \inf_{\mathbb{R}} f.
$$

As far as (ii) is concerned, we observe that, by assumption, there exists $t_0 \in \mathbb{R}$ such that $g(x) \geq f(t_0)$ for all $x \in \mathbb{R}^n$. Let us consider the function

$$
\tilde{f}(t) = \begin{cases} 
    f(t + t_0) - f(t_0) & \text{if } t \geq 0 \\
    -\tilde{f}(-t) & \text{if } t < 0,
\end{cases}
$$

which is continuous, odd, increasing and convex for $t \geq 0$. A convexity argument shows that $\tilde{f}$ satisfies, for all $t \in \mathbb{R}$ and $h \geq 0$, the inequality

$$
\tilde{f}(t + h) - \tilde{f}(t) \geq 2 \tilde{f}\left(\frac{h}{2}\right).
$$
Using (3.5) and (3.4), we can apply results in Diaz [16] to deduce the existence of a unique bounded viscosity solution \( v \in C(\mathbb{R}^n) \) of
\[
(3.6) \quad \mathcal{M}_{0,1}^+(D^2v) = \tilde{f}(v) + f(t_0) - g(x), \quad x \in \mathbb{R}^n.
\]
Moreover, by comparison and the assumptions made on \( g \), we have \( v \geq 0 \), so that \( u(x) = v(x) + t_0 \) is a bounded viscosity solution of (3.3).

We finally observe that, if \( u \) and \( v \) are two bounded viscosity solution of (3.3), then, for \( t_0 = \min\{\inf_{\mathbb{R}^n} u, \inf_{\mathbb{R}^n} v\} \), both \( u - t_0 \) and \( v - t_0 \) solve (3.6). By the uniqueness proved in [16], we then conclude that \( u \equiv v \). \( \square \)

**Remark 3.8.** It is easy to check that Corollary 3.7 holds true for any principal part of the form \( F(x, D^2u) \), with \( F : \mathbb{R}^n \times S_n \to \mathbb{R} \) continuous, satisfying \( F(x, O) = 0 \) and the ellipticity condition (1.10).
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