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The performance of quantum error correction schemes depends sensitively on the physical realizations of the qubits and the implementations of various operations. For example, in quantum dot spin qubits, readout is typically much slower than gate operations, and conventional surface code implementations that rely heavily on syndrome measurements could therefore be challenging. However, fast and accurate reset of quantum dot qubits without readout can be achieved via tunneling to a reservoir. Here, we propose small-scale surface code implementations for which syndrome measurements are replaced by a combination of Toffoli gates and qubit reset. For quantum dot qubits, this enables much faster error correction than measurement-based schemes, but requires additional ancilla qubits and non-nearest-neighbor interactions. We have performed numerical simulations of two different coding schemes, obtaining error thresholds on the orders of $10^{-2}$ for a 1D architecture that only corrects bit-flip errors, and $10^{-4}$ for a 2D architecture that corrects bit- and phase-flip errors.

I. INTRODUCTION

Protecting quantum information against noise is one of the most important challenges for building a quantum computer [1]. Quantum error correction (QEC) addresses this issue by making use of redundancy [2]. Among many QEC approaches, surface codes are considered to be particularly promising, with threshold error rates up to 1% [3–5]. However, the practicality of a QEC procedure also depends on the physical implementation of the qubits. Surface codes, as well as other standard QEC approaches, rely heavily on syndrome measurements, and the threshold calculations in the literature commonly assume that qubit measurements can be done within a gate time with failure probability equal to the gate failure probability. This assumption does not hold for several qubit implementations, including quantum dot qubits, for which readout times are several orders of magnitude longer than the gate times [6–9]. Therefore, conventional implementation of surface codes on these qubits seems challenging. On the other hand, DiVincenzo and Aliferis [10] have shown that in a truly large scale quantum computer, error correction can be performed using slow measurements, because the measurements can take place concurrently within the many levels of concatenation required to achieve fault tolerance. While of great interest for future applications, this result does not address the challenges faced by intermediate-scale implementations of 10-100 qubits, which realistically comprise only 1-2 levels of concatenation.

To overcome problems associated with measurement, it has been noted that the conventional widget used in syndrome measurements (a measurement followed by classical feedback), may be replaced by an alternative widget (a unitary gate operation followed by qubit re-initialization) [11–16]. An example of such a measurement-free circuit is shown in Fig. 1. For many years it was thought that the error thresholds achievable using this strategy would be prohibitively low. However, Paz-Silva et al. demonstrated that measurement-free error correction for the Bacon-Shor code could have thresholds only about an order of magnitude worse than conventional schemes [17]. More recently, Crow et al. improved these results by using redundant syndrome extractions and reported thresholds for three qubit bit-flip (BF), Bacon-Shor, and Steane codes that are comparable to measurement-based values [18]. However, measurement-free surface code implementations have not yet been thoroughly investigated. Indeed, it has been argued that in this case, measurement-free implementations would significantly reduce the advantage of surface codes because the nontrivial classical matching problem used in this procedure relies on the results of error syndrome measurements to determine the recovery operations [19].

Here, we show that this is not the case, for low-distance surface codes where the matching process can be simplified significantly [17]. We investigate the performance of measurement-free QEC by simulating quantum circuits, obtaining threshold values for BF and surface
codes of $2.0 \times 10^{-2}$ and $1.3 \times 10^{-4}$, respectively. These measurement-free thresholds can be compared to thresholds of $2 \times 10^{-2}$ and $8.0 \times 10^{-4}$ for the corresponding measurement-based procedures [20, 21].

This paper is organized as follows: In Sec. II we give an overview of QEC with surface codes and define necessary terms to make our discussion self-contained. In Sec. III we explain in detail the changes we make to the conventional surface code implementations to replace measurements with unitary operations and re-initializations. We first discuss the assumptions we make for quantum dot implementations in Sec. III A, then demonstrate our method for a surface code restricted to one dimension, which is equivalent to the BF code in Sec. III B, and generalize it to a full surface code in Sec. III C. In Sec. IV we discuss the details of the error model and the simulation method that we use. We summarize our results in Sec. V and discuss them in Sec. VI.

## II. STABILIZER CODES

The codes we consider in this paper belong to an important class of QEC codes known as stabilizer codes [11]. The logical space of a stabilizer code is determined by a group of stabilizer operators that leave this space unchanged under their action. Conventionally, stabilizers are repeatedly measured to ensure that the system remains in a simultaneous eigenstate of all of them. Over time, changes in the measurement outcomes indicate that errors have occurred in the form of $X, Y$ or $Z$ qubit operators and that anti-commute with certain stabilizers. These operators are defined in terms of Pauli operators as $X = \sigma_x$, $Y = -i \sigma_y$ and $Z = \sigma_z$.

To take an example, we first consider the logical space of the three-qubit BF code, which is spanned by $|000\rangle$ and $|111\rangle$ multiqubit states. These states are stabilized by two independent operators, $Z_1 Z_2$ and $Z_2 Z_3$. Here, the subscripts refer to physical qubits. As shown in Table I, each single bit-flip error $X_1$, $X_2$ or $X_3$ results in a different measurement outcome, or error syndrome. Our measurement-free circuit that replaces the conditional operations with a combination of unitary operations and re-initializations [11] is shown in Fig. 2.

In a second example, we consider surface codes, which also utilize stabilizers. Surface code logical qubits can be arbitrarily large; here we focus on the specific 17-qubit surface code [21] shown in Fig. 3, which we refer to as surface-17 code. This is a distance-three logical qubit with nine data qubits and eight ancilla qubits that correspond to the eight independent stabilizers. These stabilizers, and logical $X$ and $Z$ operators are listed in Table II. Eigenstates of the logical $Z$ operator are defined as the logical $|0\rangle$ and $|1\rangle$ states. We note that the measurement-free implementations of surface-17 will employ more than 17 qubits but the code will still be referred to as surface-17 as the structure of data qubits and independent stabilizers do not change. In particular, the measurement-free implementation of surface-17 that employs 25 qubits should not be confused with surface-25, which refers to a different distance-three surface code that employs 13 data qubits and 12 ancillas corresponding to 12 independent stabilizers.

In a general surface code, error syndromes cannot be uniquely matched with actual errors in the system; for a given set of error syndromes, physical error must be determined probabilistically. In a measurement-based surface code, this is done by storing a full history of stabilizer measurement outcomes from each error correction cycle, and using a classical minimum weight perfect matching (MWPM) algorithm [22] to match these syndromes with the most probable (i.e., the minimum weight) errors [5]. It is important to note that it is not necessary to correct errors immediately after they are detected. This is because the recovery operations belong to a Pauli group which is closed under the action of the Clifford group elements that contain all the gates needed for error correction [10, 23].

Here, motivated by our interest in implementing error correction in experimental systems with moderate numbers of qubits, we investigate the performance of small surface codes that are implemented in a measurement-free fashion. As pointed out in Ref. 21, syndrome–error matching for a small scale, distance-three, surface code is substantially simpler than for larger codes when only a short history of syndromes is used; in this case, MWPM can be reduced to the application of few simple rules which we summarize below.

### TABLE I. Stabilizers and syndrome values for the three-qubit bit-flip (BF) code.

| Stabilizer | Error syndrome |
|------------|----------------|
| $I$        | $X_1 \ X_2 \ X_3$ |
| $Z_1 Z_2$  | 0 1 1 0         |
| $Z_2 Z_3$  | 0 0 1 1         |

### TABLE II. Stabilizers and logical operators for the bit-flip (BF) and surface-17 codes.

| BF code | Surface-17 |
|---------|------------|
| $Z$ stabilizers | $X$ stabilizers $Z$ stabilizers |
| $Z_1 Z_2$ | $X_1 X_3$ | $Z_1 Z_4$ |
| $Z_2 Z_3$ | $X_7 X_8$ | $Z_6 Z_9$ |
| $X_1 X_2 X_4 X_5$ | $Z_2 Z_3 Z_6$ |
| $X_3 X_6 X_8 X_9$ | $Z_4 Z_5 Z_7 Z_8$ |

| Logical $X$ | Logical $Z$ |
|-------------|-------------|
| $X_1 X_2 X_3$ | $Z_1 Z_2 Z_3$ |
| $X_4 X_5 X_7$ | $Z_1 Z_5 Z_9$ |
III. MEASUREMENT-FREE ERROR CORRECTION

A. Assumptions for quantum dot implementations

We have argued that the measurement-free QEC scheme is appropriate for quantum dot qubits due to the fact that measurements are relatively slow, and therefore expensive, while qubit re-initialization is relatively fast, and therefore cheap. We make use of this fact by using re-initialization repeatedly, and by assuming that the speed of re-initialization is similar to a unitary gate operation.

In this work, we also make several other assumptions appropriate for quantum dot qubits. First, to make up for the fact that measurement is expensive, we will assume that adding additional ancilla qubits to our circuits is relatively cheap. This is motivated by the fact that quantum dots are considered to be a scalable qubit technology. Second, we note that long-range couplings between quantum dots are possible, in principle. For example, strong coupling between a double quantum dot and a microwave resonator has recently been demonstrated [24], suggesting that long-range couplings between qubits could be achieved in the near future. Hence, we assume that two- and three-qubit gates can be implemented natively in our circuits (i.e., in a single time step), even when the qubits are not in close proximity. For example, three-qubit Toffoli and controlled-controlled-Z (CCZ) gates play an important role in our scheme because, as will be explained later, correction of a data qubit error depends on the state of two ancilla qubits. For simplicity, here, we further assume that Toffoli and CCZ gates can be implemented with the same error rate as other gates.

B. Bit-flip (BF) code

The three-qubit BF code can be seen as an isolated line of three data and two ancilla qubits in a surface code. Therefore, the strategies developed in this setting can be easily generalized to more complicated cases, such as the surface-17 code. In this work, we only apply our error correction methods to logical identity gate operation, not to the logical X and Z gate operations described in Table II.

Below, we describe an error-correction strategy that is fault tolerant against single-qubit BF errors, including errors on both the data qubits and the ancillas. The method requires verifying information redundancy in space, as well as over time as our aim is to implement the conventional surface code error-correction strategy without measurements [5]. The latter involves storing and comparing syndrome information over consecutive cycles. The BF and surface codes considered here both require two time cycles to complete their correction sequences.

The full error-detection and correction circuit for two consecutive cycles of the BF code is shown in Fig. 2. Here, the logical qubit is comprised of three data qubits ($d_1$-$d_3$) and eight ancillas. As discussed in Sec. II, there...
are two independent stabilizers and the syndrome information corresponding to each of these stabilizers is extracted to two ancilla qubits \((a_1, a_2)\). Since we consider two consecutive time cycles, a separate pair of ancillas \((b_1, b_2)\) is required to store the second set of stabilizer information. Note that in the beginning of the first cycle of the figure, \(b_1\) and \(b_2\) carry information from the previous time cycle, which is not shown here. This scheme is different than measurement-based strategies, for which the result of the syndrome measurement is simply stored in a classical memory. In each cycle, the four syndromes are compared. If a match occurs, it signifies an error, which is then corrected by applying Toffoli gates (e.g., at time steps 4 and 8 in the figure). An important point is that each error syndrome occurs in only one matched pair, which is why such a matching is called “perfect”. To ensure that the matching signaled by our circuit is “perfect,” any syndrome information used to correct an error should be removed from the system before the beginning of the next time cycle. This is done with the help of two additional ancillas \((c_1\) and \(c_2)\). For each error-correcting Toffoli gate \(T\) (e.g., at time step 4) there is another Toffoli gate \(T'\) (time step 5) that employs the same control qubits but has \(c\) ancilla as its target. If an error is corrected by \(T\), the \(c\) ancilla which is initially in state \(|0\rangle\), is flipped by \(T'\), indicating that an error has been corrected. Two additional CNOT gates (time steps 6 and 7) and a subsequent re-initialization of \(c_1\) and \(c_2\) use this information to remove syndrome information from the system, preventing further matching.

The key to the fault tolerance of the above scheme is that no single bit-flip error in either the data or ancilla qubits can cause a logical error. Using Toffoli gates for error correction requires having signals from two ancilla qubits. Therefore, for errors to propagate from ancilla qubits to data qubits at least two ancilla qubits must be flipped. Although there are cases where a single error can propagate into the two ancilla qubits, they are reset before being used in a Toffoli gate that can affect the data qubits. For example, an error occurring on qubit \(c_1\) after time step 5 of the first cycle propagates into the qubits \(a_1\) and \(a_2\) but these qubits are reset in time step 1 (assuming cyclic repetition) before they can affect \(d_2\) in time step 4.

As indicated by the blue box in Fig. 2, a large portion of the full circuit is comprised of the gates that ensure perfect matching. Although perfect matching is necessary to correct certain error sequences, the additional gate operations it imposes can also introduce additional errors into the system that suppress the error threshold. It is therefore interesting to study an alternative QEC circuit with the perfect-matching components removed. We will discuss the effects of these two approaches (i.e., longer circuit with perfect matching vs. shorter circuit with imperfect matching) on the performance of the surface code error correction in Sec. V and explain them in more detail in the Appendix.

![FIG. 3](https://example.com/fig3.png)

**FIG. 3.** (a) Architecture of a 17-qubit, distance-three surface code, introduced in Ref. [21]. Data qubits are denoted by the hollow circles whereas the X and Z syndrome qubits are denoted by orange (light) and green (dark) solid circles, respectively. (b) Standard syndrome-extraction circuits for X and Z syndromes, for the qubit orientations shown on the right. The circuits for the exterior ancillas that have only two neighboring data qubits involve fewer gates, with the same relative ordering.

### C. Distance-three surface code

Here we generalize the strategy used for the BF code to the distance-three surface code of Refs. 21 and 25. A more thorough description of the surface code is presented in [5]. For our purposes, it is sufficient to note that isolated errors in the code (e.g., bit flips or phase flips) may be tolerated if they do not affect the topology of the encoded qubit. However, a line of errors extending across the two-dimensional array does change the topology, and represents a logical error. Figure 3(a) shows the architecture of the surface-17 code appropriate for measurement-based error correction. Here, the 9 data qubits indicated as open circles. Conventional syndrome extraction is performed on each proximal set of data qubits, as discussed in Ref. [21], and the resulting syndrome values are stored in the 8 ancilla qubits indi-
FIG. 4. (a) 29-qubit system for implementing measurement-free error correction of a distance-three surface code for nine data qubits. The data qubits are denoted as open circles labeled 1 to 9. These qubits and their error extraction syndromes, $X_1, ..., X_4, Z_1, ..., Z_4$ are present in the measurement-based architecture shown in Fig. 3(a); twelve additional ancilla qubits (four $c$ qubits and $\tilde{X}_1, ..., \tilde{X}_4, \tilde{Z}_1, ..., \tilde{Z}_4$) are present in the measurement-free architecture. Syndrome information is extracted into two sets of eight ancilla qubits, $S_1 = \{X_1, ..., X_4, Z_1, ..., Z_4\}$ and $S_2 = \{\tilde{X}_1, ..., \tilde{X}_4, \tilde{Z}_1, ..., \tilde{Z}_4\}$, in alternate time cycles. Four ancilla qubits, denoted as blue filled circles labeled $c$, are used to remove used syndrome information from the system. The positions of the qubits in the figure do not necessarily represent the actual physical geometry, particularly since we have assumed long-distance couplings. (b) A portion of the circuit used to implement measurement-free X-error correction. Here, the syndrome has already been extracted and stored on the Z ancilla qubits. Two different cases are illustrated in the figure. Case 1: if there is an X error on qubit-5, a Toffoli gate controlled by two Z syndrome qubits from $S_1$ corrects this error. All data qubits that have two neighboring ancilla qubits, of the same type (i.e., $XX$ or $ZZ$), in the 17-qubit architecture are corrected in this way as well. Case 2 (in parentheses): if there is an X error on qubit 1, the error-correcting Toffoli gate is controlled by one Z syndrome qubit from $S_1$ and one from $S_2$, corresponding to the syndromes extracted in two consecutive cycles. Other data qubits with only one neighboring ancilla qubit, of a given type, in the 17-qubit architecture are corrected in this way as well. The remaining gates remove the used syndrome information from the ancilla qubits with the help of the $c$ qubits. The Z error correction circuit is analogous, using X syndrome qubits instead of Z syndrome qubits and CCZ gates instead of Toffoli gates. As in Fig. 2, the portion of the circuit in the box is responsible for perfect matching.

- If a X(Z) type data error occurs and the erroneous data qubit has two neighboring Z(X)-syndrome qubits in the original architecture, then error correction is performed only after the same syndrome is extracted again in the next time cycle. The correction is performed by applying a Toffoli (CCZ) gate controlled by two ancillas storing the syndrome information corresponding to the same stabilizer in two consecutive cycles.

It is crucial to take into account the history of the syndromes for achieving fault-tolerance. To see this, consider an X error that occurs on qubit 5 in Fig. 4(a). Ideally, this causes the two neighboring Z syndrome qubits to get flipped by two CNOT gates in the syndrome extraction circuit [Fig. 3(b)]. However, if the error occurs between the application of these two CNOT gates, only one of the neighboring Z syndrome qubits will be flipped, falsely indicating an error on qubit 3. If the error-correction is done based on only this information (i.e., without comparing information from subsequent time cycles), an X gate will be applied to qubit 3 to “correct” a non-existing error, which adds a second error to the system. Now, the errors on qubits 3 and 5 cause qubit-7 to flip on a subsequent time cycle, resulting in a logical error. Obviously, such a scheme is not fault-tolerant as a single physical error can result in a logical error. On the other hand, in our circuit no error-correction is performed based on a single syndrome, as evident by the fact that all error-correcting gates (Toffoli or CCZ) involve three qubits. Using the circuit of Fig. 4(b), the error considered above would be ignored in the cycle in which it occurs, and it would get corrected in the following cycle, when both of the two neighboring Z syndrome qubits are flipped.

Once an error is corrected the syndrome information must be removed from the affected ancillas, as was done for the BF code. To do this we introduce four more ancillas, in contrast to the two ancillas needed for the BF...
code, to allow parallel operations to reduce the circuit depth. In total, this implementation employs 29 qubits. Figure 4(b) shows the portion of the circuit that corrects X errors on one of the data qubits (1 or 5) based on the extracted syndrome in $Z_1$, $Z_2$, $Z_3$, and $Z_3$. To implement perfect matching, the syndrome information is then removed with the help of ancilla qubit $c$ and the gates in the blue box. Using this scheme, a single error on syndrome qubits cannot affect the data qubits, which is important for achieving fault-tolerance. Fault-tolerance of the detection portion of the circuit is discussed in [21]. For the correction portion of the circuit, the discussion in the previous section also applies to this case, as the correction method is the same.

As noted in Sec. IIIB, the extra gates required by the perfect-matching procedure may suppress the resulting error threshold. By removing the gates in the blue box of Fig. 4(b), the number of qubits required for implementing the surface code is reduced from 29 to 25. In Sec. V and the Appendix, we perform simulations to investigate both the full and reduced surface-code circuits.

IV. SIMULATIONS OF ALGORITHM PERFORMANCE

We have checked the performance of the error-correcting algorithms by performing numerical simulations. These simulations use the algorithm developed by Aaronson and Gottesman, which evolves stabilizers rather than the full state [26]. Toffoli and CCZ gates are not in the Clifford group and cannot generally be simulated with this method. However, in our simulations the control qubits of these gates are always in either $|0\rangle$ or $|1\rangle$ states. Hence, they can be “measured” and the gates can be performed in a classical manner, as in [18].

Our error model is composed of four different types of errors:

- Memory errors: after each ideal application of a single-qubit gate (including the identity), perform a $\pi$ rotation about the $X$, $Y$ or $Z$ axis, with each occurring with probability $p/3$.

- Two-qubit gate errors: after each ideal application of a two-qubit gate, perform one of the 15 non-trivial tensor products of $X$, $Y$, $Z$ and $I$, each occurring with probability $p/15$.

- Three-qubit gate errors: after each ideal application of a three-qubit gate, perform one of the 63 non-trivial tensor products of $X$, $Y$, $Z$ and $I$, each occurring with probability $p/63$.

- Initialization errors: after an ideal initialization to $|0\rangle$, perform an $X$ rotation with probability $p$.

We emphasize that all error processes are assumed to occur with equal probability, for the sake of simplicity. Our method for determining the logical error rate is based on estimating the time-to-failure for the error-correction scheme, similar to Refs. [21, 27]. We initialize our system to the logical $|0\rangle$ state and then continue running the simulation with errors occurring at the physical error rate $p$, until the system arrives at the logical $|1\rangle$. To make our simulation more efficient, we make the following observation: especially for small values of $p$, the simulation involves many cycles in which no error occurs and the state of the system remains the same. Instead of simulating the full error-correction circuit for each of these error-free cycles, we sample how many of them occur consecutively. To do that, we define $P$ as the probability that no error occurs in a given cycle. Hence,

$$P = (1 - p)^N,$$

where $p$ is the physical error rate and $N$ is the number of error sites in a cycle. Hence the probability of having no errors in $m - 1$ consecutive cycles followed by at least one error in the $m^{th}$ cycle is

$$P^{m-1}(1 - P).$$

From this, the cumulative probability that the last, and only the last, cycle contains error(s) among all cycles up to and including $m^{th}$ cycle, where $m$ goes from 1 to $n$, is calculated as

$$\sum_{m=1}^{n} P^{m-1}(1 - P) = 1 - P^n,$$

and the number of error-free cycles $n$ is sampled as

$$n = \frac{\ln (1 - r)}{\ln P},$$

where $r$ is a uniformly distributed random number in $[0, 1]$. Each time a number $n$ is sampled at least one error is required to be added to the system. We first determine exactly how many errors should be added using the conditional probability of having $k$ errors given that there is at least one error

$$q(k) = \binom{N}{k} p^k (1 - p)^{N-k} \frac{1}{1 - (1-p)^N}.$$

Then we choose $k$ error sites randomly and apply errors to them. At the end of each cycle we check whether a logical error has occurred, or and whether the system has returned to its initial error-free state. If there is a logical error the simulation stops. Alternatively, if the state is error-free, another number $n$ is sampled and the process described above is repeated.

We have checked the reliability of this method by checking that the results agree with those obtained by simulating the full evolution (including error-free cycles) of the BF error-correction circuit in Fig. 2, which is computationally less demanding than the surface-17 error correction in Fig. 4.
V. RESULTS

The numerical results for the logical-error rate $p_{\text{log}}$ as a function of the physical-error rate $p$ for the BF and surface-17 codes are shown in Fig. 5(a). The error threshold $p_{\text{th}}^{(X)}$ is defined as the point where these curves cross the dashed line $p = p_{\text{log}}$ shown in Fig. 5(a) [28]. Based on these simulations, we estimate threshold values for the BF and surface-17 codes to be $3.2 \times 10^{-3}$ and $4.2 \times 10^{-5}$, respectively. If we remove the portions of the circuit used to implement perfect matching (i.e., the blue boxes in Fig. 4 and in Fig. 2) the thresholds for the BF and surface-17 codes improve to $2.0 \times 10^{-2}$ and $1.3 \times 10^{-4}$, respectively, which we attribute to the reduced number of error sites in the simpler scheme, and the fact the simplifications in the circuit do not affect its ability to correct single errors, as discussed in the Appendix. We note that the threshold values reported here correspond to logical X errors, which captures only two out of the three possible logical errors (X, Y and Z) that may occur. In Table III, we compare these values to measurement-based results for the same quantity, obtained elsewhere in the literature.

It is important to note that direct comparisons between different QEC schemes, such as those presented in Table III, can be complicated by the use of different simulation parameters, such as the logical coding schemes, the error models and the allowed gates. For instance, the measurement-based and measurement-free thresholds for the BF code are the same, however, the error model used in Ref. [20] is slightly different model than the one used in this study.

VI. DISCUSSION

We have described a method of implementing low-distance surface codes on physical systems where measurement times are long but initialization times are short, such as semiconducting quantum dot qubits. In this method, we replace syndrome measurements by a combination of fast re-initialization and unitary gates. We also assume that Toffoli (controlled-controlled-not) and CCZ (controlled-controlled-Z) gates can be implemented efficiently and that fast initialization into the |0⟩ state is available. The method relies on the idea of storing and comparing syndrome information from two consecutive error-correction cycles. We have specifically considered an 11-qubit architecture for a bit-flip (BF) code, and 29 and 25-qubit architectures for a distance-three surface code that employ this method. We have calculated the error thresholds for all three of these schemes. A summary of our results along with the corresponding measurement-based thresholds for comparison is given in Table III. We note that the measurement-based threshold for the surface-17 code in this table was calculated using a simplified decoder optimized for limited-memory implementations [21]. It may be possible to obtain a slightly better threshold for the measurement-based case by using a more advanced decoder. Indeed, this was found to be true for the surface-25 code [29].

The method we suggest relies on the fact that the
matching process can be simplified for the surface-17 code due to its relatively small size. Although this code is large enough to demonstrate correction of arbitrary errors, it is not large enough to fault-tolerantly implement a universal set of logical gates. To use the measurement-free approach to implement error correction, in systems with large numbers of qubits, a creative solution will need to be developed that obviates the need to implement a large-scale classical matching algorithm during the error correction process. However, we believe that even in the absence of such a solution, the method we suggest could be useful for testing the assumptions made for quantum error correction in medium-size experimental systems, before scaling up to the larger systems needed for large-scale quantum computation.

Our results demonstrate that the error threshold for measurement-free error correction for the surface code is less than an order of magnitude lower than for measurement-based schemes. While achieving this threshold will be challenging in the laboratory, the results obtained here clearly become significant in the limit of long measurement times. To demonstrate this, in Fig. 5(b) we show that when the measurement-time is about 10 times the gate time, our method begins producing a higher threshold than the measurement-based method. Since the fastest quantum dot spin readout to date is about 100 ns [30], while qubit re-initialization can be as fast as 1 ns [31], measurement-free error correction schemes are clearly of current interest.
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Appendix: A comparison of results with and without perfect matching

In this section, we discuss the procedure for removing used syndrome information, which is done to avoid associating a syndrome with multiple error patterns. Although this step is crucial for achieving perfect matching in larger surface codes, in the main text we showed that excluding it actually improves our error threshold. In Fig. 6, where the three (black) open circles represent data qubits and the four (red) circles below them represent ancilla qubits, we show examples related to the BF code to illustrate that this procedure is only helpful for certain special cases where multiple errors occur, but are not well-separated in time. Eliminating the perfect-matching steps leaves the system unprotected against certain rare, multiple-error patterns but on the other hand decreases the number of error sites. Figure 6(a) shows how we visualize the errors and error signals in this figure, when the circuit in Fig. 2 is implemented. Let the data qubits marked by a red X represent bit-flip errors and let the red filled ancilla qubits represent the error signals that control the error-correcting Toffoli gates. Here, the top row of the ancillas corresponds to results from the first
time cycle, while the bottom row corresponds to results of the second time cycle. The three panels indicate that to correct the errors on the right-most and left-most data qubits, two error-correction cycles are needed whereas to correct an error on the middle data qubits only one is needed. In Fig. 6(b), we consider a situation where removal of the used syndrome information does not benefit us. Specifically, we show three consecutive error-correction cycles, beginning with a single error on the middle data qubit. This error can be corrected in the first cycle as there are already two signals. Although there are still signals in the second cycle, this does not affect data qubits as these signals do not trigger any Toffoli gates. So, this particular error can be corrected without introducing extra errors into the system even when the used syndrome information is not removed. It can easily be seen that this is also the case for the other two possible single data errors. In Fig. 6(c), we demonstrate an error pattern for which the removal of the used syndrome information is beneficial. In this case, errors occur on the middle data qubit in two consecutive cycles. In the first row, we consider the case where we remove the used syndrome information. Here, the first and second time cycles do not interfere with each other and both of the errors get corrected. In the second row, we consider the same errors in the case where we do not remove the used syndrome information. Here, the signals in the second cycle trigger all three Toffoli gates. While one of these gates corrects the actual error, the other two introduce new errors (indicated by purple X’s) into the data qubits, causing both of the fresh ancillas to signal on a subsequent time cycle. It is easy to see that, in the absence of subsequent errors that would disturb the cycle, the system will now remain in a cycle where the four ancillas repeatedly signal errors and the data qubits oscillate between having one and two errors, failing to return to the error-free state.
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