SIGN CHANGES OF COEFFICIENTS OF POWERS OF THE INFINITE BORWEIN PRODUCT
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Abstract. We denote by \( c_t^{(m)}(n) \) the coefficient of \( q^n \) in the series expansion of 
\( (q; q)_\infty(t; q)_\infty \), which is the \( m \)-th power of the infinite Borwein product. Let \( t \) and \( m \) be positive integers with \( m(t - 1) \leq 24 \). We provide asymptotic formula for 
\( c_t^{(m)}(n) \), and give characterizations of \( n \) for which \( c_t^{(m)}(n) \) is positive, negative or zero. 
We show that \( c_t^{(m)}(n) \) is ultimately periodic in sign and conjecture that this is still true 
for other positive integer values of \( t \) and \( m \). Furthermore, we confirm this conjecture 
in the cases \((t, m) = (2, m), (p, 1), (p, 3)\) for arbitrary positive integer \( m \) and prime \( p \).

Contents

1. Introduction and main results 1
2. Asymptotic formula and nonvanishing coefficients 8
3. Vanishing coefficients and three special cases 13
4. Further results on the conjecture 19
Acknowledgements 23
References 23
Appendix 23

1. Introduction and main results

For a positive integer \( t \), we define the following infinite product and write its series 
expansion as

\[
G_t(q) := \prod_{n=1}^{\infty} \frac{1 - q^n}{1 - q^{tn}} = \frac{(q; q)_\infty}{(q^t; q^t)_\infty} = \sum_{n=0}^{\infty} c_t(n)q^n. \tag{1.1}
\]

Here and throughout this paper, we use the standard \( q \)-series notation:

\[
(a; q)_\infty := \prod_{n=0}^{\infty} (1 - aq^n), \quad |q| < 1. \tag{1.2}
\]
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Andrews [3] mentioned that P. Borwein (1993) considered the series expansion of \( G_p(q) \) for \( p \) being a prime. The function \( G_t(q) \) was thus called the infinite Borwein product by Schlosser and Zhou [15].

Andrews [3] studied the sign pattern of \( c_p(n) \) and proved [3, Theorem 2.1] that for all primes \( p \), \( c_p(n) \) and \( c_p(n+p) \) have the same sign for each \( n \geq 0 \), which he also wrote as

\[
c_p(n)c_p(n+p) \geq 0 \quad \text{for all} \quad n \geq 0. \tag{1.3}
\]

He mentioned that Garvan and Borwein have a different proof of this result (unpublished). The statement in [3, Theorem 2.1] is not in the best form as it does not tell us whether the signs of \( c_p(n-p) \) and \( c_p(n+p) \) are the same or not when \( c_p(n) = 0 \). In fact, from the proof of this result in [3], Andrews actually proved a stronger result: for all \( n,k \geq 0 \),

\[
c_p(n)c_p(n+pk) \geq 0. \tag{1.4}
\]

It is natural to consider powers of the infinite Borwein product. Let \( m \) be a real number. We write the series expansion of \( G_t^m(q) \) as

\[
G_t^m(q) = \frac{(q;q)_\infty^m}{(q^t; q^t)_\infty^m} = \sum_{n=0}^{\infty} c_t^{(m)}(n)q^n. \tag{1.5}
\]

In particular, for \( t \in \{2, 3, 4, 5, 7, 9, 13\} \) and \( m = \frac{24}{t-1} \), it is known that

\[
q^{-1}(G_t(q))^{\frac{24}{t-1}} = \left( \frac{\eta(\tau)}{\eta_t(\tau)} \right)^{\frac{24}{t-1}} \tag{1.6}
\]

is a hauptmodul of the congruence subgroup \( \Gamma_0(t) \). Here

\[
\eta(\tau) := q^{1/24}(q;q)_\infty, \quad q = e^{2\pi i \tau}, \quad \text{Im} \tau > 0.
\]

is the Dedekind eta function.

Hauptmoduls are important objects in the theory of modular forms. One aspect of their importance is that they serve as generators of function fields consisting of certain modular functions. For instance, every modular function invariant under \( \Gamma_0(t) \) \( (t \in \{2, 3, 4, 5, 7, 9, 13\}) \) can be expressed as a rational function of the hauptmodul in (1.6).

Surprisingly, the coefficients \( c_t^{(m)}(n) \) also possess some nice sign pattern. For \( t = 2 \), we have

\[
\sum_{n=-1}^{\infty} c_2^{(24)}(n+1)q^n = \frac{\eta^{24}(\tau)}{\eta^{24}(2\tau)} = \frac{1}{q} \prod_{n=1}^{\infty} \frac{(1-q^n)^{24}}{(1-q^{2n})^{24}}
\]

\[
= \frac{1}{q} - 24 + 276q - 2048q^2 + 11202q^3 - 49152q^4 + 184024q^5 - 614400q^6 + O(q^7). \tag{1.7}
\]

Ohta [13] found that

\[
c_2^{(24)}(n+1) = \frac{1}{n} \left( \sum_{r \in \mathbb{Z}} t(n-r^2) + \sum_{r \geq 1, r \text{ odd}} (-1)^r t(4n-r^2) + 24 \sum_{d \mid n, d \text{ odd}} d \right). \tag{1.8}
\]

Here \( t(d) \) is the trace of singular moduli of discriminant \(-d\). See [13] for explicit definition of \( t(d) \). Matsusaka and Osanai [12] found similar formulas for \( c_t^{(m)}(n) \) with \( (t,m) \in \mathbb{N} \).
\{2, 24\}, \{3, 12\}, \{5, 6\}\}. Based on these formulas and Laplace’s method, they \[12\] proved that as \( n \to \infty \),

\[
c_2^{(24)}(n + 1) \sim \frac{e^{2\pi \sqrt{n}}}{2n^{3/4}} (-1)^{n+1}, \tag{1.9}
\]

\[
c_3^{(12)}(n + 1) \sim \frac{e^{4\pi \sqrt{n}/3}}{\sqrt{6n^{3/4}}} \times \left\{ \begin{array}{cl}
-1 & n \equiv 0, 2 \pmod{3}, \\
2 & n \equiv 1 \pmod{3}; 
\end{array} \right. \tag{1.10}
\]

\[
c_5^{(6)}(n + 1) \sim \frac{e^{4\pi \sqrt{n}/5}}{\sqrt{10n^{3/4}}} \times \left\{ \begin{array}{cl}
-1 & n \equiv 0 \pmod{5}, \\
\frac{3 + \sqrt{5}}{2} & n \equiv 1 \pmod{5}, \\
-1 + \sqrt{5} & n \equiv 2 \pmod{5}, \\
-1 - \sqrt{5} & n \equiv 3 \pmod{5}, \\
\frac{3 - \sqrt{5}}{2} & n \equiv 4 \pmod{5}.
\end{array} \right. \tag{1.11}
\]

This means that \( c_2^{(24)}(n) \), \( c_3^{(12)}(n) \) and \( c_5^{(6)}(n) \) possesses a sign-change property for large \( n \). Later Hu and Ye \[10\] proved that for any \( n \geq 0 \),

\[
(-1)^n c_2^{(24)}(n) > 0. \tag{1.12}
\]

Their proof is based on careful analysis of the formula \((1.8)\).

For prime \( t \geq 3 \) with \((t - 1)/24\), i.e., \( t \in \{3, 5, 7, 11, 13\} \), Hu and Ye \[10\] mentioned that in \[11\] they will study the sign change behaviors of the coefficients of \((G_t(g))^{24/(t-1)}\) by considering the generalized traces of singular moduli.

In 2019, Schlosser \[14\] considered real powers of the infinite Borwein product and presented an interesting conjecture. For \( \frac{9}{2} \leq \delta \leq 1 \) or \( 2 \leq \delta \leq 3 \), he conjectured that for all \( n \geq 0 \),

\[
c_3^{(3)}(3n) \geq 0, \quad c_3^{(3)}(3n + 1) \leq 0, \quad c_3^{(3)}(3n + 2) \leq 0. \tag{1.13}
\]

In a recent work by Schlosser and Zhou \[15\], a growth estimate for \( c_3^{(3)}(n) \) for \( \delta \in (0.227, 3] \) was given by using the circle method. As a consequence, they were able to prove that for all integers \( n \geq 158 \) and \( \delta \in [0.227, 2.9999] \),

\[
c_3^{(3)}(n)c_3^{(3)}(n + 3) > 0. \tag{1.14}
\]

For \((t, m) = (3, 3)\), They \[15\] Theorem 6] also proved the following cubic analogue of Andrews’ result: for all primes \( p \), \( c_p^{(3)}(n) \) and \( c_p^{(3)}(n + p) \) have the same sign for each \( n \geq 0 \), i.e.,

\[
c_p^{(3)}(n)c_p^{(3)}(n + p) \geq 0. \tag{1.15}
\]

Again, similar to Andrews’ \[1.3\], this statement is not of the best form. In fact, from the proof given in \[15\], \[1.15\] can be replaced by the following stronger assertion:

\[
c_p^{(3)}(n)c_p^{(3)}(n + pk) \geq 0, \quad \text{for all } n, k \geq 0. \tag{1.16}
\]

For convenience, we introduce some concepts for sequences with nice sign patterns.

**Definition 1.1.** Given a sequence \( \{a(n)\}_{n \geq 0} \) of real numbers. If there exists a positive number \( t \) such that \( a(n)a(n + tk) \geq 0 \) holds for all sufficiently large \( n \) and any positive integer \( k \), then we call \( \{a(n)\}_{n \geq 0} \) a sequence **ultimately weakly periodic in sign** (weak
UPS sequence for short). We call $t$ as a weak period of sign for $\{a(n)\}_{n \geq 0}$. We also call the smallest one among the weak periods as the least weak period of sign for $\{a(n)\}_{n \geq 0}$.

The reason for using the adjective “weak” is that for a weak UPS sequence, we admit that 0 has the same sign with positive numbers and negative numbers. But in many cases, we may want to differ the sign of 0 from nonzero numbers. That is, we define a more strict sign as

\[
\operatorname{sgn}(x) := \begin{cases} 
1 & x > 0, \\
0 & x = 0, \\
-1 & x < 0.
\end{cases}
\] (1.17)

We are more interested in sequences $\{a(n)\}$ for which $\{\operatorname{sgn}(a(n))\}$ is ultimately periodic.

**Definition 1.2.** Suppose $\{a(n)\}$ is a sequence of real numbers. If there exists some positive integer $t$ such that $\operatorname{sgn}(a(n)) = \operatorname{sgn}(a(n+t))$ for all sufficiently large $n$, then we call $\{a(n)\}_{n \geq 0}$ a sequence ultimately periodic in sign (UPS sequence for short) and call $t$ as its period of sign. The smallest period of sign is called its least period of sign.

Before we go further, we make some remarks on these concepts.

1. It is clear that a UPS sequence is also a weak UPS sequence. But the converse is not true. For example, if we define $a(n) = 1$ for $n = k^2$ ($k \in \mathbb{Z}$) and 0 otherwise. Then $\{a(n)\}$ is a weak UPS sequence with least weak period of sign 1. But it is not a UPS sequence.

2. It is easy to show that for a UPS sequence with least period of sign $t$, all the periods of sign for this sequence are $kt$ with $k$ being any positive integer. This is not true for weak UPS sequence. For example, if we define for $n \geq 0$ that $a(6n) = 1$, $a(6n + 1) = -1$ and $a(6n + r) = 0$ ($r = 2, 3, 4, 5$), then $\{a(n)\}$ is a weak UPS sequence with least weak period of sign 2. But 3 is also a weak period of sign for it and 2 does divide 3.

3. For a UPS sequence, the period of sign is also a weak period of sign but the converse is not true. For instance, consider the sequence $a(n) = \frac{1}{2}(1 + (-1)^n)$ ($n = 0, 1, 2, \cdots$). Then its least period of sign is 2 but its least weak period of sign is 1.

For any prime $p$, thanks to the works of Andrews [3] and Schlosser and Zhou [15], we now know that $\{c_p^{(1)}(n)\}$ and $\{c_p^{(3)}(n)\}$ are both weak UPS sequences with period $p$. In fact, later we will show that they are actually UPS sequences with $p$ as the least period of sign. By the work of Matsusaka and Osanai [12], from (1.9)–(1.11) we know that $\{c_p^{(m)}(n)\}$ is a UPS sequence for $(t, m) \in \{(2, 23), (3, 12), (5, 6)\}$.

We should be aware that not all coefficients generated by infinite products are (weak) UPS sequences. For instance, Euler’s pentagonal number theorem and Jacobi’s identity state that

\[
(q; q)_{\infty} = \sum_{n=-\infty}^{\infty} (-1)^n q^{n(3n+1)/2}, \quad \text{and} \quad (1.18)
\]

\[
(q; q^3)_{\infty} = \sum_{n=-\infty}^{\infty} (-1)^n (2n+1) q^{n(n+1)/2}, \quad (1.19)
\]
respectively. It is then clear that the coefficients of \((q; q)_\infty\) or \((q; q)^3_\infty\) do not form a weak UPS sequence.

In this paper, we will discuss whether \(\{c_t^{(m)}(n)\}\) form a UPS sequence or not for positive integers \(t\) and \(m\). To achieve this goal, we shall investigate its sign change behaviors. We will show that for all positive integers \(t\) and \(m\) with \(m(t - 1) \leq 24\), \(\{c_t^{(m)}(n)\}\) is a UPS sequence. Furthermore, we give explicit characterizations of its sign-patterns by determining the sign of \(c_t^{(m)}(n)\) for each \(n\). To state the results, we need more notations.

For positive integer \(k\) and integer \(h\) with \((h, k) = 1\), the Dedekind sum \(s(h, k)\) is defined by
\[
s(h, k) := \sum_{r=1}^{k-1} \frac{hr}{k} \left( \frac{hr}{k} - \left\lfloor \frac{hr}{k} \right\rfloor - \frac{1}{2} \right). \tag{1.20}
\]
Here \(\lfloor x \rfloor\) denotes the integer part of \(x\) and we agree that \(s(h, 1) = 0\). We define
\[
\alpha_t^{(m)}(n) := \sum_{\substack{0 \leq h < t \\
gcd(h, t) = 1}} \exp\left( -m\pi i s(h, t) - \frac{2\pi i h}{t} \right). \tag{1.21}
\]
It is easy to see that \(\alpha_t^{(m)}(n)\) is a periodic function with period \(t\), i.e., for all \(n \geq 0\),
\[
\alpha_t^{(m)}(n) = \alpha_t^{(m)}(n + t). \tag{1.22}
\]

The modified Bessel function of the first kind is defined as
\[
I_s(x) := \sum_{m=0}^{\infty} \frac{1}{m! \Gamma(m + s + 1)} \left( \frac{x}{2} \right)^{2m+s}, \tag{1.23}
\]
where \(\Gamma(s) = \int_0^\infty e^{-x} x^{s-1} dx\) (Re \(s > 0\)) is the gamma function. In particular, when \(s = n\) is an integer, we have
\[
I_n(x) = \frac{1}{\pi} \int_0^\pi e^{x \cos \theta} \cos(n \theta) d\theta. \tag{1.24}
\]

We establish the following asymptotic formula for \(c_t^{(m)}(n)\), which will be a key in recognizing the signs of the coefficients.

**Theorem 1.1.** Let \(t\) and \(m\) be positive integers with \(m(t - 1) \leq 24\). Let
\[
A := \max \left\{ \frac{t}{\gcd(t, \ell)} : 1 \leq \ell \leq t \text{ and } \gcd(t, \ell) > \sqrt{t} \right\}, \tag{1.25}
\]
\[
M := \max \left\{ \sqrt{\frac{m(t - 1)}{2t}} \right\} \bigcup \left\{ \frac{1}{\ell} \sqrt{\frac{m \left( \gcd^2(t, \ell) - t \right)}{t}} : 1 \leq \ell < t \text{ and } \gcd(t, \ell) > \sqrt{t} \right\}. \tag{1.26}
\]

Then
\[
c_t^{(m)}(n) = \frac{2\pi \mu^{\frac{1}{2}}}{t} (n - \mu)^{-\frac{1}{2}} \alpha_t^{(m)}(n) I_{-1} \left( \frac{4\pi \mu (n - \mu)}{t} \right) + E_t^{(m)}(n), \tag{1.27}
\]
where \( \mu = m(t-1)/24 \), \( |E_t^{(m)}(n)| \leq \overline{E_t^{(m)}}(n) \) with
\[
\overline{E_t^{(m)}}(n) := \frac{\pi^2}{2\pi} A_t^m \mu^t \exp \left( \frac{\sqrt{6\pi M}}{3} \sqrt{n-\mu} \right) + 2t e^{2+8\pi\mu} \]
\[+ 2e^{2t\mu+1} \exp \left( \pi\mu + m \left( \frac{e^{-\pi}}{1 - e^{-\pi}} \right)^2 + \frac{e^{-\pi/t}}{(1 - e^{-1/t})^2} \right). \tag{1.28}
\]

The proof of this theorem will rely on the work of Chern [8], which is based on the circle method. We remark here that for \( t \) being a prime and \( \delta \in (0, 24/(t-1)] \), an asymptotic formula for \( c_t^{(\delta)}(n) \) with different form was given by Schlosser and Zhou [15] through the circle method.

Recall that for fixed \( s \), when \( |\arg x| < \frac{\pi}{2} \), we have (see [1] p. 377, (9.7.1)), for example.)
\[
I_s(x) \sim \frac{e^x}{\sqrt{2\pi x}} \left( 1 - \frac{4s^2 - 1}{8x} + \frac{(4s^2 - 1)(4s^2 - 9)}{2!(8x)^2} - \cdots \right). \tag{1.29}
\]
This together with Theorem 1.1 leads to the following simplified asymptotic formula, which is easier for us to understand the growth rate of \( c_t^{(m)}(n) \).

**Corollary 1.2.** For any positive integers \( t \) and \( m \) with \( m(t-1) \leq 24 \), let \( \mu = m(t-1)/24 \). As \( n \to \infty \), we have
\[
c_t^{(m)}(n) = \frac{\mu^t}{\sqrt{2t}} e^{4\pi \sqrt{\mu(n-\mu)/t}} \left( \alpha_t^{(m)}(n) + O(n-\mu)^{-\frac{1}{2}} \right). \tag{1.30}
\]

When \( (t, m) \in \{(2, 24), (3, 12), (5, 6)\} \), by a direct calculation of \( \alpha_t^{(m)}(n) \) and Corollary 1.2 we recover (1.9)–(1.11).

Note that when \( \alpha_t^{(m)}(n) \neq 0 \), Theorem 1.1 and Corollary 1.2 give exact orders of \( c_t^{(m)}(n) \). We can see that the sign of \( c_t^{(m)}(n) \) will be the same as \( \alpha_t^{(m)}(n) \) when \( n \) is large enough. When \( \alpha_t^{(m)}(n) = 0 \), (1.27) and (1.30) give upper bounds for \( c_t^{(m)}(n) \). From (1.22) we know \( \alpha_t^{(m)}(n) \) depends only on the residue of \( n \) modulo \( t \). Thus we define
\[
P_t^{(m)} := \{ r : 0 \leq r < t \text{ and } \alpha_t^{(m)}(r) > 0 \}, \tag{1.31}
\]
\[
Z_t^{(m)} := \{ r : 0 \leq r < t \text{ and } \alpha_t^{(m)}(r) = 0 \}, \tag{1.32}
\]
\[
N_t^{(m)} := \{ r : 0 \leq r < t \text{ and } \alpha_t^{(m)}(r) < 0 \}. \tag{1.33}
\]
It is clear that
\[
P_t^{(m)} \cup Z_t^{(m)} \cup N_t^{(m)} = \{ 0, 1, \ldots, t - 1 \}. \tag{1.34}
\]
These sets can be found by computing the values of \( \alpha_t^{(m)}(r) \) using (1.21). We have done so for all positive integer pairs \( (t, m) \) satisfying \( m(t-1) \leq 24 \) and list these sets in the Appendix.

From Theorem 1.1 or Corollary 1.2 we get the following consequence in the case \( \alpha_t^{(m)}(n) \neq 0 \).
Theorem 1.3. For any positive integers $t,m$ with $m(t-1) \leq 24$, there exists some positive integer $n_0$ such that when $n \geq n_0$,

\begin{align}
  c_t^{(m)}(tn+r) &> 0, \quad r \in P_t^{(m)}, \quad (1.35) \\
  c_t^{(m)}(tn+r) &< 0, \quad r \in N_t^{(m)}. \quad (1.36)
\end{align}

Furthermore, when $\alpha_t^{(m)}(n) \neq 0$, there are only finitely many $n$ for which $c_t^{(m)}(n)$ does not have the same sign as $\alpha_t^{(m)}(n)$. We denote the set of such exceptional $n$’s as $E_t^{(m)}$. Given any pair of positive integer $(t,m)$ with $m(t-1) \leq 24$, it is possible to find $E_t^{(m)}$ explicitly based on Theorem 1.1. This requires some tedious calculus and computation. At the end of Section 2 we will treat the case when $t$ is a prime and use it to illustrate the procedure. We have found $E_t^{(m)}$ for primes $t \leq 24$ and record them in the Appendix. The case for $t$ being a composite number can be treated similarly. But the computations involved are more complicated and we need to discuss case by case. Thus we do not pursue it here.

Theorem 1.3 already means that $\{c_t^{(m)}(n)\}$ is a weak UPS sequence. To see whether it is a UPS sequence or not, we need to identify those $n$ such that $c_t^{(m)}(n) = 0$. The asymptotic formula in (1.30) indicates that the residue of such $n$ modulo $t$ must be in $Z_t^{(m)}$. This turns out to be true except for three special cases.

Theorem 1.4. For any positive integers $t,m$ with $m(t-1) \leq 24$, we have for all $n \geq 0$ that

\[ c_t^{(m)}(tn+r) = 0, \quad r \in Z_t^{(m)} \]  \hspace{1cm} (1.37)

except for $c_4^{(8)}(1) = -8, c_9^{(3)}(1) = -3$ and three special cases with

$$ (t,m) \in \{(3,9), (4,4), (5,5)\}. $$

In these cases, we have for any $n \geq 0$,

\begin{align}
  c_3^{(9)}(9n) &> 0, \quad c_3^{(9)}(9n+3) < 0, \quad c_3^{(9)}(9n+6) = 0; \\
  c_4^{(4)}(8n+r) &> 0 \quad (r \in \{0,2\}), \quad c_4^{(4)}(8n+r) < 0, \quad (r \in \{4,6\}); \\
  c_5^{(5)}(25n) &> 0, \quad c_5^{(5)}(25n+r) < 0 \quad (r \in \{5,10\}), \quad c_5^{(5)}(25n+r) = 0 \quad (r \in \{15,20\}). \quad (1.38)
\end{align}

As an example, from the case $m = 5$ in Table 5 in the Appendix we read that

\begin{align}
  c_5^{(4)}(5n+r) &> 0, \quad r \in \{0,2,3\}, \\
  c_5^{(4)}(5n+r) &< 0, \quad r \in \{1,4\}. \quad (1.40)
\end{align}

From Theorems 1.3 and 1.4 we finally arrive at the following conclusion.

Theorem 1.5. For any positive integers $t,m$ with $m(t-1) \leq 24$, $\{c_t^{(m)}(n)\}_{n \geq 0}$ is a UPS sequence. Its least period of sign is $9, 8, 25$ for $(t,m) = (3,9), (4,4)$ and $(5,5)$, respectively and $t$ otherwise.
It appears that similar sign patterns exist for \( c_t^{(m)}(n) \) when \( m(t-1) > 24 \). Based on Theorem 1.5 and further numerical data, we make the following

**Conjecture 1.6.** For any positive integers \( t \) and \( m \), \( \{c_t^{(m)}(n)\}_{n \geq 0} \) is a UPS sequence with least period of sign divisible by \( t \).

Due to the restriction of the condition in Chern’s asymptotic formula (see (2.5)), we are not able to prove this conjecture. A possible way to attack it is to generalize Chern’s result and drop the restrictions, which might be possible as noted by Schlosser and Zhou [15, Remark 2].

Nevertheless, in addition to Theorem 1.5, we can further prove Conjecture 1.6 in some more cases.

**Theorem 1.7.** Conjecture 1.6 holds in any of the following cases:

1. \( t = 2 \) and \( m \) is a positive integer;
2. \( t = p \) is a prime and \( m = 1 \) or \( 3 \).

The paper is organized as follows. In Section 2, we will first prove Theorem 1.1. Then we discuss the case when the coefficients \( c_t^{(m)}(n) \) do not vanish and provide a proof for Theorem 1.3. In Section 3 we will mainly use \( q \)-series techniques to prove Theorems 1.4 and 1.5. Section 4 is devoted to discussions of Conjecture 1.6 and we will prove Theorem 1.7. Finally, in the Appendix, we provide 23 tables which record the explicit forms of the sets \( P_t^{(m)}, N_t^{(m)}, Z_t^{(m)} \) and \( E_t^{(m)} \) (for \( t \) prime).

### 2. Asymptotic formula and nonvanishing coefficients

In this section, we will first prove Theorem 1.1 and then we give a proof for Theorem 1.3.

To deduce the asymptotic formula of \( c_t^{(m)}(n) \), we need a result of Chern [8]. Before stating it, we introduce some notations in Chern’s work [8].

Let \( m = (m_1, \ldots, m_R) \) be a sequence of \( R \) distinct positive integers and \( \delta = (\delta_1, \ldots, \delta_R) \) be a sequence of \( R \) nonzero integers. Let

\[
\Delta_1 = -\frac{1}{2} \sum_{r=1}^{R} \delta_r, \quad \Delta_2 = \sum_{r=1}^{R} m_r \delta_r, \quad (2.1)
\]

\[
\Delta_3(k) = -\sum_{r=1}^{R} \frac{\delta_r \gcd^2(m_r, k)}{m_r}, \quad \Delta_4(k) = \prod_{r=1}^{R} \left( \frac{m_r}{\gcd(m_r, k)} \right)^{-\frac{\delta_r}{2}}. \quad (2.2)
\]

Let \( L = \text{lcm}(m_1, \ldots, m_R) \) and we separate the set \( \{1, 2, \ldots, L\} \) into two disjoint subsets:

\[
\mathcal{L}_{>0} := \{1 \leq \ell \leq L : \Delta_3(\ell) > 0\},
\]

\[
\mathcal{L}_{\leq 0} := \{1 \leq \ell \leq L : \Delta_3(\ell) \leq 0\}.
\]

We also denote

\[
\omega_{h,k} = \exp \left( -\pi i \sum_{r=1}^{R} \delta_r \cdot s \left( \frac{m_r h}{\gcd(m_r, k)}, \frac{k}{\gcd(m_r, k)} \right) \right), \quad (2.3)
\]

where \( s(d, c) \) is the Dedekind sum defined in (1.20).
Consider the infinite product
\[
\prod_{r=1}^{R} (q^{m_r}; q^{m_r})_\infty^\delta_r = \sum_{n=0}^{\infty} g(n) q^n. \tag{2.4}
\]

Using the circle method, Chern obtained an asymptotic formula for \( g(n) \) when \( \Delta_1 \leq 0 \).

**Theorem 2.1.** (Cf. \[8, Theorem 1.1\].) If \( \Delta_1 \leq 0 \) and the inequality
\[
\min_{1 \leq r \leq R} \left( \frac{\gcd(2(m_r, \ell))}{m_r} \right) \geq \frac{\Delta_3(\ell)}{24} \tag{2.5}
\]
holds for all \( 1 \leq \ell \leq L \), then for positive integers \( n > -\Delta_2/24 \), we have
\[
g(n) = E(n) + 2\pi \sum_{\ell \in L > 0} \Delta_4(\ell) \left( \frac{24n + \Delta_2}{\Delta_3(\ell)} \right)^{-\Delta_1 + 1/2} \\
\times \left\{ \frac{1}{k} \sum_{\substack{1 \leq k \leq N : k \equiv \ell \pmod{L} \atop 0 \leq h < k : \gcd(h, k) = 1}} \omega_{h, k} e^{-2\pi i n k} I_{-\Delta_1 - 1} \left( \frac{\pi}{6k} \sqrt{\Delta_3(\ell)(24n + \Delta_2)} \right) \right\}, \tag{2.6}
\]
where
\[
N = \left\lfloor \sqrt{2\pi \left( \frac{n + \Delta_2}{24} \right)} \right\rfloor, \tag{2.7}
\]
\[
E(n) \leq m, \delta \left\{ \begin{array}{ll}
1 & \text{if } \Delta_1 = 0, \\
(n + \frac{\Delta_2}{24})^{1/4} & \text{if } \Delta_1 = -\frac{1}{2}, \\
(n + \frac{\Delta_2}{24})^{1/2} \log (n + \frac{\Delta_2}{24}) & \text{if } \Delta_1 = -1, \\
(n + \frac{\Delta_2}{24})^{-\Delta_1 - 1/2} & \text{if } \Delta_1 \leq -\frac{3}{2}. 
\end{array} \right. \tag{2.8}
\]

Let \( \zeta(s) \) be the Riemann zeta-function. For \( \Delta \in \mathbb{Z}_{\geq 0} \) and \( x \geq 1 \), as in \[8, Eq. (1.16)\], we define
\[
\Xi_\Delta(x) := \left\{ \begin{array}{ll}
1 & \text{if } \Delta = 0, \\
2x^{1/2} & \text{if } \Delta = -\frac{1}{2}, \\
x(\log x + 1) & \text{if } \Delta = -1, \\
\zeta(-\Delta)x^{-2\Delta - 1} & \text{otherwise}. 
\end{array} \right. \tag{2.9}
\]

Chern gave an explicit bound for \( E(n) \) (see \[8, Eq. (3.10)\]):
\[
|E(n)| \leq \frac{2^{-\Delta_1} n^{-\Delta_1 + 1} \sqrt{N}}{n + \frac{\Delta_2}{24}} e^{2\pi \left( n + \frac{\Delta_2}{24} \right) / N^2} \sum_{\ell \in L > 0} e^{\frac{\pi \Delta_3(\ell)}{24}} + 2e^{2\pi \left( n + \frac{\Delta_2}{24} \right) / N^2} \Xi_1(N) \times
\left( \sum_{1 \leq \ell \leq L} \Delta_4(\ell) \exp \left( \frac{\pi \Delta_3(\ell)}{24} \right) + \sum_{r=1}^{R} \left| \delta_r e^{-\pi \gcd^2(2(m_r, \ell)) / m_r} \left( 1 - e^{-\pi \gcd^2(2(m_r, \ell)) / m_r} \right) \right| \right) - \sum_{\ell \in L > 0} \Delta_4(\ell) e^{\frac{\pi \Delta_3(\ell)}{24}}. \tag{2.10}
\]

We also need the following inequalities for \( I_{-1}(x) \).
Lemma 2.2. For \( x > 0 \), we have

\[
I_{-1}(x) < \sqrt{\frac{\pi}{8}} \frac{e^x}{\sqrt{x}}. \tag{2.11}
\]

For \( x \geq 3 \), we have

\[
I_{-1}(x) > \frac{1}{10} \frac{e^x}{\sqrt{x}}. \tag{2.12}
\]

Proof. From (1.24) we have

\[
I_{-1}(x) = \frac{1}{\pi} \int_0^\pi e^x \cos \theta \cos \theta d\theta = \frac{1}{\pi} \int_0^\pi e^x \cos \theta (1 - 2 \sin^2 \frac{\theta}{2}) d\theta
\]

\[
= I_0(x) - \frac{2}{\pi} \int_0^\pi e^x \cos \theta \sin^2 \frac{\theta}{2} d\theta. \tag{2.13}
\]

It follows that for \( x > 0 \),

\[
I_{-1}(x) < I_0(x) < \sqrt{\frac{\pi}{8}} \frac{e^x}{\sqrt{x}}, \tag{2.14}
\]

where the second inequality follows from [9, Eq. (3.13)].

Next, we need the following well-known inequality: for \( 0 \leq u \leq \frac{\pi}{2} \),

\[
\frac{2}{\pi} u \leq \sin u \leq u. \tag{2.15}
\]

Note that

\[
\int_0^\pi e^x \cos \theta \sin^2 \frac{\theta}{2} d\theta = \int_0^\pi e^{x(1-2\sin^2 \frac{\theta}{2})} \sin^2 \frac{\theta}{2} d\theta \quad \text{(set } \theta = 2u)\n\]

\[
= 2e^x \int_0^{\pi/2} e^{-2x\sin^2 u} \sin^2 u du \quad \text{(use (2.15))}
\]

\[
\leq 2e^x \int_0^{\pi/2} e^{-8xu^2/\pi^2} u^2 du \quad \text{(set } u = \frac{\pi}{\sqrt{8x}} \sqrt{t})
\]

\[
\leq e^x \left( \sqrt{\pi} \sqrt{8x} \right)^3 \int_0^\infty e^{-t} t^{1/2} dt = \frac{\pi^{7/2}}{32\sqrt{2}} \frac{e^x}{x^{3/2}}. \tag{2.16}
\]

By [9, Eq. (3.14)] we have for \( x \geq 1 \) that

\[
I_0(x) > \frac{4\sqrt{2}}{5\pi} \frac{e^x}{\sqrt{x}}.
\]

Therefore, when \( x \geq 3 \), by (2.13), (2.16) and the above inequality, we have

\[
I_{-1}(x) > \frac{e^x}{\sqrt{x}} \left( \frac{4\sqrt{2}}{5\pi} - \frac{\pi^{5/2}}{16\sqrt{2} x} \right) \geq \frac{e^x}{\sqrt{x}} \left( \frac{4\sqrt{2}}{5\pi} - \frac{\pi^{5/2}}{48\sqrt{2}} \right) > \frac{1}{10} \frac{e^x}{\sqrt{x}}. \tag*{\Box}
\]

Proof of Theorem 1.1. Let the infinite products in (2.4) be

\[
G_t^{m}(q) = \frac{(q; q^m)_{\infty}}{(q^t; q^t)^{m}}.
\]
We have
\[ m = (1, t), \quad \delta = (m, -m), \quad \Delta_1 = 0, \quad \Delta_2 = m(1 - t) = -24\mu, \]
\[ \Delta_3(k) = m \left( \frac{\gcd^2(t, k)}{t} - 1 \right), \quad \Delta_4(k) = \left( \frac{t}{\gcd(t, k)} \right)^{\frac{m}{2}}, \]
\[ L = t, \quad \mathcal{L}_0 = \{ \ell : 1 \leq \ell \leq t \text{ and } \gcd(t, \ell) > \sqrt{t} \}, \quad \mathcal{L}_{\leq 0} = \mathcal{L} \setminus \mathcal{L}_0. \]
The condition (2.5) is satisfied since \( m(t - 1) \leq 24. \)
From (2.6) we have
\[ c_t^{(m)}(n) = 2\pi \Delta_4(t) \left( \frac{24n + \Delta_2}{\Delta_3(t)} \right)^{-\frac{1}{2}} I_{-1} \left( \frac{\pi}{6t} \sqrt{\Delta_3(t)(24n + \Delta_2)} \right) \cdot \frac{1}{t} a_t^{(m)}(n) + E(n) + E^*(n) \]
\[ = \frac{2\pi \mu^\frac{1}{2}}{t} (n - \mu)^{-\frac{1}{2}} \alpha_t^{(m)}(n) I_{-1} \left( \frac{4\pi \sqrt{|n - \mu|}}{t} \right) + E(n) + E^*(n). \quad (2.17) \]
Here \( E(n) \) was inherited from (2.6) and
\[ E^*(n) = 2\pi \sum_{\ell \in \mathcal{L}_0} \Delta_4(\ell) \left( \frac{24n + \Delta_2}{\Delta_3(\ell)} \right)^{-\frac{1}{2}} \]
\[ \times \sum_{1 \leq k \leq N} \sum_{1 \leq h \leq k} \frac{1}{k} \sum_{\ell, k \neq (t, t)} \omega_{h,k} e^{-2\pi i \ell h / k} I_{-1} \left( \frac{\pi}{6k} \sqrt{\Delta_3(\ell)(24n + \Delta_2)} \right). \quad (2.18) \]
Now we give an upper bound for \( E^*(n) \). Note that for \( \ell \in \mathcal{L}_0 \), we have
\[ \Delta_3(\ell) = \frac{m}{t} (\gcd^2(t, \ell) - t) \leq m(t - 1) = 24\mu, \quad \Delta_4(\ell) \leq A^\frac{m}{2}. \quad (2.19) \]
We have
\[ \left| E^*(n) \right| \leq 2\pi A^\frac{m}{2} (24n + \Delta_2)^{-\frac{1}{2}} \sum_{\ell \in \mathcal{L}_0} \left( \Delta_3(\ell) \right)^{\frac{1}{2}} \sum_{1 \leq k \leq N} \sum_{k \equiv \ell (\mod t)} \sum_{k \neq (t, t)} \sqrt{\frac{\pi}{8}} \exp \left( \frac{\pi}{6k} \sqrt{\Delta_3(\ell)(24n + \Delta_2)} \right) \]
\[ \leq \sqrt{3} \pi A^\frac{m}{2} (24n + \Delta_2)^{-\frac{1}{2}} \sum_{\ell \in \mathcal{L}_0} \left( \Delta_3(\ell) \right)^{\frac{1}{2}} \sum_{1 \leq k \leq N} \sum_{k \equiv \ell (\mod t)} \sum_{k \neq (t, t)} \exp \left( \frac{\pi}{6k} \sqrt{\Delta_3(\ell)(24n + \Delta_2)} \right) \sqrt{k} \]
\[ \leq \sqrt{3} \pi A^\frac{m}{2} (24n - 24\mu)^{-\frac{1}{4}} (24\mu)^{\frac{1}{4}} \sum_{\ell \in \mathcal{L}_{>0}} \sum_{\substack{k \leq N \\ k \equiv \ell (\mod t) \\ (k,k) \neq (t,t)}} \exp \left( \frac{\pi}{6k} \sqrt{\Delta_3(\ell)(24n - 24\mu)} \right) \sqrt{k} \]

\[ \leq \frac{\sqrt{2}\pi}{4} A^\frac{m}{2} (n - \mu)^{-\frac{1}{4}} \mu^{\frac{1}{4}} \exp \left( \frac{\sqrt{6\pi} M}{3} \sqrt{n - \mu} \right) \sum_{1 \leq k \leq N} \sqrt{k} \]

\[ \leq \frac{\sqrt{2}\pi}{4} A^\frac{m}{2} (n - \mu)^{-\frac{1}{4}} \mu^{\frac{1}{4}} \exp \left( \frac{\sqrt{6\pi} M}{3} \sqrt{n - \mu} \right) N^{\frac{1}{2}} \]

\[ \leq \frac{\pi^\frac{3}{8}}{2^{\frac{1}{4}}} A^\frac{m}{2} \mu^{\frac{1}{4}} \exp \left( \frac{\sqrt{6\pi} M}{3} \sqrt{n - \mu} \right). \] (2.20)

Here for the second inequality we used Lemma 2.2 and for the last third inequality we used the definition of \( M \) in (1.20).

Next, since \( \Delta_4(\ell) \leq \frac{\mu^\frac{1}{2}}{t^2} \) \( (1 \leq \ell \leq t) \), and \( 2\pi(n - \mu)/N^2 \leq 2 \) \( (n \geq 3) \), from (2.10) we have

\[ |E(n)| \leq 2e^{2 + 8\pi \mu} e^{2^2 t^1 + \frac{m}{2}} \exp \left( \pi \mu + m \left( \frac{e^{-\pi}}{(1 - e^{-\pi})^2} + \frac{e^{-\pi/t}}{(1 - e^{-\pi/t})^2} \right) \right). \] (2.21)

This completes the proof. \( \square \)

**Remark 1.** Note that for \( \ell \in \mathcal{L}_{>0} \) and \( \ell < t \), we have

\[ \frac{\Delta_3(\ell)}{\ell^2} = \frac{m}{t} \left( \frac{\gcd^2(t, \ell)}{\ell^2} - \frac{t}{\ell^2} \right) < \frac{m}{t} \left( 1 - \frac{1}{t} \right) = \frac{\Delta_3(t)}{t^2}. \]

Hence

\[ M < \frac{\sqrt{\Delta_3(t)}}{t} = \frac{\sqrt{24\mu}}{t}. \]

Therefore, when \( \alpha_t^{(m)}(n) \neq 0 \), \( E^*(n) \) contributes to the error term.

**Proof of Corollary 1.2.** This follows from (1.29) and Theorem 1.1. \( \square \)

**Proof of Theorem 1.3.** The assertions follow readily from (1.30) since when \( n \) is large enough and \( \alpha_t^{(m)}(n) \neq 0 \), the sign of \( c_t^{(m)}(n) \) will be the same as the sign of \( \alpha_t^{(m)}(n) \). \( \square \)

As promised in the introduction, now we illustrate an approach for finding the exceptional set \( \mathcal{E}_t^{(m)} \). We will only consider the case when \( t \) is a prime.

Let \( t \) be a prime less than 24 and \( 1 \leq m \leq 24/(t - 1) \). In this case, we have

\[ A = 1, \quad M = \frac{\sqrt{m(t - 1)}}{2t} = \frac{\sqrt{6\mu}}{t}. \] (2.22)

With the help of Mathematica, from (1.21) and by direct computation it is easy to verify that \( |\alpha_t^{(m)}(n)| \geq 0.1 \) for any positive integer \( n \equiv r (\mod t) \) with \( r \in P_t^{(m)} \cup N_t^{(m)} \).
We have already seen that: when \( \alpha_t^{(m)}(n) \neq 0 \) and \( n \) is large enough, the main term in Theorem \[1.1\] will dominate the sign of \( c_t^{(m)}(n) \). Now we are going to see how large \( n \) should be. By Lemma \[2.2\] we have for \( n \geq \mu + 1 \):

\[
\left| \frac{2\pi \alpha_t^{(m)}(n)}{t} \mu^\frac{1}{2}(n-\mu)^{-\frac{1}{2}} L_1 \left( \frac{4\pi}{t} \sqrt{\mu(n-\mu)} \right) \right| > \frac{1}{100} \sqrt{\frac{\pi}{t}} \mu^\frac{1}{2}(n-\mu)^{-\frac{3}{2}} \exp \left( \frac{4\pi \sqrt{\mu(n-\mu)}}{t} \right). \tag{2.23}
\]

Now we denote

\[
\Delta_t^{(m)}(n) := \frac{1}{100} \sqrt{\frac{\pi}{t}} \mu^\frac{1}{2}(n-\mu)^{-\frac{3}{2}} \exp \left( \frac{4\pi \sqrt{\mu(n-\mu)}}{t} \right) - E_t^{(m)}(n), \tag{2.24}
\]

where \( E_t^{(m)}(n) \) was given in \[1.28\]. It is easy to show that for each positive integer \( t \leq 24 \), there exists a computable number \( B(t) \) such that when \( n > B(t) \), \( \Delta_t^{(m)}(n) > 0 \) for any positive integer \( m \leq 24/(t-1) \). For \( t \in \{2, 3, 5, 7, 11, 13, 17, 19, 23\} \), with the help of Mathematica, we find an appropriate value (not the smallest one) for \( B(t) \) (see Table 1).

| \( t \) | 2  | 3  | 5  | 7  | 11 | 13 | 17 | 19 | 23 |
|-------|----|----|----|----|----|----|----|----|----|
| \( B(t) \) | 250 | 300 | 460 | 540 | 1910 | 3430 | 7000 | 10450 | 21650 |

**Table 1.** Values of \( B(t) \) for prime \( t \leq 24 \)

Therefore, when \( n > B(t) \), the sign of \( c_t^{(m)}(n) \) is the same as the sign of \( \alpha_t^{(m)}(n) \), which agrees with the statement in Theorem \[1.3\]. For \( n \leq B(t) \), we verify the sign of \( c_t^{(m)}(n) \) one by one through Mathematica. Finally, we find all the exceptional numbers \( n \) as the set \( E_t^{(m)} \) in the appendix records.

It is clear that the above procedure can be applied to other \( t \) as well. That is, we can actually find the exceptional set \( E_t^{(m)} \) for all positive integers \( t, m \) with \( m(t-1) \leq 24 \). But the workload of computation will be heavier (though still doable). We leave this to the interested reader.

3. Vanishing coefficients and three special cases

Recall Ramanujan’s theta functions (see \[5\] Definition 1.2.1 and Corollary 1.3.4)

\[
\phi(q) := \sum_{n=-\infty}^{\infty} q^{n^2} = \frac{(q^2;q^2)^5_\infty}{(q;q)^2_\infty(q^4;q^4)^2_\infty}, \tag{3.1}
\]

\[
\psi(q) := \sum_{n=0}^{\infty} q^{n(n+1)/2} = \frac{(q^2;q^2)^2_\infty}{(q;q)^4_\infty}. \tag{3.2}
\]
Sometimes we will use the compressed notation
\[ (a_1, a_2, \ldots, a_k; q)_\infty = (a_1; q)_\infty (a_2; q)_\infty \cdots (a_k; q)_\infty. \] (3.3)

For any Laurent series
\[ f(q) = \sum_{n=-\infty}^{\infty} a(n)q^n, \]
we use \([q^n]f(q)\) to denote the coefficient of \(q^n\) in the series expansion of \(f(q)\), i.e.,
\[ [q^n]f(q) = a(n). \]

We may need to compare \(f(q)\) with another series \(g(q) = \sum_{n=-\infty}^{\infty} b(n)q^n\).

We say that \(f(q) \succeq g(q)\) or \(g(q) \preceq f(q)\) if and only if \(a(n) \geq b(n)\) holds for every integer \(n\). For example, it is easy to see that \(\phi(q) \succeq 1\), \(\psi(q) \succeq 1\), and \(1/(q;q)_\infty \succeq 1/(1-q) = \sum_{n=0}^{\infty} q^n\). (3.4)

The Borwein brothers \cite{6} introduced the following cubic theta functions:
\[ a(q) := \sum_{m,n=-\infty}^{\infty} q^{m^2+mn+n^2}, \] (3.5)
\[ b(q) := \sum_{m,n=-\infty}^{\infty} e^{2\pi i (m-n)/3} q^{m^2+mn+n^2}, \] (3.6)
\[ c(q) := \sum_{m,n=-\infty}^{\infty} q^{(m+\frac{1}{3})^2+(m+\frac{1}{3})(n+\frac{1}{3})+(n+\frac{1}{3})^2}. \] (3.7)

It is known that \cite{6,7}
\[ a(q) = \frac{(q;q)_3^3}{(q^3;q^3)_\infty} + 9q^{3/2} \frac{(q^3;q^3)_3^3}{(q^3;q^3)_\infty}, \] (3.8)
\[ b(q) = \frac{(q;q)_3^3}{(q^3;q^3)_\infty}, \] (3.9)
\[ c(q) = 3q^{1/3} \frac{(q^3;q^3)_3^3}{(q;q)_\infty}, \] (3.10)

and they satisfy an elegant identity \cite{5}:
\[ a^3(q) = b^3(q) + c^3(q). \] (3.11)

It was also proved that \cite{6} Eqs. (2.3),(2.4),(2.11)]
\[ a(q) = 3a(q^3) - 2q^{3/2} \frac{(q^3;q^3)_3^3}{(q^3;q^3)_\infty}, \] (3.12)
\[ a(q) = a(q^3) + 6q^{3/2} \frac{(q^3;q^3)_3^3}{(q^3;q^3)_\infty}. \] (3.13)
By eliminating \( a(q) \) from (3.12) and (3.13), we obtain
\[
\frac{(q; q)_\infty^3}{(q^3; q^3)_\infty} = a(q^3) - 3q_3(q^9; q^9)_\infty^3. 
\] (3.14)

**Lemma 3.1.** Let \( t \) be a positive integer and \( 0 \leq r, s < t \) be integers such that
\[
r \not\equiv \frac{j(3j + 1)}{2} \pmod{t}, \quad s \not\equiv \frac{j(j + 1)}{2} \pmod{t}, \quad \text{for all } 0 \leq j < 2t. 
\] (3.15)
Then
\[
c_t^{(1)}(tn + r) = 0, 
\] (3.16)
\[
c_t^{(3)}(tn + s) = 0. 
\] (3.17)

**Proof.** The assertions (3.16) and (3.17) follow from (1.18) and (1.19), respectively. □

Lemma 3.1 can be used to explain most of the assertions in (1.37) in the cases \( m = 1 \) or 3. To prove (1.37) completely, we still need to treat the cases \((t, m) = (4, 8)\) and \((9, 3)\). Lemma 3.1 is not applicable for the first case and cannot fully explain the second case. Hence we discuss them separately.

**Proposition 3.2.** For any integer \( n \geq 0 \), we have
\[
c_4^{(8)}(2n + 1) = 0 
\] (3.18)
except that \( c_4^{(8)}(1) = -8 \).

**Proof.** From [16, Eq. (2.20)] we find
\[
(q; q)_\infty^4 = \frac{(q^4; q^4)_\infty^{10}}{(q^2; q^2)_\infty^2(q^8; q^8)_\infty^4} - 4q_3(q^2; q^2)_\infty^2(q^8; q^8)_\infty^4. 
\] (3.19)
Taking square on both sides of (3.19), we obtain
\[
(q; q)_\infty^8 = \frac{(q^4; q^4)_\infty^{20}}{(q^2; q^2)_\infty^4(q^8; q^8)_\infty^8} + 16q_3(q^2; q^2)_\infty^4(q^8; q^8)_\infty^8. 
\] (3.20)
Thus
\[
\sum_{n=0}^{\infty} c_4^{(8)}(2n + 1)q^n = -8. 
\] (3.21)
This proves the desired assertion. □

**Proposition 3.3.** For any integer \( n \geq 0 \), we have
\[
c_9^{(3)}(3n + r) = 0, \quad r \in \{1, 2\} 
\] (3.22)
except that \( c_9^{(3)}(1) = -3 \).

**Proof.** By (3.14) we have
\[
\frac{(q; q)_\infty^3}{(q^3; q^3)_\infty^3} = -3q + a(q^3)(q^3; q^3)_\infty. 
\] (3.23)
The assertion follows immediately. □
The above discussion would be enough to explain (1.37). Now we discuss the three special cases in Theorem 1.4.

**Proposition 3.4.** For any integer \( n \geq 0 \), we have \( c_3^{(9)}(3n) = c_3^{(3)}(n) \) and
\[
\begin{align*}
&c_3^{(3)}(3n) > 0, \quad c_3^{(3)}(3n + 1) < 0, \quad c_3^{(3)}(3n + 2) = 0. \\
\end{align*}
\] (3.24)

**Proof.** By (3.14) we have
\[
\frac{(q; q)_9^\infty}{(q^3; q^3)_9^\infty} \cdot \frac{1}{(q^3; q^3)_\infty^6} \left( a(q^3) - 3q(q^3; q^3)_\infty^3 \right)^3.
\] (3.25)
This implies
\[
\sum_{n=0}^{\infty} c_3^{(9)}(3n)q^n = \frac{1}{(q; q)_\infty} \left( a^3(q) - 27q(q^3; q^3)_\infty^3 \right).
\] (3.26)

By (3.11) and (3.9), we simplify the above and arrive at
\[
\sum_{n=0}^{\infty} c_3^{(9)}(3n)q^n = \frac{(q; q)_\infty^3}{(q^3; q^3)_\infty^3}.
\] (3.27)
Therefore, \( c_3^{(9)}(3n) = c_3^{(3)}(n) \). Now using (3.14) again we obtain \( c_3^{(3)}(3n + 2) = 0 \) and
\[
\begin{align*}
&\sum_{n=0}^{\infty} c_3^{(3)}(3n)q^n = \frac{a(q)}{(q; q)_\infty^2} \geq \sum_{n=0}^{\infty} q^n, \\
&\sum_{n=0}^{\infty} c_3^{(3)}(3n + 1)q^n = -3(q^3; q^3)_\infty^3 - 3\frac{1}{(q; q)_\infty^3(q^2; q^2)_\infty^3} \leq \sum_{n=0}^{\infty} q^n.
\end{align*}
\] (3.28)

Here for the first inequality we used the fact that \( a(q) \geq 1 \), which follows from (3.5). This proves the desired assertion.

**Proposition 3.5.** For any integer \( n \geq 0 \), we have
\[
\begin{align*}
&c_4^{(4)}(8n) > 0, \quad c_4^{(4)}(8n + 2) > 0, \quad c_4^{(4)}(8n + 4) < 0, \quad c_4^{(4)}(8n + 6) < 0.
\end{align*}
\] (3.30)

**Proof.** From (3.19) we deduce that
\[
\sum_{n=0}^{\infty} c_4^{(4)}(2n)q^n = \frac{(q^2; q^2)_\infty^6}{(q; q)_\infty^4(q^4; q^4)_\infty^4}.
\] (3.31)

From [16 Eq. (2.21)] we find
\[
\frac{1}{(q; q)_\infty^2} = \frac{(q^8; q^8)_\infty^5}{(q^2; q^2)_\infty^5(q^{16}; q^{16})_\infty^2} + 2q \frac{(q^4; q^4)_\infty^2(q^{16}; q^{16})_\infty^2}{(q^2; q^2)_\infty^2(q^8; q^8)_\infty^2}.
\] (3.32)
Substituting (3.32) into (3.31), we obtain
\[
\begin{align*}
&\sum_{n=0}^{\infty} c_4^{(4)}(4n)q^n = \frac{(q; q)_\infty(q^4; q^4)_\infty^5}{(q^2; q^2)_\infty(q^8; q^8)_\infty^2} = \frac{(q; q)_\infty}{(q^2; q^2)_\infty} \cdot \frac{1}{(q^2; q^2)_\infty} \cdot \phi(q^2), \\
&\sum_{n=0}^{\infty} c_4^{(4)}(4n + 2)q^n = 2\frac{(q; q)_\infty(q^8; q^8)_\infty^2}{(q^2; q^2)_\infty(q^4; q^4)_\infty^2} = 2\frac{(q; q)_\infty}{(q^2; q^2)_\infty} \cdot \frac{(q^8; q^8)_\infty^2}{(q^2; q^2)_\infty(q^4; q^4)_\infty^2}.
\end{align*}
\] (3.33)
Therefore,
\[ \sum_{n=0}^{\infty} c_4^{(4)}(8n)q^n = \frac{\phi(q)}{(q; q)_\infty} \sum_{n=0}^{\infty} c_2^{(1)}(2n)q^n \geq \sum_{n=0}^{\infty} q^n, \quad (3.35) \]
\[ \sum_{n=0}^{\infty} c_4^{(4)}(8n+4)q^n = \frac{\phi(q)}{(q; q)_\infty} \sum_{n=0}^{\infty} c_2^{(1)}(2n+1)q^n \leq -\sum_{n=0}^{\infty} q^n, \quad (3.36) \]
\[ \sum_{n=0}^{\infty} c_4^{(4)}(8n+2)q^n = 2 \frac{(q^4; q^4)_\infty^2}{(q; q)_\infty(q^2; q^2)_\infty} \sum_{n=0}^{\infty} c_2^{(1)}(2n)q^n \geq \sum_{n=0}^{\infty} q^n, \quad (3.37) \]
\[ \sum_{n=0}^{\infty} c_4^{(4)}(8n+6)q^n = 2 \frac{(q^4; q^4)_\infty^2}{(q; q)_\infty(q^2; q^2)_\infty} \sum_{n=0}^{\infty} c_2^{(1)}(2n+1)q^n \leq -\sum_{n=0}^{\infty} q^n. \quad (3.38) \]

Here we used the fact that \( \sum_{n=0}^{\infty} c_2^{(1)}(2n)q^n \geq 1 \) and \( \sum_{n=0}^{\infty} c_2^{(1)}(2n+1)q^n \leq -1 \), which follows from (1.3) and the fact that \( c_2^{(1)}(0) = 1 \) and \( c_2^{(1)}(1) = -1 \). This completes the proof. \( \Box \)

**Proposition 3.6.** For any integer \( n \geq 0 \), we have \( c_5^{(5)}(5n) = c_5^{(1)}(n) \) and
\[ c_5^{(1)}(5n) > 0, \quad c_5^{(1)}(5n+1) < 0, \quad c_5^{(1)}(5n+2) < 0, \quad (3.39) \]
\[ c_5^{(1)}(5n+3) = 0, \quad c_5^{(1)}(5n+4) = 0. \quad (3.40) \]

**Proof.** Let
\[ R(q) := \frac{(q; q^5)_\infty(q^4; q^5)_\infty}{(q^2; q^3)_\infty(q^2; q^2)_\infty} = \sum_{n=0}^{\infty} x(n)q^n, \quad (3.41) \]
which is essentially the Rogers-Ramanujan continued fraction. From [5] Theorems 7.4.1 and 7.4.4 we have
\[ \frac{1}{R(q^5)} - q - q^2 R(q^5) = \frac{(q; q)_\infty}{(q^{25}; q^{25})_\infty}, \quad (3.42) \]
\[ \frac{1}{R^5(q^5)} - 11q^5 - q^{10} R^5(q^5) = \frac{(q^5; q^5)_\infty^6}{(q^{25}; q^{25})_\infty^6}, \quad (3.43) \]

Let \( (q; q^5)_\infty = \sum_{n=0}^{\infty} y(n)q^n \). Taking fifth power on both sides of (3.42) and collecting those terms in which the power of \( q \) is divisible by 5, we deduce from (3.43) that
\[ \sum_{n=0}^{\infty} y(5n)q^n = (q^5; q^5)_\infty^5 \left( \frac{1}{R^5(q)} - 11q - q^2 R^5(q) \right) = \frac{(q; q)_\infty^6}{(q^5; q^5)_\infty^6}. \quad (3.44) \]
Therefore,
\[ \sum_{n=0}^{\infty} c_5^{(5)}(5n)q^n = \frac{(q; q)_\infty}{(q^5; q^5)_\infty} = \sum_{n=0}^{\infty} c_5^{(1)}(n)q^n. \quad (3.45) \]
Hence we have \( c_5^{(5)}(5n) = c_3^{(1)}(n) \). By (3.42) we have
\[
\frac{(q;q)_\infty}{(q^5;q^5)_\infty} = \frac{(q^{25};q^{25})_\infty}{(q^5; q^5)_\infty} \left( \frac{1}{R(q^5)} - q - q^2 R(q^5) \right).
\] (3.46)

From this dissection formula we deduce that \( c_5^{(1)}(5n + r) = 0 \) for \( r \in \{3, 4\} \) and
\[
\sum_{n=0}^{\infty} c_5^{(1)}(5n)q^n = \frac{(q^5; q^5)_\infty}{(q;q)_\infty} \cdot \frac{1}{R(q)} = \frac{1}{(q^5)_{\infty}^2 (q^4; q^4)_\infty} \leq \sum_{n=0}^{\infty} q^n, \tag{3.47}
\]
\[
\sum_{n=0}^{\infty} c_5^{(1)}(5n + 1)q^n = -\frac{(q^5; q^5)_\infty}{(q;q)_\infty} = -\frac{1}{(q^5)_{\infty}^2 (q^4; q^4)_\infty} \leq - \sum_{n=0}^{\infty} q^n, \tag{3.48}
\]
\[
\sum_{n=0}^{\infty} c_5^{(1)}(5n + 2)q^n = -R(q) \frac{(q^5; q^5)_\infty}{(q;q)_\infty} = -\frac{1}{(q^5)_{\infty}^2 (q^3; q^5)_\infty} \leq - \sum_{n=0}^{\infty} q^n. \tag{3.49}
\]
The desired assertions then follow immediately.

**Proof of Theorem 1.4.** We denote the sets of \( r \) and \( s \) satisfying (3.15) by \( H_t^{(1)} \) and \( H_t^{(3)} \), respectively. By direct computation, we find
\[
H_3^{(3)} = \{2\}, \quad H_5^{(1)} = \{3, 4\}, \quad H_3^{(3)} = \{2, 4\}, \quad H_6^{(3)} = \{2, 5\},
\]
\[
H_7^{(1)} = \{3, 4, 6\}, \quad H_7^{(3)} = \{2, 4, 5\}, \quad H_9^{(3)} = \{2, 4, 5, 7, 8\},
\]
\[
H_1^{(1)} = \{3, 4, 8, 9\}, \quad H_1^{(1)} = \{3, 6, 8, 9, 10\}, \quad H_4^{(1)} = \{3, 4, 6, 8, 10, 11\},
\]
\[
H_7^{(1)} = \{3, 4, 6, 10, 11, 13\}, \quad H_7^{(1)} = \{3, 4, 8, 9, 13, 14\},
\]
\[
H_9^{(1)} = \{3, 4, 8, 10, 11, 13, 14, 16\}, \quad H_9^{(1)} = \{3, 4, 6, 8, 9, 10, 11, 14, 17, 18\},
\]
\[
H_9^{(1)} = \{3, 4, 8, 9, 13, 14, 18, 19\}, \quad H_9^{(1)} = \{3, 4, 6, 10, 11, 13, 17, 18, 20\}
\]
\[
H_9^{(1)} = \{3, 6, 8, 9, 10, 14, 17, 19, 20, 21\}, \quad H_9^{(1)} = \{4, 6, 9, 10, 13, 14, 16, 18, 19, 20, 21\}.
\]

We find that the above sets \( H_t^{(m)} \) agree with \( Z_t^{(m)} \) in the appendix except that
\[
Z_9^{(3)} = H_9^{(3)} \cup \{1\}. \tag{3.50}
\]

But by Proposition 3.3 we know that \( c_9^{(3)}(9n + 1) = 0 \) except for \( c_9^{(3)}(1) = -3 \).

Besides the three special cases, the only nonempty set \( Z_t^{(m)} \) left is \( Z_4^{(8)} = \{1, 3\} \), for which we need to prove that
\[
c_4^{(8)}(4n + 1) = 0, \quad c_4^{(8)}(4n + 3) = 0
\]
except for \( c_4^{(8)}(1) = -8 \). This follows from Proposition 3.2. Now from the above facts and Lemma 3.1 we know that (1.37) holds.

Next, the three special cases (1.38), (1.39) and (1.40) follow from Propositions 3.4, 3.5 and 3.6 respectively. \qed
4. Further results on the conjecture

In this section, we will confirm Conjecture 1.6 for \((t, m) \in \{(2, m), (p, 1), (p, 3)\}\) for arbitrary positive integer \(m\) and prime \(p\).

First, we generalize the result of Hu and Ye [10] from \(c_2^{(24)}(n)\) to \(c_2^{(m)}(n)\) for arbitrary positive integer \(m\).

**Theorem 4.1.** For any integer \(m \geq 1\) and \(n \geq 0\), we have

\[
c_2^{(m)}(2n) > 0, \quad c_2^{(m)}(2n + 1) < 0
\]

except for \(c_2^{(1)}(2) = 0\).

We give two proofs for Theorem 4.1 which do not require much knowledge. Though these proofs are quite simple, we include both of them here for the purpose that they may shed some light in solving Conjecture 1.6.

**First Proof of Theorem 4.1.** Replacing \(q\) by \(-q\) in (1.5) with \(m = 2\), we obtain

\[
\sum_{n=0}^{\infty} (-1)^n c_2^{(m)}(n) q^n = (-q; q^2)_{\infty} = \prod_{n=0}^{\infty} (1 + q^{2n+1})^m.
\]

Thus we have for any \(m \geq 1\),

\[
(-1)^n c_2^{(m)}(n) \geq (-1)^n c_2^{(1)}(n).
\]

Clearly, \((-1)^n c_2^{(1)}(n)\) counts the number of partitions of \(n\) into distinct odd parts. This fact was observed before by Andrews [3, p. 488]. If \(n\) is odd, then \(n\) itself gives a partition of \(n\). If \(n \geq 4\) is even, then \(1 + (n - 1)\) is a desired partition of \(n\). Thus \((-1)^n c_2^{(1)}(n) > 0\) holds for all \(n \geq 1\) except that \(c_2^{(1)}(2) = 0\). When \(m \geq 2\), by (4.2) we find that \(c_2^{(m)}(2) = \binom{m}{2}\). This finishes the proof. \(\square\)

To present our second proof, we need the following simple fact.

**Lemma 4.2.** Let \(f_i(q) = \sum_{n=0}^{\infty} a_i(n) q^n\) \((i = 1, 2, \ldots, m, m \geq 2)\) be series satisfying \((-1)^n a_i(n) \geq 0\) (resp. \((-1)^n a_i(n) > 0\)) for each \(n \geq 0\) (resp. for each \(n \geq 0\) except that \(a_i(2)\) is allowed to be zero). Then their product

\[f(q) = f_1(q) \cdots f_m(q) = \sum_{n=0}^{\infty} a(n) q^n\]

satisfies \((-1)^n a(n) \geq 0\) (resp. \((-1)^n a(n) > 0\)) for all \(n \geq 0\).

**Proof.** It suffices to prove the assertion for \(m = 2\). We write the 2-dissections of \(f_i(q)\) \((i = 1, 2)\) as

\[f_i(q) = A_i(q^2) - qB_i(q^2), \quad A_i(q), B_i(q) \in \mathbb{R}[q], \quad i = 1, 2.\]

Note that

\[
f(q) = (A_1(q^2) - qB_1(q^2)) (A_2(q^2) - qB_2(q^2))
= (A_1(q^2)A_2(q^2) + q^2B_1(q^2)B_2(q^2)) - q (A_1(q^2)B_2(q^2) + A_2(q^2)B_1(q^2)).
\]
Hence \((-1)^n a(n) \geq 0\) holds for any \(n \geq 0\).

In the second case, we have \((-1)^n a_i(n) > 0\) \((i = 1, 2)\) holds for any \(n \geq 0\) except that \(a_i(2)\) may be zero. Hence
\[
A_1(q)A_2(q) + qB_1(q)B_2(q) \geq 0, \quad A_1(q)B_2(q) + A_2(q)B_1(q) \geq 0. \tag{4.6}
\]

Second proof of Theorem 4.1. The case \(m = 1\) can be proved in the same way as the first proof. Thus we assume the fact that \((-1)^n c_2^{(1)}(n) > 0\) except for \(c_2^{(1)}(2) = 0\). Now applying Lemma 4.2 with \(f_i(q) = G_2(q)\), we have \(f(q) = f_1(q) \cdots f_m(q) = G_m^2(q)\). Hence \((-1)^n c_2^{(m)}(n) > 0\) for any \(m \geq 2\) and \(n \geq 0\).

After a closer examination of Andrews’ proof of (1.3) in [3], we can prove Conjecture 1.6 for the case \((t, m) = (p, 1)\) for any prime \(p\). Because of Theorem 4.1, we only need to consider the case \(p \geq 3\).

Theorem 4.3. Let \(p \geq 3\) be a prime. If \(n \neq \frac{j(3j+1)}{2}\) for any integers \(j\) satisfying \(\frac{1-p}{2} \leq j \leq \frac{p-1}{2}\), then \(c_p^{(1)}(n) = 0\). For any integers \(j\) satisfying \(\frac{1-p}{2} \leq j \leq \frac{p-1}{2}\) and \(n \geq 2\), we have
\[
\text{sgn} \left( c_p^{(1)} \left( pn + \frac{j(3j+1)}{2} \right) \right) = (-1)^j. \tag{4.7}
\]

Proof. We will follow the lines in Andrews’ proof of (1.3) in [3] but with some modifications.

Using (4.18) and by splitting the sum according to the residue of \(n\) modulo \(p\), Andrews [3] Eq. (2.5)] proved that
\[
\frac{(q; q)_\infty}{(q^p; q^p)_\infty} = \sum_{r=\frac{1-p}{2}}^{\frac{p-1}{2}} (-1)^r q^{r(3r+1)/2} \frac{(q^{3p^2}, q^{p(3p+1)/2+3pr}, q^{p(3p-1)/2-3pr}; q^{3p^2})_\infty}{(q^p; q^p)_\infty}
= Q_{\frac{3p-1}{2}, \frac{3p-1}{2}}(1; q^p) + \sum_{r=1}^{\frac{p-1}{2}} (-1)^r q^{r(3r-1)/2} \left( Q_{\frac{3p-1}{2}, \frac{3p+1}{2}-3r}(1; q^p) + q^r Q_{\frac{3p-1}{2}, \frac{3p-1}{2}-3r}(1; q^p) \right), \tag{4.8}
\]
where

\[ Q_{k,i}(1; q) := \frac{(q^i, q^{2k+1-i}, q^{2k+1}; q^{2k+1})_{\infty}}{(q; q)_{\infty}} = \sum_{n \geq 0} A_{k,i}(n)q^n = \sum_{n \geq 0} B_{k,i}(n)q^n, \tag{4.9} \]

and

\[ A_{k,i}(n) = \text{the number of partitions of } n \text{ into parts } \not\equiv 0, \pm i \pmod{2k+1}, \tag{4.10} \]

\[ B_{k,i}(n) = \text{the number of partitions of } n \text{ of the form } n = b_1 + b_2 + \cdots + b_j \]

\[ \text{wherein } b_h \geq b_{h+1}, b_h - b_{h+k-1} \geq 2, \text{ and at most } i - 1 \text{ of the } b_h \text{ equal 1.} \tag{4.11} \]

Note that when \( k \geq 2 \), we have for \( n \geq 2 \) that

\[ A_{k,i}(n) > 0. \tag{4.12} \]

In fact, when \( i \not\equiv \pm 1 \pmod{2k+1} \), then (4.12) holds since \( n \) has a partition consisting of 1’s. If \( i \equiv \pm 1 \pmod{2k+1} \), then \( n \) has at least a partition into 2’s and 3’s. Thus (4.12) still holds.

We also recall from [2, Eq. (2.12)] that

\[ B_{\ell,i}(m) > B_{\ell,j}(n) \text{ if } \ell \geq 4, m > n \geq 1 \text{ and } \ell \geq i > j > 0. \tag{4.13} \]

Recall the set \( H_{p}^{(1)} \) in the proof of Theorem 1.4. From (4.8) we have

\[ c_{p}^{(1)}(pn + r) = 0, \quad r \in H_{p}^{(1)}, \tag{4.14} \]

which we have already seen in Lemma 3.1. Let \( \overline{H}_{p}^{(1)} \) be the set of residues of \( \frac{r(3r-1)}{2} \) modulo \( p \) where \( r \) ranges from \( \frac{1-p}{2} \) to \( \frac{p-1}{2} \). We have

\[ H_{p}^{(1)} \cup \overline{H}_{p}^{(1)} = \{0, 1, 2, \cdots, p-1\}. \tag{4.15} \]

Now given \( a \in \overline{H}_{p}^{(1)} \), there are at most one \( r \) and one \( s \) satisfying

\[ \frac{r(3r-1)}{2} \equiv a, \quad \frac{s(3s+1)}{2} \equiv a \quad \text{and} \quad 0 \leq r, s \leq \frac{p-1}{2}. \tag{4.16} \]

Case 1. If such \( r \) exists while \( s \) does not exist, then the terms of the form \( q^{pn+a} \) \((n \geq 0)\) only appear in

\[ (-1)^r q^{\frac{r(3r-1)}{2}} Q_{\frac{3p-1}{2}, \frac{3p+1}{2}-3r}(1; q^p). \tag{4.17} \]

From (4.9) and (4.12) we deduce that

\[ \text{sgn}(c_{p}^{(1)}(n)) = (-1)^r, \quad \text{if } n \equiv a \pmod{p} \text{ and } n \geq 2p + \frac{r(3r-1)}{2}. \tag{4.18} \]

Case 2. If such \( r \) does not exist, then \( s \) exists. Again, by (4.9) and (4.12) we deduce that

\[ \text{sgn}(c_{p}^{(1)}(n)) = (-1)^s, \quad \text{if } n \equiv a \pmod{p} \text{ and } n \geq 2p + \frac{s(3s+1)}{2}. \tag{4.19} \]

Case 3. If both \( r \) and \( s \) exist, we split our discussions into two subcases.
Theorem 4.4. Let $c_p^{(3)}(n) = 0$. Furthermore, for any integers $j$ satisfying $0 \leq j \leq \frac{p-1}{2}$ and $n \geq 0$, we have

$$\text{sgn} \left( c_p^{(3)}(pn + \frac{j(j+1)}{2}) \right) = (-1)^j. \quad (4.27)$$

Proof. The assertions follow readily from the proof of (1.15) in [15]. We omit the details. \qed
**Remark 2.** After the completion of the first version of this article, we learned from Prof. Dongxi Ye that under his guidance, Yansu Wang, a student at the Sun Yat-Sen University (Zhuhai) has independently discovered the sign-change behaviors of $c_p^{24/(p-1)}(n)$ with $p \in \{3, 5, 7, 13\}$ in her 2021 undergraduate thesis.
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**Appendix**

In this appendix, we provide the sets $P_t^{(m)}$, $N_t^{(m)}$ and $Z_t^{(m)}$ for $1 \leq t \leq 24$ and $1 \leq m \leq \frac{24}{t-1}$ in explicit forms. As said in Theorem 1.4, there are three special cases corresponding to $(t, m) = (3, 9), (4, 4)$ and $(5, 5)$. We will add marks (SC1), (SC2) and (SC3) for these cases in the tables and point out what this special case means at the bottom of that table. Moreover, for $t$ being a prime less than 24, we also give the exceptional set $E_t^{(m)}$ explicitly.
Table 2. Data for $c_2^{(m)}(n)$

| $m$ | $P_2^{(m)}$ | $N_2^{(m)}$ | $Z_2^{(m)}$ | $E_2^{(m)}$ |
|-----|-------------|-------------|-------------|-------------|
| 1   | {0}         | {1}         | $\emptyset$ | {2}         |
| $m \geq 2$ | {0} | {1} | $\emptyset$ | $\emptyset$ |

Table 3. Data for $c_3^{(m)}(n)$

| $m$ | $P_3^{(m)}$ | $N_3^{(m)}$ | $Z_3^{(m)}$ | $E_3^{(m)}$ |
|-----|-------------|-------------|-------------|-------------|
| 1   | {0}         | {1, 2}      | $\emptyset$ | {5}         |
| 2   | {0}         | {1, 2}      | $\emptyset$ | {5}         |
| 3   | {0}         | {1}         | {2}         | $\emptyset$ |
| 4   | {0}         | {1, 2}      | $\emptyset$ | $\emptyset$ |
| 5   | {0, 2}      | {1}         | $\emptyset$ | $\emptyset$ |
| 6   | {0, 2}      | {1}         | $\emptyset$ | {0}         |
| 7   | {0, 2}      | {1}         | $\emptyset$ | {0}         |
| 8   | {0, 2}      | {1}         | $\emptyset$ | {0}         |
| 9   | {2}         | {1}         | {0} (SC1)   | $\emptyset$ |
| 10  | {2}         | {0, 1}      | $\emptyset$ | {0}         |
| 11  | {2}         | {0, 1}      | $\emptyset$ | {0}         |
| 12  | {2}         | {0, 1}      | $\emptyset$ | {0}         |

SC1: $c_3^{(9)}(9n) > 0$, $c_3^{(9)}(9n + 3) < 0$ and $c_3^{(9)}(9n + 6) = 0$ (see (1.38)).

Table 4. Data for $c_4^{(m)}(n)$

| $m$ | $P_4^{(m)}$ | $N_4^{(m)}$ | $Z_4^{(m)}$ |
|-----|-------------|-------------|-------------|
| 1   | {0, 3}      | {1, 2}      | $\emptyset$ |
| 2   | {0, 3}      | {1, 2}      | $\emptyset$ |
| 3   | {0, 3}      | {1, 2}      | $\emptyset$ |
| 4   | {3}         | {1}         | {0, 2} (SC2)|
| 5   | {2, 3}      | {0, 1}      | $\emptyset$ |
| 6   | {2, 3}      | {0, 1}      | $\emptyset$ |
| 7   | {2, 3}      | {0, 1}      | $\emptyset$ |
| 8   | {2}         | {0}         | {1, 3}      |

SC2: $c_4^{(4)}(8n + r) > 0$ ($r \in \{0, 2\}$) and $c_4^{(4)}(8n + r) < 0$ ($r \in \{4, 6\}$) (see (1.39)).

Table 4. Data for $c_4^{(m)}(n)$
Table 5. Data for $c_5^{(m)}(n)$

| $m$ | $P_5^{(m)}$ | $N_5^{(m)}$ | $Z_5^{(m)}$ | $E_5^{(m)}$ |
|-----|-------------|-------------|-------------|-------------|
| 1   | $\{0\}$   | $\{1, 2\}$ | $\{3, 4\}$ | $\{7\}$    |
| 2   | $\{0, 3, 4\}$ | $\{1, 2\}$ | $\emptyset$ | $\{9\}$    |
| 3   | $\{0, 3\}$ | $\{1\}$    | $\{2, 4\}$ | $\emptyset$ |
| 4   | $\{0, 2, 3\}$ | $\{1, 4\}$ | $\emptyset$ | $\{5\}$    |
| 5   | $\{2, 3\}$ | $\{1, 4\}$ | $\{0\}$    | $\{\text{SC3}\}$ | $\{30\}$ |
| 6   | $\{0, 2, 3\}$ | $\{1, 4\}$ | $\emptyset$ | $\emptyset$ |

SC3: $c_5^{(5)}(25n) > 0$, $c_5^{(5)}(25n + r) < 0$ ($r \in \{5, 10\}$) and $c_5^{(5)}(25n + r) < 0$ ($r \in \{15, 20\}$) (see (1.40)).

Table 6. Data for $c_6^{(m)}(n)$

| $m$ | $P_6^{(m)}$ | $N_6^{(m)}$ | $Z_6^{(m)}$ |
|-----|-------------|-------------|-------------|
| 1   | $\{0, 4, 5\}$ | $\{1, 2, 3\}$ | $\emptyset$ |
| 2   | $\{3, 4, 5\}$ | $\{0, 1, 2\}$ | $\emptyset$ |
| 3   | $\{3, 4\}$   | $\{0, 1\}$  | $\{2, 5\}$  |
| 4   | $\{2, 3, 4\}$ | $\{0, 1, 5\}$ | $\emptyset$ |

Table 7. Data for $c_7^{(m)}(n)$

| $m$ | $P_7^{(m)}$ | $N_7^{(m)}$ | $Z_7^{(m)}$ | $E_7^{(m)}$ |
|-----|-------------|-------------|-------------|-------------|
| 1   | $\{0, 5\}$   | $\{1, 2\}$  | $\{3, 4, 6\}$ | $\{12\}$   |
| 2   | $\{0, 3, 4, 5\}$ | $\{1, 2, 6\}$ | $\emptyset$ | $\emptyset$ |
| 3   | $\{0, 3\}$   | $\{1, 6\}$  | $\{2, 4, 5\}$ | $\emptyset$ |
| 4   | $\{2, 3\}$   | $\{1, 4, 5, 6\}$ | $\emptyset$ | $\emptyset$ |

Table 8. Data for $c_8^{(m)}(n)$
Table 9. Data for $c^{(m)}_9(n)$

| $m$ | $P^{(m)}_9$ | $N^{(m)}_9$ | $Z^{(m)}_9$ |
|-----|------------|------------|------------|
| 1   | $\{0, 4, 5, 7, 8\}$ | $\{1, 2, 3, 6\}$ | $\emptyset$ |
| 2   | $\{0, 3, 4, 5, 7\}$ | $\{1, 2, 6, 8\}$ | $\emptyset$ |
| 3   | $\{0, 3\}$ | $\{6\}$ | $\{1, 2, 4, 5, 7, 8\}$ |

Table 10. Data for $c^{(m)}_{10}(n)$

| $m$ | $P^{(m)}_{10}$ | $N^{(m)}_{10}$ | $Z^{(m)}_{10}$ | $\mathcal{E}^{(m)}_{10}$ |
|-----|------------|------------|------------|----------------|
| 1   | $\{0, 6, 7\}$ | $\{1, 2, 5\}$ | $\{3, 4, 8, 9\}$ | $\emptyset$ |
| 2   | $\{0, 3, 4, 6, 7\}$ | $\{1, 2, 5, 8, 9\}$ | $\emptyset$ | $\emptyset$ |

Table 11. Data for $c^{(m)}_{11}(n)$

| $m$ | $P^{(m)}_{11}$ | $N^{(m)}_{11}$ | $Z^{(m)}_{11}$ | $\mathcal{E}^{(m)}_{11}$ |
|-----|------------|------------|------------|----------------|
| 1   | $\{0, 5, 7\}$ | $\{1, 2, 4\}$ | $\{3, 6, 8, 9, 10\}$ | $\emptyset$ |
| 2   | $\{0, 3, 4, 5, 7, 10\}$ | $\{1, 2, 6, 8, 9\}$ | $\emptyset$ | $\emptyset$ |

Table 12. Data for $c^{(m)}_{12}(n)$

| $m$ | $P^{(m)}_{12}$ | $N^{(m)}_{12}$ | $Z^{(m)}_{12}$ | $\mathcal{E}^{(m)}_{12}$ |
|-----|------------|------------|------------|----------------|
| 1   | $\{0, 5, 7, 8, 9, 10\}$ | $\{1, 2, 3, 4, 6, 11\}$ | $\emptyset$ | $\emptyset$ |
| 2   | $\{0, 2, 3, 4, 5, 7\}$ | $\{1, 6, 8, 9, 10, 11\}$ | $\emptyset$ | $\emptyset$ |

Table 13. Data for $c^{(m)}_{13}(n)$

| $m$ | $P^{(m)}_{13}$ | $N^{(m)}_{13}$ | $Z^{(m)}_{13}$ | $\mathcal{E}^{(m)}_{13}$ |
|-----|------------|------------|------------|----------------|
| 1   | $\{0, 5, 7, 9\}$ | $\{1, 2, 12\}$ | $\{3, 4, 6, 8, 10, 11\}$ | $\{9, 35\}$ |
| 2   | $\{0, 3, 4, 5, 10\}$ | $\{1, 2, 6, 7, 8, 9, 11, 12\}$ | $\emptyset$ | $\{7, 11, 12, 23, 25\}$ |

Table 14. Data for $c^{(m)}_{14}(n)$

| $m$ | $P^{(m)}_{14}$ | $N^{(m)}_{14}$ | $Z^{(m)}_{14}$ |
|-----|------------|------------|------------|
| 1   | $\{0, 5, 8, 9\}$ | $\{1, 2, 7, 12\}$ | $\{3, 4, 6, 10, 11, 13\}$ |
| $m$ | $P_{15}^{(m)}$ | $N_{15}^{(m)}$ | $Z_{15}^{(m)}$ |
|-----|----------------|----------------|----------------|
| 1   | $\{0, 5, 6, 7, 11\}$ | $\{1, 2, 10, 12\}$ | $\{3, 4, 8, 9, 13, 14\}$ |

**Table 15.** Data for $c_{15}^{(m)}(n)$

| $m$ | $P_{16}^{(m)}$ | $N_{16}^{(m)}$ | $Z_{16}^{(m)}$ |
|-----|----------------|----------------|----------------|
| 1   | $\{0, 4, 5, 6, 7, 9, 10, 11\}$ | $\{1, 2, 3, 8, 12, 13, 14, 15\}$ | $\emptyset$ |

**Table 16.** Data for $c_{16}^{(m)}(n)$

| $m$ | $P_{17}^{(m)}$ | $N_{17}^{(m)}$ | $Z_{17}^{(m)}$ | $\varepsilon_{17}^{(m)}$ |
|-----|----------------|----------------|----------------|-----------------|
| 1   | $\{0, 5, 7, 9\}$ | $\{1, 2, 6, 12, 15\}$ | $\{3, 4, 8, 10, 11, 13, 14, 16\}$ | $\{6, 9, 23, 57\}$ |

**Table 17.** Data for $c_{17}^{(m)}(n)$

| $m$ | $P_{18}^{(m)}$ | $N_{18}^{(m)}$ | $Z_{18}^{(m)}$ |
|-----|----------------|----------------|----------------|
| 1   | $\{0, 3, 4, 5, 6, 7, 8, 10, 11\}$ | $\{1, 2, 9, 12, 13, 14, 15, 16, 17\}$ | $\emptyset$ |

**Table 18.** Data for $c_{18}^{(m)}(n)$

| $m$ | $P_{19}^{(m)}$ | $N_{19}^{(m)}$ | $Z_{19}^{(m)}$ | $\varepsilon_{19}^{(m)}$ |
|-----|----------------|----------------|----------------|-----------------|
| 1   | $\{0, 3, 5, 7, 13\}$ | $\{1, 2, 12, 15, 16\}$ | $\{4, 6, 8, 9, 10, 11, 14, 17, 18\}$ | $\{3, 13, 16, 32, 70\}$ |

**Table 19.** Data for $c_{19}^{(m)}(n)$

| $m$ | $P_{20}^{(m)}$ | $N_{20}^{(m)}$ | $Z_{20}^{(m)}$ |
|-----|----------------|----------------|----------------|
| 1   | $\{0, 2, 5, 6, 7, 11\}$ | $\{1, 10, 12, 15, 16, 17\}$ | $\{3, 4, 8, 9, 13, 14, 18, 19\}$ |

**Table 20.** Data for $c_{20}^{(m)}(n)$

| $m$ | $P_{21}^{(m)}$ | $N_{21}^{(m)}$ | $Z_{21}^{(m)}$ |
|-----|----------------|----------------|----------------|
| 1   | $\{0, 5, 7, 8, 9, 16\}$ | $\{1, 2, 12, 14, 15, 19\}$ | $\{3, 4, 6, 10, 11, 13, 17, 18, 20\}$ |

**Table 21.** Data for $c_{21}^{(m)}(n)$
| $m$ | $P_{22}^{(m)}$ | $N_{22}^{(m)}$ | $Z_{22}^{(m)}$  |
|-----|----------------|----------------|----------------|
| 1   | $\{0, 4, 5, 7, 13\}$ | $\{1, 2, 11, 12, 15, 16, 18\}$ | $\{3, 6, 8, 9, 10, 14, 17, 19, 20, 21\}$ |

**Table 22.** Data for $c_{22}^{(m)} (n)$

| $m$ | $P_{23}^{(m)}$ | $N_{23}^{(m)}$ | $Z_{23}^{(m)}$ | $E_{23}^{(m)}$ |
|-----|----------------|----------------|----------------|--------------|
| 1   | $\{0, 3, 5, 7, 11, 22\}$ | $\{1, 2, 8, 12, 15, 17\}$ | $\{4, 6, 9, 10, 13, 14, 16, 18, 19, 20, 21\}$ | $\{3, 8, 11, 17, 31, 34, 54, 100\}$ |

**Table 23.** Data for $c_{23}^{(m)} (n)$

| $m$ | $P_{24}^{(m)}$ | $N_{24}^{(m)}$ | $Z_{24}^{(m)}$ |
|-----|----------------|----------------|----------------|
| 1   | $\{0, 3, 4, 5, 7, 9, 13\}$ | $\{1, 2, 6, 8, 10, 11, 12\}$ | $\emptyset$ |
|     | $\{14, 18, 20, 22, 23\}$ | $\{15, 16, 17, 19, 21\}$ |             |

**Table 24.** Data for $c_{24}^{(m)} (n)$
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