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Abstract

While auxiliary tasks play a key role in shaping the representations learnt by reinforcement learning agents, much is still unknown about the mechanisms through which this is achieved. This work develops our understanding of the relationship between auxiliary tasks, environment structure, and representations by analysing the dynamics of temporal difference algorithms. Through this approach, we establish a connection between the spectral decomposition of the transition operator and the representations induced by a variety of auxiliary tasks. We then leverage insights from these theoretical results to inform the selection of auxiliary tasks for deep reinforcement learning agents in sparse-reward environments.

1 Introduction

Auxiliary tasks have provided robust benefits to deep reinforcement learning agents (Jaderberg et al., 2017a; Mirowski et al., 2017; Lin et al., 2019). A commonly-held belief is that these benefits are mediated through improved representation learning. This hypothesis naturally raises a number of questions that, broadly speaking, remain open. What makes a good auxiliary task? Can we predict how an auxiliary task will affect an agent’s representation? When should one auxiliary task be used instead of another? More generally, how should this hypothesis about the mechanism of auxiliary tasks itself be tested? The complex interacting components of large-scale deep reinforcement learning agents make it difficult to extract general insights. In this work we aim to shed light on the answers to these questions by distilling the benefits of auxiliary tasks.
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Figure 1: An example of qualitatively different value function dynamics for a two-state MDP for 1-step temporal difference learning and Monte Carlo learning, with fixed point $V^\pi$ in red.

down to the effects on the dynamics of the representations of reinforcement learning agents.

We begin by considering a learning dynamics framework for studying the effects of auxiliary tasks; see Figure 1 for a toy illustration, with full details given in Section 3. The central idea behind this framework is that it is not just what an agent learns that dictates how its representation is shaped, but how it learns.

This framework provides a model for representation learning in RL. Under this model, even in the case of value-based algorithms, it is shown that agents automatically incorporate the transition structure of the environment into their representations. We characterize the dynamics induced by a number of auxiliary tasks, with particular focus on ensemble predictions and random cumulant functions, and prove convergence of the induced representations to subspaces defined by certain decompositions of the environment’s transition operator. We then consider the effectiveness of auxiliary tasks in sparse-reward environments, and via the use of the learning dynamics framework, construct a hypothesis as to which auxiliary tasks should be particularly well suited to such environments; we then test these developments in the Arcade Learning Environment (Bellemare et al., 2013), demonstrating strong performance with random cumulant auxiliary tasks.
2 Background

We consider a Markov decision process \((\mathcal{X}, A, P, R)\) comprising a finite state space \(\mathcal{X}\), finite action space \(A\), transition kernel \(P : \mathcal{X} \times A \rightarrow \mathcal{P}(\mathcal{X})\), and reward distribution function \(R : \mathcal{X} \times A \rightarrow \mathcal{P}(\mathbb{R})\).

2.1 Value-based reinforcement learning

Two key tasks in reinforcement learning are policy evaluation and policy optimisation. The former is specified by a policy \(\pi : \mathcal{X} \rightarrow \mathcal{P}(A)\). An agent using the policy \(\pi\) to interact with the environment generates a sequence of states, actions and rewards \((X_t, A_t, R_t)_{t\geq 0}\). The performance of the agent is summarised by the return \(\sum_{t\geq 0} \gamma^t R_t\), for a discount factor \(\gamma \in [0, 1)\). The goal of policy evaluation is to (approximately) compute the value function

\[
V^\pi(x) = \mathbb{E}_\pi[\sum_{t\geq 0} \gamma^t R_t \mid X_0 = x],
\]

for all \(x \in \mathcal{X}\). Policy optimisation consists of finding a policy \(\pi^* \in \mathcal{P}(A)^\mathcal{X}\) that maximises the expected return from all possible initial states. The value function associated with \(\pi^*\) is denoted \(V^*\).

Crucial to the value-based approach to reinforcement learning are the Bellman operators. The one-step evaluation operator associated with a policy \(\pi\) is the function \(T^\pi : \mathbb{R}^X \rightarrow \mathbb{R}^X\) defined by

\[
(T^\pi V)(x, a) = \mathbb{E}_\pi[R_0 + \gamma V(X_1) \mid X_0 = x],
\]

Introducing the transition operator \(P^\pi \in \mathbb{R}^{X \times X}\) defined by \(P^\pi(x'|x) = \sum_{a \in A} \pi(a|x) P(x'|x, a)\), and the expected reward vector \(R^\pi \in \mathbb{R}^X\) defined by \(R^\pi(x) = \mathbb{E}_\pi[R_0 \mid X_0 = x]\), this can be expressed even more succinctly in operator notation as

\[
T^\pi V = R^\pi + \gamma P^\pi V.
\]

The Bellman optimality operator is the function \(T^* : \mathbb{R}^{X \times A} \rightarrow \mathbb{R}^{X \times A}\) defined by

\[
(T^* V)(x) = \max_{a \in A} \mathbb{E}[R_0 + \gamma V(X_1) \mid X_0 = x, A_0 = a].
\]

Repeated application of \(T^\pi\) (resp., \(T^*\)) to any initial value function converges to \(V^\pi\) (resp., \(V^*\)) (Bertsekas and Tsitsiklis, 1996). Popular algorithms such as Q-learning (Watkins and Dayan, 1992), which form the basis of many deep RL agents (Mnih et al., 2015), can be viewed as approximating the iterative application of \(T^*\) and related operators (Tsitsiklis, 1994; Jaakkola et al., 1994; Bertsekas and Tsitsiklis, 1996).

2.2 Features and representations

In many environments, it is impractical to store a value function as a table indexed by states, and further this does not permit generalisation in the course of learning. Instead, it is typical to parametrise \(V \in \mathbb{R}^\mathcal{X}\) through a feature map \(\phi : \mathcal{X} \rightarrow \mathbb{R}^K\) and weight vector \(w \in \mathbb{R}^K\), leading to a factorisation of the form

\[
V(x) = \langle \phi(x), w \rangle.
\]

Such a parametrisation may be amenable to more efficient learning, for example if \(\phi\) abstracts away unimportant information, allowing for generalisation between similar states. Even more concisely, writing \(\Phi \in \mathbb{R}^{X \times K}\) for the matrix with rows \(\phi(x)\) yields

\[
V = \Phi w. \tag{1}
\]

The quantity \(\Phi\) is often referred to as the agent’s representation of the environment (Boyan, 1999; Levine et al., 2017; Bertsekas, 2018; Chung et al., 2018; Bellemare et al., 2019; Dabney et al., 2020). In many small- and medium-scale applications, the representation is fixed ahead of time, and only \(w\) is updated during learning; this is the linear function approximation regime. Many common choices of features relate to various decompositions of operators associated with the transition operators \(P^\pi\). In deep reinforcement learning, however, \(\Phi\) and \(w\) are learnt simultaneously.

2.3 Representation learning and auxiliary tasks

To perfectly express a value function \(V^\pi\) in the form of Equation (1), the following condition is necessary:

\[
\langle \Phi \rangle \supseteq \langle V^\pi \rangle, \tag{2}
\]

where \(\langle \Phi \rangle\) denotes the column span of \(\Phi\), and \(\langle V^\pi \rangle\) denotes the one-dimensional subspace of \(\mathbb{R}^\mathcal{X}\) spanned by \(V^\pi\). However, this condition is not sufficient for efficient sample-based learning (Du et al., 2019). There are several reasons for this; for some intuition, consider that since value functions are typically learnt through bootstrapping algorithms, the agent is required to accurately express a sequence of value functions as its estimates are updated, and thus a good representation should also allow such intermediate value functions to be expressed in the course of learning (Dabney et al., 2020).

Despite the importance of the representation \(\Phi\), it remains unclear how exactly the notion of a good representation in this sense should be formalised. In spite of this, representation learning is a hugely important aspect of deep reinforcement learning. A consistent finding in empirical deep RL research is that requiring the agent to use its representation to predict other functions of state, referred to as auxiliary tasks, in addition to its primary task of learning an optimal policy,
can lead to considerable boosts in performance. Examples of commonly-used auxiliary tasks include predicting the expected return associated with other reward functions (Sutton et al., 2011), other discount factors (Fedus et al., 2019), and other policies (Dabney et al., 2020), as well as other properties of the return distribution (Bellemare et al., 2017) and other aspects of the environment observations (Jaderberg et al., 2017a), amongst others. We discuss prior work on auxiliary tasks in greater detail in Section 6. A popular hypothesis is that auxiliary tasks add further constraints to Expression (2), requiring the representation $\Phi$ to contain more functions of interest than just $V^\pi$ in its column span (Bellemare et al., 2019; Dabney et al., 2020).

3 Learning dynamics

Our aim in the remainder of the paper is to develop an understanding of the ways in which auxiliary tasks shape representations in RL. Our central results establish connections between decompositions of transition operators, commonly used in static feature selection, and certain classes of auxiliary tasks used in deep reinforcement learning. To build up to these results, in this section we examine learning algorithms in the absence of auxiliary tasks, first considering tabular learning algorithms, and then moving to the case where representations and feature weights are learnt simultaneously.

3.1 Warm-up: Tabular value function dynamics

We consider the following one-step temporal difference (TD) continuous-time learning dynamics:

$$\partial_t V_t(x) = \mathbb{E}_\pi[R_0 + \gamma V_t(X_1)|X_0 = x] - V_t(x),$$

for each $x \in \mathcal{X}$, which may also be written

$$\partial_t V_t(x) = R^\pi(x) + \gamma (P^\pi V_t)(x) - V_t(x),$$

or in full matrix notation,

$$\partial_t V_t = -(I - \gamma P^\pi) V_t + R^\pi. \tag{3}$$

The differential equation in (3) is an affine autonomous system, and is straightforwardly solvable.

Lemma 3.1. If $(V_t)_{t \geq 0}$ satisfies Equation (3) with initial condition $V_0$ at time $t = 0$, then we have

$$V_t = \exp(-t(I - \gamma P^\pi))(V_0 - V^\pi) + V^\pi. \tag{4}$$

We recover as a straightforward corollary the well-known result that $V_t \to V^\pi$ as $t \to \infty$, since all eigenvalues of $(I - \gamma P^\pi)$ have strictly positive real part. However, the solution in Equation (4) also describes the trajectory by which $V_t$ reaches this limiting value. Figure 1 provides an illustration of this in a small MDP; the value functions accumulate along a particular affine subspace of $\mathbb{R}^X$ prior to convergence.

This phenomenon can in fact be formalised. To do so, we need a notion of distance between subspaces of $\mathbb{R}^X$. The following definition follows Ye and Lim (2016). Intuitively, it can be thought of as generalizing the notion of an angle between vectors to subspaces.

Definition 3.2. For two $K$-dimensional subspaces $Y_1, Y_2 \subseteq \mathbb{R}^X$, the principal angles $\theta_1, \ldots, \theta_K \in [0, \pi/2]$ between the subspaces are defined by taking orthonormal matrices $Y_1 \in \mathbb{R}^{X \times K}$ and $Y_2 \in \mathbb{R}^{X \times K}$ the columns of which span $Y_1$ and $Y_2$ respectively, and defining $\theta_k = \cos^{-1}(\sigma_k(Y_1^T Y_2))$, where $\sigma_k(A)$ is the $k^{th}$ singular value of the matrix $A$. One can check that this definition is independent of the matrices $Y_1$ and $Y_2$, depending only on the subspaces $Y_1, Y_2$ themselves. The Grassmann distance $d(Y_1, Y_2)$ between $Y_1$ and $Y_2$ is then defined as $\|\theta\|_2 = (\sum_{k=1}^K \theta_k^2)^{1/2}$.

With these definitions in hand, we now give a precise version of the statement alluded to in the discussion and figure above. We make some simplifying assumptions to avoid focusing on technicalities here, and give a discussion of the more general case in Appendix F.

Assumption 3.3. $P^\pi$ is real-diagonalisable, with strictly decreasing eigenvalue sequence $1 = |\lambda_1| > |\lambda_2| > \cdots > |\lambda_{|X|}|$, and corresponding right-eigenvectors $U_1, \ldots, U_{|X|}$.

Proposition 3.4. Under Assumption 3.3, and $(V_t)_{t \geq 0}$ the solution to Equation (3), for almost every initial condition $V_0$, we have

$$d(\langle V_t - V^\pi, (U_i) \rangle) \to 0.$$ 

The behaviour described by Proposition 3.4 is exhibited in Figure 1, as the value function $V_t$ approaches the affine subspace in direction $(1, 1)$ prior to converging to $V^\pi$. A more general version of this statement can also be given with an ensemble of $K$ value functions, which indicates that yet more information about the environment is contained in the learnt collection. The proofs of these results relate to the classical power method in linear algebra.

Proposition 3.5. Under Assumption 3.3, and $(V^{(k)}_t)_{t \geq 0}$ the solution to Equation (3) for each $k = 1, \ldots, K$, for almost every initial condition $(V_0^{(k)})_{k=1}^K$, we have

$$d(\langle V_t^{(k)} - V^\pi | k \in [K], (U_i) \rangle) \to 0.$$ 

\(^1\)In the measure-theoretic sense that the set of excluded initial conditions $V_0$ has Lebesgue measure 0.
Key insight.
Even in an environment with no reward signal at all (in which case $V^\pi = 0$), an agent performing TD learning still picks up information about the transition structure of the environment within its value function.

Due to the importance of the vectors $U_{1:K}$ in this analysis, we introduce the term eigen-basis functions (EBFs) to describe them.

We observe that a similar analysis, indicating similar behaviour, is possible for related learning algorithms such as n-step temporal difference learning and TD($\lambda$); see Appendix E for further details. In contrast, Monte Carlo learning dynamics correspond to the differential equation

$$\partial_t V_t = (I - \gamma P^\pi)^{-1} R^\pi - V_t,$$

which has the solution

$$V_t = e^{-t}(V_0 - (I - \gamma P^\pi)^{-1} R^\pi) + (I - \gamma P^\pi)^{-1} R^\pi.$$

The trajectory associated with this solution simply linearly interpolates between $V_0$ and $V^\pi$, as illustrated in Figure 1, and does not pick up any additional information about the environment in the value function as learning proceeds. See Appendix E for further details. This example serves to illustrate that it is not just what an agent learns ($V^\pi$), but how the agent learns that plays a key, measurable role in what environment information is picked up in its value function. We now apply this perspective to representation learning.

3.2 Representation dynamics

Recall the parametrisation of $V \in \mathbb{R}^X$ from Section 2.2, taking the form

$$V = \Phi \mathbf{w},$$

for $\Phi \in \mathbb{R}^{X \times K}$, $\mathbf{w} \in \mathbb{R}^K$. Central to deep reinforcement learning agents is the idea that $\Phi$ and $\mathbf{w}$ are simultaneously learnt from a single RL loss. As in the value function case, we will focus on the dynamics with single-step temporal difference learning; remarks on other learning algorithms are given in Appendix E. The dynamics associated with single-step TD learning are given by

$$\partial_t \Phi_t = -\alpha \frac{1}{2} \nabla_{\Phi_t} \|R^\pi + \nabla[\gamma P^\pi \Phi_t \mathbf{w}_t] - \Phi_t \mathbf{w}_t\|_2^2, \tag{5}$$

$$\partial_t \mathbf{w}_t = -\beta \frac{1}{2} \nabla_{\mathbf{w}_t} \|R^\pi + \nabla[\gamma P^\pi \Phi_t \mathbf{w}_t] - \Phi_t \mathbf{w}_t\|_2^2, \tag{6}$$

where $\alpha, \beta \in [0, \infty)$ are learning rates, implying that features and weights may be learnt at different rates.

Further, $\nabla[\cdot]$ denotes a stop-gradient, indicating that we treat the instances of $\Phi_t$ and $\mathbf{w}_t$ within the expression as constants with regard to computing derivatives; this reflects the fact that temporal difference learning is a semi-gradient method.

The use of a single loss to learn both the representation and weights corresponds to the approach taken in deep RL, and we will use these dynamics as an idealized model of the deep RL setting. While this model ignores some practicalities of deep RL (such as visitation distributions, implicit bias from the function approximation architecture, and stochasticity introduced by mini-batch training), it allows us to obtain valuable insights into representation dynamics which, as we shall see in Section 5, accurately predict the behaviour of deep RL agents.

Lemma 3.6. Let $\Phi_t$ and $\mathbf{w}_t$ parameterize a value function approximator as defined above. Then

$$\partial_t \Phi_t = \alpha (R^\pi + \gamma P^\pi \Phi_t \mathbf{w}_t - \Phi_t \mathbf{w}_t) \mathbf{w}_t^\top, \tag{7}$$

$$\partial_t \mathbf{w}_t = \beta \Phi_t^\top (R^\pi + \gamma P^\pi \Phi_t \mathbf{w}_t - \Phi_t \mathbf{w}_t). \tag{8}$$

This joint flow on $\Phi_t$ and $\mathbf{w}_t$ leads to much richer behaviour than the flow considered on value functions in the previous section. Without further assumptions, the evolution of the representation $\Phi_t$ may be complex, and will not necessarily incorporate environment information as described for the case of value functions in Proposition 3.5. In particular, in sparse reward environments, the agent may learn to predict a near-zero value function by setting the weights $\mathbf{w}_t$ close to zero, which would effectively prevent any further updating of the features $\Phi_t$, ruling out the possibility of a result analogous to Proposition 3.5.

4 Auxiliary task dynamics

Having studied the temporal difference learning dynamics in Equation (7) & (8), we now examine how auxiliary value-prediction tasks influence the behaviour of the agent’s representation during the learning process.

As described above, developing a granular description of the joint learning dynamics of the representation and weights of the learner is a complex task, and so we focus on the limiting case in which the number of auxiliary tasks is large relative to the dimensionality of the representation. We conclude that under certain conditions, representations learnt in the many-task limit bear a close connection with the eigen-basis functions described in Section 3.1, and also resolvent singular basis functions, a new decomposition introduced in Section 4.2. The reader may find it useful to
4.1 Ensemble value prediction

We begin by considering the auxiliary task of ensemble value prediction (Osband et al., 2016; Anschel et al., 2017; Agarwal et al., 2020). Rather than making a single prediction of the value function \( Q^\pi \), the learner makes \( M \in \mathbb{N} \) separate predictions as linear functions of a common representation \( \Phi^M \), using \( M \) independently initialized weights matrices \( w^m \in \mathbb{R}^K \) \((m = 1, \ldots, M)\). We note that while at initialization \( \Phi^M_0 \in \mathbb{R}^{X \times d} \) is independent of \( M \), its dynamics do depend on \( M \) through the contribution of the weights. Simultaneous temporal difference learning on all predictions leads to the following dynamics:

\[
\partial_t \Phi_t^M = \alpha \sum_{m=1}^M (R^\pi + \gamma P^\pi \Phi_t^M w^m_t - \Phi_t^M w^m_t)(w^m_t)^\top, \quad \text{for} \ t \geq 0
\]

(9)

\[
\partial_t w^m_t = \beta (\Phi_t^M)^\top (R^\pi + \gamma P^\pi \Phi_t^M w^m_t - \Phi_t w^m_t).
\]

(10)

The following result characterises the representation learnt by the agent in the many-tasks limit, again establishing a connection to EBFs; we follow the approach described by Arora et al. (2019b) in fixing the linear weights associated with the value function; this dramatically simplifies our analysis, while still describing practical settings in which the features and weights are trained separately as in Chung et al. (2018).

**Theorem 4.1.** For \( M \in \mathbb{N} \), let \((\Phi_t^M)_{t \geq 0}\) be the solution to Equation (9), with each \( w^m_t \) for \( m = 1, \ldots, M \) initialised independently from \( \mathcal{N}(0, \sigma^2_M) \), and fixed throughout training \((\beta = 0)\). We consider two settings: first, where the learning rate \( \alpha \) is scaled as \( \frac{1}{M} \) and \( \sigma^2_M = 1 \) for all \( M \), and second where \( \sigma^2_M = \frac{1}{M} \) and the learning rate \( \alpha \) is equal to 1. These two settings yield the following dynamics, respectively:

\[
\lim_{M \to \infty} \partial_t \Phi_t^M = - (I - \gamma P^\pi) \Phi_t^M \quad \text{and} \quad \lim_{M \to \infty} \partial_t w^m_t = -(I - \gamma P^\pi)^\top w^m_t + R^\pi \epsilon \epsilon^\top, \quad \epsilon \sim \mathcal{N}(0, I).
\]

(11)

(12)

The corresponding limiting trajectories for a fixed initialisation \( \Phi_0 \in \mathbb{R}^{X \times K} \), are therefore given respectively by

\[
\lim_{M \to \infty} \Phi_t^M = \exp(-t(I - \gamma P^\pi)) \Phi_0 \quad \text{and} \quad \lim_{M \to \infty} \Phi_t^M = \exp(-t(I - \gamma P^\pi))(\Phi_0 - (I - \gamma P^\pi)^{-1} R^\pi \epsilon \epsilon^\top)
\]

\[
+ (I - \gamma P^\pi)^{-1} R^\pi \epsilon \epsilon^\top, \quad \epsilon \sim \mathcal{N}(0, I).
\]

(13)

(14)

In contrast to the case described in Section 3.2, this result indicates that the introduction of auxiliary tasks leads to useful environment information being incorporated into the representation. Indeed, the dynamics described above imply the following convergence result, analogous to Proposition 3.5.

**Corollary 4.2.** Under the feature flow (9) with \( w^m_t \) fixed at initialization for each \( i = 1, \ldots, M \) and Assumption 3.3, for almost all initialisations \( \Phi_0 \), we have when \( R^\pi = 0 \)

\[
d(\langle \Phi_t \rangle, \langle U_{1,K} \rangle) \to 0, \quad \text{as} \ t \to \infty.
\]

Key insight.

Under the conditions of Theorem 4.1 and Corollary 4.2, the ensemble auxiliary tasks cause the agent’s representation \( \Phi \) to align with EBFs.

We show in Appendix I that this behaviour is observed in practice when \( M \gg K \) and the value of \( w^m_t \) is fixed at initialization. We additionally compare the representations learned when \( w^m_t \) is allowed to vary over training. Here we find empirically that allowing the weights to vary during training induces dynamics that differ from those predicted by Theorem 4.1 for the fixed-weights setting. To illustrate this, we follow the evolution of a single column of \( \Phi_t \), i.e. a single feature vector \( \phi_t \), trained with the ensemble prediction dynamics of Equations (9) & (10) on a simple four-rooms gridworld environment in Figure 2.

![Figure 2: Visualization of a single column of \( \Phi_t \) (i.e. feature vector) after application of the ODE in Equation (7) for \( t \in [0, 100] \) in the four rooms environment, with \( K = 10 \) and \( M = 20 \). Early in its trajectory, \( \phi_t \) exhibits similarity to smooth eigenfunctions (e.g. the eigenfunction corresponding to the 5th greatest eigenvalue \( \lambda_5 \) which we plot in the top right) of \( P^\pi \), but later converges to non-smooth eigenfunctions (e.g. the eigenfunction corresponding to eigenvalue \( \lambda_{105} \), the most negative eigenvalue, plotted in the bottom right).](image-url)
We visualize $\phi_t$ along with two illustrative eigenfunctions of the transition matrix $P^\pi$, corresponding to one positive and one negative eigenvalue. We observe that while the feature $\phi_t$ quickly evolves to resemble the smooth eigenfunction corresponding to the positive eigenvalue for small values of $t$, it later converges to the non-smooth eigenfunction corresponding to the most negative eigenvalue of the transition matrix $P^\pi$. While we leave further analysis to future work, this example hints at an intriguing relationship between the EBFs and the joint representation dynamics.

### 4.2 Random cumulants

In the case of zero rewards, our previous results show that whilst from the perspective of subspaces the representation approaches the EBF subspace in Grassmann distance, in Euclidean distance the representation is approaching the zero matrix pointwise. This has important implications for the scenario of large-scale sparse-reward environments, in which the agent may not encounter rewards for long periods of time, and indicates that the agent’s representation is at risk of collapsing in such cases.

Motivated by this analysis, we consider a means of alleviating this representation collapse, by learning value functions for randomly generated cumulants (Osband et al., 2018; Dabney et al., 2020). Mathematically, the agent again makes many predictions from a common representation, with each prediction indexed by $m = 1, \ldots, M$ attempting to learn the value function associated with a randomly drawn reward function $r^m \in \mathbb{R}^X$ under the policy $\pi$. Thus, the agent’s parameters are the representation $\Phi$ and a set of weights $w^m$ for each prediction. The learning dynamics are then given by:

$$\partial_t \Phi^M_t = \alpha \sum_{m=1}^M (r^m + \gamma P^\pi \Phi^M_t w^m - \Phi^M_t w^m)(w^m)^\top,$$

$$\partial_t w^m_t = \beta (\Phi_t^M)^\top (r^m + \gamma P^\pi \Phi^M_t w^m - \Phi_t w^m)^1.$$  \hspace{1cm} (15)

The main result of this section is to show that, even in the absence of reward, the limiting distribution induced by random cumulant auxiliary tasks dynamics described in Equation (15) is not the zero subspace.

**Theorem 4.3.** For fixed $M \in \mathbb{N}$, let the random rewards $(r^m)_{m=1}^M$ and weights $(w^m)_{m=1}^M$ be as defined above, let $\alpha = 1$, and consider the representation dynamics in Equation (15), with weights fixed throughout training ($\beta = 0$). Let $\Sigma$ denote the covariance matrix of the random cumulant distribution. Then

$$\lim_{M \to \infty} \sum_{m=1}^M e^m(w^m)^\top D = \Sigma \sim N(0, \Sigma),$$

and

$$\lim_{M \to \infty} \Phi_t^M D = \exp(-t(I - \gamma P^\pi))(\Phi_0 - (I - \gamma P^\pi)^{-1} \Sigma)$$

$$+ (I - \gamma P^\pi)^{-1} \Sigma.$$

As the columns of $\Sigma$ are mean-zero, uncorrelated, with covariance matrices $\Sigma$, the limiting distribution of each column of $\Phi_\infty = \lim_{t \to \infty} \Phi^M_t$ has covariance $\Psi \Sigma \Psi^\top$, where $\Psi$ is the resolvent $(I - \gamma P^\pi)^{-1}$.

**Corollary 4.4.** Under the feature flow (15) with $w^m$ fixed at initialization for each $i = 1, \ldots, M$ and Assumption 3.3, for almost all initialisations $\Phi_0$, we have when $R^\pi = 0$

$$d(\lim_{M \to \infty} \langle \Phi^M_t - \Phi_\infty, (U_{1:K}) \rangle \to 0, \ \text{as} \ t \to \infty,$$

Theorem 4.3 indicates that the left-singular vectors of $\Sigma^{1/2} \Psi$ (or equivalently, the right-eigenvectors of $\Psi \Sigma \Psi^\top$) are key to understanding the effects on random cumulants on representations; we introduce the term *resolvent singular basis functions* (RSBFs) to refer to these vectors in the canonical case $\Sigma = I$.

**Key insight.**

With random cumulant auxiliary tasks, under the assumptions of Theorem 4.3 and Corollary 4.4, the distribution of the limiting representation does not collapse, and is characterized by the RSBFs of $P^\pi$, while the trajectory it follows to reach this subspace is determined by the EBFs of $P^\pi$.

| Auxiliary task | Dynamics ($r = 0$) | $\Phi_\infty$ ($r = 0$) | $\Phi_\infty$ ($r \neq 0$) | Limit of $\langle \Phi_t - \Phi_\infty \rangle$ |
|---------------|------------------|------------------|------------------|------------------|
| Ensemble      | $-(I - \gamma P^\pi)\Phi_t$ | 0                | $(I - \gamma P^\pi)^{-1} \epsilon^\top$ | EBFs of $P^\pi$ |
| Random cumulants| $-(I - \gamma P^\pi)\Phi_t + Z_\gamma$ | $(I - \gamma P^\pi)^{-1} Z_\gamma$ | EBFs of $P^\pi$ |
| Additional policies | $-(I - \gamma P^\pi)\Phi_t$ | 0                | $(I - \gamma P^\pi)^{-1} R^\pi \epsilon^\top$ | EBFs of $P^\pi$ |
| Multiple $\gamma$s | $-(I - \gamma P^\pi)\Phi_t$ | 0                | $(I - \gamma P^\pi)^{-1} R^\pi \epsilon^\top$ | EBFs of $P^\pi$ |

Table 1: Summary of dynamics and limiting solutions under some common auxiliary tasks in the limit of infinitely-many prediction outputs. For additional policies, $\pi$ denotes the average of the finite set of policies $\pi_1, \ldots, \pi_L$ under consideration ($L$ fixed and independent of $M$), and for multiple discount factors, $\gamma$ denotes the average of the discount factors $\gamma_1, \ldots, \gamma_L$ under consideration.
to the eigendecomposition of the successor representation, which can be explicitly related to the proto-value functions described by Mahadevan (2009) when the transition matrix $P^\pi$ corresponds to that of a random walk policy (Machado et al., 2018b). For symmetric $P^\pi$ we obtain an additional correspondence between EBFs and RSBFs, though we note that when $P^\pi$ is not symmetric the RSBFs may differ from both the EBFs and the singular value decomposition of the transition matrix $P^\pi$. We provide further discussion of RSBFs and comparisons against existing concepts in feature selection in Appendix G.

In Appendix H we show that RSBFs can be viewed as Bayes-optimal features in the sense that they minimize the expected value function approximation error given an isotropic Gaussian prior on an unknown reward function.

### 4.3 Analysis of additional auxiliary tasks

The infinite-task limit simplifies the analysis of a broad range of auxiliary tasks, and analogous results to Theorem 4.1 can be easily derived for families of auxiliary tasks which predict returns associated with additional policies and multiple discount factors. We provide a summary of these results in Table 1, including their full statements and derivations in Appendix B.

We consider two additional classes of auxiliary task: predicting the values of multiple policies (Dabney et al., 2020), and predicting value under multiple discount factors (Fedus et al., 2019). Under the multiple policies auxiliary task, the agent’s objective is to learn a set of value functions $V_1, \ldots, V^M$ such that $V^i(x) = \mathbb{E}_{\pi}(R^\pi(x) + \gamma P^\pi V^i(x))$. Under the multiple discount factors auxiliary task, the agent’s objective is analogously to find $V^i(x) = \mathbb{E}_{\pi}(R^\pi(x) + \gamma P^\pi V^i(x))$ for $\gamma_i \in \gamma_1, \ldots, \gamma_k$. We consider an ensemble prediction variant of these objectives, where given a fixed set of $k$ policies, we train an ensemble of $M$ predictors $V^{1,1}, \ldots, V^{m,1}, \ldots, V^{1,k}, \ldots, V^{m,k}$, where $m = \frac{M}{T}$ and the value function $V^{i,j}$ is trained on policy (respectively discount factor) $\pi_j$ (respectively $\gamma_j$).

In both cases, under the conditions of the previous theorems the dynamics of the ensemble converge to the dynamics induced by the mean of the set of auxiliary tasks, implying the counter-intuitive result that training with multiple auxiliary tasks doesn’t provide additional utility over the single task setting. This apparent shortcoming can be addressed by ensuring that the weights corresponding to each auxiliary task $\pi_i$ or $\gamma_i$ are initialized in orthogonal subspaces, so that the vector space $V$ in which the representation evolves can be decomposed as $V = \bigoplus_{i \in [J]} V_i$. In this case, we obtain an analogous decomposition of the representation $\Phi$ and its corresponding dynamics, obtaining convergence to a direct sum of the limiting representation of each task. This suggests that the benefits of auxiliary tasks might be maximized by appropriate initialization schemes which encourage the representations learned for each task to be independent.

### 5 Experiments

In this section, we complement the theoretical results above with empirical investigations in both tabular and deep reinforcement learning settings.

#### 5.1 Feature generalisation across the value-improvement path

Having established connections between the representations induced by auxiliary tasks and several decompositions of the environment transition operator, we now turn to the question of how useful these representations are to a reinforcement learning agent. In particular, we address how well representations learnt under one policy generalize under the policy improvement step to approximate future value functions, with particular attention paid to EBFs and RSBFs, the decompositions that feature in our earlier analysis.

To address this question empirically we run tabular policy iteration on a stochastic chain MDP, yielding a sequence of policies $(\pi_j)_{j=1}^J$ and associated value functions $(V_j)_{j=1}^J$. We then compute EBFs and RSBFs associated with $P^\pi$, and compute the acute angle between $V_j$ and the subspace spanned by these features, for each $j \in [J]$; this is in fact equal to a generalisation of the Grassmann distance for subspaces of unequal dimension (Ye and Lim, 2016). We also compare against a baseline of isotropic randomly-generated features; full experimental details are provided in Appendix D.

Figure 3: Transfer of EBFs, RSBFs, and RFs across the value-improvement path of a chain MDP, with and without the value function as an additional feature.
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Figure 4: Learning curves for DDQN, DDQN+RC, DDQN+Ensemble, DDQN+REM, and QR-DQN agents on several dense reward ALE environments. Two games with sparse rewards are shown in the shaded box.

Figure 5: Sweep over number of auxiliary heads for RC, REM and Ensemble. Each bar corresponds to a single game, presented in the same order as Figure 4. Relative score is the per-game score divided by the maximum over all algorithms and hyperparameters.

Results are given in the top row of Figure 3 for the case of four features; each individual heatmap plots Grassmann distances, with rows indexing the policy that generated the features, and columns indexing the policy yielding the target value function. In general, the RSBFs provide better transfer across policies in the improvement path relative to random features and EBFs. For times $j, j' \in [J]$, we observe that the Grassmann distance between the RSBFs of $P^j$ and the value function of $j', V^j', 0 < j < j'$ does.

We also evaluate transfer when the vector $V^j_j$ is added to the set of features, in the bottom row of Figure 3. This contains the subspace to which the value functions described in Proposition 3.5 converge, as the limiting solutions can be described as being of the form $V^j_j + u$ for $u \in \langle U_1, K \rangle$. Surprisingly, we find that in this setting the EBFs for $\pi_j$ outperform RSBFs specifically in predicting $V^{j_j+1}$. This can be observed in the upper off-diagonal the EBF plot in Figure 3. We conclude that the dynamics induced by TD updates may be particularly beneficial to transfer between policies in the value-improvement path, and further study of this phenomenon is a promising avenue for future work.

5.2 Auxiliary tasks for large-scale environments with sparse rewards

We now consider the problem of deep RL agents interacting with environments with sparse reward structure. Motivated by the theoretical results obtained in earlier sections, we study the effects of a variety of auxiliary tasks in this setting; our analysis indicates that random cumulants may be particularly effective in preventing representation collapse in such environments.

We modify a Double DQN agent (Van Hasselt et al., 2016) with a variety of auxiliary tasks, including random cumulants (RC) (Dabney et al., 2020), random ensemble mixtures (REM) (Agarwal et al., 2020), an ensembling approach (Anschel et al., 2017), and also compare with QR-DQN, a distributional agent (Dabney et al., 2018). Full details of these agents, including specific implementation details for deep RL versions of these auxiliary tasks, are given in Appendix D.

We evaluate these agents on a series of Atari games from the Arcade Learning Environment (Bellemare et al., 2013; Machado et al., 2018a), comprising Montezuma’s Revenge, Pong, MsPacman, Seaquest, and Q*bert. In addition, we evaluate on a more challenging, sparse reward, version of Pong in which the agent does not observe negative rewards. We attempted a similar modification of the other three dense reward games, but found no agent or configuration that was able to successfully learn on them. Full details, along with hyperparameters and results on these unsuccessful modifications, are given in Appendix D.
forming well in the sparse-reward environments. Of particular note is the strong performance in Montezuma’s Revenge. We expected reduced performance for DDQN+RC in the dense-reward games, but were surprised to observe improved performance here as well. However, we do note the instability seen in Seaquest. Finally, Figure 5 shows the result of a hyperparameter sweep over the number of auxiliary task heads, revealing relevant differences in the three methods considered. Overall, we find that random cumulants are a promising auxiliary task specifically in sparse-reward environments, and believe that this motivates further theoretical development to close the gap between the dynamics of representations in deep RL agents, and the settings studied above.

6 Related work

As described previously, a wide variety of auxiliary tasks have been demonstrated to improve performance in deep reinforcement learning (Sutton et al., 2011; Anschel et al., 2017; Jaderberg et al., 2017b; Bellemare et al., 2017; Barreto et al., 2017; Miroskwi et al., 2017; Du et al., 2018; Riedmiller et al., 2018; van den Oord et al., 2018; Dabney et al., 2018; Gelada et al., 2019; Fedus et al., 2019; Kartal et al., 2019; Lin et al., 2019; Stooke et al., 2020; Dabney et al., 2020; Guo et al., 2020; Laskin et al., 2020). These works principally focus on demonstrating the empirical benefits of these tasks on agent performance, leaving an analysis as to why these effects occur to future work. Follow-up work on distributional reinforcement learning, for example, has begun to close the theory-practice gap (Lyle et al., 2019; Rowland et al., 2018). There is also a growing body of work on understanding the impact of representations on the sample efficiency of reinforcement learning; see for example Du et al. (2019); Van Roy and Dong (2019); Lattimore et al. (2020).

Further analysis of auxiliary tasks in deep reinforcement learning focuses on their effect on the representation learned by the agent (Bellemare et al., 2019; Dabney et al., 2020) and its ability to approximate the value functions of several policies. Additionally, Ghosh and Bellemare (2020) propose an auxiliary task based on its effect on the stability of learned representations. Kumar et al. (2021) also study representation collapse in deep reinforcement learning, in the absence of auxiliary tasks. Aside from reinforcement learning, there are also related empirical approaches using bootstrapping to shape representations in self-supervised learning (Grill et al., 2020), and theoretical work in characterising the regularising effect of self-distillation (Mobahi et al., 2020) and over-parametrisation (Arora et al., 2019a; Li et al., 2018) in supervised learning.

Recent work in representation learning has its roots in the broader feature selection problem in reinforcement learning. This problem has been extensively studied (Parr et al., 2008, 2007; Mahadevan and Maggioni, 2007; Petrik, 2007; Mahadevan, 2009; Kroon and Whiteson, 2009; Fard et al., 2013; Jiang et al., 2015), particularly in the linear value function approximation setting. Parr et al. (2008) analyze power-iteration-style feature learning methods, to which our analysis of the convergence of features presents notable similarity. Also closely related is the notion of feature adaptation (Menache et al., 2005; Yu and Bertsekas, 2009; Di Castro and Mannor, 2010; Bhatnagar et al., 2013; Prabuchandran et al., 2014, 2016; Barker and Ras, 2019), in which features are adaptively updated simultaneously with the weights used for value function approximation.

7 Conclusion

We have introduced a framework based on learning dynamics to analyse representations in reinforcement learning. This led to a variety of theoretical results concerning learning with and without the presence of auxiliary tasks, as well as several straightforward models for studying representation learning empirically. With this, we were able to thoroughly test a new hypothesis on the effectiveness of particular auxiliary tasks in sparse reward environments, which led to improved understanding of representation learning in RL, as well as practical modifications to deep RL algorithms.

There are many natural follow-up directions to this work. One direction is to further develop the theory associated with the learning dynamics perspective, in order to (i) understand how additional types of auxiliary tasks, in particular auxiliary tasks that don’t correspond to value functions, affect the representations in the learning models developed in this paper, (ii) extend the learning models themselves to incorporate further aspects of large-scale learning scenarios, such as sample-based learning and state-visitation distribution corrections, and (iii) investigate other common learning dynamics, such as gradient TD methods (Sutton et al., 2008). There is also scope for further empirical work to develop an understanding of which auxiliary tasks are useful in certain types of environments, extending the observations relating to sparse-reward environments and random cumulants in this paper. We hope that the community will find this framework useful for testing many more hypotheses in a wide range of scenarios, ultimately leading to a better understanding of how reinforcement learning and representation learning fit together.
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The Grassmann distance $d(\langle v_t \rangle, \langle x \rangle)$ between two one-dimensional subspaces has a particular simple form, given by

$$d(\langle v_t \rangle, \langle x \rangle) = \min \left( \arccos \left( \frac{\langle v_t, x \rangle}{\|v_t\|\|x\|} \right), \arccos \left( \frac{-\langle v_t, x \rangle}{\|v_t\|\|x\|} \right) \right).$$

In our case, for sufficiently large $t$ this yields

\[
d(\langle v_t \rangle, \langle x \rangle) = \arccos \left( \frac{\langle f(t)x + o(f(t)), x \rangle}{\|f(t)x + o([f(t)])\|\|x\|} \right)
= \arccos \left( \frac{\langle x + o(1), x \rangle}{\|x + o(1)\|\|x\|} \right)
\rightarrow \arccos \left( \frac{\langle x, x \rangle}{\|x\|\|x\|} \right)
= 0.
\]

**Lemma A.2.** Let $U_1, \ldots, U_{|\mathcal{X}|}$ be a basis for $\mathbb{R}^X$, let $K < |\mathcal{X}|$, and let $(a_{ij}|i \in [K], j \in [|\mathcal{X}|])$ be real coefficients. Let $0 < \beta_1 < \cdots < \beta_{|\mathcal{X}|}$, and consider time-dependent vectors $W_1(t), \ldots, W_d(t)$ defined by

$$W_i(t) = \sum_{j=1}^{|\mathcal{X}|} a_{ij} e^{-\beta_j t} U_j, \quad t \geq 0.$$ 

Then for almost all sets of coefficients $(a_{ij}|i \in [K], j \in [|\mathcal{X}|])$, we have

$$d(W_{1:K}(t), U_{1:K}) \rightarrow 0.$$ 

**Proof.** Without loss of generality, we may take the vectors $U_1, \ldots, U_{|\mathcal{X}|}$ to be the canonical basis vectors. Under the assumptions of the theorem, we exclude initial conditions for which the matrix $A$ with $(i,j)^{th}$ element $a_{ij}$ is not full rank. Note that under this condition, the matrix $A_k$ with $(k,j)^{th}$ element $a_{ki}e^{\beta_j t}$ is also full rank for all but finitely many $t$. By performing row reduction operations and scaling rows, for all such $t$ we may pass from $(W_k(t) \mid k \in [K])$ to an alternative spanning set $(\tilde{W}_k(t) \mid k \in [K])$ of the same subspace such that $W_k(t) - U_k \in \langle U_{K+1:|\mathcal{X}|} \rangle$, and $\|\tilde{W}_k(t) - U_k\| = O(e^{-t(\beta_{K+1} - \beta_k)}) = o(1)$. We therefore obtain an orthonormal basis for this subspace of the form $U_1 + o(1), \ldots, U_K + o(1)$.

We now use the singular value decomposition characterisation of Grassmann distance in Definition 3.2. Since we have obtained an orthonormal basis for the subspace $(W_k(t) \mid k \in [K])$, the top-$K$ singular values of the matrix $(\sum_{k=1}^K U_k U_k^T)(\sum_{k=1}^K (U_k + o(1))(U_k + o(1))^T)$ determine the Grassmann distance. However, this matrix is equal to diag(1, \ldots, 1, 0, \ldots, 0) + o(1), with $K$ entries of 1 in the diagonal matrix. But the top-$K$ singular values of this matrix are $1 + o(1)$, and so the principal angles between the subspaces are $o(1)$, and hence the Grassmann distance between the subspaces is $o(1)$, as required.

**Proof.**
Lemma A.3. For $M \in \mathbb{N}$, let $(r^m)_{m=1}^M$ be independent random variables drawn from some fixed mean-zero distribution in $\mathcal{D}(\mathbb{R}^{K \times A})$ such that the covariance between coordinates $(x, a)$, $(y, a)$ is $\Sigma_{xy}$, independent of $a \in \mathcal{A}$. Let $(w^m)_{m=1}^M$ be independent random variables taking values in $\mathbb{R}^{K \times A}$, with columns drawn independently from $\mathcal{N}(0, (1/M)I)$. Then $\sum_{m=1}^M r^m (w^m)^\top$ converges (in distribution) to a mean-zero Gaussian distribution over $\mathbb{R}^{X \times K}$, with independent columns, and individual columns having covariance matrix $\Sigma$.

Proof. The proof simply follows by noting that $\sum_{m=1}^M r^m w^m$ may be written $1/\sqrt{M} \sum_{m=1}^M r^m e^m$, with $(e^m)_{m=1}^\infty$ i.i.d. $\mathcal{N}(0, I)$ random variables. The individual terms have the desired mean and variance, and the resulting converge in distribution now follows from the central limit theorem.

Lemma A.4. For fixed $M$, let $(w^m)_{m=1}^M, w^m \in \mathbb{R}^d$, be sampled i.i.d. according to $\mathcal{N}(0, \frac{1}{M} I)$. Then the following hold.

\[
\lim_{M \to \infty} \sum_{m=1}^M w^m (w^m)^\top = I \quad \text{and} \quad \lim_{M \to \infty} \sum_{m=1}^M w^m w^m = \epsilon \sim \mathcal{N}(0, I)
\]

Proof. We prove two results on the limit of $W = \sum_{m=1}^M w^m (w^m)^\top$ as $k \to \infty$. First

\[
\lim_{M \to \infty} \sum_{m=1}^M w^m (w^m)^\top = I,
\]

which we observe by evaluating an arbitrary diagonal and off-diagonal element of $\sum_{m=1}^M w^m (w^m)^\top$. For the diagonal terms, note that

\[
\left( \sum_{m=1}^M w^m (w^m)^\top \right) [j, j] = \sum_{m=1}^M (w_j^m)^2
\]

Now observe that

\[
\mathbb{E} \left[ \sum_{m=1}^M (w_j^m)^2 \right] = M \frac{1}{M} = 1, \quad \text{and} \quad \text{Var} \left( \sum_{m=1}^M (w_j^m)^2 \right) = M \frac{1}{M^2} \to 0
\]

Similarly, for the off-diagonal terms, let $j \neq \ell$. Then we have

\[
\left( \sum_{m=1}^M w^m (w^m)^\top \right) [j, \ell] = \sum_{m=1}^M w_j^m w_\ell^m
\]

and further

\[
\mathbb{E} \left[ \sum_{m=1}^M w_j^m w_\ell^m \right] = 0, \quad \text{and} \quad \text{Var} \left( \sum_{m=1}^M w_j^m w_\ell^m \right) = M \frac{1}{M^2} \to 0;
\]

The limit in probability is immediately implied by Chebyshev’s inequality. The result on $\sum_{m=1}^M w^m$ follows immediately from part 1 and the fact that a sum of Gaussian random variables is another Gaussian random variable whose mean and variance in this case will be a standard normal.

B Proofs

Lemma 3.1. If $(V_t)_{t \geq 0}$ satisfies Equation (3) with initial condition $V_0$ at time $t = 0$, then we have

\[
V_t = \exp(-t(I - \gamma P^\pi))(V_0 - V^\pi) + V^\pi.
\]

Proof. Equation (4) can be verified as a solution to Equation (3) by direct differentiation. Uniqueness of the solution follows since this is an autonomous initial value problem that satisfies the Lipschitz condition, and so the Picard-Lindelöf theorem applies.
Proposition 3.4. Under Assumption 3.3, and \((V_t)_{t\geq 0}\) the solution to Equation (3), for almost every\(^3\) initial condition \(V_0\), we have

\[
d((V_t - V^\pi), (U_1)) \to 0.
\]

Proof. By Assumption 3.3, \(P^\pi\) is diagonalisable, with eigenbasis \(U_1, \ldots, U_{|\mathcal{X}|}\), with corresponding eigenvalues \(\lambda_1, |\mathcal{X}|\) with strictly decreasing magnitudes \(|\lambda_1| > \cdots > |\lambda_{|\mathcal{X}|}|\). We note that \(\exp(-t(I - \gamma P^\pi))\) is also diagonalisable under the same basis, with eigenvalues \(\exp(t(\gamma \lambda_i - 1))\), for \(i = 1, \ldots, |\mathcal{X}|\). We may therefore expand \(V_0\) with respect to this eigenbasis, and write

\[
V_0 - V^\pi = \sum_{i=1}^{|\mathcal{X}|} \alpha_i U_i,
\]

for some \(\alpha_1|\mathcal{X}| \in \mathbb{R}^{|\mathcal{X}|}\). Now note from the differential equation (4), we have

\[
V_t - V^\pi = \exp(-t(I - \gamma P^\pi))(V_0 - V^\pi) = \sum_{i=1}^{|\mathcal{X}|} \alpha_i \exp(t(\gamma \lambda_i - 1)) U_i.
\]

Note that as \(P^\pi\) is a stochastic matrix, we have \(|\lambda_i| \leq 1\) for all \(i = 1, \ldots, |\mathcal{X}|\), and hence \(\exp(t(\gamma \lambda_i - 1)) \to 0\) for all \(i = 1, \ldots, |\mathcal{X}|\). Further, \(\exp(t(\gamma \lambda_i - 1)) = o(\exp(t(\gamma \lambda_1 - 1)))\) for all \(i = 2, \ldots, |\mathcal{X}|\). We make the additional assumption that \(\alpha_1 \neq 0\), which makes the 'almost every initial condition' assumption in the statement precise. Under this assumption, we therefore have

\[
V_t - V^\pi = \alpha_1 \exp(t(\gamma \lambda_1 - 1)) U_1 + \sum_{i=2}^{|\mathcal{X}|} \alpha_i \exp(t(\gamma \lambda_i - 1)) U_i = \alpha_1 \exp(t(\gamma \lambda_1 - 1)) U_1 + o(\exp(t(\gamma \lambda_1 - 1)) \).
\]

Then Lemma A.1 applies to give \(d((V_t - V^\pi), (U_1)) \to 0\), as required.

Proposition 3.5. Under Assumption 3.3, and \((V_t^{(k)})_{t\geq 0}\) the solution to Equation (3) for each \(k = 1, \ldots, K\), for almost every initial condition \((V_0^{(k)})_{k=1}^K\), we have

\[
d((V_t^{(k)} - V^\pi \mid k \in [K]), (U_{1:K})) \to 0.
\]

Proof. Expanding \(V_0^{(k)} - V^\pi\) with respect to \(U_1, \ldots, U_{|\mathcal{X}|}\) for each \(k = 1, \ldots, |\mathcal{X}|\), we obtain expressions of the form

\[
V_0^{(k)} - V^\pi = \sum_{i=1}^{|\mathcal{X}|} a_{k,i} U_i.
\]

By the ODE solution in Lemma 3.1, we then have

\[
V_t^{(k)} - V^\pi = \sum_{i=1}^{|\mathcal{X}|} a_{k,i} e^{-t(1-\gamma \lambda_i)} U_i.
\]

We may now apply Lemma A.2 to obtain the desired result.

Lemma 3.6. Let \(\Phi_t\) and \(w_t\) parameterize a value function approximator as defined above. Then

\[
\partial_t \Phi_t = \alpha (R^\pi + \gamma P^\pi \Phi_t w_t - \Phi_t w_t) w_t^\top, \tag{7}
\]

\[
\partial_t w_t = \beta \Phi_t^\top (R^\pi + \gamma P^\pi \Phi_t w_t - \Phi_t w_t). \tag{8}
\]

Proof. This follows immediately by computing the derivatives in Equations (5) & (6), and so we omit the direct calculations.

\(^3\)In the measure-theoretic sense that the set of excluded initial conditions \(V_0\) has Lebesgue measure 0.
The corresponding limiting trajectories for a fixed initialisation $\Phi_0 \in \mathbb{R}^{X \times K}$, are therefore given respectively by

$$\lim_{M \to \infty} \Phi_t^P = \exp(-t(I - \gamma P^*)\Phi_0) ,$$

$$\lim_{M \to \infty} \Phi_t^D = \exp(-t(I - \gamma P^*)\Phi_0 - (I - \gamma P^*)^{-1} R \epsilon^\top) + (I - \gamma P^*)^{-1} R \epsilon^\top, \epsilon \sim \mathcal{N}(0, I).$$

**Proof.** We write the dynamics on $\Phi_t^M$ as follows and apply the results of Lemma A.4. We first consider the scaled initialization setting (implicitly setting the learning rate $\alpha = 1$), where we find

$$\partial_t \Phi_t^M = (I - \gamma P^*)\Phi_t^M \sum_{m=1}^M w^m(w^m)^\top + \sum_{m=1}^M R^\top w^m$$

$$\lim_{M \to \infty} \partial_t \Phi_t^M = (I - \gamma P^*)\Phi_t^M \lim_{M \to \infty} \sum_{m=1}^M w^m(w^m)^\top + \lim_{M \to \infty} R^\top \sum_{m=1}^M w^m$$

$$= (I - \gamma P^*)\Phi_t^M I + R^\top \epsilon^\top, \epsilon \sim \mathcal{N}(0, I).$$

We further observe that, for any finite interval, in the setting of zero reward we obtain uniform convergence of the induced trajectory $\Phi_t^M$ to the trajectory of the limiting dynamics. We first observe that for a fixed initialization, we have that the induced dynamics are linear (in the zero-reward setting, affine otherwise) function of $\Phi_t^M$, and so

$$\partial_t \Phi_t^M = (I - \gamma P^*)\Phi_t^M \sum_{m=1}^M w^m(w^m)^\top = \mathcal{L}^M \Phi_t^M$$

where $\mathcal{L}^M(A) = (I - \gamma P^*)A \sum_{m=1}^M w^m(w^m)^\top$

$$\implies \Phi_t^M = \exp(t\mathcal{L}^M)\Phi_0^M.$$

Because the function $t \mapsto \exp(tA)$ is Lipschitz on a bounded interval for any $A$, this implies that for any finite interval $[0, T]$, the functions $t \mapsto \Phi_t^M$, as well as limiting solution, are $L$-Lipschitz for some $L$. Further, since the exponential is continuous,

$$\lim_{M \to \infty} \Phi_t^M = \lim_{M \to \infty} \exp(t\mathcal{L}^M)\Phi_0^M = \exp(t \lim_{M \to \infty} \mathcal{L}^M)\Phi_0 = \exp(-t(I - \gamma P^*))\Phi_0 = \Phi_t^\infty.$$

Therefore, the functions $t \mapsto \Phi_t^M$ are $L$-Lipschitz and converge to the limit $\Phi_t^\infty$ on the interval $[0, T]$, which implies that they converge uniformly.

To evaluate the scaled learning rate setting, we observe that we now have

$$\partial_t \Phi_t^M = \frac{1}{M} (I - \gamma P^*)\Phi_t^M \sum_{m=1}^M w^m(w^m)^\top + \sum_{m=1}^M R^\top w^m$$

$$= \frac{1}{M} \partial_t \Phi_t^M.$$
Proof. As described in the proof of Theorem 4.1, we have \( \Phi_t = \exp(-t(I - \gamma P^\pi))(\Phi_0 - \Phi_\infty) + \Phi_\infty \). Under Assumption 3.3, we may now apply an analogous argument as in Proposition 3.5 to the columns of \( \Phi_t - \Phi_\infty \), and apply Lemma A.2 to obtain the desired result.

Theorem 4.3. For fixed \( M \in \mathbb{N} \), let the random rewards \( (r^m)_{m=1}^M \) and weights \( (w^m)_{m=1}^M \) be as defined above, let \( \alpha = 1 \), and consider the representation dynamics in Equation (15), with weights fixed throughout training (\( \beta = 0 \)). Let \( \Sigma \) denote the covariance matrix of the random cumulant distribution. Then

\[
\lim_{M \to \infty} \sum_{m=1}^M r^m (w^m)^\top \overset{D}{=} \Sigma \sim \mathcal{N}(0, \Sigma), \quad \text{and} \\
\lim_{M \to \infty} \Phi_t^M \overset{D}{=} \exp(-t(I - \gamma P^\pi))(\Phi_0 - (I - \gamma P^\pi)^{-1} Z_\Sigma) \\
+ (I - \gamma P^\pi)^{-1} Z_\Sigma.
\]

As the columns of \( Z_\Sigma \) are mean-zero, uncorrelated, with covariance matrices \( \Sigma \), the limiting distribution of each column of \( \Phi_\infty = \lim_{t \to \infty} \lim_{M \to \infty} \Phi_t^M \) has covariance \( \Psi \Sigma \Psi^\top \), where \( \Psi \) is the resolvent \( (I - \gamma P^\pi)^{-1} \).

Proof. We recall from Theorem 4.1 that the limiting dynamics follow the distribution

\[
\lim_{t \to \infty} \lim_{M \to \infty} \Phi_t \overset{D}{=} \lim_{t \to \infty} \exp(-t(I - \gamma P^\pi))(\Phi_0 - (I - \gamma P^\pi)^{-1} Z_\Sigma) + (I - \gamma P^\pi)^{-1} Z_\Sigma \\
\overset{D}{=} (I - \gamma P^\pi)^{-1} Z_\Sigma
\]

for which we can straightforwardly apply known properties of Gaussian distributions: namely, that the distribution of a linear transformation \( A \) of a Gaussian random variable with parameters \( \mu, \Sigma \) is also Gaussian with mean \( A \mu \) and covariance \( A \Sigma A^\top \). Letting \( A = (I - \gamma P^\pi) \) therefore gives the desired result.

Corollary 4.4. Under the feature flow (15) with \( w^m_i \) fixed at initialization for each \( i = 1, \ldots, M \) and Assumption 3.3, for almost all initialisations \( \Phi_0 \), we have when \( R^\pi = 0 \)

\[
d(\lim_{M \to \infty} \langle \Phi_t^M - \Phi_\infty, (U_{1:k}) \rangle) \to 0, \quad \text{as } t \to \infty.
\]

Proof. As described in the proof of Theorem 4.3, we have \( \Phi_t = \exp(-t(I - \gamma P^\pi))(\Phi_0 - (I - \gamma P^\pi)^{-1} Z_\Sigma) + (I - \gamma P^\pi)^{-1} Z_\Sigma \). Under Assumption 3.3, we may now apply an analogous argument as in Proposition 3.5 to the columns of \( \Phi_t - (I - \gamma P^\pi)^{-1} Z_\Sigma \), and apply Lemma A.2 to obtain the desired result.

Corollary 4.2. Under the feature flow (9) with \( w^m_i \) fixed at initialization for each \( i = 1, \ldots, M \) and Assumption 3.3, for almost all initialisations \( \Phi_0 \), we have when \( R^\pi = 0 \)

\[
d(\langle \Phi_t, (U_{1:k}) \rangle) \to 0, \quad \text{as } t \to \infty.
\]
C Additional results from Table 1

We begin this section by noting the following property of systems following linear dynamics.

Lemma C.1. Let $\Phi_t \in \mathbb{R}^{X \times M}$ follow the dynamics $\partial_t \Phi_t \overset{D}{=} A \Phi_t + B$, where $A$ is a linear operator for which all eigenvalues have negative real part, and $B$ is a vector. Then

$$\lim_{t \to \infty} \Phi_t = -A^{-1}B.$$  \hfill (27)

Further, if $A$ is diagonalisable, with all eigenvalues of different magnitudes,

$$\lim_{t \to \infty} d((\Phi_t - \Phi_\infty), (U_{1:k}(A))) = 0,$$  \hfill (28)

where $U_i(A)$ is the eigenvector of $A$ corresponding to the eigenvalue with $i$th largest magnitude.

Proof. We observe that the dynamics $\partial_t \Phi_t = A \Phi_t$ induce the trajectory

$$\Phi_t = \exp(tA)\Phi_0 + (I - \exp(tA))(-A^{-1}B),$$  \hfill (29)

with limit $\Phi_\infty = -A^{-1}B$. When $A$ is diagonalizable, we can therefore straightforwardly apply the results of Lemma A.2 to get that the limiting subspace will be characterized by the top $k$ eigenvectors of $A$. In the settings we are interested in, $A = -(I - \gamma P^\pi)$ for some $\pi$ and some $\gamma$, and so the principal eigenvectors of $A$ will be the principal eigenvectors of $P^\pi$. \hfill \blacksquare

The following two theorems characterize the learning dynamics under the past policies and multiple timescale auxiliary tasks listed in Table 1. With these characterizations, it becomes straightforward to deduce $\Phi_\infty$ and the limiting subspace error as a direct consequence of the previous lemma.

Theorem C.2. Let $\pi_1, \ldots, \pi_L$ be a fixed set of policies. Given fixed $M$ and $L$, we define the indexing function $i_m = \lceil \frac{L}{m} \rceil$ for $m \in [1, M]$. Let $\Phi_t^M$ follow the dynamics

$$\partial_t \Phi_t^M = \sum_{m=1}^M -((I - \gamma P^\pi_{i_m})\Phi_t^M w_{t}^{m} + R^\pi_{i_m})(w_{t}^{m})^\top,$$  \hfill (30)

Then $\Phi_t^M$ satisfies the following dynamics and trajectory in the limit as $M \to \infty$, where $\bar{\pi} = \sum_{i=1}^L \pi_i$ and $\epsilon_i \in \mathbb{R}^d$ is an isotropic Gaussian with variance $\frac{1}{L}$. Note that we cannot naively average the rewards without changing the variance of the induced distribution unless $R^\pi_i = R^\pi \bar{\pi}$ for all $i, j$.

$$\lim_{M \to \infty} \partial_t \Phi_t^M \overset{D}{=} -(I - \gamma P^\bar{\pi})\Phi_t + \sum_{i=1}^L R^\pi_i \epsilon_i,$$  \hfill (31)

$$\lim_{M \to \infty} \Phi_t^M \overset{D}{=} \exp(-t(I - \gamma P^\bar{\pi}))(\Phi_0 - \Phi_\infty) + (I - \gamma P^\bar{\pi})^{-1}\left(\sum_{i=1}^L R^\pi_i \epsilon_i^\top\right).$$  \hfill (32)

Proof. The result on the trajectories follows immediately from the result on the dynamics, so it suffices to prove convergence of the dynamics. We approach this problem by decomposing the dynamics of $\Phi_t^M$ as follows.

$$\partial_t \Phi_t^M = \sum_{m=1}^M -((I - \gamma P^\pi_{i_m})\Phi_t^M w_{t}^{m})(w_{t}^{m})^\top - \sum_{m=1}^M R^\pi_{i_m} (w_{t}^{m})^\top.$$  \hfill (33)

We first consider the random variables in the term which includes the rewards $R^\pi$. For this, we can directly apply the results from the previous theorems to the random variables $\epsilon_j = \sum_{m:i_m=j} w^m$, whose limiting variance is easily computed to be

$$\lim_{M \to \infty} \text{Var} \left( \sum_{m:i_m=j} w^m \right) = \lim_{M \to \infty} \sum_{\{i_m \leq M\}} \frac{1}{M} I = \frac{1}{L} I.$$  \hfill (34)
On The Effect of Auxiliary Tasks on Representation Dynamics

For the term which depends on $\Phi_t$, we see

\[
\sum_{m=1}^{M} - (I - \gamma P^\pi_m) \Phi_t^M w_t^m(w_t^m)^\top = \sum_{i=1}^L \sum_{m:i_m=i}^{M} - (I - \gamma P^\pi_m) \Phi_t^M w_t^m(w_t^m)^\top = \sum_{i=1}^L - (I - \gamma P^\pi) \Phi_t^M \sum_{m:i_m=i}^{M} w_t^m(w_t^m)^\top .
\]

(35)

Since $L$ is finite and fixed, $\sum_{m:i_m=i}^{M} w_t^m(w_t^m)^\top$ converges to $\frac{1}{L} I$

\[
\lim_{M \to \infty} \frac{1}{M} I - \gamma P^\pi \Phi_t^M = -(I - \gamma P^\pi) \Phi_t^M - \left( \sum_{i=1}^L R^\pi \epsilon_i \right) .
\]

(40)

**Corollary C.3.** The above result can be readily adapted to the setting in which each head predicts a randomly selected (deterministic) policy in MDPs with finite state and action spaces. Let $L = |A||X|$, $\{\pi_1, \ldots, \pi_L\}$ be an enumeration of $A^X$, and $i_m$ denote the index of the policy randomly assigned to head $m$; then the above result still holds, and $\bar{\pi}$ is the uniform policy.

**Theorem C.4.** We consider the task of predicting the value functions of a fixed policy under multiple discount rates $\gamma_1, \ldots, \gamma_L$. For fixed $M$, $L$, let $i_m$ denote the indexing function defined in Theorem C.2 Let $\Phi_t$ follow the dynamics

\[
\partial_t \Phi_t^M = \sum_{m=1}^{M} - ((I - \gamma_i P^\pi) \Phi_t^M w_t^m + R^\pi)(w_t^m)^\top .
\]

(41)

Then the limiting dynamics as $M \to \infty$ of $\Phi_t^M$ are as follows, where $\bar{\gamma} = \frac{1}{L} \sum \gamma_i$

\[
\lim_{M \to \infty} \partial_t \Phi_t^M \overset{D}{=} -(I - \bar{\gamma} P^\pi) \Phi_t + R^\pi \epsilon^\top
\]

(42)

and

\[
\lim_{M \to \infty} \Phi_t^M \overset{D}{=} \exp(-t(I - \gamma P^\pi))(\Phi_0 - \Phi_\infty) + (I - \gamma P^\pi)^{-1} R^\pi \epsilon^\top .
\]

(43)

**Proof.** We follow a similar derivation as for Theorem C.2 in deriving the component of the dynamics which depends on $\Phi_t^M$. The result of Theorem 4.1 immediately applies to the $\sum R^\pi(w_t^m)^\top$ term:

\[
\sum_{m=1}^{M} - (I - \gamma_i P^\pi_m) \Phi_t^M w_t^m(w_t^m)^\top = \sum_{i=1}^L \sum_{m:i_m=i}^{M} - (I - \gamma_i P^\pi_m) \Phi_t^M w_t^m(w_t^m)^\top = \sum_{i=1}^L - (I - \gamma_i P^\pi) \Phi_t^M \sum_{m:i_m=i}^{M} w_t^m(w_t^m)^\top .
\]

(44)

(45)
Since $L$ is finite and fixed, $\sum_{m:i_m=1}^{M} w_m^T (w_m^m)^T$ converges to $\frac{1}{L} I$ as before:

\[
\lim_{M \to \infty} \sum_{i=1}^{L} -(I - \gamma \pi P^\pi) \Phi^i M - \frac{1}{L} I
\]

(46)

\[
= -(I - \sum_{i=1}^{L} \frac{\gamma}{L} P^\pi) \Phi^i M
\]

(47)

\[
= -(I - \bar{\gamma} P^\pi) \Phi^i M.
\]

(48)

\[
\square
\]

D Experimental details

D.1 Experimental details for Figure 2

In our evaluations of the evolution of single feature vectors, we compute the continuous-time feature evolution defined in Equation (5), using $P^\pi$ defined by a random walk on a simple Four-Rooms Gridworld with no reward. We use a randomly initialized representation $\Phi \in \mathbb{R}^{|X| \times 10}$, and use a single column of this matrix in our feature visualization (we observed similar behaviour in each feature). To compute trajectories, we use the SciPy ODE solver `solve_ivp` (Virtanen et al., 2020).

D.2 Experimental details for Section 5.1

Here, we provide details of the environment used in producing Figure 5.1. The environment is a 30-state chain, with two actions, left and right, which move the agent one state to the left or right, respectively. When the agent cannot move further left or right (due to being at an end state of the chain), the result of the corresponding action keeps the agent in the same state. There is additionally environment stochasticity of 0.01, meaning that with this probability, a uniformly random action is executed instead. This stochasticity ensures that $P^\pi$ satisfies the conditions of Assumption 3.3. Taking the action left in the left-most state incurs a reward of +2, and taking the action right in the right-most state incurs a reward of +1; all other rewards are zero.

D.3 Experimental details for Section 5.2

We modify a base Double DQN agent (Van Hasselt et al., 2016) and evaluate on the ALE without sticky actions (Bellemare et al., 2013). Our agents are implemented in Jax (Bradbury et al., 2018), and are based on the DQN Zoo (Quan and Ostrovski, 2020). Unless otherwise mentioned, all hyperparameters are as for the default Double DQN agent, with the exception of the epsilon parameter in the evaluation policy, which is set to 0.001 in all agents, and the optimizer, which for agents using auxiliary tasks CV, REM and Ensemble is Adam with epsilon $1/\sqrt{32}$, and a lightly tuned learning rate; see below for further details.

Experimental results shown in bar plots, such as Figures 5 and 7, report a “relative score” which is the per-game score normalized by the maximum average score achieved by any agent or configuration. The same, per-game, normalization values are used for all such figures.

Auxiliary task details. In this section, we describe the implementations of all auxiliary tasks considered in the main paper.

- **QR-DQN.** The implementation and hyperparameters match QR-DQN-1 in Dabney et al. (2018).
- **DDQN+RC.** We use a many-head DQN network which is identical to the standard neural network used for DQN, except that the output dimension is $(M + 1) \times |\mathcal{A}|$ instead of $|\mathcal{A}|$, where $M$ is the number of auxiliary heads. Random cumulants are generated using a separate neural network with the same architecture as a standard DQN, but with output dimension equal to the number of auxiliary heads. The width of the Huber loss for each auxiliary head is equal to the number of auxiliary tasks. Let $\phi(x) \in \mathbb{R}^M$ be the output of the cumulant network given input observation $x$, with $M$ the number of auxiliary heads. Then the cumulant for auxiliary head $m$, at time step $t$, is given by $c_t = s \times (\phi(x_{t+1}) - \phi(x_t))$, where $s \in \mathbb{R}$ is a scaling factor. We
performed a small hyperparameter sweep over scaling factors in \( \{1, 10, 100, 500\} \), finding \( s = 100 \) to provide the best performance and use this value for all reported experiments. Note that this auxiliary task and the details are nearly identical to the \textit{Cumulant Values} auxiliary task of Dabney et al. (2020), except that we do not pass the values through a tanh non-linearity as this did not appear to have any impact in practice. We performed a hyperparameter sweep over learning rates and gradient norm clipping for this agent, considering learning rates \( \{0.00025, 0.0001, 0.00005\} \) and gradient clipping in \( \{10, 40\} \). We found that a learning rate of 0.00005 and gradient norm clipping of 40 to work best and use these values for all experiments.

- \textit{DDQN+REM}. We use a many-head variant of Double DQN, with heads trained according to the REM loss of Agarwal et al. (2020). For the agent’s policy, an argmax over a uniform average of the heads is used. We swept over learning rates of 0.0001 and 0.00005, generally finding 0.00005 to perform best.

- \textit{DDQN+Ensemble}. As for the REM auxiliary task, we use a many-head variant of Double DQN. Each head is trained using its own double DQN loss, and the resulting losses are averaged. For the agent’s policy, an argmax over a uniform average of the heads is used. We swept over learning rates of 0.0001 and 0.00005, generally finding 0.00005 to perform best.

**Modified dense-reward games.** We modified four Atari games (Pong, MsPacman, Seaquest, and Q*bert) to obtain sparse, harder versions of these games to test the performance of random cumulants and other auxiliary tasks. The details of these games are given below. In each case a low-valued, commonly encountered reward is ‘censored’, which means that during training the agent observes a reward of 0 instead of the targeted reward. When evaluated, and thus for all empirical results reported, the standard uncensored rewards are reported.

- **Sparse Pong.** All negative rewards are censored (i.e. set to 0 before being fed to the agent), so the agent receives a reward of +1 for scoring against the opponent, but no reward when it concedes a point to the opponent. As 0, 1, and −1 are the only rewards in Pong, this modification makes Pong significantly harder. The agent can no longer learn to ‘avoid losing points’, but can only improve by learning to score points directly.

- **Sparse MsPacman.** All rewards less than or equal to 10 are censored. This corresponds to rewards for the numerous small pellets that MsPacman eats, but not the larger pellets or ghosts. Each level ends when all of the small pellets are consumed, thus, by hiding these from the agent we may have significantly changed the primary incentive for the agent to advance the game.

- **Sparse Seaquest.** All rewards less than or equal to 20 are censored. This corresponds to the rewards for shooting the sharks underwater, but not the rewards for picking up divers or surfacing. Additionally, even the rewards for sharks increase beyond this level, and thus become visible, once the agent has surfaced and collected enough divers.

- **Sparse Q*bert.** All rewards less than or equal to 25 are censored. These are the rewards for flipping the colour of a tile, which is the primary source of reward and the mechanism for advancing to the next level of the game. Once all tiles are flipped, the agent will go to the next level. However, the agent can still observe rewards for going to the next level and for dispatching the enemies.

As described in the main paper, we found that the sparse versions of MsPacman, Seaquest, and Q*bert were too difficult for any agent we tested to achieve a reasonable level of performance. In Figure 6, we display the performance of several auxiliary tasks on these games, noting that the performance achieved is extremely low in comparison to the agents trained on the standard versions of these games (see Figure 4).

**Hyperparameter sweeps.** In Figure 7 we vary the weight of the auxiliary loss for the random cumulants agents, with the aim of understanding how this hyperparameters affect each method’s performance. Next, in Figures 8 and 9 we present the results of a hyperparameter sweep for Ensemble and REM respectively. For these two, since there is no separate auxiliary loss as in RC, we vary number of heads and the learning rate. Results presented in the main text use the best settings for each algorithm found from these sweeps.
Figure 6: Learning curves on sparsified MsPacman (left), sparsified Seaquest (centre), and sparsified Q*bert (right).

Figure 7: Results of hyper-parameter sweep for Random Cumulant (RC) method, where each row is for a different value of multiplicative scale applied to the auxiliary losses and each bar corresponds to the number of auxiliary heads ($M$). Note that the first row of results corresponds to initializing a network with the auxiliary heads, but setting the weight to zero, effectively disabling the auxiliary task.
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Figure 8: Results of hyper-parameter sweep for the Ensemble method, where each row is for a different learning rate and each bar corresponds to the number of auxiliary heads ($M$).

Figure 9: Results of hyper-parameter sweep for the REM method, where each row is for a different learning rate and each bar corresponds to the number of auxiliary heads ($M$).
E Extensions beyond one-step temporal difference learning

Our analysis in the main paper has focused on the case of learning dynamics under one-step temporal difference learning. This choice is largely because one-step temporal difference learning is such a popular algorithm, not because the results do not hold more generally. In this section, we describe the elements of analogous results for \( n \)-step learning and TD(\( \lambda \)) for interested readers. We focus on the case of value function dynamics, and believe extensions of the representation dynamics analysis in the main paper along these lines will be interesting directions for future work.

E.1 Temporal difference learning with \( n \)-step returns

In the case of \( n \)-step returns, the dynamics on the value function \( (V_t)_{t \geq 0} \) are given by

\[
\partial_t V_t(x) = \mathbb{E}_\pi \left[ \sum_{k=0}^{n-1} \gamma^k R_k + \gamma^n V_t(X_n) \right| X_0 = x] - V_t(x).
\]

In full vector notation, we have

\[
\partial_t V_t = -(I - \gamma^n (P^\pi)^n) V_t + \left[ \sum_{k=0}^{n-1} (\gamma P^\pi)^k \right] R^\pi.
\]

The solution to this differential equation is

\[
V_t = \exp(-t(I - (\gamma P^\pi)^n))(V_0 - V^\pi) + V^\pi.
\]

This bears a close relationship with the result obtained for 1-step temporal difference learning in the main paper. As expected, we obtain the same limit point. Further, under Assumption 3.3, \((P^\pi)^n\) has the same eigenvectors as \(P^\pi\), and so results analogous to Propositions 3.4 & 3.5 hold for \( n \)-step temporal difference learning too under these conditions.

E.2 Temporal difference learning with \( \lambda \)-returns

In the case of temporal difference learning with \( \lambda \)-returns (for \( \lambda \in [0, 1) \)), the dynamics on the value function \( (V_t)_{t \geq 0} \) are given by

\[
\partial_t V_t(x) = \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} (\lambda \gamma)^k (P^\pi)^k (R^\pi + \gamma P^\pi V_t(X_{k+1}) - V_t(X_k)) \right| X_0 = x] - V_t(x).
\]

In full vector notation, we have

\[
\partial_t V_t = \sum_{k=0}^{\infty} (\lambda \gamma)^k (P^\pi)^k (R^\pi + \gamma P^\pi V_t - V_t)
\]

The solution to this differential equation is

\[
V_t = \exp\left( t \left( (1 - \lambda) \sum_{k=1}^{\infty} \lambda^{k-1} \gamma^k (P^\pi)^k - I \right) \right) (V_0 - V^\pi) + V^\pi.
\]

As with \( n \)-step temporal difference learning, this bears a close relationship with the result obtained for 1-step temporal difference learning in the main paper. As expected, we obtain the same limit point. Further, under Assumption 3.3, each \((P^\pi)^k\) has the same eigenvectors as \(P^\pi\), and so results analogous to Propositions 3.4 & 3.5 hold for \( n \)-step temporal difference learning too under these conditions.
F Beyond diagonalisability assumptions

In this section, we briefly describe extensions of the results of the main paper in scenarios where Assumption 3.3 does not hold. There are two main cases we consider: (i) those in which \( P^\pi \) is still diagonalisable, but does not have all eigenvalues with distinct magnitudes; and (ii) those in which \( P^\pi \) is not diagonalisable.

In the former case, we do not have the different convergence rates of coefficients of different eigenvectors as in the proof of Proposition 3.5. By similar arguments we can still deduce convergence of \( V_t \) to the span of the eigenspaces with highest magnitude eigenvalues, but we can no longer deduce convergence to individual eigenspaces if there are several other eigenvalues with the same magnitude as the eigenvalue concerned. Note also that this includes the case where the matrix \( P^\pi \) is complex- but not real-diagonalisable, since in such case non-real eigenvalues must come in conjugate pairs (which are necessarily of the same absolute value).

In the latter case, we no longer have an eigenbasis for \( \mathbb{R}^V \) based on \( P^\pi \). However, we can consider the Jordan normal decomposition, and may still recover analogous results to those in main paper, where convergence is now to the subspaces generated by Jordan blocks with high absolute value eigenvalues. See Parr et al. (2008) for further commentary on Jordan normal decompositions in feature analysis.

G Further discussion of features and operator decompositions

Proto-value functions (PVFs), were first defined by Mahadevan and Maggioni (2007) as the eigenvectors of the incidence matrix induced by the environment transition matrix \( P \). In the ensuing years, the term PVF has been used to refer to a number of related but not necessarily equivalent concepts. To clarify our use of the term and the relationship of our decompositions of the resolvent and transition matrices of an MDP, we provide a brief discussion here; a summary is provided in Table 2.

We will use \( A \) to refer to the adjacency matrix of the unweighted, undirected graph induced by the matrix \( P \) (i.e. \( A[i,j] = 1 \) if there exists some action with nonzero probability of taking the agent from state \( i \) to state \( j \) or from state \( j \) to state \( i \), and 0 otherwise). \( L_G \) will refer to the graph Laplacian based on this matrix \( A \).

We can additionally consider the Laplacian of the weighted, directed graph defined by \( P^\pi \); we will refer to this matrix as \( L_P^\pi \), in reference to its dependence on the probability of transitioning. \( T \) denotes the matrix defined by a collection of sampled transitions indexed by \( t \), with entries \( T_{it} = -1 \) if the transition \( t \) leaves \( i \) and +1 if it enters state \( i \).

Our first observation is that eigendecomposition and SVD are equivalent for symmetric matrices because any real symmetric matrix has an orthogonal eigenbasis; this means that performing either decomposition yields the same eigenvectors and easily related eigenvalues. Our second observation is that when \( P^\pi \) is not symmetric, its singular value decomposition and eigendecomposition may diverge; further, the relationship between the SVD of the resolvent matrix \( \Psi = (I - \gamma P^\pi)^{-1} \) and of \( P^\pi \) is no longer straightforward, despite the eigenspaces of the two matrices being analogous. This means that analysis of the singular value decomposition of \( P^\pi \) does not immediately imply any results about the resolvent matrix.

| Matrix                  | SVD                                      | Eigendecomposition (ED) |
|------------------------|------------------------------------------|--------------------------|
| \( L_G \)              | PVFs (Mahadevan and Maggioni, 2007)     | Equivalent to SVD        |
| \( T \)                | sometimes \( \equiv \) ED\((L_G)\) (Machado et al., 2017) \( \neq \) ED\((L_P^\pi)\) | not discussed            |
| \( L_P^\pi \)          | RSBFs                                   | \( \equiv \) \( L_P^\pi \) |
| \( (I - \gamma P^\pi)^{-1} \) | Behzadian and Petrik (2018)               | \( \equiv \) \( L_P^\pi \) |
| \( P^\pi \)            |                                         |                          |

Table 2: Summary of decompositions of various matrices associated with MDP transition operators, and associated features.

Finally, we note that applying a uniform random walk policy may not be sufficient to guarantee that \( P^\pi \) will be symmetric, and that in general it will not be possible to obtain a policy which will symmetrize the transition matrix. For example: when \( G \) is a connected, non-regular graph (as is the case in many environments such as chains), there must be a node \( v \) of degree \( d \) adjacent to a node \( v' \) of degree \( d' \neq d \). A random walk policy will assign \( p(v,v') = \frac{1}{d} \), while \( p(v', v) \) will receive probability \( \frac{1}{d'} \); thus, \( P^\pi \) will not be symmetric. Fortunately, this
is not a barrier to spectral analysis; the eigenvectors and eigenvalues of $P^\pi$ will still be real, as their transition matrix will be similar to a symmetric matrix. We defer to Machado et al. (2017) for a more detailed discussion of this relationship.

### H Bayes-optimality of RSBFs

We can develop the discussion of RSBFs beyond their properties as a matrix decomposition described in Section G to observe that the RSBFs characterize the Bayes-optimal features for predicting an unknown value function given an isotropic Gaussian prior distribution on the reward, and further characterize a Bayesian posterior over value functions given by conditioning on the known dynamics of the MDP. We will denote by $V_K(\Psi)$ the top $K$ eigenvectors of the matrix $\Psi \Psi^\top$, i.e. the top $K$ left singular vectors of $\Psi$.

**Corollary H.1.** Under an isotropic Gaussian prior on reward function $r \in \mathbb{R}^X$, the subspace $V_K(\Psi)$ corresponds to the optimal subspace with respect to the following regression problem.

$$
\min_{\Phi \in \mathbb{R}^{X \times K}} E_{r \sim \mathcal{N}(0, I)} \left[ \| \Pi_{\Phi^+} (I - \gamma P^\pi)^{-1} r \| ^2 \right],
$$

where $\Pi_{\Phi^+}$ denotes orthogonal projection onto the orthogonal complement of $\Phi$.

**Proof.** Let $S$ denote some subspace $S \subset V$.

$$
E[\| \Pi_S \Psi r \|^2] = E[r^\top \Psi^\top \Pi_S^\top \Pi_S \Psi r]
$$

(50)

We note that for any real symmetric matrix $A$ we can rewrite $A = \sum \alpha_i v_i v_i^\top$.

$$
E[r^\top \Psi^\top \Pi_S^\top \Pi_S \Psi r] = E[r^\top (\sum \alpha_i v_i v_i^\top)r] = \sum \alpha_i (r^\top v_i)(v_i^\top r)
$$

(51)

$$
= \sum \alpha_i v_i^\top r r^\top v_i = \sum \alpha_i v_i^\top E[r r^\top] v_i
$$

(52)

$$
= \sum \alpha_i v_i^\top v_i = \text{Tr}(\Psi^\top \Pi_S^\top \Pi_S \Psi) = \text{Tr}(\Psi^\top \Pi_S \Psi)
$$

(53)

Finally, we can re-express the minimization problem as follows

$$
\arg\min_{S: \text{Dim}(S) = k} \text{Tr}(\Psi^\top (\Pi_S^+)) = \arg\max_{S: \text{Dim}(S) = k} \text{Tr}(\Psi^\top \Pi_S \Psi)
$$

(54)

Now, because the subspace spanned by the top $k$ left-singular vectors $\{u_1, \ldots, u_k\}$ of $\Psi$ is known to be the maximizer of the above equation, we finally obtain

$$
= \langle u_1, \ldots, u_k \rangle = V_K(\Psi).
$$

(55)

**Corollary H.2.** The limiting distribution of $\Phi^M$ under the random cumulant auxiliary task described in Theorem 4.3 is equivalent to the Bayesian posterior over value functions obtained by conditioning on the dynamics $P^\pi$, and given a prior distribution on the reward function equal to $\mathcal{N}(0, \Sigma)$.

**Proof.** Each column of $Z_\Sigma$ is sampled from an isotropic Gaussian distribution, and therefore each feature $\phi_i \sim (I - \gamma P^\pi) \epsilon_i$. It therefore suffices to show that under a suitable prior distribution, the distribution of $\phi_i$ is equal to a Bayesian posterior. For this, it suffices to show that such a posterior can be obtained by conditioning on the transition dynamics $P^\pi$, and looking at the induced pushforward measure on the reward distribution. Noting that $(I - \gamma P^\pi)$ is invertible, we then obtain the following prior over $V^\pi$, assuming an isotropic Gaussian prior on $p_r(r)$ and any arbitrary distribution over potential transition dynamics $p_\pi(P^\pi)$ which covers $\mathbb{R}^{[S] \times d}$.

$$
P(V^\pi) = \int_{(r, P^\pi)} 1[(I - \gamma P^\pi)^{-1}r = V^\pi] dp_r(r) dp_\pi(P^\pi)
$$

(56)
We observe that the random variable $V^\pi$ has conditional distribution $P(V^\pi|P^\pi) = P((I - \gamma P^\pi)^{-1}r)$, whose density is proportional to $p_r((I - \gamma P^\pi)V)$ by the change of variables formula.

$$P(V^\pi|P^\pi) = cp_r(r = (I - \gamma P^\pi)V)$$  \hfill (57)

Because our prior over $r$ is equal to the initialization distribution of $\epsilon_i$, we obtain

$$= cp_{\text{init}}(\epsilon_i = (I - \gamma P^\pi)V)$$  \hfill (58)

which is precisely the limiting distribution $p_\infty$ of $\phi_i$ (again applying the change of variables formula).

$$= p_\infty(\phi_i = (I - \gamma P^\pi)^{-1}\epsilon_i = V^\pi)$$  \hfill (59)

So we see that the limiting distribution of $\phi_i$ is equal to the prior over value functions conditioned on the transition dynamics.

### I Learning Dynamics for Ensemble Prediction

We provide some visualizations of the induced behaviour on features as a result of training an ensemble with multiple heads and zero reward, replicating the analysis of Section 2.2, to highlight how the eigendecomposition of $P^\pi$ affects the learned representations. We run our evaluations on the Four-Rooms Gridworld by initializing $\Phi \in \mathbb{R}^{105 \times 10}$ (i.e. $|\mathcal{X}| = 105$ and the number of features $d = 10$) and simulating the ODE defined in Equation 9 for time $t = 100$ with transition matrix $P^\pi$ defined by the uniform random policy on this Gridworld. In some cases, the features converged to zero quickly and so we show a final $t < 100$ to highlight the behaviour of the representation before it reaches zero.

We consider three variables which we permit to vary: the initialization scheme of features, in one case sampled from an isotropic Gaussian $\text{rand}$ or from a randomly initialized 2-layer MLP $\text{nn}$; whether the weight matrix is fixed at initialization $\text{fix}$ or permitted to follow the flow defined by Equation 6 $\text{train}$; and finally the number of ‘heads’, $M=1, 20, \text{and } 200$.

In Figure 10, we plot the output of an arbitrary head $w_m$ of the ensemble. In Figure 11 we visualize the value of a single feature (i.e. a single column of $\Phi$). In Figure 12, we track the dot product of the columns of $\Phi$ with the eigenfunctions of $P^\pi$.

We observe, as predicted, that for fixed heads in the overparameterized regime, the features (and the value functions they induce) converge to smooth eigenfunctions. We do not see meaningful convergence of the features trained in conjunction with a single weight vector. In contrast, the value functions and features trained in conjunction with ensembles with more heads than the feature dimension consistently resemble the eigenfunctions of $P^\pi$. When $(w_m)$ are held fixed, we see convergence to smooth eigenfunctions as predicted by our theory; when $(w_m)$ are permitted to vary according to the flow in Equation 10, we see convergence to the most eigenfunction corresponding to the most negative eigenfunction of $P^\pi$. We can observe the evolution of the dot product between the features and the EBFs of $P^\pi$ more clearly in Figure 12. Here, each red line corresponds to the dot product between a feature and an EBF. The colour of the line indicates the order $i$ of the eigenvalue $\lambda_i$ to which the EBF corresponds, interpolating between red $\lambda_1$ and blue $\lambda_{105}$. Lower values of $i$ correspond to smoother eigenfunctions. We observe that for sufficiently large $M$, the representations exhibit higher dot product with the smoother eigenfunctions, while for $M = 1$ the features stay largely fixed during training.
Figure 10: Value functions learned by the ensemble head at index 0 for different training regimes. Plot titles of form (feature initialization scheme, train/fix weight matrix, number of heads in ensemble). Observe that the representation learned with fixed weights tends to converge to smoother eigenfunctions than those learned with weights that are also allowed to train.
Figure 11: Values of ensemble feature at index 0 for different training regimes. Plot titles of form (feature initialization scheme, train/fix weight matrix, number of heads in ensemble). Observe that the representation learned with fixed weights tends to converge to smoother eigenfunctions than those learned with weights that are also allowed to train.
Figure 12: Projection of features onto eigenvectors of $P^\pi$. Red lines correspond to projection onto eigenvectors of higher eigenvalues, blue lines to lower eigenvalues.