Abstract. Image outpainting, which is well studied with Convolution Neural Network (CNN) based framework, has recently drawn more attention in computer vision. However, CNNs rely on inherent inductive biases to achieve effective sample learning, which may degrade the performance ceiling. In this paper, motivated by the flexible self-attention mechanism with minimal inductive biases in transformer architecture, we reframe the generalised image outpainting problem as a patch-wise sequence-to-sequence autoregression problem, enabling query-based image outpainting. Specifically, we propose a novel hybrid vision-transformer-based encoder-decoder framework, named Query Outpainting TRansformer (QueryOTR), for extrapolating visual context all-side around a given image. Patch-wise mode’s global modeling capacity allows us to extrapolate images from the attention mechanism’s query standpoint. A novel Query Expansion Module (QEM) is designed to integrate information from the predicted queries based on the encoder’s output, hence accelerating the convergence of the pure transformer even with a relatively small dataset. To further enhance connectivity between each patch, the proposed Patch Smoothing Module (PSM) re-allocates and averages the overlapped regions, thus providing seamless predicted images. We experimentally show that QueryOTR could generate visually appealing results smoothly and realistically against the state-of-the-art image outpainting approaches. Code is available at https://github.com/Kaiseem/QueryOTR
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1 Introduction

Image outpainting, usually known as image extrapolation, is a challenging task that requires extending image boundaries by generating new visually harmonious contents with semantically meaningful structure from a restricted input image. It could be widely applied in the real world to enrich humans’ social lives based on limited visual content, such as automatic creative image, virtual reality, and video generation [31]. Different from image inpainting [32,33,45], which could
take advantage of visual contexts surrounding an inpainting area, generalised image outpainting should extrapolate the unknown regions in all directions around the sub-image. As the unknown pixels farther from the image borders are less constrained, they have a greater chance of accumulating expanded-errors or generating repetitive patterns than those closer to the borders. Consequently, the challenges of this task include: (a) determining where the missing features should be located relative to the output’s spatial locations for both nearby and faraway features; (b) guaranteeing that the extrapolated image has a realistic appearance with reasonable content and a consistent structural layout with the conditional sub-image; and (c) the borders between extrapolated regions and the original sub-image should be smooth and seamless.

Convolutional architectures have been proven successful for computer vision tasks nowadays. Existing image outpainting methods utilize kinds of variants of CNN-based methods to conduct image extrapolation. CNNs rely on inherent inductive biases to achieve effective sample learning, which may degrade the performance ceiling. Although the existing CNN-based outpainting methods achieve solid performance [40,44,43,22,31], they still suffer from blunt structures and abrupt colours when extrapolating the unknown regions of the images. The potential reason might be that the inductive biases of convolution in such CNN-based architectures are hard-coded in the form of two strong constraints on the weights: locality and weight sharing [10]. These constraints may degrade the model’s ability to represent global features and capture long-range dependencies.

Transformer architectures have competitive performance in areas such as image and video recognition. The transformer dispenses with the convolutional inductive bias by performing self-attention across embeddings of patches of pixels, which breaks through the limitation of capturing long-range dependencies. However, in the pure transformer, the model converges very slowly with a relatively small dataset [10]. On the ImageNet benchmark, Dosovitskiy et al. [8] developed the Vision Transformer (ViT) interpreting a picture as a sequence of tokens, which can achieve comparable image classification accuracy while requiring less computational budgets. ViT relies on globally-contextualized representation, in which each patch is attended to all patches of the same image, as opposed to local-connectivity in CNNs. ViT and its variants have shown promising superiority in modeling non-local contextual relationships as well as good efficiency and scalability, though they are still in their infancy. In light of the global interaction and the generation of distant features with conditional sub-image, these benefits could enhance image extrapolation in a beneficial fashion.

To better cope with image long-range dependencies and spatial relationships between predicted regions and conditional sub-images, we reconsider the outpainting problem as a patch-wise sequence-to-sequence autoregression problem inspired by the original transformer [11] in natural language processing. We develop a novel hybrid query-based encoder-decoder transformer framework, named Query Outpainting TRansformer (QueryOTR), to extrapolate visual context all-side around a given image taking advantages of both ViT [8] and pure transformer [11] in the image outpainting task, as shown in Fig. 1.
Specifcally, we design two special modules, Query Expansion Module (QEM) and Patch Smoothing Module (PSM), to conduct feature forecasting from the perspective of the query in the attention mechanism. In contrast to the query learning in pure transformer, our designed query in QEM is predicted by the stacked CNN-based blocks based on the output of the transformer encoder. The predicted query is easy to learn and has better flexibility by drawing on the advantages of CNNs’ inductive biases to accelerate query prediction converge in pure transformer for approximately three times faster than that without QEM in training, which is shown in Fig. 2(a). The developed PSM re-allocates the predicted patches around the conditional sub-image and averages the overlapping parts to make the generated image smoothly and seamlessly. Also, PSM contributes to alleviate the problem of checkerboard artifact caused by the independent procession among the output image patches. In this way, the model could focus more on the connections between each patch and enhance the representing ability as shown in Fig. 2(b) and (c). Our QueryOTR is the first hybrid transformer as a sequence-to-sequence modeling, which is able to extend image borders seamlessly and generate unseen images smoothly and realistically.

The main contributions of this work are three-fold:

– We rephrase the image outpainting problem as a patch-wise sequence-to-sequence autoregression problem and develop a novel hybrid transformer encoder-decoder framework, named QueryOTR, for query-based prediction

Fig. 1: Demonstration of recursive outpainting by our QueryOTR. Our method generates a sequence of extrapolated image patches by querying the sequence of input image patches, enabling a remarkable perceptual consistency.
Fig. 2: (a) Training a pure transformer encoder-decoder with and without QEM to regress unseen image patches. QEM significantly speeds up the convergence (about 3.3 times faster than that without QEM: w/ QEM at 300 epoch v.s. w/o QEM at 1,000 epoch). (b) QueryOTR without PSM. (c) QueryOTR with PSM.

of extrapolated images, and minimization of degradation from the inductive biases in CNN-structures.
– We propose Query Expansion Module and Patch Smoothing Module to solve the slow convergence problem in pure transformers and to generate realistic extrapolated images smoothly and seamlessly.
– Experimental results show that the proposed method achieves state-of-the-art one-step and multi-step outpainting performance as compared to recent image outpainting methods.

2 Related Work

2.1 Image Outpainting

Generative Adversarial Networks (GANs) [12] have been widely applied in many research fields, such as image super-resolution, image synthesis, and image de-noising [14,25,31,32,15]. Efforts have been made for image generation with GAN under certain conditions. Image extrapolation aims to generate the surrounding regions from the visual content, which can be considered as an image-conditioned generation task [10]. Sabini and Rusak [30] brought the image outpainting task into public attention with a deep neural network framework inspired by the image inpainting methods. This effort focused on enhancing the quality of generated images smoothly by using GANs and the post-processing methods to perform horizontal outpainting. Van et al. [40] designed a CNN-based encoder-to-decoder framework by using GAN for image outpainting. Wang et al. [43] proposed a Semantic Regeneration Network to directly learn the semantic features from the conditional sub-image. Han et al. [28] developed a 3-stage deep learning model with an edge-guided generative network to produce semantically consistent output from a small image input. Although these methods avoid the bias in the general padding and up-sampling pattern, they still suffer from blunt structures and abrupt colours issues, which tend to ignore the spatial and semantic consistency. To tackle these issues, Yang et al. [44] proposed a Recurrent
Content Transfer (RCT) block for temporal content prediction with Long Short Term Memory (LSTM) networks as the bottleneck. To increase the contextual information, Lu et al. [30] and Kim et al. [22] rearranged the boundary region by switching the outer area of the image into its inner area. These latest models are based on convolutional neural networks. As global information is not well captured, they all have limitations in explicitly modelling long-range dependency.

2.2 Transformer

Recently, transformer has attracted much attention in computer vision. Transformer was first proposed to solve NLP tasks by replacing the traditional CNN and Recurrent Neural Network (RNN) structures [41]. The Self-Attention mechanism helps the model learn the global representation from the input which could improve the performance for basic visual feature extraction [41]. Jacob et al. [7] introduced a very deep network to pretrain deep bidirectional representations from unlabeled text by jointly conditioning on both left and right context in all layers. It can be fine-tuned with just one additional output layer for better performance. ViT [8] is a convolution-free Transformer that conducts image classification over a sequence of image patches. The superiority of the Transformer architecture is presented in ViT fully utilizing the advantage of pretraining on large-scale datasets compared with the CNN-based methods. Many ViT-based variants also demonstrated the success in computer vision tasks [47, 19, 13], such as object detection [5], video recognition [1], and image synthesis [26]. Moreover, Liu et al. [29] proposed Swin Transformer to extend vision tasks for object detection and semantic segmentation. Gao et al. [11] designed a transformer-based framework for image outpainting with an encoder-decoder architecture. They used Swin Transformer which involved shifted window attention to bridge the windows of the preceding layer, which significantly enhanced modelling power as well as achieved lower latency.

3 Methodology

3.1 Problem Statement

Given an image $x \in \mathbb{R}^{H \times W \times 3}$, we aim to extrapolate outside contents beyond the image boundary with extra $M$-pixels. The generator will produce a visually convincing image $\hat{x} \in \mathbb{R}^{(H+2M) \times (W+2M) \times 3}$. Different from previous work which is almost based on convolutional operations, we rephrase the problem as a patch-wise sequence-to-sequence autoregression problem. In particular, we partition the image $x$ into regular non-overlapping patches with the patch size $P \times P$ ($P$ is typically empirically set to 16), resulting in a sequence of patch tokens $\{x^i_p, x^{i+1}_p, \ldots, x^L_p\}$, where $x^i_p \in \mathbb{R}^{P^2 \times 3}$ and the sequence length is $L = \frac{H \times W}{P^2}$. Our goal is to predict the extra sequence $\{x^{L+1}_p, x^{L+2}_p, \ldots, x^{L+R}_p\}$ representing the extrapolated regions, where $x^{L+1}_p \in \mathbb{R}^{P^2 \times 3}$ and the expanded sequence length is $R = \frac{(H+2M) \times (W+2M) - H \times W}{P^2}$. The extrapolated image $\hat{x}$ can
Fig. 3: (a) Main architecture of hybrid transformer generator in QueryOTR consists of transformer encoder and decoder, QEM and PSM. (b) Structure of Query Expansion Module.

be obtained by reshaping the new sequence of patch tokens into image patches, and then rearranging the image patches around the input image, leading to \( \hat{x} = \mathcal{F}(x, \{x_{p}^{L+1}, x_{p}^{L+2}, \ldots, x_{p}^{L+R}\}) \).

### 3.2 Hybrid Transformer Autoencoder

The architecture of the proposed QueryOTR generator is presented in Fig. 3, which is a hybrid transformer autoencoder. The overall architecture is composed of four major components: a transformer encoder extracting patch tokens’ representation, a CNN-based Query Expansion Module (QEM) predicting the expanded queries, a transformer decoder processing the expanded queries, and a Patch Smoothing Module (PSM) generating the expanded patches and rearranging them around the original images.

**Transformer Encoder** Our encoder is a standard ViT [8]. Inspired from ViT, the input image is first converted to several non-overlapping patches represented as a sequence of patch tokens \( X_{p} \). The encoder module embeds the patch tokens through a linear projection \( E \) with the added positional embeddings \( E_{pos} \). Then the encoder processes the set of patch tokens via a series of Transformer Blocks with a length of \( N \). The transformer-based encoder can be described as follows:
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\[ h_0 = [x_1^E; x_2^E; \ldots; x_L^E] + E_{pos}, \quad E \in \mathbb{R}^{(H^2 \times D), E_{pos} \in \mathbb{R}^L \times D} \quad (1) \]

\[ h'_n = \text{MSA}(\text{LN}(h_{n-1})) + h_{n-1}, \quad n = 1, \ldots, N \quad (2) \]

\[ h_n = \text{FFN}(\text{LN}(h'_n)) + h'_n, \quad n = 1, \ldots, N \quad (3) \]

\[ h_{enc} = \text{LN}(h_N), \quad (4) \]

where \( D \) is the hidden dimension of transformer block, FFN is a feed forward network, LN denotes layer normalization, \( h_n \) are the intermediate tokens' representations, \( h_{enc} \) denotes the output patch tokens of the transformer encoder, and MSA represents the multi-headed self-attention.

Given the learnable matrices \( W_q, W_k, W_v \) corresponding to query, key, and value representations, a single self-attention head (indexed with \( h \)) is computed:

\[ \text{Attention}_h(X, Y) = \text{softmax}(QK^\top / \sqrt{d_h})V, \quad (5) \]

where \( Q = XYW_q, K = YW_k, V = YW_v \). Multi-headed self-attention aggregates information with linear projection operation on the concatenation of the \( H \) self-attention heads:

\[ \text{MSA}(X) = \text{concat}_{h=1}^H [\text{Attention}_h(X, X)]W + b, \quad (6) \]

where \( W \) and \( b \) are learnable matrices for the aggregated features.

**Query Expansion Module** The proposed QEM is designed to speed up the convergence of pure transformer by generating the expanded queries for the transformer decoder. We predict the decoders’ queries conditioned on encoders’ features, and take advantage of CNN’s inductive bias to accelerate the convergence. As shown in Fig. 3(b), the input tokens \( h_{enc} \) are first reshaped to the feature map with the size of \( H^P \times W^P \times D \). Then the reshaped feature maps are extrapolated with extra \( M^P \) pixels along width and height, where the padded tokens are generated by Multi-layer Perceptual (MLP) with input of Gaussian noise. After that, we utilize stacked residual blocks [18] equipped with deformable convolutional layers [48] to process the queries, which is commonly practiced to capture local and long-term dependencies. Finally, the expanded queries are extracted and transformed as sequence, followed by one Normalization Layer and one Linear Layer. This process can be described as:

\[ q_{expand} = \text{QEM}(h_{enc}, z), \quad z \sim \mathcal{N}(0, 1). \quad (7) \]

**Transformer Decoder** Inspired from the original transformer [41], the decoder equips one extra sub-layer which performs the multi-head cross attention (MCA) similar to the encoder with two sub-layers. Specifically, in MCA the queries come from the previous decoder layer and the keys and values come from the output of the encoder. This allows each position in the decoder to attend over all positions in the input sequence, leading to significant improvements of the generating...
performance. The process can be described as follows:

\[ q_0 = q_{\text{expand}} + E'_{\text{pos}}, \quad E'_{\text{pos}} \in \mathbb{R}^{R \times D} \] (8)

\[ q'_m = \text{MSA}(\text{LN}(q_{m-1})) + q_{m-1}, \quad m = 1, \ldots, M \] (9)

\[ q''_m = \text{MCA}(\text{LN}(q'_m), h_{\text{enc}}) + q'_m, \quad m = 1, \ldots, M \] (10)

\[ q_m = \text{FFN}(\text{LN}(q''_m)) + q''_m, \quad m = 1, \ldots, M \] (11)

The multi-headed cross-attention in Eq. 10 aggregates information from \( H \) cross attention heads, as follows:

\[ \text{MCA}(X, Y) = \text{concat}_{h=1}^{H} [\text{Attention}_h(X, Y)] W + b. \] (12)

**Patch Smoothing Module**

The linear module is prone to generate artifacts if predicting output patches using predefined patch size of \( P \times P \). The reason is that the output tokens are processed independently without explicit constraints. These arbitrary grid partitions could make the image contents discontinuous across the border edge of each patch. In order to mitigate this issue, we allow some overlaps among image patches. For each border edge of one patch, we extend it by \( o \) pixels generating the output image patch size as \((P+2o) \times (P+2o)\). This operation involves the decoder with the neighboring patches’ content having a better sense of locality in the transformer architecture, thus enabling the output sequence to have same length but less effect as the predefined grids. PSM can be described as:

\[ \hat{x} = S(x, q_M W_{\text{proj}}), \quad W_{\text{proj}} \in \mathbb{R}^{D \times ((P+2o)^2 \cdot 3)}, \] (13)

where \( S \) is a function to place the extrapolated overlapped patches around the input image, and average the pixel values in the overlapped areas.

### 3.3 Loss Functions

Our loss function consists of three parts: a patch-wise reconstruction loss, a perceptual loss, and an adversarial loss. The reconstruction loss is responsible for capturing the overall structure of predicted patches, whilst the perceptual loss and adversarial loss are coupled to maintain good perceptual quality and promote more realistic prediction.

**Patch-wise Reconstruction Loss** We utilize an L2 distance between the sequence of ground truth image patches \( \{y_{p+1}, y_{p+2}, \ldots, y_{p+R}\} \) and the sequence of predicted image patches \( \{x_{p+1}, x_{p+2}, \ldots, x_{p+R}\} \):

\[ \mathcal{L}_{\text{rec}} = \frac{1}{R} \sum_{i=L+1}^{L+R} ||y_i - x_i||_2^2, \] (14)

where the patch size is \((P+2o) \times (P+2o)\). We engage a per-patch normalization to enhance the patch contrast locally, where the mean and std of the image patches are pre-computed.
Perceptual Loss  Perceptual loss provides a supervision on the intermediate features that can help retain more semantic information. Following previous work \cite{21,24}, we extract the features from a VGG-19 \cite{38} network pretrained on ImageNet \cite{6}, which is denoted as $\phi$. The perceptual loss is devised as follows:

$$L_{\text{perceptual}} = \frac{1}{5} \sum_{j=1}^{5} (w^j \times (\phi^j(\hat{x}) - \phi^j(y))),$$  \hspace{1cm} (15)

where the superscript $j$ is the index of feature map scales from $\phi$, and $w^j$ is set to $1/32, 1/16, 1/8, 1/4, 1$ as the scale decreases.

Adversarial Loss  We utilize the same multi-scale PatchGAN discriminator $D$ used in pix2pixHD \cite{42} except that we replace the least squared loss term \cite{32} with the hinge loss term \cite{27}. Since the PatchGAN discriminator has a fixed receptive field of patch, we take the whole generated images instead of image patches to train the GAN. The extrapolated images generated by our QueryOTR should be indistinguishable from real images by the discriminator. Given the extrapolated images $\hat{x} \sim P_g$ generated by QueryOTR and real images $y \sim P_y$, the adversarial loss for the discriminator is

$$L_{D_{\text{adv}}} = \min_D E_{\hat{x} \sim P_g} (\min(1 + D(\hat{x}))) + E_{y \sim P_y} (\min(1 - D(y))).$$ \hspace{1cm} (16)

Additionally, the adversarial loss for the generator is

$$L_{G_{\text{adv}}} = \min_G -E_{\hat{x} \sim P_g} D(\hat{x}).$$ \hspace{1cm} (17)

We jointly train the hybrid transformer generator and CNN discriminators and optimize the final objective as a weighted sum of the above mentioned loss terms:

$$\min_G \max_D L_{\text{adv}} + \lambda_{\text{rec}} L_{\text{rec}} + \lambda_{\text{perceptual}} L_{\text{perceptual}},$$ \hspace{1cm} (18)

where $\lambda_{\text{rec}}, \lambda_{\text{perceptual}}$ are weights controlling the importance of loss terms. In our experiments, we set $\lambda_{\text{rec}} = 5$, and $\lambda_{\text{perceptual}} = 10$.

4 Experiments

4.1 Datasets, Implementation and Training Details  
We use three datasets with \{Scenery \cite{44}, Building Facades \cite{11}, and WikiArt \cite{39}\} for the experiments. Details about the three datasets could be found in the supplementary materials.

We implement our framework with PyTorch \cite{34} equipped with a NVIDIA GeForce RTX 3090 GPU 1.9.0. Hybrid transformer generator contains 12 stacked transformer encoder layers and 4 stacked transformer decoder layers. We initialise the weights of generator encoder by utilizing the pre-trained ViT \cite{17}. Adam \cite{23} is used as the optimizer to minimize the objective function with the
Table 1: Quantitative results of one-step and multi-step outpainting. Best and second best results are boldface and underlined. 1× represents one step out-painting, while 2× and 3× denote two- and three-step outpainting respectively.

| Methods  | Scenery | Building Facades | WikiArt |
|----------|---------|------------------|---------|
|          | FID↓    | IS↑              | PSNR↑   | FID↓    | IS↑              | PSNR↑   | FID↓    | IS↑              | PSNR↑   |
| SRN      | 47.781  | 2.981            | 22.440  | 38.644  | 3.862            | 18.588  | 76.749  | 3.629            | 20.072  |
| NSIPO    | 25.977  | 3.059            | 21.089  | 30.465  | 4.153            | 18.314  | 22.242  | 5.600            | 19.610  |
| IOH      | 32.107  | 2.886            | 22.286  | 49.481  | 3.924            | 18.431  | 40.184  | 4.835            | 19.403  |
| Uformer  | 20.557  | 3.249            | 23.007  | 30.542  | 4.189            | 18.828  | 15.904  | 6.567            | 19.610  |
| QueryOTR | **20.366** | **3.955**       | **23.604** | **22.378** | **4.978**       | **19.680** | **14.955** | **7.896**       | **20.388** |
| Uformer  | 20.366  | 3.955            | 23.604  | 22.378  | 4.978            | 19.680  | 14.955  | 7.896            | 20.388  |
| QueryOTR | **39.237** | **3.431**       | **19.358** | **41.273** | **4.547**       | **16.213** | **43.757** | **6.341**       | **17.074** |
| QueryOTR | **30.366** | **3.955**       | **23.604** | **22.378** | **4.978**       | **19.680** | **14.955** | **7.896**       | **20.388** |

4.2 Experimental Results

We make comparisons with three SOTA CNN-based image outpainting methods, NSIPO [44], SRN [43], and IOH [40], and one transformer-based method Uformer [11] to demonstrate the effectiveness of QueryOTR. For all the experiments, we set the input and output sizes as 128 × 128 and 192 × 192.
We use Inception Score (IS) [37], Fréchet Inception Distance (FID) [20], and peak signal-to-noise ratio (PSNR) to measure the generative quality objectively. The upper-bounds of IS are 4.091, 5.660 and 8.779 for Scenery, Building Facades and WikiArt, respectively, which are calculated by real images in test set.

Quantitative Result Tab. 1 shows quantitative results. Our QueryOTR outperforms the competition on almost all metrics on 1-step and multi-step outpainting. In particular, QueryOTR shows obvious superiority in all entries compared with CNN-based methods, e.g., SRN, NSIPO, and IOH. These results show that transformer structure succeeds in capturing global dependencies for image outpainting compared with CNN’s inductive biases. Meanwhile, our QueryOTR outperforms the very competitive Swin-based Uformer which uses an image-to-image translation approach for image extrapolation, mainly because our query-based method allows to generate image patches attended to all the visual locations, yielding a better perceptual consistency. It is noted that our results for 1× outpainting are very close to the IS upper-bound for all the datasets, indicating realistic image generation and good perceptual consistency. Extra results of replacing the center region with input sub-images are in the supplementary.

Qualitative Result Some examples of visual results on all the datasets are shown in Fig. 4. Our QueryOTR effectively extrapolates the images by querying the global semantic-similar image patches. Seen from the 1× outpainting results, our QueryOTR could generate more realistic images with vivid details and enrich the contents of the generated regions marked in white box. Furthermore, our method could weaken the sense of edges between the generated regions and input sub-image. Compared with other baselines, our QueryOTR could generate water containing more realistic ripples in the 3rd row and intact trees in the 5th row of Fig. 4, which could be seen in the white dotted box. In the 7th row of Fig. 4, the whole skyscraper generated by QueryOTR indicates the success of our query-based method which predicts the detailed contents with global information by queries. In the 9th row, our method could capture the global information of the green background on the corner marked in the white box. More visual results could be seen in the supplementary material.

4.3 Ablation Study

We ablate several critical factors in QueryOTR by progressively adjusting each factor here. It can be seen that each factor contributes to the final success of QueryOTR. We conducted all the ablation experiments on the Scenery dataset.

Transformer Encoder and Decoder We compare the impact of the pre-trained ViT-based encoder and the number of transformer decoder layers \( M \). As shown in Tab. 2 (a), utilizing a pretrained ViT encoder contributes to the improvements of FID and IS by 2.418 and 0.204, respectively. The main reason is that the small datasets might not be sufficient to train the model for performance saturation. The pretrained ViT encoder is capable of capturing the long-term dependencies, which may benefit the patch prediction. Additionally, our QueryOTR performs optimally in both FID and IS when the number of
Fig. 4: Comparisons on 1-step and multi-step outpainting with the state-of-the-art methods. Our QueryOTR achieves the best image quality.
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| Pretrained Enc. | M | FID↓ | IS↑ |
|-----------------|---|------|-----|
|                 | - | 4    | 22.784 3.751 |
|                 | ✓ | 2    | 20.731 3.931 |
|                 | ✓ | 4    | **20.366 3.955** |
|                 | ✓ | 8    | 20.373 3.952 |

(a) Ablation of the pretrained ViT-base encoder and the number of transformer decoder layers $M$.

| Loss Terms                              | FID↓ | IS↑ |
|-----------------------------------------|------|-----|
| w/o $\mathcal{L}_\text{rec}$ & $\mathcal{L}_\text{perceptual}$ | 38.009 | 3.433 |
| w/o $\mathcal{L}_\text{rec}$           | 31.282 | 3.744 |
| w/o $\mathcal{L}_\text{perceptual}$    | 33.380 | 3.510 |
| QueryOTR (baseline)                     | **20.366 3.955** |

(b) Impact of $\mathcal{L}_\text{rec}$ and $\mathcal{L}_\text{perceptual}$ contribute to the overall performance. The model is default trained with three losses.

| QEM                          | PSM    | Per-Patch Norm. | FID↓ | IS↑ |
|------------------------------|--------|-----------------|------|-----|
| w/o QEM                      | -      | -               | 51.945 | 3.801 |
| QEM w/o Noise                | -      | ✓               | 31.073 | 3.753 |
| QEM w/o DC [IS]              | ✓      | -               | 22.501 | 3.707 |
| w QEM                        | ✓      | ✓               | **20.366 3.955** |

(c) Impact of proposed Query Expansion Module (QEM) and its key internal components.

| Table 2: Ablation studies validated on Scenery dataset. |

Fig. 5: Visualisation of ablation study.

decoder layers is set to 4. Further increasing the depth of decoder indefinitely will not improve the performance of our QueryOTR.

**Loss Terms** We investigate the impact of patch-wise reconstruction loss $\mathcal{L}_\text{rec}$ and perceptual loss $\mathcal{L}_\text{perceptual}$ in Tab. 2(b). We first train the model with only adversarial loss, which is equivalent to training the model unpaired, resulting in a FID of 38.009 and IS of 3.433. On the basis of adversarial training, using either $\mathcal{L}_\text{rec}$ or $\mathcal{L}_\text{perceptual}$ could improve the overall performance. Fig. 5(c) and (d) show that high-frequency checkerboard artifacts occur when trained without $\mathcal{L}_\text{rec}$, and the details cannot be generated without $\mathcal{L}_\text{perceptual}$.

**QEM** We ablate the impact of QEM and its internal key components. In the experiments, we do not use a pretrained encoder to avoid reducing the difficulty of training learnable queries. Since training pure transformer may require larger datasets and longer time, it is hard for learnable queries to converge well on
Scenery dataset, resulting in a high FID (see Tab. 2(c)) and blurry image patches (see Fig. 5(a)). On the other hand, the proposed QEM generates queries conditioned on input images, significantly improving FID by 14.227. Meanwhile, generating queries with noise slightly improves the patch diversity, and deformable convolution enables an active long distance modeling for query generation.

To further investigate how QEM affect the convergence speed of pure transformer, we train the pure transformer with and without QEM module for 1000 epochs. As shown in Fig. 2(a), the convergence rate of the pure transformer with QEM is about 3.3 times faster than that without QEM on a relatively small dataset indicating the superiority of QEM in accelerating the model convergence. On the other hand, the loss declines slowly without QEM, which might be caused by the insufficient training data. The reason leading to this phenomenon is that the pure transformer will process almost 4 billion possibilities if the 16×16 pixel patch is treated as a word, which needs larger semantic space for attention processing. When dealing with a small dataset, the amount of data is not enough to regress the extrapolated patches resulting in model degradation.

PSM (Tab. 2(d)) demonstrates the effect of the proposed PSM and per-patch normalization. Although using a single linear layer can generate vivid image patches, the connections between patches are unnatural, as shown in Fig. 5(b). Per-patch normalization could improve the reconstruction of high-frequency by enhancing the local contrast of patches, leading an improvement of FID 20.872. Meanwhile, PSM significantly alleviates the checkerboard artifacts caused by per-patch prediction, and improves the overall perceptual quality of the extrapolated images. PSM alleviates checkerboard artifacts via explicit constraints, while perceptual loss penalizes image discontinuity from a semantic perspective. PSM appears more effective and direct than perceptual loss. If both are applied, even better performance can be obtained.

5 Conclusion

In this paper, we have proposed a novel hybrid query-based encoder-decoder transformer framework, QueryOTR, to extrapolate visual context all-side around a given image. The transformer structure breaks through the limitation of capturing image long-range dependencies and intrinsic locality. The special designed module QEM helps to accelerate the transformer model convergence on small datasets and PSM contributes to generate seamless extrapolated images realistically and smoothly. Extensive experiments on Scenery, Building and WikiArt datasets proved the superiority of our query-based method.
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