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ABSTRACT
In the current world, OLAP (Online Analytical Processing) is used intensively by modern organizations to perform ad hoc analysis of data, providing insight for better decision making. Thus, the performance for OLAP is crucial; however, it is costly to support OLAP for a large data set. An approximate query process (AQP) was proposed to efficiently compute approximate values as close as to the exact answer. Existing AQP techniques can be categorized into two parts, online aggregation, and offline synopsis generation, each having its limitations and challenges. Online aggregation-based AQP progressively generates approximate results with some error estimates (i.e., confidence interval) until the processing of all data is done. In Offline synopsis generation-based AQP, synopses are generated offline using a-priori knowledge such as query workload or data statistics. Later, OLAP queries are answered using these synopses. This paper focuses on surveying only the online aggregation-based AQP. For this purpose, firstly, we discuss the research challenges in online aggregation-based AQP and summarize existing approaches to address these challenges. In addition, we also discuss the advantages and limitations of existing online aggregation mechanisms. Lastly, we discuss some research challenges and opportunities for further advancing online aggregation research. Our goal is for people to understand the current progress in the online aggregation-based AQP area and find new insights into it.
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1 INTRODUCTION
In recent world, there is an explosive growth in volume of data in various fields such as medical sectors, government sectors, education services, business and retailing sectors. This huge volume makes the big data unavoidable as it involves many individuals and spaces in daily basis. Moreover, the big data is associated with huge scientific research interests from researchers around the world because of its massive commercial value. Therefore, the value of supports for scientific decision making is recognized and also be developed around the world. Many organizations have already started mining the valuable information and knowledge from big data collected every day and have utilized the actual value by fulfilling real needs in improving their performance. As this improves efficiency and reduces the cost of industries, analyzing big data can grow enterprise innovation by creating emerging knowledge industries such as data manufacturing and services.

One of the important type of data analysis is online analytical processing (OLAP) which is at the core of the data management and analytical systems’ functionality [9]. Many applications use OLAP for making many important decisions online, such as business intelligence, in which case, the performance of OLAP is crucial. Generally, the initial stage is data analysis tasks like OLAP is to explore data by using some of the rudimentary statistics of the dataset like mean, median, minimum/maximum, and so on. However, although these types of operations may sound very simple at first glance, the massive amount of data associated with them makes them very complex and time-consuming in real-world scenarios. Thus, to support OLAP for large dataset is costly and especially it is severe in case of big data. Many systems have been developed to handle OLAP for big data, such as Spark SQL, Pig, and Hive. For executing an OLAP query, these systems generally take approximately tens of minutes or hours for some cases. However, as many applications have the requirement of getting results from OLAP queries in seconds, these systems are practical in such cases.

To solve the above problem, the need for approximate query processing (AQP) has appeared in existing systems. For processing extensive data, AQP efficiently approximates the original answer with some guarantee of the quality of the estimation result that fulfills the requirement of many high-performance-oriented systems. Existing AQP techniques can be broadly categorized into two types, online aggregation and offline synopsis generation. Online aggregation-based AQP progressively generates approximate results with some error estimates (i.e., confidence interval) until all data is processed. In Offline synopsis generation-based AQP, synopses are generated offline using a-priori knowledge such as query workload or data statistics. Later, OLAP queries are answered using these synopses. In this paper, we focus on surveying online aggregation-based AQP techniques. To understand online aggregation clearly, let us use an example query:

SELECT CourseID, AVG(Score) FROM Courses WHERE Score > 70 GROUP BY CourseID;

where AVG represents an aggregate operation. One very straightforward method of online aggregation is to do random sampling to get a set of Courses samples such as \( c_1, c_5, c_{20} \). Generally, how many samples are to be selected depends on the time constraints determined by the users. Now, after getting the samples of data instances, the task to estimate the result of that query from that sample and show the error estimates (most as a confidence interval) to the user. Here, the goal of online aggregation is to find an approximate answer of a given query as close as to the exact answer of that query very efficiently.
Hellerstein first proposed online aggregation in 1997 [16]. It was groundbreaking work in the database aggregation system. Before that, aggregation operation in the database was mainly executed in batch mode. In general, in an aggregation query, we want to get some attributes of data that require scanning the whole dataset most of the time, which is a lot of time waste. However, a user naturally does not want to spend much time getting the result from a single query. This scenario is where the motivation for online aggregation rises. Online aggregation provides users with an interactive way of dealing with aggregation queries in large datasets. More specifically, the size of samples is incrementally updated by the system continuously, and the current result and error estimates are refined. Furthermore, users can stop the query while they think the result is sufficiently precise and proceed with the following query. This interactive way of handling aggregation queries improves efficiency by a large margin as the user does not have to spend a long waiting period for finishing the whole query.

There are several surveys conducted on approximated query processing (AQP) as such [3, 7, 24, 30, 34]. These previous surveys mainly focused on the classical aspects of AQP [7] like offline synopses such as Sample, Histogram, Wavelet, and Sketch without considering the online AQP scenarios where the survey paper [3] focused on online aggregation. In [24], the authors organized their survey focusing on the new challenges and opportunities such as interface, effective query planning, and database learning theories. In [34], the survey on AQP is done from the perspective of interactive data science. The most recent survey paper on AQP [30] tries to cover works before 2018 in both online and offline AQP. However, none of the above studies surveys the wide spectrum of approaches concentrating on online aggregation-based AQP.

Recently, a survey on online aggregation has been conducted in [31]. However, the authors of this paper only focus on a special type of online aggregation approach that is sampling-based methods and did not review other wide range of mechanisms available for online aggregation in the existing literature. Therefore, in this paper, we survey AQP methods only focusing on online aggregation. For this purpose, we firstly discuss the research challenges in online aggregation-based AQP and summarize the existing approaches to address these challenges. Secondly, we review the advantages and limitations of existing online aggregation mechanisms. Lastly, we discuss some research challenges and opportunities for further advancing online aggregation research. Having a clear and complete understanding of approaches based on online aggregation encompassing various problems regarding online aggregation will help the researchers to advance this specific area.

The rest of the paper is organized as follows. We first discuss sampling-based online aggregation methods along with error estimation mechanisms in Section 2. Section 3 reviews the existing methods used in online aggregation on multiple tables. In section 4, we discuss the existing approaches regarding parallel online aggregation followed by the discussion on approaches of online aggregation in distributed setting in Section 5. Section 7 reviews research on learning-based online aggregation methods. Finally, Section 7 concludes the survey with a summary and future research direction. The taxonomy of online aggregation reviewed in this paper is shown in Figure 1.

![Figure 1: Taxonomy of online aggregation methods](image)

## 2 SAMPLING BASED ONLINE AGGREGATION

### 2.1 Sampling Methods

In sampling based online aggregation, first decision that needs to be taken is how to generate random samples for approximating the original data.

#### 2.1.1 Uniform Sampling

Uniform sampling is one of the simplest way of doing online aggregation. In this technique, each tuple in the table is sampled with the same probability [4, 35, 36, 40]. The reason behind using uniform random sampling is that many real-world datasets have uniform or Gaussian like distributions. That’s why, in early stages of sampling based online aggregation literature, the researcher was more focused on uniform sampling in a single table. Given the assumption of the uniform data distribution, random sampling approaches generate a confidence interval for the approximation of original results in most the cases. For example, [16] selects samples online uniformly on the fly and let users to both observing their aggregation queries’ progress over time and controlling the execution. The users naturally take the decision of execution by observing the confidence interval shown for each step of online updates. To make sure that the samples are retrieved in random order, they use head scans and index scans. The success of random sampling depends on how random the samples, more random means more accurate estimations.

Recently, sampling approaches are used in window function based online aggregation where instead of using single tuple to do aggregation, a set of tuples within a specific range is used. For instance, to handle the problem of processing big data in window functions, [44] uses some of the algorithms used in online aggregation by proposing two mechanisms: range-based global sampling algorithm and row-labeled sampling algorithm. However, as discussed before, the uniform sampling assumes the uniformity of datasets, many real world scenarios do not follow this assumption, making this approach vulnerable for those cases. On the other
hand, the mechanism for sampling uniformly incurs high cost to get random samples.

2.1.2 Resampling. While accessing datasets multiple times for drawing random samples, it creates large I/O for the systems. To solve this problem, a sampling approach using bootstrap mechanism is used for online aggregation. More specifically, in bootstrapping instead of accessing whole dataset, it makes a specific number of trials on a subset of datasets with replacements. Here, multiple trials (or resampling) are done for the purpose of robust estimation of standard errors and confidence intervals of the original dataset. For the case of online aggregation, however, as repeated sampling needs to be done, this creates the high computational cost for drawing samples. In [1, 51], the researchers solve this problem with reducing the computational cost by using an integer value for a simulation of the probability distribution of bootstrap samples. On the other hand, a very recent resampling approach [38] uses variational subsampling mechanism instead of resampling same number of samples every time. Therefore, by lowering strict requirement of same size sampling, this method improves the efficiency of aggregation.

2.1.3 Stratified Sampling. When there is skewness in the data, we can see the limitation of uniform sampling method. More specifically, the uniform sampling methods may not select items from a minority group with a very small number of samples. Therefore, the selected samples will lose the representativeness of whole dataset. To solve this problem, existing approaches use stratified sampling mechanism where the items selected in sub sampling are from all representative groups of original data with same proportion. For example, in [2], the authors first clusters the data into non-overlapping groups and apply subsampling from each group and linearly combine the subset into one. Therefore, the proportion from each subset remains in the resultant selected subset. Another advantage of this method is that it does not assume random distribution of dataset and as it can adjust the clusters dynamically, it can highly reduce the I/O cost for sampling in online aggregations. Similarly, [2, 21] samples same number of tuples from each group using stratified sampling mechanism.

2.2 Error Estimation

One crucial feature of random sampling approaches is to estimate the error over generated samples. One of the most widely used approaches for showing the quality of the result is to use a confidence interval. A numerical interval with a confidence value is shown to users using the statistical theory in each confidence interval.

The choice of how to estimate the error of a sample depends on whether the distribution of the data is known or unknown. We get a sample based on the sampling methods described in the previous section. If the data distribution is known prior, the sample can be used to estimate its distribution and then estimate the error based on the distribution. On the other hand, if we do not know about the distribution of the data, first, it needs to estimate the sampling data distribution and then calculate the error estimation.

In the following subsequent sections, we will discuss these two scenarios of known and unknown data distribution of error estimation in detail with corresponding methods to do the estimation. The overview of error estimation is shown in Figure 2.

2.2.1 Known Distribution. In real-world applications, many datasets follow the normal distribution, and many studies in the literature also make an assumption that the data follows the normal distribution. If we know the distribution of the respected data before or get the distribution as the data size is large enough; then it is a classical parameter estimation problem. Now, from known data distribution, we can take either of two approaches to calculate confidence interval based on the below two scenarios:

Known Variance. When the variance of the distribution is known, the confidence interval can be easily calculated using Gaussian distribution \( N(\mu, \sigma^2) \).

Unknown Variance. On the other hand, if the variance of the distribution is not known, we can assume this as a \( t \)-distribution and formalize the confidence interval using an approach illustrated in [31]. In such an approach, as the sample size increases, we can get higher confidence and lower interval as it provides more information about the actual population.

2.2.2 Unknown Distribution. According to [31], for the case of unknown data distribution, calculation of confidence interval can be usually done using three methods. They are Closed-form Estimation, Bootstrap and Large Deviation Bounds.

Closed-form Estimation. This approach ensures that the results from samples fall into a confidence interval with a specific probability. For instance, consider that \( n \) and \( R_n \) are the numbers of samples (s) and the sample’s aggregate result, respectively, and \( R \) is the actual result. In advance, we assume a value for the confidence \( p \) such as 95%. Then the goal is to calculate a variable \( \eta \) to get the confidence interval \([R_n - \eta, R_n + \eta]\). According to [16], the confidence interval in closed-form can be categorized into two categories: conservative confidence interval and large-sample confidence interval.

(1) Conservative Confidence Interval. To obtain a conservative confidence interval, the Hoffine inequality is used, which ensures that the probability that \( R \) falls into \([R_n - \eta, R_n + \eta]\) is greater than or equal \( p \). The Hoffine inequality is:

\[
p(|R_n - R| \leq \eta) \geq 1 - 2e^{-2\eta^2/(b-a)^2}
\]
where there exists constants a and b, known a priori [16]. We can get the value of \( \eta \) by setting the right side of the inequality to \( \rho \). The conservative confidence interval usually is not used in practice. Because it can only be applied in a very loose condition to achieve that when \( n \) is 1.

(2) Large-sample Confidence Interval. To obtain the large-sample confidence interval, the central limit theory is used. It ensures the probability of \( R \) falling into \([R_\alpha - \eta_\alpha, R_\alpha + \eta_\alpha]\) is equal to \( \rho \). When \( n \) is sufficiently large, the mean of sample follows a normal distribution with mean \( \mu \) and variance \( \sigma^2 \), i.e., \( R_\alpha \sim N(\mu, \sigma^2) \). Here the \( \mu \) and \( \sigma^2 \) are the mean and variance of the original data. As the value of the variance \( \sigma^2 \) is not known for the original data, here the variance of the samples is used instead that is \( T_{n, 2}(v) = \sum_{i=1}^{n} (v(i) - R_\alpha)^2 \) [16]. Thus, we can write,

\[
p(|R_\alpha - R| \leq \eta_\alpha) = p(1) \leq \frac{\eta_\alpha \sqrt{n}}{T_{n, 2}(v)} \leq \frac{\eta_\alpha \sqrt{n}}{T_{n, 2}(v)} \\
\approx 2p\left(\frac{\eta_\alpha \sqrt{n}}{T_{n, 2}(v)} \right) - 1 \quad (2)
\]

where, by setting the equality to 1, we can get the value of \( \eta \). When the number of samples is large enough to follow the normal distribution, the CLT can be used to calculate the confidence interval. We get a tighter interval from a large sample confidence interval than the conservative one. Since it does not require the original data to follow any distribution, it is often used in online aggregation.

Bootstrap. The above-specified estimation method does not work when the number of the samples is very small as it provides a very loose confidence interval. As said before, since the bootstrap resamples on the samples, its accuracy does not depend on the sample size. In the following sections, we discuss the three most popular bootstrap methods: standard bootstrap, percentile bootstrap and t-percentile bootstrap [10].

(1) Standard Bootstrap. The standard bootstrap resamples the original data \( k \) times of size \( n \) with replacement. From \( k \) resamples, therefore, \( k \) samples \( \{s_1, \ldots, s_k\} \) is found and for each resample, an estimation of true result can be get. Let \( \hat{s} \) be the result estimation of \( s \) and \( \hat{s}_i \) be the result estimation based on the \( i \)-th resample \( s_i \), then:

\[
\hat{s} = \frac{1}{k} \sum_{i=1}^{k} \hat{s}_i, \quad \sigma^2_{\hat{s}} = \frac{1}{k-1} \sum_{i=1}^{k} (\hat{s}_i - \hat{s}) \quad (3)
\]

where \( \sigma^2_{\hat{s}} \) is the variance of \( \hat{s} \). Therefore, with \( (1 - \alpha)\% \) confidence interval, the true result lies in:

\[
[\hat{s} - \mu_{1-\alpha/2}^2 \sigma^2_{\hat{s}}, \hat{s} + \mu_{1-\alpha/2}^2 \sigma^2_{\hat{s}}] \quad (4)
\]

(2) Percentile Bootstrap. The upper bound and lower bound of the statistical confidence interval with the confidence of \( (1 - \alpha) \) is equal to the \( \alpha/2 \) th quantile and \( (1 - \alpha/2) \) th quantile of the empirical distribution of the bootstrap [10]. It is the main principle used in the percentile bootstrap to sort the \( k \) bootstrap resamples estimate \( \hat{s} \). If the sorted \( \hat{s} \) is denoted as \( \overset{*}{\hat{s}} \) then the true results lies in:

\[
[\overset{*}{\hat{s}}_{1 - \alpha/2}^2, \overset{*}{\hat{s}}_{1 - \alpha/2}^2 + \mu_{1-\alpha/2}^2 \sigma^2_{\hat{s}}] \quad (5)
\]

(3) t-Percentile Bootstrap. t-Percentile bootstrap is a modification of percentile bootstrap. It calculates \( t \) statistics of each resample estimate \( \hat{s}_i \) i.e., \( t(i) = \frac{\hat{s}_i - s_i}{\sqrt{\hat{s}_i}} \). Let \( \alpha \) be the significance level, the \( \alpha/2 \) th quantile and \( 1 - \alpha/2 \) th quantile are \( t^*_{\alpha/2, k} \) and \( t^*_{1-\alpha/2, k} \) respectively. Thus, the true result lies into the confidence interval with probability \( (1 - \alpha) \):

\[
[\overset{*}{\hat{s}} - t^*_{\alpha/2, k} \sigma_{\hat{s}}, \overset{*}{\hat{s}} + t^*_{1-\alpha/2, k} \sigma_{\hat{s}}] \quad (6)
\]

Large Deviation Bounds. A large deviation bound [33] is calculated by considering the sensitivity of outliers. Thus, it is considered as the worst-case version of the confidence interval. The confidence interval by the large deviation bound depends on the corresponding aggregation function. For instance, if the aggregation function is SUM, then MAX and MIN are used as the bound for the confidence interval. Generally, it computes an interval that is much wider than the real width of the sample distribution.

3 ONLINE AGGREGATION ON MULTIPLE TABLES

Generally, queries on a single table are simple and account for a small proportion of the entire query operations. However, complex OLAP queries associated with multiple tables are pretty common in real-world applications. These types of queries naturally contain join-predicates.

For example, the following query is for getting the lowest User age from Users table for each CityName in the Cities table.

```
SELECT Cities.CityName, MIN(Users.Age)
FROM Cities JOIN Users ON Cities.ID = Users.cityID
GROUP BY Cities.CityName
```

Here, to get the result for this specific query, we need to join two tables based on their common attributes (i.e., cityID). However, in the database system, the join query is regarded as one of the most expensive queries to be processed. More specifically, during the execution of entire query processing, joins cost the most of time or space. This thing gets worse when the dataset is too big. Sample problem happens in case of online aggregation associated with join queries of multiple tables. In real-world applications, the data size is generally large, and thus, for join query, there needs to do millions of computations for join operation.

3.1 Aggregation for Single Query

In literature, at first, the online aggregation was designed for only a single table. One straightforward way to join multiple tables in the online aggregation setting is to join all the tables. Then, apply online aggregation approaches on the already joined tables to estimate the result. However, it is easy to say that this method will incur high costs on joining tables.
To address the above problem, Hass extends single table online aggregation to adapt it in case of multiple tables, and the approach is called ripple joint [15, 14, 18]. In this proposed approach, the authors consider joining multiple tables using nested-loop ann hash join. The purpose of this approach is to get as close estimation as possible efficiently to obtain satisfactory accuracy. Specifically, the approach is based on the sampling mechanism. The main idea behind the approach is to generate samples from each table and use these samples to join the tables iteratively as long as the confidence interval is not satisfactory. As it samples continuously, there is no problem of non-uniform distribution that appears in traditional join query with two uniform random samples.

However, one problem with the above approach is that many samples cannot be joined, and thus some groups will be left out in the result. Another problem with ripple join is that it performs poorly with memory overflow issues. To solve this problem, Luo et al. [32] modify ripple join for multiple tables using simultaneous sampling with the execution of merge-sort joint. Therefore, it does not suffer from poor performance in the case of memory overflows. Several works [8, 19, 20] have been done to improve conventional join algorithms based on the idea of ripple join. However, as the main idea is very close to ripple join, these approaches also suffer from the limitations of ripple join. For example, these approaches are expensive and assume that stored data is randomly distributed. Therefore, these approaches are not adaptive to query optimization algorithms like sorting and indexing as they do not make such assumptions.

To solve the limitations of ripple join, a recent approach called “wander join” is proposed in [27–29]. This algorithm uses the idea of random walks over the join graph constructed by considering a tuple as a node in the graph, and there is an edge between two nodes if their corresponding tuples can join. It does not make any assumptions about the data. Furthermore, unlike ripple join, which blindly selects samples, “wander join” selects the samples that would be joined in every next step. The authors show that wander performs better than ripple join in both cases, whether memory overflows or not.

From the above discussion, we observe that if it is possible to know the join size in advance, it is easy to make a better join plan. However, computing exact join size is rather costly, and thus we need to estimate the size of the join. To estimate the size of a join, the existing approaches mainly join the synopses of each table rather than scanning the whole dataset. For instance, a recent paper proposes a new algorithm to estimate the size of equijoin over multiple tables [46]. The proposed correlated sampling approach constructs a small space synopsis for each table. This synopsis is then used to calculate the estimate of the join size of the specific table with others. This algorithm is suitable for streaming applications as it only makes a single pass over the data.

### 3.2 Aggregation for Multiple Queries

An interesting observation from the above discussion of online aggregation over multiple tables is that the above studies only work for a single query and do not share supporting between multiple queries. It is a serious limitation restricting the performance of online aggregation. As the queries are processed independently without considering their interactions of sharing opportunities, it incurs two additional costs of execution: (1) the high redundant I/O cost and (2) the cost for replicative statistical computation. To solve this problem, Wu et al. first proposed an algorithm [49] where a Dynamic Acyclic Graph (DAG) is used to organize multiple queries such that the interaction between multiple query results can be realized. By taking advantage of intermediate results, the authors achieved better efficiency.

On the other hand, in [47], the authors proposed an online aggregation with a two-level sharing strategy in the cloud (OATS). This approach is built upon the architecture of Map-Reduce and effectively supports online aggregation in large-scale concurrent query processing on skewed data distribution. In the first level of sharing, this method utilizes a sample buffer strategy for storing sampling results such that the sharing among multiple online aggregations queries can be done, thus reducing the additional computational cost. The algorithm shares partial statistical computations to reduce the replicative statistical computation cost, reducing the number of operations needed for final aggregations. However, although sharing helps to reduce the computation cost or repetitive sampling, it requires extra storage for intermediate results. Therefore, this is a trade-off between cost and space.

### 4 Parallel Online Aggregation

With advent of new hardware machines, many time-consuming tasks can be done using the power parallel computing. Therefore, it has improved the efficiency of many large programs in computing. Similarly, many mechanism are also proposed in online query processing to accelerate its execution. Because of these parallel techniques, wasting extra time for estimating error during query processing has been be avoided.

As an early work, in [32], the authors propose an approach that extends the centralised ripple join algorithm [14] to a parallel settings. In this paper, the proposed algorithm named parallel hash ripple join combines sampling with parallelism using a non-blocking hybrid parallel hash join algorithm. For the sampling, this algorithm makes use of a stratified sampling estimator [43] to estimate the result while it is not always possible to derive confidence interval. The authors shows that their method maintains good performance in memory overflow scenario. In [48], a parallel online aggregation algorithm was proposed by extending online aggregation to distributed point-to-point (P2P) networks. For this purpose, a synchronised sampling estimator was introduced where the algorithm requires to move data from storage nodes to processing nodes while executing the system. However, the problem with this approach is that it shows poor performance in case of highly parallel systems that are not synchronous. In a later work [49], the authors design online aggregation algorithm that works over multiple queries by utilizing the benefits of global random sampling method.

In recent times, there is a growing interest in research on the area of online aggregation in Map-Reduce. The main reason for this is that the original Map-Reduce implementation in Hadoop performs poorly which makes the use of online aggregation in this context a crucial need, specially for big data processing. For this

---

1. [http://hadoop.apache.org/](http://hadoop.apache.org/)
purpose, the first attempt was to extend Hadoop framework in [6].
The authors in this paper proposed an algorithm called Hadoop Online Prototype (HOP) that facilitates parallel execution of Hadoop for online aggregation by allowing extraction of partial aggregates during execution. This was possible by using pipelining between operators. Moreover, this Hadoop implementation also supports continuous queries, for which, the applications like event monitoring and stream processing are possible by writing MapReduce programs. By enabling online aggregation, the HOP retains the fault tolerance properties of original Hadoop containing the blocking operators and thus is possible to run unmodified user-defined MapReduce programs.

HOP enables Online aggregation queries by executing tasks reducing data in different intervals e.g., 10%, 20%, · · · , 90%. The query estimation in Hadoop assumed a uniform sample of the input data. However, it made no modifications for enforcing this property in the Hadoop scheduler program. That’s why, this led to a significant error in while making the estimations. To solve this problem, the authors made a change to the query to scale the estimate accordingly to a extra parameter denoting the number of samples of particular group of aggregates present in the query. However, did not use any formal sampling or estimation method, rather than doing only the partial result extraction. Therefore, HOP is actually regarded as a partial aggregation system rather than an online aggregation system.

The first work that completely transforms Map-Reduce for a real online aggregation system is [37]. In this paper, the author considers building online aggregation into a Map-Reduce system concerned for large-scale data processing. To handle the correlation between the data partition process time and result generation time, the authors utilize a Bayesian framework to model their algorithm. The reason for using this type of model stems from the nature of chunks used for producing an aggregate. As the chunks do not carry any information with them about their content or the operation being performed in the aggregate generation, it is treated as black boxes. The proposed model makes a prediction for the aggregates being performed on the yet non-scheduled chunks based on the chunks that have already been processed and the time to schedule and process the chunks. Here, the processed chunks are distributed from the whole chunk collection independently and identically. The proposed Bayesian model is dynamic in the sense that it keeps itself updated continuously as more chunks are processed, which allows it to estimate more accurately as more data are being processed.

BlinkDB [4] is a sampling-based parallel online aggregation method for executing interactive queries on large data. For facilitate parallel computing, this approach makes different sized pre-computed samples and store them on disk. However, this makes a problem on massive dataset. Because for storing pre-computed data, along side original data, the systems requires to store huge amount of additional data. Furthermore, pre-computation of sample of different sizes waste login period of time even if it is done offline. Like iterative online aggregation, a query is evaluated on a selected sample, producing an estimate. The accuracy on this estimate is judged and if it is not satisfying, the execution of next query on large data sample is done. By doing such way, there maybe case where the query need to be executed on the whole dataset. Therefore, although it can allow growing accuracy on discrete estimates, this is not possible for continuous estimation. A similar approach to BlinkDB is proposed in [26] named EARL. Rather than pre-computing a large number of samples, the EARL first pre-computes a single sample and then uses bootstrapping to make multiple samples from the pre-computed single sample. Then, these multiple samples are used to compute estimates. This process is continued dynamically at runtime, improving the accuracy with increased samples.

To support the continuous estimates and confidence intervals in a distributed system for online aggregation, Qin and Rusu first proposed a generic framework [41]. This approach enables the execution of very complex queries associated with a massive amount of data. Moreover, this approach is also the first to support multiple estimators when there are different online aggregation strategies. In a later work, Qin and Rusu proposed a common framework called PF-OLA [42] which can model a much larger class of estimation methods. This framework aims to execute online aggregation parallely where the estimated results and their corresponding confidence interval are continually refined. Here, the refinement process is based on samples selected during query processing. This is also the first work to do parallel online aggregation where except for the actual execution, there is practically no overhead of execution.

For dealing with the problem of arbitrarily nested aggregates, an online aggregation-based architecture named G-OLA [50] is proposed that uses efficient delta maintenance techniques. More specifically, G-OLA performs random partitions of the whole datasets to construct multiple smaller batches and, at a time, works with a single mini-batch to process the whole data. It then partitions intermediate results into uncertain and determinisic sets and performs updates in new mini-batch while dealing with uncertain sets.

Unlike the above approaches, OLA-RAW is a bi-level sampling method designed as a parallel online aggregation used in raw data [5]. Sampling in OLA-RAW is query-based and performed exclusively in-place when the query is at run time, without reorganizing the data. This is accomplished by a new resource-aware bi-level sampling mechanism that simultaneously processes data in random blocks and adaptably determines how many tuples need to be sampled in a block. OLA-RAW avoids the high cost incurred for repetitive conversion from raw data by incrementally creating and maintaining a bi-level sample synopsis residing in memory.

5 ONLINE AGGREGATION IN DISTRIBUTED ENVIRONMENT

Because of the massive data size, many real-world applications use distributed clusters to store their data. Therefore, while a complex join operation is associated with multiple tables stored in multiple clusters, the data need to be scanned repetitively. More specifically, it will create high communication costs during join operations as the data must be transmitted from one cluster to another. To illustrate this scenario, let us discuss an example where a business analyst wants to know the most popular brands in super shops being sold during holiday seasons. To answer this query, the systems need to scan multiple tables regarding shops, orders, and customers where these tables are distributed in many clusters. Therefore, there is a computational overhead because of multiple scans from different clusters to generate the result of a join query.
To facilitate online aggregation with join operations in distributed settings, the existing approaches try to overcome two challenges: (1) avoid multiple scanning of data for reducing I/O cost and (2) reduce the communication cost among distributed clusters. In the early research stage regarding this matter, the authors try to discover efficient sampling methods that can be appropriate for a distributed environment. For example, in [15] proposed a bi-level sampling mechanism to combine the methods of row-level and page-level samplings used in distributed systems. However, these types of approaches are shown to be inefficient in more complex query predicates.

To solve the above problem, in one later study [26], an algorithm called Early Accurate Result Library (EARL) is proposed where a system was designed to reduce the changes required in the MapReduce environment. This method is a non-parametric extension of Hadoop, which allows two items: (1) it permits to do the cumulative computation of early results generated from arbitrary workflows and (2) the degree of accuracy that has been achieved in the incremental process can be reliably estimated. For this purpose, the proposed approach takes leverage of bootstrapping to generate online uniform samples and then evaluates the accuracy so far from the samples accumulated incrementally. Another advantage of this approach is that it can handle complex queries well. However, one limitation of this method, along with a similar method called ApproxHadoop [12] is that it assumes the dataset clustered in different nodes are uniformly distributed. They do not consider the case of skewness in the dataset. Therefore, if the cluster dataset stored in each node is not uniformly distributed, they cannot operate well by generating biased sampling towards one group of samples.

In a later approach named Sapprox [52], the limitations of the above approaches were overcome. To do so, Sapprox constructs a probabilistic map called Segmap offline to capture the skewed data distribution in subsets of data clustered in different nodes. Then, this information of skewed distribution was informed to a sampler operator, for calculating the confidence. On the one hand, when the aggregation and group by operator follow immediately after a sampler operator, for calculating the confidence interval, it uses the central limit theorem by extending the well-known Horvitz–Thompson (HT) to estimate the actual answer. On the other hand, it utilizes the theory of “dominance transitivity”.

## 6 Learning Based Online Aggregation

Traditionally, in database systems, the vast amount of previous query answers are not naturally used to process future queries. With the advent of modern machine learning (ML) approaches (i.e., deep learning models), if we can use previous queries to predict future queries, it can also be a good option for answering new queries. It is the primary motivation behind a recent approach called “Database Learning” (DBL) [39].

Motivated from the machine learning principle where we can learn a model to predict future events based on past events, DBL proposed to learn new queries based on past queries and their corresponding answers. To be more specific, as the training set for the ML model, this approach considers observations of past queries (with results) and uses this for calculating posterior knowledge regarding a target dataset for the future purpose of fastening the future queries. To train a model for representing the distribution inherent in the data, DBL uses statistical features such as correlation and covariances between all pairs of query snippets from the past query collections. It is not easy to know the whole data distributions a sample belongs to whenever it is used to answer the new queries. Nevertheless, this problem is solved by using the answers related to the past queries. Because, when we can estimate the distribution of the data based on the past data and use that to infer the result for new query based on the model learned using statistical features and known labels (i.e., query answers).

Therefore, we can learn a more precise model using more previous data, which means the system requires less number for actual data (a smaller sample) to answer the query. As the required sample size is small, it can faster response time. However, the success of this learning-based approach strongly depends on the quality of the training set. If the past query results used to learn the model are not accurate, then the learned model also performs poorly to infer future query results. Therefore, it may continue to make false inferences as long as the quality of the past data deteriorates.

Although not an utterly learning-based approach, the algorithm proposed in [11] called incremental AQP, uses quite similar motivation for online AQP. This method introduces a new formulation for AQP, considering aggregate query results as random variables. By doing so, it facilitates reusing approximate query results that reason about the error propagation on overlapping queries. For a new query, it first gets the past queries with shared attributes and query conditions, then uses the results of those past queries to refine the approximation. This work supports the queries interactive to rare groups by using a probability model with the help of a low-overhead partial index and corresponding rewriting rules.

Different from DBL, which learns from queries, an approach called DeepDB [17] was proposed as a data-driven method (not from queries) for the database components learning. To capture the critical properties of a database, this work proposed deep probabilistic models over databases called Relational Sum-Product Networks (RSPNs). The author identified that this model is generally applicable in applications like cardinality estimation for a query optimizer.
and approximate query processing (i.e., online aggregation). From the perspective of online aggregation-based AQP, this method supports a faster response time of answering a query in a large dataset by allowing aggregate queries with equi-joins and selection predicates with group-by clauses.

Another work that does not use the queries to learn the model is [25]. In this work, the main is to learn a generated model over the original potentially large dataset and then use this model to answer new SQL queries interactively for data exploration. A sampling-based online AQP using a deep generative model was proposed in [45]. This method learns data distribution using a deep generative model for generating samples for the AQP. More specifically, the authors of this paper explore the use of DL methods to answer aggregated queries in data visualization and exploration. It demonstrates that DL’s effective and efficient manners can be used for solving AQP problems for higher performance in this task.

7 CONCLUSION AND FUTURE DIRECTION

This paper reviews extensive studies on online aggregation-based approximate query processing. It has been more than twenty years since the first research about online aggregation. However, the interest in this research topic has not decreased, and it is still in the academic research stage. This paper first summarizes the existing online aggregation methods in different scenarios by adequately designing a research taxonomy on this field. We discuss challenges and summarize the mechanisms used in the literature. We also discuss the advantages and limitations of the existing approaches. In summary, we categorize the online aggregation methods into five broad categories based on their solution and application characteristics. By reviewing the existing approaches, we found out that improving the following aspects can be new research directions in this field.

- Existing online aggregation methods assume a distribution for the dataset or compute the distribution from the dataset. However, if the dataset is too large to compute the data distribution, the existing will work as it depends on the knowledge of data distribution. Therefore, there needs to conduct new research regarding online aggregation on non-normal distribution data.
- For learning-based online AQP, we found out that there are two lines of work: one is data-driven, and another is query-driven. Each of these two approaches has its own advantages and limitations. Therefore, combining the best of these two approaches can be an interesting future research direction.
- The use of state-of-the-art machine learning approaches, specifically the deep learning models, is limited in existing online aggregation methods. Exploring these new mechanisms can be a new research direction on online aggregation.
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