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Abstract: In order to make the classification and regression of single-stage detectors more accurate, an object detection algorithm named Global Context You-Only-Look-Once v3 (GC-YOLOv3) is proposed based on the You-Only-Look-Once (YOLO) in this paper. Firstly, a better cascading model with learnable semantic fusion between a feature extraction network and a feature pyramid network is designed to improve detection accuracy using a global context block. Secondly, the information to be retained is screened by combining three different scaling feature maps together. Finally, a global self-attention mechanism is used to highlight the useful information of feature maps while suppressing irrelevant information. Experiments show that our GC-YOLOv3 reaches a maximum of 55.5 object detection mean Average Precision (mAP)@0.5 on Common Objects in Context (COCO) 2017 test-dev and that the mAP is 5.1% higher than that of the YOLOv3 algorithm on Pascal Visual Object Classes (PASCAL VOC) 2007 test set. Therefore, experiments indicate that the proposed GC-YOLOv3 model exhibits optimal performance on the PASCAL VOC and COCO datasets.
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1. Introduction

In recent years, deep learning [1] has been popularly accepted all over the world, and exhibits better robustness and higher accuracy than traditional methods. With the rapid development of computer vision technology, researches on object detection algorithms have aroused extensive interest and become a research hotspot [2]. The traditional object detection method can be divided into three steps: (1) region selection—the region of interest can be selected using the sliding window technique with different scales. Despite the redundancy, this method could be used to mark all possible locations with arbitrary scanning. (2) Feature extraction—features can be extracted from labeled regions. Manual feature extraction methods, such as Scale Invariant Feature Transform (SIFT) [3], Histogram of Oriented Gradient (HOG) [4] and Haar-like [5], are commonly used for extracting features from anchor boxes. These traditional methods cannot extract all of the features because of poor robustness and inadaptability to changing shape and light conditions. (3) Classification and regression—all extracted features can be classified [6] and the detection box can be predicted. One channel of outputs is used to determine the category of objects and four channels are used to predict the coordinates of the diagonal points of object boxes.

Generally, the CNN-based object detectors could be divided into two types: single-stage object detectors and double-stage object detectors. Double-stage object detection models, such as Faster Region proposal with Convolutional Neural Network (Faster-RCNN) [7], have achieved good detection results in industrial fields and practical application scenarios. Though Region Proposal Network (RPN) [8] involved in double-stage object detection could roughly determine the regions where
the object to be detected might be contained in the generation phase of the region of interest, thus significantly improving its accuracy with some time loss, single-stage object detection models, such as You-Only-Look-Once (YOLO) [9] and Single Shot multibox Detector (SSD) [10], could greatly reduce detection time, where the object detection problem was treated as a regression process.

Inspired by these studies, a better YOLO algorithm, namely Global Context You-Only-Look-Once v3 (GC-YOLOv3), is proposed in this paper based on global context block and learnable semantic fusion. The originality of this paper lies in the following two aspects: (1) a global context block is added between the feature extraction network and the feature pyramid network to enable feature maps of attention to be transferred to deeper networks. A self-attention mechanism is employed, which is different from the usual mechanisms, to determine the pixel dependencies of object features. On the other hand, different from non-local networks [11], the global context block does not use multiple convolutional layers to extract space and channel features. Instead, only a convolutional layer and a Rectified Linear Unit (ReLU) activation function are used to make attention more non-linear. In this way, the global context block reduces a lot of computational burden compared with previous self-attention mechanisms. (2) Learnable semantic fusion is used to fuse different feature maps produced in the feature extraction network to make better use of the feature extraction network’s outputs. The previous fusion method [12] was to splice two tensors directly according to the two channels and then reduce the dimension with $1 \times 1$ convolution, where the validity between channels could not be utilized to learn useful channel branches. By contrast, outputs of different convolutional layers are assigned different weights to highlight useful parts in this paper.

The experiment results indicate that GC-YOLOv3 outperforms the original YOLOv3 algorithm without introducing excessive parameters.

2. Related Works

2.1. Object Detection

Nowadays, object detection algorithms are mainly improved by using deep neural networks that can extract more abundant features, combining multi-scale features together for detection. Fu et al. [13] proposed to use a deeper ResNet-101 [14] network for extracting features and a deconvolutional layer for replacing the convolutional layer to improve the accuracy of the model at the cost of adding too many parameters and computations. Shen et al. [15] also proposed a method to improve detection accuracy by taking DenseNet [16] as an example, where the pre-training weights were not required in the training object detection model due to the stem block structure. Although this approach does not make the whole network vertically deeper, the stem block structure would increase the width of the network laterally. Hence, the above-mentioned two approaches would cause too many computations. Bodla et al. [17] proposed to use a soft Non-Maximum Suppression (NMS) algorithm for reducing the confidence of scoring boxes whose overlaps exceeded the threshold, instead of directly suppressing a non-maximum algorithm, with an 1% mean Average Precision (mAP) improvement without increasing the training cost and the number of parameters. This is an example of optimizing the selection of candidate boxes. Too much invalid information extracted from the candidate boxes will inevitably affect the generated object box in this approach. In the aforementioned works, the performances of detection algorithms were improved to different degrees. However, it is more important to find a way to make full use of effective information to enhance the detection ability of the model without adding too many parameters.

2.2. Self-Attention Algorithm

In order to make good use of the limited visual information processing resources, a human needs to select a specific part of the visual region and focus on it. The attention mechanism mimics the internal process of biological observation and combines internal experiences with external sensation to improve the accuracy of observing certain areas. In a Convolutional Neural Network (CNN), a close
relationship is established in the convolutional layer among local pixels using convolution operations, and a remote dependency relationship is modeled by deepening convolutional layers. However, networks with additional convolutional layers entail a large computational cost for forward reasoning and are difficult to optimize. It becomes impossible to build models through remote dependencies, in part because it is more difficult to transmit information among remote pixels. To address this issue, a non-local network [11] was proposed to model long-range dependencies via a self-attention mechanism [18]. In this way, global dependencies were indeed established in the network and the detection effect of the network was improved. However, different query positions in the same picture got almost the same global context information from non-local structures. The query-specific global context information obtained by complex computations and parameters makes little sense. Therefore, a simplified self-attention network structure is needed.

2.3. Semantic Fusion

In the deep convolutional network, feature maps at different levels represent the objects from different perspectives: the higher feature map encodes more semantic information of the objects and acts as a category detector; the lower level of the feature map carries more identification information and can separate objects from similar distractors [19]. The traditional feature fusion method [12] was to directly splice the multi-layer outputs together according to channels, and then use the $1 \times 1$ convolutional layer to reduce the channel dimension. This approach was aimed at utilizing useful information from outputs of similar semantics without adding too much computation. However, this method could not properly extract the internal information of feature maps. In view of this, the outputs of the same semantic were assigned different weights to judge the importance of different layers so that the correlation information among convolutional layers could be better utilized to show the difference among the outputs of the feature extraction network.

In Table 1, we list the performances and limitations of the algorithms mentioned in the related work.

| Methodology                          | Performance                                      | Limitation                        |
|--------------------------------------|--------------------------------------------------|-----------------------------------|
| Non-local network [11]               | High accuracy by using self-attention mechanism [18] | Complex computations and parameters |
| Direct fusion [12]                   | High accuracy by concatenating different feature maps at different levels [19] | Some internal information lost     |
| Deconvolutional Single Shot Detector (DSSD) [13] | High accuracy by deepening the ResNet-101 [14] network | Too many parameters and computations |
| Deeply Supervised Object Detector (DSOD) [15] | High accuracy by taking the DenseNet [16] network as an example | Wide network                       |
| Soft Non-Maximum Suppression (NMS) [17] | High accuracy by reducing the confidence of scoring boxes | Valid information lost             |

3. The Proposed Method

3.1. GC-YOLOv3

The YOLO algorithm was proposed by Redmon et al. [9] in 2015 to significantly accelerate object detection. Unlike YOLO and YOLOv2 [20], YOLOv3 [21] maintained the detection speed of the former two while greatly improving the detection accuracy.

The multi-scale network structure introduced in YOLO exhibits excellent performance in object detection. Undoubtedly, the network structure is deeper in YOLO while achieving better results. There are 52 convolutional layers in the feature extraction network called Darknet-53. Generally, the deep network lacks detailed information and thus it is difficult to detect small objects. One of the solutions to this issue is to build a Feature Pyramid Network (FPN), where the feature maps contain more detailed information. Since single-stage detectors achieve a trade-off in speed and accuracy, their performance will be negatively affected if the network is deepened. Inspired by the above-mentioned works on YOLO, we propose a GC-YOLOv3 network to keep the depth of network
layers while the detector could have a better performance in object detection. GC-YOLOv3 keeps the network structure of YOLOv3 and introduces global context block and learnable fusion between the feature extraction network and the feature pyramid network. The structure of the proposed GC-YOLOv3 is shown as in Figure 1, where Figure 1a is the network structure of GC-YOLOv3 and Figure 1b is the specific structure of the convolutional set in the FPN of GC-YOLOv3. The red part in Figure 1 indicates the innovation in this paper, whereas the dashed line represents the branch of the feature extraction network output.

| Type     | Filters | Size    | Output |
|----------|---------|---------|--------|
| Convolution | 32      | 3×3     | 416×416 |
| Convolution | 32      | 3×3 / 2 | 208×208 |
| Convolution | 128     | 3×3 / 2 | 104×104 |
| Convolution | 128     | 3×3     | 104×104 |
| Convolution | 256     | 3×3 / 2 | 52×52  |
| Convolution | 256     | 3×3     | 52×52  |
| Convolution | 512     | 3×3 / 2 | 26×26  |
| Convolution | 512     | 3×3     | 26×26  |
| Convolution | 1024    | 3×3 / 2 | 13×13  |
| Convolution | 1024    | 3×3     | 13×13  |
| Convolution | 512     | 3×3     | 13×13  |

**Figure 1.** The structure of GC-YOLOv3. (a) The main framework of GC-YOLOv3. (b) Convolutional set.
3.2. Global Context Block

Although the self-attention mechanism performs well on the object detection task, it also has the following disadvantages: (1) too many parameters and too much computation; (2) the network is too deep and there are too many difficulties to optimize; and (3) “global” has a maximum distance limit. Therefore, a more comprehensive structure (global context block) is proposed to achieve the same effect as the self-attention mechanism and simplify the calculation and network depth. Based on the self-attention mechanism, we add a module called global context block to the GC-YOLOv3 structure and build a long-range dependency relationship among all feature pixels in the feature map itself so that GC-YOLOv3 can focus on different regions and the objects can be detected more effectively. The global context block could be regarded as a simplified version of a non-local network [11]. On the one hand, the global context block only uses a mask-convolution layer to obtain the mask in the context modeling compared with the multi-convolutional layer structure of non-local network. In the transform, two convolutional layers are adopted to compress the dimension of channels and reduce the number of parameters. On the other hand, although the global context block is simpler than the non-local network, it assigns different weights to input features from spatial and channel dimensions to highlight useful information. Generally, the global context block is lighter than the non-local network without accuracy loss. Figure 2 shows the structure of the global context block, where $C \times H \times W$ denotes channel $C$, height $H$ and width $W$ of the input feature, respectively. $\odot$ denotes the matrix multiplication and $\oplus$ denotes the broadcast element-wise addition.

![Figure 2. Architecture of the global context block.](image)

The global context block is used to enhance our model. In sequence transformation, a set of key features for mapping to the output are connected to the input and output sequence using global dependence in a self-attention mechanism. When the attention mechanism is used for image recognition, the information processed by the attention mechanism module is included in an explicit sequence of items as shown in Equation (1):

$$\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_i, \ldots, \alpha_n), \; \alpha_i \in R^D \quad (1)$$
where $n$ represents the number of feature vectors and $D$ represents the dimensional space. The formula of the attention is expressed as in Equations (2) and (3):

$$F(\cdot) = \sum_{i=1}^{N_p} \frac{e^{W_{kij}}}{\sum_{m=1}^{N_p} e^{W_{kim}}} \times \alpha$$  \hspace{1cm} (2)

$$\delta(\cdot) = \alpha + W_{v2}(\text{ReLU}(\text{LN}(W_{v1}(F(\cdot))))), \ W_{v1} \in \mathbb{R}^{C \times H \times W}, \ W_{v2} \in \mathbb{R}^{C \times H \times W}$$  \hspace{1cm} (3)

where $F(\cdot)$ is the weight of attention generated from the Softmax function, $\delta(\cdot)$ denotes the bottleneck transform and $N_p$ represents the dimension of input feature maps. A method of compressing the channel dimension in the global attention pooling is expected to further highlight the spatial information without any other channel information. Therefore, the $1 \times 1$ convolution $W_k$ and Softmax function are adopted to generate the weights of attention and obtain the global context features. In other words, the usefulness of each point in space is regarded as a probability, and each weight of the corresponding global attention maps is thus the probability weighted in space. To make sure that the sum of the probabilities of each prediction is equal to one, the Softmax function is used to ensure that useful information is not out of range.

In the bottleneck transform, a double convolution module is added to improve the performance of the channel attention. After context modeling, the feature maps are respectively processed by the head convolutional layer, layer normalization, ReLU layer and the last convolutional layer to get the output. $W_{v1}$ and $W_{v2}$ are two $1 \times 1$ convolutional layers whose input feature map size is $H \times W$ in the feature space and number of channels are $C \times r$ and $C$, respectively. $C$ represents a channel of input feature maps, and $r$ represents a reduction ratio of the dimension, where $r$ is equal to $1/16$. Furthermore, the ReLU layer is inserted between the two convolutional layers to indicate its nonlinearity. Since the two-layer bottleneck transform makes optimization more difficult, Layer Normalization (LN) is added into the bottleneck transform (in front of the ReLU) for simplifying the network to facilitate generalization.

The global context block also has the following deficiency: when the input feature map of the global context block is very large, multiplying the tensors ($\text{Batchsize, } C, H \times W$) after the Softmax function with the original input features will consume a large amount of memory and computation. That means it could not efficiently deal with large input features. There are other solutions, such as scaling, but they would lead to losing some useful information. Therefore, the global context block is placed between the feature extraction network and the feature pyramid network rather than embedded in the residual block so as to avoid computation redundancy caused by excessive large input feature maps.

### 3.3. Learnable Semantic Fusion

The essence of attention is a process that reduces one dimension to obtain the weights of other dimensions so that the network would pay “attention” to what it should learn and abandon irrelevant information, in which “distribution” is the most important part. By assigning larger weights to useful information, the network uses some layers more efficiently to obtain more accurate detection results and reduce training costs. In this sense, fusion is another attention mechanism. Based on the idea of DenseNet [16], all the same output feature maps between the feature extraction network and the feature pyramid network are used to maximize information transmission. Therefore, this mechanism makes full use of the output of each residual block of the same channel in our feature extraction network and optimizes the network by assigning different importance coefficients to different feature maps of each residual so as to obtain different degrees of attention at each layer. This approach is more efficient and beneficial by putting the outputs of the same channels and sizes together without reducing dimension and sampling. Figure 3 shows the structure of the learnable fusion, where (a) represents the main framework and (b) is the specific description of convolutional blocks in (a).
A new method of feature fusion, as showed in Figure 3, is to define a process that is different from the previous methods in this work. Our objective is to build a block that could learn features, where useful feature maps could be close to the ground-truth. Therefore, different weights are assigned to different feature maps in order to highlight some useful features. For simplicity, we denote the collection of fusion layer parameters as an array $W$. Suppose that in the feature extraction network we have $M$ output layers. Each output layer is associated with the fusion layer, in which the corresponding weights are denoted as Equation (4):

$$W = (W_1, W_2, \ldots, W_i, \ldots, W_M)$$  \hspace{1cm} (4)

The function of the fusion is in Equation (5):

$$f_{out} = \sum_{i}^{M} W_i^T \times f_{in}^i$$  \hspace{1cm} (5)

where $W_i^T$ represents the transpose of $W_i$ and $f_{in}^i$ denotes the $i$-th feature-level input for learning fusion. Each input component in the fusion layer is multiplied by a weight and $f_{out}$ is the weighted sum of all the feature-level inputs.

4. Implementation

4.1. Dataset

Pascal Visual Object Classes (PASCAL VOC) [22] and Common Objects in Context (COCO) [23] datasets were used for training and testing in our experiment. We conducted our experiments with the PASCAL VOC 2007, PASCAL VOC 2012 and COCO 2017 datasets. The average number of objects on a COCO dataset, especially the small ones in a single picture, was about twice bigger than that of PASCAL VOC. In terms of size and difficulty of detection, the training and testing on the COCO dataset were much more difficult than those of the PASCAL VOC datasets. In Table 2, we list the differences...
between the PASCAL VOC and COCO datasets in various aspects. “07 + 12” in Table 2 means the PASCAL VOC dataset, which includes PASCAL VOC 2007 trainval and PASCAL VOC 2012 trainval.

Table 2. Comparison of the differences between the PASCAL VOC and COCO datasets.

| Dataset          | COCO 2017 | PASCAL VOC (07 + 12) |
|------------------|-----------|----------------------|
| Number of categories | 80        | 20                   |
| Number of training pictures | 117,264  | 16,551               |
| Number of testing pictures | 5000     | 4952                 |
| Total sample boxes | 902,435   | 52,090               |
| Total sample boxes / total number of images | 7.4       | 2.4                  |

4.2. Data Augmentation

We often encountered the situation that we could not find sufficient data to use in our research. For example, a task with only a few hundred pieces of data will sometimes appear in our daily training. However, the most advanced neural networks currently need thousands of images to facilitate generalization. Only when there is a large amount of data can the algorithm show strong performance. However, it is often difficult to cover all scenarios during data collection. For example, it is difficult to control the proportion of light during image data collection. Therefore, in the pre-processing stage of training, data augmentation techniques shown in Table 3 are usually used to improve the overall capability of the model. RGB pictures with three channels are transformed into an Hue Saturation Value (HSV) color space and the brightness and saturation are each augmented with a probability of 50%. Image clipping, affine transform, and flipping are all operated on the input image with a probability of 0.5, which means that there is a 50% probability of flipping the original image 180 degrees on the horizontal axis, cropping the image with random lengths and widths and mapping the image on the horizontal axis, and a 50% probability the input image is not changed.

Table 3. Specific settings of data augmentation.

| Type                  | Parameter  |
|-----------------------|------------|
| HSV Saturation        | 50% probability |
| HSV Intensity         | 50% probability |
| Random Crop           | 50% probability |
| Random Affine         | 50% probability |
| Random Horizontal Flip| 50% probability |

4.3. Network Setting

Pytorch was used to train our model on the Nvidia GTX 1080Ti GPU. The Stochastic Gradient Descent (SGD) algorithm was used for optimizing weights, with a momentum of 0.9, a decay of 0.0005 and an initial learning rate of 0.0001. We set the input image size to 416×416 in the training stage with reference to the original YOLOv3 model.

5. Experiments

Several comparative experiments (on PASCAL VOC and COCO) were conducted in this study. Firstly, ablation experiments were performed on the PASCAL VOC 2007 dataset with our proposed model to examine the impact of the module we added to the model. Secondly, two large public datasets (PASCAL VOC and COCO) were used to test the proposed model with other state-of-art methods, and the results verified the theoretical and practical feasibility of GC-YOLOv3. The mean Average Precision (mAP) was used to evaluate the “quality” of an object detection algorithm in our paper. For the PASCAL VOC dataset, we used the PASCAL VOC 2012 evaluation benchmark to guide our model. Additionally, we used mAP@0.5 (the mAP when the Intersection Over Union (IOU) is 0.5) as a performance index to evaluate our model and other ones on the COCO dataset.
5.1. Ablation Study on PASCAL VOC 2007

An ablation study on the VOC 2007 dataset was conducted to investigate the effects of learnable feature fusion and global context block on the units of accuracy and speed. Four different combinations, namely YOLOv3, YOLOv3 with fusion, YOLOv3 with attention, and YOLOv3 with fusion and attention, were studied. These models were trained on the PASCAL VOC (07 + 12: 2007 trainval and 2012 trainval) dataset. Time was evaluated on a single GTX 1080TI GPU and the test image size was 544×544 in the ablation experiments. As can be seen from Table 4, the attention module with learnable fusion that we proposed in this paper was superior to the other common methods in learning useful information and improving the performance of common datasets.

Table 4. Ablation study on the PASCAL VOC2007 test dataset.

| Method     | Backbone | Global Context Block | Learnable Fusion | Time (ms) | mAP (%) |
|------------|----------|----------------------|------------------|-----------|---------|
| YOLOv3     | Darknet53|                      |                  | 25.14     | 78.6    |
| YOLOv3     | Darknet53| √                    |                  | 27.18     | 80.1    |
| YOLOv3     | Darknet53| √                    |                 √ | 30.47     | 81.2    |
| YOLOv3     | Darknet53| √                    |                 √ | 32.25     | 83.7    |

5.2. Performance Improvement on PASCAL VOC 2007

Our GC-YOLOv3 was trained on the PASCAL VOC 2007 dataset for 50 epochs by cosine-decay-learning-rate, which means the learning rate could be modified according to a cosine function. Figure 4 shows the Precision and Recall (P–R) maps of our GC-YOLOv3 for 20 categories of the PASCAL VOC 2007 test dataset. Figure 5 shows the detection results of GC-YOLOv3. It can be seen from Figures 4 and 5 that GC-YOLOv3 detected most medium and large targets very well but the detection effect on overlapping objects (such as chair and bottle) was not as good as that on single targets (such as bus, car, train and person), because GC-YOLOv3 is trained and detected based on an image grid cell. Specifically, if two targets are close to each other in the same cell during the training, the front object will enter the training program and the rear will be ignored. In other words, if two targets are too close to the center of the feature map, one of them will be rewritten and unable to be trained.

![Figure 4. P–R maps for the PASCAL VOC 2007 test dataset.](image-url)
The effects of each model on the PASCAL VOC 2007 test dataset were also compared, as shown in Table 5. “07 + 12” in Table 5 means the training set is PASCAL VOC 2007 trainval and PASCAL VOC 2012 trainval, and the input image size is 416×416. In order to compare with other detectors, we set the input image size to 320×320 and 544×544 respectively in the test. It can be seen in Table 5 that the detection accuracy of the GC-YOLOv3 algorithm was the best among similar detection algorithms.

Table 5. Comparison of different detection frameworks (including single-stage detector and double-stage detector) on the PASCAL VOC 2007 test.

| Method          | Backbone | Train Data | mAP   | Size      | FPS | GPU    |
|-----------------|----------|------------|-------|-----------|-----|--------|
| Faster R-CNN [7]| VGG16    | 07 + 12    | 73.2  | 1000 × 600| 7   | Titan X|
| Faster R-CNN [7]| ResNet101| 07 + 12    | 76.4  | 1000 × 600| 2.4 | K40    |
| R-FCN [24]      | ResNet101| 07 + 12    | 79.5  | 1000 × 600| 9   | Titan X|
| RetinaNet300 [25]| ResNet101| 07 + 12  | 62.9  | 300 × 300 | 11.4| K80    |
| RefineDet320 [25]| ResNet101| 07 + 12  | 79.5  | 320 × 320 | 12.9| K80    |
| SSD300 [10]     | VGG16    | 07 + 12    | 77.1  | 300 × 300 | 46  | Titan X|
| SSD321 [10]     | VGG16    | 07 + 12    | 77.5  | 320 × 320 | 11.2| Titan X|
| YOLOv3 [21]     | Darknet53| 07 + 12    | 74.5  | 320 × 320 | 45.5| Titan X|
| GC-YOLOv3       | Darknet53| 07 + 12    | 81.3  | 320 × 320 | 39  | 1080Ti |
| RetinaNet500 [25]| ResNet101| 07 + 12  | 72.2  | 500 × 500 | 7.1 | K80    |
| RefineDet512 [25]| VGG16    | 07 + 12    | 81.2  | 512 × 512 | 5.6 | K80    |
| SSD512 [10]     | VGG16    | 07 + 12    | 79.5  | 512 × 512 | 19  | Titan X|
| SSD513 [10]     | ResNet101| 07 + 12    | 80.6  | 513 × 513 | 6.8 | Titan X|
| YOLOv3 [21]     | Darknet53| 07 + 12    | 78.6  | 544 × 544 | 40  | Titan X|
| GC-YOLOv3       | Darknet53| 07 + 12    | 83.7  | 544 × 544 | 31  | 1080Ti |

5.3. Performance Improvement on COCO Dataset

The COCO dataset is a large dataset for object detection and segmentation, which is aimed at understanding scenarios that are mainly extracted from complex daily scenes [23]. The locations of objects in the image are demarcated through accurate segmentation. The COCO 2017 dataset, whose trainval set consists of 80 object categories and 117,264 images, was used in our work. Our GC-YOLOv3 model evolved for 100 epochs with a batch size of 8. The cosine-decay learning rate was also used to train our model on the COCO 2017 dataset with an initial learning rate of 0.0001 and a minimum learning rate of 0.000001. The learning rate fluctuated along with the cosine function during the training. Furthermore, our model was validated on the COCO 2017 test-dev dataset and compared with current popular methods. In order to better measure the detection accuracy of the GC-YOLOv3, mAP@0.5 was adopted to comprehensively evaluate the detection performance [23]. As illustrated in Table 6, GC-YOLOv3 showed a more significant improvement than YOLOv3 and
achieved comparable results to similar algorithms, such as Region-based Fully Convolutional Network (R-FCN) \[24\], YOLOv2 \[20\], SSD300 \[10\], SSD500, SSD513, DSSD321 \[13\] and DSSD513. The COCO 2017 trainval dataset was used to train our model and the COCO 2017 test-dev dataset was used to test different models. The number in brackets in the model represents the size of input images. For instance, (608) indicates that the size of the input was 608 × 608. Although GC-YOLOv3’s detection accuracy was not as good as that of Retinanet \[25\], GC-YOLOv3 was better in speed. The reason is that GC-YOLOv3 only adds a few modules to the original basis, while Retinanet uses a deeper feature extraction network (ResNet-101 \[14\]) to make the detector perform better, which greatly increases the time cost of detection. YOLOv4 \[26\] outperformed GC-YOLOv3 in speed and accuracy because YOLOv4 integrates many advanced modules of object detection (such as Cross Stage Partial Network (CSPNet) \[27\], Path Aggregation Network (PANet) \[28\] and Spatial Pyramid Pooling (SPP) \[29\]) and uses various useful training methods (such as CutMix \[30\], hard-Swish \[31\] and Mish \[32\]). YOLOv4 is a milestone, but GC-YOLOv3 achieves good results without changing the YOLOv3 network architecture at a large cost. We can conclude that GC-YOLOv3 outperforms most existing methods in accuracy and speed except YOLOv4, but that it is a trade-off method regarding accuracy and cost compared with YOLOv4.

### Table 6. COCO2017 test-dev detection results.

| Model        | Train Data       | Test Data      | mAP@0.5 | FPS |
|--------------|------------------|----------------|---------|-----|
| R-FCN (416) \[24\] | COCO2017 trainval | COCO2017 test-dev | 51.9    | 12  |
| SSD (300) \[10\] | COCO2017 trainval | COCO2017 test-dev | 41.2    | 46  |
| SSD (321) \[10\] | COCO2017 trainval | COCO2017 test-dev | 45.4    | 16  |
| SSD (500) \[10\] | COCO2017 trainval | COCO2017 test-dev | 46.5    | 19  |
| SSD (513) \[10\] | COCO2017 trainval | COCO2017 test-dev | 50.4    | 8   |
| DSSD (321) \[13\] | COCO2017 trainval | COCO2017 test-dev | 46.1    | 12  |
| DSSD (513) \[13\] | COCO2017 trainval | COCO2017 test-dev | 53.3    | 6   |
| Retinanet-50(500) \[25\] | COCO2017 trainval | COCO2017 test-dev | 50.9    | 14  |
| Retinanet-101(500) \[25\] | COCO2017 trainval | COCO2017 test-dev | 53.1    | 11  |
| Retinanet-101(800) \[25\] | COCO2017 trainval | COCO2017 test-dev | 57.5    | 5   |
| YOLOv2(608) \[20\] | COCO2017 trainval | COCO2017 test-dev | 48.1    | 40  |
| YOLOv3(416) \[21\] | COCO2017 trainval | COCO2017 test-dev | 55.3    | 35  |
| YOLOv4(416) \[26\] | COCO2017 trainval | COCO2017 test-dev | 62.8    | 38  |
| GC-YOLOv3(416) | COCO2017 trainval | COCO2017 test-dev | 55.5    | 28  |

#### 5.4. Attention Mechanism Visualization

To better understand how the attention mechanism improves overall performance, we visualized the feature maps at different scales. In this work, the gradient-weighted class activation mapping (Grad-CAM) technique \[33\] was used to add the feature map processed by attention unit to the original image. The PASCAL VOC 2007 dataset was visualized as test dataset.

In Figure 6, the heatmap of YOLOv3, the heatmap of GC-YOLOv3 and the detection effect diagram of GC-YOLOv3 were stitched together, where each subfigure in the first column showed the heatmap of an original model, that in the second column was the heatmap of the improved model, and that in the third column was the detection diagram of GC-YOLOv3. The heatmaps showed that the regional attention of the model was positively correlated with the color depth. In some of the graphs (such as row 3 and column 1), high attention was only paid to one kind of object with less attention to the other kind of object, indicating that YOLOv3 could not focus on the places that we should pay attention to. Thus, more weight being given to a single object resulted in the low recognition rate. GC-YOLOv3 relies on more balance to establish a global dependency so that the model could not only focus on one object, but also on all useful information through pixel-level associations.
We can see from Figure 6 that the attention map highlights the area where the actual object is, helping us intuitively feel that the attention mechanism can focus “the eye of the model” on the object we want to detect. The attention unit in the feature extraction network guides the model to concentrate on the units that we are interested in. For a given input image, the attention map is calculated according to the feature maps of different scales that highlight useful areas of different sizes. The attention map weights the spatial features of each location onto the original image, so attention can suppress the features of unrelated regions. In this way, the attention tries to help the model focus on the real objects, thus improving the detection accuracy of the model.

6. Conclusions

A novel YOLOv3 detector called GC-YOLOv3 with global context block and learnable feature fusion was proposed in this paper. Feature dependencies could be discovered and concerns could be focused on useful and relevant areas by using a fast attention unit in our GC-YOLOv3 model. The learnable fusion of weighted multi-layer branches makes great use of the output of the feature extraction network, enabling the head network to recognize objects in the feature maps better. GC-YOLOv3 greatly improves the accuracy with a small amount of additional computational cost.

**Figure 6.** Visualization of attention maps on the PASCAL VOC 2007 test set: (a) Heatmaps of YOLOv3; (b) Heatmaps of GC-YOLOv3; (c) Detection effect diagrams of GC-YOLOv3.
showing better performance of feature extraction and recognition on two large datasets, and is easier to train without a large amount of parameter tuning.

The global context block achieves good performance, but it is also limited by inflexibility when applying to certain layers. In future work, we will study how to change the global context block structure to achieve adaptability, which will create favorable conditions to apply this block to different levels so as to improve the ability of extracting features and detecting objects.
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