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ABSTRACT

We propose a finger detection algorithm for computer mouse control to control the most commonly actions of a computer mouse (left, right and double click, scroll up and down then we add open and close, minimize and maximize a window, control the mouse.) We use a built-in web camera to control the mouse tasks. We detected, segment, then recognize the hand in our previous papers [1, 2]. The user will be able to interact with the computer with the number of fingers detected.
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1. INTRODUCTION

Recently in HCI, the detection of finger and finger types has received growing attention in applications like sign language, vision based finger guessing games and in applications related to real-time systems and virtual reality and recognizing pointing gestures in the context of human-robot interaction [3]. A new concept of interaction has, thus, emerged: human-computer interaction (HCI). Although the computers themselves have advanced tremendously, the common HCI still relies on simple mechanical devices keyboards, mice and joysticks that tremendously reduce the effectiveness and naturalness of such interaction. This limitation has become more evident with the emergence of a new concept surrounding this interaction [4].

Several finger detection, Hand gesture recognition techniques already exist and most of them are based on Hidden Markov Models (HMM), Fuzzy Logic, Neural Networks, etc. Human Computer Interaction (HCI) is an interesting and involved area of research. Many researches and engineers involved in this field research and develop new and simpler ways to interact with the computers. These new ways are not restricted for interaction with computers. These methods are not robust enough for real-time implementation.

To overcome this, we develop a robust finger detection algorithm for a computer mouse which depends purely on the simple segmentation and techniques [11]. Our focus is on hand gesture recognition in natural way without using any marker of sensor based gloves [12]. Our method does use neither Hidden Markov Models (HMM) nor Fuzzy Logic.

After segmenting the hand and figure out the number of finger have been detected by our convex hull algorithm, we are going to save a new session that will allow the system to do not detect other hand in an environment that has so many hands.
Once a session is created, no any other session can be created unless the previous session has been destroyed.

The user will be able to interact with the computer by executing several actions such as: Left click and Right click, Scroll Up and Down, the Double click event, Minimize an active window or Maximize it and Open a recently closed window or file and Close an opened window or file.

This simulation is being carried on an All-In-One Samsung ATIV with 2.50GHz of processor, 16 Gigabytes of Read Access Memory (RAM) on a Windows 10 Operating system, 27 inches of screen resolution with a built-in webcam.

2. RELATED WORK

A lot of works have been done in this area for dynamic hand gesture recognition using fingertip detection. Most of them are not robust enough for real-time implementation and all of them use ambiguous methods for making a click event of a mouse [5].

In earlier days hand gesture detection was done using mechanical devices to obtain information of the hand gesture. One of the most widely used and accepted examples for hand gestures recognition is data glove. Evolution of computer hardware improved a lot of in present scenario this also effects the performance of computing. Enhancements of gesture recognition has replaced the role of data gloves to non-wearable devices due to its natur- alness without using any device this is quite user friendly in human computer interaction. One of the major drawbacks of data glove is that it is cumbersome with the limitation of hand movement [13].

This paper is being inspired by the work of Asanterabi Malima et al. [6]. They developed a finger counting system to control behaviors of a robot. We use their algorithm to estimate the radius of the hand region and other algorithms in our image segmentation part to improve our results.

The segmentation is the most important part in this project. Our system uses a color calibration method to segment the hand region and a convex hull algorithm to find fingertip positions [5].

3. PROPOSED METHODOLOGY

We propose in this paper a real time non-invasive finger detection algorithm. In this section we explain our method divided in eight main steps. The first step, hand segmentation where the image region that contains the hand has to be located. In order to make this process possible, we use shapes, but they can be greatly interval that hand moves naturally [7]. So, select skin-color to get characteristic of hand. The skin-color is a distinctive cue of hands and it is invariant to scale and rotation. In the next step we use the estimated hand state to extract several hand features to define a deterministic process of finger recognition.

To detect fingers or fingertips, hand regions must be detected first [14–20]. Skin color [14–16], edge [17], and temperature [18] have been used for the detection. Hand edges can be easily extracted only from uniform background images and methods based on skin color may fail under complicated or dynamic lighting. To solve these problems, gradient, 3D, and motion information was used on the extracted skin regions in [19–23]. The use of temperature is not very practical, owing to the expense of infrared cameras [18], dominant points [15], and polar coordinates have been used to detect fingers or fingertips from the extracted hand region; however, these methods encounter difficulty due to noise, scale, and hand direction. Methods that detect hand regions from gray scale images have been proposed [24, 25]; only uniform backgrounds were considered. Motion features may be used to track fingers [26, 27], but precise finger motions may not easily be tracked by region motion.

Color cue is the main information that is being exploited to detect hand and thus fingertip. The
method to detect is based in a color model of the skin-color pixel. After the hand is segmented from the background, counter is extracted. The counter vector contains the series of edges of hand. Then the processing of counter vector gives the location of the fingertip.

3.1 Image Resize

We segment the hand by using the method used by A. Albiol et al [8]. In order to recognize the hand, we need to resize the input image in order to map camera coordinates to screen coordinates. There are two ways to map from source image to the destination image. The first way is to compute ratio of screen resolution to camera of a given camera pixel, we use the following equation:

\[ x = \frac{x'}{640} \times cx, \quad y = \frac{y'}{480} \times cy \]  

Where \((x', y')\) is the camera position, \((cx, cy)\) is the current screen resolution, and \((x, y)\) is the corresponding screen position of camera position.

3.2 Color Segmentation

Segmentation is the process of assigning each pixel in the source image to two or more classes. If there are more than two classes then the usual result is several binary images. The simplest form of segmentation is probably Otsu’s method which assigns pixels to foreground or background based on grayscale intensity. Another method is the watershed algorithm. Edge detection also often creates a binary image with some pixels, and is also a first step in further segmentation.

Then we separate the hand area from a complex background. It is difficult to detect skin color in natural environment because of the variety of illuminations and skin colors. So, we need to carefully pick a color range.

3.2.1 RGB Color Space

RGB Color Space is a kind of mixed color space, describing color space through red green blue primary colors, and can represent most of colors. However, RGB color space is not used in most experiments. Because it is difficult to digitize the
details and RGB color space mixes hue, luminance and saturation together. Each color channel is highly correlated and dependent, which means current methods can separate them hardly.

3.2.2 YCbCr Color Space

YCbCr Color Space is a kind of linear luminance/chromaticity color space. Moreover, it is one of the YUV color space family. To get better results, I convert from RGB color space to YCbCr color space, since YCb is insensitive to color variation. The conversion equation is as follows:

$$\begin{bmatrix} Y \\ Cb \\ Cr \end{bmatrix} = \begin{bmatrix} 0.29900 & 0.58700 & 0.11400 \\ -0.168736 & -0.331264 & 0.50000 \\ 0.50000 & -0.189288 & -0.081312 \end{bmatrix} \begin{bmatrix} R \\ G \\ B \end{bmatrix} + \begin{bmatrix} 16 \\ 128 \\ 128 \end{bmatrix}$$

To get better results, we convert from RGB color space to YCbCr color space, since YCbCr is insensitive to color variation. The conversion equation is as follows:

$$\begin{bmatrix} Y \\ Cb \\ Cr \end{bmatrix} = \begin{bmatrix} 0.29900 & 0.58700 & 0.11400 \\ -0.168736 & -0.331264 & 0.50000 \\ 0.50000 & -0.189288 & -0.081312 \end{bmatrix} \begin{bmatrix} R \\ G \\ B \end{bmatrix} + \begin{bmatrix} 16 \\ 128 \\ 128 \end{bmatrix}$$

In the YCbCr color space, Y is luminance, Cb is the blue value and Cr is the red value. Cb and Cr are two-dimensional independent. From this information, I detect the skin color by selecting a particular color range from Cb and Cr values. In this research, I chose Y, Cr and Cb values of 0 to 255, 77 to 127 and 123 to 173, as respectively, the skin color region. It should be noted that these values were chosen for the convenience of the investigator [5].

3.2.3 Binary Image

Binary image is a digital image that has only two possible values for each pixel. Typically, the two colors used for a binary image are black and white, though any two colors can be used. The color used for the object(s) in the image is the foreground color while the rest of the image is the background color. In the document-scanning industry, this is often referred to as "bi-tonal". Binary images are also called bi-level or two-level[29]. This means that each pixel, such as grayscale images.

3.3 Noise Deletion

We cannot get a good estimate of the hand image because of background noise by using this approach. To get a better estimate of hand, we need to delete noisy pixels from the image. We use an image morphology algorithm that performs image erosion and image dilation to eliminate noise [9].

Mathematical morphology (MM) is a theory and technique for the analysis and processing of geometrical structures, based on set theory, lattice theory, topology, and random functions. MM is most commonly applied to digital images, but it can be employed as well on graphs, surface meshes, solids, and many other spatial structures. Topolog-
ical and geometrical continuous-space concepts such as size, shape, convexity, connectivity, and geodesic distance, were introduced by MM on both continuous and discrete spaces. MM is also the foundation of morphological image processing, which consists of a set of operators that transform images according to the above characterizations. MM was originally developed for binary images, and later was extended to grayscale functions and images [29].

Binary morphology, an image is viewed as a subset of an Euclidean space $\mathbb{R}^d$ or the integer grid $\mathbb{Z}^d$, for some dimension $d$.

The basic idea in binary morphology is to probe an image with a simple, pre-defined shape, drawing conclusions on how this shape fits or misses the shapes in the image. This simple "probe" is called the structuring element, and is itself a binary image (i.e., a subset of the space or grid).

Here are some examples of widely used structuring elements (denoted by $B$):

- Let $B = \mathbb{R}^2$; $B$ is an open disk of radius $r$, centered at the origin.
- Let $B = \mathbb{Z}^2$; $B$ is a $3 \times 3$ square, that is $B = \{(-1, -1), (-1, 0), (-1, 1), (0, -1), (0, 0), (0, 1), (1, -1), (1, 0), (1, 1)\}$.
- Let $B = \mathbb{Z}^2$; $B$ is the "cross" given by: $B = \{(-1, 0), (0, -1), (0, 0), (0, 1), (1, 0)\}$.

The basic operations are shift-invariant (translation invariant) operators strongly related to Minkowski addition [30].

Let $E$ be a Euclidean space or an integer grid, and $A$ a binary in $E$.

### 3.3.1 Dilation

The dilation of $A$ by the structuring element $B$ is defined mathematically by:

$$A \oplus B = \bigcup_{b \in B} A_b$$  \hspace{1cm} (4)

The dilation is commutative, also given by: $A \oplus B = B \oplus A = \bigcup_{a \in A} B_a$.

If $B$ has a center on the origin, as before, then the dilation of $A$ by $B$ can be understood as the locus of the points covered by $A$ when the center of $B$ moves inside $A$. In the above example, the dilation of the square of side 10 by the disk of radius 2 is a square of side 14, with rounded corners, centered at the origin. The radius of the rounded corners is 2. The dilation can also be obtained by: $A \oplus B = \{x \in E | (B^p)_x \cap A \neq \emptyset\}$, where $B^p$ denotes the symmetric of $B$, that is, $B^p = \{x \in E | -x \in B\}$.

Dilation is the dual operation of the erosion [30]. It expands the area of the image pixels which are not eroded.

### 3.3.2 Erosion

The erosion of the binary image $A$ by the structuring element $B$ is defined by:
\[ A \ominus B = \{ z \in E | B_z \subseteq A \} \]

where \( B_z \) is the translation of \( B \) by the vector \( z \), i.e., \( B_z = \{ b + z | b \in B \}, \forall y \in E \). When the structuring element \( B \) has a center (e.g., \( B \) is a disk or a square), and this center is located on the origin of \( E \), then the erosion of \( A \) by \( B \) can be understood as the locus of points reached by the center of \( B \) when \( B \) moves inside \( A \). For example, the erosion of a square of side 10, centered at the origin, by a disc of radius 2, also centered at the origin, is a square of side 6 centered at the origin [30].

Erosion trims down the image area and where the hand is not present.

\[ A \ominus B = \bigcap_{b \in B} A - b \quad (3) \]

3.4 Computer Center

We have obtained the mask of the segmented hand from the skin color segmentation approach. One of the most relevant information that we can extract from the mask corresponding to the segmented hand is the centroid of the mask. To reduce the uncertainty in the centroid position due to the change in finger position, we computed \( (\bar{C}_x, \bar{C}_y) \) is completed by the following equation:

\[
\bar{C}_x = \frac{\sum_{y \in S} x_y}{\sum_{y \in S}}, \quad \bar{C}_y = \frac{\sum_{y \in S} y_y}{N} \quad (5)
\]

Where, \( S \) is the skin region in the mask, \( N \) is the total number of pixels in the skin region.

To remove the effect of the relative distance of the hand from the camera there is a necessity for normalizing the features viz. distance of the segmented hand. I first computed the edge of the mask of segmented hand by using canny edge detector. The normalization constant related to overall hand size is then computed by the following equation:

\[
N_0 = \frac{\sum_{(x_e,y_e) \in E} \sqrt{(x_e-C_x)^2+(y_e-C_y)^2}}{M} \quad (6)
\]

Where, \( E \) is the set of all pixels belonging to the edge, \( M \) is the total number of pixels in the set \( E \).

3.5 Finger Detection

Our finger number consists of five finger and twelve finger shapes in order to fulfill the application’s requirements. The finger number correspond to a fully opened hand with separated fingers, an opened hand with fingers together, in part or completely, in the camera’s field of view. These gestures also can express Left, Right and Double click, Scroll Up and Down, Close, Maximize and Minimize gesture in addition to numbers. When we express these gestures and is recognized by relevant number, hardly be influenced on distance of camera and hand.

The process of finger gesture recognition starts when the user’s hand is placed in front of the camera field of view and the fingers is in gesture to be predefined, that is, the hand fully opened with separated fingers. For avoiding fast finger gesture changes that were not intended, every change should be kept fixed for 5 frames approximately, if not the finger gesture does not change from the previous recognized gesture.

3.5.1 Predicting the fingertip location

Kalman filter to predict fingertip locations in one image frame based on their locations detected in the previous frame. We apply this process separately for each fingertip’s location and velocity in each image frame. Hence we define the state vector as \( x_k \).

\[ x_k = \begin{pmatrix} \alpha \beta & y(t), v_x(t), v_y(t) \end{pmatrix}^T \quad (7) \]

Where \( x(\alpha, \beta, y(t), v_x(t), v_y(t) \) and velocity of fingertip \( (v_x(t), v_y(t) \) in \( \theta \) image frame. We define the observation vector \( y_k \) to represent the location of the fingertip detected in the \( \theta \) frame. The state vector \( x_k \) and observation vector \( y_k \) are related as following basic system equation:

\[ X_{t+1} = Fx_t + Gw_t \quad (8) \]

\[ Y_t = Hx_t + v_t \quad (9) \]
Where \( F \) is the state transition matrix, \( G \) is the driving matrix, \( H \) is the observation matrix, is the system noise added to the velocity of the state vector \( x_t \) and \( v_t \) is the observation noise---that is, error between real and detected location.

Here we assume approximately uniform straight motion for each fingertip between two successive image frames because the frame interval \( \Delta T \) is short. Then \( F, G, \) and \( H \) are given as follow:

\[
F = \begin{bmatrix} 1 & 0 & \Delta T & 0 \\ 0 & 1 & 0 & \Delta T \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \tag{10}
\]

\[
G = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \tag{11}
\]

\[
F = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \tag{12}
\]

The \((x, y)\) coordinates of the state vector \( x \) coincide with those of the observation vector \( y \) defined with respect to the image coordinate system. This is for simplicity of discussion without loss of generality. The observation matrix \( H \) should be in an appropriate form, depending on the transformation between the world coordinate system defined in the work space---for example, a desktop of our augmented desk interface system---and the image coordinate system.

Also, we assume that both the system noise \( w_t \) and the observation noise \( v_t \) are the constant Gaussian noise with a zero mean. Thus the covariance matrix for \( w_t \) and \( v_t \) becomes \( \sigma^2_0 I_{2 \times 2} \) and \( \sigma^2_1 I_{2 \times 2} \) respectively, where \( I_{2 \times 2} \) represents a \( 2 \times 2 \) identity matrix. This is a rather coarse approximation, and those two noise components should be estimated for each image frame based on some clue such as a matching score for normalized correlation for template matching. We plan to study this in future.

Finally, we formulate a Kalman filter as

\[
K_t = \bar{P}_t H^T (I_{2 \times 2} + H \bar{P}_t H^T)^{-1} \tag{13}
\]

\[
\bar{P}_{t+1} = F (\bar{x}_t + K_t (y_t - H \bar{x}_t)) \tag{14}
\]

\[
\bar{P}_{t+1} = F (\bar{P}_t - K_t H \bar{P}_t) F^T + \frac{\sigma_0^2}{\sigma_1^2} \Lambda \tag{15}
\]

Where \( \bar{x}_t \) equals \( \bar{x}_{t-1} \), the estimated value of \( x_t \) from \( y_{0...t-1} \) equals \( \sum_{i=t-1}^{t-1} \), \( \sum_{i=t}^{t-1} \) represents the covariance matrix of estimation error of \( \bar{x}_{t-1} \), \( K_t \) is Kalman gain, and \( \Lambda \) equals \( GG^T \).

The predicted location of the fingertip in the \( t+1 \)th image frame is given as \((x(t+1), y(t+1))\) of \( \bar{x}_{t-1} \). If we need a predicted location after more than one image frame, we can calculate the predicted location as follows:

\[
\bar{x}_{t+m|t} = F^m (\bar{x}_t + K_t (y_t - H \bar{x}_t)) \tag{16}
\]

\[
\bar{P}_{t+m|t} = F^m (\bar{P}_t - K_t H \bar{P}_t) (F^m)^T + \frac{\sigma_0^2}{\sigma_1^2} \sum_{i=t}^{t+m-1} F^i \Lambda (F^i)^T \tag{17}
\]

Where \( \bar{x}_{t+m|t} \) is the estimated value of \( x_{t+m} \) from \( y_{0...t-1} \) equals \( \sum_{t}^{t+m|t} \), and \( \sum_{t}^{t+m|t} \) represents the covariance matrix of estimation error of \( \bar{x}_{t+m|t} \) [16].

3.5.2 Locate the center

Now we able to calculate the center of the hand region and background using the following convex hull function:

\[
\bar{x} = \frac{\sum_{i=0}^{k} x_i}{k}, \quad \bar{y} = \frac{\sum_{i=0}^{k} y_i}{k} \tag{18}
\]

Where \( x_i \) and \( y_i \) are \( x \) and \( y \) coordinates of the pixel in the hand region, \( k \) denotes the number of pixels in the region. I locate the center of the hand: I compute the radius of the palm region to get the hand size. To obtain the hand size, I draw a circle increasing the radius of the circle from the center.
coordinate until the circle meets the first white pixel.

To recognize that a finger is inside of the palm area or not, I will use a convex hull algorithm. The convex hull is used to solve the problem of finding the biggest polygon including all vertices. I can detect the fingertips on the hand. I use this algorithm to recognize those states, I multiplied two times (I go this number through multiple trials) to the hand radius value and check the distance between the center and pixel which is a convex hull set.

One possible approach for detection of corners in the segmented hands, the location in the curvature where the curvature can be unbounded can be used. It is also expected that the fingertip of the hand are also included among those corners. But if due to some errors in segmentation, the boundary of the segmented hand does not become smooth, there can be a large number of corners detected and extraction of fingertips will become very complicated. That is why I have proposed a new way of extracting the fingertips.

If the distance is longer than the radius of the hand, then a finger is spread. In addition, if two or more interesting point existed in the result, then I regarded the longest vertex as the index finger and the hand gesture is clicked when the number or result vertex is two or more [3]. The result of convex hull algorithm has a set of vertexes which includes all vertexes. Thus sometimes a vertex is placed near other vertexes. This case occurs on the corner of the fingertips. And I also solved this problem by deleting a vertex whose distance is less than 10 pixels when comparing with the next vertex. Lastly, I got one interesting point on each finger.
4. MOUSE CONTROL

After counting how many fingers we have detected, we implement a program that will perform the mouse actions which are Control the cursor, Left, Right and Double click, Scroll Up and Down, Open and Close, Maximize and Minimize a window.

Since MATLAB cannot execute a click event of the mouse, we are going to import the java robot class and mouse adapter class. MouseAdapter is an abstract adapter class for receiving mouse events. The methods in this class are empty. This class exists as convenience for creating listener objects. Mouse events let you track when a mouse is pressed, released, clicked, moved, dragged, when it enters a component, when it exits and when a mouse wheel is moved. Extends this class to create a MouseEvent (including drag and motion events) or/and MouseWheelEvent listener and override the methods for events of interest. (if you implement the MouseListener, MouseMotionListener interface, you have to define all of the methods in it. This abstract class defines null methods for them all, so you can only have to define methods for events you care about). Create a listener object using the extended class and then register it with a component using the component’s addMouseListener addMouseMotionListener, addMouseWheelListener methods. The relevant method in the listener object is invoked and the MouseEvent or MouseWheel Event is passed to it in the following cases:

* When a mouse button is pressed, released, or clicked(pressed and released
* When the mouse cursor enters or exits the component
* When the mouse wheel rotated, or mouse moved or dragged [33]

Robot is a class in Java defined under the j ava.awt package. The Robot class helps you automate events like mouse moves and keyboard presses. It also has a handy feature which lets you take a picture of your screen [31]. This class is used to generate native system input events for the purposes of test automation, self-running demos, and other applications where control of the mouse and keyboard is needed. The primary purpose of Robot is to facilitate automated testing of Java platform implementations.

Using the class to generate input events differs from posting events to the AWT event queue or AWT components in that the events are generated in the platform’s native input queue. For example, Robot.mouseMove will actually move the mouse cursor instead of just generating mouse move events.

**mouseMove:** moves mouse pointer to a given screen coordinates and the parameters are x - y position.

**mousePress/mouseRelease:** presses/releases one or more mouse buttons. The mouse button should be released using the mouseRelease(int) method. The parameters are buttons - the Button mask; a combination of one or more mouse button masks. It is allowed to use only a combination of valid values as a buttons parameter. A valid combination consists of InputEvent.BUTTON1_DOWN_MASK, InputEvent.BUTTON2_DOWN_MASK, InputEvent.BUTTON3_DOWN_MASK and values returned by the InputEvent.getMaskForButton (button) method. The valid combination also depends on a Toolkit.areWxtraMouseButtonsEnabled () value as follows:

* If support for extended mouse buttons is disabled by Java then it is allowed to use only the following standard button masks:
  InputEvent.BUTTON1_DOWN_MASK, InputEvent.BUTTON2_DOWN_MASK, InputEvent.BUTTON3_DOWN_MASK.
* If support for extended mouse button is enabled by Java then it is allowed to use the standard button masks and masks for existing extended mouse buttons, if the mouse has more than then
three buttons. In that way, it is allowed to use the button masks corresponding to the buttons in the range from 1 to MouseInfo.getNumberOfButtons() . It is recommended to use the InputEvent.getMask ForButton(button) method to obtain the mask for any mouse button by its number.

The following standard button masks are also accepted:

- InputEvent.BUTTON1_MASK
- InputEvent.BUTTON2_MASK
- InputEvent.BUTTON3_MASK

However, it is recommended to use the InputEvent.BUTTON1_DOWN_MASK, InputEvent.BUTTON2_DOWN_MASK, InputEvent.BUTTON3_DOWN_MASK instead. Either extended _DOWN_MASK or old _MASK values should be used, but both those models should not be mixed. Throws: IllegalArgumentException - if the buttons mask contains the mask for extra mouse button and support for extended mouse buttons is disabled by Java. IllegalArgumentException - if the buttons mask contains the mask for extra mouse button that does not exist on the mouse and support for extended mouse buttons is enabled by Java.

mouseWheel: Rotates the scroll wheel on wheel-equipped mice. The parameters are: wheelAmt - number of "notches" to move the mouse wheel, Negative values indicate movement up/away from the user, positive values indicate movement down/towards the user.

keyPress/keyRelease: Presses a given key. The key should be released using the keyRelease method. Key codes that have more than one physical key associated with them (e.g. KeyEvent.VK_SHIFT could mean either the left or right shift key) will map to the left key. The parameters are: keyCode - Key to press (e.g. KeyEvent.VK_A). Throws: IllegalArgumentException - if keyCode is not a valid key.

Note that some platforms required special privileges or extensions to access low-level input control. If the current platform configuration does not allow input control, an AWTException will be thrown when trying to construct Robot objects. For example, X-Window systems will throw the exception if the XTEST 2.2 standard extension is not supported (or not enabled) by the X server [3].

Have you noticed that selenium RC does not maximize, minimize or close the browser window event after invoking the selenium.windowClose(), selenium.windowMaximize(), selenium.windowMinimize()? The window is not stretched-out fully. The only way to minimize, maximize and close the browser window fully is to use the java robot to do a keyboard simulation of ALT+SPACE which displays the main window’s system menu and then using the down arrow key reach the minimize, maximize and close option and then do an ENTER to invoke this option [32].

4.1 Control the cursor

The index will be used to control the cursor as the longest finger is detected.

To move the cursor desired \((X, Y)\) coordinates, MATLAB has a “set(0, 'PointerLocation',\([x,y]\))” function. However, MATLAB doesn’t have a function for mouse click events. To move the mouse and to simulate the mouse click event “Java.awt.Robot” which has all these abilities can be used. Since the resolution of the camera is smaller than the resolution of the computer monitor, the \((X, Y)\) coordinates are needed to be scaled. In our application the resolution of the input image was 648x480 and the resolution of the computer monitor was 1280x1050. So, we scaled the \((X, Y)\) of the center of the pointer as \((4xX-400, 3.33xY-3.33)\) to be able to move the cursor along all the window[10].

4.2 Left click

This function will be called when two fingers
(2 convex hulls) have been counted.

4.3 Right click

This function will be executed when three convex hulls have been counted.

4.4 Double click

Four convex hulls detected, the double click event will be executed.

4.5 Scroll

The scroll up event will be performed when five fingers have been counted while six fingers will call the scroll down event.

4.6 Open a window or Double Click (Folder, File etc.)

This function will be called when seven fingers (seven convex hulls) have been counted.

4.7 Close a window or Double Click (Folder, File etc.)

This function will be executed to close the active window when eight convex hulls have been counted.

4.8 Minimize a window

Nine convex hulls detected, the active window will minimized.

4.9 Maximize a window

The maximize function will be executed while ten fingers have been detected.

5. EXPERIMENTAL RESULTS

We used an All-In-One Samsung ATIV which has 2.50GHz processor, 16GB Ram, Windows10. Obviously the performance was lower when compared to the actual hardware mouse. We compare the time taken for our recognition algorithm to recognize and perform the above mouse tasks and the algorithm is seen to be robust as the delay is not considerable.

The results of hand segmentation method based on YCbCr color space and K-means clustering algorithm. The proposed method can segment hand
Fig. 11. Fingertip Detection (Binary image after Image Morphology).

Fig. 12. Finger Recognition Step by Step.
gesture from complex backgrounds and different illumination conditions. This method uses chromaticity of YCbCr color space, avoiding the effect on hand gesture segmentation, and uses k-means clustering algorithm to cluster chromaticity. Finally use morphology method to process segmentation results and finish hand gesture segmentation. Experiment shows that this method has good segmentation results and robustness to complex backgrounds and illumination. Moreover, it has real-time.

Table 1. The experimental results’ average time

| Cursor Control | Previous Work | This Work |
|----------------|---------------|-----------|
| Right Click    | 3.19          | 2.0       |
| Left Click     | 0.97          | 0.50      |
| Double Click   | 2.77          | 2.0       |
| Scroll         | 1.72          | 1.50      |
| Close          | 1.0           | 0.90      |
| Open           | 1.3           | 1.0       |
| Minimize       | 0.96          | 0.50      |
| Maximize       | 1.1           | 0.96      |

6. CONCLUSION

In this paper, the problem was when the finger shook a lot. Since we used real-time video, the illumination changes every frame. Hence the position of the hand changes every frame. Thus, the fingertip position detected by convex hull algorithm is also changed. Then the mouse cursor pointer shakes fast. To fix this problem, we added a code that the cursor does not move if the difference of the previous and the current fingertips position is within 5 pixels. This constraint worked well but it makes it difficult to control the mouse cursor sensitively. Another problem by illumination issue is segmentation of the background for extracting the hand shape. Since the hand reflects all light sources, the hand color is changed according to the place. If the hand shape is not good then our algorithm cannot estimate the length of radius of the hand.

For finding the center of the hand, it has a problem to find the center accurately. If the camera showed a hand with wrist, then the center will move a little towards the wrist because the color of the wrist is the same as the hand color. Therefore, it causes that algorithm system to fail because if the center is moved down, then the radius of the hand can be smaller than the actual size. Furthermore, the circle will move down and become smaller so when a user crooks his/her hand then the finding fingertip algorithm can also fail because a thumb can be placed outside of the circle every time.
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