Abstract

Distilling supervision signal from a long sequence to make predictions is a challenging task in machine learning, especially when not all elements in the input sequence contribute equally to the desired output. In this paper, we propose SPANDROP, a simple and effective data augmentation technique that helps models identify the true supervision signal in a long sequence with very few examples. By directly manipulating the input sequence, SPANDROP randomly ablates parts of the sequence at a time and ask the model to perform the same task to emulate counterfactual learning and achieve input attribution. Based on theoretical analysis of its properties, we also propose a variant of SPANDROP based on the beta-Bernoulli distribution, which yields diverse augmented sequences while providing a learning objective that is more consistent with the original dataset. We demonstrate the effectiveness of SPANDROP on a set of carefully designed toy tasks, as well as various natural language processing tasks that require reasoning over long sequences to arrive at the correct answer, and show that it helps models improve performance both when data is scarce and abundant.

1 Introduction

Building effective machine learning systems for long sequences is a challenging and important task, which helps us better understand underlying patterns in naturally occurring sequential data like long texts (Radford et al., 2019), protein sequences (Jumper et al., 2021), financial time series (Bao et al., 2017), etc. Recently, there is growing interest in studying neural network models that can capture long-range correlations in sequential data with high computational, memory, and statistical efficiency, especially widely adopted Transformer models (Vaswani et al., 2017).

Previous work approach long-sequence learning in Transformers largely by introducing computational approaches to replace the attention mechanism with more efficient counterparts. These approaches include limiting the scope of the attention mechanism (Kitaev et al., 2019), limiting sequence-level attention to only a handful of positions (Beltagy et al., 2020; Zaheer et al., 2020), or borrowing ideas from the kernel trick to eliminate the need to compute or instantiate the costly attention matrix (Peng et al., 2020; Katharopoulos et al., 2020; Choromanski et al., 2020). Essentially, these approaches aim to approximate the original pair-wise interaction with lower cost, and are often interested in capturing the effect of every input element on the outcome (e.g., arithmetic operations over a long list of numbers and operators, as proposed by Tay et al., 2020). While these tasks present great challenges for designing effective models to handle long sequences, many real-world problems involving long sequences share properties that make them amenable to more effective approaches than modeling the raw input-output relationship directly (e.g., via decomposition).

In this paper, we focus on a learning problem for long sequences motivated by real-world tasks, where not all input elements might contribute to the desired output. Natural examples that take this form include sentiment classification for long customer review documents (where a few salient sentiment words and conjunctions contribute the most), question answering from a long document (where each question typically requires a small number of supporting sentences to answer), key phrase detection in audio processing (where a small number of recorded frames actually
determine the prediction), as well as detecting a specific object from a complex scene (where, similarly, a small amount of pixels determine the outcome), to name a few. In these problems, it is usually counterproductive to try and make direct use of the entire input if the contributing portion is small or sparse, which results in a problem of underspecification (i.e., the training data does not sufficiently define the goal for statistical models).

One approach to address this problem is to annotate the parts of input that directly contribute to the outcome. This could take the form of a subset of sentences that answer a question or describe the relation between entities in a paragraph (Yang et al. 2018; Yao et al. 2019). However, such annotation is not always technically or financially feasible, so researchers and practitioners often need to resort to either collecting more input-output pairs or designing problem-specific data augmentation techniques to make up for the data gap. For real-valued data, augmentation often translates to random transformations (e.g., shifting or flipping an image); for symbolic data like natural language, techniques like masking or substitution are more commonly used (e.g., randomly swapping words with a special mask token or other words). While these approaches have proven effective in some tasks, each has limitations that prevents it from being well-suited for the underspecification scenario. For instance, while global feature transformations enhance group-invariance in learned representations, they do not directly help with better locating the underlying true stimulus. On the other hand, while replacement techniques like masking and substitution help ablate parts of the input, they are susceptible to the position bias of where the true stimulus might occur in the input. Furthermore, while substitution techniques can help create challenging contrastive examples, they are often significantly more difficult to implement (e.g., replacing a phrase in a sentence without losing fluency).

To address these challenges, we propose SPANDROP, a simple and effective technique that helps models distill sparse supervision signal from long sequences when the problem is underspecified. SPANDROP randomly ablates parts of the input to construct counterfactual examples that preserves the original output and supervision signal with high probability. Unlike replacement-based techniques, however, SPANDROP removes ablated elements from the input and concatenate the remainder. This avoids introducing artificial representations that are not used at test time, and mitigates potential spurious correlation to absolute positions of outcome-determining parts of the input (see Figure 1). We further propose a theoretically motivated, more effective variant of SPANDROP based on the beta-Bernoulli distribution that enhances the consistency of the augmented objective function with the original one. We demonstrate via carefully designed toy experiments that SPANDROP not only helps models achieve up to $20\times$ sample-efficiency in low-data settings, but also further reduces overfitting even when training data is abundant. We find that it is very effective at mitigating position bias compared to replacement-based counterfactual approaches, and enhances out-of-distribution generalization effectively. We further experiment on four natural language processing tasks that require models to answer question or extract entity relations from long texts, where, motivated by our theoretical analysis, we further propose an adaptive span segmentation. Our experiments demonstrate that SPANDROP can improve the performance of competitive neural models without any architectural change.

To summarize, our contributions in this paper are: 1) we propose SPANDROP and Beta-SPANDROP, two effective approaches to generate counterfactual examples for tasks of long sequence learning; 2) we study the theoretical properties of these approaches and verify them with carefully designed experiments on synthetic data; 3) we demonstrate that both approaches improve upon strong neural models on four NLP datasets, which can be furthered by a theoretically motivated span segmentation approach we propose.

2 Method

In this section, we first formulate the problem of sequence inference, where the model takes sequential data as input to make predictions. Then, we introduce SPANDROP, a simple and effective data augmentation technique for long sequence inference, and analyze its theoretical properties.

2.1 Problem Definition

Sequence Inference. We consider a task where a model takes a sequence $S$ as input and predicts the output $y$. We assume that $S = (s_1, \ldots, s_n)$ consists of $n$ disjoint but contiguous spans, and each span represents a part of the sequence in order. One example of sequence inference is sentiment classification from a paragraph of text, where $S$ is the paragraph and $y$ the sentiment label. Spans could be words, phrases, sentences, or a mixture of these in the paragraph. Another example is time series prediction, where $S$ is historical data, $y$ is the value at the next time step.

Supporting Facts. Given an input-output pair $(S, y)$ for sequence prediction, we assume that $y$ is truly determined by only a subset of spans in $S$. More formally, we assume that there is a subset of spans $S_{\text{sup}} \subset \{s_1, s_2, \ldots, s_n\}$ such that $y$ is independent of $s_i$, if $s_i \notin S_{\text{sup}}$. In sentiment classification, $S_{\text{sup}}$ could consist of important sentiment words or conjunctions (like “good”, “bad”, “but”); in time series prediction, it could reflect the most recent time steps as well as those a few cycles away if the series is periodic. For simplicity, we will denote the size of this set $m = |S_{\text{sup}}|$, and restrict our attention to tasks where $m \ll n$, such as those described in the previous section.
2.2 SPANDROP

In a long sequence inference task with sparse support facts \((m \ll n)\), most of the spans in the input sequence will not contribute to the prediction of \(y\), but they will introduce spurious correlation in a low-data scenario. SPANDROP generates new data instances \((\tilde{S}, y)\) by ablating these spans at random, while preserving the supporting facts with high probability so that the model is still trained to make the correct prediction \(y\). This is akin to counterfactually determining whether each span truly determines the outcome \(y\) by asking what the prediction would have been without it.

**Definition 1 (SPANDROP).** Formally, given a sequence \(S\) that consists of spans \((s_1, s_2, \cdots, s_n)\), SPANDROP generates a new sequence \(\tilde{S}\) as follows:

\[
\delta_i \overset{i.i.d.}{\sim} \text{Bernoulli}(1 - p), \quad \tilde{S} = (s_i)_{i=1, \delta_i=1}^n,
\]

where \(p\) is the hyperparameter that determines the probability to drop a span.

Note that SPANDROP does not require introducing substitute spans or artificial symbols when ablating spans from the input sequence. It makes the most of the natural sequence as it occurs in the original training data, and preserves the relative order between spans that are not dropped, which is often helpful in understanding sequential data (e.g., time series or text). It is also not difficult to establish that the resulting sequence \(\tilde{S}\) can preserve all of the \(m\) supporting facts with high probability regardless of how large \(n\) is.

**Remark 1.** The new sequence length \(n' = |\tilde{S}|\) and the number of preserved supporting facts \(m' = |\tilde{S} \cap S_{\text{sup}}|\) follow binomial distributions \(\text{Bin}(n, p)\) and \(\text{Bin}(m, p)\), respectively, where \(P(x = k|N, p) = \binom{N}{k} (1 - p)^k p^{N-k}\) for \(X \sim \text{Bin}(N, p)\).

Therefore, the proportion of sequences where all supporting facts are retained \((i.e., m' = m)\) is \((1 - p)^m\), which is independent of \(n\). This means that as long as the total number of supporting facts in the sequence is bounded, then regardless of the sequence length, we can always choose \(p\) carefully such that we end up with many valid new examples with bounded noise introduced to supporting facts. Note that our analysis so far relies only on the assumption that \(m\) is known or can be estimated, and thus it can be applied to tasks where the precise set of supporting facts \(S_{\text{sup}}\) is unknown. More formally, the amount of new examples can be characterized by the size of the typical set of \(S\), i.e., the set of sequences that the randomly ablated sequence will fall into with high probability. The size of the typical set for SPANDROP is approximately \(2^n H(p)\), where \(H(p)\) is the binary entropy of a Bernoulli random variable with probability \(p\). Intuitively, these results indicate that the amount of total counterfactual examples generated by SPANDROP scales exponentially in \(n\), but the level of supporting fact noise can be bounded as long as \(m\) is small.

However, this formulation of SPANDROP does have a notable drawback that could potentially hinder its efficacy. The new sequence length \(n'\) follows a binomial distribution, thus for sufficiently large \(n\), most \(\tilde{S}\) lengths will concentrate around the mean \(n(1 - p)\) with a width of \(O(\sqrt{n})\). This creates an artificial and permanent distribution drift from the original length (see Figure 2(a)). Furthermore, even if we know the identity of \(S_{\text{sup}}\) and keep these spans during training, this length reduction will bias the training towards easier examples to locate spans in \(S_{\text{sup}}\), potentially hurting generalization performance. In the next subsection, we will introduce a variant of SPANDROP based on the beta-Bernoulli distribution that alleviates this issue.

**Relation to word dropout.** A commonly used data augmentation/regularization technique in NLP, word dropout [Dai & Le (2015); Gal & Ghahramani (2016)], is closely related to SPANDROP. Two crucial differences, however, set SPANDROP apart from it and similar techniques: 1) word dropout masks or replaces symbols in the input, while SPANDROP directly removes them. Thus SPANDROP can avoid introducing artificial representations not used at test time, and affect sequence length and the absolute position of remaining elements in the sequence, which we will demonstrate alleviates the effect of spurious correlations between the outcome and absolute element positions in the training data; 2) SPANDROP can operate on input spans segmented at arbitrary granularity (not just words, or even necessarily contiguous), and our theoretical analysis holds as long as these spans are disjoint. We will show that task-informed span segmentation leads to further performance gains.

![Figure 2: Theoretical comparison between SPANDROP and Beta-SPANDROP.](image-url)
2.3 Beta-SPANDROP

To address the problem of distribution drift with SPANDROP, we introduce a variant that is based on the beta-Bernoulli distribution. The main idea is that instead of dropping each span in a sequence independently with a fixed probability \( p \), we first sample a sequence-level probability \( \pi \) at which spans are dropped from a Beta distribution, then use this probability to perform SPANDROP.

**Definition 2** (Beta-SPANDROP). Let \( \gamma = \gamma, \beta = \gamma \cdot \frac{1-p}{p} \), where \( \gamma > 0 \) is a scaling hyperparameter. Beta-SPANDROP generates \( \tilde{S} \) over \( S \) as:

\[
\pi \sim B(\alpha, \beta), \quad \delta_i \overset{i.i.d.}{\sim} \text{Bernoulli}(1 - \pi), \quad \tilde{S} = (s_i)_{i=1, \delta_i = 1},
\]

where \( B(\alpha, \beta) \) is the beta-distribution with parameters \( \alpha > 0 \) and \( \beta > 0 \).

It can be easily demonstrated that in Beta-SPANDROP, the probability that each span is dropped is still \( p \) on average:

\[
E[\delta_i | p] = E[\delta_i | \pi | p] = E[1 - \pi | p] = 1 - \frac{\alpha}{\alpha + \beta} = 1 - p.
\]

In fact, we can show that as \( \gamma \to \infty \), Beta-SPANDROP degenerates into SPANDROP since the beta-distribution would assign all probability mass on \( \pi = p \). Despite the simplicity in its implementation, Beta-SPANDROP is significantly less likely to introduce unwanted data distribution drift, while is capable of generating diverse counterfactual examples to regularize the training of sequence inference models. This is due to the following properties:

**Remark 2.** The new sequence length \( n' = |\tilde{S}| \) and the number of preserved supporting facts \( n'' = |\tilde{S} \cap S_{\text{sup}}| \) follow beta-binomial distributions \( B\text{-Bin}(n, \beta, \alpha) \) and \( B\text{-Bin}(m, \beta, \alpha) \) respectively, where

\[
P(x = k | N, \alpha, \beta) = \frac{\Gamma(N+1+k)}{\Gamma(k+1)\Gamma(N-k+1)} \left(\frac{\alpha}{\alpha+\beta}\right)^k \left(\frac{\beta}{\alpha+\beta}\right)^{N-k}.
\]

As a result, we can show that the probability that Beta-SPANDROP preserves the entire original sequence with the following probability

\[
P(n' = n | n, \alpha, \beta) = \frac{\Gamma(\alpha + \beta) \Gamma(\alpha + \beta)}{\Gamma(n + \alpha + \beta) \Gamma(\beta)}.
\]

When \( \gamma = 1 \), this expression simply reduces to \( \frac{\beta}{n+\beta} \); when \( \gamma \neq 1 \), this quantity tends to \( O(n^{-\gamma}) \) as \( n \) grows sufficiently large. Comparing this to the \( O((1-p)^n) \) rate from SPANDROP, we can see that when \( n \) is large, Beta-SPANDROP recovers more of the original distribution represented by \( (\tilde{S}, y) \) compared to SPANDROP. In fact, as evidenced by Figure 2(a), the counterfactual sequences generated by Beta-SPANDROP are also more spread-out in their length distribution besides covering the original length \( n \) with significantly higher probability. A similar analysis can be performed by substituting \( n \) and \( n' \) with \( m \) and \( m' \), where we can conclude that as \( m \) grows, Beta-SPANDROP is much better at generating counterfactual sequences that preserve the entire supporting fact set \( S_{\text{sup}} \). This is shown in Figure 2(b), where the proportion of “noise-free” examples (i.e., \( n' = m \)) decays exponentially with SPANDROP (\( \gamma = \infty \)) while remaining much higher when \( \gamma \) is sufficiently small. For instance, when \( p = 0.1, \gamma = 1 \) and \( m = 10 \), the proportion of noise-free examples for SPANDROP is just 34.9%, while that for Beta-SPANDROP is 47.4%.

As we have seen, Beta-SPANDROP is significantly better than its Bernoulli counterpart at assigning probability mass to the original data as well as generated sequences that contain the entire set of supporting facts. A natural question is, *does this come at the cost of diverse counterfactual examples?* To answer this question we study the entropy of the distribution that \( \tilde{S} \) follows by varying \( \gamma \) and \( n \), and normalize it by \( n \) to study the size of typical set of this distribution. As can be seen in Figure 2(c) as long as \( \gamma \) is large enough, the average entropy per span \( \bar{H} \) degrades very little from the theoretical maximum, which is \( H(p) \), attained when \( \gamma = \infty \). Therefore, to balance between introducing noise in the supporting facts and generating diverse examples, we set \( \gamma = 1 \) in our experiments.

**Beta-Bernoulli distribution in dropout.** The beta-Bernoulli distribution has been studied in prior work in seeking replacements for the (Bernoulli) dropout mechanism ([Srivastava et al., 2014], [Liu et al., 2019a]) set \( \alpha = \beta \) for the beta distribution in their formulation, which limits the dropout rate to always be 0.5. [Lee et al., 2018] fix \( \beta = k + 1 \) and \( \alpha \) to control the sparsity of the result of dropout, which is similar to Beta-SPANDROP when \( \gamma = 1 \). However, we note that these approaches (as with dropout) are focused more on adding noise to internal representations of neural networks to introduce regularization, while SPANDROP operates directly on the input to ablate different components therein, and thus orthogonal (and potentially complementary) to these approaches. Further, SPANDROP has the benefit of not having to make any assumption about the model or any change to it during training, which makes it much more widely applicable.

3 FINDANIMALS: Distilling Supervision from Long-Sequences

In this section, we design a synthetic task of finding a specific subsequence in a character sequence to: a) demonstrate the effectiveness of SPANDROP and Beta-SPANDROP in promoting the performance over a series of problems with different settings, b) analyze the various factors that may affect the efficacy of these approaches, and c) compare it to other counterfactual augmentation techniques like masking on mitigating position bias.
3.1 Experimental Setup

**FindANIMALS.** To understand the effectiveness of SPANDROP and Beta-SPANDROP empirically, we designed a synthetic task called FindANIMALS where the model is trained to discern that given an animal name $a$, e.g., “cat”, whether a character string contains it as a subsequence (i.e., contains characters in “cat” in order, for instance, “abedfghijkmnt”) or not (e.g., “abcdefhijkmn”). This allows us to easily control the total sequence length $n$, the supporting facts size $m$, as well as easily estimate the supporting fact noise that each SPANDROP variant might introduce.

In all of our experiments, we evaluate model performance on a held-out set of 10,000 examples to observe classification error. We set sequence length to $n = 300$ where each letter is a separate span, and chose positions for the letters in the animal name $a$ ($|a| = m = 3$) uniformly at random in the sequence unless otherwise mentioned.

**Model.** We employ a three-layer Transformer model (Vaswani et al. 2017) with position embeddings (Devlin et al. 2019) as the sequence encoder implemented with HuggingFace Transformers (Wolf et al. 2019). For each example $(a, S, y)$, we feed “[CLS]a [SEP] S [SEP]” to the model and then perform binary classifier over the “[CLS]” representation to predict $y \in \{0, 1\}$, where $y = 1$ means $a$ appears in $S$. To investigate the effectiveness of SPANDROP, we apply SPANDROP to $S$ first before feeding the resulting sequence into the Transformer classifier.

3.2 Results and Analysis

In each experiment, we compare SPANDROP and Beta-SPANDROP at the same drop ratio $p$. And we further use rejection sampling to remove examples that do not preserve the desired supporting facts to understand the effect of supporting fact noise.

**Data efficiency.** We begin by analyzing the contribution of SPANDROP and Beta-SPANDROP to improving the sample efficiency of the baseline model. To achieve this goal, we vary the training set size from 10 to 50,000 and observe the prediction error on the held-out set. We observe from the results in Figure 3(a) that: 1) Both SPANDROP and Beta-SPANDROP significantly improve data efficiency in low-data settings. For instance, when trained on only 200 training examples, SPANDROP variants can achieve the generalization performance of the baseline model trained on 5x to even 20x data. 2) Removing supporting fact noise typically improves data efficiency further by about 2x. This indicates it is helpful not to drop spans in $S_{sup}$ during training when possible, so that the model is always trained with true counterfactual examples rather than sometimes noisy ones. 3) Beta-SPANDROP consistently improves upon the baseline model even when data is abundant. This is likely due to the difficulty of the task when $n = 300$ and $m = 3$. Similar to many real-world tasks, the task remains underspecified even when the generalization error is already very low, thanks to the large amount of training data available. 4) SPANDROP introduces inconsistent training objective with the original training set, which leads to performance deterioration when there is sufficient training data, which is consistent with our theoretical observation.

**Effect of supporting fact noise.** Since SPANDROP introduces noise in the supporting facts (albeit with a low probability), it is natural to ask if such noise is negatively correlated with model performance. We study this by varying the drop ratio $p$ from $\{0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5\}$ on fixed training sets of size 1,000, and observe the resulting model performance and supporting fact error. As can be seen in Figure 3(b), supporting fact noise increases rapidly as $p$ grows. However, we note that although the performance of SPANDROP deteriorates as $p$ increases, that of Beta-SPANDROP stays relatively stable. Inspecting these results more closely, we find that even the performance of the noise-free variants follow a similar trend, which should not be affected by supporting fact noise.

**Effect of sequence and supporting fact lengths.** In our theoretical analysis, sequence length $n$ determines regularization strength and the drift in sequence length distribution, and supporting fact size $m$ determines the probability that the counterfactual example retains the correct supervision signal. To study their effects empirically, we conduct three separate sets of experiments: 1) training and testing the model on varying sequence lengths $\{10, 20, 30, 50, 100, 200, 300, 500\}$; 2) varying supporting fact size between 2 and 10; and 3) testing the model trained on $n = 300$ on test sets of different lengths.

As can be seen from Figures 3(c) and 3(e), our experimental results seem to well supporting this hypothesis that the gap between the two SPANDROP variants has a lot to do with the discrepancy in length distributions. Specifically, in Figure 3(c), while the performance of both SPANDROP variants deteriorates as $n$ grows and the task becomes more challenging and underspecified, SPANDROP deteriorates at a faster speed even when we remove the effect of supporting fact noise. On the other hand, we see in Figure 3(e) that SPANDROP performance peak around sequences of length 270 ($= n(1-p)=300\times(1-0.1)$) before rapidly deteriorating.

---

1To generate the synthetic training data of FindANIMALS, we first generate sequences consisting of lowercase letters (a to z) that each sequence $S$ does not contain the animal name $a$; then randomly choose half of these sequences, and replace letters with those in $a$ from arbitrary (but not necessarily contiguous) positions in $S$ to generate positive examples, and label the rest negative.

2Note that the noise in our experiments are lower than what would be predicted by theory, because in practice the initial sequence $S$ might already contain parts of $a$ before it is inserted. This creates redundant sets of supporting facts for this task and reduces supporting fact noise especially when $n$ is large.
mitigating, while Beta-SPAN DROP is unaffected until test sequence length exceeds that of all examples seen during training.

In Figure 3(d), we can also see that as predicted by Remarks 1 and 2, Beta-SPAN DROP is better at preserving all supporting facts than SPANDROP agnostic of their positions, which translates to superior performance.

Mitigating position bias. Besides SPANDROP, replacement-based techniques like masking can also be applied to construct counterfactual examples, where elements in the sequence are replaced by a special symbol that is not used at test time. We implement SPAN MASK in the same way as SPANDROP except spans are replaced rather than removed when the sampled “drop mask” δ is 0. We first inspect whether SPAN MASK benefits from the same beta-Bernoulli distribution we use in SPANDROP. As can be seen in Figure 3(f), the gain from switching to a beta-Bernoulli distribution provides negligible benefit to SPAN MASK, which does not alter the sequence length of the input to begin with. We also see that SPAN MASK results in significantly higher error than both SPANDROP and Beta-SPAN DROP in this setting.

We further experiment with introducing position bias into the training data (but not the test data) to test whether these methods help the model generalize to an unseen setting. Specifically, instead of selecting the position for the characters in a uniformly at random, we train the model with a “fixed position” dataset where they always occur at indices (10, 110, 210), and a “first 100” dataset where they are uniformly distributed among the first 100 letters. As can be seen in Figure 3(g), both the baseline and SPAN MASK models overfit to the position bias in the “fixed” setting, while SPANDROP techniques significantly reduce zero-shot generalization error. In the “first 100” setting, Beta-SPAN DROP consistently outperforms its Bernoulli counter-part and SPAN MASK at improving the performance of the baseline model as well, indicating that SPANDROP variants are effective at reducing the position bias of the model.

Impact on convergence speed. Regularization is commonly shown to slow down model convergence, resulting in the need for much longer training time for marginal improvements in performance. We show in Figure 3(h), however, that SPANDROP approaches do not seem to suffer from this issue on the synthetic task. In the contrary, both approaches help the model generalize significantly better within the same amount of training time.

4 Experiments on Natural Language Data

To examine the efficacy of the proposed SPANDROP techniques on realistic data, we conduct experiments on four NLP datasets that represent a variety of tasks. We focus on showing the effect of SPANDROP instead of pursuing the state-of-the-art in these experiments.

4.1 Setup and Main Results

Datasets. We use four natural language processing datasets: SQuAD 1.1 (Rajpurkar et al., 2016), where models answer questions on a paragraph of text from Wikipedia; MultiRC (Khashabi et al., 2018), which is a multi-choice reading comprehension task in which questions can only be answered by taking into account information from multiple sentences; HotpotQA (Yang et al., 2018), which requires models to perform multi-hop reasoning over multiple Wikipedia pages.
We refer the reader to the appendix for details about the variants on the four natural language processing tasks. We summarize the results in Table 1. We observe that: 1) our models and their combination with S\textsc{A} are significantly better performance (in the cases of HotpotQA, S\textsc{QuAD}, and Doc\textsc{RED}) compared to published results, especially considering that we do not tailor our models to each task too much; 2) \textsc{SpanDrop} improves the performance over these models even when the training set is large and that the model is already performing well; 3) Models trained with Beta-\textsc{SpanDrop} consistently perform better or equally well with their \textsc{SpanDrop} counterparts across all datasets, demonstrating that our observations on the synthetic datasets generalize well to real-world ones. We note that the performance gains on real-world data is less significant, which likely results from the fact that non-supporting spans in the synthetic task are independent from each other, which is not the case in natural language data.

### 4.2 Analysis

To understand whether the properties of \textsc{SpanDrop} and Beta-\textsc{SpanDrop} we observe on \textsc{FindAnimals} generalize to real-world data, we further perform a set of analysis experiments on S\textsc{QuAD}. Specifically, we are interested in studying the effect of the amount of training data, the span drop ratio \( p \), and the choice of span size on performance.

**Effect of low data.** To understand \textsc{SpanDrop}’s regularizing effect when training data is scarce, we study the model’s generalization performance when training on only 0.1% of the training data (around 100 examples) to using the entire training set (around 88k examples). As shown in Figure 4 (left), both \textsc{SpanDrop} and Beta-\textsc{SpanDrop} significantly improve model performance when the amount of training data is extremely low. As the amount of training data increases, this gap slowly closes but remains consistently positive. When all training data is used, the gap is still sufficient to separate top-2 performing systems on this dataset.

---

| Model          | Ans F\(_1\) | Sup F\(_1\) | Joint F\(_1\) |
|----------------|-------------|-------------|---------------|
| RoBERTa-base   | 73.5        | 83.4        | 63.5          |
| Longformer-base| 74.3        | 84.4        | 64.4          |
| SAE BERT-base  | 73.6        | 84.6        | 65.0          |
| **Our implementation** |            |             |               |
| ELECTRA-base   | 74.7        | 86.7        | 66.8          |
| + \textsc{SpanDrop} | 74.7      | 86.7        | 66.8          |
| + Beta-\textsc{SpanDrop} | 74.7      | 86.9        | 67.1          |

| Model          | EM          | F\(_1\)     |
|----------------|-------------|-------------|
| BERT-base      | 26.6/24.1   | 71.8/70.1   |
| RoBERTa-base   | 38.7/ —     | 77.1/ —     |
| REPT RoBERTa-base | 40.4/ — | 80.0/ —     |
| **Our implementation** |        |             |
| ELECTRA-base   | 40.1/39.1   | 80.4/78.2   |
| + \textsc{SpanDrop} | 42.3/39.9  | 81.7/78.5   |
| + Beta-\textsc{SpanDrop} | 44.8/41.1 | 81.6/79.8   |

| Model          | Ign F\(_1\) | RE F\(_1\) | Evi F\(_1\) |
|----------------|-------------|-------------|-------------|
| E2GRE BERT-base| 55.2        | 58.7        | 47.1        |
| ATLOP BERT-base| 59.2        | 61.1        | —           |
| SSAN BERT-base | 57.0        | 59.2        | —           |
| **Our implementation** |        |             |             |
| ELECTRA-base   | 59.6        | 61.6        | 50.8        |
| + \textsc{SpanDrop} | 59.9      | 61.9        | 51.2        |
| + Beta-\textsc{SpanDrop} | 60.1      | 62.1        | 51.2        |

| Model          | EM          | F\(_1\)     |
|----------------|-------------|-------------|
| RoBERTa-base   | —           | 90.6        |
| ELECTRA-base   | 84.5        | 90.8        |
| XLNet-large    | 89.7        | 95.1        |
| **Our implementation** |        |             |
| ELECTRA-base   | 86.6        | 92.4        |
| + \textsc{SpanDrop} w/ adaptive spans | 87.4 | 92.9 |
| + Beta-\textsc{SpanDrop} w/ adaptive spans | 87.3 | 92.8 |

Table 1: Main results on four natural language processing datasets.
Long Sequence Inference. Many applications require the prediction/inference over long sequences, such as multi-hop reading comprehension (Yang et al. 2018; Welbl et al. 2018), long document summarization (Huang et al. 2021), document-level information extraction (Yao et al. 2019) in natural language processing, long sequence time-series prediction (Zhou et al. 2021a), promoter region and chromatin-profile prediction in DNA sequence (Oubouny et al. 2019; Zhou & Troyanskaya 2015) in Genomics etc, where not all elements in the long sequence contribute equally to the desired output. Aside from approaches that attempt to approximate all pair-wise interactions between elements in a sequence, more recent work has also investigated compressing long sequences into shorter ones to distill the information therein for prediction or representation learning (Rae et al. 2020; Goyal et al. 2020; Kim & Cho 2021).

Sequence Data Augmentation. Data augmentation is an effective common technique for underspecified tasks like long sequence inference. Feng et al. (2021) propose to group common data augmentation techniques in natural language processing into three categories: 1) rule-based methods (Zhang et al. 2015; Wei & Zou 2019; Sahin & Steedman 2018), which apply a set of predefined operations over the raw input, such as removing, adding, shuffling and replacement; 2) example mixup-based methods (Guo et al. 2019; Guo 2020; Chen et al. 2020; Jindal et al. 2020), which, inspired from Mixup in computer vision (Zhang et al. 2018), perform interpolation between continuous features like word embeddings and sentence embeddings; 3) model-based methods (Xie et al. 2020; Sennrich et al. 2016), which use trained models to generate new examples (e.g., back translation Xie et al. 2020).

Most existing rule-based data augmentation methods operate at the token/word level (Feng et al. 2021), such as word shuffle/replacement/addition (Wei & Zou 2019). Shuffle-based techniques are less applicable when order information is crucial in the raw data (Lan et al. 2019 e.g., in natural language). Clark et al. (2019) and Lewis et al. (2020) have recently shown that well designed word-level augmentation can also lead to improved pretrained models, but generalizing this idea to phrases or sentences is less straightforward. In contrast, our proposed SPANDROP supports data augmentation in multiple granularity, and is able to reserve sequence order since drop operation does not change the relative order of the original input, which is important in many kinds of sequence data such as natural language.

6 Conclusion

In this paper, we presented SPANDROP, a simple and effective method for learning from long sequences, which ablates parts of the sequence at random to generate counterfactual data to distill the sparse supervision signal that is predictive of the desired output. We show via theoretical analysis and carefully designed synthetic datasets that SPANDROP and its variant based on the beta-Bernoulli distribution, Beta-SPANDROP, help models achieve competitive performance with a fraction of the data by introducing diverse augmented training examples, and generalize better to previously unseen data. Our experiments on four real-world NLP datasets confirm these theoretical findings, and demonstrate SPANDROP’s efficacy on strong neural models even when data is abundant.
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A Appendix

A.1 Statistics of Benchmark Data Sets

In this section, we summarize the statistics of the four natural language processing datasets used in our experiments in Table 2. For SQuAD, since the dataset does not annotate supporting facts, we approximately estimate supporting facts by counting tokens that are part of a bigram that appears in the question.

A.2 Experimental Setup for Different Tasks

This section introduces the detailed implementations of our methods on four benchmark data sets, as well as the hyperparameter setting for model optimization and baselines to compare with our implementations.

A.2.1 HotpotQA

Implementation details. The objective of HotpotQA is answering questions from a set of 10 paragraphs where two paragraphs are relevant to the question and the rest are distractors. HotpotQA presents two tasks: answer span prediction and evidence sentence (i.e., supporting fact) prediction. Our HotpotQA model consists of two stages: the first stage selects top 4 paragraphs from 10 candidates by a retrieval model. The second stage finds the final answer span and evidence over the selected 4 paragraphs. We particularly feed the following input format to encoder: “[CLS] question [SEP] sent1,1 [SEP] sent1,2 · · · [SEP] sent4,1 [SEP] sent4,2 · · · [SEP]”. And we apply the proposed span drop methods over all the sentences except for supporting facts.

For answer span prediction, we use the answer span prediction model in (Devlin et al., 2019) with an additional task of question type (yes/no/span) classification head over the first special token ([CLS]). For evidence extraction, we apply two-layer MLPs on top of the representations corresponding to sentence and paragraph to get the corresponding evidence prediction scores and use binary cross entropy loss to train the model. Finally, we combine answer span, question type, sentence evidence, and relevant paragraph losses and train the model in a multitask way using linear combination type, sentence evidence, and relevant paragraph losses. And we apply the proposed span drop methods over all input sentences except for the evidence sentences. The hyperparameter search space for our MultiRC models is given in Table 3.

Baselines. We compare our implementation of HotpotQA model over Electra with the following strong baselines: 1) BERT based model, 2) RoBERTa (Liu et al., 2019b) based model and 3) REPT (RoBERTa-base) trained with new additional training tasks (Jiao et al., 2021).

A.2.2 MultiRC

Implementation details. MultiRC is a multi-choice question answer task, which supplies a set of alternatives or possible answers to the question and requires to select the best answer(s) based on multiple sentences while a few of these sentences (i.e., supporting facts) are relevant to the questions. For given example of k candidate answer and n sentences, we first feed the following input to the encoder: “[CLS] question [SEP] answer1 [SEP] answer2 [SEP] · · · answerk [SEP] sentence1 [SEP] sentence2 [SEP] · · · sentencek [SEP]”. For answer prediction, we apply two-layer MLPs on top of the representations corresponding to candidate answers and sentences to get the corresponding answer and sentences scores, and use a combination of two binary cross entropy losses to train the model in a multitask way. We apply our span drop methods over all input sentences except for the evidence sentences. The hyperparameter search space for our MultiRC models is given in Table 3.

Baselines. We compare our implementation of MultiRC model over Electra with the following baselines: 1) BERT based model, 2) RoBERTa (Liu et al., 2019b) based model and 3) REPT (RoBERTa-base) trained with new additional training tasks (Jiao et al., 2021).

A.2.3 Relation extraction task: DocRED

Implementation details. DocRED is document-level relation extraction, which consists of two tasks: relation prediction of a given pair of entities and the evidence prediction. We construct the entity-guided inputs to the encoder following prior work (Huang et al., 2020). Each training example is organized by concatenating the head entity, together with the n sentences in the document as “[CLS] head entity [SEP] sentence1 [SEP] sentence2 [SEP] · · · sentencek [SEP]”. For both relation extraction and evidence prediction, we apply a biaffine transformation that combines entity representations and entity/sentence representations, respectively, and score them using the adaptive threshold loss proposed by Zhou et al. (2021b). We train the model in a multi-task setting by using a linear combination of relation extraction and evidence prediction losses. And we apply the proposed span drop methods over all input sentences except for those that serve as evidence for entity relations with the head entity. Please refer to Table 3 for the hyper-parameter search space of our DocRED models.

Baselines. We compare against a set of strong baselines w.r.t. document-level relation including: 1) E2GRE (Huang et al., 2020), 2) ATLOP (Zhou et al., 2021b) and 3) SSAN (Xu et al., 2021).

A.2.4 SQuAD

Implementation details. SQuAD aims at extracting a seg-
Table 2: Statistics of Benchmark Data sets

| Parameter name | HotpotQA \cite{Yang2018} | MultiRC \cite{Khashabi2018} | DocRED \cite{Yao2019} | SQuAD \cite{Rajpurkar2016} |
|----------------|---------------------------|-----------------------------|------------------------|-----------------------------|
| # of Spans     | 14.45/11/17/2/96          | 14.72/12/18/6/41           | 8.24/6/10/3/25         | 156.26/114/186/25/853      |
| # of Supporting facts | 2.38/2/3/2/12          | 2.32/2/2/2/6               | 1.67/1/2/1/11          | 7.74/3/11/0/82            |


† Sentence-level span and supporting facts, and MultiRC is the second version and available at [https://cogcomp.seas.upenn.edu/multirc/](https://cogcomp.seas.upenn.edu/multirc/) where the column “train” and “dev” w.r.t. MultiRC reports the number of questions in training data and dev data, respectively.

* Token-level span, and the statistics of # of spans/supporting facts are collected by setting span = 1 token;

⋄ This is collected based on the top 4 documents selected from 10 candidate documents by document retriever. The five numbers correspond to Average, 25% Percentile, 75% Percentile, Min and Max, respectively.

‡ We define the supporting facts as the spans of the context which have bigrams appearing in the question.

Table 3: Hyper-parameter search space for models on different benchmarks

| Parameter name | HotpotQA | MultiRC | DocRED | SQuAD |
|----------------|----------|---------|--------|-------|
| Batch size     | \{4, 8\} | \{8, 16\} | \{4, 8\} | \{16, 32\} |
| Learning rate  | \{3e-5, 2e-5, 1e-5, 1e-4\} | \{3e-5, 2e-5, 1e-5, 1e-4\} | \{1e-4, 5e-5\} | \{1e-4, 5e-5\} |
| Span Drop ratio| \{0.05, 0.1, 0.15, 0.2, 0.25\} | \{0.05, 0.1, 0.15, 0.25\} | \{0.03, 0.05, 0.1, 0.15, 0.2, 0.25\} | \{0.03, 0.05, 0.1, 0.15, 0.2, 0.25\} |
| Optimizer      | AdamW    | AdamW   | AdamW  | AdamW |
| Epochs         | 10       | 15      | 10,20,30 | 2,4,6,8 |