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Abstract—Time series forecasting is a significant problem in many applications, e.g., financial predictions and business optimization. Modern datasets can have multiple correlated time series, which are often generated with global (shared) regularities and local (specific) dynamics. In this paper, we seek to tackle such forecasting problems with DeepDGL, a deep forecasting model that disentangles dynamics into global and local temporal patterns. DeepDGL employs an encoder-decoder architecture, consisting of two encoders to learn global and local temporal patterns, respectively, and a decoder to make multi-step forecasting. Specifically, to model complicated global patterns, the vector quantization (VQ) module is introduced, allowing the global feature encoder to learn a shared codebook among all time series. To model diversified and heterogenous local patterns, an adaptive parameter generation module enhanced by the contrastive multi-horizon coding (CMC) is proposed to generate the parameters of the corresponding time series. Our experiments on several real-world datasets show that DeepDGL outperforms existing state-of-the-art models.

Index Terms—Contrastive learning, deep learning, time series forecasting, vector quantization

I. INTRODUCTION

TIME series forecasting plays a crucial role in many real-world scenarios, e.g., traffic forecasting [1], financial prediction [2], and business optimization [3]. It helps people to make important decisions if the future data values can be predicted accurately. For instance, predicting the future status of urban traffic systems is important for traffic scheduling and management. In a supermarket like Walmart, forecasting the product demand based on historical data can help people do inventory planning to maximize the profit.

Real-world time series datasets can have multiple correlated time series, which are often generated with global and local temporal patterns, where global temporal patterns refer to shared regularities among multiple time series, and local temporal patterns indicate dynamics specific to each individual time series (as shown in Figure 1). In addition, new time series that we are also interested in can be generated, e.g., new products expanded in a supermarket. This leads to a problem of forecasting both the existing and new time series. The main challenges are twofold. First, capturing complicated global temporal patterns as well as diversified and heterogeneous local temporal patterns should be considered jointly. Second, allowing the model to generalize well on new time series is nontrivial, as the dynamics of these unseen data is often different from the existing time series.

Traditional time series forecasting methods are fitted on an individual time series at a time, e.g., AR, ARIMA, exponential smoothing [4], and more generally linear state space models (SSMs) [5]. However, these methods cannot infer shared patterns of multiple time series and benefit from the global information in a dataset. In addition, separately training on each time series makes forecasting time series with short history challenging.

Deep learning based models shed new lights on this problem. Long Short-Term Memory (LSTM) [6], Gated Recurrent Units (GRU) [7], Temporal Convolution Networks (TCN) [8], and Transformer [9]–[11], have achieved promising results in temporal modeling. These deep models are trained on the entire dataset, utilizing information of all time series, and obtain a shared set of model parameters, which implies the global information. However, these methods cannot explicitly introduce the global information or the information of other related time series when operating on a time series, as they take
only the past data of that time series as the input. Moreover, learning shared model parameters has less expressive power to capture the diversified and heterogenous local patterns.

Another route of works tries to incorporate Graph Neural Networks (GNNs) with recurrent neural networks (e.g., LSTM and GRU) or temporal convolution [17–19], which captures the temporal dependencies and the correlations between different time series jointly. Most of them require a prior graph as inter-series correlations, which are not applicable to the problem faced in this paper. Some methods [17, 18] introduce an adaptive graph learnt in a data-driven manner to infer the dependencies among different time series. By utilizing GNN, the information of related time series can be introduced when forecasting a time series. However, GNN based methods are helpless to forecast the new time series and tackle datasets with a very large number of time series, as learning such a huge graph is impractical. Furthermore, the shared parameter among all nodes makes them inferior in capturing local temporal patterns accurately.

Recently, some methods, including TRMF [20] and DeepGLO [21], seek to capture global temporal patterns by combining time series forecasting methods with matrix factorization. Each original time series can be represented as a linear combination of $k$ latent time series ($k$ is far less than the number of original time series). However, matrix factorization exploits the global information in the feature space, which is ineffective to capture complicated global temporal patterns. Moreover, due to the shared parameters among all time series, they lack the capacity of modeling highly heterogeneous local temporal patterns.

To this end, we propose DeepDGL, a deep forecasting model that disentangles dynamics into global and local temporal patterns. Specifically, DeepDGL follows the encoder-decoder architecture, which has two feature encoders to capture global and local temporal patterns, respectively: 1) in the global feature encoder, the vector quantization (VQ) [22] module is introduced to maintain a codebook representing global temporal patterns shared by all time series, and an input time series is mapped to the closest global patterns, through which the global information can be introduced; 2) for the local feature encoder, an adaptive parameter generation module enhanced by the contrastive multi-horizon coding (CMC) is proposed to generate the parameters of the encoder for each individual time series, which maximizes the mutual information between the series-specific context variable and the long/short-term representations of that time series. Finally, a decoder combines the representations of the global and local feature encoders and performs multi-step forecasting.

During training, existing models (of shared parameters) are only learnt to fit the training data, restricting them to generalize well on new time series, while the adaptive parameter generation module in DeepDGL is learnt to generate specific parameters for each individual time series to model its local temporal patterns. When forecasting new time series, the well-trained parameter generation module can produce suitable parameters for them, endowing DeepDGL with good generalization capacity.

To summarize, our main contributions are as follows:

- DeepDGL is proposed, which disentangles dynamics into global temporal patterns shared by multiple time series and local temporal patterns specific to each individual time series.
- The VQ module is introduced in the global feature encoder, which learns a codebook representing global temporal patterns to introduce the global information for an input time series.
- An adaptive parameter generation module enhanced by CMC is proposed for the local feature encoder, which can effectively capture local information and further generate specific parameters for each time series to model highly diversified and heterogeneous local temporal patterns.
- DeepDGL achieves the state-of-the-art performance on three real-world time series datasets and has more powerful generalization capacity. On average, it outperforms the best baseline by 11.8% on MAPE.

II. Related Works

Time series forecasting is an emerging topic in machine learning. Traditional methods, e.g., AR, ARIMA, and linear SSMs, mostly operate on an individual time series at a time, which are less helpful for modern datasets with multiple correlated time series. Here, we mainly focus on recent deep learning approaches.

In recent years, deep learning models (cooperated with other methods) are widely applied to time series forecasting, which can be divided into three categories: Classic deep learning methods [8], [9], [11], [23]–[25], GNN based methods [1], [12], [17]–[19], and matrix factorization based methods [20, 21].

Classic deep learning methods learn a shared set of parameters among all time series in a dataset, while model each individual time series separately. FC-LSTM [24] forecasts time series with LSTM and fully-connected layers. TCN [8] introduces causal and dilated convolutions to model temporal patterns. Transformer based methods [9], [11] take advantage of the self-attention to capture long-term temporal dependencies in the entire time series. DeepAR [23] is a LSTM based model where the parameters of the distributions of the future values are predicted by LSTM. DeepState [25] learns the parameters of linear SSMs with deep recurrent neural networks, combining the benefits of the two models.

GNN based methods introduce graph neural networks to capture the correlations between different time series explicitly. Some of them learn adaptive graphs in a data-driven manner without prior graphs as inter-series correlations. Graph WaveNet [17] combines graph convolutions with an adaptive adjacency matrix and dilated casual convolutions to capture spatial-temporal dependencies. MTGNN [18] introduces a multi-size convolution module to capture different aspects of temporal dependencies and simplifies the learnt graph to alleviate the overfitting issue. Although most GNN based methods are ineffective to capture local temporal patterns, AGCRN [12] utilizes a node adaptive parameter learning module to capture node-specific features, which generates node-specific parameters according to the node embeddings.
Matrix factorization based methods represent the original time series as a linear combination of \(k\) latent time series capturing global temporal patterns, which are obtained by performing matrix factorization on all time series in a dataset. TRMF [20] introduces an AR based temporal regularization when factorization. DeepGLO [21] leverages both global and local features during training and forecasting. The global component introduces a TCN based temporal regularization, and the local component is specialized to focus on the input time series.

Existing methods are ineffective to capture complicated global temporal patterns and heterogenous local temporal patterns and have less generalization capacity on new time series. In this paper, DeepDGL is proposed to address these problems.

### III. METHODOLOGY

#### A. Problem Setting

Suppose that we have a collection of \(n\) correlated time series \(X = \{x_i, 1 \leq t \leq T_i\}_{i=1}^n\) generated from a specific scenario, where \(x_i, 1 \leq t \leq T_i\) denotes the observation of time series \(i\) at time step \(t\). \(T_0\) is the number of time steps observed, and \(x_i, t \in \mathcal{R}\) denotes the observation of time series \(i\) at time step \(t_0\). As shown in Figure 2 using \(X\) as training data, we define two kinds of forecasting tasks:

- **Transductive forecasting.** This task is to predict \(X^{(\tau)} = \{x_i, T_0 + 1 \leq t \leq T_0 + \tau\}_{i=1}^n\), the future values of \(X\), where \(\tau\) is the prediction horizon.
- **Inductive forecasting.** Intuitively, such a data collection can have \(m\) new time series, \(\bar{X} = \{\bar{x}_i, 1 \leq t \leq T_i\}_{i=1}^m\), which are correlated with each other and also \(X\). \(T_1\) is the number of time steps observed of the new time series, where \(T_1 \ll T_0\). It is impractical to train a model using \(\bar{X}\) with short history. This task is to inductively predict \(\bar{X}^{(\tau)} = \{\bar{x}_i, T_1 + 1 \leq t \leq T_1 + \tau\}_{i=1}^m\), without training on \(\bar{X}\).

![Fig. 2. Transductive and Inductive Forecasting.](image)

#### B. Overview

As mentioned above, existing methods have at least one of the following limitations that prevent them from accurately forecasting diversified time series.

- **Complicated global temporal patterns.** Traditional univariate forecasting models cannot infer shared patterns from a dataset of correlated time series, as they are fitted on each time series separately. Modern deep learning methods learn shared parameters on an entire dataset to exploit the information of all time series without explicitly introducing global information. Some methods utilize matrix factorization to capture the underlying global information in the feature space. However, they are hard to capture complicated global regularities.

- **Heterogenous local temporal patterns.** Most deep learning methods learn a shared set of parameters for all time series, which cannot effectively capture heterogenous local patterns of each individual time series. Training separately on each time series seems to bypass this problem, while training is intractable due to limited training data, and the global information cannot be introduced.

- **Context difference.** The local dynamics of new time series are often different from those of existing time series, which we refer to as context difference. A model is difficult to retrain for new time series with very short history. To our knowledge, existing methods just simply employ the original trained model(s) to these unseen data, which cannot generalize well due to context difference.

To better understanding and modeling diversified time series, we introduce three assumptions: a) time series in a dataset are generated with global regularities and local dynamics, where b) global regularities indicate the shared temporal patterns, which can be represented as shared representations in the model, and c) local dynamics are specific temporal patterns of each individual time series, which could be highly heterogeneous and diversified, and cannot be effectively captured by a unique set of model parameters.

**Model overview.** In light of the above discussions, we propose DeepDGL, a deep forecasting model that disentangles dynamics into global and local temporal patterns. As shown in Figure 3, DeepDGL employs an encoder-decoder architecture. First, the input time series \(x_{1:T}\) are passed through two encoders, capturing global and local patterns, respectively. In the global feature encoder (Figure 3(b)), the convolution network outputs short-term representations at each time step, and the vector quantization (VQ) module learns a codebook representing global temporal patterns and maps short-term representations at each time step to the vectors in the codebook, which are then fed to the Transformer encoder to output long-term representations at each time step. The local feature encoder also follows the convolutional Transformer encoder (Figure 3(c)), and its parameters are generated from the series-specific context variable \(D\), which fully captures the local information and is obtained using the contrastive multi-horizon coding (CMC) that maximizes mutual information (MI) between \(D\) and long/short-term views of corresponding time series (Figure 3(a)). Finally, a convolutional transformer decoder is used for multi-step forecasting (Figure 3(d)).

#### C. Learning Global Representations

The global feature encoder (Figure 3(b)) is designed to capture global temporal patterns, and consists of a multi-layer
convolutional feature extractor, which takes the observed time series $x_{1:T}$ as input and outputs short-term representations $z_{1:T}$ at each time step. They are then fed to the vector quantization (VQ) module $q$ to build $\hat{z}_{1:T}$ representing global patterns. Finally, a Transformer encoder is utilized to capture the long-term dependencies of the entire time series and outputs long-term representations $c^{(\text{glo})}_{1:T}$ at each time step. We choose to use the convolutional Transformer architecture due to its capacity of capturing both long and short-term temporal dependencies. Next, we will introduce the details of each module.

**Short-term representations with convolutions.** The short-term feature extractor is composed of several blocks containing a causal convolution followed by layer normalization and a ReLU activation. The input time series is normalized to zero mean and unit variance. The stride of the convolution is set to 1, the padding mechanism is used to make sure that the output step size is consistent with the input, and a small-size convolution kernel is used to capture short-term temporal patterns.

**Global representations with the vector quantization module.** The VQ module is introduced to map the original short-term representations to the vectors representing global patterns. Note that our goal is to disentangle dynamics into global and local components. As a result, in the global feature encoder, we need not to capturing every detail of the dynamics but the global patterns. The VQ module replaces the original representation $z$ by $\hat{z} = e_i$ from a shared codebook $e \in \mathbb{R}^{F \times d}$ among all time series, which contains $F$ vectors of size $d$, regarded as the global representations.

We choose the global representation $e_i$ from the codebook $e$ by finding the closest one to the input representation $z$ in terms of Euclidean distance, yielding $i = \arg \min_j \|z - e_j\|_2.$ Note that the $\arg \min$ operation is non-differentiable, so we just take the gradients of $\hat{z}$ as those of $z$. During forward-propagation, the nearest representation $\hat{z}$ is passed to the following layers, and during back-propagation, the gradient $\nabla_{\hat{z}} \mathcal{L}$ is passed unaltered to the preceding convolution networks. Note that due to the straight-through gradient estimation, $e_i$ (i.e., $\hat{z}$) receives no gradient, and we introduce an external objective to learn the global representations in the codebook:

$$\mathcal{R}^{\text{glo}} = \|s_g(z) - \hat{z}\|^2_2 + \gamma \|z - s_g(\hat{z})\|^2_2$$ (1)

where $s_g(x) \equiv x$, $\frac{d}{dx} s_g(x) \equiv 0$ is the stop gradient operator and $\gamma$ is a hyper-parameter. The learning process is visualized in Figure 4. The first term $\|s_g(z) - \hat{z}\|^2_2$ moves the global representations in the codebook closer to the original short-term representations. As a result, when several short-term representations are mapped to one global representation, the global representation tends to the cluster center of these short-term representations, which makes it more representative. The second term $\|z - s_g(\hat{z})\|^2_2$ along with the prediction loss $\mathcal{L}^{\text{pred}}$ urges original short-term representations $z$ to map to appropriate global representations $\hat{z}$ and restricts $z$ to $\hat{z}$.

**Long-term representations with Transformer.** The output of the VQ module is further fed to a Transformer encoder by taking advantages of the multi-head self-attention mechanism, as self-attention is able to capture long-term dependencies in the entire time series, and multiple attention heads learn to focus on different aspects of temporal patterns. Instead of sine/cosine positional embeddings used in [10], a set of time-based covariates (if available) is concatenated to the input representations, e.g., hour-of-the-day, day-of-the-week, which plays a similar role to the positional embeddings. The Transformer encoder is composed of multiple blocks containing a multi-head self-attention layer and a position-wise feedforward network composed of two fully-connected layers (with a ReLU activation in the middle).
D. Generating Local Parameters

As shown in Figure 3(c), we also use the convolutional Transformer as the architecture of the local feature encoder, which is identical to the global feature encoder, except the VQ module. As previously mentioned, we need to generate specific parameters of the local feature encoder for each individual time series, as the local dynamics are too heterogeneous to be modeled using shared parameters.

To this end, we propose an adaptive parameter generation module (Figure 3(a)). The first stage is to use the context recognition network (composed of a two-layer Transformer encoder and a LSTM aggregator) to map the input time series to the series-specific context variable $\mathcal{D}$. To make sure that $\mathcal{D}$ fully captures only the local (specific) features of the input time series and filters out the global information, we introduce the contrastive multi-horizon coding (CMC) with a KL-divergence regularizer. Then, we input the context variable $\mathcal{D}$ to a two-layer MLP with a ReLU activation in the middle, which outputs the parameters of the local feature encoder. Finally, these parameters are loaded to the encoder. Next, we describe how the CMC help to learn the context variable $\mathcal{D}$.

CMC maximizes the mutual information between the context variable $\mathcal{D}$ (the output of LSTM aggregator) and the short-term representations $\mathcal{V}^{(sh)}$ (the output of the convolution module) as well as the mutual information between $\mathcal{D}$ and the long-term representations $\mathcal{V}^{(lo)}$ (the output of the transformer encoder) in the context recognition network. Intuitively, the mutual information measures how much better we can infer the value of $\mathcal{D}$ when we know $\mathcal{V}^{(sh)}$ or $\mathcal{V}^{(lo)}$ than we do not know it. So, maximize the mutual information requires $\mathcal{D}$ to capture the specific high-level information (i.e., long/short term temporal patterns) of the input time series.

Contrastive learning [26, 27] is widely used in unsupervised learning. Here, CMC introduces two contrastive learning tasks of short-term and long-term representations, and the corresponding objectives are $\mathcal{L}^{(sh)}_{\text{contract}}$ and $\mathcal{L}^{(lo)}_{\text{contract}}$, respectively. In addition, we also use regularization to ensure that the global information is filtered out.

**Contrastive loss.** The contrastive learning task requires discriminating the correct representation from the incorrect ones (i.e., distractors). Taking the short-term contrastive task as an example, given the context variable $\mathcal{D}$ and a set $\mathcal{V}^{(sh)} = \{\mathcal{v}^{(sh)}_1, \mathcal{v}^{(sh)}_2, \ldots, \mathcal{v}^{(sh)}_K\}$, which contains the short-term representation $\mathcal{v}^{(sh)}_t$ at time step $t$ (positive representation) of the input series and $K$ distractors $\mathcal{v}^{(sh)}_K$ (negative representations), the model needs to select the correct short-term representation out of the set $\mathcal{V}^{(sh)}$. The distractors are uniformly sampled from the short-term representation of other time series. The corresponding loss function is defined as:

$$L^{(sh)}_{\text{contract}} = E_x E_t \log \frac{\exp(f_1(\mathcal{D}, \mathcal{v}^{(sh)}_t; x)/\tau)}{\sum_{v^{(sh)}_t \sim \mathcal{V}^{(sh)}} \exp(f_1(\mathcal{D}, v^{(sh)}_t; x)/\tau)}$$

(2)

where $f_1$ is the discrimination function (a 2-layer MLP with a ReLU activation in the middle), which is trained to achieve a high score for positive pairs $(\mathcal{D}, \mathcal{v}^{(sh)}_t)$ and low for negative pairs $(\mathcal{D}, \mathcal{v}^{(sh)}_K)$, $\tau$ is the temperature of SoftMax function, and $u(t)$ is a uniform distribution over time steps 1, 2, $\cdots$, $T$.

$L^{(sh)}_{\text{contract}}$ is the categorical cross-entropy of classifying the positive sample correctly from the set $\mathcal{V}^{(sh)}$ (the first representation is positive), with the predicted probability of:

$$\frac{\exp(f_1(\mathcal{D}, \mathcal{v}^{(sh)}_t; x)/\tau)}{\sum_{v^{(sh)}_t \sim \mathcal{V}^{(sh)}} \exp(f_1(\mathcal{D}, v^{(sh)}_t; x)/\tau)}$$

(3)

The optimal probability for this loss, $p(\text{pos} = 0|\mathcal{V}^{(sh)}, \mathcal{D})$, should depict that the correct representation $\mathcal{v}^{(sh)}_t$ comes from the conditional distribution $p(\cdot|\mathcal{D})$ while the distractors $\mathcal{v}^{(sh)}_K$ come from $p(\cdot)$. Therefore:

$$p(\text{pos} = 0|\mathcal{V}^{(sh)}, \mathcal{D}) = \frac{p(\mathcal{v}^{(sh)}_t | \mathcal{D}) \prod_{i=1}^{K-1} p(\mathcal{v}^{(sh)}_i)}{p(\mathcal{v}^{(sh)}_t | \mathcal{D}) \prod_{i=1}^{K} p(\mathcal{v}^{(sh)}_i) + \sum_{i=1}^{K} p(\mathcal{v}^{(sh)}_i | \mathcal{D}) p(\mathcal{v}^{(sh)}_i) \prod_{j \neq i} p(\mathcal{v}^{(sh)}_j)}$$

$$= \frac{p(\mathcal{v}^{(sh)}_t | \mathcal{D})/p(\mathcal{v}^{(sh)}_t) + \sum_{i=1}^{K} p(\mathcal{v}^{(sh)}_i | \mathcal{D})/p(\mathcal{v}^{(sh)}_i)}{\sum_{v^{(sh)}_t \sim \mathcal{V}^{(sh)}} p(\mathcal{v}^{(sh)}_t | \mathcal{D})/p(\mathcal{v}^{(sh)}_t)}$$

(4)

By comparing above equation with the predicted probability, we can find that the optimal $\exp(f_1(\mathcal{D}, \mathcal{v}^{(sh)}_t; x)/\tau)$ is proportional to the density ratio $p(\mathcal{v}^{(sh)}_t | \mathcal{D})/p(\mathcal{v}^{(sh)}_t)$. Inserting this back in to Equation 2 (w.r.t. a fixed $t$) results in:

$$\mathcal{L}^{(sh)}_{\text{contract}} = -E_x \log \left[ \frac{p\left(\mathcal{v}^{(sh)}_t | \mathcal{D}\right) / p\left(\mathcal{v}^{(sh)}_t\right)}{\sum_{k=1}^{K} \frac{p\left(\mathcal{v}^{(sh)}_k | \mathcal{D}\right)}{p\left(\mathcal{v}^{(sh)}_k\right)}} \right]$$

$$= E_x \log \left[ 1 + \frac{p\left(\mathcal{v}^{(sh)}_t | \mathcal{D}\right) / p\left(\mathcal{v}^{(sh)}_t\right)}{\sum_{i=1}^{K} \frac{p\left(\mathcal{v}^{(sh)}_i | \mathcal{D}\right)}{p\left(\mathcal{v}^{(sh)}_i\right)}} \right]$$

$$= E_x \log \left[ 1 + \frac{p\left(\mathcal{v}^{(sh)}_t | \mathcal{D}\right) / p\left(\mathcal{v}^{(sh)}_t\right)}{\sum_{i=1}^{K} \frac{p\left(\mathcal{v}^{(sh)}_i | \mathcal{D}\right)}{p\left(\mathcal{v}^{(sh)}_i\right)}} \right]$$

$$\geq E_x \log \left[ \frac{\prod_{i=1}^{K} p\left(\mathcal{v}^{(sh)}_i | \mathcal{D}\right)}{p\left(\mathcal{v}^{(sh)}_t | \mathcal{D}\right)} \right]$$

$$= -MI \left( \mathcal{D}; \mathcal{v}^{(sh)}_t \right) + \log(K + 1)$$

(5)
Similarly, given the context variable $D$ and a set $V^{(lo)} = \{v^{(lo)}_1, v^{(lo)}_2, \ldots, v^{(lo)}_K\}$, the long-term contrastive loss function is defined as:

$$L^{(lo)}_{\text{contrast}} = \mathbb{E}_x \mathbb{E}_{t \sim \alpha_t} \left[ - \log \frac{\exp(f_2(D, v^{(lo)}_t; x)/\tau)}{\sum_{v^{(lo)}_t \sim V^{(lo)}} \exp(f_2(D, v^{(lo)}_t; x)/\tau)} \right]$$  \hspace{1cm} (6)

The optimal of the above loss function is:

$$L^{(lo)}_{\text{contrast}} \geq -MI(D; v^{(lo)}_t) + \log(K + 1)$$  \hspace{1cm} (7)

Thus, we have:

$$MI(D; x) \geq \max \left\{ MI(D; v^{(sh)}_1); MI(D; v^{(lo)}_t) \right\} \geq \frac{1}{2} \left( 2 \log(K + 1) - L^{(lo)}_{\text{contrast}} - L^{(sh)}_{\text{contrast}} \right)$$  \hspace{1cm} (8)

Hence, minimizing the objectives maximizes a lower bound of $\max \left\{ MI(D; v^{(sh)}_1); MI(D; v^{(lo)}_t) \right\}$, which is bounded by $MI(D; x)$ according to the data processing inequality. This urges the context variable $D$ to capture the local (specific) information of the input time series $x$.

**Filtering out the global information.** As discussed above, except capturing the local information, $D$ should also filter out the global information for disentanglement. However, the contrastive tasks cannot help to achieve this goal. In extreme circumstances, when mapping $x$ to $D$ is a lossless encoding process, $MI(D; x)$ gets the maximum, and obviously, $D$ captures both the global and local information of $x$. To this end, we propose to filter out the global information through regularization. On one hand, $D$ is a low-dimensional vector carrying little information. On the other hand, we introduce a KL regularizer:

$$L_{KL} = -KL(q(D | x) || p(D))$$  \hspace{1cm} (9)

where $p(D) = N(0, I)$ and $q(D | x)$ is the posterior distribution of $D$. This term introduces a prior for $D$, with the aim of minimizing the amount of information. As a joint result of maximizing $MI(D; x)$ and minimizing the amount of information in $D$, the global information will be filtered out, while the local information that can maximize $MI(D; x)$ is preserved.

Since $D$ is a stochastic variable, we modify $L^{(sh)}_{\text{contrast}}$ and $L^{(lo)}_{\text{contrast}}$, and the final objective of CMC is derived as:

$$L^{\text{CMC}} = \mathbb{E}_x \left[ -\mathbb{E}_{q(D | x)} \mathbb{E}_{t \sim \alpha_t}(\log \frac{\exp(f_1(D, v^{(sh)}_t; x)/\tau)}{\sum_{v^{(sh)}_t \sim V^{(sh)}} \exp(f_1(D, v^{(sh)}_t; x)/\tau)}) + \log \frac{\exp(f_2(D, v^{(lo)}_t; x)/\tau)}{\sum_{v^{(lo)}_t \sim V^{(lo)}} \exp(f_2(D, v^{(lo)}_t; x)/\tau)) + \alpha L_{KL}} \right]$$  \hspace{1cm} (10)

where $\alpha$ is a tunable hyper-parameter.

We found that generating all the parameters of the local feature encoder (convolution networks and the Transformer encoder) is suboptimal, as generating a large number of parameters (the order of magnitude is $1e5$) makes the model difficult to train and susceptible to overfitting. We find that sharing network is better. Actually, we generate the parameters (the order of magnitude is $1e4$) of the last attention block (a multi-head self-attention layer and a feedforward network), and the remaining parts are shared with the global feature encoder.

### E. Learning and Prediction

Finally, we use the convolutional Transformer decoder for multi-step forecasting (Figure 5(d)). As shown in Figure 5, the convolutional Transformer decoder is composed of a convolution module and several identical attention blocks. The convolution module is the same as that in the two encoders, while an attention block includes: (a) a layer of masked multi-head self-attention layer over the outputs of the decoder, where the mask is introduced to prevent time steps from attending to subsequent time steps, (b) a multi-head attention layer over the concatenation of the outputs of the global and local feature encoders, and (c) a position-wise feedforward network composed of two fully-connected layers (with a ReLU activation in the middle).

![Fig. 5. The Convolutional Transformer Decoder.](image-url)
We use the preprocessed datasets in [21]. For each dataset, we randomly select the representations of other series in the same mini-batch as negative samples. Algorithm 1 gives the detailed training process.

Algorithm 1 Mini-Batch Training for DeepDGL

**Input:** training data \( X \in \mathbb{R}^{n \times D} \), learning rate \( \eta \), input horizon \( T \), output horizon \( \tau \), the number of distractors \( K \), horizontal batch size \( b_h \), the number of vertical batches \( H \), vertical batch size \( b_v \), the number of vertical batches \( V \), and the number of epochs \( M \).

**Output:** optimal parameters \( \theta \) of DeepDGL

1. Initialize DeepDGL with parameters \( \theta \)
2. for \( \text{iter} = 1, 2, \ldots, M \) do
   3. for \( t = 0, b_h, 2b_h, \ldots, (H - 1)b_h \) do
      4. Select horizontal indices \( T = t, t + \tau, \ldots, t + b_h - 1 \)
      5. for \( \text{iter} = 1, 2, \ldots, V \) do
         6. Randomly select vertical indices \( I = i_1, i_2, \ldots, i_b_v \)
         7. Construct a mini-batch \( B \) of \( b_h \times b_v \) samples from \( X \) using \( T \) and \( I \)
         8. for each sample \( x_{1:T}, x_{T+1:T+\tau} \) in \( B \) do
            9. /* Forward propagation */
               Calculate \( v^{(sh)}_1, v^{(lo)}_1, z_1, z_{1:T}, z_{1:T+\tau} \) and \( x_{T+1:T+\tau}^{\text{pred}} \)
         end for
         10. Construct \( V^{(sh)} \) by randomly selecting \( g_{k} \) from \( B \)
         11. Construct \( V^{(lo)} \) by randomly selecting \( g^{(lo)} \) from \( B \)
         12. Calculate \( L^{S\text{MC}} \) using Equation 10
         13. Calculate \( L^{R\text{lo}} \) using Equation 11
         14. Calculate \( L^{\text{pred}} \) using Equation 12
         15. Calculate \( \mathcal{L} \) using Equation 12
         16. /* Back propagation */
            \( \theta \leftarrow (\theta - \eta \frac{\partial \mathcal{L}}{\partial \theta}) \)
         end for
      end for
   end for
end for

**B. Evaluation metrics**

We use the Mean Absolute Percentage Errors (MAPE), Weighted Absolute Percent Error (WAPE), and symmetric Mean Absolute Percentage Errors (SMAPE) to measure the performances, which are averaged by \( \tau \) steps in multi-step forecasting.

Let \( X_t \) and \( \hat{X}_t \) denote the ground truth and prediction at time step \( t \), respectively. The forecasting horizon. The evaluation metrics can be computed as follows:

- Mean Absolute Percent Error (MAPE):
  \[
  MAPE = \frac{1}{T} \sum_{t=1}^{T} \frac{|X_t - \hat{X}_t|}{|X_t|}
  \]

- Weighted Absolute Percent Error (WAPE):
  \[
  WAPE = \frac{\sum_{t=1}^{T} |X_t - \hat{X}_t|}{|X_t|}
  \]

- Symmetric Mean Absolute Percent Error (SMAPE):
  \[
  SMAPE = \frac{1}{T} \sum_{t=1}^{T} \frac{|2X_t - \hat{X}_t|}{|X_t + \hat{X}_t|}
  \]

**C. Settings**

We use grid search to tune the hyperparameters according to the comprehensive performance of DeepDGL on the validation sets of the two forecasting tasks. The backbone network of DeepDGL is in Figure 6. On all three of the datasets, we have \( \alpha = 0.7 \) and \( \gamma = 0.2 \), using Adam optimizer for 60 epochs of training. The initial learning rate is 1e-3, and the decay rate is 0.5 for every 10 epochs of training. On the Electricity and Traffic datasets, the horizontal batch size \( b_h \) is set to 32, and the vertical batch size \( b_v \) is set to 64; on the Wiki dataset, \( b_h \) is set to 8, and \( b_v \) is set to 512. Each time series is normalized as \( x_{\text{in}} = (x_{\text{in}} - \mu) / \sigma \), where \( \mu \) and \( \sigma \) denote the mean and standard deviation, respectively, and the predictions will be scaled back to the original scale, and the metrics are calculated on the original data.

**IV. Experiments**

**A. Datasets**

We compare the performances of DeepDGL on three real-world datasets, covering energy, traffic, and Internet domains. We use the preprocessed datasets in [21]. For each dataset, we first randomly select 70% of the time series, and then employ a sliding window with a step size of 1 on them to construct samples, which are then split in chronological order with 60% for training, 20% for transductive validation, and 20% for transductive testing. For the remaining 10% and 20% of the time series, we also employ a sliding window to construct the inductive validation and testing sets. The statistics of each dataset are shown in Table 1.

**Table 1: Data Statistics**

| Datasets   | # of time series | # of time steps | Granularity |
|------------|-----------------|-----------------|-------------|
| Electricity| 370             | 26136           | 1 hour      |
| Traffic    | 963             | 10560           | 1 hour      |
| Wiki       | 115,084         | 803             | 1 day       |

**Remarks.** In addition to effectively disentangling the dynamics into global and local temporal patterns, DeepDGL also has the following characteristics: (1) During forecasting, although only a single time series is inputted, the codebook in the VQ module implies the information of other time series, which can introduce the global information for it. (2) Instead of training on each individual time series separately to obtain specific parameters (e.g., AR and ARIMA), DeepDGL amortizes learning specific parameters of the local encoder using the adaptive parameter generation module, which exploits correlations between different time series and reduces the learning cost. (3) During training, the inductive bias of the parameter generation module is to learn to generate specific parameters of the local feature encoder for each individual time series to model local temporal patterns. When forecasting new time series, the well-trained parameter generation module can produce suitable parameters for them, endowing DeepDGL with good generalization capacity.
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Fig. 6. The Backbone Network of DeepDGL. The lower-level layers of the global and local feature encoder are shared. The parameters of the last attention block of the local feature encoder are generated by an adaptive parameter generation module. The VQ module is only enabled in the global feature encoder.

On all datasets, the encoders of DeepDGL includes 4 convolution blocks and 3 attention blocks. The kernel size of convolutions in each layer are: [5, 3, 3, 3], and the feature dimensions are: [64, 64, 64, 64]. The numbers of attention heads are: [4, 4, 4, 4], and the feature dimensions are: [32, 32, 32, 32]. The decoder of DeepDGL contains 4 convolution blocks and 4 attention blocks, where the convolution block is the same as that in the encoders. The numbers of attention heads are: [4, 4, 4, 1], and the feature dimensions are: [32, 32, 32, 1].

On the Electricity and Traffic datasets, the number of input steps \( T \) and forecasting steps \( \tau \) are set to 72 and 24. On the Wiki dataset, \( T \) and \( \tau \) are set to 42 and 14. On the Electricity and Traffic datasets, \( F \) the number of vectors in the codebook, is set to 64; on the Wiki dataset, \( F \) is set to 512. With respect to the contrastive multi-horizon coding (CMC), on the Electricity and Traffic datasets, we randomly sample 8 \( v_{i}^{(ab)} \) and \( v_{i}^{(lc)} \) each (positive samples) for an input time series \( x_{t:T} \), and then we randomly sample 32 negative samples from the mini-batch for each positive sample; on the Wiki dataset, constrained by the training time, we randomly sample 4 \( v_{i}^{(sh)} \) and \( v_{i}^{(lo)} \) each (positive samples) for each input time series \( x_{t:T} \), and we randomly sample 8 negative samples from the mini-batch for each positive sample.

**D. Baselines**

We compare our model with the following three kinds of baselines:

**Classic deep learning methods** (FC-LSTM, TCN, DeepAR and DeepState): These methods train a shared model on the entire dataset and employ the original trained model to new data when performing inductive forecasting.

- **FC-LSTM** forecasts univariate time series using an encoder-decoder architecture. It contains 4 layers for both encoder and decoder with 512 hidden units.
- **TCN** utilizes dilations and residual connections with the causal convolutions for autoregressive prediction. We stack 5 convolution layers. The dilations are: [1, 2, 4, 8, 16], the feature dimensions are [64, 64, 64, 64, 1], and the kernel size is 5. So, the number of receptive time steps is 125 (which is larger than the number of input time steps of DeepDGL).
- **DeepAR** is an autoregressive model where the parameters of the distributions for the future values are predicted by LSTM. We use the default hyper-parameters in the GluonTS implementation.
- **DeepState** combines state space models with deep recurrent neural networks for autoregressive prediction. We use the default hyper-parameters in the GluonTS implementation.

**GNN based methods** (Graph WaveNet and MTGNN): These methods learn adaptive graphs as inter-series dependencies, which cannot scale to large datasets (Wiki) and cannot support inductive forecasting.

- **Graph WaveNet** introduces an adaptive graph to capture the latent dependencies between time series, and uses dilated convolution to capture temporal dependencies. The configurations and hyper-parameters of this model follow the options recommended in the paper.
- **MTGNN** uses a graph learning module to learn inter-series correlations and a multi-size dilated convolution module to model temporal dependencies. The configurations and hyper-parameters of this model follow the options recommended in the paper.

**Matrix Factorization based methods** (TRMF and DeepGLO): These methods use matrix factorization to represent each time series as a linear combination of latent time series capturing global patterns. When performing inductive learning, they solve a linear regression to represent input time series with the latent time series learnt on the training data.

- **TRMF** introduces an autoregressive model to regularize the matrix factorization. The lag indices are set to include the last 3 time steps and the same time step in the last 3 periods.
- **DeepGLO** has global and local TCNs, which have a same architecture. The dilations are: [1, 2, 4, 8, 16], the feature dimensions are: [32, 32, 32, 32, 1], and the kernel size is 7. So, the number of receptive time steps is 127.

For all autoregressive models, we train them in the whole training data by performing one-step forecasting without explicitly partition samples using a sliding window. During testing, we perform \( \tau \)-step forecasting and calculate errors, and the number of receptive time steps is consistent with that during training.

**E. Comparisons**

Tables [I] and [II] show the performances of DeepDGL and the baseline models in transductive and inductive forecasting.
The reason might be that TRMF pays no attention on the patterns. TRMF does not achieve satisfactory performance. Therefore, their performance is inferior to that of DeepDGL.

Moreover, DeepDGL has more obvious advantages than all baselines in inductive forecasting, which is a more challenging task and requires good generalization capacity of models, as the new time series tend not to have consistent temporal patterns with the training time series. Classic deep learning methods directly employ the trained model to the unseen data is naive. Matrix Factorization based methods benefit from introducing global information for the new time series through the latent time series. However, due to sharing parameters, they are less effective to model the local temporal patterns of these new time series, which prevents them from generalizing well on new time series. It is convincing that the adaptive parameter generation module in DeepDGL can produce suitable parameters for new time series, endowing DeepDGL with good generalization.

F. Ablation Study
To verify the effectiveness of each module in DeepDGL, we design four variants: (1) ConvTransformer: Convolutional Transformer encoder-decoder model, which is the basic structure of DeepDGL; (2) w/o CMC: directly generate the parameters of local feature encoder without using CMC; (3) Global-Only: only global feature encoder is used; (4) Local-Only: only local feature encoder is used.

Table IV shows the performance of DeepDGL and its variants on the Electricity dataset for transductive and inductive forecasting. The result indicates that each module in DeepDGL is indispensable. To be Specific:

DeepDGL is superior to Local-Only, indicating that the global representations learnt in the global feature encoder is useful and can effectively capture the global temporal patterns. DeepDGL outperforms w/o CMC and Global-Only, indicating that learning a specific set of parameters for each individual time series can improve the capacity of modeling patterns.

| Models        | MAPE | WAPE | SMAPE | MAPE | WAPE | SMAPE | MAPE | WAPE | SMAPE |
|---------------|------|------|-------|------|------|-------|------|------|-------|
| FC-LSTM       | 0.354 | 0.214 | 0.238 | 0.278 | 0.127 | 0.189 | 0.126 | 0.559 | 0.455 | 0.476  |
| TCN           | 0.342 | 0.220 | 0.204 | 0.272 | 0.148 | 0.162 | 0.166 | 0.554 | 0.393 | 0.475  |
| DeepAR        | 0.296 | 0.121 | 0.197 | 0.202 | 0.152 | 0.114 | 0.119 | 0.612 | 0.485 | 0.395  |
| DeepState     | 0.337 | 0.215 | 0.265 | 0.264 | 0.133 | 0.199 | 0.190 | 0.644 | 0.517 |       |
| Graph WaveNet | 0.283 | 0.255 | 0.211 | 0.223 | 0.114 | 0.127 | 0.114 | 0.544 | 0.533 | 0.510  |
| MTGNN         | 0.289 | 0.207 | 0.280 | 0.174 | 0.087 | 0.098 | 0.098 | 0.510 | 0.510 |       |
| TRMF          | 0.329 | 0.231 | 0.246 | 0.242 | 0.132 | 0.160 | 0.160 | 0.630 | 0.533 | 0.510  |
| DeepGLO       | 0.303 | 0.144 | 0.210 | 0.228 | 0.092 | 0.129 | 0.074 | 0.485 | 0.368 |       |
| DeepDGL       | 0.261 | 0.152 | 0.194 | 0.167 | 0.094 | 0.098 | 0.098 | 0.377 | 0.348 |       |

**Table II**
Transductive Forecasting Results on Different Datasets.

- **Table III**
Inductive Forecasting Results on Different Datasets.
local temporal patterns, and introducing CMC can further capture the local information of time series, thus generating more effective model parameters.

In addition, we also found some other phenomena: (1) ConvTransformer is slightly better than LSTM and TCN (Tables 2 and 3), indicating that introducing convolution networks and self-attention mechanism to model short-term and long-term dependencies is effective, and this is why we chose it as the basic network of DeepDGL; (2) Local-Only is significantly better than ConvTransformer in inductive forecasting, while the difference is smaller in transductive forecasting. Note that the only difference between the two variants is that Local-Only uses the adaptive parameter generation module to generate specific parameters of the local feature encoder for each time series, while ConvTransformer learns shared parameters for all time series. This indicates that the adaptive parameter generation module can help the model capture heterogeneous local temporal patterns and thus generalize on new time series better.

G. Case Study

To investigate the capacity of modeling diversified and heterogenous local temporal patterns, we perform a case study using the Wiki dataset in inductive learning. Time series in this dataset appear highly heterogenous local temporal patterns.

Figure 7 illustrates the 7 days ahead forecasting results of the traffic of two articles. Specifically, we take the predicted values of the 7th day of the multi-step forecasting for visualization. We can find that the predictions of DeepDGL is more consistent with the ground truth. As shown in Figure 7(a), the website traffic decreases, and DeepDGL successfully captures such a local temporal pattern in advance of a week. However, baseline models (e.g., FC-LSTM) fail to capture it. This is because DeepDGL learns a specific set of parameters for each individual time series, which effectively improves the model capacity of capturing local patterns. As shown in Figure 7(b), DeepDGL captures the periodicity more accurately. This also reflects that DeepDGL has effectiveness of tackling diversified time series with heterogenous local patterns.

V. CONCLUSIONS AND FUTURE WORK

We propose DeepDGL, which can effectively disentangle the dynamics of time series into global and local temporal patterns. When modeling complicated global temporal patterns, the vector quantization module is introduced to learn a codebook representing global information. When modeling heterogenous local temporal patterns, an adaptive parameter generation module is proposed to generate specific parameters for each individual time series. Our model has achieved the state-of-the-art performance on three real-world datasets.

For future work, we will investigate the following two aspects: (1) How the external information (e.g., POIs in traffic forecasting), can help the model disentangle the dynamics better; (2) Whether generating time-variant parameters of the local feature encoder can help better capture complicated local temporal patterns.
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