Analytical Investigation of Long-time Diffusion Dynamics in a Synaptic Channel with Glial Cells
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Abstract—In this letter, we first derive the analytical channel impulse response for a cylindrical synaptic channel surrounded by glial cells and validate it with particle-based simulations. Afterwards, we provide an accurate analytical approximation for the long-time decay rate of the channel impulse response by employing Taylor expansion to the characteristic equations that determine the decay rates of the system. We validate our approximation by comparing it with the numerical decay rate obtained from the characteristic equation. Overall, we provide a fully analytical description for the long-time behavior of synaptic diffusion, e.g., the clean-up processes inside the channel after communication has long concluded.
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I. INTRODUCTION

Molecular communications (MC) is a new communication paradigm that utilizes molecules as signal carriers for harsh environments or the living tissue [1]. Molecular communications via diffusion (MCvD), an extensively studied topic in the literature, uses diffusion as the transport mechanism [2], [3]. To analyze the channel characteristics and the communication performance, channel impulse response (CIR) functions are derived for several simple topologies [3], [4], although not for all [2]. Deriving a CIR function is at the core of MC research since it enables the analytical evaluation of the performance of communications. Of particular interest for understanding noise-dominated long-time dynamics of CIR is the decay rate of the system, which provides a good approximation of the CIR for long times [5], [6] and is useful for probing diffusive thermalization [7]. Overall, current MCvD studies need to be enriched by means of deriving CIR or the decay rate of the CIR for various environments/channels.

One of the inherent applications of MC is the synaptic communication that is the transmission of neurotransmitters inside the synaptic cleft [8]. As reviewed in [9], several mental diseases can be related to deficiencies in synaptic processes. Therefore, understanding the dynamics of diffusion inside the synaptic channel can be beneficial for our grasp of mental disorders. While the synaptic process has already been extensively considered in the biology literature, for example see [10], focusing on the molecular synaptic channel from a communication engineering perspective can pave the way for handling many open problems, as comprehensively explained in [11]. One of these open problems is the analytical derivation of CIR of synaptic communication, which has been examined recently by omitting neurotransmitter degradation by enzymes and for a simplified geometry [6], [12].

In a recent work, [6] provided a loose upper bound on the long-time decay rate of the CIR for a synaptic channel surrounded by glial cells and without neurotransmitter degradation inside the synaptic cleft. The channel considered in [6] has the form of a square prism. While seemingly an arbitrary geometry choice, this is fully justified as the resulting upper bound is independent of channel geometry for all practical purposes. On the other hand, the assumption of zero degradation may be conflicting with the study of long-time dynamics [1]. The main purpose of a degradation mechanism in communication channels is usually to clean-up the channel, which can selectively reduce long-time noise drastically [14]. Moreover, degradation is an integral part of the synaptic processes [15] and has to be considered in the derivation of the long-time decay rate.

In this work, we consider the long-time dynamics of synaptic communication. While building on top of the previous work [6], we analytically investigate the long-time decay rate of the CIR for a cylindrical synaptic cleft with an angular symmetry and homogeneous boundaries [8]. Specifically, our main contributions to the literature include:

- We derive the analytical expression for the CIR of a cylindrical synaptic channel by including pre-synaptic and glial uptake, neurotransmitter-receptor binding, and unbinding, and neurotransmitter degradation when molecules are released from the center (later we discuss how to generalize for an arbitrary release location).
- We identify the characteristic equation for the decay rates of the CIR, which we then solve to obtain the decay rates numerically.
- We solve for the long-time decay rate ($\lambda_{\text{decay}}^{-1}$) analytically using a Taylor expansion, which is justified through an order of magnitude analysis of system parameters.

During a communication scenario, for the noise to die out quickly, one requires $\lambda_{\text{decay}}^{-1}$ to be as small as possible. More concretely, calculating the decay rate provides us with a first
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III. A System Model and Simulations

In this letter, we consider the diffusion process inside a simplified cylindrical synaptic cleft, where the pre-synaptic cell is located at $z = 0$, post-synapse is at $z = L$, and the whole system is surrounded by a glial cell located at $r = R_S$. There are several components of the system model, which we illustrate in Fig. 1 and discuss below:

(I) Free diffusion: Molecules inside the synaptic cleft diffuse with a diffusion coefficient of $D$. We simulate this process inside a single time step, $\Delta t$, by drawing samples from a normal distribution with mean 0 and variance $2D\Delta t$. As an initial condition, we assume that $N$ molecules are released from the center of the pre-synapse.

(II) Re-uptake by pre-synapse: Some molecules hitting the pre-synapse wall can be re-absorbed with some finite probability, given as $P_R = k_{FR}\sqrt{\frac{2\Delta t}{D}}$, where $k_{FR}$ is the pre-synaptic re-uptake rate. We simulate this process by drawing a random uniform number within $a \in [0, 1]$ for each molecule of interest and absorb molecules when $a < P_R$, while we reflect the rest via a rollback mechanism.

(III) Forward-binding at post-synapse: Diffusing neurotransmitters can bind with the receptors on the post-synapse, which we simulate similar to the re-uptake mechanism but with the probability $P_F = k_{FR}\sqrt{\frac{2\Delta t}{D}}$, where $k_{FR}$ is the post-synaptic forward binding rate.

(IV) Unbinding at post-synapse: The receptor-neurotransmitter complex can unbind and release the transmitter back into the environment. We simulate this by first calculating the unbinding probability $P_B = 1 - \exp(-k_B\Delta t)$, where $k_B$ is the post-synaptic unbinding (desorption) rate, and then drawing a random uniform number within $[0, 1]$ for making the desorption decision. If the molecule is to be released back into the environment, we place the molecule back to its last position before being absorbed.

(V) Degradation of neurotransmitters: Diffusing neurotransmitters can degrade due to the enzymes present in the synaptic cleft with a probability $P_D = 1 - \exp(-k_D\Delta t)$, where $k_D$ is the degradation rate. We probe this possibility at each step and remove the particles from the synaptic cleft if they degrade.

(VI) Glial uptake: Diffusing neurotransmitters can be uptake by the glial cells, which we simulate similar to the re-uptake mechanism, but with the probability $P_G = k_{GR}\sqrt{\frac{2\Delta t}{D}}$, where $k_{GR}$ is the glial uptake rate.

(VII-VIII) Spatial dimensions: We assume that the synaptic cleft is modeled by a cylindrical regime with synaptic radius $R_S$ and cleft length $L$.

Within this work, the purpose of the particle-based simulations is to verify that our analytical derivations are accurate. In this letter, we simulate the boundary as a reactive surface, rather than a boundary with discrete receptors. Both are equivalent for our purposes and Lotter et al. have already discussed the boundary homogenization assumption in [6].

III. Analytical Derivation of CIR

In this section, we focus on finding the CIR, which is defined as the expected number of transmitter-receptor binding complex normalized by the number of released molecules $N$. As a start, the diffusion of molecules is described by Fick’s Law, given as

$$\frac{\partial P_M(z, r, t)}{\partial t} = D\nabla^2 P_M(z, r, t) - k_D P_M(z, r, t).$$

Here, $P_M(z, r, t)$ is the probability density function for the messenger molecules and $\nabla^2$ is the Laplacian operator. The initial and boundary conditions can be written as

$$D\frac{\partial P_M(z, r, t)}{\partial z}
\bigg|_{z=0} = k_{FR} P_M(z=0, r, t),$$

$$-D\frac{\partial P_M(z, r, t)}{\partial z}
\bigg|_{z=L} = k_{FR} P_M(z=L, r, t) + k_B h(t),$$

$$-\frac{\partial P_M(z, r, t)}{\partial r}
\bigg|_{r=R_S} = k_{GR} P_M(z, r=R_S, t),$$

$$P_M(z, r, t = 0) = \frac{\delta(r)\delta(z)}{2\pi},$$

where $h(t) = D \int_0^t \frac{\partial P_M(z, r, \tau)}{\partial z} \frac{\partial P_M(z, r, \tau)}{\partial z} d\tau$. Here, the first condition describes the re-uptake at the pre-synapse, the second one describes the forward reaction and the unbinding processes at the post-synapse, third one describes the uptake by glial cells, and the last one describes the initial release conditions of the molecules. For simplicity, we assume that the molecules are released from the center of the pre-synapse, as the long-time dynamics, e.g., the decay rate, are initial condition independent. Considering these boundary conditions, we realize that the radial direction obeys the reactive boundary condition, whereas the axial direction has time-dependent components. Thus, we need to use a Laplace transform for the axial direction.
direction, following similar approaches before [6], [13]. We start by assuming a separation of variables Ansatz of the form

\[ P_M(z, r, t) = \sum_n \kappa_n u_n(r)v_n(z, t), \]  

where \( \kappa_n \) will later be chosen to satisfy the initial condition. Putting this Ansatz back into the equation and applying the radial boundary conditions, we find for the radial component [7].

\[ u_n(r) = J_0 \left( \alpha_n \frac{r}{R_S} \right), \] with \( J_1(\alpha_n) = \frac{R_S k_G}{D \alpha_n} J_0(\alpha_n). \) (4)

Here, \( J_n(x) \) is the \( n \)-th order Bessel function of the first kind and \( \{\alpha_n\} = \{\alpha_1, \alpha_2, \ldots\} \) is an ordered set of unitless eigenvalues uniquely defined by the above characteristic equation such that \( \alpha_1 \) is the smallest eigenvalue. It is straightforward to show that \( v_n(z, t) \) follows the 1D diffusion equation with

\[ \partial_t v_n(z, t) = D \partial^2_z v_n(z, t) - k_D^{(n)} v_n(z, t), \] where the degradation rate of the 1D diffusing particles is shaped by a contribution coming from the glial cells \( k_D^{(n)} = k_D + \frac{D}{R_S^2} \alpha_n^2 \). Here, \( \alpha_n \) quantitatively describes how strongly particles inside the mode \( n \) interact with the glial cell. We take this analogy one step further and define \( v_n(z, t = 0) = \delta(z) \) such that \( v_n(z, t) \) describes a particle diffusing in a 1D environment with degradation rate \( k_D^{(n)} \). This leads to the interpretation that existence of glial cells shapes the signal in a way that is mathematically equivalent to releasing \( n \) different particles with different degradation rates and shaping the final signal according to \( \kappa_n \), which can be found using [29] as

\[ \kappa_n = \frac{1}{\pi R_S^2 J_0(\alpha_n)^2} \left( 1 + \left( \frac{R_k k_G}{D \alpha_n} \right)^2 \right). \] (6)

Finally, we can find \( v_n(z, t) \) by first performing a Laplace transform, then solving the problem, and finally transforming back via the inverse Laplace transform [6], [13], as given at the bottom of this page in [7], with the definitions

\[ \gamma_{nm} = \frac{D \phi^2_{nm} + k_D^{(n)}}{4 D \phi^2_{nm} + k_D^{(n)} - k_B}, \] (8a)

\[ \chi_{nm} = \left( 1 + \frac{D}{k_R L} \sin^2 \epsilon_{nm} \right), \] (8b)

\[ \psi_{nm} = \left( 2 D k_B k_F \phi_{nm} \right)^2 \frac{L}{\left( D \phi^2_{nm} + k_D^{(n)} - k_B \right)^2}, \] (8c)

\[ e_{nm} = \arctan \left( -\frac{k_R L}{k_F \phi_{nm}} \right). \] (8d)

where \( \phi_{nm} \) are the roots of the characteristic equation

\[ \frac{\tan \phi_{nm} - \frac{k_F L}{D \phi^2_{nm}}}{1 + \frac{k_F L}{D \phi^2_{nm} \tan \phi_{nm}}} = \gamma_{nm} \frac{L}{D \phi^2_{nm}}, \] (9)

and the decay rates are given as

\[ \lambda_{nm} = D \phi^2_{nm} + k_D^{(n)} = D \phi^2_{nm} + k_D + \frac{D \alpha_n^2}{R_S^2}. \] (10)

We note that \( \lambda_{nm} \) can be recovered by applying the separation of variables Ansatz for \( v_n(z, t) \) as well, without using the initial condition at all. Thus, the decay rate does not depend on the initial release location of molecules.

Bringing all together, we find the probability density functions of diffusing molecules. Using this expression, we can find the channel impulse as

\[ \text{CIR}(t) = -D \int_t^\infty \int_0^{R_S} 2\pi r \frac{\partial P_M(z, r, \tau)}{\partial z} \bigg|_{z=L} \ dr \ dr. \] (11)

The analytical expression for the CIR is used to validate the analytical results with the simulation results in Section VII.

Before wrapping up this section, we note that we have derived the CIR under the assumption that the molecules are released from the center. However, generalization to an arbitrary initial release location is straightforward by replacing \( \kappa_n u_n(r) \) in the sum with the appropriate solution of the 2D closed disc diffusion problem corresponding to the initial release location, which is well-known in the diffusion literature [7]. For example, for the initial condition where molecules are released uniformly from a circular shell with radius \( r_0 \), e.g. \( P_M(z, r, t = 0) = \delta(z), \delta(r-r_0) \), the full solution can be obtained by simply redefining \( \kappa_n \) as \( \kappa_n \times J_0(\alpha_n r_0/R_S) \).

IV. APPROXIMATING LONG-TIME DECAY RATE OF CIR

For sufficiently large values of \( t \), \( \text{CIR}(t) \) decreases exponentially following the curve \( \exp(-\lambda_{\text{decay}} t) \). We are interested in the smallest decay rate of the system \( \lambda_{\text{decay}} \) that describes the dynamics in this region. This decay rate sets the effective time scale for how long the neurotransmitters will remain inside the synaptic cleft after the communication has been initiated. Biologically, we expect this to be \( \lambda_{\text{decay}}^{-1} \sim O(\text{ms}) \) [10]. The long-time decay rate can be read-off from [10] as

\[ \lambda_{\text{decay}} = D \phi^2_{11}/L^2 + k_D + D \alpha^2_{1}\frac{1}{R_S^2}, \] (12)

where we pick \( n = 1 \) and \( m = 1 \) corresponding to the smallest decay rate, as both \( \phi_{nm} \) and \( \alpha_n \) are by definition ordered sets. At this point, we define the dimensionless system parameters that will provide further analytical insights, which is common practice in the literature [7]:

\[ \tilde{k}_G = \frac{R_S}{D} k_G, \tilde{k}_F/R = L \frac{k_F}{D}, \tilde{k}_D^{(n)} = \frac{L^2}{D} k_D^{(n)}, \tilde{k}_B = \frac{L^2}{D} k_B. \]

\[ v_n(z, t) = \frac{1}{L} \sum_{m=1}^{\infty} \frac{(2 D \phi_{nm} \cos(\phi_{nm}) + 2 \gamma_{nm} L \sin(\phi_{nm})) \cos(\phi_{nm} \tilde{z} + e_{nm}) \exp\left(-\lambda_{nm} t\right)}{(D \phi_{nm} \chi_{nm} \cos(\phi_{nm} + e_{nm}) + (D + \gamma_{nm} L \chi_{nm}) \sin(\phi_{nm} + e_{nm}) + \psi_{nm} \cos(\phi_{nm} + e_{nm}))}. \] (7)
We have two key observations at this point:

1) All dimensionless parameters are much smaller than 1 for our range of interest.

2) For $\lambda_{\text{decay}}^{-1} \sim O(\text{ms})$, which corresponds to the biological decay time of milliseconds [10], we require that $\phi_{11} < 1$ and $\alpha_1 < 1$.

The second one is a particularly robust observation, as $D$, $L$, and $R_S$ uniquely constrain $\phi_{11}$ and $\alpha_1$ to be small in (12) and their values are well-known within some intervals [10]. Thus, we can perform a Taylor approximation for the characteristic equations of $\alpha_n$ and $\phi_{nm}$ near zero to obtain

$$\alpha_1 \approx \sqrt{\frac{2}{k_G}}, \quad (13a)$$

$$\phi_{11} \approx \sqrt{\frac{k_R k_B - (k_F + k_R) k_D^{(1)}}{k_B + k_R + k_F - k_D^{(1)}}, \quad (13b)}$$

where we ignore higher order multiplicative terms of $k_X$ for all possible $X$. At this point, we note that $\phi_{11}$ may not be necessarily real and could be imaginary for some cases. On the other hand, $\lambda_{\text{decay}}$ is always real, following (12). Specifically, $\lambda_{\text{decay}}$ is always positive by construction. Bringing (12), (13), and $k_D^{(1)} = k_D + D \alpha_1^2 R_S^{-2} = k_D + 2k_G/R_S$ together, we approximate the long-time decay rate as

$$\lambda_{\text{ext}} \approx \frac{k_B(k_R + k_D L + 2k_G L/R_S) - L(k_D + 2k_G/R_S)^2}{k_R + k_F + L(k_R - k_D - 2k_G/R_S)}. \quad (14)$$

This Taylor approximation can lead to unreasonable results for some set of parameters, where one of the leading terms in the Taylor approximation vanishes. This happens when $k_B$ is very low, where unbinding time becomes comparable to the other uptake processes. Consequently, if $\lambda_{\text{ext}}$ is negative or unreasonably large, this means higher-order terms need to be taken into account. For the parameters we use in this work, this does not happen, so we are safe to use this approximation.

We note that (14) is consistent with the upper bound in [6] Eq. 38]. By assumptions of the Taylor approximation $\phi_{11} \ll 1$ so that $\frac{D}{R_S} \phi_{11} \ll \frac{D}{R_S}$, which satisfies the diffusion related part of the inequalities. For the reaction part, if we set $k_D = 0$ (as in [6]) and $k_G = 0$ (reflecting boundary), this reduces to $k_B k_R k_R < k_B k_R$ which satisfies the reaction related part of the inequality in [6] Eq. 38]. We will consider the more general case of the reactive-boundary in Section V.

Before wrapping up this section, we note that (9), which gives us the decay rate, can reproduce [6] Eq. 22] for the long-time behavior if we put the constraint on the degradation rate $k_D$ such that $k_D^{(1)} = C(\beta_1^2 + \gamma_1^2)$, where $\beta_1$ and $\gamma_1$ are the smallest eigenvalues corresponding to the gial uptake in [6] Eq. 22] and $C$ is some constant that matches the units. Thus, findings of [6] regarding long-time decay rate can be seen as a special case of our calculations despite geometric differences and the upper-bounds found in [6] Eqs. 38 and 40] are only relevant for a simplified version of the general problem.

V. RESULTS

In this work, we consider the model parameters used in [6]. Since our model also considers degradation and a cylindrical synaptic channel (with the aim of a more realistic scenario), we have two additional parameters compared to [6], $k_D$ and $R_S$. See Table I for the full set of model parameters. We pick $k_D$ and $R_S$ to be consistent with biological systems, although their exact numerical values are not of particular interest or relevance as our derivations are analytical.

We start by validating our analytical derivations with particle-based simulations. In Fig. 2 we plot the expected number of neurotransmitter-receptor binding complex, $N \times CIR(t)$, for three different scenarios with various system parameters.

| Simulation | $\beta_1$ | $\gamma_1$ | $\phi_{11}$ | $\alpha_1$ |
|-----------|-----------|-----------|-----------|-----------|
| Scenario 1| 0.5       | 0.3       | 0.2       | 0.1       |
| Scenario 2| 0.6       | 0.4       | 0.3       | 0.2       |
| Scenario 3| 0.7       | 0.5       | 0.4       | 0.3       |

Table I. Simulation Parameters (consistent with [6]).
used for small re-uptake values (See Fig. 3 right). However, small re-uptake values are of particular importance for re-uptake inhibition research [19].

Finally, we find that the Taylor approximation approach we used in this letter works well, without violating the condition \( \phi_{11} \ll 1 \), within at least an order of magnitude radius of the default parameters, picked in [6] and in the literature cited therein. Only in cases, where one of the leading terms of the Taylor expansion vanishes, one is required to re-estimate [14] using higher-order terms. We find that this happens for unrealistically low \( k_H \) values; otherwise the assumptions leading to [14] are quite robust due to biological constraints associated with observed spiking time dynamics and inferred diffusion parameters [10].

VI. CONCLUSION AND OUTLOOK

In this work, we have considered the long-time dynamics of synaptic communication by finding an analytical approximation to the long-time decay rate of the system. We validated the approximation by comparing it with the numerical value calculated from the characteristic equation.

While we have motivated the long-time decay rate through the channel impulse response, \( \lambda_{\text{decay}} \) provides a concrete description of the system’s late-time dynamics. Noting that the probability density follows \( P_{3D}(z, r, t) \sim \exp(-\lambda_{\text{decay}}t) \) for large \( t \), all the observables, not only channel impulse response, have a long-time tail that is exponentially suppressed (at least) by \( \lambda_{\text{decay}} \). Thus, knowing \( \lambda_{\text{decay}} \) is equivalent to knowing when the system reaches equilibrium.

Unlike many previous works, where the added value of analytical calculations on top of simulations is mostly for verification and/or finding bounds or semi-numerical tail approximations [5], [6], [12], [13], here a fully analytical description of the system provides us with a concrete symbolic understanding of the late-time diffusion dynamics. More concretely, previous work provided an upper bound that works for a certain range of parameters [6], here we have calculated an analytical approximation \( \lambda_{\text{est}} \) for a wide range of biologically plausible parameters. As future work, using the long-time decay rate, one can probe biology and/or design questions related to how each synaptic process contributes to the cleaning of the neurotransmitters from the synaptic cleft.
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