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We describe nonlinear phonon-thermoelectric devices where charge current and electronic and phononic heat currents are coupled, driven by voltage and temperature biases, when phonon-assisted inelastic processes dominate the transport. Our thermoelectric transistors and rectifiers can be realized in a gate-tunable double quantum-dot system embedded in a nanowire which is realizable within current technology. The inelastic electron-phonon scattering processes are found to induce pronounced charge, heat, and cross rectification effects, as well as a thermal transistor effect that, remarkably, can appear in the present model even in the linear-response regime without relying on the onset of negative differential thermal conductance.
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I. INTRODUCTION

Onsager’s formulation of irreversible thermodynamics and his famous reciprocal relations (1931), based on the time reversibility of microscopic dynamics, tie different currents to driving forces (affinities) and provide strict bounds on the efficiency of energy transducers. Among such transport phenomena the thermoelectric effect which describes the coupling of electronic charge and heat currents nowadays attracts significant attention experimentally, computationally, and fundamentally, as new-unique thermoelectric materials and devices are pursued with a promise for an improved efficiency, see e.g. Refs. 3–6. The thermoelectric effect has been traditionally characterized by linear response quantities, Seebeck and Peltier coefficients. Nonlinear thermoelectric phenomena constitute a new area of research, anticipated to enhance thermoelectric response.10–13 An elastic scattering theory of nonlinear thermoelectric transport has been recently developed by considering self-consistent screening potential.12,14–20 Other studies had considered nonlinear thermoelectric transport with explicit electron-electron21–22, electron-phonon13, and electron-photon23 interactions. However, an investigation of nonlinear inelastic “phonon-thermoelectric” systems, where charge current and electronic and phononic heat currents are coupled, and non-linear thermoelectric device operations (such as rectifiers and transistors) is still missing.

By “phonon-thermoelectric” systems, we refer to a setup first considered in Ref. 24 (see also, Refs. 25–27), where electrical and thermal heat currents from source to drain were induced and manipulated by a third, independent, phonon reservoir. This terminal is characterized by its temperature, which is possibly distinct from the temperatures of the source and drain. The physical mechanisms involving the phonon baths are inelastic-phonon assisted electron hopping from the source to the drain. In the setup shown in Fig. 1(a), the substrate corresponds to the third terminal, and it determines the temperature of phonons. In the linear response regime, a hot phonon bath can pump electrical current, to drive electrons against the electrochemical potential gradient. This effect was termed as the “three-terminal thermoelectric effect”, and it is similar to the photo-electric effect in photovoltaic systems where high-temperature photons pump electric currents. In fact, this analogy has been utilized for proposing useful thermoelectric devices.28 Here, we extend this mechanism to the nonlinear response regime, to realize nontrivial thermoelectric functions and devices.

Nonlinear electrical elements, diodes, amplifiers, and transistors, are key components in electronics, at the heart of modern technology. More recently, significant efforts have been devoted to the exploration of analogous phononic elements at the nanoscale.29 These endeavors, nonlinear nanoelectronic and nanophononic, were often separately pursued. However, it is to be noted that in many cases the interaction of electrons with the atomic degrees of freedom (vibrations, phonons) cannot be ignored. While electron-phonon dissipation effects often impede device operation, here we exploit them to achieve compound nonlinear functionalities. We demonstrate these functionalities in a three-terminal geometry (the simplest situation). The effects described here can be generalized to other situations in which electronic currents and phononic currents are spatially separated.

In this work, we provide a unified description of coupled and nonlinear electrical and phononic transport in the three-terminal geometry when inelastic electron-phonon scatterings play a key role. The nonlinear, inelastic electron transport in our geometry (see Fig. 1(a)) provides charge and thermal rectification, cross-rectification effects (e.g., thermal rectification induced by voltage), as well as the realization of the thermal transistor effect.
and a phonon-thermoelectric cross effect (e.g., controlling source-drain $I_L-V$ characteristics by modulating the temperature of a third terminal). Remarkably, we find that in the linear response regime inelasticity can lead to a thermal transistor effect. This is in contrast to common wisdom,28,29 that thermal transistor effect must comply with negative differential thermal conductance. The essential ingredient here is that inelastic electron-phonon scattering processes simultaneously involve three different reservoirs. This mechanism also works for inelastic electron transport assisted by coulomb drag effects,30,31 magnons,32 photons,33,34 and plasmons,35 thus our results are of interest beyond the specific model considered in this work.

II. MODEL SYSTEM

We consider a double quantum-dot (DQD) embedded in a nanowire in contact with two metals and a phonon substrate ("ph"), see Fig. 1. The quantum dots (QDs) are defined by voltage gates (labeled by $l$ and $r$ in Fig. 1b) with tunable electronic energy levels $E_l$ and $E_r$. $t$ is a hopping element between the QDs and $\gamma_{l,r}$ are the hybridization energies of the dots to the source and drain electrodes, labeled by $L$ and $R$, respectively. Charge current, electronic heat current, and phononic heat current are induced by applying a voltage bias between the terminals $L$ and $R$ and a temperature difference between the three terminals. This setup (and related models) have been explored in, e.g., Refs. 24,26,36,44. However, previous studies had focused on the linear response regime, while here we uncover coupled nonlinear phenomena. The system is described by the Hamiltonian,

$$\hat{H} = \hat{H}_{DQD} + \hat{H}_{e-ph} + \hat{H}_{lead} + \hat{H}_{tunnel} + \hat{H}_{ph}$$  \hspace{1cm} (1)

with

$$\hat{H}_{DQD} = \sum_{\ell,l,r} E_{\ell} \hat{c}_{\ell l}^\dagger \hat{c}_{\ell r} + (t \hat{c}_{\ell l}^\dagger \hat{c}_{\ell r} + \text{H.c.}),$$  \hspace{1cm} (2a)

$$\hat{H}_{e-ph} = \frac{1}{\omega_q} \sum_{q} U_q \hat{c}_{\ell l}^\dagger \hat{c}_{\ell r} (\hat{a}_q + \hat{a}_q^\dagger) + \text{H.c.},$$  \hspace{1cm} (2b)

$$\hat{H}_{lead} = \sum_{j=L,R} \sum_{k} \varepsilon_{j,k} \hat{c}_{j,k}^\dagger \hat{c}_{j,k},$$  \hspace{1cm} (2c)

$$\hat{H}_{tunnel} = \sum_{\ell,k} V_{\ell,k} \hat{c}_{\ell l}^\dagger \hat{c}_{\ell k} + \sum_{k} V_{R,k} \hat{c}_{R,k}^\dagger \hat{c}_{R,k} + \text{H.c.},$$  \hspace{1cm} (2d)

$$\hat{H}_{ph} = \sum_{q} \omega_q (\hat{a}_q^\dagger \hat{a}_q + \frac{1}{2}).$$  \hspace{1cm} (2e)

Here $\hat{c}_{\ell l}^\dagger$ ($\ell = \ell, r$) creates an electron in the $i$-th QD with an energy $E_{\ell}$. The $\ell$ (r) QD is located next to the left (right) lead. The tunneling elements from the $\ell$ QD to the right lead and that from the $r$ QD to the left lead are assumed negligible. Electron-phonon interactions (matrix element $U_q$) allow inelastic electron transport through the system; $\hat{a}_q^\dagger$ creates a phonon with a wavevector $q$ and frequency $\omega_q$. We adopt the conventions that $\hbar = 1$ and $k_B = 1$ throughout the paper. To maintain a finite temperature difference between the electrodes and the substrate, we suggest to thermally isolate them with a layer of thermal and electrical insulation [see Fig. 1a]. The phonons involved in the inelastic transport through the DQD system may be confined phonons in the quantum wire, or bulk phonons in the substrate. We assume the thermal contact between the quantum wire and the substrate to be good so that these two types of phonons acquire the same temperature $T_{ph}$. The phonon temperature can be controlled by the substrate, while the temperature of the electrodes ($T_L$ and $T_R$) can be individually controlled by heating them with, e.g., AC electric fields.24,25 Although Coulomb interaction is certainly important in electron transport effects through QDs, to simplify the problem and to uncover the essential physics, we assume that the intra-dot Coulomb interaction energy is much larger than other relevant energy scales in our problem, as well as that the inter-dot Coulomb interaction is small and negligible. Under these assumptions, we can ignore the Coulomb interaction altogether. This assumption limits our discussions to the regime where there is no more than one electron in each QD. Nevertheless, the essential element for the phenomena described in this work is energy exchange between electrons and phonons, rather than electron-electron energy exchange process.
FIG. 2. (Color online) Charge, heat, and cross rectification effects. (a) Charge current $I_e$ for $E_f = -E_r = -2k_B T$ and (b) optimization of charge rectification $R_e$ with QDs energies $E_f$ and $E_r$ at $\delta \mu = 20 \mu eV$. (c) Electronic heat current $I_{Qe}^h$ (“aW”) denoting atto-Watts for $E_f = -5k_B T$ and $E_r = -k_B T$, and (d) optimization of the associated rectification strength $R_h$, by tuning $E_f$ and $E_r$ using $\delta T = 0.5 T$. (e) Electronic heat current as a function of applied voltage for $E_f = -5k_B T$ and $E_r = 2k_B T$, and (f) optimization of the relevant rectification strength $R_h$ at the bias $\delta \mu = 20 \mu eV$. (g) Charge current against the (metals) temperature difference for $E_f = -5k_B T$ and $E_r = -k_B T$, and (h) optimization of the rectification strength $R_t$ by controlling the DQDs at $\delta T = 0.5 T$. We used $t = 15 \mu eV$, $\xi_0 = 1 \mu eV$, $\omega_0 = 100 \mu eV$, $\gamma_l = 5 \mu eV$, $k_B T = 20 \mu eV$, and $T_{ph} = T_0$ for all figures.

III. CURRENTS IN AND BEYOND LINEAR-RESPONSE

Non-equilibrium steady state quantities of interest are the electric current $I_e$, the electronic heat current traversing from the left lead to the right lead $I_{Qe}^h \equiv \frac{1}{2} (-\dot{Q}_L + \dot{Q}_R)$, and the phonon heat current $I_{Qph}^h \equiv -\dot{Q}_{ph}$, with $\dot{Q}_i$ ($i = L, R, ph$) denoting the heat current flowing into the $i$th reservoir. Both elastic and inelastic processes contribute to transport in the system [see panels (b), (c) and (d) in Fig.I].

The inelastic (“inel”) contribution to the currents is calculated from the Fermi Golden-Rule treatment of Ref. [24], setting for convenience $\mu \equiv \frac{1}{2} (\mu_L + \mu_R) = 0$, $I_e|_{inel} = e I_N$, $I_{ph}^h|_{inel} = E I_N$, $I_{Qph}^h|_{inel} = \Omega I_N$. (3)

Here $e < 0$ is the charge of an electron, $\mathcal{T} = \frac{E_f + E_r}{2}$, and $\Omega \equiv E_r - E_f$. In the above equation, $I_N = \Gamma_{\ell \rightarrow r} - \Gamma_{r \rightarrow \ell}$ with $\Gamma_{\ell \rightarrow r} \equiv \gamma_{e-ph} f_r (1 - f_r) N_{\ell}^-$ and $\Gamma_{r \rightarrow \ell} \equiv \gamma_{e-ph} f_r (1 - f_r) N_{\ell}^+$. Here $N_{\ell}^\pm = N_B + \frac{1}{2} \pm \text{sgn}(\Omega)$ with the Bose-Einstein distribution for phonons $N_B \equiv \exp(\frac{|\Omega|}{k_B T}) - 1$. For the commonly used zinc blend semiconductors such as GaAs and InP, the electron-phonon interaction energy $U_q$ determines the transition rate $\gamma_{e-ph} = \xi_0 \left( \frac{n_{\ell}}{n_0} \right)^n \exp \left[ - \left( \frac{\Omega}{\omega_0} \right)^2 \right]$. Here $\xi_0$ stands for the electron-phonon scattering strength, $n$ provides the power-law dependence on phonon energy $\Omega$ with a characteristic energy $\omega_0$. Appendix A provides details on the derivation of this expression from the microscopic theory of electron-phonon interactions in GaAs QDs. It is found that in this system the piezoelectric mechanism dominates the electron-phonon interaction. In this situation, we adopt the parameters $\xi_0 = 1 \mu eV$ and $n = \frac{39}{48}$. The Fermi Golden Rule method is valid when $k_B T \gg \gamma_{f, r} \gamma_r \gg |\Gamma_{\ell \rightarrow r} - \Gamma_{r \rightarrow \ell}|^{25}$. These conditions can be maintained by tuning the coupling between the QDs and the leads. In this regime, the steady state distributions on the two QDs can be approximated by those of the nearby leads25, i.e., $f_\ell \simeq f_\ell(E_f) = \exp \left( \frac{E_f - E_{\ell 0}}{k_B T} \right) + 1]^{-1}$ and $f_r \simeq f_R(E_r) = \exp \left( \frac{E_r - E_{r 0}}{k_B T} \right) + 1]^{-1}$, where $f_\ell$ and $f_R$ are the Fermi distribution functions for the left and right electronic reservoirs, respectively. If the Fermi Golden Rule assumptions (specifically, the second inequality) are not satisfied, the inelastic current can be calculated more generally via a rate equation technique [see Appendix B].

The Fermi Golden Rule method is exploited below for the analytic study of transport coefficients. Numerical results in this work are calculated directly from the rate equation method (unless specified otherwise).

The contribution of elastic (“el”) processes to the currents is given by Landauer’s formula

$$I_e|_{el} = e \int \frac{d \varepsilon}{2 \pi} T(\varepsilon) [f_L(\varepsilon) - f_R(\varepsilon)],$$

$$I_Q^h|_{el} = \int \frac{d \varepsilon}{2 \pi} \varepsilon T(\varepsilon) [f_L(\varepsilon) - f_R(\varepsilon)],$$

$$I_{ph}^h|_{el} = 0.$$ (4b)

Note that elastic processes do not contribute to the heat current from the phonon terminal $I_{Qph}^h$. The energy-dependent transmission function is obtained from the Caroli formula, $T(\varepsilon) = \text{tr}[G_r(\varepsilon) \Gamma_L G_0(\varepsilon) \Gamma_R]$, where
The Onsager reciprocal relations, \( \hat{G} = \hat{G}^\text{eq} = \left[ \begin{array}{cc} \varepsilon - E_t + i\gamma_{t}/2 & -t \\ -t & \varepsilon - E_r + i\gamma_{r}/2 \end{array} \right]^{-1} \), and \( \hat{\Gamma}_L = \left[ \begin{array}{cc} 0 \\ 0 \end{array} \right] \), and \( \hat{\Gamma}_R = \left[ \begin{array}{cc} 0 & 0 \\ 0 & \gamma_r \end{array} \right] \), where we assume constant (energy-independent) tunneling rates \( \gamma_t \) and \( \gamma_r \). This results in \( \hat{\mathcal{T}}(\varepsilon) = \varepsilon^2 \hat{\gamma}_{\varepsilon\gamma}/|d\mathcal{G}|^2 \) with \( d\mathcal{G} = (\varepsilon - E_t + i\gamma_{t}/2)(\varepsilon - E_r + i\gamma_{r}/2) - t^2 \). In Fig. 4(b) we plot the elastic contribution to the charge current (green) as a function of the DQD level detuning for an otherwise symmetric junction \( \gamma_t = \gamma_r \). As expected, the current is an even function with respect to detuning. In contrast, the inelastic contribution (blue) is asymmetric with respect to detuning. This distinction serves as a signature of inelastic transport in DQD systems in experiments. Contributions from elastic transport processes are included in our simulations.

The entropy production rate for the whole system is given by

\[
\dot{S}_{\text{tot}} = \dot{Q}_L/T_L + \dot{Q}_R/T_R + \dot{Q}_{\text{ph}}/T_{\text{ph}} = \sum I_i A_i, \tag{5}
\]

where the affinities for \( I_e \), \( I_{\text{eq}} \), and \( I_{\text{el}} \) [identified in Eq. (5) by \( I_1, I_2, I_3 \) separately], are \( A_1 = \frac{\mu_+ - \mu_0}{e} \left( \frac{1}{2T_L} + \frac{1}{2T_R} \right) \), \( A_2 = \frac{1}{T_L} - \frac{1}{T_R} \), \( A_3 = \frac{1}{2T_L} + \frac{1}{2T_R} - \frac{1}{T_{\text{ph}}} \), respectively. By setting the reference temperature at \( T_0 \equiv \frac{1}{2(T_L + T_R)} \), we obtain \( A_1 = \frac{1}{2T_0} \), \( A_2 = \frac{1}{T_0} \), and \( A_3 = \frac{2}{T_0} \), where \( \delta_\mu \equiv \mu_{\text{L}} - \mu_{\text{R}}, \Delta T \equiv T_L - T_R \), and \( \Delta T = T_{\text{ph}} - T_{\text{L}} \).

Note that the reference temperature is defined according to \( \frac{1}{T_0} = \frac{1}{2} (\frac{1}{T_L} + \frac{1}{T_R}) \) [differing from the average temperature \( T = \frac{1}{2}(T_L + T_R) \) in nonlinear-response regime].

Expanding Eqs. (5) and (5) to capture nonlinear effects, we find, to the lowest nontrivial order

\[
I_i = \sum_j M_{ij} A_j + \sum_{jk} L_{ijk} A_j A_k + \mathcal{O}(A^3), \tag{6}
\]

where \( M_{ij} = M_{ij}^{\text{el}} + M_{ij}^{\text{inel}} \) with \( M_{ij}^{\text{el}} \) denoting the linear-response coefficients. The Onsager reciprocal relations, \( M_{ij} = M_{ji}^{\text{eq}} \), hold for both elastic and inelastic transport processes. The second-order terms \( L_{ijk} \) only come up from the inelastic transport processes. Elastic coefficients are given by

\[
M_{11}^{\text{el}} = \frac{e^2}{2\pi} \int d\varepsilon \mathcal{T}(\varepsilon) f^{\text{eq}}(\varepsilon) [1 - f^{\text{eq}}(\varepsilon)], \tag{7a}
\]

\[
M_{12}^{\text{el}} = M_{21}^{\text{el}} = \frac{e}{2\pi} \int d\varepsilon \mathcal{T}(\varepsilon) f^{\text{eq}}(\varepsilon) [1 - f^{\text{eq}}(\varepsilon)] \varepsilon, \tag{7b}
\]

\[
M_{22}^{\text{el}} = \frac{1}{2\pi} \int d\varepsilon \mathcal{T}(\varepsilon) f^{\text{eq}}(\varepsilon) [1 - f^{\text{eq}}(\varepsilon)] \varepsilon^2, \tag{7c}
\]

\[
M_{3j}^{\text{el}} = M_{j3}^{\text{el}} = 0, \quad j = 1, 2, 3. \tag{7d}
\]

The superscript \( \text{eq} \) denotes the equilibrium distribution. The linear response inelastic coefficients which satisfy the Onsager reciprocal relations are

\[
M_{ij}^{\text{inel}} = s_i s_j M_{\ell \rightarrow r}^{\text{eq}}, \tag{8}
\]

where \( M_{\ell \rightarrow r}^{\text{eq}} = \gamma_{\varepsilon \rightarrow \ell} f^{\text{eq}}(1 - f^{\text{eq}})(N_{\ell}^-(N_{\ell}^+)^{\text{eq}} \) is the transition rate from QD \( \ell \) to QD \( r \) at equilibrium, and \( s_1 = e, \quad s_2 = \mathcal{E}, \quad s_3 = \Omega \).

The second-order transport coefficients are given by

\[
L_{ijk} = \frac{1}{2} s_i s_j M_{\ell \rightarrow r}^{\text{eq}}, \tag{9}
\]

where \( g_{jk} = g_{kj} \).

For the described functionalities to be prominent, the contribution from the inelastic processes needs to be enhanced while the elastic processes must be suppressed. This is realized by strong electron-phonon interaction, high temperature, and the mismatch of QDs energy levels. The latter creates a barrier for elastic tunneling and favors inelastic transport. We noticed from Fig. 4(b) that there is an optimal alignment of QDs energy levels for inelastic processes to be dominant. It is also noted that the inelastic contribution is nonzero even at \( \Omega = 0 \), which is a special property of the piezoelectric electron-phonon interaction: The electron-phonon coupling strength is proportional to \( \Omega \), but this linear dependence cancels out the divergence in the phonon number in the limit \( \Omega \rightarrow 0 \), overall leaving a finite term which contributes to the current. A careful examination of the \( \Omega \rightarrow 0 \) limit for realistic systems is beyond the scope of this paper. Our main conclusions do not rely on the behavior of the system in this special regime.

The transport coefficients depend on the average energy \( \overline{E} \) (representing deviation from particle-hole symmetry) and the detuning \( \Omega \) (measuring deviation from mirror symmetry). The symmetry of transport coefficients and currents under (i) particle-hole transformation: \( T_{PH} : \overline{E} \rightarrow -\overline{E} \) (hence \( \overline{E} \rightarrow -\overline{E} \) and \( \Omega \rightarrow -\Omega \)) and (ii) mirror symmetry (assuming \( \gamma_{\ell} = \gamma_{r} \) \( T_{M} : \overline{E} \rightarrow \overline{E} \) (i.e., \( \Omega \rightarrow -\Omega \)) are summarized in Table I. These symmetries rule out certain nonlinear effects in the presence of mirror symmetry and/or particle-hole symmetry. For example, when \( \overline{E} = 0 \) but \( \Omega \neq 0 \) only terms of the same symmetry under the particle-hole and mirror transformations remain nonzero.

**IV. RECTIFICATION (DIODE) EFFECT**

Coupled thermal and electrical transport allows unconventional rectification, for example, charge rectification induced by a temperature difference, besides...
TABLE I. Symmetries of $g_{ij}$, $L_{ijk}$, $M_{ij}$, and the heat currents.

| Terms       | Particle-hole $T_{PH}$ Mirror $T_M$ |
|-------------|-------------------------------------|
| $g_{11}$, $g_{22}$, $g_{33}$ | Odd | Odd |
| $g_{12}$    | Even | Odd |
| $L_{111}$, $L_{122}$, $L_{133}$, $L_{212}$ | Odd | Odd |
| $L_{112}$, $L_{211}$, $L_{222}$, $L_{333}$ | Even | Odd |
| $L_{311}$, $L_{322}$, $L_{333}$ | Even | Even |
| $L_{312}$, $Q_{ph}^L$, $M_{12}$ | Odd | Even |
| $I_Q$, $M_{13}$ | Odd | Odd |
| $M_{23}$    | Even | Odd |
| $M_{11}$, $M_{22}$, $M_{33}$ | Even | Even |

showing the standard charge and heat rectification effects. The magnitude of the rectification effect is defined by $R = \frac{I_e(V) + I_e(-V)}{I_e(V) - I_e(-V)}$ for charge rectification, $R = \frac{I_Q^{ph}(\Delta T) + I_Q^{ph}(-\Delta T)}{I_Q^{ph}(\Delta T) - I_Q^{ph}(-\Delta T)}$ for (electronic) heat rectification, $R_{ct} = \frac{I_Q^{ph}(\Delta T) + I_Q^{ph}(-\Delta T)}{I_Q^{ph}(\Delta T) - I_Q^{ph}(-\Delta T)}$ for charge rectification induced by the temperature difference $\Delta T$, and $R_{te} = \frac{I_Q^{ph}(V) + I_Q^{ph}(-V)}{I_Q^{ph}(V) - I_Q^{ph}(-V)}$ for heat rectification induced by voltage bias. We shall refer to $R_{ct}$ and $R_{te}$ as “thermoelectric rectifications”. The dependence of these quantities on the DQDs energies is displayed in Fig. 2 demonstrating significant rectification effects.

From these figures, one finds that thermal diode $R_t$ and thermoelectric diode $R_{te}$ cannot be realized when the system is invariant under $T_{PH} \otimes T_M$ (i.e., vanishing $\overline{E}$). In Table II we classify second-order transport coefficients as rectifiers and transistors. We note that the rectification and transistor behavior as displayed in Fig. 2 (obtained from a direct calculation using Eqs. (9–11)), acquire the same symmetry as the corresponding second-order transport coefficients listed in Table I. Specifically, $R_e$ and $R_{ct}$ (relating to $L_{111}$ and $L_{122}$, respectively) are odd under both $T_{PH}$ and $T_M$, whereas $R_t$ and $R_{te}$ (relating to $L_{222}$ and $L_{211}$, respectively) are even under $T_{PH}$, but odd under $T_M$. In addition, it is demonstrated in Fig. 2 that one can tune $E_t$ and $E_e$ for reaching optimal electrical, thermal, and cross rectifications.

V. TRANSISTORS

One of our central results is that a thermal transistor effect can develop in the linear-response regime. Specifically, the heat current amplification factor is given by

$$\alpha = \left| \frac{\partial I_Q}{\partial T_{ph} I_Q^{th}} \right| = \frac{|M_{23} - \frac{1}{2} M_{33}|}{M_{33}} = \frac{E_t}{\Omega},$$  (11)

where $I_Q^L = I_Q - I_Q^{ph}/2$ is the heat current flowing out of the L electrode (since $\mu_e = \mu_e$). Eq. (11) follows directly from (i) $I_Q^L = E_t I_N$ + “elastic contributions”, $I_Q^{ph} = \Omega I_N$ [according to Eq. (2)], and (ii) the elastic contribution to $I_Q^L$ does not depend on the phonon temperature $T_{ph}$. Hence

$$\partial I_Q I_Q^{th} = E_t \partial T_{ph} I_N, \quad \partial T_{ph} I_Q^{th} = \Omega \partial T_{ph} I_N,$$  (12)

and one obtains Eq. (11). Remarkably, heat current amplification, $\alpha > 1$, is achievable once $|E_t| > |\Omega|$ in both the linear and nonlinear regimes whenever the inelastic contribution is nonzero. This conclusion counters present designs in which a thermal transistor effect can only be realized in the nonlinear response regime based on a negative differential thermal conductance, $\overline{E}$. In fact, one can prove that a thermal transistor effect can materialize in the linear response regime only when inelastic processes involve more than two reservoirs due to restrictions imposed by the second law of thermodynamics [see Appendix C].

The inelastic electron hopping mechanism assumed in our three-terminal setup is one of the simplest examples which can realize such a nontrivial property: electrons enter from the source and leave at the drain with the assistance of phonons from a third terminal (the substrate). Fig. 3(a) demonstrates the thermal
transistor behavior: $I^L_Q$ changes more significantly than $I^{Oh}_Q$. Specifically, for the adopted temperature difference $\delta T = 0.02T_0 \ll T_0$ and for small $\Delta T = T_{ph} - T_0$ the system is indeed described by linear response terms. Although the coefficient $a$ increases for smaller $\Omega$, the variation of the heat current $I^H_Q$ as controlled by the temperature of the phonon terminal can also decrease once the inelastic transport mechanism weakens [see Fig. 1(b)].

In addition to the thermal transistor effect exemplified in Fig. 3(a), we also show in Fig. 3(b) that by changing the temperature of the phonon bath we can substantially modify the $I_s-V$ characteristics — This effect is analogous to the field effect transistor, but here it is controlled by the phonon temperature instead of the gate voltage at the third terminal. This functionality is also different from the unconventional transistor effect observed in superconductor–normal-metal–superconductor junctions by Saira et al. where gate-voltage at the third terminal controlled thermal transport between source and drain using the Coulomb blockade in the normal-metal region.

VI. CONCLUSIONS AND DISCUSSIONS

We proposed a realistic and relatively simple setup for the realization of thermal, electrical, and cross rectifiers and transistors by exploiting phonon-assisted hopping transport in DQD systems in a three-terminal geometry. While we used a DQD system embedded in a phonon substrate as our platform, results are applicable to other two-site (two-level) systems maintained out of equilibrium by multiple biases and subjected to inelastic transport processes. Numerical simulations using realistic parameters demonstrate strong charge, heat and thermo-electric rectifications. Furthermore, for the first time, it is observed that a thermal transistor can be realized without negative differential thermal conductance. In addition, a transistor effect where the $I_s-V$ characteristics is tuned by the phonon temperature was revealed. These functionalities should enable smart manipulations of heat and charge transport in nano-systems, core elements in future information processing technologies. Although calculations were performed for a specific set of parameters, the uncovered functionalities should be observed whenever inelastic transport processes dominate elastic effects. As discussed in Refs. 22 and 24, this can be achieved in the high temperature and strong electron-phonon interaction regime when elastic transport is suppressed e.g. by a barrier, or an energy gap. Our study here essentially aims at the hybridization of two distinct branches of technology: electronics and phononics. Amalgamation of technologies may provide new platforms and opportunities for high-performance, high-energy-efficiency nanotechnologies. Extensions to consider the interplay of spin, charge, and heat transport in the presence of inelastic effects are of interest for exploring spin-caloritronics devices beyond linear response. The physics revealed here, i.e., the essential importance of inelastic transport effects for a linear-response transistor and other non-linear device functionalities, is also of importance for related research fields.
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Appendix A: Derivation of the phonon induced transition rate between DQDs.

The electron-phonon coupling matrix for longitudinal phonons in GaAs is given by

$$
\zeta_{L,\vec{q}} = e^{i\vec{q}\cdot\vec{r}} \sqrt{\frac{\hbar}{2\rho_M v_{st} q V}} (e^{D_{\vec{q},L}} - i q \Xi),
$$

(A1)

where $V$ is the volume of the system, $\rho_M = 5.3 \times 10^3$ kg/m$^3$ is the mass density of GaAs, $\Xi = 7.0$ eV is the deformation potential, and $v_{sl} = 5.29 \times 10^5$ m/s is the velocity of longitudinal phonons. The piezoelectric potential is

$$
D_{\vec{q},L} = \frac{8\pi e_{14}}{\kappa} \frac{(3q_x q_y q_z)}{q^3},
$$

(A2)

where $e_{14} = 1.41 \times 10^9$ V/m is the piezoelectric constant and $\kappa = 12.9$ is the relative dielectric constant. Those material parameters are adopted from the standard semiconductor handbook, Ref. 53. From the above equations, one finds that

$$
|\zeta_{L,\vec{q}}|^2 = \frac{32\hbar \pi^2 e_{14}^2}{\kappa^2 \rho_M v_{st} q V} \left( \frac{3q_x q_y q_z}{q^3} \right)^2 + \frac{\hbar^2 q^2}{2\rho_M v_{st} V q}.
$$

(A3)

When considering the coupling of electrons to transverse phonons, only the piezoelectric mechanism contributes. In this case the two transverse branches of phonons give the total contribution

$$
|\zeta_{T,\vec{q}}|^2 = \frac{32\hbar \pi^2 e_{14}^2}{\kappa^2 \rho_M v_{st} V q} \left[ \frac{q_x^2 q_y^2 + q_y^2 q_z^2 + q_z^2 q_x^2}{q^4} - \frac{(3q_x q_y q_z)^2}{q^6} \right],
$$

(A4)
where \( v_{st} = 2.48 \times 10^4 \) m/s is the velocity of transverse acoustic phonons.

We now consider electronic wavefunctions in the quantum dots, assuming a Gaussian form,

\[
\Psi_1(\vec{r}) = \frac{1}{(2\pi)^{3/4} q_{qd}^{3/2}} \exp \left[ -\frac{x^2 + y^2}{4q_{qd}^2} - \frac{(z + d/2)^2}{4q_{qd}^2} \right],
\]

\[
\Psi_2(\vec{r}) = \frac{1}{(2\pi)^{3/4} q_{qd}^{3/2}} \exp \left[ -\frac{x^2 + y^2}{4q_{qd}^2} - \frac{(z - d/2)^2}{4q_{qd}^2} \right],
\]

where \( q_{qd} \) is the characteristic length of the wavefunction. The two wavefunctions are centered at \((0,0,\pm d/2)\) (i.e., the distance between the two QDs is \( d \)), respectively.

FIG. 4. (Color online) (a) Electron-phonon coupling strength \( \xi_\lambda \) vs. quantum dot radius \( q_{qd} \) for longitudinal phonon with deformation potential coupling mechanism (“LDP”), transverse phonons with piezoelectric coupling mechanism (“TPE”), and longitudinal phonons with piezoelectric coupling mechanism (“LPE”). Calculated from Eqs. (A7)–(A9) using material parameters of GaAs. (b) Characteristic phonon frequency \( \omega_\lambda \) as functions of quantum dot radius \( q_{qd} \) (“L” and “T” stand for longitudinal and transverse phonons, respectively).

With these elements at hand, we write down the transition rate between the dots using the Fermi Golden Rule,

\[
\gamma_{e-ph} = \frac{2\pi}{\hbar} \sum_{\vec{q}\lambda} |\xi_\lambda,\vec{q}|^2 |\langle \Psi_1 | e^{i\vec{q}\cdot\vec{r}} | \Psi_2 \rangle|^2 \times \delta(\pm \hbar \omega_\lambda, -E_\lambda + E_r).
\]

The integral over space gives

\[
|\langle \Psi_1 | e^{i\vec{q}\cdot\vec{r}} | \Psi_2 \rangle|^2 = \exp \left[ - \left( q_{qd}^2 + \frac{d^2}{4q_{qd}^2} \right) \right].
\]

The summation over \( \vec{q} \) can be converted into integration which gives

\[
\gamma_{e-ph} = \sum_{\lambda=LDP,TPE,LPE} \xi_\lambda \left( \frac{\Omega}{\omega_\lambda} \right)^{n_\lambda} \exp \left[ - \left( \frac{\Omega}{\omega_\lambda} \right)^2 \right].
\]

Here \( LDP \) stands for longitudinal phonons and the deformation potential mechanism, and \( TPE \) (\( LPE \)) stands for transverse (longitudinal) phonons with the piezoelectric coupling mechanism. \( \omega_{LDP} = \omega_{LPE} = v_{st}/q_{qd}, \omega_{TPE} = v_{st}/q_{qd}, n_{LDP} = 3, n_{LPE} = n_{TPE} = 1, \)

\[
\xi_{LDP} = \left( \frac{\pi^2}{2\pi \rho_M v_{st}^2 q_{qd}} \right) \exp \left( - \frac{d^2}{4q_{qd}^2} \right), \quad (A7)
\]

\[
\xi_{LPE} = \left( \frac{96\pi^2 e^2}{35\hbar^2 \rho_M v_{st}^2 q_{qd}} \right) \exp \left( - \frac{d^2}{4q_{qd}^2} \right), \quad (A8)
\]

\[
\xi_{TPE} = \left( \frac{128\pi^2 e^2}{35\hbar^2 \rho_M v_{st}^2 q_{qd}} \right) \exp \left( - \frac{d^2}{4q_{qd}^2} \right). \quad (A9)
\]

We calculate \( \xi_\lambda \) for GaAs QDs using \( d/q_{qd} = 4 \). Results are plotted in Fig. 4. For \( q_{qd} \approx 12 \) nm, \( \xi_{TPE} = 1 \) meV and \( \omega_{TPE} \approx 120 \) μeV, approving the parameters, \( \xi_0 \) and \( \omega_0 \) (representing \( \xi_{TPE} \) and \( \omega_{TPE} \) in the main text, since we consider only the piezoelectric electron-phonon coupling for transverse phonons there), chosen in the main text.

Appendix B: Comparison between the Fermi-Golden Rule approximation and the Rate equation method

The Fermi Golden Rule approximation is valid when \( k_BT \gg \gamma_\ell, \gamma_r \gg |\Gamma_{\ell\rightarrow r} - \Gamma_{r\rightarrow \ell}|. \) Here we will examine situations in which the condition \( \gamma_\ell, \gamma_r \gg |\Gamma_{\ell\rightarrow r} - \Gamma_{r\rightarrow \ell}| \) is relaxed. We assume that the broadenings of the QD levels \( \gamma_\ell, \gamma_r \) are still much smaller than the thermal energy \( k_BT \). The transport currents can then be calculated through Eq. (B3). However, the particle current \( I_N \) itself attains a more complex form in terms of the electrochemical potentials and temperatures. In this regime, the steady state distributions on the two QDs, \( f_\ell \) and \( f_r \), can be calculated by solving the following rate equations in steady state,

\[
0 = \frac{df_\ell}{dt} = -\gamma_\ell [f_\ell - f_L(E_r)] - \gamma_{e-ph} \times [f_\ell(1-f_r)N_p^- - f_r(1-f_\ell)N_p^+], \quad (B1)
\]

\[
0 = \frac{df_r}{dt} = -\gamma_r [f_r - f_R(E_r)] + \gamma_{e-ph} \times [f_r(1-f_\ell)N_p^- - f_\ell(1-f_r)N_p^+]. \quad (B2)
\]

Once obtaining \( f_\ell \) and \( f_r \), the particle current can be calculated via

\[
I_N = \gamma_{e-ph} [f_\ell(1-f_r)N_p^- - f_r(1-f_\ell)N_p^+]. \quad (B3)
\]

When \( \gamma_\ell, \gamma_r \gg |I_N| \), the Fermi Golden Rule approximation is validated, since \( f_\ell \approx f_L(E_r) \) and \( f_r \approx f_R(E_r) \).

We plot \( I-V \) characteristics for different phonon temperatures using the rate equation method and the Fermi Golden Rule approximation in Fig. 5. It is noted that differences are negligible unless we operate in the far-from-equilibrium regime, \( T_{ph} \gg T_L, T_R \), or \( |\delta \mu| \gg k_BT \). Our results in Fig. 5 indicate that the nonlinear performance is marginally reduced; qualitative features remain
the same. We speculate that the phenomena described in this work persist beyond the strict regimes where the rate equation method or the Fermi Golden Rule approximation are justifiable. Simulations in the main text of this paper were calculated using the rate equation method.

Appendix C: Restrictions on the thermal transistor effect in the linear-response regime from the second-law of thermodynamics

Here we discuss restrictions, directly arising from the second-law of thermodynamics, on the thermal transistor effect which we materialize in the linear-response regime [see Fig. 3(a)]. Our discussion below is based on general irreversible thermodynamic arguments, and is holds for any thermodynamic systems in the linear response regime. Since our analysis here is confined to the thermal transistor effect, we shall consider pure thermal conduction (i.e., the electrochemical potential difference is set to zero).

For a system with three reservoirs, one can define three heat currents (one for each reservoir). However, due to energy conservation, $I_Q^L + I_Q^R + I_Q^{ph} = 0$, we are left with two independent heat currents. If we choose the heat current flowing out of the source and that emerging from the phonon terminal as the two independent currents, the thermal transport equation for three terminal in the linear response regime can be generally written as,

$$
\begin{pmatrix}
I_Q^L \\
I_Q^{ph}
\end{pmatrix} =
\begin{pmatrix}
K_L & K_o \\
K_o & K_{ph}
\end{pmatrix}
\begin{pmatrix}
T_r-T_o \\
T_{ph}-T_r
\end{pmatrix}.
$$

(C1)

Here $I_Q^L = I_Q^R - I_Q^{ph}/2$ is the heat current flowing out of the source. $T$ is the equilibrium temperature. $K_L$ and $K_{ph}$ are the diagonal thermal conductance, while $K_o$ stands for the off-diagonal thermal conductance. The above equation is derived using Onsager’s theory of linear-response by finding the thermodynamic forces conjugated to the two heat currents. It can also be obtained by linearizing the transport equation in the main text, Eq. (6), and then reorganizing the transport coefficients according to the definition of $I_Q^L$. The second-law of thermodynamics imposes the following restrictions on transport coefficients,

$$K_L \geq 0, \quad K_{ph} \geq 0, \quad K_L K_{ph} \geq K_o^2. \quad (C2)$$

We now note that in a three-terminal system, one can generally identify two distinct classes of transport mechanisms: (i) those involving only two terminals (reservoirs) in each microscopic process (briefed as “2T-class”); (ii) those in which energy is exchanged among three reservoirs in each transport process (briefed as “3T-class”).

For the 2T-class, the thermal transport equations in the linear response regime are generally given by,

$$
\begin{align*}
I_{L\rightarrow R} &= K_{LR}(T_L - T_R)/T, \quad (C3a) \\
I_{L\rightarrow ph} &= K_{Lph}(T_L - T_{ph})/T, \quad (C3b) \\
I_{R\rightarrow ph} &= K_{Rph}(T_R - T_{ph})/T, \quad (C3c)
\end{align*}
$$

where $K_{LR}$, $K_{Lph}$, and $K_{Rph}$ are the thermal conductances between pairs of reservoirs. The above equations represent Fourier’s law of thermal conduction. The second law of thermodynamics requires that the thermal conductances are positive,

$$K_{LR} \geq 0, \quad K_{Lph} \geq 0, \quad K_{Rph} \geq 0. \quad (C4)$$

We can organize equations (C3) into the general form (C1), written in terms of a new set of transport coefficients,

$$
\begin{align*}
K'_L &= K_{LR} + K_{Lph}, \\
K'_o &= K_{Lph} + K_{Rph}, \quad K'_o = -K_{Lph}. \quad (C5)
\end{align*}
$$

Based on the restrictions (C4), we find that [on top of Eq. (C2)],

$$K'_o \leq 0, \quad |K'_o| \leq |K'_ph|. \quad (C6)$$

As discussed in the main text, the heat current amplification factor in the linear response regime is given by

$$\alpha \equiv \left| \frac{\partial r_{ph} I_Q^L}{\partial T_{ph} I_Q^{ph}} \right| = \frac{|K'_o|}{K'_ph}. \quad (C7)$$

From Eq. (C6) it is now clear that there is no thermal transistor effect for 2T-class models in the linear-response regime since they identically result in $\alpha \leq 1$. (Recall, the 2T-class transport mechanisms correspond to a three-terminal situation, with transport processes occurring independently between every pair of terminals.) In contrast, for 3T-class transport mechanisms, the restriction (C2) does not disallow heat current amplification, $\alpha > 1$. In fact, as discovered in this work, one can manifest the thermal transistor effect in the linear response regime for the phonon-assisted hopping process, which is an example of the 3T-class transport mechanisms.
