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Abstract—We propose in this paper a new method to compute the characteristic function (CF) of generalized Gaussian (GG) random variable in terms of the Fox H function. The CF of the sum of two independent GG random variables is then deduced. Based on this results, the probability density function (PDF) and the cumulative distribution function (CDF) of the sum distribution are obtained. These functions are expressed in terms of the bivariate Fox H function. Next, the statistics of the distribution of the sum, such as the moments, the cumulant, and the kurtosis, are analyzed and computed. Due to the complexity of bivariate Fox H function, a solution to reduce such complexity is to approximate the sum of two independent GG random variables by one GG random variable with suitable shape factor. The approximation method depends on the utility of the system so three methods of estimate the shape factor are studied and presented.

Index Terms—Generalized Gaussian, sum of two random variables, characteristic function, kurtosis, moment, cumulant, PDF approximation.

I. INTRODUCTION

The generalized Gaussian (GG) signals catch the interest of researches in the recent years. The GG distribution (GGD) is widely used to model additive noise and interference, since several perturbations may indeed have a non-Gaussian behavior. It should be noted that the GGD family has a symmetric unimodal density characteristic with variable tail behavior. It should be noted that the GGD family has a symmetric unimodal density characteristic with variable tail behavior. It should be noted that the GGD family has a symmetric unimodal density characteristic with variable tail behavior. It should be noted that the GGD family has a symmetric unimodal density characteristic with variable tail behavior. It should be noted that the GGD family has a symmetric unimodal density characteristic with variable tail behavior. It should be noted that the GGD family has a symmetric unimodal density characteristic with variable tail behavior.

In [1], one of the non-Gaussian families used to model the noise is the GG noise (GGN). In fact, the GGN is deployed to model the seismic reflective coefficient can be modeled by GGD [11].

As mentioned in [10], we need sometimes to study the sum of independent GG random variables (SGG) or a linear system of GG white noise such as AR(1) process driven by a GG process. Furthermore, in seismic signal processing, the received seismic signal is modeled by a convolution of seismic signals, where seismic reflective coefficient can be modeled by GGD [11].
Thereby the distribution of the sum, that appears also as the convolution of the single distribution, is needed in this seismic model. Moreover, in communications, it is shown above that in some instances the noise and the multi user interference can be modeled as GG white noise [1], [12]. Therefore, the total perturbations at reception, defined as the sum of noise and interference, is modeled as the sum the GG signals. Many other applications can be found in the literature to motivate the study of sum distribution of GG signals.

Per consequence, it is important to study the statistics and the density of the SGG distribution. The PDF was not derived before and so the CDF. Actually, the approach used in this work is based on the CF which was investigated in [13] for α > 1. However in our case we are studying the CF for any value of α using another approach of calculation based on the properties of the Fox H function (FHF) [14]. From the CF of one GGRV, we get the CF of the sum. Hence, the relation between the CF and the distribution densities leads us to investigate the PDF and the CDF of such distribution and its statistics (moments, cumulant, kurtosis...).

B. Organization of the Paper

The remaining of this paper is organized as follows. In Section II, we investigate the statistics of the GGD, such as the CF, the moments, cumulant, and kurtosis. In Section III, the PDF and some statistics of the SGG distribution are presented. Next in Section IV, we analyze a method to approximate the PDF of the sum by a PDF of one GGD and the performance of such approximation is studied. Finally Section V concludes the paper.

II. GENERALIZED GAUSSIAN DISTRIBUTION STATISTICS

A. Characteristic Function

Let α > 0, and X be random variable (RV) following a GGD(μ, σ, α)

Theorem 1. The CF of X, E[e^{itX}], is given by

\[ \varphi_\alpha(t) = \frac{\sqrt{\pi}}{\Gamma(1/\alpha)} \hat{e}^{it\mu} H^{1,1}_{1,2} \left[ \frac{\sigma^2 \Gamma(1/\alpha)}{4 \Gamma(3/\alpha)} t^2 \right] \left( 1 - \frac{1}{\alpha}, \frac{3}{\alpha} \right) \left( 0, 1, \left( \frac{1}{\alpha}, 1 \right) \right), \]

where H^m,n[·] is the Fox H function (FHF) [14 Eq. (1.1.1)], [15].

Proof: Let us start from the definition of the CF and the PDF of the GGD. In fact the CF can be expressed in integral form as

\[ \varphi_\alpha(t) = E[e^{itX}] = \int_{\mathbb{R}} e^{itx} f_X(x) dx = \frac{\alpha \Lambda}{2 \Gamma(1/\alpha)} e^{it\mu} \int_{\mathbb{R}} e^{itx} \exp(-\Lambda^\alpha |x|^\alpha) dx. \]

Since |x| is an even function, the integral in (5) is the cosine transform of the exponential component

\[ \varphi_\alpha(t) = \frac{\alpha \Lambda}{\Gamma(1/\alpha)} e^{it\mu} \int_{0}^{\infty} \cos(tx) \exp(-\Lambda x^\alpha) dx. \]

Alternative expressions of \( \cos(x) \) and \( e^{x^\alpha} \) in terms of the FHF are available in [14 Eq. (2.9.8) & Eq. (2.9.4)]

\[ \cos(x) = \sqrt{\pi} H^{1,0}_{0,2} \left[ \frac{x^2}{4} \right] \left( 0, 1, (\frac{1}{\beta}, 1) \right) \]

\[ e^{-x^\alpha} = \frac{1}{\alpha} H^{1,0}_{0,1} \left[ x \right] \left( 0, \frac{1}{\alpha} \right) \]

Hence the integral identity defined in [14 Eq. (2.8.4)], solves the integral of the product of two FHF function over the positive real numbers. As a consequence the CF can be re-written as

\[ \varphi_\alpha(t) = \frac{\sqrt{\pi} \Lambda}{\Gamma(1/\alpha)} e^{it\mu} \int_{0}^{\infty} H^{1,0}_{0,2} \left[ \frac{t^2}{4} \right] \left( 0, 1, (\frac{1}{\beta}, 1) \right) \times H^{1,0}_{0,1} \left[ \Lambda t x \right] \left( 0, \frac{1}{\alpha} \right) dx = \frac{\sqrt{\pi}}{\Gamma(1/\alpha)} e^{it\mu} \left[ \frac{\sigma^2 \Gamma(1/\alpha)}{4 \Gamma(3/\alpha)} t^2 \right] \left( 1 - \frac{1}{\alpha}, \frac{3}{\alpha} \right) \left( 0, 1, \left( \frac{1}{\alpha}, 1 \right) \right). \]

Note that the result proved in [9] is valid for all positive shape parameter α > 0. A previous demonstration was derived in [13] but only for α > 1, while the authors provided an expression of the CF of GGD in terms of the Fox-Wright generalized hypergeometric function p\( _{\psi} \Gamma q() \), which is a special case of the FHF [14 Eq. (2.9.29)]. The CF expression and derivation presented in this work present one of the contributions of the paper.

B. Moment Generating Function

The moment generating function (MGF) can be directly concluded from the CF by the relation \( M_\alpha(t) = \varphi_\alpha(-it) \), so the MGF is obtained by

\[ M_\alpha(t) = \frac{\sqrt{\pi} e^{it\mu}}{\Gamma(1/\alpha)} H^{1,1}_{1,2} \left[ \frac{-\sigma^2 \Gamma(1/\alpha)}{4 \Gamma(3/\alpha)} t^2 \right] \left( 1 - \frac{1}{\alpha}, \frac{3}{\alpha} \right) \left( 0, 1, \left( \frac{1}{\alpha}, 1 \right) \right). \]

In some special cases, the MGF can be expressed in terms of elementary functions. For example for Gaussian case, i.e. α = 2, and using the special case of the FHF in [14 Eq. (2.9.4)], the MGF of Gaussian is

\[ M_2(t) = e^{it\mu} H^{1,0}_{0,1} \left[ \frac{-\sigma^2}{2} t^2 \right] \left( 0, 1 \right) = e^{it\mu + \frac{1}{2} \sigma^2 t^2} \]

Another special case appears interesting is the Laplacian distribution (i.e. α = 1). Using the identity [14 Eq. (2.9.5)], the MGF of Laplacian distribution is given by

\[ M_1(t) = \sqrt{\pi} e^{it\mu} H^{1,1}_{1,2} \left[ \frac{-\sigma^2}{8} t^2 \right] \left( 0, 2 \right) = e^{it\mu} H^{1,1}_{1,1} \left[ \frac{1}{2} \sigma^2 t^2 \right] \left( 0, 1 \right) = e^{it\mu} \frac{1}{1 - \frac{1}{2} \sigma^2 t^2}. \]
\[ K_\alpha(t) = \log M_\alpha(t) \]
\[ = \log(\sqrt{\pi}) - \frac{\sigma^2 t^2}{2(3/\alpha)\Gamma(3/\alpha)^2} \cdot 1 \]
\[ \sum_{\text{odd cumulants are equal to zero}} \]

**Theorem 2.** The even cumulants of a zero mean GG random variable \( X \) can be expressed in terms of the even moments of \( X \) by

\[ k_{2n}(X) = - \sum_{m_1 + 2m_2 + \ldots + m_m = n} \frac{(2n)!}{m_1!m_2!\ldots m_m!} \times \prod_{1 \leq j \leq m} \left( - \frac{\sigma^2 t^2}{2(3/\alpha)\Gamma(3/\alpha)^2} \right)^{m_j} \]

The cumulant of low order are easy to expressed

\[ k_2(X) = \sigma^2 \]
\[ k_4(X) = \sigma^4 \left( \frac{\Gamma(1/\alpha)\Gamma(5/\alpha)}{\Gamma(3/\alpha)^2} - 3 \right) \]
\[ k_6(X) = \sigma^6 \left( \frac{\Gamma(1/\alpha)^2\Gamma(7/\alpha)}{\Gamma(3/\alpha)^3} - 15 \frac{\Gamma(1/\alpha)\Gamma(5/\alpha)}{\Gamma(3/\alpha)^2} + 30 \right) \]

Another statistics appear interesting to evaluate, in occurrence the kurtosis. The kurtosis, \( Kurt(X) \), is defined as the fourth cumulant divided by the square of the second cumulant of the distribution. In the GGD case the kurtosis is equal to

\[ Kurt(X) = \frac{k_4(X)}{k_2(X)^2} = \frac{\Gamma(1/\alpha)\Gamma(5/\alpha)}{\Gamma(3/\alpha)^2} - 3. \]
The first two FHF are even functions, so the integral becomes a cosine transform of the product of these two FHF functions

\[
f_Z(z) = \frac{1}{2\Gamma(1/\alpha)\Gamma(1/\beta)} \int_0^\infty H_{1,2}^{1,1} B t^2 \left[ \frac{(1 - \frac{1}{\alpha}, 1) \Gamma(1/\beta)}{(0, 1), \left(\frac{1}{2}, 1\right)} \right] \cos(t(\mu - z)) dt
\]  

(24)

As seen before, the cosine has a representation in terms of the FHF [14]. So we are facing an integral that involves the product of three FHFs over the positive real numbers. Such integral is solved in [17, Eq. (2.3)] and it is expressed in terms of the BFHF, which gives us the final expression of the PDF of Z.

The CDF of Z is the primitive of \( f_Z(z) \) that vanishes at \(-\infty\). Back to (24), it appears that the CDF is expressed in terms of an integral involving the product of two FHFs and sine function. The latter can be expressed in terms of the FHF for positive argument [14, Eq. (2.9.7)]. Thereby, the CDF of the sum of two independent GGRV becomes the integral of the product of three FHFs over the positive real numbers. Such integral is solved in [17, Eq. (2.3)] and it is expressed in terms of the BFHF.

**Corollary 3.1**. The CDF, \( F_Z(z) \), of the SGG distribution is given in (22).

In [22], \( \text{sign}(x) \) gives the sign of the real number \( x \). The results in Theorem 3 and Corollary 3.1 represent new results and they were not investigated before, which make them the essential contribution of this paper.

**B. Statistics of Z**

In the following analysis, the zero mean case is considered, while the non zero mean random variable can be obtained from the zero mean random variable by a simple shift \( Z = Z_0 + \mu \).

1) **MGF**: As mentioned before the MGF of Z can be obtained from the CF by the relation \( \tilde{M}_Z(t) = \varphi_Z(-it) \) which gives the MGF of Z as

\[
M_Z(t) = \frac{\pi}{\Gamma(1/\alpha)\Gamma(1/\beta)} H_{1,2}^{1,1} \left[ \frac{-\sigma_1^2 \Gamma(1/\alpha)}{4\Gamma(3/\alpha)} t^2 \left( \frac{1}{2}, 1 \right) \left( \frac{1}{2}, \frac{3}{2} \right) \right]
\]

(25)

2) **Moment**: The moments of Z can be obtained from the binomial formula that describes the integer power of the sum of two numbers. Hence known the moment of X and Y [14], it appears that the odd moments of Z, \( m_{2n+1}(Z) \), vanish while the even moments are given by

\[
m_{2n}(Z) = \frac{n!}{(n/\alpha)!\Gamma(\alpha)\Gamma(\beta)^n} \sum_{k=0}^{\infty} \binom{2n}{2k} \left( \frac{\sigma_2^2}{\sigma_1^2} \frac{\Gamma(1/\alpha)}{\Gamma(3/\alpha)} \right)^k \frac{\Gamma(2k+1/\beta)}{\Gamma(2k)!} \left( \frac{\sigma_1^2}{\sigma_2^2} \frac{\Gamma(1/\beta)}{\Gamma(3/\beta)} \right)^k \]

(26)

3) **Cumulant and Kurtosis**: From the MGF, it is easier to get the CGF by applying the logarithm to the MGF \( M_Z(t) \). Thereby the CGF of Z is the sum of the CGF of X and the CGF of Y. \( K_Z(t) = K_X(t) + K_Y(t) \). Moreover, the cumulant of Z is expressed also as the sum of the cumulant of X and the cumulant of Y. Note that the odd cumulant are equal to zero while the even ones are given by

\[
k_{2n}(Z) = k_{2n}(X) + k_{2n}(Y)
\]

(27)

Once the cumulant expression is evaluated, the kurtosis of Z can be expressed, per definition, in terms of the fourth and second moments as

\[
Kurt(Z) = \frac{k_4(Z)}{k_2(Z)^2} = \frac{k_4(X) + k_4(Y)}{(k_2(X) + k_2(Y))^2}
\]

(28)

Note that \( k_2(X) + k_2(Y) = \sigma_1^2 + \sigma_2^2 = \sigma^2 \). Thus a relation between the kurtosis of Z, X and Y appears as

\[
Kurt(Z) = \frac{\sigma_1^2}{\sigma^4} Kurt(X) + \frac{\sigma_2^2}{\sigma^4} Kurt(Y)
\]

(29)

The final expression of the kurtosis of Z is thus given by

\[
Kurt(Z) = \frac{\sigma_1^4}{\sigma^4} \frac{\Gamma(1/\alpha)^2 \Gamma(1/\beta)}{\Gamma(3/\alpha)^2} + \frac{\sigma_2^4}{\sigma^4} \frac{\Gamma(1/\alpha)^2 \Gamma(1/\beta)}{\Gamma(3/\beta)^2} + \frac{6\sigma_1^2 \sigma_2^2}{\sigma^4} - 3
\]
IV. APPROXIMATION OF THE PDF OF THE SUM OF TWO GGRV

The expression of the PDF of the sum of two independent GGRV \(Z\) is quite high complex since it is expressed in terms of the BFHF. Therefore, an approximation of the PDF is highly recommended to simplify the calculations and study, in simple way, the performance of systems in which the PDF of the sum is needed, like, for example, the evaluation of the symbol error rate (SER) of an M-phase shift keying (MPSK) over an GGN channel. Such analysis needs the PDF and the CDF of the SGG distribution.

In this section we are investigating the approximation of the PDF of \(Z\) by the PDF of another GG random variable with shape factor \(\gamma\) to be determined. In [10], it has been proved that the PDF of the sum cannot be a PDF of one GGRV. However the authors proved that both PDFs have the same properties (symmetric, convexity, monotonicity...). Furthermore, the PDF of the sum is needed, like, for example, the evaluation of the CDF of the SGG distribution.

As shown in [1], the expression of the PDF of the sum of two independent GGRV (21) is quite high complex since it is expressed in simple way, the performance of systems in which the PDF of the sum is needed, like, for example, the evaluation of the CDF of the SGG distribution. Therefore, an approximation of the PDF is highly recommended to simplify the calculations and study, in simple way, the performance of systems in which the PDF of the sum is needed, like, for example, the evaluation of the symbol error rate (SER) of an M-phase shift keying (MPSK) over an GGN channel. Such analysis needs the PDF and the CDF of the SGG distribution.

In this section we are investigating the approximation of the PDF of \(Z\) by the PDF of another GG random variable with shape factor \(\gamma\) to be determined. In [10], it has been proved that the PDF of the sum cannot be a PDF of one GGRV. However the authors proved that both PDFs have the same properties (symmetric, convexity, monotonicity...). Furthermore, the PDF of the sum is needed, like, for example, the evaluation of the CDF of the SGG distribution.

As shown in [1], three approaches are presented. In other words \(\gamma\) is chosen to define the desired region of the tail of the distribution. The minimization in (32) cannot be solved analytically by the available tools since it contains a shifted integral of a BFHF and FHF which is not known yet. A numerical evaluation of \(\gamma_{Tail}\) is given in Table I for different values of \(\delta\).

B. Best Tail Approximation

Another method to estimate \(\gamma\) consist of taking the best choice of \(\gamma\) that minimizes the square error of the tail. In other words \(\gamma\) is chosen so the error between the exact PDF, \(f_Z(z)\) and the approximated PDF \(f_\gamma(z)\) at the tail is minimal. The tail is defined so \(z\) is above some level \(z \geq n\sigma\).

\[
\gamma_{Tail} = \arg\min_{\gamma > 0} \int_{n\sigma}^{\infty} (f_\gamma(z) - f_Z(z))^2 dz, \quad (32)
\]

where \(n\) is chosen to define the desired region of the tail of the distribution. The minimization in (32) cannot be solved analytically by the available tools since it contains a shifted integral of a BFHF and FHF which is not known yet. A numerical evaluation of \(\gamma_{Tail}\) is given in Table I for different values of \(\delta\).

C. CDF Approximation

This method is used to obtain the shape parameter that minimizes the error between the CDF of \(Z\) and the approximated CDF. Such approximation will give an asymptotic approximation of the complementary CDF (CCDF) which is needed in the computation of the probability of error. Mathematically, the shape parameter is given by

\[
\gamma_{CDF} = \arg\min_{\gamma > 0} \int_0^{\infty} (F_{\gamma}(z) - F_Z(z))^2 dz. \quad (33)
\]

In Table I some numerical values of \(\gamma_{CDF}\) are given and a comparison between three methods of shape parameter estimation is available too.

An overview from Table I shows that the optimal value of \(\gamma_{Tail}\) is near the value given by the kurtosis for any value of \(n\). It is clear also that \(\gamma_{Tail}\) approaches closely to \(\gamma_{Kurt}\) specially for \(n = 2\) for all values of \(\delta\). This analysis confirms the use of the kurtosis to approximate the PDF of the sum of two independent GGRV by another GGD to get a good tail approximation, this may also confirms that the kurtosis measure the heavy tail. Unlike this observation, the \(\gamma\) obtained by minimizing the CDF error is a little bit far from outcomes of the kurtosis method. To conclude, these three methods can be used according to the situation we are facing.
TABLE I: Shape parameter for the approximated PDF using kurtosis, minimum CDF error, and minimum tail error for \( \sigma_1 = 1 \) and different values of \((\alpha, \beta, \delta)\)

| \((\alpha, \beta, \delta)\) | \(\gamma_{Kurt}\) | \(\gamma_{CDF}\) | \(\gamma_{Tail}\) |
|-----------------------------|-----------------|-----------------|-----------------|
| \((0.5, 0.5, 1)\)          | 0.626           | 0.467           | 0.678           |
| \((0.5, 0.5, 2)\)          | 0.604           | 0.492           | 0.762           |
| \((0.5, 0.7, 2)\)          | 0.633           | 0.501           | 0.861           |
| \((0.5, 1.2, 1)\)          | 0.779           | 0.602           | 1.160           |
| \((1.5, 1.5, 2)\)          | 1.613           | 1.373           | 1.938           |
| \((1.5, 2.5, 1)\)          | 1.390           | 1.391           | 1.909           |
| \((1.5, 2.5, 2)\)          | 1.753           | 1.843           | 1.799           |
| \((2.5, 3, 3)\)            | 2.296           | 1.941           | 2.226           |

Fig. 2: Exact and approximated PDF of the sum of two GGRV, for \(\beta = 1.5, \delta = 2, \sigma_1 = 1\), and two values of \(\alpha\).

D. PDF and CDF Simulations

The illustrations in this section are made for \(\beta = 1.5, \delta = 2\), and \(\sigma_1 = 1\). In Fig. 3, the PDF of the sum distribution is drawn for two values of \(\alpha\) (0.5 and 2.5) and \(\mu\) takes two values to split the curves of both cases. The exact and simulated PDF of \(Z\) are drawn in the same figure along with the approximated PDF. The latter is computed using the kurtosis and the optimal CDF methods. It is clear that the exact PDF matches perfectly the simulated PDF. Far from the mean, the approximated PDF appears close to the exact PDF and both methods have a good tail approximation. For \(\alpha < 2\), the kurtosis and the optimal CDF method are close to each other and match only the exact PDF at the tail with huge difference at the mean as mentioned in Fig. 10. However, for \(\alpha > 2\), the kurtosis method presents a good approximation of the PDF even around the mean, while the optimal CDF method represents a good approximation of the CDF as it will be seen later. We omit the optimal tail method here because it is close to the kurtosis method as shown in Table I. However, one can draw it easily using the values available in Table I.

Our second illustration, highlighted in Fig. 3, consists of drawing the CDF of the sum for \(\alpha = 2.5, \beta = 1.5, \delta = 2\), and \(\sigma_1 = 1\) using all three methods to approximate the PDF in linear scale. It is noticed that the results obtained from the optimal tail method (for \(n = 3\)) are very close to those issued from the kurtosis method. Another observation is that all the methods are close to each other and close to the CDF at the saturation region, i.e. \(\text{CCDF}(z) \approx 1\). This result is more detailed in the next figure which shows the complementary CDF in Log scale.

Fig. 4: Complementary CDF of the sum of two GGRV for two values of \(\alpha\).

In Fig. 4, the complementary CDF of the distribution of the sum is drawn for two values of \(\alpha\) (2.5 and 0.5). For both cases, the approximated CCDF using the optimal CDF method matches the exact CCDF. However, as seen in Fig. 2 for \(\alpha < 2\), the CCDF obtained from the kurtosis and optimal tail methods is not too close to the exact CCDF. While, for \(\alpha > 1\), they are close to each other and asymptotically close to the exact CCDF.

V. CONCLUSION

The statistics of the distribution of the sum of two independent GGRV were derived in closed form in terms of the FHF and BFHF respectively, and the distribution of sum was
approximated by another GGD using three estimation methods to get the shape parameter, namely kurtosis, optimal tail and optimal CDF depends on the treated case. Finally, all the methods present a good estimation of the shape parameter especially at the tail region.
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