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ABSTRACT: The identification of areas of collision risk in restricted waters could play an important role in VTS services. Based on the concept of ship domain, this paper introduces a model for identifying collision risk between vessels in restricted waters, then puts forward an improved DBSCAN clustering algorithm for identifying areas of high collision risk, finally, the visualization algorithm is presented. The experimental results in this paper show the algorithm is capable of identifying and rendering areas of collision risk in restricted waters.

1 INTRODUCTION

Identification of areas of collision risk in restricted waters is not only important to measure marine traffic safety, but also helpful for marine traffic guiding and controlling.

Many methods have been put forward for measuring the collision risk between vessels, such as fuzzy theory [1], ANN [2], ship’s DCPA and TCPA [3], traditional clustering algorithm [4], etc. Generally, these methods are suitable for the high seas or open waters because they do not consider ships’ dimension, which is a quite important factor for evaluating the collision risk between vessels in restricted waters.

AIS technology makes it practical to collect ships’ dimension information. Ship’s domain, which is closely related to the ship’s dimension, is applied to measure and identify the collision risk between vessels in restricted waters, and then an improved clustering algorithm based on DBSCAN [5], is put forward for gathering the ships of collision risk and areas of collision risk will be developed, finally, the border of the areas is smoothed.

2 AN IMPROVED DBSCAN ALGORITHM FOR IDENTIFYING AREAS OF COLLISION RISK

For measuring collision risk between vessels in restricted waters, this paper images ships in the restricted waters as each independent polygon object. These objects are clustered to identify area of collision risk. The so-called clustering is the method grouping data object into several classes or cluster, the objects in same class has high similarity, otherwise has high difference. Clustering algorithm is an important part in Data Mining, commonly used clustering algorithm are DBSCAN algorithm, OPTICS algorithm, DENCLUE algorithms, CLIQUE algorithm, K - MEANS algorithm, etc [4].

In the above algorithms, DBSCAN is typical clustering algorithms which based on density clustering method, its high dimensional data
handling and noise object eliminating effect is better than the other clustering algorithm, so after improving it is suitable to clustering geometry objects. In this paper the traffic flow in restricted waters has the same characteristic (geometry type), so we choose DBSCAN algorithm for prototype clustering algorithm.

In DBSCAN algorithm, the data object to be clustering is seen as a particle, obviously it does not fit the situation in the restricted waters. Taking this problem into account, this paper introduces the concept of the ship domain [6,7,8,9,10].

Ship domain is the area that every ship hopes to maintain an independent region from otherness around itself in order to avoid collisions. Factors affecting the ship domain include: Ship’s size, speed, state of motion, manipulation and movement of the ship’s performance, encounter posture, manipulator’s psychological factors, traffic density in water, traffic environment, and then hydro-meteorological, etc.

This paper combines ship domain concept and DBSCAN clustering algorithm, proposed a improved DBSCAN algorithm. It selects the model of ship domain as follow:
1. Ship domain is oval. (it is simplified as octagon when calculate in computer).
2. Ship domain can modify according to ship’s size, speed, etc.
3. Ship itself locates in rearward position of its ship domain.
4. Only when two ships enter into each other’s ship domain, there is a collision risk.

Figure 2.1 show the ship domain model used in this paper.

Figure 2.1. Ship domain

After selected model of ship domain, this paper described the improved DBSCAN algorithm as below.

Definition 1 Objects: in this paper, the objects means ships.

Definition 2 $\varepsilon$ neighborhood: the region(polygon) of objects’ ship domains can be called object’s $\varepsilon$ neighborhood.

Definition 3 density: the density of a object p is that the number of objects be contained in object p’s $\varepsilon$ neighborhood.

Definition 4 Core object: if an object’s $\varepsilon$ neighborhood at least contains the minimum number (MinPts) objects, it named core object.

Definition 5 Directly density-reachable: in a given set of objects marked D, for a given $\varepsilon$ neighborhood, if the object p and the object q both in each other’s $\varepsilon$ neighborhood, and q is a core object, then we call the object p is directly density-reachable from the object q.

Definition 6 density-reachable: for exist objects chain $p_i, p_2, ..., p_n, p_i = q, p_n = p$, and $p_i \in D (1 \leq i \leq n)$. If every $p_{i-1}$ is directly density-reachable from $p_i$ in the condition of given $\varepsilon$ neighborhood and MinPts, we call the object p is density-reachable from the object q(. transmission).

Definition 7 density-connected: in a given set of objects D, $\varepsilon$ and MinPts, object p and object q are both density-reachable from the object O, then the object p and object q is density-connected.

Definition 8 class with noise: in given $\varepsilon$ and MinPts, a class C is non-empty subset of given set of objects D satisfies the following three conditions:
1. For any $p, q \in D$, if $q \in C$, and P is density-reachable from q, then $p \in C$;
2. For any $p, q \in C$, p and q are density-connected;
3. Do not belong to any class of objects is considered noise.

Improved DBSCAN algorithm through $\varepsilon$ and MinPts as input parameters to control the density of the class, only class the density more than MinPts can be retain. The clustering process is based on the following procedures:

(1) Given parameters $\varepsilon$ and MinPts, if exists core object P, every objects density-reachable from P satisfies $\varepsilon$ and MinPts clusters a class and P belongs to this class;

(2) Assuming that class C is satisfies $\varepsilon$ and MinPts, P is a core object of class C, then the class C is equivalent to the set contains objects density-reachable from P.

Algorithm’s idea is that we trace and find points(ships) to cluster through checking database (AIS database). Firstly, we take different time data synchronous to the same time, this step involving dead reckoning. If $\varepsilon$ neighborhood of point P (ship P) contains more than MinPts number points, then create a new class (collision risk area) which core is P. Next, repeatedly looking up to some objects which is density-reachable from the core P, in this process may involve some class combined. When there is no new point can be added to any class, it is the end of the clustering process. Figure 2.2 and figure 2.3 respectively shows the DBSCAN’S schematic diagram and the improved DBSCAN algorithm’s schematic diagram.
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The purpose is to design a polygon merge algorithm.

This paper used the method of traversing coordinates of spatial point to combine collision risk areas, and allowed the points arrange in clockwise or counterclockwise. Its purpose is formed through set of points form vertices of multiple polygon (named G)

\[ G = \{p_1(x_1, y_1), p_2(x_2, y_2), \ldots, p_i(x_i, y_i)\} (i \in N) \]

acquired the queue of points in connection diagram(named T)

\[ T = \{p_1(x_1, y_1), p_2(x_2, y_2), \ldots, p_j(x_j, y_j)\} (j \in N) \]

and make the queue T can include all points of G.

The algorithms described are as follows:

The set of points in the Cartesian coordinate system is

\[ G = \{p_i(x_i, y_i), p_2(x_2, y_2), \ldots, p_i(x_i, y_i)\} (i \in N) \]

(1) Calculated maximum and minimum two points in G sorting x,named \( p_{\text{max}} \) and \( p_{\text{min}} \).

\[ p_{\text{max}} = (x_{\text{max}}, y_{\text{max}}), x_{\text{max}} = \max(x_1, x_2, \ldots, x_i), p_{\text{max}} \in G \quad \text{(3.1)} \]

\[ p_{\text{min}} = (x_{\text{min}}, y_{\text{min}}), x_{\text{min}} = \min(x_1, x_2, \ldots, x_i), p_{\text{min}} \in G \quad \text{(3.2)} \]

Point \( p_{\text{max}} \) as the first point of T queue.

(2) Make a line linking \( p_{\text{max}} \) and \( p_{\text{min}} \),its equation is:

\[ y = ((y_{\text{max}} - y_{\text{min}}) / (x_{\text{max}} - x_{\text{min}}))(x_k - x_{\text{min}}) + y_{\text{min}} \quad \text{(3.3)} \]

It can divide G into upper part and lower part:

\[ G_{\text{up}} = \{p_1(x_1, y_1), p_2(x_2, y_2), \ldots, p_k(x_k, y_k)\} \quad \text{(3.4)} \]

\[ (k \in N, y_k > ((y_{\text{max}} - y_{\text{min}}) / (x_{\text{max}} - x_{\text{min}}))(x_k - x_{\text{min}}) + y_{\text{min}}) \]

\[ G_{\text{down}} = \{p_1(x_1, y_1), p_2(x_2, y_2), \ldots, p_i(x_i, y_i)\} \quad \text{(3.5)} \]

\[ (t \in N, y_t > ((y_{\text{max}} - y_{\text{min}}) / (x_{\text{max}} - x_{\text{min}}))(x_t - x_{\text{min}}) + y_{\text{min}}) \]

(3) Let set \( G_{\text{up}} \) sorted in x descending order, sequentially transferred the points in \( G_{\text{up}} \) to the queue T until \( G_{\text{up}} \) is empty, and then added point \( p_{\text{min}} \) into T for the end point as an upper part boundary;

(4) Let set \( G_{\text{down}} \) sorted in x ascending order, sequentially transferred the points in \( G_{\text{down}} \) to the queue T until \( G_{\text{down}} \) is empty, and then added point \( p_{\text{max}} \) into T for the end point as a lower part boundary and also end point of the whole queue T.

Algorithm schematic diagram as follows:
In figure 3.1, the dotted line around the two quadrilateral vertex, they are \( G_1 = \{ p_1, p_2, p_3, p_4 \} \) and \( G_2 = \{ p_5, p_6, p_7, p_8 \} \).

The set of points form vertices of \( G_1 \) polygon and \( G_2 \) polygon named \( G = \{ p_1, p_2, p_3, p_4, p_5, p_6, p_7, p_8, p_1 \} \) can accordance with the above algorithm to acquire a queue of points in connection diagram \( T = \{ p_6, p_5, p_2, p_1, p_4, p_8, p_3, p_7, p_6 \} \).

In Figure 3.1, the solid line in the direction of the direction of the envelope. \( P_4 \) and \( P_6 \) are \( p_{\min} \) and \( p_{\max} \), queue \( T \)'s sequence is counterclockwise.

4 ALGORITHM FOR SMOOTHING THE BORDER OF AREA OF COLLISION RISK

The combined polygon's boundary is always rough and exists pits, this paper introduced a algorithm to smooth polygons, this method through calculating polygon's area to remove surplus pits and make polygon mellow and looks good.

The algorithm's purpose is that through the connection diagram (named \( T \))

\[
T = \{ p_1(x_1, y_1), p_2(x_2, y_2), \ldots, p_j(x_j, y_j) \} (j \in N)
\]

to find another connection diagram \( R \), and cause \( R \) including all points of \( T \) and have maximum area.

The recursive algorithm is described as follows:

(1) input connection diagram \( T \), and calculate its spatial area called \( T_{\text{area}} \).

(2) Sequentially removed a point \( p_k(x_k, y_k) \) in

\[
T = \{ p_1(x_1, y_1), p_2(x_2, y_2), \ldots, p_j(x_j, y_j) \} (j \in N),
\]

make it

\[
T_{\text{temp}} = \{ p_1(x_1, y_1), p_2(x_2, y_2), \ldots, p_{k-1}(x_{k-1}, y_{k-1}), \ldots, p_{k+1}(x_{k+1}, y_{k+1}), \ldots, p_j(x_j, y_j) \} (k, j \in N),
\]

calculate the area of \( T_{\text{temp}} \), named \( T_{\text{temparea}} \), if \( k = j \) then the process is completed.

(3) compare \( T_{\text{area}} \) and \( T_{\text{temparea}} \), if \( T_{\text{area}} \) less than \( T_{\text{temparea}} \), then replaced \( T \) into \( T_{\text{temp}} \) as input of step (1) and return to perform the step (1), step (2); if not go to step(2).

Algorithm schematic diagram as follows:

![Figure 4.1. Border smoothing algorithm](image)

5 EXPERIMENTAL RESULTS AND CONCLUSIONS

Experiment used AIS data collected from Wusongkou (Shanghai), Waigaoqiao (Shanghai) which raw AIS data show as figure 5.1, successfully identified areas of collision risk as figure 5.2 shows.(Ships' information in figure 5.2 correspond to raw AIS data in figure 5.1)

![Figure 5.1. AIS data](image)

![Figure 5.2. Experiment result](image)
The results show that the algorithm put forward in this paper is able to identify and render areas of collision risk in restricted waters.
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