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Abstract—This paper proposes a fully decentralized federated learning (FL) scheme for Internet of Everything (IoE) devices that are connected via multi-hop networks. Because FL algorithms hardly converge the parameters of machine learning (ML) models, this paper focuses on the convergence of ML models in function spaces. Considering that the representative loss functions of ML tasks e.g., mean squared error (MSE) and Kullback-Leibler (KL) divergence, are convex functionals, algorithms that directly update functions in function spaces could converge to the optimal solution. The key concept of this paper is to tailor a consensus-based optimization algorithm to work in the function space and achieve the global optimum in a distributed manner. This paper first analyzes the convergence of the proposed algorithm in a function space, which is referred to as a meta-algorithm, and shows that the spectral graph theory can be applied to the function space in a manner similar to that of numerical vectors. Then, consensus-based multi-hop federated distillation (CMFD) is developed for a neural network (NN) to implement the meta-algorithm. CMFD leverages knowledge distillation to realize function aggregation among adjacent devices without parameter averaging. An advantage of CMFD is that it works even with different NN models among the distributed learners. Although CMFD does not perfectly reflect the behavior of the meta-algorithm, the discussion of the meta-algorithm’s convergence property promotes an intuitive understanding of CMFD, and simulation evaluations show that NN models converge using CMFD for several tasks. The simulation results also show that CMFD achieves higher accuracy than parameter aggregation for weakly connected networks, and CMFD is more stable than parameter aggregation methods.
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I. INTRODUCTION

The Internet of Everything (IoE) is a paradigm in which commonly used devices (e.g., machines, smartphones, cars, houses, and also humans) are connected and interact with each other. These devices have various sensors to perceive the real world and share information. Such data accelerate data-driven analysis and machine learning (ML), particularly deep learning (DL). IoE devices are able to provide ML agents with images, sound, physiological signals, and various data to train ML models for semantic analysis, prediction, as well as many other tasks. However, several challenges are encountered when utilizing the sensor data for ML. Protecting privacy is one of the most important problems. For example, it is preferable not to upload users’ photos, conversations, and behavioral data stored in IoE devices to data centers.

Federated learning (FL) has been proposed to avoid uploading data for preserving user privacy [1], [2]. Instead of collecting data to a server, FL updates neural network (NN) models at local devices (e.g., smartphones) using their private data and uploads the updated NN-parameters (i.e., weights and biases of each layer) to the server. Then, the server gathers and aggregates the uploaded parameters and broadcasts the up-to-date parameters to the local devices. The left side of Fig. 1 shows the parameter-aggregation scheme. This algorithm realizes distributed learning without exposing the user data to the centric learner. Since the FL was first introduced in [1], many types of FL have been developed to solve problems that appear in practical situations [2].

Typical FL schemes require servers to manage client devices and aggregate parameters, whereas IoE devices are expected to operate without a server because they are sometimes connected via multi-hop networks, through which devices can directly communicate only with adjacent ones. This constraint makes it difficult to adopt FL, which requires a central server [3]. Therefore, multi-hop FL algorithms have been developed [3], [5]–[7], through which devices share information only with adjacent devices. Multi-hop FL can solve some problems of centralized FL. First, multi-hop FL does not suffer from com-
munication bottlenecks in the servers. Therefore, the number of FL-participating devices is easily increased, and a large amount of training data can be utilized for learning. Second, considering that some information is sent to other devices even if it does not include private data, users often feel concerns when sending information to unknown devices. Therefore, the study of multi-hop FL should be motivated to realize higher scalability and security than a centralized one.

Although multi-hop FL algorithms were studied in [3]–[7], the following challenges remain.

Model constraint: Existing works assume that all the devices have the same NN model architecture (e.g., the number of layers, hidden nodes, and how they are connected). However, considering that IoE devices have different computational resources, it is better to use different NN models depending on their computational capacities. Besides, if some IoE device vendors collaborate in a single FL system, they may prefer to keep their NN models secret. Therefore, the constraint should preferably be eased and allow the devices to decide their NN models by themselves depending on their own conditions.

Convergence analysis under non-IID situations: The convergence of multi-hop FL is not guaranteed because multi-hop FL tasks are formulated as decentralized non-convex optimization problems. If centralized FL algorithms are adopted, all devices can synchronize their parameters at the end of each iteration because there is a parameter server that manages and broadcasts a global model. Conversely, it is not generally guaranteed when using decentralized algorithms in which all devices obtain the same model because there is no opportunity for synchronizing all models. In addition, multi-hop FL more severely suffers from non-independent and identically distributed (IID) problems than centralized FL. It is usual in FL that data distributions vary across devices because of users’ interests and conditions [2]. Such situations, termed non-IIDness, which has been widely studied [18]–[20], drastically degrades FL performance. In contrast to centralized FL, multi-hop FL is further affected by non-IIDness because NN models are shared only among adjacent devices.

To solve these problems, we first propose a decentralized FL algorithm that optimizes the prediction functions in a function space. The proposed algorithm is referred to as a meta-algorithm in this paper because it can be applied to NNs and other gradient-descent-based ML algorithms, such as the gradient boosting decision tree (GBDT). The meta-algorithm iteratively trains the local prediction functions using functional gradients and aggregates them with adjacent devices by applying consensus-based distributed optimization (CDO) to guarantee convergence even in multi-hop networks. Because typical ML tasks are convex functional optimization problems, the meta-algorithm, which works in a function space and does not handle parameters, can solve them, and convergence is achieved by gradient-descent-based methods using functional gradients.

To improve the practicality, we adopt a gradient descent scheme, which is widely spread and easily implementable. In the context of IoE, where different manufacturers develop diverse devices, some devices do not have enough computational resources to implement complicated algorithms, and some manufacturers prefer to reduce the development costs.

The convergence of the meta-algorithm is mathematically analyzed in a function space because the convergence in a function space is practically sufficient, whereas the convergence in a parameter space is difficult to achieve. To analyze how local prediction functions draw close in a function space when using the meta-algorithm, we utilize spectral graph theory to prove convergence. The analysis is divided into two parts: the convergence among the devices provided in Theorem 1 and the convergence to the global optimum provided in Theorem 2. Through the analysis, we do not use the information of the representation of ML models considering the situations where some types of models are adopted by different devices and they do not share their information. We develop an analysis scheme that utilizes only function distances because the distance can be calculated without specifying the representation.

By focusing on the behavior of gradient descent in a function space, we successfully proved the convergence of the meta-algorithm and provided an upper bound under non-IID situations. We also revealed the effects of network connectivity on the convergence rate in the function space. To do so, we proved Lemma 1 which is used in the proof of Theorem 1 to analyze the convergence of functions. Lemma 1 states that the induced norm of matrices corresponding in real-vector and stacked function spaces are the same. This fact enables us to analyze convergence in function spaces in a similar manner as that in numerical vector spaces. It is also notable that the meta-algorithm operates in a decentralized manner and is

---

**TABLE I**

| Network topology | Algorithm   | Aggregation method | Model-free | IIDness | Convergence analysis |
|------------------|-------------|--------------------|------------|---------|---------------------|
| FedAvg [1]       | Star topology | Centralized         | Parameter averaging | No      | non-IID N/A          |
| [3]–[6]          | Multi-hop Decentralized | Parameter averaging | No      | non-IID N/A          |
| [7]–[10]         | Multi-hop Decentralized | Parameter averaging | No      | non-IID parameter convergence |
| [11]–[14]        | Multi-hop Centralized | Distillation        | No       | non-IID N/A          |
| [15]             | Star topology Centralized | Distillation        | Yes      | non-IID N/A          |
| [16]             | Complete graph | Decentralized       | Distillation | Non-IID | IID N/A            |
| CMFD (ours)      | Multi-hop Decentralized | Distillation        | Yes      | non-IID function convergence |

* It may be possible to implement, but was not evaluated.
scalable to the number of devices owing to the CDO scheme. A consensus-based multi-hop federated distillation (CMFD) is developed as a NN version of the meta-algorithm because it cannot be implemented directly. Fig. [1] shows an overview of our CMFD, and the characteristics of CMFD are compared with other FL algorithms in Table [1]. CMFD addresses one of the impracticalities of the meta-algorithm: the difficulty of aggregating prediction functions in a function space. Because boosting algorithms, for example, GBDT, are functional gradient methods as explained in [21], the meta-algorithm is easily applied to boosting algorithms by considering weak learners as functional gradients. However, stochastic gradient descent (SGD)-based algorithms for NN are parametric, and an implementation scheme must be developed. The calculation of aggregated prediction functions among adjacent devices is a technical problem because it is difficult to determine the parameters $w$ that satisfy $f(x; w) = \sum_i f_i(x)$ for given prediction functions $f_i$. We show a toy model how CMFD tackles function aggregation using distillation in Appendix A.

Function aggregation is not a challenge when adopting ensemble ML or kernel machines [22], because the aggregated functions can be calculated as the linear sum of the weak learners or kernel functions.

We utilize distillation schemes [23] to adjust the parameters of NNs to achieve aggregation in function spaces. In the CMFD, the outputs of local functions of adjacent devices are aggregated, and the devices train their local functions regarding the aggregated outputs as labels. The local functions approach the aggregated function using this scheme. Although distillation requires the same inputs to be shared, public open data can be utilized to avoid sharing private data [10]. In addition, distillation allows the devices to adopt different NN models because the devices do not directly share their parameters. Thus, the devices can independently update the parameters of their NN models without considering the parameters of other devices. This scheme relaxes the constraints of FL and is suitable for IoE systems, where the devices have different computational resources. Distillation methods are applied in centralized FL [8]–[12], [24], [25] because of communication efficiency. However, to the best of our knowledge, distillation-based FL in multi-hop networks has not been studied.

The contributions of this paper are summarized as follows:

1) To decentralize the ML models’ training for IoE systems, we propose an algorithm, termed a meta-algorithm, that optimizes ML models in a function space. The meta-algorithm adopts a CDO scheme to solve convex functional optimization problems under the conditions in which IoE devices communicate with their adjacent devices and update prediction functions without a coordinator.

2) We analyzed the convergence of the proposed meta-algorithm in a function space without the knowledge of the other devices’ ML representations. Spectral graph theory is used to prove convergence with non-IID data in a decentralized manner. We also revealed how network connectivity affects the convergence rate by extending the spectral graph theory to function spaces.

3) We develop a CMFD for NNs as an implementation of the meta-algorithm. Even though a distributed learning of NNs is a non-convex parameter optimization problem, our algorithm leverages a distillation scheme to update parameters so that prediction functions trace the trajectory of solving convex function optimization.

4) CMFD works in a fully distributed manner over multi-hop networks with non-IID data. Owing to distillation, CMFD can be adopted even when the NN architectures among the devices differ, which is suitable for IoE devices with various computational resources. To the best of our knowledge, conventional FL algorithms cannot have all these features simultaneously.

The rest of this paper is organized as follows: Related works are discussed in Section II. The problem definition is described in Section III. The proposed algorithm is explained in Section IV and is evaluated in Section V. Finally, conclusions are drawn in Section VI.

II. RELATED WORKS

Decentralized learning algorithms in multi-hop networks: Multi-hop FL for IoE devices was introduced in [3]–[5], [7]. Savazzi et al. [3] developed a multi-hop FL algorithm that shares both model updates and gradients to improve convergence. Lalitha et al. [4] proposed a Bayesian approach to estimate the global model and tackle non-IID problems by updating and aggregating beliefs with neighbors. However, the evaluations were limited to a few nodes, and it is still uncertain whether the algorithm converges with many devices. Lian et al. [5] proposed parallel SGD in multi-hop topologies and showed that decentralized parallel SGD (D-PSGD) accelerates learning when the channel capacity of the centralized server is a bottleneck because of narrow bandwidths. Sato et al. [7] extended D-PSGD to apply it to wireless networks by considering the channel capacity of each link. These algorithms are operated and analyzed in a parameter space, fundamentally requiring identical NN model architectures among all devices, which decreases the flexibility of FL systems. In contrast to these algorithms, we utilize distillation to aggregate NN models to realize model-free FL.

Distillation: While a typical FL must send all the parameters of the NN, distillation-based FL sends only the output of the prediction function, which usually has smaller dimensions than the NN parameters. Therefore, federated distillation (FD) is proposed to realize communication-efficient algorithms [8]–[12]. Mix2FLD proposed in [8] uses FL for downlink and FD for uplink to address the uplink-downlink capacity asymmetry. A hybrid FD was proposed in [9] to compensate for the performance gap between FL and FD by using covariate information among the devices. In [10], unlabeled open data are leveraged to realize semi-supervised FD. Jeong et al. [11] proposed federated augmentation (FAug) by extending FD. FAug leverages a generative adversarial network (GAN) to generate IID datasets while preserving privacy. FAug is extended to MultiFAug in [15] to be used in multi-hop networks. MultiFAug sends NN model information via multi-hop networks, but model aggregation is centralized.
A centralized algorithm cannot be scaled to the number of devices because bottleneck problems arise when aggregating NN models.

In contrast to [8]–[12], which use central units, [16], [17] applied distillation to decentralized learning. These works show that speed and cost-efficiency are advantages of distillation-based decentralized learning. However, the evaluations in [16], [17] assume fully connected topologies and IID training data, which are not found in IoE systems. In addition, if each device must share data with all the other devices, the amount of transferred data increases with the number of devices, consequently, the fully connected algorithm cannot be applied to systems with a large number of devices. Our algorithm can be applied to devices connected via multi-hop networks, which is useful for IoE systems.

Cronus [12], FedMD [13], and FedDF [14] leveraged distillation to realize heterogeneous FL where different NN models can be used, whereas the above-mentioned studies utilized distillation to reduce communication costs and improve performance. Unlike these algorithms that require a central server, the proposed algorithm realizes decentralized FL with heterogeneous models.

Distributed optimization: Distributed optimization problems have been discussed for wireless sensor networks (WSN), and many associated algorithms have been developed. One of these algorithms is called CDO, which can solve convex optimization problems typically designed as follows:

$$\min_{\theta \in \mathbb{R}^n} \sum_i F_i(\theta), \tag{1}$$

where the function $F_i$ is only known to agent $i$, and each agent exchanges information with only one-hop neighbors [26]–[28]. With CDO, agents individually update parameters $\theta$ by gradient descent and then share the parameters with their neighbors. These steps are iterated until the parameters converge to the optimal solution. If optimization problems are convex, convergence to the global optimum is proved in [26]–[28]. CDO is also applied to multi-hop ML by regarding $F_i$ in (1) as a loss function with local private data and $\theta$ as the NN parameters [3], [4], [7]. Alternating direction method of multipliers (ADMM) is also applied to decentralized ML. Elgabl et al. proposed a group ADMM (GADMM) to solve convex ML tasks in [29]. Niwa et al. proposed primal-dual method of multipliers (PDM) [6], which shows a strong convergence even in weakly connected networks, for FL.

However, training NN tasks are non-convex optimization problems, and, therefore, convergence is not guaranteed. When multiple devices approach the different local optima by gradient descent, the direction calculated by parameter aggregation can differ from those of the gradient descent updates, and performance is degraded. To overcome this problem, our concept is to perform CDO in a function space that optimizes not parameters but prediction functions themselves by regarding a supervised ML task as a functional optimization; that is, $\theta$ and $F_i$ in (1) become the prediction function $f$ and loss functional $L_i$ depending on local data, respectively, as follows:

$$\min_{f \in \mathcal{F}} \sum_i L_i(f), \tag{2}$$

where $\mathcal{F}$ denotes the function space. It is expected that CDO in a function space can decentralize the multi-hop FL solution because the commonly used ML criteria, mean squared error (MSE) and Kullback-Leibler (KL) divergence, are convex functionals regarding a prediction function as an argument [30], even though prediction models are non-linear functions with respect to their parameters. Our algorithm can learn non-IID data because CDO is designed to work even when the $L_i$ among devices differs.

CDO-based algorithms in function spaces were proposed in [22], [31]–[33]. These algorithms assume reproducing kernel Hilbert space (RKHS), which is a function space in which any function can be represented by a linear combination of coefficients and kernels. In RKHS, aggregated functions are calculated by adding coefficients and sharing kernels. Therefore, the convergence of functions can be analyzed in real-vector spaces. In contrast, we analyze convergence in $L^2$ space without using kernels; therefore, the analysis is more versatile. Additionally, we prove the convergence with non-IID datasets, which is not considered in [22], [31]–[33]. We introduce Radon-Nikodym derivative to represent skewness among local spaces depending on skewed data distributions. The results indicate how this skewness affects convergence in non-IID situations.

### III. Problem Statement

We consider that IoE devices with sensors are connected via a multi-hop network, and each device $i$ can only communicate with its adjacent devices $N_i$ in each step. Device $i$ manages its prediction model $f_i$ and updates $f_i$ with its local dataset $D_i$ using a ML scheme. The local dataset should not be shared because it includes private information. Therefore, instead of sharing dataset $D_i$, the devices share some information representing $f_i$ with their adjacent devices $N_i$. By using the received information, the devices train their prediction model $f_i$ to be optimal even if the local datasets are non-IID. The mathematical problem is formulated as follows:

Let $\mathcal{X} \subseteq \mathbb{R}^N$ and $\mathcal{Y} \subseteq \mathbb{R}^M$ be an input space (or feature space) and an output space, respectively. We denote by $f : \mathcal{X} \to \mathcal{Y}$ as a prediction function, and $f^\star$ as the ground truth function. Let $l(y, y') : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$ be the cost function of each element $y, y' \in \mathcal{Y}$. When the MSE criterion is used, $l(y, y')$ is defined as $l(y, y') := \|y - y\|^2$, and when the KL divergence is used, it is defined as $l(y, y') := \sum_{m=1}^M y_m \log \frac{y_m}{y_m'}$, where $y_m$ denotes the $m$th element of vector $y$.

Here, a global loss functional $L_\mu(f)$ and local loss functional $L_{\mu_i}(f)$ for each user $i \in \mathcal{U}$ are defined as follows:

$$L_\mu(f) := \int_{\mathcal{X}} l(f(x), f^\star(x)) \, d\mu, \tag{3}$$

$$L_{\mu_i}(f) := \int_{\mathcal{X}} l(f(x), f^\star(x)) \, d\mu_i, \tag{4}$$

where $\mu$ and $\mu_i$ represent a global and local probability measure on $\mathcal{X}$, respectively, and $\mathcal{U}$ represents a set of users. We use an integral form of risk minimization [34] because the meta-algorithm is designed to work in a function space that does not depend on a dataset. We denote by $L_\mu^2$ the
This paper focuses on convex loss functionals in the function space $L_{\mu}^{2}$ because the commonly used criteria (e.g., MSE and KL divergence [30]) are convex.

Assumption 1: $L_{\mu}(f)$ and $L_{\mu}(f)$ satisfy the following inequalities for all $f_1$, $f_2$, and $t \in [0,1]$:

$$L_{\mu}(tf_1 + (1-t)f_2) \leq tL_{\mu}(f_1) + (1-t)L_{\mu}(f_2), \quad (5)$$

$$L_{\mu}(tf_1 + (1-t)f_2) \leq tL_{\mu}(f_1) + (1-t)L_{\mu}(f_2). \quad (6)$$

To discuss the convergence of the gradient descent algorithm, both the global and local loss functionals are assumed to be Lipschitz continuous. In contrast to [5], which assumes Lipschitz gradient continuity in a parameter space, we assume Lipschitz continuity in a function space.

Assumption 2: $L_{\mu}(f)$ satisfies the Lipschitz condition for all $f_1$ and $f_2$:

$$|L_{\mu}(f_1) - L_{\mu}(f_2)| \leq K_i |f_1 - f_2|_{L_{\mu}}, \quad (7)$$

where $K_i$ denotes the Lipschitz constant of $L_{\mu}(f)$. This condition is similar to the assumption of the gradient limit considered in [20] because the Lipschitz constant corresponds to the maximum of the gradients. Note that not all tasks satisfy this assumption; e.g., $L_{\mu}(f)$ is defined as the squared $L^2$ norm, and the trained functions are not limited to probability measures. However, gradient methods can practically be applied even when this assumption is not satisfied [35].

In the considered system, it is assumed that the ground truth function is common among users, but the probability measures $\mu_i$ vary across users, that is, users have non-IID data. This setting is referred to as “feature distribution skew” and “label distribution skew” in [2]. Considering the meaning of the global probability measure, it is empirically represented as $\mu = \frac{1}{n} \sum_{i \in \mathcal{U}} \mu_i$, where $n$ represents a number of users. Using this, global loss functional $L_{\mu}(f)$ can be written as $L_{\mu}(f) = \frac{1}{n} \sum_{i \in \mathcal{U}} L_{\mu_i}(f)$. It is also notable that $\mu_i$ is absolutely continuous with respect to $\mu$ ($\mu_i \ll \mu$) and there exists Radon-Nikodym derivative $\nu_{i} = \frac{d\mu_{i}}{d\mu}$ for all $i \in \mathcal{U}$. We denote by $S_i$ the supremum of $\nu_{i}(x)$, that is, $S_i := \sup_{x \in \mathcal{X}} \nu_{i}(x)$. This value is regarded as a metric of non-IIDness because it takes the minimum value of 1 when $\mu_i$ and $\mu$ are the same.

In the ML context, because the true loss functional $L_{\mu}(f)$ cannot be obtained, the following approximation, called empirical risk, is used:

$$L_{\mu}(f) \approx \frac{1}{|D|} \sum_{(x,y) \in D} l(f(x),y) = \frac{1}{n} \sum_{i \in \mathcal{U}} \frac{1}{|D_i|} \sum_{(x,y) \in D_i} l(f(x),y), \quad (8)$$

where $D_i$, $D$, and $|\cdot|$ respectively denote a labeled dataset of each device, the union of all the data sets $D_i$, and the cardinality of a set. Here, we assume $|D_i| = \frac{1}{n} |D|$ for all $i \in \mathcal{U}$ for simplicity, but it is easily extended to general cases. When $f$ is represented by a NN model with parameter vector $w$, the optimization problem is defined in a parameter space instead of the function space as follows:

$$\minimize_{w \in \mathbb{R}^{n_w}} L_{\mu}(f(x;w)), \quad (9)$$

where $n_w$ denotes the number of parameters. To realize FL in multi-hop networks, this optimization problem should be solved under the constraints that each device $i$ shares information only with its adjacent devices denoted by $\mathcal{N}_i$.

CDO was applied in [3], [4] to solve (9) in a distributed manner. However, such algorithms do not work efficiently because the objective functions are not convex in a parameter space, and CDO cannot be generally applied to non-convex optimization problems. Thus, CDO in a parameter space can achieve only low performance in the ML context, especially when the local data is non-IID. In contrast to conventional works that optimize parameters $w$, we develop an algorithm that optimizes $f$ directly. Considering that CDO achieves an optimal solution when the objective function is convex, the following optimization problem is expected to be solved,

$$\minimize_{f \in L_{\mu}^{2}} L_{\mu}(f). \quad (10)$$

The following section explains how to solve this optimization problem and prove the convergence of the proposed algorithm.

IV. CONSENSUS-BASED MULTI-HOP FEDERATED LEARNING

A. Meta-algorithm in a function space

First, we explain a meta-algorithm in a function space $L_{\mu}^{2}$ to solve (10) and prove that the prediction functions of all devices converge to the optimal solution. Subsequently, distillation is introduced in Sec. IV-C to apply the proposed meta-algorithm to the NN models.
To solve (9), existing CDO-based FL schemes in a parameter space [3-5, 7] update local models using the following equations:

\[
\begin{align*}
\hat{w}_t^{i+1} &\leftarrow w_t^i - \eta_t \nabla_w \sum_{(x,y) \in D_t} l(f(x; w_t^i), y), \\
\hat{w}_t^{i+1} &\leftarrow \hat{w}_t^{i+1} - \varepsilon \sum_{j \in N_t} (\hat{w}_t^{j+1} - \hat{w}_t^{i+1}),
\end{align*}
\]  

(11)

where \( w_t^i, \hat{w}_t^i, \) and \( \eta_t \) respectively represent the parameters of device \( i \) at epoch \( t \), the temporal parameters, and the learning rate. We assume that \( \eta_t \) monotonically decreases and, therefore, \( \eta_t \) satisfies \( \eta_t \leq \eta_{t-1} \). The coefficient \( \varepsilon \) of the second term of (12) is referred to as the sharing rate, which adjusts the convergence among devices. To operate (11) and (12), \( \hat{w}_t^i \) should be shared among adjacent devices, and thus wide communication bandwidths are required when a NN model has many layers. In addition, the CDO is not guaranteed to reach the optimal solution for non-convex optimizations.

To tackle these problems, we replace parameter optimization by function optimization as follows:

\[
\begin{align*}
g_t^{i+1} &\leftarrow f_t^i - \eta_t d_t^i \nu_t, \\
g_t^{i+1} &\leftarrow g_t^{i+1} - \varepsilon \left( g_t^{i+1} - \frac{1}{N_t} \sum_{j \in N_t} g_t^{j+1} \right),
\end{align*}
\]  

(13)

where \( n_t \) represents the number of neighbors of user \( i \) defined by \( n_t = |N_t| \). Here, \( d_t^i \in \partial L_{\mu_t}(f_t^i) \) represents a Fréchet subgradient of the local loss functional \( L_{\mu_t}(f_t^i) \), which satisfies the following inequality [36]:

\[
\forall h \in L^2_{\mu_t}, \langle d_t^i, h - f_t^i \rangle_{L^2_{\mu_t}} \leq L_{\mu_t}(h) - L_{\mu_t}(f_t^i). 
\]  

(15)

In (13), \( \nu_t = \frac{d_t^i}{\mu_t} \) represents the skewness of subgradient \( d_t^i \), which is caused by mini-batch algorithms executed in \( L^2_{\mu_t} \) not in the global space \( L^2_{\mu} \). We assume that \( \varepsilon \) in (14) satisfies \( 0 < \varepsilon \leq \frac{1}{2\Delta} \), where \( \Delta \) denotes the maximum degree of the network graph. This condition is required to guarantee convergence, as explained in Sec. IV-B.

Algorithm [1] shows pseudocode that applies the above operation. In each epoch, the devices update their local prediction functions \( f_t^i \) by (13) (steps [3,5]). After updating them, the devices share temporal functions \( g_t^{i+1} \) with the adjacent devices \( N_t \) (step [5]). Then, the devices aggregate the received models and calculate the weighted average of the prediction functions (step [8]). After iterating these steps, all the local prediction functions converge to the optimal solution \( f^* \) of (10).

**B. Convergence analysis of the meta-algorithm**

The convergence analysis is divided into two parts. First, an upper bound is obtained of the distance between the local prediction functions \( f_t^i \) and their average \( f_t \). Then, we discuss the limits of \( L_{\mu_t}(f_t) \) as \( t \to \infty \).

In order to mathematically analyze the convergence of the meta-algorithm, we define a federated function \( f_t \) as a tuple of prediction functions:

\[
f_t := (f_1^t, \ldots, f_n^t)^T \in \Phi_n := (L^2_{\mu})^n,
\]  

(16)

where \( [\cdot]^T \) denotes the transpose of \( [\cdot] \). \( \Phi_n \) is the \( n \)-ary Cartesian power of \( L^2_{\mu} \) with the inner product \( \langle a, b \rangle_{\Phi_n} := \sum_{i=1}^n \langle a_i, b_i \rangle_{L^2_{\mu}} \) and norm \( \|a\|_{\Phi_n} := \sqrt{\langle a, a \rangle_{\Phi_n}} \) where \( a_i \) and \( b_i \) are the \( i \)th elements of the federated functions \( a \) and \( b \in \Phi_n \), respectively. The addition and scalar multiplication of federated functions are calculated in an element-wise manner. The product of the matrices and federated functions is defined similarly to that of matrices and numerical vectors, that is, the \( i \)th element of \( Aa \) in \( \Phi_n \) is defined as \( \sum_{j=1}^n A_{ij}a_j \), where \( A_{ij} \) denotes the \( (i, j) \) element of matrix \( A \).

The following lemma expresses the relation between the induced norm of real matrices and the federated functions.

**Lemma 1:** Let \( \|A\| \) be the induced norm of matrix \( A \in \mathbb{R}^{n \times n} \) corresponding to the 2-norm of real vectors, i.e.,

\[
\|A\| := \max \{ \|Av\|_2 / \|v\|_2 \mid v \in \mathbb{R}^n, v \neq 0 \}. 
\]  

(17)

Then, \( \|A\| \) is also the induced 2-norm of the federated functions, that is, \( \|A\| \) satisfies

\[
\|A\| := \max \{ \|Aa\|_{\Phi_n} / \|a\|_{\Phi_n} \mid a \in \Phi_n, a \neq 0 \}. 
\]  

(18)

**Proof:** See Appendix B.

This lemma enables the convergence of Algorithm [1] in \( \Phi_n \) to be analyzed similarly to that in \( \mathbb{R}^n \).

Using the federated functions, (13) and (14) can be rewritten as follows:

\[
\begin{align*}
g_{t+1} &\leftarrow f_t - \eta_t d_t, \\
g_{t+1} &\leftarrow g_{t+1} - \varepsilon Lg_{t+1} = (I - \varepsilon L)g_{t+1},
\end{align*}
\]  

(19)

(20)

where \( g_t, d_t, I, \) and \( L \) denote federated functions the \( i \)th elements of which are \( g_t^i \) and \( d_t^i \), the identity matrix, and the Laplacian matrix of the network graph, respectively. The \( (i, j) \)th element of \( L \) is \( |N_j| \) if \( i = j \) and \( -1 \) if \( j \in N_i \), or 0. Let \( \lambda_2 \) denote the second minimum eigenvalue of \( L \), which is also known as algebraic connectivity [37]. Generally, consensus algorithms converge faster if the value increases.

We denote by \( \bar{a} \) a mean federated function the elements of which are the mean of functions \( a_t \), which is calculated as \( \bar{a} := \frac{1}{|N_t|} 1_{n \times n} A_t \), where \( 1_{n \times n} \) represents an \( n \times n \) matrix of ones. Using federated functions, the root-mean-square distance between the local prediction functions and their mean is expressed as follows:

\[
D_t := \sqrt{\frac{1}{n} \sum_{i=1}^n \|f_i - \bar{f}_t\|_{L^2_{\mu}}^2} = \frac{1}{\sqrt{n}} \|f_t - \bar{f}_t\|_{\Phi_n}, 
\]  

(21)

where \( \bar{f}_t \) denotes the mean of the \( f_t^i \). Based on Lemma [1], the upper bound of \( D_t \) can be similarly obtained using spectral graph theory as if the federated function \( f_t \) were a numerical vector.

**Theorem 1:** If the network graph is connected, the sharing rate satisfies \( 0 < \varepsilon \leq \frac{1}{2\Delta} \) and Assumptions [1] and [2] hold, \( D_t \) is upper bounded as follows:

\[
D_t \leq \frac{1}{\sqrt{n}} \|f_t\|_{\Phi_n} \kappa_2^{-1} + K_m \sum_{\tau=1}^{t-1} \eta_{\tau} \kappa_2^{-\tau}, 
\]  

(22)

where we define \( \kappa_2 := 1 - \varepsilon \lambda_2 \) and \( K_m := \max_i \{ \sqrt{S_i} \kappa_1 \} \).

**Proof:** See Appendix C.

[...]}
Because $\lambda_2$ does not exceed twice the maximum degree $\Delta$ of the network graph, if the sharing rate $\varepsilon$ is selected to satisfy $0 < \varepsilon \leq \frac{1}{2\Delta}$, we have $0 \leq \kappa_2 < 1$. Because we assume that the learning rate $\eta_t$ monotonically decreases, the right-hand side (RHS) of (22) is bounded as follows:

$$\gamma_t := \frac{1}{\sqrt{n}} \left\| f_i \right\|_{\kappa_2} + K_m \sum_{t=1}^{t-1} \eta_{t-1} \kappa_2^{-1} - 1$$

$$\leq \frac{1}{\sqrt{n}} \left\| f_i \right\|_{\kappa_2} + K_m \eta_t \frac{(1 - \kappa_2^{-1})}{1 - \kappa_2}.$$  (23)

The limit of $D_t$ is bounded by the constant value as follows:

$$\lim_{t \to \infty} D_t \leq \frac{\eta_t K_m}{1 - \kappa_2} = \frac{\eta_t (1 - \varepsilon \lambda_2) K_m}{\varepsilon \lambda_2}.$$  (24)

Next, we discuss the optimality of $\bar{f}_t$. Because the subgradient method is not a descent method, we consider the best solution yet found in a similar manner as discussed in [35]. The best solution $f_{best,t}$ is defined as $f_{best,t} := \arg \min_{t=1,...,n} \left\{ \{ w_{\mu, t} \} \right\}$.

**Theorem 2:** The best solution $f_{best,t}$ found in $t$-time iterations by Algorithm 1 satisfies the following inequality:

$$L_\mu(f_{best,t}) - L_\mu(f^*) \leq \frac{1}{2} \sum_{t=2}^{t} \eta_t \left[ C_1 + K_m \sum_{t=2}^{t-1} \eta_t^2 \right]$$

$$+ C_2 \left( 1 - \kappa_2^{-1} \right) \left( \eta_t \left\| f_i \right\|_{\kappa_2} + \sqrt{n} K_m \sum_{t=1}^{t-1} \eta_t^2 \right),$$  (25)

where $C_1$ and $C_2$ are defined as $C_1 := \left\| f_2 - f^* \right\|_{\kappa_2}^2$ and $C_2 := \frac{4K_mK_\mu}{1 - \kappa_2}$, respectively.

**Proof:** See Appendix 1

Consider that $K_m = \max_i \left\{ \sqrt{S_i} K_i \right\}$, and $S_i$ is a metric of non-IIDness, which takes the minimum value of 1 when all the local data distribution $\mu_i$ are the same. Therefore, the effect of data-distribution skewness on convergence rate is observed in (25). When the learning rate $\eta_t$ satisfies $\sum_{t=1}^{\infty} \eta_t^2 < \infty$ and $\sum_{t=1}^{\infty} \eta_t = \infty$, the right-hand side of (25) converges to zero as $t \to \infty$. In contrast, when a constant learning rate is adopted, i.e., $\eta_t = \eta$ for all $t$,

$$\lim_{t \to \infty} L_\mu(f_{best,t}) - L_\mu(f^*) \leq \frac{\eta K_m}{2 \lambda_2} \left( 1 + \frac{4 \sqrt{n} K_m (1 - \varepsilon \lambda_2)}{\varepsilon \lambda_2} \right).$$  (26)

Although it is not guaranteed that the subgradient method strictly decreases $L_\mu(f_i)$, a decreasing series can be obtained by tuning the learning rate.

**C. CMFD as an implementation for neural networks**

Because the meta-algorithm works in a function space, practical implementation is required. We developed a CMFD for NNs by extending FL. The meta-algorithm directly updates functions using (13) and (14). CMFD substitutes these two operations by updating the parameters of the NN models, that is, SGD and distillation. The pseudocode of the proposed algorithm is presented in Algorithm 2.

**Algorithm 2** Pseudo code of CMFD

**Require:** Prediction function with NN parameters $w$: $f(\cdot; w)$, Cost function: $l(y, y')$

Local and shared train data: $D_t$, $D_s$.

Learning and sharing rate: $\eta_t, \varepsilon$

1: while not converged do
2:     for all device $i = 1, \ldots, n$ do
3:         for minibatch $\hat{D}$ in $D_t$ do
4:             $\hat{w}_{i,t+1} = \hat{w}_{i,t} - \eta_t \nabla_{w} \sum_{(x,y) \in \hat{D}} l(f(x; w_{i,t}), y)$
5:         end for
6:         for all $x \in \hat{D}$ do
7:             $y_{i,x}^{t+1} = f(x; \hat{w}_{i,t+1})$
8:         end for
9:         send $y_{i,x}^{t+1}$ to neighbor devices
10:     end for
11:     for all device $i = 1, \ldots, n$ do
12:         receive $y_{j,x}^{t+1}$ from neighbor devices
13:     end for
14:     for minibatch $\hat{D}$ in $D_s$ do
15:         $w_{i,t+1} = w_{i,t} - \varepsilon \nabla_{w} c(\hat{w}_{i,t+1})$
16:     end for
17: end while

First, we simply substitute the Fréchet subgradient in (13) with a stochastic gradient in a parameter space (steps 3, 4). Device $i$ updates its local prediction models $f(\cdot; w_i)$ using the local dataset $D_t$. Note that the gradient calculated at each local device in step 4 is expected to be an approximation of $d_i [w_i]$ rather than $d_i [w]$ in (13), because $\hat{D}$ is a mini-batch of $D_t$, which is also exposed to the distribution skew.

CMFD utilizes distillation, where devices share the input and output pairs of their prediction models instead of the parameters to aggregate the prediction models. This is because parameter averaging (12) cannot realize function aggregation (14) due to the non-convexity of local functions.

Fig. 2 shows the concept of distillation-based function aggregation. Points in Fig. 2 represent the positions of the functions in a function space. The red, blue, and green points are the local prediction function before the aggregation step, the mean of the prediction functions of the adjacent devices, and the weighted mean of these two functions, respectively. Regarding the blue points as a distillation target, the local prediction function approaches the green points by a gradient descent scheme. Here, the loss function for distillation $c(\hat{w}_{i,t+1})$ is defined as follows:

$$c(\hat{w}_{i,t+1}) := \sum_{(x,y) \in \hat{D}_s} \left\| f(x; \hat{w}_{i,t+1}) - \frac{1}{n_i} \sum_{j \in N_i} y_{j,x}^{t+1} \right\|^2.$$  (27)

MSE is used as a loss function because it is an empirical representation of the $L_2$ distance between two functions. Fortunately, $c(\hat{w}_{i,t+1})$ can be calculated without the information of
the adjacent devices’ models but only with their outputs, and thus, only the outputs should be shared among the devices.

The devices calculate outputs \( \hat{y}_{i,x}^{t+1} \) of public dataset \( D_s \), and send them to their neighbors \( N_i \) (steps 6–9). By using the received values, the devices update their models by distillation assuming the aggregate outputs \( \frac{1}{n_i} \sum_{j \in N_i} \hat{y}_{j,x}^{t+1} \) as new labels as follows (step 14):

\[
\hat{w}_i^{t+1} \leftarrow \hat{w}_i^{t+1} - \eta_i n_i \nabla_c \hat{c}(\hat{w}_i^{t+1}).
\]

Note that complete distillation at each iteration is not required, because distillation steps are derived from (14), the RHS of which is defined as the weighted mean of the local model \( g_i^{t+1} \) and \( (1/n_i) \sum_{j \in N_i} g_j^{t+1} \). Therefore, a small update by distillation is sufficient for approximating (14), and we performed one epoch for distillation at each iteration in the evaluations in Sec. V. After sufficient iterations of the SGD per device, the local models are expected to approach the optimal solution of (10), even though the parameters \( w_i \) are not forced to be the same values by Algorithm 2.

We use an additional public dataset, \( D_s \), as the input data for distillation. Dataset \( D_s \) is selected randomly from open data by specifying the category of the input domain, e.g., animal images for animal recognition tasks and human images for activity recognition tasks. Although the local datasets \( D_i \) are non-IID because of users’ interests, the public dataset \( D_s \) is expected to be the empirical representation of the global measure \( \mu \). The selected dataset \( D_s \) is shared among the devices before the learning algorithm is initiated. Note that the labels of \( D_s \) are not required, and thus, they are easy to collect. If the local dataset \( D_i \) was used instead of \( D_s \) in the distillation steps, MSE would be an approximation of \( L_2^{\mu} \) rather than \( L_2^\phi \), and the models would converge to the local optimum in \( L_2^{\mu} \). In addition, local datasets cannot be shared because they may include private information. Therefore, the public dataset \( D_s \) is required to aggregate local models in \( L_2^{\mu} \) by MSE, and aggregation in \( L_2^{\mu} \) realizes the convergence of the models to the optimum in \( L_2^{\mu} \).

As mentioned above, CMFD is an approximation of the meta-algorithm. This fact provides us with an intuitive understanding of the convergence property of the CMFD, although the convergence is not mathematically guaranteed. First, the local models as functions approach each other regardless of the values of their parameters. Second, the convergence of CMFD improves if (13) and (14) are well approximated. For instance, using a large public dataset should improve performance because the probability measure of \( D_s \) approaches \( \mu \), and the distillation becomes a good approximation of (14). Third, several characteristics replicate those of CDO, such that a strong connection improves convergence. We also evaluate the convergence property of CMFD by simulation in the following section and confirm that CMFD can be applied to various ML tasks.

### V. PERFORMANCE EVALUATION

We evaluated CMFD using the public datasets, MNIST [38], fashion MNIST (F-MNIST) [39], CIFAR10, and CIFAR100 [40]. The simulation parameters are presented in Table II. Ten devices were assumed to be connected via multi-hop networks, as shown in Fig. 3. We evaluated the R1, R2, and R3 ring lattice networks and BA1 and BA3 scale-free networks that are occasionally used in WSNs for energy efficiency [41]. The evaluated scale-free networks were generated using the Barabási–Albert (BA) algorithm [42]. In our simulations, the devices had two types of labels to evaluate the non-IID situations. When evaluating ring networks, device \( i \) possessed training data labeled \( i \) and \( ((i+1) \mod 10) \) for 10-classification tasks and 10 through \( ((10i+19) \mod 100) \) for CIFAR100 assuming a situation where nearby devices had similar data distributions, where \( \mod \) denotes the modulo operator. Conversely, when evaluating scale-free networks, two types of labels were chosen randomly. One thousand public data samples without ground truth labels were used for the distillation. The local and public datasets were allowed to duplicate. The NN layer architecture was CNN(32,5)-CNN(64,5)-FC(512)-FC(10)\(^1\). ReLU was used as the activation function.

We evaluated the performance of the CDO in a parameter space as a parameter-averaging algorithm in multi-hop networks.

---

\(^1\)CNN(\(f, k\)) and FC(\(n\)) represent the convolution layer with \( f \)-filters with a kernel size of \( k \times k \) and the fully connected layer with \( n \)-hidden nodes.
networks. With this algorithm, each device updates its local models by SGD similar to CMFD (steps 3-5) in Algorithm 2 and send $u_i^t$ to the adjacent devices. Then, the device updates its parameters using (11) and (12). When evaluating the parameter-averaging method, the initial parameters are set to be equal to avoid performance deterioration [1].

A. Convergence performance

Fig. 4 shows the convergence performance evaluated for accuracy using MNIST, F-MNIST, CIFAR10, and CIFAR100. The figures on the even columns show the performance of the parameter-averaging method as a baseline. Each line in the figures indicates the accuracy of each device. We manually tuned the sharing rate $\varepsilon$ for learning rates $\eta = 0.01$ and 0.1. CMFD shows higher accuracy compared with the parameter-averaging method when the network is weakly connected. Moreover, when learning CIFAR100, CMFD outperforms the parameter-averaging method when the network is strongly connected. These results suggest that CMFD has the potential to learn complex datasets compared to the parameter-averaging method. Regardless of which dataset was used, comparing R1 and R3 confirms that accuracy increased more rapidly when the network was strongly connected. Unsurprisingly, the trained models of the ten devices got close faster when the network became dense. Therefore, each device increased the prediction accuracy of unknown labels that the device lacked. It also shows that the fluctuation range of the CMFD is narrower than that of the parameter-averaging algorithm.

Table III lists the average accuracy and the other two metrics at 1000 epochs (F-MNIST) and 2000 epochs (CIFAR10 and CIFAR100) with various parameters. Metric max-min shows the difference in the accuracy of the best and the worse devices, which is a metric of convergence among devices. Label dev shows the averaged standard deviation of each device’s accuracy during the last 100 epochs. Values of max-min confirm that when the learning rate and the sharing rate were well-tuned, the accuracies of the ten devices converged in narrower ranges with CMFD than parameter averaging. By comparing the deviations of the two methods, the fluctuation range of CMFD is approximately one-tenth that of parameter averaging. The difference in stability occurs because the parameter-averaging algorithm attempts to solve a non-convex optimization problem, whereas CMFD is designed to solve a convex optimization problem in a function space. Because there are multiple local optima in a parameter space, when the parameters of devices tend toward different optima, the parameter-updating directions calculated by parameter sharing and gradient descent can differ completely. Conversely, the local prediction functions of devices draw close in a function space by CMFD, which allows different parameters if they are located at the same point in a function space. This difference in stability is significant, especially if the devices are weakly connected, because the variance of the parameter-updating directions increases owing to the small number of adjacent devices when using the parameter-averaging scheme. In contrast, CMFD, which aims to aggregate functions directly, is not exposed to a major variance in the function-updating directions even with few adjacent devices.

Table III lists the evaluated results of PDMM [6] as the state-of-the-art decentralized FL. The communication frequency of PDMM is set such that the number of transmissions is approximately the same as CMFD and parameter averaging because PDMM is an asynchronous algorithm, whereas CMFD is a synchronous algorithm. In this setting, the amount of transmitted data is twice as large as that of parameter averaging. Although PDMM achieves high convergence among devices and high accuracy even when devices are weakly connected, CMFD outperforms PDMM in terms of accuracy on CIFAR10 and CIFAR100. CMFD regards learning tasks as convex function optimization problems, whereas PDMM and parameter averaging attempt to solve non-convex optimization problems in the parameter space. Therefore, CMFD achieves higher accuracy for difficult tasks compared with the other methods.

B. Heterogeneous environment

Fig. 5 shows accuracy as a function of the sharing rates using different types of NN models. Model A’s layer architec-
TABLE III
ACCURACY WITH VARIOUS PARAMETERS

|                  | CMFD                      | Parameter averaging          | PDMM [6]     |
|------------------|----------------------------|------------------------------|--------------|
|                  | Learning rate $\eta$      |                              |              |
|                  | 0.01 0.01 0.1 0.01 0.1    | Best                         |              |
|                  | Sharing rate $\varepsilon$| 0.01 0.01 0.1 0.01 0.1      |              |
| F-MNIST          | R1 max-min dev            | 30.9 60.6 64.1 20.8 39.7     | 69.2 44.1    |
|                  |                            | 21.3 15.7 26.0 10.8 36.7     | 44.4 45.4    |
|                  |                            | 0.2 0.3 0.4 0.0 0.2          | 51.4 50.3    |
|                  |                            | 0.2 0.3 0.4 0.0 0.2          | 51.9 51.9    |
|                  | R3 max-min dev            | 60.6 77.2 62.8 38.9 80.6     | 80.6 67.3    |
|                  |                            | 13.7 5.1 9.3 37.7 3.8       | 65.7 65.9    |
|                  |                            | 0.3 0.3 0.7 0.3 0.3         | 82.1 82.1    |
| CIFAR10          | R1 max-min dev            | 38.8 46.0 41.3 37.4 59.2     | 60.3 30.1    |
|                  |                            | 10.9 9.3 8.3 13.7 4.9       | 30.1 30.4    |
|                  |                            | 0.2 0.5 0.3 0.2 0.2         | 39.9 39.4    |
|                  | R3 max-min dev            | 62.1 61.7 53.1 61.0 54.7     | 63.3 54.6    |
|                  |                            | 2.9 2.5 3.0 4.4 3.8         | 15.7 25.1    |
|                  |                            | 0.1 0.3 0.3 0.1 0.3         | 69.8 69.2    |
| CIFAR100         | R1 top5 max-min dev       | 10.6 14.7 18.3 10.9 13.8     | 20.4 6.6     |
|                  |                            | 16.8 27.7 39.0 16.9 25.2     | 7.0 6.7      |
|                  |                            | 1.4 2.4 1.3 1.4 1.4         | 6.8 6.9      |
|                  | R3 top5 max-min dev       | 10.7 19.5 25.1 10.5 19.4     | 25.8 6.7     |
|                  |                            | 19.5 37.9 51.0 17.3 35.7    | 6.9 6.6      |
|                  |                            | 1.3 1.0 0.8 1.5 1.7         | 6.8 6.9      |
|                  |dev                        | 0.1 0.1 0.1 0.1 0.1         | 6.9 6.8      |
|                  | Model A                   | Model B                      | mixed        |
|                 | acc (%)                   | max-min (pp)                 | dev (pp)     |
|                 | 0.6 0.4 0.2 0.8 0.6       | 0.2 0.6 0.8 0.2 0.2         | 0.0 0.0 0.0 0.0 0.0 |
|                 | Sharing rate $\varepsilon$| 0.0 0.3 0.0 0.1 0.1         | 0.1 0.1 0.1 0.1 0.1 |
|                 | 0.0 0.1 0.0 0.1 0.0       | 0.1 0.1 0.1 0.1 0.1         | 0.0 0.0 0.0 0.0 0.0 |
|                 | 0.0 0.1 0.0 0.1 0.0       | 0.1 0.1 0.1 0.1 0.1         | 0.0 0.0 0.0 0.0 0.0 |

Fig. 5. Accuracy when different models are adopted. Because Model A is more complex than Model B, Model A tends to achieve higher performance than Model B, especially when the devices are weakly connected. In a heterogeneous environment, devices using Model B achieved accuracy similar to those using Model A.

Fig. 6. Accuracy as a function of the number of epochs when three types of models are adopted. Green, red, and blue lines represent the accuracy for the homogenous cases where the devices use the same model architecture, i.e., Model A, MobileNetV3, or ResNet18. Black lines represent the accuracy for the heterogeneous cases where the devices adopt different models. Devices can optimize their local models even in a heterogeneous situation using CMFD.

The learning rate was CNN(32, 5)-CNN(64, 5)-FC(512)-FC(10), which is identical to that used in the previous evaluation. Model B was evaluated as a shallow NN with CNN(8, 5)-FC(32)-FC(10)-layer architecture. The green and blue lines show the accuracy when all devices adopted models A and B, respectively. The red line shows the accuracy when half of the ten devices adopted model A and the others adopted model B considering a situation where the devices had different computational resources. During the evaluation, the devices with an even-numbered index had rich resources and adopted model A, and the others had poor resources and adopted shallow model B. CMFD works even when devices adopt different NN models, whereas FL algorithms using parameter averaging require the devices to adopt the same NN model. Because model B is shallow, its accuracy is lower than that of model A when the network topology is R1. In contrast, when the connectivity increased, the accuracy of model B increased to the same level as that of model A. This implies that the restrictions of local training perturbed the learning process, and the shallow model could not fulfill its potential. When the two types of models were adopted by the different devices, those that adopted model B achieved nearly the same performance as those using model A. Such characteristics enable IoE devices with different computational resources to cooperatively learn the same task.

We conducted another simulation using three types of models—model A, MobileNetV3 Small [43], and ResNet18.
The input images were resized to a dimension of 96 × 96 before being input into MobileNetV3 and ResNet18 because these models are considerably deep, and the image sizes decrease to one pixel in the last layer without expansion. We substituted layer normalization [45] for batch normalization [46] in MobileNetV3 and ResNet18 because batch normalization is not suitable for non-IID datasets [6]. Fig. 6 shows that CMFD can train models with non-IID datasets in heterogeneous scenarios even though the numbers of the layers of the models are widely different: Model A has only four layers, while MobileNetV3 Small and ResNet18 have 16 and 18 layers, respectively.

### C. Comparison with various sharing rates

Various topologies are compared in Fig. 7, which shows the average accuracy as a function of the sharing rate. The accuracy indicated by the label “BA (dynamic)” shows the performance when the network topology dynamically changed at each epoch to evaluate situations where the mobile devices were in motion. This shows that even if the topology changes dynamically, the accuracy converges to the same value. Notably, these results also support that CMFD is highly stable even when it is applied via wireless networks with considerable noise because a dynamic topology emulates a situation with unstable links. When comparing the topologies, the accuracy of R3 was slightly better than that of R2, BA2, and dynamic BA. However, the accuracy of R1 and BA1 was poorer than that of the others. These differences arise from the algebraic connectivity \( \lambda_2 \) in (24) and (26). Table IV lists the algebraic connectivities and average degrees of the evaluated topologies. Because the connectivity of R2, BA2, and dynamic BA are similar, they achieved similar performance. Similarly, the accuracy of R1 and BA1 were similar because they had similar connectivity.

When evaluating ring topologies, adjacent devices have the same labels when evaluating ring networks, whereas randomly selected labels are distributed when evaluating BA networks. Despite such data-distribution differences, they achieved similar accuracy if the connectivity of the topologies was nearly identical. Therefore, it can be said that the data distribution similarity among adjacent devices does not affect accuracy.

### D. Scalability to the number of devices

Fig. 8 shows the average accuracy and distillation losses for various numbers of devices. The distillation loss is MSE \( c(\hat{w}_i) \), defined in (27). This metric indicates the similarity of NN models among adjacent devices because MSE is an empirical representation of the \( L_2 \) distance. It is shown that distillation losses decrease with the number of epochs, which means that the local models approach each other in the function space, even though the parameters of the local models are not forced to converge by CMFD. Topologies varied at each epoch using the BA algorithm, but the number of all edges remained stable. The connectivity for different numbers of devices are listed in Table V. The listed algebraic connectivity reflects the averages of 100 randomly generated graphs. When evaluating MNIST, the learning and sharing rates were set to 0.01 and 0.1, respectively. Both rates were set to 0.1 when evaluating F-MNIST. Fig. 8 shows that even when the number of devices increases, the NN models converge at nearly the same rate. This is because, as shown in Table V, the averages of algebraic connectivity are approximately the same regardless of the number of devices. These results indicate that the proposed algorithm works with a large number of devices as long as the connectivity does not change drastically.

![Accuracy as a function of the sharing rate in various topologies.](image1)

![Accuracy with various numbers of devices.](image2)
E. Amount of transferred data

One of the advantages of using distillation is that the amount of shared data is smaller than that of parameter averaging schemes. When using CMFD, the amount of data transferred via each link per epoch is 40 KB for $|D_a| = 1000$ and 400 KB for $|D_a| = 10000$. Here, all values are encoded in a four-byte-floating-point format. When using the parameter averaging scheme, the amount of transferred data is 6.7 MB with model A, and 202 KB for model B, respectively. Because distillation-based methods require only to share the output values, when the input values are shared in advance, the data volume can be smaller than the parameter-averaging schemes when NN models have many parameters.

VI. CONCLUSION

We propose a model-free federated learning scheme for IoE devices connected via multi-hop networks. We developed a meta-algorithm for consensus-based optimization in a function space that optimizes the loss function in a distributed manner. The convergence of the meta-algorithm in a function space was mathematically analyzed using federated functions. Federated functions represent the joint status of the entire system, enabling us to obtain an upper bound of the distance between the local prediction functions. Then, we propose a CMFD as an implementation of the meta-algorithm, which realizes function aggregation among adjacent devices by leveraging a distillation method. We showed that the CMFD achieved higher prediction accuracy and stability than a typical parameter-aggregation-based FL when a multi-hop network is weakly connected.

Our future work includes improving the algorithm by estimating the reliability of the local prediction functions. When the training data is non-IID, there is a training bias among the devices depending on the data distributions. Although CMFD does not consider the reliability of the prediction accuracy for each label, the learning speed is expected to increase if weighted averaging is adopted when aggregating functions. To calculate the optimal weight, we will develop a method of estimating how well the local prediction function is trained.

Extending CMFD to non-convex optimization is an interesting study. Although usual loss functionals are convex, non-convex functionals exist. We believe that analyses of non-convex optimizations [47, 48] can be extended to function spaces by leveraging Lemma I which enables us to utilize the spectral graph theory in function spaces.

Another direction of future work is to apply a decentralized ADMM to CMFD because it can achieve faster convergence compared with gradient-descent-based algorithms. We believe ADMM in a function space can be analyzed similarly to the analysis in Sec. IV. However, some challenges exist. For example, devices have to calculate Fréchet gradients of complex functionals depending on the local prediction functions of adjacent devices to realize ADMM in a function space. This calculation is computationally expensive, and devices must prepare multiple frameworks of NN architectures in advance, which decreases the flexibility of model selection in heterogeneous scenarios. A novel approach should be developed to calculate gradients of NN parameters that correspond to the Fréchet gradients to improve practicality.

APPENDIX A

TOY MODEL OF CMFD

Fig. 9 shows a simple example explaining why a distillation-based algorithm is better than those trying to converge parameters. Assume the ground truth model is defined by $f^*(x) = x$, and two devices #0 and #1 try to estimate $f^*(x)$ using a three-layer perceptron with one hidden node and an identity activation function. Then, the prediction model $f_i$ of device $i$ is represented by $f_i(x) = w_i^a w_i^b x$. Let denote shared data by $x_n \in D_a$ and $j := 1 - i$.

In the setting, there are two optimal regions in a parameter space, but these regions correspond to the same single point $f^*$ in a function space. Therefore, this optimization problem is non-convex in the parameter space but convex in the function space.

Consider cases where $w_i^a > 0, w_i^b > 0, w_i^* < 0, w_i^* < 0, w_i^a w_i^b < 0 < w_i^* w_i^*$ as illustrated in Fig. 9. In such cases, when using an algorithm that forces parameter convergence, $w^i$ heads to approach $w^j$ and goes away from the optimal region in the first quadrant.

In contrast, the parameters $w^i$ approach the optimal region in the first quadrant with our algorithm because the direction of updates by distillation is calculated as follows:

$$
- \frac{\partial}{\partial w^i} \sum_{x \in D_a} \| f_i(x) - f_j(x) \|^2 \\
\propto -(w_i^a w_i^b - w_i^* w_i^*) \left( \begin{array}{c} w_i^b \\ w_i^a \end{array} \right).
$$

It is also notable that when $w^i$ and $w^j$ reach the different optimal regions, our algorithm successfully stops, while algorithms in parameter space continue to update parameters even though prediction models are identical with $f^*$. Therefore, our algorithm achieves better convergence than those converge parameters.

APPENDIX B

PROOF OF LEmMA I

Let $a^m_i(x)$ and $a^m(x)$ represent the $m$th element of the real vector $a_i(x) \in \mathcal{Y}$ and a real vector defined as
(a^m_1(x), \ldots, a^m_n(x))^T \in \mathbb{R}^n$, respectively. $\|AA\|_{\phi_n}^2$ can be derived as follows:

\[
\|AA\|_{\phi_n}^2 \leq \sum_{m=1}^{M} \|A\|^2 \|a^m(x)\|^2_{\phi_n} \, d\mu
\]

\[= \|A\|^2 \|a\|_{\phi_n}^2. \tag{29}\]

Now, we have $\|AA\|_{\phi_n} \leq \|A\| \|a\|_{\phi_n}$. Let $v_i$ be the $i$th element of $\arg \max_{v \in \mathbb{R}^n} \{\|av\|_{\phi_n}\}$. If $\check{a}$ is defined as $\check{a}^m(x) \equiv v_i$ for all $m$ and $x$, $\check{a}$ satisfies $\|AA\|_{\phi_n} = \|A\| \|\check{a}\|_{\phi_n}$. Therefore, $\|A\|$ is the induced 2-norm corresponding to $\Phi_n$.

**APPENDIX C**

**PROOF OF THEOREM 1**

Substituting (19) into (20), the federated function $f_{t+1}$ is derived as follows:

\[
f_{t+1} = P f_t - \eta_t P d_t = P^t f_{1} - \sum_{\tau=1}^{t} \eta_{\tau} P^{t-\tau+1} d_{\tau}, \tag{30}\]

where $P$ is defined as $P := I - \varepsilon L$. Since $1_{n \times n} L = 0$, we have $1_{n \times n} P^t = 1_{n \times n}(t \in \mathbb{N})$, where $0$ represents the zero matrix. Therefore, the mean federated function $\check{f}_{t+1}$ is expressed as follows:

\[
\check{f}_{t+1} = \frac{1}{n} \sum_{i=1}^{n} f_{t+1} = \check{f}_1 - \sum_{\tau=1}^{t} \eta_{\tau} \check{d}_{\tau}. \tag{31}\]

Now, distance between $f_{t+1}$ and $\check{f}_{t+1}$ is bounded as follows:

\[
\|f_{t+1} - \check{f}_{t+1}\|_{\phi_n} \leq \|P^t f_{1} - \sum_{\tau=1}^{t} \eta_{\tau} P^{t-\tau+1} d_{\tau} - \check{f}_1 + \sum_{\tau=1}^{t} \eta_{\tau} \check{d}_{\tau}\|_{\phi_n}
\]

\[\leq \|Q_t f_{1}\|_{\phi_n} + \sum_{\tau=1}^{t} \eta_{\tau} \|Q_{t-\tau+1} d_{\tau}\|_{\phi_n}, \tag{32}\]

where $Q_t$ is defined as $Q_t := P^t - \frac{1}{n} 1_{n \times n}$. Using Lemma 1 (32) can be derived as follows:

\[
\|f_{t+1} - \check{f}_{t+1}\|_{\phi_n} \leq \|Q_t\| \|f_{1}\|_{\phi_n} + \sum_{\tau=1}^{t} \eta_{\tau} \|Q_{t-\tau+1}\| \|d_{\tau}\|_{\phi_n}. \tag{33}\]

Lemma 1 enables norms of federated functions $\|Q_t f_{1}\|_{\phi_n}$ and $\|Q_{t-\tau+1} d_{\tau}\|_{\phi_n}$ to be divided into the multiplication of norms of real matrices $\|Q_t\|$ and $\|Q_{t-\tau+1}\|$ and federated functions $\|f_{1}\|_{\phi_n}$ and $\|d_{\tau}\|_{\phi_n}$. Therefore, we only have to discuss upper bounds of $\|Q_t\|$ and $\|d_{\tau}\|_{\phi_n}$ instead of complex $\|Q_t f_{1}\|_{\phi_n}$ and $\|Q_{t-\tau+1} d_{\tau}\|_{\phi_n}$.

First, we consider an upper bound of $\|Q_t\|$. Using spectral decomposition, $L$ can be written as $L = \sum_{i=1}^{n} \lambda_{i} u_{i} u_{i}^T$, where $\lambda_{i}$ and $u_{i}$ are the $i$th smallest eigenvalues and the corresponding orthonormal eigenvectors of $L$, respectively. Since the network graph is connected, the smallest eigenvalue and the corresponding eigenvector satisfies $\lambda_{1} = 0, u_{1} = \frac{1}{\sqrt{n}} 1_{n}$. Now, we can obtain the eigenvalues of $Q_t$ as follows:

\[
P = I - \varepsilon \sum_{i=1}^{n} \lambda_{i} u_{i} u_{i}^T = \sum_{i=1}^{n} (1 - \varepsilon \lambda_{i}) u_{i} u_{i}^T, \tag{34}\]

\[
Q_t = \sum_{i=1}^{n} (1 - \varepsilon \lambda_{i})^t u_{i} u_{i}^T - \frac{1}{n} 1_{n \times n} = \sum_{i=2}^{n} \kappa_{i}^t u_{i} u_{i}^T, \tag{35}\]

where $\kappa_{i}$ denotes $1 - \varepsilon \lambda_{i}$. Thus, the eigenvalues of $Q_t$ become 0 and $\kappa_{i}^t$ for $i \geq 2$. Considering that $L$ is symmetric, $Q_t$ is also symmetric. Therefore, induced norm $\|Q_t\|_{\phi_n}$ is equal to the largest eigenvalues of $Q_t$ in absolute. Since the network graph is connected, $\lambda_{i}$ satisfies $0 < \lambda_{i} \leq 2 \Delta$ for $i \geq 2$. Therefore, if $\varepsilon$ satisfies $0 < \varepsilon \leq \frac{1}{2\Delta}$, we have $0 \leq \kappa_{i} < 1$. Now, we have $\|Q_t\| = \max\{0, \kappa_{2}^t, \ldots, \kappa_{n}^t\} = \kappa_{2}^t$ because $\kappa_{i}$ monotonically decreases.

Next, we derive an upper bound of $\|d_{\tau}\|_{\phi_n}$. Let $d \in \partial L_{\nu_{i}}(f)$ denote a Fréchet subgradient of $L_{\nu_{i}}(f)$. Using Lipschitz constant $K_{i}$ of $L_{\nu_{i}}(f)$ and the supremum $S_{i}$ of $\nu_{i}$, an upper bound of $\|d_{\nu_{i}}\|_{L_{\nu_{i}}}^{2}$ is obtained as follows:

\[
\|d_{\nu_{i}}\|_{L_{\nu_{i}}}^{2} = \int_{\mathcal{X}} \|d\|_{L_{\nu_{i}}}^{2} (\nu_{i}) d\mu = \int_{\mathcal{X}} \|d\|_{L_{\nu_{i}}}^{2} \nu_{i} d\mu
\]

\[\leq \int_{\mathcal{X}} \|d\|_{L_{\nu_{i}}}^{2} S_{i} d\mu \leq S_{i} K_{i}. \tag{36}\]

Now, an upper bound of $\|d_{\tau}\|_{\phi_n}$ can be obtained as follows:

\[
\|d_{\tau}\|_{\phi_n} = \sum_{i=1}^{n} \|d_{\nu_{i}}\|_{L_{\nu_{i}}}^{2} \leq \sqrt{n} K_{m}, \tag{37}\]

where $K_{m}$ is defined as $K_{m} := \max\{\sqrt{S_{i}} K_{i}\}$. Now, an upper bound of $\|f_{t+1} - \check{f}_{t+1}\|_{\phi_n}$ is obtained as follows:

\[
\|f_{t+1} - \check{f}_{t+1}\|_{\phi_n} \leq \|f_{1}\|_{\phi_n} \kappa_{2}^t + \sqrt{n} K_{m} \sum_{\tau=1}^{t} \eta_{\tau} \kappa_{2}^{t-\tau+1}. \tag{38}\]

Thus, we have the upper bound of the root-mean square distance $D_{t}$ as follows:

\[
D_{t} \leq \frac{1}{\sqrt{n}} \|f_{1}\|_{\phi_n} \kappa_{2}^{t-1} + K_{m} \sum_{\tau=1}^{t-1} \eta_{\tau} \kappa_{2}^{t-\tau}. \tag{39}\]

**APPENDIX D**

**PROOF OF THEOREM 2**

Since the average of $f_{1}^{t}$ is written as $f_{t+1} = \check{f}_{t} - \eta_t \check{d}_{t}$, we have

\[
\|f_{t+1} - f^{\ast}\|_{L_{\nu_{i}}}^{2} = \|\check{f}_{t} - f^{\ast}\|_{L_{\nu_{i}}}^{2} - 2 \eta_t \langle \check{d}_{t}, \check{f}_{t} - f^{\ast}\rangle_{L_{\nu_{i}}}^{2} + \eta_t^{2} \|\check{d}_{t}\|_{L_{\nu_{i}}}^{2}. \tag{40}\]
The second term of the RHS of (40) is derived as follows:

\[ -\langle \hat{d}_i, \hat{f}_t - f^* \rangle_{L^2_{\mu}} = \frac{1}{n} \sum_{i} \langle d^*_i \nu_i, f^* - \hat{f}_i \rangle_{L^2_{\mu}} \]

\[ = \frac{1}{n} \sum_{i} \left[ \langle d^*_i \nu_i, f^* - \hat{f}_i \rangle_{L^2_{\mu}} + \langle d^*_i \nu_i, \hat{f}_i - f_i \rangle_{L^2_{\mu}} \right]. \]

(41)

Using Cauchy-Schwarz inequality, we have

\[ \langle d^*_i \nu_i, f^* - \hat{f}_i \rangle_{L^2_{\mu}} \leq \| d^*_i \nu_i \|_{L^2_{\mu}} \| f^* - \hat{f}_i \|_{L^2_{\mu}} \]

\[ \leq K_m \| f^* - \hat{f}_i \|_{L^2_{\mu}}. \]

Using Radon-Nikodym derivative \( \nu_i = \frac{dn_i}{dn} \), (15) can be rewritten as follows:

\[ \forall h \in L^2_{\mu}, \langle d^*_i \nu_i, h - f_i \rangle_{L^2_{\mu}} \leq L_{\mu_i}(h) - L_{\mu_i}(f_i). \]

(42)

Choosing \( f^* \) as \( h \), we have

\[ \langle d^*_i \nu_i, f^* - f_i \rangle_{L^2_{\mu}} \leq L_{\mu_i}(f^*) - L_{\mu_i}(f_i) \]

\[ \leq \| f^* - f_i \|_{L^2_{\mu}} \leq \sqrt{n} K_m \eta_t \gamma_t. \]

(43)

Here, let \( d_{f_i} \) denote a Fréchet subgradient of \( L_{\mu_i}(f_i) \), then the \( d_{f_i} \) satisfies the following inequality:

\[ \forall h, \langle d_{f_i} h - \hat{f}_i \rangle_{L^2_{\mu}} \leq L_{\mu_i}(h) - L_{\mu_i}(f_i). \]

(44)

If we choose \( f_i^* \) as \( h \), we have

\[ \langle d_{f_i} \nu_i, f_i^* - f_i \rangle_{L^2_{\mu}} \leq \langle d_{f_i} \nu_i, f_i^* - f_i \rangle_{L^2_{\mu}} \]

\[ = \langle d_{f_i} \nu_i, f_i^* - f_i \rangle_{L^2_{\mu}} \leq \| d_{f_i} \nu_i \|_{L^2_{\mu}} \| f_i^* - f_i \|_{L^2_{\mu}} \]

\[ \leq K_m \| f_i^* - f_i \|_{L^2_{\mu}} \leq \sqrt{n} K_m \gamma_t. \]

(45)

In the above inequality, we used \( \| f_i^* - \hat{f}_i \|_{L^2_{\mu}} \leq \| f_i^* - \hat{f}_i \|_{\Phi_{\nu_i}} \).

Substituting (42), (44), and (45) into (11), and using \( \mu = \frac{1}{n} \sum_{i \in U} \mu_i \), we obtain the following inequality:

\[ -\langle \hat{d}_i, \hat{f}_t - f^* \rangle_{L^2_{\mu}} \]

\[ \leq \frac{1}{n} \sum_{i} \left[ L_{\mu_i}(f^*) - L_{\mu_i}(\hat{f}_i) + 2 \sqrt{n} K_m \gamma_t \right] \]

\[ \leq L_{\mu}(f^*) - L_{\mu}(\hat{f}_t) + 2 \sqrt{n} K_m \gamma_t. \]

(46)

Now, (40) can be derived as follows:

\[ \| \hat{f}_{t+1} - f^* \|^2_{L^2_{\mu}} \leq \| \hat{f}_t - f^* \|^2_{L^2_{\mu}} + \eta_t^2 K_m \]

\[ + 2 \eta_t \left[ L_{\mu}(f^*) - L_{\mu}(\hat{f}_t) + 2 \sqrt{n} K_m \gamma_t \right] \]

\[ \leq \| \hat{f}_2 - f^* \|^2_{L^2_{\mu}} + K_m \sum_{t=2}^{t} \eta_t^2 + 4 \sqrt{n} K_m \sum_{t=2}^{t} \eta_t \gamma_t \]

\[ + 2 \sum_{t=2}^{t} \eta_t \left[ L_{\mu}(f^*) - L_{\mu}(\hat{f}_t) \right]. \]

(47)

Using \( \| \hat{f}_{t+1} - f^* \|^2_{L^2_{\mu}} \leq 0 \) and \( C_1 := \min_{t=1, \ldots, t} \{ \mu_i(\hat{f}_t) \} \), we have

\[ L_{\mu}(f_{\text{best, } t}) - L_{\mu}(f^*) \]

\[ \leq C_1 + K_m \sum_{t=2}^{t} \eta_t^2 + 4 \sqrt{n} K_m \sum_{t=2}^{t} \eta_t \gamma_t. \]

An upper bound of \( \sum_{t=2}^{t} \eta_t \gamma_t \) is obtained as follows:

\[ \sum_{t=2}^{t} \eta_t \gamma_t = \frac{1}{\sqrt{n}} \| \hat{f}_1 \|_{\Phi_{\nu}} \sum_{t=2}^{t} \eta_t \gamma_t \]

\[ + K_m \sum_{t=2}^{t} \sum_{t'=1}^{t-1} \eta_t \gamma_t \gamma_{t'}. \]

(50)

Using the monotonicity of \( \eta_t \), the second term of the RHS is upper bounded as follows:

\[ \sum_{t=2}^{t} \sum_{t'=1}^{t-1} \eta_t \gamma_t \gamma_{t'} \leq \sum_{t=1}^{t-1} \eta_t \gamma_t \gamma_{t'}. \]

(51)

Thus, we have

\[ \sum_{t=2}^{t} \eta_t \gamma_t \leq \kappa_2 (1 - \kappa_2^{-1}) \left( \eta_1 \| \hat{f}_1 \|_{\Phi_{\nu}} + K_m \sum_{t=1}^{t} \eta_t^2 \right). \]

(52)

Now, (49) can be derived as follows:

\[ L_{\mu}(f_{\text{best, } t}) - L_{\mu}(f^*) \]

\[ \leq \frac{1}{2} \sum_{t=2}^{t} \eta_t \] \[ \left[ C_1 + K_m \sum_{t=2}^{t} \eta_t^2 + 4 \sqrt{n} K_m \sum_{t=2}^{t} \eta_t \gamma_t \right] \]

\[ + C_2 \left( 1 - \kappa_2^{-1} \right) \left( \eta_1 \| \hat{f}_1 \|_{\Phi_{\nu}} + \sqrt{n} K_m \sum_{t=1}^{t} \eta_t^2 \right), \]

where \( C_2 \) is defined as \( C_2 := \frac{4K_m}{1 - \kappa_2^2} \).
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