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Abstract. It is shown for causal fermion systems describing Minkowski-type spacetimes that an interacting causal fermion system at time $t$ gives rise to a distinguished state on the algebra generated by fermionic and bosonic field operators. The proof of positivity of the state is given and representations are constructed.
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1. Introduction

The theory of causal fermion systems is a recent approach to fundamental physics (see the basics in Section 2, the reviews [12, 16, 22], the textbook [11] or the website [1]). In this approach, spacetime and all objects therein are described by a measure \( \rho \) on a set \( \mathcal{F} \) of linear operators on a Hilbert space \((\mathcal{H}, (\cdot, \cdot)_\mathcal{H})\). The physical equations are formulated by means of the so-called causal action principle, a nonlinear variational principle where an action \( S \) is minimized under variations of the measure \( \rho \).

It is an important task to rewrite the dynamics as described by the causal action principle in a form comparable to the usual description of physics. The connection to an interaction of a quantized Dirac field via classical bosonic fields is obtained in the so-called continuum limit as worked out in detail in [11]. The remaining task is to work out the connection to an interaction via bosonic quantum fields. A first step in this direction is made in [10], where a Fock space dynamics was derived starting from the classical field equations obtained in the continuum limit and making additional assumptions which were physically motivated but not justified mathematically from first principles. In order to work out the quantum field theory limit of causal fermion systems in a more fundamental and mathematically more convincing manner, one should not start from the classical field equations but work instead directly with the Euler-Lagrange (EL) equations corresponding to the causal action principle and the corresponding conservation laws. The first step in the resulting research program is the paper [18], where complex structures and related Fock space constructions were carried out for the bosonic degrees of freedom. In the present paper, we include the fermionic degrees of freedom. Our main result is to show that the causal fermion system at any given time gives rise to a canonical quantum state which can be represented on the fermionic and bosonic Fock spaces built up of spinorial wave functions and solutions of the linearized field equations. Our methods are based on the recent paper [19] where the dynamics of these spinorial wave functions is studied. The dynamics of the resulting Fock state will be analyzed in detail in the forthcoming paper [20]. Finally, the research program will be summarized in the survey paper [17].

Our starting point consists of two causal fermion systems \((\mathcal{H}, \mathcal{F}, \rho)\) (describing the vacuum) and \((\tilde{\mathcal{H}}, \tilde{\mathcal{F}}, \tilde{\rho})\) (describing the interacting system). We assume that both measures \( \rho \) and \( \tilde{\rho} \) are critical points of the causal action. Our general strategy for constructing the interacting quantum state is to “compare” these two systems at a given fixed time and to try to describe the interacting system in terms of linearized fields and wave functions in the vacuum spacetime. This “comparison” can also be understood as a “measurement” performed in the interacting spacetime using objects from the vacuum spacetime as “measurement devices.” As we shall see, following this strategy will naturally give rise to Fock states having bosonic and fermionic components.

As a preliminary step, we need to specify what we mean by a “given fixed time.” In the vacuum spacetime \( M := \text{supp} \rho \) we assume a global time function \( T \) (for example the time of an observer in Minkowski space). In order to obtain a global time function also in the interacting spacetime \( \tilde{M} := \text{supp} \tilde{\rho} \), we need to identify the two spacetimes by a mapping

\[
F : M \to \tilde{M}.
\]

Clearly, this identification is not unique. This arbitrariness was studied in detail in [18], and we can treat it here in the same way.
There is another arbitrariness not considered in [18] which is tied to the fermionic degrees of freedom: For a “comparison” of the two systems one needs to identify the Hilbert spaces $\mathcal{H}$ and $\tilde{\mathcal{H}}$. This can be done by choosing a unitary mapping $V : \mathcal{H} \to \tilde{\mathcal{H}}$, but this mapping is determined only up to a unitary transformation. We thus have the freedom to transform $V$ according to

$$V \to V U \quad \text{with} \quad U \in U(\mathcal{H}).$$

(1.1)

This freedom has to be taken into account when “comparing” the two systems. It plays a crucial role in our analysis and will be responsible for the occurrence of quantum states and effects like quantum entanglement. More specifically, the analysis in [18] revealed that, for the bosonic degrees of freedom, the Fock norm can be associated to the exponential of a nonlinear surface layer integral $\gamma_t(\tilde{\rho}, \rho)$ (for basics and the notation we refer to Section 2). In order to incorporate the fermionic degrees of freedom, we again use this association, but treat the arbitrariness (1.1) by integrating over $U$. This leads us to introducing the

partition function

$$Z = \int_{\mathcal{S}} \exp \left( \beta \gamma_t(\tilde{\rho}, U \rho) \right) \, d\mu_{\mathcal{S}}(U),$$

(1.2)

where $\mathcal{S}$ is a subgroup of the unitary group with Haar measure $\mu_{\mathcal{S}}$, $\beta$ is a real parameter, and $U \rho$ is the unitarily transformed measure defined by $(U \rho)(\Omega) = \rho(U^{-1} \Omega U)$ (for details see Section 3). The name “partition function” is inspired by the similarity to statistical physics. The formula (1.2) also resembles the path integral formulation of quantum field theory (see for example [34, 28]). However, this similarity is only on a formal level, because in (1.2) we do not integrate over field configurations, but over the unitary transformations arising in the identification of Hilbert spaces (1.1).

Again in analogy to the procedure in the path integral formulation of quantum field theory, we introduce the $n$-point functions defining the quantum state $\omega^t$ by insertions, i.e. symbolically

$$\omega^t(\cdots) := \frac{1}{Z} \int_{\mathcal{S}} \exp \left( \beta \gamma_t(\tilde{\rho}, U \rho) \right) \, d\mu_{\mathcal{S}}(U),$$

(1.3)

where the dots on the left side stand for field operators, whereas the dots on the right are suitable surface layer integrals (for details see Section 4). The insertions can be understood as “measurements.” The fact that we integrate over $U$ at the very end corresponds to the fact that the observer must choose $U$ before performing a multi-particle measurement. The $U$-dependence of the insertions gives rise to correlations between them. These correlations are crucial for getting an entangled state.

It is a major objective of this paper to work out the detailed form of the insertions and to prove that (1.3) has the positivity properties required for a quantum state. Once this has been shown, one can also construct representations of the algebra and rewrite the state $\omega^t$ as the expectation value of a density operator $\sigma^t$ on a Fock space $\mathcal{F}$, i.e.

$$\omega^t(\cdots) = \text{Tr}_\mathcal{F} \left( \sigma^t \cdots \right).$$

Our analysis of the insertions explains in particular why the fermionic multi-particle wave functions are totally anti-symmetric. In this way, the Pauli Exclusion Principle is established for causal fermion systems on the level of totally anti-symmetric wave functions and anti-commuting field operators.

The paper is organized as follows. Section 2 provides the necessary preliminaries on causal fermion systems and the causal action principle. We also recall the definition
of various surface layer integrals and summarize the main results from [19] on the dynamics of spinorial wave functions. In Section 3 the arbitrariness of the identification of Hilbert spaces (1.1) is explained and built into the nonlinear surface layer integral, leading us to the definition of the partition function (1.2). In Section 4 the quantum state at time $t$ is introduced, its positivity properties are proven and representations are constructed. In Section 5 we conclude the paper by a brief discussion of the algebra of interacting field and the dynamics of our quantum state. Moreover, we explain a few modifications and refinements of our constructions which may be of relevance for future developments. The detailed analysis of the quantum dynamics will be the objective of the follow-up paper [20].

2. Preliminaries

2.1. Causal Fermion Systems and the Causal Action Principle. We now recall the basic setup and introduce the main objects to be used later on.

Definition 2.1. (causal fermion systems) Given a separable complex Hilbert space $\mathcal{H}$ with scalar product $\langle .| . \rangle_{\mathcal{H}}$ and a parameter $n \in \mathbb{N}$ (the “spin dimension”), we let $\mathcal{F} \subset \text{L}(\mathcal{H})$ be the set of all selfadjoint operators on $\mathcal{H}$ of finite rank, which (counting multiplicities) have at most $n$ positive and at most $n$ negative eigenvalues. On $\mathcal{F}$ we are given a positive measure $\rho$ (defined on a $\sigma$-algebra of subsets of $\mathcal{F}$). We refer to $(\mathcal{H}, \mathcal{F}, \rho)$ as a causal fermion system.

A causal fermion system describes a spacetime together with all structures and objects therein. In order to single out the physically admissible causal fermion systems, one must formulate physical equations. To this end, we impose that the measure $\rho$ should be a minimizer of the causal action principle, which we now introduce. For any $x, y \in \mathcal{F}$, the product $xy$ is an operator of rank at most $2n$. However, in general it is no longer a selfadjoint operator because $(xy)^* = yx$, and this is different from $xy$ unless $x$ and $y$ commute. As a consequence, the eigenvalues of the operator $xy$ are in general complex.

We denote these eigenvalues counting algebraic multiplicities by $\lambda_{xy}^1, \ldots, \lambda_{xy}^{2n} \in \mathbb{C}$ (more specifically, denoting the rank of $xy$ by $k \leq 2n$, we choose $\lambda_{xy}^1, \ldots, \lambda_{xy}^k$ as all the non-zero eigenvalues and set $\lambda_{xy}^{k+1}, \ldots, \lambda_{xy}^{2n} = 0$). We introduce the Lagrangian and the causal action by

\[ \mathcal{L}(x, y) = \frac{1}{4n} \sum_{i,j=1}^{2n} \left( |\lambda_{xy}^i| - |\lambda_{xy}^j| \right)^2 \]  

\[ S(\rho) = \int_{\mathcal{F} \times \mathcal{F}} \mathcal{L}(x, y) \, d\rho(x) \, d\rho(y). \]

The causal action principle is to minimize $S$ by varying the measure $\rho$ under the following constraints,

- volume constraint: $\rho(\mathcal{F}) = \text{const}$  
- trace constraint: $\int_{\mathcal{F}} \text{tr}(x) \, d\rho(x) = \text{const}$  
- boundedness constraint: $\int_{\mathcal{F} \times \mathcal{F}} |xy|^2 \, d\rho(x) \, d\rho(y) \leq C$,  

where $\text{tr}(x)$ denotes the trace of the operator $x$. These constraints ensure that the measure $\rho$ is well-behaved and that the causal action is finite.
where $C$ is a given parameter, $\text{tr}$ denotes the trace of a linear operator on $\mathcal{H}$, and the absolute value of $xy$ is the so-called spectral weight,

$$|xy| := \sum_{j=1}^{2n} |\lambda_{xy}^j|.$$  

(2.6)

This variational principle is mathematically well-posed if $\mathcal{H}$ is finite-dimensional. For the existence theory and the analysis of general properties of minimizing measures we refer to [8, 9, 3]. In the existence theory one varies in the class of regular Borel measures (with respect to the topology on $L(\mathcal{H})$ induced by the operator norm), and the minimizing measure is again in this class. With this in mind, here we always assume that

$\rho$ is a regular Borel measure.

2.2. Spacetime and Physical Wave Functions. Let $\rho$ be a minimizing measure. 

*Spacetime* is defined as the support of this measure,

$$M := \text{supp}\rho.$$  

Thus the spacetime points are selfadjoint linear operators on $\mathcal{H}$. On $M$ we consider the topology induced by $\mathcal{F}$ (generated by the operator norm on $L(\mathcal{H})$). Moreover, the measure $\rho|_M$ restricted to $M$ gives a volume measure on spacetime. This makes spacetime into a *topological measure space*.

The operators in $M$ contain a lot of information which, if interpreted correctly, gives rise to spacetime structures like causal and metric structures, spinors and interacting fields (for details see [11, Chapter 1]). Here we restrict attention to those structures needed in what follows. We begin with the following notion of causality:

**Definition 2.2. (causal structure)** For any $x, y \in \mathcal{F}$, the product $xy$ is an operator of rank at most $2n$. We denote its non-trivial eigenvalues (counting algebraic multiplicities) by $\lambda_{xy}^1, \ldots, \lambda_{xy}^{2n}$. The points $x$ and $y$ are called *spacelike* separated if all the $\lambda_{xy}^j$ have the same absolute value. They are said to be *timelike* separated if the $\lambda_{xy}^j$ are all real and do not all have the same absolute value. In all other cases (i.e. if the $\lambda_{xy}^j$ are not all real and do not all have the same absolute value), the points $x$ and $y$ are said to be *lightlike* separated.

Restricting the causal structure of $\mathcal{F}$ to $M$, we get causal relations in spacetime.

Next, for every $x \in \mathcal{F}$ we define the *spin space* $S_x$ by $S_x = x(\mathcal{H})$; it is a subspace of $\mathcal{H}$ of dimension at most $2n$. It is endowed with the *spin inner product* $\langle .|.| \rangle_x$ defined by

$$\langle u|v \rangle_x = -\langle u|xv \rangle_{\mathcal{H}} \quad \text{(for all } u, v \in S_x).$$

A *wave function* $\psi$ is defined as a function which to every $x \in M$ associates a vector of the corresponding spin space,

$$\psi : M \rightarrow \mathcal{H} \quad \text{with} \quad \psi(x) \in S_x M \quad \text{for all } x \in M.$$  

In order to introduce a notion of continuity of a wave function, we need to compare the wave function at different spacetime points. Noting that the natural norm on the spin space $(S_x, \langle .|.| \rangle_x)$ is given by

$$|\psi(x)\rangle_x^2 := \langle \psi(x)|\psi(x) \rangle_{\mathcal{H}} = \sqrt{\langle x|\psi(x) \rangle_{\mathcal{H}}}^2$$


(where $|x|$ is the absolute value of the symmetric operator $x$ on $\mathcal{H}$, and $\sqrt{|x|}$ is the square root thereof), we say that the wave function $\psi$ is continuous at $x$ if for every $\varepsilon > 0$ there is $\delta > 0$ such that

$$\|\sqrt{|y|}\psi(y) - \sqrt{|x|}\psi(x)\|_{\mathcal{H}} < \varepsilon$$

for all $y \in M$ with $\|y - x\| \leq \delta$.  \hfill (2.7)

Likewise, $\psi$ is said to be continuous on $M$ if it is continuous at every $x \in M$. We denote the set of continuous wave functions by $C^0(M, SM)$.

It is an important observation that every vector $u \in \mathcal{H}$ of the Hilbert space gives rise to a unique wave function. To obtain this wave function, denoted by $\psi^u$, we simply project the vector $u$ to the corresponding spin spaces,

$$\psi^u : M \to \mathcal{H}, \quad \psi^u(x) = \pi_x u \in S_x M.$$

We refer to $\psi^u$ as the physical wave function of $u \in \mathcal{H}$. A direct computation shows that the physical wave functions are continuous (in the sense (2.7)). Associating to every vector $u \in \mathcal{H}$ the corresponding physical wave function gives rise to the wave evaluation operator

$$\Psi : \mathcal{H} \to C^0(M, SM), \quad u \mapsto \psi^u.$$

Every $x \in M$ can be written as (for the derivation see [11, Lemma 1.1.3])

$$x = -\Psi(x)^* \Psi(x). \hfill (2.8)$$

In words, every spacetime point operator is the local correlation operator of the wave evaluation operator at this point. This formula is very useful when varying the system, as will be explained in Section 2.5 below.

2.3. Connection to the Setting of Causal Variational Principles. For the analysis of the causal action principle it is most convenient to get into the simpler setting of causal variational principles. In this setting, $\mathcal{F}$ is a (possibly non-compact) smooth manifold of dimension $m \geq 1$ and $\rho$ a positive Borel measure on $\mathcal{F}$. Moreover, we are given a non-negative function $L : \mathcal{F} \times \mathcal{F} \to \mathbb{R}^+_0$ (the Lagrangian) with the following properties:

(i) $L$ is symmetric: $L(x, y) = L(y, x)$ for all $x, y \in \mathcal{F}$.

(ii) $L$ is lower semi-continuous, i.e. for all sequences $x_n \to x$ and $y_{n'} \to y$,

$$L(x, y) \leq \liminf_{n, n' \to \infty} L(x_n, y_{n'}).$$

The causal variational principle is to minimize the action

$$S(\rho) = \int_{\mathcal{F}} d\rho(x) \int_{\mathcal{F}} d\rho(y) L(x, y) \hfill (2.9)$$

under variations of the measure $\rho$, keeping the total volume $\rho(\mathcal{F})$ fixed (volume constraint). If the total volume $\rho(\mathcal{F})$ is finite, one minimizes (2.9) over all regular Borel measures with the same total volume. If the total volume $\rho(\mathcal{F})$ is infinite, however, it is not obvious how to implement the volume constraint, making it necessary to proceed as follows. We need the following additional assumptions:

(iii) The measure $\rho$ is locally finite (meaning that any $x \in \mathcal{F}$ has an open neighborhood $U$ with $\rho(U) < \infty$).

(iv) The function $L(x, \cdot)$ is $\rho$-integrable for all $x \in \mathcal{F}$, giving a lower semi-continuous and bounded function on $\mathcal{F}$. 


Given a regular Borel measure $\rho$ on $\mathcal{F}$, we then vary over all regular Borel measures $\tilde{\rho}$ with

$$|\tilde{\rho} - \rho|(\mathcal{F}) < \infty \quad \text{and} \quad (\tilde{\rho} - \rho)(\mathcal{F}) = 0$$

(where $|.|$ denotes the total variation of a measure). These variations of the causal action are well-defined. The existence theory for minimizers is developed in [25].

There are several ways to get from the causal action principle to causal variational principles, as we now recall. If the Hilbert space $\mathcal{H}$ is finite-dimensional and the total volume $\rho(\mathcal{F})$ is finite, one can proceed as follows: As a consequence of the trace constraint (2.4), for any minimizing measure $\rho$ the local trace is constant in spacetime, i.e. there is a real constant $c \neq 0$ such that (see [3, Theorem 1.3] or [11, Proposition 1.4.1])

$$\text{tr} x = c \quad \text{for all } x \in M.$$ 

Restricting attention to operators with fixed trace, the trace constraint (2.4) is equivalent to the volume constraint (2.3) and may be disregarded. The boundedness constraint, on the other hand, can be treated with a Lagrange multiplier. More precisely, in [3, Theorem 1.3] it is shown that for every minimizing measure $\rho$, there is a Lagrange multiplier $\kappa > 0$ such that $\rho$ is a critical point of the causal action with the Lagrangian replaced by

$$\mathcal{L}_\kappa(x, y) := \mathcal{L}(x, y) + \kappa |xy|^2,$$

leaving out the boundedness constraint. Having treated the constraints, the difference to causal variational principles is that in the setting of causal fermion systems, the set of operators $\mathcal{F} \subset L(\mathcal{H})$ does not have the structure of a manifold. In order to give this set a manifold structure, we assume that a given minimizing measure $\rho$ (for the Lagrangian $\mathcal{L}_\kappa$) is regular in the sense that all operators in its support have exactly $n$ positive and exactly $n$ negative eigenvalues. This leads us to introduce the set $\mathcal{F}^{\text{reg}}$ as the set of all operators $F$ on $\mathcal{H}$ with the following properties:

(i) $F$ is selfadjoint, has finite rank and (counting multiplicities) has exactly $n$ positive and $n$ negative eigenvalues.

(ii) The trace is constant, i.e

$$\text{tr}(F) = c > 0.$$ 

The set $\mathcal{F}^{\text{reg}}$ has a smooth manifold structure (see the concept of a flag manifold in [30] or the detailed construction in [21, Section 3]). In this way, the causal action principle becomes an example of a causal variational principle.

This finite-dimensional setting has the drawback that the total volume $\rho(\mathcal{F})$ of spacetime is finite, which is not suitable for describing asymptotically flat spacetimes or spacetimes of infinite lifetime like Minkowski space. Therefore, it is important to also consider the infinite-dimensional setting where $\dim \mathcal{H} = \infty$ and consequently also $\rho(\mathcal{F}) = \infty$ (see [11, Exercise 1.3]). In this case, the set $\mathcal{F}^{\text{reg}}$ has the structure of an infinite-dimensional Banach manifold (for details see [26]). Here we shall not enter the subtleties of infinite-dimensional analysis. Instead, we get by with the following simple method: Given a minimizing measure $\rho$, we choose $\mathcal{F}^{\text{reg}}$ as a finite-dimensional manifold which contains $M := \text{supp} \rho$. We then restrict attention to variations of $\rho$ in the class of regular Borel measures on $\mathcal{F}^{\text{reg}}$. In this way, we again get into the setting of causal variational principles. We refer to this method by saying that we restrict attention to locally compact variations. Keeping in mind that the dimension of $\mathcal{F}^{\text{reg}}$ can be chosen arbitrarily large, this method seems a sensible technical simplification. In situations when it is important to work in infinite dimensions (for example for
getting the connection to the renormalization program in quantum field theory), it may be necessary to analyze the limit when the dimension of $\mathcal{F}_{\text{reg}}$ tends to infinity, or alternatively it may be suitable to work in the infinite-dimensional setting as developed in [26]. However, this is not a concern of the present paper, where we try to keep the mathematical setup as simple as possible.

For ease in notation, in what follows we will omit the superscript “reg.” Thus $\mathcal{F}$ stands for a smooth (in general non-compact) manifold which contains the support $M$ of a given minimizing measure $\rho$.

2.4. The Euler-Lagrange Equations and Jet Spaces. A minimizer of a causal variational principle satisfies the following Euler-Lagrange (EL) equations. For a suitable value of the parameter $s > 0$, the lower semi-continuous function $\ell : \mathcal{F} \to \mathbb{R}^+_0$ defined by

$$\ell(x) := \int_M \mathcal{L}(x,y) \, d\rho(y) - s$$

is minimal and vanishes on spacetime $M := \text{supp } \rho$,

$$\ell|_M \equiv \inf_{\mathcal{F}} \ell = 0 . \quad (2.12)$$

The parameter $s$ can be understood as the Lagrange parameter corresponding to the volume constraint. For the derivation and further details we refer to [24, Section 2].

The EL equations (2.12) are nonlocal in the sense that they make a statement on the function $\ell$ even for points $x \in \mathcal{F}$ which are far away from spacetime $M$. It turns out that for the applications we have in mind, it is preferable to evaluate the EL equations only locally in a neighborhood of $M$. This leads to the weak EL equations introduced in [24, Section 4]. Here we give a slightly less general version of these equations which is sufficient for our purposes. In order to explain how the weak EL equations come about, we begin with the simplified situation that the function $\ell$ is smooth. In this case, the minimality of $\ell$ implies that the derivative of $\ell$ vanishes on $M$, i.e.

$$\ell|_M \equiv 0 \quad \text{and} \quad D\ell|_M \equiv 0 \quad (2.13)$$

(where $D\ell(p) : T_p\mathcal{F} \to \mathbb{R}$ is the derivative). In order to combine these two equations in a compact form, it is convenient to consider a pair $u := (a, u)$ consisting of a real-valued function $a$ on $M$ and a vector field $u$ on $TM$ along $M$, and to denote the combination of multiplication of directional derivative by

$$\nabla_u \ell(x) := a(x) \ell(x) + (Du\ell)(x) . \quad (2.14)$$

Then the equations (2.13) imply that $\nabla_u \ell(x)$ vanishes for all $x \in M$. The pair $u = (a, u)$ is referred to as a jet.

In the general lower-continuous setting, one must be careful because the directional derivative $Du\ell$ in (2.14) need not exist. Our method for dealing with this problem is to restrict attention to vector fields for which the directional derivative is well-defined. Moreover, we must specify the regularity assumptions on $a$ and $u$. To begin with, we always assume that $a$ and $u$ are smooth in the sense that they have a smooth extension to the manifold $\mathcal{F}$ (for more details see [18, Section 2.2]). Thus the jet $u$ should be an element of the jet space

$$\mathcal{J}_\rho := \{ u = (a, u) \text{ with } a \in C^\infty(M, \mathbb{R}) \text{ and } u \in \Gamma(M, TM) \} ,$$

where $C^\infty(M, \mathbb{R})$ and $\Gamma(M, TM)$ denote the space of real-valued functions and vector fields on $M$, respectively, which admit a smooth extension to $\mathcal{F}$.
Clearly, the fact that a jet \( u \) is smooth does not imply that the functions \( \ell \) or \( \mathcal{L} \) are differentiable in the direction of \( u \). This must be ensured by additional conditions which are satisfied by suitable subspaces of \( J_\rho \) which we now introduce. First, we let \( \Gamma^\text{diff}_\rho \) be those vector fields for which the directional derivative of the function \( \ell \) exists,
\[
\Gamma^\text{diff}_\rho = \{ u \in C^\infty(M, T\mathcal{F}) \mid D_u\ell(x) \text{ exists for all } x \in M \}.
\]
This gives rise to the jet space
\[
J^\text{diff}_\rho := C^\infty(M, \mathbb{R}) \oplus \Gamma^\text{diff}_\rho \subset J_\rho.
\]
For the jets in \( J^\text{diff}_\rho \), the combination of multiplication and directional derivative in \text{(2.14)} is well-defined. We choose a linear subspace \( J^\text{test}_\rho \subset J^\text{diff}_\rho \) with the property that its scalar and vector components are both vector spaces,
\[
J^\text{test}_\rho = C^\text{test}(M, \mathbb{R}) \oplus \Gamma^\text{test}_\rho \subseteq J^\text{diff}_\rho,
\]
and the scalar component is nowhere trivial in the sense that
\[
\text{for all } x \in M \text{ there is } a \in C^\text{test}(M, \mathbb{R}) \text{ with } a(x) \neq 0. \tag{2.15}
\]
Then the weak EL equations read (for details cf. [24, (eq. (4.10)])
\[
\nabla_u \ell|_M = 0 \quad \text{for all } u \in J^\text{test}_\rho. \tag{2.16}
\]
Before going on, we point out that the weak EL equations \text{(2.16)} do not hold only for minimizers, but also for critical points of the causal action. With this in mind, all methods and results of this paper do not apply only to minimizers, but more generally to critical points of the causal variational principle. For brevity, we also refer to a measure which satisfies the weak EL equations \text{(2.16)} as a critical measure.

Here and throughout this paper, we use the following conventions for partial derivatives and jet derivatives:

- Partial and jet derivatives with an index \( i \in \{1, 2\} \) only act on the respective variable of the function \( \mathcal{L} \). This implies, for example, that the derivatives commute,
\[
\nabla_{1,v} \nabla_{1,u} \mathcal{L}(x, y) = \nabla_{1,u} \nabla_{1,v} \mathcal{L}(x, y).
\]
- The partial or jet derivatives which do not carry an index act as partial derivatives on the corresponding argument of the Lagrangian. This implies, for example, that
\[
\nabla_u \int_{\mathcal{F}} \nabla_{1,v} \mathcal{L}(x, y) \, d\rho(y) = \int_{\mathcal{F}} \nabla_{1,u} \nabla_{1,v} \mathcal{L}(x, y) \, d\rho(y),
\]
where the notation \( \nabla_u \) without an index 1 or 2 means that the derivative acts on the only free variable \( x \).

We point out that, with these conventions, \textit{jets are never differentiated}. Finally, compactly supported jets are denoted by a subscript zero, like for example
\[
J^\text{test}_{\rho,0} := \{ u \in J^\text{test}_\rho \mid u \text{ has compact support} \}.
\]
2.5. The Euler-Lagrange Equations for the Physical Wave Functions. For causal fermion systems, the EL equations can be expressed in terms of the physical wave functions, as we now recall. These equations were first derived in [11, §1.4.1] (based on a weaker version in [7, Section 3.5]), even before the jet formalism was developed. We now make the connection between the different formulations, in a way most convenient for our constructions. Our starting point is the formula (2.8) which expresses the spacetime point operator as a local correlation operator. Varying the wave evaluation operator gives a vector field $u$ on $F$ along $M$,

$$u(x) = -\delta \Psi(x)^* \Psi(x) - \Psi(x)^* \delta \Psi(x).$$

(2.17)

In order to make mathematical sense of this formula in agreement with the concept of restricting attention to locally compact variations, we choose a finite-dimensional subspace $H^f \subset H$, i.e.

$$f^f := \dim \mathcal{H}^f < \infty$$

(2.18) and impose the following assumptions on $\delta \Psi$ (similar variations were first considered in [14, Section 7]):

(a) The variation is trivial on the orthogonal complement of $\mathcal{H}^f$,

$$\delta \Psi_{\vert (\mathcal{H}^f)^\perp} = 0.$$

(b) The variations of all physical wave functions are continuous and compactly supported, i.e.

$$\delta \Psi : \mathcal{H} \rightarrow C^0_0(M, SM).$$

Before going on, we point out that the choice of $\mathcal{H}^f$ is not canonical. Ultimately, one would like to exhaust $\mathcal{H}$ by a sequence of finite-dimensional subspaces $\mathcal{H}^f_1 \subset \mathcal{H}^f_2 \subset \cdots$ and take the limit. Here we shall not enter this analysis, but for technical simplicity we rather choose $\mathcal{H}^f$ as a finite-dimensional subspace of sufficiently large dimension.

We choose $\Gamma_{\rho,0}^f$ as a space of vector fields of the form (2.17). For convenience, we identify the vector field with the first variation $\delta \Psi$ and write $\delta \Psi \in \Gamma_{\rho,0}^f$ (this representation of $u$ in terms of $\delta \Psi$ may not be unique, but this is of no relevance for what follows). Choosing trivial scalar components, we obtain a corresponding space of jets $\mathcal{J}_{\rho,0}^f$, referred to as the fermionic jets. We always assume that the fermionic jets are admissible for testing, i.e.

$$\mathcal{J}_{\rho,0}^f : \mathcal{H} \rightarrow C^0_0(M, SM).$$

Moreover, in analogy to the condition (2.15) for the scalar components of the test jets, we assume that the variation can have arbitrary values at any spacetime point, i.e.

$$\text{for all } x \in M, \chi \in S_x \text{ and } \phi \in \mathcal{H}^f \text{ there is } \delta \Psi \in \Gamma_{\rho,0}^f \text{ with } \delta \Psi(x) \phi = \chi.$$

(2.19)

For the computation of the variation of the Lagrangian, one can make use of the fact that for any $p \times q$-matrix $A$ and any $q \times p$-matrix $B$, the matrix products $AB$ and $BA$ have the same non-zero eigenvalues, with the same algebraic multiplicities. As a consequence, applying again (2.8),

$$xy = \Psi(x)^* (\Psi(y)^* \Psi(y)) \simeq (\Psi(x)^* \Psi(y)^* \Psi(y)) \Psi(x)^*,$$

(2.20) where $\simeq$ means that the operators have the same non-trivial eigenvalues with the same algebraic multiplicities. Introducing the kernel of the fermionic projector $P(x, y)$ by

$$P(x, y) := \Psi(x) \Psi(y)^* : S_y \rightarrow S_x,$$
we can write \((2.20)\) as
\[
xy \simeq P(x, y) P(y, x) : S_x \to S_x .
\]

In this way, the eigenvalues of the operator product \(xy\) as needed for the computation of the Lagrangian \((2.1)\) and the spectral weight \((2.6)\) are recovered as the eigenvalues of a \(2n \times 2n\)-matrix. Since \(P(y, x) = P(x, y)^*\), the Lagrangian \(\mathcal{L}_\kappa(x, y)\) in \((2.10)\) can be formulated in terms of \(P(x, y)\). Consequently, also the first variation of the Lagrangian can be expressed in terms of the first variation of this kernel. Being real-valued and real-linear in \(\delta P(x, y)\), it can be written as
\[
\delta \mathcal{L}_\kappa(x, y) = 2 \text{Re} \text{Tr}_{S_x} \left( Q(x, y) \delta P(x, y)^* \right)
\] \hspace{1cm} (2.21)

with a kernel \(Q(x, y)\) which is again symmetric (with respect to the spin inner product), i.e.
\[
Q(x, y) : S_y \to S_x \quad \text{and} \quad Q(x, y)^* = Q(y, x)
\]

(more details on this method and many computations can be found in \([11, \text{Sections 1.4 and 2.6 as well as Chapters 3-5}]\)). Expressing the variation of \(P(x, y)\) in terms of \(\delta \Psi\), the variations of the Lagrangian can be written as
\[
D_{1,u} \mathcal{L}_\kappa(x, y) = 2 \text{Re} \text{tr} \left( \delta \Psi(x)^* Q(x, y) \Psi(y) \right)
\]
\[
D_{2,u} \mathcal{L}_\kappa(x, y) = 2 \text{Re} \text{tr} \left( \Psi(x)^* Q(x, y) \delta \Psi(y) \right)
\]

(where \(\text{tr}\) denotes the trace of a finite-rank operator on \(\mathcal{H}\)). Likewise, the variation of \(\ell\) becomes
\[
D_u \ell(x) = 2 \text{Re} \int_M \text{tr} \left( \delta \Psi(x)^* Q(x, y) \Psi(y) \right) d\rho(y) .
\]

The weak EL equations \((2.16)\) imply that this expression must vanish for any \(u \in \Gamma^\rho_{\rho_0}\). Using that the variation can be arbitrary at every spacetime point (see \((2.19)\)), one may be tempted to conclude that
\[
\int_M Q(x, y) \Psi(y) \phi d\rho(y) = 0 \quad \text{for all} \quad x \in M \quad \text{and} \quad \phi \in \mathcal{H}^\iota .
\]

However, we must take into account that the local trace must be preserved in the variation \((2.11)\). This can be arranged by rescaling the operator \(x\) in the variation (for details see \([14, \text{Section 6.2}]\)) or, equivalently, by treating it with a Lagrange multiplier term (see \([11, \text{§1.4.1}]\)). We thus obtain the \textit{EL equation for the physical wave functions}
\[
\int_M Q(x, y) \Psi^\iota(y) d\rho(y) = r \Psi^\iota(x) \quad \text{for all} \quad x \in M ,
\] \hspace{1cm} (2.22)

where \(r \in \mathbb{R}\) is the Lagrange parameter of the trace constraint, and \(\Psi^\iota := \Psi|_{\mathcal{H}^\iota}\) denotes the restriction of the wave evaluation operator to the finite-dimensional subspace \(\mathcal{H}^\iota\).

We finally comment on the significance of the subspace \(\mathcal{H}^\iota \subset \mathcal{H}\). Choosing a finite-dimensional subspace is a technical simplification, made in agreement with the method of restricting attention to locally compact variations discussed in Section 2.3. The strategy is to choose \(\mathcal{H}^\iota\) so large that all relevant physical effects are captured. The general picture is that \(\mathcal{H}^\iota\) should contain all physical wave functions whose energies are much smaller than the Planck energy. If necessary, one could analyze the limit where the dimension \(f^\iota\) of \(\mathcal{H}^\iota\) tends to infinity. In what follows, we leave \(\mathcal{H}^\iota\) unspecified and merely assume it to be a finite-dimensional subspace of \(\mathcal{H}\).
2.6. Surface Layer Integrals for Jets. Surface layer integrals were first introduced in \cite{23} as double integrals of the general form
\begin{equation}
\int_{\Omega} \left( \int_{M \setminus \Omega} (\cdots) \mathcal{L}_\kappa(x, y) \, d\rho(y) \right) \, d\rho(x), \tag{2.23}
\end{equation}
where \((\cdots)\) stands for a suitable differential operator formed of jets. A surface layer integral generalizes the concept of a surface integral over \(\partial \Omega\) to the setting of causal fermion systems. The connection can be understood most easily in the case when \(\mathcal{L}_\kappa(x, y)\) vanishes unless \(x\) and \(y\) are close together. In this case, we only get a contribution to (2.23) if both \(x\) and \(y\) are close to the boundary of \(\Omega\). A more detailed explanation of the idea of a surface layer integral is given in [23, Section 2.3].

We now recall those surface layer integrals for jets which will be of relevance in this paper.

**Definition 2.3.** We define the following surface layer integrals,
\begin{align*}
\gamma^\Omega_\rho : \mathcal{J}_\rho \to \mathbb{R} & \quad \text{(conserved one-form)} \\
\gamma^\Omega_\rho (v) & = \int_{\Omega} d\rho(x) \int_{M \setminus \Omega} d\rho(y) \left( \nabla_{1,v} - \nabla_{2,v} \right) \mathcal{L}(x, y) \tag{2.24} \\
\sigma^\Omega_\rho : \mathcal{J}_\rho \times \mathcal{J}_\rho \to \mathbb{R} & \quad \text{(symplectic form)} \\
\sigma^\Omega_\rho (u, v) & = \int_{\Omega} d\rho(x) \int_{M \setminus \Omega} d\rho(y) \left( \nabla_{1,u} \nabla_{2,v} - \nabla_{2,u} \nabla_{1,v} \right) \mathcal{L}(x, y) \tag{2.25} \\
(\ldots)^\Omega_\rho : \mathcal{J}_\rho \times \mathcal{J}_\rho \to \mathbb{R} & \quad \text{(surface layer inner product)} \\
(u, v)^\Omega & = \int_{\Omega} d\rho(x) \int_{M \setminus \Omega} d\rho(y) \left( \nabla_{1,u} \nabla_{1,v} - \nabla_{2,u} \nabla_{2,v} \right) \mathcal{L}(x, y). \tag{2.26}
\end{align*}

Here \(\mathcal{J}_\rho\) denotes the jets in \(\mathcal{J}_{\rho,\text{vary}}\) with spatially compact support (for details see \cite{5, Section 5.3}), where \(\mathcal{J}_{\rho,\text{vary}}\) is a suitably chosen subspace of \(\mathcal{J}_{\rho,\text{test}}\) (for details see \cite{5, Section 3.2}).

2.7. The Linearized Field Equations and Bosonic Green’s Operators. In simple terms, the linearized field equations describe variations of the measure \(\rho\) which preserve the EL equations. More precisely, we consider variations where we multiply \(\rho\) by a non-negative function and take the push-forward with respect to a mapping from \(M\) to \(\mathcal{F}\). Thus we consider families of measures \((\tilde{\rho}_\tau)_{\tau \in (-\delta, \delta)}\) of the form
\begin{equation}
\tilde{\rho}_\tau = (F_\tau)_* (f_\tau \rho), \tag{2.27}
\end{equation}
where the \(f_\tau\) and \(F_\tau\) are smooth,
\begin{equation*}
f_\tau \in C^\infty (M, \mathbb{R}^+) \quad \text{and} \quad F_\tau \in C^\infty (M, \mathcal{F}),
\end{equation*}
depend smoothly on the parameter \(\tau\) and have the properties \(f_0(x) = 1\) and \(F_0(x) = x\) for all \(x \in M\) (moreover, the star denotes the push-forward measure, which is defined for a subset \(\Omega \subset \mathcal{F}\) by \(((F_\tau)_* \mu)(\Omega) = \mu(F_\tau^{-1}(\Omega))\); see for example \cite{1, Section 3.6}). We assume that the measures \((\tilde{\rho}_\tau)_{\tau \in (-\delta, \delta)}\) satisfy the EL equations (2.12) for all \(\tau\), i.e.
\begin{equation*}
\ell_\tau |_{M_\tau} = \inf_{\mathcal{F}} \ell_\tau = 0 \quad \text{with} \quad \ell_\tau (x) := \int_{\mathcal{F}} \mathcal{L}_\kappa(x, y) \, d\tilde{\rho}_\tau (y) - s.
\end{equation*}
Using the definition of the push-forward measure, we can rewrite the \( \tilde{\rho} \)-integral as a \( \rho \)-integral. Moreover, it is convenient to rewrite this equation as an equation on \( M \) and to multiply it by \( f_\tau(x) \). We thus obtain the equivalent equation

\[
\ell_\tau|_M \equiv \inf_{\tilde{\rho}} \ell_\tau = 0
\]

with

\[
\ell_\tau(x) := \int_M f_\tau(x) \mathcal{L}_\kappa(F_\tau(x), F_\tau(y)) f_\tau(y) d\tilde{\rho}(y) - f_\tau(x) s .
\]

In analogy to (2.16) we write the corresponding weak EL equations as

\[
\nabla u \ell_\tau|_M = 0 \text{ for all } u \in \mathcal{J}_\rho^\text{test}
\]

(2.28)

for all \( x \in M \) (for details see [14, Section 3.3]).

We denote the vector space of all solutions of the linearized field equations by \( \mathcal{J}_\rho^\text{lin} \).

In [5, Section 5] advanced and retarded Green’s operators are constructed as mappings

\[
S^\lor, S^\land : \mathcal{J}_0^* \to L^2_{sc}(M, d\rho) ,
\]

where \( J_0^* \) is a space of compactly supported jets, whereas \( L^2_{sc}(M, d\rho) \) are locally square-integrable jets with spatially compact support. They are inverses of the linearized field operator in the sense that \( \Delta S^\lor^*, S^\land = 1 \). The difference of these Green’s operators is the so-called causal fundamental solution \( G \); it maps to linearized solutions,

\[
G := S^\land - S^\lor : \mathcal{J}_0^* \rightarrow \mathcal{J}_{sc}^\text{lin} .
\]

(2.28)

It satisfies for all \( u, v \in \mathcal{J}_0^* \) the relation

\[
\sigma(Gu, Gv) = \langle u, Gv \rangle_{L^2(M)} .
\]

(2.29)

2.8. Minkowski-Type Spacetimes. Let \( (\mathcal{H}, \mathcal{F}, \rho) \) be a causal fermion system, which may be thought of as describing either the vacuum or the interacting physical system. We assume that \( \rho \) is a critical point of the causal action principle. Moreover, we assume that the corresponding spacetime \( M := \text{supp } \rho \) is diffeomorphic to a four-dimensional spacetime with trivial topology, i.e.

\[
M \simeq \mathcal{M} := \mathbb{R}^4 .
\]

Next, we assume that, using this identification, the measure \( \rho \) is absolutely continuous with respect to the Lebesgue measure with a smooth weight function, i.e.

\[
d\rho = h(x) d^4x \quad \text{with} \quad h \in C^\infty(\mathcal{M}, \mathbb{R}^+) .
\]

(2.30)

We also assume that \( h \) is bounded from above and below, i.e. there should be a constant \( C > 1 \) with

\[
\frac{1}{C} \leq h(x) \leq C \quad \text{for all } x \in \mathcal{M} .
\]
We also denote the coordinate $x^0$ as time function $T$,
\[
T : M \to \mathbb{R}, \quad (t, x) \mapsto t. \tag{2.31}
\]
For any $t \in \mathbb{R}$, we let $\Omega^t$ be the past of $t$,
\[
\Omega^t := \{ x \in M \mid T(x) \leq t \}.
\]

2.9. Inner Solutions, Arranging Jets without Scalar Components. We now briefly recall the definition of inner solutions as introduced in [18, Section 3].

**Definition 2.4.** An inner solution is a jet $v$ of the form
\[
v = (\text{div} v, v) \quad \text{with} \quad v \in \Gamma(M, TM),
\]
where the divergence is taken with respect to the measure in (2.30),
\[
\text{div} v := \frac{1}{h} \partial_j (h v^j).
\]
Under suitable regularity and decay assumptions, an inner solution solves the linearized field equations (for details see [18, Section 3.1]). We denote these inner solutions by $J_{\text{in}}^\rho$. In [18, Proposition 3.6] it is shown that inner solutions can be used for testing. With this in mind, we always assume that
\[
J_{\text{in}}^\rho \subset J_{\text{test}}^\rho.
\]
Inner solutions can be regarded as infinitesimal generators of transformations of $M$ which leave the measure $\rho$ unchanged. Therefore, inner solutions do not change the causal fermion system, but merely describe symmetry transformations of the measure. With this in mind, we can modify solutions of the linearized field equations by adding inner solutions. For conceptual clarity, it is preferable that the diffeomorphism generated by an inner solution does not change the global time function $T$ in (2.31). Therefore, we consider vector fields which are tangential to the hypersurfaces $N_t := T^{-1}(t)$. As shown in [27, Lemma 2.7], the divergence of such a vector field can be arranged to be any given function $a \in C^\infty(M, \mathbb{R})$. Thus, by adding the corresponding inner solutions we can achieve that all linearized solutions have no scalar components. Therefore, in what follows we may restrict attention to linearized solutions $v \in J_{\text{in}}^\rho$ with vanishing scalar component. We also write these jets as
\[
v = (0, v) \quad \text{with} \quad v \in \Gamma_{\text{lin}}^\rho.
\]
Likewise, the causal fundamental solution maps to linearized solutions without scalar components. Thus (2.28) is modified to
\[
G := S^\wedge - S^\vee : J_0^t \to \Gamma_{\text{lin}}^\rho.
\]

2.10. The Extended Hilbert Space and Fermionic Green’s Operators. The EL equation (2.22) is a linear equation describing the dynamics of the physical wave functions. In [19], this wave equation was extended to more general solutions which form the so-called extended Hilbert space $(\mathcal{H}_{\rho}^{\text{fl}}, \langle . | . \rangle_{\rho}^{\text{fl}})$. The dynamics in $\mathcal{H}_{\rho}^{\text{fl}}$ is described by the so-called dynamical wave equation
\[
Q_{\text{dyn}}^\psi = 0,
\]
where $Q_{\text{dyn}}^\psi$ is an integral operator with a symmetric integral kernel
\[
Q_{\text{dyn}}^\psi(x, y) : S_y \to S_x.
\]
The scalar product $\langle . | . \rangle^t_\rho$ at time $t$ has the form
\begin{equation}
\langle \psi | \phi \rangle^t_\rho = -2i \left( \int_{\tilde{\Omega}^t} \rho(x) \int_{\tilde{M} \setminus \tilde{\Omega}^t} \rho(y) - \int_{M \setminus \Omega^t} \rho(x) \int_{\Omega^t} \rho(y) \right) \times \langle \psi(x) | Q^{\text{dyn}}(x,y) \phi(y) \rangle_x .
\end{equation}

Moreover, the fermionic causal fundamental solution is introduced as the mapping
\begin{equation}
k := \frac{i}{2} (s^\vee - s^\wedge) : W^*_\text{fpc}(M, SM) \to \mathcal{H}_{\text{sc}}(M, SM),
\end{equation}
where $s^\vee$ and $s^\wedge$ are the advanced and retarded Green’s operators, respectively, which map from a space of wave functions $W^*_\text{fpc}(M, SM)$ supported in finite time strips to a space $\mathcal{H}_{\text{sc}}(M, SM)$ of spatially compact wave functions (for details see [19, Section 6]).

The following relation holds for all $\eta, \eta' \in W_0$,
\begin{equation}
\langle k\eta | k\eta' \rangle^t_\rho = \langle \eta | k\eta' \rangle ,
\end{equation}
where the last sesquilinear form is the Krein inner product (for details see [11, §1.1.5])
\begin{equation}
\langle \eta | \eta' \rangle := \int_M \langle \eta(x) | \eta'(x) \rangle_x \, d\rho(x).
\end{equation}

2.11. A Conserved Nonlinear Surface Layer Integral. In [18 Section 4] a nonlinear surface layer integral $\gamma^t(\rho, \tilde{\rho})$ was introduced which can be used for comparing the measure $\tilde{\rho}$ describing the interacting system with the vacuum measure $\rho$. As the starting point, we let $\rho$ and $\tilde{\rho}$ be two critical measures on $\mathcal{F}$, which describe the vacuum and the interacting system, respectively. Similar as in [2, 27] we assume that the interacting measure can be written as
\begin{equation}
\tilde{\rho} = F_*(f\rho)
\end{equation}
with smooth functions $f \in C^\infty(M, \mathbb{R}^+)$ and $F \in C^\infty(M, \mathcal{F})$. Moreover, we assume that the mapping $F$ is injective and closed, implying that
\[ \tilde{M} := \text{supp } \tilde{\rho} = F(M) , \]
and that the mapping $F : M \to \tilde{M}$ is invertible. We denote the inverse of this mapping by $\Phi : \tilde{M} \to M$. Choosing a foliation $(\tilde{N}_t)_{t \in \mathbb{R}}$ of $\tilde{M}$, we obtain a corresponding foliation $(N_t)_{t \in \mathbb{R}}$ of $M$ given by $\tilde{N}_t = F(N_t)$. Likewise, past sets $\Omega^t \subset M$ correspond to past sets $\tilde{\Omega}^t \subset \tilde{M}$. Then the nonlinear surface layer integral at time $t$ is defined by (see Figure 1 and more details in [18, Definition 4.1])
for a family of diffeomorphisms $\phi$ in both $t$ the transformation by measure $\nu$ by any compact set $\Omega$. In order to analyze when this is the case, we introduce a Proposition 2.6. We thus obtain the following result:

Exactly as explained in [18, Appendix A], the existence of a diffeomorphism $\Phi$ follows if and only if

Then (2.38) can be rewritten as

In order to ensure that the nonlinear surface layer integral is well-defined and finite, we need to make the following assumption.

**Definition 2.5.** The measures $\rho$ and $\tilde{\rho}$ are surface layer admissible if for all $t \in \mathbb{R}$, both integrals in (2.37) are finite,

We now recall the conservation law for the nonlinear surface layer integral. A conservation law holds if the above surface layer integral vanishes when $\Omega'$ is replaced by any compact set $\Omega$. In order to analyze when this is the case, we introduce a measure $\nu$ on $M$ and a measure $\tilde{\nu}$ on $\tilde{M} := F(M)$ (the so-called correlation measures) by

Then (2.38) can be rewritten as

Then (2.38) can be rewritten as

We thus obtain the following result:

**Proposition 2.6.** The surface layer integral (2.38) vanishes for every compact $\Omega \subset M$ if and only if

Exactly as explained in [18, Appendix A], the existence of a diffeomorphism $\Phi$ follows from a general result in [29].

Having fixed the foliations by

there remains the freedom to perform diffeomorphisms on each leaf $\tilde{N}_t$, i.e. to perform the transformation

for a family of diffeomorphisms $\phi_t$ on $N_t$, which for simplicity we assume to be smooth in both $t$ and $x$. By choosing these diffeomorphisms appropriately, one can change the
weight of the measure \( \rho \) arbitrarily (see [29] and the constructions in [18, Appendix A]). In this way, we can arrange that
\[
\tilde{\rho} = F_* \rho \quad \text{with} \quad F \in C^\infty(M, \mathcal{F}).
\] (2.41)

3. The Partition Function

As outlined in Section 2.11, the nonlinear surface layer integral \( \gamma^t(\tilde{\rho}, \rho) \) was defined in the setting of causal variational principles by (2.37). When working with causal fermion systems, however, there is the complication that the vacuum system and the interacting system are described by two causal fermion systems \((\mathcal{H}, \mathcal{F}, \rho)\) and \((\tilde{\mathcal{H}}, \tilde{\mathcal{F}}, \tilde{\rho})\) which are defined on two different Hilbert spaces \(\mathcal{H}\) and \(\tilde{\mathcal{H}}\). Therefore, in order to make sense of the nonlinear surface layer integral, we need to identify the Hilbert spaces \(\mathcal{H}\) and \(\tilde{\mathcal{H}}\) by a unitary transformation denoted by \(V\),
\[
V : \mathcal{H} \rightarrow \tilde{\mathcal{H}} \quad \text{unitary.}
\] (3.1)

Then operators in \(\tilde{\mathcal{F}}\) can be identified with operators in \(\mathcal{F}\) by the unitary transformation,
\[
\mathcal{F} = V^{-1} \tilde{\mathcal{F}} V. \quad \text{ (3.2)}
\]

An important point to keep in mind is that this identification is not canonical, but it leaves the freedom to transform the operator \(V\) according to
\[
V \rightarrow UV \quad \text{with} \quad U \in L(\mathcal{H}) \text{ unitary.} \quad \text{ (3.3)}
\]

For ease in notation, in what follows we always identify \(\mathcal{H}\) and \(\tilde{\mathcal{H}}\) via \(V\), making it possible to always work in the Hilbert space \(\mathcal{H}\). Then the non-uniqueness of the identification still shows up in the unitary transformation of the vacuum measure
\[
\rho \mapsto U\rho, \quad \text{ (3.4)}
\]
where \(U\rho\) is defined by
\[
(U\rho)(\Omega) := \rho(U^{-1} \Omega U) \quad \text{for} \quad \Omega \subset \mathcal{F}. \quad \text{ (3.5)}
\]

Our strategy for dealing with this arbitrariness is to “symmetrize” the nonlinear surface layer integral by integrating over the unitary transformations. In order to make the construction mathematically well-defined, we only integrate over a compact subgroup \(G\) of the (possibly infinite-dimensional) unitary group \(U(\mathcal{H})\). In the applications, this subgroup must be chosen sufficiently large. Moreover, in view of the physical applications in mind, it seems sensible to assume that the unitary transformations are of relevance only for the low-energy states, i.e. the wave functions describing particles and anti-particles. With this in mind, we restrict attention to the freedom to transform \(\rho\) with elements of a Lie subgroup \(\mathcal{G}\) of the unitary group on \(\mathcal{H}^f\),
\[
\mathcal{G} \subset U(\mathcal{H}^f), \quad \text{ (3.6)}
\]
(where \(\mathcal{H}^f\) is again the finite-dimensional subspace of \(\mathcal{H}\) introduced in Section 2.5). This freedom must be taken into account systematically in the subsequent constructions. We remark that, in what follows, we may always choose \(\mathcal{G} = U(\mathcal{H}^f)\). The only reason why in (3.6) we allow for \(\mathcal{G}\) to be a proper subgroup of the unitary group is that in this way, the setting harmonizes with that used in the construction of the entropy for causal fermion systems in [15].

When considering the nonlinear surface layer integral (2.37), we can treat the freedom (3.4) by integrating over \(U \in \mathcal{G}\). To this end, we again assume that the measure \(\tilde{\rho}\)
can be written in the form (2.36) with $f \in C^\infty(M, \mathbb{R}^+)$ and $F \in C^\infty(M, \mathcal{F})$. In analogy to (2.38), we define
\[
\gamma^t(\tilde{\rho}, \rho) = \int_{\Omega^t} d\rho(x) \int_{M \setminus \Omega^t} d\rho(y) \left( f(x) \mathcal{L}(F(x), \mathbb{U}_y \mathbb{U}^{-1}) - \mathcal{L}(\mathbb{U}_x \mathbb{U}^{-1}, F(y)) f(y) \right). \tag{3.7}
\]
In order to ensure that the integrals are well-defined and finite, we adapt Definition 2.5 as follows.

**Definition 3.1.** The measures $\rho$ and $\tilde{\rho}$ are surface layer admissible if for all $t \in \mathbb{R}$ and for all $\mathbb{U} \in \mathcal{G}$, both terms in (3.7) are finite, i.e.
\[
\int_{\Omega^t} d\rho(x) \int_{M \setminus \Omega^t} d\rho(y) \, f(x) \mathcal{L}(F(x), \mathbb{U}_y \mathbb{U}^{-1}) < \infty \quad \text{and} \quad \int_{\Omega^t} d\rho(x) \int_{M \setminus \Omega^t} d\rho(y) \, \mathcal{L}(\mathbb{U}_x \mathbb{U}^{-1}, F(y)) f(y) < \infty.
\]

**Definition 3.2.** The symmetrized nonlinear surface layer integral is defined by
\[
\gamma^t_G(\tilde{\rho}, \rho) = \int_{\mathcal{G}} \gamma^t(\tilde{\rho}, \rho \mathbb{U}) \, d\mu_G(\mathbb{U}),
\]
where $d\mu_G$ denotes the normalized Haar measure on $\mathcal{G}$, and $\mathbb{U}_\rho$ is the unitarily transformed measure (3.5).

Writing the symmetrized nonlinear surface layer integral as
\[
\gamma^t_G(\tilde{\rho}, \rho) = \gamma^t(\tilde{\rho}, \rho_{\text{symm}}),
\]
where $\rho_{\text{symm}}$ is the symmetrized measure defined in analogy to (3.5) by
\[
\rho_{\text{symm}}(\Omega) = \int_{\mathcal{G}} \rho(\mathbb{U}^{-1} \Omega \mathbb{U}) \, d\mu_G(\mathbb{U}),
\]
we can again apply Proposition 2.39 with $\nu$ replaced by its symmetrization $\nu_{\text{symm}}$. The existence of a diffeomorphism $\Phi$ again follows from the general result in [29] (for details see again [18, Appendix A]). In what follows, we always identify $M$ and $\tilde{M}$ via this diffeomorphism. Then (2.39) can be written as
\[
\left( \int_{M} \mathcal{L}(\mathbb{U}_x \mathbb{U}^{-1}, y) \, d\tilde{\rho}(y) \right) d\rho(x) = \left( \int_{\mathcal{G}} d\mu_G(\mathbb{U}) \int_{M} d\rho(y) \, \mathcal{L}(x, \mathbb{U}_y \mathbb{U}^{-1}) \right) d\tilde{\rho}(x).
\]

As noted in [18], the Fock norm is to be identified with the exponential of $\gamma^t(\rho, \tilde{\rho})$. In order to extend this connection to the fermionic Fock space, it is important to integrate over $\mathcal{G}$ after exponentiating. This motivates the following definition.

**Definition 3.3.** The partition function is defined by
\[
Z^t(\beta, \tilde{\rho}) = \int_{\mathcal{G}} \exp \left( \beta \gamma^t(\tilde{\rho}, \rho \mathbb{U}) \right) \, d\mu_G(\mathbb{U})
\]
with the unitarily transformed measure $\mathbb{U}_\rho$ as in (3.5).

We point out that $Z^t$ will in general not be conserved. Moreover, $Z^t$ as well as the nonlinear surface layer integral depend crucially on the choice of the foliations (2.40).

We take the view that in the vacuum spacetime $M$, the foliation $(\mathcal{N}_t)_{t \in \mathbb{R}}$ is given canonically by the time function of an observer in an inertial frame in Minkowski
space. The choice of the foliation \((\tilde{N}_t)_{t \in \mathbb{R}}\) of the interacting spacetime, however, is less obvious. As worked out in [15], this foliation can be obtained by a variational principle in which \(Z^t\) is minimized under variations of \(\tilde{N}_t\) keeping \(\gamma^t\) fixed. This minimization process is also shown in [15] to give a connection to a notion of entropy and clarifies the significance of the parameter \(\beta\) and of the freedom in choosing the group \(\mathbb{G}\).

4. Interacting Quantum Fields in a Surface Layer

The goal of this section is to describe the interacting measure \(\tilde{\rho}\) at time \(t\) by an interacting state \(\omega^t\) acting on the algebra of fields in the vacuum spacetime. In preparation, we first introduce the field operators in the vacuum. In order to relate the objects of the vacuum to the interacting spacetime, we consider the partition function (see Definition 3.3) with suitable insertions (see Definition 4.1).

4.1. Field Operators in the Vacuum.

We now introduce creation and annihilation operators in the spacetime \(M\) describing the vacuum (the connection to the algebra of observables and Møller operators will be explained in Section 4.7). For the bosonic fields, this involves the choice of a complex structure. In the setting of causal fermion systems, a canonical complex structure \(J\) is induced on \(\Gamma_{\rho,\text{sc}}\) by the surface layer integrals \((\ldots)_t^\rho\) and \(\sigma_t^\rho\) (see (2.26) and (2.25) for \(\Omega^t_\rho\); for ease in notation we shall use the time parameter as upper index). The construction, which is carried out in detail in [18, Section 6.3], is summarized as follows. We assume that the surface layer integral \((\ldots)_t^\rho\) defines a scalar product on \(\Gamma_{\rho,\text{sc}}\). Dividing out the null space and forming the completion, we obtain a real Hilbert space denoted by \((\mathfrak{h}_R, (\ldots)_t^\rho)\). For the construction of \(J\), one assumes that \(\sigma_t^\rho\) is bounded relative to the scalar product \((\ldots)_t^\rho\).

Then we can represent \(\sigma_t^\rho\) as
\[
\sigma_t^\rho(u, v) = (u, TJv)_t^\rho,
\]
where \(T\) is a uniquely determined bounded operator on the Hilbert space \(\mathfrak{h}_R\). Assuming that \(T\) is invertible, we set
\[
J := -(-T^2)^{-\frac{1}{2}}JT.
\]

Next, we complexify the Hilbert space \(\mathfrak{h}_R\) and denote its complexification by \(\mathfrak{h}_C\). On this complexification, the operator \(J\) has eigenvalues \(i\) and \(-i\). The corresponding eigenspaces are referred to as the holomorphic and anti-holomorphic subspaces, respectively. We write the decomposition into holomorphic and anti-holomorphic components as
\[
v = v_{\text{hol}} + v_{\text{ah}}.
\]
We also complexify the symplectic form to a sesquilinear form on \(\mathfrak{h}_C\) (i.e. anti-linear in its first and linear in its second argument). On the holomorphic jets we introduce a scalar product \((\ldots)^\rho_{\text{hol}}\) by
\[
(\ldots)^\rho_{\text{hol}} := \sigma_t^\rho(\ldots, J\ldots) : \Gamma_{\rho,\text{hol}} \times \Gamma_{\rho,\text{hol}} \to \mathbb{C}.
\]
Taking the completion gives a Hilbert space, which we denote by \((\mathfrak{h}, (\ldots)^\rho_{\text{hol}})\). This scalar product has the useful property that
\[
\text{Im}(u|v)^\rho = \text{Im} \sigma_t^\rho(u, Jv) = \text{Re} \sigma_t^\rho(u, v).
\]

The bosonic creation and annihilation operators are denoted by
\[
a_t^\dagger(z) \quad \text{and} \quad a_t(z) \quad \text{with} \quad z \in \mathfrak{h}.
(the overline in $a(\overline{z})$ simply clarifies that this operator is anti-linear). They satisfy the canonical commutation relations
\[
[a(\overline{z}), a^\dagger(z')] = (z|z')_\rho^t , \tag{4.2}
\]
and all other operators commute,
\[
[a(\overline{z}), a(\overline{z}')] = 0 = [a^\dagger(z), a^\dagger(z')] .
\]

The fermionic creation and annihilation operators are denoted by 
\[
\Psi^\dagger(\phi) \quad \text{and} \quad \Psi(\overline{\phi}) \quad \text{for} \quad \phi \in \mathcal{H}^t_{\rho,sc}.
\]
They satisfy the canonical anti-commutation relations
\[
\{\Psi(\overline{\phi}), \Psi^\dagger(\phi')\} = \langle \phi|\phi' \rangle^t_\rho , \tag{4.3}
\]
and all other operators anti-commute,
\[
\{\Psi(\overline{\phi}), \Psi(\overline{\phi}')\} = 0 = \{\Psi^\dagger(\phi), \Psi^\dagger(\phi')\}.
\]

4.2. Bosonic Variations of the Nonlinear Surface Layer Integral. Our next construction step is to associate the above creation and annihilation operators to surface layer integrals. Using these surface layer integrals as insertions in the partition function, we shall obtain the $n$-point functions defining our quantum state (see Section 4.4). We begin with the bosonic insertions (the fermionic insertions will be constructed in the next Section 4.3). In this case, we simply use the complexified jets $z \in \mathfrak{h}$ of the vacuum spacetime (as introduced in Section 4.1) in order to vary the measure $\rho$. As the insertions we take the corresponding first variations of the surface layer integral $\gamma^t(\tilde{\rho}, \Upsilon_\rho)$ for fixed $\Upsilon$,
\[
D_z \gamma^t(\tilde{\rho}, \Upsilon_\rho) \quad \text{and} \quad D_{\overline{z}} \gamma^t(\tilde{\rho}, \Upsilon_\rho) . \tag{4.4}
\]
For multi-particle measurements, we take products of such variations, i.e. expressions of the form
\[
D_{z_1} \gamma^t(\tilde{\rho}, \Upsilon_\rho) \cdots D_{z_p} \gamma^t(\tilde{\rho}, \Upsilon_\rho) D_{\overline{z}_1} \gamma^t(\tilde{\rho}, \Upsilon_\rho) \cdots D_{\overline{z}_q} \gamma^t(\tilde{\rho}, \Upsilon_\rho) .
\]
One can think of these variations as describing measurements by fictitious observers who have chosen the identification of the Hilbert spaces $\mathcal{H}$ and $\tilde{\mathcal{H}}$ corresponding to $\Upsilon$.

4.3. Construction of the Fermionic Insertions. For the fermionic insertions, given the unitary transformation $\Upsilon$ at time $t$, we want to perform a “measurement” in $\mathcal{H}^t_{\rho}$ which gives us the probability that a state described by a physical wave function $\tilde{\psi}$ in the spacetime with interaction is occupied. This makes it necessary to relate the wave functions in the interacting spacetime to those in the vacuum. To this end, we again want to consider variations of the nonlinear surface layer integral. In preparation, we need to introduce fermionic jet spaces. To this end, we can make use of the fact that jets can be described by first variations of the wave evaluation operator. Indeed, varying the formula
\[
F(x) = -\Psi(x)^* \Psi(x) ,
\]
a vector field $v \in T_x\mathcal{F}$ can be written as
\[
v(x) = -\delta \Psi(x)^* \Psi(x) - \Psi(x)^* \delta \Psi(x) . \tag{4.5}
\]
A wave function \( \psi \in \mathcal{H}_{f,t}^\rho \) by itself does not give rise to a variation of \( \Psi \). As additional input we need a vector \( u \in \mathcal{H}^f \), making it possible to vary the wave evaluation operator by

\[
\delta \Psi(x) v := \psi(x) \langle u | x \rangle_{\mathcal{G}_x}.
\]

The corresponding jet (4.5) takes the form

\[
v(x) = -|u|_{\mathcal{G}_x} \psi(x) \langle \Psi(x) \rangle_x - \psi(x)^* \langle \psi(x) \psi(x) \rangle_x \langle u | \rangle.
\]

Taking linear combinations of these jets gives the vector space of fermionic jets denoted by \( \Gamma_{\rho}^f \). On the fermionic jets one has a natural complex structure inherited from the complex structure of \( \mathcal{H}_{f,t}^\rho \) given by

\[
J \psi(x) = i |u|_{\mathcal{G}_x} \psi(x) \langle \Psi(x) \rangle_x - i \psi(x)^* \langle \psi(x) \rangle_x \langle u | \rangle.
\]

As a consequence, the corresponding holomorphic and anti-holomorphic components are given by

\[
\begin{align*}
v^{\text{hol}}(x) &= -\psi(x)^* \langle \psi(x) \rangle_x \langle u | \rangle, \\
v^{\text{ah}}(x) &= -|u|_{\mathcal{G}_x} \psi(x) \langle \Psi(x) \rangle_x.
\end{align*}
\]

We shall always work with this complex structure. For ease in notation, we denote these jets by

\[
\begin{align*}
v^{\text{hol}} = -\psi \langle u | \rangle \quad \text{and} \quad v^{\text{ah}} = -|u| \overline{\psi} \quad \text{with} \quad \psi \in \mathcal{H}_{f,t}^\rho, \ u \in \mathcal{H}^f.
\end{align*}
\]

Similar to (4.4), we can now consider first variations of the nonlinear surface layer integral,

\[
D_{\psi \langle u |} \gamma(\hat{\rho}, \mathcal{U}\rho) \quad \text{and} \quad D_{|u} \overline{\gamma}(\hat{\rho}, \mathcal{U}\rho)
\]

(4.8) (note that here we again vary the vacuum measure). In order to remove the dependence on the vector \( u \in \mathcal{H} \), we choose an orthonormal basis \( (e_\ell) \) of \( \mathcal{H}^f \) and sum over a bra/ket combination. This gives rise to the sesquilinear form

\[
b : \mathcal{H}_{f,t}^\rho \times \mathcal{H}_{f,t}^\rho \to \mathbb{C}, \quad b(\psi, \phi) := \sum_\ell D_{|e_\ell} \overline{\gamma}(\hat{\rho}, \mathcal{U}\rho) D_{\langle e_\ell |} \gamma(\hat{\rho}, \mathcal{U}\rho).
\]

(4.9) Obviously, this sesquilinear form is positive semi-definite and has finite rank bounded by \( f^t \). Therefore, we can represent it with relative to the scalar product \( \langle |, \rangle_{\rho} \) on the extended Hilbert space,

\[
b(\psi, \phi) = \langle \psi | B \phi \rangle_{\rho}
\]

for all \( \psi, \phi \in \mathcal{H}_{f,t}^\rho \),

(4.10) where the operator \( B \in \mathcal{L}(\mathcal{H}_{f,t}^\rho) \) is positive semi-definite and has rank at most \( f^t \). We denote the orthogonal projection onto its image by

\[
\pi_{f,t} : \mathcal{H}_{f,t}^\rho \to B(\mathcal{H}_{f,t}^\rho) \subset \mathcal{H}_{f,t}^\rho.
\]

(4.11) We next consider a subspace \( I \subset \mathcal{H}_{f,t}^\rho \) of dimension \( p \). Diagonalizing the operator \( \pi_{f,t} \) on this subspace, we obtain an orthonormal basis \( \psi_1, \ldots, \psi_p \) of \( I \) with

\[
\langle \psi_i | \pi_{f,t} | \psi_j \rangle_{\rho} = \delta_{ij} \delta_{ij}.
\]

(4.12) We can interpret the vectors \( \psi_1, \ldots, \psi_p \) as the wave functions detected in simultaneous one-particle measurements with corresponding probabilities \( \nu_1, \ldots, \nu_p \). Hence the product \( \nu_1 \cdot \ldots \cdot \nu_p \) can be interpreted as the probability of the \( p \)-particle measurement. Clearly, this product of eigenvalues coincides with the determinant of \( \pi_{f,t} \) on \( I \),

\[
\nu_1 \cdot \ldots \cdot \nu_p = \det (\pi_{f,t} | I)_{ij}.
\]
where $\pi_I : \mathcal{H}_\rho \rightarrow I \subset \mathcal{H}_\rho$ is the orthogonal projection. This determinant can also be expressed directly in terms of the sesquilinear form $\langle \cdot | \pi^{f,t} \cdot \rangle_{\rho,\tilde{t}}^{f,t}$ by working with totally anti-symmetrized wave functions,

$$\nu_1 \cdots \nu_p = \frac{1}{p!} \sum_{\sigma,\sigma' \in S_p} (-1)^{\text{sign}(\sigma) + \text{sign}(\sigma')} \langle \psi_{\sigma(1)}^{f,t} | \pi^{f,t} \psi_{\sigma'(1)}^{f,t} \rangle_{\rho,\tilde{t}}^{f,t} \cdots \langle \psi_{\sigma(p-1)}^{f,t} | \pi^{f,t} \psi_{\sigma'(p-1)}^{f,t} \rangle_{\rho,\tilde{t}}^{f,t} \langle \psi_{\sigma(p)}^{f,t} | \pi^{f,t} \psi_{\sigma'(p)}^{f,t} \rangle_{\rho,\tilde{t}}^{f,t},$$

where $S_p$ is the symmetric group.

4.4. The State Induced by the Causal Fermion System at Fixed Time. We denote the unital $\ast$-algebra generated by the field operators of Section 4.1 by $\mathcal{A}$. A state $\omega$ is a linear mapping from the algebra which is positive, i.e.

$$\omega : \mathcal{A} \rightarrow \mathbb{C} \quad \text{with} \quad \omega(A^*A) \geq 0 \quad \text{for all} \quad A \in \mathcal{A}.$$

In this section we will prove the main result of this paper, which states that the interacting measure $\tilde{\rho}$ gives rise to a distinguished state at time $t$ (see Definition 4.1 and Theorem 4.2).

Before entering the constructions, we recall the main assumptions entering our result. First, we assume that the vacuum spacetime is of Minkowski type (see Section 2.5). Second, the linearized solutions in the vacuum should be well-behaved in the sense that the surface layer inner product $(\cdot,\cdot)_{\rho}^{f}$ is positive definite, that the symplectic form is non-degenerate, and that these bilinear forms can be related to each other by a bounded operator $\mathcal{J}$ (see the beginning of Section 4.1). All these assumptions have been verified explicitly in examples (for details see [13]).

Next, we assume that the interacting measure can be written as the push-forward of the vacuum measure (2.36). A further simplifying assumption is to restrict attention to locally compact variations (see Section 2.3). For the fermionic variations, this amounts to varying the physical wave functions only in a finite-dimensional subspace $\mathcal{H}_f \subset \mathcal{H}$ (see (2.18)). Likewise, for the identifications of the Hilbert spaces we work with a finite-dimensional Lie subgroup $\mathcal{G}$ of the unitary group (see (3.6)). Finally, we assume that the nonlinear surface layer integral which compares the measures $\rho$ and $\tilde{\rho}$ is finite for all $U \in \mathcal{G}$ (see Definition 3.1). These assumptions are technical simplifications which should eventually be relaxed. Doing so would be an important objective, making it necessary to use infinite-dimensional analysis as partly explored in [26]. Moreover, one would have to deal with the non-compactness of the unitary group. Pursuing this program seems worthwhile but challenging.

We now enter our construction. Using linearity and the canonical commutation and anti-commutation relations (4.2) and (4.3), the state is determined by defining how it acts on a product of operators where all creation operators are on the left and all annihilation operators are on the right. We define this expectation value by inserting the variations of the nonlinear surface layer integral in Section 4.2 as well as the fermionic expectation values constructed in Section 4.3 into the integrand of the partition function (see Definition 3.3).

For notational clarity, we refer to a linear functional $\omega^f$ on the field algebra $\mathcal{A}$ as a pre-state, i.e.

$$\omega^f : \mathcal{A} \rightarrow \mathbb{C} \quad \text{complex linear}.$$  

(4.13)

The pre-state is a state if it is positive in the sense that

$$\omega^f(A^*A) \geq 0 \quad \text{for all} \quad t \in \mathbb{R} \quad \text{and} \quad A \in \mathcal{A}.$$  

(4.14)

We first define a pre-state and prove positivity afterward.
Definition 4.1. The pre-state $\omega^t$ at time $t$ is defined by
\[
\omega^t \left( a^\dagger(z_1') \cdots a^\dagger(z_p') \Psi^\dagger(\phi_1') \cdots \Psi^\dagger(\phi_r') a(z_1) \cdots a(z_q) \Psi(\phi_1) \cdots \Psi(\phi_r) \right) \\
:= \frac{1}{Z^t(\beta, \rho)} \delta_{\sigma', \sigma} \frac{1}{r!} \sum_{\sigma, \sigma' \in S_r} (-1)^{\text{sign}(\sigma) + \text{sign}(\sigma')}
\times \int_\mathbb{G} e^{\gamma(\tilde{\rho}, \mu(\rho))} \langle \phi_{\sigma(1)} | \pi^{f,t} \phi_{\sigma(1)}' \rangle_\rho \cdots \langle \phi_{\sigma(r)} | \pi^{f,t} \phi_{\sigma(r)}' \rangle_\rho
\times D_{z_1} \gamma(\tilde{\rho}, \mu(\rho)) \cdots D_{z_r} \gamma(\tilde{\rho}, \mu(\rho)) d\mu(\mu). \]

We point out that this pre-state vanishes unless there are as many fermionic creation as annihilation operators. This means that our pre-state is an eigenstate of the fermionic particle number operator (where, as usual, we count anti-particles with a minus sign).

We next prove positivity.

Theorem 4.2. The pre-state $\omega^t$ is a state.

Proof. Our task is to prove the inequality \mid \omega^t A^* A \mid. A general element $A \in \mathcal{A}$ of the field algebra can be written as a finite linear combination of operator products of the form
\[
A = \sum_{p,p',q,q'} \sum_k c(p,p',q,q',k) a^\dagger(z_{\alpha,1}') \cdots a^\dagger(z_{\alpha,p}') a(z_{\alpha,1}) \cdots a(z_{\alpha,q})
\times \Psi^\dagger(\phi_{\alpha,1}') \cdots \Psi^\dagger(\phi_{\alpha,q}') \Psi(\phi_{\alpha,1}) \cdots \Psi(\phi_{\alpha,q}),
\]
where $\alpha := (p,p',q,q',k)$ is a multi-index. We form the product $A^* A$ and multiply out.

Let us first treat the fermionic field operators. We get a nonzero contribution to the expectation value only if there are as many creation as annihilation operators. Moreover, we obtain pairings between a creation and an annihilation operator according to
\[
\Psi^\dagger(\phi) \Psi(\psi) \text{ gives } \langle \psi | \pi^{f,t} \phi \rangle_\rho \text{ and } \Psi(\psi) \Psi^\dagger(\phi) \text{ gives } \langle \psi | (1 - \pi^{f,t}) \phi \rangle_\rho. \tag{4.15}
\]
There are pairings between operators within $A$ and within $A^*$. For those pairings, we simply replace the operator products by the corresponding expectation values. Then it remains to consider pairings in which one field operator in $A$ is combined with one field operator in $A^*$.

Next, in order to treat the bosonic field operators, we use the commutation relations such as to bring all the creation operators to the left and all the annihilation operators to the right. This gives rise to pairings according to
\[
a(z') a^\dagger(z') \text{ gives } (z' | z')_\rho,
\]
where always one annihilation operator $A^*$ is combined with one creation operator in $A$. After having performed all these commutations, we end up with a product of bosonic field operators of the form as in Definition 4.1 where each creation and annihilation operator gives rise to an insertion $D_{z_1} \gamma^t$ and $D_{z_1} \gamma^t$, respectively.

After these transformations, the expectation value can be written as follows,
\[
\omega^t(A^* A) = \int_\mathbb{G} d\mu(\mu) \sum_{p,q,r=0} \infty \left[ T_{k_1 \cdots k_r}^{m_1 \cdots m_q}(\mu) T_{n_1 \cdots n_r}^{m_1 \cdots m_q}(\mu) (z_1 | z_{n_1})_\rho \cdots (z_k | z_{n_r})_\rho \right.
\times \langle \psi_{k_1} | \pi^{f,t} \psi_{k_1} \rangle_\rho \cdots \langle \psi_{k_p} | \pi^{f,t} \psi_{k_p} \rangle_\rho \langle \psi_{j_1} | (1 - \pi^{f,t}) \psi_{j_1} \rangle_\rho \cdots \langle \psi_{j_q} | (1 - \pi^{f,t}) \psi_{j_q} \rangle_\rho.
\]
where the functions $T_{k_1\ldots k_r}^{i_1\ldots i_p, j_1\ldots j_q}$ are symmetric in the lower “bosonic” indices and totally anti-symmetric in the upper “fermionic” indices $i_1,\ldots,i_p$ and $j_1,\ldots,j_q$. The integrand is non-negative because all the involved inner products are positive semi-definite. This concludes the proof. □

4.5. Constructing Representations of the Field Algebra.

4.5.1. The GNS Representation. The state $\omega^t$ can be represented abstractly using the GNS construction, as we now briefly recall (for details see for example [2, Section 1.6] or [31, Section 5.1.3]). On the unital $*$-algebra $A$ we introduce the sesquilinear form

$$\langle A|A' \rangle := \omega^t(A^*A') : A \times A \to \mathbb{C}.$$ 

Using the positivity of the state $\omega^t$ (see Theorem 4.2), this sesquilinear form is positive semi-definite. Dividing out the null space and forming the completion, we obtain a Hilbert space $(\mathcal{F}, \langle \cdot,\cdot \rangle_{\mathcal{F}})$. Since the multiplication in the algebra gives a representation of $A$ on itself, we also obtain a canonical representation of $A$ on $\mathcal{F}$. Moreover, by definition, the vector $\Phi$ representing the identity in $A$ has the property that

$$\langle \Phi | A \Phi \rangle = \omega^t(1^*A 1) = \omega^t(A).$$

Thus in the above representation, the state is realized as the expectation value of $\Phi$. This is the abstract GNS representation.

We point out that, unless the state is quasi-free, the GNS representation need not be a Fock representation. In order to remedy the situation, we now proceed by constructing a Fock representation on the free Fock space.

4.5.2. Representation on the Free Fock Space. We now explain how the state $\omega^t$ can be represented on the Fock space of the free field theory.

In preparation, we build up the Fock space for the vacuum measure $\rho$. In order to get the connection to the usual vacuum state used in Dirac theory, we need to implement the fermionic frequency splitting and the Dirac sea picture. To this end, we introduce the orthogonal projections

$$\pi_- : \mathcal{H}_{\rho}^{f,t} \to \mathcal{H}_\rho^{f} \subset \mathcal{H}_{\rho}^{f,t} \quad \text{and} \quad \pi_+ = (1 - \pi_+) : \mathcal{H}_{\rho}^{f,t} \to (\mathcal{H}_\rho^{f})^\perp$$

and set

$$\Psi^\dagger_\pm(\psi) := \Psi^\dagger(\pi_\pm \psi) \quad \text{and} \quad \Psi_\pm(\psi) := \Psi(\pi_\pm \psi).$$

Obviously, these operators satisfy the anti-commutation relations

$$\{\Psi_s(\phi), \Psi_{s'}^\dagger(\phi')\}_\rho = \langle \phi | \pi_{s,s'} \phi' \rangle_{\rho}$$

(and all other fermionic operators anti-commute). Moreover,

$$\Psi^\dagger = \Psi^\dagger_+ + \Psi^\dagger_- \quad \text{and} \quad \Psi = \Psi_+ + \Psi_-.$$

The subscript $\pm$ can be understood as a generalization of the usual splitting of the solution space into solutions of positive and negative frequencies, respectively.

We introduce the vacuum $|0\rangle \in \mathcal{F}$ as the vector with the property

$$0 = a(\varnothing) |0\rangle = \Psi^\dagger_+(\psi) |0\rangle = \Psi^\dagger_-(\psi) |0\rangle \quad \text{for all } \varnothing \in \mathfrak{h} \text{ and } \psi \in \mathcal{H}_{\rho}^{f,t}. \quad (4.17)$$

We now consider the vector space generated by $A|0\rangle$ with $A \in \mathcal{A}$. The scalar product between such vectors is determined by (4.17), the commutation relations (4.12) and the anti-commutation relations (4.16). Taking the completion gives the Fock space $(\mathcal{F}, \langle \cdot,\cdot \rangle_{\mathcal{F}})$.\n
Before going on, we make a few explanatory remarks. In view of (4.17), the Fock space is built up by acting on the vacuum state by the operators
\[
a^\dagger(z), \quad \Psi^\dagger_+(\psi) \quad \text{and} \quad \Psi^\dagger_-(\psi).
\]
(4.18)
These operators can be viewed as generating the Fock space by creating particles and anti-particles. The annihilation operator \(\Psi^-\) of the vectors in \(\mathcal{H}^f\) is to be interpreted as the operator creating a hole in the Dirac sea. By renaming the creation and annihilation operators according to \(\Psi^- \leftrightarrow \Psi^\dagger_-\), one gets the usual notation in quantum field theory (in order to avoid confusion, we shall not adopt this convention here). Since all the bosonic field operators commute with all the fermionic field operators, the Fock space is a tensor product of the subspaces generated by the bosonic and fermionic operators,
\[
\mathcal{F}: = \mathcal{F}^b \otimes \mathcal{F}^f.
\]
The vectors in the bosonic subspace \(\mathcal{F}^b\) can be identified with the symmetric tensor product of \(\mathfrak{h}\), i.e.
\[
\mathcal{F}^b = \bigoplus_{n=0}^\infty \mathcal{F}^{b,n} \quad \text{and} \quad \mathcal{F}^{b,n}: = (\mathfrak{h}^n)_s,
\]
where the index \(s\) stands for the total symmetrization, i.e.
\[
\left(\psi_1 \otimes \cdots \otimes \psi_n\right)_s : = \frac{1}{n!} \sum_{\sigma \in S_n} \psi_{\sigma(1)} \otimes \cdots \otimes \psi_{\sigma(n)}.
\]
More details on this way of constructing the bosonic Fock space can be found in \[18, \text{Section 7.1}\]. The vectors of the fermionic subspace \(\mathcal{F}^f\), on the other hand, are products of totally antisymmetric wave functions describing the particles and the anti-particles, i.e. vectors of the form
\[
\left(\psi_1 \wedge \cdots \wedge \psi_p\right) \wedge \left(\phi_1 \wedge \cdots \wedge \phi_q\right)
\]
with \(\psi_i \in (\mathcal{H}^f)^\perp\) and \(\phi_i \in \mathcal{H}^f\), endowed with the scalar product induced by \(\langle . . . |\rangle^f\).

Our task is to construct an operator \(\sigma^t\) on \(\mathcal{F}\) with the property that
\[
\omega^t(A) = \text{tr}_{\mathcal{F}}(\sigma^t A) \quad \text{for all } A \in \mathcal{A}.
\]
(4.19)
Bringing all the operators in (4.18) to the left with the commutation and anti-commutation relations, it clearly suffices to satisfy the condition (4.19) for all operators \(A\) of the form
\[
A = a^\dagger(z_1) \cdots a^\dagger(z_r) \Psi^\dagger_+(\psi^+_1) \cdots \Psi^\dagger_+(\psi^+_{r,p_+}) \Psi^\dagger_-(\psi^-_{-p_+}) \cdots \Psi^\dagger_-(\psi^-_{-q_-})
\times a(z_1^\prime) \cdots a(z_r^\prime) \Psi^\dagger_-(\psi^-_{1}) \cdots \Psi^\dagger_-(\psi^-_{1, q_+}) \Psi^\dagger_+(\psi^+_{1, q_+}) \cdots \Psi^\dagger_+(\psi^+_{1, q_+}).
\]
(4.20)
Regarding \(A\) as describing a measurement, the parameters \(r, r', q_\pm\) and \(p_\pm\) tell us how many particles and anti-particles are involved in the process. In order to clarify issues of convergence, we first consider the case that the process involves only a finite number of particles and anti-particles.

**Definition 4.3.** The state \(\omega^t\) involves a finite number of particles and anti-particles if there is \(N \in \mathbb{N}\) such that \(\omega^t(A) = 0\) for all \(A\) of the form (4.20) whenever one of the parameters \(r, r', p_\pm\) or \(q_\pm\) exceeds \(N\).

**Theorem 4.4.** Assume that the states \(\omega^t\) involves a finite number of particles or anti-particles. Then there is a density operator \(\sigma^t\) on \(\mathcal{F}\) such that (4.19) holds.
Proof. We first explain the idea for a purely bosonic state. The fermions will be treated below with similar methods. Thus, disregarding the fermions, the operator $A$ in (4.20) simplifies to
\[ A = a^\dagger(z'_1) \cdots a^\dagger(z'_{\ell}) a(z_1) \cdots a(z_R) . \] (4.21)
The assumption that $\sigma^t$ involves a finite number of particles and anti-particles means that for some $R > r$,
\[ \omega^t(A) = 0 \quad \text{if } r > R . \]
We refer to $r$ as the number of particles involved in the measurement and to $R$ as the maximal number of such particles. Our goal is to show that there is a linear operator $\sigma^t$ which involves at most $R$ particles and represents $\omega^t$ for measurements involving $R$ particles, i.e.
\[ \omega^t(A) - \tr_F(\sigma^t A) = 0 \quad \text{if } r > R - 1 . \] (4.22)
Once this has been achieved, we can proceed inductively for decreasing values of $R$ until $R = 0$. Adding the operators $\sigma^t$ of the finite number of induction steps gives the desired operator $\sigma^t$ satisfying (4.19) for all $A$ of the form (4.21).

In order to construct an operator $\sigma^t$ which satisfies (4.22), we first choose an orthonormal basis $(z_i)$ of $\mathfrak{h}$. Then the operators
\[ A_{i_1 \cdots i_r}^{j_1 \cdots j_R} := a^\dagger(z_{i_1}) \cdots a^\dagger(z_{i_r}) a(z_{j_1}) \cdots a(z_{j_R}) \]
with indices $i_1 \leq i_2 \leq \cdots \leq i_r$ and $j_1 \leq j_2 \leq \cdots \leq j_R$ form a basis of the operators (4.21) with $R = r$. Setting
\[ \sigma^t = \sum_{r'} \omega^t(A_{i_1 \cdots i_{r'}}^{j_1 \cdots j_R}) \left( \prod_{\ell=1}^{r'} \frac{1}{m(i_{\ell})!} \right) \left( \prod_{\ell=1}^{R} \frac{1}{m(j_{\ell})!} \right) \times |a^\dagger(z_{j_1}) \cdots a^\dagger(z_{j_R})|0\rangle \langle 0|a(z_{i_1}) \cdots a(z_{i_r})| , \]
where $m(i_{\ell})$ and $m(j_{\ell})$ denote the multiplicities of the corresponding indices, a direct computation using the canonical commutation relations shows that (4.22) holds (note that the powers $1/m_{i_{\ell}}$ and $1/m_{j_{\ell}}$ are needed in order to compensate for the fact that the corresponding factors appear several times). This concludes the proof for a purely bosonic state.

The general case with fermions can be proved similarly by proceeding inductively for decreasing values of $r$ as well as of the fermionic particle numbers $q_+$ and $q_-$. Moreover, the operator $\sigma^t$ must be complemented by fermionic operators of the form
\[ |\Psi^\dagger_+(\psi_{+,i_1}) \cdots \Psi^\dagger_+(\psi_{+,i_{q_+}}) \Psi^-_-(\psi_{-,j_1}) \cdots \Psi^-_-(\psi_{-,j_{q_-}}) |0\rangle \]
\[ \times \langle 0 | \Psi^\dagger_+(\psi_{+,k_1}) \cdots \Psi^\dagger_+(\psi_{+,k_{p_+}}) \Psi^-_-(\psi_{-,l_1}) \cdots \Psi^-_-(\psi_{-,l_{p_-}}) | , \]
where the fermionic indices are strictly increasing due to the nilpotence of the fermionic creation and annihilation operators. Consequently, there are no multiplicities for the fermionic states. After these obvious modifications, the above arguments again go through. \hfill \Box

In order to extend this result to a general state $\omega^t$, one can decompose the state into a series
\[ \omega^t = \sum_{N=1}^{\infty} \omega^t_N , \]
where each \( \omega^t_N \) involves at most \( N \) particles or anti-particles (the \( \omega^t_N \) could be constructed for example by projection to subspaces of the Fock space). With the help of Theorem 4.4, we can represent each \( \omega^t_N \) by a linear operator \( \sigma^t_N \). Taking their sum,

\[
\sigma^t := \sum_{N=1}^{\infty} \sigma^t_N ,
\]

one obtains the desired representation of \( \omega^t \) by a density operator \( \sigma^t \). However, one should keep in mind that the sum in (4.23) can be understood only formally. We cannot expect that this sum converges for any state \( \omega^t \). This corresponds to the well-known problem in quantum field theory of inequivalent Fock presentations (see for example [32, 33] for this problem in the context of quantum fields in a classical external field). Here we shall not enter the analysis of such convergence issues. Nevertheless, the representation constructed in Theorem 4.4 seems useful at least in a perturbative treatment.

4.6. Realizing the Insertions as Functional Derivatives. It is a natural question whether, in analogy to the path integral formulation of quantum field theory, the above insertions in the state \( \omega^t \) (see Definition 4.1) can be realized as variational derivatives of the partition function, i.e. symbolically

\[
\omega^t(\cdots) = \frac{1}{\beta^k Z^t(\beta, \tilde{\rho})} \underbrace{D \cdots D}_{k \text{ derivatives}} Z^t(\beta, \tilde{\rho}) .
\]

The short answer is yes, up to rather subtle technical issues. We now explain the connection in more detail.

The bosonic insertions are variational derivatives of the exponent of the partition function. Therefore, in order to obtain the desired product of insertions, one can take corresponding variational derivatives of \( Z^t \), but one must make sure that each derivative acts on the exponential. This could be arranged for example by restricting attention to the highest order in \( \beta^{-1} \), i.e. symbolically

\[
\omega^t(\cdots) = \frac{1}{\beta^k Z^t(\beta, \tilde{\rho})} \underbrace{D \cdots D}_{k \text{ derivatives}} Z^t(\beta, \tilde{\rho}) \left( 1 + O(\beta^{-1}) \right) .
\]  

(4.24)

The disadvantage of this method is that one would have to control the error term by showing that the higher derivatives of the nonlinear surface layer integral are negligible. This analysis has not yet been carried out. This is why we prefer to define the bosonic state with insertions, each of which involves one functional derivative.

We next consider the fermionic insertions. Exactly as explained for the bosonic insertions before (4.23), the first variations of the nonlinear surface layer integral (4.8) can again be realized by corresponding variational derivatives of \( Z^t \), up to higher orders in \( \beta^{-1} \). But again, the resulting error term has not yet been analyzed. Carrying out the sum over \( \ell \), also the bilinear form in (4.9) could be realized as a variational derivatives of \( Z^t \). But there is the subtle issue that, instead of working with this bilinear form, the fermionic insertions were constructed from the expectation values of the projection operator \( \pi^{f,t} \) defined in (4.11). Working with this projection operator has the advantage that also the operator \( (I - \pi^{f,t}) \) is positive semi-definite. This was made use of in the proof of the positivity of the state (see (4.15)). If we knew that the operator \( B \) defined by (4.9) and (4.10) has norm at most one, then we could replace the operator \( \pi^{f,t} \) in (4.12) by \( B \), making it possible to express the fermionic insertions
directly in terms of variational derivatives of the nonlinear surface layer integral. In order to establish this bound on the norm of $B$, one would need the inequality

$$\sum_{\ell} D_{(e_{\ell})} \gamma^t(\tilde{\rho}, U\rho) D_{(e_{\ell})} \gamma^t(\tilde{\rho}, U\rho) \leq \langle \psi | \psi \rangle_\rho^t \quad \text{for all } \psi \in \mathcal{H}^t_{\rho}.$$ 

Although we expect that this inequality should hold in many applications, it has not yet been proven. For this reason, we need to work with the projection operator $\pi_{\rho}^{f,t}$.

4.7. The Algebra of Observables and the Quantum Møller Map. We finally put our construction into the context of algebraic quantum field theory by discussing the algebras of observables and making the connection to Møller operators.

For clarity, we first introduce the algebra of observables of the vacuum, denoted by $A_\rho$. For the bosonic operators, as in [18, Section 7.2] to every $u \in J^*_0$ we associate a corresponding symmetric operator $\hat{\Phi}(u)$. The bosonic algebra of observables is the free algebra generated by these operators satisfying the commutation relations

$$[\hat{\Phi}(u), \hat{\Phi}(v)] = i \langle u, G v \rangle_{L_2(M)} \mathbf{1}, \quad (4.25)$$

where $G$ is the bosonic Green’s operator (2.28). Making use of (2.29) and (4.1), the bosonic observables can be expressed in terms of the creation and annihilation operators by (for details see [18, Section 7.2])

$$\hat{\Phi}(u) = a(G u) + a^\dagger(G u).$$

Likewise, to every $\psi \in \mathcal{W}_0$ we associate the operators $\hat{\Psi}^*(\psi)$ and $\hat{\Psi}(\psi)$. The fermionic algebra of observables is the algebra generated by these operators which satisfies the anti-commutation relations

$$\{ \hat{\Psi}(\psi), \hat{\Psi}^*(\psi) \} = \langle \psi | k \psi \rangle_{\rho} = \langle \psi | k \psi \rangle_{\rho} = \langle \psi | k \psi \rangle_{\rho} = \langle \psi | k \psi \rangle_{\rho}, \quad (4.26)$$

where $k$ is the fermionic Green’s operator (2.33) and $\langle . | . \rangle$ is the Krein inner product (2.35). All other fermionic operators anti-commute,

$$\{ \hat{\Psi}(\phi), \hat{\Psi}(\phi') \} = 0 = \{ \hat{\Psi}^*(\phi), \hat{\Psi}^*(\phi') \}.$$

The algebra of observables $A_\rho$ is defined as the unital $*$-algebra generated freely by the bosonic and fermionic algebras (which means that all bosonic field operators commute with all fermionic field operators). The fermionic observables are expressed in terms of the creation and annihilation operators simply by

$$\hat{\Psi}^*(\psi) = \Psi(\phi) \quad \text{and} \quad \hat{\Psi}(\psi) = \Psi(k \psi).$$

Indeed, making use of (2.34), for any $\phi, \psi \in \mathcal{W}_0$,

$$\{ \Psi(k \phi), \Psi(\phi) \} = \langle k \phi | k \psi \rangle = \langle \phi | k \psi \rangle,$$

giving agreement with (4.26). The algebra $A_\rho$ corresponds precisely to the algebra of observables for quasi-free quantum field theories in algebraic quantum field theory.

We finally point out that the causal fundamental solutions $G$ and $k$ entering the canonical (anti-)commutation relations (1.25) and (4.26) are causal in the sense that they vanish if their two arguments are spacelike separated and sufficiently far apart (for technical details see [5] Section 5.3 and Section 6] and [12, Section 6.5]). In this way, the causal structure of spacetime is incorporated in the algebra $A_\rho$. 

5. Outlook

5.1. The Algebra of Interacting Fields. In order to get further connection to the algebraic formulation, it would be desirable to also have an algebra of observables $A_{\hat{\rho}}$ for the interacting spacetime. The commutation and anti-commutation relations would involve the interacting Green’s operators. At present, it is not clear how the algebra $A_{\hat{\rho}}$ could be constructed. Part of the problem is that the interacting spacetime may involve observables which do not correspond to the degrees of freedom described by the field operators in $M$. A more detailed discussion of this point can be found in [20]. In view of these difficulties, here we are more modest and identify the operators in $A_{\hat{\rho}}$ with operators in $A_{\rho}$ only at fixed time $t$. More precisely, in view of the time slice axiom (or, more computationally, by taking the Hamiltonian time evolution in the Heisenberg picture), the algebras are uniquely determined by all field operators in a time strip $[t_0, t_0 + \Delta t]$, where $\Delta t > 0$ can be chosen arbitrarily small. Therefore, identifying the operators of $A_{\hat{\rho}}$ and $A_{\rho}$ in this time strip, we obtain an algebra homomorphism

$$\iota^t : A_{\hat{\rho}} \rightarrow A_{\rho}.$$  \hfill (5.1)

Identifying the algebras only at a fixed time has the advantage that the equal time commutation and anti-commutation relations of the vacuum can also be used for the interacting operators. In other words, we describe the interacting quantum fields at time $t$ with the field operators of the vacuum. The state of the interacting system is described at time $t$ by the state $\omega^t$.

A homomorphism (5.1) identifying the interacting algebra with the algebra in the vacuum appears in algebraic quantum field theory as the so-called quantum Møller map. For details and the broader context we refer to the recent paper [6] and the references therein.

5.2. The Dynamics of the Quantum Fields. In the previous section, at a given time $t$ we constructed a state $\omega^t$ describing the interaction as encoded in the measure $\tilde{\rho}$. By performing this construction at different times, one can recover the dynamics of the system. However, it is a-priori not clear whether this dynamics can be described by a time evolution operator acting on the state

$$Q^t_{t_0} : \omega^{t_0} \rightarrow \omega^t.$$  

Going one step further, one would like to realize this time evolution by a unitary transformation $U^t_{t_0}$ on the Fock space, i.e.

$$U^t_{t_0} : \mathcal{F} \rightarrow \mathcal{F} \text{ unitary and } \sigma^t = U^t_{t_0} \sigma^{t_0} (U^t_{t_0})^{-1}.$$ 

The question whether such time evolution operators exist and how they look like will be the objective of the forthcoming paper [20].

5.3. A Few Refinements of the Construction. In this section we mention a few modifications and refinements of the above constructions which may be useful in the applications.

The quantum state defined in Section 4.4 was defined globally in space. For most applications, however, it seems more suitable to define a state describing only a bounded spatial region, which can be thought of as our laboratory or the subsystem of our present universe accessible to measurements. In order to implement this picture, we choose a subset $V \subset M$ of spacetime such that its intersection with the surface layer contains the spatial region of interest (see Figure 2). We define the localized nonlinear
surface layer integral $\gamma^t,V$ by restricting all the integrals in the nonlinear surface layer integral (3.7) to $V$,

$$\gamma^t(V,\rho) :=\int_{\Omega^t\cap V} d\rho(x)\int_{(M\setminus \Omega^t)\cap V} d\rho(y) \times \left(f(x)\mathcal{L}(F(x),\mathcal{L}^{-1}) - \mathcal{L}(\mathcal{L}^{-1},F(y)) f(y)\right). \tag{5.2}$$

We next define the localized state $\omega^t_V$ by replacing all surface layer integrals in Definition 4.1 (also those in the insertions) by corresponding localized surface layer integrals. Working with the localized state is particular useful for analyzing the asymptotics when the total spatial volume tends to infinity (corresponding to the limit $f \to \infty$), while the spatial region described by $V$ is kept fixed. This analysis will be carried out in detail in [20].

Another refinement concerns the choice of the group $\mathcal{G}$ which we integrate over in the partition function and the state (see Definitions 3.3 and 1.1). On the present abstract level of the present paper, we did not need to be specific and simply chose $\mathcal{G}$ as a subgroup of $U(\mathcal{H}^t)$ (see (3.6)). However, when working out the state more concretely (as will be done in [20]), one would like to consider the limiting case when $\mathcal{H}^t$ exhausts $\mathcal{H}$ and $\mathcal{G}$ goes over to the whole unitary group $U(\mathcal{H})$. In this limiting case, one must take into account the fact that the unitary group includes the undesirable unitary transformations describing symmetries of Minkowski space, like time translations and spatial translations. One method of removing these undesirable unitary transformations from the group integral, which is explored in [15], is to impose additional side conditions. Alternatively, we now propose to remove the freedom of performing translations in Minkowski space by inserting into the integrands of the partition function and the state the factor $e^{\alpha T^t(V,\rho)}$ with

$$\mathcal{T}_V(\rho,\mathcal{U}) := \left(\int_{\Omega^t\cap V} \int_{\Omega^t\cap V} + \int_{(M\setminus \Omega^t)\cap V} \int_{(M\setminus \Omega^t)\cap V}\right) \times f(x)\mathcal{L}(F(x),\mathcal{L}^{-1}) d\rho(x) d\rho(y) \tag{5.3}$$

(where the absolute value is again the spectral weight (2.6)). Thus the localized partition function $Z_V$ and the localized state $\omega^t_V$ are defined similar as in Definitions 3.3.
Moreover, we define the refined partition function \( Z_{\nu}^t(\alpha, \beta, \tilde{\rho}) := \int g e^{\alpha T_{\nu}^t(\tilde{\rho}, \mu \rho) + \beta \gamma_{\nu}^t(\tilde{\rho}, \mu \rho)} d \mu g(\mu) \)

\[
\omega_{\nu}^t(\cdots) := \frac{1}{Z_{\nu}^t(\alpha, \beta, \tilde{\rho})} \int g e^{\alpha T_{\nu}^t(\tilde{\rho}, \mu \rho) + \beta \gamma_{\nu}^t(\tilde{\rho}, \mu \rho)} (\cdots) d \mu g(\mu),
\]

where we abbreviated the insertions by \((\cdots)\). Choosing \( \alpha \) sufficiently large (and \( V \) as a set of finite measure), the main contribution to the group integral is obtained when the functional \( T_{\nu}^t \) is maximal. For unitary transformations describing translations in Minkowski space, the maximum is attained when the sets \( \Omega^t \cap V \) and \( (M \setminus \Omega^t) \cap V \) coincide with the corresponding transformed sets. In this way, the translation freedom is fixed.

We conclude this section by explaining a method which allows to extract additional information on the interacting measure \( \tilde{\rho} \) by building in separate phases for the bra and ket components of the insertions. To this end, we shall also modify the partition function as introduced in Definition 3.3 by working with a double integral over two unitary transformations \( U_\uparrow \) and \( U_\downarrow \) which act on bra and ket, respectively. More precisely, given two causal fermion systems \((\mathcal{H}, \mathcal{F}, \rho)\) and \((\mathcal{\tilde{H}}, \mathcal{\tilde{F}}, \tilde{\rho})\), we again identify the Hilbert spaces \( \mathcal{H} \) and \( \mathcal{\tilde{H}} \) (3.1), leaving us with the freedom (3.3). We consider \( \mathcal{F} \) as a subset of the set \( \mathcal{F}^C \) all operators of rank at most \( 2n \),

\[ \mathcal{F} \subset \mathcal{F}^C := \{ A \in L(\mathcal{H}) \mid A \text{ has rank at most } 2n \} . \]

We extend \( \rho \) and \( \tilde{\rho} \) by zero to \( \mathcal{F}^C \). The causal Lagrangian is readily extended to the \( \mathcal{F}^C \times \mathcal{F}^C \). Indeed, for any \( x, y \in \mathcal{F}^C \), the operator product \( xy \) is again an operator of rank at most \( 2n \). Denoting its non-trivial eigenvalues again by \( \lambda_1^{xy}, \ldots, \lambda_{2n}^{xy} \), we can work again with the definition (2.11) (note that, due the absolute values, the Lagrangian is again real-valued and non-negative). Consequently, also the nonlinear surface layer integral (2.37) may be defined for measures \( \rho \) and \( \tilde{\rho} \) on \( \mathcal{F}^C \). Next, we generalize (3.4) and (3.5) to the transformation

\[ \rho \mapsto T_{U_\uparrow, U_\downarrow} \rho , \]

where

\[ (T_{U_\uparrow, U_\downarrow} \rho)(\Omega) := \rho(U_\downarrow^{-1} \Omega U_\uparrow) \]

(the subscripts of the operators \( U_\uparrow \) and \( U_\downarrow \) remind that these operators will act on the bra and ket component of the insertions, respectively). Clearly, the measure \( T_{U_\uparrow, U_\downarrow} \rho \) may be supported also on non-symmetric operators, i.e.

\[ \text{supp} \ T_{U_\uparrow, U_\downarrow} \rho \subset \mathcal{F}^C . \]

The corresponding nonlinear surface layer is introduced in analogy to (3.7) by

\[
\gamma^t(\tilde{\rho}, T_{U_\uparrow, U_\downarrow} \rho) = \int_{\Omega^t} d \rho(x) \int_{M \setminus \Omega^t} d \rho(y) \times \left( f(x) \mathcal{L}(F(x), U_\downarrow y U_\uparrow^{-1}) - \mathcal{L}(U_\downarrow x U_\uparrow^{-1}, F(y)) f(y) \right) .
\]

Moreover, we define the refined partition function in analogy to Definition 3.3 by

\[
Z_{\text{ref}}^t(\beta, \tilde{\rho}) = \int g d \mu_\uparrow(\mu_\downarrow) \int g d \mu_\downarrow(\mu_\uparrow) \exp \left( \beta \gamma^t(\tilde{\rho}, T_{U_\uparrow, U_\downarrow} \rho) \right) .
\]
Next, we want to define the refined pre-state in analogy to Definition 4.1 by placing fermionic and bosonic insertions into the integrand. However, we want to distinguish between variations in the bra and ket components. In preparation for the bosonic insertions, we recall that a jet \( v \) (again without scalar component) can be described by a corresponding variation of the wave evaluation operator,
\[
v(x) = - \left( \delta_v \Psi(x)^* \right) \Psi(x) - \Psi(x)^* \left( \delta_v \Psi(x) \right).
\]
We remark that the variation \( \delta_v \Psi \) is unique only up to local gauge transformations. Here this freedom is not of relevance; it could be removed for example using the gauge-fixing procedure in [21]. Similarly, the holomorphic and anti-holomorphic components, denoted by \( z \) and \( \overline{z} \), can be written as
\[
z(x) = - \left( \delta_z \left( \Psi(x)^* \right) \right) \Psi(x) - \Psi(x)^* \left( \delta_z \Psi(x) \right)
\]
\[
\overline{z}(x) = - \left( \delta_{\overline{z}} \left( \Psi(x)^* \right) \right) \Psi(x) - \Psi(x)^* \left( \delta_{\overline{z}} \Psi(x) \right)
\]
(note that the derivatives of both bra and ket are complex linear in \( z \) and \( \overline{z} \), respectively). We now modify these relations by introducing variational derivatives which act either on bra or on ket. More precisely, we set
\[
z_<(x) := - \Psi(x)^* \left( \delta_z \Psi(x) \right)
\]
\[
\overline{z}_>(x) := - \left( \delta_{\overline{z}} \left( \Psi(x)^* \right) \right) \Psi(x).
\]
The corresponding jet derivatives are also denoted by
\[
D^<_x = D_{z_<} \quad \text{and} \quad D^>_x = D_{\overline{z}_>}.
\]
For the fermionic insertions, we modify the construction in Section 4.3. In the variational derivatives of the surface layer integrals in (4.9), we build in the transformations \( U_< \) or \( U_> \) by defining
\[
b(\psi, \phi) := \sum_\ell D^>_\{U_<^{-1}U_<\psi\}_{\ell} \sum_\rho \gamma^\ell(\tilde{\rho}, T_{U_<,U_>\rho}) D^<_\{U_<\psi\}_{\ell} \gamma^\ell(\tilde{\rho}, T_{U_<,U_>\rho})
\]
where we used again the notation (4.7); the factor \( U_<^{-1}U_< \) avoids a relative unitary transformation of the fermionic bra and ket vectors. The resulting operator \( B \) defined by (4.10) will in general not be symmetric. For this reason, it seems preferable not to introduce \( \pi^{f,t}_\rho \) as a projection operator, but to work directly with the variational derivatives of the nonlinear surface layer integrals by setting
\[
\pi^{f,t}_\rho : \mathcal{H}^{f,t}_\rho \rightarrow \mathcal{H}^{f,t}_\rho, \quad \langle \psi | \pi^{f,t}_\rho \phi \rangle_\rho := b(\psi, \phi)
\]
with the bilinear form \( b \) as given by (5.5).

Definition 5.1. The refined pre-state \( \omega^t_{\text{ref}} \) at time \( t \) is defined by
\[
\omega^t_{\text{ref}} \left( a^!(z'_1) \cdots a^!(z'_q) \Psi^!(\phi'_1) \cdots \Psi^!(\phi'_r) a(\overline{z}_1) \cdots a(\overline{z}_q) \Psi(\overline{\phi}_1) \cdots \Psi(\overline{\phi}_r) \right)
\]
\[
:= \frac{1}{Z^t_{\text{ref}}(\beta, \overline{\beta})} \delta_{\tau r} \frac{1}{r!} \sum_{\sigma,\sigma' \in S_r} (-1)^{\text{sign}(\sigma)+\text{sign}(\sigma')}
\]
\[
\times \int_\mathcal{S}_\zeta \alpha_\zeta d\alpha_\zeta \int_\mathcal{S}_\nu d\mu_\nu \int_\mathcal{S}_\zeta d\mu_\zeta e^{\beta \gamma(x(\tilde{\rho}, T_{U_<,U_>\rho}) \langle \phi_{(1)}^!(\rho) | \pi^{f,t}_\rho \phi_{(1)^!}^t(\rho) \rangle_\rho \cdots \langle \phi_{(r)}(\rho) | \pi^{f,t}_\rho \phi_{(r)^!}^t(\rho) \rangle_\rho}
\]
\[
\times D_1^<_x \gamma^1(\tilde{\rho}, T_{U_<,U_>\rho}) \cdots D^<_x \gamma^1(\tilde{\rho}, T_{U_<,U_>\rho}) D^>_x \gamma^1(\tilde{\rho}, T_{U_<,U_>\rho}) \cdots D^>_x \gamma^1(\tilde{\rho}, U_\rho).
\]
We point out that the refined pre-state is not necessarily positive. The reason is that the insertions $D^< \gamma^I (\hat{\rho}, T_{U_<,U_> \rho})$ and $D^> \gamma^I (\hat{\rho}, T_{U_<,U_> \rho})$ are not complex conjugates of each other, because taking the complex conjugate also amounts to interchanging the two unitary transformations $U_<$ and $U_>,$

$$D^< \gamma^I (\hat{\rho}, T_{U_<,U_> \rho}) = D^> \gamma^I (\hat{\rho}, T_{U_>U_< \rho}).$$

Similarly, taking the complex conjugate of the fermionic insertion involves flipping $U_<$ and $U_>.$ As a consequence, the positivity of the refined pre-state needs to be verified in the applications. The detailed construction is postponed again to the follow-up paper [20].

Acknowledgments: We would like to thank Claudio Dappiaggi, Jürg Fröhlich, Marco Oppio, Claudio Paganini, Moritz Reintjes and Jürgen Tolksdorf for helpful discussions. We are grateful to the referees for valuable feedback and suggestions. We would like to thank the “Universitätstiftung Hans Vielberth” for support. N.K.’s research was also supported by the NSERC grant RGPIN 105490-2018.

References

[1] Link to web platform on causal fermion systems: [www.causal-fermion-system.com](http://www.causal-fermion-system.com).

[2] W. Arveson, *An Invitation to C*-Algebras*, Springer-Verlag, New York-Heidelberg, 1976, Graduate Texts in Mathematics, No. 39.

[3] Y. Bernard and F. Finster, *On the structure of minimizers of causal variational principles in the non-compact and equivariant settings*, arXiv:1205.0403 [math-ph], Adv. Calc. Var. 7 (2014), no. 1, 27–57.

[4] V.I. Bogachev, *Measure Theory. Vol. I*, Springer-Verlag, Berlin, 2007.

[5] C. Dappiaggi and F. Finster, *Linearized fields for causal variational principles: Existence theory and causal structure*, arXiv:1811.10587 [math-ph], Methods Appl. Anal. 27 (2020), no. 1, 1–56.

[6] N. Drago, T.-P. Hack, and N. Pinamonti, *The generalised principle of perturbative agreement and the thermal mass*, arXiv:1502.02705 [math-ph], Ann. Henri Poincaré 18 (2017), no. 3, 807–868.

[7] F. Finster, *The Principle of the Fermionic Projector*, hep-th/0001048 [hep-th], hep-th/0202059 [hep-th], AMS/IP Studies in Advanced Mathematics, vol. 35, American Mathematical Society, Providence, RI, 2006.

[8] __________, *A variational principle in discrete space-time: Existence of minimizers*, arXiv:math-ph/0503069, Calc. Var. Partial Differential Equations 29 (2007), no. 4, 431–453.

[9] __________, *Causal variational principles on measure spaces*, arXiv:0811.2666 [math-ph], J. Reine Angew. Math. 646 (2010), 141–194.

[10] __________, *Perturbative quantum field theory in the framework of the fermionic projector*, arXiv:1310.4121 [math-ph], J. Math. Phys. 55 (2014), no. 4, 042301.

[11] __________, *The Continuum Limit of Causal Fermion Systems*, arXiv:1605.04742 [math-ph], Fundamental Theories of Physics, vol. 186, Springer, 2016.

[12] __________, *Causal fermion systems: A primer for Lorentzian geometries*, arXiv:1709.04781 [math-ph], J. Phys.: Conf. Ser. 968 (2018), 012004.

[13] __________, *The causal action in Minkowski space and surface layer integrals*, arXiv:1711.07058 [math-ph], SIGMA Symmetry Integrability Geom. Methods Appl. 16 (2020), no. 091.

[14] __________, *Perturbation theory for critical points of causal variational principles*, arXiv:1703.05059 [math-ph], Adv. Theor. Math. Phys. 24 (2020), no. 3, 563–619.

[15] __________, *A notion of entropy for causal fermion systems*, arXiv:2103.14980 [math-ph] (2021).

[16] F. Finster and M. Jokel, *Causal fermion systems: An elementary introduction to physical ideas and mathematical concepts*, arXiv:1908.08451 [math-ph], Progress and Visions in Quantum Theory in View of Gravity (F. Finster, D. Giulini, J. Kleiner, and J. Tolksdorf, eds.), Birkhäuser Verlag, Basel, 2020, pp. 63–92.

[17] F. Finster and N. Kamran, *The quantum field theory limit of causal fermion systems*, in preparation.
[18] F. Finster, N. Kamran, and M. Oppio, The linear dynamics of wave functions in causal fermion systems, arXiv:2101.08673 [math-ph], J. Differential Equations 293 (2021), 115–187.

[19] F. Finster, N. Kamran, and M. Reintjes, Holographic mixing and bosonic loop diagrams for causal fermion systems, in preparation.

[20] F. Finster and S. Kindermann, A gauge fixing procedure for causal fermion systems, arXiv:1908.08445 [math-ph], J. Math. Phys. 61 (2020), no. 8, 082301.

[21] F. Finster and J. Kleiner, Causal fermion systems as a candidate for a unified physical theory, arXiv:1502.03587 [math-ph], J. Phys.: Conf. Ser. 626 (2015), 012020.

[22] F. Finster and J. Kleiner, Noether-like theorems for causal variational principles, arXiv:1506.09076 [math-ph], Calc. Var. Partial Differential Equations 55:35 (2016), no. 2, 41.

[23] F. Finster and J. Kleiner, A Hamiltonian formulation of causal variational principles, arXiv:1612.07192 [math-ph], Calc. Var. Partial Differential Equations 56:73 (2017), no. 3, 33.

[24] F. Finster and C. Langer, Causal variational principles in the σ-locally compact setting: Existence of minimizers, arXiv:2002.04412 [math-ph], to appear in Adv. Calc. Var. (2021).

[25] F. Finster and M. Lottner, Banach manifold structure and infinite-dimensional analysis for causal fermion systems, arXiv:2101.11908 [math-ph], Ann. Global Anal. Geom. 60 (2021), no. 2, 313–354.

[26] F. Finster and A. Platzer, A positive mass theorem for static causal fermion systems, arXiv:1912.12995 [math-ph] (2019).

[27] J. Glimm and A. Jaffe, Quantum Physics, a functional integral point of view, second ed., Springer-Verlag, New York, 1987.

[28] R.E. Greene and K. Shiohama, Diffeomorphisms and volume-preserving embeddings of noncompact manifolds, Trans. Amer. Math. Soc. 255 (1979), 403–414.

[29] S. Helgason, Groups and Geometric Analysis, Mathematical Surveys and Monographs, vol. 83, American Mathematical Society, Providence, RI, 2000, Integral geometry, invariant differential operators, and spherical functions, Corrected reprint of the 1984 original.

[30] I. Khavkine and V. Moretti, Algebraic QFT in curved spacetime and quasifree Hadamard states: an introduction, Advances in Algebraic Quantum Field Theory, arXiv:1412.5945 [math-ph], Math. Phys. Stud., Springer, Cham, 2015, pp. 191–251.

[31] M. Klaus and G. Scharf, The regular external field problem in quantum electrodynamics, Helv. Phys. Acta 50 (1977), no. 6, 779–802.

[32] G. Nenciu and G. Scharf, On regular external fields in quantum electrodynamics, Helv. Phys. Acta 51 (1978), no. 3, 412–424.

[33] S. Pokorski, Gauge Field Theories, second ed., Cambridge Monographs on Mathematical Physics, Cambridge University Press, Cambridge, 2000.

Fakultät für Mathematik, Universität Regensburg, D-93040 Regensburg, Germany

Email address: finster@ur.de

Department of Mathematics and Statistics, McGill University, Montréal, Canada

Email address: nkamran@math.mcgill.ca