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ABSTRACT

Community Question Answering (CQA) websites have become valuable knowledge repositories where individuals exchange information by asking and answering questions. With an ever-increasing number of questions and high migration of users in and out of communities, a key challenge is to design effective strategies for recommending experts for new questions. In this paper, we propose a simple graph-diffusion expert recommendation model for CQA, that can outperform state-of-the-art deep learning representatives and collaborative models. Our proposed method learns users’ expertise in the context of both semantic and temporal information to capture their changing interest and activity levels with time. Experiments on five real-world datasets from the Stack Exchange network demonstrate that our approach outperforms competitive baseline methods. Further, experiments on cold-start users (users with a limited historical record) show our model achieves an average of ≈ 30% performance gain compared to the best baseline method.
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1 Introduction

Community-based question answering sites are becoming increasingly important for sharing and obtaining knowledge [1]. Popular CQA websites like Quora, Stack Overflow, and Stack Exchange sites may have tens of thousands of questions posted every day. This led to a severe gap between the posted questions and potential experts who can provide answers, resulting in as much as 30% of the questions remaining unanswered [2].

To overcome this gap existing studies have proposed methods to recommend experts for newly posted questions [3]. This improves the chances for the questions to receive a high-quality answers since the recommended users are able to immediately spot the questions of their expertise. The success of expert recommendation can potentially increase the participation rates of users and foster stronger communities in CQA. Given their advantages such systems have attracted lot of attention in the information retrieval community [4].

One of the solution to address the problem of expert recommendation is addressed by feature engineering-based approaches [5]. These algorithms extract features from users, questions and their relations and feed them to models like SVM and linear regression [6] to rank the expertise of users. However, these methods are time consuming and suffer from selection bias as hand-crafted features are needed. Another approach is network based which utilize link analysis technique on a user-user network form from asking-answering relationship to evaluate the authority of users and rank them [7]. However, both the above approaches ignores the topic expertise of users and recommend them based on general expertise.

To overcome this gap text-based approaches are proposed that model users’ topical knowledge based on topics extracting from previous Q&A posts using language and topic models [8][9]. In addition, certain hybrid approaches have been proposed that integrate network approaches and features extracted from text [10][11]. This makes these approaches
computationally expensive. Another set of studies that have shown promising results in modeling experts in CQAs are based on matrix factorization techniques which are known for their advantages of flexibility and scalability in the recommendation domain [12].

However, despite the active research in CQA, the expert recommendation remains a challenging task due to reasons like sparsity of historical question and answer records, low participation rates of users, migration of users in and out of the community, and lack of personalised recommendation, etc [13]. While existing approaches address some of these issues, these approaches face challenges in three aspects. First, a lot of existing approaches use all the content of past questions and answers posted by the users to estimate their topical expertise for personalised recommendations. This makes these approaches computationally expensive. Second, most of the existing approaches consider a static view of these platforms. However, CQA platforms are highly dynamic with high migration of users in and out of the platform, as well as changing interests and activity patterns of existing users [14]. Third, of the answers that are posted each month on these platforms, around one-third answers are posted by new users with limited past answering records. For the existing users, a lot of users have a low participation rate leading to high sparsity [15]. This results in a key challenge - that of cold-start users.

In order to address the challenges above, we propose a novel temporal weighted bipartite graph model for expert recommendation (t-BGER). Given the importance of question tags in previous studies, we focus on learning the user topic expertise based on tags. Past studies have highlighted the advantages of using tags to find topic expertise [16] that outperformed other text-based topic modeling approaches [11] and was several magnitudes faster. Thus, focusing on tags to identify topical expertise reduces the computational complexity of our approach, making it easier to implement for periodic updates. Further, by incorporating the temporal information of the posts our approach indirectly models users evolving interests and activity patterns. Finally, we use a bipartite graph approach which is more accurate and faster compared to matrix decomposition techniques as well as achieves better performance when working with highly sparse data [17]. We evaluate our proposed approach on five different CQA datasets from the Stack Exchange network. The results demonstrate that our approach outperforms competing baseline approaches on multiple metrics.

The rest of the paper is organised as follows. Section 2 presents our proposed approach. Next in Section 3 we present the data and experimental results. Finally, we conclude in Section 4.

2 Our Method

In this section, we will introduce our approach referred to as t-BGER. We first introduce some concepts.

User: We use users to refer to the seekers and answerers in CQA. Figure [1] shows a snapshot of typical Q&A posts with corresponding tags, votes, answerers, and accepted answer. Tags: The seeker can assign a maximum of five tags to the question that summarizes the question focus. Score: The users in CQA can vote-up or vote-down the question and answer posts. The final score equals the number of positive votes minus the number of negative votes. Accepted answer: The seeker can vote one of the answers as the accepted answer. The ground truth for a question is the answerer who has provided the accepted answer.

We first build a user-tag activity matrix based on the past answering activity of the users. We use tags on the questions to represent the topics as they are seen as more informative and representative in describing users’ topic expertise. Next, to take into account the dynamic aspect of the CQA environment, we temporally model the past answering activities of the users. The adjacency matrix thus obtained is used to define a temporal weighted bipartite graph. Finally, potential experts’ rank list is prepared using recommendations based on the bipartite graph model - a two-step probabilistic resource diffusion model based on the random walk [18].

2.1 User-Tag Activity Matrix

To build a user-tag activity matrix \( S \in \mathbb{R}^{M \times N} \), where \( M \) is the number of users \( (u_i) \) and \( N \) is the number of tags \( (v_\tau) \), we first collect all the positively scored answers by each user and the respective question along with the associated tags. Next, users are assigned an activity score on the tag of the question which is equal to \( 1/\#tags \). For example, in the sample question in figure [1], user-A gets an activity score of 1/3 on each of the three tags. Finally, each entry of the user-tag activity matrix \( s_{i,\tau} \) can be obtained as the sum of all the activity scores from all the questions on the tag \( \tau \) by the user \( i \).

2.2 Temporal Modelling

To account for the dynamic behavior of users, changing interests and activity, we integrate temporal discounting in the user-tag activity matrix \( S \). Temporal discounting is a well-studied phenomenon in economy and psychology where
people tend to discount the delayed rewards and give more weightage to near future rewards [19]. Similarly, for events in the past, people give more value to recent events. Likewise in a dynamic environment where users’ activity patterns change with time, the system should give more value to recent activities. In this way, we can indirectly model and use the availability and interest of users.

Given a CQA site where first post occurred at time \( t_1 = 1 \) and a new question \( \hat{q} \) is posted at time \( t_q = \hat{t} \). To identify potential answerers for the question \( \hat{q} \) all the previous positively scored answers within the period \([t_1, t_q]\) by the users are considered. Next, the time period \([t_1, t_q]\) is divided into specific time windows such as day, week, or month. The answers are grouped according to their corresponding time window \( \delta \) determined by the date of the answers. Next, user tag activity matrix \( S_\delta \) is defined for each time window, where an entry \( s_{i\tau}^\delta \) corresponds to the user \( u_i \) activity on tag \( \nu_\tau \) for the time window \([\delta-1, \delta]\).

Next the activity for the time window is temporally discounted using a temporal kernel (hyperbolic discounting function) of the form:

\[
\Phi(\delta) = \frac{1}{1 + \delta},
\]

where \( \delta \) is the number of time windows that passed from the time of interest until the time \( t_q \). For example, taking time-window as one month, for answers posted in the previous month of \( t_q \), \( \delta = 1 \), while for answers posted ten months before \( t_q \), \( \delta = 10 \).

Finally, we define a temporal user-tag activity matrix \( S(\hat{t}) \), where an entry \( s_{i\tau}^{\hat{t}} \) corresponds to the user \( u_i \) temporal-discounted activity on tag \( \nu_\tau \).

\[
S(\hat{t}) = \sum_{\delta=1}^{\Delta} \Phi(\delta)S_\delta,
\]

where, \( \Delta \) is the total number of time windows.

### 2.3 Temporal Weighted Bipartite Graph

Next, using the temporal user-tag activity matrix \( S(\hat{t}) \) we establish the temporal weighted bipartite graph \( G = (\mathcal{M}, \mathcal{N}, \mathcal{E}, \mathcal{W}) \), where the edge set \( \mathcal{E} \) contains undirected edges and the weight set \( \mathcal{W} \) contains edge weights (Fig 2).
The nodes in users $\mathcal{M}$ and tags $\mathcal{N}$ are denoted by $u_i$ that range from 1 to $m$ and $\nu_\tau$ that range from 1 to $n$ respectively. The recommender system can be describe by an $m \times n$ adjacent matrix $\{a_{i\tau}\}$, where

$$a_{i\tau} = \begin{cases} 1 , & u_i \nu_\tau \in \mathcal{E}_0, \\ 0 , & \text{otherwise} \end{cases}$$

(3)

That is to say, if the user $u_i$ has answered a question with tag $\nu_\tau$, then its initial resource is unit, otherwise it is zero.

To integrate the temporal aspect, we define temporal weighted bipartite graph where

$$a_{i\tau} = \begin{cases} s_{i\tau}^t , & u_i \nu_\tau \in \mathcal{E}_0, \\ 0 , & \text{otherwise} \end{cases}$$

(4)

Figure 2: Sample weighted bipartite graph

2.4 Resource Allocation and Recommendation

Network-based diffusion process: First, we define standard network-based diffusion process [20]. This is done in two steps. In the first step, all the resource in $\mathcal{M}$ flows to $\mathcal{N}$, and thus the resource allocated on the $\nu_\tau \in \mathcal{N}$ reads

$$f(\nu_\tau) = \sum_{i=1}^{m} \frac{a_{i\tau} f(u_i)}{k(u_i)}$$

(5)

where $k(u_i)$ is the degree of $u_i$, $f(u_i)$ is the initial resource on node $u_i$.

In the next step, all the resource flows back to nodes in $\mathcal{M}$, and the final resource located on $u_i$ reads

$$f'(u_i) = \sum_{\tau=1}^{n} \frac{a_{i\tau} f(\nu_\tau)}{k(\nu_\tau)} = \sum_{\tau=1}^{n} \frac{a_{i\tau}}{k(\nu_\tau)} \sum_{\beta=1}^{m} \frac{a_{\beta\tau} f(u_\beta)}{k(u_\beta)}$$

(6)

where $k(\nu_\tau)$ is the degree of $\nu_\tau$.

Recommendation process: The network-based diffusion process $f' = W f$, can be rewritten using a linear operator $W$, where:

$$w_{i\beta} = \frac{1}{k(u_\beta)} \sum_{\tau=1}^{n} a_{i\tau} a_{\beta\tau}$$

(7)

which sums the contribution from all two-step paths between $u_i$ and $u_\beta$. The weight $w_{i\beta}$ represents the proportion of the resource user $u_\beta$ would like to distribute to user $u_i$. In other words, the weight $w_{i\beta}$ contributes to the strength of recommending the user $u_i$ to a question with tag $\nu_\tau$ provided the user $u_\beta$ has answered questions with tag $\nu_\tau$. After resource-allocation process, the user-tag expertise matrix can be written as:

$$\hat{S}(\hat{t}) = W S(\hat{t})$$

(8)

where: $W \in \mathbb{R}^{M \times M}$ is the matrix with weights $w_{i\beta}$. 
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For a newly posted question $q$, the tags of the question are used to compute the final score of each user using user-tag expertise matrix $\mathbf{S}(t)$ and finally to obtain the user rank list for recommendation.

### 3 Experiments

#### 3.1 Data Set

We use five real-world CQA datasets from Stack Exchange network to evaluate the performance of proposed model. All the datasets are publically available on the archive. The details of the datasets are presented in Table 1. The datasets include all the information on timestamped questions and the corresponding answer records. The questions also include the annotated tags and the answerer who provided the accepted answer. For evaluating the our approach we split the datasets in the ratio of 70:10:20 for training, validation and testing set based on the timestamped of the questions. Thus, the latest 20% dataset in the order of question raising time is reserved as testing set. The answerer who provided the accepted answer for each question will be used as the ground truth for evaluating our approach. Following the settings in previous studies [21, 22], we filtered the users who provided less than five answers out of the training set.

| CQA     | Questions | Answerers | Tags | Time range          |
|---------|-----------|-----------|------|---------------------|
| philosophy | 4295      | 658       | 383  | 2011.04-2019.05     |
| history  | 4807      | 473       | 678  | 2011.05-2019.05     |
| ebooks   | 368       | 74        | 135  | 2013.12-2019.05     |
| 3dprinting | 963       | 223       | 383  | 2016.01-2019.05     |

#### 3.2 Evaluation Metrics

We considered three widely used rank evaluation metrics in literature to evaluate our approach. The ground truth is the user who provided the accepted answer for the question in the test dataset. The metrics include: (i) **Mean Reciprocal Rank (MRR)**: $\frac{1}{Q} \sum_{q \in Q} \frac{1}{\text{rank}_q}$ - the average multiplicative inverse of the rank of the correct answerer, where $Q$ is the number of test samples and $\text{rank}_q$ is the rank of the answerer who provided the accepted answer (ground truth). (ii) **Precision@K**: The predicted instances where the ground truth answerer appeared in the top K rank list. We considered $K = 1, 3$ and reported P@1, P@3 - that is, where the answerer who provided the accepted answer appears in top 1 and top 3 ranked list respectively.

#### 3.3 Comparative methods

We compare our method to the following state-of-the-art: collaborative **matrix-factorization** representative - (i) TAG-MF [16] and deep-learning representatives - (ii) **network embedding based** NeRank [21], (iii) **transformer-based** method TCQR [22]. Furthermore, we will use two additional baselines: (iv) Score and (v) t-TAG-MF, defined by us to further promote explainability. In the following we define each of them: (i) **TAG-MF** [16] In this approach user-tag activity matrix is decomposed to learn user and tag latent features and subsequently user expertise on a given tag. The number of latent features is set to 10, as was done in previous studies [16]; (ii) **NeRank** [21] This approach jointly learns features of questions contents, raisers and experts via a heterogeneous network embedding algorithm and utilizes

https://archive.org/download/stackexchange

|               | philosophy | history | ebooks | 3dprinting |
|---------------|------------|---------|--------|------------|
| Score         | MRR P@1 P@3 | MRR P@1 P@3 | MRR P@1 P@3 | MRR P@1 P@3 |
| NeRank        | 0.027 0.005 0.013 | 0.028 0.005 0.015 | 0.104 0.022 0.065 | 0.089 0.024 0.062 |
| TAG-MF        | 0.119 0.055 0.116 | 0.124 0.044 0.130 | 0.254 0.160 0.266 | 0.135 0.049 0.130 |
| TCQR          | 0.156 0.082 0.146 | 0.123 0.034 0.126 | 0.430 0.202 0.566 | 0.409 0.259 |
| t-TAG-MF      | 0.248 0.135 0.289 | 0.206 0.093 0.224 | 0.359 0.190 0.456 | 0.461 0.318 0.528 |
| t-BGER        | 0.413 0.297 0.443 | 0.201 0.072 0.199 | 0.633 0.338 0.945 | 0.631 0.494 0.729 |
| t-BGER        | 0.428 0.307 0.444 | 0.252 0.142 0.233 | 0.741 0.519 0.998 | 0.651 0.500 0.750 |
Table 3: Performance gain of t-BGER for cold start users compared to TAG-MF and t-TAG-MF on MRR metrics

|             | t-BGER | TAG-MF gain | t-TAG-MF gain |
|-------------|--------|-------------|---------------|
| philosophy  | 0.043  | 14.1        | 1.3           |
| history     | 0.016  | 2.2         | 0.7           |
| ebooks      | 0.082  | 5.6         | 1.4           |
| 3dprinting  | 0.153  | 8.7         | 1.1           |

Convolutional Neural Network to compute ranking scores; (iii) **TCQR** [22] The method utilizes a temporal context-aware model in multiple granularities of temporal dynamics to realize the multi-faceted and temporal-aware expert learning. The content of the question is encoded by a BERT [23] model (pre-trained deep bidirectional Transformers model); (iv) **Score** This approach rank the users based on the number of positive votes minus the number of negative votes, averaged over all the answers provided by the user. Then we use the vote score as the probability to randomly generate the rank list of all the answerers and average the results by 50 trials.; (v) **t-TAG-MF** Similar to TAG-MF approach, however the entries in the user-tag activity matrix are computed using temporal discounting.

For temporal discounting the time window is set as one month in the equations [1] [2]

3.4 Results

Table [2] summarizes the results of our temporal weighted bipartite graph model on five real-world datasets. The results show that our model significantly outperforms all the baselines on all metrics. On average our model achieves a 12% performance gain on MRR metrics compared to the best baseline method. Further we repeat the experiment for our approach and t-NMF approach (the best performing baseline) with all the users, that is any user who has atleast one answer in the training set. Next we compare the performance of the cold-start users, that is the users with less than 10 answers in the training set (Table [3]). We find that our approach outperforms the t-NMF achieving an average of 30% performance gain on MRR metrics compared to t-NMF approach. This shows that for users with limited historical records our approach rank them significantly better.

4 Conclusions

In this paper, we propose a novel temporal weighted bipartite graph model for expert recommendation in CQA systems. Our model learns users’ expertise in the context of both topic proficiency and temporal information to address the evolving interest and the activity patterns of users. Leveraging tags and bipartite graph approach our model performs better on highly sparse CQA systems where most users have limited historical records. This reduces the computational complexity of our approach making it easier for implementing periodic updates. Experiments on several real-world datasets demonstrated the advantages of our proposed model.
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