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Abstract: Despite numerous studies in statistical downscaling methodologies, there remains a lack of methods that can downscale from precipitation modeled in global climate models to regional level high resolution gridded precipitation. This paper reports a novel downscaling method using a Generative Adversarial Network (GAN), CliGAN, which can downscale large-scale annual maximum precipitation given by simulation of multiple atmosphere-ocean global climate models (AOGCM) from Coupled Model Inter-comparison Project 6 (CMIP6) to regional-level gridded annual maximum precipitation data. This framework utilizes a convolution encoder-dense decoder network to create a generative network and a similar network to create a critic network. The model is trained using an adversarial training approach. The critic uses the Wasserstein distance loss function and the generator is trained using a combination of adversarial loss Wasserstein distance, structural loss with the multi-scale structural similarity index (MSSIM), and content loss with the Nash-Sutcliffe Model Efficiency (NS). The MSSIM index allowed us to gain insight into the model’s regional characteristics and shows that relying exclusively on point-based error functions, widely used in statistical downscaling, may not be enough to reliably simulate regional precipitation characteristics. Further use of structural loss functions within CNN-based downscaling methods may lead to higher quality downscaled climate model products.

Keywords: statistical downscaling; generative adversarial network; combination of errors; convolutional neural network; multi-scale structural similarity index; Wasserstein GAN

1. Introduction

Despite over twenty years of studies developing statistical downscaling methodologies, there remains a lack of methods that can downscale from AOGCM precipitation to regional level high resolution gridded precipitation [1,2]. Compared to other climate variables, such as temperature or barometric pressure, precipitation is more fragmented in space, and interactions of different atmospheric scales (local, meso, synoptic) and terrestrial features are more apparent in observed precipitation patterns. It is very difficult for continuous functions used in traditional statistical downscaling methods to simulate these types of local patterns. Recent advances in machine learning (ML) methods, such as convolutional neural networks, have started to address these long-standing issues [3]. However, widely used loss functions, such as mean absolute error (MAE) and Nash-Sutcliffe efficiency (NS), consider overall simulation performance but ignore the spatial structure of precipitation; a key property if replicating observed local patterns is an objective [4]. Narrowly defined loss functions inhibit the potential of machine learning methods in downscaling, leading to the poor performance of models at regional scales.
Synoptic scale climate variables are commonly simulated by coupled atmosphere–ocean global climate models (AOGCMs), which provide a numerical framework of climate systems based on the physio-chemical and biological characteristics of their components and feedback interactions [5]. Coupled AOGCMs are computational frameworks that can simulate an estimate of the spatio-temporal behavior of different climatic variables under the effects of variable concentrations of greenhouse gases (GHG) in the atmosphere [6]. Physically-based representations of the physics and chemistry of the atmosphere and oceans make these models one of the most reliable tools for deriving future projections of meteorological variables (temperature, humidity, precipitation, wind speed, solar radiation, pressure, etc.). AOGCMs can simulate estimates of atmospheric variables which can be treated as possible representations of future climate [7].

AOGCMs degrade at higher spatial and temporal scales [8]. AOGCMs typically run with a spatial resolution of 250 km to 600 km, the scale at which AOGCMs can capture synoptic-scale circulation patterns and correctly simulate smoothly varying fields, such as surface pressure. As the physical assumptions underlying the various parameterizations in AOGCMs target this scale of “variable resolving resolution”, we can place a high level of confidence on the estimates over those scales. However, as we move from the synoptic scale into finer hydrologically relevant scales and analyze highly spatially heterogeneous fields such as precipitation, AOGCM skill quickly deteriorates [9] The coarse resolution of AOGCMs tends to distort the representation of regional variations of precipitation which, in turn, can alter the formation of site-specific precipitation conditions by affecting the sub-grid-scale processes. Various assumptions in the parametrization of different processes, different resolutions of land covers and topography, and their representations [10], and varying solution methods of different AOGCMs (FEM, FVM, etc.) can affect their estimation of climatic variables. As such, ensemble methods attempt to capture a suite of AOGCMs by collating outputs from multiple models, which in turn aims to reduce sensitivity to individual model biases through a quantitative framework [11]. Failure of models in predicting highly variable processes driving, for example, daily precipitation, limits their utility in several applied and management settings [12,13].

To study a climatic variable at hydrological or regional scales, we need to reduce the scale of the outputs from climate models. The method used to reduce the scale of the AOGCM’s output is broadly referred to as “downscaling”. As per the design and methodology, downscaling procedures are broadly classified into two different types, namely dynamical downscaling and statistical downscaling. In dynamic downscaling the most common approach is to use a regional circulation model (RCM) or limited area model (LAM) that are designed to operate at a higher spatial resolution to simulate climatic variables of interest using AOGCM simulated fields as initial and boundary conditions [13]. But experimental design complexity and computational effort make this approach infeasible when multiple ensembles of AOGCMs are required in the study [14,15].

Useful features of statistical downscaling are its simple architecture and less computational burden compared to the dynamic downscaling [15]. Statistical downscaling can produce synthetic variables of any prescribed length which makes it very popular in studies of climate change impacts [16]. The statistical downscaling draws the empirical relationships between the regional scale predictants (variables of interest) and predictors (AOGCMs) and constructs regional-scale atmospheric variable structure from large-scale simulated patterns. [17] explained the underlying assumptions which created the basis of subsequent statistical downscaling methods. The robustness of statistical downscaling to study climate change impact of any region can partly be attributed to its methodology to incorporate historical observations that carry the location-specific climatic signature. The comparison of statistical and dynamic downscaling methods over Northern Canada by [18] showed that the biases in precipitation estimates were lower in statistical downscaling and the distributions of maximum and minimum temperatures were well estimated.

Statistical downscaling methods are broadly classified into three different categories based on their design of processing the predictors and predictants [19,20]: (i) weather generators, (ii) weather typing, and (iii) transfer functions. Stochastic weather generators are essentially complex random number
generators, which can be used to produce a synthetic series of data [21]. This feature enables researchers to address natural variability when studying the impact of climate change. Brissette et al., 2007 classified weather generators into three types, (i) parametric [22–26], (ii) semi-parametric or empirical [27,28] and (iii) non-parametric [29–31]. A detailed discussion of these methods is beyond the scope of this paper but it should be noted that one of the key advantages of weather generators is their ability to produce synthetic time series of climate data of the desired length based on the statistical characteristics of the observed weather. Weather typing approaches [32] involve the clustering of regional-scale meteorological variables and linking them with different classes of atmospheric circulation. Within this framework, future regional climate scenarios can be generated in two different ways: (i) by re-sampling from the observed variable distribution given the distribution of circulation pattern produced by a GCM, or (ii) by the Monte Carlo (MC) technique producing a synthetic sequence of weather patterns and based on that sequence re-sampling from the archived data. The relative frequency of different types of weather patterns are then weighed to estimate the moments or the frequencies of the distribution for the regional-scale climate.

Perhaps the most popular approach within statistical downscaling methods is transfer functions, which is a regression-based framework [33–36]. The method consists of developing a direct functional relationship between global large-scale variables (predictors) and local regional-scale variables (predictants) through the statistical fitting. One method can differ from the other on the choice of mathematical functions, predictor variables, and procedure of deriving relationship. There have been several studies focused on the application of neural networks [37,38], regression-based methods [38], support vector machine [36], and analog methods [39] in statistical downscaling. Artificial neural networks (ANN), due to their robust nature in capturing the nonlinear relationship between predictors and predictants, have gained wide recognition in the climate modeling community [33,38,40,41].

More recently, the use of machine learning and data science methods has increased in various fields owing to their superior performance and robust methods/software implementations. Specifically, convolution neural network (CNN) modeling has gained wide popularity because of lower computational requirements compared to the dense networks through the extraction of spatial information through kernel filters [42]. There is a wide range of applications of CNNs including image recognition [43], image segmentation [44], and satellite image change detection [45]. Image super-resolution [46] is another method where CNNs have been applied to increase the resolution of an image, an application analogous to the climate model downscaling context.

Among the climatological variables that are in general downscaled in practice, precipitation, perhaps, is most susceptible to various uncertainties [47]. The non-Gaussian nature of extreme precipitation owing to its localized nature creates problems for classical statistical estimators [48,49]. Some recent studies have utilized more advanced statistical techniques and Bayesian methods in particular to downscale extreme precipitation over data sparse regions [50,51]. An example of direct application of machine learning techniques in statistical downscaling of precipitation is [52] who used a generalized stacked super-resolution CNN to downscale daily precipitation over the US. Despite several limitations in their experiments, the result shows the efficiency and robustness of the approach over other methods in predicting extremes. [53] also recently introduced a novel residual dense block (RDB) into the Laplacian pyramid super-resolution network (LapSRN) to generate high-resolution precipitation forecast. [54] used super-resolution techniques to simulate high-resolution urban micrometeorology, while [55] proposed several CNN-based architectures to forecast high-resolution precipitation. Underlying all of these models is the treatment of two-dimensional fields such as climate model outputs and gridded observations as analogous to non-geographic images which makes CNNs an ideal candidate as transfer functions in statistical downscaling.

Recent advancements in machine learning strategies have developed several algorithms for image super-resolution, for example, attention-based training [56,57]. One such recent advance, generative adversarial training (GAN), was proposed by [58] where two networks compete in a zero-sum game that has been used widely to train deep neural networks in recent years. This method provides
a superior training of network and can produce outputs that look superficially close to reality to human observers and address the gradient problem in an intuitive way. Ref. [59] used adversarial learning to downscale wind and solar output from several AOGCM climate scenarios to regional level high-resolution. Cheng et al., 2020 also used adversarial learning to downscale precipitation. Their result shows the promising performance of the generative adversarial network in downscaling climate data.

In this paper, we develop a novel downscaling method using GAN, which can downscale an ensemble of large-scale annual maximum precipitation given by several AOGCMs to the regional-level gridded annual maximum precipitation. The objectives of our study are the following:

1. Develop a methodology to downscale large-scale precipitation, given by several AOGCMs, to regional-scale precipitation by statistical downscaling using convolution neural network and generative adversarial training.

2. Propose a novel loss function which is a combination of content loss, structural loss, and adversarial loss, which improves the prediction of global and regional qualities of the downscaled precipitation.

2. Methods

2.1. Study Area and Datasets

The Tsá Túé Biosphere Reserve is situated around Great Bear Lake in Northwest Territories, Canada. Great Bear Lake is the last large pristine arctic lake, covering an area over 31,000 km². The rate of environmental change in northern Canada has been widely documented, including landform transformation [60], shrub expansion in the tundra [61], permafrost thaw and related hydrological impacts [62], wildlife declines [63], and changes affecting local communities and culture [64]. Furthermore, scarce weather data due to sparse observational stations make the estimation of the change through in-situ observation more difficult. It is evident the local communities in Canada’s north need to adapt and prepare for the anticipated impacts of climate change with help of the climatic data at hydrologically-relevant scales. This sets up a critical need for better climate impact prediction and estimation at regional scales. Figure 1 shows Great Bear Lake and its adjacent regions within Tsá Túé Biosphere Reserve, which is used as a downscaling region of interest in this study.

We developed this downscaling methodology using annual maximum daily precipitation as our target variable. Annual maximum daily precipitation data during 1950–2010 were extracted from the NRCANMET daily gridded precipitation dataset [65]. While gridded data derived from a sparse observation network in northern Canada are not ideal validation data, these are the best available for the region and should replicate regional patterns. [38], and [66], in their studies discussed the properties of any predictor in statistical downscaling. They should be (1) reliably simulated by GCMs, (2) readily available from the archives of GCM outputs, and (3) strongly correlated with the surface variables of interest (rainfall in the present case). The simulated rainfall by GCMs contains the dynamical information of the atmosphere as well as the information of the effects of climate change on rainfall, through different physical parameterizations. We therefore utilized the AOGCM simulated precipitation as a predictor of the observed (i.e., gridded) precipitation. Our statistical framework will not only create the fine resolution precipitation but will correct the biases of the AOGCM simulated precipitations as well.

Nine AOGCMs from the CMIP6 archive were selected for this study (Table 1). Different AOGCMs have different grid resolutions and many are represented in Gaussian grids, which makes it hard to treat them within a common mathematical framework. To overcome this difficulty, we interpolated precipitation from different AOGCMs onto 10 km resolution grids using bi-linear interpolation method.
Figure 1. Study domain over the Tsa Tue Bio-reserve, located in Northwest Territories, Canada. In the inset, the location is shown in the box in the perspective of the entire Canada. The basemap is downloaded from ESRI© using opensource python package.

Table 1. Features of different input atmosphere–ocean global climate models (AOGCMs).

| AOGCM      | Institution                                                                 | Grid Type     | Horizontal Dimension (Lon/Lat) | Vertical Levels |
|------------|------------------------------------------------------------------------------|---------------|--------------------------------|-----------------|
| BCC ESM    | Beijing Climate Center                                                      | T42           | $128 \times 64$                | 26              |
| CAN ESM5   | Canadian Centre for Climate Modelling and Analysis, Environment and Climate Change Canada | T63           | $128 \times 64$                | 49              |
| CESM2      | National Center for Atmospheric Research                                    | $0.9 \times 1.25$ finite volume grid | $288 \times 192$             | 70              |
| CNRM CM6.1 | Centre National de Recherches Meteorologiques                               | T127          | $256 \times 128$              | 91              |
| CNRM ESM2  | Centre National de Recherches Meteorologiques                               | T127          | $256 \times 128$              | 91              |
Table 1. Cont.

| AOGCM          | Institution                                           | Grid Type | Horizontal Dimension (Lon/Lat) | Vertical Levels |
|----------------|-------------------------------------------------------|-----------|--------------------------------|-----------------|
| GFDL CM4       | Geophysical Fluid Dynamics Laboratory                | C96       | 360 × 180                      | 33              |
| HAD GEM3       | Met Office Hadley Centre                             | N96       | 192 × 144                      | 85              |
| MRI            | Meteorological Research Institute, Tsukuba, Ibaraki   | TL159     | 320 × 160                      | 80              |
| UK ESM1        | Met Office Hadley Centre                             | N96       | 192 × 144                      | 85              |

2.2. Downscaling Method

We train a generating network $G_{\theta_G}$ which can transform coarse resolution AOGCM extreme precipitation ($P_{GCM}$) to regional scale fine resolution extreme precipitation ($P_{obs}$). The technical difficulties of the problem involve increment of the resolution, bias correction, and regional scale precipitation feature corrections. The number of training years $y=1, \ldots, n$ then the $\theta_G$ is obtained through solving the minimization of the downscaling total loss function $l^D$:

$$
\hat{\theta}_G = \arg\min_{\theta_G} \frac{1}{n} \sum_{y=1}^{n} l^D(G_{\theta_G}(P_{GCM}^y), P_{obs}^y)
$$

(1)

We designed the downscaling total loss as a weighted combination of several components. We discuss these components in detail later.

2.2.1. Adversarial Training

We used Wasserstein GAN (WGAN) [67] as a discriminative network. It uses the Earth-Mover (also called Wasserstein-1) distance $W(q, p)$, which is informally defined as the minimum cost of transporting mass to transform the distribution $q$ into the distribution $p$ (where the cost is mass times transport distance).

Formally, the game between the generator $G_{\theta_G}$ and the discriminator $D_{\theta_D}$ is a minimax objective. The WGAN value function is constructed using the Kantorovich–Rubinstein [68] duality to obtain:

$$
\min_{G_{\theta_G}} \max_{D_{\theta_D} \in D} E[D_{\theta_D}(P_{obs})] - E[D_{\theta_D}(G_{\theta_G}(P_{GCM}))]
$$

(2)

where $D$ is the set of 1-Lipschitz functions. To enforce the Lipschitz constraint on the WGAN, [67] propose to clip the weights of the WGAN to lie within a compact space $[-c, c]$. The set of functions satisfying this constraint is a subset of the $k$-Lipschitz functions for some $k$ which depends on $c$ and the WGAN architecture.

2.2.2. Downscaling Total Loss

The total loss is designed as a linear combination of 3-loss components: adversarial loss, content loss, and structural loss.

$$
Total \ loss = adversarial \ loss + content \ loss + structural \ loss
$$

Adversarial loss:

The adversarial loss is given by the approximate earth moving distance between the observation and generator output. It is given by:
\[ \text{Adversarial Loss} = D_{\theta_D}(G_{\theta_G}(P_{\text{GCM}})) \] (3)

**Content loss:**
The Nash–Sutcliffe model efficiency coefficient (NSE) is a widely popular loss estimate which assesses the predictive ability of any hydrology model. We have taken \((1 - \text{NSE})\) as content loss:

\[ \text{Content Loss} = \sum_{y=1}^{n} \left( \frac{(G_{\theta_G}(p_{GCM}^y) - p_{\text{obs}}^y)^2}{\frac{1}{n} \sum_{y=1}^{n} p_{\text{obs}}^y} \right) \] (4)

This loss can take range \([0, \infty)\). A loss of 0 means a perfect match with the observation. The loss value 1 means that the model is as accurate as the average of the observed values. The loss greater than 1 signifies that the observed mean is a better predictor than the model.

**Structural Loss:**
The overall low error may not conserve the regional relevant details common to high-resolution precipitation. To address this problem and conserve the regional details we introduced a structural loss function. Multi-scale structural similarity index (MSSIM) \([69]\) compares the luminance, contrast, and structure of two 2D fields. We compared this metric on multiple scales to preserve the regional scale structure of the precipitation at those scales. We defined our loss based on structural dissimilarity (DSSIM) which is defined by \((1 - \text{MSSIM})/2\):

\[ \text{Structural Loss} = \frac{1}{2} (1 - \text{MSSIM}) = \frac{1}{2} \left( 1 - p_{\text{obs}}^y \prod_{i=1}^{M} c_i^{\alpha_i} \right) \] (5)

where the highest scale or the window size is given by \(M\). \(\alpha_i, \beta_i, \) and \(\gamma_i\) are weights of luminance, contrast, and structure components respectively at scale \(i\). We used \(\alpha = \beta = \gamma = 1\). For any given scale the luminance comparison is given by:

\[ l = \frac{2\mu_{\text{obs}}\mu_G + c_1}{\mu_{\text{obs}}^2 + \mu_G^2 + c_1} \] (6)

The contrast comparison is given by:

\[ c = \frac{2\sigma_{\text{obs}}\sigma_G + c_2}{\sigma_{\text{obs}}^2 + \sigma_G^2 + c_2} \] (7)

and the structure comparison is given by:

\[ s = \frac{\sigma_{\text{obs},G} + c_3}{\sigma_{\text{obs}}\sigma_G + c_3} \] (8)

where \(\mu_{\text{obs}}\) and \(\mu_G\) are the mean of observation and generated values, respectively; \(\sigma_{\text{obs}}\) and \(\sigma_G\) are the standard deviation of observation and generated values, respectively; and \(\sigma_{\text{obs},G}\) is the co-variance between observation and generated values. \(c_1, c_2, \) and \(c_3\) are small constants to stabilize the divisions with weak denominator. We used \(c_1 = (k_1L)^2, c_2 = (k_2L)^2, c_3 = \frac{c_2}{2}\) where \(k_1 = 0.01, k_2 = 0.03, \) and \(L\) is the dynamic range of the input which we have taken as 100.

### 2.2.3. Networks

The generative network is built in the style of convolution encoder and dense decoder. We used LeakyReLU with momentum 0.2 to activate the hidden layers and used strided convolution for downsampling. ReLU has been used in the last layer of the Generator. We used \(L_2\)-norm regularization with weights \(1^{-5}\) on model weights and biases to prevent over-fitting.
Like the generative network, the discriminative network has a convolution encoder with a strided convolution downsampler. We used the LeakyReLU with momentum 0.2 as activation in the hidden layer and ReLU activation is used in the output layer. Batch normalization with momentum 0.8 is used after every convolutional layer to stabilize the training. The discriminative network computes the approximate earth moving distance (Wasserstein distance) between the observed and predicted precipitation. Following the recommendation of WGAN, we created compact support for layer weights by clipping them between $[-1, 1]$. The schematic for the networks and training procedure is shown in Figure 2. The CliGAN model was implemented in python and is available via request from the authors.

![Schematic of the generative adversarial network.](image-url)
2.2.4. Training Details

Model training was performed on the NVIDIA Quadro 4000 GPU (Santa Clara, CA, USA). The $l_2$-norm regularization was used on both weight and bias of the generator to prevent over-fitting. Furthermore, we employed a random sub-sampling strategy to train the network to capture the stochasticity of the entire population. The entire dataset is temporally split into random training and testing set for each training epoch. The network is trained using the training set and the performance is tested on the testing set. We used 66%/33% training/testing data divide, which resulted in 41 temporal points for training and 20 temporal points for testing. We avoided any kind of rescaling of the input or output data and allowed the model to learn and evolve the climate signal present in the different model datasets and observations. The generator was optimized using Adam first-order gradient-based optimization [70] based on the $L_{inf}$ norm (Adamax) [71] with initial learning rate $\beta = 0.02$ and $\beta_1$ decay 0.5. We wanted the discriminator to compute the gradient-based on an adaptive window near the present iteration and did not want to use all the previous generator results of the gradient information. Therefore, we used a moving window update of the gradient in Adam (Adadelta) [72] to train the discriminator Wasserstein distance computer. The initial 500 iterations were discarded as burn-in and subsequently the model was trained for 10,000 iterations until convergence. These settings were found to be more than adequate for simulating realistic high-resolution precipitation patterns.

To compare the performance of generative adversarial training we trained two more models. In the 1st alternative network traditional mean absolute error has been used to train the generator instead of a combination of loss applied in the CliGAN. We also trained a second alternative model inspired by [2]. In this model, the first 10 principal components with the largest eigenvalues from each of the nine climate models are mapped to the 20 principal components (~99% variance explained) of the observation using a single layer neural network. The overfitting of the network is prevented using a 0.5 neuron dropout rate between the layers. More details on the climate model eigen spectra, observation eigen spectra, and training performance of the network are given in the reference section of the paper.

3. Results and Discussion

The median annual maximum rainfall generated by the various AOGCMs examined in this study varied considerably (Figure 3), indicating significant inter-model uncertainty and the need for an ensemble approach [73]. One of the major challenges in downscaling these precipitation variables to any region is to correct these biases (or differences) according to the observed pattern [74]. An ideal downscaling method not only generates a higher resolution regional level realization of the climatic variable but should also reproduce both patterns and magnitudes. The models examined here show the need for downscaling methods that can produce a spatial and temporally coherent observed climatic distribution.

A key contribution in the CliGAN modeling framework is the development of a novel loss training method incorporating the spatial structure of rainfall. To validate our use of the total loss functions, we experimented with different combinations of loss functions (Table 2). Each model is trained with a different permutation of loss functions for 10,000 iterations; and the median training and testing loss of the last 50 iterations is reported in the table. The combination of all three—adversarial loss, NS loss, and MSSIM loss—has content errors of 0.015 and 0.043, and structural error of 0.024 and 0.033 for training and testing, respectively. It can also be noticed the adversarial loss plays a vital role in stabilizing the performance of the network (Figure 4). Even though the training results are similar magnitude for all the experiments, the inclusion of the adversarial loss function in the combination of loss functions, have produced testing results order of magnitude improved results for the testing set. The total loss combination is found to be producing a balanced error for both content and structural error and performed stable for both training and testing. Thus, we go forward with this total loss combination. To validate the model, we trained the total loss combination for 20,000 iterations the
content losses are found to be 0.011 and 0.020, and structural losses are found to be 0.021 and 0.017 for training and testing, respectively. This justifies our choice of using this loss function.

Figure 3. Temporal median of AOGCM annual maximum precipitation of (a) BCC ESM, (b) CAN ESM5, (c) CESM2, (d) CNRM CM6.1, (e) CNRM ESM2, (f) GFDL CM4, (g) HAD GEM3, (h) MRI, and (i) UK ESM1.

Table 2. Performance of different objective functions for the model. The median of the last 50 iterations has been used to measure the performance.

| Loss Combination | Content Loss | Structural Loss |
|------------------|--------------|-----------------|
|                  | Train | Test | Train | Test |
| Adversarial + NS | 0.015 | 0.142 | 0.025 | 0.100 |
| Adversarial + MSSIM | 0.070 | 0.110 | 0.019 | 0.025 |
| NS + MSSIM | 0.011 | 0.774 | 0.024 | 0.283 |
| Adversarial + NS + MSSIM | 0.015 | 0.043 | 0.024 | 0.033 |
| Adversarial + NS + MSSIM LT | 0.011 | 0.020 | 0.021 | 0.017 |
be 0.021 and 0.017 for training and testing, respectively. This justifies our choice of using this loss function.

Table 2. Performance of different objective functions for the model. The median of the last 50 iterations has been used to measure the performance.

| Loss Combination | Content Loss | Structural Loss |
|------------------|--------------|-----------------|
| Adversarial + NS | 0.015        | 0.142           |
| + MSSIM          | 0.070        | 0.110           |
| NS + MSSIM       | 0.011        | 0.774           |
| Adversarial + NS + MSSIM | 0.015 | 0.043 |
| Adversarial + NS + MSSIM LT | 0.011 | 0.020 |

Figure 4. Different loss functions, used for training and their training and testing error.

Figure 5 shows the trace of different training and testing losses for all the loss function combination error function for 10,000 iterations. For total, content, structural loss first 100 iteration results are discarded as part of generator warm-up and for adversarial loss and discriminator loss first 500 iterations are discarded as part of discriminator spin up. Figure 5a shows the trace of the total loss. Considering this is a combination of three types of errors—adversarial error, content error, and structural error—it does not have any meaningful unit. Figure 5b shows the trace of content loss and Figure 5c shows the trace of the structural loss. Notice the stable training trace and fluctuating testing trace. However, overall, the testing error is showing a decreasing trend for both content and structural loss. The adversarial loss keeps on increasing (Figure 5d) for both training and testing. This signifies the ability of the discriminator to distinguish generator output and observation. The training loss of the discriminator (Figure 5e) shows the increasing trace. However, it is marginally greater in magnitude than adversarial loss. This means the generator is doing a good job of emulating the observed patterns. Mean absolute error trace (Figure 5f) shows a pattern like content loss.
Figure 5. (a) Total loss of training, (b) content loss, (c) structural loss, (d) adversarial loss, (e) discriminator loss, (f) mean absolute error of the training.

For the final simulation, we trained the model with all the available input data. This also enabled us to compare the model against other models effectively. For the total loss of the model, error continued to decrease even after 10,000 iterations (Figure 6a). The content loss stabilized around a value $10^{-3}$ after 10,000 iterations (Figure 6b), while the structural loss stabilized around a value of $2.4 \times 10^{-2}$ (Figure 6c). The adversarial loss in Figure 6d keeps on increasing after 10,000 iterations indicating the discriminator is resolving the differences between the observed and predicted precipitation patterns. The discriminator error also keeps on increasing (Figure 6e), signifying the good performance of the generator. However, the loss of the discriminator is still lower than the adversarial error. As an extra diagnostic, we also tracked a widely popular loss metric mean absolute error. Figure 6f shows the trace of mean absolute error which stabilized around a value of 0.1 mm/day after 10,000 iterations.
Figure 6. (a) Total loss of training, (b) content loss, (c) structural loss, (d) adversarial loss, (e) discriminator loss, (f) mean absolute error of the training.

Figure 7 shows the temporal mean of observed (Figure 7a) and downscaled (Figure 7b) annual maximum precipitation. The regional patterns are well captured by the model. The observed pattern of high rainfall in the southwestern high region with orographic influences and the low rainfall over the lake is captured by the model. While more work is required to understand the performance of structural loss training of climate model outputs in different geographic contexts, the results here show that different processes are captured that yield more accurate overall output products. This is evident in the error diagnostics of the downscaling performance outlined in Figure 8. For the temporal mean absolute percent error (Figure 8a), the maximum error is around 5%, however, this error is mostly confined to the north-western part of the domain. We think this is due to the low observed rainfall without any special features in the models (which can again be attributed to the absence of orographic or land cover features) in this region attributed to this high percent error. Figure 8b shows the temporal correlation between the observed and downscaled precipitation. The minimum correlation is 0.995, which is well beyond the acceptable limit. However, interestingly, the correlation values show geometrical rectilinear orientation. We hypothesized that this is an artifact of the convolution filters used in the generator for downscaling, thus this result should be interpreted with caution. Calculating $p$-values for the
Kolmogorov-Smirnov test for equivalency of temporal distribution of observed and downscaled annual maximum (Figure 8c) indicates that we cannot reject the equivalency of the distributions between the observed and downscaled (null hypothesis) at 90% confidence limit.

Figure 7. The temporal median of annual maximum precipitation (a) observed and (b) simulated.

Figure 8. Performance of the downscaling (a) mean absolute percentage error, (b) temporal correlation, and (c) P-value for Kolmogorov-Smirnov test of temporal distribution equivalency.

Table 3 shows the performance of different models and loss functions. The generative adversarial network is compared against the model trained using traditional mean absolute error and another network with principal component mapping. The performance functions are mean absolute error (MAE), NS coefficient, correlation coefficient, and p-value of the two sample KS tests. In all the performance measures the performance of GAN is superior followed by MAE based model. PCA based model performed poorly compared to the other model. However, all models performed reasonably well.
Table 3. Performance comparison of different downscaling models.

| Performance/Model | GAN  | MAE  | PCA  |
|-------------------|------|------|------|
| MAE               | 1.71 | 1.85 | 2.7  |
| NS                | 0.996| 0.995| 0.991|
| Correlation       | 0.9987| 0.9986| 0.995|
| KS p-value        | $\sim 1^{-48}$| $\sim 1^{-25}$| $\sim 1^{-8}$|

4. Conclusions

To our knowledge, this is the first attempt to downscale spatial fields of climate variables using a CNN with adversarial training. The major conclusions from our study are summarized below.

1. Our framework can utilize diverse information present in different AOGCM simulations to create a spatially coherent field similar to observational data. The approach is similar in spirit to reliability ensemble averaging (REA) proposed by [75], within a CNN and adversarial training context.

2. Our model demonstrates good performance for downscaling extreme precipitation, which is generally considered less predictable than mean climate/precipitation variables [40,76,77].

3. The MSSIM index allowed us to get an insight into the model’s regional characteristics and suggest relying solely on point-based error functions that are widely used in statistical downscaling and may not be enough to simulate regional characteristics of precipitation variables reliably.

4. Further use of total loss function, which is a combination of adversarial, content, and structural loss within a CNN-based downscaling method, may lead to higher quality downscaled products.

5. The adversarial loss can provide a meaningful gradient to weight optimization when traditional loss functions fail in near convergence variabilities.

These results hold considerable potential for fields investigating climate change impacts and climate processes. In many sectors, the scale mismatch between AOGCMs and spatial scales at the level of impacts (e.g., hydrological, ecological, economic) makes studying direct linkages and outcomes of climate models difficult. Downscaling methods in general help to bridge this divide by making climate model information more meaningful and useful for scientists working across disciplines at more localized geographic scales. Our analysis shows that incorporating the structure into the training of CNN-based statistical downscaling models reproduces observational gridded data for annual daily maximum rainfall in northern Canada, where station observational data are sparse and where climate change information is greatly needed. Further work developing and evaluating the CliGAN modeling framework in different geographic and thematic contexts is needed to realize the benefits to the wider scientific community.
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