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Abstract
This paper presents a constraint-based graph partitioning approach to coreference resolution solved by relaxation labeling. The approach combines the strengths of groupwise classifiers and chain formation methods in one global method. Experiments show that our approach significantly outperforms systems based on separate classification and chain formation steps, and that it achieves the best results in the state of the art for the same dataset and metrics.

1 Introduction

Coreference resolution is a natural language processing task which consists of determining the mentions that refer to the same entity in a text or discourse. A mention is a noun phrase referring to an entity and includes named entities, definite noun phrases, and pronouns. For instance, “Michael Jackson” and “the youngest of Jackson 5” are two mentions referring to the same entity.

A typical machine learning-based coreference resolution system usually consists of two steps: (i) classification, where the system evaluates the coreferrality of each pair or group of mentions, and (ii) formation of chains, where given the confidence values of the previous classifications the system forms the coreference chains.

1

Regarding the classification step, pioneer systems developed were based on pairwise classifiers. Given a pair of mentions, the process generates a feature vector and feeds it to a classifier. The resolution is done by considering each mention of the document as an anaphor1 and looking backward until the antecedent is found or the beginning of the document is reached (Aone and Bennett, 1995; McCarthy and Lehnert, 1995; Soon et al., 2001).

A first approach towards groupwise classifiers is the twin-candidate model (Yang et al., 2003). The model faces the problem as a competition between two candidates to be the antecedent of the anaphor into account. Each candidate mention is compared with all the others in a round robin contest. Following the groupwise approach, rankers consider all the possible antecedent mentions at once (Denis and Baldridge, 2008). Rankers can obtain more accurate results due to a more informed context where all candidate mentions are considered at the same time.

Coreference chains are formed after classification. Many systems form the chains by joining each positively-classified pair (i.e. single-link) or with simple improvements such as linking an anaphor only to its antecedent with maximum confidence value (Ng and Cardie, 2002). Rankers consider all candidate mentions at once (Denis and Baldridge, 2008).

Some works propose more elaborated methods than single-link for chain formation. The approaches used are Integer Linear Programming

1 Typically a pair of coreferential mentions $m_i$ and $m_j$ ($i < j$) are called antecedent and anaphor respectively, though $m_j$ may not be anaphoric.
(ILP) (Denis and Baldridge, 2007; Klenner and Ailloud, 2009; Finkel and Manning, 2008), graph partitioning (Nicolae and Nicolae, 2006), and clustering (Klenner and Ailloud, 2008). The main advantage of these types of post-processes is the enforcement of transitivity sorting out the contradictions that the previous classification process may introduce.

Although chain formation processes search for global consistency, the lack of contextual information in the classification step is propagated forward. Few works try to overcome the limitations of keeping classification and chain formation apart. Luo et al. (2004) search the most probable path comparing each mention with the partial-entities formed so far using a Bell tree structure. McCallum and Wellner (2005) propose a graph partitioning cutting by distances, with the peculiarity that distances are learned considering coreferential chains of the labeled data instead of pairs. Culotta et al. (2007) combine a groupwise classifier with a clustering process in a First-Order probabilistic model.

The approach presented in this paper follows the same research line of joining group classification and chain formation in the same step. Concretely, we propose a graph representation of the problem solved by a relaxation labeling process, reducing coreference resolution to a graph partitioning problem given a set of constraints. In this manner, decisions are taken considering the whole set of mentions, ensuring consistency and avoiding that classification decisions are independently taken. Our experimental results on the ACE dataset show that our approach outperforms systems based on separate classification and chain formation steps, and that it achieves the best results in the state of the art for the same dataset and metrics.

The paper is organized as follows. Section 2 describes the graph representation of the task. Section 3 explains the use of relaxation labeling algorithm and the machine learning process. Finally, experiments and results are explained in Section 4 before paper is concluded.

2 Graph Representation
Let $G = G(V, E)$ be an undirected graph where $V$ is a set of vertices and $E$ a set of edges. Let $m = (m_1, ..., m_n)$ be the set of mentions of a document with $n$ mentions to resolve. Each mention $m_i$ in the document is represented as a vertex $v_i \in V$. An edge $e_{ij} \in E$ is added to the graph for pairs of vertices $(v_i, v_j)$ representing the possibility that both mentions corefer. The list of adjacent vertices of a vertex $v_i$ is $A(v_i)$.

Let $C$ be our set of constraints. Given a pair of mentions $(m_i, m_j)$, a subset of constraints $C_{ij} \subseteq C$ restrict the compatibility of both mentions. $C_{ij}$ is used to compute the weight value of the edge connecting $v_i$ and $v_j$. Let $w_{ij} \in W$ be the weight of the edge $e_{ij}$:

$$w_{ij} = \sum_{k \in C_{ij}} \lambda_k f_k(m_i, m_j) \quad (1)$$

where $f_k(\cdot)$ is a function that evaluates the constraint $k$. And $\lambda_k$ is the weight associated to the constraint $k$ ($\lambda_k$ and $w_{ij}$ can be negative).

In our approach, each vertex $(v_i)$ in the graph is a variable $(v_i)$ for the algorithm. Let $L_i$ be the number of different values (labels) that are possible for $v_i$. The possible labels of each variable are the partitions that the vertex can be assigned. Note that the number of partitions (entities) in a document is unknown, but it is at most the number of vertices (mentions), because in a extreme case, each mention in a document could be referring to a different entity. A vertex with index $i$ can be in the first $i$ partitions (i.e. $L_i = i$).

Each combination of labelings for the graph vertices is a partitioning ($\Omega$). The resolution process searches the partitioning $\Omega^*$ which optimizes the goodness function $F(\Omega, W)$, which depends on the edge weights $W$. In this manner, $\Omega^*$ is optimal if:

$$F(\Omega^*, W) \geq F(\Omega, W), \forall \Omega \quad (2)$$

The next section describes the algorithm used in the resolution process.

3 Relaxation Labeling
Relaxation labeling (Relax) is a generic name for a family of iterative algorithms which perform
function optimization, based on local information. The algorithm has been widely used to solve NLP problems such as PoS-tagging (Marquez et al., 2000), chunking, knowledge integration, and Semantic Parsing (Atserias, 2006).

Relaxation labeling solves our weighted constraint satisfaction problem dealing with the edge weights. In this manner, each vertex is assigned to a partition satisfying as many constraints as possible. To do that, the algorithm assigns a probability for each possible label of each variable. Let \( H = (h^1, h^2, \ldots, h^n) \) be the weighted labeling to optimize, where each \( h^i \) is a vector containing the probability distribution of \( v_i \), that is: \( h^i = (h^i_1, h^i_2, \ldots, h^i_{l_i}) \). Given that the resolution process is iterative, the probability for label \( l \) of variable \( v_i \) at time step \( t \) is \( h^i_l(t) \), or simply \( h^i_l \) when the time step is not relevant.

The support for a pair variable-label \( (S_{il}) \) expresses how compatible is the assignment of label \( l \) to variable \( v_i \) considering the labels of adjacent variables and the edge weights. Although several support functions may be used (Torras, 1989), we chose the following one, which defines the support as the sum of the edge weights that relate variable \( v_i \) with each adjacent variable \( v_j \) multiplied by the weight for the same label \( l \) of \( v_j \):

\[
S_{il} = \sum_{j \in A(v_i)} w_{ij} \times h^j_l
\]

where \( w_{ij} \) is the edge weight obtained in Equation 1. In our version of the algorithm, \( A(v_i) \) is the list of adjacent vertices of \( v_i \) but only including the ones with an index \( k < i \). Consequently, the weights only have influence in one direction which is equivalent to using a directed graph. Although the proposed representation is based on a general undirected graph, preliminary experiments showed that using directed edges yields higher performance in this particular problem.

The aim of the algorithm is to find a weighted labeling such that global consistency is maximized. Maximizing global consistency is defined as maximizing the average support for each variable. Formally, \( H^* \) is a consistent labeling if:

\[
\forall l \sum_{i=1}^{L_i} h^i_l \times S_{il} \geq \sum_{l=1}^{L_i} h^i_l \times S_{il} \quad \forall h, \forall i
\]

A partitioning \( \Omega \) is directly obtained from the weighted labeling \( H \) assigning to each variable the label with maximum probability. The supports and the weighted labeling depend on the edge weights (Equation 3). To satisfy Equation 4 is equivalent to satisfy Equation 2. Many studies have been done towards the demonstration of the consistency, convergence and cost reduction advantages of the relaxation algorithm (Rosenfeld et al., 1976; Hummel and Zucker, 1987; Pelillo, 1997). Although some of the conditions required by the formal demonstrations are not fulfilled in our case, the presented algorithm—that forces a stop after a number of iterations—has proven useful for practical purposes.

Figure 1 shows the pseudo-code of the relaxation algorithm. The process updates the weights of the labels in each step until convergence. The convergence is met when no more significant changes are done in an iteration. Specifically, when the maximum change in an update step \( |h^i_l(t+1) - h^i_l(t)| \) is lower than a parameter \( \epsilon \), a small value (0.001 in our experiments), or a fixed number of iterations is reached (2000 in our experiments). Finally, the assigned label for a variable is the one with the highest weight. Figure 2 shows a representation.
3.1 Constraints

The performance of the resolution process depends on the edge weights obtained by a set of weighted constraints (Equation 1). Any method or combination of methods to generate constraints can be used. For example, a set of constraints handwritten by linguist experts can be added to another automatically obtained set.

This section explains the automatic constraint generation process carried out in this work, using a set of feature functions and a training corpus. Márquez et al. (2000) have successfully used similar processes to acquire constraints for constraint satisfaction algorithms.

Each pair of mentions \((m_i, m_j)\) in a training document is evaluated by a set of feature functions (Figure 3). The values returned by these functions form a positive example when the pair of mentions corefer, and a negative one otherwise. Three specialized models are constructed depending on the type of anaphor mention \((m_j)\) of the pair: pronoun, named entity or nominal.

For each specialized model, a decision tree (DT) is generated and a set of rules is extracted with C4.5 rule-learning algorithm (Quinlan, 1993). These rules are our set of constraints. The C4.5rules algorithm generates a set of rules for each path from the learnt tree. It then generalizes the rules by dropping conditions.

The weight assigned to a constraint \(\lambda_k\) is its precision over the training data \((P_k)\), but shifted to be zero-centered: \(\lambda_k = P_k - 0.5\).

3.2 Pruning

Analyzing the errors of development experiments, we have found two main error patterns that can be solved by a pruning process. First, the contribution of the edge weights for the resolution depends on the size of the document. And second, many weak edge weights may sum up to produce a bias in the wrong direction.

The weight of an edge depends on the weights assigned for the constraints which apply to a pair of mentions according to Equation 1. Each vertex is adjacent to all the other vertices. This produces that the larger the number of adjacencies, the smaller the influence of a constraint is. A consequence is that resolution for large and short documents has different results.

Many works have to deal with similar problems, specially the ones looking backward for antecedents. The larger the document, the more pos-
sible antecedents the system has to classify. This problem is usually solved looking for antecedents in a window of few sentences, which entails an evident limitation of recall.

Regarding the weak edge weights, it is notable that some kind of mention pairs are very weakly informative. For example, the pairs (pronoun, pronoun). Many stories have a few main characters which monopolize the pronouns of the document. This produces many positive training examples for pairs of pronouns matching in gender and person, which may lead the algorithm to produce large coreferential chains joining all these mentions even for stories where there are many different characters. For example, we have found in the results of some documents a huge coreference chain including every pronoun “he”. This is because a pair of mentions (“he”, “he”) is usually linked with a small positive weight. Although the highest adjacent edge weight of a “he” mention may link with the correct antecedent, the sum of several edge weights linking the mention with other “he” causes the problem.

A pruning process is performed solving both problems and reducing computational costs from \( O(n^3) \) to \( O(n^2) \). For each vertex’s adjacency list \( A(v_i) \), only a maximum of \( N \) edges remain and the others are pruned. Concretely, the \( N/2 \) edges with largest positive weight and the \( N/2 \) with largest negative weight. The value of \( N \) is empirically chosen by maximizing performances over training data. On the one hand, the pruning forces the maximum adjacency to be constant and the contribution of the edge weights does not depend on the size of the document. On the other hand, most edges of the less informative pairs are discarded avoiding further confusion. There are no limitations in distance or other restrictions which may cause a loss of recall.

### 3.3 Initial State

The initial state of the vertices define the a priori probabilities for each vertex to be in each partition. There are several possible initial states. In the case where no prior information is available, a random or uniformly distributed state is commonly used. However, a well-informed initial state should drive faster the relaxation process to a better solution. This section describes the well-informed initial state chosen in our approach and the random one. Both are compared in the experiments (Section 4.2).

The well-informed initial state favors the creation of new chains. Variable \( v_i \) has \( L_i = i \) possible values while variable \( v_{i+1} \) has \( L_i + 1 \). The probability distribution of \( v_{i+1} \) is equiprobable for values from 1 to \( L_i \) but it is the double for the probability to start a new chain \( L_i + 1 \).

\[
\begin{align*}
  h_i^l &= \frac{1}{L_i+1}, & \forall l = 1..L_i - 1 \\
  h_i^{L_i} &= \frac{2}{L_i+1}
\end{align*}
\]

Pronouns do not follow this distribution but a totally equiprobable one, given that they are usually anaphoric.

\[
\begin{align*}
  h_i^l &= \frac{1}{L_i}, & \forall l = 1..L_i
\end{align*}
\]

This configuration enables the resolution process to determine as singletons the mentions for which little evidence is available. This small difference between initial probability weights is also introduced in order to avoid exceptional cases where all support values contribute with the same value.

The random initial state is also used in our experiments to test that our proposed configuration is better-informed than random. Given the equiprobability state, we add a random value to each probability to be in a partition:

\[
\begin{align*}
  h_i^l &= \frac{1}{L_i} + \epsilon_{il}, & \forall l = 0..L_i
\end{align*}
\]

where \( \epsilon_{il} \) is a random value \( \frac{1}{2L_i} \leq \epsilon_{il} \leq \frac{1}{2L_i} \). These little random differences may help the algorithm to avoid local minima.

### 3.4 Reordering

The vertices of the graph would usually be placed in the same order as the mentions are found in the document (chronological). In this manner, \( v_i \) corresponds to \( m_i \). However, as suggested by Luo (2007), there is no need to generate the model following that order. In our approach, the first variables have a lower number of possible labels. Moreover, an error in the first variables has more influence on the performance than an error in the later ones. Placing named entities at the beginning is reasonably to expect that is helpful for the algorithm, given that named entities are usually the most informative mentions.
Suppose we have three mentions appearing in this order somewhere in a document: “A. Smith”, “he”, “Alice Smith”. For proximity, mention “he” may tend to link with “A. Smith”. Then, the third mention “Alice Smith” clearly is the whole name of “A. Smith” but the gender with “he” does not agree. Given that our implementation acts like a directed graph only looking backward (see Section 3), mention “he” won’t change its tendency and it may cause a split in the “Alice Smith” coreference chain. However, having named entities in first place and pronouns at the end, enables the mention “he” to determine that “A. Smith” and “Alice Smith” having the same label are not good antecedents.

Reordering only affects on the number of possible labels of the variables and the list of adjacencies $A(v_i)$. The chronological order of the document is taken into account by the constraints regardless of the graph representation. Our experiments confirm (Section 4) that placing first named entity mentions, then nominal mentions and finally the pronouns, the precision increases considerably. Inside of each of these groups, the order is the same order of the document.

4 Experiments and Results

We evaluate our approach to coreference resolution using ACE-phase02 corpus, which is composed of three sections: Broadcast News (BNEWS), Newswire (NWIRE) and Newspaper (NPAPER). Each section is in turn composed of a training set and a test set. Figure 4 shows some statistics about this corpus.

|          | Tokens | Mentions | Entities |
|----------|--------|----------|----------|
| bnews train | 66627  | 9937     | 4408     |
| bnews test  | 17463  | 2579     | 1040     |
| npaper train | 68970  | 11283    | 4163     |
| npaper test  | 17404  | 2483     | 942      |
| nwire train  | 70832  | 10693    | 4297     |
| nwire test   | 16772  | 2608     | 1137     |

Figure 4: Statistics about ACE-phase02

To evaluate our system we use CEA (Luo, 2005) and $B^3$ (Bagga and Baldwin, 1998). CEA is computed based on the best one-to-one map between key coreference chains and response ones. We use the mention-based similarity metric which counts the number of common mentions shared by key coreference chains and response ones. As we are using true mentions for the experiments, precision, recall and $F_1$ are the same value and only $F_1$ is shown. $B^3$ scorer is used for comparison reasons. $B^3$ algorithm looks at the presence/absence of mentions for each entity in the system output. Precision and recall numbers are computed for each mention, and the average gives the final precision and recall numbers.

MUC scorer (Vilain et al., 1995) is not used in our experiments. Although it has been widely used in the state of the art, we consider the newer metrics have overcome some MUC limitations (Bagga and Baldwin, 1998; Luo, 2005; Klenner and Aillon, 2008; Denis and Baldridge, 2008).

Our preprocessing pipeline consists of FreeLing (Atserias et al., 2006) for sentence splitting and tokenization, SVMTool (Gimenez and Marquez, 2004) for part of speech tagging and BIO (Surdeanu et al., 2005) for named entity recognition and classification. No lemmatization neither syntactic analysis are used.

4.1 Baselines

4.1.1 DT with automatic feature selection

The baseline developed in our work is based on Soon et al. (2001) with the improvements of Ng and Cardie (2002), which uses a Decision Tree (DT). Many research works use the same references in order to evaluate possible improvements done by their new models or by the incorporation of new features. The features used in the baseline are the same than those used in our proposed system (Figure 3). However, some features are noisy and many others have redundancy which causes low performances using DTs. In order to select the best set...
Table 1: Results ACE-phase02. Comparing baselines based on Decision Trees.

| Model      | F1 | F1 | F1 | P  | R  | F1 |
|------------|----|----|----|----|----|----|
| DT         | 60.6 | 57.8 | 60.5 | 61.0 | 74.1 | 66.9 |
| DT Hill    | 67.8 | 61.6 | 65.0 | 64.8 | 74.7 | 69.8 |

Table 2: Results on documents shorter than 200 mentions of ACE-phase02

| Model      | F1 | F1 | F1 | P  | R  | F1 |
|------------|----|----|----|----|----|----|
| DT         | 60.6 | 59.5 | 64.7 | 61.7 | 63.3 | 74.7 |
| DT + ILP   | 62.8 | 60.3 | 63.7 | 62.5 | 69.2 | 70.7 |
| DT Hill    | 67.8 | 63.2 | 67.2 | 66.5 | 76.8 | 71.0 |
| DT Hill + ILP | 67.6 | 63.5 | 66.7 | 66.3 | 80.0 | 73.7 |
| Relax      | 69.5 | 68.3 | 73.0 | 70.4 | 86.5 | 67.9 |

4.1.2 Integer Linear Programming

The second baseline developed forms the coreference chains given the output of the pair classification of the first baseline. A set of binary variables \((x_{ij})\) symbolize whether pairs of mentions \((m_i, m_j)\) corefer \((x_{ij} = 1)\) or not \((x_{ij} = 0)\). An objective function is defined as follows:

\[
\min \sum_{i<j} -\log(P_{c_{ij}})x_{ij} - \log(1 - P_{c_{ij}})(1 - x_{ij})
\]

where \(P_{c_{ij}}\) is the confidence value of mentions \(m_i\) and \(m_j\) to corefer obtained by the pair classifier. The minimization of the objective function is done by Integer Linear Programming (ILP) in a similar way to (Klenner, 2007; Denis and Baldridge, 2007; Finkel and Manning, 2008). In order to keep consistency in the results, which is the goal of this post-process, a set of triangular constraints is required. For each three mentions with indexes \(i < j < k\) the corresponding variables have to satisfy three constraints:

- \(x_{ik} \geq x_{ij} + x_{jk} - 1\)
- \(x_{ij} \geq x_{ik} + x_{jk} - 1\)
- \(x_{jk} \geq x_{ij} + x_{ik} - 1\)

This implies that this model needs, for a document with \(n\) mentions, \(\frac{1}{2} n(n-1)\) variables and \(\frac{1}{2} n(n-1)(n-2)\) constraints to assure consistency\(^2\). This is an important limitation with a view to scalability. In our experiments only documents shorter than 200 mentions can be solved by this baseline due to its computational cost.

4.2 Experiments

Four experiments have been done in order to evaluate our proposed approach. This section describes and analyzes the results of each experiment. Finally, our performances are compared with the state of the art.

The first experiment compares the performances of our baselines (Table 1). “DT” is the system based on Decision Tree using all the features of Figure 3 and “DT+Hill” is a DT using the features selected by the Hill Climbing process (Section 4.1.1). There is a significant improvement in the performances (5.1 points with CEAF, 5.3 with \(B^3\)) after the automatic feature selection process is done.“

\(^2\) \(\frac{1}{2} n(n-1)(n-2)\) for each one of the three triangular constraints.
In the second experiment the ILP chain formation process is applied using the output of both DTs. Results are shown in Table 2. Note that ILP only applies to documents shorter than 200 mentions due to its excessive computational cost (Section 4.1.2). Results for Relax applied to the same documents are also included for comparison. ILP forces consistency of the results producing an increase in precision score with $B^3$ metric in both cases. However, “DT+Hill” has been optimized for CEAF metric which encourages precision and consistency. For this, a post-process forcing consistency seems unnecessary for a classifier already optimized. Relax significantly outperforms all the baselines.

The third experiment shows the improvements achieved by the use of pruning and reordering techniques (Sections 3.2 and 3.4). Table 3 shows the results. Pruning improves performances with both metrics. $B^3$ precision is decreased but the global $F_1$ is increased due to a considerably improvement of recall. Reordering recovers the precision lost by the pruning without loosing recall, which achieves the best performances of 69.7 with CEAF and 74.9 with $B^3$.

The fourth experiment evaluates the influence of the initial state. A comparison is done with the proposed initial state (Section 3.3) and the random one. The results shown in Table 3 for random initial state are the average of 3 executions. The system called “Relax random IS” is using the same values for pruning and reordering techniques than the best result of previous experiment: “Relax pruning & reorder”. As expected, results with a well-informed initial state outperform the random ones.

Finally, Relax performances are compared with the best scores we have found using the same corpora and metrics. We compare our approach with specialized Rankers –groupwise classifier–, and a system using ILP not only forcing consistency but also using information about anaphoricity and named entities. Relax outperforms both systems with both metrics (Table 3).

### 5 Conclusion

The approach for coreference resolution presented in this paper is a constraint-based graph partitioning solved by relaxation labeling.

The decision to join or not a set of mentions in the same entity is taken considering always the whole set of previous mentions like in groupwise classifiers. Contrarily to the approaches where variables are the linkage of each pair of mentions, in this model consistency is implicitly forced. Moreover, the influence of the partial results of the other mentions at the same time avoids that decisions are independently taken.

The capacity to easily incorporate constraints from different sources and using different knowledge is also remarkable. This flexibility gives a great potential to the approach. Anaphoricity filtering is not needed given that the necessary knowledge can be also introduced by constraints.

In addition, three techniques to improve results have been presented: reordering, pruning and feature selection by Hill Climbing. The experiments confirm their utility.

The experimental results clearly outperform the baselines with separate classification and chain formation. The approach also outperforms others in the state of the art using same corpora and metrics.
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