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Abstract

The notion of a difference hierarchy, first introduced by Hausdorff, plays an important role in many areas of mathematics, logic and theoretical computer science such as descriptive set theory, complexity theory, and the theory of regular languages and automata. Lattice theoretically, the difference hierarchy over a distributive lattice stratifies the Boolean algebra generated by it according to the minimum length of difference chains required to describe the Boolean elements. While each Boolean element is given by a finite difference chain, there is no canonical such writing in general. We show that, relative to the filter completion, or equivalently, the lattice of closed upsets of the dual Priestley space, each Boolean element over the lattice has a canonical minimum length decomposition into a Hausdorff difference chain. As a corollary, each Boolean element over a co-Heyting algebra has a canonical difference chain (and an order dual result holds for Heyting algebras). With a further generalization of this result involving a directed family of closure operators on a Boolean algebra, we give an elementary proof of the fact that if a regular language is given by a Boolean combination of universal sentences using arbitrary numerical predicates then it is also given by a Boolean combination of universal sentences using only regular numerical predicates.
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1. Introduction

Hausdorff introduced the notion of a difference hierarchy in his work on set theory [17]. Subsequently, the notion has played an important role in descriptive set theory as well as in complexity theory. More recently, it has seen a number of applications in the theory of regular languages and automata [15, 4]. From a lattice theoretic point of view, the difference hierarchy over a distributive lattice $D$ stratifies the universal Boolean envelope of $D$. This is the (unique up to isomorphism) Boolean algebra $B$ containing $D$ as a sublattice and generated (as a Boolean algebra) by $D$. We follow the tradition in lattice theory calling $B$ the Booleanization of $D$. However, we warn any frame theorist reading the paper that this is not the same thing as the Booleanization of a frame [1], which generalizes the construction of the complete Boolean algebra of regular opens of a topological space.

In the difference hierarchy over $D$, the stratification of the Booleanization $B$ of $D$ is made according to the minimum length of difference chains required to describe an element $b \in B$:

$$b = a_1 - (a_2 - (\ldots (a_{n-1} - a_n)\ldots))$$

where $a_1 \geq a_2 \geq \cdots \geq a_{n-1} \geq a_n$ are elements of $D$. One difficulty in the study of difference hierarchies is that in general elements $b \in B$ do not have canonical associated difference chains.

Priestley duality [25] for distributive lattices uses the Stone space of the Booleanization equipped with a partial order to represent the lattice as the closed and open (henceforth called clopen) upsets of the associated Priestley space. Priestley duality provides an elucidating tool for the study of difference hierarchies. For one, the minimum length of difference chains for an element $b \in B$ has a nice description relative to the Priestley dual space $X$ of $D$ as the length of the longest chain of points $x_1 < x_2 < \cdots < x_n$ in $X$ so that $x_i$ belongs to the clopen corresponding to $b$ if and only if $i$ is odd. Further, if we allow difference chains of closed upsets of the Priestley
space, rather than clopen upsets, then every element $b \in B$ has a canonical
difference chain which is of minimum length. If in addition $D$ is a co-Heyting
algebra, then the elements of this canonical difference chain are clopen and
thus every $b \in B$ has a canonical difference chain in $D$. We present this ma-
terial, which is closely related to work by Leo Esakia on skeletal subalgebras
of closure algebras [9], in Section 3. We have chosen to present this first part
in the language of point-set topology to provide a treatment which is more
easily accessible for researchers not used to point-free topology.

The main purpose of Section 5 is to obtain sufficient conditions so that,
given a Boolean algebra $B$, a Boolean subalgebra $B'$, and a sublattice $D$ of $B$,
the intersection of $B'$ and $D$ generates the intersection of $B'$ with the Boolean
algebra generated by $D$. For this purpose we consider a situation where $B$
is equipped with a family of closure operators whose meet-subsemilattices of
closed elements form a directed family the union of which is a sublattice of $B$.
Using Stone-Priestley duality in the point-free form of canonical extensions,
we generalize the results of Section 3 and use them to derive the main theorem
of the section.

In turn, the results of Section 5 are used in Section 8 for an application in
logic on words. More precisely, we give an elementary proof of the equality

$$B\Pi_1[N] \cap \text{Reg} = B\Pi_1[\text{Reg}].$$  \hspace{1cm} (2)

The idea is that this equality may be translated into an instance of the main
theorem of Section 5 where $B = \mathcal{P}(A^*)$ is the Boolean algebra of all formal
languages over the alphabet $A$, $B' = \text{Reg}$ is the Boolean subalgebra of regular
languages, and $D = \Pi_1[N]$ is the sublattice of languages given by universal
sentences using arbitrary numerical predicates. Universally quantifying over
a finite number of variables yields a closure operator, and the directed union
of the closed elements is exactly $D = \Pi_1[N]$. The equation (2) was first
proved by Macial, Péladeau and Thérien [20]. For more details, see [29].

Before each of the main Sections 3, 5, and 8 we include the background
needed. The aim is in this way to make the paper accessible both to lattice
and frame theorists and to researchers working with formal languages and
automata. Thus, in Section 2 we introduce the basics on lattices and duality,
Section 4 is an introduction to canonical extensions, and Section 6 contains
the preliminaries on recognition and logic on words. Section 7 provides a
lattice theoretical perspective on logic on words, as well as its connections
with model theory, which is the point of view adopted in Section 8. Although,
strictly speaking, the results of this section can not be considered as new, to the best of our knowledge, the presentation of the material in this form is an original contribution of the paper. Finally, in Section 9 we discuss possible generalizations of the present work, and in particular, we give some examples of open problems that one could try to handle with the techniques developed here.

2. Preliminaries on lattices and duality

We consider all distributive lattices to be bounded and we view the classes of distributive lattices and of Boolean algebras as categories in which the morphisms are the algebraic homomorphisms, that is, the maps that preserve all the basic operations (including the bounds). For readers needing more detailed preliminaries on lattices and duality, we refer to [7].

Priestley duality. The Priestley dual space of a distributive lattice $D$ consists of the set $S(D)$ of homomorphisms from $D$ to the two-element lattice $2$ (or equivalently, of the prime filters of $D$) ordered point-wise and equipped with the topology generated by the sets $\hat{a} = \{ x \in S(D) \mid x(a) = 1 \}$ and their complements, for $a \in D$. One can show that the resulting ordered topological space, $(X, \leq, \pi)$, is compact and totally order disconnected. That is, if $x \not\approx y$ in $X$ then there is a clopen upset $V$ of $X$ with $x \in V$ and $y \not\in V$. Totally order disconnected compact spaces are called Priestley spaces and the appropriate structure preserving maps are the continuous and order preserving maps. In the other direction, given a Priestley space $(X, \leq, \pi)$ the collection $\text{UpClopen}(X, \leq, \pi)$ of subsets of $X$ that are clopen upsets forms a lattice of sets (this may also be seen as the Priestley morphisms into the Priestley space based on the two-element chain). Morphisms correspond contravariantly and the correspondence is given by pre-composition. These functors account for the dual equivalence of the category of distributive lattices and the category of Priestley spaces. On objects, this means that $D \cong \text{UpClopen}(S(D))$ (via the map $a \mapsto \hat{a}$) for any distributive lattice $D$ and $X \cong S(\text{UpClopen}(X))$ (via the map $x \mapsto \chi_x$ where $\chi_x$ is the characteristic function of the point $x$ restricted to $\text{UpClopen}(X)$) for any Priestley space $X$. In addition, the double dual of a morphism, on either side of the duality, is naturally isomorphic to the original. For more details see [7, Chapter 11].

Booleanization. The Booleanization, $D^\sim$, of a distributive lattice $D$ is a Boolean algebra with a lattice embedding $D \hookrightarrow D^\sim$ so that any lattice
homomorphism $h: D \to B$ into a Boolean algebra, uniquely extends to a homomorphism $h^- : D^- \to B$ making the following diagram commutative:

$$
\begin{array}{c}
D \\
\downarrow h \\
D^- \\
\downarrow h^- \\
B
\end{array}
$$

It is well-known that for any embedding of $D$ into any Boolean algebra, the Boolean algebra generated by the image is isomorphic to $D^-$. The existence of such a map is a consequence of Stone-Priestley duality, but showing that this map is an embedding requires a non-constructive principle. For more on Booleanizations of lattices in a constructive manner, please see [21, 23, 16, 6].

In the setting of Priestley duality, we have seen that $D$ is isomorphic to the lattice of clopen upsets of its dual space $X$. It thus follows that $D^-$ is isomorphic to the Boolean subalgebra of $\mathcal{P}(X)$ generated by $\text{UpClopen}(X)$. One can show that this is the Boolean algebra of all clopen subsets of $X$. That is, $D^- \cong \text{Clopen}(X)$.

**Adjunctions and closure operators.** Let $P$ and $Q$ be posets. We say that maps $f : P \rightleftarrows Q : g$ form an adjoint pair provided

$$
\forall p \in P, q \in Q \quad (f(p) \leq q \iff p \leq g(q)).
$$

Note that in this case, $f$ and $g$ uniquely determine each other since

$$
f(p) = \bigwedge \{ q \in Q \mid p \leq g(q) \} \quad \text{and} \quad g(q) = \bigvee \{ p \in P \mid f(p) \leq q \}.
$$

We call $f$ the lower adjoint of $g$ and $g$ the upper adjoint of $f$. One can show that lower adjoints preserve all existing suprema, while upper adjoints preserve all existing infima. In the case that the posets $P$ and $Q$ are complete lattices this gives a simple criterion for the existence of adjoints.

**Proposition 1.** A map between complete lattices has a lower adjoint if and only if it preserves arbitrary meets, and it has an upper adjoint if and only if it preserves arbitrary joins.

Adjoint pairs are intimately related to closure operators. Recall that, for a poset $P$, a function $c : P \to P$ is a closure operator provided

$$
\forall p_1, p_2 \in P \quad (p_1 \leq c(p_2) \iff c(p_1) \leq c(p_2)).
$$
Proposition 2. If \((f: P \Rightarrow Q : g)\) is an adjoint pair, then \(gf\) is a closure operator on \(P\). Conversely, every closure operator \(c : P \rightarrow P\) may be obtained in this way, e.g. \((c' : P \Rightarrow \text{Im}(c) : \iota)\), where \(c'\) is the co-restriction of \(c\) to its image and \(\iota\) the inclusion map, is such an adjoint pair.

Finally, since upper adjoints preserve all existing infima, one can show that if \(c : P \rightarrow P\) is a closure operator and \(P\) admits a meet-semilattice structure, then \(\text{Im}(c)\) is a meet-subsemilattice of \(P\). For more details, see [7, Chapter 7].

Heyting and co-Heyting algebras. Heyting algebras are the algebras for intuitionistic propositional logic in the same sense that Boolean algebras are the algebras for classical propositional logic. The order dual notion is called a co-Heyting algebra. We will focus on co-Heyting algebras here as this is more convenient for the sequel, but any result about one notion has a corresponding order dual result about the other notion.

Definition 3. A co-Heyting algebra is a distributive lattice equipped with an additional binary operation, \(\slash\), which is the lower adjoint of the operation \(\lor\) in the sense that we have

\[
\forall a, b, c \in D \quad (a/b \leq c \iff a \leq b \lor c).
\]

Notice that this property implies that the co-Heyting operation on a distributive lattice, if it exists, is unique and is given by

\[
a/b = \bigwedge\{c \mid a \leq b \lor c\}.
\]

Thus one may think of a co-Heyting algebra as a special kind of distributive lattice. Indeed, the following proposition, which is the order dual of the corresponding fact for Heyting algebras, see [10, Proposition 3], gives such a characterization.

Proposition 4. A distributive lattice \(D\) is a co-Heyting algebra if and only if the inclusion of \(D\) in its Booleanization has a lower adjoint.

Definition 5. The lower adjoint mentioned in Proposition 4 gives, for each \(b \in D^-\), the least over-approximation of \(b\) in \(D\). We denote it by

\[
D^- \rightarrow D, \quad b \mapsto \lceil b \rceil = \bigwedge\{c \in D \mid b \leq c\}.
\]

and call it the ceiling function (of \(D\)).
It will be useful to understand which Priestley spaces correspond to co-Heyting algebras. The order dual characterization for Heyting algebras is due to Esakia [8] independently of Priestley’s work. We include a proof of the result for co-Heyting algebras to illustrate the correspondence between the algebraic and topological formulations.

Theorem 6 ([8]). Let $D$ be a distributive lattice and $X$ its Priestley dual. Then $D$ admits a co-Heyting structure if and only if for each $V \subseteq X$ clopen, $\uparrow V$ is again clopen. When this is the case, the map $\lceil \rceil : D^\sim \to D$ is naturally isomorphic to the map $V \mapsto \uparrow V$ on clopen subsets of $X$.

Proof. This is a simple consequence of Proposition 4. Note that by total order disconnectedness of $X$, for any closed (and thus compact) $K \subseteq X$, we have

$$\uparrow K = \bigcap\{W \subseteq X \mid K \subseteq W \text{ and } W \text{ clopen upset}\}.$$  \hspace{1cm} (3)

Therefore, there is a least clopen upset (i.e., element of $D$) above $V$ if and only if $\uparrow V$ is clopen. \hfill \Box

Closed upsets in Priestley spaces. Note that closed subspaces of Priestley spaces are again Priestley spaces. In fact, the closed subspaces of a Priestley space $X$ correspond to the lattice quotients of its dual $D$, cf. [7, Section 11.32].

The following well-known fact about upsets of closed sets will be used extensively in the sequel. We include a proof for the sake of completeness. For a subset $S \subseteq P$ of a poset $P$, we use $\min(S)$ to denote the set of minimal elements of $S$.

Proposition 7. Let $X$ be a Priestley space and $K \subseteq X$ a closed subset. Then, $\uparrow K = \uparrow \min(K)$ and this is a closed subset of $X$.

Proof. As seen in (3), $\uparrow K$ is a closed subset of $X$ whenever $K \subseteq X$ is. Now consider $X$ as the dual space of a distributive lattice $D$. Then the points of $X$ are the prime filters of $D$. Let $x$ be any element of $K$ and let $C$ be a maximal chain of prime filters contained in $K$ with $x \in C$. Since $C$ is a chain, it is easy to show that $x_0 = \bigcap_{x \in C} x$ is again a prime filter. Also, if $W = \hat{a}$ is any clopen upset of $X$ with $K \subseteq W$, then $a \in y$ for all $y \in K$ and thus $a \in x_0$. It follows that $x_0 \in W$ for all clopen upsets $W$ of $X$ with $K \subseteq W$ and thus $x_0 \in \uparrow K$. Now by maximality of $C$ it follows that $x_0 \in \min(K)$ and $x_0 \leq x$. Thus $\uparrow K = \uparrow \min(K)$. \hfill \Box
3. The difference hierarchy and closed upsets

Let $D$ be a distributive lattice and $D^-$ its Booleanization. Since $D^-$ is generated by $D$ as a Boolean algebra and because of the disjunctive normal form of Boolean expressions, every element of $D^-$ may be written as a finite join of elements of the form $a - b$ with $a, b \in D$. A fact, that is well known but somewhat harder to see is that every element of $D^-$ is of the form

$$a_1 - (a_2 - (\ldots - (a_{n-1} - a_n))\ldots),$$

for some $a_1, \ldots, a_n \in D$. The usual proof is by algebraic computation and is not particularly enlightening. It is also a consequence of our results here.

We begin with a technical observation.

**Proposition 8.** Let $B$ be a Boolean algebra and let $a_1 \geq \cdots \geq a_{2m}$ be a decreasing sequence of elements of $B$. Then, the following equality holds:

$$a_1 - (a_2 - (\cdots -(a_{2m-1} - a_{2m})\ldots)) = (a_1 - a_2) \lor (a_3 - (\cdots -(a_{2m-1} - a_{2m})\ldots))$$

where the join is disjoint, and by induction we obtain

$$a_1 - (a_2 - (\cdots -(a_{2m-1} - a_{2m})\ldots)) = \bigvee_{n=1}^{m}(a_{2n-1} - a_{2n})$$

where the joinands are pairwise disjoint.

**Proof.** Let us denote $b = a_3 - (a_4 - (\cdots -(a_{2m-1} - a_{2m})\ldots))$. A simple algebraic computation yields $a_1 - (a_2 - b) = (a_1 - a_2) \lor (a_1 \land b)$. Since $a_1, \ldots, a_{2m}$ is a decreasing chain and $b \leq a_3$, it follows that $a_1 \land b = b$, which in turn yields (5). \qed

One problem with difference chain decompositions of Boolean elements over a distributive lattice, which makes them difficult to understand and work with, is that, in general, there is no ‘most efficient’ such decomposition. We give an example of a Boolean element over a distributive lattice that illustrates this problem.

**Example 9.** Consider $X = \mathbb{N} \cup \{x, y\}$ equipped with the topology of the one-point compactification of the discrete topology on $\mathbb{N} \cup \{x\}$. That is, the frame of opens of $X$ is:
The order relation on $X$ is as depicted. That is, the only non-trivial order relation in $X$ is $x \leq y$. It is not hard to verify that $X$ is a Priestley space.

The clopen upsets of $X$ are the finite subsets of $N$ and the cofinite subsets of $X$ containing $y$ and they form the lattice $D$ dual to $X$. Note that $V = \{x\}$ is clopen in $X$ and thus $V \in D^-$. On the other hand, any clopen upset $W$ of $X$ containing $V$ must be cofinite. We can write

$$V = W - W'$$

where $W' = W - \{x\}$ is also a clopen upset of $X$. There is no smallest choice for $W$ as $\uparrow V = \{x, y\}$ is not open and thus not in $D$.

However, if we look for difference chains for $V$ relative to the lattice of closed subsets of $X$, then we have a least choice of difference chain, namely $V = K_1 - K_2$ where $K_1 = \uparrow V$ and $K_2 = K_1 - V$.

We show that there is an algorithm for deriving, for each element of the Booleanization of a distributive lattice, a difference chain of closed upsets (cf. Theorem 14), and that, in the case of a co-Heyting algebra, this provides a difference chain of the form (4) for each element of its Booleanization (cf. Corollary 17). We show that the difference chain thus obtained is of minimum length and is element-wise contained in any other such sequence (cf. Proposition 15). For this reason we will call it the canonical difference chain of closed upsets for the Boolean element in question. Recall that a subset $S \subseteq P$ of a poset is said to be convex provided $x \leq y \leq z$ with $x, z \in S$ implies $y \in S$.

**Definition 10.** If $P$ is a poset, $S \subseteq P$, and $p \in P$, then we say that $p_1 < p_2 < \cdots < p_n$ in $P$ is an alternating sequence of length $n$ for $p$ (with respect to $S$) provided

(a) $p_i \in S$ for each $i \in \{1, \ldots, n\}$ which is odd;
(b) $p_i \not\in S$ for each $i \in \{1, \ldots, n\}$ which is even;

(c) $p_n = p$.

Further, we say that $p \in P$ has degree $n$ (with respect to $S$), written $\deg_S(p) = n$, provided $n$ is the largest natural number $k$ for which there is an alternating sequence of length $k$ for $p$. In particular, if there is no alternating sequence for $p$ with respect to $S$ (i.e. if $p \in P - \uparrow S$) then $\deg_S(p) = 0$.

Notice that an element of finite degree is of odd degree if and only if it belongs to $S$. Also, if $S$ is convex, then every element of $S$ has degree 1, while every element of $\uparrow S - S$ has degree 2. In general, there will be non-empty subsets of posets with respect to which no element has finite degree. However, that is not the case for clopen subsets of Priestley spaces.

**Proposition 11.** Let $X$ be a Priestley space and $V$ a clopen subset of $X$. Then every element of $X$ has finite degree with respect to $V$.

**Proof.** The elements of the Booleanization of a distributive lattice $D$ may be written as a finite disjunctions of differences of elements from $D$. Thus, if $V$ is a clopen subset of a Priestley space $X$, then there is an $m$ so that we may write

$$V = \bigcup_{i=1}^{m} (U_i - W_i),$$

where $U_i, W_i \subseteq X$ are clopen upsets of $X$. In particular, since each $U_i - W_i$ is convex and, by the Pigeonhole Principle, there is no alternating sequence with respect to $V$ of length strictly greater than $2m$.

**Lemma 12.** Let $X$ be a Priestley space and $V$ a clopen subset of $X$. Let

$$K_1 = \uparrow V, \quad K_2 = \uparrow (\uparrow V - V).$$

Then, for each $i \in \{1, 2\}$, $K_i$ is closed and

$$K_i = \{x \in X \mid \deg_V(x) \geq i\} = \uparrow \{x \in X \mid \deg_V(x) = i\}.$$

**Proof.** By Proposition 11, every element of $X$ has a finite degree. Also if $x \leq y$, then it is clear that $\deg_V(x) \leq \deg_V(y)$. Furthermore, by Proposition 7, we have that $\uparrow K = \uparrow \min(K)$ for any closed set $K$. Now since both $V$ and
$\uparrow V - V$ are closed, it suffices to show that the elements of $\min(V)$ have
degree 1, and the elements of $\min(\uparrow V - V)$ have degree 2. It is clear that
deg$_V(x) = 1$ for any $x \in \min(V)$. Now suppose $x \in \min(\uparrow V - V)$. Since
$x \in \uparrow V$, there is $x' \in V$ with $x' \leq x$. Since $x \not\in V$, this is an alternating
sequence of length 2 for $x$. On the other hand, if $x_1 < x_2 < \cdots < x_n = x$ is
an alternating sequence for $x$, then $x_2 \in \uparrow V - V$ and thus $x \not\in \min(\uparrow V - V)$
unless $n = 2$ and $x_2 = x$. Thus deg$_V(x) = 2$ for any $x \in \min(\uparrow V - V)$. \hfill\(\square\)

**Corollary 13.** Let $X$ be a Priestley space, $V$ a clopen subset of $X$, and
$G_1 \supseteq G_2 \supseteq \cdots \supseteq G_{2p}$ a sequence of closed upsets in $X$ satisfying

$$V = G_1 - (G_2 - (\cdots - (G_{2p-1} - G_{2p})\cdots)).$$ \hfill(6)

If $K_1$ and $K_2$ are as defined in Lemma 12 then

$$K_1 \subseteq G_1, \quad K_2 \subseteq G_2, \quad \text{and} \quad G_1 - G_2 \subseteq K_1 - K_2.$$ \hfill(7)

**Proof.** By (6), we have $V \subseteq G_1$. Also, since $G_1$ is an upset we have $K_1 =
\uparrow V \subseteq G_1$. Now, since $G_1 - G_2 \subseteq V$ we have $G_1 - V \subseteq G_2$ and as $G_2$
is an upset, it follows that $\uparrow (G_1 - V) \subseteq G_2$. Also, $K_1 \subseteq G_1$ implies $K_2 =\n\uparrow (K_1 - V) \subseteq \uparrow (G_1 - V)$ and thus, $K_2 \subseteq G_2$. In particular, we have $G_1 - G_2 \subseteq
V - K_2 \subseteq K_1 - K_2$. \hfill\(\square\)

An iteration of Lemma 12 leads to the main result of this section.

**Theorem 14.** Let $X$ be a Priestley space and $V$ a clopen subset of $X$. Define
a sequence of subsets of $\uparrow V$ as follows:

$$K_1 = \uparrow V, \quad K_{2i} = \uparrow (K_{2i-1} - V), \quad \text{and} \quad K_{2i+1} = \uparrow (K_{2i} \cap V),$$

for $i \geq 1$. Then, $K_1 \supseteq K_2 \supseteq \cdots$ is a decreasing sequence of closed upsets of
$X$ and, for every $n \geq 1$, we have

$$K_n = \{x \in X \mid \deg_V(x) \geq n\} = \uparrow \{x \in X \mid \deg_V(x) = n\}.$$ \hfill(7)

In particular,

$$V = \bigcup_{i=1}^{m} (K_{2i-1} - K_{2i}) = K_1 - (K_2 - (\cdots (K_{2m-1} - K_{2m})\cdots)),$$ \hfill(8)

where $2m - 1 = \max\{\deg_V(x) \mid x \in V\}$. 11
Proof. Note that if (7) holds, then (8) holds since $K_{2i-1} - K_{2i}$ will consist precisely of the elements of $V$ of degree $2i - 1$ and since each element of $V$ has an odd degree less than or equal to the maximum degree achieved in $V$.

For the first statement and for (7), the proof proceeds by induction on the parameter $i$ used in (8). The case $i = 1$ is exactly Lemma 12. For the inductive step, suppose the statements hold for $n \leq 2i$ and notice that

$$K_{2i+1} = \uparrow(K_{2i} \cap V)$$

and

$$K_{2i+2} = \uparrow(K_{2i+1} - V)$$

are in fact the sets $K_1$ and $K_2$ of Lemma 12 when we apply it to the Priestley space $X' = K_{2i}$ and its clopen subset $V' = K_{2i} \cap V$. Thus, to complete the proof, it suffices to notice that, for every $x \in X'$, we have $\deg_{V'}(x) = \deg_V(x) + 2i$.

Using Corollary 13 we can now prove the minimality of the chain in (8).

**Proposition 15.** Let $X$ be a Priestley space and $V \subseteq X$ be a clopen subset of $X$. Let $G_1 \supseteq G_2 \supseteq \cdots \supseteq G_{2p}$ be a decreasing sequence of closed upsets of $X$ satisfying

$$V = \bigcup_{i=1}^p (G_{2i-1} - G_{2i}) = G_1 - (G_2 - (\cdots (G_{2p-1} - G_{2p})\cdots)).$$

(9)

Then, taking $(K_i)_{i \geq 1}$ as defined in Theorem 14, we have $p \geq m$ and, for every $n \in \{1, \ldots, p\}$, the following inclusions hold:

$$K_{2n-1} \subseteq G_{2n-1}, \ K_{2n} \subseteq G_{2n}, \text{ and } \bigcup_{i=1}^n (G_{2i-1} - G_{2i}) \subseteq \bigcup_{i=1}^n (K_{2i-1} - K_{2i}).$$

(10)

**Proof.** We proceed by induction on $n$. The case $n = 1$ is the content of Corollary 13. Now suppose that (10) holds for a certain $n \in \{1, \ldots, p\}$. As in the proof of Theorem 14, we consider the new Priestley space $X' = K_{2n}$ and its clopen subset $V' = X' \cap V$. Setting $G'_i = X' \cap G_i$ for each $i \in \{1, \ldots, p\}$, we obtain a decreasing sequence of closed upsets of $X'$ that form a difference chain for $V'$. On the other hand, by the induction hypothesis we have

$$\bigcup_{i=1}^n (G'_{2i-1} - G'_{2i}) = \left(\bigcup_{i=1}^n (G_{2i-1} - G_{2i})\right) \cap K_{2n} \subseteq \left(\bigcup_{i=1}^n (K_{2i-1} - K_{2i})\right) \cap K_{2n} = \emptyset$$

so that the first $2n$ sets do not contribute to the writing of $V'$ as a difference. It follows that the sequence $G'_{2n+1} \supseteq G'_{2n+2} \supseteq \cdots \supseteq G'_{2p}$ is a difference chain.
of closed upsets of $X'$ for $V'$. Now applying Corollary 13 to this sequence,
we see that

$$K_{2n+1} = \uparrow(K_{2n} \cap V) = \uparrow V' \subseteq G'_{2n+1} \subseteq G_{2n+1}$$

and

$$K_{2n+2} = \uparrow(K_{2n+1} \setminus V) = \uparrow(\uparrow V' \setminus V') \subseteq G'_{2n+2} \subseteq G_{2n+2}.$$ 

We also obtain that $(G_{2n+1} - G_{2n+2}) \cap K_{2n} = G'_{2n+1} - G'_{2n+2} \subseteq K_{2n+1} - K_{2n+2}$. 

On the other hand, by Theorem 14, we have

$$(G_{2n+1} - G_{2n+2}) - K_{2n} \subseteq V - K_{2n} = \bigcup_{i=1}^{n}(K_{2i} - K_{2i}).$$

We thus conclude that

$$\bigcup_{i=1}^{n+1}(G_{2i-1} - G_{2i}) \subseteq \bigcup_{i=1}^{n+1}(K_{2i-1} - K_{2i})$$

as required for the inductive step.

Note that, for $V = \bigcup_{i=1}^{m}(K_{2i-1} - K_{2i})$ as in Theorem 14, each of the
unions $\bigcup_{i=1}^{j}(K_{2i-1} - K_{2i})$ is an open subset of $X$, while $\bigcup_{i=j}^{m}(K_{2i-1} - K_{2i})$
is closed ($j = 1, \ldots, m$). In the next example, we illustrate Theorem 14 in a

case where $m = 2$, $(K_1 - K_2)$ is not closed, and $(K_3 - K_4)$ is not open.

**Example 16.** Let $X = \mathbb{N} \cup \{x, y\}$ be the same topological space as in Example 9, that is, the one-point compactification by $y$ of the discrete space 
$\mathbb{N} \cup \{x\}$, but now ordered by $1 < 2 < \cdots < y$ and $1 < x < y$. The order on 
$X$ and the dual lattice are depicted below:
Consider the clopen subset $V = \mathbb{N} \cup \{y\}$ of $X$. Then, we have:

$$K_1 = X, \quad K_2 = \{x, y\}, \quad K_3 = \{y\}, \quad \text{and} \quad K_4 = \emptyset.$$ 

So $K_1-K_2 = \mathbb{N}$ is open but not closed and vice versa for $K_3-K_4 = \{y\}$.

As a consequence of Theorem 6, Theorem 14 and Proposition 15 we have the following corollary.

**Corollary 17.** Let $D$ be a co-Heyting algebra and $b \in D^-$. Define the following sequence (recall Definition 5):

$$a_1 = \lfloor b \rfloor, \quad a_{2i} = \lfloor a_{2i-1} - b \rfloor, \quad \text{and} \quad a_{2i+1} = \lfloor a_{2i} \land b \rfloor, \quad \text{for} \ i \geq 1.$$ 

Then, the sequence $\{a_i\}_{i \geq 1}$ is decreasing, and there exists $m \geq 1$ such that $a_{2m+1} = 0$. For the least such $m$ we have

$$b = a_1 - (a_2 - \ldots (a_{2m-1} - a_{2m})\ldots) \quad (11)$$

and, for every other writing

$$b = c_1 - (c_2 - \ldots (c_{2p-1} - c_{2p})\ldots)$$

as a difference chain with $c_1 \geq \cdots \geq c_{2p}$ in $D$, we have $p \geq m$, $c_i \geq a_i$ for $i \in \{1, \ldots, 2p\}$, and for each $n \leq p$ we have $\bigvee_{i=1}^n (c_{2i-1} - c_{2i}) \leq \bigvee_{i=1}^n (a_{2i-1} - a_{2i}).$

We have a order dual algorithm for getting difference chains for Boolean elements over Heyting algebras. To obtain these sequences we use the floor function $\lfloor \cdot \rfloor : D^- \to D$ (its existence is the order dual of Proposition 4).

**Corollary 18.** Let $D$ be a Heyting algebra and $b \in D^-$. Define a sequence of elements in $D$ as follows:

$$a_1 = \lceil -b \rceil, \quad a_{2i} = \lceil a_{2i-1} \lor b \rceil, \quad a_{2i+1} = \lceil a_{2i} \lor -b \rceil, \quad \text{for} \ i \geq 1.$$ 

Then, the sequence $\{a_i\}_{i \geq 0}$ is increasing, and there exists $m \geq 1$ such that $a_{2m+1} = 1$. For the least such $m$ we have

$$b = a_{2m} - (a_{2m-1} - \ldots (a_2 - a_1)\ldots)$$
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and, for every other writing

\[ b = c_{2p} - (c_{2p-1} - (\ldots (c_2 - c_1)\ldots)) \]

as a difference chain with \( c_1 \leq \cdots \leq c_{2p} \) in \( D \), we have \( p \geq m \), \( c_i \leq a_i \) for \( i \in \{1, \ldots, 2p\} \), and for each \( n \leq p \) we have \( \bigvee_{i=1}^{n}(c_{2i-1} - c_{2i}) \geq \bigvee_{i=1}^{n}(a_{2i-1} - a_{2i}) \).

Proof. Apply Corollary \ref{cor:coHeyting} to the co-Heyting algebra \( D' = \{\neg a \mid a \in D\} \) to get, for any \( b \in B = D^- = (D')^- \), a difference chain of elements in \( D' \):

\[ d_1 = [b], \quad d_{2i} = [d_{2i-1} - b], \quad \text{and} \quad d_{2i+1} = [d_{2i} \land b], \]

where the ceiling function is the one of \( D' \). Since \( a - b = \neg b - (\neg a) \), by Proposition \ref{prop:ceiling}, we may write \( b \in B \) as

\[ b = \neg d_{2m} - (\neg d_{2m-1} - (\ldots (\neg d_2 - \neg d_1)\ldots)), \]

and we have

\[ \neg d_1 = [\neg b], \quad \neg d_{2i} = [\neg d_{2i-1} \lor b], \quad \text{and} \quad \neg d_{2i+1} = [\neg d_{2i} \lor \neg b], \]

since \( \neg [u] = [\neg u] \) for all \( u \in B \), where the ceiling function is the one for \( D' \) while the floor function is the one for \( D \). Each \( a_i \) in the statement of the corollary is the \( \neg d_i \) of the proof.

Since finite distributive lattices are co-Heyting algebras, Corollary \ref{cor:coHeyting} applies. Combined with the fact that every distributive lattice is the direct limit of its finite sublattices and that the Booleanization is the direct limit of the Booleanizations of these finite sublattices, we have a proof of the original observation by Hausdorff.

**Corollary 19.** Every Boolean element over any distributive lattice may be written as a difference chain of elements of the lattice.

The results of this section were proved using Priestley duality. This makes them non-constructive. However, we could have proved them in a point-free setting (with very similar proofs). We trust that anyone interested in the constructive aspect can see for themselves that this is the case. In Section \ref{sec:point-free} we will continue in the point-free setting of so-called canonical extensions as this makes the more involved proofs there simpler.
4. Preliminaries on canonical extensions

Here we provide the required information on canonical extensions. For further details, please see [10] and [12].

Canonical extensions. Let \( D \) be a distributive lattice and \( X \) its dual Priestley space. Then, Priestley duality implies that the Stone map

\[
D \longrightarrow \text{Up}(X, \leq), \quad a \mapsto \hat{a}
\]

is an embedding of \( D \) into the complete lattice \( \text{Up}(X, \leq) \) of upsets of the poset underlying \( X \). An embedding into a complete lattice is called a completion, and canonical extension, first introduced by Jónsson and Tarski [18], comes about from the fact that the above completion can be uniquely characterized in abstract terms among all the completions of \( D \). Indeed, it is the unique completion \( e : D \hookrightarrow C \) (up to isomorphism) satisfying the following two properties:

1. **(dense)** Each element of \( C \) is a join of meets and a meet of joins of elements in the image of \( D \);
2. **(compact)** For \( S, T \subseteq D \) with \( \bigwedge e[S] \leq \bigvee e[T] \) in \( C \), there are finite subsets \( S' \subseteq S \) and \( T' \subseteq T \) with \( \bigwedge e[S'] \leq \bigvee e[T'] \).

Thus, instead of working with the dual space of a distributive lattice \( D \), we will work with its canonical extension, denoted \( D^\delta \). It comes with an embedding \( D \hookrightarrow D^\delta \), which is compact and dense in the above sense. As stated above this implies (modulo a non-constructive axiom) that \( D^\delta \) is isomorphic to \( \text{Up}(X, \leq) \), where \( X \) is the Priestley space of \( D \), and that the embedding \( e \) is naturally isomorphic to the map \( a \mapsto \hat{a} \). In what follows, to lighten the notation, we will assume (WLOG) that the embedding \( e \) is an inclusion so that \( D \) sits as a sublattice in \( D^\delta \).

Filter and ideal elements. Since \( D \) sits in \( D^\delta \) as the clopen upsets sit in \( \text{Up}(X, \leq) \), the join-closure of \( D \) in \( D^\delta \) corresponds to the lattice of open upsets of \( X \). One can show that these are in one-to-one correspondence with the ideals of \( D \). Thus we denote the join-closure of \( D \) in \( D^\delta \) by \( I(D^\delta) \) and call the elements of \( I(D^\delta) \) ideal elements of \( D^\delta \). Similarly the meet-closure of \( D \) in \( D^\delta \) corresponds to the lattice of closed upsets of \( X \) and one can show that these are in one-to-one correspondence with the filters of \( D \).
Accordingly we denote the meet-closure of $D$ in $D^\delta$ by $F(D^\delta)$ and call its elements filter elements of $D^\delta$. Note that, relative to the concepts of filter and ideal elements, the density property of $D^\delta$ states that every element of $D^\delta$ is a join of filter elements and a meet of ideal elements.

Another abstract characterization of $F(D^\delta)$ is that it is the free down-directed meet completion of $D$. As such it is uniquely determined by the following two properties [13, Proposition 2.1]:

(\textbf{filter dense}) Each element of $F(D^\delta)$ is a down-directed meet of elements from $D$;

(\textbf{filter compact}) For $S \subseteq F(D^\delta)$ down-directed and $a \in D$, if $\bigwedge S \leq a$, then there is $s \in S$ with $s \leq a$.

Notice, that in the particular case of a Boolean algebra $B$, the order on the dual space is trivial and thus $B^\delta$ is isomorphic to the full powerset of the dual space $X$ of $B$. Also, the ideal elements of $B^\delta$ correspond to all the opens of $X$ while the filter elements of $B^\delta$ correspond to all the closed subsets of $X$.

Ceiling functions at the level of canonical extensions. We saw in Proposition [4] that if $D$ is a co-Heyting algebra, then the inclusion of $D$ in its Booleanization, $D^\rightarrow$, has a lower adjoint $\lceil \rceil : D^\rightarrow \rightarrow D$. Here we will show, that on the level of canonical extensions any embedding has a lower adjoint with nice properties for filter elements.

Consider a situation where we have a Boolean algebra $B$ and a sublattice $D$ of $B$. Then the embedding of $D$ in $B$ extends to a complete embedding $D^\delta \hookrightarrow B^\delta$ [12, Theorem 3.2] which restricts to embeddings for the filter elements as well as for the ideal elements [12, Theorem 2.19]. Since the embedding is complete, it has both an upper and a lower adjoint, see Proposition [1]. We are interested in the lower adjoint, which we will study via the corresponding closure operator $\left( \right) : B^\delta \rightarrow D^\delta \hookrightarrow B^\delta$, cf. Proposition [2]. Thus we have, for $v \in B^\delta$,

$$\overline{v} = \bigwedge \{ u \in D^\delta \mid v \leq u \} = \bigwedge \{ y \in I(D^\delta) \mid v \leq y \},$$

where the second equality follows by the density property of $D^\delta$. We are particularly interested in the restriction of this closure operator to the filter elements.
Proposition 20. Let $B$ be a Boolean algebra and $D$ a sublattice of $B$, and let $(\overline{\cdot}): B^\delta \to B^\delta$ be the closure operator associated with $D \leq B$ as above. Then the following properties hold:

(a) for each $u \in B^\delta$, $\overline{u}$ is the least element of $D^\delta$ which lies above $u$;

(b) the map $(\overline{\cdot}): B^\delta \to B^\delta$ sends filter elements to filter elements;

(c) the map $(\overline{\cdot}): F(B^\delta) \to F(B^\delta)$ preserves down-directed meets.

Proof. Part (a) follows by the definition of adjoints. For (b), let $v \in F(B^\delta)$ and let $y \in I(D^\delta)$ with $v \leq y$. Since $y = \bigvee \{a \in D \mid a \leq y\}$, by compactness, there is $a_y \in D$ with $v \leq a_y \leq y$. Thus, we have

$$\overline{v} = \bigwedge \{y \in I(D^\delta) \mid v \leq y\} = \bigwedge \{a_y \in D \mid v \leq y\} \in F(D^\delta) \subseteq F(B^\delta).$$

For (c), let $S$ be a down-directed subset of $F(B^\delta)$ with $v = \bigwedge S$. By (b), $\overline{v} \in F(D^\delta)$, and thus $\overline{v} = \bigwedge \{a \in D \mid v \leq a\}$. Let $a \in D$ with $v \leq a$, then $\bigwedge S \leq a$ and by the filter compactness property of $F(B^\delta)$, there is $w_a \in S$ with $w_a \leq a$. Therefore we have

$$\bigwedge \{\overline{w} \mid w \in S\} \leq \bigwedge \{\overline{w_a} \mid v \leq a \in D\} \leq \bigwedge \{a \mid v \leq a \in D\} = \overline{v}.$$ 

On the other hand, since $v \leq w$ for each $w \in S$, by monotonicity of the closure operator, we also have $\overline{v} \leq \bigwedge \{\overline{w} \mid w \in S\}$ and thus the closure operator, restricted to $F(B^\delta)$, preserves down-directed meets.

Remark 21. Notice that if $B$ is the Booleanization of $D$, and $X$ is the Priestley space of $D$, then $B^\delta \cong \mathcal{P}(X)$, $D^\delta \cong \up(X, \leq)$, and the closure operator is the map $S \mapsto \up S$. Furthermore, Proposition 20(b) tells us that if $K \subseteq X$ is closed then so is $\up K$. That is, it is the canonical extension formulation of the second assertion in Proposition 7. We did not prove Proposition 20(c) in topological terms, but we could have. It says that if $\{W_i\}_{i \in I}$ is a down-directed family of closed subsets of a Priestley space, then

$$\bigcap_{i \in I} \up W_i = \up(\bigcap_{i \in I} W_i).$$

A statement that is not true in general for down-directed families of subsets of a poset.
Our main aim in this section is Theorem 27 and, more specifically, the Corollary 30, which will provide a simple proof of an important result in logic on words in Section 8. We will be working in the following general setting. We have a Boolean algebra $B$ and $D$ a sublattice of $B$. Recall that the Boolean subalgebra of $B$ generated by $D$ is (up to isomorphism) the Booleanization $D^{-}$ of $D$. Accordingly, we work with $D^{-}$ as being this generated subalgebra of $B$.

We start by formulating Theorem 14 in terms of canonical extensions and closure operators. As in the previous section, we let $( ) : B^{\delta} \to D^{\delta} \subseteq B^{\delta}$ be the closure operator which is the lower adjoint of the (complete) embedding $D^{\delta} \hookrightarrow B^{\delta}$. Given $b \in B$, we define the sequence $\{k_n\}_{n \geq 1}$ in $D^{\delta}$ as follows:

$$k_1 = \bar{b}, \quad k_{2n} = \frac{k_{2n-1} - b}{b}, \quad \text{and} \quad k_{2n+1} = \frac{k_{2n} \land b}{b}, \quad \text{for } n \geq 1. \quad (12)$$

Notice that $\{k_n\}_{n \geq 1}$ is a decreasing sequence of filter elements of $D^{\delta}$. Moreover, in the case where $B = D^{-}$, by Remark 21, this is exactly the canonical extension incarnation of the sequence $\{K_n\}_{n \in \mathbb{N}}$ for $V = \hat{b}$ in Theorem 14. We thus have the following:

**Theorem 22.** Let $D$ be a distributive lattice, $B = D^{-}$ and, for $b \in D^{-}$, consider the sequence $\{k_n\}_{n \geq 1}$ of $D^{\delta}$ as defined in (12). Then, there exists $m \geq 1$ such that $k_{2m+1} = 0$, and

$$b = k_1 - (k_2 - (\ldots (k_{2m-1} - k_{2m}) \ldots)) = \bigvee_{l=1}^{m} (k_{2l-1} - k_{2l}).$$

We will need the following slight generalization of Theorem 22.

**Corollary 23.** Let $B$ be a Boolean algebra and $D$ a sublattice of $B$. If $b \in D^{-}$ and $\{k_n\}_{n \geq 1}$ is the sequence defined in (12), then there exists $m \geq 1$ such that $k_{2m+1} = 0$ and

$$b = k_1 - (k_2 - (\ldots (k_{2m-1} - k_{2m}) \ldots)) = \bigvee_{l=1}^{m} (k_{2l-1} - k_{2l}).$$

**Proof.** The embedding $e : D \hookrightarrow B$ factors through $D^{-}$ so that $e = e_2 e_1$ where $e_1 : D \hookrightarrow D^{-}$ and $e_2 : D^{-} \hookrightarrow B$. These maps all lift to complete embeddings.
with $e^\delta = e_2^\delta e_1^\delta$ [12, Theorem 3.2 and Theorem 2.33], and these all have lower adjoints, $f$, $f_2$, and $f_1$, respectively. It follows that $f = f_1 f_2$. In a picture:

$$
\begin{array}{c}
D^\delta \\
\overset{e_1^\delta}{\leftarrow} \overset{e_2^\delta}{\rightarrow} (D^-)^\delta \\
\overset{f_1}{\leftarrow} \overset{f_2}{\rightarrow} B^\delta \\
\end{array}
= \begin{array}{c}
D^\delta \\
\overset{e^\delta}{\leftarrow} \overset{f}{\rightarrow} B^\delta \\
\end{array}
$$

Now the closure operator associated with $D^-$ is the map $c_1 = e_1^\delta f_1$, whereas the closure operator associated with $B$ is the map $c = e^\delta f$. The difference between Theorem 22 and Corollary 23 is that in the former $c_1$ is used to produce the sequence $\{k_n\}_{n \geq 1}$, and in the latter $c$ is used. Thus the corollary follows if we can show that for all $x \in (D^-)^\delta$ we have $c(x) = c_1(x)$, or including the action of the inclusion $e_2^\delta$, that $c(e_2^\delta(x)) = e_2^\delta(c_1(x))$. This is verified by the following calculation.

$$
c(e_2^\delta(x)) = (e^\delta fe_2^\delta)(x) = (e_2^\delta e_1^\delta f_1 f_2 e_2^\delta)(x) = e_2^\delta(c_1([f_2 e_2^\delta](x))) = e_2^\delta(c_1(x))
$$

since $f_2 e_2^\delta = \text{id}_{(D^-)^\delta}$.

Motivated by the application to logic on words presented in Section 8, we will now work in the following more general setting:

**Definition 24.** Let $B$ be a Boolean algebra and $I$ a directed partially ordered set. A directed family of closure operators on $B$ indexed by $I$ is a family of closure operators $\{\overline{\cdot}^i : B \to B\}_{i \in I}$ satisfying the following conditions:

(a) The meet-subsemilattices $S_i := \{b \in B \mid \overline{b}^i = b\}$ for $i \in I$ form an $I$-directed family of subsets of $B$. That is, $S_i \subseteq S_j$ whenever $i \leq j$.

(b) $D := \bigcup_{i \in I} S_i$ is a sublattice of $B$. That is, if $a, b \in S_i$ then there is $j$ with $a \vee b \in S_j$.

We start by showing that we have the following relationship between the closure operators $\overline{\cdot}^i$ and the one given by $D$.

**Proposition 25.** Let $B$ be a Boolean algebra and $\{\overline{\cdot}^i : B \to B\}_{i \in I}$ a directed family of closure operators on $B$. Then, for each $x \in B$, we have:

$$
\overline{x} = \bigwedge_{i \in I} x^i
$$

where the meet is taken in $B^\delta$. 
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Proof. For each \( x \in B \), \( x \leq \overline{x}^i \in S_i \subseteq D \subseteq D^\delta \). Also \( \overline{x} \) is the least element of \( D^\delta \) above \( x \). Thus \( \overline{x} \leq \bigwedge_{i \in I} \overline{x}^i \). On the other hand, by Proposition \ref{prop:20}(b), since \( x \in B \subseteq F(B^\delta) \), we have \( \overline{x} \in F(D^\delta) \). That is, \( \overline{x} = \bigwedge \{ a \in D \mid x \leq a \} \).

Now let \( a \in D \) with \( x \leq a \). Then, since \( D^\delta = \bigcup_{i \in I} S_i \), there is \( j \in I \) with \( a \in S_j \). Now using the fact that \( x \leq a \) and the monotonicity of \((\cdot)^j\) we obtain

\[
\bigwedge_{i \in I} \overline{x}^i \leq \overline{a}^j = a.
\]

We thus have

\[
\bigwedge_{i \in I} \overline{x}^i \leq \bigwedge \{ a \in D \mid x \leq a \} = \overline{x}. \quad \square
\]

Now, for each \( i \in I \), we define the \( \{ c_{n,i} \}_{n \geq 1} \) as follows:

\[
c_{1,i} = b^i, \quad c_{2n,i} = c_{2n-1,i} - b^i, \quad \text{and} \quad c_{2n+1,i} = c_{2n,i} \land b^i \quad (13)
\]

Lemma 26. The following properties hold for the sequences as defined above:

(a) \( i \leq j \) implies \( k_n \leq c_{n,j} \leq c_{n,i} \) for all \( n \in \mathbb{N} \) and \( i, j \in I \);

(b) \( k_n = \bigwedge_{i \in I} c_{n,i} \) for all \( n \in \mathbb{N} \).

Proof. Define \( k_0 = c_{0,i} = 1 \) for all \( i \in I \). Also, define \( b_n = b \) for \( n \) odd and \( b_n = -b \) for \( n \) even then we have, for all \( n \geq 1 \), \( k_{n+1} = k_n \land b_n \) and similarly for the \( c_{n,i} \). Proceeding by induction on \( n \), we suppose \((a)\) holds for \( n \in \mathbb{N} \) and that \( i \leq j \). Note that since \( S_i \subseteq S_j \subseteq D \), we have \( \overline{x} \leq \overline{x}^j \leq \overline{x}^i \) for all \( x \in B \). Also, by the induction hypothesis \( k_n \leq c_{n,j} \leq c_{n,i} \), and thus we have

\[
k_n \land b_n \leq c_{n,j} \land b_n \leq c_{n,j} \land b_n^j \leq c_{n,j} \land b_n^i \leq c_{n,i} \land b_n^i.
\]

That is, \( k_{n+1} \leq c_{n+1,j} \leq c_{n+1,i} \) as required.

For \((b)\) again the case \( n = 0 \) is clear by definition and we suppose \( k_n = \bigwedge_{i \in I} c_{n,i} \). Then we have

\[
k_{n+1} = k_n \land b_n = (\bigwedge_{i \in I} c_{n,i}) \land b_n = \bigwedge_{i \in I} (c_{n,i} \land b_n).
\]

Now applying Proposition \ref{prop:20}(c) and then Proposition \ref{prop:25} we obtain
Now given \( i, j \in I \), since \( I \) is directed, there is \( k \in I \) with \( i, j \leq k \). By Lemma 26(a) we have \( c_{n,k} \leq c_{n,i} \). Combining this with the fact that \( S_j \subseteq S_k \) we obtain

\[
\frac{c_{n,k} \land b_n}{b_n} \leq \frac{c_{n,i} \land b_n}{b_n} \leq \frac{c_{n,i} \land b_n}{b_n},
\]

and thus

\[
k_{n+1} = \bigwedge_{(i,j) \in I^2} \frac{c_{n,i} \land b_n^j}{\bigwedge_{i \in I} c_{n,i} \land b_n^j} = \bigwedge_{k \in I} \frac{c_{n,k} \land b_n^k}{b_n} = \bigwedge_{k \in I} c_{n+1,k}.
\]

We are now ready to state and prove our main theorem.

**Theorem 27.** Let \( B \) be a Boolean algebra and \( \{ (\cdot)_i : B \to B \}_{i \in I} \) a directed family of closure operators on \( B \). For each \( b \in B \) let \( \{ k_n \}_{n \geq 1} \) be the sequence of filter elements as defined in (12) and \( \{ c_{n,i} \}_{n \geq 1, i \in I} \) be the sequence defined in (13). If \( b \in D^- \subseteq B \), then, there is \( m \in \mathbb{N} \) and \( i \in I \) so that, for each \( j \in I \) with \( i \leq j \) we have

\[
b = k_1 - (k_2 - \ldots - (k_{2m-1} - k_{2m}) \ldots) = \bigvee_{l=1}^m (k_{2l-1} - k_{2l})
\]

\[
= c_{1,j} - (c_{2,j} - \ldots - (c_{2m-1,j} - c_{2m}) \ldots) = \bigvee_{l=1}^m (c_{2l-1,j} - c_{2l,j}).
\]

**Proof.** Note that for \( b \in D^- \) the fact that the first line of the conclusion holds is simply the content of Corollary 23. The fact that the second line holds follows inductively from Lemma 28 below.

**Lemma 28.** Let \( b, b' \in B \) and \( v \in B^\beta \) be such that \( v \land k_{2l+1} = 0 \) and \( b' \leq k_{2l+2} \). Suppose \( b = v \lor (k_{2l+1} - k_{2l+2}) \lor b' \). Then there is an \( i \in I \) so that, for each \( j \in I \) with \( i \leq j \) we have \( b = v \lor (c_{2l+1,j} - c_{2l+2,j}) \lor b' \).

**Proof.** Since both \( v \) and \( k_{2l+1} - k_{2l+2} \) are below \( -k_{2l+2} \) we have \( b \leq -k_{2l+2} \lor b' \), or equivalently, \( b \land k_{2l+2} \leq b' \). Now by Lemma 26(b) we have \( b \land \bigwedge_{i \in I} c_{2l+2,i} \leq b' \) and by compactness there is an \( i_1 \in I \) so that for all \( j \in I \) with \( i_1 \leq j \) we
have \( b \land c_{2l+2,j} \leq b' \), or equivalently, \( b \leq \neg c_{2l+2,j} \lor b' \). Now, for each \( j \in I \) with \( i_1 \leq j \)

\[
b = (-k_{2l+1} \land b) \lor (k_{2l+1} \land b) = v \lor (k_{2l+1} \land b)
\]

\[
\leq v \lor (k_{2l+1} \land (\neg c_{2l+2,j} \lor b')) = v \lor (k_{2l+1} \land \neg c_{2l+2,j}) \lor (k_{2l+1} \land b')
\]

\[
\leq v \lor (k_{2l+1} - c_{2l+2,j}) \lor b'
\]

\[
\leq v \lor (k_{2l+1} - k_{2l+2}) \lor b' = b.
\]

Consequently, for each \( j \in I \) with \( i_1 \leq j \) we have \( b = v \lor (k_{2l+1} - c_{2l+2,j}) \lor b' \).

Now, since \( c_{2l+2,j} = \overline{c_{2l+1,j}} - b' \geq c_{2l+1,j} - b \), and thus, \( b \geq c_{2l+1,j} - c_{2l+2,j} \),
using also the inequality \( c_{2l+1,j} \geq k_{2l+1} \) given by Lemma 26(a), we may deduce

\[
b = v \lor b \lor b' \geq v \lor (c_{2l+1,j} - c_{2l+2,j}) \lor b'
\]

\[
\geq v \lor (k_{2l+1,j} - c_{2l+2,j}) \lor b' = b.
\]

It then follows that for all \( j \in I \) with \( j \geq i_1 \) we have

\[
b = v \lor (c_{2l+1,j} - c_{2l+2,j}) \lor b'.
\]

**Remark 29.** Notice that Corollary 19, stating that Boolean elements over a lattice are difference chains of elements of the lattice, can also be seen as a consequence of Theorem 27. Let \( D \) be any distributive lattice and \( B \) its Booleanization. For each finite sublattice \( D' \) of \( D \), the embedding \( D' \hookrightarrow D \hookrightarrow B \) has an upper adjoint \( g' : B \to D' \) given by \( g'(b) = \wedge\{a \in D' \mid b \leq a\} = \min\{a \in D' \mid b \leq a\} \). Thus, Theorem 27 applies and we get Corollary 19. In fact, in this way, we obtain more information as we see that the minimum length chain in \( D \) is equal to the minimum length chain in \( F(D^p) \), or equivalently, in the lattice of closed upsets of the dual space of \( D \). In turn, this is the same as the maximum length of difference chains in the dual with respect to the clopen corresponding to the given element.

In Section 8 we will give an application of the following consequence of Theorem 27, which needs its full generality.
Corollary 30. Let $B$ be a Boolean algebra and $\{\overline{\cdot}^i : B \to B\}_{i \in I}$ a directed family of closure operators on $B$. Let $B' \leq B$ be a Boolean subalgebra closed under each of the closure operators $\overline{\cdot}^i$ for $i \in I$. Then,

$$ (D \cap B')^+ = D^- \cap B', $$

where we view the Booleanization of any sublattice of $B$ as the Boolean subalgebra of $B$ that it generates.

Proof. Since $D \cap B'$ is contained in both of the Boolean algebras $D^-$ (also viewed as a subalgebra of $B$) and $B'$, the Booleanization of $D \cap B'$ is contained in their intersection.

For the converse, let $b \in D^- \cap B'$. By Theorem 27, there exists an index $j$ so that $b$ can be written as a difference chain

$$ b = c_{1,j} - (c_{2,j} - (\cdots - (c_{2m-1,j} - c_{2m,j}) \cdots)), $$

where $c_{1,j} = b^j$, $c_{2n,j} = c_{2n-1,j} - b^j$ and $c_{2n+1,j} = c_{2n,j} \wedge b^j$, for $n \geq 1$.

But then, by hypothesis that $B'$ is closed under $\overline{\cdot}^j$ and a straightforward induction argument, it follows that $c_{1,j} \geq \cdots \geq c_{2m,j}$ is a chain in $[B']^j \subseteq D \cap B'$. Thus, $b$ belongs to $(D \cap B')^-$.

Remark 31. We remark that the closure of $B'$ under the operators $\overline{\cdot}^i$ for $i \in I$ implies that the closure operator $\overline{\cdot}^i : B' \to B'$ on $B'$, whose image is $S'_i = B' \cap S_i$, is such that $\{S'_i\}_{i \in I}$ is an $I$-directed family of subsets of $B'$. Moreover, $D' = \bigcup_{i \in I} S'_i$ is precisely the distributive lattice $D \cap B'$.

We give an example to show that the conclusion of Corollary 30 is by no means true in general.

Example 32. Let $B = \mathcal{P}(\{a, b, c\})$ be the eight-element Boolean algebra. Further, let $D$ be the sublattice generated by $\{a\}$ and $\{a, b\}$ and let $B'$ be the Boolean subalgebra generated by $\{b\}$. Then $B$ is, up to isomorphism, the Booleanization of $D$, and thus $D^- \cap B' = B'$, whereas $D \cap B' = (D \cap B')^-$ is the two-element Boolean subalgebra of $B$.

In order to formulate the application to the theory of formal languages, we will need some concepts from logic on words.
6. Preliminaries on formal languages and logic on words

Formal languages. An alphabet is a finite set $A$, a word over $A$ is an element of the free $A$-generated monoid $A^*$, and a language is a set of words over some alphabet. For a word $w \in A^*$, we use $|w|$ to denote the length of $w$, that is, if $w = a_1 \ldots a_n$ with each $a_i \in A$, then we have $|w| = n$. Given a homomorphism $f : A^* \to M$ into a finite monoid $M$, we say that a language $L \subseteq A^*$ is recognized by $f$ provided there is a subset $P \subseteq M$ such that $L = f^{-1}(P)$, or equivalently, if $L = f^{-1}(f[L])$. The language $L$ is recognized by a finite monoid $M$ provided there is a homomorphism into $M$ recognizing $L$. Finally, a language is said to be regular if it is recognized by some finite monoid. Notice that the set of all regular languages forms a Boolean algebra. Indeed, if a language is recognized by a given finite monoid then so is its complement, and if $L_1$ and $L_2$ are recognized, respectively, by $M_1$ and $M_2$, then $L_1 \cap L_2$ is recognized by the Cartesian product $M_1 \times M_2$. (The more commonly encountered definitions of ‘regular language’ refer to finite automata or regular expressions; one can show that these are indeed the same as the regular languages defined here.)

The following well-known technical result [28] will be needed in Section 8.

**Lemma 33.** Let $f : A^* \to B^*$ be a homomorphism. Then the forward image under $f$ of a regular language over $A$ is a regular language over $B$.

We are interested in languages defined by first-order formulas of logic on words which we briefly introduce now. For further details please see [29, Chapter II].

Syntax of first-order logic on words. Fix an alphabet $A$. We denote first-order variables by $x, y, z, x_1, x_2, \ldots$. First-order formulas are inductively built as follows. For each letter $a \in A$, we consider a letter predicate, also denoted by $a$, which is unary. Thus, for any variable $x$, $a(x)$ is an (atomic) formula. A $k$-ary numerical predicate is a function $R : \mathbb{N} \to \mathcal{P}(\{1, \ldots, n\}^k)$ satisfying $R(n) \subseteq \{1, \ldots, n\}^k$ for every $n \in \mathbb{N}$. That is, $R$ is an element of the Boolean algebra $\Pi_{n \in \mathbb{N}} \mathcal{P}(\{1, \ldots, n\}^k)$. When we fix a set $\mathcal{R}$ of numerical predicates, we will assume it forms a Boolean subalgebra of $\Pi_{n \in \mathbb{N}} \mathcal{P}(\{1, \ldots, n\}^k)$. Each $k$-ary numerical predicate $R$ and any sequence $x_1, \ldots, x_k$ of first-order variables define an (atomic) formula $R(x_1, \ldots, x_k)$. Finally, Boolean combinations of formulas are formulas, and if $\varphi$ is a formula and $x_1, \ldots, x_k$ are distinct variables, then $\forall x_1, \ldots, x_k \varphi$ is a formula. In order to simplify the notation,
we usually also consider the quantifier $\exists$: the formula $\exists x_1, \ldots, x_k \varphi$ is an abbreviation for $\neg \forall x_1, \ldots, x_k \neg \varphi$. As usual in logic, we say that a variable $x$ occurs freely in a formula provided it is not in the scope of a quantifier that quantifies over $x$, and a formula is said to be a sentence provided it has no free variables. Quantifier-free formulas are those that are Boolean combinations of atomic formulas.

Semantics of first-order logic on words. Let us fix an alphabet $A$ and a set of numerical predicates $\mathcal{R}$. To each non-empty word $w = a_1 \ldots a_n \in A^*$ with $a_i \in A$, we associate the relational structure $M_w = (\downarrow n, A \cup \mathcal{R})$, where $\downarrow n = \{1, \ldots, n\}$, $a^w = \{i \in \downarrow n \mid a_i = a\}$, for each $a \in A$, and $R^w = R(n)$, for each $R \in \mathcal{R}$. Models of first-order sentences are words, while models of formulas with free variables are the so-called structures. For a set of distinct variables $x = \{x_1, \ldots, x_k\}$, an $x$-structure is an element of $A^* \times (\downarrow |w|)^x$. We identify maps from $x$ to $\downarrow |w|$ with $k$-tuples $i = (i_1, \ldots, i_k) \in (\downarrow |w|)^k$. Given a word $w \in A^*$ and a vector $i = (i_1, \ldots, i_k) \in (\downarrow |w|)^x$, we denote by $w_{x=i}$ the $x$-structure based on $w$ equipped with the map given by $i$. Moreover, if $x = \{x_1, \ldots, x_k\}$ and $y = \{y_1, \ldots, y_\ell\}$ are disjoint sets of variables, $i = (i_1, \ldots, i_k) \in (\downarrow |w|)^x$ and $j = (j_1, \ldots, j_\ell) \in (\downarrow |w|)^y$, then $w_{x=i, y=j}$ denotes the $z$-structure $w_{z=k}$, where $z = x \cup y$ and $k = (i_1, \ldots, i_k, j_1, \ldots, j_\ell)$.

We denoted the set of all $x$-structures by $A^* \otimes x$. Let $\varphi(x)$ be a formula all of whose free variables are in $x$. A model of $\varphi(x)$ is an $x$-structure that satisfies $\varphi(x)$, using the standard interpretation of quantifiers in formulas. We denote by $L_{\varphi(x)}$ the set of all models of the formula. We will say that the formula defines this set of $x$-structures.

Example 34. Suppose $A = \{a, b\}$. The sentence $\varphi = \exists x, y \; (x < y \land a(x) \land b(y))$ is read: “there are positions $x$ and $y$ such that $x$ comes before $y$ and there is an $a$ at position $x$ and a $b$ at position $y$”. Thus, $\varphi$ defines the regular language $L_{\varphi}$ given by the regular expression $A^*aA^*bA^*$.

It is worth remarking how this informal intuitive interpretation matches up with our definitions of the syntax and semantics of first-order formulas. The subformula $x < y$ is the binary numerical predicate, which, formally speaking, maps each $n \in \mathbb{N}$ to the set $\{(i, j) \mid 1 \leq i < j \leq n\} \subseteq (\downarrow n)^2$. Since $\varphi$ has no free variables, $L_{\varphi}$ is a set of $\emptyset$-structures—that is, simply a set of words over $A$.

We give an example involving formulas that contain free variables.
Example 35. Again, let \( A = \{a, b\} \). Let us define a numerical predicate, which we denote informally by \( x = \frac{y}{2} \). Formally, this maps each \( n \in \mathbb{N} \) to the set \( \{(i, 2i) \mid 1 \leq i \leq n/2\} \). The quantifier-free formula \( \psi_1(x, y) \) given by

\[
\left( x = \frac{y}{2} \right) \land b(y)
\]

defines a set of \( \{x, y\}\)-structures. It is convenient to think of each such structure as a word over \( A \) in which each of the two variables labels a position in the word. Thus, for example, \( ab(a, x)ba(b, y)aa \) represents the structure \( ababaaa \) in \( A \times \{x\} \). Let \( \psi_2 \) be the formula \( \exists x \, \psi_1(x, y) \). This formula has a single free variable \( y \), says that \( y \) labels an even-numbered position, which contains the letter \( b \). So, for example, \( ababa(b, y)aa \in L_{\psi_2(y)} \).

Further, let \( \psi_3 \) denote the formula \( \exists x, y \, \exists x \, \psi_1(x, y) \). Its set of models \( L_{\psi_3} \) consists of all words that contain the letter \( b \) in an even-numbered position. This is again a regular language, given by the regular expression \((A^2)^*AbA^*\).

Regular languages of structures. We now give a more formal account of a device we used informally in the examples above. We fix a set of distinct variables \( x = \{x_1, \ldots, x_k\} \). Then, \( 2^x \) is isomorphic to the powerset \( \mathcal{P}(x) \).

There is a natural embedding of the set of all \( x \)-structures into the free monoid \((A \times 2^x)^*\). Indeed, to an \( x \)-structure \( w_{x=i} \), where \( i = (i_1, \ldots, i_k) \), we may assign the word \((a_1, S_1) \cdots (a_n, S_n)\), where \( w = a_1 \cdots a_n \) with each \( a_i \in A \) and, for \( \ell \in \{1, n\} \), \( S_\ell = \{x_j \in x \mid i_j = \ell\} \). It is not hard to see that this mapping defines an injection \( A^* \otimes x \hookrightarrow (A \times 2^x)^* \). Moreover, an element \((a_1, S_1) \cdots (a_n, S_n)\) of \((A \times 2^x)^*\) represents an \( x \)-structure under this embedding precisely when the non-empty sets among \( S_1, \ldots, S_n \) form a partition of \( x \). From hereon, we view \( A^* \otimes x \) as a subset of \((A \times 2^x)^*\) without further mention.

Since we view \( x \)-structures as words over \( A \times 2^x \), we can talk about regular languages of structures. Moreover, it is easy to see that the set \( A^* \otimes x \) of all \( x \)-structures is itself a regular language: To see this, let \( x \in x \) be any variable. Let \( N = \{0, 1, m\} \) be the three-element monoid in which 0 is absorbent, 1 is the identity, and \( m^2 = 0 \), and let \( f : (A \times 2^x)^* \rightarrow N \) be the unique homomorphism satisfying \( f(a, S) = m \) if \( x \in S \) and \( f(a, S) = 1 \) otherwise. This homomorphism recognizes, via \( \{m\} \), the set of words \((a_1, S_1) \cdots (a_n, S_n)\) such that the variable \( x \) occurs exactly once among the \( S_i \). The set of structures \( A^* \otimes x \) is the intersection of these languages over
all $x \in \mathbf{x}$, and thus is a regular language itself, since the family of regular
languages is closed under finite intersection.

As a result, a language $L$ of structures is a regular language if and only
if it consists of all the $\mathbf{x}$-structures in some regular language $L'$ over $A \times 2^x$,
because we then have $L = L' \cap (A^* \otimes \mathbf{x})$. We will make use of this observation
in the next section.

Example 36. We consider again the formulas of Example 35. The set
of structures defined by
$\psi_1(x, y)$ is a non-regular language: Consider the
homomorphism $\alpha : (A \times 2^{\{x,y\}})^* \rightarrow \{c, d\}^*$ defined by mapping every letter of
the form $(e, \emptyset)$ to $c$ and all other letters to $d$. Then $\alpha[L] = \{c^k dc^k dc^\ell\}_{k, \ell \geq 0}$. If
$L$ were regular, then Lemma 33 implies that so is $\alpha[L]$. However, well-known
elementary techniques of the theory of automata show that this is not the
case. (See, e.g. [29, Chapter I], or a standard textbook like Sipser [26].)

On the other hand, the set of structures defined by
$\psi_2(y)$ is regular: It is
just the language given by the regular expression $(A^2)^* A(b, \{y\}) A^*$.

Fragments of first-order logic. Formulas will always be considered up to se-
monic equivalence, even if not explicitly said. We denote by $\text{FO}[\mathcal{N}]$ the set
of all first-order sentences with arbitrary numerical predicates (up to semantic
equivalence). For formulas whose free variables are in $\mathbf{x}$, we will write
$\text{FO}_x[\mathcal{N}]$. And for a set $\mathcal{R}$ of numerical predicates, $\text{FO}[\mathcal{R}]$ denotes the set
of first-order sentences using numerical predicates from $\mathcal{R}$. Notice that, as
a Boolean algebra, $\text{FO}[\mathcal{N}]$ is naturally equipped with a partial order, which
in turn may be characterized in terms of semantic containment: $\varphi \leq \psi$ if
and only if $L_\varphi \subseteq L_\psi$. For this reason, we will identify formulas and the
 corresponding languages of models switching freely between $\varphi$ and $L_\varphi$. In
particular, we see $\text{FO}[\mathcal{N}]$ as a Boolean subalgebra of $\mathcal{P}(A^*)$ and $\text{FO}_x[\mathcal{N}]$ as
a Boolean subalgebra of $\mathcal{P}(A^* \otimes \mathbf{x})$.

Quantifier alternation. We can measure the complexity of first-order formu-
las by the minimum number of alternations of quantifiers that is needed to
express them in prenex-normal formula, that is, in the form
$$\psi = Q_1 x_1 \ldots Q_m x_m \varphi(x_1, \ldots, x_m),$$
(14)
where $\varphi$ is a quantifier-free formula, $Q_1, \ldots, Q_m \in \{\forall, \exists\}$ and $Q_\ell = \forall$ if and
only if $Q_{\ell+1} = \exists$ for each $\ell = 1, \ldots, m - 1$. It is a well-known fact that
for every first-order formula there is a semantically equivalent one in prenex-
normal form. For $m \geq 1$ and a set of numerical predicates $\mathcal{R}$, $\Pi_m[\mathcal{R}]$ consists
of all the sentences of $\text{FO}[\mathcal{R}]$ that are semantically equivalent to a sentence of the form (14) where $Q_1 = \forall$. This is the alternation hierarchy over $\mathcal{R}$. In particular, we have $\Pi_m[\mathcal{R}] \subseteq \Pi_\ell[\mathcal{R}]$ whenever $m \leq \ell$. Similarly, $\Sigma_m[\mathcal{R}]$ denotes the set of all sentences that are semantically equivalent to a sentence of the form (14) with $Q_1 = \exists$, and $\Sigma_m[\mathcal{R}] \subseteq \Sigma_\ell[\mathcal{R}]$ whenever $m \leq \ell$. It is not hard to see that both $\Pi_m[\mathcal{R}]$ and $\Sigma_m[\mathcal{R}]$ are closed under disjunction and conjunction but not under negation in general. In other words, $\Pi_m[\mathcal{R}]$ and $\Sigma_m[\mathcal{R}]$ are lattices, but not Boolean algebras. We denote by $B\Pi_m[\mathcal{R}]$ and by $B\Sigma_m[\mathcal{R}]$ the Boolean algebras generated by $\Pi_m[\mathcal{R}]$ and by $\Sigma_m[\mathcal{R}]$, respectively, that is,

$$B\Pi_m[\mathcal{R}] = (\Pi_m[\mathcal{R}])^- \quad \text{and} \quad B\Sigma_m[\mathcal{R}] = (\Sigma_m[\mathcal{R}])^-.$$

Clearly, we have $B\Pi_m[\mathcal{R}] = B\Sigma_m[\mathcal{R}] \subseteq \Pi_{m+1}[\mathcal{R}], \Sigma_{m+1}[\mathcal{R}]$.

When $\mathcal{R}$ consists of just the order relation $<$, then the languages defined by first-order sentences are all regular. In this case, the alternation hierarchy has been extensively studied. An outstanding open problem is to determine effectively whether a given first-order definable regular language belongs to the $m^{th}$ level of the hierarchy. The only cases for which this is known is when $m \leq 2$ (see [24]).

In this paper we are only concerned with the first level of the hierarchy over different bases of numerical predicates. For notational convenience, we will work with the fragment $\Pi_1[\mathcal{R}]$, although everything we prove for $\Pi_1[\mathcal{R}]$ admits a dual statement for $\Sigma_1[\mathcal{R}]$. Every formula of $\Pi_1[\mathcal{R}]$ is of the form $\psi = \forall x \varphi(x)$, for some quantifier-free formula $\varphi(x)$. Inside $\Pi_1[\mathcal{R}]$, we classify formulas according to the size of $x$: we let $\Pi_1^k[\mathcal{R}]$ consist of all equivalence classes of such formulas for which there is a representative $\psi$ for which $x$ has $k$ variables. We remark that $\Pi_1^k[\mathcal{R}]$ is closed under conjunction, since the formulas $\forall x \varphi(x) \land \forall x \psi(x)$ and $\forall x (\varphi(x) \land \psi(x))$ are semantically equivalent. However, it is easy to see that, in general, $\Pi_1^k[\mathcal{R}]$ fails to be closed under disjunction, as we now show.

Example 37. Let $\varphi(x) = a(x)$ and $\psi(x) = b(x)$. Then, $\forall x \varphi(x)$ defines the language $a^*$, while $\forall x \psi(x)$ defines the language $b^*$ and thus these are both in $\Pi_1^1[\mathcal{N}]$. The disjunction $\forall x \varphi(x) \lor \forall x \psi(x)$ defines the language $a^* \cup b^*$, while $\forall x (\varphi(x) \lor \psi(x))$ defines the language $\{a, b\}^*$. Indeed, one can show that $\forall x \varphi(x) \lor \forall x \psi(x)$ is not in $\Pi_1^1[\mathcal{N}]$ while it is in $\Pi_2^1[\mathcal{N}]$ as witnessed by the sentence $\forall x_1, x_2 (\varphi(x_1) \lor \psi(x_2))$. 
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We will use \( \text{Reg} \) to denote the set of first-order sentences \( \varphi \) for which \( L_\varphi \) is a regular language. We will also use \( \text{Reg} \) to denote the set of numerical predicates for which the associated language of structures is regular. In [2] it is shown that

\[
\text{FO}[\mathcal{N}] \cap \text{Reg} = \text{FO}[\text{Reg}].
\]

In other words, if a first-order sentence defines a regular language \( L \), then \( L \) can be defined using only regular numerical predicates. This is proved as a consequence of results in circuit complexity.

It is conjectured that this equality holds at each level of the alternation hierarchy, in other words that, for \( m \geq 0 \), we have

\[
\text{BΠ}_m[\mathcal{N}] \cap \text{Reg} = \text{BΠ}_m[\text{Reg}].
\]

(15)

For \( m > 1 \), this question is open. In Section 8, we will use the results of Section 5 to provide a proof of the case \( m = 1 \). This was first proved in [20], and a different proof appears in [30]. The proof in [20] relies on some hard results in semigroup theory and ideas from circuit complexity, and the one in [30] on Ramsey theory coupled with the algebra of finite semigroups. In contrast, our argument is entirely different and quite elementary.

Example 38. In an earlier example, we saw that the sentence

\[
\exists x, y \ (x = \frac{y}{2} \land b(y))
\]

defines the regular language \( (A^2)^*AbA^* \) over \( A = \{a, b\} \). On the other hand \( x = \frac{y}{2} \) is a non-regular numerical predicate. The dual equality of (15) for existential fragments and \( m = 0 \) implies that the same language can be defined by a sentence of \( \Sigma_1[\text{Reg}] \). Such a sentence is given by

\[
\exists y \ ((y \equiv 0 \pmod{2}) \land b(y)),
\]

in which the numerical predicate is regular.

7. A lattices-and-duality perspective on logic on words

Universal quantifiers as adjoints. Again, we fix a finite alphabet \( A \) and a set of variables \( x \). We consider the projection map given by
\[ \pi : A^* \otimes x \rightarrow A^*, \quad w_{x=1} \mapsto w. \]

This gives rise, via the duality between sets and complete and atomic Boolean algebras, to the complete embedding of Boolean algebras

\[ \pi^{-1} = ( ) \otimes x : \mathcal{P}(A^*) \hookrightarrow \mathcal{P}(A^* \otimes x), \quad L \mapsto \pi^{-1}(L) = L \otimes x \]

This embedding, being a complete homomorphism between complete lattices, has an upper adjoint which we may call \( \forall \) (and a lower adjoint \( \exists \)). These are given by

\[ \forall : \mathcal{P}(A^* \otimes x) \rightarrow \mathcal{P}(A^*) \]
\[ K \mapsto \forall K = \max \{ L \in \mathcal{P}(A^*) \mid L \otimes x \subseteq K \} \]
\[ = \{ w \in A^* \mid \forall i \in \{1, \ldots, |w|\}^x, \ w_{x=1} \in K \} \]
\[ = (\pi[K^c])^c \]

and similarly

\[ \exists : \mathcal{P}(A^* \otimes x) \rightarrow \mathcal{P}(A^*) \]
\[ K \mapsto \exists K = \min \{ L \in \mathcal{P}(A^*) \mid K \subseteq L \otimes x \} \]
\[ = \{ w \in A^* \mid \exists i \in \{1, \ldots, |w|\}^x, \ w_{x=1} \in K \} \]
\[ = \pi[K] \]

As is well-known in categorical logic, \( \forall \) and \( \exists \) are the semantic incarnations of the classical universal and existential quantifiers, respectively. Explicitly, for the universal quantifier, when \( K = L_{\varphi(x)} \) is definable by a formula \( \varphi(x) \), we have

\[ \forall L_{\varphi(x)} = \{ w \in A^* \mid \forall i \in \{1, \ldots, |w|\}^x, \ w_{x=1} \models \varphi(x) \} = L_{\forall x \varphi(x)}. \quad (16) \]

**Recognition, model theoretic types, and duality.** Let \( \text{LOG}_x \) denote the Boolean algebra of formulas with free variables in \( x \) relative to some logic (up to semantic equivalence), e.g. \( \text{LOG}_x = \text{FO}_x[A] \). Further, let \( X \) be the dual space
of this Boolean algebra and let \( \mathbf{x}\text{-Str} \) denote the set (or class) of intended models for this logic, e.g. \( \mathbf{x}\text{-Str} = A^* \otimes \mathbf{x} \). Then we have a mapping

\[
\text{typ} : \mathbf{x}\text{-Str} \rightarrow X \\
(M, i) \mapsto \{ \varphi(\mathbf{x}) | M \models \varphi(i) \}
\] (17)

which sends a model to the ultrafilter of formulas that it satisfies. In model theory, the image of this map is known as the type of the given model. In language theory, this kind of map is used to study the logic itself since it is encoded via recognition. That is, this map topologically recognizes the logic in the sense that the Boolean algebra \( \text{LOG}_x \) is isomorphic to the Boolean subalgebra of those \( L \subseteq \mathcal{P}(\mathbf{x}\text{-Str}) \) such that

\[
L = \text{typ}^{-1}(V)
\]

for some clopen \( V \subseteq X \).

In classical model theory, Gödel’s Completeness Theorem tells us that every type \( x \in X \) is realized (by some model). However, for this to be the case here, we would need to consider not just the finite models of our logic but the so-called pseudo-finite models. Then the map in (17) becomes surjective and topological methods may be applied. This is closely related to recognition by profinite monoids as studied in language theory, where these ideas are combined with those of monoid recognition as described above. See [14, 19] for a study of the connections between model theoretic type theory and recognition in language theory and [11] for a study of the connections between Stone duality and recognition in language theory.

Here, we will be able to work just with the finite models. This is because the logic fragment we want to consider here consists of the quantifier-free formulas in \( \text{FO}_x[N] \) and, as we will see in Corollary 40, these form a complete and atomic Boolean algebra and thus fall within the discrete duality between sets and complete and atomic Boolean algebras.

**Quantifier-free formulas.** Consider a set of distinct variables \( \mathbf{x} = \{x_1, \ldots, x_k\} \).

We will give an algebraic characterization of the languages of the form \( L_{\varphi(\mathbf{x})} \) for \( \varphi(\mathbf{x}) \) a quantifier-free formula whose free variables are in \( \mathbf{x} \).

We first provide a characterization of these languages via discrete duality, bringing out the connection between recognition and the notion of types from model theory as described above. For this purpose, we say that \( L \subseteq X \) is set theoretically recognized by \( f : X \rightarrow Y \) provided there is a subset \( P \subseteq Y \) with \( L = f^{-1}(P) \).
We will need the following notation: For \( w = a_1 \ldots a_n \) with each \( a_i \in A \) and \( i = (i_1, \ldots, i_k) \), we write \( w(i) \) for the tuple \((a_{i_1}, \ldots, a_{i_k})\). For a vector of letters \( a = (a_1, \ldots, a_k) \in A^x \), we denote by \( a(x) \) the conjunction \( a_1(x_1) \land \cdots \land a_k(x_k) \).

**Lemma 39.** Let \( K \subseteq A^* \otimes x \). Then, \( K \) is given by a quantifier-free first-order formula over \( x \) if and only if is it set theoretically recognized by the map

\[
c_A : A^* \otimes x \to \mathbb{N}^{k+1} \times A^k, \quad w_{x=1} \mapsto (|w|, i, w(i)).
\]

**Proof.** First suppose that \( K = c_A^{-1}(P) \) for some \( P \subseteq \mathbb{N}^{k+1} \times A^k \). For each \( a \in A^k \) and \( n \in \mathbb{N} \), let

\[
R^a(n) = \{ i \in (\downarrow n)^k \mid (n, i, a) \in P \}.
\]

Then \( R^a \) is a \((k\text{-ary})\) numerical predicate for each \( a \in A^k \) and it is not difficult to see that \( c_A^{-1}(P) = \varphi(x) \) for

\[
\varphi(x) = \bigvee_{a \in A^k} (a(x) \land R^a(x)).
\]

On the other hand, for \( a \in A \) and \( i \in \{1, \ldots, k\} \)

\[
L_{a(x_i)} = c_A^{-1}(\mathbb{N}^{k+1} \times \{ a \in A^k \mid a_i = a \})
\]

and for \( R \subseteq \mathbb{N}^{m+1} \) an \( m\text{-ary} \) numerical predicate, and (not necessarily distinct) variables \( y_1, \ldots, y_m \in x \), we have

\[
L_{R(y_1, \ldots, y_m)} = c_A^{-1}(R' \times A^k)
\]

where \((i_1, \ldots, i_k) \in R'(n)\) if and only if \((j_1, \ldots, j_m) \in R(n)\) where \( j_s = i_t \) if and only if \( y_s = x_t \).

Now, we obtain an algebraic characterization of the quantifier free formulas. That is, a characterization in the form of recognition by a monoid rather than just by a set. For this purpose, let \( \varepsilon \notin A \) be a new symbol and denote \( A_\varepsilon = A \cup \{ \varepsilon \} \). We consider the homomorphism \( \Theta_x : (A \times 2^x)^* \to (A_\varepsilon \times 2^x)^* \) given by

\[
\Theta_x(a, S) = \begin{cases} 
(a, S), & \text{if } S \neq \emptyset; \\
(\varepsilon, S), & \text{if } S = \emptyset.
\end{cases}
\]
Notice that, given $x$-structures $v_{x=i}$ and $w_{x=j}$, we have

$$\Theta_x(v_{x=i}) = \Theta_x(w_{x=j}) \iff |v| = |w|, \ i = j, \text{ and } v(i) = w(j). \quad (18)$$

Using this observation, it is straightforward to show:

**Corollary 40.** Let $L \subseteq A^* \otimes x$ be a language. Then, the following are equivalent:

(a) $L$ is definable by a quantifier-free formula;

(b) $L = \Theta_x^{-1}(\Theta_x[L])$;

(c) there is a subset $P \subseteq A^*_x \otimes x$ such that $L = \Theta_x^{-1}(P)$.

In particular, the set of all quantifier-free formulas of $\text{FO}_x[N]$ forms a complete and atomic Boolean algebra.

**8. An application to Logic on Words**

In this section we combine Corollary 30 and Remark 31 to prove the equality

$$\mathcal{B}\Pi_1[N] \cap \text{Reg} = \mathcal{B} \Pi_1[\text{Reg}]. \quad (19)$$

The idea is the following. Combining the fact that universal quantification may be seen as an adjoint and our algebraic characterization of quantifier-free formulas we obtain a directed family of adjunctions on $\mathcal{P}(A^*)$ with joint image equal to $\Pi_1[N]$ allowing us to fit into the setting of Theorem 27. Finally we show that these adjunctions restrict correctly to the regular fragment thus allowing us to apply Corollary 30 and Remark 31 thereby concluding that (19) holds.

Let $x$ be a set of $k$ variables. Universal quantification (as an adjoint) and recognition of quantifier-free formulas are based on the following two maps, respectively

$$A^* \xleftarrow{\pi} A^* \otimes x \xrightarrow{\Theta_x} A^*_x \otimes x.$$
Dually this gives rise to

\[
\begin{align*}
\mathcal{P}(A^*) &\xrightarrow{\pi^{-1}} \mathcal{P}(A^* \otimes x) & \mathcal{P}(A^* \otimes x) &\xleftarrow{\Theta_x^{-1}} \mathcal{P}(A^*_\epsilon \otimes x) \\
\exists & & (\Theta_x[(\ )^c])^c &\forall \Theta x[ ( )]
\end{align*}
\]

In particular, we have a (correct) composition of adjunctions as follows

\[
\begin{align*}
\mathcal{P}(A^*) &\xrightarrow{\pi^{-1}} \mathcal{P}(A^* \otimes x) & \mathcal{P}(A^* \otimes x) &\xleftarrow{\Theta_x^{-1}} \mathcal{P}(A^*_\epsilon \otimes x) \\
\exists & & (\Theta_x[(\ )^c])^c &\forall \Theta x[ ( )]
\end{align*}
\]

That is,

\[f_k = \Theta_x[\pi^{-1}(\ )]: \mathcal{P}(A^*) \xhookrightarrow{\pi^{-1}} \mathcal{P}(A^*_\epsilon \otimes x): \forall(\Theta_x^{-1}(\ ) = g_k\]

is an adjunction and, combining quantification as adjunction with the description of quantifier-free formulas in Corollary \ref{corollary:quantifier_free_forms}, we have \(L \subseteq A^*\) is in \(\Pi^1_k[\mathcal{N}]\) if and only if \(L = \forall(\Theta_x^{-1}(P)) = g_k(P)\) for some \(P \subseteq A^*_\epsilon \otimes x\). That is, \((f_k, g_k)\) is an adjunction with associated closure operator

\[\lceil L \rceil_k := g_k f_k(L) = \forall\Theta_x^{-1}(\Theta_x[L \otimes x]),\]

and \(\text{Im}(\lceil \quad \rceil_k) = \text{Im}(g_k) = \Pi^1_k[\mathcal{N}]\). Notice that, since \(\lceil \quad \rceil_k\) is a closure operator on \(\mathcal{P}(A^*)\), we have

\[L \subseteq [K]_k \iff [L]_k \subseteq [K]_k,\]

for every \(K, L \subseteq A^*\). Therefore, \([L]_k\) may be seen as the best over-approximation of \(L\) by a language definable in \(\Pi^1_k[\mathcal{N}]\). Accordingly, we are in the situation of Theorem \ref{theorem:approximation} with

\[B = \mathcal{P}(A^*)\text{ and } D = \bigcup_{k \in \mathbb{N}} \text{Im}(g_k) = \bigcup_{k \in \mathbb{N}} \Pi^1_k[\mathcal{N}] = \Pi_1[\mathcal{N}].\]

We now aim to apply Corollary \ref{corollary:regular_languages} with \(B' = \text{Reg}\), the Boolean algebra of all regular languages over \(A\). This is possible given the following fact.
Lemma 41. For each $k \in \mathbb{N}$, if $L \subseteq A^*$ is regular, then so is $\lceil L \rceil_k$.

Proof. Fix $k \in \mathbb{N}$ and suppose $L \subseteq A^*$ is regular. We proceed through the four maps whose composition defines $\lceil \cdot \rceil_k$.

Claim 1. $L \otimes x$ is regular.

Note that if $\mu : A^* \rightarrow M$ is a finite monoid recognizing $L$, then $\pi^* : (A \times 2^x)^* \rightarrow A^*$ composed with $\mu$, where $\pi^*$ is the homomorphism extending the projection of $A \times 2^x$ onto $A$, recognizes $L \otimes x$ once we restrict to structures. As we remarked earlier, the set of all $x$-structures is itself regular so it follows from closure under intersection that $L \otimes x$ is itself regular.

Claim 2. $\Theta_x[L \otimes x]$ is regular.

This follows from the previous claim and Lemma 33.

Claim 3. $\Theta^{-1}_x(\Theta_x[L \otimes x])$ is regular.

This is immediate as the inverse image with respect to a homomorphism between free monoids of a regular language is always regular: If $\Theta_x[L \otimes x]$ is recognized by $f' : (A_x \times 2^x)^* \rightarrow M'$ then the composition $f' \circ \Theta_x : (A \times 2^x)^* \rightarrow M'$ recognizes $\Theta^{-1}_x(\Theta_x[L \otimes x])$.

Claim 4. $\forall(\Theta^{-1}_x(\Theta_x[L \otimes x]))$ is regular.

As observed in Section 7, the upper adjoint $\forall$ is given by $K \mapsto (\pi[K^c])^c$ where $\pi : A^* \otimes x \rightarrow A^*$ is the restriction of $\pi^* : (A \times 2^x)^* \rightarrow A^*$ to structures. It follows that $\pi[K^c] = \pi^*[K^c \cap (A^* \otimes x)]$. Now, since $K = \Theta^{-1}_x(\Theta_x[L \otimes x])$ is regular, $K^c$ is also regular and $K^c \cap (A^* \otimes x)$ is regular. Further, it follows by Lemma 33 that $\pi^*[\Theta^{-1}_x(\Theta_x[L \otimes x])]^c \cap A \otimes x$ is regular. Finally, we conclude that its complement $\forall(\Theta^{-1}_x(\Theta_x[L \otimes x])) = (\pi^*[\Theta^{-1}_x(\Theta_x[L \otimes x])]^c \cap A \otimes x)^c$ is regular as required.

As a consequence, Corollary 30 applies and we obtain:

Corollary 42. Considering each of the following Booleanizations as subalgebras of $\mathcal{P}(A^*)$, we have

$$(\Pi_1[\mathcal{N}] \cap \text{Reg})^- = (\Pi_1[\mathcal{N}])^- \cap \text{Reg}.$$

Finally, applying Remark 31 in this particular case, we see that

$$\Pi_1[\mathcal{N}] \cap \text{Reg} = \bigcup_{k \in \mathbb{N}} g_k f_k [\text{Reg}].$$

The languages in $g_k f_k [\text{Reg}]$ are exactly the languages $\lceil L \rceil_k$ for $L$ regular. By the proof of Lemma 41 we have that $\lceil L \rceil_k = \forall(\Theta^{-1}_x(P))$ where $P = \ldots$
$Θ_x[L \otimes x] \subseteq (A_x \times 2^x)^*$, and, by Claim 2 in particular, we have that $P$ is regular. That is, $[L]_k = L_{\forall x \varphi(x)}$ where the atomic formula $\varphi(x)$ is regular, or equivalently, $[L]_k \in \Pi_1[\text{Reg}]$.

On the other hand if $\varphi(x)$ is an atomic formula that is regular, then the arguments in Claims 3 and 4 show that $L_{\forall x \varphi(x)}$ is regular. Thus

$$g_k f_k[\text{Reg}] = \Pi_1^k[\text{Reg}]$$

and we have

$$(\Pi_1[\text{Reg}])^- = \left( \bigcup_{k \in \mathbb{N}} \Pi_1^k[\text{Reg}] \right)^- = (\Pi_1[\mathcal{N}] \cap \text{Reg})^- = (\Pi_1[\mathcal{N}])^- \cap \text{Reg}.$$

We thus obtain the desired result:

**Theorem 43.** The following equality holds:

$$B\Pi_1[\text{Reg}] = B\Pi_1[\mathcal{N}] \cap \text{Reg}.$$

### 9. Final remarks

Can the techniques of this paper be pushed further? A few possible directions suggest themselves. As we mentioned earlier, Theorem 43 is not new, but the techniques of our proof are completely different from what was used before.

In [30], a more general result is proved, concerning *modular quantifiers*: If $x$ is a set of $k$ variables and $0 \leq j < m$, $t > 0$, then we allow quantified formulas of the form

$$\exists^{(j,m,t)} x \varphi(x).$$

Such formulas are interpreted as follows: If $w \in A^*$, then $w \models \exists^{(j,m,t)} x \varphi(x)$ if the number of $k$-tuples $i$ such that

$$(w, i) \models \varphi(x)$$

is both congruent to $j$ modulo $m$ and at least $t$. Observe that with $m = t = 1$, this is just ordinary existential quantification. If $\varphi(x)$ is quantifier-free, then $\exists^{(j,m,t)} x \varphi(x)$ is called a *generalized* $\Sigma_1$-sentence. The main result of [30] is that the analogue of Theorem 43 holds for Boolean combinations of such
generalized $\Sigma_1$-sentences, as well as for Boolean combinations of ordinary $\Sigma_1$-sentences. It would be interesting to know whether the approach of the present paper can be used to give a different proof of this result.

What about rising higher in the alternation hierarchy? The identity

$$\text{FO}[\mathcal{N}] \cap \text{Reg} = \text{FO}[\text{Reg}],$$

proved in [2], is equivalent to well-known lower bounds results in circuit complexity, and the only proof known depends on the circuit complexity results. Yet this equality appears to be saying something fundamental, and rather simple, about automata and logic: If you can define a regular language with a sentence that uses unrestricted numerical predicates, then you can define it using just regular numerical predicates. Can the methods used here provide a different proof of this fact? One might first try to show that

$$\text{BII}_2[\mathcal{N}] \cap \text{Reg} \subseteq \text{FO}[\text{Reg}].$$

It should be cautioned that things are not so neat when we get to $\Pi_2$ formulas, and that this would require the development of new techniques.

Combining the two directions of generalization - from ordinary to modular quantifiers, and from $\Pi_1$ formulas to formulas with more levels of quantifier alternation - one might conjecture

$$\text{FOMOD}[\mathcal{N}] \cap \text{Reg} = \text{FOMOD}[\text{Reg}].$$

Here, $\text{FOMOD}[\mathcal{R}]$ represents all the formulas one can build, starting from numerical predicates in $\mathcal{R}$, using both modular quantification and Boolean operations. This conjecture is equivalent to the long-open question in circuit complexity of whether the complexity class $\text{ACC}^0$ is strictly contained in $\text{NC}^1$ (see [2] and [29]).
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