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1. Introduction

There are many identification algorithms which can estimate the parameters of linear models and nonlinear models, such as the coupled identification algorithms [1, 2], the filtered identification algorithms [3, 4], and the hierarchical identification algorithms [5–7]. The autoregressive exogenous (ARX) model is based on the traditional autoregressive model, adding measurable external inputs at various times to generate output. Such a model is widely used in engineering practice. For example, Naveros used the ARX model to identify physical parameters of walls [8], Qin et al. applied the ARX model to control the magnetic levitation ball system [9], Haddouche et al. utilized the ARX model to control the gas condition tower [10]. Since a robust controller often has the assumption that the structures of the systems should be given in prior [11–13], the system identification plays an important role in control engineering. Its basic idea is to use the identification algorithms to determine a mathematical model [14–17] and by which the behavior of the systems can be predicted.

The gradient descent algorithm is usually used for ARX model identification. It can effectively reduce the computational efforts but with slow convergence rates [18, 19]. The gradient descent algorithm includes two steps: the first is to determine a direction, which is called negative gradient, and the second is to determine a suitable step size for the direction. Besides, the least squares algorithm is another widely used method in system identification, which has a faster convergence rate [20–26]. However, the least squares algorithm has heavy computational efforts and needs to solve a derivative function. Therefore, it is inefficient for some models with complex nonlinear structures.

In order to determine the step size of the gradient descent algorithm, the root of a higher-order equation needs to be calculated, which is challenging/impossible. Fortunately, the stochastic gradient (SG) algorithms [27, 28] avoid the root calculation by updating the parameters in each sampling time with only one set input-output data. It can be widely used in engineering practice for its simple structure. However, only one set of data is used at each sampling instant; the convergence rate of the SG algorithm is slow. To improve the convergence rate, Ding et al. first proposed a multi-innovation stochastic gradient algorithm and a multi-innovation least squares algorithm for linear regression models [29, 30], which have quick convergence rates. The conjugate gradient descent method is another method which has quicker convergence rate when comparing with the gradient descent algorithm, but it is only available for offline identification [31–34]. Inspired by the conjugate gradient descent algorithm, the focus of this paper is to propose a...
modified momentum gradient descent algorithm, which has a quicker convergence rate and no root calculation.

The remainder of this paper is organized as follows. Section 2 introduces the ARX model and the traditional SG algorithm. The multi-innovation stochastic gradient algorithm is presented in Section 3. In Section 4, a modified momentum gradient descent algorithm is developed. A simulation example is given in Section 5. Finally, the conclusions and future directions are summarized in Section 6.

2. Stochastic Gradient Descent Algorithm

Consider the following ARX model:

\[ y(t) = a_1 y(t-1) + a_2 y(t-2) + \cdots + a_n y(t-n) + b_1 u(t-1) + b_2 u(t-2) + \cdots + b_m u(t-m) + v(t). \]  

Let \( \theta^* \) be the true value, \( \hat{\theta} \) be the estimated one:

\[
\begin{align*}
\theta^* &= [a_1, a_2, \ldots, a_n, b_1, b_2, \ldots, b_m]^T \in \mathbb{R}^{n+m}, \\
\hat{\theta} &= [\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_n, \hat{b}_1, \hat{b}_2, \ldots, \hat{b}_m]^T \in \mathbb{R}^{n+m},
\end{align*}
\]

and \( \varphi(t) \) is the information vector:

\[
\begin{align*}
\varphi(t) &= [y(t-1), y(t-2), \ldots, y(t-n), \\
u(t-1), u(t-2), \ldots, u(t-m)]^T \in \mathbb{R}^{n+m},
\end{align*}
\]

Define the cost function as follows:

\[ J(\hat{\theta}) = \frac{1}{2}(y(t) - \varphi^T(t) \hat{\theta})^2. \]

To obtain the minimum value of \( J(\hat{\theta}) \), let the iteration function be

\[ F(\hat{\theta}) = \hat{\theta} + a p. \]

When the estimated parameter vector \( \hat{\theta} \) converges to the true value \( \theta^* \),

\[ \hat{\theta} = F(\hat{\theta}) = \hat{\theta} + a p. \]

\[ p = -\Delta J = \varphi(t)(y(t) - \varphi^T(t) \hat{\theta}), \]

where \( p \) is the negative gradient direction of \( J \) and \( a \) is the step size. Substituting equation (6) into equation (4) yields

\[ J(a) = \frac{1}{2}(y(t) - \varphi^T(t)(\hat{\theta} + ap))^2. \]

In order to get the minimum value of \( J(a) \), use

\[ \frac{\partial J}{\partial a} = (y(t) - \varphi^T(t)(\hat{\theta} + ap))(-\varphi^T(t)p), \]

and let \( (\partial J/\partial a) = 0 \). The steepest descent algorithm can be obtained:

\[ A(z)y(t) = B(z)u(t) + v(t), \]

where \( y(t) \) is the output, \( u(t) \) is the input, \( v(t) \) is the noise, and \( A(z) \) and \( B(z) \) are polynomials:

\[ A(z) = 1 + \bar{a}_1 z^{-1} + \bar{a}_2 z^{-2} + \cdots + \bar{a}_n z^{-n}, \]

\[ B(z) = b_1 z^{-1} + b_2 z^{-2} + \cdots + b_m z^{-m}. \]

Take equations (2) and (3) into equation (1), and let \( \bar{a}_i = -a_i, i = 1, 2, \ldots, n \), the ARX model can be written by

\[ \begin{align*}
\tilde{\theta}_t &= F(\tilde{\theta}_{t-1}) = \tilde{\theta}_{t-1} + \frac{\varphi(t)(y(t) - \varphi^T(t) \tilde{\theta}_{t-1})}{\varphi^T(t)\varphi(t)}. \end{align*} \]

Remark 1. When \( \hat{\theta}_t \) is close to the true value, the calculated step size would be imprecise, which will cause the error to fluctuate. Therefore, the steepest descent algorithm is inefficient.

The SG algorithm proposed in the following can deal with this problem:

\[ \tilde{\theta}_t = \tilde{\theta}_{t-1} + \frac{\varphi(t)(y(t) - \varphi^T(t) \tilde{\theta}_{t-1})}{a \varphi^T(t)\varphi(t)}, \]

\[ \varphi(t) = [y(t-1), y(t-2), \ldots, y(t-n), \\
u(t-1), u(t-2), \ldots, u(t-m)]^T, \]

\[ a_t = a_{t-1} + \varphi^T(t)\varphi(t), \]

\[ a_0 = 0. \]

Remark 2. The step size will be reduced with the increase in time. When \( \hat{\theta}_t \) is close to the true value, the smaller step size reduces the fluctuation dramatically.

3. Two-Innovation Stochastic Gradient (TI-SG) Descent Algorithm

Because of the slow convergence rate of the SG algorithm, Ding proposed a multi-innovation stochastic gradient (MI-SG) algorithm in [6]. As a special case of the MI-SG algorithm, when two sets of input-output data are performed in each iteration, we term it as two-innovation stochastic gradient (TI-SG) algorithm.

For the ARX model, two sets input-output data are collected in each iteration as follows:
\[ \Phi(t-1) = [y(t-2), y(t-3), \ldots, y(t-n-1), u(t-2), u(t-3), \ldots, u(t-m-1)]^T, \]
\[ \Phi(t) = [y(t-1), y(t-2), \ldots, y(t-n), u(t-1), u(t-2), \ldots, u(t-m)]^T. \]  
\[ \tag{15} \]

Establishing the following two functions \( J_1(\hat{\theta}) \) and \( J_2(\hat{\theta}) \), we get
\[ J_1(\hat{\theta}) = \frac{1}{2} \left( y(t-1) - \Phi^T(t-1)\hat{\theta} \right)^2, \]
\[ J_2(\hat{\theta}) = \frac{1}{2} \left( y(t) - \Phi^T(t)\hat{\theta} \right)^2. \]  
\[ \tag{16} \]

We can calculate the negative gradient directions \( p_1 \) and \( p_2 \), respectively:
\[ p_1 = -\Delta J_1 = \Phi(t-1) \left( y(t-1) - \Phi^T(t-1)\hat{\theta} \right), \]
\[ p_2 = -\Delta J_2 = \Phi(t) \left( y(t) - \Phi^T(t)\hat{\theta} \right). \]  
\[ \tag{17} \]

The cost function is established as follows:
\[ J(\hat{\theta}) = J_1(\hat{\theta}) + J_2(\hat{\theta}) = \frac{1}{2} \left( y(t-1) - \Phi(t-1)\hat{\theta} \right)^2 + \frac{1}{2} \left( y(t) - \Phi(t)\hat{\theta} \right)^2. \]  
\[ \tag{18} \]

Let the iteration function be
\[ F(\hat{\theta}) = \hat{\theta} + a(p_1 + p_2). \]  
\[ \tag{19} \]

Update the parameters \( \hat{\theta} = F(\hat{\theta}) \), then the cost function is
\[ J(a) = \frac{1}{2} \sum_{i=0}^{(y(t-i) - \Phi^T(t-i)(\hat{\theta} + a(p_1 + p_2)))^2}. \]  
\[ \tag{20} \]

There are two ways to calculate the step size \( a \):

1. The two-innovation stochastic gradient descent algorithm has the same step size as that in the SG algorithm. Let the initial value of the step size be 0. The TI-SG algorithm can be designed as
\[ \hat{\theta}_t = \hat{\theta}_{t-1} + \frac{p_1 + p_2}{a_t}, \]
\[ p_1 = \Phi(t-1) \left( y(t-1) - \Phi^T(t-1)\hat{\theta}_{t-1} \right), \]
\[ p_2 = \Phi(t) \left( y(t) - \Phi^T(t)\hat{\theta}_{t-1} \right), \]
\[ \Phi(t-1) = [y(t-2), y(t-3), \ldots, y(t-n-1), u(t-2), u(t-3), \ldots, u(t-m-1)]^T, \]
\[ \Phi(t) = [y(t-1), y(t-2), \ldots, y(t-n), u(t-1), u(t-2), \ldots, u(t-m)]^T, \]  
\[ \tag{21} \]

2. The other method is to calculate the optimal step size, which is called modified two-innovation stochastic gradient (MT-SG) descent algorithm.

\[ \frac{\partial J}{\partial a} = \sum_{i=0}^{(y(t-i) - \Phi^T(t-i)(\hat{\theta}_{t-1} + a(p_1 + p_2))) \cdot (-\Phi^T(t-i)(p_1 + p_2)).} \]  
\[ \tag{22} \]

Let \( (\partial J/\partial a) \) equal 0, then
\[ a = \frac{(p_1 + p_2)^T(p_1 + p_2)}{\sum_{i=0}^{(\Phi^T(t-i)(p_1 + p_2))^2}}. \]  
\[ \tag{23} \]

The MT-SG algorithm can be designed as
\[ \hat{\theta}_t = \hat{\theta}_{t-1} + a_t(p_1 + p_2), \]
\[ p_1 = \Phi(t-1) \left( y(t-1) - \Phi^T(t-1)\hat{\theta}_{t-1} \right), \]
\[ p_2 = \Phi(t) \left( y(t) - \Phi^T(t)\hat{\theta}_{t-1} \right), \]
\[ \Phi(t-1) = [y(t-2), y(t-3), \ldots, y(t-n-1), u(t-2), u(t-3), \ldots, u(t-m-1)]^T, \]
\[ \Phi(t) = [y(t-1), y(t-2), \ldots, y(t-n), u(t-1), u(t-2), \ldots, u(t-m)]^T, \]  
\[ \tag{24} \]
Remark 3. The traditional two-innovation algorithm and the modified two-innovation algorithm use two gradients and assume that the two gradient directions have the same step size. Although the computational effort is reduced, it is not optimal. Because each gradient direction plays a different role in estimating the parameters, it is necessary to consider assigning different weights to each gradient.

Remark 4. Compared with the traditional two-innovation method, the modified two-innovation method calculates the optimal step size in each sampling instant. Therefore, the modified two-innovation algorithm has a faster convergence rate but with heavier computational efforts.

4. Modified Momentum Gradient Descent Algorithm (MMG)

Before introducing the modified momentum gradient descent algorithm, we first introduce the conjugate gradient descent algorithm.

Assume that we have collected $L$ input-output data. The collected information vectors and outputs are $\Phi(L)$ and $Y(L)$, respectively.

Set up the cost function as follows:

$$J(\tilde{\theta}) = \frac{1}{2}(Y(t) - \Phi(L)\tilde{\theta})^2.$$  \hfill (26)$$

To calculate the minimum value of $J(\tilde{\theta})$, simply make $(\partial J/\partial \theta) = 0$:

$$\frac{\partial J}{\partial \theta} = -\Phi^T(L)(Y(t) - \Phi(L)\tilde{\theta}).$$ \hfill (27)$$

Let $A = \Phi^T(L)\Phi(L)$ and $b = \Phi^T(L)Y(t)$. When the order of $\Phi(L)$ is greater than $n + m$, it is easy to know that $A$ is a symmetric positive definite matrix, and $A \in \mathbb{R}^{(m+n) \times (m+n)}$ and $b \in \mathbb{R}^{m+n}$. Using the conjugate gradient descent method to solve higher-order matrix equations, let $r = b - A\tilde{\theta}$, where $r$ is the current negative gradient direction. Reconcile the previous iteration direction $p'$ with the current negative gradient direction $r$ as the new iteration direction $p$, which is $p = r + \beta p'$. Making $p$ and $p'$ conjugate about $A$, that is $p^TAp' = 0$, we have

$$\beta = \frac{r^TAp'}{p^TAp}.$$ \hfill (28)$$

Let the iteration function be

$$F(\tilde{\theta}) = \tilde{\theta} + ap,$$ \hfill (29)$$

where $a$ is the step size and $p$ is the iteration direction, then

$$J(a) = \frac{1}{2}(Y(t) - \Phi(L)(\tilde{\theta} + ap))^2.$$ \hfill (30)$$

Calculating the minimum value of $J(a)$ and letting

$$\frac{\partial J}{\partial a} = (-\Phi(L)p)^T(Y(t) - \Phi(L)(\tilde{\theta} + ap)) = 0,$$ \hfill (31)$$

yield

$$\phi(t) = [y(t-1), y(t-2), \ldots, y(t-n), u(t-1), u(t-2), \ldots, u(t-m)]^T \in \mathbb{R}^{m+n},$$ \hfill (32)$$

$$\Phi(L) = [\phi^T(t+1), \phi^T(t+2), \ldots, \phi^T(t+L)]^T \in \mathbb{R}^{L \times (m+n)},$$ \hfill (33)$$

$$Y(L) = [y(t+1), y(t+2), \ldots, y(t+L)]^T \in \mathbb{R}^L.$$ \hfill (34)$$

Remark 5. Here $r$ is the negative gradient direction of the current position and $p'$ is the direction of the last iteration. The current iteration direction $p$ is obtained based on $r$ and $p'$. Compared with the traditional gradient descent method,
this method has a faster convergence rate but with heavier computational efforts.

Inspired by the conjugate gradient descent method, the modified momentum gradient descent algorithm is proposed. Its basic idea is to use two gradient directions in each iteration/sampling instant and then to assign different step sizes for each direction.

$$\psi(2t) = [y(2t - 1), y(2t - 2), \ldots, y(2t - n), u(2t - 1), u(2t - 2), \ldots, u(2t - m)]^T,$$

$$\psi(2t + 1) = [y(2t), y(2t - 1), \ldots, y(2t - n + 1), u(2t), u(2t - 1), \ldots, u(2t - m + 1)]^T.$$  \hspace{1cm} (35)

Establish two cost functions $J_1(\bar{\theta})$ and $J_2(\bar{\theta})$ as follows:

$$J_1(\bar{\theta}) = \frac{1}{2} (y(2t) - \psi^T(2t) \bar{\theta})^2,$$

$$J_2(\bar{\theta}) = \frac{1}{2} (y(2t + 1) - \psi^T(2t + 1) \bar{\theta})^2.$$  \hspace{1cm} (36)

Using $J_1(\bar{\theta}), J_2(\bar{\theta})$ to calculate the negative gradient directions $p_1, p_2$ yields

$$p_1 = -\Delta J_1 = \psi(2t)(y(2t) - \psi^T(2t) \bar{\theta}),$$

$$p_2 = -\Delta J_2 = \psi(2t + 1)(y(2t + 1) - \psi^T(2t + 1) \bar{\theta}).$$  \hspace{1cm} (37)

Let the iteration function be

$$F(\bar{\theta}) = \bar{\theta} + a_1 p_1 + a_2 p_2.$$  \hspace{1cm} (38)

Then, the cost functions are

$$J_1(a_1, a_2) = \frac{1}{2} y(2t) - \psi^T(2t)(\bar{\theta} + a_1 p_1 + a_2 p_2)^2,$$

$$J_2(a_1, a_2) = \frac{1}{2} y(2t + 1) - \psi^T(2t + 1)(\bar{\theta} + a_1 p_1 + a_2 p_2)^2.$$  \hspace{1cm} (39)

Let $(\partial J_1/\partial a_1)$, $(\partial J_1/\partial a_2)$, $(\partial J_2/\partial a_1)$, and $(\partial J_2/\partial a_2)$ all be equal to 0, then

$$\left\{ \begin{array}{l}
(y(2t) - \psi^T(2t)(\bar{\theta} + a_1 p_1 + a_2 p_2))(-\psi^T(2t)p_1) = 0, \\
(y(2t) - \psi^T(2t)(\bar{\theta} + a_1 p_1 + a_2 p_2))(-\psi^T(2t)p_2) = 0, \\
(y(2t + 1) - \psi^T(2t + 1)(\bar{\theta} + a_1 p_1 + a_2 p_2))(-\psi^T(2t + 1)p_1) = 0, \\
(y(2t + 1) - \psi^T(2t + 1)(\bar{\theta} + a_1 p_1 + a_2 p_2))(-\psi^T(2t + 1)p_2) = 0.
\end{array} \right.$$  \hspace{1cm} (40)

Let $r_1 = y(2t) - \psi^T(2t) \bar{\theta}$ and $r_2 = y(2t + 1) - \psi^T(2t + 1) \bar{\theta}$, we have

$$a_1 = \frac{r_1 \psi^T(2t + 1)p_2 - r_2 \psi^T(2t)p_2}{\psi^T(2t)p_1 \psi^T(2t + 1)p_2 - \psi^T(2t + 1)p_1 \psi^T(2t)p_2},$$

$$a_2 = \frac{r_2 \psi^T(2t)p_1 - r_1 \psi^T(2t + 1)p_1}{\psi^T(2t)p_1 \psi^T(2t + 1)p_2 - \psi^T(2t + 1)p_1 \psi^T(2t)p_2}. $$  \hspace{1cm} (41)

The MMG algorithm is listed as follows:

When using the TI-SG algorithm method, a set of repeated data during the neighbouring two sampling instants will be involved, which causes the step size unsolvable. To overcome this difficulty, a new method is developed. For the ARX model, collect two sets of information vectors and outputs in each iteration as $\psi(2t), y(2t), \psi(2t + 1), \text{and } y(2t + 1)$:

\begin{align*}
\hat{\theta}_1 &= \hat{\theta}_{t-1} + a_1 p_1 + a_2 p_2, \\
p_1 &= -\Delta J_1 = \psi(2t)r_1, \\
p_2 &= -\Delta J_2 = \psi(2t + 1)r_2, \\
r_1 &= y(2t) - \psi^T(2t)\hat{\theta}_{t-1}, \\
r_2 &= y(2t + 1) - \psi^T(2t + 1)\hat{\theta}_{t-1}, \\
a_1 &= \frac{r_1 \psi^T(2t + 1)p_2 - r_2 \psi^T(2t)p_2}{\psi^T(2t)p_1 \psi^T(2t + 1)p_2 - \psi^T(2t + 1)p_1 \psi^T(2t)p_2}, \\
a_2 &= \frac{r_2 \psi^T(2t)p_1 - r_1 \psi^T(2t + 1)p_1}{\psi^T(2t)p_1 \psi^T(2t + 1)p_2 - \psi^T(2t + 1)p_1 \psi^T(2t)p_2}. \\
\end{align*}

\hspace{1cm} (42)

The MMG algorithm constitutes the following steps: (Algorithm 1)

Remark 6. In each iteration, the MMG algorithm uses two directions and assigns the optimal step size for each direction. Therefore, it has a quicker convergence rate. However, some iterative algorithms [35–38] and recursive algorithms [39–42] can be extended to study the parameter identification of the ARX models in this paper.

5. Example

Consider the following ARX model:

$$y(t) = \psi^T(t)\theta + \nu(t),$$

$$\phi(t) = [y(t - 1), y(t - 2), y(t - 3), u(t - 1), u(t - 2)]^T,$$

$$\theta = [0.3, -0.7, 0.5, 0.25, 0.17]^T.$$  \hspace{1cm} (43)

The input data $u(t)$ is a random sequence with a uniform distribution on $[-0.5, 0.5]$, and $\nu(t)$ is Gaussian white noise with $N(0, 0.01^2)$. The simulation data are shown in Figure 1.

The SG, TI-SG, MT-SG, and MMG algorithms are used to identify the parameters of the ARX model. The parameter estimates and their estimation errors are shown in Figure 2 and Tables 1–4.
Initialize $\theta_0$
repeat
for $t = 0, 1, \ldots, n$ do
get $\varphi(2t), y(2t), \varphi(2t + 1)$ and $y(2t + 1)$
$r_1 = (y(2t) - \varphi^T(2t)\theta_t)$
$r_2 = (y(2t + 1) - \varphi^T(2t + 1)\theta_t)$
if $|r_1| < \text{tol}$ and $|r_2| < \text{tol}$ then
return $\theta_t$
else
$p_1 = r_1\varphi(2t)$
$p_2 = r_2\varphi(2t + 1)$
$D = \varphi^T(2t)p_1\varphi^T(2t + 1)p_2 - \varphi^T(2t + 1)p_1\varphi^T(2t)p_2$
$a_1 = r_1\varphi^T(2t + 1)p_2 - r_2\varphi^T(2t)p_1$
$a_2 = r_2\varphi^T(2t)p_1 - r_1\varphi^T(2t + 1)p_2$
$\theta_{t+1} = \theta_t + (1/D)(a_1p_1 + a_2p_2)$
end
until convergence

Algorithm 1: Modified momentum gradient descent algorithm.

![Figure 1: The simulation data.](image1)

![Figure 2: The parameter estimation errors.](image2)
relative errors of each element in the parameter vector by using these four algorithms are shown in Figure 3 ($t = 20, 50, \text{and } 100$).

Select 100 new data based on the true model, and use the estimated models by the SG, TI-SG, TI-SG and MMG algorithm to generate the predicted outputs, respectively. The errors between the true outputs and the predicted outputs are shown in Figure 4.

Finally, a Monte Carlo experiment is performed by using the MMG algorithm (100 sets noises), and the results are shown in Figure 5.

The following conclusions can be obtained:

1. It can be seen from Figures 2 and 3 and Tables 2 and 3 that the MT-SG algorithm has a significantly faster speed than the original TI-SG algorithm.
2. From Figures 2 and 3 and Tables 1–4, we can see that the MMG algorithm has the fastest convergence rates among the four algorithms.
3. Figure 4 demonstrates that the estimated model by using the MMG algorithm is the most accurate one among these four estimated models.
4. Figure 5 shows that the MMG algorithm is robust to the noises.

### Table 1: The parameter estimates and the estimation errors (SG).

| $t$  | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_4$ | $\theta_5$ | $\delta$ (%) |
|-----|-------------|-------------|-------------|-------------|-------------|---------------|
| 5   | 0.0090      | -0.1416     | -0.0195     | 0.3406      | 0.1128      | 85.7714       |
| 10  | 0.0112      | -0.2101     | 0.0087      | 0.3109      | 0.1947      | 78.5886       |
| 50  | -0.0036     | -0.2880     | 0.0523      | 0.2917      | 0.2298      | 71.2120       |
| 100 | -0.0029     | -0.3280     | 0.0698      | 0.2794      | 0.2583      | 67.8208       |
| 150 | -0.0065     | -0.3443     | 0.0789      | 0.2750      | 0.2601      | 66.4253       |
| 200 | -0.0079     | -0.3484     | 0.0822      | 0.2759      | 0.2587      | 66.0179       |
| True value | 0.3000 | -0.7000 | 0.5000 | 0.2500 | 0.1700 |               |

### Table 2: The parameter estimates and the estimation errors (TI-SG).

| $t$  | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_4$ | $\theta_5$ | $\delta$ (%) |
|-----|-------------|-------------|-------------|-------------|-------------|---------------|
| 5   | 0.0900      | -0.2645     | -0.0691     | 0.4479      | 0.3430      | 82.4797       |
| 10  | 0.0423      | -0.3693     | 0.0104      | 0.4360      | 0.3971      | 73.7884       |
| 50  | -0.0196     | -0.4921     | 0.1103      | 0.3170      | 0.3050      | 58.9297       |
| 100 | -0.0128     | -0.5429     | 0.1327      | 0.2792      | 0.3194      | 55.1883       |
| 150 | -0.0206     | -0.5623     | 0.1498      | 0.2671      | 0.3000      | 53.2816       |
| 200 | -0.0221     | -0.5644     | 0.1580      | 0.2718      | 0.2908      | 52.5223       |
| True value | 0.3000 | -0.7000 | 0.5000 | 0.2500 | 0.1700 |               |

### Table 3: The parameter estimates and the estimation errors (MT-SG).

| $t$  | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_4$ | $\theta_5$ | $\delta$ (%) |
|-----|-------------|-------------|-------------|-------------|-------------|---------------|
| 5   | 0.0870      | -0.3185     | -0.0678     | 0.3805      | 0.3885      | 79.2079       |
| 10  | -0.0537     | -0.6758     | 0.1948      | 0.2965      | 0.3669      | 53.0981       |
| 50  | 0.1609      | -0.6486     | 0.3970      | 0.2697      | 0.1525      | 19.0093       |
| 100 | 0.2578      | -0.7259     | 0.4600      | 0.2433      | 0.1997      | 7.3521        |
| 150 | 0.2925      | -0.7006     | 0.4797      | 0.2456      | 0.1729      | 2.3237        |
| 200 | 0.3051      | -0.6985     | 0.5004      | 0.2389      | 0.1680      | 1.3000        |
| True value | 0.3000 | -0.7000 | 0.5000 | 0.2500 | 0.1700 |               |

### Table 4: The parameter estimates and the estimation errors (MMG).

| $t$  | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_4$ | $\theta_5$ | $\delta$ (%) |
|-----|-------------|-------------|-------------|-------------|-------------|---------------|
| 5   | -0.0585     | -0.7463     | 0.1831      | 0.3312      | 0.2895      | 52.2903       |
| 10  | 0.0286      | -0.7357     | 0.1746      | 0.2283      | 0.1489      | 44.4168       |
| 100 | 0.2898      | -0.6838     | 0.4946      | 0.2528      | 0.1684      | 2.0996        |
| 150 | 0.3037      | -0.7114     | 0.5219      | 0.2534      | 0.1644      | 2.6841        |
| 200 | 0.3076      | -0.6978     | 0.5114      | 0.2499      | 0.1808      | 1.8318        |
| True value | 0.3000 | -0.7000 | 0.5000 | 0.2500 | 0.1700 |               |
Figure 3: The relative errors of each element in the parameter vector. (a) SG. (b) TI-SG. (c) MT-SG. (d) MMG.

Figure 4: Continued.
6. Conclusions

This paper proposes an improved gradient descent algorithm for ARX models based on the conjugate gradient descent method. Since two gradient directions and the two corresponding step sizes are involved in each iteration, the proposed algorithm has a quicker convergence rate. The simulation example shows the effectiveness of the proposed algorithm. This algorithm can increase the convergence rate and does not require root calculation. Therefore, it can combine other identification techniques [43–46] to study the parameter estimation issues of linear and nonlinear stochastic systems with colored noises [47–50] and can be extended to other literatures [51–54], such as signal modeling, parameter identification information processing, and engineering application systems [55–57].

Although the MMG algorithm is hoped to be a powerful tool for parameter identification, its convergence property is an open and challenging problem.
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