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Abstract

We consider pointed Lorentzian manifolds and construct “canonical” foliations by constant mean curvature (CMC) hypersurfaces. Our result assumes a uniform bound on the local sup-norm of the curvature of the manifold and on its local injectivity radius, only. The prescribed curvature problem under consideration is a nonlinear elliptic equation whose coefficients have limited regularity. The CMC foliation allows us to introduce CMC-harmonic coordinates, in which the coefficients of the Lorentzian metric have optimal regularity.
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1 Introduction

Spacetimes in general relativity are represented by Lorentzian manifolds satisfying Einstein’s field equations. For the physical interpretation of the solutions to the Einstein equations, it is important to have some insights on their geometrical properties and regularity. To this aim, in the present paper we derive certain quantitative estimates which imply a sharp control on the local geometry of Lorentzian manifolds. More precisely, within a neighborhood of a given observer we construct here a local canonical foliation made of spacelike hypersurfaces whose mean curvature is constant (CMC hypersurfaces) and whose geometry is uniformly controlled in terms of the curvature and the injectivity radius of the manifold, only.

The proposed method leads to the construction of an “optimal frame” in which the metric coefficients have the best possible regularity allowed the sup-norm curvature assumption. We derive here new geometric estimates that hold under a limited regularity assumption on the spacetime, while standard techniques apply to more regular spacetimes by requiring bounds on first (or even higher) derivatives of the curvature.

The following presentation is based on the papers [6, 7] (in collaboration with B.-L. Chen), to which we refer for further applications not covered in the present notes (especially the construction of CMC-harmonic coordinates, reviewed in [16]). We built here on earlier work on related problems by, on one hand, Bartnik and Simon [5] who constructed CMC hypersurfaces in the Minkowski spacetime and, on the other hand, Gerhardt [8, 9] who established the existence of global CMC foliations in sufficiently regular Lorentzian manifolds.

Other earlier related works concern the Einstein equations for vacuum spacetimes. One key contribution is Andersson and Moncrief’s construction of solutions to the Einstein equations using CMC-harmonic coordinates [1, 2, 3]. Their method allowed them to establish a global existence theorem for sufficiently small perturbation of Friedmann-Robertson-Walker type spacetimes [4]. Therein, first-order derivatives of the curvature tensor are assumed to be squared-integrable, at least, which is a stronger regularity assumption than the one assumed in Theorem 2.2, below.

On the other hand, in a series of pioneering papers ([12, 13, 14, 15] and the references cited therein), Klainerman and Rodnianski initiated an ambitious program about the construction of low regularity solutions to the Einstein equations, their main results including conjugate radius and injectivity radius estimates, which solely involve estimates on the Bel-Robinson energy of the spacetime, that is, a uniform $L^2$ bound on the curvature tensor on spacelike hypersurfaces. Therein, the authors are primarily interested in controlling the geometry of null cones (i.e. lights cones) and develop techniques of analysis for nonlinear wave equations. (In contrast, the present paper relies exclusively on elliptic estimates.) Still, another direction of research on CMC foliations is currently developed by Reiris [20], who analyzes global aspects of a CMC-Einstein flow by requiring higher regularity of the metric.
2 Local foliation defined by an observer

We begin by introducing some notation and then stating our main result (in Theorem 2.2 below). For background on Lorentzian geometry we refer the reader to [11, 17, 18]. Throughout this paper, \((M, g)\) denotes a time-oriented, \((n + 1)\)-dimensional Lorentzian manifold (with boundary) whose Levi-Civita connection and Riemann curvature are denoted by \(\nabla\) and \(Rm\), respectively. By convention, the signature of the metric is \((-+, \ldots, +)\), and we recall that a tangent vector \(X\) is said to be timelike, null, or spacelike if and only if its Lorentzian norm \(g(X, X)\) is negative, zero, or positive, respectively. The time-orientation assumed on \(M\) allows us to distinguish between past- or future-timelike vectors; in fact, this assumption is not a real restriction since we are only interested in local properties of the spacetime.

A point \(p \in M\) being given, we search for a foliation of a neighborhood of \(p\) by spacelike hypersurfaces and we impose that each hypersurface has constant (scalar) mean curvature and that its geometry is uniformly controlled in terms of geometrically natural quantities. Specifically, we will need the curvature of the manifold near \(p\) and the injectivity radius at \(p\), only. Since the metric \(g\) is not positive definite, a single point is not sufficient for canonically defining a foliation near \(p\) and, in fact, instead of a single point we prescribe an observer consisting of a pair \((p, T_p)\), where \(T_p\) is a unit future-timelike vector, called a reference vector, at \(p\). It will be convenient to refer to \((M, g, p, T_p)\) as a pointed Lorentzian manifold.

In a local frame \((e_\alpha)\) at \(p\) where \(e_0 = T_p\) coincides with the reference vector and \(e_j\) \((j = 1, \ldots, n)\) are spacelike vectors, the Lorentzian metric reads

\[
g = g_p = -e_0 \otimes e_0 + e_1 \otimes e_1 + \ldots + e_n \otimes e_n.
\]

Clearly, the vector \(T_p\) induces a (positive-definite) inner product on the tangent space at \(p\), defined by

\[
g_{T_p} := e_0 \otimes e_0 + e_1 \otimes e_1 + \ldots + e_n \otimes e_n.
\]

To simplify the notation, we often write \(T = T_p\) and \(\langle \cdot, \cdot \rangle_T := g_T\), while \(|A|_T = |A|_{g_T}\) denotes the Riemannian norm of a tensor \(A\). The corresponding Riemannian ball of radius \(r > 0\) (as a subset of the tangent space at \(p\)) is denoted by \(B_{T,r}(p)\). In case a vector field \(T\) is given, the above construction can be made at each point in a neighborhood of \(p\), and we can define a metric \(g_T\), referred to as the reference Riemannian metric associated with the vector field \(T\).

To state our main result we generalize classical notions from Riemannian geometry, and now define the injectivity radius and local curvature bound of an observer in a Lorentzian manifold, as follows.

**Injectivity radius of an observer** \((p, T_p)\). Let \(\exp_p : B_{T,r}(p) \to M\) be the exponential map at the point \(p\), as defined from the Lorentzian metric \(g\) over the Riemannian ball \(B_{T,r}(p)\). This map is well-defined for
all sufficiently small radius \( r \), at least. By definition, the injectivity radius of the observer \((p, T_p)\), denoted by

\[
\text{Inj}(M, g, p, T_p),
\]
is the supremum among all radii \( r > 0 \) such that the map \( \exp_p \) is a global diffeomorphism from \( B_{T,r}(p) \) onto its image \( B_{T,r}(p) \subset M \).

**Local curvature of an observer.** By parallel transporting (with respect to the Lorentzian connection \( \nabla \)) the given vector \( T_p \) along radial geodesics from \( p \), we construct a vector field \( T \) defined in a neighborhood of \( p \) (at least). “Far” from the base point \( p \) this vector field is generally multi-valued, since two distinct geodesics leaving from \( p \) may intersect. Given \( r > 0 \) and a radial geodesic \( \gamma \) associated with an “initial” vector in \( B_{T,r}(p) \), we denote this vector field by \( T_\gamma \) and we can define a positive-definite, inner product \( g_{T_\gamma} \) at each point along \( \gamma \). This inner-product allows us to compute the local curvature norm of the observer \((p, T_p)\) within the ball of radius \( r \), defined by

\[
\text{Curv}(M, g, p, T_p; r) := \sup_{\gamma} |\text{Rm}|_{T_\gamma},
\]  

where the supremum is taken over every radial geodesic from \( p \) of Riemannian length \( r \), at most.

The above notion of curvature bound is defined for all \( r > 0 \), even though certain radial geodesics may well be incomplete and hit the boundary of \( M \). To avoid any difficulty at the boundary we always tacitly assume that all geodesic balls under consideration are compactly included in \( M \), so that geodesics under consideration can not attain the boundary of the spacetime. The notion of curvature bound was originally introduced in [6] where injectivity radius bounds were derived. In the situation considered in the following theorem, the radius \( r \) under consideration is smaller than or equal to the injectivity radius.

Our purpose is to construct a local foliation of a “large neighborhood” of the point \( p \).

**Definition 2.1** (Notion of local canonical foliation). Fix a parameter \( \theta \in (0, 1) \). Given a pointed Lorentzian manifold \((M, g, p, T_p)\), a local canonical foliation associated with the observer \((p, T_p)\) is any foliation \( \bigcup_{\frac{1}{2} \leq \tau \leq 7} \Sigma^\tau \) containing \( p \), by spacelike hypersurfaces with constant mean curvature \( \tau \in [\ell, T] \), with

\[
\ell := (1 - \theta) \frac{n}{sr}, \quad T := (1 + \theta) \frac{n}{sr}, \quad s \in [\theta, 2\theta],
\]

whose unit normal \( N := \nabla t / |\nabla t| \), lapse function \( \lambda := (-g(\nabla t, \nabla t))^{-1/2} \), and second fundamental form \( h \) satisfy

\[
1 - g(N, T) \leq \theta^{-1}, \quad \theta \leq -r^2 \lambda \leq \theta^{-1}, \quad r |h| \leq \theta^{-1},
\]
in which \( T \) denotes some \( g \)-parallel translate of \( T_p \) along radial geodesics from \( p \).
In the above definition, the mean curvature (time variable) is of order $1/(\theta r)$ and varies within an interval of length about $\theta/r$. For instance, in the four-dimensional Minkowski spacetime, by suitably restricting the standard hyperboloidal foliation to a neighborhood of $p$ it is easy to determine a canonical foliation: In standard flat coordinates $(\tilde{t}, x^1, x^2, x^3)$ with $p = (0, 0, 0, 0)$ we can find $\Sigma' \subset \{- (\tilde{t} + c)^2 + (x^1)^2 + (x^2)^2 + (x^3)^2 = -(1/t)^2\}$ with $c << 1$ so that the estimates in Definition 2.1 hold and, moreover, we can ensure that a Riemannian ball centered at $p$, say $(\tilde{t})^2 + (x^1)^2 + (x^2)^2 + (x^3)^2 \leq \theta^4 r^2$ with $\theta << 1$, is covered by this foliation.

Our main result is as follows.

**Theorem 2.2 (Existence of local canonical foliations).** There exists a constant $\theta \in (0, 1)$ depending only on the dimension $n$ such that, for every $(n + 1)$-dimensional pointed Lorentzian manifold $(M, g, p, T_p)$ satisfying the following curvature and injectivity radius bounds at the scale $r > 0$

$$\text{Curv}(M, g, p, T_p; r) \leq r^{-2}, \quad \text{Inj}(M, g, p, T_p) \geq r,$$

there exists a canonical foliation associated with the observer $(p, T_p)$ that covers the reference Riemannian ball $B_T(p, \theta^2 r)$, at least.

Observe that the above theorem is purely geometric and, in particular, does not involve a choice of local coordinates. The conditions on the curvature and the injectivity radius are not restrictive since they can always be ensured by suitably rescaling the Lorentzian metric.

The rest of this text is devoted to presenting the proof of Theorem 2.2.

From now on, we assume that a pointed Lorentzian manifold is given which satisfies the assumption of the theorem. We are going to construct the CMC hypersurfaces as graphs over Lorentzian geodesic spheres. In addition, Riemannian geodesic spheres associated with the reference metric $g_T$ will be introduced. Both of these types of geodesics spheres will serve as “barrier” for the prescribed curvature equation discussed below; indeed, each CMC hypersurface will be pinched between a Lorentzian geodesic slice and a Riemannian one. In our construction, it will be important that the parameter $s \in [\theta, 2\theta]$ (see Definition 2.1 above) be sufficiently small, that is, the mean curvature of the hypersurfaces should be sufficient large.

To establish Theorem 2.2 one of the main technical difficulties is dealing with a nonlinear elliptic equation satisfied by the level set function representing the hypersurfaces, as well as with the equation satisfied by their second fundamental form. A uniform gradient estimate will be derived which guarantee that these equations are uniformly elliptic. As we will see, the coefficients have rather limited regularity since, at the initial stage of the analysis, they are only measurable and bounded and the Nash-Moser’s iteration technique will be necessary to derive uniform estimates on the geometry of the foliation.
3 Lorentzian vs. Riemannian geodesic foliations

Lorentzian geodesic foliation

We are going to introduce two foliations, based on the Lorentzian metric and the reference Riemannian metric, respectively, and then to formulate the prescribed mean curvature problem in geodesic normal coordinates \( y \) covering a neighborhood of \( p \). At this stage of the analysis, standard comparison arguments for the Hessian of distance functions, yields us a uniform control (although far from being the optimal one) of the metric coefficients in the coordinates under consideration. We will omit all the proofs in the present section and refer to [6] for details. It is known (in Riemannian geometry, at least) that coordinates based on distance functions do not provide the best regularity of the metric coefficients and, accordingly, the geodesic coordinates introduced in the present section serve only as an intermediate step in order to construct a canonical CMC foliation (and, in turn, CMC-harmonic coordinates).

Throughout, \( \varsigma < c < \tau < 1 \) and \( C, C_1, \ldots \) denote positive constants that need not be the same at each occurrence and are chosen such that the constants \( 1/c \) and \( C, C_1, \ldots, c/\varsigma \) are sufficiently large while the ratios \( \varsigma/c \) and \( c/\tau \) are sufficiently close to 1. Most importantly, these constants depend upon the dimension \( n \) of the manifold, only.

The foliation by subsets \( H_\tau \) of Lorentzian geodesic spheres is defined as follows. Let \( \gamma = \gamma(\tau) \) be the future-oriented, timelike geodesic containing \( p \) parameterized so that, at the parameter value \( cr \),

\[
\gamma(cr) = p, \quad \gamma(cr) = T_p,
\]

and consider a new observer in the past of \( p \):

\[
(q, T_q) := (\gamma(0), \gamma'(0)).
\]

Here, the constants \( c < \tau \) are assumed to be sufficiently small so that the injectivity radius of the exponential map \( \exp_q \) (computed for the new observer) is \( \tau r \), at least. This is possible since, by the injectivity radius assumption, the exponential map from \( p \) is a diffeomorphism covering a neighborhood of \( p \) and that, thanks to the curvature assumption, the injectivity radius at any sufficiently nearby point can also be controled uniformly.

Introduce now geodesic normal coordinates \( y = (\tau, y^i) \), with \( 0 \leq \tau \leq \tau r \), determined from future timelike geodesics originating radially from \( q \). The Lorentzian metric takes the form

\[
g = -d\tau^2 + g_{ij} dy^i dy^j, \quad (3.1)
\]

where \( g_{ij} \) denotes the coefficients of the induced metric on the slices of the geodesic foliation. In these coordinates, the base points \( p \) and \( q \) are identified with \( p = (cr, 0, \ldots, 0) \) and \( q = (0, 0, \ldots, 0) \), respectively. By construction, the
following cone-like region determined by the reference Riemann metric

\[ J^+_\tau(q) := \text{exp}_q(J^-_\tau(q)), \]

\[ J^-_\tau(q) := \left\{ X \in B_{T_{\tau}q}(q) : \text{X timelike, } \frac{(T_{\tau}q \cdot X)_{T_{\tau}q}}{(X, X)^{1/2}_{T_{\tau}q}} \geq 1 - \tau \right\} \]

can be covered by the chosen coordinate chart.

Therefore, introducing any \( \varepsilon < c \) we consider the foliation

\[ p \in \mathcal{F} := \bigcup_{\tau \in [c\tau, \epsilon \tau]} \mathcal{H}_\tau \]

of some neighborhood of \( p \) by spacelike hypersurfaces \( \mathcal{H}_\tau \) on which \( \tau \) remains constant while the induced metric satisfies (as quadratic forms)

\[ C^{-1} \delta_{ij} \leq g_{ij} \leq C \delta_{ij} \text{ in } \mathcal{F}. \quad (3.2) \]

We introduce the notation

\[ k(\tau, r) := \frac{r^{-1}C_1}{\tan (\tau r^{-1}C_1)}, \quad \overline{k}(\tau, r) := \frac{r^{-1}C_1}{\tanh (\tau r^{-1}C_1)}, \]

where \( r^{-1}C_1 \geq r^{-1} \) bounds the (square root of the) curvature. (The curvature bound here is computed from the point \( q \) and may be slightly greater than \( r^{-2} \), so that one may need \( C_1 \geq 1 \).) Observe that both \( k(\tau, r) \) and \( \overline{k}(\tau, r) \) behave like \( 1/\tau \) when \( \tau \to 0 \) and, furthermore, that since \( \tau \in [c\tau, \epsilon \tau] \) is chosen to be a small multiple of \( r \), the function \( k \) is well-defined within the range of interest.

Consider now the Lorentzian distance function \( \tau \) computed from the (new) base point \( q \), and let \( E := (\nabla \tau)^\perp \) be the orthogonal complement of its gradient. Let \( A_{ij} := -(\text{Hess } \tau)_{E, ij} \) be the second fundamental form of the slices of the geodesic foliation, and recall that

\[ A_{ij} = -(\text{Hess } \tau)_{ij} = \frac{1}{2} \partial_\tau g_{ij}, \quad (3.3) \]

where \( \partial_\tau \) denotes the vector field defined in \( J^+_\tau(q) \) by parallel transporting the vector \( T_{\tau}q \) along radial geodesics from \( q \).

**Lemma 3.1** (Hessian comparison theorem for the Lorentzian foliation). The second fundamental form of the geodesic foliation is comparable to the induced metric:

\[ k(\tau, r) \left| \frac{g}{E} \right| E \leq A \leq \overline{k}(\tau, r) \left| \frac{g}{E} \right| E \text{ in } \mathcal{F}. \quad (3.4) \]

This result is classical for Riemannian manifolds (see for instance [19], p. 44 and 175) and, in fact, the standard proof extends immediately to Lorentzian manifolds. The main point is that the Hessian function satisfies a Riccati-type equation

\[ \partial_\tau (\text{Hess } \tau(X, X)) + (\text{Hess } \tau)^2(X, X) = -Rm(X, \partial_\tau, X, \partial_\tau), \]
in which the vector field $X$ is parallel-transported along radial geodesics and so satisfies $\partial_r X = 0$. The functions $k$ and $\overline{k}$ arise when solving the Riccati equation with the Riemann curvature term replaced by its lower or upper bounds implied by our curvature assumption.

Lemma 3.1 provides us with an important property of the geodesic slices. Namely, by taking the trace of (3.3), we see that the mean curvature $H_{\mathcal{H}}$ of a geodesic slice is approximately $n/\tau$; more precisely,

$$n \frac{k}{\tau}(\tau, r) \leq H_{\mathcal{H}} \leq n \frac{k}{\tau}(\tau, r) \quad \text{in } \mathcal{F}.$$  \hspace{1cm} (3.5)

In view of (3.3)-(3.4), we have a control of the first-order time derivative of the induced metric. In addition, the second-order time-derivative can be also estimated by expressing the curvature tensor in geodesic normal coordinates and observing that the corresponding lapse function is identically 1 as stated in (3.1) (so that its derivatives are trivially estimated, which will not be the case for the forthcoming CMC foliation).

**Lemma 3.2 (Uniform bounds for the time-derivatives of the induced metric).** In geodesic normal coordinates, the $\tau$-derivatives of $g_{ij}$ are controlled up to second-order:

$$r^{-1} \left| \partial_\tau g_{ij} \right| + r^{-2} \left| \partial^2_\tau g_{ij} \right| \leq C \quad \text{in } \mathcal{F}.$$  \hspace{1cm} (3.6)

Hence, in the coordinate under consideration we do have a uniform $L^\infty$ control of $g_{ij}$, $\partial_\tau g_{ij}$, $\partial^2_\tau g_{ij}$, and $A_{ij}$. The forthcoming construction will provide a foliation by constant mean curvature hypersurfaces, which has the advantage to also ensure spatial regularity of the metric coefficients, after introducing spatially harmonic coordinates.

**Riemannian geodesic foliation**

Consider next the reference Riemannian metric associated with the vector field $\partial_\tau$ (which was constructed from $q$ rather than from $p$)

$$\bar{g} := d\tau^2 + g_{ij} dy^i dy^j.$$  

The bound on the Riemann curvature of the Lorentzian metric can be equivalently expressed in terms of the new reference metric, that is,

$$|Rm|_\bar{g} \leq C r^{-2} \quad \text{in } \mathcal{F}.$$  \hspace{1cm} (3.7)

Pick up an arbitrary point on the geodesic $\gamma$ within a small neighborhood of the point $p$, say

$$p' := \gamma(\tau') \quad \text{for some } \tau' \in (\bar{c}\tau, \overline{c}\tau).$$

Then, for every $\bar{\tau} \in [\bar{c}\tau, \overline{c}\tau]$ (the constants $\bar{c}, \overline{c}$ are always assumed to be sufficiently close to $c$), consider the *Riemannian geodesic spheres* $\bar{S}_{\bar{\tau}}(p')$ centered at $p'$ and associated with the Riemannian metric $\bar{g}$. Hence, here the parameter $\bar{\tau}$ measures the distance from $p'$ to the sphere $\bar{S}_{\bar{\tau}}(p')$ which are the level sets
of the Riemannian distance function $\tilde{d}$, that is, $\tilde{\tau} := \tilde{d}(p', \cdot)$. For every $p'$ the following (possibly empty) subsets of Riemannian geodesic spheres

$$A_{\tilde{\tau}}(p') := \tilde{S}_{\tilde{\tau}}(p') \cap F, \quad \tilde{\tau} > 0,$$

determine a foliation by spacelike hypersurfaces, which contains both $p$ and $p'$ in its interior.

Defining $E := (\tilde{\nabla} \tilde{\tau})^\perp$, from the expression of the reference metric we find

$$\text{Hess} \, \tilde{\tau} |_{E} = \text{Hess} \, \tilde{\tau} |_{E} - 2 (\partial_{r} \tilde{\tau}) A, \quad (3.8)$$

where $\tilde{\nabla}$ and $\text{Hess}$ are, respectively, the covariant derivative and Hessian operators associated with the metric $\tilde{g}$. Observing that $|\partial_{r} \tilde{\tau}| \leq |\tilde{\nabla} \tilde{\tau}|_{\tilde{g}} = 1$ and $rA$ is uniformly bounded, we find:

**Lemma 3.3 (Hessian comparison theorem for the Riemannian foliation).** The (restriction of the) Hessian of the Riemannian distance function is comparable to the induced metric:

$$\left( k(\tilde{\tau}, r) - Cr^{-1} \right) \tilde{g} |_{E} \leq (\text{Hess} \, \tilde{\tau}) |_{E} \leq \left( k(\tilde{\tau}, r) + Cr^{-1} \right) \tilde{g} |_{E}, \quad \text{in } F. \quad (3.9)$$

As was already emphasized, the time-distance, here $\tilde{\tau}$, remains less than a small multiple of the spatial distance $r$, so that the lower bound in (3.9) is indeed positive. By taking the trace of (3.9), it follows that for $\tau \in [c, 2c]$ the mean curvature $H_{A_{\tau}}(p')$ of the Riemann geodesic slice satisfies the inequalities (3.10), that is,

$$n \left( k(\tilde{\tau}, r) \right) \leq H_{A_{\tau}}(p') \leq n \left( k(\tilde{\tau}, r) \right) \quad \text{in } F. \quad (3.10)$$

**Local formulation of the prescribed curvature problem**

The foliation of interest $\bigcup_{t} \Sigma^{t}$, which we will construct, consists of hypersurfaces of constant mean curvature $t$, viewed as graphs

$$\Sigma^{t} := \{ G^{t}(y) := (u^{t}(y), y) \}$$

over a given geodesic slice $\mathcal{H}_{\tau}$ associated with some value $\tau = sr$ of the time-function. Here, $t$ will describe some interval $[L, T]$ of definite size and the functions $y \mapsto u^{t}(y)$ will be determined by solving a nonlinear elliptic boundary-value problem. In the following, we often write $\Sigma = \Sigma^{t}, u = u^{t},$ and $G = G^{t}$.

Recall that $\gamma$ is a fixed, future-oriented, timelike curve passing through $p$, with $\gamma(cr) = p$. Fix some parameter value $s \in [c, 2c]$ and consider the following two points in the future of $p$

$$p_{sr} := \gamma(sr), \quad p'_{sr} := \gamma(s'r), \quad s' := s + s^{2}.$$ 

Then, consider the Riemannian slice $A_{\gamma}(p'_{sr})$ centered at the point $p'_{sr}$. Its intersection with the Lorentzian slice $\mathcal{H}_{sr}$ (centered at $q$) is non-empty (since
\[ ss' = s^2 + s^3 > s^2 = \tilde{d}(p'_sr, p_{sr}). \] This suggests to introduce \( \Omega_{sr} \subset H_{sr} \) as the set of points which are “inside” the boundary defined by

\[ \partial \Omega_{sr} := A_{ss'}(p'_sr) \cap H_{sr}. \]

By construction, we have \( p_{sr} \in \Omega_{sr} \) and

\[ B_{sr, s^5/2r}(p_{sr}) \subset \Omega_{sr} \subset B_{sr, 2s^5/2r}(p_{sr}), \]

where \( B_{sr, a}(p_{sr}) \subset H_{sr} \) is the ball of radius \( a \) determined by the induced metric \( g_{ij} \) on \( H_{sr} \). (The scaling \( s^5/2 \) follows from Cauchy-Schwarz inequality, after noting that the distance between the two slices is \( s^2 \) and the radius of the Riemannian ball equals \( s^2 + s^3 \).)

We introduce the following range of mean curvature values

\[ t \in I(s, r) := [n(k_{sr, r}), n(2s^2r, r)], \]

since this choice will allow us to use the Lorentzian and Riemannian slices as natural barriers for the elliptic problem. It should be noted that \( k_{sr, r} \sim 1/(sr) \) and \( k(2s^2r, r) \sim 1/(2s^2r) \) with \( s << 1 \), so that the above interval has non-empty interior.

We seek for a spacelike hypersurface whose mean curvature equals \( t \) and whose boundary coincides with the one of \( \Omega_{sr} \). Analytically, by denoting by \( M_t \) the mean curvature of the graph of the function \( u \), we have to solve the following Dirichlet problem

\[ M_t u = t \quad \text{in } \Omega_{sr}, \]

\[ u = sr \quad \text{in } \partial \Omega_{sr}. \] (3.12)

For all given (and sufficiently small) \( s \in [c, 2c] \), we will show that this problem has a smooth solution for each \( t \in I(s, r) \). However, in general, this \( t \)-foliation need not contain the base point \( p \) so that, in order for our construction to be complete, it will be necessary to determine a value, say \( s_0 \), such that the foliation constructed over \( \Omega_{r_0} \) does contain \( p \) in its interior (cf. the argument in Section 5, below).

The problem (3.12) admits a variational formulation based on maximizing an area functional, which however will not be needed here.

## 4 Quantitative estimates

Recall that \((\tau, y^j)\) denote normal geodesic coordinates defined from a point in the past of \( p \). The induced metric \( g_{ij} = g(\partial_i(u, y), \partial_j(u, y)) \) on the slice \( \Sigma \) and its inverse take the form

\[ g_{ij} = g_{ij} - u_i u_j, \quad g^{ij} = g^{ij} + \frac{g^{ik} g^{jl} u_k u_l}{1 - g^{ij} u_i u_j}, \]
where we have set $u_j := \partial_j u$ and we recall that $g^{ij} = g^{ij}(u, \cdot)$. The hypersurface $\Sigma$ is Riemannian if and only if $g^{ij}u_i u_j < 1$, which we assume. Denote by $\nabla$ the covariant derivative associated with the metric $g$ on $\Sigma$. The future-oriented unit normal to each hypersurface is

$$N = -\nu(1, \nabla u),$$

where we have introduced $\nu = \nu(u, \nabla u) := \sqrt{1 + |\nabla u|^2}$.

The mean curvature of the CMC slice reads, in intrinsic form,

$$\mathcal{M}u := \nu^{-1} (\Delta u + A_j^j),$$

where $\Delta$ is the Laplace operator of $(\Sigma, g)$ or, equivalently, in local coordinates

$$\mathcal{M}u = g^{-1/2} \partial_i \left( g^{1/2} \nu g^{ij} \partial_j u \right) + \frac{1}{2} \left( \nu g^{ik} g^{jl} \partial_k u \partial_l u + \nu^{-1} g^{ij} \right) \partial_i \nu \partial_j u.$$

The proof of Theorem 2.2 is decomposed into several lemmas, for which we recall once more that all constants depend upon the dimension of the manifold, only. Moreover, all of the following statements concern solutions $u$ of (3.12) (or general functions as far as Lemma 4.1 is concerned) corresponding to a mean curvature $t \in I(s, r)$. We also recall that the constants arising the statements must be chosen either sufficiently small or large, according to our notation in the beginning of Section 3.

Let us point out an important property which follows from our set-up of the prescribed mean curvature problem. The linearized mean curvature operator around a constant mean curvature hypersurface takes the form

$$\mathcal{L}M(\varphi) = \Delta (\nu \varphi) - (|h|^2 + \text{Ric}(N, N)) \nu \varphi.$$  

(4.1)

The coefficient $\nu(\nabla u)$ is bounded away from zero, so that this operator is uniformly elliptic and invertible, since by our curvature assumption

$$|\text{Ric}(N, N)| \lesssim 1, \quad |h|^2 \geq \frac{H^2}{n},$$

so that $|h|^2$ dominates $\text{Ric}(N, N)$ when $H$ is sufficiently large or, equivalently in our construction, when $s$ is sufficiently small. Hence, the above operator shares with the standard Laplacian the same positivity properties.

The first lemma below states that CMC hypersurfaces are ordered monotonically, according to their mean curvature. It is a consequence of the maximum principle for elliptic operators.

**Lemma 4.1** (Comparison principle). Given two functions $u, w$ satisfying

$$\mathcal{M}u \geq \mathcal{M}w$$

in their domain of definition $D$ and $u \leq w$ along the corresponding boundary, one has either $u < w$ in the interior of $D$, or else $u \equiv w$.

In particular, if $\mathcal{M}u \geq n \overline{\kappa}(\overline{\tau}r, r)$ everywhere and $u \leq \overline{\tau}r$ along the boundary, then $u \leq \overline{\tau}r$. Similarly, if $\mathcal{M}u \leq n \underline{\kappa}(\underline{\tau}r, r)$ everywhere and $u \geq \underline{\tau}r$ along the boundary, then $u \geq \underline{\tau}r$. 
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The following lemmas will be established in the following sections. From Lemma 4.1, we deduce the following uniform bound.

**Lemma 4.2** (Boundary gradient estimate). *If* \( u \) *is a solution of (3.12) with mean curvature* \( t \in I(s,r) \), *then*

\[
|\nabla u| \lesssim 1 \quad \text{on the boundary } \partial \Omega.
\]  

(4.2)

From now on, we use the notation \( A \lesssim B \) whenever \( A \leq CB \) for some constant \( C > 0 \) that only depends upon the dimension of the manifold. Then, we derive an inequality satisfied by the Laplacian of the function \( u \) on the hypersurface \( \Sigma \).

**Lemma 4.3** (Consequence of Weitzenböck’s identity). *If* \( u \) *is a solution of (3.12) with mean curvature* \( t \in I(s,r) \), *then*

\[
\Delta |\nabla u|^2 - 2|\nabla^2 u|^2 \gtrsim (\nabla u, \nabla \Delta u) - (1 + |\nabla u|^2)^3,
\]

\[
|\Delta u| \lesssim 1 + |\nabla u|^2.
\]

(4.3)

Observe that the Laplace operator \( \Delta \) on \( \Sigma \) depends on metric coefficients on which, at this stage of the analysis, we solely have an \( L^\infty \) control. To derive the global gradient estimate below, which is one of the main difficulties in ensuring that the prescribed mean curvature equation is uniformly elliptic, we use Nash-Moser’s iteration technique, which is adapted to handle elliptic operators with solely measurable and bounded coefficients.

**Lemma 4.4** (Spacelike nature of the CMC hypersurfaces). *If* \( u \) *is a solution of (3.12) with mean curvature* \( t \in I(s,r) \), *then*

\[
\sup_{\Omega_{sr}} |\nabla u| \lesssim 1.
\]

Now, in view of the a priori estimates in Lemmas 4.2 and 4.3, the general continuation techniques for nonlinear elliptic operators [10] applies.

**Lemma 4.5** (Existence of CMC hypersurfaces). *Given some data*

\[
s \in [c, 2c], \quad t \in I(s,r),
\]

the Dirichlet problem (3.12) admits a solution \( u : \Omega_{sr} \to [sr, 2s^2r] \) corresponding to a uniformly spacelike graph with mean curvature \( t \).

Note that, by Lemma 4.3, the induced metric on \( \Sigma \) is uniformly equivalent to the metric \( g_{ij} \) on the domain \( \Omega_{sr} \) so that we can use, for instance, Sobolev inequalities on \( \Sigma \). Then, the following estimate is established using (once more) Nash-Moser’s iteration technique.

**Lemma 4.6** (Second fundamental form). *The solution constructed in Lemma 4.5 satisfies, for every* \( q' \in \Sigma \setminus \partial \Sigma \),

\[
|h(q')| \lesssim \frac{1}{d(q', \partial \Sigma)},
\]

where \( d(q', \partial \Sigma) \) is the distance from \( q' \) to \( \partial \Sigma \).
where \( d(q', \partial \Sigma) \) is the distance to the boundary \( \partial \Sigma \) measured with the induced metric \( g \) on \( \Sigma \).

We thus have

\[
\sup_{\hat{\Omega}_{sr}} r |h| \leq \theta^{-1},
\]

where \( \hat{\Omega}_{sr} := B_{sr, s \sqrt{2} r / 4} (p_s) \subset \subset \Omega_s \). So, the bound on the second fundamental form holds only in a subset of \( \Omega_s \), whose diameter, however, is also of the order \( r \).

Observe that the upper bound in the above lemma blows-up if the point \( q' \) approaches the boundary of the CMC slice, but, by keeping \( q' \in \hat{\Omega}_s \), the factor \( d(q', \partial \Sigma) \) is of order \( r \) at least, as required.

**Lemma 4.7** (Time-derivative of the level-set function). The solution constructed in Lemma 4.5 satisfies,

\[
r^2 \lesssim -\partial_t u \lesssim r^2 \quad \text{in} \quad \hat{\Omega}_{sr}.
\]

We emphasize that the above technique also yields further uniform bounds valid for each CMC hypersurface, especially an integral estimate for \( \nabla h \) as well as a pointwise estimate on the second fundamental form of its boundary.

In Section 5 below, we establish Lemmas 4.2 and 4.7 whose proof is comparatively easier and, then, conclude the proof of our main theorem. The (more involved) proofs of Lemmas 4.3 and 4.4 and of Lemma 4.6 will be the subject of the following two sections. From now on, without loss of generality we choose the normalization

\[
r = 1.
\]

## 5 Existence of the CMC foliation

**Boundary gradient estimate**

To establish Lemma 4.2 we use the maximum principle stated in Lemma 4.1 which allows us to compare together two hypersurfaces.

Given a parameter \( s \in [c, 2c] \), we consider the Lorentzian geodesic sphere from \( q \) (with radius \( s \))

\[
y \in \Omega_s \mapsto (\overline{\nu}(y), y) := (s, y)
\]

together with the Riemannian geodesic sphere from \( p'_s \) (with radius \( ss' \))

\[
y \in \Omega_s \mapsto (\underline{\nu}(y), y).
\]

We recall that \( \underline{\nu} \leq \overline{\nu} \) and that, by construction, both functions coincide with \( s \) on their boundary \( \partial \Omega_s \).

Our main observation is that every solution \( u \) of (3.12) with mean curvature \( t \in I(s, 1) \) satisfies

\[
\underline{\nu} \leq u \leq \overline{\nu}.
\]
Clearly, this is sufficient to conclude with \((1.2)\), since we already know that both graphs \(u, \overline{u}\) are uniformly spacelike; this is especially true along the boundary.

We define the following natural upper and lower bounds for the function \(u\):

\[
\overline{m} = \sup_{y \in \Omega_s} u(y), \quad m = \sup_{y \in \Omega_s} \overline{d}((u(y), y), p'_s)
\]

and we rely on comparison arguments based on Lemma 4.1. By contradiction, suppose that \(\overline{m} \neq s = \overline{m}\), that is, suppose that the graph of \(u\) is above the one of \(\overline{u}\). Hence, \(u\) would achieve its maximum at some interior point \(y_0 \in \Omega_s \setminus \partial \Omega_s\). Now, according to \((3.5)\), the geodesic slice \(\tau \equiv \overline{m}\) has mean curvature within \([n\overline{k}(\overline{m}, 1), n\overline{k}(\overline{m}, 1)]\), while the graph of \(u\) has mean curvature within \([n\overline{k}(s, 1), n\overline{k}(2s^2, 1)]\). Moreover, since they are tangent at the contact point \((y_0, \overline{m})\), we conclude that at the point \((y_0, u(y_0))\) at least the mean curvature of \(u\) is less than or equal to that of \(\tau \equiv \overline{m}\). However, this is a contradiction since, when \(\overline{m} > s\), one has \(k(\overline{m}, 1) < k(s, 1)\). Therefore, we conclude that, in fact, the graph of \(u\) is below the one of \(\overline{m}\).

Second, let us check that the graph of \(u\) is above the one of \(\overline{u}\). By contradiction, assume that at some point \(y_1 \in \Omega_s\)

\[
\overline{d}((u(y_1), y_1), p'_s) = \overline{m} < s'
\]

At the point \((u(y_1), y_1)\) of the graph of the CMC slice, let us compare the mean curvature of that slice to the one of another Riemannian sphere, the one which is tangent at that point, i.e. the Riemannian sphere centered at \(q'\) and with radius \(\overline{d}((u(y_1), y_1), p'_s) = \overline{m}\). Namely, using \((3.10)\) we find

\[
\mathcal{M}u(y_1) \geq nk(m, 1) > nk(s', 1).
\]

However, by assumption, the CMC slice has mean curvature \(\mathcal{M}u \leq nk(2s^2, 1)\). This is contraction since \(2s^2 > ss'\).

**Time-derivative of the level-set function**

To establish Lemma 4.7 we use a distance comparison theorem within the Riemannian slice \(\Sigma\). Consider the point \(p'' = (u(p_s), p_s) \in \Sigma\) “above” the point \(p_s \in \mathcal{H}_s\), and introduce the geodesic distance function \(\rho = \rho(p'', \cdot)\) measured with the induced metric on the CMC hypersurface \(\Sigma\). Since the mean-curvature is constant and the curvature of the spacetime is bounded, the Gauss equation implies that the Ricci curvature of the hypersurface is bounded, especially from below, i.e.

\[
R_{ij} \gtrless -g_{ij} \quad \text{on} \ \Sigma.
\]

Then, the Laplacian comparison theorem for distance functions tells us that \(\rho\) is a supersolution for the operator \(-\Delta + C/\rho\), with \(C \geq 0\)

\[
\Delta \rho \leq C \rho^{-1} \quad \text{on} \ \Sigma.
\]

Let \(\varphi \geq 0\) be a non-increasing, cut-off function away from the boundary \(\partial \Sigma\). (See Section 7 below, for further details.). We differentiate the equation \((3.12)\)
with respect to $t$ and use the bounds on $h$ given in Lemma 4.6 (the proof of that result being independent from the present argument). Recalling that $|h|^2 + \text{Ric}(N,N) \geq 0$, we obtain
\[
(\Delta - |h|^2 - \text{Ric}(N,N))(\nu(\nabla u) \partial_t u + \epsilon \varphi \left(\frac{4\rho}{s^{3/2}}\right)) \geq 1 - \epsilon C \geq 0,
\]
in which the term 1 in the right-hand side comes from differentiating the (constant) mean curvature $t$ and we have chosen $\epsilon := 1/C$. Then, observing that $u = s$ along the boundary $\partial \Sigma$ (hence $\partial_t u = 0$), the maximum principle tells us that $\partial_t u \leq -\nu - 1/\epsilon \varphi$. Consequently, since $\nu$ is uniformly bounded (the hypersurface is uniformly spacelike), we obtain $\partial_t u \leq -C < 0$ on the subset $\hat{\Omega}_s = \mathcal{B}_{s,s/4}(p) \subset \{\tau = s\}$. On the other hand, the sup norm follows easily from the maximum principle applied directly to $(\Delta - |h|^2 - \text{Ric}(N,N))(\nu \partial_t u) = 1$ with vanishing boundary conditions on $\partial \Sigma$.

**Proof of the main theorem**

First of all, Lemmas 4.7 and 4.6 show that the family of CMC hypersurfaces constructed over a given geodesic slice forms a foliation whose geometry is uniformly controlled. Hence, to complete the proof of Theorem 2.2, it remains to check that our construction yields a foliation containing a definite neighborhood of the base point $p$. For arbitrary $s$, the foliation need not pass through the given observer $p = \gamma(c)$ and it is necessary to choose the parameter $s$ to ensure that the foliation contains a definite neighborhood of $p$.

It is convenient to associate one specific CMC slice to each geodesic slice. Precisely, for each $s \in [c, 2c]$ let $u^{(s)}$ be the CMC graph constructed over the reference domain $\Omega_s \subset \{\tau = s\}$ for the following particular choice of mean curvature parameter
\[
t = 2\overline{k}(s,1) \in I(s,1).
\]
(The precise choice is not too important.) As already pointed out, the implicit function theorem applies and, in particular, it implies that the family of functions $u^{(s)}$ depends continuously upon $s$. We are going to determine a value $s_0$ such that the graph of $u^{(s_0)}$ contains the base point $p = \gamma(c)$, and the desired family of CMC slices should be then taken to be the one constructed over that geodesic slice $\mathcal{H}_{s_0}$ (and somehow “centered around” the CMC slice $u^{(s_0)}$).

Again, we rely on the monotonicity property in Lemma 4.1. To each $s$ we associate another geodesic slice $\tau = \tau(s)$ defined by
\[
2\overline{k}(s,1) = \overline{k}(\tau(s),1).
\]
(so roughly speaking $\tau(s) \sim s/2$). Observe that the graph of $u^{(s)}$ has mean curvature $2\overline{k}(s,1)$ by construction, while the geodesic slice $\mathcal{H}_{\tau(s)}$ has mean curvature within $[n\overline{k}(\tau(s),1), n\overline{k}(\tau(s),1)]$. So, by the comparison principle, the graph of $u^{(s)}$ is above the geodesic slice $\mathcal{H}_{\tau(s)}$, that is, we have $u^{(s)} \geq \tau(s)$. In
particular, taking $s = 2c$ and noting that $\tau(2c) > c$, this implies the hypersurface $u(2c)$ is above the geodesic slice $H_c$, which of course contains the base point $p$. That is, we have $u(2c)(p) \geq c$.

On the other hand, taking $s = c$, we already know that the whole foliation constructed over the slice $H_c$ is below this slice. That is, in particular, $u(c)(p) \leq c$. Consequently, by continuity there exists $s_0 \in [c, 2c]$ such that $u(s_0)(p) = c$, which completes our argument.

6 Spacelike nature of the CMC hypersurfaces

Consequence of Weitzenböck’s identity

We now give a proof of Lemma 4.3 starting from Weitzenböck identity for the function $u$

$$\Delta |\nabla u|^2 - 2|\nabla^2 u|^2 = 2 \text{Ric}(\nabla u, \nabla u) + 2 \langle \nabla u, \nabla \Delta u \rangle$$  \hspace{1cm} (6.1)

and controlling the two terms in the right-hand side.

The Ricci curvature term is deal with as follows, using Gauss formula

$$R_{ijkl} = R_{\alpha\beta\gamma\delta} G^\alpha_i G^\beta_j G^\gamma_k G^\delta_l - (h_{ik} h_{jl} - h_{il} h_{jk})$$

$$= R_{ijkl} + R_{0jkl} u_i + R_{0ikl} u_j + R_{ij0l} u_k + R_{ij0l} u_l + u_i u_l R_{0jkl} + u_j u_k R_{i0kl} - (h_{ik} h_{jl} - h_{il} h_{jk}),$$  \hspace{1cm} (6.2)

in which $G(y) = (u(y), y)$ is a map from $\Omega_s$ to the spacetime, and

$$G_i = G_*(\partial_i) = u_i \partial_\tau + \partial_i.$$

Since the spacetime curvature is bounded, it follows (after taking the trace with $g_{jl}$, itself being controlled by $(1 + |\nabla u|^2)$) that

$$R_{\alpha\beta\gamma\delta} G^\alpha_i G^\beta_j G^\gamma_k G^\delta_l \gtrsim - (1 + |\nabla u|^2) g_{ik}$$

$$= -(1 + |\nabla u|^2) (g_{ik} + u_i u_k).$$

Therefore, by taking the trace in (6.2) we conclude that

$$R_{ik} \gtrsim h_{il} h_{kj} g^{lj} - H h_{ik} - (1 + |\nabla u|^2) (g_{ik} + u_i u_k),$$

where $H = t$ is the mean curvature of the slice. Hence, we obtain the following lower bound

$$\text{Ric}(\nabla u, \nabla u) \gtrsim -(1 + |\nabla u|^2)^3.$$  \hspace{1cm} (6.3)

We now consider Laplacian

$$\Delta u = -A^i_j + \nu(\nabla u) t.$$  \hspace{1cm} (6.4)
Lemma 3.1 shows that the Hessian of the distance function and, therefore, the second fundamental form of the geodesic spheres is uniformly controlled by the metric, hence

$$|A_j^i| \lesssim |g^{ij}g_{ij}| \lesssim |\nu(\nabla u)|^2.$$  

We obtain $|\Delta u| \lesssim |\nu(\nabla u)|^2$ and, together with (6.1) and (6.3), this completes the derivation of the inequality (4.3).

**Spacelike nature of the CMC hypersurfaces**

Let us turn to the proof of Lemma 4.4, using Nash-Moser’s technique.

**Step 1.** Our first objective is estimate $\|\nabla u\|_{L^\infty}$ in term of $\|\nabla u\|_{L^{p_0}}$ for some finite $p_0$. We introduce the function

$$v = (\nu^2 - k)_+ := (1 + |\nabla u|^2 - k)_+,$$

where $k$ is chosen to be so large that $v$ vanishes on the boundary $\partial \Sigma$, which is possible by Lemma 4.2.

Given $q \geq 1$, we proceed by multiplying the first equation in (4.3) by $v^q$ and integrating over $\Sigma$. After applying Green’s formula and using the second inequality in (4.3), we arrive at

$$\int_{\Sigma} \left( q \nu^{q-1} |\nabla v|^2 + v^q |\nabla^2 u|^2 \right) dv \lesssim \int_{\Sigma} \left( q \nu^{q-1} (\nabla v, \nabla u) f + v^{q+3} + v^q \right) dv.$$

Setting $q := 2m - 1$ and neglecting the (favorable) second-order term $v^q |\nabla^2 u|^2$, we obtain for all $m \geq 1$

$$\|\nabla v^m\|_{L^2(\Sigma)}^2 \lesssim m^2 \|v^{2m+2} + v^{2m-2}\|_{L^1(\Sigma)}.$$  

(6.5)

Setting now $p := 2m - 1/2$, (6.5) takes the following form in the coordinates $y$:

$$\int_{\Omega} g^{ij} \partial_i(v^{p/2}) \partial_j(v^{p/2}) dy \lesssim q^2 \int_{\Omega} (v^{p+2} + v^{p-2}) dy,$$  

(6.6)

as this follows by noting

$$|\nabla v^m|^2 \sqrt{det(g)} \gtrsim g^{ij} \partial_i(v^{p/2}) \partial_j(v^{p/2}) \sqrt{det(g)},$$

Next, applying the following Sobolev’s inequality (in a fixed compact domain)

$$\|w\|_{L^{2m/(n-1)}(\Omega_s)}^2 \lesssim \|g^{ij} \partial_i w \partial_j w + w^2\|_{L^1(\Omega_s)}$$

to the function $w := v^{p/2}$, we deduce that for all $p > 2$

$$\|v\|_{L^{pn/(n-1)}(\Omega_s)} \lesssim p^{2/p} \|v^{p+2} + v^{p-2}\|_{L^1(\Omega_s)}^{1/p}.$$  

(6.7)
Roughly speaking, this estimate provides a control of the $L^{p_0/(n-1)}$ norm of $v$ in terms of its $L^p$ norm. Since $p_0/(n-1) < p$, an iteration procedure (described now) allows us to actually control the sup norm of $v$.

Without loss of generality, we may assume that $\|v\|_{L^\infty(\Omega_\ast)} \geq 1$, for otherwise the result is immediate. Then, (6.7) leads to the main estimate

$$\max(1, \|v\|_{L^{p_0/(n-1)}(\Omega_\ast)}) \leq p^{2/p} \|v\|_{L^{p_0}(\Omega_\ast)}^{2/p} \max(1, \|v\|_{L^{p}(\Omega_\ast)}).$$

By iteration we arrive at

$$\|v\|_{L^\infty(\Omega_\ast)} \leq \|v\|_{L^{p_0}(\Omega_\ast)} \|v\|_{L^{p_0}(\Omega_\ast)} \alpha = \frac{2}{p_0} \sum_{k=0}^{\infty} (1 - 1/n)^k = \frac{2n}{p_0}$$

which, provided $p_0 > 2n$, implies that the sup norm of $v$ is uniformly bounded by its $L^{p_0}$ norm.

**Step 2.** We now derive a uniform gradient estimate in fixed $L^{p_0}$ norm. From (4.3) we have

$$|\Delta u| \lesssim |\nu(\nabla u)|^2,$$

for all $\lambda > 0$ we deduce that

$$\Delta(e^{\lambda u}) = \lambda^2 e^{\lambda u} |\nabla u|^2 + \lambda e^{\lambda u} \Delta u \geq \lambda^2 e^{\lambda u} |\nabla u|^2 - \lambda e^{\lambda u} |\nu(\nabla u)|^2.$$

From this and the first inequality in (4.3), we deduce

$$\Delta \left( e^{\lambda u} \right) \geq - e^{\lambda u} \left( \nu^2 (\nu^4 + \lambda \nu) - \lambda^2 (\nu - 1) \right) + \lambda q \nu^{q-1} e^{\lambda u} \langle \nabla u, \nabla v \rangle + q(q-1) e^{\lambda u} |\nabla u|^2.$$

Observe that $\nu^2 (\nu^4 + \lambda \nu) - \lambda^2 (\nu - 1) \lesssim v^3$, provided $k > 1$ is fixed and $\lambda$ is arbitrarily large. Integrating over $\Sigma$, proceeding as in Step 1, and taking $\lambda$ to be arbitrary large, we arrive at

$$\int_\Sigma |\nabla u|^q \ dv_\Sigma \lesssim 1,$$

which completes the proof of Lemma 4.4.

### 7 Estimating the second fundamental form

Our proof of Lemma 4.6 relies on Simons’ identity [21] for the second fundamental form of an hypersurface. In our case, the mean curvature of the hypersurface $\Sigma$ under consideration is constant and, recalling that $\mathbf{N}$ denotes its normal, we have

$$\Delta h_{ij} = \Delta h_{ij} - (trh)_{ij}$$

$$= |h|^2 h_{ij} - (trh) h_{ik} h_{lj} g^{kl} - R_{jqp} h_{kl} g^{pq} g^{kl} + R_{jplq} h_{ik} g^{pq} g^{kl} + \nabla_p (R_{qjNl}) g^{pq} - \nabla_j (R_{iN}).$$
Multiplying this equation by $h^{ij}$, re-ordering the terms, and using the curvature assumption, we find

$$
\Delta |h|^2 - |\nabla h|^2 - |h|^4 + \langle -\nabla p(R_{ij} N_i), g^{pq} + \nabla_j (R_i N), h_{ij} \rangle
\gtrsim -(|h|^3 + |h|^2).
$$

in which the divergence-like structure of the terms involving the curvature will be used thereafter.

Our objective is to derive, from (7.1), an estimate for $\|h\|_{L^\infty}$ which will become degenerate near the boundary. We again apply Nash-Moser’s iteration technique, whose application now is comparatively more involved than in the previous section, since it is now necessary to use a nested family of domains of integration.

Fix a smooth, non-increasing cut-off function $\varphi : [0, \infty) \to \mathbb{R}_+$ such that $\varphi(z) = 1$ for $z \in [0, 1/2]$ and $\varphi(z) = 0$ for $z \in [1, \infty)$. Furthermore, we require that

$$
|\varphi'|^2 \lesssim |\varphi|.
$$

Choose also a point $q' \in \Sigma \setminus \partial \Sigma$ and consider the distance $\delta := d(q', \partial \Sigma)$ to the boundary of the slice. Now, the function $\psi : \Sigma \to \mathbb{R}_+$ defined by

$$
\psi := \varphi \circ \kappa, \quad \kappa := \frac{d(q', \cdot)}{\delta}
$$

vanishes near the boundary $\partial \Sigma$.

Given any $q \in [1, \infty)$, we multiply (7.1) by $\psi |h|^q$ and integrate over the slice $\Sigma$. Then, after using Green formula and the curvature assumption, we find

$$
\int_\Sigma \psi |h|^q \Delta |h|^2 \, dv_{\Sigma}
\gtrsim \int_\Sigma \left( \psi |h|^q \left( 2 |\nabla h|^2 + 2 |h|^4 - C(|h|^3 + |h|^2) - (q + 1) |\nabla h| \right) - |\nabla \psi| |h|^{q+1} \right) \, dv_{\Sigma}.
$$

It is immediate to check the following upper bound for the left-hand side of the above inequality

$$
\int_\Sigma \psi |h|^q \Delta |h|^2 \, dv_{\Sigma} \leq \int_\Sigma 2 |\nabla \psi| |h|^{q+1} |\nabla h| \, dv_{\Sigma} - \int_\Sigma 2q \psi |h|^q |\nabla |h||^2 \, dv_{\Sigma}
$$

and, therefore, using Cauchy-Schwartz’s inequality

$$
\int_\Sigma \psi |\nabla h|^2 |h|^q + \int_\Sigma \psi |h|^{q+4} \, dv_{\Sigma}
\lesssim \int_\Sigma \left( (|\varphi'|^2 \delta^{-2} \varphi^{-1} + \varphi) \circ \kappa |h|^{q+2} + (q + 1)^2 \psi |h|^q + \delta^{-1} |\varphi' \circ \kappa| |h|^{q+1} \right) \, dv_{\Sigma},
$$

in which we used $|\varphi'|^2 |\varphi|^{-1} \lesssim 1$. 

\[7.2\]
First of all, neglecting the term $\psi |\nabla h|^2 |h|^q$ in (7.2) and using Hölder’s inequality to estimate the right-hand side of the above inequality, we arrive at a control of the $L^{q+4}$ norm of the second fundamental form:

$$\|\psi^{1/(q+4)} |h|\|_{L^{q+4}(\Sigma)} \leq C_q \delta^{-\frac{q}{q+4}}. \quad (7.3)$$

Observe that the constant $C_q$ depends on $q$.

Next, we take advantage of the favorable term $\psi |\nabla h|^2 |h|^q$ in (7.2). By Lemma 4.4, the hypersurface is uniformly spacelike and, therefore, the Sobolev inequality holds

$$\|\psi |h|^{q+2}\|_{L^{1-1/n}(\Sigma)} \lesssim \|\nabla (\psi |h|^{q+2})\|_{L^1(\Sigma)}. \quad (7.4)$$

So, from (7.2) and by suitably choosing a sequence of functions $\varphi$, we find (for all $i = 1, 2, \ldots$)

$$\|h\|_{L^\frac{n(q+2)}{n-1}(B(q', \frac{\delta}{2} + \frac{\delta}{2}i))} \leq \left(2^i C'(q + 2)^2 \delta^{-1}\right)^{1/(q+2)} \|h\|_{L^{q+2}(B(q', \frac{\delta}{2} + \frac{\delta}{4}i))}. \quad (7.5)$$

It remains to iterate (7.4) and this leads us to

$$\sup_{B(q', \delta/2)} |h| \leq C_q \delta^{-\frac{q}{q+4}} \|h\|_{L^{q+2}(B(q', \delta/4))}. \quad (7.5)$$

Choosing $q = 0$ in (7.3) and $q = 2$ in (7.5), we conclude $\sup_{B(q', \delta/2)} |h| \lesssim 1/\delta$.
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