Crypto-SVD based robust and protected digital image watermarking in discrete wavelet transform domain
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Abstract—With increase in image based applications, the necessity of providing security for the image data increases. Watermarking provides one of the best solution to overcome this issue. This paper presents the Crypto-SVD based robust image watermarking in Discrete wavelet transform (DWT) domain, in which the combination of cryptography and singular value decomposition (SVD) is applied in the DWT domain. The DWT is applied to the grayscale host image, which divides the image into low frequency (LL subband) and high frequency (HH, HL and LH subbands). The SVD is applied to HH subband and then encrypted watermark is embedded in the singular matrix of the SVD. In the proposed scheme the encrypted watermark is embedded in the host image. After encryption it is very difficult to predict the encrypted watermark, which saves the watermark from getting modified or destroyed. With various attacks i.e. image processing attacks, geometrical attacks, etc. the watermark is compared with the original watermark after extraction. The experimental results validate the robustness feature of the proposed scheme.
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I. INTRODUCTION

The expeditious growth in internet with evolution in the technology caused the popularity of digital media (audio, image, video etc.) in recent years. The main challenge is to solve the problem of protecting the media from the access of unauthorized person. Cryptography appear as a solution to this problem. But after the decryption of such media, it is very difficult to control its unauthorised circulation. Digital watermarking is proposed as the best solution, where the data (i.e. watermark) is permanently embedded into the host media. Generally the watermark is of two types: visible watermark and invisible watermark. Invisible watermark is the most commonly used watermark due to its application in various fields like data hiding, military purpose, medical purpose, etc. [1-2,4,12-14, 20]. To achieve the extreme protection, the watermark after embedding must have the following features:

1) The unauthorized person cannot remove it from the host data.
2) It should be invisible.
3) It should not be detectable statistically.
4) It should be resistant to lossy data compression.
5) It should be resistant to various common operations of image processing [3].

An image watermarking scheme can be classified into two domains: spatial domain and transform domain. Image watermarking in transform domain are superior due to its excellent performance in comparison to an image watermarking in spatial domain [5-11,15-19]. In recent years several techniques are introduced in transform domain, among which wavelet transform appear as best technique due to its property of frequency localization [22].

LI Hui-fang et al. [5] puts forward a brief study on digital image watermarking in the discrete wavelet transform domain. Mohammad-Reza et al. [8] proposed a robust watermarking scheme in DWT domain. The watermark is embedded into the significant coefficients of wavelets in the dynamic blocks. The scheme is suitable for maps and natural image having better edges. Sukalyan Som et al. [9] proposed a scheme in which DWT based watermark is embedded in multiple region to perform well against critical tampering situations. Ho Seok Moon et al. [3] proposed a scheme in which DWT coefficient of two sub image is compared by four DWT sub image. Inducement of this scheme is to develop a watermarking scheme where the original image is not required during extraction of watermark. Ali Al-Haj [6] and R H Laskar et al. [7] proposed a scheme in which DWT and Discrete Cosine Transform (DCT) are combined for an image watermarking. The combination of
both the transform improves the performance in comparison to only the DWT watermarking. Thai-Son Nguyen [10] proposed a scheme which is reversible, invisible and correctly verify the tampered region. In this scheme, the authentication code is randomly generated and is embedded at low frequency subband of 2nd level of DWT. Nasrin M Makbol et al. [21] proposed a scheme which is based on Redundant Discrete Wavelet Transform (RDWT) and Singular Value Decomposition (SVD). The scheme appears to be robust against various image processing and geometrical attacks. Razieh Keshavarzian et al. [22] proposed a scheme based on region of interest using the Arnold map in the discrete wavelet transform domain. It fulfils various features like imperceptibility, robustness and security.

All the existing schemes show robustness but there is always a chance of improvement. Our proposed scheme combined cryptography and the SVD in the DWT domain. It provides robustness against various attacks by combining the SVD in the DWT domain.

II. DISCRETE WAVELET TRANSFORM (DWT)

Wavelet are used as basal function in representation of signal. It is comparable to sine and cosine in the Fourier study. The DWT is similar as dealing with the image by 2-D filter in every extent when applied to 2-D images. A filter splits the image into four non-imbricate ambiguous-resolution subbands LL, LH, HL and HH as shown in Fig. 1. The LL subband shows the approximation part of the image and high frequency subbands (HH, HL and LH) shows the detailed part of the image. For further splitting of wavelet coefficients, the LL part is repeatedly divided till some final required scale M is obtained. After the completion of splitting, there will be (3M+1) subband which will consist of different resolution subbands such as, LL_m, LH_y, HL_y and HH_y, where y lies between 1 and M.

Edges and texture of image exist in high frequency subband, and the eye of human is very less sensitive to changes in these high frequency subbands. This gives the advantage for embedding the watermark in high frequency subband [6].

III. SINGULAR VALUE DECOMPOSITION (SVD)

The SVD is a method of diagonalisation of a symmetric matrix. It splits the given matrix D (i.e. image) into three matrices as,

\[ D = (A) \cdot (B) \cdot (C)^T \]  

![Fig.1. Image sub-bands after DWT](image)

where B is the diagonal matrix and it contains the singular values in decreasing manner. The decomposed and detailed information of the image are carried by matrices A and C. If the matrix D is rectangular matrix of order m x m, the diagonal matrix B will have maximum 'm' number of diagonal elements.

A and C matrices satisfy few important property, such as

\[ A \cdot A^T = I_m \]  
\[ C \cdot C^T = I_m \]

where \( I_m \) is the identity matrix of order m x m and the diagonal elements of the matrix B satisfies the following property:

\[ e_1 \geq e_2 \geq \ldots e_z > e_{z+1} > e_{z+2} > \ldots \geq e_m = 0 \]

where z (\( \leq m \)) is the rank of diagonal matrix B and \( e_1, e_2, \ldots, e_m \) are the diagonal elements of the matrix B [11]. In watermarking, the SVD is extensively used as transform because of its compelling properties. It is not used alone because of its complexity [2].

IV. THE PROPOSED SCHEME

The proposed scheme is described in this section. It includes two major steps such as, watermark embedding and extraction of watermark. The watermark embedding involves two processes such as encryption of watermark and embedding of encrypted watermark. In the same manner the extraction of watermark involves two processes such as extraction of encrypted watermark and decryption of extracted encrypted watermark. For validation of robustness, various image processing attacks and geometrical attacks are applied on the watermarked image. The watermark is compared with the original watermark on the scale of normalised correlation (NC) value and bit error rate (BER) value.

A. Watermark Embedding

The watermark embedding involves two steps such as: encryption of watermark and embedding of encrypted watermark. The details of the watermark embedding is briefly described in a flow diagram as shown in Fig.2.
1) Encryption of watermark

It involves three steps:

**Step 1:** Let the image have pixels $P_i$ having different intensity at respective positions, where $i$ lies between 1 to 256.

$$P_1, P_2, P_3, P_4, \ldots$$

Let $K$ be the key required for encryption, where

$$K = k_1, p_1, p_2, p_3, p_4, \ldots$$

Let $C_i$ be the ciphered pixels, where

$$C_i = (P_i + K) \mod 256$$

$$C = c_1, c_2, c_3, c_4, \ldots$$

where $C$ is the ciphered image matrix.

This step1 is known as the algorithm of *auto cipher key*. Here, only first key is given by the owner of the given image and rest keys are automatically get selected from the given image's pixel values. It saves the time of giving the number of keys manually. After step1 *Block swapping* operation is applied to the ciphered image.

**Step 2:** Block swapping is applied on the ciphered image matrix $C$.

For the block swapping, first half row of the ciphered image matrix $C$ is placed at the second half row of the ciphered image matrix and vice versa. Similarly, first half column of the ciphered image matrix $C$ is placed at the second half column of the ciphered image matrix and vice versa, i.e.,

First half row $\leftrightarrow$ Second half row

First half column $\leftrightarrow$ Second half column

The symbol $\leftrightarrow$ indicates swapping. The final step of encryption is applied on the ciphered image after step2.

**Step 3:** An image 'R' of random pixel having same size as the watermark is created. Exclusive-or (XOR) operation is performed between R and the ciphered image after step2 i.e.

$$X = R \oplus \text{ciphered image after step2}$$

where $X$ is the final encrypted image to be embedded in the host image and the symbol $\oplus$ represents the exclusive-or operation.

2) Embedding of watermark

It involves two steps:

**Step 1:** The DWT is applied to the gray scale host image, which splits the host image into four subbands (LL, LH, HL and HH).

**Step 2:** The SVD is applied to the HH subband, which split the HH subband into three matrices as follows,

$$D = (A) \cdot (B) \cdot (C)^T$$

(from eqn. 1)

where $B$ is the diagonal matrix having singular values and $D$ represents the HH subband.

The encrypted watermark $X$ obtained after step 2 of the encryption of watermark is embedded in the matrix $B$.

The resultant matrix is denoted by matrix $W$ is defined as follows,

$$W = B + kX$$

(7)

where $k$ is scaling factor.

And the SVD is again applied on the matrix $W$ as follows:

$$W = A_w \cdot B_w \cdot C_w^T$$

(8)

The watermarked image $D_w$ is obtained using matrix $W$ as follows:

$$D_w = \text{IDWT} (D_{ij})$$

(9)

where IDWT is inverse DWT operation, and

$$D_w = (A) \cdot (W) \cdot (C)^T$$

(10)

B. Extraction of Watermark

After the embedding of watermark in the host image, various image processing and geometrical attacks are applied on the watermarked image and we get attacked watermarked image $D_w^{err}$. It involves two steps: extraction of encrypted watermark from attacked watermarked image and decryption of extracted encrypted watermark as shown in Fig.3.
1) Extraction of Encrypted watermark

It involves two steps:

**Step 1**: The DWT is applied to the watermarked image D_w, which splits the watermarked image into four subbands (LL, LH, HL and HH).

**Step 2**: The SVD is applied to the HH subband as follows:

\[
D^\# = A^\# . W^\# . C^\#T
\]  \hspace{1cm} (11)

Then again the SVD is performed on W matrix

\[
W^\# = A_w . B_w . C_w^T
\]  \hspace{1cm} (12)

\[
X^\# = \frac{W^\# . B}{K}
\]  \hspace{1cm} (13)

where \(X^\#\) is the extracted encrypted image. Here '#' shows the distortion due to various applied attacks.

2) Decryption of Encrypted watermark

The steps involved during encryption of the watermark are applied in reverse manner during decryption.

**Step 1**: The XOR operation is applied between the extracted encrypted image and image R of random pixels.

\[
X \oplus R = M
\]  \hspace{1cm} (14)

where M is the ciphered image after step 2 during encryption.

**Step 2**: Block swapping is applied in a reverse manner as applied in encryption.

First half column of the M matrix is placed at the second half column of the M matrix and vice versa. Similarly, second half row of the M matrix is placed at the first half row of the M matrix and vice versa, i.e.,

Second half column \(\rightarrow\) First half column

Second half row \(\rightarrow\) First half row

After block swapping operation the resultant matrix is denoted by 'S'. The final step of decryption is applied on the S matrix.

**Step 3**: Reverse operation of auto cipher key is applied during decryption.

\[
Pi = (Si - K) \mod 256
\]  \hspace{1cm} (15)

where \(Pi\) is the pixels having different intensities of the host image, \(Si\) shows the set of pixel having intensities at respective position and \(i\) lies between 1 to 256 and K is the key.
V. EXPERIMENTAL RESULTS

The proposed scheme is tested on different standard gray scale images: Lena, Boat, Peppers and Baboon of size 512 x 512. Gray scale watermark image of size 256 x 256 is considered during simulation. All the simulation is performed using MATLAB R2015a and Haar wavelet is used for the DWT operation. Scaling factor k is taken as 10 in the proposed scheme. From the experimental result the invisibility feature is achieved simply by visualising the watermarked image. The main focus of the proposed scheme is to increase the robustness. The extracted watermark from attacked watermarked image is compared with the original watermark on the scale of normalised correlation (NC) value and bit error rate (BER) value. The NC value closer to 1 and the BER value closer to 0 shows the maximum similarity.

The NC value is calculated as,

\[
NC = \frac{\sum_{a=1}^{D_1} \sum_{b=1}^{D_2} M(a,b) \cdot Me(a,b)}{\sqrt{\sum_{a=1}^{D_1} \sum_{b=1}^{D_2} M(a,b)^2} \cdot \sqrt{\sum_{a=1}^{D_1} \sum_{b=1}^{D_2} Me(a,b)^2}}
\]  \hspace{1cm} (16)

where M is the original watermark and Me is the extracted watermark. D_1 and D_2 are the dimension of watermark and (a, b) are the pixels coordinate of the watermark.

The BER value is calculated as,

\[
BER = \frac{1}{S} \sum_{x=1}^{S} |Me(x) - M(x)|
\]  \hspace{1cm} (17)

where Me, M and S is the extracted watermark, real watermark and watermark size respectively.

Following attacks are applied on the watermarked image for testing robustness of the proposed scheme:

1) Salt and pepper noise attack (density = 0.1, 0.2, 0.3 and 0.4)
2) Gamma correction attack (0.6, 0.7 and 0.8)
3) Speckle noise attack (variance = 0.01, 0.1, 0.3 and 0.4)
4) Gaussian noise attack (mean =0, variance = 0.1, 0.4, 0.5, 0.6 and 0.7)
5) Rotation attack (2°, 30°, 100° and -30°)
6) JPEG attack (Q = 5, 10, 30 and 40)
7) Median filtering attack (3x3, 5x5 and 7x7)
8) Weiner filtering attack (2x2 and 3x3)
9) Gaussian filtering attack (3x3 and 5x5)
10) Scaling attack (Zoom out = 0.25 and 0.5, Zoom in = 4 and 2)
11) Shearing attack (x = 1 and 0.2, y = 0.2 and 1)
12) Cut attack (10, 20 and 30)
13) Translate attack [(10,10), (10,20) and (20,35)]
14) Sharpening attack
15) Histogram equalisation attack
16) Cropping attack (25% and 50 %)
17) Motion blur attack (70 pixels, 100 ’)

By visualising the different watermarked images i.e. Lena, Baboon, Pepper and Boat as shown in Fig. 4, the invisibility property of the proposed scheme is tested. The original watermark is shown in Fig. 5 and the encrypted watermark after applying the encryption algorithm is shown in Fig. 6. Attacked watermarked image by various attacks as shown in Fig. 7(a)-21(a) and the extraction of watermark from the respective attacked watermarked images as shown in 7(b)-21(b) validates the reversibility property. To test the robustness properly, extracted watermark is compared with the original watermark on the NC and BER value scale. The Table1 and the Table2 gives the NC value and BER values respectively at various attacks on the Lena, Baboon, Boat and Peppers images.

Fig. 4(a). Lena watermarked image
Fig. 4(b). Baboon watermarked image
Fig. 4(c). Pepper watermarked image
Fig. 4(d). Boat watermarked image

Fig. 5. Original watermark
Fig. 6. Encrypted watermark

Fig. 7(a). Gaussian noise(variance=0.4)
Fig. 7(b). Extracted watermark
Fig. 8(a). Rotation attack (30°)  
Fig. 8(b). Extracted watermark

Fig. 9(a). JPEG attack (Q=5)  
Fig. 9(b). Extracted watermark

Fig. 10(a). Median filtering (7x7)  
Fig. 10(b). Extracted watermark

Fig. 11(a). Weiner filtering (3x3)  
Fig. 11(b). Extracted watermark

Fig. 12(a). Gaussian filtering (5x5)  
Fig. 12(b). Extracted watermark
Fig. 13(a). Shearing attack (x=0.2, y=1)

Fig. 13(b). Extracted watermark

Fig. 14(a). Cut attack (30)

Fig. 14(b). Extracted watermark

Fig. 15(a). Translate attack (20, 35)

Fig. 15(b). Extracted watermark

Fig. 16(a). Sharpening attack

Fig. 16(b). Extracted watermark

Fig. 17(a). Histogram eq. attack

Fig. 17(b). Extracted watermark
Fig. 18(a). Cropping attack(25%)  
Fig. 18(b). Extracted watermark

Fig. 19(a). Motion blur attack  
Fig. 19(b). Extracted watermark

Fig. 20(a). Speckle noise(variance=0.1)  
Fig. 20(b). Extracted watermark

Fig. 21(a). Salt and pepper attack(d=0.4)  
Fig. 21(b). Extracted watermark
| Attacks                                      | Lena  | Baboon | Pepper | Boat |
|---------------------------------------------|-------|--------|--------|------|
| Gamma correction (0.8)                      | 0.9966| 0.9965 | 0.9966 | 0.9964|
| Gamma correction (0.7)                      | 0.9967| 0.9966 | 0.9966 | 0.9965|
| Gamma correction (0.6)                      | 0.9967| 0.9966 | 0.9966 | 0.9965|
| Salt and pepper noise (density = 0.4)       | 0.9957| 0.9958 | 0.9957 | 0.9957|
| Salt and pepper noise (density = 0.3)       | 0.9958| 0.9958 | 0.9957 | 0.9957|
| Salt and pepper noise (density = 0.2)       | 0.9958| 0.9959 | 0.9958 | 0.9958|
| Salt and pepper noise (density = 0.1)       | 0.9959| 0.9959 | 0.9958 | 0.9958|
| Speckle noise (variance = 0.5)              | 0.9957| 0.9957 | 0.9956 | 0.9957|
| Speckle noise (variance = 0.4)              | 0.9957| 0.9957 | 0.9957 | 0.9957|
| Speckle noise (variance = 0.3)              | 0.9958| 0.9958 | 0.9958 | 0.9958|
| Speckle noise (variance = 0.1)              | 0.9959| 0.9959 | 0.9958 | 0.9959|
| Speckle noise (variance = 0.01)             | 0.9959| 0.9959 | 0.9958 | 0.9959|
| Gaussian noise (mean = 0, variance = 0.7)   | 0.9957| 0.9957 | 0.9957 | 0.9957|
| Gaussian noise (mean = 0, variance = 0.6)   | 0.9957| 0.9958 | 0.9957 | 0.9957|
| Gaussian noise (mean = 0, variance = 0.5)   | 0.9957| 0.9959 | 0.9958 | 0.9958|
| Gaussian noise (mean = 0, variance = 0.4)   | 0.9958| 0.9959 | 0.9958 | 0.9959|
| Rotation (2°)                               | 0.9957| 0.9957 | 0.9957 | 0.9957|
| Rotation (30°)                              | 0.9958| 0.9958 | 0.9958 | 0.9959|
| Rotation (100°)                             | 0.9958| 0.9958 | 0.9958 | 0.9959|
| Rotation (-30°)                             | 0.9959| 0.9959 | 0.9958 | 0.9959|
| Jpeg (q = 5)                                | 0.9906| 0.9910 | 0.9908 | 0.9907|
| Jpeg (q = 10)                               | 0.9955| 0.9955 | 0.9955 | 0.9955|
| Jpeg (q = 30)                               | 0.9955| 0.9956 | 0.9956 | 0.9956|
| Jpeg (q = 40)                               | 0.9956| 0.9956 | 0.9956 | 0.9958|
| Median filtering (3x3)                      | 0.9957| 0.9957 | 0.9956 | 0.9957|
| Median filtering (5x5)                      | 0.9956| 0.9957 | 0.9955 | 0.9955|
| Median filtering (7x7)                      | 0.9955| 0.9955 | 0.9955 | 0.9955|
| Mean filtering (3x3)                        | 0.9958| 0.9957 | 0.9956 | 0.9956|
| Weiner filtering (2x2)                      | 0.9958| 0.9960 | 0.9957 | 0.9958|
| Weiner filtering (3x3)                      | 0.9957| 0.9958 | 0.9956 | 0.9957|
| Gaussian filtering (3x3)                    | 0.9958| 0.9959 | 0.9957 | 0.9958|
| Gaussian filtering (5x5)                    | 0.9957| 0.9958 | 0.9957 | 0.9958|
| Scaling (zoom out = 0.25, zoom in = 4)      | 0.9945| 0.9943 | 0.9945 | 0.9943|
| Scaling (zoom out = 0.5, zoom in = 2)       | 0.9949| 0.9955 | 0.9957 | 0.9955|
| Shearing (x = 1, y = 0.2)                   | 0.9958| 0.9961 | 0.9957 | 0.9958|
| Shearing (x = 0.2, y = 1)                   | 0.9958| 0.9961 | 0.9957 | 0.9958|
| Cut (10)                                    | 0.9967| 0.9967 | 0.9967 | 0.9967|
| Cut (20)                                    | 0.9967| 0.9966 | 0.9967 | 0.9967|
| Cut (30)                                    | 0.9965| 0.9965 | 0.9966 | 0.9966|
| Translate (10,10)                           | 0.9967| 0.9967 | 0.9967 | 0.9967|
| Translate (10,20)                           | 0.9962| 0.9966 | 0.9966 | 0.9965|
| Translate (20,35)                           | 0.9957| 0.9958 | 0.9958 | 0.9957|
| Sharpening                                  | 0.9957| 0.9956 | 0.9957 | 0.9958|
| Histogram equalization                      | 0.9957| 0.9956 | 0.9957 | 0.9958|
| Cropping (25%)                              | 0.9961| 0.9959 | 0.9957 | 0.9960|
| Cropping (50%)                              | 0.9843| 0.9840 | 0.9809 | 0.9818|
| Motion blur (70 pixel, 100°)                | 0.9958| 0.9957 | 0.9957 | 0.9956|
| Attacks                                      | Lena       | Baboon     | Pepper     | Boat      |
|---------------------------------------------|------------|------------|------------|-----------|
| Gamma Correction(0.8)                       | 0.0059     | 0.0062     | 0.0061     | 0.0064    |
| Gamma Correction(0.7)                       | 0.0058     | 0.0059     | 0.0060     | 0.0066    |
| Gamma Correction(0.6)                       | 0.0058     | 0.0059     | 0.0059     | 0.0064    |
| Salt and pepper noise(density =0.4)         | 0.0076     | 0.0073     | 0.0076     | 0.0075    |
| Salt and pepper noise(density =0.3)         | 0.0074     | 0.0073     | 0.0075     | 0.0075    |
| Salt and pepper noise(density =0.2)         | 0.0074     | 0.0071     | 0.0074     | 0.0074    |
| Salt and pepper noise(density =0.1)         | 0.0073     | 0.0070     | 0.0074     | 0.0074    |
| Speckle noise (variance = 0.5)              | 0.0075     | 0.0075     | 0.0078     | 0.0076    |
| Speckle noise (variance = 0.4)              | 0.0075     | 0.0075     | 0.0075     | 0.0075    |
| Speckle noise (variance = 0.3)              | 0.0074     | 0.0074     | 0.0074     | 0.0072    |
| Speckle noise (variance = 0.1)              | 0.0073     | 0.0072     | 0.0074     | 0.0072    |
| Speckle noise (variance = 0.01)             | 0.0073     | 0.0072     | 0.0074     | 0.0072    |
| Gaussian noise (Mean=0, variance =0.7)      | 0.0076     | 0.0075     | 0.0076     | 0.0076    |
| Gaussian noise (Mean=0, variance =0.6)      | 0.0076     | 0.0073     | 0.0076     | 0.0074    |
| Gaussian noise (Mean=0, variance =0.5)      | 0.0075     | 0.0073     | 0.0074     | 0.0074    |
| Gaussian noise (Mean=0, variance =0.4)      | 0.0073     | 0.0073     | 0.0074     | 0.0072    |
| Rotation(2°)                                | 0.0076     | 0.0076     | 0.0075     | 0.0072    |
| Rotation(30°)                               | 0.0075     | 0.0074     | 0.0075     | 0.0072    |
| Rotation(100°)                              | 0.0075     | 0.0073     | 0.0074     | 0.0071    |
| Rotation(-30°)                              | 0.0074     | 0.0071     | 0.0074     | 0.0071    |
| JPEG(Q=5)                                  | 0.0164     | 0.0161     | 0.0162     | 0.00163   |
| JPEG(Q=10)                                 | 0.0079     | 0.0078     | 0.0079     | 0.0079    |
| JPEG(Q=30)                                 | 0.0079     | 0.0078     | 0.0078     | 0.0077    |
| JPEG(Q=40)                                 | 0.0079     | 0.0078     | 0.0078     | 0.0074    |
| Median Filtering(3x3)                       | 0.0076     | 0.0075     | 0.0077     | 0.0075    |
| Median Filtering(5x5)                       | 0.0077     | 0.0076     | 0.0078     | 0.0079    |
| Median Filtering(7x7)                       | 0.0079     | 0.0079     | 0.0079     | 0.0079    |
| Mean Filtering(3x3)                         | 0.0076     | 0.0076     | 0.0077     | 0.0077    |
| Weiner Filtering(2x2)                       | 0.0073     | 0.0070     | 0.0076     | 0.0075    |
| Weiner Filtering(3x3)                       | 0.0076     | 0.0074     | 0.0077     | 0.0075    |
| Gaussian Filtering(3x3)                     | 0.0075     | 0.0072     | 0.0075     | 0.0074    |
| Gaussian Filtering(5x5)                     | 0.0076     | 0.0074     | 0.0076     | 0.0076    |
| Scaling(Zoom out=0.25, Zoom in= 4)          | 0.0096     | 0.0100     | 0.0080     | 0.0117    |
| Scaling(Zoom out=0.5, Zoom in= 2)           | 0.0090     | 0.0080     | 0.0076     | 0.0079    |
| Shearing(x=1, y=0.2)                        | 0.0074     | 0.0069     | 0.0076     | 0.0074    |
| Shearing(x=0.2, y=1)                        | 0.0074     | 0.0069     | 0.0075     | 0.0073    |
| Cut(10)                                     | 0.0058     | 0.0058     | 0.0058     | 0.0067    |
| Cut(20)                                     | 0.0058     | 0.0061     | 0.0059     | 0.0067    |
| Cut(30)                                     | 0.0059     | 0.0061     | 0.0059     | 0.0068    |
| Translate(10,10)                            | 0.0058     | 0.0058     | 0.0058     | 0.0058    |
| Translate(10,20)                            | 0.0067     | 0.0060     | 0.0058     | 0.0058    |
| Translate(20,35)                            | 0.0076     | 0.0235     | 0.0075     | 0.0118    |
| Sharpening                                  | 0.0076     | 0.0077     | 0.0076     | 0.0074    |
| Histogram Equalization                      | 0.0076     | 0.0078     | 0.0073     | 0.0072    |
| Cropping(25%)                               | 0.0068     | 0.0073     | 0.0076     | 0.0070    |
| Cropping(50%)                               | 0.0274     | 0.0279     | 0.0330     | 0.0131    |
| Motion Blur (70 pixel, 100°)                | 0.0075     | 0.0075     | 0.0075     | 0.0077    |
Experimental results validate the robustness of the proposed scheme, as the NC value and BER value from the Table 1 and the Table 2 is closer to one and closer to zero respectively in every attack. It is concluded that our proposed scheme is robust not only for the single image but for all the images.

VI. CONCLUSION

This paper proposed the scheme which combines the cryptography and the SVD in the DWT domain. The encryption of watermark is carried out before embedding for image hiding purpose. It is difficult to predict the encrypted watermark so it can't be modified or corrupted. The DWT is applied to the gray scale host image. Then the SVD is performed on the HH subband which splits the HH subband into three matrices. The encrypted watermark is embedded in the singular matrix of the SVD. Similarly, the same process is performed for watermark extraction in the reverse manner. Experimental results validate the robustness property by comparing the extracted watermark with the original watermark on the basis of NC values and BER values. Robustness feature on the basis on NC value and BER value is also compared for various images. The experimental results validates the robustness of the proposed scheme. The reversibility property is achieved as the extraction of watermark is possible from the watermarked image and invisibility property is achieved as the watermarked image appears same as the original host image. Hence, the proposed scheme increases the robustness against various attacks and provide protection from unauthorised access of the data (i.e. image). The proposed scheme also has some limitation, it cannot be directly applied to the coloured images. Future work will be focused to overcome this limitation.
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