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ABSTRACT

We present a model for the remnants of haloes that have gone through an adiabatic tidal stripping process. We show that this model exactly reproduces the remnant of an NFW halo that is exposed to a slowly increasing isotropic tidal field and approximately for an anisotropic tidal field. The model can be used to predict the asymptotic mass loss limit for orbiting subhaloes, solely as a function of the initial structure of the subhalo and the value of the tidal field at pericentre. Predictions can easily be made for differently concentrated host-haloes with and without baryonic components, which differ most notably in their relation between pericentre radius and tidal field. The model correctly predicts several empirically measured relations such as the ‘tidal track’ and the ‘orbital frequency relation’ that was reported by Errani & Navarro (2021) for the case of an isothermal sphere. Further, we propose applications of the ‘structure-tide’ degeneracy which implies that increasing the concentration of a subhalo has exactly the same impact on tidal stripping as reducing the amplitude of the tidal field. Beyond this, we find that simple relations hold for the bound mass, truncation radius, WIMP annihilation luminosity and tidal ratio of tidally stripped NFW haloes in relation to quantities measured at the radius of maximum circular velocity. Finally, we note that NFW haloes cannot be completely disrupted when exposed adiabatically to tidal fields of arbitrary magnitudes. We provide an open-source implementation of our model and suggest that it can be used to improve predictions of dark matter annihilation.
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1 INTRODUCTION

It is one of the central predictions of the Λ cold dark matter (ΛCDM) model that there exists a large number of dark matter haloes where the largest objects may have masses of $M \sim 10^{15} M_\odot$ and the smallest objects may be as light as a few earth masses or less, depending on the nature of the dark matter particle (Bringmann 2009; Profumo et al. 2006). Further, cosmological simulations show that haloes may be populated by a large number of smaller haloes (e.g. Tormen 1997; Moore et al. 1999; Klypin et al. 1999; Gao et al. 2004; Springel et al. 2005; Springel et al. 2008a; Frenk & White 2012; Angulo & Hahn 2022) – so called subhaloes – which orbit inside their host halo and are heavily affected by its tidal fields. Modelling how tidal fields strip matter from orbiting subhaloes is challenging, but it is crucial for the correct interpretation of many observational probes.

Accurate models of subhaloes are important to constrain the nature of dark matter, e.g. to distinguish cold from warm dark matter through the counts of satellite galaxies (Lovell et al. 2014; Newton et al. 2021), through the subhaloes' impact on tidal streams (Yoon et al. 2011; Banik et al. 2018), and through their effects on gravitational lensing (Vegetti et al. 2018; Ritondale et al. 2019) and on flux-ratio anomalies (Gilman et al. 2020; Hsueh et al. 2020).

Further, properly accounting for the tidal stripping process may be of significant importance for the interpretation of future galaxy surveys and for inferring the correct cosmology from them. It may be that a significant fraction of the galaxies that will be detected in such surveys lie within subhaloes that are orbiting in large clusters of galaxies. Predictions rely on abundance matching techniques or on the semi-analytic modelling of galaxies which in turn rely on the subhalo populations that are inferred from dark matter simulations (Guo et al. 2011; Moster et al. 2013, 2018; Contreras et al. 2021). Therefore, the accuracy of these models is affected by the degree of artificial subhalo disruption. In order to alleviate this, various models adopt the so-called “orphan” galaxies which represent a population of galaxies not hosted by any dark matter subhalo (Guo & White 2014; Delfino et al. 2022). Although this improves the numerical convergence of the results, additional assumptions e.g. about dynamical friction are required which inevitably impose a degree of uncertainty in the predictions.

Moreover, predictions of possibly measurable dark matter self-annihilation signals in our Milky Way require accounting for the annihilation signal that is caused by the Milky Way’s subhalo pop-
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ulation. It has been suggested in earlier work that subhaloes may even dominate the overall annihilation luminosity (Calcáneo-Roldán 
& Moore 2000; Berezinsky et al. 2003; Springel et al. 2008b; Gao et al. 2012), while more recent studies have argued that the annihilation luminosity of the Milky Way’s main halo should dominate any detectable annihilation radiation (Sánchez-Conde & Prada 2014; Moliné et al. 2017; Grand & White 2021). Modelling the Milky Way’s subhalo population is quite difficult in practice, because of several reasons. The hardest challenge here is the resolution limit of today’s simulations. Even state-of-the-art hydrodynamical simulations cannot resolve subhaloes that are less massive than ~ 10^6M_⊙ (e.g. Grand & White 2021). However, an accurate prediction of the annihilation signal in a WIMP dark matter scenario would require resolving subhaloes with masses as small as earth masses. Therefore, such predictions cannot be obtained from simulations alone, but require the extrapolation of results from the numerical accessible range to scales that are many orders of magnitude smaller (e.g. Springel et al. 2008b; Moliné et al. 2017; Grand & White 2021).

The next challenge is that baryonic effects have a very strong impact onto the strength of tidal disruption (Sawala et al. 2017; Garrison-Kimmel et al. 2017; Richings et al. 2020). The difference in the tidal fields in the vicinity of the galactic disk between cases that include and that neglect the baryonic component of the Milky Way can easily be a factor of ten. Such a difference can change the predicted mass loss and annihilation luminosities significantly. Cosmological simulations that include baryonic effects have only recently been able to resolve part of the satellite populations of Milky Way-like galaxies (e.g. Sawala et al. 2017; Garrison-Kimmel et al. 2017; Richings et al. 2020; Grand et al. 2021; Grand & White 2021).

Finally, it is even quite difficult to estimate the annihilation luminosity of dark matter subhaloes that can be resolved in simulations. Annihilation luminosities depend on the square of the density field and therefore the strongest contributions come from the very centres of haloes. However, these centres are also the most difficult parts to resolve and most sensible to numerical noise. Estimating the annihilation luminosity of simulated subhaloes typically requires fits and other simplifying assumptions (e.g. Grand & White 2021).

The large space of uncertainty in the cosmological context has lead several authors to attempt understanding the tidal stripping problem in highly simplified and controlled numerical experiments (e.g. van den Bosch et al. 2018; Ogiya et al. 2019; Errani & Peñarrubia 2020, to name a few). Such simulations have revealed some uncertainties in the realm of cosmological simulations. van den Bosch et al. (2018); van den Bosch & Ogiya (2018) have argued that the often found complete disruption of subhaloes in cosmological simulations must be a numerical artefact. If numerical parameters are carefully controlled, a subhalo should always leave behind a small orbiting remnant. An extreme resilience of dark matter subhaloes to tidal effects has been reported by several other studies (Kazantzidis et al. 2004; Peñarrubia et al. 2008; Errani & Peñarrubia 2020; Errani & Navarro 2021; Amorisco 2021). Idealized simulations have further been used to discover interesting phenomenological relations. For example, it has been found that the radius and the velocity at which the circular velocity profile reaches its maximum evolve along a one dimensional relation known as a ‘tidal track’ (Peñarrubia et al. 2008; Peñarrubia et al. 2010; Errani & Peñarrubia 2020). Further, Errani & Navarro (2021) have found with idealized simulations of the long-term limit of subhaloes orbiting in an isothermal sphere host potential that such subhaloes will eventually follow a simple orbital frequency relation. Beyond such phenomenological relations, other studies have also tried to predict the fate of subhaloes through machine learning techniques and have, for example, found that the orbital pericentre distance may be the most relevant parameter (Nadler et al. 2018; Petulante et al. 2021).

While there is a lot of literature on numerical experiments, only very few truly analytical models have been proposed. Several semi-analytical models exist which are based on a set of heuristic assumptions of mass loss rates e.g. in relation to the instantaneous tidal radius (e.g. Taylor & Babul 2001; Peñarrubia & Benson 2005; van den Bosch et al. 2005; Zentner et al. 2005; Kampakoglou & Benson 2007; Pullen et al. 2014; Ogiya et al. 2019; Errani & Peñarrubia 2020; Jiang et al. 2021). However, these models usually leave free several parameters which are then calibrated through simulations to match the simulated outputs. Such models are useful as simplified parameterizations of simulation results, but not for obtaining an analytic understanding nor for extrapolating beyond known results. On the other hand, Drakos et al. (2017, 2020) have proposed energy truncation models as a simple approach to gain insights. Such models operate on the idea that the tidal stripping process peels orbiting subhaloes from the outside-in in energy space (Choi et al. 2009; Stücker et al. 2021), first removing particles that have the highest energy levels and then subsequently moving to smaller and smaller energies. Therefore, the particles that remain in the subhalo may be approximately inferred by a sharp truncation in initial energy space. Amorisco (2021) has extended this idea by additionally following the revirialization process of the truncated remnant through an N-body simulation and has shown that this simple model can already recover the measured tidal tracks. However, there is no first principle way of matching the energy truncation models to the behaviour of individual orbiting subhaloes, since it is unknown which subhaloes should exhibit which degree of energy truncation.

It would be desirable to have a simple analytic model of tidal mass loss that can be derived from first principles. Here, we introduce the adiabatic-tides model to understand the tidal stripping process in the asymptotic limit. The basic idea behind this model is to first understand how a halo reacts to a tidal field in the adiabatic limit – which is arguably the simplest possible case of tidal mass loss – and then see how this can be applied to the more complicated tidal stripping process of orbiting subhaloes.

The adiabatic limit of tidal stripping can be inferred through the following experiment: We start with an equilibrium Navarro, Frenk and White (Navarro et al. 1996) halo (later: NFW) in complete isolation as can be seen in the left panel of Figure 1. Then we slowly add a tidal field to the potential landscape (parameterized through the three eigenvalues λ of the tidal tensor) and see how the halo reacts. The tidal field lowers the effective escape energy of the halo to the saddle-point energy level which is significantly lower than the escape energy in absence of a tidal field. This is shown in the central panel of Figure 1. This allows particles that have high enough energy to escape. Further, the halo will go through an energy redistribution process which in turn may cause further particles to escape. If the tidal field is increased infinitely slowly, this process approaches the adiabatic limit. In this case the solution is unique and does not have any secondary dependencies.

In this paper we present an analytic model for the adiabatic limit of tidal stripping. We could not find a way to directly calculate the adiabatic limit for the case of anisotropic tidal fields. However, if all three eigenvalues of the tidal tensor are the same then the problem has spherical symmetry and can be solved (right panel of Figure 1). While the potential looks quite different between the two cases, it turns out the anisotropic case behaves quantitatively very similar to the isotropic case with the same largest eigenvalue. This is so, since the two cases are almost identical when considered from an energy-space perspective. We will show this quantitatively later in this article,
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Figure 1. Different potential landscapes (contours) and bound particles (green). Left: for an NFW without any tidal field. Centre: A halo that has been exposed to a trace-free tidal field with eigenvalues \( \lambda \) causing many particles to escape. Right: A halo that has been exposed to a spherically symmetric tidal field with the same largest eigenvalue. At first sight the potential field seems radically different than for the trace-free tidal field. However, the energy levels of the saddle-point (black lines) are identical and the group of particles that remains bound is quite similar. The black dots in the right panel indicate the saddle-point locations of the anisotropic case (in the middle panel) to facilitate comparison. In energy space both cases are almost equivalent. This reflects also in similar bound mass fractions which are 14.7\% for the anisotropic and 12.2\% for the isotropic case. The units and the simulations of this figure are explained in detail in Sections 2.6 and 3.1.

but an intuitive impression can already be gained in Figure 1. We make our implementation of the adiabatic-tides model publicly available alongside this article, and we hope that it will be used to improve future predictions.

The article is organized as follows: In Section 2 we explain the adiabatic-tides model and show how it can be calculated by using the adiabatic invariance of action variables. In Section 3 we validate the model with numerical simulations of the adiabatic limit and we test in how far it can be used to infer the asymptotic limit of subhaloes. In Section 4 we present predictions about the mass loss, luminosities and scaling relations of subhaloes. In Section 5 we compare the model with other analytic models in the literature and we use the model to test whether the most recent extrapolations of subhalo annihilation luminosities are sound. Finally, in Section 6 we summarize our findings and discuss possible future applications and extensions of the model.

2 THE ADIABATIC LIMIT

In this section we present a procedure to predict the behaviour of an NFW system that is exposed to a slowly increasing spherically symmetric tidal field. We will show later in Section 3 that such models are also a good approximation for more common highly anisotropic tidal fields and even for orbiting subhaloes. Under the assumption that the mass loss is proceeding slowly (since the tidal field is applied slowly) we can treat this problem in the adiabatic limit where the actions – also known as adiabatic invariants – are conserved (e.g. Binney & Tremaine 2008).

Therefore, the phase space distribution as a function of the actions remains conserved and can be used to calculate the final profile. Such an algorithm has first been presented by Young (1980) to adiabatically grow a central black hole in a stellar cluster and it has later been used by Wilson (2004) and Sellwood & McGaugh (2005) to calculate the reaction of NFW haloes (Navarro et al. 1996) to a slowly growing baryonic component. Note, that there exists a widely used approximate solution to the adiabatic contraction problem of NFW haloes (Blumenthal et al. 1986; Gnedin et al. 2004) which is, however, not an exact reconstruction of the adiabatic limit (Sellwood & McGaugh 2005).

Here, we largely follow the procedure as described in Sellwood & McGaugh (2005), but using the external perturbation from a tidal field instead of a baryonic component. We argue that this is the simplest possible way to model the mass loss of an NFW halo due to tidal fields in a self-consistent way with full self-gravity. We publish an efficient Python implementation of this algorithm alongside this article in the adiabatic-tides repository\(^1\).

2.1 The NFW profile

The NFW density profile is given by

\[
\rho(r) = \frac{\rho_c}{\left(1 + \frac{r}{r_s}\right)^2}
\]

where \( \rho_c \) and the scale radius \( r_s \) are parameters that may be different for each halo (Navarro et al. 1996). The corresponding potential is

\[\phi(r) = -\frac{\rho_c}{\left(1 + \frac{r}{r_s}\right)}\]

\(^1\) https://github.com/jstuecker/adiabatic-tides
given by

$$\phi_{\text{NFW}}(r) = \phi_0 \frac{r_s}{r} \log \left( 1 + \frac{r}{r_s} \right)$$

(2)

$$\phi_0 = -4\pi G \rho_s c^2 r_s^2.$$  

(3)

Under the assumption of an isotropic velocity dispersion, the phase space distribution function of a spherically symmetric NFW profile depends only on energy. It can be evaluated numerically through Eddington inversion (Eddington 1916)

$$f_0(E) = \frac{1}{\sqrt{8\pi}^2} \int_0^\infty \frac{d^2 \nu}{d^2 \Phi} (\Phi - E)^{-1/2} d\Phi$$

(4)

where $\nu(\Phi)$ is the density as a function of the potential (see also Errani & Peñarrubia 2020) and where we have already omitted a term that vanishes if both $\Phi \to 0$ and $d\nu/d\Phi \to 0$ for $r \to \infty$ (which is the case for the NFW potential).

It is sometimes convenient to express the NFW profile through a mass parameter and a concentration parameter $c$. For this we use $M_{200c}$ as the mass inside the radius $r_{200c}$ inside which the mean density of the halo is 200 times the critical density of the universe and the concentration

$$c = \frac{r_{200c}}{r_s}.$$  

(5)

We will sometimes loosely refer to $r_{200c}$ as the virial radius. Note that many numerical studies assume a sharp truncation of their NFW haloes beyond $r_{200c}$. Such an initial truncation radius should in principle be treated as a third parameter. However, in our model we will assume an initially infinitely extended NFW profile that is only truncated through the tidal field.

### 2.2 A uniform tidal field

It is useful to expand the gravitational potential landscape around the location of a halo or subhalo through a Taylor expansion up to second order

$$\phi(x) = \phi_s(x) - \frac{1}{2} x^T \mathbf{T} x$$

(6)

where $\phi_s$ is the self-potential of the halo that we consider and $\mathbf{T}$ is a symmetric 3x3 matrix and where we have neglected zeroth and first order terms, since these are irrelevant to the internal dynamics of a system (see e.g. Renaud et al. 2011; Stücker et al. 2021). This expansion up to second order is also often called the “distant tide” approximation which is fairly accurate as long as third and higher order terms are small across the extent of an object. Whether this is the case depends on the details of the potential landscape of the host halo, the radius of the subhalo and the orbit. Accordingly, it holds for most configurations with a mass ratio $M/M_h \lesssim 10^{-3}$. Additionally, for an orbiting subhalo the tidal field will not be constant, but have a strong time-dependence. However, in the adiabatic-tides model we will consider the idealized case of a uniform tidal field with negligible time-dependence and we will later check how this applies to these complicated more general situations.

The alignment of the tidal field is generally not of interest so that out of the six components of the tidal tensor only the three eigenvalues $\lambda_1 \geq \lambda_2 \geq \lambda_3$ matter. However, we argue that for estimating the mass bound to the adiabatic remnant, primarily just the largest eigenvalue $\lambda_1$ matters, whereas the two smaller eigenvalues might only introduce minor corrections. The idea behind this is illustrated in Figure 1 where we show the three different potential fields of (1) an unperturbed NFW halo (2) the remnant of an NFW halo after applying a highly anisotropic tidal field with eigenvalues $(\lambda_1, -0.7\lambda_1, -0.3\lambda_1)$ and (3) the remnant of an NFW halo after applying an isotropic tidal field with the same largest eigenvalue $(\lambda_1, \lambda_1, \lambda_1)$.

At first sight, the two cases with tidal field seem radically different: the anisotropic tidal field seems more realistic, since it has a truly external, trace-free tidal field, whereas the isotropic tidal field is equivalent to adding a uniform negative density everywhere. The potential landscape of the anisotropic tidal field has a saddle-point in the $x$-direction (the direction of the largest eigenvalue) whereas it steeply increases in the $y$-direction. In the isotropic case the potential landscape has an extremum in every direction at the same level. However, if we look at the particles which remain bound to the system (in green), they seem almost equivalent in the two cases. Further, the depth of the potential valley – that is, the difference between the energy value at the saddle-point and at the minimum – is identical. As a matter of fact, when considered from energy space, these two cases seem almost identical: In both cases the tidal field introduces an energy-level beyond which particles can easily escape the potential well and this energy level is the same in both cases, since it depends only on the largest eigenvalue of the tidal tensor.

See also Stücker et al. (2021) for a more in depth discussion of the energy-space perspective.

In this section we will simply assume a spherically symmetric tidal field, but we will show in Section 3.1 through numerical experiments that these calculations in spherical symmetry are also good approximations for highly anisotropic tidal fields. A spherical tidal field can be described through a single eigenvalue $\lambda$:

$$\phi(r) = \phi_s(r) - \frac{1}{2} 4r^2$$

(7)

We will often measure tidal fields in units of the tidal field that is necessary to create a saddle point in an NFW potential at the virial radius $r_{200c}$ at redshift $z=0$, where $r_{200c}$ is the radius at which the mean enclosed density is 200 times the critical density of the universe:

$$\lambda_{200c} \equiv \frac{\partial_r \phi_{\text{NFW}}(r_{200c})}{r_{200c}}$$

(8)

$$= 100H_0^{-1}$$

(9)

where $H_0$ is the hubble parameter at redshift $z=0$. Note that due to the definition of the virial radius, this ’virial tidal field’ is a constant that is independent of halo parameters.

### 2.3 Bound and unbound orbits

We need to distinguish the populations of “bound” particles that are trapped in the potential well of our halo versus “unbound” particles that can escape due to the tidal field. In general setups with time-dependent tidal fields this is a very complicated problem that may depend on the definitions used (e.g. Peñarrubia 2023). However, in our simplified setup with a static, spherically symmetric tidal field, it is possible to distinguish clearly between bound and unbound populations.

A tidal field introduces the tidal radius $r_{\text{tid}}$ at which the potential is maximal:

$$\partial_r \phi(r_{\text{tid}}) = 0.$$  

(10)

Beyond the tidal radius the acceleration points away from the halo centre so that particles will eventually escape arbitrarily far away from the halo. Further, we define the tidal energy level $\phi_{\text{tid}} = \phi(r_{\text{tid}})$. A reasonable approximation to which particles can be bound to the potential is given by which particles have an energy-level $E < \phi_{\text{tid}}$.
population of particles with $\phi_{\text{tid}} < E < E_{\text{max}}$ with bound orbits in some angular momentum range $L_{\text{min}}(E) < L < L_{\text{max}}(E)$ where these boundaries are defined and explained in Appendix A. This explains why some particles with $E > \phi_{\text{tid}}$ survive tidal stripping as was observed in Stücker et al. (2021).

### 2.4 Adiabatic invariants

If a potential is perturbed adiabatically – that is through a slowly growing perturbation – the action variables of orbiting particles are conserved. Therefore, the actions are often called adiabatic invariants. In a spherically symmetric potential two of the actions can be taken to be the absolute value of the angular momentum $L$ and one of its components $L_z$.

The third action variable is given by the radial action $J_r$ which can be evaluated numerically through the integral

$$J_r(E, L) = \frac{1}{\pi} \int_{r_p}^{r_a} \sqrt{2(E - \phi_{\text{eff}}(E, L))} dr.$$ 

The conservation of the actions implies also that the phase space distribution function $f$ remains invariant under adiabatic state changes when written as a function of the actions (Binney & Tremaine 2008):

$$f(J_r, L)(t) = f(J_r, L)(t = 0).$$

Here we have dropped the $L_z$ adiabatic invariant, since the distribution function is independent of it for spherically symmetric systems.

Note that applying a tidal field is not a truly reversible adiabatic state change, since some particles that were bound in the initial system, end up on unbound orbits in the final system without well defined actions. If the tidal field would be turned off again (infinitely slowly) those particles would not return to their former orbits and the initial state of the system could not be recovered, hence the process is irreversible. Therefore, we only assume that the actions are conserved for orbits which remain bound and for unbound orbits we assume that they have zero contribution to the final system.

### 2.5 Young’s method

We follow Sellwood & McGaugh (2005)’s description of Young’s method (Young 1980) for the iterative construction of the adiabatically modified system.

Given a phase space distribution function $f$ of an isotropic system one can evaluate the density profile by integration of $f$ over the three dimensional velocity space. Due to the spherical symmetry this can be simplified to a two dimensional integral

$$\rho(r) = \int \int f(x, v) d^3v$$

$$= 4\pi \int \int f_{\text{max}}(r) \int_{L_{\text{min}}(r, E)}^{L_{\text{max}}(r, E)} \frac{L f(E, L)}{r^2 u(r, E, L)} dL dE$$

where $u$ is the radial velocity

$$u(r, E, L) = \sqrt{2(E - \phi_{\text{eff}}(r, L))}$$

and the integration boundaries are chosen so that the integrals go over all possible bound orbits that can contribute at radius $r$. For an infinitely extended NFW halo these would be $E_{\text{max}} = 0$, $L_{\text{min}} = 0$ and $L_{\text{max}} = r \sqrt{2(E - \phi(r))}$. However, for a non-monotonic profile with tidal field the integration boundaries take a more complicated shape, where $E_{\text{max}}$ and $L_{\text{min}}$ can be non-zero. This is discussed in detail in Appendix A.

Now, evaluating equation (16) requires knowledge of the phase
space distribution as a function of energy and angular momentum. If we assume that our profile is the adiabatic image of a profile with initial phase space distribution \( f_0(E, L) \), then we can express the final distribution function through the initial one:

\[
f(E, L) = f_0(E_0(J_r(E, L), L, L))
\]

Here \( E_0(J_r, L) \) is a function that estimates the energy of an orbit with the actions \( J_r, L \) in the initial profile, and \( J_r(E, L) \) is the action as a function of energy and angular momentum in the final profile. The function \( E_0(J_r, L) \) only requires knowledge of the initial profile and can be expressed e.g. through mesh-free interpolators. However, \( J_r(E, L) \) depends implicitly on the density profile \( \rho(r) \), since evaluation of the action requires knowledge of the potential \( (13) \), which is related to the density through Poisson’s equation

\[
\nabla^2 \phi_s = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \phi_s}{\partial r} \right) = 4\pi G \rho
\]

Therefore equation (16) is an implicit equation for the density profile when combined with equations (18), (13) and (19). It is not possible to solve this system of equations fully analytically, but it can be solved numerically through an iterative procedure (Sellwood & McGaugh 2005; Binney & Tremaine 2008). For this we start with a guess of the density profile \( \rho_0(\rho) = \rho_{\text{NFW}}(\rho) \). Then for each step of the iteration we construct \( \phi_s(\rho) \) through integration of Poisson’s equation (19), \( J_s(E, L) \) through equation (13), the distribution function \( f_n(E, L) \) through equation (18) and finally a revised estimate of the density profile \( \rho_{n+1}(\rho) \) through (16).

This procedure requires solving several integrals and setting up interpolation tables in each iteration for \( \rho_n(\rho) \), \( \phi_s(\rho) \) and \( J_s(E, L) \) (and once for \( f_0(E) \) and \( E_0(J_r, L) \)). We have implemented a PYTHON code, named adiabatic-tides, which does this procedure and it is publicly available. We describe more of the numerical details in Appendix B. We have checked that our numerical choices guarantee that the NFW profile is reconstructed to better than 1% relative accuracy on the interval \( r \in [10^{-10}, 10^6] \) \( r_s \) for a case without tidal field \( (\lambda = 0) \). We expect a similar accuracy in the case of non-zero \( \lambda \) and we validate our implementation through independent tests from N-body simulations in Section 3. If about 100 radial bins are used, each iteration step takes about one second which allows to calculate all information about a tidally truncated halo, even for cases with extremely strong tidal fields, in about a minute.

We show two examples of the iterative procedure in Figure 3 for an NFW profile with concentration \( c \) = 10. The first example uses a very weak tidal field with \( \lambda = 0.1200c \) which truncates the profile well beyond the scale radius \( r_s \) where the density profile approaches an \( r^{-3} \) dependence. In this case the iterative procedure converges quickly in about 4 – 8 iterations. The second example shows a much stronger tidal field \( \lambda = 100r_s200c \), which truncates the profile inside the scale radius \( r_s \). In this case it takes about 32 iterations until convergence is reached and a huge amount of mass is lost. Note that the cut-off goes over six orders of magnitude in spatial scale, which means that such remnants will be hard to simulate while resolving the whole truncation. For all further plots we use 100 iterations so that we are always in the very well converged regime.

2.6 The structure - tide degeneracy

At first it might seem that the considered problem has three independent relevant parameters. Two parameters are necessary to describe the initial NFW profile (either \( \rho_s \) and \( r_s \), or \( M_{200c} \) and \( c \)) and one parameter \( \lambda \) to describe the tidal field.

However, in the adiabatic limit, as well as in the case of orbiting subhaloes, some scales can be eliminated due to the invariances of the Vlasov-Poisson system. The Vlasov-Poisson equations are invariant to a spatial scaling and a time-rescaling

\[
r^* \rightarrow ar
\]

\[
t^* \rightarrow \beta t
\]

if velocities are rescaled as \( v^* \rightarrow a\beta^{-1}v \), masses as \( m^* \rightarrow m\alpha^3\beta^{-2} \) and any explicit external potential scales as \( \phi_{\text{ext}}(r^*, t^*) = \alpha^2\beta^{-2}\phi_{\text{ext}}(r, t) \). If we consider our subhalo as a Vlasov-Poisson system and treat it in the distant tide approximation (which holds if its mass \( M \) is much smaller than the host halo’s mass \( M_h \)), then we model the hosts influence through an explicitly time-dependent potential

\[
\phi_{\text{ext}}(t) = \frac{1}{2}rTR
\]

which follows the rescaling relations if the tidal tensor rescales as \( T^*(r^*) \rightarrow \beta^{-2}T(t) \).

This has important implications for the mass dependence and the concentration dependence of tidal stripping: If we compare two initial NFW subhaloes with different scale radii \( r_{s1} \) and \( r_{s2} \) (or equivalently: different masses) then we can interpret them as rescaled

\[
\begin{align*}
\text{NFW (i=0)} \\
i = 0 & \quad \text{NFW (i=0)} \\
i = 1 & \quad \text{NFW (i=0)} \\
i = 2 & \quad \text{NFW (i=0)} \\
i = 4 & \quad \text{NFW (i=0)} \\
i = 8 & \quad \text{NFW (i=0)} \\
i = 16 & \quad \text{NFW (i=0)} \\
i = 32 & \quad \text{NFW (i=0)} \\
i = 64 & \quad \lambda = 0.1\lambda_{200c} \\
\lambda = 0.1\lambda_{200c} & \quad \lambda = 0.1\lambda_{200c}
\end{align*}
\]
versions of each other with \( a = r_{s,1}/r_{s,2} \) and \( \beta = 1 \). If those two haloes follow the same orbit, then they are exposed to the same tidal fields \( T_1(t) = T_2(t) \) at all times and they are exactly rescaled versions of each other (e.g. \( M_1(r/r_{s,1}, t) = a^3 M_2(r/r_{s,2}, t) \)). Therefore, the relative mass-loss of subhaloes is independent of their scale radii or their masses when compared at a fixed orbit (e.g. Aguirre-Santaella et al. 2023). This degeneracy has already been widely appreciated and, most importantly, tidal fields in units of the scale radius

\[
\rho c_\text{crit} = \frac{200c^3}{3[\ln(1 + c) - c/\ln(1 + c)]} \frac{\Lambda_{200c}}{\ln(2) - 1/2} = 4\pi G\rho_0 \left( \ln(2) - 1/2 \right)
\]

where we defined \( \Lambda_\ast \) so that it is the tidal field necessary to unbind an NFW profile at the scale radius \( \Lambda_\ast = \partial_s \phi_{\text{NFW}}(r_s)/r_s \). Note that \( \Lambda_\ast \) is proportional to the characteristic density of the halo. The conditions for two orbiting subhaloes to be rescaled versions of each other in these units is

\[
T_1(t)/t_{s,1} = T_2(t)/t_{s,2} = \Lambda_\ast
\]

where \( t_s \) is the circular orbit time at the scale radius.

It may be difficult to find practical cases where the tidal fields on two different orbits relate exactly in this way. Delos (2019) has pointed out that such a degeneracy can be used to reduce the effective parameter space for subhaloes that are orbiting very far inside the scale radius of an NFW-host. However, for more general setups we may expect that also an approximate correspondence of tidal fields (e.g. by only matching their largest eigenvalue) may produce subhaloes that disrupt to a very similar degree. To give an example: A subhalo with concentration \( c = 10 \) which is on a circular orbit in a Milky Way-like NFW halo \( (M_{200c} = 10^{12}M_\odot, c = 6) \) at a distance of 0.5 the host’s virial radius (with the largest eigenvalue of the tidal tensor \( \lambda = 5.2/\lambda_{200c} = 0.04\lambda_\ast \)) might keep a similar amount of mass in units of its scale mass \( M_\ast \) to a higher concentrated \( c = 20 \) halo at a smaller radius of 0.155 times the host radius (corresponding to a larger tidal field of \( \lambda = 29.7\lambda_{200c} = 0.04\lambda_\ast \)). We’d expect that such cases match at first order and that other aspects only introduce some smaller secondary dependencies, e.g. on the orbital frequency (and the associated Coriolis and Centrifugal force), on the value of the other two eigenvalues of the tidal tensor and on dynamical friction processes. We will investigate numerically whether such an approximate matching is possible in Section 3.4.

However, in the adiabatic limit the dependence on time-scales disappears completely (since \( t \rightarrow \infty \)) and for our isotropic model we only consider a single eigenvalue for the tidal tensor. Therefore, in our model all cases that have the same value of \( \lambda/\lambda_\ast \) are exactly rescaled versions of each other. Therefore, we can summarize the three parameters \( \lambda, r_s \) and \( \rho c_\text{crit} \) into one effective parameter \( \lambda/\Lambda_\ast \) – which we will often refer to as the effective tide. The following is an intuitive way to think about this reduction to a single parameter: it does not matter what the precise amplitude of the tidal field, the density scale and the spatial scale of the initial NFW are, it only matters at what fraction of the scale radius the halo gets tidally truncated.

We use the structure-tide degeneracy to reduce the number of adiabatic models that have to be evaluated to a one dimensional grid with different values of \( \lambda/\lambda_\ast \) that can be interpolated later to evaluate for different combinations of structures and tidal fields. Further, we think that the structure-tide degeneracy is also quite relevant outside the adiabatic context in this paper. Therefore, we show in Section 3.4 that the structure-tide degeneracy can be recovered in numerical simulations and we show in Section 4 how it can be used to simplify the understanding of the tidal disruption parameter space. Finally, in Aguirre-Santaella et al. (2023) we show applications of this degeneracy under less idealized circumstances than what is considered in this paper.

2.7 Monte Carlo realisations

In principle, any interesting quantities of the tidal remnant besides the density profile – like for example the energy and angular momentum distribution – can be evaluated by projecting the phase space distribution to the corresponding axes, similar to equation 16. However, a less tedious approach is to create a Monte-Carlo realisation of the tidal remnant and infer such distributions via histograms. We found that such a realisation \( (x_i, v_i, m_i) \) can be generated efficiently by first creating a Monte-Carlo particle realization of the initial NFW profile \( (x_{i,0}, v_{i,0}, m_{i,0}) \) up to the tidal radius \( r_{\text{tid}} \) of the final profile. We follow the procedure described in Errani & Peñaarrubia (2020) for this. Then, to get a realization of the final profile we can use the same positions and velocities, but re-weight the masses by the ratio of the distribution functions

\[
m_i = m_{i,0} \frac{f(x_i, v_i)}{f_0(x_i, v_i)}
\]

where \( f \) is given for bound particles through the adiabatic mapping

\[
f(x_i, v_i) = \begin{cases} f_0(J_{\ast}(E_i, L_i), L_i) & \text{for bound orbits} \\ 0 & \text{for unbound orbits} \end{cases}
\]

Distributions that are presented in this article, that do not directly follow from the density profile, were all created through such a
weighted Monte-Carlo sampling with a sufficiently high number of samples.

We note that this procedure can also be used to set up initial conditions for N-body simulations that start with a tidal remnant. This way one could follow such a remnant at much higher resolution than what would be possible if using an N-body simulation that starts with the initial NFW profile. For example, this could be used to test whether the tidal remnants cannot disrupt, even when the tidal field has a strong time dependence. Such experiments are beyond the scope of this paper, but we note that all necessary tools are implemented in the adiabatic-tides repository for the benefit of potential future studies.

3 SIMULATION VALIDATION

In this section we test our model of adiabatic tidal remnants against simulations. We do this in four steps: In Section 3.1 we use numerical simulations to infer the adiabatic limit of tidal mass loss to validate that our implementation of the adiabatic limit is correct and to show that the calculations in spherical symmetry are even useful for highly anisotropic tidal fields. In Section 3.2 we check in how far the adiabatic-tides model predicts the asymptotic behavior for orbiting subhaloes on circular orbits when considered from the corotating frame. In Section 3.3 we check in how far the adiabatic limit corresponds to the asymptotic limit of more generic non-circular orbiting subhaloes. Finally, in Section 3.4 we show at the hand of a few examples that the structure-tide degeneracy is a powerful tool – even in the case of only partially disrupted subhaloes.

3.1 Adiabatic tides simulation

We run a set of N-body simulations in the adiabatic limit. For this we initialize a Monte-Carlo realization of an NFW halo with concentration $c = 10$ up to a truncation radius of $F_{\text{cut}}$ times the virial radius. We then evolve the particle distribution under their self-gravity $\phi_s$ plus an additional time-dependent tidal field

$$\phi(x) = \phi_s(x) - \frac{1}{2} x T(t) x$$

where we slowly increase the tidal field over the time-scale $\tau$ and then keep it fixed up to the end of the simulation which we set to be

$$t = 2\tau$$

Note that for arbitrarily large $\tau$ it would not be necessary to proceed the simulation after $t = \tau$. However, for finite $\tau$ it is helpful to continue the simulation after the maximum tidal field has been reached, so that all particles that can escape have time to do so. We run these simulations with the N-body tree (Barnes & Hut 1986) code developed by Ogiya et al. (2013). This code has been optimized for utilizing graphics processing unit (GPU) clusters and has been used to create the DASH-library of dynamical subhalo evolution (Ogiya et al. 2019). A few problem-specific modifications to the code were necessary and they are discussed in Appendix C. Further we present convergence tests to the adiabatic limit in Appendix C2 to show that simulations converge to the unique adiabatic solution for $\tau \to \infty$. Here, we present only the results of runs that are already converged to the adiabatic limit $\tau \to \infty$ and with the particle number $N$ large enough that relaxation effects are irrelevant. For the final tidal fields $T_0$ we choose two different scenarios for isotropic cases and anisotropic ones:

$$T_{0,\text{iso}} = \text{diag}(\lambda, \lambda, \lambda)$$

$$T_{0,\text{aniso}} = \text{diag}(\lambda, -0.7\lambda, -0.3\lambda)$$

where $\text{diag}(...)$ stands for a 3x3 diagonal matrix with the given diagonal elements. We list the parameters of our converged simulations in Table 1. The time-scales are measured in units of the time $t_{200c}$ that is needed for a circular orbit at the virial radius

$$t_{200c} = 2\pi \sqrt{\frac{r_{200c}^3}{GM_{200c}}}.$$
the escape-energy can escape in the isotropic case in every direction, whereas in the anisotropic case they can only escape along a narrow gap along the x-axis which would permit their energy-level. Further, to get exactly converged results, it is important to set up the NFW profile to beyond the virial radius so that most mass is removed adiabatically. (A truncation of the profile at the virial radius would correspond to an instantaneous removal of mass beyond this radius.)

We have already shown an example visualization of the simulations with $\lambda = 4.1_{200_c}$ in Figure 1. We show the density transfer functions

$$T(r) = \frac{\rho(r)}{\rho_{\text{NFW}}(r)}$$

of the simulated profiles versus the one predicted by our adiabatic model in Figure 4. We note that our adiabatic model exactly predicts the density profile of the adiabatic limit of the isotropic simulations. This is expected and shows that our implementation is correct and that the iterative procedure indeed converges to the correct solution. Further, we note that the isotropic and anisotropic cases have slightly different transfer functions, but they still agree within approximately 10% at every radius and the relative difference between transfer functions does not get worse than about 25% except very close to the tidal radius. This is so despite the huge difference in the potential landscape (compare Figure 1). Further, we list in Table 1 the fraction of mass that remains bound in comparison to the adiabatic-tides model prediction and they also agree very well. We note that at small radii some cases have a downturn (especially the anisotropic $\lambda = 1$ case) due to relaxation effects. This may be most problematic for the anisotropic $\lambda = 16$ case where the regime affected by relaxation may lie reasonably close to the tidal radius and this simulation can therefore not be fully trusted.\(^3\)

Beyond the density profile, the adiabatic-tides model can also be used to predict the energy distribution of particles that remain bound to the halo. There are two different ways of visualizing these energy distributions. The first way is by visualizing the initial (NFW) energies of all particles that remain bound to the final remnant. We show this in the left panel of Figure 5. We exclude the anisotropic $\lambda = 16$ case here, since it is dominated by relaxation effects at all energy levels. These histograms are again exactly reproduced for isotropic cases and approximately for anisotropic ones. The tidal field induces a quite sharp cut-off in the initial energy space, which justifies the usage of energy truncation models (Drakos et al. 2017, 2020) and it validates the energy space perspective that was proposed in Stücker et al. (2021).

The second way of visualizing the energy histogram is through the final energies of bound particles. Here, we calculate the final potential as the sum of self potential energy plus the tidal field. Therefore, the right panel shows the energy that would be found by measuring the ‘boosted potential’, instead of the self-potential as explained in Stücker et al. (2021). However, we have also checked the self-energies and they look very similar here. We didn’t include the corresponding plots for the anisotropic cases, since for these it was not so trivial to calculate the energy in post-processing. We can see that these energy distributions are both accurately reproduced by our model. Further, we note that in the final energy there is a quite sharp cut at $E = E_{\text{thr}}$ but there is indeed a small population of particles with larger energies, which are however limited to the small energy range $\phi_{\text{thr}} < E < E_{\text{max}}$ as discussed in Section 2.3.

3 Note that we have chosen a two times higher particle number for this simulation which should still make the relaxation effects a little less significant at those radii than for the $\lambda = 1$ case. Unfortunately we could not afford to use even higher resolutions to further suppress relaxation effects.

### 3.2 Subhaloes on circular orbits

While the results from the last section suggest that the adiabatic-tides model accurately reproduces the adiabatic limit of tidal mass loss, it is not a-priori clear whether the adiabatic limit is at all relevant for subhaloes orbiting in a host halo potential. The main difference is that for orbiting subhaloes the tidal field is oscillating in orientation and amplitude over time. This implies that energy is not only changed through the internal redistribution of the subhalo (which is included in the adiabatic-tides model), but it may also be redistributed through the time-dependence of the tidal field. Further, depending on the orbit of a subhalo, the tidal field may change on very small time-scales, far from the adiabatic limit.

However, most of these concerns should be irrelevant for subhaloes that are on circular orbits. For circular orbits we can consider the problem from the corotating frame where the natural energy notion is given by the Jacobi potential

$$\phi_I(x) = \phi_h(x) + \phi_t(x) - \frac{1}{2} (\omega \times x)^2$$

where $\phi_h$ is the self-potential of the subhalo, $\phi_t$ the host potential, $\omega$ is the angular frequency vector and the last term describes the centrifugal-effect. The force in the corotating frame is given by the gradient of the Jacobi potential plus the Coriolis force. If the self-potential of the subhalo does not change over time then the associated Jacobi energy is conserved (Binney & Tremaine 2008). Of course the self-potential will change over time due to the subhalo’s massloss, but this is type of energy redistribution is included in the adiabatic-tides model. Now, if we treat the Jacobi-potential in the distant-tide-approximation we can expand the host-potential and the centrifugal contribution around the subhalo centre:

$$\phi_I(\Delta x) = \phi_h(\Delta x) - \frac{1}{2} \Delta x^T T^* \Delta x$$

where $T^*$ has the eigenvalues

$$\lambda^*_r = \lambda_r + \omega^2$$

$$\lambda^*_{2,3} = \lambda_{2,3}$$

Now, if we evaluate the adiabatic-tides prediction with the effective tidal field $\lambda^*_r$, then the estimated remnant mass should be a true lower limit for the amount of mass that remains bound on a circular orbit. This is so, since the circular orbit scenario is very similar to the adiabatic limit calculations when considered from the corotating frame, with only a few subtle differences: (1) The tidal field has not been increased adiabatically to its current amplitude, but instantaneously and then held constant. (2) Our model assumes an isotropic tidal field whereas the actual effective tidal tensor is anisotropic. (3) Particles in the orbiting subhalo experience additionally the effect of the Coriolis force.

We don’t expect that aspect (1) has a very big effect, since the energy that can be injected into the remnant by a single instantaneous change in the tidal field is not that large. (This is discussed in Appendix F.) We have already tested (2) – the difference between
isotropic an anisotropic scenarios – in the last section. Generally, it seems that the isotropic scenario will lose slightly more mass than the anisotropic scenario, and therefore the isotropic case should still provide a true lower barrier. Probably the most important difference is point (3), that the orbiting subhalo experiences the Coriolis force. Effects of the Coriolis force can be highly unintuitive and difficult to predict. For example, Rix & White (1989) have found that for the case of dumb-bell galaxies the Coriolis force allows prograde orbits with significantly higher Jacobi-energies than the saddle-point energy level to remain restricted to an object. However, we note that the opposite is not possible, i.e. all particles that are below the saddle-point energy level can not leave the system even when considering the Coriolis force. Therefore, we expect that the Coriolis force can only act to keep additional particles restricted to the subhalo, but it can not reduce the number of bound particles. Thus the adiabatic-tides prediction should be a lower limit for the bound mass of subhaloes on circular orbits that can not be crossed even for arbitrarily long times. However, due to the aforementioned effects it may be that the actually asymptotically bound mass is slightly higher than the adiabatic-tides prediction.

We set up a set of numerical experiments to test whether the adiabatic-tides model indeed describes the asymptotic remnants of tidal stripping. For this we simulate orbiting NFW subhalos with different concentrations at different radii of a Milky Way-like NFW host halo with concentration $c = 6$ and mass $M_{200c} = 10^{12} M_\odot$. We state the parameters of these simulations in Table 2. The upper half of the table denotes circular orbit simulations that we discuss in this section and the lower half non-circular orbits which we will discuss in the next section. For each of the presented simulations we have checked that they are converged with mass- and force-resolution.

We show the mass-fractions that remain bound to the subhalo versus time in Figure 6 for subhaloes which have all the same concentration $c = 10$ except for one line with $c = 20$. We added the $c = 20$ line so that we could test one case at a much smaller radius of $r_{\text{circ}} = 0.056r_{200c}$, where the $c = 10$ simulations had too much mass loss to be resolved. The corresponding estimated asymptotic mass-fractions from the adiabatic-tides model (including the centrifugal effect) are indicated as horizontal dashed lines. Originally we have run all simulations for 20 orbits (indicate by a marker in Figure 6). However, we have later extended some simulations to longer times to check that the adiabatic limit is indeed never crossed. We note that it takes an extremely long time until the mass-loss of the circularly orbiting haloes saturates – this can even be several times longer than the age of the universe. Cases which have less mass loss (e.g. the blue line) preferentially need less time until they reach their asymptotic limit than cases which have a very strong mass loss. This difference is likely due to the qualitatively different behaviour of the tidal truncation in the $r^{-3}$ and the $r^{-1}$ regime of the NFW profile, as is apparent in Figure 3. For truncation in the $r^{-3}$ regime only a few iterations were already enough to determine the stable remnant. However, in the $r^{-1}$ regime it required a huge number of iterations. In each of those iterations all mass that can escape the instantaneous potential landscape is lost. The mass-loss in subsequent iterations is a response to the lowering of the escape threshold due to the reduced

![Figure 5. Histograms of initial and final total energy in comparison between model and simulations. The adiabatic-tides model exactly recovers the isotropic adiabatic simulations and is a good approximation to anisotropic ones. An adiabatically increased tidal field produces a quite sharp truncation in energy space. Deviations occur due to numerical relaxation effects, which smooth the boundary in initial energy space and evacuate small energies in final energy space.](image1)

![Figure 6. Mass fraction as a function of time in units of the circular orbit timescale at the scale radius of the subhalo. Unlike Figure 7, here the dashed lines indicate the prediction of the adiabatic-tides model when the effect of the centrifugal force is included. The marker indicates the time at which twenty orbits were reached. We have extended some simulations to longer times to check that the adiabatic limit is indeed never crossed. Circular radii $r_{\text{circ}}$ are given in units of the hosts virial radius $r_{200c}$, h.](image2)
We have discussed in the last section how the adiabatic tides model provides a true lower limit to the asymptotically bound mass for circular orbits. For typical cosmological cases where a subhalo is experiencing a strong tidal field and has only gone through a few orbits, the mass is far from converged yet. We note that even the simulations of the ‘asymptotic limit’ that were considered by Errani & Navarro (2021) which had about 10-15 orbits did not reach the true asymptotic limit yet. The mass-loss in those cases has not yet saturated, but the subhalo probably goes through a series of quasi-equilibrium states. Reaching the true asymptotic limit where no mass is lost anymore may take much longer than the age of the universe and seems therefore to be rather of academic than of practical interest. Further, circular orbits are quite rare and unnatural for subhaloes in cosmological scenarios.

### 3.3 Subhaloes on generic orbits

We have discussed in the last section how the adiabatic tides model provides a true lower limit for the remnant mass of subhaloes on circular orbits when the centrifugal contribution is included. For circular orbits the tidal field is constant (in the corotating frame) which makes the dynamics quite similar to what is considered in the adiabatic limit calculations. However, it is less clear how this should apply to non-circular orbits where the tidal field is changing over time – no matter the frame of reference. In this case, additionally, energy can be redistributed through the tidal field.

Despite these concerns, we think that the adiabatic tides model should be a good approximation to the asymptotic limit of non-circular orbits if we evaluate the model with the largest tidal field that a subhalo will encounter on its orbit. This will be typically the tidal field at the pericentre (plus a centrifugal correction). Particles that can survive the pericentre tidal field for arbitrary long time-scales can also survive the weaker tidal fields that may be experienced at other points of the orbit. However, if the subhalo goes through many orbits, we might expect that eventually all particles that cannot survive the pericentre tidal field arbitrarily long, will leave the system.

Further, we argue that the energy redistribution through the tidal field is weak for all particles that remain in the adiabatic remnant. In Stucke et al. (2021) we have found that particles which leave a subhalo drastically change their energy-levels through the oscillating tidal field. However, particles that remain bound asymptotically change their energies only slightly. This may be because most of these are adiabatically shielded (Weinberg 1994a,b; Spitler 1987; Gnedin et al. 1999) and since particles inside the tidal boundary can only experience moderate energy changes through the tidal field.

We make a worst-case estimate for the amount of energy that can be injected through a tidal field of a limited amplitude in Appendix F and we find that even in the worst case scenario the remnant should be relatively stable to time-dependent tidal fields, because particles that would react strongly to time-dependent changes of a tidal field of a given order are also removed in the adiabatic limit.

The largest tidal field that a subhalo encounters will be typically the tidal field at pericentre. However, as we have seen for the case of circular orbits in the last section, the effective tidal field that the subhalo ‘experiences’ may be larger than just the gravitational tide due to the effect of the centrifugal force. The centrifugal effect for non-circular orbits varies in general with time (see e.g. Renaud et al., 2011, for a detailed discussion). However, we are only interested in its amplitude at pericentre and we show in Appendix D that the centrifugal effect should increase the effective tidal field at pericentre as

\[
\lambda_p^* = \lambda_p + \omega_{\text{circ}}^2 \left( \frac{v_{\text{circ}}}{v_p} \right)^2
\]

where \(\lambda_p\) is the largest tidal tensor eigenvalue at pericentre, \(\omega_{\text{circ}}\) is the circular orbital frequency at the pericentre radius, \(v_{\text{circ}}\) the circular orbit velocity at pericentre and \(v_p\) is the actual orbital velocity of the subhalo at pericentre. Note that it always holds \(v_p \geq v_{\text{circ}}\) so that the effective tidal tensor of non-circular orbits is always smaller than that of a circular orbit with the same pericentre. This is so, since the instantaneous curvature radius is larger for non-circular orbits. In Appendix D1 we show that typical values of \(v_p/v_{\text{circ}}\) in an NFW profile are by a factor of about 2-3 or larger and that in general the centrifugal term is of reduced importance for typical non-circular orbits. In principle, the centrifugal term implies that haloes with different eccentricities, but identical pericentres, do not have exactly the same asymptotic limit. However, in the approximation that the centrifugal term is irrelevant, they do.

| \(r_p/r_{200}\) | \(r_s/r_{200}\) | c | N | \(M_{15}/M_{200}\) | \(M_{200}/M_{200}\) | \(\lambda/\lambda_s\) |
|---|---|---|---|---|---|---|
| 0.8 | 0.8 | 10 | 21^9 | 2.1 · 10^{-4} | 2.5 · 10^{-4} | 1.63 · 10^{-2} |
| 0.4 | 0.4 | 10 | 21^7 | 4.3 · 10^{-2} | 4.2 · 10^{-2} | 5.95 · 10^{-2} |
| 0.3 | 0.3 | 10 | 21^9 | 5.9 · 10^{-3} | 1.2 · 10^{-2} | 9.45 · 10^{-2} |
| 0.2 | 0.2 | 10 | 21^3 | 2.1 · 10^{-3} | 2.3 · 10^{-3} | 1.67 · 10^{-1} |
| 0.15 | 0.15 | 10 | 21^3 | 2.3 · 10^{-3} | 9.3 · 10^{-4} | 2.35 · 10^{-1} |
| 0.056 | 0.056 | 20 | 21^9 | 5.4 · 10^{-3} | 8.8 · 10^{-3} | 0.81 · 10^{-2} |
| 0.3 | 0.9 | 10 | 21^9 | 2.0 · 10^{-2} | 1.2 · 10^{-2} | 9.45 · 10^{-2} |
| 0.3 | 0.6 | 10 | 21^9 | 9.4 · 10^{-3} | 1.2 · 10^{-2} | 9.45 · 10^{-2} |
| 0.3 | 0.3 | 10 | 21^9 | 5.9 · 10^{-3} | 1.2 · 10^{-2} | 9.45 · 10^{-2} |
| 0.2 | 0.6 | 10 | 21^9 | 6.8 · 10^{-3} | 2.3 · 10^{-3} | 1.67 · 10^{-1} |
| 0.2 | 0.3 | 10 | 21^9 | 4.8 · 10^{-3} | 2.3 · 10^{-3} | 1.67 · 10^{-1} |
| 0.2 | 0.2 | 10 | 21^3 | 3.4 · 10^{-3} | 2.3 · 10^{-3} | 1.67 · 10^{-1} |

Table 2. Simulations of orbiting subhaloes that are presented in Figure 6 and Figure 7. Listed are the pericentre and apocentre radius in units of the hosts virial radius, the subhalo concentration, the number of particles \(N\), the mass fraction after 15 orbits, the long-term mass fraction as predicted by the adiabatic tides model (without centrifugal contribution) and the effective tidal field at pericentre. The horizontal line separates the circular orbit simulations in the right panel of Figure 7 from the non-circular orbit simulations in the right panel of Figure 7.
To simplify the discussion, we neglect the effect of the centrifugal term for the remainder of this paper and approximate $\lambda^* \approx \lambda$. We note that the estimates for circular orbits will be the most affected by this approximation. Therefore, we show the mass-fractions that remain bound to circular orbits again in comparison to the adiabatic-tides prediction in the left panel of Figure 7. The mass-fractions from the adiabatic-tides model (without centrifugal effect) are indicated as horizontal dashed lines.

The adiabatic-tides prediction (without centrifugal contribution) seems to be a good approximation to the mass that remains bound to a subhalo after $10 - 20$ circular orbits. It also indicates the mass-scale where the mass loss transitions from a rapid mass loss to a slowly progressing asymptotic case. However, we note that the mass-loss trajectories may cross the adiabatic-tides estimate now, which therefore is not a true lower limit under this approximation. We list the mass-fraction that is bound after 15 orbits in Table 2 together with the prediction from the adiabatic-tides model. We find that these numbers always lie roughly within a factor of two – even for haloes which have very low fractions of their initial mass left, e.g. $M/M_0 = 10^{-3}$.

Further, we find that for non-circular orbits, we get a good prediction if we consider the tidal field at pericentre, as shown in the right panel of Figure 7. We see that orbits with the same pericentre, but very different apocentres, reach a similar limit – varying only within a factor of a few after e.g. 15 orbits. However, we have compared different cases here at the same number of orbits. If compared at the same absolute time, the cases with larger apocentre will need much longer to reach the same mass loss, since they need much longer for each orbit.

We also had a brief look at the density profiles of the presented simulations after fifteen orbits. However, we don’t present them here, since the density profiles are not very well converged and require much more computational resources to be brought to convergence than the bound mass fractions. Our first impression is that the actual profiles have a bit sharper truncation than the predicted adiabatic remnants. The simulated profiles seem to be more similar to the steeper cut-offs that are obtained after only a few iterations of the adiabatic procedure (compare Figure 3). We leave a rigorous investigation to future studies.

### 3.4 The structure-tide degeneracy

Here, we test whether the structure-tide degeneracy (as explained in Section 2.6) can be used to understand dynamical simulations. The main benefit of the structure-tide degeneracy is that it allows to make simple predictions of the concentration dependence of the tidal disruption process. Changing the concentration of a halo increases its characteristic density and makes it more resilient to the effect of a tidal field. If we were to compare the mass loss of two subhaloes that are exposed the same values of the effective tidal field $\lambda^*/\lambda_s$ we would expect them to have similar mass-loss histories. As explained in 3.4 this correspondence should hold exactly if the full effective tidal tensor matches (in the correct units of time), but we would still

\[ \frac{r_p}{r_{200c, h}} \quad \frac{r_a}{r_{200c, h}} \quad c \quad N \quad F_{\text{cut}} \quad \lambda^*/\lambda_s \]

| $r_p/r_{200c, h}$ | $r_a/r_{200c, h}$ | $c$ | $N$ | $F_{\text{cut}}$ | $\lambda^*/\lambda_s$ |
|-------------------|-------------------|-----|-----|-----------------|-----------------------|
| 1.12              | 1.12              | 5   | $2^{17}$ | 2               | 0.0409               | 0.071               |
| 0.50              | 0.50              | 10  | $2^{17}$ | 1               | 0.0402               | 0.076               |
| 0.15              | 0.15              | 20  | $2^{17}$ | 0.5             | 0.0399               | 0.099               |
| 0.07              | 0.07              | 26  | $2^{19}$ | 0.384           | 0.0398               | 0.135               |
| 0.41              | 1.22              | 8.1 | $2^{18}$ | 1.23            | 0.0950               | 0.135               |
| 0.20              | 0.85              | 12.5| $2^{18}$ | 0.80            | 0.0962               | 0.135               |
| 0.12              | 0.66              | 15.7| $2^{18}$ | 0.64            | 0.0963               | 0.136               |
| 0.05              | 0.49              | 20.2| $2^{18}$ | 0.49            | 0.0964               | 0.135               |

Table 3. Parameters of the simulations that are presented in Figure 8. Listed are the pericentre and apocentre radius in units of the host’s virial radius, the concentration, the number of particles $N$, the truncation radius of the initial NFW, the effective tide $\lambda^*/\lambda_s$ at pericentre and the effective tide $\lambda^*/\lambda_s$ when including the centrifugal effect as explained in Appendix D.

---

*Figure 7.* Left: the bound mass fraction versus the number of orbits for circular orbit simulations with different radii $r_{\text{circ}}$, where $r_{\text{circ}}$ is given in units of the host’s virial radius. Dashed lines indicate the predictions from the adiabatic-tides model. We find that in all cases the adiabatic-tides model gives a reasonable order-of-magnitude prediction for the bound mass after 10 – 20 orbits when the evolution slows down drastically. Right: Same, but for non-circular orbits. The predictions still hold approximately if they are matched at the pericentre tidal field.
expect an approximate correspondence if only the largest eigenvalue matches.

For a first set of simulations we use a circular orbit simulation of a concentration \(c = 5\) halo at a radius of \(r_{\text{circ}} = 1.13r_{200c}\) as a reference case. Then we find the radius in the NFW host halo where the tidal field is stronger by a factor of \(\lambda_{t}/\lambda_{s}\) for the concentrations \(c = 10\), \(c = 20\) and \(c = 26\). This way we select cases that have the same value of \(\lambda/\lambda_{s}\). The corresponding radii are listed alongside other simulation parameters in Table 3. To further remove any residual dependencies on the initial truncation of the profiles, we have truncated them all at the same value of \(r/r_{s}\) (leading to different truncation radii in units of the virial radii).

We show the resulting mass loss histories in the top panel of Figure 8. Note that we have plotted the mass in units of the initial mass inside of the scale radius and times in units of the circular orbit time at the scale radius – which is important to match these simulations. We note that for the cases that orbit at larger radii (\(c = 5\) and \(c = 10\)) the match between the simulations is almost perfect. The simulation with \(c = 20\) at \(r_{\text{circ}} = 0.155r_{200c}\) still matches very well, but already shows some slight deviation. Finally, the simulation with \(c = 26\) and \(r_{\text{circ}} = 0.073r_{200c}\) has a significantly stronger mass loss. This is likely so, since we did not include the centrifugal effect into the tidal field when matching these cases. The centrifugal contribution is dominant for circular orbits at \(r \leq 0.1r_{200c}\). We have listed the effective tidal field when including the centrifugal contributions \(\lambda^{c}/\lambda_{s}\) in Table 3. We note here that we have also tried experiments on circular orbits where we matched different cases by the centrifugal values of the tidal fields. However, in those cases the mass-loss at the orbit at smaller radii was smaller – likely due to the effect of the Coriolis force and possibly the larger values of the other components of the tidal tensor.

We set up a second set of simulations that are on highly non-circular orbits. For these simulations we attempt to match the simulations so that not only their pericentre tidal fields agree, but also so that their tidal fields agree if the centrifugal contribution is accounted for. This is possible for non-circular orbits, since the centrifugal contribution varies with the value of the angular momentum as discussed in Appendix D. The considered simulations are listed in the lower half of Table 3. Note that these simulations all have quite different orbits and also each of the cases spends a different fraction of time at their respective pericentres. Therefore, we cannot expect an exact match.

We show the corresponding mass loss histories in the bottom panel of Figure 8. We can see that the mass loss histories match quite well for most of the cases except the one with a very small pericentre \(r_{p} = 0.05r_{200c}\). This match is quite impressive when considering that the mass loss fraction can easily vary by 2 orders of magnitude if the same orbits would be considered at a fixed concentration (compare Figure 7). We are not entirely sure what causes the \(r_{p} = 0.05\) to deviate so significantly. A possible reason could be that for this case energy-redistribution is more relevant for the progression of massloss, since at its pericentre the absolute value of the two non-radial eigenvalues of the tidal tensor are larger relative to the radial one. We discuss energy-redistribution effects in more detail in Appendix F.

However, we want to emphasize again that the difference between cases with the same value of \(\lambda/\lambda_{s}\) and different secondary parameters are rather small in comparison to cases which have different value of \(\lambda/\lambda_{s}\). Therefore, we argue that the pericentre value of \(\lambda/\lambda_{s}\) should be considered the most important parameter for predictions about the tidal stripping of subhaloes. Other aspects may introduce weaker secondary dependencies.

We conclude that the structure-tide degeneracy may provide a powerful tool for simplifying the parameter-space of tidal stripping – in particular the dependence on initial concentration. While it is difficult to create exact matches (and therefore predictions) in realistic scenarios because of secondary parameter dependencies, we expect at the very least that strong statistical relations should exist. We show that this is indeed the case in Aguirre-Santaella et al. (2023).

4 PREDICTIONS

We have shown in the last section that the \textit{adiabatic-tides} model is a reasonable approximation for the asymptotic remnants of orbiting NFW haloes if the tidal field at pericentre is considered as the adiabatically applied tidal field. In this section we will use this model to make a variety of predictions. The first set of predictions will be general relations about tidally truncated NFW haloes as a function of the tidal field. The second set of predictions will be for subhaloes that orbit in a Milky Way-like host-potential.
are two limiting cases, the behaviour of the transfer function reasonably well. We find that there is a single parameter. As can be seen in Figure 9, these fits are only rough parameter. The round markers indicate the tidal radius, beyond which densities are exactly zero. Note that the transfer function has two different limiting cases for \( \rho/\rho_{\text{NFW}} \) and \( \alpha \). For \( \lambda \gg \lambda_c \) and for \( \lambda \ll \lambda_c \), 4.1 Powerlaw profiles

As a reference case, we have additionally set up a set of powerlaw profiles that have a density profile

\[
\rho(r) = \rho_0 \left( \frac{r}{r_0} \right)^\alpha
\]

(43)

and calculated their reaction to adiabatically applied tidal fields. The powerlaw profile with \( \alpha = -1 \) is identical to the central regime of an NFW profile (for \( \rho_0 = \rho_c \) and \( r_0 = r_s \)). In plots throughout this section we will often compare with the behaviour of this powerlaw profile and also with powerlaw profiles with different slope (and arbitrary normalizations). Conveniently, the adiabatic limit of a powerlaw profile with a given slope only needs to be calculated once and can easily be rescaled to arbitrary normalizations and tidal fields. All relevant parameters and scaling relations are explained and listed in Appendix E.

4.2 Density transfer functions

We investigate the density transfer function \( T(r) = \rho(r)/\rho_{\text{NFW}}(r) \) versus the strength of the tidal field. As pointed out previously, the only relevant parameter for this function is the tidal field in units of the scale tide \( \lambda/\lambda_c \). Therefore, we show the transfer functions for different values of \( \lambda/\lambda_c \) in Figure 9. We additionally have fitted each of the transfer functions through a one parameter fit

\[
\rho/\rho_{\text{NFW}} = \left( 1 + \left( \frac{r}{r_{\text{tid}} - r} \right)^{3\alpha/2} \right)^{-1/\alpha}
\]

(44)

where \( r_{\text{tid}} \) is the tidal radius measured as the saddle-point in the potential (beyond which the density is exactly 0) and \( \alpha \) is the fitted parameter. As can be seen in Figure 9, these fits are only rough approximations (~10% accuracy), but they capture the overall behaviour of the transfer function reasonably well. We find that there are two limiting cases, \( \alpha \approx 1 \) for tidal fields that truncate in the \( r^{-3} \) part of the NFW profile and \( \alpha \approx \frac{1}{4} \) for tidal fields that truncate the subhalo in the \( r^{-1} \) regime.

In comparison to Green & van den Bosch (2019), who focused on measuring the transfer function of tidally stripped subhaloes that were orbiting in a host NFW halo, there are two qualitative differences in our transfer functions. First of all, the adiabatic remnants have exactly zero density outside of the tidal radius. This is so, since mass has arbitrarily large times to escape and therefore no particles in transient states can be found. However, during an ongoing stripping process, the spherical density profile will always pick up particles in the tidal tails, that are about to leave the system. Therefore, our profiles should not be compared in the outskirts to measurements of subhaloes that are still evolving.

The second qualitative difference is that our transfer functions always converge to \( T \to 1 \) for \( r \to 0 \). Hayashi et al. (2003) and Green & van den Bosch (2019) have proposed transfer functions which approach a limit \( T \to f_{\text{sc}} \) for \( r \to 0 \) with values for \( f_{\text{sc}} \) that are smaller than one. However, we find that it is not possible – no matter the strength of the tidal field – to modify the limiting behaviour of the density for \( r \to 0 \) (see also Amorisco 2021). This is so, since the density diverges as \( r \to 0 \) and one can always find a central regime which is arbitrary resilient to a finite tidal field. If one checks the measurements of Green & van den Bosch (2019) carefully, the data actually seems consistent with a central value of the transfer functions of 1. The problem is that the cut-off spans many orders of magnitude and the limit for \( r \to 0 \) is not clearly measured by Green & van den Bosch (2019). We suggest that the transfer-function descriptions from Green & van den Bosch (2019) should be revised to a form that has \( \rho/\rho_{\text{NFW}} \to 1 \) for \( r \to 0 \).

One final point about the transfer functions from Green & van den Bosch (2019) is that they explicitly depend on the virial radius \( r_{\text{vir}} \) of the considered object. However, as we have argued in Section 2.6, the only spatial scale that matters is the scale radius \( r_s \) and the scale at which the tidal field truncates the profile. Therefore, the dependence on \( r_{\text{vir}} \) may either capture implicitly the effect of the sharp initial truncation of the simulated profiles or it may capture implicitly how the distant tide approximation breaks down when the subhalo’s mass gets comparable to the host mass. In either case, we suggest that a simpler, more explicit representation can probably be found to capture such secondary effects.

4.3 Circular velocity profile and the tidal track

We investigate the circular velocity profile

\[
v_{\text{circ}}(r) = \sqrt{\frac{G M(r)}{r}}
\]

(45)

of adiabatically tidally stripped NFW haloes. Note that this definition of the circular velocity uses only the self-gravity of the subhalo, but does not include the potential contribution of the tidal field. In the top panel of Figure 10 we show the circular velocity profiles for the same examples as from Figure 9.

The crosses in Figure 10 show the radius \( r_{\text{max}} \) and the velocity \( v_{\text{max}} \) of the maximum of the circular velocity profile. As was first found by Peñarrubia et al. (2008) and then later confirmed by other authors (Green & van den Bosch 2019; Errani & Navarro 2021), these two follow a scaling relation. This relation has been shown to be relatively independent of the way mass was lost and is therefore independent of the orbital eccentricity, the shape of the host halo etc. A subhalo’s position on this ‘tidal track’ is only determined by the fraction of mass that has been lost and a subhalo progressively follows along this line as the tidal stripping progresses.

With our model we can only make clear predictions about the asymptotic limit of orbiting subhaloes, but not about partially stripped subhaloes. However, we can check whether the thus inferred
the structure-tide degeneracy implies that the parameter space in the adiabatic limit can be reduced to one effective parameter \( \lambda / \lambda_e \). Therefore, also the \( v_{\max}/v_{\max,0} \) versus \( r_{\max}/r_{\max,0} \) relation can only be one-dimensional in the adiabatic limit. That also partially disrupted subhaloes follow the same relation has been found empirically in several studies (e.g. Peñarrubia et al. 2008; Errani & Peñarrubia 2020). This might make it possible to apply the adiabatic-tides model even to partially stripped subhaloes at an effective tidal field parameter which would be lower than the pericentre tidal field. This could be done by matching partially evolved subhaloes to the adiabatic model by their bound mass-fraction.

For \( v_{\max}/v_{\max,0} \approx 0.2 \) our models disagree slightly with the tidal track from Errani & Navarro (2021). This is outside of the regime where the Errani & Navarro (2021) tidal track was inferred and we think that equation (46) gives a poor extrapolation to this regime. Equation (46) suggests that the asymptotic logarithmic slope for small \( r_{\max} \) is 0.65, but it is easy to see that this cannot possibly be correct. The scaling relations of the central powerlaw with \( \alpha = -1 \) (see Appendix E) suggest that the limiting slope has to be 0.5 (see also Amorisco 2021). This is naturally recovered by our model. We also show the predictions for a powerlaw profile with \( \alpha = -1 \) which is reached for cases with \( r_{\max} < 0.1 r_s \). Relative to the \( \alpha = -1 \) tidal track, the NFW tidal track has a slight S-shape behaviour. For reference we show also the (arbitrarily normalized) tidal tracks of powerlaw profiles with \( \alpha = -1.5 \) and \( \alpha = -0.5 \).

We note that our explanation of the tidal track appears to be quite different than the explanation of Benson & Du (2022) who infer it from a tidal heating calculation. However, possibly both calculations are consistent with each other and just approach the problem from different directions. The material that is lost in the adiabatic limit is also very poorly protected from tidal heating, whereas the material that stays in the adiabatic limit is very well protected from heating (see Appendix F). Therefore both approaches may lead to similar results. Our adiabatic limit explanation seems comparatively simpler, since it is a clean prediction without any tunable parameters.

For easy comparison with future studies we fit the adiabatic tidal track through a function of the form

\[
v_{\max}/v_{\max,0} \approx 2\alpha \left( \frac{r_{\max}}{r_{\max,0}} \right)^{\beta} \left( 1 + \left( \frac{r_{\max}}{r_{\max,0}} \right)^{2\gamma} \right)^{-\alpha}
\]

(46)

where \( v_{\max,0} = 1.058\sqrt{GM_s/r_s} \) and \( r_{\max,0} = 2.163r_s \) and where \( \alpha = 0.4 \) and \( \beta = 0.65 \) were inferred by Errani & Navarro (2021) through a fit which included data down to \( v_{\max}/v_{\max,0} \geq 0.2 \). Note that there are several descriptions of the tidal track in the literature, but this seems to the one that is backed up by the highest resolution simulations up to date (Peñarrubia et al. 2008; Peñarrubia et al. 2010; Green & van den Bosch 2019).

We see that the adiabatic-tides model excellently reproduces the empirical tidal track (for \( v_{\max}/v_{\max,0} \geq 0.2 \)). This has several interesting implications: This further validates the adiabatic-tides model and shows that much of what is known about tidal stripping can be summarized in this simple picture. Further, this might help explain the existence of the tidal track. As already discussed in Section 2.6,

...
In the last panel of Figure 11 we estimate the ratio between final and initial dark matter self-annihilation luminosity $L$. Here, we have itself in the huge amount of mass that is lost as a consequence. In the third panel we show the maximum of the circular velocity $v_{\text{max}}$ and the escape velocity $v_{\text{escape}} = \sqrt{2\Delta\phi}$ where $\Delta\phi$ is the potential difference between the saddle-point and the minimum of the potential. We indicated the powerlaw cases only for $v_{\text{max}}$. Both summary statistics are indicators of the depth of the potential well and they behave very similar. As a rule of thumb we find $v_{\text{escape}} \approx 2 - 3v_{\text{max}}$. Both velocities are almost unaffected by weak tidal fields $\lambda \ll 10^{-3}\lambda_s$, but decrease strongly for $\lambda \gg 10^{-3}\lambda_s$.

In the last panel of Figure 11 we estimate the ratio between final and initial dark matter self-annihilation luminosity $L$. Here, we have
assumed that the luminosity depends only on the density
\[ L \propto \int_0^\infty 4\pi r^2 \rho(r)^2 \, dr \] (49)
and that we can neglect any velocity dependent factors in the self-annihilation calculation. The decrease in annihilation luminosity due to the tidal field is weaker than the decrease in mass, since it is more sensitive to the central part of the halo that is more resilient to the tidal field compared to the outskirts.

For an NFW halo it holds
\[ L_{\text{NFW}} \approx C_L \frac{v_{\text{max}}^4}{G^2 r_{\text{max}}^4} \] (50)
with \( C_{L,\text{NFW}} = 1.25 \). We find that equation (50) even holds approximately for tidally truncated NFW haloes if the \( r_{\text{max}} \) and the \( v_{\text{max}} \) values are measured in the truncated profile. We show this approximation as a dotted black line in the bottom panel of Figure 11. We find that this approximation overestimates the annihilation luminosity in the worst case by about 35% at around \( 4 \cdot 10^{-2} \, h \) and by about 10% in the asymptotic case \( \lambda \to \infty \). We note that this approximation is conceptually the same as the one used by Grand & White (2021), but for an NFW profile instead of the Einasto profile (\( C_{L,\text{Einasto}} = 1.87 \)). We suggest that equation (1) of Grand & White (2021) or our equation (50) are good approaches to approximate the luminosity of tidally stripped subhaloes in cases where the inner profile cannot be resolved well enough for direct integration of the squared density. This holds even if the subhalo profile has been strongly modified through the tidal evolution. We note that the annihilation luminosity depends dramatically on the central slope of the profile. If the profile had for example a central slope of \( \alpha = -1.25 \), the annihilation luminosity might be much larger overall and would depend much weaker on the effects of tides. For a slope of \( \alpha = -1.5 \) the luminosity is even divergent which is indeed why we did not plot the luminosity for this case. Precise predictions of the central slope might be crucial for reliable annihilation radiation estimates (consider e.g. Angulo et al. 2017 versus Wang et al. 2020).

In the literature many of these quantities are stated relative to the radius of maximum circular velocity \( r_{\text{max}} \) at a given time. In Figure 12 we present several such relations. The first panel shows the fraction of the total mass of the subhalo that is contained within \( r_{\text{max}} \). This approaches the \( \alpha = -1 \) powerlaw estimate of 55% in the regime of heavy mass loss. The second panel shows the ratio between tidal radius and \( r_{\text{max}} \). This ratio approaches the powerlaw value of 3.2 in the strong mass loss limit. This means that for subhaloes in the strong mass loss regime all mass beyond 3.2\( r_{\text{max}} \) can be lost in the long run, and only mass inside 3.2\( r_{\text{max}} \) may be safe from tidal stripping. The third panel shows the dimensionless fore-factor of the annihilation luminosity
\[ C_L = \frac{LG^2 r_{\text{max}}^4}{v_{\text{max}}^4} \] (51)
(compare equation (50)). This factor changes surprisingly little no matter the strength of the tidal field. Understandably the NFW fiducial value of 1.25 over-predicts the annihilation luminosity, but it does so in the worst case only by about 30%. The \( \alpha = -1 \) powerlaw limit is 1.144 for this case which is quite close to the NFW value.

Finally we present the tidal ratio which we define as
\[ \frac{\partial}{\partial (r_{\text{max}} / r_{\text{max}})} = \frac{v_{\text{max}}^2 / r_{\text{max}}^2}{\lambda} \] (52)
in the last panel of Figure 12. This ratio compares the attractive force at the \( r_{\text{max}} \) radius to the repulsive tidal field. As can be seen in Figure 12, this ratio approaches the constant (powerlaw) value of 17.5 in the heavy mass loss regime. Note that this never gets smaller than 14.5 – therefore any stable remnant needs to have \( \sigma_{\text{max}} \geq 14.5 \). If a subhalo was exposed to a strong tidal field causing \( \sigma_{\text{max}} < 15 \) then it would lose mass at least until \( \sigma \sim 15 \) is established (or an even higher value, when in the weak mass-loss regime).

This prediction is directly supported by the measurements of Errani & Navarro (2021) and can be seen as a generalization of the orbital time relation that they found. They found that in an isothermal sphere host potential a subhalo becomes stable when the circular orbit time \( T_{\text{max}} \) at \( r_{\text{max}} \) is approximately \( T_{\text{max}} \approx 0.25 T_p \), where \( T_p \) is the circular orbit time at the pericentre of the subhalo’s orbit. However, it seems rather surprising that there should exist such a precise relation between the circular orbit frequencies, especially for the case of non-circular orbits. A subhalo on a non-circular orbit never experiences directly the value of the pericentre circular orbit frequency. However, we note that in general circular orbital frequencies are quite correlated with the amplitude of tidal fields, but the precise relation between the two depends on the precise host potential. The isothermal sphere is a special case where the tidal field is directly proportional to the mean density inside a given radius \( \lambda(r) = 4r^2 G^2 \rho(r)/3 \). Since the circular orbit time is \( T = \sqrt{\frac{\pi}{3\lambda} / G\rho(r)} \), for an isothermal sphere the special relation \( \lambda = 4r^2 T^{-2} \) holds. Therefore, we think that the relation \( T_{\text{max}} = 0.25 T_p \) is a coincidence for the isothermal sphere and the correct generalization uses the tidal field. Using \( T_{\text{max}} = 2 \pi v_{\text{max}} / r_{\text{max}} \), the relation of Errani & Navarro (2021) implies equation (53) with an asymptotic value of \( \sigma_{\text{max}} \approx 16 \). We indicated this implied limit as a dashed line in the bottom panel of Figure 12. That this limit is so close to our model prediction can be seen as an additional validation.

We note that all quantities in Figure 12 have a very similar behaviour when expressed in units of \( r_{\text{max}} \) and \( v_{\text{max}} \). This is even so for powerlaws with very different slopes. The only exception here is \( C_L \) for powerlaws with \( \alpha \leq -1.5 \) which is not well defined. Therefore, we confirm that defining stripped subhaloes in terms of those quantities, as is common practice in the cosmological community, is very robust. Further, we note that measurements of the quantities as in Figure 12 might be helpful to determine whether subhaloes are in the regime of weak or strong mass loss and possibly to infer their effective central powerlaw slope.

In principle, Figure 11 includes all the relevant information about the disruption of subhaloes in the adiabatic limit. Considerations of different subhalo concentrations, host halo concentrations, baryonic potentials and orbit configurations all can be summarized into the value of \( \lambda / \lambda_s \). However, to provide some intuition to the reader, how this works in practice, we will show in the following subsections how these simple relations get warped when they get mapped on more commonly used parameter spaces.

4.5 Subhalo mass loss
We want to calculate the asymptotic orbit-concentration-massloss relation for a subhalo that is orbiting in the potential of a Milky Way-like host. The relation will depend on the potential that is assumed for the host halo. For this we consider two different cases: The first case is a pure NFW halo with mass \( M_{200, h} = 10^{12} M_\odot \) and concentration
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with parameters $M_d = 2 \cdot 10^{10} \, M_\odot$, $b = 300 \, \text{pc}$ and $a = 3 \, \text{kpc}$. Here $z$ is the coordinate and $R = \sqrt{x^2 + y^2}$ is the distance from the symmetry-axis ($z$-axis). Since at each radius $r$ there can be different values of the tidal field, depending on the direction, we consider the distribution $p_r(A)$ when randomly sampling directions on the unit sphere while fixing the radius $r$. We show the median and the percentiles of this distribution of the largest eigenvalue of the tidal field in Figure 13. We can see that for $r < 0.1r_{200c} \approx 20 \, \text{kpc}$ the tidal field of the disk is significantly larger than that of the dark matter halo. Therefore, we expect that the mass loss may be dramatically different when considering or not considering the disk in the potential for orbits with $r < 0.1r_{200c, h}$.

In Figure 14 we visualize the asymptotic tidal field – concentration – mass loss relation in four different ways: In the top-left panel we show the mass loss in units of the virial mass and measuring the tidal field in the same units of $A_{200c}$ for every halo. In this case we can already see a significant concentration dependence which arises from higher concentration haloes responding weaker to the same value of the tidal field and having more mass in units of the scale mass.

Next we show the relation in the bottom left panel of Figure 14 when drawing on the $y$-axis instead of the value of the tidal field, the radius that is needed in the Milky Way NFW potential to reach the corresponding value of the tidal field, as can be read off in Figure 13. Finally, we show in the bottom right panel of Figure 14 the same relation, but when using the median tidal field at a given radius of the sum of NFW and disk potential. Note that we estimate in Appendix F that the energy which can be injected by ‘disk shocking’ (e.g. Spitzer 1958) to the particles inside the adiabatic-tides remnant is limited and we expect the estimates here to still be a lower limit in practice, even though energy redistribution may enhance the maximum possible amount of mass loss.

As we have argued in Section 3.3, the predictions of the adiabatic-tides model can be understood as the asymptotic limit of orbiting subhaloes after $10 \sim 20$ orbits, if the pericentre radius is considered for the tidal field. Therefore, the bottom two panels can be understood as such asymptotic predictions for subhaloes that have orbits with a given pericentre. We note that in realistic scenarios, most haloes will not have orbited for so many periods. For those cases the adiabatic limit is a lower limit of their mass $M \geq M_{\text{ad}}$ (see Aguirre-Santaella et al. 2023).

When comparing the predictions for the cases with and without disk we note that for $r < 0.1r_{200c}$ they are drastically different. For example, a subhalo with concentration $c = 10$ and pericentre $r = 0.03r_{200c}$ should keep about $10^{-6}$ of its initial virial mass, whereas it will go down to only $10^{-6}$ of its initial mass in the case with a disk. It is probably very difficult to resolve such a halo numerically. We suggest that most authors that found complete disruption of dark matter haloes have measured such a very steep limit. However, it is questionable whether it actually matters whether a subhalo completely disrupts or survives with $10^{-6}$ of its initial mass.

5 EVALUATION OF LITERATURE RESULTS

We have seen that the adiabatic-tides model is a physically well motivated model that is consistent with known empirical relations about the tidal stripping of subhaloes. Since all of these results were pure predictions of the model and none of them were fitted, we think the adiabatic-tides model might be the most reliable way of extrapolating resolved simulation results to regimes that are numerically difficult to resolve.

In this section we compare the adiabatic-tides model to other models in the literature and check whether previously made extrapolations appear reasonable.

5.1 Annihilation luminosities of Milky Way satellites

One of the most promising ways of detecting dark matter is through its self-annihilation signal. If dark matter has a significant self-annihilation cross-section, we might expect a self-annihilation signal from two different components – that is from the Milky Way’s main dark matter halo and from Milky Way satellites (which might be dark). There have been many studies trying to evaluate which of the components is most relevant and whether the largest flux contributions come from the smallest ($M \sim 10^{-5} M_\odot$) or the largest satellites. We will discuss only the measurements and extrapolations
of Grand & White (2021) here, since these are based on state-of-the-art baryonic simulations and use the information from most recent measurements of extremely low-mass haloes (Wang et al. 2020) for the extrapolation of their results.

Here, we can test two of the key assumptions that Grand & White (2021) used for extrapolation of their simulation results from resolved subhaloes ($v_{\text{max}} \geq 10$ km s$^{-1}$) to unresolved ones. The first assumption is that at any mass, concentration and degree of tidal stripping equation (50) (with $C_L = 1.87$ for Einasto profiles in their case) is a good approximation to the annihilation luminosity of a subhalo. We have already shown in Section 4.4 that this is indeed a robust approximation. For the NFW profile the approximation overpredicts the annihilation by about 35% in the worst case and we’d expect that the behaviour will be similar for the Einasto profile.

The second assumption that we can test regards the extrapolations that Grand & White (2021) assume for the Milky Way subhaloes. Their extrapolation consists in two parts, the first one being that the ratio between the number densities of subhaloes $n_{\text{sub}}(v_{\text{max}})$ and field haloes $n_{\text{field}}(v_{\text{max}})$ at a given value of $v_{\text{max}}$ is approximately the same in the resolved regime as in the regime of much smaller unresolved haloes

$$\frac{n_{\text{sub}}(v_{\text{max},1})}{n_{\text{field}}(v_{\text{max},1})} = \frac{n_{\text{sub}}(v_{\text{max},2})}{n_{\text{field}}(v_{\text{max},2})}$$

where Grand & White (2021) use the description of $n_{\text{field}}$ from Angulo et al. (2012). The second part of the extrapolation assumes that the $v_{\text{max}} - r_{\text{max}}$ relation for subhaloes can be approximated by taking the $v_{\text{max}} - r_{\text{max}}$ relation for field haloes from Wang et al. (2020) and additionally shifting it logarithmically to match the low mass resolved subhaloes of the Auriga simulations.

Both of these extrapolation assumptions subsume that field haloes and subhaloes relate in a similar way in the resolved regime as in the unresolved regime at much smaller masses. Grand & White (2021) argue that typical concentrations change only weakly by about a factor 1.5 from the resolved regime $M \sim 10^5 M_\odot$ ($c \sim 18$) to the much lower mass unresolved regime (peaking at $M \sim 1 M_\odot$, $c \sim 27$), and therefore argue that the effect of tidal stripping should be similar in the resolved and the unresolved regime.

With the adiabatic-tides model we can test this assumption. Instead of directly mimicking the effects of this concentration de-
pendence onto the \( n_{\text{sub}}(v_{\text{max}})/n_{\text{field}}(v_{\text{max}}) \) ratio and the \( v_{\text{max}} - r_{\text{max}} \) relation, we try to make a simpler estimate of the effect of the concentration dependence of tidal stripping onto subhalo luminosities. We estimate by how much the ratio between the luminosity of a typical stripped subhalo \( L \) and its initial luminosity at infall \( L_0 \) would change when the initial concentration (at infall) is increased by a factor 1.5. An increase in concentration will on the one hand increase the initial luminosity \( L_0 \) – which is accounted for in the calculations of Grand & White (2021) – but it will also additionally increase the ratio \( L/L_0 \) by making the subhalo more resilient to tidal stripping. However, the assumptions of Grand & White (2021) should approximately imply \( L/L_0 \) constant, since neither the subhalo to halo ratio nor the constant shift in the \( v_{\text{max}} - r_{\text{max}} \) relation can account for the concentration dependence of the stripping process.

As we have argued in Section 2.6, a change in concentration can also be interpreted as a change in the effective tide \( \lambda/\lambda_s \) where approximately \( \lambda_s \propto v^3 \). Therefore a factor 1.5 in concentration reduces the effective tide \( \lambda/\lambda_s \) by about a factor 3.4. From Figure 4 in Grand & White (2021) we infer that typical subhaloes in the baryonic case have gone down by about a factor 1.5 - 2 in \( v_{\text{max}} \) (compared to field haloes). Subhaloes that are close to the solar radius have likely gone down by a larger factor. Therefore, it seems reasonable to assume that the relevant baryonic subhaloes from Grand & White (2021) are at least in the regime of intermediate mass loss \( \lambda/\lambda_s \sim 0.05 - 0.1 \) (compare Figure 11).

We find that a decrease in effective tide by a factor of 3.4 would cause an increase in \( L/L_0 \) by a factor of 5 at \( \lambda/\lambda_s = 10^{-1} \). For different starting values of the effective tide \( \lambda/\lambda_s \) of \( 0.5 \cdot 10^{-1} \) and \( 2 \cdot 10^{-1} \) we find increases in luminosity by factors of 2.3 and 7.9 respectively. Therefore, we argue that the extrapolation used by Grand & White (2021) underestimates the luminosities of typical subhaloes with mass \( M \sim M_\odot \) by a factor between 2 - 5 and may underestimate the luminosities of the most stripped subhaloes around the solar radius by up to a factor of 8. However, we note that the factor that we have estimated here holds only for the differential contribution of the highest concentration haloes at \( M \sim M_\odot \). Haloes with smaller or larger mass have lower concentrations if dark matter is a weakly interacting massive particle (see Wang et al. 2020). The correction to the integrated contribution of all sub-resolution subhaloes is likely lower. In principle it should be possible to improve the quantitative extrapolations of Grand & White (2021) by modelling sub-resolution haloes as shifted versions of resolved haloes where the shift can be estimated from the adiabatic-tides model. However, even if we assume that the total luminosity of the subhalo component in Grand & White (2021) would increase by about a factor of 4, the qualitative conclusions of Grand & White (2021) would still be correct – i.e. the smooth halo component would still be by far dominant over the annihilation luminosity of all subhaloes combined and the annihilation flux from the galactic centre should still exceed the brightest subhalo by several orders of magnitude.

5.2 Comparison with energy truncation models

Several authors have argued that tidal stripping can be understood as a successive peeling in energy space (e.g. Drakos et al. 2017, 2020; Stückers et al. 2021; Amorisco 2021). Based on this idea Amorisco (2021) (later A21) has proposed a model for tidal remnants that fits a very similar purpose as the adiabatic-tides model. We want to briefly compare the two models here in (1) their assumptions and (2) their predictions. Note that the A21 model is not the only energy-truncation model (see also Drakos et al. 2017, 2020), but it is the most advanced one and therefore we limit ourselves to a comparison with the A21 model.

A21 proposes a model where all particles of an NFW halo with energy beyond some truncation energy level are removed. Since such a truncated NFW is not in dynamical equilibrium A21, runs an N-body simulation of the truncated remnant to model the revirialization process of the remnant. A21 argues that such an energy-truncated + revirialized remnant poses a good model for a tidally stripped subhalo. This allows A21 to infer the tidal track as well as additional scaling relations, for example between the circular velocity at the initial truncation radius and the final value of \( v_{\text{max}} \).

We note a few differences between the A21 model and the adiabatic-tides model here: (1) A21 assumes a sharp energy truncation whereas the adiabatic-tides model assumes only a tidal field and finds sharp energy truncation as a predicted result (compare Section 3.1). (2) The A21 model requires running a simulation to model the revirialization process whereas energy-redistribution is a built-in feature of the adiabatic-tides model. (3) Due to the necessary discretization to particles the A21 model exhibits moderate discreteness effects (e.g. limiting the radially viable profile range) whereas such effects are practically negligible in our case5. (4) The A21 model follows the revirialization process in the absence of a tidal field whereas revirialization happens in the presence of a tidal field in the adiabatic-tides model. (5) The adiabatic-tides model makes clear predictions at a given value of the (pericentre-) tidal field. The A21 model requires additional assumptions to match the truncation energy parameter to the tidal field present in a realistic scenario. We think that each of these aspects show that the adiabatic-tides model is simpler and more predictive from a theoretical perspective and additionally easier to apply from a practical perspective.

When comparing the predictions of the A21 and the adiabatic-tides model, we find that most qualitative predictions of A21 are consistent with the ones we find from our model. These include the following: (1) NFW subhaloes cannot be completely disrupted. (2) They approach the initial density profile in the centre \( \rho/\rho_{\text{NFW}} \rightarrow 1 \) for \( r \rightarrow 0 \). (3) Asymptotic remnants follow the tidal track consistent with the one measured by Errani & Navarro (2021) for \( v_{\text{max}}/v_{\text{max},0} > 0.2 \). (4) The tidal track approaches a slope of \( v_{\text{max}}/v_{\text{max},0} \sim (r_{\text{max}}/r_{\text{max},0})^{0.5} \) in the limit of extreme disruption. One important side-node here is that while we agree with the prediction of A21 that NFW subhaloes cannot be disrupted, we think that A21 presents an incomplete proof. A21’s argumentation includes the assumption that tidal fields will always truncate the subhalo at a finite energy level that is larger than the central potential. In principle, it could have been that the tidal stripping process is a runaway process, i.e. that whenever a remnant is exposed to the same tidal field again it will lose more mass again, never reaching a stable result. It is easy to show that a single truncating iteration as in Figure 3 always leaves a finite remnant, but it is a non-trivial result that the whole iterative procedure converges to a finite remnant.

Since the adiabatic-tides model also allowed us to make several additional predictions which would not be possible with energy truncation models, we think that it can be considered as an improvement over energy-truncation approaches.

5 We show in extra material in the online repository that \( \Delta \rho/\rho < 1\% \) over more than 10 orders of magnitude in spatial scale.
6 CONCLUSIONS

In this article we have introduced the adiabatic-tides model which describes the remnant of a halo that was exposed to a slowly increasing isotropic tidal field. We argue that this is the simplest self-consistent model of tidal mass loss that accounts for the tidal stripping and the internal energy redistribution of the halo. This model effectively depends only on the value of a single parameter – the effective tidal field – and all other parameters, such as the halo’s concentration, mass and the value of the actual tidal field can be summarized into this effective parameter. We have published our implementation of the adiabatic-tides model here\(^6\).

We have verified with numerical simulations that our implementation correctly predicts the adiabatic limit and further, that the modeled scenario with isotropic tidal field also provides a good approximation to the effect of anisotropic tidal fields. Further, we have shown that the adiabatic-tides model provides meaningful predictions for realistic scenarios of subhaloes orbiting in the potential of another halo if the largest eigenvalue of the tidal field at pericentre is used as the input parameter. If centrifugal corrections are neglected, the model predicts a lower limit for the mass of a remnant that cannot be crossed even after arbitrary long times. If centrifugal corrections are neglected, the model gives reasonable predictions for the amount of mass that is left inside the subhalo after about 15 orbits. Since most subhaloes in cosmological scenarios will have gone through much fewer than 15 orbits up to the present epoch, the adiabatic-tides predictions (without centrifugal correction) can be understood in practice as lower bound estimates for the halo mass and annihilation luminosity in such scenarios.

Beyond detailed predictions for individual haloes, the adiabatic-tides model also provides a theoretical understanding for several previously found phenomenological relations about tidally stripped subhaloes. The model correctly predicts the existence of the tidal track and it precisely recovers the measured location of it (Peñarrubia et al. 2008; Green & van den Bosch 2019; Errani & Navarro 2021) while it also correctly transitions to the theoretically expected asymptotic behaviour. Further, it explains the orbital frequency relation that was measured by Errani & Navarro (2021) for the case of an isothermal sphere host potential. Additionally our understanding through the adiabatic-tides model allowed us to propose a more general tidal ratio relation that should also generalize to other host potentials. Beyond this, our model predicts that complete tidal disruption of subhaloes is not possible as long as the amplitude of the tidal field is finite at all times and the subhalo has initially a centrally divergent density profile. We expect that tidal disruption processes – both in dark matter only scenarios and scenarios including baryons – should always leave behind a small remnant of the subhalo. This point has recently been argued for by other authors (van den Bosch et al. 2018; Errani & Peñarrubia 2020; Amorisco 2021) and we think that the adiabatic-tides model provides a strong support for this. Finally, in the framework of the adiabatic-tides model it is quite simple to understand the effect of baryonic components like a galactic disk. Baryonic components drastically increase the value of the tidal field in the inner parts of a host halo (e.g. by a factor of ten) and therefore, have a strong impact on the expected mass loss. The enhancement in mass loss can easily be predicted by the adiabatic-tides model.

Additionally, we have used the adiabatic-tides model to make novel predictions which have not been empirically verified yet. The most important of these predictions is the structure-tide degeneracy: increasing the tidal field by a given factor has the same effect onto the disruption of an NFW halo as a decrease in characteristic density by the same factor. Since the characteristic density is mostly determined by the concentration of a halo, it should be possible to understand most of the concentration dependence of the tidal stripping process in terms of the structure-tide degeneracy. For example, we expect that most of the concentration dependence would disappear if mass loss is considered in units of the scale mass as a function of the effective pericentre tidal field and the initial concentration \(M/M_\odot (\lambda_p/\lambda_s, c)\).

Further, the adiabatic-tides model predicts that the density profiles of tidal remnants should always approach the initial NFW profile in the very centre (see also Amorisco 2021). Note that this is in contrast to the relations suggested by Green & van den Bosch (2019) which approach a reduced central density profile. Finally, we have predicted lower limits for the bound mass fractions of subhaloes that are orbiting in a Milky Way-like host with and without baryonic components as a function of their orbital pericentre and their concentration. The behaviour of subhaloes that reach pericentres within 0.1\(r_{200c}\) varies dramatically between the two cases. Further, we note that the concentration dependence can be very steep, e.g. changes in concentration by 50% may modify the bound mass fraction by up to a factor of 10 and the ratio between initial and final annihilation luminosity by factors between 2 and 8.

It would be interesting to explore the adiabatic-tides model further in future studies. It would be worthwhile to test the model more rigorously in numerical studies and it would be interesting to see to what degree it can also be applied to partially disrupted subhaloes, if the effective tide is allowed to be varied as a fitting parameter. Since the adiabatic-tides model is consistent with the tidal track and other studies have argued that even partially disrupted subhaloes follow the tidal track (Peñarrubia et al. 2010; Errani & Navarro 2021), we think that it is very likely that also partially disrupted subhaloes may be described approximately in this matter. If this is confirmed, one could use the adiabatic-tides model to infer improved extrapolation estimates of the annihilation luminosity of the smallest haloes that may be orbiting in the Milky Way.

Finally, we note that the adiabatic-tides model can easily be extended and used for different scenarios than the fiducial isotropic NFW scenario. For example, we have also implemented powerlaw profiles and presented all relevant summary statistics in a way that they can analytically be rescaled to arbitrary tidal fields. We found that the slope of a powerlaw can drastically change the degree of disruption and even more dramatically the expected annihilation luminosities. Annihilation luminosities may even diverge for a powerlaw with slope \(\alpha \leq -1.5\). Therefore, we expect that a major uncertainty for the robust prediction of annihilation luminosities of small mass (sub)haloes is the uncertainty about the central slopes of such (sub)haloes. The question for the central slope is not yet completely resolved – e.g. Angulo et al. (2017) have reported central slopes of \(\alpha \sim -1.5\) at the neutralino cut-off scale whereas Wang et al. (2020) have found shallower central slopes consistent with the NFW value of \(-1\).

Further, other initial profiles, like for example an Einasto profile, could easily be incorporated in the adiabatic-tides framework. The code might even be applied for very different scenarios like, for example, globular clusters. It would also be straightforward to investigate the effect of velocity anisotropy by modification of the initial phase space distribution. Finally, it would be interesting to consider more sophisticated adiabatic potential perturbations. For example, one could easily add the effect of a small baryonic component in the centre of the subhalo and see how much this reduces the tidal disruption of a subhalo. It could also be used to explore analytically under what conditions it is possible to generate galaxies lacking dark

\(^{6}\) https://github.com/jstuecker/adiabatic-tides
matter through the effect of tidal fields (see e.g. van Dokkum et al. 2018, 2019; Ogiya et al. 2022; Moreno et al. 2022).

We think that there is plenty of reason for further investigations and we hope that other researchers incorporate the adiabatic-tides model into their investigations to enhance the understanding of tidal disruption.
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It is easy to check that a circular orbit corresponds always to an extreme point of the effective potential:}
\[
\partial_r \phi_{\text{eff}}(r_c, L_c) = 0. 
\]  
(A2)
where \( r_c \) is the circular orbit radius that was used to infer \( L_c \) through (A1). However, some of these extreme points can be minima and some of them maxima of the effective potential. It turns out that all extrema for \( r_c < r_{\text{tid}} \) are minima and all extrema for \( r_c > r_{\text{tid}} \) are maxima, and that at \( r_c = r_{\text{tid}} \) we have a saddle-point of the effective potential. In Figure A1 we label the minima through an index ‘c+’ and the maxima through an index ‘c−’. The maxima are of special importance, since their associated circular energy
\[
E_c = \phi(r_c) + \frac{L_c^2}{2r_c^2} 
\]  
(A3)
is the highest possible energy that a bound orbit with angular momentum \( L = L_{c−} \) can have, as can be understood by another look at Figure 2. We visualize the circular energy profile \( E_c \) and the permitted energy space in the central panel of Figure A1. The lowest possible energy at any radius is given by the potential \( \phi(r) \) whereas the highest energy is given by \( E_c(r) \). Note, that the location of the highest possible angular momentum and the highest possible circular energy are the same:
\[
\partial_r E_c(r_{\text{tid}}) = 0 \quad \Leftrightarrow \quad \partial_r E_c(L_{\text{tid}}) = 0. 
\]  
(A4)
(A5)
We can infer the the permitted energy-angular momentum space for bound orbits. It lies between
\[
L_{\text{min}}(E) \leq L \leq L_{\text{max}}(E) 
\]  
(A6)
\[
L_{\text{min}}(E) = \begin{cases} 0 & \text{if } E < \phi_{\text{tid}} \\ L_{c−}(E) & \text{if } \phi_{\text{tid}} \leq E < E_{\text{max}} \end{cases} 
\]  
(A7)
This is shown in the right panel of Figure A1. Note that orbits with \( E > \phi_{\text{tid}} \) can exist, but they need to have a minimum value of the angular momentum. Therefore, we expect that there exists a small population of bound particles with \( E > \phi_{\text{tid}} \), but that there cannot be any bound particles with \( E > E_{\text{max}} \). This explains why energy distributions with a sharp cut at the energy-level \( \phi_{\text{tid}} \) and a small tail to higher energies were observed in Stücker et al. (2021).

The considerations in this section were used to define all of the integration boundaries for equation (16).

**APPENDIX B: NUMERICAL DETAILS OF THE ADIABATIC-TIDES IMPLEMENTATION**

There are a large number of numerical issues that had to be handled for the adiabatic-tides implementation. For each necessary step, we will briefly state the numerical method used, the target accuracy and how we verified it. More detailed evaluation scripts and plots can be found inside the adiabatic-tides repository.

**B1 Initial phase space distribution**

We construct the initial phase space distribution function of the NFW profile as a function of energy \( f(E) \) by evaluating it on a grid of energy values through equation (4) and later interpolating it in log-log space through third order interpolation. The limiting cases \( E \rightarrow -|\phi_{\text{tid}}| \) and \( E \rightarrow 0 \) of the integral in equation (4) are difficult to handle because of singularities at both ends and therefore we use the approximations described in Widrow (2000) for \( E < -0.999|\phi_{\text{tid}}| \) and
for \( E > -0.1 |\phi_0| \). We have benchmarked our implementation against the one in the \textsc{galpy} library (Bovy 2015) and found that they agree to better than \( 10^{-3} \) relative accuracy in the regime where equation (4) was integrated and to about \( 5 \cdot 10^{-3} \) relative accuracy in the regime where the approximation from Widrow (2000) is used.

B2 Action integration

To calculate the actions for a given orbit \((r, E, L)\), we have to find its peri- and apocentres and then integrate equation (13). To find the peri- and apocentres, we can check for sign changes in the function

\[
h_{E,L}(r) = E - \frac{L^2}{2r^2} - \phi(r).
\]  

We do this through a simple binary search. Sample points where the function is definitely negative are given by \( r \to 0 \) and by the effective potential maximum \( r_{c-}(L) \) (where \( r_{c-} \to \infty \) for a pure NFW). A location where it is definitely positive is given by the effective potential minimum \( r_{c+}(L) \). We describe how \( r_{c+}(L) \) and \( r_{c-}(L) \) are inferred in Appendix B5.

We then integrate equation (13) numerically through the Simpson rule and by concentrating integration points around the two discontinuities at \( r_p \) and \( r_a \). We have tested our action integration scheme against the \textsc{galpy} implementation for an NFW profile and we found that with only 50 integration steps, we can reach a relative accuracy better than \( 10^{-3} \). However, our implementation is highly vectorized so that we can evaluate e.g. the actions for \( 10^5 \) different orbits on a single processor in 0.38 seconds, whereas \textsc{galpy} needs for the same calculation 811 seconds so more than a factor \( 10^3 \) longer. Note that the relative accuracy of our implementation can easily be increased to \( 5 \cdot 10^{-7} \) when using 1000 integration steps, which still only take about 5.5 seconds for the same calculation. However, we stick to the 50 steps, since they are faster and good enough to achieve the accuracy that we require.

B3 The distribution function as a function of the actions

To parameterize the initial phase space distribution of the NFW profile as a function of the actions \( f_0(J_r, L) \), we set up a grid of energy and angular momentum vectors and calculate the action for each of them. The grid consists of 1000 non-uniformly spaced energy values times 100 angular momentum values, where the angular momentum values range each from 0 to the maximal permitted angular momentum for a given energy \( E \) (i.e. the angular momentum of a circular orbit with energy \( E \)). With the resulting points \((E, J_r, L)\) we then set up a mesh-less linear 2D interpolator (using the function \textsc{linearNDInterpolator} from the \textsc{scipy.interpolate} library) to interpolate from \((J_r, L)\) space to the corresponding energy \( E \).

By evaluating \( E(J_r, L) \) for randomly sampled orbits, we have tested that this interpolation has a worst-case accuracy better than \( 10^{-3} |\phi_0| \). The distribution function can then be evaluated through \( f_0(J_r, L) = f_0(E(J_r, L)) \). We have checked that the resulting distribution function \( f(J_r, L) \) has a relative accuracy better than \( 10^{-3} \) when evaluated for randomly sampled orbits.

This interpolation table has only to be set up once, since the initial NFW profile does not change in the iteration steps of Young’s method. However, all of the remaining steps have to be repeated for each iteration of Young’s method.

B4 Poisson solver

We start with a density profile \( \rho_i \) that is given on a grid of radii \( r_i \) which is spaced uniformly in logarithmic space. We typically found that sampling about 200 radii on the range \([10^{-10}, 10^5]\) \( r_{200c} \) provides sufficient accuracy in all steps of the procedure. For the first iteration we simply assume \( \rho_i = \rho_{\text{NFW}}(r_i) \). In later iterations we always use the result of the previous iteration for the densities.

We then solve for the cumulative mass by integrating

\[
M(r) = M_0 + \int_{r_0}^r 4\pi \rho(r') r'^2 \, dr'
\]  

Figure A1. The space of valid orbits for a tidally truncated NFW profile. The circular angular momentum profile (left panel) and the circular energy (central panel) are non monotonous which leads to the complicated shape of the space of valid orbits in energy-angular momentum space (right panel). Note that minimum/maximum means here whether the orbit corresponds to a minimum or maximum of the effective potential. In the first two panels the green contours only indicate the space of orbits that have their apocentre at the given radius.

\[
M(r) = M_0 + \int_{r_0}^r 4\pi \rho(r') r'^2 \, dr'
\]
and for the potential by integrating
\[ \phi(r) = \phi_0 + 4\pi \int_{r_0}^{r} \frac{GM(r)}{r^2} \, \text{d}r \] (B3)
both through the Simpson rule on the \( r_i \) grid. For \( M_0 \) and \( \phi_0 \) we choose the fiducial values of the NFW below the smallest sampled radius \( r_0 = 10^{-10}r_{200c} \). When we need to evaluate any of the functions later at other radii, we interpolate them through third order log-log-space interpolation.

**B5 Boundary detection**

To detect the tidal boundary of a given potential profile, we search for the radius \( r_{\text{tid}} \) where \( \phi(r) \) (which includes the contributions of the self-potential and the external tidal field) has a maximum through a binary search method. Further, we calculate for a grid of 500 radii that are spaced uniformly in logarithmic space between \( r_0 \) and \( r_{\text{tid}} \) the angular momenta and energies of circular orbits as in equations (A1) and (A3). We use these to set up interpolators \( r_+(L), r_-(L), E_{\max}(r) = E_c(r), L_{\max}(E) \) and \( L_{\max}(E) \) – again using third order interpolation in log-log-space – to parameterise the integration boundaries of the space of possible orbits.

**B6 Action interpolator**

In each iteration we need to parameterize the phase space distribution as a function of energy and angular momentum by adiabatically matching it through the the actions to the initial phase space distribution. This requires knowledge of the radial action for each energy and angular momentum pair in the final profile. For this we set up in each iteration a grid in energy-angular momentum space, where energies range from the lowest \( (\phi(r \rightarrow 0)) \) to highest \( (E_{\max}) \) permitted energy and the angular momenta range from the lowest to highest angular momentum as a function of energy \( (L_{\min}(E) \rightarrow L_{\max}(E)) \) – as shown in the right panel of Figure A1. We have found that 250 steps in energy direction times 100 steps in angular momentum direction are sufficient. For each of these points we evaluate the action numerically and we then set up a third order regular grid interpolator \( \text{RECTBIVARIATESPLINE} \text{ from SCIPY.INTERPOLATE} \). By testing at random sampling locations we have checked that the \( J_r(L,E) \) interpolation has close to \( 10^{-4} \) relative accuracy and that the distribution function \( f(E,L) \) is reconstructed to even better than \( 10^{-4} \) relative accuracy.

**B7 Density projection**

The final and most important step of each iteration is the calculation of the revised density estimate through equation (16). For each radius we evaluate the integrand from equation (16) at 200 energy times 100 angular momentum locations. Since all functions are parameterized through interpolators the evaluations are very quick and highly vectorized. The sampling points are spaced non-uniformly to each put additional emphasis on the lower and upper integration boundary. We then evaluate the 2D integral by summing up all contributions through the 2D Simpson rule.

We have benchmarked the whole pipeline by checking whether we can reconstruct the NFW profile when using \( \lambda = 0 \). Note that each of the numerical steps needs to be accurate for this to work. We found that we can reconstruct the initial NFW density profile better than \( 5 \cdot 10^{-3} \) relative accuracy on the range \( [10^{-10}r_{200c}, 10^3r_{200c}] \). The remaining inaccuracy originates mostly from the inaccuracy in the description of the initial NFW phase space distribution. We expect that the numerical error in tidally truncated profiles should also be of that order. While we cannot strictly prove that this level of accuracy also holds in that case, the tests against N-body simulations in Section 3.1 show that the implementation seems at least perfect within the accuracy that N-body simulations can test.

**APPENDIX C: SIMULATIONS AND CONVERGENCE TO THE ADIABATIC LIMIT**

In Section 3.1 we have presented the final results of N-body simulations that applied a tidal field adiabatically. However, there are some numerical details of these simulations that we have omitted in the main text. These are not important for the interpretation or the evaluation of our results, but they are important to enable other research to reproduce such simulations. We will describe them in more detail here.

**C1 Adaptive frame of reference**

To run simulations with adiabatically applied tidal fields, we have to add an analytic term as in equation (31) to the force calculation in the DASH code, but can otherwise use the same algorithms for evaluating the self-gravity, as already discussed in Ogiya et al. (2013) and Ogiya et al. (2019).

However, there is another complication, since the location \( x = 0 \) is an unstable equilibrium point of the tidal potential. If a particle was placed at \( x = 0 \) (with no self-gravity contributions), any small perturbation to its position would grow exponentially in time. Now, if we place a halo at that location, its centre of mass will follow a similar behaviour, i.e. the halo will start drifting away from \( x = 0 \) exponentially. It takes some time until the drift is significant, but after that time it doesn’t take very long until the centre of mass position takes very large values. Physically this drift does not matter at all, since the internal dynamics of the halo are completely unaffected by it. However, when the components of the position vector become large, the round-off errors of the internal dynamics may become very large, due to the way floating point numbers are represented.

Therefore, our simulations apply a shift in the coordinate frame in every time-step to ensure that the halo lies always at the origin. In each step we estimate the position and velocity of the halo as

\[ r_0 = \langle r_i \rangle \] \hspace{0.5cm} (C1)
\[ x_0 = \langle x_i \rangle \] \hspace{0.5cm} (C2)

where the average goes over the 1% most bound particles of the halo. Then we subtract \( x_0 \) and \( r_0 \) from every particle’s position and velocity. At first sight it might seem that we are modifying the potential when we introduce such a spatial shift:

\[ \phi(x - x_0) = \phi(x) + x_0 T x - \frac{1}{2} x_0 T x_0, \] \hspace{0.5cm} (C3)

which corresponds to a shift in acceleration

\[ a(x - x_0) = a(x) - T x_0. \] \hspace{0.5cm} (C4)

However, this modification of the potential corresponds simply to the boost to a uniformly accelerated frame of reference with acceleration \( T x_0 \). Such ‘boost’ operations were extensively discussed in Stücker

\(^7\) at least if any eigenvalue of the tidal tensor is positive, which is the case for any scenario of interest
et al. (2021), and they do not affect the internal dynamics of the system.

C2 Convergence to the adiabatic Limit

While we have only presented the final converged simulations of the adiabatic limit in the main text in Section 3.1, we have also run several convergence tests to make sure that the presented simulations are converged to the adiabatic limit $\tau \to \infty$ and do not exhibit any relaxation effects $N \to \infty$. Here, we present convergence tests for three of the six cases that were presented in Section 3.1, although we have of course checked convergence for all presented simulations.

In Figure C1 we present the transfer functions for the simulations with parameters listed in Table C1. Each of the panels shows the convergence to the adiabatic limit for a different choice of the tidal field. The top panel shows the isotropic case with $\lambda = 1$, the central panel the anisotropic case with $\lambda = 1$ and the bottom panel the isotropic case with $\lambda = 4$.

We can see in the top panel that the isotropic $\lambda = 1$ simulation converges rapidly to the adiabatic limit. It seems that beyond $\tau = 1.25r_{200c}$ the density profile does not change any more. The red line shows the simulation which was presented in the main text which uses for safety an even larger $\tau = 2.5r_{200c}$ and a four times larger number of particles. This shows that the adiabatic limit is indeed a well defined unique solution to the tidal stripping problem.

The situation is quite different for the anisotropic tidal field with $\lambda = 1$ which is shown in the central panel. At $\tau = 1.25r_{200c}$ this case is still far from converged. It reaches the adiabatic limit at around $\tau = 5 - 10r_{200c}$. The solid black line indicates the simulation which is presented in the main text which uses for safety $\tau = 20r_{200c}$ and an eight times larger particle number. The anisotropic case needs much longer to converge to the adiabatic limit, because the spatial region which particles can escape through is much smaller in this case than in the isotropic one (compare Figure 1). Note that the solid black line is also slightly offset from the (already converged) pink line, since we used a two times larger cut-off radius $f_{\text{cut}}$ for this simulation. We had run the corresponding convergence tests before we realized that

![Figure C1](https://example.com/image.png)

Table C1. Simulation parameters that were used for the convergence tests in Figure C1. The first column indicates whether an isotropic or an anisotropic tidal tensor was used, $\lambda$ indicates the strength of the tidal field, $N$ the particle number, $F_{\text{cut}}$ the initial truncation radius in units of $r_{200c}$. The horizontal lines separate simulations that were presented in different panels of Figure C1.

| Type | $\lambda/\lambda_{200c}$ | label | $N$ | $\tau/r_{200c}$ | $F_{\text{cut}}$ |
|------|----------------|-------|-----|----------------|----------------|
| iso  | 1              | $\tau = 0.3$ | $2^{17}$ | 0.3           | 4               |
| iso  | 1              | $\tau = 0.6$ | $2^{17}$ | 0.6           | 4               |
| iso  | 1              | $\tau = 1.25$ | $2^{17}$ | 1.25          | 4               |
| iso  | 1              | $\tau = 2.5, N \times 16$ | $2^{21}$ | 2.5           | 4               |
| aniso | 1             | $\tau = 0.3$ | $2^{17}$ | 0.3           | 1               |
| aniso | 1             | $\tau = 0.6$ | $2^{17}$ | 0.6           | 1               |
| aniso | 1             | $\tau = 1.25$ | $2^{17}$ | 1.25          | 1               |
| aniso | 1            | $\tau = 2.5$ | $2^{17}$ | 2.5           | 1               |
| aniso | 1             | $\tau = 5$ | $2^{17}$ | 5             | 1               |
| aniso | 1             | $\tau = 10$ | $2^{17}$ | 10            | 1               |
| aniso | 1            | $\tau = 10, N \times 4$ | $2^{19}$ | 10            | 1               |
| aniso | 1            | $\tau = 20, N \times 16, f_{\text{cut}} \times 2$ | $2^{21}$ | 20            | 2               |
| iso  | 4             | $\tau = 0.3$ | $2^{17}$ | 0.3           | 4               |
| iso  | 4             | $\tau = 0.6$ | $2^{17}$ | 0.6           | 4               |
| iso  | 4             | $\tau = 1.25$ | $2^{17}$ | 1.25          | 4               |
| iso  | 4            | $\tau = 2.5$ | $2^{17}$ | 2.5           | 4               |
| iso  | 4            | $\tau = 2.5, N \times 8$ | $2^{20}$ | 2.5           | 4               |
it is necessary to use \( f_{\text{cut}} \geq 2 \) to have results that are independent of the truncation radius.

The final example in the bottom panel of Figure C1 is an isotropic case with larger tidal field \( \lambda = 4 \). We see that this case converges even quicker to the adiabatic limit than the \( \lambda = 1 \) isotropic case and already reaches the limit around \( \tau = 0.6 t_{200c} \). This is so, because the orbital time-scale at its tidal radius is much smaller than in the \( \lambda = 1 \) case. Additionally, we note that the lower resolution cases for \( \tau = 1.25 t_{200c} \) and \( \tau = 2.5 t_{200c} \) seem to exhibit an additional suppression. However, we identified that this must be related to two body relaxation effects (which get more important for longer simulation times), since the simulation with eight times higher number of particles (purple line), which is also presented in the main text, agrees perfectly with our adiabatic model as well as the lower resolution \( \tau = 0.6 t_{200c} \) simulation.

**APPENDIX D: THE CENTRIFUGAL CONTRIBUTION TO THE EFFECTIVE TIDAL FIELD**

As explained in Section 3.2, the centrifugal effect can enhance the effective radial eigenvalue of the tidal tensor. For circular orbits this effect is given by equation (40), as can easily be understood from the Jacobi-potential. However, we want to derive a generalization for the tidal field of non-circular orbits at the pericentre here.

At pericentre the centripetal force (gravity) forces a given subhalo onto a curved trajectory. Its instantaneous curvature radius \( R \) can be calculated through

\[
a_r = \frac{v_p^2}{R} \tag{D1}
\]

\[
R = r_p \left( \frac{v_p}{v_{\text{circ}}} \right)^2 \tag{D2}
\]

where we have used that the circular velocity at pericentre is \( v_{\text{circ}} = \sqrt{\frac{GM}{r}} \) where \( a_r \) is the absolute value of the radial acceleration. Now, if we want to estimate the forces that different particles experience due to the rotation of the reference frame, we have to consider the radial dependence of the centrifugal force at fixed angular frequency \( \omega = v_p/R \):

\[
a_{\text{cent}} = \omega^2 R^* \tag{D3}
\]

where \( R^* \) is a particle’s distance to the instantaneous centre of rotation which is \( R^* = r + (R - r_p) \) along the radial line passing through the subhalo centre.

\[
T_{\text{cent,r}} = \frac{\partial a_{\text{cent}}}{\partial r} = \omega^2 \tag{D4}
\]

\[
= \frac{v_{\text{circ}}^2}{r_p} \left( \frac{v_{\text{circ}}}{v_p} \right)^2 \tag{D5}
\]

\[
= \omega_{\text{circ}}^2 \left( \frac{v_{\text{circ}}}{v_p} \right)^2 \tag{D6}
\]

We can see that a subhalo on a circular orbit experiences a centrifugal contribution to the effective pericentre tidal field of amplitude \( \omega_{\text{circ}}^2 \) whereas non-circular orbits have the centrifugal term down-weighted by a factor \( (v_{\text{circ}}/v_p)^2 \).

In Sections 3.2 and 3.3 it gets quite clear that this contribution is quite relevant for circular orbits. However, we want to briefly estimate how strong this effect is for non-circular cases.

---

**Figure D1.** The distribution of the ratio between pericentre velocity and circular velocity at pericentre for the particles of an isotropic NFW. Different lines show particles on different pericentre radii (in units of the virial radius \( r_{200c} \)). In the inner regions of an NFW halo typical orbits have velocity ratios of order 2 or larger.

**Figure D2.** The tidal field of an NFW and a disk in comparison to the amplitude of the centrifugal contribution at pericentre. The black solid line and the green contours show the median and the 68 % region of the centrifugal field for NFW orbits which have their pericentre at the given radius. For circular orbits one can find situations where the centrifugal term poses a dominant contribution. However, for typical eccentric orbits in realistic scenarios which include the NFW host potential and baryonic components the centrifugal correction is small.

**D1 Relevance of the centrifugal contribution for generic orbits**

For typical non-circular orbits the centrifugal contribution is much lower than for circular ones. To evaluate this quantitatively we have calculated the velocity ratio at pericentre \( v_p/v_{\text{circ}}(r_p) \) for a large number of orbits that were sampled from an isotropic NFW halo with concentration \( c = 6 \). While the distribution of actual subhalo orbits might not exactly follow the distribution of dark matter particles, we think that this should at least give a reasonable impression of what typical values for the velocity ratio should look like. A more sophisticated quantitative investigation could consider the actual distribution of infalling subhaloes (Jiang et al. 2015; Li et al. 2020).
Figure D1 we show histograms of this velocity ratio. Different lines show selections on different subpopulations of particles depending on their pericentre radius and the dashed lines indicate the median of each distribution. For example a subhalo that can be found at a radius smaller than 0.1r_{200c} might approximately follow the orange distribution of velocity ratios.

We see that the median ratio is around 1.7 when considering the whole halo, but it can even go up to values like 2.9 when only orbits with pericentres within 0.05r_{200c} are considered. Since the suppression in the centrifugal contribution to the effective tidal tensor scales as this value squared, we can expect it to be smaller by a factor 4–9 for typical subhaloes that might be found in the inner regions of dark matter haloes.

To estimate whether the centrifugal contribution might still be relevant when reduced by such large factors we show in Figure D2 the different contributions to the tidal field by different components of the host halo. The NFW and the Disk lines in this figure have been calculated in the same way as in Figure 13. The dashed line shows the centrifugal contribution for circular orbits. The solid black line shows the median and the green area the 68% region of the distribution of the pericentre centrifugal term for orbits that were sampled from an NFW and have their pericentre at the given radius.

We note that for the special case of circular orbits in pure NFWs the centrifugal term can be a significant contribution at all radii and can even become the dominant contribution at small radii r < 0.2r_{200c}. However, for typical non-circular orbits the typical centrifugal contribution is much smaller and subdominant at all radii. Its value only becomes quantitatively comparable to the pure NFW host potential at small radii. However, if we additionally consider the tidal field of the disk, the typical centrifugal contribution is well below the gravitational tidal field at all radii.

We conclude that including the centrifugal contribution can be relevant if one is interested in a theoretical understanding of the exact behaviour of circular orbits. However, typical orbits are not circular and for these the centrifugal effect at pericentre is much smaller. If additionally the effect of haryonic components is considered the centrifugal force will typically only contribute a 5–30% enhancement to the effective tidal field. This is why we focused in the main-text of this paper on the limiting case of a vanishing centrifugal contribution.

**APPENDIX E: POWERLAW PROFILES**

To understand how important the central slope of haloes is before they get exposed to tidal fields we define a set of powerlaw profiles and use the ADIABATIC-TIDES code to estimate their tidal remnant after being exposed adiabatically to a tidal field. We consider a density profile

\[ \rho(r) = \rho_0 \left(\frac{r}{r_0}\right)^{\alpha} \]  

(E1)

where \( \rho_0 \) is the characteristic density of a powerlaw profile, \( r_0 \) is its scale radius and \( \alpha \) is its slope. Note that \( \rho_0 \) is degenerate with \( r_0 \) so that the density profile has only two independent parameters. The enclosed mass and the potential of this profile are given by

\[ M(r) = \frac{4\pi\rho_0 r^3}{3 + \alpha} \left(\frac{r}{r_0}\right)^{3+\alpha} \]  

(E2)

\[ \phi(r) = \frac{4\pi G\rho_0 r^2}{(3 + \alpha)(2 + \alpha)} \left(\frac{r}{r_0}\right)^{2+\alpha} \equiv \phi_0 \left(\frac{r}{r_0}\right)^{2+\alpha} \]  

(E3)

Further, we use Eddington inversion to determine the phase space distribution function, which is given for \( \alpha > -2 \) by

\[ f(E) = f_0 E^\beta \]  

(E4)

\[ \beta = -\frac{6 + \alpha}{4 + 2\alpha} \]  

(E5)

\[ f_0 = \frac{\Gamma(-\beta)\rho_0}{\sqrt{8\pi^3}\Gamma(-\frac{3}{2})\epsilon_0^{\beta+\frac{1}{2}}} \]  

(E6)

where \( \Gamma \) is the Gamma-function. We note that the tidal truncation of a powerlaw profile with a given slope is an effective 0 parameter model where all other dependencies can be rescaled easily. We define the effective tidal field parameter

\[ \lambda_0 = \left[ \frac{\partial_r \phi(r_0)}{r_0} \right] \]  

(E7)

which is so that if the tidal field is \( \lambda = \lambda_0 \), the (initial) potential saddle-point will lie at \( r_0 \). For a set of powerlaw profiles with different slopes \( \alpha \) we calculate for \( \lambda = \lambda_0 \) the adiabatic remnant for which the iterative procedure described in Section 2.5 is converged. Then we calculate different summary statistics for each of these cases and list them in Table E1. These statistics include the final tidal radius (in units of the initial scale radius \( r_0 \)), the final radius where the circular velocity is minimal \( r_{\text{tid}} \), the maximal circular velocity at \( r_0 \) \( v_{\text{max}} \), the maximal mass contained within \( r_0 \) \( M_{\text{tid}} \), and the ratio of the initial to the final mass \( M_0/M_{\text{tid}} \), and therefore they can be compared fairly in this manner.

We note that the amount of mass that remains in the adiabatic limit varies dramatically with the slope \( \alpha \). For example, a powerlaw with slope \( \alpha > -1.5 \) may retain about one percent of the mass that is contained within the initial tidal radius, while a powerlaw with \( \alpha = -0.5 \) reduces its mass by 18 orders of magnitude! However, we clearly find stable remnants even in such absurdly disrupted cases. That the adiabatic iterations converge, but do not form a runaway process for such shallow slopes is a non-trivial result. We show in Figure E1 an example for \( \alpha = -0.5 \) to exemplify how an equilibrium is reached even after such an extreme disruption. We speculate that no centrally divergent density profile can disrupt completely through tidal fields. However, we want to stress here that this point is very academic considering that the spatial extent of the remnant is typically many orders of magnitude smaller than the initial object.

All these quantities can be rescaled by considering how the initial tidal radius rescales under changes of the tidal field. We find the following scaling relations:

\[ \frac{r_{\text{tid}}}{r_0} = \left(\frac{\lambda}{\lambda_0}\right)^{\frac{1}{\alpha}} \]  

(E8)

\[ \frac{r_{\text{max}}}{r_0} = \left(\frac{\lambda}{\lambda_0}\right)^{\frac{1}{\alpha}} \]  

(E9)

\[ \frac{v_{\text{max}}}{v_{\text{circ},0}} = \left(\frac{\lambda}{\lambda_0}\right)^{\frac{3+\alpha}{2}} \]  

(E10)

\[ \frac{M_{\text{tid}}}{M_0} = \left(\frac{\lambda}{\lambda_0}\right)^{\frac{3+\alpha}{\alpha}} \]  

(E11)

\[ \frac{M_0}{M_{\text{tid}}} = \left(\frac{\lambda}{\lambda_0}\right)^{\frac{3+\alpha}{\alpha}} \]  

(E12)

\[ \frac{L}{L_0} = \left(\frac{\lambda}{\lambda_0}\right)^{-\frac{3+\alpha}{\alpha}} \]  

(E13)
Table E1. Summary statistics for the adiabatic tidal remnants of powerlaw profiles. The first six columns indicate the slope of the profile \( \alpha \), final tidal radius, the final radius where the circular velocity is maximal \( r_{\text{max}} \), the maximal circular velocity \( v_{\text{max}} \), the final mass in units of the initial mass contained within \( r_0 \) and the final luminosity versus the initial luminosity from material inside \( r_0 \). The remaining columns indicate quantities measured inside the radius of maximum circular velocity \( r_{\text{max}} \), i.e. the fraction of mass contained within \( r_{\text{max}} \), the tidal radius in units of \( r_{\text{max}} \), the \( C_L \) factor as defined in equation (50) and the tidal ratio as in equation (53). All of these quantities can easily be rescaled to arbitrary combinations of tidal field, characteristic density and scale radius of the powerlaw profile. Luminosities are omitted for \( \alpha \leq -1.5 \), since they are divergent.

\[
\begin{array}{cccccccccc}
\alpha & r_{\text{tid}}/r_0 & r_{\text{max}}/r_0 & v_{\text{max}}/v_{\text{circ}}(r_0) & M^*/M_0 & L^*/L_0 & M(<r_{\text{max}})/M & r_{\text{tid}}/r_{\text{max}} & C_L & v_{\text{max}}^2/r_{\text{max}}^2/\lambda \\
-0.4 & 4.374e-09 & 1.721e-09 & 5.568e-09 & 8.371e-26 & 1.862e-24 & 63.7% & 2.54 & 0.815 & 10.5 \\
-0.5 & 1.467e-06 & 5.655e-07 & 1.874e-06 & 3.159e-18 & 7.478e-17 & 62.9% & 2.59 & 0.852 & 11.0 \\
-0.75 & 1.367e-03 & 4.694e-04 & 1.782e-03 & 2.557e-09 & 7.314e-08 & 58.3% & 2.91 & 0.914 & 14.4 \\
-1 & 2.475e-02 & 7.784e-03 & 3.257e-02 & 1.517e-05 & 5.196e-04 & 54.4% & 3.18 & 1.144 & 17.5 \\
-1.25 & 1.061e-01 & 2.918e-02 & 1.433e-01 & 1.194e-03 & 5.491e-02 & 50.2% & 3.64 & 1.850 & 24.1 \\
-1.5 & 2.448e-01 & 5.445e-02 & 3.430e-01 & 1.467e-02 & - & 43.7% & 4.50 & - & 39.7 \\
\end{array}
\]

Figure E1. The convergence of Young’s method for a powerlaw profile with slope \( \alpha = -0.5 \). For such a shallow slope gigantic amounts of mass are lost, but the iterative procedure still converges to a finite, stable remnant.

\[
\frac{v_{\text{max}}^2}{r_{\text{max}}^2} = \left( \frac{v_{\text{max}}}{v_{\text{circ},0}} \right)^2 \left( \frac{r_{\text{max}}}{r_0} \right)^2 \left( \frac{\lambda}{\lambda_0} \right) \tag{E14}
\]

where the quantities marked by a star correspond to the values in Table E1 and the ones without star to the values when rescaled to different amplitudes of the tidal field. Note that there are several trivial, but important consequences for the strong mass-loss regime of an NFW halo with central slope \( \alpha = -1 \). The \( v_{\text{max}}(r_{\text{max}}) \) relation needs to have an asymptotic slope of \(-0.5\) in the limit of very strong mass-loss. In the limit of strong mass-loss, doubling the tidal field (or halving the characteristic density) halves the tidal radius, quarters the bound mass and halves \( v_{\text{max}}^2 \). Further we note that powerlaw profiles with different slopes respond quite differently to tidal fields. For example a powerlaw profile with \( \alpha = -1.5 \) would only half its mass when doubling the tidal field, but a profile with \( \alpha = -0.5 \) would reduce its mass to 1/32 when doubling the value of the tidal field!

APPENDIX F: A WORST-CASE ESTIMATE OF TIDAL SHOCKS

One of the main criticisms that could be brought forward to the adiabatic limit calculations in this article is that a time-varying tidal field may redistribute energy and therefore additionally unbind particles. This effect is completely neglected in the adiabatic limit approximation. In this appendix, we try to evaluate how important this effect is.

Here, we only attempt to estimate the effect tidal shocks would have onto an \textit{adiabatic-tides} remnant, but we do not attempt to estimate its relevance for reaching such a long term limit. We note that energy redistribution will still be relevant for understanding the progression of mass loss even if it has little impact on the final ‘equilibrium structure’ of a subhalo. The effects of tidal heating are often treated in the impulsive limit where particles are approximated to not move during a shock (e.g. Spitzer 1958; Gnedin et al. 1999). However, the impulsive limit is always a poor approximation for the particles contained inside \textit{adiabatic-tides} remnants, since all of these are inside the instantaneous pericentre tidal radius and therefore the tidal force is at most as large as the internal attractive force, so that shocks that have a significant impact on particles’ velocities would also be long enough that those particles would have moved a significant fraction of their orbit.

In general, the effects of tidal heating depend on the time-scale the tidal field is applied over in comparison to the internal time-scales of the particles in the halo. The dependency works in two different counter-acting ways: If a tidal field is applied over longer time-scales, then it has more time to accelerate particles and change their energy. However, the longer it takes to increase (or decrease) the tidal field, the more particles will experience the change of the tidal field adiabatically and therefore not redistribute their energy. These two counter-acting effects make it somewhat difficult to make precise quantitative estimates of how the energy-levels of particles change without specializing to specific scenarios and explicitly running full dynamical simulations.

We want to give a worst-case estimate of energy-redistribution, by constructing a reference case where no particles are adiabatically shielded and particles may be accelerated due to the tidal field for arbitrary long time-scales. Let us imagine that a subhalo would be...
exposed to a tidal field with the following time-dependence

\[
T(t) = \begin{cases} 
0 & \text{for } t < t_1 \\
\frac{t-t_1}{\tau_{\text{grow}}} & \text{for } t_1 < t < t_1 + \tau_{\text{grow}} \\
T_0 & \text{for } t_1 < t < t_2 + \tau_{\text{shock}} \\
\frac{t-t_2}{\tau_{\text{grow}}} & \text{for } t_2 < t < t_2 + \tau_{\text{shock}} \\
0 & \text{for } t > t_4
\end{cases}
\]  

\hspace{1cm} \text{(F1)}

where \(T_0\) is the peak tidal field, \(f(x)\) is an arbitrary function that smoothly goes from 0 at \(x = 0\) to 1 at \(x = 1\), \(t_2 = t_1 + \tau_{\text{grow}}\), \(t_3 = t_2 + \tau_{\text{shock}}\) and \(t_4 = t_3 + \tau_{\text{grow}}\). Here we have defined two timescales \(\tau_{\text{grow}}\) and \(\tau_{\text{shock}}\) which control independently the time that is needed to grow the tidal field and the time it is applied over. Now, the worst case scenario of a tidal shock is the one where \(\tau_{\text{grow}} \to 0\) and \(\tau_{\text{shock}}\) is large, because then no particle is adiabatically shielded. In this case we can simplify

\[
T(t) = \begin{cases} 
0 & \text{for } t < t_1 \\
T_0 & \text{for } t_1 < t < t_1 + \tau_{\text{shock}} \\
0 & \text{for } t > t_2
\end{cases}
\]  

\hspace{1cm} \text{(F2)}

where \(t_2 = t_1 + \tau_{\text{shock}}\). In this case a particle experiences the following change in energy

\[
\Delta E_{\text{tid}} = \phi_{\text{tid}}(x_1) - \phi_{\text{tid}}(x_2)
\]  

\hspace{1cm} \text{(F3)}

\[
\phi_{\text{tid}}(x) = \frac{1}{2} x T_0 x
\]  

\hspace{1cm} \text{(F4)}

where \(x_1\) is the particle location relative to the subhalo’s centre at \(t_1\) and \(x_2\) is its location at \(t_2\). In this picture, the particle is lifted to a new energy level at time \(t_1\), then orbits with conserved energy at that energy level in the joint potential – given by the sum of self-potential and \(\phi_{\text{tid}}\) – and then is ‘lowered’ back down to a different energy level at \(t_2\), since it has moved to a different location \(x_2\). If \(\tau_{\text{shock}}\) is very small then \(\Delta E_{\text{tid}}\) is also very small, since \(x_1 \approx x_2\). However, we are interested in the limit of an arbitrary long shock \(\tau_{\text{shock}} \to \infty\), so that we can set an upper limit to \(\Delta E\) which is independent of the details of the shock. For \(\tau_{\text{shock}} \to \infty\) there are two groups of particles that need to be distinguished. The first group consists of particles that can escape the self-gravity of the halo while the shock is ongoing \((t_1 < t < t_2)\). The trajectories of those particles may diverge during an arbitrary long shock \(x_2 \to \infty\) as \(\tau_{\text{shock}} \to \infty\) and therefore \(\Delta E\) diverges as \(\tau_{\text{shock}} \to \infty\). Therefore, for particles which are outside the tidal boundary (or such particles which have enough energy that they could move outside the boundary) the change in energy can become arbitrary large in this limit.

However, by construction, the halo remnants that have been calculated with the adiabatic-tides model have (almost) exclusively particles which are on bound orbits when the tidal field is applied. Therefore, for these particles \(\Delta E\) will not diverge for a worst-case scenario of a tidal shock \(\tau_{\text{grow}} \to 0\) and \(\tau_{\text{shock}} \to \infty\), as long as the peak tidal field \(T_0\) is limited. We can put an upper bound to the energy change that such bound particles may experience as

\[
\Delta E_{\text{tid}} < |\lambda_{\text{max}}| r_s^2 = \Delta E_{\text{tid, max}}
\]  

\hspace{1cm} \text{(F5)}

where \(\lambda_{\text{max}}\) is the eigenvalue of \(T_0\) which has the largest absolute value and \(r_s\) is the largest radius the particle can possibly reach (in the presence of a tidal field).

---

8 Here we have neglected the effect of changes in the self-potential of the halo between \(t_1\) and \(t_2\), which are a separate effect, but should be rather weak for the adiabatic-tides remnant.

---

**Figure F1.** Worst-case estimate of the energy that may be injected to particles of an adiabatic-tides remnant in a single tidal shock in comparison to their binding energy. The remnant of an adiabatically applied tidal field \(\lambda\) is also robust to instantaneous changes in the tidal field of the same amplitude.

In most cases it will be \(\lambda_{\text{max}} = \lambda_1\) i.e. the largest eigenvalue \(\lambda_1\) is also the eigenvalue with the largest absolute value. However, for the specific case of the NFW host (presented in the main-text), the second and third eigenvalue of the tidal tensor (which are negative) have a larger absolute value at small radii \(r \leq 0.1r_{200,c}\). This may explain the stronger deviations from the approximate structure-tide degeneracy for non-circular cases at small radii found in Section 3.4, since these two eigenvalues may not be completely neglected for the progression of mass loss. In the limit where the subhalo’s pericenter lies arbitrary far inside of the hosts scale radius \(r_p \to 0\) – as it was investigated e.g. by Delos (2019) – \(\Delta E_{\text{tid}}\) can become arbitrary large (since \(\lambda_{2,3} \to -\infty\)) whereas the adiabatic-tides prediction would be limited by a saturating central eigenvalue \((\lambda_1 \to \text{const.})\). Therefore, energy redistribution would become arbitrary important in the limit \(r \to 0\) and we cannot expect the adiabatic-tides prediction to be good at arbitrarily small radii. However, it is rather unrealistic to assume the NFW potential that far in the center of a Milky Way like galaxy where the actual potential is dominated by baryons. In the case with baryons the largest eigenvalue of the tidal field is usually also the eigenvalue with the largest absolute value. This is also the case e.g. for the isothermal sphere potential assumed by Errani & Navarro (2021). Therefore, for simplicity we assume here that \(\lambda_{\text{max}} = \lambda_1\), i.e. that the eigenvalue of the tidal field that limits the energy redistribution is the same as the eigenvalue that we have used for evaluating the adiabatic-tides model.

We remind the reader that (F5) is a worst-case estimate and that in realistic scenarios the energy change due to a tidal shock will be much lower. However, it is instructional to compare this worst-case estimate to the change in energy that is required to unbind these particles.

We set up an adiabatic-tides remnant with \(\lambda = \lambda_{\text{max}} = 0.1\lambda_s\). An estimate of the energy needed to remove the particle from the potential-well is given by the self-energy

\[
E_{\text{bind}} = \left| \phi_s(x) + \frac{1}{2} v^2 \right|
\]  

\hspace{1cm} \text{(F6)}

with the self-potential \(\phi_s\) normalized so that \(\phi_s \to 0\) for \(r \to \infty\). We then show the histogram of \(\epsilon = |\Delta E_{\text{tid, max}} / E_{\text{bind}}|\) in Figure F1. Here, we have sampled particles from adiabatic-tides remnant and calculated \(r_s\) in the presence of the tidal field. We see that in this
worst-case estimate the energy that is injected in a shock reaches the binding energy for a small fraction of particles. For typical particles we have $\epsilon \sim 0.1$ and we note that particles can be found at arbitrary small values of $\epsilon$. Note that one could estimate the number of orbits that are needed until a particle may become unbound due to tidal-shocks as $1/\epsilon$. However, since all estimates here are worst-case estimates, it is likely that most particles stay much longer.

Therefore, we conclude that most particles in the *adiabatic-tides* remnants are robustly protected from instantaneous changes in the tidal field for a few shocks even in the worst case scenario. In realistic scenarios the injected energy will be much lower and the remnant probably stable for tens of orbits. Further, we note that there are particles in the remnant with arbitrary small values of $\epsilon$ and therefore we expect that any finite tidal field cannot completely disrupt an NFW halo, even if shocks are applied in such ways that no part of the system is adiabatically shielded and the remnant has gone through any large finite number of orbits.
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