Control Strategy for MGT Generation System Optimized by Improved WOA to Enhance Demand Response Capability
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Abstract: The grid-connected micro gas turbine (MGT) generation system is playing an important role in power systems because of its demand response capability and application in combined heat and power (CHP) systems. When applied to promote demand response, the generation system is expected to respond to follow instructions quickly, but a rapid response harms the safety and is not conducive to the benefits of customers, which leads to a contradiction. In this paper, a closed-loop power control is introduced for the MGT to improve demand response capability. The rate of fuel valve opening is limited so as to protect the equipment from thermal fatigue threats. An optimization method is developed for identifying the control parameters, balancing the response time and unrealized energy in the regulation process. An improved whale optimization algorithm (IWOA) is proposed to implement the optimization. Results of the algorithm performance verify that WOA is competitive with other heuristic algorithms, and IWOA is more suitable for parameter optimization problems than WOA because of better efficiency and exploitation capability. Results of power response further indicate that the proposed control strategy can achieve expected aims and is suitable for the MGT generation system.
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1. Introduction

Micro gas turbine (MGT) generation systems have become very promising in the power system because of the performance of quick start, load following ability, voltage regulation, peak-load shaving and black-start [1]. An important application for the MGT generation system is to form the combined heat and power (CHP) system with the exhaust heat recovery system. The CHP system is an efficient form of energy utilization, saving a substantial amount of primary energy compared to traditional energy generation [2].

A number of scholars have studied the optimized operation of CHP systems. Reference [3] extensively studies the demand response capability of CHP and quantifies the potential energy cost savings. Reference [4,5] propose multi-objective models for optimal energy management of grid-connected CHP systems respectively, in which Reference [4] considers real-time prices through prediction models, while Reference [5] is more concerned with carbon emissions. The economic efficiency of CHP systems can be further improved because of the value of heat storage units for improving highly renewable generation-dominated power systems [6,7]. Moreover, in real-world operation conditions, the uncertainty of operational parameters [8] and advanced gas turbine cycles [9] may also have an influence on the optimized operation.
The CHP optimization operation is a multi-timescale problem, which depends on the coordination between the dispatch instructions at the system level and the control system at the equipment level. Reference [3–7] mainly focuses on the optimal operation of the steady state, but most of them ignore the transient process and the important characteristics of the equipment. It is also significant to study a smaller time-scale optimal problem, which mainly focuses on the control system and the regulation. On the other hand, compared to wind turbines and photovoltaic systems, MGT generation systems are more flexible in the sense that the output power can be much easily controlled [3]. Thus, following the demand response is a feasible operation mode for the MGT-based CHP system, which has been proven to be more economical than the traditional heat-led approach in Reference [3]. Therefore, this paper aims to enhance demand response capability by improving the performance of MGT generation system during the dynamic regulation period.

The modeling of the micro gas turbine (MGT) is essential in this study because it largely determines whether the dynamic response of the model matches that of the actual CHP system. Currently, methods for modelling MGT can be roughly divided into two major categories: Mechanism modeling and black box modeling, where the former is more commonly used in simulation research. A number of studies have investigated the optimization of different micro gas turbine technologies with various demand based on static models [10–12], which are not suitable for transient study. Dynamic models can be described in the form of multi-differential algebraic equations, such as the differential algebraic equations model established by Schobeiri [13] and the small gas turbine differential algebraic equations established by Perez [14]. Different models are used for different research purposes. To fully quantify the potential of cycle humidification, the model in Reference [15] focus more on the complex chemical kinetics in the combustion chamber. Reference [16] proposed a model described in the form of transfer functions, which is widely used in the simulation of MGT generation system. Systems in Reference [17–19] are all based on the gas turbine model in Reference [16], but the speed control system cannot follow the order with a zero steady error so that the economic efficiency is unsatisfactory when applied to follow the power demand response.

Since the control parameters have a decisive impact on the performance of the controller, it is another key issue for studying a suitable control parameter optimization method. Currently, meta-heuristic algorithms have gradually replaced the traditional methods based on amplitude-frequency characteristics and engineering debugging in terms of PI parameter optimization. The particle swarm optimization algorithm (PSO) [20,21] and its improved versions [22,23] are among the most popular approaches, due to simplicity and flexibility. There have been many novel swarm-based optimization algorithms developed in recent years [24–27], and the whale optimization algorithm (WOA) is one of them [27]. From Reference [27], compared with other four typical optimization algorithms, including PSO, Gravitational Search Algorithm (GSA), Differential Evolution Algorithm (DE) and Fast Evolutionary Programing (FEP), WOA is very competitive in both local search capability and global search capability. WOA has also been applied to solve engineering problems in power systems [28,29]. Thus, it is foreseeable that WOA has good application prospect in PI parameter optimization problems.

When applied to demand response, the MGT generation system is expected to respond to dispatch instructions quickly and effectively. From the economic aspect, however, the signals are largely decided by energy consumption and energy prices, which vary according to the change of settlement. On the one hand, the generation system needs to improve its dynamic performance to follow the dispatch instructions as soon as possible. On the other hand, during this period, it also needs to ensure its security and reduce its energy loss to a minimum level. In order to achieve the balance between response time and energy loss with the consideration of security, a better control strategy is desirable for the MGT generation system.

This paper focuses on the performance in the transient process of power regulation from the perspective of the MGT control system. Speed and power control is introduced to the MGT to realize a zero steady error. An optimization method is developed for identifying the control parameters,
combining economy, safety and rapidity. The optimization objective for the controller is to minimize the comprehensive electricity error considering both electricity quantity error and the integral of absolute error (IAE) of power. The constraints on the rate of fuel valve opening and the simulation model are included. An improved whale optimization algorithm (IWOA) with adaptive weights is proposed to resolve the optimization problem. The new model is built in MATLAB/Simulink and studied in different operational scenarios to testify its capability and effectiveness. Results show that the proposed control strategy is able to enhance the demand response capability of the MGT generation system.

The rest of this paper is structured as follows: Section 2 introduces the dynamic model of the MGT generation system. Section 3 builds the optimization model for control parameters of the MGT control. Details of the improved whale optimization algorithm are illustrated in Section 4. An extensive case study is investigated in Section 5, and Section 6 concludes the paper.

2. Dynamic Modelling of the MGT Generation System

The basic structure of the grid-connected MGT generation system used for the CHP application is shown in Figure 1. The process of energy conversion can be expressed as follows: First, the natural gas and the compressed air enter the combustion chamber. They are mixed and combusted to generate high-temperature gas carrying thermal energy. Then the high-temperature gas enters the turbine, and part of the thermal energy is converted to mechanical energy and generates electricity. The exhaust gas of the turbine further enters the exhaust heat recovery system (EHRS) and becomes the heat available to customers.

![Figure 1. Structure and energy flow of the grid-connected combined heat and power (CHP) system.](image)

The power generation unit is mainly composed of a permanent magnetic synchronous generator (PMSG) connected with the MGT turbine and a bidirectional back-to-back converter. The motor-side converter (AC/DC converter) and the grid-side converter (DC/AC converter) respectively control the electric power generated by the PMSG and the voltage and the frequency fed into the grid, which are the core components of the electric energy conversion process. This section mainly introduces two parts: The improved MGT model and the control model for the back-to-back converter, and the rest of the system is similar to Reference [30].

2.1. Improved MGT Model

The MGT model of this paper comes from Reference [16], and we have improved the control model to enhance power regulation capability and reduce the risk of rapid regulation on the health of MGT. This section mainly introduces the improved parts: The integrated speed and power control and the fuel control system. Other parts of the model can be found in Reference [16], and, thus, are not covered here.
2.1.1. Integrated Speed and Power Control

The traditional MGT mainly adjusts the load change through the pure speed control, which is inherently a type of droop control with a generally non-zero steady-state error. Thus, when applied to demand response, a zero-droop control strategy is expected to enhance economic efficiency.

The block diagram of the integrated speed and power control is shown in Figure 2. In Figure 2, \( \omega_{\text{ref}} \) and \( P_{\text{ref}} \) are speed reference value and the power instruction respectively; \( \omega \) and \( P_e \) are the measured speed and the output power respectively. \( W, X, Y \) and \( Z \) are parameters for the speed controller; \( k_p \) and \( k_i \) are parameters for the power controller. As shown in Figure 2, power control is added to the system, forming a double-loop control: The outer loop of the speed and the inner loop of the power. The former is modeled by a proportional lead-lag transfer function, while the latter is realized by a PI controller. With such power control, not only zero error of rotor speed and power can be realized, but also the quantity power error can be compensated to a considerable extent, which will be introduced in detail in the following section. In addition, it is noted that the PI parameters have a great impact on system response and performance. When the PI parameters are set as \( k_p = 1, k_i = 0 \), the integrated speed and power control are equivalent to pure speed control.

![Figure 2. Integrated speed and power control.](image)

2.1.2. Fuel Control System

In practice, it is essential to ensure the operation safety of the MGT, which is normally realized by restricting the temperature under an upper limit. The temperature is the most important safety indicator which is related to the speed and the fuel quantity. In this paper, besides the traditional temperature control, a rate limit of valve opening is added to the fuel control system. In this way, thermal fatigue damage caused by drastic changes in temperature can be alleviated.

The fuel control system, including the fuel rate change limit, is shown in Figure 3. In Figure 3, \( K_1 \) and \( C_1 \) are the gain of the fuel limiter and the constant for compensating the consumption of the compressor respectively; \( a, b, \) and \( c \) are parameters of the valve positioner; \( \tau_F \) is the time delay of the fuel regulator. The output of the least value gate passes through the limit function to constrain its magnitude within the maximum and minimum range. The maximum limit is enabled when the turbine is overheating, which is determined by the maximum acceptable temperature in the MGT. By contrast, the minimum limit is chosen to maintain that sufficient fuel flows into the gas turbine combustion system to ensure the flame maintained. It is a “hard” constraint and typically set at approximately 10% of a torque deficiency [16]. The fuel control system consists of a valve positioner and a fuel regulator. The input to the integrator represents the rate of valve opening, where a limit is imposed to constrain the rate of power change. The fuel flow of the fuel system is decided by the inertia of the fuel system regulator, and the equivalent transfer function is shown in Figure 3.

2.2. Control Model for Back-to-Back Converter

The vector control based on the coordinate transformation is considered for both converters, which is the most popular control strategy for various types of grid-connected distribution systems [30]. Trigger pulses are generated by space vector pulse width modulation (SVPWM). The basic structure is shown in Figure 4.
2.2.1. Control Model for Motor-Side Converter (AC/DC Converter)

The motor side converter mainly controls the motor speed and electromagnetic torque. In the power generation operation, the motor side converter also needs to maintain the speed and output power stable. $i_d = 0$ control is considered in this paper for two main reasons: First, $i_d = 0$ control is the least computational vector control scheme. Under this strategy, the magnetic potential generated by the stator armature current is orthogonal to the magnetic potential generated by the rotor permanent magnet. Since there is no coupling between the two types of flux linkages, the equation of the permanent magnet synchronous motor can be greatly simplified. Moreover, the efficiency of $i_d = 0$ control is also the best because all electricity is used to generate electromagnetic torque. Based on this strategy, the double closed-loop control is considered, where the outer loop is the speed loop, and the inner loop is the current loop. The control block diagram is shown in Figure 5a.

2.2.2. Control Model for Grid-Side Converter (DC/AC Converter)

The grid-side converter mainly controls the active and reactive power of the grid-connected point, and ensures the stability of the DC bus voltage. In this paper, the decoupling control strategy based on the DC bus voltage is considered for the grid-side converter. The decoupling control can effectively control the active and reactive power, and the converter voltage can be realized through the phase-locked loop so that the frequency and phase are strictly synchronized with the grid. Based on this strategy, another double closed-loop control is considered, in which the outer loop is the DC voltage loop, and the inner loop is the current loop. The control block diagram is shown in Figure 5b.
3. Optimization Model for Control Parameter Identification

Based on the model proposed in the previous section, another important issue is how to determine the parameters of the MGT control. This section briefly analyzes the response of the control system in the dynamic process of power regulation and then establishes an optimization model for control parameter identification, including the objective function and constraint conditions.

3.1. Objective Function

From the customers’ perspective, their benefits are measured by the quantity of electricity production. If the electricity from the MGT is less than the required amount, they must buy more energy from the upstream grid, which could cost much higher. If the electricity generated by the MGT is greater than the required amount, it is not economical either because the customer will be punished for breach of the contract. Thus, from the economic perspective, PI parameters have to be optimized to minimize the difference between required electricity and actual output from the MGT. This concept is illustrated in Figure 6.

The X-axis represents the operation time, and the Y-axis represents the electricity output of CHP. Supposing the power instruction change from \( P_{\text{ref1}} \) to \( P_{\text{ref2}} \) and the regulation process proceeds from \( t = 0 \) to \( t = T \). With some PI parameters, the power response curve could be Curve1 in which the electricity error between the reference and actual value is the area of ABFEA. With some PI parameters, however, the response curve could be Curve2, and the electricity error can be compensated by the overshoot from \( T_1 \) to \( T \). The objective is to minimize the difference between area ABGA and area GHFIG, which is equivalent to making (1) holding during the period \( T \).

\[
S_1 - S_2 = 0
\]  

(1)
compensated by the overshoot from $T_1$ to $T_2$. The objective is to minimize the difference between area $ABGA$ and area $GHFIG$, which is equivalent to making (1) holding during the period $T$.

$$SS_1 = SS_2$$

(1)

Figure 6. Power response of the CHP.

It can be expressed in the form of integral:

$$\int_0^T (P_{ref} - P_e) dt = 0$$

(2)

where $P_{ref}$ is the power reference, $P_e$ is the power measured from the turbine, and $T$ is the period from the generation system receiving the order to reaching the required output.

The electricity quantity error can be defined as Equation (3):

$$E_{error} = \left| \int_0^T (P_{ref} - P_e) dt \right|$$

(3)

Therefore, if we only consider the economy of electricity, then the objective function can be described in Equation (4).

$$\min \{E_{error} \}$$

(4)

It is noted that Equation (4) can guarantee that during the operation period $T$, the total power error is minimized. However, it cannot avoid potential power oscillations along with the reference power, which is harmful to the MGT. For instance, if the power response is an oscillating signal with a fixed amplitude, $E_{error}$ of the signal will be 0 according to Equation (4). However, such a result is unacceptable, due to stability reasons.

Different types of error functional integral evaluation index, including IE, ISE, IAE, ITAE, etc. have been widely applied to control systems, due to good practicability and selectivity [31]. In order to improve the stability and match the physical dimension of $E_{error}$, the integral of the absolute error (IAE) is added to the optimization model in this paper.

$$E_{IAE} = \int_0^T |P_{ref} - P_e| dt$$

(5)

The objective is then transformed into Equation (6).

$$\min \{\beta E_{error} + (1 - \beta) E_{IAE} \}$$

(6)
where $\beta$ is the weight between (4) and (5) to reflect the relationship between electricity output error and response time. If electricity output error is more important, $\beta$ should be between 0 and 0.5. By contrast, if the response time is to be considered more, it should be between 0.5 and 1.

By submitting (3), (5) into (6), the objective function in Equation (7) is finally obtained.

$$f(k_p, k_i) = \beta \left| \int_0^T [P_{ref} - P_e(k_p, k_i, t)] dt \right| + (1 - \beta) \left| \int_0^T [P_{ref} - P_e(k_p, k_i, t)] dt \right|$$ (7)

3.2. Constraint Conditions

In this paper, the power response of the system is obtained by the time domain simulation. The simulation system can be described as an equality constraint of the optimization model in the form of a state space model, which is shown in Equation (8).

$$\begin{cases}
    \dot{X}_{ss} = A_{ss}(k_p, k_i)X_{ss} \\
P_e = C_{ss}X_{ss}
\end{cases}$$ (8)

where $X_{ss}$ is a vector containing state variables in the state space model of the MGT generation system; $A_{ss}$ and $C_{ss}$ are the corresponding system matrix and output matrix of the state space model.

The rate of fuel regulation $r_f$ is limited to a safety range, and the PI parameters are also restricted to a feasible domain to keep the system stable, forming the inequality constraints of the optimization model described in Equations (9)–(11).

$$-r_{lim} \leq r_f \leq r_{lim}$$ (9)

where $r_{lim}$ is the rate limit of the diagram of Figure 3, which is set according to the safety requirement of the MGT.

$$k_{p,\text{min}} \leq k_p \leq k_{p,\text{max}}$$ (10)

$$k_{i,\text{min}} \leq k_i \leq k_{i,\text{max}}$$ (11)

where $k_{p,\text{min}}$ and $k_{i,\text{min}}$ are the lower limits of the PI parameters that can complete the power following process within the specified time, while $k_{p,\text{max}}$ and $k_{i,\text{max}}$ are the upper limits of the PI parameters that can ensure the stability of the system. Actually, $k_{p,\text{min}}$ and $k_{i,\text{min}}$ are related to each other because the feasible domain is determined by several simulations in which $k_p$ and $k_i$ vary in a step of 0.1. $k_{p,\text{max}}$ and $k_{i,\text{max}}$ are also such a relationship.

4. An Improved Whale Optimization Algorithm

From the perspective of optimization, the problem of control parameter optimization can be regarded as a nonlinear multimodal function with strong complexity. It is difficult to solve such kind of optimization problems with traditional algorithms based on the calculation of gradients [32]. Heuristic algorithms represented by the Particle Swarm Optimization (PSO) algorithm have been applied to such problems and achieved satisfactory results [22,23].

The Whale Optimization Algorithm (WOA) was proposed by Mirjalili S and Lewis A in 2016 [27]. It is assumed that whales are the most intelligent animals containing motion and WOA is a swarm-based optimization method motivated by the specific hunting behavior of humpback whales. According to Reference [27], WOA is more competitive than PSO in both exploration capability and exploitation capability.

Therefore, the WOA algorithm is used in this paper to solve the optimization problem, and its global search capability is further improved to escape from local extremums. This section mainly introduces the original WOA algorithm and the basic idea of the improved WOA.
4.1. The Original WOA

The basic idea of WOA is to perform optimization by simulating the unique predation and social behavior of whale. It describes the spiral bubble-net feeding maneuver through three mathematical models, simulating the process of encircling prey, bubble-net attack and searching for prey [27].

4.1.1. Encircling Prey

In this stage, one search agent is selected and defined as the optimal candidate solution in the current generation. Other search agents try to stay away from the optimal agent to implement a global search, which can be described as follows:

\[ D = |C \cdot X^*(t) - X(t)|, \]  
\[ X(t + 1) = X^*(t) - A \cdot D, \]

where \( t \) represents the current number of iterations; \( A \) and \( C \) are coefficient vectors; \( X(t) \) is in the current position vector in this generation; \( X^*(t) \) is the optimal position vector which needs to be updated in every generation.

The coefficient vectors \( A \) and \( C \) are calculated as follows:

\[ A = 2ar - a, \]  
\[ C = 2r, \]  
\[ a = 2 - \frac{t}{I_{t_{\text{max}}}}, \]

where \( r \) is a random vector with a value in \([0, 1]\); \( I_{t_{\text{max}}} \) is the upper limit of the iteration number. From Equation (14), it is noticed that \( A \in [-2, -1] \cup [1, 2] \), which realizes the goal of updating the search agent away from the best candidate position, thereby avoiding falling into local optimum.

4.1.2. Bubble-Net Attack

In this stage, two methods (shrinking encircling and spiral updating position) are discussed. The mechanism of shrinking encircling is similar to that of the global search stage, except that the range of \( A \) is set to \([-1, 1]\). The other method, spiral updating position, constructs a logarithmic spiral curve based on the current position and the optimal agent so that the search agent can gradually approach the optimal position. This is described in Equations (17)–(19).

\[ D' = |X^*(t) - X(t)|, \]
\[ X(t + 1) = X^*(t) + e^{bl} \cos(2\pi l)D', \]  
\[ X(t + 1) = \begin{cases} X^*(t) - A \cdot D, & p < 0.5 \\ X^*(t) + e^{bl} \cos(2\pi l)D', & p \geq 0.5 \end{cases}, \]

where \( b \) is a constant that defines the shape of the logarithmic spiral; \( l \) is a random number between \([-1, 1]\); \( p \) is a probability factor used to determine whether to select shrinking encircling or spiral updating positions.

4.1.3. Search for Prey

In addition to the bubble-net search strategy, the random search for prey is also a feasible solution. If \( A \) exceeds the range of \([-1, 1]\), the distance \( D \) is updated randomly. Search agents deviate from the original target to find the prey, which gives WOA certain global search capability. This is described in Equations (20) and (21).
\[ D' = |C \cdot X_{rand} - X(t)|, \quad (20) \]
\[ X(t+1) = X_{rand} - A \cdot D. \quad (21) \]

It is noted that \( X_{rand} \) in Equations (20) and (21) is the position of a random agent in the current population instead of a simple random position.

4.2. The Improved WOA with Adaptive Weights

Although WOA is very competitive, it is insufficient in balancing the exploration and exploitation [33,34], which is similar to other swarm-based algorithms. In WOA, the exploration search is implemented by Equation (21) and the exploitation search is implemented by Equation (19). Whether to choose Equation (21) or Equation (19) is determined by the coefficient vector \( A \). In fact, the total probability of performing Equation (19) is \( P(|A| < 1) = 0.5 + 0.5 \ln 2 \approx 0.847 \) under the precondition \( p < 0.5 \). Therefore, Equation (19) dominates Equation (21) and the unbalance may lead to premature convergence to local extremums in some conditions [33].

It is noted that for various agents with different fitness values, \( A \) is generated in the same way. If agents with lower fitness values focus on global search, while agents with higher fitness values pay more attention to local development, the performance of WOA may be improved. Adaptive inertia weights have been applied to PSO algorithms to balance the global exploration ability and the local optimization ability [23]. Based on this idea, the adaptive weight is added to the WOA in this paper, forming an improved WOA with adaptive weights (IWOA). Unlike PSO, weights are added to the optimal whale instead of the simulation step. Specific operations are as follows: In the iteration process, all search agents are divided into two halves according to their fitness values \( f_j \), which are determined by their distance away from the optimal agent. Agents with lower fitness values are assigned to Group 1, while those with higher values are assigned to Group 2. Denote the average fitness values of Group 1 and Group 2 as \( f_{avg1} \) and \( f_{avg2} \) respectively, where \( f_{avg1} < f_{avg2} \). On this basis, the inertia weights are classified to 3 cases as follows:

Case 1: If \( f_j \leq f_{avg1} \), then \( \omega \in (0.8, 1.2) \)

The current individual’s fitness is better than the average fitness of the better group, indicating that the individual is dominant in the population. In this case, it is beneficial to explore the local optimal value by making the optimal whale individual shake in a small range, so the value of \( \omega \) is set as a random number from 0.8 to 1.2.

Case 2: If \( f_j \geq f_{avg2} \), then \( \omega \in (0.3, 0.6) \cup (1.3, 1.6) \)

The current individual’s fitness is worse than the average fitness of the worse group, indicating that the position is not ideal. In order to broaden the overall optimization ability, \( \omega \) is set as a random number between 0.3 and 0.6 or a random number between 1.3 and 1.6, which is conducive to the individual to find the prey in other locations, enhancing the overall searchability.

Case 3: If \( f_{avg1} \leq f_j \leq f_{avg2} \), then \( \omega = 1 \)

In this case, the current individual is in the general position of the group, so that it can approach the optimal position according to the original algorithm with the value of \( \omega \) set as 1.

In this way, Equation (19) can be improved to Equation (22).

\[ X(t+1) = \begin{cases} 
\omega^* X'(t) - A \cdot D, & p < 0.5 \\
\omega^* X'(t) + e^{bl} \cos(2\pi l) D', & p \geq 0.5 
\end{cases} \quad (22) \]

The flowchart of the IWOA is shown in Figure 7.
In this way, Equation (19) can be improved to Equation (22).

**\( a = 0.5(1 - \cos(2\pi b)) \)\n
\( t \geq t_{\text{cmax}} \)?

- **Y**
  - End
- **N**
  - Determine adaptive weights \( \omega \)
  - Update \( a, A, C, I \) and \( p \)
  - \( p < 0.5? \)
    - **Y**
      - \( |A| < 1? \)
        - **Y**
          - Get positions by Equation (22)
        - **N**
          - Get positions by Equation (21)
    - **N**
      - Get positions by Equation (22)
  - Calculate the fitness and update \( X'(t) \)
  - \( t = t + 1 \)

**Figure 7.** Flow chart of improved whale optimization algorithm (IWOA).

5. **Case Study**

Two tests are carried out in this section. The algorithm performance test aims to compare the search capabilities of WOA and IWOA, and the power response test is to verify the feasibility of the improved MGT control.
5.1. Algorithm Performance Test

The computational performance of the improved WOA with adaptive weights is analyzed in this section in Matlab (Version 2012a). To control variates, all algorithms discussed in this section contain 30 populations with the number of iterations set as 500, and 50 experiments are performed for each algorithm to test the stability.

A total of 6 standard test functions, including unimodal functions, multimodal functions and fixed-dimensional multimodal functions are selected as the optimization problems of the test, which is described in Table 1. $f_1(x), f_2(x)$ and $f_3(x)$ are unimodal functions with only one global optimum. These functions allow evaluating the exploitation capability of the investigated algorithms. $f_4(x), f_5(x)$ and $f_6(x)$ are all multimodal functions used to evaluate the exploration capability of the algorithms in this test. The coefficients $c_i, a_{ij}$ and $p_{ij}$ of $f_6$ are set as Reference [27].

| Function | Type | Range | Optimum |
|----------|------|-------|---------|
| $f_1(x) = \sum_{i=1}^{n} x_i^2$ | Unimodal | $[-100, 100]$ | 0 |
| $f_2(x) = \max|\{x_i|, 1 \leq i \leq n\}$ | Unimodal | $[-100, 100]$ | 0 |
| $f_3(x) = \sum_{i=1}^{n} (|x_i + 0.5|)^2$ | Unimodal | $[-100, 100]$ | 0 |
| $f_4(x) = \sum_{i=1}^{n} -x_i \sin(\sqrt{|x_i|})$ | Multimodal | $[-500, 500]$ | -418.98 |
| $f_5(x) = -20e^{-0.2\sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2}} - e^{\frac{1}{n} \sum_{i=1}^{n} \cos(2\pi x_i)} + 20 + e$ | Multimodal | $[-32, 32]$ | 0 |
| $f_6(x) = -\sum_{i=1}^{n} c_i e^{-(\sum_{j=1}^{n} a_{ij}(x_i-p_{ij})^2)}$ | Fixed-Dimensional Multimodal | [0, 1] | -3.32 |

Test results of the original whale optimization algorithm (WOA) and the improved whale optimization algorithm (IWOA) are shown in Table 2. Average values (denoted as ‘avg’ in the table) and standard deviations (denoted as ‘std’ in the table) are calculated to reflect accuracy and stability, respectively. The convergence capabilities of the two algorithms are also tested by comparing the least number of iterations (denoted as ‘itr’ in the table) with a given error threshold (denoted as ‘err’ in the table).

| Functions | WOA | IWOA |
|-----------|-----|------|
| $f_1$ | 0 | 0 | $1 \times 10^{-50}$ | 294 | 0 | 0 | $1 \times 10^{-50}$ | 261 |
| $f_2$ | 4.191 | 2.743 | $1 \times 10^{-50}$ | N/A | 0 | 0 | $1 \times 10^{-50}$ | 318 |
| $f_3$ | 3.6 $\times 10^{-5}$ | 2.3 $\times 10^{-5}$ | 1 | $2.6 \times 10^{-5}$ | 1.5 $\times 10^{-5}$ | 1 | 69 |
| $f_4$ | $-11024$ | 1664.1 | 2000 | 368 | $-11927$ | 1101.9 | 2000 | 33 |
| $f_5$ | 4.4 $\times 10^{-15}$ | 2.4 $\times 10^{-15}$ | $1 \times 10^{-10}$ | 179 | $1.0 \times 10^{-15}$ | 7.0 $\times 10^{-16}$ | $1 \times 10^{-10}$ | 153 |
| $f_6$ | $-3.855$ | 0.0133 | 0.01 | 248 | $-3.859$ | 0.003 | 0.01 | 106 |

It is shown in Table 2 that adaptive weights improve the WOA in almost all aspects. Compared with the original WOA, in all of the six optimization problems, IWOA obtains more accurate average values and smaller standard deviations. It can be concluded that WOA enjoys better exploitation capability and better exploration capability with the help of adaptive weights. It is also noted that the average value of WOA with reference to $f_2$ is obviously different from the ideal result, but this problem does not make any difficulty for IWOA. This is easy to explain because adaptive weights allow individuals with lower fitness to broaden the range of optimization, making IWOA more capable of escaping from local optima. Moreover, it is also shown in Table 2 that in all of the six optimization
problems, IWOA obtains fewer iterations than WOA with the same error threshold, indicating that IWOA is a better algorithm in convergence. Considering that the parameter optimization problem contains a number of local optimums, the improvement here has great significance for the application of WOA to the problem.

5.2. Power Response Test

In this part, the feasibility of the proposed control method is tested through time-domain simulation in Matlab/Simulink. The generation system based on a 100 kW-MGT is considered. The simulation model is shown in Figure 8, and the MGT model in Figure 8 is shown in Figure 9, in which improved parts discussed in Section 2 are colored in red. Parameters of the IWOA are set the same as the algorithm performance test.

![Figure 8. Simulation model of the micro gas turbine (MGT).](image)

![Figure 9. Simulation model of the grid-connected CHP.](image)

Since this paper mainly focuses on the transient process of power regulation, power response curves for given instructions are analyzed. The scenario is set as follows: Initially, the CHP power is supposed to be 0.7 pu, i.e., 70% of capacity. Its output is required to increase to 0.9 pu within 10 s to follow the dispatch instruction. The upper limit of the rate of valve opening in the MGT model is set at 0.1 pu/s, that is $-0.1 \text{ pu/s} \leq r_T \leq 0.1 \text{ pu/s}$. 

In this section, we will present simulation results and analysis of the performance of the proposed control strategy.
5.2.1. Simulation Results with Optimized Parameters

To verify the control strategy of converters, simulation results with optimized parameters \((k_p = 3.0, k_i = 2.9)\) are analyzed. The results of speed, electric power of the motor, current of the d-axis and the DC voltage are shown in Figure 10.

The speed is measured from the motor, and it is the same as that of the MGT because they are coaxially connected. It can be observed from Figure 10a that the speed remains stable in the regulation process, indicating that the torque of the motor is well controlled. The curve of the electric power of the motor is shown in Figure 10b. It follows the power instruction and ranges from 0.7 pu to 0.9 pu, which is the expected result. The current of the d-axis \(i_d\) is also shown in Figure 10 because \(i_d = 0\) control is applied to the motorside converter. The result of \(i_d\) is great, indicating that the efficiency of the motor is high. The DC voltage refers to the voltage across capacitor on the DC side, which is a sign of power balance. The result of Figure 10d is also great as it is rather stable. It reflects that the power generated by the motor, and the power consumed by the load and the grid, are balanced.

Based on the above analysis, it can be concluded that the control strategies for the converter are effective in this paper.

![Simulation Results](image)

**Figure 10.** Simulation results with optimized parameters: (a) Speed; (b) electric power; (c) current of d-axis; (d) DC voltage.

5.2.2. Impact of the Speed and Power Control

The optimization results with pure speed control and with integrated speed and power control are shown in Table 3. As can be seen, when the speed and power control proposed in this paper is applied, the optimized parameters for the PI controller are \(k_p = 3.0, k_i = 2.9\), and the error of electricity quantity between reference and the measured value is 9.73 kJ. By comparison, electricity error escalates to 13.16 kJ when pure speed control is applied.
Table 3. Optimization results of different control types.

| Control Type          | $\beta$ | $k_p$ | $k_i$ | Comprehensive Error (kJ) |
|-----------------------|---------|-------|-------|--------------------------|
| Speed and power control | 0.5     | 3.0   | 2.9   | 9.73                     |
| Pure speed control    | 0.5     | NA    | NA    | 13.16                    |

The power response measured from the MGT in the two cases is shown in Figure 11. In either case, the rate of power regulation is limited by the rate of valve opening and closing. The pure speed control can follow the required output instructions, but the steady-state error is non-zero, and there is an energy deficit during the whole operation process, both of which are unfavorable to the economic efficiency of the MGT generation system. By contrast, the proposed speed and power control can achieve no-difference adjustment, and the unrealized electricity is compensated. The optimization results suggest that as long as the stability is promised, which is already satisfied in this paper by the constraint conditions of PI parameters, the introduced speed and power control is effective in reducing comprehensive electricity error.

5.2.3. Impact of the Rate Limit

The impact of the rate limit of the fuel valve on the performance of the control system is further investigated in this subsection. Our proposed speed and power control are utilized, and the error weight is set at 0.5. The obtained optimization results are shown in Table 4. When the system is operated without a rate limit, the optimized parameters of the PI controller are $k_p = 6.3$, $k_i = 11.1$, and the comprehensive electricity error is 5.4 kJ. When the rate limit is enabled, optimized parameters vary to 3.0 and 2.9, and the error increases to 9.73 kJ.

Table 4. Optimization results with and without the rate limit.

| Rate Limit   | $\beta$ | $k_p$ | $k_i$ | Comprehensive Error (kJ) |
|--------------|---------|-------|-------|--------------------------|
| Applied      | 0.5     | 3.0   | 2.9   | 9.73                     |
| Not applied  | 0.5     | 6.3   | 11.1  | 5.40                     |

Whether the rate of valve opening is limited or not, the comprehensive electricity error is small, illustrating that the decrease of economic performance, due to the rate limit is acceptable. The power response performance with and without the rate limit is shown in Figure 12. Without the rate limit, the power rate of change is significantly larger, which is detrimental to the health of MGT, as illustrated in Section 2. According to the result calculated by Matlab/Simulink, if the rate limit is not applied, the maximum changing rate of the temperature measured at the turbine will be much larger than that with a rate limit.
5.2.4. Impact of the Error Weight

This subsection also studies the performance of the proposed speed and power control with the rate limit. The results in response to different error weights \( \beta \) are shown in Table 5 and Figure 13.

With the decrease of \( \beta \), the error of electricity quantity decreases, and system regulation time increases. Especially when \( \beta = 0 \), power oscillation appears as is shown by the black line. It can be foreseen that if the feasible domain of PI parameters is not set in the optimization process, the result may be unstable, which is fatal to the system.

The results indicate that the optimization results are sensitive to the value of \( \beta \), and, thus, it is supposed to be properly selected by weighting the economic efficiency and the response time. When \( \beta \) is large, the electricity error of the system is small, but the response time becomes long. If quicker response time is required, smaller \( \beta \) value is desirable.

**Table 5. Optimization results under different error weights.**

| Rate Limit | \( \beta \) | \( k_p \) | \( k_i \) | Comprehensive Error (kJ) |
|------------|-------------|----------|----------|--------------------------|
| Applied    | 0           | 6.7      | 15.8     | 28.86                    |
| Applied    | 0.5         | 3.0      | 2.9      | 9.73                     |
| Applied    | 1           | 5.7      | 0.9      | 0                        |

**Figure 12.** Power response of different rate limits.

**Figure 13.** Power response of different error weights.
5.2.5. Comparison of WOA and IWOA

Finally, to verify whether the improvement of WOA is reflected in the parameter optimization problem in this paper, the original WOA is also applied to solve the problem. The same cases as Section 5.2.4 are considered, and the obtained results are shown in Table 6.

| Table 6. Optimization results of WOA and IWOA. |
|-----------------------------------------------|
| \( \beta = 0 \) | WOA | IWOA | \( \beta = 0.5 \) | WOA | IWOA | \( \beta = 1 \) | WOA | IWOA |
| \( k_p \) | 5.2 | 6.7 | \( k_p \) | 3.0 | 3.0 | \( k_p \) | 5.7 | 5.7 |
| \( k_i \) | 9.8 | 15.8 | \( k_i \) | 2.9 | 2.9 | \( k_i \) | 0.9 | 0.9 |

| Optimized Result | 33.02 | 28.86 | Optimized Result | 9.73 | 9.73 | Optimized Result | 0 | 0 |

From Table 6, for the case of \( \beta = 0.5 \) and the case of \( \beta = 1 \), results of WOA and IWOA obtain exactly the same result. However, the result of IWOA is better for the case of \( \beta = 0 \). It is speculated that this might be the result of WOA falling into a local extremum. Thus, the improvement of WOA is valuable as it enhances the capability of escaping from local extremums, which is consistent with the result of the algorithm performance test.

6. Conclusions

An improved control strategy for the MGT generation system is proposed in this paper to enhance the demand response capability. Speed and power control is introduced to the MGT to realize a zero steady error. An optimization method is developed for identifying the control parameters, combining economy, safety and rapidity, and the improved whale optimization algorithm (IWOA) with adaptive weights is proposed to resolve the optimization problem. Through simulation results and optimization results, the key findings are observed: (i) Compared with pure speed control, the proposed speed and power control is more economical because the steady error is smaller and the electricity error in the regulation period can be reduced with suitable control parameters; (ii) The optimization method for control parameters considering both \( P_{\text{error}} \) and \( P_{\text{IAE}} \) is effective in improving the performance of the MGT generation system in the regulation period, and the error weight \( \beta \) is to be chosen carefully to reach a balance; (iii) the proposed IWOA enjoys better exploitation capability and better exploration capability than the original WOA not only in benchmark function tests, but also in solving the parameter optimization problem.

Therefore, the proposed control strategy is suitable for the MGT generation system in enhancing the power demand response capability. We will study further in later research on its application to the CHP system with consideration of more specific models of the thermal system.
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**Nomenclature**

- \( P_{\text{ref}} \): Power reference value
- \( P_e \): Output power of the MGT
- \( T \): The period of power regulation
- \( E_{\text{error}} \): The electricity quantity error
- \( E_{\text{IAE}} \): The absolute error
- \( \beta \): The error weight
The gain of proportional element
The gain of integral element
The rate of fuel regulation
The fitness value of the jth agent
The mark of the state space model
The mark of reference values
The mark of d-axis parameter
The mark of q-axis parameter
The mark of α-axis parameter
The mark of β-axis parameter
The mark of motor-side parameter
The mark of grid-side parameter
Combined Heat and Power
Micro Gas Turbine
Permanent Magnetic Synchronous Generator
Voltage Source Inverter
Space Vector Pulse Width Modulation
Combustion Chamber
Exhaust Heat Recovery System
Least Value Gate
Motor-Side Converter
Grid-Side Converter
Integral of Absolute Error
Integral of Square Error
Integral of Time and Absolute Error
Integral of Time and Square Error
Particle swarm optimization
Whale optimization algorithm
Improved whale optimization algorithm
Differential evolution
Average value
Standard Deviation
Error threshold for algorithm performance test
Least time of iterations
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