DEMONSTRATING HIGH-PRECISION, MULTIBAND TRANSIT PHOTOMETRY WITH MUSCAT: A CASE FOR HAT-P-14B
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ABSTRACT

The Multicolor Simultaneous Camera for studying Atmospheres of Transiting exoplanets (MuSCAT) is an optical three-band ($g'_B$, $r'_I$- and $z_{s,2}$-band) imager that was recently developed for the 188 cm telescope at Okayama Astrophysical Observatory with the aim of validating and characterizing transiting planets. In a pilot observation with MuSCAT we observed a primary transit of HAT-P-14b, a high-surface gravity ($g_p=38$ m s$^{-2}$) hot Jupiter around a bright ($V=10$) F-type star. From a 2.9 hr observation we achieved the five-minute binned photometric precisions of 0.028%, 0.022%, and 0.024% in the $g'_B$, $r'_I$, and $z_{s,2}$ bands, respectively, which provided the highest-quality photometric data for this planet. Combining these results with those of previous observations, we search for variations of transit timing and duration over five years as well as variations of planet-star radius ratio ($R_p/R_\ast$) with wavelengths, but can find no considerable variation in any parameters. On the other hand, using the transit-subtracted light curves we simulate the achievable measurement error of $R_p/R_\ast$ with MuSCAT for various planetary sizes, assuming three types of host stars: HAT-P-14, the nearby K-dwarf HAT-P-11, and the nearby M-dwarf GJ1214. Comparing our results with the expected atmospheric scale heights, we find that MuSCAT is capable of probing the atmospheres of planets as small as a sub-Jupiter ($R_p \sim 6R_\oplus$) around HAT-P-14 in all bands, a Neptune ($\sim 4R_\oplus$) around HAT-P-11 in all bands, and a super-Earth ($\sim 2.5R_\oplus$) around GJ1214 in $r'_I$ and $z_{s,2}$ bands. These results promise that MuSCAT will produce fruitful scientific outcomes in the K2 and TESS era.
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1. INTRODUCTION

Ground-based multiband photometry is an important tool for validating and characterizing transiting planets. Both ground- and space-based transit surveys often suffer from false positive detections caused by the contamination of eclipsing binaries, which can be identified by wavelength-dependent variations of transit depths (Tingley 2004; O’Donovan et al. 2006; Colón & Ford 2011). The wavelength dependence of transit depth can also be used to characterize the atmospheres of confirmed transiting planets. Although the multiband photometry generally does not have the power to resolve specific atoms or molecules, it is still useful to observe broad spectral features and test for the presence or absence of cloud/haze particles (e.g., Croll et al. 2011; de Mooij et al. 2012, 2013; Fukui et al. 2013, 2014; Mancini et al. 2013, 2014; Narita et al. 2013a, 2013b; Nascimbeni et al. 2013, 2015).

Simultaneity of the multiband photometry is also important. The transit depth can vary with time when the host star is spotted, which can be a source of systematics in the atmospheric study (e.g., Pont et al. 2008). This problem can be reduced by simultaneous multiband observations. Furthermore, the multiple observations for a single transit will provide accurate measurements of the transit parameters related to the planetary orbit at the moment, allowing us to search for the transit timing variations (TTVs) and transit duration variations (TDVs) with a good precision. In particular, the ongoing and planned space-based transit surveys such as K2 (Howell et al. 2014) and TESS (Ricker et al. 2015) have limited survey periods for a particular survey field, making the ground-based, high-precision photometric followups essential to measure the planetary mass via TTVs (Barros et al. 2015; Narita et al. 2015b).

A multiband simultaneous imager is thus useful for the above sciences. Telescopes with a 1–2 m aperture size are optimal for such instruments in the sense that a high enough photometric precision for the above sciences can be achieved and a relatively large amount of telescope time can be available compared with larger telescopes. However, currently only a handful of such instruments exist worldwide (e.g., GROND, BUSCA, and SIRIUS, Snellen et al. 2009; Mislis et al. 2010; Narita et al. 2013a).

The Multicolor Simultaneous Camera for studying Atmospheres of Transiting exoplanets (MuSCAT) is a multiband imager that was recently developed for the 188 cm telescope at Okayama Astrophysical Observatory (OAO) in Japan with the aim of studying transiting exoplanets (Narita et al. 2015a). MuSCAT can simultaneously obtain three-band images through the SDSS $g'_B$, $r'_I$, and $z_{s,2}$-band filters, each using a 1024 × 1024 pixels CCD with the field of view (FOV)6 of $6'/1 \times 6'/1$. This is the first high-precision multiband imager for a 2 m class telescope in the East Asia region (at $\sim 133^\circ.5$ in
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6 The FOV is extensible to the maximum of $\sim 12' \times 12'$ with larger-format CCDs.
longitude), filling the in blank for the ground-based transit-followup networks (e.g., the KELT followup network, Siverd et al. 2012).

In this paper we report the results of a pilot observation of MuSCAT, which targeted a primary transit of HAT-P-14b (aka WASP-27b), a hot Jupiter orbiting a bright (V = 10.1) F-type star in a retrograde and slightly eccentric (e = 0.1) orbit with the period of 4.63 days (Torres et al. 2010; Simpson et al. 2011; Winn et al. 2011). So far only one photometric followup observation has been reported after the discoveries (Nascimbeni et al. 2011), leaving room for further photometric followups to search for such as TTVs, TDVs, and transit-depth variations. The main reason for selecting this system for a pilot observation is that a good comparison star with a similar brightness to the host star (V = 9.6) exists within the FOV (HIP 84832; separated from HAT-P-14 by 4′/4), offering a good opportunity to achieve a high photometric precision. Stars of similar brightness do not always exist in the same FOV as such a bright target star. Because one of the main targets of MuSCAT will be super-Earths and Neptunes around bright stars (V < 10) that are expected to be discovered by such as K2 and TESS, it is worthwhile to investigate how photometric precision can be achieved with MuSCAT for a V = 10 star. Although Narita et al. (2015a) already demonstrated a high-precision photometry for a V = 10 star with MuSCAT, it was from an only one-hour-long out-of-transit (OOT) observation. This is the first such demonstration from a full-transit observation.

The rest of this paper is organized as follows. Sections 2 and 3 describe the observation and analysis, respectively. Section 4 shows the results and discussions, including a simulation of the achievable measurement error of the planet-to-star radius ratio with MuSCAT for various sizes of planets around three types of host stars. Finally we summarize our work in Section 5.

2. OBSERVATION

We conducted a photometric observation for a primary transit of HAT-P-14b by using the OAO 1.88 m telescope equipped with MuSCAT on 2015 April 25 UT. The coordinate of the FOV center was selected such that HAT-P-14 and two comparison stars of HIP 84832 and TYC 3086-78-1 (V = 10.7) were imaged together. We started the observation ∼10 minutes before the transit and continued it for 2.9 hr covering the full 2.2 hr transit. The sky was perfectly clear with no moon visible during the observation. The g1- and r2-band images were taken with the exposure time of 10 s in high-speed (2 MHz) readout mode, while the g2, r, and z bands were taken with the exposure time of 30 s in low-speed (100 kHz) readout mode, resulting in the observing cadences of 14 s, 14 s, and 43 s for the g1, r2, and z bands, respectively. The exposure time and the total number of data points for each band are listed in Table 1. During the observation we activated the self autoguiding system (Narita et al. 2015a) using the r2-band channel to keep the stellar positions on the detectors within ∼1 pixel. The measured displacements of the stellar centroids during the observation are listed in Table 2 and shown in Figure 1.

3. ANALYSIS

3.1. Data Reduction

All of the observed images are corrected for dark and flat fields in a standard manner. The flat-fielding frame for each band is created from one hundred dome-flat images taken on the observing night. Then aperture photometry is performed for the target star (HAT-P-14) and two comparison stars by a customized tool with a constant aperture radius mode (Fukui et al. 2011). After several trials with different aperture radii, we select the optimal aperture radius such that the resultant relative light curve produced by dividing the target-star flux by the sum of the fluxes of the two comparison stars gives the minimum dispersion relative to the best-fitted transit model. The selected aperture radii are 26, 27, and 24 pixels for the g1, r2, and z bands, respectively. The time for each data point is assigned as the center of exposure in the Barycentric Julian Day (BJD) time system based on Barycentric Dynamical Time (TDB), which is converted from Coordinated Universal Time (UTC) recorded on the FITS header via the code of Eastman et al. (2010). The produced relative light curves are listed in Table 2 and shown in Figure 1.

3.2. Light Curve Fitting to the MuSCAT Light Curves

To compare the quality of the observed light curves with the results of previous work we fit the MuSCAT light curves with transit models. First we determine the OOT function for each light curve by fitting the entire light curve with transit+OOT models. A transit+OOT model is expressed as

$$ F = \left( k_0 + \sum_{i=1}^{k} k_i X_i \right) \times F_{\text{tr}}, $$

where F is the relative flux, Ftr is the transit light curve model, \{X\} are variables, and \{k\} are the coefficients. For Ftr we use the analytic formula given by Ohta et al. (2009), which is equivalent to that of Mandel & Agol (2002) when using the quadratic limb-darkening raw. The transit model includes the following nine parameters: the mid-transit time, \( T_c \); the orbital period, \( P \); the planet-to-star radius ratio, \( R_p/R_\star \); the semimajor axis in units of stellar radius, \( a/R_\star \); the minimum sky-projected planet-star distance in units of stellar radius (impact parameter), \( b \); the eccentricity, \( e \); the longitude of periastron, \( \omega \); and the quadratic limb-darkening coefficients, \( u_1 \) and \( u_2 \). For \{X\} we try different combinations among the following variables: the time, \( t \); the square of time, \( t^2 \); the airmass, \( z \); and stellar displacement on the CCD, \( \Delta x \) and \( \Delta y \). The optimal combination is determined such that the Bayesian information criteria, BIC \( (\equiv \chi^2 + k \ln N) \) (Schwarz 1978), for the best-fit model is minimum. The \( \chi^2 \) value is given by

$$ \chi^2 = \sum_{i} \left( \frac{f_{\text{obs},i} - f_{\text{model},i}}{\sigma_i} \right)^2, $$

where \( f_{\text{obs},i} \) and \( f_{\text{model},i} \) are the i-th measured and model fluxes, respectively, and \( \sigma_i \) is the i-th flux error. The fit is done by using the AMOEBA algorithm (Press et al. 1992), letting \( T_c, a/R_\star, b, R_p/R_\star, \) and \{k\} be free while fixing \( P, e, \) and \( \omega \) at 4.627682 d (Nascimbeni et al. 2011), 0.115, and 98.8 (Knutson et al. 2014), respectively. We also fix \( u_1 \) and \( u_2 \) at the theoretical values of \( u_1, u_2 = (0.440, 0.287), (0.289, 0.115) \).
for the $g'_2$, $r'_2$, and $z'_{s2}$ bands, respectively. These are the values for a star with the effective temperature of $T_{\text{eff}} = 6500$ K, the surface gravity of log $g = 4.0$, the metallicity of log [M/H] = 0, and the micro-turbulent velocity of $\xi = 1$ km s$^{-1}$, calculated for the standard SDSS $g'$-, $r'$-, and $z'$-band filters by Claret & Bloemen (2011).

Table 1
List of Light Curves Analyzed in This Work

| Obs. Date  | Telescope   | Filter    | Exposure (s) | $N_{\text{data}}$ | rms (%) | $\beta$ | References       |
|------------|-------------|-----------|--------------|-------------------|---------|---------|------------------|
| 2015 Apr 25| OAO 188 cm  | Sloan $g'_2$| 10           | 748               | 0.103   | 1.27    | This work        |
| 2015 Apr 25| OAO 188 cm  | Sloan $r'_2$| 10           | 754               | 0.091   | 1.00    | This work        |
| 2015 Apr 25| OAO 188 cm  | Sloan $z'_{s2}$ | 30       | 242               | 0.068   | 1.00    | This work        |
| 2009 Mar 25| FLWO 1.2 m  | Sloan $i'$ | 20           | 470               | 0.171   | 1.00    | Torres et al. (2010) |
| 2009 Apr 8 | FLWO 1.2 m  | Sloan $i'$ | 15           | 359               | 0.191   | 1.06    | Torres et al. (2010) |
| 2009 May 15| FLWO 1.2 m  | Sloan $i'$ | 15           | 304               | 0.129   | 1.17    | Torres et al. (2010) |
| 2010 Mar 12| Asiago 1.82 m | $R$        | 120$^a$      | 104               | 0.056   | 1.03    | Nascimbeni et al. (2011) |
| 2010 May 21| FTN         | Pan-STARRS | $Z$          | 20                | 343     | 0.111   | 1.09   | Simpson et al. (2011) |
| 2010 Jun 22| LT          | $V$       | 30$^b$       | 281               | 0.072   | 1.18    | Simpson et al. (2011) |

Notes.

$^a$ Original exposure time was 2 s. The 120 s binned data are publicly available.

$^b$ Original exposure time was 3.7 s. The 30 s binned data are provided by E. K. Simpson et al. (2016, private communication).

Table 2
Transit Light Curves of HAT-P-14b Obtained with MuSCAT

| Filter  | Time (BJD$_{TDB}$ − 2,450,000) | Flux  | OOT-corrected Flux | Error$^4$ | Air Mass | $\Delta x$ (Pixels) | $\Delta y$ (Pixels) |
|---------|--------------------------------|-------|--------------------|-----------|----------|---------------------|---------------------|
| $g'_2$ | 7138.161833                     | 1.00754 | 0.99946          | 0.00152   | 1.1367   | −1.11               | 0.06                |
| $g'_2$ | 7138.161972                     | 1.01017 | 1.00207          | 0.00152   | 1.1363   | −1.60               | 0.52                |
| $g'_2$ | 7138.162215                     | 1.00899 | 1.00092          | 0.00152   | 1.1356   | −1.62               | 0.27                |
| $g'_2$ | 7138.162366                     | 1.00849 | 1.00044          | 0.00151   | 1.1351   | −1.87               | 0.52                |
| $g'_2$ | 7138.162505                     | 1.00793 | 0.99989          | 0.00151   | 1.1347   | −2.04               | 0.83                |

Note.

$^a$ Error is rescaled by the red noise factor $\beta$.

(This table is available in its entirety in machine-readable form.)

Figure 1. (Top row) The relative light curves of HAT-P-14 observed on 2015 April 25 using the OAO 188 cm telescope/MuSCAT. The left, middle, and right panels are for $g'_2$, $r'_2$, and $z'_{s2}$ bands, respectively. The gray and black circles represent the unbinned data and five minute binned data, respectively. The solid lines are the best-fit OOT+transit models derived in Section 3.2. (Middle row) The relative centroid positions of stars on the CCDs in the $X$ direction. (Bottom row) The same as the middle row panels, but in the $Y$ direction.
As a result, we determine $\{X\} = \{t\}, \{t\},$ and $\{t, \Delta t\}$ for $s'_1$, $r'_2$, and $z_{s,2}$ bands, respectively. We note that the OOT model selection using BIC does not guarantee that the selected model is robust unless the BIC value is significant over the other unselected models and therefore the choice of the OOT model could affect the final transit parameters. Among the unselected OOT models, some indeed have similar BIC values to the OOT models, and therefore the choice of the OOT model should be small. We therefore neglect this possible bias in this paper. Note that more sophisticated methods that properly estimate uncertainties associated with the choice of the OOT model have been proposed (e.g. Gibson 2014).

Next, for each light curve we rescale the initial flux uncertainties such that the reduced $\chi^2$ of the transit+OOT model fit becomes unity. In addition we further rescale them by a factor of $\beta$ (Winn et al. 2008; Pont et al. 2006), taking time-correlated (red) noises into account where $\beta$ is the ratio of the actual standard deviation of a binned residual light curve to the one expected from the unbinned residual light curve assuming white noises. We take a mean value of $\beta$ for the binning size between 5 and 10 minutes. The applied $\beta$ values are summarized in Table 1. We note that this $\beta$-scaling method models the red noises in only an approximation way and that more sophisticated methods that directly treat time correlation of the noises, such as Gaussian processes (Gibson et al. 2012), have been proposed.

Finally, to properly derive the values and uncertainties of the parameters we perform the Markov Chain Monte Carlo (MCMC) analysis using a customized code (Narita et al. 2007, 2013a). The light curves are fitted with the transit+OOT models with the OOT functions selected above. We first analyze each of the $g'_1$, $r'_2$, and $z_{s,2}$-band light curves independently and then analyze all of the three light curves jointly. In an experimental fitting we found that $t_1$ and $t_2$ cannot meaningfully be constrained from the light curves alone because $u_1$ and $u_2$ are strongly correlated with each other, and the transit impact parameter $b$ is close to unity (0.91) so that the planet transits across the limb of the star where the intensity does not vary so much. Therefore, in this MCMC analysis we use the alternative parameterization of $w_1 \equiv u_1 \cos \phi - u_2 \sin \phi$ and $w_2 \equiv u_1 \sin \phi + u_2 \cos \phi$ with $\phi = 40^\circ$, which are much less correlated (Pál 2008; Claret & Bloemen 2011). Then we let both $w_1$ and $w_2$ be free in the MCMC process while imposing priors on them in different ways. For $w_2$ we use the following $\chi^2$ merit function assuming a Gaussian prior:

$$\chi^2 = \chi^2 + \sum_{i=1}^{N} \left(\frac{p_i - p_i^{\text{prior}}}{\sigma_{p_i^{\text{prior}}}}\right)^2,$$

where $\chi^2$ is given by Equation (2), $p_i$ is a parameter value (here, $w_2$), and $p_i^{\text{prior}}$ and $\sigma_{p_i^{\text{prior}}}$ are the prior value and its 1σ uncertainty, respectively. As the prior value, we adopt the theoretical value calculated from Claret et al. (2013). Regarding the uncertainty of the prior, we find that the theoretical value of $w_2$ does not vary beyond $\pm 0.01$ within the allowed stellar parameters (temperature, surface gravity, metallicity, and microturbulence velocity), regardless of whether the stellar model is based on ATLAS (Claret & Bloemen 2011) or PHOENIX (Claret et al. 2013) and the computation method is least square or flux conservation (see, Claret 2009). Nevertheless, taking into account the possible systematics in the theoretical models and the imperfect match of the filter transmission functions between the theoretical models and observations, we conservatively adopt 0.05 as $\sigma_{w_2^{\text{prior}}}$ for all bands. On the other hand, because $w_1$ has large variations (up to ~0.2) in the theoretical values within the allowed stellar parameters, the based stellar models, and the computation methods, we only set upper and lower limits on $w_1$ among these possible theoretical values. We summarize the prior values of $w_1$ and $w_2$ in Table 3. Regarding the other parameters, we allow $T_c, a/R_s, b, R_p/R_s, e \sin \omega, e \cos \omega,$ and $\{k\}$ to vary freely while imposing priors on $e \sin \omega$ and $e \cos \omega$ to the values of (Knutson et al. 2014) using the $\chi^2$ merit function of Equation (3). In the joint analysis, we treat $w_1, w_2,$ and $\{k\}$ as independent parameters for each band, while commonly treat the other parameters. In each MCMC run, the starting values of the parameters are set to the best-fit values determined by the AMOEBA algorithm. We perform 10 independent MCMC chains with $10^5$ steps each and then merge all the steps except for the first $2 \times 10^5$ steps as burn-in to construct a posterior probability distribution for each parameter. The widths of the Gaussian jump functions are adjusted such that the success ratio of the MCMC runs becomes ~20%~30%. We confirm the convergence of the MCMC runs by checking the consistency of the results from the 10 independent chains.

### 3.3. Homogeneous Light Curve Analysis Including Published Data

To search for possible variations of transit parameters we reanalyze both the MuSCAT data and published ones

| Telescope | Filter | $w_1^{\text{prior}}$ | $w_2^{\text{prior}}$ | $w_1^{\text{mcmc}}$ | $w_2^{\text{mcmc}}$ |
|-----------|--------|----------------------|----------------------|----------------------|----------------------|
| OAO 188 cm | $g'_1$ | [0.120, 0.302] | 0.505 ± 0.050 | 0.217 ± 0.059 | 0.525 ± 0.043 |
| OAO 188 cm | $r'_2$ | [−0.012, 0.207] | 0.424 ± 0.050 | 0.102 ± 0.077 | 0.433 ± 0.042 |
| OAO 188 cm | $z_{s,2}$ | [−0.042, 0.149] | 0.320 ± 0.050 | 0.052 ± 0.065 | 0.327 ± 0.045 |
| FLWO 1.2 m | $i'$ | [−0.061, 0.159] | 0.363 ± 0.050 | 0.040 ± 0.070 | 0.344 ± 0.049 |
| Asiago 1.82 m | $R$ | [−0.027, 0.204] | 0.409 ± 0.050 | 0.096 ± 0.082 | 0.426 ± 0.051 |
| FTN | $Z$ | [−0.042, 0.149] | 0.320 ± 0.050 | 0.058 ± 0.067 | 0.332 ± 0.049 |
| LT | $V$ | [0.009, 0.225] | 0.436 ± 0.050 | 0.114 ± 0.074 | 0.434 ± 0.049 |
meaning that MuSCAT provides the highest-quality transit data of this planet from only a single transit observation.

The light curves of MuSCAT corrected by the best-fit OOT models and the residual light curves from the best-fit transit models are shown in Figure 2. The root mean square (rms) values of the unbinned (five minutes binned) residual light curves are 0.10% (0.028%), 0.091% (0.022%), and 0.068% (0.024%) for the $g'_s$, $r'_s$, and $z'_s$ bands, respectively. In Figure 3 we show the rms values of binned residual light curves as a function of binning size. The black lines indicate the observed data while the orange dashed, light blue dashed–dotted, magenta dotted, green three-dotted–dashed, and gray solid lines represent expected values from scintillation noise, photon noise from the target star, photon noise from the comparison stars, sky background noise, and the total of them, respectively. The scintillation noise is calculated from the following approximation:

$$
\sigma_{\text{scin}} = 0.064D^{-2/3}(\sec Z)^{3/4} e^{-h/80} T^{-1/2},
$$

where $D$ (=188) is the diameter of the primary mirror of the telescope in cm, $Z$ is the zenith distance, $h$ (=372) is the height above sea level of the observatory in m, $h_0 = 8000$ m, and $T$ is the exposure time in seconds (Young 1967; Dravins et al. 1998). Given that Equation (4) is only a rough approximation, the observed photometric dispersions are largely consistent with the theoretical noise models. On the other hand, an excess above a slope extended from the binning size of <1 minutes is seen at the larger binning size in the $g'_s$ band, indicating that there exists red noise in the light curve as also indicated by the $\beta$ factor in Table 1. However, the level of this red noise is typical in ground-based photometric observations.

### 4. RESULTS AND DISCUSSIONS

#### 4.1. Quality of the MuSCAT Data

In Table 4 we list the measured values and their 1σ uncertainties of $a/R_s$, $b$, and $R_p/R_s$ derived from the individual fit to the three MuSCAT light curves and from the joint fit to all of them (Section 3.2). The four values in each parameter are largely consistent with each other. To compare them with the results of previous work we also list the values from Southworth (2012) who derived them by analyzing nine published light curves that were obtained with 1–2 m class telescopes, including five with the FLWO 1.2 m telescope (Torres et al. 2010), two with the 2.0 m FTN (Simpson et al. 2011), and one with the Asiago 1.82 m telescope (Nascimbeni et al. 2011). The values from the joint fit to all the MuSCAT light curves are consistent with those from Southworth (2012) within the uncertainties. In addition the uncertainties from MuSCAT are smaller than those from Southworth (2012),

| MuSCAT (g'$_s$) | $a/R_s$ | $b$ | $R_p/R_s$ |
|-----------------|---------|-----|----------|
| 7.66$^{+0.07}_{-0.05}$ | 0.935$^{+0.124}_{-0.025}$ | 0.0900$^{+0.0843}_{-0.0083}$ |
| MuSCAT (r'$_s$) | 8.30 ± 0.28 | 0.9082 ± 0.0080 | 0.0821 ± 0.0018 |
| MuSCAT (z'$_s$) | 8.56 ± 0.39 | 0.903 ± 0.009 | 0.0777 ± 0.0016 |
| MuSCAT (all) | 8.36 ± 0.23 | 0.9702 ± 0.0057 | 0.0805 ± 0.0011 |
| Southworth (2012) | 8.26 ± 0.25 | ... | 0.0831 ± 0.0022 |

#### 4.2. Searching for TTVs, TDVs, and $R_p/R_s$ Variations with Wavelength

From the results of the homogeneous analysis in Section 3.3 we first improve the transit ephemeris and search for TTVs. The measured $T_c$ of the seven transits are listed in Table 5. By fitting these data with a linear function we derive the improved transit ephemeris as

$$
T_c(BJD_{TDB}) = 7138.21545(29) + 4.6276594(10) \times E, \quad (5)
$$

where $E$ is the relative transit epoch and the number in parentheses on the right represents the last two digits of 1σ uncertainty. The residuals from this ephemeris, $\Delta T_c$, are appended to Table 5 and shown in Figure 4. The $\chi^2$ value of the linear fit is 15.5 for five degrees of freedom (DOF), meaning that the linear function nominally has a 2.6σ discrepancy with the observed data. However, discrepancies with similar levels often arise in ground-based $T_c$ observations, possibly due to unknown systematics rather than the true timing variations. Therefore, we do not consider it to be a noticeable TTV signal at this point. We note that the $T_c$ value of the transit observed by Nascimbeni et al. (2011) departs from our new ephemeris by 2.8σ, causing a systematic shift in their ephemeris (gray dashed line in Figure 4), which has propagated to be ~15 minutes at the time of our observation. The reason for the departure is unknown, but in any case the
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8 These light curves are not publicly available and we obtained them from the authors in private.
correction of the ephemeris in this work should be useful for future observations.

Next we search for TDVs to check for any evidence of additional bodies. The transit duration is generally expressed as the time interval between the first and fourth contacts of a transit, \( T_{14} \), which is a function of \( a_R \), \( b \), and \( R_p/R_s \). We here assume that \( a_R \) and \( R_p/R_s \) do not vary with time within the uncertainties and search for the time dependence of \( b \) instead of \( T_{14} \). The measured \( b \) values of the seven transits and their uncertainties are listed in Table 5 and shown in Figure 5. A constant fit to these values gives the mean of \( b = 0.9015 \pm 0.0024 \) with \( \chi^2 = 7.5 \) for dof = 6, meaning that no significant variation is observed.

Finally, we search for \( R_p/R_s \) variations with wavelength, which can in principle be observed due to the atmospheric opacity variations. The measured \( R_p/R_s \) values and their uncertainties in respective bands are listed in Table 6 and shown in Figure 6. A constant fit to these values gives the mean value of \( R_p/R_s = 0.08179 \pm 0.00064 \) with \( \chi^2 = 13.0 \) for dof = 6, meaning that \( R_p/R_s \) is constant over the observed wavelength range within 2\( \sigma \). The consistency with a flat line can be attributed to the fact that the expected atmospheric scale height of this planet is too low. The scale height is expressed as

\[
H = kT/\mu g_p,
\]

where \( k \) is the Boltzmann constant, \( T \) is the atmospheric temperature, \( \mu \) is the mean molecular weight, and \( g_p \) is the planetary surface gravity. HAT-P-14b has a relatively large surface gravity of \( g_p = 38 \text{ ms}^{-2} \), making \( H \) too low to cause observable variations in \( R_p/R_s \). The right vertical axis of Figure 6 shows a scale in the unit of the expected scale height, assuming an isothermal atmosphere with the equilibrium temperature of \( T = 1624 \text{ K} \) (Southworth 2012) and a solar abundance with \( \mu = 2.35 \text{ g} \). The 1\( \sigma \) uncertainties of the measured \( R_p/R_s \) is the level of \( \sim 10–20 \) times as large as one scale height.
In addition, to compare the observed data with a theoretical atmospheric model, we calculate a model spectrum of $R_p/R_*$ for this planet, assuming an isothermal atmosphere with $T = 1624$ K and a solar abundance. The calculation is done based on the method described in Fukui et al. (2014), but in this case line absorption of H$_2$S, OCS, O$_2$, TiO, and VO are taken into account in addition to those treated in Fukui et al. (2014) (H$_2$, H$_2$O, CH$_4$, CO, CO$_2$, NH$_3$, N$_2$, Na, and K). Further, the absorption cross sections for these species are calculated on a wavelength-by-wavelength basis with a step size given by dividing the wavelength range from 0.3 to 1.0 $\mu$m by $\sim 2.5 \times 10^5$ in log scale without taking the geometric mean for a
is the theoretical photon noise of the host star. \( \sigma_{\text{others}} \) is the total of the noise components other than the photon noise of HAT-P-14 in the residual light curve, \( \text{rms}_{\text{resi}} \) is the rms value of the residual light curve, and \( \sigma_{\text{ph,hatp14}} \) is the theoretical photon noise of HAT-P-14. Next we create mock transit light curves by embedding transit models in the mock OOT light curves. We assume a typical transiting planet with \( P = 3 \) days, \( b = 0.5 \), and \( e = 0 \), and range the planetary radius from \( \log R_p (R_\odot) = 0.2 \) to 1.2 with a step size of \( \log R_p \). For \( w_1 \) and \( w_2 \) we adopt the theoretical values from Claret & Bloemen (2011) for each star and each band. Then we fit the mock transit light curves with a transit model to estimate the 1\( \sigma \) uncertainty of the measured \( R_p / R_\star \) using the AMOEBA algorithm with the same parameterization as in Section 3.2. At this time we fit the \( g' \), \( r' \), and \( z' \)-band light curves simultaneously by treating \( R_p / R_\star \), \( w_1 \), \( w_2 \), \( k_0 \), and \( k_i \) as independent free parameters for each band and \( T_e \) as a common free parameter for all bands. We fix \( b \) and \( a/R_\star \) at the input values, assuming that these parameters are well determined beforehand somewhere. We also impose priors on \( w_1 \) and \( w_2 \) in the same way as in Sections 3.2 and 3.3.

In the left column of Figure 7 we plot the derived fractional 1\( \sigma \) uncertainty of \( R_p / R_\star \), as a function of planetary radius. The blue, green, and red circles represent the results for the \( g' \), \( r' \), and \( z' \)-band light curves, respectively. In the cases of HAT-P-14 and HAT-P-11, the fractional \( R_p / R_\star \) uncertainties in the three bands are all similar because the photometric errors are limited by the wavelength-independent scintillation noise. On the other hand, in the case of GJ1214, the fractional \( R_p / R_\star \) uncertainty in \( g' \)-band is worse than the other two because the photometric errors are limited by the photon noise of the red host star. We note that a small amount of changes of the input values of \( P \) and \( b \), for example, in the ranges of \( 2 < P \text{(days)} < 5 \) and \( 0.4 < b < 0.6 \) do not change the results so much and provide the same conclusion described later.

Next we estimate how sensitive these \( R_p / R_\star \) measurements are to atmospheric signatures by comparing the estimated 1\( \sigma \) measurement error of \( R_p / R_\star \), \( \sigma_{\text{ph,host}} \), with the expected variation of \( R_p / R_\star \) due to the atmospheric effect. When a planet has an atmosphere with no thick clouds, \( R_p / R_\star \) can vary with wavelength by up to several \( \times H / R_\star \). Therefore, if \( \sigma_{\text{Rho,Rho}} \) is comparable to or smaller than the expected value of \( H / R_\star \), it can roughly be considered that the measurement is sensitive to the atmosphere. To estimate \( H \), which is given by Equation (6), we assume a clear isothermal solar-abundance (\( \mu = 2.35 \)) atmosphere with the temperature equal to the equilibrium temperature, \( T_{\text{eq}} \) of a planet with \( P = 3 \) days and bond albedo of \( A = 0.4 \): \( T_{\text{eq}} \) for a planet around HAT-P-14, HAT-P-11, and GJ1214 is calculated to be 1652 K, 861 K, and 398 K, respectively. We note that \( T_{\text{eq}} \) can vary by up to \( \sim 15\% \) in the range of \( 2 < P \text{(days)} < 5 \) and \( 0 < A < 0.7 \); however, the impact of this change on \( H \) is trivial compared with that of the possible range of the surface gravity \( g_p \), which extends by a factor of several or even two orders of magnitude depending on the planetary size (see Figure 8).

Therefore, we do not consider other possibilities for \( P \) and \( A \). For the possible values of \( g_p \) we use the observed distribution from the known transiting planets.

\[
\sigma_{\text{mock}} = \beta \sqrt{\sigma_{\text{ph,host}}^2 + \sigma_{\text{others}}^2}
\]

(7)
The fractional measurement error of $R_p/R_s$ that can be achieved by MuSCAT as a function of planetary radius. The top, middle, and bottom panels are for the cases that the host star is assumed to be HAT-P-14, HAT-P-11, and GJ1214, respectively. The blue, green, and red circles represent the results of the simulation for the $g_2$, $r_2$, and $z_s$ bands, respectively. In all cases a transiting planet with $P = 3$ days, $b = 0.5$, and $e = 0$ are assumed. See Section 4.3 for more details. Note that the rise at the largest $R_p$ in GJ1214 is due to the planet having a grazing orbit.

The same as the left column, but the ratio of the expected $H/R_s$ to the achievable measurement error of $R_p/R_s$. The value $H$ is calculated assuming a clear isothermal solar-abundance atmosphere with $\mu = 2.35 \text{ g}$. The adopted atmospheric temperature, assuming the bond albedo of 0.4, is indicated in each panel. The squares and vertical bars represent the median values and min–max ranges, respectively, calculated using the $g_p$ distribution of the known transiting planets shown in Figure 8. When the head of a bar exceeds unity (indicated by the gray dashed line) the measurement can roughly be considered to have a sensitivity to the atmosphere of the same-size planet if it has a low enough surface gravity. The blue and red plots are slightly shifted in the horizontal direction for clarity.
shown in Figure 8, with the mass measured with the accuracy better than 30\%, and with $T_{\text{eq}}$ ranging from 300 to 2000 K. Then, using these values we calculate the ratio of $R/R_s$ to $\sigma_{R_{\odot}R_\star}$ as a function of planetary radius as shown in the right column of Figure 7. In this plot the squares and vertical bars represent the values and ranges that are calculated from the median values and min–max ranges, respectively, of the $g_0$ distribution within the range of $\log R_\star = 0.1$. If a part of the vertical var exceeds unity (indicated by gray dashed line), then it implies that the measurement has a sensitivity to the atmosphere of at least the lowest-surface gravity planets. In this sense we find that MuSCAT is sensitive to the atmospheres of planets as small as a sub-Jupiter ($R_\star > 6R_\oplus$) around HAT-P-14 in all bands, a Neptune ($\sim 4R_\oplus$) around HAT-P-11 in all bands, and a super-Earth ($\sim 2.5R_\oplus$) around GJ1214 in $r_1^s$ and $z_2$ bands. Because the limiting factor for the case of GJ1214 is the photon noise of the host star, even the atmospheres of planets smaller than $\sim 2.5R_\oplus$ could be probed if such planets will be discovered around much closer (brighter) mid-to-late M dwarfs.

This sensitivity of MuSCAT meets the demands in the K2 and TESS era. The K2 and TESS missions are expected to discover hundreds of transiting super-Earths and Neptunes around nearby M dwarfs in the coming years (Howell et al. 2014; Sullivan et al. 2015), which are potentially attractive targets for the atmospheric study. However, a certain fraction of these planets could be covered by thick clouds which will prevent us from detecting molecular features (like the case of GJ1214b, Kreidberg et al. 2014). MuSCAT can thus play an important role in the search for cloud-free planets from a number of the to-be-discovered nearby super-Earths and Neptunes. Although the $g_2$ band does not have a sensitivity to the atmosphere of a super-Earth even around a GJ1214-like star, it is still useful to validate planetary candidates. This is because in most cases the wavelength-dependent transit-depth variations due to a contamination of eclipsing binary will be much larger than those of the atmospheric origin. In particular, the $g_2$ band covers a completely different wavelength range from (covers the lower edge of) the spectral response of TESS (Kepler), making it valuable for the planet validation.

5. SUMMARY

We present the results of a pilot observation with MuSCAT, a multiband imager newly developed for the OAO 188 cm telescope aimed at studying transiting exoplanets. We observed a primary transit of HAT-P-14b, a hot Jupiter orbiting a $V = 10$ star, through the SDSS $g_1^s$, $r_2^s$, and $z_{1,2}$-band filters. From the 2.9 hr observation, we have achieved the five minute $g_1^s$, $r_2^s$, and $z_{1,2}$ bands, respectively, providing the best-quality transit data for this planet.

From a homogeneous analysis of the data including six published light curves, we search for TTVs, TDVs, and $R_p/R_s$ variations with wavelength, but can find no noticeable variation in any parameters. On the other hand, using the transit-subtracted light curves, we estimate the achievable measurement error of $R_p/R_s$ for various planetary sizes assuming three types of host stars, namely HAT-P-14, HAT-P-11, and GJ1214. Comparing our results with the expected atmospheric scale heights of planets with the lowest surface gravity, we find that MuSCAT is capable of probing the atmospheres of planets as small as a sub-Jupiter around HAT-P-14 in all bands, a Neptune around HAT-P-11 in all bands, and a super-Earth around GJ1214 in $r_2^s$ and $z_2$ bands. These results promise that MuSCAT will bear a lot of fruits in the K2 and TESS era.
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