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Abstract. This paper concerns a generalization of the Rees algebra of ideals due to
Eisenbud, Huneke and Ulrich that works for any finitely generated module over a noe-
therian ring. Their definition is in terms of maps to free modules. We give an intrinsic
definition using divided powers.

Introduction

Many definitions of Rees algebras of modules have been suggested, see e.g. [KK97] and
[SUV99], as well as generalized Rees algebras of ideals as in [Alu04]. In this paper we study
the definition of the Rees algebra of any finitely generated module over a noetherian ring
due to Eisenbud, Huneke and Ulrich from [EHU03]. Their definition is in terms of maps to
free modules and one of our main results is that we find an intrinsic definition in terms of
divided powers.

Theorem A. Let $A$ be a noetherian ring and let $M$ be a finitely generated $A$-module. The
Rees algebra $R(M)$ of $M$, as defined in [EHU03], is equal to the image of the canonical map
$$\text{Sym}(M) \to \Gamma(M^*)^\vee$$
of graded $A$-algebras. Here, $\text{Sym}(M)$ denotes the symmetric algebra of $M$ and
$$\Gamma(M^*)^\vee = \bigoplus_{n \geq 0} \text{Hom}_A\left(\Gamma^n\left(\text{Hom}_A(M, A)\right), A\right)$$
denotes the graded dual of the algebra of divided powers $\Gamma(M^*)$ of the dual of the module $M$.

Background. When resolving singularities in algebraic geometry, the concept of blow-ups of
schemes is of great importance. Given a scheme $X$ and a closed subscheme $Z$, the blow-up of
$X$ along $Z$ is a new scheme $\text{Bl}_Z(X)$ where $Z$ is replaced by the exceptional divisor. The blow-
up is computed by taking the projective spectrum of the Rees algebra $R(I) = \bigoplus_{n \geq 0} I^n$ of
the coherent sheaf of ideals $I$ that corresponds to the closed subscheme $Z$. This construction
of the Rees algebra only works for ideals, but, as mentioned earlier, several generalizations
have been considered. The first thing to note is that the Rees algebra of an ideal $I$ of a ring
$A$ can be defined as the image of the map given by applying the symmetric algebra functor
to the inclusion map $I \hookrightarrow A$, that is, as the image of the induced map $\text{Sym}(I) \to \text{Sym}(A)$.
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There are therefore many relations between the Rees algebra and the symmetric algebra. Since the symmetric algebra is defined for any $A$-module, this gives possibilities of natural generalizations.

As the symmetric algebra functor does not preserve injections, the Rees algebra of an ideal $I$ is in general not equal to $\text{Sym}(I)$. Thus, to generalize the Rees algebra, some more sophisticated constructions need to be used, other than just considering the symmetric algebra. For instance, in [KK97], the authors give a definition for the Rees algebra of a finitely generated torsion-free module over a two-dimensional regular local ring with infinite residue field by embedding the module into a certain free module and taking the image of the map given by applying the symmetric algebra functor on this embedding. The authors of [SUV99] generalize this to a definition of the Rees algebra of a finitely generated module $M$ over a noetherian ring $A$, such that $M$ is free of constant rank when localizing at the associated primes of $A$, as the symmetric algebra of $M$ modulo its $A$-torsion. This does however not work in general as it may differ from the usual definition of the Rees algebra of an ideal when $A$ is not an integral domain. There are more examples of these kinds of generalizations, see e.g. [KT00], [SUV01], [Liu98], [GK99], [Kat95], [Kod95], [Ree87] and [Vas94].

For completeness sake, even though we do not consider these here, we also mention that there are constructions that generalize the Rees algebra of an ideal in other directions, that is, not finding definitions that work for modules, but instead finds constructions over ideals with other properties than that of the Rees algebra. See for instance the quasi-symmetric algebra of an ideal defined in [Alu04].

Finally, in [EHU03], the authors give the generalization that we will study. It is a generalization of the Rees algebra which works for any finitely generated module over a noetherian ring, and it has the additional property of being functorial. To be more precise, they define the Rees algebra of a module $M$ as $\mathcal{R}(M) = \text{Sym}(M)/ \cap g L_g$, where $g$ runs over all maps from $M$ to any free module $E$, and $L_g = \ker(\text{Sym}(g))$. Their definition is a true generalization of the Rees algebra of ideals and it also generalizes many of the constructions mentioned above. We will here study this definition with the purpose of finding another, equivalent, definition which is not expressed as the quotient of an infinite intersection. This we do using the theory of divided powers.

Structure of the article. We begin in Section 1 by reviewing the results of [EHU03]. We study their definition of the Rees algebra of a finitely generated module over a noetherian ring and the notion of versal maps.

In Section 2 we study general functors between the category of finitely generated $A$-modules and the category of $A$-algebras. We show that any right-exact functor $\mathcal{F}$ gives a natural bialgebra structure on $\mathcal{F}(M)$, for any module $M$. Furthermore, we show that the graded dual of a graded bialgebra has a canonical algebra structure.

In Section 3 we apply the general results of the previous section to the symmetric algebra and the algebra of divided powers, and show how these results give connections between the two algebra functors.

Finally, in Section 4 we arrive at the result stated in Theorem A, that shows that the Rees algebra of a finitely generated module $M$ over a noetherian ring can be defined as the image of the canonical map $\text{Sym}(M) \to \Gamma(M^*)^\vee$. 
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1. Versal maps and the Rees algebra of a module

A ring will here always describe a commutative ring with a unit and an algebra over such a ring will always mean an associative commutative unital algebra. Throughout this paper, $A$ will denote a noetherian ring. We let $\text{Sym}(M)$ denote the symmetric algebra of a module $M$. In the paper [EHU03], the authors defined the Rees algebra of a finitely generated module over $A$ as follows.

Definition 1.1 (EHU03, Definition 0.1). Let $M$ be a finitely generated $A$-module. We define the Rees algebra of $M$ as

$$\mathcal{R}(M) = \text{Sym}(M)/\bigcap_g L_g$$

where the intersection is taken over all homomorphisms $g: M \to E$ where $E$ runs over all free modules and $L_g = \ker(\text{Sym}(g): \text{Sym}(M) \to \text{Sym}(E))$.

Example 1.2. If $M$ is free, then, as $g$ runs over all morphisms to free modules, the homomorphism $\text{id}: M \to M$ is a homomorphism from $M$ to a free module and

$$\text{Sym}(\text{id}): \text{Sym}(M) \to \text{Sym}(M)$$

will be the identity, which is injective, so taking the intersection over all $g$ gives that

$$\bigcap_g L_g = 0.$$  

Thus, if $M$ is free, then $\mathcal{R}(M) = \text{Sym}(M)$.

One advantage of this definition is that it is functorial, that is, it gives a functor $\mathcal{R}$ from the category of finitely generated $A$-modules to the category of $A$-algebras. Our goal will be to give another, equivalent, definition of this Rees algebra, which is more intrinsic to $M$ and not defined by mappings from $M$ to free modules. This we do in Section 4.

Remark 1.3. Since the symmetric algebra is graded, the Rees algebra is also graded. Furthermore, the symmetric algebra preserves surjections and it follows that the Rees algebra does as well.

To compute the Rees algebra of a module $M$, the authors of [EHU03] introduced the notion of a versal homomorphism.

Definition 1.4 (EHU03, Definition 1.2). Let $M$ be a finitely generated $A$-module and let $F$ be a finitely generated and free $A$-module. A homomorphism $\varphi: M \to F$ is versal if any homomorphism $M \to E$, where $E$ is free, factors via $\varphi$.

Lemma 1.5. If $\varphi: M \to F$ is versal, then

$$\mathcal{R}(M) = \mathcal{R}(\varphi)$$

where $\mathcal{R}(\varphi) = \text{im}(\text{Sym}(\varphi): \text{Sym}(M) \to \text{Sym}(F))$. 
Proof. If \( \varphi : M \to F \) is versal, then any \( g : M \to E \), where \( E \) is free, factors via \( \varphi \), that is, \( g = h \circ \varphi \) for some \( h : F \to E \). By the functoriality of the symmetric algebra we get that \( \text{Sym}(g) = \text{Sym}(h) \circ \text{Sym}(\varphi) \). Thus, \( L_\varphi = \ker(\text{Sym}(\varphi)) \subseteq \ker(\text{Sym}(g)) = L_g \) for all \( g \), so

\[
\cap_g L_g = L_\varphi = \ker(\text{Sym}(\varphi))
\]

and therefore,

\[
\mathcal{R}(M) = \text{Sym}(M)/\cap_g L_g = \text{Sym}(M)/\ker(\text{Sym}(\varphi)) = \text{im}(\text{Sym}(\varphi)) = \mathcal{R}(\varphi).
\]

Remark 1.6. Given an ideal \( I \subseteq A \), the inclusion \( I \hookrightarrow A \) is not always versal. For instance, the inclusion \( (x) \hookrightarrow \mathbb{C}[x] \) is not versal since the homomorphism \( (x) \to \mathbb{C}[x] \) defined by \( x \mapsto 1 \) does not factor through it. Indeed, there is no \( \mathbb{C}[x] \)-module homomorphism \( \mathbb{C}[x] \to \mathbb{C}[x] \) sending \( x \) to 1. Nevertheless, the Rees algebra \( \mathcal{R}(I) \) of an ideal \( I \) can still be calculated by this inclusion map as the following result shows.

**Theorem 1.7** ([EHU03], Theorem 1.4). Let \( A \) be a noetherian ring, let \( I \) be an ideal of \( A \) and let \( i : I \to A \) be the inclusion map. Then, \( \mathcal{R}(I) = \mathcal{R}(i) = \text{im}((\text{Sym}(i)) : \text{Sym}(I) \to \text{Sym}(A)) \) is the classical Rees algebra of \( I \).

Thus, Definition 1.1 is a true generalization of the usual Rees algebra for ideals. To compute the Rees algebra of a module, we use versal maps and Lemma 1.5. It is in fact easy to construct a versal map from any finitely generated module \( M \) over a noetherian ring. This follows from the following lemma and proposition.

**Lemma 1.8.** Any map \( M \to F \), where \( F \) is free and finitely generated, factors canonically as \( M \to M^{**} \to F^{**} \cong F \).

**Proof.** There are canonical maps from any module to its double dual, which gives the commutativity of the square:

\[
\begin{array}{ccc}
M^{**} & \longrightarrow & F^{**} \\
\downarrow & & \downarrow \\
M & \longrightarrow & F
\end{array}
\]

Since \( F \) is free and finitely generated it is canonically isomorphic to \( F^{**} \), so the commutative square reduces to the commutative diagram

\[
\begin{array}{ccc}
M^{**} & \longrightarrow & \text{im}(\varphi) \\
\downarrow & & \downarrow \\
M & \longrightarrow & F
\end{array}
\]

which gives the desired factorization. \( \square \)

Remark 1.9. The previous result, and several other results throughout this paper, remain true when replacing free modules with projective modules. However, we restrict ourselves to free modules for clarifying the connections with the results of [EHU03].

**Proposition 1.10** ([EHU03] Proposition 1.3). A homomorphism \( \varphi : M \to F \) is versal if and only if \( \varphi^* : F^* \to M^* \) is surjective.
Proof. Assume first that $M \to F$ is versal and consider any $g \in M^*$, that is, a homomorphism $g: M \to A$. Since $A$ is free and $M \to F$ is versal, it follows that there is some $h: F \to A$, that is, $h \in F^*$, lifting $g$. Hence $F^* \to M^*$ is surjective.

Conversely, assume that $\varphi^*: F^* \to M^*$ is surjective. Let $E$ be a free $A$-module and let $g: M \to E$ be any homomorphism. We want to construct a map $h: F \to E$ such that $g = h \circ \varphi$. Since $M$ is finitely generated we can assume that $E$ has finite rank, so $E^*$ is a free module of finite rank. In particular, $E^*$ is projective, which gives a map $h^*: E^* \to F^*$ such that the diagram

\[
\begin{array}{c}
E^* \\
\downarrow h^* \\
F^*
\end{array} \quad \begin{array}{c}
\downarrow \varphi^* \\
M^*
\end{array}
\]

commutes. Since $F$ and $E$ are free of finite rank it follows that $(F^*)^* = F$ and $(E^*)^* = E$, so dualizing again gives a map $h: F \to E$ such that $h \circ \varphi^* = g^*$. We have to show that $g = h \circ \varphi$, and this follows from Lemma [1.8]. Indeed, both $g$ and $h$ factors via the canonical map $M \toM^*$, which gives commutativity in the small triangles of the diagram

\[
\begin{array}{c}
M \\
\downarrow \varphi^* \\
F^*
\end{array} \quad \begin{array}{c}
E \\
\downarrow h \\
M^{**}
\end{array} \quad \begin{array}{c}
\downarrow g^{**} \\
M^*
\end{array}
\]

and this implies that the whole diagram commutes. \hfill \Box

Since dualization is a contravariant left-exact functor, a versal map $M \to F$ has an injective double dual $M^{**} \to F^{**}$. Therefore, given any finitely generated module $M$, there is a versal map $M \to F$ for some free and finitely generated module $F$. Indeed, since $A$ is noetherian and $M$ is finitely generated, it follows that $M^*$ is finitely generated, so we can find a surjection $F' \to M^*$ from some finitely generated and free module $F'$. Letting $F = (F')^*$ we get, by Proposition [1.10] that the composition $M \to M^{**} \to F$ is versal.

Remark 1.11. Here we really need our standing assumption that $A$ is noetherian, since the dual of a finitely generated module over a non-noetherian ring need not be finitely generated and a non-finitely generated free module is not necessarily isomorphic to its double dual. This necessary assumption is not emphasized in some of the results of [EHU03].

Furthermore, an immediate consequence of Lemma [1.8] and Proposition [1.10] is the following.

Lemma 1.12. If a homomorphism $\varphi: M \to F$ is versal then it has a canonical factorization $M \to M^{**} \to F$, where $M^{**} \to F$ is injective.

Remark 1.13. Note that a homomorphism $\varphi: M \to F$ that factors as $M \to M^{**} \to F$ is not necessarily versal. Indeed, we have already noted in Remark [1.9] that the inclusion
i: (x) ↦ C[x] is not versal, and since (x) is a free C[x]-module it is canonically isomorphic to its double dual. Thus, it follows that we have such a factorization,

\[
\begin{array}{ccc}
(x)^{**} & \cong & (x) \\
\downarrow & & \downarrow \\
C[x] & \rightarrow & C[x]
\end{array}
\]
even though i is not versal. In Stål14, we find a better characterization of versal maps in terms of coherent functors.

The result of Lemma 1.5 tells us that we can calculate the Rees algebra of a module M by using a versal map M ↦ F, for some finitely generated and free module F, and Lemma 1.12 says that such a map factors as M ↦ M^{**} ↦ F. Since the symmetric algebra does not preserve injections, this induces a commutative diagram

\[
\begin{array}{ccc}
\text{Sym}(M^{**}) & \rightarrow & \text{Sym}(F) \\
\downarrow & & \downarrow \\
\text{Sym}(M) & \rightarrow & \text{Sym}(F)
\end{array}
\]
where the map Sym(M^{**}) → Sym(F) is not necessarily injective. Thus, R(M) is not equal to the image of the map Sym(M) → Sym(M^{**}), so the factorization given by Lemma 1.12 is not immediately applicable for computing the Rees algebra of M. However, in Section 4 we find another factorization of Sym(M) → Sym(F), using divided powers, such that the second map is injective. This factorization will also be induced by the result of Lemma 1.12 but in a less straightforward way. Finding this factorization will require results that we give in the following sections.

Let us, for now, instead discuss another aspect of the Rees algebra of a module, which shows an important difference between it and the symmetric algebra. It is well known that the symmetric algebra functor has the property that it is left adjoint to the forgetful functor from the category of A-algebras to the category of A-modules. Therefore, the symmetric algebra preserves colimits. The Rees algebra, however, does not preserve all colimits and is therefore not a left adjoint. This is a result that the following lemma and example will show.

**Lemma 1.14.** If ϕ: M → F is versal then ϕ ⊕ ϕ: M ⊕ M → F ⊕ F is versal.

**Proof.** If M → F is versal, then F∗ → M∗ is surjective by Proposition 1.10. Since dualization commutes with direct sums we have that F∗ ⊕ F∗ → M∗ ⊕ M∗ is surjective. Thus, M ⊕ M → F ⊕ F is versal by Proposition 1.10. □

**Example 1.15.** We do not in general have that R(M ⊕ N) = R(M) ⋊ A R(N), even though it holds for the symmetric algebra functor. Consider A = C[x]/x² and M = A/x. Then the map ϕ: M → A defined by 1 ↦ x is versal. Thus, by Lemma 1.15

\[ R(M) = R(ϕ) = \text{im}(\text{Sym}(ϕ)). \]
We have that $\text{Sym}(M) = A[S]/xS$, where $S$ is an independent variable, that $\text{Sym}(A) = A[S]$, and that the map

$$\text{Sym}(\varphi): A[S]/xS \to A[S]$$

is defined by $S \mapsto xS$. Thus, the image of $\text{Sym}(\varphi)$ is $A[xS] = A[U]/(xU, U^2)$, so, by Lemma 1.3 $\mathcal{R}(M) = A[U]/(xU, U^2)$. By Lemma 1.13 we have that $\varphi \oplus \varphi: M \oplus M \to A \oplus A$ is versal. Since $\text{Sym}(M \oplus M) = \text{Sym}(M) \otimes_A \text{Sym}(M) = A[S,T]/(xS, xT)$ we have that

$$\text{Sym}(\varphi \oplus \varphi): A[S,T]/(xS, xT) \to A[S,T]$$

is defined by $S \mapsto xS$ and $T \mapsto xT$. Thus, by Lemma 1.5

$$\mathcal{R}(M \oplus M) = A[xS, xT] = A[U,V]/(xU, U^2, xV, V^2, UV).$$

This is not equal to

$$\mathcal{R}(M) \otimes_A \mathcal{R}(M) = A[U]/(xU, U^2) \otimes_A A[V]/(xV, V^2) = A[U,V]/(xU, U^2, xV, V^2).$$

Thus, we have seen that the Rees algebra does not preserve coproducts and is therefore not a left adjoint of any functor.

2. Colimit preserving functors and bialgebras

We will here state some general results regarding functors from the category of $A$-modules to the category of $A$-algebras that we will need in the following sections. Also, we will define the notion of the graded dual of a graded algebra and show some results regarding these.

Proposition 2.1. Let $\mathcal{F}$ be a functor from the category of $A$-modules to the category of (graded) $A$-algebras. Suppose that $\mathcal{F}$ preserves colimits and that the multiplication on $\mathcal{F}(M)$, for any $A$-module $M$, is induced by the addition on $M$. Then, $\mathcal{F}(M)$ has a natural structure of a commutative (graded) bialgebra.

Proof. Since the initial object is the empty coproduct it follows that $\mathcal{F}(0) = A$. Let $M$ be an $A$-module. Applying $\mathcal{F}$ to the diagonal $\Delta: M \to M \oplus M$ gives a comultiplication

$$\mathcal{F}(M) \to \mathcal{F}(M \oplus M) \cong \mathcal{F}(M) \otimes_A \mathcal{F}(M),$$

where the isomorphism comes from the fact that $\mathcal{F}$ preserves colimits and, in particular, coproducts. The coassociativity and cocommutativity of this comultiplication follows from the symmetry of the diagonal morphism. As the multiplication on $\mathcal{F}(M)$ is induced by the addition on $M$, it follows, by the commutativity of the diagram

$$M \oplus M \xrightarrow{\Delta \oplus \Delta} (M \oplus M) \oplus (M \oplus M) \xrightarrow{+ \oplus +} M \oplus M$$

that the comultiplication $\mathcal{F}(\Delta)$ preserves multiplication. Since the comultiplication on $\mathcal{F}(0)$ is the identity, $A = \mathcal{F}(0) \to \mathcal{F}(0) \otimes_A \mathcal{F}(0) = A \otimes_A A = A$, we have that the comultiplication on $\mathcal{F}(M)$ also preserves the unit and multiplication by elements of $A$. Thus, it follows that $\mathcal{F}(\Delta)$ is an $A$-algebra homomorphism. Furthermore, applying $\mathcal{F}$ to the zero map $M \to 0$
gives a map $\varepsilon: \mathcal{F}(M) \to \mathcal{F}(0) = A$. Let now $i_2: M \to 0 \oplus M$ denote the inclusion into the second term. By the commutativity of

$$
\begin{array}{cc}
M & \Delta \\
\downarrow & \downarrow \downarrow \\
M \oplus M & (0, \text{id}) \oplus M
\end{array}
$$

we get a commutative diagram

$$
\begin{array}{cc}
\mathcal{F}(M) & \id \\
\downarrow & \downarrow \\
\mathcal{F}(M) \otimes_A \mathcal{F}(M) & A \otimes_A \mathcal{F}(M)
\end{array}
$$

showing that $\varepsilon: \mathcal{F}(M) \to A$ is the co-unit. \qed

\textbf{Remark 2.2.} A functor $\mathcal{F}: \textbf{Mod}_A \to \textbf{Fun}_A$, with the same properties as in the statement of the proposition, even gives a natural Hopf algebra structure on $\mathcal{F}(M)$, for any module $M$. Indeed, by Proposition 2.1, $\mathcal{F}(M)$ has a bialgebra structure. Letting $i: M \to M$ denote the module homomorphism defined by $x \mapsto -x$, we get a commutative diagram

$$
\begin{array}{cc}
M & \Delta \\
\downarrow & \downarrow \\
M \oplus M & (\text{id}, i) \oplus M
\end{array}
$$

which, after applying $\mathcal{F}$, shows that $\mathcal{F}(i)$ is an antipodal map giving $\mathcal{F}(M)$ a Hopf algebra structure.

\textbf{Definition 2.3.} Let $B = \bigoplus_{n \geq 0} B_n$ be a graded $A$-algebra. The \textit{graded dual} $B^\vee$ of $B$ is then defined as

$$
B^\vee = \bigoplus_{n \geq 0} B_n^*,
$$

where $B_n^* = \text{Hom}_A(B_n, A)$.

\textbf{Remark 2.4.} Note the following.

(i) The notation for the graded dual that we use here coincides with the notation of the Matlis duality of graded modules over a local Noetherian graded ring, see, e.g., [BH98, pp.141-143]. However, these are very different notions and are only notationally similar.

(ii) The graded dual $B^\vee$ need not be generated in degree 1, even if $B$ is. See, e.g., Remark 3.10 where $\Gamma(M)$ is finitely generated in degree 1 while its dual is not.

(iii) The graded dual is generally not an $A$-algebra, only an $A$-module.

\textbf{Proposition 2.5.} If $B = \bigoplus_{n \geq 0} B_n$ is a graded $A$-bialgebra, then the $A$-module $B^\vee$ has a natural structure of a graded $A$-algebra.
Proof. If $B$ is a bialgebra, then we have homomorphisms $B \rightarrow B \otimes_A B$ and $B \rightarrow A$. Taking the graded dual of these two morphisms gives

$$(B \otimes_A B)^\vee \rightarrow B^\vee$$

and $A = A^\vee \rightarrow B^\vee$. Furthermore, there is a map $B^\vee \times B^\vee \rightarrow (B \otimes_A B)^\vee$ sending an element $(f, g) \in B^+_m \times B^+_n$ to the homomorphism $\alpha_{f,g}: B_m \otimes_A B_n \rightarrow A$, defined by $\alpha_{f,g}(b_m \otimes b_n) = f(b_m) \otimes g(b_n)$. This map is bilinear, hence induces a graded homomorphism $B^\vee \otimes_A B^\vee \rightarrow (B \otimes_A B)^\vee$. We define the multiplication of $B^\vee$ as the composition

$$B^\vee \otimes_A B^\vee \rightarrow (B \otimes_A B)^\vee \rightarrow B^\vee.$$ 

That this multiplication is associative and commutative follows from the coassociativity and the cocommutativity of the comultiplication that it is induced by. Similarly, that $A \rightarrow B^\vee$ is a unit follows by the fact that $B \rightarrow A$ is co-unit. \qed

Remark 2.6. The graded dual $B^\vee$ is generally not a bialgebra. There is a homomorphism $B^\vee \rightarrow (B \otimes_A B)^\vee$ but since

$$(B \otimes_A B)^\vee \leftrightarrow B^\vee \otimes_A B^\vee$$

goes in the wrong direction this map does not give any comultiplication structure on the $A$-algebra $B^\vee$.

Remark 2.7. In the sequel we write $f \otimes g$ for both the element in $B^+_m \otimes_A B^+_n$ and the image of $f \otimes g$ under the canonical map $B^+_m \otimes_A B^+_n \rightarrow (B_m \otimes_A B_n)^*$, that is, $\alpha_{f,g} := f \otimes g$.

Proposition 2.8. Let $\mathcal{F}$ be a functor from the category of $A$-modules to the category of graded $A$-algebras. Suppose that $\mathcal{F}$ preserves colimits, and that the multiplication on $\mathcal{F}(M)$, for any module $M$, is induced by the addition on $M$. Then $\mathcal{F}(M)^\vee$ is a graded $A$-algebra for any $M$. Furthermore, a module homomorphism $M \rightarrow N$ induces a homomorphism $\mathcal{F}(N)^\vee \rightarrow \mathcal{F}(M)^\vee$ of graded algebras.

Proof. By Proposition 2.1 we have that $\mathcal{F}(M)$ is a bialgebra. By Proposition 2.5 it thus follows that $\mathcal{F}(M)^\vee$ is a graded $A$-algebra. Let now $M \rightarrow N$ be an $A$-module homomorphism. There is a commutative diagram

$$
\begin{array}{ccc}
M & \rightarrow & N \\
\downarrow & & \downarrow \\
M \oplus M & \rightarrow & N \oplus N
\end{array}
$$

which, after applying $\mathcal{F}$, gives a commutative diagram:

$$
\begin{array}{ccc}
\mathcal{F}(M) & \rightarrow & \mathcal{F}(N) \\
\downarrow & & \downarrow \\
\mathcal{F}(M) \otimes_A \mathcal{F}(M) & \rightarrow & \mathcal{F}(N) \otimes_A \mathcal{F}(N)
\end{array}
$$
Dualizing gives us the commutative diagram

\[
\begin{array}{ccc}
F(M)^\vee & \longrightarrow & F(N)^\vee \\
\uparrow & & \uparrow \\
(F(M) \otimes_A F(M))^\vee & \leftarrow & (F(N) \otimes_A F(N))^\vee \\
\downarrow \downarrow & & \downarrow \downarrow \\
F(M)^\vee \otimes_A F(M)^\vee & \leftarrow & F(N)^\vee \otimes_A F(N)^\vee \\
\end{array}
\]

which shows that the \(A\)-module homomorphism \(F(N)^\vee \to F(M)^\vee\) preserves the multiplication. As \(F(N)^\vee \to F(M)^\vee\) also maps the unit in \(F(N)^\vee\) to the unit in \(F(M)^\vee\), it follows that this is a homomorphism of graded \(A\)-algebras.

Functors that preserve finite colimits are called right-exact. Every right-exact functor between abelian categories preserves surjections, and we conclude this section by showing that the same holds for right-exact functors \(\text{Mod}_A \to \text{Alg}_A\); even though \(\text{Alg}_A\) is not abelian.

Lemma 2.9. Let \(B\) and \(C\) be two \(A\)-algebras. The coequalizer of two homomorphisms

\[f, g : B \to C\]

is the quotient \(q : C \to C/I\), where \(I\) is the ideal generated by \(f(b) - g(b)\) for all \(b \in B\).

Proof. It is clear that \(q \circ f = q \circ g\). If \(h : C \to D\) is a homomorphism to an \(A\)-algebra \(D\) such that \(h \circ f = h \circ g\), then it follows, by the universal property of the quotient, that there exist a unique map \(C/I \to D\) factoring \(h\). Hence \(q : C \to C/I\) has the universal property of the coequalizer of \(f\) and \(g\). \(\square\)

Proposition 2.10. A right-exact functor \(F : \text{Mod}_A \to \text{Alg}_A\) preserves surjections.

Proof. Let \(f : M \to N\) be a surjection of \(A\)-modules. Then we can write \(N\) as the coequalizer of the injection \(i : \ker(f) \hookrightarrow M\) and the zero map \(0 : \ker(f) \to M\). Since \(F\) preserves finite colimits it preserves coequalizers, so

\[F(N) = F(\text{coeq}(i, 0)) = \text{coeq}(F(i), F(0)).\]

By Lemma 2.9 it follows that \(F(N) = F(M)/I\), where \(I\) is the ideal generated by the elements \(F(i)(k) - F(0)(k)\) for all \(k \in F(\ker(f))\). Thus, the map \(F(M) \to F(M)/I = F(N)\) is surjective. \(\square\)

3. The symmetric algebra and the algebra of divided powers

The symmetric algebra of a module is a very useful construction, see e.g. \[\text{Eis95} \text{ Appendix A2.3}\]. It gives a functor \(\text{Sym} : \text{Mod}_A \to \text{Alg}_A\), which is left adjoint to the forgetful functor \(\text{Alg}_A \to \text{Mod}_A\). Hence, the symmetric algebra functor preserves colimits. By Proposition 2.10 it therefore also preserves surjections. Furthermore, since

\[\text{Sym}(M) = \bigoplus_{n \geq 0} \text{Sym}^n(M)\]
is a graded algebra it follows by Proposition 2.1 that Sym(M) has a graded bialgebra structure for any module M. From Proposition 2.8 it therefore follows that Sym(M)$^\vee$ is a graded $A$-algebra.

We will now consider another functor $\Gamma: \text{Mod}_A \to \text{Alg}_A$. Many of the following definitions and results are taken from [Lak06] and can also be found in [Rob63] and [Ryd08].

**Definition 3.1.** Given an $A$-module $M$ we define the algebra of divided powers of $M$ as the $A$-algebra $\Gamma(M) = A[X(n, x)_{(n,x)\in \mathbb{N}\times M}] / I$, where $I$ is the ideal generated by

1. $X(0, x) - 1$,
2. $X(n, fx) - X(m, x) (m+n) X(m + n, x)$,
3. $X(m, x) X(n, x) - X(m + n, x)$,
4. $X(n, x + y) - \sum_{i+j=n} X(i, x) X(j, y)$,

for all $x, y \in M, m, n \in \mathbb{N}$ and $f \in A$. This algebra is graded, where the $A$-module $\Gamma^n(M)$ is generated, for every $n \in \mathbb{N}$, by the residue classes of all products $X(n_1, x_1) \cdot \ldots \cdot X(n_k, x_k)$, where $k \geq 1$, for all $x_1, \ldots, x_k \in M$ and $n_1, \ldots, n_k \in \mathbb{N}$ with $n_1 + \ldots + n_k = n$. We let $\gamma_M^n(x)$ denote the residue class of $X(n, x)$ in $\Gamma(M)$ and $\times$ denote the multiplication in the quotient.

**Remark 3.2.** Similarly to the symmetric algebra, the degree one part of $\Gamma(M)$ is $M$. Also, the map $M \mapsto \Gamma(M)$ naturally extends to a functor $\Gamma: \text{Mod}_A \to \text{Alg}_A$.

There is another functor $E: \text{Alg}_A \to \text{Mod}_A$, that takes an $A$-algebra $B$ to the module of exponential sequences $E(B)$ of $B$. We will not define this module here and instead only refer the reader to [Rob63]. The existence of the functor $E$ is however very important for the following theorem.

**Theorem 3.3** ([Rob63], Thm III.1). The algebra of divided powers $\Gamma$ is a left adjoint to the module of exponential sequences $E$. Thus, the functor $\Gamma$ preserves colimits.

An immediate consequence of the previous theorem and Proposition 2.10 is the following result.

**Corollary 3.4.** The algebra of divided powers preserves surjections.

For a finitely generated and free module, the algebra of divided powers has a particularly nice structure.

**Theorem 3.5** ([Rob63], Thm IV.2). If $F$ is free with basis $x_1, \ldots, x_n$, then the elements $\gamma_F^{m_1}(x_1) \times \ldots \times \gamma_F^{m_n}(x_n)$, for all $m_1, \ldots, m_n \in \mathbb{N}$, form a basis for the $A$-module $\Gamma(F)$.

We also have the following property, which we will not use, but which we state in order to see the relation to Theorem 3.9.

**Theorem 3.6** ([Lak06], Theorem 5.6). Let $M$ be an $A$-module. Then, there is a homomorphism of graded $A$-algebras

$$\Gamma(M^*) \to \text{Sym}(M)^\vee.$$ 

If $M$ is free, then this map is an isomorphism.
Actually, we can see, similarly to the symmetric algebra, that $\Gamma(M)$ is not only a graded $A$-algebra but also a graded coalgebra. Indeed, since $\Gamma$ preserves colimits by Theorem 3.3, the result follows from Proposition 2.8. We can also compute the co-multiplication

$$\Delta: \Gamma(M) \to \Gamma(M) \otimes_A \Gamma(M)$$

explicitly via the composition $\Gamma(M) \to \Gamma(M \oplus M) \cong \Gamma(M) \otimes_A \Gamma(M)$, as

$$\gamma^n_M(x) \mapsto \gamma^n_M((x, x)) = \gamma^n_M((x, 0) + (0, x)) = \sum_{i+j=n} \gamma^n_M(x, 0) \times \gamma^n_M(0, x) \mapsto \sum_{i+j=n} \gamma^n_M(x) \otimes \gamma^n_M(x).$$

**Example 3.7.** If $F$ is free with basis $x_1, \ldots, x_n$, we have, by Theorem 3.5, that the elements $\gamma^{m_1}_F(x_1) \times \ldots \times \gamma^{m_n}_F(x_n)$, with $m_1, \ldots, m_n \in \mathbb{N}$, form a basis of $\Gamma(F)$ as a module. For future reference, we calculate the comultiplication $\Delta: \Gamma(F) \to \Gamma(F) \otimes_A \Gamma(F)$ applied to a basis element of $\Gamma(F)$:

$$\gamma^{m_1}_F(x_1) \times \ldots \times \gamma^{m_n}_F(x_n) \mapsto \gamma^{m_1}_F((x_1, x_1)) \times \ldots \times \gamma^{m_n}_F((x_n, x_n)) \mapsto \left( \sum_{a_1+b_1=m_1} \gamma^{a_1}_F(x_1) \otimes \gamma^{b_1}_F(x_1) \right) \times \ldots \times \left( \sum_{a_n+b_n=m_n} \gamma^{a_n}_F(x_n) \otimes \gamma^{b_n}_F(x_n) \right) = \sum_{a+b=n, \ j \in \{1, \ldots, n\}} \left( \gamma^{a_1}_F(x_1) \times \ldots \times \gamma^{a_n}_F(x_n) \right) \otimes \left( \gamma^{b_1}_F(x_1) \times \ldots \times \gamma^{b_n}_F(x_n) \right).$$

Taking the graded dual of the algebra of divided powers $\Gamma(M)$ of a module $M$ gives, by Proposition 2.8, a multiplication

$$\bullet: \Gamma(M)^\vee \otimes_A \Gamma(M)^\vee \to \Gamma(M)^\vee,$$

inducing an algebra structure on $\Gamma(M)^\vee$. This multiplication is graded and sends an element $u \otimes v \in \Gamma^i(M)^* \otimes_A \Gamma^j(M)^*$ to $u \bullet v \in \Gamma^{i+j}(M)^*$ defined, for all $\gamma \in \Gamma^{i+j}(M)$, by

$$(u \bullet v)(\gamma) = (u \otimes v)(\Delta(\gamma)) \in A.$$ 

In the case $\gamma = \gamma^{i+j}_M(x)$, for some $x \in M$, we have that

$$(u \bullet v)\left( \gamma^{i+j}_M(x) \right) = (u \otimes v) \left( \Delta \left( \gamma^{i+j}_M(x) \right) \right) = (u \otimes v) \left( \sum_{a+b=i+j} \gamma^a_M(x) \otimes \gamma^b_M(x) \right) = \sum_{a+b=i+j} u(\gamma^a_M(x)) \otimes v(\gamma^b_M(x)) = u(\gamma^i_M(x)) \cdot v(\gamma^j_M(x)).$$

**Theorem 3.8.** If $F$ is free with basis $x_1, \ldots, x_n$, then there is a graded $A$-algebra isomorphism $A[\gamma^1_F(x_1)^*, \ldots, \gamma^1_F(x_n)^*] \to \Gamma(F)^\vee$.

**Proof.** By Theorem 3.5, the elements $\gamma^{m_1}_F(x_1) \times \ldots \times \gamma^{m_n}_F(x_n)$, for all $m_1, \ldots, m_n \in \mathbb{N}$, form a basis of $\Gamma(F)$ as a module. Thus, the elements $\left( \gamma^{m_1}_F(x_1) \times \ldots \times \gamma^{m_n}_F(x_n) \right)^*$ constitute a basis of $\Gamma(F)^\vee$. We will show that

$$\left( \gamma^{m_1}_F(x_1) \times \ldots \times \gamma^{m_n}_F(x_n) \right)^* = \left( \gamma^1_F(x_1)^* \right)^{m_1} \bullet \ldots \bullet \left( \gamma^1_F(x_n)^* \right)^{m_n}.$$
It is trivially true in degree 1. Let us introduce some multi-index notation and write
\[ \gamma_F^m(x) = \gamma_F^{m_1}(x_1) \times \cdots \times \gamma_F^{m_n}(x_n) \]
for \( m = (m_1, \ldots, m_n) \in \mathbb{N}^n \) and let us consider \( \gamma_F^m(x)^* \cdot \gamma_F^1(x_i)^* \in \Gamma^{m_1+\ldots+m_n+1}(F)^* \). In order to see what this product is, we apply it to the basis elements of degree \( m \) in \( \Gamma(F) \), i.e., elements \( \gamma_F^r(x) \) where \( r = (r_1, \ldots, r_n) \in \mathbb{N}^n \) with \( r_1 + \ldots + r_n = m_1 + \ldots + m_n + 1 \). Letting \( e_i \) denote the element \( (0, \ldots, 1, \ldots, 0) \in \mathbb{N}^n \), with a 1 in the \( i \):th position, we have that
\[
(\gamma_F^m(x)^* \cdot \gamma_F^1(x_i)^*) (\gamma_F^r(x)) = (\gamma_F^m(x)^* \otimes \gamma_F^1(x_i)^*) (\Delta(\gamma_F^r(x))) =
\]
\[
= (\gamma_F^m(x)^* \otimes \gamma_F^1(x_i)^*) \left( \sum_{a+b=r} \gamma_F^a(x) \otimes \gamma_F^b(x) \right) =
\]
\[
= \sum_{a+b=r, a,b \in \mathbb{N}^n} (\gamma_F^m(x)^*) (\gamma_F^1(x_i)^*) (\gamma_F^r(x)) \cdot \gamma_F^1(x_i)^* (\gamma_F^r(x)) =
\]
\[
= \begin{cases} 1, & \text{if } r - e_i = m, \\ 0, & \text{else.} \end{cases}
\]
Hence,
\[
\gamma_F^m(x)^* \cdot \gamma_F^1(x_i)^* = \gamma_F^{m+e_i}(x)^*.
\]
The result now follows by induction on the degree. \( \square \)

**Theorem 3.9.** Let \( M \) be a finitely generated \( A \)-module. Then, the canonical module homomorphism \( M^* \to \Gamma(M)^{\vee} \), sending \( M^* \) into the degree 1 part of \( \Gamma(M)^{\vee} \), which is \( M^* \), induces a natural homomorphism of graded \( A \)-algebras
\[ \text{Sym}(M^*) \to \Gamma(M)^{\vee}. \]
If \( M \) is free, then this map is an isomorphism.

**Proof.** The homomorphism of graded \( A \)-algebras \( \text{Sym}(M^*) \to \Gamma(M)^{\vee} \) is given by the universal property of the symmetric algebra.

Suppose now that \( M \) is free. Choosing a basis \( x_1, \ldots, x_n \) of \( M \) gives a dual basis \( x_1^*, \ldots, x_n^* \) of \( M^* \). Then, it follows that \( \text{Sym}(M^*) \cong A[x_1^*, \ldots, x_n^*] \), and the result follows by Theorem 3.8. \( \square \)

**Remark 3.10.** The homomorphism \( \text{Sym}(M^*) \to \Gamma(M)^{\vee} \) is not a surjection in general. Equivalently, the algebra \( \Gamma(M)^{\vee} \) is generally not generated in degree 1. For instance, let \( A = \mathbb{C}[x]/x^2 \) and let \( M = A/x \). Then \( M \) is the cokernel of the map \( f: A \to A \), given by \( f(1) = x \). Letting \( 0: A \to A \) denote the zero homomorphism, we have that \( M \) is the coequalizer of \( f \) and \( 0 \). As \( \Gamma \) preserves coequalizers by Theorem 3.3, it follows that \( \Gamma(M) = \text{coeq}(\Gamma(f), \Gamma(0)) \). Therefore, by Lemma 2.9, \( \Gamma(M) = \Gamma(A)/I \) where \( I \) is the ideal generated by \( \Gamma(f)(\gamma) - \Gamma(0)(\gamma) \) for all \( \gamma \in \Gamma(A) \). In fact, it follows that the ideal \( I \) is generated by \( x \gamma_A^1(1) \). That is, we have an isomorphism \( \Gamma(M) \cong A[y]/xy \), where \( y = \gamma_A^1(1) \) has...
degree 1. By taking the graded dual we get that \( \Gamma(M)^\vee \cong A[xT, xT^2, xT^3, \ldots] \) as a subring of \( \Gamma(A)^\vee \cong \text{Sym}(A^*) \cong A[T] \). The polynomial algebra \( A[xT, xT^2, xT^3, \ldots] \) is not generated in degree 1 and is not even finitely generated as an \( A \)-algebra. However, we will only be considering the image of the homomorphism \( \text{Sym}(M^*) \to \Gamma(M)^\vee \), and this is generated in degree 1 since \( \text{Sym}(M^*) \) is.

4. An intrinsic definition of Rees algebras

The definition of the Rees algebra of a finitely generated module \( M \), due to [EHU03], is in terms of maps from \( M \) to free modules. We saw in Section 1 that the Rees algebra of \( M \) can be computed using a versal map \( M \to F \), where \( F \) is a finitely generated and free module. There we also showed that any versal map factors via the double dual of \( M \).

Analogously, using the algebra of divided powers, we will now show that the Rees algebra of a module can be defined as the image of a canonical map out of \( \text{Sym}(M) \), which is intrinsic to \( M \) and not given by maps to free modules.

**Lemma 4.1.** Let \( M \) be a finitely generated \( A \)-module and let \( F \) be a finitely generated and free \( A \)-module. If \( M \to F \) is a versal map, then there is an injective homomorphism \( \Gamma(M^*)^\vee \hookrightarrow \Gamma(F^*)^\vee \) of graded \( A \)-algebras.

**Proof.** By Proposition 1.10 we have that \( F^* \to M^* \) is surjective. Using that \( \Gamma \) preserves surjections by Corollary 2.1, we get a graded surjection of algebras \( \Gamma(F^*) \to \Gamma(M^*) \), that is, a surjection of modules \( \Gamma^n(F^*) \to \Gamma^n(M^*) \) for all \( n \). Dualizing these module homomorphisms gives injections \( \Gamma^n(M^*)^* \hookrightarrow \Gamma^n(F^*)^* \) for all \( n \). This shows that the graded \( A \)-algebra homomorphism \( \Gamma(M^*)^\vee \hookrightarrow \Gamma(F^*)^\vee \), given by Proposition 2.8 is injective. \( \square \)

**Theorem 4.2.** Let \( A \) be a noetherian ring and let \( M \) be a finitely generated \( A \)-module. Then,

\[
\mathcal{R}(M) = \text{im}(\text{Sym}(M) \to \Gamma(M^*)^\vee),
\]

where the algebra homomorphism \( \text{Sym}(M) \to \Gamma(M^*)^\vee \) is induced by the canonical module homomorphism from \( M \) to the degree 1 part of \( \Gamma(M^*)^\vee \), which is \( M^{**} \).

**Proof.** Pick a versal map \( M \to F \), for some finitely generated and free module \( F \). By Lemma 4.1 this gives an injective homomorphism \( \Gamma(M^*)^\vee \hookrightarrow \Gamma(F^*)^\vee \) of graded \( A \)-algebras. Applying Theorem 3.9 to the dual of \( F \) gives a canonical isomorphism \( \Gamma(F^*)^\vee \cong \text{Sym}(F) \) of graded \( A \)-algebras. Furthermore, there is a canonical homomorphism \( \text{Sym}(M) \to \Gamma(M^*)^\vee \) of graded \( A \)-algebras, given by the canonical map from \( M \) to the degree 1 part of \( \Gamma(M^*)^\vee \), which is \( M^{**} \). Putting all these together gives a map

\[
(4.1) \quad \text{Sym}(M) \to \Gamma(M^*)^\vee \hookrightarrow \Gamma(F^*)^\vee \cong \text{Sym}(F).
\]

Restricting to the degree 1 part of this composition of graded algebra homomorphisms gives a composition of module homomorphisms,

\[
(4.2) \quad M \to M^{**} \hookrightarrow F^{**} \cong F,
\]

where the first map is the canonical map from \( M \) to its double dual, the second map is the double dual of the versal map \( M \to F \), and the isomorphism is the canonical isomorphism between \( F \) and its double dual. By Lemma 1.8 the composition \((4.2)\) equals the versal map \( M \to F \). Thus, by adjunction, it follows that the map \( \text{Sym}(M) \to \text{Sym}(F) \), given
by applying the symmetric algebra functor on \( M \to F \), is equal to the composition (4.1). Hence, we have a commutative diagram

\[
\begin{array}{ccc}
\Gamma(M^*)^\vee & \to & \text{Sym}(F) \\
\downarrow & & \downarrow \\
\text{Sym}(M) & \to & \text{Sym}(F)
\end{array}
\]

of graded \( A \)-algebra homomorphisms, where \( \Gamma(M^*)^\vee \hookrightarrow \text{Sym}(F) \) is injective. Combining this factorization with Lemma 1.5 gives the desired result.

\[\square\]

**Remark 4.3.** Note that all the previous steps goes through with the graded dual of the algebra of divided powers replaced with the graded dual of the symmetric algebra, *except* for the algebra isomorphism \( \Gamma(F^*)^\vee \cong \text{Sym}(F) \). There is a *module* isomorphism \( \text{Sym}(F^*)^\vee \cong \text{Sym}(F) \), but this is not an isomorphism of algebras since the multiplications are defined differently in these two \( A \)-algebras.

By Theorem 4.2, we can give an equivalent definition of the Rees algebra of \( M \) as the image of the canonical map \( \text{Sym}(M) \to \Gamma(M^*)^\vee \). Using this definition we can give new proofs of earlier results, such as the fact that the map \( \mathcal{R}: M \to \mathcal{R}(M) \) naturally extends to a functor \( \text{Mod}_A \to \text{Alg}_A \). Indeed, given a homomorphism \( M \to N \), this gives a commutative diagram

\[
\begin{array}{ccc}
\text{Sym}(M) & \to & \text{Sym}(N) \\
\downarrow & & \downarrow \\
\Gamma(M^*)^\vee & \to & \Gamma(N^*)^\vee
\end{array}
\]

which induces a map \( \mathcal{R}(M) \to \mathcal{R}(N) \). The other defining properties of a functor follow by similar arguments.

In [Stå14], we show, analogously to Theorem 4.2, that the Rees algebra of a module \( M \) can also be recovered from a canonical map of coherent functors.
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