Environment-Protected Solid State Based Distributed Charge Qubit
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A novel solid state based charge qubit is presented. The system consists of a one-dimensional wire with a pair of qubits embedded at its center. It is shown that the system supports collective states localized in the left and right sides of the wire and therefore, as a whole, performs as a single qubit. The couplings between the ground and excited states of the two central qubits are inversely proportional making them fully asynchronized and allowing for coherent manipulation and gate operations. Initialization and measurement devices, such as leads and charge detectors, connected to the edges of the wire are modeled by a continuum of energy states. The coupling to the continuum is discussed using the effective non-Hermitian Hamiltonian. At weak continuum coupling, all internal states uniformly acquire small decay widths. This changes dramatically as the coupling strength increases: the width distribution undergoes a sharp restructuring and is no longer uniformly divided among the eigenstates. Two broad resonances localized at the ends of the wire are formed. These superradiant states (analogous to Dicke states in quantum optics), effectively protect the remaining internal states from decaying into the continuum and hence increase the lifetime of the qubit. Environmental noise is introduced by considering random Gaussian fluctuations of electronic energies. The interplay between decoherence and superradiance is studied by solving the stochastic Liouville equation. In addition to increasing the lifetime, the emergence of the superradiant states increases the qubit coherence.

PACS numbers: 03.67.-a, 03.67.Lx, 03.65.Yz, 85.35.Be

I. INTRODUCTION

Despite great theoretical advances in the field of quantum information, the best system to realize the underlying physical layer of quantum computers is still a matter of debate. The problem arises with the most fundamental element of the quantum computer, a single qubit. Ideally, error-free qubits are desired due to the fact that unknown quantum states cannot be replicated without loss of information, a consequence of the so-called no-cloning theorem. Even with advances in error correcting codes and fault-tolerant quantum computing, we still require qubits which are inherently resistant to noise and decoherence and therefore have long life and coherence times capable of outlasting gate operation timespans.

Over the past two decades, many systems have been proposed for the physical implementation of a qubit. Some examples are photonic qubits in optical quantum computers [1][2], collective spin states in nuclear magnetic resonance (NMR) systems [3][5], electronic states in trapped ions [6][8], charge, flux or phase qubits in superconducting circuits [9][12], electronic states on the surface of superfluid helium [13][14] and electronic charge or spin in solid state systems [15][17]. For a comprehensive review and discussion of advantages and disadvantages of various qubit implementations see [18].

Recently, solid-state based quantum components have sparked great interest, mainly due to their scalability. In addition, the accumulated knowledge in nano-circuit fabrication, along with existing infrastructure, can be combined to more easily realize nano-scale integrated quantum computers [19].

In any physical implementation, it is critical to consider not only the system of interest but also the constituents that the system interacts with once placed in a greater final design. In the case of solid-state based quantum computing systems, the qubits interact with devices for writing and reading information in and out, such as leads and charge detectors. These devices can be modeled as a continuum due to the large density of states they possess. Consequently, one has to deal with an open mesoscopic quantum system where the intrinsic states are coupled to the external world through a number of channels. Similarly to a nuclear or molecular reaction, each channel is characterized by the energy of the final states and their quantum numbers. The channels have energy thresholds when the coupling opens connecting the system to the environment. Such situations require a correct unified treatment of the discrete bound states and the continuum.

A convenient framework for such problems is given by the effective non-Hermitian Hamiltonian approach introduced by Feshbach [20]. The description is non-perturbative and formally exact, treating the dynamics of systems with weak, intermediate and strong couplings.
II. CLOSED SYSTEM

The proposed system consists of a nano-wire with a pair of two-level atoms embedded at its center. The wire is considered to be a one-dimensional chain of 2N identical sites numbered as \( n = -N, -(N - 1), ..., -1 \) and \( n = 1, ..., N - 1, N \). The chain is modeled by a tight-binding Hamiltonian with coupling between adjacent neighbors:

\[
H_W = \sum_{n=-N}^{N} \epsilon_0 c_n^\dagger c_n + \sum_{n,n'} \nu (c_n^\dagger c_{n'} + c_{n'}^\dagger c_n),
\]

where \( \epsilon_0 \) is the on-site energy, \( \nu \) is the hopping integral, and \( c_n^\dagger \) and \( c_n \) are creation and annihilation operators at site \( |n\rangle \), respectively. The typical value for \( \nu \) is within the range of 1-100 \( \mu \)eV in quantum dot systems [17, 31, 32]. The second sum in the Hamiltonian (1) runs over the nearest neighboring cells only.

Two asynchronized qubits are symmetrically connected to the center of the wire. The left qubit with excited state \( |e_L\rangle \) and energy level \( \delta_L \) is connected to site \( |1\rangle \) with Hamiltonian

\[
H_{L}^Q = \delta_L c_L^\dagger c_L + \lambda (c_{L-1}^\dagger c_{-1} + c_{-1}^\dagger c_L),
\]

where \( \lambda \) is the matrix element of the qubit excitation and \( c_L^\dagger \) and \( c_L \) are creation and annihilation operators for the left qubit excited state, respectively. Similarly, the right qubit with excited state \( |e_R\rangle \) and energy level \( \delta_R \) is connected to site \( |1\rangle \)

\[
H_{R}^Q = \delta_R c_R^\dagger c_R + \frac{\kappa}{\lambda} (c_{R1}^\dagger c_{1} + c_{1}^\dagger c_R).
\]

Here, \( c_R^\dagger \) and \( c_R \) create and annihilate an excitation in the qubit upper level, respectively. \( \kappa/\lambda \) is the coupling strength between the ground and excited states of the two-level atom. The left and right qubits are fully asynchronized, i.e. at strong coupling between the excited and ground states of the left qubit, the two states of the right qubit are weakly coupled and vice versa; \( \kappa \) is the asynchronization parameter. In practice this parameter can be tuned by introducing a local electric field and adjusting the field strength [33, 34].

The total Hamiltonian of the closed system is the sum

\[
H_0 = H_W + H_{L}^Q + H_{R}^Q.
\]

A generic stationary wave function of the system with energy \( E \) is represented as

\[
|\psi(E)\rangle = \sum_{n=-N}^{N} a_n(E) |n\rangle + b_L(E) |e_L\rangle + b_R(E) |e_R\rangle.
\]

In order to fulfill the Schrödinger equation, the coefficients of the superposition in (5) satisfy the linear three-term recurrence relation

\[
(E - \epsilon_0)a_n - \nu(a_{n-1} + a_{n+1}) = 0, \quad n \neq 0, \pm 1.
\]
The discontinuities at ±1 are due to the inserted qubits in the center. This naturally divides the chain into two regions, left and right. The solutions in the two sides of the chain are given by

\[
a_n = \begin{cases} 
  a_n^L = A_L \zeta_n^+ + B_L \zeta_n^-, & -N \leq n < -1, \\
  a_n^R = A_R \zeta_n^+ + B_R \zeta_n^-, & 1 \leq n \leq N, 
\end{cases}
\]

(7)

where \( \zeta_\pm \) are the roots of the characteristic polynomial of the recurrence relation,

\[
\zeta_\pm = \frac{1}{2\nu} \left[ E - \epsilon_0 \pm \sqrt{(E - \epsilon_0)^2 - 4\nu^2} \right],
\]

(8)

with the obvious property \( \zeta_+ \zeta_- = 1 \). The remaining equations resulting from solving the Schrödinger equation can be used as a boundary condition to connect the two regions in (7) in order to find the constants \( A_L, A_R, B_L \), and \( B_R \). At \( n = \pm 1 \) we have

\[
(E - \epsilon_0)a_{-1} - \nu(a_{-2} + a_1) = \lambda b_L,
\]

(9)

\[
(E - \epsilon_0)a_1 - \nu(a_2 + a_{-1}) = \frac{\kappa}{\lambda} b_R,
\]

(10)

\[
(E - \delta_L)b_L = \lambda a_{-1},
\]

(11)

\[
(E - \delta_R)b_R = \frac{\kappa}{\lambda} a_1.
\]

(12)

For two important cases, the solution can be analytically obtained assuming, for simplicity, that \( \delta_L = \delta_R = \delta \). In the first case, when \( \lambda \rightarrow 0 \), the system supports states that are either fully localized in the right side or in the left side of the chain. In the second case we consider \( \lambda^2 = \kappa \), where the excitation is equally distributed between the left and the right sides of the chain. The system is analogous to a qubit where the two states are extended over the entire left or right side of the wire, with \( \lambda \) serving as the coupling parameter, regulating the population in each side and enabling us to perform gate operations. In accordance, we adopt a special notation throughout the paper. The stationary state \( |\psi(E)\rangle \) denoted as

\[
|\psi(E)\rangle = |L_\lambda(E)\rangle + |R_\lambda(E)\rangle,
\]

(13)

where \( |L_\lambda(E)\rangle \) contains the components of the wave function in the left side of the chain,

\[
|L_\lambda(E)\rangle = \sum_{n=-N}^{N} a_n^L(E) |n\rangle + b_L(E) |e_L\rangle,
\]

(14)

while \( |R_\lambda(E)\rangle \) contains the components in the right side,

\[
|R_\lambda(E)\rangle = \sum_{n=1}^{N} a_n^R(E) |n\rangle + b_R(E) |e_R\rangle.
\]

(15)

The subscript \( \lambda \) indicates that the left and right states are changed as \( \lambda \) takes different values.

A. Case \( \lambda \rightarrow 0 \)

In the limit of very weak coupling between the two states in the left qubit, \( \lambda \rightarrow 0 \), the eigenstates of the system fall into two categories: states that are confined in the two central qubits and Bloch waves fully localized in the right or the left side of the chain. Since the left qubit is decoupled from the chain, there exists a state with the only non-vanishing wave function component \( b_L = 1 \) and energy \( E = \delta \). The right qubit states can be found using eqs. (10) and (12). The two states have energies

\[
E = -\frac{\kappa}{\lambda} + \frac{1}{2} (\epsilon_0 + \delta) \quad \text{and} \quad E = \frac{\kappa}{\lambda} + \frac{1}{2} (\epsilon_0 + \delta),
\]

(16)

corresponding to eigenstates \( a_1 = -b_R = 1/\sqrt{2} \) and \( a_1 = b_R = 1/\sqrt{2} \), respectively.

The states of the second type are distributed over the wire, localized either in the left side between the sites \( -N \) and \( -1 \), or in the right side between \( 1 \) and \( N \). According to (12), since \( \kappa/\lambda \rightarrow \infty \), we have \( a_1^R = 0 \). This breaks the symmetrical structure of the wire, creating a longer chain on the left and leaving the right chain shorter, which is the key point in realizing a qubit structure using the proposed system. For the states in the left side (only \( a_n^L \neq 0 \)), applying the boundary conditions \( a_0^L = 0 \) and \( a_{-N-1}^L = 0 \) to (7) provides an equation for energies, \( \zeta_{2N+2} = 1 \). Thus the energies can be parameterized by a positive even number, the quantized quasi-momentum \( k \),

\[
E^L_k = \epsilon_0 + 2\nu \cos \varphi^L_k, \quad \varphi^L_k = \frac{\pi k}{2N+2}, \quad k \text{ even},
\]

(17)

and the corresponding amplitudes (7) are of the Bloch wave type,

\[
a_n^L(k) = i^k \sqrt{\frac{2}{N+1}} \sin(n\varphi^L_k).
\]

(18)

In what follows, according to (13), these states are denoted as \( |L_0(E)\rangle \).

Similarly, for the states in the right side of the wire (only \( a_n^R \neq 0 \)) with boundary conditions \( a_1^R = 0 \) and \( a_{N+1}^R = 0 \) we have \( \zeta_{2N} = 1 \). Thus

\[
E^R_k = \epsilon_0 + 2\nu \cos \varphi^R_k, \quad \varphi^R_k = \frac{\pi k}{2N}, \quad k \text{ even},
\]

(19)

with eigenfunctions

\[
a_n^R(k) = i^k \sqrt{\frac{2}{N}} \sin(n\varphi^R_k).
\]

(20)

These states are denoted as \( |R_0(E)\rangle \).

As \( k \) varies, the energy states (17) and (19) consecutively alternate and come in pairs. In each pair, the higher energy state is extended in the left side and the lower level in the right side, being associated with wave
functions $|L_0\rangle$ and $|R_0\rangle$, respectively. Clearly, in the extreme limit of $\lambda \to \infty$ we have the reverse situation. Since $a_{L}^2 = 0$, the right chain becomes longer and the upper energy state in each pair is localized in the right side of the chain and therefore can be denoted as $|R_\infty\rangle$. Consequently, the lower energy state is localized on the left which is indicated by $|L_\infty\rangle$.

**B. Case $\lambda^2 = \kappa$**

For finite values of $\lambda$ the two sides of the chain are not decoupled and states are extended over the entire chain. The parameter $\lambda$ therefore acts as a knob to control the population in the left and right regions. We now consider a special case of $\lambda^2 = \kappa$ where the population is equally divided between the two sides of the wire. Due to symmetry, there exist two types of eigenfunctions: fully symmetric states with $a_n^L = a_n^R$ and anti-symmetric states with $a_n^L = -a_n^R$. Using eqs. (9) and (11) or eqs. (10) and (12) we obtain an equation for the energies,

$$
\sin \left[ \frac{(N+1)\phi}{\sin(N\phi)} \right] = \pm 1 + \frac{\kappa}{\nu(E - \delta)},
$$

(21)

where $\sin \phi = (1/2\nu) \sqrt{(E - \epsilon_0)^2 - 4\kappa^2}$, with the positive (negative) sign corresponding to symmetric (anti-symmetric) states. Analogous to an equal superposition of the two states in a qubit, we denote the symmetric and anti-symmetric states as $(1/\sqrt{2})(|L_\sqrt{\kappa}\rangle + |R_\sqrt{\kappa}\rangle)$ and $(1/\sqrt{2})(|L_\sqrt{\kappa}\rangle - |R_\sqrt{\kappa}\rangle)$, respectively. The evolution with varying $\lambda$ from zero to infinity and controlling the state of the qubit is graphically shown in Fig. 1 using the Bloch sphere. Assuming that at $\lambda = 0$ the state is localized on the left, $|L_0\rangle$, a $90^\circ$ rotation ($\pi/2$ pulse) is performed by adiabatically moving $\lambda$ to $\lambda = \sqrt{\kappa}$. Further increasing $\lambda$ to extreme values localizes the particle in the right side of the chain, $|R_\infty\rangle$.

The complete band structure as a function of $\lambda$ is shown in Fig. 2(a). The parameters of the system are $N = 10$, $\epsilon_0 = 0$, $\nu = 1$, $\delta = 2.5$ and $\kappa = 4$ (for the remainder of the paper, $\epsilon_0$ is set to zero and the scale is fixed by setting $\nu = 1$). The black curves correspond to states localized in the central qubits and the red curves are pairs of extended states over the wire. Fig. 2(b) shows pair I in a smaller energy scale. It is clear that any rotation on the Bloch sphere can be performed by varying $\lambda$. The arrow indicates the avoided crossing point, when $\lambda = \sqrt{\kappa}$. The difference between two consecutive energy solutions of eq. (21) is the Rabi frequency, $\Omega$, at which the population oscillates between the left and right sides of the chain.

The squared components of the wave function of the upper and lower states in pair I as a function of $\lambda$ are shown in Fig. 3. The figure only considers the components in the chain and not those of the excited states of the central qubits ($a_n$’s in the wave function). At $\lambda = 0$ the upper and lower states are fully localized in the left and right sides, respectively. At $\lambda = \sqrt{\kappa} = 2$, both upper and lower states are in equal superpositions. As $\lambda$ increases, the upper state quickly becomes localized in the right side. Similarly, the lower state develops into a localized state in the left.

All pairs within the Bloch band in Fig. 2 possess a qubit structure and therefore can be considered for implementing a qubit. The wave function profile, however, varies for each pair. Fig. 4 shows the upper state wave function in pair III as $\lambda$ takes different values. The behavior is qualitatively the same as in pair I, when $\lambda$ increases, the state evolves from being fully localized in the left to being fully localized in the right.

**III. OPEN SYSTEM**

In this section we consider the open system with the two edge sites of the chain coupled to the external world. This represents the interaction of the system with devices such as charge detectors and leads connected to the two ends of the wire. We first briefly provide an overview of the non-Hermitian effective Hamiltonian approach. Next we apply this technique to the distributed qubit system.

**A. The non-Hermitian effective Hamiltonian**

Consider a quantum system with Hamiltonian $H_0$ and discrete intrinsic levels $|i\rangle$ interacting with the surrounding. The environment can be characterized by a continuum of channels, $|c; E\rangle$, where $E$ is the energy. The intrinsic states $|i\rangle$ are coupled to the channels with amplitudes $A_i^n(E)$. The transition amplitudes are in general energy dependent; the channel $c$ is open only if the running energy is greater than the channel energy threshold.
and closed otherwise. A convenient mathematical formalism describing such a system is the non-Hermitian effective Hamiltonian

$$H = H_h - \frac{i}{2} W.$$  \hspace{1cm} (22)

The effective Hamiltonian $H$ living in the subspace of the closed system contains a Hermitian part, $H_h$, and an anti-Hermitian part, $W$. The Hermitian part, which renormalizes the energies of the closed system, is given by

$$H_h = H_0 + \Delta(E).$$  \hspace{1cm} (23)

The matrix elements of $\Delta(E)$ between two internal states $|i\rangle$ and $|j\rangle$ are given by the Cauchy principal value integral

$$\Delta_{i,j}(E) = \sum_c \mathcal{P} \mathcal{V} \int dE' \frac{A^*_c(E') A^c(E')}{E - E'},$$  \hspace{1cm} (24)
while the matrix element of the anti-Hermitian part is
\[
W_{ij}(E) = 2\pi \sum_{\text{open}} A_i^*(E) A_j^*(E). \tag{25}
\]

The sum in the real part (24), runs over all channels, open and closed, and therefore it takes into account virtual transitions to the environment. The sum in the imaginary part (25), however, only includes contributions from real transitions to the continuum channels and hence it only runs over the channels open at a given energy.

In many cases, the energy interval of interest is relatively small and the transition amplitudes, \( A_i(E) \), can be considered to be smooth functions of energy. Consequently, the energy dependence of the amplitudes can be neglected. Then the principal value integral in (24) vanishes and the effective Hamiltonian reduces to
\[
\mathcal{H} = H_0 - \frac{i}{2} W. \tag{26}
\]

In the following subsection, the effective Hamiltonian (26) is used as the starting point for investigating the open system.

### B. Superradiance and emergence of protecting edge states

Now we open our system, coupling the left-most and right-most sites (\( | -N \rangle \) and \( | N \rangle \)) to ideal leads by the amplitudes \( A_{-N}^c \) and \( A_{N}^c \), respectively. We further assume that the energy dependence of the amplitudes can be ignored and the couplings are symmetric, \( A_{-N}^L = A_{N}^L = \sqrt{\gamma} \). Here \( \gamma \) is the parameter representing the interaction strength with the decay channels. The effective Hamiltonian (26) with \( H_0 \) being the Hamiltonian of the closed system (4), thus fully describes the situation. Since the chain is only coupled through the edge sites, the operator \( W \) takes on a simple form: according to (25) the only non-zero matrix elements of this operator are
\[
W_{-N,-N} = W_{N,N} = \gamma. \tag{27}
\]

The behavior of the system is strongly influenced by the dimensionless parameter \( \gamma/D \), where \( D \) is the mean energy level spacing of the closed system. A parametric study for a chain without qubits and a chain with a single qubit was performed in [34] and [29], respectively. In both cases, the typical picture was found to be as follows. At weak coupling to the environment, all intrinsic states acquire a small decay width. The width distribution among the states is almost uniform with the maximum at the center of the Bloch band. When \( \gamma \) grows, the distribution abruptly changes at \( \gamma \approx D \). Beyond this point, further increasing the coupling results in the segregation of states into long-lived narrow and short-lived narrow resonances. In analogy to Dicke superradiance in quantum optics [36], we term these emergent giant resonances as superradiant states [22,23].

Adopting a similar approach to our system we consider a chain with 20 intrinsic cells (\( N = 10 \)), a pair of asynchronous qubits attached at the center, and the two end sites coupled to the continuum. The results of this study are presented with a series of figures (in all figures the scale is fixed by setting \( \nu = 1 \)).

In the first step we diagonalize the effective Hamiltonian,
\[
\mathcal{H} |q\rangle = \mathcal{E}_q |q\rangle, \tag{28}
\]

The trajectories of the energies \( \mathcal{E}_q \) in the complex plane as a function of \( \gamma \) are shown in Fig. 3. The \( x \) and \( y \) axes represent the real and imaginary parts of the energies, respectively (\( \mathcal{E}_q = E_q - (i/2)\Gamma_q \)). The parameters of the system are \( \delta = 2.5, \lambda = 0.01, \kappa = 4 \). States within the band are shown in the top panel. Because \( \lambda \) is small, the states are fully localized in both sides of the chain. The five pairs indicated in the figure correspond to the pairs of the closed system shown in Fig. 2. The emergence of superradiant states is clear in the figure. At small values of \( \gamma \) all states are narrow resonances. The decay widths grow as \( \gamma \) increases. At the critical value of \( \gamma \approx 2.5 \) the sharp superradiant transition occurs. Beyond this point, the superradiant states (pair V in the figure) become broad resonances, essentially protecting the remaining states from decaying into the continuum. The lower panel in the figure shows the states outside of the band. These states are localized in the central qubits and have extremely small decay widths. For these states, the shift in the real energy is negligible and therefore after the superradiance transition they trace back the same trajectories.

It was noticed in [37] that the real part of the effective Hamiltonian repels the levels while attracting the widths. On the contrary, the anti-Hermitian part repels the real energies but repels the widths. This phenomenon can be seen in Fig. 3 where on the road to superradiance the energy levels are attracted to the center of the band.

The evolution of complex energies of the same system when \( \lambda = 2 \) is shown in Fig. 4. All pairs are now evenly distributed over the entire chain. The picture is qualitatively the same as in the previous case. The two superradiant states are again placed in the center of the band. At large values of coupling to the continuum, the superradiant states acquire the entire width, leaving the remaining states to be long-lived.

In order to better envision the protecting role of the superradiant states we compare the lifetime of a particle inside the chain for different initial conditions. In the first case, the particle is initialized in the upper energy state of pair I shown in Fig. 3. In the second case, the initial state is that of the upper energy of pair V (superradiant pair) shown in the same figure. We calculate the survival probability \( P(t) \) according to
\[
P(t) = \sum_m |\langle m | \psi(t) \rangle|^2, \tag{29}
\]
where $|m\rangle$’s are the intrinsic states of the closed system ($\{|n\rangle, |e_L\rangle$ and $|e_R\rangle$ in the wave function [1]) and $\psi(t)$ is the result of quantum evolution,

$$\psi(t) = e^{-iH_{\text{eff}}t}\psi_0,$$

where $\psi_0$ is the initial state. The initial state can be expanded in the biorthogonal space of the eigenstates of the effective Hamiltonian (28), $\psi_0 = \sum c_q |q\rangle$. Consequently we have

$$P(t) = \left| \sum_{m,q} c_q e^{-i\xi_q t} (m |q\rangle \right|^2.$$

The results for different values of the coupling constant $\gamma$ are shown in Fig. 5. In panel (a) the particle was initialized in the upper state of the first energy pair in the band structure. Compared to the weak coupling case ($\gamma = 0.25$), at the superradiance transition ($\gamma = 2.5$) the lifetime is by an order of magnitude smaller, which makes the situation convenient for measurement and fast read-out of the qubit system. At strong coupling and beyond the superradiance transition, when $\gamma = 25$, the lifetime increases and allows for storing information or performing operations on the qubit. Contrary to this, it is shown in panel (b) that the lifetime of a particle initialized in the superradiant state monotonically decreases as the coupling strength is increased. Consequently, other pairs in the band structure become protected from decaying into the leads.

Next we consider the band structure of the open system. Fig. 6 shows the upper half of the band structure when $\gamma = 3$. Here the $y$-axis gives the real part of energy. The picture is similar to the band structure of the closed system (Fig. 2) with all pairs slightly pushed towards the center of the band. In addition, pair V has now become a superradiant pair where the two states have short lifetimes and are insensitive to the parameter $\lambda$. Therefore the pair is no longer a suitable candidate for our qubit system and its role is solely protecting other pairs from decaying into continuum.

It is interesting to monitor the superradiant wave function profile in the chain as a function of $\gamma$. We again consider two cases here: $\lambda = 0.01$ and $\lambda = 2$. The two superradiant wave functions for the first case are shown in Fig. 7. For small values of $\gamma$ the upper and lower states are Bloch waves confined to the left and the right sides of the chain, respectively. As $\gamma$ increases, the states quickly become localized at the edges of the wire.
The wave functions for the second case, $\lambda = 2$, are shown in Fig. 10. The picture is similar to the previous case with the difference that, at weak coupling, the states are extended over the entire chain. It is apparent that at strong coupling the superradiant states become localized in the two edges \cite{38}.

IV. NOISE AND DECOHERENCE

So far, we have studied the system under ideal conditions i.e. assuming that all processes are fully coherent. In reality, due to the interaction with the surrounding the system is subject to perturbations that might destroy the phase relations of the components of a wave function (decoherence). Because superradiance is a direct consequence of quantum superposition and therefore a coherent phenomenon, we expect such fluctuations to have a great impact on the dynamics of the system.

In this section we study the interplay between superradiance and decoherence by considering a model originally introduced by Haken and Strobl \cite{39}. The model has been extensively used for studying the role of dephasing in various physical situations such as radiative decay in molecular aggregates \cite{40}, quantum teleportation and the implementation of a quantum controlled-NOT gate \cite{41}. The dephasing process is introduced by adding a time-dependent Hamiltonian to the effective non-Hermitian Hamiltonian,

$$H_\phi(t) = \sum_{n=-N}^{N} \delta \epsilon_n(t)c_n^\dagger c_n + \delta \epsilon_L(t)c_L^\dagger c_L + \delta \epsilon_R(t)c_R^\dagger c_R,$$

where $\delta \epsilon(t)$ describe stochastic Gaussian processes representing rapid fluctuations of on-site electronic energies with zero mean and delta-function correlations in time

$$\langle \delta \epsilon_i(t) \rangle = 0,$$

$$\langle \delta \epsilon_i(t) \delta \epsilon_j(t') \rangle = \alpha_\phi \delta_{i,j} \delta(t-t').$$

Here $\alpha_\phi$ is the parameter representing the dephasing strength; subscripts $i$ and $j$ run over cell numbers, $n = -N, ..., -1, 1, ..., N$, as well as the excited states of the central qubits, $L$ and $R$. The symbol $\langle \rangle$ denotes averaging over the statistical ensemble.

The evolution of the density matrix $\rho(t)$ is governed by the stochastic Liouville equation. In the site representation we have (see the appendix for derivation)

$$\frac{\partial}{\partial t} \langle \rho(t) \rangle_{i,j} = -i[H_\text{eff}, \langle \rho(t) \rangle]_{i,j} - 2\alpha_\phi (1-\delta_{i,j}) \langle \rho(t) \rangle_{i,j}.$$

Both superradiance and dephasing result in the decay of off-diagonal elements of the density matrix. As a measure of coherence, we define a new quantity, $\mathcal{R}(t)$, according to

$$\mathcal{R}(t) = \sum_{i \neq j} \langle \rho(t) \rangle_{i,j}.$$
FIG. 9. Evolution of the squared components of the wave functions for (a) upper and (b) lower superradiant states. The parameters are $\delta = 2.5$, $\kappa = 4$ and $\lambda = 0.01$. Only the components inside the chain are considered in the figure.

Furthermore, we define the coherence time, $\tau_{coh}$, as the time duration for which $R(\tau_{coh}) = R(0)/e$. Without coupling to the continuum, $\gamma = 0$, we have $R(t) = R(0)e^{-\alpha \phi t}$ and $\tau_{coh} = \alpha^{-1}$. For an open system, $\gamma \neq 0$, the Liouville equation (35) was numerically solved using the ordinary differential equations package in Matlab. Here we consider three cases, $\alpha \phi = 10^{-3}$, $\alpha \phi = 10^{-2}$ and $\alpha \phi = 10^{-1}$. For each case, the coherence time is calculated for systems with different numbers of sites. The initial density matrix in all calculations corresponds to the upper state in the highest energy pair inside the Bloch band (pair I in Fig. 8) when $\lambda^2 = \kappa$.

The results for the case of the weak dephasing strength, $\alpha \phi = 10^{-3}$, are shown in Fig. 11. As expected, regardless of the site number, the coherence time is equal to $\tau_{coh} = 10^3$ when $\gamma = 0$. As $\gamma$ increases, coherence time is governed by superradiance dynamics. At the transition to superradiance, the initial state achieves its maximum decay width and hence $\tau_{coh}$ reaches its minimum due to fast decay into the continuum. However, the reduction in $\tau_{coh}$ is quite different for chains with varying numbers of sites. For larger chains, states have a smaller share of the total width and therefore longer lifetimes compared to shorter chains. Consequently, at the superradiance transition, longer chains have larger decoherence time. A similar type of resistance and robustness to noise with an increase in the number of sites was observed in nanoscale rings within light-harvesting systems [42]. At larger values of $\gamma$, the lifetime of the initial state increases which in turn increases $\tau_{coh}$.

Fig. 12 shows the results for $\alpha \phi = 10^{-2}$. The effect of superradiance is apparent only for systems with a smaller number of sites. For systems with $N = 10$ and $N = 20$, $\tau_{coh}$ is decreased due to the decay into the continuum.
FIG. 11. Coherence time as defined in (36) for systems with different numbers of cells when $\alpha_\phi = 10^{-3}$. The initial state is the upper state of the highest pair inside the Bloch band. Other parameters are $\lambda = \sqrt{\kappa} = 2$ and $\delta = 2.5$.

(For smaller systems the lifetime of the initial state is shorter since there are less states that share the entire decay width).

FIG. 12. Coherence time of systems with different numbers of cells when $\alpha_\phi = 10^{-2}$. The initial state is the upper state of the highest pair inside the Bloch band.

The results associated with the case of $\alpha_\phi = 10^{-1}$, are presented in Fig. 13. The strong dephasing quickly dissipates the off-diagonal elements of the density matrix. This happens before the particle gets a chance to escape the wire and therefore the superradiance effect is suppressed by the dephasing phenomenon. As expected and demonstrated by the figures, superradiance survives only in the presence of relatively weak dephasing.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig13}
\caption{Coherence time of systems with different numbers of cells when $\alpha_\phi = 10^{-1}$. The initial state is the upper state of the highest pair inside the Bloch band.}
\end{figure}

V. CONCLUSION

We proposed a novel solid-state based system for implementing a qubit. The system consists of a one-dimensional chain and a pair of two-level atoms inserted at its center where the couplings between their ground and excited states are inversely proportional. The energy eigenstates within the Bloch band exhibit a qubit-like behavior. The coupling between the ground and excited states of the two central qubits can be used to perform gate operations and initialize the system in a given state. The effect of connecting the wire to ideal leads and charge detectors (coupling to the continuum) was discussed in detail by exploiting the non-Hermitian effective Hamiltonian approach. In the case of strong continuum coupling, two broad resonances localized at the edges of the wire are formed. These emerging superradiant edge states increase the lifetime of the remaining states making them suitable candidates for qubit implementation. The effect of ambient noise was included by considering the stochastic Liouville equation. The interplay between superradiance and decoherence was discussed for various dephasing strengths. Superradiant effects are prominent for weak dephasing strengths and fade away as the noise increases.
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Appendix A: The stochastic Liouville equation

Here we provide a simple derivation of the stochastic Liouville equation using perturbation theory. The case considered here is a special case of the more gen-
eral model where the presence of phonons was accounted for by a heat bath affecting the electrons in a stochastic fashion. Similarly, we include the vibrational effects, which lead to dephasing, by the addition of the timedependent Hamiltonian (32). Fluctuations of electronic energies are modeled using Gaussian processes with the standard stochastic properties (33) and (34). The total Hamiltonian is then \( \hat{H} = \mathcal{H} + \hat{H}_\phi \) and the evolution of the density operator is governed by the von Neumann equation,

\[
\dot{\rho} = -i[H, \rho].
\]  
(A1)

Next we define superoperators \( \mathcal{L}_{\text{eff}} \) and \( \mathcal{L}_\phi \) according to

\[
\mathcal{L}_{\text{eff}} \rho = [\mathcal{H}, \rho], \quad \mathcal{L}_\phi \rho = [\hat{H}_\phi, \rho].
\]  
(A2)  
(A3)

The von Neumann equation (A1) in terms of the superoperators reads

\[
\dot{\rho} = -i\mathcal{L}_{\text{eff}} \rho = -i(\mathcal{L}_{\text{eff}} + \mathcal{L}_\phi) \rho.
\]  
(A4)

Using

\[
\rho^f(t) = e^{i\mathcal{L}_{\text{eff}}t} \rho(0),
\]  
(A5)

\[
\mathcal{L}_\phi^f = e^{i\mathcal{L}_\phi t} e^{-i\mathcal{L}_{\text{eff}} t},
\]  
(A6)

the time evolution equation (A4), transforms to the interaction picture,

\[
\frac{\partial}{\partial t} \rho^f(t) = -i\mathcal{L}_\phi^f \rho^f.
\]  
(A7)

The solution of eq. (A7) up to the second order in the perturbation expansion is

\[
\rho^f(t) = \rho^f(0) - i \int_0^t dt' \mathcal{L}_\phi^f(t') \rho^f(0)
\]

\[
+ i^2 \int_0^t dt' \int_0^{t'} dt'' \mathcal{L}_\phi^f(t') \mathcal{L}_\phi^f(t'') \rho^f(0).
\]  
(A8)

This formal solution only makes sense after averaging over the ensemble. Using the properties of the bath given in eqs. (33) and (34) we have

\[
\langle \rho^f(t) \rangle = \rho^f(0) - \int_0^t dt' \int_0^{t'} dt'' \langle \mathcal{L}_\phi^f(t') \mathcal{L}_\phi^f(t'') \rangle \rho^f(0). \quad (A9)
\]

Differentiating (A9) we arrive at the equation of motion for \( \langle \rho^f(t) \rangle \),

\[
\frac{\partial}{\partial t} \langle \rho^f(t) \rangle = -\int_0^t dt'' \langle \mathcal{L}_\phi^f(t) \mathcal{L}_\phi^f(t') \rangle \langle \rho^f(t) \rangle. \quad (A10)
\]

In obtaining (A10) it was assumed that the bath memory is short compared to the time scales of the density operator. Therefore \( \rho^f(0) \) was replaced by \( \langle \rho^f(t) \rangle \). Evaluating the integral with the help of (34) and using the definition provided in (A2) we arrive at

\[
\frac{\partial}{\partial t} \langle \rho^f(t) \rangle = -\alpha_{\phi} \sum_j \left[ \langle c_j \rangle c_j^\dagger, \langle [c_j \rangle c_j^\dagger, \langle \rho(t) \rangle \rangle \right]. \quad (A11)
\]

where \( j \) runs over cells, \( n = -N, ..., -1, 1, ..., N, \) as well as the excited states of the central qubits, \( L \) and \( R \). Going back to the Schrödinger picture we have

\[
\frac{\partial}{\partial t} \langle \rho(t) \rangle = -i\mathcal{L}_{\text{eff}} \langle \rho(t) \rangle - \alpha_{\phi} \sum_j \left[ c_j^\dagger c_j, \langle c_j \rangle \langle \rho(t) \rangle \right]. \quad (A12)
\]

Finally, by calculating the matrix element of the density operator in the site representation, we arrive at the expression given in (33),

\[
\frac{\partial}{\partial t} \langle \rho(t) \rangle_{i,j} = -i [\mathcal{H}_{\text{eff}}, \langle \rho(t) \rangle]_{i,j} - 2\alpha_{\phi} (1 - \delta_{i,j}) \langle \rho(t) \rangle_{i,j}. \quad (A13)
\]

Even though we have used perturbation expansion to derive the above stochastic Liouville equation, the final result is exact (33) due to the Markovian character of the random process, eqs. (32) and (33).
