Towards hardware Implementation of WTA for CPG-based control of a Spiking Robotic Arm
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Abstract—Biological nervous systems typically perform the control of numerous degrees of freedom for example in animal limbs. Neuromorphic engineers study these systems by emulating them in hardware for a deeper understanding and its possible application to solve complex problems in engineering and robotics. Central-Pattern-Generators (CPGs) are part of neuro-controllers, typically used at their last steps to produce rhythm patterns for limbs movement. Different patterns and gaits typically compete through winner-take-all (WTA) circuits to produce the right movements. In this work we present a WTA circuit implemented in a Spiking-Neural-Network (SNN) processor to produce such patterns for controlling a robotic arm in real-time. The robot uses spike-based proportional-integrative-derivative (SPID) controllers to keep a commanded joint position processor to produce such patterns for controlling a robotic arm from the winner population of neurons of the WTA circuit. Experiments demonstrate the feasibility of robotic control with spiking circuits following brain-inspiration.

Index Terms—Neuromorphic Engineering, SNN, Robotic Arm, Spiking Motor Control, Winner-Take-All network

I. INTRODUCTION

Understanding how neural circuits in animal brains carry out sensory processing, decision making, and motor control can lead to useful engineering solutions for robotics and computing. Insects are particularly interesting in this research area due to their relatively low complexity when compared to mammals’ brains. The neural circuits controlling insect limbs are individually modified and fine-tuned in a task-dependent fashion [1]. The output stage of these circuits results in specific motor actions for a particular degree-of-freedom (DoF) of the limb. Conversely, circuits in the previous processing layers implement many other computational primitives, such as central-pattern-generators (CPGs) for the generation of repetitive sequences of motor actions, coordinated among the different DoFs of multiple limbs [2], [3], or Winner-Take-All (WTA) networks for selective attention and decision making. Although there is strong evidence from neuroscience that there are well defined motor primitives for biological movement control [4], the neural basis of many of most of these primitives is still poorly understood.

One promising hypothesis is that the activation of sequences of patterns comes from motor primitives located in high level layers in the motor cortex, where decision making circuits are driven by sensory processing ones, and generate dynamic activities that produce motor behaviour [5]. Given these sets of complex dynamic transformations, it is necessary to model neural systems using a non-linear dynamics approach [6]. Following this approach, we propose to develop motor primitives based on WTA neural circuits, for producing the final sequential pattern of motor commands to be applied to the limb. Examples of neuromorphic electronic systems that comprise multiple coupled WTA networks of silicon (spiking) neurons have been proposed, that give rise to noise-robust patterns of sequential activity to produce robust patterns that can be halted, resumed and readily modulated by external input [7], [8]. Neuromorphic mixed-signal circuits help in validating computational neuroscience models (e.g., of motor primitives) by directly emulating their signal processing features and dynamics via the properties of their analog circuits comprising transistors that operate in the weak-inversion regime [9]. An example of this approach was recently proposed, in which a close-loop motor controller was developed using a WTA, implemented with silicon neurons present on the DYNAP-SE mixed-signal neuromorphic processor [10] and interfaced to a humanoid robot [11]. A second, alternative, approach is to validate the different types of motor controllers in closed-loop setups by simulating the SNN using digital SNN chips, such as the Intel Loihi or SpiNNaker ones [12], [13], [14]. In [12] similar approaches have been developed to manage a real robot, where the weights of a bio-mimetic multigait CPG have been programmed and coupled with DVS based visual data processing to show a spike-only closed-loop robotic system for a prey-tracking scenario for a locomotion experiment in an hexapod robot. The speed and direction of each leg is commanded through the SCPG spikes implemented in a software running in an embedded computer, which are mapped to produce the gaits through pulse-width-modulation (PWM) signals sent to the servo motors. In [15] the final actuation of the motors of the robotic arm joints is done also in the spiking domain through the pulse-frequency-modulation (PFM), allowing lower power and latency with respect to classic robotics. This PFM was proposed in [16] and later used
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by [17] for open-loop control. It is currently available at the ED-Biorob [15] and the ED-Scorbot framework, which can be used remotely if needed [18]. For the best of our knowledge the first work that presented a spiking interface from an SNN hardware accelerator and a PFM robotic platform is ED-Biorob. Nevertheless, in this work, authors required the use of all the neurons a chip (1KNeurons) to produce the needed spiking activity to make a joint to reach the farthest position. This restricts the use of the silicon neurons of the chip for implementing an SNN for controlling the robot.

In this work we use a mixed signal neuromorphic processor to implement multiple coupled WTA networks to produce and control end-effector trajectories of an event-driven robotic arm. The event-driven robotic platform ED-Scorbot has been connected to the mixed-signal neuromorphic processor where several populations of silicon neurons compete to control the joint of the robotic arm to reach a desired angle. The main difference with ED-Biorob is that in this case we require less neurons per joint, allowing the use of remain neurons to implement a SNN for the robot commanding. The address-event-representation (AER) protocol is used to codify and communicate neural activity from the neuromorphic processor chip to the SPI-D controllers running in parallel for the 6 DoF of this robot. This paper is focused in the interface that requires, as in the biological neural systems, to extract the right pattern from the winner population and map it to the joint movement in a smooth and safe way for the robot parts. Experiments on one joint of the robot validate the use of this architecture and open the door for future control of the whole robot in a neuro-inspired way.

II. MATERIALS AND METHODS

A. WTA network

The Winner-Take-All (WTA) network is among most extensively studied competition models in computational neuroscience. These networks are composed of clusters of excitatory neural populations, competing via shared inhibition, and in which each cluster encodes one of the possible input features. For the purpose of this work we consider as input feature space, the space of possible angles for the robotic arm joint movements. We implemented as WTA a network of spiking neurons configures as a hard-WTA: that is, a network in which only one excitatory cluster with the highest spiking activity wins, while all others are suppressed. The population coding strategy, and the use of clusters of neurons to represent one WTA node, allows to overcome the variability and noise present in the neuromorphic hardware. In addition, we implement strong recurrent excitatory connections within a cluster to facilitate self-sustained activity as a means to increase robustness to noise in the input spikes. The suppression of a cluster’s activity occurs when inhibition intervenes with prevailing excitation such that the network transits from the currently active cluster to another one winner, that represents the subsequent angle movement.

The specific network architecture consists of 12 clusters with $N_e = 8$ excitatory neurons tuned to a specific angle. The inhibitory pool interacts with all these clusters in such a way as to permit at-most one cluster to be active, encoding the most recent input (see Fig. 1). Depending on the coupling of excitatory clusters and inhibitory pool, when a new input signal arrives that activates cluster $n_{new}$ (say cluster B, in Fig. 1), the inhibitory mechanism kills the activation of cluster $n_{prev}$ (e.g., cluster A) and concurrently balances the activity in the newly activated cluster maintaining stability.

B. Infrastructure

1) The mixed-signal neuromorphic processor: To test the network and robotic setup we use a mixed-signal neuromorphic processor of the type described in [10] that uses analog circuits for the synapse and neural dynamics and digital circuits for the event-based communication. Combining this with weak inversion aVLSI design methods (sub-threshold design) provides the chip with impeccable energy efficiency. Each chip has 1024 exponential Integrate and Fire neurons distributed over 4 individually configurable Neural Cores, connected by hierarchical routing grid. Each physical neuron is composed of Somatic, Dendritic and Synaptic blocks that runs in realtime and emulates complex neuron behaviour. The Synaptic block comprises 64 content addressable memory (CAM)-based synapses per neuron, with 4-bit weights. The Somatic block models an exponential or linear Integrate and Fire (IAF) neuron, with optional firing-rate adaptation. The Dendritic block contains 2 excitatory and 2 inhibitory differential pair integrator-based low-pass filter compartments, which elicit excitatory and inhibitory post synaptic potentials (EPSP / IPSP). Each synapse can be attached to any of the four dendritic compartments. The AMPA dendritic compartment offers an optional 1D or 2D resistive grid, to diffuse incoming EPSPs between nearby somas. The NMDA dendritic compartment can gate the incoming current depending on the somatic membrane potential. The two GABA dendritic compartment mimics subtractive and divisive inhibition.

A software tool implementing AER communication protocol in C++ allows to program and configure a SNN, stimulate silicon neurons, and stream events out in Python. A periphery FPGA holds configurable spike generators to produce either custom or Poisson spike trains. Output spikes can either be directed to PC via the FPGA or to another AER-based system, like in this work by simply selecting the right output port from the four ports that include the on-chip router. These are AER
ports of 15-bit including two lines for a simple asynchronous handshake protocol. For each output spike produced in the chip, a couple of two consecutive AER words is sent to the interfaced AER system. This output activity can be either received by an FPGA-based interface, or by another AER system.

2) Event-Driven Scorbot: The Event-Driven Scorbot (ED-Scorbot) platform consists of a hardware/software infrastructure that includes three main parts. First, a six DoF mechanical industrial robotic arm. Second, an implementation of a SPID controller for each DoF, as in [15] [18], that is able to command a joint of the robot to move to a fixed position using spiking information [16]. These controllers implementation is comprised of several boards, which together allow for the six parallel SPID controllers to command the whole robot. Third, a software application-programmer-interface (API) developed in Python [19] that allows to interface of the robot with software based spiking systems or hardware based ones, like DYNAP-SE, as in this work.

Therefore, there are several blocks needed to implement a communication between an external source and the effective driving of the robot’s motors. An overview of these blocks and their communication methods shown in Fig. 2. As the image depicts, the input signal can come from different sources. This is due to the AER-Node programming. For example, the current setup for the platform uses an external PC to configure and send this input. However, we can tell it to accept other kinds of input, e.g. DYNAP-SE output spikes. In order to do this, we have to take a closer look at the AER-Node board and its components to find an implementation that lets us take external spikes and integrate them into the communication. The structure of the hardware for the SPID controllers and their interface through USB or DYNAP-SE is shown in Fig. 3. As we can see, not all of the controller is located in the same board, due to resource scarcity. The AER-Node board [20] and the AER-Scorbot [21] holds a Spartan 6 and a Spartan 3 FPGA respectively for the implementation of each part of the controllers. The communication between both boards is through a 4-bit AER interface plus 2-bit for REQ and ACK handshake. AER-Scorbot takes care of the final motor driving, expanding the pulses to be sent to the DC motors of the joints to allow the PFM signal of the SPID to power the motor. This, in fact, represents the proportional component of each SPID controller. Furthermore, the optical encoder attached to each motor produces a phase shifted, two channel quadratic signal that codifies the rotation speed of the motor and the direction of the movement. These signals are converted to spiking signals and codified into AER in the Spartan-3 FPGA. In the other hand, the Spartan-6 FPGA implements the integrative and derivative part of the SPID controller, the feed-back of the controller with the conversion of the encoder information from speed to position (Integrate and Generate block of the feedback), and the blocks for preparing the reference spiking signal for the SPID controllers, like the USB interface to spikes or the block developed in this work for interfacing the DYNAP-SE to the ED-Scorbot. This interfacing block is explained with more details in next subsection.

3) DYNAP-SE and ED-Scorbot interface: The DYNAP-SE board provides 4 different parallel AER interfaces for sending and receiving its core neuron spikes in four different directions for configuring bigger spiking systems. These ports are known as north, south, east and west. West port is used to send back spikes to the FPGA board, and then to the computer, the output spiking information produced by any spiking network configured on the chip. Nevertheless, the DYNAP-SE spiking output can be easily redirected through the east port of the DYNAP-SE chip.

For connecting the DYNAP-SE chip to the robot, we are using the east port. The East parallel AER bus of the chip has been connected to the AER input bus of the AER-Node board in the ED-Scorbot framework. This connection has required the use of level converters (TXS0108E) to adapt the 3.3v of the GPIOs of the AER-Node to the 1.8V of the GPIOs of the DYNAP-SE. As depicted in Fig. 3(a) top, the events produced by the chip should be processed by a sequence of blocks to reliably interpret the spiking output of the chip. In the chip, a WTA network described in Section II-B1 is producing a traffic relaying the spiking output of the chip. This WTA network output is configured to obtain as a winner an angle for one particular joint. This winner ID has to be extracted from the two AER events output, so a finite-state-machine (FSM) is used for that in the AER Decoder block of the figure. To avoid that the frequency of changes of the WTA can produce any vibration, high frequency changes or even damage in the robot, a history filter is included to produce a smooth sequence of changes in the robot’s joints. The filter is implemented by an integrate and fire neuron for each different input neuron ID, which is associated to each possible target angle of the joint, in such a way that the membrane potentials are incremented if an event is received from the population associated to that angle. The first neuron that reaches its threshold is selected to move the robot joint to the target angle. The selected angle neuron resets itself and sends an inhibitory spike to the other angles’ neurons to reset their membrane potentials. The filtered neuron ID is the one that reaches the threshold firstly.
neurons’ range and threshold values can be adjusted through the python interface [19].

Then, these filtered neuron IDs, that represent the next commanded angle for a joint, are mapped to the corresponding digital spike references values, which are used to feed a Spike Generator, and used as input for the SPID controllers. Table I shows the neuron IDs used at the DYNAP-SE, their mapped angles, their digital spike references and their produced joint position values from the encoder’s 16-bit internal counters.

C. Experiments

The proposed setup has been functionally validated with the execution of a SNN running at the DYNAP-SE that interacts with the base joint of the robot (joint 1). This SNN consists of a WTA network that selects one cluster over a set of 12 populations of neurons. Each population will command an angle to the joint according to Table I. The WTA has been stimulated programming its spike generator (i.e., input) to produce an incremental and decremental sequence of clusters activation. The joint is, therefore, changing its position accordingly. Figure 4 (top) shows the WTA input, its internal inhibitory spikes and its clusters activation over time. These output clusters activation neuronal activity is used by the AER Dyn2SPID block of Fig. 3(a) for the joint control (see Fig. 4 bottom).

III. Conclusions

In this work a WTA circuit has been implemented over a neuromorphic spiking processor, i.e. DYNAP-SE, to emulate the behaviour of a WTA circuit of a biological CPG system for neuro-motor control. The output of this circuit has been connected to the ED-Scorbot robotic arm platform in real-time to perform a basic experiment to validate the circuit. It has been observed the impact of the temporal distribution of clusters activation in order to ensure the right target in the robot. SPID parameters [18], motor torques and robot power supply imply a fixed latency for a joint to reach any commanded position. The larger the angle step among consecutive populations, the longer the required latency to reach the target position. Future work will be focused in combined pattern generation on several joints to reproduce learnt trajectories and close-loop WTA circuits.
REFERENCES

[1] A. Büschges, “Lessons for circuit function from large insects: towards understanding the neural basis of motor flexibility,” Current Opinion in Neurobiology, vol. 22, no. 4, pp. 602–608, 2012. microcircuits. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0959438810002556

[2] E. Donati, G. Indiveri, and C. Stefanini, “A novel spiking cpg-based implementation system to control a lamprey robot,” in 2016 6th IEEE International Conference on Biomedical Robotics and Biomechatronics (BioRob), 2016, pp. 1364–1369.

[3] R. Krause, J. J. A. van Bavel, C. Wu, M. A. Vos, A. Nogaret, and G. Indiveri, “Robust neuromorphic coupled oscillators for adaptive pacemakers,” Scientific Reports, vol. 11, no. 1, 2021.

[4] J. P. Stroud, M. A. Porter, G. Hennequin, and T. P. Vogels, “Motor primitives in space and time via targeted gain modulation in cortical networks,” Nature Neuroscience, vol. 21, no. 12, p. 1774, 2018.

[5] R. Latorre, R. Levi, and P. Varona, “Transformation of context-dependent sensory dynamics into motor behavior,” PLOS Computational Biology, vol. 9, no. 2, pp. 1–13, 02 2013. [Online]. Available: https://doi.org/10.1371/journal.pcbi.1002908

[6] M. Rabinovich, R. Huerta, and V. Afraimovich, “Dynamics of sequential decision making,” Physical Review Letters, vol. 97, 2006.

[7] E. Neftci, J. Binas, U. Rutishauser, E. Chica, G. Indiveri, and R. Douglas, “Synthesizing cognition in neuromorphic electronic systems,” Proceedings of the National Academy of Sciences, vol. 110, no. 37, pp. E3468–E3476, 2013.

[8] H. Mostafa, F. Corradi, F. Stefanini, and G. Indiveri, “A hybrid analog/digital spike-timing dependent plasticity learning circuit for neuromorphic VLSI multi-neuron architectures,” in International Symposium on Circuits and Systems, (ISCAS). IEEE, 2014, pp. 854–857.

[9] E. Chica, F. Stefanini, C. Bartolozzi, and G. Indiveri, “Neuromorphic electronic circuits for building autonomous cognitive systems,” Proceedings of the IEEE, vol. 102, no. 9, pp. 1367–1388, Sep. 2014.

[10] S. Moradi, N. Qiao, F. Stefanini, and G. Indiveri, “A scalable multicore architecture with heterogeneous memory structures for dynamic neuromorphic asynchronous processors (DYNAPs),” Biomedical Circuits and Systems, IEEE Transactions on, vol. 12, no. 1, pp. 106–122, Feb. 2018.

[11] J. Zhao, E. Donati, and G. Indiveri, “Neuromorphic implementation of spiking relational neural network for motor control,” in International Conference on Artificial Intelligence Circuits and Systems (AICAS), 2020. IEEE, 2020, pp. 89–93.

[12] A. Lele, Y. Fang, J. Ting, and A. Raychowdhury, “An end-to-end spiking neural network platform for edge robotics: From event-cameras to central pattern generation,” IEEE Transactions on Cognitive and Developmental Systems, pp. 1–1, 2021.

[13] R. K. Stagsted, A. Vitale, J. Binz, A. Renner, L. L. Bonde, A. L. Christensen, and Y. Sandamirskaya, “Event-based PID controller fully realized in neuromorphic hardware: a one dof study,” in Intelligent Robots and Systems (IROS), 2010 IEEE/RSJ International Conference on, 2010.

[14] J. C. V. Tieck, L. Steffen, J. Kaiser, A. Roennau, and R. Dillmann, “Controlling a robot arm for target reaching without planning using spiking neurons,” in 2018 IEEE 17th International Conference on Cognitive Informatics Cognitive Computing (ICCI*CC), 2018, pp. 111–116.

[15] A. Linares-Barranco, F. Perez-Peña, A. Jimenez-Fernandez, and E. Chica, “Ed-biorob: A neuromorphic robotic arm with fpga-based infrastructure for bio-inspired spiking motor controllers,” Frontiers in Neurorobotics, vol. 14, p. 96, 2020. [Online]. Available: https://www.frontiersin.org/article/10.3389/fnbot.2020.590163

[16] A. Jimenez-Fernandez, G. Jimenez-Moreno, A. Linares-Barranco, M. J. Dominguez-Morales, R. Paz-Vicente, and A. Civit-Balcells, “A neuro-inspired spike-based pid motor controller for multi-motor robots with low cost fpgas,” Sensors, vol. 12, no. 4, pp. 3831–3856, 2012. [Online]. Available: https://www.mdpi.com/1424-8240/12/4/3831

[17] E. Donati, K. A. Hassan, A. Nogaret, and G. Indiveri, “Deriving optimal silicon neuron circuit specifications using data assimilation,” in Circuits and Systems (ISCAS), IEEE International Symposium on. IEEE, 2018, pp. 1–5.

[18] S. Canas-Moreno, E. Pinero-Fuentes, A. Rios-Navarro, D. Cascado-Caballero, F. Perez-Pena, F. D. A. Gomez-Rodriguez, and A. Linares-Barranco, “Towards spike-based motor control fpga integration for neuromorphic robotic arms for learning applications throughremote access,” Submitted to Springer Autonomous Robots, 2021.

[19] “The py-edscorbot tool open source project,” GitHub web-site, Nov. 2020. [Online]. Available: https://py-edscorbottool.readthedocs.io/

[20] A. Yousefzadeh, M. Jablotiski, T. Jakymphuk, A. Linares-Barranco, A. Rosado, L. A. Plana, S. Temple, T. Serrano-Gotarredona, S. B. Furber, and B. Linares-Barranco, “On multiple aer handshaking channels over high-speed bit-serial bidirectional lvds links with flow-control and clock-correction on commercial fpgas for scalable neuromorphic systems,” IEEE Transactions on Biomedical Circuits and Systems, vol. 11, no. 5, pp. 1133–1147, 2017.

[21] F. Gómez-Rodriguez, A. Jiménez-Fernández, F. Pérez-Peña, L. Miró, M. Domínguez-Morales, A. Ríos-Navarro, E. Cerezuela, D. Cascado-Caballero, and A. Linares-Barranco, “Ed-scorbot: A robotic test-bed framework for fpga-based neuromorphic systems,” in 2016 6th IEEE International Conference on Biomedical Robotics and Biomechatronics (BioRob), 2016, pp. 237–242.