Selfish punishment with avoiding mechanism can alleviate both first-order and second-order social dilemma
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Abstract

Punishment, especially selfish punishment, has recently been identified as a potent promoter in sustaining or even enhancing the cooperation among unrelated individuals. However, without other key mechanisms, the first-order social dilemma and second-order social dilemma are still two enduring conundrums in biology and the social sciences even with the presence of punishment. In the present study, we investigate a spatial evolutionary four-strategy prisoner’s dilemma game model with avoiding mechanism, where the four strategies are cooperation, defection, altruistic and selfish punishment. By introducing the low level of random mutation of strategies, we demonstrate that the presence of selfish punishment with avoiding mechanism can alleviate the two kinds of social dilemmas for various parametrizations. In addition, we propose an extended pair approximation method, whose solutions can essentially estimate the dynamical behaviors and final evolutionary frequencies of the four strategies. At last, considering the analogy between our model and the classical Lotka-Volterra system, we introduce interaction webs based on the spatial replicator dynamics and the transformed payoff matrix to qualitatively characterize the emergent co-exist strategy phases, and its validity are supported by extensive simulations.
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1. Introduction

For centuries, the scales of most of human economic communities have expanded dramatically from kin-based work-shops to intensively large-scale cooperative groups in which selfish individuals frequently cooperate with other genetically unrelated ones. Kinds of mechanisms or rules have been developed to explain or support the existence of such cooperative behaviors (Nowak (2006)). In these range of rules, kin selection is merely applied to small kinship groups (Hamilton (1971); Foster et al. (2006)). Direct reciprocity (Axelrod (1984)) can explain the emergence of cooperation between unrelated individuals or even between members of different species, but it is limited to the repeated encounters between the same two individuals. In the context of indirect reciprocity (Nowak (2006); Nowak and Sigmund (1998b,a)), randomly chosen pairwise encounters where two individuals do not have to meet again are admissible. However, it can only promote cooperation on condition with sufficient reputation (Alexander (1987); Haley and Fessler (2005)) that drives this deed. Additionally, network reciprocity (Lieberman et al. (2005); Nowak (2006); Ohtsuki et al. (2006)) and social diversity (Santos et al. (2008)) are only established in the population that is not well-mixed, i.e., their operations rely heavily on the hierarchical structure of populations. The significance of migration for the emergence and persistence of cooperation has also been highlighted by the previous studies (Helbing and Yu (2009); Yang et al. (2010)). Nevertheless, in real life, the cost of migration may be very high, and the information about the destinations may also be insufficient and limited (Borjas (1989); Drinkwater et al. (2003); Martin (2012); Buesser et al. (2013)). For these reasons, punishment turns out to be a key role in sustaining the cooperation as strangers frequently engage in interest transactions in large-scale institutions (Boyd and Richerson (1992); Panchanathan and Boyd (2004)).

Furthermore, altruistic punishment has been used as a paradigm to promote cooperation in large populations consisting of selfish unrelated or faceless individuals (Fehr and Gächter (2002); Fowler and Christakis (2010)). However, it is less likely to become a robust strategy (Perc (2012)) owing to the extra expenses for the cost to punish defectors. Only recently, a few works have suggested another way that altruism may be maintained by the defectors though punishing other defectors, known as selfish punishment (Wilson and O’Gorman (2006); Nakamaru and Iwasa (2006); Eldakar et al. (2007)). The concept of selfish punishment was
originally suggested by an empirical experiment on humans demonstrating that individuals most likely to punish other defectors themselves are most tempted to defect (Wilson and O'Connor (2006)). This experiment actually implies that a certain part of defectors prefer to punish other defectors for themselves rather than the public welfares in some situations. Combining with reality, it is possible that certain groups of individuals, especially tricky cheaters, can take some steps such as lying to punishers to avoid the sanctions in the presence of communication (Serra-Garcia et al. (2013); Sheremeta and Shields (2013); Belot et al. (2012)), exemplified by the proverb ‘a thief crying “Stop thief”’. These cheaters use punishment as an evasion, which can be regarded as the alternative form of selfish punishment. However, to our knowledge, this actual important mechanism has received relatively little attention in evolutionary game theory. Further studies are still necessary.

In order to further explore how this selfish punishment works, we design a model involving cooperators (C), defectors (D), cooperative punishers (CP, i.e., altruistic punishers), and defective defectors (DP, i.e., selfish punishers) with avoiding mechanism. Differing from the previous models (Helbing et al. (2010a,c); Szolnoki et al. (2011); Nakamaru and Iwasa (2006); Panchanathan and Boyd (2004); Fehr and Gächter (2002); Fowler and Christakis (2010)) with respect to punishment, our model is performed in the context of prisoner’s dilemma game (PDG) along with a low level of random mutation. In detail, the sanctions from punishment are always considered to be costly (Helbing et al. (2010a,c); Szolnoki et al. (2011)). Similarly, both defective punishers and cooperative punishers sanction defectors with a punishment fine at a personal punishment cost in our model, without loss of generality and rationality. Unlike previous studies on the evolution of altruism with punishment (Helbing et al. (2010a,c); Szolnoki et al. (2011); Nakamaru and Iwasa (2006); Panchanathan and Boyd (2004); Fehr and Gächter (2002); Fowler and Christakis (2010)), we add the avoiding behaviors represented by the identifying probability to defective punishers, who punish not only other defectors but also the ones with the same strategy. Moreover, we propose an extended pair approximation for the time evolution of the four strategies, allowing us to track the dynamics features and stationary states of the system. At last, motivated by the works on ecological interaction networks (Knebel et al. (2013)), we introduce interaction webs to qualitatively understand the stable coexistence and extinction of different strategies.

It is worth noting that there are two kinds of social dilemmas in the model. One is the conventional social dilemma – PDG, namely the first-order social dilemma in which the free riders such as defectors can earn higher personal profits than
cooperators whereas the well-being of the population depend only on the level of cooperation. The other is the second-order social dilemma, where punishers carry out punishment which reduces their fitnesses relative to those second-order free riders (including pure cooperators) who do not punish (Nakamaru and Iwasa (2006); Fehr and Rockenbach (2003); Fowler (2005); Sigmund et al. (2010)). In this paper, it will be demonstrated that the presence of selfish punishment with avoiding mechanism can help the individuals out of the two dilemmas.

2. Model

We consider a spatially structured population where each player is fastened on one site of a square lattice of size $N = L \times L$ with periodic boundaries. Each player $(i)$ adopts strategy $s_i \in \{C, D, CP, DP\}$. Initially, the four strategies (C, D, CP, and DP) are distributed randomly and uniformly over the lattice sites.

In each iteration, each player $(i)$ firstly plays the PDG with its four nearest neighbors in addition to itself to accumulate its original overall payoff $P_{os_i}$ without punishment. We have found that the situation where cooperators and altruistic punishers in addition to selfish punishers coexisting stably will not be fulfilled for various parametrizations if self-interaction (that the players can play the game with themselves) is excluded. Without self-interaction, the positive role of selfish punishment on the evolution of cooperation is weakened. We thus introduce the self-interaction into the current model. In line with the definition of PDG, each player gets the reward $R$ if both choose to cooperate (C, CP) with each other, or the payoff $P$ if both defect (D, DP). A cooperator or cooperative punisher gets the sucker’s payoff $S$ against a defector or defective punisher, who gets the temptation to defect $T$ in such circumstance. We have checked that none of our findings for $T = b(b > 1)$, $R = 1$, and $P = S = 0$ are essentially changed if we instead set $P = \varepsilon$ where $\varepsilon$ is positive but significantly below unity. For the sake of simplicity, we just use the parametrization $T = b (b > 1)$, $R = 1$, and $P = S = 0$, which is also commonly adopted in many studies (Nowak and May (1992); Szabó and Tőke (1998); Santos and Pacheco (2005); Gómez-Gardeñes et al. (2007)).

Secondly, the punishment is executed, i.e., the payoff $P_{os_i}$ may be modified as the remaining payoff $P_{ms_i}$ by subtracting punishment costs and/or punishment fines. In reality, the cheaters in the face of punishers have a strong incentive to hide their identities after a defection so as to escape the punishment, causing information asymmetry. Considering this fact, we make an assumption that the states of non-cooperative (D and DP) individuals are unobservable to other punishers in our model. Consequently, there are three cases as follows: (i) To each punisher
(s_i = CP or DP), it just selects one target j randomly from the non-cooperative neighbors (s_j = D or DP, j \in \Gamma_i where \Gamma_i denotes the set of neighbours of player i) to identify the target either successfully (for D) or probably (for DP at a probability \gamma). Then the punisher i will impose a fine \beta on the exposed target at a personal cost \alpha if its original payoff is sufficient for punishment (P_{s_i}^o > \alpha), or else it will do nothing. It indicates that defective punishers (DP) can still avoid being punished with probability 1 - \gamma even though they are selected. (ii) Correspondingly, the selected non-cooperative player j will be either absolutely sanctioned if s_j = D or successfully punished with a probability \gamma when s_j = DP, so that its payoff is reduced by \beta. Instead, the unselected ones are capable of escaping the punishment. (iii) P_{s_i}^m = P_{s_i}^o if s_i = C. A run for punishment over the whole lattice is performed in a random fashion in which each punisher has and only has one chance to punish.

Next, each player i chooses one of its four nearest neighbors at random and imitates the strategy of the chosen co-player j with a probability \cite{SzaboToke1998}

\[ W_{s_i \rightarrow s_j}(P_{s_j}^m - P_{s_i}^m) = \frac{1}{1 + \exp[-(P_{s_j}^m - P_{s_i}^m)/\kappa]}, \]  

(1)

where the remaining payoff of j (P_{s_j}^m) are also acquired in the same way mentioned above. \kappa = 0.1 is a noise parameter describing uncertainty of strategy adoption. Over one whole Monte Carlo step (MCS), all the individuals perform an attempt for strategy updating simultaneously.

The previous studies \cite{Wolff2012, Helbingetal2010a} have stressed that the random mutation can create some extent of strategy-mixing, and the introduction of mutation enable us to yield the deterministic replicator dynamics in the limit of frequent sampling in the absence of mutations in a large population \cite{Daehleetal2013}. Moreover, in the presence of the mutation, even though altruistic punishers and selfish punishers evolving from random mutation frequencies cannot stabilise full cooperation \cite{Wolff2012}, they could have more chances to touch the first-order free riders (D) and second-order free riders (C) \cite{Helbingetal2010a} to suppress them. The performance of punishment would be thus enhanced by random mutation. Therefore, following the previous studies \cite{Helbingetal2010a, Antaletal2009}, random mutation is introduced as a separate process in our model. In detail, each player changes its strategy blindly and independently to one of other three strategies with a probability \nu such that all four states are potentially present in the population at a low frequency. We set \nu = 10^{-2} throughout this paper.
The simulations are performed for systems with $L \geq 200$ in our model. The final densities of all four strategies ($\rho_s$) are obtained after at least $1.0 \times 10^4$ Monte Carlo steps (MCS) to guarantee equilibrium existence, and averaged over 20-50 independent realizations to insure a low variability. The simulation results are also complemented and supported by analytical predications from an extended pair approximation method by taking into account the details of the punishment (see Appendix). To get a detailed qualitative portrait of the stable co-exist phase, we put forward interaction webs in analogy to Lotka-Volterra (LV) networks (Knebel et al. (2013)) being detailed in the following section.

3. Results

![Fig. 1](image)

Fig. 1: The frequencies of four types of strategies as a function of $b$ for $\gamma = 0.2$ (top panels (a)-(d)) and $\gamma = 0.8$ (bottom panels (e)-(h)), where $\gamma$ denotes the identifying probability that a defective punisher is identified and punished by another punisher. Specifically, solid symbols represent the simulation results for $\alpha = 0.3$ and $\beta = 0.9$ ($\xi > 1$), where the corresponding results based on pair approximation (see Appendix A) are denoted by solid lines. Open symbols represent the simulation results for $\alpha = 0.6$ and $\beta = 0.4$ ($\xi < 1$), where the corresponding results based on the pair approximation are denoted by dashed lines.

Differing from previous studies, selfish punishment with avoiding mechanism diversifies the response of the strategies to punishment cost, punishment fine, and temptation to defect (see Fig. 1). For convenience, we firstly denote punishment
coefficient $\xi$ by the ratio of $\beta$ to $\alpha$ i.e., $\xi = \frac{\beta}{\alpha}$. For $\xi < 1$ ($\alpha = 0.6, \beta = 0.4$), the frequencies of C (D) does not decrease (increase) monotonically with $b$, independently of the identifying probability $\gamma$. For example, in the case $\gamma = 0.2$, when the value of $b$ is just slightly greater than 1, the population in steady state is almost composed of cooperators and cooperative punishers because non-cooperative individuals even isolated ones can hardly survive in the population. Cooperative punishers have little chance (i.e., don’t need to spend external payoffs) to punish defectors. Therefore the random mutation makes that cooperative punishers no great difference to cooperators such that the density of cooperators cannot reach a much high level. When $b$ is approaching $b^* = 4/3 \approx 1.33$, non-cooperative individuals begin to grow and persist in the population, whereas the cost of punishment on non-cooperative individuals is still not so great that cooperative punishers could compete against cooperators. For $b \approx b^*$, the payoffs of non-cooperators (D and DP) staying in small clusters less than three (e.g., in forms of lines, corners or isolated islands) can be written as $P_{DP,D} = (k-1)b^* \approx 4$, which is comparable to that of clustered cooperators or cooperative punishers in contact with them. In face of second-order free riders, the cooperative punishers owning non-cooperative neighbors (most of them are defectors) are at a disadvantageous position because they have to pay considerable external cost $\alpha$ to punish those nearest defectors in small clusters. Meanwhile defective punishers have to pay much more than the losses of other non-cooperative individuals in spite of that they have a high chance to escape the punishment ($\xi$ is small). In contrast to clusters of D and DP, clusters of C are robust or even aggressive. Consequently, there are almost isolated defectors and clusters of cooperators accompanied by few punishers (CP and DP) in the population in the equilibrium when $b \approx b^*$. As such, the density of cooperators has a chance to grow to high level. As $b$ grows approaching to 2, the population is dominated by defectors and defective punishers, and cooperators and cooperative punishers go extinct. The punishment on defectors is not likely to happen because the payoffs of defective punishers are nearly zero. As a result, there are no differences between D and DP owing to random mutation, they coexist stably together.

For $\xi > 1$ ($\alpha = 0.3, \beta = 0.9$), punishers (CP and DP) behave non-monotonically with $b$, relating to $\gamma$. There exists optimal moderate $b$ that could maximize them. Taking the cooperative punishers as an example, in the case $\gamma = 0.2$, there are only cooperators and cooperative punishers in the population in the steady state when $b \approx 1$. The reason that $\xi > 1$ facilitates the survival of punishers (CP and DP) is due to fact that they don’t need to spend too much cost to suppress non-cooperative individuals (D and DP). As $b$ is approaching $b = 1.5$, coop-
erators begin to shrink while both cooperative punishers and defective punishers are growing. When \( b \approx 1.5 \), the defective punishers especially the ones in small clusters (existing in form of lines, corners or isolated islands) of the non-cooperative strategies can firstly prevail because they can obtain large benefits from their nearest non-defective neighbors (C and CP) \((P_{DP}^0 \geq (k-1) \times b > 4)\) while \( P_{DP}^0 \geq (k-2) \times b < 4 \). After punishment, they still own enough incomes (because \( P_{DP}^m = P_{DP}^0 - \alpha =\geq (k-1) \times b - \alpha \approx 4 \)) to conquer the domains of cooperators and protect cooperative punishers from the excessive invasion of cooperators. Besides, the clusters of CP can also coexist with those of DP on account of the appropriate value of \( b \) (the payoffs of the defective punishers in larger clusters \( P_{DP}^m = P_{DP}^0 - \alpha =\geq (k-2) \times b - \alpha < 4 \)). Irrespective of small identifying probability, the defective punishers could be still reduced by being probably targeted and punished by the cooperative punishers. When \( b \gg 1.5 \), the population is once again dominated by either defectors or defective punishers based on the arguments in the last paragraph. Consequently, besides fair amount of defective punishers for \( b \approx 1.5 \), there are greatest number of cooperative punishers in the population in comparison with that for other values of \( b \).

The results in Fig. 1 show that the evolution of the population is strongly related to the punishment cost and fine, the identifying probability, and the temptation to defect. However, despite of the identifying probability and punishment cost and fine, non-defective individuals (C and CP) finally go extinct as \( b \) is approaching to 2.0, in contrary to the prevalence of defectors and defective punishers. The phenomena observed above are also supported and corroborated by an extended pair approximation method by considering the detailed rules of the punishment (see Appendix A). The method is sufficient to provide predictions in accordance with the MC simulations.

For a better understanding of the dynamic features of our model, we portray the temporal evolution of the system as appropriate combinations of strategy frequencies in Fig. 2 with increasing value of the temptation to defect. It is observed that the mixture of two or more strategies rise simultaneously, while the others fall at the moment. On the one hand, individuals of certain strategies form cooperative islands which are beneficial for them so that they can spread efficiently and nearly conquer the whole population together (Szabó and Tőke (1998); Helbing et al. (2010c); Szolnoki et al. (2011)). For instance, in Fig. 2a and d, cooperators thrive because cooperative punishers can force the non-cooperative ones (D and DP) out on account of small \( b \). Meanwhile, cooperative punishers compensate the cost of punishing non-cooperative individuals by cooperating with other cooperators. As a result, the alliance of both cooperators and cooperative punishers
are the final winners. In Fig. 2e, punishers are restricted because they have to pay much more than the losses of non-cooperative individuals (D and DP) to be punished for $\xi > 1$. In contrast, both defectors and cooperators can outcompete the punishers because they are not burdened by punishment costs. On the other hand, it also appears that a whole set of combinations of altruism towards members of the strategies performing poorly and spiteful attitudes towards aggressive members can be evolutionarily stable, despite the low fractions of these aligned strategies. For example, in Fig. 2c cooperative punishers can coexist harmoniously (because CP and DP form an anti-coordination game) with defective punishers, i.e. the dominators of the population. Hence cooperators ally with them to avoid excessive exploitations by the dominators, followed by defectors feeding on cooperators. Similarly, C+D+CP, and C+DP in Figs. 2e and f form an alliance to fight against the evasion of the dominant strategies DP and D, respectively. Essentially, inter-group like altruism and invasions of dominant strategies provide a counter-balance for each other. In addition, as soon as the alliances starts to work, the frequencies of strategies change with an almost constant ratio, which have been checked by complementary evaluations.
Fig. 3: Typical snapshots of the simulation grid for $b = 1.48 \gamma = 0.2$ with two groups of punishment cost and punishment fine, $\alpha = 0.3$ and $\beta = 0.9$ (top panels), $\alpha = 0.6$ and $\beta = 0.4$ (bottom panels) at different iterations displayed in above figure. Here, $100 \times 100$ windows of computer simulations on a $200 \times 200$ lattice are shown. Cooperators are represented by dark blue, cooperative punishers by baby blue, defectors by croci and defective punishers by brown.

The two types of behaviors observed above can be described as ’alliance phenomena’—two or more strategies form alliances or clusters to either repel the aggressive strategies or win the territorial battles efficiently. It can be intuitively verified in snapshots of the time evolution depicted in Fig. 3. In the top panels, all clusters of cooperators border that of cooperative punishers in order that they can both avoid exploitations from defective punishers and earn enough payoffs by cooperating with cooperative punishers. In the bottom panels of Fig. 3, clusters of defective punishers only contact with cooperators besides defective punishers. Depending on sufficient payoffs, they can resist the aggression from defectors to survive. The alliance phenomenon is also observed widespread in reality and supported by studies on microbiological social behaviors (Falconer et al. (2011)) and strategic alliance (Parkhe (1993); Todeva and Knoke (2005)).

Although there are small deviations, the pair approximation still provides excellent predictions for the final steady frequencies (Fig. 1) and evolutionary processes (Fig. 2) of the four strategies. Additionally, it can even well reproduce extinction points (Fig. 1). Actually, the deviations between the simulations and the approximations rise from the the fact the individuals of the same or different
types gather into clusters together (Fig. 3), especially cooperators and cooperative punishers (Fig. 3a-c). It deviates from the assumption of infinite well-mixed populations of pair approximation, which makes the approximation work relatively poor in estimating the dynamic behaviors of cooperators and cooperative punishers.

In the model, non-defective individuals own the ‘self-sustaining’ advantageous ability of being able to benefit from cooperating with themselves. Meanwhile not all non-cooperative individuals selected and targeted have to be punished because of the prerequisite that the payoffs of its neighboring punishers must be sufficient for an execution. To further investigate the interactions and coexistence between different strategies shown in Fig. 4, we make a reasonable assumption that all non-cooperative ones selected and targeted by their neighboring punishers have to be punished, as well as that non-defective individuals cannot earn extra income by playing with themselves. It is equivalent to the case that the two advantages of non-defective individuals and non-cooperative ones cancel out each other. We thus obtain the normalized payoff matrix $A = [a_{ij}]$ with vanishing diagonals

$$
A = \begin{pmatrix}
C & CP & D & DP \\
C & 0 & 0 & 0 & \gamma(\alpha + \beta) \\
CP & 0 & 0 & -\alpha & \gamma \beta \\
D & b - 1 & b - \beta - 1 & 0 & \gamma \alpha + (\gamma - 1) \beta \\
DP & b - 1 & b - \gamma \beta - 1 & -\alpha & 0
\end{pmatrix},
$$

(2)

without changing the competitive dynamics of the strategies. However, it is known that pair approximation and standard replicator dynamics are not consistent. In the presence of weak selection, Ohtsuki and Nowak (2006, 2008) have developed spatial evolutionary dynamics and ESS conditions on regular graphs, showing that evolutionary stability on graphs does not imply evolutionary stability in a well-mixed population. In the limit of the weak selection, the spatial evolutionary dynamics have the form of replicator equations with a transformed payoff matrix $B = [b_{ij}]$ where $b_{ij} = \frac{a_{ii} + a_{ij} - a_{jj}}{k - 2}$ originating from pairwise comparison updating (Ohtsuki and Nowak (2006)). Therefore, we get the new payoff matrix
\[
C = [c_{ij}]
\]

\[
C = \begin{pmatrix}
0 & 0 & 1/2(1-b) & 1/2(1-b) + 3/2(\alpha + \beta) \\
0 & 0 & 1/2(1-b) + 1/2(\beta - 3\alpha) & 1/2(1-b) + 2\beta \\
3/2(b - 1) & 3/2(b - 1) + 1/2(\alpha - 3\beta) & 0 & 3/2(\alpha + \beta) + 1/2(\alpha - 3\beta) \\
3/2(b - 1) - 1/2(\alpha + \beta)\gamma & 3/2(b - 1) - 2\beta \gamma & 1/2(\beta - 3\alpha) - 1/2(\alpha + \beta)\gamma & 0
\end{pmatrix}; (3)
\]

which is sum of the original payoff matrix \(A\) and the transmitted payoff metrix \(B\) (i.e., \(c_{ij} = a_{ij} + b_{ij}\)). Using matrix \(C\) to consider the effects of spatial structure of square lattice, we can determine whether a four-strategy phase (four strategies coexist stably together in the population) or three-strategy phase (three of the four strategies coexist stably together in the population) emerges. Accordingly, we have checked that the four-strategy phase is impossible in the population. There exist three-strategy phases at most. For three-strategy phases, \(C + CP + D\) and \(C + CP + DP\) are impossible, whereas \(C + D + DP\) (\(CP + D + DP\)) exists conditionally (for more details see figures form Fig. 7 to Fig. 10 in Appendix. B).

However, the above complicated quantitative method could not be used to justify the possibilities of two-strategy phases. Through studying the interplay among the four strategies, we notice the similar mechanisms such as competition and predator-prey-like manner \(\text{[Dobramysl and Täuber (2013)]}\) underlying the stationary coexistence of the strategies. The functions of the system is in analogy to LV systems \(\text{[Knebel et al. (2013)]}\) even though the individuals of different strategies compete indirectly with each other on the basis of their accumulative payoffs rather than the reaction rates. Motivated by these studies, we develop a simple approach to qualitatively understand the stable coexistence and extinction of strategies. The interactions among the strategies can be well described and further visualized by a fully-connected interaction web in which each vertex (edge/arrow) represents a strategy (the interacting properties of two strategies). Given an example of the case \(CP + D\), the form of the new payoff matrix is

\[
CP \left( \begin{array}{cc}
0 & 1/2(1-b) + 1/2(\beta - 3\alpha) \\
3/2(b - 1) + 1/2(\alpha - 3\beta) & 0
\end{array} \right). \text{ For } \beta < \frac{a}{3} + (b - 1),\
\]

strategy \(D\) is absolutely an ESS against \(C\), which can be expressed as \(D \rightarrow CP\) in the interaction webs. For \(\frac{a}{3} + (b - 1) < \beta < 3\alpha + (b - 1)\), it is a coordination game in which who is the ultimate winner depends on that which strategy is more advantageous in the competition. In more detail, CP is the ultimate strategy when \(\beta + (b - 1) < \beta < 3\alpha + b - 1\) (also expressed as \(CP \rightarrow D\) for simplicity
Fig. 4: Final stationary distributions of the four strategies cooperators (a), cooperative punishers (b), defectors (c) and defective punishers (d) as a function of $\alpha$ and $\beta$. The parameters are taken as $b = 1.6$ and $\gamma = 0.2$. The final results are obtained by averaging 20 independent runs. Note that the separation between yellow and red reveals that the fraction of strategies change sharply, but does not represent a phase boundary. The four lines are $\beta = -\alpha + \frac{b-1}{3\gamma}$ (dash dotted line), $\beta = \frac{b-1}{4\gamma}$ (dash dotted line), $\beta = 1 + \frac{1}{\gamma} \alpha$ (solid line), and $\beta = b - 1 + \alpha$ (solid line). The dash dotted lines give the boundaries between $A \leftrightarrow B$ and $A \rightarrow B$ (or $B \rightarrow A$), and the solid lines for $A \rightarrow B$ and $B \rightarrow A$. They divide the whole parameter region into ten subregions as marked in the first subgraph (a). As displayed in the figure, there are no four-strategy phases $C + D + CP + DP$ and $C + CP + D$ but obscure three-strategy phase $C + CP + DP$. The simulations partially agree the predictions from the method based on the spatial predictor equations.

because the relationship between the two strategies in the model is similar to the predator-prey-like manner that one strategy is an ESS against another) because $E(CP, D) > E(D, CP)$, otherwise D is the winner ($D \rightarrow CP$) (Adami et al. 2012) when $\frac{\alpha}{3} + (b - 1) < \beta < \alpha + (b - 1)$. Furthermore, $A \leftrightarrow B$ means that it is an anti-coordination game giving rise to a stable mixture of strategy A and strategy B. Dashed arrows represent the special predator-prey-like manner between cooperators and cooperative punishers in any situation. With this method, we can give the interaction webs (see Fig. 5) for the results presented in Fig. 4 where every two circles and the arrow connecting them represent one basic functional unit.
It turns out that we can identify all the stable co-exist phase portraits of the dynamics governed by the values of punishment cost, punishment fine, identifying probability and temptation to defect, according to the manner presented in the caption of Fig. 5. Essentially, we just simplify multi-body problem into two-body problem by investigating the strategy pairs and ignoring errors arising from the multi-strategy interactions. Fortunately, this approximate treatment is supported by coincidence between the simulations in Fig. 4 and the predictions from Fig. 5.

Most importantly, both Fig. 4 and Fig. 5 reflect that the two undesirable social dilemmas, conventional dilemma and the second-order dilemma change significantly by adding selfish punishment with avoiding mechanism. It is also found that behaviors of the population can be mainly distinguished by \( \beta = \frac{1+\gamma}{1-\gamma} \alpha \) that characterizes the interaction between defective punishers and defectors, though defectors are also in the face of punishment of cooperative punishers. For \( \beta < \frac{1+\gamma}{1-\gamma} \alpha \) (regions A, B, and E in Fig. 4), the selfish and altruistic punishers indeed promote the level of cooperation within a polymorphic equilibrium, but sacrifice themselves (and D is absolutely an ESS against DP for \( \beta < \frac{1+3\gamma}{3(1-\gamma)} \alpha \)). Because the punishers, especially those defective ones, have to bear larger additional punishment costs relative to what they squeeze from cooperators. Their competitiveness are reduced. By contrast, defectors and cooperators avoid extra costs by punishment efforts. Moreover, cooperators can exploit the defection-suppressing benefits created by the punishers. Consequently, they can survive and prevail, further leading to the growth of defectors, which is also confirmed by the predictions based on interaction webs (Fig. 5). This situation is always referred to as the second-order social dilemma. Nonetheless, this is changing with \( \beta \) getting larger than \( \frac{1+\gamma}{1-\gamma} \alpha \) (regions C, D, F, G, H, I, and J in Fig. 4). Defective punishers do not need to entail much to crowd the defectors out. They can both take advantage of cooperators to exploit enough payoffs and efficiently wriggle out of the punishment owing to small \( \gamma \). That can also protect the cooperative punishers from excessive invasion of the second-order free riders such as cooperators. As a result, stable coexistences of cooperative punishers and defective punishers, i.e. altruistic punishment and selfish punishment arise and persist. Meanwhile, conventional (first-order) free riders are nearly eliminated, whereas the cooperators can ally and cooperate with altruistic punishers to survive (also see the arguments for Fig. 2 and Fig. 3). It implies that the two social dilemmas are factually alleviated. Departing from previous studies (Nakamaru and Iwasa (2006); Helbing et al. (2010b)), the accurate predictions based on interaction webs (Fig. 5) also suggest that the stable coexistences of altruistic punishers, selfish punishers, and cooperators in our model are independent of the spatial neighborhood of the population.
As $\gamma$ increases to 0.8, the interaction between cooperative punishers and defectors (identified by $\beta = b - 1 + \alpha$ plotted as dotted lines in Fig. 6) plays a...
Fig. 6: Final stationary distributions of the four strategies cooperators (a), cooperative punishers (b), defectors (c) and defective punishers (d) as a function of $\alpha$ and $\beta$. The parameters are taken as $b = 1.4$ and $\gamma = 0.8$. The final results are obtained by averaging 20 independent runs. Note that the separation between yellow and red indicates that the fractions of strategies change sharply, but does not represent a phase boundary. The dash dotted lines form bottom to top are $\beta = -\alpha + \frac{b-1}{3\gamma}$, $\beta = \frac{b+1}{3\gamma}$, $\beta = \frac{3(b-1)}{4\gamma}$, and $\beta = -\alpha + \frac{3(b-1)}{4\gamma}$. The solid lines from bottom to top are $\beta = \frac{1+\gamma}{1-\gamma}\alpha$ and $\beta = b - 1 + \alpha$. They divide the whole parameter region into fourteen ones as marked in the first subgraph (a). As displayed in the figure, four-strategy phase $C + D + CP + DP$ and three-strategy phase $C + CP + D$ are impossible, but obscure three-strategy phase $C + CP + DP$ can appear.

decisive role (see Fig 5). High identifying probability makes defective punishers no great difference to defectors, resulting in that more selfish punishers will be punished especially for $\beta < b - 1 + \alpha$. The punishment targeting free riders and the exploitations of cooperators from them are also naturally weakened. As a result, the second social dilemma is still remained (Fig 6) for $\beta < b - 1 + \alpha$ (regions A-J in Fig. 6). In the case where $\beta > b - 1 + \alpha$ (regions K-N in Fig. 6), cooperative punishers become superior to defectors ($CP \rightarrow D$), while cooperators can outcompete cooperative punishers. As a consequence, the mixture of altruistic punishers and cooperators is maintained, suggesting that the second-order dilemma can be resolved. Similarly, we apply the interaction webs to the case where $\gamma = 0.8$ to validate the robustness of this method (see Fig 11 in Appendix C). It is still valid in most subregions except several ones near the junction of the line $\beta = \frac{1+\gamma}{1-\gamma}\alpha$ estimating the interaction properties between D and DP, the line
\[ \beta = -\alpha + \frac{b-1}{3\gamma} \] for C and DP, and the line \[ \beta = \frac{3(b-1)}{4\gamma} \] for CP and DP. The reason for the failure of the interaction webs is that the alliance phenomenon of the strategies predicted to be extinct (CP and DP) takes effect. The individuals of the weak strategies (CP and DP) incline to cluster themselves (Helbing et al. (2010a,c)) or contact with the more resistant co-exist partners so as to assert against invasion from the aggressive ones (C or D). Nevertheless, the stabilizations of cooperation is established despite the changes of \( \alpha \) and \( \beta \) (see Fig. 6d).

Like what obtained by Brandt et al. (2003), both cooperation and altruism can be guaranteed simultaneously in a crowd of faceless individuals for a wide parameter range (just \( \beta \gtrsim \alpha \)) in our model, by just introducing selfish punishment with avoiding mechanism and without the need for other mechanisms such as reputation. Instead of the results in Brandt et al. (2003), the punishment with avoiding mechanism allows the CP strategy to capture more individuals than that of the second-order free riders (C) for \( \beta \gtrsim \alpha \), where defective punishers thrive as well for small \( \gamma \). Whereas the coexistence of cooperators and defectors is still possible for \( \beta \lesssim \alpha \), which is similar to the results of Helbing et al. (2010a,c) and contrast to that of Brandt et al. (2003). Differing from the related works (Brandt et al. (2003); Helbing et al. (2010a,c)), the system converges to a bistable or even multi-stable state except a homogeneous phase throughout the whole parameter ranges in our model. However, our study share with the related researches (Helbing et al. (2010a,c); Szolnoki et al. (2011); Brandt et al. (2003)) the common feature that increasing punishment fine over punishment cost can facilitate the abundance of punishers especially altruistic ones.

4. Discussion

In order to deeply explore the impact of the selfish punishment, we have proposed a spatial evolutionary four-strategy prisoner’s dilemma game model involving cooperators, defectors, altruistic punishment, and selfish punishment accounting for avoiding behaviors. Meanwhile, we introduced a low level of random strategy mutation into the evolutionary process. Unlike the monotonic changes of strategies revealed by previous studies (Szabó et al. (2005); Tarnita et al. (2009)), we observed the diverse responses of the strategies to changes of punishment cost and fine, identifying probability, and the temptation to defect. It can be found optimal levels of various types of individuals favoured by the different mediate values of \( b \). Afterwards, we employ an extended pair approximation method involving four strategies and considering the details of the punishment to estimate the dynamical behaviors and final evolutionary frequencies of the strategies. Sur-
Surprisingly, the predications of the method are in well agreement with the simulations. At the same time, in our model, we observed the ‘alliance phenomena’ – two or more kinds of individuals form alliances or clusters being beneficial for them, so as to efficiently either repel the dominant strategies or even win the territorial battles. At last, motivated by the works on ecological interaction networks, we introduced the interaction webs in analogy to LV networks (Knebel et al. (2013)) to qualitatively address the stable coexistences and extinctions of strategies in terms of new payoff matrix considering the effects of spatial structure of square lattice. The good performance of the interaction webs revealed that the effect of the selfish punishment on the evolution of altruism depends on the punishment cost and fine, the identifying probability, instead of the temptation to defect ([Lieberman et al. (2005); Killingback et al. (2006); Nowak et al. (2010); Helbing et al. (2010b)]).

The vital function of selfish punishment on the evolution of altruism has been noticed and primarily investigated in Nakamaru and Iwasa (2006); Eldakar et al. (2007). In these previous researches it is difficult to sustain or even promote cooperation and altruism simultaneously, particularly second-order altruism (i.e CP) and the selfish punishment itself. Interestingly, in our results, addition of the selfish punishers not only trend to encourage the prevalence of both punishers (CP and DP) but also ensure the survival of cooperators (C) as long as $\beta > \frac{1+\alpha}{1-\gamma}$ for small identifying probability. Alternatively, for $\beta > b - 1 + \alpha$, although the selfish punishers with weak avoiding ability (large $\gamma$) are nearly eliminated by altruistic punishers, the system still arrives at the absorbing C+CP state i.e., cooperators and altruistic punishers coexist in harmony in the population. Nevertheless, in either case, the cooperation in the population is maintained. We thus conclude from the research results in this paper that the selfish punishment with avoiding mechanism can alleviate the two types of social dilemmas at the same time under certain parameter conditions. Moreover, this reveals that defectors are more likely to be punished by other defectors, which can be taken as a complementarity to what stressed by Hauert et al. (2007).

As we known, humans have maintained cooperation in scales ranging from kin-based hunter-gather bands to large modern states over the last 50000 years, accompanied by cheating and altruistic punishment in the form of regulations or codes (Mathew and Boyd (2011)). Theoretically, altruistic punishers suffer a considerable cost from pure cooperation, so they tend to go extinct. Nevertheless, our findings confirm that the selfish punishment with avoiding mechanism can exempted the second-order altruists from this dilemma. In the perspective of evolutionary biology theory, it indicates that maybe the selfish punishment and altruistic punishment evolved at approximately the same time in human history.
The present study thus provide a new insight into understanding the origin and persistence of altruism and selfish punishment in social life.
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Appendix A: Extended pair approximation

Let $\rho_{s_x s_y} (s_x, s_y \in \{C, D, CP, DP\})$ denote the frequency of strategy pairs e.g. $C - C$, $C - D$, $D - DP$ and so on. Each individual owns $k = 4$ nearest neighbors, thus there are 12 types of strategy pairs. $q_{s_x|s_y} = \rho_{s_x s_y}/\rho_{s_y}$ specifies the conditional probability to find an imitator owning strategy $s_x$ given a target neighbor adopting strategy $s_y$. The main idea of pair approximation is to describe the dynamics of strategy pairs, meaning that everything has to be expressed in terms of configurations no more complex than pairs. Therefore, on the basis of the compatibility condition ($\rho_{s_x} = \sum_{s_y} \rho_{s_x s_y}$), the symmetry condition ($\rho_{s_x s_y} = \rho_{s_y s_x}$), and closure conditions ($\sum_{s_x, s_y} \rho_{s_x s_y} = 1$), we choose to pay our attention on nine strategy pairs $C - C$, $C - D$, $C - DP$, $C - CP$, $D - D$, $D - CP$, $D - DP$, $CP - CP$, $CP - DP$. We treat them as the variables for tracing the behaviors of the population.

During the course of the PDG game, changes of strategy frequencies take place only when a target player $x$ switch its strategy to the different strategy of a referencing neighbor $y$. We consider a configuration where an imitator playing strategy $s_x$ against the neighboring player with strategy $s_y$. Let $k_C$, $k_D$, $k_{CP}$, and $k_{DP}$ denote the number of cooperators, defectors, cooperative, and defective punishers in imitator’s neighborhood on a square lattice, where $k = k_C + k_D + k_{CP} + k_{DP}$. The frequency of such configuration is

$$T_{k_C, k_D, k_{CP}, k_{DP}}^k q_{C|s_x}^{k_C} q_{D|s_x}^{k_D} q_{CP|s_x}^{k_{CP}} q_{DP|s_x}^{k_{DP}} \cdot$$

Here, $T_{k_C, k_D, k_{CP}}^k$ represents the coefficient in the four type expansion, i.e., $T_{k_C, k_D, k_{CP}}^k = \frac{k_C! k_D! k_{CP}!}{k_{CP}! (k - k_C - k_D - k_{CP})!}$.

The probability of the configuration that the target neighbor $y$ has $k'_C$ cooperators, $k'_D$ defectors, $k'_{CP}$ cooperative punishers, and $k'_{DP}$ defective punishers
among the $k - 1$ remaining neighbors including the imitator $x$ is
\[
T_{kC',kD',kCP}^{k-1} q_{C'[y|s_x]} q_{D'[y|s_x]} q_{CP'[y|s_x]} q_{DP'[y|s_x]}.
\]  
(5)

$q_{s|s_y s_x}$ ($s \in \{C, D, CP, DP\}$) gives the conditional probability that one player next to the strategy pair $s_y - s_x$ owns strategy $s$. Furthermore, the triplet configuration is approximated by the assemblies of the configurations that are not more complex than pairs ($q_{s|s_y s_x} \approx q_{s|s_y}$) to insure the a moment closure of Eqs. (4) and (5). Combining with the expression of conditional probability, Eqs (4) and (5) can be reduced to
\[
T_{kC,kD,kCP}^k \Omega_{s_x}(k, k_C, k_D, k_{CP}) \quad \text{and} \quad T_{kC',kD',kCP}^{k-1} \Omega_{s_y}(k - 1, k_C', k_D', k_{CP}'),
\]  
(6)

where $\Omega_{s_x}(k, k_C, k_D, k_{CP}) = \frac{q_{C[x]} q_{D[x]} q_{CP[x]} q_{DP[x]}}{\rho_{s_x}}$ and $\Omega_{s_y}(k-1, k_C, k_D, k_{CP}) = \frac{k_C' q_{C'[x]} q_{D'[x]} q_{CP'[x]} q_{DP'[x]}}{\rho_{s_y}}$. Eq. (6) gives the probability of existence of a configuration surrounding imitator $x$ and target player $y$ in terms of the link densities and strategy frequencies.

By neglecting the neighborhood of (values of $k_C, k_D, k_{CP}$, and $k_{DP}$) the imitator, the probability that state of player $x$ switches from $s_x$ to $s_y$ can be written as
\[
T\delta_{s_x \rightarrow s_y} = \frac{k_{s_y}}{k} \sum_{k_C',k_D',k_{CP}'} T_{kC',kD',kCP}^{k-1} \Omega_{s_x}(k - 1, k_C', k_D', k_{CP}') W_{s_x \rightarrow s_y}(P_{s_y}^m - P_{s_x}^m).
\]  
(7)

That leads to a corresponding changes in the number of the strategy pairs (such as pair $s_x' - s_y'$, where $s_x', s_y' \in \{C, D, CP, DP\}$). We let $\Delta n_{s_x \rightarrow s_y}^{s_x' \rightarrow s_y'}(k_C, k_D, k_{CP})$ denote this change in the number of $s_x' - s_y'$ pair due to the switching event from $s_x$ to $s_y$ for given by $k_C, k_D, \text{and} k_{CP}$. Subsequently taking into account all the possible neighborhood of the imitator $x$, we obtain the final expressions of the overall changes in frequency of strategy pair $s_x' - s_y'$:
\[
\dot{\rho}_{s_x' s_y'} = \frac{1}{k} \sum_{k_C,kD,k_{CP}} T_{kC,kD,k_{CP}}^k \Omega_{s_x}(k, k_C, k_D, k_{CP}) \Delta n_{s_x \rightarrow s_y}^{s_x' \rightarrow s_y'}(k_C, k_D, k_{CP}) T\delta_{s_x \rightarrow s_y}.
\]  
(8)

in the limit of large population sizes $N \rightarrow \infty$ (Fu et al. (2010)).
Herein $P^m_{C}(k_C, k_D, k_{CP}, k_{DP})$ are accumulated according to the manner described in Sec. 2. For cooperators,

$$P^m_{C}(k_C, k_D, k_{CP}, k_{DP}) = k_C + k_{CP} + 1.0. \quad (9)$$

However, for punishers and defectors, we must consider the situation whether the player and its punishing neighbors are capable of punishing its non-cooperative individuals. Correspondingly, there are three cases. (i) For cooperative punishers,

$$P^m_{CP}(k_C, k_D, k_{CP}, k_{DP}) = k_C + k_{CP} + 1.0, \quad \text{if} \quad k_C + k_{CP} + 1.0 < \alpha \quad (10)$$

$$P^m_{CP}(k_C, k_D, k_{CP}, k_{DP}) = k_C + k_{CP} + 1.0 - \frac{k_D + \gamma k_{DP}}{k_D + k_{DP}} \alpha \quad \text{if} \quad k_C + k_{CP} + 1.0 \geq \alpha.$$  

(ii) For defectors,

$$P^m_{D}(k_C, k_D, k_{CP}, k_{DP}) = (k_C + k_{CP})b \quad (11)$$

if

$$k(q_C|CP + q_{CP|CP}) + 1.0 < \alpha,$$

$$k(q_C|DP + q_{CP|DP})b < \alpha.$$  

(iii) For defective punishers, at first, the original payoff can be obtained according to the following equations:

$$P^o_{DP}(k_C, k_D, k_{CP}, k_{DP}) = (k_C + k_{CP})b \quad \text{if} \quad (k_C + k_{CP})b < \alpha, \quad (12)$$

$$P^o_{DP}(k_C, k_D, k_{CP}, k_{DP}) = (k_C + k_{CP})b - \frac{k_D + \gamma k_{DP}}{k_D + k_{DP}} \alpha \quad \text{if} \quad (k_C + k_{CP})b \geq \alpha.$$  

Then the remaining payoffs $P^m_{DP}(k_C, k_D, k_{CP}, k_{DP})$ are obtained following the similar manner as in Eq. (12). $S_{D,CP}$ and $S_{D,DP}$ ($S_{DP,CP}$ and $S_{DP,DP}$) represents
the punishment from one of defector’s (defective punisher’s) neighbors in state of cooperative punishment and defective punishment, respectively. The probability that a cooperative (defective) punisher selects one defector randomly from its non-cooperative neighbors (D, DP) is
\[ \frac{1}{k_{q|CP}+k_{q|DP}} \times \frac{1}{k_{q|DP}+k_{q|DP}} \] through ignoring the impact of loops and the configurations that are more complex than pairs. Consequently, we have
\[ S_{D,CP} = \beta k_{q|CP} \] and
\[ S_{D,DP} = \beta k_{q|DP} \].

\( S_{DP,CP} = \gamma S_{D,CP} \) and
\( S_{DP,DP} = \gamma S_{D,DP} \).

\( P_m(k^{C},k^{D},k^{CP},k^{DP}) \) can be accumulated in the same way.

Given an initial well-mixed condition that \( \rho_{s_x}(0) = \frac{1}{4} \) and \( \rho_{s}(0) = \frac{1}{4} \) \((s \in \{C, D, CP, DP\})\) satisfying the closure condition, we can trace the dynamic changes of the frequencies of strategy pairs according to Eq. (8). The steady state can be solved by setting \( \dot{\rho}_{s_x} = 0 \) or by numerically iterating these equations to a steady state for a long time. Additionally, combining with the random mutation, the evolution of frequencies of the four strategies can be tracked in the following manner:

\[ \rho_{s}(t) = \sum_{s_x \neq s_y} \rho_{s_x s_y}(t) (1 - \nu) + \frac{\nu}{3} \sum_{s \neq s_x} \rho_{s'}(t). \] (13)

Appendix B: Analysis for strategy phases based on spatial replicator equation

On basis of the spatial replicator equations considering the spatial structure of the population (Ohtsuki and Nowak (2006, 2008)), the payoff for the four strategies are \( P_{s_i} = \sum_{j=1}^{4} \rho_{s_j} c_{ij} \). We assume that the four strategies can coexist with each other, i.e., the relationship \( P_C = P_{CP} = P_D = P_{DP} \) is satisfied. With the normalization condition \( \sum_{i=1}^{4} \rho_{s_i} = 1 \), we can plot the frequencies of all four strategies in Fig. 7 with \( b = 1.6 \) and \( \gamma = 0.2 \), in Fig. 8 with \( b = 1.4 \) and \( \gamma = 0.8 \). It suggests that the four-strategy phase is impossible in the population.

By means of the same method, we can determine whether a three-strategy phase (i.e., three strategies can finally coexist stably together) can emerge. Accordingly, there are four different cases as follows.

(i) For C+CP+D phase:
Fig. 7: The frequencies of four strategies based on spatial replicator equation, as function of $\alpha$ and $\beta$ for $b = 1.6$ and $\gamma = 0.2$. It can be observed that there are not parameter regions where the relationships $0 < \rho_C < 1$, $0 < \rho_D < 1$, $0 < \rho_{CP} < 0$, and $0 < \rho_{DP} < 0$ are satisfied at the same time. It indicates that the coexistence of the four strategies is impossible.
Fig. 8: The frequencies of four strategies based on spatial replicator equation, as function of $\alpha$ and $\beta$ for $b = 1.4$ and $\gamma = 0.8$. It can be observed that there are not parameter regions where the relationships $0 < \rho_C < 1$, $0 < \rho_D < 1$, $0 < \rho_{CP} < 0$, and $0 < \rho_{DP} < 0$ are satisfied at the same time. It also indicates that the coexistence of the four strategies is impossible.
Combing with the closure condition $\rho_C + \rho_{CP} + \rho_D = 1$ and coexisting condition $P_C = P_{CP} = P_D$, we obtain fractions of the three strategies $\rho_C = 1 + \frac{3(b-1)}{\alpha-3\beta}$, $\rho_{CP} = \frac{3(1-b)}{\alpha-3\beta}$, and $\rho_D = 0$. Theoretically, it suggests that the three-strategy phase is impossible in the system.

(ii) For C+CP+DP phase:

\[
\begin{pmatrix}
C & CP & DP \\
C & 0 & 0 & \frac{1}{2}(1-b) \\
CP & 0 & 0 & \frac{1}{2}(1-b) + \frac{1}{2} (\beta - 3\alpha) \\
DP & \frac{3}{2}(b-1) + \frac{3}{2}(\alpha - 3\beta) & \frac{3}{2}(b-1) - 2\beta\gamma & \frac{1}{2}(1-b) + 2\beta\gamma \end{pmatrix}
\]
is the corresponding new payoff matrix. Combing with the closure condition $\rho_C + \rho_{CP} + \rho_{DP} = 1$ and coexisting condition $P_C = P_{CP} = P_{DP}$, we obtain fractions of the three strategies $\rho_C = 1 - \frac{3(b-1)-2\beta\gamma}{(\alpha-3\beta)\gamma}$, $\rho_{CP} = \frac{b-1}{(\alpha-3\beta)\gamma}$, and $\rho_{DP} = 0$. Theoretically, it suggests that the three-strategy phase is impossible in the system.

Fig. 9: The frequencies of the three strategies C, D, and DP as function of $\alpha$ and $\beta$. The parameters are taken as a. $b = 1.6$ and $\gamma = 0.2$; b. $b = 1.4$ and $\gamma = 0.8$. In either parameter condition, it can be found that there exists a parameter region where the relationships $0 < \rho_C < 1$, $0 < \rho_D < 1$, and $0 < \rho_{DP} < 1$ are satisfied at the same time. It indicates that there are the stable coexistence of the three strategies under the two parameter conditions.
(iii) For C+D+DP phase:

\[
\begin{pmatrix}
C & D & DP \\
C & 0 & \frac{1}{2}(1-b) & \frac{1}{2}(1-b) + \frac{3}{2}(\alpha + \beta)\gamma \\
D & \frac{3}{2}(b-1) & 0 & \frac{3}{2}(\alpha + \beta)\gamma + \frac{1}{2}(\alpha - 3\beta) \\
DP & \frac{3}{2}(b-1) - \frac{1}{2}(\alpha + \beta)\gamma & \frac{1}{2}(\beta - 3\alpha) - \frac{1}{2}(\alpha + \beta)\gamma & 0 \\
\end{pmatrix}
\]

is the corresponding new payoff matrix. Combing with the closure condition \(\rho_C + \rho_D + \rho_{DP} = 1\) and coexisting condition \(P_C = P_D = P_{DP}\), we plot the profiles of \(\rho_C\), \(\rho_D\), and \(\rho_{DP}\) in Fig. 9 for \(b = 1.6\), \(\gamma = 0.2\) and \(b = 1.4\) and \(\gamma = 0.8\) as function of \(\alpha\) and \(\beta\). Theoretically, it suggests that the three-strategy phase would emerge conditionally in the system.

![Fig. 10: The frequencies of the three strategies CP, D, and DP as function of \(\alpha\) and \(\beta\). The parameters are taken as a. \(b = 1.6\) and \(\gamma = 0.2\); b. \(b = 1.4\) and \(\gamma = 0.8\). It can be found that there exists a parameter region where the relationships \(0 < \rho_{CP} < 1\), \(0 < \rho_D < 1\), and \(0 < \rho_{DP} < 1\) are satisfied at the same time. There is the stable coexistence of the three strategies for \(b = 1.6\) and \(\gamma = 0.2\). In b., it can be observed that there are not such parameter regions where the relationships \(0 < \rho_{CP} < 1\), \(0 < \rho_D < 1\), and \(0 < \rho_{DP} < 1\) are satisfied at the same time. The stable coexistence of the three strategies is impossible for \(b = 1.4\) and \(\gamma = 0.8\).]

(iv) For CP+D+DP phase:

\[
\begin{pmatrix}
CP & D & DP \\
CP & 0 & \frac{1}{2}(1-b) + \frac{1}{2}(\beta - 3\alpha) & \frac{1}{2}(1-b) + 2\beta\gamma \\
D & \frac{3}{2}(b-1) + \frac{1}{2}(\alpha - 3\beta) & 0 & \frac{3}{2}(\alpha + \beta)\gamma + \frac{1}{2}(\alpha - 3\beta) \\
DP & \frac{3}{2}(b-1) - 2\beta\gamma & \frac{1}{2}(\beta - 3\alpha) - \frac{1}{2}(\alpha + \beta)\gamma & 0 \\
\end{pmatrix}
\]

is the corresponding new payoff matrix. Combing with the closure condition
$\rho_{CP} + \rho_D + \rho_{DP} = 1$ and co-exist condition $P_{CP} = P_D = P_{DP}$, we plot the profiles of $\rho_{CP}$, $\rho_D$, and $\rho_{DP}$ in Fig. 10 for $b = 1.6$, $\gamma = 0.2$ and $b = 1.4$ and $\gamma = 0.8$ as function of $\alpha$ and $\beta$. Theoretically, it suggests that the three-strategy phase would emerge conditionally in the system for $b = 1.6$ and $\gamma = 0.2$.

Appendix C: The analysis of interaction webs for $b = 1.4$ and $\gamma = 0.8$
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