Introduction

Correlations of physical quantities are key to understanding quantum many-body physics, nonlinear optics, solid-state nuclear magnetic resonance (NMR) and open quantum systems, and are relevant to some quantum-enhanced technologies such as linear optics, thermodynamics, neutron scattering, and are directly extracted in various quantum systems such as single solid impurities, quantum dots, and superconductor qubits. Recently, it is indicated that high-order correlations are relevant to mesoscopic quantum systems. How to systematically characterize these correlations then plays a central role in investigation of various quantum systems.

In general, the dynamics of a quantum system is determined by the correlations \( C_{N \cdots N}^{n_1 \cdots n_m} = \text{Tr}_B (B_N^{\dagger n_1} \cdots B_B^{\dagger n_m} \rho) \), where \( \rho \) is the initial state of the system and \( \eta_k = \pm 1 \). The super-operators of the commutator and anti-commutator at time \( t_k \) (with \( t_1 \leq t_2 \leq \cdots \leq t_N \)) are defined as \( B_k^+ \rho \equiv -i[\hat{B}(t_k) \rho - \rho \hat{B}(t_k)]/2 \) and \( B_k^\pm \rho \equiv [\hat{B}(t_k) \rho + \rho \hat{B}(t_k)]/2 \), respectively. The quantum quantities \( \hat{B}(t_k) \) at different time \( t_k \) in general do not commute, i.e., \( \hat{B}(t_i) \hat{B}(t_j) \neq \hat{B}(t_j) \hat{B}(t_i) \) when \( i \neq j \). Therefore, the high-order quantum correlations have a rich structure resulting from different orderings. There are \( 2^{N-1} \) inequivalent correlations corresponding to different nesting of commutators and anti-commutators in order. Among these numerous correlations, several special forms have been widely investigated and play significant roles in many subjects. For example, the nonlinear spectroscopy, in which the system is detected by a classical sensor, measures only one type of time-ordered correlations, namely, \( C^{n_1 \cdots n_m} = \text{Tr}_B (B_N^{\dagger n_1} \cdots B_B^{\dagger n_m} \hat{\rho}_B) \). Another widely used tool is the noise spectroscopy, in which the target system is approximated as a classical stochastic noise field, and it usually extracts the symmetric correlations like \( C^{n_1 \cdots n_m} = \text{Tr}_B (B_N^{\dagger n_1} \cdots B_B^{\dagger n_m} \hat{\rho}_B) \). As shown in Fig. 1a, using the quantum sensors to detect the target systems is necessary for the full extraction of the quantum correlations, but few studies on this subject are carried out. Recently, it is proposed theoretically that the sequential weak measurements via a quantum sensor can extract arbitrary-order correlations of a quantum bath. By preparing the initial state and choosing a certain measurement basis of the sensor, one can pre- and post-select the coupling between the sensor and the target system to access arbitrary types and orders of correlations of the target system. A very recent experimental work also used the sequential weak measurement to obtain the mixed signals of the fourth-order correlations of single nuclear spin. Until now, selective detection of arbitrary types of correlations has not yet been realized in experiments.
Fig. 1. Schematics of the measurement protocol for arbitrary quantum correlations. a. Quantum sensors vs. classical sensors for correlation measurements. Only one type of correlations is accessible to a classical probe while arbitrary types of correlations can be extracted by a quantum sensor. b. General protocol to extract arbitrary types of quantum correlations with synthesized quantum channels on a quantum sensor. c. Diagram representation of a designed quantum channel for measuring the second-order correlation $C^{++}$. d. Diagram representation of a designed quantum channel for measuring the four-order correlation $C^{++−−}$. The initial state $\hat{\rho}_S$ and observable $\sigma_2$ are represented by the four-vectors. The blue solid lines inside the rectangles denote the transfer paths of $S^\pm$ (e.g. the two lines in the rectangle of $S^-_2$ represent the transfer paths like $\sigma_x \leftrightarrow \sigma_y$), and the green lines denote the transfer paths of the quantum channels $P_k$. The connected paths denoted by solid lines represent the selected ones to measure the desired correlations. Those denoted by the dashed lines are disconnected to block the unwanted correlations.

Here we demonstrate the extraction of arbitrary types of quantum correlations. Instead of the original weak measurement scheme\(^{39}\), we propose a more general protocol using synthesized quantum channels to select the coupled evolution of the quantum sensor and target system along a specific path, leading to a desired correlation detected by the final measurement. This quantum channel scheme is universal, applicable to both single and ensemble quantum systems. Using the versatility of NMR techniques, which are a powerful tool for studying quantum many-body physics\(^{6,37}\) and correlation measurements\(^{38-40}\), we demonstrate the scheme using nuclear-spin targets and sensors. We extract the second-order correlation $C^{++}$ and fourth-order correlation $C^{++−−}$. It is expected that the measurement protocol for arbitrary quantum correlations will provide an essential tool for studying quantum many-body physics and finding the applications in quantum technologies.

**Scheme**

Consider a quantum sensor $S$ transiently coupled to a quantum many-body target $B$ at time $t_k$ for a short time $\delta t$, the state evolution is governed by the interaction Hamiltonian $\hat{V} = \hat{S} \otimes \hat{B}(t_k)$. Then the corresponding Liouville equation $\partial_\tau \hat{\rho}(t) = -i [\hat{V}, \hat{\rho}(t)]$ has the first-order approximation\(^{31}\)

$$\hat{\rho}(t_k + \delta t) \approx \hat{\rho}(t_k) + \delta t [\hat{S} \otimes \hat{B}_k + \hat{S}^\dagger \otimes \hat{B}^\dagger_k] \hat{\rho}(t_k),$$

where $\hat{S}^\dagger / \hat{B}^\dagger_k$ are the super-operators as defined before and $\hat{B}^\dagger_k = \hat{B}^\dagger(t_k)$. Suppose the sensor and target are initially separable, i.e., $\hat{\rho}(0) = \hat{\rho}_S \otimes \hat{\rho}_B$. After passing through the $N$ transient interactions successively at $t_1 \leq t_2 \leq \cdots \leq t_N$, the final state after $t_N$ becomes

$$\hat{\rho}_f \approx \sum_{\eta_k \in \{\pm, 0\}} \mathcal{T} \left[ \prod_{k=1}^N (S^\eta_k \otimes \hat{B}_k^{\eta_k}) \right] \hat{\rho}_S \otimes \hat{\rho}_B,$$

where $\mathcal{T}$ is the time-ordering operator and $\Theta = \sum_{k=1}^N |\eta_k|$. Here $\eta_k \in \{\pm, 0\}$ and we define $S^0 = B_0^0 \equiv 1$, $k = 1, \cdots, N$. $\eta_k = \eta_k$, which means $S^+\pm$ are always adjoin with $B_2^\pm$. Then by taking the partial trace over the target, one obtains the reduced density of the quantum sensor:

$$\hat{\rho}_S(t) \approx \sum_{\eta_k \in \{\pm, 0\}} (2\delta t)^\Theta \mathcal{T} \left[ \prod_{k=1}^N S^\eta_k \right] \hat{\rho}_S,$$

which is completely determined by all types of quantum correlations $C^{\eta_1 \cdots \eta_N \cdots \eta_1} = \text{Tr}_B (B_1^{\eta_1} \cdots B_N^{\eta_N} \hat{B}_1^{\eta_1} \cdots \hat{B}_N^{\eta_N} \hat{\rho}_B)$ and $\Theta$ defines the order number of the correlation $C^{\eta_1 \cdots \eta_N \cdots \eta_1}$. In general, direct measurement on the quantum sensor would involve all possible kinds of quantum correlations.

To selectively extract arbitrary types of quantum correlations $C^{\eta_1 \cdots \eta_N}$ via the quantum sensor, we insert a general
After measuring the observable \( \hat{\Omega} \) on the final state of the quantum sensor, the obtained signal is

\[
S_N = \text{Tr}_S \left[ \hat{\Omega} \hat{\rho}'_S (t) \right] = \sum_{\eta_n \in \{+0\}} \delta^\theta A^{\eta_N, \eta_1} C^{\eta_N, \eta_1},
\]

where the coefficient is

\[
A^{\eta_N, \eta_1} = 2^\theta \text{Tr}_S \left[ \hat{\Omega} \left( \sum_{k=1}^N S_{\eta_k} \mathcal{P}_k \right) \hat{\rho}_S \right].
\]

In order to selectively extract arbitrary types of quantum correlations, we can design a set of quantum channels \( \{\mathcal{P}_k\} \) together with an observable \( \hat{\Omega} \), so that only one term of equation (5) is reserved, e.g., that associated with the correlation \( C^{\eta_N, \eta_1} \). To achieve this goal, the channel sequence \( \{\mathcal{P}_k\} \) and observable \( \hat{\Omega} \) have to make sure the coefficient \( A^{\eta_N, \eta_1} \neq 0 \), while all other \( A^{\eta_N, \eta_1} \) vanish for \( \eta_N \cdots \eta_1 \neq \eta_N \cdots \eta_1 \). Fig. 1b visualizes this idea. When passing through each \( \delta t \) slice, the quantum target has three evolution options: \( B^\eta_2, B^\eta_3 \) and \( \mathbb{I} \). If the designed quantum channels \( \mathcal{P}_k \) are inserted between the neighboring \( \delta t \) slices, only one connected path that leads to the desired correlation is reserved while other evolving paths of the quantum target are blocked. The extraction of arbitrary correlations in the case of more general coupling interaction \( \mathcal{V} = \sum_{k=1}^N S_{\eta_k} \otimes B_{\eta_k} \) can be achieved by a generalized method, where the problem is reduced to solve the indefinite linear equations. It can be proved that it is always possible to find a solution because that the number of the linear equations is always less than the control elements (see Supplementary Note 2).

Next we will take the second-order correlation \( C^{++} \) and the fourth-order correlation \( C^{++-} \) as examples, where a spin-1/2 system is chosen as the quantum sensor coupled to a quantum target by pure dephasing spin model \( \hat{V}(t) = \frac{1}{2} \hat{\sigma}_z \otimes \hat{B}(t) \). Here \( \frac{1}{2} \hat{\sigma}_z \) is the \( z \) component of the sensor’s spin operator, which corresponds to the super-operators of commutator \( S_z \) and anti-commutator \( S_z^\dagger \). The initial state of the quantum sensor is \( \hat{\rho}_S = (1 + p \hat{\sigma}_z)/2 \) (\( p \) is the polarization of the sensor) and the final observable is \( \hat{\Omega} = \hat{\sigma}_y \). The quantum channels are constructed by synthesizing the spin rotations of the quantum sensor.

For measuring \( C^{++} \), two channels \( \mathcal{P}_{1,2}^\text{2nd} \) are designed to reserve the coefficient \( A^{++} \) while making other coefficients like \( A^{+-} \) and \( A^{-+} \) vanish (see Methods). The scheme can be clearly illustrated by the channel diagram as shown in Fig. 1c. Since \( \{1, \hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z\} \) constitutes a complete basis for the Liouville space of spin-1/2 system, the initial state \( \hat{\rho}_S \) and observable \( \hat{\Omega} \) can be represented by four-vectors. The super-operators like \( S_z^\eta \) and \( \mathcal{P}_k \) are the \( 4 \times 4 \) matrices in this representation. \( S_z^\eta \) are always adjoint with \( B_\eta \). Consequently, the only non-vanishing coefficient \( A^{++} \) associated with the correlation \( C^{+-} \) corresponds to the connected path (in solid line) that starts from \( \mathbb{I} \) of the initial state and ends at \( \hat{\sigma}_z \) measurement of the final state (see Fig. 1c). As given in Methods, the coefficient \( A^{++} = 1 \), thus the measurement signals of \( \langle \hat{\sigma}_y \rangle \) on the quantum sensor give the information of second-order correlation \( S_2 \) for \( n = 2 \) in equation (5).
Fig. 3. Measurement of the fourth-order correlations $C^{++--}$. a, Experimental diagram for measuring the fourth-order correlation $C^{++--}$. The symbols are the same as Figure 2a. $X/\hat{X} = R_{\pm 1}(\pi/2)$ and $Y/\hat{Y} = R_{\mp 2}(\pi/2)$. The quantum channel $\{X + \hat{X}\}/2^n$ is designed to be robust to the pulse errors by repeating the quantum channel $(X + \hat{X})/2$ for $n$ times. b, Measured values of $\langle \hat{\sigma}_y \rangle$ versus $\tau_{21}$ for $n = 1$ (blue scatters) and $n = 3$ (black scatters) when $\delta t = 0.5$ ms and $\tau_{32} = \tau_{43} = 10$ $\mu$s. The green dash-dotted line denotes the ideal simulated signal. c, Measured values of $\langle \hat{\sigma}_y \rangle$ versus $J\delta t$ for the fixed $\tau_{21} = 10$ $\mu$s. The inset is the linear fitting of the logarithmic data. In b and c, the red solid lines denote the theoretical curves of the target signals ($\delta t^4 p_C C^{++--}$). The black and blue dashed lines denote the corresponding numerical simulations of $S_4$ for $n = 1$ and $n = 3$ with $\pi/2$ pulse error. The error bars are given based on the fitting errors of experimental spectra.

Fig. 1d, the non-vanishing coefficient $A^{++--}$ associated with $C^{++--}$ corresponds to the connected path (in solid line) that starts from $\hat{\sigma}_y$ of the initial state and ends at $\hat{\sigma}_y$ measurement of the final state. The other irrelevant paths are blocked because the coefficients related to them all vanish. Since $A^{++--} = p$ (see Methods), the final measurement signals of $\langle \hat{\sigma}_y \rangle$ on the quantum sensor give the information of fourth-order correlation $S_4$ for $N = 4$ in equation (5).

It is worth noting that some quantum correlations are inaccessible to the synthesized spin rotations of a spin-1/2 quantum sensor. For instance, the extraction of the third-order correlation $C^{+++}$ or any correlation like $C^{+++--}$ with an odd number of commutators ($B_3^+\hat{z}$) requires the quantum channels that connect $\hat{x}$ with $\hat{y}$ or $\hat{z}$, which can’t be synthesized by the rotations of a single spin-1/2 system. To measure them then, quantum channels beyond synthesized spin rotations or multi-spin quantum sensors are required.

**Experimental demonstration**

The scheme above is experimentally demonstrated by using nuclear spins at room temperature on a Bruker Avance III 400 MHz nuclear magnetic resonance (NMR) spectrometer. The sample is carbon-13 labeled acetic acid ($^{13}$CH$_3$COOH) dissolved in heavy water (D$_2$O). The methyl group ($^{13}$CH$_3$) in acetic acid can be seen as a central spin system, where the $^{13}$C nucleus is the central spin as the sensor while three $^1$H nuclei constitute the quantum many-body target. The natural Hamiltonian of the system in doubly rotating frame is the coupling term $\hat{H}_{\text{NMR}} = \frac{J}{2} \hat{S}_x \hat{C}_z \otimes \sum_{i} \hat{\sigma}^i_z$ with the coupling constant $J_{\text{CH}} = 129.6$ $\text{Hz}$ and directly generates the pure dephasing Hamiltonian $\hat{V} = \frac{1}{2} \hat{\sigma}_y \otimes \hat{B}$ between the sensor and the target, where the target operator is $\hat{B} = \frac{1}{2} J \sum_{i=1}^{3} \hat{\sigma}^i_z$ with $J = 2\pi J_{\text{CH}}$.

Figure 2a and Figure 3a show the experimental procedures for measuring the second-order correlation $C^{+-+-}$ and the fourth-order correlation $C^{++--}$, respectively. The system is initially prepared in a separable equilibrium state $\hat{\rho}(0) = \hat{\rho}_S \otimes \hat{\rho}_B$ with $\hat{\rho}_S = (1 + p_C \hat{\sigma}_z)/2$ and $\hat{\rho}_B = (1 + p_H \hat{S}_x \hat{C}_z)/8$, where $\hat{1}$ is the unit operator and $p_C, p_H$ are the thermal polarizations ($\sim 10^{-5}$) for the $^{13}$C and $^1$H spins, respectively. A continuous radio frequency (RF) field on resonance along $x$ axis is applied on the $^1$H spins to create the local Hamiltonian of the target: $\hat{H}_B = \pi \nu \sum_{i=1}^{3} \hat{\sigma}^i_x$, where $\nu = 24000$ $\text{Hz}$ is the nutation frequency of $^1$H spins. The quantum channels are constructed by the synthesis of $\pi/2$ pulses $\mathcal{R}_y(\pi/2)$ with different phases $\alpha$. In experiments, they can be well realized by the phase cycling technology in NMR. Finally, the signals are recorded by measuring the magnetizations of central spins ($^{13}$C) along $y$ axis, i.e., $\langle \hat{\sigma}_y \rangle$, from which arbitrary correlations can be
extracted by different quantum circuits with suitable phase cycling schemes.

Figure 2b presents the measured values of \( \langle \hat{\sigma}_y^C \rangle \) versus the evolving time \( \tau_{21} = t_2 - t_1 \) for \( \delta t = 0.1 \) & 0.5 ms (black scatters), from which the second-order correlation \( C^{++} \) [equation (15)] is extracted. The target signals \( \delta t^2 C^{++}(t_2, t_1) \) (solid red lines) and the numerical results of \( S_2 \) [equation (13)] (black dashed lines) are also presented. As theoretically expected, the measured signals show oscillatory behavior with \( \tau_{21} \). The relative deviation (defined in Methods) between the measured signals and the target signals is \( \Delta = 32.3\% \) for \( \delta t = 0.1 \) ms and \( \Delta = 18.8\% \) for \( \delta t = 0.5 \) ms. We also plot the dependence of \( \langle \hat{\sigma}_y^C \rangle \) on \( J \delta t \) with a fixed interval \( \tau_{21} = 10 \mu s \) in Fig. 2c. From this we find that with the increase of \( \delta t \), the experimental data show increasing deviation from the target signals (red solid line), but agree well with the numerical simulation (dashed line). The deviation between the numerical simulation and the target signals comes from the theoretical approximation due to the finite value of \( \delta t \). Moreover, we fit the measured signals \( \langle \hat{\sigma}_y^C \rangle \) with a power law of \( (J \delta t)^{k} \) and find \( k \approx 1.856 \), which is close to the ideal value \( k = 2 \). A little smaller \( k \) is mainly caused by the higher-order contribution in \( S_2 \) due to the finite value of \( \delta t \) [see equation (13)]. As expected, we can see from Fig. 2c that the deviation is negligible when \( J \delta t \rightarrow 0 \) while it becomes remarkable when \( J \delta t \rightarrow 1 \). Meanwhile, we can also find from the inset that the fitting increasingly deviates from the linearity and the fitting parameter \( k \) becomes unstable due to the lower signal-to-noise ratios (SNRs) when \( J \delta t \rightarrow 0 \).

Therefore, there exists a trade-off between the theoretical approximation and the SNR of the measured signals resulting from \( \delta t \). The optimal value of \( \delta t \) can be obtained with the aid of the numerical simulations (see Methods and Supplementary Note 4), and \( \delta t = 0.5 \) ms is a relatively suitable time to extract the second-order correlations. Besides the errors from the numerical simulation, other error mechanisms leading to the deviation between the experimental data and the numerical simulation include the control imperfection of the \( \pi/2 \)-pulses, the evolution error of the quantum target caused by the RF inhomogeneity and the readout error from the final measurement. We numerically analyze the contributions of these errors, where the error from the \( \pi/2 \)-pulse imperfection is very small in the measurement of the second-order correlations (see Supplementary Table 3).

It is more difficult to measure the fourth-order correlations since the target signals will be much weaker than those of the second-order correlations. As shown in equation (19), the signal related to \( C^{+++} \) is proportional to \( \delta t^4 \), which leads to higher requirements for the experiments, including the higher sensitivity of the quantum sensor and the higher control accuracy of the quantum channels. While the \( \pi/2 \)-pulse imperfection (about 2% ~ 3% relative error) is negligible in the measurement of the second-order correlations, it will bring a considerable impact on the measurement of the fourth-order correlations. As analyzed in Methods, the non-ideal channel \( P_3^{\text{th}} \) will result in a severe leakage of lower-order correlations to the measurement of the four-order correlations and overwhelm the desired signal \( C^{+++} \), which brings a challenge in measurements. Hence the scheme as shown in Fig. 1d is practically infeasible in experiments. To overcome this problem, we design an error-resilient channel by repeating the non-ideal \( P_3^{\text{th}} \) for \( n \) times to weaken the unwanted low-order correlations (see Fig. 3a). As demonstrated in equation (23), the robust channel \( \left(P_3^{\text{th}}\right)^n \) exponentially approaches to the ideal channel with an error of order \( \delta \theta^n \) as \( n \) increases. Therefore, the unwanted lower-order signals \( \delta t^2 C^{++0+} \) can be effectively suppressed.

Figure 3b presents the measured values of \( \langle \hat{\sigma}_y^C \rangle \) versus the evolving time \( \tau_{21} = t_2 - t_1 \), including both the cases of \( n = 1 \) and \( n = 3 \). Here \( \tau_{21} = t_3 - t_2 \) and \( \tau_{23} = t_4 - t_3 \) are fixed at 10 \( \mu \)s, and \( \delta t = 0.5 \) ms. The target signal \( \delta t^4 p_c C^{+++}(t_1, t_3, t_1, t_1) \) (solid red line) and the numerical results of \( S_4^{E} \) [equation (23)] with (i.e., \( n = 3 \), black dashed line) and without (i.e., \( n = 1 \), blue dashed line) the robust channels for the pulse imperfections, are also presented. For the robust channels \( (n = 3) \), the measured
signals (black scatters) agree well with the target signals, and the relative deviation between them is $\Delta = 23.5\%$. By contrast, for the non-robust channels ($n = 1$), the measured signals (blue scatters) show serious deviation from the target signals ($\Delta = 112.2\%$), which makes the data almost untrustworthy for measuring $C^{+-+}$. For the robust channels, we also plot the dependence of $\langle \hat{\sigma}_y^C \rangle$ on $J\delta t$ with a fixed interval $\tau_{21} = 10$ $\mu$s in Fig. 3c. Similar to the results of measuring $C^{+-+}$, the experimental data (black scatters) are in good agreement with the numerical simulations (dashed black line), but gradually deviate the target signals (red solid line) when $J\delta t \to 1$. As shown in the inset, the power law fitting of the measured signals $\langle \hat{\sigma}_y^C \rangle \propto (J\delta t)^k$ gives the exponent $k = 3.492$, where the deviation from the ideal prediction $k = 4$ is also mainly caused by the higher-order contributions to $S_4$ due to the finite value of $\delta t$. Besides the approximation errors from $\delta t$, the main experimental errors of measuring the fourth-order correlations by using the robust channels are the evolution error of the quantum target caused by RF inhomogeneity and the readout error, while the control error caused by $\pi/2$-pulse imperfection is almost negligible (see Supplementary Table 4). We also analyze the trade-off between the theoretical approximation and the SNR of the measured signals resulting from $\delta t$, and $\delta t = 0.5$ ms corresponds to relatively low errors (see Methods).

To achieve the complete fourth-order quantum correlation $C^{+-+} (t_4, t_3, t_2, t_1)$, we measure the signals of $S_4$ versus the evolving time $\tau_{21}$ and $\tau_{32}$ (note that $C^{+-+}$ doesn’t depend on $\tau_{32}$) using the robust quantum channels (see Fig. 4a). The measured signals show two-dimensional oscillatory behavior along with $\tau_{21}$ and $\tau_{32}$, and the spectral density are obtained from the 2D Fourier transform of $S_4$ as shown in Fig. 4b.

**Conclusion**

We demonstrate selective measurement of arbitrary types and orders of quantum correlations via the synthesized quantum channels with a quantum sensor. The correlation-selection approach based on synthesized quantum channels is more universal than the previously proposed weak measurement scheme in that the former is also applicable to ensemble systems. We successfully extract the second- and fourth-order correlations in a system of nuclear spins with a spin-1/2 sensor. The experiment can be generalized to the quantum sensors of higher or multiple spins, as well as bosonic or fermionic systems. Compared with the conventional nonlinear spectroscopy, this scheme exponentially broadens the accessible correlations. Higher order correlations provide new important information about quantum many-body systems that is not available from conventional nonlinear spectroscopy. Our work offers a new approach to understanding quantum many-body physics (e.g., many-body localization and quantum thermalization), to examining the quantum foundation (e.g., quantum nonlocality), and to providing key information for quantum technologies (e.g., the characterization of quantum computers and quantum simulators, the optimization of quantum control and the improvement of quantum sensing).
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### Methods

**Measuring $C^+$.** According to equation (5), the second-order correlation $C^+$ corresponds to the target signal

$$S^\text{target} = \delta^2 A^{-} C^+,$$

with the coefficient

$$A^{-} = 2^2 \text{Tr}_S \left( \hat{O} S_z^2 \rho_{2nd}^2 S_x^2 \rho_{2nd}^2 \rho_S \right).$$

To selectively extract the second-order correlation $C^+$ under the current experimental setup, we need to make $A^{-}$ become the only non-vanishing coefficient. Then with the help of the channel diagram in Fig. 1c, the quantum channels $\mathcal{P}_{2nd}^{1,2}$ are designed to be

$$\mathcal{P}_{2nd}^{1} = \left[ \mathcal{R}_x (\pi/2) + \mathcal{R}_{-y} (\pi/2) \right] / 2,$$

$$\mathcal{P}_{2nd}^{2} = \mathcal{R}_y (\pi/2),$$

where $\mathcal{R}_x (\pi/2)$ is the $\pi/2$ spin rotation along $x$-axis and $\mathcal{P}_{2nd}^{1}$ is realized by the combination of two $\pi/2$ rotations.

In the representation of $\{I, \hat{x}, \hat{y}, \hat{z}\}$, the matrix forms of $S_z$ are

$$2 S_z^+ = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix},$$

$$2 S_z^- = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. $$

and the matrix representation of $\mathcal{R}_a (\theta)$ is

$$\mathcal{R}_a (\theta) = \begin{pmatrix} 1 & 0 \\ 0 & \mathbf{R}(\theta, n_a) \end{pmatrix}. $$

Here $\mathbf{R}(\theta, n_a)$ is the 3D rotation along the axis $n_a$. The matrix elements ($R_{ij}$) of $\mathbf{R}(\theta, n)$ for $n = (n_x, n_y, n_z)$ are

$$R_{ij}(\theta, n) = \delta_{ij} \cos \theta + n_i n_j (1 - \cos \theta) + \sin \theta \sum_{l=1}^3 \epsilon_{ijk} n_k, $$

where $i, j, k \in \{x, y, z\}$, and $\epsilon_{ijk}$ is the Levi-Civita symbol. Since a spin-1/2 quantum sensor has the vector form of density matrix $\hat{\rho} = (1, p_x, p_y, p_z) / 2$, whose measurement result of $\hat{\sigma}_z$ is $\text{Tr}(\hat{\sigma}_z \hat{\rho}) = 2 p_z$. Then with $\hat{\rho}_S = (1 + p \hat{\sigma}_z) / 2$ and $\hat{O} = \hat{\sigma}_y$, the coefficient is calculated to be $A^{-} = 1$, while other coefficients such as $A^0$ and $A^{\pm 1}$ vanish. Hence the measurement signal is

$$S_2 = \delta t^2 C^+ (t_2, t_1) + O (\delta t^4).$$

(13)

Considering the $\pi/2$-pulse imperfection with the angle error $(\pi/2 \rightarrow \pi/2 + \delta \theta)$, the measurement signal becomes

$$S_2 = C^+ - \left[ \mathcal{B}^+ (t_2) \mathcal{B}^- (t_1) + O (\delta t^4) \right].$$

$$\approx \left[ 1 - \delta^2 \theta^2 \right] \delta t^2 C^+ (t_2, t_1) + \delta t^4. $$

(14)

Then the pulse imperfection consequently introduces an error of order $\delta t^2$ to the amplitude of the measured signal, which is usually small.

For the initial state of the quantum target in experiment $\hat{\rho}_B = (1 + p \sum_{i=1}^3 \hat{\sigma}_i^H) / 8$, the target operator $\hat{B} = \frac{1}{2} \sum_{i=1}^3 \hat{\sigma}_i^H$, and the local Hamiltonian $\hat{H}_B = \pi v \sum_{i=1}^3 \hat{\sigma}_i^H$, the specific form of $C^+$ is

$$C^+ = \text{Tr} \left[ B^+(t_2) B^-(t_1) \hat{\rho}_B \right],$$

$$= \frac{3}{4} \hat{J} \rho_{BH} \sin \left[ 2 \pi (t_2 - t_1) \right].$$

(15)

Obviously, the target signal $\delta t^2 C^+$ quadratically depends on $\delta t^4$.

**Measuring $C^{++}$.** According to equation (5), the fourth-order correlation $C^{++}$ corresponds to the target signal

$$S^\text{target} = \delta^4 A^{++} C^{++},$$

with the coefficient

$$A^{++} = 2^4 \text{Tr}_S \left( \hat{O} S_z^2 \rho_{4th}^1 S_z^2 \rho_{4th}^4 \rho_S \rho_{4th}^3 S_z^2 \rho_{4th}^2 \rho_S \right). $$

(17)

To selectively extract the fourth-order correlation $C^{++}$ under the current experimental setup, we need to make $A^{++}$ become the only non-vanishing coefficient. Then with the help of the channel diagram in Fig. 1d, the quantum channels $\mathcal{P}_{4th}^{1,2,3,4}$ are designed to be

$$\mathcal{P}_{4th}^{1} = \mathcal{P}_{4th}^{2} = \left[ \mathcal{R}_x (\pi/2) - \mathcal{R}_{-y} (\pi/2) \right] / 2,$$

$$\mathcal{P}_{4th}^{3} = \left[ \mathcal{R}_x (\pi/2) + \mathcal{R}_{-y} (\pi/2) \right] / 2.$$
With ˆρS = (1 + pC ˆσz)/2 and ˆΩ = ˆσy, the only non-vanishing coefficient is calculated to be A−++− = p. Then the measurement signal is

\[ S_4 = \delta t^4 p \sigma C^{++−−} + O\left(\delta t^6\right) . \]  

(19)

Similar to the case of measuring C−+, the non-ideal quantum channels caused by π/2-pulse imperfection (π/2 → π/2 + δ\theta) will introduce an overall coefficient cos (δ\theta) to \mathcal{P}_{4,2,4}^{3,4}, i.e., \mathcal{P}_{4,2,4}^{3,4} → cos (δ\theta) \mathcal{P}_{4,2,4}^{3,4}. However, the error mechanism of \mathcal{P}_{4,2,4}^{3,4} is totally different because two extra matrix elements proportional to sin (δ\theta) are introduced:

\[ \mathcal{P}_{4,2,4}^{3,4} \rightarrow \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -\sin (\delta \theta) & 0 \\ 0 & 0 & 0 & -\sin (\delta \theta) \end{pmatrix} . \]  

(20)

In this situation, an extra path related to lower-order correlation C^{400+} will be connected and get mixed with C^{++−−} in the final measurement signals, i.e.,

\[ S_4^E = pC \cos (\delta \theta)^3 \delta t^4 C^{++−−} + pC \sin (\delta \theta) \delta t^2 C^{400+} + O\left(\delta t^6\right) . \]  

(21)

Consequently, the non-ideal channels \mathcal{P}_{3,4}^{4,4} only bring a total scaling factor cos (δ\theta)^3 ≈ 1 to the fourth-order correlation C^{++−−}, which can be easily corrected by the error calibration. But the imperfection of \mathcal{P}_{3,4}^{4,4} has greater impact on measuring C^{++−−} for two reasons: On the one hand, the non-ideal \mathcal{P}_{3,4}^{4,4} introduces the lower-order correlation signals of δt^2 scale, which are much larger than the signals of C^{++−−} (≈ δt^4). On the other hand, the error order of sin (δ\theta) ≈ δ\theta is also lower than cos (δ\theta) ≈ (1 − δth^2/2).

To deal with the major error source, an error-resilient quantum channel is constructed by repeating the non-ideal \mathcal{P}_{3,4}^{4,4} for n times, whose matrix form is

\[ \left(\mathcal{P}_{3,4}^{4,4}\right)^n = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -\sin (\delta \theta)^n & 0 \\ 0 & 0 & 0 & -\sin (\delta \theta)^n \end{pmatrix} . \]  

(22)

As shown in Figure 3, for ˆρS = (1 + pC ˆσz)/2 and ˆΩ = ˆσy, the non-vanishing coefficients are calculated to be A−++− ≈ pC (1 − δt^2/2)^3 and A^{400+} ≈ pC (−δ\theta)^n. So the measured signal using the robust channel becomes

\[ S_4^E \approx pC \left(1 − \delta t^2/2\right)^3 \delta t^4 C^{++−−} + pC (−\delta \theta)^n \delta t^2 C^{400+} + O\left(\delta t^6\right) . \]  

(23)

which reduces to equation (19) without π/2-pulse error (δ\theta = 0). Since the robust channel \left(\mathcal{P}_{3,4}^{4,4}\right)^n exponentially approaches to the ideal channel with an error of order δ\theta^n as n increases, the unwanted low-order contribution (δ\theta^2 C^{400+}) in the measured signals can be effectively suppressed.

With the same experimental setup as measuring C−+, the specific form of C^{++−−} is

\[ C^{++−−} = \text{Tr} \left[ B^+(t_4) B^−(t_3) B^−(t_2) B^+(t_1) \hat{\rho}_B \right] = \frac{3}{16} J^4 \sin \left[2\pi v (t_2 - t_1)\right] \sin \left[2\pi v (t_4 - t_3)\right] , \]  

(24)

which means the target signal (δ\theta^2 C^{++−−}) quartically depends on J\delta t. Moreover, the specific form of the lower-order error term C^{400+} is

\[ C^{400+} = \text{Tr} \left[ B^+(t_4) B^−(t_1) \hat{\rho}_B \right] = \frac{3}{4} J^2 \cos \left[2\pi v (t_4 - t_1)\right] . \]  

(25)

Therefore, to eliminate the major error source from the component of C^{400+} in equation (23), we need to ensure

\[ \frac{1}{4} \left(1 − \delta \theta^2/2\right)^3 \left(J\delta t\right)^2 \gg |\delta \theta|^n . \]  

(26)

For the angle error δ\theta = 0.04 rad from experimental error calibration and δt = 0.5 ms, we can deduce that n > 1 is required to eliminate the lower-order signals.

**Error analysis.** To quantify the deviation between the experimental data array \(\vec{x} = \{x(\tau_i)\}\) and the theoretical data array \(\vec{y} = \{y(\tau_i)\}\) (\(\tau_i\) is the sampling time point), we use the absolute error \(\vec{E}\) and relative error \(\Delta\) defined as:

\[ \vec{E} = |\vec{x} − \vec{y}|, \quad \Delta = \frac{||\vec{E}||}{||\vec{y}||} . \]  

(27)

where \(||\vec{y}|| = \sum_i |x(\tau_i)|^2\) is the Euclidean norm. The theoretical approximation error of finite \(\delta t\) can be measured by

\[ \vec{E}^\text{th} = |\vec{S}^\text{sim} − \vec{S}^\text{target}| . \]  

(28)

where \(\vec{S}^\text{target}\) is the target signals, and \(\vec{S}^\text{sim}\) is the simulated signals of \(S_2\) or \(S_4\). Besides that, other errors in experiments include the control error caused by π/2-pulse imperfection (\(\hat{E}\pi/2\)), the evolution error of the quantum target caused by RF inhomogeneity (\(\hat{E}\text{evo}\)), and the experimental readout error (\(\hat{E}^\text{r}\)). After characterizing the deviation of π/2-pulse, the decay rate of the oscillatory signals, as well as the strength of spectral ground noise, these imperfect signals with only one type error can be numerically simulated, which are defined as \(\vec{S}^\frac{\pi}{2}, \vec{S}^\text{evo}\) and \(\vec{S}^\text{r}\) respectively. Then these error contributions can be investigated separately by calculating the deviations between these imperfect signals and the ideal signals \(\vec{S}^\text{sim}\), i.e.,

\[ \vec{E}^\pi/2 = |\vec{S}^\frac{\pi}{2} − \vec{S}^\text{sim}|, \quad \vec{E}^\text{evo} = |\vec{S}^\text{evo} − \vec{S}^\text{sim}|, \quad \vec{E}^\text{r} = |\vec{S}^\text{r} − \vec{S}^\text{sim}| . \]  

Therefore, their relative errors, i.e., \(\Delta^\pi/2, \Delta^\text{evo}\) and \(\Delta^\text{r}\), are presented in Supplementary Table 3 and 4 according to the definition (27).
**Optimal coupling-evolution time.** The scheme in experiments requires a relatively small $\delta t$ for a high enough theoretical approximation. However, as the $\Theta$-order-correlation signals are proportional to $\delta t^0$, smaller $\delta t$ will lead to lower SNRs in practical measurement. Therefore, a trade-off between the theoretical approximation and the SNR of the measured signals can be described by the total relative error of the target correlation signals (see Supplementary Note 4):

$$\Delta^\text{tot} (\delta t) = \left| \frac{\bar{E}^\text{th} (\delta t) + \bar{E}^{\pi/2} (\delta t) + \bar{E}^\text{evo} (\delta t) + \bar{E}}{\tilde{\bar{S}}\text{target} (\delta t)} \right|$$

$$\approx \frac{\delta t^\Theta \| \tilde{C}^{\eta N \cdot \cdots \cdot \eta_1} \|}{\delta t^\Theta} + \frac{\| \tilde{A}^{\eta N \cdot \cdots \cdot \eta_1} \|}{\delta t^\Theta} + \Delta^{\pi/2} (\delta \theta) + \Delta^\text{evo}$$

Here $\tilde{\bar{S}}\text{target} (\delta t) = \delta t^\Theta \tilde{A}^{\eta N \cdot \cdots \cdot \eta_1} \tilde{C}^{\eta N \cdot \cdots \cdot \eta_1}$ is the target signals of the desired correlations. $\Delta^{\pi/2} (\delta \theta)$ is the relative error caused by the $\pi/2$-pulse imperfection ($\pi/2 \rightarrow \pi/2 + \delta \theta$), which is derived from equations (14) and (23):

$$\Delta^{\pi/2} (\delta \theta) \approx \left\{ \begin{array}{ll}
\delta \theta^2, & \text{for } C^{+-}, \\
\frac{\delta \theta^2}{\delta \theta^2 / 2} & \text{for } C^{+\rightarrow-}.
\end{array} \right.$$  \hspace{1cm} (29)

Note that the lower-order leakage in equation (23) is greatly suppressed when equation (26) is satisfied. $\Delta^\text{evo}$ is the relative error caused by RF inhomogeneity, i.e.,

$$\Delta^\text{evo} = \left| \frac{(1 - e^{-k \tau}) \cdot \tilde{C}^{\eta N \cdot \cdots \cdot \eta_1}}{\| \tilde{C}^{\eta N \cdot \cdots \cdot \eta_1} \|} \right|.$$  \hspace{1cm} (30)

Here $k = 2.76 \times 10^3$ denotes the decay rate of the free evolution of the quantum target and $\tau$ is the sampling time list. $\bar{E}$ is determined by the ground noise of spectra and totally independent of $\delta t$. Therefore, the $\pi/2$-pulse imperfection and rf inhomogeneity together contribute a constant relative error. Then, by taking $\partial \Delta^\text{tot} (\delta t) / \partial \delta t = 0$, the optimal evolution time is obtained:

$$\delta t^\text{opt} \approx \left( \frac{2 \| \tilde{C}^{\eta N \cdot \cdots \cdot \eta_1} \|}{\Theta \| \tilde{E} \|} \right)^{1/(\Theta + 2)}.$$  \hspace{1cm} (31)

With the experimental estimations of the parameters of the error sources (see Supplementary Note 3), all of these error sources can be simulated individually. Supplementary Figure 4 presents the simulated total relative error $\Delta^\text{tot} (\delta t)$ versus $\delta t$ of measuring $C^{+-}$ and $C^{+\rightarrow-}$. Then, the optimal $\delta t$ with the smallest relative error can be obtained, i.e., $\delta t^\text{opt} = 0.35$ ms and 0.38 ms for $C^{+-}$ and $C^{+\rightarrow-}$ respectively. The coupling time $\delta t = 0.5$ ms used in experiments also corresponds to relatively low errors.
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Supplementary Note 1. Construction of arbitrary quantum channels

The super-operator \( P \) can be constructed by arbitrary physical processes, which is described by CPTP (Completely Positive
Trace Preserving) map \( M \) and satisfies

\[
(M\hat{\rho})^\dagger = M\hat{\rho}, \quad M\hat{\rho} \geq 0, \quad \text{Tr} M\hat{\rho} = \text{Tr} \hat{\rho}. \tag{1}
\]

Here \( M\hat{\rho} \) can always be expanded as

\[
M\hat{\rho} = \sum_{n,m=1}^D C_{n,m}\hat{A}_n\hat{\rho}\hat{A}_m^\dagger, \tag{2}
\]

where \( D \) is the dimension of Hilbert space and \( \hat{A}_n \) is complete (\( \sum_n \hat{A}_n\hat{A}_n^\dagger = I \)) and orthogonal (\( \text{Tr} \hat{A}_m^\dagger\hat{A}_n = \delta_{mn} \)) operators

\[\text{to expand the density matrix. For the case of spin-1/2 system (}D = 2,\text{) there are four }\hat{A}_n \text{ which can be four Pauli matrices}\]
\[\{I, \hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z\}. \text{If } M \text{ is CPTP, } C_{nn} \text{ must be Hermite (}\hat{C}^\dagger = C\\text{) and positive matrix (}\hat{C} \geq 0\). The elements of the super-operator}\]
\[
\hat{A}_n\hat{\rho}\hat{A}_m^\dagger \text{ can in principle be constructed by combination of a complete set of various } M \text{ with different } C_{n,m}. \text{ This indicates that the super-operator } P \text{ can be constructed arbitrarily through combination of a complete set of CPTP map } M.
\]

Taking spin 1/2 system for example, there are sixteen basic super-operators \( \hat{\sigma}_i\hat{\rho}\hat{\sigma}_j(i = 0, x, y, z) \). For convenience, we regroup it into symmetric and anti-symmetric form

\[
\begin{align*}
J_0 &= \delta_0\hat{\rho}\delta_0, \\
J_\alpha^+ &= \frac{\hat{\sigma}_\alpha\hat{\rho}\hat{\sigma}_\alpha}{2}, & \alpha = x, y, z, \\
J_\alpha^- &= -i(\hat{\sigma}_\alpha\hat{\rho}\hat{\sigma}_\alpha)/2, & \alpha = x, y, z, \\
J_{\alpha\beta}^+ &= \frac{(\hat{\sigma}_\alpha\hat{\rho}\hat{\sigma}_\beta + \hat{\sigma}_\beta\hat{\rho}\hat{\sigma}_\alpha)}{2}, & \alpha < \beta = x, y, z, \\
J_{\alpha\beta}^- &= -J_{\beta\alpha}^- = -i(\hat{\sigma}_\alpha\hat{\rho}\hat{\sigma}_\beta - \hat{\sigma}_\beta\hat{\rho}\hat{\sigma}_\alpha)/2, & \alpha < \beta = x, y, z.
\end{align*}
\tag{3}
\]

We consider how to construct these generators through the physical process. Firstly, we consider the unitary evolution. Unitary

---
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### Table 1
The definition of the sixteen operations. The red symbols indicate the operations beyond the NMR control.

| Symbol\Operation | The physical meaning | Matrix form |
|------------------|----------------------|-------------|
| $R_0^\pi$        | rotation around any axis by angle $\pi$ | $R(\pi/2, e_z)$ |
| $R_{x}^{\pi/2}$  | rotation around axis $x$ by angle $\pi/2$ | $R(\pi/2, e_x)$ |
| $R_{y}^{\pi/2}$  | rotation around axis $y$ by angle $\pi/2$ | $R(\pi/2, e_y)$ |
| $R_{z}^{\pi/2}$  | rotation around axis $z$ by angle $\pi$ | $R(\pi/2, e_z)$ |
| $R_{x}^{\pi}$    | rotation around axis $x$ by angle $\pi$ | $R(\pi/2, e_x)$ |
| $R_{y}^{\pi}$    | rotation around axis $y$ by angle $\pi$ | $R(\pi/2, e_y)$ |
| $R_{z}^{\pi}$    | rotation around axis $z$ by angle $\pi$ | $R(\pi/2, e_z)$ |
| $R_{x}^{\pi}$    | rotation around axis $x$ by angle $\pi$ | $R(\pi/2, e_x)$ |

The evolution can be written as $\dot{\hat{\rho}} = \cos \theta \hat{\sigma}_0 - i \sin \theta n_a \hat{\sigma}_a$

$$\dot{\hat{\rho}} = \left( \cos \theta \hat{\sigma}_0 - i \sin \theta n_a \hat{\sigma}_a \right) \hat{\rho} \left( \cos \theta \hat{\sigma}_0 + i \sin \theta n_a \hat{\sigma}_a \right)$$

$$\dot{\hat{\rho}} = \cos^2 \theta \hat{\rho} \hat{\sigma}_0 + 2 \cos \theta \sin \theta n_a \frac{-i(\hat{\sigma}_a \hat{\rho} \hat{\sigma}_0 - \hat{\sigma}_0 \hat{\rho} \hat{\sigma}_a)}{2} + \sin^2 \theta n_a n_\beta \hat{\sigma}_a \hat{\rho} \hat{\sigma}_\beta + \hat{\rho} \hat{\sigma}_\beta \hat{\rho} \hat{\sigma}_a$$

$$\dot{\hat{\rho}} = \left[ \cos^2 \theta \hat{J}_0 + 2 \cos \theta \sin \theta n_a \hat{J}_\alpha - \sin^2 \theta n_a n_\beta \hat{J}_{\alpha \beta} \right] \hat{\rho}.$$ (4)

If dissipation process is introduced, the generator can be constructed completely. For example, if we do measurement of $\hat{\sigma}_z$, the density matrix will collapse to $\hat{\rho} \rightarrow |\pm \rangle \langle \pm |$ with probability $p_\pm = \langle \pm | \hat{\rho} | \pm \rangle$. Then we can construct the process

$$\hat{\rho} \rightarrow \sum_{m=\pm} p_m |m\rangle \langle m| \equiv \hat{M}_z \hat{\rho} = |+\rangle \langle + | \hat{\rho} |+\rangle \langle + | - | - \rangle \langle - | \hat{\rho} | - \rangle \langle - |.$$ (5)

Using $\hat{M}_z$, we can construct the process $\hat{J}_+^z$. Combined with the unitary rotation, $\hat{J}_+^x/\hat{J}_+^y$ can also be generated. The element can be introduced by polarization process as shown in (Supplementary Table 1). As a result, all the sixteen basic elements can be generated via the set of complete operations shown in (Supplementary Table 1) (Note: these operations are not unique).

Since $G' = \{ R^{0}_0, R^{\pi/2}_x, R^{\pi/2}_y, R^{\pi/2}_z, M_{x/z}, P_{x/z} \}$ constitute a complete but non-orthogonal basis for any quantum channel $\mathcal{P}$, then our aim is the construction of $\mathcal{P}$ though the above set of physical operations $G'$, namely,

$$\mathcal{P} = \sum_{i=1}^{16} p_i G'_i.$$ (6)

The central work is the calculation of the weight $p_i$. We discuss the problem in the basis of 1, $\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z$ and the matrix form of super-operator is denoted by blackboard bold

$$\mathcal{P} = \sum_{i} p_i G'_i.$$ (7)

Then we project the above equation in the basis $\{ G_{n+4(m-1)} = |m\rangle \langle n|, 1 \leq n, m \leq 4 \}$, which is complete $\sum_i G_i G'_i = 1$ and
| sparse elements| \( R_0 \) | \( R_{\pi/2} \) | \( R_{\pi/2} \) | \( R_{-\pi/2} \) | \( R_{-\pi/2} \) | \( R_\pi \) | \( R_\pi \) | \( R_\pi \) | \( M_x \) | \( M_y \) | \( M_z \) | \( P_x \) | \( P_y \) | \( P_z \) |
|---------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| \( P_{00} \)    | 1/2     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{0x} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 1       | 0       | 0       |
| \( P_{0y} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 1       | 0       |
| \( P_{0z} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 1       |
| \( P_{x0} \)    | 1/2     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 0       | 0       | 0       | 0       | 0       | -1      |
| \( P_{xx} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{xy} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{xz} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{y0} \)    | 1/2     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{yx} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{yy} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{yz} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{z0} \)    | 1/2     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 1/3     | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{zx} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{zy} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |
| \( P_{zz} \)    | 1/2     | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | -1/3    | 0       | 0       | 0       | 0       | 0       | 0       |

**Supplementary Table 2.** Expansion of the basic sparse matrix on the representation of sixteen operations. The red operations can not be accessible by unitary operations because it need the incoherent operations as indicated by blue color.

Exercise 2. Determine the expansion of the basic sparse matrix on the representation of sixteen operations. The red operations cannot be accessible by unitary operations because it need the incoherent operations as indicated by blue color.

orthogonal \( \text{Tr} G^T_i G_j = \delta_{ij} \). For example

\[
G_2 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

so we find

\[
A = T \cdot P,
\]

where \( T_{ii} = \text{Tr} G_i^T G'_j \) and \( A_j = \text{Tr} G^T_j \cdot P \). The weight is calculated to be

\[
P = T^{-1} \cdot A.
\]

For example, the quantum channel \( P_{xx} = [2 \times 2] \) can be expanded to

\[
P_{xx} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} = \frac{1}{2} P_0 + \frac{1}{4} P_{\pi/2} - \frac{1}{4} P_{-\pi/2} - \frac{1}{4} P_{-\pi/2} - \frac{1}{4} P_{\pi/2} - 1 + \frac{1}{4} P_{\pi/2} + \frac{1}{4} P_{-\pi/2} + \frac{1}{4} P_{-\pi/2} + \frac{1}{4} P_{\pi/2}
\]

The weight \( p_i \) for other sparse quantum channel has been calculated in (Supplementary Table 2).

**Supplementary Note 2.** Extraction of arbitrary correlations in the case of general interaction

The protocol in the main text can also be generalized to extracting the correlations for general interaction form as following

\[
\hat{V}(t) = \sum_{\alpha=1}^{d} \hat{S}_{\alpha}(t) \otimes \hat{B}_{\alpha}(t).
\]
We consider the weighted signal

\[ S_N = \sum_{\beta_N=1}^{D^4} p_{\beta_N} S_{N, \beta_N}, \]  

(13)

where \( \beta_N = \{\beta_N, \cdots, \beta_2, \beta_1\} \) is the index collective. \( p_{\beta_N} \) is the weight for signal \( S_{N, \beta_N} \) defined as

\[ S_{N, \beta_N} = \text{Tr} \left[ \hat{O} \mathcal{U}_N C_{\alpha_N} \cdots C_{\alpha_1} U_i C_{\alpha_i} \cdots C_{\alpha_2} U_i C_{\alpha_i} (\hat{\rho}_S \otimes \hat{\rho}_B) \right], \]

(14)

where each of the quantum channel is assigned to one element of the complete basis \( C_{\alpha} (\alpha = 1, \cdots, D^4) \) for quantum channel \( D \) is the dimension of Hilbert space of sensor.

We expand \( \mathcal{U}_i \) to the first order of \( \delta t \) and find that

\[ \mathcal{U}_i = T e^{i \mathcal{L}(t) \delta t} = \sum_{\alpha_i, \eta_i} (2\delta t) |\eta_i \rangle \langle S_{\alpha_i}^\eta_i |, \]

(15)

where \( \eta_i = 0, \pm 1 \) and \( S_{\alpha_i}^\eta_i \) are defined as

\[ S_{\alpha_i}^\eta_i = \begin{cases} 1 & \eta_i = 0, \\ \alpha_i & \eta_i = +/-. \end{cases} \]

(16)

If \( \eta_k = 0 \), the index \( \alpha_k \) takes no value and it denotes that the sensor is assigned to the super-operator 1. If \( \eta_k = +/- \), the index \( \alpha_i \) takes the values \( 1, 2, \cdots, d \). Then the signal \( S_N \) becomes

\[ S_N = \sum_{\beta_N=1}^{D^4} p_{\beta_N} \sum_{\eta_N, \alpha_N} (2\delta t)^{\Sigma_{\eta_i}^N |\eta_i \rangle \langle A_{\alpha_N, \beta_N}^N C_{\alpha_N}^\eta N + O(\delta t^{N+1})}. \]

(17)

\( C_{\alpha_N}^\eta N = \sum_{\alpha_N} \cdots \alpha_1 \) is the correlation defined as

\[ C_{\alpha_N}^\eta N = \text{Tr}_B \left[ \mathcal{B}_{\alpha_N}^\eta N (t_N) \cdots \mathcal{B}_{\alpha_2}^\eta 2 (t_2) \mathcal{B}_{\alpha_1}^\eta 1 (t_1) \hat{\rho}_B \right], \]

(18)

where

\[ \mathcal{B}_{\alpha_k}^\eta k (t_k) = \begin{cases} 1 & \eta_k = 0, \\ \mathcal{B}_{\alpha_k}^{+/-} (t_k) & \eta_k = +/-. \end{cases} \]

(19)

The index follows the same convention as \( S_{\alpha_N}^\eta N (t_k) \). If there is one index in \( \eta_1, \eta_2, \cdots, \eta_N \) being 0, \( C_{\alpha_N}^\eta N \cdots \alpha_1 \) is a correlation with order less than \( N \). For example, \( C_{\alpha_N}^{+ \eta_3 - \eta_3} = \text{Tr}_B \left[ \mathcal{B}_{\eta_3}^+ (t_3) \mathcal{B}_{\eta_3}^- (t_3) \mathcal{B}_{\eta_3}^- (t_1) \hat{\rho}_B \right] = \text{Tr}_B \left[ \mathcal{B}_{\eta_3}^+ (t_3) \mathcal{B}_{\eta_3}^- (t_3) \mathcal{B}_{\eta_3}^- (t_1) \hat{\rho}_B \right] \) is the third order correlation.

After summation over \( \beta_N \), the signal is simplified to be

\[ S_N = \sum_{\eta_N, \alpha_N} (2\delta t)^{\Sigma_{\eta_i}^N |\eta_i \rangle \langle A_{\alpha_N, \beta_N}^N C_{\alpha_N}^\eta N + O(\delta t^{N+1}), \]

(20)

where

\[ A_{\alpha_N}^\eta N = \sum_{\beta_N=1}^{D^4} p_{\beta_N} A_{\alpha_N, \beta_N}^\eta N \]

(21)

and \( A_{\alpha_N, \beta_N}^\eta N \) is the coefficient

\[ A_{\alpha_N, \beta_N}^\eta N = \text{Tr}_S \left[ \hat{O} S_{\alpha_N}^\eta N C_{\beta_N} \cdots C_{\beta_1} S_{\alpha_1}^\eta N \cdots C_{\beta_1} S_{\alpha_1}^\eta N C_{\beta_1} \hat{\rho}_S \right]. \]

It is a constant if the observable \( \hat{O} \) and \( \hat{\rho}_S \) are fixed.
If we can design the weight \( p_\beta N \) to make the coefficient \( A_\eta N \) [see equation (20)] satisfies

\[
A_\eta N \propto \begin{cases} 1 & \eta_N = \eta_0, \alpha_N = \alpha_0^0, \\ 0 & \text{else.} \end{cases}
\]  

(22)

Since some correlations \( C_\theta N \) vanish naturally because the trace of commutator always gives vanishing result (for example, the correlations \( C_{\eta N-1\cdots\eta_0} (\alpha_N, \alpha_{N-1}, \cdots, \alpha_0), \), \( C_{\eta N} (\alpha_N, \alpha_{N-1}, \cdots, \alpha_0) \)), the coefficients \( A_\eta N \) associated with these correlations are irrelevant. The number of these coefficients is

\[
d (2d)^{N-1} + d (2d)^{N-2} + \cdots + d (2d)^0 = \frac{(2d)^{N+1} - d}{2d - 1}.
\]  

(23)

When these coefficients are excluded, the number of equations in equation (22) is \( (2d)^4 \) for the control parameters \( p_{\beta N} \) in equation (20). If \( D^4 \geq 2d + 1 \), then the solution of equation (22) always exists. For the spin Hamiltonian, \( d = 3 \) and \( D \geq 2 \) always satisfy the condition \( D^4 \geq 2d + 1 \) and hence the extraction of any correlation is always possible.

The signal equation (13) will reduce to the special case in the main text if \( \eta_{\alpha_N\alpha_{N-1}\cdots\alpha_0} \) takes the following form

\[
p_{\beta N} = \prod_{i=1}^{N} p_{\alpha_i}.
\]  

(24)

By inserting it into equation (13), we find

\[
S_N = \text{Tr} \left[ \hat{S} \mathcal{U}_i^{(N)} \mathcal{P}_N \cdots \mathcal{P}_{i+1} \mathcal{U}_i^{(i)} \mathcal{P}_i \cdots \mathcal{P}_2 \mathcal{U}_1^{(1)} \mathcal{P}_1 \left( \hat{\rho}_S \otimes \hat{\rho}_B \right) \right],
\]  

(25)

where

\[
\mathcal{P}_t = \sum_{\alpha_t=1}^{D^4} p_{\alpha_t} C_{\alpha_t}
\]  

(26)

are the quantum channels used in the main text.

**Supplementary Note 3. Experimental errors and data analysis**

The error sources in the experiments include the control error caused by the \( \pi/2 \)-pulse imperfection (in Hz), the evolution error of the quantum target caused by the RF inhomogeneity (in Hz s\(^{-1}\)), and the experimental readout error (in Hz). After calibrating the deviation of \( \pi/2 \)-pulse, the decay rate of the oscillatory signals, as well as the spectral fitting uncertainty, these noise impact can be investigated separately by numerically simulating the relative deviation between the signals \( \tilde{x}_c \) with only one error source and the signals \( \tilde{x} \) without any error. The contributions of these error sources are presented in Supplementary Table 3 and 4.

It is worth noting that the second and fourth order correlations we measured in experiment both decay much faster than the \( T_2 \) relaxation rate. Suppose that the signal amplitudes decay exponentially, i.e., \( A = A_0 e^{-k t} \). By fitting the experimental data, we get the decay rate of the second-order correlation: \( k = 2.8 \times 10^3 \) s\(^{-1}\) (see Supplementary Figure 2a), corresponding to the mean lifetime \( \tau = 1/k = 4 \times 10^{-4} \) s. In contrast, the \( T_2 \) relaxation time of the quantum target in our experiment, i.e., the protons in acetic acid, is typically about 0.3 s, which is much longer than \( \tau \). Thus the \( T_2 \) relaxation must not be the main cause of the rapid decay. It is indeed caused by the inhomogeneity of the radio-frequency field (\( B_1 \)). To further demonstrate this, we directly measured the NMR nutation spectroscopy of \(^1\)H as shown in Supplementary Figure 2b. By changing the length \( t \) of the RF pulse along \( y \) axis, we obtain the integral values of the corresponding thermal equilibrium \(^1\)H spectra of different flip angles. The fitting result tells that the decay rate of the nutation spectroscopy is \( k = 2.76 \times 10^3 \) s\(^{-1}\), which is about the same rate as the second-order correlation.

The radio-frequency field (\( B_1 \)) that varies along the NMR tube axis (\( z \) axis) is assumed to be the main cause of the RF inhomogeneity.\(^{12} \). To theoretically describe the quantum dynamics under the inhomogeneous pulse, we suppose the strength of radio-frequency field applied on the sample is a function of the \( z \) coordinate: \( B(z) \) (in Hz), and the coordinate range of the sample column is \(-L \leq z \leq L\). Then the general state evolution under the inhomogeneous RF pulse is

\[
\hat{\rho}(t) = \int_{-L}^{L} \text{d}z e^{-i2\pi B(z)\sigma_y t} \hat{\rho}_0 e^{i2\pi B(z)t} / \text{Tr} \left[ \int_{-L}^{L} \text{d}z e^{-i2\pi B(z)\sigma_y t} \hat{\rho}_0 e^{i2\pi B(z)\sigma_y t} \right],
\]  

(27)
| $\delta t$ (ms) | $\Delta^{\text{tot}}$ | $\Delta^{\text{th}}$ | $\Delta^{\text{exp}}$ | $\Delta^{r}$ | $\Delta^{\text{evo}}$ | $\Delta^{\pi/2}$ |
|----------------|---------------------|-----------------|-----------------|-----------|-----------------|-----------------|
| 0.1            | 32.3%               | 0.2%            | 32.3%           | 7.5%      | 13.1%           | 0.0%            |
| 0.5            | 18.8%               | 5.4%            | 15.8%           | 0.4%      | 13.1%           | 0.1%            |
| 1              | 29.6%               | 20.2%           | 15.3%           | 0.1%      | 13.1%           | 0.1%            |

**Supplementary Table 3. Main deviations of second-order correlation**

|                  | $\Delta^{\text{tot}}$ | $\Delta^{\text{th}}$ | $\Delta^{\text{exp}}$ | $\Delta^{r}$ | $\Delta^{\text{evo}}$ | $\Delta^{\pi/2}$ |
|------------------|------------------------|----------------------|----------------------|-----------|----------------------|------------------|
| Robust           | 23.5%                  | 10.5%                | 18.3%                | 1.0%      | 16.0%                | 0.4%             |
| Non-robust       | 112.2%                 | 10.5%                | 121.5%               | 2.6%      | 16.0%                | 109.1%           |

**Supplementary Table 4. Main deviations of fourth-order correlation**

where $\rho_0$ is the initial state of the $^1$H spin ensemble. The representation is actually the same as the state evolution of the phase damping process, which is a nonunitary map of the quantum state and is determined by the field distribution along the $z$ axis. A typical model is that the rotation angle $\omega = 2\pi B (z)$ represented as a random variable which has a Gaussian distribution with mean $\lambda$ and variance $s$. Then the final state from this process is given by the density matrix obtained from averaging over $\theta$:

$$\hat{\rho}_t = \frac{1}{\sqrt{2\pi s}} \int_{-\infty}^{\infty} d\omega \exp\left\{ -\frac{(\omega - \lambda)^2}{2s} \right\} e^{-i\sigma_y \omega/2} \hat{\rho}_0 e^{i\sigma_y \omega/2}. \quad (28)$$

If $\hat{\rho}_i = (1 + \epsilon \sigma_z)/2$, using the Gaussian integral formulas:

$$\frac{1}{\sqrt{2\pi s}} \int_{-\infty}^{\infty} dx \sin x \exp\left\{ -\frac{(x - x_0)^2}{2s} \right\} = \sin x_0 e^{-s/2}, \quad \frac{1}{\sqrt{2\pi s}} \int_{-\infty}^{\infty} dx \cos x \exp\left\{ -\frac{(x - x_0)^2}{2s} \right\} = \cos x_0 e^{-s/2}, \quad (29)$$

we have

$$\hat{\rho}_t = \frac{1}{2} \begin{pmatrix} 1 + \epsilon \cos (\lambda t) e^{-s t/2} & \epsilon \sin (\lambda t) e^{-s t/2} \\ \epsilon \sin (\lambda t) e^{-s t/2} & 1 - \epsilon \cos (\lambda t) e^{-s t/2} \end{pmatrix}. \quad (30)$$

Therefore the quantum coherence terms of the density matrix decay exponentially to zero with time. If using the Gaussian model in our experiment, we have $s \approx 5 \times 10^3 \text{ s}^{-1}$.

Besides the RF inhomogeneity, there are other errors in our experiments including the decoherence, the error of $\pi/2$ pulse and the readout error. The coherence time of the sample is $T_2 \approx 0.3 \text{ s}$, which is much longer than the time scale of the quantum correlations whose period is $T \approx 40 \mu s$. So the errors from $T_2$ decoherence are negligible compared to the errors contributed by the RF inhomogeneity. By fitting the NMR nutation spectroscopy, the relative error of $\pi/2$ pulse is characterized (2% ~ 3%), which directly reduces the fidelity of the quantum channels. As analyzed in the main text (including Methods), the pulse error has a great impact on the extraction of high order correlations because of the lower-order signal leakage, and we have used the error-resilient quantum channel by repeating the non-ideal for $n$ times to suppress the unwanted low-order correlation. The readout error in the experiments refers to the fitting uncertainty of the NMR spectrum that determine the signals of quantum correlations. As shown in Supplementary Figure 3 and Supplementary Figure 5, by fitting the spectrum with Lorentzian function, the spectral integration corresponding to the expectation value $\langle \sigma_y \rangle$ is obtained. The fitting uncertainty, which is solely determined by the absolute intensity of the spectral ground noise (white noise), can be obtained by using the cftool toolbox in Matlab. The error bars presented in the figures of main experimental results are also from the fitting uncertainty.

**Supplementary Note 4. Optimal coupling-evolution time**

As discussed in the main text, there is a trade-off between the theoretical approximation and the SNR of the measured signals resulting from finite value of $\delta t$. Here we discuss in detail about the trade-off and numerically find the optimal evolution time both for the measurement of second- and fourth-order correlations. The trade-off between the theoretical approximation and the SNR of the measured signals resulting from $\delta t$ can be described by the total relative error of the target correlation signals:

$$\Delta^{\text{tot}} (\delta t) = \frac{\left\| \hat{E}^{\text{th}} (\delta t) + \hat{E}^{\text{exp}} (\delta t) \right\|}{\left\| \hat{S}_{\text{target}} (\delta t) \right\|}. \quad (31)$$
Here $\vec{E}_{\text{th}} = |\vec{S}_{\text{sim}} - \vec{S}_{\text{target}}|$ is the theoretical approximation error from finite $\delta t$. As defined in the main text, the target signals $\vec{S}_{\text{target}}$ for second- and fourth-order correlations are $\delta^2 C^{++}$ and $\delta^4 p_C C^{++}$, respectively. $\vec{S}_{\text{sim}}$ is the simulated signals of $S_2$ or $S_4$. $\vec{E}_{\text{exp}}$ is the total absolute deviation caused by the three main experimental error sources discussed above, i.e.,

$$\|\vec{E}_{\text{exp}}\| = \|\vec{E}_{\text{th}}\| + \|\vec{E}_{\text{evo}}\| + \|\vec{E}^\prime\|,$$

(32)

where $\vec{E}_{\pi/2}$, $\vec{E}_{\text{evo}}$ and $\vec{E}^\prime$ present the control error caused by $\pi/2$-pulse imperfection, the evolution error of the quantum target caused by RF inhomogeneity, and the experimental readout error, respectively. With the error parameters measured in experiment (see Supplementary Note 3), all of these error mechanisms can be simulated individually.

Here is the simulation process of each error mechanism:

- $\vec{E}_{\text{th}}$: The theoretical approximation error can be simulated from the analytical formulas of second- and fourth-order correlations without any approximation:

$$S_2 = -i \operatorname{Tr}_{B} \left\{ \sin \left[ \delta t B^+ (t_2) \right] \sin \left[ i \delta t B^- (t_1) \right] \hat{\rho}_B \right\}$$

$$S_4 = -p_C \operatorname{Tr} \left\{ \sin \left[ \delta t B^+ (t_4) \sin \left[ i \delta t B^- (t_3) \right] \sin \left[ \delta t B^+ (t_1) \right] \right\} \hat{\rho}_B \right\}$$

Defining $B_k^+ \equiv B^+ (i_k)$, then by Taylor expansion we get the high order errors

$$\vec{E}_{2\text{nd}}^{\text{th}} = \frac{1}{6} \delta t^4 \left[ \operatorname{Tr}_{B} \left( B_2^+ B_2^- B_2^+ B_2^- \hat{\rho}_B \right) - 2 \operatorname{Tr}_{B} \left( B_2^+ B_1^- B_1^+ \hat{\rho}_B \right) \right] + O \left( \delta t^6 \right),$$

$$\vec{E}_{4\text{th}}^{\text{th}} = \frac{p_C}{6} \delta t^6 \left[ \operatorname{Tr}_{B} \left( B_4^+ B_4^- B_3^+ B_3^- \hat{\rho}_B \right) - 2 \operatorname{Tr}_{B} \left( B_4^+ B_3^- B_3^+ \hat{\rho}_B \right) \right] + O \left( \delta t^8 \right),$$

(34)

with which $\vec{E}_{2\text{nd}}$ and $E \vec{E}_{4\text{th}}$ can be obtained numerically.

- $\vec{E}_{\pi/2}$: The control error caused by $\pi/2$-pulse imperfection is simulated by replacing the error-free channel matrices into the non-ideal channel matrices. The analytical signal formulas of the non-ideal channels are available in Methods (Supplementary Note 3), all of these error mechanisms can be simulated individually.

- $\vec{E}_{\text{evo}}$: The evolution error caused by RF inhomogeneity is simulated by adding an exponential decay coefficient $e^{-kt}$ before the simulated signal $S_{\text{sim}}$, where $t$ is the evolution time and $k = 2.76 \times 10^3$ s$^{-1}$ is the decay rate of the nutation spectroscopy. Obviously, for the $\Theta$–order correlations, $\vec{E}_{\text{evo}}$ is the error mainly dependent of $\delta t^\Theta$. Thus, the relative error $\Delta^{\text{evo}}$ is independent of $\delta t$.

- $\vec{E}^\prime$: The signal readout error is simulated by adding a random Gaussian fluctuation on the final signals. The mean is $\mu = 0$ and the standard deviation $\sigma$ is the fitting error determined by Matlab cftool toolbox. $\vec{E}^\prime$ is totally independent of $\delta t$.

Then equation (31) becomes

$$\Delta^{\text{tot}} (\delta t) = \frac{\|\vec{E}_{\text{th}} (\delta t)\| + \|\vec{E}_{\pi/2} (\delta t)\| + \|\vec{E}_{\text{evo}} (\delta t)\| + \|\vec{E}^\prime\|}{\|\vec{S}_{\text{target}} (\delta t)\|}$$

$$\approx \frac{\delta t^{\Theta+2} \|\vec{C}_{\eta N \cdots N} \| + \|\vec{E}^\prime\|}{\delta t^{\Theta} \|\vec{A}_{\eta N \cdots N} \|} + \Delta^{\pi/2} (\delta t) + \Delta^{\text{evo}}$$

(35)

Here $\vec{S}_{\text{target}} (\delta t) = \delta t^\Theta A_{\eta N \cdots N} \vec{C}^{\eta N \cdots N}$ is the target signals of the desired correlations. $\Delta^{\pi/2} (\delta t)$ is the relative error caused by the $\pi/2$-pulse imperfection ($\pi/2 \rightarrow \pi/2 + \delta \theta$), which is derived from equation (14) and (23) in Methods:

$$\Delta^{\pi/2} (\delta t) \approx \left\{ \begin{array}{ll} \delta \theta^2, & \text{for } C^{++}, \\ p_C \left[ 1 - (1 - \delta \theta^2/2) \right], & \text{for } C^{++-}. \end{array} \right.$$
Note that the lower-order leakage in Methods-equation (23) is greatly suppressed when Methods-equation (26) is satisfied. $\Delta^{\text{evo}}$ is the relative error caused by RF inhomogeneity, i.e.,

$$\Delta^{\text{evo}} = \frac{\left\| (1 - e^{-k\bar{\tau}}) \tilde{C} \eta_N \cdots \eta_1 \right\|}{\left\| \tilde{C} \eta_N \cdots \eta_1 \right\|}.$$  

(37)

Here $k = 2.76 \times 10^3$ denotes the decay rate of the free evolution of the quantum target and $\bar{\tau}$ is the sampling time list. $\tilde{E}^\tau$ is determined by the ground noise of spectra and totally independent of $\delta t$. Therefore, the $\pi/2$-pulse imperfection and rf inhomogeneity together contribute a constant relative error. Then, by taking $\partial \Delta^{\text{tot}}(\delta t) / \partial \Delta t = 0$, the optimal evolution time is obtained:

$$\delta t_{\text{opt}} \approx \left( \frac{2\left\| \tilde{C} \eta_N \cdots \eta_1 \right\|}{\Theta \left\| \tilde{E}^\tau \right\|} \right)^{1/(\Theta+2)}.$$  

(38)

The numerical simulation results of the total relative error versus $\delta t$ are presented in Supplementary Figure 4. Supplementary Figure 4a displays the simulated result of the relative error of the second-order correlation. As shown in the figure, the total error becomes relatively large because of the first term for the small $\delta t$. And for a large $\delta t$, the second term contributes a lot, which also leads to a large total error. Therefore, we can find that the optimal $\delta t$ is around 0.35 ms, which has the smallest error, and the value $\delta t = 0.5$ ms we choose in the experiment also corresponds to a relatively small error. Supplementary Figure 4b simulates the relative error of the fourth-order correlation. As we can see in the figure, the total error has a similar trend with that of the second-order correlation, and the optimal $\delta t$ with the smallest error also lies between around 0.4 ms. Our choice $\delta t = 0.5$ ms in the experiment is also appropriate.
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Supplementary Figure 1. The NMR pulse sequences for extracting the 2nd- and 4th-order correlations. a, The pulse sequence of the second-order correlation measurement. b, The pulse sequence of the fourth-order correlation measurement. The pulses labeled with $(\pi/2)_{x/y}$ mean the $\pi/2$ rotation along the x/y axis, and the pulses labeled with $(\pi/2)_{\pm x/y}$ mean the phase cycling $\left(X + \bar{X}\right)/2$ or $\left(Y + \bar{Y}\right)/2$. The shaded regions labeled with $\delta t$ are the short time interaction processes.

Supplementary Figure 2. The amplitude decay caused by the RF inhomogeneity. a, The experimental data of the second-order correlation and the fitting curve. The fitting result is $y \sim \sin \left(1.4 \times 10^3 t\right) \exp \left(-2.8 \times 10^3 t\right)$. b, the NMR nutation spectroscopy of $^1$H and the fitting curve. The fitting result is $y \sim \sin \left(1.4 \times 10^3 t\right) \exp \left(-2.76 \times 10^3 t\right)$.

Supplementary Figure 3. The typical spectra from the experiments and their fitting curves. a, The thermal equilibrium spectrum of $^{13}$C. b, One of the spectra of the 2nd-order correlation measurement. The curve fitting equation is the Lorentzian function.
Supplementary Figure 4. Numerical simulation of the total relative error versus $\delta t$. a, The simulated relative measurement error of the second-order correlation versus $\delta t$. b, The simulated relative measurement error of the fourth-order correlation versus $\delta t$.

Supplementary Figure 5. Additional experimental data of the 4th-order correlation measurement. a, The signal-to-noise ratios (SNR) of the typical spectra of different $\delta t$. b, The corresponding 4th-order correlation signals in different $\delta t$. 
Supplementary Figure 6. Additional results of the non-robust 4th-order correlation measurement. a, The simulated result (red solid curve) and the experimental result (red stars) of the non-robust design versus $\delta t$ compared with those of the robust design (black solid curve for the simulated result and black triangles for the experimental result) and the analytical result (solid blue curve). b, The corresponding fitting curve of the non-robust experimental result, which has a slope of 3.059.