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Abstract. YOLO has a fast detection speed and is suitable for object detection in real-time environment. This paper is based on YOLO v3 network and applied to parking spaces and vehicle detection in parking lots. Based on YOLO v3, this paper adds a residual structure to extract deep vehicle parking space features, and uses four different scale feature maps for object detection, so that deep networks can extract more fine-grained features. Experiment results show that this method can improve the detection accuracy of vehicle and parking space, while reducing the missed detection rate.

1. Introduction
With the increasing number of cars, the number of parking lots is also increasing. In many parking lots, ground sensors are used to determine the state of various spaces. Traditional parking space detection methods are based on ultrasonic [1], geomagnetic [2], infrared ray [3-4]. This requires the installation and maintenance of sensors in each parking space, especially in parking lots with a large amount of available space, which may be expensive. Although this method can obtain higher accuracy, it is expensive. In order to reduce the cost, this paper proposes a object detection model based on YOLO v3, which can improve the accuracy of detection and achieve real-time detection without losing the detection speed.

The paper is organized as follows: Section II introduces the related work in detail. Section III discusses the model method proposed in this paper. Section IV introduces the data sources and the experimental results of this paper. And section V summarizes the research results of this paper and the planning of future research work.

2. Related Work
Object detection is one of the basic tasks in computer vision, which refers to the determination of the existence of specific features in images [5]. Teoh and Bräunl[6] use a multi-size symmetric search window to extract each symmetric region, which is then validated by the Adaboost classifier. Teutsch and Kruger [7] use sliding windows to find candidate vehicles from airborne cameras, and then use AdaBoost classifier based on motion features to verify them.

In recent years, target detection methods based on deep learning have gradually gained importance. K. Simonyan and A. Zisserman [8] proposed a very deep CNN convolutional network to construct a VGG network for object classification. RCNN [9] (Region Proposal-Convolutional Neural Network) is a target detection method combining Region Proposal and Convolutional Networks. This is the first time that deep learning has been applied to traditional target detection tasks. S. Ren et al. [10] proposed Faster R-CNN which is more effective than RCNN. Faster R-CNN abandoned the selective search in RCNN.
and introduced the RPN network, which enabled the region proposal, classification, and regression to share common convolution features, thus further speeding up the detection. However, the Faster RCNN is still divided into two steps: first, determine whether there is a target for the area frame, and then identify the target. YOLO [11] combines target discrimination and target recognition in one, further improving the speed of detection. YOLO v3 [12] uses multi-scale features to detect objects, and achieves 57.9% effect of mAP in 51 ms time on VOC data sets. It can be seen that YOLO v3 can guarantee both accuracy and detection rate in the field of target detection, and achieve better detection results.

In the management of parking lots, besides vehicle detection, it is also a challenging task to identify whether parking spaces are vacant or not. M. Ahrnbom et al. [13] extracts features such as color and gradient size in LUV space, and then trains a SVM-based classifier to classify parking lots into vacant or occupied states. Giuseppe Amato et al. [14] used deep CNN (convolutional neural network) to train detectors to detect parking spaces and their states based on LBP features. Tom Thomas et al. [15] constructed a convolution neural network of binary classifier to judge whether parking lot is occupied or not. Cheng-Fang Peng [16] extracted three new features for each parking space for occupancy state judgment, namely vehicle color characteristics, local gray-scale variation features and corner features. The deep neural network is then trained to determine the occupancy status of each parking space based on the above three characteristics. The system [14] established in periodically captures an image of a portion of the parking lot, and for each parking space, the occupancy status is determined by using the trained CNN. The pictures captured by the camera are filtered through a mask that identifies various parking spaces. But the mask is built manually by people. That is, you need to manually create a mask for each parking space in different parking lots.

3. Model Method

3.1. Yolo v3 network structure

YOLO V3 uses the network structure of Darknet53 and contains 53 convolution layers. Darknet53 consists of five residual blocks, drawing on the idea of the Resnet neural network [12]. Each residual block consists of multiple residual units, and a residual unit is constructed by inputting residual operations with two DBL units. Among them, the DBL unit contains convolution, batch normalization and leaky relu activation functions. By introducing a residual unit, the depth of the network can be deeper and avoid vanishing gradient. The structure diagram is shown in Figure 1.

![Figure 1. YOLO v3 network structure.](image)

3.2. Improved network structure

Based on YOLO v3, this paper adds a residual blocks to extract deep vehicle parking space features and uses four different scale feature maps for object detection. This allows deeper networks to extract more
granular features. The YOLO v3 network uses 6 DBL units and a 1x1 convolution in the target detection output layer. In order to avoid the gradient disappearing from the reuse of enhanced features, this paper turns 6 DBL units into 2 DBL units and 2 resnet units. The improved network structure is shown in Figure 2.

![Figure 2. The improved network structure.](image)

### 3.3. Data Set

The current research dataset comes from three datasets, the PASCAL VOC dataset, the COCO dataset, and the PKLot dataset. The PASCAL VOC and COCO data sets are common data sets for object detection, with 20 categories and 80 categories respectively. This experiment only uses the three data sets car, bus, and truck. The PKLot dataset [17] provides an image dataset for parking space classification. The data used in this paper is a picture of the parking lot of the Pontifical Catholic University of Parana (PUCPR) in Brazil. The PKLot dataset PUCPR is included in different days. Images in different lighting conditions, including sunny, rainy, and cloudy conditions. It provides the original image and the corresponding annotation file. The three weathers totaled 4,473 pictures. Summary of the PUCPR subsets characteristics as shown in Table 1.

| Parking lot | Weather Condition | #Of days | #Of images | # Of parking spaces |
|-------------|-------------------|----------|------------|---------------------|
| PUCPR (100 parking spaces) | Sunny | 24 | 2315 | 96,762 (46.42%) | 111,672 (53.58%) | 208,433 |
| | Overcast | 11 | 1328 | 42,363 (31.90%) | 90,417 (68.10%) | 132,780 |
| | Rainy | 8 | 830 | 55037 (45.77%) | 27917 (51.46%) | 82,954 |
| | Subtotal | 4473 | | 194,162 (46.42%) | 230,006 (53.58%) | 424,168 |

### 3.4. Data Set Processing

The PKLot dataset is not the format of the PASCAL VOC dataset. The processing first extracts the coordinate information of the xml file and converts the information into the format of the VOC dataset. Although YOLOv3 has achieved good detection results in the daily detection data set in the target detection field, it needs some improvement for the parking lot data set to adapt to the parking lot detection task. The improved YOLO v3 algorithm model is based on the feature pyramid network structure, and the feature maps of different levels are merged and connected to obtain four sets of predicted feature maps, and the position and class predictions are performed on the four sets of predicted feature maps.
3.5. Clustering Analysis of anchor boxes
This paper mainly studies the problem of parking space detection. The anchor box defined by the original network is not suitable for the object studied in this paper. Therefore, the K-means clustering algorithm is used to cluster and classify car parking spaces in the dataset.

YOLO v3 introduces the idea of anchor boxes used in Faster RCNN. Anchor boxes are a set of initial candidate boxes with fixed width and height. The selection of initial anchor boxes will directly affect the detection accuracy and speed of the network. YOLO v3 algorithm gets the priori box dimension which is trained on COCO data set, and divides its parameters into three different scales. For the specific task of parking detection, it is necessary to cluster the specific data set and get the corresponding clustering center. The improved algorithm also uses K-means clustering algorithm to cluster the width of target box in PKLot dataset. When the number of clusters is 4, the width and height of the corresponding clustering centers in the PKLot dataset are (25,30), (30,48), (42,62), (58,74).

3.6. Network Training
We use the automotive data on PASCAL VOC and COCO datasets to pre-train the network. As the network trained in the previous one is a universal physical detector, we use the PKLot data set to fine-tune the network to detect vehicles and parking spaces in parking scenes.

The network parameters are fine-tuned by using the pictures of the training set in the PKLot dataset, so that the detection effect of the whole network is optimized. Some experimental parameters are set as shown in Table 2.

| Table 2. Description of network parameters. | Parameter Name   | Parameter Value |
|-------------------------------------------|------------------|-----------------|
| Learning Rate                             | 0.005            |
| Epoch                                     | 50               |
| Batch size                                | 32               |
| Momentum                                  | 0.9              |
| Weight Decay                              | 0.0005           |

4. Experiment Results
In this paper, the corresponding experiments are carried out under the system of Ubuntu18.04, CUDA10.0, CUDNN7.5.1, NVIDIA GTX 2080Ti. The test was conducted using the PKLot dataset test set, using the precision and recall as indicators. FP (False Positive) indicates the number of negative samples that are incorrectly marked as positive samples, and FN (False Negative) indicates the number of positive samples that are incorrectly marked as negative samples, calculated according to formula (1) and formula (2). Recall and precision.

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

This paper compares YOLO v3 with the improved network model in the test set of PKLot dataset, and tests the accuracy and recall rate of the model. The experimental results are shown in Table 3.
Figure 3. Shows some experimental results.

Table 3. Comparison of the results of the two algorithms on the test set.

|         | YOLO  | ours  |
|---------|-------|-------|
| Precision | 91.6% | 93.3% |
| Recall   | 87.2% | 90.9% |

Both models were pre-trained on the automotive dataset and then finetuned 50 epoch on the PKLot dataset. The model val_loss values are compared as shown in Figures 2 and 3 (Figure 3. is YOLOv3 and Figure 4. is the improved model):

Figure 4. The val_loss of the YOLOv3 model on the PKLot test data set.

Figure 5. The val_loss of the ours model on the PKLot test data set.

The detection time used for the improved model is shown in Figure 5. In this figure, 23 parking spaces and vehicles were detected. The detection time used was 0.947 seconds, and the average detection time for a target is 43 milliseconds.
5. Conclusion and Future Work
This paper proposes a vehicle and parking space detection method based on the improved YOLO v3 algorithm. The improved algorithm is applied to vehicle and parking space detection and it has achieved good results. Based on YOLO v3, this paper adds a Residual structure to extract deep vehicle parking space features and uses four different scale feature maps for object detection. This allows deeper networks to extract more granular features. Experiments show that the algorithm improves the accuracy of vehicle and parking space detection in the parking lot. However, under the influence of factors such as illumination and weather, it has certain influence on the detection effect of the algorithm, and it is necessary to further improve the algorithm. With the rise of edge computing, the network structure needs to be reduced. Applying the algorithm to a camera with a Raspberry Pi which is also the key problem to be solved by the author in the following research.
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