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Abstract

Background: On the basis of a ‘problem solving as an educational outcome’ point of view, we analyse the contribution of math and science competence to analytical problem-solving competence and link the acquisition of problem solving competence to the coherence between math and science education. We propose the concept of math-science coherence and explore whether society-, curriculum-, and school-related factors confound with its relation to problem solving.

Methods: By using the PISA 2003 data set of 41 countries, we apply multilevel regression and confounder analyses to investigate these effects for each country.

Results: Our results show that (1) math and science competence significantly contribute to problem solving across countries; (2) math-science coherence is significantly related to problem solving competence; (3) country-specific characteristics confound this relation; (4) math-science coherence is linked to capability under-utilisation based on science performance but less on math performance.

Conclusions: In sum, low problem solving scores seem a result of an impeded transfer of subject-specific knowledge and skills (i.e., under-utilisation of science capabilities in the acquisition of problem solving competence), which is characterised by low levels of math-science coherence.
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Background

The ability to solve real-world problems and to transfer problem-solving strategies from domain-specific to domain-general contexts and vice versa has been regarded an important competence students should develop during their education in school (Greiff et al. 2013; van Merriënboer 2013). In the context of large-scale assessments such as the PISA study problem solving competence is defined as the ability to solve cross-disciplinary and real-world problems by applying cognitive skills such as reasoning and logical thinking (Jonassen 2011; OECD 2004). Since this competence is regarded a desirable educational outcome, especially math and science educators have focused on developing students’ problem solving and reasoning competence in their respective domain-specific contexts (e.g., Kind 2013; Kuo et al. 2013; Wu and Adams 2006). Accordingly, different conceptual frameworks were proposed that describe the cognitive processes of problem solving such...
as understanding the problem, building adequate representations of the problem, developing hypotheses, conducting experiments, and evaluating the solution (Jonassen 2011; OECD 2005). In comparing these approaches in math and science, it seems apparent that there is a conceptual overlap between the problem solving models in these two domains. This overlap triggers the question regarding its contribution to the development of students’ cross-curricular problem-solving competence (Abd-El-Khalick et al. 2004; Bassok and Holyoak 1993; Hiebert et al. 1996).

The operationalization and scaling of performance in PISA assessments enables direct contrasting of scores in students’ competences in math and problem solving. Leutner et al. (2012) suggest that discrepancies between math and problem solving scores are indicative of the relative effectiveness of math education (OECD 2004). In line with a “Capability-Utilisation Hypothesis”, it is assumed that math scores that negatively deviate from their problem solving counterpart signify an under-utilisation of students’ problem-solving capabilities as indicated by their scores in generic problem solving.

We intend to extend this view in two ways: First, by introducing the concept of math-science coherence we draw the focus on the potential synergistic link between math and science education and its contribution to the acquisition of problem solving competence. Second, the introduction of a Capability Under-Utilisation Index will enable us to extend the focus of the Capability-Utilisation Hypothesis to both, math and science education. The combination of the concept of math-science coherence with the notion of capability-utilisation will help to further explore the facilitating processes involved in the transition of subject-specific knowledge and skills to the acquisition of problem solving competence. These insights are expected to contribute to a better understanding of meaningful strategies to improve and optimize educational systems in different countries.

Theoretical framework

Problem solving as an educational goal

In the PISA 2003 framework, problem solving is referred to as “an individual’s capacity to use cognitive processes to resolve real, cross-disciplinary situations where the solution path is not immediately obvious” (OECD 2004, p. 156). This definition is based on the assumption of domain-general skills and strategies that can be employed in various situations and contexts. These skills and strategies involve cognitive processes such as: Understanding and characterizing the problem, representing the problem, solving the problem, reflecting and communicating the problem solution (OECD 2003). Problem solving is often regarded a process rather than an educational outcome, particularly in research on the assessment and instruction of problem solving (e.g., Greiff et al. 2013; Jonassen 2011). This understanding of the construct is based on the assumption that problem solvers need to perform an adaptive sequence of cognitive steps in order to solve a specific problem (Jonassen 2011). Although problem solving has also been regarded as a process skill in large-scale assessments such as the PISA 2003 study, these assessments mainly focus on problem solving performance as an outcome that can be used for international comparisons (OECD 2004). However, problem solving competence was operationalized as a construct comprised of cognitive processes. In the context of the PISA 2003 study, these processes were referred to as analytical problem solving, which was assessed by static tasks presented in paper-and-pencil format. Analytical problem-solving competence is related to school achievement and the development of higher-
order thinking skills (e.g., Baumert et al. 2009; OECD 2004; Zohar 2013). Accordingly, teachers and educators have focused on models of problem solving as guidelines for structuring inquiry-based processes in their subject lessons (Oser and Baeriswyl 2001). Van Merriënboer (2013) pointed out that problem solving should not only be regarded a mere instructional method but also as a major educational goal. Recent curricular reforms have therefore shifted towards the development of problem solving abilities in school (Gallagher et al. 2012; Koeppen et al. 2008). These reforms were coupled with attempts to strengthen the development of transferable skills that can be applied in real-life contexts (Pellegrino and Hilton 2012). For instance, in the context of 21st century skills, researchers and policy makers have agreed on putting emphasis on fostering skills such as critical thinking, digital competence, and problem solving (e.g., Griffin et al. 2012). In light of the growing importance of lifelong learning and the increased complexity of work- and real-life problem situations, these skills are now regarded as essential (Griffin et al. 2012; OECD 2004). Hence, large-scale educational studies such as PISA have shifted towards the assessment and evaluation of problem solving competence as a 21st century skill.

The PISA frameworks of math and science competence

In large-scale assessments such as the PISA studies, students’ achievement in the domains of science and mathematics play an important role. Moreover, scientific and mathematical literacy are now regarded essential to being a reflective citizen (Bybee 2004; OECD 2003). Generally, Baumert et al. (2009) have shown that students’ math and science achievements are highly related to domain-general ability constructs such as reasoning or intelligence. In this context, student achievement refers to “the result of domain-specific processes of knowledge acquisition and information processing” (cf. Baumert et al. 2009, p. 169). This line of argument is reflected in definitions and frameworks of scientific and mathematical literacy, which are conceptualized as domain-specific competences that are hierarchically organized and build upon abilities closely related to problem solving (Brunner et al. 2013).

Scientific literacy has been defined within a multidimensional framework, differentiating between three main cognitive processes, namely describing, explaining, and predicting scientific phenomena, understanding scientific investigations, and interpreting scientific evidence and conclusions (OECD 2003). In addition, various types of knowledge such as ‘knowledge about the nature of science’ are considered as factors influencing students’ achievements in this domain (Kind 2013). We conclude that the concept of scientific literacy encompasses domain-general problem-solving processes, elements of scientific inquiry (Abd-El-Khalick et al. 2004; Nentwig et al. 2009), and domain-specific knowledge.

The definition of mathematical literacy refers to students’ competence to utilise mathematical modelling and mathematics in problem-solving situations (OECD 2003). Here, we can also identify overlaps between cognitive processes involved in mathematical problem solving and problem solving in general: Structuring, mathematizing, processing, interpreting, and validating (Baumert et al. 2009; Hiebert et al. 1996; Kuo et al. 2013; Polya 1945). In short, mathematical literacy goes beyond computational skills (Hickendorff 2013; Wu and Adams 2006) and is conceptually linked to problem solving.

In the PISA 2003 framework, the three constructs of math, science, and problem solving competence overlap conceptually. For instance, solving the math items requires reasoning, which comprises analytical skills and information processing. Given the different
dimensions of the scientific literacy framework, the abilities involved in solving the science items are also related to problem solving, since they refer to the application of knowledge and the performance of inquiry processes (OECD 2003). This conceptual overlap is empirically supported by high correlations between math and problem solving \((r = .89)\) and between science and problem solving \((r = .80)\) obtained for the sample of 41 countries involved in PISA 2003 (OECD 2004). The relation between math and science competence was also high \((r = .83)\). On the one hand, the sizes of the inter-relationships, give rise to the question regarding the uniqueness of each of the competence measures. On the other hand, the high correlations indicate that problem-solving skills are relevant in math and science (Martin et al. 2012). Although Baumert et al. (2009) suggest that the domain-specific competences in math and science require skills beyond problem solving (e.g., the application of domain-specific knowledge) we argue from an assessment perspective that the PISA 2003 tests in math, science, and problem solving measure predominantly basic academic skills relatively independent from academic knowledge (see also Bulle 2011).

The concept of capability-utilisation
Discrepancies between students’ performance in math/science and problem solving were studied at country level (OECD 2004) and were, for example for math and problem solving scores, interpreted in two ways: (1) If students’ perform better in math than in problem solving, they would “have a better grasp of mathematics content [...] after accounting for the level of generic problem-solving skills...” (OECD 2004, p. 55); (2) If students’ estimated problem-solving competence is higher than their estimated math competence, “... this may suggest that students have the potential to achieve better results in mathematics than that reflected in their current performance...” (OECD 2004, p. 55). Whilst the latter discrepancy constitutes a capability under-utilisation in math, the former suggests challenges in utilising knowledge and skills acquired in domain-specific contexts in domain-unspecific contexts (i.e., transfer problem).

To quantify the degree to which students are able to transfer their problem solving capabilities from domain-specific problems in math or science to cross-curricular problems, we introduce the Capability Under-Utilisation Index (CUUI) as the relative difference between math or science and problem solving scores:

\[
\text{CUUI}_{\text{Math}} = \frac{(\text{PS}_{\text{Score}} - \text{MATH}_{\text{Score}})}{\text{PS}_{\text{Score}}} \tag{1}
\]

and

\[
\text{CUUI}_{\text{Science}} = \frac{(\text{PS}_{\text{Score}} - \text{SCIENCE}_{\text{Score}})}{\text{PS}_{\text{Score}}} \tag{2}
\]

A positive CUUI indicates that the subject-specific education (i.e., math or science) in a country tends to under-utilise its students’ capabilities to problem solve. A negative CUUI indicates that a country’s educational system fails to fully utilise its students’ capabilities to acquire math and science literacy in the development of problem solving. The CUUI reflects the relative discrepancies between the achievement scores in different domains.

The concept of math-science coherence
In light of the conceptual and empirical discussion on the relationship between math, science, and problem solving competence, we introduce the concept of math-science coherence as follows: First, math-science coherence refers to the set of cognitive processes
involved in both subjects and thus represents processes which are related to reasoning and information processing, relatively independent from domain-specific knowledge. Second, math-science coherence reflects the degree to which math and science education is harmonized as a feature of the educational environment in a country. This interpretation is based on the premise that PISA measures students’ competence as educational outcomes (OECD 2004). The operationalization of math-science coherence is realized by means of the correlation between math and science scores [$r(M,S)$] at the country level. Low math-science coherence indicates that students who are successful in the acquisition of knowledge and skills in math are not necessarily successful in the acquisition of knowledge and skills in science and vice versa.

On the basis of this conceptualization of math-science coherence, we expect a significant and positive relation to problem solving scores, since the conceptual overlap between mathematical and scientific literacy refers to cognitive abilities such as reasoning and information processing that are also required in problem solving (Arts et al. 2006; Beckmann 2001; Wüstenberg et al. 2012). Hence, we assert that math-science coherence facilitates the transfer of knowledge, skills, and insights across subjects resulting in better problem solving performance (OECD 2004; Pellegrino and Hilton 2012).

We also assume that math-science coherence as well as capability utilisation is linked to characteristics of the educational system of a country. For instance, as Janssen and Geiser (2012) and Blömeke et al. (2011) suggested, the developmental status of a country, measured by the Human Development Index (HDI; UNDP 2005), is positively related to students’ academic achievements as well as to teachers’ quality of teaching. Furthermore, the socio-economic status of a country co-determines characteristics of its educational system, which ultimately affects a construct referred to as national intelligence (Lynn and Meisenberg 2010). Research also indicated that curricular settings and educational objectives are related to school achievement in general (Bulle 2011; Martin et al. 2004). Besides these factors, school- and classroom-related characteristics might also confound the relation between math-science coherence and problem solving. For instance, the schools’ autonomy in developing curricula and managing educational resources might facilitate the incorporation of inquiry- and problem-based activities in science lessons (Chiu and Chow 2011). These factors have been discussed as being influential to students’ competence development (OECD 2004, 2005). Ewell (2012) implies that cross-national differences in problem solving competence might be related to differences in education and in using appropriate teaching material. These factors potentially confound the relation between math-science coherence and problem solving.

Discrepancies between math and problem solving scores are discussed in relation to quality of education. Although research has found that crossing the borders between STEM subjects positively affects students’ STEM competences (e.g., National Research Council NRC 2011), we argue that the PISA analyses have fallen short in explaining cross-country differences in the development of problem solving competence, since they ignored the link between math and science competences and the synergistic effect of learning universally applicable problem-solving skills in diverse subject areas. Hence, we use the concept of math-science coherence to provide a more detailed description of the discrepancies between problem solving and domain-specific competences. In this regard, we argue that the coherence concept indicates the synergistic potential and students’ problem-solving competence the success of transfer.
The present study
The current study is based on the premise that in contrast to math and science competence problem solving competence is not explicitly taught as a subject at school. Problem solving competence, however, is an expected outcome of education (van Merriënboer 2013). With the first step in our analyses, we seek to establish whether math and science education are in fact main contributors to the acquisition of problem solving competence. On the basis of this regression hypothesis, we subsequently focus on the question whether there are significant and systematic differences between countries (Moderation-Hypothesis). In light of the conceptual overlap due to cognitive processes involved in dealing with math, science and problem solving tasks and the shared item format employed in the assessments, we expect math and science competence scores to substantially predict scores in problem solving competence. Furthermore, since math and science education are differently organized across the 41 countries participating in the PISA 2003 study, differences in the contribution are also expected.

On the basis of these premises, we introduce the concept of math-science coherence, operationalised as the correlation between math and science scores \([r(M,S)]\), and analyse its relationship to problem solving and the effects of confounders (i.e., country characteristics) as a step of validation. Since math, science, and problem solving competence show a conceptual overlap, we expect problem solving and math-science coherence to be positively related. Countries’ educational systems differ in numerous aspects, their educational structure, and their educational objectives. Countries also differ with regard to the frequency of assessments, the autonomy of schools in setting up curricula and resources, and the educational resources available. Consequently, we expect the relation between math-science coherence and problem solving competence to be confounded by society-, curriculum-, and school-related factors (Confounding-Hypothesis).

In a final step, we aim to better understand the mechanisms with which math and science education contributes to the acquisition of problem-solving competence by exploring how math-science coherence, capability utilisation, and problem solving competence are related. We thus provide new insights into factors related to the transfer between students’ domain-specific and cross-curricular knowledge and skills (Capability-Utilisation Hypothesis).

Methods
Sample
In PISA 2003, a total sample of \(N = 276,165\) students (49.4% female) from 41 countries participated. The entire sample was randomly selected by applying a two-step sampling procedure: First, schools were chosen within a country. Second, students were chosen within these schools. This procedure consequently led to a clustered structure of the data set, as students were nested in 10,175 schools. On average, 27 students per school were chosen across schools within countries. Students’ mean age was 15.80 years (\(SD = 0.29\) years) ranging from 15.17 to 16.25 years.

Measures
In the PISA 2003 study, different assessments were used in order to measure students’ competence in math, science, and problem solving. These assessments were administered as paper-and-pencil tests within a multi-matrix design (OECD 2005). In this section, the
assessments and further constructs are described that served as predictors of the
contribution of math and science competence to problem solving at the country level.

**Student achievement in math, science, and problem solving**

In order to assess students’ competence to solve cross-curricular problems (i.e., analytical
problem solving requiring information retrieval and reasoning), students had to work on
an *analytical problem-solving* test. This test comprised a total of 19 items (7 items
referred to trouble-shooting, 7 items referred to decision-making, and 5 items referred to
system analysis and design; see OECD 2004). Items were coded according to the PISA
coding scheme, resulting in dichotomous and polytomous scores (OECD 2005). Based on
these scores, models of item response theory were specified in order to obtain person and
item parameters (Leutner et al. 2012). The resulting plausible values could be regarded as
valid indicators of students’ abilities in problem solving (Wu 2005). The problem solving
test showed sufficient reliabilities between .71 and .89 for the 41 countries.

To assess mathematical literacy as an indicator of *math competence*, an 85-items test
was administered (for details, refer to OECD 2003). Responses were dichotomously or
polytomously scored. Again, plausible values were obtained as person ability estimates
and reliabilities were good (range: 0.83 – 0.93). In the context of mathematical literacy,
students were asked to solve real-world problems by applying appropriate mathematical
models. They were prompted to “identify and understand the role mathematics plays in
the world, to make well-founded judgements and to use [...] mathematics [...]” (OECD
2003, p. 24).

Scientific literacy as a proxy for *science competence* was assessed by using problems
referring to different content areas of science in life, health, and technology. The reliability
estimates for the 35 items in this test ranged between .68 and .88. Again, plausible values
served as indicators of this competence.

**Country-specific characteristics**

In our analyses, we incorporated a range of country-specific characteristics that can be
subdivided into three main categories. These are: society-related factors, curriculum-related
factors, and school-related factors. Country-specific estimates of National Intelligence as
derived by Lynn and Meisenberg (2010) as well as the Human Development Index (HDI)
were subsumed under *society-related factors*. The HDI incorporates indicators of a country’s
health, education, and living standards (UNDP 2005). Both variables are conceptualised as
factors that contribute to country-specific differences in academic performance.

Holliday and Holliday (2003) emphasised the role of curricular differences in the under-
standing of between-country variance in test scores. We incorporated two *curriculum-
related factors* in our analyses. First, we used Bulle’s (2011) classification of curricula into
‘progressive’ and ‘academic’. Bulle (2011) proposed this framework and classified the PISA
2003 countries according to their educational model. In her framework, she distinguishes
between ‘academic models’ which are primarily geared towards teaching academic
subjects (e.g., Latin, Germanic, and East-Asian countries) and ‘progressive models’ which
focus on teaching students’ general competence in diverse contexts (e.g., Anglo-Saxon
and Northern countries). In this regard, *academic skills* refer to the abilities of solving
academic-type problems, whereas so called *progressive skills* are needed in solving real-life
problems (Bulle 2011). It can be assumed that educational systems that focus on fostering
real-life and domain-general competence might be more conducive to successfully tackling the kind of problem solving tasks used in PISA (Kind 2013). This classification of educational systems should be seen as the two extreme poles of a continuum rather than as a strict dichotomy. In line with the reflections above, we would argue that academic and progressive skills are not exclusively distinct, since both skills utilise sets of cognitive processes that largely overlap (Klahr and Dunbar 1988). The fact that curricular objectives in some countries are shifting (e.g., in Eastern Asia) makes a clear distinction between both models even more difficult. Nonetheless, we will use this form of country-specific categorization based on Bulle’s model in our analyses.

Second, we considered whether countries’ science curricula were ‘integrated’ or ‘not integrated’ (Martin et al. 2004). In this context, integration refers to linking multiple science subjects (biology, chemistry, earth science, and physics) to a unifying theme or issue (cf. Drake and Reid 2010, p. 1).

In terms of school-related factors, we used the PISA 2003 scales of ‘Frequency of assessments in schools’, ‘Schools’ educational resources’, and ‘School autonomy towards resources and curricula’ from the school questionnaire. Based on frequency and rating scales, weighted maximum likelihood estimates (WLE) indicated the degree to which schools performed in these scales (OECD 2005).

The country-specific characteristics are summarized in the Table 1.

Procedure
The PISA 2003 assessments utilised a randomized incomplete block design to select different test booklets which covered the different content areas of math, science, and problem solving (Brunner et al. 2013; OECD 2005). The test administration took 120 minutes, and was managed for each participating country separately. It was established that quality standards of the assessment procedure were high.

Statistical analyses
In PISA 2003, different methods of obtaining person estimates with precise standard errors were applied. The most accurate procedure produced five plausible values, which were drawn from a person ability distribution (OECD 2005). To avoid missing values in these parameters and to obtain accurate estimates, further background variables were used within the algorithms (Wu 2005). The resulting plausible values were subsequently used as indicators of students’ competence in math, science, and problem solving. By applying Rubin’s combination rules (Bouhilila and Sellaouti 2013; Enders 2010), analyses were replicated with each of the five plausible values and then combined. In this multiple imputation procedure, standard errors were decomposed to the variability across and within the five imputations (Enders 2010; OECD 2005; Wu 2005).

Within the multilevel regression analyses for each country, we specified the student level as level 1 and the school level as level 2. Since PISA 2003 applied a random sampling procedure at the student and the school level, we decided to control for the clustering of data at these two levels (OECD 2005). In addition to this two-level procedure, we regarded the 41 countries as multiple groups (fixed effects). This decision was based on our assumption that the countries selected in PISA 2003 did not necessarily represent a sample of a larger population (Martin et al. 2012). Moreover, we did not regard the effects of countries as interchangeable, because, given the specific characteristics of education
| Country              | National intelligence | HDI 2005 | Educational objectives | Science curriculum | Frequency of assessment | Educational resources | School autonomy |
|----------------------|-----------------------|----------|------------------------|--------------------|------------------------|----------------------|----------------|
| Australia            | 98 .93                | Progressive | Differentiated        | 1.98               | .48                    | .20                  |                |
| Austria              | 100 .87               | Academic   | Integrated             | 2.10               | .40                    | -.71                 |                |
| Belgium              | 99 .88                | Academic   | Integrated             | 2.21               | .19                    | -.06                 |                |
| Brazil               | 87 .70                | Academic   | Differentiated         | 2.74               | -.82                   | -.26                 |                |
| Canada               | 99 .91                | Progressive | Differentiated        | 2.22               | -.07                   | .00                  |                |
| Czech Republic       | 98 .86                | Academic   | Integrated             | 2.07               | -.06                   | .97                  |                |
| Denmark              | 98 .89                | Progressive | Integrated             | 1.94               | .07                    | .28                  |                |
| Finland              | 99 .88                | Academic   | Integrated             | 1.78               | -.04                   | .06                  |                |
| France               | 98 .88                | Academic   | Integrated             | NA                 | NA                     | NA                   |                |
| Germany              | 99 .90                | Academic   | Integrated             | 2.57               | .20                    | -.70                 |                |
| Greece               | 92 .86                | Academic   | Integrated             | 1.42               | -.39                   | -1.46                |                |
| Hong Kong            | 108 .86               | Academic   | Differentiated         | 1.57               | .36                    | .58                  |                |
| Hungary              | 97 .82                | Academic   | Integrated             | 2.63               | -.02                   | .84                  |                |
| Iceland              | 101 .90               | Progressive | Integrated             | 2.50               | .18                    | .54                  |                |
| Indonesia            | 87 .58                | Academic   | Integrated             | 1.85               | -.67                   | .47                  |                |
| Ireland              | 92 .91                | Academic   | Integrated             | 2.21               | -.05                   | -.03                 |                |
| Italy                | 97 .87                | Academic   | Differentiated         | 2.26               | .28                    | -.47                 |                |
| Japan                | 105 .90               | Academic   | Differentiated         | 1.52               | -.03                   | .09                  |                |
| Korea                | 106 .88               | Academic   | Differentiated         | 1.61               | .56                    | -.05                 |                |
| Latvia               | 98 .79                | Progressive | Integrated             | 2.31               | -.46                   | .44                  |                |
| Liechtenstein        | 100 .88               | Academic   | Differentiated         | 2.08               | 1.03                   | .70                  |                |
| Luxembourg           | 100 .88               | Academic   | Integrated             | 2.10               | .08                    | -1.43                |                |
| Macao (China)        | 101 .64               | Academic   | Integrated             | 1.90               | -.16                   | 1.60                 |                |
| Mexico               | 88 .75                | Academic   | Integrated             | 2.15               | -.47                   | -1.47                |                |
| The Netherlands      | 100 .90               | Academic   | Integrated             | 2.19               | .52                    | 1.35                 |                |
| New Zealand          | 99 .91                | Academic   | Differentiated         | 2.19               | .22                    | .66                  |                |
| Norway               | 100 .95               | Progressive | Differentiated        | 2.10               | -.28                   | .63                  |                |
| Poland               | 95 .80                | Academic   | Integrated             | 1.59               | -.65                   | .14                  |                |
| Portugal             | 95 .80                | Academic   | Integrated             | 2.05               | -.08                   | -.77                 |                |
| Russia               | 97 .75                | Academic   | Integrated             | 1.83               | 1.13                   | .52                  |                |
| Slovakia             | 96 .81                | Academic   | Integrated             | 1.99               | -.79                   | .71                  |                |
| Spain                | 98 .87                | Academic   | Differentiated         | 2.56               | -.03                   | -.11                 |                |
| Sweden               | 99 .91                | Academic   | Differentiated         | 2.37               | .08                    | .93                  |                |
| Switzerland          | 101 .90               | Academic   | Differentiated         | 2.09               | .60                    | -.42                 |                |
| Thailand             | 91 .66                | Academic   | Differentiated         | 1.68               | -.60                   | .38                  |                |
| Tunisia              | 84 .68                | Academic   | Differentiated         | 1.72               | -.46                   | -1.27                |                |
| Turkey               | 90 .68                | Academic   | Integrated             | 1.40               | -.13                   | -.76                 |                |
| United Kingdom       | 100 .87               | Progressive | Differentiated        | 2.05               | .16                    | .77                  |                |
| United States        | 98 .92                | Progressive | Differentiated        | 3.14               | .48                    | .84                  |                |
| Uruguay              | 96 .74                | Academic   | Differentiated         | 1.98               | -.72                   | -.92                 |                |
| Yugoslavia           | NA .71                | Academic   | Integrated             | 1.21               | -.80                   | -.49                 |                |

Note. Data are based on the PISA and TIMSS 2003 studies. The scales of 'frequency of assessment', 'educational resources', and 'school autonomy' are averaged for schools within a country and are based on the WLE estimates. NA: missing data.
and instruction within countries; we argue that the effects of competences in mathematics and science on problem solving have their own distinct interpretation in each country (Snijders and Bosker 2012). The resulting models were compared by taking into account the Akaike's information criteria (AIC), Bayesian information criteria (BIC), and the sample-size adjusted BIC. Also, a likelihood ratio test of the log-Likelihood values (LogL) was applied (Hox 2010).

To test the Moderation-Hypothesis, we first specified a two-level regression model with problem solving scores as outcomes at the student level (level 1), which allowed variance in achievement scores across schools (level 2). In this model, math and science scores predicted problem solving scores at the student level. To account for differences in the probabilities of being selected as a student within the 41 countries and to adjust the standard errors of regression parameters, we used the robust maximum likelihood (MLR) estimator and students’ final weights (see also Brunner et al. 2013; OECD 2005). All analyses were conducted in Mplus 6.0 by using the TYPE = IMPUTATION option (Muthén and Muthén 2010). As Hox (2010) suggested, using multilevel regression models without taking into account the clustering of data in schools often leads to biased estimates, since achievement variables often have substantial variance at the school level. Consequently, we allowed for level-2-variance within the scores.

After having established whether success in math and science education contributes to the development in problem solving competence across the 41 countries, we then tested whether cross-country differences in the unstandardized regression coefficients were statistically significant by using a multi-group regression model, in which the coefficients were constrained to be equal across countries. We compared this model with the freely estimated model.

Finally, we conceptualized the correlation between math and science scores as an indicator of the level of coherence in math and science education in a country. In relation to the Confounding-Hypothesis, we tested country-specific characteristics for their potentially confounding effects on the relation between math-science coherence and problem solving competence. Following the recommendations proposed by (Mackinnon et al. 2000), the confounding analysis was conducted in two steps: (1) we estimated two regression equations. In the first equation, problem solving scores across the 41 countries were regressed on math-science coherence. In the second equation, the respective country characteristics were added as further predictors; (2) the difference between the regression coefficients for math-science coherence obtained in either equation represented the magnitude of a potential confounder effect.

Lastly, we tested the Capability-Utilisation Hypothesis by investigating the bivariate correlations among the CUU Indices and math-science coherence.

**Results**

**Regressing problem solving on math and science performance**

To test the Moderation-Hypothesis, we specified regression models with students’ problem-solving score as the outcome and math and science scores as predictors for each of the 41 countries. Due to the clustering of data in schools, these models allowed for between-level variance. Intraclass correlations (ICC-1) for math, science, and problem solving performance ranged between .03 and .61 for the school level ($M = .33, SD = .16$).
We specified multilevel regression models for each country separately. These results are reported in Table 2. The regression coefficients for math on problem solving ranged from \( .53 \) to \( .82 \) with an average of \( M(\beta_{\text{Math}}) = .67 \) (\( SD = .06 \)). The average contribution of science towards problem solving was \( M(\beta_{\text{Science}}) = .16 \) (\( SD = .09 \), \( Min = -.06 \), \( Max = .30 \)). The combination of the distributions of both parameters resulted in substantial differences in the variance explanations of the problem solving scores across the 41 countries (\( M[R^2] = .65 \), \( SD = .15 \), \( Min = .27 \), \( Max = .86 \)). To test whether these differences were statistically significant, we constrained the regression coefficients of math and science competence within the multi-group regression model to be equal across the 41 countries. Compared to the freely estimated model (\( \log L = -4,561,273.3 \), \( df = 492 \), \( AIC = 9,123,530.5 \), \( BIC = 9,128,410.7 \)), the restricted model was empirically not preferred (\( \log L = -4,564,877.9 \), \( df = 412 \), \( AIC = 9,130,579.8 \), \( BIC = 9,134,917.6 \); \( \Delta \chi^2[80] = 7,209.2 \), \( p < .001 \)). These findings lend evidence for the Moderation-Hypothesis.

From a slightly different perspective, the country-specific amount of variance in problem solving scores that is explained by the variation in math and science performance scores (\( R^2 \)) is strongly associated with the country’s problem solving score (\( r = .77 \), \( p < .001 \)), which suggests that the contribution of science and math competence to the acquisition of problem solving competence was significantly lower in low-performing countries.

As shown in Table 2, the regression weights of math and science were significant for all but two countries. Across countries the regression weight for math tended to be higher than the regression weight for science when predicting problem solving competence. This finding indicates a stronger overlap between students’ competences in mathematics and problem solving on the one hand and similarities between the assessments in both domains on the other hand.

### Validating the concept of math-science coherence

In order to validate the concept of math-science coherence, which is operationalised as the correlation between math and science scores (\( r(M,S) \)), we explored its relation to problem solving and country characteristics.

Regarding the regression outcomes shown in Table 2, it is apparent that math-science coherence varied considerably across countries, ranging from \(.39\) to \(.88\) with an average of \( M(r) = .70 \) (\( SD = .13 \)). Interestingly, countries’ level of coherence in math-science education was substantially related to their problem solving scores (\( r = .76 \), \( p < .001 \)). An inspection of Figure 1 reveals that this effect was mainly due to countries that both achieve low problem solving scores and show relatively low levels of math-science coherence (see bottom left quadrant in Figure 1), whilst amongst the remaining countries the correlational link between math-science coherence and problem solving score was almost zero (\( r = -.08 \), \( p = .71 \))\(^b\). This pattern extends the moderation perspective on the presumed dependency of problem solving competence from math and science competences.

As a result of the moderator analysis, we know that countries not only differ in regard to their average problem-solving scores and level of coherence between math and science, countries also differ in the strengths with which math-science coherence predicts problem solving scores. To better understand the conceptual nature of the link between math-science coherence and problem solving, we now attempt to adjust this relationship for potential confounding effects that country-specific characteristics might have. To this
Table 2 Regression outcomes for the 41 countries in PISA 2003; Problem solving competence (score) as the dependent variable

| Country           | Science β (SE) | p   | Mathematics β (SE) | p   | r(M,S) | R² | Problem solving score |
|-------------------|----------------|-----|-------------------|-----|--------|----|-----------------------|
| Australia         | .26 (.01)      | <.001 | .67 (.01)        | <.001 | .82    | .797 | 529.8                 |
| Austria           | .22 (.02)      | <.001 | .65 (.02)        | <.001 | .76    | .680 | 506.1                 |
| Belgium           | .22 (.01)      | <.001 | .66 (.01)        | <.001 | .74    | .707 | 525.3                 |
| Brazil            | -.03 (.02)     | .089 | .66 (.01)        | <.001 | .48    | .417 | 370.9                 |
| Canada            | .29 (.01)      | <.001 | .65 (.01)        | <.001 | .83    | .807 | 529.3                 |
| Czech Republic    | .22 (.01)      | <.001 | .68 (.01)        | <.001 | .72    | .734 | 516.4                 |
| Denmark           | .21 (.02)      | <.001 | .72 (.02)        | <.001 | .80    | .805 | 516.8                 |
| Finland           | .18 (.02)      | <.001 | .70 (.02)        | <.001 | .81    | .722 | 547.6                 |
| France            | .17 (.01)      | <.001 | .65 (.01)        | <.001 | .64    | .586 | 519.2                 |
| Germany           | .24 (.02)      | <.001 | .64 (.01)        | <.001 | .76    | .699 | 513.4                 |
| Greece            | .10 (.02)      | <.001 | .62 (.02)        | <.001 | .53    | .463 | 448.5                 |
| Hong Kong         | .22 (.02)      | <.001 | .68 (.02)        | <.001 | .74    | .733 | 547.9                 |
| Hungary           | .18 (.02)      | <.001 | .62 (.02)        | <.001 | .57    | .535 | 501.1                 |
| Iceland           | .10 (.02)      | <.001 | .79 (.02)        | <.001 | .79    | .752 | 504.7                 |
| Indonesia         | .04 (.01)      | <.001 | .58 (.01)        | <.001 | .45    | .354 | 361.4                 |
| Ireland           | .30 (.02)      | <.001 | .65 (.02)        | <.001 | .84    | .837 | 498.5                 |
| Italy             | .18 (.01)      | <.001 | .61 (.01)        | <.001 | .60    | .531 | 469.5                 |
| Japan             | .18 (.02)      | <.001 | .64 (.02)        | <.001 | .65    | .593 | 547.3                 |
| Korea             | .09 (.02)      | <.001 | .77 (.01)        | <.001 | .78    | .705 | 550.4                 |
| Latvia            | .23 (.02)      | <.001 | .63 (.02)        | <.001 | .70    | .652 | 482.5                 |
| Liechtenstein     | .13 (.05)      | .011 | .71 (.06)        | <.001 | .70    | .649 | 520.5                 |
| Luxembourg        | .30 (.02)      | <.001 | .61 (.02)        | <.001 | .79    | .749 | 493.7                 |
| Macao (China)     | .21 (.04)      | <.001 | .64 (.03)        | <.001 | .64    | .628 | 532.4                 |
| Mexico            | -.03 (.01)     | <.001 | .66 (.01)        | <.001 | .52    | .413 | 384.4                 |
| The Netherlands   | .22 (.01)      | <.001 | .68 (.01)        | <.001 | .76    | .750 | 520.2                 |
| New Zealand       | .18 (.02)      | <.001 | .75 (.02)        | <.001 | .88    | .834 | 532.8                 |
| Norway            | .08 (.02)      | <.001 | .82 (.01)        | <.001 | .82    | .788 | 489.8                 |
| Poland            | .28 (.02)      | <.001 | .63 (.01)        | <.001 | .78    | .749 | 486.6                 |
| Portugal          | .22 (.02)      | <.001 | .64 (.01)        | <.001 | .73    | .657 | 469.8                 |
| Russia            | .13 (.01)      | <.001 | .64 (.02)        | <.001 | .59    | .519 | 478.6                 |
| Slovakia          | .10 (.01)      | <.001 | .75 (.01)        | <.001 | .71    | .675 | 491.8                 |
| Spain             | .18 (.01)      | <.001 | .69 (.01)        | <.001 | .71    | .681 | 482.2                 |
| Sweden            | .17 (.02)      | <.001 | .72 (.02)        | <.001 | .80    | .740 | 508.6                 |
| Switzerland       | .25 (.01)      | <.001 | .64 (.01)        | <.001 | .77    | .717 | 521.3                 |
| Thailand          | .06 (.02)      | .011 | .67 (.02)        | <.001 | .62    | .499 | 425.0                 |
| Tunisia           | -.04 (.02)     | .128 | .53 (.02)        | <.001 | .44    | .268 | 344.7                 |
| Turkey            | .24 (.02)      | <.001 | .62 (.02)        | <.001 | .62    | .620 | 407.5                 |
| United Kingdom    | .22 (.01)      | <.001 | .71 (.01)        | <.001 | .85    | .817 | 510.6                 |
| United States     | .19 (.01)      | <.001 | .76 (.01)        | <.001 | .86    | .856 | 477.3                 |
| Uruguay           | -.06 (.02)     | <.001 | .57 (.01)        | <.001 | .39    | .305 | 410.7                 |
| Yugoslavia        | .13 (.02)      | <.001 | .69 (.02)        | <.001 | .60    | .594 | 418.4                 |

Note. r(M,S): correlation between math and science performance; R²: explanation of variance in problem solving scores by math and science scores.
end, we employed linear regression and path analysis with students’ problem-solving scores as outcomes, math-science coherence (i.e., $r_{M,S}$) as predictor, and country characteristics as potential confounders.

To establish whether any of the country characteristics had a confounding effect on the link between math-science coherence and problem solving competence, two criteria had to be met: (1) a reduction of the direct effect of math-science coherence on problem solving scores, and (2) testing the difference between the direct effect within the baseline Model M0 and the effect with the confounding Model M1 (Table 3).

Regarding the society-related factors, both the countries’ HDI and their national intelligence were confounders with a positive effect. Furthermore, the countries’ integration of the science curriculum was also positively related to the problem solving performance. Finally, the degree of schools’ autonomy towards educational resources and the implementation of curricula and the frequency of assessments were school-related confounders, the former with a positive effect whilst the latter represents a negative confounder. The direct effect of math-science coherence to problem solving decreased and thus indicated that confounding was present (MacKinnon et al. 2000).

These findings provide evidence on the Confounding-Hypothesis and support our expectations on the relation between math-science coherence, problem solving, and country characteristics. We regard these results as evidence for the validity of the math-science coherence measure.

**Relating math-science coherence to the capability under-utilisation indices**

To advance our understanding of the link between math-science coherence and problem solving scores, we tested the Capability-Utilisation Hypothesis. To this end, we explored
the relationship between math-science coherence and the CUU Indices for math and science, respectively. For math competence the average Capability Under-Utilisation Index was rather neutral with $M_{CUUI-Math} = -0.001$ ($SD = 0.02$). This suggests that, on average, all countries sufficiently utilise their students’ math capabilities in facilitating the development of problem solving competence (i.e., transfer). It also suggests that math education across participating countries tends to sufficiently utilise generic problem-solving skills (Figure 2).

Table 3 Regression analyses on testing the confounding effects of country-specific characteristics on the relation between math-science coherence and problem solving competence ($N = 41$)

| Country-specific characteristics | Model M0 $\beta$ (SE)*** | Model M1 $\beta$ (SE)*** |
|---------------------------------|--------------------------|--------------------------|
| Math-science coherence $r(M,S)$ | $0.76 (0.07)$***         | $0.17 (0.08)^*$          |
| **Society-related factors:**    |                          |                          |
| National Intelligence           | -                        | $0.49 (0.08)$***         |
| Human Development Index         | -                        | $0.31 (0.09)^*$          |
| **Curriculum-related factors:** |                          |                          |
| Educational objectives ($1 =$ progressive) | - | $-0.04 (0.06)$  |
| Science curriculum ($1 =$ integrated) | - | $0.14 (0.05)^*$  |
| **School-related factors:**     |                          |                          |
| Frequency of assessments        | -                        | $-0.15 (0.05)^*$         |
| Educational resources           | -                        | $0.09 (0.07)$            |
| School autonomy                 | -                        | $0.22 (0.06)^*$          |
| $R^2$ (SE)                      | $0.57 (0.10)^*$          | $0.93 (0.02)^*$          |

Note. The confounder effect $\beta_{M0} - \beta_{M1}$ between Models M0 and M1 tested against zero.

*p < .05, **p < .01, ***p < .001.

Figure 2 The relation between math-science coherence and the capability under-utilisation index for math and problem solving scores across the 41 countries.
The picture is different for science education. Here, the Capability Under-Utilisation Indices and their variation across the participating countries ($M_{CUUI-Science} = -0.01$, $SD = 0.04$) suggest that in a range of countries knowledge and skills taught in science education tend to be under-utilised in the facilitation of the acquisition of problem solving competence (Figure 3).

For math competence, the relative difference to problem solving was not related to math-science coherence ($r = .02$, $p = .89$; Figure 2). In contrast, the Capability Under-Utilisation Index for science showed a strong positive correlation with math-science coherence ($r = .76$, $p < .001$; Figure 3), indicating that low levels of coherence between math and science education were associated with a less effective transfer of domain-specific knowledge and skills to problem solving.

### Discussion

The present study was aimed at investigating the differences in the contribution of math and science competence to problem solving competence across the 41 countries that participated in the PISA 2003 study (Moderation-Hypothesis). To this end, we proposed the concept of math-science coherence and explored its relationship to problem solving competence and how this relationship is confounded by country characteristics (Confounding-Hypothesis). To further extend our understanding of the link between math-science coherence and problem solving, we introduced the concept of capability-utilisation. Testing the Capability-Utilisation Hypothesis enabled us to identify what may contribute to varying levels of math-science coherence and ultimately the development of problem solving competence.
The contribution of math and science competence across countries

Regarding the prediction of problem solving competence, we found that in most countries, math and science competence significantly contributed to students' performance in analytical problem solving. This finding was expected based on the conceptualizations of mathematical and scientific literacy within the PISA framework referring to shared cognitive processes such as information processing and reasoning (Kind 2013; OECD 2005), which are regarded as components of problem solving (Bybee 2004; Klahr and Dunbar 1988; Mayer 2010).

It is noteworthy that, for some of the below-average performing countries, science competence did not significantly contribute to the prediction of problem solving competence. It can be speculated that education in these countries is more geared towards math education and modelling processes in mathematical scenarios, whilst the aspect of problem solving in science is less emphasised (Janssen and Geiser 2012). The results of multilevel regression analyses supported this interpretation by showing that math competence was a stronger predictor of problem solving competence. On the one hand, this finding could be due to the design of the PISA tests (Adams 2005), since math and problem solving items are designed in such a way that modelling real-life problems is required, whereas science items are mostly domain-specific and linked to science knowledge (Nentwig et al. 2009; OECD 2004). Moreover, one may argue that math and problem solving items allow students to employ different solution strategies, whereas science items offer fewer degrees of freedom for test takers (Nentwig et al. 2009). In particular, the shared format of items in math, science, and problem solving may explain an overlap between their cognitive demands. For instance, most of the items were designed in such a way that students had to extract and identify relevant information from given tables or figures in order to solve specific problems. Hence, these items were static and did not require knowledge generation by interaction or exploration but rather the use of given information in problem situations (Wood et al. 2009). In contrast to the domain-specific items in math and science, problem solving items did not require the use of prior knowledge in math and science (OECD 2004). In addition, some of the math and science items involved cognitive operations that were specific to these domains. For instance, students had to solve a number of math items by applying arithmetic and combinatorial operations (OECD 2005). Finally, since items referred to contextual stimuli, which were presented in textual formats, reading ability can be regarded as another, shared demand of solving the items. Furthermore, Rindermann (2007) clearly showed that the shared demands of the achievement tests in large-scale assessments such as PISA were strongly related to students' general reasoning skills. This finding is in line with the strong relations between math, science, and problem solving competence, found in our study. The interpretation of the overlap between the three competences can also be interpreted from a conceptual point of view. In light of the competence frameworks in PISA, we argue that there are a number of skills that can be found in math, science, and problem solving: information retrieval and processing, knowledge application, and evaluation of results (Griffin et al. 2012; OECD 2004, 2005). These skills point out to the importance of reasoning in the three domains (Rindermann 2007). Thus, the empirical overlap between math and problem solving can be explained by shared processes of, what Mayer (2010) refers to as, informal reasoning. On the other hand, the stronger effect of math competence could be an effect of the quality of math education. Hiebert et al. (1996) and Kuo et al. (2013)
suggested that math education is more based on problem solving skills than other subjects in school (e.g., Polya 1945). Science lessons, in contrast, are often not necessarily problem-based, despite the fact that they often start with a set problem. Risch (2010) showed in a cross-national review that science learning was more related to contents and contexts rather than to generic problem-solving skills. These tendencies might lead to a weaker contribution of science education to the development of problem solving competence (Abd-El-Khalick et al. 2004).

In sum, we found support on the Moderation-Hypothesis, which assumed systematic differences in the contribution of math and science competence to problem solving competence across the 41 PISA 2003 countries.

**The concept of math-science coherence**

**The relation to problem solving**

In our study, we introduced the concept of math-science coherence, which reflects the degree to which math and science education are harmonized. Since mathematical and scientific literacy show a conceptual overlap, which refers to a set of cognitive processes that are linked to reasoning and information processing (Fensham and Bellocchi 2013; Mayer 2010), a significant relation between math-science coherence and problem solving was expected. In our analyses, we found a significant and positive effect of math-science coherence on performance scores in problem solving. In this finding we see evidence for the validity of this newly introduced concept of math-science coherence and its focus on the synergistic effect of math and science education on problem solving. The results further suggest that higher levels of coordination between math and science education has beneficial effects on the development of cross-curricular problem-solving competence (as measured within the PISA framework).

**Confounding effects of country characteristics**

As another step of validating the concept of math-science coherence, we investigated whether country-specific characteristics that are linked to society-, curriculum-, and school-related factors confounded its relation to problem solving. Our results showed that national intelligence, the Human Development Index, the integration of the science curriculum, and schools’ autonomy were positively linked to math-science coherence and problem solving, whilst a schools’ frequency of assessment had a negative confounding effect.

The findings regarding the positive confounders are in line with and also extend a number of studies on cross-country differences in education (e.g., Blömeke et al. 2011; Dronkers et al. 2014; Janssen and Geiser 2012; Risch 2010). Ross and Hogaboam-Gray (1998), for instance, found that students benefit from an integrated curriculum, particularly in terms of motivation and the development of their abilities. In the context of our confounder analysis, the integration of the science curriculum as well as the autonomy to allocate resources is expected to positively affect math-science coherence. At the same time, an integrated science curriculum with a coordinated allocation of resources may promote inquiry-based experiments in science courses, which is assumed to be beneficial for the development of problem solving within and across domains. Teaching science as an integrated subject is often regarded a challenge for teachers, particularly when developing conceptual structures in science lessons (Lang and Olson, 2000), leading to teaching practices in which cross-curricular competence is rarely taken into account (Mansour 2013; van Merriënboer 2013).
The negative confounding effect of assessment frequency suggests that high frequencies of assessment, as it presumably applies to both math and science subjects, contribute positively to math-science coherence. However, the intended or unintended engagement in educational activities associated with assessment preparation tends not to be conducive to effectively developing domain-general problem solving competence (see also Neumann et al. 2012).

The positive confounder effect of HDI is not surprising as HDI reflects a country’s capability to distribute resources and to enable certain levels of autonomy (Reich et al. 2013). To find national intelligence as a positive confounder is also to be expected as the basis for its estimation are often students’ educational outcome measures (e.g., Rindermann 2008) and, as discussed earlier, academic achievement measures share the involvement of a set of cognitive processes (Baumert et al. 2009; OECD 2004).

In summary, the synergistic effect of a coherent math and science education on the development of problem solving competence is substantially linked to characteristics of a country’s educational system with respect to curricula and school organization in the context of its socio-economic capabilities. Math-science coherence, however, also is linked to the extent to which math or science education is able to utilise students’ educational capabilities.

**Math-science coherence and capability-utilisation**

So far, discrepancies between students’ performance in math and problem solving or science and problem solving have been discussed as indicators of students’ capability utilisation in math or science (Leutner et al. 2012; OECD 2004). We have extended this perspective by introducing Capability Under-Utilisation Indices for math and science to investigate the effectiveness with which knowledge and skills acquired in the context of math or science education are transferred into cross-curricular problem-solving competence. The Capability Under-Utilisation Indices for math and science reflect a potential quantitative imbalance between math, science, and problem solving performance within a country, whilst the also introduced concept of math-science coherence reflects a potential qualitative imbalance between math and science education.

The results of our analyses suggest that an under-utilisation of problem solving capabilities in the acquisition of science literacy is linked to lower levels of math-science coherence, which ultimately leads to lower scores in problem solving competence. This interpretation finds resonance in Ross and Hogaboam-Gray’s (1998) argumentation for integrating math and science education and supports the attempts of math and science educators to incorporate higher-order thinking skills in teaching STEM subjects (e.g., Gallagher et al. 2012; Zohar 2013).

In contrast, the CUU Index for math was not related to math-science coherence in our analyses. This might be due to the conceptualizations and assessments of mathematical literacy and problem solving competence. Both constructs share cognitive processes of reasoning and information processing, resulting in quite similar items. Consequently, the transfer from math-related knowledge and skills to cross-curricular problems does not necessarily depend on how math and science education are harmonised, since the conceptual and operational discrepancy between math and problem solving is rather small.

**Conclusions**

Math and science education do matter to the development of students’ problem-solving skills. This argumentation is based on the assumption that the PISA assessments in math,
science, and problem solving are able to measure students’ competence as outcomes, which are directly linked to their education (Bulle 2011; Kind 2013). In contrast to math and science competence, problem solving competence is not explicitly taught as a subject. Problem solving competence requires the utilisation of knowledge and reasoning skills acquired in specific domains (Pellegrino and Hilton 2012). In agreement with Kuhn (2009), we point out that this transfer does not happen automatically but needs to be actively facilitated. In fact, Mayer and Wittrock (2006) stressed that the development of transferable skills such as problem solving competence needs to be fostered within specific domains rather than taught in dedicated, distinct courses. Moreover, they suggested that students should develop a “repertoire of cognitive and metacognitive strategies that can be applied in specific problem-solving situations” (p. 299). Beyond this domain-specific teaching principle, research also proposes to train the transfer of problem solving competence in domains that are closely related (e.g., math and science; Pellegrino and Hilton 2012). In light of the effects of aligned curricula (as represented by the concept of math-science coherence), we argue that educational efforts to increase students’ problem solving competence may focus on a coordinated improvement of math and science literacy and fostering problem solving competence within math and science. The emphasis is on coordinated, as the results of our analyses indicated that the coherence between math and science education, as a qualitative characteristic of a country’s educational system, is a strong predictor of problem solving competence. This harmonisation of math and science education may be achieved by better enabling the utilisation of capabilities, especially in science education. Sufficiently high levels of math-science coherence could facilitate the emergence of educational synergisms, which positively affect the development of problem solving competence. In other words, we argue for quantitative changes (i.e., improve science attainment) in order to achieve qualitative changes (i.e., higher levels of curriculum coherence), which are expected to create effective transitions of subject-specific knowledge and skills into subject-unspecific competences to solve real-life problems (Pellegrino and Hilton 2012; van Merriënboer 2013).

Finally, we encourage research that is concerned with the validation of the proposed indices for different forms of problem solving. In particular, we suggest studying the facilities of the capability-under-utilisation indices for analytical and dynamic problem solving, as assessed in the PISA 2012 study (OECD 2014). Due to the different cognitive demands in analytical and dynamic problems (e.g., using existing knowledge vs. generating knowledge; OECD 2014), we suspect differences in capability utilisation in math and science. This research could provide further insights into the role of 21st century skills as educational goals.

Footnotes

aThe differences between students’ achievement in mathematics and problem solving, and science and problem solving have to be interpreted relative to the OECD average, since the achievement scales were scaled with a mean of 500 and a standard deviation of 100 for the OECD countries (OECD 2004, p. 55). Although alternative indices such as country residuals may also be used in cross-country comparisons (e.g., Olsen 2005), we decided to use CUU indices, as they reflect the actual differences in achievement scores.

bIn addition, we checked whether this result was due to the restricted variances in low-performing countries and found that neither ceiling nor floor effects in the problem
solving scores existed. The problem solving scale differentiated sufficiently reliably in the regions below and above the OECD mean of 500.
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