Unexpected variations in the kinetics of solid solution alloys due to local interactions
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Diffusion of atoms in solids is one of the most fundamental kinetic processes that ultimately governs many materials properties. Here, we report on a combined first-principles and kinetic Monte Carlo study of macroscopic diffusion properties of disordered Ti-Ta alloys over the entire composition range. Using simple cluster expansion model Hamiltonians parametrized on density functional theory data, we compute transport properties explicitly including local interactions between the two atomic species and compare them with the non-interacting diffusion model for disordered, random alloys. Surprisingly, we find that although these alloys thermodynamically behave as nearly random solid solutions, their kinetic properties deviate significantly from the behavior predicted by diffusion models for non-interacting systems. We attribute these differences in transport properties to the local interactions that create a rather corrugated potential energy landscape and consequently give rise to energetically non-degenerate end-states of diffusion processes which cannot be realized in a non-interacting disordered or other simpler diffusion models. The findings emphasize the limitations of the widely known non-interacting disordered diffusion model for such systems. Furthermore, we explain that changes in mobility in these alloys is predominantly due to changes in the correlation factor caused by the local interactions. Our work thus highlights the importance of explicitly including local interactions when assessing the transport properties of thermodynamically nearly disordered alloys.

\section{I. INTRODUCTION}

Solid-state diffusion in multi-component alloys is one of the most fundamental kinetic phenomena that plays a crucial role behind numerous physical processes which ultimately determine many materials properties. These processes include, but are not limited to, solid-state phase transformation \cite{1,5}, precipitation kinetics \cite{6,7}, solute segregation to defects \cite{8,11}, charging/discharging in a battery or a fuel cell \cite{12,14}, particular microstructure formation \cite{5,15,16}, or shape memory effects \cite{17}. There have been numerous studies on solid-state diffusion based on first-principles calculations of either dilute alloys \cite{18,34} or non-dilute alloys \cite{35,40}. A brief, albeit incomplete, list of atomistic methods that are typically being used to estimate diffusion properties in solid-state systems can be primarily categorized into two main groups: (i) analytical approaches - which include master-equation methods like the self-consistent mean-field method \cite{31,35} and kinetic mean-field approximations \cite{47,49}. Green function methods \cite{28,33,34}, five-frequency model \cite{32} etc., and (ii) numerical approaches - which involve either use of kinetic Monte Carlo (kMC) \cite{7,39,43,45,50} or Monte Carlo (MC) simulations \cite{40,46}.

In an atomistic approach, simulating diffusion processes involves the standard treatment of substitutional diffusion which is based on the assumption that atoms migrate via exchange with vacancies (defects) within the crystal with a certain migration barrier. In a non-interacting random alloy, there is no interaction among the involved chemical species which gives rise to symmetric diffusion barriers where the potential energy landscape is flat, i.e. the end-states of a diffusion hop are energetically degenerate. This implies that the diffusing species do not have a preference to occupy any particular sites in the system. Simple analytical models based on single migration barriers can be used in this case to calculate transport properties. For non-dilute systems, the situation is more complex since the atomic diffusion processes depend on the local chemical environment, requiring the computation of diffusion barriers for all possible configurations. To calculate diffusion properties for such systems either analytical models \cite{51,53} are used for non-interacting random alloys or MC/kMC are used in combination with density functional theory (DFT) parametrized model Hamiltonians \cite{10,43,45,52,55}. The studied systems are primarily either chemically ordered where strong short- and long-range interactions prevail, or disordered where symmetric diffusion barriers are observed \cite{45}. For nearly random alloys that do not show any significant short- and long-range chemical order but still exhibit a rugged energy landscape with different energies for different configurations, the effect of local interactions on the diffusion properties is less clear. We exemplify this here for Ti-Ta alloys that have recently been suggested a promising materials for high-temperature shape memory applications \cite{17,56}. In particular, it was shown that the functional properties are strongly composition dependent \cite{17,57,59}, and at higher temperature diffusion and phase separation can
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play an important role in the transformation between different phases and, correspondingly, impact the functional properties.

Specifically, we combine DFT with kMC simulations to estimate transport properties in Ti-Ta nearly random alloys and compare the results with values predicted by diffusion models for non-interacting systems. DFT calculations reveal local attractive interactions between Ti and vacancies and Ti-Ti which we incorporate in kMC simulations via simple two-body cluster expansion (CE) Hamiltonians. We find that upon incorporating local interactions, transport properties in these alloys significantly differ from non-interacting diffusion models, even though the local interactions are too weak to induce any chemical ordering or phase-separation in these alloys in thermodynamic equilibrium. Based on these findings and analysing the results of other, simpler diffusion models, we find that the local interactions in these alloys impact the macroscopic transport properties through a rugged energy landscape and corresponding asymmetric diffusion barriers. Our work highlights the importance of local interactions in estimating transport properties of non-dilute disordered alloys.

The paper is organized as follows: In Section II, we discuss interacting and non-interacting diffusion models with corresponding analytical and numerical solutions. Computational details of the DFT and kMC setup are presented in Section III. In section IV, we discuss our results on Ti-Ta alloys, including interaction energy and vacancy formation energy calculations, description of model Hamiltonians for kMC simulations, analysis of short-range order parameter and cluster distribution, transport properties and correlation factors. Finally we summarize and conclude our work in Section V.

II. DIFFUSION MODELS

We focus on substitutional diffusion in binary (nearly) random bcc Ti-Ta alloys. In particular, our model represents a perfect bcc crystal, where the number of vacancies is conserved and the presence of extended defects, such as dislocations and grain boundaries that may serve as sources and sinks for vacancies, is neglected. For a binary A-B alloy the diffusion matrix $D$ is related to the Onsager transport coefficients $L$ as [61]

\[
\begin{bmatrix}
D_{A,A} & D_{A,B} \\
D_{B,A} & D_{B,B}
\end{bmatrix} =
\begin{bmatrix}
\tilde{L}_{A,A} & \tilde{L}_{A,B} \\
\tilde{L}_{B,A} & \tilde{L}_{B,B}
\end{bmatrix}
\begin{bmatrix}
\tilde{\Theta}_{A,A} & \tilde{\Theta}_{A,B} \\
\tilde{\Theta}_{B,A} & \tilde{\Theta}_{B,B}
\end{bmatrix},
\]

(1)

where $\tilde{L}_{ij} = L_{ij} \Omega k_B T$ and $\Omega$ is the volume of a substitutional site. $\tilde{\Theta}$ represents the thermodynamic factor matrix. The eigenvalues of $D$ provide key physical properties, e.g., the larger eigenvalue $\lambda^+$ asymptotically converges to the vacancy diffusion coefficient in the dilute vacancy limit. The smaller eigenvalue $\lambda^-$ represents the intermixing diffusion coefficient of the involved species in a binary alloy, i.e., the rate with which the two components A and B of the A-B alloy intermix in the presence of concentration gradients [60, 61]. To solve Eq. (1), analytical or numerical approaches can be adopted depending on the complexity of the system, such as whether the system under investigation is a dilute or non-dilute alloy, dependence of diffusion barriers on local environments, exchange frequencies of the involved species with the vacancy etc. We discuss two diffusion models in the following subsections that are of particular interest to our study, namely non-interacting and full-interacting models.

A. Non-interacting model

We start with the simplest diffusion model which we call the non-interacting (NI) model. In the NI model a single diffusion barrier for each species is considered and the migration barrier is independent of the overall composition or local environment. This rather simple diffusion model can be applied to a solid-solution system, where the movement of a diffusing atom is not affected by the other involved chemical species and thus always produces symmetric diffusion barrier. To calculate transport properties within the NI model the following approaches can be used.

1. Analytical

Within the NI model, the analytical equations derived by Moleko [51] can be used to calculate $L_{AB}$ for a random binary alloy, where the diffusing species have different exchange frequency, $\Gamma_i$, with which ith atomic species exchanges site with a nearest neighbor vacancy ($i = A$ or $B$), as

\[
\tilde{L}_{A,A} = x_V x_A \rho a^2 \Gamma_A \left(1 - \frac{2 x_B \Gamma_A}{\Lambda}\right),
\]

(2)

\[
\tilde{L}_{B,B} = x_V x_B \rho a^2 \Gamma_B \left(1 - \frac{2 x_A \Gamma_B}{\Lambda}\right),
\]

(3)

\[
\tilde{L}_{A,B} = \frac{2 \rho a^2 \Gamma_A \Gamma_B x_V x_A x_B}{\Lambda}.
\]

(4)

The corresponding expressions for $\Lambda$ and $F$ is given in Appendix A $x_V$, $x_A$, and $x_B$ denote the concentration of vacancy, A, and B, respectively. $a$ represents the hop distance and $\rho = z/2d$, where $z$ and $d$ are the coordination of the each site and dimensionality of the crystal, respectively. $\Gamma_A$ and $\Gamma_B$ represent exchange frequencies of species A and B, respectively, and $\Gamma_A \neq \Gamma_B$. $\Gamma_i$ can be approximated within the harmonic approximation in the high-temperature limit as

\[
\Gamma_i = \nu_{0,i} \exp \left(- \frac{E_i}{k_B T}\right).
\]

(5)
Here, $\nu_{0,i}$ is the attempt frequency (or the vibrational prefactor), $k_B$ is the Boltzmann constant, $T$ is the temperature and $E_i$ is the migration barrier. One way to obtain $E_i$ from first-principles is by employing combined DFT and nudged elastic band (NEB) calculations. The value of $\nu_{0,i}$ can be calculated from harmonic transition-state theory (hTST) \[64–66\]. The thermodynamic factor matrix $\tilde{\Theta}$ in Eq. (1) is given by

$$\tilde{\Theta} = \left(\frac{1-x_V}{x_A + x_V} \right) \frac{1}{x_V} \left(\frac{1-x_A}{x_B + x_V} \right).$$ \hspace{1cm} (6)

Using Eq. (2)–(6), D can be obtained analytically from Eq. (1) within the NI model, and the larger eigenvalue $\lambda^+$ can be computed to determine the vacancy diffusivity.

2. Numerical

The numerical approach to calculate transport properties of binary solid-state systems relies on analyzing trajectories of the involved diffusing species. The macroscopic tracer diffusion coefficient of a given species $i$ can be evaluated using the Green-Kubo formalism \[67–69\]. This scenario is, in general, more realistic and can capture a rugged energy landscape, where $E_i$ is asymmetric as schematically depicted in Fig. 1. Due to different chemical environments around an atom before (initial state) and after (final state) the diffusion process, the initial and final state is different. For each kMC move, one process $p$ with $\Gamma_i^{(p)}$ is chosen among $P$ possible processes for a certain configuration, which in the case of diffusion is equal to the nearest-neighbor sites in a given crystal. The total rate $\Gamma_{tot}$ is evaluated as the sum over all possible rates for a given configuration, i.e., $\Gamma_{tot} = \sum_p \Gamma_i^{(p)}$. The time step in a kMC simulation is inversely proportional to the total rate, $\Delta t \sim 1/\Gamma_{tot}$, which generates the correct real time evolution of the system. Time and ensemble averages in Eqs. (7) and (8) can be taken as time-weighted averages of different time segments in the kMC simulations, as explained in detail by Du et al. \[72\].

Note, that in a NI model for each species, only a single diffusion barrier entering Eq. (5) is required to calculate D and L for both the analytical and numerical approach.

B. Full-interacting model

The full-interacting (FI) model can be used to account for complex interactions of the diffusing species with the local chemical environment surrounding it. Here, $E_i$ is both local composition and configuration dependent. This scenario is, in general, more realistic and can capture a rugged energy landscape, where $E_i$ is asymmetric as schematically depicted in Fig. 1. Due to different chemical environments around an atom before (initial state) and after (final state) the diffusion process, the ini-
two contributions are given by \[73\] called kinetically resolved activation (KRA) barrier. The diffusion process and the second one is known as so \[74, 75\] for the diffusion barriers \[86\] in Eq. (5), which is discussed in Section II A 2. The main difference is the evaluation of minima of local thermodynamically averaged quantities. Computation of all possible diffusion barriers is still required to calculate local thermodynamic averages for a given state and a fast evaluation of averages over many states can be obtained using a CE approach. A numerical approach for the FI model, employed in this study, is based again on the Green-Kubo formalism discussed in Section II A 2. The main difference is the evaluation of the diffusion barriers \[86\] in Eq. (5), which is discussed in detail in the following.

For the diffusion process shown in Fig. 1, the diffusion barrier is direction dependent, which is rather cumbersome to incorporate into a numerical model. To circumvent this problem, the diffusion barrier is decomposed into two parts. The first one accounts for the description of the energy difference between the end-states, \( \Delta E \), of the diffusion process and the second one is known as so called kinetically resolved activation (KRA) barrier. The two contributions are given by \[73\]

\[
\Delta E = E_I - E_F ,
\]

and

\[
E_{KRA} = E_{TS}^{i} - \frac{1}{2}(E_I + E_F) ,
\]

where \( E_I \), \( E_F \), and \( E_{TS}^{i} \) represent the energy of the initial, final, and transition state, respectively. Using Eqs. (9) and (10), \( E_i \) can be estimated for a random alloy within the FI model as

\[
E_i = E_{KRA} - \frac{1}{2} \Delta E .
\]  

On-the-fly numerical evaluation of \( \Delta E \) and \( E_{KRA} \) for every diffusion jump during a kMC simulation using a combined DFT and NEB approach is computationally unfeasible. Moreover, there are too many configurations to enumerate all possibilities beforehand and store the results in a database. Alternatively, a model Hamiltonian can be constructed that is parametrized using DFT and NEB data and can then be used directly in kMC simulations to study the time evolution of the system. An efficient way to do this, is to use a cluster expansion (CE) approach \[74, 75\] which provides a fast and accurate evaluation of configurational energies and migration barriers. Finally, to solve Eq. (11), construction of two CE models is required: (1) configurational CE to predict \( \Delta E \), \( \Delta E_{config-CE} \) by taking the differences between two configurational energies and (2) a local CE to predict \( E_{KRA}, E_{KRA-CE} \) (cf. Appendix B for CE formalism).

### III. COMPUTATIONAL DETAILS

#### A. DFT calculations

DFT calculations were carried out for bcc Ti-Ta alloys using the projector augmented wave (PAW) \[76\] method as implemented in the Vienna \textit{Ab initio} Simulation Package (VASP) \[77–79\]. The PAW potentials include 3\(p\) and 5\(p\) electrons in the valence shell for Ti and Ta, respectively. The Perdew-Burke-Ernzerhof parametrization of the generalized gradient approximation was used for the exchange-correlation functional (PBE-GGA) \[80\]. The calculations were performed with an energy cutoff of 300 eV for the plane waves and the Methfessel-Paxton scheme was used to integrate the Brillouin zone (BZ) with a smearing of \( \sigma = 0.05 \) eV. Within our computational setup, total energies were converged to within 1 meV/atom. Structures were relaxed until all forces were below \( 10^{-3} \) eV/\AA. For the Ti-Ti interaction energy, we use a 3\(\times\)3\(\times\)3 bcc supercell containing 54 atoms. A 7\(\times\)7\(\times\)7 k-point mesh is used. The cell shape and volume are kept fixed during the calculations to that of bcc Ta, however ionic relaxation is performed until all forces are below 0.01 eV/\AA. The vacancy formation energy calculations were performed using 128-atoms (4\(\times\)4\(\times\)4 conventional bcc cells) special quasi-random structures (SQS) \[81\] supercells with 4\(\times\)4\(\times\)4 k-point mesh. To generate the SQS configurations we used a modified version \[82, 83\] of the ATAT package \[84\]. The diffusion barriers are calculated using the NEB method \[62, 63\] as implemented in the VTST package \[85\] for VASP. For NEB calculations, we use the same cell size and k-point
mesh as for the interaction energy calculations, i.e a 54-atom cells. Only nearest neighbor diffusion processes are considered in this study (see Fig. 2), thus the energy landscape is sufficiently simple that a single NEB image is sufficient. We have checked that additional images do not change the results.

B. kMC setup

For all kMC simulations we use 16×16×16 conventional bcc cells containing 8192 sites and a single vacancy with periodic boundary conditions. The vacancy concentration is thus dilute which allows us to neglect vacancy-vacancy interactions. The value of \( V_{0,B} \) is set to \( 10^{13} \text{s}^{-1} \) in all our kMC simulations which is a reasonable approximation for typical solid-state systems. To represent a random alloy system we randomly distribute Ti and Ta atoms in the simulation cell. The jump distance was set to \( a = 2.87 \text{Å} \) which was obtained from the equilibrium lattice constant of pure bcc Ta calculated using DFT. We run \( 1 \times 10^7 \) kMC steps for initial equilibration.

IV. RESULTS AND DISCUSSIONS

A. Interaction and vacancy formation energy

The interaction energy is an important entity that acts as a driving force which facilitates the formation of specific states in an alloy, such as chemically ordered, phase-separated, or solid-solution phases. The Ti-Ti and Ti-Va interaction energies are calculated according to

\[
E_{\text{int}}(\text{Ti-Ti}) = (E_{\text{Ta}52\text{Ti}2} + E_{\text{Ta}54}) - (2 \times E_{\text{Ta}53\text{Ti}1}) \quad . \tag{12}
\]

and,

\[
E_{\text{int}}(\text{Ti-Va}) = (E_{\text{Ta}52\text{Ti}1} + E_{\text{Ta}54}) - (E_{\text{Ta}53\text{Ti}1} + E_{\text{Ta}53}) \quad . \tag{13}
\]

\( E_{\text{Ta}52\text{Ti}2} \) is the total energy of a supercell containing 52 Ta and 2 Ti atoms. The 2 Ti atoms are placed at various distances relative to each other to obtain the corresponding interaction energies. \( E_{\text{Ta}52} \) represents the total energy of pure bcc Ta with 54 atoms, and \( E_{\text{Ta}53\text{Ti}1} \) is the total energy of the supercell containing 1 Ti atom and 53 Ta atoms. According to the definition in Eq. \( 12 \), if the term \( E_{\text{int}} \) becomes negative, Ti atoms attract each other, while a positive value indicates a repulsive interaction between Ti atoms. In Fig. 3(a) we show the DFT calculated results of Ti-Ti and Ti-vacancy (Ti-Va) interaction energies as a function of distance. We observe an overall attractive Ti-Ti and Ti-Va interaction energy in the first shell, with ~ 30 meV and ~ 175 meV, respectively. In the second neighbor shell, the Ti-Ti interaction becomes repulsive, while the Ti-Va interaction remains attractive. This suggests that Ti atoms do prefer the vicinity of vacancies, but there is also a weak tendency to form Ti clusters.

The vacancy formation energy is one of the key parameters that provides useful insight related to transport properties of a system. The vacancy formation energy is needed to calculate vacancy concentrations which are again crucial to determine the diffusivity in substitutional diffusion. We calculate the vacancy formation energy, \( E_{\text{Vac}}^f \), for a random alloy with different sites, as \[86\]

\[
E_{\text{Vac}}^f(\alpha; x_A, x_B) = \frac{1}{N_{\text{i}}^\alpha} \sum_{i=1}^{N_{\text{i}}^\alpha} [E_{1\text{Vac},i\alpha} + \mu_i - E_{\text{perfect}}] \quad . \tag{14}
\]

In Eq. \( 14 \), the effective interactions between vacancies and involved species \( i \) (: Ti or Ta atoms) are limited to the nearest neighbors only, where \( \mu_i \) is the chemical potential of species \( i \) (: Ti or Ta), \( \alpha \) represents a particular neighborhood of a vacancy, and \( E_{\text{perfect}} \) represents the energy of a defect-free supercell. \( E_{1\text{Vac},i\alpha} \) signifies the energy of a supercell containing one vacancy created at a site \( i_{\alpha} \) with a particular neighborhood. The calculated \( E_{\text{Vac}}^f \) of the bcc phase for different neighborhoods (chemical environments) of the vacancy in Ti-Ta alloys is shown in Fig. 3(b). Here, we use SQS supercells to mimic disordered bcc Ti-Ta alloys which allows us to realize different chemical neighborhoods of the vacancy. We find...
that the larger the number of Ti atoms in the nearest neighbor shell of the vacancy, the smaller is the vacancy formation energy. This is consistent with the smaller $E_{\text{Vac}}$ in pure hcp Ti as compared to pure Ta. The overall composition has only a minor effect on $E_{\text{Vac}}$; for a given number of Ti atoms in the vicinity of the vacancy, smaller Ti concentrations are associated with higher vacancy formation energies and vice versa. Overall, the vacancy formation energy depends much stronger on the local than the global composition. In a random alloy, the average local composition will reflect the global composition, and thus we infer a linear change in the vacancy formation energy for Ti-Ta alloys as a function of composition.

### B. Hamiltonian construction for the FI model

We discuss here the strategy for constructing the Hamiltonian for the FI model. We use a simplified CE approach, which is based on a conventional full CE concept, where we focus on only a few selective pair clusters within the so-called diffusion channel. A schematic diffusion channel is shown in Fig. 2, which is essentially a nearest neighbor model, i.e., it accounts for the interactions coming from all sites that are nearest neighbor of either the migrating species or the vacancy. This implies that the diffusion barriers $E_i$ are only affected by the different arrangements of the chemical species within this diffusion channel, which is motivated by the fact that the chemical environment in the vicinity of the diffusion path should have the largest impact on the diffusion barrier. This can be considered as a first-order effect on the transition state energy. Similar approaches have been discussed in literature for fcc systems [45, 87, 88].

The total number of possible configurations, due to the different arrangements of Ti and Ta in the diffusion channel, would be nearly 40 million without symmetry taken into account. Even with considering symmetry, the total number of configurations would be too large to consider all of them for DFT calculations. Thus, we apply a heuristic approach to sample various occupations of the diffusion channel with Ti and Ta, which is based on a systematic selection of different configurations for each composition. Based on this approach, we considered in total 76 symmetrically distinct configurations (38 each for Ti and Ta migration) which comprises of 1, 3, 4, 8, 6, 5, 3 configurations containing 1, 2, 3, 4, 5 and 6 Ti atoms, respectively with different decorations of the diffusion channel. For configurations containing 7 to 14 Ti atoms, we only consider one structure for each case. For each configuration, we compute the diffusion barrier using NEB+DFT and decompose it into KRA and $\Delta E$, yielding 76 data points. We find that the KRA and $\Delta E$ change significantly depending on the local chemical environment. To incorporate this dependence in our kMC simulations, we develop two simple CE models: (1) a configurational CE to predict $\Delta E$ and (2) a local KRA-CE to predict the KRA part. Once we build these two CE models, we use Eq. (11) in our kMC simulations to compute migration barrier for any diffusion hop.

#### 1. Configurational cluster expansion

The training set for the configurational CE consists of 76 data points for $\Delta E$ (152 DFT configurational energies) which is shown in Fig. 4(a). Here, we divide the data set into two categories: (1) blue symbols represent, when Ti is the diffusing atom, and (2) red symbols, when Ta is the diffusing atom. We find that including pair clusters for Ti-Va and Ti-Ti up to third and second nearest neighbor, respectively, is reasonable enough to correctly capture the migration barriers. Our expression for the configurational CE model to predict $\Delta E$, resulting from
a diffusion jump, is
\[
\Delta E = -0.1241 \times \Delta n \text{Ti-Va}(1\text{NN}) - 0.0753 \times \Delta n \text{Ti-Va}(2\text{NN}) \\
+ 0.0023 \times \Delta n \text{Ti-Va}(3\text{NN}) - 0.0343 \times \Delta n \text{Ti-Ti}(1\text{NN}) \\
+ 0.0103 \times \Delta n \text{Ti-Ti}(2\text{NN}). \quad (15)
\]

Here, $\Delta n$ in the first, second, and third term represents the change in Ti-Va pairs in the first, second, and third nearest-neighbor, respectively, which are within the diffusion channel. Likewise, in the fourth and fifth term $\Delta n$ denotes the change in Ti-Ti pairs in the first and second neighbor, respectively, which are within the diffusion channel. The coefficients in Eq. (15) are obtained by fitting the CE expression to the DFT $\Delta E$ data. The signs of the coefficients in Eq. (15) suggest that there is an attractive Ti-Va pair interaction for the first and second nearest neighbor, respectively, and a repulsive interaction for the third nearest neighbor. The Ti-Ti pair interaction is attractive for the first nearest neighbor and repulsive for the second nearest neighbor. This is in good agreement with the DFT data in Fig. 3. Furthermore, the $\Delta E$ values predicted by our CE model are in overall agreement with the corresponding DFT data, shown in Fig. 4(a). The leave-one-out cross validation (LOOCV) score for the $\Delta E$ CE is $\sim 30$ meV.

### 2. KRA cluster expansion

For the KRA-CE, we have two separate equations, depending on if Ti or Ta is diffusing:

\[
E_{KRA}^{\text{Ti}} = 0.568 \times (0.0216 \times n \text{Ti}(1\text{NN}) - 0.0166 \times n \text{Ti}(2\text{NN})) \\
- (0.0424 \times n \text{Ti}(3\text{NN})). \quad (16)
\]

and

\[
E_{KRA}^{\text{Ta}} = 0.781 \times (0.0222 \times n \text{Ta}(1\text{NN}) - 0.0387 \times n \text{Ta}(2\text{NN})) \\
- (0.06 \times n \text{Ta}(3\text{NN})). \quad (17)
\]

Again, the coefficients in Eqs. (16) and (17) are obtained by fitting the KRA-CE expressions to the KRA-DFT data. $n$ represents the number of Ti atoms that are first, second, and third nearest neighbors to the TS, not only within but also outside of the diffusion channel. All first and second nearestneighbor sites of the TS are within the diffusion channel, however most of the third nearest neighbor sites of the TS are outside the diffusion channel (except two sites, marked by 3 in Fig. 2). The sites that are equidistant from the TS will have equal contribution in affecting the diffusion barriers. Thus, also the third nearest neighbor sites of the TS which are outside of the diffusion channel need to be taken into account for the KRA-CE. The KRAs predicted by our CE are in very good agreement with the DFT data, shown in Fig. 4(b). The LOOCV scores are $\sim 16$ meV and $\sim 35$ meV for Ti and Ta KRA-CE models, respectively, which is reasonably accurate and comparable to other studies.

### C. Short range order parameter and cluster distribution

Ti-Ta alloys are known to be solid solutions at elevated temperatures over the entire composition range. In order to assess if our CE model including local interactions can reproduce this behaviour or if the system exhibits any chemical ordering/clustering/phase separation phenomena, we perform kMC simulations with both the NI and FI model and evaluate short range order (SRO) parameters and cluster distributions. Using a spin-like variable $S_i$ (with $S_i = +1$ and -1 for Ti and Ta, respectively) the Warren-Cowley SRO parameter can be expressed as a normalized pair-correlation function. For a binary alloy, the SRO parameter of site $i$ for the $n$th neighbor shell is defined as

\[
\text{SRO}_n = \frac{\langle S_i S_{i+n} \rangle - \langle S_i \rangle^2}{1 - \langle S_i \rangle^2}. \quad (18)
\]

Here, $\langle S_i \rangle = 2x - 1$ and $x$ represents the overall fraction of the chemical species occupying site $i$. (...) refer to an ensemble average taken over all atoms of a given configuration. Taking as an example the chemically ordered B2 structures at 50% Ta, SRO$_n$ takes a value of -1 for $n = 1$, and +1 for $n = 2$ and 3. For a disordered random alloy, the value of SRO$_n$ would be 0 for all $n$. According to the definition in Eq. (18), a positive value of SRO$_n$ for $n = 1$ and $\langle S_i \rangle = 0$ (for 50% Ta composition) implies that atoms of the same type (either Ti or Ta) prefer to form clusters. We calculate SRO$_n$ ($n = 1, 2$ and 3) for Ti-25% Ta, Ti-50% Ta, and Ti-75% Ta alloys within the NI and FI models for $T = 900$ K. We choose $T = 900$ K as the temperature to investigate the transport properties where Ti-Ta alloys behave as a solid-solution over almost the entire composition range. The NI model serves here as a reference for a completely random alloy. For Ti-25% Ta and Ti-75% Ta, both the NI and FI model result in random solid solutions, no chemical ordering or clustering is observed. For Ti-50% Ta, small differences between the results obtained within the NI and FI models are found. Since any difference are largest at this equiatomic composition, we discuss this case in detail. In Fig. 5(a) we present SRO$_n$ values calculated for Ti-50% Ta within the NI and FI model. As expected, SRO$_n$ fluctuates around zero for the NI model, signifying a random solid solution. Within the FI model, some clustering is indicated by SRO$_n > 0$. The value is, however, small and not sufficient to characterize any chemical order or phase separation. The small amount of clustering is caused by the attractive first neighbor Ti-Ti interactions (cf. Fig. 3) incorporated in the FI model. For SRO$_2$ and SRO$_3$, no significant differences between the results obtained within the NI and FI model are observed.

To further shed light on the formation of clusters predicted by the FI model, we carry out a cluster distribution analysis using a cluster algorithm in our kMC simulations. In the cluster algorithm, we define the minimum size of a cluster to consist of 9 Ti atoms. This represents...
the first-nearest neighbour shell around an atom in a bcc lattice. The size of all clusters is monitored over 400 statistically independent configurations taken $10^5$ kMC steps apart to remove any correlations. The corresponding cluster size distribution is shown in Fig. 5(b). The comparison of the cluster size distribution within the NI and FI model suggest, that although there are slightly more and slightly larger Ti clusters formed within the FI model, owing to the attractive Ti-Ti interactions, the differences are not significant enough to identify this as phase separation behavior.

To quantify the clustering of Ti atoms further, we evaluate the % of Ti atoms that participate in the cluster formation, shown in Fig. 5(c). From Fig. 5(c) we see that on average $\sim 6.7\%$ and $\sim 15.6\%$ of the Ti atoms are part of the clusters within the NI and FI model, respectively. These results again suggest, that although the attractive Ti-Ti interactions favor the formation clusters, the difference as compared to a non-interacting random alloy is only minor. A full phase separation does not take place as only about $\sim 15.6\%$ Ti atoms participate in the cluster formation. Overall, we find that the local interactions are not large enough to induce any ordering or phase separation and the Ti-Ta alloy remains a random solid solution over the entire composition range, also within the FI model.

D. Transport properties

1. Diffusivity

Using the different diffusion models, the effect of local interactions on the transport properties is investigated as a function of composition. In Fig. 6(a) we compile the vacancy diffusivity at $T = 900$ K as a function of Ta content, extracted using both analytical and numerical approaches for the different diffusion models. As expected, the analytical and numerical results within the NI model are in excellent agreement. An overall decrease in vacancy diffusivity with increasing Ta content is observed. This is consistent with the general finding that the vacancy diffusivity is reduced when the content of the slow diffusing species increases.

The FI model predicts a higher vacancy diffusivity at low Ta content compared to the NI model, which gradually slows down with increasing of Ta concentration and at $\sim 80\%$ exhibits a dip followed by a slight increase in diffusivity. The results of the FI model is quite interesting and different from the NI model, in particular the dip in mobility at around 80% Ta. Overall, we find that including local interactions within the FI model for these alloys significantly impacts the vacancy diffusivity.

In order to further understand the origin of these differences in vacancy diffusivity, we use a rather hypothetical diffusion model which we call the KRA only model. In the KRA only model, we assume that the migration barrier height may change due to the local chemical environment, but the potential energy landscape remains flat. This implies that diffusion barriers are always symmetric, i.e., the local interactions do not influence the energy of the end-points of the diffusion process and, thus, $\Delta E = 0$. In other words, in the KRA only model the diffusion barriers resemble the average of the forward and backward diffusion barriers of the corresponding FI model. In our kMC simulations, we still utilize Eqs. (16) and (17) but set $\Delta E = 0$ in Eq. (15), correspondingly. From the results within the KRA only model shown in Fig. 6(a) we see that a similar trend for the vacancy diffusivity is observed as within the NI model, where the mobility tends to decrease with increasing Ta content. However, the absolute values of the vacancy diffusivity are somewhat overestimated, especially at $\sim 50\%$ Ta content compared to both the NI and FI model. Moreover, we do not observe a dip as found within the FI model. The results obtained within the KRA only model suggest that the dependence of only the barrier height on the local chemical environment is not sufficient to account even for the trends observed within the FI model. It seems that the ruggedness of the energy landscape, i.e. the difference...
Onsager transport coefficients calculated within the NI, they are often calculated along with diffusion coefficients, they are related to the diffusion coefficients of the involved chemical species and vacancy fluxes. Since these coefficients are related to the diffusion coefficients, they are often calculated along with diffusion coefficients in the literature \cite{60, 87, 93}. Fig. 7 shows Onsager transport coefficients calculated within the NI, KRA only, and FI models over the entire composition range at $T = 900$ K. The results of the analytical and numerical solution within the NI model are again in excellent agreement for all three transport coefficients ($L_{TTi}$, $L_{T-Ta}$, and $L_{T-Ta}$). The numerical results within the FI model are again quite different compared to the NI model, especially at very low and high Ta content, similar to what we have observed for the diffusivities. At low Ta content, the values of all three Onsager transport coefficients are higher within the FI model than within the 

2. Onsager transport coefficients

We also investigate the impact of local interactions on Onsager phenomenological transport coefficients as they provide important physical information about the nature of the involved chemical species and vacancy fluxes. Since these coefficients are related to the diffusion coefficients, they are often calculated along with diffusion coefficients in the literature \cite{60, 87, 93}. Fig. 7 shows Onsager transport coefficients calculated within the NI, KRA only, and FI models over the entire composition range at $T = 900$ K. The blue, red, and magenta color represent $L_{TTi}$, $L_{T-Ta}$, and $L_{T-Ta}$, respectively. The solid lines represent the analytical solution within the NI model. The circle, diamonds, and the square symbols represent the values computed within the numerical NI, KRA only, and FI models, respectively. $L_{TTi}$, obtained from the FI model, above 41% Ta content, represent absolute values.
NI model, and the diagonal transport coefficients ($\tilde{L}_{TT}$, $\tilde{L}_{TaTa}$) show a dip at $\sim$ 80% Ta content.

The cross term $\tilde{L}_{TaTi}$ computed within the FI model, becomes negative above 41% Ta content. Thus, above 41% Ta, the absolute values of $\tilde{L}_{TaTa}$ are shown in Fig. 7. This observation is similar to what Goiri et al. found for Ni-Al alloys [87] where $\tilde{L}_{NiAl}$ becomes negative below 78% Ni content. The transport coefficients within the KRA only model are overestimated compared to both the NI and FI models and also the dip in $\tilde{L}_{TT}$ and $\tilde{L}_{TaTa}$ at $\sim$ 80% Ta observed within the FI model is not captured. Overall, we see again the importance of local interactions that ultimately affect the macroscopic transport properties notably.

E. Correlation factor

The correlation factor, $f$, provides useful information about the role of short- and long-range order on diffusion mechanisms which can be defined for a species $i$ as

$$f_i = \frac{\langle \Delta \tilde{R}^2 \rangle}{na^2}, \quad (19)$$

where $\Delta \tilde{R}^2$ denotes the endpoints of the trajectory of a particle after $n$ hops and $a$ represents the elementary hop distance e.g. the nearest-neighbor distance. The brackets again denote an ensemble average in thermodynamic equilibrium. A value of $f = 1$ represents a completely random walk. Any deviation from $f = 1$ implies that the motion is correlated. The calculated correlation factors for the vacancy, Ti, and Ta are shown in Fig. 8 as a function of composition within the NI, KRA only, and FI models. Overall, the correlation factor decreases with increasing Ta content for all diffusion models. However, the value of the correlation factor for Ti, Ta, and vacancy obtained within the FI model is significantly lower than within the other models for a given Ta content. At $\sim$ 80% Ta, the correlation factors of the vacancy, Ti, and Ta exhibit a dip, similar as the behavior observed for the diffusivities. This suggests that the change in mobility of the involved species in these alloys is strongly affected by a change in the correlation factor and not so strongly by the change in barriers. The differences in the correlation factors within the different models indicate that the local interaction energies can produce significant correlated motion which in turn affect the diffusion properties in these alloys.

V. SUMMARY AND CONCLUSION

We have carried out a comprehensive and systematic first-principles multi-scale study of diffusion properties in Ti-Ta nearly random binary alloys over the entire composition range. Using a DFT parametrized CE Hamiltonian, we incorporate local interactions in these alloys which are predominantly attractive Ti-Va and Ti-Ti pair interactions. Subsequently, kMC simulations are performed using these CE Hamiltonians to compute macroscopic transport properties of the vacancy and Ti and Ta atoms.

We observe significant deviations in transport properties upon incorporating local interactions, as compared to a non-interacting solid solution model. The analysis of SRO parameters and cluster distributions, however, suggests that the local interactions are not strong enough to induce ordering or phase separation in these alloys, but the system remains a random solid solution over the entire composition range at the given temperature. Furthermore, the outcome of a rather hypothetical KRA only model, where the potential energy landscape is flat and the local interactions only affect the KRA barriers turns out to be significantly over-estimating the diffusion properties compared to the NI and FI models. The KRA only model also fails to predict the correct trend of the composition-dependent macroscopic transport properties as compared to the FI model.

Based on our calculations, we demonstrate that the changes in mobility are predominantly connected to changes in the correlation factor caused by the local interactions in these alloys. Simpler diffusion models, such as the NI and KRA only models, are insufficient to accurately estimate the transport properties in these alloys, even though the thermodynamic properties suggest that these systems still behave like random alloys. Our work thus highlights the importance of local interactions on transport properties in non-dilute, thermodynamically nearly disordered binary alloys.
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Appendix A: Expressions of $\Lambda$ and $F$

The expressions of $\Lambda$ and $F$ are given by [51, 60]

$$\Lambda = \frac{1}{2}(F + 2)(x_A \Gamma_A + x_B \Gamma_B) - \Gamma_A - \Gamma_B + 2(x_A \Gamma_B + x_B \Gamma_A) +$$

$$\sqrt{\left(\frac{1}{2}(F + 2)(x_A \Gamma_A + x_B \Gamma_B - \Gamma_A - \Gamma_B)\right)^2 + 2F \Gamma_A \Gamma_B} \quad (A1)$$
FIG. 8: Correlation factors as a function of Ta content for (a) vacancy, (b) Ti, and (c) Ta using the NI (circles), KRA only (diamonds), and FI (squares) models calculated at $T = 900$ K.

and

$$F = \frac{2f}{1 - f}, \quad (A2)$$

where $f$ is the correlation factor of the given crystal structure.

Appendix B: Cluster expansion formalism

Within the CE formalism \[24, 75\], the total energy of a given configuration of an alloy can be expressed as

$$E(\vec{\sigma}) = V_0 + \sum V_\alpha \phi_\alpha, \quad (B1)$$

where $\phi_\alpha$ is given by

$$\phi_\alpha = \prod_{i \in \alpha} \sigma_i. \quad (B2)$$

Here, $V_\alpha$ are the unknown parameters known as “effective cluster interactions” (ECIs) and $V_0$ is a constant term representing the ECI for the empty cluster. $\alpha$ denotes the size of the different cluster such as point, pair, triplet etc., and the sum runs over all the sites starting from 1.
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