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Abstract

Borwein et al. [1] solved a “surprise maximization” problem by applying results from convex analysis and mathematical programming. Although, their proof is elegant, it requires advanced knowledge from both areas to understand it. Here, we provide another approach to derive an optimal solution of the problem by utilizing dynamic programming.

1 Introduction

Borwein et al. [1] introduced an optimization problem on maximizing the expected value of the surprise function. More precisely, they exploited results from convex analysis and mathematical programming to find an optimal solution of the following non-linear programming model, called SM1:

$$\text{maximize } S_m(p_1, \ldots, p_m) = \sum_{j=1}^{m} p_j \log \frac{p_j}{m \sum_{i=j}^{m} p_i} - \sum_{j=1}^{m} p_j$$

subject to

$$\sum_{j=1}^{m} p_j = 1,$$

and

$$p_j \geq 0 \text{ for } j = 1, \ldots, m.$$ 

Here, a dynamic programming approach is utilized to find an optimal solution of the SM1 model. First of all, we simplify the objective function $S_m(p_1, \ldots, p_m)$ as follows:

$$S_m(p_1, \ldots, p_m) = \sum_{j=1}^{m} p_j \left( \log p_j - \log \left( \sum_{i=j}^{m} p_i \right) \right) + \log m - 1$$

Without loss of generality, we can disregard the constant term $\log m - 1$ and carry out our optimisation over terms involving the variables $p_j$. Thus, we focus on the following
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optimisation model, called SM2:

\[
\text{maximize } \tilde{S}_m(p_1, \ldots, p_m) := \sum_{j=1}^{m} p_j \left( \log p_j - \log \left( \sum_{i=j}^{m} p_i \right) \right) \\
\text{subject to } \sum_{j=1}^{m} p_j = 1, \\
\text{and } p_j \geq 0 \text{ for } j = 1, \ldots, m.
\]

Now consider the following counterpart investment problem: Suppose that we are given 1 unit of money to invest in \( m \) consecutive days. If we spend \( p_1, \ldots, p_m \) units of money in days 1, \ldots, \( m \), then the total return of this investment will be given by \( \tilde{S}_m(p_1, \ldots, p_m) \). We want to find an optimal investment policy such that the total return over \( m \) days is maximised. Clearly, SM2 solves this optimal investment problem (This problem is called optimal resource allocation problem in the literature).

2 Dynamic Programming

We apply a dynamic programming approach to solve SM2. In this model, the stage is each investment opportunity (i.e., day) and the state of the system is the remained amount of money to invest in the subsequent stages. Let \( V_j(r) \) denote the maximum total return over days \( j, \ldots, m \) while \( r \) units of money remained (i.e., \( 1-r \) units have been already spent in days \( 1, \ldots, j-1 \)). The Bellman optimality equation is given as follows:

\[
\begin{cases}
V_j(r) = \max_{0 \leq x \leq r} \{ x \log x - x \log r + V_{j+1}(r-x) \} & \text{for } j = 1, \ldots, m-1, \\
V_m(r) = 0.
\end{cases}
\]  

(1)

Let \( p^*_j(r) \) denote an optimal investment policy in day \( j \) when the stage of the system is \( r \). Obviously, we have \( p^*_m(r) = r \). So, the optimity equation (1) for \( j = m-1 \) is solved as follows.

\[
V_{m-1}(r) = \max_{0 \leq x \leq r} \{ x \log x - x \log r + V_m(r-x) \} = \max_{0 \leq x \leq r} \{ x \log x - x \log r \}.
\]

Since the function \( h(x) := x \log x - x \log r \) is a convex function over interval \([0, r]\), its maximum coincides with its extremum. Thus,

\[
p^*_{m-1}(r) = re^{-1} \tag{2}
\]

\[
V_{m-1}(r) = -p^*_{m-1}(r) = -re^{-1}. \tag{3}
\]

Solving the optimality equation (1) for \( j = m - 2 \) gives a trend in the optimal investment policy, summarized in following theorem.
Theorem 1. For the optimality equation (1),

\[ p_j^*(r) = re^{-\gamma_j}, \]

where

\[
\begin{align*}
\gamma_{j-1} &= \gamma_j + e^{-\gamma_j} \quad \text{for } j = 1, \ldots, m-1, \\
\gamma_m &= 0,
\end{align*}
\]

is an optimal investment policy. Moreover, the optimal value is given by

\[ V_j(r) = -\sum_{i=j}^{m-1} p_i^*(r). \]

Proof. We prove this theorem by induction. It is readily seen that (2) and (3) satisfies (4) and (6) for \( j = m-1\), respectively. Now, assume that the latter optimal policy and optimal value are correct for \( j \geq k \) and we show that they hold for \( j = k-1 \), as well. By considering the induction assumption, we have

\[
V_{k-1}(r) = \max_{0 \leq x \leq r} \{ x \log x - x \log r + V_k(r-x) \}
\]

\[= \max_{0 \leq x \leq r} \{ x \log x - x \log r - \sum_{i=k}^{m-1} p_i^*(r-x) \}
\]

\[= \max_{0 \leq x \leq r} \{ x \log x - x \log r - \sum_{i=k}^{m-1} (r-x)e^{-\gamma_i} \}
\]

\[= \max_{0 \leq x \leq r} \{ x \log x - x \log r - (r-x)(\gamma_{k-1} - 1) \},
\]

where the last equality is derived by summing up both sides of (5) over \( j = k, \ldots, m-1 \). One can see that the latter univariate optimization problem achieves its maximum at \( x^* = re^{-\gamma_{k-1}} \), and the corresponding optimal value \( V_{k-1}(r) \) equals to \(-\sum_{i=k-1}^{m-1} p_i^*(r)\). This completes the proof.

Corollary 1. An optimal solution of the model \( SM2 \) is given by:

\[
p_j^* = \begin{cases} 
p_1^*(1) & \text{for } j = 1, \\
p_j^*(1 - \sum_{i=1}^{j-1} p_i^*) & \text{for } j = 2, \ldots, m.
\end{cases}
\]
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