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Abstract—Estimation of tactile properties from vision, such as slipperiness or roughness, is important to effectively interact with the environment. These tactile properties help us decide which actions we should choose and how to perform them. E.g., we can drive slower if we see that we have bad traction or grasp tighter if an item looks slippery. We believe that this ability also helps robots to enhance their understanding of the environment, and thus enables them to tailor their actions to the situation at hand. We therefore propose a model to estimate the degree of tactile properties from visual perception alone (e.g., the level of slipperiness or roughness). Our method extends a encoder-decoder network, in which the latent variables are visual and tactile features. In contrast to previous works, our method does not require manual labeling, but only RGB images and the corresponding tactile sensor data. All our data is collected with a webcam and uSkin tactile sensor mounted on the end-effector of a Sawyer robot, which strokes the surfaces of 25 different materials. We show that our model generalizes to materials not included in the training data by evaluating the feature space, indicating that it has learned to associate important tactile properties with images.

I. INTRODUCTION

Humans are able to perceive tactile properties, such as slipperiness and roughness, through haptics [1]. However, after adequate visual-tactile experience, they are also capable of associating such properties from only visual perception [2], [3]. More specifically, humans can roughly judge the degree of a certain tactile property (e.g., the level of slipperiness or roughness) [4]. As an example, Fig. 1 shows several materials with different degrees of softness and roughness judged by ourselves, although this may be subjective to our own judgment. Information on tactile properties can help us decide how we interact with our environment in advance, e.g., driving slower if we see that we have bad traction or grasp tighter if an item looks slippery. Like with humans, this ability to gauge the level of tactile properties can enable robots to deal with various objects and environments in both industrial settings and our daily lives more effectively.

In the field of robotics and machine learning, a straightforward way to correlate vision with tactile properties is to design discrete classes per material type and to classify the images according to them. However, an adequate number of training labels is required in order to cover a broad range of material types. This is especially true if the image shows an unknown material type that does not appear in the training dataset. In other words, the performance of discrete classification methods highly depends on how well the designer chooses the number and types of class labels. Because of the wide variety of materials, which all have different tactile properties, discrete classes can not offer a sufficient resolution to judge the properties of the material well. We argue that discrete classification is unfit for our purposes since the wide range of material types would require a large number of classes. Moreover, we are not interested in categorizing the material type, but rather in estimating the degree of the tactile properties.

Hence, we use an unsupervised method to represent tactile properties without using manually specified labels. We propose a method that we call deep visuo-tactile learning which extends a traditional encoder-decoder network with latent variables, where visual and tactile properties are embedded in a latent space. We emphasize that this is a continuous space, rather than a discrete one. This method is capable of generalizing to new, unknown materials when estimating their tactile properties, based on known tactile properties. Additionally, we only require the tactile sensor during the data collection phase and obtain a trained network model that can be used even in simulations or offline estimation, which allows for further research without purchasing or damaging tactile sensors during runtime.

The rest of this paper is organized as follows. Related work is described in Section II, while Section III explains our proposed method. Section IV outlines our experiment setup and evaluation settings with results presented in Section V. Finally, future work and conclusions are described in Section VI.

II. RELATED WORK

A. Development of Tactile Sensors

Many researchers have developed tactile sensors [5], some of which have been integrated to a robotic hand to enhance manipulation. The majority of these sensors, however, falls in either of the following two categories. 1) Multi-touch
enabled sensors with sensing capabilities limited to one axis per cell [6]–[9] or 2) three-axis sensing enabled sensors for only a single cell [10]. Two of the few exceptions are the GelSight [11], [12] and the uSkin [13], [14]. The GelSight is an optical-based tactile sensor, which uses a camera to record and measure the deformation of its attached elastomer during contact with a surface. By using markers on its surface and detecting their displacements, shear force can also be measured. While the GelSight has an impressive spatial resolution in the range of up to 30–100 microns [15], the durability of the sensor against friction can be enhanced to minimize maintenance. Instead of a camera, the commercialized uSkin sensor by Tomo et al. [13], [14], utilizes magnets to measure the deformation of silicon during contact by monitoring changes to the magnetic fields. Using this method, it is able to measure both normal as well as shear forces for up to 16 contact points per sensor unit. By additionally covering the silicon surface with lycra fabric, the durability of the sensor against friction can be enhanced to minimize maintenance.

B. Recognition through Tactile Sensing

Research utilizing tactile sensors has grown recently as the availability and accessibility to tactile sensors has improved. Prior to the use of deep learning-based methods in these studies, data acquired from tactile sensors were often analyzed manually in order to define hand-crafted features [17], or were only used as a trigger for a certain action [18]. However, such methods may not scale well as technology for tactile sensing advances to provide e.g., higher resolution and larger amount of data, or whenever the task complexity grows. By utilizing learning methods, especially deep learning, tasks involving high-dimensional data such as image recognition [19] and natural language processing [20] which were too difficult to process before can now be processed. Soon afterwards, deep learning methods also found their way to applications where tactile sensing is involved [21]–[24]. Many of these studies, however, deal with the classification problem in order to e.g., recognize objects inside a robotic hand [21], recognize materials [22], [23] and properties [24] from touch and image. Yuan et al. [25] estimated object hardness as a continuous value using tactile sensor through supervised learning. However, we argue that their method would be difficult to scale to different tactile properties due to the need of designing each tactile property manually.

A different use case is shown in [16] where Calandra et al. utilizes deep reinforcement learning and combined data acquired from a tactile sensor and images as network input to grasp objects, which improved their success rate in grasping experiments. Similar to previous studies, however, they also require the tactile sensor to be present during task execution. Our work differs from previous works in that we only make use of the tactile sensor while collecting data to finally train our neural network. Afterwards, no tactile sensor is needed to estimate the tactile properties from input images.

We also note that there are other related studies on recognition of materials without utilizing tactile sensors, such as [26], [27]. However, they primarily focus on either categorization or classification of material types like e.g., stone, wood, fabric, etc., which differs from our goal to estimate tactile properties as well as their degree in this work.

III. DEEP VISUO-TACTILE LEARNING

We propose a method for deep visuo-tactile learning to estimate tactile properties from images by associating tactile information with images. Fig. 2 shows our design of such a network. We aimed to design a network with a structure that is as simple as possible, but still sufficient for our purposes. We expect that increased complexity of the network architecture by e.g., using variational auto-encoder (VAE) and recurrent neural networks will mainly influence the accuracy and how tactile properties are represented as features, but that the results remain analogous. Complex models usually have the ability to learn more complex representations and larger datasets, but our contribution can be shown using simpler models, hence our decision.

Our proposed network consists of 2D convolution layers for encoding, 3D deconvolution layers for decoding, and a multi layer perceptron (MLP) as hidden layers between the encoder $f_0$ and decoder $g_0$. Convolutional neural networks (CNNs) are neural networks that convolve information by sliding a small area called a filter. 2D convolutions are often used in CNNs for static images with the purpose of sliding the filter along the image plane. For images with time series information (e.g., a video), 3D convolutions are used instead to convolve information by sliding a small cubical region along 3D space [28]. Our network outputs a time series sequence of tactile data consisting of applied forces and shear forces, while the input is an image from which the edges are extracted to prevent correlation to colors. The latent variables $z$ are calculated with training data $D = \{ (x_1, y_1), ..., (x_n, y_n) \}$ to minimize the cost function $L$ as follows:

\[
    z = f_{\theta_1}(x) = s_{enc}(W_1 + b_1),
\]

\[
    y' = g_{\theta_2}(z) = s_{dec}(W_2 + b_2),
\]

\[
    \min_{\theta_1, \theta_2} \frac{1}{n} \sum_{i=1}^n L(y_i, g_{\theta_2}(f_{\theta_1}(x_i))),
\]

where $z$ are the latent variables, $s_{enc}$ and $s_{dec}$ are the activation functions for the encoder and decoder, respectively, and $\theta = (W, b)$ are the parameters to be trained. $y' \in R^d$ is the expected output, and $y' \in R^d$ is the inferred output from input $x \in R^d$.

After training, $z$ will hold visuo-tactile features that can be used to correlate the input images to the time series tactile data. We then map the embedded input to the latent space spanned by these variables; the coordinates of the
Fig. 2: Proposed network architecture for deep visuo-tactile learning composed of encoder-decoder layers and latent variables. Input is texture image of material and, output is the tactile data contains measured forces by a tactile sensor in the x, y, and z axes. After training, latent variables would contain tactile properties of materials correlating images with tactile sense.

Fig. 3: Setup used in our experiments: (a) custom printed end-effector with both a tactile skin sensor and a HD web camera, and (b) the Sawyer robot stroking a material sample to the minus y-axis direction.

Fig. 3: Setup used in our experiments: (a) custom printed end-effector with both a tactile skin sensor and a HD web camera, and (b) the Sawyer robot stroking a material sample to the minus y-axis direction.

embeddings in this space will represent the material’s degree of the tactile property represented by the latent variable. However, we remind the reader that we do not focus on inferring the tactile time series data as output from the input images. Rather, we attempt to estimate the level of tactile properties, which can now be done by extracting the latent variables from the trained network. The reason for not directly using the values from the inferred time series data is that they are too sensitive to contact differences in e.g., the posture used to initiate the contact, the movement speed during contact, and the wear condition of the contact surface.

IV. EXPERIMENT SETUP

We note that our values of the hyper-parameters provided in this section are found by trial and error during our experiments.

A. Hardware Setup

1) Tactile sensor: The uSkin tactile sensor we use [13], [14] consists of 16 texels in a 4 × 4 square formation and is capable of measuring applied pressing forces and shear force in the x, y, and z axes as well as temperature (Fig. 3(a) shows the coordinate system of the tactile sensor).

For our experiments, we only use the raw values of the pressure readings $x, y, z \in [0, 65535]$ on each of the texels, which are configured to sample at 100 Hz. According to the manufacturers, the uSkin can handle pressing forces up to 40.0 N in its z-axis. However, both shear forces (i.e., in x and y axes) are limited to about 2.0 N due to the physical limits of the silicone layer. Applying an excess amount of force results in tearing the silicon layer from the sensor’s PCB forcing maintenance of the entire sensor. To prevent this from happening, we have covered all surfaces of the sensor with lycra fabric as suggested by the manufacturers.

2) Materials: For the materials, we have prepared 50x150 mm samples of 25 materials with different textures and rigidity that can be obtained off the shelf from a hardware store, see Fig. 4. 15 of these materials are used for training, while the remaining 10 were used to evaluate our trained network as unknown materials. To normalize the experiments between each material and simplify the process of our data collection, we have glued each of the samples to their own PVC plate (See Fig. 3(b)). The PVC plates themselves are held on to their position per experiment by bolts that are inserted to a heavy metallic plate on top of the experiment table.

3) Sawyer: To conduct our experiments, we make use of a Sawyer 7-DOF robotic arm with a custom 3D-printed end-effector on which the uSkin tactile sensor and a Logitech C310 HD camera are mounted (See Fig. 3(a)). The uSkin sensor is connected to a PC running Ubuntu 16.04 with ROS Kinetic, which also controls all other hardware components including the robot controller.

B. Data Collection

For data collection, we perform the following stroking process summarized in Algorithm 1 on the robot. The following process is repeated ten times per material.

1) Move to a fixed initial position
2) Detect material surface: move down from a fixed initial height until force threshold $\theta_{Fz}$ 5.0N has been reached
3) Capture image: move up $1.6 \times 10^{-2}$ m from detected material surface and take a picture
4) Move back to material surface and start capturing data from tactile sensor
5) Stroke material: move $3.0 \times 10^{-2}$ m with constant velocity $2.0 \times 10^{-3}$ m/sec in positive y-axis direction while tactile sensor makes contact with material surface

Algorithm 1 Material Stroking Process

\begin{verbatim}
q_angles ← INIT    \triangleright Send robot to init position.
for ITER = 1 to 10 do
    q_angles ← HOME    \triangleright Send robot to home position.
    while $F_z > \theta_{F_z}$ do
        $q_{pos}(z) ← q_{pos}(z) - \Delta z_{down}$ \triangleright Move tool down.
        $q_{pos}(z) ← q_{pos}(z) + \Delta z_{cam}$ \triangleright Move tool up.
        CAPTUREIMAGE()  \triangleright Capture image.
    while $F_z > \theta_{F_z}$ do
        $q_{pos}(z) ← q_{pos}(z) - \Delta z_{down}$ \triangleright Move tool down.
        while not ($F_z > \theta_{F_z}$ and $d_{stroken} < d_{stroke}$) do
            $q_{pos}(x) ← q_{pos}(x) - \Delta x_{stroke}$ \triangleright Stroke material.
\end{verbatim}

After data collection, we process all data to obtain our training data by doing the following. We first calibrate each acquired tactile sequence using its first 50 time steps. Afterwards, we normalize all remaining values to be between -1 and 1, because we reason that touch sense does not depend on material colors, and performing this preprocessing enables us to train our network with less data. For training, we use eight out of the ten collected images and tactile sequences. The remaining two image-tactile sequence pairs were split for validation and testing, respectively.

C. Network Hyper-parameters & Training

The architecture of our network model with four 2D convolutional, four 3D convolutional, and two full-connected MLPs to perform deep visuo-tactile learning is shown in Fig. 2 as described in Section III. More details on the network parameters are shown in Table I. For all layers in the network, we make use of batch normalization. For training, we use mean squared error as cost function, and Adam [29] as optimizer with $\alpha = 1 \times 10^{-3}$ and batch size of 15. All our network experiments were conducted on a machine equipped with 128 GB RAM, an Intel Xeon E5-2623v3 CPU, and a GeForce GTX Titan X with 12GB resulting in about 1.5 hours of training time.

V. RESULTS

A. Tactile Sequences Data

We first show examples plots of tactile sequence data with forces in the x, y, and z axes for all the 16 sensor texels (Fig. 5). The material shown in Fig. 5(a) is a patch of carpet, while Fig. 5(b) shows a piece of a multipurpose sponge. We expect that the y-axis values contain information on friction between the end-effector and the material due to the applied shear forces while stroking. We also observe a wave form in the z-axis graph of the carpet due to its uneven surface. For the sponge on the other hand, we see that relative changes in forces are small in comparison to the carpet during the stroking movement, because most of the forces are damped by the softness of the sponge. Therefore, we believe that the z-axis embeds not only information on roughness, but also softness of a material surface. In a similar fashion, other properties of various materials expressed as numerical values might be embedded inside the acquired tactile information.

B. Estimation of Tactile Properties

Here, we present the results of estimated tactile properties in the latent space. After training with the 15 known materi-
Fig. 5: Examples of cropped colored and preprocessed images with their corresponding tactile sequences from the material samples: (a) carpet, and (b) multipurpose sponge.

As shown in Fig. 4, we let our network infer tactile properties with both known and 10 additional unknown materials. The tactile properties are represented in four latent variables of the hidden layer. Fig. 6 shows the latent space of two of those latent variables in the hidden layer. We have, to the best of our ability, analyzed the remaining two latent variables, but infer that they do not seem to represent any tactile properties. Known materials used during training are represented with their corresponding red-colored numbers as found in Fig. 4, while unknown materials are represented in their corresponding blue-colored numbers.

To qualitatively evaluate the results of how tactile properties are represented in the latent space, we calculate the values for roughness, hardness, and friction for each material as described in Section V-A. This enables us to see whether the mapping of these tactile properties for each material in the latent space corresponds to the degree of roughness, hardness, and friction from our calculated values, see Fig. 6. The color of the circles enclosing each material number in Fig. 6 (a) is calculated to be deeper for more rough and harder materials. For roughness we count the number of oscillations in the z-axis of the tactile sequence, and the absolute maximum/minimum values in the z-axis for hardness (see Fig. 5). These two values are then multiplied to obtain a color value for visualization purposes. Similarly, the colors of the enclosing circles in Fig. 6 (b) are based on the amount of friction each material has, again as described in Section V-A. These colors change according to the absolute maximum and minimum values found in the y-axis of the tactile sequences (see Fig. 5). We note that tactile properties are represented in the latent space according to what the tactile sensor perceived. Therefore, what we perceive as the degree of tactile properties might not correspond to our result.

Fig. 6 (a) indicates that materials with relatively high degree of hardness and roughness tend to get mapped to regions with lower values of the latent variable $z_1$. For example, material 10 (carpet) was recognized as hard and rough, while material 9 (body towel) and 13 (toilet mat) were recognized as soft and smooth. Moreover, we see that unknown material 24 (black carpet) is relatively closer to the somewhat similar textured, known material 10 (brown carpet) than to the other unknown materials in the center region, despite their difference in color. From this point of view, Fig. 6 (a) suggests that the degree of softness and roughness properties of materials are embedded in latent variable $z_1$. However, we notice that material 5 (bubble wrap) is not mapped properly in this regard. We believe that although its roughness was obtained from the tactile sensor, its corresponding image features were not obtained due to its transparency. An interesting case is material 16, which has the covering of a Japanese straw mat surface printed on paper and was estimated to have a high degree of roughness. However, tactile values corresponding to this degree of roughness could not be obtained by the sensor. This shows the limitation of our current model on how accurate tactile properties can be estimated from only two-dimensional images as input.
Furthermore, Fig. 6(b) indicates that materials with seemingly low friction tend to get mapped to regions with low values of \( z_2 \). For example, fabric-like materials such as clothing have relatively high friction when stroked by the sensor due to contact with the lycra cover of the tactile sensor. On the other hand, materials like plastic slip more easily when stroked and have relatively low friction as a result. We can see that relatively glossy (thus seemingly slippery) materials 1 (table cover), 5 (bubble wrap), and 14 (floor mat) are mapped to areas with the lowest \( z_2 \) values. Therefore, we believe that \( z_2 \) is connected to the amount of friction material surfaces provide during stroking.

C. Comparison with Classification Model

As comparison against our proposed network \( N_{\text{PROPOSED}} \), we also create and train a network \( N_{\text{CLASSIFICATION}} \), which outputs classes when given both the image of the material surface and its tactile information as input, see Fig. 7. \( N_{\text{CLASSIFICATION}} \) contains two encoder components: 2D CNN for images, and 3D CNN for tactile sequences. Moreover, it has a layer to concatenate the image and tactile features, as well as a hidden layer to mix these features. Finally, we connect this hidden layer to a softmax layer to perform classification. Further details on the network parameters are shown in Table II. Again, we use batch normalization for all layers in the network. Furthermore, we used softmax cross entropy as loss function, Adam optimizer with \( \alpha = 1 \times 10^{-3} \) and batch size of 96 for training with the same dataset as in our proposed method. Training of \( N_{\text{CLASSIFICATION}} \) took about five minutes.

Fig. 8 shows the latent space of \( N_{\text{CLASSIFICATION}} \) with four latent variables. We see that materials are clearly separated in this latent space when compared to the latent space of \( N_{\text{PROPOSED}} \), because the output for classes is expressed in a discrete manner. Despite being represented in continuous space, the latent variables of \( N_{\text{CLASSIFICATION}} \) do not express the degree of tactile properties for each material. We can conclude that \( N_{\text{PROPOSED}} \) from our proposed method without classification successfully expresses such levels of tactile properties in continuous space.

VI. CONCLUSION

We proposed a method to estimate tactile properties from images, called deep visuo-tactile learning, for which we built an encoder-decoder network with latent variables. The network is trained with material texture images as input and time series sequences tactile acquired from a tactile sensor as output. After training, we obtained a continuous latent space representing tactile properties with degrees for various materials. Our experiments showed that unlike conventional methods relying on classification, our network is able to deal with unknown material surfaces and adapted the latent variables accordingly without the need of manually designed class labels.

For future work, we would like to extend our network to also use 3D images instead of preprocessing the colored images and extracting the edges due to lack of information on reflective surfaces.
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