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Abstract—Modulation recognition is an important task in radio signal processing. Most of the current researches focus on supervised learning. However, in many real scenarios, it is difficult and cost to obtain the labels of signals. In this letter, we turn to the more challenging problem: can we cluster the modulation types just based on a large number of unlabeled radio signals? If this problem can be solved, we then can also recognize modulation types by manually labeling a very small number of samples. To answer this problem, we propose a deep transfer clustering (DTC) model. DTC naturally integrates feature learning and deep clustering, and further adopts a transfer learning mechanism to improve the feature extraction ability of an embedded convolutional neural network (CNN) model. The experiments validate that our DTC significantly outperforms a number of baselines, achieving the state-of-the-art performance in clustering radio signals for modulation recognition.
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I. INTRODUCTION

With the development of radio communication technology, the electromagnetic environment has become increasingly complex, and the amount of radio signals has also exploded. As the basis of radio communication, signal modulation recognition is of particular importance. Recently, many deep learning models have been applied to signal modulation classification. Most of these works focus on supervised learning, which relies on a large number of labeled signals. However, labeling a large number of signals could be difficult and costly in reality. In order to make better use of available unlabeled signals, clustering is a promising direction. As a kind of unsupervised learning method, clustering can directly capture the correlation between signals, so as to group them into multiple clusters without the need for signal labels in advance. However, it is real a challenge to cluster radio signals for modulation recognition since the signal waves of the same modulation type could be quite different, while those of different modulation types may be close to each other, since the difference of signal waves could be largely determined by the transmitted information. To the best of our knowledge, there are few studies on the modulation clustering of radio signals, which is used to analyze the importance of various features in modulation recognition [1], and to reconstruct the cluster center vector of the constellation diagram [2]–[5].

The researches on clustering are much more active in other areas, such as computer vision [6]–[10] and time-series analysis [11], [12]. Quite recently, a number of deep learning models are proposed for image clustering, which can be roughly divided into two groups: end-to-end methods and two-step methods. For the first group, samples are soft-labeled according to the clustering results to guide the training of deep learning models. For example, deep embedded clustering (DEC) [13] soft-labeled samples based on the Student t distribution, joint unsupervised learning (JULE) [14] used K-nearest neighbor (KNN), and deep adaptive clustering (DAC) [15] is based on the similarity between samples. For the second group, feature learning is separated from the clustering process. Most of these methods use deep learning models such as autoencoders to learn features, and then cluster them, e.g., deep density-based image clustering (DDC) [16]. In this case, the feature learning process is not guided by clustering. Since the two processes are separated, the features learned by the model may not meet the clustering requirements, which may hurt the performance of the methods.

The above deep clustering methods are largely determined by the training of deep learning models, and cannot be directly adopted to realize signal clustering for modulation recognition due to its essential challenge. Transfer learning [17]–[20], on the other hand, is proposed to solve the problem of insufficient samples. It can largely utilize knowledge or patterns learned from a different but related fields or problems. Therefore, it is naturally to believe that the performance of deep clustering methods could be significantly enhanced if we use transfer learning to pre-train the deep learning models based on an auxiliary dataset in the related fields, and then use it to cluster the samples in the target dataset.

In this letter, we propose a deep transfer learning (DTC) of radio signals for modulation recognition for the first time, which naturally integrates feature learning and clustering, and adopts a transfer learning strategy to enhance the feature extraction ability. In particular, firstly, a convolutional neural network (CNN) model is pre-trained with labeled signals of an auxiliary dataset in the same field as the target dataset. In this process, due to the true labels of the signals, the effective feature learning could be guaranteed. After that, iterative cluster training is performed on the target dataset to fine-tune the CNN model. Note that the pre-trained CNN model is deployed to perform preliminary feature extraction of the signals for clustering, while those signals with high confidence of clustering results will be selected and labeled as soft labels to further fine-tune the CNN model. The process is...
carried out iteratively until the clustering accuracy no longer improves. Since each time the signals with high confidence are used for the model training, the model has a certain degree of anti-interference ability, and at the same time, the training efficiency could be improved. Since the clustering process and the feature learning process are jointly trained, this method can better obtain hidden features that are more suitable for signal clustering. The main contributions of this letter are summarized as follows:

1) We propose a deep transfer clustering (DTC) model for radio signals, which naturally integrates feature learning and deep clustering for the first time in this area.
2) We adopt a transfer learning mechanism for the supervised pre-training of the CNN model, which effectively improves the feature extraction ability of our DTC model for signal clustering.
3) We create a loss function consisting of two parts: positive loss and negative loss, the balance between which is adjusted by a hyperparameter $\lambda$.
4) Experimental results validate that our DTC model significantly outperforms the other traditional or deep learning based clustering methods on multiple radio signal datasets, achieving the state-of-the-art performance.

The rest of paper is organized as follows. In Section [II] we introduce our DTC model in detail, including data preprocessing, pre-training, fine-tuning and clustering. In Section [III] we give the experimental results on three public radio signal datasets, to validate the effectiveness of the DTC model. Finally, the paper is concluded in Section [IV].

II. DEEP TRANSFER CLUSTERING

In this section, we introduce the detail of our method. The overall framework of DTC is shown in Fig. [1] which includes three stages: data preprocessing, pre-training, fine-tuning and clustering.

A. Data preprocessing

The target dataset $O$ needs to be clustered into $k$ classes. The auxiliary dataset $B$ is a labeled signal dataset that is independent from $O$. We will use $B$ to pre-train the model before clustering $O$. Since $O$ and $B$ are independent from each other, the signals from these two sets may be of different length. Then, the length of signals in $B$ is first adjusted to be the same as $O$. When the signals in $B$ are shorter than those in $O$, they are expanded to the target length by just copying. For example, signal ”abb” of length three is expanded to ”abbabbab” of length eight. When signals in $B$ are longer than those in $O$, they are compressed based on equal-interval sampling to keep the structural characteristics of signals. Of course, the number of categories in the two datasets may not be the same. When the number of sample categories in $B$ is more than $k$, we only select the $k$ category samples to use, here we choose randomly; When the number of categories is not enough, all samples are used, but the effect of pre-training process will be slightly reduced.

B. Pre-training

In order to improve the feature extraction ability of the convolutional neural network (CNN), the signals in $B$, including their labels, are then used to pre-train the model. We randomly select $m$ signals from dataset $B$ as the batch input of the CNN, and the output is an $m \times k$ signal feature matrix $F_B = \{f_i\}_{i=1}^m$, where $f_i$ is the feature vector of signal $i$ in $B$, with feature dimension equal to $k$. The cosine similarity between signals $i$ and $j$ is defined as:

$$sim(x_i, x_j) = \frac{f_i \cdot f_j}{\|f_i\| \cdot \|f_j\|}, \quad (1)$$

which is simplified to

$$sim(x_i, x_j) = f_i \cdot f_j, \quad (2)$$

when we set $\|f_i\| = 1$ for $i = 1, 2, \cdots, m$. So the similarity matrix of these $m$ signals is

$$S_B = F_B \cdot F_B^T. \quad (3)$$

The labels of these signals are converted into one-hot vectors of length $k$, which are grouped into an $m \times k$ label matrix $Y_B = \{y_i\}_{i=1}^m$. Then the true binary judgment matrix of the signals is defined as:

$$P_B = Y_B \cdot Y_B^T, \quad (4)$$

which is a Boolean matrix, with its element $P_B(i, j) = 1$ if signals $i$ and $j$ belong to the same category, and $P_B(i, j) = 0$ otherwise. Based on $P_B$, we define a positive matrix $P_B^p = P_B$ and a negative matrix $P_B^n = 1 - P_B$. Then, the loss function in the pre-training process is defined as:

$$L_{pre} = -P_B^p \cdot \log S_B - \lambda P_B^n \cdot \log (1 - S_B), \quad (5)$$
where \( \lambda \), as a hyperparameter, is used to adjust the proportion of positive losses and negative losses.

The pre-training process stops when the loss value on the validation set of \( B \) no longer drops, and we think the CNN has a good ability of feature extraction.

### C. Fine-tuning and clustering

Now, the target dataset \( O \) is also divided into batches as the input of the pre-trained CNN, with the batch size is set to \( m \), as shown in the right of Fig. 1. For each batch input, we have the output feature matrix \( F_O \), also we can obtain the similarity matrix

\[
S_O = F_O \cdot F_O^T.
\]

The elements of \( S_O \) are then compared with the upper threshold \( u \) and lower threshold \( l \), respectively, to determine whether the corresponding signals belong to the same cluster or not.

We construct the positive matrix \( P^p_O \) and the negative matrix \( P^n_O \) with their elements defined as

\[
P^p_O(i,j) = \begin{cases} 1, & \text{if } S_O(i,j) \geq u \\ 0, & \text{if } S_O(i,j) < u \end{cases}
\]

\[
P^n_O(i,j) = \begin{cases} 1, & \text{if } S_O(i,j) \leq l \\ 0, & \text{if } S_O(i,j) > l \end{cases}
\]

Then, it is considered that signals \( i \) and \( j \) are from the same category if \( P^p_O(i,j) = 1 \), while they belong to different categories if \( P^n_O(i,j) = 1 \). In the process of fine-tuning, \( P^p_O \) and \( P^n_O \) are used as the soft labels to replace the true labels of the signals, and the loss function in the cluster training stage is defined as:

\[
\mathcal{L}_{clu} = -P^p_O \cdot \log S_O - \lambda P^n_O \cdot \log (1 - S_O). \tag{9}
\]

During the training process, the feature vectors of signals from different categories tend to be perpendicular to each other. Note that the dimension of feature vector is set to \( k \), which is the same as the number of categories, the feature vector is normalized, and each element is limited between 0 and 1. Therefore, as the training progresses, the output features tend to be in the form of one-hot vectors. The characteristics of the output actually represent the probability distribution of the signals in each category. In other words, the index of the maximum value of the feature vector can be directly used as the label of the signal.

In particular, our CNN consists of four convolutional layers and two dense fully connected layers. Each layer use rectified linear (ReLU) activation function. In order to prevent overfitting, batch normalization (BN) is added before the ReLU layers. At the same time, BN layers can adjust the distribution of the data to a normal distribution to ensure the generalization performance of the model when the input distribution is different at each time. To remove redundant information, the max-pooling layers are added after the ReLU layers of the second and third convolutional layers, and the outputs are also been adjusted by the BN layers. The illustration of the CNN architecture is shown in Fig. 2. The model contains 32, 128, 128, and 32 filters in layers 1 to 4, respectively. And the last two dense layers contain 64 and \( k \) neurons, respectively. At the end of the model is the softmax function, which acts as a classifier and outputs the probability distribution.

The training of the model uses the Adam optimizer and the loss functions at different stages are defined by Eq. (5) and Eq. (9), respectively. All experiments are run on NDIDIA Tesla V100 based on the TensorFlow deep learning framework.

### III. Experiments

#### A. Datasets

The experiments are conducted on three publicly available datasets [21], including RML2016.10A, RML2016.04C, and RML2018.01A. However, in our experiments, only 10 categories of signals in each dataset are used. We set the modulation types in RML2016.10A and RML2016.04C the same, while they are totally different from those in RML2018.01A, as presented in Table I.

#### B. Experimental settings

- **Baselines**: we compare the proposed DTC with several existing clustering methods, including K-means, DEC, and DAC. The codes of DEC and DAC used in the experiments are downloaded from GitHub, with the parameters set as suggested and the signals reshaped as required.

- **Evaluation metrics**: we use three popular metrics, including adjusted rand index (ARI), normalized mutual information (NMI), and clustering accuracy (ACC), with their values all in \([0, 1]\) and higher scores indicating better clustering performance.

- **Hyperparameters**: we set \( \lambda = 0.1 \) for pre-training and \( \lambda = 100 \) for fine-tuning and clustering, and set the upper threshold \( u = 0.95 \), and the lower threshold \( l = 0.7 \).

#### C. The experimental results of DTC

The experimental results of DTC are shown in Table I where we can see that DTC can achieve reasonable results even without pre-training, i.e., both NMI and ACC are above 0.3, while ARI is above 0.2 for all the three datasets. Meanwhile, the performance of DTC is indeed significantly boosted when the CNN model is pre-trained by auxiliary dataset. All the clustering results on any evaluation metric
are significantly improved, no matter which auxiliary dataset is used to pre-train the model for which target dataset. Taking the RML2016.10A dataset as an example, without pre-training, NMI, ARI, and ACC are 0.3309, 0.2372, and 0.3699, respectively. However, after pre-training on the dataset RML2016.04C, these three metrics greatly increase to 0.8547, 0.7566, and 0.7444, respectively. Note that the two datasets RML2016.10A and RML2016.04C are quite similar to each other, i.e., they share exactly the same types of modulation and the same length of signals, while the dataset RML2018.01A is relatively different on both types of modulation and length of signals. As expected, the DTC for RML2016.10A benefits most from the CNN model pretrained on RML2016.04C, and vice versa. More interestingly, though quite different, the CNN models pretrained by RML2018.01A can still help to extract important features of the signals in the other two datasets, so as to improve the performance of DTC, which indicates the generalization ability of our method.

D. Comparison with other clustering methods

Now, we compare our DTC with other clustering methods, including K-means, DEC, and DAC. K-means is a very popular clustering method in many areas, DEC and DAC are two typical deep clustering methods with outstanding performance in computer vision. Note that we also try several latest deep clustering methods, such as semantic pseudo-labeling for image clustering (SPICE) [22], robust learning for unsupervised clustering (RUC) [23], and semantic clustering by adopting nearest neighbors (SCAN) [24], but the results are worse than the three baselines we choose. The comparison results are shown in Table III where we can see that DTC significantly outperforms all the other clustering methods, achieving the state-of-the-art performance. In particular, the clustering accuracy of DTC is as high as 0.7444 on RML2016.10A, which is 105.9% higher than the second best method DAC. On RML2016.04C, the clustering accuracy of DTC is 0.7137, which is 79.1% higher than the second best method DAC. On RML2018.01A, these numbers are 0.4831 and 57.5%. Such incredible results suggest that DTC could be a feasible method to cluster radio signals for modulation recognition as a challenging task in wireless communication.

IV. Conclusion

Automatic modulation recognition is crucial for many applications in electromagnetic space, especially when the 5G/6G wireless systems emerge. However, it is always difficult to label a large number of radio signals in many real scenarios, making it hard to use supervised learning to recognize modulation types. Therefore, in this letter, we focus on clustering radio signals for modulation recognition. Since the signal waves could be largely determined by the transmitted information, the observed signals of the same modulation type could be quite different, while those of different modulation types may be close to each other. This makes clustering radio signals real a challenge in reality.

With the help of the strong feature extraction ability of convolutional neural network (CNN), in this letter, we propose a novel end-to-end deep transfer clustering (DTC) model for radio signals, which naturally integrates deep learning and transfer learning into a single framework to improve the clustering performance. The experimental results show that, compared with a number of baselines, our method achieves significantly better performance on three public radio signal datasets. In the future, we will apply our DTC model on more various signal datasets, to validate its generalization ability more comprehensively.
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