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Abstract. In recent years, more and more attention has been paid to the graph-based text summarization. In terms of this method, the document is transformed into a text graph and then sentences are ranked by taking into account the global information of the document. However, the similarity measure between sentences is mostly limited to word layer in previous studies, which makes it difficult to measure the semantic similarity accurately; besides, the features of sentence has also been disregarded. In view of the defects mentioned above, this paper proposes a semantic-word two layer similarly measure model and defines topic relativity as well as position sensitivity, so as to optimize the sentence ranking results. Through the evaluation on DUC datasets, performance of this approach shows greater improvement compared with a number of baseline systems.

Introduction

Automatic text summarization has a long history dated back to 1960s, despite of which up to now, extraction-based summarization that extracts sentences directly from the original documents so as to generate summaries is still the mainstream method in this research area. Against this background, sentences ranking is surely the core issue. In recent years, graph-based summarization has aroused more and more attention, because according to this method, sentences are ranked by taking into account the similarity between sentences as well as iterative calculating through the global rather than the local information of the document. Therefore, the main idea behind this method is familiar with the artificial text summarization. In graph-based summarization, document is transformed into a graph in which nodes represent the text units (terms or sentences), whereas edges weigh the similarity between pairs of nodes. After that, graph-based ranking algorithms such as PageRank [1] or HITS[2] are used to rank the nodes. Based on this framework, the node which is closely connected with many others nodes is considered more likely to carry the core information and will have higher weights after ranking.

In graph-based ranking algorithm, the similarity measurement precision between nodes could affect the ranking results to a great degree. Therefore, in graph-based summarization, the similarity measure between text units is the most important thing. Most of the previous studies choose the sentences as the graph nodes while at the same time the similarity measure between sentences is mostly limited to word layer, such as the use of word co-occurrence [3], cosine similarity[4-6] or WordNet to measure the word similarity[7]. However, it is difficult for the word layer measurement to measure the sentences semantic similarity accurately.

On the other hand, though the graph-based summarization has taken into account the similarity between sentences, there is also a major factor which has been neglected: the correlation between sentence and document topic. This may cause local optimum in sentence ranking. For example, there is a large section of the non-core content in an article, but sentences in this section are closely related to each other. As a result, after sentence ranking, high weight sentence may appear in this section, but this local optimum sentence cannot represent the main idea of the whole article.

Besides, the graph-based summarization also overlooks the features of text units, such as sentence length, sentence position. In many documents, especially in news, the main ideas are always shown in the first paragraph, for which the overlook of sentence position will surely affect the ranking result.
Focusing on those problems, this paper has the main contributions summarized as follows:

- A two-layer similarity measure model that combines the LDA topic model [8] with cosine similarity is put forward, with the capacity to measure the similarity between sentences in both the word layer and semantic layer.
- The definitions of topic relativity and position sensitivity are proposed to optimize the sentence ranking result. In order to utilize the two features, Biased-PageRank [9] algorithm is chosen to rank sentences.

**Two-Layer Similarity Measure Model**

**Semantic Layer**

In LDA topic model, the probability distribution of topics is used to represent the documents. In our approach, each sentence has a topic probability distribution, and with more similarities, the two topic distributions would have higher sentence semantic similarity.

Document-topic distribution and topic-word distribution can be obtained after the training of the LDA topic model. We use \( P(W|T) \) to represent the topic-word distribution and \( P(T|D) \) to represent document-topic distribution. Therefore, \( P(W_i|T_j) \) means the probability that word \( W_i \) represents topic \( T_j \) while \( P(T_i|D_k) \) means the probability that document \( D_k \) belongs to topic \( T_j \). The dimension of \( W \) is the word count of corpus, the dimension of \( T \) is the topic numbers of LDA topic model, and the dimension of \( D \) is the number of documents in this corpus. In a document, the sentences topic probability distribution that we are looking for is \( P(T|S) \); for a sentence \( S_r \) in document \( D_k \), the probability that it belongs to topic \( T_j \) is given by Bayesian formula:

\[
P(T_j|S_r) = \frac{P(S_r|T_j)P(T_j)}{P(S_r)}
\]

(1)

\( P(S_r|T_j) \) is the probability that sentence \( S_r \) represents topic \( T_j \), \( P(T_j) \) is the probability that the corpus belongs to topic \( T_j \), while \( P(S_r) \) is the prior probability of sentence \( S_r \).

Sentence is made up of words, for which topic-sentence probability distribution \( P(S|T) \) can be calculated on the basis of topic-word probability distribution \( P(W|T) \). The calculation of \( P(S_r|T_j) \) has been discussed in detail in [10]:

\[
P(S_r|T_j) = P(T_j|D_k) \ast P(D_k) \ast \sum_{W_i \in S_r} P(W_i|T_j)
\]

(2)

Moreover, the \( P(T_j) \) can be calculated as:

\[
P(T_j) = \sum_{k=1}^{M} P(T_j|D_k) \ast P(D_k)
\]

(3)

\( M \) is the number of documents. For \( P(S_r) \) and \( P(D_k) \), we suppose all the sentences and documents have the same prior probability. Hence, with influence in the calculation, \( P(S_r) \) and \( P(D_k) \) can be neglected. Then, through the combination of formula (1) (2) (3), the final formula of sentence-topic probability distribution can be got:

\[
P(T_j|S_r) = \sum_{W_i \in S_r} P(W_i|T_j) \ast P(T_j|D_k) \ast \sum_{k=1}^{M} P(T_j|D_k)
\]

(4)

One thing to note is that for \( j \in \text{Topic Numbers} \), the sum of \( P(T_j|S_r) \) is not equal to 1, so \( P(T|S_r) \), the calculation result of formula (4) cannot be directly regarded as the topic distribution of sentence \( S_r \). In this way, normalization processing is necessary:
For sentence $S_r$ in document $D_k$, we can get the final $P(T|S_r)$ by combining formula (4) with (5).

As an effective method to measure the similarity between two probability distributions, Kullback–Leibler divergence, however, is asymmetric and its value is not in range $[0, 1]$. Therefore, in case of using KL divergence, the result value would be inconvenient to use. Instead, we choose Jensen–Shannon divergence based on the Kullback–Leibler divergence with some useful differences, including symmetry and finite value in range $[0, 1]$. For sentences $P$, $Q$ and their topic probability distribution $P$, $Q$, we can derive their JS divergence as:

$$JS_{PQ} = \frac{1}{2} KL(P \parallel M) + \frac{1}{2} KL(Q \parallel M)$$

(6)

$$M = \frac{1}{2} (P + Q), \text{ KL}(P \parallel M) \text{ is the KL divergence between distribution } P \text{ and } M.$$  

$$KL(P \parallel M) = \sum_i P(i) \ln \frac{P(i)}{M(i)}$$

(7)

Similar to KL divergence, with smaller JS divergence value, there would be higher sentence semantic similarity. Therefore, we use the difference between JS divergence and 1 as the quantized value of sentences semantic similarity. For sentences $P$, $Q$, we can derive their semantic similarity as:

$$SemSim_{PQ} = 1 - JS_{PQ}$$

(8)

**Word Layer**

In order to measure the similarity between sentences in word layer, we transform each sentence of a document to an N-dimensional vector, after which cosine similarity between sentences can thus be calculated. $N$ is the number of words occurring in the document and for each word that occurs in a sentence, its TF*IDF value will be set to the corresponding dimension of this vector. Hence, for sentences $P$, $Q$, their cosine similarity can be calculated as:

$$CosSim_{PQ} = \frac{\sum_{w \in P \cap Q} TF_{w,P} \cdot TF_{w,Q} \cdot IDF(w)^2}{\sqrt{\sum_{w \in P}(TF_{w,P} \cdot IDF(w))^2} \cdot \sqrt{\sum_{w \in Q}(TF_{w,Q} \cdot IDF(w))^2}}$$

(9)

$$TF_{w,P} \text{ is the word frequency of word } w \text{ in sentence } P.$$  

$$TF_{w,P} = \frac{N_{w,P}}{N_P}$$

(10)

$N_{w,P}$ refers to the word occurrence of word $w$ in sentence $P$, and $N_P$ indicates the number of words in sentence $P$.

$IDF_w$ is the inverse document frequency of word $w$:

$$IDF_w = \log\frac{N}{N_w}$$

(11)

$N$ is the total number of documents in corpus, and $N_w$ is the word occurrence of word $w$ in corpus.

For sentences $P$, $Q$, we can derive their similarity by combining formula (8) with (9):
is used to adjust the proportion of $\text{SemSim}$ and $\text{CosSim}$, with its value in range $[0, 1]$. 

**Improvement in Sentence Ranking**

With the adoption of sentences as the graph nodes, a text graph has been constructed, while weighted edges have been generated according to their similarity calculated in Section 3. For this graph, we use weighted PageRank algorithm to rank the sentences:

$$ R(P) = \frac{(1-d)}{N} + d \sum_{Q \in \text{adj}(P)} \frac{\text{Sim}_{PQ}}{\sum_{Q \in \text{adj}(Q)} \text{Sim}_{QQ}} R(Q) $$  

$(13)$

$R(P)$ represents the weight of node $P$, $d$ is the damping factor usually set to 0.85, $N$ is the total number of graph nodes, and $Q \in \text{adj}(P)$ represents all adjacent nodes to $P$. In our weighted undirected graph model, all nodes are coadjacent to each other. In the weighted PageRank, a node contributes more to its similar nodes in weight propagation.

After sentence ranking, we can select the TOP-N sentences and organize them as the original order so as to generate the summary.

As mentioned above, in graph-based summarization, sentences are ranked according to the document global information but the correlation between sentence and document topic as well as the own features of sentences has been neglected. This may lead to inaccurate sentences ranking result. Therefore, we propose the notion of topic relativity and position sensitivity to optimize the sentence ranking.

**Topic Relativity**

In order to measure the topic relativity, we need to mine the document topic and find the right way to represent the topic. In previous studies, the keywords are usually used to represent the topic. For example, in [11] the words with higher TF*IDF value are deemed to be more representative, so its topic relativity of sentence is defined as the quotient between sum of words’ TF*IDF values and the sentence length. Besides, an improved method is proposed in [12]; compared with [11], the values of words are set to 1 or 0 according to a threshold instead of exact TF*IDF values.

However, there has been limited effect in terms of using words to represent the topic despite of the easiness. On account of using LDA topic model, we choose to use the document topic probability distribution to represent the topic, and in Section 3.1, we have obtained the sentence topic probability distribution. So we can calculate the sentence topic relativity in semantic layer by measuring the two probability distributions.

Besides, the formula (8) is used to calculate the similarity between document topic probability distribution and sentence topic probability distribution. For document distribution $D$ of document $D$ and sentence distribution $P$ of sentence $P$, the normalized topic relativity of $P$ can be calculated as:

$$ TR_P = \frac{\text{SemSim}_{PP}}{\sum_{P \in D} \text{SemSim}_{PP}} $$  

$(14)$

In PageRank algorithm, the initial weight of node is useless, but Biased-PageRank allows the use of the initial static weight to get a more reasonable result. According to its topic relativity, a static weight has been provided with the node; through the combination with the formula (13), the new iterative formula is shown as follows:

$$ R(P) = d \times TR_P + (1-d) \sum_{Q \in \text{adj}(P)} \frac{\text{Sim}_{PQ}}{\sum_{Q \in \text{adj}(Q)} \text{Sim}_{QQ}} R(Q) $$  

$(15)$

The random walk of this formula can be explained as follows: with probability $d$, the random walk visits a sentence with a probability proportional to its relativity to the topic; with probability $(1-d)$, the random walk chooses a sentence that is a neighbor of the current sentence with a probability proportional to the link weight in the graph.
Position Sensitivity

Generally speaking, a document often discloses its main idea in the first paragraph, which is especially obvious in news. Therefore, we propose the notion of position sensitivity. For sentence $P$ in document $D$, with more front sentence $P$, weight shall be heavier. Hence, we define the calculation of position sensitivity as follows:

$$PS_P = \frac{1}{\sum_{i=1}^{\text{len}(D)} i^\text{pos}}$$ (16)

$pos$ is the position order of sentence $P$ in document $D$. For example, if $P$ is the second sentence, then $pos=2$, $\text{len}(D)$ represents the sentence number in document $D$.

Combining position sensitivity with formula (15), we obtain the final iterative formula:

$$R(P) = d \ast \frac{(TR_P + PS_P)}{2} + (1 - d) \sum_{Q \in \text{adj}(P)} \frac{\text{Sim}_{PQ}}{\sum_{Q \in \text{adj}(Q)} \text{Sim}_{Q}} R(Q)$$ (17)

Experiment

Experiment Data and Evaluation

The document set of DUC (Document Understanding Conference) is a commonly used dataset to evaluate automatic summarization systems. The task of each session is different. In accordance with our goal, DUC01 and DUC02 focus on single document summarization. Hence, we choose to use DUC02 datasets to evaluate our system. DUC02 datasets includes a total of 596 documents in 59 topics, with the average topic including about 10 documents. Compared with DUC01, DUC02 provides the results of other participant systems, thus making itself a rather ideal dataset.

ROUGE[13] is the official evaluation tool of DUC. By comparing the artificial summaries and system summaries, it can calculate out multi scores: the average recall, precision and F-measure score of ROUGE-1, ROUGE-2, ROUGE-3, ROUGE-4, ROUGE-W, ROUGE-S, ROUGE-L and ROUGE-SU. Recall is the most appropriate evaluation index for summary of fixed length. Our system focuses on 100-word single document summarization, which we choose the recall scores to evaluate our system.

Parameter Tuning

We use the DUC02 datasets as the corpus and use Gibbs sampling to estimate the document-topic and topic-word probability distribution of LDA topic model. The initial parameters of LDA is set as follows: $\alpha = \frac{50}{K}, \beta = 0.01$, and $K$ is the topic number. This parameter setting is commonly used for the actual fast convergence.

Besides, to guarantee the convergence, we set the Gibbs sampling iterations as 10000, BURN_IN as 2000 and THIN_INTERVAL as 100. It means that since the start of the 2000th iteration of Gibbs sampling, we record each sample state every 100 iterations, and the result probability distribution is the average value of all the records. The setting of $K$ is from 10, 20, 30 and until 200, intending to find the best topic number for DUC02 corpus.
Figure 1. ROUGE scores under different topics K. Figure 2. ROUGE scores under different combination.

**Figure 1** is the evaluation result that only uses the semantic measurement (formula (8)) to measure sentence similarity with topic number $K$ on the horizontal and ROUGE recall score on the vertical. The ROUGE-4 score is too low and has little difference within each parameter setting; besides, ROUGE-S, ROUGE-W and ROUGE-SU scores are similar with ROUGE-2 in our experiments, for which we choose to display the remaining 4 scores. It is observed that all scores would reach the peak under $K=20$. Therefore, for DUC02 dataset, we regard the best topic number as 20. One thing to note is that we find that the curvilinear trends of various ROUGE scores are basically similar to each other. Therefore, in the follow-on experiments, ROUGE-2 recall score has been designated to evaluate the system performance.

**Figure 2** shows the ROUGE-2 recall score under different combinations of four characteristics: ‘LDA’ represents the use of JS divergence, ‘CosSim’ represents the use of cosine similarity, ‘Topic’ represents the combination of topic relativity, and ‘Pos’ represents the combination of position sensitivity. Moreover, the horizontal axis is $\lambda$ of formula (12), and the vertical axis is ROUGE-2 recall score. The far left point of each curve is the evaluation result that only uses the semantic measurement, while at the same time the far right point is the evaluation result that only uses the cosine similarity.

We can see that LDA+CosSim+Topic+Pos, the approach combining semantic similarity, cosine similarity, topic relativity and position sensitivity performs much better than other combinations. Due to that the score reaches the peak under $\lambda = 0.2$, we designate this peak score as the final score of our system.

**Experimental Comparison**

We compare ROUGE-2 recall scores with other summarization systems: the numbers of the best three systems in DUC02 are 21, 27 and 28, respectively. Besides, we setup three control experiments as the baselines: (1) randomly select sentences (2) select first sentences that satisfy 100 words (3) use cosine similarity only to measure sentences similarity.

As shown in Table 1, the effectiveness of our two-layer similarity measure model has been actually proved compared with the ‘Random’ approach. However, using ‘LDA’ or ‘LDA+CosSim’ performs worse than ‘CosSim’, which may be due to that the inadequate numbers of documents in DUC datasets weaken the representativeness of training result of LDA topic model. However, LDA+CosSim+Topic, with the combination of semantic, word and topic information shows good performance as expected.

The performance of LDA+CosSim+Topic+Pos is better than the best system of DUC02, for the reason that the four characteristics (semantic similarity, cosine similarity, topic relativity and position sensitivity) have covered most factors that could affect the sentence importance measure.

It is shown that the combination of the position sensitivity leads to a significant improvement, which is because the documents in DUC02 belongs to news types and position is an important indicator for sentence importance measure in news.
Table 1. Performance comparing to baseline and DUC02 TOP-3.

| Systems/Combinations/Baselines | ROUGE-2 recall score |
|--------------------------------|----------------------|
| LDA+CosSim+Topic+Position      | 0.22776              |
| 27                             | 0.22674              |
| 28                             | 0.22550              |
| 21                             | 0.22113              |
| LDA+CosSim+Topic               | 0.20143              |
| First Sentences                | 0.19753              |
| CosSim+Topic                   | 0.19605              |
| LDA+Topic                      | 0.19338              |
| CosSim                         | 0.19326              |
| LDA+CosSim                     | 0.18814              |
| LDA Feature                    | 0.17870              |
| Random                         | 0.12731              |

**Conclusion**

This paper focuses on graph-based single document summarization. For text graph construction, a two-layer sentence similarity measure model has been put forward. On the basis of LDA topic model, we calculate out the sentence topic probability distribution so as to measure the sentence similarity on the semantic layer, while at the same time using cosine similarity to measure sentence similarity on the word layer. Besides, focusing on the defects of previous graph-based summarization, we propose the topic relativity and position sensitivity to optimize the sentence ranking. Furthermore, a modified Biased-PageRank is used to rank the sentences.

The DUC02 dataset has been used to perform qualitative evaluation, and experimental comparison shows that the proposed model outperforms other related work.
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