Real-Time Distracted Drivers Detection Using Deep Learning
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Abstract: In the last few years, the number of road accidents is increasing worldwide. According to the World Health Organization the most common cause behind these accidents is driver’s distraction and in many cases is caused by the use of a mobile phone. An attempt to develop a system for detecting distracted drivers and warn the responsible person against it was done. The system is a CNN based system that detects and identifies the cause of distraction. The base architecture for the CNN is VGG-16 and is modified for this task. Various activation functions (Leaky ReLU, DReLU, SELU) were used in order to investigate performance. Also, the performance of a lightweight attention module (squeeze-and-excitation) was evaluated. Experimental results show that the system outperforms earlier lightweight models in literature achieving an accuracy of 95.82%.
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1. Introduction

According to the World Health Organization (WHO) report [1], 1.35 million people worldwide die in traffic accidents each year. That is nearly 3 700 people dying on the world’s roads every day. "One of the most heart-breaking statistics in this report is that road traffic injury is the leading cause of death for people aged between 5 and 29 years" [1]. The report also shows that the total number of deaths increases from year to year and the most common cause behind these accidents is driver’s distraction. The use of a mobile phone while driving is widespread among young and novice drivers, adding further to the already high risk of crash and death among these groups. Telephone use while driving increases the likelihood of being involved in a crash by a factor of four, while texting increases crash risk by a factor of 23. Also, the drivers’ reaction times have also been shown to be 50% slower with telephone use than without. The National Highway Traffic Safety Administrator of United States (NHTSA) reported in 2016 the death of 3450 people and 391,000 people injured in car accidents due to distracted drivers [29]. The same report states that 481,000 passenger vehicles are driven by people using handheld cell phones during the day. In the United States, around 10 people are killed and more than 1000 are injured in road crashes that are reported to involve a distracted driver. Neither in Romania the situation is not better. The National Institute of Statistics (INS) had reported 1951 deaths and 40211 injured in road accidents with distracted drivers [15]. The number of fatalities reported to involve distracted drivers is 9 times higher in Romania than in USA reported to the population size. According to NTHSA distracted driving can be defined as "any activity that diverts attention of the driver from the task of driving" and can be classified into Manual, Visual and Cognitive distractions [5, 29]. Some examples of cognitive distractions are daydreaming and lost in thoughts. Manual distractions include talking or texting using mobile phones, eating, talking to passengers in the vehicle, drinking etc. and an example of visual distraction is sleepiness.

Nowadays, an increasing number of modern vehicles have Advanced Driver Assistance Systems (ADAS) such as stability control, traction control, lane departure warning, adaptive cruise control and anti-lock brakes. These systems are developed to prevent accidents by providing technologies that warn the driver of possible problems and keep the driver...
and passenger safe in the event of an accident. But even the latest autonomous vehicles today are not fully autonomous and require the driver to be careful and ready to take control of the steering wheel in an emergency. There are 5 levels of automated driving, of which two are considered autonomous. Most of the self-driving cars fall into category level 2 or 3 which means that a human driver must be ready to intervene when requested and must not be distracted. An example of a system being developed that falls into level 4 category is the Waymo self-driving car service. There were a few self-driving car fatalities like Tesla autopilot’s crash with the white truck-trailer in Williston, Florida in May 2016 and Uber’s self-driving car with an emergency driver behind the wheel, hit and killed a pedestrian in Arizona in March 2018. In both of these fatalities, the driver could have avoided accidents, but the evidence shows he was clearly distracted. This makes distracted driver detection an essential part of the car and can lead to the development of a new ADAS system. Detecting driver inattention is extremely important for additional prevention measures. If the vehicle could detect such distractions and then warn the driver against it, or send warning messages to the headquarters if the drivers is a professional driver, or to the insurance company than the number of road accidents can be reduced, bad habits can be detected for professional drivers and a more personalized insurance policy can be created for the vehicle.

The focus of this paper is detecting driver distractions. A Convolutional Neural Network approach is presented for this problem with different hyperparameters and activation functions. It is also attempted to introduce and attention module without adding additional computational complexity, memory impact while maintaining good accuracy.

2. Related Work

This section reviews the relevant and significant works in the literature to detect distracted drivers. According to NHTSA, the main cause of distractions is the use of mobile phones [29]. Motivated by the same thing, some researchers have tried to detect the use of mobile phone while driving. In 2011, Zhang et al. created a dataset using a camera and used the Hidden Conditional Random Fields model based on face, mouth, and hand features to detect the use of the mobile phone [43]. In 2015, Nikhil et al. created a data set for hand detection in the vehicle environment using the Aggregate Channel Features (ACF) object detector and achieved an average precision of 70.09% [8]. Seshadri et al. [35] created their own data set to detect mobile phone usage and used the Histogram of Gradients (HoG) [7] method and an AdaBoost [9] classifier and obtained a classification accuracy of 93.9%. Le et al. using the dataset above, achieved higher accuracy that is, 94.2% using the Faster-RCNN [33] deep learning model. The system is slow and their approach is based on face and hand segmentation to detect the use of the mobile phone and locate the hands on the steering wheel [21].

A significant contribution in this area has been done by University of California San Diego’s Laboratory of Intelligent and Safe Automobiles but has dealt with only three types of distraction: radio tuning, mirror adjustment and operating gear. Martin et al. presented a vision-based analysis framework that recognizes activities in the vehicle using two Kinect cameras [27]. Ohn-bar et al. proposed a fusion of classifiers where the image is to be segmented in three regions: steering wheel, gearbox and dashboard to infer real activity [30]. They also presented a region-based classification approach to detect the presence of hands in certain predefined regions in an image [31] and expanded their research to include the characteristics of the eyes [32]. However, they only considered three types of distractions.

Zhao et al. created a more inclusive driving dataset from the driver’s side position, considering four activities: driving safely, operating shift lever, eating and phone calls [44]. Authors achieved an accuracy of 90.5% using random forest and contourlet transform. The authors also proposed a system that uses PHOG and multilayer perceptrons that provide an accuracy of 94.75% [45]. In 2016, Yan et al. presented a solution based on convolutional neural networks that achieved a 99.78% classification accuracy [41]. Other CNN solutions are presented in papers [18, 28, 36] and using different datasets.

The earlier data sets have focused only on a limited set of distractions and many of them are not publicly available. StateFarm’s distracted driver detection competition on Kaggle defined ten postures to be detected [38]. This was the first set of data to consider a wide variety of distractions and was available to the public. Many approaches proposed by researchers were based on traditional hand extractors such as SIFT [26], SURF [4], HoG [7], combined with classical classifiers such as SVM [11], BoW, neural networks. However, CNNs have proven to be the most effective techniques to obtain a high accuracy [12]. But, according to the rules and regulations, the use of the data set is limited to the purpose of the contest. In 2017, Abouelnaga et al. created a new dataset similar to the StateFarm’s dataset for detecting driver distraction [2]. The authors proposed a solution using a weighted assembly of five different Convolutional Neural Networks. The system achieved good classification accuracy, but it’s too complex for real-time detection. Baheti et al. addressed this problem of complexity and reduced the number of parameters significantly and achieved an accuracy of 95.54% [3].

3. Experiment Settings

The classification performance is evaluated on two convolutional networks which have the same base architecture with different activation functions. Due to the large number of architectures, a well-known deep neural network was used as a base architecture and same hyper parameters for different activation settings and layer orders.

3.1. Dataset Description

In this paper, the dataset used was created by Abouelnaga et al. [2]. The dataset includes ten classes: sending messages...
on mobile phones using the right or left hand, talking on mobile phones with the right or left hand, adjusting the radio, eating or drinking, hair or makeup, turning back and talking to the passenger. Examples of images of each class of the dataset are shown in figure 1. The data was collected in different driving conditions from thirty-one participants from seven different countries. The data set comprises 17308 images divided into a training set (12977) and a test set (4331).

3.2. Original VGG-16 Architecture

Deep convolutional neural networks [19, 22] have led to a series of breakthroughs for image segmentation [34], image classification [37], natural language processing and many more. Since 2012, there has been a rapid progress in research and applications of CNNs because of availability of large amounts of data and the computing power. Various architectures like AlexNet [20], VGGNet [37], ResNet [10], U-Net [34] became well known. In this paper, the modified VGG-16 architecture proposed by Baheti et al. [3] was explored and modified in order to try to improve the accuracy.

VGG Net is one of the well-known CNN architectures from literature. It is well known because it is simple and deep and it worked well on image classification and image localization tasks. It is also used as a backbone or as a part of other architectures like TernarusNet [14] or S3FD [42]. The VGG-16 architecture is shown in figure 2. VGG uses 3×3 filters in all convolutional layers, 2×2 max pooling with stride 2, ReLU activation function and categorical cross-entropy loss. Initial layers of the CNN act as a feature extractor and the fully connected layers act as a classifier which classifies the input images into the predefined classes. The original model has 1000 outputs which correspond to 1000 object classes of ImageNet. In order to adapt the model to our dataset the output number needs to be modified to 10.
3.3. Activation Functions

In this section, three kinds of rectified linear units are introduced: leaky rectified linear unit (Leaky ReLU), displaced rectified linear unit (DReLU) and scaled exponential linear unit (SELU). \( x \) was used to denote the input and \( y \) to denote the corresponding output after passing the activation function. In the following subsections, each rectified unit is introduced.

3.3.1. Leaky Rectified Linear Unit

Leaky Rectified Linear Unit was first introduced by Maas et al. [24]. Formally we have:

\[
 y = \begin{cases} 
 x, & x \geq 0 \\
 \alpha x, & x < 0 
\end{cases}
\]

where \( \alpha \) is a fixed parameter in range \((1, +1)\). In the original paper, it is suggested to set \( \alpha \) to a large number.

3.3.2. Displaced Rectified Linear Units

Displaced Rectified Linear Unit [25] is a generalization of both ReLU and SReLU [6] by allowing its inflection point to move diagonally from origin to any point of the form \((-\delta, -\delta)\). The following equation defines DReLU:

\[
 y = \begin{cases} 
 x, & x \geq -\delta \\
 -\delta, & x < -\delta 
\end{cases}
\]

If \( \delta = 0 \), DReLU becomes ReLU. If \( \delta = 1 \), DReLU becomes SReLU. Based on experimental results, authors suggest to set \( \delta = 0.05 \).

3.3.3. Scaled Exponential Linear Units

Scaled Exponential Liner Units [17] are some kind of ELU [6] but with two parameters. Mathematically, we have

\[
 y = \beta \begin{cases} 
 x, & x > 0 \\
 ae^x - a, & x \leq 0 
\end{cases}
\]

\( \alpha \) and \( \beta \) are two fixed parameters, meaning the model will not backpropagate through them and they are not hyperparameters to make decisions about. \( \alpha \) and \( \beta \) are derived from the inputs and are calculated as described in the paper. For standard inputs with mean 0 and standard deviation 1 the values are: \( \alpha = 1.6732 \), \( \beta = 1.0507 \).

3.4. Modified VGG-16 Architecture

Baheti et al. modified the original VGG-16 architecture in order to reduce the total number of parameters and used various regularization techniques in order to reduce the generalization error [3]. They replaced the fully connected layers with convolutional layers because dense layers are computationally too expensive and consume most of the network parameters. In order to reduce the overfitting, they used batch normalization [16] and L2 Weight regularization as regularization techniques. They also used dropout between the group of layers as a way of reducing the overfitting by randomly dropping out some neurons in training phase.

The first modification is removing dropout. In the batch normalization paper, it is said that "the resulting networks can be trained with saturating nonlinearities, are more tolerant to increased training rates, and often do not require Dropout for regularization" [16]. Since convolutional layers have few parameters, they need less regularization to begin with. Furthermore, because of the spatial relationships encoded in the feature maps, activations can become highly correlated and this makes dropout ineffective.

The second modification that was done is adding an attention mechanism. Attention can be interpreted as a way of limiting the allocation of computational resources to the most informative components of a signal [39]. Attention mechanisms have demonstrated their utility across many tasks including image segmentation [23], image captioning [40] and others. A research for a lightweight gating mechanism that is computationally efficient was done in order to preserve the small number of parameters. This mechanism is called Squeeze-and-Excitation blocks [13]. The modified network architecture is shown in figure 3 and in some of the experiments, after each group of convolutional layers a squeeze-and-excitation module was added. Also, the L2 regularization was removed.

4. Results and Discussion

In this paper a system for distracted driver detection based on convolutional neural networks was designed. The weight initialization was done by using ImageNet pre-trained model and for the new layers random normal distribution was used. Training and testing is carried out using two NVIDIA 1080 Ti GPUs with 11GB RAM each. The batch size was 32 per GPU and the number of epochs was 32. The training was done using Stochastic Gradient Descent with a learning rate of \( 10^{-4} \), decay rate of \( 10^{-6} \) and momentum of 0.9. The framework used for model training and evaluation is Tensorflow.

Table 1 and figure 4 shows the results of the experiments.
LeakyReLU network was used as a baseline, and the convergence curve was compared with other activations. The following observations can be made based on the experiments:

a. The attention module does not add any improvement to none of the combinations

b. The activation function after batch normalization modifies the standard deviation generated by batch normalization which leads the network to converge slower

c. Network with SE module converges faster than all other variations but it fails to generalize the test data better than other variations

d. DReLU activation function reduces the vanishing gradients better than other activation functions

Table 1. Train and test accuracy for each network.

| Network              | Train Accuracy (%) | Test accuracy (%) |
|----------------------|--------------------|-------------------|
| BN + LeakyReLU       | 99.27              | 95.01             |
| LeakyReLU + BN       | 99.53              | 95.15             |
| BN + DReLU           | 99.78              | 95.43             |
| DReLU + BN           | 99.96              | 95.82             |
| SELU                 | 99.79              | 94.92             |
| BN + LeakyReLU + SE  | 99.08              | 94.74             |
| LeakyReLU + BN + SE  | 99.28              | 94.78             |
| BN + DReLU + SE      | 99.08              | 94.32             |
| DReLU + BN + SE      | 99.08              | 95.63             |

(a) Train loss

(b) Test loss
5. Conclusions

Driver distraction is a problem leading to a large number of road crashes and many deaths worldwide. Therefore, distracted driver detection becomes an essential component of the ADAS systems. In this paper, a convolutional neural network able to detect distracted drivers and also the cause of distraction was presented. A variation of VGG-16 architecture proposed for this task was modified and several activation functions and an attention mechanism were applied in order to try to increase the accuracy. With the accuracy 95.82% the proposed system outperforms the thinned version of a previous paper.

Incorporating temporal context may help in reducing the classification error. Also, in future, introducing more features like eyes orientation, head orientation correlated with signals received from the car may help in detection of cognitive distractions and visual distractions like sleepiness.

References

[1] (2018). Global status report on road safety 2018. World Health Organization, Geneva. Licence : CC BY-NC-SA 3.0 IGO.
[2] Abouelnaga, Y., Eraqi, H., and Moustafa, M. (2017). Real-time distracted driver posture classification.
[3] Baheti, B., Gajre, S., and Talbar, S. (2018). Detection of distracted driver using convolutional neural network. 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), pages 1145–11456.
[4] Bay, H., Ess, A., Tuytelaars, T., and Van Gool, L. (2008). Speeded-up robust features (surf). Comput. Vis. Image Underst., 110(3):346–359.

[5] Center for Disease Control and Prevention (2018). Distracted Driving. [online] https://www.cdc.gov/motorvehiclesafety/distracted_driving/.

[6] Clevert, D.-A., Unterthiner, T., and Hochreiter, S. (2015). Fast and accurate deep network learning by exponential linear units (elu). Under Review of ICLR2016 (1997).

[7] Dalal, N. and Triggs, B. (2005). Histograms of oriented gradients for human detection. In 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05), volume 1, pages 886–893 vol. 1.

[8] Das, N., Ohn-Bar, E., and Trivedi, M. M. (2015). On performance evaluation of driver hand detection algorithms: Challenges, dataset, and metrics. In 2015 IEEE 18th International Conference on Intelligent Transportation Systems, pages 2953–2958.

[9] Freund, Y. and Schapire, R. E. (1997). A decision theoretic generalization of on-line learning and an application to boosting. J. Comput. Syst. Sci., 55(1):119–139.

[10] He, K., Zhang, X., Ren, S., and Sun, J. (2016). Deep residual learning for image recognition. 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 770–778.

[11] Hearst, M. A. (1998). Support vector machines. IEEE Intelligent Systems, 13(4):18–28.

[12] Hssayeni, M., Saxena, S., Ptucha, R., and Savakis, A. (2017). Distracted driver detection: Deep learning vs handcrafted features. 2017:20–26.

[13] Hu, J., Shen, L., and Sun, G. (2018). Squeeze-and-excitation networks. 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7132–7141.

[14] Iglovikov, V. and Shvets, A. (2018). Ternausnet: Unet with vgg11 encoder pre-trained on imagenet for image segmentation.

[15] Institutul National de Statistica (2017). Vehicule Inmatriculate si accidente de circulatie rutiera. [online] http://www.insse.ro/cms/sites/default/files/field/publicatii/vehicule_inmatriculate_in_circulatie_si_accidente_circulatie_rutie ra_2017.pdf.

[16] Ioffe, S. and Szegedy, C. (2015). Batch normalization: Accelerating deep network training by reducing internal covariate shift.

[17] Klambauer, G., Unterthiner, T., Mayr, A., and Hochreiter, S. (2017). Self-normalizing neural networks. In Guyon, I., Luxburg, U. V., Bengio, S., Wallach, H., Fergus, R., Vishwanathan, S., and Garnett, R., editors, Advances in Neural Information Processing Systems 30, pages 971–980. Curran Associates, Inc.

[18] Kooi, D., Bedawi, S., Ou, C., and Karray, F. (2017). End-to-end deep learning for driver distraction recognition. pages 11–18.

[19] Krizhevsky, A., Sutskever, I., and Hinton, G. E. (2012a). Imagenet classification with deep convolutional neural networks. Neural Information Processing Systems, 25.

[20] Krizhevsky, A., Sutskever, I., and Hinton, G. E. (2012b). Imagenet classification with deep convolutional neural networks. In Pereira, F., Burges, C. J. C., Bottou, L., and Weinberger, K. Q., editors, Advances in Neural Information Processing Systems 25, pages 1097–1105. Curran Associates, Inc.

[21] Le, T. H. N., Zheng, Y., Zhu, C., Luu, K., and Savvides, M. (2016). Multiple scale faster-rcnn approach to driver’s cellphone usage and hands on steering wheel detection. In 2016 IEEE Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), pages 46–53.

[22] LeCun, Y., Boser, B., Denker, J. S., Henderson, D., Howard, R. E., Hubbard, W., and Jackel, L. D. (1989). Backpropagation applied to handwritten zip code recognition. Neural Computation, 1(4):541–551.

[23] Li, H., Xiong, P., An, J., and Wang, L. (2018). Pyramid attention network for semantic segmentation.

[24] Maas, A. L., Hannun, A. Y., and Ng, A. Y. (2013). Rectifier nonlinearities improve neural network acoustic models. In in ICML Workshop on Deep Learning for Audio, Speech and Language Processing.

[25] Macêdo, D., Zanchettin, C., Oliveira, A., and Ludermir, T. (2019). Enhancing batch normalized convolutional networks using displaced rectifier linear units: A systematic comparative study. Expert Systems with Applications, 124.

[26] Maestas, D. R., Lumia, R., Starr, G., and Wood, J. (2010). Scale invariant feature transform (sift) parametric optimization using taguchi design of experiments. In Proceedings of the Third International Conference on Intelligent Robotics and Applications - Volume Part I, ICIRA’10, pages 630–641, Berlin, Heidelberg. Springer-Verlag.

[27] Martin, S., Ohn-Bar, E., Tawari, A., and Trivedi, M. M. (2014). Understanding head and hand activities and coordination in naturalistic driving videos. In 2014 IEEE Intelligent Vehicles Symposium Proceedings, pages 884–889.

[28] Masood, S., Rai, A., Aggarwal, A., Doja, M., and Ahmad, M. (2018). Detecting distraction of drivers using convolutional neural network. Pattern Recognition Letters.

[29] National Highway Traffic Safety Administrator of United States (2018). Distracted Driving. [online] https://www.nhtsa.gov/risky-driving/distracted-driving.

[30] Ohn-Bar, E. (2013). Driver hand activity analysis in naturalistic driving studies: challenges, algorithms, and experimental studies. 22:1119.

[31] Ohn-Bar, E., Martin, S., Tawari, A., and Trivedi, M. M. (2014). Head, eye, and hand patterns for driver activity recognition. In 2014 22nd International Conference on Pattern Recognition, pages 660–665.

[32] Ohn-Bar, E. and Trivedi, M. (2013). In-vehicle hand activity recognition using integration of regions. In 2013 IEEE Intelligent Vehicles Symposium (IV), pages 1034–1039.

[33] Sen, S., He, K., Girshick, R., and Sun, J. (2015). Faster r-cnn: Towards real-time object detection with region proposal networks. In Proceedings of the 28th International Conference on Neural Information Processing Systems -Volume 1, NIPS’15, pages 91–99, Cambridge, MA, USA. MIT Press.
8 Vlad Tamas and Vistrian Maties: Real-Time Distracted Drivers Detection Using Deep Learning

[34] Ronneberger, O., Fischer, P., and Brox, T. (2015). Unet: Convolutional networks for biomedical image segmentation. CoRR, abs/1505.04597.

[35] Seshadri, K., Juefei-Xu, F., Pal, D. K., Savvides, M., and Thor, C. P. (2015). Driver cell phone usage detection on strategic highway research program (shrp2) face view videos. In 2015 IEEE Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), pages 35–43.

[36] Sheng, W., Tran, D., Do, H., Bai, h., and Chowdhary, G. (2018). Real-time detection of distracted driving based on deep learning. IET Intelligent Transport Systems, 12.

[37] Simonyan, K. and Zisserman, A. (2014). Very deep convolutional networks for large-scale image recognition.

[38] State Farm (2016). State Farm Distracted Driver Detection. [online] https://www.kaggle.com/c/state-farmdistracted-driver-detection.

[39] Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, L. u., and Polosukhin, I. (2017). Attention is all you need. In Guyon, I., Luxburg, U. V., Bengio, S., Wallach, H., Fergus, R., Vishwanathan, S., and Garnett, R., editors, Advances in Neural Information Processing Systems 30, pages 5998–6008. Curran Associates, Inc.

[40] Xu, K., Ba, J., Kiros, R., Cho, K., Courville, A., Salakhudinov, R., Zemel, R., and Bengio, Y. (2015). Show, attend and tell: Neural image caption generation with visual attention. In Bach, F. and Blei, D., editors, Proceedings of the 32nd International Conference on Machine Learning, volume 37 of Proceedings of Machine Learning Research, pages 2048–2057, Lille, France. PMLR.

[41] Yan, C., Zhang, B., and Coenen, F. (2015). Driving posture recognition by convolutional neural networks. In 2015 11th International Conference on Natural Computation (ICNC), pages 680–685.

[42] Zhang, S., Zhu, X., Lei, Z., Shi, H., Wang, X., and Li, S. (2017). S'fd: Single shot scale-invariant face detector.

[43] Zhang, X., Zheng, N., Wang, F., and He, Y. (2011). Visual recognition of driver hand-held cell phone use based on hidden crf. In Proceedings of 2011 IEEE International Conference on Vehicular Electronics and Safety, pages 248–251.

[44] Zhao, C. H., Zhang, B. L., He, J., and Lian, J. (2012). Recognition of driving postures by contourlet transform and random forests. IET Intelligent Transport Systems, 6(2):161–168.

[45] Zhao, C. H., Zhang, B. L., Zhang, X. Z., Zhao, S. Q., and Li, H. X. (2013). Recognition of driving postures by combined features and random subspace ensemble of multilayer perceptron classifiers. Neural Computing and Applications, 22(1):175–184.