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Abstract  Batch codes are a family of codes that represent a distributed storage system (DSS) of $n$ nodes so that any batch of $t$ data symbols can be retrieved by reading at most one symbol from each node. Fractional repetition codes are a family of codes for DSS that enable efficient uncoded repairs of failed nodes. In this work these two families of codes are combined to obtain fractional repetition batch (FRB) codes which provide both uncoded repairs and parallel reads of subsets of stored symbols. In addition, new batch codes which can tolerate node failures are considered. This new family of batch codes is called erasure combinatorial batch codes (ECBCs). Some properties of FRB codes and ECBCs and examples of their constructions based on transversal designs and affine planes are presented.
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1 Introduction

In distributed storage systems (DSS) information is stored across a network of nodes in such a way that a user (data collector) can retrieve the stored data even if some system nodes fail. To provide reliability against node failures, data redundancy based on different types of erasure codes is introduced in such systems. Moreover, to provide an efficient repair of a single failed node (the most common case in DSS), a new family of erasure codes for DSS, called regenerating codes, was presented in [4]. Two types of regenerating codes, minimum storage regenerating (MSR) and minimum bandwidth regenerating (MBR) [4] codes, were introduced to

N. Silberstein is with the Department of Computer Science, Technion, Haifa 32000, Israel, e-mail: natalys@cs.technion.ac.il
This research was supported in part by the Fine Fellowship and by the Israeli Science Foundation (ISF), Jerusalem, Israel, under Grant 10/12.
optimize the storage overhead and repair bandwidth, respectively (for constructions see [4, 5, 12, 13] and references therein). In particular, a regenerating code $C$ is used to store a file on $n$ nodes, where each node stores $\alpha$ symbols from a finite field $\mathbb{F}_q$, such that a data collector can recover the stored file from any set of $k < n$ nodes. A single failed node can be repaired by downloading $\beta \leq \alpha$ symbols from any node in a set of size $d$, $k \leq d \leq n - 1$, of surviving nodes. Note that any random set of $d$ nodes can be used to repair a failed node.

Fractional repetition (FR) codes [6] are a family of codes for DSS which allow for uncoded repairs (no decoding is needed), while relaxing the requirement of random $d$-set for repairs by making it table based instead. This relaxation allows for increasing the amount of data that can be stored by using FR codes when compared to MBR codes, while having the same repair bandwidth. When an $(n, k, \alpha, \rho)$ FR code $C$ is used to store a file $f \in \mathbb{F}_q^M$ of size $M$, $f$ is first encoded to a codeword $c_f$ of a $(\theta, M)$ maximum distance separable (MDS) code [8], with $\theta = n\alpha / \rho$. Next, $\theta$ symbols of the MDS codeword $c_f$ are placed on $n$ nodes, each of size $\alpha$, as follows. Let $N_1, \ldots, N_n$ be a collection of subsets of size $\alpha$ of the set $[\theta] := \{1, 2, \ldots, \theta\}$, such that every element in $[\theta]$ appears in exactly $\rho$ subsets. Then node $i$ stores the symbols of $c_f$ indexed by the subset $N_i$. An FR code should satisfy the requirement that from any set of $k$ nodes it is possible to reconstruct the stored file, that is, $M = \min_{|I| = k} |\bigcup_{i \in I} N_i|$. Note that for FR codes it holds that $\alpha = d$ and $\beta = 1$, since when some node $i$ fails, it can be repaired by using $\alpha$ other nodes which store common symbols with node $i$. Constructions of FR codes based on different types of regular graphs and combinatorial designs can be found in [6, 9, 11, 14].

Batch codes [7] are a family of codes for DSS which store $\theta$ (encoded) data symbols on $n$ system nodes in such a way that any batch of $t$ data symbols can be decoded by reading at most one symbol from each node, while keeping the total storage over all $n$ nodes equal to $N$. A $\rho$-uniform combinatorial batch code (CBC), denoted by $\rho-(\theta, N = \rho\theta, t, n)$, is a batch code where each node stores a subset of data symbols, that is decoding is performed only by reading items from the nodes, and each symbol is stored in exactly $\rho$ nodes [7, 10]. These codes were studied in [2, 3, 7, 10, 15].

In this work, we consider two new families of codes for DSS. The first family, called fractional repetition batch (FRB) codes, is based on the combination of FR and combinatorial batch codes and hence has the properties of both FR and batch codes simultaneously: FRB codes allow for uncoded efficient repairs and load balancing in partial data reconstruction which can be performed by several users independently and in parallel. The second family of codes, called erasure combinatorial batch codes (ECBCs), allow for recovery of any batch of $t$ data symbols even in presence of nodes failures, by reading at most one symbol from the remaining available nodes. ECBCs generalize the original batch codes [7, 10] which require all the nodes in a system to be always available for accessing their stored data. We analyze the properties of incidence matrices of FRB codes and ECBCs and present the necessary and sufficient conditions on the structure of these codes. We provide constructions for FRB codes and ECBCs based on transversal designs and affine planes.
The rest of this paper is organized as follows. In Section 2 we define FRB codes, consider properties of their incidence matrices and provide some examples of their constructions. In Section 3 we define ECBCs, discuss their properties and describe codes based on affine planes and transversal designs. Conclusions and problems for future research are given in Section 4.

2 Fractional Repetition Batch Codes

In this section we consider a new family of codes for DSS, called FRB codes, which combine the properties of both FR and combinatorial batch codes.

Let $f \in \mathbb{F}_q^M$ be a file of size $M$ and let $c_f \in \mathbb{F}_q^\theta$ be a codeword of an $(\theta, M)$ MDS code which encodes the data $f$. Let $\{N_1, \ldots, N_n\}$ be a collection of $\alpha$-subsets of a set $[\theta]$. A $\rho - (n, M, k, \alpha, t)$ fractional repetition batch (FRB) code $C$ represents a system of $n$ nodes with the following properties:

1. Every node $i$, $1 \leq i \leq n$, stores $\alpha$ symbols of $c_f$ indexed by $N_i$;
2. Every symbol of $c_f$ is stored on $\rho$ nodes;
3. From any set of $k$ nodes it is possible to reconstruct the stored file $f$, in other words, $M = \min_{|I|=k} |\cup_{i \in I} N_i|$;
4. Any batch of $t$ symbols from $c_f$ can be retrieved by downloading at most one symbol from each node.

Note that the total storage over all $n$ nodes needed to store a file $f$ equals to $n\alpha = \theta \rho$. The general coding scheme for an FRB code is shown in Fig. 1.

Remark 1. Note that while in a classical batch code any $t$ data symbols can be retrieved, in a FRB code any batch of $t$ coded symbols can be retrieved. In particular, when a systematic MDS code is chosen for an FRB code, the data symbols can be easily retrieved.

Now we consider the matrix representation of FRB codes which follows from the matrix representation of FR and combinatorial batch codes. The incidence matrix of a $\rho - (n, M, k, \alpha, t)$ FRB code $C$, denoted by $I(C)$, is a binary $n \times \theta$ matrix with rows and columns indexed by the nodes and symbols of an MDS codeword, respectively, such that $(I(C))_{i,j} = 1$ if and only if node $i$ contains symbol $j$ of $c_f$. In other words, the $i$th row of $I(C)$ is the incidence vector of the set $N_i$. Note that the number of ones in each row is $\alpha$ and the number of ones in each column is $\rho$ in this matrix.

In the following, we obtain the necessary and sufficient conditions on a binary matrix to be the incidence matrix of an FRB code. Let $A$ be a binary matrix, and let $S$ and $T$ be some subsets of rows and columns of $A$, respectively. Let $A_{S,T}$ be a submatrix of $A$ with rows and columns indexed by $S$ and $T$. We say that a set $T$ of columns covers a set $S$ of rows if there is no all-zero row in $A_{S,T}$. Similarly, a set $S$ of rows covers a set $T$ of columns if there is no all-zero column in $A_{S,T}$.

The next theorem follows from the properties of incidence matrices for combinatorial batch and FR codes (see [2, 10, 14] for details).
**Theorem 1.** An \( n \times \theta \) binary matrix \( A \) with \( \alpha \) ones in each row and \( \rho \) ones in each column is the incidence matrix of a \( \rho - (n, M, k, \alpha, t) \) FRB code if and only if the following two conditions hold:

1. Any \( i \) columns of \( A \), \( 1 \leq i \leq t \), cover at least \( i \) rows;
2. Any \( k \) rows of \( A \) cover at least \( M \) columns.

If we consider the incidence matrix of an FRB code as the biadjacency matrix of a bipartite graph, where the left vertex set \( L \) corresponds to the rows (nodes) and the right vertex set \( R \) corresponds to the columns (codeword symbols) of the matrix, then the conditions of Theorem 1 can be formulated as follows.

**Corollary 1.** A biadjacency matrix of a bipartite graph \( G = (L \cup R, E) \), \( |L| = n \), \( |R| = \theta \), with the left degree \( \alpha \) and right degree \( \rho \), is the incidence matrix of a \( \rho - (n, M, k, \alpha, t) \) FRB code if and only if the following two conditions hold:

1. Any subset \( T \subseteq R \) of at most \( t \) vertices has at least \( |T| \) neighbours in \( L \);
2. Any subset \( S \subseteq L \) of \( k \) vertices has at least \( M \) neighbours in \( R \).

**Remark 2.** The construction of batch codes based on unbalanced expander graphs was proposed in [7]. To construct an FRB code, we need a bipartite expander with two different expansion factors, 1 and \( M/k \), for two sides \( R \) and \( L \) of a graph, respectively.
2.1 Constructions of FRB codes

In this subsection, we consider constructions of FRB codes based on optimal FR codes and optimal uniform CBCs. We say that an FR code is an optimal code if it can store a file of maximum size, i.e., it maximizes \( M = M(n,k,\alpha,\rho) \) (see [6, 14] for details). We say that a uniform combinatorial batch code is an optimal code if it stores the maximum number of symbols, i.e., it maximizes \( \theta = \theta(n,\rho,t) \) (see [2, 10, 15]).

It was proved recently [15] that combinatorial batch codes based on some transversal designs are (near) optimal CBCs. Moreover, it was shown that FR codes based on transversal designs are optimal FR codes [14]. Therefore, it is natural to consider FRB codes based on transversal designs.

A transversal design (TD) of group size \( h \) and block size \( \ell \), denoted by \( TD(\ell,h) \), is a triple \((P,G,B)\), where
1. \( P \) is a set of \( \ell h \) points;
2. \( G \) is a partition of \( P \) into \( \ell \) sets (groups), each one of size \( h \);
3. \( B \) is a collection of \( \ell \)-subsets of \( P \) (blocks);
4. each block meets each group in exactly one point;
5. any pair of points from different groups is contained in exactly one block.

It follows from the definition of TD that the number of blocks in \( TD(\ell,h) \) is \( h^2 \) and the number of blocks that contain a given point is \( h \). [1]. The incidence matrix \( I_{TD} \) of \( TD(\ell,h) \) is the \( \ell h \times h^2 \) binary matrix where columns are incidence vectors of the blocks. A TD(\( \ell,h \)) is called resolvable if the set \( B \) can be partitioned into sets \( B_1, \ldots, B_h \), each one contains \( h \) blocks, such that each element of \( P \) is contained in exactly one block of each \( B_i \). Resolvable TD(\( \ell,h \)) is known to exist for any \( \ell \leq h \) and prime power \( h \) [1].

Next we consider an FRB code \( C_{TD} \) such that its incidence matrix is the incidence matrix of TD. Based on the properties of uniform CBCs and FR codes constructed from different TDs [14, 15], we obtain the following result.

**Theorem 2.**

1. Let \( TD(2,\alpha) \) be a TD with \( \alpha > 2 \). Then \( C_{TD} \) is a \( 2 - (2\alpha,M,k,\alpha,5) \) FRB code with \( M = k\alpha - \left\lfloor \frac{\alpha^2}{4} \right\rfloor \).
2. Let \( TD(\alpha - 1,\alpha) \) be a resolvable TD, for a prime power \( \alpha \). Then \( C_{TD} \) is a \( \alpha - 1 - (\alpha^2 - \alpha,M,k,\alpha,\alpha^2 - \alpha - 1) \) FRB code with \( M \geq k\alpha - \left\lfloor \frac{\alpha}{2} \right\rfloor + (\alpha - 1)\left( \frac{\alpha}{2} \right) + xy \), where \( x, y \geq 0 \) are integers which satisfy \( k = x(\alpha - 1) + y, y \leq \alpha - 2 \).

**Example 1.** We consider the FRB code based on TD(3,4). By Theorem 2, for \( k = 4 \) we have a \( 3 - (12,11,4,4,11) \) FRB code, which stores a file of size 11 and which allows for parallel reads of any (coded) 11 symbols.

In general, when a given FR code is considered as a batch code, determining its parameter \( t \) (the number of symbols that can be read in parallel) is a nontrivial task. Similarly, for a given batch code it is difficult to find the parameter \( M \) (the file size)
for any k. In the following, we consider a FRB code based on TD(3, α), where every symbol is replicated 3 times. For this code, the parameter M is given in [14]. We obtain the upper and lower bounds on t in the following theorem.

**Theorem 3.** The FRB code based on TD(3, α) is a 3 − (3α, M, k, α, t) code, where 6 ≤ t ≤ 2α + 1 for α ≥ 7 and t = 12 for α = 5. The file size is given by $M = kα - \binom{q}{2} + 3\binom{q}{1} + xy$, for $x, y \geq 0$ such that $k = 3x + y$ and $y \leq 2$.

**Proof.** The parameters $n, ρ, α$ and $M$ follow from the properties of TD(3, α) and FR codes based on TDs [14]. The lower bound on $t$ follows from Theorem 2.1. To prove the upper bound on $t$ one can consider a specific structure of an incidence matrix for TD and show that there are 2α + 2 columns that cover only 2α + 1 rows. □

In the rest of this section we consider FRB codes obtained from affine planes. The optimality of uniform combinatorial batch codes based on affine planes was proved in [15].

An **affine plane** of order s, denoted by $A(s)$, is a set system $(X, S)$, where $X$ is a set of $|X| = s^2$ points, $S$ is a a collection of s-subsets (blocks) of $X$ of size $|S| = s(s + 1)$, such that each pair of points in $X$ occur together in exactly one block of $S$. An affine plane is called **resolvable**, if the set $S$ can be partitioned into $s + 1$ sets of size $s$, called parallel classes, such that every element of $X$ is contained in exactly one block of each class. It is well known [1] that if $q$ is a prime power, then there exists a resolvable affine plane $A(q)$.

**Theorem 4.** Let $A(q)$ be an affine plane and let $I(A)$ be its $q^2 \times (q^2 + q)$ incidence matrix. Then the FRB code $C_{A}$ with the incidence matrix equal to $I(A)$ is a $q - (q^2, k(q + 1) - \binom{q}{2}, k, q + 1, q^2)$ FRB code.

**Proof.** The parameters $ρ, n, α$ and $t$ follow from the properties of the batch code based on $A(q)$ [15]. Since any two points of $A(q)$ belong to exactly one block and hence any two rows of $I(A)$ intersect, it follows that the file size is $k(q + 1) - \binom{q}{2}$. □

## 3 Erasure Combinatorial Batch Codes

In this section we consider uniform combinatorial batch codes which can tolerate node failures (erasures). We call such batch codes **erasure batch codes**. Specifically, we define a $ρ - (θ, N = ρθ, t, n, Δ)$ uniform erasure combinatorial batch code (ECBC) to be a code which stores $θ$ data symbols on $n$ nodes, such that each symbol is stored on $ρ$ nodes and for any given set of $Δ$ failed nodes, any batch of $t$ symbols can be retrieved by reading at most one symbol from each one of $n - Δ$ available nodes, while keeping the total storage equal to $N$. Note that it should hold that $Δ ≤ ρ - 1$.

**Remark 3.** Note that if any set of $Δ$ nodes contains at most $t$ different symbols, then it is possible to correct any $Δ$ erasures, i.e., to repair $Δ$ failed nodes by reading at most one symbol from every available node.
Similarly to Theorem 1, we provide the necessary and sufficient conditions on a binary matrix to be the incidence matrix of a uniform ECBC.

**Theorem 5.** An \( n \times \theta \) binary matrix \( A \) with \( \rho \) ones in each column is the incidence matrix of a \( \rho - (\theta, N, t, n, \Delta) \) uniform ECBC if and only if any \( i \) columns of \( A \), \( 1 \leq i \leq t \), cover at least \( i + \Delta \) rows.

Based on Theorem 5 and resolvability of \( A(q) \) [1] we have the following result.

**Theorem 6.** Let \( A(q) \) be an affine plane and let \( I(A) \) be its \( q^2 \times (q^2 + q) \) incidence matrix. Then the code \( C_A^E \) with the incidence matrix equal to \( I(A) \) is a \( q - (q^2 + q, q^3 + q^2, t, q^2, q - 1) \) uniform ECBC, where \( \frac{q^2 - q + 2}{2} \leq t \leq q^2 - q \).

**Proof.** The parameters \( \rho, \theta, N, n \) follow from the properties of \( A(q) \), and \( \Delta \) is the largest possible. To prove the upper bound on \( t \) we consider a set of erased nodes which correspond to \( q - 1 \) points of a block \( b \) of \( A(q) \). Let \( p \in b \) be the point which was not erased. If we take one block in the parallel class which contains \( b \) and \( q - 1 \) blocks which do not contain \( p \) in each one of \( q \) other parallel classes, then the corresponding \( q^2 - q + 1 \) columns of \( I(A) \) cover at most \( q^2 - 1 \) rows, thus by Theorem 5, \( t \leq q^2 - q \). To prove the lower bound on \( t \) we note that any \( q \) columns of \( I(A) \) cover at least \( q^2 - \left( \frac{q}{2} \right) \) rows (since there are \( q \) blocks of \( A(q) \) which pairwise intersect). Then since \( \frac{q^2 - q + 2}{2} \geq q \) for \( q \geq 2 \), any \( i \) columns, where \( q \leq i \leq \frac{q^2 - q + 2}{2} \), cover at least \( q^2 - \left( \frac{q}{2} \right) = \frac{q^2 - q + 2}{2} + (q - 1) \geq i + (q - 1) \) rows. For \( i \leq q - 1 \) it holds that any \( i \) columns cover at least \( iq - \left( \frac{i}{2} \right) \geq i + (q - 1) \) rows, which completes the proof. \( \square \)

Now we consider a uniform ECBC \( C_{TD}^E \) based on a transversal design, i.e., the code with the incidence matrix equal to the incidence matrix of TD. Similarly to Theorems 2 and 3 one can prove the following result.

**Theorem 7.**

- Let \( TD(2, \alpha) \) be a TD with \( \alpha > 2 \). Then the code \( C_{TD}^E \) is a \( 2 - (\alpha^2, 2\alpha^2, 3, 2\alpha, 1) \) uniform ECBC.
- Let \( TD(3, \alpha) \) be a TD with \( \alpha > 3 \). Then the code \( C_{TD}^E \) is a \( 3 - (\alpha^2, 3\alpha^2, t, 3\alpha, 2) \) uniform ECBC, where \( 4 \leq t \leq 2\alpha - 2 \) for \( \alpha \geq 6 \), \( t = 9 \) for \( \alpha = 5 \), and \( t = 8 \) for \( \alpha = 4 \).

**4 Conclusion and Future Work**

This paper introduces two new families of erasure codes for distributed storage systems, namely fractional repetition batch codes and uniform erasure combinatorial batch codes. FRB codes have the properties of both FR and batch codes allowing for uncoded repairs of failed system nodes and parallel reads of subsets of data symbols. Uniform ECBCs have the properties of combinatorial batch codes even in
presence of system nodes failures. We provide the matrix description of these codes and present constructions based on transversal designs and affine planes.

We conclude with a list of open problems for future research.

1. Find an upper bound on $t$ and $M$ given other parameters $\{n, \rho, \alpha, k\}$ for an FRB code;
2. Given the set of parameters $\{n, \rho, \alpha, k\}$, construct a $\rho - (n, M, k, \alpha, t)$ FRB code with the maximum $M$ and $t$;
3. Find the exact values of $t$ for FRB codes and ECBCs based on transversal designs and affine planes.
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