Reducing rejection exponentially improves Markov chain Monte Carlo sampling
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The choice of transition kernel critically influences the performance of the Markov chain Monte Carlo method. Despite the importance of kernel choice, guiding principles for optimal kernels have not been established. Here, we propose a one-parameter rejection control transition kernel that can be applied to various Monte Carlo samplings and demonstrate that the rejection process plays a major role in determining the sampling efficiency. Varying the rejection probability, we examine the autocorrelation time of the order parameter in the two- and three-dimensional ferromagnetic Potts models. Our results reveal that reducing the rejection rate leads to an exponential decrease in autocorrelation time in sequential spin updates and an algebraic reduction in random spin updates. The autocorrelation times of conventional algorithms almost fall on a single curve as a function of the rejection rate. The present transition kernel with an optimal parameter provides one of the most efficient samplers for general cases of discrete variables.

I. INTRODUCTION

The choice of the transition kernel, or the transition probability, is paramount to enhancing the efficiency of the Markov chain Monte Carlo (MCMC) method [1, 2]. An optimally tailored transition kernel can expedite convergence to the target distribution and markedly decrease autocorrelation, thereby enhancing the overall effectiveness of the sampling process. The transition kernel is chosen to ensure global balance, which guarantees the invariance of a target distribution from which the states are sampled. Global balance is not a tight condition, leaving much room for optimization. In many applications, detailed balance, or reversibility, is additionally imposed as a sufficient condition for global balance. Although detailed balance is not necessary for sampling from a stationary distribution [3], it becomes easy to set an appropriate transition kernel thanks to the reversibility. Many reversible samplers have been proposed and tested, such as the Metropolis algorithm [4], the heat bath algorithm [5, 6], the Metropolized Gibbs sampler [7], and the iterative Metropolized Gibbs sampler [8]. Recently, several nonreversible samplers have been developed to achieve faster convergence and smaller statistical errors, such as the Suwa–Todo algorithm [9], lifting techniques [10–14], and the event-chain Monte Carlo method [15, 16]. However, guiding principles for optimal transition kernels have not been established. For a finite state space spanned by discrete variables, the autocorrelation time can be represented by the eigenvalues of the transition matrix [8, 17]. The optimization problem of the transition matrix is equivalent to controlling eigenvalues by tuning matrix elements, which is highly nontrivial for a huge matrix typical of statistical mechanical problems.

Rejection minimization algorithms have been shown to outperform Metropolis and heat bath algorithms in several models [9, 18, 19]. Because it should be favorable to allow exploring the state space quickly in the MCMC update, the rejection process, leaving the configuration unchanged, naturally deteriorates the sampling efficiency. It is mathematically proved that a reversible transition matrix with larger off-diagonal elements produces a smaller asymptotic variance, that is, a higher sampling efficiency [17]. This mathematical theorem implies that decreasing diagonal elements, namely rejection probabilities, provides a better sampler. However, this theorem does not apply to nonreversible cases. Detailed studies on the relationship between the rejection rate and the sampling efficiency are lacking. Thus, it is desirable to develop an approach to controlling the rejection probability and conduct a systematic study of the effect of the rejection process.

Here, we propose a one-parameter transition kernel that controls the rejection probability in the MCMC method. The single parameter determines the shift in the cumulative distribution of the configuration weights. The present algorithm always holds the global balance and additionally ensures the detailed balance with a particular parameter choice. We can easily find optimal parameters to minimize the rejection probability. Reviewing the optimization problem and previous approaches in Sec. II, we present our approach in a graphical picture and an analytical expression in Sec. III. The effect of rejection on sampling efficiency is investigated for the square lattice and the simple cubic lattice ferromagnetic Potts models in Sec. IV. As the rejection probability is reduced, the sampling efficiency improves exponentially in the sequential spin update and algebraically in the random spin update. The autocorrelation times of the reference algorithms almost collapse onto a single curve as a function of the rejection rate, indicating that the rejection process is a major factor in determining the sampling efficiency of the MCMC method. The present paper is concluded in Sec. V.
II. PROBABILITY OPTIMIZATION

We here briefly review the optimization problem of the transition kernel and previous approaches. Let us consider a finite state space $S$ spanned by discrete state variables and a Monte Carlo sampling from a target distribution $\pi : S \to \mathbb{R}$. Our task is to optimize the transition kernel, or the transition matrix $P$, under the condition of distribution invariance, namely the global balance [3]:

$$\pi_i = \sum_{j \in S} \pi_j P_{ji} \quad \forall i \in S,$$

where $\pi_i$ is the weight, or the measure, of state $i \in S$, $P_{ji}$ is the transition probability from $j$ to $i$, and $\sum_i P_{ji} = 1$. If a transition matrix satisfies the detailed balance condition,

$$\pi_j P_{ji} = \pi_i P_{ij} \quad \forall i, j \in S,$$

it is called reversible with respect to $\pi$. Detailed balance is sufficient for global balance but not necessary.

In the MCMC method, one needs to reduce the autocorrelation between samples. The autocorrelation function [1, 2] of an observable $O$ is defined by

$$A_O(t) = \frac{\langle O_{t+1} O_t \rangle - \langle O \rangle^2}{\langle O^2 \rangle - \langle O \rangle^2},$$

where $O_t$ is the sample of the observable at the $t$th Monte Carlo step, and $\langle \cdot \rangle$ denotes the Monte Carlo average. This function (3) becomes almost independent of $i$ after thermalization or burn-in. In many cases, the autocorrelation function decays exponentially for large $t$: $A_O(t) \sim e^{-t/\tau_{\text{exp},O}}$, where $\tau_{\text{exp},O} = -1/\ln |\lambda_2|$ is the exponential autocorrelation time, given by the second largest eigenvalue $\lambda_2$ of the transition matrix under the assumption that the observable $O$ has a nonzero projection onto the corresponding eigenstate. The sampling efficiency of the MCMC method can be quantified by the integrated autocorrelation time:

$$\tau_{\text{int},O} = \frac{1}{2} + \sum_{t=1}^{\infty} A_O(t).$$

For reversible cases, it is straightforward to obtain the relation between the integrated autocorrelation time and the eigenvalues of the transition matrix [8, 17]. Thus, the transition kernel optimization problem is equivalent to controlling the eigenvalues of a transition matrix by tuning the matrix elements [20, 21], which is highly nontrivial for a large matrix.

Fortunately, Peskun’s theorem [17] provides a practical route to improving reversible Markov chains. Let us define an order of matrices: $P_2 \geq P_1$ for any two transition matrices if each of the off-diagonal elements of $P_2$ is greater than or equal to the corresponding off-diagonal elements of $P_1$. The following is Theorem 2.1.1 of Ref. [17].

**Theorem 1 (Peskun)** Suppose each of the irreducible transition matrices $P_1$ and $P_2$ is reversible for a same invariant probability distribution $\pi$. If $P_2 \geq P_1$, then, for any $f$,

$$v(f, P_1, \pi) \geq v(f, P_2, \pi),$$

where

$$v(f, P, \pi) = \lim_{M \to \infty} M \operatorname{Var}(\hat{I}_M),$$

and $\hat{I}_M = \sum_{i=1}^{M} f(x_i)/M$ is an estimator of $I = \mathbb{E}_\pi[f]$ using $M$ samples, $x_1, x_2, ..., x_M$, of the Markov chain generated by $P$.

Thus, larger off-diagonal elements yield a smaller asymptotic variance $v$, leading to a smaller statistical error.

According to this theorem, a modified Gibbs sampler was proposed called the Metropolized Gibbs sampler [7, 8]. In the standard Gibbs sampler [5, 6], or the heat bath algorithm, the next state is chosen with a probability proportional to its weight independently of the current state. In the Metropolized Gibbs sampler, a state is proposed with a probability proportional to its weight, excluding the current state [22]. The proposed state is then accepted or rejected by the Metropolis algorithm (filter). The resulting transition probability, which is the product of the proposal and the acceptance probabilities, is given by

$$P_{ji}^{\text{MG}} = \min \left( \frac{\pi_i}{1 - \pi_j}, \frac{\pi_j}{1 - \pi_i} \right) \quad \forall i \neq j,$$

where the states are ordered such that $\pi_1 \leq \pi_2 \leq \cdots \leq \pi_n$, and $n$ is the number of possible states. Here, we assume that the weights are normalized: $F_n = \sum_{i=1}^{n} \pi_i = 1$. Otherwise, the denominators $1 - \pi_j$ and $1 - \pi_i$ in Eq. (7) are replaced with $F_n - \pi_j$ and $F_n - \pi_i$, respectively. Normalizing the weights is nontrivial for a large $n$ but easy for a small $n$, such as in updating a local variable. For example, as studied in the following, we set $n = q$ for the single spin update of the $q$-state Potts model. The diagonal elements are determined from Eq. (7) and the probability conservation $\sum_i P_{ii} = 1$. It then follows that $P_{ii}^{\text{MG}} \geq P_i^{G}$, where $P_i^{G}$ is the transition matrix of the Gibbs sampler. Therefore, the Metropolized Gibbs sampler is more efficient than the Gibbs sampler. Note that the Metropolized Gibbs sampler reduces to the Metropolis algorithm for $n = 2$.

Let us define the rejection process as the process in which the next state is the same as the current state. The rejection probability is thus given by the diagonal elements of the transition matrix. The above transition probabilities (7) always lead to $P_{ii}^{\text{MG}} = 0$; the rejection probability for the smallest-weight state becomes zero, which is called the Metropolization for this state.

Interestingly, we can iterate this Metropolization scheme for other states and set $P_{ii} = 0$ for $1 \leq i \leq n$. The corresponding sequence of acceptance probabilities for the smallest-weight states yields a new set of acceptance probabilities when $n = 2$.

Theorem 1 provides a practical way to improve the efficiency of the MCMC method by allowing the probability of accepting a transition to be greater than the corresponding off-diagonal elements. This theorem is often used in practice, and it is essential for understanding the Metropolized Gibbs sampler. The Metropolized Gibbs sampler reduces to the Metropolis algorithm for $n = 2$.
The resultant transition probabilities are given by

\[
P_{ji}^{\text{MG}} = \begin{cases} 
y_i & (i < j) \\
\frac{\pi_i y_j}{\sum_{k=1}^{n-1} y_k} & (i > j) \\
1 - \sum_{k=1}^{n-1} y_k & (i = j = n) \\
0 & (i = j < n),
\end{cases}
\]

where \( y_1 = \pi_1/(1 - \pi_1) \) and

\[
y_j = \frac{1 - \sum_{k=1}^{j-1} y_k \pi_j}{1 - \sum_{k=1}^{n} \pi_k} \quad (1 < j < n),
\]

which we call the iterative Metropolized Gibbs sampler. Here we again assume that the weights are normalized. This iterative sampler is generally more efficient than the simple Metropolized Gibbs sampler: \( P_{i\rightarrow j}^{\text{MG}} \geq P_{i\rightarrow j}^{\text{MG}} \).

Meanwhile, a rejection-minimization algorithm [9] was proposed using the geometric allocation approach, which we call the Suwa–Todo algorithm. This algorithm and related rejection-minimization approaches were tested for several physical models and shown to be more efficient than the Metropolis algorithm, the heat bath algorithm, and even the iterative Metropolized Gibbs sampler [9, 18]. The Suwa–Todo algorithm produces a nonreversible Markov chain, so Peskun’s theorem does not apply to it.

Questions here are how much the rejection probability influences the efficiency of the MCMC method and whether the rejection process plays a major role in determining the efficiency for both reversible and nonreversible samplers. The primary purpose of the present paper is to answer these questions.

III. ONE-PARAMETER REJECTION CONTROL TRANSITION KERNEL

To study how the rejection process affects the efficiency of the MCMC method and to provide a flexible optimization approach, we propose a one-parameter transition kernel that enables control of the rejection probability. Our approach is an extension of the geometric allocation approach to optimize stochastic flows between possible states [9, 24].

We first calculate the cumulative weight distribution:

\[
F_i = \sum_{j=1}^{i} \pi_j \quad (1 \leq i \leq n)
\]

and \( F_0 = 0 \). Here, the order of the states is arbitrary. Calculating the cumulative distribution is nontrivial for a huge \( n \) but easy for a small \( n \), such as in the update of local variables. Let us consider the sequence of \( F_i \), or the weight tower, as illustrated in Fig. 1 (a) for \( n = 6 \). We then consider shifting the tower by a certain amount, as in Fig. 1 (b). The shift is periodic; the weight shifted over the top of the tower is allocated to the lowest part of the tower.

Using this weight shift, we determine the transition probability from the overlap between the original and shifted towers. It is convenient to define the stochastic flow from \( i \) to \( j \): \( \nu_{ij} = \pi_i \nu_{ij} \). Let \( s \) denote the amount of the shift, \( 0 < s < F_n \). We consider the overlap between the ranges \([F_{i-1}, F_i]\) and \([F_{i-1} + s, F_i + s]\). The stochastic flows \( \nu_{ij} \) are set to the overlap for \( i = 1, 2 \) and 3 in the case of Fig. 1(b). If \( F_i + s > F_n \), we take into account an additional overlap between the ranges \([F_{i-1} + F_n, F_i + F_n]\) and \([F_{i-1} + s, F_i + s]\), assuming that the tower is periodic, for example, for \( i = 4, 5 \) and 6 in Fig. 1(b). If a shifted weight range crosses the top of the original tower, nonzero flows are allocated from the overlaps in the above two cases, such as for \( i = 4 \) in Fig. 1(b) and \( i = 2 \) in Fig. 1(c). We obtain the analytical expression of the stochastic flow determined by the periodic shift \( s \):

\[
\nu_{ij} = \max(0, \min(\Delta_{ij}, \pi_i + \pi_j - \Delta_{ij}, \pi_i, \pi_j)) + \max(0, \min(\Delta_{ij} - F_n, \pi_i + \pi_j + F_n - \Delta_{ij}, \pi_i, \pi_j)),
\]

where

\[
\Delta_{ij} = F_i - F_{i-1} + s.
\]

The first term of Eq. (11) is the overlap between the ranges \([F_{i-1}, F_i]\) and \([F_{i-1} + s, F_i + s]\), and the second term is the overlap between the ranges \([F_{i-1} + F_n, F_i + F_n]\) and \([F_{i-1} + s, F_i + s]\). See A for the derivation of the analytical expression. This expression allows us to easily implement the present method. The transition probability is then set to \( P_{ij} = \nu_{ij}/\pi_i \).

Clearly, each range of \( \pi_i \) in the original tower is covered by the shifted tower due to the periodic shift. Our
algorithm always satisfies the following condition:
\[ \pi_i = \sum_j v_{ji} \quad \forall i, \quad \text{Equation (13)} \]
equivalent to the global balance (1). Let us consider using this algorithm for the update of local variables consisting of a many-body system, as in the single spin update of the Ising model. Then assume that the number of local variables is \( N \), and that the state is updated from \( j \) to \( i \) after updating the local variables one by one: \( j (= k_0) \rightarrow k_1 \rightarrow k_2 \rightarrow \cdots \rightarrow k_{N-1} \rightarrow i (= k_N) \), where \( k_\ell \) \((\ell = 1, 2, \ldots, N-1)\) are intermediate states. Let \( P(\ell) \) be a transition matrix in the update of the \( \ell \)-th local variable. From Eq. (13) and \( v_{ij} = \pi_i P_{ij} \), for any \( i \), we can show
\[ \pi_i = \sum_{k_{N-1}} u_{k_{N-1}i} = \sum_{k_{N-1}} \pi_{k_{N-1}} P_{k_{N-1}i}^{(N)} = \sum_{k_{N-2}k_{N-1}} \pi_{k_{N-2}} P_{k_{N-2}k_{N-1}}^{(N-1)} P_{k_{N-1}i}^{(N)} = \sum_j \sum_{k_1 \cdots k_{N-1}} \pi_j \prod_{\ell=1}^N P_{k_{\ell-1}k_\ell}^{(\ell)} = \sum_j \pi_j P_{ji} \]
where \( \sum_{k_1 \cdots k_{N-1}} \prod_{\ell=1}^N P_{k_{\ell-1}k_\ell}^{(\ell)} = P_{ji} \), and \( j \) runs over all the states in the state space. Therefore, using our algorithm for the local variables ensures the global balance of the entire system.

It is noteworthy that the present algorithm reduces to the Suwa–Todo algorithm [9] when we set \( s = \max_i \pi_i =: \pi_{\max} \), as in Fig. 1(c). The present extension to an arbitrary periodic shift using the tower picture makes it straightforward to understand that a rejection-free solution, that is, \( v_{ii} = \pi_i P_{ii} = 0 \forall i \), can be obtained for \( \pi_{\max} \leq s \leq F_n - \pi_{\max} \) if \( \pi_{\max} \leq F_n/2 \), and there is no rejection-free solution otherwise. In particular, the choice of \( s = F_n/2 \) always minimizes the overlap between the same color ranges in the original and shifted towers, providing an optimal transition kernel with the minimized rejection probability. This is graphically clear in the periodic tower shift shown in Fig. 1. The transition kernel for \( s = F_n/2 \) is reversible because any point in the tower returns to its original position after two shifts of \( s = F_n/2 \). In contrast, for \( s \neq F_n/2 \), the transition kernel is nonreversible due to the lack of this property and the resulting asymmetric transition between the states. The present algorithm enables us to study the effect of the rejection probability by varying the shift parameter \( s \).

In simulations, we calculate all the needed transition probabilities and prepare a lookup table of the probabilities before Monte Carlo sampling. For nearest-neighbor interactions, the transition matrix of a local variable is determined by the state of the neighboring variables (environment). The number of probabilities to store in memory is \( n z^2 \), where \( n \) is the number of local states, assumed the same for all local variables, and \( z \) is the coordination number. In the absence of translational symmetry, such as for interactions with randomness in spin-glass systems, the transition matrix depends on the site, and a prefactor of \( N \) is multiplied, where \( N \) is the number of sites. Nevertheless, we can prepare a lookup table easily for systems with translational symmetry and also for systems without translational symmetry up to a fairly large system size. In addition, if the transition matrix is sparse, the needed memory can be significantly reduced.

The shape of the environment for the local variable update depends on the local connectivity and the type of interaction the system has. The coordination number may depend on the site in a random graph. Not only two-body but many-body interactions can be treated on the same footing by expanding the environment. The cost of preparing a lookup table is usually negligible, being much lower than the Monte Carlo sampling cost. During simulations, we use Walker’s alias method to efficiently generate a random event [25, 26], in which the computation time is \( O(1) \) independent of the number of possible states \( n \). Therefore, when a lookup table can be prepared in memory, our algorithm is not extra costly compared to the standard Metropolis algorithm. A reduction in autocorrelation time directly results in a reduction in the wall clock time.

IV. RESULTS

We examine how the rejection process affects the computational efficiency of the MCMC method using the \( q \)-state ferromagnetic Potts model [27]:
\[ H = -\sum_{\langle ij \rangle} \delta_{\sigma_i \sigma_j}, \quad \text{Equation (15)} \]
where \( \langle ij \rangle \) runs over all the pairs of nearest neighbor sites, \( \sigma_i = 1, 2, \ldots, q \) is the “spin” at site \( i \), and \( \delta \) is the Kronecker delta. This model shows the continuous phase transition for \( q \leq 4 \) and the first-order transition for \( q > 4 \) in the square lattice, while showing the continuous transition for \( q = 2 \) and the first-order transition for \( q \geq 3 \) in the simple cubic lattice. The transition temperature is known in the square lattice model as \( T_c = 1/(\ln(1 + \sqrt{q}) \) [27] and numerically estimated in the simple cubic lattice model to be \( 1/T_c = 0.44330910(6) \) [28], \( 0.550565(10) \) [29], and \( 0.628616(16) \) [30] for \( q = 2, 3 \), and 4, respectively. The numbers in parentheses indicate the statistical error in the preceding digit. Note that the \( q = 2 \) and 3 models are equivalent to the Ising and the three-state clock (Z3) models, respectively, and the \( q = 4 \) model is a special case of the Ashkin–Teller model [31, 32]. Experimental realizations of the Potts model have been proposed and discussed [33].
We calculate the order parameter defined by

$$O^2 = \frac{q - 1}{q} m^2,$$

where

$$m = (m_1, m_2, \ldots, m_q)$$

and

$$m_j = \frac{1}{N(q-1)} \left( \sum_k (q \delta_j \sigma_k - 1) \right).$$

$N$ is the number of sites, and the bracket $\langle \cdot \rangle$ denotes the Monte Carlo average. To quantify the sampling efficiency of the Monte Carlo updates, we estimate the integrated autocorrelation time (4) of the order parameter (16), using the asymptotic relation $\tau_{\text{int}} = \alpha^2/2\bar{\sigma}^2$, where $\alpha^2$ and $\bar{\sigma}^2$ are the mean squared error, or the square of the statistical error, calculated from the binning analysis and without binning [34]. For each Markov chain, we ran $2^{27}$ Monte Carlo steps, each consisting of $N$ local spin updates, and discarded the first half for the thermalization (burn-in) process. We then calculated the integrated autocorrelation time and took the average over 128 independent Markov chains, enabling us to estimate the error bar reliably.

Varying the shift parameter introduced in Sec. III, we compare the autocorrelation time in the present algorithm and several reference algorithms: the Metropolis algorithm [4], the heat bath algorithm [5, 6], the Metropolized Gibbs sampler [7], the iterative Metropolized Gibbs sampler [8], and the Suwa–Todo algorithm [9]. For each local spin update, the next state is stochastically chosen from $n$ states. If the next state is the same as the current state, we consider it as a rejection process. In the Metropolis algorithm, a state different from the current state was randomly proposed with probability $1/(n - 1)$ and accepted/rejected by the standard Metropolis filter. In using the present algorithm, we fix the order of local spin states, which are equivalent to each other due to the permutation symmetry of the Potts model. Although our algorithm is described in Sec. III without normalizing the weights, here we assume the normalization for simplicity: $F_n = \sum_{i=1}^n \pi_i = 1$, so the shift parameter $s$ can take $0 < s < 1$. Note that the Metropolized Gibbs samplers and the Suwa–Todo algorithm reduce to the Metropolis algorithm for $q = 2$.

Figure 2(a) shows the rejection rate measured during the simulations of the square-lattice $q$-state Potts model at the transition temperature for each shift parameter $s$ and $q = 2, 3, 4, 5$ and 6. The system length was set to $L = 32$ and $N = L^2$. Here, we used the sequential spin update, in which the spins were swept sequentially in a fixed order. The rejection rate is symmetric to $s = 0.5$, as shown in Fig. 2(a). This symmetry is expected since the order of the local spin states is arbitrary in the Potts model, and the current choice is equivalent to the inverse order. A similar symmetric behavior of the transition rate is also expected for other models, e.g., the clock model [27].

Figure 2(b) shows the integrated autocorrelation time of the order parameter calculated using different $s$ and reference algorithms. Noticeably, the autocorrelation time decreases exponentially as the rejection rate is reduced. We fitted the autocorrelation time to an exponential function and obtained large decay factors, as shown in the caption. The decay factor is almost the same for $q = 4, 5$ and 6, implying a universal property for $q \geq 4$ in two dimensions. Interestingly, the autocorrelation times of the reference algorithms almost fall on a single curve obtained using the present algorithm with different $s$.  

![Figure 2](image_url)
This striking result indicates that the rejection probability almost determines the efficiency of Monte Carlo samplings. The present algorithm with \( s = 0.5 \) ensures the detailed balance, while the Suwa–Todo algorithm does not. However, the two algorithms produce almost the same autocorrelation time, suggesting that the stochastic flow created locally in the state space is insignificant. We are likely to need to use global state variables to induce effective stochastic flows, as the lifting technique considers [10–14]. We also calculated the integrated autocorrelation time of the total energy and found it to be shorter than that of the order parameter. The ratio of the two autocorrelation times is almost constant, independent of \( s \). Thus, the present results are not specific to the order parameter but are expected to be common among many quantities. Using a different system size only changes the prefactor of the autocorrelation time. Our main results do not depend on the system size (see B for the size dependence).

Figure 3 shows the rejection rate and the integrated autocorrelation time of the order parameter for \( q = 4 \) and at \( T/T_c = 0.8, 0.9, 1.0, 1.1 \) and 1.2. Reducing the rejection rate leads to an exponential decrease in the autocorrelation time not only at the transition point but also at all temperatures studied. Noticeably, the decay factor of the exponential function, which is \( b \) in the relation \( \tau_{\text{int}} \sim a e^{-b \text{prej}} \), increases with decreasing temperature. The squared order parameter defined by Eq. (16) is 0.98435(2), 0.871663(6), 0.4627(3), 0.015438(4), and 0.007546(1) at \( T/T_c = 0.8, 0.9, 1.0, 1.1 \) and 1.2, respectively. Thus, \( T/T_c = 0.8 \) is deep in the ordered phase and \( T/T_c = 1.2 \) is in the disordered phase, away from the transition point. As shown in Fig. 3(b), the autocorrelation times of the reference algorithms agree with those of our algorithm with the corresponding rejection rates at all temperatures. The agreement looks the best at the transition point. Nevertheless, the universal relation between the rejection rate and the autocorrelation time is valid not only at the transition point but also in a wide temperature range. Note that the ordered configuration becomes more stable at a lower temperature, and the rejection rate of the single spin update consequently becomes higher.

To check whether the square lattice model is special, we calculate the rejection rate and the autocorrelation time in the simple cubic lattice model at the transition temperature for \( q = 2, 3 \) and 4, as shown in Fig. 4. The system length was set to \( L = 12 \) and \( N = L^3 \). As the rejection probability is reduced, the autocorrelation time decreases exponentially, similar to the case for the square lattice model. Although the Metropolis algorithm shows a slight deviation, the autocorrelation times in the reference algorithms almost collapse onto a single curve obtained using the present algorithm with different shift parameters, as in the square lattice model. Therefore, the present exponential improvement is expected to be universal among various systems.

Instead of the sequential spin update, we also test the random spin update, in which a spin (or a site) is randomly chosen for every update. Figure 5 shows the autocorrelation time in the square and cubic lattice models with \( q = 4 \) obtained using the random and sequential spin updates. In contrast to the case of the sequential spin update, the autocorrelation time in the random spin update is well fitted to a power-law function: \( \tau_{\text{int}} \propto (1 - \text{prej})^{-\gamma} \). The estimated powers \( \gamma \) for the two- and three-dimensional models are noticeably close to each other, as shown in the caption of Fig. 5. Although the random spin update is more analytically tractable, the sequential spin update is superior to the random spin update as a sampling method.

**V. CONCLUSIONS**

We have proposed a one-parameter rejection control transition kernel for the MCMC method and investigated the rejection effect on sampling efficiency using the \( q- \)
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state ferromagnetic Potts model in square and simple cubic lattices. In the sequential spin update, the integrated autocorrelation time of the order parameter decreases exponentially as the rejection probability is reduced. The decay factor for $q = 4, 5$ and 6 is almost the same in two dimensions, which implies a universal property of the system. In contrast, the autocorrelation time decreases algebraically in the random spin update. The significant difference between the rejection dependence of the sequential and random spin updates highlights the nontrivial relation between the matrix elements and the eigenvalues of the transition matrix in the many-body system.

Although the present and reference algorithms construct considerably different transition matrix structures, the autocorrelation times of the compared algorithms fall on almost a single curve as a function of the rejection rate. Our finding indicates that reducing the rejection probability is essential for an efficient Monte Carlo update, and the rejection rate almost determines the sampling efficiency. The present result establishes a straightforward guiding principle for the optimal transition kernel of discrete-variable interacting systems: Reducing the rejection probability is expected to produce efficient updates in various MCMC methods. Furthermore, it is possible for the present algorithm to optimize other quantities, such as net stochastic flows, in combination with the lifting technique [39].

In the present paper, we have investigated the rejection effect on a local update. It is interesting to study a guiding principle for nonlocal or cluster updates. If the cluster shape is fixed, like a simple simultaneous update of fixed multiple spins, the resulting update is considered fundamentally local, and our guiding principle is expected to be applied. If a cluster is constructed stochastically and can be extensive, the cluster flip results in a nonlocal update. It is desirable to perform as nonlocal a cluster update as possible with as high a probability as possible. The Swendsen-Wang [36] and Wolff [37] algorithms perform nonlocal cluster flips with probability one in several systems, but their extension to general models is highly nontrivial. The search for a practical guiding principle for nonlocal updates in general cases is an intriguing future problem. Recently, machine learning techniques based on autoregressive neural networks have been introduced to make a smart proposal distribution [38, 39]. A global update and almost uncorrelated sampling can be achieved using a trained generative neural network with a reasonably high acceptance probability. Our approach can be combined with autoregressive algorithms to further reduce the rejection rate. It is of great interest to apply the present algorithm to other systems and generalize the method to nonlocal updates.
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Appendix A: Derivation of the analytical expression

We show here the derivation of the analytical expression of our method introduced in Sec. III. As explained above in the section, we set the stochastic flow to the overlap between the original and the shifted towers. The allocation of stochastic flow is given by Eq. (11). The first term of the equation is the overlap between the ranges \([F_{i-1}, F_i]\) and \([F_{i-1}+s, F_i+s]\) with the shift parameter \(s\). Considering each possible case, the overlap is represented by

\[
v_{ij} = \begin{cases} 
0 & \text{if } F_{i-1} > F_i + s \\
F_i - F_{i-1} + s & \text{if } F_j > F_i + s \land F_{j-1} < F_i + s \land F_{i-1} > F_i + s \\
\pi_i & \text{if } F_j > F_i + s \land F_{j-1} < F_{i-1} + s \\
\pi_j & \text{if } F_j < F_i + s \land F_{j-1} > F_{i-1} + s \\
F_j - F_{i-1} - s & \text{if } F_j < F_i + s \land F_j > F_{i-1} + s \land F_j < F_{i-1} + s \\
0 & \text{if } F_j < F_{i-1} + s.
\end{cases}
\]

Using \(\Delta_{ij} = F_i - F_{j-1} + s\), Eq. (12), we can rewrite these equations as

\[
v_{ij} = \begin{cases} 
0 & \text{if } \Delta_{ij} < 0 \\
\Delta_{ij} & \text{if } 0 < \Delta_{ij} < \pi_i \land \Delta_{ij} < \pi_j \\
\pi_i & \text{if } \pi_i < \Delta_{ij} < \pi_j \\
\pi_j & \text{if } \pi_j < \Delta_{ij} < \pi_i \\
\pi_i + \pi_j - \Delta_{ij} & \text{if } 0 < \pi_i + \pi_j - \Delta_{ij} < \pi_i \land \pi_i + \pi_j - \Delta_{ij} < \pi_j \\
0 & \text{if } \pi_i + \pi_j - \Delta_{ij} < 0
\end{cases}
\]

Combining these cases, we obtain

\[
v_{ij} = \max(0, \min(\Delta_{ij}, \pi_i + \pi_j - \Delta_{ij}, \pi_i, \pi_j)).
\]

(A3)

The second term of Eq. (11) is the overlap between the ranges \([F_{j-1} + s, F_j + s]\) and \([F_{i-1} + s, F_i + s]\). The difference from the first case is only in adding \(F_n\) to \(F_j\) and \(F_{j-1}\). We can obtain the expression of the second case by replacing \(\Delta_{ij}\) in Eq. (A3) with \(\Delta_{ij} - F_n\):

\[
v_{ij} = \max(0, \min(\Delta_{ij} - F_n, \pi_i + \pi_j + F_n - \Delta_{ij}, \pi_i, \pi_j)).
\]

(A4)

Adding the expressions in the two cases, Eqs. (A3) and (A4), the analytical expression of the stochastic flow allocation is given by

\[
v_{ij} = \max(0, \min(\Delta_{ij}, \pi_i + \pi_j - \Delta_{ij}, \pi_i, \pi_j)) + \max(0, \min(\Delta_{ij} - F_n, \pi_i + \pi_j + F_n - \Delta_{ij}, \pi_i, \pi_j)),
\]

(A5)

which is Eq. (11).

Appendix B: System size dependence

To check the size dependence of the main result, we calculate the rejection rate and the integrated autocorrelation time of the order parameter in the square-lattice four-state Potts model for \(L = 16\) and 32. As shown in Fig. 6(a), the rejection rate is slightly higher for \(L = 16\) than for \(L = 32\). This is because ordered configurations appear more often in smaller system sizes, and the single spin flip from ordered configurations is more likely to be rejected. The rejection rate for each \(s\) should converge for large system sizes, and we expect the rate for \(L = 32\) to be close to the thermodynamic limit. The autocorrelation time increases with \(L\) at the transition point, given by \(\tau_{\text{int}} \propto L^z\) at a critical point, where \(z\) here is the dynamic critical exponent, and \(\tau_{\text{int}} \propto e^{2\tau L^{d-\nu}}\) at a first-order transition point, where \(\sigma\) is the interface tension and \(d\) is the dimension of the system. However, the ratio of the autocorrelation times for \(L = 16\) and 32 is almost independent of the update algorithm and the parameter \(s\), as shown in Fig. 6(b). In other words, the ratio of au-
FIG. 6. (a) Rejection rate for each shift parameter $s$ and (b) integrated autocorrelation time of the order parameter in the square-lattice four-state Potts model for $L = 16$ and $32$ at the transition temperature.

tocorrelation times for different algorithms is almost independent of the system size. We expect that this should also be the case for other values of $q$. Therefore, our main conclusions drawn from the results of $L = 32$ should not depend on the system size.
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