Random periodic solutions of nonautonomous stochastic feedback systems with multiplicative noise
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1 Introduction

For deterministic systems, there is a well-developed and constructive theory of systems interconnections and feedback, such as the very successful and widely applied backstepping approach \cite{20,16} and stability analysis \cite{4,11,13,14,15,32,33}. Feedback loops play important roles in many biochemical control systems, which often occur in the study of the reaction process in
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cellular signalling, such as [3, 27, 28]. It is natural to attempt to extend such work to stochastic systems considering the real world phenomena. As a matter of fact, much excellent research has been done pursuing such extensions, notably studies on stochastic stability [6, 23, 25, 26, 35]. Recently, Marcondes de Freitas and Sontag have initiated a different approach based upon random dynamical systems to investigated the stability of feedback systems involving real noise perturbation in [10]. Motivated by them, Jiang and Lv considered the global stability of nonlinear stochastic feedback systems driven by additive and multiplicative white noise respectively in [17, 18].

It is natural to attempt to extend nonlinear output (feedback) function to time-periodic feedback function, that is, consider non-autonomous stochastic systems. Indeed, we have considered the stable random periodic solution of non-autonomous stochastic feedback systems driven by additive white noise in [5]. Our goal in this paper is to prove that there exists a random periodic solutions of non-autonomous stochastic feedback systems driven by multiplicative white noise and all pull-back trajectories converge to this random periodic solution as time tends to infinitely almost surely. In this paper, we will make full use of the theory of random dynamical systems established by L. Arnold [1] and stochastic flows established by H. Kunita [21, 22]. And the powerful theory of monotone random dynamical systems [2] can be applied to investigate the global stability of stochastic flows while the stochastic system admits the stochastic comparison principle, i.e., the system is cooperative or monotone. There are several literatures which use random dynamical systems to investigate the existence of random periodic solution, such as [36, 7, 8, 9]. Compared with the existing ones, we also consider the global stability.

As a motivation, we first look at a simple biochemical circuit. This biochemical circuit contains three chemical species $X_1$, $X_2$, $X_3$ that interact with one another as shown in Figure 1. Systems of this type are routinely studied as molecular biology, biochemical reaction systems. Furthermore, the strength of the interactions between the species, may depend on environmental factors such as temperature and the concentrations of other biochemical compounds not explicitly modeled. This dependence may be periodicity and randomness intrinsically. If this is the case, then a more realistic mathematical model would be a non-autonomous stochastic feedback system of the following form:

$$dx_i = (\alpha_i x_i + h_i(t, x_{i-1}))dt + \sigma_i x_i dW^i_t, \quad i = 1, 2, 3, \quad (1.1)$$

which indices taken modulo three, so $x_0 = x_3$. Here, $\alpha_i$, $i = 1, 2, 3$ are negative constants, $h_i(\cdot, x_{i-1}), i = 1, 2, 3$ are nonincreasing functions in $x_{i-1}$, $h_i(t + T, x_{i-1}) = h_i(t, x_{i-1}), i = 1, 2, 3$, $T$ is a positive constant, and $W_i(\omega) = (W^1_i(\omega), W^2_i(\omega), W^3_i(\omega))$ is a three dimensional standard Brownian motion with $W^i_0(\omega) = 0, i = 1, 2, 3, \omega \in \Omega$. 

![Figure 1: Biochemical circuit. The symbol “$X \to Y$” means that species $X$ represses the production of species $Y$.](image-url)
Figure 2: Decomposition of the biochemical circuit from Figure 1 into input-output modules. In each partition, $v_i$ indicates the input into the element $X_i$ and $h_i(\cdot, x_{i-1})$ indicates the subsequent output—feedback of the current state.

The nonlinearity of $h_i$ makes the system difficult to study directly. To overcome this difficulty, we use the decomposition motivated by the work of [10, 17, 18]. This idea is to look at (1.1) as a network of smaller input-output modules as shown in Figure 2, and then we can derive the closed system’s properties from these smaller modules’ emerging properties. The first step is to open up the feedback loop, rewriting the model as a stochastic system with inputs

$$dx_i = (\alpha_i x_i + v_i(t))dt + \sigma_i x_i dW_t^i, \quad i = 1, 2, 3,$$

(1.2)

together with a set of outputs

$$y_i(t) = v_i(t) = h_i(t, x_{i-1}(t)), \quad i = 1, 2, 3.$$  

(1.3)

Observe that (1.2) is much easier to study. In fact, in this particular example, we can show that (1.2) has a unique, globally attracting random periodic solution $K(v)$ for each random periodic input $v$. We call $K$ defined in this way the input-to-state characteristic of the system.

The closed-loop system satisfies certain conditions, the next step is to look at the gain of the system. The output function is read at $K(v)$ for each random periodic input $v$, and an operator $K^h$ is so defined on the space of random periodic inputs. If $K^h$ has a unique, globally attracting random periodic solution, then the input-output system (1.2) and (1.3) is said to satisfy the small-gain condition. It is natural to believe that the closed-loop system should have random periodic solution under such circumstances. Periodicity and monotonicity assumptions ensures the system has a unique, globally attracting random periodic solution.

The goal of this paper may be described as to give a rigorous treatment of this example and its generalizations to more general situations. Considering the following $T$-periodic stochastic feedback system with multiplicative linear noise in $\mathbb{R}^d_+$:

$$dX_t = (AX_t + h(t, X_t))dt + \sum_{k=1}^d \sigma_k X_t dW_t^k,$$

(1.4)

where $W_t = (W_t^1, ..., W_t^d)$ is a two-side time Wiener process with values in $\mathbb{R}^d$ on the canonical Wiener space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{R}}, \mathbb{P})$, i.e., $\mathcal{F}$ is the Borel $\sigma$-algebra of $\Omega = C_0(\mathbb{R}, \mathbb{R}^d) = \{\omega : \omega(t) \text{ continuous, } \omega(0) = 0, t \in \mathbb{R}\}; \mathcal{F}_s^d$ is the least complete $\sigma$-field for which all $W_u - W_v, s \leq v \leq u \leq t$ are measurable and $\mathcal{F}^t = \mathcal{F}^t_{\infty} = \bigvee_{s \leq t} \mathcal{F}_s^d; \mathbb{P}$ is the Wiener measure. $A = (a_{ij})_{d \times d}$ is a $(d \times d)$-dimensional matrix. $h : \mathbb{R} \times \mathbb{R}^d_+ \rightarrow \mathbb{R}^d_+, h(t + T, x) = h(t, x)$ for any $t \in \mathbb{R}, x \in \mathbb{R}^d_+, T > 0$ is a constant. $\sigma_k, k = 1, \cdots, d$ are $(d \times d)$-dimensional matrices.

This paper is organized as follows. In section 2, we review some preliminary concepts and definitions, present the assumptions for the stochastic differential equation (1.4), and define the
input-to-state characteristic operator of the system via the pull-back of the discretised stochastic differential equation. In section 3, we describes the asymptotic behavior of stochastic solution, give some auxiliary lemmas, present the definition of gain operator and its properties. In section 4, the main theorem is proved and the global convergence to a unique random periodic solution is presented. In section 5, we present some examples.

Convention: Throughout this paper, without loss of generality we always denote a universal set of full $\mathbb{P}$-measure by $\Omega$.

2 Preliminaries

For the convenience of readers, we recall some definitions and basic facts about random dynamical systems and stochastic flows, see [1, 2, 21, 22] for more details. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, $X$ be a Polish space and $\mathcal{B}(X)$ be its Borel $\sigma$-algebra. Denote $\Delta := \{(t, s) \in \mathbb{R}^2, s \leq t\}$.

**Definition 2.1 ([1])** A family of mapping on the sample space $\Omega$, $\theta_t : \Omega \to \Omega$, $t \in \mathbb{R}$ is called a measurable dynamical system if the following conditions are satisfied

(i) Identity property: $\theta_0$ is the identity on $\Omega;

(ii) Flow property: $\theta_{t+s} = \theta_t \circ \theta_s$, where $\circ$ means composition of mappings;

(iii) Measurability: $(\omega, t) \mapsto \theta_t \omega$ is measurable.

It is called a measure-preserving or metric dynamical system, if furthermore

(iv) Measure-preserving property: $\mathbb{P}(\theta_t(A)) = \mathbb{P}(A)$, for every $A \in \mathcal{F}$ and $t \in \mathbb{R}$.

In this case, $\mathbb{P}$ is called an invariant measure with respect to the dynamical system $\theta_t$.

**Definition 2.2 ([1])** A (continuous) random dynamical system (RDS) on the Polish space $X$ over a metric dynamical system $(\Omega, \mathcal{F}, \mathbb{P}, (\theta_t)_{t \in \mathbb{R}})$ with time $\mathbb{R}_+$ is a mapping $\Phi: \mathbb{R}_+ \times \Omega \times X \to X$, $(t, \omega, x) \mapsto \Phi(t, \omega, x)$ which is $(\mathcal{B}(\mathbb{R}_+) \otimes \mathcal{F} \otimes \mathcal{B}(X), \mathcal{B}(X))$-measurable and satisfies the following properties:

(i) Continuity: $\Phi(\cdot, \omega, \cdot): \mathbb{R}_+ \times X \to X$, $(t, x) \mapsto \Phi(t, \omega, x)$ is continuous for all $\omega \in \Omega$.

(ii) Cocycle property: The mappings $\Phi(t, \omega) := \Phi(t, \omega, \cdot): X \to X$ form a cocycle over $\theta(\cdot)$, i.e. they satisfy for all $\omega \in \Omega$,

$$
\Phi(0, \omega) \text{ is the identity on } X,
\Phi(t + s, \omega) = \Phi(t, \theta_s \omega) \circ \Phi(s, \omega), \text{ for all } s, t \in \mathbb{R}_+.
$$
Definition 2.3 \([11]\) A random variable \(R : \Omega \to \mathbb{R}_+\) is called tempered with respect to the dynamical system \(\theta\) if
\[
\lim_{t \to \pm \infty} \frac{\log R(\theta_t \omega)}{|t|} = 0.
\]
This condition is equivalent to the subexponential growth of \(t \mapsto R(\theta_t \omega)\),
\[
\lim_{t \to \pm \infty} \left\{ e^{-\gamma |t|} R(\theta_t \omega) \right\} = 0, \text{ for any } \gamma > 0, \omega \in \Omega,
\]
which implies that, for any \(\gamma > 0, \omega \in \Omega\)
\[
\sup_{t \in \mathbb{R}} \left\{ e^{-\gamma |t|} R(\theta_t \omega) \right\} < \infty.
\]

Definition 2.4 \([22]\) A map \(\varphi : \Delta \times \Omega \times \mathbb{R}^d \to \mathbb{R}^d\), \((t,s,x,\omega) \mapsto \varphi(t,s,x,\omega)\) is called a forward stochastic flow if for almost all \(\omega \in \Omega\), it satisfies the following properties:
\begin{itemize}
  \item[(i)] \(\varphi(t,s,x,\cdot)\) is continuous with respect to \((s,t,x)\).
  \item[(ii)] \(\varphi(u,s,\omega) = \varphi(u,t,\omega) \circ \varphi(t,s,\omega)\) holds for all \(s \leq t \leq u\).
  \item[(iii)] \(\varphi(s,s,\omega)\) is the identity map on \(X\) for all \(s\).
\end{itemize}

Definition 2.5 \([9]\) A random periodic solution of period \(T > 0\) for the forward stochastic flow \(\varphi : \Delta \times \Omega \times X \to X\) is an \(\mathcal{F}\)-measurable map \(Y : \mathbb{R} \times \Omega \to X\) such that for almost all \(\omega \in \Omega\),
\[
\varphi(t,s,\omega)Y(s,\omega) = Y(t,\omega), \ Y(r + T,\omega) = Y(r,\theta_T \omega), \text{ for any } (t,s) \in \Delta, \ r \in \mathbb{R}. \quad (2.1)
\]
Firstly, we consider the corresponding linear homogeneous Itô stochastic differential equations:
\[
\frac{dX_t}{dt} = AX_t dt + \sum_{k=1}^{d} \sigma_k X_t dW^k_t.
\]
Without loss of generality, we assume that \(\sigma_k, k = 1, \cdots, d\) has the following form
\[
\sigma_k = \begin{pmatrix}
  \sigma^1_k \\
  \cdots \\
  \sigma^d_k
\end{pmatrix}, \quad \sigma^i_k \in \mathbb{R}, \ k, i = 1, \cdots, d.
\]
A more general situation can be reduced to this one by a diagonalizing linear transformation. According to Definition 3.3.13 in \([19]\), it is equivalent to the following Stratonovich stochastic differential equations
\[
\frac{dX_t}{dt} = (A - \frac{1}{2}B)X_t dt + \sum_{k=1}^{d} \sigma_k X_t \circ dW^k_t, \quad (2.2)
\]
where
\[
B = \begin{pmatrix}
\sum_{k=1}^d (\sigma_k^1)^2 \\
\vdots \\
\sum_{k=1}^d (\sigma_k^d)^2
\end{pmatrix}.
\]

Next, we introduce assumptions that guarantee that the random dynamical system generated by (2.2) in \( R^d_+ \) is order-preserving and the existence and uniqueness of solutions for stochastic differential equations (1.4). In order to make use of the technique for monotone systems, we make the following standing assumption on \( A \).

\((A)\) \( A \) is cooperative, i.e., \( a_{ij} \geq 0 \) for all \( i, j \in \{1, \ldots, d\} \) and \( i \neq j \).

Throughout this paper, we will use the norm \(|x| := \max\{|x_i| : i = 1, \ldots, d\}\), \(|x|_2 := (\sum_{i=1}^d |x_i|^2)^{1/2}\), \(x \in \mathbb{R}^d\) and \(|M|_2 := (\sum_{i,j=1}^d |M_{ij}|^2)^{1/2}\), where \( M \) is a \((d \times d)\)-dimensional matrix.

Let \( \Phi_j(t) = (\Phi_{1j}(t), \ldots, \Phi_{dj}(t))^T \) be the solution of equation (2.2) with initial value \( X(0) = e_j, j = 1, \ldots, d \). Define the \( d \times d \) matrix
\[
\Phi(t) = (\Phi_1(t), \ldots, \Phi_d(t)) = (\Phi_{ij}(t))_{d \times d}.
\]
Then \( \Phi(t) \) is the fundamental matrix of equation (2.2). It is useful to note that \( \Phi(0) \) is the \( d \times d \) identity matrix and
\[
d\Phi(t) = A\Phi(t)dt + \sum_{k=1}^d \sigma_k \Phi(t)dW_t^k.
\]
By Proposition 6.2.2 in [2], it is clear that (2.2) generates a order-preserving random dynamical system \((\theta, \Phi)\) in \( R^d_+ \) and \( \Phi(t, \omega)(\mathbb{R}^d_+ \setminus \{0\}) \subset \mathbb{R}^d_+ \setminus \{0\} \) for any \( t \geq 0, \omega \in \Omega \), where \( \theta \) is the time shift on \( \Omega \), i.e.,
\[
\theta \omega(\cdot) := \omega(t + \cdot) - \omega(t), \quad t \in \mathbb{R}.
\]
\( \Phi \) satisfies the cocycle property: \( \Phi(t+s, \omega) = \Phi(t, \theta_s \omega) \circ \Phi(s, \omega) \) for all \( t, s \in \mathbb{R}_+, \omega \in \Omega \), and \( \Phi(t, \omega)x \geq_{R^d_+} \Phi(t, \omega)y \) for all \( x, y \in \mathbb{R}^d_+ \) such that \( x \geq_{R^d_+} y \), where \( x \geq_{R^d_+} y \) means that \( x - y \in \mathbb{R}^d_+ \).

Now we give the assumption of \((\theta, \Phi)\) which will be needed in what follows.

\((L)\) The top Lyapunov exponent for the linear RDS \((\theta, \Phi)\) is a negative real number, i.e., there exist a constant \( \lambda > 0 \) and a stochastic process \( R(t, \omega) > 0 \) which satisfies that for any \( \gamma > 0 \),
\[
\sup_{t \in \mathbb{R}} \{ e^{-\gamma t} \sup_{s \in \mathbb{R}_+} R(s, \theta_t \omega) \} < \infty \quad \text{such that for all } t \geq 0, \omega \in \Omega,
\]
\[
\| \Phi(t, \omega) \| := \max\{|\Phi_{ij}(t, \omega)| : i, j = 1, \ldots, d\} \leq R(t, \omega)e^{-\lambda t}.
\]
In the remainder of this section, we discuss the questions of existence and uniqueness of solutions for stochastic differential equation (1.4), as well as its pull-back trajectories. Let us start with the following assumptions on $h$.

\[ (H) \quad h \in C^1_b(\mathbb{R} \times \mathbb{R}^d_+, \mathbb{R}^d_+ \setminus \{0\}) , \text{i.e., the function } h \text{ and its derivatives are both bounded. And } h \text{ is order-preserving in } \mathbb{R}^d_+, \text{i.e., for any } t \in \mathbb{R} \]

\[ h(t, x_1) \leq_R^d h(t, x_2) \text{ whenever } x_1, x_2 \in \mathbb{R}^d_+ \text{ such that } x_1 \leq_R^d x_2, \]

or anti-order-preserving in $\mathbb{R}^d_+$, i.e.,

\[ h(t, x_1) \geq_R^d h(t, x_2) \text{ whenever } x_1, x_2 \in \mathbb{R}^d_+ \text{ such that } x_1 \leq_R^d x_2. \]

By $(H)$, it is easy to check that (1.4) satisfies the conditions of the global Lipschitz and linear growth in $\mathbb{R}^d_+$, since $h$ and its derivatives are both bounded in $\mathbb{R}^d_+$. Let $\tilde{h}$ be an extension from $\mathbb{R} \times \mathbb{R}^d_+$ to $\mathbb{R} \times \mathbb{R}^d$ such that $\tilde{h}(t, x) = h(t, |x^1|, \cdots, |x^d|), x = (x^1, \cdots, x^d) \in \mathbb{R}^d$. It is clearly that $\tilde{h}$ satisfies the conditions of global Lipschitz and linear growth in $\mathbb{R}^d$, we thus have the existence and uniqueness of global solutions for

\[ dX_t = [AX_t + \tilde{h}(t, X_t)]dt + \sum_{k=1}^d \sigma_k X_t dW^k_t \]

in $\mathbb{R}^d$, which is a forward stochastic flow $\varphi(t, s, \omega) : \mathbb{R}^d \to \mathbb{R}^d$ (cf. [19, 22, 26, 29]). From the form of $\tilde{h}$, we can deduce that the set $\mathbb{R}^d_+$ is forward invariant under the forward stochastic flow, i.e., $\varphi(t, s, \omega) \mathbb{R}^d_+ \subset \mathbb{R}^d_+$ for $(t, s) \in \Delta$, $\omega \in \Omega$ and $\varphi(t, s, \omega)x = X(t, s, x, \omega), x \in \mathbb{R}^d_+$ is a unique solution of (1.4). Furthermore, it can be written as

\[ \varphi(t, s, \omega)x = \Phi(t - s, \theta_s \omega)x + \int_s^t \Phi(t - r, \theta_r \omega)h(r, \varphi(r, s, \omega)x)dr, \ (t, s) \in \Delta, \ x \in \mathbb{R}^d_+. \tag{2.5} \]

**Proposition 2.6** \( \varphi(t, s, \omega)x \) in (2.5) has the following properties:

(i) For all $(t, s) \in \Delta$ and $x \in \mathbb{R}^d_+$, $\varphi(t, s, \cdot)x$ is $\mathcal{F}^t_{s-}$-measurable.

(ii) For all $\omega \in \Omega$, $\varphi(t, s, \omega)x$ is continuous in $(t, s, x)$ and satisfies $\lim_{t \downarrow s} \varphi(t, s, x, \omega) = x$.

(iii) For all $\omega \in \Omega$,

\[ \varphi(t, s, \omega) = \varphi(t, r, \omega) \circ \varphi(r, s, \omega), \text{ for all } s \leq r \leq t, \ s, r, t \in \mathbb{R}. \]

(iv) For all $(t, s) \in \Delta, \omega \in \Omega$,

\[ \varphi(t + T, s + T, \omega) = \varphi(t, s, \theta_T \omega). \tag{2.6} \]
Proof. The properties (i), (ii), (iii) are obvious. Next we prove (iv). For \((t, s) \in \Delta\), by the periodicity of \(h(\cdot, x)\) we have
\[
\varphi(t + T, s + T, \omega)x = \Phi(t - s, \theta_{s+T}\omega)x + \int_{s+T}^{t+T} \Phi(t + T - r, \theta_{r+T}\omega)h(r, \varphi(r, s + T, \omega)x)dr
\]
\[
= \Phi(t - s, \theta_{s+T}\omega)x + \int_s^t \Phi(t - r, \theta_{r+T}\omega)h(r, \varphi(r, s + T, \omega)x)dr
\]
\[
= \Phi(t - s, \theta_{s+T}\omega)x + \int_s^t \Phi(t - r, \theta_{r+T}\omega)h(r, \varphi(r + T, s + T, \omega)x)dr
\]
We thus have found that the function
\[
\psi(r, s, \theta_{T}\omega)x = \varphi(r + T, s + T, \omega)x, \ s \leq r
\]
satisfies
\[
\psi(t, s, \theta_{T}\omega)x = \Phi(t - s, \theta_{s+T}\omega)x + \int_t^s \Phi(t - r, \theta_{r+T}\omega)h(r, \psi(r, s, \theta_{T}\omega)x)dr.
\]
By the uniqueness of the solution
\[
\varphi(t, s, \theta_{T}\omega)x = \psi(t, s, \theta_{T}\omega)x = \varphi(t + T, s + T, \omega)x.
\]
which implies that \((2.6)\) holds.

For any \(n \in \mathbb{N}_+, t \geq -nT\), let \(\varphi(t, -nT, \omega)x\) be the solution with the initial value \(X(-nT) = x\), by \((2.5)\) we have
\[
\varphi(t, -nT, \omega)x = \Phi(t + nT, \theta_{-nT}\omega)x + \int_{-nT}^t \Phi(t - s, \theta_{s}\omega)h(s, \varphi(s, -nT, \omega)x)ds.
\]
By \((L)\), it is evident that for all \(x \in \mathbb{R}_+^d\), \(\omega \in \Omega\), \(\lim_{t \to \infty} \Phi(t, \theta_{-t}\omega)x = 0\). Regarding the feedback function \(h\) as an input term, we can define the input-to-state characteristic operator \(K\) associated with given inputs in \(\mathbb{R}_+^d\) as follows:
\[
K(v)(t, \omega) = \int_{-\infty}^t \Phi(t - s, \theta_{s}\omega)v(s, \omega)ds, \ t \in \mathbb{R}, \ \omega \in \Omega, \tag{2.7}
\]
where the stochastic process \(v : \mathbb{R} \times \Omega \to \mathbb{R}_+^d\) is bounded. It is evident that \(K\) is well defined by condition \((L)\). In fact, by \((2.4)\) we have \(\|\Phi(t, \omega)\|_2 \leq d\|\Phi(t, \omega)\| \leq dR(t, \omega)e^{-\lambda t}, \ \lambda > 0\), and so for any \(t \in \mathbb{R}, \ \omega \in \Omega\),
\[
\int_{-\infty}^t |\Phi(t - s, \theta_{s}\omega)v(s, \omega)|_2ds \\
\leq d \int_{-\infty}^t R(t - s, \theta_{s}\omega)e^{-\lambda(t-s)}|v(s + t, \omega)|_2ds \\
\leq Cd \sup_{s \in \mathbb{R}} \{e^{-\lambda|s|} \sup_{r \in \mathbb{R}_+} R(r, \theta_{s}\omega)\} \int_{-\infty}^t e^{-\lambda(t-s)+\lambda|s|}ds \\
< \infty.
\]
3 Measurability and asymptotic behavior

In this section, we give some lemmas to describe the measurability and the dynamical behavior of the pull-back trajectory which will be used in the proof of our main result. Throughout this paper, we set

\[ N = (N_1, ..., N_d), \quad N_i = \sup_{t \in \mathbb{R}, x \in \mathbb{R}^d_+} |h_i(t, x)|, \quad i = 1, ..., d. \]

Lemma 3.1 For each \( n \in \mathbb{N}^+, \ x \in \mathbb{R}_+^d, \ \alpha \in [0, T), \) let

\[ a^h_n(t, \omega) = \inf \{ h(t, \varphi(t, t - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}, \ t \in \mathbb{R}, \ \omega \in \Omega, \]

and

\[ b^h_n(t, \omega) = \sup \{ h(t, \varphi(t, t - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}, \ t \in \mathbb{R}, \ \omega \in \Omega, \]

where \( \inf \) and \( \sup \) mean the greatest lower bound and the least upper bound, respectively. Then \( a^h_n(t, \omega) \) and \( b^h_n(t, \omega) \) are progressively measurable with respect to \( \{ \mathcal{F}^t \} \).

Proof. We only prove the case of \( b^h_n(t, \omega) \) for the sake of convenience and the case of \( a^h_n(t, \omega) \) can be proved analogously. Define

\[ B^h_n(t, \omega) := \{ h(t, \varphi(t, t - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \}. \]

First we show that \( b^h_n(t, \omega) \) are well defined. For each \( n \in \mathbb{N}^+, \ x \in \mathbb{R}_+^d, \) by the boundedness of \( h \) we know that \( B^h_n(t, \omega) \) is a bounded set for any \( t \in \mathbb{R}, \ \omega \in \Omega, \) which implies that \( B^h_n(t, \omega) \) is order-bounded. And since \( \mathbb{R}_+^d \) is strongly minihedral (see [2], Definition 3.1.7), \( b^h_n(t, \omega) \) exists.

Next, we prove that \( b^h_n(t, \omega) \) are progressively measurable with respect to \( \{ \mathcal{F}^t \} \). Define

\[ \beta^h_{n,M}(t, \omega) = \sup \{ h(t, \varphi(t, t - \alpha - mT, \omega)x) : n \leq m \leq M, m \in \mathbb{N}_+ \}. \]

By the continuity of \( h \), the properties of \( \varphi \) and Corollary 3.1.1(ii) in [2], \( \beta^h_{n,M}(t, \omega) \) is progressively measurable with respect to \( \{ \mathcal{F}^t \} \) for every \( M = 1, 2, \cdots \). It is clear that

\[ \beta^h_{n,1}(t, \omega) \leq \beta^h_{n,2}(t, \omega) \leq \cdots \leq \beta^h_{n,M}(t, \omega) \leq \cdots . \]

Moreover, by the boundedness of \( h \) in \( \mathbb{R}_+^d \), \( b^h_n(t, \omega) = \lim_{M \to \infty} \beta^h_{n,M}(t, \omega) \) is a progressively measurable with respect to \( \{ \mathcal{F}^t \} \). \( \square \)

Lemma 3.2 Assume that conditions (A) (L) and (H) hold. Then we have

\[ \mathcal{K}(\lim h(\cdot, \varphi)) \leq \lim_{n \to \infty} \varphi \leq \liminf_{n \to \infty} \varphi \leq \mathcal{K}(\lim h(\cdot, \varphi)), \quad (3.1) \]

where

\[ \liminf_{n \to \infty} \varphi(t, \omega) := \lim_{n \to \infty} \inf \{ \varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \}, \ t \in \mathbb{R}, \ \omega \in \Omega, \]
\[
\lim \varphi(t, \omega) := \lim_{n \to \infty} \sup \{ \varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \}, \quad t \in \mathbb{R}, \omega \in \Omega,
\]
\[
\lim h(\cdot, \varphi)(t, \omega) := \lim_{n \to \infty} a_n^h(t, \omega), \quad t \in \mathbb{R}, \omega \in \Omega,
\]
\[
\lim h(\cdot, \varphi)(t, \omega) := \lim_{n \to \infty} b_n^h(t, \omega), \quad t \in \mathbb{R}, \omega \in \Omega,
\]
for each \( x \in \mathbb{R}^d, \alpha \in [0, T) \).

**Proof.** By the definition of \( \lim \varphi \) and \( \lim \varphi \) we have \( \lim \varphi \leq \lim \varphi \), the second inequality in (3.1) is proved. For the sake of convenience we only prove the first inequality in (3.1) and the third inequality can be proved analogously. Similar to Lemma 3.1, we can easily get that \( \lim \varphi(t, \omega) \) and \( \lim h(\cdot, \varphi)(t, \omega) \) exist, which are also progressively measurable with respect to \( \{F_t\} \). Then by the boundedness of \( h \), (2.7) and the Fubini Theorem, \( K(\lim h(\cdot, \varphi)) \) is well defined, progressively measurable with respect to \( \{F_t\} \). By (2.7), the definition of \( \lim h(\cdot, \varphi) \) and Lebesgue’s dominated convergence theorem, we have
\[
K(\lim h(\cdot, \varphi)) = \lim_{n \to \infty} K(a_n^h(t, \omega)).
\]
For fixed \( n \in \mathbb{N}_+ \), it is enough to prove that
\[
K(a_n^h)(t, \omega) = \int_{t-nT}^{t} \Phi(t-s, \theta_s \omega) \inf \{h(s, \varphi(s, s - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \} ds
\]
\[
= \lim_{\tilde{m} \to \infty} \left\{ \Phi(t + \tilde{m}T, \theta_{-\tilde{m}T} \omega)x + \int_{nT - \tilde{m}T}^{t} \Phi(t-s, \theta_s \omega) \inf \{h(s, \varphi(s, s - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \} ds \right\}
\]
\[
= \lim_{\tilde{m} \to \infty} \inf \left\{ \Phi(t + \tilde{m}T, \theta_{-\tilde{m}T} \omega)x + \int_{nT - \tilde{m}T}^{t} \Phi(t-s, \theta_s \omega) h(s, \varphi(s, s - \alpha - \tilde{m}T, \omega)x) ds : \tilde{m} \geq \tilde{n}, \tilde{m} \in \mathbb{N}_+ \right\}
\]
where the third equality has used Lemma A.2 in [10], while the second-to-last inequality has applied the order-preserving property of \( \Phi \) and the positivity of \( h \).
Lemma 3.3 Assume that conditions $(A)$, $(L)$ and $(H)$ hold. Then we have the following:

(i) if $h$ is order-preserving in $\mathbb{R}^d_+$, then

$$h(\cdot, \lim \varphi) \leq \lim h(\cdot, \varphi) \leq \overline{\lim} h(\cdot, \varphi) \leq h(\cdot, \overline{\lim} \varphi);$$  \hspace{1cm} (3.2)

(ii) if $h$ is anti-order-preserving in $\mathbb{R}^d_+$, then

$$h(\cdot, \overline{\lim} \varphi) \leq \lim h(\cdot, \varphi) \leq \overline{\lim} h(\cdot, \varphi) \leq h(\cdot, \lim \varphi).$$  \hspace{1cm} (3.3)

Proof. Indeed, the proof of the first inequality in (3.2) is adequate and the rest of the results of this lemma can be obtained analogously. Observe that $h$ is order-preserving in $\mathbb{R}^d_+$, then for fixed $n, k \in \mathbb{N}_+, k \geq n$,

$$h(t, \inf \{\varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+\}) \leq h(t, \varphi(t, t - \alpha - kT, \omega)x),$$

thus we have

$$h(t, \inf \{\varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+\}) \leq \inf \{h(t, \varphi(t, t - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+\}. \hspace{1cm} (3.4)$$

By the definition of $\overline{\lim} \varphi$, the continuity of $h$, (3.4) and the definition of $\lim h(\cdot, \varphi)$, we have

$$h(\cdot, \overline{\lim} \varphi)(t, \omega) = h(t, \lim_{n \to \infty} \inf \{\varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+\})$$

$$= \lim_{n \to \infty} h(t, \inf \{\varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+\})$$

$$\leq \lim_{n \to \infty} \inf \{h(t, \varphi(t, t - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+\}$$

$$= \lim h(\cdot, \varphi)(t, \omega).$$

The proof is complete. \hfill \Box

Lemma 3.4 Assume that conditions $(A)$, $(L)$ and $(H)$ hold. We have

$$\mathcal{K}(a^h_n) \leq \lim \varphi \leq \lim \varphi \leq \mathcal{K}(b^h_n), \hspace{1cm} n \in \mathbb{N}_+, \hspace{1cm} (3.5)$$

where $a^h_n$ and $b^h_n$ are as defined in Lemma 3.1. Furthermore, we define the gain operator

$$\mathcal{K}^h(u)(t, \omega) = h(t, \mathcal{K}(u)(t, \omega)), \hspace{1cm} t \in \mathbb{R}, \omega \in \Omega,$$

and we have the following:

(i) if $h$ is order-preserving in $\mathbb{R}^d_+$, then for fixed $n \in \mathbb{N}_+$,

$$(\mathcal{K}^h)^k(a^h_n) \leq \lim h(\cdot, \varphi) \leq \lim h(\cdot, \varphi) \leq (\mathcal{K}^h)^k(b^h_n), \hspace{1cm} k \in \mathbb{N}_+, \hspace{1cm} (3.6)$$

(ii) if $h$ is anti-order-preserving in $\mathbb{R}^d_+$, then for fixed $n \in \mathbb{N}_+$,

$$(\mathcal{K}^h)^{2k}(a^h_n) \leq \lim h(\cdot, \varphi) \leq \lim h(\cdot, \varphi) \leq (\mathcal{K}^h)^{2k}(b^h_n), \hspace{1cm} k \in \mathbb{N}_+. \hspace{1cm} (3.7)$$
Proof. By the definition of $a_n^h$ and $b_n^h$, it is evident that
$$a_n^h \leq \lim h(\cdot, \varphi) \leq \overline{\lim h(\cdot, \varphi)} \leq b_n^h, \quad n \in \mathbb{N}_+.$$ By the order-preserving property of $\Phi$, $K(u)$ is monotone with respect to $u$, and consequently
$$K(a_n^h) \leq K(\lim h(\cdot, \varphi)) \leq K(\overline{\lim h(\cdot, \varphi)}) \leq K(b_n^h), \quad n \in \mathbb{N}_+.$$ By (3.1), we have
$$K(a_n^h) \leq \lim \varphi \leq \overline{\lim \varphi} \leq K(b_n^h), \quad n \in \mathbb{N}_+.$$ which implies that (3.5) holds.

In what follows, we claim that (3.6) and (3.7) hold.

If $h$ is order-preserving in $\mathbb{R}_+^d$, then it deduces that $h$ preserves the inequalities in (3.5):
$$K^h(a_n^h) \leq h(\cdot, \lim \varphi) \leq h(\cdot, \overline{\lim \varphi}) \leq K^h(b_n^h), \quad n \in \mathbb{N}_+.$$ which together with (3.2) implies
$$K^h(a_n^h) \leq \lim h(\cdot, \varphi) \leq \overline{\lim h(\cdot, \varphi)} \leq K^h(b_n^h), \quad n \in \mathbb{N}_+.$$ This proves (3.6) for $k = 1$. Next we assume that, for some $k \in \mathbb{N}$,
$$(K^h)^k(a_n^h) \leq \lim h(\cdot, \varphi) \leq \overline{\lim h(\cdot, \varphi)} \leq (K^h)^k(b_n^h), \quad n \in \mathbb{N}_+,$$ holds. From the monotonicity of $K$ and (3.1), we have:
$$K ((K^h)^k(a_n^h)) \leq K(\lim h(\cdot, \varphi)) \leq \lim \varphi \leq \overline{\lim \varphi} \leq K(\overline{\lim h(\cdot, \varphi)}) \leq K ((K^h)^k(b_n^h)).$$ By the monotonicity of $h$ in $\mathbb{R}_+^d$ and (3.2), we get that
$$(K^h)^{k+1}(a_n^h) \leq \lim h(\cdot, \varphi) \leq \overline{\lim h(\cdot, \varphi)} \leq (K^h)^{k+1}(b_n^h), \quad n \in \mathbb{N}_+.$$ Therefore, we conclude that (3.6) holds by mathematical induction.

If $h$ is anti-order-preserving in $\mathbb{R}_+^d$, similar to $h$ is order-preserving in $\mathbb{R}_+^d$, we deduce that
$$K^h(b_n^h) \leq h(\cdot, \lim \varphi) \leq h(\cdot, \overline{\lim \varphi}) \leq K^h(a_n^h), \quad n \in \mathbb{N}_+.$$ by (3.3), we have
$$K^h(b_n^h) \leq \lim h(\cdot, \varphi) \leq \overline{\lim h(\cdot, \varphi)} \leq K^h(a_n^h), \quad n \in \mathbb{N}_+.$$ Combining the monotonicity of $K$ and (3.1), it shows that
$$K (K^h(b_n^h)) \leq \lim \varphi \leq \overline{\lim \varphi} \leq K (K^h(a_n^h)), \quad n \in \mathbb{N}_+,$$ which together with the anti-monotonicity of $h$ in $\mathbb{R}_+^d$ and (3.3) implies
$$(K^h)^2(a_n^h) \leq \lim h(\cdot, \varphi) \leq \overline{\lim h(\cdot, \varphi)} \leq (K^h)^2(b_n^h), \quad n \in \mathbb{N}_+.$$ The rest of the proof of (3.7) can be obtained analogously to $h$ is order-preserving in $\mathbb{R}_+^d$ by the mathematical induction. \qed
4 Main results

In this section, we state our main result on the stable random periodic solution of nonautonomous stochastic feedback system (1.4) and prove them.

Let \( \mathcal{M} \) be the space of all progressively measurable (with respect to \( \{\mathcal{F}_t\} \)) processes \( f : \mathbb{R} \times \Omega \to [0, N] \), and

\[
f(t + T, \omega) = f(t, \theta_T \omega), \quad \text{for any } t \in \mathbb{R}, \ \omega \in \Omega.
\]

Here the metric on \( \mathcal{M} \) is given as follows:

\[
\rho(f_1, f_2) := \sup_{t \in \mathbb{R}} \mathbb{E}|f_1(t, \omega) - f_2(t, \omega)|, \quad \text{for all } f_1, f_2 \in \mathcal{M}.
\]

Lemma 4.1 \((\mathcal{M}, \rho)\) is a complete metric space.

Proof. It is clear that \((\mathcal{M}, \rho)\) is a metric space. To prove completeness assume that \( \{f_n, n \in \mathbb{N}\} \) is a Cauchy sequence in \((\mathcal{M}, \rho)\), i.e.

\[
\sup_{t \in \mathbb{R}} \mathbb{E}|f_n(t, \omega) - f_m(t, \omega)| \to 0, \quad \text{as } m, n \to \infty.
\]

Then one can find a subsequence \( \{f_{n_k}\} \) such that

\[
\sup_{t \in \mathbb{R}} \mathbb{E}|f_{n_{k+1}}(t, \omega) - f_{n_k}(t, \omega)| \leq 2^{-k}.
\]

Thus

\[
\sup_{t \in \mathbb{R}} (\sum_{k=1}^{\infty} |f_{n_{k+1}}(t, \omega) - f_{n_k}(t, \omega)| + \mathbb{E}|f_1(t, \omega)|) \\
\leq \sum_{k=1}^{\infty} \sup_{t \in \mathbb{R}} \mathbb{E}|f_{n_{k+1}}(t, \omega) - f_{n_k}(t, \omega)| + \sup_{t \in \mathbb{R}} \mathbb{E}|f_1(t, \omega)| < \infty,
\]

which implies that for any \( t \in \mathbb{R} \),

\[
\mathcal{N}_t := \left\{ \omega \in \Omega \mid \sum_{k=1}^{\infty} |f_{n_{k+1}}(t, \omega) - f_{n_k}(t, \omega)| + |f_1(t, \omega)| = +\infty \right\}
\]

is a null set and thus

\[
\sum_{k=1}^{\infty} |f_{n_{k+1}}(t, \omega) - f_{n_k}(t, \omega)| + |f_1(t, \omega)| < \infty, \quad t \in \mathbb{R}, \ \omega \in \mathcal{N}_t^c.
\]

So for any \( t \in \mathbb{R}, \omega \in \mathcal{N}_t^c \), \( \lim_{k \to \infty} f_{n_k}(t, \omega) \) exists and

\[
\lim_{k \to \infty} f_{n_k}(t, \omega) = \sum_{k=1}^{\infty} (f_{n_{k+1}}(t, \omega) - f_{n_k}(t, \omega)) + f_1(t, \omega).
\]
For any \( t \in \mathbb{R}, \omega \in \Omega \), set
\[
f^j(t, \omega) = \liminf_{k \to \infty} f^j_{n_k}(t, \omega), \quad j = 1, \ldots, d
\]
and
\[
f(t, \omega) = (f^1(t, \omega), \ldots, f^d(t, \omega)).
\]
It is clear that \( f \) is well defined, progressively measurable (with respect to \( \{ F^t \} \)), and \( f \in [0, N] \).

Since
\[
f_{n_k}(t + T, \omega) = f_{n_k}(t, \theta_T \omega), \quad \text{for any} \ t \in \mathbb{R}, \ \omega \in \Omega.
\]
We have
\[
f^j(t + T, \omega) = \liminf_{k \to \infty} f^j_{n_k}(t + T, \omega) = \liminf_{k \to \infty} f^j_{n_k}(t, \theta_T \omega) = f^j(t, \theta_T \omega),
\]
which implies that
\[
f(t + T, \omega) = f(t, \theta_T \omega), \quad \text{for any} \ t \in \mathbb{R}, \ \omega \in \Omega.
\]
Therefore, \( f \in \mathcal{M} \).

In fact, \( f(t, \omega) = \sum_{l=k}^{\infty} (f_{n_{l+1}}(t, \omega) - f_{n_l}(t, \omega)) + f_{n_k}(t, \omega) \) for any \( t \in \mathbb{R}, \ \omega \in \mathcal{N}_t^c \). And thus
\[
\sup_{t \in \mathbb{R}} \mathbb{E}|f_{n_k} - f| = \sup_{t \in \mathbb{R}} \mathbb{E} \left| \sum_{l=k}^{\infty} (f_{n_{l+1}} - f_{n_l}) \right| \leq \sum_{l=k}^{\infty} 2^{-l} = 2^{1-k},
\]
which implies that \( d(f, f_{n_k}) \to 0 \) as \( k \to \infty \). Hence \( d(f, f_n) \to 0 \) as \( k \to \infty \) since \( \{ f_n \} \) is a Cauchy sequence. Thus \( (\mathcal{M}, \rho) \) is a complete metric space. \( \square \)

**Lemma 4.2** Assume that conditions \((A) (L) (H)\) hold. Assume additionally that the following conditions on \( R \) and \( h \) are satisfied:

\((R)\) Let \( R(t-s, \theta_s \omega) \), \( (t, s) \in \Delta \) be \( F_t^s \)-measurable and \( \sup_{t \in \mathbb{R}^+} \mathbb{E}(R(t, \omega)) < \infty \).

\((H_1)\) Let \( L := \max \{ \sup_{t \in \mathbb{R}, x \in [0, T]} |\partial_{x_j} \Phi(t, x)|, i, j = 1, \ldots, d \} \) such that \( \sup_{t \in \mathbb{R}^+} \mathbb{E}(R(t, \omega)) < \frac{\lambda}{L_d} \).

Then the gain operator \( \mathcal{K}^h : \mathcal{M} \to \mathcal{M} \), \( f \mapsto \mathcal{K}^h(f) \) is a contractive mapping, where \( \mathcal{K}^h(f)(t, \omega) = h(t, [\mathcal{K}(f)](t, \omega)) \).

**Proof.** First, we prove that \( \mathcal{K}^h : \mathcal{M} \to \mathcal{M} \) is well defined. For any \( f \in (\mathcal{M}, \rho) \), by the definition of \( \mathcal{K}^h \), \( \mathcal{K}^h(f) \in [0, N] \). And by \( (2.7) \), the order-preserving of \( \Phi \) and the positivity of \( f \), for any \( t \in \mathbb{R}, \ \omega \in \Omega \), we have
\[
[\mathcal{K}(f)](t, \theta_T \omega) = \int_{-\infty}^{t} \Phi(t - r, \theta_{r+T} \omega) f(r, \theta_T \omega) dr
\]
\[
= \int_{-\infty}^{t+T} \Phi(t + T - r, \theta_\omega) f(r - T, \theta_T \omega) dr
\]
\[
= \int_{-\infty}^{t+T} \Phi(t + T - r, \theta_\omega) f(r, \omega) dr
\]
\[
= [\mathcal{K}(f)](t + T, \omega).
\]
By the fact that \( h(t + T, x) = h(t, x), t \in \mathbb{R}, x \in \mathbb{R}^d \), we have

\[
\mathcal{K}^h(f)(t + T, \omega) = h(t + T, \mathcal{K}(f)(t + T, \omega)) = h(t, \mathcal{K}(f)(t, \theta_T \omega)) = \mathcal{K}^h(f)(t, \theta_T \omega).
\]

By (H) the measurability of \( \Phi \), and the Fubini theorem, it is evident that \( \mathcal{K}^h(f) \) is progressively measurable with respect to \( \{\mathcal{F}^t\} \). So \( \mathcal{K}^h : \mathcal{M} \to \mathcal{M} \) is well defined.

Next we prove that \( \mathcal{K}^h \) is a contractive mapping. By (H1) we have

\[
\rho(\mathcal{K}^h(f_1), \mathcal{K}^h(f_2)) = \sup_{t \in \mathbb{R}} \mathbb{E} \left| \mathcal{K}^h(f_1) - \mathcal{K}^h(f_2) \right| = \sup_{t \in \mathbb{R}} \mathbb{E} \left| h(\cdot, \mathcal{K}(f_1)) - h(\cdot, \mathcal{K}(f_2)) \right|
\]

\[
= \sup_{t \in \mathbb{R}} \mathbb{E} \left| \int_0^t \nabla_x h(\cdot, \mathcal{K}(f_1)) + r(\mathcal{K}(f_1) - \mathcal{K}(f_2)) \right| \cdot \mathbb{E} \left| \mathcal{K}(f_1) - \mathcal{K}(f_2) \right|
\]

\[
\leq d \sup_{t \in \mathbb{R}, x \in \mathbb{R}^d} \left| \nabla_x (h(t, x)) \right| \cdot \sup_{t \in \mathbb{R}} \mathbb{E} \left| \mathcal{K}(f_1) - \mathcal{K}(f_2) \right|
\]

\[
\leq L d \sup_{t \in \mathbb{R}} \mathbb{E} \left| \int_{-\infty}^t \Phi(t - s, \theta_s \omega) f_1(s, \omega) ds - \int_{-\infty}^t \Phi(t - s, \theta_s \omega) f_2(s, \omega) ds \right|
\]

\[
\leq L d^2 \sup_{t \in \mathbb{R}} \mathbb{E} \left| \int_{-\infty}^t \Phi(t - s, \theta_s \omega) ||f_1(s, \omega) - f_2(s, \omega)|| ds \right|
\]

\[
\leq L d^2 \sup_{t \in \mathbb{R}} \mathbb{E} \left| \int_{-\infty}^t e^{-\lambda(t-s)} R(t - s, \theta_s \omega) \cdot |f_1(s, \omega) - f_2(s, \omega)| ds \right|
\]

\[
= L d^2 \sup_{t \in \mathbb{R}} \mathbb{E} \left( \int_{-\infty}^t e^{-\lambda(t-s)} R(t - s, \theta_s \omega) \cdot |f_1(s, \omega) - f_2(s, \omega)| P(d\omega) ds \right)
\]

\[
= L d^2 \sup_{t \in \mathbb{R}} \mathbb{E} \left( \int_{-\infty}^t e^{-\lambda(t-s)} \mathbb{E}(R(t - s, \theta_s \omega)) |f_1(s, \omega) - f_2(s, \omega)| ds \right)
\]

\[
= L d^2 \sup_{t \in \mathbb{R}} \mathbb{E} \left( \int_{-\infty}^t e^{-\lambda(t-s)} \mathbb{E}(R(t - s, \omega)) |f_1(s, \omega) - f_2(s, \omega)| ds \right)
\]

\[
\leq L d^2 \sup_{t \in \mathbb{R}} \mathbb{E}(R(t, \omega)) \sup_{t \in \mathbb{R}} |f_1(t, \omega) - f_2(t, \omega)| \sup_{t \in \mathbb{R}} \int_{-\infty}^t e^{-\lambda(t-s)} ds
\]

\[
= \frac{L d^2}{\lambda} \mathbb{E}(R(t, \omega)) \rho(f_1, f_2)
\]

\[
< \rho(f_1, f_2),
\]
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where the third-to-last equality holds because of \( \BR \) and the independence of \( R(t - s, \theta s \omega) \) and \( f_1(s, \omega) - f_2(s, \omega) \), the third-to-last inequality holds because of the \( \mathbb{P} \)-measure preserving property of \( \theta \).

\[ \square \]

**Theorem 4.3** Assume that conditions \((A) \) \((L) \) \((H) \) \((R) \) and \((H_1) \) hold. Then there exist a unique nonnegative fixed point \( u \in (\mathcal{M}, \rho) \) for the gain operator \( K^h \) such that for any \( t \in \mathbb{R} \),

\[
\lim_{n \to \infty} \varphi(t, -nT, \cdot) x = K^h(t, \cdot), \quad \forall x \in \mathbb{R}_+^d, \quad \mathbb{P} - a.s.
\]

Furthermore, for almost all \( \omega \in \Omega \),

\[
\varphi(t, s, \omega) K^h(u)(s, \omega) = K^h(u)(t, \omega), \quad \forall (t, s) \in \Delta, \quad r \in \mathbb{R}.
\]

i.e., \( K^h(u) \) is a random periodic solution of the forward stochastic flow generated by \((T, A)\) in \( \mathbb{R}_+^d \) and for any \( t \in \mathbb{R} \), all pull-back trajectories originating from nonnegative orthant converge to this positive random periodic solution almost surely.

**Proof.** By (3.6), (3.7), regardless of the monotonicity or anti-monotonicity for \( h \), for fixed \( n \in \mathbb{N}_+ \), we have

\[
(K^h)^{2k}(a_n^h) \leq \lim h(\cdot, \varphi) \leq \lim h(\cdot, \varphi) \leq (K^h)^{2k}(b_n^h), \quad k \in \mathbb{N}_+
\]

where \( a_n^h \) and \( b_n^h \) are as defined in Lemma 3.1. By Lemma 3.1 \( a_n^h \) and \( b_n^h \) are bounded progressively measurable processes with respect to \( \{\mathcal{F}^t\} \). By the definition of \( a_n^h \), \( h(t + T, x) = h(t, x), t \in \mathbb{R}, x \in \mathbb{R}_+^d \) and (2.6), for any \( t \in \mathbb{R}, \omega \in \Omega \), we have

\[
a_n^h(t + T, \omega) = \inf \{ h(t + T, \varphi(t + T, t + T - \alpha - mT, \omega)x) : m \geq n, m \in \mathbb{N}_+ \} \\
= \inf \{ h(t, \varphi(t, \alpha - mT, \theta T \omega)x) : m \geq n, m \in \mathbb{N}_+ \} \\
= a_n^h(t, \theta T \omega).
\]

Similarly, we have \( b_n^h(t + T, \omega) = b_n^h(t, \theta T \omega) \) for any \( t \in \mathbb{R}, \omega \in \Omega \). And it is clear that \( a_n^h, b_n^h \in [0, N] \). Therefore, \( a_n^h \) and \( b_n^h \) are both in \( (\mathcal{M}, \rho) \).

Since \( K^h \) is a contracting mapping on the complete metric space \( (\mathcal{M}, \rho) \), by the Banach fixed point theorem (3.4), there exists a unique \( u \in \mathcal{M} \) such that for any \( t \in \mathbb{R} \),

\[
[K^h(u)](t, \omega) = u(t, \omega), \quad \mathbb{P} - a.s.
\]

and

\[
\lim_{k \to \infty} \sup_{t \in \mathbb{R}} \mathbb{E}[|(K^h)^{2k}(a_n^h) - u|] = \lim_{k \to \infty} \sup_{t \in \mathbb{R}} \mathbb{E}[|(K^h)^{2k}(b_n^h) - u|] = 0,
\]

which implies that \( [(K^h)^{2k}(a_n^h)](t, \cdot) \overset{\mathbb{P}}{\rightarrow} u(t, \cdot) \) and \( [(K^h)^{2k}(b_n^h)](t, \cdot) \overset{\mathbb{P}}{\rightarrow} u(t, \cdot) \) for all \( t \in \mathbb{R} \). Therefore, there exists a subsequence \( \{k_j\}_{j \in \mathbb{N}} \) such that for any \( t \in \mathbb{R} \),

\[
\lim_{j \to \infty} [(K^h)^{2k_j}(a_n^h)](t, \cdot) = u(t, \cdot) = \lim_{j \to \infty} [(K^h)^{2k_j}(b_n^h)](t, \cdot), \quad \mathbb{P} - a.s. \quad (4.3)
\]
Combining (4.2) and (4.3), we obtain that for any \( t \in \mathbb{R} \),
\[
[\lim h(\cdot, \varphi)](t, \cdot) = [\lim h(\cdot, \varphi)](t, \cdot) = u(t, \cdot) \quad \mathbb{P} - a.s.
\]
which together with (3.1) implies that for any \( t \in \mathbb{R} \),
\[
[\lim \varphi](t, \cdot) = [\lim \varphi](t, \cdot) = \mathcal{K}(u)(t, \cdot) \quad \mathbb{P} - a.s.
\] (4.4)

By the definition of infimum and supremum, it is clear that
\[
\inf \{ \varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \} \\
\leq \varphi(t, t - \alpha - nT, \omega)x \\
\leq \sup \{ \varphi(t, t - \alpha - mT, \omega)x : m \geq n, m \in \mathbb{N}_+ \}, \ x \in \mathbb{R}^d.
\]

Let \( n \to \infty \) in the above inequality, by (4.4), for any \( t \in \mathbb{R} \), we have
\[
[\lim \varphi](t, \omega) = [\lim \varphi](t, \omega) = \lim_{n \to \infty} \varphi(t, t - \alpha - nT, \omega)x, \quad \mathbb{P} - a.s.
\] (4.5)

Combining (4.4) and (4.5), we obtain that for any \( t \in \mathbb{R}, \ t = m_0T + \alpha_0, m_0 \in \mathbb{Z}, \alpha_0 \in [0, T) \),
\[
\lim_{n \to \infty} \varphi(t, -nT, \cdot)x = \lim_{n \to \infty} \varphi(t, t - \alpha_0 - nT, \cdot)x = \mathcal{K}(u)(t, \cdot), \ x \in \mathbb{R}^d_{+}, \ \mathbb{P} - a.s.
\]

which proves that for any \( t \in \mathbb{R} \),
\[
\lim_{n \to \infty} \varphi(t, -nT, \cdot)x = \mathcal{K}(u)(t, \cdot), \ x \in \mathbb{R}^d_{+}, \ \mathbb{P} - a.s.
\] (4.6)

By (2.7), the progressively measurability with respect to \( \{F^t\} \) of \( u \) and the Fubini Theorem, \( \mathcal{K}(u)(t, \omega) \) is continuous and progressively measurable with respect to \( \{F^t\} \).

By the continuity of \( \varphi \) in \( \mathbb{R}^d_{+} \) and (4.6), we can show that for any fixed \( (t, s) \in \Delta \),
\[
\varphi(t, s, \omega)\mathcal{K}(u)(s, \omega) = \varphi(t, s, \omega) \lim_{n \to \infty} \varphi(s, -nT, \omega)x \\
= \lim_{n \to \infty} \varphi(t, s, \omega)\varphi(s, -nT, \omega)x \\
= \lim_{n \to \infty} \varphi(t, -nT, \omega)x \\
= \mathcal{K}(u)(t, \omega), \ \mathbb{P} - a.s.
\] (4.7)

Next, we claim that for almost all \( \omega \in \Omega \),
\[
\varphi(t, s, \omega)\mathcal{K}(u)(s, \omega) = \mathcal{K}(u)(t, \omega), \ (t, s) \in \Delta.
\]

By the continuity of \( \varphi(t, s, \omega, x) \) in \( (t, s, x) \) for all \( \omega \in \Omega \) and the continuity of \( \mathcal{K}(u)(t, \omega) \) in \( t \)
for all \( \omega \in \Omega \), we have

\[
\mathcal{N}_{s,t} := \{ \omega \in \Omega : \varphi(t, s, \omega)\mathcal{K}(u)(s, \omega) \neq \mathcal{K}(u)(t, \omega) \} 
\]

\[
= \bigcup_{k=1}^{\infty} \left\{ \omega \in \Omega : |\varphi(t, s, \omega)\mathcal{K}(u)(s, \omega) - \mathcal{K}(u)(t, \omega)| > \frac{1}{k} \right\}
\]

\[
\subset \bigcup_{k=1}^{\infty} \bigcup_{(q,p)\in Q^2\cap \Delta} \left\{ \omega \in \Omega : |\varphi(q, p, \omega)\mathcal{K}(u)(p, \omega) - \mathcal{K}(u)(q, \omega)| > \frac{1}{2k} \right\}
\]

\[
= \bigcup_{(q,p)\in Q^2\cap \Delta} \bigcup_{k=1}^{\infty} \left\{ \omega \in \Omega : |\varphi(q, p, \omega)\mathcal{K}(u)(p, \omega) - \mathcal{K}(u)(q, \omega)| > \frac{1}{2k} \right\}
\]

Thus we obtain \( \mathbb{P}(\bigcup_{(t,s)\in \Delta} \mathcal{N}_{s,t}) \leq \mathbb{P}(\bigcup_{(q,p)\in Q^2\cap \Delta} \mathcal{N}_{p,q}) = 0 \), since \( \mathbb{P}(\mathcal{N}_{s,t}) = 0, (t,s) \in \Delta \) (by (4.7)).

Furthermore, \( u(t + T, \omega) = u(t, \theta_T \omega) \), for any \( t \in \mathbb{R}, \omega \in \Omega \) since \( u \in \mathcal{M} \). Thus by (2.7) we have

\[
\mathcal{K}(u)(t, \theta_T \omega) = \int_{-\infty}^{t} \Phi(t - r, \theta_T \omega)u(r, \theta_T \omega)dr
\]

\[
= \int_{-\infty}^{t+T} \Phi(t + T - r, \theta_T \omega)u(r - T, \theta_T \omega)dr
\]

\[
= \int_{-\infty}^{t+T} \Phi(t + T - r, \theta_T \omega)u(r, \omega)dr
\]

\[
= \mathcal{K}(u)(t + T, \omega), \quad t \in \mathbb{R}, \quad \omega \in \Omega.
\]

So for almost all \( \omega \in \Omega \),

\[
\varphi(t, s, \omega)\mathcal{K}(u)(s, \omega) = \mathcal{K}(u)(t, \omega), \quad \mathcal{K}(u)(r + T, \omega) = \mathcal{K}(u)(r, \theta_T \omega), \quad \text{for any} \ (t, s) \in \Delta, \ r \in \mathbb{R}.
\]

\[\square\]

5 Examples

In this section, we show the efficiency of our result. Our main results Theorem 4.3 works for the \( T \)-periodic stochastic Goodwin negative feedback system, \( T \)-periodic stochastic Othmer-Tyson positive feedback system and \( T \)-periodic stochastic competitive systems. Our main task is to check the condition (L), (R) and (H₁) in order to use Theorem 4.3. That is to say, we need to choose a suitable \( \lambda > 0 \) and random process \( R \).
Now we consider nonautonomous stochastic single loop feedback system

\[
\begin{cases}
\frac{dx_1}{dt} = (-\alpha_1 x_1 + f(t, x_n)) dt + \sigma_1 x_1 dW_1^t, \\
\frac{dx_i}{dt} = (x_{i-1} - \alpha_i x_i) dt + \sigma_i x_i dW_i^t, \quad 2 \leq i \leq n,
\end{cases}
\]

(5.1)

where \(\alpha_i > 0, \sigma_i > 0\) for \(i = 1, \cdots, n\) and \(f \in C_b^1(\mathbb{R} \times \mathbb{R}^+, \mathbb{R}^+)\), i.e., \(f\) and its derivatives are both bounded. Moreover, we assume that \(f(t + T, x) = f(t, x), t \in \mathbb{R}, x \in \mathbb{R}^+\), and \(f(t, \cdot), t \in \mathbb{R}\) is increasing or decreasing in \(\mathbb{R}^+\).

The corresponding linear homogeneous stochastic Itô type differential equations is

\[
\begin{cases}
\frac{dx_1}{dt} = -\alpha_1 x_1 dt + \sigma_1 x_1 dW_1^t, \\
\frac{dx_i}{dt} = (x_{i-1} - \alpha_i x_i) dt + \sigma_i x_i dW_i^t, \quad 2 \leq i \leq n.
\end{cases}
\]

(5.2)

By the variation-of-constants formula, we can easily calculate the fundamental matrix \(\Phi(t, \omega)\) of (5.2) as follows:

\[
\Phi(t, \omega) = \begin{pmatrix}
\Phi_{11}(t, \omega) & 0 & \cdots & 0 \\
\Phi_{21}(t, \omega) & \Phi_{22}(t, \omega) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\Phi_{n1}(t, \omega) & \Phi_{n2}(t, \omega) & \cdots & \Phi_{nn}(t, \omega)
\end{pmatrix}
\]

for all \(t \geq 0\) and \(\omega \in \Omega\), where

\[
\Phi_{ij}(t, \omega) = \begin{cases}
\int_0^t \Phi_{ii}(t-s, \theta_s \omega) \Phi_{i-1,j}(s, \omega) ds, & 1 \leq j \leq i - 1 \\
e^{-(\alpha_i + \frac{1}{2} \sigma_i^2) t + \sigma_i W_i^t(\omega)}, & j = i \\
0, & i + 1 \leq j \leq n
\end{cases}
\]

(5.3)

for all \(i = 1, \cdots, n\). Let \(\lambda = \frac{1}{n+1} \min\{\alpha_1, \cdots, \alpha_n\}\), then it is easy to check that

\[
\Phi_{ii}(t, \omega) \leq e^{-[(n+1)\lambda + \frac{1}{2} \sigma_i^2] t + \sigma_i W_i^t(\omega)}
\]

\[
e^{-((i+1)\lambda + \frac{1}{2} \sigma_i^2) t + \sigma_i W_i^t(\omega)} e^{-(n+1-i)\lambda t}
\]

\[
= R_{ii}(t, \omega) e^{-(n+1-i)\lambda t},
\]

(5.4)

for all \(t \geq 0\) and \(\omega \in \Omega\), where

\[
R_{ii}(t, \omega) = e^{-((i+1)\lambda + \frac{1}{2} \sigma_i^2) t + \sigma_i W_i^t(\omega)}, \quad i = 1, \cdots, n.
\]

(5.5)

We prove that \(\sup_{s \in \mathbb{R}^+} R_{ii}(s, \omega)\) is a tempered random variable, for any \(\gamma > 0\), by (5.5) we have
the following estimate

\[
\sup_{t \in \mathbb{R}} \left\{ e^{-\gamma |t|} \sup_{s \in \mathbb{R}^+} R_{3i}(s, \theta_i \omega) \right\} 
= \sup_{t \in \mathbb{R}} \left\{ e^{-\gamma |t|} \sup_{s \in \mathbb{R}^+} \left\{ e^{-\left((i \lambda + \frac{1}{2} \sigma^2\right)s + \sigma_1 W^i_s(\omega)} \right\} \right\} 
= \sup_{s \in \mathbb{R}^+, t \in \mathbb{R}} \left\{ e^{-\gamma |t| - (i \lambda + \frac{1}{2} \sigma^2)s + \sigma_1 \left(W^i_{s+t}(\omega) - W^i_t(\omega)\right)} \right\} 
\leq \sup_{s \in \mathbb{R}^+, t \in \mathbb{R}} \left\{ e^{-\left(\frac{\gamma}{2} (i \lambda + \frac{1}{2} \sigma^2)\right) |t| + \sigma_1 W^i_t(\omega)} e^{-\gamma |t| - \sigma_1 W^i_t(\omega)} \right\} 
\leq \sup_{t \in \mathbb{R}} \left\{ e^{-\left(\frac{\gamma}{2} (i \lambda + \frac{1}{2} \sigma^2)\right) |t| + \sigma_1 W^i_t(\omega)} \right\} \sup_{t \in \mathbb{R}} \left\{ e^{-\gamma |t| - \sigma_1 W^i_t(\omega)} \right\} 
< \infty,
\]

where the last inequality holds because of the law of the iterated logarithm of Brownian motions.

Next, we claim that

\[
\Phi_{ij}(t, \omega) \leq e^{-(n+1-i)\lambda t} R_{ij}(t, \omega), \quad 1 \leq j \leq i - 1 \tag{5.6}
\]

where

\[
R_{ij}(t, \omega) = \int_0^t e^{-\lambda s} R_{ii}(t - s, \theta_i \omega) R_{i-1,j}(s, \omega) ds, \quad 1 \leq j \leq i - 1. \tag{5.7}
\]

In order to check (5.6), we only present the proof of \(\Phi_{21}(t, \omega)\) and \(\Phi_{31}(t, \omega)\), the rest can be analogously completed by induction. Combining (5.3), (5.4), we have

\[
\Phi_{21}(t, \omega) = \int_0^t \Phi_{22}(t - s, \theta_i \omega) \Phi_{11}(s, \omega) ds 
\leq \int_0^t e^{-(n-1)\lambda(t-s)} R_{22}(t - s, \theta_i \omega) e^{-n\lambda s} R_{11}(s, \omega) ds 
= e^{-(n-1)\lambda t} \int_0^t e^{-\lambda s} R_{22}(t - s, \theta_i \omega) R_{11}(s, \omega) ds 
= e^{-(n-1)\lambda t} R_{21}(t, \omega)
\]

and

\[
\Phi_{31}(t, \omega) = \int_0^t \Phi_{33}(t - s, \theta_i \omega) \Phi_{21}(s, \omega) ds 
\leq \int_0^t e^{-(n-2)\lambda(t-s)} R_{33}(t - s, \theta_i \omega) e^{-(n-1)\lambda s} R_{21}(s, \omega) ds 
= e^{-(n-2)\lambda t} \int_0^t e^{-\lambda s} R_{33}(t - s, \theta_i \omega) R_{21}(s, \omega) ds 
= e^{-(n-2)\lambda t} R_{31}(t, \omega)
\]

for all \(t \geq 0\) and \(\omega \in \Omega\).
Furthermore, we only prove that \( \sup_{s \in \mathbb{R}^+} R_{21}(s, \omega) \) and \( \sup_{s \in \mathbb{R}^+} R_{31}(s, \omega) \) are tempered random variables, the rest can be analogously completed by induction. For any \( \gamma > 0 \), by (5.7) we have the following estimate

\[
\begin{align*}
\sup_{t \in \mathbb{R}} \left\{ e^{-\gamma |t|} \sup_{s \in \mathbb{R}^+} R_{21}(s, \theta_t \omega) \right\} \\
= \sup_{s \in \mathbb{R}^+, t \in \mathbb{R}} \left\{ e^{-\gamma |t|} \int_0^s e^{-\lambda r} R_{22}(s - r, \theta_{r+t} \omega) R_{11}(r, \theta_t \omega) dr \right\} \\
\leq \sup_{s \in \mathbb{R}^+, t \in \mathbb{R}} \left\{ \int_0^s e^{-\frac{1}{2} \lambda r} e^{-\frac{R(\lambda \gamma)}{2}(|t| + r)} R_{22}(s - r, \theta_{r+t} \omega) e^{-\frac{\gamma |t|}{2}} R_{11}(r, \theta_t \omega) dr \right\} \\
\leq \sup_{t \in \mathbb{R}} \left\{ e^{-\frac{(\lambda \gamma + |t|)}{2}} \sup_{s \in \mathbb{R}^+} R_{22}(s, \theta_t \omega) \sup_{s \in \mathbb{R}^+} R_{11}(s, \theta_t \omega) \right\} \sup_{t \in \mathbb{R}} \left\{ e^{-\frac{\gamma |t|}{2}} \sup_{s \in \mathbb{R}^+} R_{11}(s, \theta_t \omega) \right\} \int_0^\infty e^{-\frac{1}{2} \lambda r} dr \\
< \infty,
\end{align*}
\]

and

\[
\begin{align*}
\sup_{t \in \mathbb{R}} \left\{ e^{-\gamma |t|} \sup_{s \in \mathbb{R}^+} R_{31}(s, \theta_t \omega) \right\} \\
= \sup_{s \in \mathbb{R}^+, t \in \mathbb{R}} \left\{ e^{-\gamma |t|} \int_0^s e^{-\lambda r} R_{33}(s - r, \theta_{r+t} \omega) R_{21}(r, \theta_t \omega) dr \right\} \\
\leq \sup_{s \in \mathbb{R}^+, t \in \mathbb{R}} \left\{ \int_0^s e^{-\frac{1}{2} \lambda r} e^{-\frac{R(\lambda \gamma)}{2}(|t| + r)} R_{33}(s - r, \theta_{r+t} \omega) e^{-\frac{\gamma |t|}{2}} R_{21}(r, \theta_t \omega) dr \right\} \\
\leq \sup_{t \in \mathbb{R}} \left\{ e^{-\frac{(\lambda \gamma + |t|)}{2}} \sup_{s \in \mathbb{R}^+} R_{33}(s, \theta_t \omega) \right\} \sup_{t \in \mathbb{R}} \left\{ e^{-\frac{\gamma |t|}{2}} \sup_{s \in \mathbb{R}^+} R_{21}(s, \theta_t \omega) \right\} \int_0^\infty e^{-\frac{1}{2} \lambda r} dr \\
< \infty.
\end{align*}
\]

Let

\[
R(t, \omega) := \max_{i,j=1,\ldots,n} R_{ij}(t, \omega). \tag{5.8}
\]

Then \( \sup_{t \in \mathbb{R}^+} R(t, \omega) \) is a tempered random variable and

\[
\| \Phi(t, \omega) \| := \max\{|\Phi_{ij}(t, \omega)| : i, j = 1, \ldots, n\} \leq R(t, \omega) e^{-\lambda t}, \quad t \geq 0, \ \omega \in \Omega.
\]

It follows from (2.3), (5.5) and (5.7) that \( R_{ij}(t - s, \theta_s \omega) \), \( i, j = 1, \ldots, n \) are \( F_{s}^{t} \)-measurable, and thus \( R(t - s, \theta_s \omega) \) is \( F_{s}^{t} \)-measurable. By (5.5) and the maximal inequality of geometric Brownian motion (see [12], p.858 and [31], p.1639), we obtain that

\[
\mathbb{E}(\sup_{t \in \mathbb{R}^+} R_{ii}(t, \omega)) \leq 1 + \frac{\sigma_i^2}{2t \lambda}, \quad i = 1, \ldots, n. \tag{5.9}
\]

Combining (5.7), (5.9), the \( \mathbb{P} \)-measure preserving property of \( \theta \), Fubini theorem and the fact
that an $n$-dimensional Brownian motion has $n$ independent components, we obtain that

$$
\sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{ij}(t, \omega)) \\
= \sup_{t \in \mathbb{R}^+} \mathbb{E}\left( \int_0^t e^{-\lambda s} R_{ii}(t-s, \theta_s \omega) R_{i-1,j}(s, \omega) ds \right) \\
= \sup_{t \in \mathbb{R}^+} \int_0^t e^{-\lambda s} \mathbb{E}(R_{ii}(t-s, \theta_s \omega) R_{i-1,j}(s, \omega)) ds \\
= \sup_{t \in \mathbb{R}^+} \int_0^t e^{-\lambda s} \mathbb{E}(R_{ii}(t-s, \theta_s \omega)) \mathbb{E}(R_{i-1,j}(s, \omega)) ds \\
\leq \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{i-1,j}(t, \omega)) \sup_{t \in \mathbb{R}^+} \int_0^t e^{-\lambda s} \mathbb{E}(R_{ii}(t-s, \omega)) ds \\
\leq \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{ii}(t, \omega)) \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{i-1,j}(t, \omega)) \int_0^\infty e^{-\lambda s} ds \\
\leq \frac{1}{\lambda} \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{ii}(t, \omega)) \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{i-1,j}(t, \omega)), \ 1 \leq j \leq i - 1.
$$

By induction, we conclude that

$$
\sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{ij}(t, \omega)) \leq \frac{1}{\lambda^{i-j}} \prod_{k=j}^i \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{kk}(t, \omega)), \ 1 \leq j \leq i.
$$

So

$$
\sup_{t \in \mathbb{R}^+} \mathbb{E}(R(t, \omega)) \leq \sup_{t \in \mathbb{R}^+} \sum_{i=1}^n \sum_{j=1}^i \mathbb{E}(R_{ij}(t, \omega)) \\
\leq \sum_{i=1}^n \sum_{j=1}^i \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{ij}(t, \omega)) \\
\leq \sum_{i=1}^n \sum_{j=1}^i \frac{1}{\lambda^{i-j}} \prod_{k=j}^i \sup_{t \in \mathbb{R}^+} \mathbb{E}(R_{kk}(t, \omega)) \\
\leq \sum_{i=1}^n \sum_{j=1}^i \frac{1}{\lambda^{i-j}} \prod_{k=j}^i \mathbb{E}\left( \sup_{t \in \mathbb{R}^+} R_{kk}(t, \omega) \right) \\
\leq \sum_{i=1}^n \sum_{j=1}^i \frac{1}{\lambda^{i-j}} \prod_{k=j}^i \left( 1 + \frac{\sigma_k^2}{2k\lambda} \right).
$$

Let $h(t, x) = (f(t, x_n), 0, \cdots, 0)^T$, $x \in \mathbb{R}^n$, $N_1 = \sup_{t \in \mathbb{R}, x_n \in \mathbb{R}^+_n} \left| f(t, x_n) \right|$, $N_i = 0$ for all $2 \leq i \leq n$ and $L = \sup_{t \in \mathbb{R}, x_n \in \mathbb{R}^+_n} \left| \frac{df(t, x_n)}{dx_n} \right|$. Then from Theorem 4.3 we conclude the following.
Proposition 5.1 Let $\alpha_i > 0$ for $i = 1, \cdots, n$ and $f \in C^1_b(\mathbb{R} \times \mathbb{R}_+, \mathbb{R}_+)$. Assume that $f(t + T, x) = f(t, x)$, $t \in \mathbb{R}$, $x \in \mathbb{R}_+$ and $f(t, \cdot)$, $t \in \mathbb{R}$ is increasing or decreasing in $\mathbb{R}_+$. If

$$\frac{\ln^2 \sup_{t \in \mathbb{R}_+} \mathbb{E}(R(t, \omega))}{\lambda} \leq \frac{\ln^2}{\lambda} \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{1}{\lambda^{i-j}} \prod_{k=j}^{i} \left(1 + \frac{\sigma_k^2}{2k\lambda}\right) < 1$$

holds, where $R(t, \omega)$ is defined in (5.8) and $L = \sup_{t \in \mathbb{R}_+} \sup_{x \in \mathbb{R}_+} \left|\frac{d(t, x)}{dx}\right|$. Then equation (5.1) has a unique random periodic solution of periodic $T$ in $\mathbb{R}_+^n$.

Example 5.2 (Time-periodic stochastic Goodwin system). Consider $n$-dimensional stochastic differential equation

\begin{equation}
\begin{cases}
dx_1 = (-\alpha_1 x_1 + \frac{V}{K + \sin t + x_{n}^m})dt + \sigma_1 x_1 dW_t^1, \\
dx_i = (x_{i-1} - \alpha_i x_i)dt + \sigma_i x_i dW_t^i, 
\end{cases}
\tag{5.10}
\end{equation}

where $m > 1$, $K > 2$, $V > 0$ and $\alpha_i > 0$ for $i = 1, \cdots, n$. It is clear that (5.10) is a non-monotone system, which can be regarded as the stochastic Goodwin model with time-periodic coefficient; see [31, 32]. By the direct calculation, it is obvious that

$$L = \sup_{t \in \mathbb{R}_+} \sup_{x \in \mathbb{R}_+} \left|\frac{mV x_{n}^{m-1}}{(K + \sin t + x_{n}^m)^2}\right| \leq \sup_{t \in \mathbb{R}_+} \sup_{x \in \mathbb{R}_+} \left|\frac{mV(1 + x_{n}^m)}{(K + \sin t + x_{n}^m)^2}\right| \leq \frac{mV}{K - 1}.$$ 

Applying Proposition 5.1, we get that if

$$\frac{mn^2V}{\lambda(K - 1)} \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{1}{\lambda^{i-j}} \prod_{k=j}^{i} \left(1 + \frac{\sigma_k^2}{2k\lambda}\right) < 1 \tag{5.11}$$

is satisfied, then (5.10) has a unique globally stable random periodic solution of periodic $2\pi$ in $\mathbb{R}_+^n$. Here, (5.11) holds for $V$ sufficiently small or $K$ sufficiently large.

Example 5.3 (Time-periodic stochastic Othmer-Tyson system). Consider the following $n$-dimensional nonautonomous stochastic Othmer-Tyson positive feedback system:

\begin{equation}
\begin{cases}
dx_1 = (-\alpha_1 x_1 + \frac{k_0(1 + x_{n}^m)}{K + \sin t + x_{n}^m})dt + \sigma_1 x_1 dW_t^1, \\
dx_i = (x_{i-1} - \alpha_i x_i)dt + \sigma_i x_i dW_t^i, 
\end{cases}
\tag{5.12}
\end{equation}

where $m > 1$, $K > 2$, $k_0 > 0$ and $\alpha_i > 0$ for $i = 1, \cdots, n$. This is a stochastic cooperative system; see [31, 32]. By the direct calculation, it is obvious that

$$L = \sup_{t \in \mathbb{R}_+} \sup_{x \in \mathbb{R}_+} \left|\frac{mk_0(K + \sin t - 1)x_{n}^{m-1}}{(K + \sin t + x_{n}^m)^2}\right| \leq \sup_{t \in \mathbb{R}_+} \sup_{x \in \mathbb{R}_+} \left|\frac{mk_0(K + \sin t - 1)(1 + x_{n}^m)}{(K + \sin t + x_{n}^m)^2}\right| \leq \frac{mk_0}{K - 1}.$$ 

Applying Proposition 5.1, we get that if

$$\frac{mk_0n^2K}{\lambda(K - 1)} \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{1}{\lambda^{i-j}} \prod_{k=j}^{i} \left(1 + \frac{\sigma_k^2}{2k\lambda}\right) < 1 \tag{5.13}$$

is satisfied, then (5.12) has a unique globally stable random periodic solution of periodic $2\pi$ in $\mathbb{R}_+^n$. Here, (5.13) holds for $k_0$ sufficiently small.
Example 5.4 Consider an $n$-dimensional stochastic competitive system with time-periodic coefficient

$$dx_i = [-\alpha_ix_i + h_i(t,x)]dt + \sigma_ix_idW^i_t,$$

(5.14)

where $\alpha_i > 0$ for all $i = 1, \cdots, n$ and

$$h_i(t,x) := |\sin t| + \frac{1}{K_i + x_1^m + \cdots + x^n_m}, x \in \mathbb{R}^n_+, i = 1, \cdots, n,$$

where $m > 1$ and $K_i > 1$ for all $i = 1, \cdots, n$. Then $h(t,\cdot)$ is a decreasing function from $\mathbb{R}^n_+$ to $\mathbb{R}^n_+ \setminus 0$. The fundamental matrix of the following corresponding linear homogeneous stochastic Itô type differential equations

$$dx_i = -\alpha_ix_idt + \sigma_ix_idW^i_t,$$

is

$$\Phi(t,\omega) = \begin{pmatrix}
\Phi_{11}(t,\omega) & 0 & \cdots & 0 \\
0 & \Phi_{22}(t,\omega) & \cdots & 0 \\
0 & 0 & \cdots & \Phi_{nn}(t,\omega)
\end{pmatrix}$$

for all $t \geq 0$ and $\omega \in \Omega$, where

$$\Phi_{ij}(t,\omega) = e^{-(\alpha_i + \frac{1}{2}\sigma^2_i)t + \sigma_i W^i_t(\omega)}.$$

It is clear that

$$\|\Phi(t,\omega)\| := \max\{|\Phi_{ij}(t,\omega)| : i, j = 1, \ldots, n\} \leq R(t,\omega)e^{-\lambda t}, \quad t \geq 0, \quad \omega \in \Omega,$$

where $\lambda = \frac{1}{2} \min\{\alpha_1, \ldots, \alpha_n\}$ and

$$R(t,\omega) = \bigvee_{i=1}^n e^{-(\lambda + \frac{1}{2}\sigma^2_i)t + \sigma_i W^i_t(\omega)}.$$

Similar to the analysis for system (5.1), it is easy to check that $R(t-s,\theta_s\omega)$ is $\mathcal{F}^s_t$-measurable and for any $\gamma > 0$,

$$\sup_{t \in \mathbb{R}} \{e^{-\gamma|t|} \sup_{s \in \mathbb{R}^+} R(s,\theta_t\omega)\} < \infty.$$

By the maximal inequality of geometric Brownian motion, we can obtain that

$$\sup_{t \in \mathbb{R}^+} \mathbb{E}(R(t,\omega)) = \sup_{t \in \mathbb{R}^+} \mathbb{E}\left( \bigvee_{i=1}^n e^{-(\lambda + \frac{1}{2}\sigma^2_i)t + \sigma_i W^i_t(\omega)} \right) \leq \sum_{i=1}^n \sup_{t \in \mathbb{R}^+} \mathbb{E}e^{-(\lambda + \frac{1}{2}\sigma^2_i)t + \sigma_i W^i_t(\omega)}$$

$$\leq \sum_{i=1}^n \mathbb{E}(\sup_{t \in \mathbb{R}^+} e^{-(\lambda + \frac{1}{2}\sigma^2_i)t + \sigma_i W^i_t(\omega)}) \leq \sum_{i=1}^n \left(1 + \frac{\sigma^2_i}{2\lambda}\right).$$
By the direct calculation, it is obvious that

\[ L = \max \left\{ \sup_{t \in \mathbb{R}, x \in \mathbb{R}^d_+} \left| \frac{\partial h_i(t, x)}{\partial x_j} \right|, i, j = 1, \ldots, n \right\} \]

\[ = \max \left\{ \sup_{x \in \mathbb{R}^d_+} \left| \frac{m x_j^{m-1}}{(K_1 + x_1^m + \cdots + x_n^m)^2} \right|, i, j = 1, \ldots, n \right\} \]

\[ \leq \frac{m}{K} \leq \frac{m}{K}, \]

where \( K = \min\{K_i, i = 1, \ldots, n\} \). Therefore, if

\[ \frac{mn^2}{\lambda K} \sum_{i=1}^{n} \left( 1 + \frac{\sigma_i^2}{2\lambda} \right) < 1 \] (5.15)

is satisfied, then (5.14) has a unique globally stable random periodic solution of periodic \( \pi \) in \( \mathbb{R}^n_+ \). Here, (5.15) holds when \( \lambda \) or \( K \) is large enough.

As a further specific example, we give the following example.

**Example 5.5** Consider the following 3-dimensional stochastic Othmer-Tyson positive feedback system with time-periodic coefficient:

\[
\begin{align*}
\frac{dx_1}{dt} &= (-8x_1 + \frac{1}{12} \cdot \frac{1+x^3}{3+\sin(t+x^3)})dt + \frac{1}{2}x_1dW_1^1, \\
\frac{dx_2}{dt} &= (x_1 - 9x_2)dt + \frac{1}{4}x_2dW_2^2, \\
\frac{dx_3}{dt} &= (x_2 - 10x_3)dt + \frac{1}{3}x_3dW_3^3.
\end{align*}
\] (5.16)

By the direct calculation, it is obvious that

\[ L = \sup_{t \in \mathbb{R}, x_3 \in \mathbb{R}_+} \left| \frac{(2 + \sin t)x^3_3}{4(3 + \sin t + x^3_3)^2} \right| \]

\[ = \sup_{t \in \mathbb{R}} \frac{(2 + \sin t)x^3_3}{4(3 + \sin t + x^3_3)^2} \cdot \frac{3+\sin t}{x_3=\frac{3+\sin t}{2}} \]

\[ = \sup_{t \in \mathbb{R}} \frac{2 + \sin t}{36(3+\sin t)^\frac{3}{2}} \cdot \frac{3+\sin t}{x_3=\frac{3+\sin t}{2}} \left| \sin t=1 \right| \]

\[ = \frac{1}{24 \cdot 2^\frac{3}{2}}. \]

The corresponding linear homogeneous stochastic Itô type differential equations is

\[
\begin{align*}
\frac{dx_1}{dt} &= -8x_1dt + \frac{1}{2}x_1dW_t^1, \\
\frac{dx_2}{dt} &= (x_1 - 9x_2)dt + \frac{1}{4}x_2dW_t^2, \\
\frac{dx_3}{dt} &= (x_2 - 10x_3)dt + \frac{1}{3}x_3dW_t^3.
\end{align*}
\] (5.17)
By the variation-of-constants formula, we can easily calculate the fundamental matrix $\Phi(t, \omega)$ of (5.17) as follows:

\[
\Phi(t, \omega) = \begin{pmatrix}
\Phi_{11}(t, \omega) & 0 & 0 \\
\Phi_{21}(t, \omega) & \Phi_{22}(t, \omega) & 0 \\
\Phi_{31}(t, \omega) & \Phi_{32}(t, \omega) & \Phi_{33}(t, \omega)
\end{pmatrix}
\]

for all $t \geq 0$ and $\omega \in \Omega$, where

\[
\Phi_{11}(t, \omega) = e^{-(8+\frac{1}{8})t + \frac{1}{8}W_1^2(\omega)},
\]

\[
\Phi_{22}(t, \omega) = e^{-(9+\frac{1}{32})t + \frac{1}{8}W_2^2(\omega)},
\]

\[
\Phi_{33}(t, \omega) = e^{-(10+\frac{1}{18})t + \frac{1}{8}W_3^2(\omega)}.
\]

and

\[
\Phi_{ij}(t, \omega) = \begin{cases}
\int_0^t \Phi_{ii}(t - s, \theta_s \omega)\Phi_{i-1,j}(s, \omega))ds, & 1 \leq j \leq i - 1 \\
0, & i + 1 \leq j \leq 3.
\end{cases}
\]

Hence, it is easy to check that

\[
\Phi_{ii}(t, \omega) = R_{ii}(t, \omega)e^{-(4-i)t}, \quad i = 1, 2, 3
\]

for all $t \geq 0$ and $\omega \in \Omega$, where

\[
R_{11}(t, \omega) = e^{-(5+\frac{1}{8})t + \frac{1}{8}W_1^2(\omega)},
\]

\[
R_{22}(t, \omega) = e^{-(7+\frac{1}{32})t + \frac{1}{8}W_2^2(\omega)},
\]

\[
R_{33}(t, \omega) = e^{-(9+\frac{1}{18})t + \frac{1}{8}W_3^2(\omega)}.
\]

and thus

\[
\Phi_{21}(t, \omega) = \int_0^t \Phi_{22}(t - s, \theta_s \omega)\Phi_{11}(s, \omega))ds
\]

\[
= \int_0^t e^{-2(t-s)}R_{22}(t - s, \theta_s \omega)e^{-3s}R_{11}(s, \omega))ds
\]

\[
= e^{-2t}R_{21}(t, \omega),
\]

where $R_{21}(t, \omega) = \int_0^t e^{-s}R_{22}(t - s, \theta_s \omega)R_{11}(s, \omega))ds$.

\[
\Phi_{31}(t, \omega) = \int_0^t \Phi_{33}(t - s, \theta_s \omega)\Phi_{21}(s, \omega))ds
\]

\[
= \int_0^t e^{-(t-s)}R_{33}(t - s, \theta_s \omega)e^{-2s}R_{21}(s, \omega))ds
\]

\[
= e^{-t}R_{31}(t, \omega),
\]
where \( R_{31}(t, \omega) = \int_0^t e^{-s} R_{33}(t - s, \theta_s \omega) R_{21}(s, \omega) \) ds,

\[
\Phi_{32}(t, \omega) = \int_0^t \Phi_{33}(t - s, \theta_s \omega) \Phi_{22}(s, \omega) ds
= \int_0^t e^{-(t-s)} R_{33}(t - s, \theta_s \omega) e^{-2s} R_{22}(s, \omega) ds
= e^{-t} R_{32}(t, \omega),
\]

where \( R_{32}(t, \omega) = \int_0^t e^{-s} R_{33}(t - s, \theta_s \omega) R_{22}(s, \omega) \) ds. In order to verify conditions in Theorem 4.3, we choose \( \lambda = 1 \) and

\[
R(t, \omega) = \max_{i,j=1,2,3} R_{ij}(t, \omega).
\]

Similar to the analysis for system (5.1), we can prove that \( \sup_{t \in \mathbb{R}_+} R(t, \omega) \) is a tempered random variable and

\[
\| \Phi(t, \omega) \| := \max_i \{|\Phi_{ij}(t, \omega)| : i, j = 1, 2, 3\} \leq R(t, \omega)e^{-t}, \quad t \geq 0, \ \omega \in \Omega.
\]

It is clear that \( R_{ij}(t - s, \theta_s \omega), i, j = 1, \cdots, n \) is \( \mathcal{F}_s^t \)-measurable, and thus \( R(t - s, \theta_s \omega) \) is \( \mathcal{F}_s^t \)-measurable. By the maximal inequality of geometric Brownian motion, i.e.,

\[
\mathbb{E}\left( \sup_{t \in \mathbb{R}_+} e^{(\mu - \frac{\sigma^2}{2})t + \sigma W_t(\omega)} \right) = 1 - \frac{\sigma^2}{2\mu}
\]

for \( \mu < 0 \) and \( \sigma > 0 \), we obtain that

\[
\sup_{t \in \mathbb{R}_+} \mathbb{E}(R(t, \omega)) = \sup_{t \in \mathbb{R}_+} \mathbb{E}(\max_{i,j=1,2,3} R_{ij}(t, \omega))
\leq \mathbb{E}(\sup_{t \in \mathbb{R}_+} R_{31}(t, \omega)) + \mathbb{E}(\sup_{t \in \mathbb{R}_+} R_{32}(t, \omega)) + \mathbb{E}(\sup_{t \in \mathbb{R}_+} R_{33}(t, \omega))
\leq \frac{41}{40} \times \frac{225}{224} \times \frac{163}{162} + \frac{225}{224} \times \frac{163}{162} + \frac{163}{162}
\leq 3.0528.
\]

Therefore, we have that

\[
\frac{Ld^2 \sup_{t \in \mathbb{R}_+} \mathbb{E}(R(t, \omega))}{\lambda} \leq \frac{1}{24 \times 2^t} \times 9 \times 3.0528 < 1.
\]

Then by Theorem 4.3, we conclude that (5.10) has a unique globally stable random periodic solution of period \( 2\pi \) in \( \mathbb{R}_+^3 \).
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