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We investigate radio-frequency (rf) spectroscopy, metal-to-superconductor tunneling, and angle-resolved photoemission spectroscopy (ARPES) as probes of isolated out-of-equilibrium quantum systems, and examine the crucial role played by the nonequilibrium distribution function. As an example, we focus on the induced topological time-periodic (Floquet) phase in a two-dimensional \( p + ip \) superfluid, following an instantaneous quench of the coupling strength. The post-quench Cooper pairs occupy a linear combination of “ground” and “excited” Floquet states, with coefficients determined by the distribution function. While the Floquet bandstructure exhibits a single avoided crossing relative to the equilibrium case, the distribution function shows a population inversion of the Floquet bands at low energies. For a realization in ultracold atoms, these two features compensate, producing a bulk average rf signal that is well-captured by a quasi-equilibrium approximation. In particular, the rf spectrum shows a robust gap. The single crossing occurs because the quench-induced Floquet phase belongs to a particular class of soliton dynamics for the BCS equation. The population inversion is a consequence of this, and ensures the conservation of the pseudospin winding number. As a comparison, we compute the rf signal when only the lower Floquet band is occupied; in this case, the gap disappears for strong quenches. The tunneling signal in a solid state realization is ignorant of the distribution function, and can show wildly different behaviors. We also examine rf, tunneling, and ARPES for weak quenches, such that the resulting topological steady-state is characterized by a constant nonequilibrium order parameter. In a system with a boundary, tunneling reveals the Majorana edge states. However, the local rf signal due to the edge states is suppressed by a factor of the inverse system size, and is spatially deconfined throughout the bulk of the sample.
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I. INTRODUCTION

A. Idea and overview of results

In recent years, there have been numerous studies on Floquet systems as they possess interesting topological phases absent in static systems \[1,8\]. Most of these are induced by external driving. For example, a Floquet topological insulator may arise when graphene is irradiated by circularly polarized light \[1,3,4,6,7\]. However, a topological Floquet phase can also be created in an isolated system such as a BCS superfluid following an instantaneous quench of the interaction strength \[8\–10\]. The periodic modulation of the order parameter is self-generated by dynamics, and arises due to the single unstable mode associated to the BCS instability of the normal state \[11,14\].

In either of these two cases, the Floquet (quasienergy) band structure and the distribution function (nonequilibrium occupation number) are equally important. Much of the previous work focused on the connection between the band structure and topological properties \[2,5\], but did not take into account the distribution function which might be essential to determine experimental observables. The problem of irradiated graphene has been considered mainly in the Landauer-Büttiker formalism, wherein the mode occupation is fixed by ideal leads \[3,4,6,7\]. Even in that simplified setting, however, the relationship between the topology and Floquet edge states to measured transport coefficients is complicated, and the latter are not generically quantized \[4,6,7\]. More recent works have considered Floquet systems that are isolated or weakly coupled to the environment \[13,17\]. If external driving is applied to a system initially in its ground state, the particles will populate several Floquet bands, leading to a nontrivial distribution function.

To better understand the connection between the distribution function and observables, in this work we study the radio-frequency (rf) spectrum \[18\] of an isolated topological Floquet system. We consider the topological \(p+ip\) Floquet superfluid induced by an instantaneous quench of interaction strength in a 2D system of spinless fermions \[8,9\]. The long-time asymptotic steady state occupies two Floquet bands related by particle-hole symmetry. We determine the distribution function as well as the explicit BCS dynamics of the steady state, and derive the expression for the rf spectrum. This out-of-equilibrium system could be realized in an ultracold gas of fermionic atoms interacting through a \(p\)-wave Feshbach resonance \[8,9\].

Assuming it can also be realized in solid, we discuss the possibility of probing this nonequilibrium system by normal metal to superconductor tunneling \[19\], whose setup closely parallels that of rf. Finally we consider momentum-resolved spectra, as could be measured using angle-resolved photoemission spectroscopy (ARPES) \[20\]. Recent THz pump-probe experiments \[21,22\] have shown that order parameter (“Higgs mode”) quench dynamics can be induced in low temperature superconductors on ultrashort timescales. Our results apply in a transient window over which the time-periodic phase can be stabilized, before pair-breaking or other processes destroy it \[8,14\].

We show that the bulk rf and tunneling spectra are in general very different, and this is tied to the nonequilibrium distribution function. The rf and tunneling spectra are both one-particle observables, but there is a crucial distinction \[23\]. In an ultracold gas, rf radiation can induce internal transitions in the atoms between states that participate in pairing and states that do not. The rf signal depends upon the occupation of both the paired and unpaired states. By contrast, tunneling from an idealized metal tip gives a current that is sensitive to the distribution function in the superconductor only on energy scales of order \(E_F\), the Fermi energy in the tip. The tunneling conductance at small bias is completely determined by the retarded single particle Green’s function in the Floquet phase. The same quantity determines transport in Floquet scattering theory \[8\], and signals the absence or presence of edge states in a system with a boundary \[8,9,23\]; however, it does not encode the occupation of bulk or edge states.

In our quenched-induced topological superfluid, we show that there is exactly one avoided crossing in the Floquet bandstructure. At the same time, there is a population inversion in the occupation of these bands, so that the “upper” (“lower”) quasienergy band is occupied at low (high) energies. These two features compensate in the bulk rf prediction, so that the average signal is well-approximated by that of a quasi-equilibrium \(p+ip\) superfluid. In particular, the spectrum exhibits a robust gap. Deviations from a quasi-equilibrium picture appear as satellite coherence peaks, which have been studied previously \[18\]. To compare, we also consider the rf signal that obtains by populating only the lower Floquet band. In this case the gap disappears for sufficiently strong quenches that induce large variations in the order parameter (i.e., strong driving). The tunneling signal is ignorant of the distribution function, and also depends sensitively on the quench. For strong quenches there is no gap in the bulk tunneling spectrum. A quench-induced population inversion in a single band Floquet system was studied in \[23\].

Unlike toy models sometimes considered in the literature, the drive frequency in our quench-induced Floquet system is much smaller than the bandwidth. This implies that there is significant folding of the unperturbed spectrum across the quasienergy zone. Although this situation should be the norm rather than the exception experimentally \[1\], it is usually more complicated to understand than the opposite, high frequency limit \[4,5\]. In particular, one typically expects small gaps to open every time the spectrum crosses the zone, and this can complicate predictions for experiment \[4\].

By contrast, the presence of a single avoided band crossing in our Floquet bandstructure is a consequence
of the BCS dynamics that generate it. In particular, the crossing arises because the quench-induced Floquet phase belongs to a particular class of soliton dynamics for the integrable BCS equations \[12, 13\]. The population inversion is also expected for an odd number of avoided crossings.

We also consider the rf, tunneling, and ARPES signals that result from weaker quenches in the \( p + ip \) superfluid, such that the order parameter asymptotes to a nonequilibrium constant value. In addition to bulk spectra, we consider a semi-infinite geometry with an edge. We show that while tunneling reveals the Majorana edge states, local rf spectroscopy is ill-suited to find them. This is because the signal is suppressed by a factor of the system size, and is not spatially localized to the edge of the cloud.

### B. Review: Quench-induced topological Floquet phase in a \( p + ip \) superfluid

In this subsection, we briefly review the quench induced nonequilibrium state \[8, 9\] whose rf spectrum is investigated. The system is governed by the BCS Hamiltonian,

\[
H = \sum_{\mathbf{k}} \frac{k^2}{2} c_\mathbf{k}^\dagger c_\mathbf{k} - 2G \sum_{\mathbf{k}, \mathbf{q}} t^{\prime} \mathbf{k} \cdot \mathbf{q} c_\mathbf{k}^\dagger c_{\mathbf{k}+\mathbf{q}}^\dagger c_{-\mathbf{k}-\mathbf{q}} c_{\mathbf{q}}, \tag{1.1}
\]

where \( c_\mathbf{k} \) annihilates a fermion with momentum \( \mathbf{k} = (k^x, k^y) \) and mass \( m = 1 \). The prime in \( \sum' \) indicates that the summation runs over momenta with nonnegative \( y \)-components, i.e. \( k^y \geq 0 \). \( G > 0 \) is the interaction strength.

This Hamiltonian [Eq. (1.1)] has a \( p + ip \) ground state whose order parameter assumes the form

\[
\Delta(\mathbf{k}) = -2G \sum_{\mathbf{q}} \mathbf{k} \cdot \mathbf{q} (c_{-\mathbf{q}} c_\mathbf{q}) = \Delta_0 k e^{-i\phi_k}, \tag{1.2}
\]

where \( \phi_k \) is the polar angle of 2D vector \( \mathbf{k} \). \( \Delta_0 \) is the order parameter amplitude. The quasiparticle energy of such a \( p + ip \) paired state is

\[
E_k = \sqrt{\left(\frac{k^2}{2} - \mu\right)^2 + k^2 \Delta_0^2}. \tag{1.3}
\]

Its spectrum is fully gapped as long as the chemical potential \( \mu \neq 0 \). The critical point \( \mu = 0 \) separates two distinct topological phases —the weak pairing BCS phase \( (\mu > 0) \) and the strong pairing BEC phase \( (\mu < 0) \). The BCS phase is topologically nontrivial, i.e. if the system in this phase possesses a boundary, the Majorana edge state would appear. The squared order parameter \( (\Delta_0)^2 \) and chemical potential \( \mu \) carry units of density; the fixed particle density \( n \) sets the natural scale. All dimensionful quantities for a quench can be expressed in units of \( n \), with at most logarithmic dependence upon an ultraviolet energy cutoff \( \Lambda \). [9]

The system is initially prepared in the \( p + ip \) ground state of the pre-quench Hamiltonian with interaction strength \( G_i \). Then the interaction strength is suddenly quenched to a different value \( G_f \). After the quench, the system evolves as a superposition of many body eigenstates of the post-quench Hamiltonian and acquires a steady state as \( t \to \infty \).

In general, the asymptotic long-time evolution of the order parameter amplitude can be expressed as

\[
\Delta(t) = \Delta_\infty(t) e^{-2i\mu_\infty t}, \tag{1.4}
\]

where \( \Delta_\infty(t) \) could be \( 0 \) (phase I), a nonzero constant (phase II) or an oscillating function with time period \( T \) (phase III), depending on the strength and direction of the quench \[8, 9, 13, 27\]. In phase II, the real constant \( \mu_\infty \) plays the role of a nonequilibrium chemical potential and determines the topological properties of the quench induced state. It is topologically nontrivial (trivial) when \( \mu_\infty > 0 \) (\( \mu_\infty < 0 \)). The out-of-equilibrium phase diagram is shown in Fig. 1 where we use \( \Delta_0^{(0)} \) and \( \Delta_0^{(f)} \), the order parameter amplitudes of pre- and post-quench Hamiltonians’ ground states, to indicate the coordinates of the quench \[8, 9\].

The main interest in this work is phase III, which can be understood as a quench-induced Floquet topological superfluid phase \[8\]. For both phases II and III, we use the term “topological” to denote the presence or absence of Majorana edge modes in a sample with a boundary, as encoded in the single particle retarded Green’s function \[8, 9, 23\]. This notion of topology relates to the spectrum of excitations that can be reached from the quench-induced nonequilibrium state by the application of a weak spectral probe, i.e. a frequency-dependent measurement. There is a different notion of topology that describes the many-body wavefunction itself, which is here always a BCS state. This is the pseudospin winding number that can be observed by an equal-time measurement, such as time-of-flight, and which cannot change following a quench. The conserved pseudospin winding does not determine whether or not edge states will appear; it instead encodes the occupation of the states \[8, 9\]. Invariance of the winding number of the state was also noted in externally driven Floquet \[17\] and quenched topological \[28\] models.

In the following, we focus on weak-to-strong quenches within phase III where the order parameter amplitude is given by a Jacobi elliptic function \[9\]. The constant \( \Delta_\infty \) in phase II can be considered as a trivial case with vanishingly small oscillation amplitude.
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C. Floquet states and distribution function

The order parameter amplitude \[ \Delta_\infty(t) \] is determined by the self-consistent BCS dynamics [9, 12, 13, 27, 29, 30]. The dynamics of individual Cooper pairs or (pairs of quasiparticle excitations) can then be obtained by solving the effective mean field Hamiltonian,

\[
H_{\text{BdG}} = \sum_\mathbf{k} \left\{ \left( \frac{k^2}{2} - \mu_\infty \right) (c_{\mathbf{k}^\dagger}^\dagger c_{\mathbf{k}} + c_{\mathbf{k}}^\dagger c_{\mathbf{k}}) + k \Delta_\infty(t) c_{\mathbf{k}}^\dagger c_{\mathbf{k}} + k \Delta_\infty^*(t) c_{\mathbf{k}}^\dagger c_{\mathbf{k}} \right\}. 
\]

(1.5)

Here we have absorbed the polar phase of \[ \Delta(k) \] into the fermion operators via \[ c_{\mathbf{k}^\dagger} c_{\mathbf{k}} \rightarrow e^{-i\mathbf{k} \cdot \mathbf{r}} \Delta(k) c_{\mathbf{k}^\dagger} c_{\mathbf{k}} \]. This transformation also boosts into the “rotating frame,” so that \[ \mu_\infty \] is transferred from the order parameter amplitude to the kinetic term.

The corresponding many body wavefunction is given by the BCS product state

\[
|\Psi(t)\rangle = \prod_\mathbf{k} \left[ u_k(t) + v_k(t) c_{\mathbf{k}^\dagger}^\dagger \right] |0\rangle, 
\]

(1.6)

where the time-dependent coherence factors follow the Bogoliubov-de Gennes (BdG) equation

\[
\frac{d}{dt} \begin{bmatrix} u_k(t) \\ v_k(t) \end{bmatrix} = \begin{bmatrix} -\frac{k^2}{2} + \mu_\infty & k \Delta_\infty^*(t) \\ k \Delta_\infty(t) & -\frac{k^2}{2} - \mu_\infty \end{bmatrix} \begin{bmatrix} u_k(t) \\ v_k(t) \end{bmatrix}. 
\]

(1.7)

When \[ \Delta_\infty(t) \] is periodic in time as in phase III [8] with \[ \Delta_\infty(t + T) = \Delta_\infty(t) \], Eq. (1.7) has a pair of Floquet solutions. These are states taking the form \[ |\Phi^F(t)\rangle = |\Phi^F(0)\rangle e^{iE^F_t t} \], where \[ |\Phi^F(0)\rangle \] shares the same period \[ T \] with \[ \Delta_\infty(t) \], \[ |\Phi^F(t + T)\rangle = |\Phi^F(t)\rangle \]. The quasienergy \[ E^F(t) \] is defined up to integer multiples of the frequency \[ \Omega = 2\pi/T \]. A Floquet state is a solution subject to the special initial condition that \[ |\Phi^F(0)\rangle \] is an eigenstate of time evolution operator \[ U(T) \] over one period: \[ U(T)|\Phi^F(0)\rangle = e^{iE^F T}|\Phi^F(0)\rangle \].

We will always assume a particular type of physical initial condition for the many-fermion system, which is the \[ p + ip \] ground state of the pre-quench Hamiltonian. The coherence factors in the asymptotic steady state are then given by a superposition of two Floquet states, both of which solve the BdG equation Eq. (1.7), that is

\[
\begin{bmatrix} u_k(t) \\ v_k(t) \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 - \gamma_k & u_k^F(t) \\ u_k^F(t)^* & -1 + \gamma_k \end{bmatrix} e^{iE^F k t} 
\]

(1.8)

+ \frac{1}{\sqrt{2}} \begin{bmatrix} v_k^F(t)^* & -1 + \gamma_k \\ -u_k^F(t) & 1 - \gamma_k \end{bmatrix} e^{-iE^F k t} + i\Gamma_k.

These two Floquet states are related by particle-hole symmetry, and the relative coefficients are set by the “Cooper pair distribution function” \[ \gamma_k \] \((-1 \leq \gamma_k \leq 1\), which determines the nonequilibrium occupation number \[ f_k^{(\text{eq})} \] of the Floquet bands [18, 21]. These are related via

\[
f_k^{(\text{eq})} = \frac{1}{2} (1 + \gamma_k),
\]

(1.9)

so that \[ \gamma_k = -1 \] \((+1\) corresponds to the absence (presence) of a pair of excited quasiparticles occupying states \[ \pm k \]. This is different from the occupation of the bare fermions \((c_k^\dagger c_k + c_{-k}^\dagger c_{-k})\).

We will demonstrate in the following sections that the distribution function possesses topological information of the pre- and post-quench states. It can be extracted from the rf spectroscopy but not from the superconductor-normal metal tunneling experiment.

D. Outline

This paper is organized as follows. In Sec. II, we derive general expressions for rf spectroscopy, tunneling amplitudes, and ARPES employed to probe the quench-induced out-of-equilibrium system. In Sec. III, as a
warm-up we compute the rf, tunneling, and ARPES spectra associated with several quenches in phase II with various topological properties. We examine the possibilities of extracting the topological character of both pre- and post-quench states by analyzing the rf spectrum. In Sec. VI we turn to the analysis of the Floquet phase III. We study thoroughly two representative phase III quenches: one located in the vicinity of the phase II–III boundary, while the other lies deep in the phase III with weak initial interaction strength. The former (latter) is characterized by small harmonic (large anharmonic) amplitude modulations in $\Delta_\infty(t)$. We present and discuss the results for the rf, tunneling, and ARPES spectra, and we also discuss the connections between the Floquet bandstructure and the integrable BCS dynamics. Finally, in Sec. VII we compute the local rf signal of a phase II post-quench system with a boundary, looking for signatures of Majorana edge states. We give our conclusion in Sec. VI.

Expressions for rf and tunneling harmonics relevant to probing the Floquet phase are relegated to Appendix A. The detailed derivations of the explicit Floquet state wavefunctions as well as the distribution function associated with phase III quenches are given in Appendix B.

II. RF, TUNNELING SPECTROSCOPY, AND ARPES

A. Hamiltonian and current

In an rf experiment, we assume that the system under study is realized in an ultracold fermion gas that possesses two relevant hyperfine states: $|1\rangle$ which participates in pairing, and $|2\rangle$ which does not.

The Hamiltonian for atoms in the non-pairing state $|2\rangle$ is given by

$$H_0^{(d)} = \sum_{k} \left( \frac{k^2}{2} + \xi_{k1} \right) d_k^\dagger d_k, \quad (2.1)$$

where $\xi_{k1}$ denotes the atomic transition energy between the states $|2\rangle$ and $|1\rangle$. This energy separation is typically much larger than any relevant to the many-body dynamics. $d_k$ annihilates an atom in state $|2\rangle$ with momentum $k$. In a $p$-wave paired superfluid, the rf radiation induces a transition in an atom with momentum $k$ from state $|1\rangle$ to $|2\rangle$; an unpaired state $|1\rangle$ atom with momentum $-k$ is left behind. This process is described by the transition (coupling) Hamiltonian

$$H_T = T \sum_k \left[ e^{-i\omega_L t} d_k^\dagger c_k + e^{i\omega_L t} c_k^\dagger d_k \right], \quad (2.2)$$

where $\omega_L$ is the frequency of the rf field.

We will consider two observables: the local rf current $I(r_0) \equiv \langle d n_d(r_0)/dt \rangle$ and the global current $I \equiv \langle d N_d/\theta \rangle$. Here $n_d(r_0)$ is the spatial density distribution of $|2\rangle$ atoms at position $r_0$,

$$n_d(r_0) = d^\dagger(r_0) d(r_0) = \sum_{k_1, k_2} \left[ d_{k_1}^\dagger d_{k_2} e^{i(k_1 - k_2)r_0} \right], \quad (2.3)$$

while $N_d$ is the total number of atoms in state $|2\rangle$

$$N_d = \sum_k d_k^\dagger d_k. \quad (2.4)$$

Aside from the rf, we also consider normal metal to superconductor tunneling, assuming that the same post-quench asymptotic steady state can be hypothetically realized in a superconductor. The quenched condensate is brought into contact with a normal metal tip, whose Hamiltonian is given by

$$H_0^{(d)} = \sum_k \left( \frac{k^2}{2} + V \right) d_k^\dagger d_k. \quad (2.5)$$

Here the tunneling bias $V$ is the energy of the tip relative to the condensate. We assume that the tip is ideal, characterized by a constant density of states $\rho_0$, and that prior to contact only states with momentum $k \leq q_F$ are occupied. The Hamiltonian

$$H_T = T \left[ c^\dagger(r_0) d(r_0) + d^\dagger(r_0) c(r_0) \right]$$

$$= T \sum_{k, q} \left[ c_k^\dagger d_q e^{i(k-q)r_0} + d_q^\dagger c_k e^{-i(k-q)r_0} \right]. \quad (2.6)$$

describes the tunneling between the metal tip and the superconductor at the contact point $r_0$. The observable is again the local current at this point [Eq. (2.3)].

Comparing the Hamiltonian of tunneling [Eq. (2.6)] with that of the rf coupling [Eq. (2.2)], in the rotating frame $d_k \rightarrow d_k e^{-i\omega_L t}$, the only difference is that while the contact is global for rf, it is local for tunneling. They are identical if the transfer matrix element $T$ in Eq. (2.6) is replaced with $T \delta_{k, q}$, meaning the momentum is conserved in an rf experiment but not in tunneling.

B. General rf and tunneling formulae

Using linear response theory, we obtain the rf current as a function of the coherence factors

$$I_{rf}(t) = 2 T^2 \text{Re} \sum_{k, q} \delta_{k, q} \int_{-\infty}^{t} dt' e^{i(\omega - \xi_{2,1})(t'-t)}$$

$$\times \left[ (1 - f_q^{(d)} v_k^{(t')} v_k(t) - f_q^{(d)} u_{k}^{(t')} u_k(t')) \right], \quad (2.7)$$

where $\omega = \omega_L - \xi_{2,1}$ is the detuning frequency, and $f_q^{(d)}$ is the occupation number of atoms in state $|2\rangle$ before perturbed by rf radiation. The bare energy in the rotating frame is given by $\xi_k = k^2/2 - \mu_\omega$.

Similarly, we can obtain the expression for the tunneling current by replacing $\omega$ and $\delta_{k, q}$ in Eq. (2.7) with $-V$
and 1, respectively. In addition, now \( f^{(d)}_k = \theta(q_F - q) \), where \( \theta \) denotes the Heaviside unit step function. The differential conductance defined as \( G(t) \equiv -\frac{dI_{\text{rf}}(t)}{dt} \) is given by

\[
G(t) = 2T^2 v_0 \text{Re} \sum_k \int_{-\infty}^t dt' e^{i\tilde{V}(t-t')} \times [u_k^*(t')v_k(t) + u_k^*(t)u_k(t')] \tag{2.8}
\]

\[
= -2T^2 v_0 \text{Im} \sum_k \int_{-\infty}^t dt' e^{i\tilde{V}(t-t')} G^{(n)}_k(t, t'),
\]

where \( \tilde{V} \equiv -V - \xi q_F \). On the last line, we’ve used the fact that

\[
[u_k^*(t')v_k(t) + u_k^*(t)u_k(t')] = \langle c_k(t), c_k(t') \rangle = iG^{(n)}(t, t')
\]

is the single particle retarded Green’s function for a BCS product state.

The rf current \([\text{Eq. (2.7)}]\) depends explicitly upon the distribution of the \([2]\)-state atoms and, as we will see, that of the paired ones as well. The tunneling conductance \([\text{Eq. (2.8)}]\) by contrast depends only on the generalized spectral function (Wigner transform of the retarded Green’s function) in the condensate.

C. RF and tunneling for a Floquet system

To find the rf signal from a topological Floquet system induced by phase III quench, we insert Eq. (1.3) into Eq. (2.7), and obtain the time-averaged rf current

\[
\bar{I}_{\text{rf}} = \pi T^2 \sum_{n,k} \left\{ \left[ (1 - \gamma_k) (1 - f^{(d)}_k) - (1 + \gamma_k) f^{(d)}_k \right] \times |\tilde{v}_{n,k}|^2 \delta(\omega - \xi_k - E_k^{(F)} + n\Omega) \right.
\]

\[
+ \left[ (1 + \gamma_k) (1 - f^{(d)}_k) - (1 - \gamma_k) f^{(d)}_k \right] \times |\tilde{u}_{n,k}|^2 \delta(\omega - \xi_k + E_k^{(F)} - n\Omega) \right\}, \tag{2.9}
\]

where \( \tilde{u}_{n,k} \) and \( \tilde{v}_{n,k} \) are the Fourier coefficients of \( u_k^{(F)}(t) \) and \( v_k^{(F)}(t) \):

\[
\begin{bmatrix}
  u_k^{(F)}(t) \\
  v_k^{(F)}(t)
\end{bmatrix} = \sum_{n = -\infty}^\infty \begin{bmatrix}
  \tilde{u}_{n,k} \\
  \tilde{v}_{n,k}
\end{bmatrix} e^{-in\Omega t}. \tag{2.10}
\]

A version of Eq. (2.9) assuming \( f^{(d)}_k = 0 \) appeared previously in \([18]\). Here all the oscillating terms are discarded since their time averages vanish. From an analogous calculation, we determine the time-averaged differential conductance,

\[
\bar{G} = 2\pi T^2 v_0 \sum_n \sum_k \left[ |\tilde{v}_{n,k}|^2 \delta(\tilde{V} - E_k^{(F)} + n\Omega) \right.
\]

\[
\left. + |\tilde{u}_{n,k}|^2 \delta(\tilde{V} + E_k^{(F)} - n\Omega) \right]. \tag{2.11}
\]

In a Floquet phase, the rf current and tunneling conductance also show periodic modulation at harmonics of the drive frequency \( \Omega \). In Appendix A we compute

\[
I_{\text{rf}}(p) \equiv \int_0^T \frac{dt}{T} e^{ip\Omega t} I_{\text{rf}}(t), \quad G(p) \equiv \int_0^T \frac{dt}{T} e^{ip\Omega t} G(t), \tag{2.12}
\]

These harmonic amplitudes provide additional observables that can be used to characterize a Floquet phase.

The time-averaged rf amplitude in Eq. (2.12) depends explicitly on the distribution function \( \gamma_k \), irrespective of the \([2]\)-state occupation \( f^{(d)}_k \). The same conclusion applies for all harmonics \([\text{Eq. (A1)}]\). By comparison, even the instantaneous tunneling conductance \( G(t) \) is independent of \( \gamma_k \), if the tunneling probe has a constant density of states.

D. ARPES formulae

In ARPES experiments, one measures the Wigner transform of the single particle lesser Green’s function \( \tilde{G}_{k,t}(t, t') \)

\[
S(\omega, k, t_0) = \int_{-\infty}^\infty dt e^{-i\omega t} \tilde{G}_{k,\omega}(t_0 - t + t_0, \frac{t}{2}), \tag{2.13}
\]

which equals

\[
-\imath \tilde{G}_{k,\omega}(t, t') = \langle c_k^{dagger}(t')c_k(t) \rangle = v_k^{*}(t')v_k(t). \tag{2.14}
\]

Inserting Eq. (2.10) into Eq. (2.13) and Eq. (2.12), we arrive at the time-averaged ARPES signal from a quench induced Floquet system,

\[
\bar{S}(\omega, k) = \frac{\pi}{2} \sum_n \left\{ (1 - \gamma_k) |\tilde{v}_{n,k}|^2 \delta(-\omega - E_k^{(F)} + n\Omega) \right.
\]

\[
\left. + (1 + \gamma_k) |\tilde{u}_{n,k}|^2 \delta(-\omega + E_k^{(F)} - n\Omega) \right\}. \tag{2.15}
\]

III. WEAK QUENCHES WITH CONSTANT ORDER PARAMETER: BULK SPECTROSCOPY IN PHASE II

A. Phase II introduction

For the long time asymptotic steady state following a phase II quench, only the zeroth order Fourier coefficients \( \tilde{u}_{0,k}, \tilde{v}_{0,k} \) are nonzero. The time-averaged rf current, tunneling conductance, and ARPES signal can be easily determined from Eqs. (2.9), (2.11), and (2.12), using the exact results for \( \Delta, \mu_\omega, \) and \( \gamma(k) \) that can be obtained for a particular quench \([3]\). In what follows, unless otherwise stated, the non-pairing state is assumed to be initially unoccupied for all momenta in the rf calculation, \( f^{(d)}_k = 0 \).
in the inset. It winds from +1 at \( k \) to -1 as \( k \to \infty \) in the positive and negative frequency domain, respectively. The distribution function \( \gamma_k \) is illustrated in the inset. It winds from +1 at \( k = 0 \) to -1 as \( k \to \infty \) for the BEC to BCS quench b, but goes from -1 to -1 for BCS to BCS quench a. For both quenches, the gap is located between \( -\Delta_\infty \) and 0 in the spectrum, indicating the (topologically nontrivial) weak-pairing BCS nature of the post-quench state. A discontinuous jump appears at \( \omega = 0 \) in (a) which is associated to a quench from a BCS initial state. The coordinates for quenches a and b are \( \{\Delta_\infty^{(0)}, \Delta_\infty^{(1)}\} = \{0.8, 0.5\} \Delta_{QCP} \) and \( \{1.1, 0.8\} \Delta_{QCP} \), respectively.

### B. Phase II: RF

The rf spectrum of post-quench state with constant order parameter takes a nonzero value only within the region

\[
\begin{align*}
\omega &\in [-2\mu_\infty, -\Delta_\infty^2] \cup [0, \infty), \quad \mu_\infty > \frac{\Delta_\infty^2}{2}, \\
\omega &\in [-\Delta_\infty^2, -2\mu_\infty] \cup [0, \infty), \quad \frac{\Delta_\infty^2}{2} > \mu_\infty > 0, \quad (3.1) \\
\omega &\in [-\Delta_\infty^2, 0] \cup [2\mu_\infty, \infty), \quad \mu_\infty < 0.
\end{align*}
\]

It is composed of two continuous parts separated by a gap of width \( 2\mu_\infty \) or \( \Delta_\infty^2 \). The gap appears for negative (positive) \( \omega \) for topologically non-trivial BCS-like (trivial BCS-like) states with \( \mu_\infty > 0 \) (\( \mu_\infty < 0 \)). This feature in principle allows one to distinguish topological and trivial phases via a bulk measurement, even in the ground state [24].

A crucial difference from tunneling is that the weight always extends to zero on one side of the rf gap. This is due to the fact that fermions with \( k \to 0 \) are not coupled to the order parameter \( \Delta \) for \( p \)-wave pairing, and thus transition between hyperfine states at the bare frequency.

The component on the positive (negative) detuning frequency side is due to the process where an rf photon with energy \( \omega_L \) breaks the ground (excited) Cooper pair labeled by \( k_\omega \) and excites one of the atoms to the different internal state \( |2\rangle \), which does not participate in pairing. An unpaired state \( |1\rangle \) atom is left behind [9]. Here \( k_\omega = \sqrt{\frac{\omega + 2\mu_\infty}{\omega - 2\mu_\infty}} \) is the solution to \( \omega = \pm E_k + \xi_k \), which comes from the conservation of energy. The term describing this process is weighted by \( \frac{1-\gamma(k_\omega)}{2} \left[ \frac{1+\gamma(k_\omega)}{2} \right] \), which reflects the occupation number of the ground (excited) Cooper pair.

As required by the conservation of pseudospin winding number \( Q \equiv s_z(0) - s_z(\infty) \), the distribution function \( \gamma(k) \) must wind from +1 at \( k = 0 \) to -1 at \( k \to \infty \) if the pre- and post-quench states are in different topological
Different from rf, it spans the symmetric interval from \(-\infty\) to \(\infty\) in the tunneling spectrum. As in rf, a gap appears in the tunneling spectrum. As an example, we evaluated the time-averaged rf spectrum of the steady states induced by four different phase II quenches (a) “a,” (b) “b,” (c) “c,” and (d) “d.” To compute the discontinuous jump at \(\omega = 0\) would appear in the rf spectrum if and only if \(\mu_0^{(i)} \mu_\infty > 0\). When \(\mu_0^{(i)} \mu_\infty > 0\), \(\gamma(k)\) does not wind but approaches \(-1\) as \(k \to (0, \infty)\). In particular, the difference between these two cases is the distribution function value at \(k = 0\):

\[
\lim_{k \to 0} \gamma(k) = \begin{cases} 
-1, & \mu_0^{(i)} \mu_\infty > 0, \\
+1, & \mu_0^{(i)} \mu_\infty < 0.
\end{cases} \tag{3.2}
\]

The rf signal from which the distribution function can be extracted therefore possesses topological information of the state before and after the quench. A discontinuous jump exists at the right (left) side of the gap in Fig(b) [Fig(c)].

The ARPES signal for the steady state \(V = \pm V_{\text{min}}\) exhibits two coherence peaks around \(\tilde{V} = V_{\text{min}}\) and \(\mp V_{\text{min}}\), as shown in Fig. 3(a). The coherence peaks disappear for \(\mu_\infty < \Delta_\infty^2\) and instead the spectrum shows a discontinuity on the positive (negative) edge of the gap for \(\mu_\infty > 0\) (BCS-like) \([\mu_\infty < 0\) (BEC-like)], see Figs. 3(b) and 3(c). However, unlike the rf, the tunneling spectrum does not reveal information about the pre-quench state since the distribution function disappears from the differential conductance.

### D. Phase II: ARPES

There are two branches in the ARPES spectrum of the post-quench state with constant order parameter. The upper (lower) one results from the excited (ground) Cooper pair, and is weighted by \(\frac{1+\gamma(k)}{2}\) \(\frac{1-\gamma(k)}{2}\). For a ground state, the upper branch disappears. Similar to tunneling, there is no signal within the region \(\omega \in (-E_{\text{min}}, E_{\text{min}})\) [see Eq. (3.3)]. From Eq. (2.15), the intensity of the signal is determined by both the distribution function \(\gamma_k\) and the moduli of the coherence factors \(|\tilde{u}_{0,k}|, |\tilde{v}_{0,k}|\). Therefore, the distribution function is also measurable from an ARPES experiment.

In Fig. 5 we plot the ARPES signal for the steady state following phase II quenches a, b, c, and d. To compute

\[
E_{\text{min}} = \begin{cases} 
V_{\text{min}}, & \mu_\infty > \Delta_\infty^2, \\
\mu_\infty, & \mu_\infty < 0,
\end{cases} \tag{3.3}
\]

\[
V_{\text{min}} = \Delta_\infty \sqrt{2\mu_\infty - \Delta_\infty^2}. \tag{3.4}
\]
the signal, we replace the delta function in Eq. \(\text{2.15}\) by a smearing function \(\delta_{\text{sm}}(x) = \frac{\eta}{\pi(x + \eta)}\), and set \(\eta = (6 \times 10^{-4})\mathcal{E}_F\), where \(\mathcal{E}_F = 2\pi n\) is the Fermi energy of the system \((n\) is the density). For quenches \(a\) and \(b\), the post quench state is topologically nontrivial \((\mu_\infty > 0)\) and, as a result, \(|\tilde{u}_{0,k}| = 0\) at \(k = 0\). Examining the ARPES spectrum at \(k = 0\), we find it reaches maximum at \(\omega = -\mu_\infty\) for BCS to BCS quench \(a\) [Fig 5(a)] and disappears for BEC to BCS quench \(b\) [Fig 5(b)]. The absence of signal for quench \(b\) at \(k = 0\) is due to the population inversion that occurs when the pre- and post-quench state are in different topological phases. On the other hand, the post quench states induced by quenches \(c\) and \(d\) are topologically trivial \((\mu_\infty < 0)\), and \(|\tilde{v}_{0,k}| = 0\) at \(k = 0\). The ARPES signal with \(k = 0\) maximizes at \(\omega = -\mu_\infty\) for BCS to BEC quench \(d\) [Fig 5(d)] and vanishes for BEC to BEC quench \(c\) [Fig 5(c)]. For quench \(d\), the peak at \(\omega = -\mu_\infty\) is a signature of the population inversion.

Based on the discussion above, we conclude that topological information of the state before and after the quench can be inferred from the ARPES signal. The pre-quench state is in BCS (BEC) phase when the signal is present (absent) at \(k = 0\). In addition, if the peak occurs at negative (positive) frequency, the post-quench state is topologically nontrivial (trivial).

### IV. STRONG QUENCHES WITH PERIODIC ORDER PARAMETER: BULK SPECTROSCOPY IN FLOQUET PHASE III

#### A. Phase III introduction

The problem of computing the long-time evolution of a paired fermion superfluid following a quantum quench can be reduced to solving the integrable dynamics of coupled Anderson pseudospins. Following a similar construction employed in the study of \(s\)-wave superfluids [12, 13, 21, 23, 50], in [9] a Lax spectral method is used to find the analytical solution for the 2D \(p+ip\) model studied here. For a system of \(N\) pseudospins, one introduces the spectral polynomial \(Q_{2N}(u)\), a conserved integral of motion for any value of \(u\). In the limit \(N \to \infty\), \(Q_{2N}(u)\) respectively exhibits zero, one or two isolated pairs of roots in phases I, II, III of the quench phase diagram, Fig. 1. Isolated roots are those separated from the positive real axis in the complex \(u\) plane. These always come in complex conjugate or negative real pairs. The remaining roots give rise to a branch cut along the positive real axis in the thermodynamic limit.

The isolated roots in turn parameterize the dynamics in an effective “reduced” problem of zero, one, or two collective pseudospins. The asymptotic evolution of the order parameter reaches a steady state described by Eq. \(\text{4.1}\), and this is completely determined by this reduced solution. The dynamics of individual pseudospins can then be reconstructed following a “bootstrap” procedure, solving the BdG Eq. \(\text{1.7}\) and exploiting the conservation of \(Q_{2N}(u)\) to determine the occupation of the non-equilibrium spectrum by ground- or excited-state pairs. The explicit solution for phases I and II was provided in [9].

For most quenches in phase III, the spectral polynomial possesses two complex conjugate pairs of isolated roots: one pair \(u_{a,\pm} \equiv u_{1,\pm} \pm i u_{2,\pm}\) with \(u_{1,\pm} > 0\) exists only in this phase, while the other \(u_{2,\pm} \equiv u_{2,\pm} \pm i u_{2,\pm}\) remains isolated in both phases II and III. Here \(u_{a,\pm}\) and \(u_{a,\pm}\) indicate the real and imaginary parts of \(u_{a,\pm}\), \(a = 1, 2\). We define

\[
\Delta_\alpha = \sqrt{|u_{a} - u_{a,0}|}, \quad \mu_\alpha = \frac{|u_{a}|}{2}, \quad a = 1, 2, \quad (4.1)
\]

with \(|u_{a}| = \sqrt{u_{a,0}^2 + u_{a,1}^2}\) the modulus of root \(u_{a,\pm}\). \(\Delta_\infty(t) = \Delta_\infty(t + T)\) can be expressed in terms of the Jacobi elliptic function \(\text{cn}(z|M)\) and the four parameters \(\Delta_{1,2}\) and \(\mu_{1,2}\). The latter are functions of the phase III quench coordinates \(\{\Delta_o^{(i)}, \Delta_f^{(i)}\}\), the fermion density \(n\), and the ultraviolet cutoff energy \(\Lambda\). The period \(T\) is also determined by the isolated roots \([3, 6]\). In terms of the quench \(\{\Delta_o^{(i)}, \Delta_f^{(i)}\}\) for \(\Delta_o^{(i)} \ll \Delta_f^{(i)}\) and \(\Delta_f^{(i)} \ll \Delta_{QCP}\), it

![FIG. 6: (color online). Oscillating order parameter \(\Delta_\infty(t)\) induced by two phase III quenches, labeled “A” and “B” in the quench phase diagram Fig. 1. The left panels show the time dependence of the modulus and phase, while the right depicts the \(\Delta_\infty\) orbits in the complex \(\Delta\) plane. The magnitude of \(\Delta_\infty(t)\) oscillates between the two turning points \(\Delta_1 \pm \Delta_2\) [c.f. Eq. \(\text{4.1}\)]. \(\Delta_2\) is indicated by the center point of each orbit on the right. The coordinates for quenches A and B are \(\{(\Delta_o^{(i)}, \Delta_f^{(i)}) = \{0.119, 0.514\} \Delta_{QCP}\) and \(\{0.00651, 0.825\} \Delta_{QCP}\), respectively.](image)
is given by

\[
T \sim \frac{2}{\Delta_0^{(f)} \sqrt{2\mu_0^{(f)} - (\Delta_0^{(f)})^2}} \ln \left[ \frac{s_{\pi\epsilon} \Delta_0^{(i)} \sqrt{2\mu_0^{(i)} - (\Delta_0^{(i)})^2}}{\Delta_0^{(f)} \sqrt{2\mu_0^{(f)} - (\Delta_0^{(f)})^2}} \right],
\]
(4.2)

where \(\mu_0^{(i)}\) and \(\mu_0^{(f)}\) denote the ground state chemical potentials corresponding to the pre- and post-quench Hamiltonians, respectively. In phase II, where \(u_{2,\pm}\) is the only pair of isolated roots, \(\mu_{\infty} = \mu_2\) and \(\Delta_{\infty} = \Delta_2\), a constant.

In the complex \(\Delta\) plane, the orbit of \(\Delta_{\infty}(t)\) encircles \(\Delta_2\) between the two turning points \(\Delta_2 + \Delta_1\) and \(\Delta_2 - \Delta_1\). Fig. 6 shows the \(\Delta_{\infty}(t)\) orbits of two different phase III quenches “A” and “B,” as indicated in the quench phase diagram Fig. 1. The relatively weak quench A is close to phase II, and it exhibits a small orbit, with harmonic time-dependence of the amplitude and phase. The other quench B is located deep in phase III. Since the oscillation amplitude is of the same order as the average value, this constitutes an example of “strong driving” with respect to the induced Floquet bandstructure. The amplitude and phase of the order parameter are strongly anharmonic in time for quench B. In the remainder of this section, we use these two points as representative quenches in phase III.

**B. Floquet bandstructure from BCS dynamics**

The explicit solution to the BCS dynamics of the Floquet system induced by a quench in phase III takes the form given by Eq. (4.2). It is a superposition of two Floquet states related by particle-hole symmetry. We determine the exact expressions for these Floquet states and the quasienergy spectrum in Appendix [5]. We also show that the modulus of the distribution function \(\gamma(k)\) takes exactly the same form as previously obtained for phases I and II [4].

It will prove very useful to construct “phase II” (static quasiequilibrium) analogs of the Floquet states and quasienergies, which will serve as a reference point for comparison. We introduce

\[
\begin{bmatrix}
u_2(\varepsilon) \\
u_2(\varepsilon)
\end{bmatrix} = e^{iE_2(\varepsilon)t}, \quad \begin{bmatrix}
u_2(\varepsilon) \\
u_2(\varepsilon)
\end{bmatrix} = e^{-iE_2(\varepsilon)t},
\]
(4.3)

which correspond to the ground and excited Cooper pair states for a phase II quench with \(\Delta_{\infty} = \Delta_2\) and \(\mu_{\infty} = \mu_2\). Here we define

\[
E_2(\varepsilon) = \sqrt{(\varepsilon/2 - \mu_2)^2 + \varepsilon\Delta_2^2},
\]
\[
u_2(\varepsilon) = \sqrt{1 + \frac{\varepsilon/2 - \mu_2}{2E_2(\varepsilon)}},
\]
\[
v_2(\varepsilon) = -\frac{1}{2} - \frac{\varepsilon/2 - \mu_2}{2E_2(\varepsilon)}.
\]
(4.4)

In this section, we denote \(\varepsilon \equiv k^2\) for modes with momentum \(\pm k\).

In Fig. 7, we plot the quasienergy \(E^{(F)}(\varepsilon)\) (red solid curve) as a function of \(\varepsilon = k^2\) in the extended zone scheme for quenches A and B. The green dotted curves in these figures show the dispersion of the excited states in the phase II approximation \(E_2(\varepsilon)\), while the blue dashed curves are the ground state energies shifted by the oscillation frequency \(-E_2(\varepsilon) + \Omega\) \(\Omega = 2\pi/T\), where \(T\) is the quench-induced oscillation period of \(\Delta_{\infty}(t)\). We find that in both cases the quasienergy spectrum exhibits a single “avoided crossing” or “Floquet bandgap,” in which the behavior of \(E^{(F)}(\varepsilon)\) crosses over from the ground to excited state phase II approximations when the separation between \(-E_2(\varepsilon) + \Omega\) and \(E_2(\varepsilon)\) is small Fig. 7. In particular, the quasienergy is close to \(E_2(\varepsilon)\) when \(\varepsilon \gg \varepsilon_-\), and to \(-E_2(\varepsilon) + \Omega\) when \(\varepsilon \ll \varepsilon_+\). Here \(\varepsilon_{\pm} (\varepsilon_- < \varepsilon_+)\) denote a pair of intermediate single particle energies determined by the quench [see Eq. (4.20) for explicit formulae]. Technically, \(\varepsilon_{\pm}\) (\(\varepsilon_-\)) marks the energy at which the coherence factor \(u^{(F)}(\varepsilon, t)\) \(v^{(F)}(\varepsilon, t)\) reaches zero within one period \([u^{(F)}(\varepsilon, 0) = 0, v^{(F)}(\varepsilon, \pi) = 0]\); see Fig. 8 discussed below.]
and occupation factors in Eq. (1.3) gives the correct fixed particle density $n$ and self-consistent expression for $\Delta(t)$ in Eq. (1.4); see Eq. (B20).

We plot the distribution functions for quenches A and B in Fig. 9. Similar to the quasienergy spectrum and coherence factors, $\gamma(\varepsilon)$ exhibits a crossover from $-1$ at large $\varepsilon$ to $+1$ as $\varepsilon \to 0$. This holds true for any phase III quench, and implies that the non-equilibrium distribution function shows a population inversion of the Floquet states at low energies. I.e., the “lower” Floquet band is occupied at large energies, but the “upper” one is filled for $k \lesssim k_F$, c.f. Eq. (1.9).

In fact, the “winding” of $\gamma(\varepsilon)$ from minus one to plus one as $\varepsilon$ decreases from infinity is required by the topology. In particular, the pseudospin winding number that characterizes the instantaneous BCS state of the many-fermion system cannot change following a quench [9]. (This is different from the question of Majorana edge modes, which can appear or disappear; these are encoded in the retarded Green's function winding number [8, 9, 25], and this quantity can change in a quench across the quantum critical point [2].) Given the single crossover of the quasienergy and Floquet coherence factors relative to the static quasiequilibrium case [phase II approximation, Eqs. (1.3) and (1.4)], conservation of the pseudospin winding number for BCS initial states implies that $\gamma(\varepsilon)$ must go to $+1$ as $\varepsilon \to 0$, so that $s_k^z = (c_k^+ c_k + c_{-k}^+ c_{-k} - 1)/2 = +1/2$ at $k = 0$.

Taking into account both the quasienergy and coherence factors, we find that the Floquet state wavefunction in Eq. (1.3) $\{u^{(F)}(\varepsilon, t), v^{(F)}(\varepsilon, t)\} e^{iE^{(F)}(\varepsilon)t}$ can be well-captured by the approximate phase II ground state solu-

The coherence factors of the Floquet state $\{u^{(F)}(\varepsilon, t), v^{(F)}(\varepsilon, t)\}$ oscillate little around those of the phase II approximation “ground state” $\{v_2(\varepsilon), v_2(\varepsilon)\}$ or “excited state” $\{v_2(\varepsilon), -v_2(\varepsilon)\}$ BdG spinors for most single particle energies $\varepsilon$, and switches branches near $\varepsilon_\pm$, where the oscillation amplitude is maximized.

As shown in Eq. (2.30) above, the Floquet bandstructure itself contains only part of the information relevant for rf spectroscopy. The other ingredient is the non-equilibrium distribution function $\gamma(\varepsilon)$, as appears in Eq. (1.25). This sets the weights of the “ground” and “excited” Floquet state solutions proportional to $\exp[\pm iE^{(F)}(\varepsilon)t]$. The explicit formula for $\gamma(\varepsilon)$ is identical to phases I and II; the latter was obtained in [9]. In Appendix B we confirm that the combination of Floquet

FIG. 8: (color online). Oscillation of the first component of the phase III Floquet solution $|u^{(F)}(\varepsilon, t)|$, associated to quenches A (a) and B (b). The top green (bottom orange) solid curve shows the maximum (minimum) of $|u^{(F)}(\varepsilon, t)|$ within one period. The yellow (shaded) area enclosed by these two curves marks the region swept out by the periodic modulation. We compare these to the static phase II approximation for the coherence factors $|u_2(\varepsilon)|$ (pink dotted curve) and $|v_2(\varepsilon)|$ (cyan dashed curve). The magnitude of the Floquet component $|u^{(F)}(\varepsilon, t)|$ oscillates within a narrow region around the phase II approximation for most single particle energies $\varepsilon$, and switches branches near $\varepsilon_\pm$, where the oscillation amplitude is maximized.

FIG. 9: Distribution function $\gamma(\varepsilon)$ for quenches (a) A and (b) B. Due to the conservation of the pseudospin winding number [9], both wind from $+1$ at $\varepsilon = 0$ to $-1$ at $\varepsilon \to \infty$.
tion \{u_2(\varepsilon), v_2(\varepsilon)\}e^{i\varepsilon t} when \varepsilon \gg \varepsilon_-, and the excited state \{v_2(\varepsilon), -u_2(\varepsilon)\}e^{-i\varepsilon t} when \varepsilon \ll \varepsilon_+. This is true even for the strong quench B. As a result, we can construct a full wavefunction for the phase II approximation as follows:

\[
\begin{bmatrix}
  u^{(II)}(\varepsilon, t) \\
v^{(II)}(\varepsilon, t)
\end{bmatrix} = \frac{1 - \gamma^{(II)}(\varepsilon)}{2} \begin{bmatrix}
u_2(\varepsilon) \\v_2(\varepsilon)
\end{bmatrix} e^{i\varepsilon t} + \frac{1 + \gamma^{(II)}(\varepsilon)}{2} \begin{bmatrix} v_2(\varepsilon) \\ -u_2(\varepsilon) \end{bmatrix} e^{-i\varepsilon t},
\]

where \(\gamma^{(II)}(\varepsilon) \equiv \text{sgn}(\varepsilon - \varepsilon_+)(\varepsilon),\)

where \(\gamma(\varepsilon)\) is the true distribution function in phase III. The sign function is necessary to “unwind” the distribution function, since a phase II quench close to the II–III border has \(\gamma(\varepsilon \rightarrow 0) = -1\).

C. Phase III dynamics, avoided crossing (“Floquet bandgap”), and BCS instability of the normal state

As discussed above, all phase III quenches feature a population imbalance in the basis of Floquet states at low momenta: the excited state Floquet band becomes occupied with unit probability in the limit \(\varepsilon = k^2 \rightarrow 0\). This is depicted as the winding from \(-1\) to \(+1\) with decreasing \(\varepsilon\) of the phase III distribution function \(\gamma^{(II)}(\varepsilon)\) in Fig. 5. The mechanism for this is a combination of two factors. First, the Floquet band structure (quasienergy spectrum and Floquet state coherence factors) exhibits exactly one “Floquet bandgap” or avoided crossing, as shown in Figs. 5 and 8. In particular, the Floquet coherence factor \(u^{(F)}(\varepsilon, t) \rightarrow 1\) \([v^{(F)}(\varepsilon, t) \rightarrow 0\) for both \(\varepsilon \rightarrow \{0, \infty\}\). By contrast, \(u_2(\varepsilon) / v_2(\varepsilon)\) approaches one [zero] for large \(\varepsilon\), and zero [one] for \(\varepsilon = 0\): this is the usual behavior for coherence factors used to parameterize positive energy quasiparticle excitations above a BCS ground state. In the Floquet case, the inversion \(|u^{(F)}(\varepsilon, t)| \rightarrow v_2(\varepsilon)\) for \(\varepsilon \ll \varepsilon_+\) implies the winding of \(\gamma(\varepsilon)\), so as to ensure the conservation of the topological pseudospin winding number \[6\].

What is the origin of the single avoided crossing in the Floquet bandstructure? At first glance, this result is surprising, as we have obtained exact results in a system where the (quench-induced) drive frequency \(\Omega\) is always much smaller than the bandwidth (which can be taken as an energy cutoff \(\Lambda \gg k^2\pi / 2\)). The unperturbed (e.g., phase II approximate) spectrum folds many times when reduced to the first quasienergy Brillouin zone. We note that the periodic drive \(\Delta_0(t)\) is not in general a pure harmonic [Fig. 5]. We might therefore expect the opening of small bandgaps whenever the folded spectrum approaches the zone edge, in analogy with 1D bandstructures in solid state physics.

In fact, the single crossing can be understood as a consequence of the integrable BCS dynamics. The key idea is that any quench in phase III can be “adiabatically connected” to a special limiting case. This is the limit \(\Delta_0^{(I)} \rightarrow 0^+\) for fixed \(\Delta_0^{(f)}\), which describes a quench from the Fermi liquid ground state perturbed by an infinitesimal seed of \(p + ip\) superfluid order. In this limit the two isolated pairs of roots that characterize all phase III quenches coincide. The solution is a single soliton \[13\] in the order parameter. For the \(p + ip\) case, this takes the form

\[
\gamma^{(II)}(\varepsilon) = \frac{1}{2} \left( 1 - \frac{\Delta(t)}{\sqrt{R(t)}} \right) e^{-i\phi(t)},
\]

where \(u, v\) denote real and imaginary parts of the doubly-degenerate isolated roots. This soliton solution describes the nonlinear collisionless dynamics of the Cooper pairs following a linear instability (exponential order parameter growth) of the seeded Fermi liquid \[11, 14\]. \(\gamma(t)\) grows from the seed at \(t < t_0\), reaching a maximum at \(t = t_0\); it then decays again as \(t \rightarrow \infty\). The peak magnitude is determined by the post-quench coupling strength; in terms of \(\Delta_0^{(f)}\), one has

\[
u_e \approx 4\pi n, \quad \nu_i \approx \sqrt{4\pi n \Delta_0^{(f)}}, \quad \max \sqrt{R(t)} \approx \Delta_0^{(f)},
\]

valid for \(\Delta_0^{(f)} \ll \Delta_{QCP}\). Here \(n\) denotes the fixed particle density. The decay \(\Delta(t \rightarrow \infty) = 0\) occurs because the quenched system cannot reach the preferred ground state (a paired BCS superfluid) without dissipating the large energy injected by the quench. Ultimately, pair-breaking and other processes would induce thermalization, but we are neglecting these (see \[8\] for a discussion of the relevant time scales).

Mathematically, the soliton solution in Eq. (4.6) can be understood as arising due to the discontinuity in the initial spin distribution of the unperturbed Fermi step \[12\]. The only effect of non-zero \(\Delta_0^{(f)}\) for a general phase III quench is to split the pairs of isolated roots, which gives rise to a train of solitons in time separated by a finite interval \(T\), see Eq. (4.2). By contrast, a normal state initial distribution with multiple discontinuities is expected to seed a superposition of soliton trains with multiple incommensurate frequencies \[12\].

The explicit solution of the Floquet spinors given in Appendix B combined with Eq. (4.6) implies that

\[
u_i^{(F)}(\varepsilon, t) \rightarrow 1, \quad |v_i^{(F)}(\varepsilon, t)| \rightarrow 0,
\]

in the limit that \(t \rightarrow \infty\), wherein the soliton has decayed. One can also verify that \(\gamma(\varepsilon) = 1\) for all \(\varepsilon\) when \(\Delta_0^{(f)} \rightarrow 0\). Thus, in the long-time limit we recover a pseudospin configuration consistent with a “normal state,” \(s^z(\varepsilon) = \pm 1/2\). This state must possess the same particle density as the initial Fermi step; moreover, given the connection between discontinuities and isolated roots discussed above, we expect only a single discontinuity in \(s^z(\varepsilon)\). We conclude that the asymptotic pseudospin texture is that of the initial Fermi step. Different from a ground state, however, is the fact that this is encoded
FIG. 10: (color online). Time-averaged bulk rf spectra (red solid curves) from a topological Floquet system induced by the phase III quenches (a) “A” and (b) “B,” as indicated in the quench phase diagram Fig. 4. For comparison, the corresponding phase II (static quasiequilibrium) approximations [Eq. (4.5)] are plotted with dashed blue curves. Unsurprisingly, the two curves agree well for quench A (a), which is close to the phase II–III border. More interesting is the close agreement for quench B (b), which resides deep in phase III and is characterized by the large anharmonic oscillations in $\Delta_\infty(t)$ shown in Fig. 6. The good agreement can be largely attributed to the nonequilibrium distribution functions. These show a population inversion in the Floquet bands at small $\epsilon$, as shown in Fig. 9. The small deviation in (b) consists of a sequence of evenly spaced peaks (Floquet copies $|k\rangle$), with the spacing equal to the oscillation frequency $\Omega$.

in the sign of the distribution function $\gamma(\epsilon)$, rather than the coherence factors (since $|u^{(F)}(\epsilon,t)| = 1$). This is again because the quench-induced state is at all times very far from the preferred ground state. The relation $|u^{(F)}(\epsilon,t)| = 1$ for $|t - t_0| \to \pm \infty$ implies that the quasiparticle creation operator $a^\dagger_k \sim c^\dagger_k$, where the latter creates an elementary fermion. In other words, all fermions are excitations for a quench that turns on pairing interactions, due to the BCS instability for any $k_F > 0$. These characteristics of the non-equilibrium coherence factors and distribution function apply to all phase III quenches. As can be seen for the deep phase III quench “B” shown in Fig. 8(b), $\gamma(\epsilon)$ approaches the Fermi step for small $\Delta_\infty^{(3)}$.

D. Phase III: RF spectroscopy

In this subsection, we discuss the rf spectrum of the quench-induced Floquet system and compare it with the phase II approximation [Eq. (4.5)]. Using the exact results for the Floquet coherence factors and the distribution function, we evaluate Eq. (2.9). The time-averaged rf currents (red solid curves) for quenches A and B are plotted in Fig. 10 together with the corresponding phase II approximations (blue dashed curves). As in Sec. III here we assume that the non-pairing state is initially unoccupied for all momenta in the rf calculation, $f^{(d)}(d) = 0$.

We expect to see two series of peaks evenly spaced by the quench-induced frequency of oscillation $\Omega$. These come from processes wherein an rf photon breaks a ground or excited state Cooper pair, and absorbs or emits several oscillation quanta [2]. No satellite peaks are visible for quench A, which is quite close to the phase II border and is characterized by a small oscillation amplitude [see Fig. 8]. In this case the signal is dominated by the zeroth order term. The stronger quench B is deep in phase III; in this case, $\Delta_\infty(t)$ exhibits anharmonic time-dependence and a large oscillation amplitude. Even for this quench, however, only the lowest order satellite peaks are visible. This is because the os-
FIG. 12: Real part of the bulk first order rf harmonics $\text{Re} I_{rf}(1)$ for quenches (a) A, (b) B.

cillations in $u^{(F)}(\varepsilon, t)$ are confined to a particular region near $\varepsilon_+ \lesssim \varepsilon \lesssim \varepsilon_-$, as shown in Fig. 8.

In Fig. 10(a), the phase II approximation (blue dashed curve) agrees well with the actual rf spectrum for quench A (red solid curve). The deviation is also relatively small for quench B, depicted in Fig. 10(b). We note in particular that the bulk rf spectrum shows a robust gap, even for this strong phase III quench. We attribute this to the crucial role played by the distribution function. As discussed above, the topology of the initial pre-quench state constrains $\gamma(\varepsilon = 0) = 1$, so that the upper Floquet band is occupied at low energies. The inversion of $\gamma(\varepsilon)$ from $-1$ to $+1$ with decreasing $\varepsilon$ effectively interchanges $u^{(F)}(\varepsilon, t)$ and $v^{(F)}(\varepsilon, t)$ in Eq. (1.8). Since $u^{(F)}(\varepsilon, t)$ behaves like $v_2(\varepsilon)$ [$v_2(\varepsilon)$] for $\varepsilon \gg \varepsilon_+ \gtrless \varepsilon_-$, while $v^{(F)}(\varepsilon, t)$ shows the opposite behavior, the combination is well-captured by Eq. (4.5).

To compare, we consider a Floquet system where the same oscillating order parameter is imposed externally. Unlike the quench-induced case, we assume that this system is prepared in a way so that only the lower Floquet band is occupied, i.e. $\gamma(\varepsilon) = -1$. The new time-averaged rf spectrum is shown in Fig. 11 and is found to be dramatically different from that of quench-induced asymptotic state. In particular, for the Floquet states and quasienergy spectrum associated to the strong quench B, populating the lower Floquet band gives a bulk rf signal that does not exhibit a gap, Fig. 11(b).

In addition to the time-averaged value, the rf signal in the Floquet phase exhibits harmonics at the drive frequency. In Fig. 12 we plot the real part of the first order bulk rf harmonics signal, $\text{Re} I_{rf}(1)$. This is defined via Eq. (2.12) and computed in Eq. (A1) in Appendix A. In contrast to the average spectrum, a clear sequences of peaks is observed for both quenches.

E. Phase III: Tunneling

Aside from the rf signal, we also compute the time-averaged tunneling conductance, assuming that phase III can be realized in a solid. For the quench A located in the vicinity of the phase II–III boundary, the phase II approximation works well for most $\tilde{V}$, as shown in Fig. 13(a). By contrast, it fails for quench B. In particular, the gap in the static quasiequilibrium phase II approximation does not exist in the real spectrum, see Fig. 13(b). These results should be compared to the bulk rf spectra, Fig. 10 and Fig. 11; the former uses the physical quench-induced $\gamma(\varepsilon)$, while the latter assumes $\gamma(\varepsilon) = -1$. We conclude that the absence of a gap in the tunneling signal for quench B can be attributed to the fact that the latter is independent of $\gamma(\varepsilon)$, Eq. (2.11).

Fig. 13 illustrates the harmonics of the tunneling conductance $\text{Re} G(1)$ [Eq. (2.12)] for quenches A and B; these
FIG. 15: (color online). The ARPES spectra for the topological Floquet system induced by Phase III quenches A and B are respectively shown in Fig. 15 (a) and (b). We notice the phase II approximation resembles the leading order copy in the ARPES signal for most momentum $k$, but not for those around $k_+ \equiv \sqrt{\varepsilon + [\text{Eq. (B20)}]}$ where the wavefunction exhibits the biggest difference from its phase II approximation [Eq. (4.6)], especially for the relatively strong quench B.

F. Phase III: ARPES

The time-averaged ARPES signals from the Floquet system induced by phase III quenches A and B are illustrated in Figs. 14 (a) and (b), respectively. We find two series of Floquet copies in the spectra, and the intensity decreases fast as the Fourier order increases. For comparison, the phase II approximations associated with quenches A and B are respectively shown in Fig. 15 (c) and (d). We notice the phase II approximation resemblance the leading order copy in the ARPES signal for most momentum $k$, but not for those around $k_+ \equiv \sqrt{\varepsilon + [\text{Eq. (B20)}]}$ where the wavefunction exhibits the biggest difference from its phase II approximation [Eq. (4.6)], especially for the relatively strong quench B.

V. LOCAL BULK AND EDGE SPECTROSCOPY

In this section, we look for experimental signatures of Majorana fermion edge modes in a 2D $p+ip$ topological superfluid. Specifically, we investigate the contribution from the edge modes to the local rf and tunneling signals. Our results apply equally to the BCS ground state, and to a quench-induced topologically non-trivial superfluid in phase II. The latter is characterized by a constant $\Delta_{\infty}$ and $\mu_{\infty} > 0$ [Eq. (1.3)]; quenches producing states of this type are indicated by the shaded portion of region II in Fig. 1.

The system is assumed to occupy an infinite strip of width $L$ in the $x$-direction, extended in the $y$-direction. Our results also apply to the half-plane $(x, y)|x \geq 0, y \in \mathbb{R}$. At a physical edge $x = x_{\text{Edge}}$, we impose hard wall boundary conditions.

A. BdG Hamiltonian

The effective Bogoliubov-de Gennes mean field Hamiltonian in this geometry is given by

$$H_{\text{BdG}} = \frac{1}{2} \int_{k_y} \int_{x} \left[ c_{1-k_y}^\dagger(x) c_{-k_y}(x) \right] \hat{h}(k_y) \left[ c_{1-k_y}^\dagger(x) c_{-k_y}(x) \right] ,$$

$$\hat{h}(k_y) = \begin{bmatrix} \frac{1}{2} \frac{d^2}{dx^2} + \frac{k_y^2}{2} - \mu_{\infty} & \Delta_{\infty} \left(-i \frac{d}{dx} - ik_y \right) \\ \Delta_{\infty} \left(-i \frac{d}{dx} + ik_y \right) & \frac{1}{2} \frac{d^2}{dx^2} + \frac{k_y^2}{2} + \mu_{\infty} \end{bmatrix} . \quad (5.1)$$

After the Bogoliubov transformation,

$$\begin{bmatrix} a_{k_y}(p) \\ a_{-k_y}^\dagger(p) \end{bmatrix} = \int_{x} \begin{bmatrix} u_{k_y}(p, x) & v_{k_y}(p, x) \\ u_{-k_y}^\dagger(p, x) & v_{-k_y}^\dagger(p, x) \end{bmatrix} \begin{bmatrix} c_{1-k_y}^\dagger(x) \\ c_{-k_y}(x) \end{bmatrix} , \quad (5.2)$$

where the amplitudes satisfy

$$\hat{h}^\dagger(k_y) \begin{bmatrix} u_{k_y}(p, x) \\ v_{k_y}(p, x) \end{bmatrix} = E_{k_y}(p) \begin{bmatrix} u_{k_y}(p, x) \\ v_{k_y}(p, x) \end{bmatrix} , \quad (5.3)$$

with $E_{k_y}(p) \geq 0$, the Hamiltonian reduces to

$$H_{\text{BdG}} = \frac{1}{2} \int_{k_y} \sum_{p} E_{k_y}(p) \begin{bmatrix} a_{k_y}^\dagger(p) a_{k_y}(p) \\ -a_{-k_y}(p) a_{-k_y}^\dagger(p) \end{bmatrix} . \quad (5.4)$$
Here $a_{k_y}(p)$ and $a_{k_y}^\dagger(p)$ are the annihilation and creation operators associated with the quasiparticle excitation labeled by $p$ and transverse momentum $k_y$. The corresponding quasiparticle energy is denoted as $E_{k_y}(p)$. $\sum_p$ runs over all the eigenstates with nonnegative eigenvalues, including edge states (if present).

Atoms in the non-pairing hyperfine state $|2\rangle$ in the rf experiment are described by the Hamiltonian

$$H_0^{(d)} = \int_{k_y} \int_x d_{k_y}^d(x) \hat{h}_d(k_y) d_{k_y}(x),$$

$$\hat{h}_d(k_y) = -\frac{1}{2} \frac{d^2}{dx^2} + \frac{k^2_y}{2} - \mu^\infty + \xi_{2,1},$$

which can be reduced to

$$H_0^{(d)} = \int_{k_y} \sum_k [\xi_{k_y}(k) + \xi_{2,1}] b_{k_y}^d(k) b_{k_y}(k),$$

where $b_{k_y}(k)$ annihilates an atom in state $|2\rangle$, labeled by $k$ and with energy $\xi_{k_y}(k) + \xi_{2,1}$:

$$b_{k_y}(k) = \int_x w(k, x) d_{k_y}(x),$$

$$\hat{h}_d(k_y) w(k, x) = [\xi_{k_y}(k) + \xi_{2,1}] w(k, x).$$

Here $\xi_{k_y}(k) = (k^2 + k_y^2)/2 - \mu^\infty$. The wavefunction $w(k, x)$ for the non-pairing state is a real sinusoid that vanishes at the edges of the cloud. In what follows, for clarity we use $p$ and $k$ to indicate the excitation in the paired and unpaired atomic levels, respectively.

**B. Local rf current**

From the Heisenberg EOM, the local current at $r_0$ equals

$$I(r_0, t) \equiv \frac{dn_d(r_0, t)}{dt} = i [H, n_d(r_0)],$$

$$H = H_{\text{BdG}} + H_0^{(d)} + H_T.$$

The local current $I(r_0, t)$ therefore is composed of two components from the commutator with $H_T$ and $H_0^{(d)}$, respectively:

$$I(r_0) = I_T(r_0) + I_d(r_0),$$

$$I_T(r_0) \equiv i [H_T, n_d(r_0)],$$

$$I_d(r_0) \equiv i [H_0^{(d)}, n_d(r_0)].$$

In the interaction picture, the current expectation value is given by

$$\langle U^\dagger(t) I(t) U(t) \rangle_0 = I_1 + I_2 + I_3 + \mathcal{O}(T^3),$$

where

$$I_1(t) = -i \int_{-\infty}^t dt' \langle [I_T(t'), H_T(t')] \rangle_0,$$

$$I_2(t) = \int_{-\infty}^t dt_1 \int_{-\infty}^{t-t_1} dt_2 \langle H_T(t_1) I_d(t_2) H_T(t_2) \rangle_0,$$

$$I_3(t) = -\int_{-\infty}^t dt_1 \int_{-\infty}^{t-t_1} dt_2 \left[ \langle H_T(t_1) H_T(t_2) I_d(t_1) \rangle_0 + \langle I_d(t) H_T(t_1) H_T(t_2) \rangle_0 \right].$$

In these equations, $\langle \ldots \rangle_0$ indicates expectation with respect to the state without the rf perturbation. In the homogeneous case, only $I_1(t)$ takes a nonzero value.

We will assume that the initial density of non-pairing state $|2\rangle$ atoms is equal to zero; it is straightforward to treat the more general case, but the result is rather cumbersome. In this case the total current is positive definite, while $I_3(t)$ in Eq. (5.11c) vanishes exactly. For the finite sample geometry of interest here, both $I_1(t)$ and $I_2(t)$ are comparable and must be evaluated, e.g. $I_1(t)$ can take negative values for a system with an edge. We find the following result for the time-averaged local current at $x = x_0$:

$$I(x_0, \omega) = 2\pi T^2 \int_{k_y} \sum_{p,k} \left\{ \frac{1}{2} \left[ 1 + \gamma_{k_y}(p) \right] |w(k, x_0)|^2 \int_x u_{k_y}(p, x) w^*(k, x) \delta \left[ \omega - E_{k_y}(p) - \xi_{k_y}(k) \right] \right. \right.$$  

$$\left. + \frac{1}{2} \left[ 1 - \gamma_{k_y}(p) \right] |w(k, x_0)|^2 \int_x v_{k_y}(p, x) w^*(k, x) \delta \left[ \omega - E_{k_y}(p) - \xi_{k_y}(k) \right] \right\},$$

In this equation, $\gamma_{k_y}(p) = 2(a_{k_y}^\dagger(p) a_{k_y}(p)) - 1$ encodes the occupation of the states induced by the quench; c.f. Eq. (2.3).

In the derivation of the local current, we did not use the explicit form of $u_{k_y}(p, x)$, $v_{k_y}(p, x)$, or $w(k, x)$, but only the assumption that each is either purely real or imaginary. This assumption should be true for any realistic boundary conditions given the form of paired and non-
pairing Hamiltonians, Eqs 5.1 and (5.5). Eq. 5.12 therefore applies to any semi-infinite or infinite system governed by Eq. 5.1.

Eq. (5.12) takes the form of Fermi’s Golden rule. The first (second) term is due to the process where the excited (ground) state Cooper pair with energy $E_{k_y}(p) - E_{k_y}(p)$ absorbs an rf photon, producing a state $|2\rangle$ atom with energy $\xi_{k_y}(k)$ and an unpaired state $|1\rangle$ atom with energy zero. The factor $\frac{1}{2} \left[ 1 + \gamma_{k_y}(p) \right] \left( \frac{1}{2} \left[ 1 - \gamma_{k_y}(p) \right] \right)$ encodes the probability that the quasiparticle state $\{p, k_y\}$ is initially occupied (unoccupied) before the application of rf radiation. The factor $|w(k, x_0)|^2$ in each term is the probability that an atom exists at $x = x_0$ in the non-pairing $|2\rangle$ state with momenta $\{k, k_y\}$.

Although Eq. (5.12) is very similar to the homogeneous result [e.g. Eq. (2.9) with only $\tilde{u}_{0,k}, \tilde{v}_{0,k}$ nonzero], it has very different implications for bulk versus edge states. The transition rates are proportional to the squared-overlaps

$$T_{w,k_y}(p, k) \equiv \left| \int_x u_{k_y}(p, x) w^*(k, x) \right|^2,$$

$$T_{w,k_y}(p, k) \equiv \left| \int_x v_{k_y}(p, x) w^*(k, x) \right|^2. \quad (5.13)$$

When coherence factors $u_{k_y}(p, x)$ and $v_{k_y}(p, x)$ describe extended bulk states, then the product of these with extended (box) wavefunction $w^*(k, x)$ is of order $1/\mathcal{L}$, where $\mathcal{L}$ is the extension of the system in the $x$-direction. For $p = k$, the integral over $x$ gives a factor of $\mathcal{L}$, so that $T_{u,v,k_y}$ are of order unity. When $u_{k_y}(p, x)$ and $v_{k_y}(p, x)$ describe a spatially localized edge mode, these are a factor of $1/\mathcal{L}$ smaller. We conclude that the contribution of the edge states is suppressed by a factor of the linear system size. Moreover, because $k_y$ runs over a finite range for the edge modes, the edge signal is delocalized throughout the bulk of the sample (since it obtains from integrating $|w(k, x)|^2$ over a finite range of $k$ for which energy conservation is satisfied).

Thus, local rf spectroscopy of this type is not well-suited to detect Majorana edge modes.

### C. Tunneling

By contrast, the local tunneling conductance is given by

$$G(x_0, \tilde{V}) = 2\pi T^2 \nu_0 \int_{k_y} \sum_p \left| u_{k_y}(p, x_0) \right|^2 \delta \left[ \tilde{V} + E_{k_y}(p) \right] + \left| v_{k_y}(p, x_0) \right|^2 \delta \left[ \tilde{V} - E_{k_y}(p) \right]. \quad (5.14)$$

This is independent of the distribution function (quench-induced occupancy), and gives equal weight to discrete bound states (edge modes) and continuum bulk modes. The contribution of each of the latter is suppressed by a factor of $1/\mathcal{L}$, but this is compensated by the summation over $p$.

When the metal tip is placed deep in the bulk, the tunneling spectrum resembles that of the homogeneous case. Near the boundary, signal within the gap is contributed only by the edge modes.

### VI. CONCLUSION

In this paper, we have obtained the rf and tunneling spectra of a quench induced out-of-equilibrium steady state. In particular, we focused on the Floquet system with time periodic order parameter induced by a phase III quench. One important aspect of our result is the connection between these experimental observables and the distribution function. We found that the distribution function plays an essential role in the bulk rf spectrum. We demonstrated that the reason the time averaged rf (but not tunneling) spectra are in good agreement with static quasiequilibrium (phase II) approximations lies in the distribution function, which is forced to exhibit a population inversion in the basis of Floquet states due to the conservation of the topological pseudospin winding number. This crucial information is missing in the tunneling spectrum, and leads to the disappearance of the gap in tunneling spectra for strong phase III quenches characterized by large amplitude oscillations in the order parameter. Finally, we showed that local rf is not a good method to detect Majorana edge states, due to the non-local character of the radiation-induced transitions to non-pairing states.
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### Appendix A: RF and tunneling amplitude harmonics

In the superfluid Floquet phase, the rf current given by Eq. (2.7) exhibits modulations at harmonics of the drive frequency $\Omega$. These are encoded in
\[ I_{rf}(p) = \pi T^2 \sum_{n,k} \left\{ \left[ (1 - \gamma_k)(1 - f_k^{(d)}) - (1 + \gamma_k)f_k^{(d)} \right] \left( \tilde{u}_{n,k} \tilde{v}_{n+p,k} + \tilde{v}_{n+p,k} \tilde{u}_{n,k} \right) \delta(\omega - \xi_k - E_k^{(F)} + n\Omega) \right\} \]

\[ - \frac{iT^2}{2} \sum_{n,k} \left\{ \left[ (1 - \gamma_k)(1 - f_k^{(d)}) - (1 + \gamma_k)f_k^{(d)} \right] \left( \tilde{u}_{n,k} \tilde{v}_{n+p,k} - \tilde{v}_{n+p,k} \tilde{u}_{n,k} \right) \right\} \frac{1}{\omega - \xi_k - E_k^{(F)} + n\Omega} \]

An analogous expression for harmonics of the tunneling conductance is given by

\[ G(p) = \pi T^2 \nu_0 \sum_{n,k} \left\{ \left( \tilde{u}_{n,k} \tilde{v}_{n+p,k} + \tilde{v}_{n+p,k} \tilde{u}_{n,k} \right) \delta(\tilde{V} - E_k^{(F)} + n\Omega) + \left( \tilde{u}_{n,k} \tilde{u}_{n+p,k} + \tilde{u}_{n+p,k} \tilde{u}_{n,k} \right) \delta(\tilde{V} + E_k^{(F)} - n\Omega) \right\} \]

\[ - \frac{iT^2}{2} \nu_0 \sum_{n,k} \left\{ \left( \tilde{u}_{n,k} \tilde{v}_{n+p,k} - \tilde{v}_{n+p,k} \tilde{u}_{n,k} \right) \right\} \frac{1}{\tilde{V} - E_k^{(F)} + n\Omega} - \left( \tilde{u}_{n,k} \tilde{u}_{n+p,k} - \tilde{u}_{n+p,k} \tilde{u}_{n,k} \right) \frac{1}{\tilde{V} + E_k^{(F)} - n\Omega} \].

We find that \( \tilde{u}_{n,k} \tilde{v}_{n,k} \) are real, so the second term in Eqs. (A1) and (A2) can be ignored if only the real parts of \( I_{rf}(p) \) and \( G(p) \) are needed.

Appendix B: Floquet states and occupations via integrability: Explicit solution in Phase III

Through self-consistent mean field theory and the use of the Lax construction, the order parameter \( \Delta(t) \) as a function of time is determined (\( \Delta \equiv e^{i\phi} \)). The amplitude (\( \sqrt{R} \)) and the argument (\( -\phi \)) of the complex order parameter follow the EOM

\[ \dot{R}^2 = (R_+ - R)(R - R_-)(R + R_+)(R + R_-), \]

\[ \dot{\phi} = \frac{3}{2} R + 2m - \frac{\psi}{R}, \]

where

\[ R_\pm \equiv (\Delta_1 \pm \Delta_2)^2, \]

\[ \bar{R}_\pm \equiv \left( \sqrt{2\mu_1 - \Delta_1^2} \pm \sqrt{2\mu_2 - \Delta_2^2} \right)^2, \]

\[ m \equiv \frac{1}{2} (\mu_1 + \mu_2 - \Delta_1^2 - \Delta_2^2), \]

\[ \psi \equiv \frac{1}{2} (\Delta_1^2 - \Delta_2^2) \left( \Delta_1^2 - \Delta_2^2 - 2\mu_1 + 2\mu_2 \right). \]

The parameters \( \Delta_{1,2} \) and \( \mu_{1,2} \) are determined via Eq. (4.1) by the two pairs of isolated roots that characterize a phase III quench. For a given quench specified by the coordinates \( \{ \Delta^{(i)}, \Delta^{(f)} \} \), these roots solve a certain transcendental equation [9]. Results can be obtained numerically for a given fixed particle density \( n \) and ultraviolet energy cutoff \( \Lambda \).

The solution \( \phi(t) \) to Eq. (B2) is a combination of a periodic part \( \Phi(t) \) and linear part \( 2\mu_\infty t \). Here \( \Phi(t) \) shares the same period \( T \) with \( R(t) \), and \( \mu_\infty \) is defined as

\[ \mu_\infty = \frac{1}{2T} \int_0^T dt \dot{\phi} = \frac{1}{2T} \int_0^T dt \left( \frac{3}{2} R(t) + 2m - \frac{\psi}{R(t)} \right). \]

a. Lax reduced solution

In the following, a “Lax reduced” solution [9] to the BCS spin dynamics is utilized to find the explicit solution to our problem, i.e. the asymptotic steady state following a sudden quench of coupling strength.

We consider a reduced solution with the same order parameter (isolated roots) as a particular phase III quench, but with different initial conditions. The existence of such solutions, along with an explicit prescription for constructing them, was detailed in Secs. III C and IV B of [9], based upon previous s-wave work [30]. In terms of Anderson pseudospins, the reduced solution can be written as a product of a sign function \( \zeta(\varepsilon) \) and a pseudospin function \( \tilde{s}_\varepsilon(\varepsilon) \),

\[ \tilde{s}_R(\varepsilon) = \zeta(\varepsilon) \tilde{s}_\varepsilon(\varepsilon), \]

where \( \zeta(\varepsilon) = \pm 1 \). The single particle levels are labeled via the momentum-squared \( \varepsilon \equiv k^2 \). To qualify as a solution, \( \zeta(\varepsilon) \) will exhibit a discontinuous jump at some \( \varepsilon \) from \( +1 \) to \( -1 \); this is closely related to the soliton solution discussed above in Sec. IV C. The function \( \tilde{s}_\varepsilon(\varepsilon) \)
depends only on the order parameter, and is given by

\[
s_0(\varepsilon) = a(\varepsilon) R + b(\varepsilon),
\]
\[
s_0(\varepsilon) = \frac{a(\varepsilon)}{2\varepsilon R} \left[ -i \dot{R} + R^2 + (4m - 2\varepsilon) R + 2\psi \right] e^{-i\phi},
\]

(B7)

where \(a(\varepsilon)\) and \(b(\varepsilon)\) are functions of \(\varepsilon\),

\[
a(\varepsilon) = \frac{\varepsilon}{4E_1(\varepsilon)E_2(\varepsilon)},
\]
\[
b(\varepsilon) = - \frac{E_1^2(\varepsilon) + E_2^2(\varepsilon) - (\mu_1 - \mu_2)^2}{4E_1(\varepsilon)E_2(\varepsilon)}.
\]

(B8)

Here \(E_a(\varepsilon) \equiv \sqrt{(\varepsilon^2 - \mu_a)^2 + \Delta_2^2} \), \(a = 1, 2\) is a \(p + i p\) quasiparticle energy [Eq. (11)].

The order parameter is defined self consistently by

\[
\Delta(t) \equiv -G \sum_i \sqrt{\varepsilon_i} s_i^{-1}. \tag{B9}
\]

Substituting \(s_0^-\) in this equation from the reduced solution in Eq. (20) and using Eq. (27), we find that the L.H.S. reduces to

\[
- G \sum_i \zeta_i a_i \frac{-i \dot{R} + R^2 + 4mR + 2\psi}{2\sqrt{R}} e^{-i\phi} + G \sum_i \zeta_i \varepsilon_i a_i \sqrt{R} e^{-i\phi}. \tag{B10}
\]

This gives \(\sqrt{R} e^{-i\phi}\) if and only if

\[
\sum_i \zeta_i a_i = 0, \quad \sum_i \zeta_i \varepsilon_i a_i = \frac{1}{G}, \tag{B11}\]

which serve as the constraints for the Lax reduced solution. Under such constraints, we find the total z-spin \(J\) (related to the fixed number of particles \(N\)) and the total energy \(E\) are indeed conserved quantities since

\[
J \equiv \sum_i \zeta_i s_i^z, \quad b_i = \sum_i \zeta_i a_i, \tag{B12}
\]

Another important quantity is the Lax norm \(L_2(u)\), which generates all the integrals of motion. We find that the Lax norm of the reduced solution is given by

\[
L_2(u) = \left( \sum_i \frac{\zeta_i \varepsilon_i}{2\sqrt{Q_i(\varepsilon_i)}} \right)^2 Q_i(u). \tag{B13}
\]

The \(\{\zeta_i\}\) can in principle be determined by equating Eq. (B13) to its initial value.

To find the spinor of \(s_0\) parameterized as

\[
[u_0(\varepsilon, t), v_0(\varepsilon, t)] = [u_0(\varepsilon, t)e^{-i\theta_\varepsilon(\varepsilon, t)}, v_0(\varepsilon, t)e^{-i\theta_\varepsilon(\varepsilon, t)}], \tag{B14}
\]

we use

\[
s_0^-(\varepsilon, t) = u_0(\varepsilon, t)v_0(\varepsilon, t),
\]
\[
s_0^+(\varepsilon, t) = \frac{1}{2} (|v_0(\varepsilon, t)|^2 - |u_0(\varepsilon, t)|^2). \tag{B15}
\]

In the rotating frame \(s^- \rightarrow s e^{i\phi}\), this yields

\[
|u_0(\varepsilon, t)| = \frac{1}{\sqrt{2}} - |a(\varepsilon) R(t) + b(\varepsilon)|, \tag{B16}
\]
\[
|v_0(\varepsilon, t)| = \frac{1}{\sqrt{2}} + |a(\varepsilon) R(t) + b(\varepsilon)|,
\]
\[
\theta_\varepsilon(\varepsilon, t) - \theta_\varepsilon(\varepsilon, t) = \arg \left(-i \dot{R} + R^2 + 4mR + 2\psi - 2\varepsilon R\right). \tag{B17}
\]

Inserting Eq. (B18) into Eq. (1.7), we get

\[
\dot{\varepsilon}_+ = \frac{\varepsilon}{2} - \frac{1}{2} \frac{d\phi}{dt} + \frac{a(R^2 + 4mR + 2\psi - 2\varepsilon R)}{1 - (aR + b)}, \quad \tag{B18}
\]
\[
\dot{\varepsilon}_- = \frac{\varepsilon}{2} - \frac{1}{2} \frac{d\phi}{dt} + \frac{a(R^2 + 4mR + 2\psi - 2\varepsilon R)}{1 + (aR + b)}. \tag{B19}\]

We define \(\varepsilon_+\) and \(\varepsilon_-\) by

\[
\varepsilon_+ \equiv \frac{R^2_+ + 4mR_+ + 2\psi}{2R_+}, \tag{B20}\]

Eq. (B18) [Eq. (B19)] is valid as long as \(\varepsilon \neq \varepsilon_+\) or \(t \neq 0 (\varepsilon \neq \varepsilon_-\) or \(t \neq \frac{T_0}{2}\). \(\theta_\varepsilon(\varepsilon_+, 0)\) and \(\theta_\varepsilon(\varepsilon_-, \frac{T_0}{2})\) are unimportant since \(|u(\varepsilon_+, 0)| = 0\) and \(|v(\varepsilon_-, \frac{T_0}{2})| = 0\).

We next switch from the frame rotating with phase \(\phi(t) = 2\mu_\infty t + \Phi(t)\) to that rotating only with its linear piece \(2\mu_\infty t\). This is equivalent to replacing \(d\phi/dt \rightarrow 2\mu_\infty\) in Eqs. (B11) and (B19). The resulting equations depend on \(t\) only through \(R\), which implies that \(\theta_\varepsilon(\varepsilon_+, t)\) should be a sum of a time-periodic function and a linear piece \(-E_\nu t\) \((-E_\nu t\). The intercept \(E_\nu\) \((E_\nu\) is determined by integrating Eq. (B18) [Eq. (B19)] over one period,

\[
E_\nu(\varepsilon) = - \frac{1}{T} \int_0^T dt f_-(\varepsilon, t), \tag{B21}
\]
\[
E_\nu(\varepsilon) = - \frac{\varepsilon}{2} - \mu_\infty - \frac{1}{T} \int_0^T dt \frac{f_-(\varepsilon, t)}{\varepsilon - \mu_\infty}, \tag{B22}
\]

Here

\[
f_\pm(\varepsilon, t) \equiv \frac{a(\varepsilon)}{1 \pm [a(\varepsilon)R(t) + b(\varepsilon)]}. \tag{B22}\]
We find that $E_0(\varepsilon) - E_0(\varepsilon) = -n_0(\varepsilon)\Omega$ from Eq. \([117]\), where $n_0(\varepsilon) = \theta(\varepsilon - \varepsilon_+ + \theta(\varepsilon - \varepsilon_-)$.

As a result, $\{u_0(\varepsilon, t), v_0(\varepsilon, t)\}$ is a Floquet state and can be parameterized as

\[\{u_0(\varepsilon, t)e^{-i\Theta_0(\varepsilon,t)}, v_0(\varepsilon, t)e^{-i\Theta_0(\varepsilon,t)}\}e^{iE_0(\varepsilon)t}.\]

Here, the quasi-energy $E_0 = E_0(\text{mod } \Omega)$, $\Theta_0(t + T) = \Theta_0(t) (\text{mod } 2\pi)$, and $\Theta(t + T) = \Theta(t) (\text{mod } 2\pi)$. $\Theta_0, \Theta_v$ can be obtained by integrating Eqs. \([113]\) and \([119]\). Assuming $R(t = 0) = R_+$ and $\Phi(t = 0) = 0$, we deduce the integration constant from Eq. \([117]\),

\[
\Theta_0(\varepsilon, 0) - \Theta_0(\varepsilon, 0) = \pi\theta(\varepsilon - \varepsilon_+),
\]

\[
\Theta_v(\varepsilon, T/2) - \Theta_v(\varepsilon, T/2) = \pi\theta(\varepsilon - \varepsilon_-), \quad \text{(B23)}
\]

Then we obtain

\[
\Theta_0(\varepsilon, t) = \int_0^t dt' f_-(\varepsilon, t') + \left[\frac{\varepsilon}{2} + \mu_\infty + E_0(\varepsilon)\right] t,
\]

\[
\Theta_v(\varepsilon, t) = -\pi\theta(\varepsilon - \varepsilon_+) + \int_0^t dt' f_+(\varepsilon, t') + \left[\frac{\varepsilon}{2} - \mu_\infty + E_0(\varepsilon)\right] t. \quad \text{(B24)}
\]

In the scheme where we take the quasienergy $E_0 = E_0$, we have $\Theta_0(\varepsilon, t + T) = \Theta_0(\varepsilon, t)$, $\Theta_v(\varepsilon, t + T) = \Theta_v(\varepsilon, t) + 2\pi n_0(\varepsilon)$, and Eq. \([124]\) simplifies to

\[
\Theta_0(\varepsilon, t) = \int_0^t dt' - \frac{t}{\tilde{T}} \int_0^{\tilde{T}} dt' f_-(\varepsilon, t'),
\]

\[
\Theta_v(\varepsilon, t) = \int_0^t dt' - \frac{t}{\tilde{T}} \int_0^{\tilde{T}} dt' f_+(\varepsilon, t') - \pi\theta(\varepsilon - \varepsilon_+) + 2\pi\theta(\varepsilon - \varepsilon_+) \Theta(\varepsilon - \varepsilon) - \frac{t}{\tilde{T}}. \quad \text{(B25)}
\]

Combining Eqs. \([110]\) and \([124]\), we obtain the complete expression for $\{u_0(\varepsilon, t), v_0(\varepsilon, t)\}$.

Then the spinor of the Lax reduced solution can be written as

\[
\begin{aligned}
\left[u(\varepsilon, t), e^{i\Gamma(\varepsilon)}(\varepsilon, t)\right] &= \sqrt{1 + \gamma(\varepsilon)} \left[\left|u_0(\varepsilon, t)e^{-i\Theta_0(\varepsilon,t)}\right| + \left|v_0(\varepsilon, t)e^{i\Theta_0(\varepsilon,t)}\right|\right] e^{iE_0(\varepsilon)t} \\
&\quad + \sqrt{1 - \gamma(\varepsilon)} \left[\left|v_0(\varepsilon, t)e^{-i\Theta_0(\varepsilon,t)}\right| - \left|u_0(\varepsilon, t)e^{i\Theta_0(\varepsilon,t)}\right|\right] e^{-iE_0(\varepsilon)t + i\Gamma(\varepsilon)}.
\end{aligned}
\]

Here $\Gamma(\varepsilon)$ is some time-independent phase.

\[\text{b. Initial condition}\]

We assume that the general solution to the self-consistent BdG equations following a quench takes a similar form,

\[\begin{aligned}
\left[u(\varepsilon, t), e^{i\Gamma(\varepsilon)}(\varepsilon, t)\right] &= \sqrt{1 - \gamma(\varepsilon)} \left[\left|u_0(\varepsilon, t)e^{-i\Theta_0(\varepsilon,t)}\right| + \left|v_0(\varepsilon, t)e^{i\Theta_0(\varepsilon,t)}\right|\right] e^{iE_0(\varepsilon)t} \\
&\quad + \sqrt{1 + \gamma(\varepsilon)} \left[\left|v_0(\varepsilon, t)e^{-i\Theta_0(\varepsilon,t)}\right| - \left|u_0(\varepsilon, t)e^{i\Theta_0(\varepsilon,t)}\right|\right] e^{-iE_0(\varepsilon)t + i\Gamma(\varepsilon)}.
\end{aligned}\]

The Lax reduced solution in Eq. \([120]\) is an extreme example where $\gamma = -\zeta$ only takes values equal to $\pm 1$. In order to solve the self-consistent conditions in Eq. \([111]\), $\zeta(t)$ must exhibit a discontinuity (“Fermi step”). The reduced solution therefore cannot apply to a quench from a BCS initial state, since the latter initially has a smooth pseudospin texture in momentum space, and the BCS dynamics do not change this. The solution for the quench involves replacing $-\zeta(\varepsilon)$ with a smooth $\gamma(\varepsilon)$ that nevertheless winds from $+1$ to $-1$ with increasing $\varepsilon$.

The conservation of energy $E$, z-component angular momentum $J$ (particle number), and the Lax norm allows us to determine the $\gamma_i$ for the post-quench state.

Substituting Eq. \([127]\) into Eq. \([135]\), we have

\[s_i(t) = -\gamma_i u_{0,i}^* v_{0,i} + \frac{1 - \gamma_i}{2} (e^{-i\Gamma(\varepsilon)}(\varepsilon, t)^2 - |u_{0,i}(t)|^2) + \frac{1 - \gamma_i}{2} (e^{-i\Gamma(\varepsilon)}(\varepsilon, t)^2 - |v_{0,i}(t)|^2). \quad \text{(B28)}
\]

These can be considered as a combination of $s_{0,i}(t)$ and an oscillating spin with energy-dependent frequency $s_{osc,i}(t)$, weighted by $-\gamma_i$ and $\sqrt{1 - \gamma_i}$ separately, i.e. $s_i(t) = -\gamma_i u_{0,i}^* v_{0,i} + \sqrt{1 - \gamma_i} s_{osc,i}$. As $t \to \infty$, through repeated integration-by-parts or the saddle point approximation, we find that the contribution of $s_{osc,i}$ to $E, J$, and the Lax norm vanishes. Therefore, all of the conserved quantities can be obtained by replacing $\zeta$ with $-\gamma$ in Eqs. \([111]\) - \([113]\), which leads to

\[\sum_i \gamma_i a_i = 0, \quad \sum_i \gamma_i e_i a_i = -\frac{1}{G}, \quad \text{(B29)}\]

and

\[L_2(u) = \left(\sum_j \frac{\gamma_i e_j}{2\sqrt{Q_4(\varepsilon_j)}} \frac{1}{\varepsilon_j - u}\right)^2 Q_4(u). \quad \text{(B30)}\]

We now let $u$ in Eq. \([130]\) approach the positive real axis from above and below, $u \to u \pm i\eta$, $u \in \mathbb{R}^+$ and $\eta \to 0$. From the residue theorem,

\[L_2(u \pm i\eta) = \nu^2 \left[ P \int_0^{\varepsilon_+} d\varepsilon \frac{\gamma(\varepsilon)e^{-\varepsilon\phi}}{2\sqrt{Q_4(\varepsilon)}} \frac{1}{\varepsilon - u} \right. \quad \text{(B31)}\]

\[\left. \pm i\nu \frac{\gamma(u)u}{2\sqrt{Q_4(u)}} \right] Q_4(u), \]

where $\nu = \mathcal{L}^2/8\pi$ is the bare density of states, and $\mathcal{L}$ denotes the linear system size. This is equal to the Lax
norm of the pre-quench state,
\[ L_2(u \pm i\eta) = \frac{\nu^2}{4} I_{\pm}(u), \]
which gives
\[ |\gamma(\varepsilon)| = \frac{|\sqrt{I_+(\varepsilon)} - \sqrt{I_-(\varepsilon)}|}{2\pi \varepsilon}. \quad \text{(B32)} \]

This shares the same form as the pseudospin distribution function in phases I and II. Here, \( I_+ (\varepsilon) \) is a certain function that depends upon the parameters of the pre-quench state, as well as the strength and direction of the quench (i.e., the quench coordinates \( \{\Delta_0^g, \Delta_0^f\} \)), while \( I_-(\varepsilon) \) is its complex conjugate; an explicit expression appears in \[9\]. The sign of \( \gamma \) is determined by enforcing continuity whenever \( \gamma(\varepsilon) \rightarrow 0 \) with a non-zero slope \[9\]. We find that \( \gamma(\varepsilon) \) winds exactly once from \(+1\) at small \( \varepsilon \) to \(-1\) at large \( \varepsilon \) for all quenches in phase III; see e.g. Fig. \[9\].

For all phase III quenches that we have investigated including “A” and “B” indicated in Fig. \[1\], we have used the result for \( \gamma(\varepsilon) \) and verified that all four relations in Eq. \[B29\] hold.

We find that \( \Gamma(\varepsilon) \) in Eq. \[B27\] must be 0 or \( \pi \) due to the invariance of the pseudospin equations of motion under the effective time-reversal transformation \[9\],
\[ s^\pm(\varepsilon, t) \rightarrow s^\mp(\varepsilon, -t), \]
\[ \Delta(t) \rightarrow \Delta^*(-t). \quad \text{(B33)} \]

c. Phase II,III border

On the border of phases II and III, \( \Delta_1 \) approaches 0, and the time evolution of the modulus and phase of the order parameter is given by
\[ \sqrt{R(t)} = \Delta_2 \quad (\text{const.}), \]
\[ \phi(t) = 2\mu_2 t. \quad \text{(B34)} \]

The Lax reduced solution on the border can be obtained from Eqs. \[B34, B7\] and \[B8\],
\[ s^\pm(\varepsilon) = \frac{-\zeta(\varepsilon) \text{sgn}(\varepsilon - 2\mu_1)(\bar{\eta} - \mu_2)}{2E_2(\varepsilon)} \]
\[ s^-(\varepsilon) = \frac{-\zeta(\varepsilon) \text{sgn}(\varepsilon - 2\mu_1)\sqrt{\Delta_2^2 e^{-2i\mu_2 t}}}{2E_2(\varepsilon)}. \quad \text{(B35)} \]

These are the pseudospin configurations for ground (excited) state Cooper pairs when \( \zeta(\varepsilon) \text{sgn}(\varepsilon - 2\mu_1) = 1(-1) \).

In addition, following all the equations for the spinor in phase III, we find
\[ E_0(\varepsilon) = \text{sgn}(\varepsilon - 2\mu_1)E_2(\varepsilon), \]
\[ |u_0(\varepsilon)| = \sqrt{\frac{1}{2} - \frac{\text{sgn}(\varepsilon - 2\mu_1)(\bar{\eta} - \mu_2)}{2E_2(\varepsilon)}}, \quad \text{(B36)} \]
\[ |v_0(\varepsilon)| = \sqrt{\frac{1}{2} - \frac{\text{sgn}(\varepsilon - 2\mu_1)(\bar{\eta} - \mu_2)}{2E_2(\varepsilon)}}, \quad \Theta_u(\varepsilon) = 0, \quad \Theta_v(\varepsilon) = -\pi \text{sgn}(\varepsilon - 2\mu_1), \]

which is consistent with pseudospin configuration [Eq. \[B35\]]. Since \( \varepsilon_+ = \varepsilon_- = 2\mu_1, E_u = E_v \) holds for any value of \( \varepsilon \). It is obvious that Eq. \[B27\] will take the form of the phase II wavefunction after applying the transformation \( \gamma \rightarrow \text{sgn}(\varepsilon - 2\mu_1)\gamma \).
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