Water-mediated correlations in DNA-enzyme interactions
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In this paper we consider dipole-mediated correlations between DNA and enzymes in the context of
their water environment. Such correlations emerge from electric dipole-dipole interactions between
aromatic ring structures in DNA and in enzymes. We show that there are matching collective
modes between DNA and enzyme dipole fields, and that a dynamic time-averaged polarization
vanishes in the water dipole field only if either DNA, enzyme, or both are absent from the sample.
This persistent field may serve as the electromagnetic image that, in popular colloquialisms about
DNA biochemistry, allows enzymes to “scan” or “read” the double helix. Topologically nontrivial
configurations in the coherent ground state requiring clamp-like enzyme behavior on the DNA may
stem, ultimately, from spontaneously broken gauge symmetries.

I. INTRODUCTION

In a recent paper [1], the dipole structure of DNA has
been studied by examining the molecular dipole compo-
nents induced due to London dispersion forces between
base pairs. In particular, delocalized electrons in the base
pairs of DNA were analyzed and theoretically shown to
stimulate dipole formation at the molecular level. These
induced dipoles generate collective modes that are suit-
ably fine-tuned for enzymatic activity resulting in double-
strand breaks in the DNA helix. This class of enzymes
rapidly scans the DNA [2] searching for target recognition
sequences, which exhibit a marked palindromic mirror
symmetry between one DNA strand and its complement.
Specific binding of target sequence produces conformational changes in the enzyme and DNA, with charac-
teristic release of water and charge-countering ions from
the DNA-protein interface. Under optimum biological
conditions, concerted cutting of both strands then oc-
curs without producing intermediate single-strand cuts
[3–6], which requires, in order to occur, synchronization of
dipole vibrational modes between spatially separated
nucleotides and enzymatic molecular subunits. The dipoi-
lar correlations between DNA and enzyme are required
in order for these enzymes to cleave DNA in a manner
that preserves the palindromic symmetry of the double-
stranded substrates to which they bind.

Although the evolution from sequence recognition to
catalysis is perhaps the least understood aspect of the en-
zymology, the synchronous long-range correlations over
distance are a hallmark of collective molecular dynam-
ics [7, 8]. However, the study of the chemistry of
DNA-enzyme interactions, and perhaps the whole range
of biomacromolecular interactions, is still fraught with
the lacuna in our understanding between the instrin-
sically stochastic molecular kinematics and the high effi-
ciency and precise targeting of enzymatic catalytic activ-
ity [9, 10]. This highly efficient, ultra-precise coordina-
tion has been shown to confound the explanatory reach
of statistical methods for describing average regularities
in bulk matter [11]. What is needed is of course not
in opposition to the current state of knowledge derived
from biochemistry. On the contrary, what we propose
to shed light on is the quantum dynamical basis of the
molecular interactions so as to provide a solid physical
foundation for the biochemistry results. Such inquiry
develops in many respects along the same path of the
traditional study of the molecular dipole and multipole
dynamical structure of the electronic quantum confor-
mational shells determining the properties of interacting
molecules in chemistry.

By following such a line of thought, our aim in the
present paper is to deepen the understanding of DNA-
enzyme interactions by characterizing quantitatively the
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nature of long-range correlations between DNA and enzyme in water. Water is the matrix of all known living systems and constitutes about 65% of the human body by mass and about 99% by number of molecules. On the one hand, we exploit the basic feature of any statistically oriented analysis, namely the fact that biomolecules are not isolated from their environment of water molecules. Thus, we have to face the complexity arising from dealing with a large number of molecular components and the quantum vibrational modes of their dipoles, which brings us to consider the quantum field theory (QFT) formalism. On the other hand, the generation of collective mode dynamics derived in the framework of spontaneously broken gauge symmetry theories can explain the observation of highly ordered patterns characterizing the catalytic activity, in space and in time (time ordered sequences of steps in the chemical activity). In a rather natural way we are thus led to adopt in the study of DNA-enzyme interactions the QFT paradigm of gauge theories, namely that the interaction between two systems is realized through the exchange between them of a mediating wave field or quantum, in analogy with the photon exchanged by two electric charges in quantum electrodynamics (see Figure 1). Due to the relevant role played by electric dipoles in the molecular interactions under study, we center our investigation on a generalized model of the radiative dipole wave field mediating the molecular interactions between DNA and enzyme in water. This model is discussed in Sections III and IV.

The paper is organized as follows. In Section II we discuss and partially review the molecular dipole structure of DNA and enzyme. To connect with previous work, we consider the case of the type II restriction endonuclease EcoRI and, for generality, we similarly analyze the Taq DNA polymerase, which is widely used in polymerase chain reaction (PCR) processes for the amplification of DNA sequences. In Section III we study the collective dipole dynamics of water molecules in the presence of the DNA radiative dipole field. In Section IV we examine how the water dipole wave field interacts with the enzyme radiative dipole field. The water dipole field is identified as the mediating wave field in the DNA-enzyme interaction. Concluding remarks are presented in Section V. The appendices A, B, and C report some details on the enzyme systems, mathematical formalism, and analysis of the system ground states, respectively.

II. INDUCED DIPOLE NETWORKS IN DNA SEQUENCE AND ENZYME SYSTEMS

In this section we present the computation of the collective dipole behavior in the DNA and enzyme molecules by considering the interactions between their constituent aromatic rings. These rings, present in both DNA base pairs and enzyme amino acids as well as a host of other biomolecules, contain conjugated planar ring systems with delocalized π electrons shared across the structure, instead of permanent, alternating single and double bonds. Benzene is the canonical example of such a ring. This confers on aromatic compounds an unusual stability and low reactivity, but also provides an ideal structure for the formation of electric dipoles, which can interact to produce electromagnetic couplings in biology.
A. DNA Sequence

We consider first the linearized DNA sequence, with polarizability data for its four bases given in Table I. The symmetry and regularity of the molecule about its helical axis simplifies the calculation relative to the one for enzyme aromatic networks. By resorting to the results of Ref. [1], we observe that in DNA the delocalized electrons belong to the planar-stacked base pairs that serve as “ladder rungs” stepping up the longitudinal helix axis. The induced dipole formation is generated by Coulombic interactions between electron clouds. The helix rungs can be visualized as electronically mobile sleeves vibrating with small perturbations around their fixed positively charged core.

| DNA base | $\alpha_{xx}$ | $\alpha_{yy}$ | $\alpha_{zz}$ |
|----------|---------------|---------------|---------------|
| Adenine (A) | 102.5 | 114.0 | 49.6 |
| Cytosine (C) | 78.8 | 107.1 | 44.2 |
| Guanine (G) | 108.7 | 124.8 | 51.2 |
| Thymine (T) | 80.7 | 101.7 | 45.9 |

TABLE I: Polarizabilities for DNA bases [12–14], in units of 1 au = 1.64878 x 10^{-41} C^2 m^2 J^{-1}.

Consider a molecule of length $N$ nucleotides. The Hamiltonian is

$$H_{DNA} = \sum_{s=0}^{N-1} \frac{P_s^2}{2m_s} + \frac{m_s}{2} \left( \omega_{s,xx} x_s^2 + \omega_{s,yy} y_s^2 + \omega_{s,zz} z_s^2 \right) + V_s^{\text{int}},$$

where $\mathbf{r}_s = (x_s, y_s, z_s)$ are the displacement coordinates between each electron cloud and its base-pair core, the coordinates $x_s, y_s$ span the transverse plane of each base-pair cloud, and the $z_s$ are aligned along the longitudinal axis. The dipole-dipole interaction terms are given by

$$V_s^{\text{int}} = \frac{1}{4\pi \epsilon_0 d^3} \left[ \pi_{s} \cdot \pi_{s+1} - 3(\pi_{s} \cdot \mathbf{d})(\pi_{s+1} \cdot \mathbf{d})/d^2 \right],$$

with $\mathbf{d} = d\hat{z}$ connecting the centers of nearest-neighbor base-pair dipoles $\pi_s = Q \mathbf{r}_s$ and $\pi_{s+1} = Q \mathbf{r}_{s+1}$.

As shown in Table II, $\omega_{s,ij}$ are the diagonal elements of the angular frequency tensor for each base-pair electronic oscillator and are determined from polarizability data:

$$\omega_{A,T,ii} = \sqrt{\frac{Q^2}{m(\alpha_{A,ii} + \alpha_{T,ii})}},$$

and similarly for $\omega_{C,G,ii}$. As shown in Appendix B, Eq. (3) may be derived from the fundamental dipole relation $\pi = \mathbf{\alpha} \cdot \mathbf{E}$. The numerical tensor elements $\alpha_{ij}$ account for anisotropies, which have been determined from perturbation theory [12], simulation [13], and experiment [14] generally to within five percent agreement.

TABLE II: Electronic angular frequencies calculated from polarizability data for DNA base pairs (bp), in units of $10^{15}$ radians per second.

| bp   | $\omega_{xx}$ | $\omega_{yy}$ | $\omega_{zz}$ |
|------|---------------|---------------|---------------|
| A:T  | 3.062 2.822   | 4.242         |               |
| C:G  | 3.027 2.722   | 4.244         |               |

The mass and charge of an electron are used because single electrons would be entangled through the base-pair couplings.

Due to the twist in the helix about the longitudinal axis, we must account for cross terms between directional components of two interacting dipoles. Choosing a single coordinate frame that corresponds with $(x_0, y_0, z_0)$ of the 0th base pair, and relating such coordinates to the $(x_s, y_s, z_s)$ ones, the interaction potential for the $s$th electronic oscillator can be written as

$$V_s^{\text{int}} = \frac{Q^2}{4\pi \epsilon_0 d^3} \left[ x_s x_{s+1} \cos \theta + y_s y_{s+1} \cos \theta + (y_s x_{s+1} - y_{s+1} x_s) \sin \theta - 2 z_s z_{s+1} \right],$$

where the orientation of the helix and the twist angle are reflected in the different factors for the quadratic couplings.

By introducing the normal-mode lowering operator

$$a_{s,j} \dagger = \sqrt{\frac{m\Omega_{s,j}}{2\hbar}} (\mathbf{r}'_s)_j + \frac{i}{\sqrt{2m\hbar}}(\mathbf{p}'_s)_j,$$

and its conjugate raising operator $a_{s,j}$ for the $s$th normal mode of the collective electronic oscillations for the $j = xy$ or $j = z$ potential, with

$$(\mathbf{r}'_s)_j = \sum_{n=0}^{N-1} (\mathbf{r}_n)_j \exp\left(-\frac{2\pi i ns}{N}\right),$$

$$(\mathbf{p}'_s)_j = \sum_{n=0}^{N-1} (\mathbf{p}_n)_j \exp\left(-\frac{2\pi i ns}{N}\right),$$

the Hamiltonian in Eq. (1) takes the standard diagonalized form

$$H_{DNA} = \sum_j H_j = \sum_j \sum_{s=0}^{N-1} \hbar \Omega_{s,j} \left( a_{s,j} \dagger a_{s,j} + \frac{1}{2} \right).$$

The eigenstates of $H_j$ are given by

$$| \psi_{s,j} \rangle = a_{s,j} \dagger | 0 \rangle,$$

where $s = 0, 1, \ldots, N - 1$ for the $j = xy, z$ potential. Only the lowest energy states will be considered because these modes are the most easily excited.

In order to obtain the collective eigenmode frequencies for the oscillations, by separating Eq. (1) into energy contributions from transverse ($H_{xy}$) and longitudinal ($H_z$)
As shown in Table III, at the standard inter-base-pair spacing of 3.4 Å, we calculate the ground state longitudinal oscillation (a zero-point mode) to within 0.5% of the energy required for double-strand breakage.

It is also remarkable that for EcoRI, considered in more detail below, the difference in free energy between the nonspecific and specific complex (i.e., clamping energy) is approximately 2εP−O. Thus, enzyme clamping imparts the quanta of energy necessary to excite the longitudinal mode. Because it is a collective, normal-mode oscillation (where components vibrate in synchrony), this lowest-energy mode along the main axis of the DNA sequence coherently transports the quanta to break two phosphodiester bonds simultaneously. Parametrization of this DNA model is briefly discussed in Appendix B.

### B. Enzyme Systems

We will consider two specific enzymes—EcoRI and Taq polymerase—that represent two broad enzyme classes used in DNA metabolism, namely type II restriction endonucleases and DNA polymerases, respectively. The former group initiates DNA double-strand breaks with high specificity and the latter replicates DNA strands with high efficiency.

We will first consider the enzyme EcoRI, shown in Figure 2 and the prototype for a class of enzymes called type II restriction endonucleases that recognize very specific DNA sequences. EcoRI was the first of this class to be discovered, found in E.coli bacteria (see Appendix A). It initiates a double-strand break (DSB) in the DNA helix after recognizing the sequence GAATTC. The mechanism of this DSB synchronization has been the subject of much investigation and was recently proposed to be correlated through quantum entanglement [1]. One interesting characteristic of the EcoRI recognition site is the palindromic symmetry of the sequence. By the rules of DNA base pairing, the complementary DNA sequence is CTTAAG, so GAATTC is the mirror image of its complement.

The other enzyme we consider is the Taq polymerase, shown in Figure 3 and used widely in molecular biology labs throughout the world for rapid amplification of DNA sequences. While Taq does not recognize specific sequences like EcoRI, it employs the use of an interesting DNA clamp. The DNA clamp fold is an accessory protein that assembles into a multimeric structure completely encircling the DNA double helix as the polymerase adds nucleotides to the growing strand. By preventing dissociation of the enzyme from the template DNA strand, the clamp dramatically increases the number of nucleotides the polymerase can add to the growing strand per binding event, up to 1,000-fold. The clamp assembles on the DNA at the replication fork, where the double helix effectively “unzips” into single strands, and “slides” along the DNA with the advancing polymerase, aided by a layer of water molecules in the central pore of the clamp between the DNA and the protein surface.
FIG. 2: Aromatic amino acid network in EcoRI. Tryptophan (blue), tyrosine (purple), and phenylalanine (green) form induced dipole networks in EcoRI, shown here bound to its double-stranded DNA substrate, with A:T (yellow) and C:G (orange) base pairs highlighted. Other amino acids (gray) are displayed in the context of their secondary structures within the enzyme. Image of EcoRI (PDB ID: 1CKQ) at 1.85Å resolution created with PyMOL.

Because of the toroidal shape of the assembled multimer, the clamp cannot dissociate from the template strand without also dissociating into monomers.

We are particularly interested in the polarizability of the amino acids, which are the building blocks of protein and enzyme systems. The most polarizable amino acids are termed aromatic, and as with DNA we will examine the effect of induced dipole interactions between these constituent ring structures. See Tables IV and V for aromatic amino acid polarizabilities and electronic angular frequencies, respectively.

TABLE IV: Polarizabilities for aromatic amino acids [18–22], in units of 1 au = 1.64878 × 10^−41 C^2m^2J^−1, with \( \overline{\alpha} = \sqrt{\alpha_{xx}^2 + \alpha_{yy}^2 + \alpha_{zz}^2} \). For further details, see comments surrounding Eq. (12).

| Amino Acid | \( \overline{\alpha} \) | \( \alpha_{xx} \) | \( \alpha_{yy} \) | \( \alpha_{zz} \) |
|------------|-----------------|-----------------|-----------------|-----------------|
| Trp        | 153.4           | 119.5           | 91.6            | 29.4            |
| Tyr        | 129.3           | 89.5            | 43.0            | 82.9            |
| Phe        | 118.1           | 79.0            | 79.0            | 38.6            |

Interestingly, the most aromatic amino acids (tryptophan, tyrosine, and phenylalanine) are also the most hydrophobic. Various proposals have been put forward arguing the biological significance of such intra-protein hydrophobic pockets. London force dipoles in such regions could couple together and oscillate coherently, thus generating a radiative field.

TABLE V: Electronic angular frequencies calculated from polarizability data for aromatic amino acids, in units of 10^{15} radians per second.

| Amino Acid | \( \omega_{xx} \) | \( \omega_{yy} \) | \( \omega_{zz} \) |
|------------|-----------------|-----------------|-----------------|
| Trp        | 3.338           | 3.782           | 4.320           |
| Tyr        | 3.635           | 4.370           | 6.305           |
| Phe        | 3.803           | 4.653           | 6.654           |

In regards to the spacing between aromatic amino acids in protein, when considering tryptophan, tyrosine, and phenylalanine, the spacings are as close as 5 Å in the enzymes of interest, comparable to the inter-bp spacing of DNA (3.4 Å). The use of the point-dipole approximation, rather than an extended dipole description, can be questioned due to these close separations, but this is a first-order estimate of the contribution of these effects.
Additionally, because we are considering interactions between all aromatic rings, the point-dipole approximation would indeed hold for the longer distances, which are the majority.

As shown in Table V, \( \omega_{s,ii} \) are the diagonal elements of the angular frequency tensor for each amino-acid dipole and are determined from the polarizability data:

\[
\omega_{aa, ii} = \sqrt{\frac{Q^2}{m\alpha_{aa, ii}}},
\]

(11)

The mass and charge of an electron are used because the amino acids are approximated as charge-separated dipoles. As shown in Appendix B, Eq. (11), like Eq. (3), may be derived from the fundamental dipole relation \( \pi = \alpha \cdot E \).

Here we use the values and principal directions of the polarizability tensors based on the experimental and theoretical calculations for indole [18], phenol [19], and benzene [20–22], to represent the polarizability tensors of the amino acids tryptophan, tyrosine, and phenylalanine, respectively, because each ring structure defines the aromaticity of the corresponding amino acid in which it is contained. Figure 4 illustrates the orientation geometries of the principal directions and the molecular centers used in calculating the dipole displacement coordinates between aromatic amino acids in the aromatic coordinate frame. We use only the diagonal elements of the polarizability tensor \( \alpha_{xx}, \alpha_{yy}, \alpha_{zz} \), and neglect off-diagonal terms. After alignment of the polarizabilities with the orientation of the aromatic amino acids in the protein coordinate space, we take the magnitude of the average polarizability to be

\[
\overline{\alpha} = \sqrt{\alpha_{xx}'^2 + \alpha_{yy}'^2 + \alpha_{zz}'^2},
\]

(12)

where the induced dipole direction for each aromatic is defined by the vector \( (\alpha_{xx}', \alpha_{yy}', \alpha_{zz}') \) in the protein coordinate frame.

As we did for the DNA molecule in the first part of the present section, we proceed with the Hamiltonian for such a collection of \( N \) aromatic amino acids:

\[
H_{enz} = \sum_{s \neq t}^{N-1} \frac{P_s^2}{2m_s} + \frac{m_s \omega_s^2}{2} \left( x_s^2 + y_s^2 + z_s^2 \right) + V_{int},
\]

(13)

where the displacement coordinates \( r_s = (x_s, y_s, z_s) \) are defined as previously done between each electron cloud and its amino acid core. Here \( \overline{\omega}_s \) are derived from the polarizabilities \( \overline{\omega}_s \) in Table IV through Eq. (11), and
FIG. 4: Orientation geometries and molecular centers of aromatic ring structures in amino acids. (A) Indole ring in tryptophan. (B) Phenol ring in tyrosine. (C) Benzene ring in phenylalanine. The positive $z$-axis is directed out of the page.

the term $V_{s,t}^{int} = \frac{1}{4\pi\varepsilon_0 d_{s,t}^2} \left[ \pi_s \cdot \pi_t - \frac{3(\pi_s \cdot d_{s,t})(\pi_t \cdot d_{s,t})}{d_{s,t}^2} \right]$ describes the pairwise interactions between each amino acid electric dipole in the enzyme’s aromatic network. The aromatic networks for EcoRI and Taq are shown in Figures 2 and 3 and are determined from crystal structures with identification codes 1CKQ [23] and 1TAU [24], respectively, in the Protein Data Bank [25]. The 1CKQ PDB file must be duplicated appropriately to account for the symmetric homodimer formed from two identical protein subunits. Tryptophan, the most strongly polarizable amino acid, will generally contribute most to the collective electronic behavior of each enzyme.

We return to solving Eq. (9), but this time in the enzyme case for larger, denser potential matrices $V_{s,t}^{int}$. This largeness and denseness is due to the sheer number of aromatic amino acids and the pairwise coupling interactions between them. We simplify this task by recognizing that Eq. (9) is similar to the characteristic equation for matrix eigenvalues:

$$det(A - \lambda_s I) = 0,$$

with $\mathbf{V}$ in place of $A$ and $\lambda_s = m_e \Omega_s^2$. Numerical packages can then be used to quickly and efficiently solve for the eigenvalues of $\mathbf{V}$.

Collective modes for EcoRI and Taq are presented in Figure 5. The average energy for the EcoRI modes is $1.22\varepsilon_{P-O}$ and for the Taq modes is $1.20\varepsilon_{P-O}$. Note that Taq is a larger enzyme and has more dipolar vibrational modes than EcoRI (61 vs. 42) because these modes correspond to the number of aromatic amino acids in each enzyme. Though proteins with aromatic amino acids typically absorb in the UV, around $4-5$ eV, this observation does not discount coherent oscillations of induced dipoles at longer wavelengths in protein aromatic networks due to the dipolar correlations we describe in this paper.

In each enzyme, there appear to be four “shelves” of states, generally clustering near 1.10, 1.20, 1.25, and 1.30$\varepsilon_{P-O}$ (2041, 2226, 2319, and 2412 cm$^{-1}$). Carboxylic acids ubiquitous in proteins tend to form strongly hydrogen bonded dimers, which shift water’s O-H stretching frequencies to between 2000-3500 cm$^{-1}$ depending on the strength of the hydrogen bonds [26]. It is interesting and significant to our studies that the enzyme collective dipole modes displayed in Figure 5 fall within the spectrum of DNA collective modes presented in Table III and described in full detail in Ref. [1]. The enzyme collective modes, like the DNA modes in Eq. (7), are dipole fluctuation modes and can be used to construct the creation and annihilation operators (see Eq. (5)) for the radiative electromagnetic field quanta (i.e., photons) acting on the water molecules.

We thus arrive at a picture for the case of enzymes similar from the physical point of view to the one obtained above for DNA. The DNA and the enzyme molecules, although sharply different in their chemical structures, are macromolecular systems physically characterized by their dipolar structure. According to our quantum electrodynamics description, dipole vibrational modes are the source of radiative electromagnetic (em) dipole fields through which the interaction between DNA and enzyme develops. Since they are embedded in the water environment whose molecules are also characterized by their molecular dipoles, DNA and enzyme “talk” to each other by means of their radiative dipole fields propagating in the water medium. This long-range communication is mediated by the water dipoles. The chemical activity between DNA and enzyme develops in and is conditioned by
Collective normal-mode solutions to networks of aromatic induced dipoles in EcoRI (5a) and Taq (5b) are within the energy range of the collective dipole modes of DNA bounded by its relevant protein clamps. These states are precisely those for which the number operator \( n_s = a_s^\dagger a_s \) acts in the diagonalized form of Eq. (13), analogous to Eq. (7) for DNA, to produce a zero eigenvalue, thus identifying them with zero-point modes that exist independent of external excitations and arise from the ground state of the enzyme aromatic network. Data for the collective modes (arranged along the abscissa axis according to increasing energy) are presented in units of eV on the ordinate axis.

such a physical scenario. In order to study the physical dynamics providing the environmental conditions under which the chemical activity develops, we need to deepen the understanding of collective dipole modes of liquid water. This is done in the following section.

III. THE WATER DIPOLE FIELD

Water constitutes the environment in which DNA and enzyme macromolecules described in the previous sections are embedded. These macromolecules and the water molecules are endowed with electrical dipoles, whose quantum vibrational modes characterize their reciprocal interactions. The picture emerging from the different interaction couplings, frequencies, amplitudes, and phase modulations in different space and time regions of the water environment provides the em imaging or em field pattern of the DNA-water-enzyme interaction. We will focus on the local properties of such a pattern of fields, thus dealing with densities rather than with physical quantities integrated over the whole volume, although integrations over some relatively small volumes will also be considered.

We study first the interaction between DNA and water. After that we will introduce the interaction with enzyme macromolecules. We will neglect the static dipole-dipole interactions between DNA and water dipoles and focus our attention instead on the radiative quantum electromagnetic (em) interaction.

Consider a system of molecules of liquid water, assumed to be homogeneous in a region whose linear size \( \ell \) will be elaborated in the course of our discussion (see the comments following Eq. (18)). The magnitude of the water molecule dipole vector \( \mathbf{d}_e \) is given by \( |\mathbf{d}_e| = 2 e d_e^2 \), with \( d_e \approx 0.2 \text{ Å} \) \(^{[27]}\) and \( e \) denoting the electron charge.

In the following discussion we use natural units, where \( \hbar = 1 = c \).

The system is assumed to be at a non-vanishing temperature \( T \). Under such conditions, in the absence of other actions, the system of water molecules is invariant under dipole rotations because the molecular dipoles are in general arbitrarily oriented and thus there is no preferred orientation direction. Our aim is to study the radiative dipole transitions in the water molecules induced by interactions with the DNA em field and all molecular water dipoles.

By closely following Ref. \(^{[28]}\) in our presentation, we denote by \( \phi(\mathbf{x}, t) \) the complex dipole field collectively describing the \( N \) molecule system in the unit volume \( V \) so that integration over the sphere of radius \( r \) gives:

\[
\int d\Omega |\phi(\mathbf{x}, t)|^2 = N ,
\]  

(15)

where \( d\Omega = \sin \theta d\theta d\phi \) is the element of solid angle and the polar coordinates are denoted by \( (r, \theta, \phi) \). It is convenient to introduce the rescaled field \( \chi(\mathbf{x}, t) = \frac{1}{\sqrt{N}} \phi(\mathbf{x}, t) \). The integration over the unit sphere then gives:

\[
\int d\Omega |\chi(\mathbf{x}, t)|^2 = 1 .
\]  

(16)

Since the molecule density is assumed to be spatially uniform in the unit sphere, the angular variables are the only relevant ones. This allows to us to expand the field...
\(\chi(\mathbf{x}, t)\) in terms of spherical harmonics in the unit sphere:

\[
\chi(\mathbf{x}, t) = \sum_{l,m} \alpha_{l,m}(t) Y_l^m(\theta, \phi) .
\]

By setting \(\alpha_{l,m}(t) = 0\) for \(l \neq 0, 1\), Eq. (17) reduces to the expansion in the four levels \((l, m) = (0, 0)\) and \((1, m)\) for \(m = 0, \pm 1\). The populations of these levels at thermal equilibrium, in the absence of interaction, follow the Boltzmann distribution and are given by \(N|\alpha_{l,m}(t)|^2\). We will show that the populations of the \(l = 0\) and \(l = 1\) levels change due to the presence of DNA and enzyme. The amplitude of \(\alpha_{1,m}(t)\) does not depend on \(m\) since, due to the dipole rotational invariance, there is no preferred direction in the dipole orientation. In other words, the time average of the polarization \(P_n\) along any direction \(\mathbf{n}\) must vanish. In order to show that this is indeed the case, let us introduce the notation

\[
\begin{align*}
\alpha_{0,0}(t) &\equiv a_0(t) \equiv A_0(t)e^{i\delta_0(t)}, \\
\alpha_{1,m}(t) &\equiv A_1(t)e^{i\delta_1(t)}e^{-i\omega_0 t} \equiv a_{1,m}(t)e^{-i\omega_0 t},
\end{align*}
\]

where \(A_0(t), A_1(t), \delta_0(t),\) and \(\delta_1(m)\) are real quantities and \(\omega_0 \equiv 1/I\) (in natural units), where \(I\) is the average moment of inertia of the water molecule.\(^*\) Note that \(\omega_0\) is also the eigenvalue of \(\mathbf{L}^2/2I\) on the state \((1, m)\), with \(\mathbf{L}\) denoting the total angular momentum for the molecule. In fact, \(l(l+1)/2I = 1/I\).

Our discussion will be restricted to the resonant radiative em modes, i.e., those for which \(\omega_0 \equiv k = 2\pi/\lambda\), and we use the dipole approximation, where \(\exp(i\mathbf{k} \cdot \mathbf{x}) \approx 1\), since we are interested in the collective behavior of the \(N\) molecule system. The system linear size \(\ell\) is thus constrained to be \(\ell \leq \lambda = 2\pi/\omega_0\). We thus see that \(\omega_0\) provides a relevant scale for the system. For water, \(2\pi/\omega_0 \approx 1774\) (eV)\(^{-1} \approx 3.5 \times 10^{-2}\) cm (in \(\hbar = 1 = c\) units), taking \(I = 1.95943 \times 10^{-40}\) g·cm\(^2\) as the average of the moments of inertia presented in the footnote.

We now consider in an arbitrary reference frame the \(\mathbf{z}\) axis and a vector \(\mathbf{n}\) parallel to it. Use of the explicit expressions for the spherical harmonics

\[
\begin{align*}
Y_0^0 &= \frac{1}{\sqrt{4\pi}}, \quad Y_1^0 = \sqrt{\frac{3}{4\pi}} \cos \theta, \\
Y_1^1 &= -\sqrt{\frac{3}{8\pi}} \sin \theta e^{i\phi} = -[Y_1^{-1}]^*,
\end{align*}
\]

gives

\[
P_n = \frac{2}{\sqrt{3}} A_0(t) A_1(t) \cos(\omega - \omega_0)t,
\]

where \(\omega t \equiv \delta_{0}(t) - \delta_0(t)\). Eq. (20) shows indeed that the time average of \(P_n\) is zero, which in turn confirms that the three levels \((1, m)\) for \(m = 0, \pm 1\) are in the average equally populated under normal conditions, thus \(\sum_{m} |\alpha_{1,m}(t)|^2 = 3 |a_1(t)|^2\), with \(a_1(t) = a_{1,m}(t)\) for any \(m = 0, \pm 1\). The normalization condition (16) then can be written as

\[
|a_{0,0}(t)|^2 + \sum_{m} |\alpha_{1,m}(t)|^2 = |a_0(t)|^2 + 3|a_1(t)|^2 = 1
\]

at any time \(t\), so that, by putting \(Q \equiv |a_0(t)|^2 + 3|a_1(t)|^2\), we have \(\partial Q/\partial t = 0\), which expresses the conservation of the total number \(N\) of molecules (see Eq. (15) and the rescaling adopted for \(\chi(\mathbf{x}, t)\)). Moreover, the relation

\[
\frac{\partial}{\partial t}|a_1(t)|^2 = -\frac{1}{3} \frac{\partial}{\partial t}|a_0(t)|^2
\]

shows that, at each time \(t\), the rate of change of the population in each of the levels \((1, m)\) for \(m = 0, \pm 1\) equally contributes, in the average, to the rate of change in the population of the level \((0,0)\) (rotational invariance).

Eq. (21) shows that the initial conditions at \(t = 0\) can be set as

\[
|a_0(0)|^2 = \cos^2 \theta_0, \quad |a_1(0)|^2 = \frac{1}{3} \sin^2 \theta_0.
\]

We exclude the values of \(\theta_0\) corresponding to the physically unrealistic cases in which the state \((0,0)\) is completely filled (\(\theta_0 = n\pi, n\) integer) or completely empty (\(\theta_0 = (2n + 1)\pi/2, n\) integer). We will see that the lower bound for the parameter \(\theta_0\) is imposed by the dynamics in a self-consistent way. Note that \(\theta_0 = \pi/3\) corresponds to the equipartition of the field modes among the four levels \((0,0)\) and \((1, m)\), as given by the Boltzmann distribution when the temperature \(T\) is much higher than the energy \(E(k)\) of the field modes, \(k_B T \gg E(k)\), which would be the case in our DNA-enzyme systems.

Let \(u_m(t) \equiv U(t) e^{i\varphi_m(t)}\), with \(U(t)\) and \(\varphi_m(t)\) real quantities, denote the field of the em modes generated by the DNA molecular dipoles (see Eqs. (5), (7), and the comments following Eq. (14)) and the ones generated by the molecular water dipoles. One also finds [28, 30] that the amplitude \(|u_m(t)|\) does not depend on \(m\), so that we may write \(|u(t)| \equiv |u_m(t)|\). Moreover, one can derive that the phases also do not depend on \(m\); thus \(\varphi \equiv \varphi_m\), \(\delta_1(t) \equiv \delta_{1,m}(t)\). We consider the coupling of \(u(t)\) with water molecules in the transition \((1,m) \leftrightarrow (0,0)\).

The field equations for a water molecule in the field

\* The moment of inertia of water varies within a factor of three depending on the axis around which it is calculated: \(1.0220 \times 10^{-40}\) g·cm\(^2\) for the axis in the plane of the water molecule with the origin on the oxygen and orthogonal to the H-O-H angle, i.e., parallel to the longest dimension of the molecule; \(2.9376 \times 10^{-40}\) g·cm\(^2\) for the axis orthogonal to the plane of the water molecule with the origin on the oxygen; and \(1.9187 \times 10^{-40}\) g·cm\(^2\) for the axis in the plane of the water molecule with the origin on the oxygen and bisecting the H-O-H angle (see Ref. [29]).
\[ u(t) \] are given in Refs. [31, 32]:

\[
i \frac{\partial \chi(x,t)}{\partial t} = \frac{L^2}{2I} \chi(x,t) - i \sum_{k,r} d_r \sqrt{\rho} \int \frac{k}{2} (\epsilon_r \cdot x) |u_r(k,t) e^{-ikt} - u_r^*(k,t) e^{ikt}| \chi(x,t),
\]

where \( d_r \) is the magnitude of the electric dipole moment, \( \rho \equiv \frac{k}{\epsilon_r} \), and \( \epsilon_r \) is the polarization vector of the em mode (for which the transversality condition \( k \cdot \epsilon_r = 0 \) is assumed to hold). In Eqs. (24) the coupling \( d_r \sqrt{\rho} \) is enhanced by the factor \( \sqrt{N} \) due to the rescaling of the fields. More comments on this point are included later on.

Eqs. (C1) - (C3), which are derived from Eqs. (24) and presented in Appendix C, show that the strength of the coupling between the em modes and the molecular levels is given by \( \Omega = 4\pi d_r \sqrt{N/(\epsilon_0 \omega_0 V)} \omega_0 = G \omega_0 \). For pure water under standard conditions, the dimensionless quantity \( G \approx 13 \). The coupling \( \Omega \) scales with \( \sqrt{\rho} \) and thus varies with temperature and pressure. The coupled equations (C1) - (C3) admit the constants of motion \( Q \) (see Eq. (21)) and the quantity

\[
|u(t)|^2 + 2 |a_1(t)|^2 = \frac{2}{3} \sin^2 \theta_0.
\]

For further details, see Appendix C and Refs. [28, 30, 33].

Consistency of Eq. (25) with the initial condition (23) implies that at \( t = 0 \) we have

\[
|u(0)|^2 = 0.
\]

Since \( |u(t)|^2 \geq 0 \), it also implies that \( |a_1(t)|^2 \leq \frac{1}{3} \sin^2 \theta_0 \) and therefore, due to (21), \( |a_0(t)|^2 \geq \cos^2 \theta_0 \).

Let us highlight a few consequences of our analysis. In our initial conditions, the value \( a_0(0) = 0 \) has been excluded (see comments following Eq. (23)), on the basis of physical considerations. It is remarkable that the dynamics self-consistently excludes such a value: \( a_0(t) = 0 \) appears to be, for any \( t \), the relative maximum for the potential (see Appendix C), and therefore, for any \( t \), it is an instability point away from which the system (spontaneously) runs. Consistently, use of the constants of motion (21) and (25) shows that \( |a_0(t)|^2 \) cannot be zero, since \( |a_0(t)|^2 = 0 \) would imply \( U^2(t) = -\frac{2}{3} \cos^2 \theta_0 \), which is not possible since \( U(t) \) is real.

We next observe that, due to the spontaneous symmetry breaking, the system, moving away from the initial condition values (23) and (26), dynamically tends to the circle of squared radius \( \gamma_0^2(\theta_0) \) (Eq. (C7)), where the nonvanishing time-independent values \( A_1^2 = \frac{1}{3} \sin^2 \theta_0 \) and \( \mathcal{A}^2 = \frac{1}{3} \sin^2 \theta_0 \) are obtained (see Eqs. (21) and (25)). The bound \( |a_0(t)|^2 \geq \cos^2 \theta_0 \) discussed after Eq. (25) is dynamically satisfied by \( |a_0(t)|^2 = \gamma_0^2(\theta_0) \) (see Eq. (C7)), which actually implies \( |a_0(t)|^2 > \cos^2 \theta_0 \).

The discussion presented in Appendix C regarding the em mode \( u(t) \) shows that the system runs away from the state with \( u(t) = 0 \) for any \( t \), which is also consistent with the dynamics of the modes \( a_0(t) \) and \( a_1(t) \). The possibility \( \theta_0 \leq \pi/4 \) is thus excluded. It is also shown in this appendix that dynamical consistency requires that \( |u(t)|^2 = -(1/3) \cos 2\theta_0 \equiv r^2(\theta_0) \), with \( \theta_0 > \pi/4 \), which is time-independent (see Eq. (C12)). One thus realizes that a coherent em field pattern (“limit cycle” state) is generated as an effect of the spontaneous breakdown of the \( (U(1)) \) phase symmetry. This is further discussed in the next section, where we also discuss the interaction of the enzyme dipole field with the collective dipole wave field.

**IV. INTERACTION BETWEEN ENZYME AND DIPOLE WAVE FIELD**

In order to study how the enzyme radiative dipole field interacts with the em field pattern described above, let us first discuss a few more consequences emerging from the results we have obtained so far. We remark that Eq. (C12) implies the existence of a time-independent amplitude \( \mathcal{A} \) for the field \( u(t) \). Inspection of the motion equations (C1)-(C3) shows indeed that

\[
\hat{U}(t) = 2\Omega a_0(t)A_1(t) \cos \alpha(t)
\]

\[
\hat{\varphi}(t) = 2\Omega a_0(t)A_1(t) \sin \alpha(t),
\]

where \( \alpha = \delta_1(t) - \delta_0(t) - \varphi(t) \). We thus see that \( \hat{U}(t) = 0 \), i.e., a time-independent amplitude \( \mathcal{A} \) exists, if and only if the phase-locking relation

\[
\alpha = \delta_1(t) - \delta_0(t) - \varphi(t) = \frac{\pi}{2}
\]

is satisfied. This relation can be recast as

\[
\hat{\varphi}(t) = \delta_1(t) - \delta_0(t) = \omega,
\]

with \( \omega \) introduced in Eq. (20) and proportional to \( \Omega \) when Eq. (29) holds.

In such a dynamical regime, the so-called “limit cycle” regime, a central result is that \( A_0^2 - A_1^2 \) is also time-independent. Indeed, by solving the system of equations (21) and (25) for \( |a_0(t)|^2 \) and \( |a_1(t)|^2 \) in terms of \( |u(t)|^2 \) and then subtracting, we obtain

\[
A_0^2 - A_1^2 = \cos^2 \theta_0 - \frac{1}{3} \sin^2 \theta_0 + 2\mathcal{A}^2 \neq 0,
\]

to be compared with \( A_0^2(t) - A_1^2(t) \approx 0 \) at thermal equilibrium in the absence of collective dynamics.

Eqs. (29) and (30) provide the formal expression of these collective dynamics: the system comprised of the em field interacting with the molecular water dipoles is characterized by the “in-phase” (coherent) dynamics expressed by the phase-locking Eq. (29). The meaning of Eq. (30) is that any change in time of the difference between the phases of the amplitudes \( a_1(t) \) and \( a_0(t) \) is compensated by the change of phase of the em field. In other
words, the gauge invariance of the theory is preserved by the dynamical emergence of coherence between the matter field (DNA-water-enzyme) and the em field (radiative dipole field from DNA, water, and enzyme).

We note here an estimate of the resulting interaction energy. For \(0 < \theta_0 < \pi/3\), the average pulsations (see Appendix C, especially Eqs. (C11) and (C12)) fall in the range \(0 < \nu < 1000 \text{ cm}^{-1}\), populating bands in the infrared spectrum [30] and overlapping with the lower end of the 0.1 - 1 eV range mentioned in Section II. This is a remarkable result, considering the rough analytical form of our water model, without an abundance of external parameters. These wavelengths, which overlap with the energy scale of collective dipole modes in DNA and enzyme systems, provide an estimate of the long-range interactions mediated by the collective water dipole field, and they are distinct from the more energetic absorption bands of water due to intramolecular vibrations and electronic transitions. These long-wavelength interactions do not exist in pure water, as evidenced by Eqs. (31) and (35). Water adapts itself to biological agents (e.g., DNA and enzyme) and compensates, through gauge invariance, by phase-locking its electromagnetic field—arising from water’s matter field of endowed electric dipoles—to the field introduced by the biological agents.

In summary, as a consequence of the interaction with DNA and the water’s own radiative em field, the combined system evolves away from the initial symmetric vacuum to the asymmetric vacuum \(|u(t)|^2 \neq 0\). The coherent em field pattern that emerges is formally expressed by the phase locking in Eqs. (29) and (30).

We consider now the polarization density of the water environment in the presence of the enzyme radiative electric field \(E\), assumed parallel to the \(z\) axis, as chosen in Section III. The term

\[
H = -d_0 \cdot E,
\]

with \(d_0\), the electric dipole moment for water, is then added to the system energy.

By following Ref. [31], it is possible to write the interaction Hamiltonian \(H\) of Eq. (32) in the form of a Jaynes-Cummings-like Hamiltonian for large \(N\):

\[
H = \hbar \sqrt{N} \gamma (a^\dagger S^- + a S^+),
\]

where \(\gamma\) is the coupling constant proportional to the matrix element of the molecular dipole moment and to the inverse of the volume square root \(V^{-1/2}\), \(a^\dagger\) and \(a\) are the creation and annihilation operators discussed in Figure (5) for the electric field \(E\), and \(S^\pm\) denote the creation and annihilation operators of the “dipole wave modes” of the field pattern imaging the DNA-water interaction.

Note that the factor \(\sqrt{N}\) multiplying the coupling \(\gamma\) implies that for large \(N\) the collective mesoscopic interaction energy scale is much larger, by the factor \(\sqrt{N}\), than the microscopic fluctuations due to individual water molecules, thus providing a protective gap against thermalization for the long-range quantum correlations.

This fact is well known in studies of superradiance and cooperative robustness for aggregates of two-level systems [34, 35]. Conversely, the time scale is much shorter, by the factor \(1/\sqrt{N}\), than the short-range interactions among the molecules. A similar remark applies to the enhancement of the coupling \(G\), also due to the multiplying factor \(\sqrt{N}\) (see the comments after Eq. (23)). In this vein, we observe that in our discussion we have not considered the losses of the radiative energy from the volume \(V\). One can estimate these losses by comparing lifetimes of the different modes, namely considering the different time scales associated with them, \(2\pi/\omega_0\), \(2\pi/\omega_1\), \(2\pi/\pi\), and \(2\pi/\omega\), where we have put \(\omega_1 \equiv m = 2\sqrt{2} \Omega^2 1^{(1-1/4)} \sin^2 \theta_0\), in the limit cycle regime \(\theta_0 > \pi/4\), and \(\omega = \Omega/2 \cos \theta_0\) for \(0 < \theta_0 < \pi/4\) (see Appendix C). Thus again we see that for large \(N\) the time scale of the collective interaction is much shorter by the factor \(1/\sqrt{N}\) than the short-range interactions among the water molecules. It then follows that the macroscopic stability of the system is protected against quantum fluctuations in the microscopic short-range dynamics. In a similar way, for sufficiently large \(N\) the collective interaction is protected against thermal fluctuations, which may affect the collective process only when \(k_B T \sim 0.02\) eV at physiological temperatures) is of the same order or larger than the energy gap determining the height of the protection.

The interaction \(H\) produces mixing between the states \(Y_0^0\) and \(Y_1^0\) (see Eq. (17)): \(Y_0^0 \rightarrow Y_0^0 \cos \tau + Y_1^0 \sin \tau\) and \(Y_1^0 \rightarrow -Y_0^0 \sin \tau + Y_1^0 \cos \tau\), with

\[
\tan \tau = \frac{\omega_0 - \sqrt{\omega_0^2 + 4H^2}}{2H}.
\]

The polarization \(P_n\) is now found to be

\[
P_n = \frac{1}{\sqrt{3}}(\mathcal{A}_0^2 - \mathcal{A}_1^2) \sin 2\tau + \frac{2}{\sqrt{3}} \mathcal{A}_0^2 \mathcal{A}_1^2 \cos 2\tau \cos((\omega - \omega_\nu)t),
\]

where \(\omega_\nu \equiv \sqrt{\omega_0^2 + 4H^2}\) and the limit cycle amplitudes \(\mathcal{A}_0\) and \(\mathcal{A}_1\) have been used. Time averaging gives the polarization \(\overline{P_n} = (1/\sqrt{3})(\overline{A}_0^2 - \overline{A}_1^2) \sin 2\tau\). \(\overline{P_n}\) is non-zero as long as \(\tau \neq 0\) and provided that the difference \((\overline{A}_0^2 - \overline{A}_1^2)\) is non-vanishing. As we have seen, the former condition \((\tau \neq 0)\) is realized due to the presence of the enzyme electric dipole field, and the latter condition \((\overline{A}_0^2 - \overline{A}_1^2) \neq 0)\) is realized in the water coherent domains imaging the DNA em radiative field. \(\overline{P_n}\) thus carries information on both the DNA radiative field and the enzyme field, and it is vanishing if one or both fields are absent.

We would like to clarify how frequencies in the 0.1 - 1 eV range can effectively couple to rotational transitions of liquid water. Though the rotational transitions of individual water molecules correspond to energies orders of magnitude smaller (meV), the point we would like to emphasize is that the dipole-dipole modes of the aromatic
networks do not couple to the rotational transition energies of individual water molecules but rather to the collective polarization modes present in the molecular water dipole field. The dipole-dipole modes of the aromatic networks become sources for radiative fields that stimulate this collective polarization, and thus, because this is a field effect, the electronic polarization of individual water molecules is not involved. See, in particular, Eq. (20), which shows the collective polarization as a function of the phase shift \( \omega - \omega_0 \) between the water dipole field and an individual water molecule. Please note that these polarization modes have been studied in the formalism of quantum electrodynamics since at least the 1980s [30].

Furthermore, the infrared spectrum of liquid water (i.e., the 0.1 - 1 eV range) is dominated by the intense absorption due to fundamental O-H stretching vibrations. Though there is no rotational fine structure in this region, the absorption bands are broader than might be expected because of collective behaviors in the water dipole field. Peak maxima for liquid water are observed at 3450 cm\(^{-1}\) (0.43 eV), 3615 cm\(^{-1}\) (0.45 eV), and 1640 cm\(^{-1}\) (0.20 eV), completely within the 0.1 - 1 eV range. Liquid water also has absorption bands around 5128 cm\(^{-1}\) (0.64 eV), 6896 cm\(^{-1}\) (0.86 eV), 8333 cm\(^{-1}\) (1.03 eV), and 10300 cm\(^{-1}\) (1.28 eV).

The collective polarization modes we describe are Nambu-Goldstone (NG) modes, which are generated in spontaneous symmetry breaking processes. Specifically, in our case, there is a breakdown of rotational dipole symmetry. In the infinite volume limit, NG modes are massless; however, as an effect of the system boundaries and defects, NG modes acquire a non-zero mass. The NG modes with nearly vanishing mass, as dictated by the Goldstone theorem, are low-energy (low-momentum) modes and thus couple to the longer wavelength range of the spectrum mentioned above. Indeed, in their condensation in the lowest energy state (the ground state), nearly vanishing momentum \( k \) implies due to the De Broglie relation \( k = h/\lambda \) that low-energy NG modes are quanta associated with long wavelengths (\( \sim 10-100 \) microns, much greater than the size of an individual water molecule). Namely, they contribute to the infrared transitions of the system mentioned above.

The popular metaphorical expression that “the enzyme sees the DNA” thus acquires the exact physical meaning that the enzyme couples to the collective dipole wave mode dynamically generated by the radiative em interaction between DNA and its water environment. What the enzyme “sees” is the em image of DNA in the water environment. We thus obtain a water-mediated picture of DNA-enzyme interactions. The underlying structure of such a picture is the standard one of the QFT interaction between two systems: they “see” each other by exchanging a mediating correlation wave or quantum (e.g., the photon in quantum electrodynamics). In the present case, the dipole wave of the water polarization pattern plays the role of the mediating correlation mode.

We stress that our analysis does not undermine additional biochemical analysis, which remains valid in its purely statistical description of average regularities in living systems. What our analysis adds to DNA biochemistry is a careful consideration of the mediating radiation field in which DNA biochemical processes occur. Traditional stoichiometric and thermodynamics-based analysis remains valid within the relevant domains of applicability. What our results provide is a deeper understanding of the dynamical processes orchestrating long-range correlation modes in biology, which can account for the remarkable efficiency, space-time ordering, and diverse time scales of these otherwise fully stochastic molecular activities.

V. CONCLUSIONS

We have considered the interaction between DNA and enzyme macromolecules in their water environment. By resorting to recent results [1], we have discussed the collective dipole behavior and the Hamiltonians of DNA and enzyme molecules. We have considered the EcoRI restriction endonuclease and the Taq DNA polymerase, which are used widely in molecular biology for precise cutting and rapid amplification of DNA sequences, respectively. We have adopted the QFT paradigm, according to which any interaction between two systems is mediated by the propagation of a mediating correlation field or quantum, such as, for example, the photon exchanged between interacting electric charges in quantum electrodynamics. In the present study of DNA-enzyme interactions, we have identified such a correlation field with the collective dipole wave of the molecular water field. The DNA radiative dipole field does indeed trigger the collective dipole wave in the water environment, which in turn couples with the enzyme radiative dipole field. By following Ref. [28], we have shown that a nonzero time-independent em amplitude can develop, driving a phase transition, as an effect of the radiative dipole-dipole interaction. We have thus discussed the transition of the molecular water field to the limit cycle regime, where the em DNA dipole field and the water dipole field get locked in phase. We have shown that the specific value of the resulting em dipole field amplitude controls the boundary conditions of the dynamics and the characteristic time scales of the process. These time scales turn out to be much shorter than the ones associated with thermal noise, providing a protective energy gap for the collective dynamics.

While a comparison with the strength of other interactions involved—electrostatic, hydrophobic, etc.—is possible, it is not relevant to our study because these interactions occur at short range. Water has a unique ability to shield charged species from each other, so electrostatic interactions between charges are highly attenuated in water. The electrostatic force between two charges in solution is inversely proportional to the dielectric constant of the solvent. The dielectric constant of water (80.0) is huge, over twice that of methanol (33.1) and over five
times that of ammonia (15.5). Water is therefore a good solvent for salts because the attractive forces between cations and anions are minimized. In this respect, it is interesting to observe that the decoherence time for ion-ion collisions and for interactions with distant ions in aqueous solutions for crystalline binary compounds is of the order of $10^{-40}$ and $10^{-38}$ of a second, respectively [36]. Such very short decoherence times would make impossible the formation of salt crystals, which of course contradicts common experience, showing that in practice the formation of stable salt crystals does occur and lasts for many orders of magnitude longer than $10^{-40}$ and $10^{-38}$ of a second. At the crystallization point and low temperature, this formation can occur within fractions of a second to several seconds or even longer times, from minutes to hours.

The way out of the contradiction lies in the fact that the binding of the atoms in the crystalline lattice is not the result of ion-ion collisions or of interactions with distant ions in a quantum mechanical scheme. The atom binding is instead due to long-range correlations mediated by Nambu-Goldstone modes in a quantum electrodynamics framework. In the case of crystal lattices, these modes are indeed the phonons, and they are known to be extremely important in many areas of solid state physics [37, 38].

It has also long been recognized that hydrogen bonding is a dominant mechanism of cohesion in water systems, and some of the failures of previous models have originated in the exclusion of crucially important dispersion interactions. However, hydrogen bonding is a complex phenomenon, which may be decomposed into electrostatic attraction, polarization, dispersion, and partial covalency, etc., even though the relative contributions of these components in water remain controversial, depending significantly on definition. The contribution due to partial covalency (often described as charge transfer), for example, has been particularly contentious. Hydrophobic effects, furthermore, are a consequence of strong directional interactions between water molecules and are driven by entropic considerations in bulk water. In contrast, the phenomenon we describe in this manuscript is a mesoscopic effect that occurs due to the long-range radiative correlations of water at biopolymeric interfaces. Several estimates place the strengths of these various contributions due to water dimer interactions at the meV scale [39], various orders of magnitude smaller than the collective dipole modes described in our manuscript, and therefore too small to couple effectively. Our contention, based on estimates in this paper, is that collective dipole modes in the 0.1 - 1 eV range may serve a critical role in facilitating interactions between DNA and (endonuclease or polymerase) enzyme systems.

We observe that the system ground state is a coherent condensate of the massless modes (of Nambu-Goldstone type), which have been identified in our analysis in Appendix C. We have indeed seen that the cylindrical ($U(1)$) phase symmetry gets spontaneously broken. As a final consequence, then, the phase-locking relation in Eqs. (29) and (30) is obtained. The consistency of such a complex dynamical process in biology with the gauge invariance of QFT can be understood as follows: Gauge invariance requires fixing the phase of the matter field and implies that a specific gauge function must be selected. This leads to the introduction of the covariant derivative $D_\mu = \partial_\mu - igA_\mu$. The variations in the phase of the matter field thus give origin to the pure gauge $A_\mu = \partial_\mu \varphi$. This means that when $\varphi(x, t)$ is a regular (continuous and differentiable) function, then $E = -\frac{\partial^2 \varphi}{\partial t^2} + \nabla A_0 = (-\frac{\partial^2}{\partial t^2} + \nabla_0) \varphi = 0$, since time derivative and gradient operator can be interchanged for regular functions. In such a case, we also have $B = \nabla \times A = \nabla \times \nabla \varphi = 0$. Therefore, the fields $E$ and $B$ can acquire nonvanishing values in a coherent region only if $\varphi(x, t)$ exhibits a divergence or a topological singularity within the region [40]. Such an occurrence is particularly relevant in our analysis, since it accounts for topologically nontrivial configurations in the coherent ground state, thus requiring the “clamping” characterizing a wide swath of restriction endonuclease and DNA polymerase catalytic activity. EcoRI locates its target DNA sequence of six base pairs via “facilitated diffusion” in a non-specific conformation that is characterized by interstitial water molecules between the DNA and enzyme. In this conformation and under optimum conditions, these enzymes are able to scan up to $10^6$ base pairs in a single binding event. Upon recognizing its target sequence, EcoRI changes to a specific conformation that tightly binds the DNA through exclusion of the interstitial water. In the Taq DNA clamp, a protein multimeric structure completely encircles the DNA double helix, essentially encircling the core of a vortex, which is formed not coincidentally by a layer of water molecules in the central pore of the clamp between the DNA and the protein surface. As is well known [41, 42], the dynamical formation of vortex structures is described by the QFT of spontaneously broken $U(1)$ symmetry theories.

These findings may contribute toward addressing an unsolved problem in biology: Why are divalent cations like Mg$^{2+}$ so important to enzyme behavior and so precisely controlled for optimum biological functions? For example, EcoRV (a close relative of EcoRI) incubated at ideal pH cuts both strands of DNA in the synchronized, concerted manner discussed in Ref [1]; in contrast, the enzyme reaction at lower pH involves sequential, independent cutting of the two strands [4]. The difference in catalysis, which cannot be accounted for by weakened enzyme-DNA binding, has been traced to the asymmetrical binding of Mg$^{2+}$ to the EcoRV subunits. Thus we see that the pH disturbance propagates through the buffer solution, generating a local electromagnetic environment in which the symmetry of the complex is broken. Similarly, Taq is extremely dependent on magnesium, and determining the optimum concentration to use is critical to the success of the polymerase chain reaction. Just as complex systems exhibit behavior that cannot be pre-
dicted from the mechanics of microscopic constituents, so biology has dynamically optimized several parameters to achieve maintenance of long-range correlations. Divalent cations may therefore serve as electromagnetic antennae to enhance or maintain mediating dipole-wave fields in solution.

In conclusion, both the high efficiency and high reliability of enzymatic catalytic activity in DNA metabolism rest on the physico-chemical properties of enzymatic macromolecules, which aid in identifying the water environment.
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**Appendix A**

The revolution in genetic sequencing and engineering has been made possible through the use of restriction endonucleases. Originally isolated from bacteria, these enzymes cut DNA at recognition sequences with high specificity, thereby assuring a consistent final product. Each endonuclease has been named using a system loosely based on the bacterial genus, species, and strain from which the enzyme is derived: the first identified endonuclease in the RY13 strain of *Escherichia coli* is EcoRI, and the fifth endonuclease extracted from the same strain is EcoRV. The body of literature on the structure and catalytic mechanisms of these molecular workhorses is substantial and has been reviewed in multiple instances [2, 43–49].

One study [6] revealed that the EcoRV DNA-binding domains cannot function independently of each other, and that only with asymmetric modifications can an EcoRV mutant cleave DNA in a single strand of the recognition site. Also, EcoRV mutants are not affected in ground state binding but rather in the stabilization of the transition state, and catalysis is significantly altered compared to binding when the symmetry of the protein-DNA interface is disturbed. Taken together, these data suggest that an asymmetry in the enzyme is manifested in the catalytic centers of the two subunits only in the transition state, and that a nonlocal pathway—in which some physical quantity is conserved—may be used for coordination.

The notion that enzyme catalysis can be “substrate-assisted” is not new [44, 50], and previous authors have hypothesized that energy could be transferred from enzyme clamping to the catalytic transition state [43], though no quantitative mechanisms were proposed. The idea that enzymes may sequester coherent energy from DNA zero-point modes for genomic metabolism [1] certainly fills a gap in our understanding of how enzyme clamping on DNA might give rise to energy transport in the substrate, which then “assists” in synchronization of the catalytic process to form double-strand breaks.

This process of substrate-assisted catalysis occurs after the EcoRI enzyme has bound to its cognate DNA sequence and changed conformation so as to be in the catalytic transition state. Thus, already having overcome the activation energy barrier, the reaction proceeds spontaneously due to the negative change in Gibbs free energy, which is provided here as an estimate for the hydrolysis of a phosphodiester bond (ΔG°). The collective dipole-dipole oscillation mediates the synchronized catalysis of two phosphodiester bonds at about 20 Å spatial separation and ensures that the spontaneous Gibbs free energy change is channeled to the appropriate catalytic center in a symmetric way. Since the EcoRI enzyme does not use ATP for its catalytic activity, this energy is recruited from the collective oscillation after the enzyme has already overcome the activation energy barrier due to conformation change upon target sequence recognition.

Developed in 1983 by Kary Mullis and colleagues [51], the polymerase chain reaction (PCR) is now a common and often indispensable technique used in biological and medical research, where a single copy or few copies of DNA must be amplified by several orders of magnitude. The method relies on thermal cycling, which consists of repeated stages of 1) DNA denaturation (into single strands), 2) primer annealing, and 3) DNA replication. This last stage is guided by a heat-tolerant DNA polymerase called *Taq*, which was originally isolated from the thermophilic bacterium *Thermus aquaticus*. *Taq* functions optimally between 75 and 80°C and enzymatically assembles a new DNA strand from nucleotides that are added to the PCR solution. Specially designed primers complementary to the target region ensure amplification of only the desired DNA sequence under consideration. As the target sequence is doubled during each cycle, available substrates in the reaction can become limiting as the PCR progresses, usually between 20 and 40 cycles.
Appendix B

Using matrix elements for the derivation of the base-pair electronic angular frequencies, by using \( \alpha \), \( \mathbf{F} \), \( Qr_t \) and \( F_u = k_u r_v \), we write \( \pi = \alpha \cdot \mathbf{E} = \alpha \cdot \mathbf{F} / Q \) as \( Q_r = \alpha_{tu} k_u r_v / Q \), or \( Q^2 \delta_{tv} = \alpha_{tu} k_{uv} \), and thus

\[
Q^2 \alpha^{-1} = k = m \omega^2, \tag{B1}
\]

which yields precisely the matrix version of Eq. (3) in the main text.

In the case of an infinite helix composed of homogeneous base-pairs, we may transform the infinite sums into easily calculable integrals. From the idealized Hamiltonian, which was expressed as an infinite coupled oscillator sequence with homogeneous components in the first Brillouin zone, where the wave vector obeys \( -\frac{\pi}{2} \leq k \leq \frac{\pi}{2} \). Transforming coordinates by Fourier expansion thus allows us to convert the idealized Hamiltonian, which was expressed as an infinite sum of coupled oscillators, into a definite integral over uncoupled collective modes for each physically distinguishable state.

Though a helpful comparison, such an analytical solution is not rigorously applicable for finite, real DNA sequences. It does not show the complement of modes depressed below the homogeneous trapping frequency \( \omega \) because the generality of the real-valued function \( \Omega \) would have to be restricted for specified values of \( \Gamma \). However, numerical analysis will certainly suffice for genomic length scales.

With reference to our computations for DNA sequences discussed in Section II, we note that by separating Eq. (1) into energy contributions from transverse \( (H_{xy}) \) and longitudinal \( (H_z) \) modes, we may write the symmetric longitudinal potential matrix \( V_z \) for a four-bp sequence as

\[
\begin{pmatrix}
\gamma_{1,zz} & \gamma_{1,12} & 0 & 0 \\
\gamma_{21} & k_{2,zz} & \gamma_{2,23} & 0 \\
0 & \gamma_{32} & k_{3,zz} & \gamma_{3,34} \\
0 & 0 & \gamma_{43} & k_{4,zz}
\end{pmatrix}, \tag{B5}
\]

where \( \gamma_{1,zz} = m_1 \omega^2_{1,zz}, \) etc., and \( \gamma_{s,s+1} = \gamma_{s+1,s} = -Q^2 / (2 \pi e_0 d^3) \) denotes the \( z_s z_{s+1} \) coefficient from Eq. (4). The symmetric transverse potential matrix \( V_{xy} \) is

\[
\begin{pmatrix}
\gamma_{1,xx} & \gamma_{1,12} & 0 & 0 & \gamma_{x,y} & 0 & 0 \\
\gamma_{21} & k_{2,xx} & \gamma_{2,23} & 0 & \gamma_{x,y} & 0 & 0 \\
0 & \gamma_{32} & k_{3,xx} & \gamma_{3,34} & \gamma_{x,y} & 0 & \gamma_{x,y} \\
0 & 0 & \gamma_{43} & k_{4,xx} & 0 & 0 & 0 \\
0 & \gamma_{1,yy} & 0 & 0 & \gamma_{1,12} & 0 & 0 \\
0 & \gamma_{2,yy} & 0 & 0 & \gamma_{2,23} & 0 & 0 \\
0 & \gamma_{3,yy} & 0 & 0 & \gamma_{3,34} & 0 & 0 \\
0 & 0 & \gamma_{4,yy} & 0 & 0 & 0 & 0
\end{pmatrix}, \tag{B6}
\]

where \( \gamma_{1,xx} = m_1 \omega^2_{1,xx}, \) etc., and \( \gamma_{x,y} = -Q^2 \sin \theta / (4 \pi e_0 d^3) \) = \( -\gamma_{21} \), etc. The diagonal kinetic matrices \( T_{ij} \) consist of the electronic oscillator masses:

\[
T_z = \text{diag}(m_1, m_2, m_3, m_4), \tag{B7}
\]

\[
T_{xy} = \text{diag}(m_1, m_2, m_3, m_4, m_1, m_2, m_3, m_4).
\]

Parametrization of our model by the inter-base-pair spacing is shown in Figure 6 for a homogeneous dsDNA sequence of four base pairs. What becomes quickly apparent is the rapid convergence of the longitudinal modes to \( h \Omega / 2 \approx 6.0e_p - O \), within less than three times the standard observed inter-base-pair spacing, suggesting that this parameter has been evolutionarily optimized to maximize variation in DNA electronic oscillations at physiologically relevant length scales. Similar behavior is observed for the transverse modes, with a bi-modal convergence around \( h \Omega / 2 \approx 4.4e_p - O \) and \( 4.0e_p - O \).

Surprisingly, the modes for AAAA converge to the same values as the triplet codon case (dsAAA, data not shown) for the zero-point energies over comparable length scales. The middle harmonics bifurcate quickly and diverge when the spacing dips below 5.0Å (longitudinal) and 7.0Å (transverse). What these data suggest is that, if DNA were “tuned” away from this equilibrium spacing, then we would not observe the plethora of distinct collective vibrations in DNA nor would certain collective modes achieve energies of significance to
genomic and biological metabolism. This fine-tuning of DNA architecture for coherent energy transport leads us to postulate that DNA is constructed with a view toward finding energy in its own vibrations for life processes.

We have chosen to examine the so-called “zero-point” modes (on which the number operator \(N\) finding energy in its own vibrations for life processes.

applying Eq. (17) in Eqs. (24) and writing 
\[
\dot{u}(t) = 2 \Omega a_0^*(t) a_1(t),
\]
for the emergence and continuity of biological diversity and other life processes.

Appendix C

Taking advantage of the rotational symmetry, by using Eq. (17) in Eqs. (24) and writing 
\[
\dot{a}_0(t) = 3 \Omega u^*(t) a_1(t),
\]
\[
\dot{a}_1(t) = -\Omega u(t) a_0(t),
\]
with \(\Omega = 4ed_c\sqrt{N/(6a_0V)}\) \(\omega_0 \equiv G \omega_0\). These equations are fully consistent with the dipole rotational invariance expressed by the zero average polarization, Eq. (20), the normalization condition (16) (or (21)), and the conservation of molecules in Eq. (22). The rate of change of the amplitude of the level \((0,0)\) is shown in Eq. (C1) to depend on the coupling between the levels \((1,m)\), \(m = 0, \pm 1\), and the radiative em mode of corresponding polarization. Due to rotational invariance, each of these couplings contribute in equal measure to the transitions to \((0,0)\). In a similar way, the rate of change of the amplitude of each level \((1,m)\) is shown in Eq. (C2) to depend on the coupling between the the level \((0,0)\) and the corresponding radiative em mode. The rate of change of the amplitude of the radiative em mode of corresponding polarization is controlled by the transitions \((0,0) \leftrightarrow (1,m)\), \(m = 0, \pm 1\), as shown in Eq. (C3).

We remark that, as described by Eq. (C1), each of the levels \((1,m)\) may find in the em field, which includes all possible polarizations, the proper mode to couple with, in full respect of the selection rules. Note that use of the complex conjugate of Eq. (C2) in (C3) leads to
\[
\frac{\partial}{\partial t} |u(t)|^2 = -2 \frac{\partial}{\partial t} |a_1(t)|^2.
\]
By integrating this equation and fixing the integration constants consistently with the initial conditions, Eq. (25) is obtained.

We now study in the mean field approximation [53] the ground state (vacuum) of the system for each of the modes \(a_0(t), a_1(t), u(t)\). For the mode \(a_0(t)\) we find

FIG. 6: Zero-point modes of DNA sequence. Longitudinal (6a) and transverse (6b) zero-point modes parametrized by the inter-base-pair spacing \(d\) for the double-stranded DNA sequence AAAA. The abscissae are given in Å and the ordinates are dimensionless. Notice the divergence of the zero-point modes at the observed equilibrium base-pair spacing \(d = 3.4\) Å. In six- and eight-bp palindromic sequences, this structural requirement on the architecture of the double helix “tunes” DNA collective dipole oscillations to the resonant energy required for synchronized double-strand breakage, \(2\epsilon_{P-O} \approx 0.46\) eV. DNA sequence is therefore exquisitely structured to channel its own electronic vibrational energy for the emergence and continuity of biological diversity and other life processes.
the equation \[ \ddot{a}_0(t) = -\frac{\delta}{\delta a_0} V[a_0(t), a_0^*(t)], \] (C5)
where the potential is
\[ V[a_0(t), a_0^*(t)] = 2\Omega^2(|a_0(t)|^2 - \gamma_0^2(\theta_0))^2 \] (C6)
and \[ \gamma_0^2(\theta_0) \equiv \frac{1}{2}(1 + \cos^2 \theta_0). \]

Denote by \( \dot{a}_{0,R}(t) \) and \( \dot{a}_{0,I}(t) \) the real and the imaginary component, respectively, of the \( a_0(t) \) field. The potential has a relative maximum at \( a_0(t) = 0 \) and a (continuum) set of minima on the circle of squared radius \( \gamma_0^2(\theta_0) \) in the \((a_{0,R}(t), a_{0,I}(t))\) plane, given for any \( t \) by
\[ |a_0(t)|^2 = \frac{1}{2}(1 + \cos^2 \theta_0) = \gamma_0^2(\theta_0). \] (C7)

The points on the circle transform into each other under shifts of the field \( \delta \dot{\theta}_0; \ \delta \dot{\theta}_0 \to \delta \dot{\theta}_0 + \alpha \) (rotations in the \( (a_{0,R}(t), a_{0,I}(t)) \) plane). They represent (infinitely many) possible vacua for the system. The phase symmetry is spontaneously broken when a specific ground state is singled out by fixing the value of the \( \delta \dot{\theta}_0 \) field. \( \gamma_0(\theta_0) \) is the order parameter. One can recognize that there is a quasiperiodic mode with pulsation \( \mu = 2\Omega \sqrt{(1 + \cos^2 \theta_0)} \) and that the field \( \delta \dot{\theta}_0(t) \) corresponds to a massless mode (the so-called Nambu-Goldstone (NG) field). It is a collective mode implied by the spontaneous breakdown of symmetry.

The motion equation for the the amplitude \( a_1(t) \) is found to be
\[ \ddot{a}_1(t) = -\frac{\delta}{\delta a_1} V[a_1(t), a_1^*(t)], \] (C8)
where the potential is
\[ V[a_1(t), a_1^*(t)] = \sigma^2|a_1(t)|^2 - 6\Omega^2(|a_1(t)|)^2 \] (C9)
and \[ \sigma^2 = 2\Omega^2(1 + \sin^2 \theta_0). \] There is a relative minimum at \( a_1 = 0 \) and a (continuum) set of maxima on the circle of squared radius
\[ |a_1(t)|^2 = \frac{1}{6}(1 + \sin^2 \theta_0) \equiv \gamma_1^2(\theta_0). \] (C10)

For consistency between Eqs. (C5) and (C8), it is excluded that the amplitude \( A_1 \) be zero (at the minimum of \( V[a_1(t), a_1^*(t)] \)), which would also correspond to the physically unrealistic situation of the \((0,0)\) level being completely filled, as we already discussed in the comments following Eq. (23) in the main text. On the other hand, we see that the values on the circle of radius \( \gamma_1(\theta_0) \) are indeed forbidden for the amplitude \( A_1 \) since in that case \( U^2 = -\frac{1}{3} \cos^2 \theta_0 < 0 \), which is not acceptable since \( U \) is real.

Consistently, the conservation law (25) and the reality condition for \( U \) require that \( |a_1(t)|^2 \leq \frac{1}{3} \sin^2 \theta_0 \), which is below \( \gamma_1^2(\theta_0) \). Below such a threshold is also the value \( \frac{1}{6} \sin^2 \theta_0 \) taken by \( A_1^2 \) when \( |a_0(t)|^2 = \gamma_0^2(\theta_0) \). The conclusion is that the field \( a_1(t) \) is a massive field with (real) mass (pulsation) \( \sigma^2 = 2\Omega^2(1 + \sin^2 \theta_0) \).

We consider now the em mode \( u(t) \). The potential is
\[ V[u(t), u^*(t)] = 2\Omega^2(|u(t)|^2 + \frac{1}{3} \cos 2\theta_0)^2 \] (C11)
\[ = \mu^2|u(t)|^2 + 3\Omega^2|u(t)|^4 + \frac{1}{3} \Omega^2 \cos^2 2\theta_0, \]
where we put \( \mu^2 = 2\Omega^2 \cos 2\theta_0 \). For \( \theta_0 \leq \frac{\pi}{4} (\mu^2 \geq 0) \), \( V[u(t), u^*(t)] \) is a paraboloid potential with cylindrical symmetry about an axis orthogonal to the plane \((u_R(t), u_I(t))\), with \( u_R(t) \) and \( u_I(t) \) denoting the real and the imaginary component, respectively, of the \( u(t) \) field. The minimum (the ground state) is at \( u(t) = 0 \), for any \( t \). However, we have seen above that in its time evolution the system runs away from \( u(0) = 0 \). Thus \( u(t) = 0 \) is not acceptable at any \( t \) since the system would run away from it at any \( t \) and therefore it cannot be a stable ground state. This means that consistency with the dynamics of the modes \( a_0(t) \) and \( a_1(t) \) excludes the possibility \( \theta_0 \leq \frac{\pi}{4} \).

Consistency is recovered for \( \theta_0 > \frac{\pi}{4} (\mu^2 < 0) \). The potential is no more a paraboloid, but it has a relative maximum at \( u(t) = 0 \), for any \( t \), and a (continuum) set of minima (ground states) on the circle of squared radius \( |u(t)|^2 \) in the \((u_R(t), u_I(t))\) plane:
\[ |u(t)|^2 = \frac{1}{3} \cos 2\theta_0 = -\frac{\mu^2}{6 \Omega^2} \equiv v^2(\theta_0) , \ \theta_0 > \frac{\pi}{4}, \] (C12)
which is a time-independent value. In a self-consistent way the lower bound \( \frac{\pi}{4} \) for \( \theta_0 \) is thus dynamically imposed. Eq. (C12) shows that the specific value of \( \theta_0 \), on which the details of the dynamics depend, is determined by the value of \( |u(t)|^2 \). The fact that \( u_0(t) = 0 \), for any \( t \), is a relative maximum for the potential is now consistent with the system dynamics evolving away from it towards the “limit cycle” Eq. (C12), similarly to the situation for the \( a_0 \) mode where the system spontaneously evolves away from the initial conditions.

On the circle of squared radius \( |u(t)|^2 \), the (infinitely many) possible vacua for the system transform into each other under shifts of the field \( \varphi; \ \varphi \to \varphi + \alpha \). One specific ground state is singled out by fixing the value of the \( \varphi \) field. The \((U(1))\) phase symmetry is broken, and the order parameter is given by \( v(\theta_0) \neq 0 \). As usual [53], one can show that there is a “massive” mode with real mass \( \sqrt{2|v^2|} = 2\Omega \sqrt{\cos 2\theta_0} \) (a quasi-periodic mode) and that the field \( \varphi(t) \) is a massless mode playing the role of the NG collective mode. When Eq. (C12) holds, i.e., when \( \theta_0 > \frac{\pi}{4}, A_1^2 = \frac{1}{6} < \frac{1}{3} \sin^2 \theta_0 \) (lying below the upper bound), and \( A_0^2 = \frac{\pi}{16} \), the requirement that \( |a_0(t)|^2 > \cos^2 \theta_0 \) is satisfied.
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