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Abstract—This paper addresses the problem of decentralized learning to achieve a high-performance global model by asking a group of clients to share local models pre-trained with their own data resources. We are particularly interested in a specific case where both the client model architectures and data distributions are diverse, which makes it nontrivial to adopt conventional approaches such as Federated Learning and network co-distillation. To this end, we propose a new decentralized learning method called Decentralized Learning via Adaptive Distillation (DLAD). Given a collection of client models and a large number of unlabeled distillation samples, the proposed DLAD 1) aggregates the outputs of the client models while adaptively emphasizing those with higher confidence in given distillation samples and 2) trains the global model to imitate the aggregated outputs. Our extensive experimental evaluation on multiple public datasets (MNIST, CIFAR-10, and CINIC-10) demonstrates the effectiveness of the proposed method.

I. INTRODUCTION

Training high-performance deep neural networks typically requires a large-scale and diverse dataset. This requirement becomes challenging when we address supervised learning tasks on private data. As supervised tasks require every single training sample to be annotated with its ground truth label, an earlier work proposed leveraging crowdsourcing platforms to mitigate such high annotation costs [1]. However, as the training data are assumed to be made public, this approach is not applicable for certain data that the owners wish to keep private, such as life-logging videos [2], biological data [3], and medical data [4].

To overcome this problem, a promising approach is decentralized learning, which asks a population of clients to train a local model with their private data resources and learns a target model (hereafter, global model) by aggregating the trained local models at a certain server. Such approaches make it possible to outsource the data collection and annotation processes while also allowing data to be kept private in the storage of original clients. One of the most popular frameworks is Federated Learning (FL) [5], [6], which iteratively conducts these local model training and global model aggregation steps. While FL is confirmed to work effectively for practical tasks that involve learning from large-scale private data [7], [8], we argue that it has several limitations.

1) FL requires each client to train a local model of the identical architecture. This requirement is practical for scenarios where clients are all equipped with the same hardware and software (e.g., smartphone devices of a similar spec with the latest OS). However, there are other scenarios where participating clients are heterogeneous [6], [9] and allowed to train models with different architectures depending on their specs.

2) FL requires clients to regularly communicate with the server to exchange models. This makes it hard to utilize the approach in scenarios where clients are usually offline due to security reasons or poor network conditions and only limited communications are allowed upon request, such as learning from private data in factories or hospitals decentralized all over the world.

To this end, we propose a new decentralized learning method that asks clients only once to submit their trained models. We leverage the idea of network distillation [10] originally developed to transfer recognition abilities from one network to another by imitating network outputs. In the context of decentralized learning, we learn a global model to imitate outputs from client models. Doing so allows clients...
to train distinct models, while keeping their data locally, and submitting the model only once for training the global model. Nevertheless, adopting distillation methods to decentralized learning comes with two key technical challenges: a) a large-amount of annotated data are required for distilling client models, while such data are not assumed to be available on public in the decentralized learning scenarios; b) client data have been assumed to be identically distributed [11], [12], whereas much work on decentralized learning is targeted at non-independent-and-identically-distributed (non-IID) data [5].

In order to address the aforementioned two challenges, we have developed Decentralized Learning via Adaptive Distillation (DLAD), which can accept data used in the distillation process to be unlabeled and client models to be trained with data resources. As shown in Figure 1, DLAD aggregates outputs from the client models to the distillation data adaptively such that 1) when client models have been trained with similar data to a given distillation sample, their outputs are regarded as ‘confident’ ones and emphasized with higher weights, and 2) will be demonstrated in our experiments.

A. Learning from Decentralized Data

Our main motivation is to learn a high-capacity machine learning model by leveraging decentralized data. FL [5], [6] was proposed to address this problem by asking each client to train a shared model with their own data, while the server aggregates the client models to obtain a better global one. More recent work along this line of research extends the FL frameworks to be more communication efficient [14]–[16], secure [17], [18], and applicable to a practical wireless setting [9], [19], [20]. Another relevant work is Private Aggregation of Teacher Ensembles (PATE) [21], [22], where multiple teacher (i.e., client) models trained with distinct data are aggregated and distilled to obtain a student (i.e., global) model, while preserving the data privacy by means of differential privacy [23]. While PATE is potentially applicable to client models with heterogeneous architectures, the lack of adaptive aggregation of the client models in the distillation process will limit its performance when data are not IID, as will be demonstrated in our experiments.

B. Distillation

Network distillation [10] was first proposed to compress and transfer recognition capabilities from one network to another. This idea was then extended to a variety of scenarios including but not limited to online distillation with multiple models [24], semi-supervised learning [25], [26], and reinforcement learning [27]. Some recent work has attempted to leverage distillation techniques for an FL setting [11] and a collaborative learning setting [12]. However, to the best of our knowledge, only a very few studies have mentioned the problem of data non-iidness [12], and they just averaged client models equally, which is insufficient to truly resolve the problem. Also, [11] requires distillation data to be fully annotated, whereas our work can accept non-labeled data.

III. PRELIMINARIES

A. Problem Setting

Let \( x \in X \) be an input sample (e.g., images) and \( y \in \mathcal{Y} \) be a ground-truth label annotated to input samples. In this work, we will focus particularly on classification problems; \( \mathcal{Y} \) is given by a finite set of \( L \) class labels: \( \mathcal{Y} = \{1, \ldots, L\} \).

To formulate the problem of decentralized learning, we consider the existence of a server and multiple clients. Suppose that \( N \) clients \( U_1, \ldots, U_N \) each have their own labeled dataset \( D_i = (X_i, Y_i), \ i \in \{1, \ldots, N\} \), where \( X_i = \{x^{(i)}_j\} \) and \( Y_i = \{y^{(i)}_j\} \) is a ground-truth class annotated to \( x^{(i)}_j \). \( D_i \) will be visible only to \( U_i \), and will not be shared with the server nor the other clients \( \{U_k | k \neq i\} \). Similar to the non-IID data condition evaluated in [5], each client is supposed to observe a limited and dissimilar set of classes. This means that, for a set of observed classes \( \mathcal{Y}^{(i)} \) where \( y^{(i)}_j \in \mathcal{Y}^{(i)} \subset \mathcal{Y} \), \( \mathcal{Y}^{(p)} \) and \( \mathcal{Y}^{(q)} \), \( p \neq q \in \{1, \ldots, N\} \), are not necessarily the same. Finally, we assume that each client has its own model (client model) \( M_i : X \rightarrow \mathcal{Y}^{(i)} \) that was acquired using \( D_i \), and this model will not be updated during the training of a global model shown below.

Given a set of client models \( \mathcal{M} = \{M_i\} \), our goal is to acquire a global model \( M : X \rightarrow \mathcal{Y} \) at the server side, which can classify samples of all the classes.

B. Network Distillation

To transfer classification abilities from client models to the global one, we leverage the idea of network distillation [10]. Suppose that we have one pre-trained model \( M_{src} \) and another model \( M_{tgt} \) that we will learn from scratch to inherit \( M_{src} \)’s classification ability. With another labeled dataset \( D_{dist} = (X_{dist}, Y_{dist}) \), we train \( M_{tgt} \) so that it can imitate the outputs from \( M_{src} \). This can be done by minimizing the following objective:

\[
\mathcal{L}(D_{dist}) = E_{x \in X_{dist}} [l_1(M_{src}(x), M_{tgt}(x))] + E_{x,y \in X_{dist} \times Y_{dist}} [l_2(M_{tgt}(x), y)],
\]

where \( l_1, l_2 \) are certain loss functions such as mean squared error and categorical cross entropy.
IV. DECENTRALIZED LEARNING VIA ADAPTIVE DISTILLATION

We extend the distillation objective in Eq. [1] to make it applicable to our decentralized learning problem. Specifically, multiple client models $M = \{ M_i \}$ are provided as a distillation source, which is each trained with non-identical data $D_i = (X_i, Y_i)$. Moreover, we consider distillation data to be unlabeled $D_{\text{dist}} = X_{\text{dist}}$ to overcome the lack of public annotated data. These requirements, however, make it hard to apply existing approaches [11], [12], [24] to our problem.

To this end, our proposed approach, DLAD, adaptively aggregates outputs from the client models and uses the adaptive aggregation results to train a global model. Namely, our new objective is given as follows:

$$L(X_{\text{dist}}) = E_{x \in X_{\text{dist}}} \left[ l_1 \left( \sum_i w_i(x) M_i(x), M_{\text{tgt}}(x) \right) \right],$$  

where $l_1$ is categorical cross-entropy and $w_i(x)$ is a weight that satisfies $\sum_i w_i(x) = 1$. When each client model is trained from non-IID data and provides a variety of responses to $x \in X_{\text{dist}}$, $w_i(x)$ should be higher for the $i$-th client model that has observed similar samples of the same classes in their training data, and that can therefore be more confident as a teacher to inform the output to sample $x$. However, in our problem setting, it is not available which classes each $x$ in the distillation dataset belongs to, as well as which sets of classes each client data involves.

To compute $w_i(x)$ without knowing its labels, we first ask each client to train another binary classifier $C_i(x) \in [0, 1]$ with sigmoid outputs, to distinguish $X_i$ from $X_{\text{dist}}$. Similar to the discriminators trained in generative adversarial networks [28], if this classifier is trained optimally, its output to sample $x$ is described as follows:

$$C_i^*(x) = \frac{p_i(x)}{p_{\text{dist}}(x) + p_i(x)},$$

where $p_{\text{dist}}(x)$ and $p_i(x)$ are the probability of sample $x$ in $X_{\text{dist}}$ and $X_i$, respectively. $C_i^*(x)$ can be represented by $C_i^*(x) = 1 - \frac{p_i(x)}{p_{\text{dist}}(x)}$. By fixing $x$ and regarding $p_{\text{dist}}(x)$ as a positive constant, $C_i^*(x)$ monotonically increases with $p_i(x)$ within $p_i(x) \in [0, 1]$. This means that $C_i^*(x)$ gives higher values when $x$ is more likely to be contained in $X_i$, and $M_i$ is confident about its output $M_i(x)$. Accordingly, to obtain $w_i(x)$, we compute the softmax on those classifier outputs, i.e.,

$$w_i(x) = \frac{\exp C_i(x/T)}{\sum_j \exp C_j(x/T)},$$

where $T$ is a hyperparameter of temperature to control the smoothness of the output.

V. EXPERIMENTS

We evaluated the DLAD on decentralized versions of multiple public image datasets. Since our goal was to evaluate how well our adaptive distillation algorithm worked on learning from non-IID data, we implemented all the training procedures in a single workstation for the simulation.

| Table 1 |
|----------------|
| The classes accessible by clients under different data distribution types |
|----------------|
| $U_{5n+1}$ | $U_{5n+2}$ | $U_{5n+3}$ | $U_{5n+4}$ | $U_{5n+5}$ |
|----------------|
| IID | 0-9 | 0-9 | 0-9 | 0-9 | 0-9 |
| Non-IID #1 | 0.1 | 2.3 | 4.5 | 6.7 | 8.9 |
| Non-IID #2 | 0-4.5 | 0-4.6 | 0-4.7 | 0-4.8 | 0-4.9 |
| Non-IID #3 | 0.1-2 | 0.4-5.6 | 1.4-7.8 | 2.5-7.9 | 3.6-8.9 |

A. Datasets

As base datasets, we utilized MNIST, CIFAR-10, and CINIC-10 [13]. Note that CINIC-10 is a challenging dataset because it comprises a large number of samples (270,000 in total) drawn from CIFAR-10 and ImageNet. We decentralized them so that each of $N$ clients owns its subset with a limited number of classes, and a shared unlabeled dataset $X_{\text{dist}}$ is used for distilling client models into a global model.

More specifically, for MNIST and CIFAR-10, we randomly chose 80% of the samples (48,000 for MNIST and 40,000 for CIFAR-10) from the training dataset for $X_{\text{dist}}$. The remaining 20% (12,000 for MNIST and 10,000 for CIFAR-10) became a client data pool. We chose this 80%-20% ratio to simulate real world conditions, where there is usually much more unlabeled data than labeled data. From the data pool, each client $U_i$ was supposed to randomly sample data of certain classes based on its predefined class probability $p_i$ to create its own training dataset which is $D_i = (X_i, Y_i)$. We want to have a sufficient number of training samples for each client, so the size of $D_i$ is set to half the size of the data pool (6,000 for MNIST and 5,000 for CIFAR-10, allowing duplicates). For CINIC-10, since it naturally includes a training dataset and a validation dataset (90,000 samples each), we assigned the whole validation set for $X_{\text{dist}}$ and the whole training set for the client data pool. Each client randomly sampled 20,000 samples from the data pool to create $D_i$.

As shown in Table 1, we tested four different types of data distribution to determine the robustness of the proposed method. Each type has different client-wise class probabilities (among ten classes).

- **IID.** All clients follow the class probability of $p_i = [0.1, 0.1, \ldots, 0.1]$, meaning that they have all the classes equally.
- **Non-IID #1 (NIID1).** Each client holds two consecutive classes. In this case $p_{5n+1} = [0.5, 0.5, 0, \ldots, 0]$, $p_{5n+2} = [0, 0.5, 0, 0.5, 0, \ldots, 0]$, and so on.
- **Non-IID #2 (NIID2).** All the clients share five consecutive classes (0–4), while holding one unique class. In this case $p_{5n+1} = [1/5, 1/5, 1/5, 1/5, 1/5, 0, 0, 0, 0, 0]$, $p_{5n+2} = [1/5, 1/5, 1/5, 1/5, 1/5, 0, 0, 0, 0, 0]$, and so on.
- **Non-IID #3 (NIID3).** Each client holds four classes: $p_{5n+1} = [0.25, 0.25, 0.25, 0.25, 0, \ldots, 0]$, $p_{5n+2} = [0.25, 0, 0, 0.25, 0.25, 0.25, 0, \ldots, 0]$, and so on.
B. Implementation Details

The whole training process consists of three steps: the training of client models, the training of binary classifiers, and the training of the global model.

- **Training client models.** Client models were either Deep Residual Network (ResNet18) [29] or Densely-connected Convolutional Networks (DenseNet) [30], where the former has a deeper architecture and thus is expected to perform better. Each model $M_i$ initially adopted weights pre-trained on ImageNet and then was trained with each client data $D_i$ using the Adam optimizer with the learning rate of 0.001 for 50 epochs with mini-batches of size 250.

- **Training binary classifiers.** After the training of client models $M_i$ were finished, each binary classifier $C_i$ adopted the model architectures and the weights of $M_i$ and then was trained for 20 epochs. This step is necessary for estimating the aggregation weights (see Eq. 3 and Eq. 4). The optimization configuration was not changed, except that a sample weight of 1.5 was applied if the training sample was from $X_i$, which is to alleviate the effect of data imbalance ($X_i$ is much fewer than $X_{dist}$).

- **Training global model.** Finally, the global model $M$ also adopted weights of ImageNet and then was trained with the same optimization configurations for 100 epochs. A temperature $T$ of 0.05 was used for calculating the weight aggregation as in Eq. 4.

  During all the training steps, the input data $X_i$ and $X_{dist}$ were augmented by using the following parameters: rotation (20°), shift in width, height, and color (0.2), and horizontal flip. All the implementations were done with Keras and evaluated on NVIDIA Tesla V100.

C. Baselines and Metrics

We compared the DLAD with a baseline that just averaged the outputs of multiple client models such as done in prior work [12], [24]. As an evaluation metric, we computed the classification accuracy on the test subsets (predefined by each dataset). We also evaluated original performances of client models as well as the upper-bound performance of the global
model when each $C_i$ performed optimally to distinguish $X_i$ from $X_{dist}$.

D. Results

We conducted a comprehensive set of experiments to examine the effects of different datasets, architectures, and numbers of clients. Tables [H][II][IV] list the results, which are the classification performances of each model showing the median value of the test accuracy of the last ten epochs. Overall, we found that the global model obtained substantially higher performances than client models, thus demonstrating the effectiveness of involving multiple clients in the training. Moreover, in all the non-IID cases, the proposed DLAD significantly outperformed the baseline method (as shown in the “Global (avg.)” rows) that averaged client models without confidence weights, and sometimes performed comparably well with the upper-bound performances (as shown in the “Global (labeled)” rows). These results suggest the effectiveness of using our adaptive aggregation strategy to resolve non-IID problems. This is a novel and important contribution of our proposed DLAD method, as well as an advantage over other studies considering the fact that recent work on distillation and FL [11], [12] only incorporated a simple average aggregation procedure that is similar to our baseline method.

1) Effect of Datasets: In the first experiment, we investigated whether the proposed DLAD works well on different datasets and different data distributions. We fixed the model architecture to ResNet and the number of clients to 10, then experimented on three datasets (MNIST, CIFAR-10, CINIC-10) and four data distribution types (IID, NIID1, NIID2, NIID3). In Table [II] we can see that for the MNIST dataset, as each client only held two (NIID1), six (NIID2), or four classes (NIID3), the client model accuracy predictably converged at 0.2, 0.6, and 0.4, respectively. The proposed DLAD distilled knowledge from multiple client models, so it was not affected by non-iidness and could achieve accuracy higher than 0.98 in all MNIST experiments. For the other two datasets, CIFAR-10 and CINIC-10, as the task difficulty increased, the final performance of DLAD decreased but was still significantly better than the baseline. Fig. 2 shows the experimental results on CINIC-10, which is the most difficult task. From the figure we can observe that, for the IID case, since the client models have the same architecture and the same data distribution, distillation did not bring any change to the model performance. However, for the NIID cases, while the baseline distillation method yielded a moderate increase or even a decrease (see NIID2) in the performance, the proposed DLAD method yielded an overall good performance.

2) Effect of Network Architectures: Next, we investigated whether the DLAD works well on different model architectures. We fixed the dataset to CIFAR-10, the data distribution type to NIID1, and the number of clients to 10, then experimented on six combinations of different model architectures. Specifically, the client model architectures could be all ResNet, all DenseNet, or ResNet/DenseNet (50%-50%), while the global model architecture could be either ResNet or DenseNet. An advantage of DLAD is that it applies no restriction on the model architectures of clients, which allows the clients to customize their own models to meet distinct specifications on their hardware and software. As shown in Table [III] regarding the choice of client model architectures, the ResNet/DenseNet case outperformed the other two homogeneous cases, which indicates that diversity of client models may benefit the robustness of DLAD. For the global model, ResNet performed better than DenseNet, which can be ascribed to its deeper architecture.

3) Effect of Number of Clients: Finally, we explored the effect of increasing the number of clients, as well as further verifying the performance. We fixed the dataset to CIFAR-10 and the global model to ResNet, then experimented on four cases of different numbers of clients ($N = 5, 10, 20, 30$), three cases of client model architectures (all ResNet, all DenseNet, and ResNet/DenseNet), and three cases of data distribution (NIID1–3). In Table [IV] we can see that 1) the performance of DLAD was consistent under various experimental conditions and 2) with only a few exceptions, the performance of DLAD was generally improved by involving more clients. These results indicate that the proposed method is suitable for large-scale usage, though we may also need to address the increasing cost of server-client communications.

4) Limitations: Currently, our work has two limitations. First, although DLAD allows a global model to be trained with unlabeled data, $X_{dist}$, this distillation source needs to be drawn from relevant domains. If all the classes in $X_{dist}$ are different from those of $Y_i$, that may make all the outputs from $C_i$ lower and weighted aggregation unhelpful. Nevertheless, our approach can now remove the annotation cost for distillation from client models, which has been required in prior work on decentralized learning [11], [12]. Secondly, this work did not address some practical aspects of learning from decentralized data, such as communication costs and security concerns. Another interesting direction for future work is to incorporate secure aggregation into our framework, as done in FL [18].

VI. CONCLUSION

We have presented DLAD, a new decentralized learning approach designed to leverage multiple client models of different architectures, which have been acquired using non-IID data. We have reported promising results with experiments on multiple public datasets, where the DLAD outperformed a conventional distillation-based approach that has widely been used in prior work such as [11], [12]. Our work will be of interest in multiple domains where one wishes to obtain knowledge from multiple clients who own relevant but dissimilar models. Future work will seek to extend our approach to various tasks beyond visual recognition such as natural language processing [7] and medical applications [3].

REFERENCES

[1] P.-Y. Hsueh, P. Melville, and V. Sindhwani, “Data Quality from Crowdsourcing: A Study of Annotation Selection Criteria,” in NAACL HLT Workshop on Active Learning for Natural Language Processing, 2009.
### Table II

#### EXPERIMENT 1: COMPARING CLASSIFICATION ACCURACY UNDER DIFFERENT DATASETS AND DATA DISTRIBUTIONS (N = 10, ResNet for all models).

| Dataset | MNIST | CIFAR-10 | CINIC-10 |
|---------|-------|----------|----------|
| Distribution | IID | NIID1 | NIID2 | NIID3 | IID | NIID1 | NIID2 | NIID3 | IID | NIID1 | NIID2 | NIID3 |
| Client (ResNet) | 0.9523 | 0.1990 | 0.6036 | 0.3947 | 0.6354 | 0.1697 | 0.4267 | 0.3205 | 0.6171 | 0.1792 | 0.4067 | 0.3280 |
| Client (DenseNet) | - | - | - | - | - | - | - | - | - | - | - | - |
| Global (avg.) | 0.9806 | 0.3954 | 0.5164 | 0.9540 | 0.7220 | 0.3648 | 0.4154 | 0.6099 | 0.6256 | 0.3534 | 0.3804 | 0.5514 |
| Global (labeled) | 0.9836 | 0.9868 | 0.9845 | 0.9857 | 0.7115 | 0.8127 | 0.7576 | 0.7755 | 0.6256 | 0.6880 | 0.6183 | 0.6574 |
| Global (DLAD) | 0.9821 | 0.9820 | 0.9828 | 0.9840 | 0.7314 | 0.6567 | 0.6847 | 0.7027 | 0.6323 | 0.6266 | 0.5666 | 0.5934 |

### Table III

#### EXPERIMENT 2: COMPARING CLASSIFICATION ACCURACY UNDER DIFFERENT MODEL ARCHITECTURES (N = 10, CIFAR-10, Non-IID #1).

| Client model | ResNet | DenseNet | ResNet/DenseNet |
|--------------|--------|----------|-----------------|
| Global model | ResNet | DenseNet | ResNet DenseNet |
| Client (ResNet) | 0.1697 | 0.1697 | - |
| Client (DenseNet) | - | - | - |
| Global (avg.) | 0.3021 | 0.2088 | - |
| Global (labeled) | 0.7991 | 0.8070 | - |
| Global (DLAD) | 0.5845 | 0.5683 | - |

### Table IV

#### EXPERIMENT 3: COMPARING CLASSIFICATION ACCURACY WITH INCREASING NUMBER OF CLIENTS (CIFAR-10, ResNet for global model).

| Distribution | MNIST | CIFAR-10 | CINIC-10 |
|--------------|-------|----------|----------|
| No. of clients | 5 | 10 | 20 | 30 | 5 | 10 | 20 | 30 | 5 | 10 | 20 | 30 |
| Client (ResNet) | 0.1721 | 0.1697 | 0.1696 | 0.1704 | - | - | - | - | - | - | - | - |
| Client (DenseNet) | - | - | - | - | - | - | - | - | - | - | - | - |
| Global (avg.) | 0.3066 | 0.3102 | 0.3590 | 0.3857 | 0.3471 | 0.4347 | 0.4175 | 0.4719 | 0.3648 | 0.4907 | 0.4771 |
| Global (labeled) | 0.7991 | 0.8000 | 0.8050 | 0.8160 | 0.7744 | 0.7506 | 0.7987 | 0.7957 | 0.8127 | 0.7559 |
| Global (DLAD) | 0.6376 | 0.6728 | 0.6952 | 0.6914 | 0.6786 | 0.6759 | 0.6986 | 0.6904 | 0.6657 | 0.6662 |

[2] S. Chowdhury, M. S. Ferdous, and J. M. Jose, “Exploring Lifelog Sharing and Privacy,” in ACM International Joint Conference on Pervasive and Ubiquitous Computing, 2016, pp. 553–558.

[3] T. Ching, D. S. Himmelstein, B. K. Beaulieu-Jones, A. A. Kalmin, B. T. Do, G. P. Way, E. Ferrero, P. M. Agapow, M. Zietz, M. M. Hoffman, W. Xie, G. L. Rosen, B. J. Lengerich, I. Israeli, J. Lanchantin, S. Woloszyn, A. E. Carpenter, A. Shrikumar, J. Xu, E. M. Cofer, C. A. Lavender, S. C. Turaga, A. M. Alexandari, Z. Lu, D. J. Harris, D. DeCaprio, Y. Qi, A. Kundaje, Y. Peng, L. K. Wiley, M. H. S. Segler, S. M. Boca, S. J. Swamidass, A. Huang, A. Gitter, and C. S. Greene, “Opportunities and Obstacles for Deep Learning in Biology and Medicine,” Journal of The Royal Society Interface, vol. 15, no. 141, 2018.

[4] M. Li, R. Poovendran, and S. Narayanan, “Protecting Patient Privacy against Unauthorized Release of Medical Images in a Group Communication Environment,” Computerized Medical Imaging and Graphics, vol. 29, no. 5, pp. 367 – 383, 2005.

[5] H. B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas, “Communication-Efficient Learning of Deep Networks from Decentralized Data,” in International Conference on Artificial Intelligence and Statistics, 2017.

[6] K. Bonawitz, H. Eichner, W. Grieskamp, D. Huba, A. Ingerman, V. Ivanov, C. Kiddon, J. Koncný, S. Mazzocchi, H. B. McMahan, T. V. Overveldt, D. Petrou, D. Ramage, and J. Roselander, “Towards Federated Learning at Scale: System Design,” arXiv preprint arXiv:1902.01046, 2019.
[7] A. Hard, C. M. Kiddon, D. Ramage, F. Beaufays, H. Eichner, K. Rao, R. Mathews, and S. Augenstein, “Federated Learning for Mobile Keyboard Prediction,” arXiv preprint [arXiv:1811.03604], 2018.

[8] W. Li, F. Milletari, D. Xu, N. Rieke, J. Hancok, W. Zhu, M. Baust, Y. Cheng, S. Ourselin, M. J. Cardoso, and A. Feng, “Privacy-Preserving Federated Brain Tumour Segmentation,” in International Workshop on Machine Learning in Medical Imaging, 2019, pp. 133–141.

[9] T. Nishio and R. Yonetani, “Client selection for federated learning with heterogeneous resources in mobile edge,” in IEEE International Conference on Communications, 2019, pp. 1–7.

[10] G. Hinton, O. Vinyals, and J. Dean, “Distilling the knowledge in a neural network,” arXiv preprint [arXiv:1503.02537], 2015.

[11] J.-H. Ahn, O. Simeone, and J. Kang, “Wireless Federated Distillation for Distributed Edge Learning with Heterogeneous Data,” in IEEE Annual International Symposium on Personal, Indoor and Mobile Radio Communications, 2019, pp. 1–6.

[12] D. Li and J. Wang, “FedMD: Heterogeneous Federated Learning via Model Distillation,” arXiv preprint [arXiv:1910.03581], 2019.

[13] L. N. Darlow, E. J. Crowley, A. Antoniou, and A. J. Storkey, “CINIC-10 is not imagenet or CIFAR-10,” arXiv preprint [arXiv:1811.05935], 2018.

[14] E. Jeong, S. Oh, H. Kim, J. Park, M. Benmis, and S.-L. Kim, “Communication-Efficient On-Device Machine Learning: Federated Distillation and Augmentation under Non-iid Private Data,” arXiv preprint [arXiv:1811.11479], 2018.

[15] J. Koncay, H. B. McMahan, F. X. Yu, P. Richtärík, A. T. Suresh, and D. Bacon, “Federated Learning: Strategies for Improving Communication Efficiency,” in NIPS Workshop on Private Multi-Party Machine Learning, 2016.

[16] Y. Lin, S. Han, H. Mao, Y. Wang, and W. J. Dally, “Deep Gradient Compression: Reducing the Communication Bandwidth for Distributed Training,” in International Conference on Learning Representations, 2018.

[17] E. Bagdasaryan, A. Veit, Y. Hua, D. Estrin, and V. Shmatikov, “How To Backdoor Federated Learning,” arXiv preprint [arXiv:1807.00459], 2018.

[18] K. Bonawitz, V. Ivanov, B. Kreuter, A. Marcedone, H. B. McMahan, S. Patel, D. Ramage, A. Segal, and K. Seth, “Practical Secure Aggregation for Privacy-Preserving Machine Learning,” in ACM Computer and Communications Security Conference, 2017, pp. 1175–1191.

[19] G. B. Giannakis, Q. Ling, G. Mateos, I. D. Schizas, and H. Zhu, “De-centralized Learning for Wireless Communications and Networking,” in Splitting Methods in Communication, Imaging, Science, and Engineering, 2016, pp. 461–497.

[20] S. Wang, T. Tuor, T. Salonidis, K. K. Leung, C. Makaya, T. He, and K. Chan, “When Edge Meets Learning: Adaptive Control for Resource-Constrained Distributed Machine Learning,” in IEEE International Conference on Communications, 2018.

[21] N. Papernot, M. Abadi, U. Erlingsson, I. Goodfellow, and K. Talwar, “Semi-Supervised Knowledge Transfer for Deep Learning from Private Training Data,” arXiv preprint [arXiv:1610.02535], 2016.

[22] N. Papernot, S. Song, I. Mironov, A. Raghunathan, K. Talwar, and U. Erlingsson, “Scalable Private Learning with PATE,” arXiv preprint [arXiv:1802.08908], 2018.

[23] C. Dwork, A. Roth et al., “The Algorithmic Foundations of Differential Privacy,” Foundations and Trends® in Theoretical Computer Science, vol. 9, no. 3–4, pp. 211–407, 2014.

[24] R. Amil, G. Pereyra, A. Passos, R. Ormandi, G. E. Dahl, and G. E. Hinton, “Large Scale Distributed Neural Network Training through Online Distillation,” arXiv preprint [arXiv:1804.03233], 2018.

[25] I. Radosavovic, P. Dollár, R. Girshick, G. Gkioxari, and K. He, “Data Distillation: Towards Omni-supervised Learning,” in IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 4119–4128.

[26] A. Tarvainen and H. Valpola, “Mean Teachers are Better Role Models: Weight-Averaged Consistency Targets Improve Semi-supervised Deep Learning Results,” in Conference on Neural Information Processing Systems, 2017, pp. 1195–1204.

[27] A. A. Rusu, S. G. Colmenarejo, C. Gulcehre, G. Desjardins, J. Kirkpatrick, R. Pascanu, V. Mnih, K. Kavukcuoglu, and R. Hadsell, “Policy Distillation,” arXiv preprint [arXiv:1511.06293], 2015.

[28] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative Adversarial Nets,” in Conference on Neural Information Processing Systems, 2014, pp. 2672–2680.

[29] K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image Recognition,” in IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 770–778.

[30] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely Connected Convolutional Networks,” in IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 4700–4708.