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Abstract

We propose an approach to construct a new family of generalized Farlie-Gumbel-Morgenstern (GFGM) copulas that naturally scales to high dimensions. A GFGM copula can model moderate positive and negative dependence, cover different types of asymmetries, and admits exact expressions for many quantities of interest such as measures of association or risk measures in actuarial science or quantitative risk management. More importantly, this paper presents a new method to construct high-dimensional copulas based on mixtures of power functions, and may be adapted to more general contexts to construct broader families of copulas. We construct a family of copulas through a stochastic representation based on multivariate Bernoulli distributions and Coxian-2 distributions. This paper will cover the construction of a GFGM copula, study its measures of multivariate association and dependence properties. We explain how to sample random vectors from the new family of copulas in high dimensions. Then, we study the bivariate case in detail and find that our construction leads to an asymmetric modified Huang-Kotz FGM copula. Finally, we study the exchangeable case and provide some insights into the most negative dependence structure within this new class of high-dimensional copulas.
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1 Introduction

Bivariate Farlie-Gumbel-Morgenstern (FGM) distributions have a rich history in dependence modelling and copula theory. FGM copulas are derived from the FGM distributions studied in [Farlie, 1960, Gumbel, 1960, Morgenstern, 1956]. Henri Eyraud also studied distributions of the same shape in [Eyraud, 1936], in a work that predates the seminal work of [Sklar, 1959] by many years.

The FGM copulas appear in most standard references on dependence and copulas, see, e.g., [Kotz and Drouet, 2001, Nelsen, 2006, Rüschendorf, 2013, Joe, 2015, Durante and Sempi, 2015]. The expression of a bivariate FGM copula is

\[ C(u, v) = uv(1 + \theta(1 - u)(1 - v)), \tag{1} \]

for \( \theta \in [-1, 1] \) and \((u, v) \in [0, 1]^2\). The value of \( \theta \) is a proper dependence parameter; increasing (decreasing) \( \theta \) induces positive (negative) associations between the margins. The importance and
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popularity of bivariate FGM copulas stem partly from their simple shape with quadratic sections, which lead to exact expressions for quantities of interest in dependence modelling and in applications of copulas. For instance, measures of multivariate association are often available in closed-form (see, for instance, [Nelsen, 2006, Genest and Favre, 2007]), as well as risk measures for many stochastic models in risk management and actuarial science (examples include [Bargès et al., 2011, Chadjiconstantinidis and Vrontos, 2014, Woo and Cheung, 2013]). For this reason, FGM copulas have been important to illustrate dependence concepts in copula theory and applications, contributing to the popularity of copulas in many domains.

Multivariate FGM copulas are derived from multivariate FGM distributions, introduced in [Johnson and Kott, 1975] and further studied in [Cambanis, 1977]; they have an expression given by

$$C(u_1, \ldots, u_d) = \prod_{m=1}^{d} u_m \left( 1 + \sum_{k=1}^{d} \sum_{1 \leq j_1 < \cdots < j_k \leq d} \theta_{j_1 \ldots j_k} \overline{u}_{j_1} \cdots \overline{u}_{j_k} \right), \quad (2)$$

for \((u_1, \ldots, u_d) \in [0, 1]^d\), where \(\overline{u} = 1 - u\). A d-variate FGM copula has \(2^d - d - 1\) parameters that we denote by the vector

$$\theta = (\theta_{j_1 \ldots j_k} : 1 \leq j_1 < \cdots < j_k \leq d, k \in \{1, \ldots, d\}). \quad (3)$$

The expression in (2) is a valid copula if \(\theta\) belongs in the intersection of halfspaces

$$\left\{ \theta \in [-1, 1]^{2^d - d - 1} : 1 + \sum_{k=2}^{d} \sum_{1 \leq j_1 < \cdots < j_k \leq d} \theta_{j_1 \ldots j_k} \varepsilon_{j_1} \cdots \varepsilon_{j_k} \geq 0 \right\}, \quad (4)$$

for \(\{\varepsilon_{j_1}, \ldots, \varepsilon_{j_k}\} \in \{0, 1\}^{2^d - d - 1}\). As opposed to bivariate copulas, the copula parameters in (2) are not easy to interpret (it isn’t clear if increasing or decreasing a parameter in \(\theta\) leads to more positive or negative dependence) and it is tedious to determine if a given set of parameters satisfies the conditions of (4). Further, it isn’t obvious how to simulate observations of random vectors from these high-dimensional copulas, which severely limits the applications of high-dimensional FGM copulas for applications where Monte Carlo simulations are required. Such disadvantages contribute to the sparse literature on high-dimensional FGM copulas in multivariate analysis and in applications of copulas to other sciences. Exceptions include [Gijbels et al., 2021] who develop closed-form expressions for many measures of multivariate association, [Bargès et al., 2009, Cossette et al., 2013] who study risk aggregation of dependent exponential and mixed Erlang distributions, and [Cossette et al., 2019] who study sums of a random number of random variables (rvs) under dependence.

The authors of [Blier-Wong et al., 2022d] have recently uncovered a relationship between the family of high-dimensional FGM copulas and multivariate Bernoulli distributions with symmetric margins. In particular, they provide a stochastic representation of random vectors whose copula is FGM. It turns out that the dependence structure of FGM copulas relies entirely on an underlying vector of symmetric Bernoulli rvs. This fact allows one to shed light on the dependence structure of the FGM copulas by interpreting the dependence structure of the underlying vector of symmetric Bernoulli rvs, a simpler task since the support of the probability mass function (pmf) of multivariate symmetric Bernoulli distributions is discrete and finite. Relying on the vast literature on various properties of multivariate Bernoulli distributions, the stochastic representation of FGM copulas has led to a much deeper understanding of this family of copulas in high dimensions. In particular, the stochastic representation leads to comparison methods for random vectors under dependence.
orders, enables constructing subfamilies of high-dimensional FGM copulas with a limited number of parameters, and enables high-dimensional sampling procedures. Some subfamilies scale to countably infinite dimensions and rely on a small number of dependence parameters. Further, [Blier-Wong et al., 2022b] study the subfamily of exchangeable FGM copulas. New results on risk measures in actuarial science also rely on the stochastic representation, see [Blier-Wong et al., 2022c] for aggregate rvs and [Blier-Wong et al., 2022a] for sums of a random number of rvs.

The simple shape of FGM copulas has downsides, including a moderate strength of admissible dependence, and for bivariate copulas, being symmetric about its major and minor diagonals. To circumvent these disadvantages, a large literature has developed around extending FGM copulas. For a comprehensive review of bivariate FGM copulas and their generalizations, we refer the reader to [Bairamov and Bayramoglu, 2013, Saminger-Platz et al., 2021]. Some examples of these generalizations include [Huang and Kotz, 1984, Huang and Kotz, 1999, Lai and Xie, 2000, Bairamov and Kotz, 2002, Rodríguez-Lallena, 2004, Ambard and Girard, 2009, Kim et al., 2011, Durante et al., 2013, Pathak and Vellaisamy, 2016, Hürlimann, 2017, Komorník et al., 2017, Côté and Genest, 2019, Bekrizadeh, 2022, Ebaid et al., 2022]. These copulas are usually constructed by validating the existence of the copula. One of these conditions in two dimensions includes the 2-increasing property, requiring that

$$C(u_2, v_2) - C(u_1, v_2) - C(u_2, v_1) + C(u_1, v_1) \geq 0$$

for every $0 \leq u_1 < u_2 \leq 1$ and $0 \leq v_1 < v_2 \leq 1$. This property is often tedious to prove in two dimensions, and its high-dimensional generalization (the $d$-increasing property that we will state in Section 2.2), is even harder. For this reason, there are very few generalized FGM copulas in high dimensions, exceptions include [Dolati and Ubeda-Flores, 2006, Rodríguez-Lallena and Úbeda-Flores, 2010].

The objective of this paper is to propose a new strategy to construct high-dimensional copulas that lets one control the shape and the strength of dependence. Our starting point is the stochastic representation of FGM copulas from [Blier-Wong et al., 2022d], but relaxing the assumption that the underlying multivariate Bernoulli rvs be symmetric. The new family of copulas allows one to compare risks under stochastic orders, and admits exact representations for association measures and sampling methods. More importantly, it is simple to interpret the shape of dependence based on an underlying Bernoulli random vector. The method leads to subfamilies that have few parameters, even in countably infinite dimensions. Further, as opposed to many high-dimensional copulas, our family of copulas can admit negative dependence if the underlying multivariate Bernoulli random vector exhibits negative dependence. Finally, since we construct the copula with a stochastic representation, we do not need to verify the $d$-increasing property of copulas: selecting an appropriate distribution for a multivariate Bernoulli random vector will guarantee the existence of the corresponding copula.

For the bivariate case, it is convenient to work with an algebraic representation of the FGM copula with a genuine dependence parameter. This will lead to simpler methods to understand the geometric properties, the shape of the dependence, etc. Within the algebraic construction, we recover an asymmetric modified Huang-Kotz FGM copula. For dimensions higher than two, it is not convenient to work with dependence parameters since constraints on the set of parameters may be difficult to satisfy. It is more practical to define and study the properties of the new family of copulas using a stochastic representation rather than an algebraic representation. The stochastic representation guarantees the existence of the copula without the need to validate the $d$-increasing property.

The remainder of this paper is structured thusly. Section 2 presents preliminary notions required within this paper. Section 3 introduces the new family of copulas and studies its properties. In
Section 4, we focus on the bivariate copula and obtain a stochastic representation of one of the copulas studied in [Huang and Kotz, 1999]. Section 5 details some properties of the subfamily corresponding to exchangeability. We discuss our findings and propose future works in Section 6.

2 Preliminaries

2.1 Notation

We use capital letters for random variables and lowercase letters for their outcomes. The lowercase letter \( p \) is reserved for probabilities, hence we always have \( p \in (0, 1) \). The letter \( I \) corresponds to Bernoulli rvs, while the letter \( U \) denotes a standard uniformly distributed rv. Bold capital and lowercase letters correspond to vectors of rvs and of numbers, implicitly the dimension of the vectors will be \( d \in \{2, 3, \ldots\} \). It follows that \( i \in \{0, 1\}, i \in \{0, 1\}^d, u \in [0, 1] \) and \( u \in [0, 1]^d \). We denote \( F_X \) and \( F_X \) the cumulative distribution function (cdf) and joint cdf of \( X \) and \( X \). Equivalently, \( f_X \) and \( f_X \) correspond to probability density functions or pmfs, depending on the support of \( X \) or \( X \). All operations such as \( xy, x^y \) or \( x \leq y \) are meant component-wise.

2.2 Copulas

This paper deals with \( d \)-variate copulas, which correspond to \( d \)-variate cdfs (restricted to \( [0, 1]^d \)) with standard uniform margins. The term "copula", dating back to the seminal work of [Sklar, 1959], refers to linking \( d \) univariate cdfs into a cdf for a \( d \)-variate vector of uniformly distributed rvs. A \( d \)-variate copula is a function \( C : [0, 1]^d \rightarrow [0, 1] \) satisfying the boundary conditions

\[
C(u_1, \ldots, u_d) = 0 \quad \text{if any } u_j = 0, \quad j \in \{1, \ldots, d\}
\]

and

\[
C(u_1, \ldots, u_d) = u_j \quad \text{if } u_k = 1 \quad \text{for all } k \in \{1, \ldots, d\} \quad \text{and} \quad k \neq j.
\]

Further, copulas must be \( d \)-increasing on \([0, 1]^d\), meaning that

\[
\sum_{i_1=1}^{2} \cdots \sum_{i_d=1}^{2} (-1)^{i_1+\cdots+i_d} C(u_{1i_1}, \ldots, u_{di_d}) \geq 0,
\]

for all \( 0 \leq u_{j1} < u_{j2} \leq 1 \) and \( j \in \{1, \ldots, d\} \).

One major hurdle in constructing \( d \)-variate copulas is constructing a function satisfying the \( d \)-increasing property in (6). Indeed, much of the work in constructing families of extended FGM copulas proposed in the introduction is in determining the set of admissible parameters such that the copulas satisfy the \( d \)-increasing property. As the dimension \( d \) increases, the \( d \)-increasing property becomes harder to verify, and the parameters have much more constraints to satisfy. This in turn makes it harder to interpret the copula parameters, notably the effect of changing the parameters on the strength of dependence.

2.3 Exponential FGM distributions and their stochastic representation

In this paper, we propose a generalization of the FGM copula. One may extract FGM copulas from multivariate exponential distributions. Let

\[
F(x) = \prod_{m=1}^{d} (1 - e^{-x_m}) \left( 1 + \sum_{k=2}^{d} \sum_{1 \leq j_1 < \cdots < j_k \leq d} \theta_{j_1 \ldots j_k} \prod_{l=1}^{k} e^{-x_{j_l}} \right),
\]

where the parameters \( \theta \) must satisfy (4) and for \( x \in \mathbb{R}_+^d \). Applying Sklar’s Theorem to (7), one obtains the expression of the \( d \)-variate FGM copula in (2).
In [Blier-Wong et al., 2022d], the authors find a one-to-one correspondence between the family of exponential FGM distributions and symmetric multivariate Bernoulli distributions. We recall the following theorem from that paper.

**Theorem 1.** Let \(I\) be a symmetric Bernoulli random vector, \(Y_0\) be a vector of independent exponentially distributed rvs with mean 1/2 and \(Y_1\), a vector of independent exponentially distributed rvs with mean 1. Further, assume that \(I, Y_0\) and \(Y_1\) are independent of each other. Let

\[
X = Y_0 + IY_1
\]

and

\[
\theta_{j_1 \ldots j_k} = \sum_{i_{j_1} \ldots i_{j_k} \in \{0,1\}^k} (-1)^{i_{j_1} + \cdots + i_{j_k}} f_{i_{j_1}, \ldots, i_{j_k}}(i_{j_1}, \ldots, i_{j_k}),
\]

for \(j_1 < \cdots < j_k \leq d\) and \(k \in \{2, \ldots, d\}\). Then, the cdf of \(X\) can be written as (7).

In this paper, we rely on the construction of Theorem 1 and generalize the assumptions of the representation to propose a new family of copulas. Before proceeding to the novel family of copulas, we will require some alternate representations of univariate exponential and uniform rvs, that we will introduce next.

### 2.4 Some univariate results

Following [Klugman et al., 2013, Section 2.3], [Asmussen and Albrecher, 2010, Chapter 9] or [Bladt, 2005, Example 3.4] we define Coxian-2 distributions through their Laplace-Stieltjes transforms (LST),

\[
\mathcal{L}_X(t) = (1 - p) \frac{\beta_1}{t + \beta_1} + p \frac{\beta_1}{t + \beta_1} \frac{\beta_2}{t + \beta_2},
\]

for \(\beta_1 > 0, \beta_2 > 0\) and \(\beta_1 \neq \beta_2\).

We aim to find the conditions under which a Coxian-2 distribution leads to a standard exponential distribution; the following proposition presents one such construction.

**Proposition 1.** Let \(X\) be a Coxian-2 distribution with \(p \in (0, 1)\), \(\beta_1 = 1/(1 - p)\) and \(\beta_2 = 1\). Then, \(X \sim \text{Exp}(1)\).

**Proof.** We prove the statement through LSTs. Replacing the parameters of Proposition 1 within the LSTs of Coxian-2 distributions in (9), we have

\[
\mathcal{L}_X(t) = \frac{(1 - p)^{-1}}{1 + t} \left(1 - p + p \frac{1}{1 + t}\right) = \frac{1}{1 + t(1 - p)} \left(\frac{(1 - p)(1 + t)}{1 + t} + \frac{p}{1 + t}\right)
\]

\[
= \frac{1}{1 + t(1 - p)} \left(\frac{1 + t(1 - p)}{1 + t}\right) = \frac{1}{1 + t}, \quad t \geq 0,
\]

which is the LST of an exponential distribution with parameter 1. \(\Box\)

From the results of Proposition 1, we have the following stochastic representation. Let \(Y_0 \sim \text{Exp} \left((1 - p)^{-1}\right), Y_1 \sim \text{Exp}(1)\) and \(I \sim \text{Bern}(p)\), and let \(Y_0, Y_1\) and \(I\) be independent from each other. Then,

\[
Y_0 + IY_1 \overset{D}{=} X,
\]

where \(X \sim \text{Exp}(1)\).
Proposition 1 lets one construct an alternative representation of uniform rvs. Let $Y_2$ follow a standard exponential distribution, and $U_0$, $U$ and $U_1$ be independent standard uniform rvs and $I$ be Bernoulli distributed with success probability $p$. Applying the probability integral transform (see, e.g., [Casella and Berger, 2002, Theorem 2.1.10]), we have that $1 - \exp\{r-X\} \overset{D}{=} U$, and that $1 - \exp\{-Y_0 - IY_1\} \overset{D}{=} 1 - \exp\{-(1-p)Y_2 - IY_1\} \overset{D}{=} 1 - \exp\{-Y_2\}^{1-p} \exp\{-Y_1\} \overset{D}{=} U_0^{1-p}U_1^I$. It follows from (10) that

$$U_0^{1-p}U_1^I \overset{D}{=} U.$$  

One may verify that the cdf of $U$ is $u$, for $u \in [0, 1]$. However, to explore copulas constructed within this paper, it will be useful to derive the cdf associated with the stochastic representation in (11).

**Lemma 1.** The cdf of $U$ from the representation in (11) is

$$F_U(u) = E \left[ (1 - I)u^{(1-p)^{-1}} + I \left( \frac{u}{p} - \frac{1-p}{p}u^{(1-p)^{-1}} \right) \right], \quad u \in [0, 1].$$  

**Proof.** We have

$$F_U(u) = \Pr(U \leq u) = E_I [\Pr(U \leq u|I)] = E_I [\Pr \left( U_0^{1-p}U_1^I \leq u|I \right)]$$

$$= \Pr(I = 0) \Pr \left( U_0^{1-p} \leq u \right) + \Pr(I = 1) \Pr \left( U_0^{1-p}U_1 \leq u \right),$$

which, by conditioning on $U_1$, becomes

$$F_U(u) = \Pr(I = 0)u^{(1-p)^{-1}} + \Pr(I = 1)E_{U_1} \left[ \Pr \left( U_0 \leq \left( \frac{u}{U_1} \right)^{(1-p)^{-1}} \right| U_1 \right].$$

To solve the expected value, we must handle the cases where $u/U_1 > 1$ and where $u/U_1 \leq 1$ differently as follows:

$$\Pr(U \leq u) = \Pr(I = 0)u^{(1-p)^{-1}} + \Pr(I = 1) \left( \int_0^u \frac{1}{v} \left( \frac{u}{v} \right)^{(1-p)^{-1}} dv \right)$$

$$= \Pr(I = 0)u^{(1-p)^{-1}} + \Pr(I = 1) \left( \frac{u}{p} - \frac{1-p}{p}u^{(1-p)^{-1}} \right).$$

Writing the last equality as the expected value over $I$ completes the proof. 

3 A new high-dimensional copula

This section introduces the copula studied in this paper. We start with the stochastic representation of FGM copulas from Theorem 1, then extend this family using the representation of exponential rvs in Proposition 1.

3.1 Representation

Let $I = (I_1, \ldots, I_d)$ be a $d$-variate Bernoulli random vector, where $\Pr(I_j = 1) = p_j$ for $j \in \{1, \ldots, d\}$. For notational convenience, we will denote the vector of probabilities $\mathbf{p} = (p_1, \ldots, p_d)$. Let $Y_0$ be a vector of exponentially distributed rvs, where the $j$th margin has mean $1 - p_j$, for $j \in \{1, \ldots, d\}$. 
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Let $Y_1$ be a vector of independent exponentially distributed rvs with mean 1. Further assume that the vectors $I$, $Y_0$ and $Y_1$ are independent of each other. We define the random vector
\[ X = Y_0 + IY_1. \] (13)
Following Proposition 1, $X$ forms a vector of rvs with standard exponential margins. Applying the probability integral transform to each component in (13), we obtain an equivalent representation for uniform margins. Let $U_0 = (U_{0,1}, \ldots, U_{0,d})$ and $U_1 = (U_{1,1}, \ldots, U_{1,d})$ be random vectors of independent uniform rvs and $I$ be a $d$-variate Bernoulli random vector with vector of probabilities $p$. The random vectors $I, U_0$ and $U_1$ are independent of each other. Further, define
\[ U \overset{\text{D}}{=} U_0^{1-p}U_1^I, \] (14)
where $1$ is a vector of ones. Our objective in the remainder of this paper is to study the family of copulas that correspond to cdfs for random vectors in (14).

**Theorem 2.** The copula associated with the cdf of the random vector in (14) is
\[ C(u) = E \left[ \prod_{m=1}^{d} \left( u_m^{(1-p_m)^{-1}} - I_m \left\{ \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right\} \right) \right], \quad u \in [0,1]^d. \] (15)

**Proof.** We have
\[ \Pr(U \leq u) = \Pr(U_0^{1-p}U_1^I \leq u). \]
Conditioning on $I$ and by independence of $I, U_0$ and $U_1$, we have
\[ \Pr(U \leq u) = E[I] \prod_{m=1}^{d} \Pr(U_{0,m}^{1-p_m}U_{1,m}^{I_m} \leq u_m|I)]. \]
Applying Lemma 1 on each multiple, we obtain
\[ \Pr(U \leq u) = E \left[ \prod_{m=1}^{d} \left( (1 - I_m)u_m^{(1-p_m)^{-1}} + I_m \left\{ \frac{u_m}{p_m} - \frac{1-p_m}{p_m} u_m^{(1-p_m)^{-1}} \right\} \right) \right]. \]
We obtain (15) by rearranging the terms of the last equality. \qed

In the remainder of this paper, we denote by $C^{GFGM}$ the class of copulas with expressions as in Theorem 2. One may also identify a natural representation of $C \in C^{GFGM}$. We obtain the following corollary by factoring and expanding the product in Theorem 2.

**Corollary 1.** The expression of the copula in (15) is also
\[ C(u) = \prod_{m=1}^{d} u_m \left( 1 + \sum_{k=1}^{d} \sum_{1 \leq j_1 < \cdots < j_k \leq d} \nu_{j_1 \cdots j_k} \left( 1 - \frac{p_{j_1}}{p_{j_1}} \right) \left( \cdots \left( 1 - \frac{p_{j_k}}{p_{j_k}} \right) \right) \right), \] (16)
for $u \in [0,1]^d$, where
\[ \nu_{j_1 \cdots j_k} = E \left[ \prod_{n=1}^{k} \frac{I_{jn} - p_{jn}}{p_{jn}} \right] \]
for $1 \leq j_1 < \cdots < j_k \leq d$ and $k \in \{2, \ldots, d\}$. 7
Remark 1. We present remarks related to the class $C^{\text{FGM}}$ of copulas.

1. It follows that (15) satisfies all of the conditions for the existence of copulas as presented in (2.2). Therefore, one does not need to go through the tedious steps of verifying the $d$-increasing property.

2. Copulas in $C^{\text{FGM}}$ have linear sections raised to a power, hence will lead to closed-form expressions for many quantities of interest in dependence modelling, and in applications like actuarial science.

3. We say that $p$ is a shape parameter of the copula since its value determines whether the copula will have more mass on the upper or lower tails. This statement will become clear in Section 4, where we present the density function for the bivariate copulas with different values of $p_1$ and $p_2$. Also, note that each vector of $p$ leads to a subfamily of copulas, and it does not make sense to compare the strength of dependence between two copulas with different vectors $p$.

4. The copula in (16) has dependence parameters, akin to the vector of parameters $\theta$ in the family of FGM copulas. However, we advise against using the natural representation of the copula in (16) because it is not easy to interpret the strength of dependence, nor is it easy to verify the conditions under which the set of parameters $\nu_{j_1...j_k}$ for $1 \leq j_1 < \cdots < j_k \leq d$ and $k \in \{2, \ldots, d\}$ yield a copula that satisfies the $d$-increasing property. Further, the pmf of multivariate Bernoulli distributions can be expressed as points in a convex hull [Fontana and Semeraro, 2018] and the extreme points of the convex hull can sometimes be found analytically [Fontana et al., 2021, Fontana and Semeraro, 2022]. It follows that the copula in (15) will share these properties, which will let us characterize the possible dependence structures for a fixed vector of probabilities $p$.

5. One may alternate between the stochastic representation in (15) and the natural representation in (16) by alternating between pmfs and ordinary moments of multivariate Bernoulli distributions as described in [Teugels, 1990].

3.2 Simulation

Exact expressions for risk measures or optimization problems derived from multivariate stochastic models appear very rarely in practice. A strategy, prevalent in financial applications and quantitative risk management, is to resort to Monte Carlo simulation (see the preface of [Mai and Scherer, 2012] for a discussion). Such applications require efficient simulation algorithms in high dimensions.

The main advantage of the family of copulas that we propose in this paper is that many risk measures are available in closed form. However, for practical applications, it is relevant to have a simulation procedure. Until recently, simulation from FGM copulas has relied on the conditional method (also called the Rosenblatt transform), see, e.g., [Joe, 2015, Section 6.9.1] for details on the method. The conditional inverse of $d$-variate FGM copulas are available in closed-form, hence one may simulate random vectors with FGM copulas using the conditional method, see [Ota and Kimura, 2021] and [Blier-Wong et al., 2022d] for details. However, the conditional method does not scale well to high dimensions since one must successively sample from consecutive margins. High-dimensional simulation becomes feasible once one has a stochastic representation for the random vector $U$. We present, in Algorithm 1, a simulation procedure based on the representation in (14).
### Algorithm 1: Stochastic simulation method

**Input:** Number of simulations \( n \), pmf \( f_I \)

**Output:** Set of simulations

1. for \( l = 1, \ldots, n \) do
2. Generate \( n \) independent random vectors \( I^{(l)}, U_0^{(l)} \) and \( U_1^{(l)} \);
3. for \( m = 1, \ldots, d \) do
4. Compute \( U_m^{(l)} = \left( U_{0,m}^{(l)}\right)^{1-p_m} \left( U_{1,m}^{(l)}\right) \);
5. Return \( U^{(l)} = \left( U_1^{(l)}, \ldots, U_d^{(l)}\right), l = 1, \ldots, n \).

### 3.3 Dependence ordering

To study the effect of dependence on a model, it is useful to use dependence orders. Such orders compare the strength of dependence between random vectors \( U \) and \( U' \). We consider four dependence orders that are relevant for copulas: the supermodular order (denoted \( \preceq_{sm} \)), the lower concordance order (denoted \( \preceq_c^L \)), the upper concordance order (denoted \( \preceq_c^U \)) and the concordance order (denoted \( \preceq_c \)). Details on dependence orders can be found in, e.g., [Shaked and Shanthikumar, 2007, Chapter 9], [Müller and Stoyan, 2002, Chapter 3] or [Denuit et al., 2006, Chapter 6]. The supermodular order is defined as follows.

**Definition 1** (Supermodular order). We say that \( U \) is smaller than \( U' \) under the supermodular order if

\[
E\left\{\phi(U_1, \ldots, U_d)\right\} \leq E\left\{\phi(U'_1, \ldots, U'_d)\right\}
\]

for all supermodular functions \( \phi \), given that the expectations exist. A function \( \phi: \mathbb{R}^d \rightarrow \mathbb{R} \) is said to be supermodular if

\[
\phi(x_1, \ldots, x_i + \epsilon, \ldots, x_j + \delta, \ldots, x_d) - \phi(x_1, \ldots, x_i, \ldots, x_j, \ldots, x_d) \\
\geq \phi(x_1, \ldots, x_i, \ldots, x_j + \delta, \ldots, x_d) - \phi(x_1, \ldots, x_i, \ldots, x_j, \ldots, x_d)
\]

holds for all \((x_1, \ldots, x_d) \in \mathbb{R}^d, 1 \leq i < j \leq d \) and all \( \epsilon, \delta > 0 \).

Further, we say that \( U \preceq_{cL} U' \) if \( F_U(u) \preceq F_{U'}(u) \) for all \( u \in [0,1]^d \), that \( U \preceq_{cU} U' \) if \( F_U(u) \preceq F_{U'}(u) \) for all \( u \in [0,1]^d \). Further, we have \( U \preceq_c U' \) if both \( U \preceq_{cL} U' \) and \( U \preceq_{cU} U' \). Also, \( U \preceq_{sm} U' \) implies \( U \preceq_c U' \).

**Theorem 3.** Let \( U \) and \( U' \) be random vectors constructed using the representation in (14) and with the random vectors \( I \) and \( I' \) for some fixed \( p \). The following relationships hold:

1. If \( I \preceq_{sm} I' \), then \( U \preceq_{sm} U' \).
2. If \( I \preceq_{cU} I' \), then \( U \preceq_{cU} U' \).
3. If \( I \preceq_{cL} I' \), then \( U \preceq_{cL} U' \).
4. If \( I \preceq_c I' \), then \( U \preceq_c U' \).

**Proof.** The proof is identical to the proof of Theorem 4.2 of [Blier-Wong et al., 2022d].

Theorem 3 has many implications for applications of copulas, see, for instance, [Li and Li, 2013], [Denuit et al., 2006, Chapter 6] or [Müller and Stoyan, 2002, Chapter 8].
An important result in supermodular ordering (see, e.g., [Dhaene et al., 2002], [Denuit et al., 2006, Section 6.3.7], [Rüschendorf, 2013, page 119] for discussions) is that the comonotonic random vector, denoted $I^c$, corresponds to the most positively dependent random vector under the supermodular order, that is, for some $V \sim \text{Unif}(0, 1)$, we have

$$I \preceq_{sm} I^c = (F_{I_1}^{-1}(V), \ldots, F_{I_d}^{-1}(V))$$

(17)

for all $I$. The following theorem presents the stochastic representation for the largest random vector, for a given set of shape parameters, within the class of copulas in $\mathcal{C}^{GFGM}$.

**Theorem 4.** Fix some vector of probabilities $p$ and let $I^c$ be a vector of comonotonic Bernoulli rvs. Define the random vector

$$U^{EPD-GFGM} = U_0^{1-p} U_1^{I^c}.$$  

(18)

Let $F_{U^{EPD-GFGM}} = C^{EPD-GFGM}$. Then, for all $C \in \mathcal{C}^{GFGM}$ with a vector of probabilities $p$ and $U$, the random vector associated with the copula $C$, we have

$$U \preceq_{sm} U^{EPD-GFGM}.$$  

Proof. The result follows from Theorem 3 and the relation in (17).

In particular, if $p_1 = \cdots = p_d = p$, then the pmf of $I^c$ is $\Pr(I^c = 0) = 1 - p$, $\Pr(I^c = 1) = p$ and zero elsewhere. It follows that the copula associated with $U^{EPD-GFGM}$ simplifies to

$$C^{EPD}(u) = (1 - p) \prod_{m=1}^{d} u_m^{1/(1-p)} + p \prod_{m=1}^{d} \left( \frac{p - 1}{p} u_m^{1/(1-p)} - \frac{u_m}{p} \right), \quad u \in [0, 1]^d.$$  

(19)

### 3.4 Association measures

When dealing with $d$-variate random vectors, it is useful to quantify the degree to which the rvs are associated. Four important measures of multivariate association are $\rho^{cL}$, Spearman’s rho derived from average upper orthant dependence $\rho^{cU}$ and Kendall’s tau derived from multiplicative total positivity of order 2. Their expressions are given in the following definition.

**Definition 2.** Let $C^\perp$ be the independence copula, that is, $C^\perp(u_1, \ldots, u_d) = u_1 \cdots u_d$, for all $(u_1, \ldots, u_d) \in [0, 1]^d$. Following [Nelsen, 1996] and [Nelsen, 2002], we define four measures of multivariate association:

1. Spearman’s rho derived from average lower orthant dependence

$$\rho^{cL}(U) = \frac{d + 1}{2^d - d - 1} \left[ 2^d \left( \int_{[0, 1]^d} C(u) \, dC^\perp(u) \right) - 1 \right].$$

(20)

2. Spearman’s rho derived from average upper orthant dependence

$$\rho^{cU}(U) = \frac{d + 1}{2^d - d - 1} \left[ 2^d \left( \int_{[0, 1]^d} C^\perp(u) \, dC(u) \right) - 1 \right].$$

(21)

3. Spearman’s rho derived from concordant dependence

$$\rho^c(U) = \frac{1}{2} (\rho^{cL} + \rho^{cU})$$

(22)
4. Kendall’s tau derived from multiplicative total positivity of order 2

\[
\tau(U) = \frac{1}{2^{d-1} - 1} \left\{ 2^d \int_{[0,1]^d} C(u) \, dC(u) - 1 \right\}.
\]

The family of copulas studied in this paper admits exact expressions for the four measures of multivariate association.

**Proposition 2.** Let \( U \) be a d-variate random vector with copula as in (15). Then, the measures of multivariate association \( \rho^{cL}, \rho^{cU}, \rho^c \) and \( \tau \) of \( U \) are given by

\[
\rho^{cL}(U) = \frac{d+1}{2d-d-1} \left\{ \prod_{m=1}^{d} \frac{1}{2-p_m} \right\} E \left[ \prod_{m=1}^{d} (2(1-p_m) + I_m) \right] - 1 \right) ;
\]

\[
\rho^{cU}(U) = \frac{d+1}{2d-d-1} \left\{ \prod_{m=1}^{d} \frac{1}{2-p_m} \right\} E \left[ \prod_{m=1}^{d} (2 - I_m) \right] - 1 \right) ;
\]

\[
\rho^c(U) = \frac{d+1}{2d-d-1} \left\{ \prod_{m=1}^{d} \frac{1}{2-p_m} \right\} \frac{1}{2} \left\{ E \left[ \prod_{m=1}^{d} (2(1-p_m) + I_m) + \prod_{m=1}^{d} (2 - I_m) \right] \right\} - 1 \right) ;
\]

\[
\tau(U) = \frac{1}{2^{d-1} - 1} \left( 2^d \sum_{i \in \{0,1\}^d} \sum_{j \in \{0,1\}^d} f_I(i) f_I(j) \prod_{m=1}^{d} \left( \frac{1}{2} - \frac{i_m + j_m}{2p_m} + \frac{j_m(1-p_m) + i_m}{p_m(2-p_m)} \right) - 1 \right).
\]

**Proof.** The integral in (20) is

\[
\int_{[0,1]^d} C(u) \, dC^\perp(u) = \int_{[0,1]^d} E \left[ \prod_{m=1}^{d} \left( u_m^{(1-p_m)^{-1}} - I_m \left\{ \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right\} \right) \right] \, dC^\perp(u)
\]

\[
= E \left[ \prod_{m=1}^{d} \int_0^1 \left( u_m^{(1-p_m)^{-1}} - I_m \left\{ \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right\} \right) \, du_m \right]
\]

\[
= E \left[ \prod_{m=1}^{d} \left( \frac{1}{1-p_m} + 1 - I_m \left\{ \frac{1}{(1-p_m)^{1-p_m} + 1} \right\} \right) \right].
\]

We obtain (24) by replacing the integral in (20) by (28) and simple calculations. To solve the integral in (25), we use the chain rule and obtain

\[
\int_{[0,1]^d} C^\perp(u) \, dC(u) = \int_{[0,1]^d} C^\perp(u) \, E \left[ \prod_{m=1}^{d} \left( \frac{u_m^{(1-p_m)^{-1}}}{1-p_m} - I_m \left\{ \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right\} \right) \right] \, dC^\perp(u).
\]

Inserting the integral within the expectation, we have

\[
\int_{[0,1]^d} C^\perp(u) \, dC(u) = E \left[ \prod_{m=1}^{d} \int_0^1 \left( \frac{u_m^{(1-p_m)^{-1}}}{1-p_m} - I_m \left\{ \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right\} \right) \, du_m \right].
\]
The remaining integral involves integrating a power and is simple to solve. The result in (26) is the average of (24) and (25). Finally, we apply once again the claim rule to the the integral in (23) and obtain
\[
\int_{[0,1]^d} C(u) \, dC(u) = \int_{[0,1]^d} \left[ \prod_{m=1}^{d} \left( u_m^{(1-p_m)^{-1}} - I_m \left( \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right) \right) \right] \times \left( \prod_{m=1}^{d} \left( \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right) \right) \, dC(u) 
= \int_{[0,1]^d} \sum_{i \in \{0,1\}^d} f_I(i) \prod_{m=1}^{d} \left( \frac{u_m^{(1-p_m)^{-1}} - i_m \left( \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right)}{p_m} \right) \, dC(u) 
\]

Expanding the series, we have
\[
\int_{[0,1]^d} C(u) \, dC(u) = \int_{[0,1]^d} \sum_{i \in \{0,1\}^d} \sum_{j \in \{0,1\}^d} f_I(i) f_I(j) \prod_{m=1}^{d} \left( \frac{u_m^{(1-p_m)^{-1}} - i_m \left( \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right)}{p_m} \right) \times \left( \prod_{m=1}^{d} \left( \frac{u_m^{(1-p_m)^{-1}} - j_m \left( \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right)}{p_m} \right) \right) \, dC(u) 
= \sum_{i \in \{0,1\}^d} \sum_{j \in \{0,1\}^d} f_I(i) f_I(j) \prod_{m=1}^{d} \int_0^1 \left[ \frac{u_m^{(1-p_m)^{-1}} - i_m \left( \frac{u_m^{(1-p_m)^{-1}} - u_m}{p_m} \right)}{p_m} \right] \, du_m. 
\]

Solving the integral, replacing in (23) and simplifying yields the desired result.

The following result establishes the link between a dependence order and a corresponding measure of multivariate association, and can be found in [Joe, 1990, Nelsen, 1996, Schmid et al., 2010, Gijbels et al., 2021].

**Theorem 5.** Fix some vector of \( p \), then \( U \preceq cL U' \) implies \( \rho^{cL}(U) \leq \rho^{cL}(U') \), that \( U \preceq cU U' \) implies \( \rho^{cU}(U) \leq \rho^{cU}(U') \) that \( U \preceq c U' \) implies \( \rho^c(U) \leq \rho^c(U') \) and \( \tau(U) \leq \tau(U') \).

The expressions of the measures of multivariate association in Proposition 2 can become computationally tedious in increasing dimensions. That is, if \( f_I(i) \) is non-zero for every \( i \in \{0,1\}^d \), then computing \( \rho^{cL}, \rho^{cU} \) and \( \rho^c \) requires summing over \( 2^d \) terms, while computing \( \tau \) requires summing over \( 2^{2d} \) terms. Fortunately, many distributions of interest have non-zero masses for a limited number of outcomes, thereby accelerating computations. One such example is the EPD copula when \( p_1 = \cdots = p_d = p \), whose expression we provided in (19). Define \( C^{GFGM}(p) \) as the subfamily in \( C^{GFGM} \) where \( p_1 = \cdots = p_d = p \). In this case, we find the following expressions.
Proposition 3. The maximal value of $\rho_c$, $\rho_c^{L}$, $\rho_c^{U}$ and $\tau$ for copulas within $C^{GFGM(p)}$ is

$$
\rho_c^{L}(U^{EPD}) = \frac{d+1}{2^d-d-1} \left( \frac{2}{2-p} \right)^d \left[ (1-p)(1-p)^d + p \left( \frac{3-2p}{2} \right)^d \right] - 1; \\
\rho_c^{U}(U^{EPD}) = \frac{d+1}{2^d-d-1} \left( \frac{2}{2-p} \right)^d \left( 1-p + \frac{p}{2} \right) - 1; \\
\rho_c(U^{EPD}) = \frac{d+1}{2^d-d-1} \left( \frac{2}{2-p} \right)^d \frac{1}{2} \left( (1-p)^{d+1} + p \left( \frac{3-2p}{2} \right)^d + 1-p + \frac{p}{2} \right) - 1; \\
\tau(U^{EPD}) = \frac{p(1-p)}{2^{d-1}-1} \left( \frac{3-p}{2} \right)^d - \frac{2(2-p)^d + (1-p)^d}{(2-p)^d}.
$$

Figure 1: Maximal values of $\rho_c^{L}$ and $\rho_c^{U}$ for a $d$-variate copula $C \in C^{GFGM(p)}$ for different values of $p$ and $d$.

We now explore the effect of the shape parameter $p$ and of the dimension $d$ on the measures of association provided in Proposition 3. Figure 1 presents the values of $\rho_c^{L}$ and $\rho_c^{U}$ for different values of $p$ and of $d$. Tables 1, 2, 3 and 4 in Appendix A present respectively the values of $\rho_c^{L}$, $\rho_c^{U}$, $\rho_c$ and $\tau$. As noted in [Nelsen, 1996], we have $\rho_c^{L} = \rho_c^{U} = \rho_c$ when $d = 2$. Further, for a given value of $p$, $\rho_c$ are equal for $d = 2$ and for $d = 3$; this is also the case for $\tau$.

Remark 2. We consider three cases:

1. For $p < 0.5$, we have $\rho_c^{L} > \rho_c^{U}$. Further, $\rho_c^{U}$ is a strictly decreasing function of $d$, therefore its maximal value occurs for $d = 2$. We also have that $\rho_c^{L}$ first increases and then decreases.

2. For $p = 0.5$, we have $\rho_c^{L} = \rho_c^{U} = \rho_c$. Further, their values are equal for $d = 2$ and $d = 3$, then is a decreasing function of $d$.

3. For $p > 0.5$, we have $\rho_c^{L} < \rho_c^{U}$. Further, $\rho_c^{L}$ is a strictly decreasing function of $d$, therefore its maximal value occurs for $d = 2$. We also have that $\rho_c^{U}$ first increases and then decreases.
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Figure 2: Tetrahedron representing admissible bivariate Bernoulli pmfs. The green (purple) triangle corresponds to admissible bivariate Bernoulli pmfs for equal marginals with \( p > 1/2 \) \( (p < 1/2) \).

4. For \( d = 2 \), \( \rho^L \) and \( \rho^U \) are not a monotonic function of \( p \). Recall that \( p \) is a shape parameter and one should not compare the dependence structure between two copulas with different \( p \).

4 Bivariate case

We study the properties of the bivariate copula from the representation in Subsection 3.1. Before getting started, let us recall some notions on bivariate Bernoulli distributions.

The tetrahedron in Figure 2 represents the convex hull of possible pmfs for bivariate Bernoulli distributions. Since a vector of pmf for a bivariate Bernoulli distribution contains four values (including one constraint that the sum of the probabilities sum to 1), one may represent the pmf with a vector of three values \((f_{00}, f_{01}, f_{10})\). Each vertex in Figure 2 corresponds to points where the pmf is 1 for one element and 0 for all others. One may then represent the pmf of any bivariate Bernoulli distribution as a convex combination of the four vertices. The green surface corresponds to the pmfs where \( p_1 = p_2 = p \), with \( p \geq 1/2 \), while the purple surface corresponds to pmfs where \( p_1 = p_2 = p \) with \( p \leq 1/2 \). The edge between \((0,0,0)\) and \((1,0,0)\) corresponds to pmfs of comonotonic bivariate Bernoulli distributions.

We note that in Figure 2, the case \( p_1 = p_2 = 0.5 \) (the bivariate FGM copula) forms a line, the case \( p_1 = p_2 \) forms a triangle, while the case \( p_1 \neq p_2 \) forms a tetrahedron. It follows that each generalization enables much more flexibility in the model.

When working in two dimensions, it is more convenient to work with an algebraic construction of a copula instead of working with pmfs. Therefore, we start by constructing an algebraic form of the pmf for bivariate Bernoulli distributions. Let \((I_1, I_2)\) be a Bernoulli random vector with success probabilities \( p_1 \) and \( p_2 \). Since the marginals are fixed, the pmf has only one free parameter. Further, as shown in [Fontana and Semeraro, 2018], the pmf of multivariate Bernoulli distributions with fixed margins can be expressed as a convex combination of extremal points. In the bivariate case, there are two extremal points, and these points are known analytically and correspond to the Fréchet Hoeffding upper and lower bounds. It is therefore sufficient to consider a linear function of the free parameter to construct a linear form of the pmf. We describe the bivariate pmf of \((I_1, I_2)\)
with the following elements:

\[
\begin{vmatrix}
  f_{00} & f_{01} \\
  f_{10} & f_{11}
\end{vmatrix}
= \begin{vmatrix}
  (1 - p_1)(1 - p_2) + p_1 p_2 \theta & (1 - p_1)p_2 - p_1 p_2 \theta \\
  p_1(1 - p_2) - p_1 p_2 \theta & p_1 p_2 + p_1 p_2 \theta
\end{vmatrix},
\]  

for

\[ -\min\left(1, \frac{(1 - p_1)(1 - p_2)}{p_1 p_2}\right) \leq \theta \leq \min\left(\frac{1 - p_1}{p_1}, \frac{1 - p_2}{p_2}\right). \]  

One may verify that \((I_1, I_2)\) forms a pair of counter-monotonic, independent and comonotonic rvs if \(\theta\) respectively takes the values \(-\min\left(1, \frac{(1 - p_1)(1 - p_2)}{p_1 p_2}\right), 0\) and \(\min\left(\frac{1 - p_1}{p_1}, \frac{1 - p_2}{p_2}\right)\). One can therefore interpret \(\theta\) as a genuine dependence parameter. Further, notice that one may write

\[
\theta = E\left[\frac{(I_1 - p_1)(I_2 - p_2)}{p_1 p_2}\right].
\]

**Proposition 4.** The bivariate copula from (15) has an equivalent expression as

\[
C(u, v) = uv \left(1 + \theta \left(1 - u^{\frac{p_1}{1 - p_1}}\right) \left(1 - v^{\frac{p_2}{1 - p_2}}\right)\right)
\]

for \((u, v) \in [0, 1]^2\) and for \(\theta\) satisfying (30).

**Proof.** Inserting (29) into (15) and simplifying (a lot) yields the desired result.

When \(p_1 = p_2 = p\), the copula in (31) corresponds to a known extension of the FGM copula, proposed in Section 2 of [Huang and Kotz, 1999], whose expression is

\[
C(u, v) = uv \left(1 + a \left(1 - u^b\right) \left(1 - v^b\right)\right),
\]

for \((u, v) \in [0, 1]^d\), \(b > 0\) and \(-(\max(1, b))^{-2} \leq a \leq b^{-1}\). It turns out that another contribution of this paper is to identify the stochastic representation of the Huang-Kotz FGM copula in (32). Further, the Huang-Kotz FGM copula is symmetric, meaning that \(C(u, v) = C(v, u)\) for all \((u, v) \in [0, 1]^2\). When \(p_1 \neq p_2\), the copula is no longer symmetric and we obtain a copula that [Bairamov and Kotz, 2002] calls an asymmetric modified Huang-Kotz FGM distribution. Much of [Huang and Kotz, 1999] is dedicated to determining the feasible range for the parameter \(a\), that is, verifying that the 2-increasing property in (5) is satisfied. It is much easier to verify that the underlying pmf for the bivariate Bernoulli random vector is admissible since this involves verifying that the pmf lies between two extremal points. Also, it becomes natural to extend the Huang-Kotz copula to higher dimensions by constructing a \(d\)-variate random vector \(I\) with equal probabilities, that is, with \(p_1 = \cdots = p_d\).

We present the heatmaps of the copula density function in Figure 3 for the case with maximal dependence, that is, when \((I_1, I_2) = (I_1^*, I_2^*)\). One notices that for \((p_1, p_2) \in (0.5, 1)^2\), there is more mass in the upper tail, while for \((p_1, p_2) \in (0, 0.5)^2\), there is more mass in the lower tail. This is in line with the observations from the numerical examples of the maximal association measures in Section 3.4. Figure 4 presents the density function when \((I_1, I_2)\) forms a pair of counter-monotonic rvs (with cdf constructed by the Fréchet lower bound). One observes that for negative dependence, the mass is mostly uniform on the unit cube; this is a consequence of moderate dependence from the FGM copula. However, when \(p \leq 0.5\), there is less mass near the coordinate \((1, 1)\), while for \(p \geq 0.5\), there is less mass near the coordinate \((0, 0)\).
5 Family of exchangeable GFGM copulas

Up to this point, we have investigated a new family of copulas based on a stochastic representation of random vectors with uniform margins. We have discussed the effect of the parameter $p$ on the shape of dependence. However, we have not investigated how to construct pmfs for $I$ with given margins, unless in the bivariate case.

Since the class of $d$-variate Bernoulli distributions with given margins is large, it will be more practical for model construction and for applications to consider subfamilies of multivariate Bernoulli distributions in order to construct copulas. Many subfamilies of multivariate Bernoulli distributions are useful within high-dimensional modelling (see, e.g., Sections 7.1 and 8.1.2 of [Joe, 1997] for some examples, or [Jiang et al., 2021] for a set of dependence structures which lead to efficient high-dimensional simulation procedures). In this section, we explore some properties of the subclass of $C^{GFGM}$ that corresponds to exchangeable dependence structures; we will denote this subclass as $C^{eGFGM}$.
Figure 4: Heatmaps for density functions associated to the minimal dependence structure.

5.1 Extremal points

Fix some probability $p \in (0, 1)$ and let $N_d$ be a rv defined as $I_1 + \cdots + I_d$. Further, define $N_d$ as the class of univariate pmfs for rvs with support $\{0, 1, \ldots, d\}$ and mean $pd$. The authors of [Fontana et al., 2021] prove a one-to-one correspondence between the class of pmfs for exchangeable Bernoulli random vectors with fixed mean $p$ and $N_d$. As explained in [Blier-Wong et al., 2022b], extremal points of pmfs for symmetric multivariate Bernoulli distributions map to extremal points for FGM copulas. This property also holds for copulas in $C_{\text{eGFGM}}$. It follows for a given value of $p$ and $d$, any copula in $C_{\text{eGFGM}}$ can be expressed as a convex combination of extremal copulas of $C_{\text{eGFGM}}$. Further, the following proposition, adapted from [Fontana et al., 2021], provides an explicit method to obtain the extremal copulas.
Proposition 5. The pmfs of the rvs \( N_d \) corresponding to the extremal points of \( \mathcal{N}_d \) are

\[
\Pr(N_d = k) = \begin{cases} 
\frac{j_2 - pd}{j_2 - j_1}, & k = j_1, \\
\frac{pd - j_1}{j_2 - j_1}, & k = j_2, \\
0, & \text{Otherwise}
\end{cases}
\]

with \( j_1 \in \{0, 1, \ldots, j^*_1 \} \) and \( j_2 \in \{j^*_2, j^*_2 + 1, \ldots, d \} \), where \( j^*_1 < pd < j^*_2 \). If \( pd \) is integer, the extreme points also contain the degenerate rv at \( k = pd \).

5.2 Extreme negative dependence

Within the subfamily of exchangeable copulas constructed from exchangeable multivariate Bernoulli and Coxian-2 distributions, it is possible to identify the dependence structure which leads to the lower bound under the supermodular order. Let \( I^- = (I_1^-, \ldots, I_d^-) \) be a random vector with pmf

\[
\Pr(I_1^- = i_1, \ldots, I_d^- = i_d) = \begin{cases} 
\frac{(j_2^* - dp)(d^*)}{j_2^* - j_1^*}^{-1}, & \text{if } \sum_{j=1}^d i_j = j^*_1 \text{ and } pd \text{ is not integer} \\
\frac{(dp - j_1^*)}{d^*}^{-1}, & \text{if } \sum_{j=1}^d i_j = j^*_2 \text{ and } pd \text{ is not integer} \\
\frac{(d)}{pd}^{-1}, & \text{if } \sum_{j=1}^d i_j = pd \text{ and } pd \text{ is integer} \\
0, & \text{Otherwise}
\end{cases}
\]

Then, for any exchangeable Bernoulli random vector \( I \), it holds that \( I^- \preceq_{sm} I \preceq_{sm} I^c \). It follows from Theorem 3 that the exchangeable random vector with representation as in (14) corresponding to the lower bound under the supermodular order, denoted as \( \mathbf{U}^{END} \), is \( \mathbf{U}^{END} = \mathbf{U}_0^{1-p} \mathbf{U}_1^- \).

Proposition 6. Let \( U \) be an exchangeable random vector with representation as in (14). If \( pd \) is not an integer, then the minimal values of \( \rho^L \) and \( \rho^U \) are

\[
\rho^L \left( \mathbf{U}^{END} \right) = \frac{d - 1}{2^d - d - 1} \left[ \left( \frac{2(1-p)}{2-p} \right)^d \left( \frac{3 - 2p}{2 - 2p} \right)^{j^*_1} \left( j + 1 - pd + \frac{(3 - 2p)(pd - j)}{2 - 2p} \right) - 1 \right]
\]

and

\[
\rho^U \left( \mathbf{U}^{END} \right) = \frac{d - 1}{2^d - d - 1} \left[ \frac{2^d - j^*_1}{(2-p)^d} \left( j^*_1 + pd - 1 \right) - 1 \right].
\]

If \( pd \) is an integer, then the minimal values of \( \rho^L \) and \( \rho^U \) are

\[
\rho^L \left( \mathbf{U}^{END} \right) = \frac{d - 1}{2^d - d - 1} \left[ \left( \frac{3 - 2p}{2 - 2p} \right)^{j^*_1} \left( \frac{1-p}{2-p} \right)^d - 1 \right]
\]

and

\[
\rho^U \left( \mathbf{U}^{END} \right) = \frac{d - 1}{2^d - d - 1} \left[ \left( \frac{1-p}{2-p} \right)^d - 1 \right]
\]

In Tables 5 and 6 of Appendix A, we provide the values of \( \rho^L \) and \( \rho^U \) for the random vector \( \mathbf{U}^{END} \), with different values of \( p \) and \( d \).
5.3 Mixture construction

We close this section by proposing a simple method to construct high-dimensional exchangeable copulas based on Bernoulli and Coxian-2 distributions. Let $\Lambda$ be a rv with support on the unit interval. We define the pmf of $I$ using the mixture construction

$$f_I(i) = \int_0^1 \lambda^i (1 - \lambda)^{d-i} \, dF_\Lambda(\lambda), \quad \text{(33)}$$

where $i = i_1 + \cdots + i_d$, for $i \in \{0, 1\}^d$. The classical result from [De Finetti, 1929] states that if $I$ is sampled from an infinite sequence of exchangeable Bernoulli rvs, there exists a rv $\Lambda$ such that (33) holds. Within this construction, the value of $p$ is given by $E[\Lambda]$.

**Proposition 7.** Let $\Lambda$ be a rv with support in $[0, 1]$ and let $p = E[\Lambda]$. Let $I$ be a random vector with pmf as defined in (33). Further, let $U$ be a random vector with a stochastic representation $U_0 \sim U_1^I$. Then, the copula associated with the cdf of $U$ is

$$C(u) = E\left[\prod_{m=1}^d \left(u_m^{(1-p)-1} - \frac{\Lambda}{p} \left\{ u_m^{(1-p)-1} - u \right\} \right)\right]$$

$$= \prod_{m=1}^d u_m^{(1-p)-1} \left( 1 + \sum_{k=1}^d (-1)^k \mathop{\sum}_{1 \leq j_1 < \cdots < j_k \leq d} \frac{E[\Lambda^k]}{p^k} \left( 1 - u_{j_1}^{-\frac{\alpha}{\beta}} \right) \cdots \left( 1 - u_{j_k}^{-\frac{\alpha}{\beta}} \right) \right),$$

for $u \in [0, 1]^d$.

From the previous proposition, we present a subfamily of eGFGM copulas constructed with beta distributions.

**Example 1.** Let $\Lambda \sim Beta(\alpha, \beta)$, for $\alpha > 0$ and $\beta > 0$. Then, we have $p = \alpha/(\alpha + \beta)$ and the copula becomes

$$C(u) = \prod_{m=1}^d u_m \left( 1 + \sum_{k=1}^d \mathop{\sum}_{1 \leq j_1 < \cdots < j_k \leq d} \mathop{E}\left[ \left( \frac{(\alpha + \beta)\Lambda - \alpha}{\alpha} \right)^k \left( 1 + \frac{\alpha}{\beta} \right) \left( 1 - u_{j_1}^{\frac{\alpha}{\beta}} \right) \cdots \left( 1 - u_{j_k}^{\frac{\alpha}{\beta}} \right) \right] \right).$$

6 Conclusion

In this paper, we explore a new family of copulas constructed with multivariate Bernoulli and Coxian-2 distributions. This family extends FGM copulas, enabling stronger dependence and asymmetry between margins. This family of copulas is constructed with a stochastic representation, such that high-dimensional generalizations are simple.

In two dimensions, we recover one of the Huang-Kotz FGM copulas when $p_1 = p_2$, and one of the modified asymmetric Huang-Kotz FGM copulas when $p_1 \neq p_2$. Therefore, another contribution of this paper is to propose a stochastic representation of (modified asymmetric) Huang-Kotz FGM copulas. Further, the class $C^{GFGM}$ naturally extends the (modified asymmetric) Huang-Kotz FGM copulas. In the same spirit, it will be useful to find a stochastic representation of the second family of Huang-Kotz copulas, whose expression is

$$C(u, v) = uv \left( 1 + a \left( 1 - u \right)^b \left( 1 - v \right)^b \right),$$
for \((u,v) \in [0,1]^d\), for \(-1 \leq a \leq [(p+1)/(p-1)]^{b-1}\) and \(p > 1\).

Coxian-2 distributions are special cases of phase-type distributions with two phases. Just as Bernstein copulas extend FGM copulas, further research involves extending the copula proposed in this paper to more general phase-type distributions.
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A Values of multivarite association measures

| \(d\) | 2   | 3   | 5   | 8   | 10  | 15  | 20  | 50  | 100 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.1  | 0.0748 | 0.0853 | 0.0881 | 0.0659 | 0.0473 | 0.0161 | 0.0047 | 0.0000 | 0.0000 |
| 0.2  | 0.1481 | 0.1646 | 0.1619 | 0.1130 | 0.0777 | 0.0239 | 0.0062 | 0.0000 | 0.0000 |
| 0.3  | 0.2180 | 0.2351 | 0.2187 | 0.1414 | 0.0927 | 0.0254 | 0.0059 | 0.0000 | 0.0000 |
| 0.4  | 0.2812 | 0.2930 | 0.2558 | 0.1520 | 0.0944 | 0.0227 | 0.0047 | 0.0000 | 0.0000 |
| 0.5  | 0.3333 | 0.3333 | 0.2707 | 0.1463 | 0.0856 | 0.0178 | 0.0031 | 0.0000 | 0.0000 |
| 0.6  | 0.3675 | 0.3499 | 0.2613 | 0.1270 | 0.0696 | 0.0122 | 0.0018 | 0.0000 | 0.0000 |
| 0.7  | 0.3728 | 0.3345 | 0.2269 | 0.0979 | 0.0498 | 0.0072 | 0.0009 | 0.0000 | 0.0000 |
| 0.8  | 0.3333 | 0.2778 | 0.1684 | 0.0636 | 0.0297 | 0.0035 | 0.0003 | 0.0000 | 0.0000 |
| 0.9  | 0.2231 | 0.1690 | 0.0901 | 0.0293 | 0.0125 | 0.0011 | 0.0001 | 0.0000 | 0.0000 |

Table 1: Maximal values of \(\rho^{cL}\) for \(d\)-variate copulas \(C \in \mathcal{C}^{GFGM(p)}\) for different values of \(p\) and \(d\).

| \(d\) | 2   | 3   | 5   | 8   | 10  | 15  | 20  | 50  | 100 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0.1  | 0.0748 | 0.0643 | 0.0386 | 0.0130 | 0.0055 | 0.0005 | 0.0000 | 0.0000 | 0.0000 |
| 0.2  | 0.1481 | 0.1317 | 0.0843 | 0.0313 | 0.0141 | 0.0014 | 0.0001 | 0.0000 | 0.0000 |
| 0.3  | 0.2180 | 0.2009 | 0.1382 | 0.0573 | 0.0278 | 0.0034 | 0.0003 | 0.0000 | 0.0000 |
| 0.4  | 0.2812 | 0.2695 | 0.2006 | 0.0942 | 0.0499 | 0.0078 | 0.0010 | 0.0000 | 0.0000 |
| 0.5  | 0.3333 | 0.3333 | 0.2707 | 0.1463 | 0.0856 | 0.0178 | 0.0031 | 0.0000 | 0.0000 |
| 0.6  | 0.3673 | 0.3848 | 0.3442 | 0.2179 | 0.1431 | 0.0407 | 0.0100 | 0.0000 | 0.0000 |
| 0.7  | 0.3728 | 0.4110 | 0.4094 | 0.3097 | 0.2317 | 0.0933 | 0.0331 | 0.0000 | 0.0000 |
| 0.8  | 0.3333 | 0.3889 | 0.4370 | 0.4042 | 0.3497 | 0.2073 | 0.1095 | 0.0011 | 0.0000 |
| 0.9  | 0.2231 | 0.2772 | 0.3567 | 0.4140 | 0.4216 | 0.3828 | 0.3121 | 0.0434 | 0.0007 |

Table 2: Maximal values of \(\rho^{cU}\) for \(d\)-variate copulas \(C \in \mathcal{C}^{GFGM(p)}\) for different values of \(p\) and \(d\).
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