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Abstract. With the rapid development of cloud computing, various network attack methods are becoming more advanced, and the attack speed is getting faster. Traditional security protection solutions can no longer adapt to new network attacks, bringing significant challenges to security protection in virtualized network environments such as cloud computing. Based on these problems, this paper proposes a dynamic calling mechanism of security functions for software-defined security based on software-defined network technology. This mechanism defined the strategies of dynamically scheduling of virtual security service nodes in the virtualized network environment. The strategies describe the network's data flow and virtual security devices by extending the attribute-based access control policy model. It can dynamically construct the mapping relationship between network flow and virtual security devices according to users' security requirements, thus forming a personalized security service chain for specific network flows. This mechanism can protect the "north-south" network flow at the IoT edge agent according to the user security business requirements.

1. Introduction
With the advent of the mobile office era, the traditional data center based on server unified management began to transform into a large-scale cloud computing and cloud storage center. The security service chain of traditional network pulls the network data flow meeting specific attributes through the service sequence composed of multiple business function service nodes to provide malicious attack protection. However, the traditional network service chain is closely combined with the physical network topology, and hardware security devices are serially connected to the network flow path through manual configuration of various protection strategies, which leads to large coupling degree between devices, serious topology dependence and rigid security protection scope, which makes it difficult to meet the requirements of rapid business iteration in cloud computing environment.

The emergence of SDN, Software Defined Networking) technology has laid the foundation for realizing the fine-grained access control strategy based on "data flow". In SDN network based on OpenFlow protocol, the forwarding operation of network flow no longer depends on the forwarding tables of layer 2 and layer 3 of traditional network elements, but is completed by the controller of control plane and the switch of data forwarding layer, and the controller and switch communicate through the southbound protocol OpenFlow protocol [2]. SDN architecture based on OpenFlow protocol has good programmability and openness, which can conveniently achieve the goal of automatically and flexibly pulling network data flow through multiple security business function service nodes for detection and protection. The architecture decouples the control plane and data plane of network security devices. The bottom layer virtualizes the traditional hardware security devices and pools resources through Network
Function Virtualization (NFV) technology to form a unified security resource pool. The top layer defines and describes the network data flow in a fine-grained manner by software definition, and redirects the target network data flow to the security service sequence composed of multiple virtual security devices for security protection, to realize flexible scheduling of network flow and flexible deployment of security devices [3]. Therefore, the software-defined security architecture provides a new idea for building a fast, flexible and automated security protection mechanism in the cloud environment.

The work of this paper mainly solves the following problems: firstly, how to build a security service chain policy for users by extending the attribute-based access control policy model, and arrange virtual security devices according to priority to solve policy conflicts; Secondly, how to realize the virtual security device instance with the smallest real-time load to join the security service chain is solved to avoid the single point failure of the security device; finally, it studies how to implement the routing engine mechanism by extending SDN controller to accomplish traffic redirection. The main contributions of this paper are as follows:

• Solve the policy conflict problem caused by fine-grained access control and complex network flow attributes, and study how to ensure the correct implementation of user policies to meet the diverse security business needs of users. Through research, the effective arrangement method of virtual security devices is put forward to ensure the correct implementation of the policy.
• To balance the load of the same type of virtual security devices and solve the optimization problem of security resource scheduling, this paper studies how to complete the evaluation of security resource scheduling based on the real-time load of virtual security devices. Through research, this paper puts forward a security resource scheduling mechanism and algorithm which can make full use of the load (CPU utilization rate, memory utilization rate) of virtual security equipment and avoid single point failure of security equipment.
• To solve the problem of network flow redirection, the path calculation and flow table issuing mechanism of SDN controller are analysed, and the flow table automatic generation and update mechanism of network flow redirection is designed, to realize the function of pulling network flow for security detection in turn according to the arrangement order of virtual security devices.

In this paper, the Minijet network simulation tool and Linux image are used to build a virtualized network environment, and build a secure resource pool to complete the test of the security service chain automatic arrangement and deployment framework. It is vital that you do not add any headers, footers or page numbers to your paper; these will be added during the production process at IOP Publishing (this is why the Header and Footer margins are set to 0 cm in table 1).

2. Overall Framework
Software Defined Security (SDS) refers to the technical idea of separating control and forwarding from SDN, decoupling traditional hardware security devices into standard universal hardware and security software functions, and opening programmable interfaces at the upper layer to realize automatic and flexible arrangement and management. The bottom layer is abstracted as a centrally managed security resource pool composed of virtualized security devices, which realizes unified registration, pool management and flexible deployment of security resources.

The main work of this paper is to propose a dynamic calling mechanism of security functions for software-defined security. This mechanism needs to automatically generate security service chain policies, dynamically arrange virtual security devices, and quickly schedule network data flow to specific virtual security device sequences to achieve the goal of security protection according to the security business requirements of upper-level users. The mechanism consists of three parts: the security service chain policy conflict decision node, the security resource scheduling node and the SDN controller. The policy conflict decision node is responsible for building a security service chain policy for users' security needs and making policy conflict decisions; The security resource scheduling node is responsible for managing the resource usage of virtual security devices in the security resource pool and selecting suitable virtual security device instances for the security service chain strategy; SDN controller
manages and monitors network topology from a global perspective, and realizes network flow redirection function according to policies. The overall architecture is shown in Figure 1.

Figure 1 An automatic scheduling framework of security service chain based on SDN/NFV.

3. Security Service Chain

3.1. Description of Security Service Chain Policy
The description of security requirements is the basis and premise of automatic arrangement and deployment of security service chain. Attribute-based access control model (ABAC) provides dynamic permission allocation and more fine-grained access control in complex information systems, with good flexibility and scalability [14]. To describe the network flows and virtual security devices in SDN environment, the mapping relationship between them is constructed, and the personalized security service chain for specific network flows is formed. This paper describes the user's security business requirements by extending the ABAC policy model, and then constructs the security service chain policy. Each security business requirement of users can be described as a policy, and each policy can build a security service chain. The subject, object, action authority and VSA priority of virtual security equipment can be shaped.

The policy syntax tree is shown in Figure 2.

Figure 2 Policy syntax tree

3.2. Policy Conflict Decision Algorithm
Security service chain policy constructs the mapping relationship between network flow and VSA sequence of virtual security devices. To ensure the correct implementation of all security service chain policies and make network flow correctly protected by VSA sequence of virtual security devices corresponding to security service chain policies, it is necessary to establish a complete policy conflict decision-making mechanism. Therefore, priority is adopted to dynamically and reasonably arrange the
VSA sequences of virtual security devices in the policy action authority of the security service chain to solve the policy conflicts and meet the diverse security business requirements of users.

Policy conflict decision algorithm: after the policy conflict decision node constructs the security service chain policy for the user's security business requirements, firstly, the SDN controller retrieves the current flow rules including the network flow corresponding to the 12 tuples in the newly constructed security service chain policy, and deletes them to trigger the Packet-in message. Then, the policy conflict decision node listens to all Packet-in messages received by the controller, reconstructs corresponding security service chain policies for all network flows described by these messages in turn, and updates the implementer of the policies as the security resource scheduling node (the policies are reconstructed from the security service chain policies issued by users, and then deleted after being processed and converted into flow rules in turn by the security resource scheduling node and SDN controller), so as to solve the policy conflict problem.

3.3. Secure resource scheduling algorithm
The default Forwarding module of SDN controller listens to the Packet-in message and calculates a forwarding route from A to B based on the source and destination address information of the packet. To realize the traffic redirection function, that is, to drag the network flow from A to B to C, this paper extends the controller to design the routing engine mechanism to realize the traffic redirection operation. The routing engine receives and parses the security service chain policy sent by the security resource scheduling node, generates flow rules in turn and sends them to the switch for traffic redirection operation, and then deletes the security service chain policy. In this paper, all the flow rules sent by the controller are stored to facilitate the execution of the flow rule deletion operation.

3.3.1. Secure The construction of security service chain
Security service chain is described by policies, and each policy can be constructed as a security service chain. For example, when defending against DDoS attacks, users need to build a policy to schedule network flows to pass through Web protection equipment WAF and traffic cleaning equipment ADS in turn to form fine-grained security protection. The security service chain corresponding to this policy can be formally expressed as follows:

$$ServiceChain = [(Src, D1, D2, Dst)] | D1 \in D, D2 \in D$$  \hspace{1cm} (1)

In the actual network flow forwarding route, it can be divided into 1, 1, 2, 2 and 3 forwarding routes. Then yes, there are:

$$Path = [PathSrc, D1, PathD1, D2, ..., PathDn, Dst]$$ \hspace{1cm} (2)

Among them, it is the network flow forwarding route of the current security service chain, and forwarding routes are generated according to the VSA priority of virtual security devices from big to small, and forwarding routes exist between adjacent virtual security devices.

3.3.2. Secure The construction of security service chain
The routing engine receives the security service chain policy. First, it extracts the source host src_ip, destination host dst_ip and all security device instances D1, D2, D3, ..., Dn, information to provide parameter information for routing calculation. Routing engine generates network flow forwarding routes in the following two situations:

- If the number of VSA sequences of the virtual security device in the security service chain policy is 1. Firstly, the network flow forwarding route from the source host src_ip to the flow entrance of the VSA instance of the virtual security device is calculated; Then calculate the network flow forwarding route from the traffic outlet of the virtual security device VSA instance to the destination host.
- If the number of VSA sequences of virtual security devices in the security service chain policy is greater than 1. Firstly, the forwarding routes inside the VSA sequences of virtual security devices are calculated in order of priority from big to small, such as Path(D1,D2), Path(D2,D3) etc. Then, the forwarding route from the source host to the first instance (i.e., the instance with the highest priority) in
the VSA sequence of the virtual security device is calculated. Finally, calculate the forwarding route from the traffic outlet of the last VSA instance (that is, the instance with the lowest priority) to the destination host \(\text{dst}_{i,p}\).

4. EXPERIMENT AND EVALUATION

4.1. Experimental environment

To more reasonably verify the effectiveness and flexibility of the security protection of the SDN/NFV-based security service chain automatic arrangement and deployment framework in the virtualized environment, a virtualized network environment hosted on Intel Xeon 2.00GHz 132GB RAM physical server is built, and its network topology is shown in the following figure 3. The network topology has a good representative significance. On the one hand, the "north-south" and "east-west" traffic communication in the cloud environment is abstracted as the communication among hosts H1, H2 and H3, and OVS1 is used as the border switch for accessing the cloud environment as a secure resource pool, thus simplifying the complex network structure of OpenStack cloud computing environment. On the other hand, the security resource pool constructed by eight OpenFlow switches and four virtual security devices is also convenient to verify the security service chain automatic arrangement and deployment framework proposed in this paper.

4.2. Analysis of results

In the experiment, both hosts H1 and H2 keep pinging host H3, and at the same time, tcp packets with port 81 are continuously sent to host H3 through the network performance testing tool Iperf at a certain request rate, and then the above four security service chain policies are issued in turn through the northbound interface of the security service chain framework. Among them, Mininet has its own Iperf tool, and Iperf client can continuously send udp and tcp packets to the server.

- During initialization, when there is no security service chain policy in the network, after receiving these network flow requests, the switch OVS1 encapsulates their first data packet as a Packet-in message and requests the controller to establish dynamic flow rules. Therefore, hosts H1, H2 and H3 communicate normally. To better present the forwarding route of network flow, the actual forwarding route of network flow is presented in the form of schematic diagram below, the result of port packet capture of host H3 is shown in Figure 4.

![Figure 3 Network topology of experiment](image-url)
First, policy 1 is issued through the northbound interface of the security service chain. Since the forwarding flow rules of host H1's ping and tcp requested network flow are all included in the object domain of policy 1, these flow rules are deleted first, and then the security service chain strategy is reconstructed for host H1's ping and tcp network flow, which is first pulled to FW and then sent to host H3. The forwarding route of host H2 remains unchanged. The FW entry port packet capture record is shown in Figure 5.

5. Conclusion
With the rapid development of cloud computing, various network attack methods are becoming more advanced and the attack speed is getting faster. Traditional security protection solutions can no longer adapt to new network attacks, which brings great challenges to security protection in virtualized network environments such as cloud computing. In view of the above problems, this paper proposes a dynamic calling mechanism of security functions for software-defined security based on software-defined network technology. This mechanism studies the strategy of dynamically arranging virtual security service nodes in virtualized network environment, describes the data flow and virtual security devices in the network by extending the attribute-based access control policy model, and dynamically constructs the mapping relationship between network flow and virtual security devices according to users' security requirements, thus forming a personalized security service chain for specific network flows. Aiming at the "north-south" and "east-west" security protection problems of cloud platform, this mechanism is verified and tested by experiments in the process of automatic arrangement and deployment of security service chain framework in virtualized environment. It is verified that this mechanism can realize "north-south" network flow protection at the edge IoT agent, and realize flexible and rapid deployment according to user security business requirements.
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