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Abstract—We study automated intrusion prevention using reinforcement learning. In a novel approach, we formulate the problem of intrusion prevention as an optimal stopping problem. This formulation allows us insight into the structure of the optimal policies, which turn out to be threshold based. Since the computation of the optimal defender policy using dynamic programming is not feasible for practical cases, we approximate the optimal policy through reinforcement learning in a simulation environment. To define the dynamics of the simulation, we emulate the target infrastructure and collect measurements. Our evaluations show that the learned policies are close to optimal and that they indeed can be expressed using thresholds.
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I. INTRODUCTION

An organization’s security strategy has traditionally been defined, implemented, and updated by domain experts [1]. Although this approach can provide basic security for an organization’s communication and computing infrastructure, a growing concern is that infrastructure update cycles become shorter and attacks increase in sophistication. Consequently, the security requirements become increasingly difficult to meet. As a response, significant efforts are made to automate security processes and functions. Over the last years, research directions emerged to automatically find and update security policies. One such direction aims at automating the creation of threat models for a given infrastructure [2]. A second direction focuses on evolutionary processes that produce novel exploits and corresponding defenses [3]. In a third direction, the interaction between an attacker and a defender is modeled as a game, which allows attack and defense policies to be analyzed and sometimes constructed using game theory [4], [5]. In a fourth direction, statistical tests are used to detect attacks [6]. Further, the evolution of an infrastructure and the actions of a defender is studied using the framework of dynamical systems. This framework allows optimal policies to be obtained using methods from control theory [7] or dynamic programming [8], [9]. In all of the above directions, machine learning techniques are often applied to estimate model parameters and policies [10], [11].

Many activities center around modeling the infrastructure as a discrete-time dynamical system in the form of a Markov Decision Process (MDP). Here, the possible actions of the defender are defined by the action space of the MDP, the defender policy is determined by the actions that the defender takes in different states, and the security objective is encoded in the reward function, which the defender tries to optimize.

To find the optimal policy in an MDP, two main methods are used: dynamic programming and reinforcement learning. The advantage of dynamic programming is that it has a strong theoretical grounding and oftentimes allows to derive properties of the optimal policy [12], [13]. The disadvantage is that it requires complete knowledge of the MDP, including the transition probabilities. In addition, the computational overhead is high, which makes it infeasible to compute the optimal policy for all but simple configurations [14], [15], [8]. Alternatively, reinforcement learning enables learning the dynamics of the model through exploration. With the reinforcement learning approach, it is often possible to compute close approximations of the optimal policy for non-trivial configurations [10], [15], [14], [16]. As a drawback, however, theoretical insights into the structure of the optimal policy generally remain elusive.

In this paper, we study an intrusion prevention use case that involves the IT infrastructure of an organization. The operator of this infrastructure, which we call the defender, takes measures to protect it against a possible attacker while, at the same time, providing a service to a client population. The infrastructure includes a public gateway through which the clients access the service and which also is open to a plausible attacker. The attacker decides when to start an intrusion and then executes a sequence of actions that includes reconnaissance and exploits. Conversely, the defender aims at preventing intrusions and maintaining the service to its clients. It monitors the infrastructure and can block outside access to the gateway, an action that disrupts the service but stops any ongoing intrusion. What makes the task of the defender difficult is the fact that it lacks direct knowledge of the attacker’s actions and must infer that an intrusion occurs from monitoring data.

We study the use case within the framework of discrete-time dynamical systems. Specifically, we formulate the problem of finding an optimal defender policy as an optimal stopping problem, where stopping refers to blocking access to the gate-
way. Optimal stopping is frequently used to model problems in the fields of finance and communication systems [17], [18], [6], [19]. To the best of our knowledge, finding an intrusion prevention policy through solving an optimal stopping problem is a novel approach.

By formulating intrusion prevention as an optimal stopping problem, we know from the theory of dynamic programming that the optimal policy can be expressed through a threshold that is obtained from observations, i.e. from infrastructure measurements [13], [12]. This contrasts with prior works that formulate the problem using a general MDP, which does not allow insight into the structure of optimal policies [10], [11], [20], [21].

To account for the fact that the defender only has access to a limited number of measurements and cannot directly observe the attacker, we model the optimal stopping problem with a Partially Observed Markov Decision Process (POMDP). We obtain the defender policies by simulating a series of POMDP episodes in which an intrusion takes place and where the defender continuously updates its policy based on outcomes of previous episodes. To update the policy, we use a state-of-the-art reinforcement learning algorithm. This approach enables us to find effective defender policies despite the uncertainty about the attacker’s behavior and despite the large state space of the model.

We validate our approach to intrusion prevention for a non-trivial infrastructure configuration and two attacker profiles. Through extensive simulation, we demonstrate that the learned defender policies indeed are threshold based, that they converge quickly, and that they are close to optimal.

We make two contributions with this paper. First, we formulate the problem of intrusion prevention as a problem of optimal stopping. This novel approach allows us a) to derive properties of the optimal defender policy using results from dynamic programming and b) to use reinforcement learning techniques to approximate the optimal policy for a non-trivial configuration. Second, we instantiate the simulation model with measurements collected from an emulation of the target infrastructure, which reduces the assumptions needed to construct the simulation model and narrows the gap between a simulation episode and a scenario playing out in a real system. This addresses a limitation of related work that rely on abstract assumptions to construct the simulation model [10], [11], [20], [21].

II. THE INTRUSION PREVENTION USE CASE

We consider an intrusion prevention use case that involves the IT infrastructure of an organization. The operator of this infrastructure, which we call the defender, takes measures to protect it against an attacker while, at the same time, providing a service to a client population (Fig. 1). The infrastructure includes a set of servers that run the service and an intrusion detection system (IDS) that logs events in real-time. Clients access the service through a public gateway, which also is open to the attacker.

Fig. 1: The IT infrastructure and the actors in the use case.

We assume that the attacker intrudes into the infrastructure through the gateway, performs reconnaissance, and exploits found vulnerabilities, while the defender continuously monitors the infrastructure through accessing and analyzing IDS statistics and login attempts at the servers. The defender has a single action to stop the attacker, which involves blocking all outside access to the gateway. As a consequence of this action, the service as well as any ongoing intrusion are disrupted.

When deciding whether to block the gateway, the defender must balance two objectives: to maintain the service to its clients and to keep a possible attacker out of the infrastructure. The optimal policy for the defender is to maintain service until the moment when the attacker enters through the gateway, at which time the gateway must be blocked. The challenge for the defender is to identify the precise time when this moment occurs.

In this work, we model the attacker as an agent that starts the intrusion at a random point in time and then takes a predefined sequence of actions, which includes reconnaissance to explore the infrastructure and exploits to compromise the servers.

We study the use case from the defender’s perspective. The evolution of the system state and the actions by the defender are modeled with a discrete-time Partially Observed Markov Decision Process (POMDP). The reward function of this process encodes the benefit of maintaining service and the loss of being intruded. Finding an optimal defender policy thus means maximizing the expected reward. To find an optimal policy, we solve an optimal stopping problem, where the stopping action refers to blocking the gateway.

III. THEORETICAL BACKGROUND

This section contains background information on Markov decision processes, reinforcement learning, and optimal stopping.

![Diagram of the IT infrastructure and actors in the use case.](image-url)
A. Markov Decision Processes

A Markov Decision Process (MDP) models the control of a discrete-time dynamical system and is defined by a seven-tuple \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, \mathcal{P}^{a_t}_{s_t, s_{t+1}}, \mathcal{R}^{a_t}_{s_t, s_{t+1}}, \gamma, \rho_1, T) \) [22, 23]. \( \mathcal{S} \) denotes the set of states and \( \mathcal{A} \) denotes the set of actions. \( \mathcal{P}^{a_t}_{s_t, s_{t+1}} \) refers to the probability of transitioning from state \( s_t \) to state \( s_{t+1} \) when taking action \( a_t \) (Eq. 1), which has the Markov property \( \mathcal{P}[s_{t+1}|s_t, a_t] = \mathcal{P}[s_{t+1}|s_t] \). Similarly, \( \mathcal{R}^{a_t}_{s_t, s_{t+1}} \in \mathbb{R} \) is the expected reward when taking action \( a_t \) and transitioning from state \( s_t \) to state \( s_{t+1} \) (Eq. 2). If \( \mathcal{P}^{a_t}_{s_t, s_{t+1}} \) and \( \mathcal{R}^{a_t}_{s_t, s_{t+1}} \) are independent of the time-step \( t \), the MDP is said to be stationary. Finally, \( \gamma \in (0, 1) \) is the discount factor, \( \rho_1 : \mathcal{S} \rightarrow [0, 1] \) is the initial state distribution, and \( T \) is the time horizon.

\[
\begin{align*}
\mathcal{P}^{a_t}_{s_t, s_{t+1}} &= \mathbb{P}[s_{t+1}|s_t, a_t] \quad (1) \\
\mathcal{R}^{a_t}_{s_t, s_{t+1}} &= \mathbb{E}[r_{t+1}|a_t, s_t, s_{t+1}] \quad (2)
\end{align*}
\]

The system evolves in discrete time-steps from \( t = 1 \) to \( t = T \), which constitute one episode of the system.

A Partially Observed Markov Decision Process (POMDP) is an extension of an MDP [24, 13]. In contrast to an MDP, in a POMDP the states are not directly observable. A POMDP is defined by a nine-tuple \( \mathcal{M}_P = (\mathcal{S}, \mathcal{A}, \mathcal{P}^{a_t}_{s_t, s_{t+1}}, \mathcal{R}^{a_t}_{s_t, s_{t+1}}, \gamma, \rho_1, T, \mathcal{O}, \mathcal{Z}) \). The first seven elements define an MDP: \( \mathcal{O} \) denotes the set of observations and \( \mathcal{Z}(\alpha_{t+1}, s_{t+1}, a_t) = \mathbb{P}[\alpha_{t+1}|s_{t+1}, a_t] \) is the observation function, where \( \alpha_{t+1} \in \mathcal{O}, s_{t+1} \in \mathcal{S}, \) and \( a_t \in \mathcal{A} \).

The belief state \( b_t \in \mathcal{B} \) is defined as \( b_t(s) = \mathbb{P}[s_t = s|h_t] \) for all \( s \in \mathcal{S} \). The belief function \( \mathcal{B} = \Delta(\mathcal{S}) \) is the set of probability distributions over \( S \). \( b_t \) is a sufficient statistic of the state \( s_t \) based on the history \( h_t \) of the initial state distribution, the actions, and the observations: \( h_t = (\rho_1, a_1, o_1, \ldots, a_{t-1}, o_t) \in \mathcal{H} \). By defining the state at time \( t \) to be the belief state \( b_t \), a POMDP can be formulated as a continuous-state MDP: \( \mathcal{M} = (\mathcal{B}, \mathcal{A}, \mathcal{P}^{a_t}_{b_t, b_{t+1}}, \mathcal{R}^{a_t}_{b_t, b_{t+1}}, \gamma, \rho_1, T) \).

The belief state can be computed recursively as follows [13]:

\[
b_{t+1}(s_{t+1}) = C \mathcal{Z}(\alpha_{t+1}, s_{t+1}, a_t) \sum_{s_t \in \mathcal{S}} \mathcal{P}^{a_t}_{s_t, s_{t+1}} b_t(s_t) \quad (3)
\]

where \( C = 1/\sum_{s_t \in \mathcal{S}} \mathcal{Z}(\alpha_{t+1}, s_{t+1}, a_t) \sum_{s_t \in \mathcal{S}} \mathcal{P}^{a_t}_{s_t, s_{t+1}} b_t(s_t) \) is a normalizing factor independent of \( s_{t+1} \) to make \( b_{t+1} \) sum to 1.

B. The Reinforcement Learning Problem

Reinforcement learning deals with the problem of choosing a sequence of actions for a sequentially observed state variable to maximize a reward function [14, 16]. This problem can be modeled with an MDP if the state space is observable, or with a POMDP if the state space is not fully observable.

In the context of an MDP, a policy is defined as a function \( \pi : \{1, \ldots, T\} \times \mathcal{S} \rightarrow \Delta(\mathcal{A}) \), where \( \Delta(\mathcal{A}) \) denotes the set of probability distributions over \( \mathcal{A} \). In the case of a POMDP, a policy is defined as a function \( \pi : \mathcal{H} \rightarrow \Delta(\mathcal{A}) \), or, alternatively, as a function \( \pi : \{1, \ldots, T\} \times \mathcal{B} \rightarrow \Delta(\mathcal{A}) \). In both cases, a policy is called stationary if it is independent of the time-step \( t \).

An optimal policy \( \pi^* \) is a policy that maximizes the expected discounted cumulative reward over the time horizon \( T \):

\[
\pi^* = \arg\max_{\pi \in \Pi} \mathbb{E}_\pi \left[ \sum_{t=1}^{T} \gamma^{t-1} r_t \right] \quad (4)
\]

where \( \Pi \) is the policy space, \( \gamma \) is the discount factor, \( r_t \) is the reward at time \( t \), and \( \mathbb{E}_\pi \) denotes the expectation under \( \pi \).

It is well known that optimal deterministic policies exist for MDPs and POMDPs with finite state and action spaces [23, 13]. Further, for stationary MDPs and POMDPs with infinite or random time-horizons, optimal stationary policies exist [23, 13].

The Bellman equations relate any optimal policy \( \pi^* \) to the two value functions \( V^* : \mathcal{S} \rightarrow \mathbb{R} \) and \( Q^* : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R} \), where \( \mathcal{S} \) and \( \mathcal{A} \) are state and action spaces of an MDP [27]:

\[
V^*(s_t) = \max_{a_t \in \mathcal{A}} \mathbb{E}[r_{t+1} + \gamma V^*(s_{t+1})|s_t, a_t] \quad (5)
\]

\[
Q^*(s_t, a_t) = \mathbb{E}[r_{t+1} + \gamma V^*(s_{t+1})|s_t, a_t] \quad (6)
\]

\[
\pi^*(s_t) = \arg\max_{a_t \in \mathcal{A}} Q^*(s_t, a_t) \quad (7)
\]

Here, \( V^*(s_t) \) and \( Q^*(s_t, a_t) \) denote the expected cumulative discounted reward under \( \pi^* \) for each state and state-action pair, respectively. In the case of a POMDP, the Bellman equations contain \( b_t \) instead of \( s_t \). Solving the Bellman equations (Eqs. [5, 6]) means computing the value functions from which an optimal policy can be obtained (Eq. [7]).

Two principal methods are used for finding an optimal policy in a MDP or POMDP: dynamic programming and reinforcement learning.

First, the dynamic programming method (e.g. value iteration [12, 23]) assumes complete knowledge of the seven-tuple MDP or the nine-tuple POMDP and obtains an optimal policy by solving the Bellman equations iteratively (Eq. [7]), with polynomial time-complexity per iteration for MDPs and PSPACE-complete time-complexity for POMDPs [28].

Second, the reinforcement learning method computes or approximates an optimal policy without requiring complete knowledge of the transition probabilities or observation probabilities of the MDP or POMDP. Three classes of reinforcement learning algorithms exist: value-based algorithms, which approximate solutions to the Bellman equations (e.g. Q-learning [29]); policy-based algorithms, which directly search through policy space using gradient-based methods (e.g. Proximal Policy Optimization (PPO) [30]); and model-based algorithms, which learn the transition or observation probabilities of the MDP or POMDP (e.g. Dyna-Q [16]). The three algorithm types can also be combined, e.g. through actor-critic algorithms, which are mixtures of value-based and policy-based algorithms [16]. In contrast to dynamic programming algorithms, reinforcement learning algorithms generally have no guarantees to converge to an optimal policy except for the tabular case [31, 32].
C. Markovian Optimal Stopping Problems

Optimal stopping is a classical problem in statistics with a developed theory [33], [34], [35], [12], [23]. Example applications of this problem are: selling an asset [12], detecting distribution changes [6], machine replacement [13], valuing a financial option [17], and choosing a candidate for a job (the secretary problem) [23].

Different versions of the problem can be found in the literature. Including, discrete-time and continuous time, finite horizon and infinite horizon, single-stop and multiple stops, fully observed and partially observed, independent and dependent, and Markovian and non-Markovian. Consequently, there are also different solution methods, most prominent being the martingale approach [35] and the Markovian approach [34], [12], [23]. In this paper, we consider a partially observed Markovian optimal stopping problem in discrete-time with a finite horizon and a single stop action.

A Markovian optimal stopping problem can be seen as a specific kind of MDP or POMDP where the state of the environment evolves as a discrete-time Markov process \((s_t)_{t=1}^T\) which is either fully or partially observed [23], [13]. At each time-step \(t\) of this decision process, two actions are available: “stop” and “continue”. The stop action causes the interaction with the environment to stop and yields a stopping-reward. Conversely, the continue action causes the environment to evolve to the next time-step and yields a continuation-reward. The stopping time \(τ\) is a random variable dependent on \(s_1, \ldots, s_t\) and independent of \(s_{t+1}, \ldots, s_T\) [33].

The objective is to find a stopping policy \(π(s_t) \rightarrow \{S, C\}\) that maximizes the expected reward, where \(π(s_t) = S\) indicates a stopping action. This induces the following maximization at each time-step before stopping (the Bellman equation [27]):

\[
\max \left[ E \left[ R^S_{ss' t} \right], E \left[ R^C_{ss' t} + γ V^*(s') \right] \right]
\]

To solve the maximization above, standard solution methods for MDPs and POMDPs can be applied, such as dynamic programming and reinforcement learning [12], [13]. Further, the solution can be characterized using dynamic programming theory as the least excessive (or superharmmonic) majorant of the reward function, or using martingale theory as the Snell envelope of the reward function [36], [35].

IV. Formalizing The Intrusion Prevention Use Case and Our Reinforcement Learning Approach

In this section, we first formalize the intrusion prevention use case described in Section II and then introduce our solution method. Specifically, we first define a POMDP model of the intrusion prevention use case. Then, we describe our reinforcement learning approach to approximate the optimal defender policy. Lastly, we use the theory of dynamic programming to derive the threshold property of the optimal policy.

![Fig. 2: Optimal stopping formulation of intrusion prevention; the horizontal axis represents time; \(T\) is the time horizon; the episode length is \(T - 1\); the dashed line shows the intrusion start time; the optimal policy is to stop at the time of intrusion.](image)

A. A POMDP Model of the Intrusion Prevention Use Case

We model the intrusion prevention use case as a partially observed optimal stopping problem where an intrusion starts at a geometrically distributed time and the stopping action refers to blocking the gateway (Fig. 2). This type of optimal stopping problem is often referred to as a quickest change detection problem [35], [34], [6].

To formalize this model, we use a POMDP. This model includes the state space and the observation space of the defender. It further includes the initial state distribution, the defender actions, the transition probabilities, the observation function, the reward function, and the optimization objective.

1) States \(S\), Initial State Distribution \(ρ_s\), and Observations \(O\): The system state \(s_t\) is defined by the intrusion state \(i_t \in \{0, 1\}\), where \(i_t = 1\) if an intrusion is ongoing. Further, we introduce a terminal state \(\emptyset\), which is reached either when the defender stops or when the attacker completes an intrusion. Thus, \(S = \{0, 1\} \cup \emptyset\).

At time \(t = 1\) no intrusion is in progress. Hence, the initial state distribution is the degenerate distribution \(ρ_{s_1}(s_1 = 0) = 1\).

The defender has a partial view of the system state and does not know whether an intrusion is in progress. Specifically, if the defender has not stopped, it observes three counters \(o_t = (\Delta x_t, \Delta y_t, \Delta z_t)\). The counters are upper bounded, where \(\Delta x_t \in \{0, \ldots, X_{max}\}\), \(\Delta y_t \in \{0, \ldots, Y_{max}\}\), \(\Delta z_t \in \{0, \ldots, Z_{max}\}\) denote the number of severe IDS alerts, warning IDS alerts, and login attempts generated during time-step \(t\), respectively. Otherwise, if the defender has stopped, it observes \(o_t = s_t = \emptyset\). Consequently, \(O = \{0, \ldots, X_{max}\} \times \{0, \ldots, Y_{max}\} \times \{0, \ldots, Z_{max}\} \cup \emptyset\).

2) Actions \(A\): The defender has two actions: “stop” (\(S\)) and “continue” (\(C\)). The action space is thus \(A = \{S, C\}\).

3) Transition Probabilities \(Π_{ss'}^{a}\): We model the start of an intrusion by a Bernoulli process \((Q_t)_{t=1}^T\), where \(Q_t \sim Ber(p = 0.2)\) is a Bernoulli random variable. The time \(t\) of the first occurrence of \(Q_t = 1\) is the change point representing the start time of the intrusion \(I_t\), which thus is geometrically distributed, i.e., \(I_t \sim Ge(p = 0.2)\) (Fig. 3). As the geometric distribution has the memoryless property, the intrusion start time is Markovian.
We define the transition probabilities \( P_{s_{t+1}}^{a_t} \) as follows:

\[
P[\emptyset, S] = P[\emptyset|\emptyset] = 1 \quad (9)
\]

\[
P[0|0, C] = 1 - p \quad (10)
\]

\[
P[1|0, C] = p \quad (11)
\]

\[
P[1|1, C] = 1 \quad (12)
\]

All other transitions have probability 0.

Eq. (9) defines the transition probabilities to the terminal state 0. The terminal state is reached when taking the stop action \( S \). Eq. (10-12) define the transition probabilities when taking the continue action \( C \). Eq. (10) captures the case where no intrusion occurs and where \( i_{t+1} = 0 \); Eq. (11) captures the start of an intrusion where \( i_t = 0, i_{t+1} = 1 \); and Eq. (12) describes the case where an intrusion is in progress and \( i_{t+1} = i_t = 1 \).

4) Observation Function \( Z(o_t, s_t, a_t) \): We assume that the number of IDS alerts and login attempts generated during a single time-step are random variables \( X \sim f_X, Y \sim f_Y, Z \sim f_Z \), dependent on the intrusion state and defined on the sample spaces \( \Omega_X = \{0, 1, \ldots, X_{\text{max}}\}, \Omega_Y = \{0, 1, \ldots, Y_{\text{max}}\}, \) and \( \Omega_Z = \{0, 1, \ldots, Z_{\text{max}}\} \). Consequently, the probability that \( \Delta x \) severe alerts, \( \Delta y \) warning alerts, and \( \Delta z \) login attempts are generated during time-step \( t \) is \( f_{XYZ}(\Delta x, \Delta y, \Delta z|i_t) \).

We define the observation function \( Z(o_t, s_t, a_t) = P[o_t|s_t, a_t] \) as follows:

\[
Z(\emptyset, \emptyset, \emptyset) = 1
\]

\[
Z(\emptyset, 0, 0) = 1
\]

\[
Z(\Delta x, \Delta y, \Delta z, i_t, C) = f_{XYZ}(\Delta x, \Delta y, \Delta z|i_t)
\]

5) Reward Function \( R_{s_t}^{a_t} \): The reward function is parameterized by the reward that the defender receives for stopping an intrusion \( R_{\text{stop}} = 100 \), the loss of stopping before an intrusion has started \( R_{\text{loss}} = -100 \), the reward for maintaining service \( R_{\text{slaa}} = 10 \), and the loss of being intruded \( R_{\text{int}} = -100 \), respectively.

We define the deterministic reward function \( R_{s_t}^{a_t} = r(s_t, a_t) \) to be (Fig. 3):

\[
r(0, \cdot) = 0
\]

\[
r(i_t, S) = 1_{i_t=0}R_{\text{es}} + 1_{i_t=1}R_{\text{stop}}
\]

\[
r(i_t, C) = R_{\text{slaa}} + 1_{i_t=1}R_{\text{int}}
\]

Eq. (15) states that the reward in the terminal state is zero. Eq. (16) indicates that stopping an intrusion incurs a reward but stopping before an intrusion starts yields a loss, where \( S \) is the stop action and \( I \) is the indicator function. Lastly, as can be seen from Eq. (17), the defender receives a positive reward for maintaining service and a loss for taking the continue action \( C \) while under intrusion. This means that the maximal reward is received if the defender stops when an intrusion starts.

6) Time Horizon \( T_\emptyset \): The time horizon is defined by the time-step when the terminal state \( \emptyset \) is reached, which is a random variable \( T_\emptyset \). Since we know that the expectation of the intrusion time \( T_\emptyset \) is finite, we conclude that the horizon is finite for any policy \( \pi_\emptyset \) that is guaranteed to stop: \( \mathbb{E}_{\pi_\emptyset}[T_\emptyset] < \infty \).

7) Policy Space \( \Pi_\emptyset \) and Objective \( J \): Since the POMDP model is stationary and the time horizon \( T_\emptyset \) is not pre-determined, it is sufficient to consider stationary policies. Further, although an optimal deterministic policy exists \([23], [13]\), we consider stochastic policies to allow smooth optimization. Specifically, we consider the space of stationary stochastic policies \( \Pi_\emptyset \) where \( \pi_\emptyset \in \Pi_\emptyset \) is a policy \( \pi : \mathcal{H} \to \mathcal{A} \), which is parameterized by a vector \( \theta \in \mathbb{R}^d \).

The optimal policy \( \pi^* \in \Pi_\emptyset \) maximizes the expected cumulative reward over the random horizon \( T_\emptyset \):

\[
J(\theta) = \mathbb{E}_{\pi_\emptyset} \left[ \sum_{t=1}^{T_\emptyset} \gamma^{t-1} r(s_t, a_t) \right], \quad \pi^* = \arg \max_{\pi_\emptyset \in \Pi_\emptyset} J(\theta) \quad (18)
\]

where we set the discount factor \( \gamma = 1 \).

Eq. (18) defines the objective of the optimal stopping problem. In the following section, we describe our approach for solving this problem using reinforcement learning.

B. Our Reinforcement Learning Approach

Since the POMDP model is unknown to the defender, we use a model-free reinforcement learning approach to approximate the optimal policy. Specifically, we use the state-of-the-art reinforcement learning algorithm PPO \([30]\) to learn a policy \( \pi_\emptyset : \mathcal{H} \to \mathcal{A} \) that maximizes the objective in Eq. (18).

Due to computational limitations (i.e. finite memory), we summarize the history \( h_t = (a_1, o_1, a_2, o_2, \ldots, a_{t-1}, o_t) \) by a vector \( \hat{h}_t = (x_t, y_t, z_t, t) \), where \( x_t, y_t, z_t \) are the accumulated counters of the observations \( o_i = (\Delta x_i, \Delta y_i, \Delta z_i) \) for \( i = 1, \ldots, t \).

PPO implements the policy gradient method and uses stochastic gradient ascent with the following gradient \([30]\):

\[
\nabla_{\theta} J(\theta) = \mathbb{E}_{\pi_\emptyset} \left[ \nabla_{\theta} \log \pi_\emptyset(o|h) A^\pi_\emptyset(h, a) \right] \quad (19)
\]

where \( A^\pi_\emptyset(h, a_t) = Q^\pi_\emptyset(h, a_t) - V^\pi_\emptyset(h_t) \) is the so-called advantage function \([37]\). We implement \( \pi_\emptyset \) with a deep neural network that takes as input the summarized history \( \hat{h}_t \) and produces as output a discrete conditional probability distribution \( \pi_\emptyset(a_t|h_t) \) that is computed with the softmax function.

The neural network structure of \( \pi_\emptyset \) follows an actor-critic architecture and computes a second output (the critic) that estimates the value function \( V^\pi_\emptyset(h_t) \), which in turn allows to
estimate $A^{\pi^*}(\hat{h}_t, a_t)$ in Eq. \ref{eq:19} using the generalized advantage estimator $\hat{A}^{GAE}_{GAE}$ \textsuperscript{57}.

The hyperparameters of our implementation are given in Appendix \textsuperscript{B} and were decided based on smaller search in parameter space.

The defender policy is learned through simulation of the POMDP. First, we simulate a given number of episodes. We then use the episode outcomes and trajectories to estimate the expectation of the gradient in Eq. \ref{eq:18}. Then, we use the estimated gradient and the PPO algorithm \textsuperscript{50} with the Adam optimizer \textsuperscript{58} to update the policy. This process of simulating episodes and updating the policy continues until the policy has sufficiently converged.

C. Threshold Property of the Optimal Policy

The policy that solves the optimal stopping problem is defined by the optimization objective in Eq. \ref{eq:18}. From the theory of dynamic programming, we know that this policy satisfies the Bellman equation \textsuperscript{23}, \textsuperscript{12}, \textsuperscript{13}, \textsuperscript{25}:

$$\pi^*(b(1)) = \arg \max_{a \in A} \left[ r(b(1), a) + \sum_{o \in O} P(o|b(1), a)V^*(b'(1)) \right]$$ \hspace{1cm} (20)

where $b(1) = P(s_t = 1|h_t)$ is the belief that the system is in state 1 based on the observed history $h_t = (a_1, o_1, \ldots, a_{t-1}, o_t)$. Consequently, $b(0) = 1 - b(1)$ (see Section III-A for an overview of belief states). Moreover, $b'(1)$ is the belief state updated with the Bayes filter in Eq. \ref{eq:3} after taking action $a$ and observing $o$. Further, $r(b(1), a)$ is the expected reward of taking action $a$ in belief state $b(1)$, and $V^*$ is the value function.

We use Eq. \ref{eq:20} to derive properties of the optimal policy. Specifically, we establish the following structural result.

\textbf{Theorem 1.} There exists an optimal policy $\pi^*$ which is a threshold policy of the form:

$$\pi^*(b(1)) = \begin{cases} S \text{ (stop)} & \text{if } b(1) \geq \alpha^* \\ C \text{ (continue)} & \text{otherwise} \end{cases}$$ \hspace{1cm} (21)

where $\alpha^*$ is a threshold.

\textit{Proof.} See Appendix A \hfill \square

Theorem \ref{thm:1} states that there exists an optimal policy which stops whenever the posterior probability that an intrusion has started based on the history of IDS alerts and login attempts exceeds a threshold level $\alpha^*$. This implies that the optimal policy is completely determined by $\alpha^*$ given that $b(1)$ is known. Since $b(1)$ is computed from the history of observations, it also implies that the optimal defender policy can be expressed as a threshold function based on the observed infrastructure metrics.

V. EMULATING THE TARGET INFRASTRUCTURE TO INSTANTIATE THE SIMULATION

To simulate episodes of the POMDP we must know the distributions of alerts and login attempts. We estimate these distributions using measurements from an emulation system. This procedure is detailed in this section.

A. Emulating the Target Infrastructure

The emulated system executes on a cluster of machines that runs a virtualization layer provided by Docker \textsuperscript{39} containers and virtual connections. The emulation is configured following the topology in Fig. \ref{fig:1} and the configuration in Appendix C. It emulates the clients, the attacker, and the defender, as well as 31 physical components of the target infrastructure (e.g. application servers and the gateway). Each physical entity is emulated using a Docker container. The containers replicate important functions of the target infrastructure, including web servers, databases, SSH servers, etc.

The emulation evolves in discrete time-steps of 30 seconds. During each time-step, the attacker and the defender can perform one action each.

1) Emulating the Client Population: The client population is emulated by three client processes that interact with the application servers through different functions at short intervals, see Table \ref{table:2}.

2) Emulating the Attacker: The start time of an intrusion is controlled by a Bernoulli process as explained in Section IV. We have implemented two types of attackers, NOISYATTACKER and STEALTHYATTACKER, both of which execute the sequence of actions listed in Table \ref{table:2}. The actions consist of reconnaissance commands and exploits. During each time-step, one action is executed.

The two types of attackers differ in the reconnaissance command. NOISYATTACKER uses a TCP/UDP scan for reconnaissance while STEALTHYATTACKER uses a ping-scan. Since the ping-scan generates fewer IDS alerts than the TCP/UDP scan, it makes the actions of STEALTHYATTACKER harder to detect.

3) Emulating Actions of the Defender: The defender takes an action every time-step. The continue action has no effect

| Time-steps | Actions |
|------------|---------|
| 1−1−I \text{~} \text{~} \text{~} Ge(0,2) | Intrusion has not started |
| 1+1−I + 7 | RECON, brute-force attacks (SSH,Telnet,FTP) on N2, N4, N10, login(N2), N4, N10, backdoor(N2, N4, N10), RECON |
| 4+8−I + 11 | CVE-2014-6271 on N17, SSH brute-force attack on N12, login(N17, N12) |
| 5+12−X + 16 | CVE-2010-0426 exploit on N12, RECON SQL-Injection on N18, login(N18), backdoor(N18) |
| 6+17−I + 22 | RECON, CVE-2015-1427 on N25, login(N25) RECON, CVE-2017-7494 exploit on N27, login(N27) |

TABLE 1: Attacker actions to emulate an intrusion.

| Client | Functions | Application servers |
|--------|-----------|---------------------|
| 1      | HTTP, SSH, SNMP, ICMP | N2, N3, N16, N12 |
| 2      | IRC, PostgreSQL, SNMMP | N31, N13, N14, N15, N16 |
| 3      | FTP, DNS, Telnet | N10, N22, N4 |

TABLE 2: Emulated client population; each client interacts with application servers using a set of functions.
TABLE 3: Commands used to measure the emulation.

| Metric                  | Command in the Emulation |
|-------------------------|--------------------------|
| Login attempts          | cat /var/log/auth.log    |
| IDS Alerts              | cat /var/log/short/alert.csv |

Fig. 4: Empirical distributions of IDS alerts (top row) and login attempts on two servers (bottom row); the graphs include several distributions that are superimposed.

on the emulation. The stop action changes the firewall configuration of the gateway and drops all incoming traffic.

B. Estimating the Distributions of Alerts and Login Attempts

In this section, we describe how we collect data from the emulation and how we use the data to estimate the distributions of alerts and login attempts.

1) Measuring the Number of IDS alerts and Login Attempts in the Emulation: At the end of every time-step, the emulation system collects the metrics \( \Delta x, \Delta y, \Delta z \), which contain the alerts and login attempts that occurred during the time-step. The metrics are collected by parsing the output of the commands in Table 3. For the evaluation reported in this paper, we collected measurements from 11000 time-steps.

2) Estimating the Distributions of Alerts and Login Attempts of the Target Infrastructure: Using the collected measurements, we compute the empirical distribution \( \hat{f}_{XYZ} \), which is our estimate of the corresponding distribution \( f_{XYZ} \) in the target infrastructure. For each \( (I_t, t) \) pair, we obtain one empirical distribution.

Fig. 4 shows some of these distributions, which are superimposed. Although the distribution patterns generated during an intrusion and during normal operation overlap, there is a clear difference.

C. Simulating Episodes of the POMDP

During a simulation of the POMDP, the system state evolves according to the dynamics described in Section IV and the observations evolve according to the estimated distribution \( \hat{f}_{XYZ} \).

In the initial state, no intrusion occurs. In every episode, either the defender stops before the intrusion starts or exactly one intrusion occurs, the start of which is determined by a Bernoulli process (see Section IV).

A simulated episode evolves as follows. During each time-step, if an intrusion is ongoing, the attacker executes an action in the predefined sequence listed in Table 2. Subsequently, the defender samples an action from the defender policy \( \pi_\theta \). If the action is stop, the episode ends. Otherwise, the simulation samples the number of alerts and login attempts occurring during this time-step from the empirical distribution \( \hat{f}_{XYZ} \). It then computes the reward of the defender using the reward function defined in Section IV. The activities of the clients are not explicitly simulated but are implicitly represented in \( \hat{f}_{XYZ} \). The sequence of time-steps continues until the defender stops or an intrusion completes, after which the episode ends.

VI. LEARNING INTRUSION PREVENTION POLICIES USING SIMULATION

To evaluate our reinforcement learning approach for finding defender policies, we simulate episodes of the POMDP where the defender policy is updated and evaluated. We evaluate the approach with respect to the convergence of policies and compare the learned policies to two baselines and to an ideal policy which presumes knowledge of the exact time of intrusion.

The evaluation is conducted using a Tesla P100 GPU and the hyperparameters for the learning algorithm are listed in Appendix B. Our implementation as well as the measurements for the results reported in this paper are publicly available [40].

A. Evaluation Setup

We train two defender policies against NOISYATTACKER and STEALTHYATTACKER until convergence, which occurs after some 400 iterations. In each iteration, we simulate 4000 time-steps and perform 10 updates to the policy. After each iteration, we evaluate the defender policy by simulating 200 evaluation episodes and compute various performance metrics.

We compare the learned policies with two baselines. The first baseline is a policy that always stops at \( t = 6 \), which corresponds to the immediate time-step after the expected time of intrusion \( E[I_t] = 5 \) (see Section IV). The policy of the second baseline always stops after the first IDS alert occurs, i.e. \( (x + y) \geq 1 \).

To evaluate the stability of the learning curves’ convergence, we run each training process three times with different random seeds. One training run requires approximately six hours of processing time on a P100 GPU.

B. Analyzing the Results

The red curves in Fig. 5 show the performance of the learned policy against NOISYATTACKER, and the blue curves show the policy performance against STEALTHYATTACKER. The purple and the orange curves give the performance of the two baseline policies. The dashed black curves give an upper bound on the performance of the optimal policy \( \pi^* \), which is computed assuming that the defender knows the exact time of intrusion.
The five graphs in Fig. 5 show that the learned policies converge, and that they are close to optimal in terms of achieving maximum reward, detecting intrusion, avoiding stopping when there is no intrusion, and stopping right after an intrusion starts. Further, the learned policies outperform both baselines by a large margin (leftmost graph in Fig. 5).

The performance of the learned policy against NOISYATTACKER is better than that against STEALTHYATTACKER (leftmost graph in Fig. 5). This indicates that NOISYATTACKER is easier to detect for the defender. For instance, the learned policy against STEALTHYATTACKER has a higher probability of stopping early (second rightmost graph of Fig. 5). This can also be seen in the second leftmost graph of Fig. 5 which shows that, on average, the learned policy against STEALTHYATTACKER stops after 5 time-steps and the learned policy against NOISYATTACKER stops after 6 time-steps.

Looking at the baseline policies, we can see that the baseline \( t = 6 \) stops too early in 50 percent of the episodes, and the \( (x + y) \geq 1 \) baseline stops too early in 80 percent of the episodes (second rightmost graph in Fig. 5).

VII. Threshold Properties of the Learned Policies and Comparison with the Optimal Policy

When analyzing the learned policies, we find that they can be expressed through thresholds, just like the optimal policy (Section IV-C). However, in contrast to the optimal policy, the learned thresholds are based on the observed counters of alerts and login attempts rather than the belief state (which is unknown to the defender). Specifically, the top left graph in Fig. 6 shows that the learned policies against both attackers implement a soft threshold by stopping with high probability if the number of alerts \( (x_t + y_t) \) exceeds 130. This indicates that if the total number of alerts is above 130, an intrusion has started, i.e. \( x_t + y_t \) is used to approximate the posterior \( b_t(1) \).

Moreover, the graphs in Fig. 6 also show the relative importance of severe alerts \( x_t \), warning alerts \( y_t \), and login attempts \( z_t \) for policy decisions. Specifically, it can be seen that \( x_t \) has the highest importance, \( y_t \) has a lower importance, and \( z_t \) has the least importance for policy decisions.

We also see that the learned policy against NOISYATTACKER is associated with a higher alert threshold than that of STEALTHYATTACKER (top left graph in Fig. 6). This is consistent with our comment in Section V-A2 that STEALTHYATTACKER is harder to detect.

Lastly, Fig. 7 suggest that the thresholds of the learned policies are indeed close to the threshold of the optimal policy. For instance, the policy learned against NOISYATTACKER stops immediately after the optimal stopping time.

VIII. Related Work

The problem of automatically finding security policies has been studied using concepts and methods from different fields, most notably reinforcement learning, game theory, dynamic programming, control theory, attack graphs, statistical tests, and evolutionary computation. For a literature review of deep reinforcement learning in network security see [15], and for an overview of game-theoretic approaches see [4]. For examples of research using dynamic programming, control theory, attack
In addition to validating the predictions from the theory, we measured. Further, we used reinforcement learning to estimate optimal stopping to model intrusion prevention. This paper is the first in using optimal stopping to model intrusion prevention. We believe than traditional ones as used in [11], [20], [19], [41], [42].

Optimal stopping has previously been applied to model the work in [11], [21], [20], [19], [41], and [42]. All of these papers focus on network intrusions using reinforcement learning. Most research on reinforcement learning applied to network security is recent. Prior work that most resembles the approach taken in this paper includes our previous research [10] and the work in [11], [21], [20], [19], [41], [42]. All of these papers focus on network intrusions using reinforcement learning.

This paper differs from prior work in the following ways: (1) we formulate intrusion prevention as an optimal stopping problem [10] uses a similar approach; (2) we use an emulated infrastructure to estimate the parameters of our simulation model, rather than relying on abstract assumptions like [10], [11], [20], [19], [41], [42]; (3) we derive a structural property of the optimal policy; (4) we analyze the learned policies and relate them to the optimal policy, an analysis which prior work lacks [10], [11], [20], [41], [42]; and (5) we apply state-of-the-art reinforcement learning algorithms, i.e. PPO [39], rather than traditional ones as used in [11], [20], [19], [21], [41], [42].

Optimal stopping has previously been applied to model problems in different domains, including finance [17], queuing systems [18], and attack detection [6]. We believe we are first in using optimal stopping to model intrusion prevention.

IX. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel formulation of the intrusion prevention problem as one of optimal stopping. This allowed us to state that the optimal defender policy can be expressed using a threshold obtained from infrastructure measurements. Further, we used reinforcement learning to estimate the optimal defender policies in a simulation environment. In addition to validating the predictions from the theory, we learned from the simulations a) the relative importance of measurement metrics with respect to the threshold level and b) that different attacker profiles can lead to different thresholds of the defender policies.

We plan to extend this work in three directions. First, the model of the defender in this paper is simplistic as it allows only for a single stop action. We plan to increase the set of actions that the defender can take to better reflect today’s defense capabilities, while still keeping the structure of the stopping formulation. Second, we plan to extend the observation capabilities of the defender to obtain more realistic policies. Third, in the current paper, the attacker policy is static. We plan to extend the model to include a dynamic attacker that can learn just like the defender. This requires a game-theoretic formulation of the problem.
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APPENDIX

A. Proof of Theorem 7

We will work our way to the proof of Theorem 1 by establishing some initial results.

Lemma 1. It is optimal to stop in belief state \( b(1) \) iff:

\[
\begin{equation}
\pi^*(b(1)) \geq \frac{110 + \sum_{o \in \mathcal{O}} V^*(b_o^C(1)) \left( p \mathcal{Z}(o, 1, C) + (1 - p) \mathcal{Z}(o, 0, C) \right)}{300 + \sum_{o \in \mathcal{O}} V^*(b_o^C(1)) \left( p \mathcal{Z}(o, 1, C) + (1 - p) \mathcal{Z}(o, 0, C) - \mathcal{Z}(o, 1, C) \right)} \tag{22}
\end{equation}
\]

Proof. Considering both actions of the defender \( \mathcal{A} = \{ S, C \} \), we derive from the Bellman equation (Eq. 20):

\[
\begin{align*}
\pi^*(b(1)) &= \arg \max_{a \in \mathcal{A}} \left[ r(b(1), a) + \sum_{o \in \mathcal{O}} \mathbb{P}[o|b(1), a] V^*(b_o^C(1)) \right] \\
&= \arg \max_{a \in \mathcal{A}} \left[ r(b(1), a) + \sum_{o \in \mathcal{O}} \mathbb{P}[o|b(1), a] V^*(b_o^C(1)) \right]
\end{align*}
\]

In the above equation, \( \omega \) is the expected reward for stopping and \( \epsilon \) is the expected cumulative reward for continuing. If \( \epsilon = \omega \), both actions of the defender, continuing and stopping, maximize the expected cumulative reward. If \( \omega \geq \epsilon \), it is optimal for the defender to stop.
The proof of Theorem 1 is to show that the stopping set \( S \) is convex. Thus, we have that \( V^*(b_1) = Q^*(b_1, S) = 100b_1(1) - 100b_1(0) \) and \( V^*(b_2) = Q^*(b_2, S) = 100b_2(1) - 100b_2(0) \). Hence:

\[
V^*(\lambda b_1 + (1 - \lambda)b_2) \leq \lambda V^*(b_1) + (1 - \lambda)V^*(b_2)
\]

Further, as \( b_1, b_2 \in \mathcal{S} \) by assumption, the optimal action in \( b_1 \) and \( b_2 \) is the stop action \( S \). Thus, we have that \( V^*(b_1) = Q^*(b_1, S) = 100b_1(1) - 100b_1(0) \) and \( V^*(b_2) = Q^*(b_2, S) = 100b_2(1) - 100b_2(0) \). Hence:

\[
V^*(\lambda b_1 + (1 - \lambda)b_2) \leq \lambda V^*(b_1) + (1 - \lambda)V^*(b_2)
\]

This implies that it is optimal to stop in belief state \( b(1) \) iff:

\[
b(1)200 - 100 \geq 10 + b(1) \left( -100 + \sum_{o \in O} V^*(b^*_o(1)) \left( Z(o, 1, C) - Z(o, 0, C) \right) \right)
\]

By rearranging terms, we get:

\[
b(1) \geq 110 + \sum_{o \in O} V^*(b^*_o(1)) \left( pZ(o, 1, C) + (1 - p)Z(o, 0, C) \right)
\]

Lemma 3. The stopping set \( \mathcal{S} \) is a convex subset of the belief space \( \mathcal{B} \).

Proof. A general proof is given in [13]. We restate it here to show that it holds in our case.

To show that the stopping set \( \mathcal{S} \) is convex, we need to show that for any two belief states \( b_1, b_2 \in \mathcal{S} \), any linear combination of \( b_1, b_2 \) is also in \( \mathcal{S} \). That is, \( b_1, b_2 \in \mathcal{S} \implies \lambda b_1 + (1 - \lambda)b_2 \in \mathcal{S} \) for any \( \lambda \in [0, 1] \).

Since \( V^*(b) \) is convex (Lemma 2), we have by definition of convex sets that:

\[
V^*(\lambda b_1 + (1 - \lambda)b_2) \leq \lambda V^*(b_1) + (1 - \lambda)V^*(b_2)
\]

Further, as \( b_1, b_2 \in \mathcal{S} \) by assumption, the optimal action in \( b_1 \) and \( b_2 \) is the stop action \( S \). Thus, we have that \( V^*(b_1) = Q^*(b_1, S) = 100b_1(1) - 100b_1(0) \) and \( V^*(b_2) = Q^*(b_2, S) = 100b_2(1) - 100b_2(0) \). Hence:

\[
V^*(\lambda b_1 + (1 - \lambda)b_2) \leq \lambda V^*(b_1) + (1 - \lambda)V^*(b_2)
\]

This means that if \( b_1, b_2 \in \mathcal{S} \), then \( \lambda b_1 + (1 - \lambda)b_2 \in \mathcal{S} \) for any \( \lambda \in [0, 1] \). Hence, \( \mathcal{S} \) is convex.

Now we use Lemma 3 to prove Theorem 1.

Proof of Theorem 2. The proof of Theorem 1 follows the same argument as the proof in [13] Corollary 12.2.2, pp. 258.

The belief space \( \mathcal{B} = [0, 1] \) is defined by \( b(1) \in [0, 1] \). In consequence, using Lemma 3, we have that the stopping set \( \mathcal{S} \) is a convex subset of \( [0, 1] \). That is, \( \mathcal{S} \) has the form \( [\alpha^*, \beta^*] \) where \( 0 \leq \alpha^* \leq \beta^* \leq 1 \). Thus, to show that the optimal policy is of the form:

\[
\pi^*(b(1)) = \begin{cases} S & \text{if } b(1) \geq \alpha^* \\ C & \text{otherwise} \end{cases}
\]

it suffices to show that \( \beta^* = 1 \), i.e. \( \mathcal{S} = [\alpha^*, 1] \).

If \( b(1) = 1 \), then the Bellman equation states that:

\[
\pi^*(1) = \arg \max_{a \in A} \left[ r(1, a) + \sum_{o \in O} P(o|1, a) V^*(b^*_o(1)) \right]
\]

\[
= \arg \max_{a \in S} \left[ 100 - 90 + \sum_{o \in O} Z(o, 1, C) V^*(b^*_o(1)) \right]
\]

Since \( s = 1 \) is an absorbing state until the terminal state is reached, we have that \( b^*_o(1) = 1 \) for all \( o \in O \). This follows from the definition of \( b^*_o(1) \) (Eq. 3). Consequently, we get:

\[
\pi^*(1) = \arg \max_{a \in S} \left[ 100 - 90 + \sum_{o \in O} Z(o, 1, C) V^*(b^*_o(1)) \right]
\]

\[
= \arg \max_{a \in S} \left[ 100 - 90 + V^*(1) \right]
\]
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the stopping set is the convex set $S$ such that $b(1) - \alpha_0(1) \geq 0$ it is optimal to stop; right: the piecewise linear and convex optimal value function $V^*(b(1))$.

**TABLE 4:** Hyperparameters of the learning algorithm.

| Parameters | Values |
|------------|--------|
| $\gamma$, lr, $\alpha$, batch, # layers, # neurons, clip $\epsilon$ | $1, 5, 10^{-4}, 4, 10^{-3}, 3, 64, 0.2$ |
| $X_{max}$, $Y_{max}$, $Z_{max}$, GAE $\lambda$, ent-coef, activation | $10^3, 10^3, 0.95, 5, 10^{-6}$, ReLU |

Finally, since $V^*(1) \leq 100$, we conclude that:

$$\pi^*(1) = \arg \max \left[ 100, -90 + V^*(1) \right] = S \quad (41)$$

This means that $\pi^*(1) = S$, hence $b(1) = 1$ is in the stopping set, i.e. $1 \in \mathcal{I}$. As $1 \in \mathcal{I}$, and since $\mathcal{I}$ is a convex subset $[\alpha^*, \beta^*] \subseteq [0, 1]$, we have that $\beta^* = 1$. Then it follows that $\mathcal{I} = [\alpha^*, \beta^*] = [\alpha^*, 1]$.

**An Example to Illustrate Theorem 7** To illustrate the implications of Theorem 7 consider the following example.

The observation $o_t$ is the number of IDS alerts that were generated during time-step $t$, which is an integer scalar in the observation space $\mathcal{O} = \{0, \ldots, 5\}$. Further, assume that the observation function $Z(o', s', a)$ is defined using the discrete uniform distribution $\mathcal{U}(\{a, b\})$ as follows.

$$Z(o', s', a) = \mathcal{U}(\{0, 4\}) \quad \text{no intrusion} \quad (42)$$

$$Z(o', 1, C) = \mathcal{U}(\{0, 5\}) \quad \text{intrusion} \quad (43)$$

$$Z(0, \emptyset, \cdot) = 1 \quad (44)$$

The rest of the POMDP follows the definitions in Section V.

Due to the small observation space, the optimal policy can be computed using dynamic programming and value iteration. In particular, we apply Sondik’s value iteration algorithm to compute the optimal value function $V^*(b(1))$ as well as the optimal thresholds $\alpha_0(b(1))$.

As can be seen in Fig. 8 $b(1) - \alpha_0(b(1))$ is increasing in $b(1)$ and there exists a unique minimum belief point $b(1) \approx 0.357$ such that $b(1) \geq \alpha_0(b(1))$, which we denote by $\alpha^*$. Hence the stopping set is the convex set $\mathcal{I} = [0, 0.357]$, and the continuation set $\mathcal{C}$ is the set $\mathcal{C} = [0, 0.357]$.

**TABLE 5:** Configuration of the target infrastructure (Fig. 1).

| ID(s) | OS Services | Exploitable Vulnerabilities |
|-------|-------------|-----------------------------|
| 1     | Ubuntu20 | `community repos (version 16:04.00)` | SSH, - |
| 2     | Ubuntu20 | `SSH,HTTP Ets-Eprints,DNS,SSH-pw` | - |
| 3     | Ubuntu20 | `HTTP Flunk.Telnet:SSH,Telnet-pw` | - |
| 4     | Ubuntu20 | `FTP,MySQL,SMTP,Tomcat,Teampeak,SSH` | `FTP-pw` |
| 5     | Jessie | `Tomcat,CVE-2010-0426,SSH` | - |
| 6     | Wheezy | `Apache2,SNMP,SSH,CVE-2014-6271` | - |
| 7     | Jessie | `Apache2,SNMP,SSH,CVE-2015-3306` | - |
| 8     | Jessie | `Apache2,SNMP,SSH,CVE-2016-10053` | - |
| 9     | Jessie | `SSH,CVE-2015-5602,SSH-pw` | - |
| 10    | Jessie | `Elasticsearch,Apache2,SSH,CVE-2015-1427` | - |
| 11    | Jessie | `NTPSH,CVE-2017-7484` | - |
| 12    | Ubuntu20 | `SSH,SNMP,PostgreSQL` | `HTTPS,TCP,SSH,Postgres/QLE,` |

| B. Hyperparameters: Table 4 |

| C. Configuration of the Infrastructure in Fig. 7 Table 5 |
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