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Abstract

We consider a financial market model with a single risky asset whose price process evolves according to a general jump-diffusion with locally bounded coefficients and where market participants have only access to a partial information flow. For any utility function, we prove that the partial information financial market is locally viable, in the sense that the optimal portfolio problem has a solution up to a stopping time, if and only if the (normalised) marginal utility of the terminal wealth generates a partial information equivalent martingale measure (PIEMM). This equivalence result is proved in a constructive way by relying on maximum principles for stochastic control problems under partial information. We then characterize a global notion of market viability in terms of partial information local martingale defators (PILMDs). We illustrate our results by means of a simple example.
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1 Introduction

The concepts of no-arbitrage, martingale measure and optimal portfolio can be rightly considered as the cornerstones of modern mathematical finance, starting from the seminal papers [13, 21]. Loosely speaking, the no-arbitrage requirement is equivalent to the existence of a martingale measure, which can then be used for pricing purposes (risk-neutral valuation), and, again loosely speaking, portfolio optimization problems are solvable if and only if arbitrage profits cannot be obtained by trading on the market.

In the context of discrete-time models on a finite probability space (see e.g. [28, 29]), it can actually be shown that the above concepts are equivalent and, furthermore, one can work out explicitly the connections between them. In particular, portfolio optimization problems and solvable if and only if there exists an equivalent martingale measure (EMM) and, moreover, one can obtain an EMM by taking the (normalised) marginal utility of the optimal terminal wealth. This relation also represents
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a classical and well-known result from the economic literature (see e.g. [3], Section 4.4). In the case of discrete-time models on a general probability space, the validity of this equivalence has been studied in [30, 34, 35].

When one moves from discrete-time to continuous-time financial models, then things become quickly more complicated and the equivalences discussed so far do not hold any more in full generality. For instance, in order to recover the equivalence between EMMs and no-arbitrage, one has to replace the notion of martingale with the notion of local martingale (or $\sigma$-martingale) and the condition of no-arbitrage with the no free lunch with vanishing risk (NFLVR) criterion adopted in [6, 8] (see also [12] for an equivalent characterization of NFLVR in terms of no market free lunch, a no-arbitrage criterion based on the structure of investors’ preferences). Furthermore, the marginal utility of the optimal terminal wealth does not necessarily yield the density of an equivalent (local-/$\sigma$-)martingale measure but only the terminal value of a supermartingale deflator (see e.g. [20, 33]).

In the present paper, we consider a general jump-diffusion model with locally bounded coefficients and study the issue of the viability of the financial market, defined as the ability to solve a portfolio optimization problem. Our main goal consists in characterizing the notion of viability in terms of martingale measures, in a sense to be made precise in the following, studying under which conditions the marginal utility of terminal wealth gives rise to a martingale measure. We refrain from a-priori imposing no-arbitrage restrictions on the model, tackling instead directly the solvability of portfolio optimization problems. Furthermore, we suppose that market participants have only access to a partial information flow, which does not reveal the full information of the stochastic basis. In order to solve portfolio optimization problems under partial information, we shall employ necessary and sufficient maximum principles for stochastic control problems under partial information, as discussed in [2] (see also the recent paper [27] for related results in the complete information case). This approach allows us to characterize the optimal solution via an associated BSDE, which in turn requires a good control on the integrability properties of the processes involved. Since such integrability conditions are not satisfied in general, we need to resort to a localization procedure, as explained in Section 3.

The main contributions of the present paper can be outlined as follows:

(i) we show that the financial market under partial information is locally viable, in the sense that a portfolio optimization problem admits a solution up to a stopping time, if and only if there exists a partial information equivalent martingale measure (PIEMM) up to a stopping time. Furthermore, the density of such PIEMM is given by the (normalised) marginal utility of the optimal terminal wealth, thus recovering the classical result of financial economics;

(ii) we prove that, if the financial market under partial information is globally viable, in the sense that it is locally viable for a sequence $\{\tau_n\}_{n \in \mathbb{N}}$ of increasing stopping times, then there exists a partial information local martingale deflator (PILMD). Furthermore, we show that such PILMD can be constructed by aggregating the densities of all local PIEMMs if and only if the locally optimal portfolios satisfy a consistency condition;

(iii) as a special case, if the price process has bounded coefficients, we prove that the financial market is viable on the global time horizon if and only if the (normalised) marginal utility of the optimal terminal wealth defines a PIEMM on the global time horizon;

(iv) by means of a simple and classical example (see Section 5) we show that, even for regular utility functions and continuous-path processes with good integrability properties but unbounded coefficients, a PIEMM may fail to exist globally but, nevertheless, a PILMD exists.

To the best of our knowledge, the issue of linking the viability of the financial market to the existence of weaker counterparts of equivalent martingale measures such as PIEMMs and PILMDs has
never been dealt with in the partial information case. Furthermore, we go significantly beyond a pure existence result, since our approach allows us to obtain a precise and explicit connection between the solution to an optimal portfolio problem and the density of an equivalent martingale measure / local martingale deflator, in a local as well as in a global perspective (see Sections 3 and 4, respectively). In that regard, our paper contributes to the literature dealing with utility maximization problems under partial information, see e.g. the papers [4, 22, 23, 36].

Of course, our results are reminiscent of the dual approach to portfolio optimization, developed in the general semimartingale setting in the papers [20, 33], where optimal portfolios (solutions to the primal problem) are linked to supermartingale deflators (solutions to the dual problem). In the general setting of [20, 33], it is shown that the marginal utility of optimal terminal wealth defines a martingale measure with respect to a price system which uses as numéraire the optimal wealth process itself. In contrast, in the present paper we focus on characterizing the validity of the marginal utility measure for the original price system, without the need of changing the numéraire. Note also that, in the classical dual approach to portfolio optimization, the standing assumption is that the set of equivalent (local-/σ-) martingale measures is non-empty. Here, we opt for a different route and show that the existence of martingale measures / local martingale deflators and, hence, the no-arbitrage properties of the model, come as consequences of the viability of the financial market.

This paper is also closely related to the recent strand of literature that deals with financial models going beyond the traditional setting based on EMMs, relaxing the NFLVR requirement. One of the first studies in this direction is the paper [24], where the authors are concerned with the viability of a complete Itô-process model. In particular, they show that the financial market can be viable, in the sense that portfolio optimization problems can be meaningfully solved, even if the NFLVR condition does not necessarily hold (in a related context, see also [11] for an analysis of pricing and hedging problems in the absence of EMMs). In a general semimartingale framework, Proposition 4.19 of [17] shows that the minimal no-arbitrage requirement in order to solve expected utility maximization problems amounts to the no unbounded profit with bounded risk (NUPBR) condition, the latter being weaker than NFLVR. Moreover, it has been recently proven in [5] that the NUPBR condition is equivalent to the local solvability of portfolio optimization problems in a general semimartingale setting. The idea of adopting a local point of view is also taken up in the present paper, although in our context it is motivated by the need of ensuring good integrability properties, since we rely on BSDE methods for solving portfolio optimization problems. Moreover, we put a strong emphasis on the explicit connection between (local) market viability and the validity of the marginal utility measure.

The paper is structured as follows. Section 2 presents the modeling framework. In Section 3, we prove the equivalence between local market viability and the existence of a PIEMM up to a stopping time. More specifically, this requires first to characterize optimal portfolios in terms of the solutions to an associated BSDE (Section 3.1) and then to characterize the family of density processes of all PIEMMs (Section 3.2); the main equivalence result is then proved in Section 3.3. Section 4 deals with the issue of the global viability of the financial market, first in the simpler case of bounded coefficients (Section 4.1) and then in the more general locally bounded case (Section 4.2). Section 5 closes the paper by illustrating some of the main concepts and results in the context of a simple example. Finally, the Appendix collects some technical proofs of intermediate results.

2 The modeling framework

On a given probability space \((\Omega, \mathcal{G}, P)\), let us consider a Brownian motion \(B = \{B(t); t \geq 0\}\) and a homogeneous Poisson random measure \(N(\cdot, \cdot)\) on \(\mathbb{R}_+ \times \mathbb{R}\), in the sense of Definition II.1.20 of [16],
independent of $B$. Let $\mathcal{G} = (\mathcal{G}_t)_{t \geq 0}$ be the filtration generated by $B$ and $N$, assumed to satisfy the usual conditions of right-continuity and $P$-completeness, and denote by $\mathcal{P}_\mathcal{G}$ the predictable $\sigma$-field of $\mathcal{G}$. We denote by $m(dt,d\zeta) := \nu(d\zeta) dt$ the compensator of the random measure $N(dt,d\zeta)$, where $\nu$ is a $\sigma$-finite measure on $(\mathbb{R},\mathcal{B}(\mathbb{R}))$, and by $\tilde{N}(dt,d\zeta) := N(dt,d\zeta) - \nu(d\zeta) dt$ the corresponding compensated random measure. Finally, we let $T \in (0,\infty)$ represent a fixed investment horizon. 

As mentioned in the introduction, we are interested in financial models where agents do not have access to the full information filtration $\mathcal{G}$. To this effect, we introduce a filtration $\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}$, which represents the partial information actually available. We assume that the filtration $\mathcal{F}$ satisfies the usual conditions and that $\mathcal{F}_t \subseteq \mathcal{G}_t$ for all $t \geq 0$, and we denote by $\mathcal{P}_\mathcal{F}$ the predictable $\sigma$-field of $\mathcal{F}$.

We consider an abstract financial market with two investment possibilities (all the results of the present paper can be generalised to multi-dimensional models without significant difficulties):

(i) a risk-free asset with unit price $S^0(t) = 1$, for all $t \in [0,T]$;

(ii) a risky asset, with unit (discounted) price $S(t)$ given by the solution to the SDE

$$
\begin{cases}
\frac{dS(t)}{S(t)} = \sigma(t) dB(t) + \gamma(t) \tilde{N}(dt,d\zeta), & t \in [0,T]; \\
S(0) = S_0 \in \mathbb{R},
\end{cases}
$$

(2.1)

where the two processes $b = \{b(t); t \in [0,T]\}$ and $\sigma = \{\sigma(t); t \in [0,T]\}$ are $\mathcal{P}_\mathcal{G}$-measurable and $\gamma : \Omega \times [0,T] \times \mathbb{R} \to \mathbb{R}$ is a predictable function in the sense of [16], i.e., $\mathcal{P}_\mathcal{G} \otimes \mathcal{B}(\mathbb{R})$-measurable, and integrable with respect to $N$. We refer the reader to Section II.1 of [16] and to the monograph [26] for more information on stochastic calculus with respect to Poisson random measures. We also impose the following assumption on $b$, $\sigma$ and $\gamma$ and on the sub-filtration $\mathcal{F}$:

**Assumption 2.1.**

(i) The $\mathcal{P}_\mathcal{G}$-measurable processes $b = \{b(t); t \in [0,T]\}$ and $\sigma = \{\sigma(t); t \in [0,T]\}$ as well as the $\mathcal{P}_\mathcal{G} \otimes \mathcal{B}(\mathbb{R})$-measurable function $\gamma$ are $\mathcal{F}$-locally bounded;

(ii) $\mathcal{F}\mathcal{S} \subseteq \mathcal{F}$, i.e., $\mathcal{F}_t^{\mathcal{S}} \subseteq \mathcal{F}_t$ for all $t \in [0,T]$, where $\mathcal{F}_t^{\mathcal{S}}$ is the $\sigma$-algebra generated by $\{S(u); u \in [0,t]\}$.

As can be easily verified, part (i) of Assumption 2.1 implies that there exists a common sequence of $\mathcal{F}$-stopping times $\{\tau_n\}_{n \in \mathbb{N}}$ with $\tau_n \nearrow +\infty$ $P$-a.s. as $n \to +\infty$ such that the stopped processes $S^{\tau_n}$, $b^{\tau_n}$, $\sigma^{\tau_n}$ and $\gamma(\cdot \land \tau_n, \cdot)$ are $P$-a.s. uniformly bounded, for every $n \in \mathbb{N}$. In particular, part (i) of Assumption 2.1 is always satisfied for the processes $b$ and $\sigma$ if they are $\mathcal{P}_\mathcal{G}$-measurable and left-continuous or right-continuous with limits from the left (see e.g. [14], Theorem 7.7). In view of part (ii) of the assumption, this is for instance the case if $b(t)$ and $\sigma(t)$ are given as continuous functions of $S(t^-)$. Part (ii) of Assumption 2.1 implies that every market participant can observe the evolution of the (discounted) price of the risky asset $S$. Note, however, that the filtration $\mathcal{F}^{\mathcal{S}}$ is in general strictly smaller than $\mathcal{G}$, since the observation of the price process $S$ does not suffice to unveil the two sources of randomness $B$ and $N$.

**Remark 2.2.** It is worth pointing out that the main results of the present paper can be obtained under weaker assumptions, at the expenses of greater technicalities. Indeed, Assumption 2.1 can be significantly relaxed, by only assuming that $b$, $\sigma$ and $\gamma$ are $\mathcal{G}$-locally bounded, i.e., with respect to a sequence $\{\bar{\tau}_n\}_{n \in \mathbb{N}}$ of $\mathcal{G}$-stopping times, without any further assumption on the sub-filtration $\mathcal{F}$. \footnote{This would then allow to also consider the cases of delayed information, where $\mathcal{F} = \mathcal{G}(t-\delta)^+$, for some $\delta > 0$, and of discrete observations, where $\mathcal{F}_t = \mathcal{F}_t^{\mathcal{S}}$, with $\mathcal{F}_t^{\mathcal{S}}$ being the $\sigma$-algebra generated by $\{S(t_u); 0 = t_0 < t_1 < \ldots < t_n \leq t\}$, $n \in \mathbb{N}$.}

In that case, one can formulate all our results in terms of optional projections on the sub-filtration $\mathcal{F}$ (see e.g. [14], Chapter V).\footnote{Let us recall that, for any bounded measurable process $Y = \{Y(t); t \in [0,T]\}$ such that $E[Y(\tau)1_{\{\tau<\infty\}} | \mathcal{F}_T] = E[Y(\tau)1_{\{\tau<\infty\}}]$ $P$-a.s. for every $\mathcal{F}$-stopping time $\tau$. In particular, we have $E[Y(t) | \mathcal{F}_t] = P$-a.s. for every $t \in [0,T]$.} However, since this would lead to less transparent and more technical
definitions of the main concepts, we prefer to impose the stronger Assumption 2.1.

We say that a function $U : (-\infty, \infty] \to (-\infty, \infty)$ of class $C^1$ on $(-\infty, \infty)$ is a utility function if it is concave and strictly increasing on $(-\infty, \infty)$ and we denote by $U'$ its first derivative (marginal utility). Aiming at describing the activity of trading in the financial market on the basis of the partial information represented by the sub-filtration $\mathcal{F}$ and according to the preference structure represented by the utility function $U$, we define the family $\mathcal{A}^U_\varphi$ of admissible strategies as follows:

$$\mathcal{A}^U_\varphi := \left\{ \text{all } \mathcal{F}_t\text{-measurable processes } \varphi = \{ \varphi(t); t \in [0, T] \} \text{ s.t. } X_\varphi \in S^2 \text{ and } E[U'(X_\varphi(T))^2] < \infty \right\} \quad (2.2)$$

where $\varphi_t$ represents the number of units of the risky asset held in the portfolio at time $t$, for all $t \in [0, T]$, with associated wealth process $X_\varphi = \{ X_\varphi(t); t \in [0, T] \}$, and where $S^2$ denotes the family of all $\mathcal{G}$-semimartingales $Y = \{ Y(t); t \in [0, T] \}$ satisfying $E[\sup_{t \in [0, T]} |Y(t)|^2] < \infty$. The requirement of $\mathbb{F}$-predictability amounts to ensuring that agents trade by relying only on the partial information at their disposal, while the square-integrability requirement is an indispensable integrability condition in order to solve utility maximization problems via BSDE techniques, as shown in the next section.

As usual, we assume that trading is done in a self-financing way, so that the wealth process associated to a given strategy $\varphi \in \mathcal{A}^U_\varphi$ starting from an initial endowment $x \in \mathbb{R}$ is given by

$$\begin{cases}
    dX_\varphi(t) = \varphi(t) dS(t) = \varphi(t) \left( b(t) dt + \sigma(t) dB(t) + \int_{\mathbb{R}} \gamma(t, \zeta) \tilde{N}(dt, d\zeta) \right), & t \in [0, T]; \\
    X_\varphi(0) = x.
\end{cases} \quad (2.3)$$

**Remark 2.3.** (i) Due to part (ii) of Assumption 2.1 together with Theorem 3.1 of [37], the process $S$ is an $\mathbb{F}$-semimartingale. In particular, this implies that the wealth process $X_\varphi$ is well-defined as a stochastic integral and, hence, a semimartingale in the partial information filtration $\mathbb{F}$.

(ii) Defining the class of admissible strategies as in (2.2) ensures that $E[U(X_\varphi(T))] < \infty$ for all $\varphi \in \mathcal{A}^U_\varphi$. Indeed, due to the concavity of $U$, we have $U(X_\varphi(T)) \leq U(x) + U'(x)(X_\varphi(T) - x)$. Since $X_\varphi \in S^2$, this implies that $U(X_\varphi(T)) \in L^2(\mathbb{P})$.

We want to emphasize that we do not a-priori impose any no-arbitrage restriction on the financial market model. In the remaining part of the paper, the no-arbitrage properties of the model will be inferred as consequences of the (local) solvability of a portfolio optimization problem.

### 3 Local market viability under partial information

In the present section we prove the equivalence between the concept of local market viability, introduced below in Definition 3.2, and the local existence of a partial information equivalent martingale measure (PIEMM; see Definition 3.6) such that its density is expressed in terms of the marginal utility of terminal wealth. To this effect, as a first step (Section 3.1), we shall characterize the solutions to portfolio optimization problems by applying suitable versions of the maximum principles developed in [2] for stochastic control problems under partial information. As a second step (Section 3.2), we provide a characterization of the density processes of PIEMMs. From a technical point of view, the need to embark on a local analysis arises from the integrability properties required in the above two steps (see in particular the proofs of Propositions 3.4 and 3.7). Hence, in order to have good integrability properties, we shall rely on the local boundedness assumption (see part (i) of Assumption 2.1; under stronger assumptions, a direct global result will be proved in Section 4.1). Until the end of Section 3, we fix an element $n \in \mathbb{N}$ and let $\tau_n$ be the corresponding $\mathbb{F}$-stopping time from the sequence $\{\tau_n\}_{n \in \mathbb{N}}$.  

\[\]
introduced after Assumption 2.1. We denote by $b^n$ the stopped process $b^n := \{b(t \wedge \tau_n); t \in [0, T]\}$, with an analogous notation for $\sigma^n$ and $\gamma^n$.

**Problem 3.1** (Partial information locally optimal portfolio problem). For a fixed $n \in \mathbb{N}$, for a given utility function $U$ and an initial endowment $x \in \mathbb{R}$, find an element $\varphi^{*,n} \in \mathcal{A}_F^n(n)$ such that

$$
\sup_{\varphi \in \mathcal{A}_F^n(n)} \mathbb{E}\left[U(X_\varphi(T \wedge \tau_n))\right] = \mathbb{E}\left[U(X_{\varphi^{*,n}}(T \wedge \tau_n))\right] < \infty
$$

where $\mathcal{A}_F^n(n) := \left\{\text{all } \mathcal{P}_F\text{-measurable processes } \varphi = \{\varphi(t); t \in [0, T]\} \text{ s.t. } \varphi 1_{[0, \tau_n]} \in \mathcal{A}_F^n\right\}$.

We now define the notion of market viability in terms of the solvability of the partial information locally optimal portfolio problem$^3$.

**Definition 3.2** (Local market viability). Let $U$ be a utility function. The financial market is said to be locally viable up to $\tau_n$ if Problem 3.1 admits an optimal solution $\varphi^{*,n} \in \mathcal{A}_F^n(n)$.

### 3.1 A BSDE characterization of locally optimal portfolios

As a first step, we provide a characterization of the locally optimal portfolio which solves Problem 3.1 in terms of the solution to a backward stochastic differential equation (BSDE), by relying on necessary and sufficient maximum principles for stochastic control under partial information, see e.g. [2, 27].

We define the Hamiltonian $H^n : \Omega \times [0, T] \times \mathbb{R}^3 \times \mathcal{R} \to \mathbb{R}$ as follows:

$$
H^n(\omega, t, \varphi, p, q, r(\cdot)) := \varphi b^n(\omega, t) p + \varphi \sigma^n(\omega, t) q + \varphi \int_{\mathbb{R}} r(\zeta) \gamma^n(\omega, t, \zeta) \nu(d\zeta)
$$

where $\mathcal{R}$ is defined as the class of functions $r : \mathbb{R} \setminus \{0\} \to \mathbb{R}$ such that the integral in (3.1) converges. To the Hamiltonian $H^n$ we associate a BSDE for the adjoint processes $p^n = \{p^n(t); t \in [0, T]\}$, $q^n = \{q^n(t); t \in [0, T]\}$ and for the function $r^n : \Omega \times [0, T] \times \mathcal{R} \to \mathbb{R}$ as follows, for any $\varphi \in \mathcal{A}_F^n(n)$:

$$
\begin{align*}
dp^n(t) &= q^n(t) dB(t) + \int_{\mathbb{R}} r^n(t, \zeta) \tilde{N}(dt, d\zeta), \quad t \in [0, T]; \\
p^n(T) &= U'(X_\varphi(T \wedge \tau_n)).
\end{align*}
$$

In order to study the BSDE (3.2), we need to introduce the following classes of processes:

$$
\mathcal{M}^2 := \left\{\text{all } \mathcal{G}\text{-martingales } M = \{M(t); t \in [0, T]\} \text{ s.t. } \mathbb{E}\left[\sup_{t \in [0,T]} |M(t)|^2\right] < \infty\right\};
$$

$$
L^2(B) := \left\{\text{all } \mathcal{P}\mathcal{G}\text{-measurable processes } q = \{q(t); t \in [0, T]\} \text{ s.t. } \mathbb{E}\left[\int_0^T q^2(t) dt\right] < \infty\right\};
$$

$$
G^2(\tilde{N}) := \left\{\text{all } \mathcal{P}\mathcal{G} \otimes \mathcal{B}(\mathbb{R})\text{-measurable functions } r \text{ s.t. } \mathbb{E}\left[\int_0^T \int_{\mathbb{R}} r^2(t, \zeta) \nu(d\zeta) dt\right] < \infty\right\}.
$$

**Lemma 3.3.** For any fixed $n \in \mathbb{N}$ and $\varphi \in \mathcal{A}_F^n(n)$, the BSDE (3.2) admits a unique solution $(p^n, q^n, r^n) \in \mathcal{M}^2 \times L^2(B) \times G^2(\tilde{N})$. Furthermore, the $\mathcal{G}$-martingale $p^n$ satisfies $\mathbb{E}\left[\int_0^T (p^n(t))^2 dt\right] < \infty$.

**Proof.** See the Appendix. \(\square\)

---

$^3$We want to mention that defining the notion of market viability in terms of the solvability of portfolio optimization problems has a long history in financial mathematics, going back to the seminal paper [13] (see also [24] in a related context).
Proposition 3.4. For any fixed $n \in \mathbb{N}$, an element $\varphi \in \mathcal{A}_F^n(n)$ solves Problem 3.1 if and only if the solution $(p^n, q^n, r^n) \in \mathcal{M}^2 \times L^2(B) \times G^2(\tilde{N})$ to the corresponding BSDE (3.2) satisfies the following condition $P$-a.s. for a.a. $t \in [0, T \wedge \tau_n]$:  
\begin{equation}
E \left[ \frac{\partial H}{\partial \varphi} (t, \varphi(t), p^n(t), q^n(t), r^n(t)) \Big| \mathcal{F}_t \right] = E \left[ b^n(t) p^n(t) + \sigma^n(t) q^n(t) + \int_\mathbb{R} \gamma^n(t, \zeta) r^n(t, \zeta) \nu(d\zeta) \Big| \mathcal{F}_t \right] = 0.
\end{equation}

Proof. See the Appendix. \hfill \Box

Condition (3.3) also admits an alternative formulation, in terms of the generalised Malliavin derivatives of the marginal utility $U'$. To this effect, recall the generalised Clark-Ocone theorem (see [1] for the Brownian motion case and Theorem 3.28 of [9] for the Lévy process case) which states that if the random variable $F \in L^2(P)$ is $\mathcal{G}_T$-measurable, then it can be written as 
\begin{equation}
F = E[F] + \int_0^T E[D_t F | \mathcal{G}_t] dB(t) + \int_0^T \int_\mathbb{R} E[D_{t, \zeta} F | \mathcal{G}_t] \tilde{N}(dt, d\zeta)
\end{equation}
where $D_t$ and $D_{t, \zeta}$ denote the generalised Malliavin derivatives at $t$ with respect to $B$ and at $t, \zeta$ with respect to $N$, respectively. Applying this to $F := U'(X_{\varphi}(T \wedge \tau_n))$ we see that the solution $(p^n, q^n, r^n)$ to the BSDE (3.2) can be represented as follows, for all $t \in [0, T]$ and $\zeta \in \mathbb{R}$:
\begin{align*}
p^n(t) &= E[U'(X_{\varphi}(T \wedge \tau_n)) | \mathcal{G}_t], \\
q^n(t) &= E[D_t U'(X_{\varphi}(T \wedge \tau_n)) | \mathcal{G}_t], \\
r^n(t, \zeta) &= E[D_{t, \zeta} U'(X_{\varphi}(T \wedge \tau_n)) | \mathcal{G}_t].
\end{align*}

Therefore, in view of Proposition 3.4, we get the following characterization of the optimal terminal wealth $X_{\varphi}^{\pi_{\alpha}}(T \wedge \tau_n)$ of the partial information locally optimal portfolio problem (Problem 3.1).

Corollary 3.5. For any fixed $n \in \mathbb{N}$, an element $\varphi \in \mathcal{A}_F^n(n)$ solves Problem 3.1 if and only if the corresponding terminal wealth $X_{\varphi}(T \wedge \tau_n)$ satisfies the following partial information Malliavin differential equation $P$-a.s. for a.a. $t \in [0, T \wedge \tau_n]$:  
\begin{equation}
E \left[ b^n(t) U'(X_{\varphi}(T \wedge \tau_n)) + \sigma^n(t) D_t U'(X_{\varphi}(T \wedge \tau_n)) + \int_\mathbb{R} \gamma^n(t, \zeta) D_{t, \zeta} U'(X_{\varphi}(T \wedge \tau_n)) \nu(d\zeta) \Big| \mathcal{F}_t \right] = 0.
\end{equation}

3.2 Partial information equivalent martingale measures (PIEMMs)

We now proceed to characterize the density processes of all partial information equivalent martingale measures (PIEMMs), defined below in Definition 3.6. As a preliminary, let us consider a generic probability measure $Q \sim P$ on $(\Omega, \mathcal{G}_T)$ and denote by $G = \{G(t); t \in [0, T]\}$ its density process, i.e., $G(t) := \frac{dQ|\mathcal{G}_t}{dP|\mathcal{G}_t}$ for all $t \in [0, T]$. It is well-known that $G$ is a strictly positive $\mathcal{G}$-martingale with $E[G(T)] = 1$. Observe that the density process $G$ has been defined with respect to the full information filtration $\mathcal{G}$, not to the partial information filtration $\mathcal{F}$. The reason is that, in the current general setting, we do not assume any specific structure for $\mathcal{F}$, and, hence, it would not be possible to provide any useful characterization of the density processes in $\mathcal{F}$. On the contrary, due to the martingale representation property in the filtration $\mathcal{G}$, there exists a $\mathcal{P}_\mathcal{G}$-measurable process $\theta_0 = \{\theta_0(t); t \in [0, T]\}$

---

4 We want to point out that, for the same reason, the BSDE (3.2) has been formulated with respect to the full information filtration $\mathcal{G}$, even though the terminal condition $U'(X_{\varphi}(T \wedge \tau_n))$ is clearly $\mathcal{F}_T$-measurable.
with \( \int_0^T \theta_2^2(t) dt < \infty \) \( P \)-a.s. and a \( \mathcal{P}_C \otimes \mathcal{B}(\mathbb{R}) \)-measurable function \( \theta_1 : \Omega \times [0, T] \times \mathbb{R} \to (-1, \infty) \) with \( \int_0^T \int_\mathbb{R} \theta_1^2(t, \zeta) \nu(d\zeta) dt < \infty \) \( P \)-a.s. such that the following holds:

\[
\begin{aligned}
dG(t) &= G(t-) \left( \theta_0(t) dB(t) + \int_\mathbb{R} \theta_1(t, \zeta) \tilde{N}(dt, d\zeta) \right), \quad t \in [0, T]; \\
G(0) &= 1.
\end{aligned}
\] (3.4)

For all \( t \in [0, T] \), the SDE (3.4) admits as explicit solution

\[
G(t) = \exp \left( \int_0^t \theta_0(s) dB(s) - \frac{1}{2} \int_0^t \theta_0^2(s) ds + \int_0^t \int_\mathbb{R} \log(1 + \theta_1(s, \zeta)) \tilde{N}(ds, d\zeta) + \int_0^t \int_\mathbb{R} \left\{ \log(1 + \theta_1(s, \zeta)) - \theta_1(s, \zeta) \right\} \nu(d\zeta) ds \right).
\] (3.5)

In the following, we write \( G_\theta(t) := G(t) \), for \( \theta := (\theta_0, \theta_1) \), where \( G(t) \) is represented by \( \theta \) as above.

We let \( \Theta \) denote the family of all \( \mathcal{P}_C \)-measurable processes \( \theta = (\theta_0, \theta_1) \) such that the SDE (3.4) has a unique strictly positive martingale solution \( G_\theta = \{G_\theta(t) : t \in [0, T]\} \). Similarly, for \( \theta \in \Theta \), we denote by \( Q_\theta \) the measure on \((\Omega, \mathcal{G}_T)\) defined by \( dQ_\theta/dP := G_\theta(T) \) and by \( E_{Q_\theta}[\cdot] \) the corresponding expectation.

**Definition 3.6.** For a fixed \( n \in \mathbb{N} \), a probability measure \( Q_\theta \sim P \) on \((\Omega, \mathcal{G}_T)\) is said to be a partial information equivalent martingale measure (PIEMM) up to \( \tau_n \) if the process \( S^{\tau_n} \) is a \((Q_\theta, \mathcal{F})\)-martingale.

In the next proposition we characterize the density processes of all PIEMMs.

**Proposition 3.7.** For any fixed \( n \in \mathbb{N} \), a probability measure \( Q_\theta \sim P \) on \((\Omega, \mathcal{G}_T)\) such that \( \theta = (\theta_0, \theta_1) \in L^2(B) \times G^2(\tilde{N}) \) is a PIEMM up to \( \tau_n \) if and only if the following condition holds:

\[
E_{Q_\theta} \left[ b^n(t) + \sigma^n(t) \theta_0(t \wedge \tau_n) + \int_\mathbb{R} \gamma^n(t, \zeta) \theta_1(t \wedge \tau_n, \zeta) \nu(d\zeta) \bigg| \mathcal{F}_t \right] = 0 \quad P\text{-a.s. for a.a. } t \in [0, T \wedge \tau_n].
\] (3.6)

**Proof.** See the Appendix.

\( \square \)

### 3.3 Local market viability and PIEMMs

We now combine the results of Sections 3.1-3.2 to obtain our first main result, namely a characterization of local market viability in terms of partial information equivalent martingale measures.

**Theorem 3.8.** For any fixed \( n \in \mathbb{N} \), the following are equivalent:

(i) the financial market is locally viable up to \( \tau_n \) (in the sense of Definition 3.2) and \( \varphi^* \in \mathcal{A}^D_0(n) \) solves the partial information locally optimal portfolio problem (Problem 3.1);

(ii) for \( \varphi^* \in \mathcal{A}^D_0(n) \), the measure \( Q^{\varphi^*, n} \sim P \) defined on \((\Omega, \mathcal{G}_T)\) by

\[
\frac{dQ^{\varphi^*, n}}{dP} := \frac{U'(X_{\varphi^*}(T \wedge \tau_n))}{E[U'(X_{\varphi^*}(T \wedge \tau_n))]}
\] (3.7)

is a PIEMM up to \( \tau_n \), in the sense of Definition 3.6.

\( ^5 \) If \( \tau_n \) is a \( \mathcal{G} \)-stopping time, but not necessarily an \( \mathcal{F} \)-stopping time, and \( \mathcal{F}^S \subset \mathcal{F} \) does not necessarily hold, a PIEMM up to \( \tau_n \) can be defined in terms of the \((Q_\theta, \mathcal{F})\)-martingale property of the \((Q_\theta, \mathcal{F})\)-optional projection of the stopped process \( S^{\tau_n} \) (compare with Remark 2.2). In that case, analogous versions of Proposition 3.7 and Theorem 3.8 can be established.
Proof. (i) ⇒ (ii): Due to Proposition 3.4, if $\varphi \in \mathcal{A}_F^U(n)$ solves Problem 3.1, then the unique solution $(p^n, q^n, r^n) \in \mathcal{M}^2 \times L^2(B) \times G^2(\tilde{N})$ to the BSDE (3.2) satisfies condition (3.3). Let us define, for all $t \in [0, T]$ and $\zeta \in \mathbb{R}$

$$G(t) := \frac{p^n(t)}{p^n(0)} = \frac{E[U'(X_\varphi(T \wedge \tau_n))|\mathcal{G}_t]}{E[U'(X_\varphi(T \wedge \tau_n))]}, \quad \theta_0(t) := \frac{q^n(t)}{p^n(t)}, \quad \theta_1(t, \zeta) := \frac{r^n(t, \zeta)}{p^n(t^-)}. \quad (3.8)$$

Then, by combining equation (3.2) with (3.8), we get

$$dG(t) = \frac{dp^n(t)}{p^n(0)} = \frac{q^n(t)}{p^n(0)} dB(t) + \int_{\mathbb{R}} \frac{p^n(t, \zeta)}{p^n(0)} \tilde{N}(dt, d\zeta) = \frac{p^n(t)}{p^n(0)} \theta_0(t) dB(t) + \frac{p^n(t^-)}{p^n(0)} \int_\mathbb{R} \theta_1(t, \zeta) \tilde{N}(dt, d\zeta)$$

$$= G(t^-) \left[ \theta_0(t) dB(t) + \int_\mathbb{R} \theta_1(t, \zeta) \tilde{N}(dt, d\zeta) \right].$$

By letting $dQ^{\varphi,n}/dP := G(T)$, we get a well-defined probability measure $Q^{\varphi,n} \sim P$ on $(\Omega, \mathcal{G}_T)$ with density given by the right-hand side of (3.7). In view of Proposition 3.7, in order to show that $Q^{\varphi,n}$ is a PIEMM up to $\tau_n$ it suffices to show that condition (3.6) holds. This follows immediately by substituting (3.8) into condition (3.3).

(ii) ⇒ (i): Suppose that the probability measure defined by the right-hand side of (3.7) is a PIEMM up to $\tau_n$, for some $\varphi \in \mathcal{A}_F^U(n)$, and define the process $G = \{G(t); t \in [0, T]\}$ as follows:

$$G(t) := \frac{E[U'(X_\varphi(T \wedge \tau_n))|\mathcal{G}_t]}{E[U'(X_\varphi(T \wedge \tau_n))]}, \quad \text{for all } t \in [0, T].$$

By the martingale representation property, the process $G$ admits a representation of the form (3.4), for some $\mathcal{P}_G$-measurable process $\theta_0$ and for some $\mathcal{P}_G \otimes \mathbb{B}(\mathbb{R})$-measurable function $\theta_1$. Furthermore, since $Q^{\varphi,n}$ is a PIEMM up to $\tau_n$, Proposition 3.7 implies that the following condition is satisfied $P$-a.s. for a.a. $t \in [0, T \wedge \tau_n]$:

$$E \left[ G(t) \left( b^n(t) + \sigma^n(t) \theta_0(t \wedge \tau_n) + \int_{\mathbb{R}} \gamma^n(t, \zeta) \theta_1(t \wedge \tau_n, \zeta) \nu(d\zeta) \right) |\mathcal{F}_t \right] = 0. \quad (3.9)$$

Let us then define, for all $t \in [0, T]$ and $\zeta \in \mathbb{R}$

$$p^n(t) := E[U'(X_\varphi(T \wedge \tau_n))]G(t), \quad q^n(t) := p^n(t) \theta_0(t \wedge \tau_n), \quad r^n(t, \zeta) := p^n(t^-) \theta_1(t \wedge \tau_n, \zeta). \quad (3.10)$$

Note that, since $U'(X_\varphi(T \wedge \tau_n)) \in L^2(P)$, we have $(p^n, q^n, r^n) \in \mathcal{M}^2 \times L^2(B) \times G^2(\tilde{N})$. By substituting (3.10) into (3.4), we see that $(p^n, q^n, r^n)$ satisfies the BSDE (3.2). Moreover, by substituting (3.10) into (3.9), we can verify that (3.3) holds. Proposition 3.4 allows then to conclude that $\varphi \in \mathcal{A}_F^U(n)$ solves Problem 3.1. \qed

**Remark 3.9.** As we have already mentioned, we did not a-priori introduce any no-arbitrage restriction on the model. The result of Theorem 3.8 can then be interpreted in the following sense: as soon as the financial market is locally viable, in the sense that a portfolio optimization problem admits locally a solution, then there locally exists a partial information equivalent martingale measure. This means that the absence of arbitrage opportunities comes as a direct consequence of local market viability.
4 Global market viability under partial information

So far, we have studied the viability of the financial market in a local sense, namely up to the stopping times composing the localizing sequence \( \{\tau_n\}_{n \in \mathbb{N}} \). Now, we adopt a global perspective and aim at characterizing the global viability of the financial market on the whole investment horizon \([0, T]\). In Section 4.1, we directly prove a global version of Theorem 3.8 under the stronger assumption that \( b, \sigma \) and \( \gamma \) in (2.1) are bounded (and not only locally bounded) and the measure \( \nu \) is finite. In Section 4.2, we shall deal with the more delicate locally bounded case.

4.1 The case of bounded coefficients

This subsection aims at proving, under a rather strong assumption (see Assumption 4.2 below), the equivalence between the existence of a PIEMM and the viability of the financial market in a global sense. In the spirit of Definition 3.2, we adopt the following definition of global market viability.

**Definition 4.1.** Let \( U \) be a utility function. The financial market is said to be globally viable if there exists an element \( \varphi^* \in A_U^G \) such that

\[
\sup_{\varphi \in A_U^G} E\left[U(X_{\varphi}(T))\right] = E\left[U(X_{\varphi^*}(T))\right] < \infty.
\]  

(4.1)

In general, it turns out that the equivalence between the global viability of the financial market (in the sense of Definition 4.1) and the existence of a PIEMM with density given by the (normalized) marginal utility of the optimal terminal wealth does not hold, as shown by an explicit counterexample in Section 5. However, we can still obtain a direct and global version of Theorem 3.8 if the following stronger assumption is satisfied.

**Assumption 4.2.** (i) The \( \mathcal{P}_G \)-measurable processes \( b, \sigma \) as well as the \( \mathcal{P}_G \otimes \mathcal{B}(\mathbb{R}) \)-measurable function \( \gamma \) are \( \mathcal{P} \)-a.s. uniformly bounded and the measure \( \nu \) is finite;

(ii) the utility function \( U \) satisfies the following condition:

\[
E\left[U'(X_{\varphi}(T) + \xi)^2\right] < \infty, \quad \text{for all } \varphi \in A_U^G \text{ and for all } \xi \in \bigcap_{r \in (1, \infty)} L^r(P).
\]  

(4.2)

A useful consequence of part (i) of Assumption 4.2 is that the price process \( S \) admits finite moments of every order, as shown in the next simple lemma, the proof of which is postponed to the Appendix.

**Lemma 4.3.** If Assumption 4.2-(i) holds, then \( E\left[\sup_{t \in [0, T]} |S(t)|^r\right] < \infty \) for all \( r \in (1, \infty) \).

Following the same approach of Section 3.1, we can characterize the solution to the portfolio optimization problem (4.1) via the solution \((p, q, r) \in \mathcal{M}^2 \times L^2(\mathbb{B}) \times G^2(\tilde{N})\) to the associated BSDE

\[
\begin{aligned}
dp(t) &= q(t) dB(t) + \int_{\mathbb{R}} r(t, \zeta) \tilde{N}(dt, d\zeta), \quad t \in [0, T]; \\
p(T) &= U'(X_{\varphi}(T)).
\end{aligned}
\]  

(4.3)

**Proposition 4.4.** Suppose that Assumption 4.2 holds. An element \( \varphi \in A_U^G \) solves problem (4.1) if and only if the solution \((p, q, r) \in \mathcal{M}^2 \times L^2(\mathbb{B}) \times G^2(\tilde{N})\) to the corresponding BSDE (4.3) satisfies the following condition \( \mathcal{P} \)-a.s. for a.a. \( t \in [0, T] \):

\[
E\left[b(t)p(t) + \sigma(t)q(t) + \int_{\mathbb{R}} \gamma(t, \zeta) r(t, \zeta) \nu(d\zeta) \right| \mathcal{F}_t] = 0
\]
Proposition 4.6. Suppose that Assumption 4.2-(i) holds. A probability measure $\theta$ is a PIEMM if and only if the following condition holds:

$$E_Q[\theta_0(t) + \int_0^T \gamma(t, \xi) \theta_1(t, \xi) \nu(d\xi) | F_t] = 0 \quad P\text{-a.s. for a.a. } t \in [0, T]$$

where $\theta_0 (\theta_1, \text{resp.})$ is the process (predictable function, resp.) appearing in the representation (3.5).

Proof. The claim can be proved by relying on the same arguments used in the proof of Proposition 3.7 (of course, without stopping by $T_n$). Note that, in the context of this subsection, the true $\mathcal{G}$-martingale property of the $\mathcal{G}$-local martingale part in (A.7) can be verified by relying on Lemma 4.3 together with standard inequalities, using the fact that $dQ_\theta/dP \in L^2(P)$.

As in Section 3.3, we can now combine Propositions 4.4 and 4.6 in order to obtain the equivalence between the global viability of the financial market (in the sense of Definition 4.1) and the existence of a PIEMM. We omit the proof, which is entirely similar to the proof of Theorem 3.8.

Theorem 4.7. Suppose that Assumption 4.2 holds. Then the following are equivalent:

(i) the financial market is globally viable, in the sense of Definition 4.1, and $\varphi^* \in \mathcal{A}_G^U$ solves the partial information optimal portfolio problem (4.1);

(ii) for $\varphi^* \in \mathcal{A}_G^U$, the measure $Q^{\varphi^*} \sim P$ on $(\Omega, \mathcal{G}_T)$ defined by

$$\frac{dQ^{\varphi^*}}{dP} := E[U'(X_{\varphi^*}(T))]/E[U'(X_{\varphi^*}(T))]$$

is a PIEMM, in the sense of Definition 3.7.

4.2 The general case

In the present section, we study the issue of global market viability in the more general case where $b$, $\sigma$ and $\gamma$ are only $\mathcal{F}$-locally bounded, as in Section 2, without assuming that the stronger simplifying Assumption 4.2 holds. In this case, as will be shown by the explicit example contained in Section 5, we cannot characterize global market viability in terms of PIEMMs and we need to rely on the localization approach described in Section 3, adopting the following definition of global market viability.
**Definition 4.8** (Global market viability). Let $U$ be a utility function. The financial market is said to be globally viable if, for all $n \in \mathbb{N}$, Problem 3.1 admits an optimal solution $\varphi^*_n \in \mathcal{A}_E^U(n)$.

In general, one cannot hope to obtain a full characterization of global market viability in terms of (partial information) equivalent martingale measures defined on the whole investment horizon $[0,T]$ (not even in terms of partial information equivalent local martingale measures), as will be shown in Section 5. Hence, we need to introduce the following notion, which corresponds to a weaker counterpart of the density process of a PIEMM and extends to the partial information setting the concept of local martingale deflator introduced in [18].

**Definition 4.9.** A strictly positive $\mathbb{F}$-local martingale $Z = \{Z(t); t \in [0,T]\}$ with $Z(0) = 1$ is said to be a partial information local martingale deflator (PILMD) if $ZS$ is an $\mathbb{F}$-local martingale.

As shown in [18], the existence of a local martingale deflator is equivalent to the no arbitrage of the first kind (NA1) condition, which is in turn equivalent to the absence of unbounded profits with bounded risk (NUPBR), see [17]. In particular, the NA1/NUPBR condition can be shown to be strictly weaker than the classical no free lunch with vanishing risk (NFLVR) condition introduced in [6], the latter being equivalent (in the case of locally bounded processes) to the existence of an equivalent local martingale measure (in Section 5 we will propose an example of a globally viable financial market that does not satisfy NFLVR). We then have the following result, the proof of which (postponed to the Appendix) is mainly based on elementary computations, relying on Assumption 2.1, together with the implication (i) $\Rightarrow$ (ii) of Theorem 3.8.

**Theorem 4.10.** If the financial market is globally viable, in the sense of Definition 4.8, then there exists a PILMD.

Note that, as for Remark 3.9, the no-arbitrage property of the model (now in terms of NA1/NUPBR) comes as a direct consequence of the (global) viability of the financial market. In our setting, however, the mere existence of a PILMD is not sufficient to ensure the global viability of the financial market. Nevertheless, it turns out that, if the financial market is globally viable, in the sense of Definition 4.8, and if the family of optimal strategies $\{\varphi^*_n\}_{n \in \mathbb{N}}$ satisfies the following consistency condition, then the global viability of the financial market is equivalent to the existence of a PILMD which aggregates the density processes of all local PIEMMs (see Theorem 4.13).

**Definition 4.11.** If the financial market is globally viable, in the sense of Definition 4.8, we say that the family of optimal strategies $\{\varphi^*_n\}_{n \in \mathbb{N}}$ is consistent if the following hold:

$$
\frac{E[U'(X_{\varphi^*_n}^n(T \land \tau_n))|\mathcal{F}_{T \land \tau_{n-1}}]}{E[U'(X_{\varphi^*_n}^n(T \land \tau_n))]} = \frac{U'(X_{\varphi^*_n-1}^n(T \land \tau_{n-1}))}{E[U'(X_{\varphi^*_n-1}^n(T \land \tau_{n-1}))]}, \quad \text{for all } n \in \mathbb{N}. \quad (4.4)
$$

**Remark 4.12.** (i) As a first and easy case, condition (4.4) holds whenever the model is complete, in the sense that, for every $n \in \mathbb{N}$, the set of all PIEMMs up to $\tau_n$ consists of a single element.

Indeed, Theorem 3.8 shows that $Q_{\varphi^*_n}$ defined as in (3.7) is a PIEMM up to $\tau_n$ and, analogously, if the sequence $\{\tau_n\}_{n \in \mathbb{N}}$ is composed of $\mathbb{G}$-stopping times, not necessarily of $\mathbb{F}$-stopping times, and if the inclusion $\mathbb{F}^S \subseteq \mathbb{F}$ does not hold, then Definition 4.9 can be weakened by requiring that the $\mathbb{F}$-optional projection of $ZS$ is an $\mathbb{F}$-local martingale. In that case, analogous versions of Theorems 4.10 and 4.13 can be established.

Actually, Theorem 4.10 can be regarded as a special case of a more general result. Indeed, it has been recently proved in [5] that, in a general semimartingale setting, utility maximization problems are solvable along an increasing sequence of stopping times if and only if NUPBR holds (and, hence, if and only if there exists a local martingale deflator, due to [18]). However, except for the case of exponential utility, the general results of [5] do not yield an explicit description of the local martingale deflator.
Q^{\tau_{n-1}} is a PIEMM up to \tau_{n-1}. However, since \tau_{n-1} \leq \tau_{n} P\text{-a.s. for every } n \in \mathbb{N}, the measure Q^{\tau_{n}} is also a PIEMM up to \tau_{n-1} and, if there exists a unique PIEMM up to \tau_{n-1}, we then have 

Q^{\tau_{n}}|_{\mathcal{F}_{T \cap \tau_{n-1}}} = Q^{\tau_{n-1}}. 

Due to (3.7), this clearly implies the consistency condition (4.4).

(ii) As can be readily checked, a general sufficient condition for the validity of (4.4) is given by

\varphi_{n-1}^* = \varphi_{n}^* 1_{[0, \tau_{n-1}]} together with the martingale property of \( U'(X_{\varphi_{n}^*} (\cdot \wedge \tau_{n})) \), for every \( n \in \mathbb{N} \).

In particular, this holds in the following two cases: (a) for a logarithmic utility function when trading strategies are restricted to a compact set, in a wide class of jump-diffusion models for which the reciprocal of the log-optimal portfolio is a local martingale (see e.g. [19] as well as the example in Section 5); (b) for an exponential utility function when trading strategies are restricted to a compact set, in a wide class of jump-diffusion models for which the measure \( \nu \) is finite, as in [25] (see also [15] for related results in the continuous case).

(iii) Note that, in view of Proposition 3.4, condition (4.4) can be equivalently formulated as a consistency condition on the terminal values of the solutions \{p^n\}_{n \in \mathbb{N}} \subset \mathcal{M}^2 to the adjoint BSDE (3.2).

By relying on Theorem 3.8, we can now formulate the announced equivalence result, which characterizes global market viability, with a consistent family of optimal strategies, under partial information.

**Theorem 4.13.** The following are equivalent:

(i) the financial market is globally viable, in the sense of Definition 4.8, with a consistent family \( \{\varphi_{n}^*\}_{n \in \mathbb{N}} \) of optimal strategies;

(ii) there exists a family of strategies \( \{\varphi_{n}^*\}_{n \in \mathbb{N}} \), with \( \varphi_{n}^* \in \mathcal{A}_P^U(n) \), for every \( n \in \mathbb{N} \), such that the process \( Z = \{Z(t) : t \in [0, T]\} \) defined by

\[
Z(t) := 1_{\{t = 0\}} + \sum_{k=1}^{\infty} 1_{\{\tau_{k-1} < t \leq \tau_k\}} \frac{E[U'(X_{\varphi_{n}^*}(T \wedge \tau_k))|\mathcal{F}_t]}{E[U'(X_{\varphi_{n}^*}(T \wedge \tau_k))]}, \quad \text{for all } t \in [0, T],
\]

is a PILMD satisfying \( Z(T \wedge \tau_n) = U'(X_{\varphi_{n}^*}(T \wedge \tau_n))/E[U'(X_{\varphi_{n}^*}(T \wedge \tau_n))] \), for all \( n \in \mathbb{N} \), with \( \tau_0 := 0 \).

**Proof.** (i) \( \Rightarrow \) (ii): Let the strategy \( \varphi_{n}^* \in \mathcal{A}_P^U(n) \) solve Problem 3.1, for every \( n \in \mathbb{N} \), and define the process \( Z_{\varphi_{k}^*} = \{Z_{\varphi_{k}^*}(t) : t \in [0, T]\} \) as in (A.9), for every \( k \in \mathbb{N} \), and the process \( Z = \{Z(t) : t \in [0, T]\} \) by \( Z(t) := \prod_{k=1}^{\infty} Z_{\varphi_{k}^*}(t \wedge \tau_{k-1}) \). As shown in the proof of Theorem 4.10, the process \( Z \) is a PILMD. Moreover, as can be easily checked, condition (4.4) implies that \( Z_{\varphi_{n}^*}(t \wedge \tau_{k-1}) = Z_{\varphi_{n}^*}(t \wedge \tau_{k-1}) \) for all \( t \in [0, T] \) and \( k \in \mathbb{N} \), so that the process \( Z \) can be equivalently rewritten as follows, for all \( t \in [0, T] \):

\[
Z(t) = 1_{\{t = 0\}} + \sum_{k=1}^{\infty} 1_{\{\tau_{k-1} < t \leq \tau_k\}} Z_{\varphi_{k}^*}(t) = 1_{\{t = 0\}} + \sum_{k=1}^{\infty} 1_{\{\tau_{k-1} < t \leq \tau_k\}} \frac{E[U'(X_{\varphi_{k}^*}(T \wedge \tau_k))|\mathcal{F}_t]}{E[U'(X_{\varphi_{k}^*}(T \wedge \tau_k))]}.
\]

To complete the proof of the implication (i) \( \Rightarrow \) (ii), note that the consistency condition (4.4), together

---

\[8\] Indeed, if the measure \( \nu \) is finite and trading strategies are restricted to a compact set, the local boundedness of \( b, \sigma \) and \( \gamma \) together with the results of Section 4 of [25] imply the martingale property of \( U(X_{\varphi_{n}^*} (\cdot \wedge \tau_n)) \) (it can be shown that the class of admissible strategies adopted in [25] coincides with \( \mathcal{A}_P^U \)), for every \( n \in \mathbb{N} \). In particular, since the utility is exponential, this implies the martingale property of \( U'(X_{\varphi_{n}^*} (\cdot \wedge \tau_n)) \) and also that \( \varphi_{n-1}^* = \varphi_{n}^* 1_{[0, \tau_{n-1}]} \), for every \( n \in \mathbb{N} \).
with the tower property of conditional expectation, implies that, for all \(n \in \mathbb{N}\):

\[
Z(T \wedge \tau_n) = \sum_{k=1}^{n} \mathbb{1}_{\{\tau_{n-1} \leq T \leq \tau_k\}} \frac{U'(X_{\varphi_n^*}(T \wedge \tau_k))}{E[U'(X_{\varphi_n^*}(T \wedge \tau_k))] + 1_{\{T > \tau_n\}} \frac{U'(X_{\varphi_n^*}(T \wedge \tau_n))}{E[U'(X_{\varphi_n^*}(T \wedge \tau_n))]}.
\]

(ii) \(\Rightarrow\) (i): Suppose that, for some family of strategies \(\{\varphi_n^*\}_{n \in \mathbb{N}}\) with \(\varphi_n^* \in \mathcal{A}_p^D(n)\), for all \(n \in \mathbb{N}\), the process \(Z\) defined in (4.5) is a PILMD. Due to the local boundedness assumption (see part (i) of Assumption 2.1), the sequence \(\{\tau_n\}_{n \in \mathbb{N}}\) is a localizing sequence for \(Z\), meaning that the stopped process \(Z^{\tau_n}\) is an \(\mathcal{F}\)-martingale, for every \(n \in \mathbb{N}\). Moreover, since \(Z\) is a PILMD, the stopped process \((ZS)^{\tau_n}\) is an \(\mathcal{F}\)-martingale, for every \(n \in \mathbb{N}\). In view of Definition 3.6, this means that the measure \(Q^n\) defined by \(dQ^n := Z(T \wedge \tau_n)dP\) is a PIEMM up to \(\tau_n\). Theorem 3.8 then implies that \(\varphi_n^*\) solves Problem 3.1, for all \(n \in \mathbb{N}\). To complete the proof, it remains to prove the consistency condition (4.4). This can be shown as follows, using the \(\mathcal{F}\)-martingale property of \(Z^{\tau_n}\), for all \(n \in \mathbb{N}\) and \(t \in [0,T]\):

\[
E[U'(X_{\varphi_n^*}(T \wedge \tau_n))|\mathcal{F}_{T \wedge \tau_{n-1}}] \frac{U'(X_{\varphi_n^*}(T \wedge \tau_{n-1}))}{E[U'(X_{\varphi_n^*}(T \wedge \tau_{n-1}))]} = E[Z_{\varphi^*}(T \wedge \tau_n)|\mathcal{F}_{T \wedge \tau_{n-1}}] - Z_{\varphi^*}(T \wedge \tau_{n-1}) = 0.
\]

In view of Definition 4.8, we have thus shown that the financial market is globally viable with a consistent family \(\{\varphi_n^*\}_{n \in \mathbb{N}}\) of optimal strategies.

In particular, we want to remark that Theorem 4.13 gives an explicit description of the PILMD \(Z\), which aggregates the expected (normalised) marginal utilities of terminal wealth at the stopping times of the localizing sequence \(\{\tau_n\}_{n \in \mathbb{N}}\).

5 An example

This section is meant to be an illustration of the concepts discussed so far in the context of a simple continuous model, based on a three-dimensional Bessel process. Three-dimensional Bessel processes have been extensively studied in relation with the existence of arbitrage opportunities, see e.g. [7], Section 2 of [11] and Example 4.6 in [17]. In the present example, we will show that, for a logarithmic utility function, the financial market is viable in the local as well as in the global sense, even though the model allows for arbitrage opportunities.

Let \((\Omega, \mathcal{G}, \mathbb{G}, P)\) be a given filtered probability space, with a standard Brownian motion \(B\) and where \(\mathbb{F} := \mathcal{G}^B \subseteq \mathbb{G}\) is the \(P\)-augmented filtration generated by \(B\). We define the (discounted) price process \(S\) of a single risky asset as the solution to the following SDE:

\[
\begin{cases}
    dS(t) = \frac{1}{S(t)} dt + dB(t), & t \in [0,T]; \\
    S(0) = 1.
\end{cases}
\]  

The solution to the SDE (5.1) is a \(P\)-a.s. strictly positive process known as the three-dimensional Bessel process (see e.g. [31], Chapter XI). It is easy to see that there exists a sequence \(\{\tau_n\}_{n \in \mathbb{N}}\) of \(\mathbb{F}\)-stopping times with \(\tau_n \nearrow +\infty\) \(P\)-a.s. as \(n \to +\infty\) such that \(S^{\tau_n}\) and \(1/S^{\tau_n}\) are \(P\)-a.s. uniformly bounded, for every \(n \in \mathbb{N}\). Indeed, it suffices to define \(\tau_n := \inf\{t \in [0,T] : S(t) \notin (1/n,n)\}\), for
$n \in \mathbb{N}$ (with the usual convention $\inf \emptyset = +\infty$). A simple application of Itô’s formula gives that $dS^{-1}(t) = -S^{-2}(t) dB(t)$, thus showing that $1/S$ is an $\mathbb{F}$-local martingale or, equivalently, that the stopped process $1/S_{\tau_n}$ is an $\mathbb{F}$-martingale, for all $n \in \mathbb{N}$. Furthermore, for any $\varphi \in \mathcal{A}_F^U(n)$ and $n \in \mathbb{N}$:

\[
d\left( \frac{X_\varphi(t \wedge \tau_n)}{S(t \wedge \tau_n)} \right) = X_\varphi(t \wedge \tau_n) \, d\left( \frac{1}{S(t \wedge \tau_n)} \right) + \frac{\varphi(t)}{S(t \wedge \tau_n)} \, dS(t \wedge \tau_n) - 1_{\{\tau_n > t\}} \frac{\varphi(t)}{S^2(t \wedge \tau_n)} \, dt
\]

(5.2)

thus showing that the stopped process $X^*_{\varphi_n}/S_{\tau_n}$ is an $\mathbb{F}$-martingale, for every $n \in \mathbb{N}$.

Let us consider the logarithmic utility function $U(x) = \log(x)$, with an initial endowment of $x = 1$. Jensen’s inequality together with the martingale property of $X^*_{\varphi_n}/S_{\tau_n}$ gives

\[
E\left[ \log\left( \frac{X_\varphi(T \wedge \tau_n)}{S(T \wedge \tau_n)} \right) \right] = E\left[ \log\left( \frac{X_\varphi(T \wedge \tau_n)}{S(T \wedge \tau_n)} \right) \right] \leq 0
\]

meaning that $E[\log(X_\varphi(T \wedge \tau_n))] \leq E[\log(S(T \wedge \tau_n))]$, for any $\varphi \in \mathcal{A}_F^U(n)$. This shows that the optimal strategy for the logarithmic utility is a simple buy-and-hold position in the risky asset itself, i.e., $\varphi^*_n = 1 \in \mathcal{A}_F^U(n)$ for all $n \in \mathbb{N}$. According to Definition 3.2, the financial market is locally viable up to $\tau_n$, for every $n \in \mathbb{N}$.

We can also verify the local viability of the financial market by applying Theorem 3.8. Indeed, since the stopped process $1/S_{\tau_n}$ is a strictly positive $\mathbb{F}$-martingale, we can define a probability measure $Q^n$ on $(\Omega, \mathcal{G}_T)$ by letting $dQ^n/dP := 1/S(T \wedge \tau_n)$. Due to Bayes’ rule, it is easy to check that $Q^n$ is a PIEMM up to $\tau_n$, in the sense of Definition 3.6. Since $U'(x) = 1/x$, the implication (ii) $\Rightarrow$ (i) of Theorem 3.8 implies that the financial market is viable up to $\tau_n$ and that $\varphi^*_n = 1 \in \mathcal{A}_F^U(n)$ solves Problem 3.1, for every $n \in \mathbb{N}$.

Since the process $1/S$ is unbounded, Assumption 4.2 fails to hold and, hence, we cannot rely on the approach presented in Section 4.1 to study the global viability of the financial market. More precisely, we can prove that the process $1/S$ cannot be used as the density process of a PIEMM on $[0, T]$, since $1/S$ is a strict local martingale, according to the terminology of [10], being a local martingale which fails to be a true martingale, so that $E[1/S(T)] < 1$. Let us explain with some more details this phenomenon. We define the measure $Q^\varphi^n$ as follows:

\[
\frac{dQ^\varphi^n}{dP} := \frac{U'(X_\varphi^n(T))}{E[U'(X_\varphi^n(T))]} = \frac{1/S(T)}{E[1/S(T)]}.
\]

If $Q^\varphi^n$ were a PIEMM, then its density process $G = \{G(t); t \in [0, T]\}$, with $dQ^\varphi^n|_{\mathcal{F}_t} := G(t) \, dP|_{\mathcal{F}_t}$ for all $t \in [0, T]$, would be an $\mathbb{F}$-martingale admitting the following representation, as in (3.5):

\[
G(t) = \exp \left( \int_0^t \theta_0(s) \, dB(s) - \frac{1}{2} \int_0^t \theta_0^2(s) \, ds \right), \quad \text{for all } t \in [0, T],
\]

for some $\mathbb{F}$-predictable process $\theta_0 = \{\theta_0(t); t \in [0, T]\}$ with $\int_0^T \theta_0^2(t) \, dt < \infty \text{ P-a.s.}$, so that:

\[
d(G(t)S(t)) = S(t) \, dG(t) + G(t) \, dS(t) + d\langle G, S \rangle(t) = S(t) \, dG(t) + G(t) \, dB(t) + G(t) \left( \frac{1}{S(t)} + \theta_0(t) \right) \, dt.
\]

(5.3)

If $Q^\varphi^n$ were a PIEMM, then the product $GS$ would be an $\mathbb{F}$-(local) martingale and equation (5.3) would then imply that $\theta_0(t) = -1/S(t)$ for a.a. $t \in [0, T]$, meaning that $dG(t) = -G(t)/S(t) \, dB(t)$. But, since $G(0) = 1/S(0) = 1$, this would in turn imply that $G$ and $1/S$ solve the same SDE and,
hence, one would conclude that $G = 1/S$, thus contradicting the martingale property of $G$. This shows that, in the context of the present example, the marginal utility of the optimal terminal wealth cannot be taken as the density of a PIEMM. The failure of the martingale property of $1/S$ is also linked to the existence of multiple solutions to the BSDE (3.2) on the time horizon $[0,T]$ beyond the class $\mathcal{M}^2 \times L^2(B)$, as discussed in the recent paper [38].

We conclude the discussion of this example by showing that the financial market is globally viable with a consistent family of optimal strategies, in the sense of Definitions 4.8 and 4.11. Indeed, we already know that $\varphi^* := 1 = \varphi^*_n \in A^U_\varphi(n)$ solves Problem 3.1, for every $n \in \mathbb{N}$. Moreover, the consistency condition (4.4) also holds, due to the martingale property of the stopped process $1/S^n$, as explained in part (ii) of Remark 4.12. Alternatively, one can prove the global viability of the financial market by applying Theorem 4.13. Indeed, take $\varphi = 1 \in \bigcap_{n \in \mathbb{N}} A^U_\varphi(n)$ and consider the process $Z_\varphi$ defined in (4.5). Since $U'(x) = 1/x$, for every $n \in \mathbb{N}$, it is immediate to check that $Z_\varphi = 1/S$:

$$Z_\varphi(t) = 1_{\{t=0\}} + \sum_{k=1}^{\infty} 1_{\{\tau_{k-1} < t \leq \tau_k\}} \frac{E[1/S(T \wedge \tau_k)|\mathcal{F}_t]}{E[1/S(T \wedge \tau_k)]} = 1_{\{t=0\}} + \sum_{k=1}^{\infty} 1_{\{\tau_{k-1} < t \leq \tau_k\}} \frac{1}{S(t \wedge \tau_k)} = \frac{1}{S(t)}.$$

Equation (5.2) together with the martingale property of $1/S^n$, for all $n \in \mathbb{N}$, shows that $1/S$ is a PILMD and Theorem 4.13 implies then that the financial market is globally viable with a consistent family of optimal strategies.

**Acknowledgements:** The authors are thankful to the anonymous referees for helpful comments that helped to improve the paper. The research leading to these results has received funding from the European Research Council under the European Community’s Seventh Framework Programme (FP7/2007-2013) / ERC grant agreement no [228087].

## A Appendix

### Proof of Lemma 3.3.

For any fixed $\varphi \in A^U_\varphi(n)$, the random variable $U'(X_\varphi(T \wedge \tau_n))$ belongs to $L^2(P)$ and, hence, the $\mathbb{G}$-martingale $p^n = \{p^n(t); t \in [0,T]\}$ defined by $p^n(t) := E[U'(X_\varphi(T \wedge \tau_n))|\mathcal{G}_t]$, for all $t \in [0,T]$, satisfies $p^n(T) = U'(X_\varphi(T \wedge \tau_n))$ and belongs to $\mathcal{M}^2$, as a consequence of Doob’s inequality. Since the pair $(B,\mathbb{N})$ enjoys the martingale representation property in the filtration $\mathbb{G}$ (see e.g. [32], Theorem 2.3) and since the martingale representation property is stable under stopping (see e.g. [14], Lemma 13.8), there exists a unique couple $(q^n, r^n) \in L^2(\mathbb{B}) \times G^2(\mathbb{N})$ such that (3.2) is satisfied. In order to prove the integrability property of $p^n$, it suffices to note that, using Doob’s inequality:

$$E\left[\int_0^T (p^n(t))^2 \, dt\right] \leq T E \left[\sup_{t \in [0,T]} |p^n(t)|^2\right] \leq 4TE \left[(p^n(T))^2\right] = 4TE \left[U'(X_\varphi(T \wedge \tau_n))^2\right] < \infty.$$

### Proof of Proposition 3.4.

The proof of the proposition follows from an adaptation of the sufficient and necessary maximum principles under partial information proven in [2], together with a suitable localization procedure. However, for the convenience of the reader, we prefer to give full details. Suppose that, for some $\varphi \in A^U_\varphi(n)$, the unique solution $(p^n, q^n, r^n) \in \mathcal{M}^2 \times L^2(B) \times G^2(\mathbb{N})$ to the BSDE (3.2) satisfies
condition (3.3) and let $\varphi$ be any element of $A^U_f(n)$. Define the sequence of stopping times $\{\varrho_k\}_{k \in \mathbb{N}}$ by
$$
\varrho_k := \inf \{ t \in [0, T] : |X_\varphi(t) - X_\varrho(t)| \geq k \text{ or } |p^n(t)| \geq k \}
$$
and let $\varrho_{k,n} := \tau_n \wedge \varrho_k$, so that $\lim_{k \to \infty} \varrho_{k,n} = \tau_n$ $P$-a.s. for $k \to \infty$. Then, using the concavity of $U$:
$$
E \left[ U(X_\varphi(T \wedge \tau_n)) - U(X_\varphi(T \wedge \tau_n)) \right] \leq E \left[ U'(X_\varphi(T \wedge \tau_n))(X_\varphi(T \wedge \tau_n) - X_\varphi(T \wedge \tau_n)) \right]
= E \left[ p^n(T)(X_\varphi(T \wedge \tau_n) - X_\varphi(T \wedge \tau_n)) \right]
= E \left[ \lim_{k \to \infty} p^n(T)(X_\varphi(T \wedge \varrho_{k,n}) - X_\varphi(T \wedge \varrho_{k,n})) \right]
= \lim_{k \to \infty} E \left[ p^n(T)(X_\varphi(T \wedge \varrho_{k,n}) - X_\varphi(T \wedge \varrho_{k,n})) \right].
$$
where the last equality follows from the dominated convergence theorem, since the random variable 
$$
sup_{t \in [0, T \wedge \tau_n]} \left| p^n(t)(X_\varphi(t) - X_\varphi(t)) \right| \text{ is integrable, as a consequence of the Cauchy-Schwarz inequality together with the fact that } p^n \in M^2 \text{ and } \varphi, \varphi \in A^U_f(n). \text{ Then, by applying the product rule:}
$$
p^n(T \wedge \varrho_{k,n})(X_\varphi(T \wedge \varrho_{k,n}) - X_\varphi(T \wedge \varrho_{k,n}))
= \int_0^{T \wedge \varrho_{k,n}} (X_\varphi(t) - X_\varphi(t)) \, dp^n(t) + \int_0^{T \wedge \varrho_{k,n}} p^n(t) \, d(X_\varphi(t) - X_\varphi(t)) + \left[ p^n, X_\varphi - X_\varphi \right](T \wedge \varrho_{k,n}).
$$
Note that the first stochastic integral in (A.2) belongs to $M^2$, since $|X_\varphi(t) - X_\varphi(t)| \leq k$ $P$-a.s. for $t \leq \varrho_{k,n}$ and $p^n \in M^2$. Analogously, also the martingale part of the second stochastic integral in (A.2) belongs to $M^2$, since $|p^n(t)| \leq k$ $P$-a.s. for $t \leq \varrho_{k,n}$, and $(X_\varphi - X_\varphi) \in S^2$, due to the definition of $A^U_f(n)$. Finally, we also have $[p^n, X_\varphi - X_\varphi] = [p^n, X_\varphi - X_\varphi] \in M^2$ (see e.g. [14], Section VI.4). These observations allow us to write:
$$
E \left[ p^n(T \wedge \varrho_{k,n})(X_\varphi(T \wedge \varrho_{k,n}) - X_\varphi(T \wedge \varrho_{k,n})) \right]
= E \left[ \int_0^{T \wedge \varrho_{k,n}} (\varphi(t) - \varphi(t)) \left( p^n(t)b^n(t) + \sigma^n(t)q^n(t) + \int_{\mathbb{R}} \gamma^n(t, \zeta)r^n(t, \zeta)\nu(d\zeta) \right) dt \right].
$$
Hence, together with (A.1) and (A.3), letting $k \to \infty$ and applying again the dominated convergence theorem (which is justified since $p^n$ satisfies $E \left[ \int_0^T (p^n(t))^2 dt \right] < \infty$, $(q^n, r^n) \in L^2(B) \times G^2(\tilde{N})$ and $\varphi, \varphi \in A^U_f(n))$ lead to:
$$
E \left[ U(X_\varphi(T \wedge \tau_n)) - U(X_\varphi(T \wedge \tau_n)) \right]
\leq E \left[ \int_0^{T \wedge \tau_n} (\varphi(t) - \varphi(t)) \left( p^n(t)b^n(t) + \sigma^n(t)q^n(t) + \int_{\mathbb{R}} \gamma^n(t, \zeta)r^n(t, \zeta)\nu(d\zeta) \right) dt \right]
= E \left[ \int_0^{T \wedge \tau_n} (\varphi(t) - \varphi(t)) E \left[ p^n(t)b^n(t) + \sigma^n(t)q^n(t) + \int_{\mathbb{R}} \gamma^n(t, \zeta)r^n(t, \zeta)\nu(d\zeta) | F_t \right] dt \right] = 0,
$$
where we have used the fact that $\{ t \leq \tau_n \} \in \mathcal{F}_t$, since $\tau_n$ is an $\mathbb{F}$-stopping time (see part (i) of Assumption 2.1), and that the strategies $\varphi, \varphi$ are $\mathcal{F}_t$-measurable, and where the last equality is due to condition (3.3). This proves that $\varphi \in A^U_f(n)$ solves Problem (3.1).

Conversely, let $\varphi \in A^U_f(n)$ solve Problem (3.1). Proceeding as in the proof of Theorem 3.1 of [2], define $h(\delta) := E \left[ U(X_\varphi + \delta \beta(T \wedge \tau_n)) \right]$, where $\beta = \{ \beta(t); t \in [0, T] \}$ is a $\mathcal{F}_t$-measurable process with $0 \leq \beta(t) \leq 1$ $P$-a.s. for all $t \in [0, T]$ such that $\varphi + \delta \beta \in A^U_f(n)$, for every $\delta \in (-\tilde{\delta}, \tilde{\delta})$, for some
constant $\delta > 0$. As can be readily verified, the optimality of $\varphi \in \mathcal{A}_n^\beta (n)$ implies that

$$0 = h'(0) = E \left[ U'(X_\varphi (T \land \tau_n)) X_\beta (T \land \tau_n) \right]$$

and, since $S^\tau_n$ is $P$-a.s. uniformly bounded\(^9\), the same arguments used in (A.1)-(A.4) allow us to write

$$E \left[ \int_0^{T \land \tau_n} \beta(t) \left( p^n(t) b^n(t) + \sigma^n(t) q^n(t) + \int_{\mathbb{R}} \gamma^n(t, \zeta) r^n(t, \zeta) \nu(d\zeta) \right) dt \right] = E \left[ U'(X_\varphi (T \land \tau_n)) X_\beta (T \land \tau_n) \right] = 0.$$  \(\text{(A.5)}\)

Take then a process $\beta$ of the form $\beta(t) := 1_A 1_{[t_0, t_0 + h]}(t)$, for some $t_0 < T$ and $h > 0$, with $t_0 + h \leq T$, and where $A \in \mathcal{F}_{t_0}$. Since $S^\tau_n$ is $P$-a.s. uniformly bounded, it is clear that $\beta$ satisfies the above assumptions and, moreover, with this choice of $\beta$, equation (A.5) leads to

$$E \left[ \int_{t_0 \land \tau_n}^{(t_0 + h) \land \tau_n} 1_A \left( p^n(t) b^n(t) + \sigma^n(t) q^n(t) + \int_{\mathbb{R}} \gamma^n(t, \zeta) r^n(t, \zeta) \nu(d\zeta) \right) dt \right] = 0$$

and differentiating with respect to $h$ at $h = 0$ gives

$$E \left[ 1_{\{t_0 < \tau_n\}} 1_A \left( p^n(t_0) b^n(t_0) + \sigma^n(t_0) q^n(t_0) + \int_{\mathbb{R}} \gamma^n(t_0, \zeta) r^n(t_0, \zeta) \nu(d\zeta) \right) \right] = 0.$$  \(\text{(A.6)}\)

Since $t_0$ and $A \in \mathcal{F}_{t_0}$ are arbitrary and $\tau_n$ is an $\mathbb{F}$-stopping time, we have thus proven that (3.3) holds.

**Proof of Proposition 3.7.**

Due to Assumption 2.1, the stopped process $S^\tau_n$ is $\mathbb{F}$-adapted. Hence, the conditional version of Bayes’ rule gives, for all $0 \leq s \leq t \leq T$

$$E_{\theta_n}[S^\tau_n(t)|\mathcal{F}_s] - S^\tau_n(s) = \frac{E[ G_{\theta_n}(t) S(t \land \tau_n) - G_{\theta_n}(s) S(s \land \tau_n)] | \mathcal{F}_s}{E[G_{\theta_n}(s)|\mathcal{F}_s]}.$$  \(\text{(A.6)}\)

Furthermore, by applying the integration by parts formula (see e.g. [26], Lemma 3.6)

$$d(G_{\theta_n}(t) S(t \land \tau_n)) = G_{\theta_n}(t-) dS(t \land \tau_n) + S(t \land \tau_n-) dG_{\theta_n}(t) + d\left[ G_{\theta_n}, S \right](t \land \tau_n)$$

$$= G_{\theta_n}(t-) 1_{\{t \leq \tau_n\}} \left( b(t) dt + \sigma(t) dB(t) + \int_{\mathbb{R}} \gamma(t, \zeta) N(dt, d\zeta) \right)$$

$$+ S(t \land \tau_n-) \left( G_{\theta_n}(t-) \left( \theta_0(t) dB(t) + \int_{\mathbb{R}} \theta_1(t, \zeta) N(dt, d\zeta) \right) \right)$$

$$+ 1_{\{t \leq \tau_n\}} G_{\theta_n}(t) \sigma(t) \theta_0(t) dt + \int_{\{t \leq \tau_n\}} G_{\theta_n}(t-) \gamma(t, \zeta) \theta_1(t, \zeta) N(dt, d\zeta).$$

Collecting the $dt$-terms we get, for all $t \in [0, T]$

$$G_{\theta_n}(t) S(t \land \tau_n) = S_0 + \int_0^{t \land \tau_n} G_{\theta_n}(u) \left( b(u) + \sigma(u) \theta_0(u) + \int_{\mathbb{R}} \gamma(u, \zeta) \theta_1(u, \zeta) \nu(d\zeta) \right) du + \langle G \text{-local martingale} \rangle.$$  \(\text{(A.7)}\)

\(^9\)Note that the boundedness of $S^\tau_n$ was not used so far in this proof. In particular, this implies that condition (3.3) can act as a sufficient condition for optimality on the global investment horizon $[0, T]$ even when $S$ is not locally bounded.
Since \((\theta_0, \theta_1) \in L^2(B) \times G^2(\tilde{N})\) and \(S^n\), \(b^n\), \(\sigma^n\) and \(\gamma^n\) are bounded, it can be easily verified that the \(G\)-local martingale term appearing in (A.7) is actually a true \(G\)-martingale and, hence, we can write

\[
E[G_\theta(t)S(t \land \tau_n) - G_\theta(s)S(s \land \tau_n)|\mathcal{F}_s] = E[E[G_\theta(t)S(t \land \tau_n) - G_\theta(s)S(s \land \tau_n)|G_s]|\mathcal{F}_s]
\]

\[
= E\left[\int_s^t 1_{\{u < \tau_n\}} G_\theta(u) \left(b(u) + \sigma(u)\theta(u) + \int_\mathbb{R} \gamma(u, \zeta)\theta_1(u, \zeta)\nu(d\zeta)\right)du\bigg|\mathcal{F}_s\right]. \tag{A.8}
\]

In view of equation (A.6), this shows that \(S^n\) is a \((Q_\theta, \mathbb{F})\)-martingale if and only if (A.8) is \(P\)-a.s. equal to zero for all \(s, t \in [0, T]\) with \(s \leq t\). Since \(\tau_n\) is an \(\mathbb{F}\)-stopping time (see Assumption 2.1), this is equivalent to the validity of condition (3.6).

**Proof of Lemma 4.3.**

We use Minkowski’s inequality and the Burkholder-Davis-Gundy inequality to get, for any \(r \in (1, \infty)\)

\[
E \left[\sup_{t \in [0, T]} \left|\int_0^t \sigma(u)dB(u) + \int_0^t \int_\mathbb{R} \gamma(u, \zeta)\tilde{N}(du, d\zeta)\right|^r\right]^{1/r} \leq E \left[\sup_{t \in [0, T]} \left|\int_0^t \sigma(u)dB(u)\right|^r\right]^{1/r} + E \left[\sup_{t \in [0, T]} \left|\int_0^t \int_\mathbb{R} \gamma(u, \zeta)\tilde{N}(du, d\zeta)\right|^r\right]^{1/r} \leq CE \left[\left(\int_0^T \sigma^2(u)du\right)^{r/2}\right]^{1/r} + CE \left[\left(\int_0^T \gamma^2(u, \zeta)N(du, d\zeta)\right)^{r/2}\right]^{1/r} < \infty
\]

where \(C\) is a positive constant and the finiteness of the last expectations follows from the uniform boundedness of \(\sigma\) and \(\gamma\) together with the finiteness of the measure \(\nu\). Due to (2.1) and to the boundedness of \(b\), this suffices to prove the claim.

**Proof of Theorem 4.10.**

Let the financial market be globally viable, with a corresponding family of optimal strategies \(\{\varphi^n\}_{n \in \mathbb{N}}\), with \(\varphi^n \in A^n_B(n)\), for all \(n \in \mathbb{N}\). For every \(k \in \mathbb{N}\), define the process \(Z_{\varphi^n_k} = \{Z_{\varphi^n_k}(t); t \in [0, T]\}\) by

\[
Z_{\varphi^n_k}(t) := \frac{E[U'(X_{\varphi^n_k}(T \land \tau_k))]|\mathcal{F}_t}{E[U'(X_{\varphi^n_k}(T \land \tau_k))]}, \quad \text{for all } t \in [0, T]. \tag{A.9}
\]

Define then the \(\mathbb{F}\)-adapted process \(Z = \{Z(t); t \in [0, T]\}\) by \(Z(t) := \prod_{k=1}^{\infty} \frac{Z_{\varphi^n_k}(t \land \tau_k)}{Z_{\varphi^n_{k-1}}(t \land \tau_{k-1})}\), for all \(t \in [0, T]\), with \(\tau_0 := 0\). Since \(U\) is strictly increasing, the process \(Z\) is strictly positive and satisfies \(Z(0) = 1\). Furthermore, for every \(n \in \mathbb{N}\) and \(s, t \in [0, T]\) with \(s \leq t\), using the \(\mathbb{F}\)-martingale property of every
$Z_{\varphi_k}^*$ together with the fact that $\tau_n$ is an $\mathcal{F}$-stopping time, we get

$$E[Z(t \wedge \tau_n) | \mathcal{F}_s] = E[1_{\{\tau_n \leq s\}} Z(t \wedge \tau_n) + 1_{\{\tau_n > s\}} Z(t \wedge \tau_n) | \mathcal{F}_s]$$

$$= 1_{\{\tau_n \leq s\}} Z(\tau_n) + 1_{\{\tau_n > s\}} E[Z(t \wedge \tau_n) | \mathcal{F}_s]$$

$$= 1_{\{\tau_n \leq s\}} Z(\tau_n) + \sum_{\ell=1}^{n} 1_{\{\tau_{\ell-1} \leq s < \tau_\ell\}} E[Z(t \wedge \tau_n) | \mathcal{F}_s]$$

$$= 1_{\{\tau_n \leq s\}} Z(\tau_n) + \sum_{\ell=1}^{n} 1_{\{\tau_{\ell-1} \leq s < \tau_\ell\}} \frac{\prod_{k=1}^{\ell-1} Z_{\varphi_k}(t \wedge \tau_k)}{Z_{\varphi_k}(s \wedge \tau_{k-1})} E[Z_{\varphi_k}(t \wedge \tau_k) | \mathcal{F}_s]$$

$$= 1_{\{\tau_n \leq s\}} Z(\tau_n) + \sum_{\ell=1}^{n} 1_{\{\tau_{\ell-1} \leq s < \tau_\ell\}} \frac{\prod_{k=1}^{\ell-1} Z_{\varphi_k}(s \wedge \tau_k)}{Z_{\varphi_k}(\tau_{k-1})}$$

$$= 1_{\{\tau_n \leq s\}} Z(\tau_n) + 1_{\{\tau_n > s\}} Z(s) = Z(s \wedge \tau_n)$$

(A.10)

where the fifth equality follows from a repeated application of the tower property of conditional expectation. We have thus shown that, for every $n \in \mathbb{N}$, the process $Z(\cdot \wedge \tau_n)$ is an $\mathcal{F}$-martingale. Since the sequence $\{\tau_n\}_{n \in \mathbb{N}}$ is composed of $\mathcal{F}$-stopping times (see part (i) of Assumption 2.1), this implies the $\mathcal{F}$-local martingale property of $Z$. In order to show that $Z$ is a PILMD, it remains to prove the $\mathcal{F}$-local martingale property of $Z\mathcal{S}$. Noting that $Z(t)\mathcal{S}(t) = \mathcal{S}(0) \prod_{k=1}^{\infty} \frac{S(t \wedge \tau_k)}{S(t \wedge \tau_{k-1})} Z_{\varphi_k}(t \wedge \tau_k)$, the latter can be established by means of computations analogous to (A.10), using the fact that $Z_{\varphi_k}^* S_{\tau_k}$ is an $\mathcal{F}$-martingale, for every $k \in \mathbb{N}$, as a consequence of the global viability of the financial market (see Definition 4.8) together with the implication (i) $\Rightarrow$ (ii) of Theorem 3.8.
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