Exact results for the first-passage properties in a class of fractal networks
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In this work we consider a class of recursively-grown fractal networks $G_n(t)$, whose topology is controlled by two integer parameters $t$ and $n$. We first analyse the structural properties of $G_n(t)$ (including fractal dimension, modularity and clustering coefficient) and then we move to its transport properties. The latter are studied in terms of first-passage quantities (including the mean trapping time, the global mean first-passage time and the Kemeny’s constant) and we highlight that their asymptotic behavior is controlled by network’s size and diameter. Remarkably, if we tune $n$ (or, analogously, $t$) while keeping the network size fixed, as $n$ increases ($t$ decreases) the network gets more and more clustered and modular, while its diameter is reduced, implying, ultimately, a better transport performance. The connection between this class of networks and models for polymer architectures is also discussed.

PACS numbers: 05.40.Fb, 05.45.Df, 05.60.Cd

The great advances in supramolecular experimental techniques - allowing the chemical synthesis of a large variety of polymers with controlled molecular structures, including molecular fractals - make the investigation of deterministic structures timely and appealing. In this work we introduce and analyze a class of fractal, deterministic networks $G_n(t)$, whose topology is controlled by two parameters $t$ and $n$. We especially aim to highlight how transport efficiency can be influenced by the underlying topology and, to this goal, we consider a random walk process embedded in $G_n(t)$. We first analyze the structural properties of these networks as a function of the parameters $t$ and $n$, focusing on the fractal dimension, the modularity and the clustering coefficient. Next, we relate such topological properties to transport properties, measured in terms of the mean trapping time in the presence of a trap located at different (sets of) nodes, of the Kemeny’s constant and of the global mean first-passage time. Our results are all exact and provide useful hints in the design of a polymer architecture.

I. INTRODUCTION

Random walks constitute a fundamental model for a large number of dynamical processes, with applications ranging from physics to chemistry, biology and engineering, and even to finance, sociology and ecology (see e.g., \cite{1,12}). Examples include light harvesting or energy transport in polymer systems \cite{13,14}, reaction kinetics \cite{15,16}, single particle tracking experiments \cite{21,24}, and search algorithms \cite{26,27}.

An interesting quantity to look at is the mean first-passage time (MFPT), denoted by $T_{x\rightarrow y}$, which represents the expected number of steps for a walker starting from the site $x$ to reach the target site $y$ for the first time. Thus, given a system where an event is triggered as the random process reaches $y$, $T_{x\rightarrow y}$ provides the time scale for the event to occur. If we fix the target site (also called trap) and average the MFPT over all the possible starting sites $x$, we obtain the mean trapping time (MTT) $T_y$ for trap site $y$. In general, one can perform different kinds of average according to the physical situation to be described (see e.g., \cite{28,29}): being $G(\Omega,E)$ the underlying (undirected) graph, with node set $\Omega$ and link set $E$, one can introduce a distribution $p_x$ (with $p_x \geq 0$ and $\sum_{x \in \Omega} p_x = 1$), which represents the likelihood that $x$ is the starting node, in such a way that $T_y = \sum_{x \in \Omega} p_x T_{x\rightarrow y}$.

The most common situations are the uniform one, where each site has the same probability of being selected (i.e., $p_x = 1/|\Omega|$), and the steady-state one, where the probability that a node $x$ is selected as starting site is proportional to its degree $d_x$ (i.e., $p_x = d_x/2|E|$). In this paper, we adopt the second definition of MTT, which therefore reads as

$$T_y = \sum_{x \in \Omega} \frac{d_x}{2|E|} T_{x\rightarrow y}. \quad (1)$$

In inhomogeneous networks, the location of the trap $y$ may have strong effects on the MTT in such a way that $T_y$ provides a useful indicator for the trapping efficiency of site $y$. In order to uncover the transport efficiency for the whole network, one could further analyze the Kemeny’s

\footnotesize{\textsuperscript{1} Notice that $T_{x\rightarrow x} = 0$ as the walker is starting from a node $x$ that is occupied by a trap.}
constant $C_{\text{Kemeny}}$ \cite{36, 37}, defined as

$$ C_{\text{Kemeny}} = \sum_{y \in \Omega} \frac{d_y}{2E} T_{x \rightarrow y}, \quad (2) $$

and the global mean first-passage time (GMFPT) \cite{38–40}, referred to as $T_{\text{global}}$ and defined as

$$ T_{\text{global}} = \frac{1}{N(N-1)} \sum_{x \in \Omega} \sum_{y \neq x} T_{x \rightarrow y}, \quad (3) $$

where we posed $N = |\Omega|$ (namely, $N$ is the total number of nodes in the network).

The Kemeny’s constant is independent of the starting site $x$, so that it can be rewritten as

$$ C_{\text{Kemeny}} = \sum_{x \in \Omega} \left[ \frac{dx}{2E} \sum_{y \in \Omega} \frac{dy}{2E} T_{x \rightarrow y} \right]. \quad (4) $$

The last expression highlights that the Kemeny’s constant equals the average of the MFPT between any pairs of nodes while the probability that a node $u$ is selected as the starting site (target site) is $\frac{du}{2E}$ \cite{41–43, 44}. On the other hand, the GMFPT is the average of the MFPT between any pairs of nodes while all nodes of the network display the same probability of being selected as the starting site (target site). Both the Kemeny’s constant and the GMFPT are useful indicators for the transport efficiency of the network.

As mentioned above, the topology of the network has non-trivial influence on these first-passage properties. In the past several years, considerable efforts have been devoted to evaluate the MTT and the GMFPT on different architectures \cite{14, 57}.

In this work we focus on a class of networks $G_n(t)$, which depend on the parameters $n, t \in \mathbb{N}$ and, as we will show, exhibit interesting topological properties such as fractality, modularity and clustering. Also, this class of networks includes the so-called fractal cactus which has been recently shown to provide a formal representation for a kind of triangulane \cite{58, 59}. Moreover, as noticed in \cite{58}, the fractal cactus can be seen as an interpolation between the Husimi cactus and the triangular Kagome lattice, which are both non-fractal. In fact, the introduction of a deterministic class of networks with tuneable topology and transport properties is motivated by the great advances in supramolecular experimental techniques which allow the chemical synthesis of a large variety of polymers with controlled molecular structures (including molecular fractals, see e.g. \cite{67, 69}). In particular, here, we first analyse the structural properties of $G_n(t)$ as a function of its parameters and we relate them to its transport properties, measured in terms of the MTT (in the presence of a trap located at a given node or at a set of given nodes), of the Kemeny’s constant and of the GMFPT.

This paper is structured as follows. In Secs. \textbf{IV} and \textbf{V} we describe the topology of the network considered, next, in Secs. \textbf{VI} and \textbf{VII} we present the main method and the exact results for the first-passage properties. Finally, Sec. \textbf{VIII} is left for conclusions and outlook, while technicalities on calculations are all collected in the Appendices.

## II. THE NETWORK STRUCTURE

The networks considered are built in an iterative way and controlled by a positive integer parameter $n (n \geq 3)$. Let $G_n(t)$ denote the network with parameter $n$ and generation $t (t \geq 1)$. The construction starts with a clique $K_n$ (i.e., a complete graph with $n$ nodes and $n(n-1)/2$ links), which corresponds to $G_n(1)$. For $t > 1$, one starts from a clique $K_n$ and then attaches to each of its sites a replica of $G_n(t-1)$. Fig. 1 shows the structure of $G_n(t > 1)$ for general $n \geq 3$ and Fig. 2 shows the structure of $G_5(3)$. The so-called fractal cactus \cite{58, 59} corresponds to the particular case $n = 3$. Notice that, in the following, we will highlight the dependence on $t$ only for those quantities derived recursively. Also, we call “central nodes” in $G_n(t)$ the $n$ nodes of the central clique and “peripheral nodes” the $n(n-1)^{t-1}$ farthest nodes from the central clique. In Fig. 1 and Fig. 2 nodes colored with black are the central nodes; the node labeled as $B$ is one of the peripheral nodes.

By construction, one can find that the total number of edges of $G_n(t)$ obeys the recursion relation

$$ E(t) = nE(t-1) + \frac{n(n-1)}{2}, $$

which, together with the boundary condition $E(1) = n(n-1)/2$, yields to

$$ E(t) = \frac{n^{t+1} - n}{2}. \quad (5) $$

One can also find that the total number of nodes for $G_n(t)$ is

$$ N(t) = n^t, \quad (6) $$

and the nodes in $G_n(t)$ can either display degree $n-1$ or $2n-2$. The total number of nodes with degree $n-1$, hereafter referred to as $N^a$, obeys the recursion relation

$$ N^a(t) = nN^a(t-1) - n, $$

with the boundary condition $N^a(1) = n$, in such a way that

$$ N^a(t) = \frac{n-2}{n-1}n^t + \frac{n}{n-1}. \quad (7) $$

On the other hand, the total number of nodes with degree $2n-2$, referred to as $N^b$, is

$$ N^b(t) = N(t) - N^a(t) = \frac{n^t - n}{n-1}. \quad (8) $$
FIG. 1: This figure shows a schematic representation of the network $G_n(t)$: it is composed of a central clique, represented by a gray pentagon, and $n$ subunits (here only five are depicted), referred to as $\Gamma_i$ ($i = 1, 2, ..., n$) and represented by dashed blue circles. The $n$ nodes of the central clique, labeled as $H_i$ ($i = 1, 2, ..., n$) and colored in black, are called “central nodes”. Nodes colored in green are some of the peripheral nodes, which are the farthest nodes away from the central clique. Each subunit $\Gamma_i$ is a replica of $G_n(t-1)$; it is attached to one of the $n$ central nodes, and can be further divided into $n$ subunits. For example, $\Gamma_1$ is also composed of a central clique, represented by dashed red pentagon, and $n$ subunits which are represented by dashed green pentagons. Among these, the one connected to the central clique through the node $H_1$ is labeled as $\Gamma_{11}$. The $n$ nodes of the central clique for subunit $\Gamma_1$ are labeled as $C_i$ ($i = 1, 2, ..., n$) and $C_1$ is the one which is closest to $H_1$.

III. STRUCTURAL PROPERTIES

In this section, we investigate several structural properties of $G_n(t)$, including the diameter, the fractal dimension, the average path length, the modularity and the clustering coefficient.

A. Diameter and fractal dimension

We recall that the diameter of a graph is defined as the largest distance between any pair of vertices and, in the following, it will be denoted as $L_{\text{max}}$.

By the structure sketched in Fig. 1, one can find that the diameter of $G_n(t)$ obeys the recursion relation

$$L_{\text{max}}(t) = 2L_{\text{max}}(t-1) + 1,$$

with $L_{\text{max}}(1) = 1$. Thus, for any $t \geq 1$,

$$L_{\text{max}}(t) = 2^t - 1.$$  \hspace{1cm} (9)

Recalling that $N(t) = n^t$, one has that, iteration by iteration, the total number of nodes of the network increases by a factor $n$ while the diameter increases by a factor 2. This mirrors the change of mass in a fractal object upon the rescaling of diameter by a factor $b$:

$$N(bL_{\text{max}}) = b^{df}N(L_{\text{max}}),$$

where $df$ is the fractal dimension$^2$. In our case, $N(2L_{\text{max}}) = nN(L_{\text{max}})$. Thus, for the networks introduced,

$$df = \frac{\log(n)}{\log(2)}.$$  \hspace{1cm} (10)

For $n = 3$, namely for the fractal cactus, $df \approx 1.585$, while for $n > 3$ one has $df > 2$.

$^2$ Here we look upon $N(t)$ as a function of the diameter $L_{\text{max}}$. Also, it is worth mentioning that, in many applications, self-similarity emerges only statistically: in those contexts (e.g., porous media, membranes of living biological cells), percolation-like networks are widely used (see e.g., [24] for more details).
B. Average path length

The average path length is the average of the shortest path length between any pair of nodes in the network. Let \( L_{x \rightarrow y} \) denote the shortest path length from node \( x \) to node \( y \) and

\[
L_{\text{total}}(t) = \sum_{x \in G_n(t)} \sum_{y \in G_n(t)} L_{x \rightarrow y},
\]

where ‘\( x \in G_n(t) \)’ means that the sum runs over all the nodes of \( G_n(t) \). The average path length can be written as

\[
\bar{L}(t) = \frac{L_{\text{total}}(t)}{N(t)[N(t) - 1]}.
\]

Therefore, in order to evaluate the average path length \( \bar{L}(t) \), we should first calculate \( L_{\text{total}}(t) \).

For \( t = 1 \), \( G_n(t) \) is a clique with \( n \) nodes and the shortest path length between any two nodes is 1. Consequently, \( L_{\text{total}}(1) = n(n-1) \). Exploiting the equivalence of the \( n \) subunits \( \Gamma_i \) (\( i = 1, 2, ..., n \)), for \( t > 1 \), we find

\[
L_{\text{total}}(t) = nL_{\text{total}}(t-1) + n^{2t-2}(n-1)(n-2^t - n + 2),
\]

as derived in details in Appendix A. Using Eq. (13) recursively, we obtain

\[
L_{\text{total}}(t) = n^t \left[ 4(n-1)^2 \frac{(2n)^{t-1} - 1}{2n-1} - (n-2)n^{t-1} + 2n - 3 \right].
\]

Replacing \( N(t) \) with \( n^t \) and plugging Eq. (14) into Eq. (12), we get

\[
\bar{L}(t) = \frac{n^{t-1}(2^t(n-1)^2 - 2(n-1)(n-2))}{(2n-1)(n^t-1)} = \frac{1}{n^{t+1-n} - n^{t+1-n} + 1}.
\]

Therefore, the average path length \( \bar{L}(t) \approx 2^t \sim \frac{N(t)}{\log(n)} \). In “small world” networks, the typical distance between two randomly chosen nodes scales logarithmically with the number of nodes and, in the current case, this means a linear scaling with \( t \). This condition is not fulfilled by \( \bar{L}(t) \), however, it should be noted that the distribution of the distances \( L_{x \rightarrow y} \) is rather heterogeneous.

C. Modularity

The modularity measures the strength of division of a network into modules \( \{ \Gamma_1, \Gamma_2, ..., \Gamma_n \} \). Networks with high modularity display dense connections between the nodes belonging to the same module but sparse connections between nodes in different modules. A possible definition of modularity is the following: fix a certain division of the network sites into a certain set of modules and, for each pair \( (i, j) \) of modules, evaluate the fraction \( e_{ij} \) of the edges connecting one site in module \( i \) and one site in module \( j \); evaluate the fraction \( a_i \) of ends of edges that are attached to vertices in module \( i \); then, the modularity \( Q \) is given by \( Q = \sum \left( e_{ij} - a_i^2 \right) \in [-1, 1] \), where the sum runs over all modules. In this way, a high modularity means that the number of edges within the module is larger than that you expect by chance.

The network considered here is clearly composed of \( n \) modules (i.e., \( \Gamma_i \), \( i = 1, 2, ..., n \)) as shown in Fig. 1 and, according to such a division, we can evaluate the \( n \times n \) symmetric matrix \( e \) whose elements are given by

\[
e_{ij} = \begin{cases} \frac{E(t-1)}{E(t)} & j = i \small{,} \\ \frac{1}{2E(t)} & j \neq i \small{.} \end{cases}
\]

Then, the fraction of edges that connect to nodes in module \( \Gamma_i \) is

\[
a_i = \sum_{j=1}^{n} e_{ij} = 2\frac{E(t-1) + n - 1}{2E(t)} = \frac{1}{n}.
\]

Exploiting the previous results we get that the modularity for \( G_n(t) \) is

\[
Q = \sum_{i=1}^{n} \left[ \frac{E(t-1)}{E(t)} - \frac{1}{n^2} \right] = \frac{n^{t+1} - n^t - n^2 + 1}{n^{t+1} - n},
\]

and, in the limit of large size (i.e., \( t \rightarrow \infty \)), \( Q \rightarrow \frac{2}{n} \).

Finally, we notice that, given two graphs \( G_{n_1}(t_1) \) and \( G_{n_2}(t_2) \) with (approximately) the same size (i.e., \( n_1^t \approx n_2^t \)) with \( n_1 < n_2 \) to fix ideas, then \( Q_1 < Q_2 \), as long as \( N > n_1 n_2 + 1 \), which, for \( t_2 > 2 \), is always fulfilled.

D. Clustering coefficient

Here, we calculate the local clustering coefficient for an arbitrary node and the average clustering coefficient for the whole network. The local clustering coefficient of a given node is the ratio between the total number of edges that actually exist between its \( k \) nearest neighbours and the potential number of edges \( k(k-1)/2 \) between them. The clustering coefficient of the whole network is obtained by averaging the local clustering coefficient over all its nodes \( \bar{C} = \frac{1}{N} \sum C_i \).

As explained in Sec. II, the nodes of \( G_n(t) \) can either have degree \( n-1 \) (type a) or degree \( 2n-2 \) (type b). For a node with degree \( n-1 \), there is an edge between any pairs of its nearest neighbours. Thus, the local clustering coefficient for this kind of nodes is

\[
C^a = 1.
\]

For a node with degree \( 2n-2 \), which is the intersection of two cliques, there are \( (n-1)(n-2) \) edges between its nearest neighbours, then the local clustering coefficient for this kind of nodes is

\[
C^b = \frac{2(n-1)(n-2)}{(2n-2)(2n-3)} = \frac{n-2}{2n-3}.
\]
As a consequence, the average clustering coefficient for the whole network is
\[
\overline{C} = \frac{N^a(t)C^a + N^b(t)C^b}{N(t)} = \frac{2n - 4}{2n - 3} + \frac{n^{1-t}}{2n - 3},
\] (17)
and, in the limit of large size (i.e., \( t \to \infty \)), \( \overline{C} \to \frac{2n - 4}{2n - 3} \). As expected, the network is therefore highly clustered. Also, taking two graphs \( G_n(t_1) \) and \( G_n(t_2) \) as in the previous subsection, we get that \( \overline{C}_1 < \overline{C}_2 \) for any \( n_1 < n_2 \).

IV. FIRST-PASSAGE TO A NODE

In this section, we analyze and obtain exact results for the MTT (see Eq. (1)), the GMFPT (see Eq. (3)) and the Kemeny’s constant (see Eq. (4)) of the network \( G_n(t) \). More precisely, the MTT is evaluated rigorously in the presence of a trap located at one of the central nodes and in the presence of a trap located at one of the peripheral nodes; also, we find bounds for the MTT when the trap is set on an arbitrary node and this allows us to get the related scaling behavior with respect to the network size. The method presented is based on the connection between the MFPT and the resistive. Here we just present the main idea and the main results, while the detailed derivations are collected in the Appendices B-C.

A. Main method

The commute time \( T_{x \to y} \) between a couple of arbitrary nodes \( x \) and \( y \) in \( G_n(t) \) is defined as
\[
T_{x \to y} = T_{x \to y} + T_{y \to x}
\]
and the MFPT from node \( x \) to \( y \) can be expressed in terms of commute times as \[64\]
\[
T_{x \to y} = \frac{1}{2} \left[ T_{x \to y} + \sum_{u \in G_n(t)} \frac{d_u}{2E(t)}(T_{y \to u} - T_{x \to u}) \right],
\] (18)
where the sum runs over all the nodes of \( G_n(t) \). Now, the commute time can be estimated straightforwardly exploiting the reciprocity theorem of electrical networks, properly restated in terms of random walks \[64\]-[66]. In fact, let us look at the graph \( G_n(t) \) as an electrical network, where each edge corresponds to a unit resistor, and let us denote with \( \mathcal{R}_{x \to y} \) the effective resistance between two nodes \( x \) and \( y \), then one can prove that \[66\]
\[
T_{x \to y} = 2E(t)\mathcal{R}_{x \to y},
\] (19)
where \( E(t) \) is the total number of edges of \( G_n(t) \). For the networks considered here, we find
\[
\mathcal{R}_{x \to y} = \frac{2}{n} L_{x \to y},
\] (20)
where \( L_{x \to y} \) denotes the shortest path lengths from node \( x \) to node \( y \). The detailed proof of Eq. (20) is presented in Appendix C. Combining Eq. (19) and Eq. (20) we get
\[
T_{x \to y} = \frac{4}{n} E(t)L_{x \to y}.
\] (21)
The GMFPT of the network \( G_n(t) \) can be written as
\[
T_{\text{global}} = \frac{1}{2n} \sum_{x \in G_n(t)} \sum_{y \in G_n(t), y \neq x} (T_{x \to y} + T_{y \to x})
\]
\[
= \frac{1}{nE(t)} \sum_{x \neq y} \frac{2}{n} E(t)L_{x \to y}
\]
\[
= \frac{2E(t)}{nN(t)(N(t) - 1)L_{\text{total}}(t)}
\]
\[
= \frac{L_{\text{total}}(t)}{n},
\] (22)
where
\[
L_{\text{total}}(t) = \sum_{x \in G_n(t)} \sum_{y \in G_n(t)} L_{x \to y}
\] (23)
is the sum of shortest path length between any pairs of nodes of \( G_n(t) \).

Substituting \( T_{x \to y} \) with the right-hand side of Eq. (21), \( T_{x \to y} \) can be rewritten as
\[
T_{x \to y} = \frac{2E(t)}{n} [L_{x \to y} + W_y(t) - W_x(t)],
\] (24)
where
\[
W_y(t) = \sum_{u \in G_n(t)} \frac{d_u}{2E(t)} - L_{u \to y}.
\] (25)
Replacing \( T_{x \to y} \) with the right-hand side of Eq. (24) in Eq. (1) and (4), we get, respectively, the MTT for \( y \)
\[
T_y(t) = \frac{2}{n} E(t)[2W_y(t) - \Sigma(t)],
\] (26)
and the Kemeny’s constant
\[
C_{\text{Kemeny}} = \frac{2E(t)}{n} \sum_{y \in G_n(t)} \frac{d_y}{2E(t)} [L_{xy} + W_y(t) - W_x(t)]
\]
\[
= \frac{2E(t)}{n} \sum_{y \in G_n(t)} \frac{d_y}{2E(t)} W_y(t)
\]
\[
= \frac{2}{n} \Sigma(t),
\] (27)
where
\[
\Sigma(t) = \sum_{y \in G_n(t)} \frac{d_y}{2E(t)} W_y
\]
\[
= \sum_{x \in G_n(t)} \sum_{y \in G_n(t)} \frac{d_x}{2E(t)} \frac{d_y}{2E(t)} L_{x \to y}.
\]

Therefore, the global quantities \( T_{\text{global}} \) and \( C_{\text{Kemeny}} \) are expressed in terms of \( L_{\text{total}}(t) \) and \( \Sigma(t) \), respectively; also, in order to evaluate \( T_y \) for a given \( y \), we first need to obtain \( W_y(t) \).
B. Main results

Here we exploit the results obtained in the previous subsection to derive the explicit expression of $T_{\text{global}}$, $C_{\text{Kemeny}}$, and $T_y$, with $y$ being either a central node or a peripheral node; an estimate for $T_y$, with $y$ being an arbitrary node is also provided.

Inserting the result of $L_{\text{total}}(t)$ as shown in Eq. (14) into Eq. (22), we obtain the GMFPT of $G_n(t)$ as

$$T_{\text{global}} = (2n - 3)2^{t-1}n^{t-1} - n^{t-2}(n - 2) + \frac{2^{t-1}n^{t-1} - 1}{2n - 1}$$

$$\approx (2n)^t \frac{2(n - 1)^2}{n(2n - 1)}, \quad (28)$$

where, in the last line, we highlighted the leading term for large $n$ and $t$. Moreover, as derived in Appendix C,

$$\Sigma(t) = \frac{n^t[2^t n^t(2n + \frac{1}{2} - 3) - 2n^{t+1} + 5]}{2n(n^t - 1)^2} + \frac{n^{t-1}(2^{t-1}n^{t-1} - 1)}{2(2n - 1)(n^t - 1)^2}, \quad (29)$$

and, plugging this expression into Eq. (27), we obtain the Kemeny’s constant:

$$C_{\text{Kemeny}} = \frac{2^{t+1}n^2(n - 1)^2 + 3n + n^{2t+1} - 2n^{2t+2} - 2}{n(2n - 1)(n^t - 1)}$$

$$+ \frac{5n - 3}{n(2n - 1)} \approx (2n)^t \frac{2(n - 1)^2}{n(2n - 1)}. \quad (30)$$

Analyzing the shortest path length from an arbitrary node to a central node $H_1$ and to a peripheral node $B$ (see Fig. 1), and calculating their weighted mean, we obtain

$$W_B(t) = \sum_{u \in G_n(t)} \frac{d_u}{2E(t)} L_{u \rightarrow B}$$

$$= 2^t - \frac{n + 1}{n} - \frac{(n^{t-1} - 1)(2^t - 1)}{(n^t - 1)}. \quad (31)$$

and

$$W_{H_1}(t) = \sum_{u \in G_n(t)} \frac{d_u}{2E(t)} L_{u \rightarrow H_1}$$

$$= 2^{t-1} - \frac{1}{n} - \frac{2^{t-1}(n^{t-1} - 1)}{(n^t - 1)}. \quad (32)$$

The detailed derivation of Eqs. (31) and (32) is presented in Appendix D and E, respectively.

Inserting Eqs. (29) and (31) into Eq. (26), we obtain the MTT while a trap is located at a central node $H_1$, that is

$$T_{H_1}(t) = \frac{2^{t+1}n^2(n - 1)^2 + n^{2t+1} + 2n + 1}{2n(2n - 1)(n^t - 1)} - \frac{2^{t+1}n^2(2n^2 - 5n + 2) - \frac{n^{2t+2} - 2n^{t+2} + 2n}{2n - 1}}{n(2n - 1)(n^t - 1)}$$

$$\approx (2n)^t \frac{(n - 1)^2}{n(2n - 1)}. \quad (33)$$

Similarly, the MTT while a trap is located at central node $H_1$ is

$$T_{H_1}(t) = \frac{2^{t+1}n^2(n - 1)^2 + n^{2t+1} + 2n + 1}{2n(2n - 1)(n^t - 1)} - \frac{2^{t+1}n^2(2n^2 - 5n + 2) - \frac{n^{2t+2} - 2n^{t+2} + 2n}{2n - 1}}{n(2n - 1)(n^t - 1)}$$

$$\approx (2n)^t \frac{(n - 1)^2}{n(2n - 1)}. \quad (34)$$

We notice that $T_{\text{global}}$ and $C_{\text{Kemeny}}$ display the same leading term as $n$ and $t$ are large, while $T_B/T_{H_1} \approx n/2 > 1$, as expected. However, in the limit of large size (i.e., as $t \rightarrow \infty$) the scaling behavior for all the quantities considered is the same and given by $(2n)^t$. Otherwise stated, recalling that $N(t) = n^t$ and that $L_{\text{max}}(t) = 2^t - 1$, we get

$$T_{\text{global}} \sim C_{\text{Kemeny}} \sim T_B \sim T_{H_1} \sim L_{\text{max}}(t) \times N(t). \quad (35)$$

The same scaling also holds for the MTT when the trap located at an arbitrary node $y \in G_n(t)$. In fact, as proved in Appendix C,

$$W_{H_1}(t) \leq W_B(t) \leq W_B(t), \quad (36)$$

and, recalling Eq. (24), we get,

$$T_{H_1}(t) \leq T_y(t) \leq T_B(t), \quad (37)$$

that is, $\min_{y \in G_n(t)} T_y = T_{H_1}(t)$ and $\max_{y \in G_n(t)} T_y = T_B(t)$, thus

$$T_y \sim L_{\text{max}}(t) \times N(t) \quad \text{for any node } y. \quad (38)$$

We check this result by considering the MTT for the node $C_1$ (see Fig. 1): as derived in Appendix C

$$W_{C_1}(t) - W_{H_1}(t) = (2^t - 1) \frac{n^{t-2}(n - 1)^2}{n^t - 1}, \quad (39)$$

which yields to

$$T_{C_1}(t) = \frac{2}{n} E(t)[2W_{C_1}(t) - \Sigma(t)]$$

$$= T_{H_1}(t) + \frac{2}{n} E(t) \left[ 2W_{C_1}(t) - 2W_{H_1}(t) \right]$$

$$= 2^t n^2(n - 1) - 2n^{t+1} \left[ 2n^2 - 3n + 1 \right] - 2n + 1 + \frac{n^{2t+2} - 2n^{t+2} + 2n}{2n - 1}$$

$$\approx (2n)^t \frac{(2n^2 - n + 1)(n - 1)^2}{2n(2n - 1)}. \quad (39)$$

The scaling behaviors highlighted in this subsection allows us to state that, for two networks $G_{n_1}(t_1)$ and
referring to as $\Omega_1$; in any case the number of trapping nodes is given by $n$ independently of the generation $t$.
For the former the MTT can be expressed as

$$T_{\Omega_0}(t) = \sum_{x \in G_n(t)} \frac{d_x}{2E(t)} T_{x \to \Omega_0} = \sum_{t=1}^{n} \sum_{x \in \Gamma_1} \frac{d_x}{2E(t)} T_{x \to \Omega_0} = \sum_{i=1}^{n} \sum_{x \in \Gamma_1} \frac{d_x}{2E(t)} T_{x \to H_i} = n \frac{E(t-1)}{E(t)} \sum_{x \in \Gamma_1} \frac{d_x}{2E(t-1)} T_{x \to H_i} = n^t - n \frac{T_{B}(t-1)}{n^t - 1},$$

and replacing $T_{B}(t-1)$ from Eq. (33) in Eq (11), we get

$$T_{\Omega_0}(t) = \frac{(2^t - 2)(n^t - 2n^{t+1} + 2n - 1)}{(2n-1)(n^t-1)} - \frac{(n^t-1)(2^t-1)(n^t-2n+1)}{(2n-1)(n^t-1)} \approx (2n)^t \frac{n-1}{n(2n-1)},$$

where, in the last passage, we highlighted the leading term for large $n$ and $t$.
For the latter, without loss of generality, let the central clique of subunit $\Gamma_1$ be trap, label the $n$ nodes of the central clique for $\Gamma_1$ as $C_i$ ($i = 1, 2, ..., n$) (see Fig. 11 for the general case and Fig. 2 for the particular case of $n = 5$ and $t = 3$), and let $\Omega_1 = \{C_1, C_2, \cdots, C_n\}$. Then, the MTT can be expressed as

$$T_{\Omega_1}(t) = \sum_{x \in G_n(t)} \frac{d_x}{2E(t)} T_{x \to \Omega_1} = \sum_{x \in \Gamma_1} \frac{d_x}{2E(t)} T_{x \to \Omega_1} + \sum_{i=2}^{n} \sum_{x \in \Gamma_1} \frac{d_x}{2E(t)} T_{x \to C_1} = \frac{E(t-1)}{E(t)} \sum_{x \in \Gamma_1} \frac{d_x}{2E(t-1)} T_{x \to \Omega_1} + (n-1) \sum_{x \in \Gamma_2} \frac{d_x}{2E(t)} [T_{x \to H_2} + T_{H_2 \to H_1} + T_{H_1 \to C_1}] = \frac{E(t-1)}{E(t)} T_{\Omega_0}(t-1) + \frac{n-1}{2E(t)} T_{H_1 \to C_1} + (n-1) \frac{E(t-1)}{E(t)} T_{B}(t-1) + \frac{n-1}{n} [T_{H_2 \to H_1} + T_{H_1 \to C_1}],$$

and replacing $T_{\Omega_0}(t-1)$ and $T_{B}(t-1)$ from Eqs. (42) and (33) in Eq. (43), calculating $T_{H_2 \to H_1}$ and $T_{H_1 \to C_1}$ and inserting them into Eq. (43), we finally obtain (see

V. FIRST-PASSAGE TO A CLIQUE

In this section we consider the case of an extended trap, namely the case where the trap involves a set of nodes $\Omega' \subset \Omega$. Then, the trapping time $T_{x \to \Omega'}$ is given by the time taken by the walker starting from $x$ to first reach any node labelled as trap and the MTT, denoted with $T_{\Omega'}$, shall be obtained by averaging over all possible starting nodes in analogy to Eq. (11), that is

$$T_{\Omega'} = \sum_{x \in \Omega} \frac{d_x}{2E} T_{x \to \Omega'}.$$

Here we will especially focus on the case where $\Omega'$ is a clique. In this case, the MTT can be expressed in terms of the MTT for a given node and the MFPT between two given nodes, which can be exactly calculated by using the method presented in Sec. 11. For instance, let us consider as trap the central clique of $G_n(t)$, referred to as $\Omega_0$, and the central clique of one of the subunit $\Gamma_i$ ($i = 1, 2, ..., n$),
Remarkably, the size of the trapping-node set does not depend on the number of traps. In the limit of large size (i.e., as \( n \to \infty \)), we get the same scaling behaviour (dashed line, highlighted in Eqs. \((45)\) and \((46)\)), which is nicely recovered even for relatively small values of \( t \). Notice that, for a given system size \( N(t) \), the largest MTT corresponds to the case where the trap is located at a single peripheral node, while when the trap is located at the central node or at the central clique the related MTTs appear overlapped.

Appendix \([G]\) for a detailed derivation)

\[
T_{\Omega_1}(t) = (2n)^t - n^t - 2n + 2 \approx (2n)^t \left[ \frac{n - 1}{2n} + \frac{n - 1}{8n^4 - 4n^3} \right].
\]

In the limit of large size (i.e., as \( t \to \infty \)), we get the same scaling found for the quantities analysed in the previous section, that is

\[
T_{\Omega_b}(t) \sim T_{\Omega_1}(t) \sim (2n)^t \sim L_{\max}(t) \times N(t).
\]

Remarkably, the size of the trapping-node set does not yield to qualitative effects on the large-size scaling and, in the case of central location \((T_{H_1} \text{ and } T_{H_b})\), even the leading terms are the same; this is highlighted by the plot in Fig. 4.

**VI. CONCLUSION**

In this work we considered a class of recursively grown networks, referred to as \( G_n(t) \), whose topology is controlled by two parameters \( t, n \in \mathbb{N} \), with \( n > 2 \) and \( t \) being the network generation. This kind of networks provides an interesting model for polymer structures and, in particular, the case \( n = 3 \), also known as fractal cactus, constitutes the formal representation of the branched tri-anologue which has been experimentally synthesized up to the generation \( t = 3 \). [8, 50].

First, we analyzed the topology of \( G_n(t) \) showing that it exhibits a fractal nature, with fractal dimension \( d_f = \log(n)/\log(2) \), a diameter \( L_{\max} = 2^t - 1 \), a modularity \( Q \to (n - 1)/n \), and an average clustering coefficient \( C \to (2n - 4)/(2n - 3) \), where the limits are taken with respect to the system size (i.e., as \( t \to \infty \)). Remarkably, although the network is highly clustered, its diameter grows relatively fast with the system size so that \( G_n(t) \) is not “small-world”. We also showed that, for a fixed network size \( N = n^t \), the modularity and the average clustering are mainly ruled by \( n \), namely a larger \( n \) implies a larger \( Q \) and \( C \).

Next, we addressed the calculation of mean first-passage quantities in order to get information about the efficiency of transport on \( G_n(t) \), as \( t \) and \( n \) are tuned. In particular, we focused on the GMFPT on the Kemény’s constant, and on the MTT when the trap is located on a peripheral or on a central node, or when the trap involves a set of nodes making up a clique. In the limit of large generation all these quantities display the same scaling behaviour given by \( L_{\max} \times N \sim (2n)^t \). Therefore, in these structures, the target position does not qualitatively influence the efficiency of the searching process. Also, fixed a size \( N \), the time scale for such first-passage quantities is ruled mainly by \( t \), on the contrary of the modularity and of the average clustering coefficient.

The results obtained in this work provide interesting hints for the design of a polymer (or of a generic architecture) embedding a diffusion process. First, we stress that the fractal dimension of the cactus is below 2, while other \( n \) lead to arbitrarily large values of \( d_f \). This implies a transition from recurrent to transient diffusion processes which may have remarkable effects even in (large) finite systems: when considering diffusion on polymers in the presence of a reaction center, when \( n \) is large the walker could get lost for long time before eventually reaching the target. Moreover, the target location does not qualitatively influence the large-size limit of the MTT, in such a way that if one aims to control the reaction time, adjusting the trap position only allows for a fine tuning. Even adjusting the extent of the trap would not be qualitatively effective. Thus, in order to shorten the reaction time, with the number of traps meant as a cost, the optimal solution is setting a single, central trap.

Finally, we mention a few extensions that may mimic interesting applications and that would be worth of investigation. One could consider the case where the walker can perform long-range jump (see e.g., [70]), the case where the trap is as well allowed to move (see e.g., [71]), and the case of more general reactions, like autocatalytic, coalescence, annihilation, etc. (see e.g., [3]).
Using Eq. (A2) recursively, we get
\[
L_n \text{ central nodes. Thus as shown in Eq. (13). For } t > 1,
\]
\[
L_{t+1}(t) = n \sum_{x \in \Gamma_1} \sum_{y \in G_n(t)} L_{x \rightarrow y}
\]
\[
= n \left[ \sum_{x \in \Gamma_1, y \in \Gamma_1} L_{x \rightarrow y} + (n-1) \sum_{x \in \Gamma_1, y \in \Gamma_2} L_{x \rightarrow y} \right]
\]
\[
= nL_{t+1}(t-1) + n(n-1) \sum_{y \in G(t)} (L_{x \rightarrow H_1} + 1 + L_{H_2 \rightarrow y})
\]
\[
= nL_{t+1}(t-1) + n(n-1)n_{t-1}[2L_B(t-1) + N_{t-1}]
\]
\[
= nL_{total}(t-1) + n^2t-2(n-1)[(n-1)2^{t} - n + 2],
\]
\[
(A4)
\]
and Eq. (13) is obtained.

**Appendix A: Derivation of Eq. (13)**

In this Appendix, we will derive the recursion relation of \( L_{total}(t) \) as shown in Eq. (13). Before preceding, we should calculate the sum of the shortest path length from arbitrary node to a peripheral node (e.g. node \( B \) as shown in Fig. 1), defined as
\[
L_B(t) = \sum_{x \in G(t)} L_{x \rightarrow B}
\]
\[
(A1)
\]
It is easy to obtain that \( L_B(1) = n - 1 \). For \( t > 1 \), as shown in Fig. 1 \( G_n(t) \) is composed of a central clique and \( n \) subunits \( \Gamma_i \) \((i = 1, 2, \ldots, n)\). Each subunit \( \Gamma_i \) is a replica of \( G_n(t-1) \) and it is attached to one of the \( n \) central nodes. Thus
\[
L_B(t) = \sum_{x \in \Gamma_1} L_{x \rightarrow B} + \sum_{i=2}^{n} \sum_{x \in \Gamma_i} L_{x \rightarrow B}
\]
\[
= L_B(t-1) + (n-1) \sum_{x \in \Gamma_1} (L_{x \rightarrow H_2} + 1 + L_{H_2 \rightarrow H_1})
\]
\[
= L_B(t-1) + (n-1) \sum_{x \in \Gamma_1} L_{x \rightarrow H_2} + (n-1)n^{t-1}2^{t-1}
\]
\[
= nL_B(t-1) + (n-1)n^{t-1}2^{t-1}.
\]
Using Eq. (A2) recursively, we get
\[
L_B(t) = n^{2}(t-2) + (n-1)n^{t-1}[2^{t-2} + 2^{t-1}]
\]
\[
= \ldots
\]
\[
= n^{t-1}(1) + (n-1)n^{t-1}[2 + 2^{2} + \cdots + 2^{t-1}]
\]
\[
= (n-1)n^{t-1}[1 + 2 + 2^{2} + \cdots + 2^{t-2} + 2^{t-1}]
\]
\[
= (n-1)n^{t-1}(2^{t} - 1).
\]
\[
(A3)
\]
Now, we derive the recursion relation of \( L_{total}(t) \) as shown in Eq. (13). For \( t = 1 \), \( G_n(t) \) is a clique with \( n \) nodes. The shortest path length between any two nodes is 1. Therefore \( L_{total}(1) = n(n-1) \). Note the equivalence of the \( n \) subunits \( \Gamma_i \) \((i = 1, 2, \ldots, n)\) as shown in Fig. 1 for \( t > 1 \),
\[
L_{total}(t) = n \sum_{x \in \Gamma_1} \sum_{y \in G_n(t)} L_{x \rightarrow y}
\]
\[
= n \left[ \sum_{x \in \Gamma_1, y \in \Gamma_1} L_{x \rightarrow y} + (n-1) \sum_{x \in \Gamma_1, y \in \Gamma_2} L_{x \rightarrow y} \right]
\]
\[
= nL_{total}(t-1) + n(n-1) \sum_{y \in G(t)} (L_{x \rightarrow H_1} + 1 + L_{H_2 \rightarrow y})
\]
\[
= nL_{total}(t-1) + n(n-1)n_{t-1}[2L_B(t-1) + N_{t-1}]
\]
\[
= nL_{total}(t-1) + n^2t-2(n-1)[(n-1)2^{t} - n + 2],
\]
\[
(A4)
\]
in subunit $\Gamma_i$, which is a copy of $G_n(t-1)$. Due to the self-similar structure as shown in Fig. 1, we find

$$
\sum_{x,y \in \Gamma_1} \frac{d_x(t)}{2E(t)} \frac{d_y(t)}{2E(t)} L_{x \rightarrow y} = \left( \frac{E(t-1)}{E(t)} \right)^2 \sum_{x,y \in \Gamma_1} \frac{d_x(t-1)}{2E(t-1)} \frac{d_y(t-1)}{2E(t-1)} L_{x \rightarrow y} + \sum_{x \in \Gamma_1, y \in \Gamma_1} \frac{d_x(t)}{2E(t)} \frac{d_y(t-1)}{2E(t)} \frac{d_y(t)}{2E(t)} L_{x \rightarrow y} + \sum_{y \in \Gamma_1, x \in \Gamma_1} \frac{d_y(t)}{2E(t)} \frac{d_x(t-1)}{2E(t)} \frac{d_x(t)}{2E(t)} L_{x \rightarrow y} = \left( \frac{E(t-1)}{E(t)} \right)^2 \Sigma(t-1) + \frac{(n-1)E(t-1)}{(E(t))^2} W_B(t-1),
$$

The last line of the above equation is obtained by noticing the fact that $H_1$ of $G_n(t)$ is also a peripheral node of $\Gamma_1$, which is a copy of $G_n(t-1)$.

Similarly, for any $i \neq 1$,

$$
\sum_{x \in \Gamma_i, y \in \Gamma_i} \frac{d_x(t)}{2E(t)} \frac{d_y(t)}{2E(t)} L_{x \rightarrow y} = \sum_{x \in \Gamma_i, y \in \Gamma_i} \frac{d_x(t)}{2E(t)} \frac{d_y(t)}{2E(t)} (L_{x \rightarrow H_i} + 1 + L_{H_i \rightarrow y}) = \frac{1}{n} \sum_{x \in \Gamma_i} \frac{d_x(t)}{2E(t)} L_{x \rightarrow H_i} + \frac{1}{n} \sum_{y \in \Gamma_i} \frac{d_y(t)}{2E(t)} L_{H_i \rightarrow y} = \frac{2}{n} \frac{E(t-1)}{E(t)} \sum_{x \in \Gamma_i} \frac{d_x(t)}{2E(t)} L_{x \rightarrow H_i} + \frac{1}{n^2} = \frac{2}{n(n^t-1) W_B(t-1) + \frac{1}{n^2}}.
$$

Therefore

$$
\Sigma(t) = \sum_{x,y \in G_n(t)} \frac{d_x(t)}{2E(t)} \frac{d_y(t)}{2E(t)} L_{x \rightarrow y} = n \sum_{x,y \in \Gamma_1} \frac{d_x(t)}{2E(t)} \frac{d_y(t)}{2E(t)} L_{x \rightarrow y} + n \sum_{i=2}^n \sum_{x \in \Gamma_i, y \in \Gamma_i} \frac{d_x(t)}{2E(t)} \frac{d_y(t)}{2E(t)} L_{x \rightarrow y} = n \left( \frac{n^t-1}{n^t-1} \right)^2 \Sigma(t-1) + \frac{n-1}{n} \left( \frac{2(n-1) n^{t-1}}{(n^t-1)^2} [n^t - (n-1)(2n)^{t-1} - 1] \right)(C2)
$$

Using Eq. (C2) recursively, we obtain

$$
\Sigma(t) = n^2 \left( \frac{n^t-1}{n^t-1} \right)^2 \Sigma(t-2) + \frac{(n-1)}{n(n^t-1)^2} \left[ n^t - (n-1)^2 + n(n^t-1)^2 \right] - \frac{2(n-1) n^{t-1}}{(n^t-1)^2} [n^t - (n-1)(2n)^{t-1} - 1] - \frac{2(n-1) n^{t-1}}{(n^t-1)^2} [n^{t-1} - (n-1)(2n)^{t-2} - 1] = \ldots = n^{-1} \left( \frac{n^t-1}{n^t-1} \right)^2 \Sigma(1) + \Theta_t - \Delta_t, \quad (C3)
$$

where

$$
\Theta_t = \frac{(n-1)}{n(n^t-1)^2} \sum_{k=0}^{t-2} k n^k (n^{t-k}-1)^2
$$

$$
= \frac{(n-1)}{n(n^t-1)^2} \sum_{k=0}^{t-2} (n^{2t-k} - 2n^t + n^k)
$$

$$
= \frac{(n-1)}{n(n^t-1)^2} \left[ \frac{n^{2t+1} - n^{t+2}}{n-1} - \frac{2n^t + n^{t-1}}{n-1} \right] = \frac{n^{2t} - n^{t+1}}{(n^t-1)^2} - \frac{2n^t-1}{n(n^t-1)^2} (C4)
$$

and

$$
\Delta_t = \frac{2(n-1) n^{t-1}}{(n^t-1)^2} \sum_{k=2}^{t} [n^k - (n-1)(2n)^{k-1} - 1]
$$

$$
= \frac{2(n-1) n^{t-1}}{(n^t-1)^2} \left[ \frac{n^{t+1} - n^2}{n-1} - \frac{(n-1)(2n)^t - 2n}{2n-1} \right] - \frac{(t-1) n^{t-1}}{(n^t-1)^2} (C5)
$$

Replacing $\Sigma(1)$ with $\frac{1}{n}$, plugging the expressions for $\Theta_t$ and $\Delta_t$ shown as Eqs. (C4) and (C5) into Eq. (C3), Eq. (29) is obtained.

Appendix D: Derivation of Eq. (31)

For $t = 1$, $G_n(t)$ is a clique $K_n$, $L_{u \rightarrow B} = 1$ for any $u \neq B$, and $W_B(1) = \frac{n-1}{n}$, which shows Eq. (31) holds for $t = 1$.

For $t > 1$, let $d_u(t)$ represents the degree of node $u$ in $G_n(t)$, and $d_u(t-1)$ represents the degree of node $u$ in subunit $\Gamma_i$, which is a copy of $G_n(t-1)$. We find, for any $i (i = 1, 2, \cdots, n)$, $\sum_{x \in \Gamma_i} \frac{d_x(t)}{2E(t)} = \frac{1}{n}$, and for any $u \in \Gamma_i$,

$$
d_u(t) = \begin{cases} 
2d_u(t-1) = 2(n-1) & u = H_i \\
(n-1) & u \neq H_i \end{cases} \quad \text{(D1)}
$$
Due to the self-similar structure as shown in Fig. 1, we have

\[ W_B(t) = \sum_{u \in G_n(t)} \frac{d_u(t)}{2E(t)} L_{u \to B} \]
\[ = \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \to B} + \frac{(n-1)}{2E(t)} L_{H_1 \to B} \]
\[ = E(t-1) \frac{W_B(t-1)}{E(t)} + (n-1) \frac{L_{H_1 \to B}}{2E(t)} \]
\[ = E(t-1) \frac{W_B(t-1) + (n-1)(2^{t-1}-1)}{E(t)} \]
\[ = \frac{nE(t-1)}{E(t)} W_B(t-1) + \frac{(n-1)(2^{t-1}-1)}{n} \]

Using Eq. (D1) recursively, we obtain

\[ W_B(t) = n^2E_{t-2} \frac{W_B(t-2)}{E(t)} \]
\[ + \frac{(n-1)}{n^{t+1} - n} \left[ (2^{t-1} + 2^{t-2}) n^t - (1 + n) \right] \]
\[ = \cdots \]
\[ = n^t \frac{E_1}{E(t)} W_B(1) \]
\[ + \frac{(n-1)}{n^{t+1} - n} \left[ (2^2 + \cdots + 2^{t-1}) n^t \right] \]
\[ - \frac{(n-1)}{n^{t+1} - n} (1 + n + \cdots + n^{t-1}) \]

Plugging the expressions of \(E(1), E(t)\) and \(W_B(1)\) into Eq. (D3), we obtain Eq. (31).

Appendix E: Derivation of Eq. (32)

For \(t = 1\), \(L_{u \to H_1} = 1\) for any \(u \neq H_1\), and \(W_H(t) = \frac{n-1}{n}\), which shows Eq. (32) holds for \(t = 1\).

For \(t > 1\), due to the self-similar structure as shown in Fig. 1, we have

\[ W_{H_1}(t) = \sum_{u \in G_n(t)} \frac{d_u(t)}{2E(t)} L_{u \to H_1} \]
\[ = \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \to H_1} + \frac{(n-1)}{2E(t)} L_{u \to H_1} \]
\[ + (n-1) \sum_{u \in \Gamma_2} \frac{d_u(t)}{2E(t)} L_{u \to H_1} \]
\[ = \frac{E(t-1)}{E(t)} \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \to H_1} \]
\[ + (n-1) \sum_{u \in \Gamma_2} \frac{d_u(t)}{2E(t)} L_{u \to H_1} + \frac{n-2}{n^k} \]
\[ \geq W_H(t) \]

Fig. 1

Replacing \(E(t-1)\) and \(W_B(t-1)\) from Eqs. (5) and (31) in Eq. (E1), we obtain Eq. (32).

Appendix F: Derivation of Eq. (36)

For any given node \(y \in G_n(t)\), we first prove that \(W_{H_1}(t) \leq W_y(t)\), and then we prove that \(W_B(t) \geq W_y(t)\).

Recalling the equivalence of the \(n\) subunits \(\Gamma_i (i = 1, 2, \ldots, n)\) and the equivalence for the \(n\) central nodes \(H_i (i = 1, 2, \ldots, n)\), without loss generality, we assume \(y \in \Gamma_1\) and we refer to the distance from \(y\) to \(H_1\) as \(L_{y \to H_1} = k\) \((k \geq 0)\). For any node \(u\) of \(G_n(t)\), if \(u \in \Gamma_1\),

\[ L_{u \to y} \geq L_{u \to H_1} - k, \]

while, if \(u \notin \Gamma_1\),

\[ L_{u \to y} = L_{u \to H_1} + k. \]

Therefore,

\[ W_y(t) = \sum_{u \in G_n(t)} \frac{d_u(t)}{2E(t)} L_{u \to y} \]
\[ = \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \to y} + \sum_{i=2}^{n} \sum_{u \in \Gamma_i} \frac{d_u(t)}{2E(t)} L_{u \to y} \]
\[ \geq \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} (L_{u \to H_1} - k) \]
\[ + (n-1) \sum_{u \in \Gamma_2} \frac{d_u(t)}{2E(t)} (L_{u \to H_1} + k) \]
\[ = \sum_{u \in G_n(t)} \frac{d_u(t)}{2E(t)} L_{u \to H_1} + \frac{n-2}{n^k} \]
\[ \geq W_{H_1}(t) + \frac{n-2}{n^k} \]

Now we come to prove \(W_B(t) \geq W_y(t)\) by induction.

Base case: for \(t = 1\), all nodes are equivalent with each other and then \(W_B(1) \geq W_y(1)\) for all \(y\).
Inductive step: we will show that $W_B(t) \geq W_y(t)$ holds if $W_B(t-1) \geq W_y(t-1)$ for any $t > 1$. Without loss of generality, we assume $y \in \Gamma_1$ and $B$ is one of the peripheral nodes in $\Gamma_1$. Therefore, $L_{u \rightarrow y} \leq L_{H_1 \rightarrow B}$. Note that $\Gamma_1$ is a copy of $G_n(t-1)$. We obtain

$$\sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \rightarrow y} \leq \sum_{u \in \Gamma_1} \frac{d_u}{2E(t)} (L_{u \rightarrow B}).$$  \hfill (F4)$$

For any node $u \in G_n(t)$, if $u \not\in \Gamma_1$,

$$L_{u \rightarrow y} = L_{u \rightarrow H_1} + L_{H_1 \rightarrow y} \leq L_{u \rightarrow H_1} + L_{H_1 \rightarrow B} = L_{u \rightarrow B}.$$ \hfill (F5)

Therefore,

$$W_y(t) = \sum_{u \in G_n(t)} \frac{d_u(t)}{2E(t)} L_{u \rightarrow y}$$

$$= \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \rightarrow y} + \sum_{i=2}^n \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \rightarrow y}$$

$$\leq \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \rightarrow B} + \sum_{i=2}^n \sum_{u \in \Gamma_1} \frac{d_u(t)}{2E(t)} L_{u \rightarrow B}$$

$$= W_B(t).$$ \hfill (F6)

Combining (F3) and (F6), we finally get

$$W_{H_1}(t) \leq W_y(t) \leq W_B(t).$$ \hfill (F7)

**Appendix G: Derivation of Eq. (44)**

We first calculate $T_{H_2 \rightarrow H_1}$ and $T_{H_1 \rightarrow C_1}$, then we insert them into Eq. (43), in such a way that Eq. (44) is obtained.

Let $x = H_2$ and $y = H_1$ in Eq. (24), one can get

$$T_{H_2 \rightarrow H_1} = \frac{2E(t)}{n} [L_{H_2 \rightarrow H_1} + W_{H_1}(t) - W_{H_2}(t)]$$

$$= \frac{2E(t)}{n} L_{H_2 \rightarrow H_1}$$

$$= \frac{n}{1}. \hfill (G1)$$

In order to calculate $T_{H_1 \rightarrow C_1}$, we must derive $W_{C_1}(t) - W_{H_1}(t)$. For any node $u \in G_n(t)$, if $u \not\in \Gamma_1$,

$$L_{u \rightarrow C_1} = L_{u \rightarrow H_1} + L_{H_1 \rightarrow C_1}; \hfill (G2)$$

if $u \in \Gamma_1$ and $u \not\in \Gamma_{11}$,

$$L_{u \rightarrow C_1} = L_{u \rightarrow H_1} - L_{H_1 \rightarrow C_1}; \hfill (G3)$$

if $u \in \Gamma_{11}$,

$$\sum_{u \in \Gamma_{11}} \frac{d_u(t)}{2E(t)} L_{u \rightarrow H_1} = \sum_{u \in \Gamma_{11}} \frac{d_u(t)}{2E(t)} L_{u \rightarrow C_1}. \hfill (G4)$$

Thus,

$$W_{C_1}(t) = \sum_{u \in G_n(t)} \frac{d_u(t)}{2E(t)} L_{u \rightarrow C_1}$$

$$= \sum_{u \in \Gamma_{11}} \frac{d_u(t)}{2E(t)} L_{u \rightarrow C_1} + \sum_{u \in \Gamma_{11}} \frac{d_u(t)}{2E(t)} L_{u \rightarrow C_1}$$

$$+ \sum_{i=2}^n \sum_{u \in \Gamma_{11}} \frac{d_u(t)}{2E(t)} L_{u \rightarrow C_1}$$

$$= \sum_{u \in G_n(t)} \frac{d_u(t)}{2E(t)} L_{u \rightarrow H_1} - \sum_{u \in \Gamma_{11}} \frac{d_u(t)}{2E(t)} L_{H_1 \rightarrow C_1}$$

$$+ \sum_{i=2}^n \sum_{u \in \Gamma_{11}} \frac{d_u(t)}{2E(t)} L_{H_1 \rightarrow C_1}$$

$$= W_{H_1}(t) + \frac{n-1}{n} \left(1 - \frac{E(t-1)}{E(t)}\right) L_{H_1 \rightarrow C_1}$$

$$= W_{H_1}(t) + (2^{t-2} - 1)(n-1) \frac{n^{t-1} - n^{t-2}}{n^t - 1}. \hfill (G5)$$

Therefore,

$$W_{C_1}(t) - W_{H_1}(t) = (2^{t-2} - 1)(n-1) \frac{n^{t-1} - n^{t-2}}{n^t - 1}. \hfill (G6)$$

Let $x = H_1$ and $y = C_1$ in Eq. (24), and replace $W_{C_1}(t) - W_{H_1}(t)$ from Eq. (G5), we obtain

$$T_{H_1 \rightarrow C_1} = \frac{2E(t)}{n} [L_{H_1 \rightarrow C_1} + W_{C_1}(t) - W_{H_1}(t)]$$

$$= (2^{t-2} - 1)(2n^t - 2nt^{-1} + n^{t-2} - 1). \hfill (G7)$$

Replacing $T_{B_0}(t-1)$, $T_B(t-1)$, $T_{H_2 \rightarrow H_1}$ and $T_{H_1 \rightarrow C_1}$ from Eqs. 112, 113, 117 and 119 in Eq. 115, Eq. (44) is obtained.
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