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Abstract

In this work, we present an end-to-end binaural speech synthesis system that combines a low-bitrate audio codec with a powerful binaural decoder that is capable of accurate speech binauralization while faithfully reconstructing environmental factors like ambient noise or reverb. The network is a modified vector-quantized variational autoencoder, trained with several carefully designed objectives, including an adversarial loss. We evaluate the proposed system on an internal binaural dataset with objective metrics and a perceptual study. Results show that the proposed approach matches the ground truth data more closely than previous methods. In particular, we demonstrate the capability of the adversarial loss in capturing environment effects needed to create an authentic auditory scene.

Index Terms: binaural speech synthesis, spatial audio, audio codec, neural speech representation

1. Introduction

Augmented and virtual reality technologies promise to revolutionize remote communications by achieving spatial and social presence, i.e., the feeling of shared space and authentic face-to-face interaction with others. High-quality, accurately spatialized audio is an integral part of such an AR/VR communication platform. In fact, binaural audio guides us to effortlessly focus on a speaker in multi-party conversation scenarios, from formal meetings to causal chats [1]. It also provides surround understanding of space and helps us navigate 3D environments.

Our goal is to create a pipeline for a binaural communication system, as shown at the bottom of Fig. 1. At the transmitter end, monaural audio is first encoded by an audio encoder, and then transmitted over the network. At the receiver end, the transmitted audio code is decoded, and the binaural audio is synthesized according to transmitter and receiver positions in the virtual space. Specifically, such a system should be capable of (a) encoding transmitter audio into a low-bitrate neural code and (b) synthesizing binaural audio from these codes including environmental factors such as room reverb and noise floor, which are crucial for acoustic realism and depth perception.

Although binaural synthesis has recently experienced a breakthrough based on neural audio rendering techniques [2–4] that allow to learn binauralization and spatial audio in a data-driven way, these approaches fall short in their ability to faithfully model environmental factors such as room reverb and noise floor. The reason these models fail to model stochastic processes is their reliance on direct reconstruction losses on waveforms. Additionally, this reliance on metric losses makes the joint optimization of neural spatial renderers and neural audio codecs a difficult task. In fact, given their high sensitivity to phase shifts that do not necessarily correlate with perceptual quality, metric losses are known to perform badly in pure generative tasks, including speech synthesis from compressed representations. Yet, efficient compression and encoding are required in a practical setting like an AR/VR communication system.

In this work, we demonstrate that these shortcomings of existing binauralization systems can be overcome with adversarial learning which is more powerful at matching the generator distribution with the real data distribution. Simultaneously, this paradigm shift in training spatial audio systems naturally allows their fusion with neural audio codecs for efficient transmission over a network. We present a fully end-to-end, waveform-to-waveform system based on a state-of-the-art neural codec [5] and binaural decoder [2]. The proposed model borrows the codec architecture from [5] and physics-inspired elements, such as view conditioning and time warping, from [2]. We propose loss functions and a training strategy that allows for efficient training, natural sounding outputs and accurate audio spatialization. In summary, our contributions are as follows:

• we propose a first fully end-to-end binaural speech transmission system that combines low-bitrate audio codecs with high-quality binaural synthesis;
• we show that our end-to-end trained system performs better than a baseline that cascades a monaural audio codec system (top left of Fig. 1) and a binaural decoder (top right of Fig. 1);
• we demonstrate that adversarial learning allows to faithfully reconstruct realistic audio in an acoustic scene, including stochastic noise and reverberation effects that existing approaches fail to model.

* Work done while interning at Meta Reality Labs Research.
2. Related Work.

Audio codecs have long relied on traditional signal processing and in-domain knowledge of psychoacoustics in order to perform encoding of speech [6] or general audio signals [7, 8]. More recently, following advances in speech synthesis [9–11], data-driven neural audio codecs were developed [12–16], and Soundstream [5], a novel neural audio codec, has shown to be capable of operating on bitrates as low as 3kbps with state-of-the-art sound reconstruction quality. None of these approaches, however, was developed with spatial audio in mind, focusing solely on reconstructing monaural signals, as illustrated at the top left of Fig. 1.

Binaural audio synthesis has traditionally relied on signal processing techniques that model the physics of human spatial hearing as a linear time-invariant system [17–20]. More recently, there has been a line of studies on neural synthesis of binaural audio that showed the advantages of the data-driven approaches [2–4, 21–25]. We will refer to these models, illustrated at the top right of Fig. 1, as binaural decoders. All these approaches, however, are trained as regression models with pointwise, metric losses such as mean squared error. Consequently, they fail to model stochastic processes on the receiver side that are not observable on the mono transmitter input. Examples of these processes are noise floor and reverberant effects in the virtual receiver environment.

3. Proposed system

3.1. Model architecture

Formally, we aim to find a model \( f \) that takes as input a mono audio signal \( x \in \mathbb{R}^T \), and generates the left and right binaural signals \( \hat{y} = (\hat{y}^{(l)}, \hat{y}^{(r)}) \) (both of length \( T \)) by conditioning on a temporal signal \( c \) of length \( T \) which contains the transmitter and receiver position and orientation. Our model, depicted in Fig. 2, is based on Soundstream [5], with a series of modifications for generating binaural signals. The input signal \( x \) is first encoded with a convolutional (conv) neural network, \( \text{Enc} \), and then discretized with a residual vector quantizer (RVQ) to obtain the audio codes, \( h = f_\text{RVQ}(x) \), where \( f_\text{RVQ} \) is the downsampling rate and \( D \) is the dimension of a single code. The decoder, \( \text{Dec} \), which consists of a convnet and a warpnet [2], then generates the binaural signals by conditioning on the position information.

The process can be formulated as follows:

\[
\hat{y}^{(l)}, \hat{y}^{(r)} = f(x, c) = \text{Dec}(h, c), \quad h = \text{Enc}(x).
\]

In order to facilitate adversarial training, a set of discriminators is trained together with the entire network in an end-to-end fashion. We describe each component in detail below, and because we mostly followed the specifications described in [5], we omit detailed hyperparameters due to space constraints.

3.1.1. Soundstream-based encoder

The first part of the encoder is a stack of four 1D conv blocks, with each block containing three residual units and a downsampling strided conv layer. After the input mono signal is transformed into a series of continuous vectors, they are thereafter discretized through a RVQ [5, 26] of \( N \) VQ layers, which represents each vector with a sum of codewords from a set of finite codebooks. These final vectors are denoted as the audio codes. Note that in [5], several techniques are used to improve codebook usage and bitrate scalability including k-means based initialization, codeword revival and quantization dropout, which we did not find necessary in our work. During training, the codebooks are updated with exponential moving averages, following [5, 27].

3.1.2. Partially conditioned binaural decoder

The first part of the decoder is a reverse mirror of the encoder, with the downsampling strided conv layers replaced by upsampling transposed conv layers. Because it was originally proposed for mono audio reconstruction, we carefully designed the decoder to capture the required fidelity of the binaural signals by conditioning on the position information \( c \). First, a FiLM-based affine layer [28] was added to the output of each conv layer. Specifically, the position information is first processed through a three-layered MLP with ReLU activation, which is then upsampled to be used as the scale and shift parameters to perform feature-wise affine transformation. Second, due to the low dimension and low frequency nature of the position vector, we further adopt a Gaussian Fourier encoding layer [29] at the beginning of the position input to learn the implicit, high frequency correlation between the position vector and the binaural audio. Moreover, we empirically discovered that it is sufficient to condition only the last few decoder blocks with position information to get high-quality binaural signals. This is because interaural differences are typically determined within a short temporal window (\( \leq 100 \) samples), and the position information is only needed to accurately shift and scale the binaural signals by such a small amount. Since the temporal resolution of the audio codes (determined by the encoder downsampling rate) is greater than this difference, introducing the conditioning at the start of the decoder is ineffective.

Additionally, we added a neural time warping layer proposed in [2] at the end of the decoder to model the temporal shifts from mono to binaural signals caused by sound propagation delays. The layer is a fully differentiable implementation of the monotonous dynamic time warping algorithm.

3.1.3. Multi-scale and single-scale discriminators

Following [5], we used two types of discriminators. The first type is a single-scale STFT discriminator, which operates on the STFT spectrogram. The architecture is based on a stack of conv layer-based residual units. The second type, originally proposed in [10], is a multi-scale discriminator (MSD) with three sub-discriminator operating on different temporal scales: 1/2/4 downsampled version of the input signal. Each sub-discriminator is composed of a sequence of strided and grouped convolutional layers. In addition, we adopted the projection discriminator proposed in [30] to inform the multi-scale discriminator to make use of the conditional information when approximating the underlying probabilistic model given in Eq. 1. We empirically found that this significantly improves the quality of spatialization.

3.2. Loss function

Let the target binaural signals be \( y = (y^{(l)}, y^{(r)}) \). Given the importance of interaural time and level differences for human auditory perception [31], we optimize the difference between the left and right predicted signal against the target signal,

\[
L_{\text{align}} = \mathbb{E} \left[ \left\| (\hat{y}^{(l)} - y^{(l)}) - (y^{(l)} - y^{(r)}) \right\|_2^2 \right].
\]

We additionally use a phase loss \( L_{\text{phase}} \) that directly optimizes the phase in angular space, which has been proven crucial for accurate phase modeling in [2].
We also adopted a mix of losses used in [5]. The first loss is a hinge adversarial loss, where the respective losses for the generator (the model $f$ in Eq. 1) and the discriminator $D^j$ are defined as:

$$\mathcal{L}^{\text{dis}}_{\text{adv}} = \mathbb{E} \left[ \max (0, 1 - D(y, e)) \right] + \mathbb{E} \left[ \max (0, 1 + D(\hat{y}, e)) \right].$$

(3)

$$\mathcal{L}^{\text{gen}}_{\text{adv}} = \mathbb{E} \left[ \max (0, 1 - D(y, e)) \right].$$

(4)

Second, the feature matching loss [10, 11] is introduced as an implicit similarity metric defined as the differences of the intermediate features from the discriminator between a ground truth and a generated sample:

$$\mathcal{L}_{\text{lm}} = \mathbb{E} \left[ \sum_{l=1}^{L} \| D^l(y) - D^l(\hat{y}) \|_2 \right].$$

(5)

where $L$ denotes the total number of layers in $D$ and $D^l$ denotes the features from the $l$-th layer. Finally, the mel spectrogram loss is applied, as in [11]:

$$\mathcal{L}_{\text{mel}} = \mathbb{E} \left[ \| \phi(y) - \phi(\hat{y}) \|_1 \right].$$

(6)

where $\phi$ denotes the transform from audio to mel spectrogram.

The overall generator loss is a weighted sum of the different loss components:

$$\mathcal{L}^{\text{gen}} = \lambda_{\text{adv}} \mathcal{L}^{\text{dis}}_{\text{adv}} + \lambda_{\text{pha}} \mathcal{L}^{\text{pha}}_{\text{adv}} + \lambda_{\text{diff}} \mathcal{L}^{\text{diff}}_{\text{adv}} + \lambda_{\text{mel}} \mathcal{L}_{\text{mel}} + \lambda_{\text{inst}} \mathcal{L}_{\text{inst}}.$$ (7)

Our initial experiments with weights suggested in [5] ($\lambda_{\text{lm}} = 100, \lambda_{\text{mel}} = 1$) yielded poor results. Instead, we discovered that it is critical to give the mel spectrogram loss a higher weight. The final weight combination we used is: $\lambda_{\text{adv}} = \lambda_{\text{diff}} = 1, \lambda_{\text{pha}} = 0.01, \lambda_{\text{lm}} = 2, \lambda_{\text{mel}} = 45$.

### 3.3. Mono pretraining

From Eq. 1, the Dec is responsible for (1) upsampling $h$ to match the temporal resolution of $x$, and (2) spatialization using information from $c$. If the model is trained from scratch, the Dec struggles to achieve both tasks concurrently. As a result, we propose a pretraining strategy, which we found to be important for fast convergence and high-quality output. In the pretraining step the model is trained to generate two copies of the monaural input signals. The primary objective is to train the decoder to upsample while ignoring the condition information via a constant zero vector. Following that, the fine-tuning step is performed using the acutal binaural signals and position condition information. Once the model has been initialised to perform well at upsampling, it can be trained to spatialize and is expected to retain the ability to upsample.

### 4. Experiments

#### 4.1. Experimental settings

**Datasets.** We re-recorded the VCTK corpus [32] using a binaural microphone setup comprised of three 3Dio Omni Pro rigs, which were placed at the center of a non-anechoic room. Speech signals were played back on a loudspeaker, which was carried by a person walking randomly around the room to cover various areas. The 3D pose and orientation of the loudspeaker as well as the static 3DIO rigs were tracked using a motion capture system. We recorded 42 hours of binaural audio data, covering a distance of 4.6 m horizontally and 2.4 m vertically. The audio was sampled at 48kHz and the tracking data was recorded at 240 frames per second. For mono-pretraining, we used the original monaural version of VCTK.

**Competing systems.** We first consider the state-of-the-art binaural decoder only system [2]. It is trained on the same binaural speech dataset. We then consider a baseline system, where we directly cascade the Soundstream [5] and the binaural decoder [2] models trained separately on VCTK and the binaural speech datasets, respectively.

**Objective metrics.** The $L_2$ distance of the predicted and ground truth audio is calculated in the waveform and mel spectrogram domains. To assess the spatialization accuracy, we report the deep perceptual spatial-audio localization metric (DPLM) [33].

**Subjective evaluation protocol.** This evaluation is divided into two parts. In the first part, participants were presented the result of our system and a competing system (either the decoder only or the baseline system) and were asked to determine which of them is closer to the ground truth. The second part focuses on spatialization. The reference and synthetic samples are played alternating, switching between the one and the other every few

---

1 For simplicity we assume that $D$ outputs the average logits of all sub-discriminators in this section.
Table 1: **Objective evaluation** results on the competing systems and variations of the proposed systems.

| System             | Wave-\(\ell_2\) ↓ | Mel spec-\(\ell_2\) ↓ | DPLM ↓ |
|--------------------|--------------------|------------------------|--------|
| Decoder only       | 0.228              | 1.220                  | 0.108  |
| Baseline           | 0.750              | 1.173                  | 0.105  |
| Proposed system    | 0.807              | 0.631                  | 0.106  |

(a) Evaluation 1: participants were asked if our system or the baseline (top)/decoder only (bottom) system are closer to the ground truth.

(b) Evaluation 2: participants were asked if our system or the baseline (top)/decoder only (bottom) system are more accurately spatialized.

Figure 3: **Subjective evaluation** results.

seconds, so the listeners can observe the change in the sound source position when the switch happens. Participants are asked which of the synthetic samples has source position closer to the reference. Participants annotated more than 350 test examples.

4.2. Empirical Evaluation

**Objective Evaluation.** The objective evaluation results are shown in Tab. 1. Unsurprisingly, being optimized in the wave-form domain, the decoder only model outperforms others on wave-\(\ell_2\) metric. However, the \(\ell_2\)-loss is not a good indicator of signal quality and can result in highly distorted signals even if the loss itself is low. The proposed system is superior in terms of mel spec-\(\ell_2\). We note that the mel spectrogram loss is more indicative of signal quality than the waveform \(\ell_2\). In fact, spectrogram visualizations in Fig. 4 show that the proposed system matches the ground truth much better than both baseline and decoder only models. Finally, the DPLM scores shows that the proposed approach achieves the same spatialization quality as the state-of-the-art binaural decoders.

**User study.** The subjective evaluation results are shown in Fig. 3. The first evaluation confirms that the proposed approach generates more natural outputs that are closer to the ground truth recordings than both baseline and decoder-only models. When listening to outputs generated by the baseline and decoder-only models, we found that these models have difficulty reconstructing output that is uncorrelated or only weakly correlated to the input such as room noise floor and reverberation. As a result, these effects are masked out, whereas our approach models them accurately. The second evaluation confirm that the proposed approach achieves the same level of spatialization quality as the state-of-the-art binaural decoders. The results also correlated well with DPLM scores presented in Tab. 1.\(^2\)

**Ablation study.** We conducted ablation studies to understand the impact of various design choices in the proposed system by gradually adding components and calculating the DPLM distances of different model variations. Results are shown in Fig. 5. We see that all model components contribute to the DPLM metric, demonstrating the significance of our design choices.

**Effectiveness of the adversarial loss.** Note especially the importance of the adversarial loss for spatialization (A vs. A+B in Fig. 5). Due to the information bottleneck in the quantized audio codes, not all phase information is sufficiently maintained and reconstructable using a metric loss only. With the addition of adversarial loss, the model is able to generate a plausible phase, resulting in a significant improvement in spatialization quality. In addition, we found that the adversarial loss to be effective at capturing effects such as background noise and reverberation. This can be observed from the spectrograms shown in Figure 4. Because the decoder-only and baseline methods are trained without adversarial loss, the generated speech lacks background noise and reverber details, making the output binaural sound uncanny.

5. Conclusions

We described in detail an end-to-end binaural speech synthesis system capable of (1) transmitting source monaural speech in the form of compressed speech codes, and (2) synthesizing accurate spatialized binaural speech by conditioning on source and receiver position/orientation information in virtual space. We tested our method on a real-world binaural dataset and found it to be objectively and subjectively superior to a cascade baseline. Finally, we conducted ablation studies to justify various design choices.

\(^2\)Audio samples can be found at https://unilight.github.io/Publication-Demos/publications/e2e-binaural-synthesis
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