Handwashing Action Detection System for an Autonomous Social Robot
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Abstract—Young children are at an increased risk of contracting contagious diseases such as COVID-19 due to improper hand hygiene. An autonomous social agent that observes children while handwashing and encourages good hand washing practices could provide an opportunity for handwashing behavior to become a habit. In this article, we present a human action recognition system, which is part of the vision system of a social robot platform, to assist children in developing a correct handwashing technique. A modified convolution neural network (CNN) architecture with Channel Spatial Attention Bilinear Pooling (CSAB) frame, with a VGG—16 architecture as the backbone is trained and validated on an augmented dataset. The modified architecture generalizes well with an accuracy of 90% for the WHO-prescribed handwashing steps even in an unseen environment. Our findings indicate that the approach can recognize even subtle hand movements in the video and can be used for gesture detection and classification in social robotics.

Index Terms—Human Action Recognition; Deep Learning; Hand Washing; Video Classification; Attention

I. Introduction

Poor hand hygiene practices among children make them vulnerable to morbidities such as anemia, respiratory illnesses, and diarrhea [1]. The simple act of hand washing with soap can potentially prevent up to one million deaths worldwide [2]. When endowed with autonomous behavior, an agent that watches children while hand washing could provide behavioral nudges that can make hand washing a regular habit. Prior Wizard of Oz studies conducted by researchers with a social robot called Pepe showed significant improvement (40%) in frequency and quality of children’s hand washing practices pre and post-intervention. [3], [4].

Fig. 1: Architecture of the Social Robot showing also the action recognition system.

One of the essential considerations for designing an autonomous agent to promote good hand hygiene is a robust human action recognition (HAR) system for analyzing and understanding human action. For such a system to be effective, it needs to have high accuracy in classifications of human actions and also have a high adaptive ability. Our main objective in this research is to design a HAR system, for a social robot, whose vision system can detect the different hand washing steps prescribed by the World Health Organization (WHO) [5] and classify it accurately in order to monitor the quality of hand washing. Fig. 1 shows the block diagram of our proposed system. We
have focused our work on the six main steps of hand hygiene which are common to both hand washing with soap and hand rubbing with alcohol-based formulation, as prescribed by the WHO guidelines.

We conducted a Human Robot Interaction (HRI) co-design study in 2021 using a participatory approach to design the embodiment of the social agent with children. Based on the quantitative and qualitative interview results, we have designed a prototype for the physical embodiment of the social robot [6]. We also developed a collaborative gaming platform where the children can play with the robot to learn the correct steps of handwashing [7]. To assess and provide the right feedback to children while handwashing in real-time, a robust handwashing action recognition vision model is required. We trained the robot prototype’s vision model on an augmented dataset representing real-world environmental scenarios on hand washing. Real-world scenarios demand the HAR systems for classification to work under large intra-class variations such as hand pose variations, skin color and size variations, and under varying environmental conditions, such as different lighting conditions, camera position variations, occlusions, shadow, blur, all of which pose challenges for robot’s performance. Therefore a comprehensive training dataset that matches the real-world scenarios as closely as possible is essential for the success of the social robot.

II. Prior Work on HAR

Early studies on conventional learning strategies discussed the lack of realistic and annotated datasets or using manually-built, local spatio-temporal feature points (in low dimensional spaces) to train the classifiers [8]. Such an approach becomes problem-centered and might not scale. Convolutional neural networks (CNN) can be used for HAR classification for HAR classification and representation when the data is diverse and rich [9]. Each hand washing action from an input video stream is fed as a sequence of images to the CNN, thereby creating a frame-based image classifier. The “sequence” and the order in which the frames are recognized, are important for providing feedback and for behavior corrections.

Although CNN’s have very high accuracy in image recognition classification problems, in order to overcome the vanishing/exploding gradient [10], Residual network (ResNet) [11] were introduced containing residual blocks. Cikel et al. conducted a study focusing on the classification of hand washing steps using ResNet with LSTMs [12]. The authors created two custom datasets - the RGB dataset - which featured information about the spatial video features and RGB frames, and the optical flow dataset - which contained information about the temporal video features, obtained by applying the Dual TV LI optical flow algorithm to the original dataset. Both these datasets were trained using a ResNet–152 model encoder combined with an LSTM decoder, pre-trained on the ImageNet dataset. The authors found that considering all the 12 classes of the dataset; the RGB dataset offered the highest accuracy (78.67%). Upon reducing the classes to seven, the accuracy of the RGB network significantly increased to 97.33%.

Chen et al. [13] studied the effectiveness of the Spatial and Channel-wise Attention in Convolutional Neural Network (SCA-CNN) framework for image captioning. CNN models VGG-19 and ResNet-152 were used for image encoding part, and an LSTM model was used to generate caption words after decoding. The results show that SCA-CNN makes the original CNN multi-layer feature maps adaptive to the context-specific channel-wise attention and spatial attention at multiple layers. Another work that emphasizes the importance of attention layers was proposed by Woo et al. [14]. Convolutional Block Attention Module (CBAM) is a straightforward but efficient attention module for feed-forward convolutional neural networks. The module sequentially infers attention maps along the two distinct dimensions of the channel and spatial from an intermediate feature map. It then multiplies the attention maps by the input feature map for adaptive feature refining. Their tests demonstrate the broad applicability of CBAM by showing consistent increases in classification and detection results with different models.

In our approach to handwashing action recognition, after testing multiple architectures, we converged on the ResNet−50 architecture as the backbone. We trained it on an open-source handwashing dataset based on the WHO prescribed handwashing steps. However, the features extracted by the residual network were not discriminatory enough for accurately classifying the hand washing steps. To further improve the model’s performance, we built and added an attention module on top of the CNN model. Adding the attention layers significantly improved the model’s performance, and the details of the same are presented in the upcoming sections.

To summarize, the main contribution of this article to the new and evolving body of knowledge, HAR for HRI, include the presentation of:

- Transfer learning based methodology to leverage pre-trained models to reduce the training data required,
- Modified architecture with a Channel Spatial Attention Bilinear Pooling (CSAB) module for classifying hand washing steps.

III. Background

A. Backbone Architecture

A significant challenge posed by the handwashing step classification task is that the inter-class similarities are usually high. Similarly, intra-class differences also tend to be high due to the way different people perform the handwashing step. Such classification problems are called Fine-Grained Image Classifications. Wang et al. proposed a bilinear pooling theory that effectively utilizes both
channel and spatial feature information to solve fine-grained classification problems [15]. We adapted the Channel Spatial Attention Bilinear Pooling (CSAB) frame from this work to solve the handwashing step classification problem. The complete model architecture we used is discussed below.

In fine-grained image classification problems, the key is to find differences in local areas in the image. Therefore, it is often challenging to use global features extracted by a single convolution layer for making predictions. An attention mechanism can be used to pay attention to relevant regions of the image and provide more weight to those regions.

A VGG-16 [16] model is taken as the backbone architecture and it is pre-trained on ImageNet. The CSAB model we have used combines channel attention and spatial attention simultaneously in a double attention module. In this dual attention model, attention in both spatial and channel dimensions complement each other. The overall architecture can be seen in Fig. 2. If we represent the input image as \( X \in \mathbb{R}^{M \times N \times 3} \) and \( y \) as the output labels \( \in \mathbb{Z}^+ \). By \( Y \in \mathbb{R}^{H \times W \times C} \), we refer to the features generated prior to the fully convoluted layer with height \( H \), width \( W \) and channel \( C \). The global feature context is given by the global average pooling (GAP) as

\[
g(Y) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} Y_{ij};
\]

and the global max pooling (GMP) is:

\[
f(Y) = \frac{1}{H \times W} \max_{i} \max_{j} Y_{ij};
\]

The Channel Attention mask can then be denoted as: \( \sigma(W_1((g(Y) \cdot Y) + (f(Y) \cdot Y))) \), where \( \cdot \) represents Hadamard Multiplication and \( W_1 \in \mathbb{R}^{1 \times C} \) is the weights of the FCN and \( \sigma \) is the sigmoid activation function.

B. Dataset

For a model to work efficiently in real-life scenarios, it has to be trained with input data collected under different conditions and varying environments.

For our study, we chose an open-source dataset of WHO handwashing steps [17], which provides 292 samples for the 12 steps in the handwashing (see Fig. 4). This publicly available dataset is recorded against five different sink backgrounds. This video is most suitable for applications in the real world as it has samples with varying parameters like illumination, field of view, and background.

IV. Methodology

A. Data Preparation

The video dataset had to be converted into image sequences so that it could be used to train a deep neural network for image classification. For this, we extracted individual frames from the video samples using OpenCV.

Fig. 2: Architecture with Channel Spatial Attention Bilinear Pooling (CSAB) frame for recognizing the handwashing steps.
We manually chose representational images that are visually similar to the six steps of handwashing prescribed by the World Health Organisation. We also excluded images with severe motion blur and images without any hands in the frame. The left-hand and right-hand versions of the handwashing steps two, four, five, and six were further combined to form six classes in the dataset, representing the six steps of handwashing.

We further modified the dataset with an environment-level train-test split to test the generalizability of the trained model in unfamiliar environments. We did this by using four different background environments in the dataset for training the model. The fifth environment, which the model did not see during training, was used for testing the model’s performance.

B. Data Augmentation

Data Augmentation [18] is a fundamental technique for obtaining high performance for fixed neural network architecture. Two primary reasons to augment the data are to improve accuracy and generalization. While the accuracy can be improved by adding more training data, the generalization ability of these models is a difficult challenge. By generalizability, we refer to the ability of the model to not lose its performance when evaluated on unseen data. Since there is also a limited variety of environmental conditions in the training data, data augmentation was utilized to increase the diversity of the training data. The following transformations were done on the images to create an augmented dataset.

1) Geometric Transformations: Geometrical transformations can remove any positional bias of the hands. We used random rotations, width shifts, random scaling, and horizontal flips to minimize positional biases.

2) Color Space Transforms: The training image frames were augmented by adding spatial components and color to the background. For color augmentation, we used a custom pre-process function, adding random contrast and brightness values over 70% to 130% of the original pixel values of the image to image batches before training. This simulated real-world change in the lighting conditions and the foreground object.

The models were developed with Keras (> 2.4) built on top of Tensorflow 2.0 and was trained on a machine with 25GB RAM and an NVIDIA® Tesla P100 GPU.

After extensive hyper-parameter tuning, one optimal model was selected from each of the three different neural network architectures used for training and is presented in this paper. Apart from the model with the CSAB module, which has a VGG-16 backbone, a ResNet−50 as well as a VGG-16 based models, with just the backbone architecture that outputs into a fully connected, dropout, and a final dense layers with softmax activation were also trained using the same dataset. This was done to evaluate the effects of the added attention layer.
| No. | Attention module | Backbone     | Epoch | Batch Size | Train acc. | Validation acc. | Test acc. | Custom data-1 | Custom data-2 | Custom data-3 |
|-----|------------------|--------------|-------|------------|------------|------------------|-----------|---------------|---------------|---------------|
| model-1 | Yes              | VGG-16       | 10    | 128        | 0.99       | 0.97             | 0.90      | 0.61          | 0.83          | 0.64          |
| model-2 | No               | ResNet-50    | 10    | 128        | 0.99       | 0.94             | 0.85      | 0.74          | 0.62          | 0.58          |
| model-3 | No               | VGG-16       | 10    | 128        | 0.99       | 0.97             | 0.89      | 0.74          | 0.77          | 0.62          |

Fig. 6: Saliency map of the model-1 on the test data

Fig. 7: Saliency map of the model-2 on the test data

V. Results

Generalizability: A detailed comparison of the performance of different models can be found in Table I. The highest test accuracies were observed for models with a CSAB module (1). While the accuracies on the Kaggle dataset are the same between model 1 and model 3, model 1 is more generalizable on custom datasets, as shown in Table I. The three custom datasets were created by extracting image frames from real-time video data of three different persons performing the six steps of handwashing. This data was not part of the original Kaggle dataset used for training, validation and testing of the models.

Inference time: For real-time applications, inference time of a model is an important consideration. All models exhibited very fast inference times of <5ms.

It can be seen that the addition of CSAB module on top of the VGG-16 architecture increased test accuracy from 89% to 97%. The performance of the model is also better than the residual neural network architecture, which could produce a test accuracy of 91%. The model could effectively distinguish the different steps of handwashing.

The handwashing recognition system making inference on video can be seen in action here. The scripts and notebooks developed for this work are available for reproducibility1. The dataset used for training the deep learning models is also available2.

VI. Conclusions and Future Work

Our results indicate that the modified CNN network with a CSAB module for classification of the six steps of hand washing as prescribed by WHO has good generalizability with training accuracy of 99% and validation accuracy of 97%. Enhancing the open-source augmented dataset with a richer variety of video frames with lesser inter-class similarities and including videos from a broader

1https://github.com/voiD-96/HAR_Tencon2022.git
2http://ieee-dataport.org/9903
range of demographics such as age groups, gender, and ethnicity will improve the test accuracy of the model further. The authors would like to acknowledge that despite having many advantages and appearing to be a natural extension for image classification applications, deep learning HAR is still an evolving area of research for real-world scenarios. Many challenges remain due to high levels of inter-class similarities, intra-class variations, difficulty in capturing extended context, and a lack of standard benchmarking datasets.

Looking at the results from an HRI perspective, the HAR model designed as part of this study has established the feasibility of using deep neural networks in identifying hand washing steps with sufficiently good accuracies for practical real-world use in a hand washing social robot. When deploying this model in a real robot, the predictions made by the HAR system will be on a series of frames with temporal relationships, and hence hand washing step prediction accuracy can be further improved by fusing the temporal data with the predicted data made by the HAR system.

As a part of future work, the authors believe that designing multi-stream CNNs that can learn spatial and temporal aspects of the hand washing activity can improve the performance of the hand washing recognition system. The model can be enhanced even further in the future by training it on datasets with much more variations in skin tones, hand washing style, and others. The performance of the CSAB model can further be improved by experimenting with different hyperparameter tuning methods. We intend to deploy the modified and trained model discussed in this article on our prototype to tailor the robot for hand hygiene education in schools. The proposed HAR system can also be used standalone in other application domains, including healthcare and food industries, to monitor hand washing compliance.
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