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Abstract—A modulation process is required to transmit analog signals with higher quality. Modulation is the process of transporting the signal by another carrier signal. This study aims to process analog signals. Using 200 samples of each of the six types of analog modulation modules. Nowadays these are Amplitude Modulation (AM), Double Side Band (DSB), Upper Side Band (USB), Lower Side Band (LSB), Frequency Modulation (FM) and Phase Modulation (PM) respectively. In the study an intelligent clustering method has been developed. The 5th level Discrete Wavelet Transform (DWT), Norm Entropy and Energy properties of AM, DSB, USB, LSB, FM and PM analog modulated signals have been removed during feature extraction phase. The results have been compared using K-Means, K-medoid and Fuzzy C-means (FCM) algorithms using a feature vector of 6x2x1200 obtained at the feature extraction stage and carrying out smart intelligent clustering for recognition. The most successful result has been obtained with FCM of 85.75%.
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I. INTRODUCTION

The information to be used in communication is not used where it is produced. Information may need to be moved to different locations. This distance may also be far. The information / signals produced are produced as low frequency. Low-frequency information is difficult to transport. Therefore, it uses high frequencies to carry this signal. The process of transmitting a low frequency.

Low-frequency information is difficult to transport. Therefore, it uses high frequencies to carry this signal. The process of transmitting a low frequency information from one place to another with a high frequency signal is called modulation. Information signal is moved by modulation of amplitude, phase and frequency of carrier signal by modulation [1]. The aim of this study is to select the appropriate method for the healthy transport and processing of analog signals. Also, using real human audio signals, a carrier-clustered intelligent clustering method has been developed for recognition using 200 samples from each of 6 kinds of analog modulation types. K-averages, K-medoid and Fuzzy C Averages (FCM) algorithms for the identification of the carrier with a clustered smart comparison was compared. Some of the previous modulation studies related to this field are given below. Erdem Yakut S. has formed an intelligent system for the purpose of analog modulation recognition. In the developed smart system, Wavelet Transform (WT), Artificial Neural Networks (ANN) have used Adaptive Network Based Fuzzy Inference System[2]. Guldemir, H. et al. have used 5 kinds of modulation (Amplitude Modulation, Double Side Band Modulation, Frequency Modulation, Upper Single Band Modulation, Lower Single Band Modulation) for clustering process. They compared performance using K-means, Fuzzy C-means, Mountain and Subtractive clustering methods [3]. Avci, E., made a strong feature in order to classify the targets created by the radar correctly. He used pattern recognition methods to accomplish this purpose. These analyzes were evaluated by integrated feature extraction methods [4]. Sengür, A. et al. have performed the modulation recognition process using Bayes decision rule method to classify analog modulated communication signals [5]. Fidan S. modeled electromagnetic waves emitted in a waveguide by wavelet transform. In study, he placed a wavelet transform filter and a reverse wavelet transform filter, respectively, at the beginning and the end of a waveguide. Thus, it has been shown that solutions can be produced with the desired accuracy by comparing the values obtained for the wavelet types [6]. Demren, E., aimed at the processing of signals with sudden changes in signals and static components. In order to achieve this, he examined a signal processing method to examine high frequency resolution and high time resolution together. In this study, “Wavelet Transformations”, another method of frequency-time analysis, has been investigated. In this study, the applicability of automotive, noise and vibration signals has been studied through examples [7]. İşık, M., has compared
II. MATERIAL AND METHOD

In this study, using 200 samples from each of 6 types of analog modulation using human audio signals, a carrier-specific intelligent clustering method has been developed for recognition. The study consists of two stages as feature extraction and clustering. In the feature subtraction phase of the study, distinguishing features of the study by using Level 5 Discrete Wavelet Transform (DWT), energy and entropy methods have been determined. Using the feature vector obtained in the feature subtraction stage, K-averages, K-medoid and Fuzzy C Averages (FCM) algorithms have been used to perform intelligent clustering.

A. Discrete Wavelet Transform (DWT)

Discrete Wavelet Transform (DWT) is used to better analyze markers. DWT uses a narrower windowing dimension in the wider and low-frequency sections in high-frequency sections [6]. Distinguishes DWT from other conventional modulation recognition methods is the use of different windowing techniques [9]. Thus, the windows to be created for the transmission of the signal, where the frequency information, the window wide and also where the time zone is important window areas may be preferred. In this way, the time information of the transmitted signals is also visible. DWTs allow these non-stationary signals to be carried [10]. DWTs are used in applications such as astronomy, fingerprint verification, geophysics, internet traffic regulation, meteorology, computer graphics analysis, speech recognition [11]. With ADD, two signs called Approximate (A) and Details (D) are created. A sign is composed of wide time - low frequency and B is narrow time - high frequency. Figure 2 shows a simple block diagram of DWT.

B. Entropy

The concept of entropy was first used by American scientist Claude Shannon in 1948 as part of the theory of probability and knowledge [12]. Entropy can be defined as randomness, irregularity or uncertainty in a system, if it is expressed in a comprehensive manner. Different entropy calculation techniques are used in signal processing field. Some of those; Shannon, Norm, Threshold and Logarithmic Energy methods. In the signal processing, if the sign is stationary, it has a low spectrum with a low spectrum in the frequency region. If the opposite sign is not stationary, the frequency spectrum is spread over a wide band and causes a large entropy value [13].

C. K-Means

K-means (KM), one of the first clustering methods, was proposed by Hugo Steinhaus in 1957. In 1967, this method was developed by J.B. by MacQueen [14].

It is defined as one of the learning methods without training. Once clustering with KM, objects most similar to each other are placed in the same set around a center. This placement is based on the distance of the objects to each other. Since each object will be in a group after KM, there is a noticeable difference between the groups. The determination of k points by a sample k-means clustering method and the clustering steps of the units are shown in Figure 3 [15],[16].
D. K-medoids

With the k, the medoid is taken instead of the midpoint of the cluster. Medoid refers to the data in the center of the cluster to be created. K-medoids consist of k-set and n-data. The number of k sets is determined by the user. According to the data at the specified k-points, the other n-data are assigned to clusters that are close to them [17]. The cluster center and the midpoint can vary considerably with new data to be included in the central point of clustering with KM. However, if large data is included in the system, the processes may be extended in this method. A clustering with K-medoids is as shown in Figure 4. The cluster is used as one of the central data [18].

![Fig. 4. Clustering with K-medoids](image)

E. Fuzzy C-means

FCM was first proposed by Dunn in 1973. Performs clustering using fuzzy logic [19]. In classical clustering methods, each data must belong to a set and the data must be expressed as data "0" or "1". However, FCM transactions can also take any value that includes "0-1" range. When clustering with FCM, each data does not have to belong to a cluster. The sum of the value of each data belonging to all clusters should be "1" [20]. A clustering with classical clustering and comparison of the clustering with FCM is given in Figure 5. In Figure 5, H1 and H2 are classical clustering, F1 and F2 are clustering with FCM [21].

![Fig. 5. Clustering with Classic and FCM](image)

When the FCM is clustered with the FCM algorithm, the first data value is randomly assigned. Using these values, the location of the cluster center is determined with the help of iterative updates. FCM assigns the data to the group that is close to "1" according to the membership degree. FCM has advantages such as facilitates recognition of ambiguous situations, high ability to find overlapping clusters, a flexible structure, and little impact on noise [22].

III. APPLICATION

The actual audio signal is used as an information signal for use in the application. Generally, 6 types of analog modulation are used, including Amplitude Modulation (AM), Double Side Tape (DSB), Upper Side Band (USB), Lower Side Tape (LSB), Frequency Modulation (FM), Phase Modulation (PM). With the aim of recognizing by using 200 samples from each of the said modulation types, carrier-based intelligent clustering method has been developed. In order to obtain the signals with analog modulated, Gaussian white noise has been added to the signal between 0 - 70 dB S(Signal) / N (Noise) and 20 signals have been generated from each modulation type. The starting angle and modulation index (m) of the 20 signals created by adding the noise have been changed to 200 modal signs for each modulation type. DWT uses a narrower windowing dimension in the high-frequency sections and in the larger low-frequency sections to better analyze the signals. In the wavelet transform, there are two types of signs: Detail (D) and Approximate (A). In this study, the additive obtained from the 5th level decomposition of the wavelet transform is used. The 5-level decomposition of DWT has been used for feature extraction because the best value of the signal has been found to be Level 5 according to Entropy measurement. Since 5 level decomposition of DWT is taken, 6 signatures have been formed including 5 "D" and 1 "A" sign. Norm entropy and Energy values of each of these signals have been calculated and the feature has been removed for each signal. 6 (the number of DWT features of each modulated signal) X 2 (Norm entropy and number of energy properties of each modulated signal) X 6 (modulation type) x 200 (number of samples used for each modulation type) dimension vector has been obtained. By using the obtained feature vector, it has been carried out intelligent clustering with carrier to recognize by KM, K-medoid and FCM Algorithms. MATLAB 2018 software has been used in this study [23]. The pseudo-code representation of the processing steps used in the application is as follows:

**Step 1:** To make the Analog signals to be decomposed to create a more complex structure by adding noise in the range of 0-70 db to the signal to be separated.

**Step 2:** To increase the data set, replicate the signals by changing the initial angle and modulation index (m) of the signal.

**Step 3:** To feature extraction the 5-level decomposition of DWT and energy-entropy values to increase the number of attributes.

**Step 4:** Performing Clustering with the Removed feature vector.

### A. Distinctive Features Extraction

In this study, in the 5th level division of the DWT, there are 5 Detail (D), 1 Approximate (A). 6 signals have been created. Norm entropy and Energy values of each of these signals have been calculated and the property has been omitted for each sign. 6 (the number of DWT features of each modulated signal) X 2 (Norm entropy and number of energy properties of each modulated signal) X 6 (modulation type) x 200 (number of...
samples used for each modulation type) dimension vector has been obtained. 5 Detail (D) and 1 Approximate (A) signals have been obtained from each of the modulation signals used. Figure 6 shows the structure of the 5 level wavelet transform.

![Wavelet Transform Diagram](image_url)

**Fig. 6. Structure of 5th Level Wavelet Transform**

**B. Recognition of Modulation Type by Clustering Methods**

Using the 6x2x1200 feature vector obtained in the feature subtraction phase, intelligent clustering with carrier has been performed for recognition by K-means, K-medoids and FCM algorithms. For the K-means clustering method in Table 1, for the K-medoids clustering method in Table 2, for the FCM clustering method in Table 3 show the confusion matrix. The values in the row and column in the same row in the confusion matrix indicate that the clustering is done correctly, and that the different queues indicate clustering. For example, in Table 1, the intersection value of AM in the row with AM and 174 of the AM modulation were correct, AM was clustered as AM. AM states that 6, 6 AM at the intersection of the DSB are incorrectly clustered as the DSB. AM states that 7, 7 AM at the intersection of the USB are incorrectly clustered as the USB. AM states that 3, 3 AM at the intersection of the FM are incorrectly clustered as the FM. Since 5 PM states that are incorrectly clustered.

**TABLE I**

K-MEANS CONFUSION MATRIX FOR CLUSTERING METHOD

| Modulation Type | AM   | DSB  | USB  | LSB  | FM   | PM   | Total Success |
|-----------------|------|------|------|------|------|------|---------------|
| AM              | 174  | 6    | 5    | 7    | 3    | 5    | %87           |
| DSB             | 6    | 169  | 7    | 6    | 5    | 7    | %84.5         |
| USB             | 7    | 5    | 173  | 3    | 5    | 7    | %86.5         |
| LSB             | 8    | 5    | 7    | 165  | 7    | 8    | %82.5         |
| FM              | 2    | 6    | 4    | 3    | 170  | 5    | %85           |
| PM              | 3    | 5    | 6    | 4    | 4    | 168  | %84           |

Average Performance %84.916

**TABLE II**

K-MEODIDS CONFUSION MATRIX FOR CLUSTERING METHOD

| Modulation Type | AM   | DSB  | USB  | LSB  | FM   | PM   | Total Success |
|-----------------|------|------|------|------|------|------|---------------|
| AM              | 173  | 5    | 6    | 4    | 7    | 5    | %86.5         |
| DSB             | 4    | 176  | 3    | 6    | 5    | 6    | %88           |
| USB             | 6    | 7    | 166  | 7    | 6    | 8    | %83           |
| LSB             | 5    | 4    | 6    | 171  | 7    | 8    | %85.5         |
| FM              | 8    | 7    | 5    | 8    | 166  | 6    | %83           |
| PM              | 6    | 5    | 6    | 7    | 3    | 173  | %86.5         |

Average Performance %85.416
TABLE III
FCM CONFUSION MATRIX FOR CLUSTERING METHOD

| Modulation Type | AM | DSB | USB | LSB | FM | PM | Total Success |
|-----------------|----|-----|-----|-----|----|----|---------------|
| AM              | 175| 4   | 6   | 7   | 3  | 5  | %87.5          |
| DSB             | 8  | 167 | 7   | 6   | 7  | 5  | %83.5          |
| USB             | 5  | 7   | 169 | 6   | 7  | 6  | %84.5          |
| LSB             | 4  | 5   | 6   | 173 | 6  | 7  | %86.5          |
| FM              | 5  | 3   | 6   | 5   | 175| 6  | %87.5          |
| PM              | 4  | 3   | 6   | 3   | 4  | 170| %85           |
| Average Performance |    |     |     |     |    |     | %85.75        |

IV. RESULT CONCLUSION

Carrier intelligent clustering method is developed for recognition using 200 samples from each of 6 kinds of analog modulation types including AM, DSB, USB, LSB, FM, and PM and 6x200 samples have been used in this method. The feature vector of 6x2x1200 has been used in the feature extraction stage. Table 1, Table 2 and Table 3 have been formed with the obtained data. The results obtained from the tables have been analyzed and 84.916% for the K-means clustering method, 85.416% for the K-medoids clustering method and 85.75% for the FCM clustering method. As a result, 85.75% of the best performance has been found to belong to the FCM clustering method. Afterwards, different modulation types and different clustering algorithms can be used in the studies to be carried out.
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