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Dedicated in memory of James Serrin who passed away ten years ago.

Abstract. We discuss conditions for Lipschitz and $C^1$ regularity of solutions for a uniformly elliptic equation in divergence form. We focus on coefficients having the form that was introduced by Gilbarg & Serrin. In particular, we find cases where Lipschitz or $C^1$ regularity holds but the coefficients are not Dini continuous, or do not even have Dini mean oscillation. The form of the coefficients also enables us to obtain specific conditions and examples for which there exists a weak solution that is not Lipschitz continuous.

1. Introduction and General Theory

The topic of this paper is Lipschitz and $C^1$ regularity for weak solutions of a uniformly elliptic equation in divergence form:

$$\partial_j (a_{ij}(x) \partial_i u) = 0, \quad \text{for } x \in \Omega,$$

where the coefficients $a_{ij} = a_{ji}$ are bounded, measurable functions in an open set $\Omega \subset \mathbb{R}^n$, $n \geq 2$, which contains the origin $x = 0$. For a restricted class of coefficients $a_{ij}$, we seek conditions that guarantee that any weak solution $u \in H^{1,2}_\text{loc}(\Omega)$, i.e. $u$ and $\nabla u$ are locally in $L^2$, must be Lipschitz continuous at $x = 0$, i.e. $|u(x) - u(0)| \leq c |x|$ holds for $x \in B_{\rho}$ with $\rho$ sufficiently small, or Lipschitz continuous in a neighborhood of $x = 0$, i.e. $|u(x) - u(y)| \leq c |x - y|$ for $x, y \in B_{\rho}$ with $\rho$ sufficiently small. Here and throughout this paper, $c$ denotes a positive constant and $B_{\rho}$ denotes the ball of radius $\rho$ centered at $x = 0$ such that $B_{\rho} \subset \Omega$; the values of $c$ and $\rho$ may change with each occurrence. Recall that Lipschitz continuous functions are differentiable almost everywhere (by Rademacher’s theorem) and so our solution will satisfy $\nabla u \in L^\infty_{\text{loc}}(\Omega)$. We also seek conditions implying that any weak solution is differentiable at $x = 0$, or is $C^1$ near $x = 0$.

1.1. Background. Let us review a little of what is known about the regularity of weak solutions of (1). Any weak solution of (1) is known to be Hölder continuous, i.e. $|u(x) - u(y)| \leq c |x - y|^\alpha$ for some $\alpha \in (0, 1)$, at least locally in $\Omega$ (cf. De Giorgi [11], Nash [35], Moser [34], Landis [25]). When the coefficients are continuous in $\Omega$, then it is well-known (cf. Agmon, Douglas, Nirenberg [1]) that $\nabla u \in L^p_{\text{loc}}(\Omega)$ for $1 < p < \infty$; in fact, this is even true when the coefficients are in VMO (cf. Chiarenza, Frasca, Longo [4], Di Fazio [12]), or in BMO but sufficiently close (depending on $pp'$) to VMO (cf. Maz’ya, Mitrea, Shaposhnikova [31]). Note that continuity of the coefficients is not sufficient to show $\nabla u \in L^\infty_{\text{loc}}(\Omega)$ (cf. Jin, Maz’ya, Van Schaftingen [20]). However, if the coefficients are Dini continuous in $\Omega$, then a weak solution is known to be not only Lipschitz continuous but $C^1$ (cf. Hartman, Wintner [18], Burch [3], Taylor [37]). Special attention has been given to pointwise bounds on the gradient of the solutions for linear and nonlinear elliptic
equations and systems in [25, 5, 23, 6, 24, 7, 8]. The Dini condition also provides regularity in parabolic problems: [26, 19, 2].

The classical Dini condition on the coefficients involves the modulus of continuity $\omega$:

\begin{equation}
|a_{ij}(x) - a_{ij}(y)| \leq \omega(|x - y|) \quad \text{for } x, y \in \Omega,
\end{equation}

where $\omega(r)$ is a continuous, nondecreasing function $[0, \infty) \to [0, \infty)$ with $\omega(0) = 0$. The coefficients are said to be \textit{Dini continuous} if $\omega$ satisfies

\begin{equation}
\int_0^{1/2} \frac{\omega(r)}{r} \, dr < \infty.
\end{equation}

When $\omega(r) = r^\alpha$ for some $\alpha \in (0, 1)$ then this regularity coincides with Hölder continuity. There are weaker moduli of continuity that satisfy the Dini condition. If we let $\omega(r) = |\log r|^{-\gamma}$ for $0 < r < 1/2$ and $\omega(0) = 0$, then $\omega$ satisfies [3] if $\gamma > 1$. However, if $\omega(r) = |\log r|^{-\gamma}$ for $0 < \gamma \leq 1$, then the coefficients are not Dini continuous, and the usual regularity properties of solutions may not hold.

More recently, generalizations of the Dini condition have been used. For example, consider the \textit{“square-Dini condition”} on the modulus of continuity $\omega$:

\begin{equation}
\int_0^{1/2} \frac{\omega^2(r)}{r} \, dr < \infty.
\end{equation}

A function is \textit{square-Dini continuous} if its modulus of continuity $\omega$ satisfies [4]. Clearly the condition [4] is more general than [3]: for example, $\omega(r) = |\log r|^{-\gamma}$ satisfies [4] when $\gamma > 1/2$.

In [23], the square-Dini condition was only required at a point (see Section 1.2) and was used to reduce the regularity of a weak solution at that point to stability properties of a dynamical system obtained from the coefficients. This dynamical systems approach to studying the properties of solutions of elliptic equations has been used in many other publications: [21, 22, 33, 29, 30].

We shall have more to say about this dynamical system method below, but for now let us mention another generalization of the Dini condition.

Several authors have considered a “Dini mean oscillation” condition on the coefficients. In the comprehensive paper [23], Kuusi & Mingione used the notion of Dini mean oscillation in their unified linear/nonlinear potential theory to obtain gradient bounds for solutions of quasilinear elliptic equations. For linear equations the condition was used by Dong & Kim [15] to show that weak solutions of an elliptic equation in divergence form are Dini continuous.

For nondivergence form equations and systems in [23, 5, 23, 6, 24, 7, 8]. The Dini condition also provides regularity in parabolic problems: [26, 19, 2].

The classical Dini condition on the coefficients involves the modulus of continuity $\omega$:

\begin{equation}
|a_{ij}(x) - a_{ij}(y)| \leq \omega(|x - y|) \quad \text{for } x, y \in \Omega,
\end{equation}

where $\omega(r)$ is a continuous, nondecreasing function $[0, \infty) \to [0, \infty)$ with $\omega(0) = 0$. The coefficients are said to be \textit{Dini continuous} if $\omega$ satisfies

\begin{equation}
\int_0^{1/2} \frac{\omega(r)}{r} \, dr < \infty.
\end{equation}

When $\omega(r) = r^\alpha$ for some $\alpha \in (0, 1)$ then this regularity coincides with Hölder continuity. There are weaker moduli of continuity that satisfy the Dini condition. If we let $\omega(r) = |\log r|^{-\gamma}$ for $0 < r < 1/2$ and $\omega(0) = 0$, then $\omega$ satisfies [3] if $\gamma > 1$. However, if $\omega(r) = |\log r|^{-\gamma}$ for $0 < \gamma \leq 1$, then the coefficients are not Dini continuous, and the usual regularity properties of solutions may not hold.

More recently, generalizations of the Dini condition have been used. For example, consider the \textit{“square-Dini condition”} on the modulus of continuity $\omega$:

\begin{equation}
\int_0^{1/2} \frac{\omega^2(r)}{r} \, dr < \infty.
\end{equation}

A function is \textit{square-Dini continuous} if its modulus of continuity $\omega$ satisfies [4]. Clearly the condition [4] is more general than [3]: for example, $\omega(r) = |\log r|^{-\gamma}$ satisfies [4] when $\gamma > 1/2$.

In [23], the square-Dini condition was only required at a point (see Section 1.2) and was used to reduce the regularity of a weak solution at that point to stability properties of a dynamical system obtained from the coefficients. This dynamical systems approach to studying the properties of solutions of elliptic equations has been used in many other publications: [21, 22, 33, 29, 30].

We shall have more to say about this dynamical system method below, but for now let us mention another generalization of the Dini condition.

Several authors have considered a “Dini mean oscillation” condition on the coefficients. In the comprehensive paper [23], Kuusi & Mingione used the notion of Dini mean oscillation in their unified linear/nonlinear potential theory to obtain gradient bounds for solutions of quasilinear elliptic equations. For linear equations the condition was used by Dong & Kim [15] to show that weak solutions of an elliptic equation in divergence form are Dini continuous. For nondivergence form they are $C^2$.

Let us formulate the condition on the coefficients as follows: a function $a$ that is integrable in $\Omega$ has \textit{Dini mean oscillation} if the following function $\omega_a$ satisfies the Dini condition [5]:

\begin{equation}
\omega_a(r) := \sup_{B_r(x) \subset \Omega} \int_{B_r(x)} |a(y) - \tilde{a}_{x,r}| \, dy \quad \text{where } \tilde{a}_{x,r} := \int_{B_r(x)} a(y) \, dy.
\end{equation}

(Here $B_r(x) = \{ y : |x - y| < r \}$ and the slashed integral denotes mean value.) There are functions that are not Dini continuous but do have Dini mean oscillation: for example, if $a(x) = (-\log |x|)^{-\gamma}$ in $\Omega = B_{1/2}$, then $\omega_a(r) = c | \log r |^{-\gamma - 1}$, so $a$ has Dini mean oscillation for all $\gamma > 0$. The paper [15] has spawned a series of applications to various linear elliptic and parabolic equations: [13], [14], [10]. As useful as the concept of Dini mean oscillation has proven to be, however, we will see that there are equations of the form [11] with coefficients that do not have Dini mean oscillation, yet Lipschitz and $C^1$ regularity can be obtained by other methods.
1.2. Dynamical Systems Method. Now let us describe the method in [28] of using dynamical systems to study the regularity at a given point of weak solutions of (1). We remark that the conditions on the coefficients need only occur at the given point. These conditions and the dynamical system are most conveniently formulated when the point in question is $x = 0$ and $a_{ij}(0) = \delta_{ij}$; this can always be achieved by a change of coordinates at $0$ since we have assumed the coefficients are symmetric. Under these assumptions, the condition on the coefficients is

$$\sup_{|x|=r} |a_{ij}(x) - \delta_{ij}| \leq \omega(r) \quad \text{as } r \to 0,$$

where $\omega$ satisfies the square-Dini condition (1); we describe this by saying the coefficients are \textit{square-Dini continuous at} $0$. Here is the complete result:

$$R(r) := \int_{S^{n-1}} (A(r\theta) - nA(r\theta) \theta \otimes \theta) \, d\theta, \quad \text{for } 0 < r < 1,$$

with $A = (a_{ij})$ and $A\theta \otimes \theta$ the outer product of the vectors $A\theta$ and $\theta$. Note that $|R(r)| \leq c \omega(r)$, where $|\cdot|$ denotes the matrix norm; also note that $R$ need not be symmetric. The asymptotic property that we require for solutions to be Lipschitz is uniform stability: we say that (8) is \textit{uniformly stable as} $t \to \infty$ if for every $\varepsilon > 0$ there exists $\delta = \delta(\varepsilon) > 0$ such that any solution of (8) satisfying $|\phi(t_1)| < \delta$ for some $t_1 > T$ satisfies $|\phi(t)| < \varepsilon$ for all $t > t_1$. We show in [28] that the uniform stability of (8) implies not only that $\bar{v}(r)$ and $r \bar{v}'(r)$ are controlled by the asymptotic properties of the solutions of the $(n \times n)$ dynamical system

$$\frac{d\phi}{dt} + R(e^{-t}) \phi = 0 \quad \text{for } T < t < \infty,$$

where $t = -\log r$, $T$ is sufficiently large, and $R$ is the $(n \times n)$-matrix

which confirms that $u$ is Lipschitz at $x = 0$.

For differentiability, we also require that every solution of (8) be \textit{asymptotically constant}, i.e. $\phi(t) \to \phi_\infty$ as $t \to \infty$. In that case, we have $\bar{v}(r) = \bar{v}(0) + o(1)$ as $r \to 0$, which shows that $u$ is differentiable at $x = 0$. Here is the complete result:

**Theorem 1** (Theorem 1 in [28]). Suppose the $a_{ij}$ are bounded, measurable functions in $\Omega$ that are square-Dini continuous at $x = 0$. Suppose also that the dynamical system (8) is uniformly stable. Then every weak solution $u \in H^{1,2}(\Omega)$ of (1) is Lipschitz continuous at $x = 0$ and satisfies

$$|u(x) - u(0)| \leq \frac{c|x|}{\rho} \left( \int_{|y| < \rho} |u(y)|^2 \, dy \right)^{1/2} \quad \text{for } |x| < \rho/2,$$

for $\rho$ sufficiently small. In addition, if every solution of (8) is asymptotically constant, then $u$ is differentiable at $x = 0$ and

$$\partial_j u(0) = \lim_{r \to 0} \frac{n}{r} \int_{S^{n-1}} u(r\theta) \theta_j \, d\theta, \quad \text{where } \theta_j = x_j/r.$$
We also gave in [28] several simpler sufficient conditions for the uniform stability of (8), such as
\begin{equation}
R(r) \int_0^r \frac{R(\rho)}{\rho} d\rho \in L^1(0, \varepsilon),
\end{equation}
or
\begin{equation}
\int_{r_1}^{r_2} \frac{\mu(S(\rho))}{\rho} d\rho \leq K < \infty \text{ for all } 0 < r_1 < r_2 < \varepsilon,
\end{equation}
where \( \mu(S) = \text{largest eigenvalue of } S := -(R + R^t)/2. \)
The condition that all solutions of a dynamical system are asymptotically constant is independent of its uniform stability (cf. Section 5 in [28]); when (8) is a scalar equation, as we shall have in Section 2.1, it is elementary to completely characterize this condition.

Also note that, if the \( a_{ij} \) are radial functions, then \( R = 0 \) and Theorem 1 implies Lipschitz regularity and differentiability at \( x = 0 \) only assuming the \( a_{ij} \) are square-Dini continuous at \( x = 0 \). More generally, if we let \( a^0_{ij}(r) \) denote the mean of \( a_{ij} \) over the sphere \( |x| = r \), then we can uniquely write \( a_{ij}(x) = a^0_{ij}(|x|) + a^1_{ij}(x) \); if \( a^1_{ij}(x) \) is Dini continuous and \( a^0_{ij}(|x|) \) is only square-Dini continuous at \( x = 0 \), then every solution is Lipschitz continuous and differentiable at \( x = 0 \).

1.3. From a Point to a Neighborhood. Theorem 1 above concerns the Lipschitz continuity and differentiability at \( x = 0 \), but under certain conditions, these regularity properties extend locally. Let us consider a simple case where the coefficients are almost everywhere differentiable with an estimate for the growth of \( \nabla a_{ij}(x) \) as \( |x| \to 0 \) and obtain a uniform bound near \( x = 0 \) on the gradient of a weak solution; this will also show the solution is \( C^1 \) near \( x = 0 \).

**Theorem 2.** Suppose the \( a_{ij} \) are differentiable in \( \Omega \setminus \{0\} \) with
\begin{equation}|\nabla a_{ij}(x)| \leq \frac{c}{|x|} \text{ for } 0 < |x| < 2\rho.\end{equation}
Suppose the \( a_{ij} \) are square-Dini continuous at \( x = 0 \) and the dynamical system (8) is uniformly stable. Then every weak solution \( u \in H^{1,2}(\Omega) \) of (1) is Lipschitz continuous in \( B_\rho \) and there is a positive constant \( c \) such that
\begin{equation}|\nabla u(x)| \leq \frac{c}{\rho} \left( \int_{|y| < 2\rho} |u(y)|^2 \, dy \right)^{1/2} \text{ for } 0 < |x| < \rho.\end{equation}
Moreover, \( u \in C^1(B_\rho) \).

**Proof.** We will require standard elliptic interior estimates in an annulus. For \( \rho > 0 \), let us introduce the annulus
\begin{equation}A_\rho = \{ x \in \mathbb{R}^n : \frac{\rho}{2} < |x| < 2\rho \}.\end{equation}
We first consider \( r = 1 \). We know \(|\nabla a_{ij}(x)| \leq c \) for \( x \in A_1 \), so if \( A'_1 \) is a concentric open sub-annulus of \( A_1 \) such that \( A'_1 \subset A_1 \) and \( 1 < p < \infty \), then there is a positive constant \( c \) such that
\begin{equation}\|u\|_{H^2(p)(A'_1)} \leq c \|u\|_{L^1(A_1)}.\end{equation}
(The above can be obtained from the standard \( L^p \) elliptic estimates: cf. Theorem 15.1" and Remark 1 following Theorem 7.3 in [1]; also (14.3.6) in Chapter 14 of [32].) Taking \( p > n \) so that
we can use the Sobolev embedding $H^{2,p}(A'_r) \subset C^1(A'_r')$, we obtain the following:

\begin{equation}
|\nabla u(x)| \leq c \|u\|_{L^1(A_1)} \quad \text{for} \quad \frac{3}{4} \leq |x| \leq \frac{3}{2}.
\end{equation}

Applying a dilation to the annulus, we find that if

\begin{equation}
|\nabla a_{ij}(x)| \leq \frac{c}{r} \quad \text{for} \quad x \in A_r,
\end{equation}

where $c$ is independent of $r$, then there is a constant $c$ independent of $r$ such that

\begin{equation}
|\nabla u(x)| \leq \frac{c}{r} \int_{A_r} |u(y)| \, dy \quad \text{for} \quad \frac{3}{4} \leq |x| \leq \frac{3}{2}.
\end{equation}

For $x \in B_\rho \setminus \{0\}$, choose $r > 0$ so that $\frac{2}{3}r \leq |x| \leq \frac{3}{2}r$. Since $u(x) - u(0)$ is also a solution of (11), we can apply (21) to it and then use (11):

\begin{equation}
\begin{aligned}
|\nabla u(x)| &\leq \frac{c}{r} \int_{A_r} |u(y) - u(0)| \, dy \\
&\leq \frac{c}{r} \int_{A_r} \frac{c|y|}{\rho} \, dy \left( \int_{|z|<2\rho} |u(z)|^2 \, dz \right)^{1/2} \\
&\leq \frac{c}{\rho} \left( \int_{|z|<2\rho} |u(z)|^2 \, dz \right)^{1/2},
\end{aligned}
\end{equation}

where we have used $|y| < 2r$ for $y \in A_r$.

The uniform bound (16) also enables us to conclude that $u \in C^1(\overline{B_\rho})$. In fact, we can use a mollifier to obtain coefficients $a_{ij}^h(x)$ that are smooth on $B_{2\rho}$ and $a_{ij}^h \to a_{ij}$ in $L^p(B_{2\rho})$ as $h \to 0$ for $1 \leq p < \infty$. If we let $u^h$ denote the solution of (11) in $B_{2\rho}$ with coefficients $a_{ij}^h$ and Dirichlet condition $u^h = u$ on $\partial B_{2\rho}$, then we know that $u^h \in C^\infty(B_{2\rho})$ and $u^h \to u$ in $H^{1,2}(B_{2\rho})$ (see pages 150-151 in [27] or Section 4 of Chapter 2 in [25]). Moreover the continuity modulus of the $a_{ij}^h$ does not increase, and the estimate (16) continues to hold with a constant $c$ independent of $h$ near zero, so the estimate (16) applies to $u^h$ with $c_1$ independent of $h$ near zero. If we consider a sequence $v^m = u^h_m$ with $h_m \to 0$ as $m \to \infty$, we know $\|v^\ell - v^m\|_{L^2(B_{2\rho})} \to 0$ as $\ell, m \to \infty$ and can use (16) to conclude $\|\nabla (v^\ell - v^m)\|_{L^\infty(B_{2\rho})} \to 0$. By completeness of the Banach space $C^1(\overline{B_\rho})$, this shows $u \in C^1(\overline{B_\rho})$. □

Remark 1. Instead of assuming differentiability of the coefficients for $x \neq 0$ in Theorem 1, we could have assumed they satisfy $|a_{ij}(x) - a_{ij}(y)| \leq \omega(|x-y|)/|x|$ for $|x-y| < \frac{1}{2}|x|$, where $\omega$ satisfies the Dini condition (2). Let us also mention the recent work of De Filippis & Mingione [10] where (16) and our additional conditions on the coefficients at $x = 0$ are replaced by the gradient of the coefficients belonging to the Lorentz space $L(n,1)$.

2. Gilbarg-Serrin Equations

In [17] and [36], Gilbarg and Serrin considered coefficients of the form

\begin{equation}
a_{ij}(r, \theta) = \delta_{ij} + g(r) \theta_i \theta_j, \quad \text{where} \quad r = |x| \text{ and } \theta_i = x_i/r.
\end{equation}

They assumed $g(r)$ is a bounded function satisfying $g(r) > -1 + \varepsilon$, which guarantees uniform ellipticity, and studied solutions of equations involving the associated operators in both divergence and nondivergence form. In this section, we consider conditions on $g(r)$ that guarantee that any weak solution of (11) must be Lipschitz continuous or differentiable at $x = 0$, or when there exists a weak solution that is not Lipschitz continuous at $x = 0$. In cases where the solution is Lipschitz continuous in a neighborhood of $x = 0$, we will use Theorem 2 to conclude that the solution is $C^1$. Let us state several results in this direction.
2.1. **Application of the Dynamical Systems Method.** Let us apply the results of the dynamical systems method to coefficients of the form (23). It is shown in Section 5 of [28] that the dynamical system (8) reduces in this case to the (scalar) ordinary differential equation

\[
\frac{d\phi}{dt} = \frac{n-1}{n} g(t) \phi,
\]

where \( g(t) = g(e^{-t}) \). We can integrate this ODE to see that it is uniformly stable if and only if there is a real constant \( K \) such that

\[
\int_{s}^{t} g(\tau) \, d\tau \leq K < \infty \quad \text{for } t > s > T,
\]

and all solutions are asymptotically constant if and only if the improper integral

\[
\int_{T}^{\infty} g(\tau) \, d\tau
\]

converges to an extended real number \( < \infty \).

We are now able to combine Theorems 1 and 2 to obtain:

**Proposition 1.** Let the coefficients \( a_{ij} \) be given by (23), where \( g(r) \) is square-Dini continuous at 0, and let \( u \in H^{1,2}(\Omega) \) be a weak solution of (1). If, for some real constant \( K \), we have

\[
\int_{r_1}^{r_2} \frac{g(r)}{r} \, dr \leq K < \infty \quad \text{for } 0 < r_1 < r_2 < \rho,
\]

then \( u \) is Lipschitz continuous at \( x = 0 \) and satisfies (11). If, in addition,

\[
\int_{0}^{1} \frac{g(r)}{r} \, dr \quad \text{converges to an extended real number } < \infty,
\]

then \( u \) is differentiable at \( x = 0 \) and satisfies (12). On the other hand, if we just assume (25) and that \( g(r) \) is differentiable for \( r > 0 \) with derivative satisfying \( |r g'(r)| \leq c \) for \( 0 < r < \rho \), then \( u \in C^{1}(\overline{B}_\rho) \) and satisfies the estimate (16).

**Corollary 1.** If \( g(r) \) is square-Dini continuous at \( r = 0 \) and satisfies both (23) and

\[
\int_{\varepsilon}^{1} \frac{g(r)}{r} \, dr \to -\infty \quad \text{as } \varepsilon \to 0,
\]

then every weak solution of (1) is differentiable at \( r = 0 \) with \( \nabla u(0) = 0 \).

2.2. **Application of a Comparison Principle.** We will discuss a comparison principle based upon solutions of the following ordinary differential equation:

\[
\frac{1}{r^{n-1}} \frac{d}{dr} \left( r^{n-1}(1+g(r)) \frac{dv}{dr} \right) - \frac{n-1}{r^2} v = 0, \quad \text{for } 0 < r < 1.
\]

**Proposition 2.** Let \( Z(r) \) denote a solution of (28) satisfying the finite energy condition

\[
\int_{0}^{1} \left( |Z'(r)|^2 + r^{-2} |Z(r)|^2 \right) r^{n-1} \, dr < \infty.
\]

If \( Z(r) \) satisfies \( 0 < Z(r) \leq cr \) as \( r \to 0 \), then every weak solution \( u \in H^{1,2}(\Omega) \) of (1) with coefficients given by (23) is Lipschitz continuous at \( x = 0 \). In addition, if \( g(r) \) in (23) is differentiable for \( r > 0 \) and \( |rg'(r)| \leq c \) for \( 0 < r < 2\rho \), then \( u \in C^{1}(\overline{B}_\rho) \) and satisfies the estimate (16).
Proof. We let $Z(r)$ be a solution of (28) satisfying $Z(1) > 0$ and the finite energy condition (29). By the non-oscillatory character of (28), $Z(r)$ cannot change sign for $0 < r < 1$, so we have $Z(r) > 0$. With coefficients $a_{ij}$ given by (23), the equation (11) can be written as

$$
\frac{1}{r^{n-1}} \frac{\partial}{\partial r} \left( r^{n-1} (1 + g(r)) \frac{\partial u}{\partial r} \right) + \frac{1}{r^2} \Delta_{\theta} u = 0,
$$

where $\Delta_{\theta}$ denotes the Laplace-Beltrami operator on the sphere $S^{n-1}$. If $u \in H^{1,2}(B_1)$ is a weak solution, we can integrate this equation over $S^{n-1}$ to find that $u$ satisfies

$$
\int_{S^{n-1}} u(r\theta) \, d\theta = \text{constant} = u(0),
$$

where $u(0)$ denotes the value of $u(x)$ at $x = 0$. But since we can subtract a constant from a weak solution of (11), we may assume that $u(0) = 0$, so $u(r,\theta)$ is orthogonal to 1 on every sphere centered at 0:

$$
\int_{S^{n-1}} u(r\theta) \, d\theta = 0 \quad \text{for } 0 < r < 1,
$$

We use the following comparison principle between $Z$ and $u$:

**Lemma 1.** Let the coefficients $a_{ij}$ be given by (23) and $u \in H^{1,2}(B_1)$ is a weak solution of (11) satisfying (31). Then

$$
\left( \int_{S^{n-1}} |u(r\theta)|^2 \, d\theta \right)^{1/2} \leq \frac{Z(r)}{Z(1)} \left( \int_{S^{n-1}} |u(\theta)|^2 \, d\theta \right)^{1/2} \quad \text{for } 0 < r < 1.
$$

We will prove Lemma 1 below. But to complete the proof of Proposition 2, recall from Moser that a weak solution of (11) satisfies the estimate

$$
\sup_{|x| < \delta} |u(x)| \leq c \left( \int_{B_{2\delta}} |u(y)|^2 \, dy \right)^{1/2} \quad \text{for } 0 < \delta \leq 1/2.
$$

We may combine this with (32) and the assumption $Z(r) \leq cr$ to conclude that $u(x)$ is Lipschitz continuous at $x = 0$. If $g$ is differentiable with $|rg'(r)| \leq c$ for $0 < r < 2\rho$, then we can use Theorem 2 to conclude $u \in C^1(B_{\rho})$ and obtain the estimate (16). □

**Remark 2.** The differentiability at $x = 0$ of the solution $Z(r)\Theta_1(\theta)$ of (11) means $Z(r)\Theta_1(\theta) = V \cdot x + o(r)$ where $V$ is a constant vector. Multiplying both sides by $\Theta_1$ and integrating over the unit sphere we obtain $Z(r) = cr + o(r)$ for some constant $c$.

**Proof of Lemma 1.** Considering $u$ as a weak solution of (30) in the ball $B_\rho$ for $0 < \rho < 1$, we have

$$
\int_{B_{\rho}(0)} \left( (1 + g(r)) \left| \frac{\partial u}{\partial r} \right|^2 + \frac{1}{r^2} |\nabla_{\theta} u|^2 \right) \, dx = (1 + g(\rho))\rho^{n-1} \int_{S^{n-1}} u(\rho \theta) \frac{\partial u}{\partial r}(\rho \theta) \, d\theta.
$$

Using (31), minimizing the integration over the sphere $S^{n-1}$ on the left hand side, and rewriting the expression on the right hand side, we find

$$
\int_{S^{n-1}} \int_0^\rho \left( (1 + g(r)) \left| \frac{\partial u}{\partial r} \right|^2 + \frac{n-1}{r^2} |u|^2 \right) r^{n-1} \, dr \, d\theta \leq (1 + g(\rho))\frac{\rho^{n-1}}{2} \frac{d}{d\rho} \int_{S^{n-1}} (u(\rho \theta))^2 \, d\theta.
$$

Now consider the variational functional associated with (28):

$$
J(v) = \int_0^\rho \left( (1 + g(r))|v'(r)|^2 + \frac{n-1}{r^2} |v(r)|^2 \right) r^{n-1} \, dr
$$

(36a)
with the boundary condition

\[ v(\rho) = \left( \int_{S^{n-1}} |u(\rho \theta)|^2 \, d\theta \right)^{1/2} \, . \]  

If we let \( v_* \) denote the minimizer for (36), then we can express it as a scalar multiple of \( Z(\rho) \) by

\[ v_*(\rho) = \frac{Z(\rho)}{Z(\rho)} \left( \int_{S^{n-1}} |u(\rho \theta)|^2 \, d\theta \right)^{1/2} \, , \]

and the minimum value of \( J \) is

\[ J(v_*) = (1 + g(\rho))\rho^{n-1}Z'(\rho) \int_{S^{n-1}} |u(\rho \theta)|^2 \, d\theta. \]

Now if we fix \( \theta \in S^{n-1} \) and evaluate \( J \) on \( v(\rho) = u(\rho \theta) \), we obtain

\[ \int_0^\rho \left( (1 + g(\rho)) \left| \frac{dv}{d\rho} \right|^2 + \frac{n-1}{\rho^2} |v|^2 \right) \, r^{n-1} \, dr \geq J(v_*). \]

If we integrate both sides over \( \theta \in S^{n-1} \) and use (35) and (38), we obtain

\[ \frac{1}{2} \frac{d}{d\rho} \|u(\rho)\|^2 \geq \frac{Z'(\rho)}{Z(\rho)} \|u(\rho)\|^2 \quad \text{where} \quad \|u(\rho)\|^2 := \int_{S^{n-1}} |u(\rho \theta)|^2 \, d\theta. \]

But (39) implies

\[ \frac{d}{d\rho} \log \frac{\|u(\rho)\|}{Z(\rho)} \geq 0, \]

which implies that \( \|u(\rho)\|/Z(\rho) \) is increasing, so (32) follows. \( \Box \)

2.3. Conditions for Loss of Lipschitz Regularity. Propositions 1 and 2 provide conditions under which Lipschitz regularity holds. Now let us consider conditions under which a weak solution exists which is not Lipschitz continuous.

**Proposition 3.** Let the coefficients \( a_{ij} \) be given by (23), where \( g(r) \) is square-Dini continuous at 0 and

\[ \limsup_{r \to 0} \int_r^{1/2} \frac{g(\rho)}{\rho} \, d\rho = +\infty. \]

Also assume \( g(r) \) has finite total variation, i.e. \( \int_0^{1/2} |g'(r)| \, dr < \infty \). Then there exists a weak solution \( u \) of (1) in \( B_\rho \) that is not Lipschitz continuous at \( x = 0 \). If we also have \( g(r) > 0 \) for \( r < \varepsilon \), then we do not require \( g(r) \) to be square-Dini continuous at \( r = 0 \) for the conclusion to hold.

**Proof.** We want to find a weak solution \( u \in H^{1,2}(B_\rho) \) of (1) that is bounded but not Lipschitz continuous. Without loss of generality, we may assume \( \rho = 1/2 \) and \( u(0) = 0 \). We shall look for a solution in the form \( u(r, \theta) = v(r) \Theta_1(\theta) \), where \( v(0) = 0 \) and \( \Theta_1 \) is an eigenfunction for the first eigenvalue \( \lambda = n - 1 \) for the Laplace-Beltrami operator on the unit sphere. We find that \( v(r) \) should satisfy the ordinary differential equation (23). With a change of independent variable to \( t = -\log r \), the equation for \( v \) can be written as

\[ \frac{d}{dt} \left( (1 + g) \frac{dv}{dt} \right) - (n - 2)(1 + g) \frac{dv}{dt} - (n - 1)v = 0, \quad \text{for} \ 0 < t < \infty, \]

where \( g(t) = g(e^{-t}) \), and this can be written as a 1st-order system

\[ \frac{d}{dt} \begin{bmatrix} v \\ w \end{bmatrix} = \begin{bmatrix} 0 & (1 + g)^{-1} \\ n - 1 & n - 2 \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix}, \quad \text{where} \ w = (1 + g) \frac{dv}{dt}. \]
Let $M_g$ denote the $2 \times 2$ matrix on the right hand side of (12). For $g = 0$, $M_0$ has eigenvalues $\lambda_1 = -1$ and $\lambda_2 = n - 1$ (corresponding to the solutions $r$ and $r^{1-n}$ of (28) when $g = 0$). If we let $E$ denote the matrix of eigenvectors for $M_0$, then we can rewrite (12) as

\begin{equation}
\frac{d}{dt} V = (A_0 + B(g)) V, \quad \text{where } [v, w] = EV
\end{equation}

and

\begin{equation}
A_0 = \begin{bmatrix} -1 & 0 \\ 0 & n-1 \end{bmatrix}, \quad B(g) = \frac{g}{n(1+g)} \begin{bmatrix} n-1 & -(n-1)^2 \\ 1 & -(n-1) \end{bmatrix}.
\end{equation}

The eigenvalues of $A_0 + B(g)$ may be denoted $\Lambda_1(g)$ and $\Lambda_2(g)$, where $\Lambda_1(g) \to -1$ and $\Lambda_2(g) \to n - 1$ as $g \to 0$. We can calculate $\Lambda' := d\Lambda/dg$ and evaluate $\Lambda'(0)$ to find

\begin{equation}
\Lambda'_1(0) = \frac{n-1}{n}.
\end{equation}

Consequently

\begin{equation}
\Lambda_1(g) = -1 + \frac{n-1}{n} g + O(|g|^2) \quad \text{as } g \to 0.
\end{equation}

Similarly, we can use $\Lambda(0) = n - 1$ and obtain

\begin{equation}
\Lambda_2(g) = n - 1 + \frac{n-1}{n} g + O(|g|^2) \quad \text{as } g \to 0.
\end{equation}

At this point we have not used the fact that $g(r)$ is square-Dini continuous at $r = 0$, so we do not assert that $\int_0^\infty |g(t)|^2 dt < \infty$. Nevertheless, because we have assumed that $g(r)$ has finite total variation for $0 < r < 1/2$, we know that the matrix function $B(t) := B(g(t))$ has finite total variation for $t > \log 2$, so we can use the asymptotic theory of linear systems of ordinary differential equations. Denoting the eigenvalues as $\lambda_1(t) := \Lambda_1(g(t))$ and $\lambda_2(t) := \Lambda_2(g(t))$, we have

\begin{equation}
\lambda_1(t) = -1 + \frac{n-1}{n} g(t) + O(|g(t)|^2) \quad \text{as } t \to \infty.
\end{equation}

We can apply Theorem 8.1 in [9] (see also Theorem 16.3.1 in [21]) to conclude that there exists a solution $V_1(t)$ with the asymptotic behavior

\begin{equation}
\lim_{t \to \infty} V_1(t) \exp \left( -\int_0^t \lambda_1(\tau) d\tau \right) = V_0 \quad \text{as } t \to \infty,
\end{equation}

where $V_0 = (1, 0)^T$ is the eigenvector for the eigenvalue $\Lambda_1(0) = -1$.

Now we shall invoke the square-Dini assumption $\int_0^\infty |g(t)|^2 dt < \infty$. This mean that (43) can be written

\begin{equation}
\frac{d}{dt} V = (A_0 + g(t) B_0) V + C(g(t)) V,
\end{equation}

where

\begin{equation}
A_0 = \begin{bmatrix} -1 & 0 \\ 0 & n-1 \end{bmatrix}, \quad B_0 := \frac{1}{n} \begin{bmatrix} n-1 & -(n-1)^2 \\ 1 & -(n-1) \end{bmatrix}, \quad \text{and } \int_0^\infty |C(g(t))| dt < \infty.
\end{equation}

Now Theorem 8.1 in [9] shows that (48) can be sharpened somewhat to

\begin{equation}
V_1(t) = V_0 \exp \left( -t + \frac{n-1}{n} \int_0^t g(\tau) d\tau \right) (1 + o(1)) \quad \text{as } t \to \infty.
\end{equation}
If we transform back to our original dependent variables \( v, w \) using \((v, w)^t = E^{-1}V\) and return to the original independent variable \( r = e^{-t}\), then we find there is a solution \( v(r) \) of (28) with the asymptotic behavior

\[
v(r) = cr \exp \left[ \frac{n - 1}{n} \int_0^{1/2} \frac{g(\rho)}{\rho} d\rho \right] (1 + o(1)) \quad \text{as } r \to 0.
\]

But the condition (40) shows that this solution of (28) is not Lipschitz at \( r = 0 \). In other words, we have found a bounded solution \( u(r, \theta) = v(r)\Theta_1(\theta) \) of (11) that is not Lipschitz at \( r = 0 \).

If we do not assume that \( g(r) \) is square-Dini at \( r = 0 \), but we know \( g(r) > 0 \) for \( r < \varepsilon \), then we still can conclude

\[
\int_0^1 \frac{g(r)}{r} dr = \int_0^{1/2} \frac{|\log r|^{-\gamma}}{r} dr = +\infty \quad \text{as } t \to \infty,
\]

which shows that our solution \( v(r) \) is not Lipschitz continuous at \( r = 0 \). \( \square \)

**Remark 3.** Propositions 2 and 3 both depend on the asymptotic behavior of the positive finite energy solution \( Z(r) \) of (28) in such a way that \( Z(r) \leq cr \) becomes a necessary and sufficient condition for every weak solution of (11) to be Lipschitz continuous at \( x = 0 \).

**Remark 4.** As we shall see in the following Examples, it is possible to find functions \( g(r) \) that do not have Dini mean oscillation, yet satisfy the conditions of Proposition 4 or 5 that show all weak solutions are \( C^1 \) in a neighborhood of \( x = 0 \). Proposition 6 on the other hand, can be used to find examples of coefficients \( a_{ij} \) that do not satisfy the Dini mean oscillation condition: if \( g(r) \) satisfies the square-Dini condition and (40), then (11) has weak solutions \( u \in H^{1,2}(\Omega) \) that are not Lipschitz continuous, so by the results of [15] the coefficients (24) cannot have Dini mean oscillation.

2.4. Examples. In this section we consider several specific functions \( g(r) \) and what our preceding results tell us about Lipschitz regularity at \( x = 0 \) or in a neighborhood of \( x = 0 \). We frequently find that Proposition 2 enables us to extend results beyond what Proposition 1 is able to provide due to the condition that \( g(r) \) be square-Dini continuous at \( r = 0 \). But both Propositions 1 and 2 apply in some cases that do not have mean oscillation.

**Example 1.** Let us consider (23) with

\[
g(r) = |\log r|^{-\gamma} \quad \text{for } \gamma > 0.
\]

For \( \gamma > 1 \), \( g(r) \) is Dini continuous at \( r = 0 \), so we know weak solutions of (11) are Lipschitz continuous (in fact, \( C^1 \)). For \( 0 < \gamma \leq 1 \), \( g(r) \) is not Dini continuous: in fact

\[
\int_0^{1/2} \frac{g(r)}{r} dr = \int_0^{1/2} \frac{|\log r|^{-\gamma}}{r} dr = +\infty,
\]

so condition (40) holds. Moreover, \( g(r) \) has finite total variation:

\[
\int_0^{1/2} |g'(r)| dr = \gamma \int_0^{1/2} \frac{|\log r|^{-\gamma-1}}{r} dr < \infty.
\]

Now for \( 1/2 < \gamma \leq 1 \), \( g(r) \) is square-Dini continuous, so we can use Proposition 6 to conclude there exists a weak solution of (11) that is not Lipschitz continuous at \( x = 0 \). In fact, since \( g(r) > 0 \) for \( 0 < r < 1/2 \) we can use Proposition 6 to extend this conclusion to \( 0 < \gamma \leq 1 \). **Summary for (52):** For \( \gamma > 1 \), all weak solutions of (11) are Lipschitz continuous; but for \( 0 < \gamma \leq 1 \), there exists a weak solution of (11) that is not Lipschitz continuous at \( x = 0 \).
Now let us consider (23) with
\[ g(r) = -|\log r|^{-\gamma} \quad \text{for } \gamma > 0. \]
For \( \gamma > 1 \), as with (52), \( g(r) \) is Dini continuous at \( r = 0 \), so we know weak solutions are Lipschitz continuous; but for all \( \gamma > 0 \) we have \( |rg'(r)| \leq c \) and
\[ -\infty \leq \int_0^{1/2} \frac{g(r)}{r} dr = -\int_0^{1/2} \frac{|\log r|^{-\gamma}}{r} < 0. \]
For \( 1/2 < \gamma \leq 1 \), \( g(r) \) is square-Dini continuous and the condition (24) is trivially satisfied with \( K = 0 \), so we could use Proposition 1 to conclude that all weak solutions of (1) are Lipschitz continuous. However, we can instead use Proposition 2 to handle all values \( 0 < \gamma \leq 1 \). We need to find the solution \( Z(r) \) of (23) with the desired properties. From (17) and (48) we see that there is a solution \( V(t) \) of (13) such that \( |V(t)| = o(e^{-\gamma}) \), which means we have our solution \( v(t) = Z(r) \) satisfying \( |Z(r)| \leq cr \). If we rescale so that \( Z(1) = 1 \), then the non-oscillatory character of (23) shows \( Z(r) \) remains positive. We can also confirm that \( Z \) satisfies the finite energy condition (29), so we can apply Proposition 2 to reach our conclusion. Summary for (53): For \( \gamma > 0 \), all weak solutions of (1) are Lipschitz continuous.

Note: For \( 0 < \gamma \leq 1 \), these results for \( 52 \) and \( 53 \) cannot be obtained using Dini mean oscillation for \( a_{ij} \) because that condition is satisfied only for \( \gamma > 1 \): this can be confirmed by direct calculation at \( x = 0 \) (see the Appendix), but for \( 52 \) it also follows from Remark 4.

Example 2. Let us consider an example where \( g(r) \) oscillates as \( r \to 0 \):
\[ g(r) = \frac{\sin(|\log r|)}{|\log r|^\beta}, \quad \text{where } \beta > 0. \]
The condition \( |rg'(r)| \leq c \) in Propositions 1 and 2 is satisfied. Also note that
\[ \int_0^{e^{-1}} \frac{g(r)}{r} dr = \int_1^\infty \frac{\sin \tau}{\tau^\beta} d\tau \text{ converges} \]
since \( \tau^{-\beta} \) is strictly decreasing and \( \sin \tau \) alternates sign on intervals \([k\pi, (k+1)\pi]\) for \( k = 0, 1, \ldots \).
In fact, for any interval \([t_1, t_2] \subset (2\pi, \infty)\) we have
\[ \int_{t_1}^{t_2} \sin \frac{\tau}{\tau^\beta} d\tau \leq \int_{2\pi}^{3\pi} \sin \frac{\tau}{\tau^\beta} d\tau < \infty. \]
For \( \beta > 1/2 \), this \( g(r) \) is square-Dini continuous and (56) confirms condition (25), so by Proposition 1 we conclude that all weak solutions of (1) are Lipschitz continuous. To obtain this conclusion for all \( \beta > 0 \), let us appeal to Proposition 2. Using asymptotic analysis as above with (55), we can find a finite energy solution \( Z(t) \) of (23) satisfying \( 0 < Z(t) \leq cr \) for \( 0 < r < 1 \), so Proposition 2 shows that all weak solutions are Lipschitz continuous.

Note: These results for \( 0 < \beta \leq 1 \) in (54) cannot be obtained using Dini mean oscillation since one can show by direct calculation (see the Appendix) that the coefficients \( a_{ij} \) have Dini mean oscillation only for \( \beta > 1 \).

Example 3. Consider the following function:
\[ g(r) = \frac{-C_1 \sin(|\log r|) - C_2 \cos(|\log r|)}{A + \sin(|\log r|) - \cos(|\log r|)} \]
where
\[ C_1 = \frac{(n-1)^2}{(n-1)^2 + 1} + 1, \quad C_2 = \frac{n-1}{(n-1)^2 + 1} - 1, \]
and $A > 1$ is chosen sufficiently large. This complicated expression for $g(r)$ arises because we actually want the following function $Z(r)$ to be a solution of (28):

\[
Z(r) = r \left( A + \sin(|\log r|) \right).
\]

Using $Z(r)$ in (28), we can work backwards to find $g(r)$ and confirm (57). This means that, if we use this $g(r)$ in our coefficients $a_{ij}$ as in (23), then by Proposition 2 any weak solution $u \in H^{1,2}(B_{1/2}(0))$ of (1) must be Lipschitz continuous in $B_{1/2}(0)$. This is in spite of the fact that the coefficients are not square-Dini continuous or Dini mean oscillation (see Appendix); in fact, $g$ does not even vanish as $r \to 0$, and we claim that

\[
\int_0^{1/2} \frac{g(r)}{r} \, dr = +\infty.
\]

This is interesting since the condition (59) is associated with the existence of a weak solution that is not Lipschitz continuous (cf. Proposition 3). However, since $g(r)$ does not even vanish as $r \to 0$, any intuition from the asymptotic analysis used in the proof of Proposition 3 is not relevant for this example.

To confirm (59), let us compute

\[
\int_0^{1} \frac{g(r)}{r} \, dr = \int_0^{\infty} g(t) \, dt = \int_0^{\infty} \frac{-C_1 \sin t - C_2 \cos t}{A + \sin t - \cos t} \, dt.
\]

By periodicity, it suffices to compute

\[
\int_0^{2\pi} \frac{-C_1 \sin t - C_2 \cos t}{A + \sin t - \cos t} \, dt = \frac{1}{A} \int_0^{2\pi} \frac{-C_1 \sin t - C_2 \cos t}{1 + \frac{A}{2}(\sin t - \cos t)} \, dt
\]

\[
= A^{-2} \int_0^{2\pi} (\sin t - \cos t) [C_1 \sin t + C_2 \cos t] \, dt + O(A^{-3}),
\]

provided $A$ is sufficiently large. By orthogonality, the cross terms vanish and we are left with computing

\[
\int_0^{2\pi} \left[ C_1 \sin^2 t - C_2 \cos^2 t \right] \, dt = \int_0^{2\pi} \frac{C_1 - C_2}{2} \, dt,
\]

where we have used half-angle trigonometric identities for $\sin^2$ and $\cos^2$ as well as $\int_0^{2\pi} \cos 2t \, dt = 0 = \int_0^{2\pi} \sin 2t \, dt$. But it is clear that $C_1 - C_2 > 0$, so we obtain

\[
\int_0^{\infty} \frac{-C_1 \sin t - C_2 \cos t}{A + \sin t - \cos t} \, dt = +\infty.
\]

**Appendix A. Computations of Mean Oscillation at $x = 0$**

All of the functions that we consider are smooth except at $x = 0$, so we will restrict our attention to the mean oscillation at $x = 0$, i.e. we take the sup over $B_r = \{ y : |y| < r \}$ in (3). However, if we want to show for certain examples that Dini mean oscillation over a domain fails, it suffices to show that it fails at $x = 0$.

First let us confirm that $a(x) = |\log r|^{-\gamma}$ has Dini mean oscillation at $x = 0$ for all $\gamma > 0$. Since $a(x) = a(r)$ is radial, we easily compute

\[
\tilde{a}(r) := \tilde{a}_{0,r} = \int_{B_r} a(x) \, dx = \frac{n}{r^n} \int_{0}^{r} |\log \rho|^{-\gamma} \rho^{n-1} \, d\rho
\]

\[
= |\log r|^{-\gamma} - |\log r|^{-\gamma - 1} + \frac{\gamma(\gamma + 1)n}{r^n} \int_{0}^{r} |\log \rho|^{-\gamma - 2} \rho^{n-1} \, d\rho.
\]
So \( a(x) - \bar{a}(r) = \gamma |\log r|^{-\gamma - 1} + O(|\log r|^{-\gamma - 2}) \) and hence the mean oscillation is
\[
\omega_a(r) = \frac{1}{B_r} \int_{B_r} |a(x) - \bar{a}(r)| \, dx = \gamma |\log r|^{-\gamma - 1} + O(|\log r|^{-\gamma - 2}).
\]

Since \( \omega_a(r) \) satisfies (2), this confirms that \( a(x) \) has Dini mean oscillation at \( x = 0 \) for all \( \gamma > 0 \).

In the above calculation, there was no angular oscillation, and this contributed to a satisfying the Dini mean oscillation condition for \( \gamma > 0 \). The situation is quite different for functions with angular dependence. In order to estimate the mean oscillation for the coefficients \( a_{ij} \) in (61), let us introduce the matrix
\[
\Theta = (\theta_{ij})_{i,j=1,\ldots,n},
\]
and denote its mean value over the unit sphere \( S^{n-1} \) by \( \bar{\Theta} \). Then a calculation shows
\[
\bar{\Theta} = \frac{1}{n} (\delta_{ij})_{i,j=1,\ldots,n}.
\]

Now let us multiply the matrix \( \Theta \) by a scalar function \( g(r) \) that is smooth for \( 0 < r < 1/2 \). If we denote by \( g\Theta(r) \) the mean value of \( g(r)\Theta \) over the ball \( B_r(0) \), then we have
\[
g\Theta(r) = g(r) \bar{\Theta}, \quad \text{where } g(r) = \frac{n}{r^n} \int_0^r g(\rho)\rho^{n-1} \, d\rho.
\]

Now we may estimate the matrix norm of \( g\Theta - g\bar{\Theta} \) from below by
\[
|g(r)\Theta - g\bar{\Theta}(r)| \geq |g(r)||\Theta - \bar{\Theta}| - |g(r) - g(\bar{r})||\bar{\Theta}|.
\]

If we can show \( |g(r) - g(\bar{r})| = o(|g(r)|) \) as \( r \to 0 \), then we know that the matrix \( g(r)\Theta \) has Dini mean oscillation at \( x = 0 \) if and only if the function \( |g(r)| \) itself satisfies the Dini condition at \( r = 0 \).

For example, consider the coefficients in Example 1, which we can write in matrix form as
\[
A(x) = I + |\log r|^{-\gamma} \Theta, \quad \text{where } I \text{ denotes the identity matrix.}
\]

The mean value of \( I \) is itself, so we have
\[
A(x) - \bar{A}(r) = g(r)\Theta - g\bar{\Theta}(r) \quad \text{where } g(r) = |\log r|^{-\gamma}.
\]

As we found in (61), \( g(r) - g\bar{r} = o(|g(r)|) \) as \( r \to 0 \), so by (64), \( A(x) \) has Dini mean oscillation at \( x = 0 \) if and only if \( g(r) = |\log r|^{-\gamma} \) satisfies the Dini condition. So Example 1 has Dini mean oscillation at \( x = 0 \) for \( \gamma > 1 \), but not for \( 0 < \gamma \leq 1 \).

Next let us consider the coefficients in Example 2. Again we need only concern ourselves with the matrix
\[
g(r)\Theta \quad \text{where } g(r) = \frac{\sin(|\log r|)}{|\log r|^{\beta}}.
\]

For \( 0 < r < 1 \) we use integration by parts and a geometric series to evaluate
\[
\tilde{g}(r) = \frac{n}{r^{n-1}} \int_0^r \frac{\sin(-\rho^t)}{(-\log \rho)^\beta} \rho^{n-1} \, d\rho = ne^{nt} \int_t^\infty \frac{\sin \tau}{\tau^\beta} e^{-nt} \, d\tau
\]
\[
= \frac{\sin t}{t^\beta} + e^{nt} \int_t^\infty \cos \frac{\tau}{t^\beta} e^{-nt} \, d\tau = \frac{\sin t}{t^\beta} + \frac{\cos t}{nt^\beta} - \frac{1}{n} e^{nt} \int_t^\infty \frac{\sin \tau}{\tau^\beta} e^{-nt} \, d\tau
\]
\[
= \frac{n}{n^2 + 1} \left( n \sin t + \cos t \right).
\]

Consequently,
\[
g(r) - \tilde{g}(r) = \frac{1}{n^2 + 1} \frac{\sin(|\log r|) - n \cos(|\log r|)}{|\log r|^{\beta}}.
\]
Now we can estimate
\[
\int_{S^{n-1}} |g(r)\Theta - \bar{g}(r)\bar{\Theta}| \, ds \geq \int_{S^{n-1}} (g(r)\Theta - \bar{g}(r)\bar{\Theta}) \, ds = |g(r) - \bar{g}(r)||\bar{\Theta}|.
\]
But if \(0 < \beta \leq 1\), then
\[
\int_0^{1/2} \frac{|g(r) - \bar{g}(r)|}{r} \, dr = \frac{1}{n^2 + 1} \int_{\log 2}^{\infty} \frac{|\sin t - n \cos t|}{t^\beta} \, dt = \infty
\]
since the numerator is periodic. This shows that the coefficients in Example 2 have Dini mean oscillation at \(x = 0\) only for \(\beta > 1\).

Finally, we consider the coefficients in Example 3. Recall
\[
g(r) = \frac{-C_1 \sin(|\log r|) - C_2 \cos(|\log r|)}{A + \sin(|\log r|) - \cos(|\log r|)} = A^{-1}(-C_1 \sin(|\log r|) - C_2 \cos(|\log r|)) + O(A^{-2})
\]
for large \(A\). We can use this to approximate \(\bar{g}(r)\), the mean value over the ball \(B_r\), and then express the answer in terms of \(t = -\log r\):
\[
\bar{g}(e^{-t}) = -\frac{n}{A(n^2 + 1)} (C_1(n\sin t - \cos t) + C_2(n\cos t - \sin t)) + O(A^{-2}).
\]
Hence
\[
g(e^{-t}) - \bar{g}(e^{-t}) = -\frac{1}{A(n^2 + 1)} [(C_1 + nC_2)\sin t + (C_2 + nC_1)\cos t] + O(A^{-2}).
\]
But
\[
\int_{\log r}^{\infty} |(C_1 + nC_2)\sin t + (C_2 + nC_1)\cos t| \, dt = +\infty,
\]
since the integrand is periodic, so \(|g(r) - \bar{g}(r)|\) does not satisfy the Dini condition. Hence Example 3 does not have Dini mean oscillation.
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