Electrically tuned hyperfine spectrum in neutral Tb(II)(Cp$iPr^5$I) single-molecule magnet†
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Molecular spin qubits with long spin coherence time as well as non-invasive operation methods on such qubits are in high demand. It was shown that both molecular electronic and nuclear spin levels can be used as qubits. In solid state systems with dopants, an electric field was shown to effectively change the spacing between the nuclear spin qubit levels when the electron spin density is high at the nucleus of the dopant. Inspired by such solid-state systems, we propose that divalent lanthanide (Ln) complexes with an unusual electronic configuration of Ln$^{2+}$ have a strong interaction between the Ln nuclear spin and the electronic degrees of freedom, which renders electrical tuning of the interaction. As an example, we study electronic structure and hyperfine interaction of the $^{159}$Tb nucleus in a neutral Tb(II)(Cp$^{iPr^5}_2)$ single-molecule magnet (SMM), which exhibits unusually long magnetization relaxation time, using the complete active space self-consistent field (CASSCF) method with spin-orbit interaction included within the restricted active space state interaction (RASSI). Our calculations show that the low-energy states arise from $4f^8(5s,5d_2)^1$, $4f^8(5d_{2z})^1$, and $4f^8(5d_{xy})^1$ configurations. We compute the hyperfine interaction parameters and the electronic-nuclear spectrum within our multiconfigurational approach. We find that the hyperfine interaction is about one order of magnitude greater than that for Tb(III)Pc$_2$ SMMs. This stems from the strong Fermi contact interaction between the Tb nuclear spin and the electron spin density at the nucleus that originates from the occupation of the $(6s,5d)$ orbitals. We also uncover that the response of the Fermi contact term to electric field results in electrical tuning of the electronic-nuclear level separations. This hyperfine Stark effect may be useful for applications of molecular nuclear spins for quantum computing.

1 Introduction

A variety of solid-state systems have been proposed and used for quantum computing applications. The experimental endeavor of using molecules for such applications is fairly nascent,[12,13] although a first theoretical proposal of such an idea dates back to almost twenty years ago.[14] So far, the majority of effort has been focused on using either molecular electronic spins or nuclear spins. Both directions have its own merits and drawbacks. The first approach is easier and faster to operate but with shorter spin coherence time, while the latter is slower to operate but with longer coherence time. There are extensive studies of hybrid systems where the merits of both approaches are taken into account in solid-state systems.[15]

Lanthanide-based molecules have properties useful for quantum computing applications,[15,16,17] such as strong spin-orbit (SO) interaction and strong interaction between the lanthanide nuclear spin and the electronic degrees of freedom, i.e. hyperfine interaction. Properties of the molecules can be tailored by varying the lanthanide element, ligand or oxidation state, or by a judicious choice of external perturbation. Terbium (Tb) based single-molecule magnets (SMMs) such as Tb(III)Pc$_2$ (Pc=phthalocyanine)[10] were reported to remain stable within single-molecule transistor set-ups,[11] and to exhibit strong hyperfine interaction between the $^{159}$Tb (100% natural abundance) nuclear spin ($I = 3/2$) and the magnetic moment of the electron.[12] Tb(III)Pc$_2$ molecules were also shown to reveal significant modulation of the hyperfine interaction with external electric field.[16,18] Such a hyperfine Stark effect is a molecular manifestation of the concept proposed by Kane[13] on phosphorus (P) dopants in silicon (Si) solids. In this proposal, delocalized electron spin density of the P dopant at $^{31}$P nucleus results in hyperfine interaction induced by the Fermi contact (FC) term that can be greatly modulated by applying voltage or an electric field.
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This possibility is very appealing since logical operations for quantum computing can be manipulated by electric field rather than magnetic field. Note that electric field can be applied locally, whereas that is challenging for magnetic field. In the case of Tb-based SMMs realization and manipulation of molecular nuclear spin qubits were also facilitated by using the significant hyperfine Stark effect.
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**Fig. 1** (a) Top view and (b) side view of experimental geometry of the neutral Tb(II)(Cp^iPr_5)_{2} molecule. A color scheme is as follows: Tb (purple), C in the Cp rings (brown), the rest of C (gray), H (pale pink). The symmetry of the molecule is slightly deviated from D_{5h} point group. The magnetic easy axis coincides with the z axis.

Despite the significant hyperfine Stark effect, Tb(III)Pc_{2} SMMs have a very small FC term due to negligible electron spin density at the Tb nucleus. Keeping in mind that in the original proposal by Kane, a large FC term is a key element in the strong hyperfine Stark effect, we search for magnetic molecules with a large FC term in the hope for a strong hyperfine Stark effect. One class of molecules that possibly fit into this criterion are lanthanide(II)-based molecules. Divalent lanthanide complexes have been known to be rarely synthesized or unstable at ambient environment compared to trivalent lanthanide complexes. Recently, several divalent lanthanide-based molecules have been synthesized in a form of crystals with stability at room temperature. Magnetic measurements suggest that the stable electronic configuration of divalent lanthanide ions (with n + 1 valence electrons) are likely 4f^n(6s, 5d)^1 rather than 4f^{n+1}, where (6s, 5d) denotes strong hybridization between 6s and 5d orbitals. One of such molecules is a neutral Tb(II)(Cp^{iPr}_5); SMM (Cp=pentaisopropylcyclopentadienyl) which exhibits unusually low magnetization relaxation time (∼10⁻⁵ s) and magnetic hysteresis until 55 K. As shown in Fig. 1, the molecule consists of two pentagon-shaped Cp rings above and below the divalent Tb ion which has approximate D_{5h} point group symmetry. Magnetic susceptibility measurement supports the idea that the Tb^{2+} ion has a stable electronic configuration of 4f^8(6s, 5d)^1 rather than 4f^9. Electronic structure and magnetic properties of this compound were studied using density-functional theory (DFT) calculations. However, nearly degenerate 4f orbitals demand theoretical treatment beyond DFT. So far, multi-configurational or multireference studies of this compound have not been done. Overall, ab-initio studies (beyond DFT) of divalent lanthanide complexes are scarce. Hyperfine interaction of this compound has not been examined before.

Here we uncover the nature of the hyperfine interaction of Tb nucleus in the neutral Tb(II)(Cp^{iPr}_5)_{2} SMM using the complete active space self-consistent field (CASSCF) method with SO interaction included within the restricted active space interaction (RASSI). We first identify the electronic structure of the ground state and low-lying excited states using the CASSCF method with SO-RASSI, and then calculate the hyperfine interaction of the Tb nucleus projected onto the ground Kramers doublet with and without small external electric field. Our study may shed light into search for molecules with strong hyperfine Stark effect and its applications to control of nuclear spin levels for quantum computing.

### 2 Computational details

We use the experimental geometry reported in Ref. without further structure relaxation. Our ab-initio calculations are carried out using the MOLCAS code (version 8.2) with the scalar relativistic effect (based on Douglas-Kroll-Hess Hamiltonian) using relativistically contracted atomic natural orbitals (ANO-RCC) basis sets: polarized valence triple-ζ quality (VTZP) for the Tb ion, polarized valence double-ζ quality (VDZP) for all the C atoms, and valence double-ζ quality (VDZ) for the H atoms.

The electronic structure is computed in a two-step procedure. First, in the absence of SO interaction, spin-free eigenstates (roots) are found using the state-averaged (SA) CASSCF method. Second, in the subspace of the spin-free roots, SO interaction is included within the atomic mean-field approximation using the restricted active space state interaction (RASSI) method. The same two-step procedure as above is used when a homogeneous electric field is applied along the z axis to the molecule.

Starting from the stable electronic configuration of a trivalent Tb ion, i.e. 4f^{9}, one can think of 4f^{8}(6s, 5d)^1 and 4f^{9} as possible configurations of a divalent Tb ion. In the 4f^{9} configuration, there is only one low-energy spin state with total spin S = 5/2. In the 4f^{8}(6s, 5d)^1 configuration, the Tb 4f spin S_{f} = 3 from 4f^{8} can be parallel or antiparallel to the spin S_{d} = 1/2 from (6s, 5d)^1 as long as we are interested in a low-energy spectrum. These cases correspond to two low-energy spin states such as total spin S = 7/2 and S = 5/2. The former state is referred to as high spin (HS), while the latter low spin (LS). (The concept of HS and LS in our work qualitatively differs from the usual context of HS and LS in spin-crossover molecules.)

In the 4f^{9} configuration, since the Tb 4f orbitals are highly localized, nine electrons and seven 4f orbitals can form a reasonable active space. In this case, 21 roots are used in the state average. Using this active space for the 4f^{9} configuration and the optimal active space discussed below for the 4f^{8}(6s, 5d)^1 configuration, we check that the ground-state energy of the 4f^{9} configuration is ~ 4.4 eV higher than that of the 4f^{8}(6s, 5d)^1 configuration. This result agrees with the previous DFT calculation and the experimental data that rules out 4f^{9} as the stable configuration of the Tb^{2+} ion in the neutral Tb(II)(Cp^{iPr}_5)_{2} molecule. Therefore, we henceforth consider only the 4f^{8}(6s, 5d)^1 configuration.
Fig. 2 (a) Schematic diagram of the active space used in this work, CAS(13,14), where up and down arrows represent α and β spin of electron. (b) Active non-4f molecular orbitals (MO) obtained from our CASSCF(13,14) calculation with state average over 21 roots. The two doubly occupied orbitals (MO 1 and 2) are from strong hybridization between the Cp rings 2p orbital and the Tb 5d orbital. In this case, a larger font size indicates a larger weight. MO 3–9 are pure 4f orbitals. MO 10 arises from strongly hybridized Tb 6s and 5d orbitals, while MO 11 and 12 are from mainly Tb 5d and 5d orbitals hybridized with the Cp 2p orbital, respectively. Here a larger weight is shown as a larger font size. MO 13 and 14 are from Tb 5d and 5d orbitals hybridized with the Cp ring 2p orbital. The state-average occupation numbers of MO 1–14 are 1.9928, 1.9928, 1.1426, 1.1427, 1.1427, 1.1426, 1.1427, 0.3333, 0.3331, 0.3330, 0.0082, 0.0082, respectively. The visualization is made with isosurface value of 0.03 using LUSCUS program. (c) Schematic diagram of level separations with and without electric field (E ≠ 0 and E = 0). The electronic ground state $\Psi_g$ (Kramers doublet) is separated from the electronic first-excited state $\Psi_e$ (Kramers doublet) by 311 cm$^{-1}$ from our CASSCF-SO-RASSI calculation. Each electronic level is split into four electronic-nuclear levels due to the hyperfine interaction of the $^{159}$Tb nuclear spin ($I = 3/2$). Since the electronic separation energy is at least more than two orders of magnitude greater than separation energies of electronic-nuclear levels $\Psi_g \otimes M_I$, we consider only the hyperfine interaction for the electronic ground doublet. The separations of the electronic-nuclear levels can be modified by E field.

The choice of the active space is critical in a SA-CASSCF calculation, especially in the $4f^8(6s, 5d)^1$ configuration. The active space should include seven 4f orbitals as well as five or six of (5d, 6s)-like orbitals. In addition, the (5d, 6s)-like orbitals (more delocalized than the 4f orbitals) can have significant hybridization with $\pi/\pi^*$ orbitals of the Cp rings. Therefore, some of these ligand orbitals may also need to be included in the active space. Since the size of the active space is practically limited due to high computational cost, we perform extensive tests on different sets of active spaces analyzing state-average and natural occupation numbers of the active orbitals and their effects on the energetics of the system. We find that only five of the (6s, 5d)-like orbitals are needed to be included in the active space. These include 5d$_{x^2-y^2}$, 5d$_{xy}$, 5d$_{xz}$, 5d$_{yz}$-like orbitals as well as (5d, 6s) hybrid orbitals (see Fig. 2b). Note that the first four of these 5d-like orbitals show significant hybridization with 2p$_z$ orbitals from the Cp rings. Importantly, another 6s-like orbital (hybridizing strongly with C 2p orbitals) does not need to be included in the active space since its natural occupation number is zero (incidentally it is also true for the Tb 6p orbitals). We also find that only two of the $\pi/\pi^*$ orbitals are crucial in the active space. These are nominally doubly occupied $\pi$ orbitals from the Cp rings that show strong hybridization with 5d$_{xy}$, 5d$_{yz}$ orbitals (see Fig. 2b). Therefore, the optimal active space is CAS(13,14) that consists of 13 active electrons in 14 active orbitals as shown schematically in Fig. 2b.

The choice of the number of roots to use in the state-average procedure is also non-trivial in the $4f^8(6s, 5d)^1$ configuration. The $4f^8$ configuration suggests to use seven roots. However, our calculations reveal that there is no significant energy gap between 7th and 8th roots. Clearly, the fact that there are many (6s, 5d)$^1$ configurations cannot be ignored. In fact, we determine that at low energies there are three relevant (6s, 5d)$^1$-type configurations: (5d$_{xy}$/6s)$^1$, (5d$_{yz}$/6s)$^1$, and (5d$_{xy}$/6s)$^1$ (this is discussed in more detail in Sec. 3.1). Indeed, the first 21 roots are grouped together in energy and there is a gap (~3 eV) between the 21st and 22nd roots. Therefore, 21 roots are used in the state-average procedure as well as in the RASSI calculations.

After obtaining the electronic structure, a magnetic hyperfine matrix A and nuclear quadrupole tensor P are calculated by projecting the microscopic interactions onto the electronic ground
Kramers doublet as discussed in detail in Ref. 35. The projection on the ground doublet is fully justified since the excitation energy of the first-excited doublet (∼300 cm⁻¹) is much larger than the maximum level splitting of the Tb nuclear levels (<1.0 cm⁻¹). Finally, the g matrix of the ground doublet is calculated using the SINGLE_ANISO module of the MOLCAS code. The similar procedure to above is applied to calculations of the hyperfine interaction parameters in the presence of a homogeneous E field applied along the z axis.

3 Results and Discussion

We present the electronic energy spectrum obtained from the CASSCF-SO-RASSI calculation. Then we show the hyperfine and nuclear quadrupole interactions projected onto the ground Kramers doublet with and without E field. We then construct an effective spin Hamiltonian and examine the electronic-nuclear spectrum. The effects of an external magnetic B field and an E field on the spectrum are then discussed.

3.1 Electronic structure

The CASSCF(13,14) calculations (with state average over 21 roots) show that the lowest HS spin-free energy is 6070 cm⁻¹ lower than the lowest LS spin-free energy and that the HS spin-free energy of the 21st root is even lower than the latter energy. (See the ESI† for the HS and LS spin-free energies.) Since the lowest HS spin-free energy is reduced by 2396 cm⁻¹ with SO interaction (Fig. 3), the energy difference the lowest HS and LS states is about three times larger than the SO interaction. Previous DFT calculations show that the HS state is also more stable than the LS state but the energy difference between them is much smaller than our result. Considering our analysis, only the HS state is relevant to the low-energy spectrum, and so we henceforth discuss only the HS state.

In order to have insight into the low-energy electronic energy spectrum, we characterize the four lowest energy spin-free states (or roots). The first and second spin-free states are primarily relevant to the hyperfine interaction that is discussed in Sec. 3.2. They consist of mainly 4f⁸(5d,2z,−2z, 5dₓz)⁴ (Table 1). The third and fourth spin-free states comprise almost equal weights from 4f⁸(5d,2z,−2z, 5dᵧz)⁴ and 4f⁸(6s,5dₓ)⁴. This analysis suggests that the exchange coupling mechanism within the Tb²⁺ ion is more complex than the single-electron picture relying on a 100% contribution of 4f⁸(6s,5dₓ)⁴ configuration. In this work, however, we do not discuss the mechanism of the exchange coupling since the focus is on the hyperfine interaction of the ground Kramers doublet.

Table 1 Energies and main contributing configurations for the four lowest energy HS (S = 7/2) spin-free (SF) states calculated from CASSCF(13,14). The energy is relative to the lowest-energy (or first) SF energy. Here only dominant contributions with corresponding weights are listed

| SF state | Energy (cm⁻¹) | Configurations (weight) |
|----------|--------------|-------------------------|
| Φ₁       | 0            | (4f⁸)(6s,5dₓ)⁴ (78%)    |
| Φ₂       | 0.130        | (4f⁸)(5d,2z,−2z, 5dᵧz)⁴ (18%) |
| Φ₃       | 765.327      | (4f⁸)(5d,2z,−2z, 5dᵧz)⁴ (18%) |
| Φ₄       | 814.517      | (4f⁸)(6s,5dₓ)⁴ (56%), (4f⁸)(6s,5dₓ)⁴ (40%), (4f⁸)(6s,5dₓ)⁴ (42%) |

Next we analyze the energies obtained from the CASSCF-SO-RASSI calculations. With SO-RASSI, all energies are doubly degenerate due to Kramers theorem. The excitation energy of the first-excited doublet is quite high like 311 cm⁻¹ due to the strong uniaxial magnetic anisotropy along the z axis, and this value is similar to that of Tb(III)Pc₂ SMMs. Interestingly, while J = 13/2 multiplet structure can be expected from the orbital angular momentum L = 3 and the spin angular momentum S = 7/2, the energy spectrum is not consistent with such description since there is no large energy gap between the 14th and 15th levels (Table S2 in the ESI†). This result suggests that the total angular momentum J is not a good quantum number in this system.

Let us now examine the characteristics of four low-energy CASSCF-SO-RASSI wave functions. As shown in Table 2 the ground doublet Ψₕ is mainly a direct product of |S = 7/2, Mₛ = ±7/2⟩ and a linear combination of the first and second spin-free states, where Mₛ is the eigenvalue of the z component of the spin operator S_z, where the magnetic easy axis coincides with the z axis. We compute the diagonal element of the g matrix projected onto the ground doublet, finding that the largest diagonal element (gzz) is 19.99998 with the other diagonal elements of an order of 10⁻⁸. The calculated gzz value for the doublet is close to the expected value of 2gJ = 19.99998 when one takes the Lande g factor g_J = 1.53846 for L = 3, S = 7/2, and J = 13/2. The first-excited doublet Ψₑ has some contributions from a direct product of |S = 7/2, Mₛ = ±7/2⟩ and the third and fourth spin-free states in addition to the expected major contributions listed in Table 2. The characteristics of Ψₑ also corroborates that J is not a good quantum number.

3.2 Magnetic hyperfine interaction

The magnetic hyperfine interaction originates from three microscopic interactions (i) the aforementioned FC contribution
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that represents the contact interaction of the electronic spin density at the nucleus with the nuclear spin; (ii) paramagnetic spin-orbital (PSO) term that describes coupling of electronic orbital angular momentum with the nuclear spin, and (iii) the spin-dipole (SD) terms that represent interaction between the electronic and nuclear spins.

We calculate the magnetic hyperfine interaction projected onto the ground Kramers doublet using the implementation and procedure discussed in Ref. 35. Note that the excited Kramers doublet is irrelevant to this hyperfine interaction because the excitation energy of the first-excited Kramers doublet (Fig. 2(c)) is at least two orders of magnitude higher than the level splitting of the nuclear spin levels. The ab-initio calculated nuclear-electronic energy spectrum is projected onto a model Hamiltonian with effective spin $S_{\text{eff}} = 1/2$ and the $^{159}\text{Tb}$ nuclear spin ($I = 3/2$) such as

$$\hat{H}_\text{HF} = \mathbf{I} \cdot \mathbf{A} \cdot \mathbf{S}_{\text{eff}},$$

where $\mathbf{A}$ is the magnetic hyperfine matrix for the ground Kramers doublet.

Table 2 lists the $\mathbf{A}$ matrix elements with and without an $\mathbf{E}$ field, using the magnetic coordinates that diagonalize the $\mathbf{g}$ matrix. The largest element is $A_{zz}$ which is 42277 MHz in the absence of $\mathbf{E}$. This value is about seven times larger than that for the Tb(III)Pc$_2$ SMMs. The $A_{xx}$, $A_{yy}$, and $A_{xy}$ elements are very small such as an order of $10^{-3}$ MHz because of the strong uniaxial magnetic anisotropy. The $A_{zz}$ and $A_{yz}$ elements are only about 0.02% of the $A_{zz}$ element. The presence of nonzero $A_{xx}$ and $A_{yy}$ elements signals the deviation between the magnetic axes and the axes that diagonalize the $\mathbf{A}$ matrix. For isolated electronic J-multiplet, both sets of axes are expected to be identical. For the neutral Tb(II)(Cp$^{Pr5}$)$_2$, however, the low-energy electronic spectrum is a result of strong coupling between the $J = 6$ multiplet and an extra electron occupying the Tb 5d$_{5/2}$ orbital. This non-trivial electronic structure is, thus, responsible for sizeable off-diagonal terms of the $\mathbf{A}$ matrix. The degree of the misalignment can be also estimated by introducing a new parameter such as $|A_1| = \sqrt{A_{xx}^2 + A_{yy}^2}/2$.

Now when the $\mathbf{E}$ field is applied along the $z$ axis, the $A_{zz}$ element substantially decreases with only small changes in the $A_{A_{xx}}$ and $A_{yz}$ elements or $|A_1|$, as shown in Table 2. Figure 4(a) shows the change of the $A_{zz}$ element as a function of $\mathbf{E}$ field using the magnetic axes without $\mathbf{E}$ field. The $A_{zz}$ element changes of an order of tens MHz with an $\mathbf{E}$ field of several mV/nm. The decrease in the $A_{zz}$ element is reflected in the change in the electronic-nuclear spectrum with $\mathbf{E}$ field that is discussed in Sec. 3.4.

In order to understand the nature of the hyperfine interaction and its $\mathbf{E}$-field dependence, we calculate contributions of the PSO, FC, and SD terms to the $A_{zz}$ element. Figure 4(b) shows their contributions in the absence of $\mathbf{E}$ field. The FC term is dominant and it is about seven times larger than the PSO contribution. The large FC term is induced by the contribution of $(6s, 5d_{5/2})$ orbital to the ground doublet (Tables 1 and 2) which has a large weight at the nucleus. The $\mathbf{E}$-field response to the $A_{zz}$ element is attributed to the change of the FC term. The nature of the hyperfine interaction in this molecule qualitatively differs from the case of Tb(III)Pc$_2$ SMMs where the PSO contribution is dominant and the FC contribution is negligible. Since the PSO contribution to the $A_{zz}$ element in the neutral Tb(II)(Cp$^{Pr5}$)$_2$ is similar to that in the Tb(III)Pc$_2$ molecule, the total $A_{zz}$ element is about seven times larger than that in the Tb(III)Pc$_2$ molecule.

### 3.3 Nuclear quadrupole interaction

The nuclear quadrupole interaction is given by the following Hamiltonian:

$$\hat{H}_\text{quad} = \mathbf{I} \cdot \mathbf{P} \cdot \mathbf{I},$$

where $\mathbf{P}$ is nuclear quadrupole tensor projected onto the ground doublet of the neutral Tb(II)(Cp$^{Pr5}$)$_2$. Table 4 lists the calculated $\mathbf{P}$ tensor with and without $\mathbf{E}$ field. The diagonal elements of the $\mathbf{P}$ tensor are approximately an order of magnitude smaller than those for Tb(III)Pc$_2$ SMMs. This feature suggests that the electric-field gradient at the Tb nuclear is quite small. The off-diagonal elements of the $\mathbf{P}$ tensor are very small like at most about 1 MHz because of the nearly-perfect symmetry of the neutral Tb(II)(Cp$^{Pr5}$)$_2$ molecule. Compared to the $A_{zz}$ element, the response of the diagonal $\mathbf{P}$ elements to the $E_z$ field is three orders of magnitude smaller.
3.4 Effective Spin Hamiltonian Analysis

Based on our multiconfigurational calculations we construct an effective spin Hamiltonian that describes the low-energy electronic-nuclear spectrum of the neutral Tb(II)(Cp^{5.1}) molecule. We focus on the electronic ground Kramers doublet and represent it by a pseudospin \( |\uparrow\rangle, |\downarrow\rangle \). The low-lying nuclear levels are characterized by the Tb nucleus spin \( I = 3/2 \). The effective Hamiltonian describing these two interacting system is given by

\[
\hat{H}_{\text{eff}} = \hat{H}_{\text{HF}} + \hat{H}_{\text{quad}} + \mu_B \hat{B}_{\text{eff}} \cdot \hat{S} + \mu_N \hat{B}_{\text{N}} \hat{I},
\]

where the third and fourth terms describe the Zeeman interaction of, respectively, electronic and nuclear systems with the external \( B \) field, when the \( B \) field is applied along the \( z \) axis. Here \( g_N \) is the nuclear \( g \)-factor that for the \( ^{159}\)Tb nucleus is 1.34267. As discussed in the previous subsections, \( A \), \( P \) and \( g_{\text{eff}} \) are calculated from \textit{ab initio} and are shown in Tables 2, 3, and 4.

### 3.4.1 Electronic-nuclear energy spectrum at zero magnetic field

The electronic-nuclear spectrum obtained by diagonalization of the Hamiltonian, Eq. (3), is shown in Fig. 5. At zero magnetic field, the spectrum is composed of four doublets (the first- and second-excited doublets show a tiny splitting of the order of \( 10^{-4} \) MHz due to presence of small but nonzero \( A_{xx} \) and \( A_{yy} \) parameters[40]). The levels can be characterized by \( z \)-projections of the electronic pseudospin \( |m_S\rangle = |\uparrow, \downarrow\rangle \) and the nuclear spin \( |M_I\rangle = |+3/2, \pm 1/2\rangle \). Since the hyperfine interaction is the most dominant term in Eq. (3), the ground doublet corresponds to \( |M_I\rangle = 3/2 \) with \( m_S \) being opposite sign to \( M_I \). Further, the first-, second-, and third-excited doublets correspond to \( |\uparrow\downarrow\rangle; -1/2(1/2) \), \( |\uparrow\downarrow\rangle; 1/2(-1/2) \), and \( |\uparrow\downarrow\rangle; 3/2(-3/2) \) states, respectively. Note that \( m_S \) and \( M_I \) are not exactly good quantum numbers since transverse nuclear quadrupole terms and off-diagonal hyperfine interactions allow mixing between different \( |m_S, M_I\rangle \) states. As shown in Tables 2, 3, and 4 however, these interaction parameters are small to allow symmetric geometry of the neutral Tb(II)(Cp^{5.1}) molecule and as a result, the mixing is small.

The separation between adjacent electronic-nuclear levels is about 21 GHz. This is significantly larger than for the Tb(III)PC_{2} molecules in which the level spacing is roughly 3 GHz.[33] This difference is a direct result of a strong FC contribution for the neutral Tb(II)(Cp^{5.1}) molecule which enhances the strength of the hyperfine interaction by almost an order of magnitude as compared to the Tb(III)PC_{2} case. Due to the quadrupole interaction (specifically \( P_{zz} \) term), the levels are not equidistant and the level spacing increases with energy. Although the \( P_{zz} \) term for the neutral Tb(II)(Cp^{5.1}) (~0.04 GHz) is significantly smaller than for Tb(III)PC_{2} (~0.3 GHz)[33] the variation of the spacing between adjacent levels (~0.1 GHz) is sufficiently large to distinguish transitions between different pairs of levels by spectroscopy.
Fig. 6 (a) The excitation energy of the first-excited electronic-nuclear quasi-doublet vs E field. (b) The energy of each quasi-doublet relative to the zero-field energy ($\Delta E_r, i = 1, 2, 3, 4$) vs E field. From the top, the curves correspond to the ground, first-, second-, and third-excited quasi-doublet. In (a) and (b), the E field is applied along the z axis and the B field is zero.

3.4.2 Zeeman diagram

Let us now consider the behavior of the energy levels under application of the external B field directed along the z axis (Fig. 5). The main effect of the magnetic field comes from the electronic Zeeman term which causes the levels to vary linearly with the strength of the magnetic field. The states with $m_s = \uparrow$ vary with a positive slope while the states with $m_s = \downarrow$ vary with a negative slope. As a result, the zero-field degeneracy is removed. At certain field values, the levels with opposite $m_s$ cross. In the proximity of such crossing points, the small off-diagonal terms of the Hamiltonian [Eq. (5)] become important and lead to strong mixing of the two states participating in the crossing. As a result, the avoided level crossing (ALC) occurs with a finite gap between the two crossing levels (see the insets of Fig. 5). The ALC gap quantifies the strength of the state mixing and determines the probability of the tunneling between the two crossing levels as the B field is varied across the ALC point. It is, therefore, an important parameter describing the low-temperature dynamics of the system.

The largest gap from the ALC occurs between levels with the same $M_I$ (20 MHz for $M_I = 3/2$). Although the magnitude of the gap is similar to that for anionic Tb(III)PC$_2$, its microscopic mechanism is different from the latter case. For Tb(III)PC$_2$, the ALC gap is caused by the transverse crystal fields and so it strongly depend on molecular geometry. On the other hand, the neutral Tb(II)(Cp$^{35}$)$_2$ molecule is a Kramers system and, thus, the time-reversal symmetry does prevent the presence of such transverse crystal fields in the effective Hamiltonian. Instead, the ALC gap is due to significant off-diagonal elements of the hyperfine matrix ($A_{zz}, A_{xz}$). The unusual electronic structure discussed in Sec. 3.1 is responsible for the significant ALC gap between levels with the same $M_I$ value.

3.4.3 Hyperfine Stark effect

Let us now discuss how an external E field affects the electronic-nuclear spectrum when the field is applied along the z axis. For simplicity, we consider only the case without an external B field. We calculate the energy eigenvalues of the effective Hamiltonian discussed earlier, Eq. (3), using the elements of the A-matrix and the P tensor obtained with different values of the E field within the multiconfigurational approach. See Tables 3 and 4. Note that the $A_{zz}$ parameter shows a significant dependence on the E field. This indicates that the electronic-nuclear levels can be electrically tuned. Figure 6(a) shows the excitation energy of the first-excited electronic-nuclear quasi-doublet as a function of E field. With the field of 5 mV/nm, the excitation energy changes by about 17 MHz. In Fig. 6(b) we plot the energy of each quasi-doublet at different E field values, relative to the zero-field energy of the quasi-doublet. This hyperfine Stark effect can be utilized in designing molecular qubits based on neutral Tb(II)(Cp$^{35}$)$_2$ molecules.

4 Conclusions

We have examined the electronic structure and the hyperfine and nuclear quadrupole interactions of the $^{159}$Tb nucleus in a divalent Tb compound, neutral Tb(II)(Cp$^{35}$)$_2$, using the CASSCF-(13,14)-SO-RASSI method. Our calculation shows that the low-energy states arise from $4f^8(6s, 5d_z^2)^1, 4f^8(5d_{z^2} - y^2)^1$, and $4f^8(5d_{xy})^1$ configurations, where the spin from $4f^8$ is parallel to the spin from $(6s, 5d)$. We found that the energy difference between the parallel and antiparallel spin configurations in $4f^8(6s, 5d)^1$ is greater than the SO interaction and that the complexity of the electronic configuration demands a study of magnetic susceptibility beyond single-electron description. In addition, $J$ is not a good quantum number due to the complex electronic configuration.

The strong uniaxial magnetic anisotropy results in a large excitation energy of the electronic first-excited Kramers doublet (311 cm$^{-1}$), which is at least two orders of magnitude greater than the splitting of the electronic-nuclear levels for the Tb nuclear spin ($I = 3/2$). Considering this large electronic excitation energy, we calculated the hyperfine and quadrupole interaction projected onto the electronic ground Kramers doublet using effective spin $S_{\text{eff}} = 1/2$ within CASSCF-SO-RASSI. We found that the FC contribution is dominant over PSO and SD contributions to the hyperfine interaction, because of the unusual electronic configuration of the Tb(II) ion. The hyperfine interaction for the neutral Tb(II)(Cp$^{35}$)$_2$ SMM turns out to be about one order of magnitude greater than that for Tb(II)PC$_2$ SMMs. The dominant contribution of the FC term gives rise to tuning of the electronic-nuclear levels by tens of MHz with an electric field of an order of several mV/nm. Our findings stimulate future experiments on a search for the hyperfine Stark effect from divalent Tb compounds as well as other divalent lanthanide compounds and applications of the molecular nuclear spin levels for realization and operations of molecular spin qubits.
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